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Abstract

Bacterial species with large sequence diversity enable studies focused on comparative genomics, population genetics and pan-genome evolution. In such analyses it is key to determine whether sequences (e.g. genes) from different strains, are the same or different. This is often achieved by clustering orthologous genes based on sequence similarity. Importantly, one limitation of existing pan-genome clustering methods is that they do not assign a confidence score to the identified clusters. Given that clustering ground truth is unavailable when working with pan-genomes, the absence of confidence scores makes performance evaluation on real data an open challenge. Moreover, most pan-genome clustering solutions do not accommodate cluster augmentation, which is the addition of new sequences to an already clustered set of sequences. Finally, the pan-genome size of many organisms prevents direct application of powerful clustering techniques that do not scale to large datasets. Here, we present Boundary-Forest Clustering (BFClust), a method that addresses these challenges in three main steps: 1) The approximate-nearest-neighbor retrieval method Boundary-Forest is used as a representative selection step; 2) Downstream clustering of the representatives is performed using Markov Clustering (MCL); 3) Consensus clustering is applied across the Boundary-Forest, improving clustering accuracy and enabling confidence score calculation. First, MCL is favorably benchmarked against 6 powerful clustering methods. To explore the strengths of the entire BFClust approach, it is applied to 4 different datasets of the bacterial pathogen \textit{Streptococcus pneumoniae}, and compared against 4 other pan-genome clustering tools. Unlike existing approaches, BFClust is fast, accurate, robust to noise and allows augmentation. Moreover, BFClust uniquely identifies low-confidence clusters in each dataset, which can negatively impact downstream analyses and interpretation of pan-genomes. Being the first tool that outputs confidence scores both when clustering \textit{de novo}, and during cluster augmentation, BFClust offers a way of automatically evaluating and eliminating ambiguity in pan-genomes.
Author Summary

Clustering of biological sequences is a critical step in studying bacterial species with large sequence diversity. Existing clustering approaches group sequences together based on similarity. However, these approaches do not offer a way of evaluating the confidence of their output. This makes it impossible to determine whether the clustering output reflect biologically relevant clusters. Most existing methods also do not allow cluster augmentation, which is the quick incorporation and clustering of newly available sequences with an already clustered set. We present Boundary-Forest Clustering (BFClust) as a method that can generate cluster confidence scores, as well as allow cluster augmentation. In addition to having these additional key functionalities and being scalable to large dataset sizes, BFClust matches and outperforms state-of-the-art software in terms of accuracy, robustness to noise and speed. We show on 4 Streptococcus pneumoniae datasets that the confidence scores uniquely generated by BFClust can indeed be used to identify ambiguous sequence clusters. These scores thereby serve as a quality control step before further analysis on the clustering output commences. BFClust is currently the only biological sequence clustering tool that allows augmentation and outputs confidence scores, which should benefit most pan-genome studies.
Introduction

Most bacterial species harbor large amounts of sequence diversity. For example, any given strain of the human respiratory bacterial pathogen *Streptococcus pneumoniae* has about 2,100 genes in its genome, but two strains can differ by the presence or absence of hundreds of genes. In fact, the core genome (the genes shared by all strains) is estimated to be anywhere between 15-50% of the pangenome (the entire genetic repertoire of the species, thought to contain between 5,000-10,000 genes) (1–3). In species such as *S. pneumoniae* where there is a large amount of genetic diversity, phylogenetic studies or studies that compare multiple strains first necessitate identifying which genetic elements are the same across the different strains.

Establishing gene correspondence is often achieved by orthologue clustering, which groups orthologues of the same gene based on sequence similarity. An ideal orthologue clustering method is scalable, accurate, allows cluster augmentation (the addition of new sequences to a clustered set, without changing the initial clustering), and assigns a confidence score to the clusters it outputs. Earlier approaches for orthologue clustering such as PanOCT (4) and PGAP (5), involve all-against-all sequence comparisons, which compares each sequence to all other sequences in the dataset, and uses all of these comparisons to cluster. With such an approach, the number of comparisons increase quadratically with the number of data points, making these methods inapplicable for large datasets. Other approaches such as CD-HIT (6) and Usearch UCLUST (7) direct-threshold methods ensure that sequences that are more dissimilar than the threshold do not appear in the same cluster, and are extremely fast. CD-HIT has been used for pan-genome clustering for different microbial species (3,8,9), while UCLUST is the default clustering algorithm in the Bacterial Pan Genome Analysis tool (BPGA) (10), which is also used for multiple species’ pan-genome analysis (11–15). Importantly, when using direct-threshold methods, the correct value of the threshold may be difficult or impossible to determine, and an incorrectly chosen threshold value directly impacts clustering accuracy.

An alternative to direct-threshold methods are network-based methods, such as spectral clustering or Markov clustering (MCL) (16,17). These methods represent each sequence as a node in a network, and sequences are connected to one another according to how similar they are. The resulting network can then be partitioned into clusters based on its topology. Since generating the
network requires all-against-all comparisons, these methods also do not scale out-of-the-box. To overcome this challenge, the two software solutions for pan-genome clustering, PanX (18) and Roary (19), first use a \textit{representative selection step} – which reduces the redundancy in, and the size of, the dataset by grouping extremely similar sequences together. For each group, a representative sequence is picked, and the representatives are then clustered using MCL. The cluster membership for the representatives is then extrapolated to all sequences.

There are multiple strategies for \textit{representative selection}. For instance, PanX separates consecutive input sequences into groups, then performs clustering within each one of these groups, and finally, selects one representative from each cluster from each group. Alternatively, Roary uses CD-HIT as its representative selection method (19). In either case, only a single set of representatives is selected, and there is no guarantee that this set \textit{best} represents the whole dataset, which is a critical limitation.

Two additional challenges for pan-genome clustering are a lack of \textit{cluster augmentation}, and a lack of \textit{confidence scores} on the clustering output. Currently CD-HIT is the only clustering software that enables \textit{cluster augmentation}, and no software produces \textit{confidence scores}, which are critical in evaluating the ambiguity in the clustering results.

To overcome these challenges, we developed BFClust. BFClust uses a Boundary-Forest as a \textit{representative selection} step, resulting in multiple sets of representatives that are stored. Each set of representatives is then clustered using MCL, yielding a \textit{clustering ensemble}. A final \textit{consensus clustering} step yields a single clustering solution from the \textit{ensemble}. This approach has 2 main advantages: 1) multiple sets of representatives and \textit{consensus clustering} enable calculation of \textit{confidence scores}; 2) storing the Boundary-Forest enables quick \textit{cluster augmentation}.

In this work, we evaluate the performance of 7 clustering methods (including hierarchical, $K$-means, spectral and MCL), and show that network-based methods such as MCL outperform others. BFClust using MCL is then compared to UCLUST, CD-HIT, PanX and Roary, which highlights that BFClust and PanX have high accuracy and robustness to noise when evaluated on a synthetic dataset generated \textit{in silico} with known cluster assignments. In real pan-genome datasets, BFClust identifies clusters with low \textit{confidence scores}, even in the core genome. Since such clusters most likely do not represent real orthologues, the \textit{confidence score} can thus serve as a means to filter clustering results, only retaining unambiguous clusters. To the best of our knowledge, BFClust is
the only clustering solution that produces the critical confidence scores, offers automatic cluster augmentation, and updates confidence scores during cluster augmentation. BFClust thereby is a unique method that enables quality control on the clusters it produces, while matching current gold standard tools in terms speed and performance.
Results

Algorithm Overview

Clustering of sequences using BFClust has three major steps: 1) representative selection i.e. reducing redundancy in the input data using Boundary-Forest; 2) clustering of each set of representatives associated with each Boundary-Tree into an ensemble of clustering solutions; and 3) deriving a consensus clustering from this ensemble of solutions (Figure 1). Once a consensus clustering is obtained, each cluster is assigned a cluster confidence score, and each amino acid sequence is given an item consensus score, based on the agreement of the clustering produced using the different Boundary-Trees.

A naïve way to cluster all sequences from many bacterial genomes would be to look at all-vs-all pairwise sequence comparisons. Since all-vs-all pairwise comparisons require a computational effort that scales quadratically \(O(N^2)\) comparisons) with the number of sequences \(N\), it is beneficial to apply a representative selection scheme such that a group of extremely similar sequences is represented by a single sequence. We achieve this by constructing a Boundary-Forest (see Supplementary Notes for pseudocode). In a Boundary-Forest, \(n\) Boundary-Trees are constructed, with \(n = 10\) as the default size of the forest. Before constructing each Boundary-Tree, the order of sequences is randomized. The Boundary-Tree is constructed by placing the first sequence as the root, and the second sequence as its child. Then, each subsequent sequence is compared to the root node and its children. If the Smith-Waterman distance (20) between the incoming sequence and a node in the Boundary-Tree is smaller than a pre-set threshold \(t\), the incoming sequence is represented by this node, and omitted from the tree. If the incoming sequence is not within the threshold of the root node or its children, we select the node (among the parent and children being compared to the incoming sequence) with smallest distance to the incoming sequence. If no node within distance \(t\) is found on the tree, the new sequence is added as a child of a leaf in the tree. To control the breadth of the tree, we also limit the maximum number of children allowed for each node (with the parameter “MaxChild”). Note that below, we explore the sensitivity of the approach to these parameters. Since any Boundary-
Tree that is constructed is sensitive to the order in which the sequences are read, a single tree is not guaranteed to capture a set of representatives that leads to highly accurate downstream clustering. Therefore, multiple Boundary-Trees (the Boundary-Forest) are used, which can be thought of as multiple ‘opinions’ on what representative sequences should be chosen. Once the sequence set is reduced to \( n \) sets of representatives, stored as a forest of \( n \) trees, the pairwise distances are computed within each set of representatives, and well-established clustering algorithms are applied.

After clustering the representatives, the cluster assignments of the representatives are extended to the full dataset. This is a necessary step for comparing the clustering output to the ground truth, comparing two clustering outputs to each other, and for consensus clustering, as these actions are performed on the full dataset, and not on the representatives. During the construction of each Boundary-Tree, each sequence is assigned a representative (or is itself a representative) based on sequence similarity. Cluster extension from the representatives to the full dataset is done by assigning each sequence the cluster of its representative.

The representatives of each Boundary-Tree are used to produce one clustering output, the whole Boundary-Forest thus leading to an ensemble of possible clustering outputs. Consensus clustering across the clustering ensemble is then applied, combining the clustering output obtained from each tree, to improve accuracy. Finally, BFClust compares how the different clustering outputs in the ensemble contribute to the consensus clustering, and using the differences in these contributions it assigns an item confidence score to the membership of each sequence to its consensus cluster, and a cluster confidence score to the existence of each cluster.

**Boundary-Forest reduces redundancy in the sequence set**

In order to evaluate whether Boundary-Forest effectively reduces an input dataset into a small set of representatives by removing redundant sequences, we studied how much this step reduces the size of the dataset, how this reduction depends on the algorithm’s parameters, and how, in turn, this affects downstream clustering accuracy. We generated a small test dataset (‘minigenomes’), with 500 sequences of varying length (ranging from 65 to 1170 amino acids). This dataset has 50 noisy copies of 10 genes, and therefore 10 inherent sequence clusters. The noise is independent, random changes in the nucleotide sequence with probability 0.01 per nucleotide. Since BFClust uses amino acid sequences by default, the perturbed nucleotide sequences were then translated into...
perturbed amino acid sequences in silico. As the changes introduced to the sequences are random, 10 replicate sequence sets with the same mutation probability were generated. Figure 2A shows how the size of the Boundary-Tree constructed from this dataset is robust to two parameters that are crucial in constructing the Boundary-Tree: MaxChild and the sequence similarity threshold $t$. A detailed description of all parameters used in BFClust is provided in S1 Appendix. While a drastically small threshold value ($t = 0.01$) results in larger trees (which is intuitive, since with a smaller similarity threshold, fewer sequences can be represented by the same node), the size of the tree is robust to a large range of $t$ and MaxChild values. Once a tree is generated, applying downstream clustering still may require all pairwise comparisons on the representatives. However, the number of pairwise comparisons are now greatly reduced; for example, a tree generated with $MaxChild = 10$ and $t = 0.1$ has 15 nodes (Figure 2A), which requires only $\binom{15}{2} = 105$ pairwise comparisons for clustering, versus $\binom{500}{2} \approx 125,000$ when clustering the entire dataset. Importantly, the construction of each Boundary-Tree also requires relatively few sequence comparisons itself: for example, 4500 comparisons are sufficient to generate the Boundary-Tree, when $MaxChild > 2$ (Figure 2B). The trees constructed are also relatively shallow (Figure 2C), meaning that the addition of a new sequence to an existing forest will require very few sequence comparisons (the number of comparisons grows with the depth of the tree) and will thus be very fast, which is relevant when we later discuss clustering augmentation. This is in line with the results reported by the creators of Boundary-Forest, where the depth of Boundary-Trees was shown to depend logarithmically on the number of data points for multiple datasets (21). Importantly, applying the full BFClust pipeline with varying the parameters MaxChild and $t$ did not alter the clustering output, and the recovered clusters using any combination of these parameters (in the ranges presented in Figure 2) were identical to the ground truth and resulted in no error in clustering output.

There are alternatives to representative selection that involve simpler algorithms than Boundary-Forest; two approaches we discuss here are a random sampling and a naïve sampling strategy. Random sampling is the selection of representatives randomly from the full set of sequences. This is not a viable strategy, as it does not guarantee that all clusters will be selected. For example, on the set of 500 sequences with 10 known clusters, a random selection is likely to include at least one representative from all 10 clusters only when a sufficiently large number of sequences (e.g. N
are randomly selected (Supplementary Figure 1). In this case, a 10-fold reduction in the number of representatives (compared to the full sequence set) may seem promising. However, in real pan-genome datasets, this reduction might result in hundreds of thousands of representative sequences, which would still be prohibitively numerous for downstream clustering. Moreover, in real sequence sets it is not clear how many sequence clusters are present, and random sampling risks missing smaller clusters. Thus, estimating the number of random samples to be selected such that all clusters will be represented is difficult, if not impossible.

In the second, naïve sampling scheme, sequences are read in a random order, and the first sequence is placed into a ‘representatives’ group. Each incoming sequence is then compared to the existing representatives, and if no representative closer than a threshold \( t \) is found, the incoming sequence is added to the representatives group. Both CD-HIT and UCLUST apply this naïve sampling strategy. On the small 500-sequence minigenomes dataset, the number of representatives selected by the naïve sampling and Boundary-Tree are similar (Table 1). However, cluster augmentation, which is a key advance we present below, requires the comparison of new sequences to all of the representatives in the case of naïve sampling, while in the Boundary-Tree, the traversal of a much smaller subset of representatives is required. The number of comparisons on a Boundary-Tree is dependent on the tree depth, and the number of children each node has, which is limited with the MaxChild parameter. With MaxChild = 10, the estimated number of possible comparisons in the Boundary-Tree for new sequences would be at worst \( 10 \times (\text{tree depth}) \), whereas in the naïve scheme it would be equal to the current size of the representatives set. The advantage of the Boundary-Forest becomes apparent when a larger sequence set is considered. For instance, 20 S. pneumoniae strains were selected from the RefSeq database (Supplementary Table 1), and the coding sequences were subjected to naïve sampling and Boundary-Tree sampling. While the number of representatives in the Boundary-Tree is about twice as large as the representatives picked with naïve sampling, the trees are shallow. The number of comparisons needed to process a new sequence in the Boundary-Tree is ~90, which is about 35-fold smaller than the comparisons using the naïve representative set (~3265). Therefore, we conclude that the extra effort at the beginning of constructing the Boundary-Forest results in more efficient sample processing as the sequence dataset grows larger.
Table 1: Comparison of naïve sampling and Boundary-Trees as representative selection methods. Representatives were selected from two datasets (minigenomes, a synthetic small sequence set; and RefSeq, sequences from 20 S. pneumoniae strains present in the RefSeq database), using either naïve sampling or Boundary-Trees. N: number of sequences in the dataset. Representatives: number of representatives selected with naïve sampling or Boundary-Tree. Tree depth: depth of a Boundary-Tree. Mean±standard deviation of 10 replicate sets of representatives are reported. BT comparisons: expected number of comparisons that will be made during cluster augmentation using Boundary-Trees (note this value is the same as tree depth multiplied by the number of children allowed, which is 10 by default).

| Dataset    | N   | Representatives (Naïve Sampling) | Representatives (Boundary-Tree) | Tree depth | BT comparisons |
|------------|-----|----------------------------------|---------------------------------|------------|----------------|
| minigenomes | 500 | 15.5±5.6                         | 13.2±2.0                        | 4.5±0.8    | 45             |
| RefSeq     | 42010 | 3264.7±5.4                      | 6579.8±78.3                    | 9±0.82     | 90             |

MCL outperforms other methods during clustering of the representative sequences.

We tested 4 commonly used clustering methods (a total of 7 variants of the 4 methods) for downstream clustering of the representative sequences obtained from the Boundary-Forest. These are 1) hierarchical clustering with ward linkage (‘Ward’), 2) K-means clustering of sequence distances (‘Kmeans’), 3) K-means clustering on vector-embeddings of amino acid sequences (‘Kmeans V’), 4) non-normalized spectral clustering (‘Spectral NN’), 5) spectral clustering with Shi-Malik normalization (‘Spectral SM’) (22), 6) spectral clustering with Jordan-Weiss-Ng normalization (‘Spectral JWN’) (23), and 7) Markov clustering (MCL) (24). With the exception of MCL, these methods do not automatically select the number of clusters to output, and rely on the user to specify this value. Given a set of biological sequences, it is not inherently evident how many sequence clusters there should be. To address this, each method is applied multiple times, each time generating partitions of the data with a different number of clusters. Then, a curve of the sum of squared errors (SSE) as a function of different cluster sizes is computed. SSE measures the scatter within each cluster and thus can be used as a quality metric (25). Finally, the most appropriate number of clusters, K is determined by finding the ‘elbow’ on the SSE curve. The elbow point is defined as the point where the second derivative of the SSE curve is maximized (see Methods, and Supplementary Figure 2). Intuitively, the elbow point is the simplest model (i.e. smallest K) beyond which adding more complexity (increasing K) results in substantially lower gains in terms of SSE i.e. error is lowered much slower after the elbow point. Using this procedure, for each method, applied on representatives on each tree, the SSE curve is computed, and the elbow points are selected (Figure 3A, black points). As expected, with increasing number of clusters the total SSE decreases (Figure 3A). In the example in this figure, where the input sequences have 10 clusters, SSE is minimized at 0 for number of clusters K ≥ 10. In real genomic
datasets, it might not be the case that SSE is minimized to 0 when the correct \( K \) is selected. Therefore, the elbow method described above is preferable over selecting the \( K \) at which the SSE curve attains its minimum.

The selected elbow on the SSE curve for each tree is often at the correct \( K \), but not always (Figure 3A). This is because the multiple Boundary-Trees are different, and their construction depends on the order in which the sequences are processed. Therefore, the same clustering method can result in different clustering partitions, depending on the Boundary-Tree used to reduce the data. If we compare the amount of disagreement among the trees for the same method, we see that different trees do indeed result in some inconsistencies (Figure 3B). Notably, MCL is the one downstream method that is extremely self-consistent. To reconcile the remaining inconsistencies, which improves the accuracy of the clustering, and to be able to report confidence scores, we add a consensus clustering step to BFClust. For this, we take the clustering assignments from the clustering obtained from each tree as a vector, and use a scalable clustering method (e.g. \( K \)-medoids) to cluster these vectors (Supplementary Figure 3). The median of the elbow \( K \) values from each tree is used as the final number of clusters to be generated by the consensus. Figure 3C shows that after the consensus step, the errors against the known cluster assignments are reduced to 0 for most methods, despite the clustering from individual trees having higher error prior to consensus.

BFClust can compute cluster confidence scores

The consensus clustering step across the Boundary-Forest not only reduces error, but it also allows confidence estimation for the existence of each cluster, and for the membership of each sequence in its consensus cluster. By comparing the clustering done using the representatives on each Boundary-Tree, it is possible to measure how frequently a cluster has the same members, and use this value as an estimate of cluster confidence. We define a cluster confidence score (for each cluster) and an item confidence score (for each sequence), and include both sets of values in the BFClust output. Both values depend on the consensus index (26). The consensus index of a pair of sequences \( i \) and \( j \) is the number of times that they appear together in the same cluster across \( n \) Boundary-Trees, divided by the total number \( n \) of Boundary-Trees used. The item confidence score for item \( i \) is the average consensus index between \( i \) and all other members of the same consensus cluster. The cluster confidence score is the average consensus index between all pairs of items.
within the same consensus cluster (Supplementary Figure 3). Both scores take a value between 0 and 1, and a score of 1 indicates perfect agreement of cluster memberships across the Boundary-Forest. The cluster confidence score (Figure 3D) and the item confidence score (Figure 3E) was computed on the minigenomes dataset with a mutation rate = 0.1. Spectral clustering variants result in a few clusters with low confidence scores, whereas Ward and MCL clustering have the highest scores, indicating these methods have high agreement across the Boundary-Forest, and produce stable clusters even in the presence of noise.

In Figures 3D and 3E, the cluster and item confidence scores are presented as a means to evaluate the self-consistency of each method. However, when clustering real pan-genome datasets, these confidence scores computed for each cluster or sequence serve as a confidence measure of the clustering output. This means that clusters with lower scores are those with higher uncertainty, and should be used with caution in further analysis and interpretation.

Cluster augmentation: addition of new sequences to an existing clustering.

A major advantage of the BFClust algorithm is that it stores the Boundary-Forest containing representatives from all previously processed input sequences. This allows BFClust to add new sequences to an existing clustering/partition while being able to update the confidence scores without much computational work. To achieve this, we implement a cluster augmentation method (see Figure 4A for a schematic overview). A set of incoming input sequences can either be used as-is, or optionally are reduced to a new set of representatives by constructing a new Boundary-Tree. These new sequences (or representatives) are then run through each tree in the existing forest (corresponding to the already clustered set of sequences), and for each new representative, a close match on each of the 10 trees is identified. The cluster membership associated with each tree is extracted for these close matches from the previously computed clustering. Each new sequence is assigned the same clustering membership as that of the corresponding close match within each tree. This results in a vector of cluster assignments for each new sequence. Afterwards, the vectors composed of the cluster memberships for the new input representatives from each tree are turned into a consensus cluster assignment using a nearest neighbor search on the cluster assignments of the datapoints in the existing dataset. If an initial representative selection step was used, the consensus clustering on each input representative is then extended to the entire input set, using the same procedure of cluster extension during de novo clustering.
The runtime of *de novo* clustering, and *cluster augmentation* scales tractably with increasing number of data points (*Figure 4B*). For *de novo* clustering, increasing numbers of replicates of the 500-sequence dataset (with different random mutations) were included. For *cluster augmentation*, the last 500 sequences from the dataset was left out, the remaining $N - 500$ sequences were clustered *de novo*, and the remaining 500 sequences were added to the dataset using the procedure described above. Augmentation is much faster than clustering sequences *de novo*, even without the initial *representative selection* step (*Figure 4B*, green curve). When the optional *representative selection* step is included, there is an additional 5-fold increase in the runtime (*Figure 4B*, orange curve). Error on the final clustering, both for *de novo*, and for *cluster augmentation* was 0.

**Comparison and benchmarking with existing methods**

We selected four existing sequence clustering methods to compare BFClust against. The first is Usearch UCLUST (7), a very fast and scalable algorithm that is also the basis of several other pangenome phylogenetic analysis pipelines such as SaturnV (27), PanPhlAn (28) and BPGA (10). Second, we consider CD-HIT, another scalable software that has been used directly in pan-genome analysis (8,9) and for *representative selection* in other pipelines such as Roary (19). Roary is also included, as it was one of the first popular software tools that allowed the pan-genome analysis of several hundred genomes at once, and therefore has been utilized in recent studies (29,30). Finally, PanX (18) is included, another recent software that can be used with hundreds of genomes.

First, the runtime of the four software tools was compared to BFClust (*Figure 5A*). The *direct-threshold methods* UCLUST and CD-HIT are orders of magnitude faster than the other methods. On the other hand, methods that employ network-based clustering (MCL for BFClust, PanX and Roary) take far longer. With 25,000 input sequences, BFClust and Roary have similar runtimes, about 50x shorter than PanX (*Figure 5A, Table 2*).

In order to compare the sensitivity to noise of our approach to existing methods for biological sequence clustering, we generated an extended set of test sequences. Here, we made 10 replicates of the 500-sequence minigenome set (with 10 known gene clusters) at given mutation rates, ranging from 0 to 0.4. We then computed the error against known clusters for each mutation rate. Both Roary and its *representative selection* method CD-HIT are very sensitive to low levels of noise in the sequence data (*Figure 5B*). In contrast, BFClust and PanX have 0 error when the mutation rate is less than or equal to 0.1 (*Figure 5B, Table 2*). Based on this, we recommend using
PanX or BFClust when a high amount of variation is expected in the sequence data, either due to genetic variation, or noise from error-prone sequencing technologies such as Oxford Nanopore (31). Error of BFClust when using other clustering methods is also low at mutation rates ≤ 0.1, however none of these methods outperform MCL (Supplementary Figure 4). In addition to being noise-insensitive, BFClust provides additional confidence scores, which are critical when clustering data with high sequence variability. An overall comparison of all 5 approaches are summarized in Table 2. BFClust and CD-HIT have the added advantage of allowing cluster augmentation. Importantly, BFClust is unique in the way it can output cluster and item confidence scores. In the application to real pan-genome clustering, these scores can be taken as a measure of cluster robustness.

| Method      | Runtime (s) | Relative Error | Reference | Representative selection | Cluster Augmentation | Confidence score | Network-based clustering |
|-------------|-------------|----------------|-----------|--------------------------|----------------------|------------------|-------------------------|
| BFClust     | 691.6       | 0              | This work | Yes                      | Yes                  | Yes              | Yes                     |
| PanX        | 37228.6     | 0              | (18)      | No                       | No                   | No               | Yes                     |
| Roary       | 695.0       | 0.907          | (19)      | Yes                      | No                   | No               | Yes                     |
| CD-HIT      | 2.4         | 0.894          | (6)       | Yes                      | Yes                  | No               | No                      |
| USEARCH     | 1.5         | 0.975          | (7)       | Yes                      | No                   | No               | No                      |

Table 2: Comparison of software tools applied to pan-genome-wide orthologue clustering. Runtime: time it takes to run each method on 25,000 sequences (in seconds). Relative Error: Clustering error compared to ground truth on the minigenomes set with mutation rate = 0.1. Representative selection: whether the clustering strategy reduces the input dataset to a small set of representatives before/during clustering. Cluster augmentation: whether the method provides an automatic procedure for adding new sequences to an existing clustering partition. Confidence score: whether the clustering algorithm returns a clustering consensus score as an output. Network-based clustering: whether the method used network-based clustering strategies (MCL). b: PanX uses a divide-and-conquer strategy to process large datasets, where batches of 50 genomes are clustered at one time. Representatives from each cluster are selected in each batch. Since representative selection is done after clustering a relatively large set of sequences, we consider this strategy substantially different than other representative selection strategies.

Clustering of real pan-genomes

To demonstrate the applicability of BFClust beyond synthetic datasets, i.e. on real pan-genomes, we explored several S. pneumoniae datasets. S. pneumoniae is a naturally competent, opportunistic human pathogen that is known to have a relatively large pan-genome, partially shaped by recombination events (1,2). Since in a real pan-genome, the ground truth for clustering is unknown, it is not possible to compute clustering error. Therefore, in this section we compare different clustering methods to each other and see whether they yield consistent outputs, in addition to
exploring the *cluster confidence scores* generated by BFClust. Previously, core and pan-genome analyses using Roary had revealed that across different datasets of pneumococcal isolates, the core genome is not conserved, and the size of the pan-genome is not the same across datasets (3). However, it is unclear whether this is a consequence of the datasets (which come from different types of populations that are also geographically separated) being different from one another, or an artifact of the clustering method used. In order to avoid any bias associated with a specific dataset, we compiled 4 datasets in this study: 1) RefSeq (closed, chromosomal genomes, n=20) (32) 2) Maela (annotated contigs from a Thai refugee camp, n=348)(33); 3) Nijmegen (annotated contigs from a Dutch hospital, n=350)(34); and 4) MA (annotated contigs from surveillance data from Massachusetts, n=616)(2). Despite being the smallest dataset, the RefSeq set is the most diverse, as these strains have collection dates and countries of origin that vary the most (see Supplementary Table 1 for a full list of strains). The Nijmegen dataset is comprised of pneumococcal isolates from invasive pneumococcal disease patients, whereas the MA and Maela datasets are collections of pneumococcal isolates from healthy individuals (i.e. carriage isolates).

We evaluated whether the core and accessory genome profiles detected by each method are consistent. A reasonable expectation for a given tool is that it produces similar core and pan-genome size estimates for the 3 larger datasets (MA, Maela, Nijmegen). This expectation is met by all methods but Roary, which shows a big discrepancy in the core and pan genome size across these datasets (Figure 6A, B). Relative to the other methods, it appears that Roary underestimates the core genome size, and over-estimates the pan-genome size (Figure 6A, B). In comparison, BFClust and PanX both find a larger core genome and a smaller accessory genome compared to the other methods, whereas UCLUST and CD-HIT find a similarly sized core genome, but a larger accessory genome compared to BFClust and PanX (Figure 6).

In these analyses, BFClust is used with MCL. The alternative method were also tested within the BFClust pipeline, on each of the 4 datasets. The non-network methods Ward, Kmeans and Kmeans-V do not find elbows on the SSE curves (Supplementary Figure 5), indicating that these methods are not finding meaningful clusters in these datasets. In contrast, all 3 variants of network-based Spectral clustering can find a clear elbow, and therefore may be more suitable for clustering of biological sequences.
In order to compare the agreement between clustering methods on a given dataset, we computed cluster overlap: the proportion of clusters generated by one method that are fully contained within another cluster generated by a second method (note that this measure is sensitive to the direction of comparison; agreement of method A with B is not necessarily the same as the agreement of B with A; see Methods). Interestingly, on the same datasets, CD-HIT and UCLUST had the highest agreement, as determined by cluster overlap (Figure 6C). BFClust and PanX were also in high agreement. Roary appears to have poor agreement with other methods in one direction, which could be attributed to the fact that it is producing too many clusters, fewer of which end up in the core genome. This is potentially a consequence of Roary using CD-HIT for the first step of selecting representative sequences, as both were sensitive to noise.

Clustering of pan-genome sequences can be the first step of phylogenetic analyses. For instance, the SNPs within the core genome can be used to generate phylogenetic trees and make conclusions on population structure (2). In these analyses, it is essential that the clustering is unambiguous; incorrect clustering would potentially lead to misleading conclusions. We therefore computed the cluster confidence scores for each cluster obtained using BFClust, on each of the 4 S. pneumoniae datasets. The majority of the clusters had a score near 1, indicating very little ambiguity in the clustering output (Figure 7). Specifically, we observe high-confidence clustering in the core genome; the mean score for core genome clusters is > 0.999 (and the median score = 1) in all 4 datasets. In the 3 larger datasets (Maela, MA and Nijmegen), we observe that the lower scoring clusters are mainly in the accessory genome, shared by less than a third of the strains included. In all datasets, there exists a single cluster with a much lower score than the average, present in the majority (and in some datasets all) of the strains included (marked in red in Figure 7). This cluster is comprised mostly of sequences of very short length (~30 amino acids), annotated as hypothetical genes. It is unclear whether these short sequences are artifacts of sequencing errors, annotation errors, incomplete genome assembly or a combination of these factors. In any case, exclusion of such low-scoring clusters from downstream pan-genome/phylogenetic analyses would potentially increase confidence in those results. By providing a cluster confidence score, BFClust allows for screening clusters, and including only high-confidence ones in downstream analyses.
When clustering a set of sequences from a bacterial pan-genome, there are multiple options regarding the software/algorithm to choose from. We observed that *direct-threshold methods*, which are extremely fast (UCLUST and CD-HIT), have the advantage of scalability, but they often do poorly in terms of accuracy and sensitivity to noise (*Figure 5*). They also require the user to select a sequence similarity threshold, assuming all sequence clusters have similar sequence diversity, which is not always true. Different genetic elements are subject to different selective pressures, and therefore sequence conservation/diversification may be associated with multiple factors, e.g. essentiality (35), rendering the use of a single threshold problematic. Therefore, it is more advisable to first reduce the dataset into a smaller representative set (potentially using these faster methods) and then applying a more rigorous clustering method.

For the selection of representative sequences, we propose the use of Boundary-Forest, which is supported by existing numerical experiments showing the improved accuracy and speed of Boundary-Forest compared to other algorithms (21). Its implementation is also very simple (see pseudocode in *Supplementary Appendix*). The inclusion of multiple trees in the forest, and downstream application of *consensus clustering* also reduces errors, and results in BFClust being highly tolerant to noise, especially when BFClust is used with network-based downstream methods such as MCL. Furthermore, the use of multiple Boundary-Trees makes it possible to compute *confidence scores*. Saving a copy of the shallow Boundary-Trees allows rapid *cluster augmentation*, without having to alter the existing clustering assignments, which is highly desirable for consistency. Moreover, *augmentation* can be done while updating the clustering *confidence scores*. This makes BFClust the only pan-genome clustering method that can generate such a *cluster confidence score*, both during *de novo* clustering and during *cluster augmentation*.

The *cluster augmentation* strategy implemented in BFClust (and in CD-HIT) is distinct from online clustering methods. An online method updates the clustering, as new data points become available. This can potentially change the cluster memberships of the already-clustered dataset. BFClust on the other hand performs *cluster augmentation* by using a $K$-nearest neighbor search to find a cluster in the existing dataset that is a close match of the incoming sequence, without altering the existing clustering. This $K$-nearest neighbors search could potentially be replaced by a $K$-means or $K$-medioids clustering on the full set of already-clustered and incoming sequences together, in
order to make BFClust more similar to an online method. However, it is not clear whether the same
K value (total number of clusters, which was used in the initial clustering) would apply to the full
set with the incoming sequences included. BIRCH (36) and stream clustering (37) are two
examples of online clustering algorithms, however it is not likely that they would apply well to
biological sequences, as they are online versions of hierarchical and K-means clustering
respectively. We have shown in this work that these non-network-based algorithms fail to find a
clear elbow point on real pan-genome sequence sets when clustering (Supplementary Figure 5).
This suggests that non-network-based methods perform well in a simple case, where clusters are
generated synthetically by accumulating random mutations; whereas real sequences are subject to
different selective pressures and may not diverge from each other as uniformly as in the synthetic
case. We therefore advocate the use of network-based methods, specifically MCL, for clustering
of biological sequences.

The BFClust strategy has a number of advantageous features that can be explored further. Since
each of the trees generated in BFClust has a small depth, the number of comparisons one needs to
make for a new sequence set is relatively small (tree depth \times 10 trees). Thus, this method offers a
framework that makes the rapid integration of new clinically important isolates and their sequences
possible. In the same vein, it is possible to quickly compare the clustering results of two different
datasets (e.g. isolates of the same species of bacteria, collected from different geographical
locations) by running one set through the Boundary-Forest of the other. Moreover, the networks
that are generated as intermediate steps in clustering may harbor novel data that remains
unexplored in this work. For instance, it may be possible to extract additional information from
the network connectivity of sequences, and infer evolutionary trajectories of different genes under
differing selective pressures (38).

In conclusion, UCLUST and CD-HIT may not be best suited for pan-genome clustering, as they
depend on a user-supplied similarity threshold. CD-HIT and Roary (which uses CD-HIT) are
especially sensitive to noise in the data. Nevertheless, the speed of UCLUST and CD-HIT make
these methods attractive alternatives to BLAST when querying large datasets. Overall, BFClust
and PanX are pan-genome orthologue clustering methods that are in high agreement, and can
tolerate noise in the sequence dataset, although PanX has a higher runtime than BFClust. PanX
has the advantage of informative and interactive visualizations, whereas BFClust has the added
features of estimating confidence scores. Moreover, most pan-genome clustering methods (with the exception of CD-HIT) do not readily allow cluster augmentation, and to the best of our knowledge, no previous clustering method enables cluster augmentation while being able to output confidence scores. Confidence scores are crucial in pan-genome clustering, as they allow the researcher to avoid using ambiguous clusters (i.e. clusters with a low score) in downstream analyses and interpretation. With the confidence score of BFClust, such clusters can automatically be detected and excluded from further analysis.
Materials and Methods

Minigenome sequence sets

Nucleotide sequences spanning the first 10 annotated CDS sequences from S. pneumoniae strain TIGR4 were selected (nucleotides 1-27310, spanning locus tags: SP0001-SP0010) and used as an initial synthetic “minigenome”. Each of the minigenomes dataset contains 50 copies of these 10 genes, where random independent nucleotide mutations are allowed at a rate $r$. The mutation rate $r$ is equal to the probability that one nucleotide is replaced with a different random nucleotide. We generated 100 such nucleotide-based “minigenomes” datasets, namely, 10 datasets for each of 10 different values of $r$, ranging from $r = 0$ to $r = 0.4$. As BFClust uses amino acid sequences by default, the nucleotide sequences for each gene were translated into amino acid sequences. To use Roary and panX, the nucleotide sequences and CDS annotations were converted into GFF3 and genbank files respectively.

Streptococcus pneumoniae datasets

The full list of isolates used for clustering can be found in (Supplementary Table 1). The “RefSeq” dataset ($N = 23$) contains 21 annotated chromosome sequences from the RefSeq database (O’Leary et al, 2016) and 2 strains our lab uses in its studies: BHN97 (39) and 22F-CT (CDC Pneumococcal surveillance isolate). The “MA” dataset ($N = 616$) is a set of isolates from (2), collected from children between 2000-2007 from Massachusetts. The “Nijmegen” dataset ($N = 350$) includes isolates from invasive pneumococcal disease (IPD) patients in Nijmegen, Netherlands, collected between 2001-2011 (34). The “Maela” dataset ($N = 348$) include a random subset of carriage isolates collected from the Maela refugee camp in Thailand between 2007-2010 (33).

For strains BHN97 and 22F-CT , and the Nijmegen and MA datasets, unannotated contigs were assembled into closed, circular chromosomes, and annotated using the PATRIC-RAST annotation server (40). The genomes were then converted to genbank format, with $dnaA$ as the first coding sequence using custom in-house scripts. The translated sequences of all CDS annotations were then extracted into a fasta file for each dataset using Biopython (41). When necessary, the genbank files were converted to GFF3 for use with Roary.

Boundary-Forest
Within BFClust, a large sequence dataset is reduced to a set of representative sequences using Boundary-Forests. For each input dataset, 10 randomized read orders are generated. The sequences are read in these orders and 10 different Boundary-Trees are constructed as described in (21). Briefly, the first sequence that is read is placed as the root node, and the second as its child. For each subsequent sequence read, it is compared to the root node, and all its children using Smith-Waterman distance (20). If the sequence being processed is within a pre-determined distance similarity threshold \( t \) of a node already on the tree, then this node on the tree becomes its representative. This means that the sequence being processed is marked with the identity of the representative, and is not included in the tree. Otherwise, the sequence is compared to the current node, and all its children, and added to the tree as a child of the node that it is closest to. Most of the input sequences are not included in the tree and are simply associated with a representative on the tree. Boundary-Trees contain \(~2\%\) of the original input sequences, making the clustering of large numbers of (e.g. \(~1\) million) sequences possible. By default, the sequence distance similarity threshold is 0.1 and each node is allowed up to 10 children. We found that the clustering results on the minigenomes dataset were not altered when these parameters were changed.

**Clustering**

An all-against-all pairwise comparison is done on the representative sequences obtained from each Boundary-Tree to construct a distance matrix \( S \). For each of the following methods, excluding MCL, and each of the 10 replicate trees, a custom range number of clusters \( K \) is considered. In the clustering of \( S. pneumoniae \) pangenomes, a range of \( K=3000, 3200, 3400, \ldots, 6000 \) clusters is used.

Hierarchical Clustering: an agglomerative hierarchical cluster tree is generated using Ward’s linkage (42) on \( S \). Then, the representative sequences are split into \( K \) clusters.

\( K \)-means Clustering: \( S \) is clustered using Lloyd’s algorithm (43), with \( K \)-means++ for cluster center initialization (44). This is an approach to partition sequences into \( K \) clusters, by iteratively selecting \( K \) cluster centroids, assigning points to their closest centroids, and updating the centroids based on the new cluster assignments.

\( K \)-means Vectorized: Since \( K \)-means is commonly applied to vector data in Euclidean space, we extract from \( S \), vectors in Euclidean space. For this, we first generate the symmetric matrix \( M \),
where $M_{ij} = \frac{s_{ij}^2 + s_{ii}^2 - s_{jj}^2}{2}$. Then, the eigenvalue decomposition $M = U V U^T$ is computed, where $U$ is orthogonal and $V$ is diagonal. The product $U \sqrt{V}$ gives Euclidean coordinates for all data points. For the vectorized $K$-means algorithm, we use the same kmeans function, but with $U \sqrt{V}$ as input instead of $S$.

Spectral Clustering: The distance matrix $S$ is transformed into an unweighted adjacency matrix $W$ by applying a Gaussian kernel, and thresholding. Then, the graph Laplacian ($L$) and $L$’s eigenvalue decomposition is computed. The top eigenvectors are then clustered using the standard kmeans function. We consider three variants of spectral clustering. One just as described before, which we call SpectralNN, one where $L$ is normalized as in in (22), which we call SpectralSM (for Shi-Malik), and one where $L$ is normalized as in (23), which we call SpectralNJW (for Ng-Jordan-Weiss).

Markov Clustering (MCL): Similar to Spectral clustering, MCL also uses the adjacency matrix $W$. $W$ is column-normalized to yield a stochastic matrix. Then a series of expansion (taking matrix power)-inflation (taking element-wise power)-renormalization steps are applied iteratively on this matrix until the resulting matrix does not change. The nonzero elements of the diagonal correspond to attractor nodes. Each attractor, together with all its neighbors in $W$ form a cluster (45).

Error and selection of best number of clusters

In cases where the ground truth is not known, we use the sum of squared errors (SSE) as a measure of clustering quality. SSE is defined as follows:

$$SSE(K) = \sum_{i=1}^{K} \sum_{j=1}^{|c_i|} |x_j - m_i|^2$$

Where $K$ is the total number of clusters, $c_i$ is the $i$'th cluster, and $|c_i|$ is the number of elements in $c_i$. $m_i$ is the medoid (sequence that has the smallest total distance to all other points within the cluster), and $x_j$ is the $j$'th element in $c_i$.

We compute SSE for a user-defined range of $K$ values. The most appropriate number of clusters is determined to be the elbow point, or the point of maximal curvature, of the SSE vs $K$ curve. We
detect this point by finding the value of $K$ where the second derivative of SSE($K$) is maximized
(Supplementary Figure 2).

**Consensus clustering**

In order to aggregate the replicate Boundary-Forest clustering results, consensus clustering is used (46). First the cluster assignments are extended such that each point that was excluded from the Boundary-Tree gets the cluster assignment of its representative on the tree. This is done for the 10 Boundary-Trees, generating a feature vector of 10 clustering assignments for each sequence, for each clustering method. We then use $K$-medioids clustering, a scalable method, to cluster these feature vectors. For the number of clusters, we use the mode of the best number of clusters from each tree. The feature vectors associated with each sequence is stored for later use, in cluster augmentation.

**Cluster augmentation**

Given an existing set of clustered sequences, and a new set of sequences, *cluster augmentation* assigns the new sequences to the closest existing cluster. The new sequences can be processed directly, or the used can choose to do a round of representative selection to reduce the size of the new dataset. A set of representatives is selected from the input sequences by constructing a Boundary-Tree. The representative sequences are then run through the existing Boundary-Forest that was generated when the first set of sequences were clustered. Each representative sequence in the new set traverses each tree in the Boundary-Forest, starting from the root node, by moving to the closest child node. In each tree, the representative is assigned the same cluster as the node it has the smallest Smith-Waterman distance to. This results in as many cluster assignments as the number of trees in the forest. These cluster assignments are taken as a vector, having the same length as the existing feature vector of clustering assignments prior to consensus clustering. The closest existing cluster for each new sequence is determined by 1) finding the vector $v$ in the list of stored feature vectors that is closest to the new cluster assignment vector, and 2) assigning to the new sequence the same cluster as that of vector $v$.

**Matching of two clustering partitions**

In order to compare two clustering results, or to compare the misclustering error against a known ground truth, we apply the Hungarian matching algorithm (47). Briefly, for clustering $A$ and
clustering B, if we have \( n \) and \( m \) clusters respectively, we generate an empty cost matrix \( M \): a \( (n + m) \times (n + m) \) matrix of zeros, with each row representing a cluster in \( A \), and each column representing a cluster in \( B \). The \((i, j)\)th entry in this matrix is the dissimilarity cost between cluster \( i \) from clustering \( A \) and cluster \( j \) from clustering \( B \). The entries on the upper left \( n \times m \) section of \( M \), i.e. \( M(1 : n, 1 : m) \), are populated with the total number of mismatches between clusters \( i \) and \( j \) from clustering \( A \) and \( B \) respectively. That is, the sum \(|A_i \setminus B_j| + |B_j \setminus A_i|\), where \(|S|\) denotes the size of a set \( S \). The block \( M(n+1 : n+m, 1 : m) \) represents the costs of clusters in \( B \) having no representatives in \( A \). Each column in this block is populated with \(|B_j|\) for cluster \( j \). Similarly, \( M(1 : n, 1+m : n+m) \) is populated with \(|A_i|\). Finally, \( M(n+1 : n+m, 1+m : n+m) \) only has 0 cost. We use this sum of costs to be the error between two clusterings (or a clustering and the ground truth, when the ground truth is known).

**Overlap of two clustering partitions**

We define the overlap between clustering partitions \( C_1 \) and \( C_2 \) on the same dataset as the fraction of clusters in \( C_1 \) that are conserved in \( C_2 \). In other words, if a cluster in \( C_1 \) has all its members in the same cluster in \( C_2 \) (with possibly other sequences included in this cluster in \( C_2 \)), it counts towards the overlap. Note that this overlap measure is not symmetrical (i.e. \( \text{Overlap}(C_1, C_2) \) is not necessarily the same as \( \text{Overlap}(C_2, C_1) \)).

**Confidence scores**

We use definitions of item and cluster confidence scores similar to those defined by Monti et al. (26). For a dataset of size \( N \), that has been clustered on \( T \) Boundary-Trees, we define a consensus matrix \( M \) which is a \( N \times N \) matrix, where \( M(i,j) \) is the proportion of times that items \( i \) and \( j \) have appeared in the same cluster. The item consensus for item \( i \) belonging to cluster \( k \) is defined as \( c_i(k) = \frac{1}{|k|} \sum_{j \in k} M(i,j) \) i.e. the average consensus between \( i \) and other items belonging to the same cluster. Similarly, the cluster consensus for cluster \( k \) is defined as \( c_k = \frac{1}{|k|^2} \sum_{i,j \in k} M(i,j) \) i.e. the average consensus between all pairs of items in cluster \( k \).
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Representative selection using Boundary-Forest
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- Generate Adjacency Matrix
  - MCL

Alternative clustering methods

- Hierarchical Clustering
- K-means Clustering
- Compute sum of squared errors (SSE)
  - Find Elbow
  - Spectral Clustering
  - Elbow point

Consensus across the forest

- Extend clustering to full dataset
  - Partition on Tree 1
  - Partition on Tree 2
  - Partition on Tree 10

Consensus Clustering

Consensus partition
**Figure 1:** Algorithm overview. From the input sequences, multiple sets of representatives are selected using Boundary-Forest. Each set of representatives is stored as a Boundary-Tree. This reduces a large input dataset to a small set of representative sequences in the forest. Then, representatives on each tree are clustered using MCL. For comparison purposes, the following alternative algorithms were tested: Hierarchical, 2 variants of K-means, and 3 variants of Spectral clustering. Once representative sequences on each tree are clustered, the cluster assignments are extended to the full input sequence set, producing a clustering ensemble i.e. one clustering output associated with each set of representatives. A consensus clustering step is then used to take the clustering ensemble across the trees and produce a single clustering solution, as well as confidence scores. Cluster consensus scores are calculated for each cluster, and item consensus scores are calculated for each sequence within each cluster.
Figure 2: Boundary-Forest reduces redundancy in the sequence set. Boundary-Trees were generated from a 500-sequence dataset, in order to select representatives. The trees are small, shallow and quickly constructed. MaxChild: maximum number of children allowed for one node. Threshold: sequence similarity threshold, below which a sequence is assigned the tree node as a representative. A. The size (number of nodes) of the Boundary-Tree B. Number of calls made to the sequence comparison function C. The depth of the resulting tree, dependent on MaxChild and Threshold. Overall, the tree depth/size/number of calls made to construct the tree are robust to user defined parameters MaxChild and threshold. Points are the mean ± standard deviation for 10 replicates.
**Figure 3:** Evaluation of downstream methods of clustering on the reduced data. **A.** Sum of squared errors (SSE) is the metric used to detect the number of clusters for methods other than MCL. Each trace is a clustering output applied to representatives on a different Boundary-Tree, scanning increasing number of clusters. Black dots: automatically detected elbow points on each trace (note that these elbow points are often overlapping). **B.** Self-consistency of each downstream method. The clustering output for the elbow points were compared across 10 different trees for the same method. **C.** Error against real cluster assignments of each individual tree (black dots) and the consensus (red squares) among the forest, for each method. Relative error: error divided by maximum possible error. **D.** Cluster confidence score for each recovered cluster ($n=10$ clusters). **E.** Item confidence score for each clustered sequence (with $n=500$ sequences).
Figure 4: BFClust allows cluster augmentation. A. Cluster augmentation method overview/schematic. The incoming sequences are either processed as-is, or they can be reduced to a small set of representatives using a Boundary-Tree. The new sequences (or representatives) are compared to the existing Boundary-Forest associated with the already clustered dataset. A close match in each tree, for each input sequence is found (red nodes). The cluster assignments of these closest matches are retrieved, and a consensus cluster assignment is computed using a nearest neighbor search. If representative selection is used, the consensus clusters assigned to the new representatives are extended to the full input dataset. The cluster assignments of the new sequences, as well as updated confidence scores for both the existing and new sequences are produced as the output. B. Cluster augmentation is faster than clustering *de novo*. Runtime of clustering sequences *de novo* (blue), or cluster augmentation onto an already clustered set (orange, green). For augmentation, N-500 sequences were clustered *de novo*, and the runtime for the augmentation of the remaining 500 sequences is reported. The runtime with and without an optional representative selection step is shown as orange and green lines respectively. The additional representative selection step improves runtime further.
**Figure 5:** Comparison of BFClust to existing methods. A. Runtime in seconds of each method, as a function of dataset size (number of input sequences). B. Sensitivity to noise of each method. Relative error against known clusters increases for all methods with increasing amount of mutations in the data. BFClust and PanX have 0 error when mutation rate is ≤ 0.1. Mutation rate: the probability that each nucleotide is replaced by a random one. Mean ± standard error of 10 replicates are shown by the error bars.
Figure 6: Clustering of real pan-genome sequences reveals differences across methods as well as datasets. A. Pan-genome size (total number of genes in the pan-genome) as a function of number of strains considered. B. Core genome size (total number of genes common across strains) as a function of strains considered. C. Cluster overlap (see methods) between different methods for each dataset. For A. and B. mean ± standard error of 10 replicates are shown by the line and error bands.
Figure 7: Cluster confidence scores for each cluster found using BFClust for 4 *S. pneumoniae* datasets, plotted against the number of strains that share the cluster. In general, the clusters with lower scores appear in the accessory genomes, and are not shared by many strains. There is one cluster within the core genome of each dataset with a low score (red clusters).
Supporting Information Legends

S1 Table. List of strains used in all 4 S. pneumoniae datasets.

S1 Appendix. Contains glossary of terms, pseudocode for Boundary-Tree construction, discussion of threshold selection, and Supplementary Figures 1-5.
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