Dynamical properties of collective excitations in twisted bilayer Graphene
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Employing the recently developed momentum-space quantum Monte Carlo scheme, we study the dynamic response of single-particle and collective excitations in realistic continuum models of twisted bilayer graphene. At charge neutrality with small flat band dispersion, this unbiased numerical method reveals single-particle spectra and collective excitations at finite temperature. Single-particle spectra indicate that repulsive interactions push the fermion spectral weight away from the Fermi energy and open up an insulating gap. The spectra of collective excitations suggest an approximate valley SU(2) symmetry. At low-energy, long-lived valley waves are observed, which resemble spin waves of Heisenberg ferromagnetism. At high-energy, these sharp modes quickly become over-damped, when their energy reaches the fermion particle-hole continuum.

Introduction — To understand the rich physics in twisted bilayer graphene (TBG), as well as the mechanism that governs this novel quantum system, a crucial step is to identify the ground state and to characterize the associated low-energy excitations [1–23]. Recently, many new insights have been obtained using real-space effective model analysis and large-scale numerical simulations (e.g. quantum Monte Carlo and DMRG) [24–30], which indicate that even at integer fillings, correlation effects give rise to a very rich phase diagram with a variety of competing quantum phases. A key advantage of this approach is that these lattice models can be easily incorporated with well-established numerical techniques, but it remains a challenge to determine the effective control parameters utilized in these models from first principle. Another parallel approach utilizes continuum models with flat bands and fragile topology [31–33], where Coulomb interactions and first principle material parameters can be easily incorporated. In this approach, a key theoretical challenge is to handle the strong Coulomb interactions. In certain special limit, exact solutions exist due to emergent high symmetry [34]. For realistic material parameters away from these special cases, Hartree-Fock mean-field and DMRG calculations suggest that the ground state is likely to be an intervalley coherent (IVC) state [20–23, 35–38], which mixes electron states from the two opposite valleys and breaks the \(U_v(1)\) valley charge conservation. There have been many studies about symmetry-breaking ground states of such systems [39–42]. While finite temperature results and the collective excitation is a matter of widespread concern. To fully understand such a complex many-body system, unbiased numerical methodology, which can solve such correlated problems efficiently and accurately, is in great need.

In this Letter, we utilize the momentum-space quantum Monte Carlo (QMC) method [43–46] to achieve this objective. The implementation of this method in continuum models of TBG has been developed recently [45–46], but dynamic response, in particular the spectral information of the collective excitations, has not yet been obtained. In this work, we employ the momentum space QMC method, accompanied by the stochastic analytic (SAC) continuation scheme [47–53], to compute the spectra of both single-particle and particle-hole excitations. We find that, at the charge neutrality point (CNP), the IVC state is the leading instability, with strong competition from the VP state. More interestingly, although the valley SU(2) symmetry is broken explicitly when control parameters take realistic values (with kinetic term), dynamic response of particle-hole excitations still exhibits an approximate \(SU(2)\) symmetry. At low-energy, long-lived valley waves are observed in close analogy to spin waves of a Heisenberg ferromagnet, and these modes become over-damped as their energy reaches the particle-hole continuum. These results reveal complex dynamic response in TBG and provide a foundation for the study of other intriguing physics at and away from charge neutrality, such as the mechanism of superconductivity and its possible topological origin [18, 22, 23, 54].

Model and Method — In this study, we utilize the continuum model of TBG flat band introduced in Refs. [116]. In the plane wave basis, the single-particle Hamiltonian
can be written as:

\[
H_{0,k,k'}^\tau = \delta_{k,k'} \left( -\hbar v_F (k - K_1^\tau) \cdot \sigma^\tau \right) U_0 \left( -\hbar v_F (k - K_2^\tau) \cdot \sigma^\tau \right) + U_1^\tau \delta_{k,k'+\tau G_1} + U_2^\tau \delta_{k,k'-\tau G_1+G_2} \right)
\]

where \(v_F\) is the Dirac velocity, \(\tau = \pm\) is the valley index, and \(\sigma^\tau = (\tau \sigma_x, \sigma_y)\) defines the A,B sublattices of the monolayer graphene. And \(K_{1,2}\) are the corresponding Dirac points of the bottom and top layers, which are twisted by angles \(\pm \frac{\pi}{2}\) respectively. As shown in Fig. 1(a), \(G_1 = \left(-\frac{2\pi}{\sqrt{3}L_M}, -\frac{2\pi}{L_M}\right)\) and \(G_2 = \left(\frac{4\pi}{\sqrt{3}L_M}, 0\right)\) are reciprocal lattice vectors of the moiré Brillouin zone (mBZ), with \(L_M = a_0/[2 \sin(\theta/2)]\) and \(a_0 = 0.246\) nm. Interlayer tunnelings are described by \(U_0 = \left(\begin{array}{cc} u_0 & u_1 \\ u_1 e^{\tau \frac{2\pi}{\sqrt{3}L_M}} & u_0 \end{array}\right)\), \(U_1^\tau = \left(\begin{array}{cc} u_0 & u_1 e^{-\tau \frac{2\pi}{\sqrt{3}L_M}} \\ u_1 & u_0 \end{array}\right)\), and \(U_2^\tau = \left(\begin{array}{cc} u_0 & u_1 e^{\tau \frac{2\pi}{\sqrt{3}L_M}} \\ u_1 & u_0 \end{array}\right)\).

We then project the charge-density operator at \(q + G\) to the nearly flat bands relative to the filling of CNP:

\[
\delta \rho_{q+G} = \sum_{k \in mBZ, m, \tau} \lambda_{m_1, m_2, \tau}(k, k + q + G) \left( d_{k,m_1,\tau,s}^\dagger d_{k+q,m_2,\tau,s} - \frac{1}{2} \delta_{q,0} \delta_{m_1, m_2} \right)
\]

where \(d_{k,m,\tau,s}^\dagger\) is the creation operator for a Bloch eigenstate, \(|u_{k,m,\tau,s}\rangle\), with \(m, \tau, s\) band, spin and valley indices. The form factor is defined as \(\lambda_{m_1, m_2, \tau}(k, k + q + G) \equiv \langle u_{k,m_1,\tau} | u_{k+q+m_2,\tau} \rangle\). As shown in Fig. 1(a) \(q \in \text{mBZ}\) and \(q + G\) represents a vector in extended mBZ, with \(G = n_1G_1 + n_2G_2\), \(n_1, n_2 \in \mathbb{Z}\). After projecting to the flat band, the Hamiltonian reads:

\[
H = H_0 + H_{\text{int}}
\]

\[
H_0 = \sum_{m=\pm 1} \sum_{k \tau s} \epsilon_{m, \tau}(k) d_{k,m,\tau,s}^\dagger d_{k,m,\tau,s}
\]

\[
H_{\text{int}} = \frac{1}{2\Omega} \sum_{q |G| \neq 0} \sum_{\tau} V(q + G) \delta \rho_{q+G} \delta \rho_{-q-G}
\]

where \(\epsilon_{m, \tau}(k)\) is the eigenvalue of the continuum model in Eq. 1. We define the long-ranged single gate (screened) Coulomb potential:

\[
V(q) = \frac{e^2}{4\pi} \int d^2r \left( \frac{1}{\sqrt{r^2 + \Gamma^2}} \right) e^{iqr} = \frac{\epsilon^2}{2\pi} \frac{1}{q} (1 - e^{-qd}).
\]

FIG. 1. (a) The moiré Brillouin zones (mBZ) at one valley. The red solid line marks the high-symmetry path \(\Gamma - M - K_1(K_2) - \Gamma\). \(G_1\) and \(G_2\) are the reciprocal lattice vectors of the mBZ. Yellow dots mark possible momentum transfer in QMC simulations, \(q + G\), and the blue dashed circle is the momentum space cut-off. Because the form factor decays exponentially with \(G\), scatterings with momentum transfer larger than this cut-off are ignored. Here we show a 9 x 9 mesh in the mBZ, with 300 allowed momentum transfers. In (b) and (c), blue lines are single particle spectra of \(L = 6\), \(T = 0.667\) meV, \(u_0 = 33\) meV and 60 meV (realistic case \([36, 55-58]\)), respectively, obtained from the momentum space QMC with analytic continuation. The red stars and lines indicate the bare dispersions of \(H_0\), which is the kinetic energy in our model in Eq.(3).
is the distance between graphene layer and single gate, with \(d = 40 \text{ nm and } \varepsilon = 7\varepsilon_0\). The volume \(\Omega = N_k \frac{4\pi^2}{3} L_M^3\) with \(N_k\) being the number of momentum points in a mBZ (e.g., \(N_k = 81\) for a \(9 \times 9\) mesh). We choose the bare dispersion, as it is shown in Ref. \[37\] that the renormalization from remote band has been considered in our form of interaction. While it is worth noticing in \[33, 38, 42\], the mean field contribution of remote band interaction from flat band is removed. Whether this remote band interaction is strong enough to change parameter of moiré potential obviously is under debate. In our work, we choose the case where flat band approximation is reasonable to carry out our simulation.

The problem associated with projected Coulomb interaction is solved via a discrete Hubbard-Stratonovich transformation \[23, 33, 50, 60\],

\[
\sum_{l=\pm 1, \pm 2} \gamma(l) e^{\sqrt{\gamma(l)}}a + O(a^4) \text{(details are shown in the Sec. 1 of Supplemental Material (SM))}.
\]

**Exact ground states in the flat-band limit** — When the kinetic energy is ignored (i.e., the flat-band limit), the TBG Hamiltonian at charge neutrality has an emergent \(U(4)\) symmetry and ground states can be obtained exactly \[34, 35, 36, 62\]. To see the exact solution, one just needs to realize that the valley polarized state, with all electrons in one valley, is a zero-energy eigenstate of \(H_{\text{int}}\). Because \(H_{\text{int}}\) is semi-positive definite, this must be a ground state. In addition, any \(U(4)\) transformation of this ground state is also a degenerate ground state, including the VP, IVC and spin polarized states, as well as many other degenerate states. For simplicity, in this Letter, we will focus only on the VP and IVC states.

We define the VP and IVC order parameters as \(O_a(q, \tau) = \sum_k d_{k+q}^\dagger \tau_M a_{k} d_k^\tau\), with \(M_a = \tau_x \eta_0\) (for band index) for VP and \(M_a = \tau_x \eta_0 + \tau_y \eta_0\) for the IVC states \[20, 30, 35, 39, 40\]. It is straightforward to verify that at \(q = 0\), these three order parameters obey the commutation relations \([O_a, O_b] = i\delta_{ab} O_c\) and they all commute with the interaction Hamiltonian \([O_a, H_{\text{int}}] = 0\). Thus, they generate a \(SU(2)\) symmetry group, a subgroup of the full \(U(4)\) symmetry. In the ordered phase, the nonzero expectation value of these order parameters spontaneously breaks this \(SU(2)\) symmetry, resulting in spin-wave-like gapless Goldstone modes, i.e. valley waves. Same as ferromagnetism, such valley waves have a quadratic dispersion \(\omega \propto k^2\) at low-energy.

As for single-particle excitations, all these degenerate ground states are insulators with a gap proportional to the interaction strength. In the flat-band limit, single-particle Green’s function can be calculated exactly at \(T = 0\) \[34\]. Despite of the strong Coulomb repulsion, electrons/holes exhibit free-fermion-like behavior, where the Green’s function shows four fermion bands with zero damping: two conduction (valence) bands above (below) the Fermi energy.

In a real TBG, away from the flat-band limit, this \(SU(2)\) symmetry is explicitly broken by the kinetic energy down to \(Z_2\) (valley) and \(U_c(1)\) (valley charge conservation), lifting the degeneracy between VP and IVC states. Here, an IVC (VP) state breaks the continuous \(U(1)\) (discrete \(Z_2\)) symmetry, and dynamics fluctuations in VP and IVC states shall exhibit different behaviors. However, if the kinetic energy term is small (i.e., small band width), an approximate \(SU(2)\) symmetry may survive, and qualitative features may still resemble the flat-band limit. The momentum space QMC technique offers a probe to directly visualize the breaking of the \(SU(2)\) symmetry as well as the remnant approximate symmetry.

**Results and Analysis** — In a previous work \[45\], we have shown that \(H_{\text{int}}\) acquires a correlated insulator ground state at CNP. In this study, we added the kinetic term \(H_k\) and carried out the simulations at \(u_0 = 33\text{ meV}\) and \(60\text{ meV}\) with \(6 \times 6\) and \(9 \times 9\) momentum meshes. Here \(u_0 = 60\text{ meV}\) is a realistic case \[36, 55, 58\] which leads to a bandwidth of \(1.08\text{ meV}\). And \(u_0 = 33\text{ meV}\) is a case between the realistic one and chiral limit. The single-particle spectra are shown in Fig. 1 (b) and (c). The bare (non-interacting) dispersions are depicted as red stars. At low-temperature, for both \(u_0 = 33\text{ meV}\) and \(60\text{ meV}\), interactions push the fermion states away from the Fermi energy, results in an interaction-driven band gap of \(\sim 20\text{ meV}\), magnitudes larger than that of the bare bandwidth. Although we are using realistic parameters away from the flat-band limit, as shown in Fig. 2 (c) and (d), the peak of single particle spectra agrees nicely with the solution of the flat-band limit \[34\], indicating that the system is not far from the exactly-solvable limit. As for the width of the peak, due to the finite temperature and the presence of kinetic energy, fermions here exhibit some damping of the order \(10\text{ meV}\), which is significantly larger than \(T\) and the bandwidth of the bare dispersion. This is in contrast to the exactly-solvable limit at \(T = 0\) where the damping vanishes.

The next question is to reveal the symmetry-breaking channels of this insulating state. The proposed symmetry-breaking states at the CNP, based on Hartree-Fock mean-field analysis, are gradually pointing towards the IVC and VP states \[33, 50, 39, 40\]. Here, we calculate their corresponding (dynamical) correlation

\[
S_a(q, \tau) = \frac{1}{N_k^2} \langle O_a(-q, \tau)O_a(q, 0) \rangle \quad (4)
\]

where \(O_a\) is the order parameter of the VP or IVC state defined early on. For static properties, we calculate the equal-time correlation at imaginary time \(\tau = 0\). To obtain dynamic response, time-dependent \(S_a(q, \tau)\) is calculated at \(\tau \in [0, \beta]\), followed by the stochastic analytic continuation (SAC) \[47, 52, 63, 68\] to obtain the real frequency spectra \[61\].

The static order parameters are presented in Fig. 3 (a) and (b), where we calculate \(S(q = \Gamma, \tau = 0)\), the squares
of the order parameter for IVC and VP as a function of temperature. Without the kinetic energy ($H = H_{\text{int}}$), IVC and VP share identical susceptibility, which reflects the $SU(2)$ symmetry of the flat-band limit. Once the kinetic energy is included ("with kin" in the Fig. 2 (a) and (b)), this degeneracy is lifted. At $u_0 = 33$ meV, the splitting between VP and IVC is weak. This splitting becomes more pronounced at $u_0 = 60$ meV, indicating that IVC is more favored at low temperatures in comparison to VP, although the competition between these two symmetry-breaking channels remains. (c) and (d) single-particle spectra at $T = 0.667$ meV, $u_0 = 60$ meV and $L = 9$, which shows an insulating gap $\sim$ 10 meV. The dashed lines are the analytic computation of the single-particle dispersion at the flat-band limit following Ref. [34]. (e) and (f) dynamical spectra of VP and IVC with the same parameters. Sharp and ferromagnetic-like valley waves are observed in both channels near $q = \Gamma$.

FIG. 2. (a) $S(\mathbf{q} = \Gamma, \tau = 0)$, the squares of order parameters, for VP and IVC at $u_0 = 33$ meV and $L = 6$, as a function of temperature. (b) The same quantity at $u_0 = 60$ meV with both $L = 6$ and 9. When kinetic energy is ignored, the two order parameters are degenerate due to an emergent $SU(2)$ [$U(4)$] symmetry. When the kinetic energy is taken into account ("with kin"), which breaks the symmetry, this degeneracy is lifted. At $u_0 = 33$ meV, the splitting between VP and IVC is weak. This splitting becomes more pronounced at $u_0 = 60$ meV, indicating that IVC is more favored at low temperatures in comparison to VP, although the competition between these two symmetry-breaking channels remains. (c) and (d) single-particle spectra at $T = 0.667$ meV, $u_0 = 60$ meV and $L = 9$, which shows an insulating gap $\sim$ 10 meV. The dashed lines are the analytic computation of the single-particle dispersion at the flat-band limit following Ref. [34]. (e) and (f) dynamical spectra of VP and IVC with the same parameters. Sharp and ferromagnetic-like valley waves are observed in both channels near $q = \Gamma$ and a fit of $c q^2$ gives rise to $c = 31.32 \pm 0.03$ meV/$k_B^2$ (black solid line in (f)). At the energy scale of twice the single-particle gap, $\sim$ 20 meV, valley waves are over-damped into the particle-hole continuum. The dashed lines are the analytic computation of the Goldstone mode at the flat-band limit following Ref. [34].
that above the energy scale of $\sim 20$ meV, the sharp collective excitations become heavily damped, which is not seen in analytical solution (dashed line in Fig. 2(e) and (f)). The analytical solutions (without kinetic energy) are only consistent with QMC results (with kinetic energy) at low energy mode near $\Gamma$ point means that our results are beyond the mean-field type of calculations. The damping of collective modes has two origins (1) scattering between collective modes and (2) damping due to the fermion particle-hole continuum. The second damping channel arises for energy larger than twice of the fermion gap, and thus is responsible for the over-damped features at energy above 20 meV shown in Fig. 2(e) and (f). This is in strong analogy to the damping of ferromagnetic spin excitations in the graphene nanoribbons, where the flat band gives rise to the ferromagnetic long-range order but the spin waves becomes over-damped in the particle-hole continuum [71][73].

Discussion and outlook — Quantum dynamics of collective excitations holds the key to the understanding of many-body effects in twisted bilayer graphene and other quantum moiré systems. This study suggests that the momentum-space QMC method offers a powerful tool to tackle this problem. In particular, the spectral function obtained via this unbiased method offers a bridge way to directly connect theoretical studies with experimental measurements, especially spectroscopy methods, such as inelastic light- or neutron- scattering and tunneling spectroscopy, making it possible to compare measurements in experiments and large-scale quantum simulations at the quantitative level.
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Supplemental Material for
Dynamical properties of collective excitations in twisted bilayer Graphene

Section I: Momentum space QMC methodology

Following the description in Ref. [45], in this section, we elucidate the momentum space quantum Monte Carlo method in detail.

First, the partition function of the TBG Hamiltonian in Eq. (3) of the main text is given by:

\[
Z = \text{Tr} \left[ e^{-\beta H} \right] = \text{Tr} \left[ \left( e^{-\Delta \tau H} \right)^L \right] = \text{Tr} \left[ \prod_{\tau=1}^L e^{-\Delta \tau H_0} e^{-\Delta \tau H_{\text{int}}} \right] + O(\Delta \tau^2) \tag{5}
\]

For the interaction part \( H_{\text{int}} = \frac{1}{2\Omega} \sum_{q,G,|q+G|\neq 0} V(q+G)\delta \rho_{q+G} \delta \rho_{-q-G} \), we have

\[
\sum_{q,G,|q+G|\neq 0} \frac{1}{2\Omega} V(q+G)\delta \rho_{q+G} \delta \rho_{-q-G} = \sum_{|q+G|\neq 0} \frac{V(q+G)}{4\Omega} \left[ (\delta \rho_{q-G} + \delta \rho_{q+G})^2 - (\delta \rho_{-q-G} - \delta \rho_{q+G})^2 \right] \tag{6}
\]

then

\[
e^{-\Delta \tau H_{\text{int}}} = \prod_{|q+G|\neq 0} e^{-\Delta \tau \frac{V(q+G)}{4\Omega} \left[ (\delta \rho_{q-G} + \delta \rho_{q+G})^2 - (\delta \rho_{-q-G} - \delta \rho_{q+G})^2 \right]} \tag{7}
\]

The discrete Hubbard-Stratonovich transformation [28, 45, 59, 60] reads:

\[
e^{\alpha O^2} = \frac{1}{4} \sum_{l=\pm 1, \pm 2} \gamma(l)e^{\sqrt{\eta(l)}a} + O(\alpha^4) \tag{8}
\]

where \( l = \pm 1, \pm 2 \), and

\[
\gamma(\pm 1) = 1 + \sqrt{6}/3, \quad \gamma(\pm 2) = 1 - \sqrt{6}/3 \quad \eta(\pm 1) = \pm \sqrt{2(3 - \sqrt{6})}, \quad \eta(\pm 2) = \pm \sqrt{2(3 + \sqrt{6})} \tag{9}
\]

This can be seen from the following simple derivation. Assuming,

\[
\gamma(1) = \gamma(-1) = a, \quad \gamma(2) = \gamma(-2) = b, \quad \eta(1) = \sqrt{c} = -\eta(1), \quad \eta(2) = \sqrt{d} = -\eta(2) \tag{10}
\]

Taylor expands both sides of Eq. (8) to \( O(\alpha^4) \) and compare the coefficients, we obtain:

\[
1 = \frac{1}{2}(a+b), \quad 1 = \frac{1}{4}(ac + bd), \quad \frac{1}{2} = \frac{1}{48}(ac^2 + bd^2), \quad \frac{1}{6} = \frac{1}{1440}(ac^3 + bd^3) \tag{11}
\]

solve these equations, then we have:

\[
a = 1 + \sqrt{6}/3, \quad b = 1 - \sqrt{6}/3 \\
c = 2(3 - \sqrt{6}), \quad d = 2(3 + \sqrt{6}) \tag{12}
\]

as those in Eq. (8).

For a fermion bilinear, i.e. free fermion system, its partition function can be expressed as a determinant,

\[
\text{Tr} \left[ e^{-\sum_{i,j} c_i^\dagger A_{i,j} c_j - \sum_{i,j} c_i^\dagger B_{i,j} c_j} \right] = \text{Det} \left( 1 + e^{-A}e^{-B} \right). \tag{13}
\]

Put Eqs. (8) and (13) together, the partition function of our interacting TBG system can be expressed as:
configuration. The free of sign-problem and the Monte Carlo sampling scheme are presented in Ref. [45].

\[
Z = \sum_{\{l_{q+G}, \ldots \} = \pm 1, \pm 2}^{L} \prod_{\tau = 1}^{2} e^{-\Delta \tau H_0} \text{Tr} e^{\frac{1}{16} \gamma (l_{q+G,1,\tau}) \gamma (l_{q+G,2,\tau}) e^{i\eta (l_{q+G,1,\tau}) A_{q}(\delta \rho_{-\tau} + \delta \rho_{\tau}) e^{i\eta (l_{q+G,2,\tau}) A_{q}(\delta \rho_{-\tau} - \delta \rho_{\tau})}} \right] + O(\Delta \tau^2)
\]

where \( A_{q+G} = \sqrt{\frac{\Delta \tau V(q+G)}{\eta}} \) and the trace over fermion operators gives rise to the determinant for each auxiliary configuration. The free of sign-problem and the Monte Carlo sampling scheme are presented in Ref. [45].

Section II: Order Parameter

As discussed in the main text. For the correlation functions of VP order parameter, we define

\[
S_{VP}(q) \equiv \frac{1}{N^2} \langle O_a(-q)O_a(q) \rangle
\]

\[
O_a(q) \equiv \sum_k d_{k+q,\tau,\eta_0} d_k
\]

where \( \eta_0 \) is for band index and \( \tau \) is for valley index. Then its QMC implementation reads as,

\[
S_{VP}(q) = \frac{1}{N^2} \sum_{k_1,k_2} \sum_{n_1,n_2} \sum_{\tau_1,\tau_2 = \pm} \langle d_{k_1,n_1,\tau_1} d_{k_1+q,n_1,\tau_1} d_{k_2,n_2,\tau_2} d_{k_2+q,n_2,\tau_2} \rangle\]

\[
= \frac{1}{N^2} \left( \sum_{k_1} \left( \sum_{n_1} d_{k_1,n_1,\tau} d_{k_1+q,n_1,\tau} - \tilde{d}_{k_1,n_1,\tau} \tilde{d}_{k_1+q,n_1,\tau} \right) \right) \left( \sum_{k_2} \left( \sum_{n_2} d_{k_2+q,n_2,\tau} d_{k_2,n_2,\tau} - \tilde{d}_{k_2+q,n_2,\tau} \tilde{d}_{k_2,n_2,\tau} \right) \right)
\]

\[
= \frac{1}{N^2} \sum_{k_1,k_2} \sum_{n_1,n_2} \sum_{\tau_1,\tau_2 = \pm} G_{n_1,n_2,\tau}(k_1,k_1+q)G_{n_2,n_2,\tau}(k_2+q,k_2)
\]

\[
+ G_{n_1,n_2,\tau}(k_1,k_1+q)G^{*}_{n_2,n_2,\tau}(k_2+q,k_2)
\]

\[
+ G_{n_1,n_2,\tau}(k_1,k_2)G_{n_2,n_2,\tau}(k_1+q,k_2+q)
\]

\[
+ G^{*}_{n_1,n_2,\tau}(k_1,k_2)G^{*}_{n_2,n_2,\tau}(k_1+q,k_2+q)
\]

\[
- G_{n_1,n_2,\tau}(k_1,k_1+q)G_{n_2,n_2,\tau}(k_2+q,k_2)
\]

\[
- G^{*}_{n_1,n_2,\tau}(k_1,k_1+q)G^{*}_{n_2,n_2,\tau}(k_2+q,k_2)
\]

where \( \tilde{d}_{k,m,-\tau} = m \ast \tilde{d}_{k,m,-\tau} \) and \( \tilde{d}_{k,m,-\tau} d_{k,n,-\tau} = (mm) \tilde{d}_{k,m,-\tau} \tilde{d}_{k,n,-\tau} = (mm)G^{*}_{m,-n}(k_1,k_2) \), note we define the fermion Green’s function as \( G_{ij} = \langle d_i \rangle \) and define \( G_{ij} = \delta_{ij} - G_{ji} \).

For the correlation function of the IV C order parameter, we define

\[
S_{IVC}(q) \equiv \frac{1}{N^2} \langle O_a(-q)O_a(q) \rangle
\]

\[
O_a(q) \equiv \sum_k d_{k+q,\tau,\eta_0} d_k
\]

and its QMC implementation reads as,

\[
S_{IVC}(q) = \frac{1}{N^2} \sum_{k_1,k_2} \sum_{n_1,n_2} \sum_{\tau_1,\tau_2 = \pm} \langle d_{k_1,n_1,\tau} d_{k_1+q,n_1,\tau} d_{k_2,n_2,\tau} d_{k_2+q,n_2,\tau} \rangle
\]

\[
= \frac{1}{N^2} \sum_{k_1,k_2} \sum_{n_1,n_2} \sum_{\tau_1,\tau_2 = \pm} \langle n_1 n_2 \rangle G_{n_1,n_2,\tau}(k_1,k_2)G_{n_2,n_2,\tau}(k_1+q,k_2+q)
\]

\[
+ G^{*}_{n_1,n_2,\tau}(k_1,k_2)G^{*}_{n_2,n_2,\tau}(k_1+q,k_2+q)
\]

\[
= \frac{1}{N^2} \sum_{k_1,k_2} \sum_{n_1,n_2} \sum_{\tau_1,\tau_2 = \pm} G_{n_1,n_2,\tau}(k_1,k_2)G^{*}_{n_1,n_2,\tau}(k_1+q,k_2+q)
\]

\[
+ G^{*}_{n_1,n_2,\tau}(k_1,k_2)G^{*}_{n_1,n_2,\tau}(k_1+q,k_2+q)
\]
Section III: Analytic continuation

From QMC simulations, we only obtain the imaginary time or imaginary frequency Green’s functions, we further perform the stochastic analytic continuation (SAC) method \([45, 47–53, 63–67]\) to obtain the real frequency spectral function \(A(k, \omega)\).

Here we give a brief description of the scheme. Firstly, we define: 
\[^{-}\frac{\beta}{\hbar} = \text{Tr} \left(e^{-\frac{\beta}{\hbar}(H - \mu N)}\right), \quad K \equiv H - \mu N.\]

The imaginary time Green’s function is:
\[G(t) = \langle T_\tau d(\tau) d(t) \rangle = \text{Tr} \left[e^{-\beta(K - \Omega)}T_\tau e^{\tau K} d e^{-\tau K} d\right] \tag{19}\]

where \(K|m⟩ = E_m|m⟩\). Then if we consider the Lehmann representation:
\[\tau > 0 : G(\tau) = e^{\beta \Omega} \sum_{n,m} \langle n|e^{\beta K} d(\tau)|m⟩ \langle m|d(t)|n⟩ \tag{20}\]

Once again, imaginary frequency Green’s function is:
\[G(i\omega_n) = \int_0^\beta d\tau e^{i\omega_n \tau} G(\tau) \tag{21}\]

Here \(\mp\) for boson and fermion. And we use \(e^{i\omega_n \beta} = \pm 1\).

Then we carry out the analytic continuation: \(i\omega_n \to \omega + i\delta\) and obtain the retarded real frequency Green’s function \(G(i\omega_n) \to G^{\text{ret}}(\omega)\), where \(G^{\text{ret}}(\omega) = \int_0^\infty e^{\omega t}G^{\text{ret}}(t) dt\) and \(G^{\text{ret}}(t - t') = -i\theta(t - t') \left[\langle d(t)d(t') + d'(t')d(t)\rangle\right]\).

The spectral function is obtained by the retarded Green function: \(A(k, \omega) = -(1/\pi) \text{Im} G^{\text{ret}}(k, \omega)\)
\[A(k, \omega) = -(1/\pi) \text{Im} G^{\text{ret}}(k, \omega) = e^{\beta \Omega} \sum_{n,m} |\langle n|d|m⟩|^2 e^{-\beta E_n + \beta E_m} \delta(\omega + E_n - E_m) \tag{22}\]

from Eqs. \([21]\) and \([22]\), we can get:
\[G(k, \tau) = 0 \int_\infty^{-\infty} d\omega \frac{e^{-\omega\tau}}{1 + e^{-\beta\omega}} A(k, \omega) \tag{23}\]

Note again \(\mp\) for boson and fermion.

For boson Green function:
\[G(k, \tau) = \int_0^\infty d\omega \frac{e^{-\tau\omega} + e^{-(\beta - \tau)\omega}}{1 - e^{-\beta\omega}} A(k, \omega). \tag{24}\]

In the spectroscopy measurements such as the inelastic neutron scattering, the spectral function \(S(k, \omega) = \frac{1}{1 - e^{-\beta\omega}} \text{Im} \chi(k, \omega)\), where \(\chi(k, \omega)\) is dynamical spin susceptibility. We can see \(\text{Im} \chi(k, \omega)\) is the spectral function \(A(k, \omega)\) mentioned above.

Now we discuss the details of stochastic analytic continuation. The idea is to give a very generic variational ansatz of the spectrum \(A(k, \omega)\), and obtain corresponding Green’s function \(G(k, \tau)\) following Eq. \([24]\). Then compare the Green’s function with the function obtained from QMC by the quantity \(\chi_{F/B}^2\). Definition of \(\chi_{F/B}^2\) is
\[\chi_{F}^2 = \sum_{ij} \left(\hat{G}(\tau_j) - \int_\infty^{-\infty} d\omega \frac{e^{-\omega\tau_j}}{1 + e^{-\beta\omega}} A(\omega)\right) (C^{-1})_{ij} \left(\hat{G}(\tau_j) - \int_\infty^{-\infty} d\omega \frac{e^{-\omega\tau_j}}{1 + e^{-\beta\omega}} A(\omega)\right) \tag{25}\]
and
\[ \chi_B^2 = \sum_{ij} \left( \bar{G}(\tau_i) - \int_0^\infty d\omega \left[ e^{-\omega \tau_i} + e^{-(\beta - \tau) \omega} \right] A(\omega) \right) (C^{-1})_{ij} \left( \bar{G}(\tau_j) - \int_0^\infty d\omega \left[ e^{-\omega \tau_j} + e^{-(\beta - \tau) \omega} \right] A(\omega) \right) \] (26)
where
\[ C_{ij} = \frac{1}{N_b (N_b - 1)} \sum_{b=1}^{N_b} \left( \bar{G}^b(\tau_i) - \bar{G}(\tau_i) \right) \left( \bar{G}^b(\tau_j) - \bar{G}(\tau_j) \right) \] (27)
and \( \bar{G}(\tau_i) \) is the Monte Carlo average of Green’s functions of \( N_b \) bins.

Then we perform the Monte Carlo sampling \[ \text{[47][65]} \] again to optimize the spectral function. We assume that the spectral function has the following form: \( A(\omega) = \sum_{i=1}^{N_\omega} A_i \delta(\omega - \omega_i) \) and the weight of such Monte Carlo configuration is: \( W \sim \exp \left( -\frac{\chi^2}{2 \Theta} \right) \). Here \( \Theta_T \) is an analogy to temperature. Then we compute the average \( \langle \chi^2 \rangle \) at different \( \Theta_T \), via the simulated annealing process, at the end of it, we can choose the converged \( \Theta_T \) to satisfy:
\[ \langle \chi^2 \rangle = \chi_{\text{min}}^2 + a \sqrt{\chi_{\text{min}}^2}. \] (28)

Usually we set \( a = 2 \), and the ensemble average of the spectra at such optimized \( \Theta \) is the final one to present in the main text.

We note that the QMC-SAC scheme for obtaining dynamical spectral function, is developed over the past decades and has been verified in many works on quantum many-body systems and have been directly compared with the Bethe ansatz, exact diagonalization, field theoretical analysis and spectroscopy experiments, such as the works on 1D Heisenberg chain \[ \text{[47]} \], 2D Heisenberg model compared with neutron scattering and field theoretical analysis \[ \text{[48][51]} \], Bethe ansatz, exact diagonalization, field theoretical analysis and spectroscopy experiments, such as the works on 1D quantum spin liquid model with fractionalized spectra \[ \text{[49][52]} \], quantum Ising model with direct comparison with neutron scattering and NMR experiments \[ \text{[53][66]} \], the non-Fermi-liquid and metallic quantum critical point \[ \text{[67][68]} \] and the TBG system at flat-band limit \[ \text{[45]} \].

Section IV: Analytic Charge ±1 Excitations and Goldstone Modes (without kinetic energy)

Here we follow the Ref. \[ \text{[44]} \]. For \( \nu = 0 \), we needn’t flat metric condition, and ground state \( |\Psi\rangle \) satisfies:
\[ O_{q+G} |\Psi\rangle = 0 \] (29)
then:
\[ \left[ H_{\text{int}}, d_{k,n,\eta,ss}^\dagger \right] |\Psi\rangle = \frac{1}{2\Omega_{\text{tot}}} \sum_{m_2} R_{m_2n}^q(k) d_{k,m_2,\eta,ss}^\dagger |\Psi\rangle \] (30)
where
\[ R_{m_1n_1}^q(k) = \sum_{m,q,G,|q+G|\neq0} V(q+G) \lambda^*_m \lambda_n(k, k+q+G) \] (31)
Diagonalize \( R_{m_2n_1}^q(k) \) and we obtain the charge ±1 excitations, as plotted as the dashed lines in the Fig. 2 (c) and (d) of the main text with our model parameters.

The Goldstone modes can be obtained by calculating the following commutator:
\[ \left[ H_{\text{int}}, d_{k_2,n_2,\eta_2,s_2}^\dagger d_{k_1,n_1,\eta_1,s_1} \right] |\Psi\rangle = \frac{1}{2\Omega_{\text{tot}}} \sum_{m_2,m_1} \sum_{q} S_{m_2m_1,n_2n_1}^{(q_2,\eta_2)}(k+q, k+q+G) d_{k+p+q,m_2,\eta_2,s_2}^\dagger d_{k+q,m_1,\eta_1,s_1} |\Psi\rangle \] (32)
where
\[ S_{m_2,m_1,n_2,n_1}^{(q_2,\eta_2)}(k+q, k; p) = \delta_{q_0,0} \left( \delta_{m_2,n_2} R_{m_1n_1}^q(k) + \delta_{m_1,n_1} R_{m_2n_2}^\eta(k+p) \right) - 2 \sum_{G} V(G+q) \lambda_{n_1,m_1,\eta_1}(k, k+q+G) \lambda_{n_2,m_2,\eta_2}^*(k+p, k+p+q+G) \] (33)
Here, we treat \((k + q, m_1, m_2)\) as one subindex, and we will call it \(i\). The second index \((k, n_1, n_2)\) will be called \(j\). So we have a matrix \(S^{(n_2, n_1)}_{i j}(k')\) for each \(k'\), where \(S\) is a \(4N \times 4N\) matrix. Diagonalize \(S^{(n_2, n_1)}_{i j}(k')\) and we obtain the Goldstone modes, as plotted as the dashed lines in the Fig. 2 (e) and (f) of the main text with our model parameters.