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It is well known that the scattering of ultrashort pulses (USPs) of an electromagnetic field in the X-ray frequency range can be used in diffraction analysis. When such USPs are scattered by various polyatomic objects, a diffraction pattern appears from which the structure of the object can be determined. Today, there is a technical possibility of creating powerful USP sources and the analysis of the scattering spectra of such pulses is a high-precision instrument for studying the structure of matter. As a rule, such scattering occurs at a frequency close to the carrier frequency of the incident USP. In this work, it is shown that for high-power USPs, where the magnetic component of USPs cannot be neglected, scattering at the second harmonic appears. The scattering of USPs by the second harmonic has a characteristic diffraction pattern which can be used to judge the structure of the scattering object; combining the scattering spectra at the first and second harmonics therefore greatly enhances the diffraction analysis of matter. Scattering spectra at the first and second harmonics are shown for various polyatomic objects: examples considered are 2D and 3D materials such as graphene, carbon nanotubes, and hybrid structures consisting of nanotubes. The theory developed in this work can be applied to various multivolume objects and is quite simple for X-ray structural analysis, because it is based on analytical expressions.

X-ray diffraction (XRD) analysis of matter, as well as X-ray crystallography (XRC) are the most powerful methods for determining the structure of matter. Most crystal structures and many molecules were discovered by these methods. They underlie many modern discoveries in the fields of physics, chemistry, biology, medicine and crystallography. Currently, these basic methods of X-ray structural analysis are supplemented and expanded in connection with the creation of new types of radiation sources, small sizes of objects under study, etc. As a result, separate directions in X-ray structural analysis appear, for example, grazing-incidence small-angle scattering (GISAS), transmission small-angle scattering (SAS), grazing-incidence diffraction (GID), diffuse reflectometry (DR), single crystal monochromatic diffraction (SX), powder diffraction (ED, AD), fiber diffraction (FD) and others. The theoretical basis of these methods has been understood for some time; their physical interpretation is based on X-ray diffraction from various polyatomic structures. By analyzing the diffraction pattern, the structure of the substance can be judged. Usually, the theory of X-ray diffraction by various periodic and complex structures is described as the scattering of plane waves of infinite duration in time. However, the processes of scattering of high-power ultrashort pulses (USPs) with femto- and especially attosecond time resolution by structures of this kind have been little studied so far. Moreover, at present, powerful USP sources are being introduced, for example, the European X-ray Free Electron Laser (XFEL), the Linear Accelerator of a Coherent Light Source (LCLS), and the Free Electron laser Radiation for Multidisciplinary Investigations (FERMI), all of which now enable this kind of research to be carried out.

In the last two decades, the generation of isolated attosecond pulses through high harmonic generation has provided a powerful tool for studying many important physical processes on the attosecond timescale. Indeed, there is a tendency towards an increase in the power of USPs of an electromagnetic field and a reduction in their duration. Research is actively being carried out, the technique of X-ray free electron lasers (e.g. XFEL) is
being improved\textsuperscript{16}, and a subfemtosecond barrier with a high peak power has also been achieved, which makes it possible to study excitation in a molecular system, and the motion of valence electrons with high temporal and spatial resolution\textsuperscript{37}.

Studies of the structure and composition of nanosystems and biomolecules using USP scattering are possible for systems in both stationary and nonstationary states. Nonstationary objects can be studied only with the use of USPs, since the characteristic time in such systems is less than, or comparable to, the femtosecond timescale. Such processes can be the formation and rearrangement of chemical bonds, intra-atomic and molecular processes, etc.\textsuperscript{14–25}. For example, the use of nanosystems in various devices is primarily associated with the charge transfer process, i.e. on changes in states over time\textsuperscript{16}. It is for this reason that considerable interest is shown in real-time observations of electron dynamic processes.

The theoretical basis for carrying out this kind of research is rather poorly developed and often does not take into account the aspects of scattered USPs\textsuperscript{14,16,23–25}, which is why theoretical studies of the aspects of USPs in their scattering by various polyatomic systems are currently being carried out. In spite of this, the magnetic component of such USPs is usually not taken into account. Indeed, it is well known that the force acting on a charged particle from the magnetic component of the electromagnetic field is approximately $c = 137$ (au) times less than its electrical component. However, when considering some phenomena, its contribution is very significant and neglecting it can lead to a misunderstanding of certain processes. For example, in\textsuperscript{26}, when considering tunneling ionization in a strong field regime, its contribution was found to be very significant. In\textsuperscript{20}, taking into account the magnetic component of USPs led to the possibility of detecting the orientation of molecular anions in space; and in\textsuperscript{26}, it was also shown that the magnetic component must be taken into account in the scattering of USPs by various polyatomic systems.

It was found that taking into account the magnetic component of a USP leads to the appearance of the second harmonic. A joint analysis of the spectra of USP scattering at the fundamental and second harmonics provides more information about the object under study. Objects such as graphene, carbon nanotubes (CNTs), and a hybrid structure consisting of CNTs are considered as examples. We will use the atomic system of units where $\hbar = 1$, $|e| = 1$, $m_e = 1$.

**Theoretical basis**

Consider an arbitrary polyatomic system on which a USP is falling in the direction $\mathbf{n}_0$. The duration of such a pulse will be assumed to be much less than the characteristic atomic time $\tau_a \sim 1$, i.e. $T/\tau_a \ll 1$. This will allow us to use the sudden disturbance approximation, in which the intrinsic Hamiltonian of the system can be neglected, since the electron in the atom does not have time to evolve under the action of the atomic field\textsuperscript{26}. It should be added that the condition $T/\tau_a \ll 1$ for using our approximation is not strict, and it is sufficient to assume, as shown in\textsuperscript{26}, that $\varepsilon_0\tau_a \gg 1$, where $\varepsilon_0$ is the carrier frequency of the falling USP. Obviously, the condition $\varepsilon_0\tau_a \gg 1$ is satisfied for X-ray frequencies. Let us consider the intensity of the electromagnetic field of a USP in a general form, i.e. on changes in states over time\textsuperscript{18}. It is for this reason that considerable interest is shown in real-time observations of electron dynamic processes.

Also in Eq. (2), $\delta_N(p)$ is a factor that completely determines the geometric arrangement of atoms in the target, which is calculated in a general form as:

$$
\delta_N(p) = \sum_{a,b} e^{ip(R_a - R_b)} = \left| \sum_a e^{ipR_a} \right|^2.
$$

Summation in Eq. (3) is carried out over all atoms of the considered system. We will use the electronic density $\rho(r)$ of the Dirac–Hartree–Fock–Slater model, in which $\rho(r) = \sum_{i=1}^{N_e} A_i \alpha_i^2 e^{-\alpha_i r}$, where $A_i, \alpha_i$ are the tabular coefficients that determine the electron density in an atom\textsuperscript{31}. Using this model, we can find expressions for $G(\omega, \mathbf{n}, \mathbf{n}_0)$ and $F(\omega, \mathbf{n}, \mathbf{n}_0)$ in an analytical form. As a result, we obtain\textsuperscript{20}.
\[ G(\omega, \mathbf{n}, \mathbf{n}_0) = \left[ |E_0 \times \mathbf{n}|^2 |F_1|^2 + 6 \left( \frac{\omega}{c} \right)^2 |F_2|^2 \left( \frac{E_0}{c} \right)^4 \sum_{i=1}^{3} \frac{A_i}{\alpha_i^2} [\mathbf{n}_0 \times \mathbf{n}]^2 \right]^{2} + 2 \left( \frac{E_0}{c} \right)^2 \sum_{i=1}^{3} \frac{A_i}{\alpha_i^2} \left[ |E_0 \times \mathbf{n}|^2 |F_1|^2 - \left( \frac{\omega}{c} \right)^2 (E_0 \mathbf{n}(\mathbf{n}_0 \mathbf{n}) Im(F_1 F_2), F(\omega, \mathbf{n}, \mathbf{n}_0) = \frac{1}{(4\pi)^2} \sum_{i=1}^{3} A_i \alpha_i^2 \delta(\omega) [\mathbf{n}_0 \times \mathbf{n}]^2 \right]^2, \]

where \( \mathbf{p} = \frac{\omega}{c} (\mathbf{n} - \mathbf{n}_0) = \mathbf{k} - \mathbf{k}_0 \) has the meaning of a recoil pulse in the scattering of a USP, \( F_1 = \int_{-\infty}^{\infty} v(x) e^{i x \omega} dx, F_2 = \int_{-\infty}^{\infty} v^2(x) e^{i x \omega} dx, \text{ expression for } v(x) \text{ determined: } E(r, \tau) = E_0 v(x, \gamma, \omega), x = t - n_0 r/c, n_0 = \text{unit vector along USP}, \gamma \text{ is the spectral width parameter, } \omega_0 \text{ is the carrier frequency, } v(x, \gamma, \omega) \text{ sets the form of the USP.} \]

Further, for complete definiteness of the scattering spectrum, we define the functions \( F_1(\omega) \) and \( F_2(\omega) \). For this, we will consider a USP of the Gaussian form:

\[ E(r, \tau) = E_0 \exp \left( -\gamma^2 (t - n_0 r/c)^2 \right) \cos (\omega_0 \tau - k_0 r). \]

In Eq. (5), \( k_0 = n_0 \omega_0/\gamma \), and the pulse duration is \( \tau = 1/\gamma \), where \( \gamma \) is a damping parameter in a Gaussian pulse. We will assume that the USP is multi-cycle, i.e. \( \omega_0/\gamma \gg 1 \). In such a high-cycle case, the condition \( \int_{-\infty}^{\infty} E(r, \tau) d\tau = 0 \) will be met. It is usually used in the case of laser light sources. It should be added that the choice of USP in the form of Eq. (5) is not strictly fixed in our theory. The pulse selection can be arbitrary depending on the USP source. The Gaussian pulse is chosen as one of the best known for describing the USP. For example, in [1], an exact description of a subcycle pulsed beam (SCPB) was found, where, in the case considered in this paper (\( \omega_0/\gamma \gg 1 \)), the solution has the form of a Gaussian pulse. Further, by taking into account only those terms that will make a significant contribution to the scattering, we obtain:

\[ F_1 = \frac{\sqrt{\pi}}{2 \gamma} e^{-\left( \frac{\omega m}{\gamma} \right)^2}, F_2 = \frac{\sqrt{\pi}}{4 \gamma^2} e^{-\left( \frac{\omega m}{\gamma^2} \right)^2}. \]

Also, we define the value \( f(r_{\omega,\gamma}) \), which contains information about the USP field [see Eqs. (1) and (2)] as:

\[ f(r_{\omega,\gamma}) = \exp \left( ik_0 r_{\omega,\gamma} \right) \left\{ \left( F_1(\omega) - F_2(\omega) \frac{E_0 r_{\omega,\gamma}}{c^2} \right) |E_0 \times \mathbf{n}| - iF_2(\omega) \frac{\omega}{2c} \left( \frac{E_0 r_{\omega,\gamma}}{c} \right)^2 [\mathbf{n}_0 \times \mathbf{n}] \right\}. \]

From Eqs. (6) and (7) it can be seen that the contribution to the magnetic component is determined by the factor \( F_2 \). This factor becomes significant only with high-power USPs, which can be seen from Eq. (7). In this case, taking into account the magnetic component will lead to the appearance of the second harmonic, which is clearly seen from the second function in Eq. (6). The line width at the fundamental and second harmonic is determined by the parameter \( \gamma \). It should be added that the magnetic component in the scattering of USPs is usually not considered in diffraction analysis, on the basis that its contribution is too small. In fact, if high-power USPs are used, the contribution of the magnetic component can be significant and even comparable with the contribution of the fundamental harmonic. Let us estimate at what power of USP the magnetic component can already be taken into account. In atomic units in Eq. (7), we can assume that \( r_{\omega,\gamma} \sim 1 \). As a result, we must estimate two dimensionless parameters \( \frac{E_0}{c^2} \) and \( \frac{\omega m}{c^2} \left( \frac{E_0}{c^2} \right)^2 \). These relations show the magnitude of the magnetic component contribution of the of the USP during its scattering. Modern USP sources can generate radiation intensities \( I = c E_0^2/8\pi \approx 10^{22} W/cm^2 \) and even greater (e.g.), which correspond to \( E_0 \sim 10^{13} V/cm \) and above. In atomic units, these correspond to \( E_0 \sim 10^{3} \) and above (the atomic unit of field strength \( E_0 = 5.14 \times 10^9 V/cm \)).

Consider the first parameter \( \frac{E_0}{c} \), where in atomic units \( \frac{E_0}{c} \approx \frac{E_0}{137} \). In this case, it is seen that for \( E_0 \sim 10^3 \), the parameter \( \frac{E_0}{c} \) may be significant \( \frac{E_0}{137} \sim 1/10 \) and even greater than this value for \( E_0 > 10^3 \). Consider the second parameter \( \frac{\omega m}{c^2} \left( \frac{E_0}{c^2} \right)^2 \), which differs from the first factor \( \frac{\omega m}{c^2} \). This parameter can be even larger than the first when \( \frac{\omega m}{c^2} > 1 \) and make a greater contribution. In other words, the magnetic component of USPs can be significant for powerful USP sources.

From Eq. (1) it can be seen that the diffraction pattern is determined mainly by the expression \( \delta_N(\mathbf{p}) F(\omega, \mathbf{n}, \mathbf{n}_0) \), which is obvious since the factor \( \delta_N(\mathbf{p}) \) determines the geometric arrangement of atoms in the target. It is also seen from Eqs. (1) and (3) that in the case of a polyatomic system, the main part in the scattering spectrum is introduced by the last term in Eq. (1), since the maximum value \( \delta_N(\mathbf{p}) = N^2 \). At present, it is technically possible to conduct research not only on polyatomic systems, but also on systems where the number of atoms is not large. In this case, we must take into account not only the last term in Eq. (1), but also all the terms in full. In general, Eq. (1) contains both incoherent and coherent parts of the spectrum. In other words, the scattering spectrum can be \( \propto N_1 N_2 \) for the incoherent part of the spectrum. This case corresponds to scattering of USP by atomic electrons independently of each other. In the case of the coherent part, the scattering spectrum \( \propto N^2 N^2 \). This case corresponds to the scattering of the USP by atomic electrons together.
Diffraction analysis taking into account the magnetic component of the USP

In this section, using specific examples, we show the effect of the magnetic component of USPs on the scattering spectra. By taking into account the magnetic component of the USP, we also show that the diffraction pattern provides enough information to enable the use of the second harmonic for the diffraction analysis of matter. First, we will look at 2D materials—a group of rings on a plane (or plane group of rings (PGR)), and graphene, and then 3D materials such as a nanotube and a hybrid system consisting of nanotubes.

Consider a group of rings consisting of \( N_n \) identical atoms on the \( n \)th ring, located along the circumference of the ring with radius \( R_n \), equidistant from each other, see Fig. 1. We introduce a rectangular coordinate system so that the origin of the coordinate system is in the center of the ring, and the \( x, y \) axes lie in the plane of the ring. As a result, the factor \( \delta N(p) \) for such a system will be in the form\(^{28}\):

\[
\delta N(p) = \left( \sum_{n=1}^{M} N_n j_0(R_n |p \times k|) \right)^2 \prod_{i=1}^{2} \left( \frac{\sin \left[ L_i p d_i / 2 \right]}{\sin \left[ pd_i / 2 \right]} \right)^2,
\]

where \( M \) is the number of rings, \( j_0 \) is the zero-order Bessel function, \( N_n \) is the number of atoms in a ring with radius \( R_n \), \( L_1, L_2 \) are the numbers of nodes on the \( x, y \) axes, respectively, and \( d_1, d_2 \) are the lattice periods.

Using Eqs. (1) and (8) we now calculate the spectra for the scattering of USPs on such a system for different spatial locations of the detector, as specified by the angles \( \Theta \) and \( \phi \). An example of such a calculation is shown in Fig. 1: 3D plots show the spatial distribution of the intensity of the scattered USP; 2D plots show the same distribution, but in the form of contour plots, which demonstrate the magnitude of the scattering spectra of the USPs. It can be seen that scattering at the first harmonic, and hence without taking into account the magnetic field, has certain diffraction maxima that are characteristic of this system. Of these diffraction maxima, there is one main maximum, the intensity of which is significantly higher than the others. This maximum has a clearly visible peak in the first harmonic scattering spectra, which is absent in the second harmonic scattering spectra.

**Figure 1.** 3D radiation pattern of the scattering spectra USP [see Eq. (1)] and the contour plot for the spectra, where \( \theta \) and \( \phi \) are angles (in radians) with a spherical coordinate system, i.e. polar and azimuth angles, respectively. Inserts in contour plots show an enlarged (more contrasting) scatter spectrum. The first harmonic is in the figures above, and the second harmonic is below. A USP was selected with a frequency \( \omega_0 = 100 \) au, a pulse duration \( \gamma \) corresponding to 43 as and amplitude \( E_0 = 1000 \) au. For the plane group of rings, the number of atoms in the ring is \( N = 6 \), the radius of the ring is \( R = 4 \) au, the number of grid nodes is \( 5 \times 5 \) au, (25 rings), and the distance between the centers of adjacent rings is \( d = 7 \) au. The angle of incidence \( \alpha \) between \( n_0 \) and the \( z \) axis was selected as \( \alpha = \pi/4 \).
pronounced direction in the direction of the falling pulse $n_0$. If we consider scattering at the second harmonic, i.e. taking into account the magnetic component of the USP, we will also see the diffraction maxima. There are noticeably more of these maxima than at the first harmonic, and they are more pronounced. In other words, the diffraction pattern at the second harmonic is more informative. In contrast to the first harmonic, the direction of the scattered USP at the second harmonic differs markedly from the direction $n_0$ of the falling pulse. Both parts of the spectrum are sensitive to the number of ring atoms: the greater the number of atoms, the smaller the solid angle of the diffraction peak.

Thus, most of the radiation falls on the carrier frequency $\omega_0$. With an increase in the radius of the system and the number of atoms in it, the spectrum degenerates into a delta function.

Next, we consider another 2D material: graphene. The factor $\delta_N(p)$ for graphene was partially calculated in\textsuperscript{33}. As a result, the factor $\delta_N(p)$ can be represented as:

$$\delta_N(p) = \frac{4 \sin^2 \left( \frac{\sqrt{3} L p d}{2} \right)}{\sin^2 \left( \frac{\pi d}{2} \right) \sin^2 \left( \frac{\sqrt{3} p d}{2} \right)} \left\{ \cos \left( \frac{p d N}{2} \right) \sin \left( \frac{p d(N + 1)}{2} \right) + \cos \left( \frac{p d}{2 \sqrt{3}} \right) \sin \left( \frac{p d(N + 1)}{2} \right) \right\}^2,$$

where $L$ is the number of graphene ribbons, $N$ is the number of the cells in graphene tape, $d$ is the distance between atoms along the $x$ axis, and $i$ and $j$ are unit vectors along the $x$ and $y$ axes, respectively, see Fig. 2.

Using Eqs. (1) and (9), the spectra were calculated for the scattering of USPs on graphene. An example of such a calculation is shown in Fig. 2; the 3D and 2D graphs are described similarly to those in Fig. 1. Scattering at the first harmonic, and therefore without taking into account the magnetic field, has certain diffraction maxima that are characteristic of this system. It should be noted that the diffraction pattern at the first harmonic is quite close to the diffraction pattern when USPs are scattered by a system of rings (see Fig. 1). In the case of scattering at the second harmonic, the diffraction maxima characteristic of graphene can also be seen. There are noticeably more bright peaks than at the first harmonic, and they are more pronounced. The diffraction pattern presented in the

---

**Figure 2.** 3D radiation pattern of the scattering spectra USP [see Eq. (1)] and the contour plot for the spectra, where $\theta$ and $\phi$ are angles (in radians) with a spherical coordinate system, i.e. polar and azimuth angles, respectively. Inserts in contour plots show an enlarged (more contrasting) scatter spectrum. The first harmonic is in the figures above, and the second harmonic is below. A USP was selected with a frequency $\omega_0=100$ au, a pulse duration $\gamma$ corresponding to 43 as and amplitude $E_0=1000$ au. The numbers of the graphene ribbons and cells are $L=10$, $N=10$, respectively. The angle of incidence between $n_0$ and the $z$ axis was selected as $\alpha = \pi/4$. 


second harmonic scattering spectra among these 2D objects (PGR, graphene) has obvious differences. Therefore, the analysis of the spectra will make it possible to more correctly determine the studied system.

We now consider a 3D system in the form of a CNT, in the approximation of an axially symmetric group of rings, see Fig. 3. The factor $\delta_N(p)$ for such a system was studied in Ref. 28, and as a result:

$$\delta_N(p) = \left( \sum_{n=1}^{M} N_n J_0(R_n |p|) \right)^2 \left( \frac{\sin[Ldki/2]}{\sin[pd/2]} \right)^2,$$

where $N_n$ is number of atoms in a ring $n$ with radius $R_n$, $L$ is the number of planes with rings, $d$ is the step between planes, and $k$ is the unit vector directed along the $z$ axis. Thus, we can define the analog of both a single layer $M = 1$ and a multi-layer $M > 1$ CNT.

Below we demonstrate the scattering spectra of USPs by a CNT for different spatial locations of the detector as specified by the angles $\Theta$ and $\phi$. An example of such a calculation is shown in Fig. 3; the 3D and 2D graphs are described similarly to those in Fig. 1. It can be seen that the scattering at the first harmonic has certain diffraction maxima that are characteristic of this system; of these, there is one main maximum, the intensity of which is significantly higher than the others. This maximum has a clearly defined direction along the vector $n_0$, i.e. in the direction of the falling pulse. If we consider the scattering at the second harmonic, we will see that there are more maxima than at the first harmonic, and they are more pronounced. The diffraction pattern at the second harmonic carries more information than at the first. The direction of the scattered USP at the second harmonic differs markedly from the direction $n_0$ of the pulse falling, in contrast to the first harmonic. Both parts of the spectrum are sensitive to both the number of ring atoms and the angle of incidence of the pulse. With an increase in the number of atoms, the spectrum acquires a smaller solid angle of the diffraction peak.
We now consider a composite nanostructure, that of a hybrid system consisting of CNTs and PRG, see Fig. 4. In such a system, CNTs connect the two PRG planes discussed above. We will consider the case where CNTs alternate through one ring in the PGR plane (like a chessboard). The factor for such a system \( \delta_N(p) \), has not yet been studied, but is simple to obtain from the previous cases for PGR and a CNT:

\[
\delta_N(p) = \left( \sum_{n=1}^{M} N_n f_0 \langle R_n | p \times k \rangle \right)^2 \alpha_1 \beta_2 \left( 1 - e^{i \pi d_3 n_3} \right)^2 \left( 1 - e^{i \pi d_3 n_3'} \right)^2,
\]

(11)

where \( d_1 \) and \( d_2 \) are the periods of the lattice in the centers of which the rings are located along the \( x \) and \( y \) axes, respectively (\( x \) and \( y \) are in the plane of the rings), \( n_3 \) is the number of nodes along the \( z \) axis, \( n_1 \) and \( n_2 \) are the numbers of odd atoms along the \( x \) and \( y \) axis, respectively, and \( n_1' \) and \( n_2' \) are the numbers of even atoms along the \( x \) and \( y \) axes, respectively.

Below, we present the calculations of the scattering spectra of USPs on a composite carbon system. An example of such a calculation is shown in Fig. 4; 3D and 2D graphs are described similarly to those in Fig. 1. The scattering at the first harmonic has certain diffraction maxima that are characteristic of this system; of these there is one main maximum, the intensity of which is significantly higher than the others. This maximum has a clearly defined direction along the vector \( n_0 \), i.e. in the direction of the falling pulse. If we consider the scattering at the second harmonic, we will see that there are more maxima than at the first harmonic, and they are more pronounced. The direction of the scattered USP at the second harmonic differs markedly from the direction \( n_0 \) of the falling pulse. Both parts of the spectrum are sensitive to the number of ring atoms.
It can be seen from the presented plots that taking into account the magnetic component of the USP, which leads to the appearance of the second harmonic in the scattering spectrum, i.e. makes a noticeable contribution to the overall diffraction pattern. At the second harmonic, this pattern has more than one clearly pronounced diffraction maximum, in contrast to the first harmonic. It should be added that the absolute value of the spectrum at the second harmonic can be significantly greater if a larger value is chosen $E_0$ or $\omega_0$.

**Discussion and conclusion**

We have shown that by using Eq. (1), it is possible to calculate the scattering spectra of USPs with allowance for the magnetic component of the electromagnetic field. The magnetic component leads to the generation of the second harmonic, which can be used for X-ray diffraction analysis of the substance. The above examples demonstrate that the second harmonic leads to a diffraction pattern that has more maxima and is more pronounced than the diffraction pattern at the first harmonic. We should add that this important result is applicable not only to the cases considered above, but is a fundamental consequence of the USP scattering with allowance for the second harmonic and is general. We will show this using Eq. (3). Since the factor is responsible for the geometric arrangement of atoms in the system, it is responsible for the diffraction pattern. The factor can be presented in another form:

$$\delta_N(p) = \left| \int \rho(R)e^{i\mathbf{p}\cdot\mathbf{R}}d^3R \right|^2, \rho(R) = \sum_d \delta(R - R_d),$$  \hspace{1cm} (12)

where $\delta(R - R_d)$ is the Dirac delta function. Since we assume that $\frac{\omega_0}{\gamma_d} \gg 1$, then in this case the value $dW/d\Omega_k$ [see Eq. (1)], when integrated over frequencies, will be concentrated near the two frequencies $\omega_0$ and $2\omega_0$. In this case the vector $p$ is also concentrated near two frequencies $p_1 = \omega_0/c(\mathbf{n} - \mathbf{n}_0)$ and $p_2 = 2\omega_0/c(\mathbf{n} - \mathbf{n}_0)$. This, in turn, leads to the fact that the factor $\delta_N(p)$ is also situated near the first $\omega_0$ and second $2\omega_0$ harmonics. Since $p_2 = 2p_1$, the number of oscillations as a result of integration in $\int \rho(R)e^{i\mathbf{p}\cdot\mathbf{R}}d^3R$ will be more than $\int \rho(R)e^{i\mathbf{p_1}\cdot\mathbf{R}}d^3R$, leading to the fact that there will be more diffraction maxima at the second harmonic. For example, this can be seen directly from the factor $\delta_N(p)$ in Eqs. (8)–(11), and is easily shown in the case of a rectangular lattice, where the delta factor (see e.g.34) is determined:

$$\delta_N(p) = \prod_{k=1}^3 \frac{\sin^2(p_dN_d/2)}{\sin^2(p_d/2)},$$  \hspace{1cm} (13)

where $d_1, d_2, d_3$ are the interatomic distances and directions along the $x, y, z$ axes, respectively, and $N_1, N_2, N_3$ are the numbers of atoms along selected $x, y, z$ axes, respectively. With a sufficiently large number of atoms in the system, Eq. (13) shows that the peaks will be at: $\omega_0/c(\mathbf{n} - \mathbf{n}_0)d_1 = 2\pi n, \omega_0/c(\mathbf{n} - \mathbf{n}_0)d_2 = 2\pi m, \omega_0/c(\mathbf{n} - \mathbf{n}_0)d_3 = 2\pi k$, where $n, m, k = 0, 1, 2, ...$ are integers. This is the Laue condition if we assume that the scattering occurs at the fundamental frequency $\omega_0$. If we consider scattering by the second harmonic, then we obtain a certain analog of the Laue condition in the form $\omega_0/c(\mathbf{n} - \mathbf{n}_0)d_1 = 2\pi n, \omega_0/c(\mathbf{n} - \mathbf{n}_0)d_2 = 2\pi m, \omega_0/c(\mathbf{n} - \mathbf{n}_0)d_3 = 2\pi k$. Comparing these two expressions, it can be seen that the second harmonic does indeed have a large number of diffraction peaks.

As a result, we obtain two diffraction patterns on the fundamental and second harmonics, both of which were derived from the same USP and on a given polynatomic system. As a result, diffraction analysis can be carried out by studying two diffraction patterns at once, which allows you to get more details about the research object. It should be added that the approach developed here, as also shown in28, is a special case corresponding to well-known techniques in X-ray and diffraction analysis.

The theory developed here takes into account aspects of the interaction of USPs with matter. Note that using Eq. (1), both stationary and dynamic systems can be studied. In this case, it is necessary to replace in Eq. (1) the density $\rho(\mathbf{r})$ by $\rho(\mathbf{r}, t)$, where $t$ is the moment in time at which the USP acts on the system under study39. These dynamic systems include complex molecules, including biomolecules, where bonds are broken or formed, as well as peptides and biological systems within which there is charge migration.

It should be added that the sizes of the objects that were considered here and which we are interested in are less than the extinction length in dynamic diffraction. This means that dynamic diffraction can be neglected. Although the diffraction at the second harmonic will also be on larger objects, where dynamic diffraction cannot be neglected. How scattering at the second harmonic will affect the effects in the dynamic theory of diffraction is an interesting question and can be investigated in the future.

Thus, the method presented here is sensitive to the geometry of nano–objects and may soon supplement X-ray structural analysis. The authors expect their work to become a starting point for experimental research aimed at studying biomolecules and various dynamic systems, as well as for detecting defects in 2D and 3D nanosystems.

Received: 29 December 2020; Accepted: 1 February 2021
Published online: 11 February 2021

**References**

1. Suryanarayana, C. N. M. X-Ray Diffraction: A Practical Approach (Springer, New York, 2013).
2. Jones, N. Crystallography: Atomic secrets. Nature 509(7485), 602–603 (2014).
3. Poletto, F. C. L. Optical Technologies for Extreme-Ultraviolet and Soft X-ray Coherent Sources (Springer, Berlin, 2015).
4. Pietsch, U., Holy, V. & Baumbach, T. High-Resolution X-Ray Scattering (Springer, New York, 2004).
5. Benediktovich, A., Feranchuk, A. & Ulyanenkov, I. Theoretical Concepts of X-Ray Nanoscale Analysis (Springer, Berlin, 2014).
6. Deisenhofer, J., Epp, O., Miki, K., Huber, R. & Michel, H. X-ray structure analysis of a membrane protein complex. Electron density map at 3 Å resolution and a model of the chromophores of the photosynthetic reaction center from Rhodopseudomonas viridis. J. Mol. Biol. 180(2), 385–398 (1984).
7. Usón, I. & Shedrick, G. M. Advances in direct methods for protein crystallography. Curr. Opin. Struct. Biol. 9(5), 643 (1999).
8. Zewail, A. H. Femtochemistry: Atomic-scale dynamics of the chemical bond. J. Phys. Chem. A 104(24), 5660–5694 (2000).
9. Kendrew, J. C. et al. A three-dimensional model of the myoglobin molecule obtained by X-ray analysis. Nature 181(4610), 662–666 (1958).
10. Scapin, G. Structural biology and drug discovery. Curr. Pharm. Des. 12(17), 2087–2097 (2006).
11. Chukhovskii, F. N. & Roschkin, B. S. Novel theoretical approach to the GISAXS issue: The Green function formalism using the q-Eigenwaves propagating through a twofold rough-surfaced medium. Sci. Rep. 10, 11547 (2020).
12. Chukhovskii, F. N., Konarev, P. V. & Volkov, V. V. X-Ray diffraction tomography recovery of the 3D Displacement-field function and the magnetic field component. J. Exp. Theor. Phys. 130(1), 28–34 (2020).
13. Agostini, P. & DiMauro, L. F. The physics of attosecond light pulses. Rep. Prog. Phys. 67(6), 813–855 (2004).
14. Corkit, P. B. & Krausz, F. Attosecond science. Rev. Mod. Phys. 81(1), 163–234 (2009).
15. Mukamel, S., Healion, D., Zhang, Y. & Biggs, J. D. Multidimensional attosecond resonant X-ray spectroscopy of molecules: Lessons from the optical regime. Annu. Rev. Phys. Chem. 64, 101–127 (2013).
16. Zewail, A. Voyage Through Time: Walks of Life to the Nobel Prize (World Scientific, Singapore, 2002).
17. Dixit, G., Vendrell, O. & Santra, R. Imaging electronic quantum motion with light. PNAS 109(29), 11636–11640 (2012).
18. Peng, P., Marceau, C. & Villeneuve, D. M. Attosecond imaging of molecules using high harmonic spectroscopy. Nat. Rev. Phys. 1, 144–155 (2019).
19. Suga, M. et al. Native structure of photosystem II at 1.95 angstrom resolution viewed by femtosecond X-ray pulses. Nature 517(7532), 99–103 (2015).
20. Shinohara, Y. et al. Split-pulse X-ray photon correlation spectroscopy with seeded X-rays from X-ray laser to study atomic-level dynamics. Nat. Commun. 11, 6213 (2020).
21. Astapenko, V. A. & Sakhno, E. V. Excitation of a quantum oscillator by short laser pulses. Appl. Phys. B 126, 23 (2020).
22. Rosmej, F. B., Astapenko, V. A., Liatsis, V. S., Li, X. & Krausz, E. S. Scattering of ultrashort laser pulses on “ion-sphere” in dense plasmas. Contrib. Plasma Phys. 59, 189–196 (2019).
23. Astapenko, V. A. Attosecond dynamics of photoexcitation of the hydrogen atom by ultrashort laser pulses. J. Exp. Theor. Phys. 130, 56–61 (2020).
24. Makarov, D. N., Eseev, M. K. & Makarova, K. A. Analytical wave function of an atomic electron under the action of a powerful ultrashort electromagnetic field pulse. Opt. Lett. 44(12), 3042–3045 (2019).
25. Makarov, D. N. Quantum theory of scattering of ultrashort electromagnetic field pulses by polyatomic structures. Opt. Express 27(22), 31989–32008 (2019).
26. Eseev, M. K., Goshev, A. A. & Makarov, D. N. Scattering of ultrashort X-ray pulses by various nanosystems. Nanomaterials 10(7), 1355 (2020).
27. Hartung, A. et al. Magnetic fields alter strong-field ionization. Nat. Phys. 15, 1222–1226 (2019).
28. Goshev, A. A., Eseev, M. K. & Makarov, D. N. Scattering of attosecond electromagnetic field pulses by molecular anions including the magnetic field component. J. Exp. Theor. Phys. 130(1), 28–34 (2020).
29. Salvat, F., Martínez, J. D., Mayol, R. & Parellada, J. Analytical Dirac–Hartree–Fock–Slater screening function for atoms (Z = 1–92). Phys. Rev. A 36(2), 467–474 (1987).
30. Lin, Q., Zheng, J. & Becker, W. Subcycle pulses focused vector beams. Phys. Rev. Lett. 97, 253902 (2006).
31. Makarov, D. N., Matveev, V. I. & Makarova, K. A. Interference processes during reradiation of attosecond pulses of electromagnetic field by graphene. Russ. Phys. J. 61, 19–24 (2018).
32. Makarov, D. N. & Matveev, V. I. Interference effects during the reradiation of ultrashort electromagnetic pulses by polyatomic systems. J. Exp. Theor. Phys. 117(144), 784–791 (2013).

Acknowledgements
The study was supported by the state assignment of the Russian Federation No. 0793-2020-0005, Grant of the President of the Russian Federation No. МД-4260.2021.1.2 and Russian Foundation for Basic Research No. 20-32-90239.

Author contributions
D.N.M. and M.K.E. conceived the project, D.N.M. and A.A.G. did the necessary theoretical calculations, A.A.G. and K.A.M. did the necessary numerical calculations and figure building. All authors participated in the writing of the article and its discussion.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to D.N.M.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
