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Abstract

A new approach for studying initial-boundary value problems for linear partial differential equations (PDEs) with variable coefficients was introduced recently by the second author, and was applied to PDEs involving second order derivatives. Here, we extend this approach further to solve an initial-boundary value problem for a third-order evolution PDE with a space-dependent coefficient. The analysis is presented in such a way that it can be applied to PDEs with higher derivatives, and thus provides a method for solving initial-boundary value problems for a certain class of linear evolution equations with variable coefficients of arbitrary order.

1. Introduction

A new method for solving boundary value problems for linear and for integrable nonlinear PDEs in two dimensions was introduced in [1] and further extended in a series of papers (see for example [2–9]). This method was used in [10] for studying boundary value problems for a class of PDEs with variable coefficients; in particular, it was used to solve a Poincaré problem on the quarter plane for a variable coefficient generalization of the Laplace equation, as well as a Dirichlet and a Neumann problem for the time-dependent Schrödinger equation with a space-dependent potential on the half-line,

\[ i q_t + q_{xx} + u(x)q = 0, \quad 0 < x < \infty, \quad t > 0. \]  

(1.1)

Here we will extend this method to higher-order linear evolution equations with variable coefficients. As an illustrative example we will solve the following Dirichlet problem

\[ q_t + q_{xxx} + u(x)q = 0, \]  

(1.2)

\[ q(x, 0) = q_0(x), \quad 0 < x < \infty; \quad q(0, t) = g_0(t), \quad t > 0. \]  

(1.3)

We assume that \( u(x), q_0(x), g_0(t) \) have sufficient smoothness, that \( u(x), q_0(x) \) have sufficient decay as \( x \to \infty \), and that \( q_0(x) \) and \( g_0(t) \) are compatible at \( x = t = 0 \).
The method introduced in [1] involves two basic steps:

(i) construct an integral representation for the solution $q(x, t)$ in the complex $k$-plane (the complex “Fourier plane”). This representation involves appropriate transforms of the initial and boundary values. Some of these boundary values are not prescribed as boundary conditions, and therefore this integral representation is not yet effective;

(ii) use certain algebraic global relations to determine the transforms of the unknown boundary values in terms of transforms of the known data.

For simple boundary value problems, such as for linear evolution PDEs on the half-line, step (i) can be implemented using one of several different approaches, including the application of the usual Fourier transform, see [3]. For more complicated problems, however, step (i) relies on the existence of a Lax pair formulation for the given PDE. Such a Lax pair for equation (1.2) is the following pair of equations

$$
\mu_{xxx} + (u(x) + ik^3)\mu = q(x, t),
$$

(1.4a)

$$
\mu_t - ik^3 \mu = -q(x, t),
$$

(1.4b)

where $\mu(x, t, k)$ is a scalar function. Equations (1.4) are compatible if and only if $q(x, t)$ satisfies (1.2): applying the operator $\partial_t - ik^3$ to (1.4a), noting that this operator commutes with $\partial_x^3 + (u(x) + ik^3)$, and using (1.4b), we find (1.2).

For evolution PDEs with variable coefficients the relevant integral representations can be constructed by using certain completeness relations derived from the $x$-part of the associated Lax pair, and then using certain contour deformations in the complex $k$-plane (see [10]). Alternatively, one can use the simultaneous spectral analysis of the associated Lax pair [10]. These two approaches provide the generalization to PDEs with variable coefficients of the approaches used in [3] and [1], respectively. In this paper, we adopt the latter approach to solve the initial-boundary value problem specified by equations (1.2) and (1.3).

The remainder of the paper is organized as follows. In Section 2 we summarize our main results. In particular, we present an integral representation for $q(x, t)$ which is uniquely defined in terms of appropriate transforms of the given functions $q_0(x)$ and $g_0(t)$, see Theorem 2.8. In Sections 3 and 4 we derive the main results: in Section 3 we perform the simultaneous spectral analysis of the associated Lax pair to derive the solution formula for $q(x, t)$ in terms of transforms of the boundary values. In Section 4 we first derive certain algebraic global relations which are valid in the complex $k$-plane and which relate all boundary values. We then use these global relations to eliminate the unknown boundary values and express $q(x, t)$ in terms of $q_0(x)$ and $g_0(t)$. In Section 5 we conclude with a further discussion of these results, and comment on how they can be generalized to variable coefficient evolution equations of arbitrary order.

2. The linearized KdV equation with variable coefficient

We begin by considering solutions of the homogeneous version of equation (1.4a),

$$
\psi_{xxx} + (u(x) - (ik)^3)\psi = 0, \quad x > 0, \quad k \in \mathbb{C}.
$$

(2.1)

Particular solutions of this ODE satisfy the linear integral equation

$$
\psi(x, k) = f(x, k) + \frac{1}{3k^2} \int_0^x \left[ e^{ik(x-\xi)} + \alpha e^{i\alpha k(x-\xi)} + \alpha^2 e^{i\alpha^2 k(x-\xi)} \right] u(\xi) \psi(\xi, k) d\xi,
$$

(2.2a)
where the forcing \( f(x, k) \) is any of the following three exponentials,

\[
e^{ikx}, \ e^{ika_k}, \ e^{ia^2kx}, \ \alpha = e^{2\pi i/3}. \tag{2.2b}
\]

Additional solutions can be obtained by replacing \( \int_0^x \) with \( -\int_x^\infty \) in any of the three integrals on the right-hand side of (2.2a).

**Proposition 2.1 (The base functions).** Define the space-dependent eigenfunctions \( \psi_1, \psi_2, \psi_3 \) by the following linear integral equations:

\[
\psi_1(x, k) = e^{ikx} + \frac{1}{3k^2} \int_0^x \left[ e^{ik(x-\xi)} + \alpha e^{iku(k-x)} \right] u(\xi) \psi_1(\xi, k) \, d\xi
- \frac{1}{3k^2} \int_x^\infty \alpha^2 e^{ik^2(x-\xi)} u(\xi) \psi_1(\xi, k) \, d\xi, \tag{2.3a}
\]

\[
\psi_2(x, k) = e^{ika_k} - \frac{1}{3k^2} \int_x^\infty e^{ik(x-\xi)} u(\xi) \psi_2(\xi, k) \, d\xi + \frac{1}{3k^2} \int_0^x \alpha e^{iku(k-x)} u(\xi) \psi_2(\xi, k) \, d\xi
- \frac{1}{3k^2} \int_x^\infty \alpha^2 e^{iku^2(k-x)} u(\xi) \psi_2(\xi, k) \, d\xi, \tag{2.3b}
\]

\[
\psi_3(x, k) = e^{ia^2kx} + \frac{1}{3k^2} \int_0^x \left[ e^{ik(x-\xi)} + \alpha e^{iku(k-x)} \right] u(\xi) \psi_3(\xi, k) \, d\xi
+ \frac{1}{3k^2} \int_0^x \alpha^2 e^{iku^2(k-x)} u(\xi) \psi_3(\xi, k) \, d\xi. \tag{2.3c}
\]

Define the sectors \( \{D_j\}_{j=1}^{12} \) in the complex \( k \)-plane as follows (see Figure 1)

\[
D_j = \left\{ k \in \mathbb{C} \setminus \{0\} \mid \arg k \in \left[ (j-2)\frac{\pi}{6}, (j-1)\frac{\pi}{6} \right] \right\}, \quad j = 1, \ldots, 12. \tag{2.4}
\]

The functions \( \psi_1(x, k), \psi_2(x, k), \) and \( \psi_3(x, k) \) are defined in the following domains of the
The functions \( \psi_1(x, k) \) and \( \psi_2(x, k) \) are bounded and analytic in the following domains of the punctured complex \( k \)-plane, \( k \in \mathbb{C}\setminus\{0\} \):

\[
\psi_1(x, k) : \{ k \in \mathbb{C}\setminus\{0\} \mid \text{Im } \alpha^2 k \leq 0 \} \equiv \{ k \in D_{12} \cup D_1 \cup D_2 \cup D_3 \cup D_4 \cup D_5 \},
\psi_2(x, k) : \{ k \in \mathbb{C}\setminus\{0\} \mid \text{Im } k \leq 0 \cap \text{Im } \alpha^2 k \leq 0 \} \equiv \{ k \in D_{12} \cup D_1 \},
\psi_3(x, k) : \forall \ k \in \mathbb{C}\setminus\{0\}.
\]

The functions \( \psi_1(x, k)e^{-ikx} \), \( \psi_2(x, k)e^{-ia_k x} \), and \( \psi_3(x, k)e^{-ia_k^2 x} \) are bounded and analytic in the following domains of the punctured complex \( k \)-plane, \( k \in \mathbb{C}\setminus\{0\} \):

\[
\psi_1(x, k)e^{-ikx} : k \in D_1 \cup D_2,
\psi_2(x, k)e^{-ia_k x} : k \in D_{11} \cup D_{12} \cup D_1 \cup D_2,
\psi_3(x, k)e^{-ia_k^2 x} : k \in D_1 \cup D_2 \cup D_3 \cup D_4.
\]

Similarly, define the space-dependent eigenfunctions \( \phi_1 \) and \( \phi_2 \) by the following linear integral equations:

\[
\phi_1(x, k) = e^{ikx} + \frac{1}{3k^2} \int_0^x e^{ik(x-\xi)} u(\xi) \phi_1(\xi, k) \, d\xi - \frac{1}{3k^2} \int_x^{\infty} + \alpha e^{ia_k(x-\xi)} u(\xi) \phi_1(\xi, k) \, d\xi,
\]

\[
\phi_2(x, k) = e^{ia_k x} + \frac{1}{3k^2} \int_0^x \left[ e^{ik(x-\xi)} + \alpha e^{ia_k(x-\xi)} \right] u(\xi) \phi_2(\xi, k) \, d\xi
- \frac{1}{3k^2} \int_x^{\infty} \alpha^2 e^{ia_k^2(x-\xi)} u(\xi) \phi_2(\xi, k) \, d\xi.
\]

The functions \( \phi_1(x, k) \) and \( \phi_2(x, k) \) are defined in the following domains of the punctured complex \( k \)-plane, \( k \in \mathbb{C}\setminus\{0\} \):

\[
\phi_1(x, k) : \{ k \in \mathbb{C}\setminus\{0\} \mid \text{Im } \alpha k \leq 0 \cap \text{Im } \alpha^2 k \leq 0 \} \equiv \{ k \in D_4 \cup D_5 \},
\phi_2(x, k) : \{ k \in \mathbb{C}\setminus\{0\} \mid \text{Im } \alpha^2 k \leq 0 \} \equiv \{ k \in D_{12} \cup D_1 \cup D_2 \cup D_3 \cup D_4 \cup D_5 \}.
\]

Furthermore, the functions \( \phi_1(x, k)e^{-ikx} \) and \( \phi_2(x, k)e^{-ia_k x} \) are bounded and analytic in the following domains:

\[
\phi_1(x, k)e^{-ikx} : D_3 \cup D_4 \cup D_5 \cup D_6,
\phi_2(x, k)e^{-ia_k x} : D_3 \cup D_4.
\]

**Proof.** The proof of this result is given in Appendix A-1.

**Remark 2.2.** The integral equations for \( \psi_1(x, k) \), \( \psi_2(x, k) \) and \( \phi_1(x, k) \), \( \phi_2(x, k) \), given above in (2.3) and (2.7), respectively, are Fredholm as opposed to Volterra integral equations,
and therefore these functions may have poles. This issue was considered in [11] by Beals, Deift and Zhou (see also [12]), where appropriate eigenfunctions were defined in terms of Volterra integral equations. By expressing the “Fredholm” eigenfunctions in terms of the “Volterra” eigenfunctions, possible singularities can be analysed effectively. In what follows we assume that $u(x)$ is such that there exist no such singularities.

Also, in order to avoid the analysis of the singularity at $k = 0$ we consider the punctured complex $k$-plane, $k \in \mathbb{C}\setminus\{0\}$. We recall that in equation (1.1) the relevant singularity is removable. The best analysis for the corresponding problem for the Schrödinger equation can be found in [13].

In Section 3 we will use the analyticity properties of these eigenfunctions to prove the following proposition.

**Proposition 2.3 (A transform pair).** Assume that there exists a real-valued function $q(x, t)$ where $0 < x < \infty$ and $0 < t < T$, with $T$ a positive constant, which satisfies equation (1.2). Assume that $q(x, t)$ has sufficient decay as $x \to \infty$ and sufficient smoothness all the way to the boundary. Furthermore, assume that $u(x)$ has sufficient smoothness and sufficient decay as $x \to \infty$. Then $q(x, t)$ admits the integral representation

$$q(x, t) = \frac{1}{2\pi} \left[ \int_{0}^{\infty} -\frac{1}{\Delta(k)} e^{ikx} \psi_1(x, k) \hat{q}_1(k) dk + \int_{-\infty}^{0} -\frac{1}{\Delta(\alpha^2 k)} e^{ikx} \psi_2(x, \alpha^2 k) \tilde{q}_2(\alpha^2 k) dk \right]$$

$$\times \frac{1}{2\pi} \left[ \int_{L_1} -\frac{1}{\Delta(k)} e^{ikx} \phi_1(x, k) \tilde{G}_1(k) dk + \int_{L_2} -\frac{1}{\Delta(\alpha^2 k)} e^{ikx} \phi_2(x, \alpha^2 k) \tilde{G}_2(\alpha^2 k) dk \right],$$

where

$$\Delta(k) = ik(\alpha - \alpha^2), \quad \alpha = e^{2\pi i/3},$$

the spectral functions $\hat{q}_1(k), \tilde{q}_2(k), \tilde{G}_1(k), \tilde{G}_2(k)$ are defined below, and the contours $L_1$ and $L_2$ are the rays $\arg k = \pi/3$ and $\arg k = 2\pi/3$, respectively, indented to avoid $k = 0$ and with the orientations shown in Figure 3.

The functions $\hat{q}_1(k)$ and $\tilde{q}_2(k)$ are defined by

$$\hat{q}_1(k) = \int_{0}^{\infty} q(x, 0)[\psi_2(x, k)\psi_3'(x, k) - \psi_3(x, k)\psi_2'(x, k)] dx, \quad k \in D_1,$$

$$\tilde{q}_2(k) = \int_{0}^{\infty} q(x, 0)[\psi_3(x, k)\phi_1'(x, k) - \phi_1(x, k)\psi_3'(x, k)] dx, \quad k \in D_4,$$

where prime denotes differentiation with respect to the spatial variable. The functions $\tilde{G}_1(k)$
and \( \hat{G}_2(k) \) are defined by

\[
\hat{G}_1(k) = \hat{g}_2(k)N_1(0, k) - \hat{g}_1(k)N'_1(0, k) + \hat{g}_0(k)N''_1(0, k), \tag{2-13a}
\]

\[
\hat{G}_2(k) = \hat{g}_2(k)M_2(0, k) - \hat{g}_1(k)M'_2(0, k) + \hat{g}_0(k)M''_2(0, k), \tag{2-13b}
\]

where the functions \( \{\hat{g}_j(k)\}_{j=0}^2 \) are defined by

\[
\hat{g}_j(k) = \int_0^T e^{-ik\tau} \partial^j_t q(0, \tau) d\tau, \quad j = 0, 1, 2, \quad k \in \mathbb{C}\setminus\{0\}, \tag{2-14}
\]

and the functions \( M_2(x, k), N_1(x, k) \) are defined by

\[
M_2(x, k) = \psi_3(x, k)\psi'_1(x, k) - \psi'_3(x, k)\psi_1(x, k), \quad k \in \{\mathbb{C}\setminus\{0\} | \operatorname{Im} \alpha^2k \leq 0\}, \tag{2-15a}
\]

\[
N_1(x, k) = \phi_2(x, k)\psi'_1(x, k) - \phi'_2(x, k)\psi_1(x, k), \quad k \in \{\mathbb{C}\setminus\{0\} | \operatorname{Im} \alpha^2k \leq 0\}. \tag{2-15b}
\]

**Proof.** This result is derived in Section 3.

**Remark 2.4.** The functions \( \psi_1(x, k) \) and \( \hat{q}_1(k) \) are defined for \( k \in \{\mathbb{C}\setminus\{0\} | \operatorname{Im} \alpha^2k \leq 0\} \) and in \( D_1 \), respectively, and hence these functions are well defined for \( k \) on the positive real axis. The functions \( \phi_2(x, k) \) and \( \hat{q}_2(k) \) are defined for \( k \in \{\mathbb{C}\setminus\{0\} | \operatorname{Im} \alpha^2k \leq 0\} \) and in \( D_4 \), respectively. Thus these functions are well defined for \( k \) on \( D_4 \) and hence \( \phi_2(x, \alpha^2k) \) and \( \hat{q}_2(\alpha^2k) \) are well defined for \( k \) in \( D_8 \), which contains the negative real axis. Furthermore, it is shown in Appendix A.2 that the function \( \phi_1(x, k)\hat{G}_1(1) \) is bounded and analytic for \( k \) in \( D_3 \cup D_4 \), which contains the ray \( L_1 \), and that the function \( \psi_2(x, \alpha^2k)\hat{G}_2(\alpha^2k) \) is bounded and analytic for \( k \) in \( D_5 \cup D_6 \), which contains \( L_2 \). Thus \( q(x, t) \) is well defined.

**Remark 2.5.** The integral representation of \( q(x, t) \) given in (2-10) and the functions \( \{\hat{q}_1(k), \hat{q}_2(k), \hat{G}_1(k), \hat{G}_2(k)\} \) defined in (2-12)–(2-13) constitute a transform pair for the function \( q(x, t) \). We note that the \( t \)-dependence in (2-10) is explicit; this is due to the fact that this integral representation is derived by analysing both equations of (1-4) simultaneously.

**PROPOSITION 2.6 (The global relations).** Let the real-valued function \( q(x, t) \) satisfy the conditions specified in Proposition 2.3 and let the functions \( \hat{q}_1(t, k) \) and \( \hat{q}_2(t, k) \) be defined by equations identical to (2-12), but with \( q(x, 0) \) replaced by \( q(x, t) \). Then the following global relations are valid for \( k \in D_1 \) and \( k \in D_4 \), respectively,

\[
e^{-ik^3T} \hat{q}_1(T, k) = \hat{q}_1(k) + \hat{g}_2(k)M_1(0, k) - \hat{g}_1(k)M'_1(0, k) + \hat{g}_0(k)M''_1(0, k), \tag{2-16a}
\]

\[
e^{-ik^3T} \hat{q}_2(T, k) = \hat{q}_2(k) + \hat{g}_2(k)N_2(0, k) - \hat{g}_1(k)N'_2(0, k) + \hat{g}_0(k)N''_2(0, k), \tag{2-16b}
\]

where the functions \( \{\hat{g}_j(k)\}_{j=0}^2 \) are defined in (2-14), and the functions \( M_1(x, k), N_2(x, k) \) are defined by

\[
M_1(x, k) = \psi_2(x, k)\psi'_1(x, k) - \psi'_2(x, k)\psi_1(x, k), \quad k \in D_{12} \cup D_1, \tag{2-17a}
\]

\[
N_2(x, k) = \psi_3(x, k)\phi'_1(x, k) - \psi'_3(x, k)\phi_1(x, k), \quad k \in D_4 \cup D_5. \tag{2-17b}
\]

Let the functions \( \hat{q}_3(k) \) and \( \tilde{q}_3(k) \) be defined by

\[
\hat{q}_3(k) = \int_0^\infty q(x, 0)\left[\psi_1(x, k)\psi'_2(x, k) - \psi'_1(x, k)\psi_2(x, k)\right] dx, \quad k \in D_1 \cup D_2, \tag{2-18a}
\]

\[
\tilde{q}_3(k) = \int_0^\infty q(x, 0)\left[\phi_1(x, k)\phi'_2(x, k) - \phi'_1(x, k)\phi_2(x, k)\right] dx, \quad k \in D_3 \cup D_4, \tag{2-18b}
\]

and let the functions \( \hat{q}_3(t, k) \) and \( \tilde{q}_3(t, k) \) be defined by identical equations but with \( q(x, 0) \)
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replaced by \( q(x, t) \). Then the following global relations are valid for \( k \in D_1 \cup D_2 \) and \( k \in D_3 \cup D_4 \), respectively,

\[
e^{-ikT} \hat{q}_3(T, k) = \hat{q}_3(k) + \hat{g}_2(k)M_2(0, k) - \hat{g}_1(k)M'_1(0, k) + \hat{g}_0(k)M''_1(0, k), \tag{2.19a}
\]

\[
e^{-ikT} \hat{q}_3(T, k) = \hat{q}_3(k) + \hat{g}_2(k)N_3(0, k) - \hat{g}_1(k)N'_1(0, k) + \hat{g}_0(k)N''_1(0, k), \tag{2.19b}
\]

where the functions \( M_3(x, k) \) and \( N_3(x, k) \) are defined by

\[
M_3(x, k) = \psi_1(x, k)\psi'_2(x, k) - \psi'_1(x, k)\psi_2(x, k), \quad k \in D_1 \cup D_2, \tag{2.20a}
\]

\[
N_3(x, k) = \phi_1(x, k)\phi'_2(x, k) - \phi'_1(x, k)\phi_2(x, k), \quad k \in D_3 \cup D_4. \tag{2.20b}
\]

**Proof.** The proof of this Proposition is given in Section 4.

**Remark 2.7.** The spectral functions \( \hat{q}_1(t, k) \) and \( \hat{q}_2(t, k) \) are bounded and analytic for \( k \in D_1 \) and \( k \in D_4 \), respectively. Similarly, the spectral functions \( \hat{q}_3(t, k) \) and \( \hat{q}_3(t, k) \) are bounded and analytic for \( k \in D_1 \cup D_2 \) and \( k \in D_3 \cup D_4 \) respectively. The proof of this result is presented in Appendix A-2. The proof that the functions \( M_1(x, k) \), \( M_2(x, k) \) and \( N_1(x, k) \), \( N_2(x, k) \) are well defined in the domains indicated in the definitions is also given in Appendix A-2.

The integral representation (2.10), together with the global relations (2.16) and (2.19), can be used to solve equation (1.2) subject to a variety of boundary value problems. As an illustrative example, in the next theorem we solve equation (1.2) for the particular boundary conditions given in (1.3).

**Theorem 2.8 (The solution of the Dirichlet problem).** Let \( q(x,t) \) satisfy equation (1.2) in \( 0 < x < \infty \), \( 0 < t < T \), where \( T \) is a positive constant, with the boundary conditions given in (1.3). Then the solution \( q(x, t) \) is given by (2.10) with the functions \( \hat{G}_1(k) \) and \( \hat{G}_2(k) \) given by the following expressions

\[
\hat{G}_1(k) = \frac{\phi_2(0, k)}{\phi_1(0, k)} \hat{q}_2(k) + \frac{\psi_3(0, k)}{\phi_1(0, k)} \hat{q}_3(k) + \frac{3k^2 \Delta(k)}{\phi_1(0, k)} \hat{g}_0(k), \tag{2.21a}
\]

\[
\hat{G}_2(k) = \frac{\psi_1(0, k)}{\psi_2(0, k)} \hat{q}_1(k) + \frac{\psi_3(0, k)}{\psi_2(0, k)} \hat{q}_3(k) + \frac{3k^2 \Delta(k)}{\psi_2(0, k)} \hat{g}_0(k). \tag{2.21b}
\]

For the sake of simplicity we have assumed that \( \phi_1(0, k) \) and \( \psi_2(0, a^2k) \) do not have any zeros in \( D_4 \) and \( D_5 \), respectively.

**Proof.** The proof of this Theorem is given in Section 4.

**Remark 2.9.** The definitions of \( \hat{G}_1(k) \) and \( \hat{G}_2(k) \) given above involve the following known functions: The function \( \hat{g}_0(k) \), which is the \( t \)-transform of \( g_0(t) \), see equation (2.14); the eigenfunctions \( \{\psi_1(x, k), \psi_2(x, k), \psi_3(x, k), \phi_1(x, k), \phi_2(x, k)\} \) evaluated at \( x = 0 \), which are defined in terms of the function \( u(x) \), see equations (2.3) and (2.7); and the functions \( \{q_1(k), q_2(k), q_3(k), q_3(k)\} \), which are defined in terms of the above eigenfunctions and the initial condition \( q_0(x) \).

**Remark 2.10.** The solution formulas (2.10) and (2.21) are consistent with the case of equation (1.2) with \( u(x) = 0 \), i.e. the case of constant coefficients. Indeed, it is shown in [3] that the following integral representation is valid for equation (1.2) with \( u(x) = 0 \):

\[
q(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx + ikT} \hat{q}_0(k) \, dk + \frac{1}{2\pi} \int_{-L}^{L} e^{ikx + ikT} \hat{g}(k) \, dk, \tag{2.22}
\]
where \( L \) is the union of \( L_1 \) and \( L_2 \), and

\[
\hat{q}_0(k) = \int_0^\infty e^{-ikx}q_0(x) \, dx, \quad \text{Im} \, k \leq 0, \quad (2.23a)
\]

\[
\hat{g}(k) = \hat{g}_1(k) + ik\hat{g}_3(k) - k^2\hat{g}_0(k), \quad k \in \mathbb{C}, \quad (2.23b)
\]

with the functions \( \{\hat{g}_j(k)\}_{j=0}^2 \) defined in (2.14). If \( q(0, t) = g_0(t) \) is the specified boundary condition, then the above solution formula involves the unknown boundary values \( q_x(0, t) \) and \( q_{tx}(0, t) \). These unknown function can be eliminated from this solution formula by using certain invariance properties of the following algebraic global relation

\[
\hat{q}_0(k) + \hat{g}(k) = e^{-ikT} \int_0^\infty e^{-ikx}q(x, T) \, dx, \quad \text{Im} \, k \leq 0. \quad (2.24)
\]

Equation (2.24) can be mapped to two distinct algebraic relations that are both valid on the contour \( L \) in equation (2.22). These two relations can then be used to derive the following expression for \( \hat{g}(k) \), which depends only on the specified initial and boundary conditions:

\[
\hat{g}(k) = -3k^2\hat{g}_0(k) - \frac{\alpha^2 - 1}{\alpha^2 - \alpha^2} \hat{g}_0(\alpha k) - \frac{\alpha - 1}{\alpha - \alpha^2} \hat{g}_0(\alpha^2 k), \quad \alpha = e^{2\pi i/3}. \quad (2.25)
\]

The solution formula for \( q(x, t) \) in (2.22), and the spectral functions \( \{\hat{q}_0(k), \hat{q}_0(k)\} \) in (2.23), correspond to the integral representation for \( q(x, t) \) in (2.10), and to the functions \( \{\hat{g}_1(k), \hat{g}_2(k), G_1(k), G_2(k)\} \) in (2.12)–(2.13), respectively, in the case \( u(x) \neq 0 \). Similarly, equation (2.25) corresponds to equations (2.21) in Theorem 2.8.

### 3. The construction of the solution formula

In this section we derive the integral representation for \( q(x, t) \) given in Proposition 2.3. The main step in this derivation is the construction of a sectionally analytic solution \( \mu(x, t, k) \) of the associated Lax pair (1.4). This is achieved by dividing the complex \( k \)-plane into the sectors shown in Figure 1 and solving equations (1.4) within each of these sectors. The construction of \( \mu(x, t, k) \) constitutes the solution of the so-called direct problem. The solution of the so-called inverse problem involves relating the representations of \( \mu(x, t, k) \) in the different sectors and then formulating a (scalar) Riemann–Hilbert problem.

#### 3.1. The general form of \( \mu(x, t, k) \)

Let \( Q(x, t) \) be a solution of the formal adjoint of equation (1.2), i.e. let \( Q(x, t) \) satisfy

\[
-Q_t - Q_{xxx} + u(x) Q = 0. \quad (3.1)
\]

Multiplying equations (1.2) and (3.1) by \( Q \) and \( q \) respectively, and then subtracting the resulting equations we find

\[
\left( Qq \right)_t + \left( Qq_{xx} - q_x Q + q Q_{xx} \right)_x = 0. \quad (3.2)
\]

A particular solution of equation (3.1) is \( Q(x, t) = e^{-ik^3 t} M(x, k) \) where \( M(x, k) \) satisfies

\[
M_{xxx} - ik^3 M - u(x) M = 0. \quad (3.3)
\]

It can be verified that if \( M(x, k) \) is defined by

\[
M(x, k) = \psi(x, k)\phi'(x, k) - \psi'(x, k)\phi(x, k), \quad (3.4)
\]
where $\psi(x, k)$ and $\phi(x, k)$ are any two solutions of equation (2.1), then $M$ satisfies equation (3.3). Thus, if $q(x, t)$ satisfies equation (1-2), then the following identity is valid,

$$
(e^{-ik\lambda} q M)_t + e^{-ik\lambda} (q_{xx} M - q_x \partial_x M + q \partial_x^2 M)_x = 0,
$$

(3.5)

where $M$ is any of the functions $\{M_j\}_{j=1}^3$ or $\{N_j\}_{j=1}^3$ defined by equations (2-15), (2-17) and (2-20).

A particular solution of equations (1-4) is given by the following expression:

$$
3k^2 \Delta(k) \mu_p(x, t, k) = \psi_1(x, k) \int^{(x, t)} e^{ik(\xi - \tau)} [M_1(\xi, k)q(\xi, \tau)d\xi - X_1(\xi, \tau, k)d\tau]
$$

$$
+ \psi_2(x, k) \int^{(x, t)} e^{ik(\xi - \tau)} [M_2(\xi, k)q(\xi, \tau)d\xi - X_2(\xi, \tau, k)d\tau]
$$

$$
+ \psi_3(x, k) \int^{(x, t)} e^{ik(\xi - \tau)} [M_3(\xi, k)q(\xi, \tau)d\xi - X_3(\xi, \tau, k)d\tau],
$$

(3.6)

where $3k^2 \Delta(k)$ is the Wronskian of the three solutions of the ODE (2-1) defined by equations (2-3), i.e.

$$
3k^2 \Delta(k) = \psi_1(\psi_2'\psi_3'' - \psi_2''\psi_3') + \psi_2(\psi_3'\psi_1'' - \psi_3''\psi_1') + \psi_3(\psi_1'\psi_2'' - \psi_1''\psi_2'),
$$

(3.7)

the functions $\{M_j\}_{j=1}^3$ are defined by (2-17a), (2-15a), (2-20a), and the functions $\{X_j\}_{j=1}^3$ are defined by

$$
X_j(x, t, k) = q_{xx}(x, t)M_j(x, k) - q_x(x, t)M_j'(x, k) + q(x, t)M_j''(x, k), \quad j = 1, 2, 3.
$$

(3.8)

Indeed, we will first show that $\mu_p(x, t, k)$ can be expressed in the form

$$
\mu_p(x, t, k) = \frac{1}{3k^2 \Delta(k)} \sum_{j=1}^3 \psi_j(x, k)v_j(x, t, k),
$$

(3.9)

where $\{v_j\}_{j=1}^3$ satisfy

$$
(e^{-ik\lambda}v_j)_x = e^{-ik\lambda} q M_j,
$$

(3.10a)

$$
(e^{-ik\lambda}v_j)_t = -e^{-ik\lambda} X_j.
$$

(3.10b)

The functions $\{v_j\}_{j=1}^3$ are well defined since the compatibility condition of equations (3-10) is equation (3-5) with $M$ replaced by $M_j$, $j = 1, 2, 3$.

Substituting (3.9) in the left-hand side of equation (1-4a) and using (3-10a) we find

$$
\frac{1}{3k^2 \Delta(k)} \sum_{j=1}^3 \left[ q_{xx} \psi_j M_j + q_x (2\psi_j M_j' + 3\psi_j' M_j) + q \psi_j M_j'' + 3q \partial_x (\psi_j' M_j) \right],
$$

which equals $q(x, t)$, in lieu of the following identities

$$
\sum_{j=1}^3 \psi_j(x, k)M_j(x, k) = 0, \quad \sum_{j=1}^3 \psi_j'(x, k)M_j(x, k) = 0,
$$

(3.11)

$$
\sum_{j=1}^3 \psi_j(x, k)M_j'(x, k) = 0, \quad \sum_{j=1}^3 \psi_j(x, k)M_j''(x, k) = 3k^2 \Delta(k).
$$
Similarly, substituting (3.9) in the left-hand side of equation (1.4) and using (3.10b) we find

\[-\frac{1}{3k^2\Delta(k)} \sum_{j=1}^{3} [q_{xx}\psi_j M_j - q_x \psi_j M_j' + q \psi_j M_j''],\]

which equals \(-q(x, t)\), in lieu of the identities in (3.11). We note that the right-hand side of the last identity in (3.11) is equal to the Wronskian \(W[\psi_1, \psi_2, \psi_3]\), given by the right-hand side of equation (3.7), and is independent of \(x\), i.e. \(W = W(k)\) (evaluating \(W(k)\) at \(x = \infty\), it follows that \(W = 3k^2\Delta(k)\), where \(\Delta(k)\) is defined by equation (2.11)).

Equations (3.10) can be written in the form

\[d[e^{-ik^j t} v_j] = e^{-ik^j t}[q(x, t)M_j(x, k)dt + X_j(x, t, k)dx], \quad j = 1, 2, 3.\]  

Integrating this equation we find

\[v_j(x, t) = \int_{(x,t)}^{(x, \infty)} e^{ik^j(t-\tau)}[q(\xi, \tau)M_j(\xi, k)d\tau + X_j(\xi, \tau, k)d\xi], \quad j = 1, 2, 3.\]

Substituting these expressions for \(\{v_j\}_{j=1}^{3}\) into equation (3.9) we find equation (3.6).

By choosing the limits of the integrals in (3.6) appropriately, namely as the corners of the polygonal domain \(\{0 < x < \infty, 0 < t < T\}\), we can construct a solution \(\mu(x, t, k)\) of (1.4) which is sectionally analytic in the entire complex \(k\)-plane.

3.2. The construction of a sectionally analytic \(\mu(x, t, k)\)

We first consider the domain \(D_1\). A solution of equations (1.4) which is bounded and analytic in this domain is given by

\[3k^2\Delta(k) \mu_1(x, t, k) = -\psi_1(x, k) \int_{x}^{\infty} q(\xi, t)M_1(\xi, k)d\xi + \psi_2(x, k) \int_{0}^{x} q(\xi, t)M_2(\xi, k)d\xi + \psi_3(x, k) \int_{t}^{T} e^{ik^2(t-\tau)}X_2(0, \tau, k)d\tau - \psi_3(x, k) \int_{x}^{\infty} q(\xi, t)M_3(\xi, k)d\xi,\]  

(3.13)

where \(\Delta(k)\) is given in (2.11), the base functions \(\psi_1, \psi_2, \psi_3\) are defined in (2.3), the functions \(M_1, M_2, M_3\) are defined in (2.17a), (2.15a), (2.20a), respectively, and the function \(X_2\) is defined by equation (3.8) with \(j = 2\). Equation (3.13) follows from equation (3.6) with the following choice of contours: for the first and third integrals in (3.6) the contour is \(\{x < \xi < \infty, \tau = t\}\); for the second integral the contour is \(\{0 < \xi < x, \tau = t\} \cup \{\xi = \infty, t < \tau < T\}\), see Figure 4.
Using the identity
\[ 1 + \alpha + \alpha^2 = 0, \quad \alpha = e^{2\pi i/3}, \]
it follows that the first term on the right-hand side of (3.13) equals
\[ -\psi_1 e^{-ikx} \int_x^\infty e^{ik(x-\xi)} q(\xi, t) \left[ \psi_2 e^{-iak\xi} \psi_3 e^{-ia^2k\xi} - \psi_3' e^{-iak\xi} \psi_3 e^{-ia^2k\xi} \right] d\xi. \]
The term \exp[ik(x - \xi)] is bounded for \( \text{Im} \, k \leq 0 \), and \( \psi_1(x, k)e^{-ikx}, \psi_2(x, k)e^{-iakx} \) and \( \psi_3(x, k)e^{-ia^2kx} \) are all bounded and analytic in \( D_1 \) (see Proposition 2.1). Similar arguments are valid for the other terms on the right-hand side of (3.13). Also, \( 1/\Delta(k) \) is analytic and bounded for all \( k \neq 0 \). Thus, \( 3k^2\mu_1(x, t, k) \) is bounded and analytic in \( D_1 \).

A solution of (1.4) which is bounded and analytic in the region \( D_2 \) is given by
\[ 3k^2 \Delta(k)\mu_2(x, t, k) \]
\[ = \psi_1(x, k) \int_0^\infty \int_0^\infty q(\xi, t) M_1(\xi, k) d\xi \]
\[ + \psi_2(x, k) \int_0^\infty \int_0^\infty q(\xi, t) M_2(\xi, k) d\xi \]
\[ - \psi_3(x, k) \int_0^\infty \int_0^\infty q(\xi, t) M_3(\xi, k) d\xi. \] (3.14)
where the function \( X_1 \) is defined by equation (3.8) with \( j = 1 \). Equation (3.14) follows from equation (3.6) with the following choice of contours: for the first two integrals in (3.6) the contour \( \{0 \leq x < \xi, \tau = t\} \cup \{\xi = 0, 0 \leq \tau < t\} \), see Figure 5. The proof that \( 3k^2\mu_2 \) is bounded and analytic in \( D_2 \) is similar to the analogous proof for \( 3k^2\mu_1 \).

In order to construct solutions of (1.4) which are bounded and analytic in the sectors \( D_3 \) and \( D_4 \) we must use a different set of eigenfunctions from those defined in (2.3). Using the eigenfunctions \( \{\phi_j\}_{j=1}^2 \) defined in (2.7), we can construct the following sectionally analytic solutions:
\[ 3k^2 \Delta(k)\mu_3(x, t, k) \]
\[ = \phi_1(x, k) \int_0^\infty \int_0^\infty q(\xi, t) N_1(\xi, k) d\xi \]
\[ + \phi_2(x, k) \int_0^\infty \int_0^\infty q(\xi, t) N_2(\xi, k) d\xi \]
\[ - \psi_3(x, k) \int_0^\infty \int_0^\infty q(\xi, t) N_3(\xi, k) d\xi. \] (3.15)
and

\[ 3k^2 \Delta(k) \mu_4(x, t, k) = \phi_1(x, k) \int_0^x q(\xi, t) N_1(\xi, k) \, d\xi + \phi_1(x, k) \]
\[ \times \int_t^T e^{ik(t-\tau)} X_1^*(0, \tau, k) \, d\tau - \phi_2(x, k) \int_0^\infty q(\xi, t) N_2(\xi, k) \, d\xi \]
\[ - \psi_3(x, k) \int_0^\infty q(\xi, t) N_3(\xi, k) \, d\xi, \quad (3.16) \]

where the functions \( N_1, N_2, N_3 \) are defined in (2.15b), (2.17b), (2.20b), respectively, and the functions \( X_1^* \) and \( X_2^* \) are defined by

\[ X_1^*(x, t, k) = q_{\alpha}(x, t) N_1(x, k) - q_{\alpha}(x, t) N_1^*(x, k) + q(x, t) N_1''(x, k), \quad (3.17a) \]
\[ X_2^*(x, t, k) = q_{\alpha}(x, t) N_2(x, k) - q_{\alpha}(x, t) N_2^*(x, k) + q(x, t) N_2''(x, k). \quad (3.17b) \]

Starting with the functions \( \mu_1(x, t, k), \mu_2(x, t, k), \mu_3(x, t, k), \mu_4(x, t, k) \) defined in (3.13)–(3.17) and using symmetry considerations, it is possible to define solutions of (1.4) which are bounded and analytic in the remaining sectors \( D_4-D_{12} \). Indeed, equations (1.4) are invariant under the transformations \( k \mapsto \alpha k \) and \( k \mapsto \alpha^2 k \). Thus, if \( \mu(x, t, k) \) is a solution of equations (1.4), then \( \mu(x, t, \alpha k) \) and \( \mu(x, t, \alpha^2 k) \) are also solutions. For example, since \( \mu_1(x, t, \alpha k) \) and \( \mu_1(x, t, \alpha^2 k) \) are solutions for \( \alpha k \in D_1 \) and \( \alpha^2 k \in D_1 \), respectively, it follows that \( \mu_2(x, t, k) \doteq \mu_1(x, t, \alpha k) \) and \( \mu_3(x, t, k) \doteq \mu_1(x, t, \alpha^2 k) \) are solutions for \( k \in D_9 \) and \( k \in D_5 \), respectively. Hence,

\[ \mu_{9+j}(x, t, k) \doteq \mu_j(x, t, \alpha k), \quad \mu_{4+j}(x, t, k) \doteq \mu_j(x, t, \alpha^2 k), \quad j = 1, 2, 3, 4. \quad (3.18) \]

### 3.3. The formulation of a Riemann–Hilbert problem

We denote the sectionally analytic function \( \mu(x, t, k) \) by

\[ \mu(x, t, k) = \mu_j(x, t, k), \quad k \in D_j, \quad j = 1, \ldots, 12. \]

Using the definitions of \( \{\psi_j(x, k)\}_{j=1}^3 \) and \( \{\phi_j(x, k)\}_{j=1}^3 \) in (2.3) and (2.7), respectively, it follows that \( 3k^2 \mu(x, t, k) = O(1/k) \) as \( k \to \infty \). Together, these facts define a Riemann–Hilbert problem for the function \( 3k^2 \mu(x, t, k) \). To solve this Riemann–Hilbert problem we must determine the “jumps” across the rays \( \Sigma_j, j = 1, \ldots, 12 \), shown in Figure 6: the difference of any two solutions satisfy the homogeneous version of equations (1.4), thus

\[ \mu_j(x, t, k) - \mu_{j+1}(x, t, k) = e^{ikl} \sum_{l=1}^3 \rho_l(k) \Phi_l(x, k), \quad (3.19) \]

where \( \{\Phi_l(x, k)\}_{l=1}^3 \) are three linearly independent solutions of equation (2.1).

The functions \( \mu_1 \) and \( \mu_2 \) are defined using the same space-dependent eigenfunctions \( \{\psi_j(x, k)\}_{j=1}^3 \), thus the jump across the ray \( \Sigma_1 \) is relatively straightforward to compute: in equation (3.19) we let \( j = 1 \) and set \( \{\Phi_j(x, k)\}_{j=1}^3 = \{\psi_j(x, k)\}_{j=1}^3 \), we evaluate the resulting equation at \( t = 0 \), and we use the definitions of \( \mu_1 \) and \( \mu_2 \) (equations (3.13) and (3.14)); this yields

\[ 3k^2 (\mu_2(x, t, k) - \mu_1(x, t, k)) = \frac{1}{\Delta(k)} e^{ikl} [\hat{\psi}_1(k) \psi_1(x, k) - \hat{G}_2(k) \psi_2(x, k)], \quad (3.20) \]

for \( k \in \Sigma_1 \), where \( \psi_1(x, k) \) and \( \psi_2(x, k) \) are defined in (2.3), \( \hat{\psi}_1(k) \) is defined in (2.12a) and \( \hat{G}_2(k) \) is defined in (2.13b). Similarly, for the jump across the ray \( \Sigma_3 \), in equation (3.19) we
let \( j = 3 \) and set \( \Phi_1 = \phi_1, \Phi_2 = \phi_2, \Phi_3 = \psi_3 \), we evaluate the resulting equation at \( t = 0 \), and we use the definitions of \( \mu_3 \) and \( \mu_4 \) (equations (3.15) and (3.16)); this yields

\[
3k^2(\mu_4(x, t, k) - \mu_3(x, t, k)) = \frac{1}{\Delta(k)} e^{ik^3t} \left[ \tilde{G}_1(k)\phi_1(x, k) - \tilde{q}_2(k)\phi_2(x, k) \right], \tag{3.21}
\]

for \( k \in \Sigma_3 \), where \( \phi_1(x, k) \) and \( \phi_2(x, k) \) are defined in (2.7), \( \tilde{q}_2(k) \) is defined in (2.12b) and \( \tilde{G}_1(k) \) is defined in (2.13a). It is shown in Appendix A.4 that the jumps across the rays \( \Sigma_2 \) and \( \Sigma_4 \) vanish.

Having computed the jumps across the contours \( \Sigma_1, \Sigma_2, \Sigma_3 \) and \( \Sigma_4 \), we can now use the \( \alpha \)-symmetry to determine the jumps across the remaining contours.

### 3.4. An integral representation

The unique solution of the associated Riemann–Hilbert problem is [15]

\[
k^2\mu(x, t, k) = \frac{1}{2\pi i} \left[ \int_{\Sigma_1} \frac{l^2(\mu_2 - \mu_1)(l)}{l - k} dl + \int_{\Sigma_3} \frac{l^2(\mu_4 - \mu_3)(l)}{l - k} dl \\
+ \int_{\Sigma_5} \frac{l^2(\mu_2 - \mu_1)(al)}{l - k} dl + \int_{\Sigma_7} \frac{l^2(\mu_4 - \mu_3)(al)}{l - k} dl \\
+ \int_{\Sigma_9} \frac{l^2(\mu_2 - \mu_1)(\alpha^2l)}{l - k} dl + \int_{\Sigma_{11}} \frac{l^2(\mu_4 - \mu_3)(\alpha^2l)}{l - k} dl \right], \tag{3.22}
\]

where we have suppressed the \( x, t \) dependence of the functions \( \{\mu_j\}_{j=1}^4 \).

The Lax pair (1.4) yields

\[
q(x, t) = \lim_{k \to \infty} (ik^3\mu).
\]

This equation, together with equation (3.22) implies the following integral representation
for \( q(x, t) \):

\[
q(x, t) = -\frac{1}{2\pi} \left[ \int_{\Sigma_1} k^2 (\mu_2 - \mu_1)(k) \, dk + \int_{\Sigma_2} k^2 (\mu_4 - \mu_3)(k) \, dk \right. \\
+ \left. \int_{\Sigma_3} k^2 (\mu_2 - \mu_1)(\alpha k) \, dk + \int_{\Sigma_4} k^2 (\mu_4 - \mu_3)(\alpha k) \, dk \right. \\
+ \left. \int_{\Sigma_5} k^2 (\mu_2 - \mu_1)(\alpha^2 k) \, dk + \int_{\Sigma_6} k^2 (\mu_4 - \mu_3)(\alpha^2 k) \, dk \right].
\]  

(3.23)

We note that if \( k \) is on \( \Sigma_7 \) then \( \alpha^2 k \) is on \( \Sigma_3 \), and thus the integral along \( \Sigma_7 \) is equal to the integral along \( \Sigma_3 \). Using similar arguments for the other integrals we find

\[
q(x, t) = -\frac{1}{2\pi} \left[ \int_{\Sigma_1} 3k^2 (\mu_4(k) - \mu_3(k)) \, dk + \int_{\Sigma_2} 3k^2 (\mu_2(\alpha k) - \mu_1(\alpha k)) \, dk \right].
\]  

(3.24)

Alternatively, we can find a similar representation involving the contours \( \Sigma_1 \) and \( \Sigma_7 \),

\[
q(x, t) = -\frac{1}{2\pi} \left[ \int_{\Sigma_1} 3k^2 (\mu_2(k) - \mu_1(k)) \, dk + \int_{\Sigma_7} 3k^2 (\mu_4(\alpha^2 k) - \mu_3(\alpha^2 k)) \, dk \right].
\]  

(3.25)

For the utilisation of the global relations given in Proposition 2.6, it is more convenient to place the part of the jumps involving \( \hat{q}_1(k) \) and \( \hat{q}_2(k) \) on the contours \( \Sigma_1 \) and \( \Sigma_7 \), and the part of the jumps which involve \( \hat{G}_1(k) \) and \( \hat{G}_2(k) \) on the contours \( \Sigma_3 \) and \( \Sigma_5 \). This yields the representation (2.10).

4. The analysis of the global relation

The definitions of \( \hat{q}_1(t, k) \) (equation (2.12a) with \( q(x, 0) \) replaced by \( q(x, t) \)) and of \( M_1(x,k) \) (equation (2.17a)) imply

\[
\hat{q}_1(t, k) = \int_0^\infty q(x, t) M_1(x,k) \, dx.
\]

Multiplying this equation by \( e^{-ik^3 t} \), differentiating with respect to \( t \) and using equation (3.5) with \( M = M_1 \) we find

\[
(e^{-ik^3 t} \hat{q}_1(t, k))_t = e^{-ik^3 t}[q_{xx}(0, t) M_1(0,k) - q_x(0, t) \partial_x M_1(0,k) + q(0,t) \partial^2_x M_1(0,k)].
\]

Integrating this equation with respect to \( t \) from \( t = 0 \) to \( t = T \) we find equation (2.16a).

A similar analysis, using the functions \( N_2(x,k), M_3(x,k), N_3(x,k) \), yields analogous equations for \( \hat{q}_2(T, k), \hat{q}_3(T, k) \) and \( \hat{q}_3(T, k) \), respectively, see equations (2.16b), (2.19a) and (2.19b).

4.1. The elimination of the unknown boundary values

The integral representation for \( q(x, t) \) in (2.10) indicates that we must calculate \( \hat{G}_1(k) \) and \( \hat{G}_2(\alpha^2 k) \) on the rays \( \arg k = \pi/3 \) and \( \arg k = 2\pi/3 \), respectively. The functions \( \hat{G}_1 \) and \( \hat{G}_2 \), defined in (2.13), involve the unknown functions \( \hat{g}_1(k) \) and \( \hat{g}_2(k) \). Thus, in order to make the integral representation in (2.10) effective, we must express these unknown functions in terms of the known boundary conditions.

We first analyse \( \hat{G}_1(k) \) and, for this purpose, we use the two global relations (2.16b) and (2.19b). Both of these expressions are valid in \( D_4 \), which contains the ray \( \arg k = \pi/3 \); they are two independent equations relating the three functions \( \hat{g}_0, \hat{g}_1, \hat{g}_2 \). This implies that the problem is well posed if one boundary condition is specified. Thus, for instance, if
$q(0, t) = g_0(t)$ is given as a boundary condition, we can use equations (2.16b) and (2.19b) to express the unknown functions $\hat{g}_1(k)$ and $\hat{g}_2(k)$ in terms of known functions. Indeed, solving these two equations for the two unknown functions $\hat{g}_1(k)$ and $\hat{g}_2(k)$ we find the following expressions:

\[
\hat{g}_2(k) = \frac{1}{a(k)}[\tilde{q}_2(k)N_3(0, k) - \tilde{q}_3(k)N_2(0, k)] \\
+ \frac{\tilde{g}_0(k)}{a(k)}[N_2''(0, k)N_3(0, k) - N_2'(0, k)N_3'(0, k)] \\
- e^{-ik\cdot r} \frac{1}{a(k)}[\tilde{q}_2(T, k)N_3(0, k) - \tilde{q}_3(T, k)N_2(0, k)],
\]

(4.1a)

\[
\hat{g}_1(k) = \frac{1}{a(k)}[\tilde{q}_2(k)N_3(0, k) - \tilde{q}_3(k)N_2(0, k)] \\
+ \frac{\tilde{g}_0(k)}{a(k)}[N_2''(0, k)N_3(0, k) - N_2'(0, k)N_3'(0, k)] \\
- e^{-ik\cdot r} \frac{1}{a(k)}[\tilde{q}_2(T, k)N_3(0, k) - \tilde{q}_3(T, k)N_2(0, k)],
\]

(4.1b)

where

\[
a(k) = N_2'(0, k)N_3(0, k) - N_2(0, k)N_3'(0, k) \\
= \phi_1(0, k)[\phi_2'(T)\psi_3 - \phi_2''(T)\psi_3^2] + \phi_2'(T)\phi_3'(0, k) + \phi_3'(T)\phi_2''(0, k)\phi_3'(0, k) + \phi_3'(T)\phi_2''(0, k)\phi_3'(0, k)
\]

In the last equation above, we have used the fact that the expression in the middle equation is the Wronskian of the solutions $\{\phi_1, \phi_2, \psi_3\}$ which equals $3k^2\Delta(k)$.

Substituting these expressions into equation (2.13a) and using the identities

\[
N_2'(0, k)N_3(0, k) - N_2(0, k)N_3'(0, k) = \phi_1(0, k)W[\phi_1, \phi_2, \psi_3], \\
N_2'(0, k)N_1(0, k) - N_2(0, k)N_1'(0, k) = \phi_2(0, k)W[\phi_1, \phi_2, \psi_3], \\
N_1'(0, k)N_2(0, k) - N_1(0, k)N_2'(0, k) = \psi_3(0, k)W[\phi_1, \phi_2, \psi_3]
\]

and

\[
N_2''(0, k)N_3(0, k) - N_2(0, k)N_3'(0, k) + N_2'(0, k)N_1(0, k) - N_3(0, k)N_1'(0, k) \\
+ N_1''(0, k)N_2(0, k) - N_1(0, k)N_2'(0, k) = W^2[\phi_1, \phi_2, \psi_3],
\]

which follow from the definitions of $N_1$, $N_2$, $N_3$ and $W[\phi_1, \phi_2, \psi_3]$, we find

\[
\tilde{G}_1(k) = \frac{\phi_2(0, k)}{\phi_1(0, k)} \tilde{q}_2(k) + \frac{\phi_3(0, k)}{\phi_1(0, k)} \tilde{q}_3(k) + \frac{3k^2\Delta(k)}{\phi_1(0, k)} \tilde{g}_0(k) \\
- e^{-ik\cdot r} \left[ \frac{\phi_2(0, k)}{\phi_1(0, k)} \tilde{q}_2(T, k) + \frac{\phi_3(0, k)}{\phi_1(0, k)} \tilde{q}_3(T, k) \right], \quad k \in D_4.
\]

(4.2)

An analogous result can be derived for $\tilde{G}_2(\alpha^2 k)$ on the ray arg $k = 2\pi/3$. Both equations (2.16a) and (2.19a) are valid for $k \in D_1$, thus for $\alpha k \in D_5$, which contains the ray arg
We can rewrite this expression in the form of \( \hat{G}_2(\alpha^2 k) \) we find

\[
\hat{G}_2(\alpha^2 k) = \frac{\psi_1(0, \alpha^2 k)}{\psi_2(0, \alpha^2 k)} \hat{q}_1(\alpha^2 k) + \frac{\psi_3(0, \alpha^2 k)}{\psi_2(0, \alpha^2 k)} \hat{q}_3(\alpha^2 k) + \frac{3(\alpha^2 k)^2 \Delta(\alpha^2 k)}{\psi_2(0, \alpha^2 k)} \hat{g}_0(k)
\]

\[ - e^{-ikT} \left[ \frac{\psi_1(0, \alpha^2 k)}{\psi_2(0, \alpha^2 k)} \hat{q}_1(T, \alpha^2 k) + \frac{\psi_3(0, \alpha^2 k)}{\psi_2(0, \alpha^2 k)} \hat{q}_3(T, \alpha^2 k) \right], \quad k \in D_5. \quad (4.3)
\]

This result is derived in Appendix A.5.

We will assume that \( \phi_1(0, k) \) does not have any zeros for \( k \in D_4 \) and that \( \psi_2(0, \alpha^2 k) \) does not have any zeros for \( k \in D_5 \), see Section 4.2 below. In this case the terms involving \( \hat{q}_1(T, \alpha^2 k) \), \( \hat{q}_2(T, k) \), \( \hat{q}_3(T, \alpha^2 k) \) and \( \hat{q}_5(T, k) \) do not contribute to the integral representation for \( q(x, t) \) in (2.10), and hence (4.2) and (4.3) reduce to (2.21a) and (2.21b), respectively. The proof that the above terms do not contribute to equation (2.10) relies upon the application of Jordan’s Lemma in the sectors \( D_4 \) and \( D_5 \). Indeed, substituting (4.2) and (4.3) into (2.10) we find that the above terms yield the following contribution

\[
\frac{1}{2\pi} \int_{L_1} \frac{1}{\Delta(k)} e^{ik(t-T)} \phi_1(x, k) \left[ \frac{\phi_2(0, k)}{\phi_1(0, k)} \hat{q}_1(T, k) + \frac{\phi_3(0, k)}{\phi_1(0, k)} \hat{q}_3(T, k) \right] dk
\]

\[
+ \frac{1}{2\pi} \int_{L_2} \frac{1}{\Delta(k)} e^{ik(t-T)} \psi_2(x, k) \left[ \frac{\psi_1(0, k)}{\psi_2(0, k)} \hat{q}_1(T, k) + \frac{\psi_3(0, k)}{\psi_2(0, k)} \hat{q}_3(T, k) \right] dk.
\]

We can rewrite this expression in the form

\[
\frac{1}{2\pi} \int_{\partial D_4} \frac{1}{\Delta(k)} e^{ik(t-T)} \phi_1(x, k) \left[ \frac{\phi_2(0, k)}{\phi_1(0, k)} \hat{q}_1(T, k) + \frac{\phi_3(0, k)}{\phi_1(0, k)} \hat{q}_3(T, k) \right] dk
\]

\[
+ \frac{1}{2\pi} \int_{\partial D_5} \frac{1}{\Delta(k)} e^{ik(t-T)} \psi_2(x, k) \left[ \frac{\psi_1(0, k)}{\psi_2(0, k)} \hat{q}_1(T, k) + \frac{\psi_3(0, k)}{\psi_2(0, k)} \hat{q}_3(T, k) \right] dk,
\]

where \( \partial D_4 \) and \( \partial D_5 \) are the oriented boundaries of the domains \( D_4 \) and \( D_5 \), respectively. Here we have added and subtracted appropriate integral terms along the imaginary axis which, by utilising the identities proved in Appendix A-4, can be shown to add to zero. The function \( \phi_1(x, k) \) is analytic for \( k \in D_4 \) and, since \( \hat{q}_2(T, k) \) and \( \hat{q}_3(T, k) \) are both analytic and bounded for \( k \in D_4 \), by applying Jordan’s Lemma in \( D_4 \) it follows that the contribution from this term vanishes. Similarly, by applying Jordan’s Lemma in \( D_5 \), it follows that the contribution from the second term also vanishes.

4.2. The discrete spectrum

For brevity of presentation we have assumed that the functions \( \phi_1(0, k) \) and \( \psi_2(0, \alpha^2 k) \) appearing in (2.21a) and (2.21b) do not have any zeros in the domains \( D_4 \) and \( D_5 \), respectively. If such zeros do exist then the contours \( L_1 \) and \( L_2 \) must be deformed to encircle the relevant poles, see [14]. However, in general it is nontrivial to identify the relevant zeros. In the case of equation (1.1) it can be shown that there only exist a finite number of zeros [16, 17].

If the functions \( \phi_1(0, k) \) and \( \psi_2(0, \alpha^2 k) \) do have zeros in \( D_4 \) and \( D_5 \), respectively, then for the boundary conditions (1.3) the resulting discrete contribution to the formula (2.10) arises exclusively from the potential \( u(x) \).
5. Conclusions

In this paper we have extended the method of [10] for solving initial-boundary value problems for a class of linear evolution PDEs with variable coefficients. The method is based on two basic steps:

(i) construct an integral representation for the solution \( q(x, t) \) in the complex \( k \)-plane (see for example (2.10)). This representation involves appropriate transforms of all boundary values (for example, equation (2.10) involves the \( x \)-transform of \( q(x, 0) \) and the \( t \)-transform of \( q(0, t), q_x(0, t), q_{xx}(0, t) \));

(ii) use certain algebraic global relations to determine the transforms of the unknown boundary values. For evolution equations this step involves only algebra (see for example equations (4.1)).

For economy of presentation we have assumed that the solution of the given initial-boundary value problem exists. However, it is possible to present rigorous theorems without the a priori assumption of existence. For the case of constant coefficients this is discussed in [18].

The remarkable fact about the new method is that it yields the solution of linear evolution PDEs with variable coefficients with the same level of efficiency as the corresponding PDEs with constant coefficients. The only difference, which however does not affect the efficiency of the method, is that one now uses appropriate base functions instead of the exponential function (for instance, \( \{\psi_j(x, k)\}^3_{j=1} \) and \( \{\phi_j(x, k)\}^2_{j=1} \) defined in (2.3) and (2.7) respectively). For particular cases of variable coefficients, these base functions can be constructed explicitly; such explicit base functions for appropriately chosen \( u(x) \) for equation (1.1) are presented in [10].

An alternative approach to analysing equations such as (1.1) and (1.2) is to use a Laplace transform in \( t \). However, since \( t \) is in general finite, this does not appear to be an appropriate technique unless one is interested in the large \( t \) behaviour. Furthermore, even for second order problems where the analysis is much easier than for third order problems it yields formulae which are both complicated and do not involve explicit \( t \)-dependence (see [17] where the Laplace transform approach was used to show that the large \( t \) behaviour of the solution of (1.1) is dominated by the bound states of the potential \( u(x) \)). An advantage of the method described here is that \( t \)-dependence in the solution formula is in the form of an exponential. This allows one to compute the large \( t \) behaviour of the solution in a straightforward manner using standard asymptotic techniques (such as the steepest descent method).

The analysis presented here generalizes naturally to evolution equations with variable coefficients of the following form:

\[
(\partial_t + i\omega(x, -i\partial_x))q(x, t) = 0, \quad (5.1a)
\]

where \( \omega(x, l) \) is a polynomial of the form

\[
\pm l^n + u_{n-1}(x)l^{n-1} + \cdots + u_1(x)l + u_0(x), \quad n \geq 3. \quad (5.1b)
\]

A Lax pair for equation (5.1) is

\[
\left[ \partial_x^n - (ik)^n + i^n\left(u_{n-1}(x)(-i\partial_x)^{n-1} + \cdots + u_1(x)(-i\partial_x) + u_0(x)\right) \right] \mu = q(x, t), \quad (5.2a)
\]

\[
[\partial_t \pm (-i)^{n-1}(ik)^n] \mu = \mp(-i)^{n-1} q(x, t), \quad k \in \mathbb{C}, \quad (5.2b)
\]

where \( \mu(x, t, k) \) is a scalar function.
as well as base functions which are analytic in each of these sectors. This construction uses variation of parameters, provided that Im \( \alpha > 0 \) Im (\( \alpha - 1 \))k \( x \), e\(^{i(\alpha - 2)k}x \).

The analysis of equations (5·2) involves dividing the complex \( k \)-plane into \( N \) sectors, where \( N = 2n \) if \( n \) is even, and \( N = 4n \) if \( n \) is odd, and constructing solutions of (5·2) which are analytic in each of these sectors. This construction uses variation of parameters, as well as base functions \( \{ \psi_j(x, k) \}_{j=1}^{n} \) analogous to the eigenfunctions defined by (2·3) and (2·7). After an appropriate integral representation of the solution \( q(x, t) \) is constructed, the analysis of the associated global relations (analogous to equations (2·16) and (2·19)) allows one to eliminate the unknown boundary values.

Appendices

A-1. Analyticity properties of the eigenfunctions

Substituting the representation given by equation (2·2a) into equation (2·1), and using the fact that

\[ 1 + \alpha + \alpha^2 = 0, \quad \alpha = e^{2\pi i/3}, \]

we find that equation (2·1) is satisfied identically.

The function \( \psi_1(x, k) \) is defined in equation (2·3a). We note that the right-hand side of this equation contains one integral involving \( \infty \); taking into consideration the fact that \( x - \xi \leq 0 \), it follows that this integral is well defined in the punctured complex \( k \)-plane provided that \( \text{Im} \alpha^2 k \leq 0 \). Similar considerations imply that the function \( \psi_2(x, k) \) is well defined provided that \( \text{Im} k \leq 0 \) and \( \text{Im} \alpha^2 k \leq 0 \). The function \( \psi_3(x, k) \) defined in (2·3c) is an entire function in \( k \in \mathbb{C} \setminus \{0\} \) and is defined for all \( k \in \mathbb{C} \).

The definition of \( \psi_1(x, k) \) in (2·3) implies

\[
\{ \psi_1(x, k)e^{-ikx} \} = 1 + \frac{1}{3k^2} \int_{0}^{x} u(\xi)\{ \psi_1(\xi, k)e^{-ik\xi} \} \, d\xi \\
+ \frac{1}{3k^2} \int_{0}^{x} \alpha e^{i(\alpha - 1)k(x - \xi)} u(\xi)\{ \psi_1(\xi, k)e^{-ik\xi} \} \, d\xi \\
- \frac{1}{3k^2} \int_{x}^{\infty} \alpha e^{i(\alpha - 2)k(x - \xi)} u(\xi)\{ \psi_1(\xi, k)e^{-ik\xi} \} \, d\xi.
\]

Hence \( \psi_1(x, k)e^{-ikx} \) is bounded and analytic in the domain \( \{ k \in \mathbb{C} \setminus \{0\} \mid \text{Im}(\alpha - 1)k > 0 \} \cap \text{Im}(\alpha^2 - 1)k < 0 \}, which is the domain \( D_1 \cup D_2 \), see Figure 7. Similarly for \( \psi_2(x, k)e^{-i\alpha kx} \) and \( \psi_3(x, k)e^{-i\alpha^2 kx} \).

The proof of the analogous statements involving \( \phi_1(x, k) \) and \( \phi_2(x, k) \) is similar.

A-2. Analyticity properties of the spectral functions

The functions \( \psi'_1(x, k)e^{-ikx}, \psi'_2(x, k)e^{-i\alpha kx}, \psi'_3(x, k)e^{-i\alpha^2 kx} \) satisfy integral equations similar to the equations satisfied by \( \psi_1(x, k)e^{-ikx}, \psi_2(x, k)e^{-i\alpha kx}, \psi_3(x, k)e^{-i\alpha^2 kx} \). Thus,
they have identical domains of boundedness and analyticity with these latter functions. Similarly, the functions \( \phi_1(x, k) e^{-ikx}, \phi_2(x, k) e^{-iax} \) satisfy integral equations similar to the equations satisfied by \( \phi_1(x, k) e^{-ikx}, \phi_2(x, k) e^{-iax} \), and will therefore have domains of boundedness and analyticity identical with the latter functions.

The spectral function \( \tilde{q}_1(t, k) \), which is defined by (2·12a) with \( q(x, 0) \) replaced by \( q(x, t) \), is bounded and analytic for \( k \in D_1 \). Indeed, the equation defining \( \tilde{q}_1(t, k) \) can be rewritten in the form

\[
\tilde{q}_1(t, k) = \int_0^\infty e^{-ikx} q(x, t) \psi_2(x, k) e^{-iax} \psi_3(x, k) e^{-ia^2kx} dx \\
- \int_0^\infty e^{-ikx} q(x, t) \psi_2(x, k) e^{-iax} \psi_3(x, k) e^{-ia^2kx} dx.
\]

The functions \( e^{-ikx}, \psi_2(x, k) e^{-iax} \) and \( \psi_3(x, k) e^{-ia^2kx} \) are bounded and analytic for \( k \) in the lower half punctured complex \( k \)-plane, for \( k \) in \( D_{11} \cup D_{12} \cup D_1 \cup D_2 \), and for \( k \) in \( D_1 \cup D_2 \cup D_3 \cup D_4 \), respectively. Hence, \( \tilde{q}_1(t, k) \) is bounded and analytic for \( k \) in the intersection of these domains, which is the domain \( D_1 \).

Similarly, \( \tilde{q}_2(t, k), \tilde{q}_3(t, k) \) and \( \tilde{q}_3(t, k) \) satisfy the following equations

\[
\tilde{q}_2(t, k) = \int_0^\infty e^{-ikx} q(x, t) \psi_3(x, k) e^{-ia^2kx} \phi_1(x, k) e^{-ia^2kx} dx \\
- \int_0^\infty e^{-ikx} q(x, t) \psi_3(x, k) e^{-ia^2kx} \phi_1(x, k) e^{-ia^2kx} dx,
\]

\[
\tilde{q}_3(t, k) = \int_0^\infty e^{-ia^2kx} q(x, t) \psi_1(x, k) e^{-ikx} \psi_2(x, k) e^{-ia^2kx} dx \\
- \int_0^\infty e^{-ia^2kx} q(x, t) \psi_1(x, k) e^{-ikx} \psi_2(x, k) e^{-ia^2kx} dx,
\]

\[
\tilde{q}_3(t, k) = \int_0^\infty e^{-ia^2kx} q(x, t) \phi_1(x, k) e^{-ikx} \phi_2(x, k) e^{-ia^2kx} dx \\
- \int_0^\infty e^{-ia^2kx} q(x, t) \phi_1(x, k) e^{-ikx} \phi_2(x, k) e^{-ia^2kx} dx.
\]

The function \( \tilde{q}_2(t, k) \) is therefore bounded and analytic in the intersection of the domains \( \arg k \in [\pi/3, 4\pi/3] \) (associated with \( \Im \alpha \leq 0 \)), \( D_1 \cup D_2 \cup D_3 \cup D_4 \) and \( D_3 \cup D_4 \), which is the domain \( D_4 \). Similarly, the function \( \tilde{q}_3(t, k) \) is bounded and analytic in the intersection of the domains \( \arg k \in [-\pi/3, 2\pi/3], D_1 \cup D_2 \) and \( D_1 \cup D_2 \cup D_1 \cup D_2 \), which is the domain \( D_1 \cup D_2 \). Finally, the function \( \tilde{q}_3(t, k) \) is bounded and analytic in the intersection of the domains \( \arg k \in [-\pi/3, 2\pi/3], D_3 \cup D_4 \cup D_5 \cup D_6 \) and \( D_3 \cup D_4 \), which is the domain \( D_3 \cup D_4 \).

We now show that the functions \( N_1(x, k) \) and \( M_2(x, k) \), defined in (2·115), exist for \( k \) in \( \{ k \mid \Im \alpha^2 k \leq 0 \} \). The function \( N_1 \) involves \( \phi_2 \psi_3 \), thus it exists in the union of the domains of existence of \( \phi_2 \) and \( \psi_3 \), i.e. in the union of the domains of \( \arg k \in [-\pi/3, \pi/3] \) and \( \mathbb{C} \), which is the domain \( \{ k \mid \Im \alpha^2 k \leq 0 \} \). The function \( M_2 \) involves \( \psi_1 \psi_3 \), thus it exists in the union of the domains of \( \arg k \in [-\pi/3, 2\pi/3] \) and \( \mathbb{C} \), which is the domain \( \{ k \mid \Im \alpha^2 k \leq 0 \} \).

The proof of the analogous statements involving \( M_1 \) and \( N_2 \) is similar.
Thus the first identity (A 3) implies that

\[ \phi_1(x, k) \phi_2(0, k) \psi_3(0, k) = (\phi_1(x, k) e^{-iakx})(\phi_2(0, k) e^{-ia^2kx})(\psi_3(0, k) e^{-iakx}), \]

it follows that \( \phi_1(x, k) \hat{G}_1(k) \) is bounded and analytic in the union of the domains \( D_3 \cup D_4 \cup D_5 \cup D_6, D_3 \cup D_4 \) and \( D_1 \cup D_2 \cup D_3 \cup D_4 \), i.e. in the domain \( D_3 \cup D_4 \), which contains the ray \( L_1 \). Similarly, using

\[ \psi_2(x, k) \psi_1(0, k) \psi_3(0, k) = (\psi_2(x, k) e^{-iakx})(\psi_1(0, k) e^{-iakx})(\psi_3(0, k) e^{-iakx}), \]

it follows that \( \psi_2(x, k) \hat{G}_2(k) \) is bounded and analytic in the domain \( D_1 \cup D_2 \), and thus \( \psi_2(x, \alpha^2k) \hat{G}_2(\alpha^2k) \) is bounded and analytic in the domain \( D_5 \cup D_6 \), which contains the ray \( L_2 \).

A.3. Some useful identities

In this appendix we derive some identities satisfied by the functions \( \{ \psi_j \}_{j=1}^3 \) and \( \{ \phi_j \}_{j=1}^2 \) defined in equations (2-3) and (2-7):

\[ W[\phi_1, \psi_2, \psi_3] W[\psi_1, \phi_2, \psi_3] - W[\phi_2, \psi_2, \psi_3] W[\psi_1, \phi_1, \psi_3] = (W[\psi_1, \psi_2, \psi_3])^2 \quad (A 3) \]

and

\[ W[\psi_1, \psi_2, \psi_3] \phi_j = W[\phi_j, \psi_2, \psi_3] \psi_1 + W[\psi_1, \phi_j, \psi_3] \psi_2, \quad j = 1, 2, \quad (A 4) \]

where \( W[a, b, c] \) is the Wronskian

\[ W[a, b, c] = a(b^c - b'^c) + b(c^a - c'^a) + c(a^b - a'^b). \]

The first of these expressions (A 3) follows from simple algebra, and makes use of the fact that \( W[\psi_1, \psi_2, \psi_3] = W[\phi_1, \phi_2, \psi_3] \). To prove the second identity (A 4) we first derive the following identity using simple algebra

\[ W[\psi_1, \psi_2, \psi_3] \phi_j = W[\phi_j, \psi_2, \psi_3] \psi_1 + W[\psi_1, \phi_j, \psi_3] \psi_2 + W[\psi_1, \psi_2, \phi_j] \psi_3, \quad j = 1, 2. \]

Then, by considering the functions \( \{ \psi_j(x, k) \}_{j=1}^3 \) and \( \{ \phi_j(x, k) \}_{j=1}^2 \) as \( x \to \infty \), it follows that the last term on the right-hand side vanishes and we find equation (A 4).

A.4. There is no jump across \( \Sigma_2 \) and \( \Sigma_4 \)

The function \( \mu_2(x, t, k) \) is defined in (3-14) in terms of the space-dependent eigenfunctions \( \{ \psi_j(x, k) \}_{j=1}^3 \), whereas the function \( \mu_3(x, t, k) \) is defined in (3-15) in terms of the functions \( \{ \phi_j(x, k) \}_{j=1}^2 \) and \( \psi_3(x, k) \). In order to prove that there is no jump across the contour \( \Sigma_2 \), we will express both \( \mu_2 \) and \( \mu_3 \) in terms of the functions \( \{ \psi_j(x, k) \}_{j=1}^3 \) and will prove that they are identical for \( k \in \Sigma_2 \). Using the second identity (A 4) we find the following expression for \( \mu_3 \) for \( k \in \Sigma_2 \),

\[ \mu_3(x, t, k) = \frac{W[\phi_1, \psi_2, \psi_3] W[\psi_1, \phi_2, \psi_3] - W[\phi_2, \psi_2, \psi_3] W[\psi_1, \phi_1, \psi_3]}{(W[\psi_1, \psi_2, \psi_3])^2} \mu_2(x, t, k). \]

Thus the first identity (A 3) implies that \( \mu_3 = \mu_2 \) along \( \Sigma_2 \), and hence the jump \( k^2 \mu_2 - \mu_3 \) vanishes.

Similar arguments demonstrate that the jump across the contour \( \Sigma_4 \) is also zero.
A.5. Solution of the global relation

In this appendix we derive the expression for \( \hat{G}_2(\alpha^2k) \) given in equation (4.3). We solve the two global relations (2.16a) and (2.19a) for the two unknown functions \( \hat{g}_1(k) \) and \( \hat{g}_2(k) \), and find the following expressions:

\[
\hat{g}_2(k) = \frac{1}{b(k)} [\hat{q}_1(k) M_3'(0, k) - \hat{q}_3(k) M_1'(0, k)]
+ \frac{\hat{g}_0(k)}{b(k)} [M_1''(0, k) M_3'(0, k) - M_1'(0, k) M_3''(0, k)]
- e^{-i k^3 T} \frac{e^{-i k^3}}{b(k)} [\hat{q}_1(T, k) M_3'(0, k) - \hat{q}_3(T, k) M_1'(0, k)],
\]

\[
\hat{g}_1(k) = \frac{1}{b(k)} [\hat{q}_1(k) M_3(0, k) - \hat{q}_3(k) M_1(0, k)]
+ \frac{\hat{g}_0(k)}{b(k)} [M_1''(0, k) M_3(0, k) - M_1(0, k) M_3''(0, k)]
- e^{-i k^3 T} \frac{e^{-i k^3}}{b(k)} [\hat{q}_1(T, k) M_3(0, k) - \hat{q}_3(T, k) M_1(0, k)],
\]

where

\[
b(k) = M_1'(0, k) M_3(0, k) - M_1(0, k) M_3'(0, k)
= \psi_2(0, k)[\psi_1(\psi_2^2 \psi_3 - \psi_2^3 \psi_2') + \psi_2(\psi_2 \psi_1'' - \psi_2^3 \psi_1') + \psi_3(\psi_1' \psi_2 - \psi_1'' \psi_2)](0, k)
= \psi_1(0, k)W[\psi_1, \psi_2, \psi_3].
\]

In the last equation above, we have used the fact that the expression in the middle equation is the Wronskian of the solutions \( \{\psi_1, \psi_2, \psi_3\} \) which equals \( 3k^2 \Delta(k) \).

Substituting these expressions into equation (2.13b) and using the identities

\[
M_1'(0, k) M_3(0, k) - M_1(0, k) M_3'(0, k) = \psi_2(0, k) W[\psi_1, \psi_2, \psi_3],
\]

\[
M_2'(0, k) M_1(0, k) - M_3(0, k) M_1'(0, k) = \psi_3(0, k) W[\psi_1, \psi_2, \psi_3],
\]

\[
M_3'(0, k) M_2(0, k) - M_1(0, k) M_2'(0, k) = \psi_1(0, k) W[\psi_1, \psi_2, \psi_3]
\]

and

\[
M_1''(M_2(0, k) M_3'(0, k) - M_2'(0, k) M_3(0, k)) + M_2''(M_3(0, k) M_1'(0, k) - M_3'(0, k) M_1(0, k)) + M_3''(M_1(0, k) M_2'(0, k) - M_1'(0, k) M_2(0, k)) = W^2[\psi_1, \psi_2, \psi_3],
\]

which follow from the definitions of \( M_1, M_2, M_3 \) and \( W[\psi_1, \psi_2, \psi_3] \), we find

\[
\hat{G}_2(k) = \frac{\psi_1(0, k)}{\psi_2(0, k)} \hat{q}_1(k) + \frac{\psi_3(0, k)}{\psi_2(0, k)} \hat{q}_3(k) + \frac{3k^2 \Delta(k)}{\psi_2(0, k)} \hat{g}_0(k)
- e^{-i k^3 T} \left[ \frac{\psi_1(0, k)}{\psi_2(0, k)} \hat{q}_1(T, k) + \frac{\psi_3(0, k)}{\psi_2(0, k)} \hat{q}_3(T, k) \right], \quad k \in D_1.
\]

Under the transformation \( k \mapsto \alpha^2 k \) we find equation (4.3).
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