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Abstract

We study random polytopes of the form $[X_1,\ldots,X_n]$ defined as convex hulls of independent and identically distributed random points $X_1,\ldots,X_n$ in $\mathbb{R}^d$ with one of the following densities:

$$f_{d,\beta}(x) = c_{d,\beta}(1-\|x\|^2)^\beta, \quad \|x\| < 1,$$

(beta distribution, $\beta > -1$)

or

$$\tilde{f}_{d,\beta}(x) = \tilde{c}_{d,\beta}(1 + \|x\|^2)^{-\beta}, \quad x \in \mathbb{R}^d,$$

(beta’ distribution, $\beta > d/2$).

This setting also includes the uniform distribution on the unit sphere and the standard normal distribution as limiting cases. We derive exact and asymptotic formulae for the expected number of $k$-faces of $[X_1,\ldots,X_n]$ for arbitrary $k \in \{0,1,\ldots,d-1\}$. We prove that for any such $k$ this expected number is strictly monotonically increasing with $n$. Also, we compute the expected internal and external angles of these polytopes at faces of every dimension and, more generally, the expected conic intrinsic volumes of their tangent cones. By passing to the large $n$ limit in the beta’ case, we compute the expected $f$-vector of the convex hull of Poisson point processes with power-law intensity function. Using convex duality, we derive exact formulae for the expected number of $k$-faces of the zero cell for a class of isotropic Poisson hyperplane tessellations in $\mathbb{R}^d$. This family includes the zero cell of a classical stationary and isotropic Poisson hyperplane tessellation and the typical cell of a stationary Poisson–Voronoi tessellation as special cases. In addition, we prove precise limit theorems for this $f$-vector in the high-dimensional regime, as $d \to \infty$. Finally, we relate the $d$-dimensional beta and beta’ distributions to the generalized Pareto distributions known in extreme-value theory.
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1 Introduction and main results

1.1 Introduction

Let \( X_1, \ldots, X_n \) be random points chosen independently and uniformly from the unit sphere \( S^{d-1} \) or the unit ball \( B^d \). Their convex hull \( [X_1, \ldots, X_n] \) is a random polytope; see Figure 1.1. What is the expected number of vertices, edges, or, more generally, \( k \)-dimensional faces of this random polytope? What are the expected internal and external angles of this polytope? Does the expected number of \( k \)-dimensional faces increase if we add one more point to the sample?

In order to address these questions, it is useful (and probably even necessary) to consider a more general family of distributions including the aforementioned examples as special or limit cases. We say that a random vector in \( \mathbb{R}^d \) has a \( d \)-dimensional beta distribution with parameter \( \beta > -1 \) if its Lebesgue density is

\[
f_{d,\beta}(x) = c_{d,\beta} \left( 1 - \|x\|^2 \right)^\beta \chi_{\{\|x\|<1\}}, \quad x \in \mathbb{R}^d, \quad c_{d,\beta} = \frac{\Gamma\left(\frac{d}{2} + \beta + 1\right)}{\pi^{d/2} \Gamma(\beta + 1)}. \tag{1.1}
\]

Here, \( \|x\| = (x_1^2 + \ldots + x_d^2)^{1/2} \) denotes the Euclidean norm of the vector \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \). The uniform distribution on the unit ball \( B^d \) is recovered by taking \( \beta = 0 \), whereas the uniform distribution on the unit sphere \( S^{d-1} \) is the weak limit of the beta distribution, as \( \beta \downarrow -1 \). Very similar to the beta distributions are the beta’ distributions with Lebesgue density

\[
\tilde{f}_{d,\beta}(x) = \tilde{c}_{d,\beta} \left( 1 + \|x\|^2 \right)^{-\beta}, \quad x \in \mathbb{R}^d, \quad \tilde{c}_{d,\beta} = \frac{\Gamma(\beta)}{\pi^{d/2} \Gamma(\beta - d/2)} \tag{1.2},
\]

where the parameter \( \beta \) should satisfy \( \beta > d/2 \) to ensure integrability. The standard normal distribution on \( \mathbb{R}^d \) can be viewed as a limiting case of both the beta and beta’ family, as \( \beta \to +\infty \). In fact, the four \( d \)-dimensional distributions mentioned above (i.e. the beta distribution, the beta’ distribution, the normal distribution and the uniform distribution on the sphere) are characterized by a common underlying property discovered by Ruben and Miles [41]. This characterizing property is also crucial in the present context and will be discussed in more detail below.
Convex hulls of $n \geq d + 1$ independent random points sampled according to these distributions in $\mathbb{R}^d$ are referred to as beta and beta’ polytopes. Beta and beta’ polytopes for the particular case $n = d + 1$ (where these polytopes are simplices with probability one) were considered in the works of Miles [36], Ruben and Miles [41] and, more recently, by Grote, Kabluchko and Thäle [17]. Asymptotic properties of the beta and beta’ polytopes in the general case $n \geq d + 1$ were studied by Affentranger [1], while explicit formulae for some characteristics of these polytopes like the expected intrinsic volumes and the expected number of hyperfaces were derived by Kabluchko, Temesvari and Thäle [32]. Let us also point out that the class of beta’ polytopes also plays a crucial role in the recent study of spherical convex hulls of random points on half spheres. This connection has been exploited in the works of Bonnet, Grote, Temesvari, Thäle, Turchi and Wespi [9] and Kabluchko, Marynych, Temesvari and Thäle [31]. In this light, the present paper can be regarded as the continuation of our previous works on beta and beta’ polytopes. Its main results, which will be presented in Sections 1.2 and 1.3 can roughly be summarized as follows.

(a) We provide an explicit formula for the expected number of $k$-dimensional faces of beta and beta’ polytopes, for every $k \in \{0, 1, \ldots, d - 1\}$.

(b) We prove that the expected number of $k$-dimensional faces strictly increases if new points are added to the sample, again for every $k \in \{0, 1, \ldots, d - 1\}$.

(c) We compute the expected external and internal angles of beta and beta’ polytopes.

In addition, these results have a number of corollaries which are presented in Sections 1.4, 1.5, 1.6, 1.7 and 3.4. They can be summarized as follows.

(d) We provide a formula for the expected number of $k$-dimensional faces of the convex hull of a Poisson point process with power-law intensity, for every $k \in \{0, 1, \ldots, d - 1\}$.

(e) From (d) we deduce a formula for the expected number of $k$-faces of the zero cell of a Poisson hyperplane tessellation and the typical cell of the Poisson–Voronoi tessellation.

(f) We provide asymptotic formulae for the expected $f$-vector of these cells in high dimensions, i.e., as $d$ goes to $\infty$.  
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(g) We relate the characterizing property of the beta and beta’ distributions which is crucial for obtaining the above results to the properties of the generalized Pareto distributions known in extreme-value theory.

As already mentioned above, the standard Gaussian distribution appears as the large \( \beta \) limit of both beta and beta’ distributions. More concretely, we have the following

**Lemma 1.1.** If \( X(\beta) \) is a random point in \( \mathbb{R}^d \) with density either \( f_{d,\beta} \) or \( \tilde{f}_{d,\beta} \), then \( \sqrt{2\beta} X(\beta) \) converges weakly to the standard normal distribution on \( \mathbb{R}^d \), as \( \beta \to +\infty \).

**Proof.** Write down the density of \( \sqrt{2\beta} X(\beta) \), verify that it converges pointwise to the standard normal density and apply Scheffé’s lemma. 

Most of the results of the present paper can be translated to Gaussian polytopes by taking the limit \( \beta \to +\infty \). Since in the Gaussian setting most results are not new and admit simpler and more elegant proofs, see, e.g., [28] for the proof of monotonicity, we refrain from considering the Gaussian case here.

### 1.2 Main results for beta polytopes

Let \( X_1, \ldots, X_n \) be independent and identically distributed (i.i.d.) random points in \( \mathbb{R}^d \) with beta distribution \( f_{d,\beta} \). Their convex hull is called the beta polytope and will be denoted by

\[
P_{n,d}^\beta := [X_1, \ldots, X_n].
\]

Unless otherwise stated, in all results on beta polytopes the parameters \( d \in \mathbb{N} \) and \( n \in \mathbb{N} \) satisfy \( n \geq d + 1 \) (so that \( P_{n,d}^\beta \) has full dimension \( d \) a.s.), while the parameter \( \beta \) satisfies \( \beta \geq -1 \). The value \( \beta = -1 \) corresponds to the uniform distribution on the unit sphere \( S^{d-1} \). We are interested in computing expected values of various characteristics of the beta polytopes \( P_{n,d}^\beta \).

Given a polytope \( P \subset \mathbb{R}^d \), we denote by \( F_k(P) \), where \( k \in \{0, \ldots, d\} \), the set of \( k \)-dimensional faces of \( P \) and by \( f_k(P) = |F_k(P)| \) their total number. Note that the random beta and beta’ polytopes considered in the present paper are simplicial, that is, all of their faces are simplices, with probability 1. If \( F \) is a face of \( P \), let \( \beta(F,P) \) (respectively, \( \gamma(F,P) \)) be the internal (respectively, external) solid angle at \( F \). The normalization is chosen so that the solid angle of the full space is equal to 1. For convenience of the reader, we collect the necessary background information from convex and stochastic geometry in Section 2.

**Theorem 1.2** (Expected \( f \)-vector). For every \( k \in \{0,1,\ldots,d-1\} \), the expected number of \( k \)-dimensional faces of \( P_{n,d}^\beta \) is given by

\[
\mathbb{E} f_k(P_{n,d}^\beta) = 2 \sum_{s=0}^{\infty} \binom{n}{d-2s} \binom{d-2s}{k+1} I_{n,d-2s}(2\beta+d) J_{d-2s,k+1}(\beta+s+\frac{1}{2}).
\]

Here, the quantities \( I_{n,k}(\alpha) \) are defined for \( n \in \mathbb{N}, k \in \{1,\ldots,n\} \) and \( \alpha > -1/k \) by the formula

\[
I_{n,k}(\alpha) := \int_{-1}^{+1} \frac{c_1 \, c_{k+1}}{t^{\alpha+1}} \left( 1 - t^2 \right)^{\frac{\alpha-1}{2}} \left( \int_{-1}^{\ell} \frac{c_1 \, c_{\ell-1}}{s^{\alpha-1}} \left( 1 - s^2 \right)^{\frac{\alpha-1}{2}} ds \right)^{n-k} dt,
\]

while \( J_{m,\ell}(\alpha) \) denotes the expected internal angle at some \( (\ell - 1) \)-dimensional face of the simplex \([Z_1, \ldots, Z_m]\) \( \subseteq \mathbb{R}^{m-1} \), where \( Z_1, \ldots, Z_m \) are i.i.d. points in \( \mathbb{R}^{m-1} \) with distribution \( f_{m-1,\alpha} \). That is,

\[
J_{m,\ell}(\alpha) := \mathbb{E}(\beta([Z_1, \ldots, Z_\ell], [Z_1, \ldots, Z_m])
\]

for \( m \in \mathbb{N}, \ell \in \{1, \ldots, m\} \) and \( \alpha \geq -1 \).
Remark 1.3. In this paper we shall use the convention that \( \binom{n}{k} = 0 \) whenever \( b > a \) or \( b < 0 \). In particular, this implies that the sum in (1.3) contains only finitely many non-zero terms. More concretely, only the terms corresponding to \( s \in \{0, 1, \ldots \} \) satisfying \( d - 2s > k \) appear in the sum. In the trivial case \( d = 1 \) (where the only admissible value of \( k \) is \( k = 0 \) and we have \( \mathbb{E} f_0(P^\beta_{n,1}) = 2 \)), it is easy to check that \( I_{n,1}(\alpha) = 1/n \) for all \( \alpha > -1 \), but the value \( I_{n,1}(-1) \) is not well-defined. We use the natural convention that \( I_{n,1}(-1) := -1/n \).

Remark 1.4. For faces of dimension \( k = d - 1 \) and \( k = d - 2 \) the expression in (1.3) simplifies considerably, since the only non-vanishing term is the one with \( s = 0 \), and we get

\[
\mathbb{E} f_{d-1}(P^\beta_{n,d}) = 2 \binom{n}{d} I_{n,d}(2\beta + d) \quad \text{and} \quad \mathbb{E} f_{d-2}(P^\beta_{n,d}) = d \binom{n}{d} I_{n,d}(2\beta + d),
\]

where we used that \( J_{m,m}(\alpha) = 1 \) and \( J_{m,m-1}(\alpha) = 1/2 \). The first formula recovers a result obtained in [32, Theorem 2.11, Remark 2.14], whereas the second one follows from the Dehn–Sommerville relation \( 2f_{d-2}(P) = df_{d-1}(P) \) valid for any \( d \)-dimensional simplicial polytope \( P \).

In the deterministic setting, it is easy to construct examples which show that adding one more point to the convex hull may increase or decrease the number of \( k \)-faces. However, in the setting of random polytopes, it is natural to conjecture that adding one more point should increase the expected number of \( k \)-faces, for every \( k \in \{0, 1, \ldots, d-1 \} \). This conjecture is known to hold in several special cases. The work of Devillers, Glisse, Goaoc, Moroz and Reitzner [14] covers the case of the expected vertex number for convex hulls of uniformly distributed points in a planar convex body. For faces of maximal dimension it was established in the work of Beermann and Reitzner [18] for Gaussian polytopes and in [9] by Bonnet, Grote, Temesvari, Thäle, Turchi and Wespri for beta and beta’ polytopes. So far the only model where monotonicity of the expected number of \( k \)-faces is known for arbitrary \( k \in \{0, 1, \ldots, d-1 \} \) are the Gaussian polytopes [28]. The explicit formula stated in Theorem 1.2 allows us to add another positive answer to the conjecture for the \( k \)-faces of beta polytopes, where \( k \in \{0, 1, \ldots, d-1 \} \).

**Theorem 1.5** (Monotonicity of the expected \( f \)-vector). For all \( d \geq 2, n \geq d + 1 \) and \( k \in \{0, 1, \ldots, d-1 \} \) we have

\[
\mathbb{E} f_k(P^\beta_{n,d}) < \mathbb{E} f_k(P^\beta_{n+1,d}).
\]

The quantities \( I_{n,k}(\alpha) \) and \( J_{m,k}(\alpha) \) that appeared in (1.4) and (1.5), respectively, will play a central role in the sequel. The next theorem shows that the quantities \( I_{n,k}(\alpha) \) can be interpreted as the expected external angles of beta simplices (and, more generally, of beta polytopes).

**Theorem 1.6** (Expected external angles). Fix some \( k \in \{1, \ldots, d \} \) and consider the simplex \( G := [X_1, \ldots, X_k] \). The expected external angle at \( G \) is given by

\[
\mathbb{E} \gamma(G, P^\beta_{n,d}) = I_{n,k}(2\beta + d)
\]

with the convention that \( \gamma(G, P^\beta_{n,d}) = 0 \) if \( G \) is not a face of \( P^\beta_{n,d} \). Furthermore, the random variable \( \gamma(G, P^\beta_{n,d}) \) is stochastically independent of the isometry type of the simplex \( G/\sqrt{1-h^2} \), where \( h := d(0, aff G) \) is the distance from the origin to the affine hull of \( G \).

**Remark 1.7**. Let us mention two alternative expressions for \( I_{n,k}(\alpha) \):

\[
I_{n,k}(\alpha) = \int_{-\pi/2}^{\pi/2} c_{1, n-k}^{-\frac{\kappa}{2}} (cosh \varphi)^{\frac{\kappa}{2}} \left( \int_{-\pi/2}^{\pi/2} c_{1, n-k} \cos \theta d\theta \right)^{n-k} d\varphi
\]

\[
= \int_{-\infty}^{\infty} c_{1, n-k}^{-\frac{\kappa}{2}} (cosh \varphi)^{-(\alpha+1)} \left( \int_{-\infty}^{\infty} c_{1, n-k} \cosh \theta^{-(\alpha+1)} d\theta \right)^{n-k} d\varphi.
\]

The first formula can be obtained from (1.4) by the change of variables \( t = \sin \varphi, \ s = \sin \theta \) with \( \varphi, \theta \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), whereas for the second we put \( t = \tanh \varphi, \ s = \tanh \theta \) with \( \varphi, \theta \in \mathbb{R} \).
Finding an explicit formula for the expected internal angles $J_{m,\ell}(\alpha)$ of beta simplices is a much more difficult question (except for the two trivial cases mentioned in Remark 1.4 above and the identity $J_{3,1}(\alpha) = 1/6$ which is valid because the sum of the angles of a triangle is $\pi$). This is not surprising, since even in the limiting case, as $\alpha \to \infty$, where it is possible to show that $J_{m,\ell}(\alpha)$ tends to the internal angle of an $(m-1)$-dimensional regular simplex at an $(\ell-1)$-dimensional face, an explicit formula is not well known to specialists. Explicit and asymptotic (as the dimension goes to $\infty$) formulae for the internal angles of regular simplices can be found in [11, 29, 39, 40, 46]. The methods used in these papers do not seem to generalize to the finite $\alpha$ case. The problem of computing the quantities $J_{m,\ell}(\alpha)$ requires methods going beyond stochastic geometry and will be addressed in the subsequent publications [24, 25, 26, 27]. In particular, it will be shown in [26] that

$$J_{m,\ell}\left(\frac{\alpha - m + 1}{2}\right) = \int_{-\pi/2}^{\pi/2} \frac{c_1}{\alpha - m + 1} (\cos \varphi)^{\alpha m + 1} \left( \int_{-\infty}^{\varphi} c_1 \frac{\alpha - m + 1}{2} (\cosh \theta)^{-(\alpha + 1)} d\theta \right)^{m-\ell} d\varphi,$$

for all integer $m \geq 3$, $\ell \in \{1, \ldots, m\}$ and $\alpha \geq m - 3$. This will turn all formulae involving the quantities $J_{m,\ell}(\alpha)$ into fully explicit results.

In the next theorem we analyze the asymptotic behavior of the expected number of $k$-faces of $P_{n,d}^\beta$ when $n \to \infty$ and all other parameters stay fixed.

**Theorem 1.8** (Asymptotics of the $f$-vector). For any fixed $d \in \mathbb{N}$ and $k \in \{0, 1, \ldots, d - 1\}$ we have

$$\lim_{n \to \infty} n^{-\frac{d-1}{2(d+1)}} \mathbb{E} f_k(P_{n,d}^\beta) = \frac{2}{d!} \binom{d}{k+1} J_{d,k+1} \left( \beta + \frac{1}{2} \right) \frac{c_1(2\beta + d - 1)}{2\beta + d + 1} \times \left( \frac{2\beta + d + 1}{c_1(2\beta + d - 1)} \right)^{\frac{(2\beta + d - 1)}{2\beta + d + 1}} \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)}.$$

**Remark 1.9.** In the case $\beta = -1$, which corresponds to the uniform distribution on the sphere $S^{d-1}$, the above simplifies to

$$\lim_{n \to \infty} \frac{1}{n} \mathbb{E} f_k(P_{n,d}^{\beta = -1}) = \frac{2\pi^{\frac{d}{2}-1}}{d!} \left( \frac{d}{k+1} \right) J_{d,k+1} \left( -\frac{1}{2} \right) \frac{\Gamma\left(1 + \frac{d(d-2)}{2}\right)}{\Gamma\left(\frac{d-1}{2}\right)} \left( \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \right)^{d-1}.$$

Except for the case $k = d - 1$, where $J_{d,d-1}(1/2) = 1$ and which is mentioned in Buctha, Müller and Tichy [12], such an explicit result seems to be new, although the order of $\mathbb{E} f_k(P_{n,d}^{\beta = -1})$ in $n$ was determined in the thesis [13] using entirely different tools. Similarly, in the case $\beta = 0$ corresponding to the uniform distribution on the ball $\mathbb{B}^d$, we obtain

$$\lim_{n \to \infty} n^{-\frac{d-1}{2(d+1)}} \mathbb{E} f_k(P_{n,d}^0) = \frac{2\pi^{\frac{d}{2}-1}}{(d+1)!} \left( \frac{d}{k+1} \right) J_{d,k+1} \left( 1 \right) \times \frac{\Gamma\left(1 + \frac{d^2}{2}\right) \Gamma\left(\frac{d^2 + 1}{d+1}\right)}{\Gamma\left(\frac{d+1}{2}\right)} \left( \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(1 + \frac{d^2}{2}\right)} \right)^{\frac{d^2 + 1}{d+1}} \left( \frac{(d+1)\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \right)^{\frac{d^2}{d+1}} \left( \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \right)^{\frac{d^2 - 1}{d+1}} .$$

Again, except for the case $k = d - 1$, which is treated in [11], such an explicit result seems new.

Let us point out the following connection to a question of Reitzner. In [38] he has shown that if $K_n$ is the convex hull of $n \geq d + 1$ uniformly distributed random points in a convex body $K \subseteq \mathbb{R}^d$ with twice differentiable boundary $\partial K$ and everywhere positive Gaussian curvature $\kappa(\cdot)$ then, for every $k \in \{0, 1, \ldots, d - 1\}$,

$$\lim_{n \to \infty} n^{-\frac{d-1}{2(d+1)}} \mathbb{E} f_k(K_n) = c_{d,k} \Omega(K)/\text{Vol}_d(K) \frac{d^2}{d+1} \left( \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \right)^{\frac{d^2 - 1}{d+1}} .$$

(1.7)
with
\[ \Omega(K) := \int_{\partial K} \kappa(x) \frac{1}{(2\pi)^{\frac{d}{2}}} \mathcal{H}^{d-1}(dx) \]
being the so-called affine surface area of \( K \) (\( \mathcal{H}^{d-1} \) is the \((d-1)\)-dimensional Hausdorff measure) and where \( c_{d,k} \) is a constant only depending on \( d \) and on \( k \). In [38], Equation (1.7) is stated under the assumption that \( K \) has unit volume. The general case of (1.7) is a consequence of the scaling property of the affine surface area
\[ \Omega(rK) = r^{\frac{d(d-1)}{d+1}} \Omega(K), \quad r > 0, \]
which can be found, e.g., in Theorem 3.6 of [21]. Unfortunately and as pointed out in [38, p. 181] it was not possible so far to determine the constant \( c_{d,k} \) explicitly and in an accessible form. But since (1.7) is true in particular for \( K = \mathbb{B}^d \) and since the affine surface area of \( \mathbb{B}^d \) is \( \Omega(\mathbb{B}^d) = 2\pi^{d/2}/\Gamma(\frac{d}{2}) \), we can identify \( c_{d,k} \) with \( \text{Vol}_{d}(\mathbb{B}^d)^\frac{d}{d+1}/\Omega(\mathbb{B}^d) \) times the right hand side in (1.6). We summarize these findings in the next proposition.

**Proposition 1.10.** For all \( k \in \{0,1,\ldots,d-1\} \), the constant \( c_{d,k} \) in (1.7) is given by
\[ c_{d,k} = \Gamma(\frac{d+1}{2}) \Gamma(\frac{d+2}{d+1}) \Gamma(\frac{d+1}{d+1}) (d+1)! (d-1) \pi \frac{d}{d+1} \left( \frac{d}{k+1} \right) J_{d,k+1} \left( \frac{1}{2} \right) \left( \frac{d}{d+1} \right)^{\frac{d+1}{d+1}}. \]

**Remark 1.11.** We remark that for Gaussian polytopes, a representation of this type, involving the internal angle of a regular simplex, is well known from [28] Equations (4.1) and (4.2).

In the next theorem we evaluate the expected conic intrinsic volumes of the tangent cones at faces of the beta polytope. The definition of tangent cones and conic intrinsic volumes (which include internal and external solid angles as special cases), together with a list of their properties, will be given in Section 2.

**Theorem 1.12 (Expected conic intrinsic volumes of tangent cones).** Fix some \( k \in \{1,\ldots,d\} \) and consider the simplex \( G := [X_1,\ldots,X_k] \). Then, for every \( j \in \{k-1,\ldots,d-1\} \), the expected \( j \)-th conic intrinsic volume of the tangent cone \( T(G, P_{n,d}^\beta) \) at \( G \) is given by
\[ \mathbb{E}v_j(T(G, P_{n,d}^\beta)) = \left( \frac{n-k}{j-k+1} \right) I_{n,j+1}(2\beta + d) J_{j+1,k} \left( \beta + \frac{d-j}{2} \right), \]
with the convention that \( T(G, P_{n,d}^\beta) = \mathbb{R}^d \) if \( G \) is not a face of \( P_{n,d}^\beta \).

Taking \( j = k-1 \) and observing that \( v_{k-1}(T(G, P_{n,d}^\beta)) = \gamma(T(G, P_{n,d}^\beta)) \) provided \( G \) is a face (this is because the tangent cone contains the \((k-1)\)-dimensional affine hull of \( G \) shifted to 0 as its linearity space), we recover the first claim of Theorem 1.6 as a special case of Theorem 1.12. Another interesting special case, \( j = d \), is not included in Theorem 1.12. For \( j = d \), we have the following result.

**Theorem 1.13 (Expected internal angles).** Fix some \( k \in \{1,\ldots,d\} \) and consider the simplex \( G := [X_1,\ldots,X_k] \). The expected internal angle of \( P_{n,d}^\beta \) at \( G \) is given by
\[ \mathbb{E} \left[ \beta(G, P_{n,d}^\beta) \mathbb{1}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\beta)\}} \right] = \sum_{m=k}^{d} (-1)^{d-m} \left( \frac{n-k}{m-k} \right) I_{n,m}(2\beta + d) J_{m,k} \left( \beta + \frac{d-m+1}{2} \right), \]
\[ \mathbb{E} \beta(G, P_{n,d}^\beta) = 1 - \sum_{m=k}^{d} \left( \frac{n-k}{m-k} \right) I_{n,m}(2\beta + d) J_{m,k} \left( \beta + \frac{d-m+1}{2} \right), \]
where in the second formula we use the convention that \( \beta(G, P_{n,d}^\beta) = 1 \) if \( G \) is not a face of \( P_{n,d}^\beta \).
1.3 Main results for beta’ polytopes

In this section we present our results for beta’ polytopes. Let $X_1, \ldots, X_n$ be i.i.d. random points in $\mathbb{R}^d$ with density $f_{d,\beta}$. Their convex hull will be denoted by

$$\tilde{P}^\beta_{n,d} := [X_1, \ldots, X_n]$$

and called the beta’ polytope. Unless otherwise stated, in all results on beta’ polytopes we assume that the parameters $n \in \mathbb{N}$ and $d \in \mathbb{N}$ satisfy $n \geq d + 1$, so that $\tilde{P}^\beta_{n,d}$ has full dimension $d$ a.s., while the parameter $\beta$ satisfies $\beta > d/2$. The following is the analogue of Theorem 1.2.

**Theorem 1.14** (Expected $f$-vector). For every $k \in \{0,1,\ldots,d-1\}$, the expected number of $k$-dimensional faces of $\tilde{P}^\beta_{n,d}$ is given by

$$\mathbb{E}f_k(\tilde{P}^\beta_{n,d}) = 2 \sum_{s=0}^{\infty} \binom{n}{d-2s} \binom{d-2s}{k+1} \tilde{I}_{n,d-2s}(2\beta - d) \tilde{J}_{d-2s,k+1} \left( \beta - s - \frac{1}{2} \right).$$

(1.8)

Here, the quantities $\tilde{I}_{n,k}(\alpha)$ are defined for $n \in \mathbb{N}$, $k \in \{1,\ldots,n\}$ and $\alpha > 0$ by the formula

$$\tilde{I}_{n,k}(\alpha) := \int_{-\infty}^{+\infty} \tilde{c}_{1,\alpha+1} \left( 1 + t^2 \right)^{-\alpha} \left( \int_{-\infty}^{t} \tilde{c}_{1,\alpha+1} \left( 1 + s^2 \right)^{-\alpha} \, ds \right)^{n-k} \, dt,$$

(1.9)

while $\tilde{J}_{m,\ell}(\alpha)$ denotes the expected internal angle at some $(\ell - 1)$-dimensional face of the simplex $[Z_1, \ldots, Z_m] \subset \mathbb{R}^{m-1}$, where $Z_1, \ldots, Z_m$ are i.i.d. points in $\mathbb{R}^{m-1}$ with density $f_{m-1,\alpha}$. That is,

$$\tilde{J}_{m,\ell}(\alpha) := \mathbb{E}\beta([Z_1, \ldots, Z_\ell], [Z_1, \ldots, Z_m])$$

(1.10)

for $m \in \mathbb{N}$, $\ell \in \{1,\ldots,m\}$ and $\alpha > \frac{m-1}{2}$.

The next theorem is the analogue of Theorem 1.3 and shows that the expected $f$-vector is strictly monotonically increasing as a function of the number $n$ of points.

**Theorem 1.15** (Monotonicity of the expected $f$-vector). For all $d \geq 2$, $n \geq d + 1$ and $k \in \{0,1,\ldots,d-1\}$ we have

$$\mathbb{E}f_k(\tilde{P}^\beta_{n,d}) < \mathbb{E}f_k(\tilde{P}^\beta_{n+1,d}).$$

Our next result on beta’ polytopes is the following analogue of Theorem 1.6.

**Theorem 1.16** (Expected external angles). Fix some $k \in \{1,\ldots,d\}$ and consider the simplex $G := [X_1, \ldots, X_k]$. The expected external angle at $G$ is given by

$$\mathbb{E}\gamma(G, \tilde{P}^\beta_{n,d}) = \tilde{I}_{n,k}(2\beta - d)$$

with the convention that $\gamma(G, \tilde{P}^\beta_{n,d}) = 0$ if $G$ is not a face of $\tilde{P}^\beta_{n,d}$. Furthermore, the random variable $\gamma(G, \tilde{P}^\beta_{n,d})$ is stochastically independent of the isometry type of the simplex $G/\sqrt{1+h^2}$, where $h := d(0, \text{aff } G)$ is the distance from the origin to the affine hull of $G$.

**Remark 1.17.** As in the beta case, we have two alternative expressions for $\tilde{I}_{n,k}(\alpha)$:

$$\tilde{I}_{n,k}(\alpha) = \int_{-\pi/2}^{+\pi/2} c_{1,\alpha}^k (\cos \varphi)^{\alpha k-1} \left( \int_{-\pi/2}^{\varphi} c_{1,\alpha} (\cos \theta)^{\alpha-1} \, d\theta \right)^{n-k} \, d\varphi$$

$$= \int_{-\infty}^{+\infty} \tilde{c}_{1,\alpha+1} (\cosh \varphi)^{-\alpha k} \left( \int_{-\infty}^{\varphi} \tilde{c}_{1,\alpha+1} (\cosh \theta)^{-\alpha} \, d\theta \right)^{n-k} \, d\varphi.$$
These formulae can be obtained from (1.9) by the changes of variables \( t = \tan \varphi \), \( s = \tan \theta \), and \( t = \sinh \varphi \), \( s = \sinh \theta \), respectively. The problem of computing \( \tilde{J}_{m,\ell}(\alpha) \) requires methods going beyond the scope of the present paper and will be addressed in [26], where it will be shown that

\[
\tilde{J}_{m,\ell} \left( \frac{\alpha + m - 1}{2} \right) = \int^{+\pi/2}_{-\pi/2} \tilde{c}_{1, \frac{am}{2}}(\cos \varphi)^{am-2} \left( \int^{+\varphi}_{-\infty} \tilde{c}_{1, \frac{\alpha m}{2}}(\cosh \theta)^{-\alpha \, d \theta} \right)^{m-\ell} \, d\varphi,
\]

for all \( \alpha > 0 \), \( m \in \mathbb{N} \) and \( \ell \in \{1, \ldots, m\} \) such that \( am > 1 \).

Finally, we present a formula for the expected conic intrinsic volumes of the tangent cones at the faces of a beta’ polytope.

**Theorem 1.18** (Expected conic intrinsic volumes of tangent cones). Fix some \( k \in \{1, \ldots, d\} \) and consider the simplex \( G := [X_1, \ldots, X_k] \). Then, for every \( j \in \{k-1, \ldots, d-1\} \), the expected \( j \)-th conic intrinsic volume of the tangent cone \( T(G, \tilde{P}_{n,d}^\beta) \) at \( G \) is given by

\[
\mathbb{E} v_j(T(G, \tilde{P}_{n,d}^\beta)) = \left( \begin{array}{c} n-k \\ j-k+1 \end{array} \right) \tilde{i}_{n,j+1}(2\beta-d) \tilde{j}_{j+1,k} \left( \beta - \frac{d-j}{2} \right),
\]

with the convention that \( T(G, \tilde{P}_{n,d}^\beta) = \mathbb{R}^d \) if \( G \) is not a face of \( \tilde{P}_{n,d}^\beta \).

With the choice \( j = k-1 \) we recover the first claim of Theorem 1.16. In the case \( j = d \), which is not covered by Theorem 1.18, we have the following analogue of Theorem 1.13.

**Theorem 1.19** (Expected internal angles). Fix some \( k \in \{1, \ldots, d\} \) and consider the simplex \( G := [X_1, \ldots, X_k] \). The expected internal angle of \( \tilde{P}_{n,d}^\beta \) at \( G \) is given by

\[
\mathbb{E} \left[ \beta(G, \tilde{P}_{n,d}^\beta) \mathbf{1}_{\{G \in F_{k-1}(\tilde{P}_{n,d}^\beta)\}} \right] = \sum_{m=k}^{d} (-1)^{d-m} \frac{(n-k)}{m-k} \tilde{i}_{n,m}(2\beta-d) \tilde{j}_{m,k} \left( \beta - \frac{d-m+1}{2} \right),
\]

\[
\mathbb{E} \beta(G, \tilde{P}_{n,d}^\beta) = 1 - \sum_{m=k}^{d} \frac{(n-k)}{m-k} \tilde{i}_{n,m}(2\beta-d) \tilde{j}_{m,k} \left( \beta - \frac{d-m+1}{2} \right),
\]

with the convention that \( \beta(G, \tilde{P}_{n,d}^\beta) = 1 \) if \( G \) is not a face of \( \tilde{P}_{n,d}^\beta \).

**Remark 1.20**. The methods of the present paper can be adapted to treat the symmetric beta and beta’ polytopes which are defined as the convex hulls of \( \pm X_1, \ldots, \pm X_n \), where \( X_1, \ldots, X_n \) are i.i.d. with beta or beta’ distribution. However, we refrain from considering symmetric polytopes here.

### 1.4 Poisson point processes with power-law intensity

In the large \( n \) limit, rescaled samples from the beta’ distribution converge to the Poisson point process with a power-law intensity function. This can be used to obtain results on the convex hull of this class of Poisson point process. For \( \alpha > 0 \) let \( \Pi_{d,\alpha} \) be a Poisson point process on \( \mathbb{R}^d \setminus \{0\} \) with power-law intensity function

\[
x \mapsto \|x\|^{-d-\alpha}, \quad x \in \mathbb{R}^d \setminus \{0\}.
\]

The number of points of \( \Pi_{d,\alpha} \) outside any ball centered at the origin is finite, but the total number of points is infinite, and, in fact, the origin is an accumulation point for the atoms of \( \Pi_{d,\alpha} \), with probability 1; see the left panel of Figure 1.2. The convex hull of the atoms of \( \Pi_{d,\alpha} \) will be denoted by \( \text{conv} \Pi_{d,\alpha} \). In [31] it was shown that \( \text{conv} \Pi_{d,\alpha} \) is almost surely a polytope, and explicit formulae for its expected intrinsic volumes and expected number of \((d-1)\)-dimensional faces were given. Using the results obtained in Section 1.3 we can now provide an explicit formula for the expected number of \( k \)-dimensional faces of \( \text{conv} \Pi_{d,\alpha} \) for any \( k \in \{0, 1, \ldots, d-1\} \).
Theorem 1.21. For every \( d \in \mathbb{N} \) and \( k \in \{0, 1, \ldots, d - 1\} \), the expected number of \( k \)-faces of \( \operatorname{conv} \Pi_{d,\alpha} \) is given by

\[
\mathbb{E} f_k(\operatorname{conv} \Pi_{d,\alpha}) = \lim_{n \to \infty} \mathbb{E} f_k \left( \tilde{\mathcal{P}}_{n,d} \right) = 2 \sum_{m \in \{k+1, \ldots, d\}} \frac{\Gamma \left( \frac{m+1}{2} \right) \Gamma \left( \frac{d}{2} \right)}{m \Gamma \left( \frac{m+1}{2} \right) \Gamma \left( \frac{a+1}{2} \right)} \left( \begin{array}{c} m \\ k+1 \end{array} \right) \tilde{J}_{m,k+1} \left( \frac{m-1+\alpha}{2} \right),
\]

(1.11)

where \( \tilde{J}_{m,k+1}(\alpha) \) is defined as in Theorem 1.14.

Remark 1.22. For faces of dimensions \( k = d - 1 \) and \( k = d - 2 \) the result simplifies to

\[
\mathbb{E} f_{d-1}(\operatorname{conv} \Pi_{d,\alpha}) = 2 \frac{d}{d} (\sqrt{\pi} \alpha)^{d-1} \frac{\Gamma \left( \frac{d}{2} \right)}{\Gamma \left( \frac{d}{2} \right)} \frac{\Gamma \left( \frac{a+1}{2} \right)}{\Gamma \left( \frac{a+1}{2} \right)},
\]

\[
\mathbb{E} f_{d-2}(\operatorname{conv} \Pi_{d,\alpha}) = \frac{d}{2} \mathbb{E} f_{d-1}(\operatorname{conv} \Pi_{d,\alpha}).
\]

The first formula was obtained in [31, Corollary 2.13], whereas the second one is valid for every simplicial polytope (even almost surely without expectations) by the Dehn–Sommerville equations. Note that although the intensity function used here differs by a multiplicative constant from that used in [31], the expected \( f \)-vector is the same in both cases because in the case of power-law intensity, multiplying intensity by a constant is equivalent to spatial rescaling the Poisson point process, which does not affect the \( f \)-vector of the convex hull.

1.5 Convex hulls on the half-sphere

Let us mention an application of the above results to the random spherical convex hulls first studied by Bárany, Hug, Reitzner and Schneider [6]. Let \( U_1, \ldots, U_n \) be independent random points distributed uniformly on the \( d \)-dimensional upper half-sphere \( S^d_+ = S^d \cap \{x_0 \geq 0\} \subset \mathbb{R}^{d+1} \). Let \( C_n := \mathrm{pos}(U_1, \ldots, U_n) \) be the random cone generated by these points. The \( f \)-vector of the random spherical polytope \( C_n \cap S^d_+ \) has the same distribution as the \( f \)-vector of \( \tilde{\mathcal{P}}_{n,d}^{\beta} \) with \( \beta = (d+1)/2 \); see [9, 31]. Theorem 1.14 with \( m := d - 2s \) yields

\[
\mathbb{E} f_k(C_n \cap S^d_+) = 2 \sum_{m \in \{k+1, \ldots, d\}} \left( \begin{array}{c} n \\ m \end{array} \right) \left( \begin{array}{c} m \\ k+1 \end{array} \right) \tilde{I}_{n,m}(1) \tilde{J}_{m,k+1} \left( \frac{m}{2} \right)
\]

for all \( k \in \{0, \ldots, d-1\} \). Further, Theorem 1.15 implies that the expected \( f \)-vector of the random spherical polytope \( C_n \cap S^d_+ \) increases component-wise with \( n \). In fact, the limits to which these vectors converge, as \( n \to \infty \), are finite. Namely, in [31] it was shown that

\[
\lim_{n \to \infty} \mathbb{E} f_k^{\ell+1}(C_n) = \lim_{n \to \infty} \mathbb{E} f_k^{\ell}(C_n \cap S^d_+) = \mathbb{E} f_k^{\ell}(\operatorname{conv} \Pi_{d,1}),
\]

for \( k \in \{0, 1, \ldots, d-1\} \) and any \( \ell \in \mathbb{N} \). Using Theorem 1.21 we arrive at the following asymptotic formula for the particular case \( \ell = 1 \):

\[
\lim_{n \to \infty} \mathbb{E} f_k(C_n \cap S^d_+) = 2 \sqrt{\pi} \sum_{m \in \{k+1, \ldots, d\}} \frac{\Gamma \left( \frac{m+1}{2} \right)}{m \Gamma \left( \frac{m}{2} \right)} \left( \begin{array}{c} m \\ k+1 \end{array} \right) \tilde{J}_{m,k+1} \left( \frac{m}{2} \right).
\]

The cases \( k \in \{0, d-1, d-2\} \) were treated in [3]. In particular, the limit for \( k = 0 \) was expressed in [6, Theorem 7.1] in terms of certain constant \( C(d) \) given as a multiple integral in [6, Equation (22)]. The limit of the complete expected \( f \)-vector was expressed in [31] Theorem 2.4 in terms of
multiple integrals that can be interpreted as absorption probabilities of the Poisson point process $\Pi_{d,1}$. Our approach provides an alternative formula in terms of the quantities $\tilde{J}_m,\ell(\alpha)$.

Let us finally comment on the first equality in (1.11). It follows from standard results in extreme-value theory that if $X_1, X_2, \ldots$ are i.i.d. points in $\mathbb{R}^d$ with density $\tilde{f}_{d,\alpha/2}$, then the point process

$$
\sum_{j=1}^n \delta_{n^{-1/\alpha} X_j}
$$

converges, as $n \to \infty$, to the Poisson point process $\Pi_{d,\alpha}$ weakly on the space of locally finite integer-valued measures on $\mathbb{R}^d \setminus \{0\}$ endowed with the vague topology, see [31, Equation (4.6)]. From this one can deduce the distributional convergence

$$
f_k(\tilde{P}_{n,d}) \xrightarrow{n \to \infty} f_k(\text{conv } \Pi_{d,\alpha})
$$

together with the convergence of all moments from the continuous mapping theorem as in [31]. In fact, in [31] we considered only the case $\alpha = 1$ (which was tailored towards the application to convex hulls on the half-sphere [9]), but the same method of proof applies to any $\alpha > 0$. In the proof of Theorem 1.21, which will be given in Section 4.7, we shall prove the second line of (1.11) by using the explicit formula for the expected $f$-vector of a beta’ polytope.

1.6 Poisson hyperplane tessellations

Using essentially convex duality, Poisson point processes can be transformed into Poisson hyperplane processes. To state this precisely, fix a space dimension $d \geq 2$ as well as a parameter $\alpha > 0$, the so-called distance exponent. For an intensity parameter $\gamma \in (0, \infty)$ we define a $\sigma$-finite measure $\Theta_{d,\alpha,\gamma}$ on the affine Grassmannian $A(d, d-1)$ by

$$
\Theta_{d,\alpha,\gamma}(\cdot) := \frac{2\gamma}{\omega_d} \int_{S^{d-1}} \int_0^\infty \mathbb{1}_{\{H(u,t) \in \cdot\}} t^{\alpha-1} \, dt \, d\sigma(du),
$$

(1.12)

where $H(u,t)$ is the hyperplane $H(u,t) = \{x \in \mathbb{R}^d \colon \langle x, u \rangle = t\}$ and $\sigma$ denotes the spherical Lebesgue measure on $S^{d-1}$ with total mass $\omega_d = 2\pi^{d/2}/\Gamma(\frac{d}{2})$. Note that $\Theta_{d,1,1}$ coincides with
the motion invariant Haar measure $\mu_{d-1}$ on $A(d, d-1)$ to be defined in (2.1) below. In this paper, by a *Poisson hyperplane process* with distance exponent $\alpha$ and intensity parameter $\gamma$ we understand a Poisson point process $\eta_{d,\alpha,\gamma}$ on the space $A(d, d-1)$ with intensity measure $\Theta_{d,\alpha,\gamma}$; see the right panel of Figure 1.2. The random hyperplanes in $\eta_{d,\alpha,\gamma}$ dissect $\mathbb{R}^d$ into almost surely countably many random convex polyhedra, which are called cells in the sequel. The collection of these random polyhedra is known as a *Poisson hyperplane tessellation*. Our focus lies on the zero cell

$$Z_{d,\alpha,\gamma} := \bigcap_{H \in \eta_{d,\alpha,\gamma}} H^-$$

of such a random tessellation, where for a hyperplane $H \in A(d, d-1)$ we denote by $H^-$ the closed half-space determined by $H$ that contains the origin. We emphasize that the probability law of $Z_{d,\alpha,\gamma}$ is invariant under rotations and that $Z_{d,\alpha,\gamma}$ is almost surely bounded and hence a random polytope. Zero cells of Poisson hyperplane tessellations of this type have attracted considerable attention in the literature, see [20,22] as well as the references cited therein. In particular, this class contains two prominent special cases. Namely, $Z_{d,1,\gamma}$ corresponds to the zero cell of a stationary and isotropic Poisson hyperplane tessellation with intensity

$$\frac{1}{2} \mathbb{E} \sum_{H \in \eta_{d,\alpha,\gamma}} 1\{H \cap \mathbb{B}^d \neq \emptyset\} = \frac{1}{2} \Theta_{d,1,\gamma}(\{H \in A(d, d-1) : H \cap \mathbb{B}^d \neq \emptyset\}) = \frac{\gamma}{\omega_d} \int_{S^{d-1}} \int_0^1 d\tau(d\nu) = \gamma$$

(see [44, Equation (4.27)]), while $Z_{d,d,\gamma}$ has the same distribution as the typical cell of a stationary Poisson–Voronoi tessellation of a suitable constant intensity that can be expressed in terms of $\gamma$ and $d$. Both models are classical objects in stochastic geometry and well studied; we refer to [33, 44] for further background material.

It is a crucial observation that the zero cells $Z_{d,\alpha,\gamma}$ are dual to convex hulls of Poisson point processes of the type discussed in Section 1.4. To make this precise, we recall from [33, Chapter 5.1] that if $K \subset \mathbb{R}^d$ is a convex body, its dual (or polar body) $K^\circ$ is defined as

$$K^\circ := \{y \in \mathbb{R}^d : \langle x, y \rangle \leq 1 \text{ for all } x \in K\}.$$  

In particular, if $P \subset \mathbb{R}^d$ is a polytope with 0 in its interior, it is well known that, for all $k \in \{0, 1, \ldots, d-1\}$,

$$f_k(P) = f_{d-k-1}(P^\circ),$$

(1.13)

see [47, Corollary 2.13].

To state the next theorem we recall from Section 1.4 that $\Pi_{d,\alpha}$ denotes a Poisson point process on $\mathbb{R}^d \setminus \{0\}$ with power-law intensity function $x \mapsto \|x\|^{-\alpha}$. We have

**Theorem 1.23.** Fix $\alpha > 0$. Then, $Z_{d,\alpha,\omega_d/2}^\circ$ has the same distribution as conv $\Pi_{d,\alpha}$. Also,

$$\mathbb{E} f_k(Z_{d,\alpha,\gamma}) = \mathbb{E} f_{d-k-1}(\text{conv } \Pi_{d,\alpha})$$

for every $\gamma \in (0, \infty)$.  

**Remark 1.24.** The first part of Theorem 1.23 can be rephrased as follows. The polytope $Z_{d,\alpha,1}^\circ$ has the same distribution as the convex hull of a Poisson point process on $\mathbb{R}^d \setminus \{0\}$ whose intensity function is given by $x \mapsto \frac{\alpha}{\omega_d} \|x\|^{-\alpha}$. More generally, it becomes clear from the proof of Theorem 1.23 that $Z_{d,\alpha,\gamma}^\circ$ has the same distribution as the convex hull of a Poisson point process on $\mathbb{R}^d \setminus \{0\}$ with intensity function $x \mapsto \frac{\gamma}{\omega_d} \|x\|^{-\alpha}$, for all $\gamma \in (0, \infty)$. Theorem 1.23 together with Theorem 1.21 yields an explicit description of the expected $f$-vector of the zero cells $Z_{d,\alpha,\gamma}$ for any $\gamma \in (0, \infty)$. For example, Remark 1.22 yields

$$\mathbb{E} f_0(Z_{d,\alpha,\gamma}) = \mathbb{E} f_{d-1}(\text{conv } \Pi_{d,\alpha}) = \frac{2}{\omega_d} \sqrt{\pi \alpha}^{d-1} \Gamma \left( \frac{d\alpha+1}{2} \right) \Gamma \left( \frac{\alpha}{2} \right) \frac{1}{\Gamma \left( \frac{d+1}{2} \right)} \times \frac{\Gamma \left( \frac{d\alpha+1}{2} \right)}{\Gamma \left( \frac{d\alpha+1}{2} \right)} \frac{\Gamma \left( \frac{\alpha}{2} \right)}{\Gamma \left( \frac{\alpha}{2} \right)},$$

(1.14)

$$\mathbb{E} f_1(Z_{d,\alpha,\gamma}) = \frac{d}{2} \mathbb{E} f_0(Z_{d,\alpha,\gamma}),$$

(1.15)
whereas the formulae for the remaining components are more complicated and involve terms of the form $J_{m,d-k}(\beta)$, namely
\[
\mathbb{E}f_k(Z_{d,\alpha,\gamma}) = 2 \sum_{m\in\{d-k,\ldots,d\}} \frac{\Gamma(m+1)}{\Gamma(m/2)} \left( \frac{\Gamma(\frac{9}{2})}{\Gamma(\frac{m+1}{2})} \right)^m \left( \frac{\sqrt{\pi} \alpha}{m} \right)^{m-1} \left( \frac{m}{d-k} \right) \tilde{j}_{m,d-k} \left( \frac{m-1+\alpha}{2} \right).
\]

This adds to the existing literature, where only formulae for $\mathbb{E}f_{0}(Z_{d,\alpha,\gamma})$ with $\alpha \in \{1,d\}$ (and, since $Z_{d,\alpha,\gamma}$ is a simple polytope with probability one, also for $\mathbb{E}f_{1}(Z_{d,\alpha,\gamma})$) are available; see [44] Theorem 10.4.9 and [37] Theorem 7.2. Also, in [20] Corollary 3.3 a formula for $\mathbb{E}f_{0}(Z_{d,\alpha,\gamma})$ with general $\alpha > 0$ was given in terms of a certain multiple integral which was not clear how to evaluate. Additionally to the above formulae for $\mathbb{E}f_k(Z_{d,\alpha,\gamma})$, we claim that for the zero cell of a stationary and isotropic Poisson hyperplane tessellation in $\mathbb{R}^d$ it holds that
\[
\mathbb{E}f_{d-k}(Z_{d,1,\gamma}) = \mathbb{E}f_{1}(\text{conv } \Pi_{d,1}) = \frac{1}{2} \left( \frac{d+1}{3} \right)^{d/2} \pi^{d/2}.
\]

Indeed, while the first equality is a particular case of Theorem 1.23, the second one was obtained in [31] Theorem 2.4, Remark 2.5 by combining a formula from [6] with an Efron-type identity proved in [31] Theorem 2.8.

Since the expected intrinsic volumes $\mathbb{E}V_k(Z_{d,1,\gamma})$ are proportional to $\mathbb{E}f_{d-k}(Z_{d,1,\gamma})$ by an identity due to Schneider [43, p. 693], the above yields also formulae for $\mathbb{E}V_k(Z_{d,1,\gamma})$.

1.7 Asymptotic results for Poisson hyperplane tessellations

Next, we shall consider for fixed $k \in \{0,1,2,\ldots\}$ the asymptotic behaviour of $\mathbb{E}f_k(Z_{d,\alpha,\gamma})$, as $d \to \infty$. Since $f_k(Z_{d,\alpha,\gamma})$ is independent from $\gamma \in (0,\infty)$, we just take $\gamma = 1$ and write $Z_{d,\alpha}$ for $Z_{d,\alpha,1}$ from now on. While this has already been investigated in [20] on a logarithmic scale, we are able to prove exact asymptotic formulae, which strengthen these results. We shall write $a_d \sim b_d$ for two sequences $(a_d)_{d\in\mathbb{N}}$ and $(b_d)_{d\in\mathbb{N}}$ whenever $a_d/b_d \to 1$, as $d \to \infty$.

**Theorem 1.25.** Fix $k \in \{0,1,2,\ldots\}$. If the distance exponent $\alpha = \alpha(d)$ is such that $\inf_{d\in\mathbb{N}} \alpha(d) > 0$, then
\[
\mathbb{E}f_k(Z_{d,\alpha}) \sim \frac{\sqrt{\alpha}}{2^{k-1/2}} \left( \frac{\Gamma(\frac{9}{2})}{\Gamma(\frac{m+1}{2})} \right)^d \left( \frac{\sqrt{\pi} \alpha}{k} \right)^{d-1} \left( \frac{k}{d} \right)^{d+1/2}, \quad d \to \infty.
\]

We remark that Theorem 1.25 is consistent with Theorems 1.2 and 3.21 of [20], which yield the limit relation
\[
\lim_{d \to \infty} \sqrt{d} \mathbb{E}f_k(Z_{d,\alpha}) = \frac{\sqrt{\pi} \alpha \Gamma(\frac{9}{2})}{\Gamma(\frac{m+1}{2})}
\]
for a fixed $\alpha > 0$ (corresponding in the special case that $\alpha = 1$ to the zero-cell of a stationary and isotropic Poisson hyperplane tessellation) as well as
\[
\lim_{d \to \infty} d^{-1/2} \sqrt{d} \mathbb{E}f_k(Z_{d,\alpha}) = \sqrt{2\pi}
\]
in the case that $\alpha = d$ (which corresponds to the typical cell of a stationary Poisson–Voronoi tessellation). Of course, both relations easily follow from Theorem 1.25 as well, but Theorem 1.25 is in fact much more precise. For example, we obtain the asymptotic formulae
\[
k! \mathbb{E}f_k(Z_{d,\alpha}) \sim \left\{ \begin{array}{ll}
\pi^{d-1/2} \left( \frac{d}{2} \right)^{k-1/2}, & \text{if } \alpha = 1, \\
\pi^{d-1/2-k} \left( \frac{d}{2} \right)^{k-1/2}, & \text{if } \alpha = d,
\end{array} \right.
\]
for any fixed $k \in \{0,1,2,\ldots\}$. The term $\pi^{1/4}$ in the second line appears because of the expansion
\[
\frac{\Gamma(\frac{9}{2})}{\Gamma(\frac{m+1}{2})} = \left( \frac{2}{d} \right)^{d/2} \left( 1 + \frac{1 + o(1)}{4d} \right), \quad d \to \infty.
\]
1.8 Organization of the paper

The rest of the paper is organized as follows. In Section 2 we introduce the necessary notation and recall some facts from stochastic and integral geometry. Section 3 contains the canonical decomposition for beta and beta’ distribution which is of major importance in our proofs, which in turn are collected in Section 4.

2 Notation and facts from stochastic and integral geometry

2.1 General notation

For \(d \geq 1\) we let \(\mathbb{R}^d\) be the \(d\)-dimensional Euclidean space with the standard scalar product \((\cdot, \cdot)\) and the associated norm \(\| \cdot \|\). We let \(\mathbb{B}^d = \{ x \in \mathbb{R}^d : \|x\| \leq 1 \}\) be the Euclidean unit ball and \(\mathbb{S}^{d-1} = \{ x \in \mathbb{R}^d : \|x\| = 1 \}\) be the corresponding \((d-1)\)-dimensional unit sphere. Let also \(\lambda_d\) denote the \(d\)-dimensional Lebesgue measure and \(\sigma\) denote the spherical Lebesgue measure on \(\mathbb{S}^{d-1}\) which is normalized in such a way that \(\sigma(\mathbb{S}^{d-1}) = \omega_d := \frac{2\pi^{d/2}}{\Gamma(d/2)}\).

The convex (respectively, positive, linear, affine) hull of a set \(A \subset \mathbb{R}^d\) is the smallest convex set (respectively, convex cone, linear subspace, affine subspace) containing the set \(A\) and is denoted by \(\text{conv } A\) (respectively, \(\text{pos } A, \text{lin } A, \text{aff } A\)). The convex hull of finitely many points \(x_1, \ldots, x_n\) is also denoted by \([x_1, \ldots, x_n]\).

We let \((\Omega, \mathcal{F}, \mathbb{P})\) be our underlying probability space, which we implicitly assume to be rich enough to carry all the random objects we consider. Expectation (i.e. integration) with respect to \(\mathbb{P}\) is denoted by \(\mathbb{E}\). For two random variables \(X\) and \(Y\) we write \(X \overset{d}{=} Y\) if \(X\) and \(Y\) have the same probability law. Moreover, for random variables \(X, X_1, X_2, \ldots\) we shall write \(X_n \overset{d}{\longrightarrow} X\) if \(X_n\) converges to \(X\) in distribution, as \(n \to \infty\).

2.2 Polytopes and their faces

A polytope is a convex hull of finitely many points, while a polyhedron is an intersection of finitely many closed half-spaces. We recall that a bounded polyhedron is also a polytope. The dimension \(\dim P\) of a polyhedron \(P\) is the dimension of its affine hull \(\text{aff } P\). The \(f\)-vector of a \(d\)-dimensional polyhedron \(P \subseteq \mathbb{R}^d\) is defined by

\[ f(P) := (f_0(P), \ldots, f_{d-1}(P)), \]

where \(f_k(P)\) is the number of \(k\)-dimensional faces of \(P\). The set of \(k\)-dimensional faces of a polyhedron \(P\) is denoted by \(\mathcal{F}_k(P)\), so that \(f_k(P)\) is the cardinality of \(\mathcal{F}_k(P)\).

2.3 Grassmannians and the Blaschke–Petkantschin formula

We denote by \(G(d, k)\), respectively \(A(d, k)\), the set of \(k\)-dimensional linear, respectively affine, subspaces of \(\mathbb{R}^d\), where \(k \in \{0, \ldots, d\}\). The unique probability measure on \(G(d, k)\) which is invariant under the action of the orthogonal group \(\text{SO}(d)\) is denoted by \(\nu_k\). The affine Grassmannian \(A(d, k)\) is endowed with the infinite measure \(\mu_k\) defined by

\[ \mu_k(\cdot) := \int_{G(d,k)} \int_{L^\perp} \mathbb{1}_{\{L+x \in \cdot\}} \lambda_{L^\perp}(dx) \nu_k(dL), \]  

(2.1)

where \(L^\perp\) is the orthogonal complement of \(L\) and \(\lambda_{L^\perp}\) is the Lebesgue measure on \(L^\perp\), see [44, pp. 168–169].

The next theorem, to be found in [44, Theorem 7.2.7], allows to replace integration over all \(k\)-tuples of points in \(\mathbb{R}^d\) by the double integration first over all \((k-1)\)-dimensional affine subspaces \(E\) and then over all \(k\)-tuples inside \(E\). An important feature is the appearance of a term involving \(\Delta(x_1, \ldots, x_k)\), the \((k-1)\)-dimensional volume of the simplex \([x_1, \ldots, x_k]\).
Proposition 2.1 (Affine Blaschke–Petkantschin formula). For all \( k \in \{1, \ldots, d+1\} \) and every non-negative Borel function \( f : (\mathbb{R}^d)^k \to \mathbb{R} \) we have

\[
\int_{(\mathbb{R}^d)^k} f(x_1, \ldots, x_k) \lambda_d^k(d(x_1, \ldots, x_k)) = B(d, k) \int_{A(d,k-1)} \int_{E^k} f(x_1, \ldots, x_k) \Delta^{d-k+1}(x_1, \ldots, x_k) \lambda_E^k(d(x_1, \ldots, x_k)) \mu_{k-1}(dE).
\]

Here, \( \lambda_E \) is the Lebesgue measure on the affine subspace \( E \), and

\[
B(d, k) = ((k-1)!)^{d-k+1} \frac{\omega_d \cdots \omega_{d-k+1}}{\omega_1 \cdots \omega_{k-1}}, \quad B(d, 1) = 1.
\]

2.4 Cones and solid angles

In this paper, the term cone always refers to a polyhedral cone, that is an intersection of finitely many closed half-spaces whose boundaries pass through the origin. In particular any polyhedral cone is a polyhedron. The solid angle of a cone \( C \subset \mathbb{R}^d \) is defined as

\[
\alpha(C) := \mathbb{P}[N \in C],
\]

where \( N \) is a random vector having a standard normal distribution on the linear hull of \( C \). The polar (or dual) cone of \( C \) is defined by

\[
C^\circ := \{v \in \mathbb{R}^d : \langle v, z \rangle \leq 0 \text{ for all } z \in C\}.
\]

The tangent cone \( T(F, P) \) at a face \( F \) of a full-dimensional polytope \( P \subset \mathbb{R}^d \) is defined as

\[
T(F, P) := \{v \in \mathbb{R}^d : x_0 + v \varepsilon \in P \text{ for some } \varepsilon > 0\},
\]

where \( x_0 \) is any point in the relative interior of \( F \) (the definition does not depend on the choice of \( x_0 \)). The normal cone of \( F \) is the polar to the tangent cone, that is

\[
N(F, P) := T^\circ(F, P) = \{v \in \mathbb{R}^d : \langle v, z - x_0 \rangle \leq 0 \text{ for all } z \in P\}.
\]

The internal and external angles at a face \( F \) of \( P \) are defined as the solid angles of the tangent and the normal cones, respectively:

\[
\beta(F, P) := \alpha(T(F, P)), \quad \gamma(F, P) := \alpha(N(F, P)).
\]

For further background material we refer, for example, to [3, 18, 19].

2.5 Conic intrinsic volumes and Grassmann angles

In this section we recall the definitions of the conic intrinsic volumes and Grassmann angles of cones and refer to [3, 18, 19] for further information. For a polyhedral cone \( C \subset \mathbb{R}^d \) we denote by \( \mathcal{F}_k(C) \) the set of its \( k \)-dimensional faces, where \( k \in \{0, \ldots, d\} \). Note that \( C \) is the disjoint union of the relative interiors of its faces, where the relative interior \( \text{relint} F \) of a face \( F \) is the interior of \( F \) with respect to its affine hull \( \text{aff } F \) as the ambient space.

If \( x \in \mathbb{R}^d \) is a point, we let \( \pi_C(x) \) denote the metric projection of \( x \) onto \( C \), that is the uniquely determined point \( y \in C \) minimizing the distance \( \|x - y\| \). For \( k \in \{0, \ldots, d\} \), the \( k \)-th conic intrinsic volume \( v_k(C) \) is defined by

\[
v_k(C) := \sum_{F \in \mathcal{F}_k(C)} \mathbb{P}[\pi_C(N) \in \text{relint}(F)],
\]

where \( N \) is a standard Gaussian random vector in \( \mathbb{R}^d \). If \( \mathcal{F}_k(C) = \emptyset \), we define \( v_k(C) := 0 \). In other words, \( v_k(C) \) is the probability that the metric projection of \( N \) to \( C \) lies in the relative
interior of a $k$-dimensional face of $C$. For convenience also define $v_k(C) := 0$ for all integers $k \notin \{0, \ldots, d\}$. For example, if $C$ is a $k$-dimensional linear subspace, then $v_k(C) = 1$, while all other conic intrinsic volumes vanish.

By definition, the conic intrinsic volumes are non-negative and their sum equals one. Moreover, they satisfy the so-called Gauss–Bonnet formula \[ \text{[4] Equation (5.3)]} 

$$v_0(C) + v_2(C) + \ldots = v_1(C) + v_3(C) + \ldots = \frac{1}{2},$$

provided $C$ is not a linear subspace. Observe that $v_d(C)$ is just the solid angle of $C$, provided that $\dim \text{aff } C = d$. The so-called half-tail functionals \[ \text{[4] of a polyhedral cone } C \subset \mathbb{R}^d \text{ are defined as} \]

$$h_k(C) := v_k(C) + v_{k+2}(C) + \ldots, \quad k \in \{0, \ldots, d\}.$$ 

Note that the above sums only contain finitely many non-zero terms. It is also natural to put

$$h_{d+1}(C) := h_{d+2}(C) := \ldots := 0.$$ 

If $C$ is not a linear subspace, the conic Crofton formula states that

$$h_k(C) = \frac{1}{2} \mathbb{P}[C \cap L_{d+1-k} \neq \{0\}], \quad k \in \{1, \ldots, d+1\},$$

where $L_{d+1-k} \in G(d, d+1-k)$ is a random linear subspace distributed according to the probability measure $\nu_{d+1-k}$; see \cite{K5} p. 257], \cite{MS} pages 261–262 or \cite{G} Equation (2.10). The numbers on the right-hand side of \[ \text{(2.4)} \]

are called the Grassmann angles of the cone $C$ and were introduced by Grünbaum \cite{G}.

### 2.6 Random projections of polytopes

Let $P \subset \mathbb{R}^N$ be a polytope and $L_d \in G(N, d)$ be a random subspace distributed according to the probability measure $\nu_d$, where $d \in \{1, \ldots, N\}$. Then $\Pi_d P$ stands for the random polytope in $L_d$ that arises as the orthogonal projection of $P$ onto $L_d$. The next result we recall is due to Affentranger and Schneider \cite{AS}, its proof is based on the conic Crofton formula \[ \text{(2.4)} \]. It says that the expected $f$-vector of the random polytope $\Pi_d P$ can be expressed in terms of the internal and external angles of the original polytope $P$. We emphasize that the sum on the right hand side of \[ \text{(2.5)} \] below only contains finitely many non-zero terms.

**Proposition 2.2** (Expected $f$-vectors of random projections). Let $P \subset \mathbb{R}^N$ be a polytope. Then, for all $d \in \{1, \ldots, \dim P\}$ and $k \in \{0, \ldots, d-1\},$

$$\mathbb{E} f_k(\Pi_d P) = 2 \sum_{s=0}^{\infty} \sum_{G \in F_{d-1-2s}(P)} \gamma(G, P) \sum_{F \in F_k(G)} \beta(F, G).$$

### 3 Properties of beta and beta’ distributions

#### 3.1 Identification of affine subspaces

Sometimes it will be convenient to identify every affine subspace of $\mathbb{R}^d$ with the Euclidean space of the corresponding dimension. To make this precise, we recall that $A(d, k)$ is the set of $k$-dimensional affine subspaces of $\mathbb{R}^d$. For an affine subspace $E \in A(d, k)$ we denote by $\pi_E : \mathbb{R}^d \rightarrow E$ the orthogonal projection onto $E$ and by $p(E) = \pi_E(0) = \arg \min_{x \in E} \|x\|$ the projection of the origin on $E$. For every affine subspace $E \in A(d, k)$ let us fix an isometry $I_E : E \rightarrow \mathbb{R}^k$ such that $I_E(p(E)) = 0$. The exact choice of the isometries $I_E$ is not important (essentially due to the rotational invariance of the beta and beta’ distributions). We only require that $(x, E) \mapsto I_E(\pi_E(x))$ defines a Borel measurable map from $\mathbb{R}^d \times A(d, k)$ to $\mathbb{R}^k$, where we supply $\mathbb{R}^d$, $\mathbb{R}^k$ and $A(d, k)$ with their standard Borel $\sigma$-algebras; see \cite{MS} Chapter 13.2] for the case of $A(d, k)$. 
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3.2 Projections and distances

The next lemma, taken from [32, Lemma 4.3], states that the beta and beta’-distributions on \( \mathbb{R}^d \) yield distributions of the same type (but with different parameters) when projected orthogonally onto arbitrary linear subspaces.

**Lemma 3.1** (Orthogonal projections). Denote by \( \pi_L : \mathbb{R}^d \to L \) the orthogonal projection onto a \( k \)-dimensional linear subspace \( L \in G(d,k) \), where \( k \in \{1, \ldots, d\} \).

(a) If the random point \( X \) has distribution \( f_{d,\beta} \) for some \( \beta \geq -1 \), then \( I_L(\pi_L(X)) \) has distribution \( f_{k,\beta + \frac{d-k}{2}} \).

(b) If the random point \( X \) has density \( \tilde{f}_{d,\beta} \) for some \( \beta > \frac{d}{2} \), then \( I_L(\pi_L(X)) \) has density \( \tilde{f}_{k,\beta - \frac{d-k}{2}} \).

Note that the case \( \beta = -1 \) is included in Part (a) and follows from the case \( \beta > -1 \) by weak continuity. In fact, as \( \beta \downarrow -1 \), the beta distribution on \( \mathbb{R}^d \) converges weakly to the uniform distribution on the unit sphere \( \mathbb{S}^{d-1} \).

The next lemma describes the distribution of the squared norm of a random vector with \( d \)-dimensional beta or beta’ distribution. The squared norm turns out to have the usual, one-dimensional beta or beta’ distribution. Recall that a random variable has a classical beta distribution with parameters \( \alpha_1 > 0, \alpha_2 > 0 \), denoted by Beta\((\alpha_1, \alpha_2)\), if its Lebesgue density on \( \mathbb{R} \) is

\[
g_{\alpha_1, \alpha_2}(t) = \frac{\Gamma(\alpha_1 + \alpha_2)}{\Gamma(\alpha_1)\Gamma(\alpha_2)} t^{\alpha_1-1}(1-t)^{-\alpha_2-1}1_{\{0<t<1\}}, \quad t \in \mathbb{R}.
\]

Similarly, a random variable has a classical beta’ distribution with parameters \( \alpha_1 > 0, \alpha_2 > 0 \), denoted by Beta’\((\alpha_1, \alpha_2)\), if its Lebesgue density on \( \mathbb{R} \) is

\[
\tilde{g}_{\alpha_1, \alpha_2}(t) = \frac{\Gamma(\alpha_1 + \alpha_2)}{\Gamma(\alpha_1)\Gamma(\alpha_2)} t^{\alpha_1-1}(1+t)^{-\alpha_1-\alpha_2}1_{\{t>0\}}, \quad t \in \mathbb{R}.
\]

Observe that, up to reparametrization and rescaling, Beta’\((\alpha_1, \alpha_2)\) coincides with the Fisher–Snedecor \( F \)-distribution. The following fact can be directly verified using polar integration.

**Lemma 3.2** (Squared norm). Let \( X \) be a random vector in \( \mathbb{R}^d \).

(a) If \( X \) has the beta density \( f_{d,\beta} \) with \( \beta > -1 \), then \( \|X\|^2 \sim \text{Beta}(\frac{d}{2}, \beta + 1) \).

(b) If \( X \) has the beta’ density \( \tilde{f}_{d,\beta} \) with \( \beta > \frac{d}{2} \), then \( \|X\|^2 \sim \text{Beta’}(\frac{d}{2}, \beta - \frac{d}{2}) \).

3.3 Canonical decomposition of Ruben and Miles

Let \( X_1, \ldots, X_k \) be i.i.d. random points in \( \mathbb{R}^d \) with the beta distribution \( f_{d,\beta} \). Let \( k \in \{1, \ldots, d+1\} \), so that \([X_1, \ldots, X_k]\) is a simplex. We need a description of the positions of these points inside their own affine hull \( A = \text{aff}(X_1, \ldots, X_k) \), together with the position of \( A \) inside \( \mathbb{R}^d \). The next theorem is due to Ruben and Miles [41]. Since this result is of central importance for what follows and since in [41] a different notation is used, we give a streamlined proof.

**Theorem 3.3** (Canonical decomposition in the beta case). Let \( X_1, \ldots, X_k \) be i.i.d. random points in \( \mathbb{R}^d \) with density \( f_{d,\beta} \), where \( \beta > -1 \) and \( k \in \{1, \ldots, d+1\} \). Let \( A = \text{aff}(X_1, \ldots, X_k) \) be the affine subspace spanned by \( X_1, \ldots, X_k \). Let also \( p(A) \) be the orthogonal projection of the origin on \( A \) and let \( h(A) = \|p(A)\| \) denote the distance from the origin to \( A \). Observe that \( A \cap \mathbb{B}^d \) is a \((k-1)\)-dimensional ball of radius \( \sqrt{1 - h^2(A)} \) and consider the points

\[
Z_i := \frac{I_A(X_i)}{\sqrt{1 - h^2(A)}} \in \mathbb{B}^{k-1}, \quad i = 1, \ldots, k.
\]

Then,
(a) The joint Lebesgue density of the random vector \((Z_1, \ldots, Z_k)\) is a constant multiple of
\[
\Delta^{d-k+1}(z_1, \ldots, z_k) \prod_{i=1}^{k} f_{k-1, \beta}(z_i),
\]

(b) the random vector \((Z_1, \ldots, Z_k)\) is stochastically independent of \(A\),

(c) the density of \(I_{A^\perp}(p(A))\) is \(f_{d, \beta, C} \cdot \frac{1}{\sqrt{1 - h^2(A)}}\),

(d) \(I_{A^\perp}(p(A))\) is stochastically independent of \(A^k\).

**Remark 3.4.** For \(k = 1\), Part (c) states that \(p(A) = X_1\) has density \(f_{d, \beta, 1}\) (which is trivial), whereas the other assertions are empty statements.

**Proof of Theorem 3.3** Let \(\varphi : \mathbb{R}^k \to [0, \infty)\) and \(\psi : A(d, k - 1) \to [0, \infty)\) be Borel measurable functions. We are interested in the following quantity:

\[
B_{\varphi, \psi} := \mathbb{E}
\left[
\varphi \left( \frac{I_A(X_1)}{\sqrt{1 - h^2(A)}}, \ldots, \frac{I_A(X_k)}{\sqrt{1 - h^2(A)}} \right) \psi(A)
\right]
= \int_{(\mathbb{R}^d)^k} \varphi \left( \frac{I_A(x_1)}{\sqrt{1 - h^2(A)}}, \ldots, \frac{I_A(x_k)}{\sqrt{1 - h^2(A)}} \right) \psi(A)
\times \Delta^{d-k+1}(x_1, \ldots, x_k)
\left( \prod_{i=1}^{k} f_{d, \beta, C}(x_i) \right)
\left( \prod_{i=1}^{k} \lambda_{d}(dx_i) \right)
\mu_{k-1}(dA),
\]

where \(A\) is used to denote \(\text{aff}(x_1, \ldots, x_k)\) without risk of confusion. For the rest of the proof, let \(C_1, C_2, \ldots\) be constants depending only on \(d, k, \beta\). By the affine Blaschke–Petkantschin formula stated in Proposition 2.1, we have

\[
B_{\varphi, \psi} = C_1 \int_{A(d, k-1)} \int_{A(d, k-1)} \varphi \left( \frac{y_1}{\sqrt{1 - h^2(A)}}, \ldots, \frac{y_k}{\sqrt{1 - h^2(A)}} \right) \psi(A)
\times \Delta^{d-k+1}(y_1, \ldots, y_k)
\left( \prod_{i=1}^{k} (1 - h^2(A) - \|y_i\|^2)^\beta \mathbb{1}_{\{h^2(A) + \|y_i\|^2 < 1\}} \right)
\left( \prod_{i=1}^{k} \lambda_{k-1}(dy_i) \right)
\mu_{k-1}(dA),
\]

where we also used the definition (1.1) of the beta density. Next, we apply the substitution \(z_i = y_i/\sqrt{1 - h^2(A)} \in \mathbb{B}^{k-1}, 1 \leq i \leq k\), and write

\[
(1 - h^2(A) - \|y_i\|^2)^\beta = (1 - h^2(A))^\beta \left( 1 - \frac{\|y_i\|^2}{1 - h^2(A)} \right)^\beta
= (1 - h^2(A))^\beta \left( 1 - z_i^2 \right)^\beta,
\]

\[
\lambda_{k-1}(dy_i) = (1 - h^2(A))^{\frac{1}{2}(k-1)} \lambda_{k-1}(dz_i),
\]

\[
\Delta(y_1, \ldots, y_k) = (1 - h^2(A))^{\frac{k-1}{2}} \Delta(z_1, \ldots, z_k),
\]

to conclude that

\[
B_{\varphi, \psi} = C_3 \int_{A(d, k-1)} \int_{(\mathbb{B}^{k-1})^k} \varphi(z_1, \ldots, z_k) \psi(A)
\times \Delta^{d-k+1}(z_1, \ldots, z_k)
\left( \prod_{i=1}^{k} (1 - \|z_i\|^2)^\beta \right)
\left( \prod_{i=1}^{k} \lambda_{k-1}(dz_i) \right)
\mu_{k-1}(dA).
\]
Finally, some elementary transformations including the use of (1.1) lead to
\[
B_{φ,ψ} = C_4 \left( \int_{A(d,k-1)} \psi(A) (1 - h^2(A))^{γ} \mathbb{1}_{\{h(A)<1\}} \mu_{k-1}(dA) \right) \\
\times \left( \int_{(\mathbb{R}^{k-1})^k} φ(z_1, \ldots, z_k) Δ^{d-k+1}(z_1, \ldots, z_k) \left( \prod_{i=1}^{k} f_{k-1, β}(z_i) \right) \left( \prod_{i=1}^{k} λ_{k-1}(dz_i) \right) \right),
\]
where we used the notation
\[
γ := \frac{1}{2} k(k - 1) + \frac{1}{2} (d - k + 1)(k - 1) + kβ = \frac{(k - 1)(d + 1)}{2} + kβ.
\]
The form of the second integral and the product structure of the formula imply that the random points \(Z_1, \ldots, Z_k\) have the required joint density and are independent of \(A\), thus proving claims (a) and (b) of the theorem.

Next, we prove parts (c) and (d) of the theorem. To this end, we take \(φ(z_1, \ldots, z_k) = 1\) and write the above result as
\[
Eψ(A) = C_5 \int_{A(d,k-1)} \psi(A) (1 - h^2(A))^{γ} \mathbb{1}_{\{h(A)<1\}} \mu_{k-1}(dA).
\]

Now we take \(ψ(A) = ψ_1(I_{A\perp}(p(A))) ψ_2(A^\perp)\) for some Borel functions \(ψ_1 : \mathbb{R}^{d-k+1} \rightarrow [0, ∞)\) and \(ψ_2 : G(d, d-k+1) \rightarrow [0, ∞)\), so that the above identity takes the form
\[
Eψ(A) = C_5 \int_{A(d,k-1)} ψ_1(I_{A\perp}(p(A))) ψ_2(A^\perp) (1 - h^2(A))^{γ} \mathbb{1}_{\{h(A)<1\}} \mu_{k-1}(dA).
\]
The definition of the measure \(μ_{k-1}\) on \(A(d,k-1)\) given in (2.1) states that for every Borel function \(f : A(d,k-1) \rightarrow [0, ∞)\) we have
\[
\int_{A(d,k-1)} f(A)μ_{k-1}(dA) = \int_{G(d,k-1)} \int_{L^1} f(L + x) λ_{L\perp}(dx) ν_{k-1}(dL).
\]

Observing that for every \(L ∈ G(d,d-k-1)\) and \(x ∈ L^1\) we have \((L + x)^\perp = L^\perp\), \(p(L + x) = x\) and \(h(L + x) = ||x||\), we arrive at
\[
Eψ(A) = C_5 \int_{G(d,k-1)} ψ_2(L^\perp) \left( \int_{L^\perp} ψ_1(I_{L\perp}(x)) (1 - ||x||^2)^{γ} \mathbb{1}_{\{||x||<1\}} λ_{L\perp}(dx) \right) ν_{k-1}(dL).
\]

Writing \(y := I_{L\perp}(x) ∈ \mathbb{R}^{d-k+1}\) and using that \(||y|| = ||x||\) since \(I_{L\perp} : L^\perp → \mathbb{R}^{d-k+1}\) is an isometry, we obtain
\[
E \left[ ψ_1(I_{A\perp}(p(A))) ψ_2(A^\perp) \right] = C_5 \left( \int_{G(d,k-1)} ψ_2(L^\perp) ν_{k-1}(dL) \right) \left( \int_{\mathbb{R}^{d-k+1}} ψ_1(y) (1 - ||y||^2)^{γ} \mathbb{1}_{\{||y||<1\}} dy \right).
\]
The product structure of the right-hand side implies that \(I_{A\perp}(p(A))\) and \(A^\perp\) are independent, thus proving part (d) of the theorem. Taking \(ψ_2 ≡ 1\), we arrive at
\[
Eψ_1(I_{A\perp}(p(A))) = C_5 \int_{\mathbb{R}^{d-k+1}} ψ_1(y) (1 - ||y||^2)^{γ} \mathbb{1}_{\{||y||<1\}} dy = C_6 \int_{\mathbb{R}^{d-k+1}} ψ_1(y) f_{d-k+1,γ}(y) dy.
\]
It follows that \(I_{A\perp}(p(A))\) has density \(f_{d-k+1,γ}\) on \(\mathbb{R}^{d-k+1}\), thus proving claim (c).

\textbf{Remark 3.5}. Theorem 3.3 continues to hold for \(β = -1\) (corresponding to the uniform distribution on the \((d - 1)\)-dimensional unit sphere), but in this case we have to replace (a) by
(a) The joint distribution of \((Z_1, \ldots, Z_k)\) has density proportional to \(\Delta^{d-k+1}(z_1, \ldots, z_k)\) with respect to the \(d\)-th power of the spherical Lebesgue measure on \(S^{d-1}\).

A result similar to Theorem 3.3 holds in the beta' case as well and is also due to Ruben and Miles [11]. Since the proof is similar, we don’t present the details.

**Theorem 3.6** (Canonical decomposition in the beta' case). Let \(X_1, \ldots, X_k\) be i.i.d. points in \(\mathbb{R}^d\) with density \(\tilde{f}_{d,\beta}\), where \(k \in \{1, \ldots, d+1\}\). Let \(A = \text{aff}(X_1, \ldots, X_k)\) be the affine subspace spanned by \(X_1, \ldots, X_k\). Let also \(p(A)\) be the orthogonal projection of the origin on \(A\) and let and \(h(A) = \|p(A)\|\) denote the distance from the origin to \(A\). Consider the points

\[
Z_i := \frac{I_A(X_i)}{\sqrt{1 + h^2(A)}} \in \mathbb{R}^{k-1}, \quad i = 1, \ldots, k.
\]

Then,

(a) the joint Lebesgue density of the random vector \((Z_1, \ldots, Z_k)\) is proportional to

\[
\Delta^{d-k+1}(z_1, \ldots, z_k) \prod_{i=1}^{k} \tilde{f}_{k-1,\beta}(z_i),
\]

(b) the random vector \((Z_1, \ldots, Z_k)\) is stochastically independent of \(A\),

(c) the density of \(I_{A^\perp}(p(A))\) \(\in \mathbb{R}^{d-k+1}\) is \(\tilde{f}_{d-k+1,k\beta-(k-1)(d+1)}\),

(d) \(I_{A^\perp}(p(A))\) is stochastically independent of \(A^\perp\).

**Proof.** The computations are analogous to those done in the proof of Theorem 3.3 but instead of (3.1) we use the identity

\[
(1 + h^2(A) + \|y_i\|^2)^{-\beta} = (1 + h^2(A))^{-\beta} \left(1 + \frac{\|y_i\|^2}{1 + h^2(A)}\right)^{-\beta} = (1 + h^2(A))^{-\beta} (1 + \|z_i\|^2)^{-\beta}.
\]

Correspondingly, in the formula for \(B_{\varphi,\psi}\) the term \((1 + h^2(A))^{-\tilde{\gamma}}\) appears, where \(\tilde{\gamma}\) is given by

\[
\tilde{\gamma} = k\beta - \frac{(k-1)(d+1)}{2}.
\]

Applying Lemma 3.2 to \(I_{A^\perp}(p(A))\), we obtain the following result, which is also contained in [17] as Theorem 2.7.

**Corollary 3.7** (Distances to affine subspaces). Let \(X_1, \ldots, X_k\) be i.i.d. random points in \(\mathbb{R}^d\), where \(k \in \{1, \ldots, d\}\), and denote by \(h\) the distance from the origin to the affine subspace \(\text{aff}(X_1, \ldots, X_k)\) spanned by \(X_1, \ldots, X_k\).

(a) If \(X_1, \ldots, X_k\) have the beta density \(f_{d,\beta}\), then \(h^2(A) \sim \text{Beta}(\frac{d-k+1}{2}, \frac{(k-1)(d+1)}{2} + k\beta + 1)\).

(b) If \(X_1, \ldots, X_k\) have the beta' density \(\tilde{f}_{d,\beta}\), then \(h^2(A) \sim \text{Beta}(\frac{d-k+1}{2}, k(\beta - \frac{d}{2}))\).

**Remark 3.8.** A result similar to Theorems 3.3 and 3.6 holds for the isotropic normal distribution in \(\mathbb{R}^d\) if we define \(Z_i = I_A(X_i)\). In this case, \(I_{A^\perp}(p(A))\) has a standard normal distribution on \(\mathbb{R}^{d-k+1}\).
3.4 Relation to the extreme-value theory

The aim of the present section is to show that the beta and the beta’ distributions, together with the normal distribution considered as their limiting case, are in one-to-one correspondence with the generalized Pareto distributions. The latter are, in turn, in one-to-one correspondence with the extreme-value distributions. According to the classical Fisher–Tippett–Gnedenko theorem [13, Theorem 1.1.3], there are 3 possible families of extreme-value distributions: Gumbel, Fréchet and Weibull, which, as we shall argue, correspond to the normal distribution, the beta family and the beta family, respectively. Since the results of this section will not be used in the sequel, we shall only sketch the arguments.

Consider a random vector $X$ in $\mathbb{R}^d$ whose density is a spherically symmetric function of the form $p(||x||)$, $x \in \mathbb{R}^d$. The beta and beta’ distributions as well as the normal distribution are characterized by the following remarkable property discovered by Miles [36, Section 12]. Namely, for every $h, r > 0$ for which $p(h) > 0$ the relation

$$p \left( \sqrt{h^2 + r^2} \right) = c_1(h) p \left( \frac{r}{c_2(h)} \right)$$

(3.2)

holds, where $c_1(h) > 0$ and $c_2(h) > 0$ are certain functions. That is, the restriction of the density to any affine hyperplane at distance $h$ from the origin has the same radial component as the original density, up to rescaling. This property is crucial for the proof of the canonical decomposition, recall (3.1).

Miles [36, Section 12] solved the functional equation (3.2) under additional smoothness assumptions on $p$. Let us show how (3.2) can be reduced to the classification of the generalized Pareto distributions which does not require smoothness. In fact, it is even possible to drop the assumption of the absolute continuity of $X$, but we refrain from doing this since this would lead to intransparent notation. Consider the function $g(y) := p(\sqrt{y})$. Then, (3.2) takes the form

$$g(h^2 + r^2) = c_1(h) g \left( \frac{r^2}{c_2(h)} \right).$$

Equivalently, with $a := h^2$, $s := r^2$ and with $\psi_1(a) = c_1(\sqrt{a})$, $\psi_2(a) = c_2(\sqrt{a})$, we have

$$g(a + s) = c_1(\sqrt{a}) g \left( \frac{s}{c_2(\sqrt{a})} \right) = \psi_1(a) g \left( \frac{s}{\psi_2(a)} \right).$$

Since $\int_0^\infty g(y)dy = 2 \int_0^\infty p(r)rdr < \infty$, provided we assume that $d \geq 2$, we can normalize $g$ to be a probability density. Let $Z$ be a random variable with density $g$. Then, the above equation can probabilistically be rewritten as

$$Z - a \mid Z \geq a \overset{d}{=} \psi_2(a)Z \quad \text{for all } a > 0 \text{ such that } P[Z \geq a] > 0.$$  

(3.3)

Non-degenerate distributions having this property are known as generalized Pareto distributions and appear in extreme-value theory as limit distributions for residual life given that the current age is high. These distributions were classified in [55, Theorem 2] and are in one-to-one correspondence with the extreme-value distributions; see Theorem 1.1.6 (in particular, Claim 4) in [13]. There are three possible types of generalized Pareto distributions:

(a) the exponential distribution $g(y) = \text{const} \cdot e^{-\lambda y}$, $y > 0$, with parameter $\lambda > 0$, which corresponds to the normal distribution with radial component $p(r) = \text{const} \cdot e^{-\lambda r^2}$, $r > 0$. Here and below const denotes a suitable normalization constant, which may change from occasion to occasion.

(b) the Pareto distribution of Weibull type $g(y) = \text{const} \cdot (1 - y/A)^\beta$, $0 < y < A$, where $\beta > -1$ and $A > 0$ are parameters. They correspond to the beta-type densities with radial component $p(r) = \text{const} \cdot (1 - r^2/A)^\beta$, $0 < r < \sqrt{A}$. 
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(c) the Pareto distribution of Fréchet type $g(y) = \text{const} \cdot (1 + y/A)^{-\beta}$, $y > 0$, where $\beta > 1$ and $A > 0$ are parameters. They correspond to the beta’-type densities with radial component $p(r) = \text{const} \cdot (1 + r^2/A)^{-\beta}$, $r > 0$.

Besides, the degenerate distribution, where $Z$ is a positive constant, also satisfies (3.3). The corresponding multivariate distribution is the uniform distribution on a sphere.

4 Proofs

4.1 Expected external angles

Proof of Theorem 1.6 and Theorem 1.16. Since the proofs in the beta and beta’ cases are similar, let us write $P$ for both $P^\beta_{n,d}$ and $P^\beta_{n,d}$. The following first part of the proof applies to both cases.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Idea of the proof of Theorems 1.6 and 1.16. The red interval is the face $G = [X_1, X_2]$, with $k = 2$. The vertical line passing through $X_1$ and $X_2$ is the affine subspace $A$. The grey horizontal plane is its orthogonal complement $A^\perp$. The points $Y_3, \ldots, Y_6$ are orthogonal projections of $X_3, \ldots, X_6$ on $A^\perp$. The figure also shows the tangent cone (the solid angle bounded by the brown half-planes) and the normal cone (the blue two-dimensional angle in $A^\perp$). The reader should keep in mind that both angles should in fact be translated to 0.}
\end{figure}

Representation of cones and angles. Consider the affine subspace $A = \text{aff} G = \text{aff}(X_1, \ldots, X_k)$ and let $A^\perp$ be the orthogonal complement of $A$; see Figure 4.1. Note that $\dim A = k - 1$ and $\dim A^\perp = d - k + 1$ with probability 1. Observe also that $A^\perp$ is by definition a linear subspace, whereas $A$ need not pass through the origin. In the following, we shall identify $A^\perp$ with $\mathbb{R}^{d-k+1}$ by means of the isometry $I_{A^\perp} : A^\perp \rightarrow \mathbb{R}^{d-k+1}$, as explained in Section 3.1. Let $\pi_{A^\perp} : \mathbb{R}^d \rightarrow A^\perp$ be the orthogonal projection onto $A^\perp$. Consider the points

\[ Y_1 := \pi_{A^\perp}(X_{k+1}) \in A^\perp, \quad \ldots, \quad Y_{n-k} := \pi_{A^\perp}(X_n) \in A^\perp, \quad Y := \pi_{A^\perp}(X_1) = \ldots = \pi_{A^\perp}(X_k) \in A^\perp. \]

Let us assume that $G = [X_1, \ldots, X_k]$ is a face of $P$. Then the tangent cone of $P$ at $G$ is given by

\[ T(G, P) = \text{pos} \left( X_1 - \bar{X}, \ldots, X_k - \bar{X}, X_{k+1} - \bar{X}, \ldots, X_n - \bar{X} \right), \]
where the centre $\bar{X} = (X_1 + \ldots + X_k)/k$ is almost surely contained in the relative interior of $G$. Since the positive hull of $X_1 - \bar{X}, \ldots, X_k - \bar{X}$ is $A - \bar{X}$, we arrive at

$$T(G, P) = (A - \bar{X}) \oplus \text{pos}(Y_1 - Y, \ldots, Y_{n-k} - Y),$$

where the direct sum $\oplus$ is orthogonal. Since $A - \bar{X}$ is a linear space, it follows that the normal cone at $G$, defined as the polar of the tangent cone, is the polar cone of $\text{pos}(Y_1 - Y, \ldots, Y_{n-k} - Y)$ taken inside $A^\perp$ as the ambient space. Let us now map all our points to $\mathbb{R}^{d-k+1}$ by considering $Y_i' := I_{A^\perp}(Y_i) \in \mathbb{R}^{d-k+1}$ and $Y' := I_{A^\perp}(Y) \in \mathbb{R}^{d-k+1}$. From the isometry property of $I_{A^\perp}$ it follows that the internal and the external angles at $G$ are given by

$$\beta(G, P) = \alpha(\text{pos}(Y_1' - Y', \ldots, Y_{n-k}' - Y')), \quad (4.1)$$

$$\gamma(G, P) = \alpha(\text{pos}^\circ(Y_1' - Y', \ldots, Y_{n-k}' - Y')), \quad (4.2)$$

The above holds if $G$ is a face of $P$. At this point let us observe that $G$ is not a face of $P$ if and only if $\text{pos}(Y_1 - Y, \ldots, Y_{n-k} - Y) = A^\perp$. This condition means that the angles on the right-hand sides of (4.1) and (4.2) are equal to 1 and 0, respectively, which corresponds to our convention that $\beta(G, P) = 1$ and $\gamma(G, P) = 0$ if $G$ is not a face of $P$.

If $N$ denotes a vector with standard normal distribution on $\mathbb{R}^{d-k+1}$ that is independent of everything else, then the definitions of the solid angle and the polar cone imply that

$$\gamma(G, P) = \mathbb{P}[(Y_1' - Y', N) \leq 0, \ldots, (Y_{n-k}' - Y', N) \leq 0 \mid Y', Y_1', \ldots, Y_{n-k}']. \quad (4.3)$$

Averaging over $X_1, \ldots, X_n$, we arrive at

$$\mathbb{E}\gamma(G, P) = \mathbb{P}[(Y_1' - Y', N) \leq 0, \ldots, (Y_{n-k}' - Y', N) \leq 0]. \quad (4.4)$$

The above considerations are valid both for beta and beta’ polytopes. In the following, we consider the beta case. Changes needed in the beta’ case will be indicated at the end of the proof.

**Proof of the independence.** Observe that by (4.3), the random variable $\gamma(G, P)$ is certain function of the random points $Y', Y_1', \ldots, Y_{n-k}'$. Let us argue that this collection is independent of $I_A(X_1)/\sqrt{1 - h^2(A), \ldots, I_A(X_k)/\sqrt{1 - h^2(A)}$, where $h(A) = ||Y||$ is the distance from the origin to $A$, and $I_A : A \to \mathbb{R}^{k-1}$ is an isometry satisfying $I_A(Y) = 0$. This would prove the independence statement of Theorem 1.6. Recall that $Y_i' = I_{A^\perp}(\pi_{A^\perp}(X_{k+i}))$, $1 \leq i \leq n - k$, hence $Y_1', \ldots, Y_{n-k}'$ are functions of $X_{k+1}, \ldots, X_n$ and $A^\perp$. Since $I_A(X_1)/\sqrt{1 - h^2(A), \ldots, I_A(X_k)/\sqrt{1 - h^2(A)}$ are stochastically independent of $A$ by part (b) of Theorem 3.3, these random points are independent of $Y_1', \ldots, Y_{n-k}'$. They are also independent of $Y' = I_{A^\perp}(Y)$ because $\{Y\} = A \cap A^\perp$ is function of $A$ only.

**Joint distribution of the projected points.** Let us now describe the joint distribution of the points $Y', Y_1', \ldots, Y_{n-k}'$. We claim that

(a) $Y', Y_1', \ldots, Y_{n-k}'$ are independent points in $\mathbb{R}^{d-k+1}$,

(b) $Y_1', \ldots, Y_{n-k}'$ are i.i.d. with density $f_{d-k+1, \frac{2\beta+k-1}{2}}$,

(c) $Y'$ has density $f_{d-k+1, \gamma}$ with $\gamma = \frac{(2\beta+d+k-k-1)}{2}$.

To prove (a), observe that conditionally on $A^\perp$, the points $Y_i = I_{A^\perp}(\pi_{A^\perp}(X_{k+i}))$, $1 \leq i \leq n - k$, form an i.i.d. sample with density $f_{d-k+1, \frac{2\beta+k-1}{2}}$ by Lemma 3.1 (a). Again conditionally on $A^\perp$, the point $Y' = I_{A^\perp}(p(A))$ (where $Y = p(A)$ is the projection of the origin onto $A$) has the density $f_{d-k+1, \gamma}$ by Theorem 3.3 (c) and (d). Still conditioning on $A^\perp$, we observe that $Y' = I_{A^\perp}(\pi_{A^\perp}(X_1))$ is stochastically independent of the points $Y_i = I_{A^\perp}(\pi_{A^\perp}(X_{k+i}))$, $1 \leq i \leq n - k$. Thus, properties
(a), (b), (c) hold conditionally on $A^\perp$. Since the joint conditional distribution of $Y', Y'_1, \ldots, Y'_{n-k}$ does not depend on $A^\perp$, the statements hold in the unconditional sense, too.

**Proof of the formula for the external angle.** We are finally ready to compute the expected external angle. Since the joint distribution of $Y', Y'_1, \ldots, Y'_{n-k}$ does not change under orthogonal transformations of $\mathbb{R}^{d-k+1}$, we may rewrite (4.4) in the following form:

$$
\mathbb{E}_\gamma(G, P) = \mathbb{P}[\langle Y'_1 - Y', e \rangle \leq 0, \ldots, \langle Y'_{n-k} - Y', e \rangle \leq 0],
$$

where $e \in \mathbb{R}^{d-k+1}$ is any unit vector. Introducing the random variables $Z_i := \langle Y'_i, e \rangle$ and $Z := \langle Y, e \rangle$, we obtain

$$
\mathbb{E}_\gamma(G, P) = \mathbb{P}[Z_1 \leq Z, \ldots, Z_{n-k} \leq Z].
$$

(4.5)

Projecting $Y'$ and $Y'_1$ to $Z'$ and $Z'_1$ reduces the dimension by $d-k$. Now, by the above description of the joint law of $Y', Y'_1, \ldots, Y'_{n-k}$ and by Lemma 3.1(a), we have that

- (a) $Z, Z_1, \ldots, Z_{n-k}$ are independent random variables,
- (b) $Z_1, \ldots, Z_{n-k}$ are i.i.d. with density $\tilde{f}_{1, \frac{2\beta + d}{2}}$,
- (c) $Z$ has density $\tilde{f}_{1, \frac{(2\beta + d)k}{2}}$.

Conditioning on the event that $Z = t$ in the right-hand side of (4.5) and integrating, we obtain

$$
\mathbb{E}_\gamma(G, P) = \mathbb{P}[Z_1 \leq Z, \ldots, Z_{n-k} \leq Z] = \int_{-1}^{+1} c_1 \frac{(2\beta + d)k}{2} \left( \int_{-1}^{t} c_1 \frac{(2\beta + d)k}{2} \, ds \right)^{n-k} \, dt = I_{n,k}(2\beta + d),
$$

where we used (1.4) in the last equality. This completes the proof of the formula for the expected external angle in the beta case.

**The beta’ case** is analogous to the beta case, but this time everything is based on Theorem 3.6 and part (b) of Lemma 3.1. The joint distribution of $Y', Y'_1, \ldots, Y'_{n-k}$ is as follows:

- (a) $Y', Y'_1, \ldots, Y'_{n-k}$ are independent points in $\mathbb{R}^{d-k+1},$
- (b) $Y'_1, \ldots, Y'_{n-k}$ are i.i.d. with density $\tilde{f}_{d-k+1, \frac{2\beta + k+1}{2}},$
- (c) $Y'$ has density $\tilde{f}_{d-k+1, \gamma}$ with $\gamma = \frac{(2\beta - d)k + d - k + 1}{2}$.

By Lemma 3.1(b), the joint distribution of the one-dimensional projections $Z_i := \langle Y'_i, e \rangle$ and $Z := \langle Y', e \rangle$ is as follows:

- (a) $Z, Z_1, \ldots, Z_{n-k}$ are independent random variables,
- (b) $Z_1, \ldots, Z_{n-k}$ are i.i.d. with density $\tilde{f}_{1, \frac{2\beta - d}{2}},$
- (c) $Z$ has density $\tilde{f}_{1, \frac{(2\beta - d)k+1}{2}}$.

Recalling (4.5), conditioning on the event that $Z = t$ and integrating, we obtain

$$
\mathbb{E}_\gamma(G, P) = \mathbb{P}[Z_1 \leq Z, \ldots, Z_{n-k} \leq Z] = \int_{-\infty}^{+\infty} \tilde{c}_1 \frac{(2\beta - d)k+1}{2} (1 + t^2 - \frac{(2\beta - d)k+1}{2} \left( \int_{-\infty}^{t} \tilde{c}_1 \frac{2\beta - d+1}{2} \, ds \right)^{n-k} \, dt = \tilde{I}_{n,k}(2\beta - d),
$$

where we used (1.9) in the last equality. This completes the proof in the beta’ case. \qed
4.2 Internal angles under change of dimension

To motivate the next theorem, consider a d-dimensional simplex \([Z_1, \ldots, Z_{d+1}]\) in a Euclidean space \(\mathbb{R}^{d+\ell}\), where \(\ell \in \mathbb{N}_0\). Let first \(Z_1, \ldots, Z_{d+1}\) be i.i.d. with the beta distribution \(f_{d+\ell, \beta}\). Naïvely, one might conjecture that the expected internal angle at a face of some fixed dimension \(k\) does not depend on the choice of \(\ell \in \mathbb{N}_0\). Indeed, this angle does not depend on whether we consider the simplex as embedded into \(\mathbb{R}^{d+\ell}\) or into its own \(d\)-dimensional affine hull \(A = \text{aff}(Z_1, \ldots, Z_{d+1})\), and the beta density preserves its form when restricted to affine subspaces (up to scaling, which does not change the angle). However, as we know from Theorem 3.3, the joint distribution of \(Z_1, \ldots, Z_{d+1}\) inside their own affine hull involves an additional “Blaschke–Petkantschin term” \(\Delta^\ell(Z_1, \ldots, Z_{d+1})\), which is why the above argument breaks down. In the next theorem we show that in order to make the expected internal angle independent of the dimension of the space the simplex is embedded in, we have to decrease the parameter of the beta distribution by \(\frac{\ell}{2}\) each time we increase the dimension by 1.

**Theorem 4.1.** Let \(X_1, \ldots, X_{d+1}\) be i.i.d. random points in \(\mathbb{R}^{d+\ell}\) with the beta distribution \(f_{d+\ell, \beta-\frac{\ell}{2}}\), where \(\ell \in \mathbb{N}_0\) and \(\beta - \frac{\ell}{2} \geq -1\). Then, for all \(k \in \{1, \ldots, d\}\), we have

\[
\mathbb{E}\beta([X_1, \ldots, X_k], [X_1, \ldots, X_{d+1}]) = J_{d+1,k}(\beta)
\]

where \(J_{d+1,k}(\beta)\) is given by (1.5). That is, the expected internal angle does not depend on \(\ell \in \mathbb{N}_0\) as long as \(\beta - \frac{\ell}{2} \geq -1\). Similarly, if \(X_1, \ldots, X_{d+1}\) are i.i.d. points in \(\mathbb{R}^{d+\ell}\) with the beta-type density \(\tilde{f}_{d+\ell, \beta+\frac{\ell}{2}}\), where \(\ell \in \mathbb{N}_0\) and \(\beta > \frac{d-1}{2}\), then the above expected internal angle equals \(J_{d+1,k}(\beta)\) defined in (4.10) and thus does not depend on the choice of \(\ell \in \mathbb{N}_0\).

**Proof.** For concreteness, we consider the beta case. The main tool in the proof is Lemma 3.1 that states that the projection of \([X_1, \ldots, X_{d+1}]\) to \(\mathbb{R}^d\) is a full-dimensional simplex whose vertices are i.i.d. with distribution \(f_{d, \beta}\). We have to relate the expected internal angles of \([X_1, \ldots, X_{d+1}]\) to those of its projection.

In Section 4.1 especially in Equation (4.1), we have shown (with a different notation) that

\[
\beta([X_1, \ldots, X_k], [X_1, \ldots, X_{d+1}]) = \alpha(\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)),
\]

where

(a) \(V, V_1, \ldots, V_{d+1-k}\) are independent points in \(\mathbb{R}^{d+\ell-k+1}\) such that

(b) \(V_1, \ldots, V_{d+1-k}\) are i.i.d. with distribution \(f_{d+\ell-k+1, \frac{2\beta-\ell+k-1}{2}}\) and

(c) \(V\) has distribution \(f_{d+\ell-k+1, \gamma}\) with \(\gamma = \frac{(2\beta-\ell+d+\ell)k+k-d-\ell-1}{2} = \frac{(2\beta+d)k+k-d-1-\ell}{2}\).

Note that an increase of the dimension by \(\ell\) is always accompanied by a decrease of the beta-parameter by \(\frac{\ell}{2}\). Let \(\Pi : \mathbb{R}^{d+\ell-k+1} \to \mathbb{R}^{d-k+1}\) be the orthogonal projection defined by

\[
\Pi(x_0, x_1, \ldots, x_{d+\ell-k}) = (x_0, x_{\ell+1}, \ldots, x_{d+\ell-k}), \quad (x_0, \ldots, x_{d+\ell-k}) \in \mathbb{R}^{d+\ell-k+1}.
\]

By Lemma 3.1 (a), the joint distribution of the points \(W := \Pi V, W_1 := \Pi V_1, \ldots, W_{d+1-k} := \Pi V_{d+1-k}\) can be described as follows:

(a) \(W, W_1, \ldots, W_{d+1-k}\) are independent points in \(\mathbb{R}^{d-k+1}\),

(b) \(W_1, \ldots, W_{d+1-k}\) are i.i.d. with distribution \(f_{d-k+1, \frac{2\beta+k-1}{2}}\),

(c) \(W\) has distribution \(f_{d-k+1, \gamma'}\) with \(\gamma' = \frac{(2\beta+d)k+k-d-1}{2}\).
In particular, their distribution does not depend on $\ell$. To prove the theorem, it suffices to show that
\[
\mathbb{E}\alpha(\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)) = \mathbb{E}\alpha(\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W)). \tag{4.7}
\]
Since this identity becomes trivial for $\ell = 0$, we shall henceforth assume that $\ell \in \mathbb{N}$. Using the definition of the solid angle, we have
\[
2 \mathbb{E}\alpha(\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W)) = \mathbb{P}[\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W) \cap L_1 \neq \{0\}],
\]
where $L_1 \in G(d-k+1, 1)$ is a uniformly distributed random line passing through the origin which is independent of everything else. Since the probability law of the cone pos$(W_1 - W, \ldots, W_{d+1-k} - W)$ is invariant under orthogonal transformations, we can replace $L_1$ by any fixed line, which leads to
\[
2 \mathbb{E}\alpha(\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W)) = \mathbb{P}[\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W) \cap \text{lin}(e_0) \neq \{0\}],
\]
where $e_0, e_1, \ldots, e_{d-k}$ is the standard orthonormal basis of $\mathbb{R}^{d-k+1}$. On the other hand, using the properties of conic intrinsic volumes and the conic Crofton formula, see, in particular, (2.3) and [24], we can write
\[
2 \mathbb{E}\alpha(\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)) = 2 \mathbb{E}\alpha_{d-k+1}(\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)) = 2 \mathbb{E}\alpha_{d-k+1}(\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)) = \mathbb{P}[\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V) \cap L_{\ell+1} \neq \{0\}],
\]
where $L_{\ell+1}' \in G(d + \ell - k + 1, \ell + 1)$ is a random, uniformly distributed $(\ell + 1)$-dimensional linear subspace of $\mathbb{R}^{d+\ell-k+1}$ that is independent of everything else. Once again by rotational invariance of the probability law of the random cone pos$(V_1 - V, \ldots, V_{d+1-k} - V)$, we can replace $L_{\ell+1}'$ by an arbitrary deterministic $(\ell + 1)$-dimensional linear subspace of our choice, which leads to
\[
2 \mathbb{E}\alpha(\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)) = \mathbb{P}[\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V) \cap \text{lin}(e_0, e_1, \ldots, e_\ell) \neq \{0\}], \tag{4.8}
\]
where $e_0, e_1, \ldots, e_{d+\ell-k}$ is the standard orthonormal basis of $\mathbb{R}^{d+\ell-k+1}$. Recalling that $W = IV$ and $W_i = IV_i$ for $i \in \{1, \ldots, d - k + 1\}$, and using the definition of the orthogonal projection $\Pi$ given in (4.6), we arrive at
\[
2 \mathbb{E}\alpha(\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W)) = \mathbb{P}[\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W) \cap \text{lin}(e_0) \neq \{0\}] = \mathbb{P}[\Pi \text{pos}(V_1 - V, \ldots, V_{d+1-k} - V) \cap (\text{lin}(e_0) \setminus \{0\}) \neq \emptyset] = \mathbb{P}[\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V) \cap \Pi^{-1}(\text{lin}(e_0) \setminus \{0\}) \neq \emptyset].
\]
Now, $\Pi^{-1}(\text{lin}(e_0) \setminus \{0\}) = \text{lin}(e_0, e_1, \ldots, e_\ell) \setminus \text{lin}(e_1, \ldots, e_\ell)$. Thus, we can write
\[
2 \mathbb{E}\alpha(\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W)) = \mathbb{P}[\exists v \in (\text{lin}(e_0, e_1, \ldots, e_\ell) \setminus \{0\}) \setminus (\text{lin}(e_1, \ldots, e_\ell) \setminus \{0\}) : v \in \text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)].
\]
However, by rotational invariance of the involved distributions, the $(d + 1 - k)$-dimensional linear space $\text{lin}(V_1 - V, \ldots, V_{d+1-k} - V)$ has the uniform distribution $\nu_{d+1-k}$ on the Grassmannian $G(d+\ell-k+1, d+1-k)$. So, [14] Lemma 13.2.1 implies that the intersection of $\text{lin}(V_1 - V, \ldots, V_{d+1-k} - V)$ with the $\ell$-dimensional linear space $E := \text{lin}(e_1, \ldots, e_\ell)$ in $\mathbb{R}^{d+\ell-k+1}$ is $\{0\}$ with probability 1. Indeed,
\[
\mathbb{P}[\text{lin}(V_1 - V, \ldots, V_{d+1-k} - V) \cap E \neq \{0\}] = \int_{\text{SO}(d+\ell-k+1)} \mathbbm{1}_{\{\dim(\text{lin}(e_{\ell+1}, \ldots, e_{d+\ell-k+1}) \cap E) > 0\}} \nu(d\vartheta) = 0,
\]
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where \( \text{SO}(d + \ell - k + 1) \) is the special orthogonal group in \( \mathbb{R}^{d+\ell-k+1} \) with its unique invariant Haar probability measure \( \nu \). It follows that
\[
2 \mathbb{E} \alpha(\text{pos}(W_1 - W, \ldots, W_{d+1-k} - W)) = \mathbb{P}[\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V) \cap \text{lin}(e_0, e_1, \ldots, e_\ell) \neq \{0\}]
= 2 \mathbb{E} \alpha(\text{pos}(V_1 - V, \ldots, V_{d+1-k} - V)),
\]
where we used (4.8) in the last step. This proves (4.7) and completes the proof of Theorem 4.1 in the beta case.

The proof in the beta’ case is similar, but this time an increase of the dimension by \( \ell \) is always accompanied by an increase of the beta’-parameter by \( \frac{\ell}{2} \), see Lemma 3.1 (b).

\[\square\]

Remark 4.2. Returning to the discussion at the beginning of this section, we can equivalently restate Theorem 4.1 as follows. Let \( Y_1, \ldots, Y_{d+1} \) be (in general, stochastically dependent) random points in \( \mathbb{R}^d \) whose joint density is proportional to
\[
\Delta^\ell(y_1, \ldots, y_{d+1}) \prod_{i=1}^{d+1} f_{\beta, \frac{\ell}{2}}(y_i).
\]
Then, the expected internal angle \( \mathbb{E} \beta([Y_1, \ldots, Y_k], [Y_1, \ldots, Y_{d+1}]) \) does not depend on the choice of \( \ell \in \mathbb{N}_0 \), as long as \( \beta - \frac{\ell}{2} \geq -1 \). Indeed, by Theorem 3.3, the joint distribution of \( X_1, \ldots, X_{d+1} \) inside their own affine hull \( \text{aff}(X_1, \ldots, X_{d+1}) \) is the same as the joint distribution of \( Y_1, \ldots, Y_{d+1} \) up to rescaling, which does not change internal angles. A similar statement also holds in the beta’ case.

4.3 Analytic continuation

One of the main ideas used in our proofs is to raise the dimension. More precisely, we shall view the beta polytope \( P^\beta_{n,d} \subset \mathbb{R}^d \) as a projection of \( P^\beta_{n,d+1} \subset \mathbb{R}^{d+1} \); see Lemma 3.1 (a). Since raising the dimension must be accompanied by lowering the parameter \( \beta \), such a representation is possible for \( \beta \geq -\frac{1}{2} \) only. For example the uniform distribution on \( \mathbb{S}^{d-1} \) (corresponding to \( \beta = -1 \)) cannot be represented as a projection of a higher-dimensional beta distribution. It is for this reason that our proofs work for \( \beta > -\frac{1}{2} \) only. In order to extend the results to the full range \( \beta \geq -1 \), we shall use analytic continuation. To this end, we need to show that the functionals we are interested in, such as the expected internal angles of beta simplices, can be viewed as analytic functions of \( \beta \).

The following lemma makes this precise and will be applied several times below. Observe that for any fixed \( x \in \mathbb{B}^d \), we can consider
\[
f_{d,z}(x) = \frac{\Gamma \left( \frac{d}{2} + z + 1 \right)}{\pi^{\frac{d}{2}} \Gamma(z + 1)} (1 - \|x\|^2)^z
\]
as an analytic function of the complex variable \( z \) on the half-plane \( H_{-1} := \{ z \in \mathbb{C} : \text{Re} \ z > -1 \} \).

**Lemma 4.3.** Fix \( d \in \mathbb{N}, n \in \mathbb{N}, \) and let \( \varphi : (\mathbb{B}^d)^n \to \mathbb{R} \) be a bounded measurable function. Then the function
\[
\mathcal{I}(z) := \int_{(\mathbb{B}^d)^n} \varphi(x_1, \ldots, x_n) \left( \prod_{i=1}^{n} f_{d,z}(x_i) \right) \lambda_d(dx_1) \ldots \lambda_d(dx_n)
\]
is analytic on the half-plane \( H_{-1} \).

**Proof.** If \( K \subset H_{-1} \) is a compact set, then there is a constant \( C(K) \) depending only on \( K \) such that
\[
|f_{d,z}(x)| = \left| \frac{\Gamma \left( \frac{d}{2} + z + 1 \right)}{\pi^{\frac{d}{2}} \Gamma(z + 1)} (1 - \|x\|^2)^z \right| \leq C(K)(1 - \|x\|^2)^{\text{Re} z} \tag{4.9}
\]
for all $x \in \mathbb{B}^d$ and $z \in K$. Since $\varphi$ is bounded and the function $(1 - \|x\|^2)\text{Re }z$ is integrable over $\mathbb{B}^d$ for $\text{Re }z > -1$, the function $I(z)$ is well-defined.

**Continuity.** In a next step, we claim that $I(z)$ is continuous on $H_{-1}$. To prove this, take a sequence $(z_k)_{k \in \mathbb{N}} \subset H_1$ with $z_k \rightarrow z \in H_1$, as $k \rightarrow \infty$. Then,

$$|I(z) - I(z_k)| \leq \int_{(\mathbb{B}^d)^n} |\varphi(x_1, \ldots, x_n)| \left| \prod_{i=1}^n f_{d,z_i}(x_i) - \prod_{i=1}^n f_{d,z_k}(x_i) \right| \lambda_d(dx_1) \ldots \lambda_d(dx_n).$$

For every fixed $x_1, \ldots, x_n$ and as $k \rightarrow \infty$, the integrand converges to 0, because $\lim_{k \rightarrow \infty} f_{d,z_k}(x_i) = f_{d,z}(x_i)$ for all $x_1, \ldots, x_n \in \mathbb{B}^d$. Moreover, recall that $\varphi$ is bounded and observe that by the triangle inequality and (4.9),

$$\left| \prod_{i=1}^n f_{d,z_i}(x_i) - \prod_{i=1}^n f_{d,z_k}(x_i) \right| \leq C(K)\prod_{i=1}^n (1 - \|x_i\|^2)\text{Re }z + C(K)\prod_{i=1}^n (1 - \|x_i\|^2)^a$$

with $K = \{z, z_1, \ldots\}$ being compact and $a := \inf_{k \in \mathbb{N}} \text{Re }z_k > -1$. Since the function $(1 - \|x_i\|^2)^a$ is integrable over $\mathbb{B}^d$ for $a > -1$, the dominated convergence theorem applies, thus proving that $I(z_k) \rightarrow I(z)$, as $k \rightarrow \infty$. Hence, $I(z)$ is continuous.

**Analyticity.** To prove that $I(z)$ is analytic, let $\gamma \subset H_{-1}$ be any triangular contour. By Morera’s theorem [42, Theorem 10.17] it suffices to show that

$$\oint_{\gamma} I(z) \, dz = 0.$$ But since the function $z \mapsto \prod_{i=1}^n f_{d,z}(x_i)$ is analytic on $H_{-1}$ for all $x_1, \ldots, x_n \in \mathbb{B}^d$, Cauchy’s integral theorem [42, Theorem 10.14] implies that, for all $x_1, \ldots, x_n \in \mathbb{B}^d$,

$$\oint_{\gamma} \prod_{i=1}^n f_{d,z}(x_i) \, dz = 0.$$ 

Since $\varphi$ is bounded, for every $z \in \gamma$ and $x_1, \ldots, x_n \in \mathbb{B}^d$ we have

$$\left| \varphi(x_1, \ldots, x_n) \left( \prod_{i=1}^n f_{d,z_i}(x_i) \right) \right| \leq \sup_{x_1, \ldots, x_n \in \mathbb{B}^d} |\varphi(x_1, \ldots, x_n)| \cdot C(\gamma)^n \prod_{i=1}^n (1 - \|x_i\|^2)^b,$$

where $b := \inf_{z \in \gamma} \text{Re }z > -1$. Since the function $(1 - \|x_i\|^2)^b$ is integrable over $\mathbb{B}^d$ for $b > -1$, we may interchange the order of integration by Fubini’s theorem, which yields

$$\oint_{\gamma} I(z) \, dz = \int_{(\mathbb{B}^d)^n} \varphi(x_1, \ldots, x_n) \left( \oint_{\gamma} \prod_{i=1}^n f_{d,z}(x_i) \, dz \right) \lambda_d(dx_1) \ldots \lambda_d(dx_n) = 0.$$ Note that since $\gamma$ is a triangle, the contour integral can be reduced to usual Lebesgue integrals, which justifies the above use of Fubini’s theorem. The argument is complete.

**Corollary 4.4.** The function $J_{m,\ell}(\alpha)$, originally defined in Theorem 1.3 for real $\alpha > -1$, admits an extension to an analytic function on the half-plane $H_{-1} = \{z \in \mathbb{C} : \text{Re }z > -1\}$.

**Proof.** Apply Lemma 1.3 with $d = m - 1$, $n = m$ and $\varphi(x_1, \ldots, x_m) = \beta([x_1, \ldots, x_{\ell}], [x_1, \ldots, x_m])$, which is bounded by 1 and measurable.

**Corollary 4.5.** The function $\beta \mapsto \mathbb{E}f_k(P_{n,d}^\beta)$, originally defined for real $\beta > -1$, admits an extension to an analytic function on the half-plane $H_{-1} = \{z \in \mathbb{C} : \text{Re }z > -1\}$.

**Proof.** Apply Lemma 1.3 with $\varphi(x_1, \ldots, x_n) = f_k([x_1, \ldots, x_n])$, which is bounded by $\binom{n}{k+1}$.

**Remark 4.6.** Observe that the problem mentioned at the beginning of the section does not arise in the beta’ case since by Lemma 3.1 (b) we can represent $\tilde{P}_{n,d}^\beta$ as a projection of $P_{n,d}^{\beta+1/2}$ for any $\beta > \frac{d}{2}$ and the new parameters also satisfy $\beta + \frac{1}{2} > \frac{d+1}{2}$. This is why we only treated the beta case here.
4.4 Expected $f$-vector

In this section we prove Theorems 1.2 and 1.14.

**Proof of Theorem 1.2.** We are going to compute the expected $f$-vector of $P_{n,d}^β$. To this end, we shall represent this polytope as a random projection of a higher-dimensional polytope and then use the formula from Proposition 2.2.

**Geometric argument.** We take some $\ell \in \mathbb{N}$, assume that $β - \frac{\ell}{2} > -1$ and consider the random polytope $P_{n,d+\ell}^{β-\frac{\ell}{2}}$ in $\mathbb{R}^{d+\ell}$. Independently, let $L_d$ be a random, uniformly distributed $d$-dimensional linear subspace in $\mathbb{R}^{d+\ell}$ and denote by $Π_d$ the orthogonal projection on $L_d$. By Lemma 3.1(a) we have that

$$f_k(Π_dP_{n,d+\ell}^{β-\frac{\ell}{2}}) \overset{d}{=} f_k(P_{n,d}^β),$$

(4.10)

In particular, the expectations of these quantities are equal. On the other hand, by Proposition 2.2 we have that

$$E\left[f_k(Π_dP_{n,d+\ell}^{β-\frac{\ell}{2}})|P_{n,d+\ell}^{β-\frac{\ell}{2}}\right] = 2 \sum_{s=0}^{\infty} \sum_{G \in F_{d-2s-1}(P_{n,d+\ell}^{β-\frac{\ell}{2}})} \gamma(G, P_{n,d+\ell}^{β-\frac{\ell}{2}}) \sum_{F \in F_k(G)} \beta(F, G).$$

In the following we consider only terms with $d - 2s \geq 1$ because all remaining terms are equal to 0. All $(d - 2s - 1)$-dimensional faces of $P_{n,d+\ell}^{β-\frac{\ell}{2}}$ have the form $G = [X_{i_1}, \ldots, X_{i_{d-2s}}]$ for some indices $1 \leq i_1 < \ldots < i_{d-2s} \leq n$. By symmetry, the contributions of all these faces are equal, so we may just take $G = [X_1, \ldots, X_{d-2s}]$ (on the event that this is indeed a face) and write

$$E\left[f_k(Π_dP_{n,d+\ell}^{β-\frac{\ell}{2}})|P_{n,d+\ell}^{β-\frac{\ell}{2}}\right] = 2 \sum_{s=0}^{\infty} \binom{n}{d - 2s} E\left[\gamma(G, P_{n,d+\ell}^{β-\frac{\ell}{2}}) \mathbb{1}_{\{G \in F_{d-2s-1}(P_{n,d+\ell}^{β-\frac{\ell}{2}})\}} \sum_{F \in F_k(G)} \beta(F, G)\right].$$

By (4.10) and the independence part of Theorem 1.6 (which is a crucial step in this proof allowing us to treat external and internal angles separately), we have

$$E[f_k(P_{n,d}^β)|P_{n,d}^β] = E\left[f_k(Π_dP_{n,d+\ell}^{β-\frac{\ell}{2}})|P_{n,d+\ell}^{β-\frac{\ell}{2}}\right]$$

$$= 2 \sum_{s=0}^{\infty} \binom{n}{d - 2s} E\left[\gamma(G, P_{n,d+\ell}^{β-\frac{\ell}{2}}) \mathbb{1}_{\{G \in F_{d-2s-1}(P_{n,d+\ell}^{β-\frac{\ell}{2}})\}} \sum_{F \in F_k(G)} \beta(F, G)\right].$$

By Theorem 1.6 and recalling the convention that the external angle is 0 if $G$ is not a face, we obtain

$$E\left[\gamma(G, P_{n,d+\ell}^{β-\frac{\ell}{2}}) \mathbb{1}_{\{G \in F_{d-2s-1}(P_{n,d+\ell}^{β-\frac{\ell}{2}})\}}\right] = I_{n,d-2s} \left(2 \left(β - \frac{\ell}{2}\right) + d + \ell\right)$$

$$= I_{n,d-2s}(2β + d).$$

Also, recalling that $G$ is the convex hull of i.i.d. random points $X_1, \ldots, X_{d-2s}$ in $\mathbb{R}^{d+\ell}$ with density
For the above argument, the value of \( \ell \in \mathbb{N} \) was irrelevant, so that we can take \( \ell = 1 \). Because of the restriction on \( \beta \) at the very beginning of the argument, the proof so far only covers the case where \( \beta > -\frac{1}{2} \).

**Analytic continuation: Proof for \( \beta > -1 \).** To extend the result to all \( \beta > -1 \) we argue by analytic continuation. For that purpose we first recall that by Corollary 4.5 the function \( \beta \mapsto \mathbb{E} f_k(P_{n,d}^\beta) \) admits an analytic continuation to \( \beta \in H_{-1} = \{ z \in \mathbb{C} : \text{Re } z > -1 \} \). On the other hand, also the right-hand side in \( (4.11) \) admits an analytic extension to \( \beta \in H_{-1} \). Indeed, for \( J_{d-2s,k+1}(\beta + s + \frac{1}{2}) \) this was observed in Corollary 4.4. For \( I_{n,d-2s}(2\beta + d) \) this follows from the identity

\[
I_{n,d-2s}(2\beta + d) = \mathbb{E} \gamma([X_1, \ldots, X_{d-2s}], [X_1, \ldots, X_n]), \quad \beta > -1,
\]

where \( X_1, \ldots, X_n \) are i.i.d. with density \( f_{d,\beta} \) (see Theorem 1.6) and Lemma 4.3 with \( \varphi(x_1, \ldots, x_n) = \gamma([x_1, \ldots, x_{d-2s}], [x_1, \ldots, x_n]) \). Hence, by the uniqueness of analytic continuation (see [32 Corollary to Theorem 10.18]), these two expressions must coincide for all \( \beta \in (-1, \infty) \), since they already coincide for all \( \beta \in (-\frac{1}{2}, \infty) \).

**Continuity: Proof for \( \beta = -1 \).** To prove that \( (4.11) \) also holds in the limiting case \( \beta = -1 \) corresponding to the uniform distribution on \( S^d-1 \), we shall argue that both sides of \( (4.11) \) are continuous at \( \beta = -1 \). Regarding the left-hand side, we claim that

\[
\lim_{\beta \downarrow -1} \mathbb{E} f_k(P_{n,d}^\beta) = \mathbb{E} f_k(P_{n,d}^{-1})
\]

for all \( d \geq 2, n \geq d + 1 \) and \( k \in \{0, 1, \ldots, d-1\} \). To prove this, we observe that the mapping \((x_1, \ldots, x_n) \mapsto f_k([x_1, \ldots, x_n])\) from \( \mathbb{B}^d \) to \( \{0, 1, 2, \ldots\} \) is continuous on the set \( \text{GP}_{n,d} \) of all tuples \((x_1, \ldots, x_n)\) that are in general position (meaning that no \( d + 1 \) points are located on a common affine hyperplane); see also [32 Lemma 4.1]. Let \( X_1^{(\beta)}, \ldots, X_n^{(\beta)} \in \mathbb{B}^d \) be i.i.d. random points with the beta density \( f_{d,\beta} \) (if \( \beta > -1 \)) or with the uniform distribution on \( S^d-1 \) (if \( \beta = -1 \)). From the proof of [32 Proposition 3.9] we conclude that we have the convergence in distribution

\[
(X_1^{(\beta)}, \ldots, X_n^{(\beta)}) \xrightarrow{d} (X_1^{(-1)}, \ldots, X_n^{(-1)}),
\]

as \( \beta \downarrow -1 \). Also, almost surely, \((X_1^{(-1)}, \ldots, X_n^{(-1)}) \in \text{GP}_{n,d} \). The continuous mapping theorem then yields that

\[
f_k(P_{n,d}^\beta) \xrightarrow{d} f_k(P_{n,d}^{-1}),
\]

as \( \beta \downarrow -1 \). Moreover, since almost surely \( f_k(P_{n,d}^\beta) \leq \binom{n}{k+1} \) for all \( \beta \geq -1 \), we conclude from this that \( (4.12) \) holds.
It remains to prove that the right-hand side of (4.11) is also continuous at $\beta = -1$. Indeed, for $J_{d-2s,k+1}(\beta + s + \frac 12)$ we even proved analyticity since $\beta + s + \frac 12 \geq -\frac 12$, while for $I_{n,d-2s}(2\beta + d)$ the continuity follows from the defining integral representation (1.4) since $2\beta + d \geq d - 2 \geq 0$ for $d \geq 2$. Having proved that both sides are continuous at $\beta = -1$, we conclude that (4.11) indeed holds for $\beta = -1$.

**Proof of Theorem 1.14.** The proof for the beta’ case is line by line the same as the one for Theorem 1.2 given before. In addition to the distributional equality

$$f_k(\Pi_d \tilde P_{n,d+\ell}^\beta) \overset{d}{=} f_k(\tilde P_{n,d}^\beta),$$

that follows from Lemma 3.1 (b), one now uses Theorem 1.16 instead of Theorem 1.6 and the beta’ case of Theorem 4.1. No analytic continuation and continuity arguments are needed in this case.

### 4.5 Proof of the monotonicity

In this section we prove Theorems 1.5 and 1.15. Fix $d \geq 2$, $n \geq d + 1$ and $k \in \{0, 1, \ldots, d - 1\}$. Our aim is to prove that $\mathbb E f_k(P_{n,d}^\beta) < \mathbb E f_k(P_{n+1,d}^\beta)$ and $\mathbb E f_k(\tilde P_{n,d}^\beta) < \mathbb E f_k(\tilde P_{n+1,d}^\beta)$. In view of the formulae

$$\mathbb E f_k(P_{n,d}^\beta) = 2 \sum_{s=0}^{\infty} \left( \frac{n}{d-2s} \right) I_{n,d-2s}(2\beta + d) J_{d-2s,k+1}(\beta + s + \frac 12),$$

$$\mathbb E f_k(\tilde P_{n,d}^\beta) = 2 \sum_{s=0}^{\infty} \left( \frac{n}{d-2s} \right) \tilde I_{n,d-2s}(2\beta - d) \tilde J_{d-2s,k+1}(\beta - s + \frac 12),$$

that follow from Theorem 1.2 and Theorem 1.14, respectively, it suffices to show that

$$\left( \frac{n}{m} \right) I_{n,m}(\alpha) \leq \left( \frac{n+1}{m} \right) I_{n+1,m}(\alpha)$$

and

$$\left( \frac{n}{m} \right) \tilde I_{n,m}(\alpha) \leq \left( \frac{n+1}{m} \right) \tilde I_{n+1,m}(\alpha)$$

for all $\alpha \geq 0$ and $m \in \{1, \ldots, n-1\}$ with strict inequality holding if $m \neq 1$. Note that we do not need to consider the case $m = 0$, since the term with $d - 2s = 0$ vanishes because then $(d-2s)_{k+1} = 0$. Recall from Theorems 1.2 and 1.14 that

$$\left( \frac{n}{m} \right) I_{n,m}(\alpha) = \left( \frac{n}{m} \right) \int_{-1}^{+1} c_{1, \frac{m-1}{2}}(1-t^2)^{-\frac{m-1}{2}} \left( \int_{-1}^{t} c_{1, \frac{s}{2}}(1-s^2)^{-\frac{s}{2}} \, ds \right)^{n-m} \, dt,$$

$$\left( \frac{n}{m} \right) \tilde I_{n,m}(\alpha) = \left( \frac{n}{m} \right) \int_{-\infty}^{+\infty} \tilde c_{1, \frac{m+1}{2}}(1+t^2)^{-\frac{m+1}{2}} \left( \int_{-\infty}^{t} \tilde c_{1, \frac{s}{2}}(1+s^2)^{-\frac{s}{2}} \, ds \right)^{n-m} \, dt.$$

Note that the factors $c_{1, \frac{m-1}{2}}$ and $\tilde c_{1, \frac{m+1}{2}}$ appearing in the above formulae are strictly positive and do not depend on $n$. For this reason, these factors do not play any essential role in the sequel. To simplify the notation, we introduce the distribution function $F(t) = \int_{-\infty}^{t} f(s) \, ds$, where $f$ is the probability density on $\mathbb R$ given by

$$f(s) = \begin{cases} f_{1, \frac{m}{2}}(s) = c_{1, \frac{m}{2}}(1-s^2)^{-\frac{m}{2}} \mathbb I_{\{\|s\| < 1\}}, & \text{in the beta case,} \\ \tilde f_{1, \frac{m+1}{2}}(s) = \tilde c_{1, \frac{m+1}{2}}(1+s^2)^{-\frac{m+1}{2}}, & \text{in the beta’ case.} \end{cases}$$

Let first $m = 1$. For concreteness, we consider the beta case. From (4.15) we have

$$\left( \frac{n}{1} \right) I_{n,1}(\alpha) = n \int_{-1}^{+1} f(t) F^{n-1}(t) \, dt = 1.$$
So, for \( m = 1 \), both sides of (4.13) are equal to 1. The beta’ case is similar.
Let in the following \( m \in \{2, \ldots, n - 1\} \). From (4.15) and (4.16) we see that it is necessary to study
monotonicity in \( n \) for expressions of the form
\[
g_{n,m} := \left(\frac{n}{m}\right) \int_{-\infty}^{+\infty} f^{(m-1)\gamma+1}(t)F^{n-m}(t)dt,
\]
where \( \gamma = \frac{\alpha}{\alpha + 1} \) with \( \alpha = 2\beta + d \) in the beta case and \( \gamma = \frac{\alpha}{\alpha + 1} \) with \( \alpha = 2\beta - d \) in the beta’ case.
Note that \( \alpha \geq 0 \) in both cases. Below, we shall consider the beta case with \( \alpha = 1 \) separately, so
let us assume that \( \gamma \) is well-defined.

**Lemma 4.7.** Assume that \( f \) is a probability density on \( \mathbb{R} \) that is strictly positive and continuously
differentiable on some non-empty open interval \( I \subset \mathbb{R} \) (which is allowed to coincide with the whole
real line \( \mathbb{R} \)) and zero on \( \mathbb{R} \setminus I \). If \( \gamma \in \mathbb{R} \) and the function \( \gamma f^{\gamma-2}(t)f'(t) \) is strictly decreasing on \( I \),
then
\[ g_{n+1,m} > g_{n,m} \]
for all \( m \in \{2, 3, \ldots\} \) and \( n \in \{m, m+1, \ldots\} \).

For the proof we need the following slightly corrected version of Lemma 5 from [9].

**Lemma 4.8.** Let \( h, g, L : (0, 1) \to \mathbb{R} \) be three functions such that
(a) \( h \) is non-negative, measurable, and \( 0 < \int_0^1 h(s)ds < \infty \);
(b) \( g \) is linear, with negative slope and a root at \( s^* \in (0, 1) \),
(c) \( L \) is non-negative and strictly concave on \( (0, 1) \).

Then, for all \( m > 1 \),
\[
\int_0^1 h(s)g(s)L^{m-1}(s)ds > \int_0^1 h(s)g(s)\left(\frac{L(s^*)}{s^*}\right)^{m-1}ds.
\]

**Proof of Lemma 4.7.** Observe that under the assumptions of the lemma the distribution function
\( F \) is strictly increasing and continuously differentiable on \( I \). The tail function \( \bar{F}(t) = 1 - F(t) \) has
thus a well-defined inverse \( F^{-1} \). Using the definition of \( g_{n,m} \) and then the substitution \( \bar{F}(t) = s \),
we arrive at
\[
g_{n+1,m} - g_{n,m} = \int_I f^{(m-1)\gamma+1}(t)\left[\left(\frac{n+1}{m}\right)F(t) - \left(\frac{n}{m}\right)\right]F(t)^{-m}dt
= \int_0^1 f^{(m-1)\gamma}(\bar{F}^{-1}(s))\left[\left(\frac{n+1}{m}\right)(1-s) - \left(\frac{n}{m}\right)\right](1-s)^{-m}ds.
\]

Now, we define
\[
h(s) := (1-s)^{n-m}, \quad g(s) := \left(\frac{n+1}{m}\right)(1-s) - \left(\frac{n}{m}\right) \quad \text{and} \quad L(s) := f^{-1}(\bar{F}^{-1}(s))
\]
for \( s \in (0, 1) \). Clearly, the function \( h \) is measurable, strictly positive and bounded, the function
\( g \) is linear, has negative slope and root at \( s^* = m/(n+1) \in (0, 1) \). Moreover, the function \( L \) is
positive and we shall argue that \( L \) is also strictly concave. Indeed, by the chain rule its derivative equals
\[
L'(s) = -\gamma f^{-2}(\bar{F}^{-1}(s))f'(\bar{F}^{-1}(s)),
\]
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which is strictly decreasing because $-\gamma f(t)\gamma^{-2}f'(t)$ is increasing and $F^{-1}(s)$ is decreasing. Thus, Lemma 4.8 can be applied to deduce that

$$g_{n+1,m} - g_{n,m} = \int_0^1 L^{m-1}(s)g(s)h(s)\,ds$$

$$> \left(\frac{L(s_0^+)}{s^*}\right)^{m-1} \int_0^1 s^{m-1}g(s)h(s)\,ds$$

$$= \left(\frac{L(s_0^+)}{s^*}\right)^{m-1} \int_0^1 s^{m-1}\left[\frac{(n+1)}{m}(1-s) - \frac{(n)}{m}\right](1-s)^{n-m}\,ds$$

$$= \left(\frac{L(s_0^+)}{s^*}\right)^{m-1}\left(\frac{n+1}{m}\right) \left\{ \int_0^1 s^{m-1}(1-s)^{n+1-m}\,ds \right\}$$

$$- \frac{n-m+1}{n+1} \int_0^1 s^{m-1}(1-s)^{n-m}\,ds$$

$$= \left(\frac{L(s_0^+)}{s^*}\right)^{m-1}\left(\frac{n+1}{m}\right) \left[ B(m, n-m+2) - \frac{n-m+1}{n+1} B(m, n-m+1) \right],$$

where $B(x, y) = \int_0^1 s^{x-1}(1-s)^{y-1}\,ds$, $x, y > 0$, is Euler’s beta function. Since $B(x, y + 1) = \frac{y}{x+y}B(x, y)$, the last expression in square brackets is equal to zero. Hence, $g_{n+1,m} - g_{n,m} > 0$, which is the desired inequality.

**Proof of Theorem 1.5.** As explained above, we need to prove the strict inequality in (4.13) for all $m \in \{2, \ldots, n-1\}$. Recall that $\gamma = 2 \beta + d \geq 0$, and consider first the case when $\gamma \notin \{0, 1\}$. In particular, this means that $\gamma = \frac{\alpha}{\alpha - 1}$ is well defined. To apply Lemma 4.7, we need to verify that the function $\gamma f^{-2}(t)f'(t)$ is strictly decreasing in $t \in (-1, 1)$, where $f(t) = c_1, \frac{\alpha-1}{2} (1-t^2)^{\frac{\alpha-1}{2}}$. We have

$$\gamma f^{-2}(t)f'(t) = -\alpha c_1, \frac{1}{(\alpha - 1)} \frac{t}{\sqrt{1-t^2}}, \quad t \in (-1, 1),$$

which is strictly decreasing because $\alpha > 0$. Lemma 4.7 thus yields $g_{n+1,m} > g_{n,m}$, which can be written as

$$\binom{n+1}{m} I_{n,m}(\alpha) < \binom{n}{m} I_{n+1,m}(\alpha).$$

This establishes (4.13) and completes the proof when $\gamma \notin \{0, 1\}$. The case when $\gamma = 0$ occurs if $(d, \beta) = (2, -1)$. Note that Theorem 1.5 becomes trivial in this case, but we prefer to prove (4.13) in all cases. Formula (4.15) simplifies as follows:

$$\binom{n}{m} I_{n,m}(0) = \binom{n}{m} \int_{-1}^{+1} f(t) F^{n-m}(t)\,dt = \frac{1}{n-m+1} \binom{n}{m}.$$

It follows that for all $m \in \{2, \ldots, n-1\}$,

$$\frac{\binom{n+1}{m} I_{n+1,m}(0)}{\binom{n}{m} I_{n,m}(0)} = \frac{n+1}{n-m+2} > 1.$$ 

Let finally $\alpha = 1$, which occurs if $(d, \beta)$ is $(3, -1)$ or $(2, -1/2)$. The expression for $I_{n,m}(\alpha)$ given in (4.15) simplifies as follows:

$$\binom{n}{m} I_{n,m}(1) = \binom{n}{m} \int_{-1}^{+1} c_1, \frac{m-1}{2} (1-t^2)^{\frac{m-1}{2}} \left(\frac{1+t}{2}\right)^{n-m} \,dt$$

$$= c_1, \frac{m-1}{2} \int_{0}^{1} u^{n-m+\frac{1}{2}-(1-u)^{\frac{m}{2}+\frac{1}{2}}} \,du$$

$$= \frac{c_1, \frac{m-1}{2}}{m!(n-m)!} \Gamma(n - \frac{m-1}{2}) \Gamma\left(\frac{m+1}{2}\right),$$
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where we computed the integral by using the substitution \( u := (1 + t)/2 \) and the properties of the beta and the gamma function. It follows that for all \( m \in \{2, \ldots, n-1 \} \),

\[
\frac{\binom{n+1}{m}I_{n+1,m}(1)}{\binom{n}{m}I_{n,m}(1)} = \frac{(n-m)!}{(n-m+1)!} \frac{\Gamma(n-m^{-1}+1)}{\Gamma(n-m^{-1}+1)} = \frac{n-m^{-1}}{n-m+1} > 1.
\]

This completes the proof of Theorem \[1.5\]. \( \square \)

**Proof of Theorem \[1.12\].** Observe that \( \alpha = 2\beta - d > 0 \). We take \( \gamma = \frac{\alpha}{\alpha+1} \) and \( f(t) = \hat{c}_{1} \frac{t}{1+t^2} \), \( t \in \mathbb{R} \). Then,

\[
\gamma f^{-2}(t)f'(t) = -\alpha \hat{c}^{-1/(\alpha+1)} \frac{t}{\sqrt{1+t^2}}, \quad t \in \mathbb{R},
\]

which is strictly decreasing in \( t \). An application of Lemma \[4.7\] yields \( g_{n+1,m} > g_{n,m} \) for all \( m \in \{2, \ldots, n-1 \} \) and thus

\[
\binom{n}{m} \hat{I}_{n,m}(\alpha) < \binom{n+1}{m} \hat{I}_{n+1,m}(\alpha),
\]

which establishes \[4.14\] and completes the argument. \( \square \)

### 4.6 Expected intrinsic volumes of tangent cones

In this section we give proofs of Theorems \[1.12\] \[1.13\] \[1.18\] and \[1.19\].

**Proof of Theorem \[1.12\].** We shall use the indices \( k \in \{1, \ldots, d \} \) and \( \ell := j+1 \in \{k, \ldots, d \} \). Then, by the property of the Grassmann angles \[2.4\], we have

\[
2\mathbb{E} \left[ h_{\ell+1}(T(G, P_{n,d}^\beta)) \mathbb{I}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\beta)\}} \right] = \mathbb{P} \left[ T(G, P_{n,d}^\beta) \cap L_{d-\ell} \neq \{0\} \text{ and } G \in \mathcal{F}_{k-1}(P_{n,d}^\beta) \right],
\]

where \( L_{d-\ell} \in G(d, d-\ell) \) is a uniformly distributed linear subspace that is independent of everything else. Equivalently,

\[
\mathbb{P} \left[ G \in \mathcal{F}_{k-1}(P_{n,d}^\beta) \right] = 2\mathbb{E} \left[ h_{\ell+1}(T(G, P_{n,d}^\beta)) \mathbb{I}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\beta)\}} \right] = \mathbb{P} \left[ T(G, P_{n,d}^\beta) \cap L_{d-\ell} = \{0\} \text{ and } G \in \mathcal{F}_{k-1}(P_{n,d}^\beta) \right].
\]

Let \( \Pi_\ell \) denote the orthogonal projection on the \( \ell \)-dimensional linear subspace \( L_{d-\ell}^\perp \). It is known, see the proof of (3.1) on p. 298 of [18], that on the event \( G \in F_{k-1}(P_{n,d}^\beta) \), the probability that the intersection of \( T(G, P_{n,d}^\beta) \) and \( L_{d-\ell} \) is the null space \( \{0\} \) is the same as the probability that \( \Pi_\ell G \) is a \((k-1)\)-face of the projected polytope \( \Pi_\ell P_{n,d}^\beta \). Moreover, if \( G \notin \mathcal{F}_{k-1}(P_{n,d}^\beta) \), then \( G \) a.s. contains an interior point of \( P_{n,d}^\beta \), which under the projection \( \Pi_\ell \) is mapped to a relative interior point of \( \Pi_\ell P_{n,d}^\beta \), implying that \( \Pi_\ell G \) cannot be a \((k-1)\)-face in this case. It follows that

\[
\mathbb{P} \left[ G \in \mathcal{F}_{k-1}(P_{n,d}^\beta) \right] = 2\mathbb{E} \left[ h_{\ell+1}(T(G, P_{n,d}^\beta)) \mathbb{I}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\beta)\}} \right] = \mathbb{P} \left[ \Pi_\ell G \in \mathcal{F}_{k-1}(\Pi_\ell P_{n,d}^\beta) \right] = \left( \frac{n}{k} \right)^{-1} \mathbb{E} f_{k-1}(\Pi_\ell P_{n,d}^\beta).
\]
By Lemma 3.1 (a), the random polytope \( \Pi_{n,d} \) has the same distribution as \( F_{n,\ell} + \frac{d-\ell}{\ell} \). It follows that

\[
P \left[ G \in \mathcal{F}_{k-1}(P_{n,d}^\ell) \right] = 2\mathbb{E} \left[ h_{\ell+1}(T(G, P_{n,d}^\ell)) \mathbbm{1}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\ell)\}} \right] = \binom{n}{k}^{-1} \mathbb{E} f_{k-1}(P_{n,\ell}^{\ell+\frac{d-\ell}{\ell}}).
\]

(4.17)

These considerations are valid for \( \ell \in \{k, \ldots, d\} \), where we recall the convention \( h_{d+1}(T(G, P_{n,d}^\ell)) = 0 \). Applying Theorem 1.2 to the right-hand side of (4.17), we can write

\[
\mathbb{E} \left[ h_{\ell+1}(T(G, P_{n,d}^\ell)) \mathbbm{1}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\ell)\}} \right] = \frac{1}{2} P \left[ G \in \mathcal{F}_{k-1}(P_{n,d}^\ell) \right]
\]

\[
- \frac{1}{\binom{n}{k}} \sum_{s=0}^{\infty} \binom{n}{\ell-2s} \binom{\ell-2s}{k} J_{n,\ell-2s}(2\beta + d) J_{\ell-2s,k} \left( \beta + s + \frac{d-\ell+1}{2} \right),
\]

(4.18)

for all \( \ell \in \{k, \ldots, d\} \). Let us argue that (4.18) holds true in the slightly larger range \( \ell \in \{k-2, \ldots, d\} \). On the event \( G \in \mathcal{F}_{k-1}(P_{n,d}^\ell) \) we have

\[
v_m(T(G, P_{n,d}^\ell)) = 0 \quad \text{for} \quad m \in \{0, \ldots, k-2\},
\]

because the cone \( T(G, P_{n,d}^\ell) \) has a \((k-1)\)-dimensional lineality space. It follows from (2.3) and the Gauss–Bonnet relation (2.2) that on the event \( G \in \mathcal{F}_{k-1}(P_{n,d}^\ell) \),

\[
h_{k-1}(T(G, P_{n,d}^\ell)) = h_k(T(G, P_{n,d}^\ell)) = \frac{1}{2}.
\]

Hence, (4.18) is true for \( \ell \in \{k-1, k-2\} \) because then the sum in (4.18) is empty and both sides of (4.18) are equal to \( \frac{1}{2} P \left[ G \in \mathcal{F}_{k-1}(P_{n,d}^\ell) \right] \).

Altogether, we have shown that (4.18) holds true for \( \ell \in \{k-2, \ldots, d\} \). Inserting \( \ell-2 \) in place of \( \ell \) and shifting the summation index \( s \) yields the identity

\[
\mathbb{E} \left[ h_{\ell-1}(T(G, P_{n,d}^\ell)) \mathbbm{1}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\ell)\}} \right] = \frac{1}{2} P \left[ G \in \mathcal{F}_{k-1}(P_{n,d}^\ell) \right]
\]

\[
- \frac{1}{\binom{n}{k}} \sum_{s=1}^{\infty} \binom{n}{\ell-2s} \binom{\ell-2s}{k} J_{n,\ell-2s}(2\beta + d) J_{\ell-2s,k} \left( \beta + s + \frac{d-\ell+1}{2} \right),
\]

(4.19)

which is valid for \( \ell \in \{k, \ldots, d+2\} \).

For the rest of the argument, let \( \ell \in \{k, \ldots, d\} \). It follows from (2.3) that

\[
v_{\ell-1}(T(G, P_{n,d}^\ell)) = h_{\ell-1}(T(G, P_{n,d}^\ell)) - h_{\ell+1}(T(G, P_{n,d}^\ell)),
\]

with the usual convention that \( h_{d+1}(C) = 0 \) if \( C \subset \mathbb{R}^d \). Subtracting (4.18) from (4.19), we see that on the right-hand side only the term with \( s = 0 \) remains, while the left-hand side reduces to

\[
\mathbb{E} \left[ h_{\ell-1}(T(G, P_{n,d}^\ell)) \mathbbm{1}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\ell)\}} \right] - \mathbb{E} \left[ h_{\ell+1}(T(G, P_{n,d}^\ell)) \mathbbm{1}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\ell)\}} \right] = \mathbb{E} \left[ v_{\ell-1}(T(G, P_{n,d}^\ell)) \mathbbm{1}_{\{G \in \mathcal{F}_{k-1}(P_{n,d}^\ell)\}} \right].
\]
We thus arrive at

$$
\begin{align*}
\mathbb{E} \left[ \nu_{\ell-1}(T(G, P_{n,d}^\beta)) \mathbb{1}_{\{G \in F_{k-1}(P_{n,d}^\beta)\}} \right] &= \binom{\ell}{k} \binom{\nu}{k} I_{n,\ell}(2\beta + d) J_{\ell,k} \left( \beta + \frac{d - \ell + 1}{2} \right) \\
&= \binom{n-k}{\ell-k} I_{n,\ell}(2\beta + d) J_{\ell,k} \left( \beta + \frac{d - \ell + 1}{2} \right).
\end{align*}
$$

It remains to recall our convention that $T(G, P_{n,d}^\beta) = \mathbb{R}^d$ if $G \notin F_{k-1}(P_{n,d}^\beta)$ and to note that, by definition of the conic intrinsic volumes, $\nu_{\ell-1}(\mathbb{R}^d)$ vanishes as long as $\ell \leq d$. This implies that

$$
\mathbb{E} \nu_{\ell-1}(T(G, P_{n,d}^\beta)) = \mathbb{E} \left[ \nu_{\ell-1}(T(G, P_{n,d}^\beta)) \mathbb{1}_{\{G \in F_{k-1}(P_{n,d}^\beta)\}} \right] + \mathbb{E} \left[ \nu_{\ell-1}(T(G, P_{n,d}^\beta)) \mathbb{1}_{\{G \notin F_{k-1}(P_{n,d}^\beta)\}} \right] = 0,
$$

for all $\ell \in \{k, \ldots, d\}$. Recalling that $\ell = j + 1$, we arrive at the required formula. \qed

**Proof of Theorem 1.13.** Let first $k \in \{1, \ldots, d - 1\}$. Taking $\ell = d - 1$ in (4.17), we obtain

$$
\begin{align*}
\mathbb{E} \left[ h_d(T(G, P_{n,d}^\beta)) \mathbb{1}_{\{G \in F_{k-1}(P_{n,d}^\beta)\}} \right] &= \frac{1}{2} \mathbb{P} \left[ G \in F_{k-1}(P_{n,d}^\beta) \right] - \frac{1}{2} \mathbb{E} f_{k-1}(P_{n,d-1}) \\
&= \frac{1}{2} \left( \mathbb{E} f_{k-1}(P_{n,d}^\beta) - \mathbb{E} f_{k-1}(P_{n,d-1}^\beta) \right).
\end{align*}
$$

Recall that $h_d(C) = \nu_d(C)$ is the internal angle of a $d$-dimensional cone $C$. Applying Theorem 1.2 two times (which would fail in the case $k = d$) and introducing the summation indices $m := d - 2s$ and $m := d - 2s - 1$ in the resulting sums, we arrive at

$$
\begin{align*}
\mathbb{E} \left[ \beta(G, P_{n,d}^\beta) \mathbb{1}_{\{G \in F_{k-1}(P_{n,d}^\beta)\}} \right] &= \frac{1}{n_d} \sum_{m=k}^{d} (-1)^{d-m} \binom{m}{m} I_{n,m}(2\beta + d) J_{m,k} \left( \beta + \frac{d - m + 1}{2} \right) \\
&= \sum_{m=k}^{d} (-1)^{d-m} \binom{n-k}{m-k} I_{n,m}(2\beta + d) J_{m,k} \left( \beta + \frac{d - m + 1}{2} \right),
\end{align*}
$$

which proves the first identity of the theorem. To prove the second identity, also assuming that $k \in \{1, \ldots, d - 1\}$, we recall that on the event $G \notin F_{k-1}(P_{n,d}^\beta)$, the internal angle $\beta(G, P_{n,d}^\beta)$ is defined to be 1, hence

$$
\begin{align*}
\mathbb{E} \beta(G, P_{n,d}^\beta) &= \mathbb{E} \left[ \beta(G, P_{n,d}^\beta) \mathbb{1}_{\{G \in F_{k-1}(P_{n,d}^\beta)\}} \right] + \mathbb{E} \left[ \mathbb{1}_{\{G \notin F_{k-1}(P_{n,d}^\beta)\}} \right] \\
&= \frac{1}{2} \mathbb{P} \left[ G \in F_{k-1}(P_{n,d}^\beta) \right] - \frac{1}{2} \mathbb{E} f_{k-1}(P_{n,d-1}^\beta) + 1 - \mathbb{P} \left[ G \in F_{k-1}(P_{n,d}^\beta) \right] \\
&= 1 - \frac{1}{2(n_d)} \left( \mathbb{E} f_{k-1}(P_{n,d}^\beta) + \mathbb{E} f_{k-1}(P_{n,d-1}^\beta) \right).
\end{align*}
$$

Applying Theorem 1.2 twice, we obtain

$$
\mathbb{E} \beta(G, P_{n,d}^\beta) = 1 - \frac{1}{(\mathbb{E} f_{d-1}(P_{n,d}^\beta)) \mathbb{1}_{\{G \in F_{d-1}(P_{n,d}^\beta)\}}} = \frac{\mathbb{E} f_{d-1}(P_{n,d}^\beta)}{2(n_d)} = I_{n,d}(2\beta + d)
$$

by Remark 1.4. This proves the first identity. The second one can be established analogously. \qed
Applying the L'Hospital rule, it is easy to check that for every positive \( \ell \) for all \( \ell \) to the right-hand side, we can write

\[
\mathbb{E}\left[h_{\ell+1}(T(G, \tilde{P}_{\beta,n})) \mathbb{1}_{\{G \in \mathcal{F}_{k-1}(P_{\beta,n,d})\}}\right] = \frac{1}{2} \mathbb{P}\left[G \in \mathcal{F}_{k-1}(P_{\beta,n,d}) \right] - \frac{1}{2(n)} \mathbb{E} f_{k-1}(\tilde{P}_{\beta,n,\ell}^{-d/\beta}) ,
\]

for all \( \ell \in \{k, \ldots, d\} \), where we used Lemma 3.1 (b) instead of part (a). Applying Theorem 1.14 to the right-hand side, we can write

\[
\mathbb{E}\left[h_{\ell+1}(T(G, \tilde{P}_{\beta,n,d})) \mathbb{1}_{\{G \in \mathcal{F}_{k-1}(P_{\beta,n,d})\}}\right] = \frac{1}{2} \mathbb{P}\left[G \in \mathcal{F}_{k-1}(P_{\beta,n,d}) \right] - \frac{1}{2(n)} \sum_{s=0}^{\infty} \binom{n}{s} \left( \frac{n - 2s}{k} \right) \tilde{J}_{n-2s}(2\beta - d)\tilde{J}_{-s,k} (\beta - s - d - \ell + 1/2) ,
\]

(4.20)

for all \( \ell \in \{k, \ldots, d\} \). From this point the proof can be completed as the one of Theorem 1.12.

Proof of Theorem 1.19. Since this is analogous to the proof of Theorem 1.13 we refrain from presenting the details.

### 4.7 The Poisson limit for beta' polytopes

In this section we prove Theorem 1.21.

**Lemma 4.9.** Fix some \( \alpha > 0 \) and \( \beta > 0 \). As \( n \to \infty \), we have

\[
A_n := \int_{-\infty}^{+\infty} (1+t^2)^{-\beta+1/2} \left( \int_{-\infty}^{t} \tilde{C}_{1,\alpha+1}(1+s^2)^{-\alpha+1} ds \right)^n dt \sim \frac{\Gamma(\beta/\alpha)}{\alpha} \frac{\alpha}{\tilde{C}_{1,\alpha+1}^\beta} n^{-\beta/\alpha}.
\]

**Proof.** To simplify the notation, we shall write \( C_\alpha \) for \( \tilde{C}_{1,\alpha+1} \). Using the change of variables \( t = n^{1/\alpha} u \), we have

\[
A_n = n^{1/\alpha} \int_{-\infty}^{+\infty} (1+n^{2/\alpha} u^2)^{-\beta+1/2} \left( 1 - \int_{n^{1/\alpha} u}^{+\infty} C_\alpha (1+s^2)^{-\alpha+1} ds \right)^n du = n^{-\beta} \int_{-\infty}^{+\infty} g_n(u) du,
\]

where

\[
g_n(u) = (n^{-2/\alpha} + u^2)^{-\beta+1/2} \left( 1 - \int_{n^{1/\alpha} u}^{+\infty} C_\alpha (1+s^2)^{-\alpha+1} ds \right)^n.
\]

Applying the L’Hospital rule, it is easy to check that for every positive \( u > 0 \),

\[
\int_{n^{1/\alpha} u}^{+\infty} C_\alpha (1+s^2)^{-\alpha+1} ds \sim \alpha^{-1} C_\alpha (n^{1/\alpha} u)^{-\alpha} = \alpha^{-1} C_\alpha u^{-\alpha} n^{-1},
\]

(4.21)

as \( n \to \infty \). It follows that for all \( u > 0 \),

\[
\lim_{n \to \infty} g_n(u) = \begin{cases} u^{-(\beta+1)} e^{-\alpha^{-1} C_\alpha u^{-\alpha}}, & \text{if } u > 0, \\ 0, & \text{if } u \leq 0. \end{cases}
\]

In fact, the case \( u \leq 0 \) follows from the observation that

\[
\int_{n^{1/\alpha} u}^{+\infty} C_\alpha (1+s^2)^{-\alpha+1} ds \geq 1/2, \quad u \leq 0.
\]

(4.22)

Assuming that we can apply the dominated convergence theorem, we arrive at

\[
A_n = n^{-\beta/\alpha} \int_{-\infty}^{+\infty} g_n(u) du \sim n^{-\beta/\alpha} \int_{0}^{+\infty} u^{-(\beta+1)} e^{-\alpha^{-1} C_\alpha u^{-\alpha}} du = \frac{\Gamma(\beta/\alpha)}{\alpha} \frac{\alpha}{C_\alpha} n^{-\beta/\alpha},
\]
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which is the required claim.

Let us justify the use of the dominated convergence theorem above. First of all, observe that $g_n(u) \geq 0$ by definition. Further, we have $g_n(u) \leq |u|^{-(\beta+1)}$, with the right-hand side being integrable over $\{|u| \geq 1\}$. To construct an integrable bound for $u \in (-1,0)$, observe that according to (4.22), in this range we have $g_n(u) \leq n^{-\frac{\beta+1}{2}}2^{-n}$, which in turn is bounded by a constant. Finally, in the case when $u \in (0,1)$, we use the estimate

$$\int_{n^{1/\alpha}u}^{+\infty} C\alpha\left(1 + s^2\right)^{-\alpha/2} ds \geq c_1(1 + n^{2/\alpha}u^2)^{-\alpha/2}, \quad u \geq 0,$$

valid for some constant $c_1 > 0$. To prove this estimate, note that as functions of $n^{1/\alpha}u$, both expressions are continuous and non-zero on $[0, \infty)$. Since the quotient of both expressions tends to a non-zero constant as $n^{1/\alpha}u \to \infty$, see the asymptotic equivalence (4.21), we can conclude (4.23).

An estimate similar to (4.23) was used in [10, Equation (1)]. Now, we distinguish the two cases $u^2 > n^{-2/\alpha}$ and $0 < u^2 \leq n^{-2/\alpha}$. In the first case, that is, if $u^2 > n^{-2/\alpha}$, we use the inequality $(1 - x)^n \leq e^{-nx}$, $0 \leq x < 1$, to deduce that

$$g_n(u) \leq u^{-(\beta+1)} \exp \left\{-\int_{n^{1/\alpha}u}^{+\infty} C\alpha\left(1 + s^2\right)^{-\alpha/2} ds \right\} \leq u^{-(\beta+1)} \exp\{-c_1n(1 + n^{2/\alpha}u^2)^{-\alpha/2}\} \leq u^{-(\beta+1)} \exp\{-c_2u^{-\alpha}\},$$

where $c_2 > 0$ is another constant. On the other hand, if $0 < u^2 \leq n^{-2/\alpha}$, then, again using the inequality $(1 - x)^n \leq e^{-nx}$, $0 \leq x < 1$, we have that

$$g_n(u) \leq n^{-\frac{\beta+1}{\alpha}} \exp\{-c_1n(1 + n^{2/\alpha}u^2)^{-\alpha/2}\} \leq n^{-\frac{\beta+1}{\alpha}} \exp\{-c_1n2^{-\alpha/2}\} = n^{-\frac{\beta+1}{\alpha}} \exp\{-c_3n\} \leq c_4$$

with suitable constants $c_3, c_4 > 0$. Altogether this shows that for $u \in (0,1)$, we have the upper bound

$$g_n(u) \leq \max\{c_4, u^{-(\beta+1)} \exp\{-c_2u^{-\alpha}\}\} \leq c_5$$

with some constant $c_5 > 0$. The proof is thus complete.

**Proof of Theorem 1.21.** It was shown in [31] that

$$\mathbb{E} f_k(\text{conv } \Pi_{d,a}) = \lim_{n \to \infty} \mathbb{E} f_k \left( \frac{d+n}{P_{n,d}} \right).$$

In fact, only the case $\alpha = 1$ was considered in [31], but as we explained at the end of Section 1.5, the same proof applies to any $\alpha > 0$. So, we have to compute the limit on the right-hand side of (4.24). It follows from Lemma 4.9 with $\beta = am$ that for every fixed $m \in \mathbb{N}$, the quantity $\tilde{I}_{n,m}(\alpha)$ defined in (1.9) satisfies

$$\tilde{I}_{n,m}(\alpha) = \int_{-\infty}^{+\infty} \tilde{c}_1 \frac{am+1}{2} (1 + t^2)^{-\alpha/2} \left( \int_{-\infty}^{t} \tilde{c}_1 \frac{am+1}{2} (1 + s^2)^{-\alpha/2} ds \right)^{n-m} dt \sim \tilde{c}_1 \frac{am+1}{\alpha} \Gamma(m) \left( \frac{\alpha}{\tilde{c}_1 \frac{am+1}{2}} \right)^m n^{-m},$$

as $n \to \infty$. By Theorem 1.14 and the above asymptotics with $m = d - 2s$ for all $s \in \mathbb{N}_0$ with
$$d - 2s \geq k + 1,$$ we arrive at

$$E_{j_k} \left( \frac{d - s + \alpha}{n, d} \right) = 2 \sum_{s=0}^{\infty} \left( \frac{n}{d - 2s} \right) \left( \frac{d - 2s}{k + 1} \right) \hat{I}_{n, d-2s} \left( \alpha \right) \hat{I}_{d-2s, k+1} \left( \frac{d - 2s - 1 + \alpha}{2} \right)$$

$$= 2 \sum_{m \in \{k+1, \ldots, d\}} \left( \frac{m}{n} \right) \left( \frac{m}{k + 1} \right) \hat{I}_{n, m} \left( \alpha \right) \hat{I}_{m, k+1} \left( \frac{m - 1 + \alpha}{2} \right),$$

as $n \to \infty$. Note that we restricted the summation to the range $m \in \{k + 1, \ldots, d\}$ because terms with $m \leq k$ vanish. To complete the proof of the theorem, recall that $\tilde{c}_1, \gamma = \frac{\Gamma(\gamma)}{\sqrt{\pi} \Gamma(\gamma - \frac{1}{2})}$ by (1.2). \qed

### 4.8 Asymptotics for the $f$-vector of beta polytopes

In this section we prove Theorem 1.8. The proof is prepared with the following auxiliary estimate.

**Lemma 4.10.** Fix some $\alpha > -1$ and $\beta > -1$. As $n \to \infty$, we have

$$B_n := \int_{-1}^{+1} \left( 1 - t^2 \right)^{\frac{\alpha - 1}{2}} \left( \int_{-1}^{t} c_{1, \frac{\alpha - 1}{2}} (1 - s^2)^{\frac{\alpha - 1}{2}} ds \right)^n dt \sim n^{-\frac{\beta + 1}{\alpha + 1}} \Gamma \left( \frac{1 + \beta}{1 + \alpha} \right).$$

**Proof.** Write $C_\alpha := c_{1, \frac{\alpha - 1}{2}}$. Using the change of variables $1 - t = un^{-\frac{2}{\alpha + 1}}$, we obtain

$$B_n = n^{-\frac{\beta + 1}{\alpha + 1}} \int_0^{2n^{-\frac{2}{\alpha + 1}}} g_n(u) du,$$

where $g_n$ is given by

$$g_n(u) = n^{\frac{\alpha - 1}{\alpha + 1}} \left( 1 - \left( 1 - un^{-\frac{2}{\alpha + 1}} \right)^2 \right)^{\frac{\alpha - 1}{2}} \left( 1 - \int_{1-un^{-\frac{2}{\alpha + 1}}}^1 C_\alpha (1 - s^2)^{\frac{\alpha - 1}{2}} ds \right)^n.$$

With the rule of L'Hospital one easily checks that

$$\int_{1-un^{-\frac{2}{\alpha + 1}}}^1 C_\alpha (1 - s^2)^{\frac{\alpha - 1}{2}} ds \sim C_\alpha 2^{\frac{\alpha + 1}{2}} \Gamma(\alpha + 1)^{-1} (un^{-\frac{2}{\alpha + 1}})^{\frac{\alpha + 1}{2}} = \frac{C_\alpha}{\alpha + 1} (2u)^{\frac{\alpha + 1}{2}} n^{-1}. \tag{4.25}$$

It follows that for every $u > 0$ we have

$$\lim_{n \to \infty} g_n(u) = (2u)^{\frac{\alpha - 1}{2}} \exp \left\{ - \frac{C_\alpha}{\alpha + 1} (2u)^{\frac{\alpha + 1}{2}} \right\}.$$

Assuming that the dominated convergence theorem is applicable, we arrive at

$$B_n = n^{-\frac{\beta + 1}{\alpha + 1}} \int_0^{\infty} g_n(u) 1_{(0, 2n^{-\frac{2}{\alpha + 1}})}(u) du \sim n^{-\frac{\beta + 1}{\alpha + 1}} \int_0^{\infty} (2u)^{\frac{\beta - 1}{2}} \exp \left\{ - \frac{C_\alpha}{\alpha + 1} (2u)^{\frac{\alpha + 1}{2}} \right\} du.$$

Evaluation of the integral yields

$$\int_0^{\infty} (2u)^{\frac{\beta - 1}{2}} \exp \left\{ - \frac{C_\alpha}{\alpha + 1} (2u)^{\frac{\alpha + 1}{2}} \right\} du = \frac{1}{\alpha + 1} \left( \frac{\alpha + 1}{C_\alpha} \right)^{\frac{\beta + 1}{\alpha + 1}} \Gamma \left( \frac{\beta + 1}{\alpha + 1} \right)$$

and thus the desired asymptotic formula.
To justify the interchanging of the integral and the limit, it suffices to show that there is a sufficiently small $\delta > 0$ such that

$$0 \leq g_n(u) \leq h(u), \quad \text{for all } u \in (0, (2 - \delta)n^{\frac{2}{\alpha+1}}),$$

where $h(u)$ is integrable, and that

$$\lim_{n \to \infty} \int_{(2-\delta)n^{\frac{2}{\alpha+1}}}^{2n^{\frac{2}{\alpha+1}}} g_n(u) du = 0.$$  \hspace{1cm} (4.27)

Clearly, $g_n(u) \geq 0$. To prove the upper estimate in (4.26), observe first that there is $c_1 > 0$ such that

$$\frac{\beta-1}{n^{\frac{2}{\alpha+1}}} \left( 1 - \left(1 - un^{-\frac{2}{\alpha+1}} \right)^2 \right)^{\frac{\beta-1}{2}} = \frac{\beta-1}{2} \left( 2 - un^{-\frac{2}{\alpha+1}} \right)^{\frac{\beta-1}{2}} \leq c_1 u^{\frac{\beta-1}{2}}$$

for all $u \in (0, (2 - \delta)n^{\frac{2}{\alpha+1}})$. Namely, we can take $c_1 = 2^{\frac{\beta-1}{2}}$ if $\beta \geq 1$ and $c_1 = \delta^{\frac{\beta-1}{2}}$ if $\beta < 1$. Further, there exists a constant $c_2 > 0$ such that

$$\int_{1-un^{-\frac{2}{\alpha+1}}}^{1} C_\alpha(1-s^{\frac{\alpha+1}{2}}) ds \geq c_2 \left( 1 - (1-un^{-\frac{2}{\alpha+1}}) \right)^{\frac{\alpha+1}{2}} = c_2 u^{\frac{\alpha+1}{2}}n^{-1},$$

for all $u \in (0, 2n^{\frac{2}{\alpha+1}}]$. Indeed, the quotient of both expressions converges to a non-zero constant as $un^{-\frac{2}{\alpha+1}} \to 0$; see Relation (4.25). Furthermore, both expressions are continuous, non-vanishing functions of the argument $un^{-\frac{2}{\alpha+1}} \in (0, 2]$. This implies the required bound. A similar bound was also used in [10, Lemma 2.2]. Now, if $u \in (0, (2 - \delta)n^{\frac{2}{\alpha+1}})$, then taking the above estimates together and using the elementary inequality $(1-x)^n \leq e^{-nx}$, $0 \leq x < 1$, we arrive at

$$g_n(u) \leq c_1 u^{\frac{\beta-1}{2}} \exp \left\{ -n \int_{1-un^{-\frac{2}{\alpha+1}}}^{1} C_\alpha(1-s^{\frac{\alpha+1}{2}}) ds \right\} \leq c_1 u^{\frac{\beta-1}{2}} \exp \{ -c_2 u^{\frac{\alpha+1}{2}} \},$$

which proves the integrable bound stated in (4.26) for every $\delta \in (0, 2)$. Let us prove (4.27). First of all, we have

$$\frac{\beta-1}{n^{\frac{2}{\alpha+1}}} \left( 1 - \left(1 - un^{-\frac{2}{\alpha+1}} \right)^2 \right)^{\frac{\beta-1}{2}} = u^{\frac{\beta-1}{2}} \left( 2 - un^{-\frac{2}{\alpha+1}} \right)^{\frac{\beta-1}{2}}.$$

Unfortunately, this becomes infinite at $un^{-\frac{2}{\alpha+1}} = 2$ if $\beta < 1$. Let us choose $\delta > 0$ so small that for all $u \in ((2 - \delta)n^{\frac{2}{\alpha+1}}, 2n^{\frac{2}{\alpha+1}})$,

$$1 - \int_{1-un^{-\frac{2}{\alpha+1}}}^{1} C_\alpha(1-s^{\frac{\alpha+1}{2}}) ds = \int_{-1}^{-1+(2-un^{-\frac{2}{\alpha+1}})} C_\alpha(1-s^{\frac{\alpha+1}{2}}) ds \leq \frac{1}{2}.$$

This is possible because the integral converges to 0 as $(2 - un^{-\frac{2}{\alpha+1}}) \to 0$. Recalling the definition of $g_n$ and taking the above estimates together, we arrive at

$$\int_{(2-\delta)n^{\frac{2}{\alpha+1}}}^{2n^{\frac{2}{\alpha+1}}} g_n(u) du \leq \int_{(2-\delta)n^{\frac{2}{\alpha+1}}}^{2n^{\frac{2}{\alpha+1}}} u^{\frac{\beta-1}{2}} \left( 2 - un^{-\frac{2}{\alpha+1}} \right)^{\frac{\beta-1}{2}} 2^{-n} du = n^{\frac{\beta+1}{\alpha+1}} 2^{-n} \int_{2-\delta}^{2} v^{\frac{\beta-1}{2}} (2-v)^{\frac{\beta-1}{2}} dv,$$

which converges to 0, as $n \to \infty$. This completes the proof of (4.27). \hfill \square
Proof of Theorem 1.8. It follows from Lemma 4.10 with $\beta = \alpha k$ that

$$I_{n,k}(\alpha) = \int_{-1}^{+1} c_{1, \frac{\alpha-1}{\alpha+1}} \left( 1 - t^2 \right)^{\frac{\alpha-1}{\alpha+1}} \left( \int_{-1}^{t} c_{1, \frac{\alpha-1}{\alpha+1}} \left( 1 - s^2 \right)^{\frac{\alpha-1}{\alpha+1}} ds \right)^{n-k} \, dt$$

$$\sim n^{-\frac{\alpha+1}{\alpha+1}} c_{1, \frac{\alpha-1}{\alpha+1}} \left( 1 + \frac{1}{\alpha} \right)^{\frac{\alpha+1}{\alpha+1}} \Gamma \left( 1 + \frac{1}{\alpha} \right).$$

From Theorem 1.2, we recall the formula

$$\mathbb{E} f_k(P_{n,d}^\beta) = 2 \sum_{s=0}^{\infty} \left( \frac{n}{d-2s} \right) \left( \frac{d-2s}{k+1} \right) I_{n,d-2s}(2\beta + d) J_{d-2s,k+1} \left( \beta + s + \frac{1}{2} \right).$$

It follows from the above that the $s$-th term of the sum behaves like a constant multiple of $n^{d-s-1}$ as $n \to \infty$. Consequently, as $n \to \infty$, the term with $s = 0$ dominates all other terms and we arrive at

$$\mathbb{E} f_k(P_{n,d}^\beta) \sim n^{\frac{d-s-1}{d+1}} \frac{2}{d!} \left( \frac{d}{k+1} \right) J_{d,k+1} \left( \beta + \frac{1}{2} \right) \frac{c_{1, \frac{2\beta+d}{d+1}}^{(2\beta+d)-1}}{2\beta+d+1} \times \left( \frac{2\beta+d+1}{c_{1, \frac{2\beta+d}{d+1}}} \right)^{\frac{2\beta+d+1}{2\beta+d+1}} \Gamma \left( \frac{2\beta+d+1}{2\beta+d+1} \right).$$

This completes the proof.

4.9 Poisson hyperplane tessellations

Recall the definitions of the Poisson point process $\Pi_{d,\alpha}$ and the zero cell $Z_{d,\alpha} = Z_{d,\alpha,1}$ given in Sections 1.4 and 1.6.

Proof of Theorem 1.23. Let us define the (measurable) mapping

$$T : \mathbb{R}^d \setminus \{0\} \to A(d, d-1), \quad x \mapsto H(x) := \{y \in \mathbb{R}^d : \langle x, y \rangle = 1\}.$$ 

The well-known mapping property of Poisson processes (see, for example, [33, Theorem 5.1]) implies that the image process $T \Pi_{d,\alpha}$ is a Poisson process on the space $A(d, d-1)$. Its probability law is rotationally invariant, since $\Pi_{d,\alpha}$ has the same property. Next, we consider the distance distribution. For $s > 0$ we first compute, by transformation into spherical coordinates, that

$$\int_{\{x \in \mathbb{R}^d : \|x\| > s\}} \frac{dx}{\|x\|^{d+\alpha}} = \omega_d \int_{s}^{\infty} \frac{dr}{r^{\alpha+1}} = \omega_d s^{-\alpha}. \quad (4.28)$$

On the other hand, writing $d(0, H)$ for the distance of a hyperplane $H \in A(d, d-1)$ to the origin, we have that $|\{H \in \eta_{d,\alpha,\gamma} : d(0, H) \leq s\}| (| \cdot | denotes the cardinality of a set) is Poisson distributed with mean

$$\Theta_{d,\alpha,\gamma}(|\{H \in A(d, d-1) : d(0, H) \leq s\}|) = 2\gamma \int_{0}^{s} |t|^{\alpha-1} \, dt = \frac{2\gamma s^{\alpha}}{\alpha},$$

where we used the definition of $\Theta_{d,\alpha,\gamma}$ given in (1.12). Thus,

$$\mathbb{E}[\{H \in \eta_{d,\alpha,\gamma} : d(0, H) \leq s\}] = \mathbb{E}[\{H \in \eta_{d,\alpha,\gamma} : d(0, H) \leq s^{-1}\}] = 2\gamma s^{-\alpha}. \quad (4.29)$$

So, a comparison of (4.28) with (4.29) shows that the Poisson processes $T \Pi_{d,\alpha}$ and $\eta_{d,\alpha,\gamma}$ with $\gamma = \omega_d/2$ have the same distribution. In view of the definition of the mapping $T$ and the definition of the dual of a convex body this implies that the random polytopes $(\text{conv} \, \Pi_{d,\alpha})^o$ and $Z_{d,\alpha,\omega_d/2}$ (or, equivalently, $\text{conv} \, \Pi_{d,\alpha}$ and $Z_{d,\alpha,\omega_d/2}$) are identically distributed. The claim for the expected $f$-vectors follows from (1.13), the fact that a change in the parameter $\gamma$ is equivalent to a rescaling of the zero cell and that the $f$-vector is invariant under such scalings.
Proof of Theorem 1.25. Fix some \( k \in \{0, 1, 2, \ldots \} \). Theorem 1.23 and Theorem 1.21 imply that

\[
\mathbb{E} f_k(Z_{d,\alpha}) = \mathbb{E} f_{d-k-1}(\text{conv} \Pi_{d,\alpha}) = 2 \sum_{s=0}^{\lfloor \frac{d}{2} \rfloor} \frac{\Gamma((d-2s)\alpha+1)}{\Gamma((d-2s)\alpha)} \left( \frac{\Gamma\left(\frac{d}{2}\right)}{\Gamma\left(\frac{d-2s}{2}\right)} \right)^{d-2s} \left( \sqrt{\pi} \alpha \right)^{d-2s-1} \left( \frac{d-2s}{d-2s-1} \right) J_{d-2s,d-k-1} \left( \frac{d-2s-1+\alpha}{2} \right)
\]

Recall that we assume that \( \alpha = \alpha(d) > 0 \) is bounded away from 0. For fixed \( s \in \{0, 1, \ldots, \left\lfloor \frac{d}{2} \right\rfloor \} \), Stirling’s formula and the definition of the binomial coefficients yield

\[
\frac{\Gamma((d-2s)\alpha+1)}{\Gamma((d-2s)\alpha)} \sim \sqrt{\frac{(d-2s)\alpha}{2}} \quad \text{and} \quad \frac{d-2s}{d-2s-1} \sim \frac{d^{k-2s}}{(k-2s)!},
\]
as \( d \to \infty \). Moreover, we shall argue below that

\[
\lim_{d \to \infty} J_{d-2s,d-k-1} \left( \frac{d-2s-1+\alpha}{2} \right) = \frac{1}{2^{k-2s}}.
\]

This implies that the \( s \)th term in the above sum (together with the prefactor 2) is equal to

\[
T_{d,\alpha}(s) \sim 2 \sqrt{\alpha} \left( \frac{\Gamma\left(\frac{d}{2}\right)}{\Gamma\left(\frac{d-2s}{2}\right)} \right)^{d-2s} \left( \sqrt{\pi} \alpha \right)^{d-2s-1} \left( \frac{d-2s}{d-2s-1} \right) J_{d-2s,d-k-1} \left( \frac{d-2s-1+\alpha}{2} \right) \frac{1}{2^{k-2s}}.
\]
as \( d \to \infty \). Next we show that the term \( T_{d,\alpha}(s) \) with \( s = 0 \) is asymptotically dominating the terms with \( s \neq 0 \). For every \( s \in \{0, 1, \ldots, \left\lfloor \frac{d}{2} \right\rfloor \} \), we have

\[
\frac{T_{d,\alpha}(0)}{T_{d,\alpha}(s)} \sim \left( \frac{\sqrt{\pi} \alpha d}{2} \right)^{2s} \left( \frac{\Gamma\left(\frac{d}{2}\right)}{\Gamma\left(\frac{d-2s}{2}\right)} \right)^{d-2s} \left( \sqrt{\pi} \alpha \right)^{d-2s-1} \frac{1}{(k-2s)!} \frac{1}{2^{k-2s}}.
\]

If \( s \neq 0 \), then the right-hand side goes to \( +\infty \), as \( d \to \infty \), since the function \( \Gamma\left(\frac{d}{2}+1\right)/\Gamma\left(\frac{d-2s}{2}+1\right) \) is bounded away from 0 for \( \alpha > 0 \). Thus, \( T_{d,\alpha}(s) = o(T_{d,\alpha}(s)) \) for every \( s \in \{1, 2, \ldots, \left\lfloor \frac{d}{2} \right\rfloor \} \) and hence

\[
\mathbb{E} f_k(Z_{d,\alpha}) \sim T_{d,\alpha}(0) \sim \frac{\sqrt{\alpha}}{2^{k-\frac{d}{2}}} \left( \frac{\Gamma\left(\frac{d}{2}\right)}{\Gamma\left(\frac{d-2s}{2}\right)} \right)^{d-2s} \left( \sqrt{\pi} \alpha \right)^{d-2s-1} \frac{1}{k!} \frac{1}{2^{k-2s}}.
\]

It remains to prove (4.30). For \( \ell, m \in \mathbb{N} \) consider the quantity

\[
\tilde{J}_{m,\ell-1}(\beta) = \mathbb{E} \beta([Z_1, \ldots, Z_\ell], [Z_1, \ldots, Z_m]),
\]

where the points \( Z_1, \ldots, Z_m \in \mathbb{R}^{m-1} \) are i.i.d. with beta’ density \( \tilde{f}_{m-1,\beta} \). In the proof of Theorem 1.2 we have seen that \( \beta([Z_1, \ldots, Z_\ell], [Z_1, \ldots, Z_m]) \) has the same law as \( \beta(\text{pos}(V_1-V, \ldots, V_m-V)) \), where

(a) \( V, V_1, \ldots, V_{m-\ell} \in \mathbb{R}^{m-\ell} \) are independent and such that

(b) \( V_1, \ldots, V_{m-\ell} \) have density \( \tilde{f}_{m-\ell,2\ell-\ell+1} \)

(c) \( V \) has density \( \tilde{f}_{m-\ell,2(\beta-\ell)+m} \).
Now, we substitute $m = d - 2s$, $\ell = d - k$ and $\beta = \frac{d - 2s + 1 + \alpha}{2}$ and notice that the relevant beta’-parameters are

$$m - \ell \quad \text{and} \quad \kappa(d) := \frac{2\beta - \ell + 1}{2} = \frac{\alpha + k - 2s}{2}$$

for the random variables $V_1, \ldots, V_{m - \ell}$ in (b) and

$$m - \ell \quad \text{and} \quad \eta(d) := \frac{(2\beta - m)\ell + m}{2} = \frac{\alpha(d - k) + k - 2s}{2}$$

for the random variable $V$ in (c). We are interested in the large $d$ behavior of

$$\tilde{J}_{d - 2s, d - k - 1} \left( \frac{d - 2s - 1 + \alpha}{2} \right) = E \beta \operatorname{pos}(V_1(d) - V(d), \ldots, V_{k - 2s}(d) - V(d)),$$

where $V_1(d), \ldots, V_{k - 2s}(d)$ with density $\tilde{f}_{k - 2s, \kappa(d)}$ and $V(d)$ with density $\tilde{f}_{k - 2s, \eta(d)}$ are independent.

**Case 1.** Assume first that $\kappa(d)$ converges to some finite $\kappa \in (\frac{k - 2s}{2}, \infty)$, as $d \to \infty$. Note that the value $\frac{k - 2s}{2}$ can be excluded by the that assumption $\inf_{d \in \mathbb{N}} \alpha(d) > 0$. For the same reason, we have $\eta(d) \to \infty$, as $d \to \infty$. Observe that the beta’ distribution with a second parameter going to $\infty$ weakly converges to the Dirac measure at 0. It follows that, as $d \to \infty$, the collection of random points $(V_1(d), \ldots, V_{k - 2s}(d), V)$ converges in distribution to $(W_1, \ldots, W_{k - 2s}, 0)$, where $W_1, \ldots, W_{k - 2s}$ are i.i.d. with density $\tilde{f}_{k - 2s, \kappa}$. Consequently, we have

$$\lim_{d \to \infty} \tilde{J}_{d - 2s, d - k - 1} \left( \frac{d - 2s - 1 + \alpha}{2} \right) = \lim_{d \to \infty} E \beta \operatorname{pos}(V_1(d) - V(d), \ldots, V_{k - 2s}(d) - V(d))$$

$$= E \beta \operatorname{pos}(W_1, \ldots, W_{k - 2s}).$$

However, since the distribution of $W_i$ is the same as that of $-W_i$ for every $i = 1, \ldots, k - 2s$, we must have

$$E \beta(\operatorname{pos}(W_1, \ldots, W_{k - 2s})) = \frac{1}{2^{k - 2s}},$$

for symmetry reasons. This proves (4.30) in Case 1.

**Case 2.** Assume now that $\kappa(d)$ diverges to $+\infty$, as $d \to \infty$. By the definition of $\kappa(d)$ and $\eta(d)$ we have $\eta(d) \to \infty$ and moreover $\kappa(d) = o(\eta(d))$, as $d \to \infty$. By Lemma 1.1, the random points

$$\sqrt{2\kappa(d)}V_1(d), \ldots, \sqrt{2\kappa(d)}V_{k - 2s}(d), \sqrt{2\eta(d)}V(d)$$

thus converge in distribution to independent random points $W_1, \ldots, W_{k - 2s}, W$ with standard normal distribution on $\mathbb{R}^{k - 2s}$. Combining this with $\kappa(d) = o(\eta(d))$, we obtain the convergence

$$\sqrt{2\kappa(d)}(V_1(d), \ldots, V_{k - 2s}(d), V(d)) \xrightarrow{d} (W_1, \ldots, W_{k - 2s}, 0),$$

as $d \to \infty$. Since the standard normal distribution is centrally symmetric with respect to the origin, the same symmetry argument as in Case 1 proves the validity of (4.30), that is

$$\lim_{d \to \infty} \tilde{J}_{d - 2s, d - k - 1} \left( \frac{d - 2s - 1 + \alpha}{2} \right) = \frac{1}{2^{k - 2s}}.$$ 

**Case 3.** In general, $\kappa(d)$ need not converge to any finite or infinite limit. However, any subsequence of $\kappa(d)$ has a subsubsequence to which either Case 1 or Case 2 can be applied, thus showing that (4.30) holds without additional assumptions. This completes the proof of Theorem 1.25. \hspace{1cm} \square

**Acknowledgement**

We are grateful to an anonymous referee for his/her report. The comments and suggestions were very helpful for us to improve the style and the presentation of the paper. ZK and CT were supported by the DFG Scientific Network Cumulants, Concentration and Superconcentration. ZK was supported by the German Research Foundation under Germany’s Excellence Strategy EXC 2044 – 390685587, Mathematics Münster: Dynamics - Geometry - Structure.
References

[1] F. Affentranger. The convex hull of random points with spherically symmetric distributions. *Rend. Semin. Mat., Torino*, 49(3):359–383, 1991.

[2] F. Affentranger and R. Schneider. Random projections of regular simplices. *Discrete Comput. Geom.*, 7(1):219–226, 1992. doi: 10.1007/BF02187839.

[3] D. Amelunxen and M. Lotz. Intrinsic volumes of polyhedral cones: a combinatorial perspective. *Discrete Comput. Geom.*, 58(2):371–409, 2017.

[4] D. Amelunxen, M. Lotz, M. McCoy, and J. Tropp. Living on the edge: Phase transitions in convex programs with random data. *Inform. Inference*, 3:224–294, 2014.

[5] A. A. Balkema and L. de Haan. Residual life time at great age. *Ann. Prob.*, 2:792–804, 1974.

[6] I. Bárány, D. Hug, M. Reitzner, and R. Schneider. Random points in halfspheres. *Random Struct. Algorithms*, 50(1):3–22, 2017. doi: 10.1002/rsa.20644.

[7] M. Beermann. *Random Polytopes*. PhD thesis, University of Osnabrück, 2015. Available at: https://repositorium.uni-osnabrueck.de/handle/urn:nbn:de:gbv:700-2015062313276.

[8] M. Beermann and M. Reitzner. Monotonicity of functionals of random polytopes. In: G. Ambrus, K. Böröczky, and Z. Füredi, (eds.): Discrete Geometry and Convexity, pp. 23–28, A. Rényi Institute of Mathematics, Hungarian Academy of Sciences, 2017. preprint available at http://arxiv.org/abs/1706.08342.

[9] G. Bonnet, J. Grote, D. Temesvari, C. Thäle, N. Turchi, and F. Wespi. Monotonicity of facet numbers of random convex hulls. *J. Math. Anal. Appl.*, 455(2):1351–1364, 2017.

[10] G. Bonnet, G. Chasapis, J. Grote, D. Temesvari, and N. Turchi. Threshold phenomena for high-dimensional random polytopes. *Commun. Contemp. Math.*, 21(5):1850038, 30, 2019. doi: 10.1142/S0219199718500384. URL https://doi.org/10.1142/S0219199718500384.

[11] K. Böröczky and M. Henk. Random projections of regular polytopes. *Arch. Math.*, 73(6):465–473, 1999. doi: 10.1007/s000130050424.

[12] C. Buchta, J. Müller, and R. F. Tichy. Stochastical approximation of convex bodies. *Math. Ann.*, 271(2):225–235, 1985.

[13] L. de Haan and A. Ferreira. *Extreme Value Theory: An Introduction*. Springer Series in Operations Research and Financial Engineering. Springer, New York, 2006. doi: 10.1007/0-387-34471-3. URL https://doi.org/10.1007/0-387-34471-3.

[14] O. Devillers, M. Glisse, X. Goaoc, G. Moroz, and M. Reitzner. The monotonicity of f-vectors of random polytopes. *Electron. Commun. Probab.*, 18:article 23, 2013.

[15] S. Glasauer. Integralgeometrie konvexer Körper im sphärischen Raum. PhD Thesis, University of Freiburg. Available at: http://www.hs-augsburg.de/~glasauer/publ/diss.pdf 1995.

[16] F. Götzte, Z. Kabluchko, and D. Zaporozhets. Grassmann angles and absorption probabilities of Gaussian convex hulls. Preprint at http://arxiv.org/abs/1911.04184, 2019.

[17] J. Grote, Z. Kabluchko, and C. Thäle. Limit theorems for random simplices in high dimensions. *ALEA Lat. Am. J. Probab. Math. Stat.*, 16(1):141–177, 2019.

[18] B. Grünbaum. Grassmann angles of convex polytopes. *Acta Math.*, 121:293–302, 1968.
B. Grünbaum. *Convex Polytopes*, volume 221 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, second edition, 2003. doi: 10.1007/978-1-4613-0019-9. Prepared and with a preface by Volker Kaibel, Victor Klee and Günter M. Ziegler.

J. Hörrmann, D. Hug, M. Reitzner, and C. Thäle. Poisson polyhedra in high dimensions. *Adv. Math.*, 281:1–39, 2015.

D. Hug. Contributions to affine surface area. *Manuscripta Math.*, 91(3):283–301, 1996. doi: 10.1007/BF02567955. URL https://doi.org/10.1007/BF02567955.

D. Hug and R. Schneider. Asymptotic shapes of large cells in random tessellations. *Geom. Funct. Anal.*, 17(1):156–191, 2007. ISSN 1016-443X.

D. Hug, G. O. Munsonius, and M. Reitzner. Asymptotic mean values of Gaussian polytopes. *Contributions to Algebra and Geometry*, 45(2):531–548, 2004.

Z. Kabluchko. Recursive scheme for angles of random simplices, and applications to random polytopes., 2019. Preprint at arXiv: 1907.07534.

Z. Kabluchko. Angle sums of random simplices in dimensions 3 and 4. *Proc. AMS, to appear*, 2019. Preprint at arXiv: 1905.01533.

Z. Kabluchko. Angles of random simplices and face numbers of random polytopes, 2019. Preprint at arXiv: 1909.13335.

Z. Kabluchko. Expected f-vector of the Poisson zero polytope and random convex hulls in the half-sphere, 2019. Preprint at arXiv: 1901.10528.

Z. Kabluchko and C. Thäle. Monotonicity of expected f-vectors for projections of regular polytopes. *Proc. Am. Math. Soc.*, 146(3):1295–1303, 2018. doi: 10.1090/proc/13827.

Z. Kabluchko and D. Zaporozhets. Absorption probabilities for Gaussian polytopes and regular spherical simplices, 2017. Preprint at arXiv: 1704.04968.

Z. Kabluchko and D. Zaporozhets. Angles of the Gaussian simplex. *Zap. Nauchn. Sem. POMI*, 476:79–91, 2018. Preprint at arXiv: 1801.08008.

Z. Kabluchko, A. Marynych, D. Temesvari, and C. Thäle. Cones generated by random points on half-spheres and convex hulls of Poisson point processes. *Probab. Theory Related Fields*, 175(3-4):1021–1061, 2019. doi: 10.1007/s00440-019-00907-3. URL https://doi.org/10.1007/s00440-019-00907-3.

Z. Kabluchko, D. Temesvari, and C. Thäle. Expected intrinsic volumes and facet numbers of random beta-polytopes. *Math. Nachr.*, 292(1):79–105, 2019. doi: 10.1002/mana.201700255. URL https://doi.org/10.1002/mana.201700255.

G. Last and M.D. Penrose. *Lectures on the Poisson Process*. Institute of Mathematical Statistics Textbooks. Cambridge University Press, 2017. doi: 10.1017/97813161104477.

J. Matoušek. *Lectures on Discrete Geometry*, volume 212 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 2002. ISBN 0-387-95373-6.

P. McMullen. Non-linear angle-sum relations for polyhedral cones and polytopes. *Math. Proc. Cambridge Philos. Soc.*, 78(2):247–261, 1975. doi: 10.1017/S0305004100051665. URL https://doi.org/10.1017/S0305004100051665.

R.E. Miles. Isotropic random simplices. *Adv. Appl. Probab.*, 3:353–382, 1971. doi: 10.2307/1426176.
[37] J. Møller. Random tessellations in $\mathbb{R}^d$. *Adv. in Appl. Probab.*, 21(1):37–73, 1989. doi: 10.2307/1427197. URL https://doi.org/10.2307/1427197

[38] M. Reitzner. The combinatorial structure of random polytopes. *Adv. Math.*, 191(1):178–208, 2005. doi: 10.1016/j.aim.2004.03.006.

[39] C. A. Rogers. The packing of equal spheres. *Proc. London Math. Soc. (3)*, 8:609–620, 1958. doi: 10.1112/plms/s3-8.4.609.

[40] C. A. Rogers. An asymptotic expansion for certain Schlӓfli functions. *J. London Math. Soc.*, 36:78–80, 1961. doi: 10.1112/jlms/s1-36.1.78.

[41] H. Ruben and R.E. Miles. A canonical decomposition of the probability measure of sets of isotropic random points in $\mathbb{R}^n$. *J. Multivariate Anal.*, 10:1–18, 1980. doi: 10.1016/0047-259X(80)90077-9.

[42] W. Rudin. *Real and Complex Analysis*. McGraw-Hill Book Company, third edition, 1987.

[43] R. Schneider. Weighted faces of Poisson hyperplane tessellations. *Adv. in Appl. Probab.*, 41(3):682–694, 2009.

[44] R. Schneider and W. Weil. *Stochastic and Integral Geometry*. Probability and its Applications. Springer–Verlag, Berlin, 2008.

[45] J. Stemeseder. Random polytopes with vertices on the boundary of a smooth convex body. PhD Thesis, University of Salzburg, 2015.

[46] A.M. Vershik and P.V. Sporyshev. Asymptotic behavior of the number of faces of random polyhedra and the neighborliness problem. *Sel. Math. Sov.*, 11(2):181–201, 1992.

[47] G. M. Ziegler. *Lectures on polytopes*, volume 152 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 1995. doi: 10.1007/978-1-4613-8431-1.

Zakhar Kabluchko: Institut für Mathematische Stochastik, Westfälische Wilhelms-Universität Münster

E-mail: zakharkabluchko@uni-muenster.de

Christoph Thäle: Fakultät für Mathematik, Ruhr-Universität Bochum

E-mail: christoph.thaele@rub.de

Dmitry Zaporozhets: St. Petersburg Department of Steklov Mathematical Institute

E-mail: zap1979@gmail.com