Optical response of $C_{60}$ fullerene from a time dependent Thomas Fermi approach
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Abstract
We study the collective electron dynamics in $C_{60}$ clusters within the time dependent Thomas Fermi method in the frame of jellium model. The results regarding the optical spectrum are in good agreement with the experimental data, our simulations being able to reproduce both resonances from 20 eV and 40 eV. We compare also, the results with those from other theoretical approaches and investigate the implications of quantum effects including exchange-correlation corrections, or gradient corrections from a Weizsacker term. The nature of the second resonance is studied using transition densities.
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1. Introduction

The discovery of $C_{60}$ fullerene in 1985 [1] confirmed Buckminster’s Fuller mental construction [2] of a structure with high symmetries and outstanding stability properties. Since then, many investigations were focused on the properties of fullerene including optical, electronic, thermal and mechanical [3] behavior. The interest is not only from a fundamental research point of view; the possibilities of using such clusters in biological [4], chemical and even cancer therapy [5, 6] applications are being actively discussed. Consequently a solid understanding of the dynamical (optical) response of $C_{60}$ to external excitations such as lasers, radiation, or particles is required. With the discovery of other similar systems as $C_{20}$, $C_{180}$, $C_{240}$, the fullerenes became an important domain of study while $C_{60}$ cluster still remaining the main figure in the class.

One of the most intriguing and important properties of $C_{60}$, also from the point of view of possible applications, is related to the presence of a collective giant resonance situated at an unusually high energy in the optical spectrum. The first theoretical calculations within the linear response theory [7] predicted a position of the centroid around 20 eV. Later, photo-ionization experiments [8] confirmed the dominance in the photo-ionization yield of a resonance observed at 20 eV with a width around 10 eV. It can be interpreted accordingly with the Mie’s theory [9] as a surface plasmon, which is usually present in metal nano-structures as a dipolar vibration of delocalized electrons.

This aspect can be explained from the electronic structure $1s^22s^22p^2$ of carbon atoms, considering that the valence electrons $2s^22p^2$ are quasi-delocalized in the cluster structure and capable of being collectively excited. Even more peculiar was the presence of a second, smaller peak in the optical spectrum at around 40 eV revealed in photo-ionization experiments [10, 11] both for neutral or ionized fullerenes. The recent studies provided different interpretations of this resonance in terms of surface and volume plasmons. For the optical response of $C_{60}$ several investigations were devoted to the single particle and collective aspects as well to the role of quantum effects in the dynamics [12–16].

The considered theoretical approaches, as Hartree–Fock (HF) [17, 18], Random Phase Approximation (RPA) [7], Density Functional Theory (DFT) [11, 12, 19], can be quite involved from a computation point of view.

We intend in this paper to provide an investigation of the photo-absorption spectrum based on a semi-classical treatment, namely Time Dependent Thomas Fermi (TDTF). This
method or other variations of the same approximation, have been employed to explore specific features of systems as the atomic nuclei [20], the atoms [21], metallic clusters [22], thin metal films [23] or the laser interaction with the clusters [24] and even transport processes in semiconductors [25].

We take the advantage of a great simplification from a computational point of view and provide a detailed analysis of the optical spectrum of \( C_{60} \), the agreement with experimental data being reasonable for both resonances. By including consistently additional quantum effects we also compare our predictions with those from more complex studies. In any case, to the best of our knowledge, such a TDTF model has never been used before in connection with \( C_{60} \) in its fully nonlinear form. In spite of the inherent limitations there are also some specific advantages of our approach:

(i) TDTF requires the propagation of a single pseudo-wave function in time in comparison with TDDFT or TDHF which propagate 240 or even 360 electron orbitals, and therefore, the gain in computational complexity and time is obvious;

(ii) The method allows us from its first principles to include or not, different corrections which account for pure quantum effects and so, we can investigate when these effects become important in the dynamics;

(iii) The numerical scheme gives direct access to the local dynamics of electronic density, from which a quantitative description of the nature of the resonances in terms of the transition densities is possible.

Moreover, we can analyze numerically the capabilities of the semi-classical hydrodynamic theory in the case of complex systems as fullerenes with the goal to extend such investigations to similar structures, at least for aspects related to the gross properties of dynamics.

2. Theory

2.1. Jellium model and Thomas Fermi theory

In order to explore the optical response of \( C_{60} \) in the framework of TDTF we adopt for the core electrons and atomic nuclei a description based on jellium model. So, instead of nuclei and bound electrons we consider a homogeneous positive charge distribution which creates a fixed potential for the valence electrons. The self-consistent jellium model has proved to be an appropriate method predicting quantitative results in good agreement with the experimental data in cluster physics [26, 27]. In our case we use the classical model of a positive charged shell centered on the support surface for the carbon nuclei in \( C_{60} \) cluster which was considered also in other approaches [12, 28, 29].

Before presenting the TDTF method, we mention some useful features of the stationary Thomas Fermi (TF) theory. The approximation is derived considering an infinite system of non-interacting fermions. From the associated plane wave functions the local density of kinetic energy is constructed and connected with the density of particles. This local form is used further in complex system with interactions to approximate, also locally, the true kinetic energy density. It is useful to see how TF emerges as a genuine Density Functional Theory. From Hohenberg-Kohn (HK) theorem [30] results, that given a system of particles with a two-body interaction \( v(\vec{r}, \vec{r}') \) placed in an external potential \( V(\vec{r}) \), there is an unique energy functional of density \( E[\rho] \) which is minimized only by the true ground state density \( \rho_0(\vec{r}) \) of the system:

\[
E[\rho] = G[\rho(\vec{r})] + \int_\mathbb{R}^3 \rho(\vec{r}) V(\vec{r}) d^3r + \frac{1}{2} \int_\mathbb{R}^3 \rho(\vec{r}') v(\vec{r}, \vec{r}') \rho(\vec{r}') d^3r' d^3r.
\]

Here \( G[\rho] \) is an universal (unknown) functional of the particles density. It should contain the kinetic energy of the system as well as contributions from pure quantum effects as exchange-correlation. The variational principle with the constraint to have a constant number of particles \( N \) leads to:

\[
\frac{\delta E[\rho]}{\delta \rho} = \mu
\]

where \( \mu \) is the chemical potential. The associated Euler–Lagrange equation becomes (with the notation \( \delta G/\delta \rho = g[\rho] \)):

\[
g[\rho(\vec{r})] + V(\vec{r}) + \int_\mathbb{R}^3 v(\vec{r}, \vec{r}') \rho(\vec{r}') d^3r' = \mu
\]

The equation (3) has been derived from the H-K only and the result is exact in the frame of DFT. Now, within TF approximation the functional \( g[\rho] \) has the following local form: \( g[\rho] = \gamma \rho^{2/3} \), with \( \gamma = (3\pi^2)^{2/3} \hbar^2/2m \). Being obtained within the homogeneous electron gas approximation, the functional works only in the case of systems with delocalized electrons and slow varying density (low gradients). The theory can be improved by adding gradient corrections [31] and exchange-correlation [32] terms in \( g[\rho] \). Nevertheless the TF method provided already positive results in the study of metallic clusters [33, 34] and recently of \( C_{60} \) [35] and this justifies our extension to the time-dependent case.

2.2. Derivation of Time Dependent Thomas Fermi equation

The TDTF can be formulated in terms of a hydrodynamical-like system of equations which can be derived from the Vlasov semi-classical approximation of quantum Wigner equation [36]. Here we will obtain these equations from Time Dependent DFT principles by using the Lagrangian formalism. In this way we expect a more transparent picture of the chain of approximations. A short description of this approach with an application to the electron dynamics in metal clusters can be found in [22]. The main idea is to start, analogous with the stationary version (TF), from the quantum mechanical
action and the variational principle:

\[ A(t) = \int_0^\infty \langle \Psi(\tau) | i\hbar \partial_\tau - \hat{H} | \Psi(\tau) \rangle d\tau \]

where now the state \(|\Psi\rangle\) is an unique functional of the local density: \(|\Psi\rangle = |\Psi(\rho(\vec{r}, t))\rangle\) [37]. Here \(\hat{H}\) is the Hamiltonian operator. From the variational principle the following set of hydrodinamical equations can be derived [37]:

\[ \partial_\tau \rho(\vec{r}, t) + \nabla f(\vec{r}, t) = 0 \]  
\[ \partial_\tau f(\vec{r}, t) = \bar{P}[\rho](\vec{r}, t) \]  
\[ \bar{P}[\rho](\vec{r}, t) = -i \langle \Psi(\rho) \rangle \left[ \hat{j}, \hat{H} \right] \langle \Psi(\rho) \rangle \]  

In the equation (4c) \(\hat{j}\) is the current operator while \(\bar{P}\) is obtained as the expectation value of the commutator of the current and the Hamiltonian. Unfortunately, the Hamiltonian operator is not known explicitly and we can make approximations just on its expectation values, so there is no easy way to compute the commutator.

Here we adopt, as in [38], a fluid description of the system of particles having an internal energy given by the energy functional provided by DFT. The dynamical part of the kinetic energy has the collective component defined by a velocity field \(\vec{u}(\vec{r}, t)\). The expectation value of the Hamiltonian operator \(\langle \psi | \hat{H} | \psi \rangle = \mathbb{H}[\rho, \vec{u}]\) is:

\[ \mathbb{H}[\rho, \vec{u}] = \int_{\mathbb{R}^3} \rho(\vec{r}, t) \left[ \frac{\vec{u}(\vec{r}, t)^2}{2m} + \frac{\delta G[\rho(\vec{r}, t)]}{\delta \rho} \right] \]
\[ + V(\vec{r}, t) + \int_{\mathbb{R}^3} v(\vec{r}, \vec{r'}) \rho(\vec{r'}, t) d\rho^{3} \]  

In the equation (5), \(v(\vec{r}, \vec{r'}) \equiv |\vec{r} - \vec{r'}|^{-1}\) is the Coulomb interaction between electrons and further we will use as notation for the electrostatic potential \(U(\vec{r})\) generated by the density distribution which is the solution of Poisson equation \(\nabla^2 U(\vec{r}, t) = \rho(\vec{r}, t)/\epsilon_0\). In order to obtain the equations of motion, a scalar \(S(\vec{r}, t)\) as the conjugated variable to the density such that \(\vec{u}(\vec{r}, t) \equiv \vec{u}[S(\vec{r}, t)]\) is introduced. Let us drop further (\(\vec{r}\), \(\vec{r'}\)) arguments for legibility, but remaining implied for quantities as \(\rho, S, \vec{u}\), etc. By performing a Legendre Transformation \(\mathbb{H}[\rho, S] = \int \rho \partial_S \mathcal{L} - \mathcal{L}\) the following Hamilton equations are derived:

\[ \partial_\tau \rho = -\frac{\delta \mathbb{H}}{\delta S} \]  
\[ \partial_\tau S = \frac{\delta \mathbb{H}}{\delta \rho} \]  

As an additional approximation we assume that the velocity field \(\vec{u}\) is irrotational, i.e. \(\vec{u} = \nabla S\). With this representation the equations of motion \(6a\) and \(6b\) become:

\[ \partial_\tau \rho + \nabla (\rho \nabla S) = 0 \]  

The above set of equations can be embedded in a single non-linear Schroedinger-like equation by introducing the Madelung transform [39], which defines the complex field \(\Phi = \rho^{1/2} \exp(iS/h)\) in terms of \((\rho, S)\) variables:

\[ i\hbar \partial_\tau \Phi = -\frac{\hbar^2}{2m} \nabla^2 \Phi + w \Phi \]  
\[ w = g[|\Phi|^2] + V + U + \frac{\hbar^2}{2m} \nabla^2 |\Phi| \]  

Where \(w\) is an effective pseudo-potential \(w\). Finally, by setting \(g[\rho] = \gamma \rho^{2/3}\), we obtain the TDTF model for the dynamics of a system of identical particles in an external potential. From a time-dependent DFT perspective it can be observed that, with the indicated approximations, all Kohn-Sham orbitals \(\phi_j = \phi_j e^{i(S/S_f)}\) in the kinetic energy functional \(T[\{\phi_j\}] = -\frac{e^2}{2m} \sum_{j=1}^N \int \phi_j^* \nabla^2 \phi_j d\vec{r}\) acquire a constant amplitude \(|\phi_j| = const\) and have an isotropic distribution inside a sphere of radius proportional to the Fermi momentum. For the dynamic part, all the phases of \(\phi_j\) are the same \(\arg(\phi_j) = \arg(\phi_j^0) = S, \forall j = 1, N\) and the correlation and exchange effects are neglected. Arriving to a single NLSE, very efficient computational methods such as Cranck-Nicholson [40], which is known to be unconditionally stable and norm conserving, can be used to simplify the numerical task. Perhaps the most important aspect of the above presented derivation of TDTF is the fact that, even heavily simplified, it remains a genuine Density Functional Theory and so, we should expect at least a qualitative agreement with results of TDLDA and in general KS-like schemes.

2.3. Ground state and corrections

Let us first notice that the stationary solution of the equation \(8a\) is the same with the one obtained from the TF equation (3). Indeed, with the ansatz \(\Phi(\vec{r}, t) = \Phi_0(\vec{r}) e^{-i\omega t/h}\) the equation \(8a\) transforms into an eigenvalue problem:

\[ \mu \Phi_0 = \left[ -\frac{\hbar^2}{2m} \nabla^2 + g[|\Phi_0|^2] \right] \Phi_0 \]

which by some simple algebra can be proven to be equivalent to the Euler–Lagrange (tf) 3 equation:

\[ \mu = g[|\Phi_0|^2] + V + U \]  

Let us notice that starting from the Wigner-Kirkwood expansion [41] of Bloch density function, one derives TF equation of state just as the 0th order approximation which is valid only for very slow varying densities. The additional higher order (gradient) corrections could be added. This is done through a Weiszacker term \(\lambda (\nabla^2 \rho^{1/2})/\rho^{1/2}\) with \(\lambda = 1/8\) [42] which accounts for local oscillations of the density profile [31]. Moreover the universal functional \(G\)
contains not only the kinetic energy of the system but also the exchange-correlations term. Consequently we can correct \( g[\rho] \) by adding a supplementary contribution, present in the DFT potential of the Kohn-Sham equations:

\[
g[\rho] = \gamma \rho^{2/3} + \frac{\hbar^2}{2m} \nabla^2 \rho^{1/2} + v_{xc}[\rho] \quad (11)
\]

In our calculations for \( v_{xc} \) we choose the Gunnarson-Lundqvist functional \((12)\):

\[
v_{xc}(\rho) = -\frac{e^2}{4\pi \varepsilon_0} \left( \frac{3}{\pi} \right)^{1/3} \left[ \rho^{1/3} \right] + \frac{0.054}{a_0} \ln \left( 1 + \frac{11.4}{r_0} \right) \quad (13)
\]

In this expression \( r_0 \) depends on local density and is given by \( r_0(\rho) = (4\pi \rho(\vec{r})/3)^{1/3} \). Along the next sections we shall compare TF predictions with those obtained when both Wiezsacker and xc (which will be referred as TFWXC) terms are included, since from kinetic perspective, both gradient corrections and exchange-correlations effects have the same magnitude [43].

### 3. Results and discussion

**3.1. C\(_{60}\) ground state**

Before the analysis of the optical response of C\(_{60}\) we shall present the properties of the ground state obtained by solving the equation \( (3) \). The jellium structure is given by a homogeneous positively charged shell centered on the spherical surface that contains the geometric position of nuclei \( \rho_{00}(\vec{r}) = \Theta(|r - r_1|)(r_2 - r) \). This sphere has a radius of \( r_0 = 3.54A \) and the thickness is taken as in [29, 44, 45] \( \Delta \approx 1.5A \). Therefore \( r_1 \approx 2.8A \) and \( r_2 \approx 4.2A \).

The solution of the equation \( (3) \) can be obtained through iterations: we start with an initial guess on the ground state density \( \rho_0 \) from which the Coulomb potential is constructed with the help of Poisson equation \( \nabla^2 \phi = -e\rho/\varepsilon_0 \) and then from \( g \) functional, the new density and the chemical potential are calculated in such a way that the normalization condition \( \int \rho(\vec{r})d^3r = 240 \) is fulfilled. The process continues until the expected convergence is reached.

Since in the case when the gradient and exchange-correlation corrections are included solving the equations for both \( \rho \) and \( g \) can be more difficult, we have chosen instead, to consider the eigenvalue problem \((9)\). We start with a guess for \( \rho_0 \) from which the potential \( w \) is constructed. Then, in a finite difference description on real space of the Laplacian operator, the spectrum of eigenvalues and eigenvectors is computed. The eigenvector with the lowest eigenvalue is taken as new solution and the loop is repeated until convergence. In this way, the \( g \) functional can be computed directly from the last solution and it is not necessary to solve complicated equation such as \( g(x) = a \). In practice, to achieve convergence, a weighted iteration has been used \( \rho^{new} = \alpha \rho^{old} + (1 - \alpha) \rho^{new} \) where \( \alpha \in (0, 1) \).

The results for the electron density distribution are plotted in figure 1, the differences between the simple TF approximation and TFWXC being quite small for this quantity. In figure 2 we also compared the effective \( w \) potential and Bohm potential corresponding to the density calculated in the TFWXC approach. Naturally, the Bohm potential is the term of the main contribution since it must balance the fake diffusion term.

We have also performed a DFT-LDA calculation solving the KS equations for the ground state orbitals in C\(_{60}\) based on a numerical method which is essentially the same as for the TF ground state calculations but for 240 electrons. Following [44] we have added a constant pseudo-potential \( V_0 \) in the jellium region to account for the ionic structure effects. The Kohn-Sham potential can be decomposed in \( v_{KS} = U + V + V_0 + v_{xc} + V_l \), where \( v_{xc} \) is the exchange correlation potential as the one used in TFWXC simulations, \( U \) is the Hartree potential given by the electrostatic interaction in the electron cloud, \( V \) is the external potential created by the jellium distribution and \( V_l = l(l + 1)/r^2 \) corresponds to the centrifugal effects. For a detailed discussion about the jellium
model-LDA applicability to fullerene see [12, 46]. In figure 3(a) comparison between the electron density profile obtained from DFT-LDA calculation and the ones obtained with TF and TFWCX approximations is presented. As expected, the TFWXC is closer to DFT-LDA results, the differences being less than 10%. We extended the present comparison to other observables. The LDA obtained chemical potential is 7.54 eV while the TFWXC chemical potential obtained in this work is μ ≈ 2.37 eV. This large difference comes from the fact that in LDA the chemical potential is a single particle effect and our approximation is able to describe such quantities only on average. Concerning the static polarizability we have obtained a value α ≈ 97Å while DFT provided a value of 89Å. Let us mention that the experimental value is α = 76.5 ± 8Å [47]. In figure 4 we also show a comparison between the ground state KS potential for the l = 0 electrons and the same potential obtained with the ρ_{TFWXC} density.

From these comparisons regarding the ground state properties we are confident that also in the dynamic regime the results can get close to those predicted by the time dependent version of DFT, namely TDLDA.

3.2. Numerical details

From numerical point of view, we have chosen to solve both the stationary equation (8a) and the time dependent one (9) in real space based on the finite difference approximation. Since the ground state is taken as being spherically symmetric the only variable involved being the radial one, very refined grids can be adopted. For example, a radial domain of 0 < r < 3r₀ divided in n = 1000–10000 equidistant points has been employed usually. A very accurate picture for both Coulomb potential and for more stiff terms as Bohm potential or the correlation potential was attained. Convergence has been achieved usually within 200–300 iterations when a criterion on the solution norm ||Φ_{l+1}^0 – Φ_{l}^0|| < 10⁻⁴ was imposed.

For the dynamical simulations a cylindrical coordinates system was adopted. Due to the angular symmetry only the 2D dependence in (r, z) coordinates, where −3r₀ < z < 3r₀, was kept. Such extended range is necessary in order to prevent spurious electron escaping from the cluster. Moreover is important to use such large distances as boundaries of the box since the Coulomb potential is obtained from Poisson equation with a set of boundary conditions extracted from a multipole expansion, valid only in the large distance approximation.

The radial coordinate has been taken to cover the whole diameter, as described in [48], in order to avoid the singularity from 0 and the implementation of boundary conditions for Poisson equation in r ≈ 0. The usual discretization involved a number nr = nz = 100 – 200 of points on each axis. We have found that this value offers a good precision-computational cost ratio and treats properly the effects determined by the stiffness of the potential.

For the time propagation we have used a simulation interval between 10–50 fs. This interval has been discretized with a step of δt = 10⁻³ – 10⁻² fs. The numerical method adopted for the propagation of Φ was the Crank-Nicholson (CN). This assures stability and norm conservation. Due to the self-consistency between the mean field potential w and Φ, we use a mid-point rule to avoid numerical energy losses. We use w [Φ] to propagate a false solution Φ^Φ then, we reconstruct a mid-point potential (w [Φ(t)] + w [Φ^Φ]) / 2 which will propagate Φ(t) to Φ(t + δt). The self consistency between the potential and the solution can induce spurious numerical variations of the norm due to non-local and nonlinear character. Still, these are negligible, having a rough magnitude of 10⁻³ from the total norm.

In order to study electron dynamics we induced the initial excitations through a dipolar shift in the real space which will correspond to an initial condition for Φ, Φ(r, t = 0) = e^{iρ}Φ₀(r) = Φ₀(r − iηz), where η is a small displacement along the Oz axis and ρ is the corresponding boost momentum. Another possible type of excitation is through impact with fast particles (the so-called electron energy loss (EEL) experiments). This time, since the incoming particles or beams of particles have small sizes, the electric field created is no longer uniform. This can be interpreted as a local
non-uniform displacement of electron density with effects in the volume of the cluster.

By solving the equation (8a) in the numerical frame described the time evolution of the density distribution \( \rho(\vec{r}, t) = |\Psi(\vec{r}, t)|^2 \) can be obtained. Then we can compute from our simulations the total dipole moment:

\[
D(\omega) = \int e^{i\omega t} d(t) dt = \int d^3r dt e^{i\omega t} \rho(\vec{r}, t)
\]

and the corresponding Fourier transform. Eventually we study the optical response through the power spectrum of the dipole moment \( |D(\omega)|^2 \) [22, 49, 50].

The time evolution of the dipole moment is plotted in figure 5. The damping of the oscillations is larger in the presence of exchange-correlations and gradient corrections. In the present approach, the collective behavior is the only possible interpretation since the method has no single particle effects. This interpretation is actually supported by more sophisticated calculations as is TDLDA [11, 12, 15, 51].

3.3. Plasmons: existence and interpretation

In figure 6 we have plotted the power spectrum of the dipole moment and we notice the presence of two maxima at around 20 eV and 40 eV respectively which we associate with the two resonances identified experimentally [11]. Regarding the nature of the second peak, at 40 eV it was firstly assigned to a volume plasmon [11]. Other arguments [52, 53] suggested a surface plasmon also for the second resonance. Since then, more work [14–16, 51] has been devoted to achieve a clear understanding and interpretation of this collective oscillation. Based on the plasmon resonance approximation and a simple model for the fullerene shell in [15] the authors provided a decomposition of optical spectrum in three plasmons. They argued that a uniform electric field can excite only surface density variations that will determine two surface plasmons (symmetric or asymmetric coupled), while only a non-uniform electric field can induce volume density variation and consequently a volume plasmon. They connect the theoretical model with a set of electron energy loss experiments at different angles and show that indeed the spectrum is reproduced by two surface plasmons and a volume one. The 40 eV plasmon observed for the first time in a photoionization experiment [11] must be interpreted as a surface one.

Still, one could argue that during the dynamics of the electron cloud the inner modulations of density might appear. In order to clarify this aspect we define as inner surface of the cluster the sphere with \( r \approx 0.75r_0 \) and the outer surface the \( r \approx 1.25r_0 \). This choice is somehow arbitrary but is motivated by the fact that inside this imaginary shell is contained around 85\% of the total electronic charge and so can be interpreted as the volume of the cluster. Now we can see in figure 7 how the initial induced density by the dipolar shift have its peaks on 85\% of the total electronic charge and so can be interpreted as the volume of the system. Next, to see if volume fluctuations appear over time we should look on \( \delta \rho(\vec{r}, t) = \rho(\vec{r}, t) - \rho_0(\vec{r}) \) at all moments. While this is possible, a straightforward image is hard to obtain and somehow ambiguous. Therefore, we intend to put \( \delta \rho \) in connection with the spectral response, performing a local Fourier Transform and obtaining a spectral transition.
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Conclusions

Starting from the fundamental theorems of DFT and TDDFT we have presented a derivation of the so-called TDTF method
which uses as approximations the TF equation of state and the picture of single valued velocity field for a fermionic system.
The semi-classical and exchange-correlation corrections are discussed and included for comparison in our simulations. The method is used in the case of dipolar oscillations in C_{60} cluster. Under spherical symmetry and jellium model approximation, the electronic ground state radial profile is calculated in good agreement with the experimental descriptions of the inner and outer surfaces.

Furthermore, in the dynamical regime, we excite the electrons by a small initial dipole shift and let the system evolve under the TDTF equation in its NLSE form. We found a good result in the optical spectrum where the resonance from 20 eV and that from 40 eV are semi-quantitatively obtained. The inclusion of corrections is found to produce mainly more damping effects in comparison with the pure TF approximation.

In order to have a quantitative description of the second resonances we analyze the spectral transition densities from which we conclude that in C_{60} optical response we have two surface collective oscillations which account both for the 20 eV peak and also for the 40 eV one. The local oscillations in the volume of the system are minimal.

In summary, the TDTF(WXC) is a good choice over more complex approaches, as TDDFT is, from the perspective of computational costs, this being the main advantage of the method. On the downside, the approximations introduced through the kinetic energy functional and the assumption of irrotational velocity field reduce the accuracy of the results and make the theory capable of describing only collective phenomena. For smartly chosen systems, the disadvantages of the method are less important and the gross properties are well described. Therefore, it is advisable to use such a method for systems in which only the dynamics of the valence electrons is involved and the single particle effects do not play a major role. Finally, in contrast with DFT, TDTF(WXC) gives direct access to macroscopic quantities as density of particles or current density.
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