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Abstract

Diabetes is one of the chronic diseases in the world. Millions of people are suffering with several other health issues caused by diabetes, every year. Diabetes has got three stages such as type2, type1 and insulin. Curing of diabetes disease at later stages is practically difficult. Here in this paper, we proposed a DNN model and its performance comparison with some of the machine learning models to predict the disease at an early stage based on the current health condition of the patient. An artificial neural network (ANN) is a predictive model designed to work the same way a human brain does and works better with larger datasets. Having the concept of hidden layers, neural networks work better at predictive analytics and can make predictions with more accuracy. Novelty of this work lies in integration of feature selection method used to optimize the Multilayer Perceptron (MLP) to reduce the number of required input attributes. The results achieved using this method and several conventional machine learning approaches such as Logistic Regression, Random Forest Classifier (RFC) are compared. The proposed DNN method is proved to show better accuracy than Machine learning models for early stage detection of diabetes. This paper work is applicable to clinical support as a tool for making pre-decisions by the doctors and physicians.
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1. INTRODUCTION

Early prediction of diabetes is implemented by using Deep Learning Techniques by collecting some real health records data of the people. Based on the records, Machine is trained by Deep Learning Techniques which gives effective and accurate results. The main goal of this project is to predict Diabetes early, so that the people can take precautionary actions for not getting diabetes.
Diabetes disease is identified in a patient when his/her blood glucose or blood sugar level is too high. Insulin helps in generating energy required for the body through blood glucose from the food the person has taken. Insulin, a hormone made by the pancreas. Sometimes if body couldn’t make enough insulin or doesn’t use insulin well more Glucose stays in the blood and doesn’t reach your cells as energy. As time passes by, too much glucose in the body causes other health problems. Although diabetes can’t be cured completely at least we can take precaution to prevent it before it attacks us. There are 3 stages in Diabetes i. type 1 ii. type 2 iii. Insulin. Gestational diabetes is a type of Diabetes the pregnant lady gets. People usually makes a false assumption that type1 is the initial stage of diabetes. But Type2 is the initial stage of diabetes and then type1 and later stage requires external insulin supply to the body is called insulin stage.

Deep Learning: Deep learning is the sub domain of machine learning and artificial intelligence that achieves great power and flexibility. The world is full of engineering concepts that can be trained and performed through machines is called machine learning. Make the machine to do everything a human can such as think take a decision.

ANN: An artificial neural network is a type of a computing system designed to simulate the way same the human brain analyses and processes information. Deep learning can solve even the complex problems that were not possible by humans. ANN models have self-learning capabilities to produce better results compared to existing. NN model works based on the below given formula.

\[ z = f(b + x \cdot w) = f \left( b + \sum_{i=1}^{n} x_i w_i \right) \]

\[ x \in d_{1 \times N}, w \in d_{n \times \lambda}, b \in d_{1 \times \lambda}, z \in d_{1 \times 1} \]

Figure 1.1 Process iterations in an ANN model
Early detection of Diabetes is implemented by Deep Learning Techniques. Before using deep learning, feature selection technique is used to get top features from the data and using that deep learning model for predicting. The main reason for using deep learning model is predicting the diabetes effectively and getting more accuracy. Perceptron is defined as a single layered neural network that classifies the linear data. Perceptron network constitutes four default components, such as Inputs, Weights and Bias, Summation Functions and Activation or transformation function.

**Description of the Dataset:** The attributes of the dataset are:

**Age:** a period of human life, measured by years from birth, usually marked by a certain stage or degree of mental or physical development and involving legal responsibility and capacity

**Polyuria:** Polyuria is defined as the frequent passage of large volumes of urine – more than 3 liters a day compared to the normal daily urine output in adults of about 1 to 2 liters. The most common cause of polyuria in both adults and children is uncontrolled diabetes mellitus, which causes osmotic diuresis, when glucose levels are so high that glucose is excreted in the urine. Water follows the glucose concentration passively, leading to abnormally high urine output. In the absence of diabetes mellitus, the most common causes are decreased secretion of aldosterone due to adrenal cortical tumor, primary polydipsia (excessive fluid drinking).

**Polydipsia:** Polydipsia is the term given to excessive thirst and is one of the initial symptoms of diabetes. It is also usually accompanied by temporary or prolonged dryness of the mouth. However, if you feel thirsty all the time or your thirst is stronger than usual and continues even after you drink, it can be a sign that not all is well inside your body. Excessive thirst can be caused by high blood sugar (hyperglycaemia), and is also one of the ‘Big 3’ signs of diabetes mellitus i.e., Polyuria, Polydipsia, Polyphagia. Generally, increased thirst (polydipsia) and an increased need to urinate (polyuria) will often come as a pair.

**Sudden Weight Loss:** Weight loss, in the context of medicine, health, or physical fitness, refers to a reduction of the total body mass, by a mean loss of fluid, body fat (adipose tissue), or lean mass (namely bone mineral deposits, muscle, tendon, and other connective tissue). Weight loss can either occur unintentionally because of malnourishment or an underlying disease, or from a conscious effort to improve an actual or perceived overweight or obese state.

**Weakness:** Weakness is a symptom of a number of different conditions. The causes are many and can be divided into conditions that have true or perceived muscle weakness. True muscle weakness is a primary symptom of a variety of skeletal muscle diseases.

**Polyphagia:** Polyphagia, also known as hyperphagia, is the medical term for excessive or extreme hunger. It's different than having an increased appetite after exercise or other physical activity. While your hunger level will return to normal after eating in those cases, polyphagia won't go away if you eat more food.
**Genital Thrush**: Candidiasis is a fungal infection due to any type of candida (a type of yeast). When it affects the mouth, in some countries it is commonly called thrush. Signs and symptoms include white patches on the tongue or other areas of the mouth and throat. Other symptoms may include soreness and problems swallowing. When it affects the vagina, it may be referred to as a yeast infection or thrush. Signs and symptoms include genital itching, burning, and sometimes a white "cottage cheese-like" discharge from the vagina.

**Visual Blurring**: Blurred vision can affect your entire line of sight or just parts of your vision. This could include your peripheral vision, or how you see to the right or left of your field of vision. You can also experience blurred vision in only one eye. Causes for Visual Blurring are i) refractive errors, such as near-sightedness, far-sightedness, or astigmatism. ii) abrasions to the cornea. iii) age-related macular degeneration. iv) cataracts.

**Itching**: Itching is a sensation that causes the desire or reflex to scratch. Itching has resisted many attempts to be classified as any one type of sensory experience. Itching has many similarities to pain, and while both are unpleasant sensory experiences, their behavioral response patterns are different.

**Irritability**: Irritability is the excitatory ability that living organisms have to respond to changes in their environment. The term is used for both the physiological reaction to stimuli and for the pathological, abnormal or excessive sensitivity to stimuli. When reflecting human emotion and behavior, it is commonly defined as the tendency to react to stimuli with negative affective states and temper outbursts, which can be aggressive. Distressing or impairing irritability is important from a mental health.

**Delayed Healing**: Healing is the process of the restoration of health from an unbalanced, diseased, damaged or unvitalized organism. The profession of nursing has been traditionally concerned with matters of healing, whereas historically the profession of medicine has been concerned with curing. With physical damage or disease suffered by an organism, healing involves the repair of living tissue, organs and the biological system as a whole and resumption of functioning.

**Partial Paresis**: Paresis involves the weakening of a muscle or group of muscles. It may also be referred to as partial or mild paralysis. Unlike paralysis, people with paresis can still move their muscles. These movements are just weaker than normal.

**Muscle Stiffness**: Muscle stiffness is when your muscles feel tight and you find it more difficult to move than you usually do, especially after rest. You may also have muscle pains, cramping, and discomfort. This is different from muscle rigidity and spasticity.

**Alopecia**: Sudden hair loss that starts with one or more circular bald patches that may overlap. Alopecia areata occurs when the immune system attacks hair follicles and may be brought on by severe stress. The main symptom is hair loss.
**Obesity**: Obesity is a medical condition in which excess body fat has accumulated to an extent that it may have a negative effect on health. People are generally considered obese when their body mass index (BMI), a measurement obtained by dividing a person's weight by the square of the person's height—despite known allometric inaccuracies. Obesity is correlated with various diseases and conditions, particularly cardiovascular diseases, type 2 diabetes, obstructive sleep apnea, certain types of cancer, and osteoarthritis.

| Age | Gender | Polyuria | Polydipsia | Sudden weight loss | Weakness | Polyphagia | Gastrointestinal | Visual blurring | Ictus | Irritability |
|-----|--------|----------|------------|--------------------|----------|------------|-----------------|----------------|-------|--------------|
| 0   | 4f     | No       | Yes        | No                 | Yes      | No         | No              | Yes            | No    | Yes          |
| 1   | 5f     | Yes      | No         | No                 | Yes      | No         | Yes             | No             | Yes   | No           |
| 2   | 4f     | No       | Yes        | No                 | Yes      | No         | Yes             | No             | Yes   | No           |
| 3   | 4f     | Yes      | Yes        | Yes                | Yes      | No         | Yes             | Yes            | No    | Yes          |
| 4   | 6f     | Yes      | Yes        | Yes                | Yes      | No         | Yes             | Yes            | Yes   | Yes          |
| 5   | 5f     | Yes      | Yes        | No                 | Yes      | No         | Yes             | No             | Yes   | No           |
| 6   | 5f     | No       | Yes        | No                 | Yes      | Yes        | No              | Yes            | No    | Yes          |
| 7   | 6f     | Yes      | Yes        | Yes                | Yes      | No         | Yes             | Yes            | Yes   | Yes          |
| 8   | 6f     | Yes      | Yes        | No                 | Yes      | Yes        | No              | Yes            | Yes   | Yes          |
| 9   | 7f     | No       | Yes        | Yes                | Yes      | No         | Yes             | Yes            | Yes   | Yes          |

**Figure 1.2 Patients Dataset with Sample records**

**II. RELATED WORK**

Son Vu Truong Dao [1] proposed a novel wrapper based feature selection clustering based Swam optimization method to optimize the Multilayer Perceptron to reduce the number of required input attributes. Comparison of results among conventional machine learning algorithms with the deep neural network method. The computational results have proved that reduction in no of features will lead to higher prediction accuracy.
Muhammad Syafrudin, Jongtae Rhee [2] states that for improving the healthcare quality of people, early diabetes disease prediction plays a major role and helps individual avoid dangerous health situations before facing them without any delay. Author’s proposal is a disease prediction model (DPM) that predicts an early prediction of type2 diabetes and hypertension based on individual patient’s health condition data. The author could give effective results for disease prediction through Ensemble Learning Approach.

Alessandro Aliberti [3] suggested that continuous glucose monitoring systems provides an option to record blood glycaemic values at higher rate of sampling. The data collected from the glucose monitoring system can be used to train a machine learning model to analyze future patterns of glucose levels in patients for effective prevention from dangerous hyperglycaemic or hypoglycaemic states and better optimization of the diabetic treatment.

Nahla H. Barakat, Andrew P. Bradley[4] recently presented in his paper, the comparison of performance of commonly known machine-learning (ML) models such as regression models and deep learning models Long-Short-Term-Memory network (LSTM) & Temporal Convolution Network (TCN) versus a classic Autoregression with Exogenous inputs (ARX) model in the prediction of blood glucose (BG) levels using time-series data of patients with Type 1 diabetes (T1D).

III. PROPOSED WORK

The proposed implementation of this paper includes the execution of three methods Logistic Regression, Random Forest, Multilayer Perceptron. The process includes 1. Importing essential libraries 2. Data Preprocessing 3. Data Visualization 4. Train Test Split 5. Apply Desired Algorithm 6. Feature Selection 7. Cross Validation 8. Model Evaluation 9. Building Web Application 10. Deploying in Cloud

In our proposed system, Diabetes is predicted by Deep Learning Techniques. Before using deep learning, we have used feature selection technique to get top features from the data and using that deep learning model for predicting. The main reason for using deep learning model is predicting the diabetes effectively and getting more accuracy.

Data Pre-processing:

The process of cleaning raw data for it to be used for machine learning activities is known as data pre-processing.

Loading of Dataset:
Missing Values Identification

In data preprocessing, it is essential to identify and correctly handle the missing values, failing which leads to inaccurate results and fault conclusions and interpretations from the data. There are two ways this problem can be handled by:

- Deleting a particular row
- Calculating the mean

Encoding of Categorical Data

Categorical data refers to such information that has specific categories of values within the dataset. The column gender is a categorical data. Machine Learning and deep learning models are primarily based on mathematical equations. Thus, it is required to convert categorical data into numerical. As seen in our dataset example, the column gender has to be converted into numerical values. To do so LabelEncoder() class from the sci-kit learn library from sklearn.preprocessing has to be imported.
Normalization of data: Normalization is required when various attributes are on different scale. So various attributes must be normalized to bring onto the same scale.

Correlation among the attributes data

![Correlation Table](image3.3.png)

Figure 3.3: Correlation Table

![Correlation of Diabetes](image3.4.png)

Figure 3.4: Correlation of Diabetes

Dividing into Train and Test Data

![Splitting into Train and Test Data](image3.5.png)

Figure 3.5: Splitting into Train and Test Data
Feature Selection: Feature Selection is the process where you automatically or manually select those features which contribute most to your prediction variable or output in which you are interested in. Having irrelevant features in the dataset can decrease the accuracy of the model. Benefits of feature selection are Accuracy increase, reduction in training time and reduction in over fitting. Various Feature Selection Methods are i. Univariate Selection ii. Feature Importance. iii. Correlation Matrix with Heatmap.

Model Building of Logistic Regression

![Logistic Regression](image)

Figure 3.6: Model Building of Logistic Regression

Model Building of Random Forest Classifier

![Random Forest](image)

Figure 3.7: Model Building of Random Forest

Model Building of Multilayer Perceptron
Confusion Matrix: There are 4 important terms in defining confusion matrix. These four parameters are used in calculation of performance metrics.

| Term | Definition |
|------|------------|
| TP   | The predicted result is YES and the actual result is also YES. |
| TN   | The predicted result is NO and the actual result was also NO. |
| FP   | The predicted result is YES and the actual result is NO. |
| FN   | The predicted result is NO and the actual result is YES. |

Accuracy: Classification accuracy is perhaps the simplest metrics one can imagine, and is defined as the number of correct predictions divided by the total number of predictions.

Precision: It is the number of correct positive results divided by the number of positive results predicted by the classifier.

Recall: It is the number of correct positive results divided by the number of all relevant samples (all samples that should have been identified as positive).

F1 Score: F1 Score is the Harmonic Mean between precision and recall.
IV. EXPERIMENTS & RESULTS

Feature Selection and Correlation Matrix with Heatmap

Feature score calculation is done for each feature, the higher the score the more important or relevant is the feature towards your output variable. Feature importance calculation is an inbuilt class with Tree Based Classifiers. Here for the taken dataset Extra Tree Classifier is used for extracting the top 10 features. Correlation defines how the features are related to each other or to the target variable. Correlation can be positive indicates that increase in one value of feature increases the value of the target variable or negative indicates that increase in one value of feature decreases the value of the target variable. Heatmap visualization makes it easy to identify the features that are most relevant to the target variable. The heatmap of correlated features is plotted using the seaborn library.

Figure 3.9 Correlation Heatmap

| Confusion matrix of the Logistic classifier | Confusion matrix of the Random Forest classifier |
|-------------------------------------------|-----------------------------------------------|
| ![Logistic Regression before feature selection](image1) | ![Random Forest before feature selection](image2) |
| ![Logistic Regression after feature selection](image3) | ![Random Forest after feature selection](image4) |
V. Conclusion

The proposed NN based computational methods show not only much fewer attributes are required but also higher prediction and accuracy can be achieved. This work represents a Model, which is based on Neural Network. Firstly we use the best feature selection technique for identifying the top features which predicts the diabetes. Afterwards, we apply Deep Learning Model on the Dataset and get the output for it by that model. The reason behind using Deep Learning model is it predicts the result effectively and also with more accuracy. There is design of website for showing the
prediction which understands to the user easily and automatically. The website consists of static home page which contains about Diabetes, why we get diabetes and also precautions to take for not to get diabetes. It also consists of meaning of attributes which are present in dataset. So that we can know that because of these symptoms, we may have chance of getting Diabetes. Finally, we want to conclude that Deep learning model predict the result correctly and also with high accuracy.
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