THE CLASSIFICATION OF TERM STRUCTURE SHAPES IN
THE TWO-FACTOR VASICEK MODEL – A TOTAL POSITIVITY
APPROACH

MARTIN KELLER-RESSEL

Abstract. We provide a full classification of all attainable term structure
shapes in the two-factor Vasicek model of interest rates. In particular, we show
that the shapes normal, inverse, humped, dipped and hump-dip are always
attainable. In certain parameter regimes up to four additional shapes can be
produced. Our results apply to both forward and yield curves and show that
the correlation and the difference in mean-reversion speeds of the two factor
processes play a key role in determining the scope of attainable shapes. The
key mathematical tool is the theory of total positivity, pioneered by Samuel
Karlin and others in the 1950ies.
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1. Introduction

The term structure of interest rates – summarized in the form of the yield or forward curve – is one of the most fundamental economic indicators. Its shape encodes important information on the preferences for short- vs. long-term investments, the desire for liquidity and on expectations of central bank decisions and the general economic outlook. It is therefore a natural question, which shapes of yield and forward curves a given mathematical model of interest rates is able to (re-)produce. Already in [Vas77] a paragraph is dedicated to this question, with Vasicek concluding that normal (increasing), inverse (decreasing) and humped (endowed with a single maximum) shapes can be attained in his single-factor model. The same classification of shapes has been shown to hold in the Cox-Ingersoll-Ross model and furthermore in all one-dimensional affine term structure models (including short-rate models with jumps), see [CIJR85, Eq. (26)f], [KRS08, KR18].

For time-homogeneous multi-factor models (such as the affine term structure models of [DS00]) there seems to be very little systematic knowledge on attainable term structure shapes. A notable exception is [DK19], where it has been shown that the two-factor Vasicek model can also produce dipped curves, but without giving a complete enumeration of all other attainable shapes.

For time-inhomogeneous models, such as the Hull-White extended Vasicek model [HW90], it is well-known that any initial term structure can be perfectly fitted and therefore that any shape of the term structure can be reproduced at the time of calibration. However, as time progresses, this initial shape will disappear and – due to ergodicity effects – the model will behave more and more like a time-homogeneous model. Therefore, even in view of Hull-White-extended models, the classification of attainable term structure shapes in time-homogeneous short-rate models remains a relevant question.

Here, we provide for the first time a full classification of term structure shapes in the two-factor Vasicek model. In our main result, Theorem 2.3, we classify all attainable shapes for both yield and forward curves. As expected, several additional shapes, such as a dipped and a hump-dip curve, which are not attainable in the one-dimensional case, become attainable in the two-factor model. We strengthen and extend this main result in several ways: For many of the term structure shapes we can identify the exact region of the model’s state space in which they occur. Moreover, we discuss which shapes are guaranteed to occur with strictly positive probability (‘strict attainability’) and for which shapes the locations of extrema can be arbitrarily prescribed (‘strong attainability’).

Our main mathematical tool is the theory of total positivity (see e.g. [Kar68]), a theory linked to the variation-diminishing properties of certain matrices, function systems and integral kernels. Total positivity has broad applications in numerical interpolation, differential equations and stochastic processes. Within mathematical finance, it has been applied to study monotonicity and convexity of options prices [Kij02] and to the principal-component-analysis of the term structure of interest rates [SS06, LP07]. Our application to the shape analysis of the term structure is new and fundamentally different from the results in [SS06, LP07]. While the results in this paper are limited to the two-dimensional Vasicek model, we are confident that the underlying theory can be applied to other multi-factor interest rate models as well.
2. Notation and main result

2.1. Shapes of the term structure. In our terminology term structure refers to either the yield curve or the forward curve. The shape $S$ of the term structure is defined by the number and sequence of local maxima or minima of the term structure curve. In common financial market terminology a local maximum is called a ‘hump’ and a local minimum a ‘dip’. As the term structure curves produced by the Vasicek model (or most other models) are smooth, it is clear that the shape of the term structure curve can be conveniently analyzed by considering its derivative: Any sign change of the derivative (from strictly positive to strictly negative or vice versa) corresponds to a local extremum of the term structure; the type of sign change (+ to − or − to +) determines the type of the extremum (hump or dip). The basic shapes and their conventional names are listed in Table 2.1. For ‘higher order’ shapes we use the letters $H$ for a hump and $D$ for a dip, e.g., the shape HDH corresponds to a term structure with two local maxima, interlaced by a single local minimum.

| Shape $S$ of the term structure | Description | Sign sequence of derivative |
|---------------------------------|-------------|----------------------------|
| normal                          | strictly increasing | [+ ]                     |
| inverse                         | strictly decreasing | [− ]                     |
| humped                          | single local maximum | [+−]                     |
| dipped                          | single local minimum | [−+]                     |
| HD                              | hump-dip, i.e. local maximum followed by local minimum | [+−+]                   |
| DH, HDH, etc.                   | further sequences of multiple ‘dips’ and ‘humps’ | [...]                    |

Table 1. Shapes of the term structure

2.2. The two-factor Vasicek model. The Vasicek model, originally introduced by [Vas77] as a single-factor model, has been extended to multiple factors by [DS00] within the framework of affine term structure models. Here, we focus on the two-dimensional case, which has been treated in detail e.g. in [BM07]. In the two-dimensional Vasicek model the short rate is given by

$$r_t = Z^1_t + Z^2_t,$$

where the dynamics of the factor process $Z = (Z^1, Z^2)$ are given by

$$dZ^i_t = -\lambda_i (Z^i_t - \theta_i) \, dt + \sigma_i dB^i_t, \quad i \in \{1, 2\}.$$

(2.1)

under the risk-neutral measure $\mathbb{Q}$. The long-term rates $\theta = (\theta_1, \theta_2)$ are real and the Brownian motions $B^1, B^2$ have correlation $\rho \in [-1, 1]$. We assume that the mean-reversion speeds are strictly positive and ordered as

$$\lambda_1 < \lambda_2,$$

i.e. $Z^1$ is the ‘slow’ factor with predominate influence on the long end of the term structure, and $Z^2$ the ‘fast’ factor with predominate influence on short-term rates.
From [DS00], the bond price in the two-dimensional Vasicek model can be written as

\[(2.2) \quad P(t, t + x) = \mathbb{E}^Q \left[ \exp \left( - \int_t^{t+x} r_s \, ds \right) \right] = \exp \left( A(x) + Z_t^T B(x) \right) \]

where \(A\) and \(B\) are given as solutions of the ODEs

\[(2.3a) \quad A'(x) = F(B(x)), \quad A(0) = 0 \]
\[(2.3b) \quad B_i'(x) = R_i(B_i(s)), \quad B_i(0) = 0, \quad i \in \{1, 2\} \]

with

\[(2.4a) \quad F(b) = \lambda_1 \theta_1 b_1 + \lambda_2 \theta_2 b_2 + \frac{1}{2} b^\top \Sigma b, \quad \Sigma = \begin{pmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix} \]
\[(2.4b) \quad R_i(b) = -\lambda_i b_i - 1, \quad i \in \{1, 2\}. \]

The differential equations (2.3b) can obviously be solved explicitly with solutions given by

\[B_i(x) = \frac{1}{\lambda_i} \left( e^{-\lambda_i x} - 1 \right), \quad i \in \{1, 2\}. \]

By integration, the explicit solution of (2.3a) is given by

\[A(x) = \frac{\sigma_1^2}{4 \lambda_1} \left( e^{-2\lambda_1 x} + 4 e^{-\lambda_1 x} - 2\lambda_1 x + 3 \right) + \frac{\sigma_2^2}{4 \lambda_2} \left( e^{-2\lambda_2 x} + 4 e^{-\lambda_2 x} - 2\lambda_2 x + 3 \right) + \frac{\sigma_1 \sigma_2}{\lambda_1 \lambda_2} \left( \frac{e^{-(\lambda_1 + \lambda_2) x}}{\lambda_1 + \lambda_2} - \frac{e^{-\lambda_1 x}}{\lambda_1} - \frac{e^{-\lambda_2 x}}{\lambda_2} - x \right). \]

Finally, the yield and forward curves in the Vasicek model are easily computed from (2.2) and (2.3) as

\[(2.5) \quad f(x; Z_t) = -\partial_x \log P(t, t + x) = -A'(x) - Z_t^T B'(x), \]
\[(2.6) \quad Y(x; Z_t) = -\frac{1}{x} \log P(t, t + x) = -\frac{A(x)}{x} - Z_t^T B(x) \]

If we want to emphasize the dependency of these curves on some parameter \(p\) in addition to the state vector \(z\), we write \(f(x; z, p)\) and \(Y(x; z, p)\). We use the analogous notation for all quantities derived from \(f\) and \(Y\).

### 2.3. Classification of term structure shapes

We are now prepared to present the main result of this paper; the classification of term structure shapes in the two-factor Vasicek model. We denote by \(P\) the full parameter space of the two-dimensional Vasicek model, i.e.

\[P = \left\{ \begin{pmatrix} \theta_1 \\ \theta_2 \end{pmatrix} \in \mathbb{R}^2, \begin{pmatrix} \sigma_1 \\ \sigma_2 \end{pmatrix} \in [0, \infty)^2, \rho \in [-1, 1], 0 < \lambda_1 < \lambda_2 \right\}, \]

and introduce the following definition:

**Definition 2.1** (Attainability). A shape \(S\) of the forward curve is called **attainable**, if we can find a parameter vector \(p \in P\) and a state vector \(z \in \mathbb{R}^2\), such that \(x \mapsto f(x; z, p)\) has shape \(S\). The same definition applies to the yield curve \(x \mapsto Y(x; z, p)\).

Moreover, the relation of the two speed-of-mean-reversion parameters \(\lambda_1 < \lambda_2\), is distinguished as follows:
Definition 2.2. The two-dimensional Vasicek model is called

- **scale-separated**, if $2\lambda_1 < \lambda_2$,
- **scale-proximal**, if $2\lambda_1 > \lambda_2$, and
- **scale-critical**, if $2\lambda_1 = \lambda_2$.

Theorem 2.3. Consider the two-dimensional Vasicek model.

(a) In the scale-separated case, the following yield and forward curve shapes are attainable:

- normal, inverse, humped, dipped, HD, DH, HDH;
- no other shapes are attainable.

(b) In the scale-proximal case, the following yield and forward curve shapes are attainable with $\rho \geq 0$:

- normal, inverse, humped, dipped, HD;
- no other shapes are attainable with $\rho \geq 0$.

(c) In the scale-proximal case, the following yield and forward curve shapes are attainable with $\rho < 0$:

- normal, inverse, humped, dipped, HD, DH, HDH, DHD, HDHD;
- no other shapes are attainable with $\rho < 0$.

In the scale-critical case, (b) applies if $\rho \geq 0$ and (a) applies if $\rho < 0$.

We observe that compared to the one-dimensional Vasicek model, in which only the three shapes normal, inverse, and humped can be produced (see [Vas77, KRS08, KK13]), at least the two additional shapes dipped and HD are attainable in the two-factor case. Depending on the relation of the speed-of-mean-reversion parameters and on the correlation $\rho$ the number of additional shapes can grow up to six. The proof of the theorem is given in section 4. It is based on the theory of total positivity and Descartes systems, which is summarized in section 3). In section 5, the main result is refined and extended in several ways: Firstly, the analysis of attainable term structure shapes can also be carried out contingent on the state vector ($Z^1_t, Z^2_t$). This allows to partition the state space into regions in which only a few or even a single shape is possible; see Figure 1 for an illustration of the scale-proximal and positively correlated case. Second, we introduce and discuss the notions of strict and strong attainability, which essentially correspond to the attainability of shapes with strictly positive probability and with arbitrary placement of local extrema. Finally, we show in section 5 that all attainable shapes can be produced by just varying the state vector and the volatility parameters $\sigma_1, \sigma_2, \rho$, while keeping all other model parameters fixed.

3. **Sign sequences, total positivity and Descartes systems**

3.1. **Sign sequences.** In order to keep track of the number and the directions of sign changes of a numeric sequence or of a continuous function we introduce the notion of a sign sequence. While this notion appears implicitly in many of the results related to total positivity, the exact terminology and notation introduced here is new.

(i) A sign sequence is a non-empty sequence of the symbols + and -. Only finite sign sequences will be considered here. Also zeroes can be allowed; we comment on this later. We include sign sequences in square brackets and write e.g.

- $[+]$, $[+--+]$, $[+-]$
Figure 1. State-contingent term structure shapes in the two-dimensional Vasicek model. The attainable shapes of the forward curve (panel A) and the yield curve (panel B) in different regions (delimited in black) of the state space $\mathbb{R}^2$ of the factors $(z_1, z_2)$ are shown. The underlying model is assumed to be scale-proximal and positively correlated, see case (b) of Theorem 2.3. The contour lines of the risk-neutral stationary distribution of the factor process are shown in green, and the green dot shows the location of the ‘most likely’ yield/forward curve. See section 5.1 for details on the annotation in red.
for some valid sign sequences.

(ii) Two sign sequences are **equivalent**, if the number and direction of their sign changes is the same. This defines an equivalence relation \( \simeq \), e.g.,

\[
[\cdots] \simeq [\cdots].
\]

(iii) In a similar way we can define a **subsequence** relation \( \subseteq \) in which only the sign changes are considered (i.e. we treat blocks of signs as if they were single signs). Thus, we have

\[
[-+++] \subseteq [-+], \quad [-] \subseteq [+++].
\]

(iv) A subsequence which also preserves the initial sign is called a **head** and a subsequence which preserves the terminal sign is called a **tail**. We write

\[
[-+++] H \subseteq [-+], \quad [+\cdot] T \subseteq [+--]
\]

for the respective relations.

(v) Sign sequences should only keep track of ‘strong’ sign changes.\(^1\) Therefore we add the convention that zeros in sign sequences can simply be omitted to obtain an equivalent sign sequence. E.g. we have

\[
[+0+-0+] \simeq [+--], \quad [0-00-] \simeq [-].
\]

Note that all strong sign changes (and their direction) are preserved under this reduction.

(vi) If a variable, say \( a \), appears inside a sign sequence, it should be interpreted as ‘sign of \( a \)’. E.g. the sign sequence \([ab]\) evaluates to \([+\cdot] \) if \( a = 6 \) and \( b = -1 \) and to [-] if \( a = -1, b = 0 \).

(vii) Let \( f \) be a continuous function, defined on a subset \( X \) of \( \mathbb{R} \) and not constantly zero. The **sign sequence** of \( f \) is the sequence of signs that \( f \) takes on between its zeroes. Only functions with finite sign sequences will be considered and we denote the sign sequence of such a function \( f \) by \( \text{sign-seq}(f) \). For example

\[
f(x) = x^2 - 1, \text{ defined on } X = [0, \infty) \implies \text{sign-seq}(f) = [+\cdot].
\]

3.2. **Total positivity and Descartes systems.** We introduce some definitions and key results from the theory of total positivity. For background and further details we refer to [KS66, Kar68] and [BE95].

**Definition 3.1** (Totally positive kernel). Let \( X, Y \subseteq \mathbb{R} \) and let \( K \) be a function (‘kernel’) from \( X \times Y \) to \( \mathbb{R} \). If

\[
\begin{pmatrix}
K(x_1, y_1) & K(x_1, y_2) & \cdots & K(x_1, y_m) \\
\vdots & \vdots & & \vdots \\
K(x_m, y_1) & K(x_m, y_2) & \cdots & K(x_m, y_m)
\end{pmatrix} \geq 0
\]

for any \( m \in \mathbb{N} \), \( x_1 < x_2 < \cdots < x_m \) in \( X \) and \( i_1 < i_2 < \cdots < i_m \) in \( Y \), then \( K(x,y) \) is called **totally positive**. If strict equality holds in (3.1), the kernel is called **strictly totally positive**.

---

\(^1\)A sign change from + to 0 and back to +, for example, is not considered a strong sign change, whereas a sign change from + to 0 and then to − is.
Remark 3.2. (i) The kernels $K(x, y) = e^{xy}$ and $K(x, y) = 1_{\{y \leq x\}}$ are examples of totally positive kernels on $\mathbb{R}^2$ (or on any $X \times Y$ with $X, Y \subseteq \mathbb{R}$); see [Kar68, Ch.1 §2] and [Kar68, Ch.3, Eq. (1.13)ff]. The first kernel is even strictly totally positive.

(ii) A totally positive kernel on $X = Y = \{1, \ldots, n\}$ can be written as a matrix; accordingly such matrices are also called totally positive, cf. [And87] or [Hog13, Ch.29].

A crucial property of totally positive kernels is the following:

**Theorem 3.3** (Variation-diminishing property of totally positive kernels). Let $K$ be a totally positive kernel on $X \times Y$, such that $\int_Y K(x, y)dy < \infty$ for all $x \in X$. Let $f : Y \to \mathbb{R}$ be a bounded continuous function with finite sign sequence and set

$$g(x) := \int_Y K(x, y)f(y)dy.$$ 

Then

$$\text{sign-seq}(g) \subseteq \text{sign-seq}(f).$$

This result is a particular case of [Kar68, Ch. 5, Thm. 3.1], formulated in the language of sign sequences. It can be extended from integration with respect to Lebesgue measure $dy$ to a large class of $\sigma$-finite measures $d\mu(y)$ on $Y$. These extensions, however, will not be needed here.

Next, we discuss a closely related definition, which applies to families of functions.

**Definition 3.4** (Descartes system). Let $X$ be a subinterval of $\mathbb{R}$ and let $D = (\phi_1, \ldots, \phi_n)$ be a family of continuous functions from $X$ to $\mathbb{R}$. If

$$\begin{vmatrix}
\phi_{i_1}(x_1) & \phi_{i_2}(x_1) & \cdots & \phi_{i_m}(x_1) \\
\phi_{i_1}(x_2) & \phi_{i_2}(x_2) & \cdots & \phi_{i_m}(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{i_1}(x_m) & \phi_{i_2}(x_m) & \cdots & \phi_{i_m}(x_m)
\end{vmatrix} > 0$$

for any $m \leq n$, $x_1 < x_2 < \cdots < x_m$ in $X$ and $i_1 < i_2 < \cdots < i_m$ in $\{1, \ldots, n\}$, then $D$ is called a **Descartes system** on $X$.

**Remark 3.5.** (i) The order of the functions $\phi_1, \ldots, \phi_n$ matters and a permutation of a Descartes system need not be a Descartes system.

(ii) A Descartes system can be seen as a strictly totally positive kernel on $X \times \{1, \ldots, n\}$

(iii) The family of monomials $(1, x, x^2, x^3, \ldots, x^n)$ is a Descartes system.

(iv) The family of exponential functions $(e^{\gamma_1}, \ldots, e^{\gamma_n})$ is a Descartes system if and only if $\gamma_1 < \gamma_2 < \cdots < \gamma_n$

Also Descartes systems enjoy variation-diminishing properties:

**Theorem 3.6** (Variation-diminishing property of Descartes systems). Let $(\phi_1, \ldots, \phi_n)$ be a Descartes system and let $(a_1, \ldots, a_n) \in \mathbb{R}^n$. Then

$$\begin{align*}
\text{sign-seq} \left( \sum_{i=1}^{n} a_i \phi_i \right) & \subseteq [a_1 a_2 \cdots a_n].
\end{align*}$$


Remark 3.7. (i) This theorem is [KS66, Thm. 3.1, 4.4] (see also [BE95, Thm. 3.2.4]), translated into the language of sign sequences.
(ii) The well-known Descartes’ rule of signs for polynomials follows by applying this theorem to the Descartes system \((1, x, x^2, \ldots, x^n)\); see [BE95, 3.2.E7].

Given a Descartes system \(D = (\phi_1, \ldots, \phi_n)\), a function of the form

\[ \phi(x) := \sum_{i=1}^{n} a_i \phi_i(x) \]

is called a D-polynomial in \(D\). We call \(\phi\) extremal, if equality is attained in (3.3). The next result concerns the interpolation properties of D-polynomials:

**Theorem 3.8.** Let \((\phi_1, \ldots, \phi_n)\) be a Descartes system on \(X\) and let \(r_1 < r_2 < \cdots < r_{n-1}\) be \(n - 1\) distinct points in \(X\). Then there exists a D-polynomial \(\phi(x) = \sum_{i=1}^{n} a_i \phi_i(x)\) with all \(a_i\) non-zero, which satisfies:

- \(\phi(r_i) = 0\) for all \(i \in 1, \ldots, n - 1\);
- \(\phi\) has a strong sign change at each \(r_i\) in the interior of \(X\).

If all \(r_i\) are interior points of \(X\), then \(\phi\) is extremal, i.e.,

\[ \text{sign-seq}(\phi) \simeq [a_1 \, a_2 \, \cdots \, a_n]. \]

This result follows from [KS66, Ch. I, Thm. 5.1] or [BE95, 3.1.E11], but we provide a self-contained proof and some related results in Sec. A.1 and A.3.

4. Proof of the main result

The proof of Theorem 2.3 and its corollaries rests on identifying Descartes systems related to yield and forward curves in the two-dimensional Vasicek model. These Descartes systems are given in Section 4.1 below and allow to apply the results from the theory of total positivity from above. The proof of Theorem 2.3 is then given in two parts: First, in Section 4.2, we show necessity, i.e., that no term structure shapes outside of the lists given in Theorem 2.3 can be attained. Then we show sufficiency, i.e., that all listed shapes are actually attainable. This more difficult part is done in Section 4.3.

4.1. Descartes systems for the Vasicek model. We introduce several Descartes systems associated to the two-dimensional Vasicek model. As we will show, the derivatives of the forward curve and the yield curve can be written as D-polynomials in these systems. The next Lemma follows directly from Remark 3.5(iv) and from the ordering of exponents that is implied by the scale-separation properties:

**Lemma 4.1.** The following families of functions are Descartes systems on \([0, \infty)\):

\[
\begin{align*}
D_{\text{sep}} &= (e^{-2\lambda_2 x}, e^{-(\lambda_1 + \lambda_2) x}, e^{-\lambda_2 x}, e^{-2\lambda_1 x}, e^{-\lambda_1 x}) \quad \text{if} \quad 2\lambda_1 < \lambda_2 \\
D_{\text{prox}} &= (e^{-2\lambda_2 x}, e^{-(\lambda_1 + \lambda_2) x}, e^{-2\lambda_1 x}, e^{-\lambda_2 x}, e^{-\lambda_1 x}) \quad \text{if} \quad 2\lambda_1 > \lambda_2 \\
D_{\text{crit}} &= (e^{-2\lambda_2 x}, e^{-(\lambda_1 + \lambda_2) x}, e^{-\lambda_2 x}, e^{-\lambda_1 x}) \quad \text{if} \quad 2\lambda_1 = \lambda_2
\end{align*}
\]

Note that the only difference between \(D_{\text{prox}}\) and \(D_{\text{sep}}\) are the order of the third and the fourth element. Collapsing these cases yields the boundary case \(D_{\text{crit}}\).

For the analysis of yield curve shapes a slightly different Descartes system is needed:

For the analysis of yield curve shapes a slightly different Descartes system is needed:
The following families of functions are Descartes systems on $[0, \infty)$:

\[ E_{\text{sep}} = (g_{2\lambda_2}, g_{\lambda_1+\lambda_2}, g_{2\lambda_2}, g_{2\lambda_1}, g_{\lambda_1}) \quad \text{if} \quad 2\lambda_1 < \lambda_2 \]

\[ E_{\text{prox}} = (g_{2\lambda_2}, g_{\lambda_1+\lambda_2}, g_{2\lambda_1}, g_{\lambda_2}, g_{\lambda_1}) \quad \text{if} \quad 2\lambda_1 > \lambda_2 \]

\[ E_{\text{crit}} = (g_{2\lambda_2}, g_{\lambda_1+\lambda_2}, g_{\lambda_2}, g_{\lambda_1}) \quad \text{if} \quad 2\lambda_1 = \lambda_2 \]

Note that $g_\alpha(x)$ can be written as

\[ g_\alpha(x) = \int_0^\infty K(x, y) e^{-\alpha y} dy, \quad \text{where} \quad K(x, y) = \frac{y}{x^2} 1_{\{y \leq x\}}. \]

The introduced kernel is of the form $K(x, y) = \phi(x)\psi(y)L(x, y)$, where $\phi(x) = \frac{1}{x^2}$, $\psi(y) = y$ are strictly positive on $(0, \infty)$ and where $L(x, y) = 1_{\{y \leq x\}}$. The total positivity of $L(x, y) = 1_{\{y \leq x\}}$ is shown in [Kar68, Ch. 3, Eq.(1.10)ff], and the total positivity of the composed kernel $K(x, y)$ follows from [Kar68, Ch. 1, Thm. 2.1].

Thus, the systems $E_{\alpha, \ldots}$ are **totally positive transformations** of the systems $D_{\alpha, \ldots}$. This immediately implies that they are ‘weak Descartes systems’ on $(0, \infty)$, i.e. that (3.2) holds with non-strict inequality. A full proof of their ‘strong’ Descartes property including the boundary point $x = 0$ is given in Section A.2.

### 4.2. Necessary conditions for attainability

To derive necessary conditions for attainability of term structure shapes, we write the derivatives of the forward and the yield curve as D-polynomials in the Descartes systems introduced in Lemmas 4.1 and 4.2 and determine their coefficients. The first step is to calculate the derivatives:

**Lemma 4.3.** The derivative of the forward curve in the Vasicek model is given by

\[ \partial_x f(x) = u_2 \varphi_{2\lambda_2}(x) + c \varphi_{\lambda_1+\lambda_2}(x) + w_2 \varphi_{\lambda_2}(x) + u_1 \varphi_{2\lambda_1}(x) + w_1 \varphi_{\lambda_1}(x), \]

with $\varphi_\alpha(x) = e^{-\alpha x}$ and coefficients given, for $j \in \{1, 2\}$, by

\[ w_j = w_j(z_j) = \lambda_j (\theta_j - z_j) - \frac{\sigma_j^2}{\lambda_j} - \rho \frac{\sigma_1 \sigma_2}{\lambda_1 \lambda_2} \]

and

\[ c = \rho \frac{\lambda_1 + \lambda_2}{\lambda_1 \lambda_2} \sigma_1 \sigma_2. \]

The derivative of the yield curve is given by

\[ \partial_y Y(x) = \frac{1}{x^2} \int_0^x \partial_x f(y) y dy = \]

\[ = u_2 g_{2\lambda_2}(x) + c g_{\lambda_1+\lambda_2}(x) + w_2 g_{\lambda_2}(x) + u_1 g_{2\lambda_1}(x) + w_1 g_{\lambda_1}(x), \]

with $g_\alpha(x)$ given by (4.1).

**Proof.** From (2.5) we obtain

\[ \partial_x f(x; z) = -A''(x) - z^\top B''(x), \]
which evaluates to
\[ \partial_x f(x; z) = \left( e^{-\lambda_1 x} \right)^T \left\{ - \left( \frac{\lambda_1 \theta_1}{\lambda_2 \theta_2} \right) - \left( \frac{\sigma_1^2}{\rho \sigma_1 \sigma_2} \right) \left( \frac{1}{\lambda_1} (e^{-\lambda_1 x} - 1) \right) + \left( \frac{1}{\lambda_2} (e^{-\lambda_2 x} - 1) \right) \right\} \]
and after rearrangement gives (4.3).

For the yield curve, differentiation of (2.6) gives
\[ \partial_x Y(x; z) = \frac{1}{x^2} \left\{ (A(x) - xF(B(x))) + z^T (B(x) - xR(B(x))) \right\}. \]

Multiplying with \( x^2 \) and taking another derivative we obtain
\[ \partial_x^2 (x^2 \partial_x Y(x; z)) = -x A''(x) - xz^T B''(x) = x \partial_x f(x; z), \]
which yields (4.4).

Combining this result with Lemmas 4.1 and 4.2, we obtain the following:

**Lemma 4.4.** The functions \( \partial_x f \) and \( \partial_x Y \) are D-polynomials in the Descartes systems \( D \) and \( E \) respectively, with coefficients given by

- \((u_2, c, u_1, w_2, w_1)\) in the scale-proximal case,
- \((u_2, c, w_2, u_1, w_1)\) in the scale-separated case,
- \((u_2, c, w_2 + u_1, w_1)\) in the scale-critical case.

We can now use the variation-diminishing property of Descartes systems to derive restrictions on attainable forward and yield curve shapes.

**Theorem 4.5.** If \( \rho \geq 0 \), then the sign sequence of the derivative of the forward and the yield curve, \( d \in \{ \partial_x f, \partial_x Y \} \), satisfies

\[
\text{sign-seq}(d) \subseteq \begin{cases} +w_2w_1 & \text{(under scale-proximity)} \\ +w_2+w_1 & \text{(under scale-separation)} \end{cases}
\]

If \( \rho < 0 \) then the sign sequence of \( d \in \{ \partial_x f, \partial_x Y \} \) satisfies

\[
\text{sign-seq}(d) \subseteq \begin{cases} +w_2w_1 & \text{(under scale-proximity)} \\ +w_2+w_1 & \text{(under scale-separation)} \end{cases}
\]

For forward curves this result can be strengthened by using additional information from the terminal sign of \( \partial_x f \).

**Corollary 4.6.** In Theorem 4.5 ‘\( \subseteq \)’ can be replaced by ‘\( \subseteq^T \)’, whenever the sign sequence of \( \partial_x f \) is considered.

**Proof.** Theorem 4.5 follows by applying Theorem 3.6 to the coefficients given in Lemma 4.4. In doing so, we take into account that \( u_1 \) has positive sign regardless of the choice of parameters, and apply the reductions of sign sequences described in Sec. 1.1 to arrive at the expressions on the right hand sides.

For the corollary, the obtained relations can be strengthened from \( \subseteq \) to \( \subseteq^T \) by analyzing the terminal sign (the sign after the last sign change) of \( \partial_x f \). From Lemma 4.3 we obtain that \( \lim_{x \to \infty} \partial_x f(x) = 0 \), which, however, yields no information on the terminal sign. Rather, the terminal sign of \( \partial_x f \) must be determined by the component with the slowest decay, which is \( w_1 \varphi_{\lambda_1}(x) = w_1 e^{-\lambda_1 x} \). Thus, the terminal
sign of $\partial_x f$ is equal to the sign of $w_1$, which is the last sign in all sequences of Lemma 4.4. We conclude that $\text{sign-seq}(\partial_x f)$ is not just a subset, but rather a tail of all the sign sequences that were obtained on the right hand sides.\footnote{Note that the same approach does not work for $\partial_x Y$ due to the different asymptotic behaviour as $x$ tends to infinity.}

Using Theorem 4.5 we obtain the first part of our main result, Theorem 2.3.

\textit{Proof of Theorem 2.3 – necessity.} Consider the case of the forward curve. The shape of the forward curve is determined by the sign sequence of $\partial_x f$, and this sign sequence is controlled by the results of Corollary 4.6. Hence, restrictions on attainable term structure shapes can be obtained by iterating through all cases of Corollary 4.6 and through the four possible sign combinations of $w_1$ and $w_2$. Note that we only need to consider the strict signs $+$ and $-$, because zeroes can be omitted from sign sequences and do not lead to additional shapes. Instead of listing all possible combinations, we discuss two exemplary cases:

- Suppose that $\rho \geq 0$, $w_1 > 0$ and $w_2 < 0$. In the scale-proximal case we obtain from Corollary 4.6, that
  \[ \text{sign-seq}(\partial_x f) \overset{T}{\subseteq} [+--]. \]
  The possible tail sequences of $[+--]$ are $[+]$, $[-+]$ and $[+--]$ itself. These cases correspond to the shapes normal, humped and HD, and we conclude that no other forward curve shapes can be attainable under the given parameter restrictions. Switching to scale-separation, Corollary 4.6 yields
  \[ \text{sign-seq}(\partial_x f) \overset{T}{\subseteq} [+--] \simeq [+--], \]
  and the same admissible shapes are obtained as in the scale-proximal case.

- Now suppose that $\rho \geq 0$, $w_1 < 0$ and $w_2 < 0$. In the scale-proximal case Corollary 4.6 yields
  \[ \text{sign-seq}(\partial_x f) \overset{T}{\subseteq} [+--] \simeq [+-], \]
  which leaves the shapes inverse, humped as potentially attainable shapes. In the scale-separated case we obtain
  \[ \text{sign-seq}(\partial_x f) \overset{T}{\subseteq} [+--], \]
  which, in addition, leaves DH and HDH as potentially attainable.

Applying the same procedure to all other cases produces the lists given in the theorem, in the case of forward curves. The scale-critical case can be treated like the scale-proximal case if $\rho \geq 0$, and like the scale-separated case if $\rho < 0$. For yield curves, we apply Theorem 4.5 to $\partial_x Y$ in the same manner. Despite the weaker constraint $\subseteq$ instead of $\overset{T}{\subseteq}$, it turns out (after iterating through all cases) that the same lists of shapes are obtained. \qed
4.3. Sufficient conditions for attainability. To complete the proof of Theorem 2.3, we need to show sufficiency, i.e., that all listed shapes are actually attainable. Before going into details, we describe the general strategy of the proof: Let a shape $S$ of the forward curve with $k$ local extrema be given. Choosing a suitable Descartes subsystem $D'$ of $D$ with $k + 1$ elements, we can apply Theorem 3.8 and find a D-polynomial $f$ in $D'$, such that $f$ has a sign sequence with $k$ sign changes, which corresponds to the shape $S$. Padding the list of coefficients with zeroes, we can write $f$ as a D-polynomial in the full system $D$, i.e. as

$$f(x) = a_{2\lambda_2} \varphi_{2\lambda_2}(x) + a_{\lambda_1 + \lambda_2} \varphi_{\lambda_1 + \lambda_2}(x) + a_{\lambda_2} \varphi_{\lambda_2}(x) + a_{2\lambda_1} \varphi_{2\lambda_1}(x) + a_1 \varphi_1(x),$$

where we have labeled the coefficients $a$ consistently with the basis functions of $D$. Comparing coefficients with (4.3), we can conclude that the shape $S$ is attainable in the Vasicek-model, if we can show that the system of equations

$$(4.5a) \quad \frac{\sigma_1^2}{\lambda_1} = a_{2\lambda_1},$$

$$(4.5b) \quad \frac{\sigma_2^2}{\lambda_2} = a_{2\lambda_2},$$

$$(4.5c) \quad \rho(\lambda_1 + \lambda_2) \frac{\sigma_1 \sigma_2}{\lambda_1 \lambda_2} = a_{\lambda_1 + \lambda_2},$$

$$(4.5d) \quad \lambda_1 (\theta_1 - z_1) - \frac{\sigma_1^2}{\lambda_1} - \rho \lambda_1 \frac{\sigma_1 \sigma_2}{\lambda_1 \lambda_2} = a_{\lambda_1},$$

$$(4.5e) \quad \lambda_2 (\theta_2 - z_2) - \frac{\sigma_2^2}{\lambda_2} - \rho \lambda_2 \frac{\sigma_1 \sigma_2}{\lambda_1 \lambda_2} = a_{\lambda_2}$$

has a solution $(\sigma_1, \sigma_2, \rho, z_1, z_2) \in [0, \infty)^2 \times [-1, 1] \times \mathbb{R}^2$. The argument for yield curves is analogous, using the appropriate Descartes system $E$ from Lemma 4.2.

Having reduced the attainability problem to the equation system (4.5), we need to discuss its solvability: Clearly, whenever (4.5a) – (4.5c) can be solved for $(\sigma_1, \sigma_2, \rho)$, then also (4.5d) and (4.5e) can be solved for $(z_1, z_2)$. Moreover, the solvability of (4.5a) and (4.5b) for $(\sigma_1, \sigma_2)$ only depends on the signs of $a_{2\lambda_1}$ and $a_{2\lambda_2}$. It is therefore only (4.5c) for which solvability is nontrivial, due to the restriction $\rho \in [-1, 1]$. These elementary observations are summarized in the following Lemma:

**Lemma 4.7.** Consider the system of equations given in (4.5)

$$(a) \text{ If } a_{2\lambda_1} < 0 \text{ or } a_{2\lambda_2} < 0, \text{ then (4.5) has no solution.}$$

$$(b) \text{ If } a_{2\lambda_1} = 0 \text{ and } a_{2\lambda_2} \geq 0, \text{ or if } a_{2\lambda_1} \geq 0 \text{ and } a_{2\lambda_2} = 0 \text{ then (4.5) has a solution.}$$

In this solution $\sigma_1 = \rho = 0$ or $\sigma_2 = \rho = 0$ or both.

$$(c) \text{ If } a_{2\lambda_1} > 0 \text{ and } a_{2\lambda_2} > 0, \text{ then (4.5) has a solution if and only if}$$

$$\rho := \frac{\sqrt{\lambda_1 \lambda_2}}{\lambda_1 + \lambda_2} \frac{a_{\lambda_1 + \lambda_2}}{\sqrt{a_{2\lambda_1} a_{2\lambda_2}}} \text{ is in } [-1, 1].$$

To complete the proof of Theorem 2.3 we apply the strategy outlined above on a case-by-case basis to the different shapes:

**Proof of Theorem 2.3 – sufficiency.** We partition the proof according to the number $k$ of local extrema of the term structure curve; later we also need to distinguish between the cases (a), (b) and (c) given in Theorem 2.3.

(i) For $k = 0$ we use the system $D_1 = (\varphi_{\lambda_1})$. We set $a_{\lambda_1} = \pm 1$ and all other coefficients to zero. This yields the D-polynomials $\varphi_{\pm}(x) = \pm \varphi_{\lambda_1}(x) = \pm e^{-\lambda_1 x}$
with sign sequences [+] and [-]. Setting $z_2 = \sigma_1 = \sigma_2 = \rho = 0$ the system (4.5) can be solved for $z_1$ in both cases. We conclude that the shapes normal and inverse are attainable.

(ii) For $k = 1$ we use the system $D_2 = (\varphi_{\lambda_2}, \varphi_{\lambda_1})$. By Theorem 3.8 we can find two extremal D-polynomials $\varphi_+, \varphi_-$ with coefficients $(a_{\lambda_2}^\pm, a_{\lambda_1}^\pm)$ and sign sequences [+] and [-]. Setting $\sigma_1 = \sigma_2 = \rho = 0$ the system (4.5) can be solved for $(z_2, z_1)$ in both cases. We conclude that the shapes dipped and humped are attainable.

(iii) For $k = 2$ we use the system $D_3 = (\varphi_{2\lambda_2}, \varphi_{\lambda_2}, \varphi_{\lambda_1})$. By Theorem 3.8 we can find two extremal D-polynomials $\varphi_+, \varphi_-$ with coefficients $(a_{2\lambda_2}^\pm, a_{\lambda_2}^\pm, a_{\lambda_1}^\pm)$ and sign sequences [++] and [+-]. Setting $\sigma_1 = \rho = 0$ the system (4.5) can be solved for $(z_2, \sigma_1, z_1)$ in the case of $\varphi_+$. In the case of $\varphi_-$ the system cannot be solved, because $a_{2\lambda_2}^- < 0$. We conclude that the shape $\text{DH}$ is attainable.

At this point we have already covered all attainable shapes in the scale-proximal case with $\rho \geq 0$, i.e., part (b) of the theorem. Next we complete part (a), i.e., the scale-separated case:

(iv) For $k = 2$ we can alternatively use the system $D_{3,\text{sep}} = (\varphi_{\lambda_2}, \varphi_{2\lambda_1}, \varphi_{\lambda_1})$, which is a subsystem of $D_{\text{sep}}$. By Theorem 3.8 we can find two extremal D-polynomials $\varphi_+, \varphi_-$ with coefficients $(a_{\lambda_2}^\pm, a_{2\lambda_1}^\pm, a_{\lambda_1}^\pm)$ and sign sequences [++] and [+-]. Setting $\sigma_2 = \rho = 0$ the system (4.5) can be solved for $(z_2, \sigma_1, z_1)$ in the case of $\varphi_+$. In the case of $\varphi_-$ the system cannot be solved, because $a_{2\lambda_1}^- < 0$. We conclude that the shape $\text{DH}$ is attainable.

(v) For $k = 3$, we use the system $D_{4,\text{sep}} = (\varphi_{2\lambda_2}, \varphi_{\lambda_2}, \varphi_{2\lambda_1}, \varphi_{\lambda_1})$, which is a subsystem of $D_{\text{sep}}$. By Theorem 3.8 we can find two extremal D-polynomials $\varphi_+, \varphi_-$ with coefficients $(a_{2\lambda_2}^\pm, a_{\lambda_2}^\pm, a_{2\lambda_1}^\pm, a_{\lambda_1}^\pm)$ and sign sequences [+++] and [+-+]. Setting $\rho = 0$ the system (4.5) can be solved for $(\sigma_2, z_2, \sigma_1, z_1)$ in the case of $\varphi_+$. In the case of $\varphi_-$ the system cannot be solved, because $a_{2\lambda_1}^- < 0$ and $a_{2\lambda_2}^- < 0$. We conclude that $\text{DDH}$ is attainable.

At this point we have also covered all attainable shapes in the scale-separated case (with arbitrary $\rho$) and thus part (a) is complete. The most difficult case is part (c), i.e., the scale-proximal case with $\rho < 0$. Here, Theorem 3.8 is not sufficient to find suitable D-polynomials $\varphi_{\pm}$ and we have to use the more specialized result Lemma A.2 instead.

(vi) For $k = 3$ we use the system $D_{4,\text{prox}} = (\varphi_{2\lambda_2}, \varphi_{\lambda_1}, \varphi_{\lambda_2}, \varphi_{2\lambda_1}, \varphi_{\lambda_2})$, which is a subsystem of $D_{\text{prox}}$. By Lemma A.2 we can find two sets of real numbers $0 < r_1^+ < r_2^+ < r_3^+$ and $0 = r_1^0 < r_2^0 < r_3^0$ as well as D-polynomials $\varphi_+$ and $\varphi_0$ with the following properties:

- The zeroes of $\varphi_+$ and $\varphi_0$ are located exactly at the points $r_1^+, r_2^+, r_3^+$ and $r_1^0, r_2^0, r_3^0$.
- The sign sequence of $\varphi_+$ is [++++] and the sign sequence of $\varphi_0$ is [+-+];
- The coefficients of both $\varphi_+$ and $\varphi_0$ have sign sequence [+++].

Moreover, the coefficients (of both $\varphi_+$ and $\varphi_0$) satisfy

$$\left| \frac{a_{\lambda_1}^++a_{\lambda_2}^-}{\sqrt{a_{2\lambda_1}^+a_{2\lambda_2}^-}} \right| < 2;$$

But not a Descartes subsystem of $D_{\text{prox}}$. 

see (A.10). Thus, applying the geometric-arithmetic-mean inequality, we obtain
\begin{align}
|\rho| & \leq \frac{\sqrt{\lambda_1 \lambda_2}}{\lambda_1 + \lambda_2} \frac{a_{\lambda_1 + \lambda_2}}{\sqrt{\sigma_2 \lambda_1 \sigma_2 \lambda_2}} < 1. 
\end{align}

By Lemma 4.7, this implies that the system of equations (4.5) is solvable. We conclude that the shapes HDH and DH are attainable.

(vii) For \( k = 4 \) we use the full system \( D_{\text{prox}} \). As in the previous case, we can apply Lemma A.2 to find two D-polynomials \( \varphi_+ \) and \( \varphi_0 \) with prescribed zeroes and with sign sequences \([+-++]\) and \([-+++]\) respectively. The first zero of \( \varphi_0 \) is located at the boundary point \( r_0^1 = 0 \). Moreover, the coefficients of both \( \varphi_+ \) and \( \varphi_0 \) have sign sequence \([+-++]\) and inequality (4.7) holds. Thus, Lemma 4.7 implies that the system of equations (4.5) is solvable and we conclude that the shapes HDHD and HDH are attainable.

Having completed part (c), also the last case of Theorem 2.3 is shown. The scale-critical case can be treated like the scale-proximal case if \( \rho \geq 0 \), and like the scale-separated case if \( \rho < 0 \). □

5. Additional Results

5.1. State-contingent analysis of term structure shapes. Using the same general ideas as in the previous section, the analysis of term structure shapes can also be carried out contingent on the state vector \((z_1, z_2) \in \mathbb{R}^2\). In other words, the state space \( \mathbb{R}^2 \) can be partitioned into regions in which only a few – often only a single – term structure shape can occur; see Figure 1.

We use four equations to constrain the shape of the term structure. Two are derived from Theorem 4.5 and constrain the overall shape of the term structure; the other two are derived from the initial and the terminal sign of the derivative of the yield/forward curve. All equations are linear, i.e., the partitions of the state space can be described as intersections of half-spaces. It will be convenient to reparameterize as
\[ y_i = z_i - \theta_1 \quad a_i = \sigma_i / \lambda_i. \]
Under this change of variables, the quantities \( w_1, w_2 \) from Lemma 4.3 become
\[ w_1(y_1, y_2) = -y_1 - (a_1^2 + \rho a_1 a_2) \]
\[ w_2(y_1, y_2) = -y_2 - (a_2^2 + \rho a_1 a_2). \]
These linear functions determine the half spaces
\[ W_i^- = \{(y_1, y_2) \in \mathbb{R}^2 : w_i(y_1, y_2) \leq 0\}, \quad i \in \{1, 2\}, \]
and, with reversed inequalities, \( W_i^+ \). On each of the possible combinations \((W_1^\pm, W_2^\pm)\), the pair \((w_1, w_2)\) has a different combination of signs, and the resulting restrictions on the term structure shape can be read from Theorem 4.5.

The second pair of inequalities is obtained from the initial and the terminal sign of the term structure curve’s derivative. Both quantities can be derived from Lemma 4.3. The initial (‘starting’) sign of the derivative is the same for yield and forward curve and is equal to the sign of
\[ s(y_1, y_2) = u_1 + u_2 + c + w_1(y_1, y_2) + w_2(y_1, y_2) = -\lambda_1 y_1 - \lambda_2 y_2, \]
which gives a linear function defining the half spaces \( S^\pm \). The terminal sign of the derivative of the yield and forward curve is different; for the forward curve it is
equal to the sign of \( \lim_{x \to \infty} e^{\lambda x} \partial_x f(x) = w_1(y_1, y_2) \).\(^4\) For the yield curve, it is equal to the sign of
\[
t_{\text{yield}}(y_1, y_2) = \lim_{x \to \infty} x^2 \partial_x y(x) = -y_1 - y_2 - \frac{1}{2} \left( a_1^2 + a_2^2 + 2pa_1a_2 \right),
\]
defining the half spaces \( T_{\text{yield}}^{1\pm} \).

Overall, there are up to \( 2^4 = 16 \) combinations of the half spaces \( (W_1^\pm, W_2^\pm, S^\pm, T_{\text{yield}}^{\pm}) \) leading to different restrictions on the yield curve, and \( 2^3 = 8 \) combinations for the forward curve. The actual configuration of half spaces, and hence the number and shape of intersections, depends on the model regime, i.e., scale-proximity vs. scale-separation and on the sign of the correlation parameter \( \rho \). A full analysis of all cases is beyond the scope of the paper, but we add some details to the scale-proximal, positively correlated case, which is shown in Figure 1. We consider two exemplary cases for the analysis of the forward curve:

(a) On the intersection \( W_1^- \cap W_2^- \cap S^+ \) the pair \( (w_1, w_2) \) has two negative signs. Hence, via Theorem 4.5, the sign sequence of \( \partial_x f \) is a subsequence of \([+\cdot] \). The terminal sign of \( \partial_x f \) is equal to the sign of \( w_1 \), hence also negative. This leaves \([+\cdot]\) and \([-\cdot]\) as possible sign sequences of \( \partial_x f \), corresponding to the shapes humped and inverse. The final half space \( S^+ \) restricts the initial sign to \(+\) and selects the unique remaining possibility of a humped forward curve.

(b) On the intersection \( W_1^- \cap W_2^+ \cap S^+ \) the pair \( (w_1, w_2) \) has sign sequence \([-\cdot\cdot] \). From Theorem 4.5 we obtain the same restriction \( \text{sign-seq}(\partial_x f) \subset [+\cdot] \) as in case (a). The restrictions on initial and terminal sign are also the same, such that the forward curve must also be humped in this case.

All other intersections of half spaces can be analyzed in the same way. For the yield curve, the analysis in case (a) must be adapted as follows:

(a') From Theorem 4.5 the restriction \( \text{sign-seq}(\partial_x y) \subset [+\cdot] \) is obtained, and the initial sign of the yield curve must be positive on \( S^+ \). This leaves the possibilities \([+\cdot]\) and \([-\cdot]\) for the yield curve’s derivative, corresponding to a humped or inverse curve. Contrary to the forward curve there is no restriction to the terminal sign of the curve. Intersecting with the half space \( T_{\text{yield}}^- \) selects the humped curve, intersecting with \( T_{\text{yield}}^+ \) selects the inverse curve.

In the scale-proximal, positively correlated case, this type of analysis results in a unique curve shape for all intersections, except for \( W_1^+ \cap W_2^- \cap S^+ (\cap T_{\text{yield}}^-) \). Only for this part of the state space, the method is not able to differentiate between a normal and a HD shape, see also Figure 1.

5.2. Strict, strong, and \( \Sigma \)-attainability. The results of Theorem 2.3 can be sharpened by introducing the notions of strict, strong, and \( \Sigma \)-attainability.

**Definition 5.1** (Strict and strong attainability).

(a) A shape \( S \) of the forward curve is called **strictly attainable**, if we can find a parameter vector \( p \in P \), such that \( x \mapsto f(x; Z_t, p) \) attains shape \( S \) with strictly positive probability for all \( t > 0 \).

\(^4\)The fact that the terminal sign of \( \partial_x f \) is equal to \( w_1 \) was the key observation that led to Cor. 4.6.
(b) A shape $S$ of the forward curve with $k$ local extrema is called **strongly attainable**, if for any $0 < r_1 < \cdots < r_k$, we can find a parameter vector $p \in P$ and a state vector $z \in \mathbb{R}^2$, such that $x \mapsto f(x; z, p)$ has shape $S$, with its local extrema located at $r_1, \ldots, r_k$. In other words, strong attainability means that the locations (but not the amplitude!) of the extrema of the forward curve can be chosen arbitrarily.

The same terminology is applied to the yield curve $x \mapsto Y(x; z, p)$.

**Remark 5.2.** We remark that in (a) it makes no difference whether probabilities under the risk-neutral measure $Q$ or probabilities under the statistical measure $P$ are considered, as $Q$ and $P$ are equivalent. It also makes no difference whether ‘all $t > 0$’ or ‘some $t > 0$’ are considered, as in the Vasicek model also the laws of $Z_t$ and $Z_{t'}$ are equivalent for any $t, t' > 0$.

Another strengthening of Theorem 2.3 can be obtained by varying not all parameters in $P$, but only a subset of them. To formulate these results, we write $P'$ for $P$ with the volatility parameters $(\sigma_1, \sigma_2, \rho)$ removed, and introduce the parameter space of covariance matrices

$$\Sigma := \left\{ \Sigma = \begin{pmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix}, \sigma_1, \sigma_2 \in [0, \infty), \rho \in [-1, 1] \right\}.$$ Additional restrictions on $\Sigma$ are denoted by $\Sigma_{\rho < 0}, \Sigma_{\rho = 0}$, etc. We can now introduce the notion of $\Sigma$-attainability:

**Definition 5.3.** A shape $S$ of the forward curve is called $\Sigma$-attainable, if for any parameter vector $p' \in P'$, we can find a covariance matrix $\Sigma \in \Sigma$ and a state vector $z \in \mathbb{R}^2$, such that $x \mapsto f(x; z, (p', \Sigma))$ has shape $S$.

The same terminology is applied to the yield curve $x \mapsto Y(x; z, (p', \Sigma))$.

Combining with Definition 5.1 we also obtain the notions of **strict and strong** $\Sigma$-attainability.

The first corollary to Theorem 2.3 that we present, concerns the $\Sigma$- and the strong attainability of term structure curves.

**Corollary 5.4.** (i) In all cases of Theorem 2.3, the given shapes are $\Sigma$-attainable, even when restricted to regular covariance matrices only.

(ii) In cases (a) and (b) the shapes are strongly attainable, and even strongly $\Sigma$- and $\Sigma_{\rho=0}$-attainable.

(iii) In case (c), all shapes except possibly $DH$, $HDH$, $DHD$, and $HDHD$ are strongly attainable, and even $\Sigma$- and $\Sigma_{\rho=0}$-attainable.

The second corollary concerns the strict attainability.

**Corollary 5.5.** (i) The shapes of Theorem 2.3(a) are strictly attainable, and even strictly $\Sigma_{\rho>0}$-, $\Sigma_{\rho=0}$-, and $\Sigma_{\rho<0}$-attainable.

(ii) The shapes of Theorem 2.3(b) are strictly attainable, and even strictly $\Sigma_{\rho>0}$- and $\Sigma_{\rho=0}$-attainable.

(iii) The shapes of Theorem 2.3(c), with possible exception of $DH$ and $DHD$, are strictly attainable, and even strictly $\Sigma_{\rho<0}$-attainable.

**Remark 5.6.** We give a heuristic argument supporting Cor. 5.4, which aims to explain why the variation of the (co-)variance parameters and the state vector is sufficient to attain the listed shapes:
• For strong attainability of HDH, the most complex shape in case (a) of Thm. 2.3, four degrees of freedom are needed: Three for the local extrema and an additional degree of freedom to select between HDH and DHD. The parameter space \( \Sigma_{\rho=0} \) has two degrees of freedom and the state space \( \mathbb{R}^2 \) also has two, matching the required four degrees.

• In case (c) of Thm. 2.3 the most complex shape, HDHD, needs five degrees of freedom. The parameter space \( \Sigma_{\rho<0} \) provides three of them and the state space \( \mathbb{R}^2 \) provides two.

• In case (b) the positive correlation of the two factor processes together with the proximity of the mean-reversion scales leads to so much positive reinforcement that not all five degrees of freedom can be utilized.

We now explain how the stronger conclusions of Corollary 5.4 and 5.5 can be obtained from the proof of Theorem 2.3 that was given in Sec. 4.3. First, observe that in all steps (i) - (vii) of the proof, we have shown that the system of equations (4.5) could be solved by choosing suitable covariance parameters \( (\sigma_1, \sigma_2, \rho) \) and state vectors \( (z_1, z_2) \) and that it was not necessary to modify any of the remaining parameters in \( P' \). This shows that attainability can be strengthened to \( \Sigma \)-attainability in all cases.

Next, observe that that in steps (i) - (v) of the proof we have used Theorem 3.8 to find a D-polynomial \( \varphi^+ \) or \( \varphi^- \), which, after solving (4.5), equates to \( \partial_x f \), the derivative of the forward curve. Theorem 3.8 allows us to predetermine all zeroes \( r_1 < \cdots < r_k \) of \( \varphi^\pm \), and hence the locations of the extrema of the forward curve. The same is true for \( \partial_x Y \), the derivative of the yield curve. This shows that in cases (i) - (v) we obtain strong \( \Sigma \)-attainability. In addition, note that it was sufficient to choose \( \rho = 0 \) in all cases (i) - (v). Thus, we even get strong \( \Sigma_{\rho=0} \)-attainability. This completes the arguments needed for Cor. 5.4.

The contents of Cor 5.5 follow from a perturbation argument. Consider for instance case (iii) in the proof of Thm. 2.3: There, we have shown that we can find parameters \( \sigma_1 = \rho = 0, \sigma_2 > 0 \) and a state vector \( (z_1, z_2) \in \mathbb{R} \), which produces the sign sequence [++] corresponding to shape HD. Suppose that a perturbation

\[
\sigma_1' = \epsilon, \quad \rho' = \pm \epsilon \quad \text{and} \quad z_1' = z_1 \pm \epsilon, \quad z_2' = z_2 \pm \epsilon
\]

with \( \epsilon \) in some small set \([0, \delta)\) still produces the same sign sequence [++] and shape HD. Then, we may conclude

• that the shape HD is strictly \( \Sigma \)-attainable, as \((Z_1', Z_2')\) visits any small neighborhood of \((z_1, z_2)\) with strictly positive probability;

• that HD is also \( \Sigma_{\rho>0} \)- and \( \Sigma_{\rho<0} \)-attainable, as we have relaxed the condition \( \rho = 0 \) to \( \rho' = \pm \epsilon \); and

• that it is sufficient to consider regular matrices \( \Sigma \), as we have relaxed the condition \( \sigma_1 = 0 \) to \( \sigma_1' = \epsilon \).

The necessary perturbation Lemma is given below. Applying the same argument to each of the cases (i) - (v) in the proof yields part (a) and (b) of Cor. 5.5. For cases (vi) and (vii) note that the Lemma can only be applied to the D-polynomial \( \varphi^+ \), but not to \( \varphi^- \), which has a zero at the boundary of \([0, \infty)\) and is not an extremal D-polynomial. This yields part (c) of Cor. 5.5.

**Lemma 5.7 (Perturbation Lemma).** Let \( \phi = \sum_{i=1}^n a_i \phi_i \) be a non-vanishing D-polynomial in a Descartes system \( D = (\phi_1, \ldots, \phi_n) \) on a subinterval \( X \subset \mathbb{R} \) which
satisfies

\[ \text{sign-seq} \left( \sum_{i=1}^{n} a_i \phi_i \right) \simeq [a_1 \ldots a_n] \]

and has no zeroes on the boundary of \( X \). Then there exist \((b_i)_{i=1 \ldots n} \in \{-1, +1\}\) and \(\delta > 0\), such that

\[ \text{sign-seq} \left( \sum_{i=1}^{n} a_i' \phi_i \right) \simeq \text{sign-seq} \left( \sum_{i=1}^{n} a_i \phi_i \right) \]

for all \(\epsilon \in [0, \delta)\) and with \(a_i' = a_i + \epsilon b_i\).

**Proof.** First, we show that the sequence \((b_i)\) can be chosen such that

\[ [a_1' \ldots a_n'] \simeq [a_1 \ldots a_n]. \]

To this end define \(b_1, \ldots, b_n\) as follows:

\[
\begin{align*}
a_i > 0 & \implies b_i := +1 \\
a_i < 0 & \implies b_i := -1 \\
a_i = 0 & \implies b_i := \begin{cases} +1 & \text{if the block of zeroes containing } a_i \text{ borders} \\
-1 & \text{on at least one } a_j > 0, \end{cases}
\end{align*}
\]

It is easy to see that the number and direction of strong sign changes in \((a_1', \ldots, a_n')\) is the same as in \((a_1, \ldots, a_n)\) for all \(\epsilon \geq 0\), i.e., we have

\[ [a_1' \ldots a_n'] \simeq [a_1 \ldots a_n], \quad \forall \epsilon \geq 0. \]

Set \(\phi' = \sum_{i=1}^{n} a_i' \phi_i\). Then by Theorem 3.6

\[ \text{(5.1)} \quad \text{sign-seq}(\phi') \subseteq [a_1' \ldots a_n'] \simeq [a_1 \ldots a_n] \simeq \text{sign-seq}(\phi), \]

for all \(\epsilon \geq 0\), and we have shown that \(\phi'\) cannot have more sign changes than \(\phi\).

It remains to show that equivalence holds for small enough \(\epsilon\). Let \(k\) be number of strong sign changes of \(\phi\). Clearly, we can find \(r_0, \ldots, r_k\) such that the sequence \(\phi(r_i)_{i=0 \ldots k}\) is of alternating signs. Each interval \((r_i, r_{i+1})\) must contain exactly one zero of \(\phi\). Set

\[ \delta := \min_{i=0 \ldots k} |\phi(r_i)| \sum_{j=1}^{n} \max_{i=0 \ldots k} |\phi_j(r_i)| \]

Then, \(\delta > 0\) and for all \(\epsilon \in [0, \delta)\)

\[
\begin{align*}
1 - \frac{\phi'(r_i)}{\phi(r_i)} &= \frac{\phi(r_i) - \phi'(r_i)}{\phi(r_i)} \leq \frac{1}{|\phi(r_i)|} \left| \sum_{j=1}^{n} \epsilon b_j \phi_j(r_i) \right| \\
&\leq \epsilon \frac{\sum_{j=1}^{n} |\phi_j(r_i)|}{|\phi(r_i)|} < 1.
\end{align*}
\]

This shows that the sequence \(\phi'(r_i)_{i=0 \ldots k}\) has the same alternating signs as \(\phi(r_i)_{i=0 \ldots k}\) and hence that \(\phi'\) has at least the same number of zeroes as \(\phi\), for all \(\epsilon \in [0, \delta)\).

Together with (5.1), this completes the proof. \(\square\)
Appendix A. Auxiliary results on Descartes systems

Let a family \((\phi_1, \ldots, \phi_k)\) of functions on \(X \subseteq \mathbb{R}\) be given. We set \(x = (x_1, \ldots, x_k) \in X^k\) and
\[
\Delta_k(X) := \{x \in X^k : x_1 < \ldots < x_k\}.
\]
From [BE95] we adopt the compact notation
\[
(A.1) \quad D(\phi_1, \ldots, \phi_k, x_1, \ldots, x_k) := \det \begin{pmatrix}
\phi_1(x_1) & \phi_2(x_1) & \cdots & \phi_k(x_1) \\
\vdots & \vdots & & \vdots \\
\phi_1(x_k) & \phi_2(x_k) & \cdots & \phi_k(x_k)
\end{pmatrix}.
\]
An important special case is the Vandermonde determinant, which for any real \((\gamma_i)_{i=1}^{n} \) evaluates as
\[
(A.2) \quad D\left(1, x, x^2, \ldots, x^{k-1}, \gamma_1, \ldots, \gamma_k\right) = \prod_{j=1}^{k-1} (\gamma_j - \gamma_{j-1}),
\]
see e.g. [Hog13, Ch. 22.4]. For sufficiently differentiable functions \(\phi_1, \ldots, \phi_k\), we also introduce the Wronskian determinant (or simply Wronskian)
\[
(A.3) \quad W(\phi_1, \ldots, \phi_k)(x) = \det \begin{pmatrix}
1 & \phi_1(x) & \phi'_1(x) & \cdots & \phi^{(k)}_1(x) \\
1 & \phi_2(x) & \phi'_2(x) & \cdots & \phi^{(k)}_2(x) \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \phi_k(x) & \phi'_k(x) & \cdots & \phi^{(k)}_k(x)
\end{pmatrix}.
\]
In [Kar68, Ch. 2, §2] relations between the two determinants in (A.1) and (A.3) as well as intermediate notions of ‘derivated determinants’ are discussed.

A.1. D-polynomials with prescribed zeroes.

Proof of Theorem 3.8. Let a Descartes system \(D = (\phi_1, \ldots, \phi_n)\) on \(X\) and a set of prescribed zeroes \(r = (r_1, \ldots, r_{n-1}) \in \Delta_{n-1}(X)\) be given. We show that the D-polynomial
\[
(A.4) \quad \phi(x; r) = D\left(\phi_1, \phi_2, \ldots, \phi_n, x, r_1, \ldots, r_{n-1}\right)
\]
is the desired interpolation polynomial of Theorem 3.8. First, observe that the determinant vanishes whenever \(x = r_i\) for any \(i = 1, \ldots, n - 1\), and hence \(\phi(x, r)\) possesses a zero at each \(r_i\), which shows (a). Second, as \(D\) is a Descartes system, the determinant must be non-zero at all other points in \(X\). The point \(x\) crossing an interior zero \(r_i\) changes the order of two columns in the determinant and hence flips the sign of \(\phi(x; r)\), which shows (b). Claim (c) now follows from Theorem 3.6 – because \(\phi(x; r)\) has \(n - 1\) sign changes, equivalence must hold in (3.3). \(\Box\)

To prepare for additional results, we remark that the coefficients \(a_1, \ldots, a_n\) of the interpolation D-polynomial \(\phi(x; r)\) can be determined directly from (A.4). Expanding the determinant in the first column yields
\[
\phi(x, r) = \sum_{i=1}^{n} a_i(r) \phi_i(x),
\]
where

(A.5) \[ a_i(r) = (-1)^{1+i} D \left( \frac{\phi_{i-1}, \phi_{i+1}, \ldots, \phi_n}{r_1, \ldots, r_{n-1}} \right). \]

Because \((\phi_1, \ldots, \phi_n)\) is a Descartes system, the determinant on the right hand side is strictly positive. This shows that the coefficients of \(\phi(x, r)\) must have alternating signs, starting with +.

A.2. The Descartes property of \(E\).

Proof of Lemma 4.2. To show that \(E_{\text{sep}}, E_{\text{prox}}\) and \(E_{\text{crit}}\) are Descartes systems on \([0, \infty)\), it is sufficient to show that

\[ D \left( g_{\alpha_k}, \ldots, g_{\alpha_1}, x_1, \ldots, x_k \right) > 0 \]

for any \(\alpha_k > \ldots > \alpha_1 \geq 0\) and \(x = (x_1, \ldots, x_k) \in \Delta_{k-1}[0, \infty)\). Our starting point is the representation (4.2) of \(g_\alpha\) as an integral of \(\varphi_\alpha(x) = e^{-\alpha x}\) with respect to the totally positive kernel

\[ K(x, y) = \frac{y}{x^2} 1_{\{x \leq y\}}. \]

From [Kar68, Ch. 3, Eq. (1.11)] and with \(K_i := K(x, y_i)\) we obtain that

\[ D \left( K_1, \ldots, K_k \right) = \frac{y_1 \cdots y_k}{x_1^2 \cdots x_k^2} 1_{\{0 \leq y_1 \leq x_1 \leq y_2 \leq x_2 \cdots \leq y_k \}} \]

for any \(x, y \in \Delta_k(0, \infty)\). Combining this with the composition formula [Kar68, Ch. 3, Eq. (1.2)] we obtain

(A.6) \[ D \left( g_{\alpha_k}, \ldots, g_{\alpha_1}, x_1, \ldots, x_k \right) = \int_0^{x_1} \int_{x_1}^{x_2} \cdots \int_{x_{k-1}}^{x_k} \frac{y_1 \cdots y_k}{x_1^2 \cdots x_k^2} D \left( \varphi_{\alpha_k}, \ldots, \varphi_{\alpha_1}, x_1, \ldots, x_k \right) dy_1 dy_2 \cdots dy_k. \]

Because \((\varphi_{\alpha_k}, \ldots, \varphi_{\alpha_1})\) is a Descartes system, the integrand is strictly positive. Moreover, the domain of integration has strictly positive measure. We conclude that the left hand side is strictly positive for any \(x = (x_1, \ldots, x_k) \in \Delta_k(0, \infty)\), and hence that \(E\) is a Descartes system on \([0, \infty)\). It remains to extend this property to the left-closed interval \([0, \infty)\). By [Kar68, Ch. 2, Thm. 2.3] it is sufficient to show the Wronskian \(W(g_{\alpha_k}, \ldots, g_{\alpha_1})(0)\) is strictly positive for any \(k\). We first calculate the Taylor expansion

\[ g_\alpha(x) = \frac{1}{x^2} \int_0^x ye^{-\alpha y} dy = \sum_{k=0}^{\infty} \frac{(-\alpha)^k x^k}{(k+2) k!}, \]

which follows from the Taylor expansion of the exponential function. We conclude that the \(k\)-th derivative of \(g_\alpha\) at zero is given by

(A.7) \[ g_\alpha^{(k)}(0) = \frac{(-\alpha)^k}{k+2}. \]

Thus we obtain that the Wronskian at zero is given by

(A.8) \[ W(g_{\alpha_k}, \ldots, g_{\alpha_1})(0) = (k+1)!^{-k} D \left( 1, x^2, \ldots, x^{k-1} \right) \left( -\alpha_k, \ldots, -\alpha_1 \right). \]
The latter is a Vandermonde determinant, which evaluates to $\prod_{j=1}^{k-1}(\alpha_{j+1} - \alpha_j)$ and is therefore strictly positive. \hfill \Box

### A.3. Further results on interpolation polynomials.

**Lemma A.1.** Let $\alpha_n > \ldots > \alpha_1 \geq 0$ be given and consider the Descartes system

$$D = (\varphi_{\alpha_n}, \ldots, \varphi_{\alpha_1}), \text{ where } \varphi_{\alpha}(x) = e^{-\alpha x}.$$ 

Let $f(x, r) = \sum_{i=1}^{n} a_i(r) \varphi_{\alpha_i}(x)$ be the interpolation $D$-polynomial (A.4) of $r \in \Delta_{n-1}$. Then its coefficients satisfy, for any $i, j \in \{1, \ldots, n\}$,

$$\lim_{r \to 0} \frac{a_i(r)}{a_j(r)} = (-1)^{(i-j)} \frac{\alpha_{i+1} - \alpha_{i-1}}{(\alpha_{i+1} - \alpha_i)(\alpha_i - \alpha_{i-1})} (\alpha_{j+1} - \alpha_j)(\alpha_j - \alpha_{j-1}) \frac{1}{\alpha_{j+1} - \alpha_{j-1}}$$

with the convention that terms containing $\alpha_0$ or $\alpha_{n+1}$ shall be omitted. The same result holds for $D$ replaced with

$$E = (g_{\alpha_n}, \ldots, g_{\alpha_1}), \text{ where } g_{\alpha}(x) = \frac{1}{x^2} \int_0^x ye^{-\alpha y} dy.$$ 

**Proof.** Combining (A.5) with [Kar68, Ch. 6, Eqs.(1.3), (1.4)], we obtain

$$\lim_{r \to 0} \frac{a_i(r)}{a_j(r)} = (-1)^{(i-j)} \frac{D\left(\varphi_{n}, \ldots, \varphi_{i+1}, \varphi_{i-1}, \ldots, \varphi_{1}\right)}{D\left(\varphi_{n}, \ldots, \varphi_{j+1}, \varphi_{j-1}, \ldots, \varphi_{1}\right)} = (-1)^{(i-j)} \frac{W(\varphi_{n}, \ldots, \varphi_{i+1}, \varphi_{i-1}, \ldots, \varphi_{1})(0)}{W(\varphi_{n}, \ldots, \varphi_{j+1}, \varphi_{j-1}, \ldots, \varphi_{1})(0)}.$$ 

As $\varphi_{\alpha}(x) = e^{-\alpha x}$, the Wronskian determinants become Vandermonde determinants, i.e.

$$W(\varphi_{n}, \ldots, \varphi_{i+1}, \varphi_{i-1}, \ldots, \varphi_{1})(0) = D\left(-\alpha_n, \ldots, -\alpha_{i+1}, -\alpha_{i-1}, \ldots, -\alpha_1\right) = \frac{\alpha_{i+1} - \alpha_{i-1}}{\alpha_{i+1} - \alpha_i(\alpha_i - \alpha_{i-1})} \prod_{k=1}^{n-1}(\alpha_k - \alpha_{k-1}),$$

and similarly for $j$. Evaluating their ratio, (A.9) is obtained. For $g$ the proof is analogous, using (A.8) to evaluate the Wronskians. \hfill \Box

**Lemma A.2.** Consider the Descartes system $D_{4,\text{prox}} = (\varphi_{2\lambda_2}, \varphi_{\lambda_2+\lambda_1}, \varphi_{2\lambda_1}, \varphi_{\lambda_2})$ on $[0, \infty)$. There exists a neighborhood $N$ of 0 in $[0, \infty)^3$, such that the coefficients of the interpolation $D$-polynomial

$$f(x, r) = a_{2\lambda_2}(r) \varphi_{2\lambda_2}(x) + a_{\lambda_2+\lambda_1}(r) \varphi_{\lambda_2+\lambda_1}(x) + a_{2\lambda_1}(r) \varphi_{2\lambda_1}(x) + a_{\lambda_2}(r) \varphi_{\lambda_2}(x)$$

satisfy

$$\left| \frac{a_{\lambda_1+\lambda_2}(r)}{\sqrt{a_{\lambda_2}(r)a_{2\lambda_2}(r)}} \right| < 2 \quad \forall r \in N \cap \Delta_3[0, \infty).$$

The same holds for $D, E_{4,\text{prox}}$ and $E$. 

Proof. Applying Lemma A.1 to $D_{4,\text{prox}}$, we calculate the limits

\[
\lim_{r \to 0} \left| \frac{a_{\lambda_1 + \lambda_2}(r)}{a_{\lambda_1}(r)} \right| = 2 \left( 2 - \frac{\lambda_2}{\lambda_1} \right)
\]

\[
\lim_{r \to 0} \left| \frac{a_{\lambda_1 + \lambda_2}(r)}{a_{\lambda_2}(r)} \right| = 2
\]

Taking square roots and multiplying, we obtain

\[
\lim_{r \to 0} \left| \frac{a_{\lambda_1 + \lambda_2}(r)}{\sqrt{a_{2\lambda_1}(r) a_{2\lambda_2}(r)}} \right| = 2 \sqrt{2 - \frac{\lambda_2}{\lambda_1}}.
\]

As $\lambda_1 < \lambda_2 < 2\lambda_1$, the right hand side is contained strictly between 0 and 2. Due to (A.5), the coefficients of the interpolation D-polynomial $f(x; r)$ depend continuously on $r \in \Delta_3[0, \infty)$, and (A.1) follows. The proof for $D, E_{4,\text{prox}}$ and $E$ is analogous.

\[\Box\]
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