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ABSTRACT. A Schwarz function on an open domain Ω is a holomorphic function satisfying
S(ζ) = ζ on Γ, which is part of the boundary of Ω. Sakai in 1991 gave a complete character-
ization of the boundary of a domain admitting a Schwarz function. In fact, if Ω is simply
connected and Γ = ∂Ω ∩ D(ζ, r), then Γ has to be regular real analytic. This paper is an
attempt to describe Γ when the boundary condition is slightly relaxed. In particular, three
different scenarios over a simply connected domain Ω are treated: when
f1(ζ) = ζf2(ζ) on Γ with f1, f2 holomorphic and continuous up to the boundary, when
U/V equals certain real analytic function on Γ with U, V positive and harmonic on Ω and vanishing on Γ, and when
S(ζ) = Φ(ζ, ζ) on Γ with Φ a holomorphic function of two variables. It turns out that the
boundary piece Γ can be, respectively, anything from C∞ to merely C1, regular except finitely
many points, or regular except for a measure zero set.

1. INTRODUCTION

Let D(ζ0, r) ⊂ C denote the open disk centred at ζ0 ∈ C and of radius r > 0. Let Ω be an
open subset of D(ζ0, r) where ζ0 ∈ Γ = ∂Ω ∩ D(ζ0, r) is a non-isolated boundary point.
A Schwarz function of Ω ∪ Γ is a function S : Ω ∪ Γ → C holomorphic on Ω and continuous
on Ω ∪ Γ that satisfies
\[ S(ζ) = ζ \] on Γ.

In his Acta Mathematica paper [13], Sakai proved that Schwarz functions completely char-
acterize the shape of Γ. One of the technical tools used was the Phragmén–Lindelöf principle
in the form below, but it is far from being the key to his proof; his paper is full of very subtle
tricks.

**Theorem 1.1.** Let Ω be an open set in C and let ζ0 be a non-isolated boundary point of Ω.
Let f be a holomorphic function on Ω and D(ζ0, δ) a ball satisfying the following:
(i) \( \limsup |f(z)| \leq 1 \) while \( Ω \ni z \to ζ \) for every ζ ∈ ∂Ω ∩ D(ζ0, δ) \( \setminus \{ζ0\} \) and
(ii) \( |f(z)| \leq α|z − ζ0|−β \) in \( Ω \cap D(ζ0, δ) \) for some positive constants α and β.

Then,
\[ \limsup |f(z)| \leq 1 \]

while \( Ω \ni z \to ζ_0 \).

In particular, Sakai proved the following, see [13, Theorem 5.2].

**Theorem 1.2.** Let Ω ⊂ D(ζ0, r) be a bounded open set in C and ζ0 an non-isolated point of
its boundary, Γ = ∂Ω ∩ D(ζ0, r). Suppose S is a Schwarz function on Ω ∪ Γ, that is,
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Then, for some small $0 < \delta \leq r$ one of the following must occur (where we set $D = D(\zeta_0, \delta)$):

1. $\Omega \cap D$ is simply connected and $\Gamma \cap D$ is a regular real analytic simple arc through $\zeta_0$;
2a. $\Gamma \cap D$ determines uniquely a regular real analytic arc through $\zeta_0$; $\Gamma \cap D$ is either an infinite proper subset of this arc with $\zeta_0$ as an accumulation point or equal to it; also, $\Omega \cap D = D \setminus \Gamma$;
2b. $\Omega \cap D = \Omega_1 \cup \Omega_2$ where $\Omega_1$ and $\Omega_2$ are (open) simply connected and $\partial \Omega_1 \cap D$ and $\partial \Omega_2 \cap D$ are regular real analytic simple arcs through $\zeta_0$ and tangent at $\zeta_0$;
2c. $\Omega \cap D$ is simply connected and $\Gamma \cap D$ is a regular real analytic simple arc except for a cusp at $\zeta_0$; the cusp points into $\Omega$.

Recall that a regular arc means a differentiable arc whose derivative never vanishes and simple means that it is parametrized by an injective continuous function.

**Remarks 1.3.** Here is an example of a cusp of (2c) at $\zeta_0 = 0$ with Schwarz function. There exist analytic functions $T$ on $\{|z| \leq \eta\}$, for some $\eta > 0$, that have a zero of order 2 at 0, are univalent on closed upper half-disk $K_\eta \equiv \{|z| \leq \eta : \text{Im}(z) \geq 0\}$, and satisfy $\Gamma \cap D \subset T(-\eta, \eta)$ and $T(K_\eta) \subset \Omega \cup \Gamma$. In fact, it is easy to construct such functions. Every such $T$ leads to a Schwarz function on the domain $\Omega = T(\{|z| < \eta, \text{Im} z > 0\})$, which has two analytic arcs forming a cusp $\Gamma$ at 0. In order to have $S(\zeta) = \bar{\zeta}$ on $\Gamma$, it suffices to have a function analytic in $\{|z| < \eta, \text{Im} z > 0\}$ and continuous up to $(-\eta, \eta)$ such that $A(x) = T(x)$, $x \in (-\eta, \eta)$. Having such an $A$ we set $S = A \circ T^{-1}$ on $\Omega$. On the other hand, using that $T$ is analytic in the whole ball $\{|z| \leq \eta\}$, we can choose $A$ as follows: $A(z) = \overline{T(z)}$. Moreover, Sakai [13] showed that every Schwarz function on a cusp domain appears because of an analytic function $T$ as above.

The converse of this theorem also holds, in the sense that if any of the conditions (1), (2a), (2b), or (2c) is satisfied, then $\Omega$ admits a Schwarz function.

In order to distinguish between the cases, Sakai also showed an auxiliary result [13, Proposition 5.1], which we will also use here.

**Theorem 1.4.** Set $D' = D(0, r')$. Let $\Omega' \subset D'$ be an open set and 0 an accumulation point of its boundary, $\Gamma' = \partial \Omega' \cap D'$. Then, for some $r' \leq r$, either

1. there exists a Schwarz function, $S_t$, of $(\Omega' \cup \Gamma') \cap D(0, r')$ at 0 if and only if there exists a function $\Phi_1$ defined on $(\Omega' \cup \Gamma') \cap D(0, \delta)$ for some $\delta > 0$ such that
   
   (i) $\Phi_1$ is holomorphic and univalent in $\Omega' \cap D(0, \delta)$,
   (ii) $\Phi_1$ is continuous on $(\Omega' \cup \Gamma') \cap D(0, \delta)$,
   (iii) $\Phi_1(\zeta) = |\zeta|^2$ on $\Gamma' \cap D(0, \delta)$
   or
2. there exists a Schwarz function, $S_t$, of $(\Omega' \cup \Gamma') \cap D(0, r')$ at 0 if and only if there exists a function $\Phi_2$ defined on $(\Omega' \cup \Gamma') \cap D(0, \delta)$ for some $\delta > 0$ such that
   
   (i') $\Phi_2$ is holomorphic and univalent in $\Omega' \cap D(0, \delta)$,
   (i'') $\Phi_2$ is continuous on $(\Omega' \cup \Gamma') \cap D(0, \delta)$,
   (iii') $\Phi_2(\zeta) = |\zeta|^2$ on $\Gamma' \cap D(0, \delta)$,
   (iv') $\Phi_2(\Omega' \cap D(0, \delta)) \cup (-\epsilon, \epsilon)$ contains a neighbourhood of 0 for $\epsilon > 0$.

In particular, the functions $\Phi_1, \Phi_2$ are related to $S_t$ by $\Phi_1(z) = zS_t(z)$ and $\Phi_2(z) = \sqrt{zS_t(z)}$.

Unfortunately, Theorem 1.4 is only valid around 0 in this form. Nevertheless, we can “translate” the setup of Theorem 1.2 by setting $\Omega' = \Omega - \zeta_0$, $\Gamma' = \Gamma - \zeta_0$ and $S_t(z) = S(z + \zeta_0) - \bar{\zeta}_0$.
for \( z \in \Omega' \). Then, \( S_t \) is a Schwartz function on \( \Omega' \cup \Gamma' \) at 0. Cases (1) of the two theorems correspond with one another as do (2a), (2b), and (2c) with (2).

Sakai gave two applications of his results: the first one describes the local structure of the boundary of quadrature domains, while the second one deals with a free boundary problem of classical type, namely, what is the boundary of the set of positivity of a smooth non-negative function in the disk such that \( \Delta u = 1 \) on the set \( \{ u > 0 \} \).

It is natural to wonder how one can derive similar results for other forms of (1.1). In this text, we examine three different scenarios for a simply connected domain \( \Omega \). In §§2, 3, 4 equation (1.1) is replaced by

\[
(1.2) \quad f_1(\zeta) = \overline{\zeta} f_2(\zeta) \quad \text{for all } \zeta \in \partial \Omega
\]

where \( f_1, f_2 \) are holomorphic functions continuous up to the boundary. This is closely related to the model subspaces \( K_\theta \) and Nevanlinna domains, which will be important here. It is shown that there are domains so that (1.2) holds for which \( \partial \Omega \) is \( C^\infty \) but not real analytic. Further, in §5 we replace the quantity \( \overline{\zeta} f_2(\zeta) \) with \( \Phi(\zeta, \overline{\zeta}) \), where \( \Phi \) is a holomorphic function of two variables, to find that the boundary is locally composed of real analytic arcs. Finally, in §6 we consider two positive harmonic functions \( U \) and \( V \) that are zero on a Jordan arc, \( \Gamma \), of the boundary. If their ratio on \( \Gamma \) is equal to a real analytic function of the form \( \|A\|^2 \), where \( A \) is holomorphic, then \( \Gamma \) is real analytic itself with the possible exception of some cusps.

Our interests to the problems considered below also was spurred by an application, which originates from complex dynamics. A certain complex dynamics question naturally brought the second author to another free boundary problem described in §6. After that it was very natural to ask related questions, where the Sakai setup was generalized in yet two other ways. To our surprise the answers were quite different and required different techniques: from the use of Nevanlinna domains and pseudo-continuation to multivalued analytic functions.

2. Polynomials & analytic functions

Let \( \Omega \) be an open domain, \( \zeta_0 \) a non-isolated boundary point of \( \Omega \), and let \( \Gamma = \partial \Omega \cap D(\zeta_0, r) \) for some \( r > 0 \). Suppose \( S \) is a holomorphic function on \( \Omega \) continuous on \( \Omega \cup \Gamma \). We start with a simple yet important case. Instead of (1.1), we consider

\[
(2.1) \quad S(\zeta) = \overline{\zeta} p(\zeta) \quad \text{on } \Gamma,
\]

where \( p \) is a polynomial. We will shortly show that \( f(z) = \frac{S(z)}{p(z)} \) is, in fact, a Schwarz function on \( \Gamma \).

**Lemma 2.1.** Assume that \( S : \Omega \to \mathbb{C} \) is holomorphic on \( \Omega \subset D(\zeta_0, r) \), continuous on \( \Omega \cup \Gamma \), and that it satisfies

\[
S(\zeta) = \overline{\zeta}(\zeta - \zeta_0)^n \quad \text{on } \Gamma.
\]

Then, the function \( S_t(z) = S(z + \zeta_0) - \zeta_0 z^n \) is holomorphic on \( \Omega - \zeta_0 \subset D(0, r) \), continuous on \( (\Omega - \zeta_0) \cup (\Gamma - \zeta_0) \) and it satisfies

\[
S_t(\zeta) = \overline{\zeta} \zeta^n \quad \text{on } \Gamma - \zeta_0.
\]

**Proposition 2.2.** Assume \( 0 \in \Gamma \) is a non-isolated boundary point of \( \Omega \subset D(0, r) \) and suppose \( S \) is a holomorphic function on \( \Omega \) continuous on \( \Omega \cup \Gamma \) and satisfying

\[
S(\zeta) = \overline{\zeta} \zeta^n \quad \text{on } \Gamma.
\]
Then, for any positive $\delta < r$ the function $\frac{S(z)}{z^n}$ is holomorphic on $\Omega \cap D(0, \delta)$ and continuous on $(\Omega \cup \Gamma) \cap D(0, \delta) \setminus \{0\}$. Moreover, the following holds while $z \in \Omega \cup \Gamma \setminus \{0\}$:

$$\lim_{z \to 0} \frac{S(z)}{z^n} = 0.$$ 

Proof. The function $\frac{S(z)}{z^n}$ is clearly holomorphic on $\Omega \cap D(0, \delta)$ and continuous on $(\Omega \cup \Gamma) \cap D(0, \delta) \setminus \{0\}$ for any $\delta \in (0, r)$. It remains to see what happens at $0$.

Fix $\delta \in (0, r)$. Since $S$ is bounded on $\Omega \cap D(0, r)$, say by $m$, we get

$$\left| \frac{S(z)}{z^n} \right| \leq m|z|^{-n} \quad \text{on } \Omega \cap D(0, \delta)$$

and additionally for any $\zeta \in \Gamma \cap D(0, \delta) \setminus \{0\}$ we have

$$\lim_{z \to \zeta} \left| \frac{S(z)}{z^n} \right| = |\zeta| \leq \delta \quad \text{while } \Omega \ni z \to \zeta.$$ 

Hence, by the Phragmén-Lindelöf principle 1.1 we obtain

$$\limsup_{z \to \zeta} \left| \frac{S(z)}{z^n} \right| \leq \delta \quad \text{while } \Omega \ni z \to 0.$$ 

This last inequality is true for any positive $\delta < r$ and therefore $\lim \frac{S(z)}{z^n} = 0$ as $z \to 0$. □

Corollary 2.3. Let $p$ be a complex polynomial. Assume that $\zeta_0 \in \Gamma$ is a non-isolated boundary point of $\Omega$ other than zero and suppose $S$ is a holomorphic function of $\Omega \subset D(\zeta_0, r)$ continuous on $\Omega \cup \Gamma$ and satisfying

$$S(\zeta) = \overline{\zeta}p(\zeta) \quad \text{on } \Gamma.$$ 

Set $f(z) = S(z)/p(z)$ on $\Omega \cup \Gamma \setminus \{\zeta_0\}$ and $f(\zeta_0) = \overline{\zeta_0}$. Then, $f$ is a Schwarz function of $\Omega \cup \Gamma$ on $D(\zeta_0, r)$ for sufficiently small $r > 0$.

Proof. Take $r$ so small that $p$ has no zeros on $D(\zeta_0, r) \setminus \{\zeta_0\}$. If $p(\zeta_0) \neq 0$, the result is immediate.

If $p(\zeta_0) = 0$, we only need to show that $f$ is continuous on $(\Omega \cup \Gamma) \cap D(\zeta_0, r)$. Denote by $n$ the order of $\zeta_0$ as a zero of $p$ and consider the function

$$S_n(z) = S(z)\frac{(z - \zeta_0)^n}{p(z)}.$$ 

$S_n$ is holomorphic on $\Omega$, is continuous on $\Omega \cup \Gamma$, and satisfies

$$S_n(\zeta) = \overline{\zeta}(\zeta - \zeta_0)^n \quad \text{on } \Gamma.$$ 

From Lemma 2.1 we get

$$(S_n)_t(\zeta) = \overline{\zeta}\zeta^n \quad \text{on } \Gamma - \zeta_0$$

and from Proposition 2.2 we deduce that while

$$\lim_{z \to 0} \frac{(S_n)_t(z)}{z^n} = 0 \implies \lim_{z \to 0} \frac{S_n(z) + \zeta_0 - \overline{\zeta_0}z^n}{z^n} = 0$$

$$\implies \lim_{z \to \zeta_0} \frac{S_n(z) - \overline{\zeta_0}(z - \zeta_0)^n}{(z - \zeta_0)^n} = 0$$

$$\implies \lim_{z \to \zeta_0} f(z) = \lim_{z \to \zeta_0} \frac{S_n(z)}{(z - \zeta_0)^n} = \overline{\zeta_0}$$

$z \in \Omega$, and the conclusion follows. □
Notice that the same proof works with \( p \) replaced by any function \( F \) that is analytic in a neighbourhood of \( \zeta_0 \). This along with Lemma 2.1 give us the following corollary.

**Corollary 2.4.** Assume \( \zeta_0 \in \Gamma \) is a non-isolated boundary point of \( \Omega \subset D(\zeta_0, r) \). Suppose \( F \) is a function analytic around \( \zeta_0 \) and \( S \) is a holomorphic function on \( \Omega \) continuous on \( \Omega \cup \Gamma \) and satisfying

\[
S(\zeta) = \overline{\zeta} F(\zeta) \quad \text{on } \Gamma.
\]

Set \( f(z) = S(z)/F(z) \) on \( (\Omega \cup \Gamma) \cap D(\zeta_0, \delta) \setminus \{\zeta_0\} \) for some sufficiently small \( \delta > 0 \) and \( f(\zeta_0) = \overline{\zeta_0} \). Then, \( f \) is a Schwarz function of \( \Omega \cup \Gamma \) on \( D(\zeta_0, \delta) \).

The converse of this corollary also holds true in the sense that if \( \Gamma \) has certain shape, in particular, if it satisfies (1), (2a), (2b), or (2c) of 1.2, then there is a Schwarz function \( f \) of \( \Omega \cup \Gamma \) at \( \zeta_0 \) such that \( S(\zeta) = \overline{\zeta} F(\zeta) \) on \( \Gamma \) where \( S = Ff \).

In fact, we can slightly modify the same proof to get a little more, again through the Phragmén-Lindelöf principle 1.1.

**Corollary 2.5.** Let \( p \) be a polynomial, \( F \) a function analytic in a neighbourhood of \( \Omega \), and \( S \) a function holomorphic on the (bounded) set \( \Omega \) and continuous on \( \Omega \cup \Gamma \). Suppose that for all \( \zeta \in \Gamma \) we have

\[
S(\zeta) = p(\overline{\zeta}) F(\zeta).
\]

Then, for every non-isolated point \( \zeta_0 \) of the boundary \( \Gamma \) for which \( p'(\zeta_0) \neq 0 \), there is some \( \delta > 0 \) such that the function \( p^{-1}(S/F) \) is a Schwarz function of \( \Omega \cup \Gamma \) on \( D(\zeta_0, \delta) \).

We wish to examine what happens in the more general case where \( p \) in (2.1) is replaced with any analytic function of \( \Omega \) continuous on its boundary, but not necessarily analytic on that boundary. More specifically, suppose that \( f_1 \) and \( f_2 \) are functions analytic on \( \Omega \), continuous on \( \Omega \cup \Gamma \), and satisfying

\[
f_1(\zeta) = \overline{\zeta} f_2(\zeta) \quad \text{on } \Gamma.
\]

As above, if \( f_2(\zeta_0) \neq 0 \), the function \( f = f_1/f_2 \) is a Schwarz function around \( \zeta_0 \in \Gamma \) and no issues arise. However, if \( f_2(\zeta_0) = 0 \), the situation is very complicated in general.

We start with a lemma analogous to Lemma 2.1:

**Lemma 2.6.** Assume that \( f_1, f_2 : \Omega \to \mathbb{C} \) are holomorphic on \( \Omega \subset D(\zeta_0, r) \), continuous on \( \Omega \cup \Gamma \), and that they satisfy

\[
f_1(\zeta) = \overline{\zeta} f_2(\zeta) \quad \text{on } \Gamma.
\]

Then, there exist functions \( (f_1)_t \) and \( (f_2)_t \) holomorphic on \( \Omega - \zeta_0 \), continuous on \( (\Omega - \zeta_0) \cup (\Gamma - \zeta_0) \) and such that

\[
(f_1)_t(z) = \overline{\zeta} (f_2)_t(z) \quad \text{on } \Gamma - \zeta_0.
\]

If additionally \( f_2(\zeta_0) = 0 \), then \( (f_2)_t(0) = 0 \).

**Proof.** Define \( (f_1)_t \) by

\[
(f_1)_t(z) = f_1(z + \zeta_0) - \overline{\zeta_0} f_2(z + \zeta_0).
\]

Then for \( \zeta \in \Gamma - \zeta_0 \) we have

\[
(f_1)_t(\zeta) = f_1(\zeta + \zeta_0) - \overline{\zeta_0} f_2(\zeta + \zeta_0)
= \zeta + \zeta_0 f_2(\zeta + \zeta_0) - \overline{\zeta_0} f_2(\zeta + \zeta_0)
= \overline{\zeta} f_2(\zeta + \zeta_0)
\]

Setting \( (f_2)_t(z) = f_2(z + \zeta_0) \), we have the desired identity.

Clearly, \( (f_1)_t(0) = 0 \) and also if \( f_2(\zeta_0) = 0 \), \( (f_2)_t(0) = 0 \). \( \square \)
Abusing the notation, we denote these new functions again by \( f_1 \) and \( f_2 \).

It remains to show a result analogous to Corollary 2.3 with \( p \) replaced by \( f_2 \). In particular, we would like to show that the function \( f = f_1/f_2 \) is holomorphic on \( \Omega \), continuous on \( \Gamma \), and that it satisfies

\[
\varphi(\zeta) = \frac{f_1(\varphi(\zeta))}{f_2(\varphi(\zeta))} \quad \text{for all } \zeta \in \Gamma.
\]

However, the limit of \( f_1(z)/f_2(z) \) as \( \Omega \ni z \to 0 \) may even fail to exist when \( f_2(0) = 0 \), and we cannot apply the Phragmén-Lindelöf principle here. We will need to see this problem from a different scope.

3. Nevanlinna domains and inner functions

We recall that a bounded simply connected domain \( \Omega \) is called a Nevanlinna domain if there exist bounded holomorphic functions \( f_1, f_2 \) in \( \Omega \) such that

\[
\varphi(z) = \frac{f_1(\varphi(z))}{f_2(\varphi(z))}
\]

for almost every \( z \in \mathbb{T} = \{ z : |z| = 1 \} \), where \( \varphi \) is a conformal mapping of the unit disk onto \( \Omega \). Note that this definition does not imply any additional regularity (for instance, continuity) of the functions \( f_1, f_2 \) on \( \partial \Omega \).

We will restrict the above situation, and suppose there are holomorphic functions \( f_1, f_2 : \Omega \to \mathbb{C} \) continuous up to the boundary that satisfy

\[
f_1(\zeta) = \zeta f_2(\zeta) \quad \text{for } \zeta \in \Gamma.
\]

In order to better understand the situation, we rewrite (3.1) as

\[
\frac{f_1(\zeta)}{f_2(\zeta)} = \zeta,
\]

which is now fulfilled almost everywhere on \( \Gamma \) except for the closed set \( \Gamma \cap f_2^{-1}\{0\} \), which has zero measure. Then, \( \Omega \) is what we call a strong Nevanlinna domain and if such \( f_1, f_2 \) exist, the ratio \( f_1/f_2 \) is unique thanks to the Lusin-Privalov uniqueness theorem.

Let \( \phi : \mathbb{D} \to \Omega \) be a conformal map and consider the functions \( F_1 = f_1 \circ \phi \) and \( F_2 = f_2 \circ \phi \). Formulas (3.1) and (3.1') transform respectively to

\[
F_1(\zeta) = \overline{\varphi(\zeta)} F_2(\zeta)
\]

and

\[
\frac{F_1(\zeta)}{F_2(\zeta)} = \overline{\varphi(\zeta)},
\]

both of which hold true in the sense of angular boundary values almost everywhere on \( \mathbb{T} \), because \( \phi \) may fail to extend “nicely” to \( \mathbb{D} \). By the factorization theorem, we can write \( F_1 \) and \( F_2 \) in \( \mathbb{D} \) as

\[
F_1 = \theta_1 F_1 \quad \text{and} \quad F_2 = \theta_2 F_2
\]

where the \( F_i \) are the outer factors of \( F_i \) and the \( \theta_i \) are their inner factors. Since \( F_1, F_2 \in H^\infty \), also \( F_1, F_2 \in H^\infty \), and from (3.2') we get

\[
\frac{\theta_1(\zeta) F_1(\zeta)}{\theta_2(\zeta) F_2(\zeta)} = \overline{\varphi(\zeta)},
\]

almost everywhere on \( \mathbb{T} \) in the sense of angular boundary values. We distinguish between two cases: either \( \theta_2 \) divides \( \theta_1 \), that is, \( \theta_1/\theta_2 \in H^\infty \), or it does not.
3.1. \( \theta_2 \mid \theta_1 \). Let \( h = \theta_1/\theta_2 \in H^\infty \). Then, the function \((h F_1)/F_2\) belongs to the class \( N^+ \), defined as
\[
N^+ = \left\{ \frac{f}{g} : f, g \in H^\infty, \ g \text{ is an outer function} \right\},
\]
and its (angular) boundary values are equal almost everywhere on \( T \) to the (angular) boundary values of \( \tilde{\phi} \). However, since \( \Omega \) is bounded, we see that \( \phi \in L^\infty(\mathbb{T}, m) \) where \( m \) is the normalized Lebesgue measure on \( \mathbb{T} \). Smirnov’s Theorem tells us that in fact \((h F_1)/F_2 \in H^\infty \). Therefore, we have a bounded holomorphic function on the disk that is equal to \( \tilde{\phi} \) almost everywhere on \( \mathbb{T} \). This is impossible whenever \( \phi \) is a bounded holomorphic function on \( \mathbb{D} \).

We are necessarily left with the other case.

3.2. \( \theta_2 \not\mid \theta_1 \). We begin with some notation and definition which will be important for the rest of this text.

Let \( \mathbb{D}_e = \mathbb{C} \setminus \mathbb{D} \). For any function \( h : \mathbb{D} \rightarrow \mathbb{C} \) we define \( \tilde{h} \) as
\[
\tilde{h}(z) = h(1/\overline{z}).
\]
The notation \( \overline{h} \) will stand for a function \( \overline{H} : \mathbb{D}_e \rightarrow \mathbb{C} \) and we will write \( H \) instead of \( \overline{H} \) for the function \( \overline{H}(1/\overline{\mathbb{T}}) \). Observe that \( h \in H^\infty \) if and only if \( \tilde{h} \in H^\infty(\mathbb{D}_e) \), and \( h(0) = 0 \) if and only if \( \tilde{h}(\infty) = 0 \).

We will also consider the backward shift operator, \( \mathcal{B} : H^p \rightarrow H^p \), for \( p \in [1, \infty) \), that is
\[
\mathcal{B} : f \mapsto \frac{f(z) - f(0)}{z}.
\]

**Definition 3.1.** Let \( f \) be a meromorphic function on \( \mathbb{D} \). We say that \( f \) admits pseudo-continuation (across \( \mathbb{T} \)) if there exists another meromorphic function \( g \) on \( \mathbb{D}_e \) such that \( f = g \) almost everywhere (on \( \mathbb{T} \)) in the sense of non-tangential limits.

The pseudo-continuation of \( f \) is called of bounded type or a Nevanlinna-type pseudo-continuation if \( g \) is of the form \( g = h_1/h_2 \) for some \( h_1, h_2 \in H^\infty(\mathbb{D}_e) \).

**Definition 3.2.** A function \( f \in H^p \) is called a cyclic vector for \( \mathcal{B} \), or simply cyclic for \( \mathcal{B} \) if the set \( \{\mathcal{B}^n f\}_{n=0}^\infty \) spans the space \( H^p \).

The following important result is due to Douglas, Shapiro, and Shields.

**Theorem 3.3.** Consider \( 1 \leq p < \infty \). A function \( f \in H^p \) is not cyclic for \( \mathcal{B} \) if and only if \( f \) has a pseudo-continuation of bounded type.

In the case when \( p = 2 \), it is known that any non-cyclic function of \( \mathcal{B} \) belongs to a proper \( \mathcal{B} \)-invariant subspace. As a consequence of Beurling’s theorem, these spaces are of the form \((\theta H^2)^\perp \) and are known as model spaces and denoted by \( K_\theta \). Here we will need the fact that
\[
K_\theta = (\theta H^2)^\perp = H^2(\mathbb{T}) \cap \overline{\theta H^2_0(\mathbb{T})},
\]
where in the last identity we mean the boundary values of the corresponding functions and where \( H^2_0 = \{ f \in H^2 : f(0) = 0 \} \).

Now, we can proceed with the case when \( \theta_2 \not\mid \theta_1 \):

After dividing both \( \theta_1 \) and \( \theta_2 \) by their greatest common divisor, we may assume that \( \theta_1 \) and \( \theta_2 \) have no common zeros and that the Borel supports of their singular measures are disjoint. Much as above, we see that the function \( F = (\theta_1 F_1)/F_2 = F_1/F_2 \) belongs the class \( N^+ \) and
thus \( F \in H^\infty \), because \( \theta_2 \theta \in L^\infty(T, m) \). Then the following is true in the sense of angular boundary values for almost every \( \zeta \in \mathbb{T} \):

\[
\phi(\zeta) = \frac{\theta_1(\zeta)\mathcal{F}_1(\zeta)}{\theta_2(\zeta)\mathcal{F}_2(\zeta)} = \frac{F(\zeta)}{\theta_2(\zeta)}
\]

(3.5)

\[
\iff \phi(\zeta) = \frac{\theta_2(\zeta)\mathcal{F}(\zeta)}{\theta_2(\zeta)}
\]

(3.6)

Since \( \tilde{F}, \tilde{\theta}_2 \in H^\infty(\mathbb{D}_e) \), we see that \( \phi \in H^\infty \subset H^2 \) admits pseudo-continuation across \( T \) of bounded type, and Theorem 3.3 shows that \( \phi \) is not cyclic for \( \mathcal{B} \). So, it has to belong to some model space \( K_\theta \). See [7, Theorem 1] for more details. In fact, from (3.5) and because we “need” to have \( F(0) = 0 \), it follows that either

\[
\phi \in K_{\theta_2} \quad \text{if } \theta_1(0) = 0, \quad \text{or} \quad \phi \in K_{\theta_2} \quad \text{if } \theta_1(0) \neq 0.
\]

4. Boundary behaviour of conformal maps in \( K_\theta \)

In this section we show that Theorem 1.2 fails when condition (iii) is replaced by (3.1). To this end, we will find a simply connected domain \( \Omega \) and a conformal map \( \phi : \mathbb{D} \to \Omega \) continuous up the boundary that has a pseudo-continuation of bounded type and is smooth but not real analytic on \( T \). The functions participating in this pseudo-continuation will also be continuous on the boundary. First, we go one step back and work with Nevanlinna domains. Thanks to [7, Theorem 1] by Fedorovskiy, this is equivalent to studying the model subspaces, \( K_\theta \), for different inner functions \( \theta \).

If \( \theta(z_0) = 0 \) for some \( z_0 \in \mathbb{D} \), the function

\[
\phi(z) = \frac{1}{1 - \overline{z_0}z} \in K_\theta \cap C^\infty(\mathbb{T})
\]

has bounded type pseudo-continuation across \( \mathbb{T} \) and thus \( \phi(\mathbb{D}) \) is a Nevanlinna domain. In fact, \( \phi \) can be analytically extended on the whole closed disk, \( \overline{\mathbb{D}} \), and \( \phi(\mathbb{T}) \) is real analytic. On the other hand, in a series of papers, [10, 4, 7, 11, 12, 3], it has been shown that the boundary of a Nevanlinna domain can be “arbitrarily bad”. In particular, it can be nowhere analytic [10], of class \( C^1 \) but not in any \( C^{1,\alpha} \) for no \( \alpha > 0 \) [7], or even non-rectifiable [11]. We refer also to the Belov-Fedorovskiy paper [2], where the description is given of model spaces that contain bounded univalent functions. We mention that the Hausdorff dimension of the accessible boundary of a Nevanlinna domain can be any number between 1 and 2 as shown in [3], another construction can be found in [12].

However, in all the above work the inner function \( \theta \) is a Blaschke product or has a Blaschke part. Moreover, in order to compare with Sakai’s theorem, we have to consider the case where the functions \( \tilde{F}_1, \tilde{F}_2 \in H^\infty(\mathbb{D}_e) \) for which \( \phi = \tilde{F}_1/\tilde{F}_2 \) on \( \mathbb{T} \) are continuous up to \( \mathbb{T} \). This is not always possible when \( \theta \) is not purely singular (see [4, Example 5.8]).

Therefore, in this section \( \theta \) will be a singular inner function of the form

\[
\theta(z) = \exp \left( - \int_\mathbb{T} \frac{\zeta + z}{\zeta - z} d\mu_\theta(\zeta) \right)
\]

with \( \mu_\theta \) supported on a Carleson set, \( E \subset \mathbb{T} \). We will show that there is a conformal map \( \phi \in K_\theta \) continuous on \( \overline{\mathbb{D}} \) which is in \( C^\infty(\mathbb{T}) \) but not real analytic on \( \mathbb{T} \).

In view of [6, Theorem 2.1], since \( \text{supp}(\mu_\theta) \) is Carleson, the space \( K_\theta \) then contains a non-trivial function from some smoothness class, for example a function \( g \in H^\infty \cap C^\infty(\mathbb{T}) \) (or in
a Bergman space, i.e., $g \in A^p$ for some $p > 1$). Since $g \in K_\theta$, it admits a bounded type pseudo-continuation of the form

$$g = \tilde{G}/\theta$$

almost everywhere on $\mathbb{T}$,

where $\tilde{G} \in H^\infty(\mathbb{D}_e)$ vanishes at infinity (see [5, Theorem 5.1.4]). Additionally, $g$ has an analytic continuation, say $G$, to $\mathbb{C} \setminus \text{supp}(\mu)$. Of course, $G = \tilde{G}/\theta$ on $\mathbb{D}_e$ and observe that $G$ cannot be bounded in $\mathbb{D}_e$; otherwise $g$ would be constant, as $G|_\mathbb{D} = g$ and $G|_{\mathbb{D}_e}$ coincide almost everywhere on $\mathbb{T}$.

Now, consider $\alpha \in \mathbb{D}_e$ with $\theta(1/\alpha) \neq 0$ and the following aggregate:

$$\phi(z) = \frac{G(z) - G(\alpha)}{z - \alpha}.$$

We will show that $\phi \in K_\theta \cap C^\infty(\mathbb{T})$ and $\phi$ is conformal in $\mathbb{D}$.

Clearly, $\phi$ is inside $H^2(\mathbb{D})$ and also

$$\tilde{\theta}(\zeta)\phi(\zeta) = \frac{\tilde{\theta}(\zeta)g(\zeta) - \tilde{\theta}(\zeta)G(\alpha)}{\zeta - \alpha} = \frac{\tilde{G}(\zeta) - \tilde{\theta}(\zeta)G(\alpha)}{\zeta - \alpha}.$$

For $z \in \mathbb{D}_e$ the function

$$\frac{\tilde{G}(z) - \tilde{\theta}(z)G(\alpha)}{z - \alpha} = \frac{1}{z - \alpha} \left( \frac{\tilde{G}(z) - \tilde{\theta}(z)G(\alpha)}{\tilde{\theta}(\alpha)G(\alpha)} \right)$$

is analytic around $\alpha$ and vanishes at infinity. Hence, $\phi \in K_\theta$.

Furthermore, $\phi$ is univalent in $\mathbb{D}$. Indeed, suppose it is not. Then, there exist $z, w \in \mathbb{D}$ with $z \neq w$ and $\phi(z) = \phi(w)$ or equivalently

$$\frac{g(z) - G(\alpha)}{z - \alpha} = \frac{g(w) - G(\alpha)}{w - \alpha} \iff \frac{g(z)}{z - \alpha} - \frac{g(w)}{w - \alpha} = \frac{G(\alpha)}{z - \alpha} - \frac{G(\alpha)}{w - \alpha} = G(\alpha) \frac{z - w}{(z - \alpha)(w - \alpha)}$$

$$\iff -\alpha \frac{g(z) - g(w)}{z - w} + w \frac{g(z) - g(w)}{z - w} - g(w) = G(\alpha).$$

The left-hand side is bounded, because $g \in C^\infty(\mathbb{D})$, whereas we can pick $1 < \alpha < 2$ so that $|G(\alpha)|$ is arbitrarily large (recall $G|_{\mathbb{D}_e}$ is not bounded), a contradiction, and therefore $\phi$ is univalent in $\mathbb{D}$.

Consequently, if $g \in K_\theta \cap C^\infty(\mathbb{T})$ and $\theta$ is a singular inner function, then $\phi$ is univalent in $\mathbb{D}$ and $\phi \in K_\theta \cap C^\infty(\mathbb{T})$. Also see [1, Section 4] for more details. At the same time, note that $G$ cannot be analytically extended to the whole $\mathbb{D}$, because it is unbounded near the unit circle, and thus neither can $\phi$; this fails exactly on the Carleson set $E$.

Now, since $\phi \in K_\theta$, we can write

$$(4.1) \quad \phi = \theta F \iff \theta \bar{\phi} = F$$

almost everywhere on $\mathbb{T}$ for some function $F \in H^2$ with $F(0) = 0$. In fact, $F \in H^\infty$ because $\phi \in C^\infty(\mathbb{D})$.

It is known that there exists some analytic function, $H$, with $H|_E = 0$ such that both $H$ and $H\theta$ are Lipschitz on $\mathbb{D}$. In fact, we can further consider $H$ to be an outer function in $C^\infty(\mathbb{T})$. Multiplying by $H$ in (4.1), we get

$$(4.2) \quad (H\theta)\bar{\phi} = HF$$
almost everywhere on $\mathbb{T}$. In particular, the left-hand side is now smooth on the whole $\mathbb{T}$ and the same therefore holds true for the right-hand side. In a sense, $\mathcal{H}$ “annihilates” the singularities of $\theta$ as (4.1) fails exactly on the support, $E$, of $\mu_\theta$.

At this point, set $F_1 = \mathcal{H}F$, $F_2 = \mathcal{H}\theta$, and $f_j = F_j \circ \phi^{-1}$ for $j = 1, 2$. Then, (4.2) becomes

$$F_1 = \overline{\phi}F_2,$$

which now is fulfilled on the whole boundary $\mathbb{T}$, and in turn

$$f_1(\zeta) = \overline{\zeta}f_2(\zeta) \quad \text{for all} \quad \zeta \in \Gamma.$$

This is exactly the setup we were looking for, albeit it contrasts with Sakai’s result: Even though $\Gamma = \phi(\mathbb{T})$ is $C^\infty$-smooth, $\phi$ cannot be analytic on the Carleson set $E$ and thus neither can $\Gamma$.

It is worth mentioning that there are examples of Nevanlinna domains that come from singular inner functions with particularly irregular boundaries. Namely, in [3] one can find examples of univalent functions in a Paley-Wiener space such that they map the upper half-plane onto a Nevanlinna domain whose boundary can have any dimension between 1 and 2.

5. Holomorphic functions in $\mathbb{C}^2$

In this section we attempt to replace the function $\overline{\zeta}f_0(\zeta)$ in (3.1) with a more general formula.

For some positive $r > 0$, let $\Omega \subset D(\zeta_0, r)$ be a simply connected open set, let $\Gamma = \partial\Omega \cap D(\zeta_0, r)$, and let $\zeta_0 \in \Gamma$. Here, we will also need the extra assumption that $\Gamma$ is a Jordan arc (or possibly a union of Jordan arcs).

Let $\Phi$ be a holomorphic function of two variables, that is, a function of the form

$$\Phi(z, w) = \sum_{n,m=0}^{+\infty} b_{nm} z^n w^m$$

where each of the functions $\Phi(z, \cdot)$ and $\Phi(\cdot, w)$ is itself holomorphic. Suppose there exists a function $R$ which is

(i) holomorphic on $\Omega$,
(ii) continuous on $\overline{\Omega}$, and
(iii) satisfies $R(\zeta) = \Phi(\zeta, \overline{\zeta})$ on $\Gamma$.

In view of Lemma 2.6, we may assume that $\zeta_0 = 0$ and $b_{00} = 0$ so that $R(0) = \Phi(0,0) = 0$. Notice that $R(z)$ and $\Phi(z, \overline{\zeta})$ are bounded on $\overline{\Omega}$ and thanks to the Phragmén-Lindelöf Principle 1.1, we may assume without loss of generality that there exists some non-negative integer $k$ for which

$$\Phi(0,0) = \frac{\partial}{\partial w} \Phi(0,0) = \cdots = \frac{\partial^{k-1}}{\partial w^{k-1}} \Phi(0,0) = 0 \quad \text{and} \quad \frac{\partial^k}{\partial w^k} \Phi(0,0) \neq 0$$

otherwise $\Phi$ would be identically zero.

We would like to use the Weierstraß approximation theorem for the function $\Phi(z, w) - R(z)$ around $0$, but $R$ is not holomorphic on the boundary. But since it is continuous by (ii) and $\Gamma$ is Jordan, we can use Mergelyan’s theorem to get a sequence of polynomials $p_n$ that converge to $R$ uniformly on $\overline{\Omega}$. And we can pick this sequence so that $p_n(0) = 0$ for every $n = 0, 1, \ldots$.

Next, we define the functions

$$\Psi(z, w) = \Phi(z, w) - R(z) \quad \text{and} \quad \Psi_n(z, w) = \Phi(z, w) - p_n(z).$$
The $\Psi_n$ are holomorphic on $\mathbb{C}^2$ and converge uniformly to $\Psi$ on $\bar{\Omega} \times \mathbb{C}$. Observe that for all $n$ we have $\Psi_n(0,0) = \Phi(0,0) - p_n(0) = 0$ and also

$$\frac{\partial^\kappa}{\partial w^\kappa} \Psi_n = \frac{\partial^\kappa}{\partial w^\kappa} \Phi$$

for all integers $\kappa \geq 1$

and all points $(z, w)$. Then, from (5.1) and from the Weierstraß approximation theorem, there exist unique holomorphic functions $a_0, \ldots, a_{k-1}, n : \mathbb{C} \to \mathbb{C}$ and $c_n : \mathbb{C}^2 \to \mathbb{C}$ with $a_j, n(0) = 0$ and $c_n(0,0) \neq 0$ such that

$$\Psi_n(z, w) = c_n(z, w) \left( w^k + a_{k-1}(z)w^{k-1} + \cdots + a_0(z) \right).$$

Following the proof of the Weierstraß theorem and since the convergence $\Psi_n \to \Psi$ is uniform on $\bar{\Omega} \times \mathbb{C}$, we can find sufficiently small $\delta$ and $\rho$ with $\rho \geq \delta > 0$ so that $a_0, \ldots, a_{k-1}, n$ and the $c_n$ converge uniformly on $\Omega \cap D(0, \delta)$ and $(\Omega \cap D(0, \delta)) \times D(0, \rho)$, respectively, to some functions $a_0, \ldots, a_{k-1}$ and $c$ with $a_j(0) = 0$ and $c(0,0) \neq 0$. Note that the functions $a_j$ are holomorphic on $\Omega \cap D(0, \delta)$ and continuous on $\Omega \cap D(0, \delta)$. Subsequently, we get

(5.2) $\Phi(z, w) - R(z) = c(z, w) \left( w^k + a_{k-1}(z)w^{k-1} + \cdots + a_0(z) \right).$

Let us write

$$P(z, w) = w^k + a_{k-1}(z)w^{k-1} + \cdots + a_0(z)$$

for the polynomial factor. From (iii), (5.2) and since $c(0,0) \neq 0$, we have

(5.3) $P(\zeta, \overline{\zeta}) = \zeta^k + a_{k-1}(\zeta)\overline{\zeta}^{k-1} + \cdots + a_0(\zeta) = 0$ for all $\zeta \in \Gamma \cap D(0, \delta)$.

**Remark.** Functions of the form

$$P(z, \overline{z}) = z^k + a_{k-1}(z)\overline{z}^{k-1} + \cdots + a_0(z),$$

where $a_j$ are polynomials, are called polyanalytic polynomials. One can find more details on these in [8, 11] or [14].

We are interested in the roots of the polynomial $P(z, \cdot)$ when $z \in \bar{\Omega} \cap D(0, \delta)$. In other words, we will study the equation (in $w$)

(5.4) $P(z, w) = 0 \iff w^k + a_{k-1}(z)w^{k-1} + \cdots + a_0(z) = 0$

when $z \in \bar{\Omega} \cap D(0, \delta)$.

Let $D(z)$ be the discriminant of $P(z, \cdot)$ (for any fixed $z$). Then, $D(z)$ is a polynomial of the coefficients $a_0(z), \ldots, a_{k-1}(z)$ and is equal to 0 if, and only if, $P(z, w)$ and $\frac{\partial}{\partial w} P(z, w)$ share a common factor. The roots of $P(z, \cdot)$ are given by a multivalued holomorphic function, $\mathcal{W}$, depending on $a_1, \ldots, a_{k-1}$, and the points where $\mathcal{W}$ changes a branch inside $\Omega \cap D(0, \delta)$ are exactly the zeros of $D$ (in $\Omega \cap D(0, \delta)$).

We distinguish between two cases: when $D$ is identically 0 and when it is not.

Before moving on, let us note that the set $\mathcal{M}(\Omega, \Gamma, \delta)$ of all meromorphic functions on $\Omega \cap D(0, \delta)$ continuous up to $(\Omega \cup \Gamma) \cap D(0, \delta)$ except possibly a (closed) measure zero subset of $\Gamma$ is a field with the usual operations of addition and multiplication.
5.1. \( \mathcal{D} \neq 0 \). Here \( P(z, w) \) is irreducible over \( \mathcal{M}(\Omega, \Gamma, \delta) \). Since \( \mathcal{D} \) is continuous on \( (\Omega \cup \Gamma) \cap D(0, \delta) \), the set \( \{ D^{-1}\{0\} \cap \Gamma \} \cap D(0, \delta) \) is closed and of zero harmonic measure. Now, we decompose \( (\Gamma \setminus D^{-1}\{0\}) \cap D(0, \delta) \) into countably many open connected arcs.

Let \( \gamma \) be one of these arcs. Then, there exists a simply connected set \( D \subset \Omega \cap D(0, \delta) \) such that \( \partial D \cap \partial \Omega = \gamma \). Since \( \mathcal{D} \) has no zeros on \( D \cup \gamma \), by the monodromy theorem the multivalued function \( \mathcal{W} \) “splits” into \( k \) distinct holomorphic functions, \( W_j \) \( (j = 1, \ldots, k) \), and let \( C_j = \{ \zeta \in \gamma : W_j(\zeta) = \zeta \} \). Notice that the \( C_j \)'s are closed (in \( \gamma \)), they cover \( \gamma \), and any two of them intersect at a (closed) set of zero harmonic measure.

Unfortunately, \( C_j \) need not be connected, but we can further decompose each \( \tilde{C}_j \) (whenever it is non-empty) into countably many open arcs as in \( \tilde{C}_j = \cup_i \gamma_j^i \), for \( j = 1, \ldots, k \). Again, around each \( \gamma_j^i \) we consider a neighbourhood \( D_j^i \subset D \) with \( \partial D_j^i \cap \partial D = \gamma_j^i \) (these can, but need not be simply connected) and let \( W_j^i = W_j|_{\partial D_j^i \cup \gamma_j^i} \).

Then, for each \( j = 1, \ldots, k \) and \( i = 1, 2, \ldots \) the functions \( W_j^i \) are holomorphic on \( D_j^i \), continuous on \( D_j^i \cup \gamma_j^i \) and satisfy \( W_j^i(\zeta) = \zeta \) for all \( \zeta \in \gamma_j^i \); in other words, they are Schwarz functions on \( D_j^i \cup \gamma_j^i \). Since \( \Gamma \) is Jordan, all \( \gamma_j^i \) are also Jordan and from Theorem 1.2 we conclude that each \( \gamma_j^i \) is, in fact, a regular real analytic simple arc except possibly some cusps.

5.2. \( \mathcal{D} = 0 \). In this case, \( P(z, w) \) has to be reducible over \( \mathcal{M}(\Omega, \Gamma, \delta) \). In particular, we can write \( P(z, w) = P_1(z, w) \cdots P_{\tilde{k}}(z, w) \) for some \( \tilde{k} \leq k \) where each \( P_\kappa(z, w) \) has now coefficients in \( \mathcal{M}(\Omega, \Gamma, \delta) \) and is irreducible, i.e., \( \mathcal{D}_\kappa \neq 0 \) where \( \mathcal{D}_\kappa \) is the discriminant of \( P_\kappa(z, \cdot) \). Since \( P(\zeta, \overline{\zeta}) = 0 \) for all \( \zeta \in \Gamma \), we can split \( (\Gamma \setminus E) \cap D(0, \delta) \), where \( E \) is some closed zero- (harmonic)-measure set, into open sets \( O_\kappa \) for \( \kappa = 1, \ldots, \tilde{k} \) so that \( P_\kappa(\zeta, \overline{\zeta}) = 0 \) for all \( \zeta \in O_\kappa \). Notice that \( O_\kappa \cap O_{\kappa'} = \emptyset \) when \( P_\kappa \) and \( P_{\kappa'} \) are different.

Observe that, since \( P(z, w) \) factors into the polynomials \( P_\kappa(z, w) \) (over \( \mathcal{M}(\Omega, \Gamma, \delta) \)) and the roots of \( P(z, \cdot) \) are given by the multivalued holomorphic function \( \mathcal{W} \), the roots of each \( P_\kappa(z, \cdot) \) are also given by a multivalued holomorphic function \( \mathcal{W}_\kappa \) whose branches are comprised of branches of \( \mathcal{W} \).

Working as above for each \( \kappa = 1, \ldots, \tilde{k} \), we separate \( O_\kappa \setminus D_0^{-1}\{0\} \) into countably many open arcs and for each such arc, \( \gamma \), we find some simply connected neighbourhood, \( D \subset \Omega \), with \( \partial D \cap \partial \Omega = \gamma \) so that \( \mathcal{W}_\kappa \) “splits” into its different branches. Again following the above arguments, we can decompose \( \gamma \) — minus a zero-measure set — into countably many open arcs over which \( W_j(\zeta) = \zeta \) for some branch \( W_j \) of \( \mathcal{W}_\kappa \). Constructing appropriate neighbourhoods, we conclude that except a zero-measure set, \( \gamma \) is a countable union of regular real analytic simple arcs except possibly some cusps.

In either case, the cusps (if they exist) point into \( \Omega \) and may only accumulate on the endpoints of each open arc.

Now we formulate the above results into a theorem.

**Theorem 5.1.** Let \( \Omega \) be a bounded simply connected domain such that \( \Gamma = \partial \Omega \cap D(\zeta_0, r) \) is a (union of) Jordan arc(s). Also, let \( \Phi \) be a (non-trivial) holomorphic function of two variables defined in \( D(\zeta_0, r) \times D(\zeta_0, r) \), and suppose there exists a function \( R \)

(i) holomorphic on \( \Omega \),
(ii) continuous on \( \overline{\Omega} \), and such that
(iii) \( R(\zeta) = \Phi(\zeta, \overline{\zeta}) \) for all \( \zeta \in \Gamma \).

Then, there exists a closed set, \( E \subset \Gamma \), of zero harmonic measure so that \( \Gamma \setminus E \) is a countable union of regular real analytic simple arcs except possibly for some cusps. The cusps (if they exist) point into \( \Omega \) and may only accumulate on \( E \).
6. The $\mathcal{U}$-$\mathcal{V}$ Problem

In this section, we are interested in the following setup.

Let $\Omega$ be a simply connected open set in $\mathbb{C}$ and let $\zeta_0 \in \partial \Omega$ be a boundary point of $\Omega$. Assume that for some $\rho > 0$ the connected component, $\Gamma$, of $\partial \Omega \cap D(\zeta_0, \rho)$ containing $\zeta_0$ is a Jordan curve. Note that $\rho \geq \text{dist}(\zeta_0, \partial \Omega \setminus \Gamma) > 0$. For convenience we will write simply $\Omega$ to denote $\Omega \cap D(\zeta_0, \rho)$.

Let $A$ be an analytic function in a neighbourhood, $D(\zeta_0, \epsilon)$, of $\zeta_0$ and suppose we have two functions $\mathcal{U}$ and $\mathcal{V}$ defined on $\Omega$ that are not proportional and have the following properties:

I) $\mathcal{U}$ and $\mathcal{V}$ are positive and harmonic on $\Omega$,
II) they are continuous on $\Omega \cup \Gamma$,
III) $\mathcal{U} = \mathcal{V} = 0$ on $\Gamma$, and
IV) $\frac{\mathcal{U}(\zeta)}{\mathcal{V}(\zeta)} = |A(\zeta)|^2 \neq \text{const}$ for $\zeta \in \Gamma$.

Notice that since $\mathcal{U} \neq c\mathcal{V}$, the function $|A|$ needs to be non-constant. Otherwise, we could have $\mathcal{U} = c\mathcal{V}$ and all our conditions work trivially for any $\Gamma$. Also, we may assume that $\rho < \epsilon$ without loss of generality (so that $A$ is defined over the whole $\Omega$) to avoid unnecessary technical difficulties.

Formula (IV) is to be understood in the sense of limits, i.e., the limit of $\mathcal{U}(z)/\mathcal{V}(z)$ as $\Omega \ni z \to \zeta \in \Gamma$ exists and is equal to $|A(\zeta)|^2$. In fact, this limit always exists when $\Omega$ is simply connected and $\Gamma$ is Jordan (see Remark 6.1), so the only assumption here is the values it takes.

Consider a conformal map from the Poincaré plane to $\Omega$, $\phi : \mathbb{D} \to \Omega$. Since $\Gamma$ is connected and Jordan, Carathéodory’s theorem implies that $\phi$ extends conformally to a function (abusing the notation) $\phi : \mathbb{H} \cup \gamma \to \Omega \cup \Gamma$ which we can pick so that $\gamma \subset \mathbb{R}$ is some bounded open interval with $\phi(\gamma) = \Gamma$ and $\phi(0) = \zeta_0$. Utilizing this $\phi$, we can “transfer” the information about $\mathcal{U}$ and $\mathcal{V}$ over $\Omega$ to information over $\mathbb{H}$. Define

$$u \equiv \mathcal{U} \circ \phi, \quad v \equiv \mathcal{V} \circ \phi \quad \text{and} \quad a \equiv A \circ \phi$$

and note that $a$ is analytic on $\mathbb{H}$ and continuous on $\mathbb{H} \cup \gamma$. As above, we have

i) $u$ and $v$ are positive and harmonic on $\mathbb{H}$,
ii) they are continuous on $\mathbb{H} \cup \gamma$,
iii) $u = v = 0$ on $\gamma$, and
iv) $\frac{v}{u} = |a|^2$ on $\gamma$.

Again, (iv) is to be understood in the sense of limits.

Now, harmonically extend $u$ and $v$ to $\mathbb{H} \cup \gamma \cup \mathbb{H}^-$ by

$$u^*(z) = \begin{cases} u(z), & z \in \mathbb{H} \\ 0, & z \in \gamma \quad \text{and} \quad v^*(z) = \begin{cases} v(z), & z \in \mathbb{H} \\ 0, & z \in \gamma \\ -u(\overline{z}), & z \in \mathbb{H}^- \end{cases} \end{cases}$$

and let $h$ be the function

$$h(z) = \begin{cases} \frac{u^*(z)}{v^*(z)}, & z \in \mathbb{H} \cup \mathbb{H}^- \\ \frac{v^*(z)}{u^*(z)}, & z \in \gamma. \end{cases}$$

We claim that $h$ is well defined and, in fact, real analytic on $\mathbb{H} \cup \gamma \cup \mathbb{H}^-$. Indeed, using Harnack’s inequality, for any $(x, 0) \in \gamma$ there exists a constant $c > 0$ (dependent on $u^*$) such
that
\[
\frac{c}{2} \frac{y}{2-y} \leq v^*(x, y) \leq \frac{c}{2} \frac{y}{y-2} \quad \text{for every } 0 < y < 1, \text{ or }
\]
\[
\frac{c}{2} \frac{1}{2-y} \leq \frac{v^*(x, y)}{y} \leq \frac{c}{2} \frac{1}{y^2}.
\]
(6.1)

Recall that \(v^*(x, 0) = 0\) and take limits as \(y \to 0^+\). Since \(v^*\) is harmonic on \(\mathbb{H} \cup \gamma \cup \mathbb{H}^-\), (6.1) guarantees that \(v^*_y > 0\) on \(\gamma\) (the same holds true for \(u^*\)) and therefore the limit
\[
\lim_{y \to 0^+} \frac{u^*(x, y)}{v^*(x, y)} = \frac{u^*_y(x, 0)}{v^*_y(x, 0)}
\]
exists and is finite. Hence, \(h\) is a well-defined continuous function on \(\mathbb{H} \cup \gamma \cup \mathbb{H}^-\). In fact, since \(u^*_y\) and \(v^*_y\) are real analytic and non-zero around \(\gamma\), \(h\) is also real analytic on \(\mathbb{H} \cup \gamma \cup \mathbb{H}^-\). What is more is that
\[
(6.2) \quad h(\xi) = \frac{u^*_y(\xi)}{v^*_y(\xi)} = \lim_{z \to \xi} \frac{u(z)}{v(z)} = |a(\xi)|^2 \quad \text{for any } \xi \in \gamma
\]
because of (iv) and therefore \(|a|^2\) is also real analytic on \(\gamma\).

**Remark 6.1.** The above is the reason why relation (IV) is meaningful. When we write \(\frac{h}{\phi}\) on \(\Gamma\), it really means the limit of \(h \circ \phi^{-1}\) as we approach \(\Gamma\) from the inside of \(\Omega\). This limit always exist on a Jordan arc \(\Gamma\) when \(\Omega\) is simply connected thanks to Harnack’s inequality.

It is worth mentioning the work of Jerison and Kenig who showed [9, Theorems 5.1 and 7.9] that equation (IV) makes sense whenever \(\Omega\) is assumed to be a non-tangentially accessible (NTA) domain.

Next, consider \(h|_\gamma\). Its power series around \(0 \in \gamma\) is given by
\[
h|_\gamma(x) = \sum_{n=0}^{\infty} b_n x^n
\]
for some real numbers \(b_0, b_1, \ldots\). This readily extends to a complex analytic function, say \(r\), on some open neighbourhood, \(D(0, \epsilon')\):
\[
r(z) = \sum_{n=0}^{\infty} b_n z^n,
\]
where we can choose \(\phi\) and \(\epsilon'\) so that \(\gamma \subset D(0, \epsilon')\). Of course, by construction and from (6.2) we get \(r|_\gamma = h|_\gamma = |a|^2\).

At this point, we want to “shift” everything back at \(\Omega\). We set
\[
V \equiv \phi(\mathbb{H} \cap D(0, \epsilon')) \subset \Omega
\]
and observe that \(\partial V\) is a closed Jordan arc such that \(\Gamma \not\subset \partial V \cap D(\zeta_0, \rho)\). Define a new function
\[
R \equiv r \circ (\phi^{-1})|_{V \cup \Gamma},
\]
which is holomorphic on \(V\), continuous on \(V \cup \Gamma\), and on \(\Gamma\) it satisfies \(R(\zeta) = |A(\zeta)|^2\).

Now, consider the function \(\Phi(z, w) = A(z)\overline{A(w)}\). \(\Phi\) is holomorphic on \(D(\zeta_0, \epsilon) \times D(\overline{\zeta_0}, \epsilon)\) and it satisfies \(\Phi(\zeta, \overline{\zeta}) = A(\zeta)\overline{A(\overline{\zeta})} = |A(\zeta)|^2\) when \(z = \overline{w} = \zeta \in \Gamma\). As a corollary to Theorem 5.1, the next theorem follows.
Theorem 6.2. Let $\Omega$ be a bounded simply connected domain in $\mathbb{C}$ and let $\Gamma$ be an open Jordan arc of its boundary with $\zeta_0 \in \Gamma$. Suppose there are two positive non-proportional harmonic functions $\mathcal{U}$ and $\mathcal{V}$ on $\Omega$ continuous on $\Omega \cup \Gamma$ and such that

$$\mathcal{U}(\zeta) = \mathcal{V}(\zeta) = 0 \quad \text{and} \quad \frac{\mathcal{U}(\zeta)}{\mathcal{V}(\zeta)} = |A(\zeta)|^2 \quad \text{for all } \zeta \in \Gamma,$$

where $A$ is a non-trivial analytic function on a neighbourhood of $\Gamma$.

Then, there exists some neighbourhood $D$ of $\zeta_0$ and a closed set $E \subset \Gamma$ of zero harmonic measure so that $(\Gamma \setminus E) \cap D$ is a countable union of regular real analytic simple arcs except possibly for some cusps. The cusps (if they exist) point into $\Omega$ and may only accumulate on $E \cap D$.

Of course, Theorems 5.1 and 6.2 are somewhat far from Sakai’s result. Nevertheless, because of the special form of the function $\Phi(z, w) = A(z)\overline{A(w)}$, we can actually say more in this case.

Proposition 6.3. Let $\Omega$ be a bounded simply connected domain in $\mathbb{C}$ and let $\Gamma$ be an open Jordan arc of its boundary with $\zeta_0 \in \Gamma$. Suppose there are two positive non-proportional harmonic functions $\mathcal{U}$ and $\mathcal{V}$ on $\Omega$ continuous on $\Omega \cup \Gamma$ and such that

$$\mathcal{U}(\zeta) = \mathcal{V}(\zeta) = 0 \quad \text{and} \quad \frac{\mathcal{U}(\zeta)}{\mathcal{V}(\zeta)} = |A(\zeta)|^2 \quad \text{for all } \zeta \in \Gamma$$

where $A$ is a non-trivial analytic function on a neighbourhood of $\Gamma$.

Then, there exists a neighbourhood $D$ of $\zeta_0$ and a function $R$ satisfying the following:

(i) $R$ is holomorphic on $\Omega \cap D$;
(ii) $R$ is continuous on $(\Omega \cup \Gamma) \cap D$ and
(iii) $R(\zeta) = |A(\zeta)|^2$ for $\zeta \in \Gamma \cap D$.

Additionally, for any $\zeta_0 \in \Gamma$ with $A'(\zeta_0) \neq 0$ either

(1) there exist a function $\Psi_1$ holomorphic and univalent on $\Omega \cap D$ such that $\Psi_1(\zeta) = |A(\zeta) - A(\zeta_0)|^2$ for $\zeta \in \Gamma \cap D$, or
(2) there exist a function $\Psi_2$ holomorphic and univalent on $\Omega \cap D$ such that $\Psi_2(\zeta) = |A(\zeta) - A(\zeta_0)|^2$ for $\zeta \in \Gamma \cap D$.

Proof. We have already established the existence of such a function $R$ in (6.3).

For the rest, $A'(\zeta_0) \neq 0$ and we may assume without loss of generality that $A$ is conformal on a neighborhood of $\Omega$. Recall that $V$ from the definition of $R$ in (6.3) is such that $\partial V$ is Jordan and $\Gamma \not\subset \partial V \cap D(\zeta_0, \rho)$ when $\Omega \subset D(\zeta_0, \rho)$. Since $A$ is continuous and injective on $V$, there exists some small $\delta$, $0 < \delta \leq \rho$, such that $\partial(A(V)) \cap D(\zeta_0', \delta) \subset A(\Gamma)$.

Now, let $A(\zeta_0) = \zeta_0'$, $\Omega' = A(V) \cap D(\zeta_0', \delta)$, and $\Gamma' = \partial \Omega' \cap D(\zeta_0', \delta)$. The function

$$S(z) \equiv \frac{1}{z} R \circ A^{-1}(z)$$

is a Schwarz function of $\Omega' \cup \Gamma'$ in $D(\zeta_0', \delta)$:

(i) $S$ is holomorphic on $\Omega'$;
(ii) it is continuous on $\Omega' \cup \Gamma'$, and
(iii) $S(\zeta) = \frac{1}{z} R(A^{-1}(\zeta)) = \overline{\zeta}$ on $\Gamma'$.

Notice that from (6.1) the functions $a = A \circ \phi$ and $A$ are always non-zero and thus $S$ is a well-defined holomorphic function, because 0 cannot be a point of $\Omega'$.

Finally, consider the function $S_t(z) = S(z + \zeta_0') - \overline{\zeta_0'}$, which is a Schwarz function on $(\Omega' - \zeta_0') \cup (\Gamma' - \zeta_0')$ at 0. From Theorem 1.4, we know that one of the functions $\Phi_1(z) = zS_t(z)$ and $\Phi_2(z) = \sqrt{zS_t(z)}$ is univalent on $(\Omega' - \zeta_0') \cap D(0, \delta')$ for some $\delta' \leq \delta$. Changing variables to
get back to our initial domain $\Omega$, we find that one of the following functions, $\Psi_1$ or $\Psi_2$, has to be univalent on $\Omega \cap D'$:

$$\Psi_1(z) = \left( A(z) - A(\zeta_0) \right) \left( \frac{R(z)}{A(z)} - \frac{1}{A(\zeta_0)} \right)$$

and

$$\Psi_2(z) = \sqrt{\left( A(z) - A(\zeta_0) \right) \left( \frac{R(z)}{A(z)} - \frac{1}{A(\zeta_0)} \right)}$$

for $z \in \Omega \cap D'$, where $D' = A^{-1}(D(\zeta_0', \delta'))$. The rest of the desired properties are obvious. \(\square\)

In the above proof, $\Gamma'$ is the image of a Jordan arc under the (conformal) map $A$. Therefore, the existence of a Schwarz function, $S$, along with Theorem 1.2 imply that $\Gamma'$, and in turn $\Gamma$, satisfy (1) or (2c) of Theorem 1.2. Case (1) corresponds to (1) of Proposition 6.3 and (2c) to (2), that is, $\Gamma'$ (respectively, $\Gamma$) has a cusp if, and only if, the function

$$\sqrt{z(S(z + \zeta_0') - \overline{\zeta_0}}$$

is univalent on $(\Omega' - \zeta_0') \cap D(0, \delta')$ (respectively, $\Psi_2$ on $\Omega \cap D$).

As a consequence, we have the following theorem, which is the main result of this section.

**Theorem 6.4.** Let $\Omega$ be a bounded simply connected domain in $\mathbb{C}$ and let $\Gamma$ be an open Jordan arc of its boundary with $\zeta_0 \in \Gamma$. Suppose there are two positive non-proportional harmonic functions $U$ and $V$ on $\Omega$ continuous on $\Omega \cup \Gamma$ and satisfying

$$U(\zeta) = V(\zeta) = 0 \text{ and } \frac{U(\zeta)}{V(\zeta)} = |A(\zeta)|^2 \text{ for all } \zeta \in \Gamma,$$

where $A$ is a non-trivial analytic function on a neighbourhood of $\Gamma$.

Then, for all but possibly finitely many points $\zeta_0 \in \Gamma$ there exists some small neighbourhood $D$ of $\zeta_0$ such that the following holds:

$$\Gamma \cap D \text{ is a regular real analytic simple arc through } \zeta_0 \text{ except possibly a cusp at } \zeta_0.$$

The finitely many points around which (6.5) might fail are the points $\zeta \in \Gamma$ where $A'(\zeta) = 0$, i.e., where $A$ might not be invertible.

There is a cusp at $\zeta_0$ if and only if (2) of Proposition 6.3 holds true.

Of course, one can ask at this point whether it is possible to actually have a cusp. The answer is yes as the next example shows.

**Example 6.5.** Let $\Omega$ be open and $\Gamma = \partial \Omega \cap D(0, \rho)$ (with $\rho \leq 1$ sufficiently small) be such that $\Gamma$ has a cusp at $0$ (i.e., $\zeta_0 = 0$). Then, from Remarks 1.3, for some $\eta > 0$, there is a holomorphic function $T$ defined on $\{|z| \leq \eta\}$ that maps conformally the closed upper half-disk $K_\eta = \{|z| \leq \eta : \text{Im}(z) \geq 0\}$ into $\Omega \cup \Gamma$ and $\Gamma \cap D \subset T(-\eta, \eta)$ for some small neighbourhood $D$ of $0$. Also, $T(0) = 0$ with order 2. By dilating appropriately, we may assume that everything happens in the unit disk, that is, $\eta = 1$, $T$ is defined on $\overline{\mathbb{D}}$ and is univalent on $K_1 = \{|z| \leq 1 : \text{Im}(z) \geq 0\}$, $T(K_1) \subset \Omega \cup \Gamma$, and $\Gamma \cap D(0, \rho) \subset T(-1, 1)$.

Next, consider two positive harmonic functions, $u$ and $v$, on the upper half-disk $\mathbb{D} \cup \mathbb{H}$ that are zero on $(-1, 1)$. As we saw in the beginning of this section, $u$ and $v$ can be extended on the whole disk and the ratio $u/v$ is a positive analytic function on $(-1, 1)$. Therefore, on $(-1, 1)$ we can write $u/v = |a|^2$ for some function $a$ holomorphic on $\mathbb{D}$.

Finally, construct the functions

$$U = u \circ T^{-1}, \quad V = v \circ T^{-1}, \quad \text{and} \quad A = a \circ T^{-1}.$$
Then, $A$ is holomorphic around the cusp at 0, and $U, V$ are positive harmonic functions on $\Omega \cap D(0, \rho)$ and zero on the boundary $\Gamma$. Moreover, $U$ and $V$ satisfy $U/V = |A|^2$ on $\Gamma$.

7. SOME OPEN “FREE BOUNDARY” PROBLEMS IN THE SPIRIT OF SAKAI

All problems treated above are examples of the so-called free boundary problems (non-variational free boundary problems).

We would like to call the attention of the reader to one open question: what can one say for the boundary of a domain $\Omega$ that is not simply connected but admits positive harmonic functions vanishing on its boundary and whose ratio is “nice” on that boundary? Finitely connected situations present no difficulties, but what if, for example, $\Gamma$ is a Cantor set and $\Omega = \mathbb{D} \setminus \Gamma$? Suppose we know that the ratio of two positive harmonic (non-proportional) functions $U, V$ in $\Omega$ vanishing on the Cantor set $\Gamma$ has a well-defined ratio on $\Gamma$ (this happens for a wide class of Cantor sets $\Gamma$’s, for example for all regular Cantor sets of positive Hausdorff dimension). Suppose this ratio is equal to $|A(\zeta)|^2 \neq \text{const}$ for $\zeta \in \Gamma$, where $A$ is a holomorphic function on $\mathbb{D}$. What can we say about the Cantor set $\Gamma$? The “desired” answer is that this is impossible to happen on any Cantor set.

This type of problems (we may call them “one-phase free boundary problems”) appear naturally in certain problems of complex dynamics, see, e.g., [15]. If we would know the aforementioned answer (we conjecture that no Cantor set would allow such a triple $(U, V, A)$), then a long-standing problem about the dimension of harmonic measure on Cantor repellors would be solved.

Another similar one-phase boundary problem concerns functions in $\mathbb{R}^n$ for $n > 2$. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $n > 2$, and let $\Gamma = \partial \Omega \cap D(x, r)$, where $x \in \partial \Omega$. Again, let $U, V$ be two positive (non-proportional) harmonic functions in $\Omega$ vanishing continuously on $\Gamma$. If $\Omega$ is assumed to be a Lipschitz domain, then [9] claims that $U/V$ makes sense on $\Gamma$ and is additionally a Hölder function on $\Gamma$ (boundary Harnack principle).

Here is a question. Let $R$ be a real analytic function on $D(x, r)$, $x \in \Gamma$, and let $U/V = R$ on $\Gamma \cap D(x, r)$. Is it true that $\Gamma \cap D(x, r)$ is real analytic, maybe with the exception of some lower dimensional singular set?
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