Role of endogenous and exogenous attention in task-relevant visual perceptual learning
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Abstract

The present study examined the role of exogenous and endogenous attention in task-relevant visual perceptual learning (TR-VPL). VPL performance was assessed by examining the learning to a trained stimulus feature and transfer of learning to an untrained stimulus feature. To assess the differential role of attention in VPL, two types of attentional cues were manipulated; exogenous and endogenous. In order to assess the effectiveness of the attentional cue, the two types of attentional cues were further divided into three cue-validity conditions. Participants were trained, on a novel task, to detect the presence of a complex gabor patch embedded in fixed Gaussian contrast noise while contrast thresholds were varied. The results showed initial differences were found prior to training, and so the magnitude of learning was assessed. Exogenous and endogenous attention were both found to facilitate learning and feature transfer when investigating pre-test and post-test thresholds. However, examination of training data indicate attentional differences; with endogenous attention showing consistently lower contrast thresholds as compared to exogenous attention suggesting greater impact of training with endogenous attention. We conclude that several factors, including the use of stimuli that resulted in rapid learning, may have contributed to the generalization of learning found in the present study.

Introduction

Through repeated exposure or training of visual stimuli, improvements in performance can result in enhanced visual processing known as visual perceptual learning (VPL). These perceptual improvements have been found to be long-lasting [1–3] and can result in changes in neural processing, known as neural plasticity [4, 5]. VPL research has been focused not only on understanding learning in visual processing but also identifying fundamental principles common to learning in general. In addition, many aspects of early visual processing decline with normal aging. These declines include decreased performance in spatial vision, contrast sensitivity, orientation, and motion—all of which are important for higher-level visual tasks such as driving [6]. Additionally, those suffering from visual deficits, such as macular degeneration [7], presbyopia [8, 9], or amblyopia [10–13], might benefit from VPL protocols. Thus,
elucidating the mechanisms that underlie learning has important implications for the development and application of VPL in clinical and practical settings.

Research on VPL has revealed a diverse set of findings that have resulted in different theories of VPL. These findings have centered on whether aspects of VPL are specific or generalizable [14–17] as well as the changes in neural visual processing due to VPL [18–20]. Specificity is the failure for training-induced performance improvements to transfer, or generalize, to an untrained stimuli or task. VPL has been found to be dependent on many factors including the learned visual feature, the type of task, and exposure to a feature without a task [21]. Performance improvements from training have been found to be specific to early level attributes of a stimulus ranging from orientation [22, 23] and spatial frequency [22, 24] to motion [25, 26] and contrast [27–29] (for detailed reviews of the extent of specificity in PL see [30] or [31]). This specificity has been taken to indicate that changes in processing occur at early cortical sites where primitive features are processed. Variations of the training task such as, task difficulty [14], high-precision stimuli [16], or long training sessions [32] could lead to some degree of learning specificity. VPL was reported to transfer across task [33], stimulus features [34], and retinal location [35] under different training conditions. This generalization suggests that the locus of learning might be at higher-level processing regions in which changes in reweighting of read-out connections or the level at which response decisions occur [36–40]. Generalization of VPL has also been found to occur for tasks that employ easy training [14, 41], shorter training sessions [32], shorter training trials [42], or double-training [35].

Previous research on VPL has found two different types of VPL; task relevant VPL (TR-VPL) and task-irrelevant VPL (TI-VPL). TR-VPL is defined as VPL of a feature that is relevant to a given task during training. TI-VPL is defined as VPL of a feature that is irrelevant to a given task [43]. In TI-VPL, learning has been found to occur in the absence of attention suggesting an early-level mechanism that supports learning. It was found that mere exposure to a stimulus feature that is task-irrelevant and sub-threshold was sufficient to induce learning [44]. Although TI-VPL has been found to occur without focused attention, it is subject to attentional inhibition if the irrelevant signals compete with the relevant signals [45]. Failure to suppress weak task-irrelevant or sub-threshold signals allow the non-suppressed signals to be learned. Additionally, learning could occur for task-irrelevant or task-relevant supra-threshold stimuli [46]. Although transfer of learning for untrained features was found, most TI-VPL studies have found learning to be specific to the feature that is trained. It is likely, then, that learning occurs at multiple levels of the system and may be sub-served by different mechanisms.

Despite the ability of the visual system to adapt to its changing environment, constraints are needed to protect the system from continued modification and change. Acquisition or gating of learning has been found to occur in one of two ways—through reinforcement or via attention. With reinforcement, learning occurs through spatially diffuse signals that enhance incoming sensory signals irrespective of whether the feature is task-relevant or task-irrelevant [43]. This form of passive learning, in which mere exposure to a stimulus within the visual field, facilitates both TR-VPL or TI-VPL. By comparison, attention selects what is behaviorally relevant and thus what is learned on a task. Attention can flexibly modulate cells involved in learning. For instance, monkeys performed a task at fixation while surrounded by previously trained stimuli [3]. The cells that responded when the previously trained stimuli were task-relevant were now being suppressed. This was thought to reflect that the previously trained stimuli were actively competing with the task-relevant stimuli now being presented at fixation. With regard to the necessity of attention in visual processing, it is important to note that the vast amount of information in the environment can overwhelm the brain’s limited processing capacity. One view of attention is that it is a selective mechanism by which aspects of
information is prioritized over others thereby guiding learning and behavior. Two types of
attention may be relevant for VPL—exogenous and endogenous attention.

Exogenous, or bottom-up, attention is a passive, transient, automatic, stimulus-driven pro-
cess. Peripheral cues, presented near or at target stimuli, used to guide exogenous attention
could be automatically captured by salient stimuli. With exogenous attention, feed-forward
signals propagate from lower sensory areas to higher cognitive processing areas. Exogenous
attention is driven by properties of a stimulus—such as color, orientation, luminance, can inad-
vertently go against the intentions of an observer [47–49], is deployed when salient novel sti-
muli are presented [50, 51] and is often difficult to ignore [52]. It can be triggered reflexively
by a salient sensory event, such as a flash in the periphery. It works via signal enhancement of
relevant signals [53, 54]. The time course of the shift of attention to an exogenous cue is
approximately 100-120ms [55–57].

Endogenous, or top-down, attention is a voluntary, sustained, goal-driven process. Inform-
ation that aligns with an observer’s behavioral goals are internally selected for further pro-
cessing. It involves a more effortful process such as being instructed to orient attention to a
particular location. The capture of attention is contingent upon top-down attentional control,
a phenomenon known as contingent capture [58]. Posner [59] demonstrated an endogenous
cueing paradigm in which participants willfully directed attention to a particular spatial loca-
tion. A centrally presented symbolic cue, an arrow, would indicate the possible location of a
subsequently presented target. The endogenous cue could point to the location of the target
(valid trial), point away from the location (invalid trial), or give no indication to the location of
the target (neutral trial). Performance is typically faster, more accurate, or both, for valid trials
than for invalid trials and neutral trials. The source of endogenous attention is proposed to be
through recurrent feedback connections that descend from higher cortical processing areas to
lower sensory processing areas. Endogenous attention operates via signal enhancement of rele-
vant signals and external noise reduction of irrelevant signals [53]. The time course of the shift
of attention to an endogenous cue is approximately 300ms [60].

Although both types of attention share common perceptual effects [61, 62], each is capable
of affecting information processing in distinct ways (for extensive list of unique perceptual
effects see [60]). These two types of attention may differentially modulate perceptual processes.
As a result, the effect on performance is likely to vary in accordance with the type of attention
that is engaged. For instance, the benefits and costs in discriminability and processing speed
differ between exogenous and endogenous attention [63]. For endogenous attention, benefits
and costs increased with cue-validity whereas for exogenous attention, benefits and costs were
constant across cue-validity. Unlike exogenous attention, endogenous attention can optimize
performance according to task demands. For instance, endogenous attention was found to
improve performance at all eccentricities by flexibly modulating resolution at attended loca-
tions [64]. In contrast, exogenous attention, regardless of the effect on performance, was found
to automatically increase resolution at attended locations [65]. As a result, exogenous attention
was found to improve performance at locations with low resolution but impair performance at
locations with high resolution. In conditions of external noise, exogenous attention enhances
contrast sensitivity under both low- and high- noise conditions whereas endogenous attention
works under high-noise conditions [53, 54]. Whereas endogenous attention is susceptible to
interference and requires more cognitive resources, exogenous attention does not [52, 66, 67].
The earliest stage of visual cortical processing is enhanced by exogenous attention whereas
endogenous attention impacts later stages of processing [68]. Furthermore, endogenous atten-
tion may be maintained at a location for extended periods. On the other hand, exogenous
attention exhibits inhibition of return, such that there is delay in responding from exogenous
orienting after initial facilitation at same cued location [69].
Attention has often been argued as an important component of VPL. However, few studies have experimentally manipulated attention to examine its effects on VPL (see [70, 71, 21]). One study assessed varying effects of exogenous and endogenous attention on TR-VPL [72]. Both attentional cues were found to increase accuracy, but only exogenous attention was found to result in lower thresholds. Although this finding might suggest that the type of attention modulates VPL via distinct mechanisms, attentional cues were not systematically varied as participants were exposed to all validity cues, attended, divided-attended, and neutral, and thus make it difficult to assess the effect of attention. One such study did experimentally isolate the effect of exogenous attention on PL [33]. Learning was found when participants were trained with exogenous attentional cues as compared to neutral cues. Additionally, transfer of training was assessed for an untrained task and untrained feature and the findings indicated that learning only transferred to an untrained task. For location transfer, training with exogenous attentional cues facilitated transfer to untrained locations within and across visual hemifields whereas training with neutral cues exhibited location specificity [73]. A subsequent study, but with endogenous attention, also found transfer to untrained locations within and across visual hemifields whereas training with neutral cues exhibited location specificity [74]. Specifically, the study investigated whether, like exogenous attention, endogenous attention facilitates learning and location transfer in an orientation discrimination task. Notably, performance improvements as a result of training with attention carried over to untrained locations despite the effect of attention being local to the target location.

Despite similar performance improvements across both studies, distinct mechanisms underlie facilitation of location transfer with exogenous attention operating via response gain [73] and with endogenous attention operating via contrast gain [74]. Performance changes in response to changes in stimulus intensity is characterized by the psychometric function. Changes in the psychometric function via contrast or response gain are thought to reflect neuronal activity as a function of stimulus contrast, which creates a contrast response function [75]. Attentional modulation via contrast gain leads to an increase in contrast sensitivity with no change in the relative firing rate. Contrast gain may be reflected in the psychometric function as a left-ward shift in the psychometric function. Whereas, response gain leads to a multiplicative increase in firing rate across the contrast response function with no change in threshold. Response gain may be reflected behaviorally as improved accuracy across stimulus intensity with pronounced effects as higher stimulus intensities. Another study investigated the role of exogenous attention in the transfer of learning across location in two different acuity tasks; Landolt acuity and Vernier acuity [76]. In the Landolt acuity task, training with exogenous cues resulted in location transfer whereas, training with neutral cues resulted in location specificity. However, in the Vernier acuity task, training with both exogenous and neutral cues resulted in location specificity. This suggests that even after training with exogenous attention, learning on certain tasks may not be amenable to transfer across locations. Altogether, these findings demonstrate the effect of the type of attention, albeit complicated, on learning and specificity.

The extensive literature on PL has resulted in several different models that consider the role of attention. These models differ in terms of several different factors that include what cortical area is activated, the degree of specificity of VPL, and the type of VPL. For the purpose of the present study, VPL models that explicitly incorporate attention will be discussed. The Reverse Hierarchy Theory [14, 77] assumes learning is a top-down attention-guided process. According to this model, the locus of learning are higher processing areas that allow for learning on tasks that involve coarse discrimination. Learning, then, cascades to lower processing areas for tasks that require fine discrimination. Specificity arises with continued training allowing access to lower level processing sites. This model assumes that top-down attention is required for the occurrence of VPL and thus does not account for findings regarding TI-VPL.
A more recent theory, the Dual-Plasticity model, posits learning can occur in the presence of or absence of attention [30, 78]. This theory proposes two types of plasticity; task-based plasticity and feature-based plasticity. Feature-based plasticity is defined as changes in the representation of features. Task-based plasticity is defined as changes in processing related to a trained task. Feature-based plasticity results from mere exposure to a feature during training irrespective of whether the feature is task-relevant or task-irrelevant and is specific to the exposed feature. On the other hand, task-based plasticity stems from involvement on a trained task, occurs only in TR-VPL, and is specific to the trained task. According to this model, changes associated with feature-based plasticity should be observed as changes in neural responses to the trained feature (in the corresponding visual areas in association with TR-VPL) as opposed to task-based plasticity which will be associated with changes in high-level cognitive areas or connectivity between visual and cognitive areas. Evidence for two types of plasticity, that occur in different cortical regions, has been found suggesting that, to some degree, separate mechanisms exist [79].

The purpose of the current study was to examine the role of different types of attention in TR-VPL. Specifically, the present study investigated the role of exogenous and endogenous attention on TR-VPL. Within the framework of the dual-plasticity model, it was hypothesized that endogenous attention is important for TR-VPL and exogenous attention is not important for TR-VPL. This suggests that in the present study, learning will be enhanced when endogenous attention, as compared to exogenous attention, is engaged. Furthermore, learning will be impacted by cue-validity with greater learning for higher cue-validity conditions as opposed to lower cue-validity conditions when endogenous attention is engaged. Finally, the issue of transfer of learning to an untrained stimulus was examined. If transfer of training occurs, then transfer should be greater for endogenous attention conditions as compared to exogenous attention conditions because of the greater role of endogenous attention in TR-VPL.

Methods

Participants

60 college-aged adults (mean age = 19 years, SD = 2.35) from the University of California, Riverside (35 male and 35 female) participated in the study. All participants were compensated for their participation at a rate of $15 per hour. The Institutional Review Board of University of California, Riverside approved this study. Participants gave their written informed consent for their participation and participants were debriefed on the purpose of the study after their participation. All participants had normal or corrected-to-normal visual acuity and were naive to the purpose of the study. Participants’ near visual acuity was screened using a LogMAR chart ($M = -0.05, SD = 0.08$). All participants were screened for eye diseases through self-report. Corrective lenses normally worn by the participants were allowed during the experiment. Participants with extreme initial contrast thresholds prior to training $+/1.5$ SD were excluded from the study. Seven participants were excluded from the study due to consistently high thresholds indicating that they could not perform the task.

Apparatus

Stimuli were presented on a 49.53-cm CRT monitor Viewsonic PF817 at a resolution of 1,024 x 768 pixels; the monitor had a refresh rate of 75 Hz non-interlaced and a mean luminance value of 42.7 cd/m². Stimuli were generated on an Alienware AREA_51 PC equipped with an Intel Core i7 960 processor using the Windows 7 Ultimate 2009 operating system. A NVIDIA GeForce GTX 480 graphics card was used along with a Bits++ system (Cambridge
Research Systems, Rochester, Kent, United Kingdom) to achieve 14-bit gray scale (16,384 gray-scale levels). Custom experimental software was written in MATLAB (The MathWorks, Natick, MA); Psychophysics Toolbox extensions (Brainard, 1997; Pelli 1997; Kleiner, Brainard & Pelli, 2007). The EyeLink 1000 Tower Mount (SR Research, Ottawa, Ontario, Canada) was used to monitor participants’ eye movements as well as stabilize head position. The monitor was calibrated using a ColorCal 2 colorimeter (Cambridge Research Systems).

Participants’ far acuity was measured using the 2000 Series Revised ETDRS Chart 2 (Precision Vision, La Salle, IL) at a distance of 3 m. Participants’ near acuity was measured using the 2000 series New ETDRS Chart 3 at a distance of 40 cm. Contrast sensitivity was measured using the Pelli-Robson Contrast Sensitivity Chart (Precision Vision).

**Stimuli and procedure**

The stimulus was a gabor patch defined by a sine wave at a spatial frequency of 0.5 cycles/degree of visual angle and the target was the gabor patch but with the presence of an additional sine wave at a spatial frequency of 1.5 cycles/degree [22, 80]. Contrast of the 0.5 cycle/degree sinusoid is denoted as $c_1$ and the contrast of the 1.5 cycles/degree sinusoid, $c_2$. Gabor stimuli were embedded in fixed additive Gaussian noise with a standard deviation set at 0.33 throughout the experiment. The phase of the stimuli was randomized $\pm180^\circ$ on each trial. Luminance was matched across trials using root-mean-square luminance [81]. Contrast thresholds were derived.

Stimuli were presented at one of two locations; left or right 7.5 degree of visual angle from center. Presentation of the gabor patch at one location was always accompanied by its corresponding distractor stimulus at the opposite location. The distractor stimulus was the same gabor patch presented during the trial but each pixel at each location that composed the gabor patch was randomized to a new location. This allowed for constant luminance on each trial. All stimuli were enveloped by a Gaussian mask with a standard deviation of 2.2 degrees of visual angle.

To remove any edge cues, all stimuli were viewed through a black circular aperture with a radius of 2.4 degrees of visual angle and aperture thickness of .4 degrees. In order to assess transfer, stimuli were presented at two orientations; 20 degrees and 110 degrees.

The task was a Yes/No detection task in which participants were to determine the presence or absence of an additional sinewave component in the gabor patch. Participants were to respond on the numeric keypad with ‘1’ if the additional 1.5 cycle/degree sine-wave was present or ‘2’ if additional 1.5 cycle/degree sine-wave was not present. A fixation point was a bulls-eye target with a radius of .8 degrees of visual angle presented in the center of the screen. Participants were to maintain fixation on the center throughout the experiment. The eye tracker was utilized to ensure participants were fixated on the center. Given the temporal nature of endogenous cues and that ~200-250ms are needed for goal-directed saccades, stimulus onset asynchrony (SOA) for the endogenous cue may allow participants to make an eye movement [82]. To control for this, trials would restart if participants were not fixated on the center.

The experiment was administered over 2 consecutive days with 1 hour each day. Each day consisted of 2 sessions: on day 1, contrast threshold measurements were obtained prior to training then one training session with attentional cues while on day 2, one training session with attentional cues then contrast threshold measurements were obtained after training. Stimuli were viewed binocularly on a monitor at a distance of 95.25 cm. The experiment was run in a darkened room; the only light source was the monitor. Refer to Fig 1 for the time course of the experiment.
Practice

Before the start of the experiment and at the start of day 1, all participants were given 4 blocks of 20 trials to familiarize them to the task. Orientation of the stimuli was alternated across each block. At the start of each trial, participants saw a fixation point in the center of the screen for 1000-ms followed by a 1000-ms presentation of the stimuli (simultaneous presentation of gabor stimuli and noise stimuli). Following the presentation of the stimuli, a uniform mid-gray background was presented to indicate that subjects should respond. After the response cue, feedback was given based on their response. Stimuli were presented for 1000-ms for the first two blocks and then for 53-ms for the last two blocks. For practice trials, contrast values were fixed at $c_1 = 0.6$ and $c_2 = 0.4$; values that were well above threshold.

Testing

Contrast thresholds of $c_2$ were assessed for trained and untrained orientations at the beginning of day 1 and the end of the day 2 of the experiment. $c_1$ was set at a fixed value of 0.4. The QUEST procedure was used to measure contrast thresholds of contrast $c_2$ of the gabor patch [83]. QUEST was initialized with a criterion level of 0.75 ($\beta = 1.3$, $\delta = 0.10$, $\gamma = 0.5$). This $\beta$ value is based on a preliminary study designed to find the optimal $\beta$ value for the task. Participants completed 60 trials/block for 4 blocks. The first two blocks were presented at one orientation and the last two blocks were presented at another orientation. 60 trials were collected at...
each orientation for contrast $c_2$ of the 1.5 cycles/degree sine-wave in the gabor patch. From previous data, 60 trials for each stimulus orientation was sufficient for QUEST to converge at a stable threshold estimate.

A fixation point was presented for 53-ms followed by a 53-ms presentation of the stimuli (simultaneous presentation of gabor patch and noise stimuli). Then, the response cue followed by feedback based on their response. Testing order of the orientations were counterbalanced across participants. Participants were given a one-minute break after each block. During testing, stimuli were presented without cues.

**Training**

Training occurred on day 1 after testing and on day 2 prior to testing with a 5-minute break between testing session and training session. Using the same stimuli and a similar procedure as in the testing phase, with the key difference being that participants were trained on only one orientation instead of the two they saw during testing sessions. During training, all subjects completed six blocks with 60 trials each block. Subjects were given a one-minute break after each block.

During each training session, the QUEST procedure was run using the same parameters as during the testing sessions, but with one modification. The contrast threshold estimate for QUEST for each subject used the threshold derived on the prior session as the initial estimate. Subsequent trials used the current threshold, taking into account each trial during the training sessions. Using this method, subjects were trained at their threshold (75% correct) across all training trials. Of the 720 trials administered over the course of the training sessions, only 360 trials were inputted into QUEST to derive contrast thresholds.

To assess the effectiveness of attention on PL, participants were divided and trained in one of three cue-validity conditions; 100% valid in which the cue always specified the location of the target, 80% valid in which the cue specified the location of the target 80% of the time with the other 20% invalid in which the cue specified the location of the distractor, and a neutral condition in which the cue specified both locations. For the training sessions, the attentional cues preceded the simultaneous presentation of the gabor and noise stimuli. Following Posner’s [59] original experiment, the neutral cue condition of the endogenous group displayed a fixation cross rather than a double-ended arrow.

To assess possible differential effects of the type of attention on PL, one group was trained with an exogenous attentional cue ($n = 30$) and another group was trained with an endogenous attentional cue ($n = 30$). From the type of attention, these participants were further divided into the three cue-validity conditions with 10 participants in each condition. The exogenous attentional cue was a visually salient cue (white square-shaped frame) presented at either one of the two locations (100% or 80% valid) or both locations (neutral) [48]. The endogenous cue was a black arrow presented in the center of the screen that could point to one of two locations (100% or 80% valid) or both locations (neutral) (adapted from [59]). In regard to both types of cues, participants were instructed that the presence of the cues, either a ‘white-square outline’ for the exogenous cue or ‘black-arrow’ for the endogenous cue, prior to the presentation of the stimuli may or may not indicate the location of the target pattern.

The time course for a training trial was as follows: a fixation point was presented for 1000-ms followed by either one of two attentional cues (67-ms for an exogenous cue and 305-ms for an endogenous cue). The endogenous cue was a black arrow (2 degrees for length of the arrow and .5 degrees for the arrow hands) presented near the center of the fixation point. The exogenous cue was a white square outline (10 degrees in length for each side of the square) presented near the stimuli. Next, an inter-stimulus interval (ISI) was presented for
53-ms followed by the training stimuli (simultaneous presentation of the gabor and noise stimuli) which was presented for 53-ms. After the stimuli disappeared, a response cue indicated to participants to make a judgment followed by feedback. Refer to Fig 2 for attentional cues used during training.

**Results**

Contrast thresholds prior to training were examined using a 2 (attention: exogenous, endogenous) x 3 (cue-validity: 100%, 80%, neutral) x 2 (feature orientation: trained, untrained) mixed-design analysis of variance (ANOVA). Attention type and cue-validity were between-subject factors. Orientation was a within-subjects factor. Analyses were conducted using IBM SPSS Statistics software Version 24. The first analysis conducted was to assess whether there were any differences between the exogenous and endogenous attention groups prior to training. This was assessed by examining the type of attention and thresholds for the trained and untrained orientation prior to training. Differences prior to training were found across attention and cue-validity conditions for both trained orientation, and untrained orientation, $F(1,54) = 4.716, p = .034 \eta^2_p = .080$ with higher thresholds for trained orientation ($M = .292$, $SD = .046$) compared to untrained orientation ($M = .218$, $SD = .044$).
Magnitude of learning

As indicated above, given differences in initial performance, and in order to compare performance across attention type, a magnitude of learning score was calculated for trained and untrained orientation by calculating the difference between pre-test threshold from post-test threshold and then divided by the pre-test threshold.

\[
\text{Magnitude of learning} = \frac{\text{PostTest Threshold} - \text{PreTest Threshold}}{\text{PreTest Threshold}}
\]

By doing so, this allows for an examination of any changes in performance given an individual participant’s initial performance level. Using this metric, it was found that there was a significant difference between trained and untrained orientation, \(F(1,54) = 15.627, p < .001, \eta^2_p = .224\) with greater magnitude of learning for trained orientation (\(M = -.352, SE = .023\)) as compared to the untrained orientation (\(M = -.201, SE = .039\)). There was a non-significant trend for the effect of cue-validity, \(F(2,54) = 2.590, p = .084, \eta^2_p = .088\).

To assess whether magnitude of learning differs by attention type and cue-validity, a 2 (attention: endogenous, exogenous) x 3 (cue-validity: 100% valid, 80% valid, neutral) factorial ANOVA was conducted. No interaction between attention and cue-validity on magnitude of learning for trained orientation was found, \(F(2,54) = 2.080, p = .135, \eta^2_p = .072\). The results for magnitude of learning across attention groups is shown in Fig 4. Subsequent analyses were conducted separately by attention type.

Exogenous attention

A cue-validity (100%, 80%, neutral) x feature orientation (trained, untrained) x test day (pre-test, post-test) mixed-design ANOVA was conducted on correct response times (RT). Test day...
was a within-subjects factor. There was an effect of test day such that participants were faster following training from pre-test ($M = .728, SE = .041$) to post-test ($M = .602, SE = .017$), $F(1,27) = 16.555, p < .001, \eta_p^2 = .380$. Thresholds prior to training reveal performance was comparable across cue-validity conditions, $F(1,27) = 1.951, p = .174, \eta_p^2 = .067$. A 2 (feature orientation: trained, untrained) x 3 (cue-validity: 100%, 80%, neutral) x 2 (test day: pre-test, post-test) mixed–design ANOVA was conducted. There was a main effect of test day, $F(1,27) = 32.210, p < .001, \eta_p^2 = .544$ such that post-test thresholds ($M = .192, SE = .011$) were significantly lower than pre-test thresholds ($M = .287, SE = .020$). There was no main effect of orientation, $F(1,27) = .265, p = .611, \eta_p^2 = .010$ suggesting that there were no differences between trained and untrained orientation. There was also a non-significant trend of an interaction between orientation and test day, $F(1,27) = 3.514, p = .072, \eta_p^2 = .115$, such that training improved thresholds (trained orientation: post-test threshold, $M = .184, SE = .011$; pre-test threshold, $M = .300, SE = .021$) as opposed to the untrained thresholds (untrained orientation: post-threshold, $M = .200, SE = .014$; pre-test threshold, $M = .273, SE = .023$). Consistent with our hypothesis, there was no effect of cue-validity, $F(1,27) = .265, p = .776, \eta_p^2 = .019$.

Endogenous attention

A cue-validity (100%, 80%, neutral) x feature orientation (trained, untrained) x test day (pre-test, post-test) mixed–design ANOVA was conducted on correct response times (RT). There was an effect of test day such that participants were faster following training from pre-test ($M = .762, SE = .083$) to post-test ($M = .575, SE = .015$), $F(1,27) = 5.800, p = .023, \eta_p^2 = .177$. Thresholds prior to training reveal performance was comparable across cue-validity conditions, $F(1,27) = 2.778, p = .107, \eta_p^2 = .093$. A 2 (feature orientation threshold: trained, untrained) x 3 (cue-validity: 100%, 80%, neutral) x 2 (test day: pre-test, post-test) mixed–design ANOVA was conducted. There was a main effect of test day, $F(1,27) = 29.401, p < .001, \eta_p^2 = .521$ such that post-test thresholds ($M = .173, SE = .009$) were lower than pre-test thresholds ($M = .267, SE = .020$). There was an interaction of trained orientation x test day, $F(1,27) = 4.931,$
Training sessions

If any attentional differences exist, then such differences may be present as a function of training sessions. To investigate whether any differences occurred during training, contrast thresholds were obtained at the end of each training day. Contrast thresholds were examined using a 2 (attention type: exogenous, endogenous) x 3 (cue-validity: 100%, 80%, neutral) x 2 (training day: day 1, day 2) mixed-design ANOVA. Training day was a within-subjects factor. An effect of attention was found such that contrast thresholds of those in the endogenous attention conditions had significantly lower thresholds (M = .161, SE = .010) for both training days as compared to the exogenous attention condition (M = .193, SE = .010), F(1,54) = 4.880, p = .031, ηp² = .083. Fig 5 shows training data as a function of different attention groups. These results suggest overall enhanced learning when endogenous attention, as compared to exogenous attention, is engaged during training. This may stem from learning-induced changes in both sensory feature representations and task-related processing. There was an effect of training day such that the second day of training (M = .156, SE = .007) had significantly lower thresholds than the first day of training (M = .199, SE = .008), F(1,54) = 131.11, p < .001, ηp² = .708. Not only does it appear that training facilitated learning but sleep after a session of training appears to enhance learning, which suggests memory consolidation. Specifically, there is a noticeable decrease in thresholds from training day 1 to training day 2. As shown in Fig 6, this effect can be seen when examining the first block of the last training session (day 2, training block 7) and the last block of the first training session (day 1, training block 6). An analysis on the last block of the first training session (M = .199, SE = .008) and first block of the last

![Fig 5. Mean contrast thresholds for training data as a function of attention. Blocks 1–6 were on training day 1 and blocks 7–12 were on training day 2. Error bars indicate +/- 1 standard error.](https://doi.org/10.1371/journal.pone.0237912.g005)
training \( (M = .179, SE = .010) \) session reveal a significant decrease in threshold, \( F(1, 54) = 8.232, p = .006, \eta_p^2 = .132 \).

d’ (sensitivity)

For each participant, a d’ (measure of sensitivity/detection) was calculated. One participant did not produce a valid d’ measure due to high correct rejection rate and so a correction was applied to the participant’s data to obtain a valid d’ measure [84]. To investigate whether there were any baseline group-level differences in sensitivity (d’), prior to training, between trained and untrained orientation, a 2(attention type: exogenous, endogenous) x 3(cue-validity: 100%, 80%, neutral) x 2(feature orientation: trained, untrained) mixed design ANOVA was conducted on d’ measures. There was no effect of feature orientation, \( F(1,54) = 2.619, p = .111, \eta_p^2 = .046 \). Additionally, no 3-way interaction was observed, \( F(2,54) = .201, p = .818, \eta_p^2 = .007 \). This suggests no differences in sensitivity prior to training between trained and untrained orientations across all conditions.

Subsequent analyses allowed for comparisons across all groups (attention type (exogenous, endogenous) x cue validity (100% valid, 80% valid, neutral)). Changes in sensitivity across testing day was conducted using 2(attention type: exogenous, endogenous) x 3(cue-validity: 100%, 80%, neutral) x 2(feature orientation: trained, untrained) x 2(test-day: pre-test, post-test) mixed design ANOVA. There was an effect of orientation with greater sensitivity for trained orientation \( (M = 1.721, SE = .056) \) as compared to untrained orientation \( (M = 1.595, SE = .058) \), \( F(1,54) = 4.152, p = .046, \eta_p^2 = .071 \).

**Discussion**

The current study was concerned with investigating differential effects of exogenous and endogenous attention on TR-VPL on a novel yes/no detection task that involves determining the presence or absence of an additional sine-wave component in the gabor stimulus. We used this type of discrimination task because previous research has found rapid improvement with
practice for this type of stimuli [23]. Analyses on pre-test contrast thresholds for trained and untrained orientation across cue-validity condition and attention type show that participants were not at similar levels of performance prior to training. High inter-observer variability is commonly found in the field of PL [16, 85–88]. In fact, not only are individual differences in initial performance levels common in the field of PL but also the rate of learning is variable among participants.

An analyses of attention x cue-validity x test day was problematic because of different baseline performances between the groups prior to training. For example, a group that performed well, prior to training, may already be at asymptotic performance with minimal range for improvement. In contrast, a group with very poor thresholds is likely to have a greater range for improvement. As a result, separate analyses were conducted based on the attention condition. For exogenous attention, there was an overall improvement of thresholds following training. When analyses were conducted separately by cue-validity condition, learning was observed across all cue-validity conditions for the trained orientation but these improvements did not transfer to the untrained orientation. This suggests that learning was specific to the trained feature when trained with exogenous cues, regardless of cue-validity. For the endogenous condition, different patterns of performance were observed between the cue-validity conditions. For the 100% cue-validity, learning was specific to the trained orientation. For the 80% cue-validity condition, learning was not observed for the trained orientation but performance improvements were observed for the untrained orientation. For the neutral condition, both learning and transfer was observed.

An alternative approach was to evaluate the magnitude of learning. Thus, any changes in performance could be evaluated with respect to an individual participant's initial performance level. There was a significant difference in the magnitude of learning between trained and untrained orientation. Improved thresholds following training were found across exogenous and endogenous attention regardless of cue-validity conditions. Moreover, the magnitude of improvement between exogenous and endogenous attention was comparable. This is consistent with previous studies that found both exogenous and endogenous attention facilitated both learning and transfer but evaluated in the context of learning across locations in an orientation discrimination task [73, 74]. The current study failed to find behavioral differences between exogenous and endogenous attention. It is possible that both forms of attention may lead to similar levels of improvement at the behavioral level. But the dissociation between endogenous and exogenous attention may stem from different mechanisms involved to achieve changes in performance. Previous studies demonstrated that training with either valid exogenous [73] or valid endogenous cues [74] both facilitated learning and location transfer. Despite similar performance improvements, distinct neural signatures underlie exogenous and endogenous attention with performance improvements for exogenous attention achieved via response gain [73] and for endogenous attention was achieved via contrast gain [74]. Threshold measurements employed in the current study may not estimate changes in performance to the same degree as accuracy measurements typically employed in PL studies. Previous research evaluating contrast thresholds and accuracy did not find any correlation between the behavioral changes observed during training and improvements in contrast sensitivity [72]. This study provides additional evidence that threshold measurements may be qualitatively different from accuracy measurements in the context of PL.

### Cue-validity

It was predicted that greater learning would occur for higher cue-validity conditions when endogenous attention was engaged. We did not find an interaction between attention and cue-
validity on the magnitude of learning. Performance was comparable across attention type and cue-validity condition. This suggests that magnitude of learning does not vary with cue-validity when endogenous attention is engaged, which is at odds with previous findings [63]. The failure to find an effect could be due to the type of stimulus training. We utilized a task in which participants were presented with complex sine wave patterns. This task was used because it results in rapid learning. The current study trained participants over the course of 2 days for several hundred trials. This differs from a majority of PL studies that often train participants for several sessions and thousands of trials in order to produce training-related learning. However, few studies have employed fewer training sessions and were able to produce learning [22–24, or see 31, for a review]. Particularly relevant to the current study is that learning has been observed following a few hundred trials of training for complex grating patterns [22–23]. Studies that have examined the time course of learning have shown at least two different learning processes; rapid and slow learning [89]. Rapid learning occurs over a few hundred trials, affects higher-level processing, exhibits generalized learning, and may involve top-down processing by improving the link between task-dependent processing and sensory units while selecting optimal units for the task [2]. In contrast, slow learning is thought to be a slower process that occurs over several hundred trials or more, exhibits stimulus specific learning, and may involve lower-level processing by modulating primary sensory areas. It is possible that the failure to find a training difference based on the type of attention was due to the use of stimulus conditions that result in rapid learning as compared to slow learning. An important question will be to examine this question in future research.

**Feature transfer**

Contrary to our hypothesis that feature transfer of training would occur via endogenous attention only, the results indicate feature transfer occurred for both exogenous and endogenous attention. This is not necessarily at odds with the Dual-Plasticity model [30, 78]. According to the Dual-Plasticity model, task-related processing involves both feature and task-based plasticity whereas feature-related processing involves feature-based plasticity. Given that both endogenous and exogenous attention may involve feature-based plasticity, transfer to an untrained feature may have occurred for both forms of attention. And so, any performance differences may not have been apparent because both attention types may have engaged similar mechanisms on the feature transfer task. Future research should focus on learning and transfer across different tasks between exogenous and endogenous attention and whether there is a differential effect of attention on transfer to an untrained task.

A caveat to this study is that it cannot rule out that feature transfer may be due to the novel paradigm employed. Generally, in the field of PL, performance improvements tend to be specific to the trained feature with performance improvements lost when stimulus feature or stimulus location has changed. Exceptions to this finding are studies that employ the double-training or training-plus-exposure technique [35, 90–92] or introducing variability in stimulus location or stimulus set, or exposure to an untrained location (see [31], for a review).

To account for conditions under which transfer occurs, the integrated reweighting theory posits that transfer to new retinal positions/locations is fundamentally different from transfer over stimulus features [40]. Location transfer is proposed to be mediated by location-independent representations whereas feature transfer reflects the compatibility of the weight structures between location-specific and location-independent representations. According to this framework, transfer is predicted when the same stimulus feature is presented in a new location and specificity is predicted when a new stimulus feature is presented to the same trained location. The study by Dosher and colleagues [40] examined the extent of transfer by training observers...
on an orientation discrimination task and subsequently randomly assigned participants to one of three conditions. Participants were either randomly assigned to continue training either in a condition in which the same stimulus feature was presented in a new location/position (P), a new stimulus feature was presented (O), or both a new orientation and new location was presented (OP). Greater transfer was found when the same stimulus feature was presented in a new location (P) than a new stimulus feature presented in the same location (O) [40]. But there was partial transfer when both a new stimulus feature and new location was presented. In the current study, the location of the target stimulus varied by trial and exposure to the untrained orientation in combination with rapid learning for the type of stimuli used may have enabled transfer of learning to the untrained orientation. Finding of generalization across untrained feature is more compatible with the view that learning occurs at a higher level of neuronal plasticity.

How might these findings fit within the broader context of attention and PL? The results of the present study suggest that the utility of attention in PL may depend on a variety of factors. For instance, the task configuration was optimal for targeting the early component processes involved in rapid learning. In studies involving rapid learning, the findings of specificity or transfer may well depend on the neural structures involved in the training task. With rapid learning, training of simple visual discriminations was found to be specific [31, 23] but training with visual search, which presumably involves neural structures further along the visual hierarchy, was found to transfer [93]. Additionally, the rapid improvements found in the current study may reflect an early component learning process that have been shown to exhibit generalized learning. Previous findings reported generalized learning in an early phase of training followed by specificity of learning [32, 42]. These studies are consistent with two qualitatively distinct component processes of learning: rapid and slow learning. This has important implications for training studies involving some marked visual dysfunction such as those with amblyopia. The source of dysfunction in amblyopes is loss of critical information in early visual processing. Thus, any effective intervention should restrict the site of training to target those neural structures, be broad enough to generalize learning, require little intervention yet maximal benefit, as well as minimal effort from the individual.

Whether specifically manipulating attention further enhances learning may require a closer look at the type of task utilized. It seems whether attention is distributed (as in the neutral cue-validity condition) or directed (as in the 100% or 80% cue-validity conditions), learning and transfer was observed. And so, learning was found across all conditions suggesting that, at least in this context, attention was sufficient for learning to occur. The type of transfer—feature transfer, location transfer or task transfer—may be constrained by the type of attention. Although, common mechanisms may activate both forms of attention which allow for the occurrence of feature transfer. However, other forms of transfer may depend on the type of attention. Despite inter-individual variability at initial levels of performance, all participants were at comparable levels following training. This finding suggests that attention may indeed reduce any individual differences in learning. Previous research found that individuals consistently exhibited transfer when trained with exogenous attentional cues [73].

Several factors of this study may have allowed for generalized learning to occur making it difficult to assess the effect of attention. However, this study does contribute to the growing literature that demonstrates specificity is not the only defining characteristic of PL. A complete characterization of PL also includes generalized learning and the factors involved. An increasing number of more recent papers suggest that it is unlikely that any one process or mechanism is responsible for PL. Instead, multiple components of learning likely work together to produce changes in performance [94]. Complete characterization of PL involves viewing PL as a distributed process by which degree of learning and transfer are mediated by attributes of the
task and stimuli used and moderated by characteristics of the individual. By extension, the exact role of attention may vary based on the configuration of the stimulus and the task. Attention may contribute to generalized learning but the nature of the training improvements and type of transfer may well depend on the type of attention.

In summary, the present findings observed learning and feature transfer across both types of attention regardless of cue-validity. Given the time-course of the study, rapid improvements were found in a few hundred trials which may reflect an early component of the learning process. This rapid learning may partly account for the finding of learning and feature transfer across conditions. Rapid learning may be qualitatively distinct from the type of learning observed in most PL studies that employ longer training trials and sessions. Thus, it is possible that employing another task that utilizes more extensive training could result in different patterns of learning and transfer. The findings here suggest that the effect of exogenous or endogenous may depend on the speed of learning.
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