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Abstract. We develop a form factor approach to the study of dynamical correlation functions of quantum integrable models in the critical regime. As an example, we consider the quantum non-linear Schrödinger model. We derive the long-distance/long-time asymptotic behavior of various two-point functions of this model. We also compute edge exponents and amplitudes characterizing the power-law behavior of dynamical response functions on the particle–hole excitation thresholds. These last results confirm predictions based on the non-linear Luttinger liquid method. Our results rely on a first principles derivation, based on a microscopic analysis of the model, without invoking, at any stage, any correspondence with a continuous field theory. Furthermore, our approach only makes use of certain general properties of the model, so that it should be applicable, possibly with minor modifications, to a wide class of (not necessarily integrable) gapless one-dimensional Hamiltonians.
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1. Introduction
Recently [1], we developed a new method to obtain the large-distance asymptotic behavior of correlation functions in critical models from their form factor expansion in finite volume. It originated from a careful analysis of the form factor series for large but finite systems that become critical in the infinite size limit. In such a limit, the form factors of local operators can be shown to scale to zero as a non-trivial power law of the system size related, in particular, to their conformal dimension [2, 3]. In the asymptotic regime (at large distances) and for large (but finite) system size, the form factor series localizes to...
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its critical part. Namely, it can be shown that only a subset\(^4\) of the states contributes to the leading asymptotic behavior of the correlation function. We called these states and their associated form factors critical. It turns out that the corresponding series over these critical states and form factors can be summed up thanks to a beautiful (purely combinatorial) multiple sum formula (see [1]). It is worth mentioning that this summation formula has a deep group theoretical origin in the representation theory of the infinite permutation group \([4]–[10]\). In the context of critical models, it gives the explicit correspondence between the microscopic dynamics and its critical (conformal) limit. Moreover, for integrable models, this result agrees with the direct asymptotic analysis of the correlation functions performed from their multiple integral representations obtained in the algebraic Bethe ansatz framework \([11]–[16]\) and using rather sophisticated Riemann–Hilbert techniques \([17, 18]\).

The result of this form factor series analysis is to provide, in a comparatively rather elementary way, the full leading asymptotic expansion of correlation functions in terms of the distance between local operators. Namely, for each oscillating harmonic quantized in terms of the Fermi momentum, it leads to the corresponding exact critical exponent together with the associated (non-universal) amplitude. In particular, this approach succeeds in confirming, from a computation based on first principles, the full Luttinger liquid or conformal field theory (CFT) predictions \([19]–[29]\) for the asymptotic behavior of the correlation function in terms of the distance. It also provides the corresponding amplitudes written in terms of specific and properly normalized form factors of local operators; this latter information, being model dependent, is naturally out of reach of Luttinger liquid theory or CFT. It should be emphasized here that the results obtained in [1] using this method do not rely on any conjectural correspondence of the model to a CFT or Luttinger liquid theory (or even its non-linear version, see e.g. \([30]–[35]\) and references therein).

The aim of this article is to apply this new method to the study of dynamical correlation functions and associated structure factors of critical models. As is well known, the dynamical structure factors (Fourier transforms of the dynamical correlation functions) give the response functions under external perturbations of the system \([36]–[39]\). As such they can be measured experimentally, see for example \([36, 37]\), \([40]–[48]\). It is therefore of immediate importance to design efficient methods to determine the values of these functions. Although the exact and analytic computation of the structure factors in integrable models throughout the full Brillouin zone is for the moment out of reach of our method (see, however, the method initiated in \([49]–[54]\) for a combined analytic and controlled numerics that fits the actual experimental data extremely well), we will provide exact information for these functions in two situations of interest: the large-distance and long-time asymptotic behavior of correlation functions and the behavior of the corresponding structure factors near the edges of the spectrum.

Let us be slightly more precise about the content of this paper. To implement our method we consider here the 1D Bose gas (or quantum non-linear Schrödinger model, QNLS) with delta function interaction. The QNLS model describes the evolution of quantum Bose fields \(\Psi(x,t), \Psi^\dagger(x,t)\), subject to canonical equal-time commutation

\(^4\) This subset contains nevertheless an infinite number of states in the thermodynamic limit.
relations, with Hamiltonian

\[ H = \int_{0}^{L} \left( \partial_{x} \Psi^{\dagger} \partial_{x} \Psi + c \Psi^{\dagger} \Psi \Psi^{\dagger} \Psi - h \Psi^{\dagger} \Psi \right) \, dx. \tag{1.1} \]

Here \( L \) denotes the size of the model, and we impose periodic boundary conditions. We restrict our study to the case of the repulsive regime \( c > 0 \) in the presence of a positive chemical potential \( h > 0 \). In such a case, the Bethe ansatz provides the full description of the spectrum in terms of particle and hole excitations \([55, 56]\). Since the Hamiltonian \( H \) commutes with the operator of number of particles, it can be diagonalized separately in every sector with a fixed number \( N \) of particles. In each of these sectors, the model is equivalent to the \( N \)-body gas of bosons with \( \delta \)-like interactions that was studied in \([55, 56]\).

For this model we study various critical properties associated with the simplest zero-temperature time-dependent correlation functions in the thermodynamic limit \( L, N \to \infty \) at \( N/L \) fixed. The latter correspond to the expectation values, in the ground state \( |\psi_{g}\rangle \), of products of the form

\[ \langle \mathcal{O}(x, t) \mathcal{O}(x', t') \rangle \equiv \frac{\langle \psi_{g} | \mathcal{O}(x, t) \mathcal{O}(x', t') | \psi_{g} \rangle}{\langle \psi_{g} | \psi_{g} \rangle}, \tag{1.2} \]

where \( \mathcal{O}(x, t) \equiv e^{itH} \mathcal{O}(x, 0) e^{-itH} \) stands either for one of the Bose fields \( \Psi(x, t) \) or \( \Psi^{\dagger}(x, t) \), or for the local density \( j(x, t) \equiv \Psi^{\dagger}(x, t) \Psi(x, t) \). Due to the translation invariance of the model we set below \( x' = 0 \) and \( t' = 0 \).

The large-distance long-time asymptotic behavior of these two-point functions (i.e. their behavior at \( t \to \infty, x \to \infty \) with \( x/t \) fixed) has already a long history, see e.g. \([57]–[78]\), starting first with models equivalent to free fermions. It was studied recently in \([79, 80]\) via the Riemann–Hilbert technique for the interacting QNLS model. There, it was shown that, for certain correlation functions (in particular for the correlation functions of the densities), the leading asymptotic behavior cannot be inferred using a CFT-based method \([23]–[27]\). This effect is already apparent for models equivalent to free fermions (see in particular \([61, 67, 78]\)). The reason is that a correspondence with a CFT can only grasp effects taking their origin in the linear part of the spectrum sited around the ground state. However, in the presence of time and beyond the \( x \gg t \) limit, there exists a saddle point of the oscillating phase (see below) which is located in general far from the ground state (it has non-zero energy and momentum with respect to the ground state in the thermodynamic limit). The form factor approach developed in this paper allows us to show that this saddle point gives non-trivial contributions to the asymptotic expansion of two-point functions. In particular, the form factor series localizes and again it can be computed using the same multiple sum formula as in \([1]\).

The problem of the characterization of the behavior of dynamical response functions on the particle–hole excitation thresholds was recently considered in \([30]–[32], [34]\) within the non-linear Luttinger liquid approach in relation to the Fermi edge singularity effect, see e.g. \([81]–[86]\). The form factor method used in this paper allows us to derive the edge exponents and the associated amplitudes for the 1D Bose gas directly from the algebraic Bethe ansatz study of the microscopic model, hence from a first principles based derivation. Again, in this case, one can show that, for the leading behavior of the structure factor at threshold, the form factor series localizes and the corresponding quasi-critical sum
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(see sections 2 and 3) can be computed thanks, in particular, to the multiple sum formula used in [1]. It appears that the correspondence of our results derived directly from the full form factor series with the ones obtained through the non-linear Luttinger liquid model with one impurity relies on the rather non-trivial sub-additivity property of the spectrum on the particle and hole threshold lines. Namely, if this sub-additivity property had failed, the form factor series would have localized in a different way and the simple one-impurity picture used in the non-linear Luttinger liquid approach would be invalid.

The article is organized as follows. We give in section 2 a detailed description of the excited states of the model, which allows us to formulate more precisely the main steps of our method of summation over form factors. We then successively apply this approach in the two cases mentioned above: to the calculation of the long-time and long-distance asymptotic behavior of two-point functions in section 3, and to the computation of the edge exponents of dynamical response functions in section 4. Several auxiliary formulas are gathered in two appendices.

2. Form factor expansion of correlation functions

The form factor series representation of the two-point function (1.2) is obtained by inserting, in between the local operators \( \mathcal{O}(x,t) \) and \( \mathcal{O}(0,0) \), a complete set of eigenstates \( |\psi'\rangle \) of the Hamiltonian

\[
\langle \mathcal{O}(x,t) \mathcal{O}(0,0) \rangle = \sum_{|\psi'\rangle} \frac{\langle \psi'_g| \mathcal{O}(x,t) |\psi'\rangle \langle \psi' | \mathcal{O}(0,0) |\psi_g\rangle}{\langle \psi'_g | \psi'_g \rangle^{1/2}} \langle \psi'_g | \psi'_g \rangle^{1/2} = \sum_{|\psi'\rangle} e^{-i\mathcal{E}_ex t + i\mathcal{P}_ex x} \left| \frac{\langle \psi'_g | \mathcal{O}(0,0) |\psi_g\rangle}{\langle \psi'_g | \psi'_g \rangle^{1/2}} \right|^2.
\]

In (2.1), \( \mathcal{E}_ex \) (respectively \( \mathcal{P}_ex \)) represents the relative excitation energy (respectively momentum) of the excited state \( |\psi'\rangle \) with respect to the ground state \( |\psi_g\rangle \).

There are several advantages of considering a series such as (2.1). The first one is that the whole time and space dependence is gathered within a single phase factor. The second one is that there exist explicit determinant representations for the matrix elements \( \langle \psi'| \mathcal{O}(0,0) |\psi_g\rangle \) (see [71, 79]) in finite volume. The main problem is to sum up the series (2.1). In this section, we explain our general strategy to perform such a summation in the large-size limit using the precise description of excited states given by the Bethe ansatz.

2.1. Description of the spectrum and classes of excited states

The form factor approach requires a precise description of the spectrum of the Hamiltonian, namely of the ground state and the excited states over which we sum up in (2.1). Within the algebraic Bethe ansatz framework, the ground state \( |\psi_g\rangle \equiv |\psi(\{\hat{\lambda}\})\rangle \) of (1.1) is parameterized by a set of real Bethe parameters \( \hat{\lambda}_1, \ldots, \hat{\lambda}_N \), solution of the following system of logarithmic Bethe equations:

\[
L \mathcal{P}_0(\hat{\lambda}_j) + \sum_{k=1}^{N} \theta(\hat{\lambda}_j - \hat{\lambda}_k) = 2\pi \left( j - \frac{N+1}{2} \right), \quad j = 1, \ldots, N.
\]

\[\text{doi:10.1088/1742-5468/2012/09/P09001} 5\]
Here the functions \( p_0(\lambda) \) and \( \theta(\lambda) \) correspond respectively to the bare momentum and bare phase of the quasi-particles which, for the QNLS model, are given as

\[
p_0(\lambda) = \lambda, \quad \theta(\lambda) = i \log \left( \frac{|c + \lambda|}{|c - \lambda|} \right).
\]  

(2.3)

The number \( N \) of Bethe parameters parameterizing the physical ground state of the model is fixed by the chemical potential. In the thermodynamic limit \( L \to \infty \), the ratio \( N/L \) has a finite limit \( D \), and the ground state Bethe roots \( \hat{\lambda}_j \) densely fill a symmetric interval \([-q, q]\) of the real axis (the Fermi zone) with a density function \( \rho(\lambda) \).

Excited states \( |\psi(\{\hat{\mu}_j\})\rangle \) of (1.1) are parameterized by sets of solutions \( \hat{\mu}_{\ell_1}, \ldots, \hat{\mu}_{\ell_{N'}} \) of logarithmic Bethe equations corresponding to different choices of integers \( \ell_1 < \ell_2 < \cdots < \ell_{N'} \).

\[
L p_0(\hat{\mu}_{\ell_j}) + \sum_{k=1}^{N'} \theta(\hat{\mu}_{\ell_j} - \hat{\mu}_{\ell_k}) = 2\pi \left( \ell_j - \frac{N' + 1}{2} \right), \quad j = 1, \ldots, N'.
\]  

(2.4)

For the QNLS model, all roots of (2.4) are real, and are completely determined by the chosen set of integers \( \ell_j \) (so that we have labeled them accordingly). The state parameterized by the solutions of (2.4) with \( \ell_j = j, j = 1, \ldots, N' \), is called the ground state in the \( N' \)-sector (it differs from the physical ground state of the model if \( N' \neq N \)).

Hence, the sum over all excited states \( |\psi'\rangle \) in (2.1) corresponds to a sum over all solutions \( \{\hat{\mu}_j\} \) of the logarithmic Bethe equations (2.4), i.e. to a sum over all possible choices of integers \( \ell_1 < \cdots < \ell_{N'} \) (with \( N' = N \) if \( \mathcal{O}(x, t) = j(x, t) \), \( N' = N - 1 \) if \( \mathcal{O}(x, t) = \Psi(x, t) \) and \( N' = N + 1 \) if \( \mathcal{O}(x, t) = \Psi^\dagger(x, t) \)). For a given excited state \( |\psi'\rangle \equiv |\psi(\{\hat{\mu}_j\})\rangle \), the relative excitation momentum and energy with respect to the ground state are equal to

\[
P_{\text{ex}} = \sum_{a=1}^{N'} p_0(\hat{\mu}_{\ell_a}) - \sum_{a=1}^{N} p_0(\hat{\lambda}_a), \quad \varepsilon_{\text{ex}} = \sum_{a=1}^{N'} \varepsilon_0(\hat{\mu}_{\ell_a}) - \sum_{a=1}^{N} \varepsilon_0(\hat{\lambda}_a),
\]  

(2.5)

where \( p_0 \) is given by (2.3) and \( \varepsilon_0(\mu) = \mu^2 - \hbar \).

A convenient way of describing these excited states, in particular in the large-size limit, is to use the language of particles and holes: an excited state with \( n \) particles/holes above the ground state in the \( N' \)-sector corresponds to a solution of (2.4) with \( \ell_j = j \) except for \( n \) integers \( h_1, \ldots, h_n \in \{1, \ldots, N'\} \) for which \( \ell_{h_a} = p_a \in \mathbb{Z} \setminus \{1, \ldots, N'\} \). The integers \( h_a \) correspond to ‘holes’ with respect to the distribution of integers for the ground state in the \( N' \)-sector, whereas the integers \( p_a \) correspond to ‘particles’. To each choice of such particle–hole integers (or quantum numbers) \( p_a \) and \( h_a \) one can associate, through the so-called counting function of the corresponding state (see appendix A for details), sets of particle \( \hat{\mu}_{p_a} \) and hole \( \hat{\mu}_{h_a} \) rapidities \( (a = 1, \ldots, n) \). In the thermodynamic limit, these particle–hole rapidities tend to some finite values that we denote by \( \mu_{p_a} \) and \( \mu_{h_a} \).

There are therefore two possible ways of characterizing a given particle–hole excited state: either in terms of the integer quantum numbers \( p_a \) and \( h_a \) or in terms of the corresponding particle–hole rapidities. The former will be referred to as a microscopic description of the excited state, and the latter as a macroscopic description. The meaning of this terminology is the following: for size \( L \) large but finite, a finite deviation of the integer \( p_a \) (respectively \( h_a \)), say, \( p_a \to p_a + k \) with \( |k| \ll N \), leads to a deviation of order \( L^{-1} \) for the corresponding rapidity \( \hat{\mu}_{p_a} \) (respectively \( \hat{\mu}_{h_a} \)) and deviations of order \( L^{-2} \) for...
all other rapidities. Therefore, although these two ways of characterizing the particle–hole excited states are equivalent as far as the system size $L$ remains finite, one can find, in the thermodynamic limit, infinitely many microscopic configurations of the quantum numbers describing an excited state with fixed values $\mu_p$ and $\mu_h$ of the macroscopic excitation rapidities. In particular, the thermodynamic limit of the rapidities of particles (respectively holes) may coincide, while the quantum numbers $p_a$ (respectively $h_a$) are always pair-wise distinct.

We now define classes of excited states that play a role in the process of summation of the series (2.1). We say that two excited states belong to the same class $P$ if:

(i) they have the same excitation momentum $P_{ex}$ and energy $E_{ex}$ in the thermodynamic limit;
(ii) they have the same number of particles and holes separated from the Fermi boundaries\(^5\), with the same rapidities $\mu_p$ and $\mu_h$ in the thermodynamic limit.

Since there is a one-to-one correspondence between excited states and form factors, the latter can also be gathered into classes in the sense of the above definition.

It follows from this definition that, within a given class, the excited states (for $N, L$ large) differ from each other not only by $1/L$ excitations around the (macroscopic) particle $\mu_p$ or hole $\mu_h$ rapidities away from the Fermi boundaries, but also by the possible creation of different numbers of particles and holes on the right or left Fermi boundaries $\pm q$. Being on the macroscopic level, one can in fact distinguish states of the same class only on the basis of their total number of particle–hole excitations on each of the Fermi boundaries. Two states of a given class with the same number of such particle–hole excitations can nevertheless be distinguished at the microscopic level by their quantum numbers $p_a$ and $h_a$.

In [1], we dealt with particular classes of excited states (respectively form factors) which were called critical states (respectively critical form factors). In such classes, all particles and holes are accumulated on the Fermi boundaries. In the present paper we also consider classes of excited states with several particles (holes) separated from the Fermi boundaries. We call such excited states (respectively form factors) quasi-critical states (respectively quasi-critical form factors).

### 2.2. Summation process

The main idea of our method is to use our partitioning of excited states into classes so as to split the summation of the form factor series (2.1) into two steps as follows:

$$
\sum_{|\psi\rangle} e^{-i t E_{ex} + i x P_{ex}} \left| \frac{\langle \psi' | O(0, 0) | \psi_g \rangle}{\| \psi_g \| \| \psi' \|} \right|^2 = \sum_{P} \sum_{|\psi\rangle \in P} e^{-i t E_{ex} + i x P_{ex}} \left| \frac{\langle \psi' | O(0, 0) | \psi_g \rangle}{\| \psi_g \| \| \psi' \|} \right|^2.
$$

(1) In (2.6) we first compute the sum of form factors of a given class $P$, using the microscopic description of the excited states. We should, in particular, take into account, in the large-size representation of the excited states (see [3, 79, 80]), the part

---

\(^5\) A particle (respectively a hole) is said to be separated from the Fermi boundaries if the corresponding rapidity $\mu_{pa}$ (respectively $\mu_{ha}$) differs from $\pm q$ in the thermodynamic limit. Note that we say nothing here about the number of particles and holes which are not separated from the Fermi boundaries (except that point (i) should be satisfied). In particular, the total number of excitations is not fixed.
that non-trivially depends on the quantum numbers. We have argued in [1] that this part is a quite universal object that, to a large extent, is model-independent. Due to its specific form (see section 3 for details), the sum of quasi-critical form factors of a given class can be calculated in the large-size limit using the multiple sum formula of [1].

(2) The second step consists in summing up the contributions from different classes. According to the problem we consider (see sections 3 and 4), it is possible to argue that only certain very specific classes \( P \) will contribute, at leading order, to the critical behavior we are interested in. At this stage of the calculation, it becomes sufficient, for the cases we are dealing with, to use the macroscopic description of the excited states, and to replace the sum over classes by integrals over the macroscopic particle–hole rapidities \( \mu_{p,h} \). Moreover, the obtained integrals are localized around very specific particle–hole rapidities \( \mu_{p,h} \).

Let us be slightly more specific. It was shown in [2, 3, 68] that particle–hole form factors scale to zero in the thermodynamic limit. More precisely, if the system size \( L \) goes to infinity, they decrease with some negative power of \( L \), which depends on the corresponding particle–hole rapidities as follows:

\[
\left| \langle \psi' | O(0,0) | \psi_g \rangle \right|^2 = L^{-\theta(\{\mu_{p,h}\})} A(\{\mu_{p,h}\} | \{p,h\}) .
\]

Here we have pointed out that the finite amplitude \( A \) depends both on the quantum numbers \( \{p,h\} \) and on the particle–hole rapidities \( \{\mu_{p,h}\} \). This notation stresses some important properties of the amplitude. Namely, if a particle or a hole is separated from the Fermi boundaries by a finite distance, then a finite change of the corresponding quantum number results in a variation of order \( L^{-1} \) of the amplitude; in this case, one can say that \( A \) depends on the macroscopic rapidities \( \mu_{p,h} \) rather than on the quantum numbers or that, in other words, it is sufficient to use a macroscopic description. On the contrary, for a particle or a hole on the Fermi boundary, (i.e. such that \( \hat{\mu}_{p_a} \) or \( \hat{\mu}_{h_a} \) tends to \( \pm q \) in the thermodynamic limit), then a finite deviation \( p_a \to p_a + k \) (respectively \( h_a \to h_a + k \)) of the corresponding microscopic quantum number leads to a finite variation of the amplitude; in this case the microscopic description should be used. This property of the amplitude becomes extremely important when we sum up form factors of a given class because this amounts to summing up excitations at the Fermi boundaries.

When calculating the sum of quasi-critical form factors we should take into account \( L^{-1} \)-corrections to the excitation momentum and energy [1]. For \( L \) large but finite the latter can be presented as

\[
\mathcal{P}_{\text{ex}} = \mathcal{P}_{\text{ex}}^{(0)} + \mathcal{P}_{\text{ex}}^{(1)}, \quad \mathcal{E}_{\text{ex}} = \mathcal{E}_{\text{ex}}^{(0)} + \mathcal{E}_{\text{ex}}^{(1)},
\]

where the thermodynamic limits \( \mathcal{P}_{\text{ex}}^{(0)} = \mathcal{P}_{\text{ex}}^{(0)}(\{\mu_{p,h}\}) \) and \( \mathcal{E}_{\text{ex}}^{(0)} = \mathcal{E}_{\text{ex}}^{(0)}(\{\mu_{p,h}\}) \),

\[
\mathcal{P}_{\text{ex}}^{(0)} = \sum_{a=1}^{n} [p(\mu_{p_a}) - p(\mu_{h_a})], \quad \mathcal{E}_{\text{ex}}^{(0)} = \sum_{a=1}^{n} [\varepsilon(\mu_{p_a}) - \varepsilon(\mu_{h_a})],
\]

are given in terms of the dressed momentum (A.2) and the dressed energy (A.3) of the particles and the holes at the thermodynamic limit, whereas the corrections \( \mathcal{P}_{\text{ex}}^{(1)} = \mathcal{P}_{\text{ex}}^{(1)}(\{\mu_{p,h}\}|\{p,h\}) \) and \( \mathcal{E}_{\text{ex}}^{(1)} = \mathcal{E}_{\text{ex}}^{(1)}(\{\mu_{p,h}\}|\{p,h\}) \) are of order \( L^{-1} \) (see (3.10) and (3.11) for
their explicit representations). Note that $\mathcal{P}_{\text{ex}}^{(0)}$ and $\mathcal{E}_{\text{ex}}^{(0)}$ can be described on a macroscopic level and that they take the same values for all quasi-critical states in a given class. On the contrary, $\mathcal{P}_{\text{ex}}^{(1)}$ and $\mathcal{E}_{\text{ex}}^{(1)}$ explicitly depend on quantum numbers, and therefore on the specific representative of the class that we consider.

In principle, so as to be consistent with the above degree of approximation, one should also take care with the $L^{-1}$-corrections to the large-size representation (2.7). However, in the problems we deal with (long-time long-distance asymptotic behavior and calculation of the edge exponents), such corrections only produce subleading contributions to the results, and we can therefore neglect them. In particular, one can consider the power $L^{-\theta(\{\mu_{p,h}\})}$ as a common prefactor $L^{-\theta}$ for a given class of quasi-critical form factors.

Therefore, restricting the form factor series (2.6) to the sum over quasi-critical states belonging to a given class $\mathcal{P}$, we obtain, at our order of approximation in $L^{-1}$,

$$
\sum_{|\psi'\rangle \in \mathcal{P}} e^{-it\mathcal{E}_{\text{ex}}^{(0)} + ix\mathcal{P}_{\text{ex}}^{(0)}} \left| \langle \psi' | \mathcal{O}(0,0) | \psi_g \rangle \right|^2 \left\| \psi_g \right\| \left\| \psi' \right\| = L^{-\theta} e^{-it\mathcal{E}_{\text{ex}}^{(0)} + ix\mathcal{P}_{\text{ex}}^{(0)}} \sum_{\{p\},\{h\}} e^{ix\mathcal{P}_{\text{ex}}^{(1)}(\{p,h\}) - it\mathcal{E}_{\text{ex}}^{(1)}(\{p,h\})} A(\{\mu_{p,h}\} | \{p, h\}).
$$

Here the values of the rapidities $\mu_{p,h}$ in the arguments of the amplitude $A$ are fixed.

In [1], we dealt with the sum (2.10) in the case $\mathcal{E}_{\text{ex}}^{(0)} = 0$ and $t = 0$. We have, in particular, shown there that, in this case, the computation of the sum eventually produces a factor $L^{\theta}$ precisely compensating the prefactor $L^{-\theta}$, thus ensuring that the final result has a finite thermodynamic limit. This means that the sum over excitations on the Fermi surface provides an effective dressing of the original form factors.

In our present case, with more general classes such that $\mathcal{E}_{\text{ex}}^{(0)} \neq 0$, this dressing compensates the vanishing prefactor $L^{-\theta}$ only partly. However, the remaining negative power of $L$ disappears when we sum up the contributions of different classes: it can actually be absorbed into the integration measure when one replaces the summation over classes in (2.6) by an integration over the particle–hole rapidities separated from the Fermi boundaries.

To achieve this second step, and to evaluate the two-point correlation functions, it finally remains to compute these integrals over $\{\mu_{p,h}\}$. Whereas their explicit analytic evaluation is hardly possible in the general case (this is due to the very complicated dependence of the amplitude $A$ on the rapidities $\{\mu_{p,h}\}$, see e.g. [79]), the situation can be simplified if, for some reason, these integrals are localized around one point (or several points): the amplitude can then be replaced by a constant, namely by its value at the point of localization. In the examples discussed below, we are dealing with precisely such a case.

### 3. The long-time and large-distance asymptotic behavior of the two-point functions

In this section we study the long-time and large-distance ($x \to \infty$, $t \to \infty$, with $x/t$ being kept constant) asymptotic behavior of the time-dependent two-point correlation functions, using the form factor summation process sketched in section 2.2.
3.1. General scheme

Following the same method as for the time-independent case [1], we first need to identify, within the series (2.1), the relevant form factors contributing to the leading asymptotic of a given oscillating harmonic.

In the thermodynamic limit, for states with \( n \) particles and \( n \) holes, the oscillating phase can be presented in the form

\[
- \imath t \mathcal{E}^{(0)} + \imath x \mathcal{P}^{(0)} = -\imath t \sum_{a=1}^{n} [u(\mu_{pa}) - u(\mu_{ha})],
\]

where

\[
u(\lambda) = \varepsilon(\lambda) - \frac{x}{t} p(\lambda).
\]

In the limit \( x \to \infty, t \to \infty \) with \( x/t = \text{const} \), the phase factor becomes rapidly oscillating. Similarly to what happens for oscillating integrals, we therefore expect that the main contributions to the sum come either from the boundaries of the summation interval (the Fermi boundaries \( \pm q \)) or from the phase saddle point. In the equal-time case studied in [1], there was no phase saddle point, and the leading asymptotic contribution was solely issued from states characterized by particle and hole excitations close to the Fermi boundaries. However, in the present dynamical case, the saddle-point contributions should also be taken into account.

The existence and the uniqueness of the saddle point of the phase \( u(\lambda) \) (3.2) is closely related to the properties of the sound velocity \( v(\lambda) \) in the Bose gas,

\[
v(\lambda) = \frac{\partial \varepsilon}{\partial p} = \frac{\varepsilon'(\lambda)}{p'(\lambda)}.
\]

It is believed that this function is strictly monotonic, \( v'(\lambda) > 0 \). This property can be proved if the Hamiltonian parameters \( c \) and \( h \) are such that \( c/q(c,h) \gg 0.6 \). Otherwise, to the best of our knowledge, the corresponding proof is missing up to now (see e.g. [87]). The numerical analysis of equations (A.2) and (A.3) does nevertheless confirm that \( v'(\lambda) > 0 \) for arbitrary values of \( c \) and \( h \), and we therefore assume this property. It also follows from equations (A.2) and (A.3) that \( v(\lambda) \to \pm \infty \) as \( \lambda \to \pm \infty \). This ensures that the phase \( u(\lambda) \) has a unique saddle point \( \lambda_0 \) determined by the equation \( v(\lambda_0) = x/t \). Moreover, the monotonicity of \( v(\lambda) \) associated to the fact that \( p'(\lambda) > 0 \) (cf. (A.2)) also ensures that \( u''(\lambda_0) > 0 \).

Introducing the Fermi velocity \( v_F = v(q) = -v(-q) \), we can define two asymptotic regimes:

- the space-like regime (\( |x/t| > v_F \)) which corresponds to a saddle point outside of the Fermi zone \( |\lambda_0| > q \);
- the time-like regime (\( |x/t| < v_F \)) which corresponds to a saddle point inside the Fermi zone \( |\lambda_0| < q \).

We now describe the excited states (and the corresponding form factors) giving rise to the leading asymptotic terms of the correlation functions. In the space-like (respectively
time-like) regime, the main contribution obviously comes from form factors associated to states for which the particles (respectively holes) which are separated form the Fermi boundaries (if any) are close to the saddle point $\lambda_0$. In other words, a contributing state with $n$ particle–hole excitations in the space-like (respectively time-like) regime is such that there are $n_0$ particles (respectively holes) with rapidities $\{\mu_{s_a}\}$ lying in a small vicinity of the saddle point $\lambda_0$, the other $n-n_0$ particles (respectively holes), as well as the total number $n$ of holes (respectively particles), being on the Fermi boundaries $\pm q$, with $n_0 \geq 0$. To describe such states, it is convenient to introduce a parameter $\tau$ such that $\tau = 1$ in the space-like regime and $\tau = -1$ in the time-like regime. Let also $n_p^\pm$ be the number of particles with rapidity $\pm q$, and $n_h^\pm$ be the number of holes with rapidities $\pm q$. Then, in both regimes, the above-introduced numbers counting the amount of particles (respectively holes) all sum up to the total number of excitations

$$n_p^+ + n_p^- + \frac{(1+\tau)}{2}n_0 = n_h^+ + n_h^- + \frac{(1-\tau)}{2}n_0 = n. \quad (3.4)$$

Let $\ell$ refer to the right particle–hole discrepancy number $\ell = n_p^+ - n_h^+$. Due to the constraints (3.4), this means that the left particle–hole discrepancy number can be written as $n_p^- - n_h^- = -\tau n_0 - \ell$.

The states described above form a class of what we call quasi-critical states. This class is characterized by the integer numbers $\ell$, $\tau$ and $n_0$, and by the rapidities $\mu_{s_1}, \ldots, \mu_{s_n}$ localized in a small vicinity of $\lambda_0$ with $n_0 \geq 0$. If these parameters are fixed, then, in the thermodynamic limit, all states within this class have the same energy and momentum, namely

$$\mathcal{E}^{(0)}_{\text{ex}} = \tau \sum_{a=1}^{n_0} \varepsilon(\mu_{s_a}), \quad \mathcal{P}^{(0)}_{\text{ex}} = \tau \sum_{a=1}^{n_0} p(\mu_{s_a}) + (2\ell + \tau n_0)k_F, \quad (3.5)$$

where $k_F = p(q)$ is the Fermi momentum. We refer to this class of quasi-critical states (and form factors) as the $\mathcal{P}_{\tau n_0, \ell}$ class.

As mentioned in section 2, all the form factors of the $\mathcal{P}_{\tau n_0, \ell}$ class scale to zero with the same exponent that we denote by $\theta_{\tau n_0, \ell}$. The latter was computed for generic particle–hole form factors in [3, 79]. It was shown there that it can be expressed in terms of the values of the shift function (see (A.13)) on the boundaries of the Fermi zone

$$\theta_{\tau n_0, \ell} = (F_{\tau n_0, \ell}^+ + \ell)^2 + (F_{\tau n_0, \ell}^- + \ell + \tau n_0)^2 + n_0, \quad (3.6)$$

with

$$F_{\tau n_0, \ell}^+ = F_{\tau n_0, \ell}(-q), \quad F_{\tau n_0, \ell}^+ = F_{\tau n_0, \ell}(q) + \Delta N. \quad (3.7)$$

The integer $\Delta N = N' - N$ is 0 for the correlation function of densities and $\pm 1$ for the correlation functions of fields, and the shift function $F_{\tau n_0, \ell}$ associated with the $\mathcal{P}_{\tau n_0, \ell}$ class takes the form

$$F_{\tau n_0, \ell}(\lambda) = -\Delta N \left[ \frac{Z(\lambda)}{2} + \phi(\lambda, q) \right] - \ell \phi(\lambda, q) + (\ell + \tau n_0)\phi(\lambda, -q) - \tau \sum_{a=1}^{n_0} \phi(\lambda, \mu_{s_a}) \quad (3.8)$$

in terms of the dressed charge $Z(\lambda)$ and dressed phase $\phi(\lambda, \nu)$ defined respectively in (A.5) and (A.4).
In order to fix a quasi-critical state inside the $P_{\tau n_0,\ell}$ class, we need to introduce the quantum numbers labeling the particles and holes with rapidities equal to $\pm q$. We use the standard (see [1]) re-parametrization of the original quantum numbers \{p\} and \{h\}

\[
\begin{align*}
p_j &= p_j^+ + N', & \text{if } \mu_{p_j} = q, \\
p_j &= 1 - p_j^-, & \text{if } \mu_{p_j} = -q, \\
h_j &= N' + 1 - h_j^+, & \text{if } \mu_{h_j} = q, \\
h_j &= h_j^-, & \text{if } \mu_{h_j} = -q.
\end{align*}
\]

These integers allow us to express the amplitude $A$ and the finite-size corrections to the oscillating phase.

A careful analysis of the finite-size corrections in (2.5) enables us to show that the corrections to the momentum and energy in (2.8) have the form

\[
\begin{align*}
\mathcal{P}_{\text{ex}}^{(1)} &= \frac{1}{L} \mathcal{P}_{\tau n_0,\ell} + \frac{2\pi \psi_F}{L} \left[ \sum_{a=1}^{n^+_p} (p^+_a - 1) + \sum_{a=1}^{n^-_p} h^+_a - \sum_{a=1}^{n^+_p} (p^-_a - 1) - \sum_{a=1}^{n^-_p} h^-_a \right], \\
\mathcal{E}_{\text{ex}}^{(1)} &= \frac{1}{L} \mathcal{E}_{\tau n_0,\ell} + \frac{2\pi \psi_F}{L} \left[ \sum_{a=1}^{n^+_p} (p^+_a - 1) + \sum_{a=1}^{n^-_p} h^+_a + \sum_{a=1}^{n^+_p} (p^-_a - 1) + \sum_{a=1}^{n^-_p} h^-_a \right],
\end{align*}
\]

where $\mathcal{P}_{\tau n_0,\ell}$ and $\mathcal{E}_{\tau n_0,\ell}$ are constants (at least at the leading order in $L$) for all states belonging to a given $P_{\tau n_0,\ell}$ class.

The explicit form of the amplitude $A$ for the quasi-critical form factors can be obtained following the same lines as for the critical form factors. There is only one subtlety due to the localization of the rapidities $\mu_{s_a}$ in the vicinity of $\lambda_0$. The issue is that, due to the fermionic structure of the excitations, the form factors vanish as soon as two or more rapidities of particles coincide. Actually, the amplitude $\tilde{A}$ has the form $\tilde{A} = \Delta^2(\{\mu_{s_a}\}) \tilde{A}$, where $\Delta(\{\mu_{s_a}\})$ is the Vandermonde determinant of the rapidities $\{\mu_{s_a}\}$. The effective amplitude $\tilde{A}$ has a non-vanishing limit as $\mu_{s_a} \to \lambda_0$. Thus, as a first approximation, we can set all $\{\mu_{s_a}\}$ equal to $\lambda_0$ in the arguments of $\tilde{A}$, but we should keep the prefactor $\Delta^2(\{\mu_{s_a}\})$ as it is.

So as to express this amplitude, it is convenient, as in the time-independent case, to introduce the simplest form factor of the $P_{\tau n_0,\ell}$ class. The corresponding quasi-critical state $|\psi'_{\tau n_0,\ell}\rangle$ is defined as follows.

- The $n_0$ rapidities $\mu_{s_a}$ (which are the same for all representatives of the class) are in a small vicinity $J_{\lambda_0}$ of the saddle point $\lambda_0$.
- The distribution of particles and holes on the right Fermi boundary is as follows: if $\ell > 0$, there is no hole ($n^+_h = 0$) and there are $\ell$ particles ($n^+_p = \ell$) which are characterized by the integers $p^+_a = a, a = 1, \ldots, \ell$; if $\ell < 0$, there is no particle ($n^+_p = 0$) and there are $|\ell|$ holes ($n^+_h = -\ell$) which are characterized by the integers $h^+_a = a, a = 1, \ldots, -\ell$.
- The distribution of particles and holes on the left Fermi boundary is as follows: if $\ell + \tau n_0 < 0$, there is no hole ($n^-_h = 0$) and there are $-\ell - \tau n_0$ particles ($n^-_p = -\ell - \tau n_0$) with $p^-_a = a, a = 1, \ldots, -\ell - \tau n_0$; if $\ell + \tau n_0 > 0$, there is no particle ($n^-_p = 0$) and there are $\ell + \tau n_0$ holes ($n^-_h = \ell + \tau n_0$) labeled by the integers $h^-_a = a, a = 1, \ldots, \ell + \tau n_0$.
Using this representative of the $P_{\tau_{n_0, \ell}}$ class, we introduce the renormalized form factor

$$|\mathcal{F}_{\tau_{n_0, \ell}}^O|^2 = \lim_{L \to \infty} \lim_{\mu_{sa} \to \lambda_0} L^{\theta_{\tau_{n_0, \ell}}} \Delta^{-2}(\{\mu_{sa}\}) \left| \frac{\langle \psi'_{\tau_{n_0, \ell}} | O(0,0) | \psi_g \rangle^2}{\langle \psi_g | \psi_g \rangle \langle \psi'_{\tau_{n_0, \ell}} | \psi'_{\tau_{n_0, \ell}} \rangle} \right|. \quad (3.12)$$

Then, for large $L$ and after setting $\mu_{sa} = \lambda_0$, the leading order of $\tilde{A}$ can be written in the following form:

$$\tilde{A}(\tau_{n_0, \ell})(\{\lambda_0\})|\{p^\pm, h^\pm\} = |\mathcal{F}_{\tau_{n_0, \ell}}^O|^2 \frac{G^2(1 + F_{\tau_{n_0, \ell}}^+)}{G^2(1 + \ell + F_{\tau_{n_0, \ell}}^+)} G^2(1 - \tau_{n_0, \ell} - F_{\tau_{n_0, \ell}}^-) \times R_{\{p^+, \{h^+\}}(\{p^+, \{h^+\}) R_{\{p^-, \{h^-\}}(\{p^-, \{h^-\}) - F_{\tau_{n_0, \ell}}^-, \quad (3.13)$$

where $G(z)$ is the Barnes function satisfying $G(z + 1) = \Gamma(z)G(z)$, and the function $R_{n,n'}$ is

$$R_{n,n'}(\{p\}, \{h\}) = \left( \frac{\sin \pi F}{\pi} \right)^{2n'} \prod_{j>k} (p_j - p_k)^2 \prod_{j=1}^{n'} (h_j - h_k)^2 \prod_{k=1}^n \frac{\Gamma^2(p_k + F)}{\Gamma^2(p_k)} \prod_{k=1}^{n'} \frac{\Gamma^2(h_k - F)}{\Gamma^2(h_k)}. \quad (3.14)$$

Thus, the sum of the form factors of the $P_{\tau_{n_0, \ell}}$ class reads

$$\sum_{|\psi'\rangle \in P_{\tau_{n_0, \ell}}} e^{-it\mathcal{E}_{\tau_{n_0, \ell}}} x \mathcal{P}_{\tau_{n_0, \ell}} \left| \frac{\langle \psi' | O(0,0) | \psi_g \rangle}{\langle \psi_g | \psi_g \rangle} \right|^2 = \Delta^2(\{\mu_{sa}\}) L^{-\theta_{\tau_{n_0, \ell}}} e^{ix\mathcal{E}_{\tau_{n_0, \ell}} x - it\mathcal{E}_{\tau_{n_0, \ell}} x} \tilde{A}(\tau_{n_0, \ell})(\{\lambda_0\})|\{p^\pm, h^\pm\} \right|, \quad (3.14)$$

Using the explicit representations (3.10) and (3.11) for $P_{\tau_{n_0, \ell}}$ and $\mathcal{E}_{\tau_{n_0, \ell}}$ and (3.13) for $\tilde{A}(\tau_{n_0, \ell})$, we see that the sum over the quantum numbers $\{p^\pm\}, \{h^\pm\}$ can be factorized into a sum over the integers $\{p^+, \{h^+\}$ on the one hand, and a sum over the integers $\{p^-, \{h^-\}$ on the other hand. Both of these sums can be computed explicitly via the identity used in [1] (see also [4]–[10]),

$$\sum_{n,n' \geq 0} \sum_{n,n'=r} \sum_{1 \leq p_1 < \cdots < p_n < \infty} \sum_{1 \leq h_1 < \cdots < h_{n'} < \infty} w \sum_{j=1}^{n} (p_j - 1) + \sum_{k=1}^{n'} h_k \cdot R_{n',n'}(\{p\}, \{h\}) \right| = \frac{G^2(1 + r + F)}{G^2(1 + F)} \frac{w^{r(1-1/2)}}{(1 - w)^{2r+2}}. \quad (3.15)$$

In our case one should set

$$w = e^{(2ni/L)(x - y\tau_{\ell})}, \quad F = F_{\tau_{n_0, \ell}}^+, \quad r = \ell, \quad (3.16)$$

for the sum over $\{p^+, \{h^+\}$, and

$$w = e^{-(2ni/L)(x + y\tau_{\ell})}, \quad F = F_{\tau_{n_0, \ell}}^-, \quad r = -\ell - \tau_{n_0}, \quad (3.17)$$

for the sum over $\{p^-, \{h^-\}$. Moreover, since the identity (3.15) is valid for $|w| < 1$, we should regularize the form factor series by adding a negative imaginary part to the
variable \( t \), i.e. by replacing \( t \) by \( t - i0 \). Note that such a regularization is very natural since it increases the convergence of the original form factor series (2.1). Then, the sum over form factors of the \( P_{\tau n_0, \ell} \) class results in

\[
\sum_{|\psi| \in P_{\tau n_0, \ell}} e^{-i\epsilon_{ex} + i\epsilon_{\ell}} \left| \frac{\langle \psi' | O(0,0) | \psi \rangle}{\| \psi' \| \| \psi \|} \right|^2 = |\mathcal{F}_{\tau n_0, \ell}^O|^2 \Delta^2 \{ \{ \mu_{s_a} \} \} \, L^{-n_0} e^{ixP_{ex} - i\epsilon_{\ell}} \times
\]

\[ e^{i(\pi/L)(x-vF t)(\ell - 1)(\ell - \tau n_0) + (i/L)(x+\ell F t)(\ell + \tau n_0) + (i/L)(vF t - i \epsilon_{\tau n_0} - \epsilon_{\ell})} \times
\]

\[ L^{-\theta_{\tau n_0, \ell} + n_0} (1 - e^{2i\pi/L}(x-vF t) - (F_{\tau n_0, \ell}^+ + \epsilon)^2 \times
\]

\[ (1 - e^{2i\pi/L}(x+vF t) - (F_{\tau n_0, \ell}^- + \epsilon + \tau n_0)^2}. \]

(3.18)

It is quite remarkable that now the thermodynamic limit can be taken in the last two lines of this equation. Obviously the limit of the second line is 1. Using the explicit form of the exponent \( \theta_{\tau n_0, \ell} \) (3.6) one can easily see that the last line has a finite thermodynamic limit

\[
\lim_{L \to \infty} L^{-\theta_{\tau n_0, \ell} + n_0} (1 - e^{2i\pi/L}(x-vF t) - (F_{\tau n_0, \ell}^+ + \epsilon)^2 \times
\]

\[ (1 - e^{2i\pi/L}(x+vF t) - (F_{\tau n_0, \ell}^- + \epsilon + \tau n_0)^2}
\]

\[ = e^{i(\pi/2)sgn(x-vF t)(F_{\tau n_0, \ell}^+ + \epsilon)^2 - sgn(x+vF t)(F_{\tau n_0, \ell}^- + \epsilon + \tau n_0)^2} \times
\]

\[ |2\pi(x-vF t)|^{F_{\tau n_0, \ell}^+ + \epsilon + \tau n_0} \times
\]

\[ |2\pi(x+vF t)|^{F_{\tau n_0, \ell}^- + \epsilon + \tau n_0})^2}. \]

(3.19)

The first line in (3.18) is proportional to \( L^{-n_0} \), but this factor will be absorbed into the integration measure in the second step of the calculation, when we sum up the contributions from different \( P_{\tau n_0, \ell} \) classes. Therefore, in the large \( L \) regime, we can safely take the limit \( L \to \infty \) in the last two lines of (3.18), which gives us

\[
\sum_{|\psi| \in P_{\tau n_0, \ell}} e^{-i\epsilon_{ex} + i\epsilon_{\ell}} \left| \frac{\langle \psi' | O(0,0) | \psi \rangle}{\| \psi' \| \| \psi \|} \right|^2 = |\mathcal{F}_{\tau n_0, \ell}^O|^2 \Delta^2 \{ \{ \mu_{s_a} \} \} \, L^{-n_0} e^{ixP_{ex} - i\epsilon_{\ell}} \times
\]

\[ e^{i(\pi/2)sgn(x-vF t)(F_{\tau n_0, \ell}^+ + \epsilon)^2 - sgn(x+vF t)(F_{\tau n_0, \ell}^- + \epsilon + \tau n_0)^2} \times
\]

\[ |2\pi(x-vF t)|^{F_{\tau n_0, \ell}^+ + \epsilon + \tau n_0} \times
\]

\[ |2\pi(x+vF t)|^{F_{\tau n_0, \ell}^- + \epsilon + \tau n_0})^2}. \]

(3.20)

Thus, we have calculated the sum over quasi-critical form factors of a single \( P_{\tau n_0, \ell} \) class. As we have seen, most of the singularity (apart from the \( L^{-n_0} \) factor) of the form factors has been absorbed by this process. In fact, such a summation can be interpreted as a dressing of the original bare simplest form factor of the class by a cloud of particle–hole excitations around the Fermi zone. The resulting \textit{dressed form factor} has now a macroscopic description in terms of the rapidities \( \mu_{s_a} \) of the particles and holes separated from the Fermi boundaries.

The second step of our computation consists in summing up such contributions from different classes. This means that we should sum up with respect to all possible values of the non-negative integer \( n_0 \), the integer \( \ell \), and also the rapidities \( \mu_{s_a} \) localized in a small neighborhood \( J_{\lambda_0} \) of the saddle point \( \lambda_0 \). The latter sum can be replaced by an integral in the \( L \to \infty \) limit according to the rule

\[
\frac{1}{L} \sum_{\mu_{s_a} \in J_{\lambda_0}} f(\mu_{s_a}) \to_{L \to \infty} \int_{J_{\lambda_0}} f(\mu) \rho(\mu) \, d\mu \quad \text{for any regular function } f, \quad (3.21)
\]
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where $\rho(\mu)$ is the density (A.1). Since we have a multiple sum over the $n_0$ variables $\mu_{sa}$, we obtain an $n_0$-fold integral and, as we claimed before, the prefactor $L^{-n_0}$ in (3.20) does disappear,

$$
\lim_{L \to \infty} \sum_{\mu_{s1} < \ldots < \mu_{sn_0} \in J_0} L^{-n_0} \Delta^2(\{\mu_{s}\}) e^{ixP_{ex}(0) - itE_{ex}(0)} = \frac{1}{n_0!} \int_{J_0} \Delta^2(\{\mu\}) e^{ixP_{ex}(0) - itE_{ex}(0)} \prod_{a=1}^{n_0} \rho(\mu_a) \, d\mu_a,
$$

(3.22)

where $P_{ex}(0)$ and $E_{ex}(0)$ are given by (3.5). Using standard saddle-point considerations, we expand the oscillating phase up to the second order term around $\lambda_0$,

$$
i xP_{ex}(0) - i tE_{ex}(0) = ix(2\ell + \tau n_0) k_F + i \tau n_0(x p(\lambda_0) - t \varepsilon(\lambda_0)) - iT \frac{u''(\lambda_0)}{2} \sum_{a=1}^{n_0} (\mu_a - \lambda_0)^2,
$$

(3.23)

and, using the fact that $u''(\lambda_0) > 0$, we reduce our integral, in the $t \to \infty$, $x \to \infty$ limit, to the Gaudin–Mehta integral

$$
\frac{1}{n_0!} \int_{J_0} \Delta^2(\{\mu\}) \prod_{a=1}^{n_0} \rho(\mu_a) e^{-i\tau u''(\lambda_0)/2(\mu_a - \lambda_0)^2} \, d\mu_a = \frac{\rho^{n_0}(\lambda_0)}{n_0!} \int_{\mathbb{R}} \Delta^2(\{\mu\}) \prod_{a=1}^{n_0} e^{-(|t|u''(\lambda_0)/2)\mu_a^2} \, d\mu_a \left(1 + O(t^{-1})\right)
$$

\begin{align*}
&= e^{-i\tau(\pi/4)n_0^2 \varepsilon(\lambda_0)} \int_{\mathbb{R}} \Delta^2(\{\mu\}) \prod_{a=1}^{n_0} e^{-i(t|u''(\lambda_0)/2)\mu_a^2} \, d\mu_a \left(1 + O(t^{-1})\right). 
\end{align*}

(3.24)

Combining (3.20) with (3.24) and taking the sum over $n_0$ and $\ell$, we obtain the leading asymptotic terms for all the oscillating harmonics of the two-point function at $x, t \to \infty$, $x/t = v(\lambda_0)$,

$$
\langle O(x, t) O(0, 0) \rangle = \sum_{n_0=0}^{\infty} \sum_{\ell=-\infty}^{\infty} \frac{(\sqrt{2\pi \rho(\lambda_0)})^{n_0}}{|t|^{u''(\lambda_0)/2} \times \rho^{n_0}(\lambda_0) \prod_{a=1}^{n_0} e^{-i(t|u''(\lambda_0)/2)\mu_a^2}}
$$

\begin{equation}
\times e^{i(\pi/2)\varphi(\mu_0, \ell)} \left| F_{\tau n_0, \ell} O^{(F)} | \right|^2 \exp[ix(2\ell + \tau n_0) k_F + i \tau n_0(x p(\lambda_0) - t \varepsilon(\lambda_0))] |2\pi(x - v_F t)| \left| F_{\tau n_0, \ell + \tau n_0} F^{+} \right| \left| 2\pi(x + v_F t)| \left| F_{\tau n_0, \ell + \tau n_0} F^{-} \right| \right|^2 - \tau \varepsilon(\lambda_0), \tag{3.25}
\end{equation}

where

$$
\varphi(\mu_0, \ell) = \operatorname{sgn}(x - v_F t) (F_{\tau n_0, \ell}^{+} + \ell)^2 - \operatorname{sgn}(x + v_F t) (F_{\tau n_0, \ell}^{-} + \ell + \tau n_0)^2 - \tau \operatorname{sgn}(t) \frac{n_0^2}{2}.
$$

(3.26)

We recall that $\tau = 1$ in the space-like regime and $\tau = -1$ in the time-like regime, and that the values $F_{\tau n_0, \ell}^{\pm}$ of the shift function are given by (3.7) and (3.8), where one should set $\mu_{sa} = \lambda_0$. Using the fact that $|x/t| > v_F$ in the space-like regime and $|x/t| < v_F$ in the
time-like regime, one can slightly simplify (3.26),
\[ \varphi_+ (n_0, \ell) = \text{sgn}(x) \left[ (F^+_{n_0, \ell} + \ell)^2 - (F^-_{n_0, \ell} + \ell + n_0)^2 \right] - \text{sgn}(t) \frac{n_0^2}{2}, \tag{3.27} \]
\[ \varphi_- (n_0, \ell) = -\text{sgn}(t) \left[ (F^+_{-n_0, \ell} + \ell)^2 + (F^-_{-n_0, \ell} + \ell - n_0)^2 - \frac{n_0^2}{2} \right]. \tag{3.28} \]

We keep in our result the sum over all possible values of \( n_0 \) and \( \ell \) because of two reasons. First, each of these terms is associated with a different oscillating harmonic (and is leading in the corresponding harmonic). Second, generically it is not easy to determine the leading term in the series (3.25). It may depend not only on the specific operator \( \mathcal{O} \) and the position of the saddle point \( \lambda_0 \), but also on the original parameters of the model (the coupling constant \( c \) and the chemical potential \( h \)).

In the remainder of this section, we specialize this general result to the case of the field-conjugated field and the density–density dynamical correlation functions.

### 3.2. Correlation functions of fields

The asymptotic behavior of the correlation functions \( \langle \Psi(x, t) \Psi^\dagger(0, 0) \rangle \) and \( \langle \Psi^\dagger(x, t) \Psi(0, 0) \rangle \) can be obtained directly from the general scheme presented in section 3.1.

The form factor sum for the two-point function \( \langle \Psi(x, t) \Psi^\dagger(0, 0) \rangle \) involves quasi-critical form factors with \( \Delta N = 1 \). Using (A.13), (A.6) and (A.7), we can rewrite the exponents of (3.25) as

\[ F^+_{\tau n_0, \ell} + \ell = \ell \mathcal{Z} + \frac{1}{2\mathcal{Z}} + \tau n_0 \Phi_+, \tag{3.29} \]
\[ F^-_{\tau n_0, \ell} + \ell + \tau n_0 = \ell \mathcal{Z} - \frac{1}{2\mathcal{Z}} + \tau n_0 \Phi_-, \tag{3.30} \]

where \( \mathcal{Z} \) is defined as the value of the dressed (fractional) charge \( Z(\lambda) \) on the Fermi boundary,

\[ \mathcal{Z} = Z(q) = Z(-q). \tag{3.31} \]

We have also introduced the following notations:

\[ \Phi_+ \equiv \phi(q, -q) - \phi(q, \lambda_0) = -\phi(q, \lambda_0) + \frac{Z - Z^{-1}}{2}, \tag{3.32} \]
\[ \Phi_- \equiv 1 + \phi(q, -q) - \phi(-q, \lambda_0) = -\phi(-q, \lambda_0) + \frac{Z + Z^{-1}}{2}, \tag{3.33} \]

where \( \phi(\lambda, \mu) \) is the dressed phase (A.4), and we used the identities (A.6) and (A.7).

Now the general formula can be directly applied to give the following leading (in each harmonic) asymptotic behavior:

\[ \langle \Psi(x, t) \Psi^\dagger(0, 0) \rangle = \sum_{n_0 = 0}^{\infty} \sum_{\ell = -\infty}^{\infty} \left( \sqrt{2\pi} \rho(\lambda_0) \right)^{n_0} G(1 + n_0) \]
\[ \times \exp \left[ i(x/t^2 + \tau n_0) k_F + \frac{1}{2} \tau n_0 (x p(\lambda_0) + \ell x \varepsilon(\lambda_0)) \right] \]
\[ \times \frac{\Pi_{\tau n_0, \ell}^\dagger}{\Pi_{\tau n_0, \ell}^\dagger} \left( \frac{e^{i(\pi/2)\Psi^\dagger(n_0, \ell)}}{2\pi (x - \varepsilon(t))} \right)^{((\mathcal{Z} + (1/2\mathcal{Z}) + \tau n_0 \Phi_+)^2 \xi Z(0))} \right] \times \frac{2\pi (x + \varepsilon(t)) (\mathcal{Z} - (1/2\mathcal{Z}) + \tau n_0 \Phi_-)^2). \tag{3.34} \]
To get some insight into this asymptotic behavior, let us look at the possible values of the critical exponents \( \delta_{n_0,\ell,\tau,\lambda_0} \) associated to the terms behaving as \(|x|^{\delta_{n_0,\ell,\tau,\lambda_0}}\) in (3.34). They are positive numbers given as the sum of three squares

\[
\delta_{n_0,\ell,\tau,\lambda_0} = \frac{n_0^2}{2} + \left( \ell \mathcal{Z} + \frac{1}{2 \mathcal{Z}} + \tau n_0 \Phi_+ \right)^2 + \left( \ell \mathcal{Z} - \frac{1}{2 \mathcal{Z}} + \tau n_0 \Phi_- \right)^2. \tag{3.35}
\]

For \( n_0 = 0 \), the critical exponents do not depend on \( \tau, \lambda_0 \) and we get

\[
\delta_{0,\ell} = 2 \ell^2 \mathcal{Z}^2 + \frac{1}{2 \mathcal{Z}^2}. \tag{3.36}
\]

Hence, the \( n_0 = 0 \) series over \( \ell \) in our result (3.34) fully reproduces the Luttinger liquid theory and CFT predictions and provides in addition the exact values of the associated amplitudes. In this case, the dominant term is given obviously by \( \ell = 0 \) with critical exponent \( 1/2 \mathcal{Z}^2 \leq 1/2 \), as in the QNLS model with finite positive coupling \( \mathcal{Z} \geq 1 \) (\( \mathcal{Z} = 1 \) only in the free fermion limit \( c \to +\infty \)).

The rest of the series, namely the terms with \( n_0 \geq 1 \), corresponds to the contribution of the saddle point located in the non-linear part of the spectrum (separated from the Fermi boundary). It is important to stress that CFT and Luttinger liquid theory fail to predict such contributions and the corresponding oscillatory harmonics which explicitly depend on the saddle point \( \lambda_0 \) (hidden in \( \tau \Phi_{\pm} \)).

To see the possible relevance of these additional terms, let us discuss now the relative values of the different critical exponents. For \( n_0 \geq 1 \), \( \delta_{n_0,\ell,\tau,\lambda_0} \geq 1/2 \), whereas \( 1/2 \mathcal{Z}^2 \leq 1/2 \) (it is equal to 1/2 only at the free fermion point). Hence, the term \( n_0 = 0 \), \( \ell = 0 \) gives the dominant contribution to the asymptotic series (3.34), which confirms the CFT prediction.

The origin of the first subleading term of the series (3.34) is more involved. In the CFT and Luttinger liquid theory it is given by \( n_0 = 0 \), \( \ell = \pm 1 \) and the corresponding critical exponent \( 2 \mathcal{Z}^2 + 1/2 \mathcal{Z}^2 \) is greater than or equal to 5/2. It so happens that the leading saddle-point contribution can be dominant with respect to this first subleading CFT contribution (see also [80]).

To see this, let us consider a very simple example, namely the free fermion point where \( \mathcal{Z} = \Phi_- = 1 \) and \( \Phi_+ = 0 \). In this case, all the dependence of the critical exponents \( \delta_{n_0,\ell,\tau,\lambda_0} \) on \( \lambda_0 \) reduces to the value of \( \tau = \pm \), namely it just indicates whether we are in the space-like \((\tau = 1)\) or the time-like \((\tau = -1)\) asymptotic regime. We have for the free fermion point critical exponents

\[
\delta_{n_0,\ell,\tau} = \frac{n_0^2}{2} + \left( \ell + \frac{1}{2} \right)^2 + \left( \ell - \frac{1}{2} + \tau n_0 \right)^2. \tag{3.37}
\]

For a given \( n_0 \), \( \delta_{n_0,\ell,\tau} \) as a function of \( \ell \) (considered as a real variable) would reach its minimal value at \( \ell = -\tau n_0/2 \). Hence for \( n_0 = 1 \), the dominant term is realized with the nearest integer values \( \ell = 0, -\tau \) with corresponding critical exponents \( \delta_{1,0,\tau} \) and \( \delta_{1,-\tau,\tau} \).

In the space-like regime \( \tau = 1 \), and the leading critical exponents coming from the saddle point are \( \delta_{1,0,1} = 1 \) and \( \delta_{1,-1,1} = 1 \), which produce two dominant terms in (3.34) with respect to the first subleading CFT critical exponents \( \delta_{0,\pm 1,1} = 5/2 \). Hence in this case the saddle point provides the first oscillatory subleading contribution to the asymptotic behavior of the series (3.34).
In the time-like regime \( \tau = -1 \), and the leading critical exponents coming from the saddle point are \( \delta_{1,0,-1} = 3 \) and \( \delta_{1,1,-1} = 3 \). Hence they are subdominant with respect to \( \delta_{0, \pm 1, -1} = 5/2 \).

The two-point function \( \langle \Psi^\dagger(x, t) \Psi(0, 0) \rangle \) can be treated in a very similar way. The relevant form factors are those with \( \Delta N = -1 \). The corresponding exponents in this case are

\[
F^+_{\tau n_0, \ell} + \ell = \ell Z - \frac{1}{2Z} + \tau n_0 \Phi_+, \tag{3.38}
\]

\[
F^-_{\tau n_0, \ell} + \ell + \tau n_0 = \ell Z + \frac{1}{2Z} + \tau n_0 \Phi_-, \tag{3.39}
\]

leading to the following asymptotic expansion of the correlation function:

\[
\langle \Psi^\dagger(x, t) \Psi(0, 0) \rangle = \sum_{n_0=0}^{\infty} \sum_{\ell=-\infty}^{\infty} \frac{(\sqrt{2\pi} \rho(\lambda_0))^{n_0}}{\ell Z (1 + \tau n_0)^{1/2}} G(1 + n_0) e^{i(\pi/2)\varphi_r(n_0, \ell)}
\times \frac{|F^\Psi|^2 \exp[i x (2\ell + \tau n_0) k_F + i \tau n_0 (x p(\lambda_0) - t \varepsilon(\lambda_0))]}{2\pi(x - v_F t)(t^2 - (1/2Z) + \tau n_0 \Phi_+)^2 [2\pi(x + v_F t)(t^2 + (1/2Z) + \tau n_0 \Phi_-)]^2}, \tag{3.40}
\]

the phase \( \varphi_r(n_0, \ell) \) being now built out of the shift functions (3.38) and (3.39).

The analysis of this asymptotic series is similar to the one given above for (3.34). The CFT and Luttinger liquid predictions are reproduced for \( n_0 = 0 \) and the term with \( n_0 = 0 \) and \( \ell = 0 \) is dominant with critical exponent \( 1/2Z^2 \leq 1/2 \). As for the first subleading term, the discussion is very similar to the previous case with one notable difference: taking the example of the free fermion point, the first subleading oscillatory contribution is provided by the saddle point, with \( n_0 = 1 \), in the time-like regime, while in the space-like regime it comes from the terms \( n_0 = 0 \) and \( \ell = \pm 1 \).

3.3. Correlation function of densities

The asymptotic behavior of the time-dependent density–density correlation function can also be inferred from the general framework developed in section 3.1. There is, however, some peculiarity in this case due to the fact that \( F^\Psi_{\tau n_0, \ell} = 0 \) for \( \ell = n_0 = 0 \). As a consequence, the method described above, when applied directly to the two-point function, only enables one to obtain the trivial, constant part \( D^2 \) of the non-oscillating contribution to the asymptotic expansion (the oscillating terms do not suffer from such effects). This apparent problem can be circumvented by considering, just as in the time-independent case, a small modification of the initial form factor series.

Namely, as in [1] (see also [79]), it is convenient to introduce the generating function \( \langle e^{iHt} e^{2\pi i\alpha x} \Psi(x) e^{-iH\alpha} \rangle \), where \( \alpha \) is a real number (twist). Here we define the operator \( \mathcal{Q}(x) \) as

\[
\mathcal{Q}(x) = \int_0^x j(y) \, dy, \tag{3.41}
\]

and \( H_\alpha \) corresponds to the quantum non-linear Schrödinger Hamiltonian (1.1) for which we impose twisted quasi-periodic boundary conditions \( \Psi(x + L) = e^{2\pi i\alpha} \Psi(x) \) instead of periodic ones. The time-dependent correlation function of densities can be obtained from
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the derivatives of this generating function (see section B)

\[ \langle j(x,t) j(0,0) \rangle = -\frac{1}{8\pi^2} \frac{\partial^2}{\partial \alpha^2} \frac{\partial^2}{\partial x^2} \left( e^{itH} e^{2\pi iQ(x)} e^{-itH_0} \right)_{\alpha=0}. \] (3.42)

The form factor approach described in section 3.1 can be very simply adapted to the evaluation of this generating function by introducing the eigenstates \( |\psi_\alpha(\{\hat{\mu}\})\rangle \) of the Hamiltonian \( H_\alpha \) with quasi-periodic boundary conditions. These eigenstates are given by the solutions of the twisted Bethe equations

\[ L p_0(\hat{\mu}_{\ell_j}) + \sum_{k=1}^{N} \theta(\hat{\mu}_{\ell_j} - \hat{\mu}_{\ell_k}) = 2\pi \left( \ell_j + \alpha - \frac{N + 1}{2} \right), \quad j = 1, \ldots, N'. \] (3.43)

One can show (see section B) that the generating function has the following expansion over the complete set of twisted eigenstates \( |\psi_\alpha(\{\hat{\mu}\})\rangle \):

\[ \langle e^{itH} e^{2\pi iQ(x)} e^{-itH_0} \rangle = \sum_{|\psi_\alpha(\{\hat{\mu}\})\rangle} e^{-it\varepsilon_{\alpha} + i\pi\mathcal{P}_{\alpha} (\mathcal{F}_\alpha(\{\hat{\mu}\}))^2, \] (3.44)

where

\[ \mathcal{F}_\alpha(\{\hat{\mu}\}) = \frac{\langle \psi_\alpha'(|\hat{\mu}\rangle |\psi_\beta\rangle}{\|\psi_\alpha'(|\hat{\mu}\rangle\)\| \|\psi_\beta\rangle\|} = \frac{\langle \psi_\alpha |\psi_\alpha(\{\hat{\mu}\})\rangle}{\|\psi_\alpha\rangle\|} \|\psi_\beta\rangle\|, \] (3.45)

and \( \varepsilon_{\alpha} \) and \( \mathcal{P}_{\alpha} \) are defined as in (2.5) in terms of the rapidities \( \hat{\mu}_{\ell_a} \) solution to (3.43).

The general scheme of section 2 applies to the computation of the asymptotic expansion in the \( \alpha \)-twisted case with only slight modifications. The shift functions \( F_{\tau_{\alpha},\ell}^{\pm} \) can be directly obtained from the Bethe equations. The corresponding exponents are

\[ F_{\tau_{\alpha},\ell}^{+} + \ell = (\alpha + \ell)Z + \tau n_0 \Phi_+, \] (3.46)

\[ F_{\tau_{\alpha},\ell}^{-} + \ell + \tau n_0 = (\alpha + \ell)Z + \tau n_0 \Phi_-, \] (3.47)

and the phases \( \varphi_\tau(n_0, \ell) \) take the following form according to whether we are in the space-like or time-like regime:

\[ \varphi_+(n_0, \ell) = \text{sgn}(x)[((\ell + \alpha)Z + n_0\tau\Phi_+)^2 - ((\ell + \alpha)Z + n_0\tau\Phi_-)^2] - \text{sgn}(t) \frac{n_0^2}{2}, \] (3.48)

\[ \varphi_-(n_0, \ell) = -\text{sgn}(t)[((\ell + \alpha)Z + n_0\tau\Phi_+)^2 + ((\ell + \alpha)Z + n_0\tau\Phi_-)^2 - \frac{n_0^2}{2}]. \] (3.49)

This leads to the following asymptotic behavior for the generating function:

\[ \langle e^{itH} e^{2\pi iQ(x)} e^{-itH_0} \rangle = \sum_{n_0=0}^{\infty} \sum_{\ell=-\infty}^{\infty} \frac{(\sqrt{2\pi} \rho(\lambda_0))^{m_0} G(1 + n_0)}{|t^{m_0}(\lambda_0) - x P'(\lambda_0)|^{n_0}} \times \frac{|\mathcal{F}_{\tau_{\alpha},\ell}^{\alpha}|^2 e^{i\pi/2} e^{i2\pi/2} e^{-\pi/2} e^{i\pi/2} e^{i\pi/2} e^{i\pi/2}}{(2\pi|x - v_\tau\ell|)^{(1 + \alpha)Z + n_0\tau\Phi_+}^2 (2\pi|x + v_\tau\ell|)^{(1 + \alpha)Z + n_0\tau\Phi_-}^2}. \] (3.50)

Here \( \mathcal{F}_{\tau_{\alpha},\ell}^{\alpha} \) is the thermodynamic limit of the properly normalized (cf (3.12)) \( \alpha \)-twisted scalar product (3.45) for the specific solution of (3.43) which corresponds to a choice of the integers \( \ell_j \) as described on page 12.
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It then remains to differentiate (3.50) with respect to $\alpha$ and $x$ so as to get the asymptotic behavior of the two-point function. Just as in the time-independent case, one should consider the case $\ell = n_0 = 0$ separately. Indeed, $|F_{n_0,\ell}^\alpha|^2$ has a second order zero at $\alpha = 0$ except in the case $\ell = n_0 = 0$ for which $|F_{0,0}^\alpha|^2 = 1$ at $\alpha = 0$ (see [1] for details). Using (B.14) we obtain

$$
\langle j(x, t) j(0,0) \rangle = \left( \frac{k_F}{\pi} \right)^2 \frac{Z^2 (x^2 + v_F^2 t^2)}{2\pi^2 (x^2 - v_F^2 t^2)^2} + \sum_{n_0=0}^{\infty} \sum_{\ell+n_0>0} \left( \sqrt{2\pi} \rho(\lambda_0) \right)^{n_0} G(1+n_0) |t \varepsilon''(\lambda_0) - x p''(\lambda_0)|^{n_0/2} \times \frac{|F_{n_0,\ell}^\alpha|^2 e^{i(2\ell+n_0)\tau} e^{i\pi/2} e^{i(\pi/2)\phi_\tau(n_0,\ell)}}{(2\pi|x - v_F t|)^{i(Z+\tau n_0 \Phi_+)} (2\pi|x + v_F t|)^{(\ell Z + \tau n_0 \Phi_-)})^2. \quad (3.51)
$$

We stress that, on the level of (3.51), one should set $\alpha = 0$ in the expressions (3.48) and (3.49) for $\phi_\tau(n_0, \ell)$.

Let us look now at the possible values of the critical exponents $\delta_{\ell, \tau, \lambda_0}$ associated to the terms behaving as $|x|^{-\delta_{\ell, \tau, \lambda_0}}$ in (3.51). Besides the constant term, the non-oscillating term has critical exponent equal to 2. For the oscillating terms in (3.51) the critical exponents are given as the sum of three squares

$$
\delta_{\ell, \tau, \lambda_0} = \frac{n_0^2}{2} + (\ell Z + \lambda n_0 \Phi_+)^2 + (\ell Z + \tau n_0 \Phi_-)^2. \quad (3.52)
$$

For $n_0 = 0$, they do not depend on $\tau$, $\lambda_0$ and we get

$$
\delta_{0, \ell} = 2\ell^2 Z^2. \quad (3.53)
$$

Hence, as for the correlation functions of the fields, the series over $\ell$ obtained for $n_0 = 0$ reproduces the CFT and Luttinger liquid predictions, with the exact values of the amplitudes given here in terms of specific (renormalized) form factors of the density. The dominant term of the asymptotic expansion (3.51) is evidently the constant term. The origin of the first subleading term is more involved in general.

The terms with $n_0 > 1$ are subdominant with respect to the non-oscillating contribution which has critical exponent equal to 2. Hence, after the constant term, the leading behavior is produced either by the $n_0 = 0$ and 1 terms or by the non-oscillating term. For $n_0 = 0$, the leading terms correspond to $\ell = \pm 1$ with critical exponent $2 Z^2 \geq 2$, hence greater than or equal to the critical exponent of the non-oscillating term, the terms with $n_0 = 0$ and $\ell > 1$ being evidently subleading. It is more complicated to select the leading contribution for $n_0 = 1$ and to compare it in general to $2$ or $2 Z^2$ since it depends on the regime and on the values of the constants $\Phi_{\pm}$.

To see at least the possible relevance of these different terms, let us consider again the example of the free fermion point. There, the leading non-constant terms correspond to $n_0 = 1$, $\ell = 0$ and $n_0 = 1$, $\ell = -\tau$, both with the critical exponent $3/2$, which is dominant with respect to the non-oscillating term and to the first subleading oscillating term predicted from CFT (both with critical exponent 2). In this example, the saddle point provides the main contribution after the constant term as soon as $x/t$ takes a finite value in the asymptotic regime. Hence, in this case, Luttinger liquid theory and CFT fail to predict the leading asymptotic behavior of the density correlation function (see also [79]).
4. The behavior of the dynamical response functions on the particle–hole excitation thresholds

In this section, we use the form factor expansion to study the dynamical zero-temperature density structure factor $S(k,\omega)$ (DSF) and spectral function $A(k,\omega)$, which are defined in terms of the space and time Fourier transform of the two-point dynamical correlation functions,

$$ S(k,\omega) = \int_{\mathbb{R}^2} e^{i(\omega t - kx)} \langle j(x,t) j(0,0) \rangle \, dx \, dt, \quad (4.1) $$

$$ A(k,\omega) = \frac{1}{\pi} \, \text{sign}(\omega) \, \text{Re} \int_{\mathbb{R}^2} e^{i(\omega t - kx)} \langle T \psi(x,t) \Psi^\dagger(0,0) \rangle \, dx \, dt. \quad (4.2) $$

Here $T$ denotes the time-ordering operator. $S(k,\omega)$ describes the probability of exciting the ground state with momentum and energy transfer $(k,\omega)$, whereas $A(k,\omega)$ describes the response of the system to the addition of a physical particle or hole with momentum $k$ and energy $\omega$. Both quantities can be measured experimentally [46, 48, 88].

4.1. General scheme

Let us consider the space and time Fourier transform of a two-point function of the type (1.2). When evaluating this quantity at some point $(k,\omega)$ from its form factor series, we see that the only contributions to the form factor sum come from states $|\psi\rangle$ with excitation momentum and energy precisely given by $(k,\omega)$,

$$ \int_{\mathbb{R}^2} dx \, dt \, e^{i(\omega t - kx)} \langle \mathcal{O}(x,t) \mathcal{O}(0,0) \rangle = \sum_{|\psi\rangle} \delta(\omega - E_{\text{ex}}(\lambda)) \delta(k - P_{\text{ex}}(\lambda)) \left| \frac{\langle \psi'| \mathcal{O}(0,0) |\psi\rangle}{\|\psi'\|\|\psi\|} \right|^2. \quad (4.3) $$

This is due to the fact that, in the form factor sum (2.1), the only $x$ and $t$ dependence is contained in the phase factor. Note, in particular, that the quantity (4.3) vanishes for $\omega < 0$, because\footnote{Note, however, that, due to the presence of the time-ordering operator, the spectral function (4.2) does not vanish for $\omega < 0$.} $E_{\text{ex}}(\lambda) \geq 0$. It is also invariant under the change $k \rightarrow -k$, since the existence of a state with $P_{\text{ex}}(\lambda)$ implies the existence of a state with $-P_{\text{ex}}(\lambda)$. This means that we can restrict our study to the domain $k > 0, \omega > 0$.

We shall consider the behavior of the above quantity in the vicinities of Lieb’s one-particle or one-hole excitation spectra [56]. In other words, let $\lambda$ denote the rapidity of an arbitrary particle $(\lambda > q)$ or an arbitrary hole $(\lambda \in (-q,q])$ located at finite distance from the endpoints $\pm q$ of the Fermi zone. Let $k_p = p(\lambda) - k_F$ (respectively $k_h = k_F - p(\lambda)$) be the momentum of the excitation corresponding to a particle at $\lambda$ and a hole at $q$ (respectively to a hole at $\lambda$ and a particle at $q$), the corresponding energy being equal to $\varepsilon_p = \varepsilon(\lambda)$ (respectively to $\varepsilon_h = -\varepsilon(\lambda)$). We are interested in the $\delta\omega \rightarrow 0$ behavior of (4.3) when $k = k_p = p(\lambda) - k_F$ and $\omega = \varepsilon_p + \delta\omega = \varepsilon(\lambda) + \delta\omega$ (for $\lambda > q$),

$$ k = k_h = k_F - p(\lambda) \quad \text{and} \quad \omega = \varepsilon_h + \delta\omega = -\varepsilon(\lambda) + \delta\omega \quad \text{for} \quad \lambda \in (-q,q], \quad (4.4) $$

i.e. in the vicinities of the one-particle excitation threshold, or when

$$ k = k_p = p(\lambda) - k_F \quad \text{and} \quad \omega = \varepsilon_p + \delta\omega = \varepsilon(\lambda) + \delta\omega \quad \text{for} \quad \lambda \in [q,q], \quad (4.5) $$

i.e. in the vicinities of the one-hole excitation threshold.
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Form factor approach to dynamical correlation functions in critical models

Recall that we assume the sound velocity $v(\lambda)$ to be a strictly monotonic function: $v'(\lambda) > 0$. Then one can easily see [87] that a given combination of momentum and energy $(k_p, \varepsilon_p)$ (respectively $(k_h, \varepsilon_h)$) belonging to the threshold can only be realized by a unique particle–hole configuration at the macroscopic level: one particle (respectively hole) with rapidity $\lambda$, one hole (respectively particle) on the right Fermi boundary $+q$. On the microscopic level, however, one can dress this single state by an arbitrary number of additional particle–hole excitations with rapidities accumulating on the two endpoints $\pm q$ of the Fermi zone, so that the total momentum and total energy of these additional particle–hole excitations are effectively zero at the thermodynamic limit. This means that we should consider quasi-critical states of the $P_{\pm 1, \mp 1}$ class, with only one rapidity $\mu$ separated from the Fermi boundaries. If we admit a small deviation of the energy $\varepsilon_p + \delta \omega$ (respectively $\varepsilon_h + \delta \omega$), then $\mu$ belongs to a small neighborhood $J_\lambda$ of $\lambda$, tending to $\lambda$ in the $\delta \omega \to 0$ limit. Hence, we should sum up the contributions of the corresponding $P_{\pm 1, \mp 1}$ classes for all such values of $\mu$.

In fact, all this was already done in section 3 for a more general case. The only difference is that now the ratio $x/t$ is not fixed and the point $\lambda$ is no longer a saddle point. Therefore, to take into account the variation of the oscillating phase in the small neighborhood $J_\lambda$ of $\lambda$, it is no longer necessary to develop the function $u(\mu)$ up to the second order as in (3.23). Instead we simply linearize it around $\lambda$,

$$xp(\mu) - t \varepsilon(\mu) = xp(\lambda) - t \varepsilon(\lambda) + [xp'(\lambda) - t \varepsilon'(\lambda)] (\mu - \lambda) + \cdots.$$  \hfill (4.6)

In all other respects, one can compute the contribution of the $P_{\pm 1, \mp 1}$ classes form factors by the method described in section 3.

For example, the contribution of the form factor sum in the vicinities of the particle threshold (that is the contribution of the sum over the corresponding $P_{1, -1}$ classes) is

$$\langle O^\dagger(x,t) O(0,0) \rangle_{k_p, \varepsilon_p + \delta \omega} = \lim_{L \to \infty} \sum_{\mu \in J_\lambda} L^{-1} e^{ixp'(\lambda)(\mu - \lambda) - it \varepsilon'(\lambda)} (\mu - \lambda) \left[ e^{-i\pi(x/t) \lambda} - 1 \right] \left[ e^{-i(2\pi/L)(x + vt)t} - 1 \right].$$  \hfill (4.7)

Recall that, as discussed previously, one should use the regularization $t \to t - i\theta$ when applying the summation identity (3.15). Taking the thermodynamic limit in (4.7), we obtain

$$\langle O^\dagger(x,t) O(0,0) \rangle_{k_p, \varepsilon_p + \delta \omega} = \rho(\lambda) \int_{J_\lambda} d\mu e^{ixp'(\lambda)(\mu - \lambda) - it \varepsilon'(\lambda)} (\mu - \lambda) \left[ e^{-i\pi(x - vt)t} - 1 \right] \left[ e^{-i(2\pi/L)(x + vt)t} - 1 \right].$$  \hfill (4.8)

where we have used (3.21) and replaced $\rho(\mu)$ by its value $\rho(\lambda)$ at the localization point. In contrast to (3.19), we prefer to present the result in terms of $x \pm vt$ instead of their absolute values $|x \pm vt|$, keeping in mind that $t$ is slightly shifted to the lower half-plane. As we will see very soon, such a form is more convenient for taking the Fourier transform.

The space and time Fourier transform of the above correlation function in the vicinity of the one-particle excitation threshold, i.e. at the point $(k, \omega) \equiv (k_p, \varepsilon_p + \delta \omega)$ (see (4.4)),
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is therefore given by the following quantity:

$$\int_{\mathbb{R}^2} dx \, dt \, e^{i(\omega t - kx)} \langle \mathcal{O}^\dagger(x, t) \, \mathcal{O}(0, 0) \rangle_{k, \varepsilon + \delta \omega} = \rho(\lambda) |\mathcal{F}_{0}^{\mathcal{O}}|^{2}$$

$$ \times \int_{-\delta \omega}^{\delta \omega} d\nu \, \int_{\mathbb{R}^2} dx \, dt \, \frac{e^{i\varepsilon P}(\lambda) + \iota([\delta \omega - \nu \varepsilon(\lambda)])}{[2\pi i(x - v_F t)]^{(F_{+}^{1,1} - 1)^2} [2\pi i(x + v_F t)]^{(F_{-1,1} - 1)^2}},$$

(4.9)

in which we have set $J_\lambda = [\lambda - \varepsilon \delta \omega, \lambda + \varepsilon \delta \omega]$ for some $\varepsilon \delta \omega > 0$ such that both $\varepsilon \delta \omega$ and $\delta \omega / \varepsilon \delta \omega$ tend to zero in the limit $\delta \omega \to 0$.

Similarly, in the vicinity of the one-hole excitation threshold, i.e. for $(k, \omega) \equiv (k_h, \varepsilon_h + \delta \omega)$ given by (4.5), we get

$$\int_{\mathbb{R}^2} dx \, dt \, e^{i(\omega t - kx)} \langle \mathcal{O}^\dagger(x, t) \, \mathcal{O}(0, 0) \rangle_{k_h, \varepsilon_h + \delta \omega} = \rho(\lambda) |\mathcal{F}_{-1}^{\mathcal{O}}|^{2}$$

$$ \times \int_{-\delta \omega}^{\delta \omega} d\nu \, \int_{\mathbb{R}^2} dx \, dt \, \frac{e^{-i\varepsilon P}(\lambda) + \iota([\delta \omega + \nu \varepsilon(\lambda)])}{[2\pi i(x - v_F t)]^{(F_{-1,1} - 1)^2} [2\pi i(x + v_F t)]^{(F_{1,1} - 1)^2}},$$

(4.10)

Integrals over $x$ and $t$ in (4.9) and (4.10) are therefore of the type

$$I_{\alpha_+, \alpha_-}(E, P) \equiv \int_{\mathbb{R}^2} dx \, dt \, \frac{e^{-iP \xi + \iota Et}}{[2\pi i(x - v_F t)]^{\alpha_+} [2\pi i(x + v_F t - i0)]^{\alpha_-}}$$

$$= H(E + v_F P) H(E - v_F P) \frac{2\pi}{4\pi v_F^2} \frac{[E + v_F P]^{\alpha_- - 1} [E - v_F P]^{\alpha_- - 1}}{\Gamma(\alpha_+) \Gamma(\alpha_-)},$$

(4.12)

where $H$ denotes the Heaviside step function. The expression (4.12) for (4.11) can easily be obtained through the change of variables $(\varphi, \psi) = (x - v_F t, x + v_F t)$ which separates the two-fold integral (4.11) into a product of two integrals

$$I_{\alpha_+, \alpha_-}(E, P) = \frac{1}{2v_F} I_{\alpha_+}(E + v_F P) I_{\alpha_-}(E - v_F P),$$

(4.13)

with

$$I_\alpha(b) = \int_{\mathbb{R}} d\varphi \, \frac{e^{-ib\varphi}}{[2\pi i(\varphi + i0)]^{\alpha}} = \int_{\mathbb{R}} d\varphi \, \frac{e^{ib\varphi}}{[2\pi i(\varphi - i0)]^{\alpha}}.$$  

(4.14)

The latter can be easily calculated via substitution

$$[\mp i(\psi \pm i0)]^{-\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^\infty e^{s\psi} s^{\alpha - 1} ds,$$

(4.15)

leading to

$$I_\alpha(b) = H(b) \frac{(2\pi)^{1-\alpha} b^{\alpha - 1}}{\Gamma(\alpha)}.$$  

(4.16)

### 4.1.1. The behavior of the Fourier transform of the two-point function close to the particle excitation threshold.

To obtain the behavior of the Fourier transform in the vicinity of the one-particle excitation threshold, we substitute in (4.12): $\alpha_+ = (F_{+}^{1,1} - 1)^2$, $\alpha_- = (F_{-1,1} - 1)^2$, and $E = \delta \omega - \nu \varepsilon(\lambda)$, $P = -\nu P'(\lambda)$. Hence we have

$$E \pm v_F P = \delta \omega - \nu \varepsilon(\lambda) \mp \nu P'(\lambda) = \delta \omega - \nu P'(\lambda)[v \pm v_F].$$

(4.17)
Above, we have used the expression (3.3) for the sound velocity $v = v(\lambda)$. The two Heaviside functions restrict the domain of integration on $\nu$ such that

$$
\nu < \frac{\delta \omega}{p'(\lambda)[v \pm v_F]}, \text{ i.e. } \begin{cases} 
\nu < \frac{\delta \omega}{p'(\lambda)[v + v_F]} & \text{if } \delta \omega > 0, \\
\nu < \frac{\delta \omega}{p'(\lambda)[v - v_F]} & \text{if } \delta \omega < 0.
\end{cases}
$$

In (4.18), we have used the fact that $v > v_F$ (recall that $\lambda > q$). Hence,

$$
\int_{\mathbb{R}^2} dx \, dt \, e^{i(\omega t - kx)} \langle \mathcal{O}^\dagger (x,t) \mathcal{O}(0,0) \rangle_{k_p,\varepsilon_p+\delta \omega} = \frac{2 \pi \rho(\lambda)}{[4 \pi v_F]^{\alpha_0 + \alpha_- - 1} \Gamma(\alpha_+ - \alpha_0 - 1)} \Gamma(\alpha_+) \Gamma(\alpha_-) \int_{\delta \omega}^{\infty} \int_{-\delta \omega}^{\infty} ds \, \frac{\delta \omega | \mathcal{F}_{0,0}^{\alpha_0} |^2}{2 \pi} \left[ H(\delta \omega) - H(-\delta \omega) \right] \\
\times \left[ w^{\alpha_0 - 1} (1 + w)^{\alpha_- - 1} + w^{\alpha_0 - 1} (1 + w)^{\alpha_- - 1} \right] \, dw.
$$

Changing variables $w = (v - v_F) [\delta \omega - \nu p'(\lambda)(v + v_F)]/(2v_F \delta \omega)$ in the first integral and $w = -(v - v_F) [\delta \omega - \nu p'(\lambda)(v - v_F)]/(2v_F \delta \omega)$ in the second integral, we obtain

$$
\int_{\mathbb{R}^2} dx \, dt \, e^{i(\omega t - kx)} \langle \mathcal{O}^\dagger (x,t) \mathcal{O}(0,0) \rangle_{k_p,\varepsilon_p+\delta \omega} \sim \frac{\Gamma(\alpha_+ - \alpha_- - 1)}{\Gamma(\alpha_0)} \Gamma(\alpha_-) \frac{\Gamma(1 - \alpha_0 - \beta)}{\Gamma(1 - \beta)} \int_{0}^{\infty} u^{\alpha_0 - 1} (1 + u)^{\alpha_- - 1} du.
$$

where we have used $p'(\lambda) = 2 \pi \rho(\lambda)$. Note that we have already taken the $\delta \omega \to 0$ limit inside the remaining integrals, hence extending their integration domain up to $\infty$ (recall that $\epsilon_{\delta \omega}$ is such that $\epsilon_{\delta \omega}/|\delta \omega| \to +\infty$). We stress that, since these limiting integrals are finite, such an operation does not affect the leading $\delta \omega \to 0$ behavior of the overall expression. These last two integrals correspond to representations of the beta function

$$
\int_{0}^{\infty} u^{\alpha_0 - 1} (1 + u)^{\alpha_- - 1} du = \frac{\Gamma(\alpha_0) \Gamma(1 - \alpha_0 - \beta)}{\Gamma(1 - \beta)}.
$$

As a consequence, we obtain

$$
\int_{\mathbb{R}^2} dx \, dt \, e^{i(\omega t - kx)} \langle \mathcal{O}^\dagger (x,t) \mathcal{O}(0,0) \rangle = \frac{\Gamma(1 - \alpha_+ - \alpha_-) |\mathcal{F}_{0,0}^{\alpha_0} |^2}{\pi (v - v_F)^{\alpha_0} (v + v_F)^{\alpha_-}} \times \left\{ H(\delta \omega) \sin \pi \alpha_- + H(-\delta \omega) \sin \pi \alpha_+ \right\} \left[ \frac{\delta \omega}{2 \pi} \right]^{\alpha_0 + \alpha_- - 1} + o(|\delta \omega|^{\alpha_0 + \alpha_- - 1}).
$$

We recall that here $\alpha_+ = (F_{i,-1}^+ - 1)^2$ and $\alpha_- = (F_{i,-1}^-)^2$.

4.1.2. The behavior of the Fourier transform of the two-point function close to the hole excitation threshold. We proceed similarly to obtain the behavior of the Fourier transform approach to dynamical correlation functions in critical models.
Summing over $\alpha$ in the vicinity of the one-hole excitation threshold. We use again (4.12) with $\alpha_+ = (F^+_{1,1})^2$, $\alpha_- = (F^-_{1,1})^2$ and $E = \delta \omega + \nu \varepsilon'(\lambda)$, $P = \nu \nu'(\lambda)$. Hence we have

$$E \pm v_F P = \delta \omega + \nu \varepsilon'(\lambda) \pm \nu \nu'(\lambda) = \delta \omega + \nu \nu'(\lambda)[v \pm v_F]. \quad (4.22)$$

Note that, in the present case, $v < v_F$, and the two Heaviside functions restrict the domain of integration on $\nu$ such that

$$-\frac{\delta \omega}{\nu'(\lambda)(v_F + v)} < \nu < \frac{\delta \omega}{\nu'(\lambda)(v_F - v)}. \quad (4.23)$$

In particular, the domain of integration in not empty only if $\delta \omega > 0$. Hence,

$$\int_{\mathbb{R}^2} \, d^2 \varepsilon \, d^2 \omega \, e^{i \omega t - k \varepsilon} \langle O^\dagger(\varepsilon, t) O(0, 0) \rangle_{k_\varepsilon, \varepsilon + \delta \omega} = \frac{2 \pi \rho(\lambda) |F_{\alpha}^{\lambda}|^2}{[4 \pi v_F]^2} \Gamma(\alpha_+) \Gamma(\alpha_-) \int_{\mathbb{R}} \, d\nu [\delta \omega + \nu \nu'(\lambda)(v_F + v)]^{\alpha_+-1} [\delta \omega - \nu \nu'(\lambda)(v_F - v)]^{\alpha_-1} \, d\nu. \quad (4.24)$$

Changing variables $w = (v_F - v)[\delta \omega + \nu \nu'(\lambda)(v_F + v)]/(2v_F \delta \omega)$ in the integral, we reduce it to the integral representation of the beta function, and finally obtain

$$\int_{\mathbb{R}^2} \, d^2 \varepsilon \, d^2 \omega \, e^{i \omega t - k \varepsilon} \langle O^\dagger(\varepsilon, t) O(0, 0) \rangle_{k_\varepsilon, \varepsilon + \delta \omega} \quad = \quad H(\delta \omega) \frac{|F_{\alpha}^{\lambda}|^2 (\delta \omega/2\pi)^{\alpha_+ + \alpha_- - 1}}{\Gamma(\alpha_+) \Gamma(\alpha_-) (v_F - v)^{\alpha_+} (v_F + v)^{\alpha_-}} \int_0^\infty \, dw w^{\alpha_+ - 1}(1 - w)^{\alpha_- - 1} \quad (4.25)$$

$$= \quad H(\delta \omega) \frac{|F_{\alpha}^{\lambda}|^2}{\Gamma(\alpha_+ + \alpha_-) (v_F - v)^{\alpha_+} (v_F + v)^{\alpha_-}} \left( \frac{\delta \omega}{2\pi} \right)^{\alpha_+ + \alpha_- - 1}. \quad (4.26)$$

We recall that here $\alpha_+ = (F^+_{1,1})^2$ and $\alpha_- = (F^-_{1,1})^2$.

### 4.2. The density structure factor

We now turn to the computation of the density structure factor (4.1). As in section 3.3, it is convenient to introduce the generating function for the correlation function of densities (see formula (3.42))

$$S(k, \omega) = -\frac{1}{8\pi^2} \int_{\mathbb{R}^2} \, d^2 \varepsilon \, d^2 \omega \, e^{i \omega t - k \varepsilon} \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial \alpha^2} \langle e^{i H_0} e^{2 \pi i \alpha Q(x)} e^{-i H_0} \rangle |_{\alpha = 0} \quad = \quad \frac{k^2}{8\pi^2} \int_{\mathbb{R}^2} \, d^2 \varepsilon \, d^2 \omega \, e^{i \omega t - k \varepsilon} \frac{\partial^2}{\partial \alpha^2} \langle e^{i H_0} e^{2 \pi i \alpha Q(x)} e^{-i H_0} \rangle |_{\alpha = 0}. \quad (4.27)$$

Summing over $\alpha$-twisted form factors of the type (3.44), we obtain

$$S(k, \omega) = \frac{k^2 \rho(\lambda)}{8\pi^2} \int_{-\epsilon_\omega}^{\epsilon_\omega} \, d\nu \int_{\mathbb{R}^2} \, d^2 \varepsilon \, d^2 \omega \, e^{i \omega t - k \varepsilon} \frac{\partial^2}{\partial \alpha^2} \langle e^{i \omega |2\alpha^2 k + \nu \nu'(\lambda)| + \omega (\omega - \nu \varepsilon'(\lambda))} \rangle |_{\alpha = 0}. \quad (4.28)$$

where $\tau = +1$ for contributions around the particle threshold and $\tau = -1$ for contributions around the hole threshold. The edge exponents read $\alpha^\pm(\alpha) = [(\alpha - \tau) Z + \tau \Phi^\pm]^2$, where $Z$ is the value of the fractional charge on the Fermi boundary and the $\Phi^\pm$ are given by (3.32).
and (3.33) upon the exchange $\lambda_0 \leftrightarrow \lambda$. We recall that $|F^{\alpha}_{\tau,\tau}|^2$ is proportional to $\alpha^2$ (see appendix B). Hence, the second $\alpha$-derivative has to act on this factor only, meaning that we can directly set $\alpha = 0$ in the remaining part of the integrand. Therefore, re-expressing $\partial_{\alpha}[F^{\alpha}_{\pm,\mp}]_{\alpha=0}$ with the help of (B.14) and applying the general scheme described above, we get that the leading power-law behavior of the density structure factor on the particle and hole thresholds is given by the following contributions:

$$S(k,\omega)_{\text{part}} = \frac{\Gamma(1 - \alpha_+ - \alpha_-)}{\pi(v - v_F)^{\alpha_+}(v + v_F)^{\alpha_-}} |F^{\alpha}_{\pm,\mp}|^2 \frac{\delta\omega}{2\pi} \alpha_+^{\alpha_+ \alpha_- - 1}$$

(4.29)

around the particle threshold, and

$$S(k,\omega)_{\text{hole}} = H(\delta\omega) \frac{|F^{\alpha}_{\pm,\mp}|^2}{\Gamma(\alpha_+ + \alpha_-)(v - v_F)^{2\alpha_+}(v + v_F)^{2\alpha_-}} \left(\frac{\delta\omega}{2\pi}\right)^{\alpha_+^{\alpha_+ \alpha_- - 1}}$$

(4.30)

around the hole threshold. In both expressions (4.29) and (4.30), the edge exponents are equal to $\alpha_{\pm} = [Z - \Phi_{\pm}]^2$. They can be easily expressed in terms of the fractional charge and dressed phase,

$$\alpha_+ = \left(\frac{Z}{2} + \frac{1}{2Z} + \phi(q, \lambda)\right)^2,$$

(4.31)

$$\alpha_- = \left(\frac{Z}{2} - \frac{1}{2Z} + \phi(-q, \lambda)\right)^2.$$

(4.32)

These results agree with the non-linear Luttinger liquid predictions [32, 35].

### 4.3. The spectral function

Let us now consider the spectral function (4.2). Using the spatial and temporal translation invariance of the model, we can recast the initial definition (4.2) as

$$A(k,\omega) = \frac{\text{sgn}(\omega)}{2\pi} \int_{\mathbb{R}^2} dx \, dt \left\{ e^{i(\omega t - kx)} \langle \Psi(x, t) \Psi^\dagger(0, 0) \rangle + e^{-i(\omega t - kx)} \langle \Psi^\dagger(x, t) \Psi(0, 0) \rangle \right\}.$$

(4.33)

The limiting behavior of each of these two terms can easily be deduced from the general scheme described above.

The first term (which is non-zero only when $\omega > 0$) gives the leading power-law behavior of $A(k,\omega)$ in the vicinity of $(k_p, \epsilon_p)$ (particle threshold) or of $(k_h, \epsilon_h)$ (hole threshold) as explained in section 4.1. We obtain the following result around the one-particle threshold:

$$A(k,\omega)_{\text{part}} \approx \frac{\Gamma(1 - \alpha_+^{(p)} - \alpha_-^{(p)})}{2\pi^2(v - v_F)^{\alpha_+^{(p)}}(v + v_F)^{\alpha_-^{(p)}}} |F^{\alpha}_{\pm,\mp}|^2 \frac{\delta\omega}{2\pi} \alpha_+^{(p) \alpha_-^{(p)} - 1}$$

(4.34)
with exponents
\[ \alpha^{(p)}_{\pm} = \left( \frac{Z}{2} \pm \frac{1}{2Z} - \Phi_{\pm} \right)^2 = \left( \frac{Z}{2} + \phi(\pm q, \lambda) \right)^2. \]  

(4.35)

The result is slightly different around the one-hole threshold,
\[ A(k, \omega)_{\text{hole}} \simeq \frac{H(\delta \omega) |F^{\Psi}_{-1,1}|^2}{2\pi \Gamma(\alpha^{(h)}_+ + \alpha^{(h)}_-) (v_F - v)^{\alpha^{(h)}_+} (v_F + v)^{\alpha^{(h)}_-}} \left( \frac{\delta \omega}{2\pi} \right)^{\alpha^{(h)}_+ + \alpha^{(h)}_- - 1}, \]  

(4.36)

with exponents
\[ \alpha^{(h)}_{\pm} = \left( \frac{Z}{2} \pm \frac{1}{2Z} - \Phi_{\pm} \right)^2 = \left( \frac{Z}{2} \pm \frac{1}{2Z} + \phi(\pm q, \lambda) \right)^2. \]  

(4.37)

The second term of (4.33) (which is non-zero only for non-positive \( \omega \)) corresponds to a Fourier transform of the type (4.3) evaluated at the point \((-k, -\omega)\). Hence, taking into account the symmetry \( k \to -k \), the study of this term along the lines of section 4.1 gives the leading power-law behavior of \( A(k, \omega) \) in the vicinity of \((k_p, -\varepsilon_p)\) or of \((k_h, -\varepsilon_h)\). We obtain respectively
\[ A(k, \omega)_{\text{part}} \simeq -\frac{\Gamma(1 - \alpha^{(h)}_+ - \alpha^{(h)}_-) |F^{\Psi}_{1,1}|^2}{2\pi^2 (v - v_F)^{\alpha^{(h)}_+} (v + v_F)^{\alpha^{(h)}_-}} \times \left\{ H(-\omega - \varepsilon_p) \sin \pi \alpha^{(h)}_- + H(\omega + \varepsilon_p) \sin \pi \alpha^{(h)}_+ \right\} \left| \frac{\omega + \varepsilon_p}{2\pi} \right|^{\alpha^{(h)}_+ + \alpha^{(h)}_- - 1}, \]  

(4.38)

for the leading power-law behavior around \((k_p, -\varepsilon_p)\) and
\[ A(k, \omega)_{\text{hole}} \simeq -\frac{H(-\omega - \varepsilon_h) |F^{\Psi}_{-1,1}|^2}{2\pi \Gamma(\alpha^{(p)}_+ + \alpha^{(p)}_-) (v_F - v)^{\alpha^{(p)}_+} (v_F + v)^{\alpha^{(p)}_-}} \left| \frac{\omega + \varepsilon_h}{2\pi} \right|^{\alpha^{(p)}_+ + \alpha^{(p)}_- - 1}, \]  

(4.39)

for the leading power-law behavior around \((k_h, -\varepsilon_h)\). Note that the edge exponent in (4.38) (respectively in (4.39)) coincides with the edge exponent in (4.36) (respectively in (4.34)).

5. Conclusion

To conclude this paper, it seems appropriate to outline once again the main features of our method before discussing possible further developments. In contrast to what happens in the case of massive models, one encounters serious difficulties when studying correlation functions from their form factor series in critical models. As we have shown, a macroscopic description of the excited states is not sufficient for a successful summation of the form factor series, and a formal replacement of the sum by an integral over the particle-hole rapidities leads to meaningless results. This problem was already noted in the literature, see e.g. [89]–[91].

In fact, the success of our method comes from the fact that it is built on a microscopic description of the excited states. Such a microscopic description enables us to explicitly sum up the quasi-critical form factors belonging to a given class. This amounts to dressing
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the original bare form factor (taken, for example, as the simplest representative of the
given class) by the complete cloud of excitations having zero momentum and energy in the
thermodynamic limit. Then, the resulting dressed form factors admit a purely macroscopic
description, at least for the examples that have been considered above. This sheds some
light on the relation between the particle description in the microscopic model and the
effective one corresponding to its thermodynamic limit.

In this paper, we have dealt with a situation with (contributing) excited states of
particle–hole type only, and where the particles and holes separated from the Fermi
boundaries are localized in a small vicinity of a certain point. A possible direction for
further developments would be to apply this method to more general classes of form
factors. In particular, a very interesting example to consider is the XXZ Heisenberg chain,
for which we also need to take into account the contribution of bound states (see e.g. [82,
92]).
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Appendix A. The thermodynamic limit of the model

In this section, we recall some definitions of thermodynamic quantities that are useful for
our study.

We recall that, in the thermodynamic limit, the set of Bethe roots $\lambda_j$ (2.2) for the
ground state densely fills the Fermi zone $[-q, q]$ with a density $\rho(\lambda)$. This function solves
the following integral equation:

$$
\rho(\lambda) - \frac{1}{2\pi} \int_{-q}^{q} K(\lambda - \mu) \rho(\mu) \, d\mu = \frac{1}{2\pi}, \quad \text{with} \quad K(\lambda) = \theta'(\lambda) = \frac{2c}{\lambda^2 + c^2}.
$$

(A.1)

The dressed momentum $p(\lambda)$ corresponds to the antiderivative of the density function
that vanishes at the origin,

$$
p(\lambda) = p_0(\lambda) + \int_{-q}^{\lambda} \theta(\lambda - \mu) \rho(\mu) \, d\mu = 2\pi \int_{0}^{\lambda} \rho(\mu) \, d\mu.
$$

(A.2)
The value of the Fermi boundary \( q \) is determined by the dressed energy \( \varepsilon(\lambda) \). The latter is defined as the unique solution to the integral equation

\[
\varepsilon(\lambda) - \frac{1}{2\pi} \int_{-q}^{q} K(\lambda - \mu) \varepsilon(\mu) \, d\mu = \varepsilon_0(\lambda) .
\] (A.3)

The parameter \( q \) is then chosen in such a way that the unique solution to the above equation also verifies \( \varepsilon(\pm q) = 0 \). The solvability of this non-linear problem has been established recently in [93]. Note that the value of the parameter \( q \) then fixes through

\[
\int_{-q}^{q} \rho(\lambda) \, d\lambda = D
\]

the value \( D = \lim(N/L) \) of the average density.

Other important thermodynamic quantities are also defined as solutions of linear integral equations. Among them, let us mention the dressed phase \( \phi \) and dressed charge \( Z \),

\[
\phi(\lambda, \mu) - \frac{1}{2\pi} \int_{-q}^{q} K(\lambda - \omega) \phi(\omega, \mu) \, d\omega = \frac{\theta(\lambda - \mu)}{2\pi} ,
\] (A.4)

\[
Z(\lambda) - \frac{1}{2\pi} \int_{-q}^{q} K(\lambda - \omega) Z(\omega) \, d\omega = 1 .
\] (A.5)

Evidently the dressed phase and the dressed charge are not independent functions. In particular, it follows from (A.4) to (A.5) that

\[
Z(\lambda) = 1 + \phi(\lambda, -q) - \phi(\lambda, q).
\] (A.6)

There exists one more useful equation relating \( Z = Z(\pm q) \) and the dressed phase [94],

\[
Z^{-1} = 1 - \phi(q, -q) - \phi(q, q) = 1 + \phi(-q, q) + \phi(-q, -q).
\] (A.7)

We associate to each excited state (defined through the Bethe equations (2.4)) a counting function \( \xi(\omega) \). It realizes a one-to-one correspondence between the Bethe roots \( \mu_{\ell_j} \) and the integers \( \ell_j \); \( \xi(\mu_{\ell_j}) = \ell_j / L \). In finite volume, each counting function depends on the particular configuration of all integers \( \ell_j \) labeling the corresponding state but, in the thermodynamic limit (up to corrections in \( 1/L \)), the counting functions of any particle–hole states (with \( N' \) such that \( N' - N \) remains finite) coincide. Their common limit is given by the following simple combination of the dressed momentum \( p \) and average density \( D \)

\[
\lim_{L \to \infty} \xi(\omega) = \frac{p(\omega)}{2\pi} + \frac{D}{2} .
\] (A.8)

For a given particle–hole excited state, the counting function allows one to define the particle and hole macroscopic rapidities \( \hat{\mu}_{pa} \) and \( \hat{\mu}_{ha} \) as the pre-images of the corresponding integers \( p_a \) and \( h_a \)

\[
\hat{\mu}_{pa} = \xi^{-1}(p_a / L), \quad \hat{\mu}_{ha} = \xi^{-1}(h_a / L), \quad a = 1, \ldots, n .
\] (A.9)

In general, the existence of particles and holes generates a global shift in the position of the Bethe roots of an excited state (2.4) with respect to those of the physical ground state (2.2),

\[
\hat{\mu}_a - \lambda_a = \frac{F(\lambda_a)}{L \rho(\lambda_a)} + O(L^{-2}), \quad a = 1, \ldots, N, \quad a \neq h_1, \ldots, h_n .
\] (A.10)
Here $F$ is the shift function, which depends in fact on the macroscopic rapidities $\mu_{pa}$ and $\mu_{ha}$ associated to the positions of the particles and holes,

$$F(\lambda) \equiv F\left(\lambda \left| \begin{array}{c} \{\mu_{pa}\} \\ \{\mu_{ha}\} \end{array} \right. \right).$$ (A.11)

It is defined as the solution of the linear integral equation

$$F(\lambda) - \int_{-q}^{q} K(\lambda - \mu) F(\mu) \frac{d\mu}{2\pi} = -\frac{\Delta N}{2} \left[ 1 + \frac{\theta(\lambda - q)}{\pi} \right] - \sum_{k=1}^{n} \frac{\theta(\lambda - \mu_{pa}) - \theta(\lambda - \mu_{ha})}{2\pi}.$$ (A.12)

It can be expressed, in terms of the dressed phase (A.4) and dressed charge (A.5), as

$$F(\lambda) = -\Delta N \left[ \frac{Z(\lambda)}{2} + \phi(\lambda, q) \right] - \sum_{a=1}^{n} \left[ \phi(\lambda, \mu_{pa}) - \phi(\lambda, \mu_{ha}) \right],$$ (A.13)

with $\Delta N = N' - N$ being finite in the thermodynamic limit.

**Appendix B. The form factor expansion for the correlation function of densities**

It was shown in [16] that

$$\frac{\langle \psi'_{\alpha}(\{\tilde{\mu}\}) | e^{-2\pi i \alpha Q(x)} | \psi_{\alpha} \rangle}{\| \psi'_{\alpha}(\{\tilde{\mu}\}) \| \| \psi_{\alpha} \|} = e^{-i x \mathcal{P}_{ex}} \mathcal{F}^{\alpha}(\{\tilde{\mu}\}),$$ (B.1)

for an arbitrary state $|\psi'_{\alpha}(\{\tilde{\mu}\})\rangle$ depending on parameters $\{\tilde{\mu}\}$ satisfying the $\alpha$-twisted Bethe equations (3.43). Here $\mathcal{F}^{\alpha}(\{\tilde{\mu}\})$ is given by (3.45), and $\mathcal{P}_{ex} = \sum_{j=1}^{N} (\tilde{\mu}_{\ell_{j}} - \tilde{\lambda}_{j})$. If $\alpha$ is a real parameter, then all $\tilde{\mu}_{\ell_{k}}$ are real, and taking the Hermitian conjugation of (B.2) we obtain

$$\frac{\langle \psi_{\alpha} | e^{2\pi i \alpha Q(x)} | \psi'_{\alpha}(\{\tilde{\mu}\}) \rangle}{\| \psi_{\alpha}(\{\tilde{\mu}\}) \| \| \psi'_{\alpha} \|} = e^{i x \mathcal{P}_{ex}} \mathcal{F}^{\alpha}(\{\tilde{\mu}\}).$$ (B.2)

Let us act with the operator $\partial_{x} \partial_{\alpha}$ at $\alpha = 0$ on the l.h.s. of (B.2). Using $\partial_{x} Q(x) = j(x, 0)$ we have

$$\partial_{x} \partial_{\alpha} \frac{\langle \psi_{\alpha} | e^{2\pi i \alpha Q(x)} | \psi'_{\alpha}(\{\tilde{\mu}\}) \rangle}{\| \psi_{\alpha}(\{\tilde{\mu}\}) \| \| \psi'_{\alpha} \|} \bigg|_{\alpha = 0} = 2\pi i \langle \psi_{\alpha} | j(x, 0) | \psi'_{\alpha}(\{\tilde{\mu}\}) \rangle \| \psi'_{\alpha}(\{\tilde{\mu}\}) \| \| \psi_{\alpha} \|},$$ (B.3)

where $|\psi'_{\alpha}(\{\tilde{\mu}\})\rangle = |\psi'_{\alpha}(\{\tilde{\mu}\})\rangle |_{\alpha = 0}$. On the other hand, applying the same differential operator to the r.h.s. of (B.2) we obtain

$$\partial_{x} \partial_{\alpha} \frac{\langle \psi_{\alpha} | e^{2\pi i \alpha Q(x)} | \psi'_{\alpha}(\{\tilde{\mu}\}) \rangle}{\| \psi_{\alpha}(\{\tilde{\mu}\}) \| \| \psi'_{\alpha} \|} \bigg|_{\alpha = 0} = 2\pi i \delta_{\psi'_{\alpha}, \psi_{\alpha}} D + i(1 - \delta_{\psi'_{\alpha}, \psi_{\alpha}}) \mathcal{P}_{ex} e^{i x \mathcal{P}_{ex}} \partial_{\alpha} \mathcal{F}^{\alpha}(\{\tilde{\mu}\}) |_{\alpha = 0}.$$ (B.4)

Here $\delta_{\psi'_{\alpha}, \psi_{\alpha}} = 1$ if $\{\tilde{\mu}\} = \{\tilde{\lambda}\}$ at $\alpha = 0$ and $\delta_{\psi'_{\alpha}, \psi_{\alpha}} = 0$ otherwise. We also have used that $\mathcal{P}_{ex} = 2\pi i D$ for the state with $\ell_{j} = j$ (see (3.43)). Comparing (B.3) and (B.4) we find
that
\[
\frac{\langle \psi_g | j(x, 0) | \psi'(\{\mu\}) \rangle}{\| \psi'(\{\mu\}) \| \| \psi_g \|} = \delta_{\psi', \psi_g} D + \frac{(1 - \delta_{\psi', \psi_g})}{2\pi} \mathcal{P}_{\text{ex}} e^{ixp_{\text{ex}}} \partial_\alpha \mathcal{F}^\alpha(\{\mu\}|_{\alpha = 0}.
\] (B.5)

Similarly the equation (B.1) leads to the following representation:
\[
\frac{\langle \psi'(\{\mu\}) | j(x, 0) | \psi_g \rangle}{\| \psi'(\{\mu\}) \| \| \psi_g \|} = \delta_{\psi', \psi_g} D + \frac{(1 - \delta_{\psi', \psi_g})}{2\pi} \mathcal{P}_{\text{ex}} e^{-ixp_{\text{ex}}} \partial_\alpha \mathcal{F}^\alpha(\{\mu\}|_{\alpha = 0}.
\] (B.6)

Using these formulas we can prove (3.42). On the one hand, we have
\[
\langle j(x, t) | j(0, 0) \rangle = \sum_{\| \psi'(\{\mu\}) \| \neq \| \psi_g \|} e^{-it\mathcal{E}_{\text{ex}}} \frac{\langle \psi_g | j(x, 0) | \psi'(\{\mu\}) \rangle \langle \psi'(\{\mu\}) | j(0, 0) | \psi_g \rangle}{\| \psi'(\{\mu\}) \| ^2 \| \psi_g \| ^2},
\] (B.7)

where the sum is taken over the eigenstates of the Hamiltonian with periodic boundary conditions, which means that the parameters \(\bar{\mu}_{\ell_0}\) satisfy the equations (3.43) with \(\alpha = 0\). Substituting (B.6) and (B.5) into (B.7), we obtain
\[
\langle j(x, t) | j(0, 0) \rangle = D^2 + \frac{1}{4\pi^2} \sum_{\| \psi'(\{\mu\}) \| \neq \| \psi_g \|} \mathcal{P}_{\text{ex}} e^{-it\mathcal{E}_{\text{ex}}+ixp_{\text{ex}}} (\partial_\alpha \mathcal{F}^\alpha(\{\mu\}|_{\alpha = 0})^2.
\] (B.8)

On the other hand, one can expand the generating function \(\langle e^{itH} e^{2\pi i Q(x)} e^{-itH_0} \rangle\) as
\[
\langle e^{itH} e^{2\pi i Q(x)} e^{-itH_0} \rangle = \sum_{\| \psi'_\alpha(\{\mu\}) \|} \frac{\langle \psi_g | e^{itH} e^{2\pi i Q(x)} e^{-itH_0} | \psi'_\alpha(\{\mu\}) \rangle \langle \psi'_\alpha(\{\mu\}) | \psi_g \rangle}{\| \psi'_\alpha(\{\mu\}) \| ^2 \| \psi_g \| ^2},
\] (B.9)

where the sum runs over the complete set of twisted eigenstates \(| \psi'_\alpha(\{\mu\}) \rangle\). Using (B.2), we obtain
\[
\langle e^{itH} e^{2\pi i Q(x)} e^{-itH_0} \rangle = \sum_{\| \psi'_\alpha(\{\mu\}) \|} e^{-it\mathcal{E}_{\text{ex}}+ixp_{\text{ex}}} (\mathcal{F}^\alpha(\{\mu\})^2.
\] (B.10)

Note that, in (B.10), \(\mathcal{E}_{\text{ex}}\) and \(\mathcal{P}_{\text{ex}}\) are both given in terms of the roots \(\bar{\mu}_{\ell_0}\) of the twisted Bethe equations (3.43). It is easy to see that, acting with the operator \(-\partial_\alpha^2/8\pi^2\) at \(\alpha = 0\) on the equation (B.10), we obtain (B.8). Indeed,
\[
\mathcal{F}^\alpha(\{\mu\})|_{\alpha = 0} = 0, \quad \text{if} \quad | \psi'_\alpha(\{\mu\}) \rangle|_{\alpha = 0} \neq | \psi_g \rangle,
\] (B.11)
since the scalar product of two different eigenstates vanishes. Hence, for the corresponding terms in the sum (B.10), the second \(\alpha\)-derivative acts only on \((\mathcal{F}^\alpha(\{\mu\}^2)\), while in the rest of the formula one can set \(\alpha = 0\). As for the action of the differential operator on the term with \(| \psi'_\alpha(\{\mu\}) \rangle|_{\alpha = 0} = | \psi_g \rangle\), it gives \(D^2\), since in this case \(\mathcal{P}_{\text{ex}} = 2\pi\alpha D\).

Let us now express, for \(| \psi'_\alpha(\{\mu\}) \rangle|_{\alpha = 0} \neq | \psi_g \rangle\), the derivative \(\partial_\alpha \mathcal{F}^\alpha(\{\mu\})|_{\alpha = 0}\) in terms of the form factor of the density operator. Differentiating (B.2) with respect to \(\alpha\) at \(\alpha = 0\) and using (B.11) we obtain
\[
(e^{ixp_{\text{ex}}} - 1) \partial_\alpha \mathcal{F}^\alpha(\{\mu\})|_{\alpha = 0} = 2\pi i \frac{\langle \psi_g | Q(x) | \psi'(\{\mu\}) \rangle}{\| \psi'(\{\mu\}) \| \| \psi_g \|}.
\] (B.12)

In particular, if \(| \psi'(\{\mu\}) \rangle = | \psi'_{\tau_0, \ell} \rangle\), then
\[
(e^{ixp_{\text{ex}}} - 1) \partial_\alpha \mathcal{F}^\alpha_{\tau_0, \ell}|_{\alpha = 0} = 2\pi i \mathcal{F}_{\tau_0, \ell}^Q(x).
\] (B.13)
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Taking the derivative over $x$ at $x = 0$, we finally get

$$\partial_\alpha \mathcal{F}_{\tau_0, \ell}^\alpha \big|_{\alpha=0} = \frac{2\pi}{P_{\text{ex}}} \mathcal{F}_j^{\tau_0, \ell}. \quad (B.14)$$
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