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Abstract

We introduce the concept of a graded bundle which is a natural generalization of the concept of a vector bundle and whose standard examples are higher tangent bundles $T^n Q$ playing a fundamental role in higher order Lagrangian formalisms. Graded bundles are graded manifolds in the sense that we can choose an atlas whose local coordinates are homogeneous functions of degrees $0, 1, \ldots, n$. We prove that graded bundles have a convenient equivalent description as homogeneity structures, i.e. manifolds with a smooth action of the multiplicative monoid $\left( \mathbb{R}_{\geq 0}, \cdot \right)$ of non-negative reals. The main result states that each homogeneity structure admits an atlas whose local coordinates are homogeneous. Considering a natural compatibility condition of homogeneity structures we formulate, in turn, the concept of double (r-tuple, in general) graded bundle – a broad generalization of the concept of double (r-tuple) vector bundle. Double graded bundles are proven to be locally trivial in the sense that we can find local coordinates which are simultaneously homogeneous with respect to both homogeneity structures.
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1 Introduction

Starting from the well-known observation that differentiable 1-homogeneous functions on $\mathbb{R}^N$ are automatically linear, we provided in [3] an easy and effective characterization of these smooth actions of the monoid $\left( \mathbb{R}_{\geq 0}, \cdot \right)$ of multiplicative non-negative reals on a manifold $M$ which come from homotheties of vector bundle structures on $M$. We obtained the vector bundle structure by an identification of $M$ with a vector subbundle of $TM$. All this, in turn, allowed us to describe several concepts of the theory of vector bundles purely in terms of the homogeneity structures on vector bundles, defined by the corresponding homotheties.

For instance, a vector bundle morphism is just a smooth map which intertwines the homotheties, and a vector subbundle turns out to be just a submanifold which is invariant with respect to the homotheties. What is more, while it is not easy to explain a compatibility between additive structures, this question becomes nearly obvious in the language of homogeneity: two vector bundle structures on a manifold are compatible if the corresponding homotheties commute. This leads to an elegant and effective definition of double (or n-tuple) vector bundle.

The language of homogeneity can be also easily adapted in the case of supergeometry, allowing us to associate with any n-tuple vector bundle $E$ an $\mathbb{N}^n$-graded supermanifold, the ‘superization’ of $E$.
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This is a natural generalization of the well-known procedure $E \mapsto \Pi E$ of reversing parity in the fibers of a vector bundle $E$.

All this suggests that studying homogeneity structures which are more general than those induced by polynomial rings generated only by 0- and 1-homogeneous functions, like in the case of vector bundles, can be of great interest and can provide us with a useful tool for dealing with other interesting geometric categories of fibrations.

We start this program in the present paper, where a graded bundle of degree $n$ is defined as a fibration $\pi : M \to M_0$ whose fibers are consistently identified with $\mathbb{R}^N$ equipped with a structure of graded space of degree $n$. The latter assigns to canonical coordinates in $\mathbb{R}$ their degrees taking values in $\{1, \ldots, n\}$. Consequently, a graded bundle $M$ of degree $n$ possesses an atlas whose local coordinates have integer degrees between 0 and $n$, compatible with the changes of local coordinates. Moreover, it admits a canonical homogeneity structure defined by the obvious action $h : [0, \infty) \times M \to M$ of the multiplicative semigroup $(\mathbb{R}_{\geq 0}, \cdot)$ in which $h_t = h(t, \cdot)$ maps the coordinate $x$ of degree $k$ into $t^k x$. In particular, $h_0$ is just the fibration projection.

It makes sense to speak about global homogeneous functions on $M$ and the corresponding polynomial algebra, but we must stress that a graded bundle is not just a manifold with consistently defined homogeneity of local coordinates. What we require additionally is equivalent to the fact that the natural weight vector field encoding the homogeneity is complete. One can see easily the difference, comparing $\mathbb{R}^N$ with the natural homogeneity structure, in which all linear functions have degree 1, with an open disc in $\mathbb{R}^N$ having the coordinates inherited from $\mathbb{R}^N$. It makes sense to speak about homogeneity of functions on the disc, but the disc is not a graded space in our sense, as it is not complete.

Our fundamental examples of graded bundles of degree $n$ are the $n$th tangent bundles $T^n M_0$, i.e. the bundles $T^n \mathbb{R}_0^n (\mathbb{R}, M_0)$ of $n$th jets of curves in $M_0$. The higher tangent bundles have been extensively studied, mainly in relation to higher order Lagrangian formalisms [2, 5, 7, 8, 12, 15]. Also $n$-vector bundles, e.g. the double vector bundles $TT M_0$ or $TT^* M_0 \simeq TT^* M_0$, are canonically graded bundles.

In the present paper, we find, like in the case of the vector bundles [3], a characterization of these homogeneity structures on a manifold $M$ (i.e. those actions $h$ of the multiplicative semigroup $(\mathbb{R}_{\geq 0}, \cdot)$) which come from the structure of a graded bundle of degree $n$. The necessary and sufficient condition for $h$ tells us that the $n$th jets of the curves $t \mapsto h(t, p)$ at 0 vanish only for $p \in M_0$. We call such actions homogeneity structures of degree $n$ and our main result says, roughly speaking, that for homogeneity structures of degree $n$ on a manifold $M$ we can find an atlas whose local charts consist of homogeneous coordinates. We show that homogeneity structures can be equivalently characterized as manifolds equipped with a smooth action of the monoid $(\mathbb{R}_{\geq 0}, \cdot)$. In other words, if $h(1, \cdot) = id_M$, the nondegeneracy of jets follows automatically. Note also that we can use only non-negative reals, as their action can be uniquely extended to an action of $(\mathbb{R}, \cdot)$.

One should remark that graded bundles have already appeared in the supergeometry, where $N$-manifolds of degree $n$ have been studied by Ševera and Roytenberg [11, 9], and applied in the theory of Courant algebroids and Dirac structures. $N$-manifolds are exactly supermanifolds with local coordinates of degrees between 0 and $n$ whose parity coincides with the coordinate degree parity. The equivalence with homogeneity structures has been claimed in this case as well; however, some problems in the supergeometric case are simpler, as odd coordinates are always ‘linear’ and ‘complete’. We use the term ‘graded bundle’ rather than ‘graded manifold’ to distinguish our approach from those based on various different concepts of graded manifolds, usually associated with a supermanifold structure (see the discussion in [14]).

Using a natural concept of compatibility of homogeneity structures, we derive also the concept of a double (or, more generally, $r$-tuple) homogeneity structure (or graded bundle) as consisting of a manifold $F$ with two commuting homogeneity structures $h^1, h^2$, $h^1 \circ h^2 = h^2 \circ h^1$. The main result in this direction says that double homogeneity structures are locally trivial in a natural sense: we can find local coordinates which are simultaneously homogeneous with respect to both homogeneity structures. Note also that double homogeneity structures, unlike double vector bundle structures, generate a new homogeneity structure $h$ defined by $h_t = h^1_t \circ h^2_t$.

There are, of course, natural questions concerning the concepts of duality for homogeneity structures and their applications in physics, investigated recently by Tulczyjew [13] in the context of the higher
tangent bundles (see also [3]), which we decided, however, to postpone to a separate paper.

2 Graded spaces

Let us start with simple observations which, however, will explain the motivation for more advanced concepts introduced further in the paper.

The vector space \( \mathbb{R}^N \) with canonical coordinates \( y = (y^1, \ldots, y^N) \) has naturally defined homotheties \( h_t, t \in \mathbb{R} \), related to the multiplication by reals in \( \mathbb{R}^N \).

\[
h_t(y) = t \cdot y = (ty^1, \ldots, ty^N).
\]

As \( h_t \circ h_s = h_{ts} \), the homotheties define an action of the multiplicative semigroup \((\mathbb{R}, \cdot)\), and so its sub-semigroup \((\mathbb{R}_{\geq 0}, \cdot)\) of non-negative reals. Inside \((\mathbb{R}_{\geq 0}, \cdot)\) we have the one-parameter multiplicative group \((\mathbb{R}_{>0}, \cdot)\) of positive reals, canonically isomorphic, according to the map \( t \mapsto e^t \in \mathbb{R}_{>0} \), to the group of additive reals \((\mathbb{R}, +)\), so that \( h_t, t \in \mathbb{R} \), is a one-parameter group of diffeomorphisms of \( \mathbb{R}^N \) with the generator called the Euler vector field

\[
\Delta(y) = \frac{d}{dt} \bigg|_{t=1} h_t(y) = \sum_i y^i \partial_y^i,
\]

i.e., \( h_\cdot = \exp(t\Delta) \). Note that the Euler vector field uniquely determines \( h_t \) for \( t \geq 0 \), as

\[
h_0 = \lim_{s \to -\infty} \exp(s\Delta).
\]

The presence of the semigroup action \( h : \mathbb{R}_{\geq 0} \times \mathbb{R}^N \to \mathbb{R}^N \), \( h(t, y) = h_t(y) \), allows us to define \textit{homogeneous functions of degree} \( r \) on \( \mathbb{R}^N \), that we write \( \deg(f) = r \), as functions \( f : \mathbb{R}^N \to \mathbb{R} \) satisfying

\[
f \circ h_t = t^r f, \quad \text{for all} \ t > 0.
\]

In terms of the Euler vector field, (1) reads

\[
\Delta(f) = rf.
\]

It follows that the algebra \( C^\infty(\mathbb{R}^N) \) of smooth functions on \( \mathbb{R}^N \) contains a distinguished graded subalgebra

\[
\mathcal{A}(\mathbb{R}^N) = \bigoplus_{k=0}^\infty \mathcal{A}_k(\mathbb{R}^N)
\]

of \textit{polynomial functions}, where \( \mathcal{A}_k(\mathbb{R}^N) \) is the space of homogeneous polynomials of degree \( k \) on \( \mathbb{R}^N \).

According to Euler’s Homogeneous Function Theorem, homogeneous functions of degree 1 are linear, thus the whole structure of the vector space is actually encoded in \( h \) (or in \( \Delta \)). In particular, any diffeomorphism \( \varphi : \mathbb{R}^N \to \mathbb{R}^N \) is linear if and only if it induces an isomorphism of the graded algebra \( \mathcal{A}(\mathbb{R}^N) \) of polynomial functions, if and only if it intertwines the action \( h, \varphi \circ h_t = h_t \circ \varphi \), and if and only if it respects the Euler vector field, \( \varphi_*(\Delta) = \Delta \). Hence, the homogeneity of \( \mathbb{R}^N \) can be equivalently described in terms of either \( \mathcal{A}(\mathbb{R}^N) \), or \( h \), or \( \Delta \). The same can actually be done in the case of any finite-dimensional real vector space \( V \) replacing \( \mathbb{R}^N \).

Since we want to extend this model and, in the simplest situation, to allow coordinates in \( \mathbb{R}^N \) to have various degrees of homogeneity, we propose the following.

**Definition 2.1.** A \textbf{standard homogeneity structure of degree} \( n \) and \textbf{rank} \( d = (d_1, \ldots, d_n) \) on \( \mathbb{R}^N \), where \( N = \sum_{i=1}^n d_i \), is the action \( h : \mathbb{R}_{\geq 0} \times \mathbb{R}^N \to \mathbb{R}^N \) of the semigroup \((\mathbb{R}_{\geq 0}, \cdot)\) which in the canonical coordinates \((y^i)\) of \( \mathbb{R}^N \) reads

\[
h_t(y^1, \ldots, y^N) = (ty^1, \ldots, t^{w_i}y^N),
\]

where \( h_t = h(t, \cdot) \) and \( w_i = j \) for \( d_1 + \ldots + d_{i-1} + 1 \leq i \leq d_1 + \ldots + d_j \). In other words, \( d_i \) is the number of coordinates of degree \( i \). The space \( \mathbb{R}^N \) equipped with the standard homogeneity structure of rank \( d \) we shall denote with \( \mathbb{R}^d \) and call the \textbf{standard graded space of rank} \( d \). Of course, one can identify \( \mathbb{R}^d \) also by declaring the homogeneity degrees \( w_i \) of the coordinate \( y^i \) for all \( 1 \leq i \leq N \).
Definition 2.2. A graded space of degree $n$ and rank $d = (d_1, \ldots, d_n)$, where $N = \sum_{i=1}^{n} d_i$, is a smooth manifold $M$ equipped with a smooth action $h$ of $\mathbb{R}_{\geq 0}$ for which there exists a diffeomorphism $\varphi : M \to \mathbb{R}^d$ onto $\mathbb{R}^N$ equipped with the standard homogeneity structure of rank $d$, intertwining the actions of $(\mathbb{R}_{\geq 0}, \cdot)$. We call the maps $h_t$ the homotheties of the graded space $M$.

A smooth function $f$ on a homogeneity space $(M, h)$ of degree $n$ is called homogeneous of degree $r$, which we write as $\deg(f) = r$, if (1) is satisfied. Hence, the canonical coordinate $y^i$ on $\mathbb{R}^d$, as well as the smooth function $y^i \circ \varphi$ on $M$, denoted with some abuse of notation also as $y^i$, has the degree $1 \leq w_i \leq n$. We shall call the (global) functions $(y^i)$ on $M$ homogeneous coordinates and $w = (w_1, \ldots, w_N)$ the weight vector. Equivalently, one can choose global coordinates $(y^1, \ldots, y^N)$ establishing a diffeomorphism onto $\mathbb{R}^N$ and declare $y^i$ to be homogeneous of degree $w_i$. A morphism of graded spaces is a smooth map $\psi : M_1 \to M_2$ that intertwines the actions of $(\mathbb{R}_{\geq 0}, \cdot)$.

Like in the case of a vector space, we can define the polynomial algebra

$$A(M) = \bigoplus_{k=0}^{\infty} A_k(M),$$

where $A_k(M)$ is the space of smooth homogeneous functions of degree $k$ on $M$.

Note that $h_1 = i d_M$, so the action (3) is actually a monoid action of $(\mathbb{R}_{\geq 0}, \cdot)$ and that the rank $d$ (or the weight vector $w$) of a graded space is uniquely determined. Indeed, we have $h_t \circ h_s = h_{ts}$ and $w_i y^i = \frac{d}{dt} \big|_{t=1} (y^i \circ h_t)$. We can therefore associate with the graded space $(M, h)$ the weight vector field $\Delta_M$ on $M$, $\Delta_M(p) = \frac{d}{dt} \big|_{t=1} h_t(p)$, which in homogeneous coordinates reads

$$\Delta_M = \sum_{i=1}^{N} w_i \frac{\partial}{\partial y^i}.$$ 

Since $w_i > 0$, the weight vector field is complete and if $t \mapsto \exp(t \Delta_M)$ is the flow of diffeomorphisms it generates, then we have $\exp(t \Delta_M) = h_{t^r}$ for all $t \in \mathbb{R}$. Thus, the action by homotheties is completely determined by the weight vector field and vice versa. Moreover, the constants $w_i$ are invariants of the orbit of the vector field $\Delta_M$ under diffeomorphisms. This easily implies the following.

Theorem 2.1. Let $M_a$ be a graded space with homotheties $(h_i^a)$, $a = 1, 2$, and $\psi : M_1 \to M_2$ be a smooth map. The following are equivalent:

(a) The map $\psi$ is a morphism of graded spaces, i.e. $\psi \circ h_i^1 = h_i^2 \circ \psi$ for $t \geq 0$;

(b) For each smooth homogeneous function $f : M_2 \to \mathbb{R}$ of degree $r$, the function $f \circ \psi$ is homogeneous of degree $r$, i.e., $\psi^*(A_r(M_2)) \subset A_r(M_1)$, $r = 1, 2, \ldots$;

(c) The map $\psi$ relates the weight vector fields $\Delta_M^1$, and $\Delta_M^2$, $\psi^*(\Delta_M^1) \subset \Delta_M^2$.

In particular, two graded spaces are isomorphic if and only if they have the same rank.

Remark 2.1. We must stress that requiring the global diffeomorphism with the standard graded space $\mathbb{R}^d$ is very important for having the action $h$ properly defined; it is not enough to assume some degrees (weights) for some coordinates in $M$. Indeed, we can cut the open unit disc from $\mathbb{R}^N$ with the same coordinates and degrees, but we do not get a graded space in this way, as the map $h_t$ is not defined in the disc for $t > 1$ (the weight vector field restricted to the disc is not complete).

We have the following characterization of homogeneous functions on a graded space which shows that they belong to the polynomial algebra $\mathbb{R}[y^1, \ldots, y^N]$ considered as a graded algebra with the $\mathbb{N}$-gradation induced by degrees of $y^1, \ldots, y^N$. Note that, according to (1), a polynomial $f \in \mathbb{R}[y^1, \ldots, y^N]$ belonging to a component of gradation $k \in \mathbb{N}$, when considered as a function on a graded space, also has degree $k$. The following lemma can be viewed as a generalization of the Euler’s Homogeneous Function Theorem.
Lemma 2.1. Let $M$ be a graded space of dimension $N$ with homogeneous coordinates $(y^i)$ and the weight vector $w = (w_1, \ldots, w_n)$. Then, any smooth homogeneous function on $M$ is a polynomial function in variables $(y^i)$, $f \in \mathbb{R}[y^1, \ldots, y^N]$. In particular, $\mathcal{A}(M) = \mathbb{R}[y^1, \ldots, y^N]$ is the polynomial ring in variables $y^1, \ldots, y^N$, although equipped with the non-standard gradation implemented by fixing the degree $w_i$ of $y^i$.

Proof.- We shall prove the lemma by induction with respect to $k$ – the degree of $f$. We can identify $M$ with $\mathbb{R}^N$ being a graded space of degree $n$ with coordinates $(x_{r,a})$, $1 \leq r \leq n$, $1 \leq a \leq n_r$, $\sum_r n_r = N$, where $x_{r,a}$ is of degree $r$.

Let us first notice that the only continuous 0-homogeneous functions are constants and there are no non-zero smooth $k$-homogeneous functions for $k < 0$. Let us assume that $f$ is $k$-homogeneous, $k > 0$, i.e., $f(h(t,p)) = t^k \cdot f(p)$ for all $t > 0$ and $p \in \mathbb{R}^N$, where

$$h(t,x_{r,a}) = h_i(x_{r,a}) = (t^r \cdot x_{r,a}).$$

Let us take $\varepsilon \in \mathbb{R}^N$, $\varepsilon = (0, \ldots, 0, 1, 0 \ldots 0)$, with $x_{r,a}(\varepsilon) = 1$. Differentiating $f(h(t,x) + h(t,\varepsilon)) = t^k f(x + s\varepsilon)$ with respect to $s$ at $s = 0$, we get

$$t^r \frac{\partial f}{\partial x_{r,a}}(h(t,x)) = t^k \frac{\partial f}{\partial x_{r,a}}(x).$$

Therefore $\frac{\partial f}{\partial x_{r,a}}$ is $(k-r)$-homogeneous, so, by the inductive assumption, $\frac{\partial f}{\partial x_{r,a}}$ is a polynomial. As all partial derivatives of $f$ are polynomials in variables $x_{r,a}$, the same is true for $f$, that completes the proof.

Corollary 2.1. Any automorphism of a graded space $M$ is a diffeomorphism of $M$ which is polynomial in homogeneous coordinates, i.e., in homogeneous coordinates $(y^i)$ with the weight vector $w = (w_1, \ldots, w_N)$ it takes the form

$$\psi(y^1, \ldots, y^N) = \left(\sum_{\langle w|k\rangle=w_i} \alpha_k^i (y^i)^{k_i} \cdots (y^N)^{k_N}\right)^N, \quad (4)$$

where $k = (k_1, \ldots, k_N)$, $\alpha_k^i \in \mathbb{R}$ and

$$\langle w|k\rangle = \sum_{j=1}^N w_j k_j.$$

Since the group $\text{GG}(d,M)$ of all automorphisms of a graded space $M$ (the general graded group) is parametrized by a finite number of coefficients $\alpha_k^i$ as above with clear smoothness of compositions, we get the following.

Corollary 2.2. The group $\text{GG}(d,M)$ of all automorphisms of a graded space $M$ of rank $d$ is a Lie group.

The group of automorphism of the canonical graded space $\mathbb{R}^d$ we shall denote $\text{GG}(\mathbb{R}^d)$. Of course, $\text{GG}(d,M) \simeq \text{GG}(\mathbb{R}^d)$. If $d = (N)$, then we deal with a vector space of dimension $N$ and $\text{GG}(\mathbb{R}^d) = \text{GL}(N, \mathbb{R})$.

Example 2.1. To describe the group $\text{GG}(\mathbb{R}^d)$ for $d = (d_1, d_2)$, consider canonical coordinates $(x^1, \ldots, x^{d_1}; y^1, \ldots, y^{d_2})$ of $\mathbb{R}^d$. Any automorphism of $\mathbb{R}^d$ is described by constants $a_i^j, b_u^v, c_{ij}^k \in \mathbb{R}$ and has the form $(x^i, y^u) \mapsto (\bar{x}^i, \bar{y}^u)$ with

$$\bar{x}^i = \sum_j a_j^i x^j, \quad \bar{y}^u = \sum_u b^u v^u + \sum_{ij} c_{ij}^k x^i x^j.$$

The matrices $A = (a_j^i)$ and $B = (b^v_u)$ are invertible, while $c_{ij}^k$ are arbitrary. Let $V$ be the vector subspace of $C^\infty(\mathbb{R}^{d_1+d_2})$ spanned by the functions $x^i, y^u$ and $z^i := x^i x^i$. It is a finite-dimensional subspace
invariant with respect to the canonical action of $\text{GG}(\mathbb{R}^d)$ and it gives rise to a faithful representation of $\text{GG}(\mathbb{R}^d)$. For instance, $\text{GG}(\mathbb{R}^{(1,1)})$ can be represented as the following matrix subgroup

$$\text{GG}(\mathbb{R}^{(1,1)}) \simeq \left\{ \begin{pmatrix} a & 0 & 0 \\ 0 & b & 0 \\ 0 & c & a^2 \end{pmatrix} : a, b \neq 0 \right\}.$$ 

3 Graded bundles

Definition 3.1. A graded bundle of degree $n$ and rank $d$ is a smooth fiber bundle $\pi : M \to M_0$ with the typical fiber $\mathbb{R}^N$, considered as the standard homogeneity space $\mathbb{R}^d$ of degree $n$ and rank $d$, which admits an atlas of local trivializations $\phi_U : \pi^{-1}(U) \to U \times \mathbb{R}^d$ such that the change of local trivializations $\phi_U \circ \phi_U^{-1} : (U \cap U') \times \mathbb{R}^d \to (U \cap U') \times \mathbb{R}^d$ is in each fiber an automorphism of the standard homogeneity structure, i.e.,

$$\phi_U \circ \phi_U^{-1}(x, y) = (x, g_{UU'}(x)(y))$$

for some $\text{GG}(\mathbb{R}^d)$-valued transition functions $g_{UU'}$.

It is clear that each fiber of a graded bundle of degree $n$ and rank $d$ carries the structure of a graded space of degree $n$ and rank $d$. Roughly speaking, a homogeneity bundle is a smooth family of homogeneity spaces parametrized by a base manifold $M_0$. If $M_0$ is a single point, then $M$ is just a homogeneity space. It follows that the algebra $C^\infty(M)$ of smooth functions on $M$ contains a distinguished graded subalgebra

$$\mathcal{A}(M) = \bigoplus_{k=0}^{\infty} \mathcal{A}_k(M)$$

of polynomial functions on $M$, which is locally generated by $C^\infty(M_0)$ and homogeneous coordinates $y^i$ of the typical fiber $\mathbb{R}^d$. The summand $\mathcal{A}_k = \mathcal{A}_k(M)$ is the space of functions of degree $k$. In particular, $\mathcal{A}_0 = C^\infty(M_0)$. Local coordinates in $M$ consisting of homogeneous local functions establishing an isomorphism with $U \times \mathbb{R}^d$ we shall call homogeneity coordinates. The systems of homogeneous coordinates are always of the form $(x^a, y^i)$, where $(x^a)^m$ are local coordinates in $M_0$ and $(y^i)^N$ are homogeneous coordinates in the typical fiber. We can unify the two kinds of coordinates using local coordinates $(y^i)^{N+m}$, where $y^{N+a} = x^a$, and putting the degrees $w_j = 0$ for $N < j \leq N + m$. We will call $w = (w_1, \ldots, w_{N+m})$ the weight vector of the graded bundle.

Morphisms of graded bundles are defined in an obvious way: they are smooth maps intertwining the semigroup $(\mathbb{R}_{>0}, \cdot)$ actions, or equivalently, respecting the homogeneity of functions together with their degrees. Also the notion of a graded subbundle of a homogeneity bundle $M$ is clear: it is a submanifold defined locally by the vanishing of some homogeneous coordinates. Any graded subbundle is clearly a graded bundle itself and we can choose as its local homogeneous coordinates the remaining part of (non-vanishing) homogeneous local coordinates in $M$. Let us remark that a graded bundle can be regarded as a kind of graded manifold, since it has a distinguished gradation in a dense subsheaf of the structural sheaf.

Example 3.1. Graded bundles of degree 1 correspond exactly to vector bundles. Indeed, all the degrees $w_i$ equal one and the gluing transformations have to be linear because they preserve the degree. Moreover, there is a unique structure of a vector space on $\mathbb{R}^N$ for which $y^i$ are 1-homogeneous, thus linear, functions.

Remark 3.1. We can define homogeneity super-bundles of degree $n$ completely analogously, assuming only that $\mathcal{A}$ is locally the polynomial super-algebra $C^\infty(U)[y^1, \ldots, y^N]$ in which the parity of $y^i$ agrees with the parity of the degree $w_i$. This notion is equivalent to the notion of an $N$-manifold in the terminology of Ševera and Roytenberg [11 9]. In this sense, the concept of a homogeneity super-bundle of degree $n$ is the even counterpart of the notion of an N-manifold of degree $n$. In general, however, there is no obvious ‘superization’ procedure, analogous to $\Pi$, for homogeneity bundles of degree $n > 1$, like in the case of vector bundles.
For explanation, let us consider an (even) homogeneity space \( V = \mathbb{R}^d \) of rank \( d = (2, 1) \) and an automorphism \( f \) of \( V \) given in canonical coordinates \( x_1, x_2, y \) of degrees 1, 1, 2 respectively, by
\[
    f(x_1, x_2, y) = (x_1, x_2, y + x_1^2).
\]
In coordinates \( x_1' = (x_1 + x_2)/2, x_2' = (x_1 - x_2)/2 \) and \( y' = y \) we have
\[
    f^*(y') = y + x_1^2 = y' + (x_1' + x_2')^2 = y' + x_1'^2 + x_2'^2 + 2x_1'x_2'.
\]
Let II\(V\) be an \( N\)-manifold of degree 2 determined by the polynomial super-algebra \( \mathbb{R}[\theta_1, \theta_2, \tau] \) in which \( \theta_1, \theta_2 \) are odd coordinates of degree 1 and \( \tau \) is an even coordinate of degree 2. From the coordinate descriptions of \( f \) we see that there is no obvious way of associating with \( f \) an automorphism of \( \mathbb{R}[\theta_1, \theta_2, \tau] \). As homogeneity bundles are obtained by gluing trivial parts of the form \( U \times \mathbb{R}^d \) by means of automorphisms of the standard homogeneity space \( \mathbb{R}^d \), there is no obvious way of gluing parts of the form \( U \times \Pi\mathbb{R}^d \), where \( \Pi\mathbb{R}^d \) is the \( N\)-manifold defined by the polynomial super-algebra \( \mathbb{R}[\tau_1, \ldots, \tau_n] \) in which the super-degree of \( \tau_j \) coincides with the degree \( w_i \) of the coordinate \( y_j \) on \( \mathbb{R}^d \). Therefore, in general, there is no canonical nontrivial procedure for constructing a super-bundle from a given homogeneity bundle. Note, however, that in some special cases such a procedure does exist. For example, from a given double vector bundle we may obtain a \( N\)-manifold of degree 2 in a canonical way (13).

Recall that any real vector bundle of rank \( n \) has its associated principal \( GL(n, \mathbb{R}) \)-bundle, the frame bundle, and vice versa: with any principal \( GL(n, \mathbb{R}) \)-bundle a vector bundle of rank \( n \) is canonically associated. A similar procedure can be performed for graded bundles.

First, for a homogeneity space \( V \) of rank \( d \) let us consider the space \( F(V) = \text{Iso}(\mathbb{R}^d, V) \) of isomorphisms \( \varphi : \mathbb{R}^d \rightarrow V \) of graded spaces, i.e., diffeomorphisms \( \varphi : \mathbb{R}^N \rightarrow V \) respecting the actions of the semigroup \((\mathbb{R}_{\geq 0}, \cdot)\), where \( N = \sum_{i=1}^n d_i \), as usual. A choice of global homogeneous coordinates on \( V \) gives an identification of \( F(V) \) with \( \text{GG}(d, \mathbb{R}) \), which is a Lie group. More generally, for a graded bundle \( M \) of rank \( d \) fibred over \( M_0, \pi : M \rightarrow M_0 \), the disjoint union
\[
    F(M) = \coprod_{p \in M_0} F(\pi^{-1}(p))
\]
has a natural smooth manifold structure and a smooth right action \( F(M) \times \text{GG}(\mathbb{R}^d) \rightarrow F(M) \) which turns \( F(M) \) into a principal \( \text{GG}(\mathbb{R}^d) \)-bundle. We shall call \( F(M) \) the associated frame bundle. One can reconstruct the homogeneity bundle structure from \( F(M) \) in the standard way: given an arbitrary principal \( \text{GG}(\mathbb{R}^d) \)-bundle \( (P, \pi, M_0) \) and a left \( \text{GG}(\mathbb{R}^d) \)-action on a manifold \( Q \) one defines a fiber bundle \((P_Q, \pi_Q, M_0)\) with the typical fiber \( Q \), where \( P_Q = P \times_{\text{GG}(\mathbb{R}^d)} Q \). By taking \( Q = \mathbb{R}^d \) and \( P = F(M) \) we recover \( M \cong P_Q \).

By convention, a graded bundle \( M \) of degree \( n \) is also a graded bundle of degree \( m \), for \( m > n \). Let \( \mathcal{A}^k \) be the subalgebra of \( \mathcal{A} = \mathcal{A}(M) \) generated by functions from \( \mathcal{A} \) of degree \( \leq k \). We have the following sequence of associative algebra inclusions
\[
    C^\infty(M_0) = \mathcal{A}^0 \hookrightarrow \mathcal{A}^1 \hookrightarrow \mathcal{A}^2 \hookrightarrow \cdots \hookrightarrow \mathcal{A}^n = \mathcal{A}
\]
which gives rise to the sequence
\[
    M_0 \leftarrow M_1 \leftarrow M_2 \leftarrow \cdots \leftarrow M_n = M \tag{5}
\]
of affine bundle projections.

Note also that, like for graded spaces, any graded bundle of degree \( n \) is canonically equipped with an action \( h : \mathbb{R}_{\geq 0} 	imes M \rightarrow M \) of the multiplicative semigroup \((\mathbb{R}_{\geq 0}, \cdot)\) defined locally in unified homogeneous coordinates by
\[
    h_t(y^1, y^2, \ldots, y^{N+m}) = (t^{w_1} y^1, \ldots, t^{w_{N+m}} y^{N+m}) = (t^{w_1} y^1, \ldots, t^{w_N} y^N, y^{N+1}, \ldots, y^{N+m}), \tag{6}
\]
where \( h_t = h(t, \cdot) \) for \( t \geq 0 \). As transition functions preserve the degree, this action is globally well defined. The maps \( h_t \) we shall call homotheties of the graded bundle. The action by homotheties on the graded bundle is determined by its restriction to the multiplicative one-parameter group of positive reals and, in turn, by its infinitesimal generator: the weight vector field \( \Delta_M \) on \( M \). In homogeneous local coordinates \( (y^1, \ldots, y^{N+m}) \) this vector field reads

\[
\Delta_M = \sum_{j=1}^{N+m} w_j y^j \partial_{y^j} = \sum_{i=1}^{N} w_i y^i \partial_{y^i}.
\]

Like in the case of graded spaces, the weight vector field is complete and, if \( t \mapsto \exp (t \Delta_M) \) is the flow of diffeomorphisms it generates, we have \( \exp (t \Delta_M) = h_t \), for all \( t \in \mathbb{R} \). Thus, the action by homotheties is completely determined by the weight vector field and \textit{vice versa}. The weight vector field, exactly like the action \( h \) of \((\mathbb{R}_{\geq 0}, \cdot)\) by homotheties, completely encodes the homogeneity structure. Indeed, \( h_0 = \pi \) is the projection in the graded bundle and \( \Delta_M \), being tangent to the fibers, defines on them the structures of graded spaces of rank \( d \). We can formulate these observations as follows.

**Theorem 3.1.** A graded bundle \( M \) of degree \( n \) and the weight vector \( w = (w_j) \), \( w_j = 0, 1, \ldots, n \), can be equivalently defined as a manifold equipped with a complete vector field \( \Delta_M \) – the weight vector field – for which there is an atlas \( \{(W, y_W) : W \in \mathcal{W} \} \) of coordinate charts, with \( W \) being invariant with respect to the flow of diffeomorphisms induced by \( \Delta_M \), such that \( \Delta_M \) takes the standard form (7) in each system of coordinates \( (y^i) = (y^i_W), W \in \mathcal{W} \). A smooth map between two graded bundles is a graded bundle morphism if and only if it relates the corresponding weight vector fields.

The intrinsic properties of the action \( h \) ensuring that we deal with a graded bundle will be described in the next section.

**Example 3.2.** Let \( F \) be a double vector bundle with two vector bundle structures corresponding to homotheties \( h^0 \), and the Euler vector fields \( \Delta^a, a = 1, 2 \). According to [3, Theorem 3.2], there is an atlas for \( F \) with local coordinates which are simultaneously homogeneous with respect to both Euler vector fields. In other words, we can simultaneously write them in the form

\[
\Delta^a = \sum_{i=1}^{N} w^a_i y^i \partial_{y^i}, \quad a = 1, 2,
\]

where \( w^a_i = 0, 1 \). It follows that \( F \) carries a canonical structure of a graded bundle of degree 2 with homotheties \( h_t = h^1 \circ h^2 = h^2 \circ h^1 \) and the weight vector field \( \Delta_F = \Delta^1 + \Delta^2 \). In other words, the coordinate \( y^i \) is of degree 0,1, or 2, if, respectively, \( y^i \) is of degree 0 with respect to both, is of degree 0 with respect to one and degree 1 with respect to the other, and is of degree 1 with respect to both Euler vector fields. In particular, for each manifold \( M_0 \), the bundles \( TT^*M_0 \) and \( T^*TM_0 \simeq TT^*M_0 \) are canonically graded bundles of degree 2 over \( M_0 \).

This picture can be easily generalized to a \( n \)-vector bundle which is canonically a graded bundle of degree \( n \) and whose weight vector field is the sum of the \( n \) (commuting) Euler vector fields representing \( n \) compatible vector bundle structures.

**Example 3.3.** Let \( M_0 \) be a smooth manifold of dimension \( m \). Recall that two curves \( \alpha, \beta : \mathbb{R} \to M_0 \) have the same \( r \)-jet \((r \geq 0)\) at \( 0 \in \mathbb{R} \), if for any smooth function \( x \) on \( M_0 \), the difference \( x \circ \alpha - x \circ \beta \) vanishes at \( 0 \in \mathbb{R} \) up to the order \( r \). In such a case we write \( \alpha \sim_r \beta \), and it is clear that \( \sim_r \) is an equivalence relation. The coset of \( \alpha \) with respect to this equivalence is called the \( r \)-jet of \( \alpha \) and will be denoted by \( [\alpha]_r \). The space of all \( r \)-jets will be denoted by \( T^r M_0 \). It is a bundle over \( M_0 \) with the projection \( \pi([\alpha]_r) = \alpha(0) = [\alpha]_0 \). For example, \( T^1 M_0 \simeq TM_0 \) is the tangent bundle of \( M_0 \). The subset of \( r \)-jets at \( \theta \in M_0 \) will be denoted by \( T^r_{\theta} M_0 \). In the literature, \( T^r M_0 \) is called the \( r \)th tangent bundle. The elements of \( T^r M_0 \) are also called \textit{velocities of order} \( r \) on \( M_0 \).

Let \( (x_\theta) \) be local coordinates around \( \theta \in M_0 \) and let \( [\alpha]_r \in T^r_{\theta} M_0 \). Let us denote the Taylor coefficients of \( x_\alpha(\alpha(\cdot)) \) in the following way

\[
x_\alpha(\alpha(t)) = x_\alpha(\theta) + t \cdot \dot{x_\alpha([\alpha]_r)} + \frac{t^2}{2!} \ddot{x_\alpha([\alpha]_r)} + \ldots + \frac{t^r}{r!} x^{(r)}_\alpha([\alpha]_r) + o(t^r).
\]
Thus \((x_a, \dot{x}_b, \dot{x}_c, \ldots)\) form the so called adapted coordinate system in \(T^r M_0\). We shall write \([\alpha]_r \sim 0\) and say that \([\alpha]_r\) vanishes, if \(x_a^{(i)}([\alpha]_r) = 0\) for \(i = 1, \ldots, r\) and all \(a \) – this does not depend on the choice of local coordinates \((x_a)\). By convention, \([\alpha]_0 \sim 0\) for all \(\alpha\).

One can prove easily that \(T^r M_0\) is a graded bundle of degree \(r\) and rank \((m, \ldots, m)\). The canonical action of \((\mathbb{R}, \cdot)\) on \(T^r M_0\) is given by

\[
t.\alpha := [t.\alpha],
\]
(8)

where \((t.\alpha)(s) = \alpha(ts)\). In coordinates, \(x_a^{(k)}(t.[\alpha]_r) = t^k \cdot x_a^{(k)}([\alpha]_r)\); hence \(x_a^{(k)}\) has degree \(k\). The sequence \([\mathfrak{m}]\) reads

\[
\begin{align*}
T^0 M_0 & \to \cdots \to T^2 M_0 \to TM_0,
\end{align*}
\]

where \(q_i([\alpha]_i) = [\alpha]_{i-1}\) for \(i = 1, 2, \ldots, n\). There are also canonical inclusions

\[
\iota_k : TM_0 \hookrightarrow T^k M_0,
\]
defined by \(\iota_k([\alpha]_1) = [\tilde{\alpha}]_k\), where \(\tilde{\alpha}(t) = \alpha(\frac{1}{t^k} k)\), \(k \in \mathbb{N}\). We have

\[
\iota_k(t^k \cdot v) = t.\iota_k(v),
\]
(9)

for \(v \in TM_0\). Indeed, if \(v = [\alpha]_1\), then \(\iota_k(t^k \cdot v)\) is the class of the curve \(s \mapsto (t^k.\alpha)(\frac{1}{s^k}k) = \alpha(\frac{1}{s^k}k)\), and \(t.\iota_k(v) = [t.\tilde{\alpha}]_k\), \((t.\tilde{\alpha})(s) = \tilde{\alpha}(st) = \alpha(\frac{1}{t^k} s^k)\). In coordinates, for \(r \geq 1\), \(x_a^{(r)}(\iota_k(\frac{\partial}{\partial x_a}))\) is 1, when \(r = k\) and \(a = b\), and zero otherwise. Note that, if \([\alpha]_{k-1} \in T^{k-1} M_0\) vanishes, then there is a well-defined iterated differential

\[
v := \frac{d^k}{dt^k} \bigg|_{t=0} \alpha = \sum_a x_a^{(k)}([\alpha]_k) \frac{\partial}{\partial x_a} \in TM_0,
\]
(10)

hence \(\iota_k(v) = [\alpha]_k\).

**Theorem 3.2.** Any smooth map \(\Phi : M_0 \to N_0\) between manifolds \(M_0\) and \(N_0\) induces a map \(T^r \Phi : T^r M_0 \to T^r N_0\), defined by \(T^r \Phi([\alpha]_r) = [\Phi \circ \alpha]_r\), which is a graded bundle morphism.

**Proof.** The proof consists of direct calculations using the rule of differentiating compositions and products of functions. To be instructive, let us start with the case \(r = 2\). In local coordinates \((x'_a)\) in \(N_0\) and \((x_b)\) in \(M_0\), we get

\[
\begin{align*}
x'_a &= \Phi_a(x), \\
x_a &= \sum_b \frac{\partial \Phi_a}{\partial x_b}(x) \dot{x}_b, \\
\dot{x}_a' &= \sum_b \frac{\partial \Phi_a}{\partial x_b}(x) \dot{x}_b + \frac{1}{2} \sum_{b,c} \frac{\partial^2 \Phi_a}{\partial x_b \partial x_c}(x) \dot{x}_b \dot{x}_c.
\end{align*}
\]

It is easy to see that the above transformations preserve the degree. The general case follows directly from the identity

\[
(T^r \Phi)(t.[\alpha]_r) = t.T^r \Phi([\alpha]_r).
\]

More information about the \(r\)th tangent bundle \(T^r M_0\) and general jet bundles can be found, for instance, in \([4, 5, 10, 15]\).

**4 Homogeneity structures**

The graded bundles have been defined in the preceding paragraph as glued from the standard ones of the form \(U \times \mathbb{R}^d\). Here, we will give an intrinsic characterization of graded bundles which is easily verifiable and useful for applications.
Let $h : [0, +\infty) \times M \to M$ be a smooth action of the multiplicative semigroup $(\mathbb{R}_{\geq 0}, \cdot)$ of non-negative reals on a manifold $M$. ‘Smooth’ means that the map $h$ can be extended to a smooth map on $(-\varepsilon, +\infty) \times M$ for some $\varepsilon > 0$. We shall also speak about local actions. They are smooth maps $h : [0, \varepsilon) \times M \to M$ satisfying $h_t \circ h_s = h_{ts}$ whenever $h_t = h(t, \cdot)$, $h_s = h(s, \cdot)$, and $h_{ts}$ make sense, i.e., $0 \leq t, s, ts < \varepsilon$.

It is explained in [3] that, under an additional condition, $h$ determines a vector bundle structure on $M$ for which $h$ coincides with the action by homotheties in this vector bundle. We are going to generalize this result and give a sufficient and necessary condition for $h$ ensuring that there exist a structure of a graded bundle of degree $n$ on $M$ whose homotheties coincide with $h_t, t \geq 0$.

**Definition 4.1.** A homogeneity structure of degree $n$ on a smooth manifold $M$ is a smooth action

$$h : [0, \infty) \times M \to M$$

of the multiplicative semigroup $(\mathbb{R}_{\geq 0}, \cdot)$ such that, for $\phi_n : M \to T^n M$ defined by

$$\phi_n(p) = [\alpha_p]_n,$$

with $\alpha_p(t) = h(t, p)$, the following condition is satisfied:

$$\phi_n(p) \text{ vanishes if and only if } p \in M_0 := h_0(M).$$

When $n$ is fixed, we shall also write simply $\phi$ for $\phi_n$. We shall also use the notation $t.p$ for the action by homotheties in $T^n M$. Note that the only difference between the homogeneous structures considered in [3] and the homogeneity structures of degree $n$ here is in the order of derivatives of $\alpha_p$ that can vanish only on $M_0$. This order is here an arbitrary $n = 1, 2, \ldots$, instead of just 1.

We do not assume that we deal with an action of the multiplicative $\mathbb{R}$, as a natural extension to $\mathbb{R}$ will follow automatically. We do not assume also here that $h(1, p) = p$ for $p \in M$, so we use the structure of the semigroup rather than the monoid structure on $(\mathbb{R}_{\geq 0}, \cdot)$. However, it turns out that $h_1 = id_M$ automatically, for any $n$-homogeneity structure.

**Proposition 4.1.** If $h : [0, \infty) \times M \to M$ is a smooth action of the multiplicative semigroup $(\mathbb{R}_{\geq 0}, \cdot)$, then $h_1$ is a smooth submersion onto the submanifold $M_1 = h_1(M)$, and $h$ reduced to $M_1$ is a smooth action of the multiplicative monoid $(\mathbb{R}_{\geq 0}, \cdot)$, i.e. $(h_1)|_{M_1} = id$. In particular, any homogeneity structure of degree $n$ on $M$ is actually the monoid action, $h_1 = id$.

**Proof.** Since $h_1$ is a projection onto $M_1 = h_1(M)$, $h_1 \circ h = h_1$, then $M_1$ is a smooth manifold and $h_1$ is a submersion onto $M_1$ according to [4] Theorem 1.13. Since $h_t \circ h_1 = h_1 \circ h_t = h_t$, the action restricts to $M_1$ on which $h_1$ is the identity. The nondegeneracy assumption (12) ensures that $M_1 = M$.

Thus, the nondegeneracy condition implies that we deal with a monoid action. We will see that the converse is also true. It is based on the following observation.

**Proposition 4.2.** Let $h : [0, \infty) \times M \to M$ be an arbitrary smooth action of the semigroup $(\mathbb{R}_{\geq 0}, \cdot)$ and assume that, for some point $p$, the curve $\alpha_p(t) = h_t(p)$ is not constant. Then, there exists an integer $n$ such that the $n$-th jet of $\alpha_p$ at $t = 0$ does not vanish.

**Proof.** It is easy to see that the image $\alpha_p([0, \infty))$ is a submanifold with boundary of $M$, diffeomorphic to $[0, \infty)$, so the general case reduces essentially to the case $M = \mathbb{R}$. In fact, we can work with the subset $[0, \infty) \subset \mathbb{R}$. Let us assume that $0 \neq p_0 \in [0, \infty)$ and $f(t) = h_t(p_0)$ is flat at 0. Let as consider the sets $A_n = \{ t > 0 : f(t) \geq t^n \}, n \in \mathbb{N}$. There exists $n_0$ such that, for $n \geq n_0$, $A_n$ is not empty. Since $f$ is flat, $A_n$ is bounded from below by a positive number, and is closed. Therefore $A_n$ has a minimal element, say $t_n$. Hence, $f(t_n) = t_n^n$ and $f(t) < t^n$ for $t \in (0, t_n)$. Of course, $\lim_{n \to \infty} t_n = 0$. The partial derivative of $h(t, x)$ with respect to $x$ at the point $(2, 0)$ is $\frac{\partial h}{\partial x}(2, 0) = \lim_{x \to 0} \frac{h_2(x) - h_2(0)}{x}$. Substituting $x := h(t_n/2, p_0)$, we get

$$\frac{h_2(h(t_n/2, p_0)) - h_2(0)}{h_{t_n/2}(p_0)} = \frac{f(t_n)}{f(t_n/2)} > \frac{t_n^n}{(t_n/2)^n} = 2^n \to +\infty;$$

a contradiction. \qed
Lemma 4.1. Let \( t.\phi_r(p) = \phi_r(h_t(p)) \). Indeed, \( t.\phi_r(p) = t.[\alpha_p]_r = [t.\alpha_p]_r \), and \( (t.\alpha_p)(s) := \alpha_p(ts) = h(ts, p) = h_s(h_t(p)) \), so \( [t.\alpha_p]_r = \phi_r(h_t(p)) \), and (13) follows.

**Proof.** Let \( h : [0, \varepsilon) \times M \rightarrow M \), \( \varepsilon > 0 \), be a local smooth action of the semigroup \( (\mathbb{R}_{\geq 0}, \cdot) \) such that \( h_0(M) = \{ \theta \} \) is a single point. Define \( \alpha_p(t) = e(t, p) \), and let \( r = 1, 2, \ldots \). Let us assume that \( \alpha_{p, r-1} \sim 0 \) for any \( p \in M \), so that the map \( \psi_r : M \rightarrow T_\theta M \),

\[
\psi_r(p) := \frac{1}{r!} \frac{d^r}{dt^r} \bigg|_{t=0} h(t, p),
\]

is well defined. Then,

\[
\psi_r(h_t(p)) = t^r \cdot \psi_r(p)
\]

for all \( p \in M \), and the differential \( Q_r = T_\theta \psi_r : T_\theta M \rightarrow T_\theta M \) is a projection onto a subspace \( E \subset T_\theta M \) containing the image of \( \psi_r \):

\[
(T_\theta \psi_r)(\psi_r(p)) = \psi_r(p).
\]

If, in addition, \( \psi_r(p) = 0 \) only for \( p = \theta \), then \( T_\theta \psi_r \) is the identity map on \( T_\theta M \).

**Proof.** Let \( \phi_r : M \rightarrow T^*M \) be defined as in (11). From (10) we derive

\[
\iota_r \circ \psi_r = \phi_r.
\]

Hence, \( \iota_r(\psi_r(h_t(p))) = t_r \iota_r(\psi_r(p)) = t_r(t^r \cdot \psi_r(p)) \), by (9) and (13), that justifies (15). Let us consider the maps \( H(t), Q : T_\theta M \rightarrow T_\theta M \) defined by

\[
H(t) = H_t := T_\theta h_t,
\]

\[
Q_r := T_\theta \psi_r.
\]

Like in the proof of [3] Theorem 2.1 we find that

\[
H(ts) = H(t) \circ H(s) = H(s) \circ H(t)
\]

by differentiating \( h_{ts} = h_t \circ h_s \) at \( \theta \in M \). In view of the Schwarz’s theorem on mixed partial derivatives,

\[
Q_r = \frac{1}{r!} \frac{d^r}{dt^r} \bigg|_{t=0} H(t).
\]

By a simple calculation we find that \( \frac{1}{r!} \frac{d^r}{dt^r} \bigg|_{t=0} \) applied to (10) gives (13) (as \( \frac{d}{dt} \bigg|_{t=0} h(t, p) = 0 \), for \( 1 \leq j \leq r - 1 \)). Applying \( \frac{1}{r!} \frac{d^r}{dt^r} \bigg|_{t=0} \) to (20), we get in turn

\[
s^r \cdot Q_r = Q_r \circ H(s) = H(s) \circ Q_r.
\]

Eventually, by applying \( \frac{1}{r!} \frac{d^r}{dt^r} \bigg|_{t=0} \) to the last expression, we end up with

\[
Q_r \circ Q_r = Q_r,
\]

hence \( Q_r \) is a projection onto a subspace, say \( E \), of \( T_\theta M \). We are left with proving the last statement of the lemma. By (10) we get \( \psi_r(p) \in E \), hence \( \psi_r \) is a map from \( M \) to \( E \) of maximal rank at \( \theta \). Applying now the Implicit Function Theorem we find that \( \psi_r^{-1}(0) \) is a smooth submanifold around \( \theta \) of dimension \( \dim T_\theta M - \dim E \). But, according to the hypothesis, \( \psi_r(p) = 0 \) if and only if \( p = \theta \). Hence, \( E = T_\theta M \) and \( Q_r = T_\theta \psi_r \) is the identity, that completes our proof.
Theorem 4.1. Any homogeneity structure \( h \) of degree \( n \) on a manifold \( M \) determines a unique structure of a graded bundle \( \pi : M \to M_0 \) of degree \( n \) for which \( h \) coincides with the canonical action of the semigroup \( (\mathbb{R}_{\geq 0}, \cdot) \) by homotheties on this bundle. In other words, for a homogeneity structure we can always find an atlas with homogeneous coordinates. The map \( (22) \) establishes an isomorphism of this graded bundle with a graded subbundle of \( T^n M \).

Proof. Let \( \phi = \phi_n : M \to T^n M \) be given as in \((22)\). We shall prove that \( \phi \) is a diffeomorphism onto its image \( \phi(M) \) which is equipped with a homogeneity structure of degree \( n \) inherited from \( T^n M \). Moreover, \( \phi \) intertwines the homogeneity structure \( h \) with that on \( T^n M \), as we have seen in \((12)\). Because \( h_0 : M \to M \) is a smooth projection onto \( M_0 := h_0(M) \) (as \( h_0 \circ h_0 = h_0 \)), \( M_0 \) is a submanifold of \( M \) \((4)\), Theorem 1.13). Moreover, for \( \theta \in M_0 \) there is a neighbourhood \( U \subset M \) of \( \theta \) and there are local coordinates \((q_a, x_i)\) on \( U \) in which \( h_0 \) has the form

\[
h_0(q_a, x_i) = (q_a, 0),
\]

i.e., \( h_0 \) is a local submersion along \( M_0 \subset M \).

The strategy depends on proving that there is a graded subbundle \( \tilde{M} \) of \( T^n M \) such that, for each \( \theta \in M_0 \), the map \( \phi \) is a diffeomorphism from a neighbourhood \( U \) of \( \theta \) onto an open subset of \( \tilde{M} \). Then, using the property \((13)\), we shall show that \( \phi \) is a diffeomorphism onto the whole \( \tilde{M} \).

We want to show first that \( T_0 \phi \) is one-to-one for \( \theta \in M_0 \). Because \( \phi \) fixes points of \( M_0 \) (we shall consider \( M \) as a submanifold of \( T^n M \)) and the fibers \( M_\theta := h_0^{-1}(\theta) \) are transversal to \( M_0 \) at \( \theta \) (by \((22)\)), it is enough to prove that \( T_0 \phi \) is injective, where \( \phi = \phi|_{M_0} \). In other words, it is enough to consider the case where \( M_0 = \{ \theta \} \) is a single point. From now on, we assume that \( M = M_0 \) and \( \phi = \phi \).

We are going to define inductively a series of maps \( \psi_r : N_r \to V_r := T_0 N_r, r = 1, 2, \ldots, n \), for some decreasing sequence of submanifolds \( N_1 := M \supseteq N_2 \supseteq \cdots \supseteq N_n \). The formula for \( \psi_r \) is the same as in \((14)\), but in order to have it correctly defined, the submanifold \( N_r \) will be chosen in such a way that \( \psi_r^{-1}(p) = 0 \) for \( p \in N_r \). We are going to prove, inductively with respect to \( r \), that \( \psi_r^{-1}(0) \) is a submanifold around \( \theta \). It will serve as the next submanifold \( N_{r+1} \).

Let \( r = 1 \), \( V_1 := T_0 M \). In view of Lemma \((14)\) we find that \( Q_1 \circ Q_1 = Q_1 \) and \( Q_1(\psi_1(p)) = \psi_1(p) \), where \( Q_1 = T_0 \psi_1 \). Hence, \( Q_1 \) is a projection on a subspace \( E_1 \subset V_1 \) and \( V_1 = E_1 \oplus K_1 \), where \( K_1 = \ker Q_1 \). Moreover, \( \psi_1(N_1) \subset E_1 \), hence \( \psi_1 \) is a map of maximal rank at \( \theta \). It follows from the Implicit Function Theorem that \( N_2 := \psi_1^{-1}(0) \cap U_1 \) is a smooth submanifold of \( M \) for some open neighbourhood \( U_1 \subset M \) of \( \theta \) and, moreover, \( T_0 N_2 = K_1 \).

Let us assume that we have already defined submanifolds \( N_1, \ldots, N_r, \) and \( N_r \) is of the form \( \psi_{r-1}^{-1}(0) \cap U_{r-1} \) for an open neighbourhood \( U_{r-1} \subset N_{r-1} \) of \( \theta \). It follows that \( \psi_r : N_r \to T_0 N_r =: V_r \) is well defined. From \( \psi_{r-1}(h(p)) = t^{r-1} \cdot \psi_{r-1}(p) \) (see \((13)\)), we find that \( h(t, p) \in \psi_{r-1}^{-1}(0) \) for \( p \in N_r \) and any \( t \geq 0 \). Hence, \( h \) gives rise to a local action on \( N_r \). According to Lemma \((14)\), \( \psi_r \) is a map from \( N_r \) to a subspace \( E_r \subset V_r \) of the maximal rank at \( \theta \), and \( Q_r = T_{0} \psi_r \in \text{End}(V_r) \) is the projection on \( E_r \). Hence, \( \psi_r^{-1}(0) \) is a submanifold around \( \theta \), what enables us to define a submanifold \( N_{r+1} \), such that \( V_{r+1} = T_0 N_{r+1} = K_r \) of \( Q_r \). We have \( V_r = E_r \oplus K_r \) and \( V_{r+1} = K_r \). The inductive construction of \( \psi_1, \ldots, \psi_n \) is completed.

By the hypothesis of our theorem, \( \psi_n^{-1}(0) = \{ \theta \} \), hence \( V_n = E_n \) and \( K_n = \{ 0 \} \). In view of Lemma \((14)\), \( T_0 \psi_n \) is the identity on \( E_n \). We have proved that the tangent space to \( M \) at \( \theta \) has a canonical decomposition

\[
T_\theta M = E_1 \oplus \cdots \oplus E_n
\]

where \( E_r \) is the image of the projection \( Q_r \in \text{End}(V_r) \) and \( V_r = E_r \oplus E_{r+1} \oplus \cdots \oplus E_n \) for \( r = 1, 2, \ldots, n \). Let \( \theta_r : T^n M \to T^r M_0 \) be the canonical projection. We have \( \theta_r \circ \phi_n = \phi_r = \iota_r \circ \psi_r \) on \( N_r \) (by \((17)\)), so

\[
T_\theta \theta_r \circ T_\theta \phi_n = T_\theta \phi_r = T_\theta \iota_r \circ T_\theta \psi_r = T_\theta \iota_r \circ Q_r
\]

on \( V_r \). Let us assume for a moment that \( e = (e_1, \ldots, e_n) \), \( e_i \in E_1 \), is in the kernel of \( T_0 \phi_n \). Applying \((24)\) to \( e \), with \( r = 1 \), we find that \( 0 = Q_1(e) = e_1 \), so \( e \in V_2 \) and we may apply again \((24)\) to \( e \), but now with \( r = 2 \). Since \( T_0 \psi_2 \) is injective, \( 0 = Q_2(e) = e_2 \). Continuing in the same manner with \( r = 3, \ldots \), we get \( e_r = 0 \) for any \( r \). Hence \( T_\theta \phi_n \) is injective, as we have claimed.
It follows that there exists a neighbourhood \( U \subset M \) of \( \theta \) such that \( \phi|_{U} \) is a diffeomorphism onto its image \( \tilde{U}, \tilde{U} \subset T^r_{\theta}M \). It is possible to find local coordinates \((x_{r,a})\), \(1 \leq r \leq n, 1 \leq a \leq \dim E_r\), on \( U \) (if necessary, we replace \( U \) with a smaller neighbourhood of \( \theta \)) such that \( \frac{\partial}{\partial x_{r,a}}(\theta) \in E_r \) for any \( 1 \leq r \leq n \) and \( 1 \leq a \leq \dim E_r \). Let \((x_{r,a}^{(s)})\), \(r,s \geq 1\), be the adapted coordinate system on \( T^r_{\theta}M \). Let us see that the restrictions of \( x_{r,a}^{(s)}(r,a \text{ as above}) \) to some neighbourhood of \( \theta \) in \( \tilde{U} \) form a local coordinate system. Obviously, the vectors \( X_{r,a} := (T_{(\theta)}\phi)(\frac{\partial}{\partial x_{r,a}}(\theta)) \) span the tangent space to \( \tilde{U} \) at \( \theta \). Moreover, \( T_{(\theta)}\psi_t \) fixes \( \frac{\partial}{\partial x_{r,a}}(\theta) \) and, from the coordinate description of \( t\cdot \), given below \((2)\), \((T_{(\theta)}\psi_t)(\frac{\partial}{\partial x_{r,a}}(\theta)) = \frac{\partial}{\partial x_{r,a}}(\theta) \). Hence, using \((24)\), we find that \( T_{(\theta)}\psi_t \) applied to \( X_{r,a} \) gives \( \frac{\partial}{\partial x_{r,a}}(\theta) \in T^r_{\theta}M \). Therefore

\[
X_{r,a} = \frac{\partial}{\partial x_{r,a}}(\theta) + \text{higher order terms},
\]
where the ‘higher order terms’ means a linear combination of vectors \( \frac{\partial}{\partial x_{r,a}}(\theta) \) with \( s > r \), so the differentials \( dx_{r,a} \) are linearly independent on \( T_{\theta}\tilde{U} \). Without loss of generality we may assume that \( \tilde{U} = \phi(U) \). Hence, the chart \((U,(x_{r,a}^{(s)}))\) provides an identification of \( U \subset T^r_{\theta}M \) with an open neighbourhood, say \( I \), of \( 0 \) in \( \mathbb{R}^N \). Let us define \( \tilde{M} = \bigcup_{t \geq 1} t\cdot \). \( U \)

Thanks to the \( r \)-homogeneity of \( x_{r,a}^{(s)} \), the chart \((t\cdot,(x_{r,a}^{(s)})))\) gives a diffeomorphism with another open neighbourhood, say \( t\cdot I \), of \( 0 \) in \( \mathbb{R}^N \). This notation is consistent with the action of the semigroup \((\mathbb{R}_{\geq 0},\cdot)\) on \( \mathbb{R}^N \) described in Lemma 2.1 As \( \bigcup_{t \geq 1} t\cdot I = \mathbb{R}^N \), we get a diffeomorphism of \( \tilde{M} \) with \( \mathbb{R}^N \). Hence \( \tilde{M} \) is a submanifold of \( T^r_{\theta}M \), invariant under the canonical action of the semigroup \((\mathbb{R}_{\geq 0},\cdot)\). Moreover, for \( t > 0 \), the map \( p \mapsto t^{-1}\phi(h_t(p)) \) is a diffeomorphism of \( h_t^{-1}(U) \) onto \( t^{-1}U \). But, according to \((10)\), \( t^{-1}\phi(h_t(p)) = \phi(p) \). Hence, \( \phi \) is a diffeomorphism of \( M \) onto \( \tilde{M} \) intertwining the homogeneity structures on \( M \) and \( T^r_{\theta}M \).

In the general case, when \( M_0 \) is not necessarily a single point, the arguments for the last sentence are very similar. The map \( \phi \) is a local diffeomorphism along \( M_0 \), hence a diffeomorphism from an open neighbourhood \( U \subset M \) of \( M_0 \) onto a submanifold \( \tilde{U} \subset T^r_{\theta}M \) and \( \tilde{U} \) contains the image of the zero section of \( T^rM \). Let \( \tilde{M} \) be defined as in \((26)\). Since \( t^{-1}\phi(h_t(p)) = \phi(p) \), working separately in each fiber of \( M \to M_0 \) as above, we find that actually \( \phi \) identifies \( M \) with \( \tilde{M} \). Let us pull back the structure on \( M \) to \( \tilde{M} \) by means of \( \phi \). In this way we equipped \( M \) with a structure of a graded bundle of degree \( n \) compatible with the given homogeneity structure. This completes the proof of the existence part of the theorem.

According to our definition of a homogeneity bundle, the uniqueness part of the theorem is trivial. \( \Box \)

**Remark 4.1.** The reason why we have considered the action \( h \) of non-negative reals and not just all reals is that this version of Theorem 4.1 is more general, as a natural extension to an action of \((\mathbb{R},\cdot)\) follows for free. Indeed, let us notice that since we can choose coordinates homogeneous,

\[
x_{r,a}(h_t(x)) = t^r x_{r,a}, \quad t \geq 0,
\]
we can canonically extend the \( \mathbb{R}_{\geq 0}\)-action to \((\mathbb{R},\cdot)\)-action by simply allowing \( t \) on the r.h.s. to take negative values. Moreover, this extension is unique. It is easy to show that the action by \(-1\), which we denote by \( f : M \to M \), is uniquely determined by the homotheties \( h_{-t}, t \geq 0 \). As \( f(h_t(p)) = h_t(f(p)) = h_{-t}(p) \) for \( t \geq 0 \), \( f \) is a homogeneous bundle morphism. Hence, in some homogeneous coordinates \((x_{r,a})\) on \( M \), we have \( h_t^*(x_{r,a}) = (-1)^r f^*(x_{r,a}) \) for \( t < 0 \). It follows that,

\[
\left. \frac{1}{r!} \frac{d^r}{dt^r} \right|_{t=0^+} h_t^*(x_{r,a}) = x_{r,a}, \quad \left. \frac{1}{r!} \frac{d^r}{dt^r} \right|_{t=0^-} h_t^*(x_{r,a}) = (-1)^r f^*(x_{r,a}).
\]

Therefore, by the smoothness of \( h \) at \( t = 0 \), \( f^*(x_{r,a}) = (-1)^r x_{r,a} \) and \( h_t^*(x_{r,a}) = t^r x_{r,a} \) for any \( t \in \mathbb{R} \), that finishes our proof.
Actually, the assumptions of the above theorem above can be reformulated: we can replace the nondegeneracy condition with the condition that we deal with a monoid action, i.e. $h_1 = id_M$. For the semigroup action the nondegeneracy is not automatic even when some jets are nontrivial, as the example $h : [0, \infty) \times \mathbb{R}^2 \to \mathbb{R}^2, h(t, x, y) = (tx, 0)$ shows.

Let $h : [0, \infty) \times M \to M$ be an arbitrary smooth action of the monoid $(\mathbb{R}_{\geq 0}, \cdot)$ and assume that there exist a point $p \in M$ and $t > 0$ such that $h_t(p) \neq h_0(p)$. According to Proposition 4.1, there exist integer $n$ such that the $n$-th jet of $h_t(p)$ does not vanish at $t = 0$. We claim that there always exists a common integer $n$ such that the $n$-th jet of $t \mapsto h_t(p)$ at $t = 0$ does not vanish for any $p \in M \setminus M_0$.

Taking the lowest such $n$, we obtain a homogeneity structure of degree $n$ on $M$ defined by $h$.

To prove this fact it is enough to modify slightly the proof of Theorem 4.1. First, by working in the fibers of the projection $h_0$, the inductive procedure of Theorem 4.1 gives a sequence of submanifolds $M_\theta = N_1 \supseteq N_2 \supseteq \ldots$ such that $N_{r+1} = \psi^{-1}_r(0)$ near $\theta$, where $\psi_r : N_r \to T_0 N_r$ as in (14) and $M_\theta = h_0^{-1}(\theta)$ near $\theta$. Thanks to Proposition 4.2, it is impossible that $\psi_r, \psi_{r+1}, \psi_{r+2}, \ldots$ is a sequence of the zero maps. Hence, the dimension argument shows that actually, for some $n$, we have $N_{n+1} = \{\theta\} = \psi^{-1}_n(0)$ and we obtain a finite decomposition,

$$T_0 M = E^n_1 \oplus \ldots \oplus E^n_n,$$

as in Theorem 4.1. Let us define

$$H^n_t : T_0 M \to T_0 M, \quad H^n_\theta := T_0 h_t,$$

as in (18). According to the proof of Theorem 4.1, there exist homogeneous coordinates $(x'_{r,a})$ on $M$, $1 \leq r \leq n$, $1 \leq a \leq \dim E^n_r$, in which the action $h$ reads $h^*_r(x'_{r,a}) = t^r \cdot x'_{r,a}$, namely, $x_{r,a} = x'_{r,a} \circ \phi$. Therefore $E^n_r$, $1 \leq j \leq n(\theta)$, is an eigenspace of the linear map $H^n_t$ with the eigenvalue $t^r$. In the general case, when $M_0$ is connected but is not necessarily a single point, thanks to the continuity of the map $t \mapsto H^n_t$, the dimension of $E^n_t$ cannot jump, hence $n = n(\theta)$ is constant. By the restriction of some homogeneous coordinates on $T^n M$ we obtain homogeneous coordinates for $M$.

Summarizing, we can write the following.

**Theorem 4.2.** A smooth action $h : [0, \infty) \times M \to M$ of the multiplicative semigroup $(\mathbb{R}_{\geq 0}, \cdot)$ defines on a connected manifold $M$ a homogeneity structure of some degree $n$ (and thus a graded bundle structure) if and only if it is a monoid action, $h_1 = id_M$. In this case the action can be uniquely extended to an action of the monoid $(\mathbb{R}, \cdot)$ of multiplicative reals. In particular, the category of graded bundles with their morphisms is equivalent to the category of $(\mathbb{R}, \cdot)$-manifolds and equivariant maps.

**Corollary 4.1.** A submanifold $X$ of a graded bundle $M$ is a graded subbundle of $M$ if and only if it is invariant with respect to the homotheties associated with the graded bundle structure on $M$.

**Proof.**- Let $X$ be a submanifold of a graded bundle $M$ over $M_0$ of degree $n$ and assume that $X$ is invariant with respect to homotheties $h_t$ of $M$. It is easy to see that the $(\mathbb{R}_{\geq 0}, \cdot)$-action $h$ by homotheties, reduced to $X$, is a homogeneity structure on $X$. This implies that there is a unique graded bundle structure on $X$ over the submanifold $X_0 = h_0(X) \subset M_0$ for which $(h_t|_X)$ are homotheties. This graded bundle structure is isomorphic to the graded subbundle $\phi(X) \subset \phi(M) \subset T^n M$, thus canonically a subbundle of $M \cong \phi(M)$.

\[\square\]

## 5 Double homogeneity structures

By analogy with our definition of a double vector bundle [3] we propose the following.

**Definition 5.1.** A double homogeneity structure or double graded bundle (DHS, for short) of degree $(m, n)$ on a manifold $F$ consists of two homogeneity structures $h^1, h^2$ of degrees $m$ and $n$, respectively, such that $h^1_t \circ h^2_u = h^2_u \circ h^1_t$ for $u, t \in \mathbb{R}_{\geq 0}$. More generally, an $r$-tuple homogeneity structure or $r$-tuple graded bundle of degree $(m_1, \ldots, m_r)$ on $F$ consists of $r$ pairwise commuting–in the above sense–homogeneity structures on $F$. In particular, a double graded bundle is a manifold equipped with two graded bundle structures which are compatible in the sense that the corresponding homotheties commute, i.e., the corresponding homogeneity structures form a double homogeneity structure.
A DHS on $F$ gives rise to the following diagram of four graded bundles

\[
\begin{array}{c}
F \xrightarrow{h_0^2} F_2 \\
h_0^1 \downarrow \downarrow h_1^2 \\
F_1 \xrightarrow{h_1^1} M
\end{array}
\]

where $F_i = h_i^0(F)$, $i = 1, 2$, $M = \pi(F)$ for $\pi := h_0^1 \circ h_0^2$, and the homogeneity structures on $F_i$ are obtained by the restrictions $h_i^1$ of the corresponding actions by homotheties on $F$. According to Theorem 4.1, each of the four homogeneity structures in the diagram comes from a unique graded bundle structure of degree $m$ or $n$. A function $f \in C^\infty(F)$ is called homogeneous of (bi-)degree $(r, s) \in \mathbb{N} \times \mathbb{N}$ if

$$f \circ h_1^1 = t^r \cdot f \quad \text{and} \quad f \circ h_1^2 = t^s \cdot f.$$  

**Example 5.1.** Let $M$ be a smooth manifold, and $m, n \in \mathbb{N}$. Let us consider the following equivalence relation on the set of smooth maps $\alpha : \mathbb{R}^2 \to M$: $\alpha \sim \alpha'$ if and only if for each smooth map $x : M \to \mathbb{R}$ the partial derivatives $\frac{\partial^{r+s}}{\partial x^r u^s}$ at the point $(0, 0)$ of $x \circ \alpha$ and $x \circ \alpha'$ coincide for any $0 \leq r \leq m$ and $0 \leq s \leq n$. In particular, $\alpha(0, 0) = \alpha'(0, 0)$. Let us define the jet bundle $T^{m,n}F$ as the collection of all cosets of the relation $\sim$. A coset of $\alpha$ will be denoted with $[\alpha]_{m,n} \in T^{m,n}F$. The bundle projection $q : T^{m,n}M \to M$ reads $q([\alpha]_{m,n}) = \alpha(0, 0)$. The bundle $T^{m,n}M$ is equipped with the canonical DHS induced by the following two actions of $(\mathbb{R} \times \mathbb{R})$ on a representative $\alpha : \mathbb{R} \times \mathbb{R} \to M$ of $[\alpha]_{m,n}$:

$$((h_1^1 \alpha)(t, u) = \alpha(st, u), \quad (h_1^2 \alpha)(t, u) = \alpha(t, su)).$$

We shall usually write $t, x$ for $h_1^1(t, x)$, $i = 1, 2$. Let us observe that we have a canonical isomorphism

$$I : T^{m,n}M \to T^n TM, \quad [\alpha]_{m,n} \mapsto [\beta]_n,$$

where $\beta : \mathbb{R} \to T^n M$ is given by $\beta(u) = \{t \mapsto \alpha(t, u)\}_m$. Similarly, one can define the isomorphism $I' : T^{m,n}M \to T^m TM$ such that $I' \circ I^{-1}$ gives a canonical isomorphism $T^n TM \to T^m TM$. For $m = n = 1$ we recover the well-known involution of the double vector bundle $T^2 TM$ ([4], p. 363). For $n = 1$, we have an isomorphism $T^2 TM \simeq T^m TM$ whose dual version, $T^* T^2 TM \simeq T^* T^m TM$ has been studied in [4].

Let $(U, (x_a))$ be a chart on $M$. Let us define the functions $x_a^{(r,s)} \in C^\infty(q^{-1}(U))$ by

$$x_a^{(r,s)}([\alpha]_{m,n}) := \left. \frac{d^{r+s}}{dt^r du^s} x_a(\alpha(t, u)) \right|_{t=0, s=0}.$$  

The functions $x_a^{(r,s)}$, $0 \leq r \leq m$, $0 \leq s \leq n$, form a homogeneous coordinate system on $q^{-1}(U)$. The degree of $x_a^{(r,s)}$ is $(r, s)$.

**Example 5.2.** Let $h : \mathbb{R}_{\geq 0} \times F \to F$ be a homogeneity structure of degree $m$ with a base $h_0(F) = F_0$. Let $n \in \mathbb{N}$. Let us define the action $T^n h : \mathbb{R}_{\geq 0} \times T^n F \to T^n F$ by $(T^n h)_t := T^n h_t$. It is easy to prove that $T^n h$ defines a second homogeneity structure on $T^n F$, this time of degree $m$. Moreover, $T^n h$ commutes with the canonical homogeneity structure $h^{T^n F}$ of the $n$th tangent bundle. Indeed, for a curve $\alpha : \mathbb{R} \to F$ and $t, u \in \mathbb{R}$, both $u. T^n h_t([\alpha]_n)$ and $(T^n h)_t(u.[\alpha]_n)$ are equal to the class of the curve $s \mapsto h_t(\alpha(us))$. Hence, $T^n F$ is a DHS of degree $(m, n)$:

\[
\begin{array}{c}
T^n F \xrightarrow{h_0^{T^n F}} F \\
T^n h_0 \downarrow \downarrow h_0 \\
T^n F_0 \xrightarrow{h_0^{T^n F_0}} F_0
\end{array}
\]

We shall call $T^n h$ the $n$th tangent prolongation of the homogeneity structure $h$ on $F$. 
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**Example 5.3.** Let \((F, h^1, h^2)\) be a DHS of degree \((m, n)\) and let \(k \in \mathbb{N}\). Then the \(k\)-th tangent prolongations \(T^k h^1\) and \(T^k h^2\) commute:

\[
(T^k h^1)_t \circ (T^k h^2)_u = T^k(h^1 \circ h^2) = T^k(h^2 \circ h^1) = (T^k h^2)_u \circ (T^k h^1)_t.
\]

Hence, we obtain three commuting homogeneity structures on \(T^k F\): \(T^k h^1\), \(T^k h^2\), and the canonical homogeneity structure of \(T^k F\), which turn \(T^k F\) into a triple graded bundle.

The main result of this section says that any DHS is locally trivial in the sense that we can find an atlas with local coordinates being simultaneously homogeneous with respect to both homogeneity structures.

**Theorem 5.1.** (On local triviality of DHS)

Let \((F, h^1, h^2)\) be a double homogeneity structure of degree \((m, n)\). There exist a covering \((U)_{U \in M}\) of \(M\) and homogeneous coordinate charts \((\pi^{-1}(U), (x_{(r,s)}, a))_{0 \leq r \leq n, 0 \leq s \leq n}\) whose coordinates \(x_{(r,s),a}\) are homogeneous of bi-degree \((r, s)\) \(\in \mathbb{N} \times \mathbb{N}\). Moreover, the transition functions between the charts preserve this \(\mathbb{N} \times \mathbb{N}\)-grading, and \((F, h^1, h^2)\) can be naturally embedded as a subbundle in the double homogeneity structure \(T^m \theta^m F \simeq T^n \theta^n F \simeq T^m T^n F\).

In the proof of Theorem 5.1 we found out that, for any homogeneity structure \(h\) of degree \(n\) on a manifold \(M\), the tangent space \(T_0 M\) at a point \(\theta \in M_0 = h_0(M)\) admits a canonical decomposition into the direct sum (compare with (23)):

\[
T_0 M = E_0 \oplus E_1 \oplus \ldots \oplus E_n,
\]

where \(E_0 = T_0 M_0\) and \(E_r\) is the image of the projection

\[
1 \frac{d^r}{dt^r} \bigg|_{t=0} H_t : T_0 M \to T_0 M,
\]

and \(H_t\) is defined by (18). Note that the domain of the map \(Q_r\) defined by (19) is only \(E_r \oplus \ldots \oplus E_n\). We prefer to work with the projection (23) whose domain is the whole tangent space \(T_0 M\) that coincides with \(Q_r\) on the domain of \(Q_r\) and which we shall also denote by \(Q_r\). As \(\theta\) varies through \(M_0\), we get the decomposition of the tangent bundle of \(M\) restricted to \(M_0\), \((TM)|_{M_0} = \bigcup_{\theta \in M_0} T_0 M\), into the direct sum of subbundles \(E_0, E_1, \ldots, E_n\). We have also proved there that if only the coordinate chart \((h_0^{-1}(U), (x_{(r,s)}, a))\) (not necessarily homogeneous) on \(M\) is such that \(\frac{\partial}{\partial r_{(r,s),a}}(\theta) \in E_r\) for \(1 \leq r \leq n\) and every \(\theta \in U \subset M_0\), and \((x_{(r,s)}, a)\) are coordinates on \(U\) pulled back to \(h_0^{-1}(U)\), then in the adapted coordinates \((x_{(r,s)}, a)\) the higher tangent bundle \(T^m n M\) the functions \((x_{(r,s),a})\) form a homogeneous coordinate system on \(\tilde{M}\), where \(\tilde{M} \subset \tilde{T}^m n M\) is the image of the canonical embedding of \(M\) into \(T^m n M\) respecting the homogeneity structures. We are ready now to start the proof of our theorem.

**Proof.** We shall embed \(F\) into the jet bundle \(T^{m,n} F\). Let us define \(\beta(t, u) := h^1_o \circ h^2_u : F \to F\) and let \(\beta_p(t, u) = \beta(t, u)(p)\), for \(p \in F\). Let \(\phi : F \to T^{m,n} F\) be defined by

\[
\phi(p) = [\beta_p]_{m,n}.
\]

Observe that \(\phi\) respects the homogeneity structures. We have

\[
\beta_{h_1(s,p)}(t, u) = h^1_o(h^2_o(h^1_o(p))) = h^1_o(h^2_o(p)) = (s \cdot 1 \beta_p)(t, u),
\]

so that \(\phi(h^1(s, p)) = s \cdot 1 \phi(p)\) and, similarly, \(\phi(h^2(s, p)) = s \cdot 2 \phi(p)\). Let

\[
T_0 F = E^1_0 \oplus E^1_1 \oplus \ldots \oplus E^1_m
\]

be the canonical decomposition (28) of the tangent space of \(F\) at a point \(\theta\) in the base \(F_1\). Let us assume that \(\theta \in M\), i.e., \(\theta \in F_1 \cap F_2\). Considering the second homogeneity structure on \(F\), we can write

\[
T_0 F = E^2_0 \oplus E^2_1 \oplus \ldots \oplus E^2_n.
\]
We shall prove that
\[ T_\theta F = \bigoplus_{r,s} E_{r,s}, \]
where \( E_{r,s} = E^1_r \cap E^2_s, 0 \leq r \leq m, 0 \leq s \leq n. \)

Let \( H^1_i : T_\theta F \to T_\theta F, H^1_i = T_\theta h^1_i, i = 1, 2. \) Differentiating \( h^2_u \circ h^1_1 = h^1_1 \circ h^2_u : F \to F \) at \( \theta \), we get
\[ H^2_u \circ h^1_1 = H^1_1 \circ h^2_u. \]

(32)

Recall that \( E^1_r, i = 1, 2, \) is the image of the projection
\[ Q_r^i = \frac{1}{r!} \frac{d^r}{dt^r} \bigg|_{t=0} H^1_i : T_\theta F \to T_\theta F. \]

From (32) we get that \( H^2_u(E^1_r) \subseteq E^1_r, \) for \( 0 \leq r \leq m. \) Hence, also \( Q^2_r \) respects the decomposition (30).

It follows that \( E^1_r = \bigoplus_{s} E^1_r \cap E^2_s \) and (31), as we have claimed. Since \( \theta \) varies through \( M, \) we get the decomposition of \( (TF)|_M \) into a direct sum of the vector subbundles \( E_{r,s} \to M. \)

Let us choose a coordinate chart \( (\pi^{-1}(U), (x_{(r,s),a})) \) for \( \pi : F \to M \) in such a way that \( \frac{\partial}{\partial x_{(r,s),a}}(\theta) \in E_{r,s} \) for \( \theta \in U. \) Assume also that the coordinates \( x_{(r,0),a}, x_{(0,s),b}, x_{(0,0),c} \) are constant on the fibers of \( h^1_0, h^2_0, \) and \( \pi = h^1_0 \circ h^2_0, \) respectively. We claim that in the adapted coordinates \( (x^{(r'),(s')}) \) on \( T^{m,n}F \) the restrictions of \( x_{(r,s),a} \) form a homogeneous coordinate system on \( \tilde{F}. \)

A general idea is to decompose \( \phi \) into the following embeddings:

Here, \( \phi^1 \) and \( \phi^2 \) are the canonical embeddings (11) of the homogeneity structures \( h^1 \) and the tangent prolongation \( \tilde{h}^2 := T_m h^2 \) of \( h^2, \) respectively, into the corresponding higher tangent bundles.

Note that \( \phi^1, \) and for the same reason \( \phi^2, \) respects both homogeneity structures. Indeed, \( \phi^1(h^2_t(p)), p \in F, \) is the class of the curve \( u \mapsto h^1_t(h^2_t(p)) \) in \( T^m F. \) This coincides with
\[ \tilde{h}^2_t(\phi^1(p)) = (T_m h^2_t)([u \mapsto h^1_t(h^2_t(p))]_m) = [u \mapsto h^1_t(h^2_t(p))]_m. \]

Let us consider now \( \tilde{F}^1 := \phi^1(F) \) – the graded subbundle of degree \( m \) of \( T^m F \to F \) with the base \( F_1. \)

Since \( \frac{\partial}{\partial x_{(r,s),a}} \) is tangent to \( E^1_r \) at points of the base \( F_1, \) we conclude that \( (x^{(r')}_{(r,s),a}) \) form a homogeneous coordinate system on \( \tilde{F}^1, \) where \( (x^{(r')}_{(r,s),a}) \) are the adapted coordinates on \( T^m F \to F. \) Moreover, the decomposition (28) applied to \( \tilde{F}^1 \) with respect to the second homogeneity structure \( \tilde{h}^2_t \) on \( T^m F \) reads
\[ T_\theta \tilde{F}^1 = \bigoplus_{\gamma=0}^n (T_\theta \phi^1)(E^2_\gamma). \]

(33)

Indeed, by differentiating \( \phi^1 \circ h^2_t = \tilde{h}^2_t \circ \phi^1 \) at \( \theta, \) we get \( (T_\theta \phi^1)(H^2_t) = \tilde{H}^2_t \circ (T_\theta \phi^1), \) where \( \tilde{H}^2_t = T_\theta \tilde{h}^2 \in \text{End}(T_\theta \tilde{F}^1). \) Hence, \( (T_\theta \phi^1) \circ Q^2_s = Q^2_s \circ (T_\theta \phi^1), \) where \( Q^2_s = \frac{1}{s!} \frac{d^s}{dt^s} \bigg|_{t=0} \tilde{H}^2_t. \) Since \( E^2_s \) is the image of the projection \( Q^2_s, \) the map \( Q^2_s \) is the projection on \( (T_\theta \phi^1)(E^2_\gamma), \) and (33) follows.
Finally, as $\frac{\partial}{\partial x_{(r,s),a}(\theta)} \in E^2_\theta$ and

$$(T_\theta \phi^1) \left( \frac{\partial}{\partial x_{(r,s),a}(\theta)} \right) = \frac{\partial}{\partial x_{(r,s),a}}(\theta) \in T_\theta T^m F,$$

we get

$$\frac{\partial}{\partial x_{(r),a}(\theta)}(\theta) \in (T_\theta \phi^1)(E^2_\theta) \subset T_\theta \tilde{F}^1.$$ 

Hence, in the adapted coordinates $(x_{(r'),(s')})$ on $T^n T^m F$, the functions $(x_{(r),a}(\theta))$ are homogeneous coordinates on $\phi^2(\tilde{F}^1)$. Moreover, $\phi^2(\tilde{F}^1)$ is identified with $\tilde{F} = \phi(F)$ by means of the isomorphism $I$ (27), and $I^*((x_{(r),a}(\theta))) = x_{(r,s),a}$. This proves our claim and completes the proof of the theorem, as $I^{-1} \circ \phi^2 \circ \phi^1 : F \to \tilde{F}$ intertwines the double homogeneity structures on $F$ and $\tilde{F}$.

One can obtain, quite in parallel to the above proof for a DHS, a similar result for a general $r$-tuple homogeneity structure.

**Theorem 5.2.** Let $(F,h^1,\ldots,h^r)$ be a $r$-tuple homogeneity structure of degree $(m_1,\ldots,m_r)$. There exist a covering $(U)_{U \in \mathcal{U}}$ of $M = \pi(F)$, $\pi = h_0^1 \circ \cdots \circ h_0^r$, and homogeneous coordinate charts $(\pi^{-1}(U), x_{(k_1,\ldots,k_r)})$, $0 \leq k_1, \leq m_1, \ldots, 0 \leq k_r \leq m_r$, whose coordinates $x_{(k_1,\ldots,k_r)}$ are homogeneous of degree $(k_1,\ldots,k_r) \in \mathbb{N}^r$. Moreover, the transition functions between the charts preserves this $\mathbb{N}^r$-grading, and $(F,h^1,\ldots,h^r)$ can be naturally embedded as a subbundle in the $r$-tuple homogeneity structure $T^{m_1,\ldots,m_r} F \cong T^{m_1}(\ldots(T^{m_r} F)\ldots)$.

**Remark 5.1.** In the case of a double homogeneity structure $(F,h^1,h^2)$ of degree $(1,1)$, and so a double vector bundle, the above theorem provides an alternative proof of a local decomposition theorem for a double vector bundle. Any double vector bundle $(F,h^1,h^2)$ can be canonically embedded into double vector bundle $T^{1,1} F \cong (T(T F); T F, T F; F)$. The adapted coordinates on $T T F$ give, by restrictions, homogeneous coordinates on $\tilde{F}$ (the isomorphic image of $F$ in $T T F$). More generally, for an $r$-tuple homogeneity structures, if each of these homogeneity structures is of degree 1, so each corresponds to a vector bundle structure, we obtain an $r$-vector bundle in the terminology of [3]. Hence, any $r$-vector bundle $F$ can be canonically embedded as an $r$-vector subbundle of $T^{1,1,\ldots,1} F \cong T(T(\ldots(T F)\ldots))$. It follows that an $r$-vector bundle $F$ decomposes locally (although not canonically) as

$$F \cong U \times \prod_{\varepsilon \in \{0,1\}^r, \varepsilon \neq 0} V_\varepsilon$$

for some open set $U$ and vector spaces $V_\varepsilon$.

**Remark 5.2.** Note that if $\Delta^1_F$, $i = 1, 2$, are weight vector fields (7) on $F$ defining a double homogeneity structure on $F$ of degree $(m,n)$, then $\Delta_F := \Delta^1_F + \Delta^2_F$ defines a homogeneity structure on $F$ of degree $m + n$. For example, with a double vector bundle one can associate a homogeneity structure of degree 2 like in Example (5.2). In other words, commuting weight vector fields, unlike the Euler vector fields associated with vector bundles, are closed with respect to addition.
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