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Abstract

Within the environmental context, numerical modeling is a promising approach to assess the energy efficiency of building. Resilient buildings need to be designed, capable of adapting to future extreme heat. Simulations are required assuming a one-dimensional heat transfer problem through walls and a simulation horizon of several years (nearly 30). The computational cost associated with such modeling is quite significant and model reduction methods are worth investigating. The objective is to propose a reliable reduced-order model for such long-term simulations. For this, an alternative model reduction approach is investigated, assuming a known Proper Orthogonal Decomposition reduced basis for time, and not for space as usually. The model enables computing parametric solutions using basis interpolation on the tangent space of the GRASSMANN manifold. Three study cases are considered to verify the efficiency of the reduced-order model. Results highlight that the model has a satisfying accuracy of $10^{-3}$ compared to reference solutions. The last case study focuses on the wall energy efficiency design under climate change according to a four-dimensional parameter space. The latter is composed of the load material emissivity, heat capacity, thermal conductivity and thickness insulation layer. Simulations are carried over 30 years considering climate change. The solution minimizing the wall work rate is determined with a computational ratio of 0.1% compared to standard approaches.
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1 Introduction

Within the environmental context, it becomes a major issue to focus on reducing building energy consumption [1]. The latter is responsible for one-third of the world’s global energy consumption. With climate change, resilient buildings need to be designed, capable of adapting to future extreme heat. Numerical tools such as building simulation programs have been elaborated to predict energy efficiency and help building’s design. An extensive review of such programs is proposed in [2, 3].

Those numerical tools intend to model several physical phenomena. Among others, the heat transfer process through porous walls is one of the most important since building energy consumption emanates mostly from this component. To assess these phenomena, several numerical methods have been developed and included in the building simulation programs as presented in [4]. The methods are based on classical numerical approaches such as finite-differences or finite-volumes. In terms of time integration, both EULER implicit and explicit schemes are employed [5–9]. However, those methods face important issues. Particularly within the engineering context of building wall design, one aims at performing several parametric studies. Particularly when considering the climate change context, simulations are carried out over several years and parametric investigations become computationally costly.

Model reduction methods are worth investigations to cut the computational burden of classical approaches. It represents interesting strategies since they intend to compute solutions with a lower computational cost while preserving the whole complexity of the physical phenomena. Lumped models, such as lumped capacitance ones do have a lower computational cost but the predictions’ reliability are questionable as remarked in [10, 11]. In recent years, several works have been published to propose reduced-order models for the computation of diffusion problems in building physics [12]. The efficiency of a reduced-order model can be stated according to three criteria: (i) the accuracy of the solution, (iii) the computational reduction and (iii) the ability to perform parametric computations.
In [13] the heat conduction transfer is computed according to the diffusivity of the layer through a Modal Identification Method (MIM) reduced-order model. Other works with this method arise from the primer works of Girault, Pettit, and Videcoq in [14, 15]. Other applications consist in identifying boundary fluxes or surface temperature in [16–19]. In [20, 21], the Proper Generalized Decomposition (PGD) is used to compute the heat and mass transfer in porous walls for one and two-dimensional problems. A Spectral reduced method is employed to solve similar problems in [10, 22]. The well-known Proper Orthogonal Decomposition (POD) is also used in [23, 24]. In [25] the POD is combined with discrete empirical interpolation to solve diffusive problems. Parametric solutions are elaborated with both PGD and POD methods. In [26], the wall energy efficiency is computed according to the thickness and thermal diffusivity of the layers. A parametric solution is proposed in [27] to compute the heat transfer in soil within the urban environment. In [28], the two-dimensional heat transfer is solved for different climatic boundary conditions. All those methods (except the MIM) are based on a separated representation of the solution. In other words, the solution is assumed by a sum up to \( N \) modes of function product, where each basis depends on one coordinate of the problem (space, time and sometimes parameter). All those reduced-order models show very satisfying accuracy and computational reduction compared to standard approaches.

However, one drawback can be highlighted in the degree of freedom of the solution (See Section 4.1 for a precise definition), which is directly related to the computational cost. The above-mentioned model reduction methods require determining the reduced basis related to the time coordinate. For instance, the POD or Spectral approaches set the space reduced basis using preliminary solution (POD) or orthogonal polynomials (Spectral) and only the temporal coefficients need to be determined. Nevertheless, when performing wall design, the diffusion model is generally assumed as one-dimensional and the simulations are carried out for several years. Thus, the solution degree of freedom scales with \( \mathcal{O}(10^2) \) for space\(^1\) and with \( \mathcal{O}(10^4) \) for time\(^2\). Thus, by setting the reduced basis for space and determining the temporal coefficient, the degree of freedom of the model reduction solution is still high, at the order \( \mathcal{O}(10^4) \).

Regarding the reduced-model parametric solutions, the PGD focuses on directly computing the reduced basis related to the parameter of interest. In the works related to the POD [23, 24, 28], the solution is not parametric per se. Recent works [27, 28] investigate the accuracy of the POD basis by using the same reduced basis for space for computations with different parameters. However, the accuracy of this approach can be very low in some cases as noted in [23]. To overcome this difficulty, it is possible to interpolate the POD basis function according to the parameter. Direct standard approaches such as LAGRANGE interpolation are often ineffective for basis interpolation. That is why, in the context of reduced-order models in fluid mechanics, a strategy based on interpolation on a tangent space of GRASSMANN manifold has been recently developed to compute basis functions associated with new parameters [29–33].

Thus, the objective of this article is twofold. First, it explores an alternative strategy where the time reduced basis is set and the spatial coefficients are the unknowns to be computed. The reduced basis is built using a preliminary computed solution for the classical POD. Then, a boundary value problem is defined to compute the spatial coefficients of the reduced model. The idea originates from recent works on the method of horizontal lines proposed in [34]. Then, a step further is proposed compared to approaches from the literature in building physics. Secondly, the parametric dependence of the problem is done by using interpolation based on a tangent space to a GRASSMANN manifold.

The article is structured as follows. Next, Section presents the physical model of heat transfer in multi-layers walls. Then, Section 3 presents the model reduction methods and the basis interpolation approach. Section 4 proposes three case study used to verify the reduced-order model efficiency [35]. Last, Section 5 uses the reduced order model for a parametric wall energy efficiency design over 10 years considering the climatic change.

2 Description of the Physical model

First, the model describing the physical phenomenon occurring in the wall is described.

\(^1\) considering a sufficiently refined grid to reach accuracy.

\(^2\) At least 8860 for one year since the climatic boundary conditions are given with one hour time step.
2.1 Physical model

2.1.1 Space and time domains

The problem involves heat transfer through the facade of a building composed of several materials. The domain is defined by \( \Omega_x = [0, \ell] \), where \( \ell [m] \) is the length of the wall. The wall is composed of \( N_\ell \) layers as illustrated in Figure 1. Thus, the domain \( \Omega_x \) is the union of several sub-domains:

\[
\Omega_x = \bigcup_{i=1}^{N_\ell} \Omega^i_x,
\]

where \( \Omega^i_x \) corresponds to the sub-domains of the layer \( i \):

\[
\Omega^i_x = [\ell_i, \ell_{i+1}]
\]

where by convention \( \ell_1 = 0 \) and \( \ell_{N_\ell+1} = \ell \). Two types of domain boundaries are defined. The first one corresponds to the interface between the wall and the ambient air:

\[
\Gamma_L = \{ x = \ell \}, \quad \Gamma_R = \{ x = 0 \}.
\]

The second boundary is related to the interface between two layers:

\[
\Gamma_i = \{ x = \ell_{i+1} \}, \quad \forall i \in \{ 1, \ldots, N_\ell - 1 \}.
\]

Regarding, the time domain, the phenomena occur over the interval \( \Omega_t = [0, t_\ell] \).

2.1.2 Heat transfer

For each layer \( i \), the one-dimensional heat transfer governing equation is:

\[
c_i \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( k_i \frac{\partial T}{\partial x} \right), \quad \forall x \in \Omega^i_x, \quad t \in \Omega_t, \quad \forall i \in \{ 1, \ldots, N_\ell \},
\]

where the material properties of each layer are the thermal conductivity \( k_i [W.m^{-1}.K^{-1}] \) and the volumetric heat capacity \( c_i [J.m^{-3}.K^{-1}] \). At the interface between the wall and the outside air, convective, short and long wave radiation heat transfer occur [36]. Thus, the boundary conditions are formulated as:

\[
-k_1 \frac{\partial T}{\partial x} + h_L(t)T + \varepsilon \sigma T^4 = h_L(t)T_{\infty,L}(t) + \varepsilon \sigma T_{\infty}(t)^4 + q_{\infty,L}(t), \quad x \in \Gamma_L,
\]

where \( h_L [W.m^{-2}.K^{-1}] \) is the surface heat transfer coefficient at the interface between the wall and the outside air. It depends on the outside air velocity \( v_{\infty,L} \) according to [37]:

\[
h_L(t) = h_{L,0} + h_{L,1} \cdot \frac{v_{\infty,L}(t)}{v_0}.
\]

The outside air temperature \( T_{\infty,L} \) also varies according to the climatic data. The long wave radiation are considered in the modeling with \( T_\infty \) being the sky temperature, \( \sigma = 5.67 \cdot 10^{-8} \ W.m^{-2}.K^{-4} \) being the STEFAN–BOLTZMANN constant and \( \varepsilon [-] \) being the emissivity of the surface. In addition, \( q_{\infty,L} \) is the incident short wave radiation flux. Since the difference between the surface temperature and sky temperature is expected to be lower than 100 °C, the nonlinear long wave radiation term are linearized according to [38] and the boundary condition (1) becomes:

\[
-k_1 \frac{\partial T}{\partial x} + \left( h_L(t) + h_\infty(t) \right) = h_L(t)T_{\infty,L}(t) + h_\infty(t)T_\infty(t) + q_{\infty,L}(t), \quad x \in \Gamma_L.
\]
where \( h_\Omega \) is the radiative equivalent surface transfer coefficient given by:

\[
 h_\Omega(t) = 4 \epsilon \sigma T_\Omega^3(t). 
\]

On the right boundary condition, at the interface between the wall and the inside ambient air, only convective heat transfer occurs. It is assumed that the radiation between inside surfaces is negligible. Thus, the boundary condition is formulated as ROBIN type:

\[
k_{N_\ell} \frac{\partial T}{\partial x} + h_R T = h_R T_\infty, R(t), \quad x \in \Gamma_R,
\]

The inside ambient temperature \( T_\infty, R \) is varying according to set-up condition of the heating and cooling systems. The inside surface transfer coefficient is assumed as constant.

At the interface between two layers, the continuity of the heat flux and of the fields is assumed. Thus, those two conditions are formulated as:

\[
 T(x - \varepsilon, t) = T(x + \varepsilon, t),
\]

\[
k_i \frac{\partial T}{\partial x} \bigg|_{x - \varepsilon} = k_{i+1} \frac{\partial T}{\partial x} \bigg|_{x+\varepsilon}, \quad \forall \varepsilon \to 0, \quad x \in \Gamma_i \quad \forall i \in \{1, \ldots, N_\ell - 1\}.
\]

Last, the initial condition is given by:

\[
 T(x, t = 0) = T_0(x), \quad \forall x \in \Omega^i_x, \quad \forall i \in \{1, \ldots, N_\ell\},
\]

where \( T_0 \) is a given function of space.

**2.1.3 Calculated outputs**

The calculated outputs, \( i.e. \) the important quantities computed with the model and used for investigating the physical phenomena are introduced. The first output of interest is the temperature \( T \) computed in layer \( i \) according to time and space. In addition, the heat diffusion flux \( j_i \ [W \cdot m^{-2}] \) is defined as:

\[
 j_i = -k_i \frac{\partial T}{\partial x}, \quad \forall i \in \{1, \ldots, N_\ell\}.
\]

Based on the thermodynamic analysis of \([39, 40]\), the wall is equivalent to a reversible engine operating between the outside and inside sources. The engine wall dissipates its entire work output into a heat engine.
that can releases heat to the inside or outside sources. Within this approach, the work rate \( w \) \([\text{W} \cdot \text{m}^{-2}]\) is computed according to:

\[
w(t) = j_{\infty,R} \left( \frac{T_{\infty,L}}{T_{\infty,R}} - 1 \right),
\]

where \( j_{\infty,R} \) is the flux received by the ambient zone:

\[
j_{\infty,R} = j(x = \ell, t),
\]

The so-called net consumed work \( \mathcal{W} \) \([\text{J} \cdot \text{m}^{-2}]\) is:

\[
\mathcal{W} = \int_{\Omega} w(t) \, dt.
\] (2)

This approach can be used for thermal insulation design problems, as for building walls. For such problems, the objective is to minimize the heat leaks towards outside during winter conditions and inside during summer ones. This feature are enhanced in Figure 2 according to the sign of the consumed work. For the first case, the heat flux is directed toward the outside ambient air, i.e. the wall is cooling the inside zone. It is combined with summer conditions where the outside temperature is higher than the inside one. Thus, the wall do not require an additional air conditioner system to cool the inside ambient air. The consumed work is defined as negative and the wall works as an heat engine. On the contrary, when the heat flux is still negative and winter conditions are reached. The wall is cooling the inside zone so the inside ambient zone requires a heat pump to maintain occupants’ comfort. Interested readers are invited to consult [39] for further details and description of this approach.

![Figure 2. Wall operating according to the direction of the flux and the temperature difference, based on [39, Table 1].](image)

### 2.2 Dimensionless model

Before developing any numerical algorithm to compute the governing equations, a dimensionless model is formulated [10, 11, 41]. For each layer \( i \), the dimensionless temperature is defined:

\[
u_i = \begin{cases} 
\frac{T - T_{\min}^i}{T_{\max}^i - T_{\min}^i}, & x \in \Omega_x^i, \\
0, & x \notin \Omega_x^i, 
\end{cases} \quad \forall i \in \{1, \ldots, N_{\ell}\},
\]
where $T^{\text{max}}$ and $T^{\text{min}}$ are chosen reference temperature values. Unit-less space and time coordinates are set:

$$
\left( \chi_i = \frac{x - \ell_i}{\ell_{i+1} - \ell_i}, \tau = \frac{t}{t_0} \right) \in \left[ 0, 1 \right] \times \left[ 0, \tau_\ell \right], \quad \forall i \in \{1, \ldots, N_\ell\}.
$$

The dimensionless temperature for each layer $i$ is solution of the following governing equation:

$$
\frac{\partial u_i}{\partial \tau} - F_{o_i} \frac{\partial^2 u_i}{\partial \chi_i^2} = 0, \quad \forall i \in \{1, \ldots, N_\ell\}.
$$

(3)

By convention, for the layer $i$, the left side boundary condition corresponds to the ROBIN boundary condition of $\Gamma_L$ or to the continuity of the field:

$$
- \frac{\partial u_i}{\partial \chi_i} + \left( B_{iL} + B_{iR} \right) u_i = B_{iL} u_{\infty,L} + B_{iR} u_{\infty,R} + \varrho_{\infty,L}, \quad \chi_i = 0, \quad i = 1,
$$

(4a)

$$
u_i(\chi_i = 0, \tau) = u_{i-1}(\chi_{i-1} = 1, \tau), \quad \forall i \in \{2, \ldots, N_\ell - 1\}.
$$

(4b)

Respectively, the right side boundary condition of the layer $i$ can be the ROBIN boundary condition of $\Gamma_R$ or the continuity of the flux:

$$
\left. \frac{\partial u_i}{\partial \chi_i} \right|_{\chi_i = \ell_{i+1}} = \kappa_{i+1} \left. \frac{\partial u_{i+1}}{\partial \chi_{i+1}} \right|_{\chi_{i+1} = 0}, \quad \forall i \in \{1, \ldots, N_\ell - 1\},
$$

(5a)

$$
\frac{\partial u_i}{\partial \chi_i} + B_{iR} u_i = B_{iR} u_{\infty,R} + \varrho_{\infty,R}, \quad \chi_i = 1, \quad i = N_\ell.
$$

(5b)

The boundary fields are transformed according to:

$$
u_{\infty} = \frac{T_{\infty} - T^{\text{min}}}{T^{\text{max}} - T^{\text{min}}},
$$

$$
\varrho_{\infty,L} = \frac{\ell_2}{k_i (T^{\text{max}} - T^{\text{min}})} \nu_{\infty,L}, \quad \nu_{\infty,R} = \frac{\ell - \ell_{N_\ell}}{k_{N_\ell} (T^{\text{max}} - T^{\text{min}})} \nu_{\infty,R}.
$$

Last the initial condition is:

$$
u_i(\chi_i, t = 0) = u_0(\chi_i), \quad \forall \chi_i \in \Omega_x^i, \quad \forall i \in \{1, \ldots, N_\ell\}.
$$

As remarked in Eqs (3), (4) and (5), the dimensionless formulation enables to highlight important scaling parameters as the FOURIER Fo and Biot Bi numbers:

$$
F_{o_i} = \frac{k_i t_0}{c_i (\ell_{i+1} - \ell_i)^2}, \quad \forall i \in \{1, \ldots, N_\ell\},
$$

$$
\kappa_{i+1} = \frac{k_{i+1}}{k_i} \left( \frac{\ell_i - \ell_{i-1}}{\ell_{i+1} - \ell_i} \right), \quad \forall i \in \{1, \ldots, N_\ell - 1\},
$$

$$
B_{iL} = \frac{h_L \ell_2}{k_1}, \quad B_{iR} = \frac{h_{\infty,R} \ell_2}{k_1}, \quad B_{iR} = \frac{h_{R} (\ell - \ell_{N_\ell})}{k_{N_\ell}}.
$$

where $t_0$ is a chosen reference time scale.
3 Numerical models

The numerical models are used to solve the governing equation and assess the prediction of the physical phenomena are now described. In the literature, Eq. (3) can be solved using approaches such as finite-difference method [42], finite-volume method [6] or finite-element method [43]. For the sake of compactness, the finite-difference method is briefly presented as background of traditional approaches. It is referenced as the Complete Original Model (COM). Then, the model reduction methods are presented. For the sake of clarity, the methods are described for one layer only \( \Omega^i_x, \forall i \in \{1, \ldots, N_t\} \).

Figure 3 illustrates briefly the methodology. Traditional methods as finite-differences seek to compute the value of the solution at each time and space grid using approximation of the operators. One understands that the number of unknowns (or degree of freedom as defined in Section 4.1) to compute is \( N_\chi \times N_{\tau} \). For the reduced-order model (ROM), the solution is assumed as decomposed on space and time functions. Usually, the POD is built with space reduced basis. So the reduced basis \( \{ \phi_n \} \) is preliminary computed during the offline phase using a solution of the problem. Then, during the online phase, knowing the function \( \phi_n(\chi) \) only the temporal coefficients \( \{ a_n \} \) need to be computed. The degree of freedom is \( N \times N_{\tau} \) (at each time step \( N \) coefficients are determined). The order of the ROM \( N \) is expected to be low (a few tens) so that the degree of freedom is lower than complete order model. Thus, faster computations are hoped. Here, an alternative approach is investigated. Instead of determining the space functions, a time reduced basis \( \{ \psi_n \} \) is preliminary built. This alternative is justified by the fact that the problem (simulation over 30 years) has higher time scale than spatial one. Knowing the time reduced basis, only the coefficients \( \psi_n \) require to be computed. The degree of freedom is \( N \times N_\chi \).
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Complete Order Model

- online: solution is computed for each time and spatial discrete nodes (finite-difference method)

POD reduced order model with space function basis

- offline: preliminary computation of function basis \( \{ \phi_n \} \)
- online: computation of coefficients through a IVP problem \( \{ a_n \} \)

POD reduced order model with time function basis

- offline: preliminary computation of function basis \( \{ b_n \} \)
- online: computation of coefficients through a IVP problem \( \{ \psi_n \} \)

Figure 3. Illustration of the construction of the reduced-order models based on POD approach compared to the complete original model obtained by finite-difference methods and Euler time scheme.

3.1 Classical approach: Large original model

A uniform discretisation in space is adopted, where \( \Delta \chi \) is the mesh parameter with \( \chi_{i,j} = j \cdot \Delta \chi \) with \( j \in \{1, \ldots, N_{\chi} \} \) and \( N_{\chi} \) being the total number of space points. Following the methods of horizontal line proposed by [44], the semi-discrete values of function \( u_i \) are denoted by \( u_{i,j} = u_i(\chi_j, \tau) \). Recalling that index \( i \) stands for the layer where equation are computed. The semi-discretisation of Eq. (3) yields to:

\[
\frac{du_{i,j}}{d\tau} = \frac{F_0}{\Delta \chi^2} \left( u_{i,j+1} - 2u_{i,j} + u_{i,j-1} \right). \tag{6}
\]

Similarly, a second-order semi-discretisation is performed for the boundary conditions, Eqs. (4a) and (5b), and for the interface condition (5a). The obtained initial value problem is solved using an explicit RUNGE–KUTTAof order 4 solver with a set tolerance [45]. This model is denoted by the Large (or complete) Original Model (LOM). The degree of freedom of the solution (See definition in Section 4.1) scales with:

\[
\mathcal{D}(\text{LOM}) = N_{\chi} \times N_{\tau},
\]

where \( N_{\tau} \) is the number of time steps where the solution \( u_i(\chi_{i,j}, t) \) is computed.
3.2 POD reduced-order model with time reduced basis

The issue is to approximate the solution of the governing equation with a lower degree of freedom. It aims in building a reduced-order model (ROM). Several approaches are used in the literature [12, 22] and the Proper Orthogonal Decomposition (POD) is one of the most used and widely known. Interested readers are invited to consult [46–50] a primary overview. It assumes that the solution is approximated by:

$$u_i(\chi_i, \tau) \approx \hat{u}_i(\chi_i, \tau) = \sum_{n=1}^{N} \phi_n^i(\chi_i) a_n^i(\tau),$$

(7)

where $$\{\phi_n^i\}_{n=1}^{N}$$ is the POD reduced basis that depend on space coordinate $$\chi_i \in \Omega^i$$. Here, a basis is built per layer indicated by the index $$i$$. Using such approximation, the temporal coefficient $$\{a_n^i\}_{n=1}^{N}$$ are solution of a set of $$N$$ ordinary differential equations, obtained by GALERKIN projection of the governing equations onto each basis function $$\phi_n^i$$. This ROM is then solved using any time-integrator solver such as RUNGE–KUTTA. Such model is denoted by PODt, as ROM based on POD with temporal coefficients to compute. Given the time horizon of the problem, the degree of freedom scales with:

$$\mathcal{O}(\text{POD}_t) = N \times N_\tau,$$

where $$N_\tau$$ is the number of time steps required by the time solver and $$N$$ the model order which scales with a few ten $$N = \mathcal{O}(10)$$. Thus, even if $$N \ll N_\chi, N_\tau$$ is still high for long-term simulation problem.

Another method is explored following the works on horizontal lines applied to complete models in [34, 51]. The proposed approximation of the solution is the following:

$$u_i(\chi_i, \tau) \approx \hat{u}_i(\chi_i, \tau) = \sum_{n=1}^{N} \psi_n^i(\tau) b_n^i(\chi_i),$$

(8)

Here the $$\{\psi_n^i\}_{n=1}^{N}$$ is the POD reduced basis that depends on time coordinate $$\tau$$. Again, one basis is built per layer $$i$$. The model is denoted by PODx, as POD ROM with spatial coefficients to compute. It is built using an a posteriori approach assuming $$N_s$$ snapshots of the solution of the governing equation (3) previously computed [49]. With those snapshots, the correlation matrix is evaluated by:

$$C = \left[ C_{mp} \right], \quad \forall (m, p) \in \{1, \ldots, N_s\}^2,$$

$$C_{mp} = \int_0^1 u_i(\chi_i, \tau_m) u_i(\chi_i, \tau_p) d\chi.$$

The vector basis $$\{\psi_n^i\}_{n=1}^{N}$$ equals to the eigenvectors of matrix $$C$$ corresponding to the $$N$$ highest eigenvalues. Note that the vectors are orthogonal and that the solution can be approximated on this basis of small size $$N$$ by $$u_i = \sum_{n=1}^{N} \psi_n^i b_n^i$$. Then, the spatial coefficient coefficients $$\{b_n^i\}_{n=1}^{N}$$ are computed by inserting the approximation (8) into Eq. (3):

$$\sum_{n=1}^{N} \frac{d\psi_n^i}{d\tau} b_n^i - F_0 \sum_{n=1}^{N} \psi_n^i \frac{d^2 b_n^i}{d\chi_i^2} = 0,$$

(9)

By projecting Eq. (9) on each vector $$\psi_m^i$$ and using the orthogonality property of the vector basis, a system of $$N$$ boundary value problems is obtained for each layer $$i$$:

$$\sum_{m=1}^{N} \alpha_{nm} b_m^i - F_0 \frac{d^2 b_n^i}{d\chi_i^2} = 0, \quad \forall n \in \{1, \ldots, N\}, \quad \forall i \in \{1, \ldots, N_t\}$$

(10)

with

$$\alpha_{nm} = \int_0^\tau \psi_n^i \frac{d\psi_m^i}{d\tau} \ d\tau.$$
Similarly, the approximation (8) is introduced into the boundary conditions equations (4) and (5). After projection, one obtains the left boundary conditions for the first layer \( i = 1 \) and the layers 2 to \( N_L \):

\[
\begin{align*}
- \frac{db^i_n}{d\chi_i} + \sum_{m=1}^{N} \delta^L_{nm} b^i_m &= \beta^L_n, \quad \chi_i = 0, \quad i = 1, \\
\beta^L_n &= \frac{1}{\Omega_1} \sum_{m=1}^{N} \delta^L_{nm} b^i_m, \quad \chi_i = 1, \quad i = 1, \\
\end{align*}
\]

(11)

and the right boundary conditions for layers 1 to \( N_L - 1 \) and for the last layer \( i = N_L \):

\[
\begin{align*}
\frac{db^i_n}{d\chi_i} + \sum_{m=1}^{N} \delta^R_{nm} b^i_m &= \beta^R_n, \quad \chi_i = 1, \quad i = N_L. \\
\end{align*}
\]

(12)

The coefficients \( \beta^L_n, \beta^R_n, \delta^L_{nm}, \delta^R_{nm}, \gamma^L_n \) and \( \gamma^R_n \) are defined according to:

\[
\begin{align*}
\beta^L_n &= \int_0^{\tau} \varphi^i_n (B_L u_{\infty}, L + B_{\bar{\varphi}} u_{\bar{\varphi}} + \varphi_{\infty}, L) d\tau, \\
\beta^R_n &= \int_0^{\tau} \varphi^i_n (B_R u_{\infty}, R + \varphi_{\infty}, R) d\tau, \\
\delta^L_{nm} &= \int_0^{\tau} \varphi^i_n \psi^i_m d\tau, \\
\delta^R_{nm} &= \int_0^{\tau} B_R \varphi^i_n \psi^i_m d\tau, \\
\gamma^L_n &= \int_0^{\tau} \varphi^i_n \psi^i_{m-1} d\tau, \\
\gamma^R_n &= \int_0^{\tau} \varphi^i_n \psi^i_{m+1} d\tau. \\
\end{align*}
\]

(13a) (13b) (13c)

Note that if Biot coefficients \( B_L, B_{\bar{\varphi}} \) and \( B_R \) do not depend on time, then we have:

\[
\delta^L_{nm} = \delta^R_{nm} = \begin{cases} 1, & n = m, \\
0, & n \neq m, \end{cases}
\]

due to the orthogonality of the basis vectors. Equations (10), (11) and (12) enable to compute the spatial coefficients \( \{ b^i_n \}_{n=1}^{N} \) for each layer \( i \). With this approach, the problem to solve scale with \( N_X \times N \). It is computed using a boundary value problem solver based on the three-stage Lobatto formula with a fourth-order accuracy. It is implemented in the Matlab environment with the bvp4c function and a set tolerance \([45, 52]\). Two important advantages can be remarked. First, the implementation using Matlab solver enables to obtain straightforwardly the spatial derivative of the coefficients, namely \( \frac{db^i_n}{d\chi_i} \), \( \forall n \in \{1, \ldots, N\} \). Thus, the heat flux can be easily obtained through the space derivative of the solution:

\[
\frac{\partial u_i}{\partial \chi_i} = \sum_{n=1}^{N} \psi^i_n(\tau) \frac{\partial b^i_n}{d\chi_i}.
\]

The second advantage is that the numerical method faces no numerical stability regarding the time discretisation. The scheme is unconditionally stable.

### 3.3 Reduced basis interpolation

Since the POD is an a posteriori model reduction method, a preliminary computation of the field is required to compute the vector basis. As a consequence, the basis \( \psi \) from Eq. (8) is constructed for a given parameters \( p \) of the model such as Fourier or Biot coefficients. Thus, to have a parametric solution, a mapping is required between the reduced basis obtained for a parameter \( p \) and another one \( \bar{p} \). For this, we denote by \( \Omega \) the set of parameter:

\[
p = (p_1, \ldots, p_{N_p}) \in \Omega, \quad \Omega = \bigcup_{q=1}^{N_p} \Omega_q^p, \quad \Omega_q^p = [p_{q,\text{min}}, p_{q,\text{max}}],
\]
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where \( N_p \) is the total number of varying parameters and \( p^\text{min}_q, p^\text{max}_q \) are the lower and upper bound of the parameter \( p_q \). Then, the parametric solution is defined by:

\[
\begin{align*}
\Omega_x \times \Omega_t \times \Omega_p & \rightarrow \mathbb{R} \\
(\chi, \tau, p) & \mapsto u(\chi, \tau, p).
\end{align*}
\]

Note that the subscript \( i \) corresponding to the layer is omitted for the sake of clarity and without loss of generality. To achieve it, we propose to interpolate the preliminary computed POD basis \( \{ \psi^b_n \} \) by using the interpolation on a tangent space of GRASSMANN manifold. This approach is specially designed and adapted for basis interpolation. In the context of ROM, it was introduced by AMSALLEM and FARHA [33] to solve parametric aeroelasticity problem. The approach was also applied successfully to solve compressible flow [31], NAVIER–STOKES equations or control problems [53-55]. In this paper, we use the methodology proposed by [33] so, in the following, we give only the algorithm. More details can be founded in [33]. Note that some alternative approaches exist as presented in [29, 30, 32].

Consider a set of \( N_b \) POD basis (previously) computed for parameters in the parameter space \( \Omega_p \):

\[
\left\{ \Psi_n^j \right\}_{n=1}^{N_b} = \left\{ \psi_n(\tau, p_1), \ldots, \psi_n(\tau, p_{N_b}) \right\}_{n=1}^N,
\]

and \( \left[ \Psi^1 \right], \ldots, \left[ \Psi^{N_b} \right] \) the associated vector subspace belonging to the GRASSMANN manifold. The interpolation method is as follows:

1. Choose a reference point \( p_0 \in \left\{ p_1, \ldots, p_{N_b} \right\} \), with its associated vector subspace \( \left[ \Psi^{j_0} \right] \).
2. Each remaining \( \left[ \Psi^j \right] \) is mapped to the tangent space at the reference point by using the logarithmic application:

\[
\Gamma_j = U_j \arctan \left( \Sigma_j \right) V_j^T, \quad \forall j \in \left\{ 1, \ldots, N_b \right\}, \quad j \neq j_0,
\]

where \( U_j, \Sigma_j \) and \( V_j \) are obtained by singular value decomposition (SVD) according to:

\[
\left( I - \Psi_{j_0}^T \Psi_{j_0} \right) \Psi_j \left( \Psi_{j_0} \Psi_{j_0}^T \right)^{-1} \text{svd} = U_j \Sigma_j V_j^T, \quad \forall j \in \left\{ 1, \ldots, N_b \right\}, \quad j \neq j_0,
\]

noting that super script \( ^T \) stands for the conjugate transpose operation.

3. On the tangent space, interpolate \( \Gamma_1, \ldots, \Gamma_{N_b} \) to obtain \( \tilde{\Gamma} \) associated to a new parameter \( \tilde{p} \). Since this tangent space is a vector space, the standard interpolation methods can be used. In this paper, the Radial Basis Function (RBF) method is employed. Then,

\[
\tilde{\Gamma} = \tilde{\Gamma}_{mn}, \quad (m, n) \in \left\{ 1, \ldots, N_r \right\} \times \left\{ 1, \ldots, N \right\},
\]

\[
\tilde{\Gamma}_{mn} = \sum_{b=1}^{N_b} \alpha_b \phi_b \left( d(p_b - \tilde{p}) \right),
\]

where \( \alpha_b \in \mathbb{R} \) are the weighting coefficients determined using \( \left\{ \Gamma_{j,m,n} \right\}_{j=1}^{N_b} \), \( \phi \) is the radial basis function and \( d \) stands for the EUCLIDEAN distance in the parameter space.

4. Compute the interpolated subspace vector \( \tilde{\Psi} \) by using the exponential mapping such as:

\[
\tilde{\Psi} = \Psi_{j_0}^T \tilde{V} \cos(\tilde{\Sigma}) + \tilde{U} \sin(\tilde{\Sigma}),
\]

where \( \tilde{U}, \tilde{\Sigma} \) and \( \tilde{V} \) are obtained by SVD of \( \tilde{\Gamma} \):

\[
\tilde{\Gamma} \text{svd} = \tilde{U} \tilde{\Sigma} \tilde{V}^T.
\]

4 Verification of model’s efficiency

The POD numerical solution requires a verification with a reference one according to ASME standard [56]. This Section presents the metrics to evaluate the efficiency and three case study considered for verification.
4.1 Metrics to evaluate the numerical efficiency

Several metrics are defined to judge the efficiency of a numerical model. First, the degree of freedom of the solution $\mathcal{D}$ is defined as the number of unknowns to be computed to obtain a solution for a certain accuracy. The second criteria is the accuracy of the computed numerical solution $y$ against a reference solution denoted by the superscript ref. Two errors metrics are defined according to:

$$\varepsilon_2 \circ y(\tau) = \left( \int_{\Omega_y} \left( y(\chi,\tau) - y^{\text{ref}}(\chi,\tau) \right)^2 \, d\chi \right)^{1/2}.$$  
$$\varepsilon_\infty \circ y = \max_{\Omega_y} \varepsilon_2(\tau).$$

When focusing on parametric solution that depends on space $\chi$, time $\tau$ and parameter $p$ coordinates, the following error is defined:

$$\varepsilon_{\infty} \circ y = \max_{\Omega_p} \left( \varepsilon_\infty \circ y(p) \right).$$  

Last, the computational run time $t_{\text{cpu}} [s]$ is measured using the Matlab environment with a computer equipped with Intel Xeon(R) Gold (2.2 GHz 6th) and 125.6 GB of RAM. It is evaluated with the mean of 20 runs of the numerical model.

4.2 Mono-layer case with no basis interpolation

The first case study aims at verifying the reduced-order model and assessing its efficiency compared to standard approaches. No interpolation of reduced basis is considered here. The reduced basis is built using a preliminary solution computed for the same inputs parameters. The case considers a mono-layer wall and $N_t = 1$. The length of the wall is $\ell = 10$ cm. The thermal conductivity and heat capacity are $k_1 = 0.5 \text{ W.m}^{-1}.\text{K}^{-1}$ and $c_1 = 1.5 \times 10^5 \text{ J.m}^{-3}.\text{K}^{-1}$. Note that Table 1 synthesizes the material properties for the three verification cases. Initially the wall is at $T_0 = -5$ °C. It is stressed according to the boundary condition illustrated in Figure 4. The radiation flux on the right side boundary is null. The surface transfer coefficient are fixed in time $h_{\infty,L} = 6 \text{ W.m}^{-2}.\text{K}^{-1}$ and $k_{\infty,R} = 7.5 \text{ W.m}^{-2}.\text{K}^{-1}$. No long wave radiation is assumed for this case. The time horizon is $t_f = 30$ d.

The temperature in the material is computed using three numerical models. First, the classical one (COM) is used with a space discretisation $\Delta \chi = 10^{-2}$. Then, the two reduced-order models with space (PODt) and time (PODx) reduced basis. For both of them, the preliminary solutions is computed with the COM and $30 \times 24$ snapshots equally space in time $(\Delta \tau = 1)$ are considered to build the POD basis. The order of the ROM is $N = 6$. All solver tolerances are set to $10^{-4}$. A fourth solution is computed using a numerical pseudo–spectral approach obtained with the Matlab open source toolbox Chebfun [57]. It is chosen as reference solution to compute the accuracy of the three first models and abbreviated by CF.

The time evolution and profiles of the temperature are shown in Figures 5(a) and 5(b). It can be remarked that the four solution are overlapped, indicating a good agreement between them. The accuracy of the numerical solutions is evaluated for the solution $u$ and its first space partial derivative $\frac{\partial u}{\partial x}$ used for the computation of the density heat flux. All solutions have an error scaling with $\mathcal{O}(10^{-4})$. For the derivative, the error is also very satisfying at the order of $\mathcal{O}(10^{-3})$. An order of accuracy is lost for the spatial flux computation.

Last, with the chosen parameters, the degree of freedom of the models are:

$$\mathcal{D}(\text{COM}) = 101 \times 721 = 72821,$$
$$\mathcal{D}(\text{PODt}) = 6 \times 721 = 4326,$$
$$\mathcal{D}(\text{PODx}) = 101 \times 6 = 610.$$
Table 1. Material properties considered for the three verification case.

| Case study       | Layers id. | Layers length $l_i$ [cm] | Thermal conductivity $k_i$ [W·m$^{-1}$·K$^{-1}$] | Volumetric heat capacity $c_i$ [J·m$^{-3}$·K$^{-1}$] |
|------------------|------------|--------------------------|---------------------------------|---------------------------------|
| Section 4.2      | 1          | 10                       | 0.5                             | $1.5 \cdot 10^5$                |
| Section 4.3      | 1          | 18                       | 1.0                             | $1.3 \cdot 10^6$                |
|                  | 2          | 60                       | 0.5                             | $2.45 \cdot 10^5$               |
| Section 4.4      | 1          | 12                       | 1.0                             | $1.85 \cdot 10^6$               |
|                  | 2          | [10, 30]                 | [0.1, 2]                        | $1.0 \cdot 10^6$                |

One can observe the reduction of the degree of freedom of the solution with the POD reduced-order model using a time basis functions.

Complementary computations are realized to carry a parametric study according to the mode number. The accuracy and computational costs are evaluated for PODt and PODx according to $N$. Other parameters remains at the same values. Figure 7 shows the error variation for the solution and its space derivative. The error decrease similarly with the mode number for both ROM. For the solution, the error reaches a threshold at $O(10^{-5})$. For the space derivative, the error decreases further for the PODx until $O(10^{-4})$ while the PODt is constant at $O(10^{-2})$. The evolution of the computational cost is presented in Figure 8, considering a reference time $t_0 = 0.2$ s. For $N < 8$, the computational cost is five times higher for the PODx. It switches after for $N \geq 8$. The increase of the computational time is slower for the PODx model. From this parametric analysis, it can be deduced that, for a mode number around ten, the PODx has a better accuracy for the solution, particularly for the computation of the heat flux. Furthermore, the computational cost compared to the classical PODt approach is two times smaller.

4.3 Multi-layer case with no basis interpolation

Transfer in a multi-layer wall is now investigated to verify the reliability of the proposed reduced-order model. Such case is challenging in terms of computation at the interface between two layers. For this, an analytical solution is built based on a separated representation of the solution. The details of the solution
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**Figure 5.** Time evolution of the computed temperature inside the material (a). Profiles of the computed temperature inside the material (b).

![Graph](image2.png)

**Figure 6.** Evolution of the error on the computed temperature (a) and heat flux (b).

collection are given in Appendix A. Again, no interpolation of reduced basis is considered here. The reduced basis is built using a preliminary solution computed for the same inputs parameters. The problem considers a wall with two layers. The interface position is at \( \ell_2 = 18 \text{ cm} \) and the total length of the wall is \( \ell_3 = 60 \text{ cm} \). The properties are \( k_1 = 1 \text{ W.m}^{-1}.\text{K}^{-1} \) and \( c_1 = 1.3 \cdot 10^6 \text{ J.m}^{-3}.\text{K}^{-1} \) for the layer 1 and \( k_2 = 0.5 \text{ W.m}^{-1}.\text{K}^{-1} \) and \( c_2 = 2.45 \cdot 10^5 \text{ J.m}^{-3}.\text{K}^{-1} \) for the layer 2. **DIRICHLET** homogeneous condition are assumed at the left and right boundaries. The initial conditions is:

\[
T_0(x) = \begin{cases} 
35 \sin\left(\frac{\pi}{\ell_2} x\right) - 5, & \forall x \in \Omega_x^1, \\
35 \sin\left(\frac{\pi}{\ell_3 - \ell_2} x\right) - 5, & \forall x \in \Omega_x^2,
\end{cases}
\]

The final simulation time is \( t_f = 6 \text{ h} \).
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The reduced-order model PODx using a time reduced basis is built using a preliminary solution computed with the COM using $\Delta \chi = 10^{-2}$. Then, $6 \cdot 10^3$ snapshots equally spaced in time ($\Delta \tau = 10^{-3}$) are used to build the POD basis. The order of the PODx is $N = 5$ for each layer. The analytical solution is computed using 30 modes. Figures 9(a) and 9(b) show the time evolution of the temperature and heat flux for both models. It highlights a satisfying agreement between both. The profiles of temperature are given in Figure 9(c). The temperature and the flux at the interface between both materials $x = \ell_2$ are precisely predicted by the PODx. Last, Figure 9(d) presents the error on the both solution $(\varepsilon \circ u)$ and its space derivative $(\varepsilon \circ \nabla u)$. The error scales with $O(10^{-3})$ for both fields. Those results demonstrates the good reliability of the reduced-order model to predict the heat transfer in walls with multiple layers.

4.4 Multi-layer case: parametric model

The first and second case study verified the efficiency and accuracy of the reduced-order model for the computation of the temperature in multi-layer walls. The last case study focuses on the reliability of
Assessing the wall energy efficiency design under climate change using POD reduced order model

Figure 9. Time evolution of the computed temperature (a) and heat flux (b). Evolution of the computed temperature (c) and of the error (d) according to space.

parametric solutions. In other words, the accuracy of the the reduced-order model with basis interpolation is now evaluated.

A wall with \( N_\ell = 2 \) layers is analyzed. The first layers is composed of bricks with the following properties: \( \ell_2 = 12 \) cm, \( k_1 = 1.0 \) W.m\(^{-1}\).K\(^{-1}\) and \( c_1 = 1.85 \) MJ.m\(^{-3}\).K\(^{-1}\). The parametric solutions is built according to the thermal conductivity \( k_2 \) and length of the second layers \( d_2 = \ell_3 - \ell_2 \), as well as the outside (left) surface transfer coefficient \( h_L \). The domain of variation are the following:

\[
\Omega_{k_2} = [0.1, 2] \text{ W.m}^{-1}\text{.K}^{-1}, \quad \Omega_{d_2} = [0.1, 0.3] \text{ m}, \quad \Omega_{h_L} = [10, 30] \text{ W.m}^{-1}\text{.K}^{-2},
\]

The heat capacity of the second layer is set to \( c_2 = 1 \) MJ.m\(^{-3}\).K\(^{-1}\). No long wave radiation is assumed for this case. The right surface transfer coefficient is set to \( h_R = 7 \) W.m\(^{-1}\).K\(^{-2}\). The boundary conditions
are set as follows:

\[
T_{\infty,L} = 20 + 5 \sin\left(\frac{t}{24 \cdot 3600}\right) \text{ [°C]},
\]

\[
q_{\infty,L} = 150 \left(\sin\left(\frac{t}{6 \cdot 3600}\right)\right)^6 \text{ [W.m}^{-2}\text{]},
\]

\[
T_{\infty,R} = 20 + 2.5 \left(1 - \cos\left(\frac{t}{24 \cdot 3600}\right)\right) \text{ [°C]}.
\]

The initial condition is \(T_0 = 20\) °C. The model order is set to \(N = 10\). The horizon of the simulation is \(t_f = 0.5\) h.

Computations are first carried with a \(N_b = 5\) basis chosen for reduced basis interpolation in the parameter space. The parameters selected of the related basis are chosen randomly and are illustrated in Figure 10. The five basis are generated using the COM model with a tolerance set to \(\text{Tol} = 10^{-4}\) and \(\Delta \chi = 10^{-2}\). Then, 500 snapshots equally spaced in time (\(\Delta \tau = 10^{-3}\)) are used to build the POD basis. A total of 500 parameters are randomly chosen in the parameter space as shown in Figure 10. For each parameter, the solution and its partial derivative are computed for a model order \(N = 10\) for each layer. Three computations are carried out: one using the reduced basis interpolated on the Grassmann manifold, a second one with the exact basis (generated with the COM for the same parameters) and a last one with a simple RBF interpolation of the reduced basis given the preliminary computed basis. Note that for the first and third cases, the same five basis are used to carry out the interpolations. The errors for the solution and its space derivative are presented in Figures 11(a) and 11(b), respectively. For the Euclidean distance computations, the origin point is \(p_{\text{min}} = (k_2 = 0.1, d_2 = 0.1, h_L = 10)\). It corresponds to the point with minimum thermal conductivity, length and surface transfer coefficient. The error for the solution \(u\) scales with \(O(10^{-3})\) for the solution with exact basis. For the case with Grassmann interpolated basis, the error is a bit higher but still very acceptable. It oscillates with minimum when the distance corresponds to the one of the parameters used for generating the basis. Note that the error increases when the distance becomes important, near 1. Indeed, no basis have been generated for parameters with \(d(p - p_{\text{min}}) \geq 1\). Regarding the simple RBF interpolation of the reduced basis, the accuracy of the solution is greatly depreciated. The error becomes only acceptable when the new parameter is closed to the one from the preliminary computed basis. This results justify the use of interpolation on a tangent space of Grassmann manifold. Last, considering the spatial derivative of the solution, the results are similar for cases one and two. The error is very satisfying below \(10^{-2}\). There is no apparent variation according to the distance in the parameter space.

The heat flux is computed with the interpolated basis reduced-order model for two parameters

\[
p_1 = (k_2 = 0.45, d_2 = 0.26, h_L = 10.2), \quad d(p_1 - p_{\text{min}}) = 0.02 \cdot \max d(p - p_{\text{min}}),
\]

\[
p_2 = (k_2 = 1.58, d_2 = 0.18, h_L = 28.4), \quad d(p_2 - p_{\text{min}}) = 0.92 \cdot \max d(p - p_{\text{min}}).
\]

The solution is compared to the one obtained with the COM in Figure 12. A very good agreement is observed between the two solutions. Even for a parameter \(p_2\) with a high distance, the error between both solution is very satisfying. Note that the flux continuity at the interface between two layers is verified.

Regarding the computational time. A comparison is carried between the PODx with interpolated and exact reduced basis in Figure 13(a). The model using interpolated basis is faster than the one using exact basis. The latter requires between 40 and 60 % more time to generate the basis using the solution of the COM with the exact parameter and then compute the solution with the reduced model. It is also important to remark that the PODx with interpolated basis requires less than 1.5 % of the COM.

Last, additional computations are performed according to the number of basis \(N_b\) used for the interpolation of others. The error is presented in Figure 13(b). For a small number of basis, \(N_b = 2\), the model lack of accuracy. For \(N_b \geq 5\), the accuracy of the PODx is very satisfying around \(O(10^{-3})\). Those results
highlight the reliability of the PODx with interpolated basis to compute with high precision the temperature and heat flux in multi-layers wall.

Figure 10. *Samples in the parameter space* \( \Omega_p = \Omega_{k_2} \cup \Omega_{c_2} \cup \Omega_{h_L} \).

Figure 11. *Variation of the error on the solution (a) and its space derivative (b) according to the distance with* \( p_{\text{min}} \).

5 Case study

5.1 Description

Since the model’s efficiency has been demonstrated in previous Section, a case study is now considered to perform numerical predictions using the POD ROM. The objective is to perform parametric simulations to determine which wall configuration is the best in terms of energy consumption. Such configuration minimizes the wall consumed work \( W \) defined in Eq. (2). As illustrated in Figure 14 the wall is composed of three layers. The outside and inside layers are 20 cm concrete and 2 cm gypsum, respectively. Their material properties are \( k_1 = 1.65 \text{ W.m}^{-1}\text{.K}^{-1} \), \( c_1 = 2.2 \text{ MJ.m}^{-3}\text{.K}^{-1} \), \( k_3 = 0.25 \text{ W.m}^{-1}\text{.K}^{-1} \) and
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Figure 12. Time evolution of the computed heat flux for $p_1$ (a) and $p_2$ (b).

Figure 13. Variation of the computational time according to the distance with $p_{\text{min}}$ (a) and of the error according to the number of basis $N_b$ used for the basis interpolation among the parameter space.

c_3 = 0.8 \text{ MJ.m}^{-3}.\text{K}^{-1}$. The parametric simulations are computed according to the thermal properties of the second layer, namely $k_2$ and $c_2$, its thickness $d_2 = L_3 - L_2$ and the emissivity of the outside surface $\epsilon$. Thus, the dimension of the parameter space is four. The lower and upper bounds of each parameter are given in Table 2. The initial condition is set to the steady state regime at $T_0 = 19^\circ\text{C}$.

Concerning the outside boundary condition, the climate of Paris is considered with its evolution for the next 30 years according to climate change, starting from 2041. The weather file generation methodology is presented in [58]. The outside temperature is presented in Figure 15(a). The incident vertical short wave radiation is computed using the global horizontal, direct normal and diffuse horizontal radiation data combined with the method described in [59] and the HAY model [60] with a West wall orientation. The results are shown in Figure 15(b) with the time variation of the total short wave radiation flux. For the long wave radiation heat flux, the sky temperature is defined according to the ISO 13790 for temperate areas [61].
For the convective surface transfer coefficient, the following coefficients are used: \( h_{L,0} = 5.82 \text{ W.m}^{-2}.\text{K}^{-1} \), \( h_{L,1} = 1.39 \text{ W.m}^{-2}.\text{K}^{-1} \) and \( v_0 = 1 \text{ m.s}^{-1} \). It arises from [37] for a wall height of 2.5 m. The time variation of the radiative equivalent and the air velocity dependent surface transfer coefficients are given in Figure 15(c). It can be observed that the convective surface transfer coefficient has higher magnitude than the radiative one. The former varies between 7.295 and 20 W.m\(^{-2}.\text{K}^{-2}\) while the latter remains stable around 2.5 W.m\(^{-2}.\text{K}^{-1}\). The influence of climate change can be noticed in Figures 16(a) and 16(b). The mean temperature increases slowly over the years. Similarly, occurrences of high radiation heat flux becomes higher over the years.

Last, regarding the inside boundary conditions, the heat transfer coefficient is set to \( h_R = 10 \text{ W.m}^{-2}.\text{K}^{-1} \). The inside ambient temperature is defined according to the outside temperature following the ASHRAE Standard 90.1-2013:

\[
T_{\infty,R} = \begin{cases} 
T_{\min}^\circ\text{C}, & T_{\infty,L} \leq T_{\min}, \\
T_{\min}^\circ\text{C} + \frac{T_{\max} - T_{\min}}{T_{\infty,L} - T_{\min}} (T_{\max} - T_{\min}), & T_{\min} \leq T_{\infty,L} \leq T_{\max}, \\
T_{\max}^\circ\text{C}, & T_{\infty,L} \geq T_{\max},
\end{cases}
\]

with \( T_{\min,L} = 17 \circ\text{C} \), \( T_{\max,L} = 27 \circ\text{C} \), \( T_{\max} = 24 \circ\text{C} \) and \( T_{\min} = 19 \circ\text{C} \). It enables smooth transition between winter and summer temperature set points of heating and cooling systems. Figure 15(a) gives the inside temperature variations.

![Figure 14. Illustration of the realistic case study. The parameters highlighted in blue are considered for the parametric simulations.](image)

### 5.2 Results

The computations are done using the reduced-order model PODx. For each layer, the mode number is set to \( N = 10 \). The tolerances solver are \( \text{Tol} = 10^{-4} \). A total of \( N_b = 5 \) basis are generated using the COM model and projected on a time grid with \( \Delta \tau = 1 \). The parameters used for the basis generation are illustrated in Figure 17. Note that those parameters have been selected randomly in the parameter space. Then, computations are carried for \( N_p = 500 \) randomly generated parameters \( \tilde{p} \) in the space using Halton sequence generation. The parameter space is presented in Figure 17. For each parameter \( \tilde{p} \) the reduced basis is interpolated based on the Grassmann manifold and the multiquadric RBF (for the interpolation in
Table 2. Values of the parameters considered for the parametric computations.

| Parameter | Lower Bound | Upper Bound | Best Configuration | Worst Configuration |
|-----------|-------------|-------------|--------------------|---------------------|
| $k_2 \text{[W.m}^{-1}.\text{K}^{-1}]$ | 0.04 | 0.10 | 0.04 | 0.08 |
| $c_2 \text{[MJ}.\text{m}^{-3}.\text{K}^{-1}]$ | 0.21 | 1.02 | 0.94 | 0.96 |
| $d_2 \text{[m]}$ | 0.05 | 0.30 | 0.29 | 0.05 |
| $\epsilon \text{[-]}$ | 0.60 | 0.95 | 0.63 | 0.92 |

the tangent space). In terms of computational cost, results are presented in Table 3. The complete model requires 1475 s for computing solution for one parameter for the 30 years. For the reduced model, the off-line phase includes the preliminary simulations of the COM to generate the $N_b$ basis ($t_{cpu} = N_b \cdot 1475$ s) and the the computations of the RBF weights ($t_{cpu} = 30$ s). Thus, the computational cost of this phase is driven by the COM one. The on-line phase integrates the basis interpolation for the new parameter and the reduced-order model computation. For this, the computational time scales with $1.5$ s for one parameter. The computational cut of the reduced model is about 0.1 % of the complete model. Given these values, the computational cost of the reduced model can be given by the following equation for this case study:

$$t_{cpu}^{ROM} = t_{cpu}^{LOM} \cdot \left( N_b + 10^{-3} \cdot N_p \right).$$

So, the computational efficiency of the model is proven from the moment one needs to perform parametric computations for more than $N_b$ parameters.

Figure 18(a) illustrates the variation of the wall consumed work according to the distance of the parameters $p_{min} = \left( k_2 = 0.04, c_2 = 0.02, d_2 = 0.05, \epsilon = 0.6 \right)$. The consumed work varies between 0 and 12 MJ.m$^{-2}$.year$^{-1}$. Since the work is positive, it indicates that for all solutions, in average the wall operates more as a heat pump or air conditioner.

The best solution is the one with the minimum consumed work. The probability density functions of the work rate for the worst and best configurations are presented in Figure 18(b). As expected, the work rate variation range is lower for the best configuration. For the works configuration, the work rate has more occurrences of positive value, indicating a wall working as heat pump or air conditioner. There is no significant variations of the work rate over the years. For the worst configuration, the occurrences in the positive range increases a bit. The parameters related to those two solutions are given in Table 2. As expected, the best configuration is for a low thermal conductivity. For this configuration, the size of the insulation layer is high (29 cm) and the emissivity of the outside coating low (0.63). The worst configuration corresponds to an insulation layer with small thickness and high thermal conductivity.

A comparison of the solutions for the best and worst configuration is carried in Figures 19 and 20. First, the inside heat flux is much smaller for the best solution than for the worst one. It varies around −10 and 10 W.m$^{-2}$ for the latter and −20 and 20 W.m$^{-2}$ for the former. As a consequence, the work rate is higher and more oscillating for the worst configuration. One hand, in summer condition, the heat flux is high and so the work rate is positive scaling with 2 W.m$^{-2}$ for the worst configuration. As a consequence, the wall works as an heat pomp and heat the inside ambient zone. For the best configuration, the heat flux occurs to be negative so the work rate is negative. The wall operates as a heat pomp, cooling naturally the inside ambient air zone. On the other hand, the heat flux is negative in winter conditions. The work rate is still positive for the worst configuration so the wall, considered as an air conditioner, is cooling the inside ambient zone.
Figure 15. Time evolution of the outside and inside temperature (a), the short wave radiation heat flux (b) and the outside surface transfer coefficient (for $\epsilon = 1$) (c).

5.3 Further remarks

The proposed model enables performing accurate predictions with a reduced computational cost for simulation over 30 years. Climate change model data are linked to three types of uncertainties: socio-economic scenario uncertainty, model uncertainty and climate natural variability [62]. In this paper, the latter uncertainty is addressed, while it is often neglected in research papers [63]. By the middle of this
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Figure 16. Scaled probability density function of the outside (a) and the short wave radiation heat flux over 50 W.m\(^{-2}\) (b) according to the different years. The mean and standard deviation is presented on the \((x, y)\) plan for each Figure. The red line corresponds to the standard value.

Table 3. Computational time of the complete and reduced-order models.

| Model               | Complete Model | Reduced-order Model |
|---------------------|----------------|---------------------|
| \(t_{\text{cpu}}\)  |                |                     |
| 1475 \( \cdot N_p \) | 1475 \( \cdot N_k + 30 \) | 1.5 \( \cdot N_p \) |

Figure 17. Samples in the parameter space \(\Omega_p = \Omega_{k_2} \cup \Omega_{c_2} \cup \Omega_{d_2} \cup \Omega_{c_2} \).

century, the two main climate change uncertainties are model uncertainty and climate natural variability uncertainty. In the context of this paper, our interest is not to investigate different signals of climate change projections (which would be linked to climate model uncertainty). It is rather to appreciate the variability of the wall response to the climate natural variability, to capture the different weather variables’ mean change but also their standard deviation change, incorporating the most extreme situations. This is why
Figure 18. Evolution of the consumed work according to the distance with $p_{\text{min}}$ (a). Scaled probability density function of the work rate for the best and worst configurations (b).

Figure 19. Time evolution of the inside heat flux (a) and the work rate (b) for the best configuration.
a multi-year long-term 30 years period is used, which is also recommended by climatologists for climate change studies [63].

With climate change, such simulations are necessary to design resilient buildings, capable of adapting to future extreme heat. Figures 16(a) and 16(b) give a comparison of the probability density function for the 30 years considering climate change with the standard values. It highlights that standard climate has lower mean temperature and radiation flux. The differences are significant for incident radiation flux. The boundary conditions are different when considering the climate from standards or the model predicting changes due to global warming. Thus, model predictions are varying depending on both approaches. Figure 21(a) compares the heat flux predicted with 1 year of standard climate and the average value computed with 30 years considering climate changes. The differences are greater at the extremes (minimum or maximum) of the flux. Different predictions may lead to the wrong design of the building wall to face climate change. Figure 21(b) confronts the consumed work computed with both approaches. The discrepancies are significant and the choice of the design is affected, particularly for walls with low inertia and small insulation length (designs in the top area of the figure). From this further analysis, one may conclude that this level of accuracy in modeling is required to design efficient walls for the buildings that will face climate change.

Intending to elaborate reduced-order model to cut the computational cost while keeping a satisfying accuracy of the predicted phenomena, a usual approach consists in searching for decomposed solutions. Several works in the literature proposed to build previously a spatial basis [23, 28]. This approach is certainly interesting for cutting the computational cost of the model considering two- or three-dimensional transfer. However, when considering long-term simulation with a one-dimensional diffusion process, it is...
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better to preliminary construct a time basis to approximate the solution as illustrated in Figure 3. Results in this article highlight that the computational ratio is lower. To build the ROM, integration over the time interval is required to compute the coefficients $\beta$, $\delta$ and $\gamma$ from Eq. (13). Such integration is carried out numerically so it is important to pay attention to the time grid used to generate the time basis $\psi$. With a coarse time grid, the ROM may lack accuracy.

Works in the literature point out the lack of accuracy of the POD reduced-order model to perform parametric solutions [23, 24]. Here, this problem is handled by proposing an interpolation of reduced basis. First, $N_b$ bases are built with preliminary solutions computed for different parameters values. Then, for new parameter values, the basis is computed by using the interpolation method on the tangent space of the GRASSMANN manifolds. The number of basis preliminary built may be important for the accuracy of the method. In our numerical experiments, 5 bases proved to be sufficient. However, it is suggested to verify the accuracy of the parametric solution with the reference solution.

An interesting outlook is to integrate such advanced ROM in building simulation programs (BSP). For this, a promising approach is to use the standard Functional Mock-up Interface (FMI) [64] to perform the information exchanges between the dynamic BSP and the reduced-order model. An illustration of the operation is shown in Figure 22. This approach requires two phases as described in Section 3. The offline one intends to compute the POD basis for a small set $N_b$ of parameters. For this, the solution can be computed by the BSP alone with its existing model of wall heat transfer. Then, during the online phase, the information exchanged between two models occurs at each time step. The BSP provides the climatic data (temperatures, radiation flux and wind velocity) and inside ambient conditions at the current time instant. Then, the ROM computes the interpolated basis and the solution. It returns to the BSP the temperature profiles and/or the inward heat flux. Note that for this phase, the internal BSP wall model should be turned off. An example of such coupling approach using ROM can be found in [28].

![Figure 21. Time evolution of the inside heat flux for summer period according to the computation carried with 1 year of standard climate or 30 years considering climate changes (a). Variation of the consumed work according to the distance with $p_{\text{min}}$ (b).](image)
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6 Conclusion

The objective of this article is to investigate model reduction approaches to cut the computational cost of building simulation programs. The method proposed relies on two important points. First, it considers a reduced basis for time coordinate built using the preliminary computed solution. The spatial coefficients are retrieved by solving a boundary value problem. This approach enables to decrease the solution degree of freedom by focusing on time-domain scales. Most of the works in the literature regarding POD use a space reduced basis and solve an initial value problem. The second point concerns the elaboration of a parametric solution. A new reduced basis is obtained by using the interpolation method on the tangent space on Grassmann manifolds.

The reduced-order model efficiency is verified considering reference solutions for three case studies. The first one compares the model to a classical approach and highlights on the computational efficiency of the proposed approach. Namely, the model is five times faster than traditional ones. For the second case, an analytical solution is built to compute the temperature field in a two-layer wall. The comparison with the reduced-order model shows a very satisfying accuracy. The error scales with $O(10^{-3})$ for both the solution and its partial derivative. This feature is very interesting for the design of the wall energy efficiency since it requires assessing the heat flux. The last case focuses on the interpolation of bases. Results highlight very good reliability of the parametric reduced-order model. It is possible to compute a parametric solution with an error of $O(10^{-3})$ at a computational cost scaling with 1.5% of the complete model.

Last, the model is used to perform predictions and design the wall energy efficiency for a case considering climate change over 30 years. It aims at finding a solution that minimizes the work rate of the wall in the parameter space involving the load-bearing material emissivity, the heat capacity, the thermal conductivity and the thickness of the insulation layer. Outside boundary conditions take into account convective heat transfer, short and long wave radiation exchanges. Simulations are carried out for 30 years with a computational ratio of 0.1% compared to standard approaches.

Future works should focus on the extension of the model reduction for higher dimension heat transfer as well as problems considering coupled heat and mass transfer. It requires considering the high non-linearity of the material properties.
Nomenclature and symbols

| Physical parameters | Latin letters | Symbols | Units |
|---------------------|---------------|---------|-------|
| c                   | volumetric heat capacity | $c$ | $[J \cdot m^{-3} \cdot K^{-1}]$ |
| $h_L, h_{L,0}, h_{L,1}, h_{R}$ | surface heat transfer coefficient | $h_L$ | $[W \cdot m^{-2} \cdot K^{-1}]$ |
| $j, j_{\infty, L}$ | heat flux | $j$ | $[W \cdot m^{-2}]$ |
| $k$ | thermal conductivity | $k$ | $[W \cdot m^{-1} \cdot K^{-1}]$ |
| $\ell$ | wall length | $\ell$ | $[m]$ |
| $q_{\infty, L}, q_{\infty, R}$ | radiation flux | $q_{\infty, L}$ | $[W \cdot m^{-2}]$ |
| $x$ | space coordinate | $x$ | $[m]$ |
| $t, t_f$ | time | $t$ | $[s]$ |
| $t_{\text{cpu}}$ | CPU time | $t_{\text{cpu}}$ | $[s]$ |
| $T, T_0$ | wall temperature | $T$ | $[K]$ |
| $T_{\infty, L}, T_{\infty, R}$ | ambient air temperature | $T_{\infty, L}$ | $[K]$ |
| $T_{\infty}$ | sky temperature | $T_{\infty}$ | $[K]$ |
| $v_{\infty}$ | air velocity | $v_{\infty}$ | $[m \cdot s^{-1}]$ |
| $T^{\max}, T^{\min}$ | reference temperature for dimensionless formulation | $T^{\max}$ | $[K]$ |
| $w$ | work rate | $w$ | $[W \cdot m^{-2}]$ |
| $W$ | consumed work | $W$ | $[J \cdot m^{-2}]$ |

| Greek letters | Latin letters | Symbols | Units |
|---------------|---------------|---------|-------|
| $\Omega_t$ | time domain | $\Omega_t$ | $[s]$ |
| $\Omega_x, \Omega_{x^*}$ | space domain | $\Omega_x$ | $[m]$ |
| $\Gamma_L, \Gamma_R, \Gamma_i$ | space domain boundary | $\Gamma_L$ | $[m]$ |
| $\epsilon$ | emissivity | $\epsilon$ | $[-]$ |
| $\sigma$ | STEFAN-BOLTZMANN constant | $\sigma$ | $[W \cdot m^{-2} \cdot K^{-4}]$ |
### Mathematical notations

| Latin letters | Description                                      |
|---------------|--------------------------------------------------|
| \(a\)        | temporal coefficient of ROM                      |
| \(b\)        | spatial coefficient of ROM                       |
| \(C\)        | correlation matrix                               |
| \(\mathcal{D}\) | degree of freedom of a solution                 |
| \(\text{Bi}_L, \text{Bi}_R, \text{Bi}_\infty\) | Biot number                                     |
| \(\mathcal{G}\) | basis interpolation application                 |
| \(\text{Fo}\) | Fourier number                                   |
| \(N\)        | order of the reduced model                       |
| \(N_l\)      | number of layers                                 |
| \(N_{\chi}, N_{\tau}\) | number of elements for space and time grids    |
| \(p\)        | parameter in the parameter space                |
| \(u, \bar{u}, u_\infty, L, u_\infty, R, u_\infty\) | dimensionless temperature                       |
| \(y\)        | field of interest                                |

| Greek letters | Description                                      |
|---------------|--------------------------------------------------|
| \(\alpha\)   | model reduction numerical coefficients            |
| \(\beta_L, \beta_R\) | model reduction numerical coefficients       |
| \(\gamma_L, \gamma_R\) | model reduction numerical coefficients       |
| \(\delta_L, \delta_R\) | model reduction numerical coefficients       |
| \(\chi\)     | dimensionless space                              |
| \(\tau, \tau_f\) | dimensionless time                              |
| \(\vartheta_\infty, L, \vartheta_\infty, R\) | dimensionless radiation flux                   |
| \(\kappa\)   | interface ratio                                  |
| \(\Delta \chi\) | space mesh                                      |
| \(\phi\)     | space basis function                             |
| \(\psi\)     | time basis function                              |
| \(\Psi\)     | Matrix composed of vector basis                 |
| \(\Gamma\)   | tangent space matrix                             |
| \(\Omega_p\) | parameter space                                  |
| \(\varepsilon_2, \varepsilon_\infty, \varepsilon_\infty\) | error                                           |
A Analytical solution for heat transfer in a two-layers slab

The details of the analytical solution construction are presented.

A.1 Mathematical problem

The problem is recalled according to the description of the physical model given in Section 2. The dimensionless temperature is solution of the following governing equation:

\[ \frac{\partial u_i}{\partial \tau} - F_{0_i} \frac{\partial^2 u_i}{\partial \chi_i^2} = 0, \quad (\chi_i, \tau) \in [0, 1] \times [0, \tau_f], \quad \forall i \in \{1, 2\} . \]

with the initial condition:

\[ u_1(\chi_1, \tau = 0) = f_1(\chi_1), \quad u_2(\chi_2, \tau = 0) = f_2(\chi_2). \]

DIRICHLET boundary conditions are considered at the interfaces \( \Gamma_L \) and \( \Gamma_R \). We have:

\[ u_1(\chi_1 = 0, \tau) = 0, \]
\[ u_1(\chi_1 = 1, \tau) = u_2(\chi_2 = 0, \tau). \]

for \( \Omega^1_x \) and:

\[ \kappa_2 \frac{\partial u_2}{\partial \chi_2} \bigg|_{\chi_2 = 0} = \frac{\partial u_1}{\partial \chi_1} \bigg|_{\chi_1 = 1}, \]
\[ u(\chi_2 = 1, \tau) = 0, \]

for \( \Omega^2_x \).

Remark: The initial condition (14) must verify the interface conditions. More precisely, functions \( f_1 \) and \( f_2 \) verify:

\[ f_1(\chi_1 = 1) = f_2(\chi_2 = 0), \quad \frac{\partial f_1}{\partial \chi_1} \bigg|_{\chi_1 = 1} = \kappa_2 \frac{\partial f_2}{\partial \chi_2} \bigg|_{\chi_2 = 0}. \]

A.2 Decomposed solution

We search the solutions according to the following form:

\[ u_i(\chi_i, \tau) = \sum_{n=1}^{\infty} c_n \phi_n^i(\chi_i) \exp(-F_{0_i} \beta_{1n}^2 \tau), \quad i = \{1, 2\}, \]

with

\[ \phi_n^i(\chi_i) = A_{in} \cos(\beta_{in} \chi_i) + B_{in} \sin(\beta_{in} \chi_i). \]

A.2.1 Transcendental equation

Using this assumed solution, Eq. (15b) gives:

\[ c_n \phi_n^1(1) \exp(-F_{0_1} \beta_{1n}^2 \tau) = c_n \phi_n^2(0) \exp(-F_{0_2} \beta_{2n}^2 \tau), \]

which holds \( \forall \tau \geq 0 \). Thus, it implies that

\[ -F_{0_1} \beta_{1n}^2 = -F_{0_2} \beta_{2n}^2, \]

\[ c_n \phi_n^1(1) = c_n \phi_n^2(0), \]

\[ \beta_{1n}^2 = \beta_{2n}^2. \]
and therefore

\[ \beta_{2n} = \overline{F_0} \beta_{1n}, \quad \overline{F_0} = \sqrt{\frac{F_{01}}{F_{02}}}. \]

Then, using Eq. (15a), (16b), (16a) and (15b) in this specific order, we have:

\[ A_{1n} = 0, \]  \hspace{1cm} (18a)

\[ A_{2n} \cos(\overline{F_0} \beta_{1n}) + B_{2n} \sin(\overline{F_0} \beta_{1n}) = 0, \]  \hspace{1cm} (18b)

\[ \kappa_2 \overline{F_0} \beta_{1n} B_{2n} + A_{1n} \beta_{1n} \sin(\beta_{1n}) - B_{1n} \beta_{1n} \cos(\beta_{1n}) = 0, \]  \hspace{1cm} (18c)

\[ A_{1n} \cos(\beta_{1n}) + B_{1n} \sin(\beta_{1n}) - A_{2n} = 0, \]  \hspace{1cm} (18d)

System of Eq. (18) can be written in the following form:

\[
M \cdot \begin{bmatrix} A_{1n} \\ B_{1n} \\ A_{2n} \\ B_{2n} \end{bmatrix} = 0,
\]

with

\[
M = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & \cos(\overline{F_0} \beta_{1n}) & \sin(\overline{F_0} \beta_{1n}) \\ \beta_{1n} \sin(\beta_{1n}) & -\beta_{1n} \cos(\beta_{1n}) & 0 & \kappa_2 \overline{F_0} \beta_{1n} \\ \cos(\beta_{1n}) & \sin(\beta_{1n}) & -1 & 0 \end{bmatrix}.
\]

To ensure that Eqs. (18) has a unique solution, the determinant of matrix \( M \) needs to be null. It gives the following condition:

\[ \beta_{1n} \cos(\beta_{1n}) \sin(\overline{F_0} \beta_{1n}) + \kappa_2 \overline{F_0} \beta_{1n} \sin(\beta_{1n}) \cos(\overline{F_0} \beta_{1n}) = 0, \]

which gives the transcendental equation:

\[ \tan(\overline{F_0} \beta_{1n}) + \kappa_2 \overline{F_0} \tan(\beta_{1n}) = 0. \]  \hspace{1cm} (19)

Eq. (19) is solved using a numerical approach by searching the roots for each interval of periodicity \([\frac{-\pi}{2}, \frac{\pi}{2}] + n\pi\) and \([\frac{-\pi}{2\overline{F_0}}, \frac{\pi}{2\overline{F_0}}] + n\pi\).

**A.2.2 Space functions coefficients**

From the system of Eqs. (18), it can be obtained that:

\[ A_{1n} = 0, \quad B_{1n} = \frac{A_{2n}}{\sin(\beta_{1n})}, \quad B_{2n} = \frac{A_{2n}}{\kappa_2 \overline{F_0} \tan(\beta_{1n})}, \]

Substituting the coefficients \( B_{2n} \) into Eq. (18b), it yields to:

\[ A_{2n} \cos(\overline{F_0} \beta_{1n}) + \frac{A_{2n}}{\kappa_2 \overline{F_0} \tan(\beta_{1n})} \sin(\overline{F_0} \beta_{1n}) = 0, \]
which can be reformulated as:

\[ A_{2n} \cos(F_o \beta_{1n}) \left( 1 + \frac{\tan(F_o \beta_{1n})}{\kappa_2 F_o \tan(\beta_{1n})} \right) = 0, \]

where \( 1 + \frac{\tan(F_o \beta_{1n})}{\kappa_2 F_o \tan(\beta_{1n})} = 0 \) according to the transcendental equation (19). Thus, the choice of the coefficient \( A_{2n} \) is free. Note that the choice is free since the coefficient \( c_n \) is here to verify the initial condition.

### A.2.3 Initial condition coefficients

It remains to determine the coefficients \( c_n \) in Eq. (17), which enables to verify the initial condition. At \( \tau = 0 \), we have:

\[
\sum_{i = 1}^{2} \sum_{n = 1}^{\infty} c_n \phi_n^i(\chi_i) = \sum_{i = 1}^{2} f_i(\chi_i). \tag{20}
\]

It is important to note that the basis \( \{ \phi_n^i \} \) is not necessarily orthogonal on \( \Omega_x^1 \cup \Omega_x^2 \) [65, 66]. Thus, we define a modified basis:

\[
\varphi_n(\chi_1, \chi_2) = w_1 \phi_n^1(\chi_1) + w_2 \phi_n^2(\chi_2),
\]

which is orthogonal if the following condition is verified:

\[
w_2 - F_o^2 \kappa_2 w_1 = 0.
\]

Following Tittle’s results, the weight \( w_i \) are chosen as:

\[
w_1 = 1, \quad w_2 = \sqrt{\frac{c_2(1 - \ell_2)}{c_1 \ell_2}}.
\]

Then, each function \( f_i \) is decomposed according to:

\[
f_i(\chi_i) = \sum_{m = 1}^{\infty} d_{im} \varphi_n(\chi_1, \chi_2), \quad i = \{1, 2\},
\]

which, by construction of \( f_i \), is equivalent to:

\[
f_i(\chi_i) = \sum_{m = 1}^{\infty} d_{im} w_i \phi_m^i(\chi_i), \quad i = \{1, 2\}. \tag{21}
\]

Then, the coefficients \( d_{im} \) are given by:

\[
d_{im} = \int_0^1 w_i f_i(\chi_i) \phi_m^i(\chi_i) d\chi_i \left( \sum_{i = 1}^{2} \int_0^1 w_i^2 \phi_m^i(\chi_i)^2 d\chi_i \right)^{-1}.
\]

Using Eqs. (20) and (21) we obtain that:

\[
\sum_{i = 1}^{2} \sum_{n = 1}^{\infty} c_n \phi_n^i(\chi_i) = \sum_{i = 1}^{2} \sum_{m = 1}^{\infty} d_{im} w_i \phi_m^i(\chi_i).
\]

By identification term by term the coefficients \( c_n \) are:

\[
c_n = \sum_{i = 1}^{2} \int_0^1 w_i^2 f_i(\chi_i) \phi_n^i(\chi_i) d\chi_i \left( \sum_{i = 1}^{2} \int_0^1 w_i^2 \phi_n^i(\chi_i)^2 d\chi_i \right)^{-1}.
\]
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