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Abstract

This paper is concerned with a filtering problem for a class of nonlinear quantum stochastic systems with multichannel nondemolition measurements. The system-observation dynamics are governed by a Markovian Hudson-Parthasarathy quantum stochastic differential equation driven by quantum Wiener processes of bosonic fields in vacuum state. The Hamiltonian and system-field coupling operators, as functions of the system variables, are represented in a Weyl quantization form. Using the Wigner-Moyal phase-space framework, we obtain a stochastic integro-differential equation for the posterior quasi-characteristic function (QCF) of the system conditioned on the measurements. This equation is a spatial Fourier domain representation of the Belavkin-Kushner-Stratonovich stochastic master equation driven by the innovation process associated with the measurements. We also discuss a more specific form of the posterior QCF dynamics in the case of linear system-field coupling and outline a Gaussian approximation of the posterior quantum state.

I. INTRODUCTION

Estimation of the current state of a dynamical system, based on the past history of a statistically dependent random process, is a central problem in the stochastic filtering theory which dates back to the works of Kolmogorov and Wiener of the 1940s [27], [46]. The performance of a state estimator is often described in terms of mean square values of the estimation errors which have to be minimized. The filtering problems arise naturally when the system state (whose knowledge, precise or approximate, is required for feedback control) is not accessible to direct measurement. Such measurements are particularly problematic in regard to physical systems on the atomic scales, whose evolution is described in terms of operator-valued variables and obeys the laws of quantum mechanics which prohibit simultaneous projective measurements of noncommuting quantities [20], [32], [39]. The incompatibility of quantum variables and the nature of measurement (as an interaction with a macroscopic apparatus which affects the quantum system) impose restrictions on information which can be retrieved without disturbing the system.

Nevertheless, for a class of open quantum systems which are weakly coupled to external electromagnetic fields, the measurement of the output fields can be arranged in a nondemolition manner [3] so that, at any moment of time, the past observations commute between themselves and with any future system operator. In this case, the quantum measurements are, in many respects, similar to classical observations and, in fact, can be regarded as classical random processes [26] on a common probability space. The statistical dependence on the system variables, which results from the system-field interaction, allows such observations to be used for continuously updating the conditional density operator of the quantum system according to the stochastic master equation (SME) [11], [47]. This posterior density operator and its modifications play the role of an information state in measurement-based quantum control problems [2], [6], [7], [14]. The SME is a quantum analogue of the Kushner-Stratonovich equation [30] for the evolution of the posterior probability density function (PDF) of the system variables in the case of classical system-observation dynamics described by stochastic differential equations (SDEs). Similarly to its classical counterpart, the SME is a recursive implementation of the Bayesian inference. Accordingly, the quantum Belavkin-Kushner-Stratonovich equation (BKSE) [4], [8], [15], [34], which governs the dynamics of the conditional expectations of system operators, is developed in the framework of the Hudson-Parthasarathy calculus of quantum stochastic differential equations (QSDEs) [23], [35].

In the QSDE model of open quantum systems, the external input bosonic fields are accommodated by (and have their own quantum state on) a symmetric Fock space [37]. These fields are represented by quantum Wiener processes on the Fock space which drive the system variables according to the energetics of the system and its interaction with the fields. The latter is specified by the system Hamiltonian and the system-field coupling operators which are functions of the system variables. However, classical functions of several real or complex variables can be extended to the noncommutative quantum variables in different ways. One of such extensions is provided by the Weyl functional calculus [9] which employs unitary Weyl operators whose role in this context is similar to that of the spatial harmonics in the Fourier transform.

The Weyl quantization is used in the Wigner-Moyal phase-space method [18], [33] of quasi-probability density functions (QPDFs) which are the Fourier transforms of the quasi-characteristic functions (QCFs) [5], with the latter being the quantum expectations of the Weyl operators. The phase-space approach allows the quantum dynamics to be represented without the “burden of the Hilbert space” and leads to partial differential and integro-differential equations for the QPDFs and QCFs, which involve only real or complex variables and encode the moments of the system operators. Although the Moyal equations
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[33] for the QPDF dynamics were originally obtained for closed systems, the phase-space approach has also extensions to different classes of open quantum systems; see, for example, [16], [17], [28], [31], [45].

In the present paper, the phase-space approach is applied to the filtering problem for a class of nonlinear quantum stochastic systems with multichannel field measurements satisfying the nondecomposition conditions. The system variables satisfy the Weyl canonical commutation relations (CCRs) and are governed by a Markovian QSDE driven by the quantum Wiener processes of bosonic fields in vacuum state. Using the Weyl quantization of the Hamiltonian and system-field coupling operators in combination with the results of [34] and [45], we obtain a stochastic integro-differential equation (SIDE) for the evolution of the posterior QCF of the system conditioned on the measurements. This equation is a spatial frequency domain representation of the BKSE driven by the innovation process associated with the measurements. We also discuss a more specific form of the posterior QCF and QPDF dynamics for a class [40], [45] of open quantum systems whose coupling operators are linear (measurement-free) quantum control and filtering problems.

The paper is organized as follows. Section III describes the class of quantum stochastic systems under consideration. Section IV specifies these results, together with a related equation for the posterior QPDF, for the case of linear system-field coupling. Section V develops modified quantum Kalman filter equations for a Gaussian approximation of the posterior quantum state. Section VII provides concluding remarks.

II. QUANTUM STOCHASTIC SYSTEMS BEING CONSIDERED

We consider an open quantum system, whose internal dynamics are affected by interaction with external fields and are described in terms of an even number $n$ of dynamic variables $X_1, \ldots, X_n$ assembled into a vector $X := (X_k)_{1 \leq k \leq n}$ (vectors are assumed to be organized as columns). These system variables are time-varying self-adjoint operators on a complex separable Hilbert space $\mathcal{H}$ satisfying the CCRs

$$[X_u, X_v] = e^{i\Theta} [W_u, W_v]$$

for all $u, v \in \mathbb{R}^n$ in terms of the unitary Weyl operators [9]

$$W_u := -i\Theta X = X_u^\dagger,$$  

where $(-)^\dagger$ is the operator adjoint. Here, $\Theta$ is a nonsingular real antisymmetric matrix which specifies the matrix of commutators $[X_i, X_j] := ([X_i, X_j])_{1 \leq i, j \leq n} = 2\Theta$ as an infinitesimal form of the Weyl CCRs (the transpose $(-)^\dagger$ acts on matrices of operators as if their entries were scalars).

For example, in the case when the system variables consist of conjugate pairs of the quantum mechanical position and momentum operators [32] comprising the $\frac{n}{2}$-dimensional vectors $q$ and $p := -i\hbar q$ (with the reduced Planck constant set to $\hbar = 1$), so that

$$X := \begin{bmatrix} q \\ p \end{bmatrix},$$

the CCR matrix takes the form $\Theta = \frac{1}{2} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \otimes I_{n/2}$ and corresponds to the symplectic structure matrix in classical Hamiltonian systems (here, $\otimes$ denotes the Kronecker product of matrices, and $I_r$ is the identity matrix of order $r$).

The evolution of the vector $X$ of system variables is governed by a Markovian Hudson-Parthasarathy QSDE with the identity scattering matrix $\mathcal{L}$ [23], [35]

$$dX = \mathcal{L}(X)dt - i[X, h^T]dW$$

whose structure is described below (the time arguments are often omitted for brevity). Although it resembles classical SDEs [26], the QSDE (4) is driven by a vector $W := (W_k)_{1 \leq k \leq m}$ of an even number $m$ of self-adjoint quantum Wiener processes $W_1, \ldots, W_m$ acting on a symmetric Fock space $\mathcal{F}$. These represent the external bosonic fields [19], [35] and have the quantum Ito table

$$dW_dW^T = \Omega dt, \quad \Omega := I_m + iJ, \quad J := \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \otimes I_{m/2}.$$  

In contrast to the diffusion matrix of the standard Wiener process, $\Omega := (\omega_{jk})_{1 \leq j, k \leq m}$ is a complex positive semi-definite Hermitian matrix with a nonzero imaginary part $\text{Im}\Omega = J$, whereby the quantum Wiener processes $W_1, \ldots, W_m$ do not commute with each other:

$$[W(s), W(t)^T] = 2i\min(s,t)J, \quad s, t \geq 0.$$
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Furthermore, the $n$-dimensional drift vector $\mathcal{L}(X)$ and the dispersion $(n \times m)$-matrix $-i[X,H^T]$ of the QSDE (4) are specified by the system Hamiltonian $h_0$ and the vector $h := (h_k)_{1 \leq k \leq m}$ of system-field coupling operators $h_1, \ldots, h_m$, which are self-adjoint operators on $\mathcal{H}$ representable as functions of the system variables. The superoperator $\mathcal{L}$ is the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) generator [13], [29] which acts on a system operator $\xi$ (and applies entrywise to vectors) as

$$\mathcal{L}(\xi) := i[h_0, \xi] + \frac{1}{2} \sum_{j,k=1}^m \omega_{jk} \left( [h_j, \xi]h_k + h_j [\xi, h_k] \right).$$ (7)

The specific structure of the QSDE (4) comes from the system-field interaction which drives a unitary operator $U(t)$ acting on the system-field tensor-product space $\mathcal{H} := \mathcal{H}_0 \otimes \mathcal{F}$ (with $\mathcal{H}_0$ the initial space for the action of the system variables at time $t = 0$):

$$dU = -U \left( i[h_0 dt + \hat{h}_t d\mathcal{W}] + \frac{1}{2} \hat{h}_t^T \Omega dt \right),$$ (8)

where $U(0) = \mathcal{I}_{\mathcal{H}}$ is the identity operator on $\mathcal{H}$. The unitary operator $U(t)$, which depends on the system-field interaction over the time interval from $0$ to $t$, is adapted in the sense that it acts effectively on the subspace $\mathcal{H}_0 \otimes \mathcal{F}_t$, where $\{ \mathcal{F}_t : t \geq 0 \}$ is the Fock space filtration. The corresponding quantum stochastic flow evolves the system variables as

$$X(t) = U(t)^\dagger (X(0) \otimes \mathcal{I}_{\mathcal{F}}) U(t),$$ (9)

whence the QSDE (4) is obtained by using (8) and the quantum Ito formula [23], [35] in combination with (5) and commutativity between the forward Ito increments $d\mathcal{W}(t)$ and adapted processes $\xi$, which are functions of the system variables, satisfy QSDEs of the same form

$$d\xi = \mathcal{L}(\xi) dt - i[\xi, \hat{h}_t] d\mathcal{W}.$$ (10)

### III. OUTPUT FIELDS, NONDESTRUCTION MEASUREMENTS AND CONDITIONING

A more conventional representation of the quantum Wiener process $W$ is in terms of the field annihilation $a_1, \ldots, a_{m/2}$ and creation $a_1^\dagger, \ldots, a_{m/2}^\dagger$ processes [23], [35], assembled into vectors $a := (a_k)_{1 \leq k \leq m/2}$ and $a^\# := (a_k^\dagger)_{1 \leq k \leq m/2}$:

$$W := 2 \begin{bmatrix} \text{Re} a & \text{Im} a \\ \text{Im} a & -\text{Re} a \end{bmatrix} = \begin{bmatrix} 1 & i \\ -i & 1 \end{bmatrix} \otimes I_{m/2} \begin{bmatrix} a \\ a^\# \end{bmatrix}.$$ (11)

Here, $(\cdot)^\#$ denotes the entrywise operator adjoint, and the real and imaginary parts are extended to matrices $M$ with operator-valued entries as $\text{Re} M = \frac{1}{2}(M + M^\#)$ and $\text{Im} M = \frac{1}{2i}(M - M^\#)$ which consist of self-adjoint operators. In accordance with (5), the quantum Ito table of the annihilation and creation processes is given by $d\begin{bmatrix} a \\ a^\# \end{bmatrix} d[a^\dagger, a^\dagger] = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \otimes I_{m/2} dt$, where $(\cdot)^\dagger := (\cdot^\#)^T$ denotes the transpose of the entrywise adjoint and reduces to the complex conjugate transpose $(\cdot)^* := (\cdot)^T$ for complex matrices. Also, the term $i\hat{h}_t^T d\mathcal{W} = L^T da - L^T a^\#$, which is part of the diffusion term in (8), is related to a different vector $L := (L_k)_{1 \leq k \leq m/2}$ of (not necessarily self-adjoint) coupling operators $L_1, \ldots, L_{m/2}$, so that

$$h = -J \begin{bmatrix} \text{Re} L \\ \text{Im} L \end{bmatrix}, \quad \begin{bmatrix} \text{Re} L \\ \text{Im} L \end{bmatrix} = Jh.$$ (12)

Here, use is also made of the identity $J^2 = -I_m$ following from (5). The relations (11) and (12) make it possible to move between two alternative representations of the external fields and the system-field coupling operators. As a result of the joint system-field evolution described by the unitary operator $U(t)$ from (8), the output field $Y := (Y_k)_{1 \leq k \leq m}$ is given by

$$Y(t) = 2 \begin{bmatrix} \text{Re} (t) \\ \text{Im} (t) \end{bmatrix} = U(t)^\dagger (\mathcal{I}_{\mathcal{H}_0} \otimes W(t)) U(t)$$ (13)

and satisfies the QSDE

$$dY = 2J h dt + d\mathcal{W}.$$ (14)

Here, $b := (b_k)_{1 \leq k \leq m/2}$ and $b^\# := (b^\dagger_k)_{1 \leq k \leq m/2}$ are vectors of the corresponding output annihilation and creation operators:

$$b = U^\dagger (\mathcal{I}_{\mathcal{H}_0} \otimes a) U, \quad b^\# = U^\dagger (\mathcal{I}_{\mathcal{H}_0} \otimes a^\#) U.$$ (15)

In view of (11), (12) and (14), the processes $b$ and $b^\#$ satisfy the QSDEs $db = L dt + da$ and $db^\# = L^T dt + da^\#$, the second of which is obtained by the conjugation of the first one. The unitary evolution in (9) and (13) preserves the commutativity between the system and output field variables in the sense that

$$[X(t), Y(s)^\dagger] = 0, \quad t \geq s \geq 0.$$ (16)
However, since
\[ [dY, dY^T] = [dW, dW^T] = 2iJdr \] (17)
and \[[Y(s), Y(t)^T] = 2i\min(s, t)J\] for all \(s, t \geq 0\) in view of (14) and (15), the output fields \(Y_1, \ldots, Y_m\) do not commute with each other and are not accessible to simultaneous measurement.

Therefore, following [34], we will consider an \(r\)-channel field \(Z\) which is related to \(b\) and \(b^\#\) from (15) and \(Y\) from (13) by
\[ Z = \overline{G}b + Gb^\# = 2\Re(\overline{G}b) = FY, \quad F := \begin{bmatrix} \Re G & \Im G \end{bmatrix}. \] (18)

Here, it is assumed that \(r \leq m\), and the matrix \(F \in \mathbb{R}^{r \times m}\), which is specified by \(G \in \mathbb{C}^{r \times m/2}\), satisfies the conditions
\[ FF^T \succeq 0, \quad FJF^T = 0, \] (19)
the first of which is equivalent to \(F\) being of full row rank. In view of (17), the second condition in (19) implies that \([dZ, dZ^T] = 2iFJF^T dr = 0\), which makes the quantum process \(Z\) in (18) self-commuting and allows for simultaneous continuous measurements of its entries \(Z_1, \ldots, Z_r\). Furthermore, \(Z\) can be regarded (up to an isomorphism) as a classical diffusion process [26] with values in \(\mathbb{R}^r\) and a positive definite diffusion matrix \(FF^T\). Also, \(Z\) inherits from \(Y\) the property (16) since \([X(t), Z(s)^T] = [X(t), Y(s)^T]F^T = 0\) for all \(t \geq s \geq 0\). Hence, for any time \(t \geq 0\), the past measurement history
\[ \mathcal{Z}_t := \{Z_1(s), \ldots, Z_r(s) : 0 \leq s \leq t\} \] (20)
and any given system operator \(\xi(t) := f(X(t))\) (an operator-valued extension of a complex-valued function to the system variables) form a set of pairwise commuting (and hence, compatible) quantum variables. This makes the process \(Z\) in (18) and (19) a legitimate model of nondemolition measurements.

In what follows, we will use the conditional quantum expectation
\[ \pi_t(\xi) := \mathbb{E}(\xi(t) | \mathcal{Z}_t) \] (21)
of a system operator \(\xi\) at time \(t \geq 0\) with respect to the commutative von Neumann algebra \(\mathcal{Z}_t\) generated by the past measurement history \(\mathcal{Z}_t\) from (20). This is a mean square optimal estimator of \(\xi(t)\) in the sense that \(\pi_t(\xi)\) is an element of the measurement algebra \(\mathcal{Z}_t\) which delivers the minimum
\[ \min_{\eta \in \mathcal{Z}_t} \mathbb{E}((\xi(t) - \eta)^\dagger(\xi(t) - \eta)). \] (22)

This characterization is similar to the variational property of classical conditional expectations (of square integrable random variables) with respect to \(\sigma\)-subalgebras [30]. The quantum expectation \(\mathbb{E} \xi = \text{Tr}(\rho \xi)\) in (22) is over the system-field density operator \(\rho := \sigma \otimes \nu\), where \(\sigma\) is the initial quantum state of the system, and \(\nu\) is the vacuum state [35] of the input fields.

According to [34, Theorem 9], the conditional expectation of a given system operator \(\xi\) in (21) with respect to the nondemolition measurements (15) satisfies the BKSE
\[ d\pi_t(\xi) = \pi_t(\mathcal{Z}(\xi)) dt + \beta^T K d\chi, \] (23)
which is driven by an innovation process \(\chi\) (a martingale with respect to the measurement filtration) with the Ito differential
\[ d\chi = dZ - 2FF^T K^T \pi_t(\text{Re} M) dr \] (24)
and diffusion matrix \(FF^T\). Here, the conditional expectation \(\pi_t\) is evaluated at vectors of system operators entrywise, and
\[ \beta := \pi_t(M^\# \xi + M\xi - 2M^\#) \pi_t(\text{Re} M). \] (25)
The drift term of the SDE (23) comes from \(\xi\) having dynamics of its own in (10). The diffusion term \(\beta^T K d\chi\) represents the measurement-driven corrections of the prior estimate and, together with (24) and (25), involves additional quantities [34]. More precisely,
\[ M := E^{-T} L \] (26)
(with \(E^{-T} := (E^{-1})^T\)) is a modified vector of coupling operators, where \(E \in \mathbb{C}^{\frac{m}{2} \times \frac{m}{2}}\) is a nonsingular matrix obtained by augmenting the matrix \(G\) from (18) as
\[ E := \begin{bmatrix} G \\ D \end{bmatrix}. \] (27)
The matrix \(D \in \mathbb{C}(\frac{m}{2} - r) \times \frac{m}{2}\) is found so as to satisfy the condition
\[ [\text{Re} E \quad \text{Im} E] J [\text{Re} E^T \quad \text{Im} E^T] = 0. \] (28)
In view of (27), the leading diagonal block of order \( \frac{r}{2} \) in the matrix on the left-hand side of (28) is \( FJF^T \) which vanishes due to the second condition in (19). The matrix \( K \in \mathbb{R}^{2r \times r} \) in (23) and (24) is computed according to [34, Lemma 6, Proposition 8, Remark 11] as

\[
K := \begin{bmatrix} I_r & (\text{Re}D\text{Re}G^T + \text{Im}D\text{Im}G^T)(FF^T)^{-1} \end{bmatrix}.
\]  (29)

Whereas the SDE (23) follows the Heisenberg picture of quantum dynamics, its dual Schrödinger picture version, known as the SME [47], describes the evolution of the posterior density operator. The latter is a quantum counterpart of the classical conditional probability distribution which is continuously updated over the course of measurements according to the Bayes rule. However, in contrast to the classical case, the SME approach carries the “burden of the Hilbert space”.

At the same time, the SDE (23) is not algebraically closed, in general, since its right-hand side involves other conditional moments which are not necessarily reducible to \( \pi(\xi) \). The desired closure can be achieved with an appropriate parametric family of system operators \( \xi \). Such family is provided, for example, by the Weyl operators (2) in the Weyl quantization framework, which is considered in the next section.

IV. EVOLUTION OF THE POSTERIOR QUASI-CHARACTERISTIC FUNCTION

Application of the conditional expectation (21) to the Weyl operator \( W_u \), associated with the system variables by (2), leads to the posterior QCF

\[
\Phi(t,u) := \pi(W_u) = \Phi(t,-u), \quad t \geq 0, \ u \in \mathbb{R}^n,
\]  (30)

which is a complex-valued function. Here, the second equality describes the Hermitian property of \( \Phi(t,u) \) with respect to its spatial argument \( u \) and follows from the second equality in (2), while \( W_0 = \mathcal{F}_s \) implies that \( \Phi(t,0) = 1 \). However, in view of the Weyl CCRs (1), the Bochner-Khinchin positiveness criterion [12] for the characteristic functions of classical probability distributions is replaced with its quantum mechanical weighted version [5], [22]: the complex Hermitian matrix

\[
\langle \psi^\dagger | W_{u_1-u_2} | \psi \rangle \quad t \leq j, k \leq q
\]

is positive semi-definite for any number of arbitrary points \( u_1, \ldots, u_q \). This leads to an algebraically closed equation for the time evolution of the posterior QCF in the framework (23) and (24) of the Weyl quantization model for the energy operators of the system. To this end, following [45], we assume that the system Hamiltonian \( h_0 \) and the system-field coupling operators \( h_1, \ldots, h_m \) in (7) are obtained by the Weyl quantization [9] of real-valued functions on \( \mathbb{R}^n \) with the Fourier transforms \( H_k : \mathbb{R}^n \to \mathbb{C} \) as

\[
h_k := \int_{\mathbb{R}^n} H_k(u) W_u \, du, \quad k = 0, 1, \ldots, m,
\]  (32)

where \( W_u \) is the Weyl operator (2). The vector \( h \) of the system-field coupling operators is related to the vector-valued map

\[
H := (H_k)_{1 \leq k \leq m} : \mathbb{R}^n \to \mathbb{C}^m
\]

by

\[
h = \int_{\mathbb{R}^n} H(u) W_u \, du.
\]  (33)

The operators \( h_k \) in (32) are self-adjoint due to the second equality in (2) and the Hermitian property of the functions \( H_k \) as the Fourier transforms of real-valued functions (that is, \( H_k(-u) = H_k(u) \) for all \( u \in \mathbb{R}^n \)).

If the function \( H_k \) is absolutely integrable (that is, \( \int_{\mathbb{R}^n} |H_k(u)| \, du < +\infty \)), then (32) can be understood as a Bochner integral [48] which yields a bounded operator \( h_k \) due to the unitarity of the Weyl operator \( W_u \) for any \( u \in \mathbb{R}^n \). In order to obtain, for example, polynomial functions of the system variables, the Fourier transforms \( H_k \) in (32) have to be generalized functions [42] (a particular class of such systems will be considered in Section V).

The following theorem uses integral operators \( \mathcal{A}, \mathcal{B}, \mathcal{C} \) of which \( \mathcal{A} \) and \( \mathcal{C} \) are linear) which map a function \( \phi : \mathbb{R}^n \to \mathbb{C} \) to the functions \( \mathcal{A}(\phi) : \mathbb{R}^n \to \mathbb{C} \) and \( \mathcal{B}(\phi), \mathcal{C}(\phi) : \mathbb{R}^n \to \mathbb{C}^n \) as

\[
\mathcal{A}(\phi)(u) := \int_{\mathbb{R}^n} V(u,v) \phi(u+v) \, dv,
\]  (34)

\[
\mathcal{B}(\phi)(u) := \mathcal{C}(\phi)(u) - \phi(u) \mathcal{C}(\phi)(0),
\]  (35)

\[
\mathcal{C}(\phi)(u) := \int_{\mathbb{R}^n} \Gamma(u,v) \phi(u+v) \, dv.
\]  (36)
The kernel function \( V : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C} \) in (34) is computed as

\[
V(u, v) := -2 \sin(u^T \Theta v) H_0(v) - 2 \int_{\mathbb{R}^n} \sin(u^T \Theta w) H(w)^T \Upsilon(u + w, w - v) H(v - w) dw,
\]

where \( H_0 \) and \( H \) are the Fourier transforms from (32) and (33), and \( \Upsilon : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{m \times m} \) is an auxiliary function which is expressed as

\[
\Upsilon(u, v) := \sin(u^T \Theta v) L_m + \cos(u^T \Theta v) J
\]

in terms of the CCR matrix \( \Theta \) in (1) and the matrix \( J \) in (5). Also, the function \( \Gamma : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^\mathbb{Z} \) in (36) is related by

\[
\Gamma(u, v) := 2 \left( \cos(u^T \Theta v) \begin{bmatrix} E_2 & E_1 \end{bmatrix} + \sin(u^T \Theta v) \begin{bmatrix} -E_1 & E_2 \end{bmatrix} \right) H(v)
\]

to the matrix \( E \) from (27) and (28) through the matrices \( E_1, E_2 \in \mathbb{R}^{\mathbb{Z} \times \mathbb{Z}} \) given by

\[
E_1 := \text{Re}(E^{-T}), \quad E_2 := \text{Im}(E^{-T}).
\]

**Theorem 1:** Suppose the Hamiltonian \( h_0 \) and the coupling operators \( h_1, \ldots, h_m \) of the quantum stochastic system (4) have the Weyl quantization form (32). Then the posterior QCF (30) with respect to the non demolition measurements in (18), (19) satisfies the SIDE

\[
d\Phi(t, u) = \mathcal{A}(\Phi(t, \cdot))(u) dr + \mathcal{B}(\Phi(t, \cdot))(u)^T K d\chi.
\]

Here, the innovation process \( \chi \) does not depend on \( u \in \mathbb{R}^n \) and its Lto differential is given by

\[
d\chi = dZ - FF^T K^T \mathcal{C}(\Phi(t, \cdot))(0) dr,
\]

where the integral operators \( \mathcal{A}, \mathcal{B}, \mathcal{C} \) from (34)–(36) act over the spatial argument of \( \Phi \), and the matrix \( K \in \mathbb{R}^{\mathbb{Z} \times r} \) is given by (29).

**Proof:** We will evaluate the terms of the BKSE (23) at the Weyl operator \( \hat{\xi} := \mathcal{W}_u \) in (22) using the Weyl quantization (32) and (33). From the proof of [45, Theorem 1], it follows that the GKSL generator (7) acts on \( \mathcal{W}_u \) as

\[
\mathcal{L}(\mathcal{W}_u) = \int_{\mathbb{R}^n} V(u, v) \mathcal{W}_{u+v} dv,
\]

where the function \( V \) is computed according to (37) and (38). In view of (40), the conditional expectation of (43) takes the form

\[
\pi_t(\mathcal{L}(\mathcal{W}_u)) = \int_{\mathbb{R}^n} V(u, v) \Phi(t, u + v) dv = \mathcal{A}(\Phi(t, \cdot))(u),
\]

with \( \mathcal{A} \) given by (34). The modified vector of coupling operators in (26) can be represented as

\[
\mathcal{W}_u^a M = \begin{bmatrix} 1 & i \\ i & -E^{-T} \end{bmatrix} J \int_{\mathbb{R}^n} H(v) \mathcal{W}_v dv
\]

where use is made of (12) and the Weyl quantization (33) of the coupling operators. In view of the Weyl CCRs (1), it follows from (45) that

\[
\mathcal{W}_u^a M = \begin{bmatrix} 1 & i \\ i & -E^{-T} \end{bmatrix} J \int_{\mathbb{R}^n} e^{-i\Theta v} H(v) \mathcal{W}_v dv.
\]

A similar reasoning leads to

\[
M^a \mathcal{W}_u = \begin{bmatrix} 1 & i \\ i & -E^{-T} \end{bmatrix} J \int_{\mathbb{R}^n} e^{i\Theta v} H(v) \mathcal{W}_v dv.
\]

The sum of the left-hand sides of (46) and (47) takes the form

\[
\mathcal{W}_u^a M + M^a \mathcal{W}_u = 2 \int_{\mathbb{R}^n} \text{Re} ( e^{-i\Theta v} [1 \ i] \otimes E^{-T} ) J H(v) = \int_{\mathbb{R}^n} \Gamma(u, v) \mathcal{W}_{u+v} dv,
\]

where use is made of the matrices \( J, E_1, E_2 \) from (41) and (40) leading to the function \( \Gamma \) in (39). The conditional expectation of (48) is

\[
\pi_t(\mathcal{W}_u^a M + M^a \mathcal{W}_u) = \int_{\mathbb{R}^n} \Gamma(u, v) \Phi(t, u + v) dv = \mathcal{C}(\Phi(t, \cdot))(u),
\]

with \( \mathcal{C} \) given by (36). Since the vector \( Jh \) in (45) consists of self-adjoint operators, then

\[
\text{Re} M = \text{Re} \begin{bmatrix} 1 & i \\ i & -E^{-T} \end{bmatrix} J = [E_1 \ -E_2] J [E_2 \ E_1] \int_{\mathbb{R}^n} H(v) \mathcal{W}_v dv
\]

(50)
in view of (40). The conditional expectation of (50) is related to (39) and (50) by

$$2\pi i(\text{Re}M) = \int_{\mathbb{R}^n} \Gamma(0,v)\Phi(t,v)dv = \mathcal{C}(\Phi(t,\cdot))(0).$$  \hspace{1cm} (51)

Substitution of (30), (44), (49) and (51) into (23)–(25) establishes (41) and (42).

In the absence of measurements, the QCF $\Phi$ is no longer random, the diffusion term in (41) vanishes, and the SIDE reduces to the IDE $\partial_t\Phi = \mathcal{A}(\Phi(t,\cdot))$ for the unconditional QCF obtained in [45, Theorem 1]. If the system and fields are uncoupled, this IDE reduces further to the Moyal equation $\partial_t\Phi(t,u) = -2\int_{\mathbb{R}^d} \sin(ut^T\Theta v)H_0(v)\Phi(t,u+v)dv$, which follows from (44) by letting $H = 0$ in (37).

V. POSTERIOR QCF DYNAMICS IN THE CASE OF LINEAR SYSTEM-FIELD COUPLING

We will now consider a class [40], [45] of open quantum systems whose coupling operators are linear functions of the system variables:

$$h := NX,$$  \hspace{1cm} (52)

where $N \in \mathbb{R}^{m \times n}$ is a coupling matrix, while the Hamiltonian

$$h_0 := \frac{1}{2}X^T RX + \int_{\mathbb{R}^d} \Psi(v)\mathcal{H}_I dv$$  \hspace{1cm} (53)

consists of a quadratic part, specified by an energy matrix $R = R^T \in \mathbb{R}^{n \times n}$, and a nonquadratic part represented in the Weyl quantization form. The latter depends on $d \leq n$ system variables comprising a vector $SX$ (where $S \in \{0,1\}^{d \times n}$ is a submatrix of a permutation matrix of order $n$) and is determined by the Fourier transform $\Psi : \mathbb{R}^d \rightarrow \mathbb{C}$ of a real-valued function on $\mathbb{R}^d$. It is assumed that $\int_{\mathbb{R}^d} |\Psi(v)|dv < +\infty$. For such a system, the representations (32) and (34) hold with

$$H_0(u) = -\frac{1}{2}\text{Tr}(R\delta''(u)) + \int_{\mathbb{R}^d} \Psi(v)\delta(u-S^Tv)dv,$$  \hspace{1cm} (54)

$$H(u) = iN\delta'(u),$$  \hspace{1cm} (55)

where $\delta'$ and $\delta''$ are the distributional gradient vector and Hessian matrix of the $n$-dimensional Dirac delta function $\delta$. Since $SS^T = I_d$, the matrix $S$ describes an isometry between $\mathbb{R}^d$ and the subspace $S^T\mathbb{R}^d \subset \mathbb{R}^n$. Therefore, the integral in (54), as a generalized function [42], is a complex measure on this subspace with density $\Psi$ (with respect to the $d$-variate Lebesgue measure on $S^T\mathbb{R}^d$). The corresponding QSD equation (4) takes the form [45]

$$dX = \left(AX + 2i\Theta S^T \int_{\mathbb{R}^d} \Psi(v)v\mathcal{H}_I dv\right)dt + BdW,$$  \hspace{1cm} (56)

where the matrices $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are related to the coupling and energy matrices $N$ and $R$ in (52) and (53) by

$$A := 2\Theta(R + N^T JN), \quad B := 2\Theta N^T.$$  \hspace{1cm} (57)

The nonlinear dependence on the system variables in the QSD equation (56) comes from the nonquadratic part of the Hamiltonian. For example, in the case (3), when the system has a positive definite mass matrix $M$, and the potential energy is split into a quadratic part $\frac{1}{2}q^T K q$ (with the stiffness matrix $K$) and a nonquadratic part $\int_{\mathbb{R}^d} \Psi(v)e^{-q^T K q}dv$, with $d = \frac{n}{2}$, the representation (34) holds with $R = \text{diag}(K, M^{-1})$ and $S = [I_d \ 0]$.

**Theorem 2**: Suppose the vector $h$ of system-field coupling operators and the system Hamiltonian $h_0$ are given by (52) and (53). Then the SIDE (41) for the posterior QCF $\Phi$ in (30) takes the form

$$d\Phi(t,u) = \left(u^T A \partial_u \Phi(t,u) - \frac{1}{2} |B^Tu|^2 \Phi(t,u) - 2 \int_{\mathbb{R}^d} \sin(u^T \Theta S^Tv)\Psi(v)\Phi(t,u+S^Tv)dv\right)dt$$

$$+ 2i\left(\Phi(t,u) \left[ -E_1 \ E_2 \right] N\Theta u - \left[ E_2 \ E_1 \right] N(\partial_u \Phi(t,u) - \Phi(t,u)\partial_u \Phi(t,u)) \right)^T K\mathcal{H},$$  \hspace{1cm} (58)

where the matrices $A$ and $B$ are given by (57). The corresponding posterior PDF $\tilde{\Psi}$ in (31) satisfies the SIDE

$$d\tilde{\Psi}(t,x) = \left(-\text{div}\left(\tilde{\Psi}(t,x)Ax\right) + \frac{1}{2} \text{div}^2\left(\tilde{\Psi}(t,x)BB^T\right)\right)dt$$

$$- 2 \int_{\mathbb{R}^d} \Xi(x,v)\tilde{\Psi}(t,x - \Theta S^Tv)dv dt$$

$$+ 2 \left(\left[ E_1 \ -E_2 \right] N\Theta \partial_x \tilde{\Psi}(t,x) + \tilde{\Psi}(t,x) \left[ E_2 \ E_1 \right] N(x - \int_{\mathbb{R}^d} \tilde{\Psi}(t,v)dv) \right)^T K\mathcal{H},$$  \hspace{1cm} (59)

where $\text{div}(\cdot)$ is the divergence operator with respect to $x \in \mathbb{R}^n$, and the kernel function $\Xi : \mathbb{R}^n \times \mathbb{R}^d \rightarrow \mathbb{R}$ is expressed as

$$\Xi(x,v) := \text{Re}\Psi(v)\sin(v^T Sx) + \text{Im}\Psi(v)\cos(v^T Sx)$$  \hspace{1cm} (60)
in terms of the function $\Psi$ and the matrix $S$ from (63). The Ito differential of the innovation process $\chi$ in (42) can be represented as

$$d\chi = dZ - 2FF^TK^T[E_2 \ E_1]N \int_{\mathbb{R}^n} \bar{U}(t,y)yd\Gamma.$$

(61)

\textbf{Proof:} The drift term in (58) (and its spatial Fourier transform which is the drift term of (59)) was obtained in [45, Theorem 2] and can be established directly by substituting (54) and (55) into (37) and (34). We now turn to the diffusion terms of these SIDEs. By substituting (55) into (39) and using the relation $f'0 = f(0)\delta' - f'(0)\delta$ for infinitely differentiable functions $f$ (see, for example, [42]), it follows that (56) takes the form

$$\mathcal{C}(\phi)(u) = 2i \int_{\mathbb{R}^n} \left( \cos(u^T \Theta v)[E_2 \ E_1] + \sin(u^T \Theta v)[-E_1 \ E_2] \right) N\delta'(v)\phi(u + v)dv$$

$$= 2i \left( \phi(u) - E_1 E_2 N\Theta u - [E_2 \ E_1] N\phi'(u) \right)$$

(62)

for any bounded smooth function $\phi : \mathbb{R}^n \rightarrow \mathbb{C}$. In particular, at $u = 0$,

$$\mathcal{C}(\phi)(0) = -2i \left( E_2 \ E_1 \right) N\phi'(0).$$

(63)

Substitution of (62) and (63) into (55) leads to

$$\mathcal{B}(\phi)(u) = 2i \left( \phi(u) - E_1 E_2 N\Theta u - [E_2 \ E_1] N(\phi'(u) - \phi(u)\phi'(0)) \right).$$

(64)

In view of (41), application of (63) to the posterior QCF yields the diffusion term in (58) whose spatial Fourier transform leads to the diffusion term in (59). The representation (61) follows from (42), (63) and the relation $-i\delta_u\Phi(t,0) = \int_{\mathbb{R}^n} \bar{U}(t,y)yd\Gamma$.

The upper line of (59) is recognizable as the Fokker-Planck-Kolmogorov equation [26] $\partial_t \bar{U} = -\text{div}(\bar{U}A\chi) + \frac{1}{2}\text{det}(\bar{U}BB^T)$ for the unconditional PDF of a classical Markov diffusion process with the linear drift $A\chi$ and diffusion matrix $BB^T$. For the quantum system being considered, the representations

$$\pi_t(X) = -i\partial_t\Phi(t,0) = \int_{\mathbb{R}^n} \bar{U}(t,x)xd\Gamma$$

(65)

for the posterior mean vector of the system variables, similar to the corresponding classical relations, remain valid even if the QPDF $\bar{U}$ is not nonnegative everywhere. Now, suppose $\Psi = 0$, so that the function $\Xi$ in (60) vanishes, and the system is an open quantum harmonic oscillator [7]. In this case, if the initial system state is Gaussian [36], the conditional quantum state remains Gaussian with the time-varying mean vector $\mu$ and the real part $\Sigma$ of the quantum covariance matrix of the system variables:

$$\mu := \pi_t(X), \quad \Sigma := \text{Re} \pi_t((X - \mu)(X - \mu)^T),$$

(66)

where $\Sigma + i\Theta \succ 0$ in view of the Heisenberg uncertainty principle [20]. The corresponding Gaussian QCF is given by

$$\Phi_{\mu,\Sigma}(u) = e^{u^T\mu - \frac{1}{2}\|u\|^2}, \quad u \in \mathbb{R}^n,$$

(67)

where $\|u\|_{\Sigma} := |\sqrt{\Sigma}u|$. The following theorem describes the time evolution of the parameters of the posterior Gaussian state.

\textbf{Theorem 3:} Suppose the system dynamics are linear and specified by (52) and (53) with $\Psi = 0$, and the initial system state is Gaussian. Then the parameters $\mu$ and $\Sigma$ of the posterior Gaussian state in (60) satisfy

$$d\mu = \Lambda\mu dt + 2(P + Q\Sigma)^TKd\chi,$$

(68)

$$d\Sigma = \Lambda\Sigma + \Sigma A^T + BB^T - 4(P + Q\Sigma)^TKFF^TK^T(P + Q\Sigma).$$

(69)

Here, the matrices $A$ and $B$ are given by (57), the matrices $P, Q \in \mathbb{R}^{n \times n}$ are related by

$$P := [-E_1 \ E_2] N\Theta, \quad Q := [E_2 \ E_1] N$$

(70)

to the matrices (40), and the innovation process $\chi$ is driven by the measurements as

$$d\chi = dZ - 2FF^TK^TQ\mu dt.$$

(71)

\textbf{Proof:} By substituting the Gaussian QCF from (67) into (58) with $\Psi = 0$, and using the identity $\partial_u \Phi_{\mu,\Sigma}(u) = \Phi_{\mu,\Sigma}(u)(i\mu - \Sigma u)$, it follows that

$$\frac{d\Phi_{\mu,\Sigma}}{\Phi_{\mu,\Sigma}} = \left( u^TA(i\mu - \Sigma u) - \frac{1}{2} |B^Tu|^2 \right) dt + 2iu^T(P + Q\Sigma)^TKd\chi$$

$$= iu^T(A\mu dt + 2(P + Q\Sigma)^TKd\chi) - \frac{1}{2} u^T(\Lambda\Sigma + \Sigma A^T + BB^T)u dt,$$

(72)
where $P$, $Q$ are the matrices from (70). On the other hand, application of the classical Ito lemma [26] to $\ln \Phi_{\mu, \Sigma}$ (which depends on time only through $\mu$ and $\Sigma$) yields

$$
\frac{d\Phi_{\mu, \Sigma}}{\Phi_{\mu, \Sigma}} = d\ln \Phi_{\mu, \Sigma} + \frac{1}{2} \left( \frac{d\Phi_{\mu, \Sigma}}{\Phi_{\mu, \Sigma}} \right)^2 = iu^T \mu - \frac{1}{2} u^T (d\Sigma + 4(P + Q\Sigma)^T K F F^T K^T (P + Q\Sigma) du). \tag{73}
$$

Here, use is made of the relation $d\ln \Phi_{\mu, \Sigma}(u) = iu^T \mu - \frac{1}{2} u^T (d\Sigma + 4(P + Q\Sigma)^T K F F^T K^T (P + Q\Sigma) du)$ of the complex-valued diffusion process in (72) and the diffusion matrix $F F^T$ of the innovation process $\chi$. The right-hand sides of (72) and (73) are quadratic functions of $u \in \mathbb{R}^n$. By matching the corresponding coefficients, it follows that $\mu$ satisfies the SDE (68) while $\Sigma$ satisfies the ODE (69). Also, (71) follows from (61) in view of (65), (66) and (70).

The SDE (68) and the ODE (69) are the quantum Kalman filter equations for the case of linear-Gaussian system dynamics. Similarly to the covariance dynamics of the usual Kalman filter [1] for classical systems, (69) is organized as a differential Riccati equation (though with different matrices) which reduces to the Lyapunov ODE $\Sigma = A\Sigma + \Sigma A^T + BB^T$ in the absence of measurements. If $\Psi \neq 0$ in (53), then the QSDDE (56) is no longer linear, the integral operator term of the SIDE (58) comes into effect, and the Gaussian QCFs (67) can be used only as approximate solutions.

VI. A GAUSSIAN APPROXIMATION OF THE POSTERIOR STATE

For the class of nonlinear quantum stochastic systems with linear system-field coupling, described in the previous section, we will now consider a Gaussian approximation of the actual posterior quantum state of the system using the criterion

$$
\|\Phi(t, \cdot) - \Phi_\theta\|^2 = \int_{\mathbb{R}^n} |\Phi(t, u) - \Phi_\theta(u)|^2 du \longrightarrow \min. \tag{74}
$$

Here, $\|\cdot\|$ denotes the norm in the Hilbert space $L^2(\mathbb{R}^n)$ of square integrable complex-valued functions on $\mathbb{R}^n$, and the minimization is over the parameter $\theta := (\mu, \Sigma) \in \mathbb{R}^n \times \mathbb{S}_n$ of the Gaussian QCF in (67) subject to the constraint $\Sigma + i\theta \succ 0$, where $\mathbb{S}_n$ denotes the subspace of real symmetric matrices of order $n$. The set $\mathbb{R}^n \times \mathbb{S}_n$ is a Hilbert space with the direct-sum inner product generated from the Euclidean inner product in $\mathbb{R}^n$ and the Frobenius inner product $(\Sigma_1, \Sigma_2) := \text{Tr}(\Sigma_1 \Sigma_2)$ in $\mathbb{S}_n$. The squared $L^2$-distance in (74) is not the only possible proximity criterion. For example, [45] employs the second-order relative Renyi entropy [38] in order to quantify the deviation of the actual QPDF $\bar{\Phi}$ from the Gaussian QPDFs

$$
U_\theta(x) := \frac{(2\pi)^{-n/2}}{\sqrt{\det \Sigma}} e^{-\frac{1}{2} \|x - \mu\|^2}, \quad x \in \mathbb{R}^n, \tag{75}
$$

provided $\Sigma \succ 0$ (the latter assumption also makes $\Phi_\theta$ square integrable). Unlike the relative entropy, (74) treats the actual and approximating QCFs equally and has the same form in terms of the QPDFs (31) and (75) due to the Plancherel identity:

$$
||\bar{\Phi}(t, \cdot) - U_\theta\|^2 = (2\pi)^{-n} ||\Phi(t, \cdot) - \Phi_\theta\|^2. \tag{76}
$$

If the actual posterior QCF $\Phi$ (or the corresponding posterior QPDF $\bar{\Phi}$) were known, then $\theta$ could be chosen, at every moment of time, so as to minimize the cost in (74) (or equivalently, (76)). However, in the nonlinear case $\Psi \neq 0$, when the actual posterior QCF and QPDF are difficult to find, the parameter $\theta$ can be evolved “along” the orthogonal projection (in the $L^2$ sense) of the Ito differential $d\Phi$ of the random field $\Phi$ from (58) (whose right-hand side is computed at $\Phi = \Phi_\theta$) onto the tangent space of differentials $d\Phi_{\mu, \Sigma}$ of the Gaussian QCFs in (73). This approach (whose general idea is similar to that in [41] and references therein) leads to a modified version of the quantum Kalman filter equations (68) and (69):

$$
d\mu = (A\mu + \lambda) dt + 2(P + Q\Sigma)^T K d\chi, \tag{77}
$$

$$
\Sigma = A\Sigma + \Sigma A^T + BB^T + \sigma - 4(P + Q\Sigma)^T K F F^T K^T (P + Q\Sigma), \tag{78}
$$

where the additional terms $\lambda \in \mathbb{R}^n$ and $\sigma \in \mathbb{S}_n$ are found as a solution of the minimization problem

$$
||\bar{\Phi}_{\mu, \Sigma}(\lambda, \Sigma, \cdot)||^2 = \int_{\mathbb{R}^n} |\bar{\Phi}_{\mu, \Sigma}(\lambda, \sigma, u)|^2 du \longrightarrow \min. \tag{79}
$$

Here,

$$
\bar{\Phi}_{\mu, \Sigma}(\lambda, \sigma, u) := \Psi(u) \left( \frac{1}{2} iu^T \lambda - u^T \sigma u \right) \Phi_{\mu, \Sigma}(u), \tag{80}
$$

and

$$
\Phi_{\mu, \Sigma}(u) := 2 \int_{\mathbb{R}^d} \sin (u^T \Theta S^T v) \Psi(v) \Phi_{\mu, \Sigma}(u + S^T v) dv \tag{81}
$$

9
denotes the negative of the integral operator term in (58) which is contributed by the nonquadratic part of the system Hamiltonian. Both $\tilde{g}_{\mu,\Sigma}(\lambda, \sigma, u)$ and $\Theta_{\mu,\Sigma}(u)$ are Hermitian with respect to $u \in \mathbb{R}^n$. The following theorem computes the correction terms $\lambda$ and $\sigma$.

**Theorem 4:** If $\Sigma > 0$, then the minimum in (79) is achieved at a unique point

$$
\lambda = \text{Re} \int_{\mathbb{R}^n} e^{\frac{1}{2} u^T \Sigma^{-1} \frac{1}{2} \Sigma^{-1} \Xi} \Phi_{\mu,\Sigma}(S^T v) \Psi(v) dv,
$$

(82)

$$
\sigma = 2 \mathcal{R}_\Sigma^{-1} \left( \int_{\mathbb{R}^n} e^{\frac{1}{2} u^T \Sigma^{-1} \frac{1}{2} \Sigma^{-1} \Xi} \left( \Sigma^{-1} + \frac{1}{2} \Sigma^{-1} \Xi \Sigma^{-1} \right) \Phi_{\mu,\Sigma}(S^T v) \Psi(v) dv \right),
$$

(83)

where $\mathcal{R}_\Sigma$ is a positive definite self-adjoint operator on $\mathbb{S}_n$ given by

$$
\mathcal{R}_\Sigma(\sigma) := \Sigma^{-1} \sigma \Sigma^{-1} + \frac{1}{2} \left( \Sigma^{-1}, \sigma \right) \Sigma^{-1}.
$$

(84)

**Proof:** The function being minimized in (79) is a convex quadratic function of $(\lambda, \sigma) \in \mathbb{R}^n \times \mathbb{S}_n$, whose Frechet differentiation leads to the necessary conditions of optimality:

$$
\text{Im} \int_{\mathbb{R}^n} \bar{\Phi}_{\mu,\Sigma}(u) \tilde{g}_{\mu,\Sigma}(\lambda, \sigma, u) u du = 0,
$$

(85)

$$
\text{Re} \int_{\mathbb{R}^n} \bar{\Phi}_{\mu,\Sigma}(u) \tilde{g}_{\mu,\Sigma}(\lambda, \sigma, u) u u^T du = 0,
$$

(86)

where use is made of the relations $\partial_\lambda \tilde{g}_{\mu,\Sigma}(\lambda, \sigma, u) = i \Phi_{\mu,\Sigma}(u) u$ and $\partial_\sigma \tilde{g}_{\mu,\Sigma}(\lambda, \sigma, u) = -\frac{1}{2} \Phi_{\mu,\Sigma}(u) u u^T$ which follow from (80).

Note that

$$
\pi^{-n/2} \sqrt{\det \Sigma} |\Phi_{\mu,\Sigma}(u)|^2 = \pi^{-n/2} \sqrt{\det \Sigma} e^{-\frac{1}{2} |u|^2},
$$

(87)

as a function of $u \in \mathbb{R}^n$, is a Gaussian PDF with zero mean and covariance matrix $\frac{1}{2} \Sigma^{-1}$. Hence,

$$
\pi^{-n/2} \sqrt{\det \Sigma} \int_{\mathbb{R}^n} |\Phi_{\mu,\Sigma}(u)|^2 u u^T du = \frac{1}{2} \Sigma^{-1},
$$

(88)

$$
\pi^{-n/2} \sqrt{\det \Sigma} \int_{\mathbb{R}^n} |\Phi_{\mu,\Sigma}(u)|^2 u u^T du = \frac{1}{2} \mathcal{R}_\Sigma(\sigma).
$$

(89)

Here, the operator $\mathcal{R}_\Sigma$ is given by (84) and originates from the relation $\mathbb{E}(\xi \xi^T \sigma \xi \xi^T) = 2C \sigma C + \langle C, \sigma \rangle C$ for any $\sigma \in \mathbb{S}_n$ and an $\mathbb{R}^n$-valued Gaussian random vector $\xi$ with zero mean and covariance matrix $C$, which follows from the Isserlis theorem [24], [25]. The mixed moments of arbitrary odd order for the entries of such a vector vanish. Positive definiteness (and hence, invertibility) of the operator $\mathcal{R}_\Sigma$ follows from the inequalities $\langle \cdot, \mathcal{R}_\Sigma(\sigma) \rangle \geq \text{Tr}(\langle \Sigma^{-1/2} \sigma \Sigma^{-1/2} \rangle^2) > 0$ for any $\sigma \in \mathbb{S}_n \setminus \{0\}$.

Now, a combination of (85) and (88) with (81) allows $\lambda$ to be uniquely found as

$$
\lambda = -2 \pi^{-n/2} \sqrt{\det \Sigma} \text{Im} \int_{\mathbb{R}^n} \bar{\Phi}_{\mu,\Sigma}(u) \Phi_{\mu,\Sigma}(u) u du
$$

$$
= -4 \pi \int_{\mathbb{R}^n} \frac{\pi^{-n/2} \sqrt{\det \Sigma}}{\pi} \int_{\mathbb{R}^n} e^{-\frac{1}{2} |u|^2} \sin(u^T \Theta S^T v) \frac{\Phi_{\mu,\Sigma}(u + S^T v)}{\Phi_{\mu,\Sigma}(u)} \Psi(v) dv du
$$

$$
= -4 \pi \int_{\mathbb{R}^n} \frac{\pi^{-n/2} \sqrt{\det \Sigma}}{\pi} \int_{\mathbb{R}^n} e^{-\frac{1}{2} |u|^2} \sin(u^T \Theta S^T v) e^{-a^T \Phi_{\mu,\Sigma}(u + S^T v)} \Psi(v) dv du
$$

$$
= -4 \pi \int_{\mathbb{R}^n} \frac{\phi_{\Sigma}((-\Sigma + i \Theta) S^T v)}{\Phi_{\mu,\Sigma}(u)} \Psi(v) dv,
$$

(90)

where use is made of the identity

$$
\Phi_{\mu,\Sigma}(u + w) \Phi_{\mu,\Sigma}(w) = e^{-u^T w} for the Gaussian QCFs \phi_{\Sigma}(z) together with the moment-generating function

$$
\phi_{\Sigma}(z) := \pi^{-n/2} \sqrt{\det \Sigma} \int_{\mathbb{R}^n} e^{-\frac{1}{2} |u|^2 + u^T z} du = e^{\frac{1}{2} z^T \Sigma^{-1} \Xi z}, \quad z \in \mathbb{C}^n,
$$

(91)
for the Gaussian PDF \[ \rho(z) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(z-\mu)^2}{2\sigma^2}} \]. Substitution of the gradient vector \[ \phi_\Sigma(z) = \frac{1}{\sqrt{2\pi \sigma^2}} \frac{1}{\sqrt{\det \Sigma}} \] into (90) leads to (92). By a similar reasoning, a combination of (86) and (89) with (82) allows \[ \sigma \] to be uniquely found as

\[
\sigma = 4\sqrt{\det \Sigma} \left( \frac{\pi^{-n/2} \sqrt{\det \Sigma}}{2\pi \sigma^2} \right) \int_R \Phi_{\mu, \Sigma}(u) \frac{\Phi_{\mu, \Sigma}(u)}{2\pi \sigma^2} \text{d}u \]

\[
= 8\sqrt{\det \Sigma} \left( \int_R \frac{\Phi_{\mu, \Sigma}(u)}{2\pi \sigma^2} \text{d}u \right) \phi_\Sigma(z) \sqrt{\det \Sigma} \]

\[
= 8\sqrt{\det \Sigma} \left( \int_R \frac{\Phi_{\mu, \Sigma}(u)}{2\pi \sigma^2} \text{d}u \right) \phi_\Sigma(z) \sqrt{\det \Sigma} \]

\[
= 8\sqrt{\det \Sigma} \left( \int_R \frac{\phi_\Sigma(z)}{2f} \right) \phi_\Sigma(z) \sqrt{\det \Sigma} \]

\[
= 8\sqrt{\det \Sigma} \left( \int_R \frac{\phi_\Sigma(z)}{2f} \right) \phi_\Sigma(z) \sqrt{\det \Sigma} \]

\[
= 8\sqrt{\det \Sigma} \left( \int_R \frac{\phi_\Sigma(z)}{2f} \right) \phi_\Sigma(z) \sqrt{\det \Sigma} \]

(92)

Substitution of the Hessian matrix \[ \phi_\Sigma(z) = \frac{1}{\sqrt{2\pi \sigma^2}} \frac{1}{\sqrt{\det \Sigma}} \] into (92) leads to (83).

The equations (82) and (83) provide integral representations of the correction terms \[ \lambda \] and \[ \sigma \] in the modified quantum Kalman filter (77), (78) as nonlinear functions of \[ \mu \] and \[ \Sigma \]. These integrals involve the spatial Fourier transform \[ \Psi \] of the nonquadratic part of the Hamiltonian. Their closed-form evaluation is possible, for example, if \[ \Psi \] is a linear combination of quadratic-exponential functions (see [45, Section 9]), which corresponds to the presence of Gaussian-shaped “bumps” in the potential energy of the system [10]. This consideration can be used in order to apply the above results to open quantum systems with multistability energy landscapes. However, open questions in regard to the Gaussian approximation, described above, include its error analysis and the study of conditions when (78) produces a physically meaningful matrix \[ \Sigma \] satisfying the Heisenberg uncertainty principle \[ \Sigma + i\Theta \succ 0 \].

VII. CONCLUSION

For a class of quantum stochastic systems, whose Hamiltonian and coupling operators are represented in the Weyl quantization form, we have obtained a nonlinear SIDE for the evolution of the posterior QCF conditioned on multichannel nondemolition measurements. This equation is driven by a classical diffusion process of innovations associated with the quantization form, we have obtained a nonlinear SIDE for the evolution of the posterior QCF conditioned on multichannel states and photon counting measurements, for some of which the BKSE was considered in [8], [15], [34] without using the multi-Gaussian approximations of the posterior QCF and QPDF. Furthermore, the results of this paper can be extended to more general system dynamics, field states and measurement settings (such as nonlinear coupling, coherent and Gaussian states and photon counting measurements), for some of which the BKSE was considered in [8], [15], [34] without using the Weyl quantization of the Hamiltonian and coupling operators.
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