Development of Algorithms and Software for Automatic Pedestrian Recognition for Intelligent Situation Control Systems
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Abstract. The article is devoted to the development of algorithms and software that automatically recognize road users - pedestrians, build their trajectory according to the analysis of the video stream. The architecture of the system for pedestrian recognition and inter-frame tracking is proposed. The developed algorithms can be used to estimate road situation with participation of pedestrians for the traffic monitor systems.

1. Introduction
Image processing algorithms have been in the focus of research in the field of intelligent transport systems [1, 2, 3,13] for a long time. Pedestrian detection and tracking tasks are those kinds of problems that can be solved using image processing algorithms. One of the active consumers of these algorithms are traffic monitor systems. These systems make it possible to observe whether drivers let pedestrians cross a road on regulated and unregulated pedestrian crossings equipped with such systems. Fig. 1 represents a typical image from one of those systems. However, this is not the only function of such systems, which also have to detect and track cars, determine their speed, form violation protocols, etc. That’s why in this case pedestrian detection algorithms are not only bound by strict requirements for accuracy of detection, but also have strict limitations on the quota of computing resources on the built-in computing platform, which already performs a range of tasks at the same time. Pedestrian detection is a specialized subfield of object detection, which is currently in demand in areas such as automotive, surveillance and security. Caltech Dataset [4] and Kitti [5] are up to date benchmarks for comparing the accuracy and processing time of the algorithms.

During last years diverse efforts have been made to improve the performance of pedestrian detection. Following the success of integral channel feature detector (ICF) [14], many variants [15, 16, 17] were proposed and showed significant improvement. From some recent works one can see that improved features have been driving performance and are likely to continue doing so. These features are often complemented by additional sources of information, such as optical flow [18], depth information [7], context information [19] and many others to even further boost detection accuracy.

Another class of classification algorithms – neural networks – have vastly advanced during recent years. By fine-tuning a model pre-trained on external data convolution neural networks (convolutional networks) have also reached state-of-the-art performance [20, 21].

Currently, neural networks occupy a leading position in recognition accuracy. However, the processing time of these algorithms takes from 0.1 s to several seconds [5] when executed on a graphics accelerator, which is unacceptable in our case. That’s why we focus on algorithms suitable for execution on embedded platforms with small computing capabilities.
Among such algorithms are Fastest pedestrian detection in the west [6], Pedestrian detection at 100 frames per second [7], C4: A Real-Time Object Detection Framework [8,9].

The authors of the Fastest Pedestrian Detection in the West present a method to significantly reduce execution time of multi-scale object detectors that use several types of features, including gradient histograms, with a slight decrease in the accuracy of pedestrian detection.

Two new algorithmic accelerations are presented in [7], one of which is based on improved scale processing (on monocular images), and the other on better use of depth information (on stereo images).

Article [9] makes two major contributions. First, the authors show that the outline defining the silhouette of a person is an important information for detection. Secondly, it is proposed to detect people using contour signals, using CENTRIST descriptor [10] for this purpose. Higher classification speed can be achieved due to the fact that one does not need to explicitly calculate CENTRIST descriptor, because it seamlessly embedded in the classifier estimation.

A distinctive feature of the first two approaches is that they offer more efficient methods of classifier response estimation in a multi-scale detection environment, i.e. when pedestrian size in image may vary greatly. However, in our case, the camera of a traffic monitor system is located at a distance of 10+ meters from the observed region (pedestrian crossing) and there is no need to use a large number of scales to detect pedestrians. Therefore, as a basis, we decided to use C4 pedestrian detection algorithm [9]. The following drawbacks were identified in this approach: it only uses feature that cover local region structure. In our work, we propose extensions to eliminate this drawback.

Thus, in this article, pedestrian detection algorithm for traffic monitor systems is proposed. In “Baseline classifier C4”, we describe C4 pedestrian detection algorithm, taken as a basis in our work. “Multi-scale CENTRIST descriptor” suggests classifier improvement, in the form of a multi-scale approach. Approach to training is presented in “Detection framework”. The testing conditions and the evaluation of the results are presented in “Results”.

2. Pedestrians detection algorithm for traffic monitor systems

2.1 Baseline classifier C4

C4 pedestrian detector feature calculation process is based on Census transform (CT) [11] which was originally intended to establish similarities between the local image regions. To calculate it one needs to find image gradient at each point of image first. To achieve this, Sobel operator is often used (1). Gradient values at pixel positions are calculated along the X and Y axis, and then combined together to obtain a single value. Thus, \( G_x \) is the image with gradient values along the X axis, \( G_y \) is the image with gradient values along the Y axis, \( G \) is the image with combined gradient values and \( I \) is the original image.

\[
G_x = \begin{bmatrix}
-1 & 0 & +1 \\
-2 & 0 & +2 \\
-1 & 0 & +1 \\
\end{bmatrix} \ast I
\]

\[
G_y = \begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
+1 & +2 & +1 \\
\end{bmatrix} \ast I
\]

\[
G = |G_x| + |G_y|
\]
Next, the gradient value of the center pixel is compared to the gradient values of eight neighboring pixels, as shown in Fig. 2. If the central pixel value is larger (or equal) to one of its neighbors, bit 1 is set at the appropriate location. Otherwise, bit 0 is set.

\[
\begin{array}{c|c|c}
32 & 64 & 96 \\
\hline
32 & 64 & 96 \\
\hline
32 & 64 & 96 \\
32 & 32 & 96 \\
\end{array}
\Rightarrow 1 \quad 0 \Rightarrow (11010110)_2 \Rightarrow \text{CT} = 214
\]

**Figure 2.** Example calculation of Census transform.

Eight bits generated from the intensity comparisons can be combined in any order to obtain the base 10 number. This is the CT value for the center pixel. The CENTRIST descriptor is a histogram of these CT values [10]. As shown in Fig. 2, the CT values briefly encode the signs of comparison between neighboring pixels. However, the CENTRIST descriptor lacks the ability to describe global (or larger) structures and contours beyond a small 3 × 3 range.

CENTRIST has some close relationship with local binary pattern, another feature used for human detection. One important difference is how the LBP values are utilized. Pedestrian detection methods use “uniform LBP”, in which certain LBP values that are called “non-uniform” are lumped together. These procedures make their descriptors to only encode a blurred version of the most important information, i.e., signs of neighboring pixel comparisons.

### 2.2 Multi-scale CENTRIST descriptor

As described above, to obtain the CENTRIST descriptor, a Census transform histogram is computed within the super block with a size of 24 x 16 pixels. Then these histograms are concatenated to form a final vector of features for the classifier. However, these histograms describe only their local area and are not able to represent a larger scale structure [28-31].

To overcome this disadvantage, we propose to use a multiscalar approach to calculate CENTRIST descriptor. To do this, one can take four neighboring superblocks, calculate the CENTRIST descriptor for each of them, and obtain a larger-scale descriptor by applying the max pooling operation. Let’s call CENTRIST of a single superblock a 1-st level descriptor. Second level CENTRIST descriptor combines adjacent lower level descriptors of the first level, and so on. Thus, the \(i\)-th element of the \(k + 1\) level CENTRIST descriptor located at the \((x, y) - C_{k+1}(x, y)\)” is obtained by applying maximum function to the \(i\)-th elements of \(k\) level descriptors.

\[
C_{k+1}(i) = \max\{C_k(x, y, 2^i(z, y)), C_k(x, y, 2^{i+1}(z, y))\}
\]  \hspace{1cm} (2)

Computation continues while candidate image region contains enough \(k\) level descriptors to form \(k + 1\) level descriptor. Visually, this principle is represented in Fig. 3. After all descriptors are calculated we concatenate them together to form a feature vector for the classifier.

It’s worth to note that Wu et al. already proposed a multi-scale approach for CENTRIST calculation [8]. However, it requires to use image pyramid to extract corresponding CENTRIST descriptors on each pyramid level. It means that we would need to calculate multiple integral images, which is acceptable when pedestrians may greatly vary in size, since we may reuse them from other detection scales. In our approach we expect to have small variation in pedestrian sizes and don’t plan to build integral images for several scales, because of complexity constraints. For the calculation of our multi-scale CENTRIST descriptor no additional image scales are required, since we can get all the required information from level 1 CENTRIST histograms.

Our approach allows to capture the structure of objects on a larger scale and improves the accuracy of pedestrian detection, which is presented in the next section [32, 33].

### 3. Detection framework

In the training phase, we have a set of 96 × 32 positive training image patches \(P\) and a set of larger negative images \(N\) that do not contain any pedestrians. We use block size of 12 x 8 pixels, which we found to show best detection results.

During training we follow the methodology of C4 original authors [9].
We first randomly choose a small set of patches from the images in \( N \) to form a negative training set \( N_1 \). Using \( P \) and \( N_1 \) we train a linear SVM classifier \( H_1 \).

![Diagram](image)

**Figure 3.** A bootstrap process is used to generate a new negative training set \( N_2 \). \( H_1 \) is applied to all patches in the images in \( N \). Multi-scale CENTRIST approach.

We then train \( H_2 \) using \( P \) and \( N_2 \). This process is repeated until all patches in \( N \) are classified as negative by at least one of previous level classifiers. We then train a linear SVM classifier using \( P \) and the combined negative set, which we call \( H_{\text{lin}} \).

To goal of the linear classifier is to preserve as much pedestrians as possible (i.e. high recall) and to filter out considerable amount image regions that don’t contain pedestrians. To obtain higher detection accuracy we train a second \( H_{\text{hik}} \) classifier. We use \( H_{\text{lin}} \) on \( N \) to bootstrap a new negative training set \( N_{\text{final}} \) and train an SVM classifier using the libHIK HIK SVM solver [8]. In the testing and detection phase, a cascade with two nodes \( H_{\text{lin}} \) and \( H_{\text{hik}} \) is used.

### 4. Results

The classifier is written in C ++ language, the learning was carried out according to the procedure described in Sect. III, using the Liblinear [12] and libHIK [8] libraries. For the learning and evaluation of results, the sampling of records from the traffic monitor system cameras was used, containing more than 200,000 positive examples with pedestrians [25-27].

The testing was performed on the Intel Nano-6060 hardware platform with a 4-core Atom E-3845 processor, clocked at 1.95 GHz. Classifier evaluation was carried out on a CPU, using singe core to simulate real-world situation, where most resources would be occupied by other tasks. As an input data we used grayscale images with a resolution of 1280x960 pixels with a region of interest specifying the position of expected pedestrian crossing.

**Table 1.** Classifier evaluation metrics.

| Algorithm   | True positive rate | False positive rate | Time per frame, ms |
|-------------|--------------------|---------------------|--------------------|
| C4 baseline | 0.974              | 0.085               | 25                 |
| C4 ours     | 0.985              | 0.054               | 28                 |

Test results show that the proposed approach slightly increases the recall of pedestrians and reduced the number of false positives by 37%. Due to the use of the hierarchical multi-scale approach, execution time slightly increased by 12%.

After analysis of Table 1 results, we came the following conclusion - the majority of false positives and false negatives in detection results related to the difficult visibility conditions such as night environment, heavy rain, fog, snow and other. In the future, we plan to adapt the algorithm to improve its efficiency in such conditions [22, 23].

### 5. Conclusion

In this article we presented a way to improve the accuracy of the C4 pedestrian recognition algorithm by using a multi-scale approach. We demonstrated that this modification allowed to increase the coverage of this classifier and reduced the number of false positives. This modification allows using this algorithm to recognize pedestrians in automatic traffic fixing systems built on the basis of low-
power embedded systems. A further development direction is to increase the accuracy of the classifier in poor visibility conditions and to develop a tracking system for pedestrians.
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