Dynamical Downscaling in Seasonal Climate Forecasts: Comparison between RegCM- and WRF-Based Approaches
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Abstract: The purpose of the present study is to assess the large-scale signal modulation produced by two dynamically downscaled Seasonal Forecasting Systems (SFSs) and investigate if additional predictive skill can be achieved, compared to the driving global-scale Climate Forecast System (CFS). The two downscaled SFSs are evaluated and compared in terms of physical values and anomaly interannual variability. Downscaled SFSs consist of two two-step dynamical downscaled ensembles of NCEP-CFSv2 re-forecasts. In the first step, the CFS field is downscaled from 100 km to 60 km over Southern Europe (D01). The second downscaling, driven by the corresponding D01, is performed at 12 km over Central Italy (D02). Downscaling is performed using two different Regional Climate Models (RCMs): RegCM v.4 and WRF 3.9.1.1. SFS skills are assessed over a period of 21 winter seasons (1982–2002), by means of deterministic and probabilistic approach and with a metric specifically designed to isolate downscaling signal over different percentiles of distribution. Considering the temperature fields and both deterministic and probabilistic metrics, regional-scale SFSs consistently improve the original CFS Seasonal Anomaly Signal (SAS). For the precipitation, the added value of downscaled SFSs is mainly limited to the topography driven refinement of precipitation field, whereas the SAS is mainly “inherited” by the driving CFS. The regional-scale SFSs do not seem to benefit from the second downscaling (D01 to D02) in terms of SAS improvement. Finally, WRF and RegCM show substantial differences in both SAS and climatologically averaged fields, highlighting a different impact of the common SST driving field.
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1. Introduction

Seasonal Climate Forecasts (SCFs) cover temporal scales from one month up to one year in the future and are generally provided as a probabilistic estimation of key variables monthly or seasonal statistics [1,2]. SCFs represent an interesting hybrid scientific modeling field where aspects typical of the short-term and long-term forecast interact. They are typically produced by Global Climate Models (GCMs) coupling land–ocean–atmosphere dynamics by the major climate centers worldwide [3–5].

GCM skills on predicting climate variability on seasonal temporal scale crucially depend on the ability of capturing slow varying forcing of the atmosphere, oceans, hydrology dynamics, interactions and feedback [6]. Stratospheric variability and sea ice anomalies are also major sources of seasonal temporal scale predictability, whereas the single most important of these factors are variations in the Tropical Pacific Sea Surface Temperatures due to the El Niño–Southern Oscillation [7–11].

SCFs represent valuable tools to fulfill the needs of a wide range of susceptible sectors, by informing decision-making planning activities [12]. To be actionable, SCFs must satisfy a particular temporal and spatial scale in function of the different sectors specific requirements. To this aim, there has been an ever-growing demand for regionalized climate
services in recent decades, ranging from short-term weather forecasting to long-term climate projections.

Given their coarse spatial resolution, GCM outputs cannot generally be directly used in regional-scale relevant applications such as agriculture and energy [13]. Therefore, in the last two decades, statistical and dynamical downscaling are being routinely used to downscale GCM outputs in order to deliver more actionable end-user-oriented climate services.

However, if, on one hand, multi-model downscaling intercomparison initiatives flourished in the context of long-term climate change projections (see, e.g., [14–16]), on the other hand, fewer initiatives on a seasonal time scale are available, particularly over Europe [17].

The potential improvements generated by the use of downscaled RCMs, with respect to driving global-scale SFSs, known as “Added Value”, in the context of regional-scale seasonal climate forecasting, has been investigated in a limited number of case studies in North America [18–21], Africa [22–24], Asia [25,26] and Europe [27–29]. Though there is not a univocal conclusion from the above-mentioned studies, a common finding is the capability of the downscaled SFSs to improve, from marginally to consistently, the representation of the spatial distribution and the physical values of key climate variables. At the same time, the skill improvement over the Seasonal Anomaly Signal (SAS, i.e., capability of predicting anomalies for the following year) is mainly not improved, but mostly just “inherited” by the driving global-scale SFS. Satisfactory improvement of the physical values, and SAS as well, resulted in the case studies presented in [18,26].

The present work aims at studying the large-scale signal modulation produced by dynamically downscaling an ensemble of winter re-forecasts of the fully coupled atmospheric-ocean GCM of the National Center for Environmental Prediction Climate Forecast System version 2 (NCEP CFSv2) from 1982 to 2002. Two different dynamically downscaled regional-scale SFSs based on RegCM and WRF RCMs are examined and compared. Each regional-scale SFS performs a two-step dynamical downscaling: from 100 km resolution (global CFS) to 60 km resolution (Southern Europe domain), which is in turn used as boundary condition to downscale further to 12 km resolution (Central Italian domain).

2. Materials and Methods

2.1. Modeling Experiments and Data Sets

The National Centers of Environmental Prediction (NCEP) of the United States operationally run the Climate Forecast System version 2 (CFSv2; [4]) providing the initial and boundary conditions for the downscaling experiments performed in this study. Eight-member ensembles, each containing 21 winter seasons (December through February—DJF), re-forecast (i.e., retrospective forecast) integrations are used as driving fields for both RegCM and WRF simulations. Ensemble member variability is obtained considering CFS runs started at 00:00, 06:00, 12:00, and 18:00 UTC November 2 and 12, of each re-forecast year. Each of the 168 (21 retrospective forecasts * 8 members) CFS re-forecasts are down-scaled through a one-way two-step downscaling procedure by the RegCM and WRF RCMs, starting from the 1st of December to 28th (29th) of February. In the first step, RegCM and WRF downscale the CFS re-forecasts from global model grid (~100 Km) to 60 km over a domain centered over Southern Europe (hereafter D01. See Figure 1a). D01 simulations are in turn used as initial and boundary conditions for a second downscaling at 12 km (1:5 ratio between grids) over a domain centered over Central Italy (hereafter D02. See Figure 1b).

Each RCM presents its own configuration in terms of numerical schemes, summarized in Table 1. We base our setting on previous RegCM and WRF simulations performed over the studied area [10,30–32] while also attempting to maximize numerical schemes comparability between the two RCMs (e.g., a non-local PBL parameterization).
Both the RCMs are forced by the same SST external field as boundary conditions consisting of the weekly mean, 1° resolution, in situ and satellite-based SST analysis produced by the National Oceanic and Atmospheric Administration (NOAA) [33]. This choice has been made by taking into consideration the following aspects: (I) RegCM needs an external global SST dataset to feed the model with ocean temperature, which can be chosen among a wide list of analyzed pseudo-observed SST and SST produced by GCMs other than CFS; (II) the tentative use of the CFS SST field for the WRF run produced considerable disturbances on the sea–land interface and entailed a consistent cold bias on a relevant portion of the domain sea grid points [32]; (III) given the key role played by the SST in determining the interannual variability, the use of a common SST guarantees a basic comparability of the two regional-scale SFSs. While being aware that a buffer period is generally required by the PBL to get balance according to the new SST, in our case we observed a very rapid spin up time of (24–36 h, [34]) required by the PBL to be in balance with the used SST.

Evaluation metrics are computed considering three different reference products. The first one is the observation based gridded dataset EOBSv20 [35], containing interpolated data of the weather station over Europe at 12 km resolution. The EOBS reliability is influenced by the density of interpolated measurement sites, and consequently shows a relevant spatial variability [36]. To overcome related intrinsic limitations, and for sake of comparison between the two different reference products, ECMWF ERA5 reanalysis is also considered [37]. ERA5 fulfills the spatial homogeneity requirement, if compared to EOBS, but still presents a too coarse resolution (31 km) for properly evaluating and isolating downscaling signal of the regional-scale SFSs. For this reason, in situ measurement site data [38] are also used for the computation of the downscaling signal metric, as shown in the following section. These reference sites are chosen to properly represent different climate features within the D02 domain. Geographical coordinates of reference sites are reported in Table 2.
Table 2. Coordinates of reference observational sites.

| Location                  | Latitude (°N) | Longitude (°W) |
|---------------------------|---------------|----------------|
| Ancona-Falconara          | 43.61         | 13.36          |
| Grosseto                  | 42.75         | 11.06          |
| Perugia                   | 43.08         | 12.5           |
| Pescara                   | 42.43         | 14.20          |
| Roma-Ciampino             | 41.78         | 12.58          |
| Napoli-Capodichino        | 40.80         | 14.3           |

2.2. Analyses

One of the aims of this study is to investigate if additional predictive skill can be achieved from two different regional-scale SFSs, compared to the driving global-scale CFS. At this end, and due to the two-step dynamical downscaling procedure, results from the second downscaling D02, performed within each regional-scale SFSs, are compared to driving D01 results. The main focus of these analyses is to study the capability of the regional-scale SFSs in improving the SAS coming from the large-scale driving CFS. By SAS we mean the interannual variability anomalies, namely the year-to-year time series of seasons that can be warmer (drier) or colder (wetter) than the climatological mean (1982–2002 DJF). The following four main sections, each devoted to characterizing different relevant aspects of SFSs, explain the methodological framework.

2.2.1. Evaluation of the Physical Values Produced by the SFSs Ensemble Mean

A preliminary analysis is carried out by comparing the climatologically averaged 2 m air temperature and precipitation spatial patterns from the SCFs with the two reference products (EOBS and ERA5). In this phase, no interpolation of the simulated data sets onto the reference data grid is performed. This is to avoid issues raising from: (a) interpolating CFS to a higher resolution grid, and (b) interpolating regional-scale SFSs (RegCM D02 and WRF D02) to a lower resolution grid.

2.2.2. Evaluation of Anomaly Correlation Coefficients (ACCs)

In this second analysis, the SAS produced by the global and regional-scale SFSs is evaluated against ERA5. Anomalies are derived by subtracting the climatological mean over the whole period to the ith winter mean, where i represents the individual winter season within the climatological period. A grid-node-by-grid-node Pearson correlation test (with significance set at the 95% confidence level) is computed on 2 m air temperature and total precipitation ensemble mean anomaly time series, over the 1982–2002 period. ACCs are calculated by taking into account the whole DJF mean anomaly and considering each individual winter months, in order to characterize anomalies predictability as a function of different lead times (1-, 2- and 3-month lead times).

2.2.3. Probabilistic Evaluation of the SFSs Ensemble

While, so far, the evaluation only considers the SFSs ensemble mean, in this section regional-scale SFS skills are assessed through a probabilistic approach. The Continuous Ranked Probability score (CRPS, [39]), which is one of the most used scores in seasonal forecast studies (e.g., [40–43]) is computed. CRPS has connections with traditional skill scores such as Rank Histograms and Brier scores. However, regarding the first one, CRPS does not present limitations imposed by the binned probability classes choice, which can potentially affect results. CRPS can be interpreted as the integral over all possible Bries scores. It provides a sort of distance between the probabilistic forecast (intended as its Cumulative Distribution Function, CDF) and the actual value, weighted by the distance of each ensemble member.

Similar to the Brier score—which can be decomposed into reliability, uncertainty and resolution components—in the case of the CRPS, the two components are the reliability
(reli) and the potential (pot) components, according to which CRPS can be broken down to study particular features of ensemble forecast. Reliability verifies if the ensemble is able to generate forecast CDF with suitable statistical properties, i.e., if it is equiprobable to find the actual verification value among the N ensemble members. This can be directly compared to the flatness of the rank histograms. However, differently from the rank histogram, the reliability component of the CRPS takes into account the distance of the verification value from the forecast. A large distance (spread) between the verification and the forecasted values will affect CRPS in increasing the value of the reliability component. The potential component quantifies the average spread of the ensemble members on the verification value. The narrower the ensemble is, the smaller will be the potential component of the CRPS. The high frequency of outliers will negatively impact the CRPS, increasing the potential component.

2.2.4. Point-Scale Percentile-Based Evaluation

In the analysis above, both deterministic and probabilistic evaluation metrics consider only the mean statistic and use a grid-to-grid spatial approach. That is, skills over different statistics than the mean (e.g., distribution tails) are not considered. Additionally, the interpolation over the common ERA5 might partly conceal the Downscaling Signal (DS). This section is then devoted to evaluating the signal introduced by the downscaled simulations over a set of six in situ measurement sites within the D02 domain. This approach aims to isolate DS defining biases affecting both the physical values (Bias-Phys) and the SAS variability (Bias-Anom). Both DS types are investigated through a percentile-based approach, i.e., the deviation of physical values and of the seasonal anomalies are characterized over the entire statistical distribution.

- **Bias-Phys**

  A distributional bias computed for each member of each SFSs. The percentile-percentile distribution is derived along the entire reference period \( \text{Sim}_{\text{p}(m)} \), where Sim represents all the SFSs (CFS, RegCM D01, D02 and WRF D01, D02), \( p = [1:99] \) distribution percentiles and \( m = 8 \), number of ensemble members. The same calculation is also applied to in situ-observed data sets, deriving a site-specific \( \text{Obs}_{\text{p}} \). For each reference site, we define a percentile-based member-specific bias simply as:

  \[
  \text{Bias} - \text{Phys} = \text{Sim}_{\text{p}(m)} - \text{Obs}_{\text{p}}. \tag{1}
  \]

- **Bias-Anom**

  For each year (i.e., winter season) of the reference period, a percentile-based (P) anomaly is computed for each member of each SFSs \( \text{Sim}_{\text{AnomP}_{\text{i}(m,p)}} \), where \( i = [1982:2002], m = [1:8] \) and \( p = [1:99] \). Then, a member-specific mean absolute error (MAE) is derived from each year of the reference period:

  \[
  \text{Sim}_{\text{AnomP}_{\text{MAE}(m,p)}} = \text{mean}(\text{abs}(\text{Sim}_{\text{AnomP}_{\text{i}(m,p)}} - \text{obs}_{\text{year anomalyP}_{\text{i}(p)}})). \tag{2}
  \]

  Then, a percentile-based downscaling signal score (PDS) is defined by dividing the \( \text{AnomP}_{\text{MAE}} \) of the driving CFS by the ones relative to all the nested runs as follows:

  \[
  \text{PDS}_{\text{RegCM D0j}}_{\text{(m,p)}} = \frac{\text{CFS}_{\text{AnomP}_{\text{MAE}(m,p)}}}{\text{RegCM D0j}_{\text{AnomP}_{\text{MAE}(m,p)}}} - 1; \tag{3}
  \]

  \[
  \text{PDS}_{\text{WRF D0j}}_{\text{(m,p)}} = \frac{\text{CFS}_{\text{AnomP}_{\text{MAE}(m,p)}}}{\text{WRF D0j}_{\text{AnomP}_{\text{MAE}(m,p)}}} - 1; \tag{4}
  \]

  where \( j = 1,2 \) are the domains.

  This calculation provides positive (>0) values if the downscaled simulations improve the SAS variability signal produced by the driving model CFS. Conversely, negative (<0) values are found in case of a worsening of the CFS signal.
3. Results
3.1. Analysis of the Large-Scale Patterns over D01

Figure 2 shows a composite plot of the mean values of geopotential (Z-500) and mean sea level pressure (MSLP). The values correspond to the climatologically averaged mean of the SFS ensembles whereas shades indicate the related mean bias derived from a comparison to the ERA5 reanalysis. As introduced previously in Section 2.1, over the D01, only the first step of RegCM and WRF downscaling is involved. However, it is interesting to investigate the large-scale patterns modulation produced by the two RCMs compared to the driving CFS.

CFS ensemble mean Z-500 fields appear to be fairly distributed throughout the D01 domain, tilting along a northwest-southeast axis. A comparison with ERA5 shows a negative bias characterized by a relevant southwest-northeast gradient with the southwestern-most part of the domain being characterized by larger bias. RegCM and WRF D01 reproduce the CFS spatial patterns of both mean values and mean bias. Regarding the mean value, RegCM ensemble mean shows the same spatial patterns but with a northward shift of the corresponding Z-500 fields. This leads to a mean bias that is generally lower than the CFS on the western and central portion of the domain, with similar but opposed sign bias in the eastern portion. WRF ensemble mean shows very similar mean values compared to RegCM. However, we can observe a more tilted Z-500 field representing a larger southwest-northeast gradient than the RegCM and CFS. Moreover, both RegCM and WRF show an impact of the topography: the Alps produce a weak variation of the Z-500 fields on the westernmost side of the Alps for RegCM, whereas a large variation is found for WRF both on the west and east side of the Alps.

Additionally, for the MSLP mean value and mean bias, RegCM ensemble mean resembles CFS, showing similar spatial patterns. However, RegCM generally reduces mean bias on land grid points over the Italian peninsula. Conversely, RegCM D01 shows an increased mean bias over sea points compared to the CFS. WRF ensemble mean shows more peculiar spatial patterns of mean values resulting in a more scattered pattern distribution from the CFS and RegCM, clearly driven by the local topography. However, similarly to RegCM, mean biases are reduced over Italian peninsula land points while WRF seems to perform better over sea points with respect to the RegCM. WRF shows relevant biases on the external portion of the domain, resulting from the nesting relaxation zone disturbances that is generally known to propagate further in WRF numerical grid, if compared to RegCM.
3.2. Analysis of Climatologically Averaged Temperature and Precipitation

Figure 3 shows the spatial pattern of mean 2m temperature for the three SFSs and two reference products (EOBS and ERA5, Figure 3a). ERA5, if compared to EOBS, shows similar temperature values even though it fails to represent the topography-driven variation. This highlights that the ERA5 at 31 km resolution still has limitations in the representation of topography-dependent variables and its use as a reference product should be carefully evaluated in function of the specific case. CFS shows overall coherent temperature spatial patterns but, due to the coarse resolution, it obviously misses any topography-driven variability. Moving to the downscaled simulations, RegCM D01 is still ineffective in properly representing spatial patterns of temperature. D02 ensemble provides an expected improvement, showing values very similar to ERA5 and an improved representation of the topography-driven temperature variability. The two-step downscaling performed with WRF produces, to some extent, different results. Firstly, WRF ensemble introduces topography-induced temperature gradient already in the D01. This represents an interesting difference between the two regional-scale SFSs, and it is a sign of a different sensitivity to the topography of the two models, even if run at the same resolution and driven by the same global forcing. WRF D01 shows a clear improvement compared to the driving CFS, especially when compared to RegCM D01. However, we should also point out the WRF tendency to produce a temperature colder than the observed one regardless of the reference product considered. This can be seen especially at high resolution (WRF D02), where the 2 m temperature is further refined in accordance with an improved representation of topographical forcing and the cold biases are further enhanced, up to $-4 \, ^\circ C$ if compared to the reference products. The high resolution (D02 runs) RegCM clearly produces more coherent temperature spatial patterns and physical values, showing biases that are generally around $+1 \, ^\circ C$ or $-1 \, ^\circ C$ all over the domain, and regardless of the reference product.

The same comparison applied to the temperature field is performed for the mean precipitation climatology (Figure 4). Interestingly, and differently from temperature, here we can notice large differences between the mean precipitation field provided by the two reference products. In fact, the area of maximum mean precipitation shows a similar magnitude but a different location. ERA5 shows a maximum over the coastline in the southwestern portion of the domain, while for EOBS a maximum is located further north following the Apennines Mountain ridge topography. Since the characterization of the reliability of the used reference products falls beyond this manuscript scope, we limit ourselves to recommend attention when choosing reference products, which of course can implicitly influence simulation validation results.

CFS (Figure 4b) produces a maximum precipitation dipole, while roughly reproducing what resulted from EOBS and ERA5. Again, while the physical values are overall coherent, we can clearly see the limitations imposed by the low resolution. Moving to the regional-scale SFSs, RegCM D01 (Figure 4c) produces a drier climatology clearly driven by the CFS field. On the other hand, the RegCM D02 clearly introduces spatial details and shows a maximum precipitation area, in a location similar to ERA5. Moreover, it produces larger precipitation patterns following the Apennines’ topography as outlined by EOBS. To get deeper inside the mechanisms for such a localized precipitation maximum, we further examine the regional-scale SFS precipitation, by decomposing data into total and convective precipitation components, in order to investigate the potential different dynamics in the two regional-scale SFS fields.

Figure 4c,d show that, for RegCM, the convective precipitation component is small in D01 while being the most relevant component in determining the precipitation maximum location in D02. WRF D01, as previously discussed for the temperature results, appears more sensitive to the topography forcing, when compared to the same resolution RegCM output. In fact, in Figure 4e, the precipitation shows a clear spatial pattern very similar to what seen in the ERA5. At the same time, WRF D02, as seen for the temperature, enhances the tendency seen in the driving D01. In Figure 4e, we can also see an excess of precipitation in the western Italian coast, especially in the south side. The WRF convective component
(Figure 4f) plays a crucial role in determining precipitation maxima. However, differently from RegCM, where the convective precipitation component is only found at the D02 resolution, WRF convective component is already relevant at the D01 resolution. Finally, the signal of the convective component can be also found in ERA5 precipitation. Figure 1 of the Supplementary Materials (Figure S1) clearly shows an impact of the convective precipitation component in correspondence of precipitation maximum, similarly to what found in the two RCMs.

Figure 3. Comparison of the climatologically averaged daily temperature over the reference period for (a) reference products EOBS and ECMWF ERA5. (b) Global-scale CFS. (c) RegCM D01 and D02 and (d) WRF D01 and D02.
Figure 4. Comparison of the climatologically averaged daily precipitation over the reference period for (a–c,e) total daily mean precipitation for reference products EOBS and ECMWF ERA5, CFS, RegCM (D01 and D02), WRF (D01 and D02), respectively. (d,f) convective component of the total precipitation for the RegCM (D01 and D02) and WRF (D01 and D02) respectively.
3.3. Analysis of Temperature and Precipitation Anomalies Interannual Variability

The results from the Anomaly Correlation Coefficients (ACCs) for the CFS and for the two regional-scale SFSs are presented in this section. In what follows, ERA5 is considered as a reference product. Even though ERA5 and EOBS show different climatologically averaged values (Figures 3a and 4a), especially for the precipitation, they show similar results in terms of interannual variability of the anomalies (not shown).

Figure 5 shows CFS characterized by negative ACCs. RegCM D01 improves the SAS of the temperature, especially over land points, showing positive ACCs. RegCM D02 shows mainly the same performance of the driving D01 field, while introducing significant positive ACC on a few inland grid nodes. Similarly, WRF improves the SAS-produced by the CFS by showing significantly positive ACC over a large portion of the domain. Moreover, a large positive ACC is found over the sea, which was not for RegCM. The further downscaling in WRF (D02) produces significant ACC on few additional grid points along the Adriatic coast, with respect to the D01.

At this point it is worth focusing on the differences between the two RCM results. It can be observed that relevant ACCs improvement in WRF (both D01 and D02) characterizes the sea grid-points. Conversely, RegCM improves ACCs more over land points and less over sea points, even though the ACC field is generally not significant over the whole domain.

Resulting ACCs improvement pattern, combined to the absence of further improvement provided by the second downscaling, may suggest a relevant, though substantially different in the two RCMs, contribution from the driving pseudo-observed SST. However, the fact that the improvements in WRF occurs mostly over the sea does not necessarily mean that the model is mostly responsive to SST only. Land-sea processes can be coupled, and one can drive remote response, not just local ones.

Similarly, in the RegCM case, for which the improvement is not related to the SST grid nodes, it could well be that the model is overly responsive to land processes. Mechanisms-based analysis (e.g., evaporation, moisture and energy fluxes partitioning) would be needed to disentangle SST contribution from the different behavior of the two RCMs.

To the aim of further investigating these aspects, the ACC is computed according to different lead times to infer how the anomalies predictability is a function of forecast lead times (Figure S2). From this analysis we can observe large discrepancies among different lead times for the CFS, with the best performance in the 2-month lead time and with very poor performance in the 3-month lead time. Other two interesting aspects are related to the two RCMs. First, a confirmation of the very limited benefit obtained when moving from the D01 to the D02 grid resolution. Second, the presence of a large difference in the modulation of the CFS signal in the two RCMs. In this regard, WRF shows a clear connection to the signal coming from the CFS, following the large ACCs fluctuation among the different lead times. Additionally, in all the three lead times sea grid nodes show larger ACC improvement compared to land grid nodes. RegCM signal shows its best performance in the 1-month lead time and no strong connections with the driving CFS signal in all the three lead times.

The precipitation ACCs (Figure 6), clearly shows a greater influence of CFS signal on the two RCM fields compared to what seen for the temperature.

The results show a sort of longitudinal gradient of anomalies predictability, with positive ACCs that are larger in the western part than in the eastern one, for the three SFSs. In general, WRF provides improvements that are larger than RegCM, regardless of resolution. Again, it is noteworthy that in both cases the higher resolution of the D02 runs does not provide benefit in terms of improving the interannual anomaly’s variability. If considering different lead times (Figure S3), we can see a degradation of CFS ACCs along the lead times with the lowest ACC field in February. Differently, the regional-scale SFSs do not show a clear dependency from the lead time considered. In the 2-month lead time we can notice an improvement of ACC produced by the RegCM D02 respect to the D01, and that WRF generally outperforms RegCM in the 1–2-month lead times.
3.4. Assessment of the Probabilistic Ensemble Forecasts

The ensemble mean is the most available metric for predicting future conditions, but it does not convey information regarding the prediction related uncertainty. The analysis of the distribution of the ensemble members represents a fundamental part of the information provided to the end-users about the potential outcome of a prediction. Probabilistic metrics are designed to characterize the predictive skill of an ensemble based SFS, taking into account probability distribution built on the forecasts produced by each ensemble member.

In this section the Continuous Ranked Probability Score (CRPS) performed considering the anomalies time series at each grid point, is used. All the simulations are preliminarily interpolated on the ERA5 grid, which is the reference product.
In order to provide the temporal variability of SFSs skill, CRPS is derived for each year and considering the spatial mean, following [39]:

$$\text{CRPS} = \sum_k \text{CRPS} \left( p^k, x^k \right)$$

(5)

where k represents each grid point of the D02 domain.

The minimum value of the difference between the predicted and occurred probability density functions, of the considered parameter, represents the best performing SFS. Figure 7 shows the spatial averaged CRPS for temperature and for each SFS, during the reference period. It can be observed that WRF shows, over almost all years, lower CRPS compared to RegCM. In turn, RegCM, though not systematically, improves the signal of CFS. Here, confirming ACC ensemble mean results, WRF seems to be able to outperform RegCM in
reproducing SAS variability also through the probabilistic metric. Furthermore, other two aspects deserve to be considered. The first is that, as already seen in the ACCs metric, nothing seems to be gained in terms of skill when moving from D01 to D02 resolution in the two regional-scale SFSs. The second aspect is that both regional-scale SFSs show a CFS-dependent fluctuation along the reference period.

Figure 7. D02 spatial averaged Continuous Ranked Probability Score (CRPS) for the CFS (blue), RegCM (red) and WRF (green). For RegCM and WF solid lines represent D01 simulations and dotted lines D02 simulations.

Decomposing the CRPS results in the reliability and potential components, we can see that the WRF skill improvement mainly pertains to the reliability component. This feature indicates a better calibration of the WRF ensemble in terms of the equiprobability of finding the observed values among the different ensemble predicted values. If we consider the CRPS potential component and quantify the spread of the ensemble, different results are obtained. Firstly, WRF D02 shows poorer skill if compared to the driving D01, and to both RegCM resolutions, and also generally worsens CFS signal for the temperature. Differently, RegCM improves the CFS signal, similarly for both D01 and D02.

These latter results interestingly highlight that, even though well calibrated, WRF D02 ensemble is characterized by the larger spread, which represents a larger prediction uncertainty respect to RegCM and CFS. A summary of the temporal averaged CRPS and the related components is shown in Table 3.

Table 3. Mean CRPS and related decomposition terms (reliability and potential) for CFS, RegCM and WRF SFSs.

| Temperature (°C) | CRPS   | CRPS Reliability | CRPS Potential |
|------------------|--------|------------------|----------------|
| CFS              | 0.79   | 0.63             | 0.15           |
| RegCM (D01|D02) | 0.63|0.66  | 0.53|0.57 | 0.10|0.09 |
| WRF (D01|D02) | 0.36|0.42  | 0.26|0.22 | 0.09|0.19 |
| Precipitation (mm) |        |                  |                |
| CFS              | 0.70   | 0.40             | 0.30           |
| RegCM (D01|D02) | 0.47|0.58  | 0.20|0.19 | 0.27|0.39 |
| WRF (D01|D02) | 0.56|0.50  | 0.26|0.24 | 0.30|0.26 |

The CRPS for the precipitation (Figure 8) shows a general improvement produced by the regional-scale SFSs, with the notable exception of year 2000 for WRF. Regarding the skill improvement provided by the further D02 downscaling, it can be observed (Table 3) that, in the case of RegCM, D02 worsens D01 CRPS, whereas WRF D02 slightly improves D01 CRPS. Again, it is noteworthy to investigate which of the two CRPS components plays a more relevant role in determining the total CRPS value. For the reliability component, RegCM consistently improves CFS, also outperforming the WRF for both D01 and D02. Regarding the CRPS potential component, the difference between RegCM D01 and D02 results has to be underlined. The RegCM D02 shows a higher CRPS potential, which is equivalent to a worsening, respect to D01 and CFS. This, in turn, leads to a total RegCM D02 CRPS poorer than the corresponding D01 value. As previously seen for the WRF
ensemble in the case of temperature CRPS analysis, the higher resolution in the D02 runs produces a larger ensemble spread (i.e., a larger value of the CRPS potential component). Regarding the relative difference between D01 and D02, differently from RegCM, WRF D02 slightly outperforms D01 in both the CRPS components, yielding to a general higher skill.

**Figure 8.** Same as Figure 7 but for the precipitation.

3.5. Percentile-Based Point-Scale Evaluation of Ensemble Forecasts

So far, only the means of physical values and related anomalies for both the deterministic and probabilistic analyses have been analyzed. For this analysis, a set of six representative measurement sites are selected from the Italian National Institute for Environmental Protection and Research (ISPRA) database [38]. The reasons behind the choice of additional reference data from observational sites are: (i) both observation-based and reanalysis gridded products have limitations in representing actual physical extreme values [35–37]. (ii) we aim to better isolate the effects of the downscaling, in terms of reproducibility of physical values and predictability of SAS variability.

**Figure 9** shows the mean biases for the whole distribution, over the reference period. For each reference site, the ensemble means (solid and dotted lines) and related all-member spread (shades) are plotted. For all the SFSs considered, cold biases prevail, with larger biases over lower percentiles. Considering the performance of the two regional-scale SFSs, percentile-based signal of CFS is not systematically improved. In general, the WRF ensemble seems to particularly worsen the driving CFS results. Even though with a large variability among reference sites, RegCM generally outperforms CFS and WRF along the entire statistical distribution, improving CFS signal on five out of six sites. Confirming previous results, no systematic improvement produced by the D02 with respect to the D01 can be noticed, for both the regional-scale SFSs.

**Figure 10** shows the results of the site-specific temperature PDS (defined in Section 2.2.4). A PDS constantly larger than zero indicates an improvement produced by the regional-scale SFSs over the driving CFS. Considering the ensemble mean PDS, WRF generally outperforms RegCM, with no remarkable difference between D01 and D02 runs. Regarding the statistical distribution, a larger PDS can be observed on the second and third quartiles of the distribution where PDS values for WRF members peak up to ~1.5. For the RegCM, D02 generally shows larger PDS respect to the D01.

**Figure 11** shows SFSs distribution biases for the precipitation over the reference sites. For the sake of readability, in the y-axes it is not reported the bias, as for the temperature, but the climatologically averaged daily precipitation for the three SFSs. The observation (orange dotted lines) is also shown. On the x-axis, the precipitation is cut at the 40th percentile, leaving out the “noisy” portion of precipitation distribution. All the SFSs show large biases over small precipitation amounts, while representing an excessive number of days with very light precipitation (<0.1 mm/day). This is particularly evident on the CFS for the reference sites. Looking at the median we can notice how this value shows larger precipitation amounts for the CFS. This means that very few dry days are simulated, compared to the other SFSs and the observation. Conversely, the observed precipitation thresholds of 0.1 or 0.2 mm/day are located around the 70th percentiles, indicating a consistently larger number of dry days within the reference period. At the opposite side of the distribution, we can see very large values produced by the CFS. Regional-scale SFSs converge toward observed values at the high percentiles, providing a consistent
improvement over the driving CFS. RegCM and WRF perform similarly, with WRF D02 mainly outperforming D01. For the RegCM, the higher resolution D02 does not show improvement with respect to the D01.

![Graphs showing temperature percentiles for different locations](image)

**Figure 9.** Point-scale evaluation of the percentile-based reference period temperature for the CFS, RegCM and WRF SFSs. Shades represent all ensemble members variability solid lines ensemble means and dotted lines ensemble mean for the RegCM and WRF D02 simulations.

Positive PDSs characterize all the reference sites also for precipitation data (Figure 12). Similar to the previous analysis, we consider only the precipitation values above the median, in order to avoid “noisy” results determined by the presence of very small values within the computation of the PDS. The large improvement obtained in the first percentiles can be explained by recalling previous analysis (Figure 11), where the left portion of the CFS precipitation distribution shows very large values compared to the observation. Larger values in absolute terms tend to have quantitatively larger anomalies. These larger anomalies show larger MAE, when compared to the regional-scale SFSs. In fact, PDS approaches to zero on higher percentiles, where precipitation and related anomalies MAE values are closer. A zoom at higher percentiles (90th to 100th) PDS is shown in Figure 13, showing positive PDS values produced by the regional-scale SFSs over the highest values of precipitation.
Figure 10. Same as Figure 9, but for the temperature percentile-based Downscaling Signal (PDS).
Figure 11. Point-scale evaluation of the percentile-based reference period precipitation. Differently from FIG. 9 on y-axis is reported precipitation physical values instead of bias. Orange dotted lines represent observed precipitation.
Figure 12. Same as Figure 10, but for precipitation.
4. Discussion and Conclusions

In this study, we have evaluated and compared the capability of two different dynamical downscaling approaches in improving a set of 21 winter season re-forecasts generated by the NCEP CFSv2, on a domain centered over Central Italy. Performance of the two regional-scale SFSs has been assessed by means of deterministic and probabilistic metrics, focusing on the capability of improving CFS SAS. The regional-scale SFSs consist of two-step dynamical downscaling performed by RegCM4.1 and WRF3.9.1.1 RCMs. The two RCMs are initially downscaled from a 100 km CFS resolution to a 60 km resolution over Southern Europe (D01). This first downscaling provides input fields for a further downscaling at a 12 km resolution over Central Italy (D02), which represents the main focus of the performed analysis. The two RCMs consider the same SST field as boundary condition.

As an initial analysis we have studied the spatial patterns of temperature and precipitation, climatologically averaged, physical values produced by the two-step downscaling, and compared them to the reference products represented by EOBS and ERA5. Results show that WRF introduces a sharper topography-driven temperature spatial distribution.
also in the D01 simulation, which is not the case for RegCM. However, WRF D01 temperature shows substantial cold biases down to \(-4\) °C, regardless of the reference product considered. In the D02 simulations, WRF even enhances the cold bias found in the D01, whereas RegCM seems to better resolve the temperature spatial patterns, with biases generally in the range \(+/-1\) °C.

For the precipitation fields, WRF shows a large sensitivity to the topography even at coarse resolution, whereas RegCM shows severe dry biases. As already found for the temperature, the D02 simulation for WRF produces very large values of the precipitation, with consistent wet biases compared to the two reference products. In comparison, RegCM D02 better reproduces the amount and the spatial patterns of the precipitation climatology.

For temperature ACCs, both the RCMs improve the driving CFS results, inverting ACCs field from negative to positive.

Other noteworthy differences between the two regional-scale SFSs are in the dependency from the signal produced by the driving CFS. If considering different lead times, WRF shows ACC variability related to CFS ACCs, whereas RegCM ACCs do not.

The ACCs for the precipitation in the two regional-scale SFSs are similar to the ones generated by the CFS, with only minor improvement, at both D01 and D02 resolutions. If considering different lead times, similarly to what observed for the temperature, WRF shows larger dependency from the CFS ACCs pattern.

The CRPS probabilistic metric for both WRF and RegCM regional-scale SFSs substantially improve CFS results, in terms of predictability of the anomaly interannual variability, with WRF clearly outperforming RegCM. However, it should be underlined that, from a decomposition of the CRPS value, WRF D02 is characterized by a larger mean spread corresponding to a higher level of uncertainty, compared to WRF D01 and to RegCM D01 and D02.

As already found for the temperature fields, also the regional-scale SFSs precipitation on D01 show an overall improvement of the skills, especially when considering the CRPS reliability component. The two regional-scale SFSs on D02 still show an improvement compared to CFS, with only WRF D02 producing a further improvement with respect to the D01 fields.

A point-scale evaluation of the ensemble forecasts, which considers individual grid nodes of the SFSs, for the temperature fields does not show a systematic improvement of the regional-scale SFSs compared to the driving CFS. However, RegCM generally outperforms WRF regardless of the resolution considered. The precipitation fields clearly show a skill improvement on both the low and high percentiles of the distribution.

For what concerns the temperature PDS metric, used to isolate the downscaling impact on the anomaly MAE, we can clearly see an improvement of the skill of the regional-scale SFSs on both D01 and D02, over all the reference sites. WRF generally seems to perform better than RegCM, but without any clear benefits when downscaling from D01 to D02. RegCM generally performs better on D02 compared to D01, over all the reference sites.

No clear results are found for the precipitation fields, which anyway show positive PDS over the entire statistical distribution.

When considering the temperature fields and both deterministic and probabilistic metrics, regional-scale SFSs consistently improve the original CFS SAS. For the precipitation, the added value of the regional-scale SFSs is mainly limited to the topography-driven refinement of the higher resolution precipitation field, whereas the resulting SAS is mainly “inherited” by the driving CFS. However, the regional-scale SFSs, performed with both RCMs, do not seem to benefit from the second downscaling (D01 to D02) in terms of CFS SAS improvement. In this regard, previous studies did document the benefit of dynamical downscaling in improving the climatology and interannual variability of precipitation when the resolution of the mesoscale model is refined to below 60 km. For example, \([44,45]\) it appears that whether downscaling to the sub-mesoscale is useful depends on the specific regions (with different topography and large-scale climatological forcing). Similar to our findings, \([45]\) in perfect-boundary-condition seasonal forecast configuration, found
continued improvement in seasonal precipitation until the model resolution is refined to 36 km. Below it, the trend reverses, and the 12 km runs are worse than 36 km runs.

Along with the above-mentioned overall performance, we should also remark how WRF and RegCM nevertheless show substantial differences in the details of both the resulting SAS and climatologically averaged temperature and precipitation fields.

If we consider results from similar studies [27–29], performing a one-step downscaling (though at different resolutions, i.e., 25 km, 50 km and 50 km, respectively), where only marginal or no improvement of the SAS is found, compared to the driving field, we are led to speculate about the role played by the pseudo-observed SST, on determining CFS temperature SAS improvement which does not change when moving from D01 and D02, and impacts differently on the two RCMs. In WRF, significant positive ACCs characterizes mainly SST grid nodes. Conversely, RegCM reproduces higher ACCs over land. Though a relevant role played by a pseudo-observed SST (characterized by an inter-annual variability closer to the observed one) can be hypothesized, our findings are not sufficient to establish any direct relationship. Specific sensitivity analyses are required to disentangle SST influence and related differences observed between the two RCMs.

In light of the above findings and speculations, the next research step will be based on sensitivity experiments devoted to isolate and to quantify the role of the SST on the SAS predictability, from the global to the regional scale. The relevance of different RCMs initialization strategies can also be explored, e.g., [46,47]. This should also help in understanding the mechanisms behind the different response of the two RCMs to the same global-scale forcing, with particular regard to SST.

**Supplementary Materials:** The following are available online at https://www.mdpi.com/article/10.3390/atmos12060757/s1, Figure S1: Climatologically averaged daily convective component of the total precipitation for the ERA5 reanalysis; Figure S2: Anomaly Correlation Coefficients (ACCs) for the different seasonal forecasting systems CFS, RegCM (D01 and D02) and WRF (D01 and D02) for different lead times. Upper panels 1-month; central panels 2-month lead time and bottom panels 3-month lead time; Figure S3: Same as Figure S2 but for the precipitation.
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