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Abstract—Orthogonal Time Frequency Space (OTFS) modulation is a recently proposed scheme for time-varying narrowband channels in terrestrial radio-frequency communications. Underwater acoustic (UWA) and ultra-wideband (UWB) communication systems, on the other hand, confront wideband time-varying channels. Unlike narrowband channels, for which time contractions or dilations due to Doppler effect can be approximated by frequency-shifts, the Doppler effect in wideband channels results in frequency-dependent non-uniform shift of signal frequencies across the band. In this paper, we develop an OTFS-like modulation scheme – Orthogonal Delay Scale Space (ODSS) modulation – for handling wideband time-varying channels. We derive the ODSS transmission and reception schemes from first principles. In the process, we introduce the notion of \( \omega \)-convolution in the delay-scale space that parallels the twisted convolution used in the time-frequency space. The preprocessing 2D transformation from the Fourier-Mellin domain to the delay-scale space in ODSS, which plays the role of inverse symplectic Fourier transform (ISFFT) in OTFS, improves the bit error rate performance compared to OTFS and Orthogonal Frequency Division Multiplexing (OFDM) in wideband time-varying channels. Furthermore, since the channel matrix is rendered near-diagonal, ODSS retains the advantage of OFDM in terms of its low-complexity receiver structure.

Index Terms—Underwater acoustic/ultra-wideband communications, wideband time-varying channels, Mellin transform.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) is a spectrally efficient scheme for communication over frequency-selective channels. The scheme is particularly attractive in practice because a low complexity receiver side processing based on a subcarrier-by-subcarrier equalization recovers the data symbols in a delay spread channel. Receivers based on subcarrier-by-subcarrier equalizer, however, fail in a time-varying channel, resulting in severe degradation of communication performance. Orthogonal Time Frequency Space (OTFS) modulation is a recently proposed technique for use in frequency-selective and Doppler spread narrowband channels [1]–[6]. OFDM and OTFS techniques do not perform well in doubly-spread wideband channels where the effect of Doppler is to cause a time-scaling in the received waveform.

In high mobility narrowband channels, characterized by both delay spread (due to multipath) and Doppler spread (due to time variations and/or mobility), the OTFS scheme achieves a near constant gain channel for each subcarrier. The scheme employs special transformations at the transmitter to mount the information symbols on the carrier waveform, and corresponding inverse transformations to recover those symbols at the receiver. In wideband channels where the Doppler manifests as a time-scaling of the received waveform, however, the channel is no longer flat-fading across the OTFS subcarriers. The extent of detriment caused by a seemingly small time-scale factor, such as \( \alpha = 1.001 \), in wideband channels, if not handled well, is akin to the consequences narrated in [7]. Simply increasing the transmission power does not help in recovering the data from a waveform affected by Doppler. In [7], the navigation experts had to alter the descent trajectory of Huygens (transmitting probe) such that its descent to Titan (Saturn’s moon) is almost perpendicular to the line joining Cassini (receiver). This contains the radial component of probe’s velocity, thereby mitigating the stretching of the communication waveform due to Doppler. Avoiding Doppler is not possible in all practical situations. Our goal in this work is to develop a modulation scheme, suitable for wideband time-varying channels, with a demodulation counterpart that can be implemented as a low complexity receiver.

Wideband and ultra-wideband channel models abound in the literature on wireless communications [8]–[19]. High mobility wireless channels are of topical interest in broadband high speed radio-frequency communications [20]–[23]. Wideband time-varying channel models are commonly used in underwater acoustic communications also [24]–[32]. Several studies have considered the problem of communicating data over wideband doubly-spread channels [33]–[44]. Two approaches have been explored in the literature. One approach is to estimate and compensate for the effect of Doppler in the received signal, equalize the effect of delay spread, and decode the data symbols [37], [41], [44], [45]. Despite such compensation, residual Doppler in the processed signal affects the communication performance in a multipath environment, since different paths are associated with different amounts of Doppler. The residual Doppler causes inter carrier interference (ICI) in multi-carrier communication systems. The second approach uses computationally expensive receivers that account for the ICI in data detection [38]–[40], [42], [43]. The recently proposed OTFS scheme is specifically developed to handle doubly-spread narrowband channels, and offer high performance, but at the cost of a more sophisticated message-passing based receiver architecture. To the best of our knowledge, no such scheme has been proposed in the literature for the case of wideband doubly-spread channels.

In this paper, we systematically develop the processing blocks of a new modulation scheme – Orthogonal Delay
Scale Space (ODSS) modulation. Specifically, inspired by the development of OTFS in [2], [3] for narrowband time-varying channels, we parallel its development by identifying the transformations necessary to handle the time-scaling effect of a wideband time-varying channel. Our contributions in this work are:

1) We derive the ODSS transmission and reception schemes from first principles. We identify the modulation and demodulation operations that are required for handling the time-scaling effect of wideband time-varying channels. In particular, we introduce a preprocessing 2D transformation from the Fourier-Mellin domain to the delay-scale space in ODSS. This transform plays the role of inverse symplectic Fourier transform (ISFFT) in OTFS. In contrast to the constant spectral width of the OFDM and OTFS subcarriers, the subcarriers of ODSS have a spectral width that is proportional to the subcarrier frequency, which makes ODSS suitable for time-scale spread channels.

2) We introduce the notions of \( \omega \)-convolution and robust bi-orthogonality in the delay-scale space. These parallel the notions of twisted convolution and robust bi-orthogonality, respectively, in the time-frequency space in the OTFS scheme.

3) We analytically derive conditions on the parameter values of the ODSS scheme that results in an ICI-free symbol reception at the receiver. As a consequence, the ODSS receiver is a low complexity processor that uses a subcarrier-by-subcarrier equalizer as in the case of OFDM over a time-invariant inter symbol interference channel.

4) We compare the performance of the ODSS scheme with OFDM and OTFS that uses a low complexity receiver based on subcarrier-by-subcarrier equalization. The ODSS receiver registers more than 100 fold reduction in the bit error rate (BER) compared to the OFDM and OTFS receivers employing subcarrier-by-subcarrier equalizers at an SNR of 24 dB.

Wideband doubly-spread (also known as multi-scale multilag) channels are found in underwater acoustic (UWA) and ultra wideband (UWB) radio communications. Low complexity subcarrier-by-subcarrier equalizers of standard OFDM and OTFS receivers suffer from performance impairment whose severity increases with Doppler spread. The ODSS scheme using subcarrier-by-subcarrier equalizer based receiver, developed in this paper, is therefore promising in such channels, particularly in applications that require a low complexity receiver.

We briefly describe the narrowband and wideband time-varying channel models in Section II. In Section III, we review the OFDM scheme devised for narrowband time-varying channels. We present the Mellin transformation and its properties in Section IV, which forms a part of the preprocessing transformation in the ODSS scheme. In Section V, we develop the ODSS modulation and demodulation schemes and derive conditions on its parameters to make its output ICI-free. Section VI discusses practical aspects of choosing transmit and receive filters that result in nearly ICI-free ODSS outputs. Finally, through numerical simulations, we investigate the performance of ODSS in Section VII and conclude in Section VIII.

II. DOUBLY SPREAD CHANNEL MODELS

A transmitted signal undergoes three changes when passing through a delay-scale propagation channel: (a) amplitude change due to path loss and fading, (b) delay, \( \tau \), corresponding to the length of the path traversed, and (c) time-scaling by a factor, \( \alpha = \frac{c}{\nu c} \), due to Doppler effect, where \( \nu \) is the velocity of a scatterer and \( c \) is the speed of the wave in the propagation medium. Multiple propagation paths can result in a continuum of delay and scale parameters, i.e., \( \tau \in [\tau_1, \tau_2] \) and \( \alpha \in [\alpha_1, \alpha_2] \). Such a doubly-spread propagation channel is characterized by the wideband spreading function, \( h(\tau, \alpha) \), that corresponds to the amplitude gain of the time-scaled and delayed copy of the transmitted signal reaching the receiver along a reflected path. The received signal is a superposition of the amplitude-scaled, time-scaled, and delayed versions of the transmitted signal, \( s(t) \), given by [8]

\[
rs(t) = \int \int h(\tau, \alpha) \sqrt{\alpha \nu s(\alpha(t - \tau))} \, d\tau \, d\alpha, \tag{1}
\]

where we have omitted the limits of integration, which we do throughout this paper, for notational brevity. Note that the scaling by \( \sqrt{\alpha \nu} \) in the integrand above preserves the energy of the time-scaled copy of the transmitted signal, since \( \int |\sqrt{\alpha \nu} s(\alpha t)|^2 \, dt = \int |s(t)|^2 \, dt \).

The delay-scale channel representation used in (1) is called the wideband channel model. Modeling the Doppler effect by approximating the time-scale by a frequency shift, i.e., using \( \nu \approx (\alpha - 1) f_c \), where \( f_c \) is the center frequency of the signal band, leads to the narrowband model. The narrowband approximation holds if two conditions are met [27]:

(A-1) Signal has a small fractional bandwidth: \( B/f_c \ll 1 \), where \( B \) is the signal bandwidth, and

(A-2) The receiver moves slowly relative to the transmitter, such that its position does not change significantly compared to the positional resolution of the signal: \( \nu \ll \frac{\tau}{2\pi T} \), where \( T \) is the signal duration.\(^1\)

Under the assumptions above, the signal reflected by a scatterer moving with velocity \( \nu \) and arriving along a path of delay, \( \tau \in [\tau_1, \tau_2] \), is given by \( s_{\tau,\nu} = s(t - \tau) e^{j2\pi \nu(t - \tau)} \), where \( j = \sqrt{-1} \), and \( \nu = (\alpha - 1) f_c \approx -\frac{2\pi}{c} f_c \in [\nu_1, \nu_2] \) is the frequency shift due to the Doppler effect [46]. Making the change of variables \( \alpha \rightarrow \nu: \alpha = 1 + \nu/f_c \) in (1), noting that \( \sqrt{\alpha \nu s(\alpha(t - \tau))} \approx s_{\tau,\nu} = s(t - \tau) e^{j2\pi \nu(t - \tau)} \) under narrowband assumptions, and defining the narrowband channel spreading function to be \( h_{\tau,\nu}(\tau, \nu) \triangleq \frac{1}{f_c} h(\tau, \alpha = 1 + \nu/f_c) \), we get the following expression for the received signal at the output of a narrowband channel [2], [8]:

\[
rs(t) = \int \int h(\tau, \nu)s(t - \tau) e^{j2\pi \nu(t - \tau)} \, d\tau \, d\nu, \tag{2}
\]

where we drop the subscripts in \( h(\tau, \nu) \) for notational brevity.

\(^1\)In the case of OFDM, \( T \) is the duration of an OFDM symbol.
Remark 1: Violation of either (A-1) or (A-2) would require one to model the channel as wideband. For example, UWA communications over a frequency band of 10-20 kHz has a fractional bandwidth of $B/f_c = 0.67$ ($B/f_c > 0.25$ is considered high [27]). The low speed of sound in water also results in a high $v/c$ ratio ($10^{-3}$ - $10^{-1}$) that violates (A-2). Similarly, large time-bandwidth product ($10^5$ - $10^6$) UWB radio-frequency communications may violate (A-2) [18], [27]. For example, a radio-frequency UWB communication with $BT = 10^6$, from a high-speed train traveling at $v = 270$ km/h, clearly violates (A-2).

Remark 2: The notion of wideband channel we use here is different from the definition of a wideband system used in the communications literature. A wideband system is one for which the signaling (messaging) bandwidth significantly exceeds the coherence bandwidth ($\ll \frac{1}{\tau_c}$) of the channel. The notion of wideband channel we use here is related to the frequency-dependent effect of the Doppler whereas the latter definition is related to the channel delay-spread.

In the next section, we review the development of OTFS communication for the narrowband channel model as prelude to the development of ODSS for wideband channels, which is the main contribution of this paper.

III. REVIEW OF OTFS COMMUNICATION

OTFS converts a narrowband time-varying delay-spread wireless channel into a time-independent channel represented by a complex gain [1]–[4]. OFDM communication, on the other hand, converts a static (i.e., Doppler-free) multipath channel into a single tap channel, thus completely eliminating inter symbol interference (ISI). It has been shown that OTFS reduces to asymmetric OFDM (A-OFDM) in static multipath channels [5]. In narrowband time-varying delay-spread channels that arise in high mobility scenarios, OTFS receivers using turbo, message passing or MMSE equalizers outperform OFDM receivers using a sphere decoder or MMSE equalizer [1], [2], [5]. We briefly describe the transmitter and receiver of an OTFS communication system and the propagation of the OTFS signal over narrowband time-varying delay-spread channels in the following subsections, primarily, to setup some notations in the paper.

A. OTFS Transmitter

OTFS transmitter, shown in Fig. 1, comprises the OTFS transform followed by the Heisenberg transform. The data (information bits) to be communicated, after bit-to-symbol mapping, are multiplexed onto a discrete 2D delay-Doppler domain grid of size $N \times M$. The OTFS transform maps the information symbols (e.g., QAM symbols), $x[k, l]$, in the discrete delay-Doppler space to the 2D sequence, $X[n, m]$, in the time-frequency domain by means of an inverse symplectic Fourier transform (ISFFT) as follows:

$$X[n, m] = \frac{1}{NM} \sum_{k=0}^{M-1} \sum_{l=0}^{N-1} x[k, l] e^{j \frac{2\pi \pi}{\Delta f} (n-m)},$$

where $m \in \{0, 1, ..., M-1\}$, $n \in \{0, 1, ..., N-1\}$. The $(N, M)$ periodized version of the input (respectively, output) 2D sequence, $x_p[k, l]$ (resp. $X_p[n, m]$), of the ISFFT reside on the lattice (reciprocal lattice), $\Lambda^{-1} \triangleq \{(k\Delta \tau, l\Delta \nu) : k, l \in \mathbb{Z}\}$ (resp. $\Lambda \triangleq \{(m\Delta t, n\Delta f) : m, n \in \mathbb{Z}\}$), where $\Delta \tau$ and $\Delta \delta f$ are the spacings on time and frequency axes, and

$$\Delta \tau = \frac{1}{N\Delta \delta f}, \quad \Delta \nu = \frac{1}{M\Delta f},$$

are the spacings on the delay and Doppler domain respectively. The Heisenberg transform converts the 2D time-frequency data, $X[n, m]$, to a 1D continuous time-series, $s(t)$, given by

$$s(t) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} X[n, m] e^{j 2\pi n \Delta f (t - m\tau)} g_{\delta}(t - m\tau),$$

where $g_{\delta}(t)$ is the transmit pulse shaping function. We assume that the transmitted signal, $s(t)$, satisfies the narrowband assumption (A-1).

The Heisenberg transform can be viewed as a map parameterized by the 2D time-frequency sequence, $X[n, m]$, and producing $s(t)$ when fed with $g_{\delta}$, i.e., $s(t) = \Pi_X(g_{\delta}(t))$:

$$s(t) = \int_{\tau} \int_{\nu} X(\tau, \nu) e^{j 2\pi \nu (t - \tau)} g_{\delta}(t - \tau) d\tau d\nu,$$

where

$$X(\tau, \nu) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} X[n, m] \delta(\tau - m\Delta t - n\Delta f),$$

with $\delta(\cdot)$ denoting the Dirac delta function. The above interpretation of the Heisenberg transform is helpful in relating the input and output of the OTFS system in the next subsection.

B. OTFS Signal Propagation

The signal, at the OTFS receiver, after propagating through a narrowband channel is given by $r(t) = r_s(t) + w(t)$, where $r_s(t)$ is the output of a narrowband channel as in (2) and $w(t)$ is the additive noise. As shown in [2], the received signal, $r_s(t)$, can be expressed as

$$r_s(t) = \Pi_f(g_{\delta}(t)) = \int_{\nu} \int_{\tau} f(\tau, \nu) e^{j 2\pi \nu (t - \tau)} g_{\delta}(t - \tau) d\tau d\nu,$$
Fig. 2. Cascade of OTFS modulator and propagation channel

where \( f \) is the \textit{twisted convolution} of \( h \) and \( X \), denoted by \( h \circledast X \), defined as follows:

\[
f(\tau, \nu) = \int_{\tau'} \int_{\nu'} h(\tau', \nu') X(\tau - \tau', \nu - \nu') e^{j2\pi \nu'(\tau - \tau')} d\tau' d\nu'.
\] (9)

which, due to (7), can be written as a finite sum:

\[
f(\tau, \nu) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} h(\tau - mT, \nu - n\Delta f) \times X[n, m] e^{j2\pi (\nu - n\Delta f) mT}.
\] (10)

The received signal is, therefore, a result of passing the transmit pulse shaping function through an equivalent channel parameterized by the twisted convolution of the physical channel and the data dependent 2D time-frequency signal. Fig. 2 depicts this interpretation. The signal received by the OTFS receiver, including the additive noise \( w(t) \), is given by

\[r(t) = r_s(t) + w(t) = \Pi_{h \circledast X} (g_{tx}(t)) + w(t).\] (11)

C. OTFS Receiver

The receiver performs OTFS demodulation followed by equalization and symbol decoding. OTFS demodulation is a two step process: discrete Wigner transform followed by symplectic Fourier transform (SFFT). The discrete Wigner transform (inverse of the discrete Heisenberg transform) is obtained by sampling the cross-ambiguity function between the received signal, \( r(t) \), and a receive pulse shaping function, \( g_{rx}(t) \). The demodulated time-frequency signal is given by

\[\hat{Y}[n, m] = A_{g_{rx}, r_s}(\tau, \nu)|_{\tau = mT, \nu = n\Delta f},\] (12)

where

\[A_{g_{rx}, r_s}(\tau, \nu) \triangleq \int_t e^{-j2\pi \nu(t - \tau)} g_{rx}(t - \tau) r(t) dt = A_{g_{rx}, r_s}(\tau, \nu) + A_{g_{rx}, w}(\tau, \nu).\] (13)

It can be shown that

\[A_{g_{rx}, r_s}(\tau, \nu) = f(\tau, \nu) \circledast\circ A_{g_{rx}, g_{rx}}(\tau, \nu)
= \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} X[n, m] H[n, m](\tau, \nu),\] (14)

where

\[
H_{n,m}(\tau, \nu) \triangleq \int_{\nu''} \int_{\nu'''} h(\tau'', \nu'') e^{j2\pi \nu'' mT} \times A_{g_{rx}, g_{rx}}(\tau - \tau'', \nu - \nu'' - n\Delta f) \times e^{j2\pi (\nu'' + n\Delta f)(\tau - \tau'' - mT)} d\tau'' d\nu''.
\] (15)

At this point, it is assumed that

1) the channel response, \( h(\tau, \nu) \), has a finite support bounded by \( (\tau_{\text{max}}, \nu_{\text{max}}) \), and
2) bi-orthogonality of transmit and receive pulses holds in a robust manner [2], i.e., the cross-ambiguity function vanishes in a neighborhood around the non-zero lattice points, \((mT, n\Delta f)\): \( A_{g_{tx}, g_{rx}}(\tau, \nu) = 0 \), for \( \tau \in (mT - \tau_{\text{max}}, mT + \tau_{\text{max}}) \) and \( \nu \in (n\Delta f - \nu_{\text{max}}, n\Delta f + \nu_{\text{max}}) \) except around the lattice point corresponding to \( m = 0, n = 0 \).

Due to the above assumptions, upon sampling at \( \tau = m_0 T \) and \( \nu = n_0 \Delta f \), we find \( H_{n,m}[n_0, m_0] = 0 \) whenever \( n \neq n_0 \) or \( m 
eq m_0 \), so that (14) simplifies to

\[A_{g_{rx}, r_s}[n_0, m_0] = H_{n_0,m_0}[n_0, m_0] X[n_0, m_0],\] (16)

where

\[H_{n_0,m_0}[n_0, m_0] = \int_{\nu} \int_{\tau} e^{-j2\pi \nu T} h(\tau, \nu) A_{g_{tx}, g_{rx}}(\tau, \nu) \times e^{j2\pi (\nu mT - n_0 \Delta f)} d\tau d\nu.\] (17)

Note that we choose \( T \geq 2\tau_{\text{max}} \) and \( \Delta f \geq 2\nu_{\text{max}} \) to avoid ISI and ICI, respectively, and hence ensure the validity of (16). This means that, for a given \( N \) and \( M \) (and hence the number of symbols \( N M \)), the duration and bandwidth of the transmitted OTFS signal, \( s(t) \), must be at least \( 2M\tau_{\text{max}} \) and \( 2N\nu_{\text{max}} \), respectively. The spectral efficiency of the OTFS scheme can, therefore, be at most \( \frac{1}{2M\tau_{\text{max}} + 2N\nu_{\text{max}}} \) symbols/Hz in a channel with a delay spread \( \tau_{\text{max}} \) and Doppler spread \( \nu_{\text{max}} \). These choices, according to (4), result in \( \Delta \tau \leq \frac{\Delta f}{N\nu_{\text{max}}} \) and \( \Delta \nu \leq \frac{\Delta f}{M\tau_{\text{max}}} \). Consider an OTFS transmit signal of bandwidth, \( N\Delta f = 2N\nu_{\text{max}} \), which is the minimum required bandwidth to avoid ICI. As the narrowband assumption requires the signal bandwidth to satisfy \( N\Delta f < \kappa f_s \), where \( \kappa < \frac{1}{2\tau_{\text{max}} \nu_{\text{max}}} \) is clearly, barring implementation aspects, there is no such upper limit on the choice of \( M \).

The output of the discrete Wigner transform is, therefore, given by

\[\hat{Y}[n, m] = H_{n,m}[n, m] X[n, m] + W[n, m],\] (18)

where \( W[n, m] = A_{g_{rx}, w}(\tau, \nu)|_{\tau = mT, \nu = n\Delta f} \) is the additive noise in the discrete time-frequency space. The OTFS demodulator output is obtained by taking SFFT of the discrete Wigner

\[\text{Many papers on OTFS, either explicitly or implicitly, assume } A_{g_{tx}, g_{rx}}(\tau, \nu) = 1 \text{ in a neighborhood of } (\tau = 0, \nu = 0) \text{ contained in the support of } h(\tau, \nu). \text{ It is unclear if there are practical transmit and receive pulse shaping functions that satisfy this assumption, so we retain the term } A_{g_{tx}, g_{rx}}(\tau, \nu) \text{ in the integrand in (17).} \]
We state a few important properties that make Mellin transform attractive for working with time-scaling effect of Doppler in wideband channels [27], [47].

1) The scale-invariance property of the Mellin transform follows from the definition in (23): the Mellin transform of the scaled version $\sqrt{a}x(\alpha a)$, $a > 0$, of $x(\alpha)$ is given by $a^{-2\nu}M_{\alpha}(\beta)$ which is the same as the Mellin transform of the original signal except for a phase shift. Note that this scale-invariance property parallels the shift-invariance property of the Fourier transform: the Fourier transform of $x(t - \tau)$ is $e^{-j2\pi \nu \tau}X(f)$ where $X(f)$ is the Fourier transform of $x(t)$ [49].

2) The Mellin transform of the dilation-invariant product of two functions $x_1(\alpha)$ and $x_2(\alpha)$, defined by $(x_1 \circ x_2)(\alpha) = \sqrt{\alpha}x_1(\alpha)x_2(\alpha)$, is given by the linear convolution of the Mellin transforms of the two functions: $M_{x_1 \circ x_2}(\beta) = M_{x_1}(\beta) \ast M_{x_2}(\beta)$.

3) The geometrical Dirac comb, $\Delta_{A}(\alpha) = \sum_{n=-\infty}^{\infty} A^{n/2}\delta(\alpha - A^n)$, in the scale-space, $\mathbb{R}^\tau$, transforms to an arithmetical comb in the Mellin space, $M_{\Delta_{A}}(\beta) = \frac{1}{lnA} \sum_{n=-\infty}^{\infty} \delta(\beta - \frac{n}{lnA})$.

4) Parseval’s theorem: $\int_{-\infty}^{\infty} M_{x_1}(\beta)M_{x_2}(\beta)d\beta = \int_{-\infty}^{\infty} x_1(\alpha)x_2^*(\alpha)d\alpha$.

5) The Mellin transform of the multiplicative convolution of two functions $x_1(\alpha)$ and $x_2(\alpha)$, defined by $(x_1 \times x_2)(\alpha) = \int_{-\infty}^{\infty} \sqrt{\alpha}x_1(\alpha')x_2(\frac{\alpha}{\alpha'})d\alpha'$, is given by the product of the Mellin transforms of the two functions: $M_{x_1 \times x_2}(\beta) = M_{x_1}(\beta)M_{x_2}(\beta)$.

6) The inverse Mellin transform is given by

$$x(\alpha) \triangleq \frac{1}{\sqrt{\alpha}} \int_{-\infty}^{\infty} M_{x}(\beta)e^{-j2\pi \beta \log(\alpha)}d\beta, \alpha > 0,$$  

which follows immediately upon noting the relation between the Mellin and Fourier transforms.

We now consider the effect of discretization on Mellin transform relations [47], [50]. First, consider geometric sampling in the scale domain ($\alpha$-domain) with ratio $q$. The Mellin transform of the sampled version of $x(\alpha)$, i.e., $x_s(\alpha) \triangleq (x \circ \Delta_q)(\alpha) = \sum_{n=-\infty}^{\infty} q^{n/2}x(q^n)\delta(\alpha - q^n)$, is given by

$$M_{x_s}(\beta) = M_{x \circ \Delta_q}(\beta) \overset{(a)}{=} M_{x}(\beta) \ast M_{\Delta_q}(\beta) \overset{(b)}{=} \frac{1}{\ln q} \sum_{n=-\infty}^{\infty} M_{x}(\beta - \frac{n}{\ln q}) \overset{(c)}{=} M_{x_q}(\beta),$$
where the step (a) follows from the fact that Mellin transform of a dilatation-invariant product in the scale domain corresponds to the convolution of Mellin transforms in the Mellin domain, and step (b) follows upon an evaluation of the convolution in step (a). Therefore, geometric sampling in the scale domain leads to dilatocycling in the Mellin domain. Aliasing due to scale domain geometric sampling is avoided if:

1) the Mellin spectrum is $\beta$-limited, i.e., $M_x(\beta)$ is nonzero only in a finite interval $[\beta_1, \beta_2]$, and
2) the geometric sampling ratio, $q$, satisfies

$$\frac{1}{\ln q} \geq \beta_2 - \beta_1.$$ 

(27)

Next, consider sampling the Mellin domain function, $M_x(\beta)$. Sampling in the Mellin space results in

$$M_s(\beta) \triangleq \frac{1}{\ln Q} \sum_{n=-\infty}^{\infty} M_x \left( \frac{n}{\ln Q} \right) \delta \left( \beta - \frac{n}{\ln Q} \right)$$

\begin{equation}
\equiv M_x(\beta)M_{\Delta Q}(\beta) \equiv M_{x \circ \Delta Q}(\beta),
\end{equation} 

(28)

where equality (c) follows from the formula for the Mellin transform of a geometric impulse train in the scale domain, and (d) follows from the fact that multiplicative convolution in scale domain corresponds to the product of the Mellin transforms. We see that the sampled version of the Mellin transform of $x(\alpha)$, i.e., $M_s(\beta)$, is the inverse Mellin transform of the dilatocycled version of $x(\alpha)$ given by

$$x_d(\alpha) \triangleq (x \circ \Delta Q)(\alpha) = \sum_{n=-\infty}^{\infty} Q^n \frac{1}{2\pi i} \int_{C} x(Q^n \alpha)\, dQ.$$ 

(30)

Thus, sampling in the Mellin domain leads to dilatocycling in the scale domain. Aliasing due to Mellin domain sampling is avoided if:

1) the signal in the scale domain has a finite support, $[\alpha_1, \alpha_2]$, and
2) the dilatocycling ratio, $Q$, satisfies: $Q \geq \frac{\alpha_2}{\alpha_1}$. 

In the absence of aliasing, $x_d(\alpha)$ equals $x(\alpha)$ for $\alpha \in [\alpha_1, \alpha_2]$. 

Finally, the discrete Mellin transformation is obtained by geometric sampling of the finitely supported and dilatocycled signal $x_d(\alpha), \alpha \in [\alpha_1, \alpha_2]$, in the scale domain. The sampled version of $x_d(\alpha)$ is given by

$$x_{ds}(\alpha) \triangleq x_d \circ \Delta Q \triangleright (\alpha) = \sum_{n=-\infty}^{\infty} Q^n x_d(q^n)\delta(\alpha - q^n).$$ 

(31)

It is clear from the discussions above that the Mellin transform of $x_{ds}(\alpha)$ is the periodized version of $M_s(\beta)$:

$$M_{x_{ds}}(\beta) = M_{x_d}(\beta) \triangleq \frac{1}{\ln Q} \sum_{n=-\infty}^{\infty} M_s \left( \beta - \frac{n}{\ln Q} \right).$$ 

(32)

where we require $\frac{1}{\ln Q} \geq \beta_2 - \beta_1$ to avoid aliasing. Substituting $M_s(\beta)$ from (28) in (32) and restricting $Q = q^N$, where $N$ is a positive integer, we get:

$$M_{x_{ds}}(\beta) = \frac{1}{\ln q \ln Q} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} M_x \left( \frac{m}{N \ln q} \right) \times \delta \left( \beta - \frac{nN + m}{\ln q} \right).$$ 

(33)

Changing $m \to k = m + nN$ and using the definition of periodized version, we get

$$M_{x_{ds}}(\beta) = \frac{1}{\ln Q} \sum_{k=-\infty}^{\infty} M_x^P \left( \frac{k}{N \ln q} \right) \delta \left( \beta - \frac{k}{\ln q} \right).$$ 

(34)

It is now straightforward to show that the discrete Mellin transform relationship is given by

$$M_x^P \left( \frac{k}{\ln Q} \right) = \sum_{n=J}^{J+N-1} q^{n/2} x_d(q^n)e^{2\pi nk/N},$$ 

(35)

where $J$ is the integer part of $\ln \alpha_1 / \ln q$. The transform length $N = \frac{\ln Q}{\ln q}$ must satisfy the condition

$$N \geq (\beta_2 - \beta_1) \frac{\alpha_2}{\alpha_1},$$ 

(36)

to avoid aliasing and allow reconstruction of the scale and Mellin domain functions from their samples.

Similarly, the discrete inverse Mellin transform is given by

$$x_d(q^n) = \frac{q^{-n/2}}{N} \sum_{k=0}^{J+N-1} M_x^P \left( \frac{k}{\ln Q} \right) e^{-2\pi nk/N},$$ 

(37)

where $K_i$ is the integer part of $\beta_1 \ln Q$.

V. ODSS COMMUNICATION FOR WIDEBAND CHANNELS

We now turn to developing the ODSS modulation. The goal of ODSS modulation is to convert a wideband, time-varying, delay-scale spread channel into a time-independent channel represented by a complex gain. To this end, we introduce the 2D ODSS transform (and its inverse) which is a combination of discrete Fourier transform on one axis (the delay axis) and inverse Mellin transform on the other (the scale axis.) The development of ODSS parallels the development of OTFS in Section III. In the process, we appropriately modify the two key properties – twisted convolution property and robust biorthogonality – that were used in the development of OTFS. We develop the transmitter and receiver of an ODSS communication system and the propagation of the signal over wideband time-varying channels in the following subsections, which is the main contribution of this paper. While we develop ODSS in a manner similar to the development of OTFS, we note that the two modulation schemes are distinct and do not generalize or reduce to each other.

A. ODSS Transmitter

The information bits, after bit-to-symbol mapping, are multiplexed onto the discrete 2D Mellin-Fourier domain of size, $M_{tot} = \sum_{n=0}^{N-1} M(n)$, where $M(n) = \lfloor q^n \rfloor$. The ODSS transform maps the data symbols (e.g., QAM symbols), $\{x[k, l] : k = 0, 1, \ldots, N-1, l = 0, 1, \ldots, M(k)\}$, in the
discrete Mellin-Fourier space to the 2D sequence, $X[n, m]$, in the scale-delay domain by taking an inverse discrete Mellin transform along the scale axis (see (37)) and a discrete Fourier transform along the delay axis, as follows:

$$X[n, m] = \frac{q^{-n/2}}{N} \sum_{k=0}^{N-1} \sum_{l=0}^{M(k)-1} x[k, l] e^{i2\pi \left( \frac{m}{W} \frac{k}{M(k)} - \frac{q}{q^n} l \right)},$$

where $m \in \{0, 1, \ldots, M(n) - 1\}, n \in \{0, 1, \ldots, N - 1\}$.

The periodized version of the input (respectively, output) $2\mathrm{D}$ sequence, $x_p[k, l]$ (resp. $X_p[n, m]$), reside on the lattice (reciprocal lattice), $\Lambda^\perp = \{(k\Delta f, l\Delta f) : k, l \in \mathbb{Z}\}$ (resp. $\Lambda = \{(m\Delta T, q^n) : m, n \in \mathbb{Z}\}$), where $\Delta f = \frac{1}{N \log q}$, $\Delta T = \frac{1}{W}$, $W \triangleq M \Delta f$, and $q$ is the geometric sampling ratio on the scale axis. The sampling ratio, $q$, and discrete Mellin transform length, $N$, are chosen to satisfy the conditions in (27) and (36). We may express (38) in the vectorized form:

$$\mathbf{X} = T_{\text{MF}} \mathbf{x},$$

where $\mathbf{x} \in \mathbb{C}^{M(n) \times 1}$ is the symbol vector obtained by stacking $x[k, l]$ into a vector, $\mathbf{X} \in \mathbb{C}^{M \times M}$ is the vector obtained by stacking $X[n, m]$, and $T_{\text{MF}} \in \mathbb{C}^{M \times M(n)}$ is the matrix representing the 2D ODSS transform in (38).

The ODSS modulator converts the 2D time-frequency data, $X[n, m]$, to a 1D continuous time-series, $s(t)$, given by

$$s(t) = \sum_{n=0}^{N-1} \sum_{m=0}^{M(n)-1} X[n, m] q^{-n/2} g_{tx}\left(q^n \left(t - \frac{m}{W} \right)\right),$$

where $g_{tx}(t)$ is the transmit pulse shaping function of duration $T = 1/W$. The ODSS modulation can be viewed as a map parameterized by the 2D Mellin-Fourier sequence, $X[n, m]$, and producing $s(t)$ when fed with $g_{tx}$, i.e., $s(t) = \Pi_X(g_{tx}(t))$:

$$s(t) = \int \int X(\tau, \alpha) \sqrt{\alpha} g_{tx}(\alpha(t-\tau)) d\tau d\alpha,$$

where

$$X(\tau, \alpha) = \sum_{n=0}^{N-1} \sum_{m=0}^{M(n)-1} X[n, m] \delta(\tau - \frac{m}{W}, \alpha - q^n).$$

The above interpretation of the ODSS transform, depicted in Fig. 4, is helpful in relating the input and output of an ODSS communication system in the next subsection.

B. ODSS Signal Propagation

The signal, at the ODSS receiver, after propagating through a wideband delay-scale channel is given by $r(t) = r_s(t) + w(t)$, where $r_s(t)$ is as in (1), and $w(t)$ is the additive noise.

C. ODSS Receiver

The ODSS receiver performs ODSS demodulation followed by equalization and symbol decoding. ODSS demodulation is a two step process: extracting the transmitted scale-delay signal followed by an inverse ODSS transform. We describe the two steps in the following two subsections.

1) Scale-delay signal extraction: The scale-delay signal is extracted by sampling the cross-ambiguity function between the received signal and the pulse shaping function at the receiver side. The demodulated scale-delay signal is given by

$$\hat{Y}[n, m] = A_{g_{tx}, r}(\tau, \alpha)|_{\tau = \frac{m}{W}, \alpha = q^n},$$

We may, equivalently, view the propagation channel as performing the map $\Pi_h(s) : s(t) \rightarrow r_s(t)$ as shown in Fig. 5. Next, we introduce the notion of $\omega$-convolution to describe the equivalent of the cascade of the ODSS modulator and the propagation channel.

The cascade of two delay-scale channels, as shown in Fig. 6, is equivalent to a single channel, i.e., $\Pi_h(\Pi_{h_1}(s)) = \Pi_h(s)$, where $h(\tau, \alpha) = h_2(\tau, \alpha) \circ_\omega h_1(\tau, \alpha)$ and the symbol $\circ_\omega$ denotes the $\omega$-convolution defined by

$$h(\tau, \alpha) = \int \int h_2(\tau', \alpha') h_1(\alpha'(\tau - \tau'), \alpha') d\tau' d\alpha'.$$

The derivation of the above is provided in [51, Sec. IX-A]. In light of the above result, we may write the signal after propagation through the channel, $r_s(t)$, as

$$r_s(t) = \Pi_{h \circ_\omega} X(g_{tx}) = \iint f(\tau, \alpha) \sqrt{\alpha} g_{tx}(\alpha(t-\tau)) d\tau d\alpha,$$

where $f(\tau, \alpha)$ is given by (see [51, Sec. IX-B]):

$$f(\tau, \alpha) = \sum_{n=0}^{N-1} \sum_{m=0}^{M(n)-1} X[n, m] h\left(\tau - \frac{m}{W}, \frac{\alpha}{q^n}\right) q^{-n}.$$
is given by Fig. 7. Received ODSS signal

\[ H(n, m)(\tau, \alpha) = A_{g_{n}, g_{m}}(\tau - \frac{m}{q^n W}, \frac{\alpha}{q^n}). \]

Upon sampling at \( \tau = \frac{m_0}{q^n W} \) and \( \alpha = q^{n_0} \), due to robust bi-orthogonality,
\[ H(n_0, m_0) = 0 \] whenever \( n \neq n_0 \) or \( m \neq m_0 \), and
\[ H(n_0, m_0)[n_0, m_0] = h_0 A_{g_{n_0}, g_{m_0}}(0, 1) = h_0, \]
so that, in this special case, the noise free part of the extracted scale-delay signal is given by
\[ A_{g_{n_0}, r_s}[n_0, m_0] = h_0 X[n_0, m_0]. \]

Therefore, for an ideal channel without delay and Doppler spread, the ODSS scheme produces a constant gain for all signal components in the extracted delay-scale domain.

In general, we find from (49) that the ODSS scheme leads to an ISI free, time-independent, scalar complex channel gain for each delay-scale domain output at the receiver. The extracted delay-scale signal at the ODSS receiver is, therefore, given by
\[ \hat{Y}[n, m] = H[n, m]X[n, m] + W[n, m], \]
where \( W[n, m] = A_{g_{n}, w}(\tau, \alpha) = q^n W \) is the additive noise in the discrete delay-scale space.

To avoid ICI, and hence obtain (49), we need to
1) choose \( q \) such that:
\[ \frac{q^n \alpha}{\alpha'' q''} \notin (\alpha^{-1}_{max}, \alpha_{max}), \]
2) choose \( q \) and \( W \) such that:
\[ \alpha'' q^n \left( \frac{m'}{W} - \frac{m}{\alpha'' q'' W} - \tau'' \right) \notin (-\tau_{max}, \tau_{max}). \]

We first choose the geometric spreading ratio, \( q \), to meet the condition in (52). If \( n' > n \), we want \( q^n - n \geq \alpha_{max} \alpha'' \), which is satisfied if: \( \forall n' > n, q^n - n \geq \alpha_{max} \alpha'' \). Similarly, if \( n' < n \), we require \( q^n - n \leq \alpha_{max}^{-1} \alpha'' \) which is met if: \( \forall n' < n, q^n - n \leq \alpha_{max}^{-2} \). Therefore, we may choose
\[ q = \alpha_{max}^2. \]

Clearly, since \( \alpha_{max} \geq 1 \), we have \( q \geq 1 \). Aside, we also note that the choice of \( q \) in (54) together with the robust bi-orthogonality property renders \( A_{g_{n_0}, g_{m_0}}(\tau, \alpha) = 0 \), \( \alpha \notin (\alpha^{-1}_{max}, \alpha_{max}). \)

Next, with \( q \) as in (54), we choose \( W \) to satisfy the condition in (53). The condition in (53) is equivalent to
\[ \inf_{(\tau'', \alpha'') \in S} \left| \alpha'' \alpha_{max}^{-2} m' - m - \alpha'' \alpha_{max}^{-2} \tau'' W \right| \geq W\tau_{max}, \]
whenever \( m' \neq m \), where \( S \triangleq \{ (\tau'', \alpha'') : \tau'' \in (-\tau_{max}, \tau_{max}), \alpha'' \in (\alpha^{-1}_{max}, \alpha_{max}) \} \). The condition in (55) places an upper bound on \( W \), as we shall soon see.

First, consider a channel without Doppler, i.e., \( \alpha_{max} = 1 \), in which case the condition in (55) specializes to
\[ \inf_{(\tau'', 1) \in S} \left| m' - m - \tau'' W \right| \geq W\tau_{max}, \]

3Bi-orthogonality cannot be satisfied exactly; our choice of waveforms for ODSS implementation is discussed in Section VI.
whenever \( m' \neq m \). The condition in (56), for a Doppler-free channel, is satisfied if we choose
\[
W \leq \frac{1}{2\tau_{\text{max}}}. 
\] (57)

This implies that the duration of the transmitted signal, \( s(t) \), must be larger than \( 2M\tau_{\text{max}} \) in a Doppler-free channel having a delay spread of \( 2\tau_{\text{max}} \). The choices \( W = \frac{1}{\tau_{\text{max}}} \) and \( q = 1 \) for a Doppler-free channel, and the robust bi-orthogonality property, render the cross ambiguity \( \tilde{A}_{s_x,q_x}(\tau,1) = 0 \), \( \tau \notin (-\tau_{\text{max}},\tau_{\text{max}}) \). Notice that, for a Doppler-free channel, with the choice of \( q = 1 \) we must use \( N = 1 \) and the ODSS modulation scheme defaults to asymmetric OFDM (A-OFDM), which is a scheme that converts delay-spread channels into a single tap complex channel in the Fourier domain. This behavior is very similar to the OTFS modulation scheme [5].

Finally, we discuss the choice of \( W \) in ODSS modulation for a doubly-spread delay-scale channel that is both delay-spread and Doppler-distorted. Let \( m' > m \). Now, if the condition in (55) is satisfied by \( m' > m \), then it will be satisfied by every \( m' > m \). The expression
\[
|\alpha''\alpha_{\text{max}}^{2n}m' - m - \alpha''\alpha_{\text{max}}^{2n}W|^2 \leq 0,
\]
in (55), is minimized by \( \alpha'' = \alpha_{\text{max}}^{-1} \) and \( \tau'' = \tau_{\text{max}} \), when \( W \tau_{\text{max}} < 1 \), and hence \( \alpha''\alpha_{\text{max}}^{2n}m' - m - \alpha''\alpha_{\text{max}}^{2n}W > 0 \). For these settings, with \( m' = m + 1 \), we find that
\[
|\alpha''\alpha_{\text{max}}^{2n}m' - m - \alpha''\alpha_{\text{max}}^{2n}W| > W\tau_{\text{max}} \implies \alpha_{\text{max}}^{2n-1} = \alpha_{\text{max}}^{2n-1} \tau_{\text{max}} \text{ and hence}
\]
\[
W \leq \frac{\alpha_{\text{max}}^{2n-1} + (\alpha_{\text{max}}^{2n-1} - 1)m}{(1 + \alpha_{\text{max}})\tau_{\text{max}}}. 
\] (58)

Therefore, if
\[
W \leq \frac{1}{(1 + \alpha_{\text{max}})\tau_{\text{max}}} \triangleq W_{m' > m}, 
\] (59)

the condition in (55) is satisfied for \( m' > m \). A similar argument, for \( m' < m \), leads us to the following bound on \( W \) for satisfying the condition in (55):
\[
W \leq \frac{1}{(1 + \alpha_{\text{max}})\tau_{\text{max}}} \triangleq W_{m' < m}. 
\] (60)

To satisfy both (59) and (60), for every \( m' \neq m \), we choose
\[
W = \min \left( W_{m' > m}, W_{m' < m} \right). 
\] (61)

Equations (54) and (61) provide the choices of the parameters \( q \) and \( W \), respectively, for the ODSS modulation. For the Doppler-free channel \( (\alpha_{\text{max}} = 1) \), we observe that the choice of \( W \) reduces to \( W = \frac{1}{\tau_{\text{max}}} \), which agrees with (57). In a Doppler-distorted channel, we see that the choice of \( W \) according to (61) entails a longer transmit signal duration compared to a Doppler-free channel.

2) The ODSS input-output relation: The ODSS demodulator output is obtained by taking the discrete Mellin-Fourier transform of the delay-scale signal in (51):
\[
\hat{y}[k,l] = \sum_{n=0}^{N-1} \sum_{m=0}^{M(n)-1} q^n/2Y[n,m]e^{j2\pi \left( \frac{ak}{W} - \frac{ml}{M\tau} \right)},
\]
\[
= \sum_{n=0}^{N-1} \sum_{m=0}^{M(n)-1} h_w[l - m, k - n] x[n,m] + w[k,l], 
\] (62)

where \( h_w[l,k] \) is obtained by sampling the frequency \( f = \frac{W}{M} \) and Mellin variable \( \beta = \frac{k}{N\ln q} \) arguments of the function
\[
h_w(f,\beta) = \sum_{n=0}^{N-1} \sum_{m=0}^{M(n)-1} e^{j2\pi \left( \beta n \ln q - f \frac{m}{M} \right)} \times A_{s_x,q_x} \left( q^n \left( \frac{m}{W} (\alpha' - 1) - \alpha' \tau' \right), \frac{1}{\alpha'} \right) d\tau' d\alpha'.
\] (63)

An Example: Consider the channel response due to a collection of discrete reflectors associated with path delays and Doppler scales \( (\tau_i,\alpha_i), i = 1,2,\ldots,P \):
\[
h(\tau,\alpha) = \sum_{i=1}^{P} h_i \delta(\tau - \tau_i) \delta(\alpha - \alpha_i).
\] (64)

For the above channel response model, we find that \( h_{n,m}[n,m] \) in (48) evaluates to
\[
h_{n,m}[n,m] = \sum_{i=1}^{P} h_i \times A_{s_x,q_x} \left( q^n \left( \frac{m}{W} (\alpha_i - 1) - \alpha_i \tau_i \right), \frac{1}{\alpha_i} \right), 
\] (65)

and hence
\[
h_w[l,k] = \sum_{i=1}^{P} h_i \sum_{n'=0}^{N-1} \sum_{m'=0}^{M(n')-1} e^{j2\pi \left( \frac{ak}{W} - \frac{ml'}{M\tau} \right)} \times A_{s_x,q_x} \left( q^{n'} \left( \frac{m'}{W} (\alpha_i - 1) - \alpha_i \tau_i \right), \frac{1}{\alpha_i} \right). 
\] (66)

The input-output relation in an ODSS system, given by (62), can be depicted in the following vectorized form:
\[
y = Hx + w, 
\] (67)

where \( y \in \mathbb{C}^{M_{\text{tot}} \times 1} \) is the output of the ODSS demodulator obtained by stacking \( y[k,l] \) into a vector, \( H \in \mathbb{C}^{M_{\text{tot}} \times M_{\text{tot}}} \) is the effective channel matrix, \( x \in \mathbb{C}^{M_{\text{tot}} \times 1} \) is the symbol vector obtained by stacking \( x[k,l] \) into a vector, and \( w \in \mathbb{C}^{M_{\text{tot}} \times 1} \) is the additive noise at the ODSS demodulator output.

3) Data Decoding: Using (67), we can use either an MMSE decoder or a message passing based decoder to recover the transmitted data symbols. This involves equalizing a channel matrix of size \( M_{\text{tot}} \times M_{\text{tot}} \) which is not close to diagonal. As a consequence, it is computationally expensive to perform channel equalization in the Mellin-Fourier domain signal represented by (67).
Motivated by the above, we now present an alternative, simple, decoder that uses a subcarrier-by-subcarrier MMSE equalizer in the delay-scale domain instead of the Mellin-Fourier domain. We first express (51) in a matrix-vector form as follows:

\[ \hat{Y} = DX + W, \]

where \( \hat{Y} \in \mathbb{C}^{M_{\text{tot}} \times 1} \) is a vector obtained by stacking the outputs \( Y[n, m] \), \( D \in \mathbb{C}^{M_{\text{tot}} \times M_{\text{tot}}} \) is a diagonal matrix formed by stacking \( H[n, m] \) along its diagonal, \( X \in \mathbb{C}^{M_{\text{tot}} \times 1} \) contains the data symbols obtained by stacking \( X[n, m] \), and \( W \in \mathbb{C}^{M_{\text{tot}} \times 1} \) is the additive noise.

Data decoding proceeds after an MMSE equalizer on \( \hat{Y} \):

\[ \hat{Z} = D^H (DD^H + \sigma_N^2 I)^{-1} \hat{Y}, \]

where \( \sigma_N^2 \) is the noise variance in the delay-scale domain.

The data symbol vector is then obtained as follows:

\[ \hat{x} = S (T_{MB}^{-1} \hat{Z}), \]

where the operator \( S(.) \) slices each entry in the input vector to the nearest symbol in the transmitted constellation.

Remarks: If the robust bi-orthogonality condition is not satisfied exactly, as in the case of OTFS, expression (47) will not reduce to (49) and hence the measurement model (51) in the delay-scale domain will not ensue. In that case, \( D \) will not be exactly diagonal. The matrix \( D \) will be nearly diagonal if the robust bi-orthogonality is approximately satisfied (see [51, Sec. IX-G, Fig. 16]), so that it is reasonable to consider a diagonal approximation to \( D \) for equalization purposes. Such an approximation cannot be made in the Mellin-Fourier domain because, even if \( D \) is near-diagonal, \( H \) is not close to diagonal (see [51, Sec. IX-G, Fig. 17]).

4) Computational Complexity: The ODSS transmitter implements transformation from Mellin-Fourier domain to the delay-scale domain at the transmitter followed by the modulator that generates the waveform to transmit. The \( M_{\text{tot}} \times M_{\text{tot}} \) transform matrix is a fixed precoder matrix that can be precomputed and stored in the memory. The computational complexity of the transmitter is, therefore, \( O(M_{\text{tot}}^2) \). The ODSS receiver performs matched filtering, subcarrier-by-subcarrier equalization and inverse Mellin-Fourier transformation. Assuming that matched filtering is performed in the receiver front-end and that the inverse transform matrix is precomputed, the computational complexity of the receiver is also \( O(M_{\text{tot}}^2) \), excluding channel estimation overheads. For the same symbol rate, OFDM and OTFS have a lower complexity of \( O(M_{\text{tot}} \log M_{\text{tot}}) \) due to efficient computations based on the Fast Fourier Transform (FFT) algorithm. The relation between Mellin and the Wavelet/Fourier transforms can be exploited to speed up the transform computations in ODSS also [48]. Development of a computationally efficient architecture for ODSS is beyond the scope of this paper.

VI. TRANSMIT AND RECEIVE FILTERS

The transmit and receive filters (pulse shaping functions), \( g_{tx}(t) \) and \( g_{rx}(t) \), are required to be bi-orthogonal in a robust manner, as described in sections III and V, for both OTFS and ODSS modulations. However, this is not possible (see [51, Sec. IX-D and Sec. IX-E]): we cannot find transmit and receive filters that exactly satisfy robust bi-orthogonality. Consequently, in most implementations of OTFS, pulse shaping functions such as rectangular, raised cosine and Dolph-Chebyshev windows are employed both at the transmitter and receiver [51]. We adopt a similar approach in ODSS and show its effectiveness through numerical simulations; in particular, our choice of ODSS subcarriers results in the channel matrix \( D \) represented in (68) becoming nearly diagonal in the delay-scale domain.

In this work, to form the transmit pulse-shaping filter, we employ a basic chirplet generated by linearly sweeping frequency from \( f_1 = \frac{1}{\sqrt{q}} \) to \( f_2 = \frac{\sqrt{q}}{T} \) in \( T \) seconds:

\[ g_{tx}(t) = e^{j2\pi(f_1t + \frac{1}{2} \kappa t^2)}, 0 \leq t \leq T, \]

where \( \kappa = \frac{f_2 - f_1}{T} \) is the chirp sweep rate. The basic chirplet duration \( T \) is also the ODSS symbol duration.

To reduce the spectral sidelobes, we apply a PHYDYAS filter based window [53] to obtain the transmit pulse-shaping filter \( g_{tx}(t) = g_{w}(t)g_{0}(t) \), where \( g_{w}(t) \) is the window function given by

\[ g_{w}(t) = 1 + 2 \sum_{k=1}^{K-1} (-1)^k A[k] \cos \left( \frac{2\pi k t}{KT} \right), \]

with \( A[k] \), \( k = 1, 2, \ldots, K-1 \), being the PHYDYAS reference filter coefficients. In simulations, we use an overlap factor of \( K = 3 \), for which the PHYDYAS filter coefficient values are: \( A[1] = 0.91143783 \) and \( A[2] = 0.41143783 \) [53].

From the above linearly modulated pulse, or chirplet, the ODSS subcarrier waveforms are generated by \( q \)-adic compression and shifting (see (40)):

\[ s_{m,n}(t) = g_{w}^{n/2} g_{tx} \left( q^n \left( t - \frac{m}{q^n W} \right) \right), \]

where \( m = 0, 1, \ldots, M(n) - 1 \), \( M(n) = [q^n] \), and \( n = 0, 1, \ldots, N - 1 \). We will see that these subcarriers, when used over a delay-scale spread channel, result in a sparse and nearly diagonal channel matrix in the delay-scale domain, enabling the use of low complexity receivers in that domain.

VII. NUMERICAL RESULTS

In this section, we investigate the bit error rate (BER) performance of the ODSS modulation scheme. To that end, we first design the subcarriers of ODSS modulation respecting the criteria developed in Sec. V to avoid ICI. Although robust bi-orthogonality cannot be satisfied in an exact manner (the same as in the case of OTFS) due to the reasons mentioned in Sec. VI, we use transmit and receive pulses that lead to a low complexity receiver. In subsection VII-A, we discuss these aspects. In the subsection VII-B, we present BER performance results for the ODSS modulation scheme designed in subsection VII-A.
A. ODSS Waveform

Recall our discussions in Sec. V-C leading to the choice of geometric sampling ratio, $q$, and the transmit filter bandwidth, $W(q)$, for avoiding ICI in ODSS modulation. From the discussion preceding (54), we choose $q$ such that $\sqrt{2} > q_{\text{max}} \geq 1$.

Let $B$ denote the system bandwidth and $N$ be the number of $q$-adic scales (compressions) on the scale axis. The bandwidth occupied by the transmit pulse shaping filter and all its time-compressed copies is $\sum_{n=0}^{N-1} q^n W(q)$. Clearly, for the transmit signals to fit within the system bandwidth, we need:

$$ \sum_{n=0}^{N-1} q^n W(q) < B. \quad (74) $$

The maximum allowable transmit filter bandwidth is given by (see (61))

$$ W_{\text{max}}(q, N) \triangleq \begin{cases} \frac{1}{(1+\alpha_{\text{max}})^{T_{\text{max}}}}, & N = 1, \\ \frac{1}{(1+\alpha_{\text{max}})^{T_{\text{max}}}}, & \text{otherwise}. \end{cases} \quad (75) $$

Considering (74), the upper limit (in (75)) on the transmit filter bandwidth is satisfied if:

$$ W(q) < \frac{B}{\sum_{n=0}^{N-1} q^n} = \frac{B(q-1)}{q^N - 1} < W_{\text{max}}(q, N). \quad (76) $$

We choose the number of $q$-adic scales, to be the smallest integer $N$, say, $N(q)$, that satisfies (76). We choose the transmit filter bandwidth, $W(q)$, to be

$$ W(q) = \frac{B(q-1)}{q^{N(q)} - 1}. \quad (77) $$

Then, the number of symbols that can be mounted is $M_{\text{tot}}(q) = \sum_{n=0}^{N(q)-1} |q^n|$.

Let the duration of the ODSS symbol block be $T(q) = \frac{\gamma}{W(q)}$, where $\gamma > 1$ a factor that accounts for the increase in length of the filter above the minimum duration of $\frac{1}{W(q)}$. Note that the choice of $N = N(q)$ results in the smallest ODSS symbol duration that can be used. Then, the spectral efficiency of the ODSS modulation scheme (in symbols/s/Hz) is given by

$$ \eta(q) = \frac{M_{\text{tot}}(q)}{BT(q)} = \frac{M_{\text{tot}}(q)W(q)}{\gamma B} = \frac{M_{\text{tot}}(q)(q-1)}{\gamma(q^{N(q)} - 1)}. \quad (78) $$

In [51, Sec. IX-F], through a numerical example, we demonstrate that ODSS can operate with a spectral efficiency close to one symbol per second per Hertz.

Consider the ODSS subcarrier waveforms, constructed as discussed in Sec. VI, on a dyadic ($q=2$) tiling in the delay-scale space for a symbol block duration of $T = 1.9$ seconds and time-scale indices $n = 0, 1, \ldots, 6$. Fig. 8 shows the ODSS subcarrier spectra. From these figures, we notice that the subcarrier bandwidth doubles for every scale increment and so does the number of time-compressed and shifted subcarriers at each scale. The ODSS waveforms, thus constructed, are nearly orthogonal (see [51, Sec. IX-F] for more details).

B. BER Performance

We turn to investigate the communication performance of the ODSS scheme. We simulate the transmitter and receiver of three schemes – OFDM, OTFS and ODSS – operating in a doubly-spread (i.e., time scale and delay spread) channel. We evaluate the bit error rate (BER) performance as the signal to noise ratio (SNR) at the receiver is varied. For fair comparison, we evaluate all three schemes with a low-complexity subcarrier-by-subcarrier MMSE equalizer at the receiver. In the case of OFDM, channel equalization is performed in the frequency domain where the symbols are mounted. Subcarrier-by-subcarrier MMSE channel equalizer is implemented in the time-frequency (resp. delay-Doppler) domain outputs for OTFS (resp. ODSS). The evaluation of the performance with more computationally expensive message passing based equalizers is relegated to future work.

We define the SNR as the ratio of the signal and noise powers at the receiver front-end. The transmitted ODSS signal waveforms, given in (40), can be expressed as

$$ s = Gx, \quad (79) $$

where the columns of the matrix $G$ are the basis waveforms (compressed and shifted versions of chirplets), $X = T_{\text{MF}}x$, $x$ being the vectorized version of the symbols on the 2D-Mellin-Fourier domain grid. The signal at the receiver, after the transmitted ODSS waveform propagates through a doubly-spread channel in (64), is given by: $r_s(t) = \sum_{p=1}^P h_p s(\alpha_p(t - \tau_p))$.

To compute the SNR at the receiver side, we ignore the effect of time scale ($0.999 < \alpha_p < 1.001$) since we need only the power of the signal component in the receiver waveform. The received signal power is given by

$$ P_s = \mathbb{E}[(r_s(t))^2] = \mathbb{E} \left[ \sum_{i=1}^P \sum_{j=1}^P h_i^* h_j s^*(t-\tau_i) s(t-\tau_j) \right]. \quad (80) $$

Next, assuming that the channel coefficients $\{h_p \sim \mathcal{CN}(0,1) : p = 1, 2, \ldots, P\}$ are mutually independent and
Where we made use of the fact that power of the signal is not path amplitudes are Rayleigh distributed, $h_{\alpha \tau}$ with a delay spread of $\tau_{\text{max}}$ of the OFDM are spaced well apart, by pulse shaping by PHYDY AS filter. The utilized subcarriers drawn from continuous distributions and do not necessarily lie by three-fold, from shaping. The spectral width of the subcarriers has increased.

Then, they use a waveform sampling rate of $N_{\text{FFT}} = 2560$ kHz and $f_c = 12.8$ kHz and $B = 1.28$ kHz. Both OFDM and OTFS use $N_{\text{FFT}} = 2560$ point FFT and they mount every twentieth subcarrier with a binary phase shift keying (BPSK) symbol. The receivers first down-convert the received signal to the frequency band from DC to 1280 Hz. Then, they use a waveform sampling rate of $f_s = 1280$ Hz and a PHYDYAS filter (with an overlap factor $K = 3$) for pulse shaping. The spectral width of the subcarriers has increased by three-fold, from $W = 0.5$ Hz to $W = 1.5$ Hz, due to pulse shaping by PHYDYAS filter. The utilized subcarriers of the OFDM are spaced well apart, by $\Delta F = 10$ Hz, with significant guard band and without overlap (see [51, Sec. IX-G], Fig. 18).

Figure 9 shows the performance of the three modulation schemes as a function of the SNR, in a doubly-spread channel with a delay spread of $\tau_{\text{max}} = 10$ ms, maximum Doppler scale $\alpha_{\text{max}} = 1.001$ and $P = 20$ paths.

We compare the three schemes when they operate at the same spectral efficiency. For BER performance evaluation, we consider acoustic communications in the frequency band, $[f_c - B/2, f_c + B/2]$, where $f_c = 12.8$ kHz and $B = 1.28$ kHz. Both OFDM and OTFS use $N_{\text{FFT}} = 2560$ point FFT and they mount every twentieth subcarrier with a binary phase shift keying (BPSK) symbol. The receivers first down-convert the received signal to the frequency band from DC to 1280 Hz. Then, they use a waveform sampling rate of $f_s = 1280$ Hz and a PHYDYAS filter (with an overlap factor $K = 3$) for pulse shaping. The spectral width of the subcarriers has increased by three-fold, from $W = 0.5$ Hz to $W = 1.5$ Hz, due to pulse shaping by PHYDYAS filter. The utilized subcarriers of the OFDM are spaced well apart, by $\Delta F = 10$ Hz, with significant guard band and without overlap (see [51, Sec. IX-G], Fig. 18).

Figure 10 shows the performance of the three schemes at an SNR of 18 dB in a doubly-spread channel with a delay spread of $\tau_{\text{max}} = 10$ ms and maximum Doppler scale $\alpha_{\text{max}} = 1.001$, as the number of paths $P$ is varied. The performance advantage of the ODSS scheme increases with the number of paths. In a doubly-spread wideband channel, ODSS whose performance is not limited by a BER floor, unlike the other two schemes, benefits due to diversity gain as the number of paths increases.

Finally, we vary the maximum Doppler scale spread, $\alpha_{\text{max}}$, from $\alpha_{\text{max}} = 1.0$ (zero Doppler channel) to $\alpha_{\text{max}} = 1.001$ keeping all other parameters fixed ($\tau_{\text{max}} = 10$ ms, $P = 20$ and SNR = 20 dB.). Figure 11 shows the BER performance of the three schemes. The ODSS modulation, designed to handle a maximum Doppler scale spread of $\alpha_{\text{max}} = 1.001$, has a nearly constant BER for $1.0 \leq \alpha_{\text{max}} \leq 1.001$. OFDM and OTFS schemes suffer due to ICI from Doppler distortion, for $\alpha_{\text{max}} > 1$, that gets severe as the Doppler spread increases.
We developed a new low complexity modulation scheme for a delay and Doppler time-scale spread wideband channel, which we called Orthogonal Delay Scale Space (ODSS) modulation. We examined the performance of OFDM, OTFS and ODSS modulation schemes through numerical simulations when the receiver employs a low complexity channel equalizer. In doubly distorted wideband channels, the ODSS receiver using a subcarrier-by-subcarrier equalizer showed a clear performance advantage over the OFDM and OTFS receivers. Also, as the number of multipaths increased, ODSS showed even better performance, taking advantage of the increased multipath diversity, whereas the other two schemes suffered due to their inability to handle ICI.

The ODSS scheme was developed by systematically identifying the transmitter and receiver side modulation and demodulation functions suited for wideband time-varying channels. In the process, we introduced the 2D ODSS transform composed of the inverse Fourier and Mellin transforms from the Fourier-Mellin domain (symbol space) to the delay-scale domain (waveform space). We recognized the $\omega$-convolution property that helped in developing the input-output model for the ODSS scheme. We showed that the proposed scheme can operate with a spectral efficiency close to one symbol per second per Hertz. With our choice of filtered wideband chirplet, as the basic ODSS waveform, we obtained a channel matrix which was nearly diagonal thus allowing the use of a subcarrier-by-subcarrier equalizer in the delay-scale domain.

While this work introduced the ODSS modulation scheme, there are several directions that can be explored. These include developing better-performing message-passing based receivers, analyzing the peak-to-average power ratio and energy efficiency, extension to multiple antennas at the transceivers, analyzing the diversity-multiplexing gain trade-offs, developing channel estimation schemes, analyzing performance under imperfect channel state information, designing good transmit and receive pulse shaping functions, and so on.
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IX. Supplementary Material

A. Proof of (43)

We show that a cascade of two delay-scale channels, as shown in Figure 6, is equivalent to a single channel, i.e., \( \Pi_{h_2}(\Pi_{h_1}(s)) = \Pi_{h}(s) \), where \( h(\tau, \alpha) = h_2(\tau, \alpha) \otimes_\omega h_1(\tau, \alpha) \) and the symbol \( \otimes_\omega \) denotes the \( \omega \)-convolution defined by

\[
h(\tau, \alpha) = \int \int h_2(\tau', \alpha')h_1(\alpha(\tau - \tau'), \alpha) d\tau' d\alpha'. \tag{84}
\]

To show this, we substitute

\[
v(t) = \int \int h_3(\tau'', \alpha'')\sqrt{\alpha''}u(\alpha''(t - \tau'')) d\tau'' d\alpha'',
\]

into the relation

\[
r(t) = \int \int h_2(\tau', \alpha')\sqrt{\alpha'}v(\alpha'(t - \tau'), \alpha'),
\]

and make the change of variables, \( \tau'' \rightarrow \alpha'(\tau - \tau') \) and \( \alpha'' \rightarrow \alpha/\alpha' \), to obtain

\[
r(t) = \int \int \int \int h_2(\tau', \alpha')h_1(\alpha'(\tau - \tau'), \alpha) d\tau' d\alpha' \times \sqrt{\alpha}u(\alpha(t - \tau)) d\tau d\alpha
\]

\[
= \int \int h(\tau, \alpha)\sqrt{\alpha}u(\alpha(t - \tau)) d\tau d\alpha,
\]

where \( h(\tau, \alpha) \) is given by (84).

B. Derivation of (44)

Using (42) and the definition of \( \omega \)-convolution in (43), we can express \( f(\tau, \alpha) = h(\tau, \alpha) \otimes_\omega X(\tau, \alpha) \) as

\[
f(\tau, \alpha) = \int \int \int \int h(\tau', \alpha')h(\tau, \alpha) d\tau' d\alpha' \times \delta(\alpha'(\tau - \tau') - \frac{m}{\alpha'W}, \frac{\alpha}{\alpha'} - q^n) d\tau' d\alpha'
\]

\[
= \sum_n \sum_m X[n, m] \int \int h(\tau', \alpha') \times \delta(\alpha'(\tau - \tau') - \frac{m}{\alpha'W}, \frac{\alpha}{\alpha'} - q^n) d\tau' d\alpha'
\]

\[
\overset{(e)}{=} \sum_n \sum_m X[n, m] h(\tau - \frac{m}{\alpha W}, \frac{\alpha}{q^n}) q^{-n}, \tag{85}
\]

where the last equality (e) follows from the following properties of the Dirac delta function:

1) Generalized scaling property:

\[
\delta(g(x)) = \sum_{x_0: g(x_0) = 0} \frac{\delta(x - x_0)}{\det \left[ \frac{\partial (g_1, \ldots, g_n)}{\partial (x_1, \ldots, x_n)} \right]_{x = x_0}},
\]

where \( g: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a bi-Lipschitz function and \( \det \left[ \frac{\partial (g_1, \ldots, g_n)}{\partial (x_1, \ldots, x_n)} \right] \neq 0 \) for \( x \in \{ x_0 : g(x_0) = 0 \} \).

2) Sifting property:

\[
\int f(x) \delta(x - x_0) dx = f(x_0).
\]

C. Derivation of (47)

\[
A_{gs, r_s}(\tau, \alpha) = \int g_s^*(\alpha(t - \tau)) \sqrt{\alpha}r_s(t) dt
\]

\[
= \int g_s^*(\alpha(t - \tau)) \sqrt{\alpha} \int f(\tau', \alpha') \times \sqrt{\alpha}g_s(\alpha'(t - \tau')) d\tau' d\alpha' dt
\]

\[
= \int \int f(\tau', \alpha') \int g_s^*(\alpha(t - \tau)) \times \sqrt{\alpha}g_s(\alpha'(t - \tau')) dt d\tau' d\alpha'
\]

\[
= \int \int f(\tau', \alpha') \times \int g_s^* \left( \frac{\alpha}{\alpha'} (t' - \alpha'(\tau - \tau')) \right) \times \sqrt{\alpha}g_s(t') dt' d\tau' d\alpha'
\]

\[
= \int \int f(\tau', \alpha') \times A_{gs, g_s}(\alpha'(\tau - \tau'), \frac{\alpha}{\alpha'}) d\tau' d\alpha'
\]

\[
= f(\tau, \alpha) \otimes_\omega A_{gs, g_s}(\tau, \alpha). \tag{86}
\]

It is now straightforward to see that

\[
A_{gs, r_s}(\tau, \alpha) = f(\tau, \alpha) \otimes_\omega A_{gs, g_s}(\tau, \alpha)
\]

\[
\overset{(e)}{=} \int \int \sum_n \sum_m X[n, m] \times h \left( \tau' - \frac{m}{\alpha'W}, \frac{\alpha'}{q^n} \right) q^{-n}
\]

\[
\times A_{gs, g_s} \left( \alpha'(\tau - \tau'), \frac{\alpha}{\alpha'} \right) d\tau' d\alpha'
\]

\[
\overset{(f)}{=} \sum_n \sum_m X[n, m] H[n, m](\tau, \alpha), \tag{87}
\]

where we used (44) at step (e), and the following definition at step (f):

\[
H[n, m](\tau, \alpha) \triangleq \int h \left( \tau' - \frac{m}{\alpha'W}, \frac{\alpha'}{q^n} \right) q^{-n}
\]

\[
\times A_{gs, g_s} \left( \alpha'(\tau - \tau'), \frac{\alpha}{\alpha'} \right) d\tau' d\alpha'. \tag{88}
\]

By a transformation of variables, \( \tau'' = \tau' - \frac{m}{\alpha'W} \) and \( \alpha'' = \frac{\alpha'}{q^n} \), and using the fact that the determinant of the Jacobian of this transformation is \( q^n \), we can rewrite the double integral in (88) as

\[
H[n, m](\tau, \alpha) = \int h(\tau'', \alpha'')
\]

\[
\times A_{gs, g_s} \left( \alpha'' q^n \left( \tau - \frac{m}{\alpha'' q^n W} - \tau'' \right), \frac{\alpha}{\alpha'' q^n} \right) d\tau'' d\alpha''. \tag{89}
\]

D. Pulse Shaping Functions for OTFS

The narrowband cross-ambiguity function, apropos of OTFS modulation, between the transmit and receive pulse shaping functions is defined by (see (13))

\[
A_{gs, g_s}(\tau, \nu) \triangleq \int e^{-j2\pi(\nu - \tau)} g_s^*(t - \tau)g_s(t) dt. \tag{90}
\]
It is clear from (90) that, for a given $\tau$, the functions $\Psi(\nu) = A_{g_n, g_n}(\tau, \nu) e^{-j2\pi \nu \tau}$ and $\psi(t) = g^*_n(t - \tau)g_n(t)$ are Fourier pairs, and therefore

$$g^*_n(t - \tau)g_n(t) = \int_{\nu} A_{g_n, g_n}(\tau, \nu) e^{j2\pi \nu (t - \tau)} d\nu. \quad (91)$$

Consider, for example, a narrowband cross-ambiguity function, $A_{g_n, g_n}(\tau, \nu)$, which is non-zero only on $S = I_\tau \times I_\nu$, where $I_\tau = (-\tau_{\text{max}}, \tau_{\text{max}})$ and $I_\nu = (-\nu_{\text{max}}, \nu_{\text{max}})$, and $A_{g_n, g_n}(\tau, \nu) = 1, \forall(\tau, \nu) \in S$. In this case, we see from (91) that

$$g^*_n(t - \tau)g_n(t) = \begin{cases} 2\nu_{\text{max}} \text{sinc}(2\nu_{\text{max}}(t - \tau)), & \tau \in I_\tau \\ 0, & \text{otherwise.} \end{cases} \quad (92)$$

This is clearly impossible: to have $g^*_n(t - \tau)g_n(t)$ and its Fourier transform $(t \to \nu) A_{g_n, g_n}(\tau, \nu)$ to be both finitely supported. Hence, we cannot design transmit and receive filters that exactly satisfy robust bi-orthogonality. Also, more generally, even if $A_{g_n, g_n}(\tau, \nu)$ is not identically unity $\forall(\tau, \nu) \in S$, due to Heisenberg’s uncertainty principle, it is still impossible to find transmit and receive filters that are robustly bi-orthogonal [52].

### E. Pulse Shaping Functions for ODSS

In ODSS, the wideband cross-ambiguity function between the transmit and receive pulse shaping functions is defined by (see (46))

$$A_{g_n, g_n}(\tau, \alpha) \triangleq \int_{\tau} g^*_n(\alpha(t - \tau)) \sqrt{\alpha}g_n(t) dt. \quad (93)$$

Let $G_{tx}(f)$ and $G_{rx}(f)$ denote the Fourier transforms of the transmit and receive pulse shaping functions, $g_n(t)$ and $g_n(t)$, respectively. Then, by Parseval’s theorem, we can express the integral in (93) as

$$A_{g_n, g_n}(\tau, \alpha) = \frac{1}{\sqrt{\alpha}} \int G^*_n\left(\frac{f}{\alpha}\right) G_{tx}(f) e^{j2\pi f_\tau} df. \quad (94)$$

It is clear from (94) that, for a given $\alpha$, the functions $\psi(\tau) = A_{g_n, g_n}(\tau, \alpha)$ and $\Psi(\nu) = \frac{1}{\sqrt{\alpha}} G^*_n\left(\frac{\nu}{\alpha}\right) G_{tx}(\nu)$ are Fourier pairs, and

$$\frac{1}{\sqrt{\alpha}} G^*_n\left(\frac{\nu}{\alpha}\right) G_{tx}(\nu) = \int_{\tau} A_{g_n, g_n}(\tau, \alpha) e^{j2\pi f_\tau} d\tau. \quad (95)$$

Setting $f = \alpha$ in (95), we obtain

$$\frac{1}{\sqrt{\alpha}} G^*_n(1) G_{tx}(\alpha) = \int_{\tau} A_{g_n, g_n}(\tau, \alpha) e^{j2\pi \alpha \tau} d\tau, \quad (96)$$

from where, by replacing $\alpha$ with $f$, we can determine $G_{tx}(f)$ up to a scale factor $1/G^*_n(1)$, provided $G^*_n(1) \neq 0$. On the other hand, setting $f = 1$ and replacing $\alpha$ with $1/\alpha$ in (95), leads to

$$\sqrt{\alpha} G^*_n(\alpha) G_{tx}(1) = \int_{\tau} A_{g_n, g_n}(\tau, 1/\alpha) e^{j2\pi \alpha \tau} d\tau, \quad (97)$$

from where, by replacing $\alpha$ with $f$, we can find $G_{tx}(f)$ up to a scale factor $1/G^*_n(1)$, provided $G^*_n(1) \neq 0$. We determine the transmit and receive pulse shaping functions in the time domain by Fourier inversion of $G_{tx}(f)$ and $G_{rx}(f)$, respectively.

Consider, for example, a wideband cross-ambiguity function, $A_{g_n, g_n}(\tau, \alpha)$, which is non-zero only for $S = \{(\alpha, \alpha) : \tau \in (-\tau_{\text{max}}, \tau_{\text{max}}), \alpha \in (1/\alpha_{\text{max}}, \alpha_{\text{max}})\}$, where $\alpha_{\text{max}} \geq 1$, and $A_{g_n, g_n}(\tau, \alpha) = e^{j2\pi f_0 \tau}/\sqrt{\alpha}$, for $(\tau, \alpha) \in S$, where $f_0 = \alpha_{\text{max}}^2/\alpha_{\text{max}}$. In this case, we find that the Fourier transform of the transmit pulse shaping function is given by

$$G_{tx}(f) = \begin{cases} \frac{2\tau_{\text{max}}}{G^*_n(1)} \text{sinc}((f - f_0)\tau_{\text{max}}), & f \in \left[\frac{1}{\alpha_{\text{max}}}, \alpha_{\text{max}}\right], \\ 0, & \text{otherwise,} \end{cases} \quad (98)$$

and the receive pulse shaping function in the Fourier domain is given by

$$G^*_n(f) = \begin{cases} \frac{2\tau_{\text{max}}}{G^*_n(1)} \text{sinc}((f_0 - 1)\tau_{\text{max}}), & f \in \left[\frac{1}{\alpha_{\text{max}}}, \alpha_{\text{max}}\right], \\ 0, & \text{otherwise.} \end{cases} \quad (99)$$

We immediately recognize the impossibility of designing finite duration transmitter and receiver pulse shaping filters for ODSS modulation that satisfy the robust bi-orthogonality condition exactly. While the receiver pulse shaping filter, given by (99), is exactly rectangular (in frequency domain), the transmitter pulse shaping filter, given by (98), is nearly rectangular (in frequency domain) since for typical values of channel delay spread, $\tau_{\text{max}}$, and Doppler scale, $\alpha_{\text{max}}$, $\alpha_{\text{max}} - 1/\alpha_{\text{max}} \ll 1$ holds. Therefore, the pulse shaping filters in the time domain cannot be finite duration waveforms. Conversely, finite duration pulse shaping filters cannot have spectra, as in (98) and (99), and hence do not satisfy the robust bi-orthogonality condition exactly. We are thus left to choose filters that are nearly bi-orthogonal in a robust manner.

### F. ODSS: Spectral Efficiency and Orthogonality

Consider the choice of ODSS modulator parameters for an underwater communication system of bandwidth $B = 10$ kHz operated in a channel with a Doppler spread of $\alpha_{\text{max}} = 1.001$ [54]. In Fig. 12, we plot the transmit filter bandwidth, in (77), and the maximum allowed bandwidth, given by (75), for different channel delay spreads as the sampling ratio $q$ is varied. The spectral efficiency of the ODSS modulation with these parameters and $\gamma = 2$ is plotted as a function of $q$ in Fig. 13.

Fig. 14 shows the ODSS subcarrier waveforms, constructed as discussed in Sec. VI, on a dyadic $(q = 2)$ tiling in the delay-scale space for a symbol block duration of $T = 1.9$ seconds and time-scale indices $n = 0, 1, \ldots, 6$.

The pairwise correlations of the ODSS subcarrier waveforms are shown as an image in Fig. 15: the intensity of $(m,n)$th cell denotes the magnitude of the correlation between the $m$th and $n$th subcarrier waveforms. We see that the correlation matrix is nearly diagonal as the normalized cross-correlation between any two distinct ODSS subcarrier waveforms is less than $-74$ dB.
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Fig. 12. Plots of the transmit filter bandwidth, $W$ in (77), and maximum allowed bandwidth, $W_{\text{max}}$ in (75), as the sampling ratio, $q$, is varied for various channel delay spreads. Small values of the transmit filter bandwidth, and hence a long symbol duration, needs to be used in channels with large delay spread.
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Fig. 13. Plots of the spectral efficiency, $\eta$ (in symbols/s/Hz), of the ICI-free ODSS scheme as the sampling ratio, $q$, is varied. The spectral efficiency of the ODSS is quite close to unity for $q > 1.2$.

G. ODSS Channel Matrix

Figures 16 and 17 show the ODSS channel matrix in the delay-scale and Mellin-Fourier domains, respectively, for one of the simulated channel instances. The ODSS channel matrix in the delay-scale domain is nearly diagonal and, therefore, a single-tap channel equalizer can be implemented in this domain.

Fig. 14. ODSS subcarriers, for $n = 0, 1, \ldots, 6$, on a dyadic ($q = 2$) tiling over an ODSS symbol duration of $T = 1.9$ seconds. Note that a total of $N_{\tau} = 127$ subcarriers are tiled in the symbol duration.

Fig. 15. ODSS subcarrier waveform correlation matrix, for $n = 0, 1, \ldots, 6$. The normalized correlation (in dB) values are color coded and displayed. The peak intensity corresponds to 0 dB (yellow). The cross-correlation between any two distinct ODSS subcarrier waveforms is less than $-74$ dB.

H. Effect of Time-scaling: ODSS versus OFDM

To illustrate the effect of Doppler on OFDM and ODSS, we mount a symbol only on one of the subcarriers, say, the $n_{\text{sub}} = 64$. We then observe the processed subcarrier outputs, for 100 channel realizations, in the neighborhood of $n_{\text{sub}}$. In Figs. 19 and 20, we plot the OFDM and ODSS receiver outputs, respectively. Spurious pickup by the subcarriers $n_- = 63$ and $n_+ = 65$ in OFDM is due to Doppler. In contrast, the ICI due to time-scaling effect of the channel is negligible in ODSS, thus illustrating its suitability for such channels.
Fig. 16. ODSS channel matrix (normalized magnitude, in dB) is nearly diagonal in the delay-scale domain with the maximum ICI level not exceeding $-25$ dB. Channel equalization can be implemented by multiplying each delay-scale domain measurement with a respective complex number.

Fig. 17. ODSS channel matrix (normalized magnitude, in dB) in the Mellin-Fourier domain. Channel equalizer complexity in the Mellin-Fourier domain is high due to the non-sparse nature of the associated channel matrix.

Fig. 18. Spectrum of the pulse shaped OFDM subcarriers in the frequency band 615-665 Hz. The subcarriers are spaced at $\Delta f = 10$ Hz. The 3-dB spectral width of the subcarriers, after pulse shaping by PHYDYAS filter, is $W = 1.5$ Hz.

Fig. 19. OFDM receiver processed subcarrier outputs. Only the 64th subcarrier is transmitted with a BPSK symbol across a channel with $\alpha_{\max} = 1.001$. A Doppler shift of $\delta f_c = (\alpha_{\max} - 1)f_c = 12.8$ Hz ($> \Delta f$) is experienced by the 64th subcarrier (corresponding to $f_c = 12.8$ kHz). Spurious pickups due to ICI can be observed on the 63rd and 65th subcarriers.

Fig. 20. ODSS receiver processed subcarrier outputs in a delay-scale spread channel. Only the 64th subcarrier is transmitted with a BPSK symbol across a channel with $\alpha_{\max} = 1.001$. Unlike OFDM, ICI is avoided in ODSS.

Fig. 21. OTFS channel matrix (normalized magnitude, in dB) in the time-frequency domain for a simulated delay-scale channel realization. The channel matrix is non-diagonal with a severe ICI in excess of 0 dB relative to some diagonal entries.