Deblurring Processor for Motion-Blurred Faces Based on Generative Adversarial Networks
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Abstract

Low-quality face image restoration is a popular research direction in today’s computer vision field. It can be used as a pre-work for tasks such as face detection and face recognition. At present, there is a lot of work to solve the problem of low-quality faces under various environmental conditions. This paper mainly focuses on the restoration of motion-blurred faces. In increasingly abundant mobile scenes, the fast recovery of motion-blurred faces can bring highly effective speed improvements in tasks such as face matching. In order to achieve this goal, a deblurring method for motion-blurred facial image signals based on generative adversarial networks (GANs) is proposed. It uses an end-to-end method to train a sharp image generator, i.e., a processor for motion-blurred facial images. This paper introduce the processing progress of motion-blurred images, the development and changes of GANs and some basic concepts. After that, it give the details of network structure and training optimization design of the image processor. Then we conducted a motion blur image generation experiment on some general facial data set, and used the pairs of blurred and sharp face image data to perform the training and testing experiments of the processor GAN, and gave some visual displays. Finally, MTCNN is used to detect the faces of the image generated by the deblurring processor, and compare it with the result of the blurred image. From the results, the processing effect of the deblurring processor on the motion-blurred picture has a significant improvement both in terms of intuition and evaluation indicators of face detection.
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1 Introduction

1.1 Motivation

Face detection [1] and face recognition [2] are among the most popular and widely used tasks in the field of computer vision. In practical applications, data sets are often affected by changes in the surrounding environment and scenes, and have different characteristics. Generally speaking, it frequently happens that the raw face images are not ideal for detection, such as images with some missing parts, of low resolution, or being fogged or blurred. There have already been a lot of researchers proposing much cutting-edge work to help solve problems related to the detection and recognition of low-quality face data. For instance, the work of Yeh et al. focused on repairing defective images [3], and Chen et al. presented an approach about face image super-resolution [4]. There is also some research work about low-resolution face recognition [5], single image dehazing [6] etc. Under the current increasing demand for mobile face recognition, the detection and recognition of blurred facial images, especially of motion-blurred facial images, have become highly
significant. The purpose of this paper is to present a picture-processing algorithm applied to motion-blurred face pictures, providing an enhanced detectability for face detection.

After Generative Adversarial Nets (GANs) was proposed by Goodfellow et al. , it has become an exceedingly popular model in deep learning, especially in the field of image generation. These image-generating models based on GAN can afford very natural output, such as face generation [7], face aging [8], image style transfer [9], and face beautification [10]. It can be said that GAN generative models have reached the level of being fake but not seen through.

Applying the GAN model to image processing is also an interesting idea. Traditional generative models get different outputs from noise, while GAN in image processing uses defective pictures in the real world as input, and builds a generator, though which excellent pictures can be obtained. This end-to-end model is very intuitive, a generator that can transform defective pictures to excellent pictures is trained to be an image processor for some pictures that are difficult to be processed by traditional algorithms to. Therefore, the goal of this article is to apply the GAN structure to the motion-blurred face image processing to form a GAN-based motion-blurred face images processor, and conduct a follow-up face detection experimental comparison test on the effectiveness of the processor.

1.2 Contribution

In this paper, some changes are made on the basis of the traditional GAN structure and applied to the deblurring processing of the motion-blurred images of human faces. First, we perform motion blur simulation processing on some public data set of face pictures to obtain pairs of motion-blurred and sharp face images, and then we design the generator in the GAN structure to use motion-blurred faces as input and sharp faces as output. The discriminator in the network judges the generated images and the sharp images separately. The generated image and the sharp images have pseudo image tags and real image tags respectively. We used several different GAN loss function designs for specific training. After training, the generator part in our network is the face deblur processor we ultimately need. Finally, we use this processor to test the image processing of face images, and conduct comparative experimental statistics for face detection to test the capabilities of the processor. We found that the face images through the processor has a significant improvement in the success rate of face detection and the positioning accuracy of the position of faces and also the facial features.

We introduced the related work of generative adversarial networks and deblurring technology for image motion blur in Section 2, and introduced some formulaic basic knowledge, including GAN, motion blur and face detection, in Section 3. In Section 4, we give an intuitive explanation and detailed introduction of the network used in this article. Section 5 is about the whole experimental process and effect demonstration. Finally, we give a summary of the paper.

2 Related Work

2.1 Image Deblurring

The previous early work on the processing of blurred images was mainly non-blind, meaning that the cause of the blur and the specific effect and degree of the blur are known and formulaic expressions can be studied, that is, the blur kernel k in the following Equation 2.1 is known.

**Definition 2.1.** The common blur model can be formulated as

\[ I_B = k(M) * I_S + N \]

where \( I_B \) is a blurred image, \( I_S \) is a sharp image, \( k(M) \) are unknown blur kernels determined by motion field \( M \). \( N \) is other noise.

The formula indicates that the blurred image is formed by the convolution of the blur kernel and the clear image with some noise added. There has been a lot of research work on fuzzy image processing with prior
knowledge, that is, the knowledge about the blur kernels. For example, some work relying on the classic Lucy-Richardson algorithm, obtaining $I_S$ estimates by performing deconvolution operations with Wiener or Tikhonov filters. Starting from the success of Fergus et al. [11], many methods have been extended in recent years [12] [13] [14] [15]. These methods assume that the blur is uniform throughout the image and try to compensate for the blur caused by camera shake. They first estimate the motion of the camera based on the blur kernel caused by the scene, and then reverse the effect by performing a deconvolution operation. With the success of deep learning, in the past few years, some methods based on Convolutional Neural Networks (CNNs) have emerged [16] [17]. All these methods use CNNs to estimate the unknown ambiguity function. Later, some kernelless end-to-end methods appeared. Nooroozi et al. [18] and Nah et al. [19] used multi-scale CNNs to directly blur the images. Ramakrishnan et al. [20] uses a combination of the pix2pix framework [9] and a densely connected convolutional network [21] to perform kernel-free blind image deblurring. The advantage of these new methods is that they can handle different sources of blur. And Kupyn et al. [22] even pioneered the use of Generative Adversarial Networks (GAN) structure for image deblurring to help object detection.

2.2 Generative Adversarial Networks

GAN was proposed by Goodfellow et al. [7]. It uses the game learning of generative network and adversarial network to finally produce excellent generative output, which has great influence in unsupervised learning of complex distribution. Two models, generator and discriminator, are used in the GAN framework to train at the same time, similar to the relationship between a spear and a shield. During the training process, the discriminator’s discriminatory ability is getting stronger and stronger, and at the same time, the generator’s forgery ability also getting stronger in order to fool the discriminator. In an ideal state, the final result of the game is when the discriminator’s judgment result of the generator’s forged output with a probability of 0.5 is true, which indicates that the generator is sufficient to produce a image that cannot be distinguished from the real image. Then the generative model can be used to other downstream tasks. After the basic GAN model was proposed, many improvements to the details of GAN were also proposed. Mao et al. [23] proposed a least squares generative adversarial networks (LSGANs), using the least squares loss function in the discriminator, the purpose is to solve the problem of gradient disappearance that may exist in traditional GANs to generate more stable and high-quality images. The Wasserstein GAN (WGAN) proposed by Arjovsky et al. [24] focuses on the balance between generator and discriminator. For example, once discriminator is trained too well, generator cannot learn effective gradients, and WGAN truncates the part of discriminator when updating parameters, that is, ”gradient clipping”. What’s more, their later work [25] improved the model to use gradient penalty.

3 BASIC CONCEPTS

In this section, we introduce several GAN network ideas in formulaic form, and give the specific form of motion blur discussed in this paper, and finally give some basic concepts of face detection, which provides the basic knowledge beforehand for our GAN-based motion blur facial image processor.

3.1 GAN Loss

In the general GAN structure, we train two models at the same time, one is the generator $G$ and the other is the discriminator $D$. In general tasks, we will have some real data $x$, and some network inputs, such as random noise, set as $z$. The output of $z$ through $G$ in the network is $G(z)$. The main task of $G$ is to learn the distribution $p_{data}(x)$ of data $x$, its output $G(z)$ should be as close to $x$ as possible. On the other hand, the main task of the $D$ is to distinguish between $x$ and $z$, that is, to accurately determine that $x$ is real data and $z$ is forged data. From the above ideas, we can see that the goal of traditional GAN can be formulated as Definition 3.1. Definition 3.2 shows the form of the LSGANs, which is similar to the traditional one, but with the cross entropy in the traditional GAN changed to the least square loss. As
for the WGANs, the Earth-Mover (also called Wasserstein-1) distance $W(q, p)$ is used instead, in order to transform the distribution $q$ into the distribution $p$. With reference to Kantorovich-Rubinstein duality [26], we get the WGAN value function of Definition 3.3(i), and then the improved version WGAN-GP taking into account gradient penalty is shown in Definition 3.3(ii).

**Definition 3.1.** The original GANs

$$\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{\text{data}}}[\log D(x)] + \mathbb{E}_{z \sim p_z}[\log(1 - D(G(z)))]$$

**Definition 3.2.** LSGANs [23]

$$\min_D V_{\text{LSGAN}}(D) = \frac{1}{2} \mathbb{E}_{x \sim p_{\text{data}}}[D(x) - b]^2 + \frac{1}{2} \mathbb{E}_{z \sim p_z}[D(G(z)) - a]^2$$

$$\min_G V_{\text{LSGAN}}(G) = \frac{1}{2} \mathbb{E}_{z \sim p_z}[D(G(z)) - c]^2$$

where $a$ and $b$ are the labels for fake data and real data, respectively. $c$ denotes the value that $G$ wants $D$ to believe for fake data.

**Definition 3.3.** Wasserstein GANs

(i) WGAN [24]

$$\minmax_G \mathbb{E}_{D \in \mathcal{D}} \mathbb{E}_{x \sim p_x}[D(x)] - \mathbb{E}_{\tilde{x} \sim p_{\tilde{x}}}[D(\tilde{x})]$$

where $\tilde{x} = G(z)$, $p_x$ and $p_{\tilde{x}}$ respectively represent the distribution of $x$ and $\tilde{x}$, and $\mathcal{D}$ is the set of 1-Lipschitz functions. The purpose of the equation is to minimize $W(p_x, p_{\tilde{x}})$.

(ii) WGAN-GP [25]

$$L = \mathbb{E}_{\tilde{x} \sim p_{\tilde{x}}}[D(\tilde{x})] - \mathbb{E}_{x \sim p_x}[D(x)] + \lambda \mathbb{E}_{\tilde{x} \sim p_{\tilde{x}}}[\|\nabla_{\tilde{x}} D(\tilde{x})\|_2 - 1]^2$$

where $\tilde{x} \sim p_{\tilde{x}}$ is random samples whose gradient will be punished.

### 3.2 Motion-Blurred Image Generation

We use the blur kernels generation algorithm proposed by [22] to get the blurred face image data. This method refers to the random trajectory generation idea of Boracchi et al. [27]. After generating the trajectory, sub-pixel interpolation is applied to the trajectory vector to generate a blur kernel. This method can simulate a more realistic and complex blur kernel. This is summarized in the Algorithm 1. In order to test the effect of our deblurring processor, we set a relatively high level of motion blur.

### 3.3 Face Detection

Face Detection is to find out the position of all faces in an image. It is usually framed by a rectangular frame. The input is an image, and the output is a number of rectangular frame positions like $(x, y, w, h)$ containing faces.

The evaluation indicators for face detection include the following:

**Recall Rate:** Since the number of faces contained in each image is uncertain, it is measured by the ratio of detection. The closer the rectangular frame detected by the detector is to the manually labeled rectangular frame, the better the detection result. Usually, if the intersection ratio is greater than 0.5, it is considered to be detected. So recall = (the number of detected faces)/(the total number of faces in the image).

**False Positives:** We use the absolute number of detection errors to express. In contrast to recall, if the IoU(Intersection over Union) of the rectangular box detected by the detector and any manually labeled box is less than 0.5, the detection result is considered to be a false detection.

**Detection Speed:** Usually expressed by frame-per-second (FPS).
Algorithm 1 Motion Blur Image Generation

Initialize the velocity vector of the trajectory points(1);
Initialize the position of trajectory points to zeros;

For the number of iterations, do
Generate the velocity of the next moment(2);
Get the position of the next point according to the current speed;
End

Get the trajectory vector x;
Generate blur kernel by sub pixel interpolation(x);
Get Blur image by convolution operation of blur kernels and sharp images.

(1) According to the previously set maximum movement length and number of iterations.
(2) Based on the previous point velocity and position, gaussian perturbation, impulse perturbation and deterministic inertial component.

4 PROCESSOR FOR BLURRED IMAGES OF HUMAN FACES

4.1 Processor Network Structure

Our motion face deblurring processor model is shown in Figure 1. It should be noted that this structure is our final processor model, which is part of the generator in the GAN structure. The generator is composed of an up-sampling part including three convolution blocks, a ResNet part including 6 ResNet blocks, and a down-sampling part including 2 transposed convolution blocks and the final output convolution block.

![Figure 1: Deblurring Processor for Motion-Blurred Faces(Generator of GAN)](image)

4.2 Model Training

As we mentioned above, our GAN structure includes a generator and a discriminator, and they need to be trained at the same time. When training, the input is a pair of blurred and sharp images, model gets the restored images from generator, and both the restored images and the sharp images are input to the discriminator. For the generator, the restored picture is marked as the real picture for the loss calculation. Meanwhile the training of the discriminator uses the calculated value obtained by marking the restored images as fake and the sharp images as real as the loss, so as to achieve the game effect of G and D.
We use three GAN types at the same time, that is, three training loss calculation methods mentioned in Subsection 3.1 for experiments.

Specifically, as shown in Figure 2, the training loss function of the generator G consists of two parts, one part is the result of the restored images G(z) generated by the generator after passing the discriminator, and the loss calculated by the label REAL, which is used to improve the forgery ability of the generator. The other part is the content loss between restored images z and sharp images x, they first pass through a content function (similar to VGG network) and then calculate the difference, which is also to improve the generator’s ability to generate images that are more similar to sharp images. While the loss function of the discriminator is calculated from the discriminant results of x and G(z), where the discriminant label of the picture is real.

![Diagram](image1.png)

Figure 2: Training a GAN for motion blur face image processing.

5 EXPERIMENT DISPLAY

5.1 Motion-Blurred Face Data Set

We used the LFW (Labeled Faces in the Wild Home) dataset for experiments. Figure 3 shows some examples of motion-blurred face images obtained by Algorithm 1.

![Image](image2.png)

Figure 3: Display of some sharp images and motion-blurred images of human faces.
5.2 Image Processing and Face Detection

We implemented three deblurring models under different types of GANs on PyTorch. The training used 1000 image pairs generated by the motion blur generation algorithm from the face images in LFW dataset, and we uniformly crop and resize the images to 256x256 during training. After the training is completed, we use other blurred face images that are also generated for the motion blur algorithm to perform deblurring tests, and put all sharp images, motion-blurred images, restored images into MTCNN [31] for face detection comparison. From some of the results in Figure 4, we can see that the deblurring image processor not only restores the blur caused by motion visually, but also effectively helps MTCNN detect faces and the location of key-points.

As for the detailed face detection results, we conducted experiments on another 1,000 motion-blurred face image test sets under MTCNN, and compared the processed images with the unprocessed images as shown in the Table 1. The detection failure rate of pictures after the deblurring processor has dropped a lot under all the 3 types, which means that the recall rate has increased significantly. What’s more, the detection confidence of the faces is also increased.

| Processor GAN Type | Detection Failure Rate | Detection Confidence Mean |
|--------------------|------------------------|--------------------------|
| GAN                | 7.36%                  | 0.9918                   |
| LSGAN              | 6.61%                  | 0.9916                   |
| WGAN-GP            | 6.23%                  | 0.9908                   |
| Untreated blurred images | 21.9%            | 0.9729                   |
| Sharp images       | 3.23%                  | 0.9945                   |

6 Conclusion

This paper introduced an image processor for motion-blurred faces. It uses GAN structure, which can adapt well to blurred images without prior knowledge. From the face detection results of the processed face
images, this kind of processor can also help face images perform more downstream tasks. In future work, we hope to improve the network structure and perform more targeted processing on face images. For example, when optimizing the network generator, we will consider adding the feature extraction and alignment of key points of the faces to the optimization goal to further improve the naturalness and restoration of the images generated by the GAN.
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