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ABSTRACT
Despite the development of ranking optimization techniques, pointwise loss remains the dominating approach for click-through rate prediction. It can be attributed to the calibration ability of the pointwise loss since the prediction can be viewed as the click probability. In practice, a CTR prediction model is also commonly assessed with the ranking ability. To optimize the ranking ability, ranking loss (e.g., pairwise or listwise loss) can be adopted as they usually achieve better rankings than pointwise loss. Previous studies have experimented with a direct combination of the two losses to obtain the benefit from both losses and observed an improved performance. However, previous studies break the meaning of output logit as the click-through rate, which may lead to sub-optimal solutions. To address this issue, we propose an approach that can jointly optimize the Ranking and Calibration abilities (JRC for short). JRC improves the ranking ability by contrasting the logit value for the sample with different labels and constrains the predicted probability to be a function of the logit subtraction. We further show that JRC consolidates the interpretation of logits, where the logits model the joint distribution. With such an interpretation, we prove that JRC approximately optimizes the contextualized hybrid discriminative-generative objective. Experiments on public and industrial datasets and online A/B testing show that our approach improves both ranking and calibration abilities. Since May 2022, JRC has been deployed on the display advertising platform of Alibaba and has obtained significant performance improvements.
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1 INTRODUCTION
Click-through rate (CTR) prediction has played a vital role in many industrial applications, such as recommender systems and online advertising. A CTR prediction model is commonly evaluated from two perspectives: whether the prediction aligns with the actual click-through rate (i.e., calibration ability) [20, 31], and whether the prediction leads to a correct ranking (i.e., ranking ability) [20, 28].

Despite recent progress in ranking optimization techniques, the pointwise model [10, 16, 23, 43, 46] remains the dominating approach for CTR prediction. The wide use of the pointwise model is mainly attributed to its calibration ability since the prediction can be treated as the click probability [22]. However, in the pointwise model, direct optimization of the cross-entropy loss may fail to improve the ranking ability. Such a loss function does not consider the discriminative ability among items, which, on the contrary, is the primary measurement for the ranking ability [30]. In addition, the identical and independently distributed (i.i.d.) assumption in the pointwise model may deviate from real-world applications. For example, users typically see a list of items and make click decisions. Therefore, researchers have proposed various pairwise and listwise approaches to directly optimize ranking metrics such as AUC (Area Under the Curve) [13], nDCG (normalized discounted cumulative
To avoid carrying different meanings using one single logit, we use the sigmoid or softmax function.

In general, logits in the pointwise and pairwise/listwise methods are defined based on different underlying assumptions. As illustrated by Figure 1(a), the logit in a pointwise model can be easily converted (after sigmoid transformation) to the click probability, whereas the logit in a listwise model, e.g., ListNet [7], only measures the degree of relevance since the softmax function is conducted over all of the items within the same list, lacking a direct connection to the click probability. To preserve the benefits from both pointwise and pairwise/listwise approaches, an intuitive way is to combine the two loss functions [28, 39]. Despite being effective, the meaning of the integrated logit becomes unclear as it is adopted to define two different probabilities, i.e., the probability of click and the probability of being ranked on the top.

The abovementioned issues call for the redesign of logit to optimize ranking and calibration within the same framework. To this end, we propose a Joint Optimization approach that maximizes the Ranking and Calibration abilities (JRC for short) at the same time. To avoid carrying different meanings using one single logit, we extend the one-dimensional logit to two-dimensional logits, i.e., adding another degree of freedom to the model output. Let $f_0$ denote the model parameterized by $\theta$, the output of this model is a vector of two values $f_0(x)[0]$ and $f_0(x)[1]$. $f_0(x)[0]$ and $f_0(x)[1]$ represent the logits corresponding to the non-click state and click state, respectively. Hereafter, we refer them as to the click-logit and the non-click-logit.

With these two logits, we may simply adopt a multi-task modeling approach that uses one for ranking optimization and the other for calibration optimization. However, in this way, such two logits are connected indirectly, making it hard to fuse them for the final prediction. On contrary, as shown in Equation 4, JRC computes the predicted click probability based on the subtraction $f_0(x)[1] - f_0(x)[0]$, in which both of the two logits contributed to the final prediction. Here, the predicted click probability is obtained by applying the sigmoid function on $f_0(x)[1] - f_0(x)[0]$, which is equivalent to applying the softmax function over the two logits.

$$\hat{p}(y=1|x) = \frac{1}{1 + \exp(-(f_0(x)[1] - f_0(x)[0]))}$$  \hspace{1cm} (1)

As for the optimization objective, we firstly introduce a pointwise loss, using the two logits, to preserve the calibration ability:

$$\ell_{\text{calib}} = - \sum_{x,y} \log \hat{p}(y|x)$$

$$= - \sum_{x,y} \frac{\exp(f_0(x)[y])}{\exp(f_0(x)[0]) + \exp(f_0(x)[1])}. \hspace{1cm} (2)$$

To further improve the ranking ability, we adopt a listwise-like loss. For each positive sample $(x, y = 1)$, the listwise-like loss contrasts its click-logit to the click-logits of all other samples within the same context $z$. For each negative sample $(x, y = 0)$, the listwise-like loss encourages its nonclick-logit to be larger than the nonclick-logits of all other samples. Such a process can be illustrated by Equation 3.

$$\ell_{\text{rank}} = - \sum_{x,y,z} \log \frac{\exp(f_0(x)[y])}{\sum_{x' \in X_z} \exp(f_0(x')[y])}. \hspace{1cm} (3)$$

where $z$ indicates the current context, e.g., the current session [28]. $X_z$ denote the set of samples that share the same context $z$. The final objective of JRC is defined as

$$\ell_{\text{final}} = \alpha \ell_{\text{calib}} + (1 - \alpha) \ell_{\text{rank}}$$  \hspace{1cm} (4)

in which $\alpha$ is the hyper-parameter that balances the importance of different loss functions.

---

1. In this research, the logit refers to the model output before the last activation layer (e.g., sigmoid or softmax function).
By introducing an additional degree of freedom, the above formulation alleviates the conflict of optimizing ranking and calibration with only one single logit. We further show that JRC consolidates the interpretation of logits for both pointwise loss and listwise-like loss. Particularly, JRC can be seen as an energy-based model (EBM) [27], in which logits are treated as the energy values: \( \hat{p}(x, y, z) = \frac{\exp(f_\theta(x) | y)}{Z(\theta)} \), where \( Z(\theta) \) is the unknown normalization constant. With such a definition, we prove that (in Section 3.3) \( \ell_{\text{rank}} \) is approximately optimized the contextualized generative objective

\[
\ell_{\text{rank}} \approx -\sum_{x,y,z} \log \hat{p}(x|y,z).
\]

in which \( \hat{p}(x|y,z) \) stands for the probability of \( x \) occurring in the click samples (non-click samples) under the context \( z \). Hence, JRC is approximately optimizing the contextualized hybrid discriminative and generative objective,

\[
-\sum_{x,y,z} \alpha \log \hat{p}(y|x) + (1-\alpha) \log \hat{p}(x|y,z).
\]

The detailed analysis is offered in Section 3.4. In this sense, the new definition offers a unified interpretation for logit, and the click-through rate can be derived from the two logits.

Our later experiments validate the effectiveness of JRC in both offline and online experiments. By introducing the listwise-like generative loss, we see an improvement of ranking ability. Furthermore, consistent with previous studies on generative modeling [17, 29], we also observe an improvement of calibration ability. One particularly interesting point is that, compared to the simple loss combination [28, 39], we also observe an improvement of calibration ability.

We provide a deep analysis of the effectiveness of JRC and that it unifies the interpretation of logits. By defining the joint distribution \( \hat{p}(x,y) \) with the new logits, we demonstrate that JRC approximately optimizes the contextualized hybrid discriminative and generative objective. This unification provides a theoretical explanation for the effectiveness of JRC and also helps explain the efficacy of previous attempts on direct loss combination [28, 39].

We verify the effectiveness of JRC in industrial datasets and examine the model performance through online A/B testing on the display advertising platform of Alibaba. The experiment results show that JRC simultaneously improves the ranking and calibration abilities. During online A/B testing, JRC has also exhibited significant performance improvement, leading to a 4.4% increase in CTR and a 2.4% increase in RPM.

2 RELATED WORK

We briefly review related studies from three aspects: click-through rate prediction, learning-to-rank, and hybrid modeling.

Most research efforts on click-through rate prediction have been devoted to improving model architectures. Wide & Deep [10] and deepFM [21] combine low-order and high-order features to improve model expressiveness. PNN [37] introduces a product layer to capture interactive patterns between inter-field categories. Considering the importance of historical user behaviors, DIN [46] employs the attention mechanism to activate historical behaviors locally w.r.t. the target item and captures the diversity of user interest. Moreover, inspired by the success of the self-attention architecture in the tasks of sequence to sequence learning, Transformer is also introduced for feature aggregation [14]. Despite the recent advancement, less attention has been paid to defining a better loss function. Up to now, the pointwise model with a LogLoss has been the dominating paradigm for CTR prediction [46]. The pointwise loss often yields well-calibrated predictions but may lead to a sub-optimal ranking performance [50]. However, in practical industrial systems, both the calibration and ranking quality are essential when measuring the performance of a CTR prediction model [28, 39]. This requirement calls for research on direct optimization of the ranking.

A Learning-To-Rank (LTR) algorithm generally addresses the problem of ranking ability optimization. The main goal is to learn a scoring function for computing the degree of relevance, which further induces a ranking list [4, 30, 41]. In its most straightforward format, a ranking problem can be viewed as correctly estimating the relevance score, and thus being named as the pointwise approach [15]. Another line of work has been focusing on correctly predicting ordered pairs by optimizing a pairwise loss [6, 18], which simplifies the learning-to-rank problem while misaligning with the ranking utilities. A ranking system is commonly evaluated with a set of ranking metrics such as Area Under the Curve [13], Normalized Discounted Cumulative Gain [24] or MAP (Mean Average Precision) [1]. Considering the gap between the optimization goal and evaluation metric, researchers have proposed a set of ranking-metric-based optimization approaches [5, 7, 36].

One critical issue for the non-pointwise LTR algorithms is that the prediction score no longer aligns with the click probability. To preserve both calibration and ranking quality, prior studies have examined a linear combination of pointwise and non-pointwise loss [28, 39, 42]. Despite being effective, the underlying meaning of the output is not well-understood as the two losses correspond to different goals. Recently, some studies have proposed to model the uncertainty of neural rankers and yield better uncertainty estimation [11, 35, 42]. Unlike these works, this research focuses on the problem of jointly optimizing the ranking and calibration ability of CTR prediction models. To this end, we propose JRC and derive the pointwise and listwise-like losses, JRC offers a unified view of multiple losses, redefining logits as the energy of click/non-click states.

Under the above definition, we show that JRC is approximately modeling the contextualized hybrid discriminative-generative [29, 38] objectives. In concrete, hybrid model combines generative and discriminative models to get the best of both paradigms. It has been observed that generative models benefit downstream problems such
as calibration [17, 38], semi-supervised learning [9, 25] and the handling of missing data [32]. By contrast, discriminative models are usually more accurate when labeled training data is abundant. By combining them, hybrid modeling achieves superior performance and produces more calibrated output. However, context information is largely ignored in previous studies. The proposed JRC method extends the idea of hybrid modeling with contextualization for CTR prediction. Incorporating context information further enables our model to be personalized and adaptable, which better meets online system requirements. In this work, we observe that the contextualized hybrid model JRC simultaneously improves the ranking quality and calibration, and the result is also consistent with prior studies [17, 29, 38].

3 METHODOLOGY

In the following, we give a brief description about the background firstly and then introduce the proposed JRC approach.

3.1 Background

In CTR prediction, the pointwise model takes the input as \((x, y) \sim (X, Y)\), and learns a function \(f\) with parameter \(\theta\), \(f_0 : \mathbb{R}^D \rightarrow \mathbb{R}^1\), that maps \(x\) to a logit. Here, \(x\) denotes the feature and \(y \in \{0, 1\}\) indicates the click label. The logit will then be used to compute the predicted click probability (pCTR for short) with the below sigmoid function:

\[
\hat{p}(y=1|x) = \frac{\exp(f_0(x))}{1 + \exp(f_0(x))}.
\]

In industrial applications like online advertising, calibrated predicted click probability is often required [28]. Thus pointwise models are widely adopted as their predictions can be treated as the click probability [22], in which the LogLoss is minimized:

\[
- \sum_{x, y} \log \hat{p}(y|x).
\]

Pointwise models are well-calibrated but have inferior ranking ability. In this study, we propose a Joint optimization of Ranking and Calibration approach (JRC).

3.2 Joint Optimization of Ranking and Calibration

As mentioned above, previous attempts to improve ranking for CTR prediction model directly combines pointwise and pairwise losses [28, 39]. Despite being effective, the meaning of the logit becomes unclear. To avoid representing different meanings with the same logit, the proposed JRC extends the output logit from 1 dimension to 2 dimensions, \(f_0 : \mathbb{R}^D \rightarrow \mathbb{R}^2\), as shown in Figure 1(c). The intuition of introducing an additional degree of freedom is to alleviate the conflict between the optimization of ranking and calibration.

Let \(f_0(x)[y]\) indicates the \(y\)-th index of \(f_0(x)\). In JRC, \(f_0(x)[1]\) is the logit corresponding the click state and \(f_0(x)[0]\) is the logit corresponds to the non-click state. JRC computes the predicted probability based on the subtraction \(f_0(x)[1] - f_0(x)[0]\):

\[
\hat{p}(y=1|x) = \frac{1}{1 + \exp(-(f_0(x)[1] - f_0(x)[0]))}.
\]

Given the predicted probability, we firstly introduce the pointwise loss to preserve the calibration ability:

\[
\ell_{\text{calib}} = - \sum_{x, y} \log \hat{p}(y|x) \exp(f_0(x)[y]) \exp(f_0(x)[0]) + \exp(f_0(x)[1]).
\]

Note that Equation 10 is equivalent to the standard cross-entropy loss. In recommendation, every item is displayed to the user in a specific context, e.g., the specific spot that item presented to users [40]. To improve the relative ranking of the same context, we add a listwise-like loss aiming to learn the ranking in a specific context,

\[
\ell_{\text{rank}} = - \sum_{x, y, z} \log \frac{\exp(f_0(x)[y])}{\sum_{x' \in X_z} \exp(f_0(x')[y])},
\]

where \(z\) indicates the current context and \(X_z\) denote the set of samples that share the same context \(z\).

The final objective of JRC can be written as:

\[
\ell_{\text{final}} = \alpha \ell_{\text{calib}} + (1 - \alpha) \ell_{\text{rank}},
\]

where \(\alpha\) is the hyper-parameter between [0, 1]. In doing so, JRC optimizes the ranking ability through contrasting the logit value for a sample \(x\) from the logit values of other samples with different labels, and constrains the predicted probability to be a monotonic function of the logit subtraction for calibration.

3.3 Contextualized Hybrid Discriminative-Generative Model

We further show that in JRC, the logits have a unified interpretation. In particular, JRC can be seen as an energy-based model (EBM) [27]. In concrete, we treat the two-dimensional logits as energy values of \((x, y, z)\) as Equation 13:

\[
\hat{p}(x, y, z) = \frac{\exp(f_0(x)[y])}{Z(\theta)},
\]

where \(Z(\theta)\) is the unknown normalization constant. The equation \(\hat{p}(x, y, z) = \hat{p}(x, y)\) holds since the context feature can be added to \(x\) thus we can absorb \(z\) into \(x\). Given a specific context \(z\), \(\hat{p}(x, y|z)\) is calculated as Equation 14,

\[
\hat{p}(x, y|z) = \frac{\hat{p}(x, y, z)}{\hat{p}(z)} = \frac{\exp(f_0(x)[y])}{\sum_{x' \in X_z} \exp(f_0(x')[y])}
\]

\(X_z\) denote the full set of samples that includes \(z\). Subsequently, we can compute the probability \(\hat{p}(y|z)\) by marginalizing over all \(x\) with context \(z\):

\[
\hat{p}(y|z) = \frac{\sum_{x \in X_z} \exp(f_0(x)[y])}{\sum_{x' \in X_z} \sum_{y'} \exp(f_0(x')[y'])}.
\]

By marginalizing out \(y\) in Equation 13, we can also obtain the probability density \(p(x)\):

\[
\hat{p}(x, z) = \frac{\sum_{y'} \exp(f_0(x)[y'])}{Z(\theta)}.
\]
We can see it yields the standard softmax parameterization. A Tensorflow-style Pseudocode of our proposed JRC model.

Algorithm 1 A Tensorflow-style Pseudocode of our proposed JRC model.

```python
# B: batch size, label: [B, 2], context_index: [B, 1]
# Feed forward computation to get the 2-dimensional logits
logits = feed_forward(inputs)

celoss = mean(CrossEntropyLoss(logits, label))

# Compute listwise generative loss - log p(x|y, z)
loss_pos = -sum(y_pos * log(softmax(l_pos, axis=0)), axis=0)
loss_neg = -sum(y_neg * log(softmax(l_neg, axis=0)), axis=0)
ge_loss = mean((loss_pos-loss_neg)/sum(mask, axis=0))

# The final JRC model
loss = alpha*celoss + (1-alpha)*ge_loss
```

**Table 1: A comparison of listwise softmax loss and JRC generative loss with several toy examples.**

| list (context) | listwise softmax loss [7] | listwise generative loss (in JRC) |
|----------------|---------------------------|-----------------------------------|
| condition a): (d_i^+, d_j^-) | -(log \(\frac{\exp s_i}{\exp s_i + \exp s_j}\) + log \(\frac{\exp s_j}{\exp s_i + \exp s_j}\)) | -(log \(\frac{\exp t_i}{\exp t_i + \exp t_j}\) + log \(\frac{\exp t_j}{\exp t_i + \exp t_j}\)) |
| condition b): (d_i^-, d_j^-) | 0 | -(log \(\frac{\exp t_i}{\exp t_i + \exp t_j}\) + log \(\frac{\exp t_j}{\exp t_i + \exp t_j}\)) |
| condition c): (d_i^+, d_j^-) | -log \(\frac{\exp s_j}{\exp s_i + \exp s_j}\) | -(log \(\frac{\exp t_i}{\exp t_i + \exp t_j}\) + log \(\frac{\exp t_j}{\exp t_i + \exp t_j}\)) |

Then we can compute \(\hat{p}(y|x)\) via \(\hat{p}(x,y)/\hat{p}(x)\) by dividing Equation 13 to Equation 16:

\[
\hat{p}(y|x) = \frac{\hat{p}(x,y)}{\hat{p}(x)} = \frac{\exp(f_0(x)[y])}{\sum_{y'}\exp(f_0(x)[y'])}.
\] (17)

We can see it yields the standard softmax parameterization.

Similarly, we can compute the \(\hat{p}(x,y,z)\) via \(\hat{p}(x,y|z)/\hat{p}(y|z)\) by dividing Equation 14 to Equation 15 as follows:

\[
\hat{p}(x,y,z) = \frac{\hat{p}(x,y|z)}{\hat{p}(y|z)} = \frac{\exp(f_0(x)[y])}{\sum_{x,\epsilon X_z, z} \exp(f_0(x))}. \tag{18}
\]

The denominator \(\sum_{x,\epsilon X_z, z} \exp(f_0(x))\) of Equation 18 require summation over all sample with context \(z\) that is intractable. Note that if we approximate the generative loss by replacing the full set of samples \(X_z\) with samples in the mini-batch \(X_z\), then \(-log \hat{p}(x,y|z)\) has the same form as the listwise-like loss in JRC! Thus \(t_{\text{rank}}\) is actually approximately optimizing the contextualized generative objective, i.e., \(t_{\text{rank}} \approx -\sum_{x,\epsilon X_z, y_{\epsilon\epsilon X_z}} log \hat{p}(x|y, z)\). In the later experiment section, we compare the different context choices and give a detailed analysis.

To sum up, we show that JRC has a novel objective function for CTR prediction that consists of both discriminative loss and context-dependent generative loss. Unlike non-pointwise LTR approaches, JRC first defines the joint probability and then derives the conditional probabilities, preserving the meaning of output \(\hat{p}(y|x)\) as click-through rate for calibration. In the later experiment section, we show that the proposed JRC gains the benefits of both discriminative and generative approaches, improving both ranking and calibration abilities. The TensorFlow-like [12] pseudo code of JRC is presented in Algorithm 1.

### 3.4 Understanding JRC

For the discriminative loss in Equation 17, the subtraction between the two logits of JRC is equivalent to the one-dimensional logit in the pointwise approach. Interestingly, we observe that the listwise generative loss in Equation 18 is structurally similar to the listwise softmax loss. They share the same goal: contrasting the logit value of a clicked item against the logit values of other training samples in the same context list.

To better illustrate the connections and distinctions between the listwise softmax loss and the generative loss of JRC, we provide several toy examples in Table 1. For each candidate \(d_i\), we represent the corresponding listwise softmax logit as \(s_i\), and the JRC logits as \((t_i^0, t_i^1)\). Here, \(t_i^0\) (and \(t_i^1\)) refers to the logit for the non-click (and click) state. We further represent the item with a positive (click) or a negative (non-click) label as \(d^+\) and \(d^-\), respectively. We take into account all of the three possible conditions for a list: a) all items are clicked, b) all items are non-clicked, and c) partial items are clicked. The list (for the listwise model) and the context (for our JRC model) are aligned for better comparison.

Table 1 shows that in list a), the listwise softmax loss is structurally similar to the listwise generative loss. Meanwhile, in list c), the listwise loss is also an essential component of the generative loss. However, they differ substantially in list b) as JRC explicitly models
the likelihood of generating the non-click data, which is overlooked in listwise models. One potential benefit of this approach is that it helps smooth the predictions of non-clicked samples, providing regularization for such data, thus improving the calibration. In addition, this also makes it possible to utilize non-click information that is usually abundant for industrial systems. It is worth noting that despite similar, the underlying definition for logit remains to be different between JRC and listwise models.

4 EXPERIMENT

In this section, we conduct extensive experiments to understand the effectiveness of the JRC model.

4.1 Experiment Setup

4.1.1 Datasets. Our experiments are conducted on two widely-adopted public datasets [48] and one production dataset. The basic statistics of these datasets are summarized in Table 2.

- Avazu\(^2\). Avazu is a Kaggle challenge dataset for CTR prediction. The data comes from a mobile advertising platform named Avazu and includes 22 features, such as device information, advertisement category, and other attributes. It consists of ten days data for training and validation and one day of data for testing. We use the benchmark data version provided by Zhu et al. [48].
- Taobao\(^3\). This dataset provides various user behavior information, including click, purchase, add-to-cart, and favorite, for about one million users from the Taobao recommendation system. It contains eight days of click-through data, with the first seven days for training and validation and the rest one day for testing. A few pre-processing steps are carried out by following [2].
- Production. The production dataset is sampled from the impression log of Alibaba online system. The full impression and click data from 2021/11/24 are adopted for training, and a subset of data from the next day is used for testing. The training set consists of 1.8 billion samples with 286 features, and the testing set contains 30 million samples.

4.1.2 Baselines. We include five baseline methods for comparison. According to the adopted loss function, we divide them into three groups. The first group (G1) is the pointwise model optimizing the LogLoss for each sample, and as a matter of fact, this is also the one deployed in the production system. The second group (G2) involves a pairwise model and a listwise model that directly optimize the ranking loss. Here, we utilize RankNet [5] for pairwise loss and ListNet [7] for listwise loss. They are adopted due to their superior performance and simplicity for implementation [3, 34]. The third group (G3) considers both ranking loss and calibrated pointwise loss, but fuses them with a linear combination [28, 39].

- G1: Pointwise model to optimize the standard LogLoss [30]. This is also our production baseline.
- G2: RankNet [6] that employs a pairwise loss to maximize the probability of correct ranking for pairs of samples.
- G2: ListNet [7] which defines a listwise loss to maximize the likelihood of generating the correct ranking list.
- G3: The Combined-Pair approach that derives a new loss by a linear combination of pointwise and pairwise loss [28].
- G3: The Combined-List approach that combines the pointwise and the ListNet [7].

4.1.3 Evaluation Metrics. For evaluating the ranking performance, we adopt the standard AUC metric (Area Under Receiver Operating Characteristic Curve). A larger AUC indicates a better ranking ability. Note that in the production dataset, we further compute the Group AUC (GAUC) to measure the goodness of intra-user ranking ability, which has shown to be more consistent with the online performance [40, 46, 47]. GAUC is also the top-line metric in the production system. It can be calculated with Equation 19, in which \(U\) represents the number of users, \(\#\text{impressions}(u)\) denotes the number of impressions for the \(u\)-th user, and \(\text{AUC}_u\) is the AUC computed only using the samples from the \(u\)-th user. However, due to the lack of user information in the Avazu dataset, and limited samples per user in Taobao, we cannot effectively compute the GAUC metric; therefore, the AUC metric is reported for the public datasets instead.

\[
\text{GAUC} = \frac{\sum_{u=1}^{U} \#\text{impressions}(u) \times \text{AUC}_u}{\sum_{u=1}^{U} \#\text{impressions}(u)} \tag{19}
\]

To measure the calibration performance of each method, we exploit a set of metrics including the averaged LogLoss, the expected calibration error (ECE), and the predicted AUC over the true CTR (PCOC) [20, 33]. They are all defined in Equation 20. For the \(i\)-th sample, let \(p_i\) represent the pCTR. For ECE, we first partition the range \([0, 1]\) equally into \(K\) buckets. \(1(p_i \in B_k)\) is an indicator with a value of 1 if the predicted probability locates in the \(k\)-th bucket \(B_k\), and otherwise 0. LogLoss measures the sample-level calibration error, whereas PCOC and ECE provide a dataset-level and a subset-level calibration measurement. A lower LogLoss or ECE implies a better performance; for PCOC, our goal is to obtain a value close to 1.0.

\[
\begin{align*}
\text{LogLoss} &= \frac{1}{D} \sum_{i=1}^{D} (y_i \log \hat{p}_i + (1 - y_i) \log(1 - \hat{p}_i)) \\
\text{ECE} &= \frac{1}{D} \sum_{k=1}^{K} \left[ \sum_{i=1}^{D} (y_i - \hat{p}_i) \cdot 1(p_i \in B_k) \right] \\
\text{PCOC} &= \frac{1}{\sum_{i=1}^{D} y_i} \sum_{i=1}^{D} \hat{p}_i \tag{20}
\end{align*}
\]

4.1.4 Implementation Details. In both Taobao and the production datasets, we utilize CAN [2] as the neural network structure for all methods. CAN has been shown to be effective for CTR prediction with user behavior sequence. However, due to a lack of

| Dataset   | #Training samples | #Testing samples | #Features |
|-----------|-------------------|------------------|-----------|
| Avazu     | 28M               | 8M               | 22        |
| Taobao    | 0.7M              | 0.3M             | 5         |
| Production| 1.8B              | 30M              | 286       |

Table 2: Statistics of the public and production datasets.

\(^2\)https://www.kaggle.com/c/avazu-ctr-prediction/data
\(^3\)https://tianchi.aliyun.com/dataset/dataDetail?dataId=649
Table 3: A comparison of model performance on two widely-adopted public datasets. The best results are highlighted in bold. A number with * indicates that the improvement over the Combined-Pair and Combined-List methods is significant with p-value < 0.05 by pairwise t-tests.

| Dataset | Avazu | | | | Taobao | | | |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|
|         | AUC   | LogLoss | PCOC | ECE   | AUC   | LogLoss | PCOC | ECE   |
| G1      | Pointwise | 0.7620 | 0.3683 | 1.0163 | 0.0042 | 0.8723 | 0.2223 | 1.019  | 0.0217 |
| G2      | RankNet [5] | 0.7639 | 0.5939 | 2.8256 | 0.2784 | 0.8749 | 0.2210 | 0.9632 | 0.0233 |
|         | ListNet [7] | 0.7646 | 1.1393 | 4.4817 | 0.5309 | 0.8733 | 0.4931 | 1.7427 | 0.3899 |
| G3      | Combined-Pair [28] | 0.7644 | 0.3670 | 1.0330 | 0.0068 | 0.8740 | 0.2209 | 1.025  | 0.0145 |
|         | Combined-List | 0.7643 | 0.3694 | 1.0513 | 0.0078 | 0.8729 | 0.2232 | 0.9947 | 0.0178 |
| Ours    | JRC  | **0.7649** | **0.3667** | **1.0276** | **0.0065** | **0.8765** | **0.2189** | **0.9953** | **0.0120** |

For JRC, we adopt the Adam optimizer with the initial learning rate of 0.001 for Avazu and 0.004 for Taobao. For hyper-parameters, we experiment with the weight ratio \((1-\alpha)/\alpha\) rather than a direct tuning of \(\alpha\). The weight ratio is set to 0.01 for Avazu and 1.0 for Taobao. Again, due to the lack of user information and the sparsity of the same-user data samples in Taobao and Avazu, we cannot offer a meaningful, fine-grained definition for the context \(X_c\). Therefore, we set \(X_c\) as sample of the same mini-batch for the public datasets. Whereas for the production dataset, we will experiment with the influence of different definitions of the context.

### 4.2 Performance on Public Datasets

#### 4.2.1 Overall Performance

Table 3 provides the model performance for all the compared methods. Overall, we observe an improved ranking ability by adopting the pairwise or listwise model in both datasets. However, this causes a significant deterioration of calibration-related metrics, mainly ascribed to the fact that ranking loss-based optimization only focuses on the relative order of samples and pays no attention to the absolute value of the prediction. The prediction no longer corresponds to the click probability, thus yielding unsatisfying calibration results. The Combined-Pair and Combined-List approaches provide a rescue that brings back the calibration ability while maintaining the ranking performance at the same level. Note that this result is also consistent with prior studies [3, 28, 34, 39].

For the JRC model, we observe a further improvement of ranking and calibration performance over the Combined-Pair and Combined-List methods, and most of the metric improvement is statistically significant. The result validates the effectiveness of our unified hybrid framework. Compared with the combined methods, JRC offers a consolidated view of the pointwise loss and listwise-like generative loss. It also effectively utilizes the huge amount of non-click data. By contrast, the combined method imposes irrelevant assumptions on the same logit, limiting the optimization and leading to sub-optimal solutions.

### 4.3 Performance on Production Dataset

#### 4.3.1 Overall Performance

In the production dataset, we compare JRC with the pointwise model (the one deployed in the production system), RankNet, ListNet, and one representative combined method - Combined-Pair. Instead of AUC, we use Group AUC (GAUC) to measure the goodness of intra-user ranking quality, which is more relevant to online performance in our production system. Table 4 offers the comparison of model performance. Note that for RankNet, ListNet, and Combined-Pair, we choose samples in the same session to construct the pairs/list. We define a session...
As all of the ads a user receives within a specific time window (e.g., ten minutes).

Like the public datasets, RankNet and ListNet outperform the Pointwise model for ranking ability, but at the expense of hurting well-calibrated probabilities. The negative impact of RankNet and ListNet on calibration makes them improper for CTR prediction. The Combined-Pair method improves the ranking ability while maintaining the comparable calibration performance to the pointwise model. The result again demonstrates the effectiveness of combining the pointwise and pairwise losses. JRC (session) improves ranking and calibration metrics over the Combined-Pair method. A detailed analysis of the context definition for JRC is provided in the following.

### 4.3.2 Defining Context

We show that the definition of contexts, i.e., the context list to compute the listwise generative loss, is essential to the final performance of JRC. We consider four different context definitions – batch, gender (of the user), domain (i.e., different spots an ad can be placed on), and session for the JRC method. We first experiment with the batch context, in which samples from the same mini-batch are treated as being in the same context. In terms of other contexts, we treat data samples from the same mini-batch and within the same user gender/domain/session as the same context.

Table 5 offers a detailed comparison. JRC (batch) does not improve much compared with the pointwise approach, demonstrating that a too broad context might introduce irrelevant samples. By defining the context as user gender, we do not see much performance improvement, implying that users of the same gender may not share similar interests. Besides, JRC (domain) achieves better performance than JRC (batch), suggesting the application domain is a meaningful context for consideration. A finer-grained context definition with JRC (session) achieves the best performance, illustrating that samples within the same user are more proper to represent a user’s current interest and used as the context.

### 4.3.3 Influence of the Context Size

We also study the effect of context size, i.e., number of samples per context, on the listwise generative loss. Here we conduct experiments on JRC (session). The average number of samples in each session is 6.8 on the production dataset. For each session, we randomly drop {20%, 40%, 60%, 80%, 100%} of samples, and compute the generative loss to train the model. Note that the random drop only affects the listwise generative loss, whereas the pointwise loss keeps intact.

The result is shown in Figure 2(b). We observe that the best ranking and calibration metrics are obtained when the drop rate is 0%. Meanwhile, the ranking ability gradually decreases when we raise the drop ratio, suggesting that larger context size help improve the ranking ability. The finding is consistent with previous work [28] that more effective pairs help induce a better ranker for the pairwise loss.

A particularly interesting observation is that the calibration ability gradually decreases and then rises with the increase of the drop rate. We hypothesize that this is because when the drop rate is small, the noise during the computation of generative loss determines the calibration ability. However, when the drop ratio increases further, the generative loss becomes smaller compared with the discriminative loss, which means the discriminative loss becomes dominant. The dominant discriminative loss makes the calibration better and becomes similar to the pointwise model gradually.

### 4.3.4 Performance on Different User Groups

To further understand the behavior of the proposed JRC model, we split users into four groups based on their activity levels (which is measured by the numbers of clicks in the past 14 days). Users in Group 1 have the least historical behaviors, and users in Group 4 have the most behaviors. It is worth noting that users are grouped in this way to ensure that different user groups contain the same amount of data.
samples. Afterward, we compute the relative GAUC improvement (GAUC_{JRC}/GAUC_{Base})/GAUC_{Base} over the pointwise model for each group.

As shown in Figure 2(c), JRC consistently outperforms the pointwise model over all four user groups, demonstrating the effectiveness of our model over different types of users. Meanwhile, we see more improvement for users with few behaviors, whereas there is less improvement for users with more behaviors. This result is consistent with previous studies on generative modeling, which often yields better performance when the training data is limited [32, 38]. In our case, samples for inactive users are more sparse. The generative part of JRC adds more training signals for users with few click behaviors, as it includes an objective that contrasts the positive samples with negative samples. Note that we can also connect this finding to a previous similar study conducted in Twitter Timeline [28] observing that the combination of pointwise loss and ranking loss helps alleviate the sparsity of training signal in CTR prediction.

4.4 Online Deployment

4.4.1 Online Training. One major challenge for industrial recommendation systems is dealing with the constant shifting of data distribution. To keep up with data change, industrial systems need to update the model continuously [8, 19, 26]. Due to the large amount of data, industrial CTR models are usually trained in a distributed manner. In this manner, samples of the same context might be sent to different workers as the training data comes as a stream. Note that the modification of the data organization will not affect the pointwise model but may greatly influence the proposed JRC method.

To support the context-aware online training, we redesign the training data organization so that samples of the same context are grouped into one mini-batch. Specifically, we first set a time window, and samples in the same context and occurring in the same time window will be placed into one mini-batch. Note that there is a trade-off – an extended time window increases the context size, while the data delay is severe, and the resources to cache samples also increase dramatically. In practice, samples of the same user are grouped within the time window of 10 minutes, the illustration of the loss computation during online training is shown in Figure 3.

4.4.2 Online Performance. The proposed JRC model is also deployed online for A/B testing in the display advertising system of Alibaba. Our experiment buckets are determined by randomly hashing the unique identifier of a user. The production baseline is a pointwise model. Compared with the pointwise model, JRC utilizes the same set of features and MLP structures, thus adding no additional computation cost for online serving. We illustrate the performance lift of JRC in Table 6. Through a five-day of online experiments (from 2022/05/21 - 2022/05/25), JRC obtains a significant performance gain over the production baseline, with a +4.4% increase in CTR, a +2.4% increase in RPM (Revenue Per Mille), and a -0.27% drop of LogLoss.

5 CONCLUSION AND DISCUSSION

Ranking ability and calibration ability are two essential aspects of CTR prediction. Pointwise models yield calibrated outputs but fall short of ranking ability. The pairwise and listwise models lift the ranking performance but hurt the calibration ability. A direct combination of the two models balances ranking and calibration. However, it breaks the meaning of output as the click probability, leading to suboptimal solutions.

In contrast to the above models, we propose the JRC method, which employs two logits corresponding to click and non-click states and jointly optimizes the ranking and calibration abilities. We further showed that JRC unified the logit interpretation as an energy-based model of the joint distribution. On top of that, conditional probabilities for discriminative and listwise generative losses can be derived. Our experiments on both public datasets, production datasets, and online A/B testing proved the effectiveness of JRC. Moreover, the proposed model further improves the ranking and calibration performance compared to a linear combination of multiple losses.
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