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ABSTRACT

Process optimization for metal additive manufacturing (AM) is crucial to ensure repeatability, control microstructure, and minimize defects. Despite efforts to address this via the traditional design of experiments and statistical process mapping, there is limited insight on an on-the-fly optimization framework that can be integrated into a metal AM system. Additionally, most of these methods, being data-intensive, cannot be supported by a metal AM alloy or system due to budget restrictions. To tackle this issue, the article introduces a Reinforcement Learning (RL) methodology transformed into an optimization problem in the realm of metal AM. An off-policy RL framework based on Q-learning is proposed to find optimal laser power ($P$)- scan velocity ($v$) combinations with the objective of maintaining steady-state melt pool depth. For this, an experimentally validated Eagar-Tsai formulation is used to emulate the Laser-Directed Energy Deposition environment, where the laser operates as the agent across the $P-v$ space such that it maximizes rewards for a melt pool depth closer to the optimum. The culmination of the training process yields a Q-table where the state ($P, v$) with the highest Q-value corresponds to the optimized process parameter. The resultant melt pool depths and the mapping of Q-values to the $P-v$ space show congruence with experimental observations. The framework, therefore, provides a model-free approach to learning without any prior.

1 Introduction

A major challenge to the wider acceptance of metal additive manufacturing (AM) is the lack of a streamlined process qualification methodology. While metal AM boasts of an array of advantages such as reduced material, low energy, low cost of prototyping, and reduced number of parts, metal AM processes suffer from the difficulty of maintaining repeatability [1]. This is essential for mission-critical components since metal AM is chiefly employed in the manufacture and repair of high-impact, high-cost components and materials in aerospace and gas turbine industries [2]. Process inconsistencies in metal AM can be attributed to the complex physics involved in the processing of different alloys and AM systems. This necessitates a proper knowledge-backed consensus on these methodologies to avoid dimensional inaccuracies and defects.

Process parameter optimization is therefore an important procedure that needs to be performed to characterize any alloy and/or metal AM system to determine the operable window yielding the desired deposit characteristics. While
multiple parameters are at play in a metal AM system, laser power ($P$) and scan velocity ($v$) are easily modified within the system’s process window. The individual and combined effect of these parameters can control the geometric, microstructural, and mechanical properties. For example, linear energy density, defined as $\frac{L}{P}$, controls the cooling rates and hence the grain size; a higher energy density garners finer microstructures due to slower cooling rates [3]. Quite often, the melt pool generated during the metal AM process is employed as a proxy for the thermal and microstructural signatures [4] [5]. Inconsistent melt pool depths across layers and tracks can result in geometric inconsistencies, keyholing, and lack of fusion defects. Therefore, to maintain microstructural and mechanical integrity, seeking optimal process parameters is necessary.

Accordingly, there has been a consistent effort towards finding optimal set of parameters. Traditionally, online monitoring has been employed for process control where process parameters have been modified using feedback control strategies [6] [7] [8] [9]. Researchers have explored parametric studies to gain an understanding of the process-parameter-property relationship to make an informed decision on the optimal set before starting the processing/optimization. Gockel et al. [10] explored the ability to predict and control as-deposited microstructure via process maps for electron beam additive manufacturing of Ti-6Al-4. These process maps were used to identify favourable regions. A comparison of the microstructure process map to the corresponding map for melt pool dimensions was proposed to determine the relationships that can be used to indirectly control solidification. Bhardwaj et al. [11] used response surface methodology experimental design technique and ANOVA for the process optimization of track dilution in the L-DED of Titanium-Molybdenum alloy. Basak et al. [5] explored a design of experiments-based approach for optimizing scanning laser epitaxy parameters for CMSX-4®. Aboutaleb et al. [12] used experimental data from literature to generate the next batch of optimal experiment parameters by modeling the difference in responses between the prior and current experimental data. However, such methods and the corresponding data are subjective to the concerned experiments and may fail when the material and/or metal AM systems involved operate at different processing windows.

A more favorable approach towards optimization has been through the widely explored supervised machine learning and statistical techniques. Velázquez et al. [13] used analysis of variance and fuzzy interference to identify the impact of process parameters on various bead geometry characteristics. Lu et al. [14] employed least squares support vector machines and neural nets to find a process-parameter-property-relationships for laser directed energy deposition of SS316L. The recently developed physics-aware MeltPoolNet [15] on the extensive experimental data from over 80 articles claims to serve as a benchmark for melt pool control and optimization. It is a combination of several machine learning (ML) techniques such as random forests, Gaussian processes, support vector machines, linear regression, gradient boosting, neural nets, and logistic regression. However, a common concern towards the development of all such techniques is the need for large amounts of initial data for reliable predictions. For AM systems that often involve expensive data generation, the use of such techniques is restrictive.

A better alternative to these data-intensive tools is through algorithms that rely on active or experience learning, i.e. developing a strategy during the data generation process. Such techniques, while learning on-the-fly, direct the data generation process through better sampling thereby eliminating unnecessary exploration. Furthermore, due to continuous learning, depending on the budget constraints, a feasible algorithm can be constructed at any stage in the process with varying levels of fidelity. Bayesian optimization is one such example of active learning algorithms that have been scarcely applied for process optimization with minimal data. Mondal et al. [16] developed Gaussian Process surrogate-based Bayesian Optimization for temporal control of melt pool depth using data from an experimentally validated analytical function. Menon et al. [17] extended the work by adding a finite element perspective to the analytical function and implemented a multi-fidelity Gaussian Process based surrogate to perform Bayesian Optimization. Wang et al. [18] developed a surrogate-based parameter optimization with uncertainty quantification using physics-informed computer simulations for electron beam melting of Ti-6Al-4V. Ye et al. [19] combined stochastic finite element analysis with particle swarm optimization for directed energy deposition.

A contemporary competitor to these algorithms has emerged in the form of reinforcement learning (RL) [20]. As opposed to active learning, RL employs a form of experience learning that involves policy formulations while interacting with the concerned environment. It has steeply gained prominence due to successful solutions to problems that had collectively suffered with the aforementioned traditional algorithms, particularly with robotics [21] and gaming applications [22] [23]. Most recently, RL has been the center of immense discussion due to its success in improving on a 50-year-old matrix multiplication solution using Alpha Tensor [24]. To the AM community, RL is particularly appealing owing to one of its model-free approaches to learning which eliminates the need for any information collection prior to its usage. The percolation of the novel techniques in RL to the relatively nascent field of AM has been understandably limited. Mostly, in AM, RL has been applied for toolpath optimization [25]. There have been fewer applications of RL to control of dynamic process parameters to mitigate defects [26] [27]. However, the current literature pool does not have any studies on the use of RL for steady-state process parameter optimization that can aid in either calibrating new AM equipment or novel experiments for a desired melt pool depth. The perusal of literature, therefore, indicates that a
combination of RL with process parameter optimization is a rich and untested domain that can inevitably benefit the AM community.

To that end, this article proposes the model-free, off-policy RL algorithm - Q-learning [28] for process parameter optimization for melt pool depth within the $P - v$ domain of a candidate AM system i.e., powder-fed laser directed energy deposition (L-DED). The article shows a way to morph the process optimization problem into the Q-learning architecture by uniquely representing the interactions between an agent, action space, state space, and the environment. As a proof of concept, an experimentally validated Eagar-Tsai formulation is used as the environment. The optimal $P - v$ combinations obtained from the Q-learning algorithm, when mapped to the experimental observations, reveal a deviation within $0.05 \text{ mm}$ for a desired melt pool depth of $1 \text{ mm}$. Further exploration of the algorithm is conducted through a study of five hyperparameters, viz. (i) domain discretization, (ii) exploration-exploitation tradeoff parameter, (iii) discount factor, (iv) learning rate, and (v) number of episodes, to study their individual influence. This is followed by a discussion of the limitations of the algorithm with some recommendations to tackle the shortcomings in the future.

![Figure 1: The agent-environment interaction of the traditional RL framework adapted to optimize process parameters in L-DED. The environment is emulated using the Eagar-Tsai function. The laser acts as the agent. The states ($s_t$) correspond to discrete $P_t, v_t$ from the predefined $P - v$ space. The actions ($a_t$) correspond to a change in $P$ and $v$.](image)

2 Methodology

2.1 Process parameter optimization and Q-learning

Typically, to fabricate defect-free AM components, the user (or manufacturer) needs to calibrate the metal AM system for an array of materials. This involves selecting combinations of process parameters $(P, v)$ from a pre-established process parameter space such that a desired property (e.g., a steady-state melt pool depth of $1 \text{ mm}$) is obtained. Moreover, there is no prior information available about the system. This is essentially an optimization problem albeit without the conventional system model that aids in computing the solution. The traditional and inevitable approach, under such circumstances, is often by employing design-of-experiments based sampling and investigation through the parameter space. However, due to the expensive nature of metal AM systems and alloys, such trial-and-error based techniques are prohibitive and extraneous. Evidently, a systematic approach to efficiently sample and learn needs to be established. To that end, the architecture of the Q-learning framework provides precisely the setup to tackle such problems. Q-learning is one of the simpler methods from the myriad tools in the reinforcement learning literature [28]. It is particularly attractive for this problem due to its model-free approach that can provide a pathway to optimization with no prior information. Such an algorithm can thus be used to guide process optimization without an initial understanding of the $P - v$ space for any material or metal AM system. The Q-learning algorithm can be visualized as an interaction between an agent and an environment, as shown in Figure.
In the current context, the environment is assumed to be an L-DED system (simulated via the Eagar-Tsai formulation), and the agent is the laser. The agent can operate within the state space $S$ that consists of the $P - v$ discretized domain (Figure 2(a)). Consider that, at time $t$, the agent is in state $s_t$. To move to a new state, the agent can take an action ($a_t$) from the action space $A$. For the current problem, an action consists of a simultaneous change in $P$ and $v$ that can have eight different combinations as shown in Figure 2(b). The action taken by the agent is either rewarded or penalized ($r_t$) based on the difference of the $\delta$ evaluated at the state, from the desired depth ($\delta_{opt}$). Thereafter, the movement through the state space is guided in a way that the agent is able to maximize the total rewards. The quality of each state-action pair is measured in terms of the $Q$-value recorded in a Q-table. This Q-table is a composite representation of the state-action space as shown in Figure 2(c). The Q-values are updated using the following equation [29]:

$$Q_{new}(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha (r_t + \gamma (\max_a Q(s_{t+1}, a)) - Q(s_t, a_t))$$

(1)

Based on this equation, at the time step $t$, the updated Q-value is a combination of the current value and a future value weighted by a learning factor $\alpha$, and a discount factor $\gamma$. A detailed workflow is explained via the Algorithm 1. The algorithm begins with an initialization of the hyperparameters - exploration-exploitation trade-off factor $\epsilon$, learning rate $\alpha$, discount factor $\gamma$, and discretization of the state space ($N$). For a desired $\delta_{opt}$, the budget is controlled by fixing the episodes, maximum allowable epochs ($n_{epoch}$), and two tolerance parameters, viz. $tol_\delta$ and $tol_r$. $tol_\delta$ is used to ensure convergence for each episode, and $tol_r$ for the acceptable error in the computed optima. The action taken by the agent is either rewarded or penalized ($r_t$) based on $tol_r$. A reward is assigned as $1/|\delta_{opt} - \Delta \delta|$ for $\Delta \delta < tol_r$, else a penalty is incurred as $-|\delta_{opt} - \Delta \delta|$. Here $\Delta \delta$ is the difference between the desired depth and predicted depth. This reward formulation ensures that $r_t$ is proportional to the accuracy of the optima.

2.2 Eagar-Tsai Environment

To provide physically-realistic estimates of $\delta$ over the state space i.e. the $P - v$ space of the L-DED system, the widely implemented thermal formulation developed by Eagar and Tsai [30] is used. The function calculates the three-dimensional temperature distribution developed over a semi-infinite domain, produced by a Gaussian heat source. The temperature $T(x, y, z, t)$, at a particular location $(x, y, z)$ and time $t$ for a laser power $P$ and scan velocity $v$ in the
Algorithm 1 Q-learning

1: Initialize $Q(s,a) = 0$, $\forall s \in S$, $a \in A$
2: Initialize $\epsilon, \alpha, \gamma, \delta_{\text{opt}}, N, \text{episodes}, \text{tol}$, $n_{\text{epochs}}$
3: Repeat for each episode
   4: Initialize $s_t$ arbitrarily
   5: epochs = 0
   6: while $\Delta \delta > \text{tol}_d$ & epochs $\leq n_{\text{epochs}}$ do:
      7:       if $U_{[0,1]} < \epsilon$ then
         8:             Choose $a_t$ arbitrarily
         9:       else
            10:             $a_t = \max_a Q(s_t,a)$
            11:       end if
      12:       Take $a_t$, go to $s_{t+1}$
      13:       Evaluate $\delta(s_{t+1})$
      14:       if $\Delta \delta < \text{tol}_r$ then
         15:           $r_t = \frac{1}{|\delta_{\text{opt}} - \Delta \delta|}$
         16:       else
            17:           $r_t = -|\delta_{\text{opt}} - \Delta \delta|$
            18:       end if
      19:       $Q(s_t,a_t) \leftarrow Q(s_t,a_t) + \alpha \left[ r_t + \gamma \max_a Q(s_{t+1},a) - Q(s_t,a_t) \right]$
      20:       $s_t \leftarrow s_{t+1}$
      21:       epochs $\leftarrow$ epochs $+ 1$
      22:   until $s_t$ is terminal
   23: end while

Figure 3: Validation of the Eagar-Tsai analytical function with experimental results. The figure on the left shows the two sources of $\delta$ compared to each other for every case of $P,v$ tested experimentally. The yellow portion corresponds to the liquid zone of the melt pool and the gray zone corresponds to the solid substrate. The calibrated Eagar-Tsai function shows a close agreement to the experimental results with a $RMSE = 0.038$. The two extended figures show the analytical melt pool juxtaposed with the experimental melt pool cross sections. The dashed yellow lines trace the melt pool boundary. The top figure corresponds to the largest $\delta$ obtained at $P = 1000 W, v = 400 \text{ mm/min}$ corresponding to an actual $\delta$ of $1.262 \text{ mm}$. The bottom figure corresponds to the shallowest melt pool for $P = 500 W, v = 700 \text{ mm/min}$ corresponding to an actual depth of $0.506 \text{ mm}$.
\( x \)-direction is calculated as:

\[
T(x, y, z, t) - T_0 = \frac{\alpha_L P}{\pi \rho_p c_p (4 \pi a_p)^{1/2}} \int_0^t \frac{dt' (t - t')^{-1/2}}{2 a_p (t - t') + \sigma_L^2} e^{-\frac{(x - v t')^2 + y^2}{4 a_p (t - t')^2}} - \frac{\sigma_L}{4 a_p (t - t')} \tag{2}
\]

Here, \( T_0 \) is the initial temperature of the substrate, \( P \) is the laser power, \( v \) is the scan velocity, \( \alpha_L \) is the absorptivity of the laser beam, \( \rho_p \) is the material density, \( c_p \) is the specific heat, \( a_p \) is the thermal diffusivity and \( t' \) is a dummy integration variable. \( \sigma_L \) is the distribution parameter which is calibrated according to the experimental setup. The liquidus temperature acts as the melt pool boundary in the 3D temperature space and hence can be used to measure the steady-state melt pool depths. SS316L, a low-carbon steel alloy, is selected as the candidate material. The Eagar-Tsai formulation is calibrated using experimental melt pool depths measured for single-line, single-track deposits of SS316L powder (Osprey® 316L, provided by Sandvik) on a substrate of SS304. The experiments are carried out on a Meltio M450 L-DED system for laser power varying from 500 W to 1000 W, in steps of 100 W. For each case of \( P, v \) is varied from 400 mm/min to 700 mm/min, increased in steps of 100 mm/min. The powder feed rate is maintained constant at 5L/min. Argon at a pressure of 4 bar is used as the carrier and shielding gas. The \( \delta \)s are measured by sectioning the deposits, characterizing the Bakelite-mounted specimens using standard metallographic preparation techniques for SS316L, and finally imaging via optical microscopy. The results of the calibrated Eagar-Tsai function are shown in Figure 3, where the simulated \( \delta \)s from the analytical function are plotted with the experimental \( \delta \)s for each case of \( P, v \). Representative melt pools extracted from the analytical function are juxtaposed with their experimental counterpart in the two adjacent figures, where the top one is evaluated at the highest energy density (\( P = 1000 \text{ W}, v = 400 \text{ mm/min} \)) and the bottom one corresponds to the lowest energy density (\( P = 500 \text{ W}, v = 700 \text{ mm/min} \)). The thermal properties of SS316L and all other function parameters are included in Table 1. Evaluation of the function at a single \((P, v)\) combination took \( \sim 2 \) seconds on an Intel® Xeon® Gold 6230. The analytical function is therefore a justified source of low-fidelity melt pool depths that can be sampled, as required, at significantly low cost of computation. This enables an efficient metric for developing a proof of concept for the present technique. The Eagar-Tsai simulations and the subsequent Q-learning algorithms are all developed on MATLAB®.

### 3 Results and Discussions

#### 3.1 Q-learning performance

The algorithm is simulated for a space discretized into 100 states with \( N = 10 \), and with the parameters \( \alpha = 0.25, \epsilon = 0.25, \) and \( \gamma = 0.25 \). The results at the end of 100 episodes for optimizing the melt pool depth (\( \delta_{opt} = 1 \text{ mm} \)) is shown in Figure 4(a). The Q-table (Figure 4(a)) shows the Q-values accumulated at each state-action pair. The state-action pairs with the high Q-values correspond to \( P - v \) combinations in the process parameter space that yield a \( \delta \) closer to \( \delta_{opt} \). A better visualization of the optimal \( P - v \) combinations is revealed by a mapping from the Q-table to the \( P - v \) space as shown in Figure 4(b). A power \( P = 888.9 \text{ W} \), and velocity \( v = 566.7 \text{ mm/min} \) is observed to possess the maximum Q-value resulting in a \( \delta \) of 1.0045 mm. In addition to the optimal solution, the figure also reveals multiple \( P - v \) combinations that have relatively high Q-values. Particularly, \( P = 722.2 \text{ W}, v = 400 \text{ mm/min} \), and \( P = 777.78 \text{ W}, v = 466.67 \text{ mm/min} \), are observed to be the next best solutions with a \( \delta \) of 0.994 mm and 0.992 mm respectively. The average rewards per episode with an uncertainty band is shown in Figure 4(c). During an episode, the algorithm explores high reward and high penalty regimes incurring a large variance in rewards through the entire learning process. This is mainly driven by the parameter \( \epsilon \) which ensures an exploration of the state space even after the knowledge of a relatively well performing optimal solution. A process map, as shown in Figure 4(d), is derived from the experimental results discussed in section 2.2. The map plots contours of constant \( \delta \) over the predefined process parameter space and, thereby, ensures a calibration of the prediction from the Q-learning process. Figure 4(d) shows a superimposition of the optimal solution from Q-learning onto this process map. A physical correlation to the experimental 1 mm contour can be discerned from Figure 4(b) where the relatively higher Q-values trace a set of...

### Table 1: Thermal properties for SS316L and Eagar-Tsai function parameters

| Parameter                      | Value |
|-------------------------------|-------|
| Initial temperature of substrate, \( T_0 \) | 300 K  |
| Liquidus temperature          | 1700 K |
| Heat capacity, \( c_p \)      | 680 J/kgK |
| Density, \( \rho_p \)         | 7400 kg/m^3 |
| Thermal diffusivity, \( a_p \) | 7.1542 × 10^{-6} m^2/s |
| Distribution parameter, \( \sigma_L \) | 0.918 |
| Absorptivity, \( \alpha_L \)  | 0.3 |

3.1 Q-learning performance

The algorithm is simulated for a space discretized into 100 states with \( N = 10 \), and with the parameters \( \alpha = 0.25, \epsilon = 0.25, \) and \( \gamma = 0.25 \). The results at the end of 100 episodes for optimizing the melt pool depth (\( \delta_{opt} = 1 \text{ mm} \)) is shown in Figure 4(a). The Q-table (Figure 4(a)) shows the Q-values accumulated at each state-action pair. The state-action pairs with the high Q-values correspond to \( P - v \) combinations in the process parameter space that yield a \( \delta \) closer to \( \delta_{opt} \). A better visualization of the optimal \( P - v \) combinations is revealed by a mapping from the Q-table to the \( P - v \) space as shown in Figure 4(b). A power \( P = 888.9 \text{ W} \), and velocity \( v = 566.7 \text{ mm/min} \) is observed to possess the maximum Q-value resulting in a \( \delta \) of 1.0045 mm. In addition to the optimal solution, the figure also reveals multiple \( P - v \) combinations that have relatively high Q-values. Particularly, \( P = 722.2 \text{ W}, v = 400 \text{ mm/min} \), and \( P = 777.78 \text{ W}, v = 466.67 \text{ mm/min} \), are observed to be the next best solutions with a \( \delta \) of 0.994 mm and 0.992 mm respectively. The average rewards per episode with an uncertainty band is shown in Figure 4(c). During an episode, the algorithm explores high reward and high penalty regimes incurring a large variance in rewards through the entire learning process. This is mainly driven by the parameter \( \epsilon \) which ensures an exploration of the state space even after the knowledge of a relatively well performing optimal solution. A process map, as shown in Figure 4(d), is derived from the experimental results discussed in section 2.2. The map plots contours of constant \( \delta \) over the predefined process parameter space and, thereby, ensures a calibration of the prediction from the Q-learning process. Figure 4(d) shows a superimposition of the optimal solution from Q-learning onto this process map. A physical correlation to the experimental 1 mm contour can be discerned from Figure 4(b) where the relatively higher Q-values trace a set of...
Figure 4: The performance of the Q-learning algorithm visualized through (a) Q-table, (b) state map, (c) convergence curve, and (d) experimental validation. The state map reveals the optimum $P - v$ combination as $P = 888.9 \text{ W}$ and $v = 566.7 \text{ mm/min}$ leading to $\delta = 1.0045 \text{ mm}$. This result also shows a correlation to the experimentally obtained $P - v$ map in (d).

$P - v$ combinations that also correspond to a similar contour. The algorithm, therefore, not only computes a point estimate but a set of plausible solutions.

3.2 Effect of hyperparameters

There are five hyperparameters that can influence the behavior of the Q-learning algorithm. They are, (i) domain discretization ($N$), (ii) exploration-exploitation tradeoff parameter ($\epsilon$), (iii) discount factor ($\gamma$), (iv) learning rate ($\alpha$), and (v) number of episodes. This section presents the impacts of each of these parameters. For all the cases, the default parameters are maintained at $N = 10$, $\epsilon, \gamma, \alpha = 0.25$, and episodes = 100 unless varied.

3.2.1 Effect of discretization ($N$)

The discretization of the $P - v$ space, defined with the parameter $N$, is determined by the desired resolution and accuracy of the solution. Four cases with $N$ varying from 5 to 20 have been considered to study the impact. Figure 5 summarizes the results through corresponding $P - v$ maps ((a)-(d)), convergence of rewards (e), and the superimposition of the optimal points on the experimentally derived process map (f). The optimal solutions obtained for $N = 5, 10, 15$, and 20 are 1.008 mm, 1.0045 mm, 0.9982 mm, and 0.9999 mm, respectively. The Q-values and their variabilities from the $P - v$ maps are observed to be directly proportional to $N$. $N = 20$ displays the highest Q-values, and $N = 5$ displays the lowest. Moreover, for $N = 10, 15$, and 20, a distinct contour of relatively higher Q-values is observed. These correspond to a set of $P - v$ combinations that yield a $\delta$ closer to $\delta_{opt}$. Furthermore, the convergence plot (Figure. 5(e)) indicates an inverse proportionality to $N$. The final rewards show that $N = 15, 20$ incur more rewards than $N = 5, 10$. This is because a coarser space forces the Q-learning algorithm to exhaust the possible $P - v$ combinations it can take to maximize rewards. The final optimal solutions for each case are overlaid on the experimental process map in Figure. 5(f). All the points lie close to the 1 mm contour indicating that the Q-learning algorithm is robust to the discretization of the $P - v$ space.

3.2.2 Effect of the exploration-exploitation trade-off parameter $\epsilon$

The trade-off between the choice of the agent to explore or exploit is dictated by the hyperparameter $\epsilon$. In Algorithm 1, $\epsilon$ is implemented in lines 7-11. A high value of $\epsilon$ drives exploration where the algorithm can take a random action to probe the environment. A low value of $\epsilon$ favors exploitation which makes the Q-learning algorithm take an action based on the existing Q-values. Four different cases with $\epsilon = 0.25, 0.5, 0.75$, and 1 are studied. The corresponding results are
Figure 5: The effect of discretization on Q-learning shown through $P - v$ maps for (a) $N = 5$, (b) $N = 10$, (c) $N = 10$, and (d) $N = 20$. (e) A comparison of the convergence curves. (f) The optimal points overlaid on the experimental $P - v$ map.

3.2.3 Effect of the discount factor $\gamma$

The discount rate, $\gamma$, is used to control the trade-off between long-term and immediate rewards. A higher $\gamma$ assigns more importance to future rewards while a lower $\gamma$ makes the Q-learning algorithm greedy. Mathematically, $\gamma$ has a proportional impact on the Q-value, as captured by Eq.1. Figure 7 shows the results for four cases of $\gamma$. Higher values of $\gamma$ tend to yield more points with high Q-values in the $P - v$ maps. This is because the algorithm assigns importance to more lucrative prospects. The convergence curves in Figure 7(e) do not show any conclusive correlation between the average total rewards and $\gamma$ values. The significantly high Q-values for $\gamma = 1$ in contrast to the corresponding average rewards are therefore indicative of the algorithm being directed to the same set of $P - v$ combinations that maximize rewards. This disparity is due to the interplay of two phenomena, (i) the proportionality between $\gamma$ and Q-value (Eq.1) and (ii) Q-value’s influence on the choice of action (Algorithm 1 line 10). The experimental mapping reveals that $\gamma = 0.25$ and 0.5 have the best (coincidental) optima.

3.2.4 Effect of the learning rate $\alpha$

The learning rate, $\alpha$, controls the rate at which the Q-value is updated during every epoch. $\alpha$ can take values between ‘0’ and ‘1’; ‘0’ makes the learning redundant as the agent relies only on prior knowledge, while a value of ‘1’ makes the agent consider only the most recent information, ignoring prior knowledge (Eq.1). The four different $P - v$ maps obtained through the variation of $\alpha$ are shown in Figure 8(a)-(d). As compared to the previous three hyperparameters, the impact of $\alpha$ on the learning tendency of the algorithm is not consequential. No significant difference is observed between the total rewards and the convergence curves (Figure 8(e)). The same optimal points are obtained for
Figure 6: The effect of the exploration-exploitation trade-off parameter $\epsilon$ on Q-learning shown through $P - v$ maps for (a) $\epsilon = 0.25$, (b) $\epsilon = 0.5$, (c) $\epsilon = 0.75$, and (d) $\epsilon = 1$. (e) A comparison of the convergence curves. (f) The optimal points overlaid on the experimental $P - v$ map.

Figure 7: The effect of the discount factor $\gamma$ on Q-learning shown through $P - v$ maps for (a) $\gamma = 0.25$, (b) $\gamma = 0.5$, (c) $\gamma = 0.75$, and (d) $\gamma = 1$. (e) A comparison of the convergence curves. (f) The optimal points overlaid on the experimental $P - v$ map.
Figure 8: The effect of the learning rate $\alpha$ on Q-learning shown through $P-v$ maps for (a) $\alpha = 0.25$, (b) $\alpha = 0.5$, (c) $\alpha = 0.75$, and (d) $\alpha = 1$. (e) A comparison of the convergence curves. (f) The optimal points overlaid on the experimental $P-v$ map.

$\alpha = 0.5, 0.75$, and 1. This optimum is farther from $\delta_{opt}$ as compared to the optimum for $\alpha = 0.25$ as observed from the experimental $P-v$ map in (Figure. 8(f)). Therefore the use of $\alpha = 0.25$ is justified for a successful application of the algorithm.

3.2.5 Effect of number of episodes

In a realistic scenario where the interaction is directly with any AM hardware as opposed to a simulated function such as Eagar-Tsai, it may still be practically impossible to conduct an optimization with 100 episodes as demonstrated above. However, the reasoning behind developing this concept for AM is to highlight its capability in estimating some intelligently informed solution to the problem at any stage. To further understand this capability, the quality of the Q-learning solution is now studied for varying number of episodes ranging from 10 to 200. The evolving nature of the $P-v$ maps for all the episodes is shown in Figure. Even for 10 and 25 training episodes, the predicted optimal solution leads to $\delta = 0.994$ mm. This exemplifies the mechanisms of Q-learning to provide a solution with scarce data. Understandably, the optimum prediction improves for 50 episodes where $\delta = 1.0045$ mm, and for 75, 100, and 200 episodes, $\delta = 1.0028$ mm. With these observations (and from preceding sections), Q-learning presents a strong candidate for further process parameter optimization studies for various scenarios in AM.

4 Conclusion and future work

The study tackles a relatively unexplored process parameter optimization problem with an on-the-fly model-free Q-learning based RL. The optimization is targeted towards finding a set of $P$ and $v$ combinations such that $\delta$ is maintained at 1 mm. To set up the RL framework for this AM problem, the interpretation of agent, environment, state space, and action space is presented. Accordingly, the laser is compared to an agent whereas the Eagar-Tsai function is used as the environment. The results from the optimization reveal an optimal estimate of the $P, v$ combination that can maintain $\delta = 1.0045$ mm. A successful comparison of this optimal estimate with an experimentally derived process map is also discussed. To further dissect the working mechanisms of Q-learning, a detailed study of five hyperparameters, viz. (i) discretization (N), (ii) exploration-exploitation parameter ($\epsilon$), (iii) discount factor ($\gamma$), (iv) learning rate ($\alpha$), and (v) number of episodes, is conducted. The study, therefore, presents a viable alternative to process parameter optimization in challenging scenarios where there is either no system information or low data available.

Owing to some recent (and ongoing) developments in RL, there are multiple ways in which the current study can be further developed. To begin with, a discrete parameter space provides access to only certain combinations from the
Figure 9: The effect of number of episodes on Q-learning shown through $P - v$ maps for (a) 10, (b) 25, (c) 50, (d) 75, (e) 100, and (f) 200 episodes.

design space. This may not be favorable in situations where the best $P - v$ combination may have been lost due to discretization. To tackle this problem, there are alternatives in RL such as proximal policy optimization [31] that uses a continuous parameter space. The discretized domain, however, is a better alternative to quickly sample the space for a good initial condition with limited information. In addition to discretization, the optimization can begin with a better (or informed) initial formulation for the Q-table. As a hypothetical scenario, this study began the optimization with a null Q-table. In practice, the manufacturer can provide certain recommendations for favorable parameter combinations. These recommendations can be reflected in the Q-table by assigning higher initial Q-values to further accelerate the search for a better optimum.

There can also be multiple ways in which the formulation of the environment and action space can be tackled. Although Eagar-Tsai has been used in this problem, higher-fidelity alternatives such as finite element and computational models can be employed to provide better estimates. Online interaction with an L-DED system, the ulterior motive of developing this research, is also feasible albeit with some concurrent material characterization. The action space provides some interesting research and development directions. For this problem, since only two parameters ($P, v$) were considered, the action space was limited to eight distinct actions. With further increase in parameters, this action space will increase exponentially leading to an intractable problem. This is also inevitable due to the multitude of process parameters that are commonly associated with AM. In such conditions, multi-agent reinforcement learning (MARL) [32] can prove to be a viable alternative. Broadly, MARL treats every parameter as a separate agent and provides an individual Q-table eliminating the need for manual selection of the action space. The RL literature, in summary, has multiple potent alternatives to further enrich the process parameter optimization research.
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