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Anisotropies of electrical resistivity, upper critical field, London penetration depth and critical currents have been measured in single crystals of the optimally doped iron pnictide superconductor Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$, $x=0.074$ and $T_c \sim 23$ K. The normal state resistivity anisotropy was obtained by employing both the Montgomery technique and direct measurements on samples cut along principal crystallographic directions. The ratio $\gamma_{\rho} = \rho_{\parallel}/\rho_{\perp}$, varying from about 50 in YBa$_2$Cu$_3$O$_{7-y}$ up to above $10^3$ in Bi$_2$Sr$_2$CaCu$_2$O$_{10}$ at optimal doping. This high anisotropy is a reflection of a two-dimensional Fermi surface, found experimentally in semiclassical and magnetoquantum oscillations. High anisotropies are also found in the lower and upper critical fields and in the critical current density.

For the iron arsenides, early band structure calculations have also suggested a two-dimensional electronic structure. High anisotropy of the resistivity, with $\gamma_{\rho} \sim 100$, was reported for the non-superconducting parent compounds BaFe$_2$As$_2$ and SrFe$_2$As$_2$, as well as for Co-doped BaFe$_2$As$_2$. Contrary to this, a relatively low anisotropy is found in the upper critical field of all studied iron arsenide compounds close to optimal doping. The angular dependence of resistivity as a function of magnetic field also suggests a rather small anisotropy in NdFeAs(O,F) superconductors.

INTRODUCTION

Discovery of the iron-arsenide family of high critical temperature superconductors naturally raises the question about the relation between them and the cuprates. These materials share many common features. Both materials are layered with electronically active Cu-O and Fe-As layers alternating with buffer layers of different chemical composition. The 3d electronic orbitals of copper and iron make the main contribution to the electronic bands close to the Fermi energy. As a result of this layered structure, the cuprates reveal highly anisotropic electronic properties, with the ratio of conductivities along and perpendicular to the conducting layer, $\gamma_{\rho} = \rho_{\parallel}/\rho_{\perp}$, varying from about 50 in YBa$_2$Cu$_3$O$_{7-y}$ to above $10^3$ in Bi$_2$Sr$_2$CaCu$_2$O$_{10}$ at optimal doping. This high anisotropy is a reflection of a two-dimensional Fermi surface, found experimentally in semiclassical and magnetoquantum oscillations. High anisotropies are also found in the lower and upper critical fields and in the critical current density.

For the iron arsenides, early band structure calculations have also suggested a two-dimensional electronic structure. High anisotropy of the resistivity, with $\gamma_{\rho} \sim 100$, was reported for the non-superconducting parent compounds BaFe$_2$As$_2$ and SrFe$_2$As$_2$, as well as for Co-doped BaFe$_2$As$_2$. Contrary to this, a relatively low anisotropy is found in the upper critical field of all studied iron arsenide compounds close to optimal doping. The angular dependence of resistivity as a function of magnetic field also suggests a rather small anisotropy in NdFeAs(O,F). The anisotropy evolves with doping, showing a two-fold change between the underdoped ($x < 0.074$) and overdoped ($x > 0.074$) regions. This suggests that the anisotropy may be an important parameter to characterize superconductivity in the iron pnictides.

The anisotropy of the upper critical field, $\gamma_H = H_{c2,ab}/H_{c2,c}$, and of the London penetration depth, $\gamma_{\lambda} = \lambda_{\perp}/\lambda_{ab}$, are linked in the region of validity of the Ginzburg-Landau (GL) theory of phase transitions close to $T_c$, also for isotropic gap and in the dirty limit, $\gamma_H \sim \sqrt{\gamma_{\rho}}$. Gross violation of these relations and very high values of $H_{c2}$ can indicate, for example, paramagnetic or some exotic mechanism of superconductivity suppression already in the very vicinity of $T_c$. This situation is realized in two-dimensional organics for magnetic fields applied parallel to the superconducting planes, in the spin-triplet superconductor Sr$_2$RuO$_4$, and in the heavy fermion CeCoIn$_5$. In all of these cases the temperature interval of the validity of GL theory is very small and the temperature dependence of $\gamma_H$ at any sizable field does not follow GL predictions.

In this work we have undertaken comprehensive characterization of the anisotropy of Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$, $x=0.074$, with $T_c \approx 23$ K. Our choice was motivated by the availability of high quality single crystals and very good reproducibility of their properties between different groups for all doping levels. We have found that the anisotropies of the upper critical field, electrical resistivity, London penetration depth and critical current, which were determined using different measurements, agree with each other and show values much lower than in the cuprates, indicating that the salient physics associated with superconductivity in these two families of compounds may be different.
EXPERIMENTAL

Single crystals of Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ were grown from FeAs/CoAs flux from a starting load of metallic Ba, FeAs and CoAs mixed in the proportions 1:3:6:0.4, as described in detail elsewhere [24]. Crystals were thick platelets with sizes as big as 12×8×1 mm$^3$ and large faces corresponding to the tetragonal (001) plane. The cobalt content in the crystals was determined by wavelength dispersive X-ray electron probe microanalysis to be $x=0.074$. The crystal quality of the samples was confirmed with X-ray Laue measurements on single crystals, which found resolution limited narrow peaks, see [24] and [38] for details.

It was shown in previous study that correct determination of the sample resistivity is not a simple problem for the iron arsenides [24]. Due to softness of the materials, their cutting and shaping into transport samples inevitably introduces cracks, which affect the effective geometric factors of the sample. This represents an especially serious problem for measurements with current along the $c$ axis. A strong tendency to exfoliate prevents the cutting of samples with $c \gg a$. As we will show later, partial cleaving by exfoliation is one of the most likely reasons for the unusually high anisotropy, as found in previous studies [11, 12, 13].

Samples for electrical resistivity and critical current measurements with current flow along the [100] $a$-axis in the tetragonal plane ($\rho_{a}$ and $J_{c,a}$) were cut into bars of 5×0.12×0.025 mm$^3$ ($a \times b \times c$), as described in Ref. [39]. Samples for the Montgomery technique measurements (see below) of the resistivity anisotropy ratio, $\gamma_{pc}$, as well as for electrical resistivity and critical current measurements with current flow along the tetragonal $c$-axis ($\rho_{c}$ and $J_{c,c}$) were cut into (0.2-0.5)×(0.2-0.5)×(0.1-0.5) mm$^3$ ($a \times b \times c$) bars.

Contacts to the samples were made by attaching silver wires with a silver alloy, resulting in an ultra low contact resistance (less than 100 $\mu$Ω). Measurements of $\rho_{a}$ and $J_{c,a}$ were made in both standard 4-probe and 2-probe configurations and gave identical results, see [39] for details. Measurements of $\rho_{c}$ and $J_{c,c}$ were made in the two-probe sample configuration. Even for the nominal 2-probe measurements, a 4-probe scheme was used to measure the resistance down to the contact to the sample, i.e. the sum of the actual sample resistance $R_s$ and contact resistance $R_c$ was measured. Since $R_s \gg R_c$, this represents a minor correction. This can be directly seen at temperatures $T < T_c$, where $R_s = 0$ and measured resistance represents $R_c$ (see Fig. 4 and Fig. 5 below).

In 1961 Wasscher [10], based on van der Pauw calculations [41], found that the current distribution in a sample with dimensions of $l_1$ and $l_2$ along principal directions of the resistivity tensor, $\rho_1$ and $\rho_2$, is equivalent to that of an isotropic sample with dimensions $l_1$ and $l_2 \sqrt{\rho_2/\rho_1}$ [41]. This scaling transformation is used in the Montgomery technique to map measurements on samples of a known geometry and an unknown anisotropy onto those in isotropic samples, where this ratio can be calculated [42, 43]. Two successive 4-probe resistance measurements are made using the contact configuration shown in the inset in Fig. 1. First, current flows along the $l_1$ direction, in our case corresponding to the $a$-axis in the plane, producing a voltage drop on the opposite side of the sample to determine the resistance $R_1$ (current along $l_1$) and $R_2$ (current along $l_2$). Main panel: Temperature dependence of resistances $R_1$ (small solid symbols) and $R_2$ (large open symbols) for three different samples of Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$, $x=0.074$. The ratio of the measured resistances, $R_1/R_2$ is exponentially sensitive to the ratios of sample dimensions, $l_1/l_2$, and is used for determination of the resistivity anisotropy [42]. Since the whole idea of the Montgomery technique is based on a homogeneous current distribution in the sample, the structural integrity of the sample plays a crucial role for measurements of this type.

Analysis of the measured anisotropy signal was performed assuming the precise position of the contacts at the corners of the sample and neglecting their size in the basal ac plane of the rectangular prism. The con-
tacts were extending along the sides perpendicular to the basal plane, so a thin slab approximation was used in the analysis. Since the actual size of the contacts is not negligible as compared to the sample circumference in the ac plane, and their positions can deviate from ideal, this brings sizable errors into the anisotropy measurement. By reproducibility of the results on three measured samples, we estimate the error to be on the order of ± 50% for the anisotropy ratio.

Transport critical current measurements were performed by measuring $I/V$ characteristics at fixed temperatures, see Ref. [39] for details. Samples for $J_{c,a}$ measurements were mounted with GE-varnish on an insulating oxide substrate to serve as a heat sink and contacted with either multiple silver wires or silver foil to create large area contacts providing an additional heat sink. Samples for $J_{c,c}$ measurements were sandwiched between two silver foils and thermally grounded to large silver heat sinks. Currents up to 2 A were generated in a commercial PPMS measuring system from Quantum Design. Magnetic critical current densities were estimated by using the Bean model [44] from the magnetization measurements performed in a Quantum Design SQUID magnetometer and independently from the profiles of the magnetic induction, measured by utilizing a magneto-optical method [45].

Measurements of the penetration depth were performed by using a tunnel diode resonator (TDR) technique [46]. This technique is capable of resolving changes in the penetration depth of about 1 Å. Details of the measurement technique are described elsewhere [47]. In brief, a properly biased tunnel diode compensates for losses in a tank circuit, so it is self-resonating at a frequency of $f = 1/(2π\sqrt{LC}) \sim 14$ MHz. A sample is inserted into the coil on a sapphire rod. The change of effective inductance causes a change in the resonant frequency. This frequency shift is proportional to the dynamic magnetic susceptibility of the sample, $χ$. Knowing the geometrical calibration factors of the circuit, we obtain $\lambda(T, H)$ as described in Ref. [47]. A major advantage of this technique is a very small AC excitation field amplitude ($\sim 20$ mOe), much lower than $H_{c1} \sim 100$ Oe. This means that the TDR technique only probes, but does not disturb the superconducting state. Other advantages are high stability and excellent temperature resolution ($\sim 1$ mK).

The upper critical field $H_{c2}$ was determined from the onset of the superconducting transition in the TDR measurements as well as from measurements of the specific heat, taken in a Quantum Design PPMS. The same sample was used in the specific heat, DC magnetization measurements of the critical currents and in the magneto-optical imaging. In the configuration with $H \parallel ab$, the sample was aligned parallel with the field using a precisely cut sapphire substrate. Two samples were studied and they have shown similar properties.

Band structure calculations have been done within the full potential linearized augmented plane wave (FLAPW) approach [48] within the local density approximation (LDA) [49]. The mesh of $31\times31\times31 \vec{k}$-points was used for the Brillouin zone integration and Fermi surface plot. We have used experimental lattice constants for the BaFe$_2$As$_2$ [50] and Ba(Fe$_{0.92}$Co$_{0.07}$)$_2$As$_2$ [24]. The Fermi velocities were calculated using the Bolz-Trap [51] package.

### RESULTS

#### Anisotropic resistivity measurements

In Fig. 1 we show the temperature dependence of the experimentally measured resistances $R_1$ (current along the plane, solid symbols) and $R_2$ (current perpendicular to the plane, open symbols) for 3 different samples. At room temperature, $R_1$ is higher than $R_2$ in all the samples, as expected for samples of larger in the plane dimension and small anisotropy. The resistivity anisotropy, $γ_ρ = ρ_c/ρ_a$, was deduced from the Montgomery procedure and is shown in Fig. 2. There is an overall general agreement in the temperature dependence of both resistances for the three samples measured, however, with variation of $R_1/R_2$ due to its exponential dependence on the ratio of the sample dimensions. The anisotropy $γ_ρ$ varies between 2.2 and 3.5 at room temperature and increases on cooling approximately by a factor of two, reaching (3 to 5) at $T_c$. Resistance jumps seen in two samples most likely indicate that the samples undergo partial cracking on cooling. Since the Montgomery technique heavily relies on the idealized current distribution in the sample, it is impossible to ascertain that the ratio is determined correctly at temperatures below which the crack formation happens. However, at room temperature and at temperatures down to the appearance of cracks, the data seems to be quite reliable and well reproducible. Of the three samples, the most reliable measurement was done on sample #1 (black curves), where $R_1$ and $R_2$ are comparable over the entire temperature range, implying good compliance with requirements of Montgomery analysis. Cracks affect both $R_1$ and $R_2$, suggesting current redistribution in the sample, although resistance values do not change dramatically.

#### Artifact of high anisotropy and different temperature dependence

In Fig. 3 we show the $R_1$ and $R_2$ data from yet another sample, measured in the Montgomery configuration. At room temperature this sample shows $R_2 \sim 7 \ast R_1$, despite comparable sample dimensions, suggestive of notably higher anisotropy, as can be seen in the inset of Fig. 3. Interestingly enough, $R_1$ and $R_2$ individually re-
FIG. 2: Temperature dependence of the ratio of resistivities \( \rho_c/\rho_a \) as determined from the Montgomery technique. For comparison we show the temperature dependence of the ratio as determined from independent \( \rho_a \) and \( \rho_c \) measurements (red line).

reveal a similar temperature dependence to those found in the other 3 samples, however, the ratio of the measured resistivities, as determined from the analysis, gives a very different temperature dependence as compared to samples 1-3. As we will show later, the anisotropy ratio determined from direct resistivity measurements shows the same temperature dependence as the ratio determined from the Montgomery technique measurements on samples 1-3. Based on this qualitative difference we conclude that the data for this sample is not representative.

We should point, however, that even with such notably different measured \( R_1 \) and \( R_2 \), the anisotropy ratio increases by a factor of 5 or so, but notably distorts the temperature dependence. This stresses the need for direct resistivity measurements with the current along principal directions of the conductivity tensor.

To get insight into the possible reason for this behavior, we inspected the sample with unusual anisotropy ratio. The right panel of Fig. 2 shows the sample after two months storage. Due to sample degradation, the cracks, which were not noticeable originally, developed and became noticeable. This particular sample almost split into two pieces.

**Temperature dependence of in-plane and inter-plane resistivity**

Since Montgomery resistivity measurements allow for the correct determination of the ratio of resistivities, but not their individual temperature dependences, we need to perform direct measurements of at least one of the components. To check the consistency of the obtained results, we have independently measured the resistivity for both current flow directions.

The data for \( \rho_a(T) \) are shown in Fig. 4 The data are taken on samples from 3 different batches. Note that the scatter of resistivity values at room temperature is far above the error bar in the geometric factor determination. On the contrary, as shown in the right panel, the shape of the temperature dependence remains the same, with \( \rho_a(T) \) varying roughly linear in \( T \) over the entire temperature range between room temperature and \( T_c \). The data can be actually matched even better allowing for slight variation of the residual resistivity \( \rho_0 \). This is consistent with the results of our study using different
sample cutting/contact making technique [24].

This similarity of the shape of the temperature dependence together with a large difference in the inferred resistivity values clearly shows that the problem comes from incorrect determination of the geometric factor. Two types of defects can be invoked to explain this discrepancy. Inclusions of FeAs flux usually happen between layered crystallites. Cracks tend to exfoliate layers. In both cases the effect will be more visible for c-axis transport, but will affect the $\rho_{c}$ measurements as well. However, since FeAs is a metal, it is hard to imagine that its own contribution to the conductivity will not affect the shape of the resistance temperature dependence. No evidence for FeAs flux inclusions is found also in x-ray studies [24].

The temperature dependence of $\rho_{c}$ taken on three different samples is shown in Fig. 5. Due to small sample size along c-axis we were only able to perform two probe resistivity measurement. As discussed in Methods section above, the contact resistance is negligibly small. The three curves are similar, which is better seen when the data are normalized by room temperature values, Fig. 5 right panel. They show an extended range of weak variation in $\rho_{c}(T)$ down to approximately 100 K followed by a roughly linear decrease below. A factor of 4 difference in the $\rho_{c}$ value implies variation of effective sample cross-section due to cracks.

To test the possible effect of cracks on $\rho_{c}(T)$ measurements we performed two successive measurements of the resistivity and of the critical current on the same sample. After an initial run with $\rho_{c}(T)$ and $J_{c}$ measurement, we perceived that $\rho_{c}$ was potentially artificially high. To test this the sample was cleaved into two pieces by pulling contact wires and applying small force parallel to the plane. A new contact was made on fresh cleaved surface, and measurements were repeated. The resultant $\rho_{c}(T)$ and $V - J$ curves are compared in Fig. 6. As is clear from the figure, cleaving decreases resistivity of the sample (beyond changing only geometric factor) and increases critical current density. This is consistent with the sample initially having a crack perpendicular to the c-axis, giving rise to the high $\rho_{c}$ value. In addition, this clearly shows that samples with the lowest measured resistivity $\rho_{c}$ should be used for evaluation of resistivity anisotropy.

For $\rho_{a}$, the effect of cracks due to exfoliation is more complicated. Here cracks not only affect measured resistivity but can disrupt connection between current and voltage contacts. As a result this can either increase (if current flows across the crack) or decrease (if voltage contacts are disconnected from current path) measured resistance values [52]. Because of this, we have excluded from consideration the extreme curves. As an additional criterion for the selection, we have used the data for the sample with the highest critical current density, which would obviously exclude samples with cracks.

In Fig. 6 we show a comparison of the temperature dependence of the anisotropy ratio from independent measurements of $\rho_{a}(T)$ and $\rho_{c}(T)$, and the ratio as measured by using the Montgomery technique. Taking into account that these data are taken on different samples in very different measurement conditions and a sizable amount of uncertainty in geometric factors, the agreement between the two independent anisotropy determinations is remarkable.

To evaluate error bar for the determined anisotropy ratio, we need to estimate a spread in resistivity values for $\rho_{a}$ and $\rho_{c}$. We as of above, simple averaging of $\rho_{c}$ is not meaningful. As extreme case scenarios we take minimum (maximum) resistivity $\rho_{a}$ and $\rho_{c}$ and come to the anisotropy $\rho_{c}/\rho_{a}$ between 1.2 and 10 at room temperature. This covers all the range of Montgomery technique determinations, and is notably lower than the number reported in previous study [12].
Anisotropy of the upper critical field

In order to compare the anisotropy of the electrical resistivity to the anisotropy of \( H_{c2} \), we need to determine \( H_{c2}(T) \) near \( T_c \). Two previous studies performed resistive determination of \( H_{c2} \) \cite{22, 24} on samples of Ba(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) with similar \( T_c \) and composition. In Ref. \cite{36}, \( x = 0.1 \) according to the starting load, similar to our samples, which actually corresponds to 0.074 \cite{24}. Both found low \( \gamma_H \). Close to \( T_c \), \( \gamma_H \) is about 2 \cite{22} or 2.5 to 3.2 \cite{24}. On cooling much below \( T_c \), it decreases to 1.5 at \( \sim T_c/2 \) \cite{22} or 1.5 to 2 at 0.7\( T_c \) \cite{24}. The slopes, \( dH_{c2}/dT \), were found to be 4.5 T/K and 2.4 T/K for \( H \parallel ab \) and \( H \parallel c \), respectively \cite{36}, however, these are strongly criterion dependent \cite{24}. This projects to a resistivity anisotropy \( \gamma_{\rho} \sim \gamma_{H}^2 \) of 4 to 9, which is in reasonable agreement with our findings. However, resistive determination of \( H_{c2} \) is strongly criterion-dependent and potentially subject to contributions of superconducting fluctuations and current percolation. This can notably complicate determination of \( H_{c2} \) at the lowest fields, where changes are small. With this in mind, we have decided to use specific heat measurements as a bulk probe of the \( H_{c2} \), revealing simultaneously sharp and easy to recognize feature of the superconducting transition.

Fig. 7 shows the temperature dependence of the specific heat obtained on a \( m = 1.9 \) mg sample, used in magneto-optical and magnetization studies of the critical currents, Fig. 7. This sample is of very regular shape which allowed for its precise alignment in magnetic field.

The jump in the specific heat at \( T_c \) broadens with the increase of magnetic field for both directions of an applied magnetic field (Fig. 7). This makes the determination of \( T_c(H) \) more ambiguous. To obtain the best resolved jump at the lowest fields, which are of main interest for our comparison, we subtract the \( C/T \) data for \( H \parallel c \) = 6 T from all low field curves, as shown in Fig. 8. This subtraction removes the large non-superconducting background to the specific heat and reveals a sharper \( C/T \) jump. To determine \( T_c(H) \) we have used linear fits of the rising portion of the \( C/T \) data, as shown in Fig. 8. Thus we have determined the onset of the specific heat anomaly, while the maximum position was used as yet another criterion for the \( T_c(H) \) determination. Depending on the criteria used, we get different slopes of the \( H_{c2}(T) \) at \( T_c \). For \( H \parallel ab \) (\( H \parallel c \)) it ranges from 8.8 (3.4) T/K from the onset of the \( C/T \) jump to 5.3 (2.45) T/K from the position of the maximum.

FIG. 7: Temperature dependence of specific heat, represented on a \( C/T \) vs \( T \) plot, zooming into the range close to \( T_c \) for magnetic fields \( H \parallel c \) (left panel) and \( H \perp c \) (right panel).

FIG. 8: Temperature dependence of the difference of specific heat, \( C/T - C/T(H \parallel c, 6 \text{T}) \), for \( H \parallel c \) (left panel) and \( H \perp c \) (right panel). This subtraction removes non-superconducting background to the specific heat for \( T > T_c(6 \text{T}, H \parallel c) \). The \( T_c \) was determined from the position of the maximum in the data and from the position of an onset, determined as a crossing point of linear extrapolations of the rising part of the \( C/T \) jump and of the constant data above \( T_c \), as shown.

FIG. 9: Temperature dependence of the upper critical fields as determined from the onset (triangles) and the maximum position (stars) in specific heat data and from TDR data (circles). The data for \( H \parallel ab \) is shown with solid symbols, for \( H \parallel c \) is shown as open symbols.
assumption that near $T_c$ reports of $\mathcal{X}_{ab}(T)$ determined from TDR measurements. The TDR data used for the $H_{c2}$ determination are shown in Fig. 10. In zero applied external magnetic field, the frequency shift is representative of the variation with temperature of the London penetration depth. In constant magnetic field it represents the onset of the superconducting shielding and is close to the onset of the resistive transition. The slopes determined from the TDR measurements are 4.56 T/K for $H \parallel ab$ and 1.87 T/K for $H \parallel c$. Thus by all the criteria used we have obtained $\gamma_H$ between 2.1 and 2.6, which matches within the error bars to the electrical resistivity anisotropy determined from the Montgomery technique.

Anisotropy of the London penetration depth

The in-plane penetration depth, $\Delta\lambda_{ab}(T)$, was determined by applying the rf magnetic field along the $c$-axis ($H_{rf}\parallel c$). In this geometry, the screening currents flow within the $ab$-plane, so only the in-plane component of the penetration depth is probed. When $H_{rf} \perp c$, the screening currents flow both in-plane and along the $c$-axis. Using the model described by Ref. [47], the $c$-axis component $\Delta\lambda_c$ was obtained. Because the TDR technique measures changes in penetration depth with temperature ($\Delta\lambda(T)$), in order to calculate $\lambda(T)$ we need as a reference, the absolute value of penetration depth at a certain temperature. For the in-plane component, we have used the zero temperature value, $\lambda_{ab}(0) \approx 208$ nm, from Ref. [38]. As we are not aware of any previous reports of $\lambda_c(0)$, for the $c$-axis component we make the assumption that near $T_c$, according to Ginzburg-Landau theory, both the upper critical field and the penetration depth anisotropies should be equal. Considering $\gamma_\xi = \gamma_\lambda$, we set at $T=0.9T_c$, $\lambda_c = \gamma_H \times \lambda_{ab}$ with two selected values for $\gamma_H = 2.0$ and 2.5. The resulting low anisotropy and its weak temperature dependence are consistent with the overall picture of small anisotropy in the pnictides (Fig. 11).

Anisotropy of the critical current

In Fig. 12 we show isothermal current density-voltage, J-V, dependences for currents flowing along $a$-axis (left panel) and along tetragonal $c$-axis (right panel). The resistivity of the sample used in the critical current measurements along the $c$-axis at room temperature was about 800 $\mu\Omega cm$, a value consistent with minimal cracking. For both directions of the current flow we have determined the same resistive transition with the onset at 22.5 K, the midpoint at 22 K and the zero-resistance state at 21.6 K ($\pm 0.05$ K in all cases). The VJ curves are linear in the normal state, implying that Joule heating is insignificant. The critical current was determined at the point of the sharpest voltage rise, for which the derivatives of the actual V-J curves were taken. This procedure is unambiguous when the sample is cooled somewhat below a temperature where its resistance becomes zero. In the inset of Fig. 12 we compare the critical current densities determined from the transport measurements. The data reveal only modest anisotropy (less than 1.5). However, the temperature range for the determination
We use the Bean model with field-independent, constant transport and magnetic currents \([39]\). Therefore, the comparative agreement between the two estimates is quite good.

![Graph showing isothermal dependences of voltage drop on the sample, \(V\), vs current density, \(J\), taken in the vicinity of the resistive transition to the superconducting state. Left panel, current along \(a\)-axis, right panel - current along tetragonal \(c\)-axis.](image)

**FIG. 12:** Isothermal dependences of voltage drop on the sample, \(V\), vs current density, \(J\), taken in the vicinity of the resistive transition to the superconducting state. Left panel, current along \(a\)-axis, right panel - current along tetragonal \(c\)-axis. For current densities higher than certain values the curves become linear. The critical current density was determined as the position of the maximum of the derivative of \(V(J)\). Of the transport critical current density is limited to the immediate vicinity of \(T_c\), and small differences in \(T_c\) can potentially affect this ratio. To determine the critical current anisotropy in a broader temperature range we turn to the magnetic measurements.

We use the Bean model with field-independent, constant throughout the sample, supercurrent density \(j_{ab}\). Assuming that \(j_{ab}\) is isotropic in the crystallographic \(ab\)-plane, three different current densities are possible depending on the orientation and the direction of motion of the Abrikosov vortices under the influence of the Lorentz force.

Let us consider a rectangular prism - shaped crystal of dimensions, \(2c < 2a < 2b\). In the crystals of interest, the crystallographic \(ab\)-plane has the largest area and is parallel to the geometric \(ab\)-plane of a prism. The smallest dimension, \(2c\), is the sample thickness. When a magnetic field is oriented along the crystallographic \(c\)-axis (along the \(c\)-side), the measured magnetic moment is denoted by \(M_c\). Similarly, the magnetic moments measured along the \(b\)-side and the \(a\)-side are \(M_b\) and \(M_a\), respectively. When a magnetic field is applied along the \(c\)-side, the Abrikosov vortices are perpendicular to the \(ab\)-plane and their gradients generate a supercurrent density, \(j_{ab}\), given by

\[
j_{ab} = \frac{\mathcal{M}_c}{V_a (1 - \frac{a}{3b})} = \frac{20}{a (1 - \frac{a}{3b})} M_c
\]

where \(V\) is the sample volume and \(M_c = \mathcal{M}_c/V\) is the volume magnetization. This formula is written in practical units where all lengths are in cm, magnetic moment is in emu and current density is in A/cm\(^2\).

The situation is more complicated when a magnetic field is applied parallel to the \(ab\)-plane. Here we have two different current densities; one for the vortex motion across the planes, \(j_{\perp}\), and another parallel to the planes, \(j_{\parallel}\). By using the rectangular prism shaped samples with substantially different \(a\) and \(b\) sides, we can separate these two currents. Using the Bean construction, we have

\[
M_a = \frac{j_{\perp} c}{20} \left( 1 - \frac{c}{3b} \frac{j_{\perp}}{j_{\parallel}} \right)
\]

and,

\[
M_b = \frac{j_{\perp} c}{20} \left( 1 - \frac{c}{3a} \frac{j_{\perp}}{j_{\parallel}} \right)
\]

Solving for the currents we obtain,

\[
j_{\perp} = \frac{20 \ b M_a - a M_b}{c - b - a}
\]

and

\[
j_{\parallel} = \frac{20 \ (b M_a - a M_b)^2}{3ab (M_a - M_b) (b - a)}
\]

where both formulas are applicable as long as \(a j_{\parallel} > cj_{\perp}\). If this condition is violated, similar formulas can be easily obtained and the applicability of a particular expression can be checked by examining the results.

**FIG. 13:** Superconducting critical currents as determined from transport measurements (stars in the inset) and from magnetization measurements using the Bean model (main panel and inset, solid circles).
DISCUSSION

Comparison with other iron pnictides

We now turn to a comparison with other iron pnictide compounds. Until now, the anisotropy has been characterized reliably only for $\gamma_H$. Most directly this has been accomplished from a scaling entropy procedure in heat capacity measurements \[20, 21\]. For NdFeAsO$_1$-$_x$F$_x$ this has given an anisotropy of $\gamma_H \approx 4$, while for $\text{Ba}_{1-x}\text{K}_x\text{Fe}_2\text{As}_2$ it is $\gamma_H \sim 2.6$. This is not very different from determinations from resistive measurements, as we discussed above. Anisotropy inside the superconducting state was determined from torque measurements at fields $H \ll H_{c2}$. This is sensitive to flux distribution in the sample (see magneto-optical imaging in \[39\]), and studies performed until now give a scatter of values from about 9 in SmFeAs(O,F) \[53\] to 1.2 in PrFeAs(O,F) (see Refs. \[23\] for a summary of all data). By looking at different properties, our study reveals that the small anisotropy is typical for all normal and superconducting properties of the iron pnictides.

The fact that the anisotropies found in this study for the normal state resistivity and for the slopes of the upper critical fields match, implies an orbital mechanism behind superconductivity suppression with magnetic field. Provided the same is the case in other superconductors in this family, high values of the $H_{c2}$ then would imply that the Fermi velocities are small, and three-dimensional portions of the Fermi surface play an important role in the band structure of these materials.

It is interesting to understand whether or not a small anisotropy favors a higher $T_c$. A long history of superconductivity research in low dimensional materials following the original idea by Little \[54\], suggests that a two-dimensional electronic structure is favorable for the realization of a higher $T_c$, see for example Ref. \[55\]. For magnetically mediated superconductivity a direct link between the anisotropy and the $T_c$ is suggested \[56\]. We now turn to compare the anisotropy of the upper critical fields in different iron arsenide materials. In the Co-doped version of $\text{BaFe}_2\text{As}_2$ with $T_c=22.5$ K the anisotropy is about 2 from resistive \[24, 38\] and 2.1 to 2.6 from specific heat (Fig. 9) determinations. In $\text{Ba}_{1-x}\text{K}_x\text{Fe}_2\text{As}_2$ with $T_c=30$K $\gamma_H$ is in the range of 2 to 3.5 from the resistive \[15\] and equals 2.6 from specific heat measurements \[21\]. In the 1111 compound Nd-FeAs(O,F) with $T_c \approx 50$ K it is about 4 from specific heat \[20\] and TDR \[17\] measurements. We may notice that the anisotropy is increasing in parallel with $T_c$. This may be an interesting trend that is worthy of further exploration. It actually reveals the underlying trend in the evolution of the band structure of these compounds.

Band structure

A key structural feature of the iron arsenides, which distinguishes them from the cuprates and makes a profound effect on their electronic structure, is the location of the As atoms above and below the layer of Fe atoms. We recall that in the cuprates oxygen atoms are located on the $\Gamma$ point in the Brillouin zone (Fig. 14). Cylinders around the $\Gamma$ point remain warped and do not change much with variation of As atom positions. As we see, both positions of As give anisotropies not very different from those that have been experimentally determined. More precise determination of the As position in doped materials as well as anisotropy study of the parent pure compound are necessary to clarify the situation.

CONCLUSIONS

Iron arsenic superconductors reveal small anisotropies of the electronic structure and, as a result of this, of the superconducting state. Since many theories consider high anisotropy as an important ingredient for the achievement of high transition temperatures, this experimental observation puts strong constraints on the models suitable for the explanation of superconductivity in these exciting compounds.
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The anisotropic conductivity in the normal state is governed by the tensor $\langle \nu_{ij}\tau \rangle$ where $\nu_i$ is the Fermi velocity and $\tau$ is the scattering time. Assuming that $\tau$ is nearly isotropic, one obtains $\gamma_\tau = \langle \nu_i^2 \rangle / \langle \nu_i^2 \rangle$. On the other hand, superconducting anisotropy near $T_c$ is governed by the inverse “mass tensor” calculated in Ref. [27] for clean superconductors: $m_i^{-1} \propto (\Delta^2 \nu_i v_i)$. This tensor determines anisotropies of the upper critical field and of the penetration depth:

$$\gamma_{\mu}^2 = \gamma_\tau^2 = \langle \Delta^2 \nu_i \rangle / \langle \Delta^2 \nu_i \rangle.$$  

Strong scattering erases the effect of whatever anisotropy of $\Delta$ upon $\gamma_\lambda$ and $\gamma_{\mu}$ and we have in the dirty limit:

$$\gamma_{\mu}^2 = \gamma_\tau^2 = \langle \nu_i^2 \rangle / \langle \nu_i^2 \rangle.$$  

[References]

[1] Y. Kamihara, T. Watanabe, M. Hirano, and H. Hosono, J. Am. Chem. Soc. 130, 3296 (2008).
[2] A. Cho, Science, 820, 870 (2008).
[3] S. W. Tozer, A. W. Kleinsasser, T. Penney, D. Kaiser, and F. Holtzberg, Phys. Rev. Lett. 59, 1768 (1987); Y. Iye, T. Tamegai, T. Sakakibara, T. Goto, N. Miura, H. Takeya, and H. Takei, Physica C 153-155, 26 (1988); S. J. Hagen, T. W. Jing, Z. Z. Wang, J. Horvath, and N.P. Ong, Phys. Rev. B 37, 7928 (1988).
[4] D. E. Farrell, S. Bonham, J. Foster, Y. C. Chang, P. Z. Jiang, K. G. VanderVoort, D. J. Lam, and V. G. Kogan, Phys. Rev. Lett. 63, 782 (1989); B. D. Biggs, M. N. Kunchur, J. J. Lin, S. J. Poon, T. R. Askew, R. B. Flippin, M. A. Subramanian, J. Gopalakrishnan, and A. W. Sleight, Phys. Rev. B 39, 7390 (1989).
[5] N. E. Hussey, M. Abdel-Jawad, A. Carrington, A. P. MacKenzie, and L. Balicas, Nature 425, 814 (2003).
[6] N. Doiron-Leyraud, C. Proust, D. LeBoeuf, J. Levallois, J. Bonnemaison, Ruixing Liang, D.A. Bonn, W. N. Hardy, and L. Taillefer, Nature 447, 565 (2007).
[7] A. Umezawa, G. W. Crabtree, J. Z. Liu, T. J. Moran, S. K. Malik, L. H. Nunez, W. L. Kwok, and C. H. Sowers, Phys. Rev. B 38, 2843 (1988).
[8] Y. Hidaka, Y. Enomoto, M. Suzuki, M. Oda, A. Katsui, and T. Murakama, Jpn. J. Appl. Phys. 26, L726 (1987); Y. Iye, T. Tamegai, H. Takeya, and H. Takei, ibid, 26, L1057 (1987); T. K. Worthington, W. J. Gallagher, and T. R. Dinger, Phys. Rev. Lett. 59, 1160 (1987).
[27] L. P. Gor’kov and T. K. Melik-Barkhudarov, Soviet Phys. JETP, 18, 1031 (1964).

[28] S.V. Pokrovsky and V.L. Pokrovsky, Phys. Rev. B 54, 13275 (1996).

[29] G. Kogan, Phys. Rev. B 66, 020509 (2002).

[30] F. Hunte, J. Jaroszynski, A. Gurevich, D.C. Larbalestier, R. Jin, A.S. Sefat, M.A. McGuire, B.C. Sales, D.K. Christen, and D. Mandrus, Nature 453, 903 (2008).

[31] B. S. Chandrasekhar, Appl. Phys. Lett. 1, 7 (1962). A. M. Clogston, Phys. Rev. Lett. 9, 266 (1962).

[32] M. Udagawa, Y. Yanase, and M. Ogata, J. Phys. Soc. Jpn. 74, 2905 (2005).

[33] A. Kovalev, T. Ishiguro, T. Kondo, and G. Saito, Phys. Rev. B 66, 020509 (2002).

[34] K. Deguchi, M. A. Tanatar, Z. Q. Mao, T. Ishiguro, and Y. Maeno, J. Phys. Soc. Jpn. 71, 2839 (2002).

[35] T. Taya, A. Harita, T. Sakakibara, Y. Haga, H. Shishido, R. Settai, and Y. Onuki, Phys. Rev. B 65, 137002 (2002).

[36] A. Sefat, R. Jin, M. A. McGuire, B. C. Sales, D. J. Singh, and D. Mandrus, Phys. Rev. Lett. 101, 107006 (2008).

[37] J. G. Analytis, C. Kucharczyk, and I. R. Fisher, Cond-Mat:0809.4223.

[38] R. T. Gordon, N. Ni, C. Martin, M. A. Tanatar, M. D. Vannette, H. Kim, G. Samolyuk, J. Schmalian, S. Nandi, A. Kreyssig, A. I. Goldman, J. Q. Yan, S. L. Bud’ko, P. C. Canfield, and R. Prozorov, Cond-Mat 0810.2295.

[39] R. Prozorov, N. Ni, M. A. Tanatar, V. G. Kogan, R. T. Gordon, C. Martin, E. C. Blomberg, P. Prommapan, J. Q. Yan, S. L. Bud’ko, and P. C. Canfield, Phys. Rev. B 78, 224506 (2008).

[40] J. D. Wasscher, Phys. Res. Repts. 16, 310 (1961).

[41] L. J. van der Pauw, Philips Res. Repts. 16, 187 (1961).

[42] H. C. Montgomery, J. Appl. Phys. 42, 2971 (1971).

[43] B. S. Chandrasekhar, Appl. Phys. Lett. 1, 7 (1962). A. M. Clogston, Phys. Rev. Lett. 9, 266 (1962).

[44] M. Udagawa, Y. Yanase, and M. Ogata, J. Phys. Soc. Jpn. 74, 2905 (2005).

[45] A. Kovalev, T. Ishiguro, T. Kondo, and G. Saito, Phys. Rev. B 66, 020509 (2002).

[46] K. Deguchi, M. A. Tanatar, Z. Q. Mao, T. Ishiguro, and Y. Maeno, J. Phys. Soc. Jpn. 71, 2839 (2002).

[47] T. Taya, A. Harita, T. Sakakibara, Y. Haga, H. Shishido, R. Settai, and Y. Onuki, Phys. Rev. B 65, 137002 (2002).

[48] A. S. Sefat, R. Jin, M. A. McGuire, B. C. Sales, D. J. Singh, and D. Mandrus, Phys. Rev. Lett. 101, 107006 (2008).

[49] J. H. Chu, J. G. Analytis, C. Kucharczyk, and I. R. Fisher, Cond-Mat:0809.4223.

[50] R. T. Gordon, N. Ni, C. Martin, M. A. Tanatar, M. D. Vannette, H. Kim, G. Samolyuk, J. Schmalian, S. Nandi, A. Kreyssig, A. I. Goldman, J. Q. Yan, S. L. Bud’ko, P. C. Canfield, and R. Prozorov, Cond-Mat 0810.2295.

[51] R. Prozorov, N. Ni, M. A. Tanatar, V. G. Kogan, R. T. Gordon, C. Martin, E. C. Blomberg, P. Prommapan, J. Q. Yan, S. L. Bud’ko, and P. C. Canfield, Phys. Rev. B 78, 224506 (2008).

[52] J. D. Wasscher, Phys. Res. Repts. 16, 310 (1961).