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Abstract. We study integrable lattice regularizations of the sine–Gordon model with the help of the separation of variables method of Sklyanin and the Baxter Q-operators. This leads us to the complete characterization of the spectrum (eigenvalues and eigenstates), in terms of the solutions to the Bethe ansatz equations. The completeness of the set of states that can be constructed from the solutions to the Bethe ansatz equations is proven by our approach.
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1. Introduction

1.1. Motivation

The study of the sine–Gordon model has a long history. It has in particular served as an important toy model for interacting quantum field theories. The integrability of this model gives access to detailed non-perturbative information about various characteristic quantities, which allows one to check physical ideas about quantum field theory against exact quantitative results.

It is particularly fascinating to compare the sine–Gordon model with the sinh–Gordon model. The Hamiltonian density \( h_{SG} \) of the sine–Gordon model and the corresponding object \( h_{ShG} \) of the sinh–Gordon model,

\[
H = \int_0^R \frac{dx}{4\pi} h(x), \quad h_{SG} = \Pi^2 + (\partial_x \phi)^2 + 8\pi\mu \cos(2\beta\phi), \quad h_{ShG} = \Pi^2 + (\partial_x \phi)^2 + 8\pi\mu \cosh(2b\phi),
\]

are related by analytic continuation w.r.t. the parameter \( \beta \) and setting \( \beta = ib \). For both models, the integrability is governed by the algebraic structure \( \mathcal{U}_q(\widehat{sl}_2) \) with \( q = e^{-\pi i \beta^2} \). This leads one to expect that the two models should be closely related, or at least have the same ‘degree of complexity’.

The two models turn out to have very different physics, though. Many of the key objects characteristic for the respective quantum field theories are not related by analytic continuation in the usual sense. While the sine–Gordon model has a much richer spectrum of excitations and scattering theory in the infrared (infinite \( R \)) limit, one may observe rather intricate structures in the UV limit of the sinh–Gordon model [1], which turn out to be related to the Liouville theory [2]–[4]. These differences can be traced back to the fact that the periodicity of the interaction term \( 8\pi\mu \cos(2\beta\phi) \) of the sine–Gordon model...
allows one to treat the variable $\phi$ as an angular variable parametrizing a compact space, while $\phi$ is truly non-compact in the sinh–Gordon model.

The qualitative differences between the sine–Gordon and the sinh–Gordon model can be seen as a simple model for the differences between nonlinear sigma models on compact and non-compact spaces respectively. This forms part of our motivation for revisiting the sine–Gordon model in a way that makes comparison with the sinh–Gordon model easier.

1.2. Open problems
A lot of important exact results are known for the sine–Gordon model. Particularly well-understood is the theory of scattering in the infinite volume. The spectrum of elementary particle excitations and the $S$-matrix of the theory are known exactly [5]–[8]. There is a wealth of related information on the form factors of local fields; see e.g. [9]–[11] for the state of the art and further references. In the case of finite spatial volume, the nonlinear integral equations\(^1\) derived by Destri and De Vega [14]–[19] give a powerful tool for the study of the finite size corrections to the spectrum of the sine–Gordon model.

However, there are several questions, some of them fairly basic, where our understanding does not seem to be fully satisfactory. We do not have exact results on correlation functions on the one hand, or on expectation values of local fields in the finite volume on the other hand, at present.

Even the present level of understanding of the spectrum of the model does not seem to be fully satisfactory. The truth of the commonly accepted hypothesis that the equations derived by Destri and De Vega describe all of the states of the sine–Gordon model has not been demonstrated yet. The approach of Destri and De Vega is based on the Bethe ansatz in the fermionized version of the sine–Gordon model, the massive Thirring model [20]. This approach \textit{a priori} only allows one to describe the states with even topological charge, and it inherits from its roots in the algebraic Bethe ansatz some basic difficulties like the issue of its completeness.

In the Bethe ansatz approach it is a long-standing goal to prove that the set of states obtained in this way is complete. Early attempts to show completeness used the so-called string hypothesis which is hard to justify, and sometimes even incorrect. At the moment there are only a few examples of integrable models where the completeness of the Bethe ansatz has been proven, including the XXX Heisenberg model; see [21] and references therein. A similar result is not yet available for the sine–Gordon model or its lattice discretizations. One of the main results in this paper is the completeness result for the lattice sine–Gordon model. We prove a one-to-one correspondence between eigenstates of the transfer matrix and the solutions to a system of algebraic equations of the Bethe ansatz type. For brevity, we will refer to this result as the \textit{completeness} of the Bethe ansatz. We furthermore show that the spectrum of the transfer matrix is simple in the case of odd number of lattice sites, and find the operator which resolves the possible double degeneracy of the spectrum of the transfer matrix in the case of even number of lattice sites.

1.3. Our approach
We will use a lattice regularization of the sine–Gordon model that is different from the one used by Destri and De Vega. It goes back to [7,22], and it has more recently been

\(^1\) Such equations were introduced before in a different framework in [12,13].
studied in [23,24]. For even number of lattice sites the model is related to the Fateev–Zamolodchikov model [25], as was observed in [24], or more generally to the chiral Potts model, as discussed in the more recent works [26,27]. This allows one to use some powerful algebraic tools developed for the study of the chiral Potts model [28] in the analysis of the lattice sine–Gordon model.

The issue of completeness of the Bethe ansatz has not been solved in any of these models yet. What allows us to address this issue is the combination of the separation of variables method (SOV method) of Sklyanin [29]–[31] with the use of the Q-operators introduced by Baxter [32]. We will throughout be working with a certain number of inhomogeneity parameters. It turns out that the SOV method works in the case of generic inhomogeneity parameters where the algebraic Bethe ansatz method fails. It replaces the algebraic Bethe ansatz as a tool for constructing the eigenstates of the transfer matrix which correspond to the solutions of Bethe’s equations. In a future publication we will show that the results of our approach are consistent with the results of Destri and De Vega.

Another advantage of the lattice discretization used in this paper which may become useful in the future is that one works directly with the discretized sine–Gordon degrees of freedom, which is not the case in the lattice formulation used by Destri and De Vega. Working more directly with the sine–Gordon degrees of freedom should in particular be useful as regards the problem of calculating expectation values of local fields. This in particular requires the determination of the SOV representation of local fields analogously to what has been done in the framework of the algebraic Bethe ansatz in [33,34]. The SOV method in principle offers a rather direct way to construct the expectation values, as illustrated in the case of the sinh–Gordon model by the work [35].

2. Definition of the model

2.1. The classical sine–Gordon model

The classical counterpart of the sine–Gordon model is a dynamical system whose degrees of freedom are described by the field \( \phi(x, t) \) defined for \((x, t) \in [0, R] \times \mathbb{R}\) with periodic boundary conditions \(\phi(x + R, t) = \phi(x, t)\). The dynamics of this model may be described in the Hamiltonian form in terms of variables \(\phi(x, t), \Pi(x, t)\), the Poisson brackets being

\[
\{\Pi(x, t), \phi(x', t)\} = 2\pi \delta(x - x').
\]

The time evolution of an arbitrary observable \(O(t)\) is then given as

\[
\partial_t O(t) = \{H, O(t)\},
\]

with Hamiltonian \(H\) being defined in (1.1).

The equation of motion for the sine–Gordon model can be represented as a zero-curvature condition,

\[
[\partial_t - V(x, t; \lambda), \partial_x - U(x, t; \lambda)] = 0,
\]

(2.1)
with the matrices $U(x, t; \lambda)$ and $V(x, t; \lambda)$ being given by
\[
U(x, t; \lambda) = \begin{pmatrix}
\frac{1}{2} \beta \Pi & -\text{i} m (\lambda e^{\text{i} \beta \phi} - \lambda^{-1} e^{\text{i} \beta \phi}) \\
-\text{i} m (\lambda e^{\text{i} \beta \phi} - \lambda^{-1} e^{\text{i} \beta \phi}) & -\frac{1}{2} \beta \Pi
\end{pmatrix}
\]
\[
V(x, t; \lambda) = \begin{pmatrix}
\frac{1}{2} \beta \phi' & +\text{i} m (\lambda e^{\text{i} \beta \phi} + \lambda^{-1} e^{\text{i} \beta \phi}) \\
+\text{i} m (\lambda e^{\text{i} \beta \phi} + \lambda^{-1} e^{\text{i} \beta \phi}) & -\frac{1}{2} \beta \phi'
\end{pmatrix}
\]
(2.2)

and $m$ related to $\mu$ by $m^2 = \pi \beta^2 \mu$.

### 2.2. Discretization and canonical quantization

In order to regularize the ultraviolet divergences that arise in the quantization of these models we will pass to integrable lattice discretizations. First discretize the field variables according to the standard recipe
\[
\phi_n \equiv \phi(n \Delta), \quad \Pi_n \equiv \Delta \Pi(n \Delta),
\]
where $\Delta = R/N$ is the lattice spacing. In the canonical quantization one would replace $\phi_n$, $\Pi_n$ by corresponding quantum operators with commutation relations
\[
[\phi_n, \Pi_n] = 2\pi i \delta_{n,m}.
\]
(2.3)

Planck’s constant can be identified with $\beta^2$ by means of a rescaling of the fields.

The scheme of quantization of the sine–Gordon model considered in this paper will deviate from the canonical quantization in using $u_n \equiv e^{\text{i}(\beta/2) \Pi_n}$ and $v_n \equiv e^{-\text{i} \beta \phi_n}$ as basic variables. For technical reasons we will consider representations where both $u_n$ and $v_n$ have discrete spectra. Let us therefore take a moment to explain why one may nevertheless expect the resulting quantum theory to describe the quantum sine–Gordon model in the continuum limit.

First note (following the discussion in [36]) that the periodicity of the potential $8\pi \mu \cos(2 \beta \phi)$ in (1.1) implies that shifting the zero mode $\phi_0 \equiv (1/R) \int_0^R dx \phi(x)$ by the amount $\pi/\beta$ is a symmetry. In canonical quantization one could build the unitary operator $W = e^{(i/2 \beta) R p_\phi}$ which generates this symmetry out of the zero mode $p_\phi \equiv (1/R) \int_0^R dx \Pi(x)$ of the conjugate momentum $\Pi$. $W$ should commute with the Hamiltonian $H$. One may therefore diagonalize $W$ and $H$ simultaneously, leading to a representation for the space of states in the form
\[
H \simeq \int_{S_1} d\alpha \mathcal{H}_\alpha \quad \text{where} \quad W \cdot \mathcal{H}_\alpha = e^{i\alpha} \mathcal{H}_\alpha.
\]
(2.4)

An alternative way to take this symmetry into account in the construction of the quantum theory is to construct the quantum theory separately for each $\alpha$-sector. This implies that the field $\phi$ should be treated as periodic with periodicity $\pi/\beta$, and that the conjugate variables $\Pi_n$ have eigenvalues quantized in units of $\beta$, with the spectrum contained in $\{2\alpha/\beta N + 4\pi \beta k; k \in \mathbb{Z}\}$. The spectrum of $\Pi_n$ is such that the operator $W = e^{(i/2 \beta) R p_\phi}$, with $R p_\phi$ approximated by $\sum_{n=1}^N \Pi_n$, is realized as the operator of multiplication by $e^{i\alpha}$.

\[\text{doi:10.1088/1742-5468/2010/09/P09014}\]
Let us furthermore note that it is possible, and technically useful, to assume that the lattice field observable \( \phi \) has a discrete spectrum, which we will take to be quantized in units of \( \beta \). In order to see this, note that the field \( \phi(x) \) is not a well-defined observable due to short-distance singularities, whereas smeared fields like \( \int_I dx \phi(x) \), \( I \subset [0, R] \) may be well-defined. The observable \( \int_I dx \phi(x) \) would in the lattice discretization be approximated by

\[
\phi[I] \sim \sum_{n \Delta \in I} \Delta \phi_n. \tag{2.5}
\]

So even if \( \phi_n \) is discretized in units of \( \beta \), say, we find that the observable \( \phi[I] \) is quantized in units of \( \Delta \beta \), which fills out a continuum for \( \Delta \to 0 \).

2.3. Non-canonical quantization

As motivated above, we will use a quantization scheme based on the quantum counterparts of the variables \( u_n, v_n \) related to \( \Pi_n, \phi_n \) as

\[
u_n = e^{-i \beta \phi_n}. \tag{2.6}
\]

The quantization of the variables \( u_n, v_n \) produces operators \( u_n, v_n \) which satisfy the relations

\[
u_n v_m = q^{\delta_{nm}} v_m u_n, \quad \text{where } q = e^{-\pi i \beta}. \tag{2.7}
\]

We are looking for representations for the commutation relations (2.7) which have discrete spectrum both for \( u_n \) and \( v_n \). Such representations exist provided that the parameter \( q \) is a root of unity,

\[
\beta^2 = \frac{p'}{p}, \quad p, p' \in \mathbb{Z}^> 0. \tag{2.8}
\]

We will restrict our attention to the case of \( p \) odd and \( p' \) even so that \( q^p = 1 \). It will often be convenient to parametrize \( p \) as

\[
p = 2l + 1, \quad l \in \mathbb{Z}^> 0. \tag{2.9}
\]

Let us consider the subset \( S_p = \{ q^{2n}; n = 0, \ldots, 2l \} \) of the unit circle. Note that \( S_p = \{ q^{p'}; n = 0, \ldots, 2l \} \) since \( q^{2l+2} = q \). This allows us to represent the operators \( u_n, v_n \) on the space of complex-valued functions \( \psi : S_p^N \to \mathbb{C} \) as

\[
u_n \cdot \psi(z_1, \ldots, z_N) = u_n z_n \psi(z_1, \ldots, z_n, \ldots, z_N), \quad v_n \cdot \psi(z_1, \ldots, z_N) = v_n \psi(z_1, \ldots, q^{-1} z_n, \ldots, z_N). \tag{2.10}
\]

The representation is such that the operator \( u_n \) is represented as a multiplication operator. The parameters \( u_n, v_n \) introduced in (2.10) can be interpreted as ‘classical expectation values’ of the operators \( u_n \) and \( v_n \). The discussion in the previous subsection suggests that the \( v_n \) will be irrelevant in the continuum limit, while the average value of \( u_n \) will be related to the eigenvalue \( e^{i \alpha} \) of \( W \) via \( u_n = \exp(i \beta \alpha / N) \).
2.4. Lattice dynamics

There is a beautiful discrete time evolution that can be defined in terms of the variables introduced above which reproduces the sine–Gordon equation in the classical continuum limit [24]. It is simplest in the case where \( u_n = 1, \ v_n = 1, \ n = 1, \ldots, N \). We will mostly\(^2\) restrict to this case in the rest of this paper.

More general cases were treated in [26,27].

2.4.1. Parametrization of the initial values. As a convenient set of variables let us introduce the observables \( f_k \) defined as

\[
 f_{2n} = e^{-2i\beta\phi_n}, \quad f_{2n-1} = e^{i(\beta/2)(\Pi_n + \Pi_{n-1} - 2\phi_n - 2\phi_{n-1})}. \tag{2.11}
\]

These observables turn out to represent the initial data for time evolution in a particularly convenient way. The quantum operators \( f_n \) which correspond to the classical observables \( f_n \) satisfy the algebraic relations

\[
 f_{2n+1}f_{2n} = q^2 f_{2n+1}f_{2n}, \quad q = e^{-\pi i\beta^2}, \quad f_n f_{n+m} = f_{n+m} f_n \quad \text{for } m \geq 2. \tag{2.12}
\]

There exist simple representations of the algebra (2.12) which may be constructed from the operators \( u_n, v_n \), given by

\[
 f_{2n} = v_n^2, \quad f_{2n-1} = u_n u_{n-1}. \tag{2.13}
\]

The change of variables defined in (2.13) is invertible if \( N \) is odd.

2.4.2. The discrete evolution law. Let us now describe the discrete time evolution proposed by Faddeev and Volkov [24]. Space–time is replaced by the cylindrical lattice

\[
 \mathcal{L} \equiv \{(\nu, \tau), \nu \in \mathbb{Z}/N\mathbb{Z}, \tau \in \mathbb{Z}, \nu + \tau = \text{even}\}.
\]

The condition that \( \nu + \tau \) is even means that the lattice is rhombic: The lattice points closest to \((\nu, \tau)\) are \((\nu \pm 1, \tau + 1)\) and \((\nu \pm 1, \tau - 1)\). We identify the variables \( f_n \) with the initial values of a discrete ‘field’ \( f_{\nu,\tau} \) as

\[
 f_{2r,0} \equiv f_{2r}, \quad f_{2r-1,1} \equiv f_{2r-1}.
\]

One may then extend the definition recursively to all \((\nu, \tau) \in \mathcal{L}\) by means of the evolution law

\[
 f_{\nu,\tau+1} \equiv g_\kappa(qf_{\nu-1,\tau}) \cdot f_{\nu,\tau-1}^{-1} \cdot g_\kappa(qf_{\nu+1,\tau}), \tag{2.14}
\]

with the function \( g \) defined as

\[
 g_\kappa(z) = \frac{\kappa^2 + z}{1 + \kappa^2 z} \tag{2.15}
\]

where \( \kappa \) plays the role of a scale parameter of the theory. We refer the reader to [24] for a nice discussion of the relation between the lattice evolution equation (2.14) and the classical Hirota equation, explaining in particular how to recover the sine–Gordon equation in the classical continuum limit.

\(^2\) Except in section 4.
2.4.3. Construction of the evolution operator. In order to construct the unitary operators \( U \) that generate the time evolution (2.14) let us introduce the function

\[
W_\lambda(q^{2n}) = \prod_{r=1}^n \frac{1 + \lambda q^{2r-1}}{\lambda + q^{2r-1}},
\]

which is cyclic, i.e. defined on \( \mathbb{Z}_p \). The function \( W_\lambda(z) \) is a solution to the functional equation

\[
(z + \lambda)W_\lambda(qz) = (1 + \lambda z)W_\lambda(q^{-1}z),
\]

which satisfies the unitarity relation

\[
(W_\lambda(z))^* = (W_\lambda(z))^{-1}.
\]

Note in particular that \( W_\lambda(z) \) is ‘even’, i.e. \( W_\lambda(z) = W_\lambda(1/z) \). Further properties of this function are collected in appendix A.

Let us then consider the operator \( U \), defined as

\[
U = \prod_{n=1}^N W_{\kappa-2}(f_{2n}) \cdot U_0 \cdot \prod_{n=1}^N W_{\kappa-2}(f_{2n-1}),
\]

where \( U_0 \) is the parity operator that acts as \( U_0 \cdot f_k = f_k^{-1} \cdot U_0 \). It easily follows from (2.17) that \( U \) is indeed the generator of the time evolution (2.14),

\[
f_{\nu,\tau+1} = U^{-1} \cdot f_{\nu,\tau-1} \cdot U.
\]

One of our tasks is to show the integrability of this discrete time evolution.

3. Integrability

The integrability of the lattice sine–Gordon model is known [22, 26, 37, 38]. The most convenient way to formulate it uses the Baxter Q-operators [32]. These operators have been constructed for the closely related chiral Potts model in [28]. By means of the relation between the lattice sine–Gordon model and the Fateev–Zamolodchikov model summarized in appendix D one may adapt these constructions to the formulation used in this paper. For the reader’s convenience we will give a self-contained summary of the construction of the \( T \)- and Q-operators and of their relevant properties in the following section.

3.1. T-operators

As usual in the quantum inverse scattering method, we will represent the family \( Q \) by means of a Laurent polynomial \( T(\lambda) \) which depends on the spectral parameter \( \lambda \). The definition of operators \( T(\lambda) \) for the models in question is standard. It is of the general form

\[
T(\lambda) = \text{tr}_{C^2} M(\lambda), \quad M(\lambda) \equiv L_N(\lambda/\xi_N) \cdots L_1(\lambda/\xi_1),
\]
where we have introduced inhomogeneity parameters $\xi_1, \ldots, \xi_N$ as a useful technical device. The Lax matrix may be chosen as
\[
L_{SG}^n(\lambda) = \kappa_n \left( \frac{i u_n (q^{1/2} \kappa_n v_n + q^{1/2} \kappa_n^{-1} v_n^{-1})}{\lambda_n v_n^{-1} - \lambda_n^{-1} v_n} \lambda_n v_n - \lambda_n^{-1} v_n^{-1} \right) + i u_n^{-1} (q^{1/2} \kappa_n^{-1} v_n + q^{-1/2} \kappa_n v_n^{-1}) \right).
\]
(3.2)

An important motivation for the definitions (3.1) and (3.2) comes from the fact that the Lax matrix $L_{SG}^n(\lambda)$ reproduces the Lax connection $U(x)$ in the continuum limit.

The elements of the matrix $M(\lambda)$ will be denoted by
\[
M(\lambda) = \begin{pmatrix}
A(\lambda) & B(\lambda) \\
C(\lambda) & D(\lambda)
\end{pmatrix}.
\]
(3.3)

They satisfy commutation relations that may be summarized in the form
\[
R(\lambda/\mu)(M(\lambda) \otimes 1)(1 \otimes M(\mu)) = (1 \otimes M(\mu))(M(\lambda) \otimes 1)R(\lambda/\mu),
\]
(3.4)

where the auxiliary $R$-matrix is given by
\[
R(\lambda) = \begin{pmatrix}
q\lambda - q^{-1}\lambda^{-1} & q - q^{-1} \\
\lambda - \lambda^{-1} & q - q^{-1} \\
q - q^{-1} & \lambda - \lambda^{-1} \\
q\lambda - q^{-1}\lambda^{-1}
\end{pmatrix}.
\]
(3.5)

It will be useful for us to regard the definition (3.1) as the construction of operators which generate a representation $\mathcal{R}_N$ of the so-called Yang–Baxter algebra defined by the quadratic relations (3.4). The representation $\mathcal{R}_N$ is characterized by the $4N$ parameters $\kappa = (\kappa_1, \ldots, \kappa_N)$, $\xi = (\xi_1, \ldots, \xi_N)$, $u = (u_1, \ldots, u_N)$ and $v = (v_1, \ldots, v_N)$.

The fact that the elements of $M(\lambda)$ satisfy the commutation relations (3.4) forms the basis for the application of the quantum inverse scattering method. The mutual commutativity of the $T$-operators,
\[
[T(\lambda), T(\mu)] = 0,
\]
(3.6)

follows from (3.4) by standard arguments. The expansion of $T(\lambda)$ into powers of $\lambda$ produces $N$ algebraically independent operators $T_1, \ldots, T_N$. Our main objective in the following will be the study of the spectral problem for $T(\lambda)$. The importance of this spectral problem follows from the fact that the time evolution operator $U$ of the lattice sine–Gordon model will be shown to commute with $T(\lambda)$ in the next section.

### 3.2. Q-operators

Let us now introduce the Baxter $Q$-operators $Q(\mu)$. These operators are mutually commuting for arbitrary values of the spectral parameters $\lambda$ and $\mu$, and satisfy a functional relation of the form
\[
T(\lambda)Q(\lambda) = a(\lambda)Q(q^{-1}\lambda) + d(\lambda)Q(q\lambda),
\]
(3.7)

with $a(\lambda)$ and $d(\lambda)$ being certain model-dependent coefficient functions. The generator of lattice time evolution will be constructed from the specialization of the $Q$-operators to certain values of the spectral parameter $\lambda$, making the integrability of the evolution manifest.
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3.2.1. Construction. In order to construct the Q-operators let us introduce the following
renormalized version of the function $W_{\lambda}(z)$:

$$w_{\lambda}(q^{2n}) = \prod_{r=1}^{n} \frac{1 + \lambda q^{2r-1}}{\lambda + q^{2r-1}} \prod_{r=1}^{l} \frac{\lambda + q^{2r-1}}{1 + q^{2r-1}},$$  \hspace{1cm} (3.8)

The function $w_{\lambda}(z)$ is the unique solution to the functional equation (2.17) which is a
polynomial of order $l$ in $\lambda$ and which satisfies the normalization condition $w_1(q^{2n}) = 1$.

The Q-operators can then be constructed in the from

$$Q(\lambda, \mu) = Y(\lambda) \cdot (Y(\mu^*))^\dagger,$$  \hspace{1cm} (3.9)

where $Y(\lambda)$ is defined by its matrix elements $Y_{\lambda}(z, z') \equiv \langle z | Y(\lambda) | z' \rangle$ which read

$$Y_{\lambda}(z, z') = \prod_{n=1}^{N} \bar{w}_{\lambda(\kappa_n, \xi_n)}(z_n/z_n') w_{\epsilon \lambda(\kappa_n/\xi_n)}(z_n z_{n+1}'),$$  \hspace{1cm} (3.10)

where $\epsilon = -i q^{-1/2}$, and $\bar{w}_{\lambda}(z)$ is the discrete Fourier transformation of $w(z)$,

$$\bar{w}_{\lambda}(z) = \frac{1}{p} \sum_{r=-l}^{l} z^r w_{\lambda}(q^r), \hspace{1cm} w_{\lambda}(y) = \sum_{r=-l}^{l} y^{-r} \bar{w}_{\lambda}(q^r).$$  \hspace{1cm} (3.11)

Note in particular the normalization condition $\bar{w}_1(q^r) = \delta_{r,0}$.

Despite the fact that $Q(\lambda, \mu)$ is symmetric in $\lambda$ and $\mu$, $Q(\lambda, \mu) = Q(\mu, \lambda)$ as follows from the identity (B.6) proven in appendix B, we will mostly consider $\mu$ as a fixed
parameter which will later be chosen conveniently. This being understood we will henceforth write $Q(\lambda)$ whenever the dependence of $Q(\lambda, \mu)$ on $\mu$ is not of interest.

3.2.2. Properties

Theorem 1. Properties of T- and Q-operators

(A) Analyticity. The operator $\lambda^{\tilde{N}} T(\lambda)$ is a polynomial in $\lambda^2$ of degree $\tilde{N} := N + e_N - 1$
while the operator $Q(\lambda)$ is a polynomial in $\lambda$ of maximal degree $2\tilde{N}$. In the case of $\tilde{N}$ odd, the operators $Q_{2\tilde{N}} := \lim_{\lambda \to -\infty} \lambda^{-2\tilde{N}} Q(\lambda)$ and $Q_0 := Q(0)$ are invertible operators and the
normalization of the Q-operator can be fixed by $Q_{2\tilde{N}} = \text{id}$.

(B) The Baxter equation. The operators $T(\lambda)$ and $Q(\lambda)$ are related by the Baxter equation

$$T(\lambda)Q(\lambda) = a_N(\lambda) Q(q^{-1}\lambda) + d_N(\lambda) Q(q\lambda),$$  \hspace{1cm} (3.12)

with coefficient functions

$$a_N(\lambda) = (-i)^N \prod_{r=1}^{N} \kappa_r/\lambda_r (1 + iq^{-1/2} \lambda_r \kappa_r) (1 + iq^{-1/2} \lambda_r/\kappa_r),$$

$$d_N(\lambda) = (+i)^N \prod_{r=1}^{N} \kappa_r/\lambda_r (1 - iq^{1/2} \lambda_r \kappa_r) (1 - iq^{1/2} \lambda_r/\kappa_r).$$  \hspace{1cm} (3.13)

Here, we use the notation $e_N = 1$ for even $N$, $e_N = 0$ otherwise.
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(C) **Commutativity**

\[
\begin{align*}
[Q(\lambda), Q(\mu)] &= 0, \\
[T(\lambda), Q(\mu)] &= 0,
\end{align*}
\]  
\(\forall \lambda, \mu.\)  
\((3.14)\)

(S) **Self-adjointness.** Under the assumption of \(\xi_r\) and \(\kappa_r\) being real or imaginary numbers, the following holds:

\[(T(\lambda))^\dagger = T(\lambda^*), \quad (Q(\lambda))^\dagger = Q(\lambda^*).\]  
\((3.15)\)

For the reader's convenience we have included a self-contained proof in appendix B.

It follows from these properties that \(T(\lambda)\) and \(Q(\mu)\) can be diagonalized simultaneously for all \(\lambda, \mu\). The eigenvalues \(Q(\lambda)\) of \(T(\lambda)\) must satisfy

\[t(\lambda)Q(\lambda) = a_N(\lambda)Q(q^{-1}\lambda) + d_N(\lambda)Q(q\lambda).\]  
\((3.16)\)

It follows from the property (A) of \(Q(\lambda)\) that any eigenvalue \(Q(\lambda)\) must be a polynomial of order \(2lN\) normalized by the condition \(Q_{2lN} = 1\). Such a polynomial is fully characterized by its zeros \(\lambda_1, \ldots, \lambda_{2lN}\).

\[Q(\lambda) = \prod_{k=1}^{2lN}(\lambda - \lambda_k).\]  
\((3.17)\)

It follows from the Baxter equation (3.16) that the zeros must satisfy the Bethe equations

\[\frac{a(\lambda_r)}{d(\lambda_r)} = -\prod_{s=1}^{2lN} \frac{\lambda_s - \lambda_rq}{\lambda_s - \lambda_rq/q}.\]  
\((3.18)\)

What is not clear at this stage is whether for each solution of the Bethe equations (3.18) there does indeed exist an eigenstate of \(T(\lambda)\) and \(Q(\mu)\). In order to show that this is the case we need a method for constructing eigenstates from solutions to (3.18). The separation of variables method will give us such a construction, replacing the algebraic Bethe ansatz in the cases that we consider.

### 3.3. Integrability

In order to recover the light-cone dynamics discussed in section 2.4, let us temporarily return to the homogeneous case where \(\xi_n = 1\) and \(\kappa_n = \kappa\) for \(n = 1, \ldots, N\). Let us note that the operators \(Y(\lambda)\) simplify when \(\lambda\) is sent to 0 or \(\infty\). Multiplying by suitable normalization factors one finds the unitary operators

\[Y_0 \equiv \gamma_0^N Y(0) \quad \text{and} \quad Y_\infty \equiv \lim_{\mu \to \infty} \gamma_\infty^N \mu^{-2lN} Y(\mu),\]

where \(\gamma_0 = \prod_{r=1}^l (1 - q^{4r})\) and \(\gamma_\infty = (-1)^l q^l \prod_{r=1}^l (1 - q^{4r-2})\). The operators \(Y_0\) and \(Y_\infty\) have the simple matrix elements

\[\begin{align*}
\langle z | Y_0 | z' \rangle &= \prod_{n=1}^N q^{-2k_n(k'_n+k'_{n+1})}, \\
\langle z | Y_\infty | z' \rangle &= \prod_{n=1}^N q^{2k_n(k'_n+k'_{n+1})},
\end{align*}\]

if \(z = (q^{2k_1}, \ldots, q^{2k_N}), z' = (q^{2k'_1}, \ldots, q^{2k'_N})\).

And

\[Q^+(\lambda) = Y(\lambda) \cdot Y_\infty^\dagger, \quad Q^-(\lambda) = (Y(\lambda) \cdot Y_0^\dagger)^{-1}.\]  
\((3.20)\)

\[\text{doi:10.1088/1742-5468/2010/09/P09014}\]
Integrability follows immediately from the following observation:

\[ U = \alpha \kappa U^+ \cdot U^-, \quad U^+ = Q^+(1/\kappa \epsilon), \quad U^- = Q^-(\kappa/\epsilon), \]  

(3.21)

where \( \alpha \kappa \equiv \prod_{r=1}^l (1 - q^{4r-2})^{2N}/(\kappa^2 - q^{4r-2})^{2N} \). The proof can be found in appendix B.

It is very important to remark that there is of course no problem in constructing time evolution operators in the inhomogeneous cases by specializing the spectral parameter of the Q-operator in a suitable way. We are just not able to represent the time evolution as simply as in (2.14). One will still have a lattice approximation to the time evolution in the continuum field theory as long as the inhomogeneity parameters are scaled to unity in the continuum limit.

4. Separation of variables I—statement of the results

The separation of variables (SOV) method of Sklyanin [29]–[31] as developed for the lattice sine–Gordon model in this section will allow us to take an important step towards the simultaneous diagonalization of the T- and Q-operators.

The separation of variables method is based on the observation that the spectral problem for \( T(\lambda) \) simplifies considerably if one works in an auxiliary representation where the commutative family \( B(\lambda) \) of operators introduced in (3.3) is diagonal. In the following subsection we will discuss a family of representations of the Yang–Baxter algebra (3.4) that has this property. We will refer to this class of representations as the SOV representations. We will subsequently show that our original representation introduced in (3.1) and (3.2) is indeed equivalent to a certain SOV representation.

4.1. The SOV representation

The operators representing (3.4) in the SOV representation relevant for the case of a lattice with \( N \) sites will be denoted as

\[ M^{SOV}(\lambda) = \left( \begin{array}{cc} A_N(\lambda) & B_N(\lambda) \\ C_N(\lambda) & D_N(\lambda) \end{array} \right). \]  

(4.1)

We will now describe the representation of the algebra (3.4) in which \( B_N(\lambda) \) acts diagonally.

4.1.1. The spectrum of \( B_N(\lambda) \). By definition, we require that \( B_N(\lambda) \) is represented by a diagonal matrix. In order to parametrize the eigenvalues, let us fix a tuple \( \zeta = (\zeta_1, \ldots, \zeta_N) \) of complex numbers such that \( \zeta_a \neq \zeta_b \) for \( a \neq b \). The vector space \( \mathbb{C}^p \) underlying the SOV representation will be identified with the space of functions \( \Psi(\eta) \) defined for \( \eta \) taken from the discrete set

\[ \mathbb{B}_N \equiv \{(q^{k_1} \zeta_1, \ldots, q^{k_N} \zeta_N); (k_1, \ldots, k_N) \in \mathbb{Z}_p^N\}. \]  

(4.2)

The SOV representation is characterized by the property that \( B(\lambda) \) acts on the functions \( \Psi(\eta), \eta = (\eta_1, \ldots, \eta_N) \in \mathbb{B}_N \), as a multiplication operator,

\[ B_N(\lambda)\Psi(\eta) = n^{\zeta_N} b_\eta(\lambda)\Psi(\eta), \quad b_\eta(\lambda) \equiv \prod_{n=1}^N \prod_{a=1}^{[N]} (\lambda/\eta_a - \eta_a/\lambda); \]  

(4.3)
where \([N] \equiv N - e_N\). We see that \(\eta_1, \ldots, \eta_{[N]}\) represent the zeros of \(b_\eta(\lambda)\). In the case of even \(N\), it turns out that we need a supplementary variable \(\eta_N\) in order to be able to parametrize the spectrum of \(B(\lambda)\).

### 4.1.2. Representation of the remaining operators.

Given that \(B_N(\lambda)\) is represented as in (4.3), it can be shown \([29]-[31]\) that the representation of the remaining operators \(A_N(\lambda), C_N(\lambda), D_N(\lambda)\) is to a large extent determined by the algebra (3.4). First note (see e.g. \([4, appendix C.2]\) for a proof) that the so-called quantum determinant

\[
\det_q(M(\lambda)) \equiv A(\lambda)D(q^{-1}\lambda) - B(\lambda)C(q^{-1}\lambda)
\]  

(4.4)
generates central elements of the algebra (3.4). In the representation defined by (3.1), (3.2) we find that \(\lambda^{2N}\det_q(M(\lambda))\) is a polynomial in \(\lambda^2\) of order \(2N\). We therefore require that

\[
A_N(\lambda)D_N(q^{-1}\lambda) - B_N(\lambda)C_N(q^{-1}\lambda) = \Delta_N(\lambda) \cdot \text{id},
\]  

(4.5)

with \(\lambda^{2N}\Delta_N(\lambda)\) being a polynomial in \(\lambda^2\) of order \(2N\).

The algebra (3.4) furthermore implies that \(A_N(\lambda)\) and \(D_N(\lambda)\) can be represented in the form

\[
A_N(\lambda) = e_Nb_\eta(\lambda) \left[ \frac{\lambda}{\eta_A} T_N^- - \frac{\eta_A}{\lambda} T_N^+ \right] + \sum_{a=1}^{[N]} \prod_{b \neq a} \frac{\lambda/\eta_b - \eta_b/\lambda}{\eta_a/\eta_b - \eta_b/\eta_a} a_N(\eta_a) T_a^-,
\]  

(4.6)

\[
D_N(\lambda) = e_Nb_\eta(\lambda) \left[ \frac{\lambda}{\eta_D} T_N^- - \frac{\eta_D}{\lambda} T_N^+ \right] + \sum_{a=1}^{[N]} \prod_{b \neq a} \frac{\lambda/\eta_b - \eta_b/\lambda}{\eta_a/\eta_b - \eta_b/\eta_a} d_N(\eta_a) T_a^+,
\]  

(4.7)

where \(T_a^\pm\) are the operators defined by

\[
T_a^\pm \Psi(\eta_1, \ldots, \eta_N) = \Psi(\eta_1, \ldots, q^{\pm 1}\eta_a, \ldots, \eta_N).
\]

The expressions (4.6) and (4.7) contain complex-valued coefficients \(\eta_A, \eta_D, a_N(\eta_r)\) and \(d_N(\eta_r)\). The coefficients \(a_N(\eta_r)\) and \(d_N(\eta_r)\) are restricted by the condition

\[
\Delta_N(\eta_r) = a_N(\eta_r)d_N(q^{-1}\eta_r), \quad \forall r = 1, \ldots, N,
\]  

(4.8)

as follows from the consistency of (4.5), (4.3), (4.6) and (4.7). This leaves some freedom in the choice of \(a_N(\eta_r)\) and \(d_N(\eta_r)\) that will be further discussed later.

The operator \(C_N(\lambda)\) is finally unequivocally\(^5\) defined such that the quantum determinant condition (4.5) is satisfied.

---

\(^4\) See \([4]\) for the case of the sinh–Gordon model, which is very similar to the case at hand.

\(^5\) Note that the operator \(B_N(\lambda)\) is invertible except for \(\lambda\) which coincides with a zero of \(B_N\), so in general \(C_N(\lambda)\) is defined by (4.5), just inverting \(B_N(\lambda)\). This is enough to fix in a unique way the operator \(C_N\), it being a Laurent polynomial of degree \([N]\) in \(\lambda\).
4.1.3. Central elements. For the representations in question, the algebra (3.4) has a large centre. For its description let us, following [39], define the average value $O$ of the elements of the monodromy matrix $M^{SOV}(\lambda)$ as

$$O(\Lambda) = \prod_{k=1}^{p} O(q^{k}\lambda), \quad \Lambda = \lambda^{p},$$

where $O$ can be $A_{N}$, $B_{N}$, $C_{N}$ or $D_{N}$.

Proposition 1. The average values $A_{N}(\Lambda)$, $B_{N}(\Lambda)$, $C_{N}(\Lambda)$, $D_{N}(\Lambda)$ of the monodromy matrix $M(\lambda)$ elements are central elements.

The proposition is proven in [39]; see section 5.2 for an alternative proof. The average values are of course unchanged by similarity transformations. They therefore represent parameters of the representation. Let us briefly discuss how these parameters are related to the parameters of the SOV representation introduced above.

First, let us note that $B_{N}(\Lambda)$ is easily found from (4.3) to give the formula

$$B_{N}(\Lambda) = Z_{N}^{N} \prod_{n=1}^{N} K_{n}^{p} \prod_{a=1}^{[N]} (\Lambda/Z_{a} - Z_{a}/\Lambda), \quad Z_{a} = \eta_{a}^{p}, \quad K_{a} = \kappa_{a}^{p}.$$ (4.10)

The values $A_{N}(Z_{r})$ and $D_{N}(Z_{r})$ are related to the coefficients $a_{N}(q^{k}\eta_{r})$ and $d_{N}(q^{k}\eta_{r})$ by

$$A_{N}(Z_{r}) = \prod_{k=1}^{p} a_{N}(q^{k}\eta_{r}), \quad D_{N}(Z_{r}) = \prod_{k=1}^{p} d_{N}(q^{k}\eta_{r}).$$ (4.11)

Note that the condition (4.8) leaves some remaining arbitrariness in the choice of the coefficients $a_{N}(\eta)$, $d_{N}(\eta)$. The gauge transformations

$$\Psi(\eta) \equiv \prod_{r=1}^{N} f(\eta_{r})\Psi'(\eta),$$ (4.12)

induce a change of coefficients

$$a'_{N}(\eta_{r}) = a_{N}(\eta_{r}) \frac{f(q^{-1}\eta_{r})}{f(\eta_{r})}, \quad d'_{N}(\eta_{r}) = d_{N}(\eta_{r}) \frac{f(q^{+1}\eta_{r})}{f(\eta_{r})},$$ (4.13)

but clearly leave $A_{N}(Z_{r})$ and $D_{N}(Z_{r})$ unchanged. The data $A_{N}(Z_{r})$ and $D_{N}(Z_{r})$ therefore characterize gauge-equivalence classes of representations for $A_{N}(\lambda)$ and $D_{N}(\lambda)$ in the form (4.6).

4.2. Existence of a SOV representation for the lattice sine–Gordon model

We are looking for an invertible transformation $W^{SOV}$ that maps the lattice sine–Gordon model defined in the previous sections to a SOV representation,

$$(W^{SOV})^{-1} \cdot M^{SOV}(\lambda) \cdot W^{SOV} = M(\lambda).$$ (4.14)

Constructing $M^{SOV}(\lambda)$ is of course equivalent to the construction of a basis for $H$ consisting of eigenvectors $\langle \eta |$ of $B(\lambda)$,

$$\langle \eta | B(\lambda) = \eta_{N}^{\eta_{N}} b_{\eta}(\lambda) \langle \eta |.$$ (4.15)
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The transformation $W_{SOV}$ is then described in terms of $\langle \eta | z \rangle$ as

$$(W_{SOV} \psi)(\eta) = \sum_{z \in (S_p)^N} \langle \eta | z \rangle \psi(z).$$  \hspace{1cm} (4.16)

The existence of an eigenbasis for $B(\lambda)$ is not trivial since $B(\lambda)$ is not a normal operator. It turns out that such a similarity transformation exists for generic values of the parameters $u, v, \xi$ and $\kappa$.

**Theorem 2 (Existence of a SOV representation for the lattice sine–Gordon model).** For generic values of the parameters $u, v, \xi$ and $\kappa$ there exists an invertible operator $W_{SOV}: \mathcal{H} \rightarrow \mathcal{H}^{SOV}$ which satisfies (4.14).

The proof is given in the following part, section 5. It follows from (4.6) and (4.7) that the wavefunctions $\Psi(\eta) = \langle \eta | t \rangle$ of eigenstates $|t\rangle$ must satisfy the discrete Baxter equations

$$t(\eta_n)\Psi(\eta) = a(\eta_n)T^-_{n}\Psi(\eta) + d(\eta_n)T^+_n\Psi(\eta),$$  \hspace{1cm} (4.17)

where $n = 1, \ldots, N$. Equation (4.17) represents a system of $p^N$ linear equations for the $p^N$ different components $\Psi(\eta)$ of the vector $\Psi$. It may be written in the form $D_t \cdot \Psi = 0$, where $D_t$ is a $p^N \times p^N$ matrix that depends on $t = t(\lambda)$. The condition for the existence of solutions $\det D_t = 0$ is a polynomial equation of order $p^N$ on $t(\lambda)$. We therefore expect to find $p^N$ different solutions, just enough to get a basis for $\mathcal{H}$.

We will return to the analysis of the spectral problem of $T(\lambda)$ in section 6. Let us now describe more precisely the set of values of the parameters for which a SOV representation exists.

**4.3. Calculation of the average values**

The necessary condition for the existence of $W_{SOV}$ is of course the equality

$$M(\Lambda) = M^{SOV}(\Lambda),$$  \hspace{1cm} (4.18)

of the matrices formed out of the average values of $M(\lambda)$ and $M^{SOV}(\lambda)$, respectively. It turns out that $M(\Lambda)$ can be calculated recursively from the average values of the elements of the Lax matrices $L_n(\Lambda)$, which are explicitly given by

$$L_n(\Lambda) = \frac{1}{i^p} \begin{pmatrix} i^p U_n(K_n^2 V_n + V_n^{-1}) & K_n(\Lambda V_n/X_n - X_n/V_n \Lambda) \\ K_n(\Lambda/X_n V_n - X_n V_n/\Lambda) & i^p U_n^{-1}(K_n^2 V_n^{-1} + V_n) \end{pmatrix},$$  \hspace{1cm} (4.19)

where we have used the notation $K_n = \kappa^p_n$, $X_n = \xi_n^p$, $U_n = u_n^p$ and $V_n = v_n^p$. Indeed, we have:

**Proposition 2.** We have

$$M_N(\Lambda) = L_N(\Lambda)L_{N-1}(\Lambda) \cdots L_1(\Lambda).$$  \hspace{1cm} (4.20)

This has been proven in [39]; see section 5.2 for an alternative proof.
The equality (4.18) defines the mapping between the parameters \( u, v, \kappa \) and \( \xi \) of the representation defined in section 3.1 and the parameters of the SOV representation. Formula (4.20) in particular allows us to calculate \( B(\Lambda) \) in terms of \( u, v, \kappa \) and \( \xi \). Equation (4.10) then defines the numbers \( Z_a \equiv \eta_a^p \) uniquely up to permutations of \( a = 1, \ldots, [N] \).

Existence of a SOV representation in particular requires that \( Z_a \neq Z_b \) for all \( a \neq b, a, b = 1, \ldots, [N] \). It can be shown (see section 5.3 below) that the subspace of the space of parameters \( u, v, \kappa \) and \( \xi \) for which this is not the case has codimension at least 1. Sufficient for the existence of a SOV representation is the condition that the representations \( R_M \) exist for all \( M = 1, \ldots, N - 1 \).

5. Separation of variables II—proofs

We will now prove theorem 2 by constructing a set of \( p^N \) linearly independent vectors \( \langle \eta \rangle \) which are eigenvectors of \( B(\lambda) \) with distinct eigenvalues. This will be equivalent to a recursive construction of the matrix of elements \( \langle \eta | z \rangle \) and so of the invertible operator \( W_{SOV} : \mathcal{H} \rightarrow \mathcal{H}^{SOV} \) by relation (4.16).

5.1. Construction of an eigenbasis for \( B(\lambda) \)

We will construct the eigenstates \( \langle \eta \rangle \) of \( B(\lambda) \equiv B_N(\lambda) \) recursively by induction on \( N \). The corresponding eigenvalues \( B(\lambda) \) are parametrized by the tuple \( \eta = (\eta_a)_{a=1, \ldots, N} \) as

\[
B(\lambda) = \eta_N e_N b_\eta(\lambda), \quad b_\eta(\lambda) \equiv \prod_{n=1}^{N} \prod_{a=1}^{N} (\lambda/\eta_a - \eta_a/\lambda). \tag{5.1}
\]

We recall that \( e_N \) is zero for \( N \) odd and 1 for \( N \) even.

In the case \( N = 1 \) we may simply take \( \langle \eta_1 \rangle = \langle v \rangle \), where \( \langle v \rangle \) is an eigenstate of the operator \( v_1 \) with eigenvalue \( v \). It is useful to note that the inhomogeneity parameter determines the subset of \( \mathbb{C} \) on which the variable \( \eta_1 \) lives, \( \eta_1 \in \xi_1 s_p \).

Now assume we have constructed the eigenstates \( \langle \chi \rangle \) of \( B_M(\lambda) \) for any \( M < N \). The eigenstates \( \langle \eta \rangle, \eta = (\eta_N, \ldots, \eta_1) \), of \( B_N(\lambda) \) may then be constructed in the following form:

\[
\langle \eta \rangle = \sum_{\chi_N} \sum_{\chi_1} K_N(\eta|\chi_2; \chi_1) \langle \chi_2 | \otimes \langle \chi_1 |, \tag{5.2}
\]

where \( \langle \chi_2 | \) and \( \langle \chi_1 | \) are eigenstates of \( B_M(\lambda) \) and \( B_{N-M}(\lambda) \) with eigenvalues parametrized as in (5.1) by the tuples \( \chi_2 = (\chi_{2a})_{a=1, \ldots, M} \) and \( \chi_1 = (\chi_{1a})_{a=1, \ldots, N-M} \), respectively. It suffices to consider the cases where \( N - M \) is odd.

It follows from the formula

\[
B_N(\lambda) = A_M(\lambda) \otimes B_{N-M}(\lambda) + B_M(\lambda) \otimes D_{N-M}(\lambda) \\
\equiv A_{2M}(\lambda) B_{1N-M}(\lambda) + B_{2M}(\lambda) D_{1N-M}(\lambda) \tag{5.3}
\]
that the matrix elements $K_N(\eta|\chi;\chi)$ have to satisfy the relations

$$(A_{\lambda M}(\lambda)B_{1N-M}(\lambda) + B_{\lambda M}(\lambda)D_{1N-M}(\lambda))^t K_N(\eta|\chi;\chi)$$

$$= \eta^e_N \prod_{n=1}^{N} k_n \prod_{a=1}^{[N]} (\lambda/\eta_a - \eta_a/\lambda) K_N(\eta|\chi;\chi),$$  

(5.4)

where we used the notation $O^t$ for the transpose of an operator $O$.

Let us assume that

$$\chi_1a^h1 \notin \Delta_1, \chi_2b^h2 \notin \Delta_2 \quad \text{and} \quad \chi_1a^h1 \neq \chi_2b^h2,$$

(5.5)

where $h_i \in \{1, \ldots, p\}$, $a \in \{1, \ldots, N - M\}$, $b \in \{1, \ldots, M\}$ and $\Delta_i$ is the set of zeros of the quantum determinant on the subchain $i$, with $i = 1, 2$. Under these assumptions the previous equations yield recursion relations for the dependence of the kernels in the variables $\chi_1a$ and $\chi_2b$ simply by setting $\lambda = \chi_1a$ and $\lambda = \chi_2b$. Indeed for $\lambda = \chi_1a$ the first term on the left of (5.4) is killed, leading to

$$T_{1a} K_N(\eta|\chi;\chi) d_1(q^{-1}\chi_1a) \chi_1^e N-M i \prod_{n=1}^{N-M} (\chi_1a/\chi_2b - \chi_2b/\chi_1a)$$

$$= K_N(\eta|\chi;\chi) \eta^e N \prod_{b=1}^{[N]} (\chi_1a/\eta_b - \eta_b/\chi_1a),$$

(5.6)

while for $\lambda = \chi_2a$ one finds similarly

$$T_{2a}^+ K_N(\eta|\chi;\chi) d_2(q^{+1}\chi_2a) \chi_2^e \prod_{n=1}^{M} i \prod_{b=1}^{[N]} (\chi_2a/\chi_1b - \chi_1b/\chi_2a)$$

$$= K_N(\eta|\chi;\chi) \eta^e \prod_{b=1}^{[N]} (\chi_2a/\eta_b - \eta_b/\chi_2a).$$

(5.7)

If $M$ is even, we find the recursion relation determining the dependence on $\chi_2M$ by sending $\lambda \to \infty$ in (5.4), leading to

$$T_{2M} K_N(\eta|\chi;\chi) \chi_2^e \prod_{a=1}^{M-1} \chi_2a \prod_{b=1}^{N-M} \chi_1b = K_N(\eta|\chi_2;\chi_1) \prod_{b=1}^{[N]} \frac{1}{\eta_b}.$$  

(5.8)

The recursion relations (5.6) and (5.7) have solutions compatible with the requirement of cyclicity, $(T_{1a})^p = 1$ and $(T_{2a}^+)^p = 1$ for all values of $a$, provided that the algebraic equations

$$D_1(\chi_1a) \chi_1^e \prod_{n=1}^{N-M} \prod_{b=1}^{[N]} (\chi_1a/\chi_2b - \chi_2b/\chi_1a) = (\eta^e_N)^p \prod_{b=1}^{[N]} (\chi_1a/\eta_b - \eta_b/\chi_1a),$$

where $D_1(\chi_1a) \equiv \prod_{k=1}^{p} d_1(\chi_1a)$,  

(5.9)

6 The subspace within the space of parameters where these conditions are not satisfied has codimension at least 1.
and

\[ A_2(\chi_{2a}) = \prod_{n=1}^{M} \prod_{b=1}^{P} \left( \frac{\chi_{2a}^P}{\chi_{1b}^P} - \frac{\chi_{1b}^P}{\chi_{2a}^P} \right) = (\eta_N^{\chi_{2a}})^P \prod_{b=1}^{[N]} \left( \frac{\chi_{2a}^P}{\eta_b^P} - \frac{\eta_b^P}{\chi_{2a}^P} \right), \]

where \( A_2(\chi_{2a}) \equiv \prod_{k=1}^{P} a_2(q^k \chi_{2a}) \),

(5.10)

are satisfied. If \( M \) is even, the recursion relation (5.8) yields the additional relation

\[ \frac{1}{\chi_{2a}^P} \prod_{a=1}^{M-1} \frac{1}{\chi_{2a}^P} \prod_{b=1}^{N-M} \frac{1}{\chi_{1b}^P} = \prod_{b=1}^{N} \frac{1}{\eta_b^P}. \]

(5.11)

We will show in the next subsection that the equations (5.9)–(5.11) completely determine \( \eta_b^P \) in terms of \( \chi_{2a}^P, \chi_{2a}^B \).

By using (4.10) and (6.9) it is easy to see that the conditions (5.9) and (5.10) are nothing but the equations

\[ B_N(\Lambda) = A_M(\Lambda) B_{N-M}(\Lambda) + B_M(\Lambda) D_{N-M}(\Lambda), \]

(5.12)

evaluated at \( \Lambda = \chi_{2a}^P \), and \( \Lambda = \chi_{2a}^B \), respectively. The relation (5.11) follows from (5.12) in the limit \( \lambda \to \infty \). The relations (5.12) are implied by (4.20). We conclude that our construction of \( B(\lambda) \)-eigenstates will work if the representations \( R_N, R_M \) and \( R_{N-M} \) are all non-degenerate. Theorem 2 follows by induction.

5.2. Average value formulae

**Proposition 3.** The average values of the Yang–Baxter generators are central elements which satisfy the following recursive equations:

\[ B_N(\Lambda) = A_M(\Lambda) B_{N-M}(\Lambda) + B_M(\Lambda) D_{N-M}(\Lambda), \]

(5.13)

\[ C_N(\Lambda) = D_M(\Lambda) C_{N-M}(\Lambda) + C_M(\Lambda) A_{N-M}(\Lambda), \]

(5.14)

\[ A_N(\Lambda) = A_M(\Lambda) A_{N-M}(\Lambda) + B_M(\Lambda) C_{N-M}(\Lambda), \]

(5.15)

\[ D_N(\Lambda) = D_M(\Lambda) D_{N-M}(\Lambda) + C_M(\Lambda) B_{N-M}(\Lambda). \]

(5.16)

where \( N - M \) or \( M \) is odd.

**Proof.** In the previous subsection we have proven the existence of SOV representations, i.e. the diagonalizability of the \( B \)-operator. First of all let us point out that \( A(\lambda), B(\lambda), C(\lambda) \) and \( D(\lambda) \) are one-parameter families of commuting operators. This implies that the corresponding average values are functions of \( \Lambda = \lambda^P \).

The fact that \( B_N(\Lambda) \) is central trivially follows from the fact that \( B_N(\lambda) \) is diagonal in the SOV representation, while for the operators \( A \) and \( D \) we have that for \( N \) odd, \( A_N(\lambda) \lambda^{N-1} \) and \( D_N(\lambda) \lambda^{N-1} \) are polynomials in \( \lambda^2 \) of degree \( N - 1 \). It follows that the
special values given by (4.11) characterize them completely:

\[ A_N(\Lambda) = \sum_{a=1}^{[N]} \prod_{b \neq a} \left( \frac{\Lambda/Z_b - Z_b/\Lambda}{Z_a/Z_b - Z_b/Z_a} \right) A_N(Z_a), \]

\[ D_N(\Lambda) = \sum_{a=1}^{[N]} \prod_{b \neq a} \left( \frac{\Lambda/Z_b - Z_b/\Lambda}{Z_a/Z_b - Z_b/Z_a} \right) D_N(Z_a), \]

where \( A_N(Z_a) \) and \( D_N(Z_a) \) are the average values of the coefficients of the SOV representation. In the case of \( N \) even, we just have to add the asymptotic property of \( A_N(\Lambda) \) and \( D_N(\Lambda) \) discussed in appendix C to complete the statement. Finally, the fact that \( C_N(\Lambda) \) is central follows by its diagonalizability in the cyclic representations.

Now the above recursive formulae (5.13)–(5.16) are a simple consequence of the centrality of the average values of the monodromy matrix elements. Let us consider only the case of the average value of \( A_N(\Lambda) \). We have the expansion

\[ A_N(\Lambda) = A_{2M}(\Lambda) A_{1N-M}(\Lambda) + B_{2M}(\Lambda) C_{1N-M}(\Lambda), \]

in terms of the entries of the monodromy matrix of the subchains 1 and 2 with \((N - M)\) sites and \( M \) sites, respectively. It follows directly from definition (4.9) of the average value together with (5.18) that \( A_N(\Lambda) \) can be represented in the form

\[ A_N(\Lambda) = A_{2M}(\Lambda) A_{1N-M}(\Lambda) + B_{2M}(\Lambda) C_{1N-M}(\Lambda) + \Delta_N(\Lambda) \]

where \( \Delta_N(\Lambda) \) is a sum over monomials which contain at least 1 and at most \( p - 2 \) factors of \( A_{2M}(\lambda q^n) \). As before, we may work in a representation where the \( B_{2M}(\lambda q^n) \) are diagonal, spanned by the states \( \langle \chi_2 \rangle \) introduced in the previous subsection. As the factors \( A_{2M}(\lambda q^n) \) contained in \( \Delta_N(\Lambda) \) produce states with modified eigenvalue of \( B_{2M}(\lambda q^n) \), none of the states produced by acting with \( \Delta_N(\Lambda) \) on \( \langle \chi_2 \rangle \) can be proportional to \( \langle \chi_2 \rangle \). This will be in contradiction to the fact that \( A_N(\Lambda) \) is central unless \( \Delta_N(\Lambda) = 0 \).

5.3. The non-degeneracy condition

**Proposition 4.** The condition \( Z_r = Z_s \) for certain \( r \neq s \) with \( r, s \in \{1, \ldots, [N]\} \) defines a subspace in the space of the parameters \( \{\kappa_1, \ldots, \kappa_N, \xi_1, \ldots, \xi_N\} \in \mathbb{C}^{2N} \) of codimension at least 1.

**Proof.** The parameters \( Z_r \) are related to the expectation value \( B_N(\Lambda) \) by means of the equation

\[ B_N(\Lambda) = Z_N^N \prod_{n=1}^{N} \frac{K_n}{p} \prod_{a=1}^{[N]} (\Lambda/Z_a - Z_a/\Lambda). \]

It follows from (4.20) and (4.19) that \( B_N(\Lambda) \) is a Laurent polynomial in \( X_n \) that depends polynomially on each of the parameters \( K_n \). Equation (5.20) defines the tuple \( Z = (Z_1, \ldots, Z_{[N]}) \) uniquely up to permutations of \( Z_1, \ldots, Z_{[N]} \) as a function of the parameters \( X = (X_1, \ldots, X_N) \) and \( K = (K_1, \ldots, K_N) \). We are going to show that

\[ J(X; K) \equiv \det \left( \frac{\partial Z_r}{\partial X_s} \right)_{r,s=1,\ldots,[N]} \neq 0. \]

It should be noted that for even \( N \), it is indeed sufficient to consider the dependence w.r.t. \( X_1, \ldots, X_{N-1} \).
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The functional dependence\(^8\) of the \(Z_1, \ldots, Z_{[N]}\) w.r.t. the parameters \(K\) implies that it is sufficient to show that \(J(X; K) \neq 0\) for special values of \(K\) in order to prove that \(J(X; K) \neq 0\) except for values of \(K\) within a subset of \(\mathbb{C}^N\) of dimension less than \(N\).

Let us choose \(K_n = i^n\) for \(n = 1, \ldots, [N]\); then the average values (4.19) of the Lax operators simplify to

\[
\mathcal{L}^{SG}_n(\lambda) = \begin{pmatrix} 0 & \lambda/X_n - X_n/\lambda \\ \lambda/X_n - X_n/\lambda & 0 \end{pmatrix}.
\]  

Inserting this into (4.20) yields

\[
B_N(\lambda) = (K_N^2 + 1)^N \prod_{n=1}^{[N]} (\lambda/X_n - X_n/\lambda).\]  

The fact that \(J(X; K) \neq 0\) follows for the case under consideration easily from (5.23).

Whenever \(J(X; K) \neq 0\), we have invertibility of the mapping \(Z = Z(X_1, \ldots, X_{[N]}).\) The claim follows from this observation. \(\square\)

6. The spectrum—odd number of sites

Let us now return to the analysis of the spectrum of the model. For simplicity we will consider here the case of odd \(N\), while we will discuss the case of even \(N\) in the next section.

The existence of the SOV representation allows one to reformulate the spectral problem for \(T(\lambda)\) as the problem of finding all solutions of the discrete Baxter equations (4.17).

This equation may be written in the form

\[
D_r \Psi(\eta) = 0, \quad D_r \equiv a(\eta_r)T_r^- + d(\eta_r)T_r^+ - t(\eta_r),
\]  

where \(r = 1, \ldots, N\). Previous experience with the SOV method suggests considering the ansatz

\[
\Psi(\eta) = \prod_{r=1}^N Q_t(\eta_r),
\]  

where \(Q_t(\lambda)\) is the eigenvalue of the corresponding Q-operator which satisfies the functional Baxter equations

\[
t(\lambda)Q_t(\lambda) = a_N(\lambda)Q_t(q^{-1}\lambda) + d_N(\lambda)Q_t(q\lambda).
\]  

This approach will turn out to work, but in a way that is more subtle than in previously analysed cases.
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6.1. States from solutions of the Baxter equation

First, in the present case it is not immediately clear whether the functional Baxter equation (6.3) and the discrete Baxter equation (6.1) are compatible. The question is whether one can always assume that the coefficients $a(\eta_r)$ and $d(\eta_r)$ in (6.1) coincide with the coefficients $a_N(\eta_r)$, $d_N(\eta_r)$ appearing in the functional equation (6.3) satisfied by the $Q$-operator. The key point to observe is contained in the following lemma.

**Lemma 1.** Let $A_N(\Lambda)$ and $D_N(\Lambda)$ be the average values of the coefficients $a_N(\lambda)$ and $d_N(\lambda)$ of the Baxter equation (6.3):

$$A_N(\Lambda) \equiv \prod_{k=1}^{p} a_N(q^k \lambda), \quad D_N(\Lambda) \equiv \prod_{k=1}^{p} d_N(q^k \lambda).$$

We then have

$$A_N(\Lambda) = A_N(\Lambda) - B_N(\Lambda), \quad D_N(\Lambda) = A_N(\Lambda) + B_N(\Lambda).$$

**Proof.** The claim is checked for $N = 1$ by straightforward computation. Let us assume now that the statement holds for $N - 1$ and let us show it for $N$. The average values $A_N(\Lambda)$ and $D_N(\Lambda)$ satisfy by definition the factorization

$$A_N(\Lambda) = A_1^{(N)}(\Lambda) A_{N-1}^{(N-1,\ldots,1)}(\Lambda), \quad D_N(\Lambda) = D_1^{(N)}(\Lambda) D_{N-1}^{(N-1,\ldots,1)}(\Lambda),$$

where the superscripts relate to the quantum sites involved while the subscripts relate to the total number of sites. We can use now the induction hypothesis to get the result:

$$A_N(\Lambda) = (A_1^{(N)}(\Lambda) - B_1^{(N)}(\Lambda))(A_{N-1}^{(N-1,\ldots,1)}(\Lambda) - B_{N-1}^{(N-1,\ldots,1)}(\Lambda)) = A_N(\Lambda) - B_N(\Lambda),$$

$$D_N(\Lambda) = (A_1^{(N)}(\Lambda) + B_1^{(N)}(\Lambda))(A_{N-1}^{(N-1,\ldots,1)}(\Lambda) + B_{N-1}^{(N-1,\ldots,1)}(\Lambda)) = A_N(\Lambda) + B_N(\Lambda),$$

where in the last formulae we have used (4.20) together with the fact that $A_N(\Lambda) = D_N(\Lambda)$ and $B_N(\Lambda) = C_N(\Lambda)$ for $u_n = 1, v_n = 1, n = 1, \ldots, N$. 

The lemma implies in particular that

$$A_N(Z_r) = A_N(Z_r), \quad D_N(Z_r) = D_N(Z_r),$$

for all $r = 1, \ldots, N$. We may therefore always find a gauge transformation (4.13) such that the coefficients $a_N(\eta_r)$ and $d_N(\eta_r)$ in (6.1) become equal to

$$a_N(\eta_r) = a_N(\eta_r), \quad d_N(\eta_r) = d_N(\eta_r),$$

respectively. So from now on we will denote also the coefficients in (4.17) with $a$ and $d$ omitting the index $N$ unless necessary. The ansatz (6.2) therefore does indeed yield an eigenstate of $T(\lambda)$ for each solution $Q_t(\lambda)$ of the functional Baxter equation (3.16). We are going to show that all eigenstates can be obtained in this way.
6.2. Non-degeneracy of $T(\lambda)$-eigenvalues

In order to analyse the equations (6.1), let us note that the matrix representation of the operator $D_r$ defined in (6.1) is block diagonal with blocks labelled by $n = 1, \ldots, N$. Let $\Psi_n(\eta) \in \mathbb{C}^p$ be the vector with components

$$
\Psi_{n,k}(\eta) = \Psi(\eta_1, \ldots, \eta_{n-1}, \zeta_n q^k, \eta_{n+1}, \ldots, \eta_N).
$$

Equation (6.1) is then equivalent to the set of linear equations

$$
D^{(r)} \cdot \Psi_r(\eta) = 0, \quad r = 1, \ldots, N.
$$

(6.11)

where $D^{(r)}$ is the $p \times p$ matrix

$$
\begin{pmatrix}
t(\zeta_r) & -d(\zeta_r) & 0 & \cdots & 0 & -a(\zeta_r) \\
-a(q\zeta_r) & t(q\zeta_r) & -d(q\zeta_r) & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -a(q^{2l-1}\zeta_r) & t(q^{2l-1}\zeta_r) & -d(q^{2l-1}\zeta_r) \\
-d(q^{2l}\zeta_r) & 0 & \cdots & 0 & -a(q^{2l}\zeta_r) & t(q^{2l}\zeta_r)
\end{pmatrix}
$$

(6.12)

The equation (6.11) can have solutions only if $\det(D^{(r)}) = 0$. The determinant $\det(D^{(r)})$ is a polynomial of degree $p$ in each of the $N$ coefficients of the polynomial $t(\lambda)$.

**Proposition 5.** Given that $\det(D^{(r)}) = 0$, the dimension of the space of solutions to the equation (6.11) for any $r = 1, \ldots, N$ is 1 for generic values of the parameters $\xi$ and $\kappa$.

**Proof.** Let us decompose the $p \times p$ matrix $D^{(r)}$ into the block form

$$
D^{(r)} = \begin{pmatrix}
v^{(r)} \\
d^{(r)}
\end{pmatrix}
\begin{pmatrix}
E^{(r)} \\
w^{(r)}
\end{pmatrix},
$$

(6.13)

where the submatrix $E^{(r)}$ is a $(p - 1) \times (p - 1)$ matrix, $v^{(r)}$ and $w^{(r)}$ are column and row vectors with $p - 1$ components, respectively. We assume that $\det(D^{(r)}) = 0$, so the existence of a solution to $D^{(r)} \Psi = 0$ is ensured. It is easy to see that the equation $D^{(r)} \Psi = 0$ has a unique solution provided that $\det(E^{(r)}) \neq 0$.

It remains to show that $\det(E^{(r)}) \neq 0$ holds for generic values of the parameters $\xi$ and $\kappa$. To this end let us observe that the coefficients $a(q^k \zeta_r)$ and $d(q^k \zeta_r)$ appearing in (6.11) depend analytically on the parameters $\kappa$. If $\det(E^{(r)}) = 0$ is not identically zero, it can therefore only vanish at isolated points. It therefore suffices to prove the statement in a neighbourhood of the values for the parameters $\kappa$ which are such that

$$
a(\zeta_r) = 0, \quad d(q^{-1}\zeta_r) = 0.
$$

(6.14)

Such values of $\kappa$ and $\xi$ exist: setting $\kappa_n = \pm i$ for $n = 1, \ldots, N$, one finds that

$$
B_N(\Lambda) = \prod_{n=1}^N \left( \Lambda/X_n - X/\Lambda \right),
$$

(6.15)
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which vanishes for $\lambda = q^{1/2}\xi_n$. We may therefore choose $\zeta_n = q^{1/2}\xi_n$. We then find (6.14) from (3.13) and (6.10).

Given that (6.14) holds, it is easy to see that $\det(E^{(r)}) \neq 0$. Indeed, the submatrix $E_{kl}^{(r)}$ is lower triangular if (6.14) is valid, and it has $-d(q^k\zeta_r)$, $k = 0, \ldots, p-2$, as its diagonal elements. It follows that $\det(E^{(r)}) = \prod_{k=0}^{p-2} d(q^k\zeta_r)$ which is always nonzero if (6.14) is satisfied.

The previous results admit the following reformulation which is central for the classification and construction of the spectrum of $T(\lambda)$:

**Theorem 3.** For generic values of the parameters $\kappa$ and $\xi$ the spectrum of $T(\lambda)$ is simple and all the wavefunctions $\Psi_t(\eta)$ can be represented in the factorized form (6.2) with $Q_t$ being the eigenvalue of the $Q$-operator for the eigenstate $|t\rangle$.

The eigenvectors $|t\rangle$ of $T(\lambda)$ are in one-to-one correspondence with the polynomials $Q_t(\lambda)$ of order $2IN$, with $Q_t(0) \neq 0$, which satisfy the Baxter equation (3.16) with $t(\lambda)$ being an even Laurent polynomial in $\lambda$ of degree $N - 1$.

**Proof.** Proposition 5 implies that the spectrum of $T(\lambda)$ is simple. Let $|t\rangle$ be an eigenstate of $T(\lambda)$. Self-adjointness and mutual commutativity of $T(\lambda)$ and $Q(\mu)$ imply that $|t\rangle$ is also an eigenstate of $Q(\lambda)$. Let $Q_t(\lambda)$ be the $Q$-eigenvalue for $|t\rangle$. The polynomial $Q_t(\lambda)$ is related to $t(\lambda)$ by the Baxter equation (3.16) which, specialized to the values $\lambda = \eta_r$, yields the equations (6.11). It follows that there must exist nonzero numbers $\nu_r$ such that

$$Q_t(\zeta_r q^k) = \nu_r \Psi_{r,k}(\zeta_1, \ldots, \zeta_N).$$

This implies that the wavefunctions $\Psi(\eta)$ can be represented in the form (6.2) with $Q_t$ being the eigenvalue of the $Q$-operator for the eigenstate $|t\rangle$. \hfill $\Box$

**Remark 1.** It may be worth noting that the equivalence with the Fateev–Zamolodchikov model does not hold for odd number of lattice sites. The spectrum of the two models is qualitatively different, being doubly degenerate in the Fateev–Zamolodchikov model but simple in the lattice sine–Gordon model, as illustrated in appendix D.

### 6.3. Completeness of the Bethe ansatz

Assume that we are given a solution $(\lambda_1, \ldots, \lambda_{2IN})$ of the Bethe equations (3.18). Let us construct the polynomial $Q(\lambda)$ via equation (3.17). Define

$$t(\lambda) := \frac{a(\lambda)Q(q^{-1}\lambda) + d(\lambda)Q(q\lambda)}{Q(\lambda)}.$$  

(6.17)

t(\lambda) is nonsingular for $\lambda = \lambda_k$, $k = 1, \ldots, M$ thanks to the Bethe equations (3.18). The pairs $(Q(\eta_\tau), t(\eta_\tau))$ satisfy the discrete Baxter equation by construction. Inserting this solution into (6.2) produces an eigenstate $|t\rangle$ of the transfer matrix $T(\lambda)$ within the SOV representation.

Note that this choice implies that $v_n \in (-1)^{M/2}q^{1/2}S_p$. 
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Conversely, let $|t⟩$ be an eigenvector of $T(\lambda)$ with eigenvalue $t(\lambda)$. Let $Q'_t(\lambda)$ be the eigenvalue of $Q(\lambda)$ on $|t⟩$. Thanks to the properties of $Q(\lambda)$ listed in theorem 1 one may factorize $Q'_t(\lambda)$ in the form (3.17). The tuple of zeros $(\lambda'_1, \ldots, \lambda'_{2N})$ of $Q'_t(\lambda)$ must satisfy the Bethe equations (3.18) as follows from the Baxter equation (3.12) satisfied by $Q(\lambda)$. Inserting $Q'_t(\eta_r)$ into (6.2) produces an eigenstate $|t'⟩$ that must be proportional to $|t⟩$ due to the simplicity of the spectrum of $T(\lambda)$.

It follows that there is a one-to-one correspondence between the solutions to (3.18) and the eigenstates of the transfer matrix (completeness of the Bethe ansatz).

7. The spectrum—even number of sites

We will now generalize these results to the case of a chain with even number $N$ of sites. It turns out that the spectrum of $T(\lambda)$ is degenerate in this case, but the degeneracy is resolved by introducing an operator $\Theta$ which commutes with both $T(\lambda)$ and $Q(\lambda)$. The joint spectrum of $T(\lambda)$, $Q(\lambda)$ and $\Theta$ is found to be simple.

7.1. The $\Theta$-charge

In the case of a lattice with even $N$ quantum sites, we can introduce the operator

$$\Theta = \prod_{n=1}^{N} \nu_{n}^{(-1)^{1+n}}.$$  

(7.1)

**Proposition 6.** $\Theta$ commutes with the transfer matrix and satisfies the following commutation relations with the entries of the monodromy matrix:

$$\Theta C(\lambda) = q C(\lambda) \Theta,$$

$$\Theta A(\lambda) = q A(\lambda) \Theta,$$

$$\Theta D(\lambda) = q D(\lambda) \Theta,$$  

(7.2)

(7.3)

**Proof.** The claim can be easily verified explicitly for $N = 2$. The proof for the case of general even $N = 2M$ follows by induction. Indeed,

$$M_{12M} M_{12(N-M)} = \begin{pmatrix}
A_{12M} A_{12(N-M)} + B_{12M} C_{12(N-M)} & A_{12M} B_{12(N-M)} + B_{12M} D_{12(N-M)} \\
C_{12M} A_{12(N-M)} + D_{12M} C_{12(N-M)} & C_{12M} B_{12(N-M)} + D_{12M} D_{12(N-M)}
\end{pmatrix},$$

which easily allows one to deduce that the claim holds if it holds for all $M < N$. \hfill \Box

7.2. $T$–$\Theta$-spectrum simplicity

**Lemma 2.** Let $k \in \{-l, \ldots, l\}$ and $|t_k⟩$ be a simultaneous eigenstate of the transfer matrix $T(\lambda)$ and of the $\Theta$-charge with eigenvalues $t_k(\lambda)$ and $q^k$, respectively; then $\lambda^N t_k(\lambda)$ is a polynomial in $\lambda^2$ of degree $N$ which is a solution of the system of equations

$$\det(D^{(r)}) = 0 \quad \forall r \in \{1, \ldots, [N]\},$$

(7.4)
where the $p \times p$ matrices $D^{(r)}$ are defined in (6.12), with asymptotics of $t_{|k|}(\lambda)$ given by

$$\lim_{\log(\lambda) \to \pm \infty} \lambda^\mp N t_{|k|}(\lambda) = \left( \prod_{a=1}^{N} \frac{k_a \xi^a + 1}{1} \right) \left( q^k + q^{-k} \right).$$

(7.5)

Proof. The fact that the generic eigenvalue of the transfer matrix has to satisfy the system (7.4) has been discussed in section 6; so we have just to verify the asymptotics (7.5) for the $T$-eigenvalue $t_{|k|}(\lambda)$. This follows by the assumption that $|t_k\rangle$ is an eigenstate of $\Theta$ with eigenvalue $q^k$, and by the formulae

$$\lim_{\log \lambda \to \pm \infty} \lambda^\mp N T(\lambda) = \left( \prod_{a=1}^{N} \frac{k_a \xi^a + 1}{1} \right) \left( \Theta + \Theta^{-1} \right),$$

(7.6)

derived in appendix C.

The previous lemma implies in particular the following:

**Theorem 4.** For generic values of the parameters $\kappa$ and $\xi$ the simultaneous spectrum of $T$ and $\Theta$ operators is simple and the generic eigenstate $|t_k\rangle$ of the $T-\Theta$-eigenbasis has a wavefunction of the form

$$\Psi(\eta) = \eta_N^{-k} \prod_{a=1}^{N-1} \psi_{|k|}(\eta_a),$$

(7.7)

where, for any $r \in \{1, \ldots, N - 1\}$, the vector $(\psi_{|k|}(\zeta_r), \psi_{|k|}(\zeta_r q), \ldots, \psi_{|k|}(\zeta_r q^{2l}))$ is the unique (up to normalization) solution of the linear equations (6.11) corresponding to $t_{|k|}(\lambda)$.

Proof. Let us use the SOV construction of $T$-eigenstates and let us observe that an analogue of proposition 5 also holds\(^\dagger\) for even $N$. This implies that the wavefunction $\Psi(\eta)$ can be represented in the form

$$\Psi(\eta) = f_{t_k}(\eta_N) \prod_{a=1}^{N-1} \psi_{|k|}(\eta_a).$$

(7.8)

Finally, using that $|t_k\rangle$ is an eigenstate of $\Theta$ with eigenvalue $q^k$ we get $f_{t_k}(\eta_N) \propto \eta_N^{-k}$. □

Thanks to the explicit construction of the simultaneous $T-\Theta$ eigenstates given in (7.7), we have that the eigenstates of $T(\lambda)$ with $\Theta$-charge eigenvalue 1 are simple, while all the others are doubly degenerate with eigenspaces generated by a pair of $T$-eigenstates with $\Theta$-charge eigenvalues $q^\pm k$.

\(^\dagger\) The proof given previously holds for both the cases of $N$ even and odd, just changing $N$ into $[N]$ everywhere.
7.3. The Q-operator and Bethe ansatz

Let us point out a peculiarity of the Q-operator in the case of an even chain. In order to see this, we need the following lemma which is of interest in its own right.

**Lemma 3.** For a given $t(\lambda)$, there is at most one polynomial of degree $2lN$ which satisfies the Baxter equation (3.16).

**Proof.** Let us define the $q$-Wronskian:
\[
W(\lambda) = Q_1(\lambda)Q_2(q^{-1}\lambda) - Q_2(\lambda)Q_1(q^{-1}\lambda)
\]  
written in terms of two solutions $Q_1(\lambda)$ and $Q_2(\lambda)$ of the Baxter equation; then $W(\lambda)$ satisfies the equation
\[
a(\lambda)W(\lambda) = d(\lambda)T^+W(\lambda).
\]  
(7.10)

Note now that lemma 1 implies
\[
\prod_{k=0}^{2l} a(\lambda q^k) \neq \prod_{k=0}^{2l} d(\lambda q^k), \quad \forall \lambda \notin \mathbb{B}_N,
\]
(7.11)
so for any $\lambda \notin \mathbb{B}_N$ the only solution consistent with cyclicity $(T^+)^p = 1$ is $W(\lambda) \equiv 0$. It is then easy to see that this implies that $Q_1(\lambda) = Q_2(\lambda)$.

Now we can prove the following:

**Proposition 7.** The Q-operators commute with the $\Theta$-charge and $|t_{\pm|k|}\rangle$ are Q-eigenstates with common eigenvalue $Q_{|k|}(\lambda)$ of degree $2lN - k(a_0^+ p + 1)$ in $\lambda$ and a zero of order $k(a_0^- p + 1)$ at $\lambda = 0$, where $a_0^+$ and $a_0^-$ are non-negative integers, while $a_\infty^+$ and $a_\infty^-$ are positive integers.

**Proof.** The commutativity of T-operators and Q-operators implies that the T-eigenspace $\mathcal{L}(|t_{\pm|k|}\rangle)$ corresponding to the eigenvalue $t_{|k|}(\lambda)$ is invariant under the action of Q and so for $k = 0$ any T-eigenspace $|t_0\rangle$ is directly a Q-eigenstate. Let us observe that the self-adjointness of Q implies that in the two-dimensional T-eigenspace $\mathcal{L}(|t_{\pm|k|}\rangle)$ with $k \neq 0$ we can always take two linear combinations of the states $|t_{|k|}\rangle$ and $|t_{-|k|}\rangle$ which are Q-eigenstates. Now thanks to the lemma 3 for fixed T-eigenvalue $t_{|k|}(\lambda)$ the corresponding Q-eigenvalue $Q_{|k|}(\lambda)$ is unique which implies that $|t_{\pm|k|}\rangle$ are themselves Q-eigenstates. The commutativity of the Q-operator with the $\Theta$-charge follows by observing that the $|t_{\pm|k|}\rangle$ define a basis.

Let us complete the proof by showing that the conditions on the polynomial $Q_{|k|}(\lambda)$ stated in the proposition are simple consequences of the fact that the $|t_{\pm|k|}\rangle$ are eigenstates of the $\Theta$-charge with eigenvalues $q^{|\pm|k|}$. Indeed, the compatibility of the asymptotic conditions (7.5) with the TQ Baxter equation implies
\[
\lim_{\lambda \to 0} \frac{Q_{|k|}(\lambda q)}{Q_{|k|}(\lambda)} = q^{\pm|k|}, \quad \lim_{\lambda \to \infty} \frac{Q_{|k|}(\lambda q)}{Q_{|k|}(\lambda)} = q^{-(N\pm|k|)},
\]  
(7.12)
which are equivalent to the conditions on the polynomial $Q_{|k|}(\lambda)$ stated in the proposition.

\(\square\)
The sine–Gordon model revisited: I

Note that the uniqueness of the $Q$-eigenvalue $Q_{|k|}(\lambda)$ corresponding to a given $T$-eigenvalue $t_{|k|}(\lambda)$ implies that each vector $(\psi_{|k|}(\zeta), \psi_{|k|}(\zeta q), \ldots, \psi_{|k|}(\zeta q^{2l}))$ appearing in (7.7) must be proportional to the vector $(Q_{|k|}(\zeta), Q_{|k|}(\zeta q), \ldots, Q_{|k|}(\zeta q^{2l}))$, so the previous results admit the following reformulation:

**Theorem 5.** The pairs of eigenvectors $|t_{|k|}\rangle$ and $|t_{-|k|}\rangle$ of $T(\lambda)$ are in one-to-one correspondence with the polynomials $Q_{|k|}(\lambda)$ of maximal order $2lN$ which have the asymptotics (7.12) and satisfy the Baxter equation (3.16) with $t_{|k|}(\lambda)$ being an even Laurent polynomial in $\lambda$ of degree $N$.

As in the case of $N$ odd, this reformulation allows the classification and construction of the spectrum of $T(\lambda)$ by means of the analysis of the solutions to the system of the Bethe equations.
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**Appendix A. Cyclic solutions of the star–triangle relation**

It will sometimes be convenient for us to identify $\mathbb{Z}_p \equiv \mathbb{Z}/p\mathbb{Z}$ with the subset $S_p = \{q^{2n}; n = -l, \ldots, l\}$ of the unit circle since $q^{2l+1} = 1$.

**A.1. The definition and elementary properties**

**A.1.1. The function $w_\lambda(z)$**. Let us define a function $w_\lambda : S_p \to \mathbb{C}$ by

$$w_\lambda(q^{2n}) = \prod_{r=1}^{n} \frac{1 + \lambda q^{2r-1}}{1 + q^{2r-1}} \prod_{r=1}^{l} \frac{\lambda + q^{2r-1}}{1 + q^{2r-1}}, \quad n = 0, \ldots, p - 1. \quad (A.1)$$

This function is indeed cyclic (defined on $S_p$) since $\prod_{k=1}^{p} (1 - q^{2k}) = 1 - x^p$ implies

$$w_\lambda(q^{2p}) = w_\lambda(q^{4l+2}) = w_\lambda(1). \quad (A.2)$$

The function $w_\lambda(z)$ is the unique solution to the functional equation

$$(z + \lambda)w_\lambda(qz) = (1 + \lambda z)w_\lambda(q^{-1}z), \quad (A.3)$$

which is a polynomial of order $l$ in $\lambda$ and which satisfies the normalization condition

$$w_1(q^n) = 1 \quad \forall \ n \in \mathbb{Z}_p. \quad (A.4)$$

The function $w_\lambda(z)$ satisfies the inversion relation

$$w_\lambda(z)w_{1/\lambda}(z) = \chi_\lambda, \quad \chi_\lambda = \lambda^{-l} \prod_{r=1}^{l} \frac{(\lambda + q^{2r-1})(1 + \lambda q^{2r-1})}{(q^{2r-1} + 1)^2}. \quad (A.5)$$
A.1.2. The function $\bar{w}_\lambda(z)$. Let us also introduce the function $\bar{w}_\lambda(z)$ as the discrete Fourier transformation of $w_\lambda$,

$$\bar{w}_\lambda(z) = \frac{1}{p} \sum_{k=-l}^{l} z^k w_\lambda(q^k).$$  \hfill (A.6)

$\bar{w}_\lambda(z)$ can be characterized as the unique solution to the functional relation

$$(1 - \lambda qz)\bar{w}_\lambda(qz) = (z - q\lambda)\bar{w}_\lambda(q^{-1}z),$$ \hfill (A.7)

which is a polynomial of order $l$ in $\lambda$ and which satisfies the normalization condition $\bar{w}_1(q^n) = \delta_{n,0}$. It may therefore be represented by the product

$$\bar{w}_\lambda(q^{2n}) = \prod_{r=1}^{n} \frac{q\lambda - q^{2r-1}}{\lambda q^{2r-1} - 1} \prod_{s=1}^{l} \frac{\lambda q^{2s-1}}{q^{2s} - 1}.$$ \hfill (A.8)

It is also useful to observe that $\bar{w}_\lambda$ and $w_\lambda$ are related by complex conjugation as follows:

$$(w_{\epsilon\lambda}(z))^* = \bar{w}_{\epsilon\lambda^*}(z) \prod_{s=1}^{l} \frac{1 - q^{2s}}{1 + q^{2s-1}}.$$ \hfill (A.9)

This relation makes it easy to deduce properties of $\bar{w}_\lambda$ from those of $w_\lambda$.

A.1.3. Further functional relations. Let us list further functional relations satisfied by the function $w_\lambda(z)$:

$$(\lambda + z)w_\lambda(qz) = q^{l^2+l+1/2}z^{l+1/2}(1 + q\lambda)w_\lambda(z),$$

$$(1 + \lambda)w_\lambda(qz) = q^{l^2+l-1/2}(1 + \lambda z)w_\lambda/q(z),$$

$$(1 - q\lambda)\bar{w}_\lambda(qz) = q^{-l^2-lz^{-1/2}}(z - q\lambda)\bar{w}_\lambda(z),$$

$$(1 - q\lambda z)\bar{w}_\lambda(qz) = q^{-l^2-lz^{1/2}}(1 - \lambda)\bar{w}_\lambda/q(z).$$  \hfill (A.10)

These relations play a key role in the derivation of the Baxter equation (3.12).

A.2. The star–triangle relation

One of the most important properties of the function $w_\lambda(x)$ is the star–triangle relation [25]

$$\sum_{x \in \mathbb{S}_p} \bar{w}_\alpha(x/u)w_{\alpha\beta}(x/v)\bar{w}_\beta(x/w) = \bar{w}_\alpha(w/v)\bar{w}_{\alpha\beta}(u/w)w_\beta(v/u);$$ \hfill (A.11)

see [27] for an elegant proof and references to related work. We are mainly going to use the following consequence of (A.11) called the exchange relation:

$$\sum_{y \in \mathbb{S}_p} \bar{w}_\alpha(y/u)w_\beta(y/v)\bar{w}_\gamma(y/w)w_\delta(y/x)$$

$$= \frac{w_{\beta/\alpha}(u/v)}{w_{\beta/\alpha}(x/w)} \sum_{y \in \mathbb{S}_p} \bar{w}_\beta(y/u)w_{\alpha}(y/v)\bar{w}_\delta(y/w)w_\gamma(y/x)$$ \hfill (A.12)
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for $\alpha \gamma / \beta \delta = 1$. In order to prove (A.12) let us note the relation

$$\sum_{z \in \mathcal{S}_p} \tilde{w}_\alpha(u/z)\tilde{w}_{1/\alpha}(z/v) = \frac{1}{p} \sum_{k=-l}^{l} (u/v)^k w_\alpha(q^k)w_{1/\alpha}(q^k) = \delta_{u,v} \chi_\alpha, \quad (A.13)$$

since $\chi_\alpha \equiv w_\alpha(z)w_{1/\alpha}(z)$ is independent of $z$. By inserting (A.13) into the left hand side of (A.12) we may therefore calculate

$$\sum_{y \in \mathcal{S}_p} \tilde{w}_\alpha(u/y)w_\beta(y/v)\tilde{w}_\gamma(y/w)w_\delta(x/y)$$

$$= \chi^{-1}_\alpha \sum_{z \in \mathcal{S}_p} \sum_{z' \in \mathcal{S}_p} \tilde{w}_\alpha(y/u)w_\beta(y/v)\tilde{w}_{\beta/\alpha}(y/z) \tilde{w}_{\delta/\gamma}(z/y')w_\delta(y'/x)\tilde{w}_\gamma(y'/w)$$

$$= \chi^{-1}_\alpha \sum_{z \in \mathcal{S}_p} w_\alpha(v/z)\tilde{w}_\beta(z/u)w_{\beta/\alpha}(u/v) w_{\delta/\gamma}(w/x)\tilde{w}_\delta(z/w)\tilde{w}_\gamma(x/z).$$

The sums over $y$ and $y'$ have been carried out with the help of the star–triangle relation (A.11). It remains to recall that $\chi^{-1}_\alpha w_{\delta/\gamma}(w/x) = (w_{\beta/\alpha}(w/x))^{-1}$ to complete the proof of (A.12).

### Appendix B. Properties of the Q-operator

#### B.1. Proof of the Baxter equation

The strategy is similar to [28,32]. Consider

$$T(\lambda) \cdot \langle z|Y(\lambda)|z' \rangle \equiv \langle z|T(\lambda)Y(\lambda)|z' \rangle. \quad (B.1)$$

The operator $T(\lambda)$ is the difference operator obtained by making the replacement $L_n^\text{SG}(\lambda) \rightarrow L_n^\text{SC}(\lambda)$ in (3.1), with $L_n^\text{SC}(\lambda)$ obtained from (B.2) by replacing $u_n$ and $v_n$ by the corresponding multiplication and shift operators $u_n$ and $v_n$ defined in (2.10):

$$L_n^\text{SC} = \frac{\kappa_n}{i} \left(-u_n(\vartheta_n^{-1}v_n - \vartheta_n^{-1}v_n^{-1}) - \lambda_n v_n - \lambda_n^{-1}v_n^{-1}u_n^{-1}(\vartheta_n^{-1}v_n - \vartheta_n^{-1}v_n^{-1})\right). \quad (B.2)$$

In writing (B.2) we have introduced the shorthand notation $\vartheta_n = i q^{1/2} \kappa_n^{-1}$ and $\lambda_n \equiv \lambda/\xi_n$. Note that $T(\lambda)$ acts on the argument $z = (z_1, \ldots, z_N)$ of $Y_\lambda(z,z')$, while it does not act on $z'$. In order to simplify the expression for $T(\lambda)$ we may therefore use a gauge transformation of the form

$$\tilde{L}_n^\text{SG}(\lambda) = g_{n+1}L_n^\text{SG}(\lambda)g_n^{-1}, \quad g_n = \begin{pmatrix} 1 & 0 \\ z_n' & 1 \end{pmatrix}. \quad (B.3)$$

The key point to observe is that

$$\frac{i}{\kappa_n} \tilde{L}_n^\text{SG}(\lambda)_{21} \cdot Y_\lambda(z,z') = \lambda_n^{-1}(z_n + \lambda_n \vartheta_n u_n)(z_n' + \lambda_n \vartheta_n^{-1}u_n^{-1})v_n^{-1} \cdot Y_\lambda(z,z')$$

$$- \lambda_n^{-1}(1 + \lambda_n \vartheta_n z_n^{-1}u_n^{-1})(1 + \lambda_n \vartheta_n^{-1}z_n' u_n) \cdot Y_\lambda(z,z') = 0, \quad (B.4)$$

the last step being an easy consequence of the recursion relations (A.3) and (A.7) satisfied by the functions $w_\lambda(z)$ and $\tilde{w}_\lambda(z)$ which appear in the kernel $Y_\lambda(z,z')$. 
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This is an easy consequence of the exchange relation (A.12), as observed in [28].

Since we have

\[ (\lambda_n - \mu_m) = \lambda_m - \mu_n \]

for all \( n, m = 1, \ldots, N \) we may similarly calculate

\[ \prod_{n=1}^{N} \bar{L}_n^SG(\lambda)_{11} \cdot Y_{\lambda}(z, z') = \prod_{n=1}^{N} \frac{\kappa_n}{1} \left( 1 + q^{-1} \lambda_n \vartheta_n \right) \cdot Y_{q^{-1}\lambda}(z, z'), \]

\[ \prod_{n=1}^{N} \bar{L}_n^SG(\lambda)_{22} \cdot Y_{\lambda}(z, z') = \prod_{n=1}^{N} i \kappa_n \left( 1 + q^{-1} \lambda_n \vartheta_n \right) \cdot Y_{q\lambda}(z, z'). \]

This concludes the proof.

B.2. Proof of the commutativity

The key observation to be made is the fact that the operators \( Y(\lambda) \) satisfy the exchange relation

\[ Y(\lambda) \cdot (Y(\mu^*)) = Y(\mu) \cdot (Y(\lambda^*)) \]

\[ (z|Y(\lambda)(Y(\mu^*))|z') = \sum_{y \in S^N_{\mu}} \prod_{n=1}^{N} \bar{w}_{\lambda_n/\kappa_n}(z_n/y_n) \bar{w}_{\mu_n/\kappa_n}(z_n+1/y_n) \bar{w}_{\mu_{n+1}/\kappa_n}(y_n/z_n) \bar{w}_{\lambda_{n+1}/\kappa_n}(y_n+1/z_n) \]

\[ = \phi_0 \sum_{y \in S^N_{\mu}} \prod_{n=1}^{N} \bar{w}_{\lambda_n/\kappa_n}(z_n/y_n) \bar{w}_{\mu_n/\kappa_n}(y_n/z_n) \bar{w}_{\mu_{n-1}/\kappa_n}(y_n+1/z_n) \bar{w}_{\lambda_{n-1}/\kappa_n}(z_n-1/y_n) \]
\[
\phi_0 \sum_{\gamma \in \mathbb{S}_N^\kappa} \prod_{n=1}^{N} \bar{w}_{\epsilon \mu_n / \kappa_n} (z_n / y_n) w_{\epsilon \lambda_n / \kappa_n} (y_n / z_{n-1}') \equiv 0
\]

where \( \phi_0 \equiv (-1)^{Nq^{2N(t+1)}} \) as follows by formula (A.9). The mutual commutativity of the operators \( Q \) is an easy consequence. Let us furthermore note that \( (a(\lambda))^* = d(\lambda) \) and \( (T(\lambda))^\dagger = T(\lambda) \) for \( \lambda \in \mathbb{R} \). Using (B.6) we may calculate

\[
T(\lambda) \cdot Y(\lambda) \cdot (Y(\mu))^\dagger = [a(\lambda)Y(q^{-1}\lambda) + d(\lambda)Y(q\lambda)] \cdot (Y(\mu))^\dagger
\]

which obviously implies \([T(\lambda), Q(\lambda)] = 0\).

**B.3. Proof of the integrability**

In order to prove (3.21) first note that (3.11) allows us to write

\[
\langle z_n | w_\lambda (f_{2n}) | z_n' \rangle = \sum_{r=-l}^l \langle z_n | f_{2n-r}^- | z_n' \rangle \bar{w}_\lambda(q^r).
\]

Noting that \( \langle q^{2k_n} | f_{2n-r}^- | q^{2k_n'} \rangle = \delta_{r,k_n' - k_n} \) we find that

\[
\langle z_n | w_\lambda (f_{2n}) | z_n' \rangle = \bar{w}_\lambda(z_n / z_n').
\]

Thanks to this identity and (A.4) it is easy to see that

\[
\langle z | Y(1/\kappa \epsilon) | z' \rangle = \prod_{n=1}^{N} \delta_{z_{n},z_{n}} \bar{w}_{\kappa_{n} - 2}(z_{n} / z_{n}') = \langle z | \prod_{n=1}^{N} w_{\kappa_{n} - 2}(f_{2n}) | z' \rangle,
\]

which implies

\[
Q^+(1/\kappa \epsilon) = \prod_{n=1}^{N} w_{\kappa_{n} - 2}(f_{2n}) \cdot Y_\infty^\dagger.
\]

Similarly, note that

\[
\langle z | Y(\kappa / \epsilon) | z' \rangle = \prod_{n=1}^{N} w_{\kappa_{n}}(z_{n} z_{n+1}') = \langle z | \prod_{n=1}^{N} w_{\kappa_{n}}(f_{2n+1}) | z' \rangle,
\]
which implies
\[
Q^- (\kappa/\epsilon) = Y_0 \cdot \prod_{n=1}^{N} (w_{N}^2 (f_{2n+1}))^{-1}.
\]

It remains to notice that \( \mathcal{Y}^{\alpha}_{0} \cdot Y_0 = U_0 \) to conclude the proof. Indeed, using the notation \( z = (q^{2k}, \ldots, q^{2kN}) \) and \( z'' = (q^{2k'}, \ldots, q^{2k'N}) \), we may calculate
\[
\langle z | \mathcal{Y}^{\alpha}_{0} \cdot Y_0 | z'' \rangle = \frac{1}{p_{\alpha}} \sum_{(k'_1, \ldots, k'_N) \in \mathbb{Z}_p^N} \prod_{n=1}^{N} q^{-2k'_n(k_n+k_{n+1})} q^{-2k'_n(k'_n+k''_{n+1})}
\]
\[
= \prod_{n=1}^{N} \delta_{k_n+k_{n+1}+k''_{n+1},0} = \prod_{n=1}^{N} \delta_{k_n,-k''_n}
\]
\[
= \langle z | U_0 | z'' \rangle,
\]
keeping in mind that we consider the case of odd \( N \).

**Appendix C. Asymptotics of Yang–Baxter generators**

From the known form of the Lax operator we derive the following asymptotics for \( \lambda \to +\infty \) and 0 of the generators of the Yang–Baxter algebras.

\( N \) odd: The leading operators are \( B_N(\lambda) \) and \( C_N(\lambda) \) with the following asymptotics:
\[
B_N(\lambda) = \left( \prod_{a=1}^{N} \frac{\eta_a}{\xi_a} \right) \left( \lambda^{N} \prod_{a=1}^{N} \frac{v_a(-1)^{1+a}}{\xi_a} - \lambda^{-N} \prod_{a=1}^{N} \frac{\xi_a v_a(-1)^{1+a}}{} \right) + \text{sub-leading terms}, \quad (C.1)
\]
\[
C_N(\lambda) = \left( \prod_{a=1}^{N} \frac{\eta_a}{\xi_a} \right) \left( \lambda^{N} \prod_{a=1}^{N} \frac{v_a(-1)^{1+a}}{\xi_a} - \lambda^{-N} \prod_{a=1}^{N} \frac{\xi_a v_a(-1)^{1+a}}{} \right) + \text{sub-leading terms}. \quad (C.2)
\]

\( N \) even: The leading operators are \( A_N(\lambda) \) and \( D_N(\lambda) \) with asymptotics:
\[
A_N(\lambda) = \left( \prod_{a=1}^{N} \frac{\eta_a}{\xi_a} \right) \left( \lambda^{N} \prod_{a=1}^{N} \frac{v_a(-1)^{1+a}}{\xi_a} + \lambda^{-N} \prod_{a=1}^{N} \frac{\xi_a v_a(-1)^{1+a}}{} \right) + \text{sub-leading terms}, \quad (C.3)
\]
\[
D_N(\lambda) = \left( \prod_{a=1}^{N} \frac{\eta_a}{\xi_a} \right) \left( \lambda^{N} \prod_{a=1}^{N} \frac{v_a(-1)^{1+a}}{\xi_a} + \lambda^{-N} \prod_{a=1}^{N} \frac{\xi_a v_a(-1)^{1+a}}{} \right) + \text{sub-leading terms}. \quad (C.4)
\]

Note that these asymptotics imply for the SOV representation of the Yang–Baxter generators the following formulae:\(^{11}\):

\( N \) odd:
\[
\left( w^{SOV} \right)^{-1} \left( \prod_{a=1}^{N} v_a(-1)^{1+a} \right) w^{SOV} = \prod_{a=1}^{N} \frac{\xi_a}{\eta_a} \quad (C.5)
\]

\(^{11}\) Note that the transformation \( w^{SOV} \) is meant to act as a similarity transformation in the space of the representation, i.e. \( w^{SOV} \equiv w^{SOV} I \) where \( w^{SOV} \) is a non-trivial operator on space of the states.
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\[ N \text{ even:} \]
\[
\prod_{a=1}^{N} \xi_{a} (w^{SOV})^{-1} \Theta^{-1} w^{SOV} = \left( \eta_{A} \prod_{a=1}^{N-1} \eta_{a} \right) T_{N}, \quad (C.6)
\]
\[
\prod_{a=1}^{N} \xi_{a} (w^{SOV})^{-1} \Theta w^{SOV} = \left( \eta_{D} \prod_{a=1}^{N-1} \eta_{a} \right) T_{N}^{+}. \quad (C.7)
\]

Note that taking the average value of the last two formulae we get for \( N \) odd,
\[
\prod_{a=1}^{N} X_{a} = \prod_{a=1}^{N} V_{a} (-1)^{1+a}, \quad (C.8)
\]
while we get for \( N \) even,
\[
Z_{A} = \langle \Theta \rangle^{-1} \prod_{a=1}^{N-1} Z_{a}^{-1} \prod_{a=1}^{N} X_{a}, \quad Z_{D} = Z_{A} \langle \Theta \rangle^{2}, \quad (C.9)
\]
where \( \langle \Theta \rangle \) is the average value of the charge \( \Theta \).

**Appendix D. Comparison with the Fateev–Zamolodchikov model**

In this appendix we present an explicit comparison between the SG model, studied in this paper, and the Fateev–Zamolodchikov lattice model with \( Z_{p} \) symmetry [25]. The Lax operator which describes the FZ model has the following expression in terms of the Lax operator of the SG model:
\[
L_{n}^{FZ}(\lambda) = L_{n}^{SG}(\lambda) \sigma_{1}. \quad (D.1)
\]

In the case of \( N (=2M) \) even, we can construct a map which transforms the transfer matrix of the SG model into that of the FZ model. Let us introduce the unitary operators
\[
\Omega_{n} u_{n} \Omega_{n} = u_{n}^{-1}, \quad \Omega_{n} v_{n} \Omega_{n} = v_{n}^{-1}, \quad (D.2)
\]
which in the momentum space play the role of parity operators. Then the unitary operator
\[
\pi_{FZ} \equiv \prod_{n=1}^{M} \Omega_{2n} \quad (D.3)
\]
has the following action on the Lax operators:
\[
\pi_{FZ} L_{2n-a}^{SG}(\lambda) \pi_{FZ} = (\sigma_{1})^{1-a} L_{2n-a}^{SG}((-1)^{(1-a)} \lambda) (\sigma_{1})^{1-a}, \quad a = 0, 1 \quad (D.4)
\]
so we get
\[
M_{FZ}^{FZ}(\lambda) = \sigma_{1} \pi_{FZ} M_{FZ}^{SG}(\lambda) \pi_{FZ} \sigma_{1} \rightarrow \begin{cases} T_{FZ}(\lambda) = \pi_{FZ} T_{FZ}^{SG}(\lambda) \pi_{FZ}, \\ Q_{FZ}(\lambda) = \pi_{FZ} Q_{FZ}^{SG}(\lambda) \pi_{FZ}, \end{cases} \quad (D.5)
\]
after the flipping \( \xi_{2n-a} \rightarrow (-1)^{1-a} \xi_{2n-a} \) of the inhomogeneities.

In the case \( N \) odd, the situation is different; the transfer matrices in the two models have different spectra. We use the next two subsections to present an explicit comparison of their spectrum in the special case of \( q^{3} = 1 \) and \( N = 1 \).
D.1. The Q-spectrum in the sine–Gordon model for $q^3 = 1$ and $N = 1$

In this case in the $z$-representation the operator $Q_{SG}(\lambda)$ is a $3 \times 3$ matrix$^{12}$:

$$Q_{SG}(\lambda) \equiv \|z = q^{2(i-1)}|Q_{SG}(\lambda)|z' = q^{2(j-1)}\| \equiv W_{\lambda+}(q^{2(i+j-2)})W_{\lambda-}(q^{2(i-j)})\|_{i,j \in \{1,2,3\}} \text{ (D.6)}$$

and $\lambda_{\pm} \equiv \epsilon \lambda \kappa^{\pm}$. Now, we observe that

$$W_{\lambda}(1) \equiv 1, \quad W_{\lambda}(q^2) = W_{\lambda}(q^4) = \frac{1 + \lambda q}{\lambda + q} \equiv w_{\lambda}, \quad \text{ (D.7)}$$

$$\bar{W}_{\lambda}(1) \equiv 1, \quad \bar{W}_{\lambda}(q^2) = \bar{W}_{\lambda}(q^4) = \frac{\lambda - 1}{\lambda q - q^{-1}} \equiv \bar{w}_{\lambda}, \quad \text{ (D.8)}$$

so in the $z$-representation,

$$Q_{SG}(\lambda) \equiv \begin{pmatrix}
1 & w_{\lambda+}\bar{w}_{\lambda-} & w_{\lambda+}\bar{w}_{\lambda-} \\
\bar{w}_{\lambda+}\bar{w}_{\lambda-} & w_{\lambda+} & \bar{w}_{\lambda+} \\
w_{\lambda+}\bar{w}_{\lambda-} & \bar{w}_{\lambda+} & w_{\lambda+}
\end{pmatrix}. \quad \text{ (D.9)}$$

Then the eigenvalues of $Q_{SG}(\lambda)$ read

$$q^{(SG)}_i(\lambda) = (w_{\lambda+} - \bar{w}_{\lambda-}), \quad q^{(SG)}_{\pm}(\lambda) = \frac{1}{2} \left(1 + w_{\lambda+} + \bar{w}_{\lambda-} \pm \Delta_{\lambda}\right), \quad \text{ (D.10)}$$

with $\Delta_{\lambda} \equiv ((w_{\lambda+} - 1)^2 + 2(w_{\lambda+} - 1)\bar{w}_{\lambda-} + (1 + 8w_{\lambda+}^2)\bar{w}_{\lambda-}^2)^{1/2}$ and clearly $Q_{SG}(\lambda)$ has a simple spectrum for all the values of the local parameter $\kappa \in \mathbb{C}$.

D.2. The Q-spectrum in the Fateev–Zamolodchikov model for $q^3 = 1$ and $N = 1$

In this case in the $z$-representation the operator $Q_{FZ}(\lambda)$ is a $3 \times 3$ matrix$^{13}$:

$$Q_{FZ}(\lambda) \equiv \|z = q^{2(i-1)}|Q_{FZ}(\lambda)|z' = q^{2(j-1)}\| \equiv W_{\lambda}(q^{2(i+j-2)})\bar{W}_{\lambda}(q^{2(i-j)})\|_{i,j \in \{1,2,3\}} \quad \text{ (D.11)}$$

effectively,

$$Q_{FZ}(\lambda) \equiv \begin{pmatrix}
1 & w_{\lambda}\bar{w}_{\lambda} & w_{\lambda}\bar{w}_{\lambda} \\
w_{\lambda}\bar{w}_{\lambda} & 1 & w_{\lambda}\bar{w}_{\lambda} \\
w_{\lambda}\bar{w}_{\lambda} & w_{\lambda}\bar{w}_{\lambda} & 1
\end{pmatrix}. \quad \text{ (D.12)}$$

It is then clear that $Q_{FZ}(\lambda)$ has a degenerate spectrum with eigenvalues

$$q^{(FZ)}_1(\lambda) = 1 + 2w_{\lambda}\bar{w}_{\lambda}, \quad q^{(FZ)}_{\pm}(\lambda) = 1 - w_{\lambda}\bar{w}_{\lambda}. \quad \text{ (D.13)}$$

$^{12}$ Note that to make the comparison with the Q-operator of the FZ model simpler, here we have considered for $Q_{SG}(\lambda)$ the operator $Y(\lambda)$ defined in (3.10), just with a different normalization.

$^{13}$ Here we have rewritten (5.12) of [28] in our notation for $k = 0$. 
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