ComputeOps: Container for High Performance Computing
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Abstract. The High Performance Computing (HPC) domain aims to optimize code in order to use the latest multicore and parallel technologies including specific processor instructions. In this computing framework, portability and reproducibility are key concepts. A way to handle these requirements is to use Linux containers. These "light virtual machines" allow to encapsulate and share applications within its environment in Linux processes. Containers have been recently rediscovered due to their abilities to provide both multi-infrastructure environment for developers and system administrators and reproducibility due to image building file. Two container solutions are emerging: Docker for microservices and Singularity for computing applications. We present here the status of the ComputeOps project which has the goal to study the benefit of containers for HPC applications.

1 Introduction

Containers provide flexible strategies for packaging, deploying and running isolated application processes within multi-user systems, thus enabling scientific reproducibility. The recent re-discovery of Linux containers has given rise to an innovative way to encapsulate and share codes and services.

We will present here a status report of the ComputeOps project, highlighting on the progress made since the last proceeding published for CHEP 2018 [1].

2 Container solution evaluation

Several groups and research groups are partners of the ComputeOps project. Each partner provides skills and/or R&D infrastructures, as well as pilot applications, to tackle the main
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research topics in particle physics and astronomy. A complete description of the partners and the pilot applications can be found in the CHEP 2018 proceeding [1].

A first step of the project was to evaluate the main container solutions available: Docker, Singularity, Rkt, uDocker, Shifter, CharlieCloud and Kata containers [1]. The conclusion of this evaluation has shown that the Singularity [2] solution is the best compromise for the time being. The solution can easily be installed in local clusters and in computing centers and can be used without privileged mode. Singularity is the most widely used container solution in HPC centers and has a large users community. It is also fully compatible with Continuous Integration (CI) which is an important feature for a large community of researchers.

It is however important to note that all these containers solutions are evolving quickly, and some other solutions seem quite promising.

3 Sharing container images

In order to host the container images, catalogues of images such as hubs, registries and marketplaces are traditionally provided in the ecosystem built around a container technology. Catalogues of images are usually linked with source code management tools, hosting the recipe used to build the image in a fully transparent approach.

We will see in this section that other tools may be used for sharing container images between users. An other important aspect will also be approached with the automatic construction of the container image. Indeed, the GitLab [4] source code management tool also provides a Continuous Integration and Continuous Deployment (CI/CD) plateform which allows to automatically build images of applications and deploy them in catalogues of images or directly on infrastructures.

3.1 Hubs, registries and marketplaces

Public hubs such as Docker Hub [5] and Singularity Hub [6] are based on open source solutions and provide a registry service and a web portal. Both hubs offer to users the possibility to use public images and to manage their own container images.

For a specific user community such as the IN2P3 research community [7], private hubs have also started to flourish. They are based on:

- an authentication mechanism relying on a GitLab/GitHub account;
- collections of images for specific projects;
- manageable workflows;
- the ability for users to rate available containers and view recipes.

In order to manage quality and security issues in container images, image scanning can be used in a CI process to check whether the image is compliant with the lastest security releases. Several tools such as Clair [8] and Trivy [9] have been developed during the last years in order to provide a way to search for Common Vulnerabilities Exposures (CVEs) inside container images.

3.2 Filesystem

CernVM-FS [11] (usually referred as CVMFS) is a software distribution system allowing to deploy software on world-wide distributed infrastructures. It has been developed to assist High Energy Physics (HEP) collaborations to deploy their software on all sites where they are running jobs. The software deployment is usually made on one dedicated server (so
Figure 1. CernVM workflow to publish data in CernVM-FS [12].

called stratum-0) which will mirror the software on all the registered servers (see Fig. 1 for the detailed workflow).

CVMFS appears quite convenient for sharing and publishing container images (definition files will however rather be stored in GitLab). The preferred image format will be the Singularity unpacked (directory tree) images as this format will allow I/O optimisation thanks to advanced CVMFS features. This format is breaking the container portability, though the publication workflow will ensure that the image is distributed to all clients.

3.3 A Comprehensive Software Archive Network (CSAN)

In the model of Comprehensive Archive Networks such as CRAN [13] for R, CPAN [14] for Perl or CTAN [15] for TeX, the ComputeOps group is currently working on building a Comprehensive Software Archive Network (CSAN). This CSAN will be based on Singularity [2] and the Guix [16] package manager which will allow a full reproducibility of the container including all the software installed inside it thanks to the Guix package manager. A user-friendly web portal, such as the Microsoft® Azure Container Marketplace (see Fig. 2), will be built to allow users to easily search for containers. Image validation (done by experts) will be required before uploading the images in the CSAN.

The CSAN portal will offer a wide variety of containers provided by the community, validated by experts, to the scientific community. It will allow a substantial gain of time for most of the users, granting them access to containers in a friendly way.

3.4 Continuous integration with containers

Continuous integration (CI), such as the one provided by GitLab, allows to define workflows to automatically build and distribute container images.
The CI workflow involving containers is usually made of several steps:

1. code commit: the code hosted on the GitLab-CI starts a new pipeline on each commit or upon some specific conditions;

2. pipeline runner: GitLab-CI provides a container runner based on Docker, in which one can build a Docker or Singularity image following the recipe provided;

3. automatic deployment of built images and/or automatic pushing to a registry;

4. image scanning check the CVEs (Common Vulnerabilities Exposure) in the final image (see section 3.1).

This workflow automation for building images is an important part in the portability and reproducibility requirements.

4 Orchestrator versus scheduler

4.1 Schedulers

Schedulers (or Workload Managers) are designed to handle jobs with finite time, especially when dealing with multiple users, providing job queueing mechanisms and complex fair resources sharing rules. Managing containerized applications with schedulers will be almost straightforward with Singularity as the Singularity runtime can be called with a simple commandline and does not require any dependancy, whereas Docker requires a daemon running on the host. In all cases, Singularity can be used through a simple script wrapper in case we need to set up some specific environment. This actually explains the rapid adoption of Singularity in all kind of data centers.

4.2 Orchestrator: the Kubernetes era

Orchestrators have been designed to manage containerized workloads, providing primarily resource management, but also a lot of interesting features such like service reliability,
isolation or scalability. However, they are more suited for hosting long running services, not computing jobs. Indeed they have been designed to manage micro-service containers such as web services in production. Consequently, they lack finite job scheduling mechanism (no management of potential constraints and links between jobs, input data and output data), and multi-users management.

Among the various orchestrators solution, Kubernetes [18] is the world’s most popular production-grade container orchestration platform (see Fig. 3), and the most important project of the Cloud Native Computing Foundation (CNCF) [19], which provides the following advantages:

- velocity: evolving quickly, while staying available;
- scalability: services are replicated and they support auto-scaling using pre-defined configurations;
- portability: applications deployed using Kubernetes can be easily transferred between environments;
- efficiency: applications can be co-located on the same machine without impacting the application themselves due to containerization.

In order to propose a job scheduling mechanism, Kubernetes has a job processing feature allowing to run jobs. Since a couple of years, Kubernetes is indeed evolving in a way that containerized HPC workloads will soon be able to be run in a Kubernetes cluster [20]. Furthermore, Sylabs [2] is currently working on enabling Singularity containers orchestration with Kubernetes [21].

5 Conclusion

Containers have proven that they are able to provide a pragmatic and efficient solution to the problem of packaging complex software dependencies into self-contained, ready-to-run executable runtimes that can be easily deployed in a portable way. Singularity, in particular, provides an HPC-friendly container runtime that streamlines adoption in data centers.

The ComputeOps project goal is to explore the benefit of the usage of containers for the IN2P3 scientific communities, suggesting tools and recipes to ease the use of these technologies.

In this context, the group previously set up a private Singularity Hub [10], and is currently working on a Comprehensive Software Archive Network.
We also provide recipes and documentation to use the various tools required to build images, to deploy or store those images, to run containers while meeting scientific constraints. We also provide tutorials on these technologies.

Ultimately the project aim is to facilitate the use of such technologies when defining computing models for new astronomy and particle physics research collaborations and groups at the french CNRS/IN2P3 research institute.
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