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THE SCATTERING MATRIX FOR 0TH ORDER PSEUDODIFFERENTIAL OPERATORS

by Jian WANG (*)

ABSTRACT. — We use microlocal radial estimates to prove the full limiting absorption principle for $P$, a self-adjoint 0th order pseudodifferential operator satisfying hyperbolic dynamical assumptions as of Colin de Verdière and Saint-Raymond. We define the scattering matrix for $P$ and show that the scattering matrix extends to a unitary operator on appropriate $L^2$ spaces. After conjugation with natural reference operators, the scattering matrix becomes a 0th order Fourier integral operator with a canonical relation associated to the bicharacteristics of $P$. The operator $P$ provides a microlocal model of internal waves in stratified fluids as illustrated in the paper of Colin de Verdière and Saint-Raymond.

1. Introduction

In this paper, we study an analog of the scattering theory for certain 0th order pseudodifferential operators. We define the scattering matrix for these operators and show the scattering matrix is unitary by proving a boundary pairing formula. We also study the microlocal structure of the scattering matrix.
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With motivation coming from fluid mechanics, the evolution equation for such operators was recently studied by Colin de Verdière and Saint-Raymond [25]. They showed the singular formation at the attractive hyperbolic cycles of the (rescaled) Hamiltonian flow as time goes to infinity. Dyatlov and Zworski [6] provided an alternative approach using tools from microlocal scattering theory and relaxed some assumptions of [25] (vanishing of the subprincipal symbol, covering the base manifold by the characteristic surface). Operators with generic Morse–Smale Hamiltonian flow on surfaces and operators on higher dimensional manifolds were investigated by Colin de Verdière in [24]. In this paper, we study the stationary states of $P - \omega$.

1.1. Main results

Let $M$ be a closed surface. Suppose $P$ is a pseudodifferential operator that satisfies assumptions in Section 1.2, $\omega \in \mathbb{R}$ satisfies assumptions in Section 1.3. Let $\Lambda^{\pm}_{\omega}$ be Lagrangian submanifolds defined in Section 1.2. Let $\text{Ker}_{L^2}(P - \omega) \subset L^2(M)$ be the eigenspace of $P$ with eigenvalue $\omega$ and $\mathcal{D}'_{\perp}(P, \omega)$ be the orthogonal complement of $\text{Ker}_{L^2}(P - \omega)$ in $\mathcal{D}'(M)$:

$$(1.1) \quad \mathcal{D}'_{\perp}(P, \omega) := \{ u \in \mathcal{D}'(M) : \langle u, f \rangle = 0, \text{ for all } f \in \text{Ker}_{L^2}(P - \omega) \}.$$ 

Here $\langle \cdot, \cdot \rangle$ is the sesquilinear pairing between distributions and smooth functions (that is it coincides with the $L^2$ pairing on functions). As we will see in Section 11, $\text{Ker}_{L^2}(P - \omega) \subset C^\infty(M)$, hence $\mathcal{D}'_{\perp}(P, \omega)$ is well-defined. One can see that $\mathcal{D}'_{\perp}(P, \omega) = \mathcal{D}'(M)$ if and only if $\omega \notin \text{Spec}_{\text{pp}}(P)$. We consider the equation

$$(1.2) \quad (P - \omega)u = 0, \quad u \in \mathcal{D}'_{\perp}(P, \omega)$$

where $u$ admits a decomposition

$$(1.3) \quad u = u^- + u^+, \quad u^\pm \in I^0(\Lambda^{\pm}_{\omega}).$$

Here $I^0(\Lambda^{\pm}_{\omega})$ is the set of 0th order Lagrangian distributions associated to $\Lambda^{\pm}_{\omega}$ – see Section 1.2, Section 2.2 for definitions. We denote the set of distributions satisfying (1.2) and (1.3) by $\mathcal{Z}(P, \omega)$. We also denote a set of microlocal solutions in $\mathcal{D}'_{\perp}(P, \omega)$ by $D^\pm(P, \omega)$:

$$(1.4) \quad D^\pm(P, \omega) := \{ u \in I^0(\Lambda^{\pm}_{\omega}) : (P - \omega)u \in C^\infty(M) \} \cap \mathcal{D}'_{\perp}(P, \omega)$$

and put

$$(1.5) \quad \mathcal{D}^\pm(P, \omega) := D^\pm(P, \omega) / (C^\infty(M) \cap \mathcal{D}'_{\perp}(P, \omega)).$$
Theorem 1.1. — Suppose $P \in \Psi^0(M)$, $\omega \in \mathbb{R}$ satisfy assumptions in Section 1.2 and Section 1.3. Let $d$ be the number of connected components of $\Lambda^\pm_\omega$. Then there exist maps

\begin{align*}
    H^\pm_{\omega,0} : C^\infty(S^1; \mathbb{C}^d) &\rightarrow \mathcal{D}^\pm(P, \omega), \\
    S_\omega : C^\infty(S^1; \mathbb{C}^d) &\rightarrow C^\infty(S^1; \mathbb{C}^d)
\end{align*}

such that

1. The maps $H^\pm_{\omega,0}$ are linear and invertible;
2. For any $u \in \mathcal{Z}(P, \omega)$, there exist unique $f^\pm \in C^\infty(S^1; \mathbb{C}^d)$ satisfying

\begin{equation}
    u = H^\pm_{\omega,0}(f^-) + H^\pm_{\omega,0}(f^+);
\end{equation}

3. For any $f^- \in C^\infty(S^1; \mathbb{C}^d)$ there exists a unique $f^+ \in C^\infty(S^1; \mathbb{C}^d)$ such that there exist $u^\pm = H^\pm_{\omega,0}(f^\pm)$ satisfying

\begin{equation}
    u^- + u^+ \in \mathcal{Z}(P, \omega);
\end{equation}

4. If $f^\pm \in C^\infty(S^1; \mathbb{C}^d)$ satisfy (2), then

\begin{equation}
    S_\omega(f^-) = f^+;
\end{equation}

5. The map $S_\omega$ can be extended to a unitary operator on $L^2(S^1; \mathbb{C}^d)$.

Remark 1.2. — The “=” in Theorem 1.1(2), (3) is understood in the sense of equivalence classes. We make the same convention in the rest of the paper.

Remark 1.3. — $S_\omega$ is called the scattering matrix for $P$ at $\omega \in \mathbb{R}$.

Scattering matrices are studied in various mathematical settings. Part of the literature are listed here. The scattering matrices for potential scattering and black box scattering in $\mathbb{R}^n$ for $n \geq 3$, $n$ odd, are presented in [5, Section 3.7, Section 4.4]. Melrose [16] studied the spectral theory for the Laplacian operator on asymptotically Euclidean spaces and showed the existence of the scattering matrix. Later Melrose and Zworski [15] proved that the scattering matrices in this setting are Fourier integral operators and the canonical relations are given by the geodesic flow at infinity. Vasy [20] studied the scattering matrices for long range potentials on asymptotically Euclidean spaces and proved their Fourier integral operator structure in a method that is different from the method used by Melrose and Zworski. The spectral and scattering theory for symbolic potentials of order zero on 2-dimensional asymptotically Euclidean manifolds was studied by Hassell, Melrose and Vasy in [9] and [10]. Connections between scattering matrix
for asymptotically hyperbolic spaces and conformal geometry was studied by Graham and Zworski in [7].

To see that the operator defined in Theorem 1.1 is an analog of the usual scattering matrix, we briefly explain the scattering matrix for a compactly supported potential on the real line. (See [5, Section 2.4]. Note that the notation is slightly different.)

Suppose \( V \in C^\infty_c(\mathbb{R}) \), \( P_0 = -\partial_x^2 + V(x) \). We consider the equation
\[
(1.11) \quad (P_0 - \lambda^2)u = 0, \quad \lambda > 0.
\]

\( P_0 \) is a second order differential operator with principal symbol \( p_0 = \xi^2 \). The characteristic surface \( \Sigma_0 \) of \( P_0 - \lambda^2 \) is given by \( \xi = \pm \lambda \) near \( |x| = \infty \). The Hamiltonian vector field \( H_{p_0} = 2\xi \partial_\xi \) and, near \( |x| = \infty \), the flow generated by \( H_{p_0} \) is
\[
(1.12) \quad e^{tH_{p_0}}(x_0, \pm \lambda) = (\pm 2\lambda t + x_0, \pm \lambda), \quad |x_0| \gg 1.
\]

We see that there are four “radial limiting points” of \( \Sigma_0 \) at the two ends of the real line: \( L_0^{\epsilon_1, \epsilon_2} = (\epsilon_1 \infty, \epsilon_2 \lambda) \), \( \epsilon_1, \epsilon_2 = \pm \). The flow of \( H_{p_0} \) travels from \( L_0^{-, +} \), \( L_0^{+,-} \) to \( L_0^{+, +} \) and \( L_0^{-,-} \). Near \( |x| = \infty \), that is, when \( |x| \) is sufficiently large, \( V \) vanishes hence we can solve
\[
(1.13) \quad \begin{aligned}
    u(x) &= a^+ e^{i\lambda x} + b^- e^{-i\lambda x}, \quad x \gg 1; \\
    u(x) &= a^- e^{i\lambda x} + b^+ e^{-i\lambda x}, \quad x \ll -1.
\end{aligned}
\]

Note that in phase space \( b^- e^{-i\lambda x} |_{x \gg 1} \) and \( a^- e^{i\lambda x} |_{x \ll -1} \) (incoming solutions) are localized near \( L_0^{-, -} \) and \( L_0^{+, -} \) where \( e^{tH_{p_0}} \) in (1.12) flows out, while \( a^+ e^{i\lambda x} |_{x \gg 1} \) and \( b^+ e^{-i\lambda x} |_{x \ll -1} \) (outgoing solutions) are localized near \( L_0^{+, +} \) and \( L_0^{-, -} \) where \( e^{tH_{p_0}} \) flows in. The scattering matrix \( S_0 \) is then defined by mapping the data of the solution near \( L_0^{-, -} \) and \( L_0^{+, +} \) to the ones near \( L_0^{+, -} \) and \( L_0^{-, +} \):
\[
(1.14) \quad S_0 : \mathbb{R}^2 \to \mathbb{R}^2, \quad \begin{pmatrix} a^- \\ b^- \end{pmatrix} \mapsto \begin{pmatrix} a^+ \\ b^+ \end{pmatrix}.
\]

The map \( H_0^- : \mathbb{C}^2 \to \mathcal{D}'(\mathbb{R}) \), that maps \( \begin{pmatrix} a^- \\ b^- \end{pmatrix} \) to the solution \( u \) as in (1.13), is called the Poisson operator of \( P_0 \).

In the setting of Theorem 1.1, the rescaled Hamiltonian flow travels from \( \Lambda_{\omega}^- \) to \( \Lambda_{\omega}^+ \) on the characteristic surface of \( P - \omega \) at infinity. The smooth functions \( f^\pm \) (analogous to \( (a^\pm, b^\pm) \) ) are “data” of the solutions and \( H_{\omega, 0}^\pm(f^\pm) \) (“–” for incoming and “+” for outgoing), similar to \( a^\pm e^{i\lambda x} \) and \( b^\pm e^{-i\lambda x} \), are “microlocal solutions”. The “scattering matrix” \( S_\omega \) then maps
the incoming data \( f^- \) to the outgoing data \( f^+ \). An analogy of the Poisson operator \( H_0^- \) is constructed in Definition 7.3.

It is natural to ask about the microlocal structure of \( S_\omega \). In the case of scattering on the real line, the scattering matrix \( S_0 \) can be written as a sum of the identity map on \( S^0 \) and an operator with integral kernel in \( S^0 \times S^0 \) (see for example [5, Theorem 2.11] and the remark after [5, Theorem 2.11]). A less trivial example is the scattering matrix for potential scattering in \( \mathbb{R}^n \), when \( n \geq 3 \) is an odd number. In this case, the absolute scattering matrix (see [5, Definition 3.40]) \( S_{\text{abs}}(\lambda) \) can be written as

\[
S_{\text{abs}}(\lambda) = i^{n-1} J + A(\lambda)
\]

where \( A(\lambda) : \mathcal{D}'(\mathbb{S}^{n-1}) \to C^\infty(\mathbb{S}^{n-1}) \) is a smoothing operator and \( J : \mathcal{D}'(\mathbb{S}^{n-1}) \to \mathcal{D}'(\mathbb{S}^{n-1}) \) is defined by \( Jf(\theta) = f(-\theta) \) – see [5, Theorem 3.41]. Thus \( S_{\text{abs}}(\lambda) \) is a Fourier integral operator of order 0 associated to the canonical relation given by the geodesic flow, which is also the Hamiltonian flow of the Laplace operator, on \( T^*\mathbb{S}^{n-1} \setminus 0 \) at distance \( \pi \). Another example is the scattering matrix for a scattering metric on asymptotically Euclidean spaces. Melrose and Zworski [15] showed that the scattering matrix, \( S(\lambda) \), of a scattering metric on an asymptotically Euclidean manifold \( X \) is, for \( \lambda \in \mathbb{R} \setminus \{0\} \), a 0th order Fourier integral operator on \( \partial X \) associated to the canonical diffeomorphism given by the geodesic flow at distance \( \pi \) for the induced metric on \( \partial X \). Vasy [20] generalized this result to long-range scattering metrics and showed the scattering matrices are Fourier integral operators of variable orders associated to the same canonical relation as of short-range scattering metrics. The microlocal structures of the scattering matrix on some other spaces are also studied. Joshi and Sá Barreto [14] showed that the scattering matrix on an asymptotically hyperbolic space is a pseudodifferential operators. Vasy [21] showed that the scattering matrix on a scattering metric on an asymptotically de Sitter-like space is an invertible elliptic 0th order Fourier integral operator with canonical relation given by the classical scattering map. The connection between the scattering on asymptotically hyperbolic spaces and de Sitter-like spaces was investigated by Vasy [22]. Vasy and Wrochna [23] studied the pairing formula on asymptotically hyperbolic and asymptotically Minkowski spaces using radial sources and sinks structure.

For the scattering matrix \( S_\omega \) of a 0th order pseudodifferential operator \( P \) in this paper, the result is different but similar in spirit. For simplicity, we assume that the subprincipal symbol of \( P \) vanishes. Let \( \omega \in \mathbb{R} \) be a fixed number satisfying assumptions in Section 1.3. We omit the \( \omega \) subscript in the following discussion in this subsection to simplify the notation. The behavior of the bicharacteristics of \( P - \omega \) near the limit cycles (see Section 1.2)
is complicated both because they approach the limit cycles in a fast spiral manner, and because the speed they approach the limit cycles are of different rates, when they move along the boundary of the compactified characteristic submanifold and along the Lagrangian submanifolds associated to the limit cycles. We will use special maps to absorb the tangled behavior of the bicharacteristics near the limit cycles. More precisely, we define the following maps:

**Definition 1.4.** — Let $T^\pm: \mathcal{C}^\infty(S^1; \mathbb{C}^d) \to \mathcal{D}'(S^1; \mathbb{C}^d)$ be two linear maps defined by

$$T^\pm f_j(k) = e^{-i\theta(k/\lambda^\pm_j)} \hat{f}_j(k).$$

(1.16)

Here $S^1 = \mathbb{R}/2\pi\mathbb{Z}$ and $\hat{f}(k)$ is the $k$-th Fourier coefficient of the $2\pi$-periodic function $f$, $\{\lambda^\pm_j\}_{j=1}^d \subset \mathbb{R}$ are the Lyapunov exponents of the attractive ($+$) and the repulsive ($-$) limit cycles.

**Remark 1.5.** — For each limit cycle $\gamma \subset \Sigma$ of $\varphi_t := \exp t \mathcal{H}$, its Lyapunov exponent is defined by the formula

$$\lambda := -\frac{1}{2\pi} \max_{v \in T^\ast M} \limsup_{m \to +\infty} \frac{1}{m} \log |(d\theta \varphi_m)(\theta)v|, \quad \theta \in \gamma.$$ 

See for instance [1, Chapter 2.1]. $\lambda$ does not depend on the choice of $\theta \in \gamma$. In this convention, we have $\pm \lambda^\pm_j > 0$, $1 \leq j \leq d$.

**Remark 1.6.** — The Lyapunov exponents determines the microlocal normal form of $P$ near the limit cycles of $\exp t \mathcal{H}$, see [25, Section 6] or Section 8.

It turns out that $T^\pm$ are “not so bad” in the following sense: since $|T^\pm f_j(k)| = |\hat{f}_j(k)|$, we know $T^\pm$ map $\mathcal{C}^\infty(S^1; \mathbb{C}^d)$ to $\mathcal{C}^\infty(S^1; \mathbb{C}^d)$, $\mathcal{D}'(S^1; \mathbb{C}^d)$ to $\mathcal{D}'(S^1; \mathbb{C}^d)$, and $T^\pm$ are unitary on $L^2(S^1; \mathbb{C}^d)$. Another property of $T^\pm$ that is worth noting is that the definition of $T^\pm$ depends only on the Lyapunov spectrum of the limit cycles of the rescaled Hamiltonian flow on the boundary of the characteristic submanifold of $P$ (see Section 1.2).

We identify distributions in $\mathcal{D}'(S^1; \mathbb{C}^d)$ with distributions in $\mathcal{D}'(\bigcup_d S^1; \mathbb{C})$, where $\bigcup_d S^1$ is the disjoint union of $d$ copies of $S^1$. Suppose $\Sigma_{\text{hom}} := p^{-1}(\omega) \subset T^\ast M \setminus 0$ is the characteristic submanifold of $P - \omega$, where $p$ is the principal symbol of $P$. Then in local coordinates associated to the normal form as in Lemma 8.1,

$$\Sigma_{\text{hom}} = \bigcup_d \{(x, \xi) \in T^\ast (\mathbb{R} \times S^1) \setminus 0 : \xi_2/\xi_1 - \lambda^+_j x_1 = 0\}.$$

(1.17)

As we will see in Section 8, more specifically, (8.11) and (8.14), $T^\pm$ gives an identification between the restriction of the microlocal solutions to $x_1 = \pm 1$.
and the restriction of the symbol to a cycle. It is then natural to identify the cotangent vectors on \( \bigcup_d S^1 \) with cotangent vectors in \( \Sigma_{\text{hom}} \cap \{x_1 = \pm 1\} \):

**Definition 1.7.** — We define a map

\[
j^+: \bigcup_d T^*S^1 \setminus 0 \to \Sigma_{\text{hom}}
\]

by putting

\[
j^+(y, \eta) = (\pm 1, y, \eta/\lambda_j^+), \eta)
\]

when \( \pm \eta > 0 \), \( y \) is on the \( j \)-th copy of \( \bigcup_d S^1 \). Here \((\pm 1, y, \eta/\lambda_j^+, \eta)\) are cotangent vectors expressed in local coordinates associated to the normal form in Lemma 8.1. A map \( j^- \) is defined in the same manner for the radial source.

Now we use \( T^\pm \) to conjugate the scattering matrix.

**Definition 1.8.** — We define an operator

\[
S_{\text{rel}} : \mathcal{C}^\infty(S^1; \mathbb{C}^d) \to \mathcal{D}'(S^1; \mathbb{C}^d)
\]

by putting

\[
S_{\text{rel}} := (T^+)^*S_{\text{ST}}^-.\]

The complicated behavior of bicharacteristics of \( P - \omega \) near the limit cycles is now absorbed by \( T^\pm \). In any other region of the cotangent bundle, \( P - \omega \) behaves as of real principal type (for the precise meaning, see Section 9). Therefore one can expect \( S_{\text{rel}} \) is a Fourier integral operator and the canonical relation is related to the bicharacteristics of \( P - \omega \). We describe the microlocal structure of \( S_{\text{rel}} \) in the following theorem:

**Theorem 1.9.** — Suppose \( P \in \Psi^0(M) \) satisfies assumptions in Section 1.2 and the subprincipal symbol of \( P \) vanishes. Suppose \( \omega \in \mathbb{R} \) satisfies assumptions in Section 1.3. Let \( S_{\text{rel}} \) be as in Definition 1.8, \( j^\pm \) be as in Definition 1.7. Then

\[
S_{\text{rel}} : \mathcal{D}'(S^1; \mathbb{C}^d) \to \mathcal{D}'(S^1; \mathbb{C}^d)
\]

is a Fourier integral operator of order 0 associated to the canonical transformation

\[
C_{S_{\text{rel}}} = \left\{ (z, \zeta; y, \eta) \in \bigcup_d T^*S^1 \setminus 0 \times \bigcup_d T^*S^1 \setminus 0 : \right. \\
\left. j^-(z, \zeta) \text{ and } j^+(y, \eta) \text{ lie on the same bicharacteristic of } P - \omega \right\}.
\]
Remark 1.10. — As one can already see from Definition 1.7, the microlocal solutions branch in the phase space. This reflects the fact that the bicharacteristics can approach or depart the limit cycles in two different directions. See also Lemma 8.5.

Remark 1.11. — From the canonical relation of $S_{\text{rel}}$, we know that the scattering occurs only between limit cycles that “communicate to each other”, that is, they are the attractive cycle or the repulsive cycle of the same bicharacteristic.

1.2. Assumptions on $P$

Let $M$ be a compact surface without boundary. Assume $P \in \Psi^0(M)$ is self-adjoint for some smooth density on $M$. Let $p \in S^0(T^*M \setminus 0; \mathbb{R})$ be the principal symbol of $P$ such that $p$ is homogeneous of order 0 and 0 is a regular value of $p$. Thus $p^{-1}(0) \subset T^*M \setminus 0$ is a smooth conic hypersurface. Notice that $\mathbb{R}_+$ acts on $T^*M \setminus 0$ as follows

$$\mathbb{R}_+ \times (T^*M \setminus 0) \ni (t, x, \xi) \mapsto (x, t\xi) \in T^*M \setminus 0.$$ 

Let $\iota : T^*M \setminus 0 \to (T^*M \setminus 0)/\mathbb{R}_+$ be the associated quotient map. The fiber-radially compactified cotangent bundle of $T^*M$ is the bundle with interior $T^*M$ and boundary $(T^*M \setminus 0)/\mathbb{R}_+$ (see [5, Section E.1.3] for details of this construction). The boundary of $p^{-1}(0)$ is then defined as $\Sigma := \iota(p^{-1}(0))$. Since the vector field $|\xi|H_p$, where

$$H_p := \partial_\xi p \cdot \partial_x - \partial_x p \cdot \partial_\xi,$$

commutes with the $\mathbb{R}_+$ action, we know $H := \iota_*(|\xi|H_p)$ defines a smooth vector field on $\Sigma$.

We now assume that

(1.23) The flow $\exp tH$ on $\Sigma$ is a Morse–Smale flow with no fixed points.

This assumption (1.23) means that (see for instance [17, Definition 5.1.1])

1. $\exp tH$ has a finite number of hyperbolic limit cycles;
2. every trajectory of $\exp tH$ that is not a limit cycle, has unique limit cycles as its $\alpha, \omega$-limit sets.

(1.23) was first introduced by Colin de Verdière and Saint-Raymond [25] in the study of internal waves.

We remark that under the assumption (1.23), the number of attractive limit cycles and the number of repulsive limit cycles are the same. In fact,
the limit cycles divide $\Sigma$ into several connected open subsets with limit cycles as their boundaries. Let $N_1$ be the number of such connected open subsets. In each connected open subset, we pick a trajectory of $X: \gamma_1, \ldots, \gamma_{N_1}$. By our assumptions, each $\gamma_j, 1 \leq j \leq N_1$ has a unique attractive limit cycle as its $\omega$-limit set. On the other hand, for each attractive limit cycle $\gamma$, we can find two different trajectories in $\{\gamma_{j_1}, \gamma_{j_2}\}$ such that $\gamma$ is the $\omega$-limit set of $\gamma_{j_1}$ and $\gamma_{j_2}$. Therefore if $d$ is the number of attractive limit cycles, then $2d = N_1$. A similar argument shows that if $d'$ is the number of repulsive limit cycles, then $2d' = N_1$. Hence we have $d = d'$.

For $\omega \in \mathbb{R}$, let $\Sigma_\omega := i(p^{-1}(\omega))$. The stability of Morse–Smale flows and the stability of non-vanishing of $\mathbb{H}$ implies that for $0 < \delta \ll 1$, $|\omega| \leq 2\delta$, $\Sigma_\omega$ satisfies (1.23). We denote the attractive limit cycles of $\exp t\mathbb{H}$ on $\Sigma_\omega$ by $L^+_\omega$ and the repulsive ones by $L^-_\omega$. Then $L^\pm_\omega$ are the radial sink ($+$) and radial source ($-$) for $|\xi|(p - \omega)$. The associated conic submanifolds

\begin{equation}
\Lambda^\pm_\omega := i^{-1}(L^\pm_\omega) \subset T^*M \setminus 0
\end{equation}

are Lagrangian submanifolds of $T^*M \setminus 0$ (see [6, Lemma 2.1]). Notice that the number of connected components of $\Lambda^\pm_\omega$ does not change for small $\omega$.

Remark 1.12. — It is not clear whether the results in Section 1.1 hold for more general operators, for example, when $M$ is a manifold of dimension $n, n \geq 3$, or (1.23) is replaced by the existence of an escape function – see [24, Section 3]. In both cases, the geometrical structure of the radial sets can be complicated – for example, in the latter case, $\exp t\mathbb{H}$ can have fixed points (see [24, Theorem 6.2]), and that causes extra difficulty in proving the limiting absorption principle Lemma 3.3 and constructing the scattering map.

1.3. Eigenvalues of $P$

It is proved in [25, Theorem 5.1] and [6, Lemma 3.2] that $P$ has only embedded eigenvalues with finite multiplicities. In order to simplify the notations, we assume that

\begin{equation}
0 \text{ is not an eigenvalue of } P.
\end{equation}

Under this assumption we know

\begin{equation}
|\text{Spec}_{pp}(P) \cap [-\delta, \delta]| < \infty.
\end{equation}

with $\delta > 0$ as in Section 1.2. We also know that there exists $0 < \delta_0 < \delta$, such that

\begin{equation}
\text{Spec}_{pp}(P) \cap [-\delta_0, \delta_0] = \emptyset.
\end{equation}
In Section 1, we assume $|\omega| < \delta$. In Sections 3-10, we assume $|\omega| \leq \delta_0$. The results in these sections can be generalized, without changes, to the case where $|\omega| < \delta$ is not an eigenvalue of $P$. In Section 11, we work under the assumption that $|\omega| < \delta$ is an embedded eigenvalue of $P$.

### 1.4. Examples

Let $M = \mathbb{T}^2 := \mathbb{R}^2/(2\pi\mathbb{Z})^2$ be the torus.

**Example 1.13.** — Consider (1.28) $P := \langle D \rangle^{-1} D_{x_2} - 2 \cos x_1$, $p(x, \xi) := |\xi|^{-1} \xi_2 - 2 \cos x_1$, where $D_{x_j} = -i \partial_{x_j}$, $j = 1, 2$. For this operator, $\Sigma_0$ is a union of two disjoint tori and these two tori do not cover $\mathbb{T}^2$. There are two attractive cycles $\iota(\Lambda_0^+)\iota$ for the flow of $\iota(\xi|H_p)$ on $\Sigma_0$, where

$$\Lambda_0^+ = \{(\pm \pi/2, x_2; \xi_1, 0) : x_2 \in S^1, \pm \xi_1 < 0\}.$$

We can also consider (1.29) $P := \langle D \rangle^{-1} D_{x_2}$, $p(x, \xi) := |\xi|^{-1} \xi_2 - \frac{1}{2} \cos x_1$. In this case, $\Sigma_0$ is a union of two disjoint tori and each of the tori covers $\mathbb{T}^2$. For illustrative figures of these two operators, see [6, Section 1.3].

**Example 1.14.** — An example of an embedded eigenvalue was constructed by Zhongkai Tao [19, Example 2]. Tao showed that for $M = \mathbb{T}^2$, if (1.30) $P = \langle D \rangle^{-1} D_{x_2} - \alpha(1 - \chi(D_{x_1})\psi(D_{x_2})) \cos x_1 - \alpha \cos x_1(1 - \chi_k(D_{x_1})\psi(D_{x_2}))$ with $\chi_k(k \pm 1) = 1$, $\psi(\ell) = \delta_{i0}$, $\chi_k, \psi \in C^\infty_c(\mathbb{R})$, then (1.31) $P(e^{ix_1k}) = 0$, and hence $0 \in \text{Spec}_{pp}(P)$.

### 1.5. Organization of this paper

Throughout Section 3 to Section 10, we assume that $\omega \in \mathbb{R}$ is not an embedded eigenvalue of $P$. We show how to handle the case where $\omega$ is an eigenvalue in Section 11.

In Section 2, we review some useful conceptions and facts on semiclassical analysis and Lagrangian distributions. In Section 3, we prove a version of the limiting absorption principle for the resolvent of $P$. In Section 4, we
discuss the solution to the transport equation. In Section 5, we solve (1.2) up to smooth functions. The maps $H_{\pm,0}$ are constructed in Lemma 5.2. In Section 6, we prove a boundary pairing formula which is crucial for us to define the scattering matrix $S_{\omega}$. This formula also shows the unitarity of our scattering matrix. In Section 7, we construct the Poisson operator of $P - \omega$ and define $S_{\omega}$. We also prove Theorem 1.1 in this section. In Section 8, we compute explicit formulas for the microlocal solutions using microlocal normal forms of $P$. In Section 9, we study the propagation of singularities of the microlocal solution. In Section 10, we prove a formula for the conjugated scattering matrix $S_{\text{rel}}$ up to smoothing operators. Proof of Theorem 1.9 is presented in this section. In Section 11, the results are generalized to embedded eigenvalues.
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2. Preliminaries

In this section we review some important ingredients of this paper: semiclassical analysis and Lagrangian distributions.

2.1. Semiclassical analysis

Here we review the notion of wavefront sets and prove some facts that are useful for the analysis in later sections. A complete introduction to semiclassical analysis can be found in [26] and [5, Appendix E].

We first recall the definition of wavefront sets.

**Definition 2.1.** — For $s \in \mathbb{R}$, we define the semiclassical relative wavefront set $\text{WF}_h^s(u)$ for a family of $h$-tempered (see [5, Definition E.35]) distributions $u = u(h)$ in the following way: for $(x_0, \xi_0) \in T^*M$, $(x_0, \xi_0) \notin$
We provide the proof of the following lemma:

\[
WF^s(u) := WF^s_h(u) \cap (T^*M \setminus 0).
\]

We also define

\[
WF_h(u) := \bigcup_{s \in \mathbb{R}} WF^s_h(u)
\]

when \( u = u(h) \) is \( h \)-tempered and

\[
WF(u) := \bigcup_{s \in \mathbb{R}} WF^s(u)
\]

when \( u \) does not depend on \( h \).

Since we use the slightly non-standard semiclassical definition of \( WF^s_h \) we provide the proof of the following lemma:

**Lemma 2.2.** — If \( u \in \mathcal{D}'(M) \), then \( WF^s(u) = \emptyset \) if and only if \( u \in H^{s+}(M) \). Moreover, \( WF(u) = \emptyset \) if and only if \( u \in C^\infty(M) \).

**Proof.** — Suppose \( WF^s(u) = \emptyset \). Then by the definition, for any \((x_0, \xi_0) \in T^*M \setminus 0\), there exists \( a_{(x_0, \xi_0)} \in C^\infty_c(T^*M \setminus 0) \) such that \( a_{(x_0, \xi_0)}(x, \xi) \neq 0 \) in some open neighborhood \( B_{(x_0, \xi_0)} \subset T^*M \setminus 0 \) of \((x_0, \xi_0)\). Suppose \( \{B_{(x_k, \xi_k)}\}_{k=1}^m \) is an open covering of \( \{(x, \xi) \in T^*M \setminus 0 : 1 \leq |\xi| \leq 2\} \).

Let \( a(x, \xi) = \sum_{k=1}^m a_{(x_k, \xi_k)} \), then \( a \in C^\infty_c(T^*M \setminus 0) \), \( a(x, \xi) \neq 0 \) when \( 1 \leq |\xi| \leq 2 \) and there exist \( \delta > 0, \epsilon > 0, C > 0 \) such that for any \( 0 < h < \epsilon \),

\[
\|a(x, hD)u\|_{L^2} \leq Ch^{s+\delta}. \]

Choose \( h_0 \) small enough and \( a_0 \in C^\infty_c(T^*M) \) such that \( C_1 \leq a_0(x, \xi) + \sum_{j=0}^\infty a(x, h_0^j \xi) \leq C_2 \) for some constants \( C_1, C_2 > 0 \) for any \((x, \xi) \in T^*M\).

Then

\[
\|u\|_{H^{s+\delta}} \leq C \left( \|a_0(x, D)u\|_{L^2} + \sum_{j=0}^\infty h_0^{-(s+\frac{\delta}{2})j} \|a(x, h_0^j D)u\|_{L^2} \right)
\]

\[
\leq C \left( 1 + \sum_{j=0}^\infty h_0^{-(s+\frac{\delta}{2})j+(s+\delta)j} \right) = C \left( 1 + \sum_{j=0}^\infty \left( h_0^{\frac{\delta}{2}} \right)^j \right) < \infty.
\]

This implies \( u \in H^{s+\delta}(M) \).

On the other hand, suppose \( u \in H^{s+\delta} \) for some \( \delta > 0 \). Then for any \((x_0, \xi_0) \in T^*M \setminus 0 \), let \( a \in C^\infty_c(T^*M) \) such that \( a(x_0, \xi_0) \neq 0 \) and \( a(x, \xi) = 0 \) when \( |\xi_0|/2 \leq |\xi| \leq 2|\xi_0| \). Then for any \( h > 0 \),

\[
h^{-(s+\delta)} \|a(x, hD)u\|_{L^2} \leq C \|\langle D \rangle^{s+\delta} a(x, hD)u\|_{L^2} \leq C \|u\|_{H^{s+\delta}}.
\]

Hence \( \|a(x, hD)u\|_{L^2} \leq h^{s+\delta} \|u\|_{H^{s+\delta}} \).
In the proof of Lemma 3.2 and Proposition 6.6, we will take advantage of semiclassical analysis to analyse the operator $P$. Notice that $P$ itself is not a semiclassical pseudodifferential operator – for example, if $P$ in (1.28) is semiclassical, then it has full symbol $p_h := \frac{\xi^2}{\pi^2 + |\xi|^2} - 2 \cos x_1$, which, however, is not in the symbol class $S_0^0(T^*M)$ for any $\delta \in [0, \frac{1}{2})$ – see for instance [5, (E.1.48)]. We now make $P$ semiclassical by composing it with some microlocal cutoff operator. More precisely, we have the following lemma:

**Lemma 2.3.** — Suppose $\chi \in C^\infty(T^*M; [0,1])$ such that $\chi = 0$ when $|\xi| \leq R_0$, $\chi = 1$ when $|\xi| \geq 2R_0$ for some $R_0 \gg 1$. Then for $h > 0$, the operator $[P, \chi(x,hD)]$ is a semiclassical pseudodifferential operator. Moreover,

1. $\text{WF}_h(h^{-1}[P, \chi(x,hD)])$ is a compact subset of $T^*M \setminus 0$, that is, $[P, \chi(x,hD)] \in h\Psi^{\text{comp}}(M)$;
2. $\sigma_h(h^{-1}[P, \chi(x,hD)]) = -i\{p, \chi\}$.

**Proof.** — By taking local coordinates we can replace $M$ by $\mathbb{R}^2$. Suppose (2.6) $P = \text{Op}_h(p)$, $p \in S^0(T^*\mathbb{R}^2)$, $p - p \in S^{-1}(T^*\mathbb{R}^2)$.

Put $p_h(x,\xi) := p(x,\xi/h)$. Then we only need to show that (2.7) $p_h \# \chi, \chi \# p_h \in S_0^0(T^*\mathbb{R}^2)$.

Here the symbol class $S^k$ and semiclassical symbol class $S_0^k$ are defined in [5, Definition E.2] and [5, Definition E.3].

By [26, Theorem 4.11] we have

(2.8) $p_h \# \chi(x,\xi) = \frac{1}{(\pi h)^d} \int \int e^{-\frac{\pi}{h}(z \cdot \eta - y \cdot \zeta)} p_h(x + y, \xi + \eta, \chi) \cdot \chi(x + z, \xi + \zeta) \, dy \, dz \, d\eta \, d\zeta$.

Let $\rho_1 \in C_c^\infty(\mathbb{R})$ such that $\rho_1 = 1$ on $[0, R_0/16]$ and $\rho_0 = 0$ on $[R_0/8, \infty)$. By integrating by parts with respect to $d\eta$ and $d\zeta$ and then use the fact that

(2.9) $\rho_1(\|\eta\|) \rho_1(\|\zeta\|) \rho_1(\|\xi\|/4) \chi(x + z, \xi + \zeta) = 0$,

we know

(2.10) $p_h \# \chi(x,\xi) = \frac{1}{(\pi h)^d} \int \int e^{-\frac{\pi}{h}(z \cdot \eta - y \cdot \zeta)} c(p_h, \chi) \, dy \, dz \, d\eta \, d\zeta$.

with

(2.11) $c(p_h, \chi) = \rho_1(\|\eta\|) \rho_1(\|\zeta\|) (1 - \rho_1(\|\xi\|/4)) \, p_h(x + y, \xi + \eta) \chi(x + z, \xi + \zeta)$.
On the \( \text{supp } c_h \), we have \( |\xi + \eta| \geq |\xi|/2, |\xi + \zeta| \geq |\xi|/2, |\xi| \geq R_0/4 \), thus
\[
(2.12) \quad \left| \partial^\beta_\alpha \partial^\alpha \xi (p_h; \chi) \right| \leq C_\alpha h^{-|\alpha|} \frac{\langle \xi \rangle}{h} \leq C'_\alpha.
\]

When \( p \) has a polyhomogeneous asymptotic expansion as in the [5, Definition E.2], one can check as above that \( p_h \# \chi \) has asymptotic expansion as in [5, Definition E.3]. Thus we find \( P \chi(x, hD) \) is a semiclassical pseudo-differential operator and \( [P, \chi(x, hD)] \) is a semiclassical pseudo-differential operator as well.

Note that when \( |\xi| \gg 1 \), we have
\[
(2.13) \quad c(p_h, \chi) - c(\chi, p_h) = 0,
\]
hence \( \text{WF}_h([P, \chi(x, hD)]) \) is a compact subset of \( T^*M \).

The principal symbol of \( [P, \chi(x, hD)] \) can be computed by applying the method of stationary phase to (2.10). \( \square \)

### 2.2. Lagrangian distributions

Suppose \( M \) is a smooth manifold of dimension \( n \). Let \( \Lambda \subset T^*M \setminus 0 \) be a closed conic Lagrangian manifold. There exist open conic sets \( \{U\} \) which cover \( \Lambda \) and in some local coordinates in \( x \),
\[
(2.14) \quad \Lambda \cap U = \left\{ (x, \xi) : x = \frac{\partial F}{\partial \xi}, \xi \in \Gamma_0 \right\}.
\]

Here \( F = F(\xi) \) is homogenous of order 1 and \( \Gamma_0 \) is an open conic set in \( \mathbb{R}^n \setminus 0 \). For \( s \in \mathbb{R} \), we define the space \( I^s(M, \Lambda) \) to be the space of all \( u \in D'(M) \) such that

1. \( \text{WF}(u) \subset \Lambda; \)
2. If \( (x_0, \xi_0) \in \Lambda \cap U \), then there exists \( a \in S^{s-\frac{n}{2}}(T^*M) \) with support in a cone \( \Gamma_0 \subset \Lambda \cap U \), such that near \( (x_0, \xi_0) \),
\[
(2.15) \quad u(x) = \int_{\Gamma_0} e^{i(x, \xi) - F(\xi)} a(x, \xi) d\xi + r(x)
\]

with \( \text{WF}(r) \cap \Gamma_0 = \emptyset \).

The principal symbol of \( u \) is defined as a section of \( S^{s+n/4}(\Lambda; \mathcal{M}_\Lambda \otimes \Omega^\frac{1}{2}_\Lambda) / S^{s-n/4}(\Lambda; \mathcal{M}_\Lambda \otimes \Omega^\frac{1}{2}_\Lambda) \), here \( \mathcal{M}_\Lambda \) is the Maslov bundle and \( \Omega^\frac{1}{2}_\Lambda \) is the half-density bundle on \( \Lambda \).

**Remark 2.4.** — In our case, thanks to the microlocal normal form, the Maslov bundle is a trivial bundle. In fact, suppose \( P \in \Psi^0(M) \) satisfies conditions in Section 1.2. Let \( \Lambda_\omega \) be the Lagrangian submanifold of \( T^*M \setminus 0 \)
defined by (1.24). Without loss of generality, we assume that $\omega = 0$ and put $\Lambda^+ := \Lambda^+_ω$. We can also assume $\Lambda^+$ has only one connected component. The same argument as in [25, Lemma 6.2, Lemma 6.4] shows that there exists a conic neighborhood $U^+$ of $\Lambda^+$, a conic neighborhood $U_0^+ \in T^*(\mathbb{R}x_1 \times S^1_{x_2}) \setminus 0$ of $\Lambda^+_0 := \{(x, \xi) \in T^*(\mathbb{R} \times S^1) \setminus 0 : x_1 = 0, \xi_2 = 0, \xi_1 > 0\}$ and a homogeneous canonical transformation $\mathcal{H} : U \to U_0$ such that $\mathcal{H}(\Lambda^+) = \Lambda^+_0$. Note that $\Lambda^+_0$ is a conormal bundle with a global generating function $\varphi_0(x, \xi) = x_1 \xi_1$, $\xi_1 > 0$. Therefore the Maslov $M_{\Lambda^+_0}$ is trivial. Now we only need to show that $\varphi(y, \eta) := H^∗\varphi_0(y, \eta) = x_1(y, \eta) \xi_1(y, \eta)$ is a global generating function of $\Lambda^+$, that is, if we put

\[ \Lambda_\varphi := \{(y, \eta dy) : \eta dy = d_\eta \varphi, d_\eta \varphi = 0\}, \]

then $\Lambda_\varphi = \Lambda^+$. In fact, since $x_1, \xi_1$ are homogeneous of order 0, 1 respectively, we have

\[ 0 = \eta d_\eta \varphi = (\eta d_\eta x_1) \xi_1 + x_1(\eta d_\eta \xi_1) = x_1 \xi_1 \Rightarrow x_1 = 0. \]

Therefore

\[ \Lambda_\varphi = \{(y, \eta dy) : \eta dy = \xi_1 dx_1, d_\eta x_1 = 0, x_1 = 0\}. \]

Note that

\[ \eta dy = \xi dx = \xi_1 d_\varphi x_1 + \xi_1 d_\eta x_1 + \xi_2 dx_2. \]

Hence $\eta dy = \xi_1 d_\varphi x_1$ and $d_\eta x_1 = 0$ if and only if $\xi_2 dx_2 = 0$, that is, $\xi_2 = 0$. Thus we find $\Lambda_\varphi = \Lambda^+$.

In the local coordinates satisfying (2.14), the principal symbol of $u$ is

\[ \sigma(u|dx|^{1/2}) = (2\pi)^{-1} e^{\pi i \frac{1}{4} \text{sgn} \varphi''} a(x, \xi)|d\xi|^{1/2} \]

where $\varphi(x, \xi) = \langle x, \xi \rangle - F(\xi)$.

Assume $Q \in \Psi^<(M; \Omega^\frac{1}{2}_M)$ satisfies $q|_{\Lambda} = 0$, $q := \sigma(Q)$ and $u \in I^s(M, \Lambda; \Omega^\frac{1}{2}_M)$, then

\[ Qu \in I^{s+\ell-1}(M, \Lambda; \Omega^\frac{1}{2}_M), \quad \sigma(Qu) = \left(\frac{1}{i} \mathcal{L} + c\right) \sigma(u) \]

where $\mathcal{L}$ is the Lie derivative on the line bundle $\Lambda \otimes \Omega^\frac{1}{2}_M$ along $H_q$ and $c$ is the subprincipal symbol of $Q$. For the definition of subprincipal symbol and proof of (2.21), see [2, Proposition 5.2.1] and [2, Theorem 5.3.1].
3. Limiting absorption principle

A version of the limiting absorption principle for the resolvent of $P$ is proved in [25, Theorem 5.1] using Mourre estimates and in [6, Lemma 3.3] using radial estimates. Here we prove the full result as in [25, Theorem 5.1] following the strategy in [6].

We now state the limiting absorption principle.

**Proposition 3.1.** — Suppose $P$ satisfies conditions in Section 1.2 and $\text{Spec}_{pp}(P) \cap [-\delta_0, \delta_0] = \emptyset$. Then for any $|\omega| \leq \delta_0$, $f \in H^{\frac{1}{2}+}(M)$, the limit

$$
(P - \omega - i\epsilon)^{-1} f \xrightarrow{\epsilon \to 0^+} (P - \omega - i0)^{-1} f,
$$

exists. This limit is the unique solution to the equation

$$
(P - \omega)u = f, \quad \text{WF}^{-\frac{1}{2}}(u) \subset \Lambda^+,
$$

and the map $\omega \mapsto (P - \omega - i0)^{-1} f \in H^{-\frac{1}{2}-}(M)$ is continuous for $\omega \in [-\delta_0, \delta_0]$.

In the proof of Proposition 3.1, we will use the following

**Lemma 3.2.** — Suppose $P$, $\omega$ satisfy conditions in Proposition 3.1. If $u \in \mathcal{D}'(M)$ and

$$
(P - \omega)u \in C^\infty, \quad \text{WF}^{-\frac{1}{2}}(u) \subset \Lambda^+, \quad \text{Im} \langle (P - \omega)u, u \rangle \geq 0,
$$

then $u \in H^{-\frac{1}{2}+}(M)$.

Lemma 3.2 is an analog of [4, Lemma 2.3] and the proof here is a modification of the argument there. We introduce the semiclassical parameter $h$ and use semiclassical analysis in the proof – these allow us to use tools developed in Section 2.1 and treat the remainder terms neatly.

**Proof of Lemma 3.2.** — We only need to show that for any $a \in C^\infty_c(T^*M \setminus 0; \mathbb{R})$, there exists $b \in C^\infty_c(T^*M \setminus 0; \mathbb{R})$ such that

$$
\|\text{Op}_h(a)u\|_{L^2} \leq Ch^{\frac{1}{2}}\|\text{Op}_h(b)u\|_{L^2} + O(h^{-\frac{1}{2}+}), \quad h \to 0.
$$

In fact, fix $N > 0$ such that $u \in H^{-N}(M)$, then for any $a \in C^\infty_c(T^*M \setminus 0; \mathbb{R})$, we have $\|\text{Op}_h(a)u\|_{L^2} \leq C h^{-N}$. By applying this uniform estimate to $\text{Op}_h(b)$ in (3.4) we find

$$
\|\text{Op}_h(a)u\|_{L^2} = O(h^{-N+\frac{1}{2}}) + O(h^{-\frac{1}{2}+}) = O(h^{-N+\frac{1}{2}}).
$$

We then replace $a$ by $b$ in (3.5) and use (3.4) again and find

$$
\|\text{Op}_h(a)u\|_{L^2} = O(h^{\min\{-N+1,-\frac{1}{2}+\}}).
$$
After a finite number of steps we get \( \|Op_h(a)u\|_{L^2} = O(h^{-\frac{1}{2}+}) \). By (2.1) we have \( \text{WF}^{-\frac{1}{2}}(u) = \emptyset \). Thus \( u \in H^{-\frac{1}{2}+} \) by Lemma 2.2.

We now prove (3.4).

We first note that there exists \( f_1 \in C^\infty(T^*M \setminus 0; \mathbb{R}) \) such that

1. \( f_1 \) is homogeneous of degree 1;
2. \( f_1 \geq 0 \) and there exists \( C > 0 \) such that \( f_1(x, \xi) \geq C|\xi| \) near \( \Lambda^+ \);
3. \( \|\xi\| H_p f_1 \geq C f_1 \) near \( \Lambda^+ \).

For the construction of \( f_1 \), see [3, Lemma C.1].

Let \( \chi_1 \in C_c^\infty(\mathbb{R}; \mathbb{R}) \), such that \( \chi_1 = 1 \) near 0, \( \chi_1' \leq 0 \) on \([0, \infty)\) and \( \chi_1' < 0 \) on \( f_1(\text{supp} \ a) \). Let \( X_h \in \Psi^0_h(M) \), such that \( \sigma_h(X_h) = \chi_1(f_1) \), and \( X_h^* = X_h \). Now we have

\[
\text{Im}(\langle P - \omega \rangle u, X_h u) = \langle \frac{i}{2}[P, X_h] u, u \rangle.
\]

Note that \( P \) is not a semiclassical pseudo-differential operator. However, by Lemma 2.3, \([P, X_h]\) is a semiclassical pseudo-differential operator in \( h\Psi^{\text{comp}}(M) \), and

\[
\sigma_h \left( \frac{i}{2h}[P, X_h] \right) = \frac{1}{2} \chi_1'(f_1) H_p f_1.
\]

By the assumptions we know

\[
\sigma_h \left( \frac{i}{2h}[P, X_h] \right) \leq 0 \quad \text{and} \quad \sigma_h \left( \frac{i}{2h}[P, X_h] \right) < 0 \text{ on } \Lambda^+ \cap \text{supp} \ a.
\]

Thus we can find \( a_1 \in C_c^\infty(T^*M \setminus 0; \mathbb{R}) \) such that \( \text{supp} \ a_1 \cap \Lambda^+ = \emptyset \) and

\[
-\sigma_h \left( \frac{i}{2h}[P, X_h] \right) + |a_1|^2 \geq C^{-1}|a|^2.
\]

Let \( b \in C_c^\infty(T^*M \setminus 0; \mathbb{R}) \) such that

\[
\left( \text{WF}_h \left( \frac{i}{2h}[P, X_h] \right) \cup \text{supp} \ a_1 \cup \text{supp} \ a \right) \cap \text{supp}(1 - b) = \emptyset.
\]

By sharp Gårding’s inequality (see [5, Proposition E.34] for instance) we have

\[
\|Op_h(a_1)u\|^2_{L^2} \leq C h \|Op_h(b)u\|^2_{L^2} + C\|Op_h(a_1)u\|^2_{L^2} - h^{-1} \text{Im}(\langle (P - \omega)u, X_h u \rangle) + O(h^{-\infty}).
\]

Since \( \text{supp} \ a_1 \cap \Lambda^+ = \emptyset \), and \( \text{WF}^{-\frac{1}{2}}(u) \subset \Lambda^+ \), we have \( \|Op_h(a_1)u\|_{L^2} = O(h^{-\frac{1}{2}+}) \). For the commutator,

\[
-\text{Im}(\langle P - \omega \rangle u, X_h u) \leq \text{Im}(\langle I - X_h \rangle (P - \omega)u, u) = O(h^{\infty}).
\]
Here we used the fact that

\[(P - \omega)u \in C^\infty(M)\]

\[\Rightarrow \text{WF}_h((P - \omega)u) \cap \text{WF}_h(I - X_h) \subset \{\xi = 0\} \cap (\mathcal{T}_1^* M \setminus 0) = \emptyset.\]

See also Lemma 6.3.

Thus we have

\[(3.15) \quad \|\text{Op}_h(a)u\|_{L^2} \leq Ch^{1/2}\|\text{Op}_h(b)u\|_{L^2} + O(h^{-3/4}).\]

This concludes the proof. \(\square\)

In the proof of Proposition 3.1, we need the following estimates: for \(\epsilon > 0\), let \(u_\epsilon := (P - \omega - i\epsilon)^{-1}f\), then

1. For any \(\beta > 0\), we have

\[(3.16) \quad \|u_\epsilon\|_{H^{-\frac{1}{2}} - \beta} \leq C\|f\|_{H^{\frac{1}{2}} + \beta} + C\|u_\epsilon\|_{H^{-N}}.\]

2. If \(A \in \Psi^0(M)\) is compactly supported and \(\text{WF}(A) \cap \Lambda^+ = \emptyset\), then

\[(3.17) \quad \|Au_\epsilon\|_{H^s} \leq C\|f\|_{H^{s+1}} + C\|u_\epsilon\|_{H^{-N}}\]

for \(s > -\frac{1}{2}\).

The estimates (3.16) and (3.17) are obtained by using radial estimates. For the proof of (3.16) and (3.17), we refer to [6, (3.5)] and [6, (3.6)].

Now we prove the limiting absorption principle. We modify the proof of [6, Lemma 3.3] which in turn was a modification of an argument in [16].

**Proof of Proposition 3.1.** — For \(f \in H^{\frac{1}{2}+}\), \(\epsilon > 0\), denote

\[(3.18) \quad u_\epsilon := (P - \omega - i\epsilon)^{-1}f.\]

By (3.16), we know \(u_\epsilon \in H^{-\frac{1}{2}-}\) and by (3.17), we know that

\[\text{WF}^{-\frac{1}{2}}(u) \subset \Lambda^+.\]

We first show that for any \(\alpha > 0\), \(u_\epsilon\) is bounded in \(H^{-\frac{1}{2}-\alpha}\). Suppose the contrary, then we can find \(\epsilon_\ell \to 0^+\) such that \(\|u_{\epsilon_\ell}\|_{H^{-\frac{1}{2}-\alpha}} \to \infty\). Put \(w_\ell := u_{\epsilon_\ell}/\|u_{\epsilon_\ell}\|_{H^{-\frac{1}{2}-\alpha}}\). We have

\[(3.19) \quad (P - \omega - i\epsilon_\ell)w_\ell = f_\ell, \quad f_\ell = f/\|u_{\epsilon_\ell}\|_{H^{-\frac{1}{2}-\alpha}}, \quad f_\ell \rightharpoonup 0.\]

By (3.16), \(w_\ell\) in bounded in \(H^{-\frac{1}{2}-\beta}\) for any \(\beta\) if we let \(N = \frac{1}{2} + \alpha\). Since the embedding \(H^{-\frac{1}{2}-\beta} \hookrightarrow H^{-\frac{1}{2}-\alpha}\) is compact for \(0 < \beta < \alpha\), by passing to a subsequence, we can assume \(w_\ell \to w\) for some \(w \in H^{-\frac{1}{2}-\alpha}\). Let \(\ell \to \infty\) and we find

\[(3.20) \quad (P - \omega)w = 0, \quad \text{WF}^{-\frac{1}{2}}(w) \subset \Lambda^+.\]
By Lemma 3.2, we have
\[(3.21)\quad w \in H^{-\frac{1}{2}+}(M).\]
Thus we can apply high regularity estimates (3.17) to $P - \omega$ near $\Lambda^-$ and to $-(P - \omega)$ near $\Lambda^+$. And thus we have
\[(3.22)\quad \|w\|_{H^s} \leq C\|w\|_{H^{-N}}\]
for any $s$ and $N$. This implies $w \in C^\infty(M)$, in particular, $w \in L^2(M)$. Hence we conclude that $w \equiv 0$. This contradicts $\|w\|_{H^{-\frac{1}{2}-\alpha}} = 1$.

We conclude that $u_\epsilon$ is bounded in $H^{-\frac{1}{2}-\alpha}$ for any $\alpha > 0$. Using the compact embedding $H^{-\frac{1}{2}-\beta} \hookrightarrow H^{-\frac{1}{2}-\alpha}$ when $\beta < \alpha$, we know $u_\epsilon$ converges in $H^{-\frac{1}{2}-\alpha}$ for any $\alpha > 0$. By (3.16) and (3.17), and $f \in H^{\frac{1}{2}+}$, we know the limit $u := (P - \omega - i0)^{-1}f \in H^{-\frac{1}{2}-}$ satisfies
\[(3.23)\quad (P - \omega)u = f, \quad \text{WF}^{-\frac{1}{2}}(u) \subset \Lambda^+.\]

Finally, we remark that the argument above can be used to show that if $\epsilon_\ell \to 0^+, \omega_\ell \to \omega, |\omega_\ell| \leq \delta_0$, then
\[(P - \omega_\ell - i\epsilon_\ell)^{-1}f \xrightarrow{H^{-\frac{1}{2}-}} (P - \omega - i0)^{-1}f, \quad \ell \to \infty.\]
This implies the continuity of $(P - \omega - i0)^{-1}f$ in $\omega$. \hfill \Box

The Lagrangian regularity of the distributions in the range of $(P-\omega\pm i0)^{-1}$ is proved in [6, Lemma 4.1]. We record this as

**Lemma 3.3.** — Suppose $P, \omega$ satisfy conditions in Proposition 3.1. Let $f \in C^\infty(M)$ and
\[(3.24)\quad u^\pm(\omega) := (P - \omega \mp i0)^{-1}f \in H^{-\frac{1}{2}-}(M).\]
Then $u^\pm(\omega) \in I^0(M;\Lambda^\pm_\omega)$.

### 4. Transport equations

From now on, up to Section 10, we put $\omega = 0$. We omit $P$ and $\omega$ in some notations for simplicity if there is no ambiguity. The results in Sections 4-10 hold for any $\omega \in \mathbb{R}$ that satisfies assumptions in Section 1.3 and that is not an embedded eigenvalue of $P$.

Suppose $L^\pm \subset \partial T^*M$ are the radial sink ($+$) and the radial source ($-$). Then $\Lambda^\pm = \kappa^{-1}(L^\pm) \subset \Sigma_0 := \{p(x, \xi) = 0\}$ are conic Lagrangian submanifolds. There exist densities $\nu^\pm$ on $\Lambda^\pm$ that are homogeneous of order 1 and invariant under the Hamiltonian flow by [6, Lemma 2.5]. If we use $\nu^-$ and $e^{\frac{\pi}{2} \text{sgn} \phi''}$ with fixed covering and generating functions (see
Section 2.2) to trivialize the half-density bundle $\Omega_{\Lambda^-}^{1/2}$ and the Maslov bundle $\mathcal{M}_{\Lambda^-}$, then the principal symbol of $u \in I^s(\Lambda^-)$ can be locally written as

$$
\sigma(u) = e^{\frac{\pi i}{4} \text{sgn} \varphi''} a(x, \xi) \sqrt{\nu}
$$

for some $a \in S^s(\Lambda)$. Here we recall that

$$
S^s(\Lambda) := \{ a \in C_0^\infty(\Lambda) : t^{-s} M_t a \text{ is uniformly bounded in } C_0^\infty(\Lambda) \text{ for } t > 1 \}
$$

where $M_t$ is the dilation in $\xi$, see [12, Definition 21.1.8] and [13, Section 25.1]. We also define $S^{-\infty}(\Lambda) := \bigcap_{s \in \mathbb{R}} S^s(\Lambda)$. We also define $S^{-\infty}(\Lambda)$.

Since $p$ vanishes on $\Lambda^-$, by (2.21) we know $Pu \in I^{s-1}(\Lambda^-)$ and if

$$
\sigma(Pu) = e^{\frac{\pi i}{4} \text{sgn} \varphi''} b(x, \xi) \sqrt{\nu}
$$

for some $b \in S^{s-1}(\Lambda)$ then

$$
\left( \frac{1}{i} H_p + V^- \right) a = b
$$

here $V^- \in C^\infty(\Lambda^-; \mathbb{R})$ is a real-valued potential that is homogeneous of order $-1$ – see [6, (4.29)].

Now we want to solve the transport equation (4.4). We first recall some notations. Let $\iota$ be the radial compactification of $T^*M$: $\iota : T^*M \to B^*M$, $(x, \xi) \mapsto (x, \xi/(1 + \langle \xi \rangle))$, where $B^*M$ is the coball bundle modeling $T^*M$ (see [5, Appendix E.1.3]). Let $d$ be the number of connected components of $\Lambda^\pm$.

**Lemma 4.1.** — There exist open subsets $\mathcal{O}^\pm$ of $\Lambda^\pm$ and submanifolds $K^\pm$ of $\Lambda^\pm$ such that

1. $\iota(\mathcal{O}^\pm) \subset \bar{T}^*M$ are neighborhoods of $L^\pm$ in $\iota(\Lambda^\pm) \subset \bar{T}^*M$.
2. $\partial \mathcal{O}^\pm = K^\pm$. Here $\partial \mathcal{O}^\pm$ are the boundary of $\mathcal{O}^\pm$ in $\Lambda^\pm$;
3. $K^\pm$ are diffeomorphic to $\bigcup_d S^1$;
4. $K^\pm$ are transversal to the flow lines generated by $H_p$, and each flow line meets $K^\pm$ at most once;
5. For any $(x, \xi) \in K^\pm \cup \mathcal{O}^\pm$, $e^{tH_p}(x, \xi)$ converges to $L^\pm$ as $t \to \pm \infty$.
6. There exist smooth densities $\mu^\pm(z)$ on $K^\pm$ such that

$$
\nu^\pm(e^{tH_p} z)|_{\mathcal{O}^\pm} = \mu^\pm(z) \, dt
$$

for $(z, t) \in K^\pm \times \mathbb{R}$, $\pm t > 0$.

**Proof.** — In fact, let $f_2 \in C^\infty(\Lambda^-; \mathbb{R})$ be the restriction of $f_1$ to $\Lambda^-$, where $f_1$ is defined in Lemma 3.2. Recall that

$$
f_2 \text{ is homogeneous of order } 1, \quad H_p f_2 \geq c, \quad f_2(x, \xi) \geq c|\xi| \text{ with } c > 0.
$$
We can put
\[ (4.7) \quad K^- := \{ f_2 = 1 \}, \quad \mathcal{O}^- := \{ f_2 > 1 \}. \]
Then \( K^- \) and \( \mathcal{O}^- \) satisfy conditions in Lemma 4.1.

For (6): suppose \( \nu^-(e^{tH_p} z) = \alpha^-(z, t) \, dz^- \, dt \), here \( \alpha^- \in C^\infty(K^- \times (-\infty, 0)) \), \( dz^- \) is some fixed smooth density on \( K^- \), \( dt \) is the Lebesgue density on \( (-\infty, 0) \). Then
\[ (4.8) \quad \mathcal{L}_{H_p} \nu^- = 0 \Rightarrow \partial_t \alpha^- = 0. \]
Thus \( \alpha^- = \alpha^-(z) \). Put \( \mu^-(z) = \alpha^-(z) \, dz^- \) and we get (4.5).

Similarly one can construct \( K^+ \) and \( \mathcal{O}^+ \) by considering the radial source for \( -P \).

Remark 4.2. — Let \( \phi^\pm : \bigcup_t S^1 \to K^\pm \) be diffeomorphisms, then the pullbacks \( (\phi^\pm)^* \) give diffeomorphisms between half-density bundles
\[ (4.9) \quad (\phi^\pm)^* : C^\infty(K^\pm; \Omega^{\frac{1}{2}}_K) \to C^\infty(S^1; (\Omega^{\frac{1}{2}}_S)^d). \]
If we use \( \sqrt{\mu^\pm} \) on \( K^\pm \) and the standard half-density \( \sqrt{dS} \) on \( S^1 \) to trivialize the half-density bundles, then \( (\phi^\pm)^* \) give maps, which we still denote by \( (\phi^\pm)^* \), between smooth functions
\[ (4.10) \quad (\phi^\pm)^* : C^\infty(K^\pm; \mathbb{C}) \to C^\infty(S^1; \mathbb{C}^d). \]

We note that for any \( (x, \xi) \in \mathcal{O}^- \),
\[ (4.11) \quad \text{there exists a unique } (z, t) \in K^- \times \mathbb{R} \text{ such that } (x, \xi) = e^{tH_p} z. \]
Put
\[ (4.12) \quad W^-(x, \xi) = \int_0^t V^-(e^{sH_p} z) \, ds \in C^\infty(\mathcal{O}^-), \quad (x, \xi) \in \mathcal{O}^- . \]
We have the following lemma:

Lemma 4.3. — Let \( W^- \) be the function defined by (4.12), \( z = z(x, \xi) \) be defined by (4.11). Then

1. In \( \mathcal{O}^- \), the solutions to the transport equation (4.4) with \( b = 0 \) are
\[ (4.13) \quad a = e^{iW^-} f(z), \quad f \in C^\infty(K^-). \]
2. If \( f \in C^\infty(K^-) \), \( a_1 \in C^\infty(\Lambda^-) \) and \( a_1 = e^{-iW^-} f(z) \) in \( \mathcal{O}^- \), then \( a_1 \in S^0(\Lambda^-) \).

Proof. — (1) can be checked by a direct computation.
For (2): Using the fact that \([\xi \partial_\xi, \frac{1}{i} H_p + V] = -\left(\frac{1}{i} H_p + V\right)\), we know
\[ (4.14) \quad \left( \frac{1}{i} H_p + V \right)^k (\xi \partial_\xi)^j a_1 = 0 \]
for any \( k \geq 1, j \geq 0 \) and \((x, \xi) \in \mathcal{O}^-\). Thus in \( \mathcal{O}^-\)

\[
(4.15) \quad \left( \frac{1}{i} H_p + V \right)^k (\xi \partial_\xi)^j a_1 = e^{-iW^-} f_{jk}(z) = O(1)
\]

where \( k, j \geq 0 \) and \( f_{jk} \in C^\infty \). Since \( H_p \) and \( \xi \partial_\xi \) form a frame on \( \Lambda^- \), we have \( a_1 \in S^0(\Lambda^-) \).

We use \( W^- \) as an integral factor to solve the transport equation. The solution to the transport equation

\[
(4.16) \quad \left( \frac{1}{i} H_p + V^- \right) a = b
\]
is, for \((x, \xi) \in \mathcal{O}^-\) and \((z, t) \in K^- \times \mathbb{R}\) defined by (4.11),

\[
(4.17) \quad a(x, \xi) = e^{-iW^-} \left( a(z) + i \int_0^t b(e^{sH_p} z) e^{iW^- (e^{sH_p} z)} \, ds \right)
= e^{-iW^-} \left( a(z) + i \int_{-\infty}^t b(e^{sH_p} z) e^{iW^- (e^{sH_p} z)} \, ds \right) + i \int_{-\infty}^t b(e^{sH_p} z) e^{iW^- (e^{sH_p} z)} \, ds.
\]

This formula makes sense when \( b \in S^{-2}(\Lambda^-) \) for then the integrand is of order \( \langle \xi \rangle^{-2} \) and the fact that \(|t| \) is comparable to \(|\xi|\) in \( \mathcal{O}^-\).

From (4.17) we know

**Lemma 4.4.** — Suppose \( a_{-j} \in S^{-j}(\Lambda^-), j \geq 0, b_{-2} \in S^{-2}(\Lambda^-), c_{-k} \in S^{-k}(\Lambda^-), k \geq 2 \) satisfy the following system of equations

\[
(4.18) \quad \left( \frac{1}{i} H_p + V^- \right) a_0 = b_{-2};
\]

\[
(4.19) \quad \left( \frac{1}{i} H_p + V^- \right) a_{-j} = -c_{-j-1}, \quad j \geq 1.
\]

Then for \((x, \xi) \in \mathcal{O}^-\) and \((z, t) \in K^- \times \mathbb{R}\) defined by (4.11),

1. There exists a unique function \( f \in C^\infty(K^-) \) such that

\[
(4.20) \quad a_0 = e^{-iW^-} (f(z) + O(|\xi|^{-1})), \quad |\xi| \to \infty.
\]

Moreover, \( f \) depends only on the 0th order part of \( a_0 \). That means if \( \tilde{a}_0 \in S^0 \) satisfies \( a_0 - \tilde{a}_0 \in S^{-1} \) and solves

\[
(4.21) \quad \left( \frac{1}{i} H_p + V^- \right) \tilde{a}_0 = \bar{b}_{-2}
\]
for some \( \tilde{b}_{-2} \in S^{-2} \) and
\[
(4.22) \quad \tilde{a}_0 = e^{-iW^{-}}(\tilde{f}(z) + O(|\xi|^{-1})), \quad |\xi| \to \infty,
\]
then \( f \equiv \tilde{f} \).

(2) The equations (4.19) have solutions
\[
(4.23) \quad a_{-j} = -ie^{-iW^{-}} \int_{-\infty}^{t} e^{iW^{-}(e^{sH_p}z)} c_{-j-1}(e^{sH_p}z) \, ds, \quad j \geq 1.
\]

Proof. — We only need to prove (1).

We can put
\[
(4.24) \quad f(z) = a_0(z) + i \int_{0}^{-\infty} b_{-2}(e^{sH_p}z) e^{iW^{-}(e^{sH_p}z)} \, ds
\]
and note that
\[
(4.25) \quad \int_{-\infty}^{t} b_{-2}(e^{sH_p}z) e^{iW^{-}(e^{sH_p}z)} \, ds = O(|\xi|^{-1}), \quad |\xi| \to \infty
\]
since \( b_{-2} \in S^{-2}(\Lambda^-) \) and \( t \) is comparable to \( |\xi| \) in \( \mathcal{O}^{-} \).

5. Solutions up to smooth functions

In this section we will construct a correspondence between a set of distributions \( D^- := \{ u \in I^0(\Lambda^-) : Pu \in C^\infty(M) \} \) and \( C^\infty(K^-) \).

From now on we fix a family of open conic sets \( \{ U_j \}^m_{j=1} \) that cover \( \Lambda^- \) and fix some local coordinates \( (x, \xi) \) such that \( \Lambda^- \cap U_j = \{ (x, \xi) : x = \frac{\partial F_j}{\partial \xi}, \xi \in \Gamma_j \} \) for some \( F_j \) that is homogeneous of order 1 and some open conic set \( \Gamma_j \subset \mathbb{R}^2 \setminus 0 \). Let \( \varphi_j(x, \xi) = \langle x, \xi \rangle - F_j(\xi) \) be a local generating function of \( \Lambda^- \).

We first record that

**Lemma 5.1.** If \( D^- = \{ u \in I^0(\Lambda^-) : Pu \in C^\infty(M) \} \), then
\[
(5.1) \quad D^- \cap I^{-1}(\Lambda^-) = C^\infty(M).
\]

**Proof.** Suppose \( u \in D^- \), then \( Pu \in C^\infty(M) \) and \( \text{WF}(u) \subset \Lambda^- \). Since \( u \in I^{-1}(\Lambda) \subset L^2(M) \), and \( P \) is self-adjoint, we find that \( \text{Im} \langle Pu, u \rangle = 0 \). By [6, Lemma 3.1], we conclude that \( u \in C^\infty(M) \).

In the next lemma, we construct microlocal solutions to (1.2), that is, \( u \in I^0(\Lambda^-) \) satisfying \( Pu \in C^\infty(M) \). We build the connection between the “initial data” and the microlocal solutions as mentioned in the Introduction.
**Lemma 5.2.** — There exist linear maps

\[ G^- : D^-/C^\infty(M) \to C^\infty(K^-), \]
\[ H^- : C^\infty(K^-) \to D^-/C^\infty(M), \]

such that

\[ G^- \circ H^- = \text{Id}_{C^\infty(K^-)}, \quad H^- \circ G^- = \text{Id}_{D^-/C^\infty(M)}. \]

Proof. — We first construct \( G^- \) and \( H^- \). The linearity and invertibility of \( G^- \) and \( H^- \) can be checked from the construction.

**Construction of \( G^- \).** — Let \( u \in I^0(\Lambda^-) \) be a representative of \( [u] \in D^-/C^\infty(M) \). The principal symbol of \( u \) can be written as

\[ \sigma(u) = e^{\pi i \text{sgn} \varphi''} a_0 \sqrt{\nu^-} \]

in \( \Lambda^- \cap U_j \) with \( a_0 \in S^0(\Lambda^-) \). Since \( Pu \in C^\infty \) we know that \( \sigma^{-1}(Pu) = 0 \), that is,

\[ \left( \frac{1}{i} H_p + V^- \right) a_0 = b_{-2} \]

for some \( b_{-2} \in S^{-2}(\Lambda) \). By Lemma 4.4, we know that there exists a unique \( f \in C^\infty(K^-) \) such that for \( (x,\xi) \in O^- \) and \( (z,t) \in K^- \times \mathbb{R} \) defined by (4.11),

\[ a_0 = e^{-iW^-} (f(z) + O(|\xi|^{-1})), \quad |\xi| \to \infty. \]

Furthermore, by Lemma 4.4, \( f \) does not depend on the choice of the representative of the principal symbol of \( u \). The function \( f \) does not depend on the choice of the representative of \( [u] \) as well since elements in \( [u] \) differ only by smooth functions on \( M \). Thus we get a map

\[ G^- : D^-/C^\infty(M) \to C^\infty(K^-), \quad [u] \mapsto f. \]

From the construction we can check that \( G^- \) is linear.

**Construction of \( H^- \).** — For any \( f \in C^\infty(K^-) \), put

\[ a_0 = e^{-iW^-} f(z) \]

for \( (x,\xi) \in O^- \), and \( (z,t) \in K^- \times \mathbb{R} \) defined by (4.11). Let \( \chi \in C^\infty((0, \infty); [0, 1]) \) be a cut-off function such that \( \chi = 0 \) on \((0, 1]\) and \( \chi = 1 \) on \([2, \infty)\). Then the function \( \chi(f_2) a_0 \in S^0(\Lambda^-) \). Let \( u_0 \) be a distribution in \( I^0(\Lambda^-) \) with principal symbol

\[ \sigma(u_0) = e^{\pi i \text{sgn} \varphi''} \chi(f_2) a_0 \sqrt{\nu^-}. \]
in $\Lambda^- \cap U_j$. By Lemma 4.3 we know that
\begin{equation}
\frac{1}{i} L\sigma(u_0) \in S^{-3/2}(\Lambda^-; \mathcal{M}_{\Lambda^-} \otimes \Omega_{\Lambda^-}^{1/2})
\end{equation}
and this implies that $\sigma_{-1}(Pu_0) = 0$, that is, $Pu_0 \in I^{-2}(\Lambda^-)$. Suppose
\begin{equation}
\sigma_{-2}(Pu_0) = e^{\frac{2i}{3} \text{sgn} \varphi_j} c_{-2} V^-, \tag{5.11}
\end{equation}
then by Lemma 4.4, we can find $a_{-1} \in C^\infty(O^-)$ such that $\chi(f_2) a_{-1} \in S^{-1}(\Lambda^-)$ and
\begin{equation}
\left(\frac{1}{i} H_p + V^-ight) (a_{-1}) = -c_{-2}, \tag{5.12}
\end{equation}
in $O^- \cap \{f_2 > 2\}$. Let $u_{-1}$ be in $I^{-1}(\Lambda^-)$ with
\begin{equation}
\sigma_{-1}(u_{-1}) = e^{\frac{2i}{3} \text{sgn} \varphi_j} \chi(f_2) a_{-1} V^- \tag{5.13}
\end{equation}
Then $\sigma_{-2}(P(u_0 + u_{-1})) = 0$, that is, $P(u_0 + u_{-1}) \in I^{-3}(\Lambda^-)$.

Continue this procedure and we get a symbol sequence $\{\chi(f_2) a_{-j}\}_{j=0}^\infty$ such that $\chi(f_2) a_{-j} \in S^{-j}(\Lambda^-)$, $j = 0, 1, \ldots$. By [8, Proposition 1.8], there exists $a \in \mathcal{S}^0(\Lambda^-)$ such that
\begin{equation}
a \sim a_0 + a_{-1} + a_{-2} + \cdots. \tag{5.14}
\end{equation}
Now we have
\begin{equation}
\left(\frac{1}{i} H_p + V^-ight) a \in S^{-\infty}(\Lambda^-), \quad a = e^{-iW^-}(f(z) + O(|\xi|^{-1})). \tag{5.15}
\end{equation}

Let $u$ be a distribution defined by (2.15) in $\Lambda^- \cap U_j$ for any $j$, then $u \in I^0(\Lambda^-)$ and $Pu \in C^\infty(M)$, that is, $u \in D^-$. Let $[u]$ be the equivalent class of $u$ in $D^-/C^\infty(M)$. Now we get a map
\begin{equation}
H^- : C^\infty(K^-) \to D^-/C^\infty(M), \quad f \mapsto [u]. \tag{5.16}
\end{equation}

We now show that $H^-$ is linear. In fact, let $g_1, g_2 \in C^\infty(K^-)$, $c_1, c_2 \in \mathbb{C}$. Then from (5.8) we know
\begin{equation}
\sigma(H^-(c_1 g_1 + c_2 g_2)) = \sigma(c_1 H^-(g_1) + c_2 H^-(g_2)). \tag{5.17}
\end{equation}
Put
\begin{equation}
w := H^-(c_1 g_1 + c_2 g_2) - (c_1 H^-(g_1) + c_2 H^-(g_2)). \tag{5.18}
\end{equation}
Here $H^-(\cdot)$ should be understand as arbitrary representatives in the equivalence class. Then $w \in I^{-1}(\Lambda^-)$, $Pw \in C^\infty(M)$. Thus by Lemma 5.1 we find $w \in D^- \cap I^{-1}(\Lambda^-) = C^\infty(M)$, i.e., $w = 0$ in $D^-/C^\infty(M)$.

The identities in the lemma are clear from the construction of $G^-$ and $H^-$. □
Remarks 5.3.

(1) For any \( f \in C^\infty(K^-) \), \( H^-(f) \) is a microlocal solution of (1.2).

(2) In the construction (which is similar to Borel’s Lemma – see [11, Theorem 1.2.6]) of \( a \) in (5.14), the map from \( f \) to \( a \) is nonlinear. Hence it is not obvious that \( H \) is in fact linear. However, the nonlinearity – which is caused by the lower order terms in the asymptotic expansion of \( a \) – is “killed” by taking the quotient space of \( D^- \) with respect to \( C^\infty(M) \), which is \( D^- \cap I^{-1}(\Lambda^-) \) by Lemma 5.1.

(3) We can define \( D^+, G^+, H^+ \) in a similar way.

(4) Using the maps \((\phi^\pm)^*\) constructed in the remark below Lemma 4.1, we can then identify microlocal solutions with smooth functions on circles. We define

\[
\begin{align*}
G^+_0 & := (\phi^\pm)^* \circ G^\pm : D^\pm/C^\infty(M) \to C^\infty(S^1; \mathbb{C}^d), \\
H^+_0 & := H^\pm \circ ((\phi^\pm)^*)^{-1} : C^\infty(S^1; \mathbb{C}^d) \to D^\pm/C^\infty(M).
\end{align*}
\]

By the definitions, \( G^+_0 \) and \( H^+_0 \) are linear and

\[
G^+_0 \circ H^+_0 = \text{Id}, \quad H^+_0 \circ G^+_0 = \text{Id}.
\]

6. The boundary pairing formula

In this section, we prove a boundary pairing formula for microlocal solutions to (1.2). For that, let \( \langle \cdot, \cdot \rangle \) be the pairing of distributions and smooth functions with \( L^2 \) convention, i.e., \( \langle u, v \rangle = \int u v dm \) if \( u, v \in C^\infty(M) \). Here \( dm \) is a smooth density on \( M \) such that \( P \) is self-adjoint (see Section 1.2).

We consider microlocal solutions to (1.2):

\[
Pu_j \in C^\infty(M), \quad u_j = u^-_j + u^+_j, \quad u^\pm_j \in I^0(\Lambda^\pm), \quad j = 1, 2.
\]

Put

\[
B(u_1, u_2) := \langle Pu_1, u_2 \rangle - \langle u_1, Pu_2 \rangle.
\]

Our goal is to compute \( B \) using \( G^\pm \) constructed in Lemma 5.2.

We first clarify the assumption (6.1) and the definition of \( B \).

**Lemma 6.1.** — Suppose \( u_j \in \mathcal{D}'(M), \ j = 1, 2, \) satisfy (6.1). Then

(1) In the decomposition of \( u_j = u^-_j + u^+_j, \ u^\pm_j \) is unique up to \( C^\infty(M) \);

(2) In fact we have \( Pu_j^\pm \in C^\infty(M) \);

(3) If \( u_1 \) or \( u_2 \) is smooth, then \( B(u_1, u_2) = 0 \).
Proof.

(1). — In fact, suppose $u_1$ has another decomposition

\[ u_1 = \tilde{u}_1^- + \tilde{u}_1^+, \quad \tilde{u}_1^\pm \in I^0(\Lambda^\pm), \]

then

\[ u_1^- - \tilde{u}_1^- = -(u_1^+ - \tilde{u}_1^+) \in I^0(\Lambda^-) \cap I^0(\Lambda^+ \subset C^\infty(M). \]

(2). — Note that $Pu_j^- = -Pu_j^+ + C^\infty(M)$. Hence

\[ WF(Pu_j^-) = WF(Pu_j^+). \]

However we know

\[ WF(Pu_j^\pm) \subset \Lambda^\pm, \quad \Lambda^- \cap \Lambda^+ = \emptyset. \]

Thus $Pu_j^\pm \in C^\infty$.

(3). — This follows from the definition of $B$ and the fact that $P$ is self-adjoint. \hfill \Box

**Remark 6.2.** — The last claim in Lemma 6.1 shows that $B$ is defined for equivalent classes in $(D^- \oplus D^+) / C^\infty(M)$.

First we note that

**Lemma 6.3.** — If $u(h) \in \mathcal{D}'(M)$, $f(h) \in C^\infty(M)$ are $h$-tempered and

\[ WF_h(u(h)) \cap WF_h(f(h)) = \emptyset. \]

Then we have

\[ \langle u(h), f(h) \rangle = O(h^\infty), \quad h \to 0. \]

**Proof.** — Let $A \in \Psi^0_h(M)$ such that

\[ A \equiv I \text{ near } WF_h(f(h)), \quad A \equiv 0 \text{ near } WF_h(u(h)), \]

where “$\equiv$” means microlocal equivalence – see [5, Definition E.29] and [5, Proposition E.30]. Then we have

\[ (I - A)f(h) = O(h^\infty)_{C^\infty}, \quad A^*u(h) = O(h^\infty)_{C^\infty}. \]

Thus

\[ \langle u(h), f(h) \rangle = \langle u(h), Af(h) \rangle + O(h^\infty) \]

\[ = \langle A^*u(h), f(h) \rangle + O(h^\infty) = O(h^\infty). \]

This concludes the proof. \hfill \Box
Lemma 6.4. — Suppose \( Q(x, hD) \in h\Psi^\text{comp}_h(\mathbb{R}^2) \) satisfies that
\[
Q(x, hD) = \text{Op}_h(q_h(x, \xi)),
\]
\( \text{ess-spt}(q_h) \) is a compact subset of \( T^*\mathbb{R}^2 \setminus 0 \) and \( q_h = q_{h,0} + O(h^2)S^{-1}(T^*\mathbb{R}^2) \) as \( h \to 0 \). Suppose
\[
(6.12) \quad u(x) = \int e^{i\langle x, \xi \rangle - F(\xi)} a(\xi) \, d\xi
\]
where \( F \in C^\infty(\mathbb{R}^2) \) is homogeneous of order 1, \( a \) is supported in some conic subset of \( \Gamma_0 \) and \( a \in S^{-\frac{1}{2}}(\Lambda) \). Let \( \mathcal{F} \) be the Fourier transform. Then for \( \xi \in \Gamma_0 \),
\[
(6.13) \quad \mathcal{F}(Q(x, hD)u)(\xi) = \frac{1}{(2\pi)^2} \int \int \int \int e^{i\Phi(x,y,\zeta,\eta;\xi)} q_h(x, h\zeta) a(y, \eta) \, dx \, dy \, d\zeta \, d\eta
\]
with
\[
(6.14) \quad \Phi(x,y,\zeta,\eta;\xi) = -\langle x, \xi \rangle + \langle x - y, \zeta \rangle + \langle y, \eta \rangle - F(\eta).
\]
Let \( \gamma \in C^\infty_c(\mathbb{R}^n \setminus 0) \) and \( \gamma(\theta) = 1 \) when \( C^{-1} \leq |\theta| \leq C \) for sufficiently large \( C \), then by integration by parts
\[
(6.15) \quad \nabla_{x,y,\zeta,\eta} \Phi = (\zeta - \xi, \eta - \zeta, x - y, y - \partial_\eta F(\eta)).
\]
The critical point of $\Phi$ is
\begin{equation}
(6.19) \quad x = y = \partial_\zeta F(\xi), \quad \zeta = \eta = \xi.
\end{equation}
At this critical point $\Phi = -F(\xi)$ and
\begin{equation}
(6.20) \quad \nabla^2_{x,y,\zeta,\eta} \Phi = \begin{pmatrix}
0 & 0 & I & 0 \\
0 & 0 & -I & I \\
I & -I & 0 & 0 \\
0 & I & 0 & -\partial_\xi^2 F(\xi)
\end{pmatrix}.
\end{equation}
By the method of stationary phase we find as $\lambda \to +\infty$, $h \to 0$,
\begin{equation}
(6.21) \quad \mathcal{F}(Q(x, hD)u)(\lambda \xi) = (2\pi)^2 e^{-i\lambda F(\xi)} (q_h(\partial_\xi F(\xi), h\lambda \xi) a(\partial_\xi F(\xi), \lambda \xi) + R(h, \lambda \xi) + O(h\lambda^{-N}))
\end{equation}
where $R(h, \lambda \xi) = O(h^{5/2})$ and $R = 0$ if $|\lambda| \leq h/C$ or $|\lambda| \geq Ch$, $N \gg 1$. Hence as $|\xi| \to \infty$, $h \to 0$,
\begin{equation}
(6.22) \quad \mathcal{F}(Q(x, hD)u)(\xi) = (2\pi)^2 e^{-iF(\xi)} \times (q_h,0(\partial_\xi F(\xi), h\xi) a(\partial_\xi F(\xi), \xi) + R(h, \xi) + O(h|\xi|^{-N})). \quad \Box
\end{equation}

**Lemma 6.5.** — Suppose that $Q(x, hD) \in h\Psi^\text{comp}_h(\mathbb{R}^2)$ satisfies assumptions in Lemma 6.4. Let $u, v \in I^0(\Lambda)$ for some Lagrangian submanifold $\Lambda \subset T^*\mathbb{R}^2$. Then
\begin{equation}
(6.23) \quad \langle Q(x, hD)u, v \rangle = (2\pi)^2 \int_{\Lambda} q_h,0(\partial_\xi F(\xi), h\xi) a(\partial_\xi F(\xi), \xi) + R(h, \xi) + O(h|\xi|^{-N}).
\end{equation}
where $\sigma(u), \sigma(v) \in S^{\frac{1}{2}}/S^{-\frac{1}{2}}(\Lambda; \mathcal{M}_\Lambda \otimes \Omega^1_\Lambda)$ are the principal symbols of the Lagrangian distributions $u$ and $v$.

**Proof.** — By Parseval’s formula, we have
\begin{equation}
(6.24) \quad \langle Q(x, hD)u, v \rangle = \langle \mathcal{F}(Q(x, hD)u), \mathcal{F}(v) \rangle.
\end{equation}
Suppose $F \in C^\infty(\mathbb{R}^2)$ is homogeneous of order 1 and $\Lambda = \{(x, \xi) : x = \partial_\xi F(\xi), \xi \in \Gamma_0\}$ for some open conic subset $\Gamma_0 \subset \mathbb{R}^2$. Then there exist $a, b \in S^{-\frac{1}{2}}(\Lambda)$ and $a, b$ are supported in some conic subset of $\Gamma_0$ such that
\begin{equation}
(6.25) \quad u(x) = \int e^{i\langle (x, \xi) - F(\xi) \rangle} a(x, \xi) d\xi, \quad v(x) = \int e^{i\langle (x, \xi) - F(\xi) \rangle} b(x, \xi) d\xi.
\end{equation}
By Lemma 6.4,
\begin{equation}
(6.26) \quad \mathcal{F}(Q(x, hD)u)(\xi) = (2\pi)^2 e^{-iF(\xi)} (q_h,0(\partial_\xi F(\xi), h\xi) a(\partial_\xi F(\xi), \xi) + R(h, \xi) + O(h|\xi|^{-N})).
\end{equation}
Similarly
\begin{equation}
    F(v)(\xi) = (2\pi)^2 e^{-iF(\xi)} b(\partial_\xi F(\xi), \xi) + O(|\xi|^{-3/2}).
\end{equation}
Thus
\begin{equation}
    \langle Q(x, hD)u, v \rangle = (2\pi)^4 \int q_{h,0}(\cdot, h\cdot) a\delta_{|\partial_\xi F(\xi), \xi|} \, d\xi + O(h).
\end{equation}
By (2.20),
\begin{equation}
\begin{aligned}
    \sigma(u) &= (2\pi)^{-1} e^{\frac{x}{4} \text{sgn} \varphi_x} a(x, \xi)|d\xi|^\frac{1}{2}, \\
    \sigma(v) &= (2\pi)^{-1} e^{\frac{x}{4} \text{sgn} \varphi_x} b(x, \xi)|d\xi|^\frac{1}{2}
\end{aligned}
\end{equation}
with \( \varphi(x, \xi) = \langle x, \xi \rangle - F(\xi) \). Thus
\begin{equation}
    \langle Q(x, hD)u, v \rangle = (2\pi)^2 \int_\Lambda q_{h,0}(\cdot, h\cdot) \sigma(u) \sigma(v) + O(h).
\end{equation}
Note that formula (6.30) holds for any representatives of the principal symbols since the integral of lower order terms can be absorbed in the remainder \( O(h) \). \hfill \square

**Proposition 6.6.** — Suppose \( P \) satisfies assumptions in Section 1.2, \( u, j = 1, 2 \) satisfy assumptions (6.1), \( B \) is defined by (6.2), \( \sigma_0^\pm \) are maps defined in Lemma 5.19. Then
\begin{equation}
\frac{1}{(2\pi)^2} B(u_1, u_2) = \int_{S^1} (G_0^+(u_1^+) \cdot G_0^+(u_2^+) - G_0^-(u_1^-) \cdot G_0^-(u_2^-)) \, dS
\end{equation}
where \( \cdot \) is the Hermitian product on \( \mathbb{C}^d \), \( dS \) is the standard density on \( S^1 \).

**Proof.**

**Step 1.** — Let \( \chi \in C^\infty(T^*M; [0,1]) \) such that \( \chi = 0 \) when \( |\xi| \leq R_0 \), \( \chi = 1 \) when \( |\xi| \geq 2R_0 \) for some \( R_0 \gg 1 \). Note that
\begin{equation}
    \WF_h(Pu_1) \cap \WF_h(\chi(hD)u_1) \subset \{ \xi = 0 \} \cap \{ |\xi| \geq R_0 \} = \emptyset.
\end{equation}
By Lemma 6.3, we know for \( h > 0 \)
\begin{equation}
    \langle Pu_1, \chi(hD)u_2 \rangle = O(h^\infty), \quad \langle \chi(hD)u_1, Pu_2 \rangle = O(h^\infty)
\end{equation}
as \( h \to 0 \). Thus we have
\begin{equation}
\begin{aligned}
    B(u_1, u_2) &= \langle Pu_1, (1 - \chi(hD))u_2 \rangle - \langle (1 - \chi(hD))u_1, Pu_2 \rangle + O(h^\infty) \\
    &= \langle [P, \chi(hD)]u_1, u_2 \rangle + O(h^\infty).
\end{aligned}
\end{equation}
Here we used the fact that \( P \) is self-adjoint and \( (I - \chi(hD))u_1 \in C^\infty(M) \). From Lemma 2.3 we know that \([P, \chi(hD)]\) is a semiclassical pseudo-differential operator that satisfies assumptions on \( Q(x, hD) \) in Lemma 6.4.
Since \( u_j \) can be decomposed as in the assumption (6.1), we know
\[
\mathcal{B}(u_1, u_2) = \mathcal{B}(u_1^+, u_2^+) + \mathcal{B}(u_1^-, u_2^-) + \mathcal{B}(u_1^+, u_2^-) + \mathcal{B}(u_1^-, u_2^+).
\]
(6.35)

For the term
\[
\mathcal{B}(u_1^+, u_2^-) = (\langle P, \chi(x, hD) \rangle u_1^+, u_2^-) + O(h^\infty),
\]
we observe that
\[
WF_h((\chi(x, hD)) u_1^+) \subset \Lambda^+ \cap \{ |\xi| \geq R_0 \},
\]
(6.37)

\[
WF_h(u_2^-) \subset \Lambda^- \cup \{ \xi = 0 \},
\]
(6.38)

hence
\[
WF_h((\chi(x, hD)) u_1^+) \cap WF_h(u_2^-) = \emptyset.
\]

Again by Lemma 6.3, we have
\[
\mathcal{B}(u_1^+, u_2^-) = 0.
\]
(6.39)

A similar argument shows that \( \mathcal{B}(u_1^-, u_2^+) = 0 \). Thus we get
\[
\mathcal{B}(u_1, u_2) = \mathcal{B}(u_1^+, u_2^+) + \mathcal{B}(u_1^-, u_2^-).
\]
(6.41)

Step 2. — Now we analyse the term
\[
\mathcal{B}(u_1^-, u_2^-) = (\langle P, \chi(x, hD) \rangle u_1^-, u_2^-) + O(h^\infty).
\]
(6.42)

As in Section 2.2, we assume \( \mathcal{U}_j, j = 1, 2, \ldots, m \) are open conic subsets of \( \Lambda^- \) such that they cover \( \Lambda^- \) and in \( \mathcal{U}_j \), distributions in \( I^0(\Lambda^-) \) can be expressed in local coordinates as (2.15). Let \( \psi_j \in C^\infty_c(\mathcal{U}_j), j = 1, 2, \ldots, m \) be a partition of unity of \( \Lambda^- \), i.e., \( \sum_j \psi_j = 1 \) on \( \Lambda^- \), then \( \tilde{\psi}_j(x, hD) \) is a microlocal partition of unity of \( \Lambda^- \) — see [5, Proposition E.30]. Let \( \tilde{\psi}_j \in C^\infty_c(\mathcal{U}_j) \) such that \( \tilde{\psi}_j = 1 \) on \( \text{supp} \psi_j \). Then we have
\[
\mathcal{B}(u_1^-, u_2^-) = \sum_j (\langle \tilde{\psi}_j(x, hD) P, \chi(x, hD) \rangle u_1^-, \tilde{\psi}_j(x, hD) u_2^-) + O(h^\infty).
\]
(6.43)

We can now compute the summand in local coordinates, using the Fourier transform defined in local coordinates. By Lemma 6.5, we have
\[
\langle \psi_j(x, hD) P, \chi(x, hD) \rangle u_1^-, \tilde{\psi}_j(x, hD) u_2^- \rangle = -i(2\pi)^2 h \int_{\Lambda^-} \psi_j(x, \xi) \langle p, \chi \rangle(x, h\xi) \sigma(u_1^-)(x, \xi) \sigma(u_2^-)(x, \xi) + O(h).
\]
(6.44)
Thus we get
\begin{equation}
B(u_1^-, u_2^-) = -i(2\pi)^2 h \int_{\mathcal{A}^-} \{p, \chi\}(x, h\xi) \sigma(u_1^-)(x, \xi)\sigma(u_2^-)(x, \xi) + O(h).
\end{equation}

Note that by the definition of $G^-$—see Lemma 5.2, we have
\begin{equation}
\sigma(u_1^-)(x, \xi)\sigma(u_2^-)(x, \xi) = (G^-(u_1^-)G^-(u_2^-) + O(\langle\xi\rangle)^{-1})\nu^-.
\end{equation}

By Lemma 4.1, $\nu \big|_{\mathcal{O}^-} = \mu^{-}(z) \, dt$. A direct computation shows that
\[ h\{p, \chi\}(x, h\xi) = H_p\chi_h(x, \xi) \]
with $\chi_h(x, \xi) = \chi(x, h\xi)$. Hence for $0 < h \ll 1$,
\begin{equation}
B(u_1^-, u_2^-)
= -i(2\pi)^2 \int_{\mathcal{O}^-} H_p\chi_h G^-(u_1^-)G^-(u_2^-)\mu^- (z) \, dt + O(h)
= -i(2\pi)^2 \int_{K^-} \left( \int_{-\infty}^{0} H_p\chi_h \, dt \right) G^-(u_1^-)G^-(u_2^-)\mu^- (z) + O(h)
= i(2\pi)^2 \int_{K^-} G^-(u_1^-)G^-(u_2^-)\mu^- (z) + O(h).
\end{equation}

Here we used the fact that
\begin{equation}
\int_{-\infty}^{0} H_p\chi_h(z, t) \, dt = \int_{-\infty}^{0} \frac{d}{dt} (\chi_h(z, t)) \, dt = \chi_h(z, t)\big|_{-\infty}^{0} = -1.
\end{equation}

Similarly we have
\begin{equation}
B(u_1^+, u_2^+) = -i(2\pi)^2 \int_{K^+} G^+(u_1^+)G^+(u_2^+)\mu^+ (z) + O(h).
\end{equation}

Combine (6.41), (6.47), (6.49) and let $h \to 0$ and we get
\begin{equation}
B(u_1, u_2)
= -i(2\pi)^2 \left( \int_{K^+} G^+(u_1^+)G^+(u_2^+)\mu^+ - \int_{K^-} G^-(u_1^-)G^-(u_2^-)\mu^- \right)
= -i(2\pi)^2 \int_{\mathcal{S}^1} \left( G_0^+ (u_1^+) \cdot G_0^+ (u_2^+) - G_0^- (u_1^-) \cdot G_0^- (u_2^-) \right) \, dS. \quad \square
\end{equation}

7. The scattering matrix

As in the Introduction, we denote the solution space that we are considering by $\mathcal{Z}$:
\begin{equation}
\mathcal{Z} := \{ u \in \mathcal{D}'(M) : Pu = 0, u = u^- + u^+, u^\pm \in I^0(\Lambda^\pm) \}.\end{equation}
Lemma 6.1 allows us to define

**Definition 7.1.** — For any \( u \in \mathcal{D}'(M) \) satisfying (6.1), we define

\[
G^\pm : Z \to C^\infty(S^1; \mathbb{C}^d), \quad u \mapsto G^\pm_0([u^\pm]).
\]

Here \([u^\pm]\) is the equivalent class of \( u^\pm \) in \( D^\pm/C^\infty(M) \). In particular, \( G^\pm \) is defined on \( Z \).

As an immediate corollary of Proposition 6.6, we have

**Corollary 7.2.** — If \( u_j \in Z \), \( G^\pm \) are as in Definition 7.1, then

\[
\int_{S^1} \left( G^+(u_1) \cdot G^+(u_2) - G^-(u_1) \cdot G^-(u_2) \right) dS = 0,
\]

where \( \cdot \) is the standard Hermitian product on \( \mathbb{C}^d \), \( dS \) is the standard density on \( S^1 \).

**Definition 7.3.** — Let \( H^\pm \) be an operator from \( C^\infty(S^1; \mathbb{C}^d) \) to \( \mathcal{D}'(M) \) defined by the formula

\[
H^\pm(f) = H^\pm_0(f) - (P \mp i0)^{-1}(PH^\pm_0(f)).
\]

Here \( H^\pm_0(f) \) is an arbitrary representative of \( H^\pm_0(f) \in D^\pm/C^\infty(M) \).

By Lemma 3.3, we know for any \( f \in C^\infty(S^1; \mathbb{C}^d) \), \( H^\pm(f) \in Z \). The following lemma shows that the maps \( H^\pm \) are well-defined and in fact each one of \( H^\pm \) produces all solutions in \( Z \).

**Lemma 7.4.** — Let \( G^\pm \) and \( H^\pm \) be as in Definition 7.1 and Definition 7.3. Then

1. \( H^\pm(f) \) do not depend on the choice of the representative of \( H^\pm_0(f) \);
2. \( G^\pm, H^\pm \) are linear and

\[
G^\pm \circ H^\pm = Id_{C^\infty(S^1; \mathbb{C}^d)}, \quad H^\pm \circ G^\pm = Id_Z.
\]

**Proof.** — We only check for \( G^-, H^- \).

1. Suppose \( u^-_1, u^-_2 \) are two representatives of \( H^-_0(f) \). Put \( u^-_0 = u^-_1 - u^-_2 \), and

\[
u_0 := u^-_0 + u^+_0, \quad u^+_0 := -(P - i0)^{-1}(Pu^-_0).
\]

We only need to show that \( u_0 = 0 \). Note that

\[
u_0 \in Z, \quad G^-(u_0) = 0.
\]

Put \( u_1 = u_2 = u_0 \) in (7.3) and we find

\[
\int_{S^1} |G^+(u_0)|^2 dS = 0 \Rightarrow G^+(u_0) = 0.
\]
By the definition of $G^\pm$ we know

(7.9)  
\[ u_0^\pm \in C^\infty(M) \Rightarrow u_0 \in C^\infty(M). \]

Since 0 is not an eigenvalue of $P$ we find $u_0 = 0$.

(2). — We only show $H^- \circ G^- = \text{Id}_Z$. Others follow from the definitions.

Suppose $u \in Z$, $f = G^-(u)$. Then

(7.10)  
\[ u = H^+_0(f) + u^+, \quad u^+ \in I^0(\Lambda^+). \]

Thus

(7.11)  
\[ u - H^-(f) \in Z \cap I^0(\Lambda^+). \]

Again by (7.3) we get $G^+(u - H^-(f)) = 0$. Thus $u - H^-(f) \in C^\infty(M) \Rightarrow u - H^-(f) = 0$, i.e., $H^- \circ G^-(u) = u$. $\square$

**Definition 7.5.** — We define

(7.12)  
\[ S := G^+ \circ H^- : C^\infty(S^1; \mathbb{C}^d) \to C^\infty(S^1; \mathbb{C}^d). \]

We also identify $S$ with a map between half-density bundles on $\bigsqcup d S^1$ by using the standard density on $S^1$.

By (7.5), we know

**Lemma 7.6.** — Suppose $u \in Z$, then

(7.13)  
\[ S \circ G^-(u) = G^+(u). \]

Lemma 7.6 is the reason why we call $S$ the scattering matrix – it maps the “incoming” part $G^- (u)$ of a solution to the “outgoing” part $G^+(u)$.

Put $u_j = H^-(f_j)$, with $f_j \in C^\infty(S^1; \mathbb{C}^d)$, $j = 1, 2$, we can now rewrite (7.3) as

(7.14)  
\[ \int_{S^1} S(f_1) \cdot S(f_2) \, dS = \int_{S^1} f_1 \cdot f_2 \, dS. \]

As a result of (7.14), we find

**Proposition 7.7.** — The operator $S$ extends to a unitary operator

(7.15)  
\[ S : L^2(S^1; \mathbb{C}^d) \to L^2(S^1; \mathbb{C}^d). \]

We can now prove Theorem 1.1 when $\omega$ is not an embedded eigenvalue.

**Proof of Theorem 1.1 away from embedded eigenvalues.** — Let $H_0^\pm$ be defined in (5.19), $S$ be defined in Definition 7.5.

(1). — See Lemma 5.2 and the remark below Lemma 5.2;

(2). — This follows from (1) and Lemma 6.1.

(3). — See Definition 7.3 and Lemma 7.4.
8. Normal forms and microlocal solutions

In this section we review the normal forms for the operator $P$ derived by Colin de Verdière and Saint-Raymond [25, Lemma 6.2, Lemma 6.4, Proposition 7.1]. From now on we make the assumption that the subprincipal symbol of $P$ vanishes.

We first define a operator $P_0$, which is a reference operator for the radial sink, on the space $\bigsqcup_d (\mathbb{R} x \mathbb{S}^1_x \times \mathbb{S}^1_x)$. We put

$$p_0(\lambda^+; x, \xi) := \xi_2/\xi_1 - \lambda^+ x_1,$$

in the open cone

$$U_0^+ := \{(x, \xi) \in T^* (\mathbb{R} \times \mathbb{S}^1) \setminus \mathbb{0} : |\xi_2| < c \xi_1\}$$

with small constant $c$. Then let $P_0$ be a pseudodifferential operator on $\bigsqcup_d (\mathbb{R} \times \mathbb{S}^1)$ of order 0 with full symbol $p_0(\lambda_j^+, \cdot, \cdot)$ in the $j$-th copy of $U_0^+$ and elliptic outside $\bigsqcup_d U_0^+$.

Now we assume that \{\gamma_j^+\}_{j=1}^d \subset \partial T^* M are the attractive cycles with Lyapunov spectrum \{\lambda_j^+\}_{j=1}^d. For any $1 \leq j \leq d$, let $U_j^+ \subset T^* M$ be a conic open neighborhood of $\gamma_j^+$ and $U^+ = \bigsqcup U_j^+$. Then we know

**Lemma 8.1** ([25, Lemma 6.2, Lemma 6.4, Proposition 7.1]). — If $P$ satisfies assumptions in Section 1.2 and the subprincipal symbol of $P$ vanishes, then there exists a homogeneous canonical transform $H : U^+ \to \bigsqcup U_0^+$ and Fourier integral operators $A : \mathcal{D}'(\bigsqcup (\mathbb{R} \times \mathbb{S}^1)) \to \mathcal{D}'(M)$, $B : \mathcal{D}'(M) \to \mathcal{D}'(\bigsqcup (\mathbb{R} \times \mathbb{S}^1))$ with $WF(A) \subset graph(H)$, $WF(B) \subset graph(H^{-1})$, such that

1. $H^*(p|_{U^+_j}) = p_0(\lambda_j^+, \cdot, \cdot)$, where $H^*$ is the pullback of $H$;
2. $WF(AB - I) \cap (\bigsqcup U_0^+ \times \bigsqcup U_0^+) = \emptyset$, $WF'(BA - I) \cap (U^+ \times U^+) = \emptyset$;
3. $BPA \in \Psi^0(M)$ and $WF'(BPA - P_0) \cap \bigsqcup U_0^+ = \emptyset$.

Thus the operator $P$ is conjugated to the reference operator $P_0$ by Fourier integral operators $A$ and $B$, and microlocally near the limit cycles, $P_0$ has explicit expression. We will call the coordinates $(x, \xi) \in \bigsqcup T^* (\mathbb{R} \times \mathbb{S}^1) \setminus \mathbb{0}$ the local coordinates associated to the normal form.

Now we find microlocal solutions by using the microlocal normal forms.
Let $\Lambda_j^+ = \kappa^{-1}(\gamma_j^+)$ be the Lagrangian submanifold associated to $\gamma_j^+$. By Lemma 8.1, in the local coordinates associated to the normal form, we have

\begin{equation}
H_p|_{\Lambda_j^+} = \frac{1}{\xi_1} \partial_{x_2} + \lambda_j^+ \partial_{\xi_1}.
\end{equation}

To trivialize the half density bundle on $\Lambda^+$, we put

\begin{equation}
\nu^+ \in \Omega^2_{\Lambda^+}, \quad \nu^+|_{\Lambda_j^+} = |dx_2d\xi_1|^{\frac{1}{2}}.
\end{equation}

Then $\nu^+$ is homogeneous of order 1 and invariant under the Hamiltonian flow $H_p$, that is, $\mathcal{L}_{H_p} \nu^+ = 0$. Suppose $a(x_2, \xi_2) \nu^+$ solves the transport equation

\begin{equation}
\frac{1}{i} \mathcal{L}_{H_p}(a \nu^+) = 0,
\end{equation}

then we find

\begin{equation}
a|_{\Lambda_j^+}(x_2, \xi_2) = \sum_{k \in \mathbb{Z}} a_j(k) \xi_1^{-ik/\lambda_j^+} e^{ikx_2}.
\end{equation}

Let $J^+$ be the parametrization of $\Lambda^+$ using bicharacteristics of the Hamiltonian vector field, that is,

\begin{equation}
J^+ : \bigsqcup_{d} (S^1 \times \mathbb{R}) \to \Lambda^+, \quad (z, t) \mapsto e^{tH_p}(0, z, 1, 0).
\end{equation}

Since the bicharacteristics on $\Lambda_j^+$ are

\begin{equation}
x_2(z, t) - (\lambda_j^+)^{-1} \ln \xi_1(z, t) = z \mod 2\pi \mathbb{Z},
\end{equation}

and the pullback of the density

\begin{equation}
(J^+)^*(dx_2 d\xi_1) = (\lambda_j^+)^{-1} dz dt,
\end{equation}

we find

\begin{equation}(J^+)^*(a \nu^+) = \left( \sum_{k \in \mathbb{Z}} a_j(k) e^{ikz} \right) (\lambda_j^+)^{-\frac{1}{2}} |dz|^{\frac{1}{2}}
\end{equation}
on the $j$-th copy of $\bigsqcup_{d} (S^1 \times \mathbb{R})$. Therefore the half density $\mu^+$ in Lemma 4.1 and the function $f$ in Lemma 4.4 are now

\begin{equation}
\mu^+(z) = (\lambda_j^+)^{-1} |dz|, \quad f(z) = \sum_{k \in \mathbb{Z}} a_j(k) e^{ikz}
\end{equation}
on the \( j \)-th copy of \( \bigsqcup_i S^1 \). On the other hand, from the half density \( a\nu^+ \), we can construct a microlocal solution
\[
\begin{aligned}
    u(x) &= \sum_j X_j^+ \int_0^\infty e^{ix_1\xi_1} \sum_{k \in \mathbb{Z}} a_j(k)\xi_1^{-ik/\lambda_j^+} e^{ikx_2} \, d\xi_1 \\
    &= \sum_j X_j^+ \sum_{k \in \mathbb{Z}} \alpha(k/\lambda_j^+) a_j(k)(x_1 + i0)^{-1+ik/\lambda_j^+} e^{ikx_2},
\end{aligned}
\]  
(8.12)
where \( X_j^+ \in \Psi^0(M) \) satisfies that \( \text{WF}(X_j^+) \) is contained in a small neighborhood of \( U_j^+ \) and \( \text{WF}(I - X_j^+) \cap U_j^+ = \emptyset \), and
\[
\begin{aligned}
    \alpha(x) := i\Gamma(1 - ix) e^{\pi x} &= |\alpha(x)| e^{i\theta(x)}, \ x \in \mathbb{R}, \ \theta \in \mathbb{R}/2\pi\mathbb{Z}, \\
    |\alpha(x)| &= e^{\pi x} \sqrt{\frac{\pi x}{\sinh \pi x}} = \left( \sqrt{2\pi|x| + O(|x|^{-1})} \right) e^{-\pi x - }, \ x \to \infty \\
    \theta(x) &= x \ln |x| - x + \pi/2 + O(|x|^{-1}) \mod 2\pi\mathbb{Z}, \ x \to \infty.
\end{aligned}
\]  
(8.13)
Here we used the following result in [11, Example 7.1.17]
\[
\int_0^{+\infty} e^{ix\xi} \xi^\beta \, d\xi = \Gamma(\beta + 1) e^{\frac{\beta + 1}{2} \pi i} (x + i0)^{-1 - \beta}, \ \text{Re} \beta > -1
\]
and Stirling’s formula for the gamma function – see for instance [18, Appendix A, Theorem 2.3].

Restrict the microlocal solution in \( U_j^+ \) to \( x_1 = 1 \), we get
\[
\sum_{k \in \mathbb{Z}} |\alpha(k/\lambda_j^+)| \hat{\alpha}(k) a_j(k) e^{ikx_2}. \tag{8.14}
\]

Combine (8.11), (8.12) and (8.14), we now construct microlocal distributions using functions on cycles near the limit cycles.

**Definition 8.2.** — We define a linear map
\[
\mathcal{R}^+: C^\infty(S^1; \mathbb{C}^d) \to \mathcal{D}'(M)
\]  
(8.15)
by the formula
\[
\mathcal{R}^+ f = \sum_j X_j^+ \mathcal{R}^+_j f_j,
\]  
(8.16)
where
\[
\mathcal{R}^+_j f_j(x) = \sum_{k \in \mathbb{Z}} |\alpha(k/\lambda_j^+)| \hat{f}_j(k)(x_1 + i0)^{-1+ik/\lambda_j^+} e^{ikx_2}
\]  
(8.17)
in the local coordinates associated to the normal form in Lemma 8.1. We define \( X_j^- \), \( \mathcal{R}^- \) in a similar way for the repulsive cycles.

We remark that
Lemma 8.3.

1. The map $R^+$ extends to distributions, that is,

\[
R^+ : \mathcal{D}'(S^1; \mathbb{C}^d) \to \mathcal{D}'(M).
\]

2. For any $f \in \mathcal{D}'(S^1; \mathbb{C}^d)$, we have

\[
WF(PR^+ f) \cap U^+ = \emptyset.
\]

The proof of this lemma is the same as the proof of [25, Lemma 7.4].

Proof. — We only need to prove the lemma for $R^+_j f$.

Apply Fourier transform to $R^+_j f$ with respect to $x_1$, we get the following series:

\[
\sum_{k \in \mathbb{Z}} e^{-i(\theta(k/\lambda^+_j))} \hat{f}_j(k) \xi_1^{1+i\lambda^+_j} e^{ikx_2}. \tag{8.20}
\]

Therefore $R^+_j f \in \mathcal{D}'(M)$ if and only if $\hat{f}_j(k) = O(k^N)$ for some $N \in \mathbb{Z}$, that is, $f \in \mathcal{D}'(S^1)$.

(2) can be checked by a direct computation using the normal form of $P$ in Lemma 8.1. \hfill \Box

We now record a useful fact:

Lemma 8.4. — Let $\alpha$ be as in (8.13), $\lambda > 0$ is a constant, $S^1 = \mathbb{R}/2\pi \mathbb{Z}$. We define $u \in \mathcal{D}'(S^1)$ by

\[
u(z) = \sum_{k \in \mathbb{Z}} |\alpha^{-1} \lambda^j| e^{ikz}. \tag{8.21}
\]

Then $u \in I^{3/4}(\Xi)$ where $\Xi := \{(0, \zeta) : \zeta > 0\}$. The principal symbol of $u$ is

\[
\sigma(u|dz^{1/2})(\zeta) = \hat{\varphi} u(\zeta)|d\zeta^{1/2} \tag{8.22}
\]

where $\varphi \in C^\infty(S^1)$ is supported in a small neighborhood of $z = 0$ and $\varphi = 1$ near $z = 0$.

Proof. — We first show that $u \in C^\infty(S^1 \setminus \{0\})$. In fact, if $z \neq 0$, then

\[
e^{ikz} = \frac{e^{i(k+1)z} - e^{ikz}}{e^z - 1}. \tag{8.23}
\]

Thus

\[
u(z) = (e^{iz} - 1)^{-1} \sum_{k \in \mathbb{Z}} |\alpha^{-1} \lambda^j| (e^{i(k+1)z} - e^{ikz}) \tag{8.24}
\]

\[-(e^{iz} - 1)^{-1} \sum_{k \in \mathbb{Z}} (|\alpha^{-1} \lambda^j|)(k) e^{ikz}
\]
with
\[ \Delta^{(1)}(|\alpha(\lambda^{-1} |)(k) := |\alpha(\lambda^{-1}(k + 1))| - |\alpha(\lambda^{-1}k)| = O(|k|^{-\frac{1}{2}}). \]

Use (8.23) again and we find
\[ u(z) = (-1)^2(e^{iz} - 1)^{-2} \sum_{k \in \mathbb{Z}} \Delta^{(2)}(|\alpha(\lambda^{-1} |)(k) e^{ikz} \]
with \( \Delta^{(2)}(|\alpha(\lambda^{-1} |)(k) := \Delta^{(1)}(|\alpha(\lambda^{-1} |)(k + 1) - \Delta^{(1)}(|\alpha(\lambda^{-1} |)(k) = O(|k|^{-\frac{1}{2}}). \)

By induction we find that
\[ u(z) = (-1)^N(e^{iz} - 1)^{-N} \sum_{k \in \mathbb{Z}} \Delta^{(N)}(|\alpha(\lambda^{-1} |)(k) e^{ikz} \]
with \( \Delta^{(N)}(|\alpha(\lambda^{-1} |)(k) = O(|k|^{\frac{1}{2} - N}), \)

for any \( N \in \mathbb{N}. \) Thus \( u \in C^\infty(\mathbb{S}^1 \setminus \{0\}). \)

Now we pick a function \( \varphi \in C^\infty(\mathbb{S}^1) \) that is supported near in a small neighborhood of \( z = 0 \) and \( \varphi = 1 \) near \( z = 0. \) Now we have
\[ \hat{\varphi}u(\zeta) = \sum_{k \in \mathbb{Z}} |\alpha(\lambda^{-1}k)|\hat{\varphi}(\zeta - k) \]
where \( \hat{\varphi}u \) is the Fourier transform on \( \mathbb{R} \) and we identify \( \text{supp} \varphi \) as a subset of \( (-\pi, \pi) \subset \mathbb{R}. \) Suppose \( -2\ell \leq \zeta \leq -\ell \) for some large \( \ell \in \mathbb{N}. \)

\[ |\hat{\varphi}u(\zeta)| \leq \left( \sum_{|k| \leq \ell/2} + \sum_{k \geq \ell/2} + \sum_{k \leq -\ell/2} \right) |\alpha(\lambda^{-1}k)||\hat{\varphi}(\zeta - k)| \]

When \( |k| \leq \ell/2, \) we have \( |\zeta - k| \geq \ell/2, \) hence
\[ \sum_{|k| \leq \ell/2} |\alpha(\lambda^{-1}k)||\hat{\varphi}(\zeta - k)| \leq C \sum_{|k| \leq \ell/2} \sqrt{|k|}(\ell/2)^{-N} = O(\ell^{-N+\frac{3}{2}}). \]

When \( k \geq \ell/2, \) we have \( |\zeta - k| = |\zeta| + k, \) hence
\[ \sum_{k \geq \ell/2} |\alpha(\lambda^{-1}k)||\hat{\varphi}(\zeta - k)| \leq C \sum_{k \geq \ell/2} \sqrt{k}(|\zeta| + k)^{-N} \]
\[ \leq \sum_{k \geq \ell/2} k^{-N+\frac{3}{2}} = O(\ell^{-N+\frac{3}{2}}). \]

For the last partial sum,
\[ \sum_{k \leq -\ell/2} |\alpha(\lambda^{-1}k)||\hat{\varphi}(\zeta - k)| \leq \sum_{k \leq -\ell/2} e^{-\delta_0|k|} = O(e^{-\delta_0\ell/2}) \]
with \( \delta_0 > 0 \) depends only on \( \lambda. \) Finally we get
\[ |\hat{\varphi}u(\zeta)| = O(|\zeta|^{-N}) \]
for any $N$ as $\zeta \to -\infty$. Hence
\begin{equation}
(8.33) \quad \text{WF}(u) \subset \Xi.
\end{equation}

One can show that $\widehat{\varphi u}$ is in fact a symbol of order $1/2$ in $\Xi$ using the same method. Thus $u \in I^{3/4}(\Xi)$. Note that $\sigma(u|dz|^{1/2})$ does not depend on the choice of $\varphi$. Suppose $\widehat{\varphi}$ is another smooth function on $S^1$ that is supported in a small neighborhood of $z = 0$ and $\varphi - \widehat{\varphi} \in C^\infty_c(S^1 \setminus \{0\})$. Since $u(z) \in C^\infty(S^1 \setminus \{0\})$, we know $(\varphi - \widehat{\varphi})u \in C^\infty(S^1)$ thus $(\varphi - \widehat{\varphi})u$ decays rapidly.

**Lemma 8.5.** — Suppose $X^+ \in \Psi^0(M)$ and $\text{WF}(X^+) \subset U^+ \setminus \Lambda^+$. Then $X^+ R^+$ is a Fourier integral operator of order $1/4$ associated to the canonical relation
\begin{equation}
(8.34) \quad C_{X^+ R^+} = \{(x, \xi; y, \eta) : (x, \xi) \in \text{WF}(X^+), (x, \xi) \sim j^+(y, \eta), \eta \neq 0\}
\end{equation}

\begin{equation}
\subset T^* M \setminus 0 \bigcup_{d} T^* S^1 \setminus 0.
\end{equation}

Here $\sim$ means two points lie on the same bicharacteristic of $P$. A similar result holds for $X^- R^-$, where $X^- \in \Psi^0(M)$, $\text{WF}(X^-) \subset U^- \setminus \Lambda^-$ and $U^-$ is a conic neighborhood of $\Lambda^-$. 

**Proof.** — We only need to show that if $\chi \in C^\infty_c(R_{x_1} \setminus \{0\} \times S^1_{x_2})$ and
\begin{equation}
(8.35) \quad R_j^+(x, y) = \chi(x) \sum_{k \in \mathbb{Z}} |\alpha(k/\lambda_j^+)| (x_1 + i0)^{-1 + i k/\lambda_j^+} e^{ik(x_2 - y)},
\end{equation}

then $R_j^+$ is a Lagrangian distribution of order $1/4$ with
\begin{equation}
(8.36) \quad \text{WF}'(R_j^+) \subset \{(x, \xi; y, \eta) : x \in \text{supp} \chi, (x, \xi) \sim (\pm 1, y/\lambda_j, \eta), \pm \eta > 0\}.
\end{equation}

In fact, since $\text{WF}(X^+) \subset U^+ \setminus \Lambda^+$, there exists $\chi \in C^\infty_c(R_{x_1} \setminus \{0\} \times S^1_{x_2})$, where $x_1, x_2$ are the local coordinates associated to the normal form, such that $\chi = 1$ on $\text{WF}(X^+)$. By [5, Proposition E.32], there exists $Y^+ \in \Psi^0(M)$ such that $\text{WF}(Y^+) \subset \text{WF}(X^+)$ and $Y^+ \chi = X^+ + \Psi^{-\infty}(M)$. Therefore $X^+ R^+ = Y^+ \chi R^+ + \Psi^{-\infty}(M)$ and we find
\begin{equation}
(8.37) \quad \text{WF}'(X^+ R^+) \subset \text{WF}'(Y^+) \circ \text{WF}'(\chi R^+) \subset \text{WF}'(X^+) \circ \text{WF}'(\chi R^+).
\end{equation}

Now we study $R_j^+$, which is, modulo smooth functions, the integral kernel of $\chi R^+_j$ in the coordinates associated to the normal form of $P$. When $\pm x_1 > 0$, we have
\begin{equation}
(8.38) \quad R_j^+(x, y) = x_1^{-1} \chi(x) \sum_{k \in \mathbb{Z}} |\alpha(\pm k/\lambda_j^+)| e^{ik(x_2 - y/(\lambda_j^+)^{-1} \ln |x_1|)}.
\end{equation}
We first consider
\[(8.39) \quad v(x, y) = \sum_{k \in \mathbb{Z}} |\alpha(k/\lambda_j^+)| e^{ik(x_2-y+(\lambda_j^+)^{-1}\ln x_1)} = (F^*u)(x, y)\]

with \(u\) as in Lemma 8.4 and \(F^*\) is the pullback of the map
\[(8.40) \quad F : \mathbb{R}_{>0} \times S^1 \times S^1 \to S^1, \quad (x_1, x_2, y) \mapsto x_2 - y + (\lambda_j^+)^{-1}\ln x_1.\]

By [8, Corollary 7.9], we find
\[(8.41) \quad WF(v) \subset \{(x, y, \xi, \eta) \in T^*(\mathbb{R}_{>0} \times S^1 \times S^1) \setminus 0 : \text{there exists } \zeta > 0, \text{ such that} \]
\[x_2 - y + (\lambda_j^+)^{-1}\ln x_1 = 0, \quad \xi_1 = (\lambda_j^+)^{-1}x_1^{-1}\zeta, \quad \xi_2 = \zeta, \eta = -\zeta\]

Therefore
\[(8.42) \quad WF'(v)\]
\[\subset \{(x, \xi; y, \eta) : x_2 + (\lambda_j^+)^{-1}\ln x_1 = y, \xi_2/\xi_1 = \lambda_j^+x_1, \xi_2 = \eta, \eta > 0\}\]
\[\subset T^*(\mathbb{R}_{>0} \times S^1) \setminus 0 \times T^*S^1 \setminus 0.\]

On the other hand, the bicharacteristics of \(P\) in \(U_j^+ \setminus \gamma_j^+\) are given by
\[(8.43) \quad x_2 + (\lambda_j^+)^{-1}\ln x_1 = \text{const} \mod 2\pi \mathbb{Z}, \quad \xi_2/\xi_1 - \lambda_j^+x_1 = 0\]
in the coordinates associated to the normal form. Therefore
\[(8.44) \quad WF'(v) \subset \{(x, \xi; y, \eta) : (x, \xi) \sim (1, y, \eta/\lambda_j^+, \eta), \eta > 0\}\]
\[\subset T^*(\mathbb{R}_{>0} \times S^1) \setminus 0 \times T^*S^1 \setminus 0.\]

Similarly, if we put
\[(8.45) \quad w(x, y) = \sum_{k \in \mathbb{Z}} |\alpha(-k/\lambda_j^+)| e^{ik(x_2-y+(\lambda_j^+)^{-1}\ln |x_1|)}\]

Then \(w\) is a Lagrangian distribution with
\[(8.46) \quad WF'(w) \subset \{(x, \xi; y, \eta) : (x, \xi) \sim (-1, y, \eta/\lambda_j^+, \eta), \eta < 0\}\]
\[\subset T^*(\mathbb{R}_{<0} \times S^1) \setminus 0 \times T^*S^1 \setminus 0.\]

Since \(x_1^{-1}\chi(x)\) is a smooth function with support contained in \(x_1 \neq 0\), our proof is completed by applying [8, Theorem 7.11]. □
9. Propagation of singularities

As one can see from Lemma 8.3, when f is merely a distribution rather than a smooth function, \(PR_+f\) has singularities (that is, it has non-empty wavefront set). To study the microlocal structure of the scattering matrix, we need to study the propagation of singularities of the equation \(Pu = 0\).

9.1. Real principal type propagation

We first recall the definition of real principal type operators. We refer to [13, Section 26.1] for detailed discussion.

**Definition 9.1** ([13, Definition 26.1.8]). — Let \(P \in \Psi^m(X)\) be a properly supported pseudodifferential operator. We shall say that \(P\) is of real principal type in \(X\) if \(P\) has a real homogeneous principal part \(p\) of order \(m\) and no complete bicharacteristic strip of \(P\) stays over a compact set in \(X\).

We also need

**Definition 9.2** ([13, Definition 26.1.10]). — If \(P\) is of real principal type in \(X\) we shall say that \(X\) is pseudo-convex with respect to \(P\) when the following condition is satisfied: for every compact set \(K \subset X\) there is another compact set \(K' \subset X\) such that every bicharacteristic interval with respect to \(P\) having end points over \(K\) must lie entirely over \(K'\).

Now we recall a classical result by Duistermaat and Hörmander [2]:

**Proposition 9.3** ([13, Theorem 26.1.14]). — Let \(P \in \Psi^m(X)\) be of real principal type in \(X\) and assume that \(X\) is pseudo-convex with respect to \(P\). Then there exist parametrices \(E^+\) and \(E^-\) of \(P\) such that

\[
PE^\pm = I + \Psi^{-\infty}(M)
\]

and

\[
\WF'(E^+) = \Delta^* \cup C^+,
\WF'(E^-) = \Delta^* \cup C^-
\]

where \(\Delta^*\) is the diagonal in \((T^*X \setminus 0) \times (T^*X \setminus 0)\), \(C^\pm\) is the forward (backward) bicharacteristic relation. We also have

\[
E^+ - E^- \in I^{1/2-m}(X \times X, C')
\]

and \(E^+ - E^-\) is non-characteristic at every point of \(C'\), where \(C\) is the bicharacteristic relation.
Now we assume the operator $P$ satisfies assumptions in Section 1.2. We show that $P$ has parametrices away from the limit cycles. More precisely,

**Lemma 9.4.** — For any small open conic neighborhoods $U, V$ of $\Lambda := \Lambda^- \cup \Lambda^+$ such that $V \subset U$, there exist linear maps $E^+, E^- : C^\infty(M) \to \mathcal{D}'(M)$ such that

$$
P E^\pm = T + \Psi^{-\infty}(M)$$

with $T \in \Psi^0(M)$, $WF(T) \cap V = \emptyset$ and $WF(I - T) \cap U = \emptyset$. We also have

$$
WF'(E^+) \subset (\Delta^* \cup C^+) \setminus (\Lambda \times \Lambda), \quad WF'(E^-) \subset (\Delta^* \cup C^-) \setminus (\Lambda \times \Lambda)
$$

and

$$
E^+ - E^- \in I^{\frac{1}{2}}(M \times M, C' \setminus (\Lambda \times \Lambda)).
$$

**Proof.** — The proof of this lemma is a modification of the argument in the proof of [13, Theorem 26.1.14].

Let $\pi : T^* M \to M$, $\pi(x, \xi) = x$ be the natural projection from the cotangent bundle to the manifold. Let $W_1 := (T^* M \setminus 0) \setminus V$, $W_2 := (T^* \pi(U) \setminus 0) \setminus U$. Then $W_1, W_2$ is an open covering of $(T^* M \setminus 0) \setminus U$. Let $T_1, T_2 \in \Psi^0(M)$ be a microlocal partition of unity associated to $W_1$ and $W_2$, that is $WF(T_1 + T_2 - I) \subset V$, $WF(T_1) \subset W_1$, $WF(T_2) \subset W_2$.

The bicharacteristics of $P$ in $W_1$ and $W_2$ satisfy the condition in Definition 9.1: no complete bicharacteristic strip of $P$ stays in a compact set in $W_1$ or $W_2$. This is because that by our assumptions in Section 1.2, every bicharacteristic of $P$ converges to $\Lambda^\pm$ as $t \to \pm \infty$. Since $\Lambda^\pm$ is contained in $U, V$, the bicharacteristics extends to the exterior of $W_1, W_2$ by the definition of $W_1, W_2$.

Since $P$ is of real principal type on $M \setminus \pi(\Lambda)$, by Proposition 9.3, there exist parametrices $E^\pm_1$ of $P$ on $M \setminus \pi(\Lambda)$ satisfying conditions in Proposition 9.3 with $M$ replaced by $M \setminus \pi(\Lambda)$. Let $X_1 \in \Psi^0(M)$ such that $WF(X_1) \cap \Lambda = \emptyset$, $WF(X_1 - I) \cap W_1 = \emptyset$. Then

$$
P X_1 E^\pm_1 T_1 = [P, X_1] E^\pm_1 T_1 + X_1 P E^\pm_1 T_1
$$

Since $WF([P, X_1]) \cap WF(T_1) = \emptyset$, we know $[P, X_1] E^\pm_1 T_1 \subset I^{-\frac{1}{2}}(M \times M, C' \setminus (\Lambda \times \Lambda))$. We also have $X_1 P E^\pm_1 T_1 \equiv X_1 T_1 \equiv T_1$ over $T^* M \setminus 0$. Thus

$$
P X_1 E^\pm_1 T_1 = T_1 + R_1, \quad R_1 \subset I^{-\frac{1}{2}}(M \times M, C' \setminus (\Lambda \times \Lambda)).
$$

For $W_2$ and $T_2$, we can not project $W_2$ to the base manifold directly, since $T^* \pi(W_2) \setminus 0$ has closed bicharacteristics. Let $W'_2$ be a conic subset of $T^* M \setminus 0$ such that the closure of $\kappa(W'_2)$ is contained in $\kappa(W'_2)$. Since $\kappa(W'_2)$ is a disjoint union of cylinders where the bicharacteristics is of real principal
type, $P$ has microlocal normal form $D_1$ on $P_2 := \mathbb{R}_{x_1} \times S^1$, by an argument that is similar to the proof of Lemma 8.1. $P_2$ is of real principal type, hence by Proposition 9.3, it has forward and backward parametrices. Thus $P$ also has forward and backward parametrices $E^\pm_2$ over $W_2'$. Let $X_2 \in \Psi^0(M)$ such that $WF(X_2) \subset W_2'$, and $WF(X_2 - I) \subset W_2^*$. Then as (9.8), we have

\begin{equation}
PX_2 E^\pm_2 T_2 = T_2 + R_2, \quad R_2 \in I^{-\frac{1}{2}}(M \times M, C' \setminus (\Lambda \times \Lambda)).
\end{equation}

If we put

\begin{equation}
T := T_1 + T_2, \quad E^\pm_0 := X_1 E^\pm_1 T_1 + X_2 E^\pm_2 T_2, \quad R := R_1 + R_2,
\end{equation}

then

\begin{equation}
PE^\pm_0 = T + R, \quad R \in I^{-\frac{1}{2}}(M \times M, C' \setminus (\Lambda \times \Lambda)).
\end{equation}

The proof of this lemma is then completed by applying Lemma 26.1.16 of [13].

\section{9.2. Propagation of singularities near radial sets}

We now focus on the propagation of singularities near radial sets. We have the following

\textbf{Lemma 9.5.} — Suppose $f \in \mathscr{D}'(M)$ and $WF(f) \cap \Lambda^\pm = \emptyset$, then $(P \pm i0)^{-1}f$ is a tempered distribution. Moreover, $WF((P \pm i0)^{-1}f)$ is a subset of the union of $\Lambda^\mp$ and backward (forward) bicharacteristics of $WF(f)$.

\textbf{Proof.} — We only prove for $(P - i0)^{-1}$, and the other case is proved in the same way.

Put $u := (P - i0)^{-1}f$. Suppose $g \in C^\infty(M)$, then

\begin{equation}
\langle u, g \rangle = \langle f, (P + i0)^{-1}g \rangle.
\end{equation}

By Proposition 3.1, $WF((P + i0)^{-1}g) \subset \Lambda^-$. Since $WF(f) \cap \Lambda^- = \emptyset$, we know that the pairing is bounded by $\|g\|_\infty$ for any $g \in C^\infty(M)$, by an estimate similar to (3.17), for $(P + i0)^{-1}$ and the radial sink. Therefore $u \in \mathscr{D}'(M)$.

Suppose $A, B \in \Psi^0(M)$ such that $WF(A)$ and $WF(B)$ both have empty intersection with forward bicharacteristics of $WF(f)$ and the backward bicharacteristics starting from $WF(A)$ is contained in $\operatorname{ell}(B)$. Then by [6, (3.2)] and [6, (3.4)], we have

\begin{equation}
\|Au\|_s \leq C\|Bf\|_{s+1} + C\|u\|_{-N}, \quad s > -\frac{1}{2},
\end{equation}

Since $Bf \in C^\infty(M)$, we find $Au \in C^\infty(M)$. Therefore $WF(u)$ is contained in the union of $\Lambda^+$ and the forward bicharacteristics of $WF(f)$. □
10. Microlocal structure of the scattering matrix

In this section we derive a formula for the conjugated scattering matrix up to smoothing operators. Our approach is an analog of the argument used by Vasy in [20]. We then show that the conjugated scattering matrix is a Fourier integral operator.

Let $U^\pm, V^\pm$ be small open conic subsets of $\Lambda^\pm$ such that $V^\pm \subset U^\pm$, $U^- \cap U^+ = \emptyset$. Suppose operators $E^\pm$ and $T \in \Psi^0$ satisfy conditions in Lemma 9.4 with $U, V$ replaced by $V^- \cup V^+$ and an open conic subset of $V^- \cup V^+$. Let $X^\pm \in \Psi^0(M)$ such that

\begin{equation}
\text{WF}(X^\pm) \subset U^\pm, \quad \text{WF}(I - X^\pm) \cap V^\pm = \emptyset.
\end{equation}

**Lemma 10.1.** Assume $U^\pm, V^\pm, X^\pm$ satisfy the conditions above. We define

\begin{equation}
Q^\pm : \mathcal{D}'(S^1; \mathbb{C}^d) \to \mathcal{D}'(M)
\end{equation}

by the formula

\begin{equation}
Q^\pm = (I - X^\mp)E^\mp[P, X^\pm]R^\pm - X^\pm R^\pm.
\end{equation}

Then

\begin{equation}
PQ^\pm = -[P, X^\mp]E^\mp[P, X^\pm]R^\pm + \Psi^{-\infty}(M).
\end{equation}

where $\Psi^{-\infty}(M)$ is the set of smoothing operators on $M$. In particular, we know that for any distribution $f$,

\begin{equation}
\text{WF}(PQ^\pm(f)) \subset V^\mp.
\end{equation}

**Proof.** We only prove for $Q^-$ since conclusions for $Q^+$ can be proved in the same way.

Suppose $f \in \mathcal{D}'(S^1; \mathbb{C}^d)$, then we have

\begin{equation}
PX^-R^-(f) = [P, X^-]R^-(f) + X^- PR^-(f)
\end{equation}

Since $\text{WF}(PR^-)(f) \cap U^- = \emptyset$, we know

\begin{equation}
PX^-R^-(f) = [P, X^-]R^-(f) + C^\infty(M).
\end{equation}

Since $\text{WF}([P, X^-]R^-(f)) \cap V^\pm = \emptyset$, we can use the forward parametrix $E^+$ to propagate the microlocal solution and get

\begin{equation}
(I - X^+)E^+[P, X^-]R^-(f).
\end{equation}

Now we compute

\begin{equation}
P(I - X^+)E^+[P, X^-]R^-(f)
= -[P, X^+]E^+[P, X^-]R^-(f) + (I - X^+)PE^+[P, X^-]R^-(f).
\end{equation}
Note that
\[(10.10) \quad (I - X^+) P^E[P, X^-]R^-(f) = (I - X^+) T[P, X^-]R^-(f) + C^\infty(M) = [P, X^-]R^-(f) + C^\infty(M).\]
Here we used the fact that \(P^E = T + \Psi^{-\infty}(M)\) and \(WF(I - T) \cap V^- = \emptyset\).
Now we find
\[(10.11) \quad P(I - X^+)E^+[P, X^-]R^-(f) = -[P, X^-]E^+[P, X^-]R^-(f) + [P, X^-]R^-(f) + C^\infty(M).\]
Combine (10.7) and (10.11), we get (10.4).
By Lemma 9.5,
\[(10.12) \quad (P - i0)^{-1}PQ^- \in \mathcal{D}'(M), \quad WF((P - i0)^{-1}PQ^-) \subset V^+.\]
Thus by the definition of \(Q^-\) and the definition of \(R^-\), the Poisson operator \(H^-\) satisfies
\[(10.13) \quad H^- T^- = Q^- - (P - i0)^{-1}PQ^- .\]
For \(f, g \in C^\infty(S^1; \mathbb{C}^d)\), \(G^\pm\) be as in Definition 7.1, we have
\[(10.14) \quad G^- H^- T^-(f) = T^-(f), \quad G^+ H^- T^-(f) = ST^-(f),\]
and
\[(10.15) \quad G^- Q^+(g) = 0, \quad G^+ Q^+(g) = T^+(g).\]
Now we apply the boundary pairing formula, Proposition 6.6, with
\[(10.16) \quad u_1 = H^- T^- (f), \quad u_2 = Q^+(g),\]
and we get
\[(10.17) \quad -\frac{i}{(2\pi)^2} \langle H^- T^- (f), PQ^+(g) \rangle = \langle ST^-(f), T^+(g) \rangle .\]
Thus we find
\[(10.18) \quad S_{rel} = (T^+)^*ST^- = -\frac{i}{(2\pi)^2} (PQ^+)^* (Q^- - (P - i0)^{-1}PQ^-).\]
We now study the microlocal structure of \(S_{rel}\). To simplify the formula (10.18), we need the following

**Lemma 10.2.** — Suppose \(A, B : \mathcal{D}'(M) \to \mathcal{D}'(M)\) are linear maps. If for any \(u, v \in \mathcal{D}'(M)\), \(WF(Au) \cap WF(Bv) = \emptyset\), then \(B^* A : \mathcal{D}'(M) \to C^\infty(M)\), that is, \(B^* A\) is a smoothing operator.
Proof. — Let \( u, v \in \mathcal{D}'(M) \). Since \( \text{WF}(Au) \cap \text{WF}(Bv) = \emptyset \), we can find \( X \in \Psi^0(M) \), such that
\[
\text{WF}(X) \cap \text{WF}(Bv) = \emptyset, \quad \text{WF}(I - X) \cap \text{WF}(Au) = \emptyset.
\]
Then we have
\[
\langle B^*Au, v \rangle = \langle Au, Bv \rangle = \langle (I - X)Au, Bv \rangle + \langle Au, X^*Bv \rangle.
\]
Since \( (I - X)Au \in C^\infty(M) \), \( X^*Bv \in C^\infty \), we know that
\[
\langle B^*Au, v \rangle < \infty.
\]
This is true for any \( u, v \in \mathcal{D}'(M) \), hence we conclude that \( B^*A \) is a smoothing operator. \( \square \)

Suppose \( \hat{X}^\pm \in \Psi^0(M) \) satisfy
\[
\text{WF}(\hat{X}^\pm) \subset U^\pm \setminus \Lambda^\pm, \quad \text{WF}(I - \hat{X}^\pm) \cap \text{WF}([P, X^\pm]) = \emptyset.
\]
Then we have

**Lemma 10.3.** — The operator \( S_{\text{rel}} \) is defined for distributions, that is,
\[
S_{\text{rel}} : \mathcal{D}'(S^1; \mathbb{C}^d) \to \mathcal{D}'(S^1; \mathbb{C}^d)
\]
and
\[
S_{\text{rel}} = -\frac{i}{(2\pi)^2} ([P, X^-]E^- [P, X^+]\hat{X}^+ R^+]^* \hat{X}^- X^- R^- + \Psi^{-\infty}(M).
\]
where \( \Psi^{-\infty}(M) \) is the set of smoothing operators on \( M \).

Proof. — Suppose \( f, g \in \mathcal{D}'(S^1; \mathbb{C}^d) \). Then by (10.12) and Lemma 10.1 we have
\[
\text{WF}((P - i0)^{-1}PQ^-(f)) \subset V^+, \quad \text{WF}(PQ^+(g)) \subset V^-.
\]
Thus by Lemma 10.2 and (10.18), we know
\[
S_{\text{rel}} = -\frac{i}{(2\pi)^2} (PQ^+)^* Q^- + \Psi^{-\infty}(M).
\]
Note that the wavefront set of
\[
(I - X^+)E^+[P, X^-]R^-(g)
\]
is a subset of the forward flow-out of \( \text{WF}([P, X^-]R^-(f)) \) which has empty intersection with \( V^- \), hence by Lemma 10.2, we find
\[
S_{\text{rel}} = \frac{i}{(2\pi)^2} (PQ^+)^* X^- R^- + \Psi^{-\infty}(M).
\]
That is
\[
S_{\text{rel}} = -\frac{i}{(2\pi)^2} ([P, X^-]E^- [P, X^+]R^+)^* X^- R^- + \Psi^{-\infty}(M).
\]
Note that
\[(10.30) \quad \WF([P, X^-]E^- [P, X^+]R^+(g)) \subset \WF([P, X^-]) \]
while
\[(10.31) \quad \WF((I - \hat{X}^-)X^- R^- (f)) \cap \WF([P, X^-]) = \emptyset. \]
Again by Lemma 10.2, we have
\[(10.32) \quad S_{\text{rel}} = -i (2\pi)^{1/4} ([P, X^-]E^- [P, X^+]R^+)^* \hat{X}^- X^- R^- + \Psi^{-\infty}(M). \]
Finally we get (10.24) since \([P, X^+]\hat{X}^+ = [P, X^+] + \Psi^{-\infty}(M). \]

We can now prove Theorem 1.9 when \(\omega\) is not an embedded eigenvalue.

Proof of Theorem 1.9 away from embedded eigenvalues. — By Lemma 8.5 we know that \(\hat{X}^- X^- R^-\) and \(\hat{X}^+ R^+\) are Fourier integral operators of order \(1/4\) associated to the canonical relations
\[(10.33) \quad C_{\hat{X}^- X^- R^-} = \{(x, \xi; y, \eta) : (x, \xi) \sim j^-(y, \eta), (x, \xi) \in \WF(\hat{X}^-), \eta \neq 0\} \subset T^* M \setminus 0 \times \bigsqcup_d T^* S^1 \setminus 0, \]
\[(10.34) \quad C_{\hat{X}^+ R^+} = \{(x, \xi; z, \zeta) : (x, \xi) \sim j^+(z, \zeta), (x, \xi) \in \WF(\hat{X}^+), \eta \neq 0\} \subset T^* M \setminus 0 \times \bigsqcup_d T^* S^1 \setminus 0. \]
By Lemma 9.4, \([P, X^-]E^- [P, X^+]\) is also a Fourier integral operator of order \(1/2 - 2 = -3/2\) with canonical relation
\[(10.35) \quad C_0 := C \cap (\WF([P, X^-]) \times \WF([P, X^+])) \]
where \(C\) is the bicharacteristic relation.

We claim that the intersection of
\[(10.36) \quad S_1 := C_0 \times C_{\hat{X}^+ R^+} \quad \text{and} \quad S_2 := T^* M \setminus 0 \times \Delta_{T^* M \setminus 0} \times \bigsqcup_d T^* S^1 \setminus 0 \]
is clean with excess \(e = 1\). To see this, we only need to show that
\[(10.37) \quad T S_1 \cap T S_2 \subset T (S_1 \cap S_2) \quad \text{on} \quad S_1 \cap S_2. \]
Suppose \((x', \xi'; x, \xi; x, \xi; y, \eta) \in S_1 \cap S_2.\) Since \((x', \xi') \sim (x, \xi), (x, \xi) \sim j^+(y, \eta),\) there exists \(T_0, T_1 \in \mathbb{R}\) such that \((x', \xi') = e^{T_0 H_{P'}(x, \xi)}, (x, \xi) = e^{T_1 H_{P'}} j^+(y, \eta).\) Let \(e^{T_0 H_{P'}}, e^{T_1 H_{P'}} : T^* M \setminus 0 \to T^* M \setminus 0\) be diffeomorphisms.
generated by the Hamiltonian flow at time $T_0$ and $T_1$. Then one can check that any tangent vector, $V$, of $S_1$ has the form

\[(10.37)\quad V = \left( c_0 H_p(x', \xi') + (e^{T_0 H_p})_*(x', \xi')(v), v, \\
c_1 H_p(x, \xi) + (e^{T_1 H_p})_*(x, \xi) (w), w \right) \]

with $w \in T_{(y, \eta)} \left( \bigcup_d T^* \mathbb{S}^1 \setminus 0 \right)$, $v \in T_{(x, \xi)} \Sigma_{\text{hom}}$, $c_0, c_1 \in \mathbb{R}$. If $V \in TS_2$, then we have

\[(10.38)\quad v = c_1 H_p(x, \xi) + (e^{T_1 H_p})_*(x, \xi) (w). \]

Now let $\beta(t) = (y(t), \eta(t))$ be a curve in $\bigcup_d T^* \mathbb{S}^1 \setminus 0$, $T_0(t), T_1(t)$ be smooth functions on $\mathbb{R}$, such that

\[(10.39)\quad \beta(0) = (y, \eta), \quad \beta'(0) = w, \quad T_0(0) = T_0, \quad T_1(0) = T_1, \quad T'_1(0) = c_1. \]

Then the curve

\[(10.40)\quad \gamma(t) := (e^{(T_0(t) + T_1(t)) H_p} j^+(\beta(t)); e^{T_1(t) H_p} j^+(\beta(t)); e^{T_1(t) H_p} j^+(\beta(t)); \beta(t)) \]

is a curve in $S_1 \cap S_2$ with

\[(10.41)\quad \gamma(0) = (x', \xi'; x, \xi; x, \xi; y, \eta), \quad \gamma'(0) = V. \]

Hence the intersection of $S_1$ and $S_2$ is clean with excess $e = \text{codim} S_1 + \text{codim} S_2 - \text{codim} S_1 \cap S_2 = 7 + 4 - 10 = 1$.

By [13, Theorem 25.2.3], $[P, X^-]E^- [P, X^+] \hat{X}^+ \mathbf{R}^+$ is a Fourier integral operator of order $-3/2 + 1/4 + 1/2 = -3/4$ with canonical relation $C_0 \circ C_{\hat{X}^+ \mathbf{R}^+}$. A similar clean intersection argument shows that $([P, X^-]E^- [P, X^+] \hat{X}^+ \mathbf{R}^+)^* \hat{X}^- X^- \mathbf{R}^-$ is a Fourier integral operator of order $-3/4 + 1/4 + 1/2 = 0$ with canonical relation

\[(10.42)\quad C_{S_{\text{rel}}} = \{(z, \zeta; y, \eta) : j_-(z, \zeta) \sim j_+(y, \eta) \} \subset \bigcup_d T^* \mathbb{S}^1 \setminus 0 \times \bigcup_d T^* \mathbb{S}^1 \setminus 0. \]

By the dynamical assumption in Section 1.2 we know that for any $(y, \eta) \in \bigcup_d T^* \mathbb{S}^1 \setminus 0$, there exists a unique $(z, \zeta) \in \bigcup_d T^* \mathbb{S}^1 \setminus 0$ such that $(z, \zeta; y, \eta) \in C_{S_{\text{rel}}}$. Therefore $C_{S_{\text{rel}}}$ actually defines a canonical transformation. This concludes the proof. \[\square\]
11. The scattering matrix for eigenvalues

In this section we study the case where \( \omega \) satisfies assumptions in Section 1.3 and is an embedded eigenvalue of \( P \). The proof of Theorem 1.1 and Theorem 1.9 are done by projecting \( P \) to the orthogonal complement of the eigenspace. The key fact that makes this possible is that the eigenfunctions of \( P \) are smooth, thus the microlocal structures are preserved.

Proof of Theorem 1.1 and Theorem 1.9 at embedded eigenvalues.

Step 1. Project away the eigenvalue. — Assume \( \omega_0 \) satisfying assumptions in Section 1.3 is an embedded eigenvalue of \( P \). Without loss of generality, we assume \( \omega_0 \) is of multiplicity 1 with an eigenvector \( u_0 \in L^2(M) \), \( \|u_0\|_{L^2(M)} = 1 \). By [6, Lemma 3.2], \( u_0 \in C^\infty(M) \). We omit the subscript \( \omega_0 \) in this proof to simplify the notation.

Let \( D'_0(P, \omega_0) \) be the orthogonal complement of the eigenspace with eigenvalue \( \omega_0 \) as in (1.1), and

\[
(11.1) \quad \Pi : D'(M) \to D'_0(P, \omega_0), \quad \Pi v := v - \langle v, u_0 \rangle u_0
\]

be the projection onto \( D'_0(P, \omega_0) \). Here \( \langle \cdot, \cdot \rangle \) is as at the beginning of Section 6. We consider the operator

\[
(11.2) \quad P_\perp := P \Pi : D'(M) \to D'_0(P, \omega_0).
\]

Since \( u_0 \in C^\infty(M) \), we know the integral kernel of \( \Pi - I \) is a smooth function on \( M \times M \), which implies \( \Pi - I \in \Psi^{-\infty}(M) \). Therefore

\[
(11.3) \quad P_\perp - P \in \Psi^{-\infty}(M).
\]

This shows that \( P_\perp \in \Psi^0(M) \) satisfies the assumptions in Section 1.2.

Although 0 is an eigenvalue of \( P_\perp \) because \( P_\perp u_0 = 0 \), we note that \( \omega_0 \) is not an eigenvalue of \( P_\perp \). In fact, suppose \( v \in L^2(M) \) and \( P_\perp v = \omega_0 v \). Since \( P_\perp v \in D'_0(P, \omega_0) \), we find \( v \in D'_0(P, \omega_0) \). Now we know \( \Pi v = v \), hence \( P v = P_\perp v = \omega_0 v \). If \( v \neq 0 \), then \( v \) is an eigenvector with the eigenvalue \( \omega_0 \). This however contradicts the fact that \( v \in D'_0(P, \omega_0) \). Thus we find \( v = 0 \) and we conclude that \( \omega_0 \) is not an eigenvalue of \( P_\perp \).

Step 2. Construct the operators in Theorem 1.1. — We can now apply the proof of Theorem 1.1 and of Theorem 1.9 in the case where \( \omega \) is not an embedded eigenvalue of \( P \), with \( (P, \omega) \) replaced by \( (P_\perp - \omega_0, 0) \). Let \( H_{0, \perp}^\pm \), \( S_\perp \) be the operators satisfying conditions in Theorem 1.1 for \( (P_\perp - \omega_0, 0) \). We show that Theorem 1.1 holds for \( (P, \omega) \) with

\[
(11.4) \quad H_0^\pm := \Pi H_{0, \perp}^\pm, \quad S := S_\perp.
\]
We first clarify the definition of $H^\pm_0$. By the definition of $\Pi$, we know $\Pi$ induces a map between quotient spaces, which we still denote by $\Pi$.

\begin{equation}
\Pi : D^\pm(\Pi - \omega_0, 0) \to D^\pm(\Pi - \omega_0, 0) \cap D'_\perp(P,\omega_0)/C^\infty(M) \cap D'_\perp(P,\omega_0).
\end{equation}

For the meaning of the notations, see Section 1.1. One can check by the definition that the latter sets are in fact $D^\pm(P,\omega_0)$. Thus we get operators

\begin{equation}
H^\pm_0 = \Pi H^\pm_0, \quad C^\infty(S^1;\mathbb{C}^d) \to D^\pm(P,\omega_0).
\end{equation}

Step 3. Proof of Theorem 1.1. — We now check the conclusions in Theorem 1.1.

(1). — The linearity of $H^\pm_0$ is clear. To see that $H^\pm_0$ are invertible, it suffices to show that the map $\Pi$ defined in (11.5) is invertible. Since $\Pi$ is induced by the projection map, we know $\Pi$ is surjective. If $u \in D'_\perp(M)$, $\Pi([u]) = 0$, then $\Pi(u) \in C^\infty(M)$. Hence $u = \Pi(u) + (u_0 \otimes u_0)(f) \in C^\infty(M)$, that is, $[u] = 0$. This shows that $\Pi$ is injective.

(2). — We first remark that

\begin{equation}
Z(P_\perp - \omega_0, 0) = Z(P,\omega_0)
\end{equation}

where $Z$ is the set of solutions defined in Section 1.1. In fact, suppose $u \in Z(P_\perp - \omega_0, 0)$, then

\begin{equation}
(P_\perp - \omega_0)u = 0 \Rightarrow u = \omega_0^{-1}P_\perp u \in D'_\perp(P,\omega_0) \Rightarrow (P - \omega_0)u = 0.
\end{equation}

Hence $u \in Z(P,\omega_0)$. The inclusion $Z(P,\omega_0) \subset Z(P_\perp - \omega_0, 0)$ is clear by the definition.

Now if $u \in Z(P,\omega_0)$, then there exists unique $f^\pm \in C^\infty(S^1;\mathbb{C}^d)$ such that

\begin{equation}
u \in H^-_0(f^-) + H^+_0(f^+).
\end{equation}

Apply $\Pi$ to (11.9) and note that $\Pi u = u$, we have

\begin{equation}
u \in H^-_0(f^-) + H^+_0(f^+).
\end{equation}

The uniqueness of the decomposition follows from the invertibility of $\Pi$ defined in (11.5).

(2). — Suppose $H^\pm_{0,\perp}$, $f^\pm$, $u^\pm$ satisfy conditions in (3) for $(\Pi - \omega_0, 0)$, then similar to (2) and (2), one can check that $H^\pm_0$, $f^\pm$, $\Pi u^\pm$ satisfy conditions in (3) for $(P,\omega_0)$.

(4) and (5). — Follow from the proof of (1), (2) and (3).
Step 4. Proof of Theorem 1.9. — Recall (11.3): $P_\perp - P \in \Psi^{-\infty}(M)$. This implies that the characteristic submanifold, the bicharacteristics, the limit cycles for $(P_\perp - \omega_0, 0)$ is the same as for $(P, \omega_0)$. Since Theorem 1.9 applies to $S_\perp$, we conclude that the same results hold for $S$. □
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