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Abstract

Recommender systems are efficient tools for filtering online information, which is widespread owing to the changing habits of computer users, personalization trends, and emerging access to the internet. Even though the recent recommender systems are eminent in giving precise recommendations, they suffer from various limitations and challenges like scalability, cold-start, sparsity, etc. Due to the existence of various techniques, the selection of techniques becomes a complex work while building application-focused recommender systems. In addition, each technique comes with its own set of features, advantages and disadvantages which raises even more questions, which should be addressed. This paper aims to undergo a systematic review on various recent contributions in the domain of recommender systems, focusing on diverse applications like books, movies, products, etc. Initially, the various applications of each recommender system are analysed. Then, the algorithmic analysis on various recommender systems is performed and a taxonomy is framed that accounts for various components required for developing an effective recommender system. In addition, the datasets gathered, simulation platform, and performance metrics focused on each contribution are evaluated and noted. Finally, this review provides a much-needed overview of the current state of research in this field and points out the existing gaps and challenges to help posterity in developing an efficient recommender system.
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Introduction

The recent advancements in technology along with the prevalence of online services has offered more abilities for accessing a huge amount of online information in a faster manner. Users can post reviews, comments, and ratings for various types of services and products available online. However, the recent advancements in pervasive computing have resulted in an online data overload problem. This data overload complicates the process of finding relevant and useful content over the internet. The recent establishment of several procedures having lower computational requirements can however guide users to the relevant content in a much easy and fast manner. Because of this, the development of recommender systems has recently gained significant attention. In general, recommender systems act as information filtering tools, offering users suitable and
Recommender systems primarily aim to reduce the user’s effort and time required for searching relevant information over the internet.

Nowadays, recommender systems are being increasingly used for a large number of applications such as web [1, 67, 70], books [2], e-learning [4, 16, 61], tourism [5, 8, 78], movies [66], music [79], e-commerce, news, specialized research resources [65], television programs [72, 81], etc. It is therefore important to build high-quality and exclusive recommender systems for providing personalized recommendations to the users in various applications. Despite the various advances in recommender systems, the present generation of recommender systems requires further improvements to provide more efficient recommendations applicable to a broader range of applications. More investigation of the existing latest works on recommender systems is required which focus on diverse applications.

There is hardly any review paper that has categorically synthesized and reviewed the literature of all the classification fields and application domains of recommender systems. The few existing literature reviews in the field cover just a fraction of the articles or focus only on selected aspects such as system evaluation. Thus, they do not provide an overview of the application field, algorithmic categorization, or identify the most promising approaches. Also, review papers often neglect to analyze the dataset description and the simulation platforms used. This paper aims to fulfill this significant gap by reviewing and comparing existing articles on recommender systems based on a defined classification framework, their algorithmic categorization, simulation platforms used, applications focused, their features and challenges, dataset description and system performance. Finally, we provide researchers and practitioners with insight into the most promising directions for further investigation in the field of recommender systems under various applications.

In essence, recommender systems deal with two entities—users and items, where each user gives a rating (or preference value) to an item (or product). User ratings are generally collected by using implicit or explicit methods. Implicit ratings are collected indirectly from the user through the user’s interaction with the items. Explicit ratings, on the other hand, are given directly by the user by picking a value on some finite scale of points or labelled interval values. For example, a website may obtain implicit ratings for different items based on clickstream data or from the amount of time a user spends on a webpage and so on. Most recommender systems gather user ratings through both explicit and implicit methods. These feedbacks or ratings provided by the user are arranged in a user-item matrix called the utility matrix as presented in Table 1.

The utility matrix often contains many missing values. The problem of recommender systems is mainly focused on finding the values which are missing in the utility matrix.

**Table 1** Utility matrix

|       | Item 1 | Item 2 | Item 3 | Item 4 |
|-------|--------|--------|--------|--------|
| User 1| 3      | –      | 2      | –      |
| User 2| –      | 4      | –      | 2      |
| User 3| 4      | –      | 3      | –      |
| User 4| –      | 5      | 4      | 1      |
This task is often difficult as the initial matrix is usually very sparse because users generally tend to rate only a small number of items. It may also be noted that we are interested in only the high user ratings because only such items would be suggested back to the users. The efficiency of a recommender system greatly depends on the type of algorithm used and the nature of the data source—which may be contextual, textual, visual etc.

Types of recommender systems

Recommender systems are broadly categorized into three different types viz. content-based recommender systems, collaborative recommender systems and hybrid recommender systems. A diagrammatic representation of the different types of recommender systems is given in Fig. 1.

Content-based recommender system

In content-based recommender systems, all the data items are collected into different item profiles based on their description or features. For example, in the case of a book, the features will be author, publisher, etc. In the case of a movie, the features will be the movie director, actor, etc. When a user gives a positive rating to an item, then the other items present in that item profile are aggregated together to build a user profile. This user profile combines all the item profiles, whose items are rated positively by the user. Items present in this user profile are then recommended to the user, as shown in Fig. 2.

One drawback of this approach is that it demands in-depth knowledge of the item features for an accurate recommendation. This knowledge or information may not be always available for all items. Also, this approach has limited capacity to expand on the users’ existing choices or interests. However, this approach has many advantages. As user preferences tend to change with time, this approach has the quick capability of dynamically adapting itself to the changing user preferences. Since one user profile is specific only to that user, this algorithm does not require the profile details of any other users because they provide no influence in the recommendation process. This ensures the security and privacy of user data. If new items have sufficient description, content-based techniques can overcome the cold-start problem i.e., this technique can recommend an
item even when that item has not been previously rated by any user. Content-based filtering approaches are more common in systems like personalized news recommender systems, publications, web pages recommender systems, etc.

**Collaborative filtering-based recommender system**

Collaborative approaches make use of the measure of similarity between users. This technique starts with finding a group or collection of user X whose preferences, likes, and dislikes are similar to that of user A. X is called the neighbourhood of A. The new items which are liked by most of the users in X are then recommended to user A. The efficiency of a collaborative algorithm depends on how accurately the algorithm can find the neighbourhood of the target user. Traditionally collaborative filtering-based systems suffer from the cold-start problem and privacy concerns as there is a need to share user data. However, collaborative filtering approaches do not require any knowledge of item features for generating a recommendation. Also, this approach can help to expand on the user’s existing interests by discovering new items. Collaborative approaches are again divided into two types: memory-based approaches and model-based approaches.

Memory-based collaborative approaches recommend new items by taking into consideration the preferences of its neighbourhood. They make use of the utility matrix directly for prediction. In this approach, the first step is to build a model. The model is equal to a function that takes the utility matrix as input.

\[
\text{Model} = f(\text{utility matrix})
\]

Then recommendations are made based on a function that takes the model and user profile as input. Here we can make recommendations only to users whose user profile belongs to the utility matrix. Therefore, to make recommendations for a new user, the user profile must be added to the utility matrix, and the similarity matrix should be recomputed, which makes this technique computation heavy.

\[
\text{Recommendation} = f(\text{defined model, user profile})
\]

where user profile \( \in \text{utility matrix} \)

Memory-based collaborative approaches are again sub-divided into two types: user-based collaborative filtering and item-based collaborative filtering. In the user-based
approach, the user rating of a new item is calculated by finding other users from the user neighbourhood who has previously rated that same item. If a new item receives positive ratings from the user neighbourhood, the new item is recommended to the user. Figure 3 depicts the user-based filtering approach.

In the item-based approach, an item-neighbourhood is built consisting of all similar items which the user has rated previously. Then that user’s rating for a different new item is predicted by calculating the weighted average of all ratings present in a similar item-neighbourhood as shown in Fig. 4.

Model-based systems use various data mining and machine learning algorithms to develop a model for predicting the user’s rating for an unrated item. They do not rely on the complete dataset when recommendations are computed but extract features from the dataset to compute a model. Hence the name, model-based technique. These techniques also need two steps for prediction—the first step is to build the model, and the second step is to predict ratings using a function \( f \) which takes the model defined in the first step and the user profile as input.
Recommendation = f(defined model, user profile)  
where user profile ∉ utility matrix

Model-based techniques do not require adding the user profile of a new user into the utility matrix before making predictions. We can make recommendations even to users that are not present in the model. Model-based systems are more efficient for group recommendations. They can quickly recommend a group of items by using the pre-trained model. The accuracy of this technique largely relies on the efficiency of the underlying learning algorithm used to create the model. Model-based techniques are capable of solving some traditional problems of recommender systems such as sparsity and scalability by employing dimensionality reduction techniques [86] and model learning techniques.

Hybrid filtering

A hybrid technique is an aggregation of two or more techniques employed together for addressing the limitations of individual recommender techniques. The incorporation of different techniques can be performed in various ways. A hybrid algorithm may incorporate the results achieved from separate techniques, or it can use content-based filtering in a collaborative method or use a collaborative filtering technique in a content-based method. This hybrid incorporation of different techniques generally results in increased performance and increased accuracy in many recommender applications. Some of the hybridization approaches are meta-level, feature-augmentation, feature-combination, mixed hybridization, cascade hybridization, switching hybridization and weighted hybridization [86]. Table 2 describes these approaches.

Recommender system challenges

This section briefly describes the various challenges present in current recommender systems and offers different solutions to overcome these challenges.

Cold start problem

The cold start problem appears when the recommender system cannot draw any inference from the existing data, which is insufficient. Cold start refers to a condition when the system cannot produce efficient recommendations for the cold (or new) users who have not rated any item or have rated a very few items. It generally arises when a new user enters the system or new items (or products) are inserted into the database.

| Hybrid methods            | Description                                                                 |
|---------------------------|-----------------------------------------------------------------------------|
| Meta-level                | A pre-learned model is used as an input to another recommender system       |
| Feature combination       | The features of one recommender system are injected into another            |
| Feature augmentation      | The result of one model is applied as an input to another                   |
| Mixed hybridization       | The output of different recommender systems are mixed, and the combined result is given as a recommendation |
| Cascade hybridization     | One system improvises the output of another                                 |
| Switching hybridization    | Select one recommender model based on the current requirement               |
| Weighted hybridization     | Ratings of different techniques are aggregated to compute a single recommendation |
Some solutions to this problem are as follows: (a) Ask new users to explicitly mention their item preference. (b) Ask a new user to rate some items at the beginning. (c) Collect demographic information (or meta-data) from the user and recommend items accordingly.

**Shilling attack problem**
This problem arises when a malicious user fakes his identity and enters the system to give false item ratings [87]. Such a situation occurs when the malicious user wants to either increase or decrease some item's popularity by causing a bias on selected target items. Shilling attacks greatly reduce the reliability of the system. One solution to this problem is to detect the attackers quickly and remove the fake ratings and fake user profiles from the system.

**Synonymy problem**
This problem arises when similar or related items have different entries or names, or when the same item is represented by two or more names in the system [78]. For example, babywear and baby cloth. Many recommender systems fail to distinguish these differences, hence reducing their recommendation accuracy. To alleviate this problem many methods are used such as demographic filtering, automatic term expansion and Singular Value Decomposition [76].

**Latency problem**
The latency problem is specific to collaborative filtering approaches and occurs when new items are frequently inserted into the database. This problem is characterized by the system's failure to recommend new items. This happens because new items must be reviewed before they can be recommended in a collaborative filtering environment. Using content-based filtering may resolve this issue, but it may introduce overspecialization and decrease the computing time and system performance. To increase performance, the calculations can be done in an offline environment and clustering-based techniques can be used [76].

**Sparsity problem**
Data sparsity is a common problem in large scale data analysis, which arises when certain expected values are missing in the dataset. In the case of recommender systems, this situation occurs when the active users rate very few items. This reduces the recommendation accuracy. To alleviate this problem several techniques can be used such as demographic filtering, singular value decomposition and using model-based collaborative techniques.

**Grey sheep problem**
The grey sheep problem is specific to pure collaborative filtering approaches where the feedback given by one user do not match any user neighbourhood. In this situation, the system fails to accurately predict relevant items for that user. This problem can be resolved by using pure content-based approaches where predictions are made based on the user’s profile and item properties.
Scalability problem

Recommender systems, especially those employing collaborative filtering techniques, require large amounts of training data, which cause scalability problems. The scalability problem arises when the amount of data used as input to a recommender system increases quickly. In this era of big data, more and more items and users are rapidly getting added to the system and this problem is becoming common in recommender systems. Two common approaches used to solve the scalability problem is dimensionality reduction and using clustering-based techniques to find users in tiny clusters instead of the complete database.

Methodology

The purpose of this study is to understand the research trends in the field of recommender systems. The nature of research in recommender systems is such that it is difficult to confine each paper to a specific discipline. This can be further understood by the fact that research papers on recommender systems are scattered across various journals such as computer science, management, marketing, information technology and information science. Hence, this literature review is conducted over a wide range of electronic journals and research databases such as ACM Portal, IEEE/IEE Library, Google Scholars and Science Direct [88].

The search process of online research articles was performed based on 6 descriptors: “Recommender systems”, “Recommendation systems”, “Movie Recommend*”, “Music Recommend*”, “Personalized Recommend*”, “Hybrid Recommend*”. The following research papers described below were excluded from our research:

- News articles.
- Master’s dissertations.
- Non-English papers.
- Unpublished papers.
- Research papers published before 2011.

We have screened a total of 350 articles based on their abstracts and content. However, only research papers that described how recommender systems can be applied were chosen. Finally, 60 papers were selected from top international journals indexed in Scopus or E-SCI in 2021. We now present the PRISMA flowchart of the inclusion and exclusion process in Fig. 5.

Each paper was carefully reviewed and classified into 6 categories in the application fields and 3 categories in the techniques used to develop the system. The classification framework is presented in Fig. 6.

The number of relevant articles come from Expert Systems with Applications (23%), followed by IEEE (17%), Knowledge-Based System (17%) and Others (43%). Table 3 depicts the article distribution by journal title and Table 4 depicts the sector-wise article distribution.
**Fig. 5** PRISMA flowchart of the inclusion and exclusion process. Abstract and content not suitable to the study: *The use or application of the recommender system is not specified. **

**Fig. 6** Classification framework

**Table 3** Article distribution by journal title

| Journal title                          | No | % (approx.) |
|----------------------------------------|----|-------------|
| Expert Systems with Applications       | 14 | 23          |
| IEEE Access                            | 10 | 17          |
| Knowledge-Based Systems                 | 10 | 17          |
| Others (various Elsevier journals)     | 26 | 43          |
| Total                                  | 60 | 100         |
Both forward and backward searching techniques were implemented to establish that the review of 60 chosen articles can represent the domain literature. Hence, this paper can demonstrate its validity and reliability as a literature review.

**Review on state-of-the-art recommender systems**

This section presents a state-of-art literature review followed by a chronological review of the various existing recommender systems.

**Literature review**

In 2011, Castellano et al. [1] developed a “NEuro-fuzzy WEb Recommendation (NEWER)” system for exploiting the possibility of combining computational intelligence and user preference for suggesting interesting web pages to the user in a dynamic environment. It considered a set of fuzzy rules to express the correlations between user relevance and categories of pages. Crespo et al. [2] presented a recommender system for distance education over internet. It aims to recommend e-books to students using data from user interaction. The system was developed using a collaborative approach and focused on solving the data overload problem in big digital content. Lin et al. [3] have put forward a recommender system for automatic vending machines using Genetic algorithm (GA), k-means, Decision Tree (DT) and Bayesian Network (BN). It aimed at recommending localized products by developing a hybrid model combining statistical methods, classification methods, clustering methods, and meta-heuristic methods. Wang and Wu [4] have implemented a ubiquitous learning system for providing personalized learning assistance to the learners by combining the recommendation algorithm with a context-aware technique. It employed the Association Rule Mining (ARM) technique and aimed to increase the effectiveness of the learner’s learning. García-Crespo et al. [5] presented a “semantic hotel” recommender system by considering the experiences of consumers using a fuzzy logic approach. The system considered both hotel and customer characteristics. Dong et al. [6] proposed a structure for a service-concept recommender system using a semantic similarity model by integrating the techniques from the view of an ontology structure-oriented metric and a concept content-oriented metric. The system was able to deliver optimal performance when compared with similar recommender systems. Li et al. [7] developed a Fuzzy linguistic modelling-based recommender system for assisting users to find experts in knowledge management systems. The developed
system was applied to the aircraft industry where it demonstrated efficient and feasible performance. Lorenzi et al. [8] presented an “assumption-based multiagent” system to make travel package recommendations using user preferences in the tourism industry. It performed different tasks like discovering, filtering, and integrating specific information for building a travel package following the user requirement. Huang et al. [9] proposed a context-aware recommender system through the extraction, evaluation and incorporation of contextual information gathered using the collaborative filtering and rough set model.

In 2012, Chen et al. [10] presented a diabetes medication recommender model by using “Semantic Web Rule Language (SWRL) and Java Expert System Shell (JESS)” for aggregating suitable prescriptions for the patients. It aimed at selecting the most suitable drugs from the list of specific drugs. Mohanraj et al. [11] developed the “Ontology-driven bee’s foraging approach (ODBFA)” to accurately predict the online navigations most likely to be visited by a user. The self-adaptive system is intended to capture the various requirements of the online user by using a scoring technique and by performing a similarity comparison. Hsu et al. [12] proposed a “personalized auxiliary material” recommender system by considering the specific course topics, individual learning styles, complexity of the auxiliary materials using an artificial bee colony algorithm. Gemmell et al. [13] demonstrated a solution for the problem of resource recommendation in social annotation systems. The model was developed using a linear-weighted hybrid method which was capable of providing recommendations under different constraints. Choi et al. [14] proposed one “Hybrid Online-Product Recommendation (HOPE) system” by the integration of collaborative filtering through sequential pattern analysis-based recommendations and implicit ratings. Garibaldi et al. [15] put forward a technique for incorporating the variability in a fuzzy inference model by using non-stationary fuzzy sets for replicating the variabilities of a human. This model was applied to a decision problem for treatment recommendations of post-operative breast cancer.

In 2013, Salehi and Kmalabadi [16] proposed an e-learning material recommender system by “modelling of materials in a multidimensional space of material’s attribute”. It employed both content and collaborative filtering. Aher and Lobo [17] introduced a course recommender system using data mining techniques such as simple K-means clustering and Association Rule Mining (ARM) algorithm. The proposed e-learning system was successfully demonstrated for “MOOC (Massively Open Online Courses)”. Kardan and Ebrahimi [18] developed a hybrid recommender system for recommending posts in asynchronous discussion groups. The system was built combining both collaborative filtering and content-based filtering. It considered implicit user data to compute the user similarity with various groups, for recommending suitable posts and contents to its users. Chang et al. [19] adopted a cloud computing technology for building a TV program recommender system. The system designed for digital TV programs was implemented using Hadoop Fair Scheduler (HFC), K-means clustering and k-nearest neighbour (KNN) algorithms. It was successful in processing huge amounts of real-time user data. Lucas et al. [20] implemented a recommender model for assisting a tourism application by using associative classification and fuzzy logic to predict the context. Niu et al. [21] introduced “Affivir: An Affect-based Internet
Video Recommendation System” which was developed by calculating user preferences and by using spectral clustering. This model recommended videos with similar effects, which was processed to get optimal results with dynamic adjustments of recommendation constraints.

In 2014, Liu et al. [22] implemented a new route recommendation model for offering personalized and real-time route recommendations for self-driven tourists to minimize the queuing time and traffic jams infamous tourist places. Recommendations were carried out by considering the preferences of users. Bakshi et al. [23] proposed an unsupervised learning-based recommender model for solving the scalability problem of recommender systems. The algorithm used transitive similarities along with Particle Swarm Optimization (PSO) technique for discovering the global neighbours. Kim and Shim [24] proposed a recommender system based on “latent Dirichlet allocation using probabilistic modelling for Twitter” that could recommend the top-K tweets for a user to read, and the top-K users to follow. The model parameters were learned from an inference technique by using the differential Expectation–Maximization (EM) algorithm. Wang et al. [25] developed a hybrid-movie recommender model by aggregating a genetic algorithm (GA) with improved K-means and Principal Component Analysis (PCA) technique. It was able to offer intelligent movie recommendations with personalized suggestions. Kolomvatsos et al. [26] proposed a recommender system by considering an optimal stopping theory for delivering books or music recommendations to the users. Gottschlich et al. [27] proposed a decision support system for stock investment recommendations. It computed the output by considering the overall crowd’s recommendations. Torshizi et al. [28] have introduced a hybrid recommender system to determine the severity level of a medical condition. It could recommend suitable therapies for patients suffering from Benign Prostatic Hyperplasia.

In 2015, Zahálka et al. [29] proposed a venue recommender: “City Melange”. It was an interactive content-based model which used the convolutional deep-net features of the visual domain and the linear Support Vector Machine (SVM) model to capture the semantic information and extract latent topics. Sankar et al. [30] have proposed a stock recommender system based on the stock holding portfolio of trusted mutual funds. The system employed the collaborative filtering approach along with social network analysis for offering a decision support system to build a trust-based recommendation model. Chen et al. [31] have put forward a novel movie recommender system by applying the “artificial immune network to collaborative filtering” technique. It computed the affinity of an antigen and the affinity between an antibody and antigen. Based on this computation a similarity estimation formula was introduced which was used for the movie recommendation process. Wu et al. [32] have examined the technique of data fusion for increasing the efficiency of item recommender systems. It employed a hybrid linear combination model and used a collaborative tagging system. Yeh and Cheng [33] have proposed a recommender system for tourist attractions by constructing the “elicitation mechanism using the Delphi panel method and matrix construction mechanism using the repertory grids”, which was developed by considering the user preference and expert knowledge.

In 2016, Liao et al. [34] proposed a recommender model for online customers using a rough set association rule. The model computed the probable behavioural variations
of online consumers and provided product category recommendations for e-commerce platforms. Li et al. [35] have suggested a movie recommender system based on user feedback collected from microblogs and social networks. It employed the sentiment-aware association rule mining algorithm for recommendations using the prior information of frequent program patterns, program metadata similarity and program view logs. Wu et al. [36] have developed a recommender system for social media platforms by aggregating the technique of Social Matrix Factorization (SMF) and Collaborative Topic Regression (CTR). The model was able to compute the ratings of users to items for making recommendations. For improving the recommendation quality, it gathered information from multiple sources such as item properties, social networks, feedback, etc. Adeniyi et al. [37] put forward a study of automated web-usage data mining and developed a recommender system that was tested in both real-time and online for identifying the visitor’s or client’s clickstream data.

In 2017, Rawat and Kankanhalli [38] have proposed a viewpoint recommender system called “ClickSmart” for assisting mobile users to capture high-quality photographs at famous tourist places. Yang et al. [39] proposed a gradient boosting-based job recommendation system for satisfying the cost-sensitive requirements of the users. The hybrid algorithm aimed to reduce the rate of unnecessary job recommendations. Lee et al. [40] proposed a music streaming recommender system based on smartphone activity usage. The proposed system benefitted by using feature selection approaches with machine learning techniques such as Naïve Bayes (NB), Support Vector Machine (SVM), Multi-layer Perception (MLP), Instance-based k -Nearest Neighbour (IBK), and Random Forest (RF) for performing the activity detection from the mobile signals. Wei et al. [41] have proposed a new stacked denoising autoencoder (SDAE) based recommender system for cold items. The algorithm employed deep learning and collaborative filtering method to predict the unknown ratings.

In 2018, Li et al. [42] have developed a recommendation algorithm using Weighted Linear Regression Models (WLRRS). The proposed system was put to experiment using the MovieLens dataset and it presented better classification and predictive accuracy. Mezei and Nikou [43] presented a mobile health and wellness recommender system based on fuzzy optimization. It could recommend a collection of actions to be taken by the user to improve the user’s health condition. Recommendations were made considering the user’s physical activities and preferences. Ayata et al. [44] proposed a music recommendation model based on the user emotions captured through wearable physiological sensors. The emotion detection algorithm employed different machine learning algorithms like SVM, RF, KNN and decision tree (DT) algorithms to predict the emotions from the changing electrical signals gathered from the wearable sensors. Zhao et al. [45] developed a multimodal learning-based, social-aware movie recommender system. The model was able to successfully resolve the sparsity problem of recommender systems. The algorithm developed a heterogeneous network by exploiting the movie-poster image and textual description of each movie based on the social relationships and user ratings.

In 2019, Hammou et al. [46] proposed a Big Data recommendation algorithm capable of handling large scale data. The system employed random forest and matrix factorization through a data partitioning scheme. It was then used for generating
recommendations based on user rating and preference for each item. The proposed system outperformed existing systems in terms of accuracy and speed. Zhao et al. [47] have put forward a hybrid initialization method for social network recommender systems. The algorithm employed denoising autoencoder (DAE) neural network-based initialization method (ANNInit) and attribute mapping. Bhaskaran and Santhi [48] have developed a hybrid, trust-based e-learning recommender system using cloud computing. The proposed algorithm was capable of learning online user activities by using the Firefly Algorithm (FA) and K-means clustering. Afolabi and Toivanen [59] have suggested an integrated recommender model based on collaborative filtering. The proposed model “Connected Health for Effective Management of Chronic Diseases”, aimed for integrating recommender systems for better decision-making in the process of disease management. He et al. [60] proposed a movie recommender system called “Hi2Rec” which explored the usage of collaborative filtering and heterogeneous information for making movie recommendations. The model used the knowledge representation learning approach to embed movie-related information gathered from different sources.

In 2020, Han et al. [49] have proposed one Internet of Things (IoT)-based cancer rehabilitation recommendation system using the Beetle Antennae Search (BAS) algorithm. It presented the patients with a solution for the problem of optimal nutrition program by considering the objective function as the recurrence time. Kang et al. [50] have presented a recommender system for personalized advertisements in Online Broadcasting based on a tree model. Recommendations were generated in real-time by considering the user preferences to minimize the overhead of preference prediction and using a HashMap along with the tree characteristics. Ullah et al. [51] have implemented an image-based service recommendation model for online shopping based random forest and Convolutional Neural Networks (CNN). The model used JPEG coefficients to achieve an accurate prediction rate. Cai et al. [52] proposed a new hybrid recommender model using a many-objective evolutionary algorithm (MaOEA). The proposed algorithm was successful in optimizing the novelty, diversity, and accuracy of recommendations. Esteban et al. [53] have implemented a hybrid multi-criteria recommendation system concerned with students’ academic performance, personal interests, and course selection. The system was developed using a Genetic Algorithm (GA) and aimed at helping university students. It combined both course information and student information for increasing system performance and the reliability of the recommendations. Mondal et al. [54] have built a multilayer, graph data model-based doctor recommendation system by exploiting the trust concept between a patient-doctor relationship. The proposed system showed good results in practical applications.

In 2021, Dhelim et al. [55] have developed a personality-based product recommendation model using the techniques of meta path discovery and user interest mining. This model showed better results when compared to session-based and deep learning models. Bhalse et al. [56] proposed a web-based movie recommendation system based on collaborative filtering using Singular Value Decomposition (SVD), collaborative filtering and cosine similarity (CS) for addressing the sparsity problem of recommender systems. It suggested a recommendation list by considering the content information of movies. Similarly, to solve both sparsity and cold-start problems Ke et al. [57] proposed a dynamic goods recommendation system based on reinforcement learning. The proposed
system was capable of learning from the reduced entropy loss error on real-time applications. Chen et al. [58] have presented a movie recommender model combining various techniques like user interest with category-level representation, neighbour-assisted representation, user interest with latent representation and item-level representation using Feed-forward Neural Network (FNN).

**Comparative chronological review**

A comparative chronological review to compare the total contributions on various recommender systems in the past 10 years is given in Fig. 7.

This review puts forward a comparison of the number of research works proposed in the domain of recommender systems from the year 2011 to 2021 using various deep learning and machine learning-based approaches. Research articles are categorized based on the recommender system classification framework as shown in Table 5. The articles are ordered according to their year of publication. There are two key concepts: Application fields and techniques used. The application fields of recommender systems are divided into six different fields, viz. entertainment, health, tourism, web/e-commerce, education and social media/others.

**Algorithmic categorization, simulation platforms and applications considered for various recommender systems**

This section analyses different methods like deep learning, machine learning, clustering and meta-heuristic-based-approaches used in the development of recommender systems. The algorithmic categorization of different recommender systems is given in Fig. 8.

Categorization is done based on content-based, collaborative filtering-based, and optimization-based approaches. In [8], a content-based filtering technique was employed for increasing the ability to trust other agents and for improving the exchange of information by trust degree. In [16], it was applied to enhance the quality of recommendations using the account attributes of the material. It achieved better performance concerning
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**Fig. 7** Comparative chronological review of recommender systems under diverse applications
### Table 5: Classification of most relevant research articles

| References              | Sector/application fields | Techniques used |
|-------------------------|---------------------------|-----------------|
|                         | Entertainment | Health | Tourism | Web/e-commerce | Education | Social media/ others | Collaborative | Content-based | Hybrid |
| Castellano et al. [1]   | *              |        |         |                | *         |                  |              |              |        |
| Crespo et al. [2]       | *              |        |         |                | *         |                  |              |              |        |
| Lin et al. [3]          | *              |        |         |                | *         |                  |              |              |        |
| Wang and Wu [4]         | *              |        |         |                | *         |                  |              |              |        |
| García-Crespo et al. [5]| *              |        |         |                | *         |                  |              |              |        |
| Dong et al. [6]         | *              |        |         |                | *         |                  |              |              |        |
| Li et al. [7]           | *              |        |         |                | *         |                  |              |              |        |
| Lorenzi et al. [8]      | *              |        |         |                | *         |                  |              |              |        |
| Huang et al. [9]        | *              |        |         |                | *         |                  |              |              |        |
| Chen et al. [10]        | *              |        |         |                | *         |                  |              |              |        |
| Mohanraj et al. [11]    | *              |        |         |                | *         |                  |              |              |        |
| Hsu et al. [12]         | *              |        |         |                | *         |                  |              |              |        |
| Gemmell et al. [13]     | *              |        |         |                | *         |                  |              |              |        |
| Choi et al. [14]        | *              |        |         |                | *         |                  |              |              |        |
| Garibaldi et al. [15]   | *              |        |         |                | *         |                  |              |              |        |
| Salehi and Kmalabadi [16]| *              |        |         |                | *         |                  |              |              |        |
| Aher and Lobo [17]      | *              |        |         |                | *         |                  |              |              |        |
| Kardan and Ebrahimi [18]| *              |        |         |                | *         |                  |              |              |        |
| Chang et al. [19]       | *              |        |         |                | *         |                  |              |              |        |
| Lucas et al. [20]       | *              |        |         |                | *         |                  |              |              |        |
| Niu et al. [21]         | *              |        |         |                | *         |                  |              |              |        |
| Liu et al. [22]         | *              |        |         |                | *         |                  |              |              |        |
| Bakshi et al. [23]      | *              |        |         |                | *         |                  |              |              |        |
| Kim and Shim [24]       | *              |        |         |                | *         |                  |              |              |        |
Table 5 (continued)

| References          | Sector/application fields | Techniques used |  |
|---------------------|---------------------------|-----------------|---|
|                     | Entertainment  | Health | Tourism | Web/e-commerce | Education | Social media/others | Collaborative | Content-based | Hybrid |
| Wang et al. [25]    | *             |        |         |                |          |                  |              |              |        |
| Kolomvatsos et al. [26] | *         |        |         |                |          |                  |              |              |        |
| Gottschlich et al. [27] | *         |        |         |                |          |                  |              |              |        |
| Torshizi et al. [28] |              | *      |         |                |          |                  |              |              |        |
| Zaháľka et al. [29] |              |        | *       |                |          |                  |              |              |        |
| Sankar et al. [30]  |              |        |         |                |          |                  |              |              |        |
| Chen et al. [31]    | *             |        |         |                |          |                  |              |              |        |
| Wu et al. [32]      |              |        |         |                |          |                  |              |              |        |
| Yeh and Cheng [33]  |              |        |         |                |          |                  |              |              |        |
| Liao et al. [34]    |              |        |         |                |          |                  |              |              |        |
| Li et al. [35]      |              |        |         |                |          |                  |              |              |        |
| Wu et al. [36]      |              |        |         |                |          |                  |              |              |        |
| Adeniyi et al. [37] |              |        |         |                |          |                  |              |              |        |
| Rawat and Kankanhalli [38] |  *         |        |         |                |          |                  |              |              |        |
| Yang et al. [39]    |              |        |         |                |          |                  |              |              |        |
| Lee et al. [40]     |              |        |         |                |          |                  |              |              |        |
| Wei et al. [41]     |              |        |         |                |          |                  |              |              |        |
| Li et al. [42]      |              |        |         |                |          |                  |              |              |        |
| Mezei and Nikou [43]|              |        |         |                |          |                  |              |              |        |
| Ayata et al. [44]   |              |        |         |                |          |                  |              |              |        |
| Zhao et al. [45]    |              |        |         |                |          |                  |              |              |        |
| Hammou et al. [46]  |              |        |         |                |          |                  |              |              |        |
| Zhao et al. [47]    |              |        |         |                |          |                  |              |              |        |
| Bhaskaran and Santhi [48] |              |  *     |         |                |          |                  |              |              |        |
| Afolabi and Toivanen [59] |              |        |         |                |          |                  |              |              |        |
| References       | Sector/application fields | Techniques used |
|------------------|----------------------------|-----------------|
|                  | Entertainment | Health | Tourism | Web/e-commerce | Education | Social media/ others | Collaborative | Content-based | Hybrid |
| He et al. [60]   | *            |       |         |               |           | *                         |               |              |        |
| Han et al. [49]  | *            |       |         |               |           | *                         |               |              |        |
| Kang et al. [50] |               | *     |         |               |           | *                         |               |              |        |
| Ullah et al. [51]|               |       |         |               |           | *                         |               |              |        |
| Cai et al. [52]  | *            |       |         |               |           | *                         |               |              |        |
| Esteban et al. [53]|             |       |         |               |           | *                         |               |              |        |
| Mondal et al. [54]|             |       |         |               |           | *                         |               |              |        |
| Dhelim et al. [55]|             |       |         |               |           | *                         |               |              |        |
| Bhaise et al. [56]|             |       |         |               |           | *                         |               |              |        |
| Ke et al. [57]   |               | *     |         |               |           | *                         |               |              |        |
| Chen et al. [58] | *            |       |         |               |           | *                         |               |              |        |
with F1-score, recall and precision. In [18], this technique was able to capture the implicit user feedback, increasing the overall accuracy of the proposed model. The content-based filtering in [30] was able to increase the accuracy and performance of a stock recommender system by using the “trust factor” for making decisions.

Different collaborative filtering approaches are utilized in recent studies, which are categorized as follows:

**Model-based techniques**

Neuro-Fuzzy [1] based technique helps in discovering the association between user categories and item relevance. It is also simple to understand. K-Means Clustering [2, 19, 25, 48] is efficient for large scale datasets. It is simple to implement and gives a fast convergence rate. It also offers automatic recovery from failures. The decision tree [2, 44] technique is easy to interpret. It can be used for solving the classic regression and
classification problems in recommender systems. Bayesian Network [3] is a probabilistic technique used to solve classification challenges. It is based on the theory of Bayes theorem and conditional probability. Association Rule Mining (ARM) techniques [4, 17, 35] extract rules for projecting the occurrence of an item by considering the existence of other items in a transaction. This method uses the association rules to create a more suitable representation of data and helps in increasing the model performance and storage efficiency. Fuzzy Logic [5, 7, 15, 20, 28, 43] techniques use a set of flexible rules. It focuses on solving complex real-time problems having an inaccurate spectrum of data. This technique provides scalability and helps in increasing the overall model performance for recommender systems. The semantic similarity [6] technique is used for describing a topological similarity to define the distance among the concepts and terms through ontologies. It measures the similarity information for increasing the efficiency of recommender systems. Rough set [9, 34] techniques use probability distributions for solving the challenges of existing recommender models. Semantic web rule language [10] can efficiently extract the dataset features and increase the model efficiency. Linear programming-based approaches [13, 42] are employed for achieving quality decision making in recommender models. Sequential pattern analysis [14] is applied to find suitable patterns among data items. This helps in increasing model efficiency. The probabilistic model [24] is a famous tool to handle uncertainty in risk computations and performance assessment. It offers better decision-making capabilities. K-nearest neighbours (KNN) [19, 37, 44] technique provides faster computation time, simplicity and ease of interpretation. They are good for classification and regression-based problems and offers more accuracy. Spectral clustering [21] is also called graph clustering or similarity-based clustering, which mainly focuses on reducing the space dimensionality in identifying the dataset items. Stochastic learning algorithm [26] solves the real-time challenges of recommender systems. Linear SVM [29, 44] efficiently solves the high dimensional problems related to recommender systems. It is a memory-efficient method and works well with a large number of samples having relative separation among the classes. This method has been shown to perform well even when new or unfamiliar data is added. Relational Functional Gradient Boosting [39] technique efficiently works on the relational dependency of data, which is useful for statistical relational learning for collaborative-based recommender systems. Ensemble learning [40] combines the forecast of two or more models and aims to achieve better performance than any of the single contributing models. It also helps in reducing overfitting problems, which are common in recommender systems.

SDAE [41] is used for learning the non-linear transformations with different filters for finding suitable data. This aids in increasing the performance of recommender models. Multimodal network learning [45] is efficient for multi-modal data, representing a combined representation of diverse modalities. Random forest [46, 51] is a commonly used approach in comparison with other classifiers. It has been shown to increase accuracy when handling big data. This technique is a collection of decision trees to minimize variance through training on diverse data samples. ANNInit [47] is a type of artificial neural network-based technique that has the capability of self-learning and generating efficient results. It is independent of the data type and can learn data patterns automatically. HashMap [50] gives faster access to elements owing to the hashing methodology, which
decreases the data processing time and increases the performance of the system. CNN [51] technique can automatically fetch the significant features of a dataset without any supervision. It is a computationally efficient method and provides accurate recommendations. This technique is also simple and fast for implementation. Multilayer graph data model [54] is efficient for real-time applications and minimizes the access time through mapping the correlation as edges among nodes and provides superior performance. Singular Value Decomposition [56] can simplify the input data and increase the efficiency of recommendations by eliminating the noise present in data. Reinforcement learning [57] is efficient for practical scenarios of recommender systems having large data sizes. It is capable of boosting the model performance by increasing the model accuracy even for large scale datasets. FNN [58] is one of the artificial neural network techniques which can learn non-linear and complex relationships between items. It has demonstrated a good performance increase when employed in different recommender systems. Knowledge representation learning [60] systems aim to simplify the model development process by increasing the acquisition efficiency, inferential efficiency, inferential adequacy and representation adequacy. User-based approaches [2, 55, 59] specialize in detecting user-related meta-data which is employed to increase the overall model performance. This technique is more suitable for real-time applications where it can capture user feedback and use it to increase the user experience.

Optimization-based techniques
The Foraging Bees [11] technique enables both functional and combinational optimization for random searching in recommender models. Artificial bee colony [12] is a swarm-based meta-heuristic technique that provides features like faster convergence rate, the ability to handle the objective with stochastic nature, ease for incorporating with other algorithms, usage of fewer control parameters, strong robustness, high flexibility and simplicity. Particle Swarm Optimization [23] is a computation optimization technique that offers better computational efficiency, robustness in control parameters, and is easy and simple to implement in recommender systems. Portfolio optimization algorithm [27] is a subclass of optimization algorithms that find its application in stock investment recommender systems. It works well in real-time and helps in the diversification of the portfolio for maximum profit. The artificial immune system [31] is a computationally intelligent machine learning technique. This technique can learn new patterns in the data and optimize the overall system parameters. Expectation maximization (EM) [32, 36, 38] is an iterative algorithm that guarantees the likelihood of finding the maximum parameters when the input variables are unknown. Delphi panel and repertory grid [33] offers efficient decision making by solving the dimensionality problem and data sparsity issues of recommender systems. The Firefly algorithm (FA) [48] provides fast results and increases recommendation efficiency. It is capable of reducing the number of iterations required to solve specific recommender problems. It also provides both local and global sets of solutions. Beetle Antennae Search (BAS) [49] offers superior search accuracy and maintains less time complexity that promotes the performance of recommendations. Many-objective evolutionary algorithm (MaOEA) [52] is applicable for real-time, multi-objective, search-related recommender systems. The introduction of a local search operator increases the convergence rate and gets suitable results. Genetic
| References                      | Methodology                        | Features                                                                 | Challenges                                                                 |
|--------------------------------|------------------------------------|--------------------------------------------------------------------------|---------------------------------------------------------------------------|
| Castellano et al. [1]           | Neuro-fuzzy                        | High accuracy                                                            | Model is not efficient for real-time applications                         |
| Crespo et al. [2]               | K-means clustering                 | Solves the problems related to electronic commerce and provides a good user experience | Model is not applicable on huge datasets                                   |
| Lin et al. [3]                  | GA, k-means, DT and BN             | Increases profit in real-time applications along with product sale volumes | Lacks in operation efficiency                                              |
| Wang and Wu [4]                 | Association rule mining            | Useful for real-time ubiquitous-learning applications                    | The model does not consider the learner's behaviour                        |
| García-Crespo et al. [5]        | Fuzzy logic                        | High recommendation accuracy and scalability                              | Not applicable on large datasets                                           |
| Dong et al. [6]                 | Semantic similarity model          | Solves the issue of service supply ecosystems in a software environment   | Low overall performance                                                    |
| Li et al. [7]                   | Fuzzy linguistic modelling         | Good expert recommendations for knowledge management systems              | Does not consider the user's past preferences                              |
| Lorenzi et al. [8]              | Content-based filtering            | This model can alleviate the sparsity issue of recommender systems       | Low accuracy                                                               |
| Huang et al. [9]                | Rough set model                    | It enhances the accuracy of recommender systems                          | The model is complex for real-time applications                            |
| Chen et al. [10]                | Semantic web rule language         | The model can efficiently extract the features of the dataset            | The model is dependent on domain ontology data                             |
| Mohanraj et al. [11]            | Foraging Bees algorithm            | A self-adaptive model with low computational time                        | Does not consider any change in user interests                              |
| Hsu et al. [12]                 | Artificial bee colony algorithm    | It has attained better accuracy and improved the execution time           | The system is limited to the specific application only                     |
| Gemmel et al. [13]              | Linear-weighted hybrid approach    | The model is highly effective and flexible for capitalizing on a robust relationship in different data dimensions | The model is complex and requires high memory                              |
| Choi et al. [14]                | Sequential pattern analysis        | High accuracy and performance                                             | This model cannot be used for large datasets                               |
| Garibaldi et al. [15]           | Fuzzy rule system                  | The model integrates variability with a conventional fuzzy inference system | Not suitable for sparse datasets                                           |
| Salehi [16]                     | Content-based filtering            | Good F1 score, recall and precision values                              | Precision decreases with the increase of the size of the recommendation sets |
| Aher and Lobo [17]              | K-means and Association rule mining (ARM) | The model is capable of efficiently recommending online courses to new students | Does not consider specific choices of individual users                     |
| Kardan and Ebrahimi [18]        | ARM                                | This hybrid model delivers better efficiency when compared with individual models. It also considers implicit user information | The algorithm does not rank the outcome of the mining algorithm             |
| Chang et al. [19]               | HFC, K-means clustering and KNN    | Improved resource utilization in a cloud environment                      | This model suffers from hardware resource complications                     |
| References                  | Methodology                        | Features                                                                 | Challenges                                                                 |
|-----------------------------|------------------------------------|---------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Lucas et al. [20]           | Associative classification and Fuzzy logic | The model successfully alleviates problems such as gray sheep, cold-start, sparsity, and scalability issues | The model is not suitable for web mining applications                        |
| Niu et al. [21]             | Spectral clustering                 | The system attains better performance in terms of recall, precision and F1-score, and delivers a good user experience | Not applicable for low-level features                                         |
| Liu et al. [22]             | Genetic Algorithm                   | A unique model was developed to save the travelling time of self-driven tourists | The model is platform-dependent, and the recommendations are not user-customizable |
| Bakshi et al. [23]          | Unsupervised learning, PSO         | The model addresses the issues of scalability and sparse datasets          | The selection of clusters is done arbitrarily                                 |
| Kim and Shim [24]           | Probabilistic model                 | Good precision, recall and average hit rank                               | The model is complex                                                         |
| Wang et al. [25]            | GA and K-means                      | High prediction accuracy                                                  | The model is not suitable for real-time applications and sparse data         |
| Kolomvatsos et al. [26]     | Stochastic decision making          | It can efficiently handle multiple requests and save resources and time    | The model is not suitable for real-time applications                         |
| Gottschlich et al. [27]     | Portfolio optimization algorithm    | A unique model which considers the crowd’s wisdom to maximize a stock investor’s portfolio performance | It is a general model which does not consider specific user needs           |
| Torshizi et al. [28]        | Fuzzy rule-based systems            | A novel model useful for prostate treatment recommendations                | The model strongly relies on medical data which lacks certainty              |
| Zahálka et al. [29]         | Linear SVM model                    | An information-rich and interactive venue recommender model capable of connecting tourists | The model has low precision values for some datasets                        |
| Sankar et al. [30]          | Content-based filtering approach    | A simple and accurate model for investment guidance                        | Hidden relationships among features may result in low accuracy               |
| Chen et al. [31]            | Artificial immune system            | It employs a new prediction formula to improve the recall, precision, and F1-scores | Suffers from data scalability, cold-start and memory-based issues           |
| Wu et al. [32]              | Expectation maximization (EM)-based algorithm | Highly robust in fusing item recommendations for collaborative tagging systems | Low recommendation quality and not suitable for large datasets               |
| Yeh and Cheng [33]          | Delphi panel and repertoire grid techniques | The model is easy to use and solves the dimensionality problem and data sparsity issue | Not applicable for real-time applications                                     |
| Liao et al. [34]            | Rough set association rule          | The model considers dynamic user behaviour                                | High computation complexity and not fit for other applications              |
| Li et al. [35]              | Association rule mining             | The model can be applied to many different applications                   | Performance varies for different applications                                |
| Wu et al. [36]              | CTR and SMF                          | This model is simple and robust having high accuracy                      | Does not consider the social trust among users                                |
| References                | Methodology           | Features                                                                 | Challenges                                                                 |
|--------------------------|-----------------------|--------------------------------------------------------------------------|---------------------------------------------------------------------------|
| Adeniyi et al. [37]      | KNN algorithm         | A scalable model with a good precision rate and low computing load       | Not applicable for real-time applications                                 |
| Rawat and Kankanhalli    | Image processing      | A scalable system capable of learning offline and working in real-time   | The system lacks personalization                                           |
| Yang et al. [39]         | Hybrid gradient boosting | Suitable for real-time and large-scale recommender systems. It efficiently reduces false positive predictions | The model suffers from the cold-start problem and requires pre-clustering and feature engineering |
| Lee et al. [40]          | Collaborative ensemble learning | The model can handle dynamic user behaviour captured from mobile signals | Suffers from data sparsity and cold start issues                           |
| Wei et al. [41]          | SDAE                  | The model efficiently solves the cold start problem                      | Requires high computational resources and storage                          |
| Li et al. [42]           | Weighted linear regression | Low computational complexity and low prediction and modelling time for real-time applications | The model is complex to implement in real large-scale applications          |
| Mezei and Nikou [43]     | Fuzzy optimization    | Better accuracy and F1-score                                             | Not scalable and cannot adopt other variants of fuzzy sets               |
| Ayata et al. [44]        | SVM, RF, DT and KNN   | The model can capture real-time user emotion in a dynamic environment    | The model is susceptible to the failure of sensors                        |
| Zhao et al. [45]         | Multimodal network learning | This high-performance model is capable of handling real-world, large-scale datasets | It suffers from high computational costs and premature convergence       |
| Hammou et al. [46]       | Matrix factorization and RF | The model reduced the cost functions by efficient learning of parameters to overcome the data sparsity problem | High computational cost and does not consider social contexts of users   |
| Zhao et al. [47]         | ANNInit               | A scalable model with high prediction accuracy and convergence efficiency | Not suitable for multi-dimension applications                               |
| Bhaskaran and Santhi [48]| FA and K-mean clustering | High performance and accuracy with low error and computation time        | Cannot be applied to other optimization methods                           |
| Afolabi and Toivanen [59]| User-based approaches | A unique system where patients can share recommendations in real-time resulting in better self-care and decision making | Requirements a smooth connection between different healthcare services     |
| He et al. [60]           | Knowledge representation learning | A high-performance model which alleviates the data sparsity issue and cold start problem | The model is complex                                                      |
| Han et al. [49]          | BAS                   | The model is simple, portable and has high prediction accuracy with a fast convergence rate | BAS algorithm suffers from low search accuracy and limited exploration scope |
| Kang et al. [50]         | Hashmap               | Solves the problem of data sparsity and overspecialization              | High time complexity                                                      |
Algorithm (GA) [2, 22, 25, 53] based techniques are used to solve the multi-objective optimization problems of recommender systems. They employ probabilistic transition rules and have a simpler operation that provides better recommender performance.

### Table 6 (continued)

| References         | Methodology                  | Features                                                                 | Challenges                                      |
|--------------------|------------------------------|--------------------------------------------------------------------------|-------------------------------------------------|
| Ullah et al. [51]  | RF and CNN                   | High efficacy and suitable for real-time product recommendations          | It suffers from high time complexity             |
| Cai et al. [52]    | MaoEA                        | High accuracy and applicability in diverse applications                   | The model lacks stability                        |
| Esteban et al. [53]| GA                           | High performance and reliability for real-time course recommendations    | The model lacks user personalization             |
| Mondal et al. [54]| Multilayer graph data model  | It provides trust-based results with no requirement of external metadata for calculating the trust factor | The model is only applicable to limited scenarios |
| Dhelim et al. [55]| User-based approaches        | The system can efficiently detect the meta-interest of the user and has a good recall and precision score for cold-start environments | It requires high computational power to decrease response time |
| Bhalse et al. [56]| SVD, CS and collaborative filtering | It reduces the complexity by reducing the multi-dimensionality issue | Suffers from sparsity problem and low accuracy |
| Ke et al. [57]     | Reinforcement learning       | High prediction accuracy and low entropy loss error                      | Not suitable for real-world problems             |
| Chen et al. [58]   | FNN                          | The system delivers personalized suggestions by aggregating multiple user interest representations | Suffers from cold-start problem                  |

Fig. 9 Simulation platforms used for developing different recommender systems
Features and challenges
The features and challenges of the existing recommender models are given in Table 6.

Simulation platforms
The various simulation platforms used for developing different recommender systems with different applications are given in Fig. 9.

Here, the Java platform is used in 20% of the contributions, MATLAB is implemented in 7% of the contributions, different fold cross-validation are used in 8% of the contributions, 7% of the contributions are utilized by the python platform, 3% of the contributions employ R-programming and 1% of the contributions are developed by Tensorflow, Weka and Android environments respectively. Other simulation platforms like Facebook, web UI (User Interface), real-time environments, etc. are used in 50% of the contributions. Table 7 describes some simulation platforms commonly used for developing recommender systems.

Application focused and dataset description
This section provides an analysis of the different applications focused on a set of recent recommender systems and their dataset details.

Recent recommender systems were analysed and found that 11% of the contributions are focused on the domain of healthcare, 10% of the contributions are on movie recommender systems, 5% of the contributions come from music recommender systems, 6% of the contributions are focused on e-learning recommender systems, 8% of the contributions are used for online product recommender systems, 3% of the contributions are focused on book recommendations and 1% of the contributions are focused on job and knowledge management recommender systems.

Table 7
Common simulation platforms and their related information

| Simulation platforms/languages | Platform portability | Web API/GUI integration | Common application domains                  | Features                                                                 |
|-------------------------------|----------------------|-------------------------|---------------------------------------------|--------------------------------------------------------------------------|
| Java                          | ***                  | ***                     | e-learning, health, music, social media, web| Good for developing real-time recommender systems                        |
| MATLAB                        | ***                  | **                      | Movies, health, music, web                  | It contains a specific set of classes for recommender systems research   |
| Python                        | ***                  | ***                     | Health, movies, music, web, social media    | It is good for implementing sophisticated machine learning recommender algorithms with high computation requirements |
| R programming                 | **                   | **                      | Education, news                            | It is slower compared to Python and MATLAB. It has a high memory requirement |
| TensorFlow                    | ***                  | ***                     | Movies, e-learning                         | Good for implementing unsupervised algorithms                            |
| Weka                          | ***                  | **                      | e-learning, movies                         | Excellent for recommender system datasets which require high data pre-processing |
| Android                       | *                    | ***                     | Tourism, web, music                        | It is excellent for real-time recommender systems but has limited processing capacity |

Poor: *; Moderate: **; Good: ***
Table 8: Application focused and dataset description in different recommender systems

| References                  | Application                              | Dataset description |
|-----------------------------|------------------------------------------|---------------------|
| Castellano et al. [1]       | Usage-based Web recommender system       | Datasets consist of real-world data gathered from the log-files of a commonly visited website of the successful Japanese film: Dragon Ball. Dataset size: 434 input–output samples. |
| Crespo et al. [2]           | Intelligent electronic books              | –                   |
| Lin et al. [3]              | Automatic vending machines               | Data from nine vending machines were collected from two locations. |
| Wang and Wu [4]             | Ubiquitous-learning system               | Botanical database. Dataset size: 80 knowledge units. |
| Garcia-Crespo et al. [5]    | Hotels                                   | Data collected from 10 hotels in Mallorca (Spain). |
| Dong et al. [6]             | Business and software environment        | Service metadata. Dataset size: 1000. |
| Li et al. [7]               | Knowledge management systems for the aircraft industry | – |
| Lorenzi et al. [8]          | Tourism domain                           | A private dataset was collected from a travel agency. Dataset size: 35 test cases. |
| Huang et al. [9]            | Context-aware recommender system for movie recommendation | Set of real-world movie rating data. Dataset size: 1048 ratings from 116 users. |
| Chen et al. [10]            | Anti-diabetic drugs selection            | Database collected from a professional community of America based physicians. Dataset size: 20 patients. |
| Mohanraj et al. [11]        | Online recommender system                | Data sourced from an intranet website. |
| Hsu et al. [12]             | Recommendations for auxiliary material    | Facebook data. Dataset size: 10 datasets each having 200 to 2000 Facebook posts. |
| Gemmell et al. [13]         | Resource recommender for social annotation systems | Data sourced from: Bibsonomy (size: 13,909 annotations), Citeulike (size: 105,873 annotations), movielens (size: 35,366 annotations), Delicious (size: 720,788 annotations), Amazon (size: 498,217 annotations) and lastfm (size: 172,177 annotations). |
| Choi et al. [14]            | Online-product recommender system        | Data was collected from a major online shopping mall in Korea. Dataset size: 16,486 transactions. |
| Garibaldi et al. [15]       | Breast cancer treatment recommendation   | Data was collected from a hospital in the United Kingdom. Dataset size: 1310 patients. |
| Salehi and Kmalabadi [16]   | E-learning material recommender system   | Open-source data gathered from a course management system. Dataset size: 16,345 records. |
| Aher and Lobo [17]          | E-learning recommender system            | Open-source data gathered from a course management system. |
| Kardan and Ebrahimi [18]    | A content recommender system for asynchronous discussion groups | MetaFilter dataset (size: 229,401 threads) and Yahoo Answers dataset (size: 7,941,404 threads). |
| Chang et al. [19]           | A cloud-based intelligent TV program     | User profile database. Dataset size: 300,000 user profiles. |
| Lucas et al. [20]           | Tourism recommender system               | Data was collected from a personalized tourist-aiding system. Dataset size: 241. |
| Niu et al. [21]             | Video recommender system                 | Metadata of videos. Dataset size: 362 videos. |
| Liu et al. [22]             | Recommender system for self-driven tourists | Data collected from Google Maps. |
Table 8 (continued)

| References                  | Application                                 | Dataset description                                                                 |
|-----------------------------|---------------------------------------------|--------------------------------------------------------------------------------------|
| Bakshi et al. [23]          | E-commerce recommender system               | MovieLens dataset of 100,000 ratings provided by 943 users on 1682 movies             |
| Kim and Shim [24]           | Twitter                                     | Data fetched from Twitter                                                            |
| Wang et al. [25]            | Movie recommender system                    | MovieLens dataset of 100,000 ratings by 943 users on 1682 movies                     |
| Kolomvatsos et al. [26]     | Music and book recommender system           | An open-source song dataset                                                          |
| Gottschlich et al. [27]     | Stock investment recommender system         | Data were collected from the 30 largest public companies in Germany                  |
| Torshizi et al. [28]        | Benign prostatic hyperplasia                | 44 patients’ data were collected from a Medical University                            |
| Zahálka et al. [29]         | Venue recommender                           | New York dataset (size: 7,246 venues and 1,072,181 items), and Amsterdam dataset      |
| Sankar et al. [30]          | Stock recommender system                    | Data were collected from 17 mutual funds                                              |
| Chen et al. [31]            | Movie recommender system                    | Data was collected from the MovieLens dataset of 100,000 ratings collected from      |
| Wu et al. [32]              | Item recommender system                     | Delicious (Dataset size: 69,223 items), Lastfm (Dataset size: 12,523 items) and       |
| Yeh and Cheng [33]          | Tourist management                          | Tourist related data was collected from 457 users                                     |
| Liao et al. [34]            | e-commerce recommender system               | Data was collected from many online shopping platforms                               |
| Li et al. [35]              | Movie recommender system                    | Netflix Prize dataset (size: 100,480,507 ratings from 480,189 customers on 17,770     |
| Wu et al. [36]              | Social media recommender system             | Delicious (Dataset size: 45,419 items) and Lastfm (Dataset size: 12,523 items)       |
| Adeniyi et al. [37]         | Web usage-based recommender system          | Web server data was collected from 5285 web pages                                    |
| Rawat and Kankanhalli [38]  | Mobile photography                          | Flickr API                                                                            |
| Yang et al. [39]            | Job recommender system                      | 4 months’ data were extracted from the job posting and job application records        |
| Lee et al. [40]             | Music streaming recommender system          | An open-source song dataset                                                          |
| Wei et al. [41]             | Cold start items recommender system         | Large Netflix dataset with 100 million ratings for 17,770 movies given by 480,189     |
| Li et al. [42]              | Diverse applications                        | MovieLens dataset of 1 million ratings on 3952 movies from 6040 users                 |
| Mezei and Nikou [43]        | Health and wellness recommender systems     | Publicly available medical dataset                                                   |
| Ayata et al. [44]           | Music recommender system                    | Multimodal DEAP emotion database                                                     |
| Zhao et al. [45]            | Social-aware movie recommender system       | A Chinese movie recommending website has 99,641 ratings on 59,695 movies collected     |
| Hammou et al. [46]          | Big Data recommender system                 | Two MovieLens datasets of size 10 million and 20 million ratings respectively, and    |
| Zhao et al. [47]            | Social network recommender system           | Yelp dataset with 6,685,000 ratings                                                  |
5% of the contributions concentrated on social network recommender systems, 10% of the contributions are focused on tourist and hotels recommender systems, 6% of the contributions are employed for stock recommender systems, and 3% of the contributions contributed for video recommender systems. The remaining 12% of contributions are miscellaneous recommender systems like Twitter, venue-based recommender systems, etc. Similarly, different datasets are gathered for recommender systems based on their application types. A detailed description is provided in Table 8.

**Performance analysis of state-of-art recommender systems**

The performance evaluation metrics used for the analysis of different recommender systems is depicted in Table 9. From the set of research works, 35% of the works use recall measure, 16% of the works employ Mean Absolute Error (MAE), 11% of the works take Root Mean Square Error (RMSE), 41% of the papers consider precision, 30% of the contributions analyse F1-measure, 31% of the works apply accuracy and
| References          | Recall | MAE | RMSE | Precision | F1-measure | Accuracy | Miscellaneous measures |
|---------------------|--------|-----|------|-----------|------------|----------|------------------------|
| Castellano et al. [1] | –      | –   | –    | –         | –          | –        | Total interaction time  |
| Crespo et al. [2]   | –      | –   | –    | –         | –          | –        | Gain ratio              |
| Lin et al. [3]      | –      | –   | –    | –         | –          | –        | Statistical analysis, T-test |
| Wang and Wu [4]     | –      | –   | –    | –         | –          | –        | Harmonic mean, fallout  |
| García-Crespo et al. [5] | –     | –   | –    | –         | –          | –        | Statistical analysis, T-test |
| Dong et al. [6]     | –      | –   | –    | –         | –          | –        | T-test                  |
| Li et al. [7]       | –      | –   | –    | –         | –          | –        | Total interaction time  |
| Lorenzi et al. [8]  | –      | –   | –    | –         | –          | –        | T-test                  |
| Huang et al. [9]    | –      | –   | –    | –         | –          | –        | Average execution times |
| Chen et al. [10]    | –      | –   | –    | –         | –          | –        | Empirical analysis      |
| Mohamraj et al. [11]| –      | –   | –    | –         | –          | –        | Confusion matrix        |
| Hsu et al. [12]     | –      | –   | –    | –         | –          | –        | Average execution times |
| Gemmell et al. [13] | –      | –   | –    | –         | –          | –        | Cohen kappa statistic   |
| Choi et al. [14]    | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Garibaldi et al. [15]| –     | –   | –    | –         | –          | –        | Inner-diversity, inter-diversity, and novelty |
| Salehi and Kmalabadi [16] | –   | –   | –    | –         | –          | –        | Total visiting time and the total overtime |
| Aher and Lobo [17]  | –      | –   | –    | –         | –          | –        | Standard deviation, Sharpe ratio |
| Kardan and Ebrahimi [18]| –     | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Chang et al. [19]   | –      | –   | –    | –         | –          | –        | Cohen kappa statistic   |
| Lucas et al. [20]   | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Niu et al. [21]     | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Liu et al. [22]     | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Bakshi et al. [23]  | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Kim and Shim [24]   | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Wang et al. [25]    | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Kolomvatsos et al. [26]| –    | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Gottschlich et al. [27]| –  | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Torsízzi et al. [28] | –  | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Zahálka et al. [29] | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Sankar et al. [30]  | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Chen et al. [31]    | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Wu et al. [32]      | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Yeh and Cheng [33]  | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Liao et al. [34]    | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Li et al. [35]      | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Wu et al. [36]      | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Adeniyi et al. [37] | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Rawat and Kankanalli [38] | –  | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Yang et al. [39]    | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
| Po et al. [40]      | –      | –   | –    | –         | –          | –        | Degree centrality, Eigen vector centrality, average normal gain |
6% of the works employ coverage measure to validate the performance of the recommender systems. Moreover, some additional measures are also considered for validating the performance in a few applications.

**Research gaps and challenges**

In the recent decade, recommender systems have performed well in solving the problem of information overload and has become the more appropriate tool for multiple areas such as psychology, mathematics, computer science, etc. [80]. However, current recommender systems face a variety of challenges which are stated as follows, and discussed below:

- Deployment challenges such as cold start, scalability, sparsity, etc. are already discussed in Sect. 3.
- Challenges faced when employing different recommender algorithms for different applications.
- Challenges in collecting implicit user data
- Challenges in handling real-time user feedback.
- Challenges faced in choosing the correct implementation techniques.
• Challenges faced in measuring system performance.
• Challenges in implementing recommender system for diverse applications.

Numerous recommender algorithms have been proposed on novel emerging dimensions which focus on addressing the existing limitations of recommender systems. A good recommender system must increase the recommendation quality based on user preferences. However, a specific recommender algorithm is not always guaranteed to perform equally for different applications. This encourages the possibility of employing different recommender algorithms for different applications, which brings along a lot of challenges. There is a need for more research to alleviate these challenges. Also, there is a large scope of research in recommender applications that incorporate information from different interactive online sites like Facebook, Twitter, shopping sites, etc. Some other areas for emerging research may be in the fields of knowledge-based recommender systems, methods for seamlessly processing implicit user data and handling real-time user feedback to recommend items in a dynamic environment.

Some of the other research areas like deep learning-based recommender systems, demographic filtering, group recommenders, cross-domain techniques for recommender systems, and dimensionality reduction techniques are also further required to be studied [83]. Deep learning-based recommender systems have recently gained much popularity. Future research areas in this field can integrate the well-performing deep learning models with new variants of hybrid meta-heuristic approaches.

During this review, it was observed that even though recent recommender systems have demonstrated good performance, there is no single standardized criteria or method which could be used to evaluate the performance of all recommender systems. System performance is generally measured by different evaluation matrices which makes it difficult to compare. The application of recommender systems in real-time applications is growing. User satisfaction and personalization play a very important role in the success of such recommender systems. There is a need for some new evaluation criteria which can evaluate the level of user satisfaction in real-time. New research should focus on capturing real-time user feedback and use the information to change the recommendation process accordingly. This will aid in increasing the quality of recommendations.

**Conclusion and future scope**

Recommender systems have attracted the attention of researchers and academicians. In this paper, we have identified and prudently reviewed research papers on recommender systems focusing on diverse applications, which were published between 2011 and 2021. This review has gathered diverse details like different application fields, techniques used, simulation tools used, diverse applications focused, performance metrics, datasets used, system features, and challenges of different recommender systems. Further, the research gaps and challenges were put forward to explore the future research perspective on recommender systems. Overall, this paper provides a comprehensive understanding of the trend of recommender systems-related research and to provides researchers with insight and future direction on recommender systems. The results of this study have several practical and significant implications:
Based on the recent-past publication rates, we feel that the research of recommender systems will significantly grow in the future.

A large number of research papers were identified in movie recommendations, whereas health, tourism and education-related recommender systems were identified in very few numbers. This is due to the availability of movie datasets in the public domain. Therefore, it is necessary to develop datasets in other fields also.

There is no standard measure to compute the performance of recommender systems. Among 60 papers, 21 used recall, 10 used MAE, 25 used precision, 18 used F1-measure, 19 used accuracy and only 7 used RMSE to calculate system performance. Very few systems were found to excel in two or more matrices.

Java and Python (with a combined contribution of 27%) are the most common programming languages used to develop recommender systems. This is due to the availability of a large number of standard java and python libraries which aid in the development process.

Recently a large number of hybrid and optimizations techniques are being proposed for recommender systems. The performance of a recommender system can be greatly improved by applying optimization techniques.

There is a large scope of research in using neural networks and deep learning-based methods for developing recommender systems. Systems developed using these methods are found to achieve high-performance accuracy.

This research will provide a guideline for future research in the domain of recommender systems. However, this research has some limitations. Firstly, due to the limited amount of manpower and time, we have only reviewed papers published in journals focusing on computer science, management and medicine. Secondly, we have reviewed only English papers. New research may extend this study to cover other journals and non-English papers. Finally, this review was conducted based on a search on only six descriptors: "Recommender systems", "Recommendation systems", "Movie Recommend*", "Music Recommend*", "Personalized Recommend*" and "Hybrid Recommend*". Research papers that did not include these keywords were not considered. Future research can include adding some additional descriptors and keywords for searching. This will allow extending the research to cover more diverse articles on recommender systems.
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