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Abstract

We present a general method for finding loss-tolerant teleportation on large, entangled stabilizer states using only single-qubit measurements, known as stabilizer pathfinding (SPF). For heralded loss, SPF is shown to generate optimally loss-tolerant measurement patterns on any given stabilizer state. Furthermore, SPF also provides highly loss-tolerant teleportation strategies when qubit loss is unheralded. We provide a fast algorithm for SPF that updates continuously as a state is generated and measured, which is therefore suitable for real-time implementation on a quantum-computing device. When compared to previous heuristics for loss-tolerant teleportation on graph states, SPF provides considerable gains in tolerance to both heralded and unheralded loss, achieving a near-perfect teleportation rate (> 95%) in the regime of low qubit loss (< 10%) on various graph state lattices. Using these results we also present evidence that points towards the existence of loss-tolerant thresholds on such states, which in turn indicates that the loss-tolerant behaviour we have found also applies as the number of qubits tends to infinity. Our results represent a significant advance towards the realistic implementation of teleportation in both large-scale and near-future quantum architectures that are susceptible to qubit loss, such as linear optical quantum computation and quantum communication networks.

1 Introduction

Many new quantum technologies demand the teleportation of quantum states across large, multiparty entangled states [1–6]. A common example is provided by measurement-based quantum computation (MBQC) [7, 8], which uses single-qubit measurements on cluster states and feed-forward of measurement outcomes to implement universal quantum computation. Teleportation steps are used extensively in MBQC, whether following the original proposal [7] or generalisations using alternative entangled resource states [9]. In practice, any protocol for quantum computation (or related applications such as in quantum communications [10]) must also tolerate qubit dephasing and loss. While the primary source of error for many quantum computing platforms is qubit dephasing, loss errors are known to dominate in architectures such as linear optical quantum computation (LOQC) [6, 11–13]. Currently, the main approach to mitigating significant degrees of loss are quantum error correcting codes (QECC) [14], loss-tolerant qubit encodings [15–17], or some other process imposing additional resource costs, such as the proposal of [18] which enables photon loss to be converted into a linear time cost, providing successful quantum gates within a modular light-matter based architecture.

In this work we present a new method for teleportation that exploits the correlations of large, entangled stabilizer states using only single-qubit measurements, known as stabilizer pathfinding (SPF). For heralded loss, we show that SPF provides optimally loss-tolerant measurement patterns for all stabilizer states, as well as tolerance of unheralded qubit loss. To implement SPF in a realistic setting, we also provide an algorithm
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that can generate SPF measurement patterns with low computational overhead based on applying minimal updates during states generation and measurement.

When compared to previous heuristics for teleportation on quantum graph states, SPF provides significant gains in loss tolerance for both the heralded and unheralded case. For example, when applied to the square-lattice graph states (i.e. cluster states) commonly used for MBQC, we find that SPF achieves a teleportation rate of $T \approx 98\%$ for $10\%$ heralded qubit loss, compared to $T \approx 40\%$ using previous teleportation techniques based on localisable entanglement [7, 19]. When the loss is unheralded on the same state, SPF measurement strategies also achieve at least $T \approx 84\%$—where there was no previously-known method for achieving loss tolerance for teleportation.

We also provide evidence of critical loss-tolerant thresholds on a variety of graph state lattices. These would show that loss-tolerant teleportation can be achieved in the limit of infinite lattice size, with existence of loss-tolerant measurement patterns guaranteed below some threshold loss rate. Our results provide an optimistic outlook on the reduction of loss rates in quantum computation and communication architectures as well as ensuring optimal use of immediately-sized states generated by near-term devices.

The paper is structured as follows. Section 2 motivates our work by considering the task of teleportation on stabilizer states and presents previous approaches to achieving loss tolerance. The stabilizer pathfinding approach to teleportation is then presented in section 3 which outlines an algorithm for it’s computation. Our main results are given in section 4 which provides numerical simulations to highlight SPF’s improved mic efficiency and it’s implications for LOQC and other quantum technology platforms. Finally, section 6 summarises the work and suggests a selection of avenues for further research.

2 Background and motivation

We now present a short introduction to teleportation on stabilizer states followed by an example to motivate the need for a general approach for finding teleportation measurement patterns. In what follows we will assume familiarity with the standard definitions on the stabilizer formalism, graph states and MBQC and refer the reader to [8, 20, 21] for more details. Also given the equivalence between stabilizer and graph states [22, 23], we shall only consider graph states here but note that the following applies to stabilizer states. An introduction to stabilizer formalism is also provided in Appendix A.

2.1 Teleportation on stabilizer states

Consider an arbitrary quantum state $|\psi\rangle$ on input qubit $I$ with logical operators $\bar{X}_I = X_I, \bar{Z}_I = Z_I$. Now consider the entangling of $|\psi\rangle$ with $n$ other qubits in some graph state such that the resultant state $|\Psi\rangle$ is now defined by a pair of logical operators $\bar{X}_\Psi, \bar{Z}_\Psi$ and stabilizer generators $\mathcal{G}_\Psi = \{K_i\}_{i=1}^n$ that form the closed group $\mathcal{S}_\Psi = \langle \mathcal{G}_\Psi \rangle$ of all stabilizers of $|\Psi\rangle$ under multiplication. Teleportation on $|\Psi\rangle$ aims to find some set of single-qubit measurements or measurement pattern $M$ that recovers $|\psi\rangle$ on some output qubit $O$, or equivalently, that produce two anti-commuting logical operators acting only on $O$. Qubits not measured by any element of $M$ can then be lost without impeding teleportation, such that maximal loss tolerance is achieved by minimising $|M|$. Hence, the set of all teleportation protocols which can tolerate some amount of loss can be known by finding all $M$ that omit at least one qubit.

We now present a general method for finding valid $M$ on $|\Psi\rangle$. First, recall that any product of the logical operator and stabilizer is also a logical operator on $|\Psi\rangle$, thereby defining the set of all logical operators $\mathcal{L}_\Psi = \langle \bar{X}_\Psi, \bar{Z}_\Psi \rangle \times \mathcal{S}_\Psi$. Given a pair of logical operators $\bar{X}, \bar{Z} \in \mathcal{L}_\Psi$ such that

$$\{ \bar{X}^{[O]}, \bar{Z}^{[O]} \} = 0, \quad \text{and} \quad [\bar{X}^{[a]}, \bar{Z}^{[a]}] = 0 \quad \forall a \neq O,$$

where $A^{[i]}$ denotes the Pauli operator of $A$ acting on qubit $i$, then it is easy to see that the single-qubit measurement of all $\bar{X}^{[a]}, \bar{Z}^{[a]} \neq \mathbb{I}$ will achieve teleportation onto $O$. Specifically, the measurement pattern
STABILIZER PATHFINDING CONDITIONS:
Consider the state |Ψ⟩ defined by logical operators LΨ that encodes a single logical qubit state |ψ⟩. A valid measurement pattern that recovers |ψ⟩ on qubit O of |Ψ⟩ can be found from any pair of logical operators X̄, Z̄ ∈ LΨ that:

a) anticommute on qubit O, and
b) commute on each qubit which is not O.

Given these conditions are satisfied, teleportation is achieved by performing the set of single-qubit measurements represented by each non-identity Pauli operator of X̄, Z̄ on all qubits other than O.

Box 1: Conditions any pair of logical operators must satisfy to provide a teleportation measurement pattern.

produced by the pair of logical operators X̄ and Z̄ is given by

\[ M_{X̄, Z̄} = \{ X[i] : X[i] \neq I, \forall i \neq O \} \cup \{ Z[i] : Z[i] \neq I, \forall i \neq O \}, \]  

which has weight \( w = |M_{X̄, Z̄}| \). The set of all valid measurement patterns \( M = \{ M_{X̄, Z̄} \} \) is then given by finding all logical operator pairings satisfying equation (1). Given the equivalence between states’ logical operators and stabilizers, we refer to this method for teleportation as stabilizer pathfinding (SPF). From the above requirements we define the stabilizer pathfinding conditions, which are summarised in box 1.

Given the significant number of X̄, Z̄ pairs for large states, measurement patterns are often found from heuristic methods. The most common heuristic for finding a subset of \( M \) on graph states is a technique we shall refer to as graph pathfinding (GPF), originally proposed for teleportation in MBQC and producing localizable entanglement [7, 19]. As used by MBQC on graph states, this approach requires finding a path \( P = \{ I, \ldots, O \} \) between qubits I and O and P’s graph neighbourhood Π (all qubits that neighbour a qubit in P that are not themselves in P), on which single-qubit X and Z measurements are performed respectively. Finding \( M \) for loss-tolerant teleportation is thus achieved by minimising |P ∪ Π|. The graph pathfinding heuristic is usually understood by observing that teleportation occurs from X measurements along a linear graph state between I and O produced from the Z measurements.

Equally, by recalling that graph state’s generators are given by \( K_i = X_i \bigotimes_{j \in N_G(i)} Z_j \quad \forall \quad i = 1, \ldots, n \) (where \( N_G(i) \) is the neighbourhood of \( i \) on graph \( G \)), it is easy to see why such a technique works through the lens of stabilizer pathfinding. Specifically, given \( P \) there are two always logical operators \( X̄, Z̄ \) with X operators at odd and even positions along \( P \) respectively, either terminating with ZO for \( X̄ \) when |P| is even or for \( Z̄ \) when |P| is odd, with Z operators on qubits in Π. When paired such logical operators then give the usual M for graph pathfinding.

2.2 Limitations of graph pathfinding
We now present a motivating example for the relevance of stabilizer pathfinding to loss-tolerant teleportation. Consider the state |Ψ⟩, depicted below:
tolerance, finding those measurement patterns that are tolerant to the greatest number of qubits first.

In the case of unheralded loss, there is little-to-no ability to switch between measurements on any qubit, the attempt of one pattern does not preclude the later attempt of another. In the number qubit loss configurations tolerable. Secondly, since no two patterns require contradictory measurement of $X$, $Z$.

On the above example, graph pathfinding clearly provides only three measurement patterns, such as $\{I, 2, 5, 8, O\}$, and thus provides tolerance to the loss of at most (but not any) two qubits, such as $\{4, 6\}$, with the associated $M$ depicted in figure 2a). Furthermore, since each $M$ associated with a path contains anticommuting measurements on at least one qubit, there is little-to-no ability to switch between them in the case of unheralded loss.

Now consider an alternative set of three measurement patterns provided by graph pathfinding:

\[
\begin{align*}
\bar{X}_\Psi &= Z_1 \\
\bar{Z}_\Psi &= X_1 Z_1 Z_2 Z_3 \\
G_\Psi &= \{ K_1 = Z_1 X_1 Z_4, K_2 = Z_1 X_2 Z_5, K_3 = Z_1 X_3 Z_6, \\
& K_4 = Z_1 X_4 Z_7, K_5 = Z_2 X_5 Z_8, K_6 = Z_3 X_6 Z_9, \\
& K_7 = Z_4 X_7 Z_6, K_8 = Z_5 X_8 Z_6, K_9 = Z_6 X_9 Z_6, \\
& K_O = Z_7 Z_8 Z_9 X_O \}
\end{align*}
\]

as depicted in figure 2b). There are two key differences between these $M$ and those provided by graph pathfinding. Firstly, each $M$ can tolerate twice the amount of lost qubits, equating to a four-fold increase in the number qubit loss configurations tolerable. Secondly, since no two patterns require contradictory measurements on any qubit, the attempt of one pattern does not preclude the later attempt of another. Although the latter difference is irrelevant in the case of heralded qubit loss, this fact crucially allows tolerance of unheralded loss events. For example, consider we begin a teleportation protocol by the successful measurement of $X_7$, $X_4$, $X_5$, and $X_6$, leaving three possible sets of measurements: $\{X_1, X_7\}$, $\{X_2, X_8\}$, and $\{X_3, X_9\}$. Since only one pair must succeed, any loss on up to two pairs can be tolerated as long as one is completed. This can also be seen by noting that if any pair is successfully measured, any remaining (and potentially lost) qubits are disentangled from the final state on qubit $O$.

From the above it is clear the measurement patterns provided by graph pathfinding represent only a small fraction of all $M \in \mathcal{M}$. For example, when stabilizer pathfinding is applied on the previous state we find $|\mathcal{M}| = 2657$, allowing 60 different combinations of lost qubits, with at most four qubits left unmeasured. However, finding the set $\mathcal{M}$ through an exhaustive search is impractical for large states in general. Furthermore, many, if not the majority of $M \in \mathcal{M}$ will not tolerate any qubit loss. In order to overcome this challenge, we shall now present algorithm that finds all maximally lost-tolerant measurement patterns without the need for exhaustive searches.

3 Stabilizer pathfinding

Given that $O(2^{2n})$ possible pairs of logical operators exist for a state with $n$ generators, computing $\mathcal{M}$ by brute force is clearly impractical for even modestly sized states. The most practical aspect of our work is an algorithm that implements stabilizer pathfinding to find loss-tolerant measurement patterns without the need for exhaustive searches.

---

1 In the case that there is no additional cost to extraneous measurements, each pair can be measured simultaneously.

2 Here maximally lost-tolerant refers to the fact that our algorithm will return measurement patterns in descending loss tolerance, finding those measurement patterns that are tolerant to the greatest number of qubits first.

3 There are similarly $O(4^n)$ possible Pauli measurement patterns on $n$ qubits, providing an equally impractical computation.
Figure 2: Possible measurement patterns for teleportation between qubits $I$ and $O$ provided by a) the graph pathfinding heuristic and b) our generalised stabilizer pathfinding (where measurement $X_I$ is also needed in both cases). In a), all measurements must be successfully completed for teleportation, providing a loss tolerance to the two unlabelled qubits (with the associated path and neighbourhood highlighted in red and blue respectively). In b), if the centre column of qubits is successfully measured then teleportation is completed by the successful measurement of both qubits in any of the three pairs of the same colour. We note that stabilizer pathfinding also returns all graph pathfinding measurement patterns and so may still achieve teleportation even if at most two out of three central column (red) qubits are lost. Not only does the latter case provide additional qubit loss tolerance, but also tolerance to loss events that are only heralded at the point of measurement (i.e. unheralded loss).

Functionally our algorithm is divided into two distinct subroutines: i) finding all stabilizers of the state that are relevant for teleportation, and ii) finding all pairs of logical operators that produce maximally loss-tolerant measurement patterns. In this section we provide an outline of each routine’s challenges and our solutions, with full technical details found in Appendix B. Readers primarily concerned with the degree of loss tolerance afforded by stabilizer pathfinding are directed to section 4.

3.1 Which stabilizers are relevant for teleportation?

To prevent the need to store and update all $2^n$ stabilizers, we now consider which of a state’s stabilizers are relevant for teleportation. This will allow the identification of the subset of stabilizers that must be tracked for stabilizer pathfinding.

3.1.1 Logical operators as combinations of stabilizer generators

Consider an arbitrary state $|\Psi\rangle$ with stabilizers $S_\Psi = \langle G_\Psi \rangle$, where $G_\Psi = \{K_i\}_{i=1}^n$. Given that $S_\Psi$ form a closed group under multiplication, we can label each stabilizer $S_c \in S_\Psi$ by the set of generator indices $c$ from which it is produced, such that

$$S_c = \prod_{i \in c} K_i .$$

We shall refer to $c$ as the stabilizer’s generator combination, by which it is uniquely defined (given a fixed $G_\Psi$).

However, not all stabilizers are equally useful for the task of producing teleportation measurement patterns. To see this, consider applying stabilizer pathfinding for teleportation from $I$ to $O$ on linear graph state $|\Psi\rangle$ depicted below:

$$\begin{align*}
\bar{X}_\Psi &= Z_I \\
\bar{Z}_\Psi &= X_I Z_1 \\
G_\Psi &= \{Z_I X_1 Z_2, (K_1) \} \\
&\quad \cup \{Z_1 X_2 Z_3, (K_2) \} \\
&\quad \cup \{Z_2 X_3 Z_O, (K_3) \} \\
&\quad \cup \{Z_3 X_O \} (K_O)
\end{align*}$$

Firstly consider the stabilizer $S_{\{1,3\}} = K_1 K_3 = Z_I X_1 X_3 Z_O$, used to define the logical operator $\bar{X}_{\{1,3\}} = S_{\{1,3\}} \bar{X}_\Psi = X_1 X_3 Z_O$. This choice of stabilizer allows $\bar{X}_{\{1,3\}}$ to be paired with some $\bar{Z}$ that obeys the
stabilizer pathfinding conditions for output qubit $O$. Specifically, $\tilde{Z}_{\{2,O\}} = S_{\{2,O\}} \bar{Z}_{\Psi} = X_1 X_2 X_O$ satisfies equation (1) with $M = \{X_1, X_2, X_3\}$, in this case reproducing the measurement pattern provided by graph-pathfinding.

Now consider the stabilizer $S_{\{1,O\}} = Z_1 X_1 Z_2 Z_3 X_O$, used to define the logical operator $\bar{X}_{\{1,O\}} = S_{\{1,O\}} \bar{X}_{\Psi} = X_1 Z_2 Z_3 X_O$. In this case $\bar{X}_{\{1,O\}}$ cannot be paired with any $\bar{Z}$ to satisfy equation (1). This can be seen by observing that $\bar{X}_{\{1\}} = X_1 Z_2$ is also a valid logical $X$ operator. Hence, if measurements $X_1$ and $Z_2$ are made returning eigenvalues $\lambda_{X_1}$ and $\lambda_{Z_2}$ respectively then $\langle X_{\Psi} \rangle = \langle \bar{X}_{\{1\}} \rangle = \lambda_{X_1} \lambda_{Z_2}$, showing that $X$ has been measured and so teleportation has failed.

In this last example it is easy to see why $S_{\{1,O\}}$ cannot be used to generate an $\bar{X}$ satisfying equation (1) by noting that $I \in Q(K_1), O \in Q(K_O)$ but $Q(K_1) \cap Q(K_O) = \emptyset$. However it is not always the case that if some set of generators in a stabilizer combination share support then their combination is useful for stabilizer pathfinding. For example, consider applying stabilizer pathfinding to teleportation from $I$ to $O$ on star graph state $|\Psi\rangle$ depicted below:

\[
\begin{align*}
\bar{X}_{\Psi} &= Z_I \\
\bar{Z}_{\Psi} &= X_1 Z_I \\
\bar{G}_{\Psi} &= \{ Z_I X_1 Z_2 Z_3 Z_O, \ (K_1) \} \\
& \quad Z_1 X_2, \ (K_2) \\
& \quad Z_1 X_3, \ (K_3) \\
& \quad Z_1 X_O \} \ (K_O)
\end{align*}
\]

Consider the valid logical operator $\tilde{Z}_{\{2,3,O\}} = S_{\{2,3,O\}} \bar{Z}_{\Psi} = X_1 X_2 X_3 X_O$ on $|\Psi\rangle$. Here we observe that $Q(\bar{Z}_{\{O\}}) \cap Q(K_2 K_3) = \emptyset$ and therefore $\tilde{Z}_{\{2,3,O\}}$ represents the same logical operation as $\bar{Z}_{\{O\}} = X_1 X_O$ with $I, O \in Q(\bar{Z}_{\{O\}})$. Even though in this case the inclusion of $K_2$ and $K_3$ does not prevent $\tilde{Z}_{\{O\}}$ from acting on $I$ and $O$, $\tilde{Z}_{\{2,3,O\}}$ still cannot be paired with any $\bar{X}$ that satisfies the stabilizer pathfinding condition. This is seen by observing that any $\bar{X}$ must be produced using $K_1$ to ensure $\{ \bar{X}^{[O]} \bar{Z}^{[O]} \} = \emptyset$, and so qubits 2 and 3 must be measured in either the $Z$ or $Y$ basis. On the other hand, a valid pair of logical operators satisfying equation (1) would be $\tilde{Z}_{\{O\}} = X_1 X_O$ with $\bar{X}_{\{1\}} = X_1 Z_2 Z_3 Z_O$ such that $M = \{X_1, X_2, Z_2, Z_3\}$, also reproducing the measurement pattern provided by graph-pathfinding.

From the above examples we have illustrated that while many possible logical operators exist, only a subset can be used to produce valid measurement patterns. Specifically, we have seen that teleportation can be prevented by logical operators which are decomposable into another logical operator (of reduced weight) and a non-overlapping stabilizer. We now introduce definitions to generalise this concept and explicitly specify which stabilizers are useful for teleportation.

### 3.1.2 Trivial and non-trivial stabilizers

Given the correspondence between logical operators and stabilizers, we shall define general conditions on the latter. To distinguish generator combinations that are and aren’t useful for teleportation, we define the concepts of non-trivial and trivial combinations, respectively. A trivial stabilizer (produced by a trivial combination) is defined as a stabilizer $S_c$ where there exists some bipartition $(\alpha, \beta)$ of $c$ such that the bipartition’s stabilizers do not share support, or

\[ S_c = S_\alpha S_\beta \quad \text{where} \quad Q(S_\alpha) \cap Q(S_\beta) = \emptyset. \] (4)

If, as in the examples above, a logical operator $\bar{L} \in L_{\Psi}$ decomposes in a similar way\(^4\) i.e. $Q(\bar{L}' S_\alpha) \cap Q(S_\beta) = \emptyset$ or $Q(\bar{L}' S_\beta) \cap Q(S_\alpha) = \emptyset$ for $\bar{L}' \in L_{\Psi}$, then qubits $I$ and $O$ must either both be in the support of just one of the partitions or split across both. In such cases, $\bar{L}$ either has unnecessary measurements that can prevent teleportation, or measurements which simply do not help teleport the input state onto $O$. The definitions of trivial and non-trivial logical operators are summarised in box 2.

\(^4\) Technically, valid logical operators can also be made from trivial stabilizers, however these are generally unhelpful for teleportation and can easily be allowed for when they arise. For further discussion, see Appendix B.3.

6
TRIVIAL AND NON-TRIVIAL LOGICAL OPERATORS:

Consider the task finding pairs of logical operators $L, \Psi \in L$ that satisfy the stabilizer pathfinding conditions defined in box 1 for teleportation from qubit $I$ to $O$ on $|\Psi\rangle$. A logical operator $\bar{L} = L \in L$ is known as trivial if it can be decomposed into some other lower-weight logical operator $\bar{L}' \in L$ and stabilizer $S \in S$ with non-overlapping qubit supports $Q(\bar{L}') \cap Q(S) = \emptyset$. For trivial $\bar{L}$, either

a) $O \in Q(S)$ and $\bar{L}$ cannot be used for teleportation, or

b) $O \notin Q(S)$, and $\bar{L}$ contains operators $S$ unnecessary for teleportation.

Therefore trivial logical operators should not be considered for teleportation. By contrast, non-trivial logical operators are those for which no such decomposition exists and so represent measurements that can produce teleportation.

Box 2: Definitions for trivial and non-trivial logical operators.

A non-trivial stabilizer (produced by a non-trivial combination) is conversely defined as a stabilizer $S_c$ for which no such bipartition of $c$ exists, or equivalently $Q(S_\alpha) \cap Q(S_\beta) \neq \emptyset$ for all possible bipartitions $(\alpha, \beta)$ of $c$. Non-trivial stabilizers produce logical operators that can be used to teleport from $I$ to $O$ and do not contain unnecessary measurements. For a given stabilizer state $|\Psi\rangle$ we denote the subsets of trivial and non-trivial stabilizers as $S^T, S^{NT}$ respectively, such that $S = S^T \cup S^{NT}$.

The task of stabilizer pathfinding is therefore to track all of $S^{NT}$ without explicit tracking of $S^T$ as $|\Psi\rangle$ is subject to gates, measurements and the addition of new qubits. For each operation $|\Psi\rangle \mapsto |\Psi'\rangle$, stabilizer pathfinding must therefore be able to add the set of stabilizers that are newly non-trivial $S_{\Psi'}^{NT}$, remove the set of newly trivial stabilizers $S_{\Psi'}^T \setminus S^T$, and apply an update to any non-trivial stabilizers that remain so.

3.2 Tracking non-trivial stabilizers

To simulate the preparation of a quantum state using some Clifford circuit, our algorithm must simulate four operations: i) preparation of qubits in computational basis states $\{|0\rangle, |1\rangle\}$; ii) the single-qubit Clifford gates $H, S$; iii) the two-qubit Clifford CZ gate; and iv) measurements in the computational basis. We also require the algorithm to be described by some small set of update rules, whereby each successive operation is simulated by updating an internal representation of the state (as opposed to rerunning a complete simulation for each new state). A simulation based on update rules is preferred not only for speed but also for practical purposes as it may be implemented in real-time.

3.2.1 Adding qubits and acting gates

For appending a single qubit $|\Psi'\rangle = |\Psi\rangle \otimes |0\rangle_{n+1}$, the state generators acquire one additional non-trivial stabilizer $G' = G \cup \{Z_{n+1}\}$ and so $S_{\Psi'}^{NT} = S_{\Psi}^{NT} \cup \{Z_{n+1}\}$ is updated accordingly.

For the case of applying the single-qubit Clifford gate $U$

$$S_{\Psi'} = \{US_c U^\dagger \quad \forall \ S_c \in S_{\Psi}\}$$

In Remark C.1 we also show that the action $U$ cannot affect the non-triviality of any stabilizer.

For the two-qubit CZ gate, finding $S' \in S_{\Psi'}^{NT}$ is more involved as new non-trivial and trivial stabilizers may be generated. We provide an example here with the update rule’s full description found in Appendix section B.2.2. Consider the following graph state produced by applying CZ to the state depicted in figure 1:
Lastly, we also find new trivial stabilizers, for example the eigenstate. where the action of CZ \_6,8 has been highlighted and the generators are indexed as before (by the qubit on which the Pauli X operator acts).

From inspection, it is seen that many stabilizers’ triviality are unchanged, for example \( S'_{(5,9)} = Z_2 X_5 Z_8 X_9 Z_O \) and \( S'_{(6,0)} = Z_3 X_6 Z_7 X_O \), remain trivial and non-trivial respectively. On the other hand, we see that \( S'_{(6,8)} = Z_3 Z_5 Y_6 Y_8 Z_9 Z_O \in S^{NT}_\Psi \), whereas \( S_{(6,8)} = Z_3 Z_5 X_6 X_8 Z_9 Z_O \in S^T_\Psi \) under bipartition \( \{(6),\{8\}\} \). We can also find examples of newly trivial stabilizers, for example \( S'_{(5,6,0)} = Z_2 Z_3 X_5 X_6 Z_7 Z_8 X_O \in S^{NT}_\Psi \) under bipartition \( \{(5),\{6,0\}\} \), whereas \( S_{(5,6,0)} = Z_2 Z_3 X_5 X_6 Z_7 X_O \in S^{NT}_\Psi \).

Although small, low-connectivity graph states are easy to analyse, larger graph states or non-graphical stabilizer states become increasingly difficult with a rapidly growing number of combinations available. Our approach identifies new trivial and non-trivial stabilizers using only information of the stabilizers in \( S^{NT}_\Psi \). Since there are \( 2^{2^c} \) possible bipartitions of any given \( S_c \), when a test of triviality is needed, our method avoids an exhaustive search by identifying a reduced set of bipartitions to be tested. Once all stabilizers with differing triviality have been found, the remaining non-trivial stabilizers can then be simply updated as described by equation (5).

### 3.2.2 Single-qubit measurements

Finally, we consider performing single-qubit Pauli measurements on the state. As with the CZ gate, Pauli measurements may also affect the triviality of a given stabilizer. For example, consider the state produced by measurement of \( Y_9 \) (followed by applying corrective gates \( S^3 \) on qubits 6 and \( O \)) on the previous state, as depicted below:

\[
\begin{align*}
\hat{X} &= Z_1 \\
\hat{Z} &= X_1 Z_1 Z_2 Z_3 \\
G_\psi &= \{Z_1 X_1 Z_4, \ Z_1 X_2 Z_5, \ Z_1 X_3 Z_6, \ Z_1 X_4 Z_7, \ Z_2 X_5 Z_8, \ Z_3 X_6 Z_9 Z_O, \ Z_4 X_7 Z_O, \ Z_5 Z_6 Z_O, \ Y_9, \ Z_6 Z_7 Z_8 X_O\}
\end{align*}
\]

Figure 4: The graph state produced by measurement of \( Y_9 \) on the state depicted in figure 3.

where the measurement’s action has been highlighted and we have assumed qubit 9 is found in the +1 Y eigenstate.

Again we see that many stabilizers’ triviality are unchanged, such as \( S'_{(5,9)} = Z_2 X_5 Z_8 Y_9 \) and \( S'_{(5,0)} = Z_3 X_6 Z_7 X_O \) as before. Similarly, new non-trivial stabilizers can be found, for example \( S'_{(3,0)} = Z_1 X_3 Z_7 Z_8 Z_O \in S^{NT}_\Psi \), whereas before \( S_{(3,0)} = Z_1 X_3 Z_7 Z_8 X_O \in S^T_\Psi \) under bipartition \( \{(3),\{O\}\} \). Lastly, we also find new trivial stabilizers, for example \( S'_{(6,7,8)} = Z_3 Z_4 Z_6 X_7 Y_8 Z_O \in S^{NT}_\Psi \), under bipartition \( \{(6,8),\{7\}\} \), whereas prior to measurement \( S_{(6,7,8)} = Z_3 Z_4 Z_6 X_7 Y_8 Z_O \in S^{NT}_\Psi \). As before, identifying the
full set of stabilizers with triviality changed by measurement is somewhat involved, however our algorithm
does achieves this with knowledge of only $S^\text{NT}_\Psi$ and without the need for exhaustive triviality testing.

It must be noted that while we could not find an analytic expression for the worst-case efficiency of our
algorithm, it will be highly state-specific and more crucially depend on intermediate states produced during
the state’s construction. These rules are therefore most efficient for states at or close to their minimal edge
representation (or equivalent for non-graph states) [21]. For example, while for a completely connected graph
state of $n$ qubits $S_c \in S^\Psi_\Psi \forall |c| \geq 4, c$ even, $2^n$ intermediate states must also be constructed and clearly such
a construction would be inefficient. In these cases alternative construction strategies should be considered.
For example, the previous state can be more efficiently created by first creating a $n+1$ star graph state
(which is a minimal edge representation of the $n+1$ completely-connected graph state), followed by
the measurement of the central qubit in the $Y$ basis. While optimal construction strategies are beyond the scope
of this paper, we note that minimum edge representation states are likely to be of interest for MBQC in
many scenarios. For a further discussion of ways to increasing the algorithm’s efficiency, see section 5.1.

3.3 Finding loss-tolerant measurement patterns

Once $S^\text{NT}_\Psi$ are known, the set of all non-trivial logical operators $L^\text{NT}_\Psi$ and valid measurement patterns $M$ can
be found. Our algorithm is designed to produce those $M$ which can tolerate the most lost first, so that only
a fraction of all $M$ need be found. This is achieved by grouping $L^\text{NT}_\Psi$ into three sets defined by the Pauli
operator on qubit $O$, namely $X_O$, $Y_O$ and $Z_O$. Within each group operators are then further sorted into
groups of equal weight. All minimum-weight $M$ are then be found by considering pairings of operators taken
from the lowest-weight operators in groups where $\{A_O,B_O\} = 0$. Higher weight $M$ can then be iteratively
produced by considering pairing between lowest-weight and second-to-lowest-weight groupings, etc.

Once some subset of $M$ is known, each $M$ provides some set of loss-tolerant qubits and hence the set
of all qubit loss configurations can be easily found. In practise we find that the majority of loss tolerance
is provided by a few low-weight $M$ that are among the first to be found—see numerical results provided in
Appendix D.2. For a more detailed description of the above algorithm, see Appendix B.3.

4 Loss tolerance

To assess the loss tolerance of stabilizer pathfinding we compare the performance of GPF and SPF on a
selection of graph state channels. Specifically, we consider the five channels depicted in figure 5: the square
lattice, hexagonal lattice, triangular lattice, linear crazy graph, and a tree-to-tree graph. The choice of
three lattice channels is motivated by their relevance to MBQC architectures; the so-called crazy graph is
considered due it’s use as a loss-tolerant qubit channel [24] and a tree-to-tree channel because it supports a
high number of disjoint paths.

We consider two kinds of loss: heralded and unheralded. Heralded refers to loss events whose location
is known, whereas unheralded to loss events on qubits whose locations are unknown until measurement.
Physically, heralded loss occurs when a qubit’s existence can be inferred from some non-destructive mea-
surement; for example, measurement of charge in a quantum dot can herald the existence of a spin-encoded
qubit without measuring the qubit state. On the other hand, unheralded loss occurs in qubit systems that
do not permit such measurements, such as a dual-rail encoded qubit in linear optics where measurements
are typically performed using photon detectors which absorb the photons (such as avalanche photodiodes).

Importantly, unheralded loss presents a significant challenge to any MBQC scheme as it necessitates
either loss-tolerant encoded qubits or an architecture that can adapt dynamically to loss events when they
occur. However, even in a system with unheralded loss, the performance of SPF under heralded loss provides
an upper bound on the loss tolerance of any given channel or teleportation measurement strategy.

---

5 Here all three Pauli operators must be considered (rather than just $X$ and $Z$) because although all $Y$ operators may be
produce by a product of some $X$ and $Z$, it is possible that $Y$ acts non-trivially on fewer qubits than both $X$ and $Z$. 
4.1 Heralded loss

Firstly, we consider the performance of SPF in the case of heralded loss. Once a set of measurement patterns for a state is known (be they produced by GPF or SPF), the rate of successful teleportation as a function of per-qubit loss probability can be easily found by Monte Carlo simulation. In figure 6 we compare the performance of SPF to that of GPF on the five aforementioned channels under heralded loss.

Firstly, it is clear that SPF provides a significant increase in the loss tolerance of teleportation rate $T$. As should be expected, GPF has greatest loss tolerance on the tree-to-tree channel and lowest on the crazy graph (where it can tolerate no loss) whereas the converse is true for SPF respectively. For all channels considered, the SPF’s gain in loss tolerance peaks above 50%, even for the tree-to-tree channel. Note that the SPF teleportation rate for crazy graph agrees with the theoretical rate of $T = (1 - p_l^m)^n$, where $m$ and $n$ are the number of qubits per column and channel depth respectively (with $m = n = 4$ in the case considered). We further note that in the low-loss regime for $p_l < 10\%$ SPF achieves $T > 95\%$ for all lattice channels and even $T \approx 1$ for the triangular lattice.

4.2 Unheralded loss

We now consider the performance of SPF in the case of unheralded loss. Any practical device that must tolerate unheralded loss during teleportation (without a loss-tolerant encoding) must be able to react to loss events as and when they occur. One method for achieving this is to pre-compile a set of possible measurement patterns $\mathcal{M}$, many of which will contain common measurements. Since teleportation can be achieved as long as one valid pattern can be performed that excludes all lost qubits, we require some measurement strategy that finds at least one such measurement pattern with high probability. For demonstrative purposes we only consider a single measurement strategy here, known as max tolerance. In the max tolerance measurement strategy specifically, teleportation succeeds if at least one qubit per column is measured in the X basis, allowing all but one physical qubit to be lost per encoded qubit.
Figure 6: The probability of successful teleportation across various graph state channels as a function of heralded qubit loss. Solid lines, dashed lines and shaded regions depict the performance of stabilizer pathfinding (SPF), the graph pathfinding (GPF) heuristic and the difference between them respectively (i.e. SPF’s loss tolerance advantage). Each data point depicts $10^4$ Monte Carlo instances and uncertainties have not been plotted as $\Delta T < 0.5\%$ in all cases and so are smaller than the plotted lines. From these results it is clear that stabilizer pathfinding produces a significant improvement in terms of the loss tolerance of teleportation across these states. Additionally, the loss tolerance provided by SPF for the crazy graph channel agree with the theoretical prediction of $T = (1 - p^m)^n$ for the case of $n,m = 4$ presented here.

strategy the measurement that occurs most in the set of maximally loss-tolerant patterns is chosen; this process is then repeated until either a valid measurement pattern is completed and teleportation succeeds or none remain and teleportation fails. For further details on this strategy and other considered see Appendix section D.2.

Our Monte Carlo simulation results, depicted in figure 7, indicates that teleportation is surprisingly resilient to unheralded loss across the channels considered. Immediately, it is clear that the crazy graph channel does not experience any decrease in teleportation rate in the unheralded case. This can be understood by noting that, unlike the other channels considered, the crazy graph is a loss-tolerant encoding of a four qubit linear graph state and is specifically designed to tolerate unheralded loss.

For lattice channels, the disadvantage of unheralded loss decreases with increased node degree. Most importantly, the decrease of $T$ with unheralded loss is far more favourable for higher degree in the regime of low loss $p_l < 5\%$, with the triangular lattice showing only a 2% decrease in loss tolerance. We finally note that although a fall in $T$ is observed for unheralded loss, this drop is not as large as might be expected. Most notably, SPF teleportation on the triangular lattice under unheralded loss performs almost as well as SPF teleportation on the hexagonal lattice under heralded loss (which already marks a significant improvement when compared to teleportation using GPF). Overall, these results present an optimistic outlook on the future of designing loss-tolerant architectures for quantum computation and other quantum technologies based on such states.
Figure 7: The probability of successful teleportation across various graph state channels as a function of qubit loss in the heralded and unheralded case. Solid lines, dashed lines and shaded regions depict the performance of stabilizer pathfinding with heralded loss, unheralded loss and the difference between them respectively (i.e. the decrease in loss tolerance due to unheralded loss). Each data point depicts $10^4$ Monte Carlo instances and uncertainties are not depicted as $\Delta T < 0.5\%$ in all cases and so are smaller than the plotted lines. From these results it is clear that while unheralded loss does reduce the ability to teleport loss-tolerantly on MBQC resource states, high teleportation rates can still be achieved, especially for those lattices with higher degree. We also note that as expected the crazy graph channel does not show any decrease in loss tolerance in the unheralded case, indicating its unique construction as a loss-tolerant teleportation channel.

4.3 Loss tolerance thresholds

One interesting feature of loss tolerance provided by SPF is that $T(p_l)$ appears to exhibits threshold behaviour on the lattice channels considered here. We conjecture that such a threshold does exist in the infinite limit, allowing a loss-tolerant threshold $p_l^\ast$ to be defined on these states. If this conjecture holds, $p_l^\ast$ represents a distinct division in loss tolerance in the limit of infinite channel size (where $n \to \infty$ on an $n \times n$ lattice), where for $p_l < p_l^\ast$ loss-tolerant teleportation can always be achieved, whereas for $p_l > p_l^\ast$ it cannot. It is known from percolation theory that the probability of finding a spanning path $\Gamma$ across some percolated lattice with edge/node percolation rate $p$ exhibits a threshold at some critical probability $p^\ast = p^\ast$, which can be found from the stationary point in $\Gamma(p)$ between finite lattices of various sizes [25].

Figure 8 depicts $T(p_l)$ for each lattice channel across lattice sizes $2 \times 2$, $3 \times 3$ and $4 \times 4$, with stationary points found for hexagonal and triangular lattice channels at $p_l \approx 12$–$15\%$ and $p_l \approx 27$–$30\%$ respectively. No clear crossing is observed in the square lattice case. While these results are not conclusive, it is surprising that any crossing points are found given the small lattice sizes considered here as larger systems are usually needed to overcome perturbative boundary effects. In the square lattice case, we conjecture that no crossing occurs because of such boundary effects, given their effect on per-node loss tolerance as depicted in figure 5. We also note that while the crazy graph lattice does also appear to show threshold behaviour (from the sigmoidal form of it’s $T$ curve in figure 6) for some threshold $p_l < 1$ for the small sizes considered, this is not the case. This is because as $n \to \infty$ for a $n \times n$ channel, $T = \lim_{n \to \infty} ((1 - p_l^\ast)^n) = 1$ for $p_l < 1$, in which case $p_l^\ast = 1$. 
Figure 8: Loss-tolerant teleportation rates $T(p_l)$ for the three lattice channels considered: hexagonal, square and triangular over lattice sizes $2 \times 2$, $3 \times 3$ and $4 \times 4$. For the hexagonal and triangular lattice channels, stationary points appear at $p_l \approx 12$–$15\%$ and $p_l \approx 27$–$30\%$ respectively, whereas with the square lattice, no single crossing point occurs. If these points can be shown to represent a critical threshold in loss tolerance, then they define the channels’ ultimate teleportation loss tolerance in limit of infinite channel size. However, $T(p_l)$ at higher $n$ are needed to verify the stationary points to prove such a conjecture.

5 Discussion

We now provide possible optimisations and extensions of SPF and our algorithm as well as a discussion on it’s applicability to various quantum architectures.

5.1 Optimisations and extensions

Our SPF algorithm allows for optimisation in various situations. Because we have focused on achieving loss tolerance across all possible states, our implementation of SPF necessarily tracked all non-trivial stabilizers, making simulation of over 20 qubit graph states infeasible without significant computational power. However, a more specialised implementation might suffice when applying SPF on a single type of channel, such as one which ignores isomorphic stabilizers on states with high symmetry.

More generally, many non-trivial stabilizers tracked during SPF have high weight and so typically don’t contribute to loss-tolerant measurement patterns or to later future low-weight stabilizers as the state is grown. Because only stabilizers of up to $\lfloor \frac{n}{2} \rfloor$ generators are needed for triviality tests, all high-weight stabilizers produced from combinations of over $\lfloor \frac{n}{2} \rfloor$ generators may be disregarded. For large states this can significantly reduce computational runtime without either causing failure of our SPF algorithm or an appreciable reduction in loss tolerance.

Another route for optimisation and/or extension of SPF is provided by pre-compilation. In a quantum architecture with probabilistic entangling operations within a fixed network structure, the non-trivial stabilizers for the ideal network may be pre-compiled (as an expensive but one-off computation) so that our algorithm can build down (rather than build up) to the target state. Alternatively, for large, regular graph state lattices, teleportation might be split up into many smaller SPF instances that are concatenated to produce the required long-range measurement patterns. The challenge here is to ensure consistency across the boundaries between different SPF instances.

Finally, we observe that SPF can be extended to include parity checks for the detection of computational measurement errors. This is seen by noting that each of a state’s stabilizers provides a parity check for measurement on the state. Therefore, if a stabilizer can be found whose non-trivial Pauli operators are a subset of the teleportation measurement pattern (or which contains additional available measurements), the operator provides a parity check on measurement outcomes. Combinations of parity checks which overlap
on sets of qubits can thus be used to detect Pauli measurement errors, as demonstrated by tolerance of up to a 50% Pauli Z error rate on crazy-graph states argued in Ref. [24].

5.2 Relevance to quantum architectures

Firstly, our results provide important progress towards addressing the problem of photon loss within linear optical quantum computer. For example, some LOQC architecture proposals [6, 26–28] overcome probabilistic entangling gates by the renormalization of large blocks of percolated graph state to construct 3D topological error correction states such as the Raussendorf lattice [29]. But due their use of GPF for teleportation, these models previously lacked any tolerance to unheralded loss. The loss tolerance thresholds conjectured in section 4.3 indicate that loss tolerance can be straightforwardly achieved in these schemes by replacing GPF with SPF.

More generally, SPF can provide additional loss tolerance within many other quantum architectures without modification, before or after error-correction. For example, given that flow conditions are unaffected by Pauli X, Y and Z measurements [30], SPF is readily compatible with teleportation in an MBQC architecture. Similarly, because SPF makes no assumptions on the physical encoding of qubits, our work equally extends to teleportation of logical qubits which are encoded for quantum error correction or other reasons. Hence in some systems it may be possible to substitute the resources associated with producing asymptotically-lossless logical qubits with the creation of a larger network of (heralded) low-loss logical qubits on which SPF can be applied.

6 Conclusion and outlook

Qubit loss presents a substantial roadblock to the realistic implementation of teleportation within many large-scale quantum technologies, such as LOQC and quantum communication networks. Previously, this could only be generally addressed through costly loss-tolerant encodings, especially so when qubit loss is unheralded. However, by applying a generalised approach to teleportation, SPF, our work provides loss-tolerant teleportation on any stabilizer state using only single-qubit Pauli measurements and feed-forward. We have show that SPF provides all maximally loss-tolerant teleportation measurement patterns (when loss is heralded) without use of an exhaustive search. Furthermore we have shown that SPF also allows for significant degrees of unheralded qubit loss to be tolerated by dynamic and computationally-inexpensive measurement strategies.

In addition to theoretical analysis, we have provided an algorithm that implements SPF as well as unheralded measurement strategies which incur minimal computational cost. Based on numerical simulations of SPF, we have further conjectured the existence of loss-tolerant thresholds on a variety of graph state lattices that exist in the limit of infinite lattice size. From a practical perspective our results provide both a novel technique for tolerating loss in large-scale quantum architectures as well as a tool for maximal use of so-called noisy intermediate-scale quantum (NISQ) devices in the near future [31].
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A Stabilizer states

Below we review the necessary theoretical results on which our work relies, namely the stabilizer formalism, graph states, and a generalised teleportation.

In the stabilizer formalism [20], for any given state |Ψ⟩ there exists an associated stabilizer group $\mathcal{S}_\Psi$, consisting of the set of all operators that leave |Ψ⟩ unchanged, such that

$$\mathcal{S}_\Psi = \{ S_i : S_i |\Psi⟩ = |\Psi⟩ \}. \quad (6)$$

A state’s stabilizer group is closed under multiplication, i.e. the product of any two stabilizers $S_i$ and $S_j$ is itself a stabilizer. Furthermore, any state can be defined by a set of stabilizer generators $\mathcal{G}_\Psi$, which generates the group under multiplication, which we write as $\mathcal{S}_\Psi = \langle \mathcal{G}_\Psi \rangle$.

Stabilizer states are further defined as a subset of the $n$-qubit states that can be efficiently described by a set of $n$ stabilizer generators

$$\mathcal{G}_\Psi = \{ K_i : K_i |\Psi_S⟩ = |\Psi_S⟩, K_i \in \mathcal{P}_n, i = 1, \ldots, n \} \quad (7)$$

where $\mathcal{P}_n$ is the group of $n$-fold tensor products of Pauli operators $I, X, Y$ and $Z$ up to multiplicative phase factors $±1$ and $±i$ and hence $\mathcal{S}_\Psi \subseteq \mathcal{P}_n$. Specifically, stabilizer states are those produced by any stabilizer circuit which consists of only: i) preparation of qubits in computational basis states $\{ |0⟩, |1⟩ \}$; ii) quantum gates from the Clifford group $\mathcal{C} = \{ H, S, CZ \}$; and iii) measurements in the computational basis.

The Gottesman-Knill theorem [20] states that any such circuit can be simulated efficiently on a classical computer.

Stabilizer circuits include many that exhibit rich and canonically “quantum” phenomena such as superposition and entanglement, including the generation of large multipartite entangled states. For such states, many correlations between measurement outcomes exist across the whole state, a fact that allows them to be used as quantum error correction codes [20]. Just as all correlations present in a state are represented in it’s state vector, they are equally present in a state’s stabilizers.

One can intuitively interpret the set of stabilizer generators $\mathcal{G}_\Psi$ as the minimal representation of the quantum correlations for |Ψ⟩. For example, consider the Bell state |Ψ⟩

$$|\Psi⟩ = \frac{1}{\sqrt{2}} (|00⟩ + |11⟩) = \frac{1}{\sqrt{2}} (|++⟩ + |--⟩) = \frac{1}{\sqrt{2}} (|+i⟩ + |-i⟩), \quad (8)$$

where $|±⟩ = \frac{1}{\sqrt{2}} (|0⟩ ± |1⟩)$ and $|±i⟩ = \frac{1}{\sqrt{2}} (|0⟩ ± i|1⟩)$. By noting that $|\Psi⟩ = H_1 CZ_{1,2} H_1 H_2 |00⟩$ it is easy to show that $\mathcal{S}_\Psi = \{ X_1 X_2, Z_1 Z_2, -Y_1 Y_2 \} = \langle \mathcal{G}_\Psi \rangle = \langle X_1 X_2, Z_1 Z_2 \rangle$, where $A_i$ represents the operator that enacts unitary $A$ on qubit $i$ and $I$ everywhere else and similarly $A_{i,j}$ for two-qubit gates. In this example it is easy to see that the stabilizers have provided the set of all correlations between single-qubit measurements on $|\Psi⟩$, namely that the possible eigenvalues for measurement of both qubits in the $X$ and $Z$ basis are correlated ($λ_{X_1} λ_{X_2} = λ_{Z_1} λ_{Z_2} = 1$), whereas the possible eigenvalues found for $Y$ measurements are anti-correlated ($λ_{Y_1} λ_{Y_2} = -1$).

Just as the action of unitary operators evolve a state’s quantum state vector in the Schrödinger picture, a state’s stabilizers are equivalently evolved within the Heisenberg picture [20]. The action of any Clifford gate unitary $U$ on a state $|\Psi⟩$ therefore transforms $\mathcal{S}_\Psi$ as follows:

$$|\Psi⟩ \xrightarrow{U} |\Psi’⟩ \iff \mathcal{S}_\Psi \xrightarrow{U} \mathcal{S}_{\Psi'} = \{ S_i' = US_i U^\dagger : S_i ∈ \mathcal{S}_\Psi \} = \langle K_i' = UK_i U^\dagger : K_i ∈ \mathcal{G}_\Psi \}. \quad (9)$$

The effect of Pauli measurement operator $M ∈ \mathcal{P}_n$ on a state $|\Psi⟩$ can also be represented by updating the stabilizer generators $\mathcal{G}_\Psi$. For any $M$ there are two cases: either $M$ commutes with all of the state’s stabilizers, or $M$ anti-commutes with one or more of them. In the first case it is easy to show that either

---

7 Here we have used an alternative form of the Clifford group, replacing the conventional $CNOT$ with the $CZ$ gate, as they are equivalent up to $H$. This choice is in accordance with the graph state focus of this work and also provides a symmetric entangling operation that produces simpler update rules.
In the latter case, the space of all bipartitions is explored by finding a measurement \( M \) which commutes with the stabilizers of \( S \) after applying a CZ or measurement. In the general case of deciding whether some arbitrary stabilizer is trivial or not, given only \( G_\psi \), the authors could not improve on a limited exhaustive search. In this case, the measurement \( M \) will change the state. In the case that the measurement \( M \) returns an eigenvalue of \(+1\), the stabilizers are updated as follows:

1. Pick a \( K_a \in G_\psi \) such that \( \{M, K_a\} = 0 \). Replace \( K_a \) with \( M \).

2. For all other \( K_i \in G_\psi \setminus \{M\} \):
   
   a) If \( \{M, K_i\} = 0 \), leave \( K_i \) unchanged
   
   b) If \( \{M, K_i\} = 0 \), replace \( K_i \) with \( K_a K_i \).

In the case that \( M \) returns eigenvalue \(-1\), the same process is applied, except \( M \mapsto -M \) [20].

If the number of stabilizer generators on an \( n \)-qubit state \( |\Psi\rangle \) is reduced from \( n \), \( G_\psi \) no longer defines a single state, but rather a subspace of states. A set of logical basis states can be defined on this subspace together with logical operators that satisfy Pauli relations, thus creating an encoded logical qubit. While such constructions are commonly applied to design quantum error correcting codes, their application can be applied to other quantum information protocols, such as quantum teleportation.

In our case, we are specifically interested in the complete set of logical operators for a qubit input into some Clifford circuit \( U \) (with some set of input ancillae qubits). For example, consider an unknown state \( |\psi\rangle \) of a single input qubit \( I \) with logical operators \( X_\psi = X_I \) and \( Z_\psi = Z_I \), which is then encoded via

\[
|\Psi\rangle = U(|\psi\rangle \otimes |0\rangle)^\otimes n,
\]

such that

\[
\bar{X}_\psi = UX_I U^\dagger, \quad \bar{Z}_\psi = UZ_I U^\dagger \quad \text{and} \quad G_\psi = \{UZ_I U^\dagger\}_{i=1}^n
\]

(10)

However, after encoding there are many other valid logical operators, as the product of a logical operator and stabilizer is also a valid logical operator. Hence, the set of all logical operators for our encoded qubit is given by

\[
L_\psi = i^k \times \{S\bar{L}_\psi : S \in S_\psi, \bar{L}_\psi \in \{\bar{X}_\psi, \bar{Z}_\psi, i\bar{Y}_\psi\}\}
\]

(11)

where \( i^k = \{1, -1, i, -i\} \) and \( \bar{Y}_\psi = i\bar{X}_\psi \bar{Z}_\psi \). Formally, \( L_\psi \) is the centralizer subgroup of operators in \( P_n \) which commute with the stabilizers of \( |\Psi\rangle \). Just as with stabilizers, the logical operators are similarly updated after a measurement \( M \). If \( \bar{L}, M = 0 \) for \( \bar{L} \in L_\psi \), then \( \bar{L} \) is unchanged, otherwise the logical operators are transformed by \( \bar{L} \mapsto \bar{L}' = K_a \bar{L} \).

## B Algorithm details

Here we present a full description of the update rules applied in our algorithm to achieve stabilizer pathfinding. First, we provide an algorithm that allows for stabilizers’ and generators’ triviality to be more efficiently tested. Secondly, we provide update rules to track a state’s stabilizers for any Clifford circuit. Finally, we present a method for combining said stabilizers to produce valid teleportation measurement patterns.

### B.1 Triviality tests

#### B.1.1 Testing stabilizers’ triviality

As part of the algorithm we shall describe it will be necessary to remove some unknown trivial stabilizers, namely after applying a CZ or measurement. In the general case of deciding whether some arbitrary stabilizer \( S_c \) is trivial or not, given only \( G_\psi \), the authors could not improve on a limited exhaustive search. In this case, the space of all bipartitions is explored by finding \( B_c = \{S_b : b \in P(c), |b| \leq \lceil c/2 \rceil\} \), where \( P(c) \) is the power set of \( c \) and \( \{b : |b| \leq \lceil c/2 \rceil\} \) being the set of all smaller halves of every possible bipartition of \( c \). For each element of \( B \), \( S_b S_c \) is found and if \( Q(S_b S_c) \cap Q(S_b) = \emptyset \), then \( (b, c \setminus b) \) describes a trivial bipartition of \( S_c \). If no such \( b \) is found, then \( S_c \) must be non-trivial. Clearly this method—which we refer to as single-shot triviality testing—is inefficient for large \( |c| \).
However, a significantly faster triviality test can be performed within the context of our stabilizer pathfinding algorithm. Consider the case where you have a large set of stabilizers $S'_\psi$, some of which are trivial $S'_\psi \subseteq S'\psi$. The task is then to extract $S'\psi$ without an exhaustive search. To do so, initially consider testing a single $S_c \in S'_\psi$ for triviality. If $S_c$ is trivial, there must exist some minimal bipartition $(\alpha, \beta)$ of $c$ such that either $S_\alpha$ and/or $S_\beta$ are non-trivial. Since $S'\psi \subseteq S'_\psi$, any such bipartitions can be identified by finding $B'_c = \{S_\beta : \beta \subset c, |\beta| \leq |c/2|, S_\beta \in S'_\psi\}$ and then tested using the same process as single-shot triviality testing. By repeating all $S_c \in S'_\psi$ and removing any that fail, $S'\psi$ can be found with less than $O(|S'_\psi|^2)$ tests (and far fewer in practise). We shall refer to this type of triviality testing as batch triviality testing.

B.1.2 Testing generators’ triviality

In rare cases, single-qubit measurements can cause generators themselves to become trivial. As triviality of stabilizers is assessed under the assumption of generator non-triviality, these trivial generators must be detected and replaced, in a process known as generator detrivialisation. Specifically we consider the case where there exists some generator $K_a$ and stabilizer $S_b$, $a \notin b$ such that $Q(K_aS_b) \cap Q(S_b) = \emptyset$ (recall that $Q(A)$ is the set of qubits on which $A$ non-trivially acts).

For example, consider the 5-qubit stabilizer state $|\Psi\rangle$ that undergoes measurement $X_4$ as follows:

\[
\begin{align*}
\tilde{X}_\psi &= Z_0 \\
Z_\psi &= X_0 Z_3 Z_4 \\
G_\psi &= \{ X_1 Z_2 Z_3 Z_4, (K_1) \\
&\quad Z_1 Z_2, (K_2) \\
&\quad Z_0 Z_2 Z_3, (K_3) \\
&\quad Z_0 Z_1 (K_4) \} \\
\end{align*}
\]

Measure $X_4$ \qquad \begin{align*}
\tilde{X}_\psi &= Z_0 \\
Z_\psi &= X_0 X_1 X_2 \\
G_\psi &= \{ Z_1 Z_2, (K_2) \\
&\quad Z_0 Z_2 X_3, (K_3) \\
&\quad Z_0 Z_1 (K_4) \} \\
\end{align*}

Here we observe that after measurement $K_3 = Z_0 Z_2 X_3$, whereas $S_{\{2,3,4\}} = X_3$ and so $K_3$ is now trivial (or equivalently that $Q(S_{\{2,3,4\}}) \cap Q(S_{\{2,4\}}) \neq \emptyset$ before the measurement whereas $Q(S_{\{2,3,4\}}) \cap Q(S_{\{2,4\}}) = \emptyset$ after). To ensure all generators are non-trivial they are updated such that $K'_i = K_2 K_3 K_4 = X_3$ and $K'_i = K_i$ otherwise.

However, because each stabilizer’s combination now represents a different set of generators, this update can change bipartitions’ support overlaps and so updating the set of non-trivial stabilizers is more involved. Firstly, stabilizers that do not contain the updated generator are unaffected, such that $S'_c = S_c$ for $a \notin c$ and hence their triviality is also unchanged. However, during detrivialisation previously trivial stabilizers $S_c$ may become non-trivial $S'_c$ if $a \in c$. To find all newly non-trivial stabilizers, all stabilizer pairs $S_\alpha, S_\beta \in S'\psi$, $\alpha \cap \beta = \emptyset$ where

\[Q(S_\alpha) \cap Q(S_\beta) = \emptyset \quad \text{but} \quad Q(S'_\alpha) \cap Q(S'_\beta) \neq \emptyset. \tag{12}\]

are found and $S'_\alpha, S'_\beta$ added to $S'\psi$. This process is then repeated on the newly non-trivial stabilizers found to ensure all previously trivial tripartitions, etc. are found. Finally, any trivial stabilizers are then removed by applying a batch triviality test on all stabilizers $S'_c \in S'\psi$ with $a \in c$.

We lastly note that trivial generators are an unavoidable by-product of the multiplication of generators performed after measurement and hence is never required after any unitary operation.

B.2 SPF Part 1: Tracking all non-trivial stabilizers

Stabilizer pathfinding must track the action of the three elements of any Clifford circuit, namely:

\begin{enumerate}
\item preparation of qubits in computational basis states $\{|0\rangle, |1\rangle\}$;
\item preparation of stabilizer pathfinding must track the action of the three elements of any Clifford circuit, namely:
\end{enumerate}
ii) quantum gates from the Clifford group \( C = \{ H, S, CZ \} \); and

iii) measurements in the computational basis,

on the state’s non-trivial combinations \( S^\text{NT}_\psi \). We shall define the action of these operations as a series of update rules using the convention \( A_\psi \mapsto A_\psi' \).

### B.2.1 Single-qubit gates

Firstly, consider appending qubit \(|0\rangle_{n+1} \) to \(|\psi_S\rangle\). The stabilizer generators are simply updated by

\[
G_\psi \mapsto G_\psi' = G_\psi \cup \{ K_{n+1} \},
\]

where \( K_{n+1} = Z_{n+1} \). Since \( Q(K_{n+1}) \cap Q(K_i) = \emptyset \) for all \( K_i \in G_\psi \), there is only a single new non-trivial combination, namely \( \{ n+1 \} \), and hence the non-trivial stabilizers are similarly updated by

\[
S^\text{NT}_\psi \mapsto S^\text{NT}_\psi' = S^\text{NT}_\psi \cup \{ S_{(n+1)} \}.
\]

Next, consider the action of quantum gates from \( C \) on an \( n \)-qubit stabilizer state. As defined in section A when acted on by \( U \in C \) the stabilizer generators are simply updated as described by equation (9), or

\[
G_\psi \mapsto G_\psi' = \{ K_i \}_{i=1}^n \cup \{ UK_iU^\dagger \}_{i=1}^n,
\]

where \( K_i \in G_\psi \ \forall \ i \). In the case of a single-qubit Clifford gate \( U \in \{ H, S \} \), it is simple to show that all non-trivial stabilizers can be similarly updated.

\[
S^\text{NT}_\psi \mapsto S^\text{NT}_\psi' = \{ S'_i \} = \{ US_iU^\dagger \}.
\]

Importantly, for the above statement to hold, it must also true that all non-trivial stabilizers remain non-trivial after applying \( U \) and similarly for those that are trivial, which is shown by Remark C.1.

### B.2.2 Two-qubit gates

Now consider the \( CZ_{u,v} \) gate applied to qubits \( u \) and \( v \). For \( CZ_{u,v} \) the stabilizer generators are similarly updated using equation (15), however it is also possible that new non-trivial stabilizers are produced and/or previously non-trivial stabilizers are made trivial. In general, this will cause the number of non-trivial stabilizers to change, for example, \( S^\text{NT}_\psi = \{ X_1, X_2 \} \) for the empty two-qubit graph state, whereas \( S^\text{NT}_{\psi'} = \{ X_1Z_2, Z_1X_2, Y_1Y_2 \} \) after \( CZ_{12} \) is applied. Since the effect of \( CZ_{u,v} \) on any \( K_i \) may either increase or decrease \( |Q(K_i)| \), there are two cases that must be considered for stabilizer pathfinding: i) non-trivial to trivial; or ii) trivial to non-trivial. A method for efficiently updating \( S^\text{NT}_\psi \) is described below.

First we address i), the case of \( CZ_{u,v} \) causing previously non-trivial stabilizers to become trivial, where for some stabilizer initially \( S_c \in S^\text{NT}_\psi \) but \( S'_c \in S^\text{T}_\psi \). Given \( CZ_{u,v} \) can change the qubit support of any stabilizer \( S_i \) by at most a single qubit \( u \) or \( v \) then it must be true for \( S_c \in S^\text{NT}_\psi \) that there exists some bipartition \( (\alpha, \beta) \) of \( c \) such that

\[
Q(S'_\alpha) \cap Q(S'_\beta) = \emptyset
\]

but

\[
Q(S_\alpha) \cap Q(S_\beta) \subseteq \{ u, v \}
\]

where \( S_\alpha, S_\beta \in S^\text{NT}_\psi \). Since \( S^\text{NT}_\psi \) is known, finding \( (\alpha, \beta) \) requires finding \( S_\alpha, S_\beta \in S^\text{NT}_\psi \) where the decrease in support of \( S_\alpha \) and \( S_\beta \) is exactly equal to the previous support overlap between them.

Next we consider ii), the case of \( CZ_{u,v} \) causing previously trivial stabilizers to become non-trivial, where for some stabilizer initially \( S_c \in S^\text{T}_\psi \) but after \( S'_c \in S^\text{NT}_\psi \). For this case an initial search must be performed to find some bipartition \( (\alpha, \beta) \) for which

\[
Q(S_\alpha) \cap Q(S_\beta) = \emptyset
\]

but

\[
Q(S'_\alpha) \cap Q(S'_\beta) \subseteq \{ u, v \}
\]
where \( S_\alpha, S_\beta \in S^{\text{NT}}_\psi \). Similarly to i), this can only be achieved if the increase in support is equal to the new support overlap. While equation (20) is a necessary condition for non-triviality, it is not sufficient as it must also hold across all bipartitions. In some cases it may be simultaneously possible to find two bipartitions of \( c \), with one \((\alpha, \beta)\) satisfying equations (19) and (20) and another \((\gamma, \delta)\) that does not. Fortunately, these cases can be easily detected and there are three possible variants:

a) \( \mathcal{Q}(S'_i) \cap \{u, v\} = \mathcal{Q}(S'_i) \cap \{u, v\} = \emptyset \) (neither has support on \( u, v \)),

b) \( \mathcal{Q}(S'_i) \cap \{u, v\} = \{u\}, \mathcal{Q}(S'_i) \cap \{u, v\} = \{v\} \) (both are supported on \( u, v \) but without overlap),

c) \( \mathcal{Q}(S'_i) \cap \{u, v\} = \emptyset, \mathcal{Q}(S'_i) \cap \{u, v\} \neq \emptyset \) (only one has support on \( u, v \)).

For a), \( S_c = S_\gamma S_\delta \Rightarrow u, v \notin \mathcal{Q}(S_c) \) and Remark C.2 can be applied to show that if such a bipartition does exist then equations (19) and (20) cannot be simultaneously satisfied and hence a) never occurs. For b) and c), because all \( S_\gamma, S_\delta \in S^{\text{NT}}_\psi \) that gain support are considered by the initial search for all \((\alpha, \beta)\) satisfying equations (19) and (20), only \( S_\gamma, S_\delta \) with no support gain are relevant here. Additionally, since only one half of a trivial bipartition need be found to prove triviality, then we can further limit our search to stabilizers with some support on \( u, v \), reducing the set of potentially trivial partitions of any stabilizer found by equations (19) and (20) to

\[
S_{\psi^r} = \{S'_i : \mathcal{Q}(S'_i) \cap \{u, v\} \neq \emptyset, \mathcal{Q}(S'_i) \setminus \mathcal{Q}(S_i) = \emptyset, S_i \in S^{\text{NT}}_\psi\}.
\]

As this set is can be easily found from \( S^{\text{NT}}_\psi \), a batch triviality test can be applied to \( S^{\text{NT}}_\psi \), with the reduced partition batch \( B_c^* = \{S_b : b \subset c, |b| \leq |c|/2, S_b \in S^{\text{NT}}_\psi\} \), allowing any trivial bipartitions to be found with minimal overhead cost.

To summarise, after \( \text{CZ}_{u,v} \), \( S^{\text{NT}}_\psi \) is updated by applying the following steps:

1. Update all \( S'_i \in S^{\text{NT}}_\psi \) with non-trivial support on \( u \) and/or \( v \), via \( S'_i \mapsto \text{CZ}_{u,v} S_c \text{CZ}_{u,v} \).
2. Remove from \( S^{\text{NT}}_\psi \) any \( S'_i \) that admits a bipartition no longer containing support overlap.
3. Add to \( S^{\text{NT}}_\psi \) any new \( S'_i \) that can be produced by stabilizer pairs that now share support.
4. Apply a batch triviality test to \( S^{\text{NT}}_\psi \) with reduced partition batch \( B_c^* \) to remove any trivial stabilizers.

### B.2.3 Qubit measurement

We shall consider the general case of performing an arbitrary single-qubit Pauli measurement \( M \in \{X, Y, Z\} \) (returning a +1 eigenvalue). In the standard approach to updating \( \mathcal{G}_\psi \), as described in Appendix A and Ref. [20], generators for which \( \{K_i, M\} = 0 \) are updated as \( K'_i = K_a K_i \) for some chosen \( \{K_a, M\} = 0 \) (with \( K'_a = M \)). However, after this update is applied, \( K'_a = K_a K_i \) may now be a trivial generator with respect to \( M \), such that \( \mathcal{Q}(M K_a K_i) \cap \mathcal{Q}(M) = \emptyset \). In these cases, rather than applying the generator detrivialisation described section B.1.2, we can apply a modified update to the generators \( K'_i = M K_a K_i \). Similar remarks can apply for some cases where \( \{K_i, M\} = 0 \), in which case the update rule \( K'_i = M K_i \) is applied. To summarise, after measurement \( M \), the state’s stabilizer generators are updated \( \mathcal{G}_\psi \mapsto \mathcal{G}_{\psi^r} = \{K'_i\} \) using the five following rules:

\[
\begin{align*}
K'_a &= M & \text{for some } \{K_a, M\} = 0 \\
K'_i &= K_a K_i & \text{if } \{K_i, M\} = 0, K_i \neq K_a, \mathcal{Q}(M K_a K_i) \cap \mathcal{Q}(M) \neq \emptyset \\
K'_i &= M K_a K_i & \text{if } \{K_i, M\} = 0, K_i \neq K_a, \mathcal{Q}(M K_a K_i) \cap \mathcal{Q}(M) = \emptyset \\
K'_i &= K_i & \text{if } \{K_i, M\} = 0, K_i \neq K_a, \mathcal{Q}(M K_a K_i) \cap \mathcal{Q}(M) = \emptyset \\
K'_i &= M K_i & \text{if } \{K_i, M\} = 0, \mathcal{Q}(M K_i) \cap \mathcal{Q}(M) \neq \emptyset \\
K'_i &= M K_i & \text{if } \{K_i, M\} = 0, \mathcal{Q}(M K_i) \cap \mathcal{Q}(M) = \emptyset
\end{align*}
\]

We further define two key sets of updated generators \( A \) and \( B \), such that \( A = \{i : K'_i = K_a K_i\} \cup \{i : K'_i = M K_a K_i\} \) and \( B = \{i : K'_i = M K_i\} \cup \{i : K'_i = M K_a K_i\} \). From \( A \) and \( B \) we can derive the general update
However, given that a single measurement finding newly trivial and non-trivial stabilizers is more involved.
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remaining updated stabilizers ∆ = \{ \prod_{i \in c \cap (A \cap B)} M_i K_i \} \prod_{j \in c \cap (A \cap B)} M_j K_j \prod_{k \in c \cap (A \cap B)} K_k \prod_{l \in c \cap (A \cup B \cup (\{a\}))} K_l \}

\text{where } |A| \text{ denotes the cardinality of the set } A, A \setminus B \text{ the set difference of } A \text{ and } B, \text{ and we have used the fact that } [M_i, M_j] = 0 \forall i \in B \setminus A \text{ and } [K_i, K_j] = 0 \forall i, j. \text{ From this, } S_c \in S^\text{NT}_\Psi \text{ can be easily updated. However, given that a single measurement } M \text{ may change the support of many generators, updating } S^\text{NT}_\Psi \text{ finding newly trivial and non-trivial stabilizers is more involved.}

Firstly, all stabilizer combinations containing } a \text{ become trivial, since } |Q(K'_a)| = 1, \text{ and so all } S'_c \text{ with } a \in c \text{ are removed. Next, using Lemma C.3 we show that for any single-qubit Pauli measurement } M \text{ then all new non-trivial stabilizers are contained within the set } \Gamma = \{ S_c : a \notin c, S_{c \cup \{a\}} \in S^\text{NT}_\Psi \}. \text{ Since all previously non-trivial } S_{c \cup \{a\}} \in S^\text{NT}_\Psi \text{ stabilizers are known, } \Gamma \text{ is easily found. However, not all stabilizers in } \Gamma, \text{ nor the remaining updated stabilizers } \Delta = \{ S'_c : S_c \in S^\text{NT}_\Psi \} \setminus \{ S'_c : a \in c \}, \text{ are necessarily still non-trivial. But since } S^\text{NT}_\Psi \subseteq \Gamma \cup \Delta, \text{ all trivial stabilizers can be identified and removed using the batch triviality test described in section B.1.1.}

Finally, we note that in some cases measurement } M \text{ can cause the updated generators to be trivial in a manner not captured above. For example, in the simplest case, this can occur when performing } M \text{ also performs the indirect single-qubit measurement } M'. \text{ However, this can be easily identified as a non-trivial replacement for the trivial generator will always be contained within } S^\text{NT}_\Psi. \text{ Once any trivial generators are identified, the process described in section B.1.2 can then be applied to return } G_\Psi \text{ to its proper form.}

To summarise, } S^\text{NT}_\Psi \text{ is updated by applying the following steps:

1. Remove from } S^\text{NT}_\Psi \text{ any } S_c \text{ with } a \in c, \text{ but keeping them in memory.

2. Using the discarded stabilizers, find and add the set of potential new non-trivial stabilizers } \{ S_c : S_{c \cup \{a\}} \in S^\text{NT}_\Psi, S_c \notin S^\text{NT}_\Psi \}.

3. Apply a batch triviality test to } S^\text{NT}_\Psi \text{ to remove any trivial stabilizers.

4. Test generators for triviality and update if required.

B.3 SPF Part 2: Finding loss-tolerant measurement patterns

We now consider the task of using the set of non-trivial stabilizers to identify a set of measurement patterns that teleport from } I \text{ to } O, \text{ as outlined in section 3.3. In this case, each non-trivial teleportation measurement pattern, this logical operator must then be combined with another represented by a second stabilizer } S_b \text{ to satisfy equation (1). For states of significant size and complexity, this presents a large number of possible measurement patterns, which are prohibitively expensive to calculate and validate. However, due to requirement for achieving maximal loss tolerance, our algorithm is specifically concerned with measurement patterns that have minimal qubit weight, and only needs to consider a restricted subset of all patterns. We shall now present an algorithm that finds all measurement patterns below a certain qubit weight given } S^\text{NT}_\Psi \text{, and hence the set of maximally loss-tolerant measurement patterns}^{10}.

\text{10} \text{ Strictly speaking, in certain cases logical operators can also be produced by combining multiple non-trivial stabilizers, for example if } S_a \bar{X} \text{ is a logical operator with support on } O, \text{ but some other stabilizer exists where}

\text{Q}(S_a) \cap Q(\bar{X}) \neq \emptyset \text{ but } Q(S_a) \cap Q(S_a) = \emptyset. \tag{25}
Following equation (1), the set of all measurement patterns $\mathcal{M}$ that achieve the desired teleportation is

$$\mathcal{M} = \{M_{L_i, L_j} : \{\bar{L}_i^{|O^i|}, \bar{L}_j^{|O^j|}\} = 0, [\bar{L}_i^{|a^i|}, \bar{L}_j^{|a^j|}] = 0, \forall a \neq O\} \quad (26)$$

Given that $|M_{L_i, L_j}| \geq \max(|\mathcal{Q}(\bar{L}_i)|, |\mathcal{Q}(\bar{L}_j)|) - 1$, the set $\mathcal{M}_w$ of measurement patterns with weight $w$ is a subset of all $M_{L_i, L_j}$ produced by logical operators with at most weight $w + 1$, such that

$$\mathcal{M}_w \subset \{M_{L_i, L_j} : |\mathcal{Q}(\bar{L}_i)|, |\mathcal{Q}(\bar{L}_j)| \leq w + 1\}. \quad (27)$$

Note that it is necessarily true that $\mathcal{M}_v \subseteq \mathcal{M}_w$ for $v < w$, and also that any measurement pattern that does not contain (i.e. is loss-tolerant to) a certain set of qubits, is also loss-tolerant to any subset of those qubits. Hence, many loss-tolerant configurations on an $n$-qubit state can be found from combining logical operators with weight $w \ll n$. In practice, $w$ can be increased until no additional loss tolerance is found, thereby providing all possible loss-tolerant configurations without the need for an exhaustive search\(^{11}\).

C Remarks and Lemmas

C.1 Triviality under single-qubit Clifford gates

**Remark C.1.** If before the action of a single-qubit Clifford gate $U$ a stabilizer is trivial (non-trivial), $S_c \in \mathcal{S}_T^T (\mathcal{S}_T^{NT})$, then after $U$ it remains trivial (non-trivial), $S'_c \in \mathcal{S}_T^T (\mathcal{S}_T^{NT})$.

**Proof.** Firstly, we consider the case of a trivial stabilizer $S_c$. If $S_c \in \mathcal{S}_T^T$, there exists a trivial bipartition $(\alpha, \beta)$ of $c$ such that

$$S_c = S_\alpha S_\beta = \prod_{i \in \alpha} K_i \prod_{j \in \beta} K_j \quad \text{and} \quad \mathcal{Q}(S_\alpha) \cap \mathcal{Q}(S_\beta) = \emptyset. \quad (28)$$

Without loss of generality, assume $\mathcal{Q}(U) \subseteq \mathcal{Q}(S_\alpha)$ (since $|\mathcal{Q}(U)| = 1$). From equation (15), then $S'_c = US_\alpha U^\dagger$ and $S'_{\beta} = US_\beta U^\dagger = S_\beta$. Finally, since $\mathcal{Q}(S'_\alpha) = \mathcal{Q}(US_\alpha U^\dagger) = \mathcal{Q}(S_\alpha)$, then from equation (28), $\mathcal{Q}(S'_\alpha) \cap \mathcal{Q}(S'_\beta) = \emptyset$ and hence $(\alpha, \beta)$ is also a trivial bipartition of $c$ after $U$, showing that $S'_c \in \mathcal{S}_T^T$. Secondly, in the non-trivial case, the above proof can be easily inverted to show that if after $U$, $S'_c \in \mathcal{S}_T^T$, then $S_c$ must also admit a trivial bipartition, and hence $S_c \notin \mathcal{S}_T^{NT}$.

C.2 Triviality under the two-qubit CZ gate

**Remark C.2.** If before the action of $CZ_{u,v}$, a stabilizer $S_c$ where $u, v \notin \mathcal{Q}(S_c)$ is trivial (non-trivial), then after $CZ_{u,v}$ it remains trivial (non-trivial).

**Proof.** If $u, v \notin \mathcal{Q}(S_c)$ then it must be the case that $S_\alpha^{[u]} = S_\beta^{[u]}$ and $S_\alpha^{[v]} = S_\beta^{[v]}$ for all possible bipartitions $(\alpha, \beta)$. Hence after $CZ_{u,v}$ then $S_\alpha^{[u]} = S_\beta^{[u]}$ and $S_\alpha^{[v]} = S_\beta^{[v]}$, and so $u, v \notin \mathcal{Q}(S'_c)$. For a stabilizer to become trivial from non-trivial (or vice versa), then it must be true that some bipartition must change from sharing support to not sharing support (or vice versa). However, it follows immediately from the previous comments that for any bipartition $(\alpha, \beta)$ then

$$\mathcal{Q}(S_\alpha) \cap \mathcal{Q}(S_\beta) = \emptyset \iff \mathcal{Q}(S'_\alpha) \cap \mathcal{Q}(S'_\beta) = \emptyset \quad (29)$$

and hence trivial and non-trivial stabilizers respectively remain so.

\(^{11}\) This is specifically true for heralded loss. For unheralded loss, increasing $w$ may be beneficial in order to identify a greater variety of measurement patterns with the same degree of loss tolerance, thereby increasing the number of measurement patterns available after a given qubit measurement should it fail.
C.3 Triviality under single-qubit measurements

Lemma C.3. After single-qubit measurement $M$ is made on state $|\Psi\rangle$, all new non-trivial stabilizers, are contained within the set $\{S_c : a \notin c, S_{c\cup\{a\}} \in S_{\Psi}^{NT}\}$ and where $K_a$ is the generator removed from $G_{\Psi}$ and replaced with $M$.

Proof. Firstly, since $|Q(M)| = 1$ and $K_a = M$, then $S'_c \in S_{\Psi}^T$ for all $c \ni a$. Hence only combinations that do not contain $a$ need be considered.

Now consider the previously trivial combination $c \ni a$ with bipartition $(\alpha, \beta)$ such that $Q(S_{\alpha}) \cap Q(S_{\beta}) = \emptyset$ for $S_c = S_{\alpha} S_{\beta} \in S_{\Psi}^T$ before measurement. As in equation $(22)$, we can write the updated stabilizer as

$$S'_c = S'_\alpha \cdot S'_\beta = \left(M^{[\alpha \cap B]} K_{\alpha}^{[\alpha \cap A]} S_{\alpha}\right) \cdot \left(M^{[\beta \cap B]} K_{\beta}^{[\beta \cap A]} S_{\beta}\right)$$

(30)

We first consider the cases in which $|\alpha \cap B|$ and $|\beta \cap B|$ are even, for which there are three further sub-cases:

i) $|\alpha \cap A|$ and $|\beta \cap A|$ even $\Rightarrow S'_\alpha = S_{\alpha}$ and $S'_\beta = S_{\beta}$;

ii) $|\alpha \cap A|$ and $|\beta \cap A|$ odd $\Rightarrow S'_\alpha = K_a S_{\alpha}$ and $S'_\beta = K_a S_{\beta}$;

iii) $|\alpha \cap A|$ odd and $|\beta \cap A|$ even $\Rightarrow S'_\alpha = K_a S_{\alpha}$ and $S'_\beta = S_{\beta}$ (and vice versa).

For i), $S'_\alpha = S_{\alpha}$ and $S'_\beta = S_{\beta}$ $\Rightarrow Q(S'_\alpha) \cap Q(S'_\beta) = \emptyset$, and $S'_c \in S_{\Psi}^T$, remains trivial. For ii), if $S_{\alpha} \rightarrow S'_\alpha = K_a S_{\alpha}$, then $\{S_{\alpha}, M\} = 0$ and hence $Q(M) \subset Q(S_{\alpha})$. Since the same applies for $S'_\beta$, then $Q(S_{\alpha}) \cap Q(S_{\beta}) \neq \emptyset$ and therefore $(\alpha, \beta)$ is not a trivial bipartition of $S_c$, which is a contradiction and so ii) does not occur. Finally for iii), $S'_\alpha = K_a S_{\alpha} \cdot S_{\beta} = S_{\alpha \cup \{a\}} \cdot S_{\beta} = S_{c \cup \{a\}}$, and therefore $(\alpha, \beta)$ is only a trivial bipartition for $S'_c$ if $(\alpha \cup \{a\}, \beta)$ is for $S_{c \cup \{a\}}$.

In the cases in which $|\alpha \cap B|$ and/or $|\beta \cap B|$ are odd, we observe that the effect of applying $M$ is to remove support on $Q(M)$. The previous three cases then also apply except with $Q(S'_\alpha) \rightarrow Q(M S'_\alpha) \subset Q(S'_\alpha)$ (and similarly for $\beta$) which can only decrease the number of cases where $Q(S'_\alpha) \cap Q(S'_\beta) = \emptyset$.

It therefore follows that the only instances of trivial $S_c$ and non-trivial $S'_c$ that occur are those for which $S_{c \cup \{a\}}$ is non-trivial. Or equivalently, if $S_c \in S_{\Psi}^T$ then $S_c \in S_{\Psi}^{NT}$ iff $S_{c \cup \{a\}} \in S_{\Psi}^{NT}$.

\[\Box\]
D  Further results

D.1  Unheralded loss tolerance for smaller lattice channels

Figure 9: Comparison between loss tolerance threshold behaviour for stabilizer pathfinding in the unheralded and heralded regimes for each lattice channel considered (with the “Most-tolerant” measurement strategy applied for unheralded loss). Unlike the heralded loss case, for unheralded loss no clear threshold crossing point is observed in the teleportation rate of different sized lattices. As with the heralded case, the small size of lattice investigated means that these results are not conclusive. However, given that $p_l^* = 1$ for unheralded loss on the crazy graph, we conjecture that unheralded thresholds do exist (even if they occur at $p_l^* = 0$ on some lattices). If true, this suggests it may be possible to achieve $p_l^* > 0$ using larger lattices, improved measurement strategies or some lattice not considered here.

D.2  Measurement strategies

An general measurement strategy algorithm for teleportation with unheralded loss is given below:

1) Initialise the set of performed measurements as empty $\tilde{M} = \emptyset$ and the set of available patterns to the set of valid measurement patterns $\tilde{\mathcal{M}} = \mathcal{M}$.

2) Identify some subset of available measurement patterns $\tilde{\mathcal{M}}^* \subseteq \tilde{\mathcal{M}}$.

3) Attempt the most common single-qubit measurement $P_i$ across all $M \in \tilde{\mathcal{M}}^*$.
   In the case of multiple such $P_i$, pick one at random.
   
   a) If measurement $P_i$ succeeds (i.e. qubit $i$ is not lost), discard all measurement patterns that are no longer available. If no patterns remain, teleportation succeeds.
   Such that $\tilde{M} \mapsto \tilde{M} \cup \{P_i\}$ and $\tilde{\mathcal{M}} \mapsto \{M : P_i \in M \forall M \in \tilde{\mathcal{M}}\}$.

   b) If measurement $P_i$ fails (qubit $i$ is lost), discard all measurement patterns that contain any measurement on qubit $i$. If no patterns remain, teleportation fails.
   Such that $\mathcal{M} \mapsto \{M : X_i, Y_i, Z_i \notin M, \forall M \in \mathcal{M}\}$.

4) Repeat from 2).

Based on the particular choice of $\tilde{\mathcal{M}}^*$, we present two possible measurement strategies and compare their ability to tolerate unheralded loss. The most-common strategy performs the measurement that occurs most in all available measurement patterns, such that $\tilde{\mathcal{M}}^* = \tilde{\mathcal{M}}$; whereas the max tolerance strategy
Figure 10: a) Teleportation rates under unheralded loss for the most-common and max tolerance strategies on the $4 \times 4$ triangular lattice. Each data point depicts the average teleportation rate over 100 Monte Carlo instances and error bars are plotted at one standard deviation. Measurement patterns were found from pairs of logical operators with at most five weight greater than the minimum. Such results show that the prioritisation of the lowest-weight measurement patterns is preferred for unheralded loss over a greater selection of possible measurements. We note that the most-common strategy requires approximately $6 \times$ longer to compute given a greater number of measurement patterns must be considered. b) Teleportation rates for stabilizer pathfinding on the $4 \times 4$ triangular lattice with unheralded loss depicted across various measurement pattern maximum weights. Recall that $M_w$ found to a higher maximum weight will contain increasingly more $M$, although with decreasing loss tolerance. Each data point depicts the average value for 1000 Monte Carlo instances and shaded error regions are depicted for a single standard deviation. While a small increase in loss tolerance is achieved by an increase above the minimum logical operator weight $w = 10$ to $w = 11$, above this any advantage is marginal at best. Such results support the conjecture that the majority of useful loss tolerance is provided by a small selection of maximally loss-tolerant measurement patterns produced by $M_w$ with the minimum $w$.

performs the measurement that occurs most in the most loss-tolerant available measurement patterns such that $M^* = \{ M : |M| = w, \forall M \in \mathcal{M}\}$.

Figure 10a) compares the performance of the two strategies on a $4 \times 4$ triangular lattice. Figure 10b) depicts the performance of the max tolerance strategy with access to a greater number of measurement patterns as produced by pairs of logical operators with greater maximum weight.

### D.3 Algorithm efficiency

Figure 11 depicts the average computational runtime for building $|\Psi\rangle$ and finding associated measurement patterns $\mathcal{M}$ using the algorithms described in Appendix B.

For building $|\Psi\rangle$, algorithm runtime is primarily a factor of the number of non-trivial stabilizers for the state $|S_\text{NT}\rangle$. From this it is easy to see that as $m$ rises, so does the multiplicity of possible generator combinations with increased $n$ further providing additional qubits to distribute support among. However, here we observe a drop in build runtime occurs for the highest $m$ when $n \geq 10$. We conjecture this phenomena is explained by noting that any stabilizer produced from an even number $k$ of generators (where $K_i = X_i \otimes_{i \neq j} Z_j$) is trivial for $k > 2$ as $K_i K_j = Y_i Y_j$ on the completely connected graph of $n$ vertices $K_n$ (given the conventional choice of $G_\Psi$ for graph states). Each $k$-clique (i.e. $k$-node complete subgraph) within the graph will also have this property. Hence, as $G_{n,m}$ approaches $K_n$, the number of and size of cliques increases, hence decreasing the number of non-trivial $S_c$ for even $c > 2$.

For finding $\mathcal{M}$, we conversely observe an increase in runtime for the most connected graphs. In this case
Figure 11: Average algorithm runtime for building states, i.e. finding and updating all non-trivial stabilizers (solid lines), and finding measurement patterns from said stabilizers (dashed line). Each data point depicts the average run-time for the given algorithm applied to teleportation across 1000 instances of random $n$-qubit graph states with measurement patterns only found from pairs of logical operators with a weight at most three greater than the minimum. Specifically, each graph generated is an instance of an Erdős-Rényi $G_{n,m}$ random connected graph with $n$ nodes, $m$ edges and $n - 1 \leq m \leq n(n - 1)/2 - 1$ (also ensuring no edge connecting input qubit $I$ and output $O$). Simulations were performed with Python using a standard PC running a 2.8 GHz Intel Core i7 CPU with 16GB of RAM and leveraging a NVIDIA GeForce GT 750M graphics card for GPU processing.

the number of near-minimum weight logical operators is the primary factor in the algorithm’s runtime. If the previous conjecture holds, this may also explain the observed increase in runtime here. As connectivity increases, the number of low-weight $S_c$ associated with cliques also rises and hence the number of low-weight logical operators would be expected to increase and hence possible pairings tested for $M$. For graphs with near-maximum $m$ it may therefore be sufficient to reduce a search of logical operator pairs to those with absolutely minimal weight.

Finally, we note that the runtime in building $|\Psi\rangle$ depends to some extent on the construction order of the edges. For example, on the lattices considered in section 4, building edges within a vertical layer before building edge between layers was found to be decrease runtime. While a deep analysis of such optimal construction strategies is beyond the scope of this paper, we conjecture that construction techniques that build highly connected subgraphs first (which are later connected) is preferred to sequentially adding edges to a single growing component.
D.4 Configuration loss tolerance

Figure 12: The proportion (left) and absolute number (center) of $n_l$-qubit loss configurations tolerable for each considered channel (right) with both GPF (blue) and SPF (red). The total number of $n_l$-qubit configurations for each $n_l$ is shown in grey, given by $\binom{N}{n_l}$, where $N$ is the total number of channel qubits (excluding input and output qubits, which are assumed to be lossless). For crazy graph, no GPF loss tolerance exists, and so are omitted.