Kumaraswamy Inverted Topp–Leone Distribution with Applications to COVID-19 Data
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Abstract: In this paper, an attempt is made to discover the distribution of COVID-19 spread in different countries such as; Saudi Arabia, Italy, Argentina and Angola by specifying an optimal statistical distribution for analyzing the mortality rate of COVID-19. A new generalization of the recently inverted Topp-Leone distribution, called Kumaraswamy inverted Topp–Leone distribution, is proposed by combining the Kumaraswamy-G family and the inverted Topp–Leone distribution. We initially provide a linear representation of its density function. We give some of its structure properties, such as quantile function, median, moments, incomplete moments, Lorenz and Bonferroni curves, entropies measures and stress-strength reliability. Then, Bayesian and maximum likelihood estimators for parameters of the Kumaraswamy inverted Topp–Leone distribution under Type-II censored sample are considered. Bayesian estimator is regarded using symmetric and asymmetric loss functions. As analytical solution is too hard, behaviours of estimates have been done viz Monte Carlo simulation study and some reasonable comparisons have been presented. The outcomes of the simulation study confirmed the efficiencies of obtained estimates as well as yielded the superiority of Bayesian estimate under adequate priors compared to the maximum likelihood estimate. Application to COVID-19 in some countries showed that the new distribution is more appropriate than some other competitive models.
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1 Introduction

The inverted distributions are of great importance due to their applicability in many fields like; biological sciences, life testing problems, etc. The density and hazard rate shapes of inverted distributions exhibit dissimilar structure than matching the non-inverted distributions. Applications of inverted distributions have been discussed with various researchers, so the reader can refer to [1–8] among others.
Recently, [9] provided the inverted Topp–Leone (ITL) distribution with the following probability density function (pdf)
\[
g(z; \nu) = 2\nu z (1 + z)^{-2\nu - 1}(1 + 2z)^{\nu - 1}; \quad z, \nu > 0. \tag{1}
\]
where, \(\nu\) is the shape parameter. The associated cumulative distribution function (cdf) is given by
\[
G(z; \nu) = 1 - \left\{ \frac{(1 + 2z)^\nu}{(1 + z)^{2\nu}} \right\}; \quad z \geq 0, \nu > 0. \tag{2}
\]

Extensions and generalizations of probability distributions have been regarded by many researchers to enhance flexibility in modelling variety of data in many fields. A well-notable family of adding parameters is the Kumaraswamy-G (K-G) proposed in [10]. They defined the cdf and pdf of K-G as follows:
\[
f_{k-G}(z) = \delta \vartheta g(z) (G(z))^{\delta - 1} (1 - (G(z))^{\delta})^{\vartheta - 1}, \tag{3}
\]
and,
\[
F_{k-G}(z) = 1 - \left( 1 - (G(z))^{\delta} \right)^{\vartheta}, \tag{4}
\]
where \(G(x)\), and \(g(x)\) are the baseline cdf and pdf, \(\delta, \vartheta > 0\), are shape parameters. A physical clarification of the K-G (3) and (4), for \(\delta\) and \(\vartheta\) positive integers, is as follows. Consider a system is made of \(\vartheta\) independent items and that each item is made up of \(\delta\) independent sub-items. Suppose the system fails if any of \(\vartheta\) items fails and that each item fails if all of the sub-items fail. Let \(Z_{j1}, Z_{j2}, \ldots, Z_{j\delta}\) denote the lifetime of the sub-items within the \(j\)th component, \(j = 1, \ldots, \vartheta\) with common cdf \(G\). Let \(Z_j\) denote the lifetime of the \(j\)th item, \(j = 1, \ldots, \vartheta\) and let \(Z\) denote the lifetime of the entire system. Then the cdf of \(Z\) is given by
\[
P(Z \leq z) = 1 - P(Z_{1} > z, Z_{2} > z, \ldots, Z_{\vartheta} > z) = 1 - P(Z_{1} > z)^{\vartheta} = 1 - [1 - P(Z_{1} \leq z)]^{\vartheta}
= 1 - [1 - P(Z_{11} \leq z, Z_{12} \leq z, \ldots, Z_{1\vartheta} \leq z)]^{\vartheta} = 1 - [1 - P(Z_{11} \leq z)^{\delta}]^{\vartheta} \tag{5}
= 1 - (1 - G^{\delta}(z))^{\vartheta}.
\]

In this work, we provide and study a generalization of ITL model, the so called Kumaraswamy inverted Topp–Leone (KITL) distribution. Using (2) in (4), the cdf of KITL distribution is
\[
F(z; \zeta) = 1 - \left( 1 - \left[ 1 - \left\{ \frac{(1 + 2z)^\nu}{(1 + z)^{2\nu}} \right\}^{\delta} \right]^{\vartheta} \right), \quad \delta, \vartheta, \nu, z > 0, \tag{6}
\]
where, \(\zeta \equiv (\nu, \delta, \vartheta)\), a random variable with cdf (6) will be denoted by \(Z \sim \text{KITL}(\nu, \delta, \vartheta)\). For \(\delta = \vartheta = 1\), the KITL distribution provides ITL distribution provided in [9]. The pdf of KITL is given by
\[
f(z; \zeta) = \frac{2\delta \vartheta \nu z (1 + 2z)^{\nu - 1}}{(1 + z)^{2\nu + 1}} \left( 1 - \left\{ \frac{(1 + 2z)^\nu}{(1 + z)^{2\nu}} \right\}^{\delta} \right)^{\vartheta - 1} \left( 1 - \left[ 1 - \left\{ \frac{(1 + 2z)^\nu}{(1 + z)^{2\nu}} \right\}^{\delta} \right]^{\vartheta} \right)^{\delta - 1}, \quad z > 0. \tag{7}
\]

The KITL density function can exhibit different behavior for different parameters values (Fig. 1).
Figure 1: Density function of the KITL distribution

The hazard rate function of KITL distribution is given as follows

$$h(z; \nu) = \frac{2\delta \nu z (1 + 2z) \nu^{-1}}{(1 + z)^{2\nu+1}} \left[ 1 - \left( \frac{(1 + 2z)^\nu}{(1 + z)^{2\nu}} \right) \right]^{\delta^{-1}} \left( 1 - \left[ 1 - \left( \frac{(1 + 2z)^\nu}{(1 + z)^{2\nu}} \right) \right]^{\delta} \right)^{-1} \quad (8)$$

Plots of the hazard rate function (hrf) of KITL distribution for specific values of parameters are shown in Fig. 2. We conclude that the hrf of KITL distribution has the increasing, decreasing and upside-down shape.

We are motivated to suggest the KITL model according to: (a) Produce new useful form of ITL with three parameters; (b) discuss several statistical properties (c) introduce more flexible model with decreasing, increasing, and upside-down hazard rate shapes; (d) able to model the COVID-19 data, in Saudi Arabia, Italy, Argentina and Angola, than some other distributions. This article is addressed as follows. Section 2 deals with some important properties. Maximum likelihood (ML) and Bayesian estimators of parameters in presence of Type II censored (T2C) samples are given in Sections 3 and 4 respectively. Monte Carlo simulation is provided in Section 5. Analysis to COVID-19 data sets is carried in Section 6, and conclusions are presented in Section 7.
2 Significant Statistical Measures

Here, some significant properties of KITL distribution, specifically, linear representation of the pdf, quantile function, moments, Rényi and ϖ-entropies, mean residual life, stress-strength reliability are derived.

2.1 Useful Formulae

Here, an important mathematical formula of KITL distribution is provided. Consider the binomial theorem

\[
\left( 1 - \left[ 1 - \left\{ \frac{(1+2z)^\upsilon}{(1+z)^{2\upsilon}} \right\} \right] \right)^{\theta - 1} = \sum_{s=0}^{\infty} (-1)^s \binom{\theta - 1}{s} \left[ 1 - \left\{ \frac{(1+2z)^\upsilon}{(1+z)^{2\upsilon}} \right\} \right]^s \delta s, \tag{9}
\]

in the pdf (7), we obtain

\[
f(z; \varsigma) = \sum_{s=0}^{\infty} (-1)^s \binom{\theta - 1}{s} \frac{2\delta \theta vz (1+2z)^{\upsilon s - 1}}{(1+z)^{2\upsilon s+1}} \left[ 1 - \left\{ \frac{(1+2z)^\upsilon}{(1+z)^{2\upsilon}} \right\} \right]^{\delta s + \delta - 1}. \tag{10}
\]

Figure 2: The hrf of the KITL distribution
Again, employ the binomial expansion in (10), then

\[ f(z; \varsigma) = \sum_{s,k=0}^{\infty} \psi_{s,k} 2 \nu (k + 1) z (1 + z)^{-2\nu(k+1)-2} (1 + 2z)^{\nu(k+1)-1} \]

\[ = \sum_{s,k=0}^{\infty} \psi_{s,k} g(z, \nu (k + 1)), \]  

where \( \psi_{s,k} = \frac{(-1)^{s+k} \delta \theta}{(k+1)} \left( \frac{\theta - 1}{s} \right) \left( \frac{\delta s + \delta - 1}{k} \right), \) \( g(z, \nu (k + 1)) \) is the density function of ITL distribution with parameter \( \nu (k + 1). \)

2.2 Quantile Function and Median

The KITL distribution is easily simulated by inverting (6) as follows: If \( U \) has a uniform distribution on (0, 1), then \( Z \) can be obtained from

\[ Q(u) = \frac{-2 \left( (1 - L)^{\frac{1}{\upsilon}} - 1 \right) + \sqrt{4 \left( (1 - L)^{\frac{1}{\upsilon}} - 1 \right)^2 - 4 (1 - L)^{\frac{1}{\upsilon}} \left( (1 - L)^{\frac{1}{\upsilon}} - 1 \right)}}{2 (1 - L)^{\frac{1}{\upsilon}}}, \]  

\[ L = \left( 1 - (1 - u)^{\frac{1}{\upsilon}} \right)^{\frac{1}{\upsilon}}, \]  

and \( Q(u) \) is the quantile function of the KITL distribution. Hence, the median \( z_M \) of the distribution is derived by substituting \( u = 0.5 \) in (12).

2.3 Moments Measures

The \( n \)th moment for KITL distribution about zero is given by using pdf (11) as follows

\[ E(Z^n) = \sum_{s,k=0}^{\infty} 2 \nu (k + 1) \psi_{s,k} \int_0^{\infty} z^{n+1} (1 + z)^{-\nu(k+1)-2} \left( 1 + \frac{z}{1+z} \right)^{\nu(k+1)-1} dz, \]

which gives

\[ E(Z^n) = \sum_{s,k, \ell=0}^{\infty} \Lambda_{s,k,\ell} \text{B} (n + \ell + 2, \nu (k + 1) - n), \]  

where, \( \Lambda_{s,k,\ell} = 2 \nu (k + 1) \binom{\nu (k + 1) - 1}{\ell} \psi_{s,k} \) and \( \text{B}(\cdot, \cdot) \) is the beta function. For, \( n = 1, 2, 3, 4 \) we obtain the first four moments around origin. Tab. 1 gives the basic moments measures for particular values of parameters.
Table 1: Some moments values of the KITL distribution

| $(\nu, \delta, \vartheta)$ | Mean | Variance | Skewness | Kurtosis |
|---------------------------|------|----------|----------|----------|
| (2,1,4)                   | 0.507| 0.163    | 2.298    | 14.249   |
| (3,2,4)                   | 0.726| 0.15     | 1.43     | 7.072    |
| (5,1,1)                   | 0.758| 0.517    | 3.804    | 52.153   |
| (5,2,3)                   | 0.560| 0.08     | 1.268    | 6.103    |
| (2,2,6)                   | 0.827| 0.197    | 1.428    | 7.034    |
| (2,4,6)                   | 1.553| 0.457    | 1.281    | 6.363    |
| (2,0.5,6)                 | 0.127| 0.019    | 2.619    | 15.354   |
| (1,3,5)                   | 3.031| 5.036    | 3.51     | 45.836   |

2.4 Incomplete and Conditional Moments

The $r$th incomplete moment, say $\Xi_r(z)$ of $Z$ is obtained from (11) as follows

$$\Xi_r(Z) = \sum_{s,k=0}^{\infty} 2 \nu (k+1) \psi_{s,k} \int_0^z z^r z (1+z)^{-\nu(k+1)-2} \left(1 + \frac{z}{1+z}\right)^{\nu(k+1)-1} dz$$

$$= \sum_{s,k,\ell=0}^{\infty} \Lambda_{s,k,\ell} B \left( r + \ell + 2, \nu (k+1) - r, \frac{z}{1+z} \right),$$

where $\beta (\cdot, \cdot, \cdot)$ is the incomplete beta function. Setting $r=1$ in (15), we obtain the first incomplete moment as follows

$$\Xi_1(Z) = \sum_{s,k,\ell=0}^{\infty} \Lambda_{s,k,\ell} B \left( \ell + 3, \nu (k+1) - 1, \frac{z}{1+z} \right)$$

The Lorenz and Bonferroni curves are useful applications of the first incomplete moment defined by $Lo(p) = \Xi_1(P)/E(P)$ and $Bo(p) = Lo(p)/F(p)$ respectively. The mean residual life is another application of $\Xi_1(t)$ defined by $m_1(t) = [1-\Xi_1(t)]/S(t) - t$.

2.5 Rényi and $\varpi$-Entropies

Here, we obtain Rényi and $\varpi$-entropies. The Rényi entropy $R(\eta)$ of a random variable $Z$ is defined by

$$R(\eta) = \frac{1}{1-\eta} \log \left[ \int_0^\infty f^\eta (z) dz \right],$$

where, $\eta > 0$ and $\eta \neq 1$. Substituting (7) in (17), then after some mathematical abbreviations of $(f(z;\varsigma))^\eta$, we get that:

$$(f(z;\varsigma))^\eta = \sum_{m,j,\ell=0}^{\infty} A_{m,j,\ell} z^{\eta + \ell} (1+z)^{-\eta v - 2\eta - \nu j - \ell},$$

where, $A_{m,j,\ell} = (-1)^{m+j} \binom{\eta (\vartheta - 1)}{m} \left( \frac{\eta (\delta - 1) + \delta m}{j} \right) \left( \frac{\eta (\nu - 1) + \nu j}{\ell} \right) (2\delta \vartheta \nu)^\eta$. 
Substituting (18) in (17), then we obtain the Rényi entropy of KITL distribution as follows:

\[ R(\eta) = \frac{1}{1-\eta} \log \left[ \sum_{m,j,\ell=0}^{\infty} A_{m,j,\ell} \int_{0}^{\infty} z^{\eta+\ell} (1+z)^{-\eta+2\eta j-\ell} \, dz \right] \]

\[ = (1-\eta)^{-1} \log \left[ \sum_{m,j,\ell=0}^{\infty} A_{m,j,\ell} B(\eta+\ell+1, \eta \nu + \nu j + \eta - 1) \right] \]  

The \( \varpi \)-entropy, say \( R(\varpi) \), is determined by the following relation

\[ R(\varpi) = (\varpi - 1)^{-1} \log \left[ 1 - \int_{0}^{\infty} f^{\varpi}(z) \, dz \right] , \text{ where } \varpi > 0 \text{ and } \varpi \neq 1. \]  

The \( \varpi \)-entropy of the KITL model will be

\[ R(\varpi) = (\varpi - 1)^{-1} \log \left[ 1 - \sum_{m,j,\ell=0}^{\infty} A_{m,j,\ell} B(\varpi + \ell + 1, \varpi \nu + \nu j + \varpi - 1) \right] . \]  

2.6 Stress-Strength Reliability

The stress-strength reliability (SSR) is defined as the probability that the system is strong frequently to beat the stress applied on it. Consider that \( X_1 \) and \( X_2 \) are independent stress and strength random variables following the KITL \( (\nu, \delta_1, \vartheta_1) \) and KITL \( (\nu, \delta_2, \vartheta_2) \) distributions, respectively. Then, the SSR of the KITL distribution is defined by

\[ R = P(X_2 < X_1) = \int_{0}^{\infty} f_1(x; \nu, \delta_1, \vartheta_1) F_2(x; \nu, \delta_2, \vartheta_2) \, dx. \]  

Using (6) and (7) in (22), then we get

\[ R = 1 - \int_{0}^{\infty} 2\delta_1 \vartheta_1 \nu x^2 (1+2x)^{\nu-1} \left( 1 - \left[ \left( \frac{1+2x}{1+x} \right)^{\nu} \right]^{\delta_1-1} \left( 1 - \left[ \left( \frac{(1+2x)^{\nu}}{(1+x)^{2\nu}} \right) \right]^{\delta_2} \right) dx. \]

Using the binomial expansion in last equation and after simplification we have

\[ R = 1 - \sum_{m,k,\ell,\nu=0}^{\infty} \gamma_{m,k,\ell,\nu} \, B(j+2, \nu \ell + \nu), \]

\[ \gamma_{m,k,\ell,\nu} = (-1)^{m+k+\ell} 2\delta_1 \vartheta_1 \nu \left( \frac{\delta_1 m + \delta_2 k + \delta_1 - 1}{\ell} \right) \left( \nu \ell + \nu - 1 \right) \binom{\nu - 1}{m} \binom{\vartheta_2}{k} \]
3 Maximum Likelihood Estimation

Here, the ML estimators of the model parameters are determined via T2C scheme. Let $z_{1:n}, z_{2:n}, \ldots, z_{r:n}$ be a T2C sample of size $r$ from a life test of $n$ items whose lifetimes have the KITL distribution with parameters $\delta, \vartheta$ and $\upsilon$. Regarding T2C, the test is stopped at specified number of failure $r$ before all $n$ items have failed. Then, the log-likelihood function based on censored observed sample is given by

$$
\ln L(z) \propto r \left[ \ln(\delta) + \ln(\vartheta) + \ln(\upsilon) \right] + \vartheta (n-r) \ln \left(1 - \left[1 - (h_{r:n})^\upsilon\right]^{\delta}\right) + (\upsilon-1) \sum_{j=1}^{r} \ln \left(1 + 2z_{j:n}\right)
$$

$$
- (2\upsilon + 1) \sum_{j=1}^{r} \ln (1 + z_{j:n}) + (\delta - 1) \sum_{j=1}^{r} \ln \left[1 - \left(1 - (h_{r:n})^\upsilon\right)^{\delta}\right] + (\vartheta - 1) \sum_{j=1}^{r} \ln \left(1 - \left[1 - (h_{r:n})^\upsilon\right]^{\delta}\right),
$$

(25)

$h_{j:n} = \left(1 + 2z_{j:n}\right)/\left(1 + z_{j:n}\right)^{2}$. The partial derivatives of $\ln L(z)$, denoted by $\ln \ell$, with respect to the model parameters $\delta, \vartheta$, and $\upsilon$ are

$$
\frac{\partial \ln \ell}{\partial \delta} = \frac{\delta}{\delta} - \frac{(n-r) \ln \left[1 - (h_{r:n})^\upsilon\right]}{\left[1 - (h_{r:n})^\upsilon\right]^{\delta} - 1} + \sum_{j=1}^{r} \ln \left[1 - \left(1 - (h_{r:n})^\upsilon\right)^{\delta}\right] - \sum_{j=1}^{r} \frac{(\vartheta - 1) \ln \left[1 - \left(1 - (h_{r:n})^\upsilon\right)^{\delta}\right]}{\left[1 - (h_{r:n})^\upsilon\right]^{\delta} - 1},
$$

(26)

$$
\frac{\partial \ln \ell}{\partial \vartheta} = \frac{n - r}{\delta} \ln \left[1 - (h_{r:n})^\upsilon\right] + \sum_{j=1}^{r} \ln \left[1 - \left(1 - (h_{r:n})^\upsilon\right)^{\delta}\right],
$$

(27)

$$
\frac{\partial \ln \ell}{\partial \upsilon} = \frac{r}{\upsilon} \ln \left[1 - (h_{r:n})^\upsilon\right] + \sum_{j=1}^{r} \ln \left[1 - \left(1 - (h_{r:n})^\upsilon\right)^{\delta}\right] - \sum_{j=1}^{r} \frac{(\vartheta - 1) \ln \left[1 - \left(1 - (h_{r:n})^\upsilon\right)^{\delta}\right]}{1 - \left[1 - (h_{r:n})^\upsilon\right]^{\delta}}.
$$

(28)

The ML estimators of parameters are determined by solving the non-linear Eqs. (26)–(28).

4 Bayesian Estimation

Here, we discuss the Bayesian estimation of the parameters of the KITL distribution. The Bayesian estimator is considered under squared error (SE) loss function which can be defined as;

$$
L(\hat{\delta}, \delta) = (\hat{\delta} - \delta)^2, \quad L(\hat{\vartheta}, \vartheta) = (\hat{\vartheta} - \vartheta)^2, \quad L(\hat{\upsilon}, \upsilon) = (\hat{\upsilon} - \upsilon)^2,
$$

(29)

and linear exponential (LINEX) loss function which can be expressed as

$$
L(\hat{\delta}, \delta) = e^{h(\hat{\delta} - \delta)} - h(\hat{\delta} - \delta) - 1, \quad L(\hat{\vartheta}, \vartheta) = e^{h(\hat{\vartheta} - \vartheta)} - h(\hat{\vartheta} - \vartheta) - 1,
$$

$$
L(\hat{\upsilon}, \upsilon) = e^{h(\hat{\upsilon} - \upsilon)} - h(\hat{\upsilon} - \upsilon) - 1; \quad h \neq 0,
$$

(30)
\[ \tilde{\delta} = \frac{-1}{h} E(e^{-h\delta}), \quad \tilde{\vartheta} = \frac{-1}{h} E(e^{-h\vartheta}), \quad \tilde{\upsilon} = \frac{-1}{h} E(e^{-h\upsilon}), \]

where \( h \) reflects the direction and degree of asymmetry.

Assuming that the prior distribution of \( \delta, \vartheta, \upsilon \) denoted by \( \pi (\delta), \pi (\vartheta), \pi (\upsilon) \) have an independent gamma prior distribution. The joint gamma prior density of \( \delta, \vartheta, \upsilon \) can be written as

\[ \pi (\delta, \vartheta, \upsilon) \propto \delta^{a_1-1} e^{-b_1 \delta} \vartheta^{a_2-1} e^{-b_2 \vartheta} \upsilon^{a_3-1} e^{-b_3 \upsilon}; \quad a_1, b_1, a_2, b_2, a_3, b_3 > 0. \] (31)

Based on the following likelihood function of the KITL distribution

\[ L(z) \propto \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{(n-r)} (\delta \vartheta \upsilon)^{\delta \vartheta \upsilon} \prod_{j=1}^{r} \left( \frac{z_{jn} \left( 1 + 2z_{jn} \right)^{1/2}}{\left( 1 + z_{jn} \right)^{1/2}} \right)^{v-1} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1} \frac{\left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1}}{\left( 1 - \left( h_{jn} \right)^{-\upsilon} \right)^{\delta - 1}}, \] (32)

and the joint prior density (31), the joint posterior of the KITL distribution with parameters \( \delta, \vartheta \) and \( \upsilon \) is

\[ \pi (\delta, \vartheta, \upsilon | z) \propto \pi (\delta, \vartheta, \upsilon) L(z | \delta, \vartheta, \upsilon). \] (33)

Then the joint posterior can be written as

\[ \pi (\delta | z, \vartheta, \upsilon) \propto \delta^{a_1-1} e^{-b_1 \delta} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{(n-r)} \prod_{j=1}^{r} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1}, \] (35)

\[ \pi (\vartheta | z, \delta, \upsilon) \propto \vartheta^{a_2-1} e^{-b_2 \vartheta} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{(n-r)} \prod_{j=1}^{r} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1}, \] (36)

and

\[ \pi (\upsilon | z, \delta, \vartheta) \propto \upsilon^{a_3+r-1} e^{-b_3 \upsilon} \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{(n-r)} \prod_{j=1}^{r} \left( 1 + 2z_{jn} \right)^{1/2} \frac{\left( 1 - \left( h_{jn} \right)^{-\upsilon} \right) \left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1}}{\left( 1 - \left[ 1 - (h_{jn})^{-\upsilon} \right]^{\delta} \right)^{-1}}. \] (37)
The Bayesian estimates based on SE and LINEX loss functions are obtained in simulation section. For more information, please see as an example [11–13].

5 Simulation Study

A simulation study for KITL model is conducted for samples of sizes $n = 20$, 50, 100 and the parameters are estimated under complete and T2C samples. The number of failure items; $r$, is selected for two levels of censoring (LC), as 70% and 90%. 10000 iterations are made to compute the ML estimate (MLE), bias and mean square error (MSE). The observed outcomes are listed in Tabs. 2–4.

Table 2: Bias and MSE of the MLE and Bayesian estimate for KITL model for complete sample

| $\delta$ | $\vartheta$ | $\upsilon$ | n  | MLE Bias | MLE MSE | SE Bias | SE MSE | LINEX (1.5) Bias | LINEX (1.5) MSE | LINEX (−1.5) Bias | LINEX (−1.5) MSE |
|----------|-------------|-------------|----|-----------|---------|---------|---------|-----------------|-----------------|-----------------|-----------------|
| 0.7      | 0.6         | 0.8         | 20 | 0.1057    | 0.1249  | 0.0292  | 0.0079  | 0.0095          | 0.0096          | 0.0550          | 0.0113          |
|          |             |             | 50 | 0.0353    | 0.0309  | 0.0260  | 0.0071  | 0.0089          | 0.0067          | 0.0441          | 0.0101          |
|          |             |             | 100| 0.0097    | 0.0131  | 0.0154  | 0.0059  | 0.0040          | 0.0053          | 0.0272          | 0.0068          |
| 0.7      | 0.6         | 1.5         | 20 | 0.1259    | 0.1180  | 0.0831  | 0.0347  | 0.0348          | 0.0226          | 0.1382          | 0.0572          |
|          |             |             | 50 | 0.0492    | 0.0312  | 0.0522  | 0.0199  | 0.0256          | 0.0156          | 0.0807          | 0.0266          |
|          |             |             | 100| 0.0222    | 0.0144  | 0.0274  | 0.0116  | 0.0123          | 0.0102          | 0.0432          | 0.0137          |
| 2.0      | 0.6         | 1.5         | 20 | 0.3617    | 0.8921  | 0.0437  | 0.0232  | 0.0515          | 0.0135          | 0.1518          | 0.0403          |
|          |             |             | 50 | 0.1859    | 0.4198  | 0.0440  | 0.0184  | 0.0377          | 0.0155          | 0.1361          | 0.0389          |
|          |             |             | 100| 0.0482    | 0.1301  | 0.0395  | 0.0222  | 0.0286          | 0.0190          | 0.1153          | 0.0376          |
| 2.0      | 1.6         | 1.5         | 20 | 0.6651    | 1.9106  | 0.0495  | 0.0228  | 0.0389          | 0.0195          | 0.1496          | 0.0401          |
|          |             |             | 50 | 0.1625    | 0.2665  | 0.0381  | 0.0208  | 0.0323          | 0.0179          | 0.1164          | 0.0368          |
### Table 3: Bias and MSE of the MLE and Bayes estimate for KITL model under T2C at LC = 70%

| LC = 70% | MLE | SE | LINEX 1.5 | LINEX −1.5 |
|----------|-----|----|-----------|------------|
| δ | θ | υ | r | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE |
| 0.7 0.6 0.8 14 | δ | 0.1810 | 0.2375 | 0.0835 | 0.0369 | 0.0319 | 0.0234 | 0.1431 | 0.0623 |
| | θ | 0.1439 | 0.1645 | 0.0892 | 0.0619 | 0.0241 | 0.0363 | 0.1672 | 0.1115 |
| | υ | 0.1675 | 0.2838 | 0.1989 | 0.1787 | 0.0562 | 0.0811 | 0.3691 | 0.3648 |
| 35 | δ | 0.0578 | 0.0447 | 0.0507 | 0.0215 | 0.0206 | 0.0165 | 0.0833 | 0.0294 |
| | θ | 0.0952 | 0.1041 | 0.0760 | 0.0546 | 0.0201 | 0.0339 | 0.1421 | 0.0912 |
| | υ | 0.0893 | 0.1741 | 0.1680 | 0.1576 | 0.0456 | 0.0790 | 0.3144 | 0.3087 |
| 70 | δ | 0.0286 | 0.0168 | 0.0306 | 0.0122 | 0.0132 | 0.0105 | 0.0489 | 0.0149 |
| | θ | 0.0435 | 0.0316 | 0.0734 | 0.0518 | 0.0181 | 0.0316 | 0.1344 | 0.0894 |
| | υ | 0.0264 | 0.0595 | 0.1559 | 0.1422 | 0.0428 | 0.0761 | 0.2918 | 0.2668 |
| 0.7 0.6 1.5 14 | δ | 0.1764 | 0.2303 | 0.0851 | 0.0358 | 0.0347 | 0.0228 | 0.1421 | 0.0593 |
| | θ | 0.1929 | 0.2344 | 0.0888 | 0.0453 | 0.0325 | 0.0271 | 0.1554 | 0.0796 |
| | υ | 0.0643 | 0.3551 | 0.1423 | 0.1111 | −0.0935 | 0.0608 | 0.4621 | 0.4064 |
| 35 | δ | 0.0524 | 0.0380 | 0.0508 | 0.0200 | 0.0220 | 0.0154 | 0.0822 | 0.0274 |
| | θ | 0.1274 | 0.1061 | 0.0715 | 0.0361 | 0.0257 | 0.0226 | 0.1262 | 0.0612 |
| | υ | −0.0014 | 0.3023 | 0.1492 | 0.1016 | −0.0796 | 0.0601 | 0.4611 | 0.3616 |
| 70 | δ | 0.0278 | 0.0164 | 0.0330 | 0.0126 | 0.0159 | 0.0108 | 0.0509 | 0.0153 |
| | θ | 0.0610 | 0.0416 | 0.0680 | 0.0299 | 0.0264 | 0.0188 | 0.1176 | 0.0517 |
| | υ | −0.0075 | 0.1233 | 0.1297 | 0.0913 | −0.0689 | 0.0574 | 0.4296 | 0.3411 |
| 2.0 0.6 1.5 14 | δ | 0.4853 | 1.2048 | 0.0473 | 0.0124 | −0.0506 | 0.0111 | 0.1582 | 0.0385 |
| | θ | 0.3348 | 0.5642 | 0.0930 | 0.0552 | 0.0299 | 0.0326 | 0.1673 | 0.0982 |
| | υ | 0.0911 | 0.5357 | 0.1068 | 0.0971 | −0.0769 | 0.0600 | 0.3687 | 0.3230 |
| 35 | δ | 0.2418 | 0.4747 | 0.0444 | 0.0118 | −0.0412 | 0.0105 | 0.1406 | 0.0366 |
| | θ | 0.1924 | 0.3096 | 0.0929 | 0.0533 | 0.0361 | 0.0323 | 0.1589 | 0.0892 |
| | υ | 0.1151 | 0.4940 | 0.0969 | 0.0961 | −0.0683 | 0.0596 | 0.3249 | 0.2777 |
| 70 | δ | 0.0866 | 0.1883 | 0.0382 | 0.0102 | −0.0330 | 0.0090 | 0.1174 | 0.0311 |
| | θ | 0.1587 | 0.1902 | 0.0688 | 0.0392 | 0.0204 | 0.0246 | 0.1246 | 0.0654 |
| | υ | −0.0120 | 0.2408 | 0.1056 | 0.0896 | −0.0493 | 0.0544 | 0.3207 | 0.2555 |
| 2.0 1.6 1.5 14 | δ | 0.5410 | 1.3729 | 0.0422 | 0.0149 | −0.0476 | 0.0133 | 0.1434 | 0.0372 |
| | θ | 0.2011 | 1.1437 | 0.0479 | 0.0259 | −0.0979 | 0.0265 | 0.2320 | 0.0977 |
| | υ | 0.4969 | 1.2216 | 0.0926 | 0.0575 | −0.0369 | 0.0364 | 0.2555 | 0.1444 |
| 35 | δ | 0.2841 | 0.4206 | 0.0487 | 0.0129 | −0.0278 | 0.0125 | 0.1342 | 0.0359 |
| | θ | −0.0713 | 0.3989 | 0.0405 | 0.0228 | −0.0993 | 0.0258 | 0.2161 | 0.0935 |
| | υ | 0.4033 | 0.7683 | 0.0871 | 0.0400 | −0.0178 | 0.0251 | 0.2166 | 0.0975 |
| 70 | δ | 0.1194 | 0.2157 | 0.0367 | 0.0224 | −0.0233 | 0.0191 | 0.1022 | 0.0349 |
| | θ | 0.1170 | 0.5348 | 0.0365 | 0.0316 | −0.0984 | 0.0313 | 0.2048 | 0.0926 |
| | υ | 0.2005 | 0.5432 | 0.0765 | 0.0296 | −0.0131 | 0.0196 | 0.1859 | 0.0691 |

From the above tables, we conclude the following:

i. As the sample size \( n \) increases, the bias decreases.

ii. As the sample size \( n \) increases, the MSE decreases.

iii. As the value of \( \upsilon \) increases, the bias and MSE increase.

iv. As the value of \( \delta \) increases, the bias and MSE increase.

v. As the value of \( \vartheta \) increases, the bias and MSE increases.

vi. As the level of censoring increases, the bias and MSE decrease.
Table 4: Bias and MSE of the MLE and Bayes estimate for KITL model under T2C at LC = 90%

| LC  | MLE   |              | SE   |              | LINEX 1.5 |              | LINEX −1.5 |              |
|-----|-------|--------------|------|--------------|-----------|--------------|-------------|--------------|
|     | Bias  | MSE          | Bias | MSE          | Bias      | MSE          | Bias        | MSE          |
| 0.7 | 0.6   | 0.8 18 δ    |      |              | 0.0728    | 0.0322       | 0.0252      | 0.0213       |
|     | 0.6   | 0.1249      | 0.1486 | 0.0302      | 0.0330    | 0.0412       | 0.1267      | 0.0524       |
|     | 0.1389 | 0.2865      | 0.1703 | 0.1601       | 0.0380    | 0.0814       | 0.3308      | 0.3193       |
|     | 0.0493 | 0.0357      | 0.0510 | 0.0205       | 0.0231    | 0.0160       | 0.0811      | 0.0276       |
|     | 0.0913 | 0.0958      | 0.0818 | 0.0739       | 0.0233    | 0.0454       | 0.1499      | 0.1204       |
|     | 0.0616 | 0.1462      | 0.1669 | 0.1703       | 0.0469    | 0.0898       | 0.3114      | 0.3174       |
| 45  | δ     | 0.0204      | 0.0129 | 0.0230       | 0.0070    | 0.0088       | 0.0397      | 0.0120       |
|     | ϑ     | 0.0269      | 0.0231 | 0.0502       | 0.0037    | 0.0337       | 0.1042      | 0.0739       |
|     | υ     | 0.0317      | 0.0485 | 0.1755       | 0.0638    | 0.0784       | 0.3091      | 0.2868       |
|     | ϕ     | 0.1142      | 0.1250 | 0.0714       | 0.0242    | 0.0217       | 0.1247      | 0.0518       |
|     | ϑ     | 0.1703      | 0.1849 | 0.0888       | 0.0331    | 0.0260       | 0.1556      | 0.0818       |
|     | υ     | 0.0196      | 0.3397 | 0.1340       | −0.0925   | 0.0663       | 0.4414      | 0.3835       |
|     | ϕ     | 0.0369      | 0.0297 | 0.0425       | 0.0161    | 0.0143       | 0.0709      | 0.0236       |
|     | ϑ     | 0.1340      | 0.1316 | 0.0660       | 0.0214    | 0.0170       | 0.1199      | 0.0501       |
|     | υ     | −0.0204     | 0.3106 | 0.1240       | −0.0926   | 0.0646       | 0.4178      | 0.3485       |
| 90  | δ     | 0.0187      | 0.0120 | 0.0234       | 0.0080    | 0.0089       | 0.0395      | 0.0119       |
|     | ϑ     | 0.0634      | 0.0359 | 0.0557       | 0.0189    | 0.0168       | 0.0982      | 0.0450       |
|     | υ     | −0.0479     | 0.0870 | 0.1304       | −0.0741   | 0.0609       | 0.4054      | 0.3062       |
| 2.0 | 0.6   | 1.5 18 δ    |      |              | 0.0412    | 0.0137       | −0.0554     | 0.0131       |
|     | 0.3207 | 0.5175      | 0.1006 | 0.0554       | 0.0391    | 0.0319       | 0.1728      | 0.0974       |
|     | 0.0631 | 0.5414      | 0.0915 | 0.0880       | −0.0842   | 0.0588       | 0.3347      | 0.2638       |
|     | 0.1902 | 0.4160      | 0.0386 | 0.0127       | −0.0438   | 0.0125       | 0.1306      | 0.0362       |
|     | 0.2253 | 0.3705      | 0.0789 | 0.0412       | 0.0279    | 0.0253       | 0.1381      | 0.0693       |
|     | 0.0697 | 0.4967      | 0.0906 | 0.0794       | −0.0683   | 0.0569       | 0.3249      | 0.2576       |
| 45  | δ     | 0.0621      | 0.1382 | 0.0346       | −0.0230   | 0.0116       | 0.1216      | 0.0356       |
|     | ϑ     | 0.1926      | 0.1943 | 0.0748       | 0.0269    | 0.0251       | 0.1267      | 0.0658       |
|     | υ     | −0.0872     | 0.2181 | 0.0861       | −0.0607   | 0.0550       | 0.2845      | 0.2151       |
| 2.0 | 1.6   | 1.5 18 δ    |      |              | 0.0377    | 0.0150       | −0.0513     | 0.0140       |
|     | 0.2539 | 1.3779      | 0.0484 | 0.0267       | −0.0946   | 0.0264       | 0.2288      | 0.0967       |
|     | 0.5553 | 1.7396      | 0.0912 | 0.0504       | −0.0326   | 0.0324       | 0.2476      | 0.1289       |
|     | 0.1938 | 0.3071      | 0.0403 | 0.0198       | −0.0321   | 0.0168       | 0.1208      | 0.0364       |
|     | 0.2905 | 0.0295      | 0.0253 | −0.1039      | 0.0291    | 0.1974       | 0.0826      | 0.0828       |
| 45  | δ     | 0.2459      | 0.4593 | 0.0852       | −0.0143   | 0.0232       | 0.2093      | 0.0882       |
|     | ϑ     | 0.2459      | 0.4593 | 0.0852       | −0.0143   | 0.0232       | 0.2093      | 0.0882       |
|     | υ     | 0.1914      | 0.2442 | 0.0410       | −0.0148   | 0.0185       | 0.1017      | 0.0342       |
|     | ϕ     | 0.0118      | 0.2615 | 0.0397       | −0.0902   | 0.0279       | 0.2012      | 0.0848       |
|     | ϑ     | 0.1376      | 0.3895 | 0.0710       | −0.0164   | 0.0178       | 0.1798      | 0.0673       |

6 Analysis to COVID-19 Data

In this section, the KITL distribution is fitted to more famous fields of survival times of COVID-19 data with different country including Saudi Arabia, Italy, Argentina, Angola as well as March precipitation data. The data are available at [https://covid19.who.int/](https://covid19.who.int/). Reference [14] used this link to find data of COVID-19 for Egypt. Reference [15] used a deep neural network approach to train networks for estimating the optimal parameters of an SIR model endemicity of
COVID-19 in Spain. The KITL model is compared with other some competitive models as, ITL, inverse Weibull (IW), inverse Lomax (IL), inverse Kumaraswamy (IK) and Topp Leone inverted Kumaraswamy (TLIK) distributions (see [16]).

Tabs. 5–9 provide values of Cramér–von Mises ($W^*$), Anderson–Darling ($A^*$) and Kolmogorov–Smirnov (KS) statistics for all models fitted based on five real data sets. In addition, these tables contain the MLEs and standard errors (SEs) (appear in parentheses) of the parameters for the considered models. We compare the fits of the KITL model with the ITL, IW, IL, IK and TLIK models (see Tabs. 5–9). The fitted KITL, pdf and cdf of the five data sets are displayed in Figs. 3–7, respectively. These figures indicate that the KITL distribution gets the lowest values of $W^*$, $A^*$, KS among all fitted models.

6.1 Argentina Data

The following COVID-19 data represent the daily new deaths which belong to Argentina in 65 days recorded from 1 June to 4 August 2020: 20, 11, 19, 10, 18, 27, 27, 14, 14, 28, 19, 24, 31, 30, 17, 23, 20, 24, 43, 25, 25, 13, 24, 33, 36, 39, 43, 25, 25, 28, 38, 27, 53, 40, 50, 37, 33, 79, 52, 53, 42, 38, 31, 41, 67, 61, 85, 61, 71, 42, 35, 145, 80, 111, 105, 125, 66, 43, 126, 118, 111, 155, 77, 69, and 55.

Tab. 5 gives the MLEs, SEs and the statistics measures for all models. Tab. 5 shows that the KITL model gives the smallest values for the K-S, $W^*$, $A^*$ statistics among all fitted models.

Table 5: MLE and statistical measures for COVID-19 data in Argentina

| Models | $\delta$ | $\vartheta$ | $\upsilon$ | KS  | $W^*$ | $A^*$ |
|--------|---------|-------------|-----------|-----|-------|-------|
| KIT    | 20.5801 | 5.4540      | 0.7776    | 0.0720 | 0.0273 | 0.2147 |
|        | 17.5944 | 7.3773      | 0.4666    |       |       |       |
| IW     | 1.525737| 164.6467    | 0.0906    | 0.0906 | 0.0420 | 0.3669 |
|        | 0.118713| 61.8164     | 0.6556    |       |       |       |
| IL     | 40.7961 | 0.7892      | 0.1941    | 0.1941 | 0.0363 | 0.3145 |
|        | 33.3320 | 0.6556      |           |       |       |       |
| IK     | 1.4612  | 139.3747    | 0.0964    | 0.0964 | 0.0339 | 0.3032 |
|        | 0.1065  | 47.6837     |           |       |       |       |
| TLIK   | 0.6682  | 187.1664    | 2.3385    | 0.0855 | 0.0447 | 0.3874 |
|        | 8.3490  | 91.9325     | 29.1325   |       |       |       |

Furthermore, we plot the histogram, estimated pdf plots for all models for data of Argentina in Fig. 3.

6.2 Saudi Arabia Data

The following COVID-19 data belong to Saudi Arabia in 109 days recorded from 17 April to 4 August 2020 (data of daily new cases): 762, 1088, 1122, 1132, 1141, 1147, 1158, 1172, 1197, 1223, 1258, 1266, 1289, 1325, 1344, 1351, 1357, 1362, 1552, 1573, 1581, 1595, 1618, 1629, 1644, 1645, 1686, 1687, 1701, 1704, 1759, 1793, 1815, 1869, 1877, 1881, 1897, 1905, 1911, 1912, 1931, 1966, 1968, 1975, 1993, 2039, 2171, 2201, 2235, 2238, 2307, 2331, 2378, 2399, 2429, 2442, 2476, 2504, 2509, 2532, 2565, 2591, 2593, 2613, 2642, 2671, 2691, 2692, 2736, 2764, 2779, 2840, 2852, 2994, 3036, 3045, 3121, 3123, 3139, 3159, 3183, 3288, 3366, 3369, 3372, 3379, 3383, 3392, 3393,
3402, 3580, 3717, 3733, 3921, 3927, 3938, 3941, 3943, 3989, 4128, 4193, 4207, 4233, 4267, 4301, 4387, 4507, 4757, 4919.

Tab. 6 gives the MLEs, SEs and the statistics measures for all models for Saudi Arabia data. We conclude that the KITL is an adequate model for these data compared to other models.

**Table 6:** MLE and statistical measures for COVID-19 data in Saudi Arabia country

| Models | $\delta$     | $\vartheta$ | $\upsilon$ | KS W* | A*     |
|--------|--------------|-------------|------------|-------|--------|
| ITL    | 0.1418       | 0.5815      | 0.122      | 0.867 |
|        | 0.0136       |             |            |       |
| KIT    | 190.4247     | 155.8897    | 0.5046     | 0.0735| 0.097  |
|        | 159.5578     | 247.7791    | 0.1564     |       |
| IW     | 0.722081     | 220.0379    | 0.3787     | 0.144 | 1.007  |
|        | 0.031731     | 50.28962    |           |       |
| IL     | 130.8241     | 16.1774     |            | 0.3559| 0.162  |
|        | 162.2328     | 20.1525     |            |       |
| IK     | 0.7304       | 234.8483    | 0.3775     | 0.144 | 1.011  |
|        | 0.0322       | 54.5390     |           |       |
| TLIK   | 0.6131       | 1198.065    | 1.5354     | 0.3347| 0.158  |
|        | 0.3507       | 309.7877    | 0.8783     |       |

Furthermore, the histogram and estimated cdf plots for all models for data of Saudi Arabia are plotted in Fig. 4.

### 6.3 Italy Data

The considered COVID-19 data belong to Italy of 111 days that are recorded from 1 April to 20 July 2020. This data formed of daily new deaths divided by daily new cases. The data are as follows: 0.2070, 0.1520, 0.1628, 0.1666, 0.1417, 0.1221, 0.1767, 0.1987, 0.1408, 0.1456, 0.1443, 0.1319, 0.1053, 0.1789, 0.2032, 0.2167, 0.1387, 0.1646, 0.1375, 0.1421, 0.2012, 0.1957, 0.1297, 0.1754, 0.1390, 0.1761, 0.1119, 0.1915, 0.1827, 0.1548, 0.1522, 0.1369, 0.2495, 0.1253, 0.1597, 0.2195, 0.2555, 0.1956, 0.1831, 0.1791, 0.2057, 0.2406, 0.1227, 0.2196, 0.2641, 0.3067, 0.1749, 0.2148, 0.2195, 0.1993, 0.2421, 0.2430, 0.1994, 0.1779, 0.0942, 0.3067, 0.1965, 0.2003, 0.1180, 0.1686, 0.2668, 0.2113, 0.3371, 0.1730, 0.2212, 0.4972, 0.1641, 0.2667, 0.2690, 0.2321, 0.2792, 0.3515, 0.1398, 0.3436, 0.2254, 0.1302, 0.0864, 0.1619, 0.1311, 0.1994, 0.3176, 0.1856, 0.1071, 0.1041, 0.1593, 0.0537, 0.1149, 0.1176, 0.0457, 0.1264, 0.0476, 0.1620, 0.1154, 0.1493, 0.0673, 0.0894, 0.0365, 0.0385, 0.2190, 0.0777, 0.0561, 0.0435, 0.0372, 0.0385, 0.0769, 0.1491, 0.0802, 0.0870, 0.0476, 0.0562, 0.0138.

Tab. 7 provides the MLEs, SEs and the statistics measures for all models for Italy data. We conclude that the KITL is an adequate model for these data compared to other models.

Also, the histogram and estimated cdf plots for all models for data of Italy country are plotted in Fig. 5.
Table 7: MLE and statistical measures for COVID-19 data in Italy country

| Country | δ   | ϑ   | ν   | KS  | W*   | A*   |
|---------|-----|-----|-----|-----|------|------|
| ITL     | 1.3430 | 20.4473 | 43.6078 | 0.1560 | 1.079 | 1.079 |
| KIT     | 43.6078 | 0.179 | 1.079 | 0.1560 | 1.079 | 1.079 |
| IW      | 1.3507 | 0.0483 | 0.1995 | 1.324  | 7.127 | 7.127 |
| IL      | 17.7970 | 0.0069 | 0.2922 | 0.986  | 5.442 | 5.442 |
| IK      | 14.6443 | 4.8909 | 0.0715 | 0.135  | 0.831 | 0.831 |
| TLIK    | 30.0526 | 1.3699 | 0.0818 | 0.0115 | 0.870 | 0.870 |

Table 8: MLE and statistical measures for COVID-19 data in Angola

| Country | δ   | ϑ   | ν   | KS  | W*   | A*   |
|---------|-----|-----|-----|-----|------|------|
| ITL     | 0.3683 | 0.4763 | 0.1179 | 0.7466 | 0.0709 | 0.7466 |
| KITL    | 8.1278 | 59.2157 | 0.3181 | 0.1373 | 0.0745 | 0.4604 |
| IW      | 1.2946 | 48.5089 | 0.1879 | 0.2063 | 1.3152 | 1.3152 |
| IL      | 20.3526 | 1.1276 | 0.2537 | 0.1481 | 0.9441 | 0.9441 |
| IK      | 1.4000 | 71.6972 | 0.1798 | 0.1886 | 1.2027 | 1.2027 |
| TLIK    | 1.7875 | 79.2851 | 0.7828 | 0.1820 | 1.0897 | 1.0897 |

Table 9: MLE and statistical measures for March precipitation data

| Country | δ   | ϑ   | ν   | KS  | W*   | A*   |
|---------|-----|-----|-----|-----|------|------|
| ITL     | 2.1281 | 0.2268 | 0.0327 | 0.2088 | 0.3885 | 0.2088 |
| KIT     | 2.0695 | 22.6336 | 0.4720 | 0.0683 | 0.0186 | 0.1264 |
| IW      | 1.5496 | 54.9394 | 0.7279 | 0.1523 | 0.1261 | 0.7722 |
| IL      | 30.3138 | 0.0381 | 0.2268 | 0.0327 | 0.2088 | 0.2088 |
| IK      | 2.9879 | 8.5955 | 0.1143 | 0.0562 | 0.3506 | 0.3506 |
| TLIK    | 1.9583 | 3.9593 | 1.4187 | 0.1098 | 0.0515 | 0.3227 |
6.4 Angola Data

The considered COVID19 data represent the daily new cases which are belonging to Angola of 27 days recorded from 8 July to 3 August 2020. The data are as follows: 33, 10, 62, 4, 21, 23, 19, 16, 35, 31, 31, 49, 18, 44, 30, 33, 39, 29, 36, 16, 18, 50, 78, 31, 39, 16, 116.

Tab. 8 presents the MLEs, SEs and the statistics measures for all models for Angola data. We conclude that the KITL is an adequate model for these data compared to other models.

![Graphs showing the histogram and estimated cdf for all models of COVID-19 in Argentina country](image)

Figure 3: The histogram and estimated cdf for all models of COVID-19 in Argentina country
Figure 4: The histogram and estimated cdf for all models of COVID-19 in Saudi Arabia country
Figure 5: The histogram and estimated cdf for all models of COVID-19 in Italy
Fig. 6 gives the histogram and estimated cdf plots for all models for data of Angola country.

![Figure 6: The histogram and estimated cdf for all models of COVID-19 in Angola](image)

6.5 March Precipitation Data in Minneapolis/St Paul

Reference [17] reported data that contain 30 observations of the March precipitation (in inches) in Minneapolis/St Paul. The observed values are: 0.77, 1.74, 0.81, 1.20, 1.95, 1.20, 0.47,
1.43, 3.37, 2.20, 3.00, 3.09, 1.51, 2.10, 0.52, 1.62, 1.31, 0.32, 0.59, 0.81, 2.81, 1.87, 1.18, 1.35, 4.75, 2.48, 0.96, 1.89, 0.90, 2.05.

Tab. 9 presents the MLEs, SEs and the statistics measures for all models for March precipitation data. We conclude that the KITL is an adequate model for these data compared to other models. Fig. 7 gives the histogram and estimated cdf plots for all models for data of March precipitation.

**Figure 7:** CDF and PDF for different distribution for March precipitation data
7 Conclusions

This article formulates a generalization of inverted Topp–Leone distribution, named as Kumaraswamy inverted Topp–Leone distribution. Some statistical properties of the KITL distribution are provided. Bayesian and ML methods of estimation are considered. The Bayesian estimator is deduced under LINEX and SE loss functions. Monte Carlo simulation study is designed to assess the performance of estimates. Generally, we conclude that the Bayesian estimates are preferable than the corresponding other estimates in approximately most of the situations. Five real data of COVID-19 obtained from Saudi Arabia, Italy, Argentina, and Angola as well as March precipitation data are considered and they showed that KITL distribution is an adequate model for these data compared with other competitive distributions.
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