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Abstract

This paper proposes a set of minimal conditions which should be fulfilled by any multi-criteria additive procedure set out to work under imprecision. The proposed conditions are defined in terms of binary preference relations, which are inferred from interval-valued alternatives, and are shown to be useful for evaluating the interval-based reasoning procedures of imprecise multi-criteria methods. In particular, well-known distance-based methods like TOPSIS and VIKOR are examined in their interval extensions, together with the interval-valued method of WOD, finding that only VIKOR fails to pass the complete test.
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1 Introduction

Decision modeling is a fundamental field for explaining and solving real world problems, where uncertainty and imprecision emerge as key aspects for properly representing the knowledge contained in common observations and measurements. Addressing imprecision, a set of values, equipped with a lower and an upper bound, is considered to represent the suitability of alternatives according to a given set of criteria, instead of an exact or unique value (see e.g. [5, 6, 9]). Accordingly, the objective here is to reflect on how preferences are actually being inferred by multi-criteria procedures under imprecision.

Examining preference estimation in multi-criteria decision modeling (MCDM) [2], its various methods aim at identifying a pre-order (if possible) over the available alternatives. For doing so, preferences have to be firstly estimated, comparing in a pairwise manner the alternatives, which are valued by interval scores. The different interval-valued multi criteria methods examined in this study consist in the interval extension of distance-based methods Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) [4, 8] and Multicriteria Optimization and Compromise Solution (VIKOR, proposed in [10, 11], and extended for interval data in [6, 15]), and the Weighted Overlap Dominance method (WOD, as presented in [7]).

We show that extended versions of TOPSIS as well as the WOD method satisfy the complete relational test, while VIKOR fails to do so unless an adequate tuning of its free parameters. Using these latter methods, the analyst should therefore be careful in the specific procedure for comparing interval numbers with the VIKOR method. Otherwise the consistency of the results will be at stake.

In order to bring forward our reflection on imprecise MCDM and the proposed tests for imprecise preference estimation, the first section presents some preliminaries and definitions, introducing the multi-criteria decision problem setting. In Section 3, the multi criteria methods are reviewed, namely TOPSIS, VIKOR, and the WOD method. In Section 4 the reasoning framework is presented for a formal definition of three dominance tests and in Section 5 we assess the different methods under the light of the proposed tests. Lastly, some conclusions are presented together with final comments for future research.

2 Preliminaries

In this section we present the setting for examining imprecise multi-criteria decision problems and some definitions that are going to be used in the paper.
2.1 Imprecise-MCDM setting

The preference estimation stage for imprecise-MCDM focuses on estimating pairwise preference relations from interval data. For this purpose, consider the general class of multiple criteria decision problems, involving a (non-empty) finite set of alternatives $N$, such that $|N| = n$, and a finite set of criteria $M$, such that $|M| = m$. Alternatives are evaluated considering each criterion, and the result of such an evaluation is aggregated among all (weighted) criteria, usually as a weighted average with respect to a given vector of weights $w \in [0, 1]^m$. These weights express the relative importance of criteria, and are used for the estimation of a global preference order.

Under a precise setting, each alternative $i \in N$ can be valued according to a given criterion $j \in M$, by some degree $\mu_{ij} \in \mathcal{L}$, e.g. $\mathcal{L} = [0, 1]$, which can be understood according to a fuzzy set and its membership function (see [14]), expressing the extent up to which alternative $i$ fulfills criterion $j$ (see e.g. [2]). Now, taking into account some natural imprecision on the exact value of such a degree, an interval scale

$$\mathcal{L} = \{(x, y) \subseteq [0, 1] | x \leq y\}$$

can be used to assign an approximate set of values which contain the true value, expressed by a pair of exact lower and upper bounds. Thus, the suitability of alternatives with respect to the available criteria is expressed by an interval-valued degree.

In consequence, an interval-valued degree is taken here to represent ($\forall i \in N, \forall j \in M$) the suitability of alternatives, given by

$$\mu_{ij} = [\mu_{ij}^L, \mu_{ij}^U],$$

where $\mu_{ij}^L$ and $\mu_{ij}^U$ are the lower and upper bounds of $\mu_{ij}$, respectively.

In this way, the complete $(n \times m)$ data matrix for this general class of multi-criteria decision problems is given by

$$A = \begin{pmatrix}
[\mu_{11}^L, \mu_{11}^U] & \cdots & [\mu_{1m}^L, \mu_{1m}^U] \\
\vdots & \ddots & \vdots \\
[\mu_{n1}^L, \mu_{n1}^U] & \cdots & [\mu_{nm}^L, \mu_{nm}^U]
\end{pmatrix}. \quad (1)$$

The formulation of the problem according to (1) focuses on methods which receive as input the imprecise valuations for each alternative regarding each criterion, estimate binary preference relations, and return as output a preference order for the alternatives.

Before reviewing the multi-criteria methods that are going to be included in this study, a couple of key relational situations among alternatives $i, k \in N$ have to be pointed out. On the one hand, alternatives $i$ and $k$ are said to be strictly equivalent according to the following definition.

**Definition 1.** [5] For all $(i, k) \in N \times N$, given a vector of weights $w \in [0, 1]^m$ decision matrix (1), $(i, k)$ is a strictly equivalent pair if, and only if,

$$w \cdot \mu_{ij}^U = w \cdot \mu_{ik}^U \quad (2)$$

and

$$w \cdot \mu_{ij}^L = w \cdot \mu_{ik}^L. \quad (3)$$

In consequence, any pair of equivalent alternatives $(i, k) \in N \times N$ verifies an indifferent relation ($\sim$), being defined as the absence of strict preference ($\succ$), such that $i \sim k$.

On the other hand, alternatives $i$ and $k$ are said to be partially equivalent in the following sense.

**Definition 2.** For all $(i, k) \in N \times N$, given a vector of weights $w \in [0, 1]^m$ and decision matrix (1), $(i, k)$ is a partially equivalent pair if, and only if,

$$w \cdot \mu_{ij}^U = w \cdot \mu_{ik}^U \text{ and } w \cdot \mu_{ij}^L \neq w \cdot \mu_{ik}^L \quad (4)$$

or

$$w \cdot \mu_{ij}^L = w \cdot \mu_{ik}^L \text{ and } w \cdot \mu_{ij}^U \neq w \cdot \mu_{ik}^U \quad (5)$$

Definitions 2-2 illustrate simple cases that can be directly identified, upon which we will develop our analysis motivating the set of relational specific situations that are going to be used for assessing preference estimation under imprecision. For simplicity, throughout the paper we will take the condition of partial equivalence according to Eq. (4).

3 Imprecise-MCDM

In this section the MCDM methods that are going to be used on this study are reviewed.

3.1 Distance-based methods

Different multi-criteria methods, such as TOPSIS [8] or VIKOR [13, 10], depend on the computation of the distance of alternatives to some reference points, or ideally best and worst solutions. These reference points are taken in the TOPSIS [1, 3] as the maximum and minimum scores for each criterion, known as the Positive Ideal Solution (PIS), and the Negative Ideal Solution (NIS), respectively. Now, following the interval fuzzy TOPSIS extension(s) (see e.g. [1, 3]), distances have to be defined for interval fuzzy
values (in fact, TOPSIS was initially extended to interval values in [8]), with the purpose of defining relative closeness indexes to the positive and negative references.

For this purpose, take any distance function, like e.g. the weighted L-1 measure defined for any pair of interval-valued multi-criteria scores \( \mu_i \) and \( \mu_k \), and weights \( w \in \mathbb{R}^m \), by

\[
w \cdot d(\mu_i, \mu_k) = \sum_{j=1}^{m} w_j (|\mu_{ij}^U - \mu_{kj}^U| + |\mu_{ij}^L - \mu_{kj}^L|). \tag{6}
\]

Then, the relative closeness indexes of the TOPSIS can be computed according to \( D_i^+ \) and \( D_i^- \), respectively denoting the distance of any alternative \( i \in N \) to the corresponding positive and negative references. Such references are here fixed for given positive and negative prototypes, respectively given by \( \mu^+ = (\mu^{+1}_1, \ldots, \mu^{+1}_m), (\mu^{+m}_1, \ldots, \mu^{+m}_m) \) and \( \mu^- = (\mu^{-1}_1, \ldots, \mu^{-1}_m), (\mu^{-m}_1, \ldots, \mu^{-m}_m) \). For simplicity, take e.g. \( \mu^+ = 1 \) and \( \mu^- = 0 \).

Therefore, alternatives are ordered according to their relative closeness indexes \( RC_i \), such that \[ RC_i = \frac{D_i^-}{D_i^- + D_i^+}, \tag{7} \]

where the higher the index, the better the alternative, as it expresses how far away it is from the worst possible solution. Then, understanding this closeness index as the intensity of (a distance-based) preference, a preference relation can be defined in a pairwise manner \((\forall i, k \in N)\), such that, if \( RC_i > RC_k \), then \( i > k \) holds, and in case \( RC_i = RC_k \), then \( i \sim k \) holds true.

Notice that by using the distance measure (6), the resulting preference relation is uniquely valued, as the relative closeness indexes obtain a unique value for the ratio (7). On the other hand, if we define a distance measure for interval values that computes separately upper bounds from lower bounds, then the result would be an interval valued preference.

Such an approach can be examined under the VIKOR method (introduced in 1998, as pointed out in [10]), which also computes distances for each \( i \in N \) to the PIS and NIS, but distinguishing upper from lower bounds. In this way, the VIKOR method computes an average and a maximum closeness to the ideal points, respectively given by \( A_i \) and \( M_i \). Then, an overall (compromise solution [13]) index \( Q_i \) is obtained for ordering the alternatives, which for the interval extensions \([15, 6, 12]\), is in fact an interval-valued index \( Q_i = [Q_i^L, Q_i^U] \). In this sense, the alternatives’ preference is understood according to their relative closeness to the PIS and the NIS, defined here, for \( i = 1, \ldots, n \), as

\[
A_i^L = \sum_{j=1}^{m} w_j \left( \frac{\mu_{ij}^P - \mu_{kj}^U}{\mu_{kj}^U - \mu_{kj}^N} \right) + \sum_{j=1}^{m} w_j \left( \frac{\mu_{ij}^L - \mu_{kj}^P}{\mu_{kj}^L - \mu_{kj}^P} \right) \tag{8}
\]

\[
A_i^U = \sum_{j=1}^{m} w_j \left( \frac{\mu_{ij}^P - \mu_{kj}^L}{\mu_{kj}^U - \mu_{kj}^N} \right) + \sum_{j=1}^{m} w_j \left( \frac{\mu_{ij}^L - \mu_{kj}^P}{\mu_{kj}^L - \mu_{kj}^P} \right) \tag{9}
\]

and

\[
M_i^L = \max \left\{ w_j \left( \frac{\mu_{ij}^P - \mu_{kj}^U}{\mu_{kj}^U - \mu_{kj}^N} \right) \mid j \in I \right\}, \tag{10}\]

\[
M_i^U = \max \left\{ w_j \left( \frac{\mu_{ij}^P - \mu_{kj}^L}{\mu_{kj}^U - \mu_{kj}^N} \right) \mid j \in J \right\}, \tag{11}\]

where \( \mu_{ij}^P \) and \( \mu_{ij}^L \) respectively represent the PIS and the NIS, \( I \) is the set of beneficial criteria and \( J \) is the set of costly criteria.

Then, alternatives are ranked according to the average interval-valued index \( Q_i = [Q_i^L, Q_i^U] \), where the lower the index, the better the alternative. Thus, the best alternative is the one that obtains the minimum value for \( Q_i \), given \((\forall i \in N)\) by

\[
Q_i^L = \frac{A_i^L - A^*}{A^* - A} + (1 - v) \frac{M_i^L - M^*}{M^* - M} \tag{12}
\]

and

\[
Q_i^U = \frac{A_i^U - A^*}{A^* - A} + (1 - v) \frac{M_i^U - M^*}{M^* - M}, \tag{13}
\]

where \( A^* = \min A_i^L \), \( A^- = \min A_i^U \), \( M^* = \max M_i^L \), \( A^* = \max A_i^U \) and \( M^- = \max M_i^L \), and \( v \) is the coefficient of a linear (additive) combination between the average and the maximum (aggregation strategies). Here, pairwise preference relations can be estimated \((\forall i, k \in N)\), according to a specific procedure that allows handling interval scores.

Therefore, following its interval extension [12], we have to consider different relative situations between any pair \((Q_i, Q_k)\). Firstly consider the case where the interval scores have no intersection. Then the minimum score is the one that has lower values, such that \( Q_i^U < Q_k^U \) imply that \( Q_i < Q_k \), and hence it holds that \( i > k \). Another trivial case is the one where two interval scores are the same, such that \( Q_i^U = Q_k^U \) and \( Q_i^L = Q_k^L \). Then it is said that \( i \sim k \). Finally there are two more cases regarding the interval nature of the
comparison between $Q_i$ and $Q_k$, for some $0 < \alpha \leq 1$. On the one hand, in the case that $Q_i^L < Q_k^L \leq Q_k^U < Q_i^U$, then $Q_i < Q_k$ holds true if $\alpha(Q_i^L - Q_k^L) \geq (1 - \alpha)(Q_k^U - Q_i^U)$, otherwise $Q_i > Q_k$. And on the other hand, in the case that $Q_k^L < Q_i^L < Q_k^U < Q_i^U$, then $Q_i < Q_k$ holds true if $\alpha(Q_k^L - Q_i^L) \geq (1 - \alpha)(Q_k^U - Q_i^U)$, otherwise $Q_i > Q_k$.

Regarding the above mentioned distance-based methods, it should be pointed out that the relational situation that should follow from such a set of rules is not as trivial as it could seem. Let’s examine the following example to illustrate issues that deserve close attention, as they can be problematic for proper interval-valued multi-criteria preference modeling. The main issue is that assuming an equivalent framework for treating precisely and imprecisely interval-valued multi-criteria preference modeling.

**Example 1.** Consider a relational situation among alternatives $i, k, l \in N$, where $i$ and $k$ are partially equivalent, and $l$ contains higher imprecision than $k$. Also let $k$ to have more imprecision than $i$ on one criterion $j$, and $l$ to have more imprecision than $k$ on that same criterion $j$. The interval scores for the three alternatives are given in Table 1.

**Table 1:** Interval values for partially equivalent alternatives $i$ and $k$ and a third alternative $l$.

|  | $j$ | $g$ |
|---|---|---|
| $i$ | $[0.6, 0.8]$ | $[0.6, 0.8]$ |
| $k$ | $[0.4, 0.8]$ | $[0.6, 0.8]$ |
| $l$ | $[0.1, 1.0]$ | $[0.6, 0.8]$ |

For our purposes, the computation of the $Q_i$ scores from Eqs. (12) can be developed by taking the $v$ coefficient as $v = 1$, and $\alpha = 0.5$. As a result, we obtain that $Q_i = [0.18, 0.54]$, $Q_k = [0.18, 0.72]$ and $Q_l = [0.1, 1.0]$, and therefore, due to the fact that $Q_i < Q_k$, $Q_k < Q_l$ and $Q_l < Q_i$, it holds that $i \succeq k$, $k \succeq l$ and $l \succeq i$. But this is an cyclical/intransitive result, following the chain of strict preference relations where $l$ should not be expected to be strictly preferred to $i$.

In consequence, the specific pairwise preference outcome of these interval methods depends entirely on the specific procedure that is used for ranking interval numbers (although the TOPSIS method overcomes this aspect by means of a uniquely valued distance measure for interval scores). Hence, the analyst or decision maker has to determine how to obtain coherent results, by defining a different set of rules or parameters (under the given rules) for comparing interval numbers with the VIKOR method.

One last method that is particularly conceived for interval data is examined next, initially presented in [7] and further developed in [5], inferring preference relations by pairwise Weighted Overlap Dominance (WOD).

### 3.2 Weighted Overlap Dominance (WOD)

Given the input data matrix (1) and criteria weights $w \in [0, 1]^m$, the WOD method develops a pairwise comparison process, inferring for every $(i, k) \in N$, the estimated value of preference $R(i, k) \in [0, 1]$, regarding the type of overlapping situation that exists among interval-valued alternatives.

In this way, for every pair of interval degrees $\mu_i, \mu_k \in \mathbb{Z}$, there are three types of overlapping situations that can hold, namely no overlap, partial overlap, or complete overlap. For a non-overlapping situation, it holds that

$$w \cdot \mu_i^L > w \cdot \mu_k^L,$$

being there total confidence (with respect to the averaging/compensating principle of the weighted sum) in stating that $a > b$, thus being true that $R(i, k) = 1$.

For a partial overlapping situation, it holds that

$$w \cdot \mu_i^U \geq w \cdot \mu_k^U \geq w \cdot \mu_i^L \geq w \cdot \mu_k^L,$$

where the estimation of a preference relation in fact depends on the likelihood that one alternative is preferred to the other one. Here, the likelihood estimate is based on a volume operator $V$, such that $V(\emptyset) = 0$, and $\forall i \in N$,

$$V(i) = \prod_{j=1}^{m} w_j (\mu_i^L - \mu_i^U),$$

and is computed, assuming a uniform distribution of possible outcomes over the intervals, as in $(\forall i, k \in N)$

$$R(i, k) = \frac{V(Z_{ik}^U) + V(Z_{ik}^L)}{V(i) + V(k)},$$

where

$$Z_{ik}^U = \{ \mu_i^L \leq x \leq \mu_k^U | w \cdot x > w \cdot \mu_k^U \},$$

$$Z_{ik}^L = \{ \mu_i^L \leq x \leq \mu_k^U | w \cdot x > w \cdot \mu_k^L \},$$

$$Z_{ik}^O = \{ \mu_i^L \leq x \leq \mu_k^U | w \cdot x > w \cdot \mu_k^O \}.$$  

Notice that in order to have a proper estimation for the likelihood of preference, the subsets $\{ Z_i^U, Z_i^O, Z_i^L \}$ have to be obtained, which is here done after finding the solution for the convex hull in the hyperplane, as the smallest convex set containing the limit points for each case in (18)-(20).
In this way, computing the volume of the multi-dimensional interval-valued degree for each alternative, and estimating the pairwise preferences according to (17), \( R(i,k) \) expresses the intensity in which strict preference of \( i \) over \( k \) can be affirmed.

Regarding the last type of overlapping, which is referred to as complete overlapping, it is defined such that

\[
w \cdot \mu_i^I < w \cdot \mu_k^I \leq w \cdot \mu_k^U \leq w \cdot \mu_i^U.
\] (21)

In this case, the computation of the likelihood of obtaining an outcome from \( i \) which surely dominates \( k \), is given (\( \forall i, k \in N \)) by the likelihood ratio between \( i \) dominating \( k \), \( \frac{V(Z_{ik}^U)}{V(Z_{ik}^I)} \), and \( k \) dominating \( i \), \( \frac{V(Z_{ik}^I)}{V(Z_{ik}^U)} \), such that

\[
R(i,k) = \frac{V(Z_{ik}^I)}{V(Z_{ik}^U)}.
\] (22)

Therefore, the WOD procedure examines the three above mentioned overlapping scenarios. If no overlap can be verified, a strict preference situation is assigned to \( i \) over \( k \). Under partial overlapping, strict preference of \( i \) over \( k \) holds if \( R(i,k) \) is greater than some threshold \( \beta \in [0,1] \), otherwise alternatives are said to be indifferent. And for complete overlap, \( i \) is preferred to \( k \) if \( R(i,k) \) is greater than some threshold \( \gamma \in \mathbb{R}^+ \), \( k \) is strictly preferred to \( i \) if \( R(i,k) < \gamma \), and in case that \( R(i,k) = \gamma \), both alternatives are said to be indifferent.

Next, we introduce the conditions for checking the soundness of the imprecise reasoning procedures of MCDM methods.

4 Soundness test for imprecise MCDM

In this section we suggest three conditions which should be satisfied by any additive procedure set out to estimate pairwise preferences from interval data. As such, these conditions enable a direct evaluation of multi-criteria methods with respect to their reasoning processes under imprecision.

Consider a first case given by a pair of equivalent alternatives, where both alternatives have the same amount of imprecision (formally defined in [5], as the \( \varepsilon \)-bounded length of the intervals). Now, taking a pair of criteria \( j, g \in M \), if both alternatives are equivalent under the specified weights \( w' = \{w_j, w_g\} \), then they can be considered to be indifferent (\(~\)\), being in the relative situation that is depicted in Fig. 1a.

Now, considering a third alternative \( l \in N \) with the same amount of imprecision as \( i \) and \( k \), it should be expected that, \( i \) and \( k \) being equivalent, strict preference (\( >\)\) holds for \( i \) over \( l \) if, and only if, \( k \) is also strictly preferred to \( l \). This is the first condition that should be satisfied by any process aiming at building pairwise preference relations, illustrated in Fig. 1b.

**Condition 1.** Given a pair of equivalent alternatives \( (i,k) \in N \), with respect to a given set of weighted criteria \( M \), it holds for any \( l \in N \), that \( (i > l) \Leftrightarrow (k > l) \).

Condition 1 refers to any pair of equivalent alternatives, thus having the same amount of imprecision, and their preference situation with respect to a third alternative. In this way, if two alternatives are equivalent, then they should hold the same relation with any other alternative. Hence, we are basically looking at triplets of alternatives, examining the different situations that can emerge when making independent pairwise comparisons.

A natural situation to consider after the one depicted in Fig. 1, is one where two of the alternatives differ in their amount of imprecision, as shown in Fig. 2a. Say \( k \) has greater imprecision than \( i \): in particular, \( i \) and \( k \) are partially equivalent. Then, if \( k \) is preferred to a third alternative \( l \), it should hold that \( l \) cannot be preferred to \( i \) due to the fact that \( i \) has lower imprecision than \( k \), and thus, that \( i \) is either preferred or indifferent to \( k \) under partial equivalence. The relative situation illustrating this second case is shown in Fig. 2b, taking into account that the third alternative can have any amount...
of imprecision (e.g., taking $l'$, which is a very uncertain alternative, as in Example 1).

**Condition 2.** Given a pair of partially equivalent alternatives $(i,k) \in N$, with respect to a given set of weighted criteria $M$, it holds for any $l \in N$, that $(k \succ l) \Rightarrow \neg(l \succ i)$.

Now, a stronger version of condition 2 would require that if a strict preference situation of $k$ over $l$ holds, then it should also hold that $i$ is strictly preferred to $l$.

**Condition 3.** Given a pair of partially equivalent alternatives $(i,k) \in N$, with respect to a given set of weighted criteria $M$, it holds for any $l \in N$, that $(k \succ l) \Rightarrow (i \succ l)$.

Hence, under the (weak) Condition 2, if the alternative having greater imprecision is strictly preferred to a third alternative, then the alternative with less imprecision should at least not be strictly preferred by that third alternative. In this way, $i$ should be at least as preferred as $l$, where either $i \succ l$ or $i \sim l$. On the other hand, under the (stronger) version of Condition 3, it should be true that $i \succ l$.

Therefore, Condition 2 refers to a concrete situation for any pair of partially equivalent alternatives $i,k \in N$ and its relation to a third alternative $l \in N$, which should satisfy a weak form of restricted semi-transitivity, such that $(i \succ k$ or $i \sim k)$ and $k \succ l$ imply that $\neg(l \succ i)$. In the same line, Condition 3 refers to a stronger requirement under the same restricted case of partial equivalence, where strict preference relations should satisfy a weak form of restricted transitivity, such that $(i \succ k$ or $i \sim k)$ and $k \succ l$ imply that $i \succ l$.

The three conditions for soundness can be used to evaluate pairwise preference estimation procedures on the different MCDM methods.

## 5 Assessing the preference-consistency of imprecise MCDM

Regarding the MCDM methods examined in Section 3 and how their pairwise comparison process develops, we can evaluate their performance on the basis of the soundness conditions presented in the previous Section 4.

### 5.1 Distance-based performance

Regarding distance-based methods, it can be shown that the TOPSIS method fulfills all three Conditions 1-3, whereas VIKOR does not necessarily fulfill Conditions 2-3.

For TOPSIS and VIKOR, it trivially follows that they fulfill Condition 1, as for any pair of equivalent alternatives $i,k \in N$, $i \succ l$ holds for any $l \in N$ if, and only if, $k \succ l$ also holds, because the distance of $i,k$ to the positive (PIS) and negative (NIS) prototypes will obtain exactly the same values.

Regarding TOPSIS and Condition 2, it can be shown that it will always hold that if $i \succ k$ and $k \succ l$, then it cannot occur that $l \succ i$.

**Proposition 1.** The pairwise preference estimation procedure of the TOPSIS method (7) necessarily verifies Condition 2.

**Proof.** Under the relative situation of test 2, where $i \succ k$, there are two cases where it can hold both that $k \succ l$ and $l \succ i$. On the one hand, if $\mu_i^U > \mu_k^U$, then it has to be that $\mu_i^L < \mu_k^L$ for $k \succ l$ to be a possible outcome. Then, for $k \succ l$ to hold true, it has to hold that $RC_i > \frac{1}{2}$, and at the same time, for $l \succ i$ to hold true, it has to hold that $RC_l < \frac{1}{2}$, which cannot simultaneously hold, because by construction, $RC_i > RC_l$. On the other hand, if $\mu_i^L < \mu_k^L$, then it has to be that $\mu_i^U > \mu_k^U$ for $l \succ i$ to be a possible outcome. So, for $k \succ l$ to hold true, it has to hold that $RC_i > RC_l$, and at the same time, for $l \succ i$ to hold true, it has to hold that
therefore, it directly follows from Proposition 1 that under the same relative situation of $i,k,l \in N$, if $i > k$ and $k > l$, then it also holds that $i > l$, which corresponds with Condition 3.

In the case of the VIKOR method, it is enough to recall Example 1 as a counter-example for both Conditions 2 and 3. That is, being $i$ and $k$ partially equivalent, where $k > l$, it can hold that $l > i$.

In consequence, Conditions 1-3 illustrate different issues that deserve close attention, as they can be problematic for proper interval-valued multi-criteria preference modeling. In particular, it is observed that the specific pairwise preference outcome of the interval methods explored here depends entirely on the specific procedure that is used for ranking interval numbers (although the TOPSIS method overcomes this aspect by means of a uniquely valued distance measure for interval scores). In consequence, the analyst or decision maker has to determine how to obtain coherent results, by defining a different set of rules for comparing interval numbers with the VIKOR method.

5.2 WOD performance

Examining Conditions 1-3, it can be shown that the WOD method necessarily satisfies the first two (Condition 1 follows directly, while it has already been shown that the WOD method obtains a semi-transitive order [7], thus verifying Condition 2), as well as Condition 3, irrespective of the particular selection of thresholds $\beta$ and $\gamma$.

Proposition 2. Given alternatives $i,k,l \in N$ and weights $w \in [0,1]^m$, such that $i$ and $k$ are partially equivalent, the pairwise preference estimation procedure of the WOD method (14)-(22) fulfills Condition 3.

Proof. Under the relative situation of test 3, $i$ and $k$ verify a partial overlapping situation, such that $i > k$ holds only if Eq. (15) is greater than $\beta$. Then two cases have to be considered: case 1 consists in $k$ and $l$ holding a partial overlapping situation, where it follows that $k > l$ and $i > l$ hold true, as the likelihood estimation for both is greater than the one of $i > k$, and hence greater than $\beta$. Case 2 consists in $k$ and $l$ holding a complete overlapping situation. In that case, if $i$ and $l$ are partially overlapping, then $i > l$ necessarily holds true following the same argument as before. But if $i$ and $l$ are completely overlapping, then we have two possible situations. One is that $Z_{kl}^i \neq \emptyset$, where $l$ has less imprecision, and the other is that $Z_{kl}^i \neq \emptyset$, where $l$ has the greatest imprecision. For the former, if $k > l$, then $R(k,l) > \gamma$ according to Eq. (22), such that $V(Z_{kl}^i) > \gamma V(Z_{kl}^i)$. Due to the fact that $k$ and $l$ are partially equivalent under Eq. (2), then $V(Z_{kl}^i) = V(Z_{kl}^i)$ and $V(Z_{kl}^i) < V(Z_{kl}^i)$. Thus, the likelihood ratio for $i > l$ is generally higher than the one for $k > l$, as $R(i,l) > R(k,l) > \gamma$ and $k > l \Rightarrow i > l$. For the latter ($Z_{kl}^i = \emptyset$), if $k > l$, then $R(l,k) < \gamma$, such that $V(Z_{kl}^i) < \gamma V(Z_{kl}^i)$. Then, given the partial equivalence between $k$ and $l$, it holds that $V(Z_{kl}^i) = V(Z_{kl}^i)$ and $V(Z_{kl}^i) > V(Z_{kl}^i)$. Thus, the likelihood ratio for $i > l$ is less than the one for $k > l$, as $R(l,i) < R(l,k) < \gamma$, and $k > l \Rightarrow i > l$.

Therefore, the WOD method verifies Conditions 1-3, irrespective of the particular selection of free parameters $\beta$ and $\gamma$.

6 Conclusion

Three fundamental soundness conditions are suggested for imprecise multi-criteria decision modeling. Those conditions have been proven to be useful for examining the appropriateness of different models that are commonly used for MCDM with imprecise data. As a result, while Condition 1 is satisfied by all the different methods explored here, the other two conditions are not that easily verified.

Taking distance-based methods, the TOPSIS fulfills all the suggested tests, aided by the use of an explicit distance measure (chosen by the decision analyst) which simplifies the imprecise reasoning procedures by summarizing the available information for each alternative into precise, uniquely valued, multi-criteria scores (with the corresponding loss of information that such a simplification entails). On the other hand, although the VIKOR method allows a more detailed estimation of pairwise preferences, it fails to necessarily fulfill Condition 2, and it also fails when tested against Condition 3. Lastly, when testing the WOD method, it fulfills all tests.

In conclusion, the VIKOR method seems to present the most important anomaly, as it fails to verify Condition 2. For future research, it remains to examine the extent in which the anomaly for the VIKOR method may occur, e.g., by simulating random data and measuring the frequency of such anomalous outcomes. In this sense, it is also relevant to study applications of the different methods in real-world problems, evaluating the impact that the proposed conditions may have on decision-making.
Besides, for future research, outranking procedures should also be tested, with respect the proposed conditions, or perhaps other conditions that can also be added to the soundness test here suggested. These conditions should also be extended for non-additive multi-criteria methods, by means of general aggregation operators (as initially explored in [5]), also studying under a more general framework the conditions given for equivalence and partial equivalence.
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