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Abstract: Online monitoring and water quality analysis of lakes are urgently needed. A feasible and effective approach is to use a Wireless Sensor Network (WSN). Lake water environments, like other real world environments, present many changing and unpredictable situations. To ensure flexibility in such an environment, the WSN node has to be prepared to deal with varying situations. This paper presents a WSN self-configuration approach for lake water quality monitoring. The approach is based on the integration of a semantic framework, where a reasoner can make decisions on the configuration of WSN services. We present a WSN ontology and the relevant water quality monitoring context information, which considers its suitability in a pervasive computing environment. We also propose a rule-based reasoning engine that is used to conduct decision support through reasoning techniques and context-awareness. To evaluate the approach, we conduct usability experiments and performance benchmarks.
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1. Introduction

When monitoring lake water quality, one must deal with a very complex and harsh environment. Wireless sensors are used to meet the demands of real-time online monitoring over large water areas, complex terrains, or remote areas. WSN have been extensively used for environmental monitoring, forest fire prevention, and military applications. A WSN is a self-organized wireless network composed of a large number of sensors. WSN nodes typically use an independent power supply, which means they can be easily deployed in large-scale, complex environments. However, this also means that WSN nodes have very limited energy, memory, and computing resources. It is widely recognized that we must determine effective monitoring and management methods for WSN nodes. Consider the example of lake water quality monitoring using a WSN. This can be a harsh or dangerous environment. In this case, it is typically difficult to change energy sources. Even if we can replace the node’s energy supply, the process is expensive. For lake water quality monitoring WSNs, instead of using alternative energy sources, we typically implement effective strategies for reducing the energy consumption and prolonging the life of the network. Suitable management methods for WSNs significantly improve the network performance, reduce energy consumption, and prolong the lifetime of the entire network.

In this paper, we propose an OWL ontology and SWRL-based knowledge description and semantic reasoning method. This technique is aimed at state monitoring and decision support for WSNs applied to lake water quality monitoring. Our proposed ontology is based on state changes and is an extension of the SSN ontology of SSN-XG and the WSN ontology proposed by Bendadouche et al. [1,2]. In our method, the WSN state and corresponding monitoring methods are encoded in the ontology, which is then used to manage the WSN and for self-configuration of the network nodes. Although we do not use the exact same structure as the existing WSN ontology, it does have good compatibility and scalability so that it can be applied in pervasive computing environments. The ontology of the water quality monitoring system manages the WSN according to the nodes’ energy, data, networking, observation, and water quality states. To reduce the energy consumption and prolong the life of the network, we have developed a rule set that contains monitoring and management rules developed using SWRL. Managers can select rules according to different monitoring targets. The rule set can be edited and extended, so that different logical rules can be incorporated using a common language. In this paper, we combine the rule set with the ontology to help WSN make intelligent decisions for self-configuration.

The remainder of this paper is organized as follows: the next section provides an overview of related WSN management systems. In Section 3.1, WSN challenges in a lake water quality monitoring environment are discussed. In Section 3.2, we propose an ontology based on state monitoring and in Section 3.3 we present our SWRL-based reasoning rules for the self-configuration of WSN nodes. Then Section 3.4 describes the workflow of the proposed approach in the system. In Section 4, we describe the evaluation and benchmark experiments, and Section 5 contains our conclusions and directions for future work.
2. Related Work

Several studies have focused on the management of WSNs, which are important components of complex environmental monitoring systems. A large number of techniques have been applied to manage specific WSNs. For example, an energy-efficient method was proposed in [3] for an ant-based routing algorithm in Wireless Sensor Networks. In [4], simple and feasible synchronous node sleeping and waking mechanisms for small-scale WSNs were proposed. Sensor nodes were divided into forwarding nodes and listening nodes. A beacon frame containing a sleep command sent from the coordinator can be sent to the listening nodes via the forwarding nodes. In [5], an Energy-Efficient Adaptive Geosource Multicast Routing (EAGER) was proposed for WSNs. It addresses the energy and scalability issues of previous location-based stateless multicast protocols in WSN. A complete hierarchical key management scheme that uses symmetric cryptographic algorithms and low-cost operations for heterogeneous cluster-based WSN was proposed in [6]. The scheme consists of four types of keys for each sensor node: an individual key, a cluster key, a master key, and pairwise keys. However, it is very complicated and time consuming to incorporate and manage different sensor networks. Additionally, we must use different techniques to manage different networks. Most sensor network management models use their own scenarios and management languages. These languages may be quite different, because each network has its own language. Therefore, we require a method that can be applied to a pervasive computing environment.

Semantic web technologies have recently been proposed to enable interoperability of sensors and sensing systems. An ontology can be combined with semantic web technology standards to form a semantic sensor web. An ontology is a conceptual model of abstract concepts related to some phenomena in the objective world. The description represented by an ontology is independent of specific environmental conditions. Ontology concepts and their constraints are clearly defined. An ontology is readable and can be processed by a computer. It is based on groups rather than individuals, expresses common knowledge, and reflects a concept set of related areas. We can combine a WSN environment and an ontology to facilitate knowledge sharing, conceptualize the WSN’s knowledge, and derive a commonly recognized language. By constructing a WSN ontology, we can integrate different WSN management technologies and apply them to pervasive environments.

The Sensor Web Enablement (SWE) [7] initiative of the Open Geospatial Consortium (OGC) defined data encodings and web services for storing and accessing sensor-related data. These standards provide syntactic interoperability. Examples include SensorML and O&M [8–10]. Some scholars have proposed effective Semantic Sensor Network (SSN) ontologies based on this research. The W3C Semantic Sensor Network Incubator Group (SSN-XG) [1,11] produced OWL (Web Ontology Language) to describe sensors and observations, i.e., a SSN ontology. This SSN ontology can describe sensors in terms of their capabilities, measurement processes, observations, and deployments [1,11]. The SSN ontology was extended to WSN by Bendadouche et al., and was used to optimize the life of a network [2]. It deduces the state of the node based on its energy level. However, the authors did not provide details of the reasoning methods. To effectively manage a WSN, we should consider the objectives and environmental parameters using certain logical rules. Although these ontologies are compatible, specific applications require supplemental rule descriptions and reasoning methods.
Semantic Web Rule Language (SWRL) [12] is an expressive Web Ontology Language (OWL)-based rule language [13,14]. SWRL allows users to write rules that can be expressed in terms of OWL concepts to provide more powerful deductive reasoning capabilities than OWL alone. Its purpose is to drive Horn-like [12] rules in conjunction with the OWL knowledge base, which supply rule descriptions and reasoning. In [15], Cuppens-Boulahia et al. presented an approach for reacting to network attacks using an ontology to store policy information and to generate new security models. They used OWL and SWRL, and have the advantage of using existing generic tools for parsing and reasoning. OWL can be used to merge distributed ontologies. A semantic, state machine-based diagnosis approach for a web service-based middleware was proposed in [16]. They used OWL ontologies and SWRL to develop diagnosis and monitoring rules, which were based on state changes and invocation relationships. Malfunction information and resolution methods are encoded in an OWL ontology as part of the “device” ontology, and can be used at run time to resolve malfunctions and fulfill self-healing activities. SWRL rules at device and system levels were designed and executed as needed.

3. Materials and Methods

3.1. WSN Challenges in a Lake-Water Quality Monitoring Environment

In the lake water quality monitoring project, a number of monitoring nodes are distributed throughout the water and are connected to a sufficient number of water quality sensors. The data are aggregated to the gateway node through a ZigBee [17] WSN, and are sent to the remote center server by GPRS (general packet radio service) modules that act as gateway nodes. Any further data processing is conducted by software on the server. The architecture of the water quality monitoring system is shown in Figure 1. The system is composed of three layers: (1) sensing and communication; (2) decision making; and (3) application. Each layer is divided into components with different functions.

![Figure 1. Structure of water-quality monitoring system.](image)
The sensing and communication layer is composed of monitoring nodes and gateway nodes. The monitoring area collects the water quality data, and contains a sufficient quantity of monitoring nodes. The decision-making layer mainly stores, analyzes, and manages the water quality data. It includes a water quality database in the remote monitoring center, and a model for assessing water quality. A user can remotely log in to this layer. The application layer mainly records interactions between the monitoring system and users. A user can check various types of data using the website.

Because the monitoring task is performed in a lake area, which is usually a harsh or dangerous environment, reconfiguring the WSN manually is difficult. Therefore, it is a challenge that the WSN should have the flexibility of self-configuration with smart decision support for special purposes. For example, to save energy, sensor nodes could take advantage of long periods of idle time between interesting events. For this reason, the requirements of WSN in lake water quality monitoring enumerated from the point of view of smart decision support are as follows:

1. **Flexibility in monitoring requirement.** Given the varied requirements of the users, WSN configuration should be adapted to their target scenario. The flexibility of interaction between WSN and users is needed.
2. **Flexibility in task scheduling and execution.** Many changing and unpredictable situations are observed in lake water environments. For example, some monitoring indicators (such as the pH level of water) may be particularly abnormal in a certain area or over a certain period and should be given close attention. The WSN should have flexibility in task scheduling and execution, and it should be able to re-plan how to proceed from this abnormal state.
3. **Flexibility in resource management.** WSN nodes have extremely limited energy, memory, and computing resources. Thus, the use of resources should not be static and predefined. The WSN should be able to change its resource configuration depending on the contextual information. For example, the WSN can switch the sample frequency and communication frequency to very slow if the battery has minimal power.
4. **Flexibility in data management.** Large amounts of data are generated during water monitoring, but not all of these data are usable. The WSN can change some data sampling behaviors flexibly to make them suitable for different situations. Some irrelevant data are filtered to save data management time.

The focus of those requirements is to explore the capabilities of semantic rules in the area of self-configuration. The WSN, depending on the information extracted from its context, can decide autonomously on the configuration of its resources and services. The present study regards the reasoning engine as a middleware decision layer within the decision-making layer. The proposed middleware structure is service oriented. The decision-making layer provides services for the upper layer. The design has different functions to make it more flexible, so that it can easily adapt to unexpected changes. The proposed middleware based on the ontology includes diagnosis management and decision reasoning functions. The diagnosis management function diagnoses changes to the data state in the sensing and communication layer, or changes in the observation state in the application layer. For the realization of the decision reasoning function, with proposed WSN-based lake-water monitoring ontology, additional rules based on SWRL have been developed to extend the information inferred by the semantic framework.
3.2. Proposed WSN-Based Lake-Water Monitoring Ontology

3.2.1. Basic Ontological Framework

Our ontology builds on the ontology proposed by W3C SSN-XG [1] and Bendadouche et al. [2]. Our framework is versatile and scalable, and it aims to improve compatibility. The present study mainly focuses on methods for monitoring and managing WSN nodes from the energy consumption perspective. Considering a specific application, we did not need all the concepts and attributes in the SSN ontology. We used only the “sensor property” and “observation” classes, as well as their related properties. When describing the WSN concept, we focused on the description of the state machine. We used an ontology development tool called Protégé [19] to construct and edit our ontology, and we also used the OWL DL knowledge representation language [13]. We calculated the automatic hierarchical classification using RacerPro [20] and verified the consistency of the ontology logic. The top-level view of the ontology presented in Figure 2 describes the following:

1. the WSN devices (for sensing, energy storage, and communication) and the device properties (measurement and communication);
2. monitoring task of WSN (chemical, physical, and biological observation);
3. environment status (water status, water area);
4. WSN states (observation, energy, water, and networking states).

To deal with varying situations, depending on the states of WSN and environment context information, the proposed approach should self-configure WSN to perform certain tasks.

For example, the power source supplies the energy needed by the device to perform the task. Experimental measurements have shown that generally, data transmission is highly expensive in terms of energy consumption [21]. In other cases, the energy expenditure for data sensing may be comparable to, or even greater than, the energy needed for data transmission. The battery power in the energy device is limited although much of it is rechargeable [22]. Therefore, devices (such as those for communication or sensing) in the WSN should have self-configuration ability according to the energy quantity of the energy device. For example, the communicating frequency and sensing frequency should
be self-alternated or should enter sleep mode. For this reason, a device state perspective is considered in the semantic knowledge description.

For another thing, large amounts of data are collected by sensing device and being processed and transmitted. Although several competitive and efficient routing algorithms for WSNs have been developed and surveyed for energy-saving purposes [22,23], excessive data are still generated, which are mostly redundant for water-quality monitoring. Therefore, a data state perspective is considered to minimize the data volume.

Sometimes users may have a specific monitoring scheme for different water areas or periods. Moreover, the water quality changes in different periods. Correspondingly, the WSN should have self-reconfiguration ability in accordance with observation demand and water quality for the purpose of saving energy. Therefore, an observation-demand state perspective and a water-quality state perspective are considered in our approach. To achieve the aforementioned level of reasoning, the semantic knowledge description is based on the following:

- a device state perspective,
- a data state perspective,
- an observation-demand state perspective,
- a water-quality state perspective.

3.2.2. Semantic Knowledge in Ontology from the Device State Perspective

A WSN node typically includes sensing, communication, energy, and calculation modules. The sensing model contains sensors and other sensing devices, and records parameters such as temperature. The communication module communicates with other nodes, for example, by exchanging network information and transmitting data. The energy module provides energy for all modules in the node.

The device class contains the subclasses of perception, communication, and energy. They are “Communicating Device”, “Energy Device”, and “Sensing Device”, as shown in Figure 3.

---

**Figure 3.** Description of semantic knowledge in ontology from device state perspective.
The state of the device is diagnosed by the “Energy State” and “Networking State” subclasses, which means that a WSN device is typically associated with two kinds of state. An energy device such as a battery is linked to the “Energy State” individual through the “has Energy State” property. The “Energy State” instance is the percentage of remaining battery power. The “has Networking State” property links a WSN node to the “Networking State” instance. The “Networking State” instance shows if the networking state is either “Open” or “Closed”.

### 3.2.3. Semantic Knowledge in the Ontology from the Data State Perspective

The communicating device’s transmitting data are sensed by the WSN node. The “has Communicating Output Value” property is linked to “Communication Output Data Value”, which is a subclass of the “Data” class. The communicating and sensing devices have communicating characteristics and perceptual characteristics; for example, the communicating frequency and voltage of the data transceiver, which are typically related to the node’s energy consumption. The device’s performance is judged according to changes to some output calibrated data; for example, an adjustment to the communicating frequency. So the “Communication Output Data Value” instance records the current and historical data as input parameters of the state function, as shown in Figure 4.

![Figure 4. Semantic knowledge in ontology from data state perspective.](image)

### 3.2.4. Semantic Knowledge in Ontology from the Observation State Perspective

Parameters such as the temperature, humidity, wind speed, and other physical phenomena are observed by the system. The observed object is typically set by the user according to their requirements. Parameters such as the pH and dissolved oxygen (DO) are recorded when monitoring water quality. These physical phenomena cannot always be directly recorded by the sensor, and instead require indirect methods that are converted to output signals that are suitable for communication and measurement. For example, a thermistor measures changes to electrical resistance as a proxy for temperature. Many ontologies consider the pattern of stimulus-sensor-observation [1]. In this paper, we are only concerned with observed objects monitored by system, so we have not considered perception methods for a specific sensor. “Sensing Device” is directly linked to the physical object (observation) through the “has Observation” property.
“Observation State” is linked to the “Observation” individual by the “has Observation State” property, which is a subclass of the “state” class. The observation state refers to whether a physical object needs to be observed. Sometimes only parts of the observations must be monitored by a WSN, which are set by the “observation state”. The relationship between the observed object and the observation state is shown in Figure 5.

![Figure 5. Semantic knowledge in ontology from observation state perspective.](image)

### 3.2.5. Semantic Knowledge in the Ontology from Water Quality State Perspective

In this application, we are mainly concerned with the water quality status. We can adjust the energy consumption of the WSN according to the water quality state. For example, when the water quality is low or some observation index exceeds the standard range, we can increase the sampling and communication frequencies. Then, the energy consumption will increase. However, if the water quality grade is high, then we can use lower frequencies or a sleeping state to save energy.

![Figure 6. Semantic knowledge in ontology from water quality state perspective.](image)

As shown in Figure 6, “Water State” is a subclass of the “state” class and has five levels: “Water_I”, “Water_II”, “Water_III”, “Water_IV”, and “Water_V”. The water quality state is
determined using a test, so “Communication Output Data” has the “hasDeside” property, which links it to the “Water State” individual.

3.3. Reasoning Engine and Rules Based on SWRL

Dynamically controlling the WSN configuration is a complex task that requires intelligent inference based on specific working state and requirements. Owing to this requirement, with ontology used in memory, additional rules have been developed to extend the information inferred by the semantic framework.

As an alliance to OWL, SWRL can be used to write rules to reason about OWL individuals and to infer new knowledge about those individuals. SWRL is an expressive OWL-based rule language, which can be used to write rules to reason about OWL individuals and to infer new knowledge about those individuals. A SWRL rule contains an antecedent part, which is referred to as the body, and a consequent part, which is referred to as the head. The body and head consist of positive conjunctions of atoms. Informally, a SWRL rule may be read as meaning that if all the atoms in the antecedent are true, then the consequent must also be true. In SWRL rules, the symbol “^” represents conjunction, “?x” represents a variable, and “!” represents implication. If there is no “?” in the variable, then it is an individual. A SWRL editor is available as part of Protégé-OWL [24].

Using the previously proposed ontology, our objective was to dynamically control a WSN’s energy consumption and design a set of SWRL reasoning rules. The complexity of dynamic control methods for WSN energy consumption means that a variety of control strategies have been proposed. In this paper, we only considered controlling the sample and communication frequencies, by dynamically switching the WSN between low frequencies, high frequencies, or sleep to save energy. Our rules are extendable, which means that we can conveniently add more complex or more reasonable inference rules.

3.3.1. Energy Rules

An energy rule is used to control the communication frequency according to the energy state of the batteries. When the battery energy is more than 50%, the communication device uses higher frequencies; when it in the range of 10%–50%, the communication device uses lower frequencies; and when the battery energy is lower than 10%, the communication device and sensor enter a dormancy state to avoid energy depletion. Sampling and communicating intervals of 0 represent the dormant state. In order to do this, the rule defines a situation using the stored knowledge (e.g., “there is a WSN node, this node has a battery, a communication device and some measurement device. The battery has very-low energy, and the communicating frequency or the measurement frequency is not slow”), and defines an action for it. This action consists in dropping a particular triple (the frequency of the communication device and the measurement device of WSN) and replacing it by a new one.

An example of self-configuration with energy rules when battery energy is low is presented in Figure 7. From the proposed ontology definitions (see above extracts), some classes (-a-) are extracted for inference. The extracted property (-b-) is their initial relations. From (-1-) to (-7-) is the inference procedure according SWRL rule. First, some individuals are identified to be member of the extracted classes. The node1 individual is identified to be “WSN Node” since it is a WSN node. The battery (-2-) is identified to be Battery which is a subclass of “Device” class and is a subsystem of “WSN
Node” class (-3-). Individual “a” is identified to be “Energystate” which is a state of “battery”(-4-, -5-). Second, from these initial facts, executing the rule engine with the SWRL rule base, and then finally enables to infer the communication device and sensor enter a dormancy state (-6-, -7-). This example also show how SWRL rules are mapped to ontology.

Figure 7. Example of self-configuration with energy rules when battery energy is low.

3.3.2. Data Rules

A data rule is used to monitor changes to the output data of a certain observed object. Such as the one shown in Figure 8, when the battery energy is lower than 5%, the data value does not exceed a specific limit, and the node sleep time is not more than 1 h, the communication device enters a dormant state.

Figure 8. Example of self-configuration with data rules when the data value does not exceed a specific limit.
3.3.3. Networking State Rules

When disconnected from the network, a WSN node samples the data but does not communicate. Such as the example shown in Figure 9, there is an error of disconnection from the network taking place in WSN, then the WSN establishing a task of making the communication device to enter a dormancy state.

Figure 9. Example of self-configuration with networking state rules when disconnected from the network.

3.3.4. Observation Demand State Rules

To monitor water quality, a WSN node may have numerous sensors [25,26]. However, in a certain area or over a certain period, a user may not need to monitor the entire object. The energy needed for data sensing is substantial. To save energy, sensor nodes could take advantage of long periods of idle time between interesting events. During periods of inactivity, the sensors can gradually scale back their energy consumption [27]. Several approaches have been proposed to solve the problem of turning off the sensors [28,29]. Then, an observation can be set to an operational or dormant state according to specific requirements. The example in Figure 10 shows that a pH sensor enters a dormancy state when the pH is not observed by users.

Figure 10. Example of self-configuration with observation-demand state rules.

These configurations are later defined by the WSN. The user can provide minor indicators (e.g., warning value of battery energy) so that the WSN can be adopted without needing to deal with
the code by changing the rule files. The rules are abstract enough enabling sharing the same rules among different types of WSN.

3.4. Deployment of the Proposed Approach

The following steps show the work flow of the proposed approach during execution time. The process is shown in Figure 11. (1) Extracting relevant information from the context: the WSN extracts relevant information on itself and the monitored environment. The context information is directly mapped to the ontology; (2) Updating the instantiated ontology: the instantiated ontology is updated with new information. The values of the instantiated ontology change accordingly; (3) Rule selection and decision making: the reasoning engine recognizes the WSN states and finds which rules should be activated, as well as makes intelligent decisions; (4) Command execution: the WSN receives the command from the reasoning engine and acts consequently. The reasoning engine can be customized to the operating parameters of a WSN according to its particular application.

![Figure 11. Work diagram of proposed approach.](image)

With an example of decision-making on energy strategy, the entire process is shown in Figure 12. Monitoring tasks are set by a manager and conducted by the WSN. The monitoring middleware uses a database that is mainly responsible for receiving the data and some preprocessing.

![Figure 12. Workflow for case study.](image)
When the system is working, the database is connected through SQL and creates a communication thread for receiving and processing data. When processing is complete, data are stored in the corresponding database table using an SQL insert statement. The collected data are used to judge the water quality on the basis of an evaluation standard. The state machine monitors changes in the devices, data, observations, and water quality of the WSN. Any changes to these states are used to formulate an energy strategy. The decision-making steps based on the ontology and reasoning rules are as follows:

**Step 1: Instantiation of current ontology.** The basic ontological structure is shown in Figure 1, and the reasoning rules have been introduced in Section 3.2. However, this is a basic program and cannot be directly processed by the inference engine. In this step, we create instances according to the known conditions. This case is mainly concerned with controlling the energy according to changes in the observed data, the main instances are “WSN Node”: “WSN Node-1”, “Water Area”: “Water Area-1”, “Communicating Device”: “Wireless Communicating Device1”, “pH Data”: current Data, “pH Data”: history Data, “Communication Property”: “Communication Frequency”, and “Sensing Property”: “Sample Frequency”.

**Step 2: Creating object property contacts between instances.** In the ontology, properties are defined for all classes. After the instances are defined, the property contacts should be appended to each instance in the Protégé editor, as shown in Figure 13.

**Step 3: Reasoning according to SWRL rules.** This step requires a reasoning engine such as Jess [24]. Jess is a Java-based rule engine that consists of a rule base, fact base, and an execution engine. Jess combined with SWRL is a SWRLJessTab plug-in provided in the Protégé-based tools. The Jess inference engine runs in the Protégé editing environment, which displays the reasoning results. It uses the previously defined data rules. The decision result from Jess is presented in Figure 14.
Step 4: Implementation of decision results. The decision results are converted to OWL files. The application layer reads the analysis results and uses them to determine if it should reconfigure the WSN.

4. Evaluation and Experiments

4.1. Evaluation

To check if the time required by the solution in this system is acceptable, the following software platform is used to measure performance: Protégé 3.4.4, JVM 1.6.02-b06, and Windows 8.1. The hardware platform is Core2Duo 2G HZ CPU and 2G DDR2 RAM. The size of the WSN ontology is 270,336 bytes and the ontology contains 30 rules. The effect of the number of rules on performance has been analyzed. Measurements have been taken and the trend is presented in Figure 15, which shows the real time used and the linear trend line. We can observe that the time taken has a linear relationship with the rules needed to be processed. The maximum value is 3.56 s. The results show that the total execution time is not very high and enough for the water-quality monitoring.

![Figure 15. Number of rules (horizontal) and time for updating the ontology.](image)

4.2. Experiments

The previous sections introduced the ontology framework and proposed some SWRL reasoning rules for controlling energy consumption. The functions and performance parameters of all systems
should be verified to determine whether the proposed monitoring function achieves the expected result. Because it is difficult to test battery energy in lake water area, therefore we design a testing platform in a laboratory environment.

4.2.1. Construction of Testing Platform

The online lake water quality monitoring process is shown in Figure 16.

![Figure 16. Online lake-water quality monitoring process.](image)

We constructed a testing platform in a laboratory environment, debugged and tested the function of each module, and assessed the reliability of the system. Sensors, monitoring nodes, gateway nodes, and other components must be properly combined together. The test platform for this experiment is shown in Figure 17. It consists of three monitoring nodes, gateway nodes, sensors, and a PC.

![Figure 17. Testing platform for a lake water quality monitoring system.](image)

The monitoring nodes are located in the bottom layer of the system. The monitoring nodes read and process sensor data, and communicate with the gateway node. A monitoring node contains power, data acquisition, wireless communication, and microprocessor control modules. It uses a storage battery as a power supply. The power module provides power to the other modules. The data acquisition module is a RS485 bus interface circuit and sensor module. It records the real-time water data, which is transmitted to the control chip for processing. The processor module is used to coordinate the operation of each module, to control the sensor data readings, and for receiving, processing, and transmission. The wireless communication module performs the ZigBee communication and networking functions. ZigBee technology is a kind of short distance, low complexity, low power consumption, low rate and low-cost two-way wireless communication technology [30]. The selected ZigBee communication
module is developed by Mechatronics and the information laboratory of East China University of Science and Technology.

The gateway node controls Zigbee’s internal network, and joins the external and internal networks. It is the key point of the communication and data transmission process. The gateway node focuses on either the communication between the coordinator and each Zigbee node, or the communication between a GPRS module and the remote monitoring server. The gateway node is mainly composed of a power supply module, a microprocessor control module, an Electrically Erasable Programmable Read-Only Memory (EEPROM) module, a GPS information acquisition module, a Zigbee communication module, and a GPRS communication module. The microprocessor control module is used for data processing and coordinates the work of the other modules to ensure an orderly data communication process. The EEPROM memory module is used to store the data during processing, so that no data are lost. The GPS information acquisition module collects a real-time geographic position. The Zigbee communication module receives the data communicated by the monitoring nodes, and the GPRS communication module remotely transmits all kinds of received information to the monitoring center using a mobile network.

In this system, real-time data and water quality analysis results for monitoring the lake were presented to users in the form of webpages. We also included a management function for an administrator. Figure 18 shows the visualization interface, which presents information about the received data and the system management. The design of the interface helps the administrator check the data and management options, and control the state of the system.

![Figure 18. Monitoring system management interface.](image)

4.2.2. Experimental Preparation

We use three monitoring nodes in our experiment. Each monitoring node has the same hardware composition as mentioned in the preceding sections. Each monitoring node communicates with the gateway node separately. In one monitoring node, two sensor nodes are connected. One sensor node has a pH sensor and water temperature sensor, and another has a dissolved oxygen (DO) sensor and conductivity sensor. To compute the energy consumption conveniently, the monitoring and gateway
nodes are powered by two common 5 V, 800 mAh rechargeable batteries. The battery has an internal protection circuit to guard against overdischarge, undervoltage, and overcharge conditions. Five groups of water samples are adopted in our test. The water samples are from real water regions of Huangpi, Jiangmenkou, Gulao, Xihucun, and Rongjiang, which correspond to five grades of water quality in GB3838-2002. The definition of five grades of water quality in GB3838-2002 [31] is presented in Table 1.

| Grade   | Definition                                                                                                                                 |
|---------|------------------------------------------------------------------------------------------------------------------------------------------|
| Water_I | Mainly applicable to the source water or national nature preserves.                                                                      |
| Water_II| Mainly applicable to the first level of centralized drinking water source protection area, rare aquatic habitat, fish spawning grounds, larvae feeding etc. |
| Water_III| Mainly applicable to the second level of centralized drinking water source protection area, fish and shrimp overwintering grounds, swimming channel, aquaculture areas. |
| Water_IV| Mainly applicable to general industrial water district and the recreational water area with non-direct contact with human body.             |
| Water_V | Mainly applicable to agricultural water district and the general requirement of landscape waters                                          |

Some water quality data of five groups of water sample are shown in Table 2.

| Water Quality Item   | Group 1 | Group 2 | Group 3 | Group 4 | Group 5 |
|----------------------|---------|---------|---------|---------|---------|
| Water temperature (°C)| 24.5    | 24.5    | 24.5    | 24.5    | 24.5    |
| pH                   | 6.9     | 6.6     | 7.1     | 7.4     | 7.6     |
| Conductivity (us/cm) | 276     | 430     | 657     | 1543    | 2000    |
| DO (mg/L)            | 7.3     | 5.9     | 4.7     | 2.85    | 1.2     |

A battery tester is used to online test the remaining capacity of the battery.

4.2.3. Process and Analysis of Comparative Experiments

In the first experiment, all sensor probes were fixed in one container that is full of water from group 3. The depth of the sensor probes during this trial was fixed at approximately 0.3 m beneath the water surface, which was similar to the deployment position in real lake water. To validate the proposed approach, different decision approaches were applied on the three monitoring nodes mentioned. Node 1 works continuously with a constant sampling interval of 30 s and communicating interval of 5 min. Node 2 uses a basic method to make the communication device sleep after a certain period to approximately suit the electric quantity of the battery. It has a constant sampling interval and communicating interval similar to that of Node 1. However, the communicating device enters a dormancy state for 0.5 h after working continually for 2 h. Node 3 adopts the approach proposed in this paper. It self-configures the sampling interval and communicating interval or enters a dormancy state with the decision of the reasoning engine which considers four rules mentioned in Section 3.3. The monitored water sample is the same as that of the three nodes. The comparison of the three nodes is shown in Table 3.
Table 3. Comparison of the three nodes.

| Node Name | Control Rules                                                                 | Description                                                                 | Hardware                                                                                                                                 |
|-----------|-------------------------------------------------------------------------------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------|
| Node 1    | Works continually without any control.                                        | Has a constant sampling interval of 30 s and communicating interval of 5 min. | All nodes have hardware similar to those mentioned.                                                                                     |
| Node 2    | Makes the communication device sleep after a certain period to approximately suit the electric quantity of the battery. | Has a constant sampling interval and communicating interval same as those of Node 1. However, the communicating device enters a dormancy state for 0.5 h after working continually for 2 h. |                                                                                                                                 |
| Node 3    | Uses the approach proposed in this paper.                                      | Self-configures the sampling interval and communicating interval or enters a dormancy state with the decision of the reasoning engine, which considers four rules mentioned in Section 3.3. |                                                                                                                                 |

The same types of battery as those mentioned were used to provide energy for three nodes. Thus, consumed energy is the total energy used by the monitoring nodes to perform sensing, transmission, and reception. Every battery was fully charged. Then, the monitoring nodes began to perform data collection and communication. Each of the four parameters (water temperature, pH, DO, and conductivity) were collected and transmitted. The dump energy of three battery groups were tested every 30 min until the battery power ran out. The test result was the average of three experiments.

Figure 19 shows the dump power ratio of three monitoring nodes for the same battery consumption. Electric quantity (vertical) decreased with time (horizontal). Among the three nodes, Node 1 had the shortest duration. Node 2 had a longer duration than Node 1 for the same energy consumption. Node 3 conserved the most energy. These results show that because the communication device of Node 2 entered a dormancy state at a certain moment, it sustained a slightly longer duration than Node 1. For Node 3, the ontology middleware played a role in saving energy by deciding to reconfigure the monitoring node according to the energy rule. Therefore, Node 3 had the longest duration. The ontology middleware did not affect the accuracy of the water-quality data, but it effectively reduced the energy consumption of the WSN.

In the next experiment, two monitoring nodes were adopted. Each node had the same hardware as that mentioned in Section 4.2.1. Each monitoring node was connected with four sensors (water temperature, pH, DO, and conductivity) as mentioned in Section 4.2.2. All nodes adopted the same approach proposed in this paper and the same as that of Node 3 in Table 3. However, the monitored water samples are different. To verify the energy saving ability with the changing of water quality, five groups of water sample were used, which corresponded to the five grades of water quality as shown in Table 2. Each group was placed in a separate container. The sensor probes of Node 1 were fixed in the container, which contained the worse quality of water group 5. The sensor probes of Node 2 switching location from one container to the others lasted for two hours each. The switching sequence is as follows: Water group 5—Water group 4—Water group 2—Water group 1—Water group 3. Table 2 shows that except the water temperature, all the parameters are different in the five water groups, especially the DO and conductivity. Therefore, in our simulation, Node 1 was working in a steady water environment, meanwhile Node 2 was working in a water environment with changing
water parameters. However, the water parameters changed in our simulation. Every battery was fully recharged again, and the monitoring nodes began performing data collection and communication. The dump energy of the three battery groups was tested.

![Figure 19. Test results of durations of three nodes for the same battery consumption with different control method.](image)

Figure 19. Test results of durations of three nodes for the same battery consumption with different control method.

Figure 20 shows the test result of the average of three experiments. Node 1 had a longer duration than Node 2 for the same energy consumption. This result means that the ontology middleware reconfigured the WSN at different grades of water sample and effectively reduced the energy consumption. The ontology middleware played a role in saving energy, which decided to reconfigure the monitoring node according to the data rule.

![Figure 20. Test results of durations of two nodes for the same battery consumption with different monitored water samples.](image)

Figure 20. Test results of durations of two nodes for the same battery consumption with different monitored water samples.

Finally, two monitoring nodes that had the same hardware as mentioned in Section 4.2.1 were adopted. Each monitoring node was still connected with the four sensors (water temperature, pH, DO, and conductivity) as mentioned in Section 4.2.2. All the sensor probes of the two monitoring nodes were fixed in the container of Water group 5. The same approach proposed in this paper as for Node 3 in Table 3 was adopted for two monitoring nodes. We set the observed objects of water temperature
and pH to unobserved in the management interface with Node 2. Node 1 still monitored four items (water temperature, pH, DO, and conductivity). Every battery was fully recharged again, and the monitoring nodes began performing data collection and communication. The dump energy of the three battery groups was tested. Figure 21 shows the test result of the average of the three experiments.

![Energy-time variation curve of Node 1 with four monitored items (water temperature, pH, DO, and conductivity). Energy-time variation curve of Node 2 with two monitored items (DO and conductivity).](image)

**Figure 21.** Test results of durations of two nodes for the same battery consumption with different monitored items.

Node 2 had a longer duration than Node 1 for the same energy consumption. This result means that the ontology middleware that makes the water temperature sensor sleep and the pH sensor of Node 2 have an effect on energy consumption. The observation demand state rules play a role in decision making.

### 5. Conclusions

The application of an ontology results in a clear structure. It uses a natural assumption that is highly suitable for pervasive computing systems. The accurate expression of knowledge is essential when automatically monitoring, identifying, and processing a WSN working state. SWRL is used to describe the reasoning rules for an OWL instance and to infer new knowledge. By using SWRL, we have improved the ontological reasoning functions of the WSN.

This paper proposes a method using a middleware based on ontology and SWRL rules for WSN state monitoring and operational decision support. We considered a WSN for lake water quality monitoring. The structure and state information is encoded in the WSN ontology, and can be used for real-time monitoring of the device, data, object observation, and water quality states. A rule set based on SWRL combined with the ontology can help us make intelligent decisions. Our case study shows that the proposed method effectively reduced the energy consumption and improved the reliability of the WSN.

In the future, we will improve the monitoring functions of the WSN ontology. We will also add more devices, and include more complex strategies in the reasoning rules that dynamically control the energy consumption; for example, topology protocols, power aware routing protocols, and more effective sleeping management protocols. We will conduct more experiments at a larger scale to test rule conflicts and the diagnosis accuracy.
Acknowledgments

This paper was supported by the Research Foundation of Science and Technology Commission of Shanghai under Grant No. 10DZ1500200, the Natural Science Fund of China (NSFC) under Grant Nos. 50975088, 51275173, and 51575186, the Fundamental Research Funds for the Central Universities under Grant No. WH0913009, Shanghai Pujiang Program under Grant No. PJ201000353, and Shanghai Software and IC industry Development Special Fund under Grant No. 120493.

Author Contributions

Xiaoci Huang and Jianjun Yi conceived and designed the submission; Shaoli Chen, Yingmao Lu and Xiaomin Zhu performed the experiments; Xiaoci Huang, Shaoli Chen and Jianjun Yi analyzed the data; Xiaoci Huang, Xiaomin Zhu, and Shaoli Chen contributed materials; Xiaoci Huang and Jianjun Yi revised the manuscript; Xiaoci Huang, Jianjun Yi, Shaoli Chen and Xiaomin Zhu approved the final version.

Conflicts of Interest

The authors declare no conflict of interest.

References

1. Comptona, M.; Barnaghi, P.; Bermudezc, L.; Garcia-Castro, R.; Corcho, O. The SSN ontology of the W3C semantic sensor network incubator group, Web Semantics: Science. Serv. Agents World Wide Web 2012, 17, 25–32.
2. Bendadouche, R.; Roussey, C.; de Sousa, G.; Chanet, J.P.; Hou, K.M. Extension of the Semantic Sensor Network Ontology for Wireless Sensor Networks: The Stimulus-WSNnode-Communication Pattern. CEUR Workshop Proc. 2012, 904, 49–64.
3. Zungeru, A.M.; Seng, K.P.; Ang, L.M.; Chia, W.C. Energy Efficiency Performance Improvements for Ant-Based Routing Algorithm in Wireless Sensor Networks. J. Sens. 2013, 2013, 1–17.
4. Gao, D.; Zhang, L.; Wang, H. Energy saving with node sleep and power control mechanisms for Wireless Sensor Networks. J. China Univ. Posts Telecommun. 2011, 18, 49–59.
5. Kim, D.; Song, S.; Choi, B.Y. Energy-Efficient Adaptive Geosource Multicast Routing for Wireless Sensor Networks. J. Sens. 2013, 2013, 1–14.
6. Chen, C.M.; Zheng, X.; Wu, T.Y. A Complete Hierarchical Key Management Scheme for Heterogeneous Wireless Sensor Networks. Sci. World J. 2014, 2014, 1–13.
7. Botts, M.; Percivall, G.; Reed, C.; Davidson, J. OGC Sensor Web Enablement: Overview and High Level Architecture; OpenGIS White Paper OGC 07-165; Open Geospatial Consortium Inc.: Charlottesville, Virginia, VA, USA, 2007.
8. Botts, M.; Robin, A. OpenGIS Sensor Model Language (SensorML) Implementation Specification; OpenGIS Implementation Specification OGC 07-000; Open Geospatial Consortium Inc.: Charlottesville, Virginia, VA, USA, 2007.
9. Cox, S. Observations and Measurements-Part 1-Observation Schema; OpenGIS Implementation Standard OGC 07-022r1; Open Geospatial Consortium Inc.: Charlottesville, Virginia, VA, USA, 2007.

10. Cox, S. Observations and Measurements-Part 2-Sampling Features; OpenGIS Implementation Standard OGC 07-002r3; Open Geospatial Consortium Inc.: Charlottesville, Virginia, VA, USA, 2007.

11. Hitzler, P.; Krötzsch, M.; Parsia, B.; Peter, F. Patel-Schneider; Sebastian Rudolph. OWL 2 Web Ontology Language Primer; W3C Recommendation. Available online: http://www.w3.org/TR/owl2-primer/ (accessed on 25 July 2014).

12. Horrocks, I.; Patel-Schneider, P.F.; Boley, H. SWRL: A Semantic Web Rule Language Combining OWL and RuleML. W3C Recommendation; Available online: http://www.w3.org/Submission/SWRL/ (accessed on 28 July 2014).

13. McGuinness, D.L.; Van Harmelen, F. OWL Web Ontology Language Overview; W3C Recommendation. Available online: http://www.w3.org/TR/owl-features/ (accessed on 2 August 2014).

14. Smith, M.K.; Welty, C.; McGuinness, D.L. OWL Web Ontology Language Guide; W3C Recommendation. Available online: http://www.w3.org/TR/owl-guide/ (accessed on 4 August 2014).

15. Cuppens-Boulahia, N.; Cuppens, F.; Autrel, F.; Debar, H. An ontology-based approach to react to network attacks. Int. J. Inf. Comput. Secur. 2009, 3, 280–305.

16. Zhang, W.; Hansen, K.M. An OWL/SWRL based Diagnosis Approach in a Pervasive Middleware. In the Proceedings of the 20th International Conference on Software Engineering and Knowledge Engineering, Redwood City, CA, USA, 1–3 July 2008; pp. 198–217.

17. Narmada, A.; Rao, P.S. Zigbee Based WSN with IP Connectivity. Computational Intelligence. Modelling and Simulation (CIMSim). In Proceedings of the 2012 Fourth International Conference, Kuantan, Malaysia, 25–27 September 2012; pp. 1–4.

18. Azkune, G.; Orduna, P.; Laiseca, X.; Castillejo, E.; Lopez-de-Ipina, D.; Loitxate, M.; Azpiazu, J. Semantic Framework for Social Robot Self-Configuration. Sensors 2013, 13, 7004–7020.

19. Horridge, M.; Tudorache, T.; Nyulas, C.; Vendetti, J.; Noy, N.F.; Musen, M.A. WebProtégé: A collaborative Web-based platform for editing biomedical ontologies. Bioinformatics 2014, 30, 2384–2385.

20. Haarslev, V; Möller, R. Description of the RACER System and its Applications. Lect. Notes Artif. Intell. 2001, 2083, 1–8.

21. Raghunathan, V.; Schurchers, C.; Park, S.; Srivastava, M. Energy-aware Wireless Microsensor Networks. Signal Process. Mag. 2002, 19, 40–50.

22. Anastasia, G.; Contib, M.; di Francescoa, M.; Passarella, A. Energy conservation in wireless sensor networks: A survey. Ad Hoc Netw. 2009, 7, 537–568.

23. Daladier, E.T.; Liu, Y.; Zhang, Z. TDAL: Thoroughly Data Aggregation of Low Energy Devices in Secure Heterogeneous Wireless Sensor Networks. J. Sens. 2014, 1–15, doi:10.1155/2014/938480.

24. Golbreich, C. Combining Rule and Ontology Reasoners for the Semantic Web. In Rules and Rule Markup Languages for the Semantic Web, Lecture Notes in Computer Science; Third International Workshop: Hiroshima, Japan, 2004; pp. 6–22.
25. O’Flyern, B.; Martinez, R. Smart Coast: A Wireless Sensor Network for Water Quality Monitoring. In Proceedings of the 32nd IEEE Conference on Local Computer Networks, Dublin, Ireland, 15–18 October 2007; pp. 815–816.

26. Zennaro, M.; Floros, A.; Dogan, G.; Sun, T.; Cao, Z.; Huang, C. On the Design of a Water Quality Wireless Sensor Network (WQWSN): An Application to Water Quality Monitoring in Malawi. In Proceedings of the International Conference on Parallel Processing Workshops, Vienna, Austria, 22–25 September 2009; pp. 330–336.

27. Luís, M.L.; Oliveira, J.; Rodrigues, J.P.C. Wireless Sensor Networks: A Survey on Environmental Monitoring. *J. Commun.* 2001, 6, 143–151.

28. Chen, B.; Jamieson, K.; Balakrishnan, H.; Morris, R. Span: An Energy-Efficient Coordination Algorithm for Topology Maintenance in Ad Hoc Wireless Networks. *Wirel. Netw.* 2002, 8, 481–494.

29. Xu, Y.; Heidemann, J.; Estrin, D. Geography-Informed Energy Conservation for Ad Hoc Routing. In Proceedings of the 7th Annual International Conference on Mobile Computing and Networking, Fukuoka, Japan, 23–26 March 2010; pp. 70–84.

30. Barontib, P.; Pillaiia, P.; Chook, V.W.C. Wireless sensor networks: A survey on the state of the art and the 802.15.4 and ZigBee standards. *Comput. Commun.* 2007, 30, 1655–1695.

31. State Environmental Protection Administration. *GB3838-2002: Environmental Quality Standards for Surface Water*; State Environmental Protection Administration: Beijing, China, 2002.

© 2015 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution license (http://creativecommons.org/licenses/by/4.0/).