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Abstract. This paper presents some new propositions related to the fractional order $h$-difference operators, for the case of general quadratic forms and for the polynomial type, which allow proving the stability of fractional order $h$-difference systems, by means of the discrete fractional Lyapunov direct method, using general quadratic Lyapunov functions, and polynomial Lyapunov functions of any positive integer order, respectively. Some examples are given to illustrate these results.

1. Introduction

Fractional calculus, the study of integrals and differences of any order, is a topic of growing interest. Basic information on fractional calculus, concepts, ideas and their applications can be found e.g. in [17, 18, 27–29]. Dynamical systems are one of the most active areas because of their applications in various fields of science and engineering, and many authors have focused on the stability of the nonlinear fractional systems, see for instance [1, 4, 5, 9, 10, 19–21, 31, 33–36]. Due to the lack of geometrical interpretation of the fractional derivatives and the differences, it is difficult to find a valid tool to analyze the stability of the fractional equations, and to our knowledge there are few works on the stability of solutions for either fractional differential equations, see [19, 20, 34, 35] or fractional difference equations, see [11, 14, 15, 21, 31, 36].

This paper will focus on the stability of the fractional order $h$-difference systems. The fractional order $h$-difference operators are special operators of the discrete fractional calculus, which were initiated by Miller and Ross [23] in 1988. Since then there has been a great deal of interest in the discrete fractional calculus. The basic theory of the discrete fractional calculus can be found in [2, 3, 6, 8, 11–13, 15, 16, 24–26, 32] and other sources. The calculus of fractional $h$-differences was given for instance in [6, 15, 24, 26, 32].

So, in order to prove the stability of the fractional order $h$-difference systems, it is not an easy task to directly extend the normal Lyapunov stability results to the fractional cases since the Leibniz law is complicated and does not hold generally. Matignon [22] proposes an explicit stability condition for a linear fractional differential systems. The articles [19, 20] present the fractional Lyapunov direct method...
to the fractional order differential systems, for the applications of this method, see [33–35]. However, it is a difficult task to find an appropriate Lyapunov function by means of this method. Some authors have proposed Lyapunov functions to prove the stability of the fractional order systems. For the application of this method, we refer to [1, 4, 5, 9, 10, 21, 31, 36].

In [21], we consider the stability of nabla \((q, h)\)-fractional difference equations by Lyapunov direct method combining with the comparison lemma. In our present paper, we use a different method to show these comparison lemmas, that allow using general quadratic Lyapunov functions to analyse the stability of the fractional order \(h\)-difference systems. We also give some new propositions for the fractional order \(h\)-difference systems, which enable us to build polynomial Lyapunov functions of any order to determine the stability of such systems. As a consequence, we give a sufficient condition for these systems to be stable or asymptotically stable. Finally, some examples are given to illustrate our main results.

2. Preliminary Definitions

Let \((h\mathbb{N})_a := \{a, a + h, a + 2h, \cdots\}\), where \(h > 0, a \in \mathbb{R}\). We use the notation \(\mathcal{F}(h\mathbb{N})_a\) denotes the set of real valued functions defined on \((h\mathbb{N})_a\). Let \(\sigma(t) = t + h\) for \(t \in (h\mathbb{N})_a\). For the convenience of the readers, we will list some relevant results here.

Definition 2.1. (See [22, Definition 2.1]). For a function \(y \in \mathcal{F}(h\mathbb{N})_a\), the forward \(h\)-difference operator is defined as

\[
(\Delta_h y)(t) = \frac{y(\sigma(t)) - y(t)}{h}, \quad t \in (h\mathbb{N})_a.
\]

and the \(h\)-difference sum is given by

\[
(\sigma \Delta^{-1}_h y)(t) = \sum_{s=0}^{t} y(sh)h, \quad t \in (h\mathbb{N})_a,
\]

where, by convention, \((\sigma \Delta^{-1}_h y)(0) = 0\).

Definition 2.2. (See [6, Definition 2.6]). For arbitrary \(t, v \in \mathbb{R}\), the \(h\)-factorial function is defined by

\[
t^{(v)}_h = \frac{\Gamma(\frac{v}{h} + 1)}{\Gamma(\frac{v}{h} + 1 - v)},
\]

where \(\Gamma\) is the Euler gamma function with \(\frac{v}{h} + 1 \notin \mathbb{Z} - \{0\}\), and we use the convention that \(t^{(0)}_h = 0\), when \(\frac{v}{h} + 1 - v\) is a nonpositive integer, and \(\frac{v}{h} + 1\) is not a nonpositive integer.

Definition 2.3. (See [6, Definition 2.8]). For a function \(y \in \mathcal{F}(h\mathbb{N})_a\), the fractional \(h\)-sum of order \(v > 0\) is given by

\[
(\sigma \Delta^{-v}_h y)(t) = \frac{h}{\Gamma(v)} \sum_{s=0}^{t} (t - \sigma(sh))^{(v-1)}_h y(sh), \quad t \in (h\mathbb{N})_{a+vth}
\]

and \((\sigma \Delta^{0}_h y)(t) = y(t), \sigma(sh) = (s + 1)h\).

Definition 2.4. (See [22, Definition 2.6]). Let \(v \in (n-1, n]\), and set \(\mu = n - v\), where \(n \in \mathbb{N}_1\). The Riemann-Liouville like fractional \(h\)-difference operator \(\sigma \Delta^{\mu}_h y\) of order \(v\) for a function \(y \in \mathcal{F}(h\mathbb{N})_a\) is defined by

\[
(\sigma \Delta^{\mu}_h y)(t) = (\Delta^{\mu}_h(\sigma \Delta^{\mu}_h y))(t) = \frac{h}{\Gamma(\mu)} \Delta^{\mu}_h \sum_{s=0}^{t} (t - \sigma(sh))^{(\mu-1)}_h y(sh), \quad t \in (h\mathbb{N})_{a+vth}
\]
Lemma 2.5. (See [24, Theorem 2.8]). Let \( v \in (n-1, n] \), and \( \mu = n - v \), where \( n \in \mathbb{N}_1 \). The following formula is equivalent to (4).

\[
\begin{align*}
(\Delta_h^v y)(t) &= \frac{h}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+vh}{h}} (t - \sigma(sh))_{h}^{(v-1)}y(sh), \quad v \in (n-1, n), \quad t \in (h\mathbb{N})_{n+1}\mu h.
\end{align*}
\]

Lemma 2.6. (See [24, Definition 2.9]). Let \( v \in (n-1, n] \), and set \( \mu = n - v \), where \( n \in \mathbb{N}_1 \). The Caputo like \( h \)-difference operator \( \Delta_h^\mu y \) of order \( v \) for a function \( y \in \mathcal{F}_{[(0,N_0)]} \), is defined by

\[
(\Delta_h^\mu y)(t) = (\Delta_h^v y)(t) = \frac{h}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+vh}{h}} (t - \sigma(sh))_{h}^{(v-1)}(\Delta_h^v y)(sh), \quad t \in (h\mathbb{N})_{n+1}\mu h.
\]

Lemma 2.7. (See [24, Proposition 2.11]). Let \( v \in (n-1, n] \), and \( \mu = n - v \), where \( n \in \mathbb{N}_1 \). The following formula is equivalent to (4).

\[
\begin{align*}
(\Delta_h^v y)(t) &= \frac{h^{1-v} \Gamma(n-v)}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+vh}{h}} (t - \sigma(sh))_{h}^{(n-v-1)} \sum_{r=0}^{n} (-1)^{r+1} \binom{n}{r} y((r+s)h), \quad v \in (n-1, n), \quad t \in (h\mathbb{N})_{n+1}\mu h.
\end{align*}
\]

The following corollary appears in Mozyrska et al [24, Corollary 4.2].

Corollary 2.8. (See [24, Corollary 4.2]). Let \( v \in (0, 1] \). The following formula holds

\[
(\Delta_h^v y)(t) = (\Delta_h^v y)(t) - \frac{(t-a)^{(v-\nu)}y(a)}{\Gamma(1-v)}, \quad t \in (h\mathbb{N})_{n+1}\nu h.
\]

Lemma 2.9. The following properties are useful in this paper:

Delta difference of the \( h \)-falling factorial function (See [13, Lemma 3.2])

\[
\begin{align*}
\Delta_h(t-sh)^{(v)}_{h} &= -v(t - \sigma(sh))_{h}^{(v-1)},
\end{align*}
\]

where \( \Delta_h(t-sh)^{(v)}_{h} = \frac{u_{h}}{(-h^{v})(-sh)^{(v)}_{h}} \).

Summation by parts (See [13, Property 2.3])

\[
\begin{align*}
\sum_{s=\frac{t}{h}}^{\frac{t+vh}{h}} x(sh+h)(\Delta_h y)(sh) &= \frac{1}{h}(x(sh)y(sh))_{h}^{\frac{t+vh}{h}} - \sum_{s=\frac{t}{h}}^{\frac{t+vh}{h}} y(sh)(\Delta_h x)(sh), \quad t \in (h\mathbb{N})_{n+1}(1-v)h.
\end{align*}
\]

3. General quadratic Lyapunov functions for stability

In this section, we will demonstrate stability of the fractional order \( h \)-difference systems by finding a general quadratic Lyapunov functions, using the discrete fractional Lyapunov direct method.

Consider the following nonlinear vector fractional order \( h \)-difference equations

\[
\begin{align*}
(\Delta_h^v y)(t) &= f(t, x(t+vh)), \quad t \in (h\mathbb{N})_{n+1}(1-v)h, \\
x(a) &= x_0 \in \mathbb{R}^n,
\end{align*}
\]

and

\[
\begin{align*}
(\Delta_h^{-v} x)(t) &= f(t, x(t+vh)), \quad t \in (h\mathbb{N})_{n+1}(1-v)h, \\
(\Delta_h^{-v} x)(t)|_{t=n+1(1-v)h} &= h^{-v}x_0 \in \mathbb{R}^n,
\end{align*}
\]

\[
\begin{align*}
(\Delta_h^{-v} x)(t) &= f(t, x(t+vh)), \quad t \in (h\mathbb{N})_{n+1}(1-v)h, \\
(\Delta_h^{-v} x)(t)|_{t=n+1(1-v)h} &= h^{-v}x_0 \in \mathbb{R}^n,
\end{align*}
\]
where \( f : (h\mathbb{N})_{h(1-\nu)} \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is continuous with respect to \( x, x : (h\mathbb{N})_h \rightarrow \mathbb{R}^n \), and \( \nu \in (0, 1] \). By Schauder’s Fixed Point Theorem, it is easy to show that equations (11) and (12) has a solution which exists in \((h\mathbb{N})_h\), we could refer to [13, Theorem 6.11].

The constant vector \( x_0 \) is an equilibrium point of the nonlinear vector fractional order \( h \)-difference equation (11) (or (12)) if and only if \((a\Delta^\nu_{t,x_0}(t) = f(t,x_0(t + vh))) = 0 (a\Delta^\nu_{t,x_0}(t) = f(t,x_0(t + vh)) \) in the case of the Riemann-Liouville vector fractional \( h \)-difference equation) for all \( t \in (h\mathbb{N})_{h(1-\nu)} \).

Assume that \( f(t,0) = 0 \) so that the trivial solution \( x \equiv 0 \) is an equilibrium point of the fractional order \( h \)-difference system (11) (or (12)). Note that there is no loss of generality in doing so because any equilibrium point can be shifted to the origin via a change of variables.

First, we present the following simple definitions and important facts.

**Definition 3.1.** The equilibrium point \( x = 0 \) of the system (11) (or (12)) is said to be

(a) stable, if for each \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon) > 0 \) such that \( ||x(a)|| < \delta \) implies \( ||x(a + \varepsilon)|| < \varepsilon \) for all \( k \in \mathbb{N}_0 \).

(b) attractive, if there exists \( \delta > 0 \) such that \( ||x(a)|| < \delta \) implies \( \lim_{k \rightarrow \infty} x(a + k\varepsilon) = 0 \).

(c) asymptotically stable, if it is stable and attractive.

The fractional order \( h \)-difference system (11) (or (12)) is called stable (asymptotically stable) if their equilibrium point \( x = 0 \) is stable (asymptotically stable).

**Definition 3.2.** Let \( V : (h\mathbb{N})_h \times \mathbb{R}^n \rightarrow \mathbb{R} \) be a continuous scalar function. \( V \) is a Lyapunov function if it is a locally positive-definite function, i.e. \( V(t,0) = 0, V(t,x) > 0, \forall x \in \mathbb{U} \setminus \{0\} \) with \( \mathbb{U} \) being a neighborhood region around \( x = 0 \).

**Definition 3.3.** (See [14, Definition 3.2].) A function \( \phi(r) \) is said to belong to the class \( \mathcal{K} \) if and only if \( \phi \in C[[0, \rho), \mathbb{R}_+] \), \( \phi(0) = 0 \), and \( \phi(r) \) is strictly monotonically increasing in \( r \).

**Definition 3.4.** A real valued function \( V(t,x) \) defined on \((h\mathbb{N})_h \times S_\rho \), where \( S_\rho = \{x \in \mathbb{R}^n : ||x|| \leq \rho\} \), is said to be positive definite if and only if \( V(t,0) = 0 \) for all \( t \in (h\mathbb{N})_h \) and there exists \( \phi(r) \in \mathcal{K} \) such that \( \phi(r) \leq V(t,x), ||x|| = r, (t,x) \in (h\mathbb{N})_h \times S_\rho \).

**Definition 3.5.** A real valued function \( V(t,x) \) defined on \((h\mathbb{N})_h \times S_\rho \), where \( S_\rho = \{x \in \mathbb{R}^n : ||x|| \leq \rho\} \), is said to be decrescent if and only if \( V(t,0) = 0 \) for all \( t \in (h\mathbb{N})_h \) and there exists \( \phi(r) \in \mathcal{K} \) such that \( V(t,x) \leq \phi(r), ||x|| = r, (t,x) \in (h\mathbb{N})_h \times S_\rho \).

Now, let us recall that the \( \mathcal{Z} \)-transform of a sequence \( \{y(n)\}_{n \in \mathbb{N}_0} \) is a complex function given by \( Y(z) = \mathcal{Z}[y(z)] = \sum_{k=0}^{\infty} \frac{y(k)}{z^k} \), where \( z \in \mathbb{C} \) is a complex number for which this series converges absolutely. The \( \mathcal{Z} \)-transform of \( \phi_{\alpha} \) is defined as

\[
\mathcal{Z}[\phi_{\alpha}](z) = \sum_{k=0}^{\infty} \left( k + \alpha - 1 \right) \frac{1}{z^k} = \sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} \frac{1}{z^k} = \left( \frac{z}{z-1} \right)^{\alpha},
\]

where

\[
\phi_{\alpha}(n) = \binom{n + \alpha - 1}{n} = (-1)^n \binom{-\alpha}{n}.
\]

The convolution of \( \phi_{\alpha} \) and \( x \) is defined as

\[
(\phi_{\alpha} * x)(n) = \sum_{s=0}^{n} \binom{n - s + \alpha - 1}{n - s} x(s).
\]

The following relations hold for the \( \mathcal{Z} \)-transform, \( \mathcal{Z}[x(n) * y(n)](z) = \mathcal{Z}[x(n)](z) \mathcal{Z}[y(n)](z), \mathcal{Z}[y(n-1)](z) = \frac{1}{z} \mathcal{Z}[y(n)](z) \) for \( |z| > R \), where \( R \) is the radius of convergence of \( \mathcal{Z}[y(n)](z) \).
Proposition 3.6. (See [26, Proposition 16]). For \( \nu \in (0, 1] \), \( a \in \mathbb{R} \), let \( y(n) := (\nu \Delta_h^n x)(a + (1 - \nu)h + nh) \), where \( n \in \mathbb{N}_0 \). Then
\[
Z[y](n) = h^{-\nu} \left( \frac{h}{z - 1} \right)^{1-\nu} [(z - 1)X(z) - zx(a)],
\]
where \( X(z) = Z[X](z) \), and \( x(n) = x(a + nh) \).

Proposition 3.7. (See [26, Proposition 24]). For \( \nu \in (0, 1] \), \( a \in \mathbb{R} \), let \( y(n) := (\nu \Delta_h^n x)(a + (1 - \nu)h + nh) \), where \( n \in \mathbb{N}_0 \). Then
\[
Z[y](n) = z \left( \frac{hz}{z - 1} \right)^{-\nu} X(z) - zh^{-\nu} x(a),
\]
where \( X(z) = Z[X](z) \), and \( x(n) = x(a + nh) \).

Lemma 3.8. (Diagonalization of a real symmetric matrix [14, p. 54]). Let \( P \in \mathbb{R}^{nxn} \) be a real symmetric matrix. Then it may be transformed into a diagonal form by means of an orthogonal transformation, that is to say, there is an orthogonal matrix \( B \in \mathbb{R}^{nxn} \) and a diagonal matrix \( \Lambda \in \mathbb{R}^{nxn} \) such that
\[
P = B \Lambda B^T.
\]

Now, we give the following lemmas for the Caputo fractional order \( h \)-difference, which will be useful for proving the stability of the system [11].

Lemma 3.9. Assume \( \nu \in (0, 1] \), \( x, y \in \mathbb{R} \), \( (\nu \Delta_h^n x)(t) \geq (\nu \Delta_h^n y)(t) \), \( t \in (h \mathbb{N})_{k+1}, \nu(1-\nu) \). Then we have \( x(t) - y(t) \geq x(a) - y(a) \) for \( t \in (h \mathbb{N})_a \).

Proof. It follows from \( (\nu \Delta_h^n x)(t) \geq (\nu \Delta_h^n y)(t) \), that there exists a nonnegative function \( M(.) \) satisfying
\[
(\nu \Delta_h^n x)(t) = (\nu \Delta_h^n y)(t) + M(t).
\]
Taking the \( Z \)-transform of the equation [15], and using the Proposition 3.6, we get
\[
h^{-\nu} \left( \frac{h}{z - 1} \right)^{1-\nu} [(z - 1)X(z) - zx(a)] = h^{-\nu} \left( \frac{h}{z - 1} \right)^{1-\nu} [(z - 1)Y(z) - zy(a)] + M(z),
\]
where \( X(z) = Z[X](z) \), \( Y(z) = Z[y](z) \). It follows that
\[
X(z) = Y(z) + h^{-\nu} \left( \frac{h}{z - 1} \right)^{1-\nu} M(z) + \frac{z}{z - 1}(x(a) - y(a)).
\]
Applying the inverse \( Z \)-transform to the equation [16] gives
\[
x(t) = y(t) + h^{-\nu}(\tilde{\varphi}_n \ast M)(n - 1) + (x(a) - y(a)),
\]
where \( \tilde{\varphi}_n(n) = \left( \begin{array}{c} n + \nu - 1 \\ n \end{array} \right) = (-1)^n \left( \begin{array}{c} -\nu \\ n \end{array} \right) \). It follows from \( M(t) \geq 0 \) and \( h^{-\nu}(\tilde{\varphi}_n \ast M)(n - 1) \geq 0 \) that \( x(t) - y(t) \geq x(a) - y(a) \). The proof is complete. \( \square \)

Proposition 3.10. (See [4, Lemma 3.2]). For \( \nu \in (0, 1] \), and \( y \in \mathbb{R} \), the following inequality holds
\[
(\nu \Delta_h^n y^2)(t) \leq 2y(t + vh)(\nu \Delta_h^n y)(t), \quad t \in (h \mathbb{N})_{k+1}, \nu(1-\nu).\]

Proposition 3.11. For \( \nu \in (0, 1] \), and \( y \in \mathbb{R}^n \), the following relationship holds
\[
\frac{1}{2} \nu \Delta_h^n (y^T(t)P(t)y(t)) \leq y^T(t + vh)P(\nu \Delta_h^n y)(t), \quad t \in (h \mathbb{N})_{k+1}, \nu(1-\nu),\]
where \( P \in \mathbb{R}^{n \times n} \) is a constant, square, symmetric, and positive definite matrix.
Rearranging and using \( B \) and replacing \( x \) by \( \Lambda \) in the equality (19), and remembering the positivity hypothesis of the matrix \( P \), we have that \( \lambda_{ii} > 0 \), then

\[
\frac{1}{2} y^T(t) P y(t) = \frac{1}{2} y^T(t) B \Lambda B^T y(t) = \frac{1}{2} (B^T y(t))^T \Lambda (B^T y(t)).
\]

Set \( x(t) := B^T y(t) \), then we have

\[
\frac{1}{2} a_{ii}^x (x^T(t) \Lambda x(t)) = \frac{1}{2} (a_{ii}^x \sum_{i=1}^n \lambda_{ii} x_i^2(t)) = \sum_{i=1}^n \lambda_{ii} \frac{1}{2} (a_{ii}^x x_i^2(t)).
\]

Applying Proposition 3.10 to the equality (19), and remembering the positivity hypothesis of the matrix \( P \), we have that \( \lambda_{ii} > 0 \), then

\[
\frac{1}{2} a_{ii}^x (x^T(t) \Lambda x(t)) \leq \sum_{i=1}^n \lambda_{ii} x_i(t + vh)(a_{ii}^x x_i(t)),
\]

that is,

\[
\frac{1}{2} a_{ii}^x (x^T(t) \Lambda x(t)) \leq x^T(t + vh) \Lambda (a_{ii}^x x(t)).
\]

Then, replacing \( x(t) = B^T y(t) \) in the inequality (20), we have

\[
\frac{1}{2} a_{ii}^x ((B^T y(t))^T \Lambda (B^T y(t))) \leq (B^T y(t + vh))^T \Lambda (a_{ii}^x y(t)).
\]

Rearranging and using \( B \Lambda B^T = P \) in the inequality (21), we get

\[
\frac{1}{2} a_{ii}^x (y^T(t) P y(t)) \leq y^T(t + vh) P(a_{ii}^x y(t)).
\]

The proof is complete. \( \square \)

**Lemma 3.12.** Let \( x = 0 \) be an equilibrium point of the system (11). If there exists a positive definite and decrescent scalar function \( V(t, x) \), class-\( K \) functions \( \gamma_1, \gamma_2, \) and \( \gamma_3 \) such that

\[
\gamma_1(||x(t)||) \leq V(t, x(t)) \leq \gamma_2(||x(t)||), \quad t \in (hN)_c,
\]

and

\[
(a_{ii}^x V)(t, x(t)) \leq -\gamma_3(||x(t + vh)||).
\]

Then the system (11) is asymptotically stable.

**Proof.** From the equations (22) and (23), we have

\[
(a_{ii}^x V)(t, x(t)) \leq -\gamma_3 \gamma_2^{-1}(V(t + vh, x(t + vh)));
\]

where \( \gamma_2^{-1} \) denotes the inverse of \( \gamma_2 \). It is evident that \( \gamma_3 \circ \gamma_2^{-1} \) is a discrete class \( K \) function.

Considering a fractional difference equation

\[
(a_{ii}^x U)(t, x(t)) = -\gamma_3 \gamma_2^{-1}(U(t + vh, x(t + vh)));
\]

Similar to the proof of [4, Theorem 2.10], we could show that \( V(t, x(t)) \leq U(t, x(t)) \). Then, as the proof of [4, Theorem 2.9], we could obtain \( \lim_{t \to \infty} U(t, x(t)) = 0 \). Since \( \gamma_1 \) is a class \( K \) function, and \( \gamma_1(||x(t)||) \leq V(t, x(t)) \), it follows that \( \lim_{t \to \infty} x(t) = 0 \). The proof is complete. \( \square \)
Theorem 3.13. Assume $x = 0$ is an equilibrium point of the system (11), if the following condition is satisfied
\[ x^T(t + vh)Pf(t, x(t + vh)) \leq 0, \quad t \in (h\mathbb{N})_{n+1-\nu}h, \]
then the system (11) is stable. Also, if
\[ x^T(t + vh)Pf(t, x(t + vh)) < 0, \quad t \in (h\mathbb{N})_{n+1-\nu}h, \forall x \neq 0, \]
then the system (11) is asymptotically stable.

Proof. Let us propose the following Lyapunov function, which is positive definite
\[ V(t, x(t)) = \frac{1}{2}x^T(t)Px(t). \]
Using Proposition 3.11, we obtain \[ (\Delta^\nu_x V)(t) \leq x^T(t + vh)P(\Delta^\nu_x x)(t) = x^T(t + vh)Pf(t, x(t + vh)) \leq 0, \] (24)
by Lemma 3.9 we have
\[ V(t, x(t)) \leq V(a, x(a)), \]
that is,
\[ \frac{1}{2}x^T(t)Px(t) \leq \frac{1}{2}x^T(a)Px(a). \]
Since $BAB^T = P$, we obtain
\[ \frac{1}{2}x^T(t)BAB^Tx(t) \leq \frac{1}{2}x^T(a)BAB^Tx(a). \]
Set $y(t) := B^Tx(t)$, then we have
\[ \frac{1}{2}y^T(t)A^y y(t) \leq \frac{1}{2}y^T(a)A^y y(a). \]
Since $\Lambda$ is a diagonal matrix, it follows that
\[ \sum_{i=1}^n \lambda_i y_i^2(t) \leq \sum_{i=1}^n \lambda_i y_i^2(a). \]
Hence, we have
\[ \lambda_{\min}\|y(t)\|^2 \leq \lambda_{\max}\|y(a)\|^2, \]
where $\lambda_{\min} = \min\{\|\lambda_i\| : 1 \leq i \leq n\}$, $\lambda_{\max} = \max\{\|\lambda_i\| : 1 \leq i \leq n\}$.
Since $B$ is an orthogonal matrix, and $y(t) = B^Tx(t)$, we have
\[ \lambda_{\min}\|x(t)\|^2 \leq \lambda_{\max}\|x(a)\|^2. \]
According to the definition of stability in the sense of Lyapunov, we see that the system (11) is stable in the sense of Lyapunov.
If
\[ x^T(t + vh)Pf(t, x(t + vh)) < 0, \quad t \in (h\mathbb{N})_{n+1-\nu}h, \forall x \neq 0, \]
similar to the above step, we can show that the system (11) is stable. Using Proposition 3.11, we have \[ (\Delta^\nu_x V)(t, x(t)) \leq x^T(t + vh)P(\Delta^\nu_x x)(t) < 0, \]
that is, the fractional order $h$-difference of $V$ function is negative definite. Given the relationship between positive definite functions and class-$\mathcal{K}$ functions in [30]. As a result, the system (11) is asymptotically stable from Lemma 3.12. The proof is complete. \[ \Box \]
In what follows, we will present results concerning the Riemann-Liouville fractional order $h$-difference, which are important to prove the stability of the system (12).

**Lemma 3.14**. Assume $\nu \in (0, 1]$, $x, y \in \mathbb{R}$, $(a^\nu_h)x(t) \geq (a^\nu_h)y(t), t \in (hN)_{h+1(1-\nu)b}$, and $x(a) \leq y(a)$. Then we have $x(t) - y(t) \geq x(a) - y(a)$ for $t \in (hN)_a$.

**Proof**. It follows from $(a^\nu_h)x(t) \geq (a^\nu_h)y(t)$ that there exists a nonnegative function $M(\cdot)$ satisfying

$$
(a^\nu_h)x(t) = (a^\nu_h)y(t) + M(t).
$$

(25)

Taking the $Z$-transform of the equation (25), and using the Proposition 3.7 we get

$$
z\left(\frac{hz}{z-1}\right)^{-\nu} X(z) - zh^{-\nu} x(a) = z\left(\frac{hz}{z-1}\right)^{-\nu} Y(z) - zh^{-\nu} y(a) + M(z).
$$

It follows that

$$
X(z) = Y(z) + \frac{1}{z}\left(\frac{hz}{z-1}\right)^{\nu} M(z) + \left(\frac{z}{z-1}\right)^{\nu} (x(a) - y(a)).
$$

(26)

Applying the inverse $Z$-transform to the equation (26) gives

$$
x(t) = y(t) + h^\nu(\bar{\varphi}_\nu \ast M)(n-1) + \bar{\varphi}_\nu(n)(x(a) - y(a)),
$$

where $\bar{\varphi}_\nu(n) = \left(\frac{n + \nu - 1}{n}\right) = (-1)^n \left(\frac{-\nu}{n}\right) \leq 1$. It follows from $\bar{\varphi}_\nu(n) \geq 0, x(a) \leq y(a), M(t) \geq 0$, and $h^\nu(\bar{\varphi}_\nu \ast M)(n-1) \geq 0$ that $x(t) - y(t) \geq x(a) - y(a)$. The proof is complete. \(\square\)

**Proposition 3.15**. For $\nu \in (0, 1]$, and $y \in \mathbb{R}$, the following inequality holds

$$
(a^\nu_h)y^2(t) \leq 2y(t + vh)(a^\nu_h)y(t), \quad t \in (hN)_{h+1(1-\nu)b}.
$$

(27)

**Proof**. If $\nu = 1$, we have

$$
(a^\nu_h)y^2(t) = (a \Delta_h y^2)(t) = \frac{y^2(t + h) - y^2(t)}{h},
$$

and

$$
2y(t + vh)(a^\nu_h)y(t) = 2y(t + h)(a \Delta_h y)(t) = \frac{2y^2(t + h) - 2y(t + h)y(t)}{h} \geq \frac{y^2(t + h) - y^2(t)}{h}.
$$

So, the inequality (27) holds for $\nu = 1$.

If $\nu \in (0, 1)$, it follows from Corollary 2.8 that

$$
(a^\nu_h)y(t) = (a^\nu_h)y(t) - \frac{(t - a)^{(-\nu)}h}{\Gamma(1 - \nu)}y(a).
$$

Then, we have

$$
y(t + vh)(a^\nu_h)y(t) = y(t + vh)(a^\nu_h)y(t) - y(t + vh)\left(\frac{(t - a)^{(-\nu)}h}{\Gamma(1 - \nu)}y(a)\right).
$$

and

$$
(a^\nu_h)y^2(t) = (a^\nu_h)y^2(t) - \frac{(t - a)^{(-\nu)}y^2(a)}{\Gamma(1 - \nu)}.
$$
Since \( \Delta y^2(t + vh) = 0 \), and using the summation by parts formula, we obtain

\[
2y(t + vh)(\alpha \Delta^v_h y)(t) - (\alpha \Delta^v_h y^2)(t) = -\frac{h}{1-v} \sum_{\sigma(sh_h) = h} t - \sigma(sh) \cdot (y(t + vh) - y(s))^2 + \frac{h}{1-v} \sum_{i = h}^{\sigma(sh) = h} (y(t + vh) - y(s)) \Delta_a (t - sh_h)^{(v)}
\]

Then, we arrive at

\[
2y(t + vh)(\alpha \Delta^v_h y)(t) - (\alpha \Delta^v_h y^2)(t) = 2y(t + vh)\alpha \Delta^v_h y(t) + 2y(t + vh) \frac{(t - a_h)^{(v)}(y(a))}{1-v} - \left[ \frac{(t - a_h)^{(v)}(y^2(a))}{1-v} \right]
\]

\[
= 2y(t + vh) \frac{(t - a_h)^{(v)}(y(a))}{1-v} - \left[ \frac{(t - a_h)^{(v)}(y^2(a))}{1-v} \right] (y(t + vh) - y(a))^2
\]

\[
+ \frac{hv}{1-v} \sum_{i = h}^{\sigma(sh) = h} (t - \sigma(sh)h)^{(v)}(y(t + vh) - y(s)) \cdot (y(t + vh) - y(s))^2
\]

\[
\geq 0.
\]

So, we have \((\alpha \Delta^v_h y^2)(t) \leq 2y(t + vh)(\alpha \Delta^v_h y)(t)\). The proof is complete. \(\square\)

**Proposition 3.16.** For \( v \in (0, 1] \), and \( y \in \mathbb{R}^n \), the following relationship holds

\[
\frac{1}{2} \sum_{\sigma(s) = s} t \alpha \Delta^v_s (y^T(t)P(t)y(t)) \leq y^T(t + vh)P(t)(\alpha \Delta^v_s y)(t), \quad t \in (\mathbb{N})_{v = (1-v)t}, \quad (28)
\]

where \( P \in \mathbb{R}^{n \times n} \) is a constant, square, symmetric, and positive definite matrix.

**Proof.** The proof is similar to Proposition 3.11 so we omit the details. \(\square\)

**Lemma 3.17.** Let \( x = 0 \) be an equilibrium point of the system (12). Assume there exists a positive definite and decreasing scalar function \( V(t, x) \), class \( \mathcal{K} \) functions \( \gamma_1, \gamma_2 \), and \( \gamma_3 \) such that

\[
\gamma_1(||x(t)||) \leq V(t, x(t)) \leq \gamma_2(||x(t)||), \quad t \in (\mathbb{N})_{v = (1-v)t}, \quad (29)
\]

and

\[
(\alpha \Delta^v_s V)(t, x(t)) \leq -\gamma_3(||x(t + vh)||).
\]

Then the system (12) is asymptotically stable.

**Proof.** The proof is similar to Lemma 3.12 so we omit the details. \(\square\)
Theorem 3.18. Assume $x = 0$ is an equilibrium point of the system (12), if the following condition is satisfied
\[ x^T(t + vh)Pf(t, x(t + vh)) \leq 0, \quad t \in (hN)_{h+1-v}h, \]
then the system (12) is stable. Also, if
\[ x^T(t + vh)Pf(t, x(t + vh)) < 0, \quad t \in (hN)_{h+1-v}h, \forall x \neq 0, \]
then the system (12) is asymptotically stable.

Proof. Let us propose the following Lyapunov function, which is positive definite
\[ V(t, x(t)) = \frac{1}{2}x^T(t)Px(t). \]

Using Proposition 3.16 we have
\[ \langle \Delta^\nu_h V(t) \rangle \leq x^T(t + vh)P_{a+\nu}x(t) = x^T(t + vh)Pf(t, x(t + vh)) \leq 0, \] (31)
and by Lemma 3.14 we have
\[ V(t, x(t)) \leq V(a, x(a)), \]
that is,
\[ \frac{1}{2}x^T(t)Px(t) \leq \frac{1}{2}x^T(a)Px(a). \]

Similar to the proof of Theorem 3.13 we have
\[ \lambda_{\min} \| x(t) \|^2 \leq \lambda_{\max} \| x(a) \|^2. \]

According to the definition of stability in the sense of Lyapunov, we obtain the system (12) is stable in the sense of Lyapunov.

If
\[ x^T(t + vh)Pf(t, x(t + vh)) < 0, \quad t \in (hN)_{h+1-v}h, \forall x \neq 0, \]
similar to the above step, we can show that the system (12) is stable. Using Proposition 3.16, we have
\[ \langle \Delta^\nu_h V(t, x(t)) \rangle \leq x^T(t + vh)P_{a+\nu}x(t) < 0, \]
that is, the fractional order $h$-difference of $V$ function is negative definite. Given the relationship between positive definite functions and class-$\mathcal{K}$ functions in [30]. Then, from Lemma 3.17, the system (12) is asymptotically stable. The proof is complete.

4. Polynomial Lyapunov functions for stability

In this section, we will introduce several propositions, which generalize the Lemma 2.10 in [31] and Lemma 3.2 in [4], which are very important to show the Lyapunov stability for the fractional order $h$-difference systems.

Proposition 4.1. For $\nu \in (0, 1]$, $y \in \mathbb{R}$, $y(t) \geq 0$, $t \in (hN)_h$, and $l \in \{2k + 1, k \in \mathbb{N}_1\}$, the following inequality holds
\[ \langle \Delta^\nu_h y(t) \rangle \leq ly^{l-1}(t + vh)\langle \Delta^\nu_h y(t) \rangle, \quad t \in (hN)_{h+1-v}h. \] (32)
Then, we have
\[ k \text{ is true for } y \text{, that is,} \]
\[ (\Delta_{0} y')(t) - ly^{l-1}(t + vh)(\Delta_{0} y)(t) \leq 0. \]
(33)

For \( v = 1 \), the inequality (33) can be written as
\[ (\Delta_{0} y')(t) - ly^{l-1}(t + vh)(\Delta_{0} y)(t) \leq 0. \]
(34)

We will show the inequality (34) holds by induction. When \( l = 3 \), we have
\[
3y^{2}(t + h)(\Delta_{0} y)(t) - (\Delta_{0} y^{3})(t) = 3y^{2}(t + h)\frac{y(t + h) - y(t)}{h} - \frac{y^{3}(t + h) - y^{3}(t)}{h}
\]
\[ = 2y^{3}(t + h) - 3y^{2}(t + h)y(t) + y^{3}(t). \]

According to Proposition 5.10, we have
\[ (\Delta_{0} y^{2})(t) - 2y(t + h)(\Delta_{0} y)(t) \leq 0, \]
that is,
\[
\frac{2y^{3}(t + h) - 3y^{2}(t + h)y(t)}{h} \geq \frac{y^{2}(t + h)y(t) - 2y^{2}(t)y(t + h)}{h}. \]
(35)

Using the inequality (35), and \( y(t) \geq 0 \), we have
\[ 3y^{2}(t + h)(\Delta_{0} y)(t) - (\Delta_{0} y^{3})(t) \geq \frac{y^{3}(t) - 2y^{2}(t)y(t + h) + y^{2}(t + h)y(t)}{h} = \frac{y(t)(y(t + h) - y(t))^{2}}{h} \geq 0. \]
So, we obtain
\[ (\Delta_{0} y^{3})(t) \leq 3y^{2}(t + h)(\Delta_{0} y)(t). \]

Assume the inequality
\[ (\Delta_{0} y^{k})(t) - ky^{k-1}(t + h)(\Delta_{0} y)(t) \leq 0 \]
is true for \( k = 3, 5, \cdots, l \), we will show the following case \( k = l + 2 \) is true, that is,
\[ (\Delta_{0} y^{l+2})(t) \leq (l + 2)y^{l+1}(t + h)(\Delta_{0} y)(t). \]

Then, we have
\[
(l + 2)y^{l+1}(t + h)(\Delta_{0} y)(t) - (\Delta_{0} y^{l+2})(t) = (l + 2)y^{l+1}(t + h)\frac{y(t + h) - y(t)}{h} - \frac{y^{l+2}(t + h) - y^{l+2}(t)}{h}
\]
\[ = \frac{(l + 1)y^{l+2}(t + h) - (l + 2)y^{l+1}(t + h)y(t) + y^{l+2}(t)}{h}. \]

From the induction assumption, we have
\[ (\Delta_{0} y^{l+1})(t) \leq \left( l + \frac{1}{2} + 1 \right)y^{l+1}(t + h)(\Delta_{0} y)(t), \]
that is,
\[ \frac{(l + 1)y^{l+2}(t + h) - (l + 2)y^{l+1}(t + h)y(t)}{h} \geq \frac{y^{l+1}(t + h)y(t) - 2y^{l+1}(t + h)y^{l+1}(t)}{h}. \]
(36)
Using the inequality (36), and \( y(t) \geq 0 \), we have

\[
(l + 2)y^{l+1}(t + h)(\Delta_h y)(t) - (\Delta_h y^{l+2})(t) \geq \frac{y^{l+1}(t + h)y(t) - 2y^{l+2}(t + h)y^{l+1}(t) + y^{l+2}(t)}{h} \geq \frac{y(t)(y^{l+1}(t + h) - y^{l+1}(t))}{h} \geq 0.
\]

So, we obtain

\[
(\Delta_h y')(t) - ly^{l-1}(t + vh)(\Delta_h y)(t) \leq 0, \quad l \in \{2k + 1, k \in \mathbb{N}_1\}.
\]

For \( \nu \in (0, 1) \), we prove the inequality (33) by induction. First, we show the case \( l = 3 \) holds. Using a summation by parts formula, we have

\[
3y^2(t + vh)(\omega\Delta_h^3, y)(t) - (\omega\Delta_h^3, y^2)(t)
\]

\[
= \frac{3y^2(t + vh)h}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu}) (\Delta_h y)(sh) - \frac{h}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu}) (\Delta_h y^2)(sh)
\]

\[
= \frac{3y^2(t + vh)h}{\Gamma(1 - \nu)} \left[ (t - _h s)^{\nu} y(s) \right]_{s=\frac{t}{h}}^{\frac{t + h}{h}} - \frac{h}{\Gamma(1 - \nu)} \left[ (t - \sigma(_h s)^{\nu}) y(s) \right]_{s=\frac{t}{h}}^{\frac{t + h}{h}} - \frac{h}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu-1}) y^2(s) \]

\[
= 2h^{-\nu}y^3(t + vh) - \frac{3(t - a_h^{\nu-1})y^2(t + vh)y(a)}{\Gamma(1 - \nu)} - \frac{3y^2(t + vh)hv}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu-1}) y^2(s) + \frac{(t - a_h^{\nu-1})y^2(a)}{\Gamma(1 - \nu)} + \frac{hv}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu-1}) y^2(s).
\]

It follows from Proposition 3.10 that

\[
(\omega\Delta_h^3, y^2)(t) \leq 2y(t + vh)(\omega\Delta_h^3, y)(t).
\]

Applying a summation by parts formula, we have

\[
2y(t + vh)(\omega\Delta_h^3, y)(t) - (\omega\Delta_h^3, y^2)(t)
\]

\[
= \frac{2y(t + vh)h}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu}) (\Delta_h y)(sh) - \frac{h}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu}) (\Delta_h y^2)(sh)
\]

\[
= \frac{2y(t + vh)h}{\Gamma(1 - \nu)} \left[ (t - _h s)^{\nu} y(s) \right]_{s=\frac{t}{h}}^{\frac{t + h}{h}} - \frac{h}{\Gamma(1 - \nu)} \left[ (t - \sigma(_h s)^{\nu}) y(s) \right]_{s=\frac{t}{h}}^{\frac{t + h}{h}} - \frac{h}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu-1}) y^2(s) \]

\[
= h^{-\nu}y^3(t + vh) - \frac{2(t - a_h^{\nu-1})y(t + vh)y(a)}{\Gamma(1 - \nu)} - \frac{2y(t + vh)hv}{\Gamma(1 - \nu)} \sum_{s=\frac{t}{h}}^{\frac{t + h}{h}} (t - \sigma(_h s)^{\nu-1}) y^2(s)
\]
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Now, we assume the inequality

\[ \text{that is,} \]

\[ 2h^{-v}y^3(t + vh) \geq \frac{4(t - a)^{(v)}(t + vh)y(a)}{\Gamma(1 - v)} + \frac{4y^2(t + vh)hv}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v-1)}y^2(sh) \]

Using the inequality (37), and \( y(t) \geq 0 \), we have

\[ 3y^2(t + vh)(\Delta_h^\nu y)(t) - (\Delta_h^\nu y^2)(t) \]

\[ \geq \frac{(t - a)^{(v)}y^2(t + vh)y(a)}{\Gamma(1 - v)} + \frac{y^2(t + vh)hv}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v-1)}y^2(sh) \]

\[ - \frac{2(t - a)^{(v)}y(t + vh)y^2(a)}{\Gamma(1 - v)} - \frac{2y(t + vh)hv}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v-1)}y^2(sh) \]

\[ + \frac{(t - a)^{(v)}y^2(a)}{\Gamma(1 - v)} + \frac{hv}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v-1)}y^2(sh) \]

\[ = \frac{(t - a)^{(v)}y(a)}{\Gamma(1 - v)} \left( y(t + vh) - y(a) \right)^2 + \frac{hv}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v-1)}y^2(sh)(y(t + vh) - y(sh))^2 \geq 0. \]

So, we obtain

\[ (\Delta_h^\nu y^2)(t) - 3y^2(t + vh)(\Delta_h^\nu y)(t) \leq 0. \]

Now, we assume the inequality

\[ (\Delta_h^\nu y^2)(t) \leq ky^{k-1}(t + vh)(\Delta_h^\nu y)(t) \]

is true for \( k = 3, 5, \cdots, l \), we will show the following \( k = l + 2 \) case is true, that is,

\[ (\Delta_h^\nu y^{l+2})(t) \leq (l + 2)y^{l+1}(t + vh)(\Delta_h^\nu y)(t). \]

Using summation by parts formula, we have

\[ (l + 2)y^{l+1}(t + vh)(\Delta_h^\nu y)(t) - (\Delta_h^\nu y^{l+2})(t) \]

\[ = \frac{(l + 2)y^{l+1}(t + vh)}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v)}(\Delta_h y)(sh) - \frac{h}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v)}(\Delta_h y^{l+2})(sh) \]

\[ = (l + 2)y^{l+1}(t + vh)h \left[ \frac{(t - sh)^{(v)}y(sh)}{h} \right]_{s = \frac{\nu}{h}}^{\nu + 1} - \frac{h}{\Gamma(1 - v)} \sum_{s = \frac{\nu}{h}}^{\nu + 1} (t - \sigma(sh))^{(v-1)}y^2(sh) \]
Using a summation by parts formula, we get
\[
- \frac{h}{\Gamma(1-v)} \frac{(t - sh)^{(-v)} y^{(2)}(sh)}{h} \Bigr|_{s=\frac{t}{h}} + v \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} \frac{h}{\Gamma(1-v)} (t - \sigma(sh))^{(-v)} y^{(1)}(sh)
\]
\[
= (l + 1)h^{-v} y^{(1)}(t + vh) - \frac{(l + 2)(t - a)^{(-v)} y^{(1)}(t + vh) y(a)}{\Gamma(1-v)} + \frac{(t - a)^{(-v)} y^{(2)}(a)}{\Gamma(1-v)}
\]
\[
- \frac{(l + 2) y^{(1)}(t + vh) h^v}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma (sh))^{(-v)} y(sh) + \frac{h v}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma (sh))^{(-v)} y^{(2)}(sh).
\]
From the induction assumption, we have
\[
\left( \Delta_h^v y^{(1)}(t) \right) \leq \frac{l + 1}{2} y^{(1)}(t + vh) \Delta_h^v y(t).
\]
Using a summation by parts formula, we get
\[
\left( \frac{l + 1}{2} + 1 \right) y^{(1)}(t + vh) \Delta_h^v y(t) - \left( \Delta_h^v y^{(1)}(t) \right)
\]
\[
= \frac{(l + 2) y^{(1)}(t + vh) h}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma(sh))^{(-v)} y(sh) - \frac{h}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma(sh))^{(-v)} y^{(1)}(sh)
\]
\[
= \frac{(l + 2) y^{(1)}(t + vh) h^v}{\Gamma(1-v)} \left[ \frac{(t - sh)^{(-v)} y^{(1)}(sh)}{h} \Bigr|_{s=\frac{t}{h}} + v \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma(sh))^{(-v)} y^{(1)}(sh) \right]
\]
\[
- \frac{h}{\Gamma(1-v)} \frac{(t - sh)^{(-v)} y^{(1)}(sh)}{h} \Bigr|_{s=\frac{t}{h}} + v \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma(sh))^{(-v)} y^{(1)}(sh)
\]
\[
= \frac{l + 1 h^{-v} y^{(1)}(t + vh)}{2} - \frac{(l + 2) y^{(1)}(t + vh) (t - a) y(a)}{\Gamma(1-v)}
\]
\[
- \frac{(l + 2) y^{(1)}(t + vh) h^v}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma(sh))^{(-v)} y(sh) + \frac{(t - a) y^{(1)}(a)}{\Gamma(1-v)}
\]
\[
+ \frac{h v}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma(sh))^{(-v)} y^{(1)}(sh) \geq 0,
\]
that is,
\[
(l + 1) h^{-v} y^{(2)}(t + vh)
\]
\[
\geq \frac{(l + 3) (t - a) y^{(1)}(t + vh) y(a)}{\Gamma(1-v)} + \frac{(l + 3) y^{(1)} (t + vh) h^v}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma (sh))^{(-v)} y(sh)
\]
\[
- \frac{2 (t - a) y^{(1)} (t + vh) y^{(1)} (a)}{\Gamma(1-v)} - \frac{2 y^{(1)} (t + vh) h^v}{\Gamma(1-v)} \sum_{s=\frac{t}{h}}^{\frac{t+h}{h} - 1} (t - \sigma (sh))^{(-v)} y^{(1)} (sh).
\]
Using the inequality (38), and $y(t) \geq 0$, we obtain
\[
(l + 2) y^{(1)}(t + vh) \Delta_h^v y(t) - (\Delta_h^v y^{(1)}(t))
\]
Theorem 4.3. Assume $x = 0$ is an equilibrium point of the system \([11]\). Then the following statements are satisfied:

(i) For $x_i(t) \geq 0$ (i = 1, 2, \ldots , n), t \in (h\mathbb{N})_0$, and $t \in \{2k + 1, k \in \mathbb{N}_1\}$, if the following condition is satisfied

\[ x_i^{-1}(t + vh)f_i(t, x(t + vh)) \leq 0, \quad t \in (h\mathbb{N})_{a+(1-v)h}, \]

then the system \([11]\) is stable. Also, if

\[ x_i^{-1}(t + vh)f_i(t, x(t + vh)) < 0, \quad t \in (h\mathbb{N})_{a+(1-v)h}, \forall x_i \neq 0, \]

then the system \([11]\) is asymptotically stable.

(ii) For $m \in \mathbb{N}_1$, if the following condition is satisfied

\[ x_i^{(2m)}(t + vh)f_i(t, x(t + vh)) \leq 0, \quad t \in (h\mathbb{N})_{a+(1-v)h}, \]

then the system \([11]\) is stable. Also, if

\[ x_i^{(2m)}(t + vh)f_i(t, x(t + vh)) < 0, \quad t \in (h\mathbb{N})_{a+(1-v)h}, \forall x_i \neq 0, \]

then the system \([11]\) is asymptotically stable.
Proof. (i) Let us propose the following Lyapunov function, which is positive definite

\[ V(t, x(t)) = \sum_{i=1}^{n} \frac{x_i^l(t)}{l}. \]

Using Proposition 4.1 we obtain

\[ (\sigma_{\Delta_{h}^\nu} V)(t) \leq \sum_{i=1}^{n} x_i^{l-1}(t + vh)(\sigma_{\Delta_{h}^\nu} x_i)(t) = \sum_{i=1}^{n} x_i^{l-1}(t + vh)f_i(t, x(t + vh)) \leq 0. \]

Hence, by Lemma 3.9 we have

\[ V(t, x(t)) \leq V(a, x(a)), \]

that is,

\[ \sum_{i=1}^{n} \frac{x_i^l(t)}{l} \leq \sum_{i=1}^{n} \frac{x_i^l(a)}{l}. \]

According to the definition of stability in the sense of Lyapunov, we obtain the system (11) is stable in the sense of Lyapunov.

If

\[ x_i^{l-1}(t + vh)f_i(t, x(t + vh)) < 0, \quad t \in (hN_n+(1-v)h], \forall x \neq 0, \]

similar to the above step, we can show that the system (11) is stable. Using Proposition 4.1 we have

\[ (\sigma_{\Delta_{h}^\nu} V)(t, x(t)) \leq \sum_{i=1}^{n} x_i^{l-1}(t + vh)(\sigma_{\Delta_{h}^\nu} x_i)(t) < 0, \]

that is, the fractional order h-difference of V function is negative definite. Given the relationship between positive definite functions and class-K functions in [30]. It follows from Lemma 3.12 that the system (11) is asymptotically stable.

(ii) The proof is similar to the previous one, by Proposition 4.2 and the positive definite Lyapunov function:

\[ V(t, x(t)) = \sum_{i=1}^{n} \frac{x_i^{2m}(t)}{2m}. \]

The proof is complete. \( \square \)

Proposition 4.4. For \( \nu \in (0, 1] \), \( y \in \mathbb{R} \), \( y(t) \geq 0 \), \( t \in (hN)_n \), and \( l \in \{2k + 1, k \in \mathbb{N}_1\} \), the following inequality holds

\[ (\sigma_{\Delta_{h}^\nu} y)(t) \leq ly^{l-1}(t + vh)(\sigma_{\Delta_{h}^\nu} y)(t), \quad t \in (hN)_{n+(l-v)h}. \] (40)

Proof. We need to equivalently prove

\[ (\sigma_{\Delta_{h}^\nu} y)(t) \leq ly^{l-1}(t + vh)(\sigma_{\Delta_{h}^\nu} y)(t) \leq 0. \] (41)

For \( \nu = 1 \), we can show as in the proof of Proposition 4.1. For \( \nu \in (0, 1) \), we show the inequality (41) by induction. When \( l = 3 \), using Lemma 2.8 we have

\[ 3y^3(t + vh)(\sigma_{\Delta_{h}^\nu} y)(t) - (\sigma_{\Delta_{h}^\nu} y^3)(t) \]

\[ = \frac{h}{l(-v)} \sum_{i=-\frac{h}{v}}^{\frac{h}{v}} (t - \sigma(\Delta_{h}^\nu)(t))(3y^2(t + vh)y(\Delta_{h}^\nu) - y^3(\Delta_{h}^\nu)). \]
Using Lemma 2.5, we have

\[ (\triangle_h y^2)(t) \leq 2y(t + vh)(\triangle_h y)(t). \]

Using Proposition 3.15, we obtain

\[ \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}(3y^2(t + vh)y(sh) - y^2(sh)). \]

It follows from Proposition 3.15 that

\[ (\triangle_h y^2)(t) \leq 2y(t + vh)(\triangle_h y)(t). \]

Using Lemma 2.5 we have

\[
2y(t + vh)(\triangle_h y)(t) - (\triangle_h y^2)(t)
= \frac{h}{\Gamma(-\nu)} \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}(2y(t + vh)y(sh) - y^2(sh))
= \frac{h^{-\nu}}{2} \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}(2y(t + vh)y(sh) - y^2(sh)) \geq 0,
\]

that is,

\[
2h^{-\nu}y^2(t + vh) \geq \frac{h}{\Gamma(-\nu)} \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}(2y(t + vh)y^2(sh) - 4y^2(t + vh)y(sh)).
\]

Using the inequality (42), and \( y(t) \geq 0 \), we have

\[
3y^2(t + vh)(\triangle_h y)(t) - (\triangle_h y^2)(t)
\geq \frac{h}{\Gamma(-\nu)} \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}(2y(t + vh)y^2(sh) - 4y^2(t + vh)y(sh))
+ \frac{h}{\Gamma(-\nu)} \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}(3y^2(t + vh)y(sh) - y^2(sh))
= -\frac{h}{\Gamma(-\nu)} \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}y(sh)(y^2(t + vh) + y^2(sh) - 2y(t + vh)y(sh))
= -\frac{h}{\Gamma(-\nu)} \sum_{s=\xi}^{t-1} (t - \sigma(sh))_h^{(\nu-1)}y(sh)(y(t + vh) + y(sh))^2 \geq 0.
\]

So, we obtain

\[ (\triangle_h y^2)(t) - 3y^2(t + vh)(\triangle_h y)(t) \leq 0. \]

Now, we assume the inequality

\[ (\triangle_h y^2)(t) \leq ky^{k-1}(t + vh)(\triangle_h y)(t) \]

is true for \( k = 3, 5, \ldots, l \), we will show the following \( k = l + 2 \) case is true, that is,

\[ (\triangle_h y^{l+2})(t) \leq (l + 2)y^{l+1}(t + vh)(\triangle_h y)(t). \]
Using Lemma 2.5 we have

\[
(l + 2)y^{i+1}(t + vh)(\omega \Delta_v^x y)(t) - (\omega \Delta_v^x y^{i+2})(t)
\]

\[
= \frac{(l + 2)y^{i+1}(t + vh)h}{\Gamma(-v)} \sum_{s = \frac{i + 1}{2}}^{\frac{i + v}{2}} (t - \sigma(s))_{h}^{(-v-1)} y(s) - \frac{h}{\Gamma(-v)} \sum_{s = \frac{i + 1}{2}}^{\frac{i + v}{2}} (t - \sigma(s))_{h}^{(-v-1)} y^{i+2}(s)
\]

\[
= (l + 1)h^{-v}y^{i+2}(t + vh) + \frac{h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)} \left[ (l + 2)y^{i+1}(t + vh)y(s) - y^{i+2}(s) \right].
\]

From the induction assumption, we have

\[
(\omega \Delta_v^x y^{i+1})(t) \leq \left( \frac{l + 1}{2} + 1 \right)y^{i+1}(t + vh)(\omega \Delta_v^x y)(t).
\]

By Lemma 2.5 we have

\[
\left( \frac{l + 1}{2} + 1 \right)y^{i+1}(t + vh)(\omega \Delta_v^x y)(t) - (\omega \Delta_v^x y^{i+1})(t)
\]

\[
= \frac{(l + 1)y^{i+1}(t + vh)h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)} y(s) - \frac{h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)} y^{i+1}(s)
\]

\[
= \frac{l + 1}{2}h^{-v}y^{i+1}(t + vh) + \frac{h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)} \left[ \left( \frac{l + 1}{2} + 1 \right)y^{i+1}(t + vh)y(s) - y^{i+1}(s) \right] \geq 0,
\]

that is,

\[
h^{-v}y^{i+2}(t + vh) \geq \frac{h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)} \left[ (l + 3)y^{i+1}(t + vh)y(s) + 2y^{i+1}(t + vh)y^{i+1}(s) \right]. \tag{43}
\]

Using the inequality (43), and \(y(t) \geq 0\), we have

\[
(l + 2)y^{i+1}(t + vh)(\omega \Delta_v^x y)(t) - (\omega \Delta_v^x y^{i+2})(t)
\]

\[
\geq \frac{h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)} \left[ (l + 3)y^{i+1}(t + vh)y(s) + 2y^{i+1}(t + vh)y^{i+1}(s) \right]
\]

\[
+ \frac{h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)} \left[ (l + 2)y^{i+1}(t + vh)y(s) - y^{i+2}(s) \right]
\]

\[
= \frac{-h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)}y(s) \left[ y^{i+1}(t + vh) + y^{i+1}(s) - 2y^{i+1}(t + vh)y^{i+1}(s) \right]
\]

\[
= \frac{-h}{\Gamma(-v)} \sum_{s = \frac{i}{2}}^{\frac{i + 1}{2}} (t - \sigma(s))_{h}^{(-v-1)}y(s) \left( y^{i+1}(t + vh) - y^{i+1}(s) \right)^2 \geq 0,
\]

So, we obtain

\[
(\omega \Delta_v^x y^{i+1})(t) - ly^{i-1}(t + vh)(\omega \Delta_v^x y)(t) \leq 0, \quad l \in \{2k + 1, k \in \mathbb{N}_1\}.
\]

The proof is complete. \( \Box \)
Proposition 4.5. For \( \nu \in (0, 1] \), \( y \in \mathbb{R} \), and \( m \in \mathbb{N}_1 \), the following inequality holds
\[
(\nu \Delta_{\nu} y^{2\nu})(t) \leq 2^m y^{(2\nu-1)}(t + \nu h)(\nu \Delta_{\nu} y)(t), \quad t \in (h\mathbb{N})_{h+(1-\nu)h}.
\] (44)

Proof. To prove the inequality (44), we start by iterating \( m \) times, and using Proposition 3.15, which results in
\[
(\nu \Delta_{\nu} y^{2\nu})(t) \leq 2y^{2\nu-1}(t + \nu h)(\nu \Delta_{\nu} y^{2\nu-1})(t)
\]
\[
\leq 2^2 y^{2\nu-2}(t + \nu h)(\nu \Delta_{\nu} y^{2\nu-2})(t) \leq \cdots
\]
\[
\leq 2^m y^{(2\nu-1)}(t + \nu h)(\nu \Delta_{\nu} y^{2\nu})(t),
\]
which is equivalent to
\[
(\nu \Delta_{\nu} y^{2\nu})(t) \leq 2^m y^{(2\nu-1)}(t + \nu h)(\nu \Delta_{\nu} y)(t).
\]

The proof is complete. □

Theorem 4.6. Assume \( x = 0 \) is an equilibrium point of the system (12). Then the following statements are satisfied:
(i) For \( x_i(t) \geq 0 \) (\( i = 1, 2, \ldots, n \), \( t \in (h\mathbb{N})_a \), and \( t \in [2k+1, k \in \mathbb{N}_1] \), if the following condition is satisfied
\[
x_i^{(t+1)}(t + vh)f_i(t, x(t + vh)) \leq 0, \quad t \in (h\mathbb{N})_{h+(1-\nu)h},
\]
then the system (12) is stable. Also, if
\[
x_i^{(t+1)}(t + vh)f_i(t, x(t + vh)) < 0, \quad t \in (h\mathbb{N})_{h+(1-\nu)h}, \forall x_i \neq 0,
\]
then the system (12) is asymptotically stable.
(ii) For \( m \in \mathbb{N}_1 \), if the following condition is satisfied
\[
x_i^{(2\nu-1)}(t + vh)f_i(t, x(t + vh)) \leq 0, \quad t \in (h\mathbb{N})_{h+(1-\nu)h},
\]
then the system (12) is stable. And if
\[
x_i^{(2\nu-1)}(t + vh)f_i(t, x(t + vh)) < 0, \quad t \in (h\mathbb{N})_{h+(1-\nu)h}, \forall x_i \neq 0,
\]
then the system (12) is asymptotically stable.

Proof. (i) Let us propose the following Lyapunov function, which is positive definite
\[
V(t, x(t)) = \sum_{i=1}^{n} \frac{x_i(t)}{t}.
\]

Using Proposition 4.4 gives us
\[
(\nu \Delta_{\nu} V)(t) \leq \sum_{i=1}^{n} x_i^{(t+1)}(t + vh)(\nu \Delta_{\nu} x_i)(t) = \sum_{i=1}^{n} x_i^{(t+1)}(t + vh)f_i(t, x(t + vh)) \leq 0.
\]

By Lemma 3.14, we have
\[
V(t, x(t)) \leq V(a, x(a)),
\]
that is,
\[
\sum_{i=1}^{n} \frac{x_i(t)}{t} \leq \sum_{i=1}^{n} \frac{x_i(a)}{t}.
\]
According to the definition of stability in the sense of Lyapunov, we obtain the system (12) is stable in the sense of Lyapunov.

If
\[ x_{i}^{\nu}(t + vh)f_{i}(t, x(t + vh)) < 0, \quad t \in (h\mathbb{N}_{a+(1-\nu)h}), \forall x_i \neq 0, \]
similar to the above step, we can show that the system (12) is stable. By Proposition 4.4 we have
\[(a\Delta_{h}^{\nu}V)(t, x(t)) \leq \sum_{i=1}^{n} x_{i}^{\nu}(t + vh)(a\Delta_{h}^{\nu}x_{i})(t) < 0, \]
that is, the fractional order h-difference of V function is negative definite. Given the relationship between positive definite functions and class-\(K\) functions in [30]. It can be concluded from Lemma 3.17 that the system (12) is asymptotically stable.

(ii) The proof is similar to the previous one, by Proposition 4.5 and the positive definite Lyapunov function:
\[ V(t, x(t)) = \sum_{i=1}^{n} \frac{x_{i}^{2\nu}(t)}{2}. \]
The proof is complete. □

5. Numerical Results

Now, we give some numerical examples to illustrate the application of the results established in the previous sections.

Example 5.1. Consider the following fractional order h-difference system
\[
\begin{aligned}
(a\Delta_{h}^{\nu}x_{1})(t) &= -x_{1}(t + vh), \quad x_{1}(a) = 0.1, \\
(a\Delta_{h}^{\nu}x_{2})(t) &= -x_{2}(t + vh), \quad x_{2}(a) = 0.2,
\end{aligned}
\]
where \(\nu = 0.5, a = 0, h = 1, t \in (h\mathbb{N})_{a+(1-\nu)h},\) and this difference system has a trivial solution \(x(t) = (x_{1}(t), x_{2}(t))^T = 0.\)

We can see that
\[ x^{T}(t + vh)Pf(t, x(t + vh)) = (x_{1}(t + vh), x_{2}(t + vh))P
\[
\begin{bmatrix}
-x_{1}(t + vh) \\
-x_{2}(t + vh)
\end{bmatrix}
= -(x_{1}(t + vh) + x_{2}(t + vh))^{2} \leq 0,
\]
where \(P = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}.\)

Thus, from Theorem 3.13 the origin of the system (45) is stable, as it can be seen from Figures 1 and 2.

Example 5.2. Consider the following fractional order h-difference system
\[
\begin{aligned}
(a\Delta_{h}^{\nu}x_{1})(t) &= -\frac{\nu}{h}x_{1}^{\nu}(t + vh)x_{1}(t + vh), \quad x_{1}(a) = 0.1, \\
(a\Delta_{h}^{\nu}x_{2})(t) &= -\frac{\nu}{h}x_{2}^{\nu}(t + vh)x_{2}(t + vh), \quad x_{2}(a) = 0.2,
\end{aligned}
\]
where \(\nu = 0.5, a = 0, h = 1, t \in (h\mathbb{N})_{a+(1-\nu)h},\) and this difference system has a trivial solution \(x(t) = (x_{1}(t), x_{2}(t))^T = 0.\)

We can see that
\[ x^{T}(t + vh)Pf(t, x(t + vh)) = (x_{1}(t + vh), x_{2}(t + vh))P
\[
\begin{bmatrix}
-\frac{\nu}{h}x_{1}^{\nu}(t + vh)x_{1}(t + vh) \\
-\frac{\nu}{h}x_{2}^{\nu}(t + vh)x_{2}(t + vh)
\end{bmatrix}
= -\frac{\nu}{h}\frac{1}{2}x_{1}^{2\nu}(t + vh)x_{1}(t + vh) \leq 0,
\]
where \(P = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.\)

Thus, from Theorem 3.13 the origin of the system (46) is stable, as it can be seen from Figures 3 and 4.
Figure 1: Stability of $x_1$ for $\nu = 0.5$.

Figure 2: Stability of $x_2$ for $\nu = 0.5$.

Figure 3: Stability of $x_1$ for $\nu = 0.5$.

Figure 4: Stability of $x_2$ for $\nu = 0.5$. 
Thus, from Theorem 4.6 (i), the origin of the equation (48) is stable, as it can be seen from Figures 5 and 6.

**Example 5.3.** Consider the following fractional order $h$-difference system

\[
\begin{align*}
(\Delta_h^0 x_1)(t) &= -x_3^2(t + vh), \quad x_1(a) = 0.4, \\
(\Delta_h^0 x_2)(t) &= -x_1^2(t + vh) - x_2(t + vh), \quad x_2(a) = 0.2,
\end{align*}
\]

where $\nu = 0.5$, $x_i(t) \geq 0$ ($i = 1, 2$), $a = 0$, $h = 1$, $t \in (h \mathbb{N})_{a+1}$, and this difference system has a trivial solution $x(t) = (x_1(t), x_2(t))^T = 0$.

We can see that

\[
x_1^2(t + vh)(\Delta_h^0 x_1)(t) = x_1^2(t + vh)(-x_1^2(t + vh)) = -x_1^5(t + vh) \leq 0,
\]

\[
x_2^2(t + vh)(\Delta_h^0 x_2)(t) = x_2^2(t + vh)(-x_1^2(t + vh) - x_2(t + vh)) = -x_1^4(t + vh)x_2^2(t + vh) - x_2^3(t + vh) \leq 0.
\]

Thus, from Theorem 4.3 (i), the origin of the system (47) is stable, as it can be seen from Figures 5 and 6.

**Example 5.4.** Consider the following fractional order $h$-difference equation

\[
\begin{align*}
(\Delta_h^0 x_1)(t) &= -x_1(t + vh) - x_2^3(t + vh), \quad (\Delta_h^{1-\nu} x_1)(t)|_{t=0} = h^{1-\nu}0.4, \\
(\Delta_h^0 x_2)(t) &= -x_1^2(t + vh), \quad (\Delta_h^{1-\nu} x_2)(t)|_{t=0} = h^{1-\nu}0.2,
\end{align*}
\]

where $\nu = 0.5$, $x_i(t) \geq 0$ ($i = 1, 2$), $a = 0$, $h = 1$, $t \in (h \mathbb{N})_{a+1}$, and this difference equation has a trivial solution $x(t) = (x_1(t), x_2(t))^T = 0$.

We can see that

\[
x_1^2(t + vh)(\Delta_h^0 x_1)(t) = x_1^2(t + vh)(-x_1(t + vh) - x_2^3(t + vh)) = -x_1^5(t + vh) - x_1^2(t + vh)x_2^3(t + vh) \leq 0,
\]

\[
x_2^2(t + vh)(\Delta_h^0 x_2)(t) = x_2^2(t + vh)(-x_1^2(t + vh)) = -x_2^4(t + vh)x_2^2(t + vh) \leq 0.
\]

Thus, from Theorem 4.6 (i), the origin of the equation (48) is stable, as it can be seen from Figures 7 and 8.

6. Conclusion

This paper presents some new propositions, which allow the application of general quadratic Lyapunov functions to the stability analysis of the fractional order $h$-difference systems by means of the discrete fractional Lyapunov direct method. In addition, this work gives a generalization of Lemma 2.10 in [31] and Lemma 3.2 in [3], that allows establishing a broader family of Lyapunov functions to determine the stability of the fractional order $h$-difference systems. As a result, we give the sufficient conditions for these systems to be stable or asymptotically stable. In addition, some examples are given to show the established results.
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