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Abstract: In the field of medicine, iris segmentation has become a great field of interest from the past few years. Iris segmentation is also largely used in iris recognition systems [3] which are extensively used in security control [1][2]. Here iris segmentation is done using semantic segmentation which is based on the U-Net architecture. The typical U-net architecture contains two pathscontracting path containing convolutional and pooling layers and the expanding path consists of transposed convolutional operations. The UBIRIS dataset is trained on the traditional U-Net model with some modifications according to the size of the images present in the UBIRIS dataset. The results obtained were very close to the ground truths and accuracy obtained is also appreciable.
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I. INTRODUCTION

Segmentation is a process that partitions an image into regions. Segmentation is mainly used in applications like remote sensing or tumour detection [9]. Segmentation is an image processing method that allows us to separate objects and textures in images. There are different kinds of segmentation like semantic segmentation, instance segmentation. But our topic of discussion is semantic segmentation.

A. Semantic segmentation

The input to the semantic segmentation is an image and the output is a category for each individual pixel. The important task in this technique is to classify each and every pixel into one of the different categories. In other words, all pixels belonging to aeroplane would be classified into one group and similarly the sky etc.

Fig. 1. Example depicting semantic segmentation

Semantic segmentation is done based on the UNET architecture. The UNET was developed by Olaf Ronneberger for Bio Medical Image Segmentation[5]. The architecture consists of two parts [13].

The first part is the contraction path which is also known as Encoder and

1. The second part is the expanding path which is also known as Decoder.

The encoder path is where the context in the image is captured and it is made up of several convolutional and max pooling layers. Decoder is the second path that is used to find the localization with the help of transposed convolutions. Hence it is an end-to-end Fully Convolutional Network[18]. It can take image of any given size as input as it is not containing any dense layers.

B. Convolutional Layer:

A typical convolutional layer takes two inputs-

a) A 3D volume which is the input image of dimensions : H1 X W1 X D1
b) A set of k filters each of size p x p x channels where p is usually 3 or 5

The hyper parameters used are K (filters), J (size of filter), S (Stride) and P (zero padding)

The output from the convolutional layer is also a 3D volume of dimensions H2 X W2 X D2

where H2 = (H1-J+2P)/S+1
W2 = (W1-J+2P)/S+1
D2 = K

C. Max pooling Layer:

The main work of pooling is to decrease the size of the feature map so that network contains less amount of parameters.

The input to this layer is a volume of size H1 X W1 X D1
The hyper parameters are F (filter size) and S (stride)

The output from this layer is volume of dimensions H2 X W2 X D2
Where $H_2 = (H_1-J)/S+1$

$$W_2 = (W_1-J)/S+1$$

$$D_2 = D_1$$

Generally from every block of certain size of the input feature map the pixel with the maximum value is selected and get a feature map which is pooled. The important function is to keep only the main features from each region and get rid of the unnecessary information. In a convolutional network, the width and height of the image eventually decreases due to max pooling or down sampling which helps in focusing on the information in the inner layers and on a bigger context of the image. The number of channels eventually increases which enables to obtain many complex features from the image. By this process of pooling, the model loses the information of “WHERE” it is existing but it gets the information of “WHAT” is there in the image. But we need to keep both “WHERE” and “WHAT” information from the image. Hence we need to do up sampling along with down sampling to get “WHERE” the information is present in the image.

D. Transposed Convolution:

It is a method which is used to perform up sampling of an image with learnable parameters. It is also called as fractionally strided convolution or deconvolution. Transposed convolution is exactly the reverse procedure of a usual convolution which means it gives high resolution image by taking low resolution image[18]. The parameters are learnable through back propagation.

E. Importance of Iris segmentation:

The present methods use deeply learned features in association with a conventional pipeline[3][14][15].Or they use a pre-trained model which is fine-tuned that is used for iris recognition [16].The iris has been a very important organ in the human body for biometric identification for many reasons:

It is the most protected internal organ which is least highly vulnerable and it is covered with sensitive and transparent membrane cornea. The iris is generally flat, and its geometric configuration is controlled by a pair of complementary muscles- sphincter pupillae and dilator pupillae which controls the pupil diameter[17][20]. The iris also has a fine texture which makes it very unique which is very tough to prove [17]. Iris segmentation is the most powerful iris recognition system because regions that are wrongly segmented as iris may corrupt biometric templates which result in very poor recognition. There are many methods for iris segmentation as mentioned in [7]. There are also many factors that affect the recognition of iris like occlusion, image quality, light etc. [8].

II. LITERATURE REVIEW

In [1], the importance of biometrics in daily life is explained in detail and they mainly discussed how the integration of biometrics into security revolutionised the field.

In [2], the biometrics recognition like fingerprints, iris recognition were discussed and their entry to the field of security and also how this helped in privacy control.

In [3], they discussed how iris recognition systems do function in less constrained environments and the acquisition of images for iris recognition.

In [4], the main discussion was on the analysis of error rates and their effect on the accuracy of the segmentation stages.

In [5], Olaf Ronneberger for the first time introduced U-Net and its use in biomedical image segmentation. The U-Net architecture had given good results in the field of biomedicine.

In [6], they have given a database of ground truth for segmentation of iris and a procedure for using that database to find an algorithm for iris segmentation.

In [7], they discussed the various problems with the process of segmentation, and proposed some important techniques for iris segmentation.

In [8], they evaluated some of the components which affect the image in iris segmentation and also evaluated the effect of quality components in the execution of iris matchers based on Log-Gabor wavelets and SIFT keypoints.

In [9], they leveraged the significance of DNNs for object detection. They had shown an easy method of detection as DNN-base object mask regression can give better output when it is applied along with a multi-scale course-to-fine procedure.

In [10], they gave a procedure for rapidly increasing the training of deep networks. It is based on the fact that covariate shift known to affect the machine learning systems’ training, which also applies to sub-networks and layers, and erasing it from internal activations of the network may help in training.

In [11], they have studied and extracted the deep features from VGG-Net and used it in iris recognition. The proposed method gave good results with very good accuracy rate when tested on two popular iris databases.

In [12], they presented two iris segmentation models for iris images with noise obtained at some distance and in motion, namely hierarchical convolutional neural networks (HCNNs) and multi-scale fully convolutional network (MFCNs).

In [13], to segment the images with less quality, they gave a deep neural network and it was trained on Bath800 and CASIA1000 databases and later performed on UBIRIS and MobBio.

III. PROPOSED METHODOLOGY

As described above, the layers present in the U-Net model, let us proceed to the training and testing of the UBIRIS dataset.

The sample of the UBIRIS dataset with the image and its corresponding ground truths [6] are shown below in the Fig.2.
A. DEFINING THE U-NET ARCHITECTURE

The U-Net model which is already available is taken and fine-tuned in such a way that it works well with our UBIRIS dataset. The input to this network is of dimensions 256x256x1 and the output is also of the same dimensions but with the segmented iris from the original input image. The network as we know contains the convolution, max pooling, transposed convolution layers in it stacked in the shape of “U”. Internally there are many other operations going on like batch normalisation [10], activation which usually happen in ConvNets.

IV. IMPLEMENTATION AND RESULTS

A. Preprocessing

The UBIRIS dataset mainly contains two sets of images. The original eye images and their corresponding ground truths where each ground truth image is the segmented iris image of its eye. There are a total of 1000 images each in both parts. Initially the images are paired in such a way that each image of eye is linked with its segmented iris image for training.

B. Experimental setup

The simulation is done on Google Colaboratory environment. Google Colaboratory provides an environment to write and run python programs efficiently. It is mainly used for deep learning projects as it provides large amount of resources like RAM, GPU and CPU [Colab]. The details of hardware and software specifications of Google Colab are as shown in the Table 1:

| Specification                  | Description                  |
|-------------------------------|------------------------------|
| Graphical Processing Unit     | Tesla P100-PCIE-16GB         |
| Central Processing Unit       | Intel Xenon CPU @2.30GHz     |
| Random Access Memory          | ~12.72 GB                    |
| Size of disk                  | ~68.4 GB                     |
| Programming Language          | Python 3                     |

The U-Net architecture as specified above is used to train the UBIRIS dataset which consists of 1000 images of eye and corresponding ground truth images. The experiment is done to achieve highly segmented iris images with great accuracy and minimal segmentation error.

C. Simulation and Results

The experiment is carried out with the U-Net architecture on the UBIRIS dataset on the Google Colab with a lot of hyper parameters[11].

Some of those include- Adam Optimizer, loss used is binary_crossentropy, batch size is 6, and the number of epochs used to train are 100. Although the number of epochs are high, callbacks are used so that the model may not get overfitted on the UBIRIS dataset. Callbacks help us to have control over the training process where training gets automatically stopped when it reaches certain accuracy/loss and saving the model as checkpoint after every successful epoch adjusting the learning rates over time.

The EarlyStopping function is used to stop the training before the model gets overfitted. The training was performed well and the best model was obtained at a point between 25th epoch and 30th epoch although training continued till 38th epoch.

The training loss and validation losses are shown according to number of epochs and the best model is shown with x symbol. As shown, it is very clear that the loss obtained during the training process is very minimal which resulted in a good model for segmentation. The accuracies obtained during training and validation is also shown in the Fig 4 and Fig 5. As the dataset size used is small, the accuracy [4] is very high but the results were also close to the ground truths. The model is tested with certain images and the results are as shown:

The average segmentation error when evaluated got the value of 8.056640625e-06 and the jaccard index obtained is 0.9999999084472656 which shows that the training has been done in a very good manner.

V. CONCLUSION:

We described a U-Net based system for Iris segmentation. This CNN based Segmentation model shows very good segmentation of the Iris which are very close to the ground truth images. This Model required small amount of training data even though the results were better. U-Net performs very well in semantic segmentation. So in conclusion we can say that using Deep learning method for Iris segmentation provides better performance in an area of biometrics compared to conventional methods. The UBIRIS dataset if large may also give even better results were better. U-Net performs very well in semantic segmentation. So in conclusion we can say that using Deep learning method for Iris segmentation provides better performance in an area of biometrics compared to conventional methods.
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