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ABSTRACT
Network reliability measures the probability that a target node is reachable from a source node in an uncertain graph, i.e., a graph where every edge is associated with a probability of existence. In this paper, we investigate the novel and fundamental problem of adding a small number of edges in the uncertain network for maximizing the reliability between a given pair of nodes. We study the NP-hardness and the approximation hardness of our problem, and design effective, scalable solutions. Furthermore, we consider extended versions of our problem (e.g., multiple source and target nodes can be provided as input) to support and demonstrate a wider family of queries and applications, including sensor network reliability maximization and social influence maximization. Experimental results validate the effectiveness and efficiency of the proposed algorithms.

1. INTRODUCTION
Rich expressiveness of probabilistic graphs and their utility to model the inherent uncertainty in a wide range of applications have prompted a large number of research works on probabilistic graphs by the data management research communities. In recent years, researchers in this community have proposed efficient algorithms for solving several interesting problems, such as, finding \(k\)-nearest neighbors \([50]\), answering reachability queries \([23]\), designing networks \([57]\), and computing most reliable paths \([28]\)—all in an uncertain graph setting. Uncertainty in a graph arises due to many reasons, including noisy measurements of an edge metric \([2]\), edge imputation using inference and prediction models \([1, 34]\), and explicit manipulation of edges e.g., for privacy purposes \([7]\).

In an uncertain graph setting, Network Reliability is a well-studied problem \([52, 12, 51, 55]\), which requires to measure the probability that a target node is reachable from a source node. Reliability has been widely studied in device networks, i.e., networks whose nodes are electronic devices and the (physical) links between such devices have a probability of failure \([3]\). More recently, the attention has been shifted to social, communication, transportation, genomic, and logistic networks \([26, 21, 20, 22]\). Applications of reliability estimation include computing the packet delivery probability from a source to a sink node in a wireless sensor network, measuring information diffusion probability from an early adopter to a target customer in a social influence network, predicting new interactions by finding all proteins that are evidently (i.e., with high probability) reachable from a core (source) set of proteins in a protein-interaction network, as well as estimating on-demand delivery probability via different routes from an inventory to warehouses or customers in a road network, among many others.

In this paper, we investigate the novel problem of adding a small number of edges in an uncertain network for maximizing the reliability between a given pair of nodes. We refer to such edges as shortcut edges and the problem of identifying the best set of \(k\) edges as the budgeted reliability maximization problem. Our problem falls under the broad category of uncertain networks design \([57]\), optimization \([49]\), and modification \([45]\) problems, yet surprisingly this specific problem has not been studied in the past.

The budgeted reliability maximization problem is critical in the context of many physical networks, such as transportation and communication networks. In mobile ad-hoc networks, the connectivity between sensor nodes and devices is estimated using noisy measurements, thus leading to edges naturally associated with a probability of existence \([20]\). Road networks can be modeled as uncertain graphs because of unexpected traffic congestion \([21]\). In these networks, creating new connections between nodes (e.g., building new roads, flyovers, adding Ethernet cables) is limited by physical constraints and budget. One can introduce only \(k\) new edges where \(k\) is decided based on resource constraints. Thus, our goal is to intelligently add \(k\) new edges such that the reliability between a pair of important nodes is maximized \([57]\). Furthermore, in social networks, finding \(k\) best shortcut edges could maximize the information diffusion probability from an early adopter to a target customer \([35, 10, 27]\), thus the network host can actively recommend these links to the respective users. In case of protein-interaction networks, interactions are established for a limited number of proteins through noisy and error-prone experiments—each edge is associated with a probability accounting for the existence of the interaction. Therefore, finding the top-\(k\) shortcut edges can assist in de-noising protein-interaction networks \([33]\).

Case study. To demonstrate the effectiveness of our problem, we conduct a case study on the Intel Lab Data (http://db.csail.mit.edu/labdata/labdata.html). This dataset contains the sensor network information with 54 sensors deployed in the Intel Berkeley Research Lab (map given in Figures 1 and 2) between February 28th and April 5th, 2004. The probabilities on links denote the percentages of messages from a sender successfully reached to a receiver. The average link probability is 0.33 (ignoring edge probabilities which are lower than 0.1).

Assume that our goal is to maximize the reliability from: (1) a sensor on the right hand side of the lab to a sensor on the left hand side (e.g., from sensor 21 to 46); (2) between two sensors on the diagonal of the lab (e.g., from sensor 15 to 40). The original reliability from sensor 21 to 46 is 0.40, and that from sensor 15 to 40 is 0.28. Due to budget constraints, only 3 new links are allowed for each case. We further assume that the probability of each new link would be the same as the average edge probability of the original
dataset, that is, 0.33. We notice that if two sensors are more than 20 meters away, the original link probability between them is usually close to 0. Thus, we only allow establishing new links between a pair of sensors that are at most 15 meters away.

Figure 1 demonstrates the solution obtained by our algorithm for case (1). Only those links with probabilities higher than the average value (0.33) are shown in the figure, and the thickness represents link probabilities. Clearly, sensor 46 has very weak connections from outside, while sensor 21 is connected with the bottom part of the lab. A very dense network exists in the bottom part of the lab. Therefore, our solution for this case is to connect sensor 46 with sensors in the bottom part of the lab. By establishing three links 2 to 46, 35 to 46, and 37 to 46, we improve the reliability between 21 and 46 from 0.40 to 0.88 (i.e., the new reliability is more than twice the original reliability from 21 to 46).

For case (2), notice in Figure 2 that the sensors in the center part of the lab are well-connected, and the links in this region are thicker than those in the bottom part. Sensor 15 (the source node) has a few connections with sensors in the bottom part, but no connection with sensors in the center part. Sensor 40 (the destination node) has limited connections beyond its physical neighbors. Existing configuration offers a poor reliability of 0.28 for the connection between source and destination which we like to improve. Therefore, the budgeted reliability maximization problem is non-trivial. In fact, a simpler problem, which is to compute the exact reliability over uncertain graphs is #P-complete [55]. Our thorough investigation of the budgeted reliability maximization problem have yielded the following theoretical results: First, we prove that, even assuming polynomial-time sampling methods to estimate reliability (such as, Monte Carlo sampling [15], or more sophisticated recursive stratified sampling [36]), our problem of computing a set of $k$ shortcut edges that maximizes the reliability between two nodes remains $\text{NP}$-hard; Second, the budgeted reliability maximization problem is not easy to approximate, as (i) it does not admit any $\text{PTAS}$, and (ii) the underlying objective function is neither submodular, nor supermodular. The above pessimistic results are useful to comprehend the computation challenges associated with finding even an approximate solution to this problem, let alone an optimal solution. For instance, lack of submodular (or supermodular) property prevents us from using an iterative hill-climbing based greedy algorithm that maximizes the marginal gain at every iteration to obtain a solution with approximation guarantees. Moreover, a hill-climbing algorithm would be quite inefficient due to repeated computation of marginal gains for all candidate edges (which are, in fact, missing edges in the input graph, and can be $O(n^2)$ in numbers for a sparse graph) at every iteration.

By considering the computation challenges as we have discussed above, in this paper we propose a practical algorithm for budgeted reliability maximization problem. Our proposed solution systematically minimizes the search space by only considering missing edges between nodes that have reasonably high reliability from the source node and to the target node. Next, we extract several highly-reliable paths between source and target nodes, after including those limited number of candidate edges in the input graph. This is motivated by the observation that what really matters in computing the reliability between two nodes is the set of paths connecting source to target, not the individual edges in the graph. Our algorithm then iteratively selects these paths so as to achieve maximum improvement in reliability while satisfying the constraint on the number of new edges ($k$) to be added.

We also consider a restricted version of our problem, which approximates the reliability by considering only the most reliable path between the source and the target node [31, 11, 32]. We prove that improving the probability of the most reliable path can be solved exactly in polynomial time, which yields an efficient algorithm for the restricted version of our problem. Finally, after studying the budgeted reliability maximization problem for a single source-target pair, we focus on generalizations where multiple source and target nodes can be provided as input, thus opening the stage to a wider family of queries and applications, e.g., network modification for targeted influence maximization [53, 10, 27, 25].

The main contributions of this paper are as follows.

- We study the novel and fundamental problem of maximizing the reliability between a given pair of nodes by adding a small number of edges in an uncertain graph. Our problem is $\text{NP}$-hard, and is also hard to approximate, even when polynomial-time reliability estimation is employed [43].
- We design effective and efficient solutions for our problem. The proposed algorithms first apply reliability-based search space elimination, then fill the remaining graph with missing edges, and finally select the top-$k$ edges to add based on most reliable paths [45].
- We further consider a restricted and one extended version of our problem to support a wider family of queries. In the restricted version, the reliability is estimated only by the most reliable path, thus it can be solved exactly in polynomial-time. In the extended version, multiple sources and targets can be provided as input. The proposed algorithms are generalized to multiple-source-target case [44, 45].
• We conduct a thorough experimental evaluation with several real-world graphs (both social and device networks) to demonstrate the effectiveness, efficiency, and scalability of our algorithms, and illustrate the usefulness of our problem in critical applications such as sensor network reliability maximization and influence maximization in social networks [38].

2. PRELIMINARIES

2.1 Problem Formulation

An uncertain graph \( G \) is a triple \((V, E, p)\), where \( V \) is a set of \( n \) nodes, \( E \subseteq V \times V \) is a set of \( m \) directed edges, and \( p(e) \in [0, 1] \) is the probability that the edge \( e \in E \) exists. Following bulk of the literature on uncertain graphs [56, 5, 23, 29, 50, 30], we assume that edge probabilities are independent of each other. Therefore, we employ the well-established possible world semantics: The uncertain graph \( G \) yields \( 2^m \) deterministic graphs \( G \subseteq \mathcal{G} \). Each possible world \( G = (V, E_G) \) is a certain instance of the uncertain graph \( G \), where \( E_G \subseteq E \) and is obtained by independent sampling of the edges. Its probability of being observed is given as:

\[
Pr(G) = \prod_{e \in E_G} p(e) \prod_{e \in E \setminus E_G} (1 - p(e))
\]

Given a source node \( s \in V \), and a target node \( t \in V \), the reliability \( R(s, t, G) \), also known as the \( s \)-\( t \) reliability, is defined as the probability that \( t \) is reachable from \( s \) in \( G \). Formally, for a possible graph \( G \subseteq \mathcal{G} \), let \( I_G(s, t) \) be an indicator function taking the value 1 if there exists a path from \( s \) to \( t \) in \( G \), and 0 otherwise. \( R(s, t, G) \) is computed as follows:

\[
R(s, t, G) = \prod_{G \subseteq \mathcal{G}} [I_G(s, t) \times Pr(G)]
\]

The problem that we study in this work is stated below.

**Problem 1.** [Single-source-target budgeted reliability maximization] Given an uncertain graph \( G = (V, E, p) \), a source node \( s \in V \), a target node \( t \in V \), a probability threshold \( \zeta \in (0, 1] \), and a small positive integer \( k \), find the top-\( k \) edges to add in \( G \), each with probability \( p(e) = \zeta \), such that the reliability from \( s \) to \( t \) is maximized.

\[
E^* = \arg \max_{E^\prime \subseteq V \times V \setminus E} R(s, t, (V, E \cup E^\prime, p)) \quad s. t. \mid E^\prime \mid = k; \quad \text{and} \quad p(e) = \zeta \quad \forall e \in E^\prime
\]

For simplicity, we adopt a fixed probability threshold \( \zeta \) on new edges. The intuition is that when establishing a new edge, generally we consider a connection with the best/average possible reliability, e.g., an Ethernet cable with the highest reliability in case of LAN, or the average link reliability of sensor edges as we have used in the discussed case study. However, note that, if the user provides probability values for the missing edges as part of input, our proposed algorithm [35] will work smoothly as it can simply use those values instead of \( \zeta \) when finding the most reliable paths (see our experimental evaluation in Table 2 and 3).

**Remarks.** Due to various physical and resource constraints, in practice, it might not be possible to consider all missing edges in the input graph as candidate edges for our problem. In a social network, it is often realistic to recommend new connections between users who are within 2-3 hops. In a communication network, a new edge can be added only if the two nodes are within a certain geographical distance. While we analyze the complexity of our problem and develop algorithms for the generalized case, that is, all missing edges can potentially be candidate edges, in our solution as well as in experiments we provision for a threshold distance \( h \): Two nodes can be added by a new edge only if they are within \( h \)-hops away. Note that (1) when \( h \) is the diameter of the graph (i.e., maximum shortest-path distance between any pair of nodes), this is essentially equivalent to the generalized case. (2) Smaller values of \( h \) reduce search space, thereby improving efficiency. In our experiments, we analyze scalability of our methods for different values of \( h \).

2.2 Hardness of the Problem

**Problem 1** depends on reliability computation in uncertain graphs, which is \#P-complete [55, 35]. Thus, single-source-target budgeted reliability maximization problem is hard as well. However, as reliability can be estimated in polynomial time via Monte Carlo (MC) sampling [18], or more sophisticated recursive stratified sampling [36], the key question is whether Problem 1 remains hard even if polynomial-time reliability estimation methods are employed. Due to combinatorial nature of our problem, and assuming \( O(n^2) \) missing edges in a sparse graph, one can design an exact solution that compares the \( s \)-\( t \) reliability gain for \( \binom{k}{2} \) possible ways of adding \( k \) new edges, and then reports the best one. However, this is clearly infeasible for large networks. We, in fact, prove that our problem is \( \text{NP} \)-hard, and it does not admit any \( \text{PTAS} \). Moreover, Problem 1 is neither submodular, nor supermodular with respect to the inclusion of edges.

**Theorem 1.** Problem 1 is \( \text{NP} \)-hard in the number of newly added edges, \( k \).

**Proof.** We prove \( \text{NP} \)-hardness by a reduction from the MAX \( k \)-COVER problem, which is \( \#P \)-hard. In MAX \( k \)-COVER, there is a collection of subsets \( S = \{S_1, S_2, ..., S_h\} \) of a ground set \( U = \{u_1, u_2, ..., u_n\} \), where \( S_i \subseteq U \) for all \( i \in [1..h] \). The objective is to find a subset \( S^* \subseteq S \) of size \( k \) such that maximum number of elements in \( U \) can be covered by \( S^* \), i.e., so as to maximize \( \max \left\{ \sum_{S_i \in S^*} |S_i| \right\} \). For an instance of MAX \( k \)-COVER, we construct an instance of our Problem 1 in polynomial time as follows (Figure 3).

We create an uncertain graph \( G \) with a source node \( s \) and a target node \( t \). For each element \( u_i \) in \( U \), we add a node in \( G \). Each \( u_i \) is connected to \( t \) by an edge with probability \( p \), such that \( 0 < p < 1 \). Then, we also add each \( S_i \) in \( S \) as a node of \( G \). Node \( S_i \) is connected to node \( u_j \) with probability \( 1 \) if and only if \( u_j \in S_i \). All other edges in \( G \) except those from \( s \) to all \( S_i \) have probability 0.

Therefore, the candidate set of edges to add in \( G \) for maximizing reliability from \( s \) to \( t \) are those edges from \( s \) to all \( S_i \). Without them, there is no path from \( s \) to \( t \) with non-zero probability. Let \( \zeta = 1 \), after \( k \) of these edges are selected, \( q \) out of \( r \) elements in \( U \) are now reachable from \( s \), then the \( s \)-\( t \) reliability is \( 1 - \left(1 - \frac{q}{r}\right)^p \), which monotonically increases with larger \( q \). This implies that Problem 1 and MAX \( k \)-COVER are equivalent here. If there exists a polynomial time solution for Problem 1, the MAX \( k \)-COVER can be solved in polynomial time too. The theorem follows.

Moreover, Problem 1 is also hard to approximate.

**Theorem 2.** Problem 1 does not admit any \( \text{PTAS} \), unless \( \text{P} = \text{NP} \).
Finally, we conclude this section with an interesting observation below: The direct edge $st$, if missing in the input graph, will always be in the top-k optimal solution. In other words, when the direct $st$ edge is missing and if it can be added, for the top-1 solution, adding the direct $st$ edge is the best solution.

Observation 4. If the direct edge from $s$ to $t$, $st$, is missing in the input graph, and is allowed to be added, $st$ will always be included in the top-k optimal solution.

PROOF. Let $G$ be a possible world (i.e., deterministic graph) of the original uncertain graph $G$. Following Equation 2, the $s-t$ reliability is calculated as: $\sum_{G' \in G} P_r(s,t) \times Pr(G')$. After adding $k$ missing edges, $G$ will partition into $2^k$ new possible worlds: $\{G_1, G_2, ..., G_{2^k}\}$. $Pr(G') = \sum_{G_{\text{new}}} Pr(G)$. Clearly, when $t$ is reachable from $s$ in $G$, it will still be reachable from $s$ in each of $\{G_1, G_2, ..., G_{2^k}\}$, thus $I_{G'}(s,t)$ will continue to be 1. Therefore, we only investigate those $G$ containing no path from $s$ to $t$, and thus reachability in a deterministic graph can be improved by adding new edges.

Suppose $\{e_1, e_2, ..., e_k\}$ is an optimal solution without having $st$. For any $G_1$ in $\{G_1, G_2, ..., G_{2^k}\}$ obtained from some $G$ (such that $t$ was originally not reachable from $s$ in $G$), we consider another solution by replacing $e_j$ ($1 \leq j \leq k$) with $st$. $e_j$ can have two possible status in $G_1$: (1) $e_j$ exists in $G_1$. Here, $I_{G_1}$ may or may not be 1. However, when replacing $e_j$ with $st, I_{G_1}$ will always return 1, and induces reachability improvement; (2) $e_j$ is absent in $G_1$. Then, the value of $I_{G_1}$ depends only on other edges in the solution set. Replacing $e_j$ with $st$ will not impact the reachability. Therefore, replacing $e_j$ with $st$ will result in a new solution which has reliability gain at least as large as the earlier one. This implies that $st$, if allowed, can always be added in the optimal solution. □

3. BASELINE METHODS

In this section, we first present several baseline methods, that are straightforward, and demonstrate how they suffer from both effectiveness and efficiency issues. The discussions will be instrumental in developing a more accurate and scalable solution in §4 and §5.

3.1 Individual Top-k Method

In the most straightforward approach, we consider every candidate edge one by one, check the reliability gain due to its addition in the input graph with edge probability $\zeta$, and select the top-k edges with highest individual reliability gains.

Time complexity. The reliability can be estimated in polynomial time via Monte Carlo (MC) sampling. It samples a set of $Z$ deterministic graphs from the input uncertain graph, and estimates the reliability of an $s-t$ pair as ratio of samples (i.e., a possible world) in which the target is reachable from the source. The reachability in a deterministic graph can be evaluated via breadth first search (BFS) in time $O(n+m)$, where $n$ and $m$ denote the number of nodes and edges in the input graph, respectively. Thus, the time complexity of MC sampling for each newly added edge is $O(Z(n+m))$. Since real-world networks are generally sparse, the number of candidate edges is nearly $O(n^2)$. Therefore, the overall complexity of individual top-$k$ baseline is: $O(n^2Z(n+m) + n^2 \log k)$, where the last term is due to top-$k$ search.
Shortcomings. (1) To achieve reasonable accuracy, MC sampling requires around thousands of samples. Performing this for $O(n^2)$ times is not scalable for large graphs. (2) Once an edge is added into the input graph, the reliability gain of adding other candidate edges may change. Hence, selecting the top-$k$ edges based on individual reliability gains results in low-quality solution.

3.2 Hill Climbing Method

A better-quality solution would be the hill climbing algorithm: It greedily adds the edge that provides the maximum marginal gain to the $s$-$t$ reliability at the current round, until total $k$ new edges have been selected. In particular, consider that a set $E_1 \subseteq V \times V \setminus E$ of new edges have been already included, in the next iteration the hill climbing baseline selects a new edge $e \in V \times V \setminus (E \cup E_1)$, with $p(e) = \zeta$, such that:

$$e^* = \arg\max_{e \in V \times V \setminus (E \cup E_1)} \left[ R(s, t, (V, E \cup E_1 \cup \{e\}, p)) - R(s, t, (V, E \cup E_1), p) \right]$$

(4)

Since Problem 1 is neither submodular nor supermodular, this approach does not provide approximation guarantees.

Time complexity. Assuming the number of missing edges to be $O(n^2)$, coupled with MC sampling, the time complexity of each iteration of the hill climbing approach is $O(n^2Z(n + m))$. For total $k$ iterations, overall complexity is $O(kZ(n + m))$.

Shortcomings. Hill climbing also suffers from efficiency and accuracy issues. (1) This is more inefficient compared to individual top-$k$ baseline. (2) In terms of accuracy, hill climbing still suffers from the cold start problem: At initial rounds, there would be several new edges with marginal reliability gain zero (or, quite small), resulting in random selections, which in turn produces sub-optimal solutions at later stages.

3.3 Centrality-based Method

Another intuitive approach is to find highly central nodes in the input graph, and connect them by new edges if they are not already connected, until the budget $k$ on new edges is exhausted. In particular, we consider degree-based centrality, that is, nodes having higher aggregated edge probabilities considering all incoming and outgoing edges. Such nodes are also known as the hub nodes: Connecting these hub nodes help in reducing network distances (as well as improving reliability over uncertain graphs).

Time complexity. The algorithm requires going through all nodes and checking their in/out going edges, which costs $O(mn)$ time. Then, it ranks the nodes based on their aggregated edge probabilities, which consumes $O(n \log n)$ time. Finally, we connect the top-$k$ pairs of nodes which are not already connected. Thus, total complexity: $O(mn + n \log n)$.

Shortcomings. Although the method is efficient, and in general improves the $s$-$t$ reliability, it is not customized for a specific $s$-$t$ pair. This often results in low-quality solution.

3.4 Eigenvalue-based Method

Wang et al. studied the importance of the largest eigenvalue of graph topology in the dissemination process over real networks. To model the virus propagation in a network, they assumed a fixed infection rate $\beta$ for an infected node to pass the virus to its neighbor, and another fixed curing rate $\delta$ for an infected node. Then, they proved that if $\beta < \frac{1}{\lambda}$, where $\lambda$ is the largest eigenvalue of the adjacency matrix of this network, the virus will die out in this network. Therefore, one can optimize the leading eigenvalue to control the virus dissemination in a network, e.g., with smaller $\lambda$, smaller curing rate $\delta$ is required for the same infecting rate $\beta$. Recently, Chen et al. studied the problem of maximizing the largest eigenvalue of a network by edge-addition, which is discussed in the Appendix.

Time complexity. The overall time complexity of Eigenvalue-based optimization in (10) is $O(m + nt + kt^2)$, where $t = \max(k, d_{in}, d_{out})$. We discuss it in details in the Appendix B.

Shortcomings. (1) This method is not customized for a specific $s$-$t$ pair, and may report low-quality solutions. (2) To the best of our knowledge, there is no equivalent transformation from virus propagation threshold $\frac{1}{\delta}$ to the $s$-$t$ reliability. Therefore, maximizing the leading eigenvalue (to improve virus propagation) may not be equivalent to maximizing the $s$-$t$ reliability.

4. A SIMPLIFIED PROBLEM: IMPROVE THE MOST RELIABLE PATH

Due to limitations of baseline approaches as discussed in §3, we now explore an orthogonal direction following the notion of the most reliable path. The idea that we shall develop in this section will be the basis of our ultimate solution (to be introduced in §5) for the budgeted reliability maximization problem. A path between a source $s$ and a target node $t$ in an uncertain graph $G$ is called the most reliable path $MRP(s, t, G)$ if the probability of that path (i.e., product of edge probabilities on that path) is maximum in comparison with all other paths between these two nodes.

$$MRP(s, t, G) = \arg\max_{P \subseteq P(s, t, G)} \prod_{e \in P} p(e)$$

(5)

$P(s, t, G)$ denotes the set of all paths from $s$ to $t$ in $G$. The problem that we investigate here is a simplified version of our original problem (i.e., Problem 1) as stated next.

**Problem 2.** [Single-source-target most reliable path improvement] Given an uncertain graph $G = (V, E, p)$, a source $s \in V$, a target $t \in V$, a probability threshold $\zeta \in (0, 1]$, and a small positive integer $k$, find the top-$k$ edges to add in $G$, each new edge having probability $p(e) = \zeta$, such that the probability of the most reliable path from $s$ to $t$ in the updated graph is maximized.

$$E^* = \arg\max_{E_1 \subseteq V \times V \setminus E} \prod_{e \in MRP(s, t, (V, E \cup E_1), p)} p(e)$$

(6)

$$s, t, |E_1| = k; \quad \text{and} \quad p(e) = \zeta \quad \forall e \in E_1$$

Notice that the probability of the most reliable path from $s$ to $t$ cannot be larger than the $s$-$t$ reliability. Thus, Problem 2 might be considered as a simplified version of the budgeted reliability maximization problem. Nevertheless, as reported in earlier studies, the most reliable path often provides a good approximation to the reliability between a pair of nodes. Thus, our intuition is simple: If the solution of Problem 2 is more efficient and results in higher-quality top-$k$ edges (compared to baselines for the original budgeted reliability maximization problem), then we can augment this idea (e.g., instead of the most reliable path, one may consider multiple highly-reliable paths from $s$ to $t$) to develop even better-quality solution for the budgeted reliability maximization problem.

Fortunately, Problem 2 can be solved exactly in polynomial time. We shall provide a constructive proof, which can also be used as an algorithm for Problem 2.

**Theorem 3.** Problem 2 can be solved exactly in polynomial time.

**Proof.** First, we color all existing edges in the input graph $G$ as blue. Then, we add all missing edges to the graph, each having edge probability $\zeta$ as red. Name this new graph as $\overline{G}$. The goal of Problem 2 is to find the most reliable path from $s$ to $t$ containing at most $k$ red edges (can have zero or more blue edges), if any. Notice that we can convert the uncertain graph $\overline{G}$ into a weighted graph $G_0$, which has same set of edges and nodes as $\overline{G}$, and the weight of
5. PROPOSED SOLUTION: BUDGETED RELIABILITY MAXIMIZATION

In this section, we present the method that we ultimately design for an effective and efficient solution to the single-source-target budgeted reliability maximization (Problem[1]). Due to the success of the most reliable path technique as detailed in [3], our final solution is developed based on a similar notion by employing multiple reliable paths, and further improved in two ways: (1) Reduction of search space by identifying only the most relevant candidate edges for a given s-t pair, and (2) improving solution quality by considering multiple highly reliable paths from s to t. In the following, we discuss various steps of our framework, and demonstrate accuracy and efficiency improvements compared to previous baselines.

### 5.1 Search Space Elimination

#### 5.1.1 Reliability-based Search Space Elimination

In a sparse input graph $G$, one can have as many as $O(n^2)$ candidate edges. However, given a specific s-t query, all candidate edges may not be equally relevant. In particular, let us consider two nodes $u$ and $v$: Both have low reliability either from source $s$, or to target $t$; then adding an edge between $u$ and $v$ will not improve the s-t reliability significantly. Therefore, we select “relevant” candidate edges as follows. (1) We find the top-$r$ nodes with the highest reliability from $s$. Similarly, we compute the top-$r$ nodes having the highest reliability to $t$. Let us refer to these sets as $C(s)$ and $C(t)$, respectively. Notice that $s \in C(s)$ and $t \in C(t)$. (2) For two distinct nodes $u, v$, such that $u \in C(s)$, $v \in C(t)$, and $u, v$ are not connected in the input graph $G$, then we consider the new edge $(u, v)$, with edge probability $p(u, v) = \zeta$, as a candidate edge. We denote by $E^+$ the set of relevant candidate edges. Thus, we reduce the number of candidate edges from $O(n^2)$ to only $O(r^2)$.

The time complexity of this step is $O(Z(n+m)+n \log r + r^2)$. The first term is due to MC sampling to compute the reliability of all nodes from $s$ and to $t$, and the second term is due to sorting all nodes based on these reliability values.

#### 5.1.2 Top-t Most-Reliable Paths Selection

Given the success of the most reliable path-based approach [3, 4], we further improve it by considering multiple highly reliable paths from $s$ to $t$. Recent research has shown that what really matters in computing the reliability between two nodes is the set of highly reliable paths connecting them [29, 11, 31, 32].

On adding the relevant candidate edges $E^+$, we refer to the updated graph as $G^+ = (V, E \cup E^+, p)$. Next, by applying the Eppstein’s algorithm [15, 29], we find the top-t most reliable paths from $s$ to $t$, with running time $O((m+n \log n + l)$. If a new edge does not appear in any of these top-t paths, it can be removed from $E^+$. This further reduces the search space.
Example 2. Let us demonstrate “search space elimination” with Figure 6(b). Suppose we set \( r = 3, l = 3, \) and \( \zeta = 0.5 \). First, we select the top-3 nodes with highest reliability from source \( s \). Clearly, \( \{s, A, B\} \) will be selected. Similarly, \( \{B, C, t\} \) are the top-3 nodes with highest reliability to target \( t \). Node \( D, E, F, \) and \( G \) will be eliminated, and we obtain a graph presented in Figure 6(b). Then, we select top-3 most reliable paths between \( s \) and \( t \) after adding all missing edges (dotted lines) with given probability \( \zeta = 0.5 \) in Figure 6(b). They will be \( \{sBt, sCBt, sCt\} \) (in decreasing order). Node \( A \) does not appear in any of these paths, and will be eliminated. Finally, we have simplified graph shown in Figure 6(c).

Benefits of search space elimination. As shown in Table 3, our search space elimination methods can save about 99% of running time for the baselines: Individual Top-k and Hill Climbing without accuracy loss. For Centrality-based and Eigenvale-based baselines, both efficiency and accuracy get improved, because these baselines are now applied over a smaller and more relevant (to a specific \( s-t \) pair) subgraph. After including the time cost for conducting search space elimination: 16 seconds, the overall running time for most reliable path method and our proposed algorithms can be reduced by over 70% without accuracy loss.

### 5.2 Top-k Edges Selection

After reducing the number of candidate edges, our next objective is to find the top-k edges from the reduced set \( E^+ \) of candidate edges, so to maximize the s-t reliability within the given budget. We formulate the problem as follows.

**Problem 3.** [Budgeted Path Selection] Given the set \( P \) of the top-l most reliable paths from \( s \) to \( t \) in the updated graph \( G^+ \), find a path set \( P^* \subseteq P \) such that:

\[
P^* = \arg \max_{P \subseteq P} R(s, t, P_1)
\]

s.t. \( \{e : e \in E^+ \cap P_1\} \leq k \) (7)

In the budgeted path selection problem, \( R(s, t, P_1) \) denotes the s-t reliability on the subgraph induced by the path set \( P_1 \). In other words, we find a path set \( P^* \subseteq P \) that maximize the s-t reliability, while also satisfying the constraint on \( k \), the number of newly-added edges. Unfortunately, this problem is NP-hard as well, which can be proved by a reduction from the MAX k-COVER. Since the proof is analogous to the one in Theorem 1, we omit this for brevity. Instead, we design two practical and effective solutions for the budgeted path selection problem as given below.

#### 5.2.1 Individual Path-based Edge Selection

First, we combine all paths from \( P \) that do not have any candidate edges from \( E^+ \). We refer to these paths as \( P_1 \), and the subgraph induced by \( P_1 \) as \( G^+ \). Then, in each successive round, we iteratively include a remaining path \( P^* \) from \( P \setminus P_1 \) into \( G^+ \) which maximally increases the reliability (estimated via MC-sampling) from \( s \) to \( t \) in \( G^+ \), while still maintaining the budget \( k \) on the number of included candidate edges in \( G^+ \). It can be formulated as:

\[
P^* = \arg \max_{P \subseteq P \setminus P_1} R(s, t, P, \{P\}) \] (8)

During this procedure, we ensure that the number of included candidate edges from \( E^+ \) in \( P_1 \) does not exceed \( k \). The included candidate edges in \( G^+ \) are reported as our solution.

Let us denote by \( n \) and \( m \) the number of nodes and edges, respectively, in the subgraph induced by the top-l most-reliable path set \( P_1 \), and \( T \) the number of MC samples required in each iteration. At most, we need \( k \) iterations, which implies that overall time complexity is \( \mathcal{O}(kZ|P|(n + m)) \).

#### 5.2.2 Path Batches-based Edge Selection

The effectiveness of individual path selection can be improved by considering the relationships between paths in \( P \). The intuitions are: (1) different paths can share same set of candidate edges; (2) the candidate edge set of a path can be a subset of that for another path; and (3) different paths may have different number of candidate edges to be included.

Therefore, we design a path batch-based (instead of individual path-based) edge selection algorithm. First, we go through all paths in \( P \). If two paths share same set of candidate edges, they shall be put into the same “path batch”. Each path batch is labeled by its candidate edge set, and in our algorithm we include a path batch in every round. When evaluating the marginal gain of a path batch, all other path batches whose candidate edge set is a subset of it, shall also be included in \( G^+ \) in the current round. The marginal gain of this batch is normalized by the size of its candidate edge set. The detailed procedure is shown in the following example.

**Example 3.** Consider Example 2 and Figure 6, we are now selecting top-2 edges from 3 candidate edges \( \{sB, sC, Bt\} \). If selecting paths individually, path \( sBt \) has the highest marginal gain 0.25 and will be selected in the first round. As budget \( k = 2 \) is exhausted, the solution set is \( \{sB, Bt\} \). However, path \( sCt \) has reliability gain 0.15, and only adds 1 new edge. Its marginal gain per new edge is higher than that of \( sBt \). Further, by considering it in batch path selection manner, including path \( sCBt \) will also activate path \( sBt \). The reliability gain of adding them in batch is 0.3075, and the marginal gain per new edge is 0.1538, which is the winner of this round, and we find the optimal solution \( \{sC, Bt\} \) in this example. The reliability gains for the other 2 possible solution are 0.28 for \( \{sB, Bt\} \), 0.18 for \( \{sB, sC\} \). This demonstrates the effectiveness of path batch selection procedure.

Benefits of path batches-based edge selection. As shown in Table 3, path batch selection and Hill Climbing have similar reliability gain, while path batch selection significantly outperforms Hill Climbing in running time. Comparing with individual path inclusion, path batch selection has some improvement in reliability gain, with comparable running time.

### 5.3 Improvement via Advanced Sampling

Recently, several advanced sampling methods have been proposed for estimating s-t reliability, including lazy propagation [37], recursive sampling [23], recursive stratified sampling (RSS) [35], and probabilistic tree [41]. While our problem and the proposed solution are orthogonal to the specific sampling method used, its efficiency can further be improved by employing more sophisticated sampling strategies. In particular, instead of MC sampling, we shall consider RSS in the experiments, both for our proposed method and for the baselines. The detailed description and the analysis of RSS can be found in the Appendix.

### 6. Multiple-Source-Target Reliability Maximization

In practice, queries may consist of multiple source and/or target nodes, rather than a single s-t pair. For example, in targeted marketing [31,33,25] via social networks, the campaigner wants to maximize the information diffusion from a group of early adopters to a set of target customers. For such real-world applications, we extend our problem to adapt to multiple source/target nodes. In particular, we focus on maximizing an aggregate function (e.g., average, maximum, minimum) over reliability of all source-target pairs.

**Problem 4.** [Multiple-source-target budgeted reliability maximization] Given an uncertain graph \( G = (V, E, p) \), a set of source nodes \( S \subseteq V \), a set of target nodes \( T \subseteq V \), a probability threshold \( \zeta \in (0, 1] \), and a small positive integer \( k \), find the top-k edges to
add in $G$, with each new edge having probability $p(e) = \zeta$, such that an aggregate function $F$ over reliability of all $s$-$t$ pairs $(s \in S, t \in T)$ is maximized.

\[
E^* = \arg \max_{E_t \subseteq V \times V \setminus E} \frac{F}{|S||T|} \sum_{s,t \in S \times T} R(s, t, (V, E \cup E_1, p))
\]

s.t. $|E_t| = k$; \quad and \quad $p(e) = \zeta \quad \forall e \in E_1$ (9)

Due to NP-hardness of Problem 1, its generalization, Problem 2 is also NP-hard. In the following sections, we consider three widely-used aggregate functions: average, minimum, maximum; and design efficient solutions.

6.1 Maximizing the Average Reliability

Our objective is:

\[
\arg \max_{E_t \subseteq V \times V \setminus E} \frac{1}{|S||T|} \sum_{s,t \in S \times T} R(s, t, (V, E \cup E_1, p))
\]

Note that this is equivalent to maximizing the sum of reliability of all $s$-$t$ pairs. From the perspective of targeted marketing in social networks, a campaigner would like to maximize the spread of information to the entire target group; and therefore, she would prefer to maximize the average reliability.

Similar to the single-source-target budgeted reliability maximization problem, we first compute the reliable sets from source and target nodes, that is, $C(s)$ for all $s \in S$, and $C(t)$ for all $t \in T$. Next, for each pair of distinct nodes $u, v$, such that $u \in C(s), v \in S$, $v \in C(t), \forall t \in T$, and $u, v$ are not connected in the input graph $G$, we consider a new edge $(u, v)$, having edge probability $p(u, v) = \zeta$, as a relevant candidate edge. We denote by $E^+$ the set of relevant candidate edges, and after adding them to $G$, we refer to the updated graph as $G^+ = (V, E \cup E^+, p)$.

Now, for each $s$-$t$ pair, we identify the top-$l$ most reliable paths in $G^+$. Then we have total $|S||T|$ paths in this set, and the path set might contain more than $k$ new edges. Therefore, we employ the path batches-based edge selection method (§5.2.2). The algorithm iteratively includes path batches that maximize the marginal gain considering our current objective function (Equation 10), while maintaining the budget $k$ on the number of newly inserted edges.

**Time complexity.** For simplicity, let $O(P_1)$ denote the time complexity of reliability-based search space elimination, $O(P_2)$ denote that of top-$l$ most-reliable paths selection, and $O(P_3)$ denote that of path batches-based edge selection, for the single-source-target problem. The time complexity of the proposed algorithm for average multiple-source-target budgeted reliability maximization problem is $O((|S| + |T|)P_1 + |S||T|(P_2 + P_3))$. We need to evaluate all nodes’ reliability from/to each source/target, which results in the first term. The second term is due to applying top-$l$ path selection algorithm $|S||T|$ times for each $s$-$t$ pair, and the path set size will be $|S||T|$ times of that for single-source-target problem.

6.2 Maximizing the Minimum Reliability

Our objective is:

\[
\arg \max_{E_t \subseteq V \times V \setminus E} \min_{s,t \in S \times T} R(s, t, (V, E \cup E_1, p))
\]

In other words, we aim at including $k$ new edges such that the reliability of the $s$-$t$ pair having the lowest reliability (after the addition of $k$ edges) is maximized. In the targeted marketing setting, this can happen during complementary influence maximization [40], where multiple products are being campaigned simultaneously, and they are complementary in nature: Buying a product could boost the probability of buying another. Now, consider that each source node (e.g., an early adopter) is campaigning a different, but complementary product. In this situation, the campaigner would prefer to maximize the minimum spread of her campaign from any of the early adopters to any of her target users, because only a small percentage of the users who have heard about a campaign will buy the corresponding product.

To solve this problem, we first estimate the $s$-$t$ reliability for each pair in $S \times T$ over the input graph $G$. We sort these $s$-$t$ pairs in ascending order in a priority queue based on their current reliability. Next, in successive rounds, we keep improving the reliability of the pair having the smallest current reliability, until the budget on $k$ new edges can be exhausted. In particular, at any point in our algorithm, we know which source-target pair has the minimum reliability. We extract this pair from the top of the priority queue, and improve its reliability with the addition of a batch of suitable, new edges.

For this purpose, we employ our algorithm for the single-source-target pair (discussed in §5). The batch size can be set as $k_1 << k$. Note that the addition of new edges not only updates the reliability of the current pair, instead this will also increase the reliability of other $s$-$t$ pairs.

Thus, after adding a batch of $k_1$ new edges, we re-compute the reliability of all $s$-$t$ pairs and re-organize them in the priority queue. Once again, we extract the pair from the top of the priority queue, and improve its reliability with the addition of $k_1$ suitable, new edges. We repeat the above steps. Ultimately, we terminate the algorithm when we exhaust our budget of adding total $k$ new edges.

**Time complexity.** The time complexity of our algorithm is $O((|S| + |T|)P_1 + \frac{1}{k_1}AP_1 + \frac{1}{k_1}P_2 + P_3)$. Similar to maximizing the average reliability, we need evaluating all nodes’ reliability from/to each source/target. All $s$-$t$ pair’s original reliability can also be known through this process. However, after improving the reliability of the currently selected $s$-$t$ pair by adding $k_1$ edges, we need to update the reliability of all $s$-$t$ pairs. This will happen $\frac{1}{k_1}$ times, and the cost is $\frac{1}{k_1}AP_1$. A = $\min(|S|, |T|)$.

The top-$l$ paths selection will be operated $\frac{1}{l}k_1$ times. The complexity of executing top-$k_1$ edge selection is $O(p_{k_1}P_3)$, and it will happen $\frac{1}{l}k_1$ times. Thus, the total time cost for edge selection remains $O(P_3)$.

6.3 Maximizing the Maximum Reliability

Our objective function is:

\[
\arg \max_{E_t \subseteq V \times V \setminus E} \max_{s,t \in S \times T} R(s, t, (V, E \cup E_1, p))
\]

In the targeted marketing scenario, let us again consider complementary influence maximization [40], where each source user (e.g., an early adopter) is campaigning a different, but complementary product. However, each target user is now a celebrity in Twitter. Hence, the campaigner wants at least one target user to be influenced by one of her products. In other words, the campaigner would be willing to maximize the spread of information from at least one early adopter to at least one target customer.

Note that if $S \cap T \neq \phi$, the problem is trivial, as the maximum reliability is already one. Therefore, below we consider the case when $S \cap T = \phi$. A straightforward solution to our problem would be to separately consider each $s$-$t$ pair from $S \times T$, improve its reliability by adding $k$ new, suitable edges. Then, we pick the pair which achieves the maximum final reliability, and report those $k$ new edges that were selected for this $s$-$t$ pair. However, the time complexity of this approach is $O(|S||T|)$ times to that of a single $s$-$t$ pair.

Next, we develop a more efficient algorithm without significantly affecting the quality. Our approach is similar to that of maximizing the minimum reliability (discussed in §5.2). In each round, we maximize the reliability (by adding $k_1 << k$ new edges) of the pair having the current maximum reliability. After this, we re-compute the reliability of all pairs, and again pick the one which has the
current maximum reliability. We terminate the algorithm when we exhaust our budget of adding total $k$ new edges.

**Time complexity.** The time complexity will be the same as that of maximizing the minimal reliability, which is $O\left((|S| + |T|)P_1 + \frac{1}{k_1} A_{F_1} + \frac{1}{k_2} P_2 + P_3\right)$. $A = \min\{|S|, |T|\}$.

7. RELATED WORK

Network design problems. Network design, optimization, and modification are widely studied research topics, where one modifies the network structure or attributes, targeting at some objective metrics or functions.

There exist many different metrics to characterize the “goodness” of the network, including average shortest paths \([4, 6, 44]\), ratio of connected nodes \([55]\), relative size of the largest connected component and average size of other components \([4]\), network flow and delay \([42, 43]\), the diameter of a network \([14]\), centrality \([24, 48]\) or eccentricity \([14]\), average path length \([46]\), and spectral measures \([13, 8, 10]\). The last group are derived from the adjacency and the Laplacian matrices of a graph. For example, \([10]\) optimized the leading eigenvalue of a network by edge addition/deletion, due to the finding that the leading eigenvalue of the underlying graph is the key metric in determining the so-called “epidemic threshold” for a variety of dissemination models \([58]\). However, such global metric is not query-specific. In real-world, users may tend to optimize the network in a way that is relevant only to themselves, e.g., a campaigner would like to improve the influence of her product to her target customers, but not that of all similar products (from other competitors), and neither to other users who are not her targets. Moreover, many network metrics studied in the past cannot be easily generalized to probabilistic scenarios (e.g., connected component size). Our objective, reliability, is a fundamental metric to capture the probability that a given target node is reachable from a specific source node in an uncertain graph. Furthermore, we show that it is possible to generalize our objective to multiple-source-target cases in order characterize a larger region in the network.

The major network manipulation operations include node addition/deletion \([4, 6]\), edge addition/deletion \([10, 44, 13]\), edge rewiring \([8, 6]\), and updating edge weights \([43]\). Our goal is to improve the reliability between $s$-$t$ pairs in a network: In our application scenarios, adding new edges is usually more practical. For example, it is often unrealistic to set up a new airport only to improve the reliability of connections between two existing airports, rather establishing some new flights is much easier. In this paper, we study the problem of maximizing the reliability between a given pair of nodes by adding a small number of new edges. Altering the existing edge probabilities is not investigated here, and can be an interesting future research direction on this problem.

Reliability in uncertain networks. Due to the #P-hardness of $s$-$t$ reliability estimation problem, various efficient sampling approaches have been proposed in the literature. Monte Carlo (MC) sampling \([15]\) is a fundamental approach, which samples $Z$ possible worlds from the input uncertain graph, and approximates the $s$-$t$ reliability with the ratio of possible world in which $t$ is reachable from $s$. One may combine MC sampling with BFS from the source node to further improve its efficiency \([28, 29]\). \([27]\) proposed Lazy Propagation, which utilizes geometric distribution to avoid frequent probing of edges. BFFSharing improves the efficiency with offline indexes. Recursive sampling \([23]\) and recursive stratified sampling \([46]\) reduces the estimator variance by recursively partitioning the search space. Less samples are required for them to achieve the same variance as previous methods, thereby improving the efficiency. More recently, ProbTree index \([41]\) was designed to support faster $s$-$t$ reliability queries over uncertain graphs.

| Dataset      | #Nodes | #Edges | Edge Prob Mean, SD, Quartiles | Type   |
|--------------|--------|--------|------------------------------|--------|
| Intel Lab Data | 54     | 969    | 0.33 ± 0.19, (0.16, 0.27, 0.44) | Device |
| LastFM       | 6499   | 23696  | 0.29 ± 0.25, (0.13, 0.20, 0.33) | Social |
| AS_Topology  | 4553   | 172294 | 0.23 ± 0.20, (0.08, 0.21, 0.31) | Device |
| DBLP         | 1291298| 7123632| 0.11 ± 0.09, (0.05, 0.10, 0.14) | Social |
| Twitter      | 6294565| 11063034| 0.14 ± 0.10, (0.10, 0.10, 0.19) | Social |

Our problem and the proposed solution are orthogonal to the specific sampling method used, we have demonstrated in \([5]\) and in the Appendix that its efficiency can be improved by employing recursive stratified sampling.

Some orthogonal directions to our problem include finding one “good” possible world \([47, 54]\), adaptive edge testing \([19, 17, 18]\) and crowdsourcing \([39]\) for reducing uncertainty. In this work, we focus on improving the reliability of a source-target pair by adding a limited number of new edges.

8. EXPERIMENTAL RESULTS

We perform experiments to demonstrate effectiveness (i.e., reliability improvement), efficiency, scalability, and memory usage of our algorithms. We report sensitivity analysis by varying all input parameters in this section, and provide more sensitivity tests in the Appendix. The code is implemented in C++, executed on a single core, 40GB, 2.40GHz Xeon server.

8.1 Experimental Setup

**Datasets.** We use five real-world graphs, consisting of three social and one device networks (Table \([4]\)). \((1)\) Intel Lab Data (http://db.csail.mit.edu/labdata/labdata.html). It is a collection of sensor communication data with 54 sensors deployed in the Intel Berkeley Research Lab between February 28th and April 5th, 2004. \((2)\) LastFM (www.last.fm). It is a musical social network, where users listen to their favorite music, and share with their friends. We crawl the music-listening history record, and form a bi-directed graph, where nodes represent users, and an edge exists if two users communicate at least once. \((3)\) AS_Topology (http://data.caida.org/datasets/topology/ark/ipv4/). An autonomous system (AS) is a collection of connected Internet Protocol (IP) routing prefixes under the control of one or more network operators on behalf of a single administrative entity, e.g., a university. The AS connections are established with BGP protocol. It may fail due to various reasons, e.g., failure of physical links when one AS updates its connection configuration to ensure stricter security setting, while some of its peers can no longer satisfy it, or some connections are cancelled manually by the AS administrator. We downloaded one network snapshot per month, from January 2008 to December 2017. \((4)\) DBLP (https://dblp.uni-trier.de/xml/). It is a well-known collaboration network. We downloaded it on March 31, 2017. Each node is an author and edges denote their co-author relations. \((5)\) Twitter (http://snap.stanford.edu/data/). This is a widely used social network: Nodes are users and edges are re-tweets.

**Edge probability models.** Our problems and solutions are orthogonal to the specific way of assigning edge probabilities. We adopt some widely-used models for generating edge probabilities in our evaluation. \((1)\) Intel Lab Data and \((3)\) AS_Topology. The edge probabilities in these two datasets are real probabilities. For Intel Lab Data, the probabilities on edges denote the percentages of messages from a sender successfully reached to a receiver. For AS_Topology, once an AS connection (i.e., an edge) is observed for at least once. We use five real-world graphs, consisting of three social and one device networks (Table \([4]\)).
Table 5: Single-source single-target budgeted reliability maximization on different datasets. \( k = 10, \zeta = 0.5, r = 100, l = 30 \).

| Dataset | Reliability Gain | Running Time (sec) | Memory Usage (GB) |
|---------|------------------|--------------------|------------------|
|         | HC | MRP | IP | BE | HC | MRP | IP | BE | HC | MRP | IP | BE |
| lastFM  | 0.31 | 0.25 | 0.30 | 0.33 | 717 | 24 | 14 | 25 | 0.06 | 0.04 | 0.04 | 0.04 |
| AS-Topology | 0.42 | 0.40 | 0.41 | 0.42 | 785 | 30 | 26 | 32 | 0.30 | 0.28 | 0.28 | 0.29 |
| DBLP    | 0.24 | 0.19 | 0.22 | 0.24 | 1105 | 125 | 118 | 129 | 6.9 | 6.2 | 6.5 | 6.5 |
| Twitter | 0.13 | 0.11 | 0.15 | 0.19 | 1053 | 140 | 127 | 141 | 11.0 | 9.4 | 9.8 | 9.8 |

Table 6: Comparison with the exact solution (ES) \( k = 3, \zeta = 0.33, r = 54, l = 30 \), Intel Lab Data.

| Method | Reliability Gain | Running Time (sec) |
|--------|------------------|--------------------|
| ES     | 0.252            | 19189              |
| IP     | 0.222            | 8                  |
| BE     | 0.237            | 12                 |

(2) Running time. We report the end-to-end running time, averaged over 100 queries. (3) Memory usage. We report the average memory usage of running each query.

8.2 Single-source-target results

Comparison with the exact solution. The exact solution (ES) enumerates all possible combinations of \( k \) missing edges, and finds the best one with the highest reliability gain. The number of missing edges can reach \( O(n^2) \) in sparse graph, and results in \( \binom{n}{k} \) possible choices. Thus, the exact solution (ES) is extremely inefficient in larger graphs. However, due to the small size of Intel Lab Data, we can apply such exhaustive search, and empirically compare the performance of our proposed solution, BE.

Here, we follow the setting used in our case study in [1] that is, only 3 new short distance (\( \leq 15 \) meters) links are allowed to be established, each have the average probability 0.33. 30 distinct pairs of sensors, which are remote and with lower original reliabilities, are selected as queries.

As shown in Table 6, our proposed solution, BE, exhibits very close performance against the exact solution (ES) in reliability gain. Particularly, BE returns same set of edges as ES, in 25 out of 30 queries. However, the running time of BE are at least three orders of magnitude faster than ES. This demonstrates the both the effectiveness and the efficiency of our methods.

Comparison of all competing methods on different datasets with default parameters. In Table 5, we present the reliability gain obtained by four methods, and the corresponding running time and memory usage, on various datasets with default parameters. Clearly, our ultimate method, path batches-based edge selection (BE) outperforms others. For reliability gain, it wins on all datasets. On Twitter, the advantage of BE is more prominent. The reason is that Twitter is a sparser graph compared to other datasets, and the highly reliable paths connecting source to target are more likely to contain more than one missing edges — this fact enhances the impact of path batches. Individual path-based edge selection (IP) always has lower reliability gain compared to BE. The polynomial-time solution, MRP for the restricted version of our problem has the lowest reliability gain among these methods, as expected.

Considering the running time, IP is the best one. However, BE is only about 10-20 seconds slower than IP across all the datasets. Both of them are about an order of magnitude faster than the baseline HC. The memory usages of IP and BE are similar, while MRP costs slightly less memory.

Varying the budget \( k \) on #new edges. We present the results on LastFM and DBLP datasets in Tables 7 and 8 respectively. Similar trends can be observed that the reliability gain increases with larger \( k \). Such growth is more significant when \( k \) is small, for example the reliability gain increases from 0.27 to 0.33 when \( k \) increases from 5 to 10, while only 0.02 increase can be obtained when permitting \( k \) from 20 to 30, on LastFM. The reliability gain nearly saturates at
Table 7: Reliability gain and running time comparison with varying budget on #new edges $k$, $c = 0.5$, $r = 100$, $l = 30$, LastFM.

| $k$ | HC | MRP | IP | BE | HC | MRP | IP | BE |
|-----|----|-----|----|----|----|-----|----|----|
| 3   | 0.24 | 0.25 | 0.21 | 0.25 | 257 | 11 | 10 | 13 |
| 5   | 0.27 | 0.25 | 0.26 | 0.27 | 386 | 17 | 12 | 17 |
| 8   | 0.29 | 0.25 | 0.27 | 0.28 | 525 | 20 | 13 | 19 |
| 10  | 0.31 | 0.25 | 0.30 | 0.33 | 717 | 24 | 14 | 25 |
| 15  | 0.34 | 0.25 | 0.32 | 0.35 | 953 | 26 | 17 | 28 |
| 20  | 0.35 | 0.25 | 0.35 | 0.37 | 1378 | 30 | 20 | 32 |
| 30  | 0.38 | 0.25 | 0.39 | 0.39 | 2010 | 37 | 26 | 36 |
| 50  | 0.40 | 0.25 | 0.40 | 0.41 | 4005 | 48 | 34 | 44 |

Table 8: Reliability gain and running time comparison with varying budget on #new edges $k$, $c = 0.5$, $r = 100$, $l = 30$, DBLP.

| $k$ | HC | MRP | IP | BE | HC | MRP | IP | BE |
|-----|----|-----|----|----|----|-----|----|----|
| 3   | 0.19 | 0.19 | 0.19 | 0.20 | 373 | 96 | 95 | 100 |
| 5   | 0.21 | 0.19 | 0.20 | 0.21 | 576 | 103 | 97 | 106 |
| 8   | 0.22 | 0.19 | 0.21 | 0.23 | 923 | 111 | 107 | 110 |
| 10  | 0.24 | 0.19 | 0.22 | 0.24 | 1097 | 117 | 112 | 121 |
| 15  | 0.24 | 0.19 | 0.23 | 0.25 | 1504 | 127 | 119 | 126 |
| 20  | 0.26 | 0.19 | 0.25 | 0.26 | 1974 | 136 | 125 | 131 |
| 30  | 0.26 | 0.19 | 0.26 | 0.26 | 3091 | 148 | 131 | 136 |
| 50  | 0.27 | 0.19 | 0.28 | 0.28 | 5102 | 162 | 139 | 142 |

Table 9: Reliability gain, running time comparison with varying probability $\zeta$ on new edges. $k = 10$, $c = 100$, $l = 30$, AS_Topology.

Table 10: Reliability gain, running time comparison with varying probability $\zeta$ on new edges. $k = 10$, $c = 100$, $l = 30$, Twitter.

Table 11: Analysis with different probabilities on new edges. $k = 10$, $c = 100$, $l = 30$, Twitter.

Table 12: Scalability analysis of BE. $k = 10$, $c = 0.5$, $r = 100$, $l = 30$, Twitter.

$k=20$ on DBLP. On both datasets, BE outperforms other methods in reliability gain, no matter how large is $k$. The reliability gain of MRP converges at the beginning. This is because in the restricted version of our problem, we only consider the most reliable path. A path containing larger number of new edges will have longer length, and tends to have lower probability. Some paths are unlikely to be the most reliable path.

For running time, HC is $\approx 100\times$ slower than others. MRP, IP, and BE are comparable in running time. All of them finish within 200 seconds with the largest $k = 50$. The running time of MRP increases faster than IP and BE with larger $k$, since it requires $k$ copies of the original graph to find the most reliable paths with exactly 0 to $k$ missing edges, although this does not help improve the solution quality in practice.

Varying probability $\zeta$ on new edges. The experimental results on AS_Topology and Twitter are provided in Tables 9 and 10 respectively. The reliability grows almost linearly with the probability threshold $\zeta$. Sometimes, the growth rate may be even higher (e.g., on Twitter). The reason is that the optimal solution set of edges may change with different $\zeta$ (Observation 1), and a sharp increase may happen when shifting from a set of edges to another (Example 1). The running times of all the methods are not sensitive to different $\zeta$. However, with larger $\zeta$, the running time slightly increases.

Table 12 provides additional analysis about the probabilities on new edges. Here, instead of a fixed threshold $\zeta$, we allow different probabilities on new edges. Probabilities on new edges are generated uniformly at random in different range, or generated following normal distribution $N(0.5, 0.038)$ (99% of value generated are in range (0, 1)). It can be viewed that the results are very similar to all our previous study with fixed threshold $\zeta$. This confirms that our proposed algorithm, BE works well even when different probabilities for the missing edges are provided as input.

Scalability analysis. We conduct scalability analysis of our method, BE by varying the graph size on the largest dataset, Twitter. We select 1M, 2M, 3M, 4M, 5M, and 6M nodes uniformly at random to generate 6 subgraphs, and apply our algorithm on them. Table 12 shows that the running time and the memory usage are both linear to the graph size, which confirms good scalability of BE.

8.3 Multiple-source-target results

Varying source-target nodes. We conduct experiments to evaluate reliability gain and running time of our methods to maximize an aggregate function of reliability for multiple source-target pairs. The results on the largest dataset, Twitter, is provided in Tables 13 and 14 for the aggregate functions: Minimum, Maximum, and Average, respectively. Our proposed method, BE (coupled with the framework suggested in §5), significantly outperforms the baselines, Hill Climbing (HC) and Eigenvalue-based optimization (EO) in reliability gain, and runs at least 40× and 2× faster than HC, with Average and Minimum/Maximum aggregate functions, respectively. The running times of BE and EO are comparable for Minimum/Maximum, while EO outperforms BE when using Average aggregate function. EO is not query-specific, and its edge selection cost remains the same as the single s-t case. In general, the running time of our method, BE is almost linear to the number of source/target nodes.

Furthermore, our method results in higher reliability gain with all 3 aggregate functions, especially for Minimum and Maximum. This is because EO is not query-specific. EO optimizes the leading eigenvalue of a graph, which is a global metric and may have little to do with the query pair having Minimum or Maximum reliability.
Table 13: Reliability gain and running time comparison for multiple-source-target pairs. $k=100$, $\zeta=0.5$, $r=100$, $l=30$, $\frac{k}{l}=10\%$, Twitter, aggregate function=Min.

| #Source/#Target | Reliability Gain | Running Time (sec) |
|-----------------|------------------|--------------------|
|                 | HC | EO | BE | HC | EO | BE |
| 3:3             | 0.27 | 0.20 | 0.27 | 1682 | 404 | 377 |
| 10:10           | 0.24 | 0.17 | 0.25 | 2381 | 962 | 1071 |
| 50:50           | 0.19 | 0.12 | 0.28 | 4051 | 2955 | 3366 |
| 100:100         | 0.15 | 0.06 | 0.19 | 7144 | 5766 | 5708 |
| 200:200         | 0.12 | 0.02 | 0.16 | 13615 | 8711 | 8981 |
| 500:500         | 0.12 | 0.04 | 0.15 | 30111 | 17198 | 18082 |

Table 14: Reliability gain and running time comparison for multiple-source-target pairs. $k=100$, $\zeta=0.5$, $r=100$, $l=30$, $\frac{k}{l}=10\%$, Twitter, aggregate function=Max.

| #Source/#Target | Reliability Gain | Running Time (sec) |
|-----------------|------------------|--------------------|
|                 | HC | EO | BE | HC | EO | BE |
| 3:3             | 0.27 | 0.20 | 0.27 | 1682 | 404 | 377 |
| 10:10           | 0.24 | 0.17 | 0.25 | 2381 | 962 | 1071 |
| 50:50           | 0.19 | 0.12 | 0.28 | 4051 | 2955 | 3366 |
| 100:100         | 0.15 | 0.06 | 0.19 | 7144 | 5766 | 5708 |
| 200:200         | 0.12 | 0.02 | 0.16 | 13615 | 8711 | 8981 |
| 500:500         | 0.12 | 0.04 | 0.15 | 30111 | 17198 | 18082 |

Table 15: Reliability gain and running time comparison for multiple-source-target pairs. $k=100$, $\zeta=0.5$, $r=100$, $l=30$, $\frac{k}{l}=10\%$, Twitter, aggregate function=Avg.

| #Source/#Target | Reliability Gain | Running Time (sec) |
|-----------------|------------------|--------------------|
|                 | HC | EO | BE | HC | EO | BE |
| 3:3             | 0.21 | 0.24 | 0.24 | 4221 | 269 | 239 |
| 10:10           | 0.17 | 0.19 | 0.21 | 28948 | 642 | 787 |
| 50:50           | 0.14 | 0.17 | 0.17 | 131487 | 1766 | 2321 |
| 100:100         | 0.12 | 0.13 | 0.15 | 194449 | 2978 | 4662 |
| 200:200         | -    | 0.09 | 0.12 | -    | 5014 | 7812 |
| 500:500         | -    | 0.10 | 0.10 | -    | 9221 | 13908 |

Varying the budget $k$ on new edges. Similar to single-source-target case, we vary $k$, now in a larger scale: 10 to 500, and present the result in Figure 7. The reliability gains for all three aggregate functions increase with larger $k$. The running time of BE with Minimum/Maximum aggregate function is less sensitive to a larger $k$, since the complexity of their top-$k$ edge selection part remains the same as single-source-target case, while the search space elimination part scales up. On the contrary, the running time of BE with Average is almost linear to $k$. However, Average is still less time consuming than Minimum/Maximum with large $k$.

8.4 Application in influence maximization

We present an application of budgeted reliability maximization in the classic influence maximization problem [25] using DBLP.

In social influence maximization following the widely-used independent cascade model [25], when some node $u$ first becomes active at step $t$, it gets a single chance to activate each of its currently inactive out-neighbors $v$ at step $t + 1$, with probability $p(u, v)$. Initially, only the source nodes are active, and the activation continues in discrete steps. When no more nodes can be activated, the number of active nodes in target set is referred to as the influence spread.

Figure 7: Reliability gain and running time comparison with varying budget on new edges $k$, $\zeta = 0.5$, $r = 100$, $l = 30$, #Sources=#Targets=100, Twitter.

With possible world notation, the influence spread from source set $S$ to target set $T$ can be formulated as:

$$Inf(S, T) = \sum_{G \subseteq G} Pr(G) \sum_{t \in T} I_G(S, t)$$  (13)

As discussed in §6.1 the average reliability from $S$ to $T$ is:

$$R_{avg}(S, T) = \frac{1}{|S||T|} \sum_{G \subseteq G} Pr(G) \sum_{s \in S \times T} I_G(s, t)$$  (14)

Clearly, in each possible world, if we only check whether there is at least one path $t$ from any $s \in S$, instead of counting the exact number of $s \in S$ which has a path to $t$, our problem becomes equivalent to the (targeted) influence maximization problem. Adding a new edge in this network implies recommending and/or establishing collaboration with an author in the real-world [9].

We select a set of junior researchers in Databases area, containing 1000 authors randomly selected from all the authors with 1-3 papers in top-tier venues [SIGMOD, VLDB, ICDE]. In a similar way, we choose 50 senior researchers with more than 10 papers in [SIGMOD, VLDB, ICDE], uniformly at random. The expected influence spread from the senior to the junior group is around 452, using the IC model. Next, we aim at maximally improving the influence spread from the senior group to the junior group, by adding up to 100 new edges. As shown in Figure 8 our method outperforms Eigenvalue-based optimization (EO) [10], and results in about 326 more influenced authors within the junior set.

9. CONCLUSIONS

In this paper, we introduced and investigated the novel and fundamental problem of maximizing the reliability between a given pair of nodes in an uncertain graph by adding a small number of edges. We proved that this problem is NP-hard and also hard to approximate. Several interesting observations are presented to characterize our problem. Our proposed solution first eliminates the search space based on original reliability, and then selects the top-$k$ edges following an iterative most-reliable path-batches inclusion algorithm. We further studied one restricted and several extended versions of the problem, to support a wider family of queries. The experimental results validated the effectiveness, efficiency, and scalability of our method, and rich real-world case studies demonstrated the usefulness of our budgeted reliability maximization problem. In future study, a total reliability budget on new edges, instead of a fixed/individual budget on each new edge, shall be considered. This will add more complexity about selecting proper candidate edges and allocating reliability budget to them.
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produce $s$-$t$ reliability at most: $1 - (1 - p)^{r-1}$ (because at least one of $u_i$ would not be covered).

Let there be a polynomial-time $\beta$-approximation algorithm, Approx for Problem[1] such that $0 < \beta < 1$. According to the definition of approximation ratio, Approx will produce $s$-$t$ reliability at least $\beta$ times to that produced by OPT. Now, let us consider the inequality: $1 - (1 - p)^{r-1} < [1 - (1 - p)^{e_1}]$. If this inequality has a solution for some values of $\beta$ and $p$, then by simply running Approx on our instance of Problem[1] and checking the $s$-$t$ reliability of the solution returned by Approx, one can answer SET COVER in polynomial time: a solution to SET COVER exists iff the solution given by Approx has $s$-$t$ reliability $\geq [1 - (1 - p)^r]$. Thus, to prove the theorem, we require to show that a solution to that inequality exists.

Our inequality has a solution iff $\beta > \frac{1-(1-p)^{r-1}}{1-(1-p)^{e_1}}$. One can verify that $\frac{1-(1-p)^{r-1}}{1-(1-p)^{e_1}} < 1$, for all $r \geq 1$ and $p > 0$. This implies that there will always be a value of $\beta \in (0,1)$ for which $\beta > \frac{1-(1-p)^{r-1}}{1-(1-p)^{e_1}}$ is satisfied, regardless of $r$. Hence, there exists at least one value of $\beta$ such that the inequality $1 - (1 - p)^{r-1} < [1 - (1 - p)^{e_1}]$ has a solution, and, based on the above argument, such that no $\beta$-approximation algorithm for Problem[1] can exist.

The theorem follows.

B. EIGENVALUE-BASED OPTIMIZATION

Recently, Chen et al. studied the problem of maximizing the largest eigenvalue of a network by edge-addition[10]. They proved that the eigenvalue gain of adding a set of $k$ new edges $E_k$ can be approximated by $\sum_{e \in E_k} \mu(i) v(j)$, where $\mu$ is the corresponding left and right eigenvectors with the leading eigenvalue of the original adjacency matrix ($i_1$ and $j_2$ are the two end points of the new edge $e_k$). They also proved that each $e_k$ in optimal $E_1$ has left endpoint from the subset of $(k + d_{in})$ nodes with the highest left eigen-score $u(i_1)$, and right endpoint from the subset of $(k + d_{out})$ nodes with the highest right eigen-score $v(j_2)$, where $d_{in}$ and $d_{out}$ are the maximum in-degree and out-degree in the original graph, respectively. Therefore, one can find the optimal $k$ new edges to increase the eigenvalue of the input graph by the following steps: First, calculate the largest eigenvalue of the input graph, and the corresponding left and right eigenvectors. Then, compute the maximum in-degree and out-degree of this graph, and find the subset of nodes $I$ with top-$(k + d_{in})$ left eigen-scores and the subset of nodes $J$ with top-$(k + d_{out})$ right eigen-scores. Finally, connect the nodes from $I$ to $J$ (if no such edge exists in the original graph), and select the top-$k$ pairs with largest eigen-scores $u(i_1) v(j_2)$.

Time complexity. The first step can be solved with power iteration method in $O(n)$ time. Finding maximum in/out degrees takes $O(n + m)$ time, and finding subset $I$ and $J$ requires $O(n(d_{in} + k))$ and $O(n(d_{out} + k))$ times, respectively, which can be written as $O(nl)$, $t = max(k, d_{in}, d_{out})$. The final step consumes $O(k^2)$ time. Therefore, the overall time complexity is $O(m + n + k^2)$.

C. RECURSIVE STRATIFIED SAMPLING

The recursive stratified sampling[10] partitions the probability space $\Omega$ into $r + 1$ non-overlapping subspaces $(\Omega_0, \ldots, \Omega_r)$ via selecting $r$ edges. In stratum $i$, we set the status of edge to 1, the status of those edges before it as 0, and all other edges as undetermined. The probability $\pi_i$ of stratum $i$ can be calculated as the product of the absent probability $1 - p(e)$ of all edges with 0 status, multiplied by the probability of edge $e$. The sample size of stratum $i$ is set as $Z_i = \pi_i Z$, where $Z$ is the total sample size. The algorithm recursively computes the sample size to each stratum and simplify
the graph. It applies Monte Carlo sampling on the simplified graph when the sample size of a stratum is smaller than a given threshold. Reliability is then calculated by finding the sum of the reliabilities of the nodes in the graph. The time complexity of recursive stratified sampling [36] is same as that of the MC sampling, i.e., $O(Z(m+n))$, where $Z$ is the mean of reliability of these queries. The ratio of variance to mean, also known as the index of dispersion, is a normalized measure of the dispersion of a dataset. If $\rho_Z < 0.001$, we conclude that the estimator has converged.

**Benefits of recursive stratified sampling.** We compute the variance of an estimator by repeating experiments with different number of samples ($Z$), and we consider the ratio $\rho_Z = V(Z)/Z$ to decide if the estimator has converged over a given dataset. Here, $V(Z)$ is the average variance of repeating 100 different $s$-$t$ queries for 100 times, and $Z$ is the mean of reliability of these queries. The ratio of variance to mean, also known as the index of dispersion, is a normalized measure of the dispersion of a dataset. If $\rho_Z < 0.001$, we conclude that the estimator has converged.

Table 16 and 17 report the number of samples ($Z$) required for convergence in each dataset, together with the running time comparison. Clearly, applying recursive stratified sampling (RSS) significantly reduces the running time of sampling-based methods. For reliability-based search space elimination, the sampling is conducted on the original graphs (which are large in size). RSS requires about half of the sample size, compared to that of MC sampling, and reduces the running time by 50%-90% for top-$k$ edges selection, the sampling is applied over a simplified (smaller) subgraph, however the benefit of RSS over MC sampling can still be up to 40%.

**D. SENSITIVITY ANALYSIS**

**Varying #candidate nodes ($r$).** In reliability-based search space elimination, we only keep the top-$r$ nodes $C(s)$ with the highest reliability from $s$, and the top-$r$ nodes $C(t)$ with the highest reliability to $t$. $C(s)$ and $C(t)$ are candidate node sets, and only those missing edges from a node in $C(s)$ to a node in $C(t)$ will be considered as candidate edges. As demonstrated in Table 19, the running time for top-$k$ edge selection (Time 2) for methods IP and BE increase little with larger $r$. Although the time cost of checking all nodes' reliability from/to a node is not relevant to $r$, we need to add at most $O(r^{2})$ missing edges after determining the candidate nodes. Since we shall also verify the distance constraint before adding a missing edge, the time cost of adding edges is non-trivial. When $r \leq 100$, the increasing rate for the running time of search space elimination is modest. Together with the previous finding that $r = 100$ can ensure a good accuracy, we set $r = 100$ as default in other experiments.

As shown in Table 18 and 19, the running time for search space elimination (Time 1), when varying $r$, increases sharply with larger $r$. Although the time cost of checking all nodes' reliability from/to a node is not relevant to $r$, we need to add at most $O(r^{2})$ missing edges after determining the candidate nodes. Since we shall also verify the distance constraint before adding a missing edge, the time cost of adding edges is non-trivial. When $r \leq 100$, the increasing rate for the running time of search space elimination is modest. Together with the previous finding that $r = 100$ can ensure a good accuracy, we set $r = 100$ as default in other experiments.

The running times for top-$k$ edge selection (Time 2) for methods IP and BE increase little with larger $r$. Since they estimate the reliability gain of missing edges only on the subgraph induced by a few most-reliable paths. Time 2 for MRP, on the other hand, increases linearly with $r$, since the size of each copy of graph is linear to $r$. The time cost of edge selection by HC is also linear to $r$ at the beginning, and slows down with larger $r$. This is because although the time complexity of sampling is linear to the graph size theoretically; when coupling with BFS search, low-reliability nodes added later are less frequent to be explored during the sampling.

**Varying #most reliable paths ($l$).** Tables 20 and 21 demonstrate the sensitivity analysis of our IP and BE methods to the number of most reliable paths, $l$. The reliability gain increases with larger $l$, and saturates at around $l = 30$. The running time is linear to $l$. Thus, we set $l = 30$ as default in the rest of our experiments.

### Table 16: Running time comparison for reliability-based search space elimination, $r = 100$. We also report the number of samples ($Z$) required by MC and RSS.

| Dataset   | MC sampling | RSS sampling |
|-----------|-------------|--------------|
|           | $Z$ (sec)   | $Z$ (sec)    |
| lastFM    | 1000        | 16           | 250 | 9 |
| AS_Topolgy| 500         | 166          | 250 | 12 |
| DBLP      | 750         | 498          | 250 | 98 |
| Twitter   | 1000        | 439          | 500 | 114 |

### Table 17: Running time comparison for top-$k$ edges selection, $r = 100$. We also report the number of samples ($Z$) required by MC and RSS.

| Dataset   | MC sampling | RSS sampling |
|-----------|-------------|--------------|
|           | $Z$ (sec)   | $Z$ (sec)    |
| lastFM    | 500         | 1256         | 20  | 22 |
| AS_Topolgy| 500         | 1508         | 23  | 29 |
| DBLP      | 500         | 1818         | 34  | 50 |
| Twitter   | 500         | 1677         | 38  | 44 |

### Table 18: Reliability gain and running time comparison with varying #candidate nodes $r$. $r = 10$, $\gamma = 0.5$, $l = 30$, lastFM. Time 1 denotes the time cost for search space elimination, and Time 2 is the time cost for top-$k$ edges selection.

| $r$ | Reliability Gain | Time 1 (sec) | Time 2 (sec) |
|-----|------------------|--------------|--------------|
| 20  | 0.29             | 6            | 2            |
| 50  | 0.30             | 8            | 3            |
| 80  | 0.31             | 8            | 4            |
| 100 | 0.31             | 9            | 5            |
| 150 | 0.31             | 13           | 5            |
| 200 | 0.31             | 19           | 7            |
| 300 | 0.31             | 29           | 9            |

### Table 19: Reliability gain and running time comparison with varying #most reliable paths $l$. $r = 10$, $\gamma = 0.5$, $l = 100$, AS_Topolgy. Time 1 denotes the time cost for search space elimination, and Time 2 is the time cost for top-$k$ edges selection.

| $l$ | Reliability Gain | Time 1 (sec) | Time 2 (sec) |
|-----|------------------|--------------|--------------|
| 10  | 0.29             | 18           | 24           |
| 20  | 0.34             | 23           | 30           |
| 30  | 0.42             | 26           | 32           |
| 40  | 0.42             | 29           | 34           |
| 50  | 0.43             | 31           | 37           |

### Table 20: Reliability gain and running time comparison with varying #most reliable paths $l$. $r = 10$, $\gamma = 0.5$, $l = 100$, AS_Topolgy.

| $l$ | Reliability Gain | Running time (sec) |
|-----|------------------|-------------------|
| 10  | 0.29             | 18                |
| 20  | 0.34             | 23                |
| 30  | 0.42             | 26                |
| 40  | 0.42             | 29                |
| 50  | 0.43             | 31                |
Table 21: Reliability gain and running time comparison with varying #most-reliable paths \( l \), \( k = 10 \), \( \zeta = 0.5 \), \( r = 100 \), Twitter.

| \( l \) | Reliability Gain | Running Time (sec) |
|---|---|---|
| | \( \lambda \) | \( \beta \) | \( \lambda \) | \( \beta \) |
| 10 | 0.11 | 0.12 | 117 | 124 |
| 20 | 0.15 | 0.19 | 127 | 133 |
| 30 | 0.15 | 0.19 | 136 | 141 |
| 40 | 0.15 | 0.19 | 148 | 150 |
| 50 | 0.15 | 0.19 | 159 | 160 |

Table 22: Reliability gain and running time comparison with varying distance \( d \) between query nodes. \( k = 10 \), \( \zeta = 0.5 \), \( r = 100 \), \( l = 30 \), AS_Topology.

| \( d \) | Reliability Gain | Running Time (sec) |
|---|---|---|
| | \( \lambda \) | \( \beta \) | \( \lambda \) | \( \beta \) |
| 1 | 0.29 | 0.31 | 669 | 140 |
| 3 | 0.42 | 0.43 | 844 | 142 |
| 4 | 0.39 | 0.39 | 830 | 133 |
| 5 | 0.21 | 0.24 | 471 | 128 |
| 6 | 0.11 | 0.13 | 420 | 129 |

Table 23: Reliability gain and running time comparison with varying distance constraint \( h \) for newly added edges. \( k = 10 \), \( \zeta = 0.5 \), \( r = 100 \), \( l = 30 \), Twitter.

| \( d \) | Reliability Gain | Running Time (sec) |
|---|---|---|
| | \( \lambda \) | \( \beta \) | \( \lambda \) | \( \beta \) |
| 2 | 0.11 | 0.14 | 661 | 130 |
| 3 | 0.13 | 0.19 | 1053 | 141 |
| 4 | 0.17 | 0.21 | 1615 | 166 |
| 5 | 0.19 | 0.22 | 1970 | 178 |

Varying distance \((d)\) between query nodes \(s\) and \(t\). We further select queries where each pair of \(s\) and \(t\) are exactly \(d\)-hops away in the input graph. The experimental result for varying \(d\) is given in Table 22. Clearly, the original reliability decreases with larger \(d\). And the reliability gain at \(d = 3\) and \(d = 4\) is about the highest, for both HC and BE.

The running time is small either with too large or too small \(d\). For small \(d\), the reason is that the candidate node sets \(C(s)\) and \(C(t)\) are likely to have a large overlap, thus less missing edges are found. On the other hand, the distance between nodes in \(C(s)\) and \(C(t)\) tends to increase with larger \(d\), thus the distance constraint may forbid many missing edges from being added into the graphs. The running time of HC is more sensitive to \(d\), since it iterates over each new edge.

Varying distance constraint \((h)\) for newly added edges. We constrain that a missing edge can only be added if the distance between its two endpoints in the original graph is at most \(h\). Smaller \(h\) prevents more edges from being added. As shown in Table 23, with larger \(h\), we can obtain more reliability improvement. However, this allows many remote links to be established, which may not be realistic in practice. Moreover, many candidate edges also increase the running time, both for HC and BE.

Varying the ratio \(\frac{r}{t}\). For multiple-source-target case, we further have a parameter \(k_1\) as the budget for current selected pair, when considering Maximum/Minimum aggregate functions. As shown in Figure 9, with larger \(\frac{r}{t}\), the effectiveness of BE decreases. However, the running time also decreases linearly with larger \(\frac{r}{t}\). Since the accuracy loss from 5\% to 10\% is much smaller than that of further increasing the ratio, \(\frac{r}{t} = 10\%\) is selected as the default setting.

Figure 9: Reliability gain and running time comparison with varying ratio \(\frac{k_1}{k}\). \(k = 100\), \(\zeta = 0.5\), \(r = 100\), \(l = 30\), #Sources=#Targets=100, Twitter, aggregate function=Max.

Figure 10: Improving the reliability from Detroit to San Jose with 3 new connections (marked by dotted edges).

Figure 11: Improving the reliability from Detroit to San Jose with 3 new connections (marked by dotted edges).

E. MORE APPLICATION IN AIR-TRAFFIC RELIABILITY MAXIMIZATION

We conduct another case study about air-traffic reliability maximization on the US Flight dataset (https://www.kaggle.com/usdot/flight-delays). This dataset contains flight information (depart/arrival airports, departure/arrival times, etc.) between 322 airports in the USA in 2015. We construct a flight network, where airports are represented as nodes.

When booking a trip between two long-distance airports, customers may have various preferences. Some of them may even conflicted, e.g., traveling with short layover to reach the destination faster, or long gaps for a good rest. Clearly, having more candidate flights will make it easier for a customer to find a proper route following her own mind. Thus, we assign edge probability based on daily flight number per connection, and then improve the reliability by allowing new connections. If there are \(t\) direct flights from node \(u\) to \(v\) per day on average, an edge \((u, v)\) exists with a probability: \(1 - e^{-\frac{r}{t\mu}}\) (an exponential cdf of mean \(\mu\) to this count \(t\)). We set \(\mu = 5\).

Suppose our goal is to improve the air-traffic reliability from Detroit to two cities in California: (1) San Francisco, and (2) San Jose, respectively. Since passengers would not like to transfer flights multiple times when traveling within a country, we only investigate those routes within 3 hops (i.e., at most 2 layovers). Figures 10(a) and 11(a) present the original important routes between Detroit and the two destinations. The thickness of the edges represents the edge probability. The original reliability from Detroit to San Francisco is 0.40, and that from Detroit to San Jose is 0.16.

If we only allow three new short-distance (500-1500 miles, i.e., 1-3 hours of flight duration) connections with 5 flights per day on each connection (i.e., 0.63 edge probability), the optimal set we
found for Detroit to San Francisco will be: *Detroit to Dallas*, *Detroit to Atlanta*, and *Detroit to Omaha*. Original routes between Detroit and San Francisco are heavily relied on three hub cities: Denver, Chicago, and Houston. Compared to San Francisco, Detroit has much lower reliability to these hubs. Linking it to more hub cities will bring more reliable routes. The three new hubs suggested by our algorithm already have higher reliability to San Francisco and to three original hubs (shown in Figure 10(b)). By adding Detroit with them, the reliability from Detroit to San Francisco route is increased to 0.89 (49% increase).

For San Jose, its reliability from Detroit also depends on same hub cities: Denver, Houston, and Chicago. However, its links from these hubs are even weaker than Detroit. The three new flight connections found by our algorithm are: *Detroit to Minneapolis*, *Phoenix to San Jose*, and *Salt Lake City to San Jose*, which result in 0.39 (23% increase) in overall reliability.