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ABSTRACT
Hyperspectral image classification is an important and yet challenging task. With the success of deep learning, the 2D or 3D convolutional neural network-based approaches have been proposed to capture either the spectral, or the spatial data embedded in hyperspectral images. However, existing approaches fail to model the spectral-spatial data simultaneously. To cope with this issue, we proposed this novel hybrid Convolutional Neural Network (H-CNN) model which contains a module of 2D/3D CNNs, and a data interaction module to fuse the spectral- spatial data. Rigorous experimental evaluations have been performed on one benchmark dataset. Our experimental results demonstrate that the H-CNN is superior to the state-of- the-art 2D or 3D CNN models in hyperspectral image classification with respect to three widely adopted evaluation criteria, i.e., average accuracy, F1 score and Kappa coefficient.
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1. INTRODUCTION
Hyperspectral image classification is a fundamental and yet challenging task whose purpose is to label each pixel in a hyperspectral image. Conventional image classification techniques such as support vector machine (SVM) \cite{12} and K-nearest neighbor (KNN) classifier, have achieved good performance for this task as they can take into account rich spectral information \cite{6} captured in hyperspectral images. A comprehensive review of this kind of research work can be found in existing literature \cite{17, 18, 20}. Recently, with the big success of deep learning, the convolutional neural network (CNN) based approaches have achieved excellent performance for various image analysis related tasks, e.g., image classification and object recognition.

To classify hyperspectral images, both the spectral and spatial perspectives should be taken into account. Intuitively, hyperspectral image consists of hundreds of “images”, each of which represents a narrow wavelength band (visible or none-visible) of the electromagnetic spectrum, also known as spectral perspective. Thus, hyperspectral images are usually represented by 3D spectral-spatial data. However, existing CNN-based approaches \cite{10, 13}, which focus on either spatial or spectral features alone, inevitably overlook the interweaving relations between the spatial and the spectral perspectives of objects captured in the hyperspectral images. Essentially, the interweaving information could be leveraged to further improve classification performance. As a result, a relatively good CNN-based classifier can be trained by using a small number of labeled 3D spectral-spatial images only.

To simultaneously model spectral-spatial information, some pioneer attempts have been made along this line \cite{1, 4, 5, 8, 9, 19}. These approaches perform stacked convolution operations over spatial and spectral feature space in a layer by layer manner, called 3D CNN models. Obviously, the advantage of this kind of 3D CNN model lies in the generated rich feature maps. However, the main disadvantage of these approaches is that more training examples are needed to train a deeper 3D CNN model which is not practical as the public hyperspectral image datasets are rather small.
We propose the H-CNN network to classify hyperspectral images. In the pro- posed H-CNN, the 2D CNN component and the 3D CNN component are mixed together. Different from the conventional 3D CNNs that stack up 3D convolution layer by layer, the proposed H-CNN, as shown in Fig. 1, integrates 3D CNNs with 2D CNNs to learn the salient features. Then, a data interaction module is proposed which fuses the 2D features and 3D features together. Experimental results on one benchmark dataset have demonstrated that the proposed H-CNN outperform several state-of-the-art hyperspectral image classifiers. Our major research contributions are summarized as follows.

1. We design an end-to-end hyperspectral image classification framework - H-CNN by integrating data interaction module into the mixture model to generate richer feature map.

2. Rigorous experiments have been conducted on one dataset and the promising results demonstrate that the proposed H-CNN is superior to other state-of-the-art hyperspectral image classifiers.

2. RELATED WORK

Referring to existing literature, hyperspectral image classification is a very com- mon research problem. However, previous work mainly explored conventional computational methods. In this section, we briefly review the latest deep learning- based approaches which are roughly categorized into 2D CNN and 3D CNN based approaches in this paper.

2D CNN-based approaches. To extract the spectral-spatial information contained in hyperspectral images, a 2D CNN-based approach was proposed in [13] where 2D CNN was utilized to explore the band selection results generated by the AdaBoost SVM [13]. Based on the band selection results, several methods were proposed to fuse some 2D CNN networks for hyperspectral images classification [11]. Furthermore, [10] proposed a semi-supervised 2D CNN model consisted of the original encoder, the corrupted encoder, and the decoder. A deep 2D CNN model was designed [19] to label each pixel in the hyperspectral image. Some attempts were made to adapt the 2D CNN model for action recognition in video data, and this could be considered as 3D image data to some extent. Previous works also examined a two-stream like framework and each of which was a pre-trained 2D CNN model [2,16]. The 2D CNN-based approaches demonstrated their superior performance but a large training dataset was a prerequisite. Apparently, this is a serious limitation for most hyperspectral image classification applications because large training datasets were usually unavailable.

3D CNN-based approaches. In [7], the 3D CNN approach was first pro- posed to learn discriminative features for action recognition on spatial-temporal datasets. [1] proposed a deep 3D CNN network which stacked up 3D convolutional layers to extract spectral-spatial feature maps for classification. Similarly, a deep fully convolutional network (FCN) with a focus on 3D data was pro- posed in [8]. Different from [8], [9] proposed a 3D CNN network which stacked up 3D convolutional layers without the pooling layer. This model could capture the changes of local signals contained in the spectral-spatial data. The pooling layer could also be replaced by the spectral-spatial 3D convolutional layer [4]. Furthermore, there were some hybrid models that combined 2D CNNs with 3D CNNs. Obviously, the 3D CNN-based methods involved a much larger number of parameters than that of the 2D CNN models. Therefore, both the model complexity and the memory consumption of 3D CNN model are huge. Consequently, [14] tried to replace the 3D convolutional layer by a mixture of a 2D spatial convolutional layer and a 1D temporal convolutional layer which could largely alleviate the aforementioned problem. However, it only extracted the spatial features and spectral features separately and failed to explore the spectral-spatial interactions. To cope with this issue, we propose the H-CNN model, which synergistically trains a 2D CNN and a 3D CNN. Our approach not only enables the 3D CNN to invoke fewer 3D convolution operations, but also achieving better performance by taking into account the outputs from the 2D CNN.

3. THE PROPOSED H-CNN APPROACH

In this section, we first introduce the 3D convolution
operation. Then, we introduce the proposed H-CNN with more details. Finally, we propose a deep H-CNN network for hyperspectral image classification task.

3.1. The Proposed Synergistic Convolutional Neural Network

The proposed H-CNN framework is illustrated in Fig. 1. Instead of training a 2D CNN (or 3D CNN) separately, H-CNN is a deep neural network which is composed of 2D CNNs and 3D CNNs. At each round of the model fusion process, the 2D CNNs and 3D CNNs are equally weighted and fused together to generate deeper and more sophisticated feature maps, and then data interaction is invoked to produce the cross-domain transfer. In addition, local cross-domain concatenate operations are conducted to generate the new 2D features and 3D features as the next inputs. We use $I$ to denote the input data. The first step in H-CNN is to generate 2D and 3D input data, let $I_2$ denote the 2D input data and $I_3$ denote the 3D input data. Let $v_2(x)$ and $v_3(x)$ denote the two output features after invoking the 2D CNN and the 3D CNN. In this paper, $o_2(x)$ and $o_3(x)$ are convolutional representations of $I$ before the final fully-connected layer $f(\cdot)$ that classifies $x$ to one of the pre-defined categories. Let $\psi_2$ and $\psi_3$ denote the 2D convolutional and 3D convolutional operations, and $D$ is the data interaction operation. Accordingly, we use the standard cross entropy loss function:

$$L(x, y) = H(y, f(o_2(x) + o_3(x))),$$

$$(o_2(x), o_3(x)) = D(v_2(x), v_3(x)),$$

$$v_2(x) = \psi_2 \otimes I_2,$$

$$v_3(x) = \psi_3 \otimes I_3,$$

for any data $(x, y)$ in $f$ where $y$ is the real label for $x$ and $H(\cdot)$ is the cross entropy function. The proposed H-CNN model integrates 2D CNNs and 3D CNNs to generate deeper feature maps at each round of the spectral-spatial fusion process, and invokes the data interaction module to provide sufficient training samples for the 3D convolution operation.

3.2. Deep H-CNN Network

For hyperspectral image classification, we design a hybrid deep model by stacking 2D convolution and 3D convolution which is synergistically trained. As shown in Fig. 2, we design a simple yet efficient deep H-CNN network (H-CNN is short only have one 3D convolution) by stacking the H-CNN together. In fact, the proposed H-CNN model is an end-to-end network and takes the hyperspectral images as input. The proposed deep H-CNN network consists of three H-CNN which only involves 3D convolutions. Furthermore, process the input data is not a trivial task. Note that there are BN-inception [15] and the ReLU function [3] layers after each convolutional block of the proposed models. For simplicity reason, this BN and ReLu layers are omitted after each convolutional block. In order to allow the input images of any length, we use a global pooling layer as the last layer of the network.

![Illustration of the proposed models the deep H-CNN model. Yellow blocks and blue blocks refer to 3D convolution and 2D convolution. Green blocks refer to data interaction module](image)

The difference between the proposed approach and the state-of-the-art 3D CNN models [5, 19] is that the deep H-CNN requires fewer 3D convolution operations for the spectral-spatial fusion stage, and yet it can generate deeper and richer feature maps. Moreover, different from the conventional 3D CNN based models, the deep H-CNN approach can take full advantage of 2D CNN approaches, and yet it can be trained using a much smaller image dataset.

4. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed deep H-CNN, we conduct a comparative evaluation by comparing its performance with that of several state-of-the-art baseline models on benchmark hyperspectral image dataset. The experimental settings as well as evaluation criteria are illustrated in the following subsections. Note that the extended version of the proposed model with data interaction module is called DH-CNN.

4.1. Experimental Settings

In the experiments, one widely adopted benchmark hyperspectral image dataset, i.e., Indian Pines Scene, is chosen for comparative evaluation. The Indian Pines Scene dataset has 16 classes and contains $145 \times 145$ pixels in spatial dimension in the image, and 200 pixels in spectral dimension. We compare the proposed models with nine conventional and the state-of-the-art methods. Three widely used evaluation criteria including average accuracy (AA), the F1 score and Kappa coefficient ($K$) are adopted for measuring the
performance of each model. We have evaluated all aforementioned models on the benchmark dataset, and the following experimental results are recorded. The visualization of our experimental results is plotted in Fig. 3. It can be observed from Fig. 3 that the proposed DH-CNN model achieves the best performance among when compared to other methods. The possible reasons might be as follows: (i) the model is trained in a synergistic manner, which can use 2D convolutions and 3D convolutions to simultaneously generate deeper and richer features; (ii) it makes full use of the 2D and 3D features by the data interaction module.

**Figure 3** Visualization of the experimental results on Indian Pines dataset: (a) Indian Pines, (b) Ground truth, (c) SVM-Grid, (d) NN, (e) Sharma, (f) Liu, (g) Hamida, (h) Lee, (i) Li, (j) Chen, (k) He, (l) DH-CNN. It is observed that the results of our proposed models are very close to the ground truth.

It is noticed that the Sharma approach is the second-best model and is superior to the 3D CNN-type approaches like Hamida, Lee, Li, Chen, and He’s approaches. The reason is that the 3D CNN models, having more parameters, usually need more training samples. Therefore, their performance might be worse when the training samples are few. It is also observed that the model performance of NN is the worst. The reason is that the NN model only has one 2D convolution and 4 fully connected layers for classifying the images. This simple architecture fails to generate deep and rich features for classifying hyperspectral images.

**5. CONCLUSIONS**

| Method   | AA(%) | F1(%) | $K(\times 100)$ |
|----------|-------|-------|-----------------|
| SVM-Grid | 87.93 | 87.40 | 86.2            |
| NN       | 87.57 | 89.07 | 85.8            |
| Sharma   | 95.64 | 97.48 | 95.1            |
| Liu      | 89.56 | 81.08 | 88.1            |
| Hamida   | 86.99 | 90.16 | 85.2            |
| Lee      | 87.87 | 83.42 | 86.1            |
| Li       | 94.22 | 96.71 | 93.4            |
| Chen     | 93.20 | 95.51 | 92.3            |
| He       | 91.87 | 92.21 | 90.8            |
| DH-CNN   | **96.13** | **98.08** | **95.6** |

**Table 1** Comparative evaluation based on the Indian Pines Scene dataset

With the advance of deep learning, more and more related techniques have been adapted to the hyperspectral image classification task with superior model performance. However, the state-of-the-art 2D CNNs or 3D CNNs seldom capture the spectral-spatial information of hyperspectral image simultaneously. In this paper, we propose a hybrid Convolutional Neural Network which contains a module of 2D/3D CNNs, and a data interaction module to fuse the spectral-spatial data. We evaluate the proposed H-CNN as well as a number of baseline and state-of-the-art approaches on the widely adopted benchmark dataset. The promising experimental results have demonstrated that the proposed approach is superior to the compared methods with respect to evaluation criteria, i.e., average accuracy, F1 score and Kappa coefficient.
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