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ABSTRACT
Multi-agent simulation is commonly used across multiple disciplines, specifically in artificial intelligence in recent years, which creates an environment for downstream machine learning or reinforcement learning tasks. In many practical scenarios, however, only the output series that result from the interactions of simulation agents are observable. Therefore, simulators need to be calibrated so that the simulated output series resemble historical – which amounts to solving a complex simulation optimization problem. In this paper, we propose a simple and efficient framework for calibrating simulator parameters from historical output series observations. First, we consider a novel concept of eligibility set to bypass the potential non-identifiability issue. Second, we generalize the two-sample Kolmogorov-Smirnov (K-S) test with Bonferroni correction to test the similarity between two high-dimensional distributions, which gives a simple yet effective distance metric between the output series sample sets. Third, we suggest using Bayesian optimization (BO) and trust-region BO (TuRBO) to minimize the aforementioned distance metric. Finally, we demonstrate the efficiency of our framework using numerical experiments both on a multi-agent financial market simulator.
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1 INTRODUCTION
Multi-agent simulation is commonly used across multiple disciplines to model counterfactual scenarios and support decision-making. With rapid development of artificial intelligence, simulation is also applied to this area in recent years, which sets up an infrastructural environment where machine learning or reinforcement learning experiments can be carried out. For instance, experimentation with trading strategies in “live” environments can be costly or otherwise impossible, and therefore, before they are released to production, trading strategies and algorithms need to undergo extensive testing inside simulated environments under a variety of markets scenarios. Additionally, it is also the case that realistic simulated environments are needed for training trading strategies using reinforcement learning. To ensure that the simulation tool is useful, it is of vital importance to calibrate simulator parameters accurately, as the simulation model can be misleading if it is far off from reality. A peculiar calibration challenge is that in practical scenarios, it is often the case that the agent-level data is unavailable, and only the output series are directly observable. As an example, in multi-agent financial market simulation, usually only the output time series that result from interaction of multiple market agents (such as price and volume time series) are available to the general public.

In this paper, our main contribution is to propose an efficient learning-based framework to calibrate the simulator parameters only from such output-level series samples. We note that the methodology can be applied to calibrate large-scale or even black-box simulation models in general, as the methodology does not assume specific structure of the simulators. The framework can be applied as long as the simulator generates output series from a probability distribution determined by the input parameters and real output data are observable.

Large-scale simulation systems usually have many parameters that are necessary to capture the complexity. Calibrating a simulator with respect to a large number of parameters can potentially cause the non-identifiability issue [18] – namely, a different configuration may have the same or very similar output distribution as the true configuration, so they are indistinguishable only from the output data. To address this issue, we employ a novel concept of eligibility set [1, 2], where we measure the discrepancy between the output sample distributions instead of the input parameter values and then accept or reject the candidate configuration using the idea of hypothesis testing. To be specific, with a distance metric between
output series sample sets as well as the critical value chosen accordingly, the candidate is not rejected if and only if the distance metric is below the critical value.

To define the distance metric and the critical value properly, we generalize the two-sample Kolmogorov-Smirnov (K-S) test [9] with Bonferroni correction [13] to test whether two series sample sets are from the same distribution. As a distance metric, the K-S statistic is easy and convenient to compute, and the corresponding critical value with statistical guarantees can be computed or approximated explicitly. Before computing the K-S statistic, feature extraction can also be applied on the series samples in order to reduce the sample dimension and hence reduce the critical value conservativeness. For simplicity, we do not apply feature extraction in our experiments, which turns out to perform well under our experimental setups. We will discuss feature extractors using stylized facts [6, 20] and learning-based methods [1, 17] and analyze their pros and cons in Appendix B.

In this paper, we choose the K-S statistic between the real and simulated series (i.e. series that result from simulation) as an objective function for simulator calibration. Multi-agent simulator calibration poses a difficult optimization problem. First, with hundreds of or thousands of (or even more) agents interacting in the system, the simulation tends to be slow, so the objective function is expensive and thus the budget of evaluations can be extremely limited. Second, the objective function is likely to lack both special structure (such as convexity) and derivative information, which impedes us from leveraging them to improve efficiency. Third, the objective function is noisy as the K-S statistic depends on random samples. To combat the above issues, we suggest using Bayesian optimization (BO) [8, 10], which has been a popular and competitive approach to optimize expensive black-box objective functions in recent years. However, it is well-known that BO does not scale well to high-dimensional cases, and therefore, we recommend a state-of-the-art variant called trust region BO (TuRBO) [7], which adopts a local strategy instead.

To the best of our knowledge, we are the first to use the generalized K-S statistic as a distance between high-dimensional series sample sets to calibrate multi-agent simulators. We are aware of its limitation of not using series properties such as serial dependence information. We, however, believe that this approach is justified for the purpose of calibrating simulators instead of modeling the series. First, it enjoys statistical guarantees on correctness and conservativeness [1], which supports its effectiveness in high-dimensional usage. Second, compared to learning-based metrics, this statistic is more explainable, and also easier to evaluate without needing to be trained. Third, after eliminating the random noise, it is a relatively smooth function of the input configuration and thus enables us to use the Gaussian process (GP) surrogate model in BO algorithm, which is not only simple but also able to provide interval estimation besides point prediction. In the literature, BO has been applied to calibrate agent-based models, but the objective function and the surrogate model are often chosen differently. [19] is the closest work to ours that we have found. However, they use the one-dimensional K-S statistic between daily return distributions, whereas we use a high-dimensional generalization of K-S statistic to compare the entire series distributions. They also choose the tree-structured Parzen estimator as the surrogate model instead of GP.

From our numerical results, we observe that despite its simplicity, combining the K-S statistic distance metric and the GP surrogate works well in practice. We foresee our calibration framework would be of interest and adaptable to other problems in the broad field of multi-agent simulation.

2 CALIBRATION FRAMEWORK

2.1 Eligibility Set

Consider a simulation model which takes an input configuration \( \theta \in \Theta \subset \mathbb{R}^I \) and outputs a series sample in \( \mathbb{R}^O \) from distribution \( p^\theta \). Suppose that the real distribution is \( p^{real} \), then ideally our goal is to find \( \theta \in \Theta \) such that \( p^\theta = p^{real} \), or equivalently, \( d(p^\theta, p^{real}) = 0 \) for any valid statistical distance \( d(\cdot, \cdot) \) between probability distributions. However, the simulation model is not necessarily identifiable. That is, it is possible that there exist different configurations \( \theta_1 \neq \theta_2 \) such that

\[
d(p^{\theta_1}, p^{\text{real}}) = d(p^{\theta_2}, p^{\text{real}}) = 0.
\]

In this case, only given the output-level information, it is impossible to identify which one is indeed the "truth". Therefore, instead of trying to recover the "best" configuration, we jointly consider the set

\[
\{ \theta \in \Theta : d(p^\theta, p^{\text{real}}) = 0 \}.
\]

However, in practice, \( p^{\text{real}} \) is unknown and \( p^\theta \) is hard to derive due to the model complexity. Thus, we can only estimate them using finite samples. Suppose real samples

\[
X_1, \ldots, X_N \sim p^{\text{real}}
\]

are available, and for each \( \theta \), we generate samples

\[
Y_1^\theta, \ldots, Y_n^\theta \sim p^\theta
\]

using the simulator. Then we can use the empirical distributions

\[
P_N^{\text{real}}(\cdot) = \frac{1}{N} \sum_{i=1}^N \delta_{X_i}(\cdot)
\]

and

\[
P_n^\theta(\cdot) = \frac{1}{n} \sum_{j=1}^n \delta_{Y_j^\theta}(\cdot)
\]

to approximate \( p^{\text{real}} \) and \( p^\theta \) respectively. As a relaxation, we construct the statistically confident eligibility set as

\[
\{ \theta \in \Theta : d(p_n^\theta, p_N^{\text{real}}) < q \}
\]

where \( q \in \mathbb{R}^+ \) is a suitable constant threshold. In particular, when \( q \) is chosen as the critical value with significance level \( \alpha \), the eligibility set is actually a \( (1 - \alpha) \)-level confidence region for the "true configuration". We refer to [1] for more details about the construction and theoretical guarantees of eligibility set.

2.2 Choice of Distance Metric

The choice of distance metric \( d \) is critical for the success of calibration framework. First of all, given two sample sets from \( p^{\text{real}} \) and \( p^\theta \) respectively, the distance \( d(p_n^\theta, p_N^{\text{real}}) \) should be easy to compute. Moreover, the choice of \( d \) affects the conservativeness which is intuitively measured by the "size" of the eligibility set. As
an extreme example, if \( d(P^0_n, P^\text{real}_n) \equiv 0 \), then the eligibility set is extremely conservative as it contains any \( \theta \in \Theta \). Thus, we aim to pick an easily-evaluated distance metric which well captures the discrepancy between two series sample sets.

In general, we consider first applying a feature extractor \( f : \mathbb{R}^O \rightarrow \mathbb{R}^K \) on each series sample. That is, we compare \( K \)-dimensional sample sets

\[
\tilde{X}_i = f(X_i), i = 1, \ldots, N
\]

and

\[
\tilde{Y}^\theta_j = f(Y^\theta_j), j = 1, \ldots, n.
\]

Note that setting \( f \) as the identity map \( x \mapsto x \) implies no feature extraction. A good choice of feature extractor should reduce the dimension of the original series without losing too much information.

Recall that the one-dimensional two-sample K-S test is a non-parametric test for equality of two distributions. To be specific, for any \( k = 1, \ldots, K \), we use \( \tilde{X}_{i,k} \) and \( \tilde{Y}^\theta_{j,k} \) to denote the \( k \)-th component of \( \tilde{X}_i \) and \( \tilde{Y}^\theta_j \); and then \( \tilde{X}_{i,k} \)'s and \( \tilde{Y}^\theta_{j,k} \)'s are two one-dimensional sample sets. Denote their empirical CDF as \( F_{N,k} \) and \( F^\theta_{n,k} \) respectively, i.e.

\[
F_{N,k}(x) = \frac{1}{N} \sum_{i=1}^{N} I(\tilde{X}_{i,k} \leq x),
\]

\[
F^\theta_{n,k}(x) = \frac{1}{n} \sum_{j=1}^{n} I(\tilde{Y}^\theta_{j,k} \leq x).
\]

In the one-dimensional K-S test, the statistic

\[
\sup_{x \in \mathbb{R}} |F_{N,k}(x) - F^\theta_{n,k}(x)|
\]

is contrasted with the critical value \( q_{N,n,\alpha} \). If the statistic is greater than the critical value, then we reject the null hypothesis that \( \tilde{X}_{i,k} \)'s and \( \tilde{Y}^\theta_{j,k} \)'s come from the same distribution with significance level \( \alpha \).

The K-S test cannot be easily generalized to high-dimensional case since the joint CDF needs to be considered. As a substitute, we propose pooling the discrepancies in each dimension with Bonferroni correction. That is, the high-dimensional K-S statistic is defined as

\[
\max_{k=1, \ldots, K} \sup_{x \in \mathbb{R}} |F_{N,k}(x) - F^\theta_{n,k}(x)|
\]

and the \( \alpha \)-level critical value is defined as \( q_{N,n,\alpha/K} \). Under the null hypothesis \( P^\theta = P^\text{real} \), we have that

\[
P( \max_{k=1, \ldots, K} \sup_{x \in \mathbb{R}} |F_{N,k}(x) - F^\theta_{n,k}(x)| > q_{N,n,\alpha/K} )
\]

\[
\leq \sum_{k=1}^{K} P( \sup_{x \in \mathbb{R}} |F_{N,k}(x) - F^\theta_{n,k}(x)| > q_{N,n,\alpha/K} )
\]

\[
\leq \sum_{k=1}^{K} \frac{\alpha}{K} = \alpha.
\]

Hence, if the K-S statistic exceeds the critical value, then we can reject the null hypothesis with significance level \( \alpha \).

Thus, we suggest choosing the K-S statistic as the distance metric \( d(P^0_n, P^\text{real}_n) \) with \( q = q_{N,n,\alpha/K} \). For simplicity, it is known that \( q \) can be approximated with

\[
q \approx \sqrt{\frac{(N + n) \log(\alpha/2K)}{2Nn}}.
\]

From the above derivation, we know that a bad choice of feature extractor \( f \) does not harm the correctness of the eligibility set. That is, the eligibility set defined in this way is always a \((1 - \alpha)\)-level “confidence region” for the true configuration (if any). However, as we have explained, the choice of \( f \) affects the conservativeness. We will discuss different types of feature extractors in Appendix B and we refer to [1] for statistical guarantees on both correctness and conservativeness.

Finally, we explain why we do not choose the more widely known Kullback–Leibler (K-L) divergence as the distance metric. In fact, the difficulty of estimating the K-L divergence (or similar likelihood-based metrics) is a motivation for us to propose using the K-S statistic. More specifically, K-L divergence requires information on the likelihood ratio between the two probability distributions in consideration. For simulation model outputs, direct likelihood information is unavailable as the outputs are specified through system dynamics. Thus, to empirically estimate the K-L divergence, we either discretize the distributions or use variational representation. In both cases, another level of approximation error is incurred and extra tuning effort is needed. In [15], it is pointed out that even for some well-designed consistent K-L estimators, the convergence rate can be arbitrarily slow, and thus the authors advocate integral probability metrics instead. The K-S distance that we propose belongs precisely to this latter class.

### 2.3 Bayesian Optimization

For a continuous configuration space \( \Theta \subset \mathbb{R}^I \), we cannot generate a sample set from each \( \theta \in \Theta \) and check whether it is rejected or not. Thus, the eligibility set can only be approximated with discrete points. If we find some points in the eligibility set, then we can jointly consider them in downstream tasks. That is, to estimate a target quantity of \( p^\text{real} \), instead of evaluating it only with the “best” configuration, we use all the “eligible” configurations to provide a more robust estimation (see [1]), which enables us to bypass the non-identifiability issue. In the low-dimensional case such as \( I = 1, 2 \), the eligibility set can be approximated by grid search or random search.

However, the parameter space grows exponentially in the number of parameters \( I \). In order to find an eligible point in the higher-dimensional case, we consider minimizing the distance metric, i.e. the K-S statistic, over the entire parameter space. As mentioned in Section 1, this global optimization problem is hard, since the objective function is expensive, black-box and noisy. To solve such problems, BO has gained popularity in recent years.

Before introducing BO, we first discuss some alternative commonly-used optimization algorithms. In our early-stage exploration, we had also tried to use various stochastic gradient descent algorithms, including finite difference [3], variational optimization [16] and simultaneous perturbation stochastic approximation (SPSA) [3], before we finally chose to use BO in our numerical experiments. It turned out that finite difference and variational optimization are not efficient enough under our settings since the evaluation of the
objective function is so costly that we could not afford to evaluate the function values at many points to estimate the gradient in each iteration. While SPSA can be more computation efficient than the other two approaches, it also did not perform well in our trial, and we think the possible reasons are (i) our objective function is relatively noisy and can have many local optima, and (ii) it can be sensitive to the selection of hyperparameters. Some recent works also show that BO performs better than SPSA in similar scenarios (e.g. [12]). Therefore, after a careful consideration, we chose to focus on using BO and improving its performance with the state-of-the-art variant TuRBO in this work.

The key idea of standard BO is to model the objective function as a realization of a prior GP model. After evaluating the objective values at some points, we gain some information on the objective function, and conditional on the information, the posterior GP model can be used to predict the objective function at any point. In the algorithm, we evaluate the objective values on randomly sampled initial points to gain initial information, and then repeatedly select the next point, evaluate the objective value and update the posterior model.

Now we recap the idea of BO more technically. Consider the optimization problem \( \min_{x \in X} g(x) \) where \( g : X \to \mathbb{R} \) is the objective function. In our settings, \( x \) is \( \theta \), \( X \) is \( \Theta \) and \( g \) is the distance metric \( \theta \mapsto d(P^{\theta}_{real} | P_{prior}). \) The key idea of standard BO is to model \( g(x), x \in X \) as a realization of a GP. Note that this prior GP model is uniquely defined by its mean structure
\[
\mu(x) := E(g(x)), \quad x \in X
\]
and covariance structure
\[
\Sigma(x, x') := \text{cov}(g(x), g(x')), \quad x, x' \in X.
\]

We fix the initial budget \( n_{\text{init}} \) and the total budget \( n_{\text{total}} \) in advance. The BO algorithm is initialized by randomly sampling \( n_{\text{init}} \) points \( x_1, \ldots, x_{n_{\text{init}}} \) in \( X \) and evaluating their objective values \( g(x_1), \ldots, g(x_{n_{\text{init}}}) \). At each iteration, suppose we have already evaluated the objective values at \( x_1, \ldots, x_k \). In the prior model, for any \( x \), we know that \( (g(x_1), \ldots, g(x_k), g(x)) \) follows a Gaussian distribution. Now conditional on the values of \( g(x_1), \ldots, g(x_k) \), we get
\[
g(x) \sim N(\mu(x), \sigma^2(x))
\]
where the posterior mean and variance function \( \mu(x) \), \( \sigma^2(x) \) can be explicitly computed. In particular, the posterior model
\[
g(x | (g(x_1), \ldots, g(x_k)), x \in X)
\]
is still a GP. If the total budget is reached, i.e. \( n = n_{\text{total}} \), then we stop the algorithm and use the posterior GP model as a predictor for the objective function. Otherwise, with the posterior model, the next point \( x_{n+1} \) is selected by optimizing the acquisition function, which can be interpreted as maximizing a reward function, and then \( g(x_{n+1}) \) is computed. In summary, we iteratively select the next point, evaluate the objective value and update the posterior model, until we reach the budget of evaluations.

While BO generally performs well in the low-dimensional case, it is well established that it converges more slowly when the dimension is higher. In our problem, the objective function is highly expensive to evaluate due to the complexity of the simulator, so the total budget evaluation tends to be small, say several hundred. To find an eligible point within such a limited budget, we apply a state-of-the-art variant of BO called TuRBO, which adopts a local strategy by maintaining a trust region. We refer to [7] for more details. An interesting observation from our numerical experiments is that TuRBO achieves an efficiency improvement within only several hundred evaluations, although it is originally designed for larger budgets such as thousands of or even tens of thousands of evaluations.

Finally, we discuss the pros and cons of using GP as the surrogate model. GP is not only simple, but also possesses elegant probabilistic properties, and thus we can make statistical inference with the posterior model. Nevertheless, the workload of computing the covariance matrix grows cubically with the number of evaluations, and hence it cannot be scaled to large budget. Moreover, it is often questioned whether this simple model is capable of approximating the complicated objective function, especially if the objective function is rugged. Based on these limitations, surrogate models using various machine learning tools have been developed [11, 14]. However, we still decide to use GP as it fits our problem setting. On the one hand, the simulation itself takes so much time that we can only afford a limited total budget, with which computing the covariance matrix is not yet a concern. On the other hand, without the observation noise, the K-S statistic is relatively smooth in the input configuration \( \theta \), so GP is capable of approximating this particular objective function. Therefore, the weaknesses of GP are minor here while we could leverage its strengths.

3 EXPERIMENTAL RESULTS

We apply our calibration framework to the Agent-Based Interactive Discrete-Event Simulation (ABIDES) environment [5] which simulates limit order book (LOB) exchange markets. In this paper, we illustrate our proposed calibration framework with synthetic data. We designate a synthetic ground truth simulator configuration and use it to generate “real data” with respect to which we conduct calibration. In such an experimental setting, there is no error due to model assumptions, which makes it easier to assess the performance of our calibration framework. We further demonstrate our method performance on calibration examples for two-, six- and eighteen-parameter cases. In the below experiments, we apply the KS-statistic to the concatenated minute-level mid price return and volume time series samples that result from the market agent interaction directly without prior feature extraction. Please refer to Appendix A for a more detailed experiment setup, and Appendix B for a discussion about feature extractors.

3.1 Limit Order Book Exchange Market Simulator

The ABIDES model simulates limit order book (LOB) exchange markets with various types of background agents, a NASDAQ-like exchange agent and a simulation kernel managing the flow of time as well as all the agent interactions. More specifically, we consider three types of basic trading agents here. Value agents are designed to simulate the fundamental traders who trade based on their judgment of the fundamental value of the asset. In the simulation system, the fundamental price is modeled as a discrete-time mean-reverting Ornstein-Uhlenbeck process [4]. Value agents
arrive to the market following a Poisson process and trade a stock depending on whether it is cheap or expensive relative to their own noisy observation of the fundamental price. Besides, noise agents emulate the retail traders who trade on demand without other considerations. Each noise agent arrives to the market at a time uniformly distributed throughout the trading day and place an order of a random size in a random direction. Finally, market maker agents arrive with a constant rate and place limit orders on both sides of the LOB to provide liquidity. The parameters that we aim to calibrate in our experiments include the number, the arrival rate and the minimum/maximum order size of each type of agents as well as the mean value, the mean reversion rate and the volatility of the fundamental.

While the simulator is able to output all the agent activities including bid prices and ask prices, such labeled data are typically unavailable. Thus, we extract minute mid price returns and minute traded volumes from the simulated limit order book, and then concatenate them as the output time series. We only keep the data from 10:00am to 4:00pm. Our goal is to calibrate the parameters of this simulation system only from the output time series sample set.

3.2 Effectiveness of Plain K-S Statistic with No Feature Extraction

We will verify the effectiveness of using the plain K-S statistic without feature extraction with the two-parameter calibration example, whose setups can be found in Appendix A. First, we use two simple examples to visualize the K-S statistic and show the effectiveness. In the first example, we compare the true configuration (5000, 1e−16) with a fake configuration (3000, 1e−16). Figure 1a plots 10 time series samples for each configuration. We observe that the mid price return time series distributions look similar while the volume time series seem to come from different distributions. In fact, the fake configuration cannot be rejected by the K-S test applied only on the mid price return time series, but can be rejected only with the volume time series. In Figure 1b, we find the dimensions in the mid price return as well as the volume time series that maximize the one-dimensional K-S statistic and plot the discrepancy in the distributions over these dimensions. It is verified that the discrepancy in the volume distribution is more significant. In the second example, we select another fake configuration (7000, 1e−16). In this case, the volume time series look similar while the mid price return time series look obviously different (see Figure 1c). The K-S statistic also coincides with our observation in this example (see Figure 1d). Combining the two examples, we conclude that both price and volume time series are useful in calibration, and the K-S statistic is consistent with intuitive judgments.

More systematically, we compute the K-S statistic at some grid points in the parameter space and plot the heatmap in Figure 2. Note that the true configuration (5000, 1e-12) achieves the minimum K-S statistic among all the grid points. We also mark the points in the eligibility set. We find that this approximate eligibility set is relatively small compared to the entire space and it looks like an ellipsoid around the truth. Generally, the K-S statistic looks smooth with respect to the parameter value, though there is indeed some randomness. Overall, we decide to directly use the K-S statistic without feature extraction in the experiments.

Figure 1: Visualization of the K-S statistic with two examples. (a) and (c) plot 10 time series samples under each configuration. (b) and (d) plot the discrepancy in the distributions.

Figure 2: Heatmap of K-S statistic without feature extraction with respect to the number of noise agents and the arrival rate of value agents. The grid points with “x” marks are in the eligibility set.

3.3 Calibration Performance of BO and Fitting Performance of GP

Figure 3 shows the experiment result of applying the BO algorithm on the two-parameter calibration problem. From Figure 3a, we see that the found optimal point is close to the truth. In particular, it is in the eligibility set, so the calibration is successful. The color represents the predicted K-S statistic by the posterior GP model, which looks similar to the grid search plot (Figure 2). To further justify that the posterior GP model is a good fitting for the K-S statistic, we fix one parameter as the truth and perturb the other one, and then compare the true statistic values with the confidence band predicted by the posterior GP. Figure 3b shows that the band is not wide, especially near the true parameter value. Moreover, the
true statistic values lie in the confidence band and basically around the predicted curve. Thus, in this example, GP is able to fit the K-S statistic well.

3.4 Non-Identifiability Issue

In the two-parameter example, the eligibility set is approximately an ellipsoid around the truth, so the problem seems to be identifiable. However, with more parameters incorporated, the non-identifiability issue appears. We collect all the eligible points found in the six-parameter experiments, which forms an approximation to the eligibility set. Figure 4 plots the arrival rate against the number of value agents, and we observe that these two parameters are approximately inversely proportional to each other in these eligible points, which makes sense since the overall arrival rate of value agents is the product of these two parameters.

3.5 Efficiency Improvement with TuRBO

Although the performance in the two-parameter calibration example is satisfactory, we observe that the standard BO algorithm converges more slowly as the number of parameters increases. In the six-parameter or eighteen-parameter experiments, we compare the efficiency of random search, standard BO and TuRBO with 20 or 10 random seeds to reduce randomness. Figures 5 and 6 show the experiment results. Figure 5a shows how the best objective value evolves as the number of evaluations increases, where we take an average over 20 experiments. Figure 5b compares the finally found best objective values under the 20 random seeds for each method. Moreover, if we regard finding an eligible point within 100 evaluations as a success, then Table 5c shows the success rate of each method. Overall, in terms of both convergence rate and success rate, TuRBO is the best while random search is the worst. Similarly, Figure 6 further supports that TuRBO still greatly outperforms the other two methods in such a high-dimensional problem.

4 CONCLUSION

In summary, we propose an efficient framework to calibrate multi-agent simulators from the output series. Specifically, we use the novel concept of eligibility set to bypass the possible non-identifiability issue.
issue in large-scale simulation systems, use the K-S statistic generalized to high-dimensional cases as the distance metric and optimize the distance metric with BO or TuRBO. Our numerical experiments consistently show that our framework with TuRBO is able to recover an eligible configuration with highly limited budget of evaluations, which achieves a substantial improvement in efficiency compared to the random search method.

In the future, we plan to extend this work towards several directions. First, we can apply the calibration framework to real market data and test the effectiveness of our framework as well as the reliability of our simulator. Second, we can try the calibration framework on higher-dimensional calibration problems to investigate its limit. Third, we can reduce the conservativeness of the K-S statistic by developing useful feature extractors.
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A EXPERIMENT SETUP

We pick a “true” configuration and generate 1000 real time series samples using this configuration and different random seeds. Then for each candidate configuration in the parameter space, we generate 50 time series samples to compute the K-S statistic. The significance level $\alpha$ is chosen as 0.05. That is, the eligibility set is an approximate 95% confidence region.

To assess the calibration performance under different dimensions, we gradually increase the number of flexible parameters while fixing the other parameters to be the same as the true configuration. In the experiments, we respectively consider calibrating two, six and eighteen parameters. The full parameter list used in the eighteen-parameter example is in Table 1. In the two- and six-parameter examples, we respectively calibrate the subset (num_noise, lambda_a_1) and (num_value_1, num_noise, lambda_a_1, r_bar, kappa, fund_vol).

In the two-parameter example, to run the BO algorithm, we set the initial budget $n_{init}$ as 10 and the total budget $n_{total}$ as 100. We use the commonly-used RBF kernel as the GP kernel. White noise is added to the kernel considering that our distance metric is the number of parameters, use the Matérn-5/2 kernel with white noise as the GP covariance kernel and choose
Table 1: Parameters to calibrate in eighteen-parameter calibration example.

| Parameter Symbol | Meaning                       | True Value | Range          |
|------------------|-------------------------------|------------|----------------|
| num_value_3      | Number of Type 3 Value Agents | 100        | [8, 205]       |
| lambda_a_1       | Arrival Rate of Type 1 Value Agents | 1e-12 | [1e-16, 2e-12] |
| min_size_value_1 | Minimum Order Size of Type 1 Value Agents | 20       | [10, 30]       |
| max_size_value_1 | Maximum Order Size of Type 1 Value Agents | 50       | [30, 60]       |
| num_value_2      | Number of Type 2 Value Agents | 0          | [0, 50]        |
| lambda_a_2       | Arrival Rate of Type 2 Value Agents | 1e-12 | [1e-16, 2e-12] |
| min_size_value_2 | Minimum Order Size of Type 2 Value Agents | 100      | [70, 120]      |
| max_size_value_2 | Maximum Order Size of Type 2 Value Agents | 150      | [120, 170]     |
| num_value_3      | Number of Type 3 Value Agents | 0          | [0, 50]        |
| lambda_a_3       | Arrival Rate of Type 3 Value Agents | 1e-12 | [1e-16, 2e-12] |
| min_size_value_3 | Minimum Order Size of Type 3 Value Agents | 30       | [10, 50]       |
| max_size_value_3 | Maximum Order Size of Type 3 Value Agents | 200      | [150, 250]     |
| num_noise        | Number of Noise Agents        | 5000       | [2500, 7500]   |
| max_size_noise   | Maximum Order Size of Noise Agents | 20           | [10, 30]      |
| kappa            | Mean Reversion Rate of Fundamental | 1.67e-12 | [1e-16, 3e-12] |
| fund_vol         | Fundamental Volatility        | 1e-4       | [1e-6, 1]     |

B. DISCUSSION ABOUT FEATURE EXTRACTORS

With the two-parameter ABIDES calibration example, we investigate how to choose the feature extractor \( f \). In the experiments, we adopt the simplest idea which is not to apply any feature extraction at all. We will discuss more possible selections of feature extractors.

B.1 Conservativeness of K-S statistic with High-Dimensional Time Series

We have shown the effectiveness of the K-S statistic used in our experiments. However, we note that the K-S statistic can be conservative especially when the length of time series is too large due to the nature of Bonferroni correction. Compared with the minute data, we try to increase the sampling frequency to 10 seconds and hence the length of the time series increases to over 4,000. We plot the heatmap in Figure 7 and we observe that the eligibility set is much larger. Some configurations could have been rejected with minute data but fail to be rejected with the 10 seconds data. In this case, applying a suitable feature extractor before computing the K-S statistic can be helpful.

B.2 Feature Extractors using Learning-Based Methods

Various learning-based feature extractors have been developed. We skip the detailed discussion here and refer to [1, 17] for feature extractors of high-dimensional financial time series using autoencoder, GAN or WGAN, which can effectively reduce the dimension and hence the conservativeness of the K-S statistic. However, while these machine learning models are flexible and powerful, they usually lack interpretability and also they need to be retrained whenever they are applied to a different problem setting.

B.3 Feature Extractors using Stylized Fact Metrics

Finally, we investigate whether we can use stylized fact metrics with physical meanings to construct the feature extractor. We consider four metrics discussed in [20]: autocorrelation, kurtosis, volatility clustering and volume volatility correlation. To be specific, we denote the minute log return as \( r_t \) and the volume as \( V_t \). Then they are respectively the correlation between \( r_t \) and \( r_{t+1} \), the kurtosis of \( r_t \), the correlation between \( r_t^2 \) and \( r_{t+1}^2 \), and the correlation coefficient of \( V_t \) against \( r_{t+1} \). With each time series sample, we compute an estimate for each metric, and then use these estimates as the extracted features. Figure 8 shows the heatmaps of the K-S statistic using each metric alone and also the corresponding eligible grid points. We see that for each of them, the K-S statistic seems not to vary with the parameter value regularly. If we combine the four metrics as a single feature extractor (i.e., \( f : R^4 \rightarrow R^4 \)), then as shown in Figure 8e, the eligibility set looks small, but there seem to be a lot of local minima, which will increase the difficulty of optimization. Based on our investigation, despite their usefulness in general, the stylized fact metrics may not be sufficient to work as the feature extractor since too much information is lost when the entire time series is summarized into a few numbers.
Figure 8: Heatmap of K-S statistic using stylized fact metrics as the feature extractor.