Local observation of linear-$T$ superfluid density and anomalous vortex dynamics in URu$_2$Si$_2$
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Abstract

The heavy fermion superconductor URu$_2$Si$_2$ is a candidate for chiral, time-reversal symmetry-breaking superconductivity with a nodal gap structure. Here, we microscopically visualized superconductivity and spatially inhomogeneous ferromagnetism in URu$_2$Si$_2$. We observed linear-$T$ superfluid density, consistent with $d$-wave pairing symmetries including chiral $d$-wave, but did not observe the spontaneous magnetization expected for chiral $d$-wave. Local vortex pinning potentials had either four- or two-fold rotational symmetries with various orientations at different locations. Taken together, these data support a nodal gap structure in URu$_2$Si$_2$ and suggest that chirality either is not present or does not lead to detectable spontaneous magnetization.
The heavy fermion superconductor URu$_2$Si$_2$ has been extensively studied to reveal the order parameters of the enigmatic hidden order (HO) phase (with critical temperature $T_{\text{HO}} = 17.5$ K) and the coexisting unconventional superconducting (SC) phase (with critical temperature $T_c = 1.5$ K)\cite{1, 2}. In the HO phase of URu$_2$Si$_2$, the small size of the (possibly extrinsic) magnetic moment previously detected by neutron scattering measurements is inconsistent with the magnitude of the large heat capacity anomaly at the transition\cite{3}. Recent, though controversial, measurements of the magnetic torque\cite{4}, the cyclotron resonance\cite{5}, and the elastoresistivity\cite{6} imply that HO phase has an electronic nematic character, reducing the four-fold rotational symmetry of the tetragonal lattice structure to two-fold rotational symmetry. Although the crystal lattice is also weakly forced to transform into an orthorhombic symmetry in ultra-pure samples\cite{7}, the structural phase transition temperature differs from $T_{\text{HO}}$ at hydrostatic pressure\cite{8}. In response to these experiments, many theoretical models for the order parameter in the HO phase have been proposed, such as multipole orders\cite{9–13}, but this order parameter is still not well understood. Further, although the HO phase coexists with the SC phase, it is unclear whether and how these phases are correlated.

Recent studies suggest that the SC order parameter of URu$_2$Si$_2$ most likely possesses a chiral $d$-wave symmetry\cite{2}. Knight shift measurements\cite{14, 15} and upper critical field $H_{c2}$ measurements\cite{16} both suggest a spin singlet state. Further, nodal gap structures were indicated by point contact spectroscopy measurements\cite{17}, electron specific heat\cite{18–20}, NMR relaxation rate\cite{21}, and thermal transport measurements\cite{22, 23}. Thermal conductivity measurements suggested the presence of a horizontal line node $L_H$ in the light hole band and point nodes $2P$ at the north and south poles in the heavy electron band\cite{22, 23}. Similarly, one electronic specific heat measurement also suggested the presence of point nodes in the heavy electron band\cite{19}, but a recent experiment detected the line node $L_H$ in the heavy electron band\cite{20}. In addition, a largely enhanced Nernst effect has been observed above $T_c$, which was explained as an effect of chiral phase fluctuations\cite{24}. Spontaneous time-reversal symmetry breaking in the SC phase was revealed by a polar Kerr effect measurement\cite{25}. In addition, ferromagnetic (FM) impurity phases also have been implicated by nonlocal magnetization measurements\cite{26, 27} and one polar Kerr effect measurement\cite{25}.

Here we sought to clarify the local time-reversal symmetry, the correlation between the HO and the SC phases, and the SC pairing symmetry in URu$_2$Si$_2$ by examining local magnetic fluxes and local superfluid responses. We used a local magnetic probe microscope called
a scanning Superconducting QUantum Interference Device (SQUID) microscope (Fig. 1a). Scanning SQUID microscopy (SSM) has been used to scan the local magnetization of candidate chiral superconductors, which provided limits on the size of chiral domains by comparing experimental noise with theoretically expected magnetization\cite{28}, and to image the magnetism in the superconducting ferromagnet UCoGe\cite{29}. SSM also revealed stripe anomalies in the susceptibility along twin boundaries near $T_c$ in iron-based superconductors\cite{30,31} and a copper oxide superconductor\cite{32}. Recently, local anisotropic vortex dynamics along twin boundaries were observed via SSM in a nematic superconductor FeSe\cite{30}. In addition, the local London penetration depth $\lambda$ can be estimated by the scanning SQUID height dependence of the local susceptibility\cite{33}. Therefore, SSM provides information of spontaneous magnetism, rotational symmetry of lattice structures, and superconducting gap structures in situ.

We used SSM to locally obtain the dc magnetic flux and ac susceptibility on the cleaved c-plane of single crystals of URu$_2$Si$_2$ (Figs. 1b,c) at temperatures varying from 0.3 K to 18 K using a Bluefors LD dilution refrigerator\cite{34}. Bulk single crystals of URu$_2$Si$_2$ were grown via the Czochralski technique and electro-refined to improve purity\cite{25}. Our scanning SQUID susceptometer had two pickup loop (PL) and field coil (FC) pairs (Fig. 1a) configured with a gradiometric structure\cite{35}. The PL provides the local dc magnetic flux $\Phi$ in units of the flux quantum $\Phi_0 = h/2e$, where $h$ is the Planck constant and $e$ is the elementary charge. The PL also detects the ac magnetic flux $\Phi^{ac}$ in response to the ac magnetic field $H e^{i\omega t}$, which was produced by an ac current of $|I^{ac}| = 3$ mA at 150 Hz through the FC, using an SR830 Lock-in-Amplifier. Here we report the local ac susceptibility as $\chi = \Phi^{ac}/|I^{ac}|$ in units of $\Phi_0/A$ and the local flux $\Phi$ as $\phi = \Phi/\Phi_0$.

We cooled samples from $T = 5$ K to $T = 0.5$ K with a dc magnetic field to produce the vortices. Then we observed inhomogeneity in the local susceptibility (Fig. 1d, sample 2) and the local magnetic flux (Fig. 1e, sample 2). Strong diamagnetic susceptibility due to the Meissner effect was only detected inside the sample(Fig. 1d); the inhomogeneity of $\chi$ mainly results from surface roughness(Fig. 1d). In contrast to the almost homogeneous Meissner effect observed on the whole sample, we detected FM domains on the right side of the sample, and many vortices on the left side(Fig. 1e, sample 2).

We also observed local vortex dynamics of sample 1(Figs. 1h,i) and of sample 2(Fig. 1l). Figures 1f and 1g schematically show the values of $\phi$ and $\chi$ expected for an isolated vor-
Local vortex pinning potentials can be inferred from scanning SQUID measurements of isolated vortex dynamics by modeling a simple quadratic pinning potential $U(\Delta x, \Delta y) = \frac{1}{2} (k_x \Delta x^2 + k_y \Delta y^2)$, where $k_x$ and $k_y$ are the vortex pinning force constants and $\Delta x$ and $\Delta y$ are the displacement of the vortex center from the equilibrium point $[30]$. Note that screening from the SC shields

FIG. 1: SSM imaged inhomogeneous magnetic fluxes, superfluid response, and anomalous isolated vortex dynamics. (a) PL and FC of our SQUID susceptometer are covered with superconducting shields except for the loop area to detect local magnetic flux. (b),(c) Optical images of (b) sample 1 and (c) sample 2. We examined scanning SQUID measurements at flat regions A, B and C. (d),(e) In sample 2, (d) $\chi$ and (e) $\phi$ values acquired at $T = 0.5$ K. (f),(g) SSM directly images isolated vortex dynamics. Schematics of SSM measuring $\phi$ and $\chi$ over an isolated vortex, where $U$ is (f) anisotropic or (g) isotropic. (h),(i) $\chi$ values over an isolated vortex acquired at (h) the star mark of region A at $T = 1.0$ K, and (i) the plus mark of region A at $T = 1.2$ K. (j),(k) Simulated $\chi$ values obtained by using (j) $k_x = 107.7$ nN/m, $k_y = 19.9$ nN/m, and (k) $k_x = k_y = 17.6$ nN/m to capture (h) and (i), respectively. (l) Local rotational symmetry of $U$ varies randomly on a microscopic scale. $\chi$ values in region C at $T = 1.2$ K. Black open circles and red double ended arrows indicate the isotropic and anisotropic vortex dynamics, respectively, which were observed at 1 K in different cooling cycles. The full scale variation in $\chi$ in images of (h)-(l) is $0.7 \Phi_0/A$. Black single ended arrows indicate $a$ axis.
on the probe provide an additional asymmetry, which we reproduce in our numeric simulations. Thus, local ac susceptibility scans reveal the local rotational symmetry of pinning potentials. We observed two types of $\chi$ images around an isolated vortex in different locations of region A (Fig. 1h,i). The anisotropic data (Fig. 1h) look similar to the anisotropic vortex dynamics ($k_x \neq k_y$) observed by our similar measurement of SSM in FeSe$^{30}$, but on the other hand, the isotropic data (Fig. 1i) look similar to the isotropic vortex dynamics ($k_x = k_y$) numerically simulated in $^{30}$. Our simulations reproduced the experimental data (Fig. 1j, anisotropic; Fig. 1k, isotropic)$^{34}$. Our measurements and simulations revealed that vortex pinning potentials had four-fold or two-fold rotational symmetries at different locations in the same sample on a microscopic scale(Figs. 1h-l).

Two types of vortex dynamics, anisotropic (Fig. 1h) and isotropic (Fig. 1i), were observed with various orientations at different locations of sample 1. The observed vortex pinning positions were not ordered. The observed vortex responses to an applied force are modeled by simulations with isotropic pinning potentials (Fig. 1j) and two-fold rotationally symmetric pinning potentials (Fig. 1k). One scenario, which causes locally isotropic and anisotropic vortex dynamics, is that local strain caused by local defects in the tetragonal crystal structure drives the anisotropic vortex pinning forces. This scenario is consistent with our data: the susceptibility images acquired near $T_c$ did not show the stripes along potential twin boundaries (Figs. 2b,c and Supplemental Figs. 1a,c$^{34}$) that were previously reported in copper oxide$^{32}$ and iron-based superconductors$^{30,31}$. The sample may have had a slightly orthorhombic crystal structures, but if so, its effect on the local vortex dynamics was so small that we could not detect it. Thus, we suspect that our observed anisotropic vortex pinning force may have been caused by local strain from point defects in our URu$_2$Si$_2$ samples.

Next, in order to examine correlations of the superconductivity, the ferromagnetism and the HO in URu$_2$Si$_2$, we determined the temperature dependence of $\chi$ and $\phi$ at region A of sample 1 (Figs. 2a-l). In the HO phase, $\chi$ and $\phi$ were homogeneous at $T = 16.4$ K, but FM domains appeared in the upper right area below the HO transition. In this region an increase in the susceptibility $\chi$ was observed at 16.1 K (Figs. 2e,k), followed by a nearly constant magnetization $\phi$ below 15.0 K (Fig. 2d). In the coexisting SC + HO phase a negative $\chi$ appeared uniformly at 1.44 K (Fig. 2c). It is surprising that the FM domain continued to exist across $T_c$ and that it persisted even at 0.36 K, where the whole area
showed strong diamagnetic $\chi$ (Fig. 2a). When we plotted the temperature dependence of $\chi$ at two specific points, the FM domain showed a sharp peak at 16.1 K (Fig. 2m). The direction of magnetic flux at the FM domain could be reversed by cooling the sample in a small applied dc magnetic field (Fig. 2n). There was no anomaly at $T_{HO}$ (Figs. 2m,n).

Although our investigations uncovered FM domains, we detected no spontaneous current propagating along sample edges or chiral domains. The expected spontaneous magnetization, which is carried by the chiral edge current, may be estimated by considering the orbital angular momentum of $\hbar l$ per Cooper pair, where $\hbar = \hbar/2\pi$ and $l = 1$ (p-wave), 2 (d-wave), or 3 (f-wave) \cite{36, 38}. This estimate neglects Meissner screening and surface effects, which will reduce the size of the effect. If the superconducting gap of URu$_2$Si$_2$ has chiral d-wave symmetry, the spontaneous magnetization $M_c$ is given by $e\hbar l/4m^* \approx 200$ A/m, where $n$ is the carrier density and $m^*$ is the effective mass \cite{22, 34, 39, 42}. More careful calculations of the chiral edge current based on Bogoliubov-de Gennes analysis \cite{37, 38, 43} showed that

FIG. 2: Superconductivity and ferromagnetism coexist locally. (a)-(f) Appearance of ferromagnetic domains and superconducting state visualized in (a)-(f) $\chi$ images and (g)-(l) $\phi$ images at $T = 0.36$-16.4 K in region A of sample 1. (m) Ferromagnetism did not suppress superconductivity. $\chi$ above 15 K were plotted as 5 times experimental values to make these data easily viewable. (n) Ferromagnetic domain fields were oriented along the $c$-axis. $\chi$ and $\phi$ measured after field cooling, where $\mu_0H \approx 0.2$ mT, at P1. $\mu_0$ is the permeability of free space.
the signal is reduced by the Meissner screening current and surface effects, and also that the orbital angular momentum of the Cooper pair is suppressed due to multiple current modes\cite{37,38} and depairing effect\cite{37} for $l \geq 2$ because the chiral edge current and the orbital angular momentum are not topologically protected properties. We also consider the possibility of random domains magnetized along the $c$ axis including Meissner screening \cite{44}. For large domains ($>\sim 10$ $\mu$m), the scanning SQUID could resolve individual domain boundaries. The expected magnetic flux along the domain boundary for our experimental setup is estimated as $\sim 100$ m$\Phi_0$ from the expected spontaneous magnetization of $M_c = 200$ A/m and could be as low as 20 A/m [$\sim 10$ m$\Phi_0$] after accounting for surface effects and multiple current modes\cite{34}. For random domains of size of $L = 1$ $\mu$m, the expected magnetic flux would have a random varying sign (depending on the local domain orientations) with a magnitude of about 4.1 m$\Phi_0$ [$0.4$ m$\Phi_0$] for $M_c = 200$ A/m [20 A/m]\cite{34}. The observed magnetic flux far from the FM domains was $\sim 0.5$ m$\Phi_0$ in the PL, and its magnetic flux density was $3.5 \times 10^{-6}$ T. For the expected spontaneous magnetization of $M_c = 200$ A/m [20 A/m], we obtain a domain size limit of $L \leq 250$ nm [1.1 $\mu$m], which is comparable to the size of our PL. It would be surprising to find domains that are so similar in size to the natural length scales of the superconductivity. Therefore, our measurements set an upper limit on spontaneous magnetization that suggests that chiral superconductivity, if present, does not result in the estimated magnetic flux. However, some effects, such as surface effects or small domain structures, may have suppressed the spontaneous magnetization to levels below our sensor’s detection limit.

A FM signal was previously studied as an impurity effect\cite{26,27}. Amitsuka \textit{et al.} used a commercial SQUID magnetometer to detect three FM phases in URu$_2$Si$_2$, $T_{1}^* = 120$ K, $T_{2}^* = 35$ K, and $T_{3}^* = 16.5$ K, which were all sample dependent \cite{27}. Their neutron scattering results suggested that the magnetization in the $T_{2}^*$ phase was caused by the stacking faults of a $Q = (1,0,0)$ antiferromagnetic phase with a small moment. High-pressure scattering measurements revealed that the small-moment antiferromagnetic phase was spatially separated from the HO phase, and that the small moments originated from the small volume of the antiferromagnetic phase depending on the lattice ratio $c/a$\cite{45,46}. Here, we clearly visualized that the $T_{3}^*$ phase makes FM domains but find no evidence of either $T_{1}^*$ or $T_{2}^*$ phases (Figs. 2j-l). The FM domains are spatially inhomogeneous, because positive peaks in susceptibility were only observed locally (Fig. 2e). In the SC phase, the FM
domains coexist with superconductivity (Figs. 2a-c,g-i). It is difficult to obtain a zero-field condition due to the long-range magnetic fields (∼0.3 mT) produced by the FM domains (Supplemental Figs. S1 and S2[34]), but the FM domains surprisingly did not suppress the superconductivity of our samples. Thus, the superconductivity in URu$_2$Si$_2$ is robust against FM domains and disorders such as impurities and local strain, which are believed to be responsible for the FM $T_\text{c}^*$ phase. It remains possible, however, that the SC and the FM phases are spatially separated on a nanoscopic scale.
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**FIG. 3:** Isotropic or anisotropic vortex dynamics were enhanced near $T_c$, which are well explained by our simulation. (a)-(c) Temperature dependence of isotropic vortex dynamics in (a) experimental $\chi$ in region A of sample 1 (location denoted by a cross in Fig. 2f), and in (b) simulated $\chi$ with penetration depth obtained from the fitting of (c) the observed vortex field and pinning force constants ($k_x = k_y$). (d)-(f) Temperature dependence of anisotropic vortex dynamics in (d) experimental $\chi$ at region C of sample 2, and in (e) Simulated $\chi$ with the penetration depths from (f) the observed vortex field and various constants ($k_x \neq k_y$).

We experimentally obtained isotropic and anisotropic vortex dynamics (Figs. 3a,d) and vortex fields (Figs. 3c,f) and numerically simulated vortex dynamics (Figs. 3b,e). We obtained the local London penetration depth by fitting the magnetic flux from an isolated vortex[35] (Supplemental Fig. S3[34]). The simulations of the vortex dynamics have a systematically shorter spatial extent than experiments (Figs. 3 and Figs. S3[34]). We ignored these difference in the simulation, which may be caused by the error in the SQUID sensor height. By applying a $\chi^2$-test, we calculated the pinning force constants $k_x, k_y$ as 5-50 nN/m at $T = 1.3 - 1.0$ K for isotropic potentials, and as $k_x = 1-30$ nN/m and $k_y/k_x = 5-10$.
at $T = 1.3 - 0.3$ K for anisotropic potentials, where $k_x > k_y$. All obtained isotropic pinning force constants in regions A, B, and C had the same temperature dependence (Fig. 4a)\[34\].

The temperature dependence of an isolated vortex pinning force has been discussed only in non-local measurements at small fields\[47, 48\], but here we directly measured it. We use the hard core model \[47\], where an isolated vortex cylinder core is pinned at a normal conducting small void, to fit the temperature dependence of an isolated vortex pinning force with constants $k \propto (1 - (T/T_c)^2)^m$, where $m$ depends on the dimensions of the small void. We obtain $m = 2$ from the best fit in Fig. 4(a), which indicates that our samples include small voids of roughly the same size as the coherence length\[47\], $\sim 10$ nm\[49\]. The existence of nano-scaled voids supports our hypothesis that the local strain causes anisotropic and isotropic vortex dynamics at different locations of a URu$_2$Si$_2$ sample.

The local London penetration depth $\lambda$ was determined by fitting the height dependence

---

**FIG. 4:** (a) Vortex pinning force constants at three regions had the temperature dependence of $(1 - (T/T_c)^2)^2$. (b),(c) Superfluid density had a linear-$T$ dependence at low temperature. (b) Temperature dependence of the penetration depth at three points. (c) Temperature dependence of normalized superfluid density from the penetration depths in (b), with $\lambda(0) = 1.0 \mu$m. The dotted black line is the single s-wave gap BCS model for reference. The solid green line and dashed blue line are the two-band models for $k_z(k_x + ik_y)$ (light hole, heavy electron) with the indicated gap energies $\Delta_{h,e}$ in a unit of $k_BT_c$ to capture the experimental data.
of susceptibility\textsuperscript{33} (Supplemental Fig. S4\textsuperscript{34}). \(\lambda\) at P2, P3, and P4 each saturated to approximately 1.0 ±0.1 \(\mu\text{m}\) at zero temperature (Fig. 4b). These \(\lambda\) values are quantitatively consistent with previous reports of \(\lambda = 0.7\text{-}1.0 \mu\text{m}\) from measurements of muon spin relaxation\textsuperscript{14} and the estimate \(\lambda = \sqrt{m^*/\mu_0 ne^2} = 1.1 \mu\text{m}\textsuperscript{34}\). We calculated the local superfluid density \(n_s = \lambda^2(0)/\lambda^2(T)\) from the experimentally obtained \(\lambda\) at P2, P3, and P4 (Fig. 4c). Here we determined \(T_c\) at P2, P3, and P4 as 1.50, 1.41, and 1.34 K, respectively, by defining these as the temperatures where the superfluid density becomes almost zero. The superfluid density varied spatially near \(T_c\), but all superfluid density values linearly increased as the normalized temperature decreased with temperature (Fig. 4c).

The temperature dependence of the superfluid density in unconventional superconductors is estimated by the semi-classical approach with an anisotropic gap function\textsuperscript{34, 51}. Our results deviate from the numerically calculated superfluid density of the single band isotropic \(s\)-wave pairing symmetry model (BCS model)(Fig. 4c). The calculated curves for \(d\)-wave models are roughly consistent with our experimental results (Supplemental Fig. S5)\textsuperscript{34, 50}. However, they do not completely capture the behavior near \(T_c\). In order to explain this difference, we used the two-band model \(n_s = xn_h + (1 - x)n_e\), where \(x = 0.87\) is the ratio of the electron and hole mass, \(n_h\) is the light hole band superfluid density, and \(n_e\) is the heavy electron band superfluid density\textsuperscript{51, 52}. Here we fit the experimental data with a model using chiral \(d\)-wave symmetry on the light hole and heavy electron bands with two free parameters of superconducting gaps \(\Delta_h\) (hole band) and \(\Delta_e\) (electron band)\textsuperscript{34}, which well explain the experimental results (Fig. 4c, Supplemental Fig. S6a\textsuperscript{34}). The fits to all \(d\)-wave symmetry two band models showed nearly identical results with different parameters (Supplemental Figs. S6b-e,S7a-b,S8\textsuperscript{34}), but the two-band isotropic \(s\)-wave model’s fitting results were markedly different from the experimental results (Supplemental Fig. S7c,S8\textsuperscript{34}). In particular, the values of \(\Delta_h\) and \(\Delta_e\), which were used in Fig. 4c, are almost same as values of \(\Delta_h = 1.6k_B T_c\) and \(\Delta_e = 4k_B T_c\) that were obtained from fits to the lower critical field \(H_{c1}\) along the \(a\) axis, which was measured with a Hall bar measurement\textsuperscript{52}. While we expect \(n_s\) to exhibit the same temperature dependence as \(H_{c1}\) along the \(c\) axis, the Hall bar measurement report an anomalous kink structure at 1.2 K\textsuperscript{52}, which we did not observe in Fig. 4c. This difference may be a benefit of local measurements. For example, FM domains may affect \(H_{c1}\) measurement only along the \(c\) axis; here, FM domain fields had magnetic anisotropy along the \(c\) axis (Figs. 1e, 2g-l, and Supplemental Fig. S1\textsuperscript{34}) and the
amplitude of a FM domain field is of the same order as the amplitude of $H_{c1}$ along the $c$ axis at 1.3 K$^{52}$. Thus, our model and experimental data clearly suggest the existence of nodal gap structures in URu$_2$Si$_2$, but it is difficult to distinguish distinct types of nodal gap structure by our data because the slope of linear-$T$ superfluid density can be adjusted by the gap energies, which are free fit parameters in our model.

In summary, we have locally observed FM domains coexisting with superconductivity, local pinning potentials, and linear-$T$ superfluid densities in URu$_2$Si$_2$ on a microscopic scale. This superconductivity coexists robustly with inhomogeneous ferromagnetism on a micron scale, although we cannot tell if they coexist in the same physical volume on nanometer scales. Further, we detected no spontaneous magnetization associated with chiral domains in the SC phase. The obtained linear-$T$ superfluid density is well explained by $d$-wave models, but not by $s$-wave models. Taken together, these results provide new evidence for a nodal gap structure and robust superconductivity coexisting on micron scales with inhomogeneous ferromagnetism and place limits on the size of possible chiral domains in URu$_2$Si$_2$.
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Supplemental Material for

“Local observation of linear-\(T\) superfluid density and anomalous vortex dynamics in URu\(_2\)Si\(_2\)”

by Iguchi et al.

1. Chiral superconductivity and ferromagnetism in URu\(_2\)Si\(_2\) on scanning SQUID microscopy

We used scanning SQUID microscopy to locally obtain the dc magnetic flux and ac susceptibility of single crystals of URu\(_2\)Si\(_2\) at temperatures varying from 0.3 K to 18 K using a Bluefors LD dilution refrigerator. The dimensions of samples 1 (Fig. 1b) and 2 (Fig. 1c) were \(\sim 0.4 \times 0.5 \times 0.05 \text{ mm}^3\) and \(\sim 0.3 \times 0.7 \times 0.05 \text{ mm}^3\), respectively. The widest surface on each sample was the cleaved c-plane. The pickup loops and field coils are covered with Nb superconducting shield layers (Fig. 1a); thus, only the magnetic flux going through the pickup loops in the SQUID loop was detected, and the external magnetic field was only applied by the FCs. The inner radius of the pickup loop was 0.3 \(\mu\)m, and the distance between the PL and the sample surface was \(\sim 0.5 \mu\)m when the SQUID tip was touching the sample surface.

The expected spontaneous magnetization, which is carried by the chiral edge current, may be overestimated by the orbital angular momentum of \(\hbar l\) per Cooper pair, where \(\hbar = \hbar/2\pi\) and \(l = 1\) (\(p\)-wave), 2 (\(d\)-wave), or 3 (\(f\)-wave)\[36–38\]. For chiral \(d\)-wave symmetry, the spontaneous magnetization \(M_c\) is given by

\[
M_c = \frac{1}{2V} \left| \int r \times j dV \right| = \frac{e\hbar n}{4m^*},
\]

where current density \(j = nep/2m^*\), \(p\) is the angular momentum, \(n\) is the carrier density, \(V\) is a sample volume, and \(m^*\) is the effective mass. By using \(m_h^* \sim 13m_0\) (hole band), the averaged \(m_e^* \sim 158m_0\) (electron band), and a carrier density of \(2.6 \times 10^{28} \text{ m}^{-3}\) for both bands, we obtain \(M_c = e\hbar n(1/m_h^* + 1/m_e^*)/2 = 200 \text{ A/m}\), where \(m_0\) is the free electron mass\[22, 39–42\]. For large domains magnetized along the \(c\) axis where the domains are larger than the penetration depth in size, the expected magnetic field produced by \(M_c \text{sgn}(x)\) oriented in
FIG. S1: Superconductivity coexisted with ferromagnetism on a microscopic scale. (a),(b) Temperature dependence of (a) susceptibility and (b) magnetic flux images in region B of sample 1. (c),(d) Temperature dependence of (c) susceptibility and (d) magnetic flux images in sample 2. Dashed lines are guides for the eye to separate the FM domain from the paramagnetic domain.

the $z$-direction at height $z$ is given by

$$B_z(x, z) = \frac{\mu_0 M_c}{\pi} \int dk \frac{-ik e^{ikx}e^{-|k|z}}{\sqrt{1/\lambda^2 + k^2} \left(|k| + \sqrt{1/\lambda^2 + k^2}\right)}.$$  \hspace{5cm} (2)

For random domains magnetized along the $c$ axis where the domains are comparable to or smaller than the penetration depth in size, the expected magnetic field near the domain boundary at $x = 0$ produced by $M_c$ at height $z$ is given by

$$B_c^2 = \frac{15\pi V}{2} \frac{\lambda^3}{(z + \lambda)^6} \left(\frac{\mu_0 M_c}{4\pi}\right)^2.$$  \hspace{5cm} (3)
where $V$ is the domain volume. For our experimental setup, we used $z = 0.5 \, \mu m$ and $\lambda = 1.0 \, \mu m$ to roughly estimate the limit of domain size of $L^3$.

2. Isolated vortex dynamics on scanning SQUID microscopy

We observed local vortex dynamics of sample 1 (Figs. 1h,i and Figs. 3a,c) and of sample 2 (Fig. 1l and Figs. 3d,f). When we simulated vortex dynamics induced by ac magnetic field from the FC with these anisotropic and isotropic pinning potentials by calculating $\Phi^{ac} = \frac{d\phi}{dx} \Delta x + \frac{d\phi}{dy} \Delta y$, our simulations reproduced the experimental data (Fig. 1j, anisotropic; Fig. 1k, isotropic). The gradient of vortex field $\frac{d\phi}{dx}$ in our simulation was numerically calculated using the experimentally obtained London penetration depth. The displacement of $\Delta x$ satisfies the equilibrium condition of forces $k_x \Delta x = F_x$, where $F_x$ is the Lorentz force on an isolated vortex produced by an ac magnetic field. Here the four-fold rotational symmetry in the isotropic data (Fig. 1i) was broken, but this symmetry breaking was explained by the screening effect of the asymmetric superconducting shields in our simulations (Fig. 1k). It was also verified that the shield screening effect could not qualitatively change the apparent
axis of anisotropic vortex dynamics in [30]. The temperature dependence of pinning force constants at region A, B, and C were plotted by using the local $T_c = 1.48$, 1.35, and 1.4 K were defined as the temperature where $\chi$ becomes zero (Fig. 4a).

FIG. S3: Isotropic vortex dynamics model captured the observed isotropic $\chi$ images. (a) Isotropic susceptibility images were acquired over (e) the isolated vortex at $T = 1.0$, 1.1, 1.2, and 1.3 K in region A of sample 1 (location denoted by a cross in Fig. 2f). (b) Simulated susceptibility values were calculated by using (c),(d) $\chi^2$-test with penetration depths obtained from (f) the fitting of the experimental data and various spring constants ($k_x = k_y$) from Fig. 4a.

Two scenarios cause locally isotropic and anisotropic vortex dynamics. In the first scenario, local strain caused by local defects in tetragonal structure drives the anisotropic vortex pinning forces. As mentioned in the main text, this scenario is consistent with our data. In the second scenario, the twin boundaries drives the anisotropic vortex pinning forces, but the vortex pinning forces inside a large twin domain are isotropic. This second scenario
is not consistent with our observation that the anisotropic vortex pinning forces were ori-
ented along various directions at different locations (Fig. 1l). The anisotropy caused by
twin boundaries and pinning locations in orthorhombic structure is expected to be along the
tetragonal [100] or [010] directions\cite{30}. In addition, this second scenario is not consistent
with the lack of strip anomaly in our susceptibility scans as mentioned above. However, an
anomaly of susceptibility in URu$_2$Si$_2$ could be smaller than anomalies in iron-based super-
conductors, because URu$_2$Si$_2$ has an order of orthorhombicity that is two orders of magni-
tude smaller than that of BaFe$_2$As$_2$-based iron-pnictide superconductors\cite{7}. Therefore, our
observed anisotropic vortex pinning force could be caused by local strain.

3. Superfluid density measurements and analysis on scanning SQUID microscopy

In order to obtain the local London penetration depth, we fitted the SQUID height de-
pendence of local susceptibility (Supplemental Fig. S4) by using the theoretical equation (7)
from Kirtley \textit{et al.}\cite{33}, which includes the London penetration depth as a fitting parameter.
Here the SQUID height $z$ included the thickness of the shield layer as $0.4 \pm 0.1 \, \mu m$, the
error of which equally shifts the penetration depth by $\pm 0.1 \, \mu m$. However the error in the
superfluid density was sufficiently small to be ignored.

The electric current density of electrons and holes is given by

$$j = -e^2 \left( \frac{n_e}{m_e^*} + \frac{n_h}{m_h^*} \right) A$$  \hspace{1cm} (4)

where we assume all electrons and holes form Cooper pairs and averaged canonical momentum
is zero, and $n_e, n_h$ are the carrier densities of electrons and holes. Substituting $j$ into
the Maxwell equation, we obtain the London penetration depth by

$$\lambda = \sqrt{\frac{m_0}{\mu_0 e^2 n_e m_0/m_e^* + n_h m_0/m_h^*}}.$$  \hspace{1cm} (5)

The temperature dependence of the superfluid density in unconventional superconductors
is estimated by the semi-classical approach with an anisotropic gap function $\Delta(k, T) =
g(k)\Delta_0(T)$, where $\Delta_0(T) = \Delta_0(0) \tanh \left( \frac{\pi k_B T_c}{\Delta_0(0) \sqrt{a(T_c/T - 1)}} \right)$ is obtained by solving
the self-consistent gap equation with two free parameters, $\Delta_0(0)$ and $a\cite{51}$. We calculated
the superfluid density for all $d$-wave symmetry gap functions in tetragonal symmetry\cite{50}.
The chiral $d$-wave symmetry model $k_z(k_x+ik_y)$ was given by $g = 2 \sin \theta \cos \theta$, $k_x k_y$ model by
\( g = \sin 2\phi, k_{x^2-y^2} \) model by \( g = \sin 2\phi - \pi/4 \), \( k_x k_z \) model by \( g = \sin \theta \sin \phi \), and \( k_z(k_x + k_y) \) by \( g = \sin \theta \sin \phi - \pi/4 \). The calculated superfluid density of single band \( s \)-wave and \( d \)-wave symmetries were shown in Supplemental Fig. S5.

We also fitted the experimental data with the two band model with two free parameters \( \Delta_h \) and \( \Delta_e \), where \( \Delta_0(T) = \Delta_i \tanh \left( \pi k_B T_c / \Delta_0(0) \sqrt{a(T_c/T - 1)} \right) \) and \( i = e,h \). The calculated curves for the model of chiral \( d \)-wave symmetry at both electron and hole bands well explain the experimental result at P2 with \( \Delta_h = 1.7k_B T_c \) and \( \Delta_e = 5k_B T_c \), and the results at P3 and P4 with \( \Delta_h = 1.85k_B T_c \) and \( \Delta_e = 10k_B T_c \) (Fig. 4c, Supplemental Fig. S6a). We also fitted the data with other two-band chiral \( d \)-wave models (such as \( L_H + 2P \) at the light hole band and \( 2P \) at the heavy electron band; Supplemental Figs. S6b-e), other \( d \)-wave symmetry models (such as \( k_x k_z \) (or \( k_z(k_x + k_y) \)) and \( k_x^2 - k_y^2 \) (or \( k_x k_y) \); Supplemental Figs. S7a,b), and a two-band isotropic \( s \)-wave model (Supplemental Fig. S7c).

**FIG. S4:** Penetration depth was calculated from the relation between the normalized susceptibility and the height of the pickup loop. Touchdown measurements of P2 at 1.5, 1.4, 1.0, and 0.35 K. Closed circles are experimentally obtained data. Solid lines are fitting curves. Inset shows the schematic of our experimental setup. The green area denotes the thickness of the shield layer.
FIG. S5: Simulated superfluid density temperature dependence from single band models did not capture details of temperature dependence of experimental data. The red squares, blue triangles, and green circles are measured data at P2, P3, and P4, respectively. All gap energies were represented in the unit of $k_B T_c$. 
FIG. S6: Two band gap models of chiral $d$-wave $k_z(k_x + ik_y)$ fitted well our experimental results of the temperature dependence of superfluid density. Solid lines are total superfluid densities of hole and electron bands. Dashed lines are superfluid densities of hole band. Dash-dotted lines are superfluid densities of electron band. (a) $L_H + 2P$ (hole band) and $L_H + 2P$ (electron band). (b) $L_H + 2P$ (hole band) and $2P$ (electron band). (c) $L_H + 2P$ (hole band) and $L_H$ (electron band). (d) $L_H$ (hole band) and $L_H + 2P$ (electron band). (e) $L_H$ (hole band) and $2P$ (electron band). (The red squares, blue triangles, and green circles are measured data at P2, P3, and P4, respectively. All gap energies were represented in the unit of $k_B T_c$.)
Fig. S7: Two band gap models of time-reversal symmetric $d$-wave symmetries fitted better our experimental results of the temperature dependence of superfluid density than two band models of isotropic $s$-wave. (a)-(c) Simulated superfluid density temperature dependence from two-band gap models. Solid lines are total superfluid densities of hole and electron bands. Dashed lines are superfluid densities of hole band. Dash-dotted lines are superfluid densities of electron band. (a) Two band models of $k_x k_z$ or $k_z (k_x + k_y)$. $L_H + 2L_V$ (hole band) and $L_H + 2L_V$ (electron band). (b) Two band models of $k_x^2 - k_y^2$ or $k_x k_y$. $4L_V$ (hole band) and $4L_V$ (electron band). (c) Two band models of isotropic $s$ (hole band) and isotropic $s$ (electron band). (The red squares, blue triangles, and green circles are measured data at P2, P3, and P4, respectively. All gap energies were represented in the unit of $k_B T_c$. )
FIG. S8: Fittings of $d$-wave models were better than that of isotropic $s$-wave models for two band gap models. (a),(b) Differences between simulated data and measured data at (b) P2 and (c) P4. All gap energies were represented in the unit of $k_B T_c$. (c) Error mean square of difference of simulated data and measured data at P2 and P4 for two-band gap models.