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Abstract—Subgraph matching is a basic operation widely used in many applications. However, due to its NP-hardness and the explosive growth of graph data, it is challenging to compute subgraph matching, especially in large graphs. In this paper, we aim at scaling up subgraph matching on a single machine using FPGAs. Specifically, we propose a CPU-FPGA co-designed framework. On the CPU side, we first develop a novel auxiliary data structure called candidate search tree (CST) which serves as a complete search space of subgraph matching. CST can be partitioned and fully loaded into FPGAs' on-chip memory. Then, a workload estimation technique is proposed to balance the load between the CPU and FPGA. On the FPGA side, we design and implement the first FPGA-based subgraph matching algorithm, called FAST. To take full advantage of the pipeline mechanism on FPGAs, task parallelism optimization and task generator separation strategy are proposed for FAST, achieving massive parallelism. Moreover, we carefully develop a BRAM-only matching process to fully utilize FPGA’s on-chip memory, which avoids the expensive intermediate data transfer between FPGA’s BRAM and DRAM. Comprehensive experiments show that FAST achieves up to 462.0x and 150.0x speedup compared with the state-of-the-art algorithm DAF and CEI, respectively. In addition, FAST is the only algorithm that can handle the billion-scale graph using one machine in our experiments.

Index Terms—subgraph matching, FPGA, pipeline

I. INTRODUCTION

Graph analysis has been playing an increasingly important role in the area of data analytics in recent years. One of the most fundamental problems in graph analysis is subgraph matching. Given a query graph $q$ and a data graph $G$, it aims to find all subgraphs of $G$ that are isomorphic to $q$. It has a wide range of applications including protein-protein interaction networks analysis [26], chemical sub-compound search [37], social network analysis [31], computer aided design [25], and graph pattern mining [33]. It is also a core operation in graph databases [8] and RDF engines [42]. However, it is challenging to compute subgraph matching, especially in large graphs, due to its NP-hardness [19].

Extensive research has been conducted to develop efficient solutions for subgraph matching. Most practical solutions on CPUs [12]–[14], [17], [18], [20], [30], [39] are based on the backtracking approach, which recursively extends a partial embedding by mapping the next query vertex to a data vertex. Limited by the stand-alone design, these sequential solutions show unsatisfactory response time and poor scalability when handling massive graphs. In addition, general-purpose CPUs are not an ideal way to handle graph processing: they do not offer flexible high-degree parallelism, and their caches do not work effectively for irregular graphs with limited data locality.

FPGAs. FPGAs, which provide a new alternative to accelerate computation in the hardware level, has evolved rapidly in recent years. FPGAs have shown enormous advantages over CPUs on parallelism. Data can be directly streamed to FPGAs without instruction decoding and processed in pipelines. Because of its high potential to express parallelism at a massive scale and other benefits such as more energy-efficient than GPUs [11], FPGAs have been applied to implement complex systems in industry. For example, Microsoft used FPGAs to speed up Bing Search and Azure Machine Learning [1]. FPGAs have also been rolled out by major cloud service providers such as Amazon Web Services [2], Alibaba [3], Tencent [4], Huawei [5], and Nimbix [6]. In academia, it has become a promising trend to use FPGAs to speed up different research problems including many graph processing problems [10], [15], [24], [40], [41]. Nevertheless, subgraph matching algorithms using FPGAs have not been developed in the literature. FPGA-based subgraph matching can speed up and benefit all aforementioned applications. It can also be integrated into existing graph database systems (e.g. Neo4j [8]) and RDF engines (e.g. gStore [42]) to accelerate various subgraph queries.

Motivated by this, in this paper, we explored how the pipeline mechanism of FPGAs can be fully utilized to accelerate the subgraph matching problem.

Challenges. We present the challenges of solving the problem of subgraph matching on FPGAs as follows:

- **Strictly pipelined design on FPGA.** FPGAs utilize a pipelined design, in which a fully pipelined loop demands no data dependencies among iterations. Thus the existing backtracking-based algorithms cannot be directly implemented on FPGAs. Furthermore, as FPGAs have an order of lower clock frequency than CPUs (e.g., 300MHz vs. 2GHz), it requires intricate design of the subgraph matching units on FPGAs to obtain high performance.

- **Limited FPGA on-chip memory.** FPGAs have small sizes of on-chip memory (BRAM) that are usually only tens of megabytes; hence the huge graph data and intermediate results will easily overflow BRAM when performing subgraph matching on FPGAs. Moreover, as fetching data from FPGA’s external memory (DRAM) takes much more
cycles than BRAM (e.g., 8 cycles vs. 1 cycle), frequent data transfer between BRAM and DRAM can significantly harm the performance. Thus, it is rather challenging to manage the data on FPGAs efficiently such that we can reduce the data transfer operations between BRAM and DRAM.

**Contributions.** To address these challenges, we propose a CPU-FPGA co-designed architecture which accelerates subgraph matching on a single machine using the power of FPGAs. Specifically, our main contributions are as follows.

- The first CPU-FPGA co-designed framework to accelerate subgraph matching. The framework includes a well-designed scheduler on the host side (i.e., the CPU) and a fully pipelined matching algorithm FAST on the kernel side (i.e., the FPGA). A workload estimation method is proposed on the host side for load-balancing between the CPU and FPGA, which can be exploited to extend our framework to multi-FPGA environment. To further improve the efficiency of FAST algorithm on the kernel side, we propose two optimizations with task parallelism and task generator separation.

- A BRAM-only matching process to fully utilize FPGA's on-chip memory. We first design an auxiliary data structure CST to serve as a complete search space. An efficient partition strategy of CST is proposed so that CST can be fully loaded into BRAM, reducing the costly data fetching from FPGA's external memory. Then we propose a BRAM-only partial results buffer to avoid the expensive intermediate data transfer between BRAM and DRAM.

- **Extensive experiments using the industrial-standard LDBC benchmark.** Our experiments using LDBC [7] show that FAST outperforms the state-of-the-art algorithms by orders of magnitude (up to 150.0x and 462.0x compared with CECI [12] and DAF [17], respectively). More importantly, FAST is the only algorithm that can scale to the billion-scale graph on a single machine in our experiment.

**Paper Organization.** The rest of the paper is organized as follows. Section II introduces background and Section III presents related works. The system overview of the proposed solution is introduced in Section IV followed by the detailed design of software and hardware in Section V and Section VI, respectively. Experimental results are presented in Section VII. Section VIII concludes the paper.

II. BACKGROUND

In this section, the problem definition of subgraph matching is stated first, followed by a brief introduction of FPGAs.

A. Problem Definition

A graph $G$ is represented as a tuple $G = (V, E, l, \Sigma)$, where $V(G)$ is the set of vertices, $E(G) \subseteq V \times V$ is the set of edges in $G$, $\Sigma$ is the set of labels, and $l$ is a labelling function that assigns each vertex $v \in V$ a label in $\Sigma$, denoted $l_G(v)$. We focus on undirected, labelled, connected, and simple graphs in this paper. Note that, our techniques can be readily extended to edge-labeled and directed graphs. We denote the number of vertices and edges in $G$ by $|V(G)|$ and $|E(G)|$, respectively. The set of neighbors of $v$ in $V(G)$ in $G$ is denoted by $N_G(v) = \{v' \in V(G) \mid (v, v') \in E(G)\}$ and the degree of $v$, denoted by $d_G(v)$, is $d_G(v) = |N_G(v)|$. $d_G$ and $D_G$ are denoted as the average and maximum degree, respectively.

**Definition 1.** (Subgraph Isomorphism) Given a query graph $q$ and a data graph $G$, $q$ is subgraph isomorphism to $G$ if and only if there is an injective mapping $M$ from $V(q)$ to $V(G)$ such that $\forall u \in V(q), l_M(u) = l_G(M(u))$ and $\forall (u, u') \in E(q), M(u), M(u') \in E(G)$, where $M(u)$ is the vertex to which $u$ is mapped.

We refer to each injective mapping $M$ as a subgraph isomorphism embedding of $q$ in $G$. A graph $g'$ is an induced subgraph of $g$ if and only if $\forall \mu, \mu' \in V(g'), e = (\mu, \mu') \in E_g$, we have $e \in E_{g'}$. We call an embedding of an induced subgraph of $q$ in $G$ a partial embedding, denoted as $p$. The $M_p(u)$ denotes the mapping vertex of $u$ in $q$. We use $O$ to denote the matching order, which is a sequence of query vertices representing the order they are matched.

Example 1. For example, consider the query graph $q$ in Fig. I(a) and the data graph $G$ in Fig. I(b). Suppose the matching order is $\{u_0, u_1, u_2, u_3\}$, since there is a subgraph isomorphism embedding $M = \{(u_0, v_1), (u_1, v_4), (u_2, v_3), (u_3, v_0)\}$, $q$ is subgraph isomorphism to $G$. We call $p = \{(u_0, v_1), (u_1, v_4), (u_2, v_3)\}$ a partial embedding and $u_3$ will be the next query vertex to match.

**Problem Statement.** Given a query graph $q$ and a data graph $G$, we study the problem of subgraph matching, which efficiently extracts all subgraph isomorphic embeddings of $q$ in $G$.

B. Characteristics of FPGA

A field-programmable gate array (FPGA) is an integrated circuits that consists of a matrix of configurable logic, memory, and digital signal processing (DSP) components. These components are distributed within a grid of configurable routing wires connected to programmable chip I/O blocks. This flexible and programmable fabric can be configured to perform any functionality implemented as a digital circuit. The FPGA program statements are translated into a netlist of primitive components first and then be assigned to physical components in the FPGA fabric, determining which routing wires should be used to connect them. This architecture allows data to be directly streamed to FPGAs with no need to decode instructions, as necessary in CPUs, to achieve high efficiency.
FPGAs have an unique programming model in which computations are laid out spatially and the programmer has to specify how data and control flows from one logic block to another inside the data path. Thus, common design challenges when developing FPGA-based algorithms is the amount of space (resources) required and the ability to meet timing (ensuring the data can be moved across the circuit in a correct manner). It is also worth to mention that the clock rate on FPGAs is usually about 10x slower than that of CPUs (e.g., 300MHz vs 2GHz). Thus, FPGA-based algorithms must be thoughtfully designed to provide better performance than CPU implementations, by exploiting massive parallelism, typically in the form of deep pipelines.

III. RELATED WORK

A. Subgraph Matching

Stand-alone Solutions. The study of practical subgraph matching algorithms was initiated by Ullmann’s backtracking algorithm [35], which recursively matches query vertices to data vertices following a given matching order. Later researches [14], [20], [30], [39] focus on different matching order, pruning rules, and index structure. TurboDISO [18] proposes to merge similar vertices with and a CR index structure. CFL-Match [13] proposes the core-forest-leaf decomposition to reduce redundant Cartesian products and proposes a more compact auxiliary structure CPI to solve the exponential size of CR. CECI [12] and DAF [17] adopt the intersection-based method to find the candidates, which demonstrate better performance than the edge verification method used in previous works [32]. However, these solutions fail to accommodate large graphs due to their inherent sequential nature.

Distributed Solutions. Most distributed algorithms utilize distributed join to compute matches [23], [21], [22], [27] decompose the query graph into sub-queries, find the matches of each sub-query, and use a series of binary joins to assemble the final results. [9], on the other hand, grows the query graph one vertex at a time following a specific order to obtain worst-case optimality. FAST can be potentially used to accelerate the computation in distributed subgraph matching.

GPU-based Solutions. GpSM [34] and GunrockSM [36] adopt the binary join strategy in GPUs, which collects candidates for each edge of q and joining them to find final matches. They suffer from high computation workload, high memory latency, and severe workload imbalance. GSI [38] proposes a Prealloc-Combine approach, which joins candidate vertices instead of edges to improve the efficiency. The algorithms mentioned above are only able to handle the graphs that can be fit into the GPU memory. PBE [16] solves this by partitioning the graph in advance and matching intra- and inter-partition matches in two separate steps. However, as the on-chip memory of an FPGA is order-of-magnitude smaller than a GPU memory, this approach can hardly be applied to FPGAs.

B. FPGA-based Acceleration of Graph Processing

FPGAs can be an energy-efficient solution to deliver specialized hardware for graph processing. This is reflected by the recent interests in developing various graph algorithms and graph processing frameworks on FPGAs. For examples, [10] applies FPGAs to speed up Maximum Matching and [41] utilizes FPGAs to accelerate the process of the Single-Source-Shortest-Paths. In addition to these specific graph algorithms on FPGAs, a lot of effort was devoted to design generic frameworks for facilitating the implementation of graph algorithms on FPGAs [15], [24], [40]. However, these frameworks are usually built upon specific programming models (e.g. BSP, Vertex-Centric) supporting only limited APIs. This restricts the implementation of a highly optimized subgraph matching algorithm. More critically, most of the frameworks can only handle small graphs and cannot scale to large ones.

IV. SYSTEM OVERVIEW

The overview architecture of our system is illustrated in Fig. 2. The host side, i.e. CPU, takes charge of constructing and partitioning our novel auxiliary data structure CST and offloading them to FPGA through PCIe bus. It also shares a small portion of matching tasks to improve throughput. The kernel side, i.e. FPGA card, is PCIe-attached to the host machine, focusing on the subgraph matching tasks.

When the query and data graph are read into the host’s main memory, the system launches the execution tasks described as follows:

1) CPU constructs CST based on q and G, which prunes a large number of false positives according to graph attributes such as labels and degrees, etc. CST serves as a complete search space for all embeddings of q in G (Section V-A).

2) Limited by FPGA on-chip resources, CST is often too large to be fully loaded into BRAM. The host side partitions CST to satisfy the size constraint (Section V-B).

3) Once a partitioned CST satisfies the constraint, it is transferred to DRAM on FPGA card from the host’s main memory through PCIe bus.

4) On the kernel side, FAST reads a partitioned CST from DRAM to BRAM and runs subgraph matching on it. The results are flushed to DRAM when the whole search space of this CST has been searched. FAST repeats this procedure as long as there exists an unprocessed CST (Section VI).

1In this paper, we focus on FPGAs with DRAM attached, while our techniques can be applied on FPGAs without DRAM as well.
5) On the host side, when all CST has been partitioned and offloaded, CPU shares a small portion of matching tasks to improve the overall throughput (Section V-C).
6) When FPGA finishes its processing, CPU receives a termination signal and fetches results to the main memory.

The details of software and hardware implementation are described in Section V and Section VI respectively.

V. SOFTWARE IMPLEMENTATION

In this section, we first introduce our novel auxiliary data structure CST and its partition strategy. Then we present how to schedule matching tasks between the host and kernel side.

| Symbol | Definition |
|--------|------------|
| CST | candidate search tree |
| $t_q$ | a breadth-first search tree of $q$ |
| $C(u)$ | the candidate set of $u$ in CST |
| $N^u(v)$ | the adjacency list of $v$ regarding $(u, u')$ |
| $u_{lp}, u_{lc}$ | the parent/child vertex of $u$ in CST |
| $u_n$ | the non-tree neighbor of $u$ in CST |
| $D$ | the matching order of $q$ |
| $|CST|$ | the maximum degree of candidates in CST |

A. CST Structure

We adopt the indexing-enumeration framework; that is, construct an auxiliary data structure, then compute all embeddings based on this data structure. Following conventional technique [13], [29], the query graph is firstly transformed into a spanning tree. Given a query graph $q$ and a data graph $G$, we build an auxiliary data structure upon them called candidate search tree (CST).

Definition 2. (Candidate Search Tree) Given a query graph $q$ and a data graph $G$, a candidate search tree $CST(q, G)$ is a graph that is isomorphic to $q$. Each vertex of $CST(q, G)$ has a candidate set, denoted $C(u)$, which stores all vertices of $G$ that $u$ can be mapped. There is an edge between $v \in C(u)$ and $v' \in C(u')$ for adjacent vertices $u$ and $u'$ in $CST(q, G)$ if and only if $(v, v') \in E(G)$.

We denote $CST(q, G)$ as CST if the context is clear. Given the query graph $q$ and its BFS trees $t_q$, we call adjacent vertices $u$ and $u_n$ in CST non-tree neighbors if $(u, u_n) \in E(q)$ but $(u, u_n) \notin E(t_q)$. The adjacent candidates $v \in C(u)$ and $v_n \in C(u_n)$ for non-tree neighbors $u$ and $u_n$ in CST are called non-tree candidate neighbors. We use $N^u_n(v)$ to denote the adjacency list of $v \in C(u)$ regarding $(u, u_n')$ in CST, i.e., $N^u_n(v) = \{v' \in C(u') \mid (v, v') \in E(CST)\}$. CST inherits the parent-child relationships of $t_q$. We use $u_{lp}$ and $u_{lc}$ to denote the parent and child vertex of $u$, respectively. The vertex $u$ in CST is a leaf or root vertex if $u$ has no child vertices or parent vertices, respectively.

Example 2. For example, given the query graph $q$, the data graph $G$ in Fig. 1 and BFS tree $t_q$ of $q$ in Fig. 2(a), the corresponding CST is in Fig. 2(b). Then $u_1$ and $u_2$ are called non-tree neighbors because $(u_1, u_2) \notin E(t_q)$, while $v_4 \in C(u_1)$ and $v_3 \in C(u_2)$ are called non-tree candidate neighbors. $C(u_1) = \{v_4, v_6\}, C(u_2) = \{v_3, v_5, v_7\}, N^u_1(v_6) = \{v_5, v_7\}$ and $N^u_2(v_3) = \{v_9\}$. The all embeddings of $q$ in $G$ $\{(u_0, v_1), (u_1, v_4), (u_2, v_3), (u_3, v_9)\}$ and $\{(u_0, v_2), (u_1, v_6), (u_2, v_5), (u_3, v_{10})\}$ can be computed by traversing only the CST.

Algorithm 1: CSTConstructor($q, G, t_q$)

Input: $q, G, t_q$
Output: CST
1) root ← root vertex of $t_q$;
2) $C$(root) ← compute candidates of root;
/* Line 3-19: Top-Down Construction */
3) foreach $u \in V(q)$ in a top-down fashion do
4) $C(u) ←$ compute candidates of $u$;
5) foreach $v \in C(u)$ do
6) foreach $v' \in C(u)$ do
7) if $(v, v_p) \in E(G)$ then $N^u_n(v_p)$.push($v$);
/* Line 8-14: Bottom-Up Refinement */
8) foreach $u \in V(q)$ in a bottom-up fashion do
9) foreach $v \in C(u)$ do
10) if $v$ is not valid then
11) remove $v$ and its adjacency lists;
12) foreach child vertex $u_c$ of $u$ in $t_q$ do
13) foreach $v' \in N^u_c(v)$ do
14) if $v' \notin C(u_c)$ then remove $v'$ from $N^u_c(v)$;
/* Line 15-19: Add Edges Between Non-tree Candidate Neighbors */
15) foreach $u \in V(q)$ do
16) foreach $v \in C(u)$ do
17) foreach non-tree neighbor $u_n$ of $u$ do
18) foreach $v_n \in C(u_n)$ do
19) if $(v, v_n) \in E(G)$ then $N^u_n(v_n)$ .push($v_n$);
20) return CST

The construction of CST is described in Algorithm 1. We adopt the similar top-down construction (Line 3-17) and bottom-up refinement (Line 8-14) in [13] to build a tree-like data structure. We verify whether a data vertex conforms with the local features of the query vertex to compute candidate set $C(u)$ (Line 2-4). A candidate vertex $v$ of vertex $u$ is valid if $|N^u_n(v)| \neq 0$ for any child vertex $u_c$ of $u$ and $\exists v_p \in C(u_p)$ that $v \in N^u_n(v_p)$. We remove $v$ from $C(u)$ and its adjacency lists if $v$ is not valid during the bottom-up refinement. (Line 10-11). Then edges are added between non-tree candidate neighbors (Line 15-19).
Soundness. CST should serve as a complete search space for the given query graph \( q \) over the data graph \( G \). To achieve this, CST must satisfy the following soundness constraint:

- For every vertex \( u \) in CST, if there is an embedding of \( q \) in \( G \) that maps \( u \) to \( v \), then \( v \) must be in \( C(u) \).

Note that, although in the soundness requirement we only consider candidates of query vertices, the edges between candidates are automatically included based on our CST definition. Regarding a sound CST, we have the following theorem.

Theorem 1. Given a sound CST, all embeddings of \( q \) in \( G \) can be computed by traversing only the CST.

Remark. CST has vital differences with the auxiliary data structure in previous works, namely CPI (compact path-index) \[1\] and CS (candidate space) \[17\]. Compared with CPI, CST uses all edge information in \( q \) during construction (by adding non-tree edges), making it a complete search space. Hence, it can be partitioned and the embeddings of each partition can be computed independently in FPGA's BRAM (details will be introduced in the next subsection). The reasons that we do not use the structure CS are as follows: (1) The top-down construction and bottom-up refinement of CST is equivalent to the first two refinements (totally three) of CS, making the size of CST close to CS for most data graphs; (2) Constructing CST is much less expensive because the edges between non-tree candidate neighbors are not updated during construction as necessary in CS. Consequently, CST can potentially have a larger search space than CS because of fewer pruning steps. However, there is an essential trade-off between the size of search space and the construction cost. Compared with pure CPU-based algorithms, FAST is more sensitive to the cost of constructing the auxiliary data structure conducted by CPU, to let FPGA receive its tasks from the host as soon as possible.

B. CST Partition

Limited by on-chip resources on FPGAs, CST is often too large to be fully loaded into BRAM. Generally, the read latency of BRAM is 1 cycle while DRAM is about 7-8 cycles. Our experiments show the dramatic performance decreasing when we access CST from DRAM rather than BRAM (Section VII-A). On the other hand, accesses to CST are random and unpredictable, which eliminates the possibility of prefetching the data from DRAM to BRAM. Hence, it is necessary to partition CST and offload them to FPGA one by one.

In addition to the size of CST, denoted as \( |CST| \), we also set a limitation on the maximum degree of candidates in CST, i.e., \( D_{CST} \). The reason is that the maximum number of access ports to an adjacency list are limited on FPGAs and it will be discussed in detail in Section VI-A. We use \( \delta_S \) and \( \delta_D \) to denote the threshold of \( |CST| \) and \( D_{CST} \), respectively. We partition the CST if either \( |CST| > \delta_S \) or \( D_{CST} > \delta_D \).

The partition strategy of CST is illustrated in Algorithm 2. Note that we adopt the path-based method to compute the matching order \( O \) in this paper, which determines \( O \) by ordering the root-to-leaf paths of \( t_q \). However, our method is designed to work with any arbitrary connected matching orders. Initially, to partition CST, we pick candidates of root vertex in CST. If there is only one candidate of root vertex in CST, we move on to partition candidates of next vertex \( u \) in \( O \). The first step is to determine the partition factor \( k \), which equals to the maximum value between the ratio of \( |CST| \) and \( D_{CST} \) to their corresponding thresholds (Line 2). If \( k \) exceeds the number of candidates, i.e., \( |C(u)| \), we set \( k \) to \( |C(u)| \) (Line 3). We partition \( C(u) \) into \( k \) parts evenly and then construct a new CST level-by-level in a top-down manner. For those vertices precedes \( u \) in \( O \), we pick candidates as the same as the old CST (Line 7-8). For those vertices follows \( u \) in \( O \), we pick candidates in old CST which can reach at least one candidate in the partitioned \( C(u) \) (Line 9-12). CST is offloaded to FPGA or assigned to CPU as soon as it satisfies \( |CST| \) and \( D_{CST} \) constraints (Line 16). Otherwise, it will be further partitioned recursively.

Example 3. As shown in Fig. 4(a), suppose \( k = 2 \) is set, we first partition the root candidates \( \{v_1, v_2\} \) into 2 parts: \( \{v_1\} \) and \( \{v_2\} \). Then, to construct CST rooted by \( v_1 \), we pick candidates of \( u_1 \) and \( u_2 \) that are adjacent to \( v_1 \), which are \( \{v_3, v_5\} \) and \( \{v_6, v_8\} \). After that, we pick the candidates of \( u_3 \) that can reach \( v_1 \), which are \( \{v_9, v_{10}\} \). Obviously, there is no overlap of the search space between two partitioned CST in Fig. 4(b) and Fig. 4(c) so no repeated results will be reported.

C. Schedule the Matching Tasks

After finishing the partition of CST, the host side shares a small portion of matching tasks in order to further improve the throughput as a whole. Considering load balancing between the CPU and FPGA, the workload of CST, denoted as \( W_{CST} \), should be estimated first. The size of search space in different CST can usually differs a lot due to the power-law feature.
Algorithm 2: CSTPartition(CST, O, index)
Input: CST, O, index
1 u ← O[O[index]]; 
2 k ← max(CST / D); 
3 k ← min(k, CST, |C(u)|); 
4 partition CST.C(u) into k parts evenly;
5 for i from 0 to k do
  6 CST ← ∅;
  7 foreach vertex u’ precedes u in O do
    8 CST.C(u’) ← CST.C(u’);
  9 foreach vertex u’ follows u in O do
    10  foreach candidate v in CST.C(u’) do
      11    if v can reach ith partitioned CST.C(u) then
      12      CST.C(u’)’ ← CST.C(u’) ∪ {v};
      13    update adjacency lists of CST’ based on CST;
      14    if |CST’| ≤ δ and D ≤ δ then
      15      CSTProcess(O, CST’);
      16    else if CST’ |C(u)| equals to 1 then
      17      CSTPartition(CST’, O, index + 1);
      18    else CSTPartition(CST’, O, index);

Algorithm 3: CSTProcess(O, CST)
Input: O, CST
1 W_CST ← compute the workload of CST;
2 if W_C + W_E < δ then (W_C + W_F + W_CST) then
3 assign CST to CPU;
4 W_C ← W_C + W_CST;
5 else
6 FAST(O, CST);
7 W_F ← W_F + W_CST;

As illustrated in Algorithm 3, we restrict the proportion of the total workload of CST assigned to the host side from exceeding a threshold, denoted as δ. When a valid CST is constructed, W_CST is computed first (Line 1). We use W_C and W_F to denote the total workload of CST assigned to the host and kernel side, respectively. If W_C + W_E < δ, it will be assigned to the host side (Line 3). Otherwise, FPGA takes charge of this CST (Line 6). The host side uses the basic backtracking subgraph matching algorithm to process CST. It should be noted that when CST is assigned to CPU, CST is temporarily cached and will be processed when all partition procedure finishes. When CST is assigned to FPGA, CST is offloaded to FPGA immediately.

VI. HARDWARE IMPLEMENTATION

In this section, we first present our proposed algorithm FAST to accelerate subgraph matching on FPGAs. Then we introduce several important optimizations to improve the matching process based on FPGA characteristics. Notations of all the related parameters are listed in Table II.

A. Basic Pipeline of Subgraph Matching

In the typical backtracking algorithms [12], [13], [17], [18], one partial result is expanded at a time by matching the next vertex to a candidate vertex following the matching order. This sequential design cannot be pipelined because of data dependencies among iterations. To solve this, we decompose the matching process into three steps as follows: (1) Generator expands partial results by matching the next vertex in the matching order; (2) Validator verifies whether a new partial result is valid; (3) Synchronizer collects results. Different from the typical algorithms, our method processes thousands of partial results at a time in these steps, so that each step can fully utilize the pipeline mechanism of FPGA. Our basic pipeline design is shown in Algorithm 4 denoted as FAST.

Algorithm 4: FAST(CST, O)
Input: CST, O
Output: M
1 M ← ∅; P ← ∅;
2 foreach candidate v of root vertex pipeline do
3  | P.push(\{v\});
4 while P ≠ ∅ do
5  | P, T_v, T_n ← Generator(P, CST, O);
6  | B_n ← VisitedValidator(T_v);
7  | B_n ← EdgeValidator(CST, T_n);
8  | Synchronizer(M, P, B_n, B_n);
9 return M

Given CST and matching order O, we first match the root vertex to all its candidates to generate first batch of partial results (Line 2). Then for each round, Generator reads multiple partial results from P and expand them (Line 5). A partial result is valid iff it passes the two validations: (1) visited validation, i.e., the new mapped candidate v is not visited before (Line 6); (2) edge validation, i.e., the new mapped candidate v are adjacent to the mapping vertices of
u’s non-tree neighbors (Line 7). The new valid partial or complete results will be pushed into \( P \) or \( M \) by \textit{Synchronizer}, respectively (Line 8). \textit{FAST} terminates when \( P \) is empty (Line 8). As shown in Fig. 2(a), these steps are processed serially in our basic pipeline design. We discuss the details as follows.

**Algorithm 5: Generator(\( P, CST, O \))**

*Input: \( P, CST, O \)*

*Output: \( P_o, T_o, T_n \)*

1. \( P_o \leftarrow \emptyset; T_o \leftarrow \emptyset; T_n \leftarrow \emptyset; \)
2. \( u \leftarrow \text{get next vertex to be mapped in } O; \)
   
   /* Line 3-4: Generate \( P_o \) and \( T_o \) */
3. \( \forall \left| P_o \right| < N_o \) do
   
   4. \( p_i \leftarrow P_o.pop(); \)
   5. \( C(u) \leftarrow \text{get u's candidates from } CST \text{ based on } p_i; \)
   6. if \( |P_o| + |C(u)| > N_o \) then break;
   7. foreach \( v \in C(u) \) pipeline do
      
      8. \( P_o.push(p_i \times \{v\}); \)
      9. \( T_o.push((v, p_i)); \)
   
   /* Line 10-12: Generate \( T_n \) */
10. while \( u \) non-tree neighbor \( v_n \) do
11.    \( p_o \in P_o \) pipeline do
12.       \( T_n.push(M_{p_o}(u), M_{p_o}(v_n), \text{ the index of } p_o); \)
13. return \( P_o, T_o, T_n \)

**Generator.** \textit{Generator} is used to expand partial results and generate visited validation tasks \( T_v \) and edge validation tasks \( T_n \). Algorithm 5 shows the workflow of \textit{Generator}. At first, we expand partial results and generate visited validation tasks \( T_v \) (Line [5][9]). This procedure can be fully pipelined. Limited by on-chip resources, we control the maximum number of newly expanded partial results each round, denoted as \( N_o \) (Line 6). We will discuss how to pick the value of \( N_o \) in detail in Section VI-B. Then we generate edge validation tasks \( T_n \) (Line 10-12). The inner loop of \( T_n \) generation procedure is fully pipelined (Line 11-12). We have specific one visited validation task \( t_o \) for each new partial result \( p_o \), while the number of edge validation tasks \( t_n \) is determined by the query structure and matching order. One precondition to pipeline a loop is that the cycles of loop body are fixed. So we have to separate \( T_n \) generation procedure from two other steps. The outer loop of \( T_n \) generation procedure (Line 10) cannot be pipelined for the same reason.

**Algorithm 6: VisitedValidator(\( T_v \))**

*Input: \( T_v \) *

*Output: \( B_v \) *

1. \( B_v \leftarrow \emptyset; \)
2. foreach \( (v, p_v) \in T_v \) pipeline do
   
   3. \( b \leftarrow 1; \)
   4. foreach \( v' \) in \( p_v \) parallel do
      
      5. if \( v' = v \) then \( b \leftarrow b - 1; \)
   6. \( B_v.push(b); \)
7. return \( B_v \)

**Visited Validator.** As shown in Algorithm 6, \textit{Visited Validator} is used to validate if the new mapped candidate \( v \) is visited before comparing \( v \) with every vertex in \( p_i \) (Line [4][5]). We use the array partition mechanism in FPGAs, i.e., partitioning an array into individual elements, to effectively increases the amount of read and write ports for the storage. The mechanism offers the possibility to compare \( v \) with every element of \( p_o \) in parallel. Each \( p_o \) has two bits to reflect whether it passes visited and edge validation, respectively. If \( v \) has been visited, this bit is set to zero (Line 6). This module can be pipelined completely.

**Algorithm 7: EdgeValidator(CST, \( T_n \))**

*Input: CST, \( T_n \) *

*Output: \( B_n \) *

1. \( B_n \leftarrow \emptyset; \)
2. for \( (v, v_n) \in T_n \) pipeline do
3.   if \( (v, v_n) \) exists in CST then \( b \leftarrow 1; \)
4.   else \( b \leftarrow 0; \)
5.   \( B_n.set(i, b); \)
6. return \( B_n \)

**Edge Validator.** As shown in Algorithm 7, \textit{Edge Validator} checks whether the new mapped candidate \( v \) is adjacent to all \( v_n \), the mappings of \( u \)’s non-tree neighbors. It checks edge existence in \( CST \) (Line 3) by comparing \( v_n \) with all non-tree candidate neighbors of \( v \). Here we also adopts the array partition mechanism that edge existence can be completed in \( O(1) \). However, this mechanism costs much more on-chip resources, which limits the maximum number of access ports of an array, denoted as \( Port_{max} \). Thus we partition \( CST \) if \( D_{CST} \) exceeds \( Port_{max} \). If there is no edge between \( v \) and \( v_n \), the edge bit is set to zero (Line 4). It should be noted that each \( p_o \) may have more than one \( t_n \), any of them failed will lead to an invalid \( p_o \). The \textit{Edge Validator} module can also be pipelined completely.

**Algorithm 8: Synchronizer(M, \( P, P_o, B_v, B_n \))**

*Input: M, \( P, P_o, B_v, B_n \) *

1. for \( p_o \in P_o \) pipeline do
2.   \( b_n \leftarrow B_v.pop(); b_n \leftarrow B_v.pop(); \)
3.   if \( b_n = 1 \) and \( b_o = 1 \) then
4.     if \( |p_o| = |O| \) then \( M.push(p_o); \)
5.     else \( P.push(p_o); \)
6. Synchronizer.** As shown in Algorithm 8, \textit{Synchronizer} is designed to collect partial results. For each \( p_o \), it first fetches its two validation bits from \( B_v \) and \( B_n \) (Line 2). If any bit is zero, this \( p_o \) will be discarded (Line 3). Then it compares \( |p_o| \) and \( |O| \) to check whether it is a complete result (Line 4). The complete result is reported and stored into \( M \) while the partial result is stored back into \( P \).

**Example 5.** Suppose that we have \( CST \) in Fig. 2(b), \( O = \{v_0, v_1, v_2, v_3\} \) and \( P = \{\{v_1, v_3\}, \{v_1, v_5\}\} \). The \textit{Generator} first expand partial results in \( P \) to get \( P_o = \{\{v_1, v_3, v_6\}, \{v_1, v_3, v_8\}, \{v_1, v_5, v_6\}, \{v_1, v_5, v_8\}\} \) and generate \( T_v = \{\{v_3, 0\}, \{v_8, 0\}, \{v_6, 1\}, \{v_8, 1\}\} \) and \( T_n = \{v_3, v_6, 0\}, (v_3, v_8, 1), (v_5, v_6, 2), (v_5, v_8, 3)\) are generated. Then \textit{Visited Validator} and \textit{Edge Validator} processes \( T_v \) and \( T_n \), respectively. We get \( B_v = \{1, 0, 0, 1\} \) and \( B_n = \{1, 0, 0, 1\} \). Finally, \textit{Synchronizer} pushes valid partial results \( \{\{v_1, v_3, v_6\}, \{v_1, v_5, v_8\}\} \) into \( P \).
B. Cycle Analysis and Buffer Design

In this subsection, we first discuss how to pick the value of the maximum number of newly expanded partial results each round, denoted as \( N_o \). Then our BRAM-only intermediate results buffer is introduced, which completely avoids the intermediate data transfer between BRAM and DRAM.

Based on Algorithm 5, we use \( L_1 - L_6 \) to denote the average cycles for the following six procedures: (1) read from intermediate results buffer \( \mathcal{P} \); (2) generate a new partial result \( p_o \) and its visited validation task \( t_v \); (3) process \( t_v \); (4) collect \( p_o \); (5) generate an edge validation task \( t_n \); (6) process \( t_n \). We use \( m \) to denote the number of \( t_n \) for \( p_o \). So the total cycles of a partial result from being expanded to finally collected are \(( L_1 + L_2 + L_3 + L_4 + n \times ( L_5 + L_6) \).

Suppose in the whole search space, the total number of \( p_o \) and \( t_n \) is \( N \) and \( M \), respectively. To simplify the equations, we denote \( \sum_{j=1}^{4} L_i \) as \( L_f \) and \( \sum_{j=5}^{6} L_i \) as \( L_i \). So without any pipelining optimization, the total cycles \( L_{\text{serial}} \) to process the whole search space is:

\[
L_{\text{serial}} = N \times L_f + M \times L_i \tag{1}
\]

In FAST, the six procedures can be pipelined completely and we process \( N_o \) partial results each round. It means each round the serial algorithm needs \( L_2 + N_o \) cycles to process the second procedure while FAST needs \( L_2 + N_o + 1 \) cycles. So the total cycles \( L_{\text{basic}} \) is:

\[
L_{\text{basic}} \approx N \times L_f + M \times L_i + 4N + 2M \tag{2}
\]

As shown in Equation 1, a small \( N_o \) decreases the performance. However, it leads to over-consumption of on-chip resources when \( N_o \) is too large. Thus we ensure \( N_o >> \frac{N \times L_f + M \times L_i}{4N + 2M} \) and the specific value of \( N_o \) should be carefully chosen based on different FPAGs (our configuration is given in Section VII). It should be noted that for a partial result, if its candidates are too many, i.e., \(|C(u)| > N_o \), we will generate \( N_o \) partial results by mapping \( N_o \) candidates in \( C(u) \). The rest candidates will be mapped later.

It is expensive to transfer partial results between BRAM and DRAM. So we develop a strategy to avoid the overflow of the intermediate results buffer \( \mathcal{P} \). We use \( p^n \) to denote a partial result that maps \( n \) query vertices. We observe that a \( p^{|V(q)|} \) is a complete result and will not be pushed back into \( \mathcal{P} \). Therefore, each round we expand \( p^n \) with the maximum \( n \) in \( \mathcal{P} \) so that these partial results can be expanded to complete ones as soon as possible. As a result, for any \( n \in [1, |V(q)| - 1] \), our strategy guarantees the number of \( p^n \) does not exceed \( N_o \).

Finally, we allocate \((|V(q)| - 1) \times N_o \) space for \( \mathcal{P} \) on BRAM, which prevents the overflow of \( \mathcal{P} \).

C. Optimization with Task Parallelism

As shown in Fig. 5(a) in our basic pipeline design, modules are executed in serial. The number of access ports to ordinary memory area on BRAM is limited, so two modules cannot access the same memory simultaneously. As a result, \( \text{Visited Validator} \) and \( \text{Edge Validator} \) cannot start until all \( t_v \) and \( t_n \) are generated. \( \text{Synchronizer} \) will be idle before all validation tasks are finished. Therefore, as illustrated in Fig. 5(b) we utilize task parallelism mechanism on FPGA to allow modules being executed in parallel.

In contrast to loop parallelism, when task parallelism is deployed, different execution modules are allowed to operate simultaneously. The task parallelism is achieved by taking advantage of extra buffering introduced between the modules. The buffer is implemented by FIFOs (First in, First out) on FPGA. The output of each module will be streamed into the buffer, and the next module processes the data as long as the buffer is not empty.

As shown in Algorithm 5, once \( t_v \) is generated (Line 9), it is streamed to the FIFOs, and \( \text{Visited Validator} \) starts to work. Similarly, once \( t_n \) is generated (Line 12), it is streamed to the FIFOs, and \( \text{Edge Validator} \) starts its process. The \( p_o \) will be collected by \( \text{Synchronizer} \) as soon as its two validation bits are ready. Compared with the basic version, more than one module can work simultaneously.

Consider the total cycles of this task parallelism version, denoted as \( L_{\text{task}} \). In this optimized design, the first loop of \( \text{Generator} \) (Line 3) and \( \text{Visited Validator} \) (Algorithm 5) execute in parallel. And the second loop of \( \text{Generator} \) (Line 10) and \( \text{Edge Validator} \) (Algorithm 7) and \( \text{Synchronizer} \) (Algorithm 8) execute concurrently.

To simplify the equation, suppose we have pick an appropriate \( N_o \). Then we have:

\[
L_{\text{task}} \approx 2N + \max(N, M) \tag{3}
\]

Compared with Equation 2, this optimization can achieve up to 50% performance improvement in theory.
D. Optimization for Generator

As shown in Fig. 5[b] in our task parallelism version, \( t_n \) generation procedure has to wait until \( t_v \) generation procedure finishes, which decreases the overall throughput. Synchronizer also waits for the output of Edge Validator, although all visited bits of \( p_o \) are ready. Therefore, we carry out optimizations on Generator module.

Generator module is split into \( t_v \) Generator and \( t_n \) Generator. Once a new \( p_o \) is generated, it will be copied so that the source and the copy of \( p_o \) can be streamed into different FIFOs of two generators separately. Both \( t_v \) Generator and \( t_n \) Generator can start to work while Synchronizer starts to collect partial results at the same time. This optimization is achieved by copying data and using more on-chip resources (e.g., FIFOs). Thanks to the loop parallelism characteristic of FPGA, the cost of copy of \( p_o \) does not decrease the performance. And we analyze the total cycles of this optimized version \( L_{sep} \). All modules execute concurrently. As a result, the minimum cycles we can achieve is as follows:

\[
L_{sep} \approx N + \max(N, M) \tag{4}
\]

Compared with equation 3, this optimization can achieve at most 33\% performance improvement theoretically.

VII. EXPERIMENTS

We present the results of our performance studies in this section. We first introduce the experimental setup of the experiments. Then, we investigate the necessity of CST partition and evaluate the effectiveness of our software and hardware optimizations, followed by the comparison with the state-of-the-art algorithms. We also evaluate our algorithm on a billion-scale graph to test the scalability.

Algorithms. We compare two state-of-the-art GPU-based solutions: GSI [38] and GpSM [34]. According to the latest survey [32], we compare other three state-of-the-art CPU-based algorithms: CFL [13], DAF [17], CECI [12] and five versions of our algorithm:

- **FAST-DRAM**: the algorithm fetches data from DRAM without any other optimizations.
- **FAST-BASIC**: the algorithm fetches data from on-chip memory without any other optimizations (Section VI-A).
- **FAST-TASK**: FAST-BASIC algorithm boosted by the task parallelism optimization (Section VI-C).
- **FAST-SEP**: FAST-BASIC algorithm boosted by the both task parallelism and task generator separation optimization (Section VI-D).
- **FAST-SHARE**: FAST-SEP algorithm where the host side, i.e. CPU, shares some matching tasks (Section VII-C).

Among the five versions, we choose FAST-SHARE as the final version of our algorithm, denoted as FAST. The parallel version of DAF and CECI are also evaluated, denoted as DAF-8 and CECI-8 respectively, which run on 8 CPU threads. For all other algorithms, we use only one CPU thread.

Setup. We implement FAST in C++ on an Alveo U200 Data Center Accelerator Card, equipped with 64GB off-chip DRAM, 35MB on-chip BRAM, and communicates with the host through PCIe gen3 \( \times 16 \). It runs at 300 MHz on the FPGA card. All experiments are conducted on a machine equipped with an 8-core Intel Xeon E5-2620 v4 CPU (2.1GHz), 250G host memory, NVIDIA Tesla V100 (5120 streaming processors, 16GB global memory), running Ubuntu 16.04.

| Name | \( |V_G| \) | \( |E_G| \) | \( d_G \) | \( L_G \) | # Labels |
|------|------|------|-----|------|--------|
| DG01 | 3.18M | 17.24M | 10.84 | 464,368 | 11      |
| DG03 | 9.28M | 52.65M | 11.34 | 1,346,287 | 11      |
| DG10 | 29.99M | 176.48M | 11.77 | 4,282,812 | 11      |
| DG60 | 187.11M | 1.25B | 13.33 | 26,639,563 | 11      |

Datasets. The datasets commonly used in previous works [13], [17], [18], [28] are composed of small-scale data graphs (e.g., Yeast with 3.11K vertices and 12.51K edges) and large queries (e.g., 200 vertices), whereas the data graphs are usually very large and the queries are relatively small in real-world workloads nowadays. Therefore, we adopt the LDBC social network benchmarking (LDBC-SNB) [7] in our experiment to simulate real-world workloads. The LDBC-SNB benchmark serves as an industry-standard benchmarking and provides a data generator that generates a synthetic social network together with a set of benchmarking tasks, in which many tasks are subgraph matchings.

We list the datasets and their statistics in Table III. These datasets are generated simulating a real social network akin to Facebook with a duration of 3 years. The dataset’s name, denoted as DG\( x \), represents a scale factor of \( x \).

![Fig. 6. The Queries](image)

Queries. We use the queries in [23], as shown in Fig. 6. The queries are selected from the LDBC-SNB’s complex tasks with some adoptions, including only keeping the node types as labels and removing multi-hop edges in order to conform with the subgraph matching problem studied in this paper.

Metrics. To evaluate an algorithm, we measure the execution time in milliseconds. We set a time limit of 3 hours for each query. Each query is run three times and the average time is reported. We denote the execution time of queries with timeout as ‘INF’ and queries running out of memory as ‘OOM’.

A. The Necessity of CST Partition

We partition CST in order to store it in BRAM instead of DRAM on FPGA because of the much higher read latency of DRAM. On the other hand, the random read of CST leads to the impossibility to prefetch the data from DRAM into
BRAM. We compare the elapsed time of FAST-DRAM and FAST-BASIC to verify the necessity of CST partition.

As shown in Fig. 7, the results indicate that FAST-BASIC outperforms FAST-DRAM for all the queries in both DG03 and DG10. Despite the initial overhead to fetch data from DRAM to BRAM, FAST-BASIC achieves about 5.0x speedup compared with FAST-DRAM on average. The speedup is close to the ratio of the read latency. Moreover, it is confirmed by the growing speedup (4.50x for DG01, 5.18x for DG03, and 5.93x for DG10) that the initial transmission overhead has a decreasing impact on the overall performance for a larger graph. These results show the necessity to partition CST structure to avoid direct data access to DRAM.

We have added the k-Determination experiment as illustrated in Fig. 8 to evaluate the impact of partition factor $k$. Besides our greedy strategy, we test FAST with fixed $k \in \{2, 4, 6, 8, 10\}$. The average number of CST and the average partition time are reported. It can be seen that our greedy approach does achieve the least number of CST and least time cost to partition CST. The acceleration is not particularly sensitive to $k$ when $k$ is small (e.g. $k \leq 10$). The choice of $k$ do make impact on the partition time, but when $k$ is small, the partition time of CPU is overlapped well with the time of computing matchings on FPGA (the more time-consuming process). When $k$ is large, the partition time can potentially increase rapidly and hence harm the acceleration. However, our greedy strategy can select a good $k$ to reduce the time for partitioning and the final number of CST partitions, so it can make less impact on the whole subgraph matching process.

Fig. 7. Elapsed time of FAST-DRAM and FAST-BASIC for DG10

Fig. 8. The average number of CST and average partition time varying $k$

We use $S_{CST}$ and $S_{G}$ to denote the size of all CST partitions and data graph, respectively. Fig. 9 illustrates the number of CST partitions and $\frac{S_{CST}}{S_{G}}$. As expected, the number of CST partitions increases for larger data graphs. And $\frac{S_{CST}}{S_{G}}$ keeps stable for most queries while the data graph grows ($\frac{S_{CST}}{S_{G}} < 60\%$ for all queries). The rapid growth of $\frac{S_{CST}}{S_{G}}$ in $q_7$ from DG03 to DG10 is due to the rapid increase in the number of embeddings.

Moreover, we evaluate the partition time with respect to the embeddings as the data graph grows. The results are shown in Fig. 10. The average partition time increases only slightly as data graph grows ($1.09 \times 10^{-9}, 1.15 \times 10^{-9}, 2.11 \times 10^{-9}$, and $2.15 \times 10^{-9}$ seconds per embedding for DG01, DG03, DG10 and DG60, respectively), while the sizes of data graph increase a lot (the numbers of edges are 17.24M, 52.65M, 176.48M and 1.25B for DG01, DG03, DG10 and DG60, respectively). The results of memory cost and time cost proves the scalability of our partition mechanism when the data graph grows.

Fig. 9. The number and total size of partitioned CST

Fig. 10. The partition time per embedding

B. Evaluating Optimization Techniques

In this section, we test the four versions of our algorithm: FAST-BASIC, FAST-TASK, FAST-SEP and FAST-SHARE to evaluate the effectiveness of our software and hardware optimizations.

Effectiveness of Task Parallelism. FAST-BASIC only adopts the loop pipeline mechanism of FPGA, while FAST-TASK introduces task parallelism so that full execution modules are allowed to operate in parallel. From the acceleration ratio in Fig. 11, we can see that the task parallel optimization
achieves up to 50% improvement (e.g. $q_8$). The theoretical improvement of task parallelism is discussed in Section VI-C.

From Equation 2 and Equation 3, we can see that the task parallelism optimization achieves better performance for dense queries whose $M$ is larger than $N$. The acceleration ratio of $q_3$ is much lower than other queries because of its much higher $\frac{N}{M}$ (about 2 for $q_3$ and close to or lower than 1 for other queries).

![Graph showing Elapsed Time for DG10](image)

**Effectiveness of Task Generator Separation.** The task parallelism allows all modules to execute concurrently. However, it is limited by the first module *Generator* to generate two kinds of tasks in parallel so that the following modules can start to work at the same time. *FAST-SEP* solves this problem by using more on-chip resources and duplicating data. Compared with the average elapsed time of *FAST-TASK*, *FAST-SEP* achieves about 30% – 40% improvements (e.g. $q_8$). The effectiveness of Task Generator Separation is consistent with our cycle analysis in Equation 2 and Equation 3. Moreover, when $\frac{N}{M} > 1$, Task Generator Separation achieves the best improvements.

![Graph showing Average Acceleration Ratio varying $\delta$](image)

**Effectiveness of Software Scheduler.** After partitioning CST, CPU becomes idle, which can be utilized to share some matching tasks. We propose a workload estimation method of CST and restrict the proportion of the total workload of matching tasks assigned to CPU from exceeding a threshold $\delta$. We evaluate the effectiveness of software scheduler by varying $\delta$. The results in Fig. 13 indicate that this optimization achieves biggest improvements when $\delta = 0.1$ (e.g. 20% for DG01). The reason that this optimization achieves more than 10% improvements ($\delta = 0.1$ which means the host side shares about 10% matching tasks) is as follows: Considering CST that can not be fully offloaded into BRAM, in *FAST-SEP*, we have to partition it until it meets the size constraints; in *FAST-SHARE*, we may directly assign it to CPU, reducing the cost of partitioning. Moreover, it can be seen from the figure that the CPU becomes the bottleneck when $\delta > 0.15$.

**C. Comparing with Existing Algorithms**

We then evaluate FAST against the existing algorithms, GSI [38], GpSM [34], CFL [13], DAF [17] and CECI [12]. All the source code comes from the original authors and is also implemented in C++. Fig 14 shows the experimental results. Each query show similar trend in different data graphs, so we only demonstrate the results of five queries for each data graph due to the space limit. FAST outperforms all other algorithms for all the queries and achieves 24.6x average speedup. Specifically, FAST outperforms GSI by up to 36.6x ($q_6$ in DG01), outperforms GpSM by up to 38.0x ($q_3$ in DG01), outperforms CFL by up to 191.0x ($q_8$ in DG10), outperforms DAF by up to 462.0x ($q_8$ in DG01) and outperforms CECI by up to 150.0x ($q_8$ in DG10).

We noticed that the GPU-based solutions do not show better performance over CPU-based algorithms for some queries. More critically, both GSI and GpSM are only able to handle the graphs that can be fit into the GPU memory. So they both fail to solve all the queries. The reason why GSI has a higher memory cost is that GSI pre-allocates enough memory space instead of joining twice like GpSM to avoid the conflicts when each processor writes results to memory in parallel.

Both DAF and CECI adopt the intersection-based method which makes them performs better than edge verification method CFL-Match in most cases. Although FAST adopts the edge verification method, it can finish edge verification in one cycle thanks to our pipelining design on FPGA, which makes its cost even less than the intersection-based method on CPU.

Another trend in Fig. 14 is that as data size grows, the acceleration ratio of FAST compared with other three CPU-based algorithms also increases, e.g., for $q_3$, the average rate is 26.0x, 33.0x and 59.0x and for $q_8$, the average acceleration rate is 59.0x, 86.0x and 121.0x in DG01, DG03 and DG10, respectively. It is because the cost of edge verification in FAST remains one cycle while the cost in each recursive call grows in other three CPU-based algorithms as the data size grows.

For full comparison, the parallel version DAF-8 and CECI-8 are also evaluated. However, DAF-8 encounters out of memory error when processing DG03 and DG10. So we only present the results of CECI-8 in Fig. 14. The average acceleration rate of FAST compared with CECI-8 is 5.79x, 8.51x and 9.31x in DG01, DG03 and DG10, respectively.

To evaluate the impact of matching orders, we test FAST with the following orders: (1) CFL’s order; (2) DAF’s order; (3) CECI’s order; (4) all other random connected orders. The results are illustrated in Fig. 15 for each query, we extract the minimum, average and maximum elapsed time denoted as BEST, AVG and WORST orders, respectively. It can be seen from the figure that the average elapsed time of FAST with CFL’s, DAF’s and CECI’s orders is very close to each other. The FAST with WORST matching order can still outperform CFL, CECI and DAF (by 9.6x, 11.1x and 36.3x, respectively) which further proves the effectiveness of our CPU-FPGA co-designed framework.

**D. Scalability Testing**

In this subsection, we evaluate the scalability of our FAST algorithm by using a billion-scale graph DG60. **Varying scale factor.** We run all algorithms on the DG01, DG03, DG10 and DG60. All the other three algorithms fail
Fig. 14. Elapsed time of CFL-Match, CECI, DAF and FAST
to finish a single query for the DG60. CECI has a segment fault during execution. CFL-Match uses an adjacency matrix representation of the data graph to overcome the overhead of edge verification, resulted in out of memory errors for large graphs like DG60. As for DAF, it encounters overflow errors during execution. The problem is caused by the much fewer labels of the LDBC datasets (i.e., 11 labels) which makes the search space larger. FAST completes all queries successfully. The experimental result of FAST is illustrated in Fig. 16. The elapsed time increases linearly with respect to the number of embeddings as the scale factor of $x$ for DG $x$ grows.

Varying $|E(G)|$. We keep all vertices and sample 20%, 40%, 60%, and 80% edges of DG60 uniformly to further test the scalability of FAST. Fig. 17 indicates that the average elapsed time per embedding has no apparent changing as $|E(G)|$ increases, which verifies the scalability of FAST. The reasons for high elapsed time per embedding for $q_6$, $q_8$, and $q_9$ in the 20% sample are as follows: (1) The number of embeddings is very small for these queries, e.g., 12 for $q_6$ and 36 for $q_8$. (2) The cost of data transfer and index construction affects overall performance more apparently, when $E(G)$ is small.

E. Discussion

FAST algorithm can be easily extended to multi-FPGA environments. Each CST structure is an independent and complete search space. Combined with our workload estimation method, the CPU can assign the CST structure to the FPGA with the minimum total workload and collect final results after all the FPGAs complete their tasks. One interesting future work is to combine FAST in the distributed environment to accelerate distributed subgraph matching.

VIII. Conclusion

In this paper, we present the first CPU-FPGA co-designed framework to accelerate subgraph matching. Our BRAM-only matching process significantly reduces the costly data transfer between BRAM and DRAM on FPGAs. Moreover, with the workload estimation method of CST, our framework can be potentially extended to multi-FPGA environments. The experimental results demonstrate that our framework significantly outperforms the state-of-the-art algorithms. In the future, we will investigate integrating FAST into graph database systems and RDF engines to accelerate subgraph queries.
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