In collaborative intelligence applications, part of a deep neural network (DNN) is deployed on a relatively low-complexity device such as a mobile phone or edge device, and the remainder of the DNN is processed where more computing resources are available, such as in the cloud. This paper presents a novel lightweight compression technique designed specifically to code the activations of a split DNN layer, while having a low complexity suitable for edge devices and not requiring any retraining. We also present a modified entropy-constrained quantizer design algorithm optimized for clipped activations. When applied to popular object-detection and classification DNNs, we were able to compress the 32-bit floating point activations down to 0.6 to 0.8 bits, while keeping the loss in accuracy to less than 1%. When compared to HEVC, we found that the lightweight codec consistently provided better inference accuracy, by up to 1.3%. The performance and simplicity of this lightweight compression technique makes it an attractive option for coding a layer’s activations in split neural networks for edge/cloud applications.

Index Terms— Deep learning, collaborative intelligence, neural network compression, quantization

1. INTRODUCTION

With recent advances in machine learning and their efficient implementations, we are beginning to see an increasingly widespread use of deep neural networks (DNNs) on small or lightweight platforms such as mobile devices, edge computing systems, and embedded platforms [1–3]. For DNNs that are too large or complex to realize entirely within a mobile or edge device, a collaborative intelligence [4] approach can be used to split the DNN between the device and the cloud. The data output at the split location is signaled to the remainder of the DNN on the cloud. Determining the ideal place to split the network can depend upon both the application and the size of the activations or feature tensors that need to be signaled [5].

The feature tensors inside a DNN may be greatly expanded in terms of size and redundancy as compared to the data originally input to the network. Therefore, data reduction or compression methods are needed in order to reduce the bandwidth of the data to be transferred.

Existing approaches to reducing the data bandwidth between layers typically include quantization, data reorganization, pruning, and sometimes the addition of small neural networks to reduce the feature tensor dimensions. Quantization within DNNs is currently a very active area of research, not only for collaborative intelligence, but also for reducing overall complexity and memory requirements. In [6], ResNet-34 was modified to have more filters in each layer, and the weights and activations were quantized to 2 and 4 bits, respectively, while maintaining the accuracy of the unmodified network. In [7], weights, activations, and some of the gradient and back-propagation computations were quantized to 8 bits, along with a scaling modification made to batch normalization. In [8], networks were trained with weights and activations quantized to two bits. Binary neural networks [9,10] use only one-bit weights and activations during inference. For collaborative intelligence applications, a convolutional layer can be inserted after the split layer to significantly reduce the dimensions of the feature tensor, followed by 8-bit quantization [4]. These methods, however, require end-to-end (re)training to obtain the final network weights and parameters. Given the complexity of the training process and availability of pre-trained floating-point weights for state of the art DNNs, methods for post-training quantization have been of great interest as well. Several post-training quantization techniques [11–14] reduce the losses caused by quantization while quantizing weights and/or activations down to between 4 (or an average of 4) and 8 bits, and sometimes lower. Another method to reduce the data size is to compress tiled picture(s) of the activation tensors at the split layer using conventional image or video codecs [4,17,18].

In this paper, we present a lightweight compression method that is well-suited for coding the output of a split DNN in edge-based devices. This method uses simple and very coarse scalar quantization along with clipping, binarization, and entropy coding to compress the activations. No retraining of network weights is needed. It is also capable of coding to a wide range of bit-rates. We also present comparisons to compression using the HEVC screen content coding extension [15], by tiling the activation channels into pictures as was done in [16].

In Section 2, we present the lightweight codec along with an examination of the effects of clipping. Section 3 presents experimental results, followed by conclusions in Section 4.

2. LIGHTWEIGHT COMPRESSION OF TENSORS

Fig. 1 illustrates how the lightweight compression method can be used in a collaborative intelligence application. Layers in a DNN include operations such as convolutions, batch normalization operations, and activation functions. If the first several layers of a DNN are performed for example on a mobile or edge device, we would like to compress the outputs of the activation functions (feature tensors) for transmission to the platform that is performing the remaining layers of the DNN. Because the compression will be performed on an edge device, we would like to keep the complexity of the compression method relatively low, while not significantly compromising the accuracy of the DNN model. For the lightweight compression presented here, we rely on relatively simple operations such as clipping and very coarse scalar quantization to a few representative values. To further compress the data, we convert the quantized symbols to a binarized representation for passing to an entropy coder. The compressed bitstream is sent to the cloud or another computing platform, where it is decoded and converted to a reconstructed feature tensor, which is then processed by the remaining layers of the DNN. The
net effect of this process on the DNN computations is that the output of one layer is clipped and quantized; namely the layer that will be transmitted.

For post-training quantization of activations for applications such as object detection and classification, it is well known that uniformly quantizing 32-bit floating point activation values to 8 bits generates a small or negligible reduction in the network’s accuracy [20]. This behavior also holds true for collaborative intelligence applications with quantization applied to where the network is split. The network’s performance degrades significantly, however, when quantizing without refinements to 4 or fewer bits. For example, the Top-1 classification accuracy of ResNet-50 [21] on the ImageNet ILSVRC2012 [22] validation data set is 75.8%, but if we cut the network at the output of layer 21 and uniformly quantize each activation value to 8 levels (3 bits), then the accuracy becomes 59.7%; a drop of 16.1%. By clipping the tensor elements prior to quantization, it is possible to eliminate this loss, without requiring any retraining of the DNN’s weights. In this section, we first examine the effects of clipping, and then we present the lightweight compression technique which makes use of an entropy-constrained quantizer design process tailored for clipped activations.

2.1. Effects of clipping

Fig. 2 shows the effects that clipping and coarse quantization have on the mean Average Precision (mAP) of the YOLOv3 object detection network when run on the COCO 2017 [24] validation data set (IoU = 0.5). Here, the activations at the output of layer 12 are clipped (clamped) to be between $c_{\text{min}} = 0.0$ and $c_{\text{max}}$. Each clipped activation value, denoted as $x_{\text{clip}}$, is processed by an $N$-level quantizer as follows:

$$Q(x_{\text{clip}}) = \text{round} \left( \frac{x_{\text{clip}} - c_{\text{min}}}{c_{\text{max}} - c_{\text{min}}} \cdot (N - 1) \right),$$

where round(·) rounds away from zero for halfway cases. Note that unlike related literature that focuses on reduced bit-depth architectures, our $N$ does not need to be a power of two, as the purpose of quantization is for compression and subsequent transmission or storage in a bit-stream. The mean-square quantization error (MSQE) computed between an unmodified activation $x$ and the inverse-quantized activation is also shown in Fig. 2.

For 3-bit quantization, i.e., 8-level quantization, peak performance is achieved over a range of $c_{\text{max}}$ values between roughly 3.0 and 5.0. The performance degrades when clipping extends further. As the number of quantization levels is decreased, the optimal $c_{\text{max}}$ decreases, as does the range of $c_{\text{max}}$ values that achieves peak performance. With 1-bit (2-level) quantization, the optimal range is quite narrow. When the quantization is not extremely coarse, e.g. 8-level (3-bit) or higher, the minimum MSQE generally coincides with the peak mAP performance. Earlier works, e.g. [12, 13] have leveraged this behavior to model the quantization error in order to select the optimal clipping range for all activations in a DNN. However, it is evident from these prior works that deviations from the models occur with extremely coarse quantization, e.g. 2-bit (4-level) and below, and when the distributions of the activations are non-Gaussian. We can see in Fig. 2 that the optimal $c_{\text{max}}$ for 1-bit quantization is approximately 2.0, whereas the minimum MSQE occurs near $c_{\text{max}} = 1.75$. Thus, choosing $c_{\text{max}}$ based on minimizing MSQE can result in a potential loss in mAP of several percent when $N$ is small. For the experiments presented later in this paper, we empirically select the clipping ranges in order to determine the best achievable network accuracy when compression is used.

2.2. Modified entropy-constrained quantization for clipped activations

Although a uniform quantizer is simple, it is not optimal for signals that are not uniformly distributed. Moreover, because there is a trade-off between network accuracy and bit-rate when compressing activations, we would like be able to compress the tensors over a range of rates or file sizes. Entropy-constrained quantization and rate-distortion optimization are well-known methods for compressing data subject to minimizing a Lagrangian cost function $J = D + \lambda R$, where $D$ is a distortion metric, $R$ is a rate or size of the representation, and $\lambda$ is a scalar. Thus, we can easily obtain optimal quantizers in the mean-squared sense over a range of rates by using an entropy-constrained design process. However, we showed earlier that the accuracy of a DNN is quite sensitive to the clipping range of a layer’s activation when quantized to a very low number of levels. The representative level for each bin of an $\ell^2$ norm optimized quantizer corresponds to the centroid of the data quantized to that bin. For example, suppose a one-bit quantizer divides $[0, 2.0]$ into two bins, $[0.0, 1.0]$ and $[1.0, 2.0]$, and the representative values are 0.3 and 1.5, respectively. If a layer’s activations are clipped to $[0.0, 2.0]$, quantized, and transmitted, then the receiver would reconstruct data having only the values $\{0.3, 1.5\}$, which span a range much smaller than the initial clipping range of $[0.0, 2.0]$. To address this problem, we present a modified entropy-constrained quantizer design process to pin the reconstruction levels of the outermost bins to $c_{\text{min}}$ and

Fig. 1. Lightweight compression system overview

Fig. 2. Effects of clipping layer 12 activations in YOLOv3
Algorithm 1 Conventional entropy-constrained quantizer design process

Input: Training samples
\[ x \in \{x_m, m = 0, 1, \ldots, M - 1 \} \]
Number of quantizer bins \( N \)
Lagrange multiplier \( \lambda \)

Output: Quantizer representative levels
\[ \hat{x}_n, n \in \{0, 1, \ldots, N - 1 \} \]
Quantizer decision thresholds
\[ t_n, n \in \{1, 2, \ldots, N - 1 \} \]

1: Initialize the representative levels \( \hat{x}_n \) and probabilities \( p_n \) for each bin, for \( n \in \{0, 1, \ldots, N-1\} \)
2: Assign each training sample \( x_m, m \in \{0, 1, \ldots, M - 1\} \) to quantizer bin \( n \) having representative value \( \hat{x}_n \) such that the Lagrangian rate-distortion cost is minimized:
\[ \arg \min_n \left( (x_m - \hat{x}_n)^2 - \lambda \log_2 p_n \right) \]

The subset of samples \( x_m \) assigned to bin \( n \) is denoted as \( B_n \).
3: Update the probabilities \( p_n \) based on the assignment from Step 2 and recompute the representative levels for each bin:
\[ \hat{x}_n = \frac{1}{|B_n|} \sum_{x \in B_n} x, \quad n \in \{0, 1, \ldots, N - 1\} \]

where \( |B_n| \) is the number of samples assigned to bin \( n \).
4: Based on the recomputed representative levels, recompute the Lagrangian cost function, and repeat Steps 2 and 3 until the reduction in the cost function is less than a threshold.
5: Compute \( N - 1 \) quantizer decision thresholds:
\[ t_n = \frac{\hat{x}_n + \hat{x}_{n-1}}{2} + \lambda \frac{\log_2 p_n - \log_2 p_{n-1}}{2(\hat{x}_n - \hat{x}_{n-1})}, \quad n \in \{1, 2, \ldots, N - 1\} \]

Algorithm 2 Modified entropy-constrained quantizer design process for clipped activations

Input: Training samples
\[ x \in \{x_m; m = 0, 1, \ldots, M - 1 \} \]
Number of quantizer bins \( N \)
Codeword lengths \( b_n, n \in \{1, \ldots, N - 1 \} \)
Lagrange multiplier \( \lambda \)
Activation clipping range \([c_{\text{min}}, c_{\text{max}}]\)

Output: Quantizer representative levels
\[ \hat{x}_n, n \in \{0, 1, \ldots, N - 1 \} \]
Quantizer decision thresholds
\[ t_n, n \in \{1, \ldots, N - 1 \} \]

1: Clip (clamp) the training samples \( x \) to be within \([c_{\text{min}}, c_{\text{max}}]\), which is the clipping range applied to the activations.
2: Initialize the representative levels \( \hat{x}_n \) for each bin, for \( n \in \{0, 1, \ldots, N - 1\} \)
3: Assign each training sample \( x_m, m \in \{0, 1, \ldots, M - 1\} \) to quantizer bin \( n \) having representative value \( \hat{x}_n \) such that the Lagrangian rate-distortion cost is minimized:
\[ \arg \min_n \left( (x_m - \hat{x}_n)^2 - \lambda b_n \right) \]

The subset of samples \( x_m \) assigned to bin \( n \) is denoted as \( B_n \).
4: Recompute the representative levels for each bin:
\[ \hat{x}_0 = c_{\text{min}} \]
\[ \hat{x}_{N-1} = c_{\text{max}} \]
\[ \text{if } N > 2 : \]
\[ \hat{x}_n = \frac{1}{|B_n|} \sum_{x \in B_n} x, \quad n \in \{1, \ldots, N - 2\} \]

where \(|B_n|\) is the number of samples assigned to bin \( n \).
5: Based on the recomputed representative levels, recompute the Lagrangian cost function, and repeat Steps 3 and 4 until the reduction in the cost function is less than a threshold.
6: Compute \( N - 1 \) quantizer decision thresholds:
\[ t_n = \frac{\hat{x}_n + \hat{x}_{n-1}}{2} + \lambda \frac{b_n - b_{n-1}}{2(\hat{x}_n - \hat{x}_{n-1})}, \quad n \in \{1, \ldots, N - 1\} \]

2.3. Binarization and entropy coding

After quantizing an activation element, an index associated with the selected representative level is coded and signaled to a bit-stream. For the types of DNNs that we are splitting, the activation values tend to be skewed toward zero, as illustrated by the histogram in Fig. 3 for the unclipped layer-21 activations of ResNet-50 when run over the ImageNet ILSVRC2012 validation data set. Given that we will be able to achieve good performance when quantizing to very few bins, a truncated unary binarization scheme [28] is well suited for this purpose. For example, the bin indices \{0, 1, 2, 3\} of a 2-bit (4-level) quantizer are mapped to the binarized strings \{0, 10, 110, 111\} respectively.

The binarized strings must next be coded to a bit-stream. For this paper, we use Context-based Adaptive Binary Arithmetic Coding (CABAC) [28], similar to that used in H.264/AVC and HEVC. One context is used for each bit position for the binarized string. For the 2-bit example given in the previous paragraph, three contexts are
We applied our lightweight compression technique to activations output from the split layer of a DNN, for three different inference scenarios: YOLOv3 object detection at layer 12, VGG-16 classification at layer 6, and ResNet-50 classification at layer 21. The dimensions of the activations at these layers were $52 \times 52 \times 256$, $36 \times 36 \times 128$, and $32 \times 32 \times 512$, respectively. Pre-trained network weights were obtained from [29]. The software modified to run the experiments was the Darknet version of [30]. For YOLOv3 with input size $416 \times 416$, mAP (IoU = 0.5) results were obtained using the COCO 2017 validation data set, which includes about 5k images. For VGG-16 and ResNet-50, classification accuracies were obtained using the ImageNet ILSVRC2012 validation data set, which has 50k images. For experiments using entropy-constrained quantization, the quantizer design algorithms were run on activations output when running the first part of the network on 100 images from the data set. After clipping, quantization, and coding to a bit-stream, the activations were decoded in inverse quantized and then passed to the remainder of the neural network. The bit-streams also included side information needed by the decoder, e.g., $c_{\min}, c_{\max}, N$, and some dimensional parameters for object detection, which together comprised 24 bytes for object detection and 12 bytes for classification networks. The clipping thresholds were empirically selected as described in Section 2.1. The size of the compressed data is reported as bits per element, i.e., the size of the bit-stream divided by the number of elements in the activation’s output feature tensor.

The performance when using a uniform quantizer is shown in Tables 1, 2, and 3 for YOLOv3, VGG-16, and ResNet-50, respectively. For YOLOv3, no loss in performance occurred when quantizing all the way down to 16 levels (4-bit quantization). The drop in mAP was less than 1% with a 4-level (2-bit) quantizer. For VGG-16, the clipping ranges were much larger than with the other networks, because VGG-16 does not use batch normalization. The Top-1 accuracy drop with an 8-level (3-bit) quantizer was 0.3% and 1.2% with 7-level quantization. For ResNet-50, the activations could be quantized to 8 levels with no loss, and at 4 levels (2 bits), the Top-1 loss was well below 1%. One-bit quantization was feasible with YOLOv3 and ResNet-50, which yielded 4.8% and 4.9% losses, respectively, with compressed sizes of 0.39 and 0.41 bits per element. We can also see that as the number of quantization levels decreased, generally the optimal clipping range decreased as well, as discussed in Section 2.1.

| Table 1 | Object detection performance for YOLOv3 with uniform quantization and lightweight compression at layer 12 |
|---|---|---|---|---|---|
| quantized (float32) | quantized bins | clip min, max | compressed bits/element | mAP (%) |
| unmodified | 32 | — | — | — | 67.4 |
| with lightweight compression | 4 | 16 | -0.8, 3.5 | 1.94 | 67.4 |
| | 3 | 8 | -1.0, 4.0 | 1.15 | 66.8 |
| | 2 | 4 | -0.1, 2.7 | 0.60 | 66.2 |
| | 1 | 2 | 0.0, 2.0 | 0.39 | 62.6 |

| Table 2 | Classifier performance for VGG-16 with uniform quantization and lightweight compression of layer 6 activations |
|---|---|---|---|---|---|---|
| quantized | quantized bins | clip min, max | compressed bits/element | Top-1 accuracy (%) | Top-5 accuracy (%) |
| unmodified (float32) | 32 | — | — | — | 70.4 | 89.8 |
| with lightweight compression | 4 | 16 | 0, 2600 | 2.33 | 70.2 | 89.7 |
| | 3 | 8 | 0, 2400 | 2.41 | 70.1 | 89.6 |
| | 2 | 4 | 0, 1600 | 1.20 | 66.1 | 87.2 |

| Table 3 | Classifier performance for ResNet-50 with uniform quantization and lightweight compression at layer 21 |
|---|---|---|---|---|---|---|
| quantized | quantized bins | clip min, max | compressed bits/element | Top-1 accuracy (%) | Top-5 accuracy (%) |
| unmodified (float32) | 32 | — | — | — | 75.8 | 92.9 |
| with lightweight compression | 3 | 8 | 0, 1.4 | 1.23 | 75.8 | 92.9 |
| | 7 | 0, 1.2 | 1.22 | 75.7 | 92.9 |
| | 6 | 0, 1.2 | 0.94 | 75.5 | 92.8 |
| | 2 | 4 | 0, 0.10 | 0.86 | 75.2 | 92.7 |
| | 1 | 2 | 0, 0.41 | 70.9 | 90.4 |
activation channels were quantized to 8 bits and mosaicked into an 832\times 832 picture for YOLOv3 and 1024\times 512 for ResNet-50. Given the fineness of the quantizer, clipping was not necessary. The mosaicked activations for the validation set were coded by HEVC-SCC as an all-Intra sequence of monochrome (4:0:0) 8-bit pictures. Even with the improved performance with TS on all block sizes, the lightweight compression outperformed HEVC-SCC by up to 1.3%, depending upon rate. If we compare the operations needed by the lightweight codec to that reported for HEVC [12], we can see that the lightweight codec is well over 90% less complex than HEVC, as we are only performing clipping, scalar quantization, binarization of only a few symbols, and entropy coding.

4. CONCLUSIONS

We presented an efficient post-training lightweight compression method for collaborative intelligence applications, suitable for when an edge device compresses the output of a split DNN and transmits it to the cloud, where the remainder of the DNN is processed. The codec only requires clipping, coarse quantization, binarization, and entropy coding to compress feature tensors, so is well over 90% less complex than existing image or video codecs such as HEVC that are typically used for picture compression. We also presented an entropy-constrained quantizer design process tailored specifically for clipped activations. With this lightweight lossy coding technique, we were able to quantize the 32-bit floating point activations at a split DNN layer to fewer than 2 bits per element and then compress them further to 0.6 to 0.8 bits per element, while keeping the network accuracy loss to less than 1%. When coding the activations using HEVC, we showed that the lightweight codec yielded accuracies of up to 1.3% higher than HEVC, depending upon the rate. The performance and simplicity of this lightweight compression technique makes it an attractive option for coding activations for edge/cloud DNN applications.
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