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ABSTRACT
Augmenting virtual objects into a real scene requires estimating the scene illumination so that the augmented objects can become visually coherent with real objects. We propose an online technique that learns the illumination from image sequences captured by a hand-held device. We approximate the illumination with multiple linear models, and the coefficients and bandwidth parameters of the models are updated progressively in a data-driven way. Our online learning enables us to seamlessly integrate virtual objects into a real scene by rendering the objects with the estimated lights. We demonstrate that our framework can provide a high-quality global illumination result in augmented reality at interactive rates.

INDEX TERMS
Augmented reality rendering, interactive augmented reality, illumination learning.

I. INTRODUCTION
Photorealistic rendering is a necessity to give an immersive experience to users. In augmented reality (AR), such photorealism can be obtained by augmenting virtual objects into a real scene while maintaining consistent lighting for real and virtual objects. However, it requires solving the technical challenge of rendering virtual objects while simulating light interaction between the virtual and real objects. Global illumination algorithms (e.g., path tracing [16]), which can accurately simulate such light interaction, have been well-established in the graphics field. However, a necessary input to these light transport algorithms, i.e., the illumination of a real scene, is typically unknown, and thus it should be estimated for a realistic rendering in AR.

A conventional approach for estimating the scene illumination is to capture incoming light at the place where a virtual object places, using a hardware device (e.g., light probes) [10]. This approach has been widely adopted in offline applications (e.g., movies) as it allows for accurate capturing of incident radiance at a specific point. However, determining the exact locations of virtual objects in advance can be infeasible when objects move, which is typical in interactive scenarios.

A lightweight approach for interactive AR applications is to estimate an environment map from a single image, representing the incident radiance at the locations where virtual objects are placed [21]. For example, one can render a virtual object efficiently using direct lighting with the map. However, its rendering quality can be degraded since a global illumination method requires complete light information that varies spatially.

Simultaneous localization and mapping (SLAM) based methods [26], [30], [37] provided an effective means to capture spatially varying illumination. Specifically, these methods often assumed that surfaces in a real scene have Lambertian reflectance and then estimated outgoing radiance on surfaces from color and depth image sequences captured by an RGBD camera. The SLAM-based techniques allow a global illumination to estimate radiance at an arbitrary point (not a specific point) on real objects thanks to the captured spatially varying illumination. Nevertheless, estimating the scene illumination accurately and producing an interactive AR rendering result remain technical challenges.

This paper proposes a SLAM-based technique that estimates the spatially-varying scene illumination more...
Our technique produces interactive AR rendering results using a global illumination technique that simulates light interreflections between real and virtual objects using the scene illumination estimated by our online learning. The example results are generated using a small number of samples per pixel (spp). We use the Disney BSDF [4] for glossy materials of David and Buddha models (in the left and right figures), a mirror material for Lucy and Sphere models (in the middle and right figures), and a diffuse material for the Bunny (in the right figure).

accurately from RGBD image sequences. As our main technical contribution, we present an online algorithm that learns the scene illumination progressively from a streaming input (RGBD images). Our illumination learning allows augmenting virtual objects seamlessly into a real scene, even when the objects are highly glossy or specular, thanks to our high-quality estimation on the scene illumination, as shown in Fig. 1. Our main contributions are summarized as follows:

- We approximate the scene illumination with multiple linear models, each of which estimates outgoing radiance in a local scene area. The linear models, which approximate the radiance, are created and updated progressively in a data-driven manner, and we perform this online learning at an interactive rate.

- We design an interactive global illumination that effectively renders augmented virtual objects using estimated local models.

We demonstrate that our online learning approximates the scene illumination more accurately and produces higher AR rendering quality than the state-of-the-art methods [22], [30]. Also, our online method provides an interactive visualization of our estimated scene illumination to a user as live feedback and allows a user to efficiently rescan only modified areas when the scene illumination is locally changed.

II. RELATED WORK
Achieving lighting consistency between real and virtual objects in an AR rendering scenario requires estimating the scene illumination (Sec. II-A) and conducting a global illumination that considers the light interaction between real and virtual objects (Sec. II-B). We refer to a recent survey [19] for a comprehensive overview.

A. CAPTURING SCENE ILLUMINATION
We categorize the previous methods, which capture the scene illumination, into three groups: 1) measured illumination using light probes, 2) estimated illumination, and 3) measured illumination using an RGBD camera.

1) MEASURED ILLUMINATION USING LIGHT PROBES
This approach measures incoming radiance at specific points using a specialized device (e.g., light probes) and stores the measured light into images, e.g., environment maps. A seminal work [10] demonstrated that high-quality AR rendering results could be produced due to accurate capturing of incident radiance at the positions where light probes are placed. It has also been studied to exploit multiple environment maps so that incoming radiance at a query point can be interpolated using the maps [7], [34], [35], [36]. Furthermore, Alhakamy and Tuceryan [3] estimated the direction of direct illumination from a panoramic video and approximated indirect illumination using a cube map. However, these approaches can be limited to offline scenarios where the locations of augmented virtual objects are at least approximately predetermined.

2) ESTIMATED ILLUMINATION
Estimation approaches predict incoming radiance at the points of interest from observed images even without specialized devices. Notable examples are deep learning-based approaches [14], [21], which infer an HDR environment map from a low dynamic range (LDR) image. The estimated environment map represents incoming radiance at a specific point, and one can render virtual objects using direct lighting with the environment map. These approaches are simple, but obtaining high-quality rendering results can be challenging since a single map cannot appropriately represent spatially varying illumination. Recent learning-based approaches [25], [13], [15], [22] demonstrated that a neural network could estimate spatially varying illumination (not only a single map) from a single RGB image. These learning-based techniques demonstrated impressive results even from a single image, but accurately recovering a complete illumination of a real scene is still challenging since
it should predict unobserved illumination using only limited information (e.g., a single image).

3) MEASURED ILLUMINATION USING AN RGBD SENSOR

An alternative to the aforementioned techniques is directly capturing spatially varying illumination using a sequence of images (not a single image) from an RGBD sensor. This approach takes advantage of SLAM algorithms (e.g., [20], [27]) that provides an effective means to capture illumination samples (i.e., globally registered point clouds) as well as geometries of a real scene from an RGBD image sequence. Existing approaches [26], [30], [37], which rely on SLAM methods, mainly focused on building a data structure that compactly represents the scene illumination from observed point clouds. For example, Meillard et al. [26] constructed an environment map from a set of illumination samples at a given point and exploited the map for AR rendering. Zhang et al. [37] represented the scene illumination with HDR textures by reprojecting observed illumination samples onto the estimated surfaces of a real scene. Rohmer et al. [30] proposed a sophisticated process of estimating surface normals and HDR colors of samples in a globally registered point cloud so that these enriched samples can be transformed into light representations (e.g., an environment map or voxel volume).

Analogously to the prior methods, our method relies on a SLAM algorithm that estimates a camera location and geometries of a real scene. However, unlike the previous techniques, we do not record all point samples for learning the scene illumination. Our technique approximates the scene illumination with a set of linear models and refines the models progressively and adaptively while minimizing our estimation errors via an online optimization. Our online process can also provide an interactive visualization of the estimated illumination to a user who scans an indoor scene.

B. RENDERING ALGORITHMS FOR AR

Integrating virtual objects into a real environment requires a rendering framework that considers light interaction between virtual and real objects using estimated scene illumination. Differential rendering [10] is a widely adopted framework that accounts for the illumination changes introduced by augmenting virtual objects. Given the framework, designing a global illumination technique, which efficiently computes the illumination changes, has been a technical problem, especially for an interactive rendering. For example, Knecht et al. [18] constructed two sets of virtual point lights (VPLs), each of which represents the illumination of a real scene with and without virtual objects, respectively. Then, the difference between the rendering results from each set is added to the observed image. In [11] and [12], the scene illumination was discretized using a voxel-based data structure, and the illumination change for a differential rendering was computed interactively using a real-time rendering method, voxel cone tracing (VCT) [8]. Recently, Rohmer et al. [30] demonstrated that VCT based AR rendering could be performed using a voxel-based representation where each voxel contains an averaged value of illumination samples captured by a mobile device.

Our method also provides an interactive rendering result, but unlike the existing methods, we demonstrate that our light representation allows exploiting a general global illumination technique (i.e., path tracing [16]) that can accurately simulate various lighting effects.

III. OVERVIEW OF OUR FRAMEWORK

We target a typical AR scenario where a user navigates an indoor space (e.g., a room) with a hand-held camera. We take a sequence of color images and depths (i.e., RGBD images) as input. Fig. 2 illustrates an overview of our framework. Given the streaming input from a mobile device, we propose a new online learning technique that creates and updates linear models, each of which approximates the scene illumination in a local area (Sec. IV). Once the light learning phase completes, we start a rendering phase where virtual objects are seamlessly augmented into a real environment (Sec. V). Table 1 summarizes our notations used throughout the paper.

| Notation | Description |
|----------|-------------|
| $\Omega^R$ | Set of all surface points of a real scene |
| $\Omega^V$ | Set of all points on virtual objects |
| $\Omega^{R-V}$ | $\Omega^R \cup \Omega^V$ |
| $L^R(x, \omega)$ | Incident radiance at $x \in \Omega^R$ with direction $\omega$ |
| $L^R_o(x, \omega)$ | Outgoing radiance at $x \in \Omega^R$ with direction $\omega$ |

A. ASSUMPTIONS

Given the AR scenario, we assume the surfaces (e.g., triangular meshes) of a real scene are static, and thus we pre-compute the geometries and provide those to our learning as input. Thus, we suppose the surfaces of the scene have Lambertian reflectance, i.e., $L^R_o(x, \omega) = L^R_o(x)$. For the sake of brevity, we will omit the direction $\omega$ when we refer the outgoing radiance $L^R_o(x)$.

B. MOTIVATION FOR ONLINE LEARNING

One may think that an offline process cannot be much different from online learning in practice, as we assume that the geometries of a real scene are static. The illumination, however, can change over time, even when real objects do not move. Fig. 3 illustrates an example scenario where our method adapts the estimated scene illumination for modified local areas (e.g., the poster on the right side in Fig. 3 (c)). This example indicates that, unlike offline learning, one can rescann only a local region where illumination is modified if the given space is scanned before.

IV. ONLINE ILLUMINATION LEARNING

We propose an online method that incrementally estimates the scene illumination $L^R_o(x)$ from an RGBD image sequence to
render virtual objects using the estimated radiance. Suppose we have $n$ input samples $(x_1, y_1), \ldots, (x_n, y_n)$, where $y_j$ is the $j$-th observed radiance (i.e., a pixel color) at $x_j \in \Omega^R$ ($j \in \{1, \ldots, n\}$). We shall treat $y_j$ as a one-dimensional value since we process each color channel independently and assume an additive noise model:

$$y_j = L_o^R(x_j) + \epsilon_j,$$  

where $\epsilon_j$ is a bounded error term whose expectation is zero, i.e., $E[\epsilon_j] = 0$. Intuitively, our learning problem is to construct an approximate function $\hat{L}_o^R(x)$, which is an estimate of the unknown $L_o^R(x)$, from the observed input samples, so that outgoing radiance at a query point $x_q$ can be utilized in a rendering phase. To this end, we employ the local regression [6], [31] that locally approximates our target function, outgoing radiance, with multiple linear models. Let us denote the coefficients of the linear model at position $x_c$ as $\beta_c$ that includes the intercept and slopes (i.e., gradients) of the model. The linear model centered at $x_c$ approximates the radiance in a neighbor position $x_q$ near the $x_c$, and an estimated radiance $\hat{y}_c(x_q)$ using the $c$-th linear model is computed as

$$\hat{y}_c(x_q) = \beta_c^T \left[ \begin{array}{c} 1 \\ x_q \end{array} \right].$$  

(2)

The coefficients of the model in the equation above are estimated by minimizing a weighted sum of squares

$$\sum_{j=1}^{n} w_{c,j} (y_j - \hat{y}_c(x_j))^2.$$  

We define the weight $w_{c,j}$ allocated to the $j$-th sample as:

$$w_{c,j} = \exp \left( -\frac{||x_j - x_c||^2}{2b_c^2} \right),$$  

(3)

where $b_c$ is a bandwidth parameter that controls the size of the area covered by the model. We will present our optimization that adjusts the parameter per model in Sec. IV-B.

A query point $x_q$, where we will infer an estimated radiance in AR rendering, can be covered by multiple linear models. As a result, we linearly interpolate the radiance values estimated from the neighboring models $N(x_q)$ of $x_q$, to determine the final estimate:

$$\hat{L}_o^R(x_q) = \frac{1}{W_c} \sum_{c \in N(x_q)} w_{c,q} \hat{y}_c(x_q).$$  

(4)

where $W_c$ is the normalization term, $W_c = \sum_{c \in N(x_q)} w_{c,q}$. The estimated radiance $\hat{L}_o^R(x_q)$ on a surface point $x_q$ will be exploited in our AR rendering phase (Sec. V). Also, during our learning phase, we perform the interpolation (Eq. 4) at each pixel so that our intermediate results can be visualized to a user interactively.

The presented regression technique can be considered conceptually simple, but two major challenges exist for our problem. First, the model parameters $\beta_c$ should be updated online since we aim to process streaming input from a hand-held device, and thus the number of samples $n$ is a variable (not a fixed value). Second, the bandwidth parameter $b_c$ should be adapted in a data-driven way so that its approximation error, e.g., a difference between $\hat{L}_o^R(x)$ and unknown $L_o^R(x)$, can be minimized. In the subsequent sections, we propose an online learning technique that exploits recursive least squares (RLS) [24] and online parameter learning [32] while tackling the technical challenges.

A. ONLINE CREATION AND UPDATE OF MODELS

This section explains how we create and update linear models in our online scenario, where a newly observed sample $(x_{n+1}, y_{n+1})$ is given progressively, as illustrated in Fig. 4.

1) ONLINE CONSTRUCTION OF MODELS

As a model can only cover a local area near the model, we should construct multiple models so that the sampling domain $\Omega^R$, where $L_o^R(x)$ at $x \in \Omega^R$ is defined, can be fully covered. We create a new model when the existing
the transformation (Eq. 3) is converted into a compact form transformed point by independently with the transformed sample. Let us denote the models and projection. The local transformation varies per model, our local transformation that consists of translation, rotation, x inefficient for our problem since we can observe the data before updating the neighboring models of a new sample, 2) LOCAL TRANSFORMATION Before updating the neighboring models of a new sample, we apply a local transformation into the \( x_{n+1} \). Learning the model coefficients on a global space (i.e., a world coordinate) can be a straightforward option, but this approach can become inefficient for our problem since we can observe the data \( x_{n+1} \) on real surfaces (not in free space). Fig. 5 illustrates our local transformation that consists of translation, rotation, and projection. The local transformation varies per model, and thus we perform the transformation for all neighboring models \( N(x_{n+1}) \) and update the neighboring models independently with the transformed sample. Let us denote the transformed point by \( \tilde{\mathbf{x}}_{n+1} \). The weight function without the transformation (Eq. 3) is converted into a compact form:

\[
w_{c,j} \equiv \exp \left( -\frac{||\tilde{\mathbf{x}}_c||^2}{2b_c^2} \right). \tag{5}\]

3) ONLINE UPDATE OF MODEL COEFFICIENTS Once we transform the new sample, we update the coefficients \( \mathbf{b} \) of neighboring models \( N(x_{n+1}) \) using recursive least squares (RLS) [24]. We will drop the subscript \( c \) in the model coefficients (and other variables) for brevity since our update is performed for each model independently. Also, we add superscript \( n+1 \) into the coefficients (e.g., \( \mathbf{b}^{n+1} \)) to explicitly denote the updated values given the \((n+1)\)-th sample. We adopt the following RLS update rules:

\[
\mathbf{P}^{n+1} = \frac{1}{\lambda} \left( \mathbf{P}^{n} - \frac{\mathbf{P}^{n} \tilde{\mathbf{x}}_{n+1} \tilde{\mathbf{x}}_{n+1}^T \mathbf{P}^{n}}{\lambda N_{n+1} + \tilde{\mathbf{x}}_{n+1}^T \mathbf{P}^{n} \tilde{\mathbf{x}}_{n+1}} \right), \tag{6}\]

\[
\mathbf{b}^{n+1} = \mathbf{b}^{n} + \frac{w_{n+1} \mathbf{P}^{n+1} \tilde{\mathbf{x}}_{n+1}}{\lambda N_{n+1} + \tilde{\mathbf{x}}_{n+1}^T \mathbf{P}^{n} \tilde{\mathbf{x}}_{n+1}} \left( y_{n+1} - (\mathbf{b}^{n})^T \tilde{\mathbf{x}}_{n+1} \right). \tag{7}\]

where \( \tilde{\mathbf{x}}_{n+1}^T = [1, \tilde{\mathbf{x}}_{n+1}^T] \) and \( \lambda \) is a forgetting factor that is typically set to a number close to one. For example, we set \( \lambda \) to 0.97 initially and increase the value up to 0.9999 over time using an interpolation. \( \mathbf{P}^{n+1} \) is an inverse covariance matrix of size \( 3 \times 3 \).

For the recursion rule above, we set \( \mathbf{b}^0 \) and \( \mathbf{P}^0 \) to the zero vector and \( 10^2 \mathbf{I} \) (\( \mathbf{I} \) is the identity matrix) respectively when those are initialized, i.e., when a model is created. Note that this update is performed whenever we observe a sample, and thus this process is fully online.

B. BANDWIDTH OPTIMIZATION While our online update rules enable us to estimate the model coefficients progressively, it requires allocating a proper weight \( w_i \) to the \( i \)-th sample. We will omit a model index \( c \) from variables (e.g., \( w_i = w_{c,i} \)) for brevity, as the bandwidth optimization is conducted per model independently. We present a local optimization that adjusts the bandwidth parameter \( b \) used in the weight function (Eq. 5) so that local models can approximate the radiance \( L_N(x) \) closely. To this end, we define an objective function for our optimization as:

\[
J = \sum_{i=1}^{n+1} \frac{w_i}{W} \left( \frac{y_i - y_i(\mathbf{b}^n)}{J_2} + \frac{y_i(\mathbf{b}^{n+1})^T(\mathbf{b}^{n+1}) + y_i b^{-4}}{J_3} \right). \tag{8}\]

FIGURE 4. An illustrative figure for our model creation and update. Given a new sample at \( x_{n+1} \), we search neighbor models \( N(x_{n+1}) \) within a search radius (denoted as dashed circles). If there are no such models, we create a new model at \( x_{n+1} \) (a). Otherwise, we update the parameters of the neighboring models (b).

FIGURE 5. Illustration of a local transformation. We translate \( x_{n+1} \) to the local space where \( x_c \) is the origin (b), then the translated point is rotated with a rotation operator \( R(\cdot) \) that maps a surface normal \( N_c \) at the point \( x_c \) into \([0, 0, 1]^T \) (c). Lastly, the transformed vector is projected onto a xy plane (d).

FIGURE 6. Visualization of the estimated illumination results using our adaptive bandwidth (b) and a constant bandwidth (c), given example input images (a). We adjust the constant bandwidths (i.e., globally fixed numbers) so that the numbers of its models become similar to those of our adaptive bandwidth selection. Our adaptive selection approximates high-frequency details in the input illumination (i.e., RGB images) much more accurately than the alternative.
where \( W = \sum_{i=1}^{n+1} w_i \). We seek to estimate the optimal bandwidth that minimizes the cost function, and the optimal will be used for the RLS update rules (Eq. 6 and 7).

In Eq. 8, \( J_1 \) is a weighted sum of the residual errors and \( J_2 \) is a regularization term that prevents the model coefficients from being too large. Also, we include a penalty term \( J_3 \) that prevents the bandwidth from becoming a very small value (and thus results in overfitting). \( \gamma_1 \) and \( \gamma_2 \) are the parameters that control the relative importance of \( J_2 \) and \( J_3 \) in the cost function above. We set those values to one and \( 1E-10 \), respectively. We solve the optimization using a stochastic gradient descent [32] (see the supplemental report for details).

Fig. 6 shows an example result with and without our bandwidth optimization. As seen in the figure, the adaptive bandwidth selection allows our technique to preserve high-frequency details more accurately than a simple alternative that uses a constant bandwidth.

V. AR RENDERING USING ESTIMATED ILLUMINATION

Once our online learning generates a set of linear models (Sec. IV), we can estimate the radiance \( \hat{L}_R(x_q) \) at a query point \( x_q \). It allows us to exploit a global illumination technique that renders virtual objects using the estimated scene illumination. Our rendering is built upon the differential rendering framework [10], which combines a (vectorized) background image \( I^B \) (Fig. 7 (a)) (i.e., an image observed from a device) with a differential rendering result using virtual objects:

\[
I^F = (1-a) \otimes I^B + a \otimes (I^{R+V} - I^R), \tag{9}
\]

where \( \otimes \) is the element-wise multiplication and \( I^R \) (illustrated in Fig. 7) is a rendered image in a local region \( \Omega^L \) around the space \( \Omega^V \) where virtual objects are augmented. We separate the space \( \Omega^R \) of a real scene into two disjoint spaces, local \( \Omega^L \) and distant areas \( \Omega^D \), analogously in [10]. Specifically, we compute the bounding boxes of virtual models and enlarge the boxes slightly (e.g., 5 to 15 percent). Then, we define the points within the extended boxes as the local region \( \Omega^L \). \( a \) is a vector that contains alpha-masking values that determine blending factors between \( I^B \) and \( I^{R+V} - I^R \). We generate primary rays from the camera per pixel and check whether the intersection points between the rays and the scene are within the local region \( \Omega^L \). Then, the alpha-masking value for a pixel is set to the fraction of how many rays intersect with the local area. For example, when the intersection points of all rays are within the region, the value is set to \( 1 \).

We assume that the radiance in the \( \Omega^D \) is not affected by augmenting virtual objects. On the other hand, the radiance in the \( \Omega^L \) should be amended since the virtual objects can change the illumination (e.g., shadows below the virtual object). Therefore we compute an additional rendering image \( I^{R+V} \) (Fig. 7 (c)) in the local area, including virtual objects. The rendering difference caused by augmenting virtual objects is added to the background image \( I^B \) to produce the final image \( I^F \) (Fig. 7 (d)).

A. HDR COMPENSATION AND REFLECTANCE ESTIMATION

Illuminating virtual objects through the differential rendering framework (Eq. 9) requires estimating the reflectance of surfaces in the local area \( \Omega^L \). We assume the reflectance is the same for all points in the \( \Omega^L \), similarly to [10], and denote it as \( \rho \). Also, we should compensate for an energy loss in a saturated region of the observed image. Note that a hand-held device typically does not produce a high dynamic range (HDR) image, and thus the rendering results of virtual objects look darker than other objects in a real scene unless we compensate for the energy loss in saturated image regions (e.g., pixels on light sources). Specifically, we check all estimated models if a model is (potentially) saturated by testing whether its intercept term (i.e., the first element in the coefficients \( \beta_c \)) is higher than a threshold \( \lambda_{max} \) (e.g., 0.95) that is close to the maximum intensity (1.0 in our setting). For such models, we increase their intercept terms into \( \lambda_{max} + \alpha_{loss} \).

As a result, we should estimate two global parameters, \( \rho \) and \( \alpha_{loss} \). A commonly adopted approach is to find the optimal parameters that minimize the difference between the observed intensities (e.g., \( I_B \)) and rendered results (e.g., \( I^F \)) while varying the parameters (e.g., [10], [37]). We also formulate this problem into a similar minimization problem:

\[
\hat{\beta}, \hat{\alpha}_{loss} = \arg \min_{\beta, \alpha_{loss}} \sum_p \left| I^B_p - \frac{\pi_p}{N^I} \sum_{j=1}^{m_j} \mathbb{E} \left[ L^R(x_p, \omega_j) \right] (\omega_j \cdot N_p) \right|,
\]

(10)
where the function $F$ is defined as

$$F(\cdot) = \begin{cases} \hat{L}^R_i(x_p, \omega) & \text{if } \hat{L}^R_i(x_p, \omega) < \lambda_{\max} \\ \lambda_{\max} + \alpha_{\text{loss}} & \text{otherwise} \end{cases}$$

In Eq. 10, we compute the sum of the differences between observed intensities and rendering values by casting $n_i$ primary rays. $\hat{L}^R_i(x_p, \omega)$ is the estimated incident radiance at $x_p$ with direction $\omega$. Specifically, we compute the point $x_p$ and normal $N_p$ by casting a primary ray that passes the pixel position $p$ from the camera origin. Also, we cast a ray from $x_p$ with direction $\omega$ and find the intersection point $x_q$ between the ray and scene. Then, we estimate the radiance using $\hat{L}^R_i(x_q)$ at the query point $x_q$ (Sec. IV).

We solve the minimization problem with constraints ($0 \leq \rho \leq 1$ and $\lambda_{\max} + \alpha_{\text{loss}} \geq 1$) using a non-convex optimizer [1]. Note that we assume that a real scene is static, and thus we estimate the parameters only once when the positions of virtual objects are determined. In our experiments, the computational cost of estimating both parameters ($\rho$ and $\alpha_{\text{loss}}$) took approximately 0.2 secs when $n_i = 2048$. Fig. 8 shows a rendering result with and without our compensation for an energy loss. We produce the example figures using a virtual test since a ground truth image cannot be obtained in a real test. Specifically, we have employed a light transport algorithm, path tracing, in a physically-based rendering framework (PBRT [29]) for the test, which produces ground truth HDR radiance samples. We have clamped the HDR samples to generate LDR samples and fed the clamped samples to our method, and then generated local models using the LDR samples and computed their HDR compensation. As shown in the figure, the rendering result using our compensation is more accurate than the one without the compensation.

### B. GLOBAL ILLUMINATION WITH ESTIMATED ILLUMINATION

Once the parameters ($\hat{\rho}$ and $\hat{\alpha}_{\text{loss}}$) are determined, our final task is to provide a realistic rendering result to a user at an interactive rate by adding the differential term ($I^{R+V} - I^R$) into the observed image $I^R$ (see Eq. 9). To this end, we employ a general global illumination technique, path tracing [16]. To adopt the light transport algorithm, we should define the place where we can query for a radiance value $\hat{L}^R_i(x_q)$, i.e., a weighted sum of linear models (Eq. 4). Note that we assume the illumination of a real scene does not change in the distance region $\Omega^D$, and thus we perform the radiance query $\hat{L}^R_i(x_q)$ only at $x_q \in \Omega^D$.

Given the assumption, we generate multiple primary rays from the camera per pixel and trace those rays recursively until those rays intersect with the $\Omega^D$. Note that we do not need to trace secondary rays when the intersection points of the rays are in the distance region $\Omega^D$ since the area’s illumination is not affected by augmented virtual objects based on the assumption. We run this modified path tracing using our radiance estimation twice for generating $I^R$ and $I^{R+V}$, which are rendering results without and with virtual objects. We then add the difference ($I^R - I^{R+V}$) into a background image $I^B$.

As we aim to achieve an interactive rendering, we can use only small numbers of samples per pixel (e.g., two samples). As a result, our final image $I^F$ can be corrupted by noise. To eliminate the noise, we apply a real-time denoiser [9] together with a temporal reprojection [2] into the noisy image $I^F$. We refer to a survey [39] that provides a comprehensive overview on denoising.

### VI. IMPLEMENTATION DETAILS

We have implemented our online learning and rendering using CUDA and the Optix library [28].

#### A. HARDWARE CONFIGURATION

A server-client configuration, which communicates through a wireless network, has been used to implement our framework. We have used an iPad with a depth sensor (Structure Sensor MK1) to acquire RGBD images for the client. For the server where we perform our learning and rendering, we have used

1. https://structure.io
FIGURE 11. Computational and memory overheads for our online illumination learning for the scenes in Fig. 9.

We have tested our online illumination learning for three indoor scenes (shown in Fig. 9) and generated AR rendering results by augmenting virtual objects with different materials into the scenes. We compare our illumination learning with a voxel-based representation that discretizes a given scene uniformly. Specifically, we have recorded all samples that our online method took as input and constructed the voxel volume where each voxel contains an averaged illumination value. Note that our online method does not need to store all samples. We store only local models and update the models progressively without keeping samples. We have given the same point cloud to the baseline for a fair comparison. We have also adjusted the volume resolution (i.e., the size of each regular volume) so that its memory footprint becomes higher than our method.

For rendering comparisons, we compare our AR rendering with the state-of-the-art [30], which uses an extended voxel cone tracing that additionally generates secondary cones to support glossy and specular materials. We have also used the clipmap texture [33] to represent its voxel volume efficiently.

We also compare our method with a recent deep learning technique [22] using the public source code provided by the authors. We apply our post-processing (e.g., denoising) to their results for a fair comparison.

FIGURE 12. Comparisons with environment mapping (EM) that uses an environment map captured at a specific position (denoted by the blue circle A in (f)). EM can produce an accurate result when the virtual object is placed at the position where its map is captured, but it produces an erroneous result (a) when the object is augmented at a different position (the red circle B in (f)). On the other hand, our rendering output (b) is similar to the reference (c) that is rendered by EM, where we use the accurate map captured at the location of the virtual object. The visualized errors ((d) and (e)) are computed using the reference image (c).

We have used a uniform grid containing corresponding local models whose centers are within the grid.

VII. RESULTS

A. ONLINE LEARNING RESULTS WITH INTERACTIVE FEEDBACK

Fig. 9 shows both observed images and our estimated illumination for the three scenes. Note that our online learning allows visualizing illumination (i.e., our intermediate...
learning result at a frame) for a user during the learning process, unlike offline methods (e.g., [37]). The live feedback enables the user to identify problematic regions (blurry areas) to be refined. The accompanying video includes our interactive visualization results for the three scenes.

**B. COMPARISONS OF ESTIMATED ILLUMINATION**

In Fig. 10, we compare two estimated illumination results between our method and a voxel-based representation (i.e., a voxel volume). The figure shows that our method approximates high-frequency details adequately, even with lower memory usage, compared to the regular structure (voxel volume). Technically, our method allocates more models into high-frequency regions adaptively while maintaining a sparse number of models in low-frequency parts. The technical difference makes our method more memory-efficient and accurate than the well-known structure.

**C. OVERHEAD OF OUR LEARNING**

Fig. 11 shows our memory consumption and runtime overhead. Given the three test scenes, our learning times per frame are 45.0 ms, 41.8 ms, and 51.9 ms on average, respectively, and the visualization for the live feedback took approximately 5.0 ms. Additionally, the minimum and maximum learning times per frame are 17.0 ms and 77.4 ms for Room 1, 23.2 ms and 71.2 ms for Room 2, and 19.2 ms and 92.0 ms for Room 3, respectively. Our memory consumption increases over time as we dynamically create models, mainly when an input image contains an unobserved area. However, the increase rate in memory overhead becomes small as we go to the end of the capturing sequences. The final memory overheads at the end of the sequences are not significantly high (364 MB, 416 MB, and 373 MB for the scenes) if we consider the number of input samples (i.e., the total number of pixels from more than 1K input images). Our computational overheads for illumination learning can be higher than the voxel-based alternative [30] (e.g., 5 ms per frame given a 512\(^3\) voxel resolution) since we dynamically create and update our local models, unlike the fixed approach. Nevertheless, our data-driven learning approximates the scene illumination more accurately, given a similar memory budget, as shown in Fig. 10.

**D. ANALYSIS OF OUR SPATIALLY-VARYING ILLUMINATION**

We analyze the spatially-varying nature of our learning process with the conventional environmental maps generated by measuring surrounding illumination at specific points using a physical device. We generated point clouds using a 3D scanner (Matterport Pro2 [5]). Note that we use a point cloud from a mobile device for all the other tests, and this test using a 3D scanner is used only for the analysis, which requires comparing our learned illumination and environmental maps at the same location. In Fig. 12, we render a virtual sphere using our estimated illumination and environmental mapping (EM).
We capture environmental maps at predefined positions using the Matterport scanner to generate the EM results (a) and (c) in Fig. 12. As shown in the figure, EM produces an erroneous result when a virtual object is augmented at a location different from where incident radiance is captured. On the other hand, our method approximates the scene illumination that varies spatially and produces a rendering output close to the reference.

E. EQUAL-TIME RENDERING COMPARISON

In Fig. 13, our method is compared to state-of-the-art techniques, Li et al. [22] and Rohmer et al. [30], given low- and high-quality settings. For the equal-time comparisons, we adjust the number of samples per pixel (spp) for both our method and Li et al. [22] and vary the number of secondary cones (sc) for Rohmer et al. [30].

The environmental mapping [22], which uses an estimated illumination by a neural network, can be a simple AR rendering option since it infers the map only from an observed single image. However, its rendering results are not accurate, especially when estimated scene illumination can be directly visible (e.g., reflected virtual objects on specular materials). Also, the method produces unnatural rendering results on a diffuse object (the Buddha model) while containing noticeable noise. Technically, it is challenging to correctly estimate the scene illumination since the technique infers an unobserved illumination from limited information (a single image).

The SLAM-based techniques (ours and Rohmer et al. [30]) produce more plausible results than the environmental mapping, as these methods exploit the observed (scanned) scene illumination in their illumination learning stages. Nonetheless, the previous technique shows discretization artifacts on the mirrored ball (in the top and bottom rows of the figure) caused by its voxel-based approximation for the scene illumination. Besides, it does not correctly handle the interreflections between virtual objects (e.g., see the visual artifacts on the Lucy model with a glossy material in the figure). On the other hand, our method captures the reflected high-frequency details (both real and virtual objects reflected on the specular object) appropriately without noticeable visual artifacts. Besides, our light representation allows us to use a full global illumination solution (i.e., path tracing) that accurately simulates the interreflections between virtual objects. It results in high-quality AR rendering when augmenting multiple virtual objects (e.g., the second and third scenes in the figure).

VIII. DISCUSSIONS AND FUTURE WORK

A. OUR ONLINE ILLUMINATION LEARNING

Our learning framework progressively approximates the illumination using a streaming RGBD sequence from a mobile device, allowing a user to refine the areas while showing intermediate learning results dynamically. The proposed online framework is able to produce a high-quality approximation of the scene illumination while maintaining interactive learning performance (less than 100 ms) per frame and moderate memory overheads (about 400 MB) for the tested indoor places.

Our online learning allows a user to easily update the pre-captured scene illumination since one can capture only the modified regions instead of conducting the whole learning process, as demonstrated in Fig. 3.

Our current framework, however, still requires capturing all necessary scene parts when the scene geometries are modified since we pre-compute the geometries of the scene (in Sec. VI). An ideal online framework would support a complete online learning process to perform the learning and AR rendering simultaneously. Still, a technically unresolved problem in our framework is handling dynamic geometries of the real scene. Extending our online learning and rendering system into a more comprehensive one, which supports complete dynamic scenarios, would be a challenging but important future research direction.

B. A TEXTURE-BASED ALTERNATIVE TO LOCAL MODELS

One may consider a texture-based approximation of the scene illumination, which can be an alternative to our local model-based approximation. For example, one can directly couple the reconstructed scene geometries with texture maps where a texel contains an illumination color at a specific position (e.g., a vertex of the scene mesh). While this approach can potentially approximate the illumination fruitfully when a sophisticated offline optimization is performed (e.g., [37]), it was unclear to perform such an approach for our online scenario where a streaming input is given.

Our framework exploits a uniform grid as a data structure for maintaining local models (in Sec. VI), but it requires a nontrivial time to search for nearest neighbor models from a query point. An interesting future work would be storing all local models into more efficient image-space data structures like texture maps once the learning process is complete since it can accelerate our AR rendering process.

C. LIMITATIONS AND FUTURE WORK

One technical limitation of our method, like other SLAM-based techniques, is that estimated illumination can be affected by errors in the camera pose predicted using a SLAM method, as shown in Fig. 14. The errors can be observed in final AR rendering results given a specific
scenario where reflected regions on virtual objects (e.g., a spherical mirror) correspond to the problematic region.

Our rendering framework supports an interactive AR experience but improving the rendering performance would be a fruitful research direction. For example, the estimated local models can be considered virtual point lights (VPLs) [17], and thus VPL-based acceleration schemes that handle many VPLs in a scalable manner (e.g., [23]) can be considered to improve the rendering performance further.

Another limitation of our method is that we assume the scene illumination is Lambertian. Thus it is not ideal for capturing radiances on shiny objects, which vary according to outgoing directions. Extending the local models into higher dimensional ones that fully approximate the directional changes of the scene radiances would also be a future work.

IX. CONCLUSION
We have proposed a new illumination learning and rendering framework for a realistic AR. Our online learning approximates the illumination of an indoor scene with multiple local models, and the parameters (i.e., the coefficients and bandwidth parameter) of the models are updated progressively. The proposed optimization allows approximating the non-linear scene illumination closely even with low-order functions (i.e., linear models). Besides, our online learning allows users to check intermediate training results interactively while capturing the scene illumination. We have demonstrated that interactive rendering can be obtained using a differential rendering, which takes advantage of the estimated illumination using local models.
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