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Abstract. Recently, several works have been undertaken in an attempt to develop a theory for linear or sublinear elliptic equations involving a general class of nonlocal operators characterized by mild assumptions on the associated Green kernel. In this paper, we study the Dirichlet problem for superlinear equation (E)
\[ Lu = up + \lambda \mu \]
in a bounded domain \( \Omega \) with homogeneous boundary or exterior Dirichlet condition, where \( p > 1 \) and \( \lambda > 0 \). The operator \( L \) belongs to a class of nonlocal operators including typical types of fractional Laplacians and the datum \( \mu \) is taken in the optimal weighted measure space. The interplay between the operator \( L \), the source term \( u^p \) and the datum \( \mu \) yields substantial difficulties and reveals the distinctive feature of the problem. We develop a unifying technique based on a fine analysis on the Green kernel, which enables us to construct a theory for semilinear equation (E) in measure frameworks. A main thrust of the paper is to provide a fairly complete description of positive solutions to the Dirichlet problem for (E). In particular, we show that there exist a critical exponent \( p^* \) and a threshold value \( \lambda^* \) such that the multiplicity holds for \( 1 < p < p^* \) and \( 0 < \lambda < \lambda^* \), the uniqueness holds for \( 1 < p < p^* \) and \( \lambda = \lambda^* \), and the nonexistence holds in other cases. Various types of nonlocal operators are discussed to exemplify the wide applicability of our theory.
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1 Introduction

In the last decades, the research of nonlocal equations has attracted much attention because of its interest to numerous areas such as probability, harmonic analysis, potential theory and other scientific disciplines. A large number of publications have been devoted to various aspects of elliptic equations driven by different types of operators ranging from typical fractional Laplacians to more general integro-differential operators. Recently, several works have originated in an attempt to deal with linear or sublinear elliptic equations involving a wide class of nonlocal operators determined by two-sided estimates on the associated Green kernel (see, e.g., [15, 16, 14, 13, 4, 45, 51]). In the present paper, we are interested in positive solutions of nonlocal elliptic equations with superlinear source terms of the form

\begin{equation}
Lu = ud^p + \mu \quad \text{in} \ \Omega,
\end{equation}

with homogeneous Dirichlet boundary or exterior condition

\begin{equation}
u = 0 \quad \text{on} \ \partial \Omega \text{ or in } \Omega^c \text{ if applicable}.
\end{equation}

Here $\Omega \subset \mathbb{R}^N$ is a bounded $C^2$ domain with the complement $\Omega^c = \mathbb{R}^N \setminus \Omega$, $p > 1$, $\mu$ is a positive Radon measure on $\Omega$ and $L$ is a nonlocal operator posed in $\Omega$. 
Specific assumptions on $\mathbb{L}$ are given in Subsection 2.2. Basic examples of $\mathbb{L}$ to keep in mind are the restricted fractional Laplacian, spectral fractional Laplacian and censored (or regional) fractional Laplacian, see Subsection 2.3; some further illustrative examples are provided in Section 9.

**A survey on related works.** Let us recall some known results in the literature concerning problem (1.1) and (1.2). One of the first breakthrough achievements in this topic was due to Lions in [53], in which nonnegative solutions to Lane–Emden equation

\[(1.3) \qquad -\Delta u = u^p \quad \text{in} \ \Omega \setminus \{0\} \]

were sharply depicted, where $\Omega$ contains the origin $0$. In particular, when $N > 2$ and $1 < p < \frac{N}{N-2}$, every nonnegative solution of (1.3) solves the following equation in the whole domain

\[-\Delta u = u^p + k\delta_0 \quad \text{in} \ \Omega \]

for some $k \geq 0$, where $\delta_0$ denotes the Dirac mass concentrated at $0$. A rather full understanding of singular solutions to (1.3) was acquired thanks to the complete characterization result for the more complicated range $\frac{N}{N-2} < p < \frac{N+2}{N-2}$ of Gidas and Spruck in [42]. Many significant developments have been obtained since the celebrated papers of Lions [53] and Gidas and Spruck [42], among them we refer to the paper of Bidaut-Véron and Yarur [11] where various necessary and sufficient criteria for the existence of nonnegative solutions to the problem with positive measure datum $\mu$,

\[(1.4) \begin{cases} -\Delta u = u^p + \mu & \text{in} \ \Omega, \\
 u = 0 & \text{on} \ \partial\Omega, \end{cases} \]

were obtained for $1 < p < \frac{N+1}{N-1}$. Interesting extensions of these results to semilinear equations involving linear second order differential operators in divergence form were established by Véron in [69]. Further investigation dealing with the question of uniqueness and multiplicity for (1.4) and variants thereof was carried out by Ferrero and Saccon [38] (see also Naito and Sato [57]).

Several results regarding isolated singularities were extended by Chen and Quaas [28] to semilinear fractional equations

\[(1.5) \begin{cases} (-\Delta)^s u = u^p + k\delta_0 & \text{in} \ \Omega, \\
 u = 0 & \text{in} \ \Omega^c, \end{cases} \]
where \((-\Delta)^s, s \in (0, 1)\), is the well-known fractional Laplacian defined by

\[
(-\Delta)^s u(x) := c_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N + 2s}} \, dy, \quad x \in \Omega.
\]

Here \(c_{N,s} > 0\) is a normalized constant and the abbreviation P.V. stands for “in the principal value sense”. Afterwards, Chen, Felmer and Véron [23] obtained an existence result for a more general source term and measure data by using a different approach which is based on the Schauder fixed point theorem and delicate estimates on the Green kernel of \((-\Delta)^s\).

Recently, equations involving general operators characterized by estimates on the associated Green functions have been intensively investigated. One of the first and important contributions in this research direction from the PDE point of view was given by Bonforte and Vázquez in [16] where a concept of weak-dual solutions was introduced to investigate a priori estimates for porous medium equations. For the existence and uniqueness results, the reader is referred to Bonforte, Sire and Vázquez [14]. The notion of weak-dual solutions is convenient to study not only parabolic equations, but also elliptic equations. Later on, Bonforte, Figalli and Vázquez [13] developed a theory for semilinear elliptic equations with sublinear nonlinearities in the context of weak-dual solutions including a priori estimates, Harnack inequality and regularity results. Further investigations into general nonlocal operators have been treated in recent works, for example Abatangelo, Gómez-Castro and Vázquez [4] (for the boundary behavior of solutions), Chan, Gómez-Castro and Vázquez [20] (for the study of eigenvalue problems and equivalent types of solutions). Besides, it is worth mentioning a series of papers of Kim, Song and Vondraček [51, 50, 49] where nonlocal operators were studied from the probabilistic point of view.

**Aim of the paper.** Motivated by the above-mentioned works, we aim to establish the existence, nonexistence, uniqueness, multiplicity and qualitative properties of solutions to (1.1) and (1.2). The class of operators \(L\) under investigation is required to satisfy a set of mild conditions and includes quite a few notable models. An underlying assumption on \(L\) is expressed in terms of two-sided estimates on the associated Green kernel. In this regard, we offer a unifying approach which relies mainly on the use of the Green kernel and hence allows to deal with various types of local and nonlocal operators.
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2 Preliminaries, basic assumptions and definitions

Throughout the present paper, we assume that \( \Omega \subset \mathbb{R}^N \) \((N > 2s)\) is a bounded domain with \( C^2 \) boundary. Put \( \delta(x) = \text{dist}(x, \partial \Omega) \). We denote by \( C, c_1, c_2, \ldots \) positive constants that may vary from line to line. If necessary, we will write \( C = C(a, b, \ldots) \) to emphasize the dependence of \( C \) on \( a, b, \ldots \). For a number \( q \in (1, \infty) \), we denote by \( q' \) the conjugate exponent of \( q \), namely \( q' = q/(q - 1) \). For two functions \( f, g \), we write \( f \lesssim g \) \((f \gtrsim g)\) if there exists a constant \( C > 0 \) such that \( f \leq Cg \) \((f \geq Cg)\). We write \( f \sim g \) if \( f \lesssim g \) and \( g \lesssim f \). We also denote \( a \vee b := \max\{a, b\} \) and \( a \wedge b := \min\{a, b\} \). Finally, for two Banach spaces \( X, Y \) such that \( X \subset Y \), we write \( X \hookrightarrow Y \) if \( X \) is continuously embedded in \( Y \) and \( X \hookrightarrow \hookrightarrow Y \) if \( X \) is compactly embedded in \( Y \).

2.1 Functional spaces.

Weighted Lebesgue spaces, Marcinkiewicz spaces and spaces of Radon measures. Recall that for a nonnegative function \( \eta \) and \( q \in [1, \infty) \), the weighted Lebesgue space \( L^q(\Omega, \eta) \) is defined by

\[
L^q(\Omega, \eta) := \left\{ f \in L^q_{\text{loc}}(\Omega) : \int_{\Omega} |f|^q \eta dx < +\infty \right\}.
\]

We also denote

\[
\eta L^\infty(\Omega) := \{ f : \Omega \to \mathbb{R} : \text{there exists } v \in L^\infty(\Omega) \text{ such that } f = \eta v \}.
\]

Next, the weighted Marcinkiewicz space (or weighted weak Lebesgue space) \( M^q(\Omega, \eta) \), \( 1 \leq q < \infty \), is defined by

\[
M^q(\Omega, \eta) := \left\{ f \in L^1_{\text{loc}}(\Omega) : \sup_{\lambda > 0} \lambda^q \int_{\{x \in \Omega : |f(x)| \geq \lambda\}} \eta dx < +\infty \right\}.
\]

The key role of Marcinkiewicz spaces is to give optimal estimates of the Green kernel, see Section 4. When \( \eta \equiv 1 \), we recover the usual Lebesgue spaces and Marcinkiewicz spaces. In this case, we simply write \( L^q(\Omega) \) and \( M^q(\Omega) \) for \( L^q(\Omega, \eta) \) and \( M^q(\Omega, \eta) \) respectively.
We denote by $\mathcal{M}(\Omega, \eta)$ the space of weighted Radon measures defined as
\[
\mathcal{M}(\Omega, \eta) := \left\{ \mu \text{ is a Radon measure on } \Omega : \int_{\Omega} \eta |\mu| < +\infty \right\}.
\]
Also, $\mathcal{M}^+(\Omega, \eta)$ is defined as the cone of positive measures on $\Omega$. In the case $\eta \equiv 1$, we have the space of bounded Radon measures $\mathcal{M}(\Omega)$.

The following strict inclusions hold (see for instance [10, Subsection 2.2] and [46, Subsection 1.1])
\[
L^q(\Omega, \eta) \hookrightarrow M^q(\Omega, \eta) \hookrightarrow L^m(\Omega, \eta) \hookrightarrow \mathcal{M}(\Omega, \eta)
\]
for all $m, q$ such that $1 \leq m < q < \infty$.

For more details on these functional spaces, the reader is referred to [46, 54].

**Fractional Sobolev spaces.** For $s \in (0, 1)$, the fractional Sobolev space $H^s(\Omega)$ is defined by
\[
H^s(\Omega) := \left\{ u \in L^2(\Omega) : [u]_{H^s(\Omega)} := \left( \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^2}{\|x - y\|^{N+2s}} \mathrm{d}x \mathrm{d}y \right)^{\frac{1}{2}} < +\infty \right\}.
\]
This space is Hilbert space equipped with the inner product
\[
\langle u, v \rangle_{H^s(\Omega)} := \int_{\Omega} uv \mathrm{d}x + \int_{\Omega} \int_{\Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{\|x - y\|^{N+2s}} \mathrm{d}x \mathrm{d}y
\]
and the induced norm
\[
\|u\|_{H^s(\Omega)} := \sqrt{\langle u, u \rangle_{H^s(\Omega)}}.
\]

The space $H^s_0(\Omega)$ is defined as the closure of $C^\infty_c(\Omega)$ with respect to the norm $\| \cdot \|_{H^s(\Omega)}$, i.e.,
\[
H^s_0(\Omega) = \overline{C^\infty_c(\Omega)}_{\| \cdot \|_{H^s(\Omega)}}.
\]

Let $H^s_{00}(\Omega)$ be defined by
\[
H^s_{00}(\Omega) := \left\{ u \in H^s(\Omega) : \frac{\partial^s u}{\partial s^s} \in L^2(\Omega) \right\}.
\]
It can be seen that $H^s_{00}(\Omega)$ equipped with the norm
\[
\|u\|_{H^s_{00}(\Omega)}^2 := \int_{\Omega} \left( 1 + \frac{1}{\partial s^2} \right) |u|^2 \mathrm{d}x + \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^2}{\|x - y\|^{N+2s}} \mathrm{d}x \mathrm{d}y < +\infty
\]
is a Banach space. Roughly speaking, $H^s_{00}(\Omega)$ is the space of functions in $H^s(\Omega)$ satisfying the Hardy inequality. By [9, Subsection 8.10], there holds
\[
H^s_{00}(\Omega) = \begin{cases} H^s(\Omega) = H^s_0(\Omega), & \text{if } 0 < s < \frac{1}{2}, \\ H^s_0(\Omega) \subsetneq H^s_0(\Omega), & \text{if } s = \frac{1}{2}, \\ H^s_0(\Omega), & \text{if } \frac{1}{2} < s < 1. 
\end{cases}
\]
In fact, $H^s_{00}(\Omega)$ is the space of functions in $H^s(\mathbb{R}^N)$ supported in $\Omega$, or equivalently, the trivial extension of functions in $H^s_{00}(\Omega)$ belongs to $H^s(\mathbb{R}^N)$ (see [47, Lemma 1.3.2.6]). Furthermore, $C^\infty_c(\Omega)$ is a dense subset of $H^s_{00}(\Omega)$. When $s = \frac{1}{2}$, $H^{\frac{1}{2}}_{00}(\Omega)$ is called the Lions–Magenes space (see [52, Theorem 7.1]). The strict inclusion $H^{\frac{1}{2}}_{00}(\Omega) \subset H^1_{00}(\Omega)$ holds since $1 \in H^1_{00}(\Omega)$ but $1 \notin H^{\frac{1}{2}}_{00}(\Omega)$.

Alternatively, fractional Sobolev spaces can be viewed as interpolation spaces due to [52, Chapter 1]. For more details on fractional Sobolev spaces, the reader is referred to [9, 14, 47, 52, 58] and references therein.

### 2.2 Main assumptions.

In the present paper, we deal with a class of nonlocal operators $\mathbb{L}$ which covers three typical types of fractional Laplace operators, as well as the classical Laplacian. Assumptions related to $\mathbb{L}$ are listed below.

#### Assumptions on $\mathbb{L}$. 

Inspired by [14, 13, 4, 20], we make the following assumptions on $\mathbb{L}$.

(L1) $\mathbb{L} : C^\infty_c(\Omega) \subset L^2(\Omega) \rightarrow L^2(\Omega)$ is a positive, symmetric operator.

Under assumption (L1), we infer from the standard theory (see, for instance, [32, Theorem 4.14]) that $\mathbb{L}$ admits a positive, self-adjoint extension $\tilde{\mathbb{L}}$, which is the Friedrich extension of $\mathbb{L}$. Furthermore, $\mathbb{H}(\Omega) := \text{dom}(\tilde{\mathbb{L}}^{\frac{1}{2}})$ is a Hilbert space equipped with the inner product

$$ (u, v) \mapsto \langle u, v \rangle_{L^2(\Omega)} + \mathcal{B}(u, v), \quad u, v \in \mathbb{H}(\Omega), $$

where the $\mathcal{B}$ is the bilinear form defined as

$$ \mathcal{B}(u, v) := \langle \tilde{\mathbb{L}}^{\frac{1}{2}}u, \tilde{\mathbb{L}}^{\frac{1}{2}}v \rangle_{L^2(\Omega)}, \quad u, v \in \mathbb{H}(\Omega). $$

The inner product (2.1) induces the following norm on $\mathbb{H}(\Omega)$,

$$ \sqrt{\|u\|_{L^2(\Omega)}^2 + \mathcal{B}(u, u)}, \quad u \in \mathbb{H}(\Omega). $$

From now on, we use the same notation $\mathbb{L}$ to denote the extension $\tilde{\mathbb{L}}$.

We further assume that

(L2) There exists a constant $\Lambda > 0$ such that

$$ \|u\|_{L^2(\Omega)}^2 \leq \Lambda \langle \mathbb{L}u, u \rangle_{L^2(\Omega)}, \quad \forall u \in C^\infty_c(\Omega). $$

Assumption (L2) is closely related to the positivity of the first eigenvalue of $\mathbb{L}$ (see [14, Subsection 3.1.1]). It can be also seen that $C^\infty_c(\Omega)$ is dense in $\mathbb{H}(\Omega)$. Thus, under assumption (L2) and the density of $C^\infty_c(\Omega)$, one has

$$ \|u\|_{L^2(\Omega)}^2 \leq \Lambda \langle \mathbb{L}^{\frac{1}{2}}u, \mathbb{L}^{\frac{1}{2}}u \rangle_{L^2(\Omega)} = \Lambda \mathcal{B}(u, u), \quad \forall u \in \mathbb{H}(\Omega). $$
Therefore, one can define an equivalent norm to the one in (2.2) as follows:

\[
\| u \|_{\mathbb{H}(\Omega)} := \sqrt{B(u, u)}.
\]

In addition to the above properties, more specific characteristics of \( \mathbb{H}(\Omega) \) are required in our analysis. It can be verified that for typical nonlocal operators such as the restricted fractional Laplacian, the spectral fractional Laplacian and the censored (or regional) fractional Laplacian, \( \mathbb{H}(\Omega) \) can be identified with \( H_{00}^s(\Omega) \) (see Subsection 2.3 for more details). This indicates and motivates us to assume that \( (L3) \ \mathbb{H}(\Omega) = H_{00}^s(\Omega) \).

**Assumptions on the inverse of \( L \).** We also require the existence of the inverse operator of \( L \).

\( (G1) \) There exists an operator \( G^{\Omega} \) such that for every \( f \in C_c^\infty(\Omega) \), one has

\[
(2.4) \quad L[G^{\Omega}[f]] = f \quad \text{in} \quad L^2(\Omega).
\]

In other words, \( G^{\Omega} \) is a right inverse of \( L \) and for every \( f \in C_c^\infty(\Omega) \), one has \( G^{\Omega}[f] \in \text{dom}(L) \subset \mathbb{H}(\Omega) \).

\( (G2) \) The operator \( G^{\Omega} \) admits a Green kernel \( G^{\Omega} \), namely

\[
G^{\Omega}[f](x) = \int_{\Omega} G^{\Omega}(x, y)f(y)dy, \quad x \in \Omega,
\]

where \( G^{\Omega} : \Omega \times \Omega \setminus \{(x, x) : x \in \Omega\} \to (0, \infty) \) is symmetric and satisfies

\[
(2.5) \quad G^{\Omega}(x, y) \sim \frac{1}{|x - y|^{N - 2s}} \left( \frac{\delta(x)}{|x - y|} \wedge 1 \right)^{\gamma} \left( \frac{\delta(y)}{|x - y|} \wedge 1 \right)^{\gamma},
\]

\[x, y \in \Omega, x \neq y,\]

with \( s, \gamma \in (0, 1] \) and \( N > 2s \).

Under assumptions \((G1)\) and \((G2)\), our first main result provides existence and nonexistence results for \((1.1)\) expressed in terms of the value of the exponent \( p \) and the norm of the datum \( \mu \) (see Theorem 3.3 for the precise statement of this result).

Finally, we impose the following condition on \( N, s \) and \( \gamma \):

\( (G3) \) \( N \geq N_{s, \gamma} \) where

\[
(2.6) \quad N_{s, \gamma} := \begin{cases} 
4s & \text{if } \gamma < 2s, \\
4s(1 + \gamma) - \gamma & \text{if } \gamma \geq 2s.
\end{cases}
\]

When \( \gamma < 2s \), assumption \((G3)\) becomes \( N > 4s \). This condition has been required in numerous papers dealing with variational settings (see, e.g., Dipierro, Medina,
Peral and Valdinoci [34], Servadei [62] and references therein). When \( \gamma \geq 2s \), we have \( N_{s, \gamma} \leq 3 \) and hence (G3) always holds if \( N \geq 3 \). In the present paper, assumption (G3) will be employed to obtain an important regularity result in a variational setting (see Subsection 8.1).

Under the assumptions (L1)–(L3) and (G1)–(G3), we establish uniqueness and simplicity results for (1.1) (see Theorem 3.4 for the precise statement).

2.3 Some examples. The class of operators satisfying the assumptions (L1)–(L3), (G1)–(G3) is exemplified by the typical fractional Laplace operators.

The restricted fractional Laplacian (RFL). One of the main examples is the fractional Laplacian defined, for \( s \in (0, 1) \), by

\[
\mathcal{L}u(x) = (-\Delta)^s_{\text{RFL}} u(x) := c_{N,s} \, P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^{N+2s}} dy, \quad x \in \Omega,
\]

restricted to functions that are zero outside \( \Omega \) as mentioned in the introduction. This operator has been intensively studied in the literature, see for instance [2, 59, 63, 65] and references therein. For any \( u \in C^\infty_c(\Omega) \), we deduce from [40, page 13] that

\[
\int_{\Omega} u(-\Delta)^s_{\text{RFL}} u dx = \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - u(y))(\nu(x) - \nu(y))}{|x-y|^{N+2s}} dxdy
\]

\[
= \int_{\Omega} v(-\Delta)^s_{\text{RFL}} u dx,
\]

hence (L1) is satisfied. (L2) follows from [58, Theorem 6.5] since

\[
\|u\|^2_{L^2(\Omega)} \lesssim \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} = \langle (-\Delta)^s_{\text{RFL}} u, u \rangle_{L^2(\Omega)}, \quad \forall u \in C^\infty_c(\Omega).
\]

By [66, page 585],

\[
\mathbb{H}(\Omega) = \{ u \in H^s(\mathbb{R}^N) : u = 0 \text{ a.e. in } \Omega \} = H^s_{00}(\Omega),
\]

namely (L3) is fulfilled.

Next, (G1) holds due to [14, page 5733] (see also Lemma A.1) and (G2) holds for \( \gamma = s \) (see [30, 59]). Finally, in this case, assumption (G3) reads as \( N \geq 4s \).

The spectral fractional Laplacian (SFL). The spectral fractional Laplacian has been introduced in [66] and studied in, for instance, [3, 33, 18, 17]. It is defined, for \( s \in (0, 1) \), by

\[
\mathbb{L}u(x) = (-\Delta)^s_{\text{SFL}} u(x) := P.V. \int_{\Omega} [u(x) - u(y)] J_s(x,y) dy + \kappa_s(x) u(x), \quad x \in \Omega,
\]
where
\[
J_s(x, y) := \frac{s}{\Gamma(1 - s)} \int_0^\infty K_\Omega(t, x, y) \frac{dt}{t^{1+s}} dt, \quad x, y \in \Omega,
\]
and
\[
\kappa_s(x) := \frac{s}{\Gamma(1 - s)} \int_0^\infty \left(1 - \int_\Omega K_\Omega(t, x, y) dy\right) \frac{dt}{t^{1+s}} \sim \frac{1}{\delta(x)^{2s}}, \quad x \in \Omega.
\]
Here \(K_\Omega\) is the heat kernel of the Laplacian \(-\Delta\) in \(\Omega\). A class of more general spectral type operators defined as fractional orders of the local operator \(\text{div}(A \nabla u)\), where \(A\) is a \(C^{1,\alpha}\) vector-valued function, was investigated in [18].

For this type of operators, one has \((-\Delta)^s_{\text{SFL}} u \in C_0^1(\overline{\Omega}) \subset L^2(\Omega)\) (see [3, Lemma 18], or Section 9 for a more delicate approach) and for any \(u, v \in C_c^\infty(\Omega)\),
\[
\int_\Omega u(-\Delta)^s_{\text{SFL}} v dx = \int_\Omega \int_\Omega (u(x) - u(y))(v(x) - v(y))J_s(x, y) dx dy + \int_\Omega \kappa_s(x) u(x) v(x) dx
\]
which gives (L1). Next, (L2) is satisfied since
\[
\|u\|_{L^2(\Omega)}^2 \lesssim \frac{1}{2} \int_\Omega \int_\Omega (u(x) - u(y))^2 J_s(x, y) dx dy + \int_\Omega \kappa_s(x) |u(x)|^2 dx = \langle u, (-\Delta)^s_{\text{SFL}} u \rangle_{L^2(\Omega)}.
\]
By [18, 66], (L3) is fulfilled where \(H(\Omega) = H^\gamma_0(\Omega)\) is defined as an interpolation space.

It can be seen that (G1) holds by [3, Lemma 11] (see also the Lemma A.1) and (G2) holds with \(\gamma = 1\) (see [12, 18, 66]). Finally, assumption (G3) becomes \(N \geq 4s\) if \(s > \frac{1}{2}\) or \(N \geq 8s - 1\) if \(s \in (0, \frac{1}{2}]\).

**The censored fractional Laplacian (CFL).** The censored fractional Laplacian is defined for \(s > \frac{1}{2}\) by
\[
\mathbb{L}u(x) = (-\Delta)^s_{\text{CFL}} u(x) := a_{N,s} P.V. \int_\Omega \frac{u(x) - u(y)}{|x-y|^{N+2s}} dy, \quad x \in \Omega.
\]
This operator has been studied in [12, 22, 36]. We verify that if \(u \in C_c^\infty(\Omega)\), then \((-\Delta)^s_{\text{CFL}} u \in L^\infty(\Omega)\). Indeed,
\[
(-\Delta)^s_{\text{CFL}} u(x) = \int_{\Omega \setminus B(x, \delta(x))} \frac{u(x) - u(y)}{|x-y|^{N+2s}} dy + \int_{B(x, \delta(x))} \frac{u(x) - u(y) - \nabla u(x) \cdot (x-y)}{|x-y|^{N+2s}} dy.
\]
Here the constant \( a_{N,s} \) is omitted because it does not affect the argument. Since

\[
u(x) - u(y) = \nabla u(x) \cdot (x - y) + \frac{1}{2} D^2 u(\xi)(x - y) \cdot (x - y) \quad \text{and} \quad |\nabla u(x)| \leq M \delta(x)
\]

for some \( \xi \) between \( x \) and \( y \), and for positive constant \( M > 0 \), we deduce that

\[
|(-\Delta)^s_{CFL} u(x)| \lesssim \int_{\Omega \backslash B(x, \delta(x))} \frac{\delta(x)|x - y| + \|D^2 u\|_{L^\infty(\Omega)} |x - y|^2}{|x - y|^{N+2s}}dy + \int_{B(x, \delta(x))} \frac{\|D^2 u\|_{L^\infty(\Omega)} |x - y|^2}{|x - y|^{N+2s}}dy
\]

\[
\lesssim \delta(x) \int_{\delta(x)}^d t^{-2s} dt + \int_0^{\delta(x)} t^{1-2s} dt
\]

\[
\lesssim 1 + \delta(x)^{2-2s},
\]

where \( d_\Omega \) denotes the diameter of \( \Omega \). Thus \((-\Delta)^s_{CFL} u \in L^\infty(\Omega) \subset L^2(\Omega)\). Moreover, for any \( u, v \in C^\infty_c(\Omega)\),

\[
\int\Omega v(-\Delta)^s_{CFL} u dx = \int\Omega u(-\Delta)^s_{CFL} v dx = \frac{a_{N,s}}{2} \int\Omega \int\Omega \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}}dxdy,
\]

which, together with the Hardy inequality with \( s > \frac{1}{2} \) (see [25, (1.10)])

\[
\int\Omega |u(x)|^2 dx \lesssim \int\Omega \frac{|u(x)|^2}{\delta(x)^{2s}} dx \lesssim \int\Omega \int\Omega \frac{|u(x) - u(y)|^2}{|x - y|^{N+2s}}dxdy, \quad u \in C^\infty_c(\Omega),
\]

yields (L1) and (L2). It can be seen from [12, 26] that \( H(\Omega) = H_0^s(\Omega) = H_0^{2s}(\Omega) \) for \( s > \frac{1}{2} \), whence (L3) is satisfied.

Next, (G1) follows from Lemma A.1 (see also [22]). We infer from [12] that (G2) holds with \( \gamma = 2s - 1 \). Finally, assumption (G3) becomes \( N \geq 4s \).

We emphasize that the class of operators under consideration also includes other types of operators such as the Laplacian perturbed by a Hardy potential, the sum of two RFLs, relativistic Schrödinger operators and operators constructed from the interpolation between RFL and SFL. The mentioned operators will be discussed in Section 9.
3 Formulation of problems, features and main results

Formulation of the boundary value problem. We start with boundary value problems for linear equations driven by $L$ with measure data of the form

\begin{equation}
\begin{cases}
\mathbb{L}u = \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \overline{\Omega} \, (\text{if applicable}),
\end{cases}
\end{equation}

where $\mu$ is a Radon measure on $\Omega$.

For a function $f \in L^1_{\text{loc}}(\Omega)$, the Green operator acting on $f$ is defined as

\[ G^\Omega[\mu](x) := \int_{\Omega} G(x, y)f(y)dy, \quad x \in \Omega. \]

Definition 3.1 (Weak-dual solutions of linear problems). Assume that $\mu \in M(\Omega, \delta^\gamma)$. A function $u$ is a weak-dual solution, or $G^\Omega[\delta^\gamma L^\infty(\Omega)]$-weak solution, of problem (3.1) if $u \in L^1(\Omega, \delta^\gamma)$ and it satisfies

\begin{equation}
\int_{\Omega} u \tilde{\xi} dx = \int_{\Omega} G^\Omega[\tilde{\xi}] d\mu, \quad \forall \tilde{\xi} \in \delta^\gamma L^\infty(\Omega).
\end{equation}

The notion of weak-dual solutions was first introduced by Bonforte and Vázquez [16], then became more prevalent and was developed in many papers (see, e.g., [13, 4, 20, 21]) because it does not require to specify the meaning of $\mathbb{L}\tilde{\xi}$ for an arbitrary smooth function $\tilde{\xi}$. This notion is equivalent to other notions of solutions given in [20, Theorem 2.1] for which the space of test functions $\delta^\gamma L^\infty(\Omega)$ is replaced by $L^\infty(\Omega)$ or $C^\infty_{\text{c}}(\Omega)$. We note that the homogeneous boundary condition in (3.1) is encoded in the weak-dual formulation (3.2) which can be better interpreted under additional relation between the exponents $s$ and $\gamma$ (see Subsection 5.1 for further description of the boundary condition in the case $\gamma \geq s - \frac{1}{2}$).

For a Radon measure $\mu$ on $\Omega$, put

\begin{equation}
G^\Omega[\mu](x) := \int_{\Omega} G^\Omega(x, y)d\mu(y), \quad x \in \Omega
\end{equation}

Note that $G^\Omega[\mu](x)$ is finite for a.e. $x \in \Omega$ if and only if $\mu \in M(\Omega, \delta^\gamma)$ (see Lemma 4.2). Therefore, $M(\Omega, \delta^\gamma)$ is the optimal class of measure data for problem (3.1).

Moreover, it can be seen from weak formulation (3.2) and Lemma 4.4 that, for any $\mu \in M(\Omega, \delta^\gamma)$, $G^\Omega[\mu]$ is the unique weak-dual solution of problem (3.1). Hence in the context of weak-dual solutions, problem (3.1) is well posed. Since the
solution of (3.1) can be represented in term of \( G_{\Omega} \), in order to study problem (3.1), it is sufficient to investigate \( G_{\Omega} \). Main properties of \( G_{\Omega} \) are given in Section 4.

The theory of linear equation (3.1) provides a basis in the study of nonnegative solutions to the semilinear equation

\[
\begin{cases}
\mathbb{L} u = u^p + \lambda \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega \text{ (if applicable)},
\end{cases}
\]

where \( p > 1, \lambda \) is a positive parameter and \( \mu \in \mathcal{M}^+(\Omega, \delta^\gamma) \) with \( \| \mu \|_{\mathcal{M}(\Omega, \delta^\gamma)} = 1 \).

We study (3.4) by employing the concept of weak-dual solutions introduced above.

**Definition 3.2.** Suppose that \( \mu \in \mathcal{M}(\Omega, \delta^\gamma) \). A nonnegative function \( u \) is a weak-dual solution of (3.4) if \( u \in L^p(\Omega, \delta^\gamma) \) and it satisfies

\[
\int_{\Omega} u \xi dx = \int_{\Omega} u^p G_{\Omega}[\xi] dx + \lambda \int_{\Omega} G_{\Omega}[\xi] d\mu, \quad \forall \xi \in \delta^\gamma L^\infty(\Omega).
\]

**Features.** Problem (3.4) has the following main features:

- The operator \( \mathbb{L} \) is taken in a large class of local and nonlocal operators. Although several significant results for linear equations involving operator \( \mathbb{L} \) have been recently obtained in function settings or measure frameworks ([4, 20]), sharp estimates on the Green operator associated to \( \mathbb{L} \) and regularization results in weighted measure framework are still lacking.

- The equation in (3.4) is nonlinear, with a superlinear source term \( u^p \). Heuristically, the solvability for (3.4) depends not only on the value of the exponent \( p \) but also depends on the value of the parameter \( \lambda \).

- The datum \( \mu \) is chosen in weighted measure space \( \mathcal{M}(\Omega, \delta^\gamma) \) which is the optimal class of data. The presence of the weight \( \delta^\gamma \) enlarges the value of the critical exponent for the existence for (3.4) and hence complicates the investigation.

The interplay between the features yields substantial difficulties and requires a fine analysis.

**Main results.** Our first result shows that there exist a critical exponent given by

\[
p^* = p^*(N, \gamma, s) := \frac{N + \gamma}{N + \gamma - 2s}
\]

and a threshold value of the parameter for the existence and nonexistence of problem (3.4).
Theorem 3.3 (Existence and nonexistence). Assume that (G1)–(G2) hold and $p > 1$.

1. **Subcritical case:** $1 < p < p^*$. Let $\mu \in M^+(\Omega, \delta')$ with $\|\mu\|_{M(\Omega, \delta')} = 1$. Then there exists a threshold value $\lambda^* \in (0, +\infty)$ such that the following hold:
   (i) If $\lambda \in (0, \lambda^*)$, then problem (3.4) has a minimal positive weak-dual solution $u_\lambda$. Moreover, there holds
       \begin{equation}
       \lambda G^\Omega [\mu] \leq u_\lambda \leq T(\lambda) G^\Omega [\mu] \quad \text{a.e. in } \Omega,
       \end{equation}
       where $T$ is an increasing function and $T(\lambda) \to 0$ as $\lambda \to 0$.
   (ii) If $\lambda \in (\lambda^*, +\infty)$, then problem (3.4) does not admit any nonnegative weak-dual solution.

2. **Supercritical case:** $p \geq p^*$. Let $\lambda > 0$. There exists $\mu \in M^+(\Omega, \delta')$ with $\|\mu\|_{M(\Omega, \delta')} = 1$ such that problem (3.4) does not admit any nonnegative weak-dual solution.

The existence of the minimal solution $u_\lambda$ in the subcritical case $p \in (1, p^*)$ is based on the sub- and supersolution theorem established in Proposition 6.4 for the framework of operator $L$ and weak-dual solutions. The key step in the argument is the construction of a positive weak-dual supersolution of the form $T(\lambda) G^\Omega [\mu]$, which is obtained due to a subtle estimate on the Green kernel (see Proposition 4.14). In the supercritical case $p \geq p^*$, to prove the nonexistence result, we make use of the fact that any positive weak-dual solution of problem (3.4), if it exists, is bounded from below by $\lambda G^\Omega [\mu]$. Moreover, we take careful care of the interaction between two terms appearing in the estimate (2.5) for the Green kernel: $|x - y|^{2s - N}$ (which describes the interior singularity of the Green kernel) and $\delta(x)^\gamma$ (which characterize the behavior of the Green kernel near the boundary). By localizing and ‘displacing’ the singularity toward the boundary $\partial \Omega$, we are able to show that, when $p \geq p^*$, a positive weak-dual solution, if it exists, would not belong to $L^p(\bar{C}, \delta')$ where $\bar{C} \subset \Omega$ is a cone of vertex at a point on $\partial \Omega$. This leads to a contradiction and hence we obtain the nonexistence result in the supercritical case.

In order to proceed further in the investigation of the structure of the solution set of (3.4) in the subcritical case $p \in (1, p^*)$, we need additionally assumptions (L1)–(L3) and (G1)–(G3). In the next result, we show a multiplicity result when $\lambda \in (0, \lambda^*)$ and the uniqueness when $\lambda = \lambda^*$.

Theorem 3.4 (Uniqueness and multiplicity). Assume that (L1)–(L3) and (G1)–(G3) hold. Let $p \in (1, p^*)$ and $\mu \in M^+(\Omega, \delta')$ with $\|\mu\|_{M(\Omega, \delta')} = 1$.

1. **Uniqueness.** If $\lambda = \lambda^*$, then problem (3.4) admits a unique positive weak-dual solution.
(2) **Multiplicity.** If \( \lambda \in (0, \lambda^*) \), then problem (3.4) admits a second positive weak-dual solution \( \tilde{u}_\lambda > u_\lambda \). Moreover, there exists a positive constant \( C = C(\Omega, N, s, \gamma, p, \lambda_1) \) such that

\[
\lambda G^\Omega[\mu] \leq \tilde{u}_\lambda \leq C(G^\Omega[\mu] + 1) \quad \text{a.e. in } \Omega.
\]

Here, \( \lambda_1 \) in Theorem 3.4 is the first eigenvalue of \( \mathbb{I} \), see Section 5. Let us discuss the main idea of the proof. A conspicuous feature of the present paper in comparison with previous works is the deep involvement of the weight \( \delta^\gamma \) appearing in the optimal class of data \( M(\Omega, \delta^\gamma) \), which complicates the analysis. Under assumptions (L1)–(L3) and (G1)–(G3), we develop a new unifying technique which enables us to obtain a pivotal regularity result for weak-dual solutions to the following nonhomogeneous linear equations:

\[
\begin{cases}
\mathbb{I}v = av + f & \text{in } \Omega, \\
v = 0 & \text{on } \partial \Omega, \\
v = 0 & \text{in } \mathbb{R}^N \setminus \overline{\Omega} \text{ (if applicable)},
\end{cases}
\]

where \( a \in L'(\Omega, \delta^\gamma) \), \( r > \frac{N+\gamma}{2s} \) and \( f \in L^m(\Omega, \delta^\gamma) \), \( m > \frac{N+\gamma}{2s} \) (notice that \( \frac{N+\gamma}{2s} = (p^*)' \), where \( p^* \) is the critical exponent given in (3.6)). More precisely, if \( v \) is a weak-dual solution of (3.9) then \( v \in L^\infty(\Omega) \) (see Proposition 7.9). This is a crucial ingredient in the derivation of the (semi)stability of the minimal solution \( u_\lambda \) when \( N \geq N_{s, \gamma} \) (see Propositions 8.2 and 8.4). The technique is based on a bootstrap argument, combined with delicate estimates on the Green kernel and does not require any weighted Sobolev embeddings which are not available for general operators. In the case \( \lambda = \lambda^* \), this regularity result implies that the minimal weak-dual solution \( u_{\lambda^*} \) is semistable and the eigenvalue \( \sigma(\lambda^*) \) of the eigenproblem with weight \( \mu_{\lambda^*}^{p-1} \) satisfies \( \sigma(\lambda^*) = 1 \) (see Proposition 8.4), which enables us to prove the uniqueness. In the case \( \lambda \in (0, \lambda^*) \), to construct the second solution, we reduce problem (3.4) to a related problem (see problem (8.8)) with a variational structure for which the mountain-pass theorem can be applied thanks to the above-mentioned regularity.

We notice that when \( \gamma < 2s \), the condition \( N \geq 4s \) is required to ensure that solutions of (3.9) belong to \( \mathbb{H}(\Omega) \) and can be relaxed when the datum \( \mu \) in problem (3.4) is more regular, for example in \( L'(\Omega, \delta^\gamma) \) for \( r > \frac{N+\gamma}{2s} \). When \( \gamma \geq 2s \), the condition \( N \geq 4s(1 + \gamma) - \gamma \) is satisfied if \( N \geq 3 \).

It is worth adding that we also establish sharp estimates for the Green kernel and obtain regularization results in weighted function settings and weighted measure frameworks.
We stress that our results are new, even in the case $L$ is the classical Laplacian, and cover, complement or extend several results in [11, 28, 4, 20]. Our theory is valid for various types of local and nonlocal operators.

**Organization of the paper.** The rest of the paper is organized as follows. In Section 4, we establish sharp estimates regarding the Green kernel and regularization results in weighted function settings and measure frameworks. In Section 5, we study the linear problem associated to $L$ in a measure framework and in a variational setting. Section 6 is devoted to the proof of Theorem 3.3. In Section 7, we obtain a key regularity result which plays an important role in making the connection between the context of weak-dual solutions and the variational setting. This in turn enables us to show the semistability or stability of the minimal solution to (3.4). The proof of Theorem 3.4 is represented in Section 8. Finally, we discuss further examples in Section 9.

### 4 Green kernel

In this section, we assume that (G1)–(G2) hold.

#### 4.1 Basic properties.

In this subsection, we prove some basic properties of the Green kernel in measure frameworks which are a counterpart of results for function settings established in [4, 20]. We start with providing upper bounds for the Green kernel.

**Lemma 4.1.** There exists a positive constant $C = C(N, \Omega, s, \gamma)$ such that for any $x, y \in \Omega, x \neq y$, there holds

$$G^\Omega(x, y) \lesssim C \min \left\{ \frac{1}{|x - y|^{N - 2s}}, \frac{\delta(y)^\gamma}{\delta(x)^\gamma}, \frac{1}{|x - y|^{N - 2s + \gamma}}, \frac{\delta(y)^\gamma}{|x - y|^{N - 2s + \gamma}}, \frac{\delta(x)^\gamma \delta(y)^\gamma}{|x - y|^{N - 2s + 2\gamma}} \right\}.$$

**Proof.** We infer from (G2) that, for any $x, y \in \Omega, x \neq y$,

$$G^\Omega(x, y) \sim \frac{1}{|x - y|^{N - 2s}} \left( 1 \wedge \frac{\delta(x) \delta(y)}{|x - y|^2} \right)^\gamma$$

$$\sim \frac{1}{|x - y|^{N - 2s}} \cdot \frac{\delta(x)^\gamma \delta(y)^\gamma}{|x - y|^{2\gamma} \vee \delta(x)^{2\gamma} \vee \delta(y)^{2\gamma}}$$

$$\sim \frac{1}{|x - y|^{N - 2s}} \cdot \frac{\delta(x)^\gamma \delta(y)^\gamma}{|x - y|^{2\gamma} + \delta(x)^{2\gamma} + \delta(y)^{2\gamma}}.$$

This implies (4.1).
Let $\mathcal{G}^\Omega$ be the Green operator defined in (3.3).

**Lemma 4.2.** $\mathcal{G}^\Omega[\mu](x)$ is finite for a.e. $x \in \Omega$ if and only if $\mu \in \mathcal{M}(\Omega, \delta^\nu)$.

**Proof.** Without loss of generality, it is sufficient to prove this lemma for a positive measure $\mu$.

Assume $\mu \in \mathcal{M}^+(\Omega, \delta^\nu)$. We infer from [4, Theorem 2.11] that $\mathcal{G}^\Omega[\mu] \in L^1_{loc}(\Omega)$, whence $\mathcal{G}^\Omega[\mu](x)$ is finite for a.e. $x \in \Omega$.

Conversely, assume $\mathcal{G}^\Omega[\mu](x)$ is finite for a.e. $x \in \Omega$. Let $x_0 \in \Omega$ such that $\mathcal{G}^\Omega[\mu](x_0) < +\infty$. From (4.2), we derive that there exists $c = c(N, s, \gamma, \Omega)$ such that

$$G^\Omega(x, y) \geq c \delta(x)^{\gamma} \delta(y)^{\gamma}, \quad \forall x, y \in \Omega, x \neq y.$$  

It follows that

$$G^\Omega[\mu](x) \geq c \delta(x)^{\gamma} \int_\Omega \delta(y)^{\gamma} d\mu(y), \quad x \in \Omega. \tag{4.3}$$

Taking $x = x_0$ in the above estimate yields

$$\int_\Omega \delta(y)^{\gamma} d\mu(y) \leq c \frac{G^\Omega[\mu](x_0)}{\delta(x_0)^{\gamma}} < +\infty,$$

whence $\mu \in \mathcal{M}^+(\Omega, \delta^\nu)$. The proof is complete. \qed

We remark that estimate (4.3) can be regarded as a lower Hopf estimate in measure framework. Moreover, Lemma 4.2 indicates that $\mathcal{M}(\Omega, \delta^\nu)$ is the optimal class of measure data for those operators $\mathcal{G}^\Omega$ satisfying (G1) and (G2).

The following results were given in [20] for integrable data and can be easily adapted to measure frameworks, therefore we omit the proofs.

**Lemma 4.3** (Maximum principle). Assume that $\mu \in \mathcal{M}^+(\Omega, \delta^\nu)$. Then either $G^\Omega[\mu] > 0$ a.e. in $\Omega$ or $G^\Omega[\mu] \equiv 0$.

**Lemma 4.4** (Integration by parts formula with $G^\Omega$). Assume that $\mu \in \mathcal{M}(\Omega, \delta^\nu)$ and $\xi \in \delta^\nu L^\infty(\Omega)$. Then we have

$$\int_\Omega G^\Omega[\xi] d\mu = \int_\Omega \xi G^\Omega[\mu] dx.$$

### 4.2 Estimates on the Green kernels.

We next establish some estimates for the Green kernel. The following results were proved in [4].

**Proposition 4.5** ([4, Theorem 3.9]). Suppose that $\alpha > (\gamma - 2s) \vee (-\gamma - 1)$. Then the mapping $\mathcal{G}^\Omega: L^1(\Omega, \delta^\nu) \rightarrow L^1(\Omega, \delta^\alpha)$ is well-defined and continuous. In particular, if $\gamma < 2s$ then $\mathcal{G}^\Omega: L^1(\Omega, \delta^\nu) \rightarrow L^1(\Omega)$ is continuous.
Some improvements of the above result have been achieved for the SFL in [3], for RFL in [29] and for a more general class of nonlocal operators in function or measure settings. The next result provides sharp estimates for the Green operator which covers or improves the above-mentioned results. Our approach involves weighted Marcinkiewicz spaces introduced in Subsection 2.1. Put
\begin{equation}
 p_{\gamma, \alpha} := \frac{N + \alpha}{N + \gamma - 2s}.
\end{equation}
Notice that if \( \alpha > \gamma - 2s \) then \( p_{\gamma, \alpha} > 1 \). In particular, \( p^* = p_{\gamma, \gamma} > 1 \).

**Proposition 4.6.** Let \( \alpha \) be such that
\[
\max \left\{ -\gamma - 1, \gamma - 2s, -\frac{\gamma N}{N - 2s + \gamma} \right\} < \alpha < \frac{\gamma N}{N - 2s}.
\]
Then \( G^\Omega \colon \mathcal{M}(\Omega, \partial^\gamma) \rightarrow \mathcal{M}^{p_{\gamma, \alpha}}(\Omega, \partial^\gamma) \) is continuous, namely there exists a positive constant \( C = C(\Omega, N, s, \gamma, \alpha) \) such that
\begin{equation}
\| G^\Omega[\mu] \|_{\mathcal{M}^{p_{\gamma, \alpha}}(\Omega, \partial^\gamma)} \leq C \| \mu \|_{\mathcal{M}(\Omega, \partial^\gamma)}, \quad \forall \mu \in \mathcal{M}(\Omega, \partial^\gamma).
\end{equation}

The proof of this result relies on the following key lemma.

**Lemma 4.7** ([10, Lemma 2.4]). Let \( v \) be a nonnegative bounded Radon measure on \( D = \Omega \) or \( \partial \Omega \) and \( \eta \in C(\Omega) \) a positive weight function. Let \( E \) be a continuous nonnegative function on \( \{(x, y) \in \Omega \times D : x \neq y\} \). Set
\[
\mathbb{E}[v](x) := \int_D E(x, y) dv(y), \quad x \in \Omega.
\]
For any \( \lambda > 0 \) and \( y \in D \), we set
\[
A_\lambda(y) := \{x \in \Omega \setminus \{y\} : E(x, y) > \lambda\} \quad \text{and} \quad m_\lambda(y) := \int_{A_\lambda(y)} \eta dx.
\]
Suppose that there exist \( q > 1 \) and \( \bar{C} > 0 \) such that
\[
m_\lambda(y) \leq \bar{C} \lambda^{-q} \text{ for all } y \in D \text{ and } \lambda > 0.
\]
Then \( \mathbb{E}[v] \in M^q(\Omega, \eta) \) and there holds
\[
\| \mathbb{E}[v] \|_{M^q(\Omega, \eta)} \leq \left( 1 + \frac{q}{q - 1} \bar{C} \right) \| v \|_{\mathcal{M}(D)}.
\]

**Proof of Proposition 4.6.** We write
\[
G^\Omega[\mu](x) = \int_{\Omega} \frac{G^\Omega(x, y) \delta(y)}{\delta(y)^s} d\mu(y), \quad x \in \Omega.
\]
We will apply Lemma 4.7 with
\[ D = \Omega, \quad \eta = \delta^\alpha, \quad dv = \delta^\gamma d\mu \quad \text{and} \quad E(x, y) = \frac{G^\Omega(x, y)}{\delta(y)^\gamma}. \]

For \( \lambda > 0 \) and \( y \in \Omega \), denote
\[ A_\lambda(y) := \{ x \in \Omega \mid \{ y : \frac{G^\Omega(x, y)}{\delta(y)^\gamma} > \lambda \} \} \quad \text{and} \quad m_\lambda(y) := \int_{A_\lambda(y)} \delta^\alpha dx. \]

In order to estimate \( m_\lambda(y) \), we consider successively two cases.

**Case 1:** \( 0 \leq \alpha < \frac{yN}{N-2s} \). By (4.1), for every \( x \in A_\lambda(y) \), we have
\[ \lambda < \frac{G^\Omega(x, y)}{\delta(y)^\gamma} \leq \frac{C}{\delta(x)^\gamma |x - y|^{N-2s}} \quad \text{and} \quad \lambda < \frac{G^\Omega(x, y)}{\delta(y)^\gamma} \leq \frac{C}{|x - y|^{N-2s+\gamma}} \]
for some \( C = C(\Omega, N, s, \gamma) > 0 \), which implies
\[ \delta(x)^\gamma < C\lambda^{-1} |x - y|^{2s-N} \quad \text{and} \quad |x - y| < C\lambda^{-N} |x - y|^{-2s}. \]

Thus,
\[ m_\lambda(y) = \int_{A_\lambda(y)} \delta(x)^\alpha dx \leq C \int_{|x - y| \leq C\lambda^{-N} |x - y|^{-2s+\gamma}} (\lambda^{-1} |x - y|^{2s-N})^\frac{\alpha}{\gamma} dy \]
\[ \leq C\lambda^{-\frac{\alpha}{\gamma}} \int_0^{\lambda^{-N} |x - y|^{-2s+\gamma}} z^{(2s-N)^\frac{\alpha}{\gamma} + N-1} dz. \]

Since \( \gamma - 2s < \alpha < \frac{yN}{N-2s} \), it follows that
\[ (2s - N)\frac{\alpha}{\gamma} + N - 1 > -1 \quad \text{and} \quad \frac{N + \alpha}{N + \gamma - 2s} > 1. \]

Therefore we obtain \( m_\lambda(y) \leq C\lambda^{-p_{\gamma, \alpha}}. \)

**Case 2:** \( \max\{-\frac{2N}{N+\gamma - 2s} \}, \gamma - 2s, -\gamma - 1\} < \alpha < 0 \). Again by (4.1), for \( x \in A_\lambda(y) \),
\[ \lambda < \frac{G^\Omega(x, y)}{\delta(y)^\gamma} \leq C \frac{\delta(x)^\gamma}{|x - y|^{N-2s+2\gamma}}, \]
which implies \( \delta(x)^\gamma > C\lambda |x - y|^{N-2s+2\gamma} \). From this, since \( \alpha < 0 \),
\[ m_\lambda(y) = \int_{A_\lambda(y)} \delta(x)^\alpha dx \leq \int_{|x - y| \leq C\lambda^{-N} |x - y|^{-2s+\gamma}} (\lambda |x - y|^{N-2s+2\gamma})^\frac{\alpha}{\gamma} dx \]
\[ \leq C\lambda^{\frac{\alpha}{\gamma}} \int_0^{\lambda^{-N} |x - y|^{-2s+\gamma}} z^{\frac{\alpha}{\gamma} + N-1} dz \]
\[ \leq C\lambda^{-\frac{N + \alpha}{N - 2s}} = C\lambda^{-p_{\gamma, \alpha}}. \]
In all cases, one has

\[ m_2(y) \leq C \lambda^{-p_s} \]  

for any \( y \in \Omega \) and \( \lambda > 0 \).

Using Lemma 4.7 we derive that \( G^\Omega[\mu] \in M^{p_s,a}(\Omega, \delta^r) \) and (4.5) holds. We complete the proof.  

We note that our result is optimal in the sense that for \( \mu \in M(\Omega, \delta^r) \) we have \( G^\Omega[\mu] \notin L^{p^*}(\Omega, \delta^r) \) but in general \( G^\Omega[\mu] \notin L^{p^*}(\Omega, \delta^r) \).

As a direct consequence of Proposition 4.6, we obtain the following result. We recall that \( p^* \) is the exponent given in (3.6).

**Corollary 4.8.** (i) For any \( q \in [1, p^*) \), \( G^\Omega : L^1(\Omega, \delta^r) \rightarrow L^q(\Omega, \delta^r) \) is continuous, namely there exists a positive constant \( C = C(N, \Omega, s, \gamma, q) \) such that

\begin{equation}
\|G^\Omega[f]\|_{L^q(\Omega, \delta^r)} \leq C \|f\|_{L^1(\Omega, \delta^r)}, \quad \forall f \in L^1(\Omega, \delta^r).
\end{equation}

(ii) Suppose \( \gamma < 2s \). For any \( q \in [1, \frac{N}{N+\gamma-2s}) \), \( G^\Omega : L^1(\Omega, \delta^r) \rightarrow L^q(\Omega) \) is continuous, namely there exists a positive constant \( C = C(N, \Omega, s, \gamma, q) \) such that

\begin{equation}
\|G^\Omega[f]\|_{L^q(\Omega)} \leq C \|f\|_{L^1(\Omega, \delta^r)}, \quad \forall f \in L^1(\Omega, \delta^r).
\end{equation}

**Proof.** The proof of statement (i) follows directly from Proposition 4.6 and the continuous embeddings \( L^1(\Omega, \delta^r) \rightarrow M(\Omega, \delta^r) \), \( M^{p^*}(\Omega, \delta^r) \rightarrow L^q(\Omega, \delta^r) \) due to \( q < p^* \). The proof of statement (ii) is similar and we omit it. The condition \( \gamma < 2s \) in statement (ii) is required to ensure that \( \frac{N}{N+\gamma-2s} > 1 \).

Another useful consequence of Proposition 4.6 is the following delicate estimate, which will be employed in the derivation of regularity results.

**Corollary 4.9.** Assume \( q \in [1, p^*) \). There exists a constant \( C = C(\Omega, N, s, \gamma, q) \) such that

\begin{equation}
\int_{\Omega} \left( \frac{G^\Omega(x,y)}{\delta(y)^r} \right)^q \delta(x)^r \, dx \leq C, \quad \forall y \in \Omega.
\end{equation}

**Proof.** Let \( y \in \Omega \). In Proposition 4.6, taking \( \mu = \delta_y \in M(\Omega) \subset M(\Omega, \delta^r) \) and \( \alpha = \gamma \), one has

\[ \|G^\Omega[\delta_y]\|_{M^{p^*}(\Omega, \delta^r)} \leq C(\Omega, N, s, \gamma) \|\delta_y\|_{M(\Omega, \delta^r)}, \]

which, together with the continuous embedding \( M^{p^*}(\Omega, \delta^r) \rightarrow L^q(\Omega, \delta^r) \) for \( q < p^* \), implies

\[ \left( \int_{\Omega} G^\Omega(x,y)^q \delta(x)^r \, dx \right)^{\frac{1}{q}} \leq C(\Omega, N, s, \gamma, q) \delta(y)^r. \]

Thus (4.8) follows. We complete the proof.
Remark 4.10. By a similar argument to that used in the proof of Proposition 4.6, we can show that, for any $\alpha \in (-\frac{N\gamma}{N+2s}, 0]$, 
\[
G^\Omega : M(\Omega) \longrightarrow M^{\frac{N\gamma}{N+2s}}(\Omega, \delta^\gamma)
\]
is continuous. This extends the result in [20, Proposition 3.2] to the framework of weighted spaces.

The next propositions provide higher regularity results which are a weighted global counterpart of the local estimates in [20, Proposition 3.6].

Proposition 4.11. For any $r > \frac{N+\gamma}{2s}$, $G^\Omega : L^r(\Omega, \delta^\gamma) \longrightarrow L^\infty(\Omega)$ is continuous, namely
\[
\|G^\Omega[f]\|_{L^\infty(\Omega)} \leq C\|f\|_{L^r(\Omega, \delta^\gamma)}, \quad \forall f \in L^r(\Omega, \delta^\gamma).
\]

Proof. Let $f \in L^r(\Omega, \delta^\gamma)$. By Hölder’s inequality, we have
\[
|G^\Omega[f](x)| = \left| \int_\Omega G^\Omega(x, y)f(y)dy \right|
\]
\[
\leq \left( \int_\Omega G^\Omega(x, y)^r \delta(y)^{-\frac{\gamma}{r}}dy \right)^{\frac{1}{r}} \left( \int_\Omega |f(y)|^r \delta(y)^{-\gamma}dy \right)^{\frac{1}{r}}.
\]
By (2.5) and since $r > 1$, we deduce that
\[
G^\Omega(x, y) \leq C\delta(y)^{-\frac{\gamma}{r}}(x-y)^{-N+2s-\frac{\gamma}{r}}, \quad \forall x, y \in \Omega, x \neq y.
\]
Plugging it into (4.10) yields
\[
|G^\Omega[f](x)| \leq C \left( \int_\Omega |x-y|^{-r(N-2s+\frac{\gamma}{r})}dy \right)^{\frac{1}{r}} \left( \int_\Omega |f(y)|^r \delta(y)^{-\gamma}dy \right)^{\frac{1}{r}}
\]
\[
\leq C\|f\|_{L^r(\Omega, \delta^\gamma)}.
\]
Here for the second inequality, we have used the fact that
\[
\int_\Omega |x-y|^{-r(N-2s+\frac{\gamma}{r})}dy < \infty
\]
since $r'(N-2s + \frac{\gamma}{r}) < N$. Therefore we obtain (4.9). \qed

Proposition 4.12. Let $m \in (1, \frac{N+\gamma}{2s})$ and $\varrho$ be given by
\[
\frac{1}{\varrho} = \frac{1}{m} = \frac{2s}{N+\gamma}.
\]
Then $G^\Omega : L^m(\Omega, \delta^\gamma) \longrightarrow L^\varrho(\Omega, \delta^\gamma)$ is continuous, namely there exists a positive constant $C$ such that
\[
\|G^\Omega[f]\|_{L^\varrho(\Omega, \delta^\gamma)} \leq C\|f\|_{L^m(\Omega, \delta^\gamma)}, \quad \forall f \in L^m(\Omega, \delta^\gamma).
\]
**Proof.** From Proposition 4.6 and Proposition 4.11, we obtain that for any \( r > \frac{N + \gamma}{2s} \) and \( 1 < q < p^* \),

\[
\mathcal{G}^\Omega : L^1(\Omega, \delta^\gamma) \longrightarrow L^q(\Omega, \delta^\gamma) \\
L^r(\Omega, \delta^\gamma) \longrightarrow L^\infty(\Omega, \delta^\gamma)
\]

are continuous. Here, \( L^\infty(\Omega, \delta^\gamma) \) denotes the space of essentially bounded functions with respect to the measure \( \delta^\gamma dx \), which satisfies \( L^\infty(\Omega) \hookrightarrow L^\infty(\Omega, \delta^\gamma) \).

By the Riesz–Thorin Interpolation Theorem (see, for instance, [68]), we derive that, for any \( m \in \left(1, \frac{N + \gamma}{2s}\right) \) and \( \varrho \) is given by

\[
\frac{1}{\varrho} = 1 - \frac{2s}{m - N + \gamma},
\]

the operator \( \mathcal{G}^\Omega : L^m(\Omega, \delta^\gamma) \longrightarrow L^\varrho(\Omega, \delta^\gamma) \) is continuous, i.e., estimate (4.11) holds. The proof is complete. \( \square \)

Our next result is a 3G-inequality, whose proof follows line by line from the proof of [31, Proposition 4.2].

**Proposition 4.13** (3G-inequality). There exists a positive constant \( C = C(\Omega, N, s, \gamma) \) such that for any pairwise different points \( x, y, z \in \Omega \), there holds

\[
\frac{G^\Omega(x, y)G^\Omega(y, z)}{G^\Omega(x, z)} \leq C \left( \frac{\delta(y)^\gamma}{\delta(x)^\gamma} G^\Omega(x, y) + \frac{\delta(y)^\gamma}{\delta(z)^\gamma} G^\Omega(y, z) \right).
\]

In particular, one has

\[
\frac{G^\Omega(x, y)G^\Omega(y, z)}{G^\Omega(x, z)} \leq C(|x - y|^{2s - N} + |y - z|^{2s - N}).
\]

**Proposition 4.14.** Suppose that \( q \in [1, p^*) \). Then there exists a positive constant \( C = C(\Omega, N, s, \gamma, q) \) such that for any \( \mu \in M^+(\Omega, \delta^\gamma) \) with \( \|\mu\|_{M(\Omega, \delta^\gamma)} = 1 \), there holds

\[
(4.12) \quad \mathcal{G}_\gamma^\Omega[\mathcal{G}_\gamma^\Omega[\mu]^q] \leq C\mathcal{G}_\gamma^\Omega[\mu] \quad a.e. \text{ in } \Omega.
\]

**Proof.** Since \( q \geq 1 \), applying Jensen’s inequality with respect to the measure \( \delta^\gamma d\mu \) satisfying \( \|\mu\|_{M(\Omega, \delta^\gamma)} = 1 \), one has

\[
\mathcal{G}_\gamma^\Omega[\mu](x)^q \leq \int_\Omega \left( \frac{G^\Omega(x, y)}{\delta(y)^\gamma} \delta(y)^\gamma d\mu(y) \right)^q \frac{\delta(y)^\gamma}{\delta(y)^\gamma} \delta(y)^\gamma d\mu(y) \leq \int_\Omega \left( \frac{G^\Omega(x, y)}{\delta(y)^\gamma} \right)^q \delta(y)^\gamma d\mu(y)
\]

\[
= \int_\Omega G^\Omega(x, y)\delta(y)^\gamma(1-q) d\mu(y).
\]
It follows that
\[
(G^\Omega \circ [G^\Omega \circ [\mu]^\theta])(x) = \int_\Omega G^\Omega(x, z) G^\Omega(\mu)(z)^\theta dz \\
\leq \int_\Omega \int_\Omega G^\Omega(x, z) G^\Omega(y, z)^\theta \delta(y)^{(1-\theta)} d\mu(y) dz \\
\leq \int_\Omega \int_\Omega G^\Omega(x, z) G^\Omega(y, z)^\frac{1}{\theta} d\mu(y) dz.
\]

By (4.1), we have
\[
\frac{G^\Omega(y, z)}{\delta(y)^\gamma} \leq \frac{C}{|y-z|^{N-2s+\gamma}}, \quad \forall y, z \in \Omega, y \neq z.
\]

On the other hand, using 3G-inequality (Proposition 4.13), one has
\[
G^\Omega(x, z) G^\Omega(y, z) \leq C G^\Omega(x, y)(|x-z|^{2s-N} + |y-z|^{2s-N}).
\]

Plugging (4.14) and (4.15) into (4.13) leads to
\[
G^\Omega(x, z) G^\Omega(\mu)(z)^\theta \leq C \int_\Omega I(x, y) d\mu(y),
\]
where
\[
I(x, y) := \int_\Omega \frac{|x-z|^{2s-N} + |y-z|^{2s-N}}{|y-z|^{(q-1)(N+\gamma-2s)}} dz.
\]

Since \(q < p^*\), we have \((N-2s) + (q-1)(N+\gamma-2s) < N\) and therefore
\[
I(x, y) \leq \int_\Omega \left( \frac{1}{|x-z|^{(N-2s) + (q-1)(N+\gamma-2s)}} + \frac{1}{|y-z|^{(N-2s) + (q-1)(N+\gamma-2s)}} \right) dz < \tilde{C},
\]
where \(\tilde{C}\) is independent of \(x, y\). Combining (4.16) and (4.17), we conclude that (4.12) holds true. We complete the proof. \(\square\)

5 Linear equations

5.1 Weak-dual solutions. In this subsection, we assume that (G1)–(G2) hold. Boundary value problems with measures for linear equations involving usual fractional Laplacians have been extensively studied in the literature and recently investigated in a general framework, see [1, 16, 4].
Let $\mu \in \mathcal{M}(\Omega, \delta^\gamma)$. Recall that a function $u$ is a weak-dual solution of (3.1) if $u \in L^1(\Omega, \delta^\gamma)$ and it satisfies

$$\int_{\Omega} u \xi dx = \int_{\Omega} G^\Omega[\xi]d\mu, \quad \forall \xi \in \delta^\gamma L^\infty(\Omega).$$

By Lemma 4.4, for any $\mu \in \mathcal{M}(\Omega, \delta^\gamma)$, the unique weak-dual solution of (3.1) is $G^\Omega[\mu]$.

The sense of the boundary condition in problem (3.1) depends on the relation between the exponents $s, \gamma$ and the smoothness of $\mu$. Below we interpret the sense of the boundary condition in case $\gamma \geq s - \frac{1}{2}$.

Let $W$ be a weight function defined by

$$W(x) := \begin{cases} 
\delta(x)^{2s-\gamma-1} & \text{if } \gamma > s - \frac{1}{2}, \\
\delta(x)^{2s-\gamma-1}(1 + |\ln \delta(x)|) & \text{if } \gamma = s - \frac{1}{2}.
\end{cases}$$

If $\mu = f \in C^\infty_c(\Omega)$, then the homogeneous boundary condition in (3.1) can be understood in the pointwise sense in connection with the weight $W$ as

$$\lim_{x \in \Omega, x \to \partial \Omega} \frac{G^\Omega[f](x)W(x)}{W(x)} = 0.$$  

Indeed, by [4, Theorem 2.10], $|G^\Omega[f](x)| \leq C\|f\|_{L^\infty(\Omega)}\delta(x)^\gamma$ for every $x \in \Omega$, which yields

$$\left|\frac{G^\Omega[f](x)}{W(x)}\right| \leq C\|f\|_{L^\infty(\Omega)}\frac{\delta(x)^\gamma}{W(x)}, \quad \forall x \in \Omega.$$  

By taking into account the definition of $W$ in (5.2) and $\gamma \geq s - \frac{1}{2}$, we deduce (5.3) from (5.4).

If $\mu \in \mathcal{M}(\Omega, \delta^\gamma)$, the homogeneous boundary condition in (3.1) cannot be understood in the pointwise sense, but in the following trace sense

$$\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_{\{x \in \Omega: \delta(x) < \varepsilon\}} \frac{G^\Omega[\mu](x)}{W(x)}dx = 0.$$  

Indeed, this can be obtained by using an argument similar to that of [4, Lemma 3.8(a) and b)]. Although the proof of [4, Lemma 3.8] deals with data in $L^1(\Omega, \delta^\gamma)$, the extension to data in $\mathcal{M}(\Omega, \delta^\gamma)$ is trivial. The case $\gamma = s - \frac{1}{2}$ is slightly different but follows straightforward from [4, Lemma 3.8 b)].
5.2 Variational setting. In this subsection, we assume that (L1)–(L3) and (G1)–(G3) hold. For \( f \in L^2(\Omega) \), consider the problem

\[
\begin{aligned}
Lu &= f \quad \text{in } \Omega, \\
\Phi &= 0 \quad \text{on } \partial \Omega, \\
\Phi &= 0 \quad \text{in } \mathbb{R}^N \setminus \overline{\Omega} \quad \text{(if applicable)}.
\end{aligned}
\]

(5.6)

**Definition 5.1** (Variational solutions). Assume \( f \in L^2(\Omega) \). A function \( u \) is a variational solution of (5.6) if \( u \in \mathbb{H}(\Omega) \) and

\[
\langle u, \xi \rangle_{\mathbb{H}(\Omega)} = \int_{\Omega} \xi f dx, \quad \forall \xi \in \mathbb{H}(\Omega).
\]

(5.7)

The existence and uniqueness of the variational solution to (5.6) follows from the Lax–Milgram theorem since

\[
\|u\|^2_{L^2(\Omega)} \leq B(u, u), \quad \forall u \in \mathbb{H}(\Omega),
\]

by the assumption (L2). Moreover, the variational solution \( u \) of (5.6) satisfies

\[
\|u\|_{L^2(\Omega)} \leq \|u\|_{\mathbb{H}(\Omega)} \lesssim \|f\|_{L^2(\Omega)}.
\]

(5.8)

We note that the notion of variational solutions in Definition 5.1 is equivalent to the one in [20, Definition 2.5].

Next we show that the variational solution of (5.6) is a weak-dual solution.

**Proposition 5.2.** For any \( f \in L^2(\Omega) \), \( \mathcal{G}[f] \) is the variational solution of (5.6).

**Proof.** First we assume that \( f \in C_c^\infty(\Omega) \). Then \( \mathcal{G}[f] \) is the weak-dual solution of (5.6) and \( \mathcal{G}[f] \in \mathbb{H}(\Omega) \) by (G1). Furthermore, for any \( v \in C_c^\infty(\Omega) \), one has

\[
\langle \mathcal{G}[f], v \rangle_{\mathbb{H}(\Omega)} = \langle L[\mathcal{G}[f]], v \rangle_{L^2(\Omega)} = \langle f, v \rangle_{L^2(\Omega)}.
\]

This implies that \( \mathcal{G}[f] \) is the variational solution of (5.6).

Next, assume \( f \in L^2(\Omega) \) and let \( u \) be the variational solution of (5.6). We will show that \( u = \mathcal{G}[f] \).

Let \( \{f_n\} \subset C_c^\infty(\Omega) \) be a sequence converging to \( f \) in \( L^2(\Omega) \). Let \( u_n = \mathcal{G}[f_n] \) be the variational solution of (5.6) with \( f \) replaced by \( f_n \). Using the fact that \( \mathcal{G} : L^2(\Omega) \rightarrow L^2(\Omega) \) is continuous (see [20, Theorem 2.2]), we obtain

\[
\|\mathcal{G}[f_n] - \mathcal{G}[f]\|_{L^2(\Omega)} = \|\mathcal{G}[f_n - f]\|_{L^2(\Omega)} \lesssim \|f_n - f\|_{L^2(\Omega)}, \quad \forall n \in \mathbb{N},
\]

which implies \( \mathcal{G}[f_n] \rightarrow \mathcal{G}[f] \) in \( L^2(\Omega) \). On the other hand, since \( \mathcal{G}[f_n] - u \) is the variational solution of (5.6) with \( f \) replaced by \( f_n - f \), we deduce from (5.8) that

\[
\|\mathcal{G}[f_n] - u\|_{L^2(\Omega)} \leq \|\mathcal{G}[f_n] - u\|_{\mathbb{H}(\Omega)} \lesssim \|f_n - f\|_{L^2(\Omega)}, \quad \forall n \in \mathbb{N}.
\]

This implies \( \mathcal{G}[f_n] \rightarrow u \) in \( L^2(\Omega) \). By the uniqueness of the limit, \( u = \mathcal{G}[f] \). □
Under the assumptions (G1)–(G2), the operator $G_{\Omega1} : L^2(\Omega1) \rightarrow L^2(\Omega1)$ is compact (see [13, Proposition 5.1]). Thus, there exist an orthogonal basis of $L^2(\Omega1)$ consisting of eigenfunctions of $G_{\Omega1}$, and a sequence $\{ \lambda_n \}$ satisfying

$$0 < \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n \nearrow +\infty$$

such that

$$\lambda_n G_{\Omega1}[\varphi_n] = \varphi_n, \quad \forall n \in \mathbb{N}.$$ 

In other words, $\lambda_n^{-1}$ is the eigenvalue of $G_{\Omega1}$ associated to $\varphi_n$ for every $n \in \mathbb{N}$. By Proposition 5.2, $\varphi_n \in H(\Omega1), \forall n \in \mathbb{N}$ and

$$\langle \varphi_n, \varphi_m \rangle_{H(\Omega1)} = \lambda_n \langle G_{\Omega1}[\varphi_n], \varphi_m \rangle_{H(\Omega1)} = \lambda_n \langle \varphi_n, \varphi_m \rangle_{L^2(\Omega1)}, \quad \forall n, m \in \mathbb{N}.$$ 

Thus, for every $u, v \in H(\Omega1)$, one has

$$B(u, v) = \langle u, v \rangle_{H(\Omega1)} = \sum_{n=1}^{\infty} \hat{u}_n \hat{v}_n \varphi_n, \quad \sum_{n=1}^{\infty} \lambda_n \hat{u}_n \hat{v}_n,$$

where $\hat{u}_n = \langle u, \varphi_n \rangle_{L^2(\Omega1)}, \forall n \in \mathbb{N}$. Thus, one has the following characterization of $H(\Omega1)$:

$$H(\Omega1) = \left\{ u \in L^2(\Omega1) : \sum_{n=1}^{\infty} \lambda_n |\hat{u}_n|^2 < \infty \right\}.$$ 

We note that the space $H(\Omega1)$ has been also recently investigated in [14] and [20].

### 6 Semilinear equations: existence and nonexistence

In this section, we assume that (G1)–(G2) hold. The aim of this section is to prove the existence of minimal solutions of (3.4). To this end, we first prove a general existence result for the semilinear problem

$$\begin{cases} 
\mathbb{L}u = g(x, u) + \mu & \text{in } \Omega, \\
\quad u = 0 & \text{on } \partial \Omega, \\
\quad u = 0 & \text{in } \mathbb{R}^N \setminus \overline{\Omega} \text{ (if applicable)},
\end{cases} \quad (6.1)$$

where $g : \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function such that $g(x, \cdot)$ is increasing in the second variable, for a.e. $x \in \Omega$ and $\mu \in \mathcal{M}(\Omega, \delta^+)$. 

Following Bonforte and Vázquez [16] (see also [13, 4, 20]), we give the definition of weak-dual sub- and supersolutions.
**Definition 6.1.** We say that a function $u$ is a weak-dual subsolution (resp. supersolution) of (6.1) if $u \in L^1(\Omega, \partial^\gamma)$, $g(\cdot, u) \in L^1(\Omega, \partial^\gamma)$ and

$$\int_\Omega u \zeta dx \leq \text{(resp.} \geq) \int_\Omega g(x, u) G^\Omega_\zeta dx + \int_\Omega G^\Omega_\zeta d\mu,$$

\[ \forall \zeta \in \partial^\gamma L^\infty(\Omega), \zeta \geq 0. \]

A function $u$ is a weak-dual solution of (6.1) if it is both a subsolution and supersolution of (6.1).

**Remark 6.2.** It can be seen that a function $u$ is a weak-dual subsolution of (6.1) if and only if $u \in L^1(\Omega, \partial^\gamma)$, $g(\cdot, u) \in L^1(\Omega, \partial^\gamma)$ and

$$u \leq G^\Omega_\zeta g(\cdot, u) + G^\Omega_\zeta \mu \quad \text{a.e. in} \ \Omega.$$

Indeed, if $u$ is a weak-dual subsolution of (6.1), then by Definition 6.1, $u \in L^1(\Omega, \partial^\gamma)$ and $g(\cdot, u) \in L^1(\Omega, \partial^\gamma)$. Moreover, using the integration by parts formula in Lemma 4.4, for any $\zeta \in \partial^\gamma L^\infty(\Omega)$, $\zeta \geq 0$, one has

$$\int_\Omega u \zeta dx \leq \int_\Omega g(x, u) G^\Omega_\zeta dx + \int_\Omega G^\Omega_\zeta d\mu,$$

which implies

$$\int_\Omega (u - G^\Omega_\zeta g(\cdot, u) - G^\Omega_\zeta \mu) \zeta dx \leq 0, \quad \forall \zeta \in \partial^\gamma L^\infty(\Omega), \zeta \geq 0.$$

This gives (6.3). The converse statement can be established in an analogous way.

A similar observation also holds true for a weak-dual supersolution of (6.1). Finally, it can be seen that a function $u$ is a weak-dual solution of (6.1) if and only if $u \in L^1(\Omega, \partial^\gamma)$, $g(\cdot, u) \in L^1(\Omega, \partial^\gamma)$ and

$$u = G^\Omega_\zeta g(\cdot, u) + G^\Omega_\zeta \mu \quad \text{a.e. in} \ \Omega.$$

For interesting results regarding the equivalence of different types of solutions of (6.1), we refer to [20, Theorem 2.1].

**Remark 6.3.** From the representation (6.4) and Marcinkiewicz estimates (Proposition 4.6), we see that if $u$ is a solution of (6.1) then $u \in L^p(\Omega, \partial^\gamma)$, $p \in [1, p^*)$ and $u \in L^q(\Omega)$, $q \in [1, \frac{N}{N-2s+\gamma})$ if $\gamma < 2s$.

Our general existence result is based on the sub- and supersolution method. The reader is referred to [54, Theorem 5.4.1] and [56] for results in local frameworks.
Proposition 6.4. Let \( v \) and \( w \) be a weak-dual subsolution and a weak-dual supersolution of (6.1), respectively, satisfying \( v \leq w \) a.e. in \( \Omega \). Then there exist weak-dual solutions \( u \leq \overline{u} \) of (6.1) such that for any weak-dual solution \( u \) of (6.1) satisfying \( v \leq u \leq w \) a.e. in \( \Omega \), there holds

\[
v \leq u \leq \overline{u} \leq w \quad \text{a.e. in } \Omega.
\]

Here we note that only the existence of the minimal weak-dual solution \( u \) is needed in our paper. However, we still prove the existence of the maximal solution \( \overline{u} \) for the completeness.

Proof. For simplicity, in this proof by a solution (subsolution, supersolution, respectively) we mean a weak-dual solution (subsolution, supersolution, respectively).

We define an iterative sequence

\[
u_0 := v, \quad u_{n+1} := G_{\Omega}^\Omega[g(\cdot, u_n)] + G_{\Omega}^\Omega[\mu], \quad n \in \mathbb{N}.
\]

It can be seen that \( u_0 = v \leq w \), therefore

\[
v \leq u_1 = G_{\Omega}^\Omega[g(\cdot, u_0)] + G_{\Omega}^\Omega[\mu] \leq G_{\Omega}^\Omega[g(\cdot, w)] + G_{\Omega}^\Omega[\mu] \leq w,
\]

since \( v, w \) are a subsolution and a supersolution of (6.1), respectively, and \( g(x, \cdot) \) is nondecreasing. By induction and the monotonicity of \( g(x, \cdot) \), one has \( v \leq u_n \leq u_{n+1} \leq w \) for every \( n \in \mathbb{N} \). This means \( \{u_n\} \) is an increasing sequence bounded from above by \( \omega \in L^1(\Omega, \delta^\nu) \). Using the Monotone Convergence Theorem, there exists a function \( u \in L^1(\Omega, \delta^\nu) \) such that \( u_n \to u \) a.e. in \( \Omega \) and in \( L^1(\Omega, \delta^\nu) \). Furthermore, since \( g(x, \cdot) \) is continuous and increasing, one has \( g(\cdot, u_n) \to g(\cdot, u) \) a.e. in \( \Omega \) and also in \( L^1(\Omega, \delta^\nu) \). Thus, since

\[
\int_\Omega u_{n+1}\xi \, dx = \int_\Omega g(\cdot, u_0)G_{\Omega}^\Omega[\xi] \, dx + \int_\Omega G_{\Omega}^\Omega[\xi] \, d\mu, \quad \forall \xi \in \delta^\nu L^\infty(\Omega),
\]

letting \( n \to \infty \) and using the Dominated Convergence Theorem, we deduce

\[
\int_\Omega u\xi \, dx = \int_\Omega g(\cdot, u)G_{\Omega}^\Omega[\xi] \, dx + \int_\Omega G_{\Omega}^\Omega[\xi] \, d\mu, \quad \forall \xi \in \delta^\nu L^\infty(\Omega),
\]

from which we conclude that \( u \) is a solution to (6.1).

We prove that \( u \) is the minimal solution among all weak-dual solutions of (6.1) being greater than \( v \). Assume \( u \) is another solution of (6.1) such that \( v = u_0 \leq u \). By induction, one has

\[
u = G_{\Omega}^\Omega[g(\cdot, u)] + G_{\Omega}^\Omega[\mu] \geq G_{\Omega}^\Omega[g(\cdot, u_n)] + G_{\Omega}^\Omega[\mu] = u_{n+1}, \quad \forall n \in \mathbb{N}.
\]

Letting \( n \to \infty \), we have \( u \geq \underline{u} \), i.e., \( \underline{u} \) is the desired minimal solution.
We next prove the existence of the maximal solution $\bar{u}$ of (3.4). Denote

$$M := \sup \left\{ \int_{\Omega} u \delta^v \, dx : u \text{ is a solution of (6.1) and } v \leq u \leq w \right\} < \infty.$$  

Consider a sequence of solutions $\{u_n\}$ of (6.1) such that $\int_{\Omega} u_n \delta^v \, dx \to M$. We see that if $v_1, v_2$ are two solutions of (6.1), then $v_1 \vee v_2$ is a subsolution since

$$v_i = G^\Omega[g(\cdot, v_i)] + G^\Omega[\mu] \leq G^\Omega[g(\cdot, v_1 \vee v_2)] + G^\Omega[\mu], \quad i = 1, 2.$$  

By this remark, the sequence $\{u_n\}$ can be chosen to be increasing. Indeed, if $\{u_n\}$ is not increasing, one can always construct a sequence $\{v_n\}$ with $v_1 := u_1$ and $v_n$ being a solution of (6.1) satisfying $\max\{u_n, v_{n-1}\} \leq v_n \leq w$ (such a solution $v_n$ exists by the same argument leading to the existence of the minimal solution $\underline{u}$ above). Using the Monotone Convergence Theorem, there exists a function $\bar{u} \in L^1(\Omega, \delta^v)$ such that

$$u_n \to \bar{u} \text{ a.e. in } \Omega \text{ and in } L^1(\Omega, \delta^v) \text{ with } \int_{\Omega} \bar{u} \delta^v \, dx = M.$$  

Since $g(\cdot, u_n) \to g(\cdot, \bar{u})$ a.e. in $\Omega$, by the Monotone Convergence Theorem, we have $g(\cdot, u_n) \to g(\cdot, \bar{u})$ in $L^1(\Omega, \delta^v)$. The same argument as in the first part shows that $\bar{u}$ is a solution of (6.1). Finally, we prove that $\bar{u}$ is the maximal solution. Indeed, for an arbitrary solution $u$ of (6.1) such that $v \leq u \leq w$, we have $\bar{u} \vee u$ is a subsolution. Thus, there exists a solution $\bar{u}$ of (6.1) such that $\bar{u} \leq \bar{u} \vee u \leq \bar{u} \leq w$. This implies

$$\int_{\Omega} (\bar{u} \vee u) \delta^v \, dx \leq \int_{\Omega} \bar{u} \delta^v \, dx \leq M = \int_{\Omega} \bar{u} \delta^v \, dx,$$

which implies $\bar{u} \vee u = \bar{u}$. We complete the proof.  

We need the following lemma for the proof of Theorem 3.3.

**Lemma 6.5.** Consider the equation $t = c_p t^p + \lambda$, where $c_p > 0$ is a positive constant and $p > 1$. Then for every $\lambda \geq 0$ small enough, this equation admits a unique positive solution $t = T(\lambda) \leq t_0 := (pc_p)^{-\frac{1}{p-1}}$, where $T$ is an increasing function and $T(0) = 0$.

**Proof.** It can be seen that the function $f(t) = t - c_p t^p$ is continuous and monotone increasing on $[0, t_0]$ ($t_0$ is given as above) since $f$ attains a unique maximum at $t = t_0$. Thus, for any $\lambda \in [0, f(t_0)]$, we have

$$f(t) = \lambda \iff t = f^{-1}(\lambda) =: T(\lambda).$$  

Since $T$ is the inverse of $f$, it is continuous, monotone increasing with $T(0) = 0$. We have the desired result. \qed
**Proof of Theorem 3.3 (1).**

**Step 1.** We first prove the existence of the minimal solution of (3.4) for $\lambda > 0$ small enough.

Put $v_\lambda := \lambda G^\Omega[\mu]$, $w_\lambda := T(\lambda)G^\Omega[\mu]$ for some function $T$ which will be specified later. It can be seen that $v_\lambda$ is a weak-dual subsolution of (3.4) since $v_\lambda = \lambda G^\Omega[\mu] \in L^p(\Omega, \delta^\gamma)$ and $v_\lambda \leq G^\Omega[\mu] + \lambda G^\Omega[\mu]$. By Proposition 6.4, it is enough to find a suitable function $T$ such that $w_\lambda$ is a weak-dual supersolution and $w_\lambda \geq v_\lambda$ a.e. in $\Omega$.

Indeed, Lemma 6.5 shows that for all $\lambda > 0$ small enough, there exists a $T(\lambda) > 0$ such that $T(\lambda) \to 0$ as $\lambda \to 0$ and $T(\lambda) = c_p T(\lambda)^p + \lambda$, where $c_p$ is the constant $C$ in (4.12). Thus, it follows from Proposition 4.14 that

$$G^\Omega[(w_\lambda)^p] = G^\Omega[(T(\lambda)G^\Omega[\mu])^p] = T(\lambda)^p G^\Omega[G^\Omega[\mu]^p] \leq c_p T(\lambda)^p G^\Omega[\mu] = (T(\lambda) - \lambda) G^\Omega[\mu],$$

from which we deduce that

$$w_\lambda = T(\lambda) G^\Omega[\mu] \geq G^\Omega[(w_\lambda)^p] + \lambda G^\Omega[\mu].$$

This implies $w_\lambda$ is a weak-dual supersolution. Furthermore, it is clear that

$$w_\lambda = T(\lambda) G^\Omega[\mu] \geq \lambda G^\Omega[\mu] = v_\lambda.$$

We deduce from Proposition 6.4 that there exists a minimal nonnegative weak-dual solution $u_\lambda$ of (3.4) which satisfies

$$\lambda G^\Omega[\mu] \leq u_\lambda \leq T(\lambda) G^\Omega[\mu] \text{ a.e. in } \Omega.$$

**Step 2.** We prove the existence of a threshold value $\lambda^* > 0$ stated in Theorem 3.3.

It can be seen that if (3.4) has a minimal positive weak-dual solution $u_\lambda$ for $\lambda > 0$, then it also admits a minimal positive weak-dual solution for all $\lambda' \in (0, \lambda)$. Furthermore, the map $\lambda \mapsto u_\lambda$ is increasing and continuous. It follows from the fact that the sequence defining the minimal solution $u_\lambda$, namely

$$u_{\lambda, 0} = \lambda G^\Omega[\mu], \quad u_{\lambda, n+1} = G^\Omega[(u_{\lambda, n})^p] + \lambda G^\Omega[\mu], \quad n \in \mathbb{N},$$

satisfies $u_{\lambda, n} > u_{\lambda', n}$, and the map $\lambda \mapsto u_{\lambda, n}$ is continuous and increasing for all $n \in \mathbb{N}$. Thus, we may define

$$\lambda^* := \sup\{ \lambda > 0 : (3.4) \text{ has a positive weak-dual solution} \}.$$
We prove that $\lambda^* < \infty$. Indeed, let $\lambda > 0$ be such that problem (3.4) admits a positive weak-dual solution $u_x$. Then $u_x \in L^p(\Omega, \delta')$ and

$$\int_\Omega u_x \xi dx = \int_\Omega (u_x)^p \xi dx + \lambda \int_\Omega \mathcal{G}_\Omega^\Omega[\xi] d\mu, \quad \forall \xi \in \delta' L^\infty(\Omega).$$

Let $\lambda_1$ and $\varphi_1$ be the first eigenvalue and the corresponding positive eigenfunction of $\mathbb{L}$, respectively. Recall that $\varphi_1 = \lambda_1 \mathcal{G}_\Omega^\Omega[\varphi_1] \sim \lambda_1 \delta'$ by [13, Proposition 5.3]. Choosing $\xi = \varphi_1 \in \delta' L^\infty(\Omega)$ as a test function in (6.8), one has

$$\int_\Omega (u_x)^p \mathcal{G}_\Omega^\Omega[\varphi_1] dx + \lambda \int_\Omega \mathcal{G}_\Omega^\Omega[\varphi_1] d\mu = \int_\Omega u_x \varphi_1 dx = \lambda_1 \int_\Omega u_x \mathcal{G}_\Omega^\Omega[\varphi_1] dx.$$

This and Hölder’s inequality imply

$$\int_\Omega (u_x)^p \mathcal{G}_\Omega^\Omega[\varphi_1] dx + \lambda \int_\Omega \mathcal{G}_\Omega^\Omega[\varphi_1] d\mu \leq \lambda_1 \left( \int_\Omega (u_x)^p \mathcal{G}_\Omega^\Omega[\varphi_1] dx \right)^{\frac{1}{p}} \left( \int_\Omega \mathcal{G}_\Omega^\Omega[\varphi_1] dx \right)^{1-\frac{1}{p}}.$$

This leads to

$$\int_\Omega (u_x)^p \mathcal{G}_\Omega^\Omega[\varphi_1] dx \leq \lambda_1 \int_\Omega \mathcal{G}_\Omega^\Omega[\varphi_1] dx.$$

Combining (6.10), (6.11) and the fact that $\int_\Omega \mathcal{G}_\Omega^\Omega[\varphi_1] d\mu \sim \int_\Omega \delta' d\mu = 1$, one has

$$\lambda \leq \frac{1}{\int_\Omega \mathcal{G}_\Omega^\Omega[\varphi_1] d\mu} \lambda_1 \int_\Omega \mathcal{G}_\Omega^\Omega[\varphi_1] dx \leq C \lambda_1 \int_\Omega \delta' dx =: \lambda < +\infty.$$

Notice that $\lambda$ depends on $N, \Omega, s, \gamma, p, \lambda_1$. Therefore $\lambda^* < +\infty$.

It can be seen that

$$\lambda^* = \sup\{ \lambda > 0 : (3.4) \text{ has a minimal positive weak-dual solution}\}.$$

This is obtained due to the observation that if (3.4) has a positive weak-dual solution $u_x$ for $\lambda > 0$, then (3.4) has a minimal positive weak-dual solution. Indeed, since $u_x$ is a weak-dual solution, it is also a weak-dual supersolution (3.4), while 0 is a weak-dual subsolution of (3.4). Using Proposition 6.4, we know that there exists a minimal weak-dual solution $u_x$ such that $0 \leq u_x \leq u_x$.

**Step 3.** We prove the existence of the minimal positive weak-dual solution of (3.4) for $\lambda = \lambda^*$.

First, observing (6.10) and the estimate $\mathcal{G}_\Omega^\Omega[\varphi_1] \sim \delta'$, we derive that

$$\int_\Omega (u_x)^p \delta' dx \leq C \lambda_1 \frac{p}{p-1} \int_\Omega \delta' dx < C \lambda_1 \frac{p}{p-1} < C.$$
From (6.9), (6.13) and again the estimate $G^\Omega[\varphi_1] \sim \delta'$, we derive

$$
\int_\Omega u_\lambda \delta' dx \leq C \left( \int_\Omega (u_\lambda)^p \delta' dx + \lambda \int_\Omega \delta^d d\mu \right) \leq C.
$$

From Step 2, for each $\lambda \in (0, \lambda^*)$, there exists a minimal positive weak-dual solution $u_\lambda$ of (3.4). By (6.13) and (6.14), the sequence $\{u_\lambda\}$ is uniformly bounded in $L^1(\Omega, \delta')$ and in $L^p(\Omega, \delta')$ with respect to $\lambda$. Moreover, $\{u_\lambda\}$ is increasing with respect to $\lambda$. By the Monotone Convergence Theorem, $\{u_\lambda\}$ converges to a function $u_{\lambda^*}$, a.e. in $\Omega$, in $L^1(\Omega, \delta')$ and in $L^p(\Omega, \delta')$. For any $\lambda < \lambda^*$ and $\xi \in \delta'L^\infty(\Omega)$, one has

$$
\int_\Omega u_\lambda \xi dx = \int_\Omega (u_\lambda)^p G^\Omega[\xi] dx + \lambda \int_\Omega G^\Omega[\xi] d\mu.
$$

By letting $\lambda \nearrow \lambda^*$, one has

$$
\int_\Omega u_{\lambda^*} \xi dx = \int_\Omega (u_{\lambda^*})^p G^\Omega[\xi] dx + \lambda^* \int_\Omega G^\Omega[\xi] d\mu.
$$

Therefore $u_{\lambda^*}$ is a weak-dual solution of (3.4) for $\lambda = \lambda^*$.

We show that $u_{\lambda^*}$ is the minimal solution of (3.4) with $\lambda = \lambda^*$. It can be seen that if $u_{\lambda^*}$ is an arbitrary solution of (3.4) with $\lambda = \lambda^*$, then $u_{\lambda^*} \geq u_\lambda$ for $\lambda < \lambda^*$ since $u_{\lambda^*} \geq u_{\lambda,n}$ for all $n \in \mathbb{N}$. Letting $\lambda \nearrow \lambda^*$, we obtain $u_{\lambda^*} \geq u_{\lambda^*}$. The proof is complete. \hfill $\square$

**Remark 6.6.** (i) We notice that the argument leading to (6.13) in Step 2 of the proof of Theorem 3.3(1) is valid for every $p > 1$. Therefore, for any $p > 1$, if $u$ is a positive weak-dual solution of (3.4), then $\|u\|_{L^p(\Omega, \delta')} \leq C$ where $C = C(N, \Omega, s, \gamma, p, \lambda_1)$. Moreover, from the representation

$$
u = G^\Omega[u^p] + \lambda G^\Omega[\mu],
$$

Proposition 4.6, Corollary 4.8 (i) and (6.13), we have, for any $q \in [1, p^*)$, there hold

$$
\|u\|_{L^p(\Omega, \delta')} = \|G^\Omega[u^p] + \lambda G^\Omega[\mu]\|_{L^p(\Omega, \delta')} \leq C(\|u\|_{L^p(\Omega, \delta')} + \lambda \|\mu\|_{M(\Omega, \delta')}) \leq C,
$$

where $C = C(N, \Omega, s, \gamma, \lambda_1, p, q)$.

**Remark 6.7.** We can infer from Proposition 6.4 that for $p > 1$ and $0 < \lambda < \lambda'$, if problem (3.4) with $\lambda = \lambda'$ admits a positive weak-dual solution $u_{\lambda'}$, then problem (3.4) admits a positive weak-dual solution $u_{\lambda}$ such that $u_{\lambda} < u_{\lambda'}$. In other words, if problem (3.4) does not admit any positive weak-dual solution, then neither does (3.4) with $\lambda = \lambda'$. 
Proof of Theorem 3.3 (2). We observe from Remark 6.7 that it is sufficient to consider \( \lambda < \tilde{\lambda} \) where \( \tilde{\lambda} \) is defined in (6.12).

Suppose by contradiction that for every \( \mu \in M(\Omega, \delta^\gamma) \) with \( \|\mu\|_{M(\Omega, \delta^\gamma)} = 1 \), there exists a positive weak-dual solution to (3.4). Let \( y^* \in \partial \Omega \) and \( \{y_n\} \subset \Omega \) such that \( y_n \to y^* \in \partial \Omega \). Put \( \mu_n = \delta^{-\gamma} \delta_{y_n} \), then \( \|\mu_n\|_{M(\Omega, \delta^\gamma)} = 1 \). By the supposition, for each \( n \in \mathbb{N} \), there exists a positive weak-dual solution \( u_n \) of (3.4) with datum \( \lambda, \mu_n \).

From the representation \( u_n = \mathbb{G}^\Omega[(\mu_n)^p] + \lambda \mathbb{G}^\Omega[\mu_n] \), we deduce

\[
(6.17) \quad u_n(x) \geq \lambda \mathbb{G}^\Omega[\mu_n](x) = \lambda \int_\Omega G^\Omega(x, y) d\mu_n(y) = \lambda \frac{G^\Omega(x, y_n)}{\delta(y_n)^\gamma},
\]

Since

\[
G^\Omega(x, y) \sim \frac{1}{|x - y|^{N-2\gamma}} \cdot \frac{\delta(x)^\gamma \delta(y)^\gamma}{\delta(x)^{2\gamma} + \delta(y)^{2\gamma} + |x - y|^{2\gamma}}, \quad x, y \in \Omega,
\]

it follows from the Fatou lemma that

\[
\liminf_{n \to \infty} \int_\Omega (u_n)^p \delta^\gamma dx \geq \int_\Omega (\liminf_{n \to \infty} (u_n)^p) \delta^\gamma dx \geq \lambda \int_\Omega \left( \frac{\delta(x)^\gamma}{|x - y*|^{N-2\gamma+2\gamma}} \right)^p \delta(x)^\gamma dx.
\]

Since \( \Omega \) is a \( C^2 \) domain, it satisfies the interior cone condition, hence there exists \( r_0 > 0 \) small enough such that the circular cone at vertex \( y^* \)

\[
C_{r_0}(y^*) = \left\{ x \in B_{r_0}(y^*) : (x - y^*) \cdot n_{y^*} > \frac{1}{2} |x - y^*| \right\} \subset \Omega,
\]

where \( n_{y^*} \) denotes the inward unit normal vector to \( \partial \Omega \) at \( y^* \).

Without loss of generality, suppose that the coordinates are placed so that \( y^* = 0 \in \partial \Omega \), the tangent hyperplane to \( \partial \Omega \) at 0 is \( \{x = (x_1, \ldots, x_{N-1}, x_N) \in \mathbb{R}^N : x_N = 0\} \) and \( n_0 = (0, \ldots, 0, 1) \). We can choose \( r_0 \) small enough such that

\[
\delta(x) \geq \alpha |x|, \quad \forall x \in C_{r_0}(0),
\]

for some \( \alpha \in (0, 1) \). Then we have

\[
\int_\Omega \left( \frac{\delta(x)^\gamma}{|x|^{N-2\gamma+2\gamma}} \right)^p \delta(x)^\gamma dx \geq \int_{C_{r_0}(0)} \frac{1}{|x|^{(N-2\gamma)p-\gamma}} dx \geq \int_{B_{r_0}(0)} \frac{1}{|x|^{(N-2\gamma)p-\gamma}} dx \sim \int_0^{r_0} t^{N-1-(N-2\gamma)p+\gamma} dt.
\]
Since \( p \geq p^* \), the last integral in (6.19) is divergent. This, jointly with (6.18) and (6.19), yields
\[
\liminf_{n \to \infty} \int_\Omega (u_n)^p \delta^r dx = \infty,
\]
which leads to a contradiction since the sequence \( \{u_n\} \) is uniformly bounded in \( L^p(\Omega, \delta^r) \) by Remark 6.6. The proof is complete. \( \square \)

7 Eigenproblem and key regularity results

In this section, we assume that assumptions (L1)–(L3) and (G1)–(G3) hold. We study the weighted eigenproblem associated to \( L \) in the variational framework.

7.1 Embeddings. We prove some embedding results. We first recall a classical result.

**Lemma 7.1.** \( H(\Omega) \hookrightarrow L^q(\Omega) \) for all \( q \in [1, \frac{2N}{N-2s}] \), and \( H(\Omega) \hookrightarrow L^q(\Omega) \) for all \( q \in [1, \frac{2N}{N-2s}] \).

**Proof.** Since \( H(\Omega) \hookrightarrow H^s(\Omega) \) by (L3), we obtain
\[
H(\Omega) \hookrightarrow L^q(\Omega), \quad \forall q \in \left[1, \frac{2N}{N-2s}\right]
\]
and
\[
H(\Omega) \hookrightarrow L^q(\Omega), \quad \forall q \in \left[1, \frac{2N}{N-2s}\right]
\]
due to [58, Theorem 6.7, Corollary 7.2]. \( \square \)

**Lemma 7.2.** Assume that \( \alpha \in [0, 2s) \) and \( q \in [1 + \frac{\alpha}{2s}, \frac{2N-2\alpha}{N-2s}] \). Then for any \( u \in H(\Omega) \), we have \( u \in L^{\frac{2N-2\alpha}{N-2s}}(\Omega) \cap L^q(\Omega, \delta^{-\alpha}) \) and furthermore, the following inequality holds
\[
\| u \|_{L^q(\Omega, \delta^{-\alpha})} \lesssim \| u \|_{H(\Omega)}^{\frac{\alpha}{2s}} \| u \|_{L^{\frac{2N-2\alpha}{N-2s}}(\Omega)}^{1-\frac{\alpha}{2s}}.
\]
As a consequence,
\[
H(\Omega) \hookrightarrow L^q(\Omega, \delta^{-\alpha}) \quad \text{for all } q \in \left[1 + \frac{\alpha}{2s}, \frac{2N-2\alpha}{N-2s}\right],
\]
and
\[
H(\Omega) \hookrightarrow L^q(\Omega, \delta^{-\alpha}) \quad \text{for all } q \in \left[1 + \frac{\alpha}{2s}, \frac{2N-2\alpha}{N-2s}\right].
\]
Notice that we recover Lemma 7.1 if $\alpha = 0$.

**Proof of Lemma 7.2.** By the assumption on $q$, one has
\[
1 \leq \frac{2(qs - \alpha)}{2s} \leq \frac{2N}{N - 2s}.
\]
Therefore, for any $u \in \mathbb{H}(\Omega)$, it follows from Lemma 7.1 that $u \in L^{\frac{2(qs-\alpha)}{2s-a}}(\Omega)$ and
\[
\|u\|_{L^{\frac{2(qs-\alpha)}{2s-a}}(\Omega)} \lesssim \|u\|_{\mathbb{H}(\Omega)}, \quad \forall \, u \in \mathbb{H}(\Omega).
\]
(7.2)

Since $\alpha < 2s$, using Hölder’s inequality and the fact that $\| \cdot \|_{\mathbb{H}(\Omega)}$ is equivalent to $\| \cdot \|_{H_{01}(\Omega)}$ by (L3), one has, for any $u \in \mathbb{H}(\Omega)$,
\[
\|u\|_{L^q(\Omega, \delta^{-a})} = \int_{\Omega} \left( \frac{|u|}{\delta^{2s}} \right)^{\frac{q}{2s}} \cdot |u|^{q - \frac{q}{2s}} \, dx
\]
\[
\quad \leq \left( \int_{\Omega} \frac{|u|^2}{\delta^{2s}} \, dx \right)^{\frac{q}{2s}} \left( \int_{\Omega} |u|^{\frac{2(qs-\alpha)}{2s-a}} \, dx \right)^{1 - \frac{q}{2s}}
\]
\[
\quad \lesssim \|u\|_{\mathbb{H}(\Omega)} \|u\|_{L^{\frac{2(qs-\alpha)}{2s-a}}(\Omega)}.
\]
(7.3)

Combining (7.2) and (7.3) yields (7.1).

From (7.1) and (7.3), we obtain
\[
\|u\|_{L^q(\Omega, \delta^{-a})} \lesssim \|u\|_{\mathbb{H}(\Omega)}, \quad \forall \, u \in \mathbb{H}(\Omega).
\]
(7.4)

Hence $\mathbb{H}(\Omega)$ is continuously embedded in $L^q(\Omega, \delta^{-a})$.

Now, consider the case $q \in [1 + \frac{\alpha}{2s}, \frac{2N - 2s}{N-2s})$. Assume that $\{ u_n \}$ is a bounded sequence in $\mathbb{H}(\Omega)$. Since $\mathbb{H}(\Omega)$ is reflexive, there exists $u \in \mathbb{H}(\Omega)$ such that $u_n \rightharpoonup u$ in $\mathbb{H}(\Omega)$. Also, since $\mathbb{H}(\Omega) \hookrightarrow \hookrightarrow L^{\frac{2(qs-\alpha)}{2s-a}}(\Omega)$ is compact (notice that $\frac{2(qs-\alpha)}{2s-a} < \frac{2N}{N - 2s}$), up to a subsequence, $u_n \to u$ in $L^{\frac{2(qs-\alpha)}{2s-a}}(\Omega)$. Now we can apply (7.1) with $u_n - u$ to have
\[
\|u_n - u\|_{L^q(\Omega, \delta^{-a})} \lesssim \|u_n - u\|_{\mathbb{H}(\Omega)} \|u_n - u\|_{L^{\frac{2(qs-\alpha)}{2s-a}}(\Omega)}
\]
\[
\quad \lesssim 2M \|u_n - u\|_{L^{\frac{2(qs-\alpha)}{2s-a}}(\Omega)}.
\]
(7.5)

From (7.5), we deduce that $u_n \to u$ in $L^q(\Omega, \delta^{-a})$. Therefore
\[
\mathbb{H}(\Omega) \hookrightarrow \hookrightarrow L^q(\Omega, \delta^{-a}).
\]
Proposition 7.3. Assume that \( a \in L^r(\Omega, \delta^r) \) is a positive function with \( r > \frac{N+\gamma}{2s} \). Then \( \mathbb{H}(\Omega) \hookrightarrow L^2(\Omega, a) \).

Proof. Let \( a = \frac{r}{r-1} \). Since \( r > \frac{N+\gamma}{2s} \geq 1 + \frac{\gamma}{2s} \), it follows that

\[
1 + \frac{\alpha}{2s} \leq 2r = \frac{2r}{r-1} < \frac{2(N-a)}{N-2s} \quad \text{and} \quad \alpha < 2s.
\]

By Lemma 7.2, \( \mathbb{H}(\Omega) \hookrightarrow L^{2r}(\Omega, \delta^{-\alpha}) \) and estimate (7.4) holds with \( q = 2r' \), namely

\[
\|u\|_{L^{2r}(\Omega, \delta^{-\alpha})} \lesssim \|u\|_{H(\Omega)}, \quad \forall u \in \mathbb{H}(\Omega).
\]

Using Hölder’s inequality, one has

\[
\int_{\Omega} a |u|^2 \, dx = \int_{\Omega} a \delta^r |u|^2 \delta^{-r} \, dx \leq \left( \int_{\Omega} a' \delta^r \, dx \right)^{\frac{1}{r}} \left( \int_{\Omega} |u|^{2r} \delta^{-a} \, dx \right)^{\frac{1}{r}},
\]

for any \( u \in L^{2r}(\Omega, \delta^{-a}) \). Equivalently,

\[
\|u\|_{L^{2r}(\Omega, a)} \leq \|a\|_{L^{r}(\Omega, \delta^r)} \|u\|_{L^{2r}(\Omega, \delta^{-a})}.
\]

Combining (7.6) and (7.7) yields

\[
\|u\|_{L^{2r}(\Omega, a)} \lesssim \|a\|_{L^{r}(\Omega, \delta^r)} \|u\|_{H(\Omega)}, \quad \forall u \in \mathbb{H}(\Omega).
\]

Moreover, from Lemma 7.2 and (7.7), we obtain

\[
\mathbb{H}(\Omega) \hookrightarrow L^{2r}(\Omega, \delta^{-a}) \hookrightarrow L^2(\Omega, a).
\]

This implies that \( \mathbb{H}(\Omega) \hookrightarrow L^2(\Omega, a) \). We complete the proof. \( \square \)

7.2 Eigenproblems. We consider the weighted eigenproblem

\[
\begin{cases}
\mathcal{L} u = \sigma au & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega \text{ (if applicable)},
\end{cases}
\]

where \( a \in L^r(\Omega, \delta^r), \ r > \frac{N+\gamma}{2s} \), is a positive function. This problem has been studied in [20] in the case \( a = 1 \). In this case, one has \( \varphi \in \delta^r L^{\infty}(\Omega) \) [20, Proposition 3.7], where \( \varphi \) is an arbitrary eigenfunction of \( \mathcal{L} \). Furthermore, the first eigenvalue and the corresponding eigenfunction of \( \mathcal{L} \) are characterized by (see [13, Proposition 5.1])

\[
0 < \lambda_1 = \inf_{u \in L^2(\Omega) \setminus \{0\}} \frac{\int_{\Omega} u^2 \, dx}{\int_{\Omega} a \mathcal{G}[u] \, dx} = \frac{\int_{\Omega} \varphi_1^2 \, dx}{\int_{\Omega} \phi_1 \mathcal{G}[\phi_1] \, dx}
\]

with \( \varphi_1 \sim \delta^r \) in \( \Omega \).
In our present work, we consider the eigenproblem in a framework involving spaces $\mathbb{H}(\Omega)$ (cf. space $\mathbb{H}^1_2(\Omega)$ in [20]). More precisely, a nonzero function $\varphi \in \mathbb{H}(\Omega)$ is an eigenfunction associated to an eigenvalue $\sigma$ if

$$\langle \varphi, \xi \rangle_{\mathbb{H}(\Omega)} = \sigma \int_{\Omega} a \varphi \xi \, dx, \quad \forall \xi \in \mathbb{H}(\Omega).$$

(7.10)

**Remark 7.4.** We note that the right-hand side of (7.10) is well-defined by Proposition 7.3. Furthermore, it can easily be seen that if $\varphi$ satisfies (7.10), then $\varphi = \sigma \mathbb{G}[a\varphi]$. Indeed, for a function $\xi \in C_c^\infty(\Omega)$, choosing $\mathbb{G}[a\xi] \in \mathbb{H}(\Omega)$ as a test function in (7.10), one has

$$\langle \varphi, \mathbb{G}[a\xi] \rangle_{\mathbb{H}(\Omega)} = \sigma \int_{\Omega} a \varphi \mathbb{G}[a\xi] \, dx.$$ 

By noticing that

$$\langle \varphi, \mathbb{G}[a\xi] \rangle_{\mathbb{H}(\Omega)} = \int_{\Omega} \varphi \xi \, dx \quad \text{and} \quad \int_{\Omega} a \varphi \mathbb{G}[a\xi] \, dx = \int_{\Omega} \mathbb{G}[a\varphi] \xi \, dx,$$

we conclude that

$$\int_{\Omega} (\varphi - \sigma \mathbb{G}[a\varphi]) \xi \, dx, \quad \forall \xi \in C_c^\infty(\Omega),$$

from which we have $\varphi = \sigma \mathbb{G}[a\varphi]$.

**Proposition 7.5.** Let $0 < a \in L^r(\Omega, \delta) \cap \mathbb{L}^\infty(\Omega)$. Then the eigenproblem

$$\sigma_i^a := \inf_{\varphi \in \mathbb{H}(\Omega) \setminus \{0\}} \frac{\|\varphi\|^2_{\mathbb{H}(\Omega)}}{\|\varphi\|^2_{L^2(\Omega, a)}}$$

(7.11)

admits a positive minimizer $\varphi_i^a$ in $\mathbb{H}(\Omega)$ with normalization $\|\varphi_i^a\|_{L^2(\Omega, a)} = 1$. Therefore $\sigma_i^a$ is the first eigenvalue of $\mathbb{L}$ in $\mathbb{H}(\Omega)$ with respect to the weight $a$ and $\varphi_i^a$ is a corresponding eigenfunction. The eigenpair $(\sigma_i^a, \varphi_i^a)$ solves (7.9) in the sense

$$\langle \varphi_i^a, \xi \rangle_{\mathbb{H}(\Omega)} = \sigma_i^a \int_{\Omega} a \varphi_i^a \xi \, dx, \quad \forall \xi \in \mathbb{H}(\Omega).$$

(7.12)

**Proof.** The proof is standard and similar to that in [64, Proposition 9]. It is easy to see that $0 \leq \sigma_i^a < \infty$. Moreover, from (7.8), there exists a constant $C > 0$ depending on $\|a\|_{L^r(\Omega, \delta)}$, such that

$$\|u\|^2_{L^2(\Omega, a)} \leq C \|u\|^2_{\mathbb{H}(\Omega)} \quad \forall u \in \mathbb{H}(\Omega).$$

Without loss of generality, we may assume that there exists a sequence $\{u_n\} \subset \mathbb{H}(\Omega)$ such that $\|u_n\|_{L^2(\Omega, a)} = 1$ and $\|u_n\|_{\mathbb{H}(\Omega)} \to \sigma_i^a$. Since $\mathbb{H}(\Omega)$ is reflexive, there
exists a function $\varphi_1^a \in \mathbb{H}(\Omega)$ such that $u_n \rightharpoonup \varphi_1^a$ in $\mathbb{H}(\Omega)$. Since the embedding $\mathbb{H}(\Omega) \hookrightarrow L^2(\Omega, a)$ is compact (Proposition 7.3), $u_n \to \varphi_1^a$ in $L^2(\Omega, a)$. Thus,

$$\sigma_1^a \leq \|\varphi_1^a\|_{\mathbb{H}(\Omega)} \leq \liminf_{n \to \infty} \|u_n\|_{\mathbb{H}(\Omega)} = \sigma_1^a,$$

which, together with the fact that $\|\varphi_1^a\|_{L^2(\Omega, a)} = 1$, implies that $\varphi_1^a$ is a minimizer of (7.11). By a standard argument, we can show that $\varphi_1^a$ can be chosen to be nonnegative and $\varphi_1^a$ solves (7.9) in the sense of (7.12). The proof is complete. □

**Lemma 7.6.** Let $0 \leq a \in L^r(\Omega, \delta^\gamma)$ with $r > \frac{N+\gamma}{2}$ and $\sigma_1^a$ be the first eigenvalue defined by (7.11). Assume that $\sigma_1^a > 1$. Then for any $f \in \mathbb{H}^{-1}(\Omega)$, the problem

$$\begin{cases}
 Lu = au + f & \text{in } \Omega \\
 u = 0 & \text{on } \partial \Omega \\
 u = 0 & \text{in } \mathbb{R}^N \setminus \overline{\Omega} \text{ (if applicable)}
\end{cases}
\quad (7.13)$$

has a unique variational solution $u \in \mathbb{H}(\Omega)$.

**Proof.** We define the bilinear form $A : \mathbb{H}(\Omega) \times \mathbb{H}(\Omega) \to \mathbb{R}$ by

$$A(u, v) := \langle u, v \rangle_{\mathbb{H}(\Omega)} - \int_{\Omega} auv \, dx, \quad \forall u, v \in \mathbb{H}(\Omega).$$

It can be seen that $A$ is continuous since

$$|A(u, v)| \leq |\langle u, v \rangle_{\mathbb{H}(\Omega)}| + \int_{\Omega} a|uv| \, dx \leq (1 + C^2 \|a\|_{L^r(\Omega, \delta^\gamma)} \|u\|_{\mathbb{H}(\Omega)}\|v\|_{\mathbb{H}(\Omega)}),$$

by using Hölder’s inequality and estimate (7.8). Furthermore, $A$ is coercive. Indeed, from Proposition 7.5, we see that

$$\sigma_1^a \|\xi\|_{L^2(\Omega, a)}^2 \leq \|\xi\|_{\mathbb{H}(\Omega)}^2, \quad \forall \xi \in \mathbb{H}(\Omega). \quad (7.14)$$

By (7.14) and assumption $\sigma_1^a > 1$, we have

$$A(u, u) = \|u\|_{\mathbb{H}(\Omega)}^2 - \int_{\Omega} au^2 \, dx \geq \left(1 - \frac{1}{\sigma_1^a}\right) \|u\|_{\mathbb{H}(\Omega)}^2, \quad \forall u \in \mathbb{H}(\Omega).$$

Invoking the Lax–Milgram theorem, we conclude that for every $f \in \mathbb{H}^{-1}(\Omega)$, there exists a unique $u \in \mathbb{H}(\Omega)$ such that

$$A(u, \xi) = \langle f, \xi \rangle, \quad \forall \xi \in \mathbb{H}(\Omega).$$

This implies that (7.13) has a unique solution $u \in \mathbb{H}(\Omega)$. We complete the proof. □
7.3 Key regularity results.

**Lemma 7.7.** Assume $0 \leq a \in L^r(\Omega, \delta^r)$ with $r > \frac{N+\gamma}{2s}$. Then there exists a constant $\sigma = \sigma(N, s, \gamma, r) > 1$ such that, for every $\ell > 1$, the linear operator

$$ T : L^\ell(\Omega, a\delta^\gamma) \longrightarrow L^\ell(\Omega, a\delta^\gamma), $$

$$ f \mapsto \mathcal{G}_\Omega[af] $$

is continuous. Moreover, there exists a constant $C = C(\Omega, N, s, \gamma, r) > 0$ such that

$$ \|T[f]\|_{L^\ell(\Omega, a\delta^\gamma)} \leq C\|a\|_1 \frac{1}{\ell} \|f\|_{L^\ell(\Omega, a\delta^\gamma)}, \quad \forall f \in L^\ell(\Omega, a\delta^\gamma). \quad (7.15) $$

The following Hölder’s inequality will be used several times in the proof of the lemma.

$$ \left( \int_{\Omega} |\nu|^q d\tau \right)^{\frac{1}{q}} \leq \left( \int_{\Omega} |\nu|^{q'} d\tau \right)^{\frac{1}{q'}}, \quad \text{for } q \geq 1 \text{ and } \tau \text{ is a positive bounded measure.} \quad (7.16) $$

**Proof.** We will prove (7.15), which implies the continuity of the linear operator $T$. Since $r > \frac{N+\gamma}{2s}$, $r' < \frac{N+\gamma}{N+\gamma-2s} = p^*$. Choose $\sigma \in (1, \frac{p^*}{r})$. Recall from (4.9) that

$$ \mathcal{G}_\Omega[a](x) = \int_{\Omega} G^\Omega(x, y)a(y)dy < C_1(\Omega, N, s, \gamma)\|a\|_{L^p(\Omega, \delta^p)}. \quad (7.17) $$

Using Hölder’s inequality (7.16) with $q = \ell$ and $d\tau = G^\Omega(x, y)a(y)dy$, and (7.17), we have

$$ |\mathcal{T}[f](x)|^{\ell\sigma} \leq \left( \int_{\Omega} G^\Omega(x, y)|f(y)|a(y)dy \right)^{\ell\sigma} $$

$$ \leq C_2 \left( \int_{\Omega} G^\Omega(x, y)a(y)dy \right)^{\ell(\sigma-1)} \left( \int_{\Omega} G^\Omega(x, y)|f(y)|^{\ell\sigma}a(y)dy \right)^{\sigma} $$

$$ \leq C_2\|a\|_{L^p(\Omega, \delta^p)}\|f\|_{L^p(\Omega, a\delta^\gamma)}^{\sigma-1} \int_{\Omega} \frac{G^\Omega(x, y)}{\delta(y)^\gamma}|f(y)|^{\ell\sigma}a(y)dy \leq C_2\|a\|_{L^p(\Omega, \delta^p)}\|f\|_{L^p(\Omega, a\delta^\gamma)}^{\sigma-1} \int_{\Omega} \frac{G^\Omega(x, y)}{\delta(y)^\gamma}|f(y)|^{\ell\sigma}a(y)dy. \quad (7.18) $$
Set
\[ M_{a,f} := \|a\|_{L^r(\Omega, \delta^r)}^{\sigma(\ell - 1)} \|f\|_{L^r(\Omega, \alpha \delta^r)}^{(\sigma - 1)\ell}. \]

By Fubini’s theorem and (7.18), we have
\[ \int_{\Omega} |\mathbb{T}[f](x)|^{\ell} a(x) \delta(x)^{\gamma} \, dx \]
\[ \leq C_2 M_{a,f} \int_{\Omega} \int_{\Omega} \left( \frac{G^\Omega(x, y)}{\delta(y)^{\gamma}} \right)^{\sigma} |f(y)|^{\ell} a(y) \delta(y)^{\gamma} \, a(x) \delta(x)^{\gamma} \, dx \, dy \]
\[ = C_2 M_{a,f} \int_{\Omega} \left( \int_{\Omega} \left( \frac{G^\Omega(x, y)}{\delta(y)^{\gamma}} \right)^{\sigma} a(x) \delta(x)^{\gamma} \, dx \right) |f(y)|^{\ell} a(y) \delta(y)^{\gamma} \, dy. \]

Using H"older’s inequality again, we see that
\[ I(y) := \int_{\Omega} \left( \frac{G^\Omega(x, y)}{\delta(y)^{\gamma}} \right)^{\sigma} a(x) \delta(x)^{\gamma} \, dx \]
\[ \leq \|a\|_{L^r(\Omega, \delta^r)} \left( \int_{\Omega} \left( \frac{G^\Omega(x, y)}{\delta(y)^{\gamma}} \right)^{\sigma'} \delta(x)^{\gamma} \, dx \right)^{1/p}. \]

This estimate and Corollary 4.9 (notice that \( \sigma' < p^* \)) yield
\[ I(y) \leq \|a\|_{L^r(\Omega, \delta^r)} \left( \int_{\Omega} \left( \frac{G^\Omega(x, y)}{\delta(y)^{\gamma}} \right)^{\sigma'} \delta(x)^{\gamma} \, dx \right)^{1/p} \leq C_3 \|a\|_{L^r(\Omega, \delta^r)}. \]

Using estimate (7.20) and taking into account the definition of \( M_{a,f} \), we derive
\[ \int_{\Omega} |\mathbb{T}[f](x)|^{\ell} a(x) \delta(x)^{\gamma} \, dx \leq C_2 C_3 \|a\|_{L^r(\Omega, \delta^r)}^{\sigma(\ell - 1) + 1} \|f\|_{L^r(\Omega, \alpha \delta^r)}^{\ell}. \]

This implies (7.15) with the constant \( C = C(N, \Omega, s, \gamma, r) \). \qed

**Proposition 7.8.** Assume \( 0 \leq a \in L^r(\Omega, \delta^r) \) with \( r > \frac{N + \gamma}{\gamma} \) and \( u \in L^r(\Omega, a \delta^r) \) with \( \ell > 1 \). Let \( \{u_n\} \) be the sequences given by

\[ u_0 = u, \quad u_{n+1} = \mathcal{G}^\Omega[a u_n], \quad \forall n \in \mathbb{N}. \]

Then there exists \( n_0 \in \mathbb{N} \) such that \( u_{n_0} \in L^\infty(\Omega) \). Moreover,

\[ \|u_{n_0}\|_{L^\infty(\Omega)} \leq C_{n_0} \|a\|_{L^r(\Omega, \delta^r)}^{n_0 - \frac{1}{p}} \|u\|_{L^r(\Omega, \alpha \delta^r)} \]

for some constant \( C_{n_0} = C_{n_0}(\Omega, N, s, \gamma, r) > 0 \).

**Proof.** Let \( \{\ell_n\} \) be a sequence given by \( \ell_0 = \ell \) and \( \ell_{n+1} = \ell_n \sigma \) for \( n \in \mathbb{N} \). By the argument as in Lemma 7.7, \( u_n \in L^{\delta^{p_n}}(\Omega, a \delta^r) \) for any \( n \in \mathbb{N} \) and

\[ \|u_n\|_{L^{\delta^{p_n}}(\Omega, a \delta^r)} \leq C \|a\|_{L^r(\Omega, \delta^r)}^{1 - \frac{1}{n+1}} \|u_{n-1}\|_{L^{\delta^{p_{n-1}}}(\Omega, a \delta^r)} \]

for any \( n \in \mathbb{N} \) and for some constant \( C > 0 \).
for some \( \tilde{\mathcal{C}} = \tilde{\mathcal{C}}(\Omega, N, s, \gamma, r) \). This implies

\[
\|u_n\|_{L^{n}(\Omega, a \delta^s)} \leq \tilde{\mathcal{C}}^n \|a\|_{L^{\infty}(\Omega, \delta^s)} \|u\|_{L^{1}(\Omega, a \delta^s)}.
\]

Using Hölder’s inequality, we have

\[
|u_{n+1}(x)| \leq \int_{\Omega} G^{\Omega}(x, y)a(y)|u_n(y)|dy
\leq \|u_n\|_{L^{n}(\Omega, a \delta^s)} \left( \int_{\Omega} G^{\Omega}(x, y)^{\frac{n-1}{n}}a(y)\delta(y)^{-\frac{\delta(y)}{\Omega_1} dy} \right)^{\frac{1}{n}}
\leq \tilde{\mathcal{C}}^n \|a\|_{L^{\infty}(\Omega, \delta^s)} \|u\|_{L^{1}(\Omega, a \delta^s)} \left( \int_{\Omega} G^{\Omega}(x, y)^{\frac{n-1}{n}} \delta(y)^{-\frac{\delta(y)}{\Omega_1} dy} \right)^{\frac{1}{n}}.
\]

\[
(7.22)
\]

Claim. Let \( \alpha_1, \alpha_2 \geq 0 \) be such that \( \alpha_1 < \frac{N-\alpha_2}{N-2s} \) and \( \alpha_2 \leq \gamma \alpha_1 \). Then

\[
\int_{\Omega} G^{\Omega}(x, y)^{\alpha_1} \delta(y)^{-\alpha_2} dy < C(\Omega, N, s, \gamma, \alpha_1, \alpha_2).
\]

Indeed, one has

\[
G^{\Omega}(x, y) \leq C \frac{\delta(y)^{\frac{\alpha_2}{\alpha_1}}}{|x-y|^{N-2s+\frac{\alpha_2}{\alpha_1}}}, \quad \forall x, y \in \Omega, x \neq y,
\]

which, together with the fact that \( \alpha_1(N-2s)+\alpha_2 < N \) due to \( \alpha_1 < \frac{N-\alpha_2}{N-2s} \), implies

\[
\int_{\Omega} G^{\Omega}(x, y)^{\alpha_1} \delta(y)^{-\alpha_2} dy \leq C \int_{\Omega} \frac{1}{|x-y|^{\alpha_1(N-2s)+\alpha_2}} dy < C.
\]

Using the above claim with \( \alpha_1 = \ell'_n r' \) and \( \alpha_2 = \gamma r'(\frac{1}{r} + \frac{\ell'_n}{\ell_n}) \), to show that

\[
\int_{\Omega} G^{\Omega}(x, y)\ell'_n \delta(y)^{-\gamma r'(\frac{1}{r} + \frac{\ell'_n}{\ell_n})} dy < \infty,
\]

it is sufficient to check that

\[
(7.23)
r'\left(\frac{1}{r} + \frac{\ell'_n}{\ell_n}\right) \leq \ell'_n r' < \frac{N}{N-2s} - \gamma \frac{r'}{N-2s}\left(\frac{1}{r} + \frac{\ell'_n}{\ell_n}\right)
\]

for some \( n \) large enough. The inequalities are equivalent to

\[
(7.24) \quad r > 1 \quad \text{and} \quad \frac{2sr - (N + \gamma)}{r - 1}\ell_n > \gamma\left(r - \frac{1}{r - 1}\right),
\]

respectively. Since \( r > \frac{N+\gamma}{2s} \) and \( \ell_n \to \infty \) as \( n \to \infty \), there exists \( n_0 \in \mathbb{N} \) large enough such that (7.24) holds for \( n = n_0 \). This means (7.23) is fulfilled for \( n = n_0 \).
Using (7.22) with \( n = n_0 \), we conclude that \( u_{n_0+1} \in L^\infty(\Omega) \) with

\[
|u_{n_0+1}(x)| \leq C\tilde{C}^{n_0} \|a\|_{L^r(\Omega, \delta^r)}^{n_0+1-\frac{1}{r}} \|u\|_{L^r(\Omega, \delta^r)}.
\]

We complete the proof. \( \square \)

**Proposition 7.9.** Let \( 0 \leq a \in L^r(\Omega, \delta^r) \) with \( r > \frac{N+\gamma}{2\gamma} \) and \( f \in L^m(\Omega, \delta^r) \) with \( m > \frac{N+\gamma}{2\gamma} \). Assume \( u \) is a weak-dual solution of (7.13). Then \( u \in L^\infty(\Omega) \).

**Proof.** Since \( u \) is a weak-dual solution of (7.13), we can write

\[
u = \mathbb{G}[au] + \mathbb{G}[f] = \mathbb{G}[a\mathbb{G}[au]] + \mathbb{G}[a\mathbb{G}[f]] + \mathbb{G}[f] = \cdots.
\]

In particular, we can write

\[
u = v_0 + v_1 + \cdots + v_n, \quad n \in \mathbb{N},
\]

where \( v_0 = u, v_{n+1} = \mathbb{G}[aw_n], n \in \mathbb{N} \) and \( v_1 = \mathbb{G}[f], w_{n+1} = \mathbb{G}[aw_n], n \in \mathbb{N}^* \). It can be seen from estimate (4.9) that \( w_n \in L^\infty(\Omega) \) for all \( n \in \mathbb{N}^* \) since

\[
\|\mathbb{G}[f]\|_{L^\infty(\Omega)} \leq C\|f\|_{L^\infty(\Omega, \delta^r)}, \quad \forall f \in L^m(\Omega, \delta^r).
\]

By Proposition 7.8 there exists an \( n_0 \) such that \( v_{n_0} \in L^\infty(\Omega) \). Thus \( u \in L^\infty(\Omega) \). \( \square \)

The next result provides a uniform upper bound for weak-dual solutions of (3.4).

**Proposition 7.10.** Assume that \( u \) is a nonnegative weak-dual solution of (3.4) for \( \lambda > 0 \). Then there exists a constant \( C = C(\Omega, N, s, \gamma, \lambda, 1) \) such that

\[
(7.25) \quad \lambda \mathbb{G}[\mu] \leq u \leq C(\mathbb{G}[\mu] + 1) \quad \text{a.e. in } \Omega.
\]

**Proof.** Without loss of generality, assume that \( \lambda = 1 \) and \( u \) is a nonnegative weak-dual solution of (3.4) with \( \lambda = 1 \). By the representation \( u = \mathbb{G}[\mu] + \mathbb{G}[u^p] \), it is easy to see that \( u \geq \mathbb{G}[\mu] \) a.e. in \( \Omega \). Using again the representation and the inequality \( (a+b)^p \leq 2^p(a^p + b^p) \), one has

\[
u = \mathbb{G}[\mu] + \mathbb{G}[\{\mathbb{G}[\mu] + \mathbb{G}[u^p]\}^p] \\
\leq \mathbb{G}[\mu] + 2^p(\mathbb{G}[\mathbb{G}[\mu]^p] + \mathbb{G}[\mathbb{G}[u^p]^p]).
\]

Since \( \mathbb{G}[\mathbb{G}[\mu]] \leq c_p \mathbb{G}[\mu], \) one has \( u \leq C \mathbb{G}[\mu] + 2^p \mathbb{G}[\mathbb{G}[u^p]^p] \) where \( C = C(\Omega, N, s, \gamma, p) \). Let \( \{u_n\} \) be a sequence given by

\[
u_0 = u, \quad u_{n+1} = \mathbb{G}[\{u_n\}^p], \quad n \in \mathbb{N}.
\]
By induction, we obtain

\[ u \leq C_n(\mathbb{G}^\Omega[\mu] + u_n), \quad \forall n \in \mathbb{N}, \]

where \( C_n \) depends on \( \Omega, N, s, \gamma, p, n \). It is enough to prove that there exists an \( n_0 \) such that \( u_{n_0} \) is bounded. To that end, we define a dominant sequence \( \{v_n\} \) by

\[ v_0 = u, \quad v_{n+1} = \mathbb{G}^\Omega[u^{\rho-1}v_n], \quad \forall n \in \mathbb{N}. \]

We observe that \( v_n \geq u_n \) for every \( n \in \mathbb{N} \) since \( u \geq u_n \) for every \( n \in \mathbb{N} \).

Fix \( \ell \in (1, p^* - p + 1) \). Applying Proposition 7.8 for \( r = p' > (p^*)' \) (due to \( p < p^* \)), \( a = u^{p-1} \in L^{p'}(\Omega, \delta^{\gamma}) \) (since \( u \in L^p(\Omega, \delta^{\gamma}) \)) and the sequence \( \{v_n\} \), one deduces that there exists \( n_0 \in \mathbb{N} \) large enough such that

\[ \|v_{n_0}\|_{L^\infty(\Omega)} \leq C_{n_0}(\Omega, N, s, \gamma, p)\|u\|_{L^p(\Omega, \delta^{\gamma})}^{(n_0 - \frac{1}{2})(p-1)} \left( \int_\Omega |u|^{(p-1)\delta^\gamma} dx \right)^{\frac{1}{p-1}} < C. \]

The second estimate follows from (6.16) since for any \( q \in (1, p^*) \), one has \( u \in L^q(\Omega, \delta^{\gamma}) \) and \( \|u\|_{L^q(\Omega, \delta^{\gamma})} \) is bounded from above by a constant

\[ C = C(N, \Omega, s, \gamma, \lambda_1, p, q). \]

Combining (7.26), (7.27) and the inequality \( u_n \leq v_n \), we obtain \( u \leq C_{n_0}(\mathbb{G}^\Omega[\mu]+1) \). Thus we complete the proof. \( \square \)

8 Semilinear equations: uniqueness and multiplicity

In this section, we assume that (L1)–(L3) and (G1)–(G3) hold.

8.1 Stability. We will prove the (semi-)stability of the minimal solution \( u_\lambda \) of (3.4).

Let us recall the definition of stable solutions (see, for instance, [35, Definition 1.1.2]).

Definition 8.1. A solution of \( u \) of (3.4) is stable (respectively, semistable) if

\[ \|\xi\|^2_{H^2(\Omega)} > (\text{resp.} \geq) p \int_\Omega u^{p-1}\xi^2 dx, \quad \forall \xi \in H(\Omega) \setminus \{0\}. \]

Recall that for every \( \lambda \in (0, \lambda^*) \), (3.4) admits a minimal nonnegative solution \( u_\lambda \in L^p(\Omega, \delta^{\gamma}), p \in [1, p^*) \) (Theorem 3.3).
**Proposition 8.2.** For every \( \lambda \in (0, \lambda^*) \), the minimal nonnegative solution \( u_\lambda \) of (3.4) is stable.

**Proof.** We first prove the stability of minimal solutions \( u_\lambda \), provided that \( \lambda > 0 \) is small enough. By Lemma 6.5 and Theorem 3.3, one can see that \( 0 < u_\lambda \leq T(\lambda)G^{\Omega}[\mu] \) for all \( \lambda > 0 \) small enough, where \( T \) is increasing and \( T(\lambda) \to 0 \) as \( \lambda \to 0 \). Hence, for \( \xi \in \mathbb{H}(\Omega) \setminus \{0\} \), we have
\[
p \int_{\Omega} \xi^2(u_\lambda)^{p-1} \, dx \leq p \int_{\Omega} \xi^2(T(\lambda)G^{\Omega}[\mu])^{p-1} \, dx \leq pT(\lambda)^{p-1} \int_{\Omega} \xi^2G^{\Omega}[\mu]^{p-1} \, dx.
\]
Since \( G^{\Omega}[\mu] \in L^q(\Omega, \delta^\gamma) \) for any \( q \in [1, p^*) \), one has \( G^{\Omega}[\mu]^{p-1} \in L'(\Omega, \delta^\gamma) \) for some \( r > \frac{N+\gamma}{2\gamma} \). Thus, the embedding \( \mathbb{H}(\Omega) \hookrightarrow L^2(\Omega, G^{\Omega}[\mu]^{p-1}) \) is continuous and also compact (see Proposition 7.3). This implies
\[
p \int_{\Omega} \xi^2(u_\lambda)^{p-1} \, dx \leq pT(\lambda)^{p-1} \int_{\Omega} \xi^2G^{\Omega}[\mu]^{p-1} \, dx \leq CT(\lambda)^{p-1} \| \xi \|^2_{\mathbb{H}(\Omega)} < \| \xi \|^2_{\mathbb{H}(\Omega)},
\]
if \( \lambda > 0 \) is small enough. We conclude that in this case, \( u_\lambda \) is stable.

Suppose there exists a \( \lambda \in (0, \lambda^*) \) such that \( u_\lambda \) is not stable. Then one has
\[
\sigma(\lambda) := \inf_{\xi \in \mathbb{H}(\Omega), \xi \neq 0} \frac{\| \xi \|^2_{\mathbb{H}(\Omega)}}{\int_{\Omega} p(u_\lambda)^{p-1} \xi^2 \, dx} \leq 1.
\]
By applying Proposition 7.5 with \( a = (u_\lambda)^{p-1} \in L^p(\Omega, \delta^\gamma) \), we deduce that there exists a minimizer \( 0 \leq \xi_1 \in \mathbb{H}(\Omega) \), which means
\[
\sigma(\lambda) = \frac{\| \xi_1 \|^2_{\mathbb{H}(\Omega)}}{\int_{\Omega} p(u_\lambda)^{p-1} \xi_1^2 \, dx}.
\]
Moreover, there holds
\[
(8.1) \quad \langle \xi_1, \zeta \rangle_{\mathbb{H}(\Omega)} = \sigma(\lambda) \int_{\Omega} p(u_\lambda)^{p-1} \xi_1 \zeta \, dx, \quad \forall \zeta \in \mathbb{H}(\Omega).
\]
Choose \( \tilde{\lambda} \in (\lambda, \lambda^*) \) and denote by \( u_{\tilde{\lambda}} \) the minimal solution of (3.4) for parameter \( \tilde{\lambda} \).
Set \( w := u_{\tilde{\lambda}} - u_\lambda \geq 0 \). Due to Proposition 4.14, one has
\[
w = G^{\Omega}[(u_{\tilde{\lambda}})^p - (u_\lambda)^p] + (\tilde{\lambda} - \lambda)G^{\Omega}[\mu] \geq G^{\Omega}[p(u_\lambda)^{p-1} w] + c(\tilde{\lambda} - \lambda)G^{\Omega}[G^{\Omega}[\mu]].
\]
By noticing that \( \mu \in M^+(\Omega, \delta^\gamma) \) with \( \| \mu \|_{M(\Omega, \delta^\gamma)} = 1 \), one has
\[
G^{\Omega}[\mu](x) = \int_{\Omega} G^{\Omega}(x, y) d\mu(y) \geq \int_{\Omega} \delta(x)^\gamma \delta(y)^\gamma d\mu(y) = \delta(x)^\gamma, \quad x \in \Omega,
\]
which implies \( G^{\Omega}[G^{\Omega}[\mu]] \geq G^{\Omega}[\delta^\gamma] \) a.e. in \( \Omega \). This gives
\[
w \geq G^{\Omega}[p(u_\lambda)^{p-1} w] + \tilde{c} G^{\Omega}[\delta^\gamma]
\]
for some positive constant $\tilde{c}$. On the other hand, the function $v = \tilde{c} G^\Omega[\delta^r]$ satisfying $v \leq w$ and, obviously, $v \leq G^\Omega[p(u_j)^{p-1}v] + \tilde{c} G^\Omega[\delta^r]$. We deduce from Proposition 6.4 that there exists a weak-dual solution $\tilde{u} \in L^1(\Omega, \delta^r)$ of the problem

$$
\begin{align*}
\begin{cases}
\mathbb{L}\tilde{u} = p(u_j)^{p-1}\tilde{u} + \tilde{c} \delta^r & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \overline{\Omega} \text{ (if applicable)}.
\end{cases}
\end{align*}
$$

(8.2)

Since $0 \leq \tilde{u} \leq w$, it follows that $\tilde{u} \in L^q(\Omega, \delta^r)$ for any $q < p^*$. Furthermore, since $u_j \in L^q(\Omega, \delta^r)$ for any $q < p^*$ by Remark 6.6, we have $(u_j)^{p-1} \in L^r(\Omega, \delta^r)$ for some $r > \frac{N+\gamma}{2s}$. Corollary 7.9 shows that $\tilde{u}$ belongs to $\mathbb{H}(\Omega)$. It is enough to demonstrate that the right-hand side of the equation in (8.2) belongs to $L^2(\Omega)$. Since $\tilde{u}$, $\delta^r \in L^\infty(\Omega)$, we need to show that $(u_j)^{p-1} \in L^2(\Omega)$. For this purpose, we will consider two cases.

**Case 1.** $\gamma \geq 2s$. One has

$$N_{s,\gamma} = 4s(\gamma + 1) - \gamma.$$

Since $N \geq N_{s,\gamma}$ (which implies $0 < \frac{2\gamma}{\gamma - 2} < 1$) and $(u_j)^{p-1} \in L^r(\Omega, \delta^r)$, it follows that

$$
\int_\Omega |u_j|^2 \, dx = \int_\Omega |u_j|^2 \delta^{-\frac{\gamma}{r}} \cdot \delta^{-\frac{2\gamma}{r}} \, dx \leq \left( \int_\Omega |u_j|^r \delta^r \, dx \right)^\frac{2}{r} \left( \int_\Omega \delta^{-\frac{2\gamma}{r}} \, dx \right)^{1-\frac{2}{r}} < +\infty.
$$

Hence $(u_j)^{p-1} \in L^2(\Omega)$.

**Case 2.** $\gamma < 2s$. One has

$$N_{s,\gamma} = 4s.$$

By Remark 6.3, $u_j \in L^q(\Omega)$ for $q < \frac{N}{N-2s+\gamma}$, which implies $(u_j)^{p-1} \in L^r(\Omega)$ for some $r > \frac{N}{2s}$. Since $N \geq N_{s,\gamma} = 4s$, we derive $(u_j)^{p-1} \in L^2(\Omega)$.

In both cases, when $N \geq N_{s,\gamma}$, we have $G^\Omega[(u_j)^{p-1}\tilde{u}] \in \mathbb{H}(\Omega)$ and hence $\tilde{u} \in \mathbb{H}(\Omega)$. Choosing $\xi_1 \in \mathbb{H}(\Omega)$ as a test function in (8.2) and $\tilde{u}$ as a test function in (8.1), one has

$$
\int_\Omega p(u_j)^{p-1}\tilde{u}\xi_1 \, dx + \tilde{c} \int_\Omega \xi_1 \delta^r \, dx = \langle \tilde{u}, \xi_1 \rangle_{\mathbb{H}(\Omega)} = \sigma(\lambda) \int_\Omega p(u_j)^{p-1}\xi_1 \tilde{u} \, dx,
$$

which is a contradiction since we assumed that $\sigma(\lambda) \leq 1$. We conclude that $u_j$ is stable for all $\lambda \in (0, \lambda^*)$. □
8.2 Uniqueness of the extremal solution. We study the uniqueness of the extremal solution of (3.4), which is the minimal solution in the case \( \lambda = \lambda^* \).

**Lemma 8.3.** Assume that (3.4) has a nonnegative weak-dual solution \( u_{\lambda} \), \( \lambda \in (0, \lambda^*) \). Denote by \( \{u_{\lambda,n}\}, n \in \mathbb{N}, \lambda > 0 \) the sequence as in (6.6). Then there exists an \( n_0 \) such that for all \( n \geq n_0 \), one has
\[
[u_{\lambda} - u_{\lambda,n}]_{L^\infty} \in L^\infty(\Omega), \quad \forall \lambda \in (0, \lambda^*],
\]
\[
u_{\lambda,n+1} - u_{\lambda,n} \quad \forall \lambda \in (0, \lambda^*],
\]
Furthermore, if \( N \geq N_{\lambda,y} \), then
\[
[u_{\lambda} - u_{\lambda,n}]_{H(\Omega)} \in H(\Omega), \quad \forall \lambda \in (0, \lambda^*],
\]
\[
u_{\lambda,n+1} - u_{\lambda,n} \quad \forall \lambda \in (0, \lambda^*].
\]

**Proof.** For \( \lambda \leq \lambda^* \), it can easily be seen that
\[
[u_{\lambda} - u_{\lambda,n+1}]_{L^\infty} \in L^\infty(\Omega), \quad \forall \lambda \in (0, \lambda^*],
\]
Consider the sequence \( w_{\lambda,n} = u_{\lambda} - u_{\lambda,n} \) and \( w_{\lambda,n+1} = \sup_{\Omega} [p(u_{\lambda})^{p-1} u_{\lambda,n}] \), for \( n \in \mathbb{N} \).
It can be seen that \( w_{\lambda,0} \in L^q(\Omega, \delta^q) \) for all \( q \in [1, p^*] \) and \( (u_{\lambda})^{p-1} w_{\lambda,n} \) with \( r > N_{\lambda,y} \). By Proposition 7.8, there exists an \( n_0 \) such that \( w_{\lambda,n} \in L^\infty(\Omega) \) for all \( n \geq n_0 \). Since \( 0 \leq u_{\lambda} - u_{\lambda,n} \leq w_{\lambda,n} \) for all \( n \in \mathbb{N} \), we conclude that \( u_{\lambda} - u_{\lambda,n} \in L^\infty(\Omega) \) for all \( n \geq n_0 \). The second statement can be dealt with similarly by noticing that
\[
u_{\lambda,n+1} - u_{\lambda,n} = \sup_{\Omega} [(u_{\lambda,n})^p - (u_{\lambda,n-1})^p], \quad \forall n \in \mathbb{N}.
\]
Finally, if \( N \geq N_{\lambda,y} \), then by the same argument as in the proof of Proposition 8.2 we have \( u_{\lambda} - u_{\lambda,n} \in H(\Omega) \) and \( u_{\lambda,n+1} - u_{\lambda,n} \in H(\Omega) \). The proof is complete. \( \square \)

**Proposition 8.4.** The minimal positive weak-dual solution \( u_{\lambda^*} \) of (3.4) with \( \lambda = \lambda^* \) is semi-stable. Moreover, \( \sigma(\lambda^*) = 1 \) where
\[
\sigma(\lambda^*) := \inf_{\xi \in H(\Omega) \setminus \{0\}} \frac{\|\xi\|^2_{H(\Omega)}}{\int_{\Omega} p(u_{\lambda^*})^{p-1} \xi^2 \, dx}.
\]

**Proof.** Step 1. We prove the semistability of \( u_{\lambda^*} \). Since \( u_{\lambda^*} \) is stable for all \( \lambda \in (0, \lambda^*) \) (Proposition 8.2), we know that
\[
\|\xi\|^2_{H(\Omega)} \geq \sigma(\lambda^*) \int_{\Omega} p(u_{\lambda^*})^{p-1} \xi^2 \, dx > \int_{\Omega} p(u_{\lambda^*})^{p-1} \xi^2 \, dx, \quad \forall \xi \in H(\Omega) \setminus \{0\}.
\]
Letting \( \lambda \searrow \lambda^* \) in (8.4), one has
\[
\|\xi\|^2_{H(\Omega)} \geq \int_{\Omega} p(u_{\lambda^*})^{p-1} \xi^2 \, dx, \quad \forall \xi \in H(\Omega) \setminus \{0\},
\]
which means \( u_{\lambda^*} \) is semistable.
**Step 2.** Let \( \sigma(\lambda^*) \) be defined in (8.3). We infer from (8.5) that \( \sigma(\lambda^*) \geq 1 \). We will show that \( \sigma(\lambda^*) = 1 \). Suppose by contradiction that \( \sigma(\lambda^*) > 1 \). Let \( u_{\lambda,n_0} \) be the function given in Lemma 8.3. Consider the problem

\[
\begin{align*}
\mathbb{L}w &= (w + u_{\lambda,n_0+1})^p - (u_{\lambda,n_0})^p & \text{in } \Omega, \\
u &= 0 & \text{on } \partial\Omega, \\
u &= 0 & \text{in } \mathbb{R}^N \setminus \overline{\Omega} \text{ (if applicable)},
\end{align*}
\]

(8.6)

and the map

\[
F(w, \lambda) := \mathbb{L}w - (w + u_{\lambda,n_0+1})^p + (u_{\lambda,n_0})^p, \quad w \in \mathbb{H}(\Omega), \lambda > 0.
\]

It can be seen that \( F : (0, \infty) \times \mathbb{H}(\Omega) \to \mathbb{H}^{-1}(\Omega) \). Indeed, since \( N \geq N_{s,y} \), one has \( u_{\lambda,n_0+1} - u_{\lambda,n_0} \in \mathbb{H}(\Omega) \) by Lemma 8.3. Furthermore, \( w + u_{\lambda,n_0+1} \in L'(\Omega, \delta') \), \( r > \frac{N+2}{2} \). Thus, since

\[
0 \leq (w + u_{\lambda,n_0+1})^p - (u_{\lambda,n_0})^p \leq p(w + u_{\lambda,n_0+1})^{p-1}(w + u_{\lambda,n_0+1} - u_{\lambda,n_0})
\]

and \( p(w + u_{\lambda,n_0+1})^{p-1}(w + u_{\lambda,n_0+1} - u_{\lambda,n_0}) \in \mathbb{H}^{-1}(\Omega) \) by the embedding in Proposition 7.3, we conclude that \( (w + u_{\lambda,n_0+1})^p - (u_{\lambda,n_0})^p \in \mathbb{H}^{-1}(\Omega) \).

One can see that \( F \) is a differentiable map with

\[
\frac{\partial F}{\partial \ell}(w, \lambda) : \mathbb{H}(\Omega) \times (0, \infty) \to \mathbb{H}^{-1}(\Omega),
\]

(8.7)

\[
\frac{\partial F}{\partial \ell}(w, \lambda) \psi = \mathbb{L} \psi - p(w + u_{\lambda,n_0+1})^{p-1} \psi, \quad \psi \in \mathbb{H}(\Omega), \lambda > 0.
\]

In (8.7), choose \( \lambda := \lambda^* \) and \( v^* := u_{\lambda^*,n_0+1} - u_{\lambda^*,n_0+1} \in \mathbb{H}(\Omega) \), by Lemma 8.3 and the fact that \( N \geq N_{s,y} \). Since \( \sigma(\lambda^*) > 1 \), using Lemma 7.6, it can be seen that

\[
\frac{\partial F}{\partial \ell}(v^*, \lambda^*) \psi = \mathbb{L} \psi - p(u_{\lambda^*})^{p-1} \psi, \quad \psi \in \mathbb{H}(\Omega)
\]

realizes an isomorphism from \( \mathbb{H}(\Omega) \) to \( \mathbb{H}^{-1}(\Omega) \). By the Implicit Function Theorem, there exists an \( \varepsilon > 0 \) such that (8.6) has a solution \( w_{\lambda} \in \mathbb{H}(\Omega) \) for any \( \lambda \in (\lambda^* - \varepsilon, \lambda^* + \varepsilon) \). This solution can be written as

\[
w_{\lambda} = \mathcal{G}^\Omega[(w_{\lambda} + u_{\lambda,n_0+1})^p] - \mathcal{G}^\Omega[(u_{\lambda,n_0})^p]
\]

by Remark 7.4. By the continuity of the map \( \lambda \mapsto w_{\lambda} \), one has \( w_{\lambda} \geq 0 \) for any \( \lambda \in (\lambda^* - \varepsilon, \lambda^* + \varepsilon) \). Furthermore,

\[
w_{\lambda} + u_{\lambda,n_0+1} = \mathcal{G}^\Omega[(w_{\lambda} + u_{\lambda,n_0+1})^p] + u_{\lambda,n_0+1} - \mathcal{G}^\Omega[(u_{\lambda,n_0})^p]
\]

\[
= \mathcal{G}^\Omega[(w_{\lambda} + u_{\lambda,n_0+1})^p] + \lambda \mathcal{G}^\Omega[\mu],
\]

for some \( \lambda > \lambda^* \), which is a contradiction since (3.4) has no positive solution for \( \lambda > \lambda^* \). We conclude that \( \sigma(\lambda^*) = 1 \). \( \square \)
Proof of Theorem 3.4(1). Let \( u \geq u_{\lambda^*} \) be a nonnegative solution of (3.4) with \( \lambda = \lambda^* \). We will show that \( u \equiv u_{\lambda^*} \). Suppose by contradiction that \( u > u_{\lambda^*} \) in a set of positive measure. Using Proposition 8.3, \( u - u_{\lambda^*} \in H(\Omega) \) and

\[
 u - u_{\lambda^*} = G[\varphi^p - (u_{\lambda^*})^p] > G[\varphi^p - (u_{\lambda^*})^p-1(u - u_{\lambda^*})],
\]

by the maximal principle (see Lemma 4.3). Thus,

\[
 \int_{\Omega} p(u_{\lambda^*})^p-1 \xi_1(u - u_{\lambda^*})dx = \int_{\Omega} (u - u_{\lambda^*}) \xi_1 dx \\
 > \int_{\Omega} p(u_{\lambda^*})^p-1 \xi_1(u - u_{\lambda^*})dx,
\]

where \( \xi_1 \) is the solution to (8.1), which is a contradiction. We conclude that (3.4) has a unique solution for \( \lambda = \lambda^* \). \( \square \)

8.3 Multiplicity. In this subsection, we look for a second solution of (3.4) for \( \lambda \in (0, \lambda^*) \). To this end, we prove the existence of nontrivial solutions of the problem

\[
 \begin{cases}
 L v = (u_{\lambda^*} + v^+)^p - (u_{\lambda^*})^p := h(u_{\lambda^*}, v) & \text{in } \Omega, \\
 u = 0 & \text{on } \partial \Omega, \\
 u = 0 & \text{in } \mathbb{R}^N \setminus \Omega \text{ (if applicable)}.
\end{cases}
\]

Recall that a function \( v \in H(\Omega) \) is a variational solution of (8.8) if

\[
 \langle v, \xi \rangle_{H(\Omega)} = \int_{\Omega} h(u_{\lambda^*}, v) \xi dx, \quad \forall \xi \in H(\Omega).
\]

It can easily be seen that a variational solution of (8.8) is a critical point of the natural functional \( J : H(\Omega) \to \mathbb{R} \) associated to (8.9) which is given by

\[
 J(v) := \frac{1}{2} \|v\|_{H(\Omega)}^2 - \int_{\Omega} H(u_{\lambda^*}, v) dx, \quad \forall v \in H(\Omega),
\]

where

\[
 H(a, b) := \int_0^b h(a, t)dt = \frac{1}{p + 1}[(a + b^+)^{p+1} - a^{p+1}] - a^p b^+, \quad a \geq 0, \ b \in \mathbb{R}.
\]

Let us recall a technical lemma in [57] which will be used in the sequel.
Lemma 8.5 ([57, Lemma C.2]).

(1) For all \( \varepsilon > 0 \), there exists a \( c_\varepsilon > 0 \) such that

\[
H(a, b) \leq \left( \frac{1 + \varepsilon}{2} \right) p a^{p-1} b^2 + c_\varepsilon b^{p+1}, \quad \forall a, b \geq 0.
\]

(2) There holds

\[
\frac{1}{p+1} a^{p+1} \leq H(a, b) \leq \frac{1}{2} h(a, b) a, \quad \forall a, b \geq 0.
\]

(3) There exists a constant \( c_p > 0 \) such that

\[
h(a, b) b - (2 + c_p) H(a, b) \geq \frac{-c_p p}{2} a^{p-1} b^2, \quad \forall a, b \geq 0.
\]

To prove the existence of a nontrivial solution of (8.8), we invoke the Mountain Pass Theorem (see [67, Theorem 6.1], [6]).

Theorem 8.6. Problem (8.8) admits a nontrivial variational solution.

Proof. Step 1. We first prove that \( J \) has the mountain pass geometry. We observe that \( J(0) = 0 \) and

\[
J(v) = \frac{1}{2} \left[ \|v\|_{H^1(\Omega)}^2 - \int_\Omega p(\nu) v^p \, dx \right] - \left[ \int_\Omega H(\nu, v) \, dx - \frac{1}{2} \int_\Omega p(\nu) v^p \, dx \right]
\]

\[
\geq \frac{1}{2} \left( 1 - \frac{1}{\sigma(\lambda)} \right) \|v\|_{H^1(\Omega)}^2 - \left( \frac{\varepsilon}{2} \int_\Omega p(\nu) v^p \, dx \right)
\]

\[
\geq \frac{1}{2} \left( 1 - \frac{1}{\sigma(\lambda)} - \varepsilon \right) \|v\|_{H^1(\Omega)}^2 - c_\varepsilon \|v\|_{L^{p+1}(\Omega)}^{p+1}
\]

\[
\geq \frac{1}{2} \left( 1 - \frac{1}{\sigma(\lambda)} - \varepsilon \right) \|v\|_{H^1(\Omega)}^2 - c_\varepsilon \|v\|_{H^{p+1}(\Omega)}^{p+1},
\]

where we have used (8.10) and the stability of \( \nu \) in the second line, and the Sobolev inequality in the last line. Choosing a fixed \( \varepsilon > 0 \) small enough and noticing that \( \sigma(\lambda) > 1 \) since \( \nu \) is stable, we have

\[
J(v) \geq c_1 \|v\|_{H^1(\Omega)}^2 - c_2 \|v\|_{H^{p+1}(\Omega)}^{p+1}
\]

for some \( c_1, c_2 > 0 \). Fix \( \|v\|_{H^1(\Omega)} = 1 \). Since \( p + 1 > 2 \), we know that there exists \( t_0 \) such that \( J(t_0) \equiv \beta > 0 \). Next, let \( v_0 \in H(\Omega), v_0 \geq 0 \) such that \( \|v_0\|_{H^1(\Omega)} = 1 \). Using (8.11), we have

\[
J(t v_0) \leq \frac{t^2}{2} \|v_0\|_{H^1(\Omega)}^2 - \frac{t^{p+1}}{p+1} \|v_0\|_{L^{p+1}(\Omega)}^{p+1} = \frac{t^2}{2} - \frac{t^{p+1}}{p+1} \|v_0\|_{L^{p+1}(\Omega)}^{p+1}.
\]

If we choose \( t_0 > 0 \) large enough then \( J(t v_0) \leq 0 \) for all \( t \geq t_0 \).
Step 2. We prove that $J$ satisfies the (PS) condition. Recall that a functional $J$ satisfies the (PS) condition if for any sequence $\{v_n\}$ in $\mathbb{H}(\Omega)$ satisfying $J(v_n) \to c$ and $J'(v_n) \to 0$ as $n \to \infty$, there exists a convergent subsequence of $\{v_n\}$.

Let $\{v_n\} \subset \mathbb{H}(\Omega)$ satisfying $J(v_n) \to c$ and $J'(v_n) \to 0$ as $n \to \infty$. Then there exist an $n_0 \in \mathbb{N}$ and $c_3$, $c_4 > 0$ such that

\begin{equation}
\frac{1}{2} \|v_n\|^2_{\mathbb{H}(\Omega)} - \int_{\Omega} H(u_{\lambda}, v_n) dx = J(v_n) \leq c_3,
\end{equation}

and

\begin{equation}
\langle v_n, w \rangle_{\mathbb{H}(\Omega)} - \int_{\Omega} h(u_{\lambda}, v_n) w dx = \langle J'(v_n), w \rangle_{\mathbb{H}^{-1}(\Omega), \mathbb{H}(\Omega)} \leq c_4 \|w\|_{\mathbb{H}(\Omega)}
\end{equation}

for all $n \geq n_0$ and $w \in \mathbb{H}(\Omega)$. Multiplying both sides of (8.13) by $(2 + c_p)$, where $c_p$ is given in Lemma 8.5(3), and choosing $w = -v_n \in \mathbb{H}(\Omega)$ in (8.14), one has

\begin{equation}
\frac{1}{2}(2 + c_p)\|v_n\|^2_{\mathbb{H}(\Omega)} - (2 + c_p) \int_{\Omega} H(u_{\lambda}, v_n) dx \leq c_3(2 + c_p),
\end{equation}

\begin{equation}
-\langle v_n, v_n \rangle_{\mathbb{H}(\Omega)} + \int_{\Omega} h(u_{\lambda}, v_n) v_n dx = -\langle v_n, v_n \rangle_{\mathbb{H}(\Omega)} + \int_{\Omega} h(u_{\lambda}, v_n)(v_n)^+ dx \leq c_4 \|v_n\|_{\mathbb{H}(\Omega)}.
\end{equation}

Combining (8.15) with Lemma 8.5(3) yields

\begin{equation}
\frac{1}{2}(2 + c_p)\|v_n\|^2_{\mathbb{H}(\Omega)} - \langle v_n, v_n \rangle_{\mathbb{H}(\Omega)} - \frac{c_p}{2} \int_{\Omega} p(u_{\lambda})^{p-1} v_n^2 dx \leq c_4 \|v_n\|_{\mathbb{H}(\Omega)} + c_3(2 + c_p).
\end{equation}

Since $u_{\lambda}$ is stable, we have

\begin{equation}
\frac{c_p}{2} \left(1 - \frac{1}{\sigma(\lambda)}\right)\|v_n\|^2_{\mathbb{H}(\Omega)} \leq \frac{c_p}{2} \left[\|v_n\|^2_{\mathbb{H}(\Omega)} - \int_{\Omega} p(u_{\lambda})^{p-1} v_n^2 dx\right].
\end{equation}

By (8.16) and (8.17), we deduce that

\begin{equation}
\frac{c_p}{2} \left(1 - \frac{1}{\sigma(\lambda)}\right)\|v_n\|^2_{\mathbb{H}(\Omega)} \leq c_4 \|v_n\|_{\mathbb{H}(\Omega)} + c_3(2 + c_p).
\end{equation}

This, together with the fact that $\sigma(\lambda) > 1$, implies $\{v_n\}$ is bounded in $\mathbb{H}(\Omega)$. Thus, since $2 < p + 1 < \frac{2N}{N-2}$, there exist a subsequence of $\{v_n\}$, still denoted by $\{v_n\}$, and a function $v \in \mathbb{H}(\Omega)$ such that

\begin{align*}
v_n & \rightharpoonup v \text{ in } \mathbb{H}(\Omega), \\
v_n & \to v \text{ in } L^2(\Omega, (u_{\lambda})^{p-1}) \text{ and in } L^{p+1}(\Omega), \\
v_n & \to v \text{ a.e. in } \Omega.
\end{align*}
We will prove that
\[(8.18) \| v_n \| \mathcal{H}(\Omega) \to \| v \| \mathcal{H}(\Omega), \]
from which we conclude that \( v_n \to v \) in \( \mathcal{H}(\Omega) \). One has
\[(8.19) \langle J'(v_n), v_n - v \rangle_{\mathcal{H}^{-1}(\Omega), \mathcal{H}(\Omega)} = \langle v_n, v_n - v \rangle_{\mathcal{H}(\Omega)} - \int_{\Omega} h(u_\lambda, v_n)(v_n - v) \, dx. \]
On the one hand, since \( J'(v_n) \to 0 \) and \( v_n \rightharpoonup v \) in \( \mathcal{H}(\Omega) \) as \( n \to \infty \), we have
\[(8.20) \lim_{n \to \infty} \langle J'(v_n), v_n - v \rangle_{\mathcal{H}^{-1}(\Omega), \mathcal{H}(\Omega)} = 0. \]
On the other hand, we infer from the inequality \( h(s, t) \leq C(s^{p-1} + |t|^p) \) that
\[
\left| \int_{\Omega} h(u_\lambda, v_n)(v_n - v) \, dx \right| \leq C \int_{\Omega} |v_n - v|^{p-1} |v_n| + |v_n|^p |v_n - v| \, dx \\
\leq C \left( \int_{\Omega} |v_n - v|^2 |u_\lambda|^{p-1} \, dx \right)^{\frac{1}{2}} \left( \int_{\Omega} |v_n|^2 |u_\lambda|^{p-1} \, dx \right)^{\frac{1}{2}} \\
+ C \left( \int_{\Omega} |v_n|^{p+1} \, dx \right)^{\frac{1}{p+1}} \left( \int_{\Omega} |v_n - v|^{p+1} \, dx \right)^{\frac{1}{p+1}}.
\]
The right-hand side tends to 0 as \( n \to \infty \) since \( v_n \to v \) in \( L^{p+1}(\Omega) \) and also in \( L^2(\Omega, |u_\lambda|^{p-1}) \), which gives
\[(8.21) \int_{\Omega} h(u_\lambda, v_n)(v_n - v) \, dx \to 0 \text{ as } n \to \infty. \]
Combining (8.19)–(8.21) leads to (8.18). As a result, since \( \mathcal{H}(\Omega) \) is a Hilbert space, \( u_n \to u \) in \( \mathcal{H}(\Omega) \). Thus, \( J \) satisfies the (PS) condition.

By the Mountain Pass Theorem, we derive the existence of a nontrivial critical point \( v \in \mathcal{H}(\Omega) \) of \( J \), which is a nontrivial variational solution of (8.8). We complete the proof.

**Proof of Theorem 3.4(2).** Theorem 8.6 shows that there exists a nontrivial nonnegative solution \( v \) of (8.8), which means \( v = G^\Omega_\lambda [(u_\lambda + v)^p] - G^\Omega [(u_\lambda)^p] > 0 \) by Lemma 4.3. This implies
\[ u_\lambda + v = G^\Omega [(u_\lambda + v)^p] + \lambda G^\Omega [u], \]
therefore \( u_\lambda + v \) is a solution which is strictly greater than \( u_\lambda \). The bounds on \( u_\lambda \) are obtained in Proposition 7.10. We complete the proof.
9 Other examples

We present below further examples to which our theory can be applied.

Laplacian with a Hardy potential. We consider an operator created by perturbing the classical Laplacian by a Hardy potential which is strongly singular on the boundary,

\[ \mathbb{L} = L_\kappa := -\Delta - \frac{\kappa}{\partial x}, \]

where \( \kappa \) is a parameter. This operator is a special case of Schrödinger operators and has been investigated extensively in the literature (see, for instance, [8, 43, 55, 44]). The best constant in Hardy’s inequality, i.e., the quantity

\[ C_H(\Omega) := \inf_{u \in H_0^1(\Omega) \setminus \{0\}} \frac{\int_{\Omega} |\nabla u|^2 \,dx}{\int_{\Omega} (u/\delta)^2 \,dx}, \]

is deeply involved in the study of \( L_\kappa \). It is classical that \( C_H(\Omega) \in (0, \frac{1}{4}] \). Our theory is applicable to operator \( \mathbb{L} = L_\kappa \) with \( \kappa \in (0, C_H(\Omega)) \). Indeed, we have

\[ \langle \mathbb{L} u, v \rangle_{L^2(\Omega)} = \int_{\Omega} \nabla u \cdot \nabla v \,dx - \kappa \int_{\Omega} \frac{uv}{\partial^2} \,dx = \langle \mathbb{L} v, u \rangle_{L^2(\Omega)}, \quad \forall u, v \in C_c^\infty(\Omega). \]

Moreover, by (9.1) and the condition \( \kappa \in (0, C_H(\Omega)) \), we have, for any \( u \in C_c^\infty(\Omega) \),

\[ \langle \mathbb{L} u, u \rangle_{L^2(\Omega)} \geq \left(1 - \frac{\kappa}{C_H(\Omega)}\right) \int_{\Omega} |\nabla u|^2 \,dx \geq (C_H(\Omega) - \kappa) \int_{\Omega} \frac{|u|^2}{\partial^2} \,dx \geq \|u\|_{L^2(\Omega)}^2. \]

Combining (9.2) and (9.3) yields (L1)–(L3).

Next, (G1) holds by [39, The paragraph before Theorem 4.11] and Lemma A.1 (see also [43, 55]) and (G2) holds with \( s = 1 \) and \( \gamma = \frac{1}{2} + \sqrt{\frac{1}{4} - \kappa} \) by [39, Theorem 4.11]. Finally, assumption (G3) reads as \( N > 3 \).

Restricted relativistic Schrödinger operators. We consider a class of relativistic Schrödinger operators with mass \( m > 0 \) of the form

\[ \mathbb{L} = L^s_m := (-\Delta + m^2 I)^s - m^{2s} I, \]

restricted to functions that are zero outside \( \Omega \), where \( s \in (0, 1) \) and \( I \) is the identity operator. By [37, (1.3) and (6.7)], \( L^s_m \) can be alternatively expressed by

\[ \mathbb{L} u(x) = c_{N,s} m^{\frac{N+2s}{2}} P.V \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} K_{N+2s}(m|x - y|) \,dy, \quad x \in \Omega, \]
where, for $\nu > 0$,

$$K_\nu(r) \sim \frac{\Gamma(\nu)}{2} \left(\frac{r}{2}\right)^{-\nu}, \quad r > 0,$$

with $\Gamma$ being the usual Gamma function. The study of this operator and its variants has recently attracted a lot of attention from numerous mathematicians because of its significant interest in many research areas in mathematics and physics (see [60, 37, 5]). Furthermore, by [37, (1.3) and (6.7)], $L_m$ can be alternatively expressed by

$$L u(x) = c_{N,s} m^{\frac{N+2s}{2}} P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} K_{\frac{N+2s}{2}}(m|x - y|) dy, \quad x \in \Omega,$$

where, for $\nu > 0$,

$$K_\nu(r) \sim \frac{\Gamma(\nu)}{2} \left(\frac{r}{2}\right)^{-\nu}, \quad r > 0,$$

with $\Gamma$ being the usual Gamma function.

Let $u \in C_c^\infty(\Omega)$, we write

$$L u(x) = c_{N,s} m^{\frac{N+2s}{2}} P.V. \int_{\mathbb{R}^N \setminus \{|x - y| \leq 1\}} \frac{u(x) - u(y)}{|x - y|^{N+2s}} K_{\frac{N+2s}{2}}(m|x - y|) dy$$

$$+ c_{N,s} m^{\frac{N+2s}{2}} P.V. \int_{\{|x - y| \leq 1\}} \frac{u(x) - u(y) - \nabla u(x) \cdot (x - y)}{|x - y|^{\frac{N+2s}{2}}} K_{\frac{N+2s}{2}}(m|x - y|) dy$$

$$=: I_1(x) + I_2(x).$$

It can be seen that

$$|I_1(x)| \lesssim \|u\|_{L^\infty(\Omega)} \int_{\mathbb{R}^N \setminus \{|x - y| \leq 1\}} \frac{1}{|x - y|^{N+2s}} dy \lesssim \|u\|_{L^\infty(\Omega)},$$

while

$$|I_2(x)| \lesssim \int_{\{|x - y| \leq 1\}} \frac{\|D^2 u\|_{L^\infty(\Omega)}}{|x - y|^{N+2s-2s}} dy \lesssim \|D^2 u\|_{L^\infty(\Omega)}.$$

We conclude that

$$L u \in L^\infty(\Omega) \subset L^2(\Omega).$$

Hence, by proceeding as in the case of the RFL in Subsection 2.3, we conclude that (L1)–(L3) hold.

Next, (G1) follows from [60, Theorem 1] and Lemma A.1. It can be seen that (G2) is satisfied with $\gamma = s$ (see [60, 37, Theorem 4]). Finally, (G3) becomes $N \geq 4s$. 
Sum of two RFLs. Let $0 < \beta < \alpha < 1$. We consider the sum of $\alpha$-RFL and $\beta$-RFL given by

$$L u(x) = (-\Delta)^{\alpha}_{\text{RFL}} u(x) + (-\Delta)^{\beta}_{\text{RFL}} u(x) := P.V. \int_{\mathbb{R}^N} J_{\alpha,\beta}(x,y)(u(x) - u(y))dy,$$

where

$$J_{\alpha,\beta}(x,y) := \frac{1}{|x-y|^N} \left( \frac{c_{N,\alpha}}{|x-y|^{2\alpha}} + \frac{c_{N,\beta}}{|x-y|^{2\beta}} \right).$$

This type of operators has been introduced in [27]. It can be seen that

$$\mathbb{H}(\Omega) = H^{0,\alpha}_{\Omega}(\Omega),$$

and therefore, by proceeding as in the case of RFL in Subsection 2.3 with minor modification, we can show that (L1)–(L3) are also satisfied.

Next, (G1) is satisfied due to [27] and Lemma A.1. By [27, Corollary 1.2], (G2) holds with $s = \gamma = \alpha$. Finally, (G3) becomes $N \geq 4\alpha$.

An interpolation of the RFL and the SFL. For $\sigma_1, \sigma_2 \in (0,1]$, we consider the $\sigma_2$-spectral decomposition of the $\sigma_1$-RFL in a domain $\Omega$, namely $[(-\Delta)^{\sigma_1}_{\text{RFL}},(-\Delta)^{\sigma_2}_{\text{SFL}}]$. This type of interpolation operator has been recently studied in [50] by using a probabilistic approach.

Let $Z$ be a rotationally invariant $\sigma_1$-stable process in $\mathbb{R}^N$ (for instance, one can consider a Brownian motion $X$ in $\mathbb{R}^N$ subordinated by an independent $\sigma_1$–stable subordinator), and $Z^\Omega$ be the subprocess of $Z$ that is killed upon exiting $\Omega$. Then we subordnate $Z^\Omega$ by an independent $\sigma_2$-stable subordinator $T$ to obtain a process $Y^\Omega$, i.e., $(Y^\Omega)_t = (Z^\Omega)_T$. Denote by $(R^\Omega_t)$ the semigroup of $Y^\Omega$. The infinitesimal generator $L^{\sigma_1,\sigma_2}$ of the semigroup $(R^\Omega_t)$ can be written as

$$L = L^{\sigma_1,\sigma_2} := [(-\Delta)^{\sigma_1}_{\text{RFL}},(-\Delta)^{\sigma_2}_{\text{SFL}}].$$

In particular, one has from [50, (2.20) and (3.4)] that

$$L^{\sigma_1,\sigma_2} u(x) = \int_\Omega J_{\sigma_1,\sigma_2}(x,y)(u(x) - u(y))dy + \kappa_{\sigma_1,\sigma_2}(x) u(x), \quad u \in C_c^\infty(\Omega),$$

where

$$J_{\sigma_1,\sigma_2}(x,y) := \int_0^\infty p_{\sigma_1}(t,x,y)v(dt),$$

$$\kappa_{\sigma_1,\sigma_2}(x) := \int_0^\infty \left( 1 - \int_\Omega p_{\sigma_1}(t,x,y)dy \right)v(dt).$$

In (9.5),

$$v(dt) = \frac{\sigma_2}{\Gamma(1 - \sigma_2)} t^{-\sigma_2-1} dt.$$
is the Lévy measure of the $\sigma^2$-stable subordinator $T$ and $p_{\sigma_1}(t,x,y)$ denotes the heat kernel of the $\sigma_1$-RFL in the domain $\Omega$. By [51, Proposition 3.4], one has $\mathcal{L}^{\sigma_1,\sigma_2} : C^\infty_c(\Omega) \subset L^2(\Omega) \rightarrow L^2(\Omega)$ and the quadratic form of $\mathcal{L}^{\sigma_1,\sigma_2}$ is

$$\langle \mathcal{L}^{\sigma_1,\sigma_2}u, v \rangle_{L^2(\Omega)} = \langle u, \mathcal{L}^{\sigma_1,\sigma_2}v \rangle_{L^2(\Omega)} = \frac{1}{2} \int_\Omega \int_\Omega J_{\sigma_1,\sigma_2}(x,y)(u(x) - u(y))(v(x) - v(y)) \, dx \, dy$$

(9.6)

$$+ \int_\Omega \kappa_{\sigma_1,\sigma_2}(x) u(x)v(x) \, dx$$

for every $u, v \in C^\infty_c(\Omega)$. Therefore $\mathcal{L}^{\sigma_1,\sigma_2}$ is positive and symmetric on $C^\infty_c(\Omega)$. As explained in Section 2, it can be extended to a positive self-adjoint operator, still denoted by $\mathcal{L}^{\sigma_1,\sigma_2}$, whose quadratic form domain is denoted by $\mathcal{H}(\Omega)$. Note that $\mathcal{H}(\Omega)$ is a Hilbert space and $C^\infty_c(\Omega)$ is dense in $\mathcal{H}(\Omega)$. The reader is referred to [48, 50] for more details.

Alternatively, as in the case of the spectral fractional Laplacian $(-\Delta)^{\sigma_1}_{\text{RFL}}$, one can define the interpolation operator $[(-\Delta)^{\sigma_1}_{\text{RFL}}]^{\sigma_2}_{\text{SFL}}$ in terms of the spectral decomposition of $(-\Delta)^{\sigma_1}_{\text{RFL}}$. We follow the strategy in [3, 19]. Consider the eigenproblem

$$\begin{cases}
(-\Delta)^{\sigma_1}_{\text{RFL}} u = \lambda u & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R} \setminus \Omega.
\end{cases}$$

Let $G^{\Omega}_{\sigma_1}$ be the Green kernel of $(-\Delta)^{\sigma_1}_{\text{RFL}}$ in $\Omega$. Since $G^{\Omega}_{\sigma_1} : L^2(\Omega) \rightarrow L^2(\Omega)$ is compact, $(-\Delta)^{\sigma_1}_{\text{RFL}}$ admits a discrete spectrum $\{\lambda_{\sigma_1,n}\}$ such that

$$0 < \lambda_{\sigma_1,1} < \lambda_{\sigma_1,2} < \cdots < \lambda_{\sigma_1,n} \rightarrow +\infty.$$

Let $\{\varphi_{\sigma_1,n}\}$ be the corresponding eigenfunctions. Therefore, there exists an orthonormal basis of $L^2(\Omega)$ consisting of eigenfunctions $\{\varphi_{\sigma_1,n}\}$ (see [13, 65]).

For a function $u \in C^\infty_c(\Omega)$, one has

$$u = \sum_{n=1}^\infty \hat{u}_{\sigma_1,n} \varphi_{\sigma_1,n},$$

where $\hat{u}_{\sigma_1,n} := \int_\Omega u \varphi_{\sigma_1,n} \, dx$. Thus, one can define the $\sigma_2$-spectral decomposition of $(-\Delta)^{\sigma_1}_{\text{RFL}}$ by

$$Lu(x) := \sum_{n=1}^\infty (\lambda_{\sigma_1,n})^{\sigma_2} \hat{u}_{\sigma_1,n} \varphi_{\sigma_1,n}(x), \quad u \in C^\infty_c(\Omega).$$

(9.7)

By density, this operator can be extended to the Hilbert space

$$H := \left\{ u \in L^2(\Omega) : \|u\|_H^2 := \sum_{n=1}^\infty (\lambda_{\sigma_1,n})^{\sigma_2} |\hat{u}_{\sigma_1,n}|^2 < \infty \right\}.$$  

(9.8)
Thus, if $u \in H$, then $Lu \in H^{-1}$, the topological dual of $H$, and

$$
\langle Lu, v \rangle_{H^{-1}, H} = \langle u, v \rangle_H = \sum_{n=1}^{\infty} (\lambda_{\sigma_1,n})^{\sigma_2} u_{\sigma_1,n} v_{\sigma_1,n}, \quad u, v \in H.
$$

(9.9)

We will show that (9.6) and (9.9) are in fact equivalent up to a constant. Recall that by [24, Theorem 3.8], the heat kernel for $(-\Delta)^{\sigma_1}_{RFL}$ in $\Omega$ can be written as

$$
p_{\sigma_1}(t, x, y) = \sum_{n=1}^{\infty} e^{-t\lambda_{\sigma_1,n}} \phi_{\sigma_1,n}(x) \phi_{\sigma_1,n}(y), \quad t > 0, \ x, y \in \Omega.
$$

(9.10)

For $u, v \in C_c^\infty(\Omega)$, one has

$$
\langle Lu, v \rangle_{H^{-1}, H} = \sum_{n=1}^{\infty} (\lambda_{\sigma_1,n})^{\sigma_2} u_{\sigma_1,n} v_{\sigma_1,n}
$$

$$
= \frac{\sigma_2}{\Gamma(1 - \sigma_2)} \sum_{n=1}^{\infty} \int_0^{\infty} \left( u_{\sigma_1,n} v_{\sigma_1,n} - e^{-t\lambda_{\sigma_1,n}} u_{\sigma_1,n} v_{\sigma_1,n} \right) \frac{dt}{t^{1+\sigma_2}}
$$

$$
= \frac{\sigma_2}{\Gamma(1 - \sigma_2)} \int_0^{\infty} \left( \sum_{n=1}^{\infty} u_{\sigma_1,n} v_{\sigma_1,n} - \sum_{n=1}^{\infty} e^{-t\lambda_{\sigma_1,n}} u_{\sigma_1,n} v_{\sigma_1,n} \right) \frac{dt}{t^{1+\sigma_2}}
$$

$$
= \frac{\sigma_2}{\Gamma(1 - \sigma_2)} \int_0^{\infty} \left[ \int_{\Omega} u(y) v(y) dy - \int_{\Omega} \int_{\Omega} p_{\sigma_1}(t, x, y) u(x) v(y) dx dy \right] \frac{dt}{t^{1+\sigma_2}}.
$$

Here we have used the formula

$$
\lambda^\sigma = \frac{\sigma}{\Gamma(1 - \sigma)} \int_0^{\infty} (1 - e^{-t\lambda}) \frac{dt}{t^{1+\sigma}}
$$

in the second equality and Fubini’s theorem in the third equality. Thus,

$$
\langle Lu, v \rangle_{H^{-1}, H}
$$

(9.11)

$$
= \frac{\sigma_2}{\Gamma(1 - \sigma_2)} \int_0^{\infty} \int_{\Omega} \left[ \int_{\Omega} p_{\sigma_1}(t, x, y)(u(y) - u(x)) v(y) dx \right] dy \frac{dt}{t^{1+\sigma_2}}
$$

$$
+ \frac{\sigma_2}{\Gamma(1 - \sigma_2)} \int_0^{\infty} \int_{\Omega} u(y) v(y) \left( 1 - \int_{\Omega} p_{\sigma_1}(t, x, y) dx \right) dy \frac{dt}{t^{1+\sigma_2}}
$$

$$
=: I_1(u, v) + I_2(u, v).
$$

We will treat the terms $I_1(u, v)$ and $I_2(u, v)$ successively. As for $I_1$, by taking $u = v$ and by interchanging $x$ and $y$ in the formula, we obtain

$$
I_1(u, u) = \frac{\sigma_2}{2\Gamma(1 - \sigma_2)} \int_{\Omega} \int_{\Omega} \left[ \int_0^{\infty} p_{\sigma_1}(t, x, y) \frac{dt}{t^{1+\sigma_2}} \right] (u(x) - u(y))^2 dx dy,
$$
hence \( 0 \leq I_1(u, u) < +\infty \). Next, by interchanging \( x \) and \( y \) in the formula, we get

\[
I_1(u, v) = \frac{\sigma_2}{2\Gamma(1 - \sigma_2)} \int_0^\infty \int_\Omega \left[ \int_\Omega p_{\sigma_1}(t, x, y)(u(x) - u(y))(v(x) - v(y)) \, dx \right] dy \frac{dt}{t^{1+\sigma_2}}
\]

(9.12)

Thus using Fubini’s theorem and Hölder’s inequality, we have

\[
= \frac{\sigma_2}{2\Gamma(1 - \sigma_2)} \int_\Omega \left[ \int_0^\infty p_{\sigma_1}(t, x, y) \frac{dt}{t^{1+\sigma_2}} \right] (u(x) - u(y))(v(x) - v(y)) \, dx dy
\]

Next, we see that \( I_2(u, u) \geq 0 \) by the fact that \( 0 \leq \int_\Omega p_{\sigma_1}(t, x, y) \, dx \leq 1 \). Furthermore, we have

\[
I_2(u, v) = \frac{\sigma_2}{\Gamma(1 - \sigma_2)} \int_0^\infty \int_\Omega |u(y)|^2 \left( 1 - \int_\Omega p_{\sigma_1}(t, x, y) \, dx \right) dy \frac{dt}{t^{1+\sigma_2}}
\]

\[
\leq \langle u, u \rangle_{H^{-1}(\Omega)} < +\infty.
\]

Thus using Fubini’s theorem and Hölder’s inequality, we have

\[
I_2(u, v) = \frac{\sigma_2}{\Gamma(1 - \sigma_2)} \int_0^\infty \int_\Omega \int_\Omega \left( 1 - \int_\Omega p_{\sigma_1}(t, x, y) \, dx \right) \frac{dt}{t^{1+\sigma_2}} u(y)v(y) \, dy
\]

(9.13)

\[
= \int_\Omega \kappa_{\sigma_1, \sigma_2}(y) u(y)v(y) \, dy.
\]

Combining (9.11), (9.13) and (9.12), we conclude that

\[
\langle Lu, v \rangle_{H^{-1}, H} = \langle L, v \rangle_{L^2(\Omega), L^2(\Omega)}, \quad \forall u, v \in C_c^\infty(\Omega).
\]

We verify that \( L^{\sigma_1, \sigma_2} \) satisfies all the assumptions in Section 2. By the above spectral decomposition and the fact that the first eigenvalue of \( L^{\sigma_1, \sigma_2} \) is \( \lambda_{\sigma_1,1}^{\sigma_2} > 0 \), (L1) and (L2) hold.

Next we prove that (L3) also holds, i.e., \( \mathbb{H}(\Omega) = H_0^v(\Omega), \) provided that \( \Omega \) has smooth boundary. To this end, we invoke the discrete \( J \)-method in [14, Theorem 8.2] and adapt the argument in [14, pages 5734–5735]. We include it here for the sake of convenience.

By the spectral decomposition, one has \( u = \sum_{n=1}^\infty u_{\sigma_1, n} \), where \( u_{\sigma_1, n} := \mu_{\sigma_1, n} \varphi_{\sigma_1, n} \). It can easily be seen that \( \| u_{\sigma_1, n} \|_{L^2(\Omega)} = | \mu_{\sigma_1, n} | \). On the other hand, if \( 2\sigma_1 \neq \frac{1}{2} \), one has

\[
\| u_{\sigma_1, n} \|^2_{H_0^v(\Omega)} = | \mu_{\sigma_1, n} |^2 \| \varphi_{\sigma_1, n} \|^2_{H_0^{2\sigma_1}(\Omega)} = | \mu_{\sigma_1, n} |^2 \| \varphi_{\sigma_1, n} \|^2_{H_0^{2\sigma_1}(\mathbb{R}^N)}
\]

\[
= | \mu_{\sigma_1, n} |^2 \| (-\Delta)^{\sigma_1} \varphi_{\sigma_1, n} \|^2_{L^2(\mathbb{R}^N)}.
\]
By noticing that
\[
\int_{\mathbb{R}^n} |(-\Delta)^{\sigma_1} \varphi_{\sigma_1,n}|^2 \, dx = \int_{\Omega} |(-\Delta)^{\sigma_1} \varphi_{\sigma_1,n}|^2 \, dx + \int_{\mathbb{R}^n \setminus \Omega} \varphi_{\sigma_1,n}(-\Delta)^{2\sigma_1} \varphi_{\sigma_1,n} \, dx
\]
we have
\[
\|u_{\sigma_1,n}\|_{H_0^{2\sigma_1}(\Omega)}^2 = \lambda_{\sigma_1,n}^2 \|\tilde{u}_{\sigma_1,n}\|^2.
\]

We next check two conditions in the \( J \)-Method. Put
\[
U_n := \lambda_{\sigma_1,n}^{-\theta} J(\lambda_{\sigma_1,n}, u_{\sigma_1,n}) = \lambda_{\sigma_1,n}^{-\theta} \max\{ \|u_{\sigma_1,n}\|_{H_0^{2\sigma_1}(\Omega)}, \lambda_{\sigma_1,n} \|u_{\sigma_1,n}\|_{L^2(\Omega)} \} = \lambda_{\sigma_1,n}^{1-\theta} \|\tilde{u}_{\sigma_1,n}\|.
\]
From (9.8), we see that \( U_n \in \mathcal{F}(\mathbb{N}) \) if and only if \( \theta = 1 - \sigma_2/2 \).

It can be easily seen that the eigenvalues of \( L^{\sigma_1,\sigma_2} \) are \( \{ \lambda_{\sigma_1,n} \} \), where \( \{ \lambda_{\sigma_1,n} \} \) are the eigenvalues of \( (-\Delta)^{\sigma_1}_{\text{RFL}} \). Since \( 0 < \lambda_{\sigma_1,n+1}/\lambda_{\sigma_1,n} < \Gamma_0 \) for some \( \Gamma_0 > 0 \), it follows that \( 0 < \lambda_{\sigma_1,n+1}^{\sigma_2}/\lambda_{\sigma_1,n}^{\sigma_2} < \Gamma_0^{\sigma_2} \) for every \( n \in \mathbb{N} \). We conclude from the discrete version of the \( J \)-Method that
\[
F = [H_0^{2\sigma_1}(\Omega), L^2(\Omega)]_{1-\sigma_2/2} = H_0^{\sigma_2}(\Omega),
\]
since \( 2\sigma_1 = 1 \) can proceed similarly. Note that if \( \sigma_2 = 1 \), one has the RFL \( (-\Delta)^{\sigma_1}_{\text{RFL}} \), while \( \sigma_1 = 1 \) gives the SFL \( (-\Delta)^{\sigma_1}_{\text{SFL}} \). We derive that (L3) holds.

Next, (G1) follows from [50] and Lemma A.1. By [50, Theorem 6.4], assumption (G2) is satisfied with \( s = \sigma_1\sigma_2 \) and \( \gamma = \sigma_1 \). This operator is interesting since both cases \( \gamma < 2s \) and \( \gamma \geq 2s \) may occur. Indeed, if \( \sigma_2 > \frac{1}{2} \) then \( \gamma < 2s \) and hence (G3) becomes \( N \geq 4\sigma_1\sigma_2 \). If \( \sigma_2 \leq \frac{1}{2} \) then \( \gamma \geq 2s \) and hence (G3) becomes \( N \geq 4\sigma_1\sigma_2(1 + \sigma_1) - \sigma_1 \).

We conclude that assumptions, (L1)–(L3), (G1)–(G3) hold and thus our theory can be applied to this type of operators.

**Appendix A**

In this appendix, we provide a result which can be used to verify assumption (G1) in the examples considered in Subsection 2.3 and Section 9.

Assume \( \mathbb{L} : \text{dom}(\mathbb{L}) \subset L^2(\Omega) \rightarrow L^2(\Omega) \) is a positive, self-adjoint operator. It is well known that the spectrum \( \sigma(\mathbb{L}) \) of \( \mathbb{L} \) satisfies \( \sigma(\mathbb{L}) \subset [0, \infty) \). By the Hille–Yosida theorem for nonpositive self-adjoint operators, \( -\mathbb{L} \) is the infinitesimal generator of the contraction semigroup \( \{ P_t = e^{-t\mathbb{L}} \}_{t \geq 0} \) in \( L^2(\Omega) \). Furthermore, by
the spectral theorem (see [7, Theorem A.4.2] or [61, Theorem 12.4]), there exists
a unique projection-valued measure $E(\cdot)$ with support on the spectrum $\sigma(L)$ of $L$
such that
\[ L = \int_{\sigma(L)} \lambda dE(\lambda), \]
and the semigroup $\{ P_t \}_{t \geq 0}$ can be written as (see, e.g., [7, page 480])
\[ P_t = \int_{\sigma(L)} e^{-\lambda t} dE(\lambda). \]

Assume that the semigroup $\{ P_t \}_{t \geq 0}$ admits a density kernel (also called heat ker-
nel), namely there exists for every $t > 0$ a positive measurable function $p_{\Omega}(t, x, y)$
defined almost everywhere on $\Omega \times \Omega$ such that, for any $f \in L^2(\Omega)$,
\[ P_t f(x) = \int_{\Omega} p_{\Omega}(t, x, y)f(y)dy, \quad x \in \Omega. \]
The Green function and Green operator associated to $L$ are defined respectively by
\begin{align*}
G_\Omega(x, y) &= \int_0^\infty p_{\Omega}(t, x, y)dt, \quad x, y \in \Omega, \\
G_\Omega[f](x) &= \int_{\Omega} G_\Omega(x, y)f(y)dy, \quad x \in \Omega, \quad f \in L^2(\Omega).
\end{align*}
The following result asserts that, under some additional conditions, $G_\Omega$ is in fact
the right inverse operator of $L$.

**Lemma A.1.** Let $L$ be a positive, self-adjoint operator. Assume that
$\inf \sigma(L) > 0$ and the semigroup $\{ P_t \}_{t \geq 0}$ generated by $L$ admits a heat kernel $p_{\Omega}(t, x, y)$. Then $L^{-1}$ exists and $L^{-1}f = G_\Omega[f]$ for every $f \in L^2(\Omega)$.

**Proof.** From (A.2) and (A.3), we have, for any $f \in L^2(\Omega)$,
\begin{align*}
G_\Omega[f](x) &= \int_{\Omega} \left( \int_0^\infty p_{\Omega}(t, x, y)dt \right)f(y)dy \\
&= \int_0^\infty \left( \int_{\Omega} p_{\Omega}(t, x, y)f(y)dy \right)dt = \int_0^\infty P_t f(x)dt, \quad x \in \Omega.
\end{align*}
This, together with (A.1) and assumption $\inf \sigma(L) > 0$, implies
\begin{align*}
G_\Omega[f] &= \int_{\sigma(L)} \left( \int_0^\infty e^{-\lambda t} dE(\lambda)f \right)dt \\
&= \int_{\sigma(L)} \left( \int_0^\infty e^{-\lambda t} dt \right) dE(\lambda)f = \int_{\sigma(L)} \lambda^{-1} dE(\lambda)f.
\end{align*}
Recall that for a Borel measurable function \( f \) on \( \sigma(\mathbb{L}) \), one may define the operator \( f(\mathbb{L}) \) as
\[
f(\mathbb{L}) = \int_{\sigma(\mathbb{L})} f(\lambda) dE(\lambda).
\]
In particular, since \( \inf \sigma(\mathbb{L}) > 0 \), the inverse of \( \mathbb{L} \) exists and
\[
\mathbb{L}^{-1}f = \int_{\sigma(\mathbb{L})} \lambda^{-1} dE(\lambda)f = \mathbb{G}^\Omega[f],
\]
which is the desired result.

**Remark A.2.** The assumption on the existence of the heat kernel \( p_{\Omega}(t, x, y) \) in the statement of Lemma A.1 does not hold in general and is closely related to the ultracontractivity property of the semigroup \( \{P_t\}_{t \geq 0} \). More precisely, if \( \{P_t\}_{t \geq 0} \) is ultracontractive, namely for each \( t > 0 \), \( P_t \) is a bounded operator from \( L^2(\Omega) \) to \( L^\infty(\Omega) \), then \( \{P_t\}_{t \geq 0} \) has a heat kernel \( p_{\Omega}(t, x, y) \) such that, for any \( t > 0 \),
\[
0 \leq p_{\Omega}(t, x, y) \leq c_t \quad \text{a.e. on } \Omega \times \Omega
\]
(see, for instance, [61, page 247]). It is also worth mentioning that, under certain conditions on the Green kernel and the semigroup, the existence and estimates of a heat kernel have been recently established by using the eigen-decomposition of \( \mathbb{L} \) (see [21, Sections 3 and 6] for more details).

**Remark A.3.** We note that Lemma A.1 can be used to verify assumption (G1) for all operators considered in Subsection 2.3 and Section 9 thanks to their probabilistic characteristic. More precisely, properties of the Green function of \( -(\Delta)^R_{\text{RFL}}, -(\Delta)^S_{\text{SFL}} \) and \( -(\Delta)^C_{\text{CFL}} \) are given in [30], [48] and [26] respectively. For other operators in Section 9 such as the Laplacian with a Hardy potential, the restricted relativistic Schrödinger operator, the sum of two RFLs and the interpolation operator, the characteristic of their Green function is given in [39], [60], [27] and [50] respectively.
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