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Exciton decay mechanism in DNA single strands: back-electron transfer and ultrafast base motions†

Benjamin Bauer, Rahul Sharma, Majed Chergui* and Malte Oppermann†

The photochemistry of DNA systems is characterized by the ultraviolet (UV) absorption of π-stacked nucleobases, resulting in exciton states delocalized over several bases. As their relaxation sensitively depends on local stacking conformations, disentangling the ensuing electronic and structural dynamics has remained an experimental challenge, despite their fundamental role in protecting the genome from potentially harmful UV radiation. Here we use transient absorption and transient absorption anisotropy spectroscopy with broadband femtosecond deep-UV pulses (250–360 nm) to resolve the exciton dynamics of UV-excited adenosine single strands under physiological conditions. Due to the exceptional deep-UV bandwidth and polarization sensitivity of our experimental approach, we simultaneously resolve the population dynamics, charge-transfer (CT) character and conformational changes encoded in the UV transition dipoles of the π-stacked nucleotides. Whilst UV excitation forms fully charge-separated CT excitons in less than 0.3 ps, we find that most decay back to the ground state via a back-electron transfer. Based on the anisotropy measurements, we propose that this mechanism is accompanied by a structural relaxation of the photoexcited base-stack, involving an inter-base rotation of the nucleotides. Our results finally complete the exciton relaxation mechanism for adenosine single strands and offer a direct view into the coupling of electronic and structural dynamics in aggregated photochemical systems.

Introduction

The photochemical functions of natural and synthetic molecular aggregates are characterized by so-called exciton states that result from the electrostatic interactions of their constituent chromophores.1-3 An important example are DNA systems, where the exciton transitions of π-stacked nucleobases dominate the absorption cross-section in the near ultraviolet (UV) region and thus play a crucial role in the formation of harmful photolesions and radical species, which may lead to skin cancer for example.4 Indeed, whilst isolated nucleobase monomers efficiently dissipate their excitation energy on a sub-picosecond time-scale, single- (ssDNA) and double-stranded (dsDNA) DNA oligomers display excited state species with lifetimes up to the millisecond time scale.5,6 However, whilst the initial exciton formation and ensuing charge separation processes across π-stacked bases have been studied in various model systems, achieving a complete picture of the exciton relaxation dynamics has remained challenging, because of the complex ground and excited state interactions between multiple bases in solution-phase DNA.

Due to the close proximity of π-stacked bases in B-form DNA (≈ 3.4 Å), the resulting electrostatic interactions generally comprise contributions from dipole–dipole, orbital overlap and electron exchange interactions.7 Consequently, the exciton states are characterized by two attributes: a delocalization length corresponding to the number of coupled bases and the degree of charge separation or charge-transfer (CT) character across them.8,9 Importantly, the excitonic interactions sensitively depend on the geometrical arrangement of the coupled bases, such that the initially excited excitons are mostly determined by the ground state conformational ensemble. Their relaxation dynamics, however, crucially depend on the inter-base coupling interactions in the photoexcited state and may therefore also involve local conformational changes of the oligomer.10

To this end, deoxyadenosine monophosphate ssDNA (denoted as dAₙ with n nucleotides) has emerged as a convenient helical model system with high stacking ratios of around 80% at room-temperature.9 The monomer (dA₁) in the gas phase displays three close-lying lowest-energy transitions consisting of two optically bright 1ππ* transitions, Lₐ and Lₐ, and an optically dark 1nπ* transition.10 In aqueous solution, Lₐ is strongly stabilized, becoming the lowest energy LUMO singlet state, which also carries most of the oscillator strength.11 From the Franck-Condon region, nearly barrierless pathways lead to
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conical intersections with the ground state surface, which rapidly deactivate the excited state on the sub-picosecond time scale forming a vibrationally hot ground state.\textsuperscript{12} In ssDNA, excitonic interactions between stacked bases cause a prominent decrease in oscillator strength (hypochromism) and a slight blue-shift (hypsochromism) of the $1\pi\pi^*$ band maximum compared to the non-aggregated bases. These features are consistent with those of self-assembled H-aggregates of $\pi$-conjugated organic molecules.\textsuperscript{13,14} However, even though these effects are well known since the 1960s,\textsuperscript{15,16} the exact delocalization length, CT character and energetic positions of the exciton states contributing to the static absorption of DNA oligomers remain somewhat controversial. In dA\textsubscript{n}, L\textsubscript{a} and L\textsubscript{b} transitions on different bases may couple and several theoretical treatments have predicted significant contributions from excitons delocalized over more than two stacked bases.\textsuperscript{17-20} Nevertheless, strand-length dependent circular dichroism (CD) measurements, which are directly sensitive to dipolar couplings in the ground state, show that nearest-neighbor interactions strongly dominate in the $1\pi\pi^*$ band.\textsuperscript{21} This implies that despite the pronounced stacking disorder in dA\textsubscript{n}, stacked domains with large dipolar coupling terms are limited to two bases.\textsuperscript{22} Indeed, there is growing consensus that the lowest-energy absorption band in dA\textsubscript{n} contains two exciton species: a neutral two-base exciton with zero CT character carrying most of the oscillator strength and a two-base CT exciton with nonzero CT character and a much weaker absorption coefficient.\textsuperscript{18,19,23} Strong solvent interactions are expected to inhomogeneously broaden and red-shift the absorption band of the CT exciton state and it is thus assumed to be the lowest-energy excited state, causing the enhanced low-energy absorption of dA\textsubscript{n} above 275 nm, compared to monomeric dA\textsubscript{1}.\textsuperscript{24,25}

Naturally, ultrafast studies on ssDNA have been instrumental in mapping out the exciton dynamics, albeit with often conflicting interpretations. Whilst the first optical experiments suggested excitons to be formed dynamically from photoexcited monomers,\textsuperscript{26} this was later ruled out in favour of a direct excitation process. Here, early suggestions of average delocalization lengths of up to 4 bases\textsuperscript{27} were contested by mounting evidence for the exclusive excitation of two-base excitons, obtained from single-wavelength transient absorption (TA)\textsuperscript{28} and time-resolved fluorescence experiments.\textsuperscript{29} These studies broadly agreed on a mechanism where optically bright neutral two-base excitons are excited first, followed by an ultrafast internal conversion to the optically dark minimum of the exciton band. These states would then acquire a CT character on the picosecond scale, possibly enabled by a reduction of the inter-base distance. Recently, Borrego-Varillas and co-workers were able to measure the upper limits of the involved time scales, finding that internal conversion to the neutral exciton band minimum is completed in 100 fs, followed by a full charge-separation associated with an adenosine radical-ion pair in at most 3 ps.\textsuperscript{29}

In a parallel development, the vibrational marker bands of nucleotide radical-ions were identified and tracked in a series of ultrafast spectroscopy studies on UV-excited ssDNA model systems.\textsuperscript{30,31} This corroborated the central role of CT excitons in the relaxation dynamics of ssDNA as the longest-living species dominating the dynamics beyond the first 10 ps. In addition, it has been established that a relevant fraction of the radical ions formed in adenosine stacks in both ss- and dsDNA survive well into the millisecond timescale, indicating that UV excitation may provide an important contribution to the oxidative damage of DNA.\textsuperscript{32,33} However, whilst the role of CT excitons as gateway states to DNA photodamage is now mostly settled, several aspects of their dynamic evolution have remained open. Importantly, a specific deactivation mechanism has not yet been established for dA\textsubscript{n}. To this end, several possibilities have been considered, most notably a charge recombination process either via back-electron transfer\textsuperscript{34} or intra-strand proton-transfer,\textsuperscript{35} a decay to a monomer-like state followed by internal conversion to the ground state,\textsuperscript{35} and the dynamic formation of a bonded two-base exciton species with a strongly reduced inter-base distance.\textsuperscript{36} Even though such excited state conformational changes have been theoretically predicted to play an important role in their relaxation,\textsuperscript{37,38,39} direct evidence has remained an experimental challenge, due to the current limitations of established spectroscopic techniques with combined time and structural resolution in the solution phase. Especially in the case of subtle motions of local chromophores or side chains, time-resolved X-ray solution scattering does currently not provide the required spatial resolution,\textsuperscript{40} whereas nuclear magnetic resonance spectroscopy does not provide the necessary time resolution.\textsuperscript{41}

Here we pursue an alternative approach and employ a polarization-controlled pump-probe setup (see Methods) with femtosecond deep-UV probe pulses (250–360 nm) to conduct the first ultrafast spectroscopy experiments with broadband coverage of the $1\pi\pi^*$ band of dA\textsubscript{20} < 300 nm. By combining transient absorption (TA) with transient absorption anisotropy (TAA) measurements, we simultaneously resolve the population dynamics, CT character and conformational changes encoded in the coupled UV transition dipoles of the photoexcited excitons. By modulating the strand-length, excitation wavelength and solvent environment we are then able to develop a complete reaction scheme. Quite remarkably, we find that CT excitons are already formed within the first 0.3 ps from initially excited neutral two-base excitons, excluding any conformational dynamics in the charge-separation process. However, the transient anisotropy data suggests that ultrafast inter-base rotations drive the CT exciton to its minimum energy configuration in about 40 ps. Finally, by comparing the exciton dynamics in H\textsubscript{2}O and D\textsubscript{2}O buffer solution, we are able to provide conclusive evidence for a back-electron transfer as the deactivation mechanism of the structurally relaxed CT excitons.

To establish these findings, we compare a large number of investigated sample systems, measurement conditions and experimental techniques. For achieving a clear presentation of the results without losing track of the discussion, we present and interpret each experiment in a separate section. We begin with the TA measurements of dA\textsubscript{20} in H\textsubscript{2}O buffer solution and compare the kinetics observed for 266 nm and 285 nm excitation, thereby resolving different exciton formation mechanisms. Furthermore, a direct comparison with the TA kinetics of dA\textsubscript{1} and dA\textsubscript{2} highlights the close packing of bases in dA\textsubscript{20} as
a crucial factor in determining the exciton dynamics. In the following section we present molecular dynamics simulations to estimate the dipolar coupling strength between stacked bases in dA20, thereby establishing a link between its conformational ensemble and the photoexcited exciton states. Moving forward we present the TA measurements of the samples in D2O buffer solution, where the observed kinetic isotope effects suggest a back-electron transfer as the primary exciton relaxation mechanism. The TAA measurements in H2O and D2O buffer solutions are presented in the final section and corroborate this mechanism, whilst also providing insights into the structural dynamics that accompany the exciton decay. Finally, we combine the above findings to establish a complete reaction scheme in the Concluding section.

Results and discussion

Transient absorption in H2O buffer solution

This section compares three samples of dA in aqueous phosphate buffer solution with different strand lengths (for sample preparation see Methods): the monomer dA1, the dimer dA2, and the multimer dA20. Fig. 1 in the ESI† displays their steady-state absorption spectra, which are normalized to the respective band maxima to highlight differences in the band shapes. Compared to dA1, dA20 shows a pronounced blue-shift of the band maximum which can be attributed to the dipole–dipole interaction between stacked bases resulting in neutral exciton states. Below 275 nm, dA20 displays an enhanced absorption, which has been attributed to a CT exciton band.32,33 Whilst photoexcitation at 266 nm thus mainly populates neutral exciton states, photoexcitation at 285 nm is expected to predominantly excite CT excitons. Also note that whilst dA2 displays qualitatively similar spectral differences with dA1, these features are much less pronounced compared to dA20.

Fig. 1 displays normalized time- and wavelength-resolved TA maps for the three investigated samples with the UV excitation wavelength indicated in brackets: dA1 (266 nm), dA20 (266 nm), dA20 (285 nm), and dA1 (266 nm). The original data sets are displayed in Fig. 4 and 9 in the ESI.† All four TA maps display a negative TA amplitude <275 nm, associated with a ground state bleach (GSB), and a positive amplitude >280 nm, associated mostly with an excited state absorption (ESA). The direct comparison between the samples reveals striking differences in the GSB and ESA band shapes and decay kinetics. Whilst dA1 displays a narrow ESA maximum near 290 nm that decays on a picosecond timescale, the oligomer samples display a broad ESA band that decays two orders of magnitude more slowly. Because of the pico-second kinetics, we can identify these ESA bands with the long-lived CT exciton states that are exclusively formed in the oligomer systems. However, different ESA bandwidths are observed for the oligomer samples, which suggests that the precise nature and evolution of the formed CT excitons strongly depend on both the excitation wavelength and the number of nucleotides in the strand. In the following we will focus on the TA data for pump-probe delays <1 ps to discuss the CT exciton formation mechanism. We will then focus on the TA data for pump-probe delays >1 ps to discuss their relaxation mechanism.

To this end, Fig. 2 compares the early-time TA spectra of the adenosine samples at a pump-probe delay of 0.5 ps. Whilst dA1 (266 nm) and dA2 (266 nm) display mostly identical GSB bands, dA20 (266 nm) shows a pronounced blue-shift of >10 nm. In comparison, the GSB band of dA20 (285 nm) is extremely weak and likely extends further towards the mid-UV region. In the ESA region, dA1 and dA2 show relatively similar spectral shapes, albeit with different amplitudes, dominated by a pronounced band centred near 290 nm and a tail decaying towards 370 nm. In contrast, dA20 (266 nm) shows only a very weak ESA band at 290 nm, whereas such a band is not observable in dA20 (285 nm).
nm). Both 20-mer sequences display a broad ESA band, however the dA20 (266 nm) has an additional ESA band near 370 nm.

Starting with dA1, we can assign its GSB to the L\textsubscript{a} transition and the main ESA band to the hot ground state, consistent with the literature. The tail extending into the near-UV has previously been assigned to the almost fully decayed L\textsubscript{a} state located near 370 nm. The strongly blue-shifted GSB in dA20 (266 nm) is consistent with its blue-shifted steady state absorption spectrum and confirms that at 266 nm, a direct photoexcitation channel to high-energy bright neutral excitons dominates. The corresponding ESA region therefore only shows a residual contribution from a hot monomeric ground state near 290 nm, likely resulting from monomer-like excitations of unstacked nucleotides within the strand. Instead, the ESA band is dominated by an additional maximum near 370 nm, which decays rapidly on the sub-picosecond time scale (see Fig. 1c). We thus assign this band to the neutral exciton ESA from coupled L\textsubscript{a} transition dipoles, which rapidly decays via internal conversion to the neutral exciton band minimum, consistent with recent theoretical and experimental studies. In direct contrast, the dA20 (285 nm) does not display any of the spectral signatures of the neutral exciton or any monomeric excitation. However, its weak GSB band is consistent with the direct excitation of a (mostly) optically dark CT exciton with a strongly inhomogeneously broadened absorption band, as suggested in the literature. The observed ESA band can be attributed entirely to a CT exciton, which thus corresponds to the lowest-energy excited state in dA20. Finally, the GSB in dA1 suggests that 266 nm excitation mostly populates monomeric L\textsubscript{a} states without any clear evidence for the direct excitation of neutral or CT excitons. However, whilst the ESA is dominated by a hot monomeric ground state, the differences in ESA amplitudes between dA1 and dA2 suggest the presence of an additional broad ESA band that is not observed in the monomer.

We now proceed to the discussion of the TA data for pump-probe delays > 1 ps, as displayed in Fig. 1. In dA1, the hot ground state’s ESA feature decays on the picosecond time scale due to vibrational cooling, consistent with the time-dependent blue-shift of its spectral weight and the simultaneous recovery of the ground state. In contrast, dA20 (266 nm) shows a negligible contribution from this channel and instead displays an ESA decay in > 10 ps. Following the work by Borrego-Varillas and coworkers, the ESA band on this scale is due to the absorption of a two-base CT exciton, associated with a fully separated adenosine radical ion pair. This implies that the long-lived ESA band in dA20 (285 nm) must describe a different CT exciton species, either with a different delocalization length or a reduced CT character. To this end, the comparison with dA2 offers further insights. Whilst the vibrational cooling of the hot monomeric ground state dominates the kinetics < 10 ps, the ESA decay > 10 ps is slower than in both experiments on dA20. Importantly, the long-lived ESA in dA2 takes a band shape that is remarkably similar to dA20 (285 nm). Indeed, in Fig. 9d in the ESI, we show that the early-time TA spectrum of dA2 (266 nm) can be very well reproduced by a sum of the scaled TA spectra of dA1 and dA20 (285 nm) at the same pump-probe delay of 0.5 ps. We thus suggest that a two-base CT exciton with a partial CT character is formed in both dA1 and dA20 (285 nm).

To quantify the TA kinetics, we performed global fits on each of the presented TA data sets. To this end, we employed a sequence of multi-exponential functions convoluted with a Gaussian instrument response function (for details see Methods and Section 3 in the ESI†). The resulting decay associated spectra (DAS) and residuals are displayed in Fig. 4 and 9 in the ESI† and the obtained decay constants are displayed in Table 1. Each decay constant is reported with an error of 10%. The kinetics of dA1 can be accurately fitted with a minimum of two exponential functions, with time constants $\tau_1 = 0.7 \pm 0.1$ ps and $\tau_2 = 1.9 \pm 0.2$ ps. Even though we obtain a high accuracy for the performed fits, it is well known that the spectral shifts caused by vibrational cooling cannot be modeled adequately by globally fitted multi-exponential functions. We therefore neglect a detailed analysis of the short-time dynamics. Nevertheless, this has no impact on the fitting accuracy of the kinetics that are orders of magnitude slower and thus unaffected by the cooling dynamics. The fits for the remaining oligomers display similar kinetic components < 10 ps, but notably require two additional slower decay components to achieve an adequate fit of the data: a time constant $\tau_3$ on the 100 ps scale, associated with the deactivation of the CT exciton, and $\tau_4$ which is much longer than the maximum pump-probe delay and is associated with a long-lived photo-product. First of all we note that the value obtained for $\tau_3 = 190 \pm 20$ ps agrees well with previously published data. Remarkably, we find that in dA20 this decay constant is mostly independent of the excitation wavelength, as we obtain $\tau_3^{(20,266)} = 190 \pm 20$ ps for dA20 (285 nm). This is in contrast with the much longer decay constant $\tau_3^{(2)} = 340 \pm 30$ ps obtained for dA2 (266 nm). In

**Fig. 2** TA spectra of dA1, dA20, and dA2 in aqueous phosphate buffer solution at a pump-probe delay of 0.5 ps. All samples were photoexcited at 266 nm, whereas dA20 was also excited at 285 nm, as indicated. For 266 nm excitation, the TA spectra are normalized to the GSB minimum near 265 nm, whereas the normalization factor for dA20 was adapted in accordance with the curvature of this feature. The TA spectrum for dA20 (285 nm) was scaled to 70% of the ESA maximum. The comparison of the GSB bands suggests that whilst dA1 is dominated by monomeric excitations, these are mostly absent in dA20, where excitonic transitions dominate. Comparing dA20 (266 nm) and dA20 (285 nm) shows that two different exciton species are excited, resulting in strong spectral differences in the GSB and ESA bands.
addition, Fig. 9e† compares the DAS for $\tau_3$ for the three oligomer samples and shows mostly identical spectral shapes for dA20 (285 nm) and dA2 (266 nm) in the ESA region, whereas the corresponding DAS for dA1 (266 nm) extends further beyond 360 nm.

On the basis of these observations, we thus propose two different excitation pathways in dA20: (1) the dynamic formation of a fully charge-separated CT exciton via an optically bright neutral two-base exciton, and (2) the direct excitation of a CT exciton, which displays a reduced CT character at 285 nm excitation. Since the observed CT exciton decay time is independent of the formation pathway, there is likely a single CT exciton band in dA20, which can be accessed via an internal conversion process from the neutral exciton band. Note that whilst the absorption of the CT exciton band is sufficiently broad to be excited at 266 nm as well, its contribution to the total yield is expected to be negligible, due to its low oscillator strength. The same reasoning thus applies to dA2, even though an ESA signature of neutral excitons is not resolved in the TA data. This is surprising, since the non-zero CD spectrum of dA2 clearly shows the presence of dipolar couplings between the nucleobases.35 However, we propose that the number of strongly coupled bases is much lower in dA2 than in dA20, because the greater steric freedom of dA2 is expected to lead to a much broader conformational ensemble. Since the dipolar coupling strength $J$ between neighbouring bases has an $R^{-3}$ dependence (with $R$ denoting the inter-base distance) and is maximised for parallel transition dipoles (see eqn (2) in Methods), the average dipolar coupling strength is thus expected to be reduced compared to dA20.

### Molecular dynamics simulations

In order to rationalize the discussion of the TA data, we conducted molecular dynamics simulations of the ground state configurational ensemble of dA20 and dA1 (for computational details see Methods). Fig. 3, displays the probability distribution of nearest-neighbor configurations as a function of their dipolar coupling strength, for three different dimer classes: (1) an isolated dA2, (2) the two-base stacks at the ends of a strand (dA20 ends), and (3) the average of all two-base stacks in the strand (dA20 mean). As expected, the probability distribution for a free dA2 in solution is strongly shifted towards lower values of $J$ compared to the mean of dimer configurations within dA20, whilst also showing a much larger number of configurations with $J$ close to zero. Note that the probability distribution of the stacks at the end of the strand describes an intermediate case, since only one of the bases has two nearest neighbors. Even though this simulation is based on a simplified definition of the dipolar coupling strength, it strongly suggests that the close packing of nucleotides in dA20 reduces the conformational heterogeneity of inter-base geometries and thus increases the number of neutral exciton states at the expense of monomeric excited states. Similarly, we propose that electron exchange and orbital overlap interactions are increased, such that the CT exciton in dA10 (266 nm) displays a larger CT character than in dA2 (266 nm). In this view, the CT character of the formed exciton is determined by the base stack conformation upon photo-excitation. We thus speculate that the lowest energy CT exciton excited in dA20 (285 nm) corresponds to a strongly solvent-stabilized conformation with an increased inter-base distance, for example.
Transient absorption in D₂O buffer solution

Since both dA₂₀ (266 nm) and dA₂₀𝑛 (285 nm) display a significantly faster CT exciton decay time than dA₁ (266 nm), it is likely that the close packing of dA₂₀ also plays a role in its deactivation mechanism. This suggests a process that is sensitive to the spatial configuration of the base-stack, such as a back-electron transfer and an intra-strand proton transfer, for example. We thus conducted TA experiments in heavy water (D₂O) phosphate buffer solution to obtain further insights into the CT decay mechanism. Fig. 6 in the ES† displays the obtained TA data sets for dA₁ (266 nm), dA₂₀ (266 nm), and dA₁ (266 nm) and the results of their global analysis. The obtained decay constants are reported in Table 1. Whilst the observed vibrational cooling dynamics are slightly slower as expected, a significant kinetic isotope effect (KIE) is observed for the CT exciton decay constant τ₁. Defining \( K = \frac{k^{(1)}}{k^{(2)}} = \frac{k^{(H)}}{k^{(D)}} \), we obtain moderate KIEs of \( k^{(20)} \approx 1.7 \) for dA₂₀ (266 nm) and \( k^{(2)} \approx 2.1 \) for dA₁ (266 nm). This is somewhat surprising, as previous studies on dsDNA have only detected KIEs for alternating base-sequences and no deuteration effects in non-alternating sequences (such as (dTda)ₙ).⁴³,⁴⁴ Nevertheless, the observed KIEs were assigned to a sequential process with an initial intra-strand exciton formation followed by quenching through inter-strand proton transfer.⁴⁵,⁴⁶ Taking into account the lack of base-pairing interactions, we thus note that the values for \( k^{(20)} \) and \( k^{(2)} \) are consistent with KIEs commonly observed for a back-electron transfer in radical-ion pairs.⁴⁷ Whilst an intra-strand proton transfer might not be excluded on this basis, the average inter-base distance of \( \approx 3.4 \) Å in B-form DNA is expected to lead to a high reaction barrier⁴⁸ and a significantly higher KIE.⁴⁹

In this view, it is important to consider two ways in which the solvent deuteration may alter the electronic properties of dA₁. First, hydrogen-bonding is a key factor in mediating base-stacking,⁴⁹ such that its weakening through deuteration may affect the ground state conformational ensemble and thus the excitonic coupling interactions. However, the CD spectra for dA₂₀ and dA₁ in H₂O and D₂O buffer solution (see Fig. 2) display nearly identical shapes, suggesting a negligible impact on the inter-base dipolar couplings. Second, it is well known that solvation in D₂O buffer solution leads to deuteration of the amino group of dA₁.⁵⁰ Here, solvent-dependent studies on structurally similar naphthylalkylamines have shown that amino-deuteration and the increase of its ionization potential through the weakened hydrogen-bonding network lead to a reduced CT character of the intra-molecular CT exciton state.⁵¹ Similar arguments have also been employed by Mataga and coworkers to explain the solvent-dependent CT exciton decays of hydrogen-bonded molecular ion-pairs involving amino groups as proton donors.⁵²

Transient absorption anisotropy in H₂O and D₂O buffer solution

In transient absorption anisotropy (TAA), a linearly polarized photoexcitation pulse creates a partially aligned ensemble of photoexcited molecules. Note that for a given angle θ between the excited transition dipole and the pump polarization, the photoexcitation probability has a \( \cos^2(θ) \) dependence. Analogously to fluorescence anisotropy, TAA measures the TA difference of a parallel and perpendicular pump and probe pulse polarization configuration, according to eqn (1) in Methods. As a consequence, the TAA of the ensemble average takes a maximum value of \( r = 0.4 \) if the probed transition dipole is parallel to the one initially excited and it takes a minimum value of \( r = -0.2 \) if they are perpendicular. Note that this assignment only applies to single dipole transitions, whereas typical TAA spectra usually contain overlapping contributions from different GSB, ESA and stimulated emission bands. Whilst this may complicate the interpretation of the measured TAA values, broadband TAA and TA experiments can be combined to mitigate this.⁵³ In the GSB region of the reported experiments, TAA probes the time-dependent orientation of the bleached transition dipoles with respect to the originally excited ground state transition dipole. In the ESA region, TAA then probes the relative orientation between the excited state transition dipole and the original photoexcitation axis within the molecule’s frame of reference.

To this end, Fig. 10 displays time- and wavelength-resolved TAA maps of dA₁, dA₂₀ (266 nm), and dA₂₀𝑛 (285 nm) in H₂O buffer solution, whereas Fig. 12 displays the TAA maps of dA₁ and dA₂₀ (266 nm) in D₂O buffer solution. All maps display positive TAA values in both the GSB and ESA bands, which decay to zero in a global fashion due to rotational diffusion. Note that due to its mathematical definition, the calculated TAA diverges to infinity when the TA signal approaches zero, which takes place both for zero-crossings between the GSB and ESA bands and for low excited state populations at long pump-probe delays. However, except near the zero-crossings, the TAA bands do not display any significant spectral dependence. The uniform TAA bands of dA₁ and dA₂₀ in the ESA region therefore provide further evidence that the CT exciton is the only excited species probed in this region, as the presence of an additional ESA transition dipole would likely lead to a variation of the TAA value.⁵³ As for the TA data, we first compare the spectral shapes of the TAA spectra at early pump-probe delays and then proceed to discuss the time-evolution of the TAA signal.

Fig. 4a displays the TAA spectra in the ESA region for a pump-probe delay of 3 ps, where CT excitons are expected to be fully formed and any ESA from a hot monomeric ground state mostly decayed. In dA₂₀ (266 nm) and dA₁ (266 nm), most CT excitons are formed through neutral excitons and thus the excitation of coupled Lₐ transition dipoles within a base-stack. This implies that the initially excited transition dipole is directed parallel to the nucleobase plane. As a charge separation across π-stacked bases creates a transition dipole moment perpendicular to the nucleobase planes, any increase in CT character would lead to a decrease of the measured TAA. On this basis, the comparison of the TAA spectra confirms that the CT character of the CT exciton in dA₂₀ (266 nm) is indeed higher than in dA₁ (266 nm). Quite remarkably, however, changing the solvent from H₂O to D₂O has no appreciable effect on the measured TAA in any of the samples. Therefore, the amino group does not play a role in the CT exciton formation and we may rule out any contribution as a proton donor in an intra-
strand proton transfer. We thus conclude that in dA\textsubscript{n}, CT excitons are quenched via an electron transfer, such that the observed KIEs result from a reduced vibrational coupling upon solvent deuteration. The longer CT exciton decay times in dA\textsubscript{2} are then likely caused by a combination of less favorable structural parameters. First, the broader ground state conformational ensemble likely includes a higher proportion of inter-base geometries with lower transfer rates. Second, the increased solvent accessibility compared to the strand may require larger changes in the solvent coordinate for efficient back-electron transfer.

We now proceed to discuss the time-evolution of the TAA data. To this end, Fig. 4b displays the TAA of dA\textsubscript{1}, dA\textsubscript{2}, and dA\textsubscript{20} (266 nm) as a function of pump-probe delay. The kinetic traces were obtained by averaging the TAA in the GSB and ESA regions with the exact spectral boundaries reported in Table 1 in the ESI. Starting with the ESA region, the TAA probes the relative orientation between the photoexcited ground and the excited state transition dipoles. In dA\textsubscript{1}, this is the hot ground state, whereas in the two oligomers it is associated with the CT exciton. In dA\textsubscript{1}, the TAA reaches a maximum value of approximately 0.23 and then decays to zero, which we attribute to rotational diffusion. In dA\textsubscript{2}, the anisotropy takes a value of 0.15 at the earliest pump-probe delay of 0.3 ps and decays monoexponentially to zero on the 100 ps timescale. In direct comparison, dA\textsubscript{20} displays a lower initial TAA value of about 0.12 and decays bi-exponentially to zero with a minor component on the 100 ps timescale and a major component on the 1000 ps timescale. In each oligomer, the slowest decay component has to be attributed to rotational diffusion. In addition, two processes may change the orientation of the transition dipole of the CT exciton: a conformational change of the nucleobases in the stack and a change in CT character. Importantly, neither dA\textsubscript{2} nor dA\textsubscript{20} display any change in anisotropy during the first 3 ps. This implies, that neither a change in base stack conformation, nor in CT character are taking place on this time scale. Instead, we conclude that the CT character of the exciton is fully formed in <0.3 ps, which corresponds to the time-resolution of our setup (see Fig. 3 in the ESI). This implies that CT exciton formation in ssDNA is unlikely to involve a conformational change of the base stack, such as a continuous approach of the bases, as has been suggested by several authors.\textsuperscript{31-29} Instead, we propose that whilst some CT excitons may be formed directly upon photoexcitation, the majority are formed via an indirect channel, where the CT exciton is formed from a neutral exciton through an inter-base electron transfer on the sub-picosecond timescale, preceding any conformational change.

In the GSB region, TAA probes the ensemble of the bleached ground state \( {^1} \pi \pi^* \) transition dipoles that are parallel to the molecular plane of the adenosine nucleotide. As a benchmark case, we note that the TAA of dA\textsubscript{1} takes an initial value close to 0.4, as expected for a single bleached transition dipole. During the first 3 ps, all three samples experience a rapid TAA decay with a time constant denoted as \( \rho_1 \). For dA\textsubscript{1}, the TAA diverges beyond 2 ps, due to a low TA signal (see Fig. 10 in the ESI†). Just as in the ESA region the oligomers display additional decay components: whilst the TAA of dA\textsubscript{20} decays biexponentially with decay constants \( \rho_2 \) and \( \rho_3 \), dA\textsubscript{2} decays monoexponentially. To extract the associated time constants, we performed global fits of the complete time–wavelength TAA maps instead of individual single-wavelength traces. As the probed spectral window generally contains contributions from different transition dipoles, the observed TAA kinetics may vary strongly as a function of probe wavelength. In addition, the divergence observed at zero-crossings between GSB and ESA bands and low TA signals may further distort the observed TAA kinetics, especially when analyzing only single-wavelength kinetic traces. To mitigate the described effects, we performed global fits of a sum of exponential decays, convoluted with the IRF. As described in
detail in Section 4,† probe wavelengths near zero-crossings and band edges were excluded, along with pump-probe delays associated with a low TA amplitude. For dA20 (266 nm) and dA2 in H2O and D2O, Fig. 10 and 12† display the time–wavelength maps of the obtained residuals, whereas Fig. 10 and 12† display the resulting DAS and representative kinetic traces from the GSB and ESA region. The obtained time constants are displayed in Table 1. The individual errors were estimated by systematically varying the spectral boundaries and cut-offs in the pump-probe delays included in the fit and noting the impact on the fit results.

Starting with the TAA data obtained in H2O buffer solution, we note that the slowest decay constants ρ1 (2) and ρ3 (20) for dA2 and dA20, respectively, must denote their rotational diffusion times. To assign the fastest decay constant ρ1, we observe that the associated DAS for dA2 and dA20 only displays non-zero values <310 nm, with a band shape that is consistent with the ESA of the hot ground state in dA2. Taking into account that an identical sub-picosecond decay is observed in dA20, we conclude that ρ1 likely describes the depolarization of the hot monomeric ground state’s transition dipole due to vibrational cooling. The contribution of ρ1 to the TAA kinetics in the GSB region is thus likely caused by the overlapping monomeric ESA band.

The most interesting aspect of the TAA decay is the intermediate time constant ρ2 (20) = 44 ± 10 ps obtained for dA20 (266 nm) in H2O buffer solution. First of all we note that the associated DAS spectrum shows a uniform, but much lower contribution of the decay component in the ESA region, compared to the GSB region. This suggests that ρ2 (20) contributes to both TAA decays and is not simply caused by an overlap with the ESA band of the CT exciton. With global rotational diffusion of the strand accounted for by ρ3 (20), the orientation of a bleached transition dipole can only change if it moves from the position where it was initially photoexcited. We thus identify four possible causes for the observed intermediate TAA decay component in dA20: (1) local conformational fluctuations of the base stack, (2) non-exponential TAA kinetics due to the stacking disorder within the strand, (3) exciton migration along the strand, and (4) a conformational change of the photoexcited base stack. In the following we evaluate each of the potential explanations. (1) Fluorescence anisotropy experiments have shown that the local conformational fluctuations of the central base within a tri-nucleotide in aqueous solution displays an anisotropy decay time constant of approximately 80 ps.24 The time constant measured here is notably shorter and is associated with two stacked bases, which thus suggests that a local fluctuation process is not a suitable explanation. (2) Due to the pronounced stacking disorder within dA20, exciton states with different delocalization lengths may lead to an ensemble of diffusion times. The resulting non-exponential TAA kinetics may then appear to contain additional exponential decay components. However, as exciton states in dA20 are known to be limited to two stacked bases, we can exclude the presence of an ensemble of exciton states with different delocalization lengths. Nevertheless, it is plausible that the rotational diffusion of a two-base exciton depends on its position within the strand, which would also lead to an ensemble of diffusion times.

However, the associated time constants are all expected to be slower than ρ1 (3) measured for the freely diffusing dA2. This means that the positional disorder of the CT excitons within the strand cannot cause the TAA decay on the 10 to 200 ps time scale. (3) In dA20, energy transfer of neutral excitons along the oligomer chain could in principle contribute to a decay of the GSB anisotropy. However, our previous discussion showed that internal conversion to the neutral exciton band minimum and charge separation of neutral excitons are completed in <0.3 ps. These processes efficiently localize and trap the initially formed neutral excitons, which therefore excludes any intra-chain hopping on the picosecond timescale. (4) The most probable origin of ρ2 (20) is thus an inter-base conformational change associated with the relaxation of the CT exciton. Note that the observed time scale is consistent with results from a similar study, where the structural relaxation of exciton states in π-stacked perylene-bis(dicarboximide) (PBI) H-aggregates was measured via TAA and fluorescence anisotropy.25

In order to determine the nature of this conformational change it is important to note how the motion of a photoexcited nucleotide impacts the anisotropy in the GSB and the ESA region. In the GSB region, the TAA decay tracks the motion of the bleached 1ππ* transition dipoles, which are initially parallel to the nucleobase planes. In comparison, the transition dipole of the CT exciton in the ESA region has an additional component perpendicular to the nucleobase planes. The DAS of ρ2 shows that its kinetic contribution is significantly more pronounced in the TAA decay in the GSB rather than the ESA region. This suggests that the dominant conformational motion takes place in a plane parallel to the nucleobase planes, thus leading to a stronger TAA change in the GSB relative to the ESA region. Whilst we cannot exclude an additional reduction in inter-base distance as a possible structural relaxation pathway, we note that this would likely lead to a change of CT character and thus a pronounced change of the TAA in the ESA region. We therefore propose that ρ2 is dominated by a reduction of the twisting angle ϕ between the coupled nucleotides around the helix axis from the typical B-form value of approximately ϕ = 36° (corresponding to 10 bases per helix turn) towards a parallel arrangement (ϕ = 0°). This motion thus drives the CT exciton to its minimum energy conformation. A similar structural relaxation pathway was proposed by Son and co-workers for the exciton evolution in PBI aggregates.35 Furthermore, an inter-base rotation towards a parallel nucleotide alignment is qualitatively consistent with recent QM/MM simulations, which calculated minimum energy conformations of excited adenine dimers incorporated into a solvated dsDNA geometry.36 We thus note that whilst the presented experiments cannot provide unambiguous evidence for the proposed base twisting motion, it currently represents the most plausible explanation for the observed TAA kinetics in dA20.

In D2O buffer solution, the same qualitative behavior of the TAA decay is observed and comparable time constants are obtained from the global fits. First of all, this shows that the fitting procedure is robust across several data sets. Second, it shows that solvent deuteration has only a small impact on the rotational diffusion, as expected. Third, ρ2 (20) is unaffected by the
so solvent change within its error range, which is consistent with a change in inter-base conformation. In this view, however, it is somewhat surprising that \( r_2 \) is not observed in dA2. First of all, we found that it is possible to perform a global fit with three exponential decays on the TAA data in H2O and obtain a small amplitude contribution from an intermediate decay with \( r_2^{(3)} = 50 \text{ ps} \) (fits not displayed). However, this could neither be achieved for repeated experiments, nor for the data set in D2O, where the associated global fits did not converge to meaningful results. We thus speculate that whilst a structural relaxation of the CT exciton may also be present in dA2, it is likely to be less pronounced due to the weaker average electronic coupling of its nucleotides, compared to dA20.

Conclusion

In summary, we are now able to present a complete reaction mechanism for the exciton dynamics in adenosine ssDNA, which is displayed in Fig. 5. Upon photoexcitation, predominantly neutral excitons delocalized over two stacked bases are formed within the oligomer, with a stack conformation selected from the ground state conformational ensemble. Within \(<0.3 \text{ ps},\) internal conversion and charge separation takes place without any significant conformational change, resulting in a CT exciton. As a consequence, the CT character is mostly determined by the inter-base configuration upon photoexcitation. Afterwards, an ultrafast inter-base rotation drives the CT exciton to its minimum energy configuration in about 40 ps, from where a back-electron transfer leads to a charge recombination back to the ground state. Importantly, this mechanism takes both ground and excited state structural properties of the oligomer into account and finally explains why short oligomers such as dimers display excitons with a lower CT character and slower recombination times: their broader conformational ensemble leads to a weaker electronic coupling and less efficient back-electron transfer on average. In addition, our results suggest a structural mechanism in the ultrafast photochemistry of ssDNA, opening a novel perspective on its photodamage control processes. In a broader context, our results highlight the key role of ground and excited state structural features in the ultrafast photochemistry of aggregated organic molecular systems. This is expected to contribute to a more detailed understanding of the related energy and charge transfer processes in synthetic molecular aggregates.

Methods

Broadband transient absorption and anisotropy in the deep-UV

The laser setup for generating the deep-UV probe pulses has been described in detail elsewhere.26,57 Briefly, a customized cryogenic Ti:Sapphire amplifier, with an exceptional shot-to-shot stability of 0.1% root-mean-square, pumps a commercial non-collinear optical parametric amplifier (NOPA) at 20 kHz. The broadband visible femtosecond pulses are achromatically doubled in a thin BBO crystal covering 250–360 nm. The probe pulse is set to S-polarization with an achromatic half-wave plate before splitting it into a probe and a reference beam with a 1 mm thick reflective neutral density filter (0.3 OD). The probe is focused into the sample with a 10 cm focal-length off-axis parabolic mirror, resulting in a focal spot diameter of approximately 30 \( \mu \text{m} \) at full-width half maximum (FWHM). The probe polarization is cleaned with a high-quality Glan-Laser polarizer prior to detection with a fiber-coupled imaging spectrograph, which is equipped with two CMOS chips for recording the probe and reference simultaneously shot-to-shot. The sample is delivered via a wire-guided liquid jet with an approximate pathlength of 300 \( \mu \text{m} \) (design adapted from ref. 59), in which a total volume of about 10 ml is circulated in a closed loop. Solvent evaporation is accounted for by continuously replenishing it with a syringe pump. Two pump pulse configurations were employed: (1) a pump centered at 266 nm (FWHM \( = 2 \text{ nm} \)), derived from the Ti:Sapphire amplifier via third harmonic generation, and (2) a pump centered at 285 nm (FWHM \( = 2 \text{ nm} \)), obtained via narrowband second harmonic generation of the NOPA. The pump beam is focused to a FWHM diameter of 80 \( \mu \text{m} \) resulting in an estimated fluence 125 \( \mu \text{J cm}^{-2} \) on target. This was determined to be in the linear
excitation regime via fluence-dependent transient absorption measurements. Note that the absorption of photoinduced solvated electrons is negligible in the deep-UV,\(^6\) such that their impact on the experiments can be excluded. Due to a relatively large angle of about 10° between the pump and probe beams and the use of a free sample jet, any pump scatter could be prevented from reaching the probe detector. The repetition rate of the pump is reduced to 10 kHz via an optical chopper and its linear polarization is switched between S- and P-polarization via a motorized zero-order half-wave plate. At a given pump-probe delay \(t\), 30 000 consecutive probe shots were acquired for each pump-polarization state, resulting in a TA spectrum for parallel pump and probe polarizations \(\text{TA}^\parallel\) and a second for perpendicular polarizations \(\text{TA}^\perp\). The isotropic magic-angle TA and the TAA spectrum were then calculated as:

\[
\text{TA}(\lambda, t) = \frac{1}{2} (\text{TA}^\parallel(\lambda, t) + 2 \text{TA}^\perp(\lambda, t))
\]

\[
\text{TAA}(\lambda, t) = \frac{1}{3} (\text{TA}^\parallel(\lambda, t) - \text{TA}^\perp(\lambda, t)) \times (\text{TA}(\lambda, t))^{-1}
\]

The instrument response function (IRF) of the setup was determined by recording the two-photon absorption signal in the neat buffer solution. The data is displayed in Fig. 3 in the ESI* and displays the extracted FWHM of the Gaussian fits as a function of probe wavelength. For both pump configurations we find that the IRF is limited to about 0.3 ps in the GSB region (<280 nm) and to 0.2 ps in the ESA region (>280 nm). To quantify the TA and TAA kinetics, we performed a global analysis for each data set with the OPTIMUS software package,\(^{61}\) simultaneously fitting multi-exponential functions convoluted with the Gaussian IRF over the probed spectral window.

**Sample preparation**

2′-Deoxyadenosine 5′-monophosphate \((\text{dA}_1)\) was purchased from Sigma-Aldrich and \(\text{dA}_2\) and \(\text{dA}_{20}\) from (https://biomers.net). The dimer and multimer consist of \(\text{dA}_1\) as building blocks with the phosphate group covalently linked to the deoxyribose at the 3′ carbon of the neighbouring \(\text{dA}_1\). From there a single strand is formed with a sugar phosphate backbone. The samples were used without any further purification and were dissolved in a phosphate-buffered saline purchased from Sigma-Aldrich, which was diluted with highly pure Milli-Q water or spectroscopy-grade deuterated water purchased from Sigma-Aldrich. This resulted in a buffer solution with a buffer concentration of 0.01 M, a sodium chloride concentration of 0.154 M and a pH of 7.4. The sample concentration was chosen to have an absorbance of 0.75 OD at 260 nm in a 300 μm path length. The sample integrity was characterized and confirmed before and after any experiment with a static UV-vis spectrometer (UV-3600, Shimadzu) and a static circular dichroism spectrometer (J-810, Jasco).

**Molecular dynamics simulations**

For the molecular dynamics (MD) simulations, initial single-stranded structures for both \(\text{dA}_2\) and \(\text{dA}_{20}\) were designed using the leap program of AMBER TOOLS 18.\(^{62}\) Both molecules were solvated in a truncated octahedral box of explicit TIP3P\(^{63}\) water molecules, maintaining the water layer thickness greater than 11 Å surrounding the DNA molecule. First, \(\text{Na}^+\) ions were added to neutralize the system, following the Joung and Cheatham ion model.\(^{64}\) Second, \(\text{Na}^+\) and \(\text{Cl}^-\) ion-pairs were added to reach an approximate overall salt concentration of 150 mM. The ions in the simulation box were placed randomly with the constraint that the ions should be at least 5 Å away from the DNA molecule and at least 3.5 Å from each other. The solvated systems thus obtained were first equilibrated to minimize the energy of the solvent and then subjected to a slow thermalization to reach room temperature followed by a further equilibration of 500 ps. Finally, 500 ns of production simulations were carried out in the NPT ensemble using a time-step of 2 fs and storing the trajectory at a picosecond interval. All simulations were performed using the PARMBSC1 force field\(^{65}\) in AMBER18. The SHAKE algorithm\(^{66}\) was used to constrain the bond involving hydrogen. For the long-range electrostatic interactions, the particle mesh Ewald method\(^{67}\) was used with a 9 Å real space cutoff. The short-range Lennard-Jones interactions were truncated at 9 Å. Finally, AMBER TOOLS 18 was used to analyze the simulation results and to compute the electronic coupling element, \(J = \langle \hat{J} \rangle.\)\(^{68}\) For two identical bases with subscripts 1 and 2, it is defined as:

\[
J(R, \beta, \alpha_1, \alpha_2) = \frac{d^2}{R^5} \left[ \cos(\beta) - 3 \cos(\alpha_1)\cos(\alpha_2) \right]
\]

where \(d = |\vec{d}|\) is the transition dipole moment of the base, \(R = |\vec{R}|\) is the separation between two neighboring bases (defined as the vector between the centroids of the two bases), \(\beta\) is the angle between the transition dipole moments of the two bases, and \(\alpha_i\) is the angle between \(\vec{d}_i\) and \(\vec{R}\). The direction and the absolute value of \(\vec{d}\) for adenine (2.56 D) are taken from ref. 69.
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