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Abstract

We introduce the Graph Mixture Density Networks, a new family of machine learning models that can fit multimodal output distributions conditioned on graphs of arbitrary topology. By combining ideas from mixture models and graph representation learning, we address a broader class of challenging conditional density estimation problems that rely on structured data. In this respect, we evaluate our method on a new benchmark application that leverages random graphs for stochastic epidemic simulations. We show a significant improvement in the likelihood of epidemic outcomes when taking into account both multimodality and structure. The empirical analysis is complemented by two real-world regression tasks showing the effectiveness of our approach in modeling the output prediction uncertainty. Graph Mixture Density Networks open appealing research opportunities in the study of structure-dependent phenomena that exhibit non-trivial conditional output distributions.

1. Introduction

Approximating the distribution of a target value \( y \) conditioned on an input \( x \) is at the core of supervised learning tasks. When trained using common losses such as Mean Square Error for regression or Cross-Entropy for classification, supervised methods are known to approximate the expected conditional distribution of the target given the input, that is, \( \langle y|x \rangle \) (Bishop, 1994). This is standard practice when the target distribution is unimodal and slight variations in the target value are mostly due to random noise.

Still, when the target distribution of a regression problem is not unimodal, most machine learning methods fail to represent it correctly by predicting an averaged value. As a matter of fact, a multimodal target distribution associates more than one likely outcome with a given input sample, and in this case one usually talks about solving a conditional density estimation problem. To address this, the Mixture Density Network (MDN) (Bishop, 1994) was proposed to approximate arbitrarily complex conditional target distributions, and it finds application in robotics (Choi et al., 2018), epidemiology (Davis et al., 2020) and finance (Schittenkopf et al., 1998), to name a few. MDNs were designed for input data of vectorial nature, but often real-world problems deal with relational data where the structure substantially impacts the possible outcomes. For instance, this is especially true in epidemiology (Opuszko & Ruhland, 2013).

For more than twenty years, researchers have put great effort into the adaptive processing of graphs (see recent surveys of Bacciu et al. (2020b); Wu et al. (2020)). The goal is to infer the best representation of a structured sample for a given task via different neighborhood aggregation schemes, graph coarsening, and information propagation strategies. It is easy to find applications that benefit from the adaptive processing of structured data, such as drug design (Podda et al., 2020), classification in social networks (Yang et al., 2016), and natural language processing (Beck et al., 2018).

Our main contribution is the proposal of a hybrid approach to handle multimodal target distributions within machine learning methods for graphs, called Graph Mixture Density Network (GMDN). This model outputs a multimodal distribution, conditioned on an input graph, for either the whole structure or its entities. For instance, given an observable input graph \( x \), GMDN is trained to approximate the (possibly multimodal) distribution associated with the target random variable \( y \) via maximum likelihood estimation. The likelihood is the usual metric to be optimized for density estimation tasks (Nowicki & Snijders, 2001), and it tells us how well the model is fitting the empirical data distribution. Recall that, in general, it does not suffice to predict a single output value like in “standard” regression problems (Bishop, 1994) to solve this kind of tasks; for this reason, GMDN extends the capabilities of deep learning models for graphs whose output is restricted to unimodal distributions.

We test GMDN on a novel benchmark application introduced in this paper, comprising large epidemiological sim-
2. Related Works

The problem of training a network to output a conditional multimodal distribution, i.e., a distribution with one or more modes, has been studied for 30 years. The Mixture of Experts (MoE) model (Jacobs et al., 1991; Jordan & Jacobs, 1994) is one of the first proposals that can achieve the goal, even though it was originally meant for a different purpose. The MoE consists of a multitude of neural networks, also called local experts, each being expected to solve a specific sub-task. In addition, an MoE uses a gating network to weigh the local experts’ contributions for each input. This way, the model selects the experts that are most likely to make the correct prediction. The overall MoE output is then the weighted combination of the local experts’ outputs; the reader is referred to Yuksel et al. (2012) and Masoudnia & Ebrahimpour (2014) for comprehensive surveys on this topic. Lastly, notice that the MoE imposes soft competition between the experts, but that may not be necessary when modeling the conditional distribution of the data.

The Mixture Density Network (MDN) of Bishop (1994), instead, reduces the computational burden of training an MoE while allowing the different experts, now called sub-networks, to cooperate. An MDN is similar to an MoE model, but it has subtle differences. First, the input is transformed into a hidden representation that is shared between simpler sub-networks, thus increasing the overall efficiency. Secondly, this representation is used to produce the gating weights as well as the parameters of the different output distributions. Hence, the initial transformation should encode all the information needed to solve the task into said representation. As the computational costs of processing the input grow, so does an MDN’s efficiency compared to an MoE. This is even more critical when the input is structured, such as a sequence or a graph, as it requires more resources to be processed.

In terms of applications, MDNs have been recently applied to epidemic simulation prediction (Davis et al., 2020). The goal is to predict the multimodal distribution of the total number of infected cases under a compartmental model such as the stochastic Susceptible-Infectious-Recovered (SIR) model (Kermack & McKendrick, 1927). In the paper, the authors show that, given samples of SIR simulations with different infectivity and recovery parameters, the MDN could approximate the conditioned output distribution using a mixture of binomials. This result is a remarkable step in approximating more complex compartmental models in a fraction of the time originally required, similarly to what has been done, for example, in material sciences (Pilania et al., 2013). However, the work of Davis et al. (2020) makes the strong assumption that the infected network is a complete graph. In fact, as stated in (Opuszko & Ruhland, 2013), arbitrary social interactions in the network play a fundamental role in the spreading of a disease. As such, predictive models should be able to take them into account.

The automatic and adaptive extraction of relational information from graph-structured data is another long-standing research topic (Sperduti & Starita, 1997; Frasconi et al., 1998; Micheli, 2009; Scarselli et al., 2009) that has found widespread application in social sciences, chemistry, and bioinformatics. In the recent past, graph kernels (Ralaivola et al., 2005; Vishwanathan et al., 2010) were the main methodology to process structural information; while still effective and powerful, the drawback of graph kernels is the computational costs required to compute similarity scores between pairs of graphs. Nowadays, the ability to efficiently process graphs of arbitrary topology is made possible by a family of models called Deep Graph Networks (DGNs). A DGN stacks graph convolutional layers, which aggregate each node’s neighboring states, to propagate information across the graph. The number of layers reflects the amount of contextual information that propagates (Micheli, 2009), very much alike to receptive fields of convolutional neural networks (LeCun et al., 1995). There is an increasingly growing literature on the topic which is not covered in this work, so we refer the reader to recent introductory texts and surveys (Bronstein et al., 2017; Battaglia et al., 2018; Bacciu et al., 2020b; Wu et al., 2020).

For the above reasons, we propose the Graph Mixture Density Networks to combine the benefits of MDNs and DGNs. To the best of our knowledge, this is the first DGN that can learn multimodal output distributions conditioned on arbitrary input graphs.

3. Graph Mixture Density Networks

A graph is defined as a tuple $g = (V_g, E_g, \mathcal{X}_g)$ where $V_g$ is the set of nodes representing entities, $E_g$ is the set of edges that connect pairs of nodes, and $\mathcal{X}_g$ denotes the (optional) node attributes. For the purpose of this work, we

\footnotesize{\begin{itemize}
\item[1] \url{https://github.com/diningphil/graph-mixture-density-networks}
\item[2] Bacciu et al. (2020b) introduced the term in lieu of GNN to avoid ambiguities and to consider deep non-neural models as well.
\end{itemize}}
do not use edge attributes even though the approach can be straightforwardly extended to consider them.

The task under consideration is a supervised conditional density estimation (CDE) problem. We aim to learn the conditional distribution $P(y_g|g)$, with $y_g$ being the continuous target label(s) associated with an input graph $g$ in the dataset $D$. We assume the target distribution to be multimodal, and as such it cannot be well modeled by current DGNs due to the aforementioned averaging effects. Therefore, we borrow ideas from the Mixture Density Network (Bishop, 1994) and extend the family of deep graph networks with multimodal output capabilities.

From a high-level perspective, we seek a DGN that performs an isomorphic transduction (Frasconi et al., 1998) to obtain node representations $h_{V_g} = \{ h_v \in \mathbb{R}^d, d \in \mathbb{N}, \forall v \in g \}$ as well as a set of “mixing weights” $Q_g \in [0, 1]^C$ that sum to 1, where $C$ is the number of unimodal output distributions we want to mix. Given $h_{V_g}$, we then apply $C$ different sub-networks $\Phi_1, \ldots, \Phi_C$ that produce the parameters $\theta_1, \ldots, \theta_C$ of $C$ output distributions, respectively.

In principle, we can mix distributions from different families, but this poses several issues, such as their choice and how many of them to use for each family. In light of this, we stick to a single family for simplicity of exposition. Finally, combining the $C$ unimodal output distributions with the mixing weights $Q_g$ produces a multimodal output distribution. We sketch the overall process in Figure 1 for the specific case of epidemic simulations.

More formally, we learn the conditional distribution $P(y_g|g)$ using the Bayesian network of Figure 2. Here, round white (dark) nodes represent unobserved (observed) random variables, and larger squares indicate deterministic outputs. The mixing weights $Q_g$ are modeled as a categorical distribution with $C$ possible states.

We solve the CDE problem by maximum likelihood estimation (MLE). The likelihood, i.e., $P(y|g)$, is the usual quantity to be maximized. It reflects the probability that an output $y$ is generated from a graph $g$. Given an hypotheses space $\mathcal{H}$, we seek the MLE hypothesis:

$$h_{MLE} = \arg\max_{h \in \mathcal{H}} P(D|h) = \arg\max_{h \in \mathcal{H}} \prod_{g \in D} \left( \sum_i P(y_g|Q^i_g, g)P(Q^i_g|g) \right),$$

where we introduced the latent variable $Q_g$ via marginalization whose $i$-th component is $Q^i_g$. In particular, we will model the distributions of Equation 1 by means of deep graph networks, which allow great flexibility with respect to the input structure and invariance to graph automorphism. This way, we are able to approximate probabilities that are conditioned on a variable number of graph nodes and edges.

As mentioned earlier, a deep graph network encodes the input graph into node representations $h_{V_g}$. Generally speak-
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The model can be graphically represented as a Bayesian network where round white (dark) nodes are unobserved (observed) random variables. For each graph \( g \) in the dataset \( D \), we introduce the latent variable \( Q_g \) via marginalization. This allows us to break the computation of \( P(y_g | Q_g^g, g) \) into two steps. The first step encodes the graph information into deterministic node states \( h_{V_g} \) and produces the posterior distribution \( P(Q_g | g) \). In the second and final step, we output the emission distributions \( P(y_g | Q_g = i, g), i = 1, \ldots, C \). The result is a mixture model conditioned on the input structure.

To learn the emission \( P(y_g | Q_g^g, g), i = 1, \ldots, C \), we have to implement a sub-network \( \Phi_i \) that outputs the parameters of the chosen distribution. For instance, if the distribution is a multivariate Gaussian we have

\[
\mu_i, \Sigma_i = \Phi_i(h_g) = f_i(r^i_g(h_{V_g})),
\]

with \( f_i \) being defined as \( f_r \) above. Note that node-prediction tasks do not need a global readout phase, so Equations 4 and 5 are directly applied to \( h_v \) \( \forall v \in V_g \).

Differently from the Mixture of Experts, which would require a new DGN encoder for each output distribution \( i \), we follow the Mixture Density Network approach and share \( h_{V_g} \) between the sub-networks. This form of weight sharing reduces the number of parameters and pushes the model to extract all the relevant structural information into \( h_{V_g} \). Furthermore, using multiple DGN encoders can become computationally intractable for large datasets.

**Training.** We train the Graph Mixture Density Network using the Expectation-Maximization (EM) framework (Dempster et al., 1977) for MLE estimation. We choose EM for the local convergence guarantees that it offers with respect to other optimizers, and since its effectiveness has already been proved on probabilistic graph models (Bacciu et al., 2018; 2020a). Indeed, by introducing the usual indicator variable \( z_g^i \in \mathcal{Z} \), which is one when graph \( g \) is in latent state \( i \), we can compute the lower bound of the log-likelihood as in standard mixture models (Jordan & Jacobs, 1994; Corduneanu & Bishop, 2001):

\[
\mathbb{E}_{\mathcal{Z}|\mathcal{D}}[\log \mathcal{L}_c(h|\mathcal{D})] = \sum_{g \in \mathcal{G}} \sum_{i=1}^{C} \mathbb{E}[z_g^i|\mathcal{D}] \log \left( P(y_g|Q_g^i, g)P(Q_g|g) \right)
\]

where \( \log \mathcal{L}_c(h|\mathcal{D}) \) is the complete log likelihood.

The E-step of the EM algorithm can be performed analytically by computing the posterior probability of the indicator variables:

\[
\mathbb{E}[z_g^i|\mathcal{D}] = P(z_g^i = 1|g) = \frac{1}{Z} P(y_g|Q_g^i, g)P(Q_g|g)
\]

where \( Z \) is the usual normalization term obtained via straightforward marginalization. On the other hand, we do not have closed-form solutions for the M-step because of the non-linear functions used. Hence, we perform the M-step using gradient ascent to maximize Equation 6. The resulting algorithm is known as Generalized EM (GEM) (Dempster et al., 1977). GEM still guarantees convergence to a local minimum if each optimization step improves Equation 6. Finally, we introduce an optional Dirichlet regularizer \( \pi \) with hyper-parameter \( \alpha = (\alpha_1, \ldots, \alpha_C) \) on the distribution \( P(Q_g|g) \). The prior distribution serves to prevent the posterior probability mass of the from collapsing onto a single
4. Experiments

This section thoroughly describes the datasets, experiments, evaluation process and hyper-parameters used. This work aims at showing that GMDN can fit multimodal distributions conditioned on a graph better than using MDNs or DGNs individually. To do so, we publicly release large datasets of stochastic SIR simulations whose results depend on the underlying network, rather than assuming uniformly distributed connections as in Davis et al. (2020). We generate random graphs using the Barabasi-Albert (BA) (Barabási & Albert, 1999) and Erdos-Renyi (ER) (Bollobás & Béla, 2001) models. While ER graphs do not preserve social networks’ properties, here we are interested in the emergence of multimodal outcome distributions rather than biological plausibility. That said, future investigation will cover more realistic cases, for instance using the Block Two-Level Erdos–Renyi model (Seshadhri et al., 2012). We expect GMDN to perform better because it takes both multimodality and structure into account during training. Moreover, we analyze whether training on a particular family of graphs exhibits transfer properties; if that is the case, then the model has learned how to make informed predictions about different (let alone completely new) structures. At last, we apply the model on two molecular graph regression benchmarks to analyze the performances of GMDN on real-world data.

Datasets. We simulated the well-known stochastic SIR epidemiological model on Barabasi-Albert graphs of size 100 (BA-100), generating 100 random graphs for different connectivity values (2, 5, 10 and 20). Borrowing ideas from Davis et al. (2020), for each configuration, we run 100 simulations for each different initial infection probability (1%, 5%, 10%) sampling the infectivity parameter \( \beta \) from \([0, 1]\) and the recovery parameter \( \gamma \) from \([0.1, 1]\). We also carry out simulations for Erdos-Renyi graphs (ER-100), this time with connectivity parameters 0.01, 0.05, 0.1, and 0.2. The resulting total number of simulations (i.e., samples) in each dataset is 120,000, and the goal is to predict the distribution of the total infected cases at the end of a simulation. Node features consist of \( \beta, \gamma, \) their ratio \( R0 = \beta/\gamma, \) a constant value 1, and a binary value that indicates whether that node is infected or not at the beginning of the simulation. Moreover, to test the transfer learning capabilities of GMDN on graphs with different structural properties (according to the chosen random graph model), we constructed six additional simulation datasets where graphs have different sizes, i.e., from 50 to 500. An example of simulation results is summarized in Figure 3; we observe that the outcome distribution of repeated simulations on a single graph leads to a multimodal distribution, in accord with (Opuszko & Ruhland, 2013). Therefore, in principle, being able to accurately and efficiently predict the outcome distribution of a (possibly complex) epidemiological model can significantly impact the preparations for an incumbent sanitary emergency.

When dealing with graph regression tasks, especially in the chemical domain, we usually do not expect such a conspicuous emergence of multimodality in the output distribution.
Indeed, the properties of each molecule are assumed to be regulated by natural laws, but the information we possess about the input representation may be incomplete and/or noisy. Similarly, the way the model processes the input has an impact on the overall uncertainty; for instance, disregarding bond information makes graphs appear isomorphic to the model while they are indeed not so. As such, knowing the confidence of a trained regressor for a specific outcome becomes invaluable to better understand the data, the model behavior, and, ultimately, to determine the trust we place in each prediction. Therefore, we will evaluate our model on the large chemical benchmarks alchemy_full (Chen et al., 2019) and ZINC_full (Irwin et al., 2012; Bresson & Laurent, 2019) made of 202579 and 249456 molecules, respectively. The task of both datasets is the prediction of continuous chemical properties (12 for the former and 1 for the latter) associated with each molecule representation (9 and 28 node features, respectively). As in Chen et al. (2019), the GIN convolution used only considers the existence of a bond between atoms. In the considered datasets, this gives rise to isomorphic representations of different molecules when bond types or 3D coordinates are not considered (or ignored by the model). The same phenomena, in different contexts and forms, can occur whenever the original data or its choice of representation lack part of the information to solve a task.

Evaluation Setup. We assess the performance of different models using a holdout strategy for all datasets (80%/10%/10% split). Given the size of the datasets, we believe that a simple holdout is sufficient to assess the performances of the different models considered. To make the evaluation even more robust for the epidemic datasets, different simulations about the same graph cannot appear in both training and test splits. The metric of interest is the log-likelihood of the data (log L), which captures how well we can fit the target distribution and the model’s uncertainty with respect to a particular output value. We also report the Mean Average Error (MAE) on the real-world benchmarks for completeness. However, the MAE does not reflect the model’s uncertainty about the output, as we will show.

We perform model selection via grid search for all the models presented. For each of them, we select the best configuration on the validation set using early stopping with patience (Prechelt, 1998). Then, to avoid an unlucky random initialization of the chosen configuration, we average the model’s performance on the unseen test set over ten final training runs. Similarly to the model selection phase, in these final training runs we use early stopping on a validation set extracted from the training set (10% of the training data).

Baselines and hyper-parameters. We compare GMDN against four different baselines. First, RAND predicts the uniform probability over the finite set of possible outcomes, thus providing the threshold log-likelihood score above which predictions are useful. Instead, HIST computes the normalized frequency histogram of the target values given the training data, which is then converted into a discrete probability. While on epidemic simulations we can use the graph’s size as the number of histogram bins to use, on the chemical benchmarks this number must be treated as a hyper-parameter and manually cross-validated against the validation set. HIST is used to test whether multimodality is useful when a model does not take the structure into account. Finally, we have MDN and DGN, which are, in a sense, ablated versions of GMDN. Indeed, MDN ignores the input structure, whereas DGN cannot model multimodality. Neural models are trained to output unimodal (DGN) or multimodal (MDN, GMDN) binomial distributions for the epidemic simulation datasets and isotropic Gaussians for the chemical ones. The sub-networks Φ_i are linear models, and the graph convolutional layer is adapted from Xu et al. (2019). We conclude the section by listing the hyper-parameters tried for each model:

- MDN: C ∈ {2, 3, 5}, hidden units per convolution ∈ {64}, neighborhood aggregation ∈ {sum}, graph readout ∈ {sum, mean}, α ∈ {1^C, 1.05^C}, epochs ∈ {2500}, Φ_i ∈ {Linear model}, Adam Optimizer with learning rate ∈ (0.0001), full batch, patience ∈ {30}.
- GMDN: C ∈ {3, 5}, graph convolutional layers ∈ {2, 5, 7}, hidden units per convolution ∈ {64}, neighborhood aggregation ∈ {sum}, graph readout ∈ {sum, mean}, α ∈ {1^C, 1.05^C}, epochs ∈ {2500}, Φ_i ∈ {Linear model}, Adam Optimizer with learning rate ∈ (0.0001), full batch, patience ∈ {30}.
- DGN: same as GMDN but C ∈ {1} (that is, it outputs a unimodal distribution).

Note that we kept the maximum number of epochs intentionally high as we use early stopping to halt training. Also, the results of the experiments hold regardless of the DGN variant used, given the fact that DGNs output a single value rather than a complex distribution. In other words, we compare families of models rather than specific architectures.

5. Results and Discussion

This section discusses our experimental findings. We start from the main empirical study on epidemic simulations, which include CDE results and transferability of the learned knowledge. Then, we report results obtained on the real-world chemical tasks, highlighting the importance of capturing a model’s uncertainty about the output predictions.

Epidemic Simulation Results We begin by analyzing the results obtained on BA-100 and ER-100 in Table 1. We no-
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Figure 4. The trend of the mixing weights (left) and binomial coefficient (right) for each one of five sub-networks is shown on 100 ER-100 graphs. We vary the ratio between infection and recovery rate to inspect the behavior of the GMDN. Here, we see that sub-network 4 can greatly change the binomial output distribution in a way that depends on the input graph.

Table 1. Results on BA-100 e ER-100 (12,000 test samples each). A higher log-likelihood corresponds to better performances. GMDN improves the performance on both tasks, showing the advantages of that taking into account both multimodality and structure. Neural models’ results are averaged over 10 runs, and standard deviation is reported in brackets.

| Model  | BA-100 | ER-100 | Structure | Multimodal |
|--------|--------|--------|-----------|------------|
| RAND   | -4.60  | -4.60  | x         | x          |
| HIST   | -1.16  | -2.32  | x         | ✓          |
| MDN    | -1.17(.05) | -2.54(.07) | x       | ✓          |
| DGN    | -0.90(.35) | -1.96(.16) | ✓       | x          |
| GMDN   | **-0.67**(0.02) | **-1.56**(0.04) | ✓       | ✓          |

Figure 5 shows the output distributions of MDN, DGN and GMDN for a given sample of the ER-100 dataset. We also plot the result of SIR simulations on that sample as a blue histogram (ground truth). Some observations can be made. First, the MDN places the output probability mass at both sides of the plot. This choice is understandable considering the lack of knowledge about where DGN is trained with L1 loss followed by MDN on the graph embeddings. Results displayed a log $\mathcal{L} \approx -16$ on both datasets, probably because the DGN creates similar graph embeddings for different distributions with the same mean, with consequent severe loss of information.

Similarly to what has been done in Bishop (1994) and Davis et al. (2020), we analyze how the mixing weights and the distribution parameters vary on a particular GMDN instance. We use $C=5$ and track the behavior of each sub-network for 100 different ER-100 graphs. Figure 4 shows the trend of the mixing weights (left) and of the binomial parameters $p$ (right) for different values of the ratio $R_0 = \beta/\gamma$. We immediately see that many of the sub-networks are “shut down” as the ratio grows. In particular, sub-networks 3 and 4 are the ones that control GMDN’s output distribution the most, though for high values of $R_0$ only one sub-network suffices. These observations are concordant with the behavior of Figure 3: when the infectivity rate is much higher than the recovery rate, the target distribution becomes unimodal.

Taking that GMDN has better test log-likelihoods than the other baselines, with larger performance gains on ER-100. Being GMDN the only model that considers both structure and multimodality, such an improvement was expected. However, it is particularly interesting that HIST has a better log-likelihood than MDN on both tasks. By combining this fact with the results of DGN, we come to two conclusions. First, the structural information seems to be the primary factor of performance improvement; this should not come as a surprise since the way an epidemic develops depends on how the network is organized (despite we are not aiming for biological plausibility). Secondly, none of the baselines can get close enough to GMDN on ER-100, indicating that this task is harder to solve by looking individually at structure or multimodality. In this sense, BA-100 might be considered an easier task than ER-100, and this is plausible because emergence of multimodality on the former task seems slightly less pronounced in the SIR simulations. For completeness, we also tested an intermediate baseline

To provide further evidence about the benefits of the proposed model, Figure 5 shows the output distributions of MDN, DGN and GMDN for a given sample of the ER-100 dataset. We also plot the result of SIR simulations on that sample as a blue histogram (ground truth). Some observations can be made. First, the MDN places the output probability mass at both sides of the plot. This choice is understandable considering the lack of knowledge about

To provide further evidence about the benefits of the proposed model, Figure 5 shows the output distributions of MDN, DGN and GMDN for a given sample of the ER-100 dataset. We also plot the result of SIR simulations on that sample as a blue histogram (ground truth). Some observations can be made. First, the MDN places the output probability mass at both sides of the plot. This choice is understandable considering the lack of knowledge about
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Figure 5. Output distributions of MDN, DGN, and GMDN on an ER graph of size 100. As we can see, the GMDN can provide a rich multimodal distribution conditioned on the structure close to that generated by SIR simulations (blue histogram).

Figure 6. Transfer learning effect of the trained GMDNs are shown as blue dots and orange squares. Higher scores are better. GMDN trained on ER-100 exhibits better transfer on larger BA-datasets, which might be explained by the difficulty of the source task.

Transfer Results To tell whether GMDN can transfer knowledge to a random graph of different size and/or family (i.e., with different structural properties), we evaluate the trained models on the six additional datasets described in Section 4. Results are shown in Figure 6, where the RAND score acts as the reference baseline. The general trend is that the GMDN trained on ER-100 has better performances than its counterpart trained on BA-100; this is true for all ER datasets, BA-200 and BA-500. This observation suggests that training on ER-100, which we assumed to be a “harder” task than BA-100 as discussed above, allows the model to better learn the dynamics of SIR and transfer them to completely different graphs. Since the structural properties of the random graphs vary across the datasets, obtaining a transfer effect is therefore not an obvious task.

Chemical Benchmarks We conclude this section with results on the real-world chemical benchmarks, which are summarized in Table 5. We observe a log-likelihood trend similar to that in Table 1, with the notable difference that DGN performs much worse than MDN on alchemy_full. Following the discussion in Section 4, we evaluate how models deal with the uncertainty in the prediction by analyzing one of the output components of alchemy_full. Figure 7 shows such an example for the first component (dipole moment). The two modes of the GMDN suggest that, for some input graphs, it may not be clear which output value is more appropriate. This is confirmed by the vertical lines representing output values of isomorphic graphs (as discussed in Section 4). Similarly to Figure 5, the DGN tries to cover all possible outcomes with a single Gaussian in between the GMDN modes. Although this choice may well minimize the MAE score over the dataset, the DGN fails to model the data we have. In this sense, GMDN can become a useful tool to (i) better analyze the data, as uncertainty usually arises from stochasticity, noise, or under-specification of the system of interest, and (ii) train deep graph networks which can provide further insights into their predictions and their trustworthiness.
6. Conclusions

With the Graph Mixture Density Networks, we have introduced a new family of models that combine the benefits of Deep Graph Networks and Mixture Density Networks. These models can solve challenging tasks where the input is a graph and the conditional output distribution is multimodal. In this respect, we have introduced a novel benchmark application for graph conditional density estimation founded on stochastic epidemiological simulations. The effectiveness of GMDM has also been demonstrated on real-world chemical regression tasks. We believe Graph Mixture Density Networks can play an important role in the approximation of structure-dependent phenomena that exhibit non-trivial conditional output distributions.
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