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Abstract—This article introduces a computational framework to identify nonlinear input–output operators that fit a set of system trajectories while satisfying incremental integral quadratic constraints. The data fitting algorithm is thus regularized by suitable input–output properties required for system analysis and control design. This biased identification problem is shown to admit the tractable solution of a regularized least squares problem when formulated in a suitable reproducing kernel Hilbert space. The kernel-based framework is a departure from the prevailing state-space framework. It is motivated by fundamental limitations of nonlinear state-space models at combining the fitting requirements of data-based modeling with the input–output requirements of system analysis and physical modeling.

Index Terms—Identification for control, machine learning, modeling, nonlinear systems, system identification.

I. INTRODUCTION

Machine learning has dramatically improved our ability to algorithmically train nonlinear models from input–output data. A key challenge for a broader application of machine learning to system design is to make the learning task compatible with system analysis and control design. It is one thing to guarantee that a model regress a given data set of input–output trajectories, but it is another thing to ensure that plugging this model in a feedback loop, or more generally in an interconnected network, comes with robustness and performance guarantees traditionally associated to control system design. This challenge is not confined to control design. It has pervaded much recent research in machine learning, with motivations including the training of recurrent neural networks [1], i.e., neural networks that include feedback loops, the design of training algorithms traditionally associated to control system design. This challenge is not confined to control design. It has pervaded much recent research in machine learning, with motivations including the training of recurrent neural networks [1], i.e., neural networks that include feedback loops, the design of training algorithms robust to adversarial attacks [2], and more generally, the ubiquitous need of regularizing data fitting with a priori knowledge [3].

The purpose of the present article is to bridge the data-based learning problem with the input–output analysis of control theory. Input–output analysis is a classical topic. It was pioneered in the 1960s by Sandberg [4], Zames [5], [6], and Willems [7]. It advocates to ground the system analysis of an interconnected system in the incremental input–output properties of the subsystems. One of the building blocks of this theory is the small-gain theorem, that determines the incremental input–output gain of a feedback interconnection from the incremental gains of each subsystem in the loop. The focus on incremental system properties, e.g., incremental input–output gains, is central to the present article. Incremental properties hold for arbitrary deviations from arbitrary trajectories, in contrast to nonincremental properties that only hold for arbitrary deviations from a specific trajectory. Only for linear systems do system properties coincide with incremental system properties. The emphasis on incremental properties goes back to the PhD thesis of Zames [8], and the theory of incremental input–output analysis is covered in the classical textbook of Desoer and Vidyasagar [9]. However, incremental input–output analysis has lost its importance in the subsequent decades, for reasons further discussed in the article.

In today’s language of system theory, incremental input–output properties are best characterized by incremental integral quadratic constraints, which express the positivity of a suitable inner product between differences of input and output trajectories. Those constraints have a close relationship with the monotonicity and nonexpansiveness properties of operator theory [10], which have become central to analysis and design questions in convex optimization [11]. Integral quadratic constraints (IQCs) were introduced in the seminal paper [12], where they were shown to provide a unifying and computationally tractable framework for system analysis. To date, they have been mostly used to study nonincremental system properties. The paper [13] is an early caveat of the nontrivial gap that separates IQC analysis from incremental IQC analysis.

The objective of the present article is to explore a potential bridge between data-based modeling and system analysis. We address the basic question of fitting a given data set of input–output trajectories with a model that satisfies a given incremental integral quadratic constraint. Our main result is to demonstrate that this question has a tractable answer within the theory of reproducing kernel Hilbert spaces [3], [14], [15]. Via a specific linear (scattering) transformation, the general problem is reformulated as the specific problem of learning a model with small incremental gain, which itself boils down to a standard regularized least squares problem within a suitable Hilbert space. The significance of the result is that it combines the computationally tractable framework of kernel-based methods with the versatility and generality of system analysis via incremental integral quadratic constraints.

Kernel-based modeling is a departure from the state-space modeling framework that currently prevails in nonlinear system theory and in data-based learning. This departure is motivated by important limitations of nonlinear state-space models to provide dynamical models that encode suitable incremental input–output
properties. This limitation is not widely acknowledged, but it is particularly explicit in circuit theory, where fundamental physical input–output properties such as incremental passivity fail to be retained in the simplest state-space models of nonlinear circuit elements. The difficulty of applying system analysis to the biophysical nonlinear circuit models of neuroscience is in fact a very motivation of the present article. It will be further illustrated by examples in the article.

The use of kernel-based models in system theory is not novel. The theory of reproducing kernel spaces has been primarily exploited in system identification [16], [17]. Those results have led to a renaissance of the field [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28] and are today considered as a paradigm shift [29]. However, the use of kernel-based system identification in system analysis and control design has so far remained limited because it faces the same challenge as machine learning: identified models can serve control design only if they come with suitable input–output properties. The present article provides an avenue to achieve this objective, indicating which types of kernels are suitable for system analysis. Incidentally, the popular class of polynomial kernels does not meet the required assumptions of the present article, motivating new developments to bridge kernel-based system identification and control design, i.e., to advance the important topic of identification for control [30], [31], [32], [33].

Contraction theory, pioneered in the seminal paper [34], has been the paradigm of choice to study incremental properties of closed dynamical systems, described by ordinary differential equations without inputs. While contraction theory has been successful at solving an increasing set of nonlinear problems, including identification tasks [35], we currently lack an analog framework for input–output analysis. This is in sharp contrast with the theory of linear systems, where dissipativity theory provides the required bridge between input–output properties and their state-space realization. Again, it is the limited success of incremental dissipativity theory in addressing that objective to date that motivates the kernel-based framework of this article. In this context, kernels are regarded as a surrogate of state-space models to provide a tractable computational framework for system analysis of incremental properties.

The rest of this article is organized as follows. In Section II, we give an overview of the notation, and we provide preliminary definitions on integral quadratic constraints and dissipativity (Section II-A). In Section II-B, we explain how incremental integral quadratic constraints for arbitrary quadratic supply rates can be reduced to incremental gain properties via scattering [36]. We also point out the relation to nonexpansive and monotone operators in Section II-C.

Next, in Section III, we state the problem: To identify operators from data that satisfy causality properties and incremental integral quadratic constraints. Section IV then discusses the solution concept, namely to solve a regularized least squares problem over a suitable reproducing kernel Hilbert space.

The subsequent sections contain several results that show how particular choices of reproducing kernels and regularization parameters ensure that the least squares solution satisfies given system-theoretic properties. For example, Section V focuses on the nonexpansiveness property. Section VI shows how to recover operators satisfying incremental integral quadratic constraints from nonexpansive ones. Thereafter, Section VII discusses the selection of kernels for causal and incrementally dissipative operators. In Section VIII, we apply the results of previous sections to the identification of a monotone model of the potassium current. Also, kernels for nonincremental system-theoretic properties are discussed in Section IX. Section X concludes the article. Finally, in the Appendix we give an extensive review of relevant results within the theory of reproducing kernel Hilbert spaces of operators.

II. PRELIMINARIES

Let $\mathcal{X}$ and $\mathcal{Z}$ be real Banach spaces with norms $\| \cdot \|_{\mathcal{X}}$ and $\| \cdot \|_{\mathcal{Z}}$, respectively. We denote the collection of all linear operators from $\mathcal{X}$ to $\mathcal{Z}$ by $\mathcal{L}(\mathcal{X}, \mathcal{Z})$. The class of bounded linear operators from $\mathcal{X}$ to $\mathcal{Z}$ is denoted by $\mathcal{B}(\mathcal{X}, \mathcal{Z})$, and consists of all $A \in \mathcal{L}(\mathcal{X}, \mathcal{Z})$ for which there exists a constant $c \in \mathbb{R}$ such that $\|A(x)\|_{\mathcal{Z}} \leq c\|x\|_{\mathcal{X}}$. We denote the operator norm of $A \in \mathcal{B}(\mathcal{X}, \mathcal{Z})$ by $\|A\|_{\mathcal{B}(\mathcal{X}, \mathcal{Z})}$. If $\mathcal{X} = \mathcal{Z}$ we simply use the notation $\mathcal{L}^2(\mathcal{X})$ and $\mathcal{B}(\mathcal{X})$. The identity operator in $\mathcal{B}(\mathcal{X})$ is denoted by $I$.

Next, let $\mathcal{X}$, $\mathcal{Z}$ be real Hilbert spaces with inner product $\langle \cdot, \cdot \rangle_\mathcal{X}$ and $\langle \cdot, \cdot \rangle_\mathcal{Z}$. We use $A^*$ to denote the adjoint of $A \in \mathcal{B}(\mathcal{X}, \mathcal{Z})$, i.e., $A^*$ is the unique operator in $\mathcal{B}(\mathcal{Z}, \mathcal{X})$ for which

$$\langle y, A(x) \rangle_\mathcal{Z} = \langle A^*(y), x \rangle_\mathcal{X}$$

for all $x \in \mathcal{X}$ and $y \in \mathcal{Z}$. An operator $A \in \mathcal{B}(\mathcal{X})$ is called self-adjoint if $A = A^*$. It is called positive if $\langle x, Ax \rangle_\mathcal{X} \geq 0$ for all $x \in \mathcal{X}$. If $A \in \mathcal{B}(\mathcal{X})$ is a self-adjoint positive operator, then, there exists a unique self-adjoint positive $A^2 \in \mathcal{B}(\mathcal{X})$, called the square root, such that $A = A^2 + A^2$ [37, p. 265].

Let $\mathbb{R}^+$ denote the nonnegative reals and let $\mathcal{V}$ be a finite dimensional inner product space with inner product $\langle \cdot, \cdot \rangle_\mathcal{V}$ and induced norm $\| \cdot \|_\mathcal{V}$. The set of square integrable functions $L_2(\mathbb{R}^+, \mathcal{V})$ consists of all measurable $f : \mathbb{R}^+ \to \mathcal{V}$ such that

$$\int_0^\infty \|f(t)\|_\mathcal{V}^2 \, dt < \infty.$$  

(1)

By identifying functions that are equal except for a set of Lebesgue measure zero, $L_2(\mathbb{R}^+, \mathcal{V})$ becomes a Hilbert space with inner product

$$\langle f, g \rangle_{L_2(\mathbb{R}^+, \mathcal{V})} := \int_0^\infty \langle f(t), g(t) \rangle_\mathcal{V} \, dt.$$ 

The space $L_2([0, \tau], \mathcal{V})$ can be defined similarly, by replacing the improper integral (1) by an integral from 0 to $\tau$. The Hilbert space of square summable sequences $\ell_2(\mathbb{N}, \mathcal{V})$ consists of all sequences $s : \mathbb{N} \to \mathcal{V}$ such that

$$\sum_{k=0}^\infty \|s(k)\|_\mathcal{V}^2 < \infty.$$  

(2)

The space $\ell_2(\{0, \ldots, \tau\}, \mathcal{V})$ can be defined similarly. Sometimes we will drop the arguments and simply write $L_2$ and $\ell_2$ when this does not lead to confusion.

A. IQCs and Dissipativity

We denote time by $T$, which we assume to be either the half line $\mathbb{R}_+$ or $[0, \tau]$ for continuous-time, or the natural numbers $\mathbb{N}$ or $\{0, 1, \ldots, \tau\}$ in the discrete case. Compatible with $T$, we let $\mathcal{U}$ be either the space $L_2(T, \mathbb{R}^m)$ in continuous-time or $\ell_2(T, \mathbb{R}^m)$ in discrete-time. Similarly, $\mathcal{Y}$ is either $L_2(T, \mathbb{R}^p)$ or $\ell_2(T, \mathbb{R}^p)$. For $f : T \to \mathbb{R}^k$ we will use $p_T f : T \to \mathbb{R}^k$ to
denote the truncated signal
\[ P_T f(t) = \begin{cases} f(t) & \text{if } 0 \leq t \leq T \\ 0 & \text{if } t > T. \end{cases} \]  \( (3) \)

Note that since \( U \) is either \( L_2 \) or \( \ell_2 \), we have that \( P_T u \in U \) for all \( T \in \mathbb{T} \) and \( u \in U \). To define the relevant notions of dissipativity, we introduce the supply rate \( s_\Phi : \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R} \) as
\[ s_\Phi(x_1, x_2) := \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}^T \Phi \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \]  \( (4) \)

where \( \Phi \in \mathbb{R}^{(m+p) \times (m+p)} \) is symmetric.

**Definition 1:** Consider the supply rate \( s_\Phi \) in (4) and the operator \( H : U \to Y \). We say that \( H \):
1) satisfies an incremental integral quadratic constraint if
\[ \int_T s_\Phi(u(t) - v(t), y(t) - z(t)) \, dt \geq 0 \]  \( (5) \)
for all \( u, v \in U \) and \( (y, z) = (H(u), H(v)) \).
2) is incrementally dissipative if
\[ \int_0^T s_\Phi(u(t) - v(t), y(t) - z(t)) \, dt \geq 0 \]  \( (6) \)
for all \( T \in \mathbb{T} \), all \( u, v \in U \) and \( (y, z) = (H(u), H(v)) \).
3) is causal if
\[ P_T(H(u)) = P_T(H(P_T u)) \]  \( (7) \)
for all \( u \in U \) and \( T \in \mathbb{T} \).
4) satisfies an IQC if
\[ \int_T s_\Phi(u(t), y(t)) \, dt \geq 0 \]  \( (8) \)
for all \( u \in U \) and \( y = H(u) \).
5) is dissipative if
\[ \int_0^T s_\Phi(u(t), y(t)) \, dt \geq 0 \]  \( (9) \)
for all \( T \in \mathbb{T} \), all \( u \in U \) and \( y = H(u) \).

It is straightforward to prove that for causal operators \( H \), the properties 1) and 2), and the properties 4) and 5) are equivalent, see related arguments in [9], [36]. The special case \( m = p \) and
\[ \Phi = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} \]  \( (10) \)
corresponds to the notion of \textit{(incremental) passivity}, see, e.g., [9, p. 184]. Moreover, the special case
\[ \Phi = \begin{bmatrix} \delta I & 0 \\ 0 & -I \end{bmatrix} \]  for \( \delta > 0 \), corresponds to the notions of \textit{finite (incremental) \( L_2 \)-gain}, see [36, Definition 2.1.5]. We note that we consider \( L_2 \) or \( \ell_2 \) as input and output spaces instead of their extended spaces, as done in [9], [36]. This has the disadvantage of allowing a somewhat smaller class of signals, but it is motivated by the theory of reproducing kernels (that requires Hilbert spaces).

The terminology of IQC originates from Megretski and Rantzer [12], see also [38], [39], [40]. To be precise, [12] mainly involves IQCs defined in the frequency domain. The paper [39] showed the relation between time domain and frequency domain IQCs in the context of stability of feedback interconnections. In general, time domain IQCs involve integrals of the form (8) of filtered versions of the inputs and outputs of \( H \). Here, we do not consider such linear filters. That is, for \( T = \mathbb{R}^+ \), (8) can be interpreted as the IQC in [39, eq. (8)], for the special case that the filter \( \Psi \) is the identity map.

In addition, we point out that for particular choices of \( \Phi \), (5) can be regarded as a \textit{monotonicity} or \textit{nonexpansiveness} property of the operator \( H \) on the Hilbert space \( \Sigma \); these concepts arise naturally in convex analysis and optimization [10], [11], [41] and we will discuss this further in Section II-C.

**B. Scattering**

We make the following blanket assumption on \( \Phi \).

**Assumption 1:** The symmetric matrix \( \Phi \in \mathbb{R}^{(m+p) \times (m+p)} \) is nonsingular, has \( p \) negative eigenvalues, and (thus) \( m \) positive eigenvalues.

Note that both examples of \( \Phi \) mentioned in Section II-A satisfy Assumption 1. This allows us to factor \( \Phi \) as
\[ \Phi = M^T \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} M \]  \( (11) \)
where \( M \in \mathbb{R}^{(m+p) \times (m+p)} \) is a nonsingular matrix. By Assumption 1, the identity in \( \Sigma \) is of dimension \( m \), while the minus identity block has dimension \( p \). Compatible with the partitioning of \( \Sigma \), we partition \( M \) as
\[ M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \]  \( (12) \)
where \( M_{11} \in \mathbb{R}^{m \times m} \), \( M_{12} \in \mathbb{R}^{m \times p} \), \( M_{21} \in \mathbb{R}^{p \times m} \), and \( M_{22} \in \mathbb{R}^{p \times p} \). With some abuse of terminology, we regard \( M_{11} \) as an operator on \( U \) by defining \( M_{11} f(t) \) as the function \( t \to M_{11} f(t) \) for all \( f \in \mathbb{T} \). Similar terminology is used for \( M_{21}, M_{12}, \) and \( M_{22} \).

**Proposition 1:** Consider \( \Phi \) as in Assumption 1 and factored as in (11). Let \( R : U \to Y \) be such that \( M_{11} + M_{12} R \) is invertible. Define the operator \( S : U \to Y \) as
\[ S := (M_{21} + M_{22} R)(M_{11} + M_{12} R)^{-1}. \]  \( (13) \)
Let \( u, y \), \( v, z \in U \times Y \) be related by \( (v, z) = M(u, y) \). Then, we have as follows.

a) \( N_{11} + N_{12} S \) is invertible and
\[ R = (N_{21} + N_{22} S)(N_{11} + N_{12} S)^{-1} \]  \( (14) \)
where
\[ N = \begin{bmatrix} N_{11} & N_{12} \\ N_{21} & N_{22} \end{bmatrix} := M^{-1} \]  \( (15) \)
is partitioned compatible with (12).

b) \( y = R(u) \) if and only if \( z = Sv \).

c) \( R \) satisfies (5) with supply rate \( s_\Phi \), if and only if \( S \) satisfies (5) with supply rate \( s_\Sigma \).
Proof: We first prove a). By definition
\[ \begin{bmatrix} I \\ S \end{bmatrix} = M \begin{bmatrix} I \\ R \end{bmatrix} (M_{11} + M_{12} R)^{-1} \]
and thus
\[ N \begin{bmatrix} I \\ S \end{bmatrix} = \begin{bmatrix} I \\ R \end{bmatrix} (M_{11} + M_{12} R)^{-1}. \] (16)
The first block of (16) yields \( N_{11} + N_{12} S = (M_{11} + M_{12} R)^{-1} \) so we conclude that \( N_{11} + N_{12} S \) is invertible. Moreover, from the second block, we conclude that \( R \) satisfies (14).

Next, we prove b). Suppose that \( y = R(u) \). Then, \( v = M_{11} u + M_{12} R(u) \) so that \( (M_{11} + M_{12} R)^{-1}(v) = u \). Thus, \( z = (M_{11} + M_{12} R)(u) = S(v) \).

Conversely, suppose that \( z = S(v) \). By definition of \( v \) and \( z \), and by (16) we have
\[ \begin{bmatrix} u \\ y \end{bmatrix} = N \begin{bmatrix} v \\ z \end{bmatrix} = \begin{bmatrix} I \\ R \end{bmatrix} (M_{11} + M_{12} R)^{-1}(v) \]
and therefore, \( y = R(u) \).

Finally, we note that c) follows directly from b) using the relation (11). This proves the proposition. ■

Remark 1: If \( M \) is given by
\[ M = \sqrt{2} \begin{bmatrix} I & I \\ I & -I \end{bmatrix}, \] (17)
It is often referred to as the scattering transform, and in this case \( S = (I - R)(I + R)^{-1} \) is called the scattering operator of \( R \). The relation between (incremental) passivity of \( R \) and (incremental) \( L_2 \)-gain of its scattering operator is classical, see, e.g., [36, Sec. 2.4].

C. Nonexpansive and Monotone Operators

Note that \( S \) satisfies (5) with supply \( s_{\Sigma} \) if and only if
\[ \|S(u) - S(v)\|_{\mathcal{Y}} \leq \|u - v\|_{\mathcal{U}} \] (18)
for all \( u, v \in \mathcal{U} \). Clearly, the inequality (18) can be considered for operators on general normed spaces, not just \( L_2 \) or \( L_\infty \). In convex analysis and optimization, (18) is typically referred to as a nonexpansiveness property, see, e.g., [10]. We recall the relevant definitions in what follows.

Definition 2: Let \( \mathcal{X} \) and \( \mathcal{Z} \) be Banach spaces. The operator \( R : D \subseteq \mathcal{X} \to \mathcal{Z} \) is
1) Lipschitz continuous if there exists a nonnegative constant \( \ell \in \mathbb{R} \) such that
\[ \|R(x) - R(y)\|_{\mathcal{Z}} \leq \ell \|x - y\|_{\mathcal{X}} \]
for all \( x, y \in D \).
2) Nonexpansive if it is Lipschitz continuous with constant \( \ell = 1 \), i.e.,
\[ \|R(x) - R(y)\|_{\mathcal{Z}} \leq \|x - y\|_{\mathcal{X}} \]
for all \( x, y \in D \).
3) Contractive if it is Lipschitz continuous with \( \ell < 1 \).
4) Firmly nonexpansive if
\[ \|R(x) - R(y)\|^2_{\mathcal{Z}} + \| (I - R)(x) - (I - R)(y) \|^2_{\mathcal{X}} \leq \|x - y\|^2_{\mathcal{X}} \]
for all \( x, y \in D \).

Nonexpansiveness and monotonicity\(^2\) are important concepts in convex optimization. Indeed, the subdifferential of a proper convex function is monotone. Under suitable conditions, this implies that gradient descent algorithms converge [11], which can be shown by resorting to nonexpansiveness properties of the involved operator. It should be clear that monotonicity boils down to an incremental IQC with passive supply (10) in the special case of \( \mathcal{X} = L_2 \). Within monotone operator theory, the relation between monotonicity and nonexpansiveness of the “scattering operator” is well known, and this forms an analogy to the discussion in Section II-B. In fact, if \( I + R \) is invertible, then, by [10, Prop. 23.9(ii)], \( R \) is monotone if and only if its resolvent \( (I + R)^{-1} \) is firmly nonexpansive. Moreover, by [10, Prop. 4.2(i)-(iii)], \( (I + R)^{-1} \) is firmly nonexpansive if and only if \( (I - R)(I + R)^{-1} \) is nonexpansive.

III. PROBLEM FORMULATION

Let \( \mathcal{T} \), \( \mathcal{U} \) and \( \mathcal{Y} \) be as in Section II-A. Consider a data set consisting of a collection of \( n \) pairs of trajectories
\[ (u_i, y_i) \in \mathcal{U} \times \mathcal{Y} \text{ for } i = 1, 2, \ldots, n. \] (19)
At a high level, the problem considered in this article is the following: Find an operator \( H : \mathcal{U} \to \mathcal{Y} \) that fits the data, i.e., approximates each \( u_i \) to \( y_i \), while ensuring that \( H \) satisfies a system-theoretic property II.

Given their importance in nonlinear system analysis, we will focus on incremental system properties. This means that II is chosen as one of the properties\(^3\) 1), 2), or 3) of Definition 1. The proposed problem is thus to bias the identification task in such a way that the identified model satisfies an incremental IQC, or incremental dissipativity/causality properties.

One of the motivations of this problem is to incorporate prior knowledge of the physics of the plant in the identification process. In biophysical systems, such prior knowledge appears in the context of the Hodgkin-Huxley system [44], describing the electrical characteristics of an excitable cell. All experimental data point towards the monotonicity of the so-called potassium ion channel of this system. Nonetheless, it turns out that existing state-space models of this system [44] are not monotone, a fact that we prove in Section VIII. As we will see, the results of this article are directly applicable to identify monotone systems.

Another philosophy behind the proposed problem is that we wish to estimate models that are directly useful for system analysis and control. Dissipativity is a cornerstone of the analysis of feedback systems [9] and plays an important role in the stability and optimality of model predictive controllers [45], [46]. The considered problem is therefore well-aligned with the identification for control movement [30], [31], [32], [33], that recognizes the need for goal-oriented identification.

We summarize the problem as follows.

\(^2\)Note that we focus on the operator-theoretic notion of monotonicity. Other concepts of monotonicity arise in the context of state-space systems, which has recently received attention in data-based studies as well [42], [43].

\(^3\)In Section IX, we will also briefly discuss the case of (nonincremental) dissipativity, i.e., items 4 and 5 of Definition 1.
Problem: Consider the data (19) and let \( H \) be a system-theoretic property. Compute an operator \( \tilde{H} : \mathcal{U} \rightarrow \mathcal{Y} \) that is as follows:

1) fits the data, i.e., ensures that the error
\[
\sum_{i=1}^{n} \| y_i - \tilde{H}(u_i) \|_{\mathcal{Y}}
\]
is small;
2) satisfies the property II.

We will formalize the notion of “small error” by introducing a suitable cost functional in Section IV.

IV. REGULARIZED LEAST SQUARES

By Proposition 1) a) and b), the problem of identifying an operator satisfying (5) is equivalent to identifying a nonexpansive operator using transformed data samples. As such, the problem described in Section III boils down to devising an identification approach that can take into account nonexpansiveness and causality properties.

We will provide such an approach by resorting to the theory of reproducing kernels, see, e.g., [3], [14], [15]. This means that we seek an operator \( \tilde{H} \in \mathcal{H} \), where \( \mathcal{H} \) is a so-called reproducing kernel Hilbert space (RKHS). We refer to the Appendix for a detailed review of reproducing kernel Hilbert spaces of operators. Within the theory of RKHSs, a well-established identification approach [16], [18], [19], [20], [21], [23], [47], [48] is to select \( \tilde{H} \) as the solution to the regularized least squares problem
\[
\min_{\tilde{H} \in \mathcal{H}} \left( \sum_{i=1}^{n} \| y_i - H(u_i) \|_{\mathcal{Y}}^2 + \gamma \| H \|_{\mathcal{H}}^2 \right). 
\]

Regularized least squares (and more generally, kernel methods) play an important role in machine learning algorithms such as support vector machines [3], [49], [50]. Note that the first term in (20) promotes a good fit of the data (i.e., a low empirical risk). The second term promotes a “low complexity” model, in the form of an operator with small norm. The parameter \( \gamma > 0 \) balances between these two terms. An additional benefit of regularization is well-posedness of the problem (20): Its solution exists and is unique for any RKHS \( \mathcal{H} \) and any \( \gamma > 0 \), see Appendix X-D.

Once we have agreed upon the identification approach (20), the problem becomes how to choose \( \mathcal{H} \) and \( \gamma \) so that the estimated operator \( \tilde{H} \) is causal and/or nonexpansive. The main contributions of this article are to prove that such choices exist, and to provide concrete guidelines on how to select such spaces and parameters.

V. IDENTIFYING NONEXPANSIVE OPERATORS

In this section we introduce an approach to identify nonexpansive operators using the theory of reproducing kernels. Throughout this section, we let \( \mathcal{U} \) and \( \mathcal{Y} \) be real Hilbert spaces. We note that relevant special cases of this are the spaces \( L_2 \) and \( L_2 \) discussed in Section II-A. In addition, let \( \mathcal{H} \) be a real RKHS of operators from \( \mathcal{U} \) to \( \mathcal{Y} \). We remind the reader that all relevant definitions and results about RKHSs can be found in the Appendix. Towards our goal of identifying nonexpansive operators, the following lemma is instrumental. It can be interpreted as the incremental version of Lemma 2b in Appendix X-A.

Lemma 1: Let \( \mathcal{H} \) be an RKHS of operators from \( \mathcal{U} \) to \( \mathcal{Y} \). Denote its kernel by \( K: \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y}) \). For all \( u, v \in \mathcal{U} \) and all \( H \in \mathcal{H} \) we have that
\[
\| H(u) - H(v) \|_{\mathcal{Y}} \leq \| H \|_{\mathcal{H}} \| K(u, u) - K(u, v) + K(v, v) \|_{\mathcal{B}(\mathcal{Y})}^{1/2}. 
\]

Proof: For any \( u \in \mathcal{U} \), define the linear operator \( K_u : y \mapsto K(\cdot, u)y \) as in Lemma 2. It can be shown that \( K_u \in \mathcal{B}(\mathcal{Y}, \mathcal{H}) \). Therefore, for any \( u, v \in \mathcal{U} \),
\[
\langle H(u) - H(v), H(u) - H(v) \rangle_{\mathcal{Y}} = \langle H(u) - H(v), H(u) \rangle_{\mathcal{H}} - \langle H(u) - H(v), H(v) \rangle_{\mathcal{H}}
\]
\[
= \langle H, K_u(H(u) - H(v)) \rangle_{\mathcal{H}} - \langle H, K_v(H(u) - H(v)) \rangle_{\mathcal{H}}
\]
\[
= \langle H, (K_u - K_v)(H(u) - H(v)) \rangle_{\mathcal{H}}
\]
\[
\leq \| H \|_{\mathcal{H}} \| K_u - K_v \|_{\mathcal{B}(\mathcal{Y}, \mathcal{H})} \| H(u) - H(v) \|_{\mathcal{Y}}
\]
where we have used the reproducing property (35) for the second equality. This implies that
\[
\| H(u) - H(v) \|_{\mathcal{Y}} \leq \| H \|_{\mathcal{H}} \| K_u - K_v \|_{\mathcal{B}(\mathcal{Y}, \mathcal{H})}. 
\]

Moreover, using (35) again, we see that for all \( y \in \mathcal{Y} \)
\[
\| (K_u - K_v)y \|_{\mathcal{Y}}^2 = \| (K_u - K_v)y, (K_u - K_v)y \|_{\mathcal{H}}^2
\]
\[
= \| (K_u - K_v)y, K_vy \|_{\mathcal{H}}^2 - \| (K_u - K_v)y, K_vy \|_{\mathcal{H}}^2
\]
\[
= \langle y, (K_u - K_v)y \rangle_{\mathcal{Y}} - \langle y, (K_v, v) - K(v, v))y \rangle_{\mathcal{Y}}
\]
\[
\leq \| y \|_{\mathcal{Y}}^2 \| K_u - K_v \|_{\mathcal{B}(\mathcal{Y}, \mathcal{H})} \| (K_u - K_v)y \|_{\mathcal{Y}}.
\]
It follows that \( \| K_u - K_v \|_{\mathcal{B}(\mathcal{Y}, \mathcal{H})} \) is less than or equal to
\[
\| (K_u - K_v)y \|_{\mathcal{Y}} \leq \| K_u - K_v \|_{\mathcal{B}(\mathcal{Y}, \mathcal{H})} \| (K_u - K_v)y \|_{\mathcal{Y}}.
\]
Combining this with (22) yields (21), as desired.

In view of (21), it is tempting to impose the following condition on \( K \):
\[
\| K(u, u) - K(u, v) + K(v, v) \|_{\mathcal{B}(\mathcal{Y})}^{1/2} \leq \| u - v \|_{\mathcal{U}}. 
\]

(23)

Indeed, if (23) holds then every \( H \in \mathcal{H} \) would satisfy \( \| H(u) - H(v) \|_{\mathcal{Y}} \leq \| H \|_{\mathcal{H}} \| u - v \|_{\mathcal{U}} \). That is, \( H \) is Lipschitz continuous and nonexpansive if, in addition, \( \| H \|_{\mathcal{H}} \leq 1 \). We will call kernels that satisfy (23) nonexpansive. Note that this notion of nonexpansiveness is not the same as the one in Definition 2, because it involves kernels, i.e., mappings of two variables on \( \mathcal{U} \). Nonetheless, the term “nonexpansive” is natural also in the context of kernels because it is intimately related to Definition 2 through feature maps. Indeed, let \( K : \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y}) \) be symmetric positive semidefinite. Then, by Theorem 7 in Appendix X-C, \( K(u, v) = \phi(u)^* \phi(v) \) for some \( \phi : \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y}, \mathcal{W}) \) and Hilbert space \( \mathcal{W} \). Note that
\[
K(u, u) - K(u, v) + K(v, v)
\]
\[
= \langle \phi(u) - \phi(v) \rangle (\phi(u) - \phi(v)).
\]
By [10, Fact 2.18(ii)], this means that
\[
\| K(u, u) - K(u, v) + K(v, v) \|_{\mathcal{B}(\mathcal{Y})}^{1/2}
\]
Therefore, $K$ is nonexpansive if and only if all its associated feature maps are nonexpansive in the sense of Definition 2.

**Definition 3:** A mapping $K : U \times U \to B(Y)$ is nonexpansive if (23) holds for all $u, v \in U$.

At this point, it is important to realize that the nonexpansiveness property is not satisfied by every symmetric positive semidefinite kernel. As such, $K$ has to be designed judiciously so that (23) holds. To illustrate this further, we consider the following (non)example.

**Example 1:** A class of kernels that have been used for nonlinear system identification are (scalar-valued) polynomial kernels, defined by

\[ k(u, v) = (u, v)^d \]

where $d$ is a positive integer. However, as we will see next, for $d \geq 2$ these kernels do not possess the nonexpansive property and are therefore less suited for identification of nonexpansive (and thus, dissipative) systems. Indeed, by choosing $v = 0$, we see that (23) reduces to $(u, v)^d \leq (u, u)^d$, which is clearly violated whenever $(u, u)^d > 1$. In addition, it should be clear that the RKHS associated with $k(u, v)$ contains functions that are not Lipschitz continuous. A simple example of this is the function $H(u) = (u, u)^d$, where $u_1 \in U$ is nonzero. In fact, this function does not satisfy the inequality $|H(u) - H(v)| \leq \ell||u - v||B$ for any $\ell$, which can be demonstrated by substituting $u = \alpha u_1$ and $v = 0$, for sufficiently large $\alpha \in \mathbb{R}$. We note that these observations remain true if one considers more general (separable) operator-value kernels obtained from scalar-valued polynomial kernels (see Appendix X-E).

Despite the fact that polynomial kernels do not satisfy Definition 3, it turns out that several other kernels, including the celebrated Gaussian kernels, are nonexpansive.

**Proposition 2:** The following (scalar-valued) symmetric positive semidefinite kernels $k : U \times U \to \mathbb{R}$ are nonexpansive.

a) The bilinear kernel (43);

b) The Gaussian kernel (45) whenever $\sigma \geq \sqrt{2}$;

c) The “scaled” Laplacian kernel

\[ k(u, v) = (1 + ||u - v||^2_U)e^{-||u - v||^2_U}; \quad (24) \]

d) The kernel

\[ k(u, v) = (c + ||u - v||^2_U)^{-d} \quad (25) \]

where $c \geq 0$ and $d > 0$ are reals satisfying $2d \leq e^{d+1}$. In addition, $K : U \times U \to B(Y)$ is both symmetric positive semidefinite and nonexpansive if

1) $K(u, v) = k(u, v)R$ where $k : U \times U \to \mathbb{R}$ is a symmetric positive semidefinite and nonexpansive kernel, and $R \in B(Y)$ is self-adjoint and positive with $||R||_{B(Y)} \leq 1$.

2) $K(u, v) = \sum_{i=1}^{r} \alpha_i K_i(u, v)$, where $K_i : U \times U \to B(Y)$ is nonexpansive symmetric positive semidefinite, $\alpha_i \geq 0$ for all $i = 1, 2, \ldots, r$ and $\sum_{i=1}^{r} \alpha_i \leq 1$.

3) $K(u, v) = RL(u, v)R^*$, where $L : U \times U \to \mathbb{R}$ is a symmetric positive semidefinite and nonexpansive kernel, and $R \in B(Y)$ satisfies $||R||_{B(Y)} \leq 1$.

**Proof:** It is clear that the bilinear kernel is nonexpansive, because for this kernel (23) holds with equality. To prove the statement for the Gaussian kernel, note that the squared left-hand side of (23) equals

\[ 2 - 2e^{-\frac{||u-v||_2^2}{2\sigma^2}} \]

because the latter expression is nonnegative for all $u, v \in U$. By defining $x := ||u - v||_2^2$, it thus suffices to prove that $f(x) := 2 - 2e^{-\frac{x}{2\sigma^2}} \leq x$ for all $x \geq 0$. Note that $f(0) = 0$, thus, this inequality holds at 0. Furthermore, $\frac{df(x)}{dx} = \frac{2}{\sigma^2}e^{-\frac{x}{\sigma^2}}$, which is smaller or equal to 1 for all $x \geq 0$ if $\sigma^2 \geq 2$. Therefore, the Gaussian kernel is nonexpansive for $\sigma \geq \sqrt{2}$.

Next, we note that both kernels (24) and (25) are symmetric positive semidefinite by Proposition 9c) because $(1 + x)e^{-\sqrt{x}}$ and $(c + x)^{-d}$ are completely monotone functions. We will now prove that they are also nonexpansive, starting with the scaled Laplacian kernel. The squared left-hand side of (23) boils down to

\[ 2c^{-d} - 2(c + ||u - v||_2^2)^{-d} \]

because the latter is nonnegative for all $u, v \in U$. Therefore, similarly as before, it suffices to show that $f(x) := 2c^{-d} - 2(c + x)^{-d} \leq x$ for all $x \geq 0$. Clearly, this inequality is satisfied for $x = 0$. In addition, note that $\frac{df(x)}{dx} = 2d(c + x)^{-d-1}$, and thus, $\frac{df(0)}{dx} = 2dc^{-d-1} \leq 1$ by the hypothesis on $c$ and $d$. Moreover, since $\frac{d^2f(x)}{dx^2} = -2d(d+1)(c+x)^{-d-2} \leq 0$ for all $x \geq 0$, we have that $\frac{df(x)}{dx} \leq 1$ for all $x \geq 0$ and thus, $f(x) \leq x$ for all $x \geq 0$. We conclude that (25) is nonexpansive, if $c$ and $d$ satisfy $2d \leq e^{d+1}$.

Finally, we prove the last three statements. Let $K(u, v) = k(u, v)R$ with $k$ a scalar-valued nonexpansive kernel and $R$ self-adjoint, positive, and $||R||_{B(Y)} \leq 1$. By Proposition 8, $K$ is symmetric positive semidefinite. In addition

\[ ||K(u, u) - K(u, v) + K(v, v)||_{B(Y)} \leq ||k(u, u) - k(u, v) + k(v, v)||_{B(Y)} \leq ||u - v||^2_U \]

i.e., $K$ is nonexpansive. Next, let $K(u, v) = \sum_{i=1}^{r} \alpha_i K_i(u, v)$, where each $K_i$ is nonexpansive, $\alpha_i \geq 0$ and $\sum_{i=1}^{r} \alpha_i \leq 1$. Clearly, $K$ is symmetric positive semidefinite by repeated application of Proposition 7. Moreover

\[ ||K(u, u) - K(u, v) + K(v, v)||_{B(Y)} \leq \sum_{i=1}^{r} \alpha_i ||K_i(u, u) - K_i(u, v) + K_i(v, v)||_{B(Y)} \leq \sum_{i=1}^{r} \alpha_i ||u - v||^2_U \]

so $K$ is nonexpansive since $\sum_{i=1}^{r} \alpha_i \leq 1$.

Finally, let $K(u, v) = RL(u, v)R^*$, where $L$ is nonexpansive and $||R||_{B(Y)} \leq 1$. Then

\[ ||K(u, u) - K(u, v) + K(v, v)||_{B(Y)} \leq \sum_{i=1}^{r} \alpha_i ||u - v||^2_U \]

so $K$ is nonexpansive.
\[ \leq \| R \|_{B(Y)} \| L(u, u) - L(u, v) - L(v, u) + L(v, v) \|_{B(Y)} \]
\[ \leq \| u - v \|_{\mathcal{U}}^2 \]
again showing that \( K \) is nonexpansive.

In the following theorem we summarize the main result of this section, which shows how nonexpansive kernels give rise to nonexpansive estimated operators.

**Theorem 1:** Let \( \bar{u} := (u_1, u_2, \ldots, u_n) \in \mathcal{U}^n \) and \( \bar{y} := (y_1, y_2, \ldots, y_n) \in \mathcal{Y}^n \) be data. Consider a symmetric positive semidefinite kernel \( K : \mathcal{U} \times \mathcal{U} \to B(\mathcal{Y}) \), and let \( \mathcal{H} \) be its associated RKHS. Assume that \( K \) is nonexpansive. Then, the following statements hold.

a) Every \( H \in \mathcal{H} \) is Lipschitz continuous.

b) The solution \( \bar{H} \in \mathcal{H} \) to the regularized least squares problem (20) has norm
\[ \| \bar{H} \|_H = \left\| G^{\frac{1}{2}}(G + \gamma I)^{-1} \bar{y} \right\|_{\mathcal{Y}^n} \]
where \( G : \mathcal{Y}^n \to \mathcal{Y}^n \) is the Gram operator associated with \( K \) and \( \bar{u} \).

c) Thus, \( \bar{H} \) is nonexpansive if \( \gamma > 0 \) satisfies
\[ \left\| G^{\frac{1}{2}}(G + \gamma I)^{-1} \bar{y} \right\|_{\mathcal{Y}^n} \leq 1. \quad (26) \]

**Proof:** We first prove statement a). By Lemma 1, we have that (21) holds for any \( u, v \in \mathcal{U} \) and \( H \in \mathcal{H} \). Moreover, because \( K \) is nonexpansive, we conclude that
\[ \| H(u) - H(v) \|_{\mathcal{Y}} \leq \| H \|_H \| u - v \|_{\mathcal{U}} \]
i.e., \( H \) is Lipschitz continuous.

Next, we prove b). Let \( \bar{c} := (c_1, c_2, \ldots, c_n) \in \mathcal{Y}^n \) be the unique solution to (42), i.e., \( \bar{c} = (G + \gamma I)^{-1} \bar{y} \). Note that by (41) and the reproducing property
\[ \left\langle \bar{H}, \bar{H} \right\rangle_{\mathcal{H}} = \sum_{i=1}^{n} \left\langle \bar{H}, K(\cdot, u_i)c_i \right\rangle_{\mathcal{H}} \]
\[ = \sum_{i=1}^{n} \left\langle c_i, \bar{H}(u_i) \right\rangle_{\mathcal{Y}} \]
\[ = \sum_{i=1}^{n} \left\langle c_i, \sum_{j=1}^{n} K(u_i, u_j)c_j \right\rangle_{\mathcal{Y}} \]
\[ = \langle \bar{c}, G\bar{c} \rangle_{\mathcal{Y}^n} \]
\[ = \left\| G^{\frac{1}{2}}(G + \gamma I)^{-1} \bar{y} \right\|_{\mathcal{Y}^n}^2. \]
As such, b) holds. Now, to prove c), by (26) the norm of \( \bar{H} \) is less than or equal to 1, which shows that \( \bar{H} \) is nonexpansive. This proves the theorem. ■

**Remark 2:** Clearly, the condition (26) can always be satisfied by selecting a sufficiently large \( \gamma > 0 \). Indeed,
\[ \left\| G^{\frac{1}{2}}(G + \gamma I)^{-1} \bar{y} \right\|_{\mathcal{Y}^n} \leq \frac{1}{\gamma} \left\| G^{\frac{1}{2}} \bar{y} \right\|_{\mathcal{Y}^n} \]
where we have used \([51, \text{Ch. 11, Th. 12}]\) to obtain an upper bound on \( \left\| (G + \gamma I)^{-1} \right\|_{B(\mathcal{Y}^n)} \).

By Theorem 1 we take the standpoint that identifying a nonexpansive operator involves regularized least squares with 1) a suitable (nonexpansive) kernel; and 2) a suitable regularization parameter \( \gamma \). Of course, by (20) there is a clear tradeoff between the data misfit and the norm of \( \bar{H} \). As such, in practice it is often recommended to search for a \( \gamma \) that ensures that (26) holds (almost) with equality. This means that nonexpansiveness of \( \bar{H} \) is guaranteed, but \( \gamma \) is not chosen too large so that \( \bar{H} \) still fits the data well. In some cases, it turns out to be beneficial to select \( \gamma \) such that (26) holds strictly, ensuring that \( \bar{H} \) is a contraction; we will discuss this in Section VI. Further numerical aspects of the approach are discussed in Section VIII where we treat numerical examples.

**VI. FROM NONEXPANSIVENESS TO INCREMENTAL IQC**

Returning to the problem discussed in Section III, the status quo is that Theorem 1 shows how to identify a nonexpansive operator \( S \) in (13). The question that we address in this section is how to retrieve the original operator \( R \) satisfying (5), given \( S \). In general, this problem is challenging because computing the inverse of a generic nonlinear operator is hard. Nonetheless, we will see that the properties on \( S \) imposed by Theorem 1 simplify matters and allow us to simulate \( R \) effectively using fixed point algorithms.

To facilitate the analysis, throughout this section we assume that \( \mathcal{U} \) and \( \mathcal{Y} \) are spaces of functions as in Section III. Suppose that the operator \( \mathcal{S} \) is obtained using the procedure of Theorem 1c). We will additionally assume that \( \gamma \) is selected so that (26) holds strictly, meaning that \( \mathcal{S} \) is a contraction.

**Theorem 2:** Suppose that \( S : \mathcal{U} \to \mathcal{Y} \) is a contraction with Lipschitz constant \( \ell \in [0, 1) \). Consider the matrix \( M \) in (12) and its inverse \( N \) in (15). Assume that \( N_{11} \) is invertible and
\[ \epsilon := \ell \left\| N_{11}^{-1}N_{12} \right\|_{B(\mathcal{Y};\mathcal{U})} < 1. \quad (27) \]
Then, \( N_{11} + N_{12}S \) is invertible so \( R : \mathcal{U} \to \mathcal{Y} \) in (14) is well defined. Moreover, for any \( u^* \in \mathcal{U} \), the output \( y^* = R(u^*) \) can be computed as
\[ y^* = (N_{21} + N_{22}S)(v^*). \quad (28) \]
Here, \( v^* \) is obtained via the Picard iteration \( v^* = \lim_{k \to \infty} v^k \), where \( v^0 \in \mathcal{U} \) is arbitrary and
\[ v^{k+1} = N_{11}^{-1}u^* - N_{11}^{-1}N_{12}S(v^k) \quad \text{for } k \geq 0. \quad (29) \]
In addition, for any \( k \geq 0 \) we have that
\[ \left\| v^k - v^* \right\|_{\mathcal{U}} \leq \epsilon^k \left\| v^0 - v^* \right\|_{\mathcal{U}}. \quad (30) \]

**Proof:** The proof is a consequence of the Banach fixed point theorem. Define \( F : \mathcal{U} \to \mathcal{U} \) as
\[ F : u \mapsto N_{11}^{-1}u^* - N_{11}^{-1}N_{12}S(u) \]
for any given \( u^* \in \mathcal{U} \). Since \( S \) is a contraction,
\[ \| F(u) - F(v) \|_{\mathcal{U}} \leq \| N_{11}^{-1}N_{12}S(u) - N_{11}^{-1}N_{12}S(v) \|_{\mathcal{U}} \]
\[ \leq \epsilon \| N_{11}^{-1}N_{12} \|_{B(\mathcal{Y};\mathcal{U})} \| u - v \|_{\mathcal{U}} \]
so \( F \) is also a contraction by (27). Therefore, by Banach fixed point theorem \([10, \text{Th. 1.48}]\), the operator \( F \) has a unique fixed point \( v^* = \lim_{k \to \infty} v^k \), where \( v^0 \) is defined in (29). Also, by the same result, the rate of convergence is given in (30). By definition of fixed point, \( (N_{11} + N_{12}S)(v^*) = u^* \). Since \( u^* \) was arbitrary and \( v^* \) is unique for any \( u^* \), this means that \( N_{11} + N_{12}S \) is invertible. By definition of \( \bar{R} \) in (14), we see that \( y^* = R(u^*) \) is given by (28). ■
The assumption (27) puts a restriction on the matrix $N$, i.e., the inverse of $M$ defining the supply rate through (11). We note that for the two most common examples of $\Phi$ (defining incremental passivity and incremental $L_2$-gain), given in Section III, the matrix $N$ is equal to

$$\frac{\sqrt{2}}{2} \begin{bmatrix} I & I \\ I & -I \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} \frac{1}{\sqrt{3}} I & 0 \\ 0 & I \end{bmatrix}$$

respectively.

Both of these matrices satisfy (27).

VII. CAUSALITY AND INCREMENTAL DISSIPATIVITY

In this section, we focus on kernels for causality and incremental dissipativity. Throughout, we assume that $U$ and $Y$ are the function spaces as in Section II-A.

A. Causality

We first turn our attention to causality. We emphasize that (non)causality has been investigated before in a linear setting [19], [47]. Here, we study causality for systems that are not necessarily linear. Recall that $P_T$ is defined in (3). The operator $P_T$ is bounded on $U$ since $\|P_T u\|_U \leq \|u\|_U$. By linearity, $P_T$ is thus continuous. Now, in order to learn causal operators from data, we define the notion of causal kernels.

**Definition 4:** A mapping $K : U \times U \to B(Y)$ is causal if $K(\cdot, y) : U \to Y$ is causal for all $u \in U$ and $y \in Y$.

Causal kernels are relevant because the RKHS of a causal, symmetric positive semidefinite kernel contains only causal operators. In particular, this means that the solution $H \in H_1$ to the regularized least squares problem (20) is causal if $H$ is generated by a causal kernel. This is proven in the following theorem.

**Theorem 3:** Let $K : U \times U \to B(Y)$ be a causal and symmetric positive semidefinite kernel. Let $H$ be its associated RKHS. Then, any $H \in H$ is causal.

**Proof:** By linearity of $P_T$ it is clear that an operator of the form $\sum_{i=1}^{n} K(\cdot, u_i, u_j)$ is causal for any $u_i \in U$ and $y_i \in Y$ ($i = 1, 2, \ldots, n$). In other words, the inner product space $H_1$, defined in (38) of the Appendix, consists of causal operators. As discussed in Appendix X-B, any operator $H \in H_1$ can be obtained as $H(u) = \lim_{i \to \infty} H_i(u)$ for all $u \in U$, where $H_1, H_2, \ldots$ is a Cauchy sequence in $H_1$. This means that by continuity of $P_T$ and causality of $H_i$, we have that

$$P_T(H(u)) = P_T\left(\lim_{i \to \infty} H_i(u)\right) = \lim_{i \to \infty} P_T(H_i(u))$$

for all $u \in U$. That is, $H$ is causal.

Causal kernels can often be obtained by truncating the inputs of “ordinary” kernels. We illustrate this in the special case of $\ell_2$ in the following example.

**Example 2:** Suppose that $T = \{0, 1, \ldots, \tau\}$. Let $U = \ell_2(T, \mathbb{R}^m)$ and $Y = \ell_2(T, \mathbb{R})$. Let $K_t : U \times U \to B(Y)$ be symmetric positive semidefinite for $t = 0, 1, \ldots, \tau$. We claim that the mapping $K : U \times U \to B(Y)$, defined by

$$K(u, v) = (K_0(P_0 u, P_0 v)(y(0), \ldots, K_\tau(P_\tau u, P_\tau v)(y(\tau)))$$

is causal and symmetric positive semidefinite. We first show causality. Let $T \in T$ and note that $P_T(K(u, v))$ is equal to

$$(K_0(P_0 u, P_0 v)(0), \ldots, K_T(P_T u, P_T v)(y(T), 0, \ldots, 0) = P_T(K(P_T u, v)y)$$

for all $u \in U$ and $y \in Y$. As such, $K$ is causal. Symmetry is a simple consequence of symmetry of $K_i$ ($i = 0, 1, \ldots, \tau$). Indeed, we see that

$$\langle K(u, v)y, z \rangle_Y = \sum_{t=0}^{\tau} \langle K_t(P_t u, P_t v)y(t), z(t) \rangle_{\mathbb{R}}$$

for all $u \in U$ and $y, z \in Y$.

Finally, to show positive semidefiniteness, let $n \in \mathbb{N}$, $u_i \in U$ and $y_i \in Y$ for $i = 1, 2, \ldots, n$. Then, the left-hand side of (36) can be rewritten as

$$\sum_{t=0}^{\tau} \sum_{i=1}^{n} \sum_{j=1}^{n} \langle y_i(t), K_t(u_i, u_j)y_j(t) \rangle_{\mathbb{R}} \geq 0$$

making use of the fact that $K_t$ is positive semidefinite for all $t = 0, 1, \ldots, \tau$. We thus conclude that $K$ is causal and symmetric positive semidefinite.

B. Incremental Dissipativity

In this section, we study conditions on the kernel under which the identified operator is incrementally dissipative. Recall from Section II-A that an operator is incrementally dissipative (with respect to the supply $s_k$) if it is causal and satisfies the incremental integral quadratic constraint (5). Therefore, one approach to identify an incrementally dissipative operator is to select a kernel that imposes both causality and the incremental IQC.4 Recall from Section VI that we can impose incremental IQCs by identifying a contractive “scattering” operator $S$. In fact, this ensures that $R$, given in (14), satisfies (5). The question is now: under which conditions is $R$ causal as well?

In general, the implication

$S$ causal and $N_{11} + N_{12}S$ invertible $\implies R$ causal

(31)

does not hold. In fact, in the special case that $M$ and $N$ are given by (17), the operator $R$ equals $R = (I + S)^{-1} - I$. Here, $(I + S)^{-1}$ can be regarded as the feedback system obtained from operating $S$ in negative feedback with unit gain. The causality of such feedback systems is well studied [7], [52]. From this literature, counter examples to (31) can be obtained, see for example [7, Sec. 5.1].

Although (31) thus does not hold in general, it turns out that this implication is true if $S$ is a contraction.

**Proposition 3:** Consider the matrix $M$ in (12) and its inverse $N$ in (15). Suppose that $S : U \to Y$ is a causal contraction with constant $\ell \in [0, 1)$, and assume that $N_{11}$ is invertible and (27) holds. Then, the operator $R$ in (14) exists and is causal.

**Proof:** By Theorem 2, $R$ exists. Next, we prove causality. First, we note that $R$ is causal if and only if the implication

$$P_T u = P_T v \implies P_T R(u) = P_T R(v)$$

(32)

holds for all $T \in \mathbb{T}$ and $u, v \in U$, see, e.g., [36].

Now, let $T \in \mathbb{T}$ and suppose that $u, v \in U$ are such that $P_T u = P_T v$. Define the outputs $y := (N_{11} + N_{12}S)^{-1}(u)$ and $z := (N_{11} + N_{12}S)^{-1}(v)$. Note that $u = (N_{11} + N_{12}S)(y)$

4This does mean that we restrict our attention to identifying causal incrementally dissipative systems.
and \( v = (N_{11} + N_{12}S)(z) \) so that
\[
P_T N_{11} y + P_T N_{12} S(y) = P_T N_{11} z + P_T N_{12} S(z)
\]
and
\[
P_T y - P_T z = P_T N_{11}^{-1} N_{12} S(z) - P_T N_{11}^{-1} N_{12} S(y).
\]
This implies that \( \| P_T y - P_T z \|_{\mathcal{U}_t} \) is upper bounded by
\[
\| N_{11}^{-1} N_{12} \|_{\mathcal{B}(Y, \mathcal{U}_t)} \| P_T S(y) - P_T S(z) \|_Y
\]
\[
= \| N_{11}^{-1} N_{12} \|_{\mathcal{B}(Y, \mathcal{U}_t)} \| P_T S(P_T y) - P_T S(P_T z) \|_Y
\]
\[
\leq \| N_{11}^{-1} N_{12} \|_{\mathcal{B}(Y, \mathcal{U}_t)} \| S(P_T y) - S(P_T z) \|_Y
\]
\[
\leq \ell \| N_{11}^{-1} N_{12} \|_{\mathcal{B}(Y, \mathcal{U}_t)} \| P_T y - P_T z \|_{\mathcal{U}_t}.
\]
By (27), we have \( P_T y = P_T z \). As such, \((N_{11} + N_{12}S)^{-1}\) is causal by (32). Because \( S \) is causal, and the composition of two causal operators is again causal, this implies that \( R \) in (14) is causal. This proves the proposition.

By Proposition 3, the coup de grâce is that we can learn incrementally dissipative systems by identifying their causal contractive mappings. We summarize this in the following result that follows from Theorems 1 and 3 and Proposition 3.

**Theorem 4:** Consider a symmetric positive semidefinite kernel \( K : \mathcal{U} \times \mathcal{U} \to \mathcal{B}(Y) \), and let \( H \) be its associated reproducing kernel Hilbert space. Assume that \( K \) is nonexpansive and causal. Then, the following statements hold:

a) Every \( H \in \mathcal{H} \) is Lipschitz continuous and causal.

b) The solution \( \hat{H} \in \mathcal{H} \) to the regularized least squares problem (20) is contractive if \( \gamma > 0 \) satisfies (26) with strict inequality.

c) Consider \( \Phi \) satisfying Assumption 1 and the matrix \( M \) and its inverse \( N \) in (12) and (15). If (27) holds and (26) is satisfied strictly, then the operator
\[
(N_{21} + N_{22} \hat{H})(N_{11} + N_{12} \hat{H})^{-1}
\]
is incrementally dissipative with respect to \( s_4 \).

**VIII. ILLUSTRATIVE EXAMPLE**

**A. Potassium Channel of Hodgkin-Huxley Model**

We consider a model of the potassium ion channel, which is a component of the Hodgkin-Huxley dynamical system [44] describing the electrical characteristics of an excitable cell. This conductance-based model relates the current through the potassium channel and the voltage across the cell’s membrane through a nonlinear conductance. It is described by
\[
\dot{x} = \alpha(u)(1 - x) - \beta(u)x, \quad x(0) = 0
\]
\[
y = gx^4(u - \bar{u})
\]
(33)
where \( x : \mathbb{R} \to \mathbb{R} \) denotes the gating (state) variable, \( u : \mathbb{R} \to \mathbb{R} \) denotes the (input) voltage across the cell’s membrane, and \( y : \mathbb{R} \to \mathbb{R} \) is the (output) potassium current per unit area. The functions \( \alpha \) and \( \beta \) depend on the voltage but not explicitly on time. Both \( \bar{u} \in \mathbb{R} \) and \( g \in \mathbb{R} \) are constants, called the reversal potential and maximal conductance, respectively.

Owing to the original proposal by Hodgkin and Huxley, the constants \( g \) and \( \bar{u} \) are chosen as \( g = 36 \) and \( \bar{u} = 12 \), while the functions \( \alpha \) and \( \beta \) are given by
\[
\alpha(u) = 0.01 \frac{u + 10}{e^{u/10} - 1},
\]
\[
\beta(u) = 0.125 e^{\frac{u}{\bar{u}}}
\]
Hodgkin and Huxley determined these parameters and functions on the basis of a series of step response experiments where the voltage \( u \) was kept at different constant values, ranging from \(-6 \) mV to \(-109 \) mV, and the corresponding current \( y \) was measured, see [44, Part II]. Since we do not have access to the exact experimental data of Hodgkin and Huxley, we reconstruct these data using the state-space model (33). This means that we inject constant inputs ranging from \(-6 \) mV to \(-109 \) mV, thus mimicking the experimental conditions of [44], and measure the corresponding outputs of (33). The results are displayed in Fig. 1.

Note that the curves of the outputs in Fig. 1 are comparable to the reported potassium conductance \( gx^4 = y/(u - \bar{u}) \) obtained through experiments in [44, Fig. 3].

These experimental data suggest that the input–output behavior of the potassium current defines a monotone operator on \( L_2([0, 10], \mathbb{R}) \), i.e., an operator satisfying the incremental IQC (5) with passive supply (10). This is the case because the output current \( y_j \) corresponding to the constant input voltage \( u_j \) satisfies \( y_j(t) \leq y_k(t) \) for all \( 0 \leq t \leq 10 \) if \( u_j \leq u_k \).

It is interesting to note that the monotonicity property, suggested by all the experimental data, is not carried over in Hodgkin and Huxley’s model of the potassium current (33). This fact can be demonstrated by injecting the two input voltages
\[
u_1(t) = 25 \sin \left( \frac{12}{50} \pi t \right), \quad u_2(t) = 25 \cos \left( \frac{14}{75} \pi t \right)
\]
(34)
It can be readily verified that \( \langle u_1 - u_2, y_1 - y_2 \rangle_{L_2} \approx -33.51 \). We therefore conclude that the model of the potassium current (33) is not monotone on \( L_2([0, 10], \mathbb{R}) \).

Next, we will compare the identified model of Hodgkin and Huxley (33) to the kernel-based approach of this article. In particular, we will leverage Theorem 1 and Proposition 1 to identify a model of the potassium current that is monotone. For the sake of computation, we turn our attention to the sampled version of the problem. We take a sampling time of 0.5 ms, and
study the evolution of the input and output of the potassium current over the time instants \(t_0, t_1, \ldots, t_{20}\), where \(t_j = 0.5j\).

We are thus interested in identifying an operator defined on \(\mathcal{U} := \ell_2(\{0, \ldots, 20\}, \mathbb{R})\), mapping the voltage inputs \(u(t_j)\) of the potassium channel to the current outputs \(y(t_j)\) at the times \(t_j\). To do this we will use the data in Fig. 1 at the time instants \(t_j (j = 0, 1, \ldots, 20)\).

As an intermediate observation, we note that the sampled version of the model (33) is not monotone on \(\ell_2\) either. This can once again be shown using the inputs (34) restricted to the time instants \(t_0, t_1, \ldots, t_{20}\).

We have observed better performance of kernel methods for normalized data. Therefore, we first preprocess the data by dividing all input samples by \(a := 978.7\) and all outputs by \(b := 2.539 \times 10^4\). Note that this will not affect our conclusions about monotonicity, for if \(a, b > 0\) then \(R\) is a monotone operator if and only if \(\bar{R} : u \mapsto \frac{1}{b} R(au)\) is monotone.\(^5\) After scaling the data samples, we transform the input and output trajectories using the matrix \(M\) in (17) so that we are in the position to apply Theorem 1. We use a separable kernel of the form

\[
K(u, v) = (1 + \|u - v\|_2) e^{-\|u - v\|_2},
\]

which is nonexpansive by Proposition 2. We choose a value of \(\gamma = 4.441 \cdot 10^{-4}\) which implies that the left-hand side of (26) is 0.9903 < 1. This results in an identified nonexpansive operator of the form (41). Lastly, we exploit the fixed point algorithm in Theorem 2 to simulate the scattering operator of this identified system. The simulation results are reported in Fig. 2 for different constant input values. Note that the curves are obtained by interpolating between the output values at times \(t_j (j = 0, 1, \ldots, 20)\). For comparison, we also report the data samples using black crosses.

We observe that the identified operator explains the data well, with a small misfit for larger input values and near-perfect reconstruction for smaller ones. Importantly, by Proposition 1 the identified operator is monotone.

\(^5\)We will thus identify \(\bar{R}\) and recover \(R\) as \(R(u) = b \bar{R}(\frac{1}{b} u)\).

B. Measurement Noise

In this section we highlight the importance of regularization in the situation that the data are contaminated by measurement noise. Consider the reproducing kernel \(K(u, v)\) given by

\[
(0.1 e^{-\|u-v\|^2_2} + 0.2(1 + \|u - v\|) e^{-\|u-v\|} + 0.7 \langle u, v \rangle) I_{10}
\]

defined on the space of inputs \(\mathcal{U} := \ell_2(\{0, 1, \ldots, 9\}, \mathbb{R})\). The output space is taken as \(\mathcal{Y} = \mathcal{U}\). By Proposition 2, \(K\) is nonexpansive and its RKHS thus consists of only Lipschitz continuous operators, by Theorem 1. We consider a “true system” from this RKHS as

\[
H(u) = K(u, v) z
\]

where \(v := [1 \ 0 \ \cdots \ 0]^\top\) and \(z\) is defined by \(z := [0.25 \ 0.51 \ 0.76 \ 1.02 \ 1.27 \ 1.53 \ 1.78 \ 2.04 \ 2.29 \ 2.55]^\top\). This true system has norm \(||H||_{\mathcal{H}} = 5||\).

We first investigate the influence of the number of trajectories \(n\) on the norm of the estimated operator, in the absence of noise and without regularization. This means that we collect different data sets of \(n = 10, 20, \ldots, 1000\) trajectories using normalized inputs whose entries were drawn from a standard Gaussian distribution and, for each data set, we solve (20) using \(\gamma = 0\). This corresponds to a minimal norm interpolation problem [15, Sec. 3]. We repeat each experiment 25 times and plot the average error in the norm of the estimated operator in Fig. 3. It can be seen that the norm of the estimated operator comes close to the true value of 5 as the data size increases.

Next, we turn our attention to the case that the outputs \(y = H(u)\) are affected by measurement noise, i.e., we measure \(y + w\) instead of \(y\), where each entry of \(w\) is drawn from a Gaussian distribution with mean 0 and variance 0.35\(^2\). We again draw our inputs from a standard Gaussian distribution, and collect \(n = 250\) trajectories. Then, we estimate an operator by solving (20) for different values of \(\gamma = 0, 0.05, 0.1, \ldots, 2\). We repeat these experiments 100 times, and display the average norm of the estimated operator in Fig. 4.
This time, we see that without regularization, i.e., $\gamma = 0$, the norm of the estimated operator is around 130 and much larger than the true value of 5. By increasing $\gamma$ we can decrease the norm of $\hat{H}$. In fact, for $\gamma = 1.75$, the norm of the estimated operator is, on average, 4,998; thus, close to the true norm.

Finally, we have also observed better prediction error for estimated operators obtained using regularization. In particular, we have presented each estimated operator the new input $v$, and measured the prediction error $||H(v) - \hat{H}(v)||$. Ideally, the corresponding predicted output is $H(v) = z$. For $\gamma = 0$, we measure an average prediction error (over the 100 trials) of 0.863, while this prediction error is 0.665 for $\gamma = 1.75$. The best prediction error of 0.4063 was found for $\gamma = 0.25$.

IX. DISCUSSION

A. LTI Systems Versus Trouble-Making Systems

The kernel-based modeling framework studied in this article is not necessarily advocated for linear systems. The very success of linear time-invariant (LTI) system theory is grounded in the availability of a computational framework to derive state-space models with desired input–output properties. Starting with the celebrated Kalman–Yakubovich–Popov lemma, one of the most successful developments of control theory to date is the LTI dissipativity theory of Willems [53], that provides a solution to this very realization problem via linear matrix inequalities. Dissipativity theory led to the foundation of algorithmic control in the 1990s [54].

The philosophy of IQC theory is to leverage the LTI computational framework to the analysis of interconnections that contain “trouble-making” systems in addition to the LTI models. Those trouble-making systems encompass everything that violates the assumptions of finite-dimensional LTI models (static nonlinearities, time-delays, rate and magnitude actuator constraints, fading memory amplifiers,...). The characterization of their input–output properties by IQCs is all what is needed to include them in the analysis of the interconnected system.

The present article can be regarded as an algorithmic method to impose incremental integral quadratic constraints that encode a priori knowledge in a form that is compatible with IQC system analysis. In that sense, the advocated framework is input–output by nature and geared towards the decomposition of complex systems as interconnections of simpler subsystems.

B. Nonincremental System Properties

In the age of state-space modeling, the focus of nonlinear system analysis and design has drifted from incremental to non-incremental system properties. Nonlinear dissipativity theory [55] has been flourishing, leading to system designs with non-incremental properties such as passivity or finite gain. Classical nonlinear textbooks from the nineties (e.g., [56], [57], [58], [59]) are grounded in state-space modeling. They emphasize the analysis and design of feedback systems with global but non-incremental properties, with respect to a specific solution (usually a nominal “zero” equilibrium solution).

Data-driven modeling of (physical) dissipative state-space systems has proven to be difficult. In fact, even though established identification techniques such as prediction error and subspace methods have nonlinear extensions [60], [61], [62], [63], [64], [65], these methods are not guaranteed to return dissipative models, even if the data-generating mechanism is known to be dissipative; see also [66] for similar problems involving stability. It turns out to be hard to take into account dissipativity in parametric identification methods, and the state-of-the-art is limited to linear time-invariant systems [67], [68], [69].

The methods of this paper can also be used to identify systems satisfying (non-incremental) IQCs and dissipativity properties, i.e., items 4 and 5 of Definition 1. Analogous to Proposition 1, it can be shown that if $R$ is an operator for which $M_{11} + M_{12}R$ is invertible, then $R$ satisfies the IQC 4 if and only if $S$ is bounded with constant 1, i.e., $||S(u)||_Y \leq ||u||_U$ for all $u \in U$. This means that the story of Section V can be mimicked to identify operators satisfying an IQC through their bounded scatterings. First, define the notion of bounded kernel as follows.

Definition 5: We say that $K : U \times U \to B(Y)$ is bounded if $||K(u, u)||_{B(Y)} \leq ||u||_U$ for all $u \in U$.

Then, the following proposition shows how bounded operators can be identified. We omit the proof since it follows the same lines as the proof of Theorem 1, with the difference of invoking Lemma 2b instead of Lemma 1.

Proposition 4: Let $\hat{u} := (u_1, u_2, \ldots, u_n) \in U^n$ and $\hat{y} := (y_1, y_2, \ldots, y_n) \in Y^n$ be data. Consider a symmetric positive semidefinite kernel $K : U \times U \to B(Y)$, and let $\mathcal{H}$ be its associated reproducing kernel Hilbert space. Assume that $\hat{K}$ is bounded. Then, the following statements hold:

a) Every $H \in \mathcal{H}$ is bounded.

b) If (26) holds, then the solution $\hat{H} \in \mathcal{H}$ to (20) is bounded with constant 1.

A drawback of Proposition 4 when compared to Theorem 1 is that the “scattering operator” (14) of a bounded $\hat{H}$ may not exist (even if (26) holds strictly). Furthermore, even if this scattering operator exists, it is not straightforward to simulate it in general, as fixed point algorithms are not directly applicable.

These intricacies perhaps provide further evidence of the nontrivial gap between non-incremental and incremental properties in nonlinear system theory. In the present framework, the focus on incremental properties appears to be essential to the algorithmic tractability of the approach. This observation is aligned with recent developments in the analysis and simulation of large-scale nonlinear circuits [70].
X. CONCLUSION

In this article, we have introduced a modeling framework that combines the fitting requirements of data-based learning with the input–output requirements of system analysis. The framework is grounded on regularized least squares in reproducing kernel Hilbert spaces of operators. As our main results, we have shown how the kernel and regularization parameter can be selected in order to ensure incremental integral quadratic constraints, dissipativity and causality properties of the identified operator. These properties are central to the analysis of feedback systems [9], [36], the design of model predictive controllers [45], [46], and the convergence of optimization algorithms [40]. The limitation of state-space modeling to achieve those objectives was illustrated with the simplest models of nonlinear circuits, in particular the celebrated model of the potassium current of Hodgkin-Huxley model [44].

The results of this article are relevant beyond identification and control. In a machine learning context, it is widely recognized that (deep) neural networks have impressive generalization performance but lack robustness. Therefore, Lipschitz bounds are computed as a proxy for robustness [71], [72], and algorithms have been developed to train neural networks with given Lipschitz constants [73], [74]. Related to this, Theorem 1 of the current article is directly applicable to learn operators with given Lipschitz constants on general Hilbert spaces.

There are many questions to explore beyond the proposal of this article. Data-driven control has been popular in the recent years but so far primarily restricted to linear models. The present article opens an avenue for the design of data-driven control design including “trouble-making” blocks that violate linearity or invariance assumptions. Additional applications of the kernel-based approach to control include the study of controllers with actuator constraints. Here, one typically interconnects the controller (e.g., a first-order lag) with a static nonlinearity such as a saturation function in order to model the constraints. However, such an interconnection is not incrementally passive [13]. Nonetheless, the methods of this article can be applied to identify a kernel-based model that approximates the controller. The original state-space model of the controller is thereby used to simulate a large number of input–output trajectories, i.e., the data, which are used in the kernel-based approach to obtain a model suitable for system analysis.

We have thus far focused on identifying operators satisfying integral quadratic constraints with a given supply rate $\Phi$. It would be of interest to consider the simultaneous design of $\Phi$ and the identified operator $H$. This problem would be related to the question of learning dissipativity properties from data [75], [76]. The additional access to a model $H$ would, however, open up new data-driven simulation and predicative control strategies.

A. Basic Definitions and Properties

Throughout, we let $\mathcal{U}$ and $\mathcal{Y}$ be real Hilbert spaces. In addition, we consider a Hilbert space $\mathcal{H}$ of operators from the set of inputs $\mathcal{U}$ to the output space $\mathcal{Y}$.

Definition 6: A mapping $K : \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y})$ is called a reproducing kernel for $\mathcal{H}$ if the following two properties hold:

1) $K(\cdot, u) : \mathcal{U} \rightarrow \mathcal{Y}$ is a member of $\mathcal{H}$ for all $u \in \mathcal{U}$ and $y \in \mathcal{Y}$;

2) the reproducing property holds: For all $u \in \mathcal{U}$, $y \in \mathcal{Y}$ and $H \in \mathcal{H}$,

$$\langle y, H(u) \rangle_{\mathcal{Y}} = \langle H, K(\cdot, u)y \rangle_{\mathcal{H}}.$$  \hspace{1cm} (35)

We say that $\mathcal{H}$ is an RKHS if it admits a reproducing kernel. Definition 6 forms the basis for our discussion. In the literature, other definitions of RKHSs have been given [15], and we point out the connection to Definition 6 in Theorem 5.

Remark 3: In the case that $\mathcal{H}$ consists of scalar-valued functions from $\mathcal{U}$ to $\mathcal{Y} = \mathbb{R}$, also the reproducing kernel $K$ is real-valued. In this case, by using the standard inner product $\langle a, b \rangle_\mathbb{R} = ab$, (35) is reduced to $H(u) = (H, K(\cdot, u)H)$ for all $u \in \mathcal{U}$ and $H \in \mathcal{H}$, which is also considered, e.g. in the classical work by Aronszajn [14].

Next, we state the following basic lemma whose proof essentially follows from [15, Prop. 2.1].

Lemma 2: Let $K$ be a reproducing kernel for $\mathcal{H}$. The following properties hold:

a) For any $u \in \mathcal{U}$ the operator $K_u : \mathcal{Y} \rightarrow \mathcal{Y}$, defined by $K_u : y \mapsto K(\cdot, u)y$ is bounded, i.e., $K_u \in \mathcal{B}(\mathcal{Y}, \mathcal{H})$.

b) We have that $\|H(u)\|_\mathcal{Y} \leq \|H\|_\mathcal{H} \|K(u, u)\|_\mathcal{H}^{\frac{1}{2}}$ for all $u \in \mathcal{U}$ and $H \in \mathcal{H}$.

One of the interesting consequences of Lemma 2b) is that convergence in norm implies pointwise convergence in reproducing kernel Hilbert spaces.

Subsequently, we note that $\mathcal{H}$ has a reproducing kernel if and only if such a “evaluation” functional is continuous. This equivalence is well known for scalar-valued kernels [14]. Theorem 5 articulates this fact for operator-valued kernels. The theorem shows the equivalence of the definition of RKHSs in [15, Definition 2.1] and Definition 6.

Theorem 5: $\mathcal{H}$ is an RKHS if and only if for every $u \in \mathcal{U}$ and $y \in \mathcal{Y}$ the linear functional $L_{u,Y}$, defined by $L_{u,Y} : H \mapsto \langle y, H(u) \rangle_{\mathcal{Y}}$, is continuous, equivalently, $L_{u,Y} \in \mathcal{B}(\mathcal{H}, \mathbb{R})$.

Lastly, it is also possible to prove that every reproducing kernel Hilbert space has exactly one reproducing kernel (cf. [80, Th. 1]).

Proposition 5: If $\mathcal{H}$ admits a reproducing kernel, then, it is unique.

B. Positive Semidefinite Kernels and Moore-Aronszajn

Next, we investigate symmetry and positive semidefiniteness of mappings $K : \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y})$. These properties turn out to completely characterize the class of reproducing kernels.

Definition 7: A mapping $K : \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y})$ is called

1) symmetric if $K(u, v)^* = K(v, u)$.

We note that all results of this section remain true if $\mathcal{U}$ is merely a subset of a Hilbert space. In this case, the notation $(\cdot, \cdot)_H$ and $\|\cdot\|_H$ should be understood as the restriction of the inner product and norm to $\mathcal{U}$.
2) positive semidefinite if for all \( n \in \mathbb{N}, u_1, u_2, \ldots, u_n \in \mathcal{U} \) and \( y_1, y_2, \ldots, y_n \in \mathcal{Y} \) we have that
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \langle y_i, K(u_i, u_j) y_j \rangle_{\mathcal{Y}} \geq 0. \tag{36}
\]

Symmetry and positive semidefiniteness can also be expressed in terms of the so-called Gram operator associated with \( K \). To do this, we define
\[
\mathcal{Y}^n := \mathcal{Y} \times \mathcal{Y} \times \cdots \times \mathcal{Y}. \]

Since \( \mathcal{Y} \) is Hilbert, \( \mathcal{Y}^n \) is a Hilbert space with inner product
\[
\langle (y_1, y_2, \ldots, y_n), (z_1, z_2, \ldots, z_n) \rangle_{\mathcal{Y}^n} := \sum_{i=1}^{n} \langle y_i, z_i \rangle_{\mathcal{Y}}. \]

For \( u_1, u_2, \ldots, u_n \in \mathcal{U} \) the Gram operator \( G : \mathcal{Y}^n \to \mathcal{Y}^n \) is defined as
\[
G(y_1, \ldots, y_n) = \left( \sum_{j=1}^{n} K(u_1, u_j) y_j, \ldots, \sum_{j=1}^{n} K(u_n, u_j) y_j \right). \tag{37}
\]

We then have the following lemma.

**Lemma 3:** The mapping \( K : \mathcal{U} \times \mathcal{U} \to \mathcal{B}(\mathcal{Y}) \) is

a) symmetric if and only if \( G \) is self-adjoint for all \( n \in \mathbb{N} \) and \( u_1, u_2, \ldots, u_n \in \mathcal{U} \).

b) positive semidefinite if and only if \( G \) is a positive operator for all \( n \in \mathbb{N} \) and \( u_1, u_2, \ldots, u_n \in \mathcal{U} \).

**Remark 4:** Clearly, if \( K : \mathcal{U} \times \mathcal{U} \to \mathbb{R} \) is scalar-valued, positive semidefiniteness of the kernel is equivalent to that of the Gram matrix
\[
\begin{bmatrix}
K(u_1, u_1) & K(u_1, u_2) & \cdots & K(u_1, u_n) \\
K(u_2, u_1) & K(u_2, u_2) & \cdots & K(u_2, u_n) \\
\vdots & \vdots & \ddots & \vdots \\
K(u_n, u_1) & K(u_n, u_2) & \cdots & K(u_n, u_n)
\end{bmatrix}
\]
for all \( n \in \mathbb{N} \) and \( u_1, u_2, \ldots, u_n \in \mathcal{U} \).

The following elementary result, that follows directly from the reproducing property, highlights that reproducing kernels are both symmetric and positive semidefinite.

**Proposition 6:** If \( K : \mathcal{U} \times \mathcal{U} \to \mathcal{B}(\mathcal{Y}) \) is the reproducing kernel of some reproducing kernel Hilbert space, then it is symmetric and positive semidefinite.

A far more profound result is the converse of Proposition 6: Every symmetric positive semidefinite \( K \) is the reproducing kernel of exactly one RKHS. This result, which is by no means trivial, was first proven in the case of scalar-valued kernels by Aronszajn [14]. He attributes the theorem “essentially” to Moore, and the result is thus known as the Moore-Aronszajn theorem. For the operator-valued version, we refer to [15]. We summarize the result as follows.

**Theorem 6:** A mapping \( K : \mathcal{U} \times \mathcal{U} \to \mathcal{B}(\mathcal{Y}) \) is the reproducing kernel for some reproducing kernel Hilbert space if and only if it is symmetric positive semidefinite.

Moreover, if \( K \) is symmetric positive semidefinite, then there exists a unique reproducing kernel Hilbert space \( \mathcal{H} \) that admits \( K \) as a reproducing kernel.

The Moore-Aronszajn theorem is important because it provides a complete classification of reproducing kernel Hilbert spaces: Every symmetric positive semidefinite \( K \) defines a unique RKHS and vice versa.

It also sheds light on the structure of the Hilbert space associated with a reproducing kernel. In fact, if \( K \) is symmetric positive semidefinite, then
\[
\mathcal{H}_1 = \left\{ \sum_{i=1}^{\mathbb{N}} K(\cdot, u_i) y_i \mid n \in \mathbb{N}, u_i \in \mathcal{U}, y_i \in \mathcal{Y} \right\} \tag{38}
\]
can be shown to be an inner product space with inner product
\[
\left\langle \sum_{i=1}^{\mathbb{N}} K(\cdot, u_i) y_i, \sum_{i=1}^{\mathbb{N}} K(\cdot, u_i) z_i \right\rangle := \sum_{i=1}^{\mathbb{N}} \sum_{j=1}^{\mathbb{N}} \langle y_i, z_j \rangle_{\mathcal{Y}}
\]
and induced norm \( \left\| \cdot \right\|_{\mathcal{H}_1} := \sqrt{\langle \cdot, \cdot \rangle_{\mathcal{H}_1}} \). Then, \( \mathcal{H} \) is the completion of \( \mathcal{H}_1 \) in the following sense: Every \( H \in \mathcal{H} \) is the pointwise limit of a Cauchy sequence in \( \mathcal{H}_1 \), i.e., \( H(u) = \lim_{i \to \infty} H_i(u) \) for all \( u \in \mathcal{U} \), where \( H_1, H_2, \ldots \) is a Cauchy sequence in \( \mathcal{H}_1 \). For a proof we refer to [14] and the accessible technical report [82]. As pointed out in [15], these proofs are for scalar kernels but also extend to the operator-valued case considered here.

**C. Feature Maps**

Let \( \mathcal{W} \) be a Hilbert space and consider a mapping \( \phi : \mathcal{U} \to \mathcal{B}(\mathcal{Y}, \mathcal{W}) \). We are interested in exploiting the mapping \( \phi \) to define kernels \( K : \mathcal{U} \times \mathcal{U} \to \mathcal{B}(\mathcal{Y}) \) of the form \( K(u, v) = \phi(u)^* \phi(v) \). The mapping \( \phi \) is often referred to as a feature map. As also pointed out in [15], there is a close relationship between symmetric positive semidefinite kernels and their associated feature maps.

**Theorem 7:** Let \( K : \mathcal{U} \times \mathcal{U} \to \mathcal{B}(\mathcal{Y}, \mathcal{W}) \). Then, \( K \) is symmetric positive semidefinite if and only if there exists a Hilbert space \( \mathcal{W} \) and a feature map \( \phi : \mathcal{U} \to \mathcal{B}(\mathcal{Y}, \mathcal{W}) \) such that for all \( u, v \in \mathcal{U} \)
\[
K(u, v) = \phi(u)^* \phi(v). \tag{39}
\]

**D. Regularized Least Squares**

An attractive feature of RKHSs is that several function estimation problems have an elegant and tractable solution if the underlying space has a reproducing kernel. In this section we focus on the regularized least squares problem
\[
\min_{H \in \mathcal{H}} \left( \sum_{i=1}^{n} \left\| y_i - H(u_i) \right\|_{\mathcal{Y}}^2 + \gamma \left\| H \right\|_{\mathcal{W}}^2 \right) \tag{40}
\]
where \( y_i \in \mathcal{Y}, u_i \in \mathcal{U} \) for \( i = 1, 2, \ldots, n \) and \( \gamma > 0 \) is a scalar. It turns out that the solution to (40) is unique for any RKHS, see [15, Th. 4.1].

**Theorem 8 (RegLS representer theorem):** Suppose that \( \mathcal{H} \) is an RKHS of operators from \( \mathcal{U} \) to \( \mathcal{Y} \) and let \( K : \mathcal{U} \times \mathcal{U} \to \mathcal{B}(\mathcal{Y}) \) be its reproducing kernel. There exists a unique solution \( H \) to (40), which is given by
\[
\hat{H}(\cdot) = \sum_{j=1}^{n} K(\cdot, u_j) c_j \tag{41}
\]

Note that without loss of generality we can choose an equal number of \( n \) terms in both functions (with the same \( u_j \in \mathcal{U} \)) because some of the \( y_i \)'s or \( z_i \)'s can be selected to be zero.
where the coefficients \( c_j \in \mathcal{Y} (j = 1, 2, \ldots, n) \) are the unique solution to the system of linear equations

\[
\sum_{j=1}^{n} (K(u_i, u_j) + \gamma \delta_{i,j}) c_j = y_i, \quad i = 1, 2, \ldots, n
\]  

(42)

with \( \delta_{i,j} \in \mathcal{B}(\mathcal{Y}) \) equal to the identity operator if \( i = j \) and the zero operator if \( i \neq j \).

We remark that the system of linear equations (42) can be written compactly using the Gram operator. Indeed, (42) is equivalent to \( (G + \gamma I)(c_1, \ldots, c_n) = (y_1, \ldots, y_n) \), where \( G : \mathcal{Y}^n \rightarrow \mathcal{Y}^n \) is the Gram operator associated with \( K \) and \( u_1, u_2, \ldots, u_n \).

\[ G = \begin{bmatrix}
    k(u_1, u_1) & \cdots & k(u_1, u_n) \\
    \vdots & \ddots & \vdots \\
    k(u_n, u_1) & \cdots & k(u_n, u_n)
\end{bmatrix} \otimes R.
\]

E. How to Construct Kernels?

We will conclude this section on background material by giving some concrete guidelines on how to construct symmetric positive semidefinite kernels. First off, as noted in [80, Th. 3], it is possible to construct new kernels, given two symmetric positive semidefinite ones.

**Proposition 7:** Let \( L, M : \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y}) \) be symmetric positive semidefinite.

a) \( K := L + M \) is a symmetric positive semidefinite kernel.

b) If \( L(u, v)M(u, v) = M(u, v)L(u, v) \) \( \forall u, v \in \mathcal{U} \) then \( K := LM \) is symmetric positive semidefinite.

c) \( K := RL^*R^* \) is a symmetric positive semidefinite kernel for any \( R \in \mathcal{B}(\mathcal{Y}) \).

In addition, we can construct operator-valued kernels from scalar-valued ones [15], [77].

**Proposition 8:** Let \( k : \mathcal{U} \times \mathcal{U} \rightarrow \mathbb{R} \) be a symmetric positive semidefinite kernel and consider a self-adjoint positive operator \( R \in \mathcal{B}(\mathcal{Y}) \). Then, \( K : \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{B}(\mathcal{Y}) \), defined by \( K(u, v) := k(u, v)R \), is symmetric positive semidefinite.

Kernels of the form described in Proposition 8 are often called separable [80], [83]. One of their advantages is fast computation of the solution to linear equations of the form (42). This is because the Gram operator of a separable kernel can be decomposed as a tensor product. Indeed, if we define the tensor product \( A \otimes B : \mathcal{X}^m \rightarrow \mathcal{Y}^m \) of the linear operators

\[ A : \mathbb{R}^n \rightarrow \mathbb{R}^m, \quad A : (x_1, \ldots, x_n) \mapsto \left( \sum_{j=1}^{n} a_{1j}x_j, \ldots, \sum_{j=1}^{n} a_{mj}x_j \right) \]

and \( B : \mathcal{X} \rightarrow \mathcal{Y} (\mathcal{X} \text{ and } \mathcal{Y} \text{ are Hilbert spaces}) \)

\[ A \otimes B : (z_1, \ldots, z_n) \mapsto \left( \sum_{j=1}^{n} a_{1j}Bz_j, \ldots, \sum_{j=1}^{n} a_{mj}Bz_j \right) \]

then, the Gram operator can be decomposed as

\[ G = \begin{bmatrix}
    k(u_1, u_1) & \cdots & k(u_1, u_n) \\
    \vdots & \ddots & \vdots \\
    k(u_n, u_1) & \cdots & k(u_n, u_n)
\end{bmatrix} \otimes R. \]

In the next proposition we discuss some concrete examples of scalar-valued kernels. For this, we need the definition of complete monotonicity.

**Definition 8:** A function \( f : [0, \infty) \rightarrow \mathbb{R} \) is called **completely monotone** if it is continuous on \([0, \infty)\), infinitely differentiable on \((0, \infty)\) and satisfies

\[ (-1)^n \frac{d^n f(x)}{dx^n} \geq 0 \]

for all \( n \in \mathbb{N} \) and \( x \in (0, \infty) \).

**Proposition 9:** The following scalar-valued \( k : \mathcal{U} \times \mathcal{U} \rightarrow \mathbb{R} \) are symmetric positive semidefinite.

a) The **polynomial kernel** \( k(u, v) = (c + \langle u, v \rangle) \sigma(d) \), with \( c \geq 0 \) and \( d \in \mathbb{N} \).

b) As a special case, the **bilinear kernel**

\[ k(u, v) = \langle u, v \rangle \sigma. \]

(43)

c) The **radial basis function kernel**

\[ k(u, v) = f(\|u - v\|_2^2) \]

where \( f : [0, \infty) \rightarrow \mathbb{R} \) is completely monotone.

d) In particular, the **Gaussian kernel**

\[ k(u, v) = e^{-\frac{\|u - v\|_2^2}{\sigma^2}} \]

(45)

where \( \sigma > 0 \).

e) The **Laplacian kernel**

\[ k(u, v) = e^{-\frac{\|u - v\|_1}{\sigma}} \]

(46)

where \( \sigma > 0 \).

The fact that polynomial kernels are symmetric positive semidefinite is well known, and can be found, e.g., in the textbook [3, Sec. 2.3]. The result c) is due to Schoenberg [84, Th. 3]. Note that the positive semidefiniteness of Gaussian and Laplacian kernels follows from Schoenberg’s result, noting that \( e^{-\frac{x^2}{\sigma^2}} \) and \( e^{-\frac{x}{\sigma}} \) are completely monotone functions in \( x \).
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