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Abstract—Deception is rapidly growing as an important tool for cyber defence, complementing existing perimeter security measures to rapidly detect breaches and data theft. One of the factors limiting the use of deception has been the cost of generating realistic artefacts by hand. Recent advances in Machine Learning have, however, created opportunities for scalable, automated generation of realistic deceptions. This vision paper describes the opportunities and challenges involved in developing models to mimic many common elements of the IT stack for deception effects.
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I. INTRODUCTION

The digital revolution has touched every aspect of our lives. Precision health, digital agriculture, autonomous vehicles, digital governments and services are a few examples. The COVID-19 pandemic taught us that we could rely on the internet-enabled digital world to do many things that we did not think possible even a year ago. But as the old saying goes, there is no free lunch – and this is especially true in the digital world. There are many challenges, but cybersecurity stands front and centre as one of the most significant. Cybersecurity risks pose a threat to the continued growth and success of the internet-enabled digital world.

Governments, academia and industry have recognised this challenge. An enormous amount of money has been spent on cybersecurity, with forecasts of expenditure exceeding USD 150 billion worldwide in 2021 [1]. Despite these efforts, breaches and data theft continue. Existing cyber defence solutions are like a tailor’s patchwork. Most of them are reactive and are not able to deal with sophisticated attacks. The Target Corporation breach of 2013 exemplifies the problem of existing reactive solutions [2].

Target was compromised by a sophisticated attack that resulted in a period of approximately a month with intruders active on their network. This included access to their point-of-sale system over the busy Black Friday shopping period [3]. The breach resulted in the theft of 40 million credit card numbers and 70 million personal records, and an estimated card reissue cost of USD 200 million [4]. Lawsuits have dragged on for years [5] and the event is still used as a cautionary case study [6], [7].

The Target case study gives us two important insights into reactive cyber defence solutions. First, Target’s security system raised alarms at the initial breach, but these were reportedly never investigated [8]. The most likely reason for this is simple alarm fatigue. The patchwork-based reactive solutions generate a massive number of alerts. It is impossible to investigate all of them, and the prioritisation of alerts remains a challenge. Second, the damage was compounded by the dwell time. Prolonged, undetected access permitted movement across the network and allowed the sustained harvesting of information. According to the 2021 Cost of a Data Breach Report [9], the average time taken to identify a breach has risen to 212 days. We have witnessed several real-world case studies in the last decade with similar attributes and results [2]. The time is upon us to rethink our approaches to cybersecurity and incorporate more proactive cyber defence tools to our existing security arsenal.

In this vision article, we argue that it is time to revisit cyber deception. We believe that this is one of the most potent defensive security tools at our disposal and is arguably one of the most underutilised. Deception is an attempt to manipulate the beliefs of others in order to influence their behaviour. In the cyber domain, this usually means creating and deploying a honeypot of some sort - a fake digital resource that mimics some characteristics of real resources [10]. In doing so, the cyber defender tricks intruders, data thieves or malicious insiders into behaviour that reveals their presence and possibly more information.

Take, for example, a honeypot appliance on a network, mimicking a server [11]. It is possible that a systems administrator might accidentally try to access it during routine maintenance. However, an access attempt is far more likely due to intruder lateral movement or attempted data theft. This ability to highlight unauthorised activity makes deception a valuable breach discovery mechanism. Its intrinsically low false positive alarm rates can mitigate some of the effects of the alert fatigue problem, which helps solve the breach discovery problem, which in turn solves the problem of dwell time.

In addition to its role in counteracting alert fatigue and reducing dwell time, deceptions can become a mechanism to drive adversary interactions that can provide intelligence
on their intent, or their tactics, tools and procedures (TTPs). While simpler honeypots can be very effective for breach and theft detection, they do not drive the level of interaction necessary for these additional effects. Simple honeypots can also become familiar to adversaries, who can begin to detect them without raising alarms.

The key to engaging intruders to interact with deceptions is realism. Deceptive artefacts must be indistinguishable from the real subjects of mimicry, at least up to a level appropriate to the context and interaction. Generating such realistic honeypots by hand requires a significant amount of tedious work, which has impeded development of deceptive technologies until now. Indeed, we believe that the main challenge is to create deceptions automatically, so that they can be generated and deployed at the scale necessary to be useful as a defensive tool. Recent advances in Machine Learning means it is now possible to model and create artefacts to simulate characteristics of many IT assets and processes. This vision paper presents our work-in-progress on such modeling.

We discuss some of the background to cyber deception in Section II. Section III summarises some challenges and opportunities in using ML. It also highlights and provides a brief overview of our ongoing research and outcomes in this area. Finally, we present some discussions and concluding remarks.

II. BACKGROUND

What is Deception? Deception is an attempt to manipulate the beliefs of others to influence their behaviour. The practice of deception is as old as life itself. The fierce competition to survive has produced breathtaking examples in the natural world, such as camouflage predators like cuttlefish that can change the colour and texture of their skin to match their surroundings, insects indistinguishable from twigs when stationary, eye spots on moths that imitate much larger animals and plants that mimic pheromones or food scents to attract pollinating insects.

Deception in the Physical World: Deception has also long been a key strategy in human conflict and warfare. Operation Bodyguard, to take one famous example, was a World War II Allied deception plan implemented to mislead the German high command about the site of the D-Day landings in Normandy. The plan was named for Churchill’s observation that “In wartime, truth is so precious that she should always be attended by a bodyguard of lies.” Large scale, coordinated activity with dummy vehicles and aircraft, fake radio signals and the use of double agents created the illusion of Allied invasion forces poised to attack various parts of the European coastline. It successfully concealed the real landing site and prompted diversion of defensive forces away from it, making a substantial contribution to Allied victory in the Battle of Normandy and the subsequent end of the war. We can protect information resources with the very same concepts and techniques found in nature and expressed in conflict, but adapted to the cyber domain.

Deception in the Cyber Domain: The power of deception as a cyber defensive tool was demonstrated in the 1980s by Clifford Stoll. Stoll, an astronomer working as a systems administrator in the Lawrence Berkeley National Laboratory in California, was asked to investigate a 75 cent discrepancy in the mainframe accounting system. His examination revealed that the accounting anomaly was a trace left by an intruder who had broken into the system, and was also using it as a platform to compromise other systems, including some in the military. Stoll started logging every move made by the intruder, eventually involving a number of US and international law enforcement agencies in an effort to trace and apprehend him. They discovered that he was in Germany, but had difficulty finding an exact location using the telephone call tracing technology of the time. In order to keep him online long enough, Stoll began creating documents related to a fictional “Strategic Defense Initiative”, writing a whole suite of convincing documents and letters. The ploy was a success, and led to the arrest of Markus Hess, a West German citizen who broke into computer systems and sold the information to the KGB. Stoll published a paper describing his experiences and expanded it in an engaging and accessible book, “The Cuckoo’s Egg”, that is highly recommended reading for anyone with an interest in cyber deception.

Research into deception techniques and implementation of honeypots has grown, led by organisations such as the Honeynet Project. Deception is also getting commercial attention now, with a number of companies gaining traction with deception products, including Attivo, Countercraft, Thinkst and TrapX. Australian cyber company Penten is one of the participants in the work described in this paper. Penten has a deception based data theft detection offering called HoneyTrace that allows clients to create customised fake documents, database entries, credit card numbers, URLs and email addresses. The documents can trigger a beacon when opened, and the URLs and email addresses are monitored for activity. Additionally, active search of social media and the dark web can detect the appearance of any of the artefacts, providing evidence of a breach.

Creating realistic deceptive IT artefacts automatically and at scale remains difficult. In the next section, we describe some key challenges and the research opportunities offered by them.

III. CHALLENGES AND OPPORTUNITIES

The development of cyber deception technology involves creating the deceptive environment, as well as a model of the attacker and ways to measure their perception of the deception. Our approach is to develop rich and believable deceptive environments, populated with deceptive versions of assets that
appear in the IT stack. In addition to creating these artefacts, we also simulate the behaviour of people and their interactions within the system.

Since documents are often sought after by attackers, a particular focus within our group has been on the generation of documents and the simulation of people’s interactions with them. The concept of a document honeyfile for intrusion detection was developed by Yuille [18]. A series of papers from the Intrusion Detection Systems Lab at Columbia further explored honeyfile creation and deployment, including some studies of honeyfile characteristics [19]–[23], and Whitham [24] proposed automated topical content creation. Building on this work, our interest in documents has broadened over time from typical office documents to include a range of media that can be found on computing systems, including source code and web/wiki resources. We have also considered the file systems in which generated documents can be found.

Databases are also frequently the target of network intruders, as they are a likely source of high value data such as passwords, payment details and other sensitive personal information. Data breaches of this nature are among the most publicised as they constitute massive privacy breaches and put both individuals and organisations at a variety of risks. There has also been research on creating fake data to populate database honeypots using approaches like rule mining [25] and deep learning with differential privacy [26].

The task of automating the generation of these artefacts has naturally led us to focus primarily on three ML technologies for developing deceptive environments: language models (for creating fake textual content), temporal point processes (for simulating interaction events) and graph neural networks.

The recent development of the Transformer architecture and language models like GPT-2 [27] have radically changed text generation. The new models have enabled realistic text synthesis with freely available pre-trained models. We use both GPT-2 and earlier Recurrent Neural Network (RNN) approaches to sequence generation [28] to create document content. The temporal characteristics of behaviour are modelled using Temporal Point Processes (TPPs), where a number of neural approaches have improved the flexibility and application domain [29]. Artefacts such as file systems and database schema can be modelled as graphs, so we use graph approaches like Graph Recurrent Attention Networks (GRAN) [30] to develop bespoke models.

A. Creating documents

Real world documents are not just text, but can include images, plots and hyperlinks. In addition, our notion of documents includes user data artefacts such as usage history and user files, system files that support the illusion of a live environment, graphics, and other proprietary artefacts like code repositories.

a) Source code: In [31], we address the generation of honeycode - fake software repositories that look like real code when observed through a repository search engine or by command line file content display. In other words, the honeycode need only look like real code when briefly inspected, but does not need to compile. It does, however, have to include a realistic folder structure, file names and mix of file content.

Modeling general source code is a challenge because of the rich distribution of languages found within a population of software repositories. The majority of repositories contain a mixture of languages that are either programming or natural (e.g. readme files). Furthermore, these two forms of language can be found in the same file with inline code comments. Modelling programming languages is difficult due to its highly structured nature that requires complex and long range dependencies across blocks of code. We must also consider program language dependencies across files and hierarchies in the repository structure.

We regard a software repository as a structured amalgamation of three core components: directory structure, filenames and file content. GRAN was specialised to generate trees for modelling file systems, and conditional language generation used to improve the dependencies between different components. For example, we inject filename extensions (e.g. py, txt) into the file content generator to create consistency between the file types and their respective content. Recurrent Neural Networks trained on 3254 publicly available Julia software repositories from Github are used to generate filenames and file content. A sample of the generated code is provided in Figure 1 along with an overview of the three stage system in Figure 2.

Whilst this work is promising, the file content generator struggles with medium-long range dependencies due to the limited model capacity. This would certainly be improved using large scale Transformers [32] for file content generation due to their ability to model distant dependencies through the use of a global receptive field, at the cost of requiring more training data.

```python
def sparse(d: AbstractNatureModel, x)
    K = norm(`sparse_logpdf`(d, p, `sparse_logpdf`))
    logpdf = -d.pw / log(x) * d.w/1
    logpdf = max(1d.lenlogpdf, x) * logpdf
    for i in 1:1
        if x[i] == 0
            return [false, 1
        else
            if x[i] > 0
                return [false, x[i]]
    end
    return nothing
    return write_project
end
```

Fig. 1. A code snippet generated by HoneyCode’s file content generator. Several patterns emerge that create the illusion of realism including indentations, variable declaration, for-loops and type definitions.
b) Websites/Wikis: Our work in [33] explores the use of GPT-2 to generate structured text in wiki-style web formats. Since these documents are written in Markdown, the document structure is encoded with the text. Section headings and other document structural elements are represented by Markdown symbols, which are used to render the documents. Fine-tuning GPT-2 with the Markdown symbols included in the vocabulary successfully enables generation of appropriately structured wiki-style pages. Synthetic articles will consistently begin with an introductory section, followed by a varying number of body sections and subsections, before concluding with references. Occasionally realism-breaking artefacts do emerge in synthetic articles, for example consecutive sections with the same name. Generated pages must be linked to create a realistic wiki, so a GRAN model is successfully trained to generate a page link network. The articles are then represented by the Smoothed Inverse Frequency (SIF) embedding [34] of their content and mapped to nodes in this page link network using a greedy heuristic algorithm. Articles with higher semantic similarity will then be more likely to share an edge in the link network.

The wiki generation process is shown in Figure 3.

c) Document layout: Graphical layouts are ubiquitous across a wide variety of assets found in corporate environments such as documents, posters and presentations. Instead of using human curated templates, recent research [35]–[37] has focused on training deep learning models to generate realistic and authentic layout designs for the purpose of improving graphical editor recommendations. These learning-based approaches are promising for constructing more adaptive and dynamic honeyfiles.

The earliest proposed layout generation approaches were based on variational auto-encoders (VAE) [36], [37] or generative adversarial networks (GAN) [35] frameworks. Experiments indicate that these architectures are frequently subject to posterior collapse or instability in the latent space [38] leading to higher levels of sample degradation. In addition, these methods struggle to exhibit high level of output diversity due to their reliance on uni-modal prediction for object placement.

Our recent work on LayoutMCL [39] demonstrates the feasibility of combining an auto regressive approach with multi-choice learning [40]. This unique architecture, shown in Figure 4, generates significantly more stable, realistic and diverse layouts in comparison to its counterparts. This approach is also amenable to incorporating constraints such as a corporate logo or other consistent elements between layouts. These properties make LayoutMCL more suitable for fully automated honeyfile generation.

4) Measuring the enticement of honeyfiles: Looking beyond generation, it is useful to characterise honeypots to guide their creation and deployment. This is particularly true of honeyfiles, where there is a great deal of flexibility in the content, appearance and placement of the deceptions. A number of honeyfile characteristics have been considered [20], [24], including enticement (or enticingness), conspicuousness, believability and realism. We are primarily interested in two metrics: enticement as a measure of how well a honeyfile can attract the attention of an intruder, and realism as a measure
of how plausible a mimic it is.

It is necessary to construct a model of the adversary in order to meaningfully develop such metrics, and make assumptions about how they will find and interact with the honeyfile. If we assume that an intruder is trying to steal documents from an organisational document repository, we can design honeyfile text with the repository search interface in mind. Honeyfile content, to be enticing, should mimic the topics appearing in the real documents they are protecting so that the honeyfiles will be encountered by someone searching for those topics. This also means accounting for the fact that search engines often show snippets of text containing the search terms in the results, so the fake text should appear realistic and at least locally coherent. Earlier work on enticement [24] used measured common word counts as a basis for a metric. Since this approach does not account for paraphrasing, we have introduced a measure called the Topical Semantic Matching (TSM) enticement score [41]. TSM extracts the main topics of a repository, also known as local context, using topic modelling. Next, we calculate the similarity between all the extracted topics and the words in the deception file. This similarity uses a vector space representation of the words in which semantically similar words are close together, so it can detect similarity even when different words with similar meanings are used. A visualisation of the concept of TSM is shown in Figure 5. Experiments show that the TSM measure achieves a higher score when a deception file of a specific theme is compared to a local context of the same theme as shown in Figure 6.

We are also interested in the presence of sensitive information, potentially derived from training or fine-tuning a language model on real documents, appearing in a honeyfile. This problem has been studied in a more general setting associated with classifying document sensitivity automatically. Typical models are based on the word occurrence and corresponding association rules [42], [43], and more recent research [44] experimented with RNNs to detect sensitive sentences.

Recent use of fine-tuning on pre-trained Transformer language models has proven effective on a range of NLP tasks, and we have subsequently tested this idea on sensitive information detection. In [45], we experiment with the fine-tuned Bidirectional Encoder Representations from Transformers (BERT) [46]. This method is graphically represented in Figure 7. Experiments on the Monsanto trial data set show that the fine-tuned BERT model performs better than earlier approaches.

Measuring the realism of a honeyfile is a complex task. There is a considerable research on realistic image [47], [48] and text [49]–[53] generation and, since Transformer models were released, on the perceived realism of generated text [54], [55]. The realism of full documents has not been widely addressed, however. The combination of text, images, layout, and format all contribute to the realism of a document, and the context in which it is observed is crucial. If, for example, a document repository search engine returns snapshots of the document cover or page on which the search results appear, the visual attributes will have a significant impact on whether it is identified as a deception.

We are currently conducting experiments testing perceived enticement and realism with crowd-sourced participants.

B. Simulating deceptive behaviours and interactions

An important aspect of developing realistic deceptive environments is to simulate the various types of interactions seen on real enterprise networks, such as those on networking devices like routers, as well as employee interactions on direct messaging platforms like email and Slack/Teams. In particular, we want to develop generative models to simulate time-tamped, directed communications between nodes on these networks. A natural choice for this task is Temporal Point Processes (TPPs), which are generative probabilistic models for event data with timestamps.

Depending on the type of network, communications may be uni-cast or multi-cast. A tool that would be especially handy to have in a cyber deception toolkit is an all-in-one model that has the ability to simulate any type of network communication, eg. uni-cast communications for a deceptive WiFi access point, or multi-cast communications for an email server honeypot.

a) Direct messaging: Within organisations, email has evolved to be much more than just communications. Email platforms are typically integrated with task management tools which encourage the sharing of valuable company assets in the form of attachments in an email. This makes email servers an enticing target for attackers. The simulation of email networks can be split into two subtasks:

1) modeling when and with whom participants communicate, and
2) generating the text to populate simulated conversation threads.

The first task can be tackled with TPPs, and the second task can be achieved with generative language models. A challenging aspect of the first subtask is that emails are multi-cast communications, ie. they are directed from one sender to one or more recipients. If we consider a sender who is drafting an email, we can model their choice of whom to include as recipients as a multi-label classification problem.

To the best of our knowledge, the interaction-partitioned topic model (IPTM) of Kim [50] is the only model in the literature that generates message events as well as their textual content. IPTM generates Multi-cast communications using the common multi-label classification approach, which is to model
hyperedges as collections of independent edges, and then use binary classification independently on each edge incident to the sender node to decide whether or not to include that person in the recipient set. This modeling approach presents limitations in generating realistic events, namely it can lead to over or underestimation of event rates for communications with more than one recipient [57], and can generate participant sets that were not seen in the training data. In addition to this, IPTM is only able to generate multi-cast communications, and therefore is not suitable for the all-in-one network communication simulator we seek to create. A further limitation of IPTM for application in cyber deception is that it does not generate human readable conversation text. Instead it uses a topic model to generate a set of word counts for each word in the vocabulary under consideration, which would immediately be identified as a deception by an intruder.

In [58], we develop a direct messaging network simulation model for use in cyber deception. To increase the realism of generated deceptive communications, we introduce the LogNormMix-Net temporal point process, which learns edge weights for each hyperedge (as opposed to each pairwise edge as in IPTM [56]). This is achieved by modeling recipient selection as a multi-class classification problem, instead of multi-label binary classification in IPTM. This recipient selection approach also means that the LogNormMix-Net is able to simulate either uni-cast or multi-cast events, fulfilling the requirement for an all-in-one model that can simulate any type of network communication.

We address the second subtask by applying a fine-tuned GPT-2 model to simulate an office email network where communication threads are coherent and stay on topic, and where each individual will have consistent themes to their communications, that are appropriate to their role within the simulated organisation. An example email and reply generated using the LogNormMix-Net together with our email thread generation model is presented in Figure 8.

As a next step, we plan to utilize the LogNormMix-Net to generate other types of deception interactions, such as simulating WiFi access points.

C. Ongoing and Future Work

We have a number of projects that are still in the early stages of development.

a) Databases: The generation of deceptive relational databases can be addressed with two tasks: firstly the generation of relational schemas, including table and column names, and secondly, populating the tables with conforming data (satisfying the schema design and constraints). To the best of our knowledge, there is no existing work that performs
both of these tasks to generate completely novel databases. There is work in relational data augmentation [59], however these approaches are not designed to generate consistent and believable data from scratch.

As a first step towards tackling database schema generation, we have extracted a dataset of relational schema [60], as we could not find a suitably sized publicly available collection. Given a suitable schema training dataset, we think there are a couple of potentially viable training approaches. Relational structures naturally lend themselves to a graph representation as shown in Figure 9, where edges link tables that are keyed. One potential approach is therefore to use contemporary graph generation models (such as those we use for code repository and wiki generation). These approaches are designed for homogeneous graph types though, whereas relational schemas are naturally heterogeneous structures, so we believe that they will be better modelled by heterogeneous graphs.

Existing work in heterogeneous graph machine learning is primarily concerned with clustering, classification and edge detection, with successful generative approaches confined to specific domains (e.g. molecule generation) [61]–[64]. Therefore we see an opportunity in the development of an agnostic heterogeneous graph generator.

b) Interpretable generative models: Control over content generation is increasingly important as the need for realism grows. Many generative approaches encode a compressed representation of the model domain called the latent space [65]. Artefacts are generated by sampling from the latent space and decoding back into the model domain. This process does not in general, capture interpretable features in the latent space, and so does not allow for fine control over the characteristics of the generated artefacts.

In this project, we study methods of disentangling that enable us to have this control over the generation. For example, consider the images shown in Figure 10. This figure is an output from an extension of VAE/GAN model [66] whose latent variables are shape and colour. Each image is generated by sampling from latent shape and colour variables independently and decoding. We note that changing the shape (variously colour) representation as we move left (variously top) to right (bottom) keeps the colour (shape) content the same, but changes the shoe shape (colour). In representation learning this property is known as a disentanglement; changes in a latent variable of a generative model explicitly changes a distinct aspect of the generated artefact [67].

Our goal is to establish methods to bias generative models to represent features of interest to us in the latent space as latent variables and in a disentangled form. This allows us to alter features of the generated data independently to match a desired distribution. However, disentangled generative models cannot consistently be obtained using unsupervised learning [68], so we focus on semi-supervised methods to disentangle for interpretable features.

c) Graph generation: Observing that graph representations are useful in contexts including file systems, database schema (see § III-C-a), participant users in a communications network and wiki page connection, we’re interested in indirect graph generation approaches. Recent work on using deep learning in graph generation can model attributed graphs [64]. While these have performed well, there has been little research into allowing generation conditional on some input that informs the type or structure of the graph. This is of particular importance when the items in the training data are highly diverse, and the model usage would benefit from controlling the generated graph to some extent. To date, only one paper explores using a simple attribute vector for context in generation [71]. Similar to how an image has one or more natural text descriptions, graphs may have a textual
description too, but no work to date incorporates long or complex attributes for conditioning. OpenAI’s DALL-E [72] demonstrates impressive text-to-image generation, with a user-supplied text input used to generate an matching image. We are investigating a similar approach for graphs, where a user-supplied text input is used to generate a matching graph.

In particular, generating temporal networks that represent a social network with communications between the (synthetic) participants presents an opportunity for exploring the benefits of text conditioning on generated graphs. The communication dynamics and propagation of topics within social networks is correlated with the topic and type of communication. Allowing a model to learn and depend on a given topic may improve realism significantly.

d) Availability of Datasets: The simulation of rich and realistic environments requires models for a large range of artefacts and activities. One of the biggest limitations we have come across in achieving this goal is the scarcity of publicly available datasets for several of the artefacts or user behaviours we wish to generate.

For some of these tasks, the data is not available for reasons of privacy and security - such as timestamped system logs of user actions. For other tasks, several individual examples can be found on the internet - e.g. database schemas, but tools must be created to locate and extract the individual examples, and then transform them into a standardised collection that is appropriate for ML tasks.

There are therefore two open problems for datasets. The first is the release of new datasets that meet trustworthy and responsible AI requirements, including fairness and privacy. Examples of existing research works in this area include netflow datasets that are collected from real networks and then anonymised and released by the network owner [73]. In the absence of access to real-world data sources, generating synthetic data from a cyber range may also be a possibility [74]. The second open problem is the development of tools that can be used to extract new datasets. Recent examples of extraction-based datasets include WIT: Wikipedia-based Image Text Dataset [75] and CC12M: Conceptual 12M [76].

Some examples of our work in this direction includes:

- Development of a sophisticated chart extraction tool to enable the extraction of a captioned chart dataset.
- Development of the SCHEMA DB dataset - a collection of relational schema in both MySQL and heterogeneous graph form [60].
- Development of a honeyfile corpus for use in experiments on measuring the enticement of honeyfiles [41].

IV. DISCUSSIONS AND CONCLUDING REMARKS

In this work we have demonstrated various ways to use ML for generating deceptive content, and have highlighted some of the complexities and challenges. Generating realistic content and devising metrics to measure realism remains a challenge, as does finding datasets with which to train models. We recognise that content generation approaches that are privacy preserving, and which prevent language models like GPT from generating toxic content [77], [78] are going to be increasingly important issues that we should pay attention to.

We have also discovered uses for generated content and behaviour outside of deception. Cyber range environments are a rapidly growing application domain for realistic simulations. Ranges have a host of important applications, including security testing and research, security education and capability development [79], all of which rely on content generation to make each environment distinct and convincing. These kinds of digital twins are increasingly used in a host of simulation activities [80].

Another area that is evolving is Autonomous Cyber Operations (ACO). There are a number of ACO frameworks, much like cyber ranges, designed for training autonomous attacker and defender agents [81]–[84]. Since simulated ACO environments abstract away information that may be critical to an agent’s effectiveness, ACO agents can experience a ‘reality gap’ between their performance on the simulation environments they are trained on compared to a real network environment [81]. Making ACO environments as realistic as possible is one step to reduce this phenomenon. ACO environments are starting to incorporate features like benign user (gray agent) simulation [82] to make environments richer and more complex, but their behaviours are still quite limited, and several ACO training platform developers have emphasised the importance of, and opportunity for, improvement in the realism of their simulations [81], [83], [84].

The behaviour of an intruder faced with cyber deception is another area of considerable interest. It seems likely that awareness of the possibility that any interaction with a system or artefact could reveal them causes greater caution and evaluation of the risk of each interaction. The behaviour and psychology of the adversary in the presence of cyber deception is increasingly a subject of study [85]–[87]. Even at this early stage, however, it is fair to say that, from the defender’s perspective, anything that makes intrusion and theft more costly for the perpetrator should be encouraged.

In closing we should note that, despite extolling the virtues and benefits of deception throughout this paper, we are not advocating it as an alternative to more common security measures. Rather, deception is a complement to existing, perimeter focused security. It acknowledges the risk that, even with the best security, breaches will happen, and provides an additional layer of protection through early detection, adversary intelligence and disruption.
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