How unitizing affects annotation of cohesion

Abstract—This paper investigates how unitizing affects external observers’ annotation of group cohesion. We compared unitizing techniques belonging to these categories: interval coding, continuous coding, and a technique inspired by a cognitive theory on event perception. We applied such techniques for sampling coding units from a set of recordings of social interactions rich in behaviors related to cohesion. Then, we compared the cohesion scores the observers assigned to each coding unit. Results show that the three techniques can lead to suitable ratings and that the technique inspired to cognitive theories leads to scores reflecting variability in cohesion better than the other ones.

Index Terms—Social interaction, cohesion, unitizing.

I. INTRODUCTION

Social interactions elicit emotions that have the power of shaping and connecting groups [1]. Previously collected datasets on emotions (e.g., [2]) considered the social context as a key factor in affect and mood elicitation. Affective computing techniques were developed for group-level emotion recognition (e.g., [3]). Moreover, organizational psychology has highlighted the relevance of group affect for explaining emergent team states, such as trust, conflict, and cohesion (e.g., [4], [5]). To capture dynamic group phenomena, research often relies on behavioral coding schemes (see [6] for an overview). These are systems for observing behavior, measuring their occurrence (e.g., number of smiles) or intensity (e.g., warmth) [7]. According to Reis and Judd [8], the most fundamental property of a coding scheme for observing social interaction is the technique adopted for sampling behavior, otherwise known as unitizing. Unitizing divides an observation into discrete smaller coding units. The adopted unitizing technique may vary depending on the goal of the study, on technical constraints, or on the specific research question at hand [9].

In social interaction, unitizing is both a crucial and complex task: it needs to take into account individual behaviors of single members of the group as well as group behavior and associated emergent states. In the perspective of endowing artificial agents with social intelligence, unitizing has relevant implications. We expect that agents able to segment interaction in meaningful units will be able to reach a comprehensive understanding of the interaction itself and to adequately plan their social behavior. Moreover, a proper unitizing will enable developing computational models that can catch the multiple facets of the social phenomena under investigation.

In this paper, we investigate how unitizing affects external observers’ annotation of group cohesion. This emergent state was chosen because it is a multidimensional construct having five recognized dimensions (task, social, belongingness, group pride, and morale) [10], involving both emotions [11] and goals [12]. Moreover, cohesion was addressed by studies adopting different unitizing techniques and concerning both psychological and computational aspects. Whilst psychologists and sociologists investigated all five dimensions, at the present computer scientists started to address computational methods for automatic analysis of the task and social dimensions (e.g., see [13], [14]). Our work further contributes to this research direction. Specifically, we applied three different unitizing techniques for sampling coding units from a dataset of audiovisual recordings and we compared the scores external observers assigned to each unit for annotating the task and social dimensions of cohesion. The first unitizing technique belongs to the family of interval coding [15], the second one to the family of continuous coding [15], and the third one is a technique inspired by the Event Segmentation Theory [16] in Cognitive Science, we conceived an instance thereof.
II. BACKGROUND

When deciding upon the kind of unitizing to be adopted, Meinecke and colleagues [17] suggest answering the following question: are behavioral codes assigned to a behavioral event or are codes assigned to a specific time interval?

One viable option is interval coding [15], standing for identifying a fixed-length interval of time for raters to note the occurrence of any of target behavior. Thin slices [18] is a well-known approach of this family and extensively used in social psychology and computational studies. According to it, fixed-length time windows of behavior from 2 seconds to 5 minutes are deemed to provide an efficient assessment of personality, affect, and interpersonal relations. Gatica Perez and colleagues used this approach to detect high interest level in meetings [19]. Hung and colleagues for the first time adopted thin slices for automated estimation of cohesion [13]. Interval coding has many advantages [7], [19]: it is fast and it can be easily automatized so that it is less prone to the experimenter’s subjectivity. Moreover, it does not require a prior knowledge of the content of an interaction. Nevertheless, it might lead to boundaries of the coding units being placed within actions, thus resulting in losing important information. For example, it might split an interaction before its ending (e.g., think of 2 people interrupted as they speak or of a smile following a seemingly harsh statement: it might overturn the meaning of it, but would the statement and the smile end up into different segments, such overturning will be lost).

Another option is continuous coding [15], meaning that every single utterance, gesture, and so on is annotated. Also, it is possible to look and sample for specific behaviors, either at scheduled or random points, throughout a recording. Therefore, in this case, the unitizing step has the role of identifying the units of analysis. Continuous coding mostly requires a coding scheme itself. Among those for group interaction, ACT4Teams – a coding scheme for measuring problem-solving dynamics in groups, see [20] – breaks the observation into thought units, i.e., the smallest meaningful segments of behavior that can be coded into the 43 categories composing this coding scheme. ACT4Teams was used to annotate social and task cohesion from verbal content in [14]. Despite the convenience of being tailored for a specific objective or approach, continuous coding is time-consuming and often requires annotators to be trained on the methodology.

According to cognitive sciences [16], unitizing is an automatic component of human perceptual processing of the ongoing situation. In other words, humans make sense of reality by breaking it into smaller units. The Event Segmentation Theory (EST) [16] leverages the innate ability of human beings to parse an ongoing interaction into meaningful units. Research showed that even 10 months old infants can perceive action boundaries [21]. Studies, e.g., [22], also demonstrated that the perceptual organization of ongoing behavior can be measured by asking participants to watch a video-clip depicting daily life activities and to press a key whenever they feel “a meaningful portion of action ends and another one begins”. Zacks [23] defines an event as “a segment of time at a given location, that is conceived by an observer to have a beginning and an end”. Through the process of “event structure perception” [23] discrete units are perceived as segments of time having a beginning and an end. EST provides a computational and neurophysiological account of event structure perception. According to it, event segmentation relies on event models observers form of the ongoing situation. Event models are cognitive representations of the current state of affairs, based on perception and previous experience. Such models frame new incoming information and guide prediction of future developments. The perception of event boundaries is closely tied to prediction: a boundary is perceived whenever unpredictable changes occur, putting the currently active event model at stake. Behavioral data in [24] demonstrated the association between changes and boundary perception. Boundaries were identified as a consequence of changes in 7 dimensions: (1) time, (2) space, (3) objects, (4) characters, (5) character interaction, (6) causes, (7) goals. Moreover, effect is incremental: the more situational features change, the larger the probability that a viewer would identify an event boundary.

Notwithstanding the increased understanding of pros and cons of the different unitizing techniques, a systematic comparison of them for analysis of social interaction is missing. Moreover, EST was never applied for this purpose. This paper addresses these issues using cohesion as a test-bed.

III. AN EST-INSPIRED METHODOLOGY

As shown by the EST, humans make sense of experience by dividing it into meaningful units that are based on cognitive models of the ongoing situation. Like an horizontal and a vertical line are effortlessly perceived as a “T”, putting hot water into a cup, placing a tea-bag in it, and waiting for a few minutes are grouped into a “making tea” event. The updating of event models depends on changes in the situation. In the “tea” example, one might predict sugar being added to the tea. This “fortune telling” function of event models lasts until it is no longer possible to predict the future unfolding of events by relying on the same representation. A jumping-jack performed after the tea has been drunk might be difficult to integrate into the “making tea” event. This might indicate the need of reshaping the model, or else it might imply that the “making tea” event has ended and a new event has begun. From this theory, we conceived a technique for unitizing interaction manually. It consists of the following steps:

- **Step 1 – Annotating changes**: annotating each change in the scene that can be related to one of the 7 categories. The first step would be parsing the material and keeping track of each change category that can be distinguished.
- **Step 2 – Placing boundaries**: detecting boundaries based on the changes in the scene. According to [24], changes in different categories correlate with boundary perception, with a spike in the probability of a boundary being detected after three changes. For this reason, we cut the scene after changes in three different categories are found. What is more, Levine and colleagues [12] illustrate
how goals elicit boundary perception more than other lower-level changes. As a consequence, in our technique, changes belonging to the “goal” category value twice.

Our technique derives boundaries from changes in 7 situational dimensions, inspired by the EST but fine-tuned for unitizing group interaction. The most remarkable difference regards the “time” category. In our technique, time is conceptualized as the timing, or rhythm, of the interaction, instead of changes in temporal reference of the scene. Table I illustrates how we operationalized each change category. As a result, we expect our unitizing technique to provide segments that are perceived as more natural and understandable by annotators and coders. Moreover, we hypothesize that the unitizing technique has an effect on the quality of the annotation.

IV. EXPERIMENT

We conducted an online perceptual experiment to compare three unitizing techniques with respect to how they affect:

• The average agreement on the raters’ scores;
• The extent to which these scores reflect the intrinsic variability of the data-set;
• The loss of information with respect to the scores an expert rater gave to the whole (non-unitized) interactions. That is, a rater scoring a coding unit does it on the basis of information which is limited with respect to a rater who scores the whole interaction [25].

To this aim, a pool of external observers rated task and social dimensions of cohesion on coding units obtained by applying the three different unitizing techniques.

A. Stimuli

The stimuli used in this study are audio-video recordings from the Panoptic data-set [26]. This is a multimodal publicly available data-set with the following features: natural interactions having rich and subtle non-verbal cues, small groups of up to 8 people, and a large number of camera views (up to 521). The data-set includes recordings of people playing several social games in small groups. In this study, we focused on the Ultimatum game. This game is often used in experimental economics and psychology to study conflict and cooperation. Rules are very simple: one or more players, the proposers, are given a sum of money to be split with another player(s), the responders. Proposers and responders have a limited amount of time to discuss on how to split the money starting from a proposal done by the proposers. At the end of the established time, if the players agreed on the split, they gain the money, otherwise they lose it. The Panoptic data-set includes 5 Ultimatum’s sessions involving each one from 3 to 8 players. A visual inspection of the sessions was performed by an expert psychologist. This resulted in the selection of 12 interactions displaying a variety of behaviors related to the social and task dimensions of cohesion and spanning a broad range of cohesion intensity. Selected interactions involved 3 to 7 players. Interactions were 46 to 57 seconds long (M=53s, SD=3.3s). We discarded interactions involving 8 players because of the large amount of persons simultaneously acting in the scene, occlusions often occurred making the job of the raters difficult.

B. Unitizing

To address continuous coding we selected the unitizing technique specified in the ACT4Teams coding scheme (ACT). A new unit is created whenever the speaker changes, whenever a speaker utters several statements expressing a thought, whenever the main argument changes, or whenever the speaker talks for longer than 20 seconds. Videos were manually parsed to generate coding units according to this technique. Concerning EST, a trained psychologist watched each interaction and unitized it according to the technique described in Section III (EST). Fig. 2 displays how changes were used to unitize the interaction. As previously described, a new coding unit is created whenever 3 changes are detected in the interaction. In Fig. 2 Panels (a), (b) and (c) belong to the same event: the speaker changes from the first panel to the second and again in the third. Such changes all belong to the character interaction category, whereas no change is detected in the other categories. On the contrary, three changes occur between Panels (c) and (d), thus originating a boundary: all participants have changed their position, turning their head towards the player in the right corner. Also, the frame portrays the players while one of them is telling a joke, making everyone laugh, thus resulting in a change in the character interaction. Furthermore, the main goal in the scene has changed, as players have stopped being focused on the game. Panels (d), (e), and (f) belong again to the same event. The bar chart in Fig. 1 reports the percentage of changes in our data-set for each category (no changes were detected for the object interaction category).

![Fig. 1: Frequency of the 7 EST change categories in the data-set.](image)

Concerning interval coding, we adopted three different sizes for the fixed-window: 8s (AUT8), 15s (AUT15), and 21s (AUT21), respectively. These values were chosen by taking into account previous work on analysis of social interaction in small groups (15s as in [19]), and the average duration of the coding units obtained by applying ACT (8s) and EST (21s). Table III summarizes the results of this procedure.
TABLE I: The left column reports the changes categories as described in [24]. The column in the middle shows how these changes were operationalized in our EST-based technique. The right column provides an example of occurrence of each change.

| Changes in EST | Changes in our EST-inspired technique | Example in group interaction |
|---------------|--------------------------------------|-----------------------------|
| C1. Time      | Timing and rhythm of the interaction | Group members start gesticulating fast |
| C2. Space     | Motion direction                      | Group members all move their heads towards the speaker |
| C3. Objects   | Interaction with objects              | Participants dismiss a tool they were using |
| C4. Characters| Character location                    | One group member leaves     |
| C5. Character interaction | Interaction patterns            | Group members start mocking each-other |
| C6. Causes    | Causes and appraisal                  | Something happens as a consequence of a new state of affairs |
| C7. Goals     | Goals fulfilled, dismissed, or replaced | Group members stop paying attention to the speaker |

Fig. 2:

Example of EST unitizing. In each panel, a bounding box identifies the changes in the scene. In the upper row, only the speaker changes from frame (a) to (b) and from frame (b) to (c). The changes all fall into the same category, i.e., character interaction (red), therefore the frames all belong to the same event. In the lower row, three different categories of changes are observed: from frame (d) to frame (e) the speaker changes (red), the motion direction changes (blue), and the goals of the players change as one of them joking distracts other players from the game (pink). Hence a boundary is placed between frame (d) and (e). Again, only one type of change (movement) is observed between frame (e) and (f), belonging to the same event.

TABLE II: Summary of the output of the unitizing procedure.

| Unitizing | No. of coding units | Avg duration and SD [s] |
|-----------|---------------------|-------------------------|
| EST       | 30                  | M = 21 (SD = 10)        |
| ACT1      | 61                  | M = 8 (SD = 5)          |
| AUT8      | 74                  | M = 8 (SD = 0)          |
| AUT15     | 47                  | M = 15 (SD = 0)         |
| AUT21     | 34                  | M = 21 (SD = 0)         |

C. Questionnaire

The conceptual model of cohesion by [27], originally applied to sport contexts, is at the basis of most questionnaires used in group cohesion research (e.g., [13], [28]–[31]). These questionnaires enable the assessment of cohesion over its dimensions both in first and in third person (i.e., as self-perception and from the point of view of an external rater). We pooled together items from [13], [27], [31] to create a questionnaire containing 10 items organized in two subscales, concerning the task and social dimensions of cohesion. The Likert items of the adopted questionnaires consisted of 7 [13], [31] and 9 [27] points, respectively. In this study, we adopted 5-points Likert items – from 1 (Not at all) to 5 (Yes, definitely) – as previous studies argued how a 5-points scale can make reading all answers easier for the responders [32]. Table III reports the scale used and provides the source for each item. Item from [27] was reported in third person and it was inverted.

D. Participants

Ninety-nine persons (37 males, 60 females, 2 preferred not to specify their gender) voluntarily participated in the study. They were mainly recruited via email advertisements at several universities and research centers.

E. Procedure

Ratings were collected via a web application in an anonymous form. First, raters were welcome, and given the instructions for their task. Then, they were asked to enter information about age and gender. No information about the Internet
connection (e.g., IP address) was tracked nor collected. Participants were informed on data protection policies. Finally, they started to watch the coding units to be rated according to the items in Table III. Coding units were randomly administered. Next to the video showing the coding unit, a screenshot displayed the group of people to focus on. Raters could leave the experiment when they wished. The total number of gathered ratings was 1771, we discarded 23 ratings due to wrong answers to the honey pot questions appearing in the questionnaire each 10 coding units we asked to annotate. Such questions were used to detected whether the rater was still paying attention to the task. The average number of ratings for each rater was 15. Some raters, some days after taking part in the experiment, contacted the experimenter to provide their feedback about the experience. In particular, most of them reported having had difficulties to fully understand the questions used to detected whether the rater was still paying attention to the task. The average number of ratings for each rater was 15. Some raters, some days after taking part in the experiment, contacted the experimenter to provide their feedback about the experience. In particular, most of them reported having had difficulties to fully understand the following two items of the questionnaire: Do group members respect individual differences and contributions?, and Does the group seem to share responsibility for the task?. For this reason, in this study, we decided to remove these items for running the analysis.

V. Analysis

A. Effect of unitizing on raters’ agreement

Inter-raters reliability was assessed by means of a one-way average-measures (ICC) to evaluate whether raters agreed in their ratings of cohesion across unitizing techniques (AUT8, AUT15, AUT21, ACT, EST). Table IV shows the obtained values of ICC and the respective 95%-confidence intervals. All the resulting ICCs were in the excellent range [33], indicating that raters had a high degree of agreement and that both the task and the social dimensions of cohesion were similarly rated across raters independently by the unitizing technique.

### TABLE IV: ICC values and Confidence Intervals for the task and the social dimension of cohesion

| Unitizing | ICC and 95%-CI | Task | Social |
|-----------|----------------|------|--------|
| AUT8      | 0.96 (95% CI [0.94, 0.97]) | 0.94 (95% CI [0.92, 0.96]) | |
| AUT15     | 0.95 (95% CI [0.93, 0.97]) | 0.97 (95% CI [0.93, 0.98]) | |
| AUT21     | 0.98 (95% CI [0.97, 0.99]) | 0.96 (95% CI [0.94, 0.94]) | |
| ACT       | 0.96 (95% CI [0.95, 0.97]) | 0.97 (95% CI [0.93, 0.98]) | |
| EST       | 0.96 (95% CI [0.94, 0.98]) | 0.97 (95% CI [0.93, 0.98]) | |

The three unitizing techniques (including the three instances of interval coding) can be therefore considered a viable option to achieve suitable ratings for use in hypothesis tests on social and task dimensions of cohesion. For further analysis, the average of the raters’ scores is assigned to each coding unit.

B. Effect of unitizing on cohesion scores

To assess the extent to which cohesion scores reflect the variability of the data-set, we analyzed the variance of the scores for each unitizing technique. For both dimensions of cohesion, we first checked for differences between the three instances of interval coding techniques (AUT8, AUT15, and AUT21). Then we compared the interval coding technique which better reflects variability with ACT and EST.

1) Comparison between interval coding techniques:

**Task**: A Brown-Forsythe test detected a significant effect of unitizing technique (F(2,85.06)=5.43, p<.006). Post hoc comparisons detected a significant difference for AUT21 (SD=2.49) and AUT08 (SD=1.99), p<.015, and for AUT21 and AUT15 (SD=1.51), p=.005. No significant difference was found between AUT8 and AUT15 (p=.52). A Bonferroni correction was applied to account for multiple comparisons.

**Social**: A Brown-Forsythe test was conducted. A significant effect of unitizing technique was found (F(2,113.67)=27.20, p<.001). Post hoc comparisons (Bonferroni correction applied) detected a significant difference for AUT21 (SD=1.61) and AUT08 (SD=1.5), p<.001, and for AUT21 and AUT15 (SD=1.86), p<.001, and for AUT8 and AUT15 (p<.001). Results show that AUT21 reflects variability better than AUT08 and AUT15, having the highest SD for the task dimension and being comparable with AUT15 for the social one. We therefore retained AUT21 for subsequent analysis.

2) Comparison between AUT21, ACT, and EST:

**Task**: A Brown-Forsythe test was run to compare variances of ACT, AUT21, and EST. A significant effect of unitizing technique was found (F(2,70.38)=12.48, p<.001). Post hoc comparisons (Bonferroni correction applied) detected a significant difference for AUT21 (SD=1.28) and AUT21 (SD=2.49), p<.001, and for ACT and EST (SD=1.72), p=.003. No significant difference was found between AUT21 and EST (p=.07).

**Social**: A Brown-Forsythe test was run and a significant effect was found (F(2,104.91)=22.81, p<.001). Post hoc comparisons (Bonferroni correction applied) detected a significant difference for ACT (SD=2.15) and AUT21 (SD=1.61), p<.001, and for AUT21 and EST (SD=1.89), p<.001. No significant difference was found between ACT and EST (p=.055). Results show that EST and AUT21 reflect variability in the same way and better than ACT for the task dimension. Concerning the social one, there is no significant difference between EST and ACT, and both outperform AUT21. EST thus best reflects variability in both dimensions of cohesion.

Footnote: The significance threshold for all the tests in this study was set at .05
C. Effect of unitizing on loss of information

To assess the effect of unitizing technique on loss of information, we compared the scores obtained with each technique with the scores provided by an expert rater who watched the whole non-unitized interaction. For each interaction, Mean Square Error (MSE) was computed between these scores. According to the findings in Section V-B, we carried out this analysis on ACT, AUT21, and EST.

1) Task: Due to a deviation from a normal distribution of MSE for AUT21 (Shapiro-Wilk test, W=.80, p=.02), a Kruskal-Wallis test was conducted to examine the differences on MSE according to the unitizing technique. No significant difference ($\chi^2=2.85$, p=.24, df=2) was found.

2) Social: MSE did not deviate from a normal distribution (Shapiro-Wilk test). A Bartlett test of homogeneity of variances indicated that the assumption of homoscedasticity had been violated (p=.004). A Welch’s ANOVA was therefore conducted. A significant effect of unitizing technique was found ($F(2.0,14.5)=4.76$, p=.03). Post hoc comparisons using the Games-Howell test indicated that MSE for ACT (M=25.41, SD=19.37) was significantly different than AUT21 (M=6.92, SD=5.45), p=.037. EST (M=13.80, SD=13.12) did not significantly differ from ACT and AUT21. Results show that for the social dimension of cohesion, ACT deviates most from the scores given to the non-unitized interaction.

D. Effect of unitizing on ranking of coding units

We decided to investigate in more depth the performances of the unitizing techniques by proceeding coding unit by coding unit. Concretely, we ranked the coding units in order of increasing standard deviation of the raters’ scores. For each unitizing technique, we then computed curve $C$ representing the number of coding units falling below the $n$-th percentile of standard deviation for $n$ ranging from 5 to 100, step=5. Finally, we compared such a distribution with the ideal distribution where all the coding units generated by a unitizing technique occupy the first positions in the ranking. For performing the comparison, we computed the ratio between the area under curve $C$ and the area under the curve representing the ideal distribution. We obtained the following ratios: for the task dimension, 0.57 for EST and ACT; 0.74 for AUT21; for the social dimension, 0.60 for EST and AUT21, 0.65 for ACT.

VI. DISCUSSION

Concerning agreement, analysis shows that all the unitizing techniques represent a viable option. Regarding cohesion scores, EST outperformed all the other techniques in reflecting variability of cohesion in the units for both dimensions. Whereas the task dimension is better assessed when longer units are observed (EST and AUT21 outperformed ACT), our results do not support the same idea for the social dimension, as shorter units (ACT) provided greater variability than longer ones. We think this can be ascribed to raters needing more time to figure out task dynamics than the social one from the players’ behaviors. Indeed, raters did not know the rules of the Ultimatum game. For this reason, short coding units could appear not enough “readable” for raters in terms of assessing whether players share goals, intentions, and make contribution. Moreover, following [14], observing an instance of task-related behavior (e.g., turn-taking), requires at least two individual contributions lasting averagely 2s each, whereas emotion recognition can occur in a shorter time (300 ms can be enough) [35]. This confirms that whilst short units were not suitable for the task dimension (especially ACT), they could instead be leveraged for the social one. As a consequence, when trying to evaluate both dimensions of cohesion, a flexible (in terms of time-window) technique is expected to lead to better evaluations. In this study, EST’s better performance in reflecting variability could be ascribed to the higher variability in units duration (M=21, SD=10), in line with the idea illustrated in [24] of event perception as a flexible process, that can be fine or coarse grained according to the scope and goals of the perceiver. Concerning the ranking of the coding units, the first 10% of entries (i.e., the first 12 entries) reflects the results discussed above. For the task dimension, 6 units belong to the AUT21 category, 5 belong to EST, and 1 to ACT. For the social dimension, 6 units belong to the AUT21 category, 3 belong to EST, and 3 to ACT. Interestingly, EST units are also diverse in the changes categories they contain with respect to the dimensions of cohesion. The same EST unit had the higher ranking (i.e., lower standard deviation) for both dimensions. This unit contained changes in character goals and in their interaction. What is more, the next EST entries are not the same entries for the task (4 entries) and social (2 entries) dimensions. With all 4 task entries containing goal changes but only one also containing character interaction change, and both social entries containing changes in character interaction but not in character goals. This diversity in changes distribution aligns with the definition of task and social cohesion provided by [36], with the former indicating group goals and objectives and the latter indicating group members concerns towards relationships within the group. Our results suggest that basing unitizing on the course of the interaction over time (i.e., on changes in the interaction), rather than on time only (AUT techniques) or on behaviors (ACT) can help tackle both the task and social dimensions of group cohesion. An automated EST-based unitizing should focus on such changes primarily.

VII. CONCLUSION

In this study, we investigated how unitizing affects external observers’ assessment of group cohesion. We compared unitizing techniques belonging to three different categories: interval coding, continuous coding, and a technique inspired by a cognitive theory [16] on event perception. Results show that all the techniques can lead to suitable ratings, and that the EST technique leads to scores which reflect more variability in cohesion in different interactions. Moreover, this work provides hints to implement an EST-based automated unitizing. As [15] points out, automatizing group coding (or at least some parts of it) would lead to more efficient and accurate ratings. This is the first study using EST for unitizing social interaction. Nevertheless, it only focused on a single emergent
state, i.e., cohesion. In the future, we aim at assessing whether such unitizing technique is suitable for the annotation of other emergent states such as conflict, trust, and so on.
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