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Abstract

We prove the existence of large-data global-in-time weak solutions to an evolutionary PDE system describing flows of incompressible heat-conducting viscoelastic rate-type fluids with stress-diffusion, subject to a stick-slip boundary condition for the velocity and a homogeneous Neumann boundary condition for the extra stress tensor. In the introductory section we develop the thermodynamic foundations of the proposed model, and we document the role of thermodynamics in obtaining critical structural relations between the quantities of interest. These structural relations are then exploited in the mathematical analysis of the governing equations. In particular, the definition of weak solution is motivated by the thermodynamic basis of the model. The extra stress tensor describing the elastic response of the fluid is in our case purely spherical, which is a simplification from the physical point of view. The model nevertheless exhibits features that require novel mathematical ideas in order to deal with the technically complex structure of the associated internal energy and the more complicated forms of the corresponding entropy and energy fluxes. The paper provides the first rigorous proof of the existence of large-data global-in-time weak solutions to the governing equations for coupled thermo-mechanical processes in viscoelastic rate-type fluids.
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1 Introduction

We develop a rigorous mathematical theory of existence of large-data global weak solutions to the system of evolutionary nonlinear partial differential equations governing the motion of a class of incompressible heat-conducting viscoelastic rate-type fluids with stress-diffusion. In particular, we deal with the temperature evolution equation coupled with the governing equations for a viscoelastic rate-type fluid.

A simple system of evolution equations that is a special case of the general system investigated later is the following

\[
\begin{align*}
\text{div}_x \mathbf{v} &= 0, \\
\varrho \dot{\mathbf{v}} &= -\nabla_x p + \text{div}_x \mathbb{T}_\delta + \varrho \mathbf{b}, \\
\mathbb{T}_\delta &= 2\nu \mathbb{D}(\mathbf{v}), \\
\nu \dot{b} &= \text{div}_x (\bar{\mu} \nabla_x b) - \mu (b - 1) \\
\varrho c_T \dot{\theta} &= \text{div}_x (\kappa \nabla_x \theta) + 2\nu \mathbb{D}(\mathbf{v}) : \mathbb{D}(\mathbf{v}) + \frac{3\mu^2}{2\nu} \left( b + 1 \frac{1}{b} - 2 \right) + \frac{3\mu \bar{\mu}}{2\nu} \nabla_x b \cdot \nabla_x b.
\end{align*}
\]

Later on in the paper we shall allow all material parameters to be, among other things, temperature-dependent, and the right-hand side of (1.1d) and (1.1e) will be allowed to contain various nonlinear terms. However, for the sake of ease of exposition in these introductory remarks we shall confine ourselves to (1.1). The system (1.1) is a simplified version of the system

\[
\begin{align*}
\text{div}_x \mathbf{v} &= 0, \\
\varrho \dot{\mathbf{v}} &= -\nabla_x p + \text{div}_x \mathbb{T}_\delta + \varrho \mathbf{b}, \\
\mathbb{T}_\delta &= 2\nu \mathbb{D}(\mathbf{v}) + \mu \left( \mathbb{B}_{\kappa p(t)} \right)_\delta, \\
\nu \dot{\mathbb{B}}_{\kappa p(t)} &= -\mu \left( \mathbb{B}_{\kappa p(t)} - \mathbb{I} \right) + \text{div}_x \left( \bar{\mu} \nabla_x \mathbb{B}_{\kappa p(t)} \right), \\
\varrho c_T \dot{\theta} &= \text{div}_x (\kappa \nabla_x \theta) + 2\nu \mathbb{D}(\mathbf{v}) : \mathbb{D}(\mathbf{v}) + \frac{\mu^2}{2\nu} \left( \text{tr} \mathbb{B}_{\kappa p(t)} + \text{tr} \mathbb{B}_{\kappa p(t)}^{-1} - 6 \right) \\
&\quad + \frac{2\mu \bar{\mu}}{\nu} \text{tr} \left[ \text{Sym} \left( \mathbb{B}_{\kappa p(t)}^{-rac{3}{2}} \left( \nabla_x \mathbb{B}_{\kappa p(t)}^{-rac{1}{2}} \right) \right) \cdot \text{Sym} \left( \mathbb{B}_{\kappa p(t)}^{-rac{3}{2}} \left( \nabla \mathbb{B}_{\kappa p(t)}^{-rac{1}{2}} \right) \right) \right].
\end{align*}
\]

The first part of this system, that is equations (1.2a)–(1.2d), constitute the governing equations for the flow of an incompressible Oldroyd-B fluid with a so-called stress-diffusion term. The nomenclature stress-diffusion refers to the last term on the right-hand side of (1.2d). This term is not present in the original Oldroyd-B model, see [38], but it is frequently added to various viscoelastic systems.

---

\(^1\)The notation in (1.1) is the standard one, and it is fully explained in Section 2.

\(^2\)Here Sym denotes the symmetric part of the corresponding term, that is \(\text{Sym} \left( \mathbb{B}_{\kappa p(t)}^{-rac{3}{2}} \left( \nabla_x \mathbb{B}_{\kappa p(t)}^{-rac{1}{2}} \right) \right) = \frac{1}{2} \left( \nabla_x \mathbb{B}_{\kappa p(t)}^{-rac{1}{2}} \right) \mathbb{B}_{\kappa p(t)}^{-rac{1}{2}} + \left( \nabla_x \mathbb{B}_{\kappa p(t)}^{-rac{1}{2}} \right) \mathbb{B}_{\kappa p(t)}^{-rac{1}{2}},\) where we use the notation \([\nabla_x \mathbb{U}]_{ij} = \left( \frac{\partial \mathbb{U}_{ij}}{\partial x_k} \right) V_{kj}.\)
models, see in particular [20], and numerous other works in the field of rheology of complex fluid, see for example [12], [47] or [22], or computational fluid dynamics, see for example [48], [50], [13] or [5]; further references can be found in [36] and [17].

The last equation in (1.2) is the evolution equation for temperature, and it is derived by the method proposed in [36]; see also [17]. (In fact [36] is the first paper that deals, from the thermodynamic point of view, with a temperature evolution equation in the context of viscoelastic rate-type fluids with stress-diffusion.) This equation provides the missing piece of information that complements the evolution equations (1.2a)–(1.2d) for the mechanical quantities, and that in turn allows one to describe coupled thermo-mechanical response of the given fluid. *No restriction to isothermal processes is necessary.* System (1.2) can be shown to be consistent with the laws of thermodynamics, and the underlying thermodynamic concepts can be exploited in the mathematical theory.

System (1.1) can be seen as the special case of (1.2), where the tensorial quantity $\mathbb{B}_{\kappa_p}(t)$ has a simple spherical structure, that is $\mathbb{B}_{\kappa_p}(t) = b\mathbb{I}$, where $\mathbb{I}$ denotes the identity tensor. While the reduction of the tensor field $\mathbb{B}_{\kappa_p}(t)$ to a scalar field $b$ simplifies the mechanical part of the system, the temperature evolution equation is still part of the system, and if the material parameters (e.g. $\tilde{\mu}$ or $\nu$) depend on the temperature, then the temperature equation is fully coupled to the evolution equations for the mechanical quantities. The analysis of this coupled system therefore still constitutes a challenging mathematical problem.

The paper is structured as follows. A class of simplified viscoelastic rate-type models with stress-diffusion and the spherical tensorial quantity $\mathbb{B}_{\kappa_p}(t)$ is briefly derived in Section 2; the reader is referred to [10], [36] and [17] for additional details. While our approach is based on the developments presented in [10], [35], [37], [36] and [42], from the very beginning we consider only the spherical tensor $\mathbb{B}_{\kappa_p}(t) = b\mathbb{I}$, which substantially simplifies the necessary algebraic manipulations.

Following the derivation of the class of models under consideration, we proceed with its mathematical analysis. Regarding mathematical analysis, a few comments are in order. Recently, a similar class of models was analysed in [10], the key difference between the present work and [10] being that the presence of stress-diffusion here is due to irreversible (dissipative) effects, not to energy-storing mechanisms, as considered in [10]. Consequently, in contrast with [10], the models under consideration here contain no Korteweg-type contribution to the stress tensor. Furthermore, the analysis pursued in [10] rests on the assumption that all processes of relevance are isothermal, whereas the present paper is devoted to the technically more challenging non-isothermal case. The emphasis on the non-isothermal case also distinguishes our contribution from various studies concerning the solvability of the governing equations for viscoelastic rate-type fluids with a stress-diffusion term; see for example [20], [15], [1], [32], [14], [34], [33], [2], [3] or [4].

The first step in the mathematical analysis of the governing equations is the decision regarding the choice of a particular form of the evolution equation for the thermal variables. If one is concerned with strong solutions, then one can track the evolution of either the net total energy or the temperature field alone, and the two approaches are equivalent. On the other hand, when one works with a weak solution, then the two approaches are no longer equivalent, and one of them must be chosen. We use the approach based on the net total energy. (Note that the net total
energy is also a primary concept from the physical point of view. The concept of internal energy is in this perspective a derived one.) This choice leads to a formulation where all nonlinearities appear in divergence form, which is then conveniently exploited in the definition of weak solution. We note in this respect that the concept of weak solution based on the notion of net total energy balance has been also gainfully exploited in the context of the Navier–Stokes–Fourier system, see [24] and the subsequent publications [9], [8] and [7], as well as in the context of the governing equations of other complex liquids, see for example [23].

Once the choice of the evolution equation based on the net total energy has been made, the proof of the existence of a large-data global weak solution proceeds by a three-level Galerkin approximation, described in Section 4, and careful passages to the limits in the sequences of Galerkin approximations to the velocity field, the internal energy, and the spherical part of the Cauchy stress tensor using various weak compactness techniques.

We close the paper with concluding remarks and a summary of the main results of the paper.

2 Governing equations and thermodynamic underpinnings

2.1 Governing equations

The basic system of governing partial differential equations in incompressible fluid dynamics stems from the balance equations for mass, linear and angular momenta and energy, and from the mathematical formulation of the second law of thermodynamics. When written in their local forms and assuming that the positive density \( \rho \) is uniform in space and time, these governing equations take the form

\[
\begin{align*}
\nabla \cdot \mathbf{v} &= 0, \\
\rho \dot{\mathbf{v}} &= -\nabla p + \nabla \cdot \mathbf{T}_d + \rho \mathbf{b}, \\
\mathbf{T} &= \mathbf{T}^T, \\
\rho \dot{E} &= \nabla \cdot (\mathbf{T} \mathbf{v} - \mathbf{j}_e) + \rho \mathbf{b} \cdot \mathbf{v},
\end{align*}
\]

(2.1)

where \( \mathbf{v} \) is the velocity, \( \mathbf{T} \) is the Cauchy stress tensor, \( \mathbf{T}_d := \mathbf{T} - \frac{1}{3} (\text{tr} \mathbf{T}) \mathbf{I} \) is its deviatoric (traceless) part, \( -p := \frac{1}{3} \text{tr} \mathbf{T} \) is the mean normal stress, \( E := \frac{1}{2} |\mathbf{v}|^2 + e \) stands for the specific total energy (that is, the sum of the specific kinetic energy and the specific internal energy \( e \)), \( \eta \) is the specific entropy, \( \mathbf{j}_e \) is the energy (heat) flux, \( \mathbf{j}_\eta \) is the entropy flux and \( \zeta \) represents the entropy production that is supposed to be, in accordance with the second law of thermodynamics, nonnegative; \( \mathbf{b} \) stands for the given external force. The superscript \( \cdot \) signifies the material derivative of a given physical quantity; to be more precise, \( \dot{q} := \frac{\partial q}{\partial t} + \mathbf{v} \cdot \nabla q \) denotes the material derivative of \( q \). Note that it follows from the second and the last equation in (2.1) that the evolution equation for the internal energy takes the form

\[
\rho \dot{e} = \mathbf{T} : \mathbb{D}(\mathbf{v}) - \nabla \cdot \mathbf{j}_e,
\]

(2.3)

where \( \mathbb{D}(\mathbf{v}) \) denotes the symmetric part of the velocity gradient, \( \mathbb{D}(\mathbf{v}) := \frac{1}{2} \left( \nabla \mathbf{v} + (\nabla \mathbf{v})^T \right) \).

The particular governing equations for the given substance then follow from the specification of energy storage mechanisms in the given substance and the specification of entropy producing
mechanisms in the given substance. The specification of the energy storage mechanisms is tantamount to the specification of the Helmholtz free energy $\psi$, while the specification of the entropy producing mechanisms is tantamount to the specification of entropy production $\zeta$. (Whenever convenient other thermodynamic potentials such as the internal energy or Gibbs free energy may also be used instead of the Helmholtz free energy; see, for example, [43], [46] or [41].) These quantities will be of interest in the mathematical theory as well, hence we show how to derive (1.1) and similar models from the knowledge of the general balance equations (2.1) and formulae for the Helmholtz free energy $\psi$ and the entropy production $\zeta$.

Following the approach proposed in [42], [37], [30] and [36], the visco-elastic response of the given fluid is incorporated in the model via the dependence of the internal energy on the tensorial quantity $B_{\kappa p}(t)$ that encodes the elastic response of the fluid $^3$. (The quantity $B_{\kappa p}(t)$ is the left Cauchy–Green tensor associated with the elastic response from the so-called natural configuration to the current configuration; see in particular [35] and [36] for details.) In our case we keep the tensorial character of $B_{\kappa p}(t)$, but we assume that it is purely spherical, that is

$$B_{\kappa p}(t) = b\mathbb{I}. \quad (2.4)$$

In order to abbreviate and simplify the derivation of the model, we can assume that $b$ is just an “internal variable”, which enters the constitutive equations for the internal energy $e$. (This allows us to abstain from in-depth discussion of the physical meaning of $B_{\kappa p}(t)$. On the other hand, the fact that $B_{\kappa p}(t)$ has a clear physical meaning is very useful in the development of new models for complex fluids.) This internal variable is assumed to be governed by the evolution equation

$$\dot{b} = \text{div}_x (\alpha(\theta, b) \nabla_x b) - h(\theta, b), \quad (2.5)$$

where $\alpha$ is a positive and continuous function of $\theta$ and $b$, and the function $h$ is a function to be specified later. Since only $b$ and not $\nabla_x b$ is considered in the constitutive equation for the internal energy, the stress-diffusion effect has, in the given class of models investigated below, no influence on the energy storage mechanisms. This means that stress-diffusion is interpreted as a purely dissipative mechanism; see [36] and [10] for a discussion. Moreover, the dissipative nature of the stress-diffusion term corresponds to the microscopic interpretation of the stress-diffusion term in [20]. Indeed, in [20] the stress-diffusion term is related to the “hydrodynamic resistance of the dumbbell beads”, and the term “originates in the Brownian motion of the center-of-mass of the dumbbell”.

Once we have identified the quantities that are relevant with respect to the energy storage mechanisms, we introduce the specific Helmholtz free energy $\psi$ through $\psi := e - \theta \eta$, and we assume that $\psi$ is a function of $\theta$ and $b$ that has the following structure

$$\psi = \tilde{\psi}(\theta, b) := \tilde{\psi}_0(\theta) + \frac{1}{\theta} \tilde{\psi}_1(\theta) \tilde{\psi}_2(b), \quad (2.6)$$

$^3$For alternative approaches to standard viscoelastic rate-type fluids without stress-diffusion see especially [40], [51], [19] or [27]. In particular [19] contains a rich bibliography on the subject matter. See also [39] for a recent discussion of viscoelastic rate-type models in the context of the GENERIC framework.
where $\tilde{\psi}_0$ and $\tilde{\psi}_1$ are defined and continuous on $[0, \infty)$, $\tilde{\psi}_2$ is defined and continuous on $(0, \infty)$, and they all belong to $C^2((0, \infty))$ and satisfy suitable additional assumptions specified below. The decomposition is motivated by the special case we have in mind,

$$
\psi = \tilde{\psi}(\theta, b) := -c_V \theta \left( \ln \left( \frac{\theta}{\theta_{\text{ref}}} \right) - 1 \right) + \frac{1}{\theta} \tilde{\psi}_1(\theta)(b - 1 - \ln b),
$$

(2.7)

where $c_V > 0$ denotes the specific heat at constant volume, $\theta_{\text{ref}} > 0$ is a reference temperature, and $\tilde{\psi}_1(\theta) \geq C_0 > 0$ for all $\theta \geq 0$ is a temperature-dependent shear modulus. The last term in the Helmholtz free energy formula (2.7) is motivated by the expression $\text{tr} B\kappa p(t) - 3 - \ln \det B\kappa p(t)$, which is an expression that appears in the Helmholtz free energy for a class of viscoelastic fluids. The purely thermal part, that is the first term on the right-hand side of (2.7), would lead, if considered separately, to the classical heat conduction equation with the constant specific heat.

We note that, as in (2.6) and (2.7), all particular functions of the temperature $\theta$ and $b$ will appear hereafter with the superscript tilde, while general physical quantities will be written without the superscript tilde. The basic thermodynamic relations give that

$$
\eta = \tilde{\eta}(\theta, b) := -\frac{\partial \tilde{\psi}(\theta, b)}{\partial \theta}, \quad e = \tilde{e}(\theta, b) := \theta \tilde{\eta}(\theta, b) + \tilde{\psi}(\theta, b).
$$

(2.8)

Hence we see that, by taking the material derivative of $e - \theta \eta = \tilde{\psi}(\theta, b)$ and using (2.6), we arrive at

$$
\rho \dot{e} - \rho \theta \dot{\eta} = \rho \frac{\partial \tilde{\psi}}{\partial b} b = \tilde{\psi}_1(\theta) \tilde{\psi}_2'(b) b.
$$

(2.9)

(Recall that the density $\rho$ has been assumed to be a positive constant.) Since we have a formula for the time derivative of $b$, see (2.5), a formula for the time derivative of $e$, see (2.3), and a formula for the time derivative of $\eta$, see (2.2), we obtain the following equation for the entropy production $\zeta$ appearing in (2.2):

$$
\zeta = \rho \dot{\eta} + \text{div}_x j_\eta = \rho \frac{\dot{e}}{\theta} - \rho \frac{\partial \tilde{\psi}}{\partial b} \frac{\dot{b}}{\theta} + \text{div}_x j_\eta \\
= \frac{T}{\theta} : \mathbb{D}(v) - \text{div}_x j_e - \rho \frac{\partial \tilde{\psi}}{\partial b} \frac{\dot{b}}{\theta} \frac{\text{div}_x (\alpha(\theta, b) \nabla_x b) - h(\theta, b)}{\theta} + \text{div}_x j_\eta \\
= \frac{T}{\theta} : \mathbb{D}(v) + \rho \frac{\partial \tilde{\psi}}{\partial b} h(\theta, b) \frac{\dot{b}}{\theta} - \rho \frac{\partial \tilde{\psi}}{\partial b} \frac{\text{div}_x (\alpha(\theta, b) \nabla_x b)}{\theta} - \frac{\text{div}_x j_e}{\theta} + \text{div}_x j_\eta.
$$

(2.10)

Now the objective is to manipulate the right-hand side in such a way that all of the divergence terms are grouped together; that is, we want to obtain all divergence terms by the application of

---

4Regarding this expression, see the early considerations in [45], and a detailed discussion in [19]. For its mathematical underpinnings see [31] and [6]. A list of formulae for Helmholtz free energy behind various classical viscoelastic rate-type models is also given in [17].
the divergence operator to a single quantity. This will help us to identify the fluxes. We see that
\[
\zeta = \frac{T : \mathbb{D}(v)}{\theta} + \rho \frac{\partial \tilde{\psi} h(\theta, b)}{\partial \theta} \frac{\rho}{\theta} - \text{div}_x \left( \frac{\partial \tilde{\psi} \alpha(\theta, b) \nabla_x b}{\rho} \frac{\partial \alpha}{\partial \theta} + \frac{j_e}{\theta} - j_n \right)
\]
\[
+ \frac{\rho}{\partial b^2} \frac{\partial^2 \tilde{\psi} \alpha(\theta, b)}{\theta} \left| \nabla_x b \right|^2 + \frac{1}{\theta^2} \left[ \rho \left( \partial_\theta \frac{\partial^2 \tilde{\psi}}{\partial \theta^2} \right) \partial_\theta \partial_b \alpha(\theta, b) \nabla_x b \right] \right] \cdot \nabla_x \theta
\]
\[
= \frac{T : \mathbb{D}(v)}{\theta} + \rho \frac{\partial \tilde{\psi} h(\theta, b)}{\partial \theta} \frac{\rho}{\theta} - \text{div}_x \left( \frac{\partial \tilde{\psi} \alpha(\theta, b) \nabla_x b}{\rho} \frac{\partial \alpha}{\partial \theta} + \frac{j_e}{\theta} - j_n \right)
\]
\[
+ \frac{\rho}{\partial b^2} \frac{\partial^2 \tilde{\psi} \alpha(\theta, b)}{\theta} \left| \nabla_x b \right|^2 - \frac{1}{\theta^2} \left[ \rho \frac{\partial \tilde{\psi}}{\partial b} \partial_\theta \partial_b \alpha(\theta, b) \nabla_x b + j_e \right] \cdot \nabla_x \theta.
\] (2.11)

We proceed by recalling the decomposition of the Helmholtz free energy \( \psi \) postulated in (2.6). In order to guarantee that the entropy production \( \zeta \), that is the right-hand side of (2.11), is nonnegative we require that
\[
\tilde{\psi}'(b) \geq 0 \quad \text{for all } b > 0, \quad \tilde{\psi}(\theta) \geq 0 \quad \text{for all } \theta \geq 0,
\] (2.12)
where the prime symbol \( ' \) denotes differentiation with respect to \( b \). This guarantees the positivity of the term \( \rho \frac{\partial^2 \tilde{\psi} \alpha(\theta, b)}{\partial \theta} \left| \nabla_x b \right|^2 \). (Recall that \( \alpha \) is assumed to be positive.) The remaining product terms such as \( T : \mathbb{D}(v) \mathbb{D}(v) \) must have a structure that guarantees their non-negativity; this helps us to identify a relation between \( T \) and \( \mathbb{D}(v) \) (cf. (2.13a) below). Finally, we need the divergence term in (2.11) to vanish, which yields a relation between the energy flux \( j_e \) and the entropy flux \( j_n \).

Consequently, if we assume that the Cauchy stress tensor \( T \), the function \( h \) in the evolution equation for \( b \), the energy flux \( j_e \) and the entropy flux \( j_n \) are given by the formulae
\[
T_\delta := 2\nu(\theta, b) \mathbb{D}(v),
\] (2.13a)
\[
h(\theta, b) := C(\theta, b) \tilde{\psi}'(b),
\] (2.13b)
\[
j_e := -\kappa(\theta, b) \nabla_x \theta - \frac{\partial \tilde{\psi}}{\partial b} \alpha(\theta, b) \nabla_x b,
\] (2.13c)
\[
j_n := -\frac{\kappa(\theta, b) \nabla_x \theta}{\theta} + \frac{\partial^2 \tilde{\psi}}{\partial b^2} \alpha(\theta, b) \nabla_x b.
\] (2.13d)
where the shear viscosity \( \nu \), the coefficient \( C \) and the heat conductivity \( \kappa \) are positive (or at least nonnegative) functions of their variables, then the right-hand side of (2.11) is indeed nonnegative, and we see that the proposed constitutive relations (2.13) conform to the second law of thermodynamics. Note that thanks to (2.6) we see that the formulae for the fluxes reduce to
\[
j_e = -\frac{\kappa(\theta, b) \nabla_x \theta}{\theta} + (\tilde{\psi}_1(\theta) - \theta \tilde{\psi}_1'(\theta)) \tilde{\psi}_2'(b) \alpha(\theta, b) \nabla_x b,
\] (2.14a)
\[
j_n = -\frac{\kappa(\theta, b) \nabla_x \theta}{\theta} + \tilde{\psi}_1'(\theta) \tilde{\psi}_2'(b) \alpha(\theta, b) \nabla_x b.
\] (2.14b)
We then conclude from (2.11) and (2.13) that the formula for the entropy production reduces to
\[ \theta \zeta = \frac{\kappa(\theta, b)}{\theta} |\nabla_x \theta|^2 + 2\nu(\theta, b) |\mathbb{D}(v)|^2 + C(\theta, b) \tilde{\psi}_1(\theta)(\tilde{\psi}_2'(b))^2 + \tilde{\psi}_1(\theta) \tilde{\psi}_2''(b) \alpha(\theta, b) |\nabla_x b|^2. \] (2.15)

Given the requirement (2.12) we see that the entropy production is non-negative, and that the second law of thermodynamics is satisfied. (We can also reverse the argument in the sense of the introductory discussion. If we assume entropy production in the form (2.15), and if we compare it with the right-hand side of (2.11), then we get (2.13). In this sense the Cauchy stress tensor and the fluxes are determined by the entropy production and the Helmholtz free energy.)

Furthermore, the constitutive equations (2.13) together with the equations (2.1)–(2.3) lead to the system of governing equations describing the evolution of \( \rho, v, e, \) and \( b \) that, because of the way in which the system is derived, fulfil the laws of thermodynamics. (In particular, the net total energy in a thermodynamically isolated system is constant, and the net entropy in a thermodynamically isolated system is a nondecreasing function.) If we use the constitutive equations (2.13) in (2.1), (2.3) and (2.5), then we arrive at

\[ \begin{align*}
\text{div}_x v &= 0, \\
\rho \dot{v} &= -\nabla_x p + \text{div}_x (2\nu(\theta, b)\mathbb{D}(v)) + \rho b, \quad (2.16a) \\
\rho \dot{e} &= 2\nu(\theta, b)|\mathbb{D}(v)|^2 + \text{div}_x (\kappa(\theta, b) \nabla_x \theta + (\tilde{\psi}_1(\theta) - \theta \tilde{\psi}_1'(\theta)) \tilde{\psi}_2'(b) \alpha(\theta, b) \nabla_x b), \quad (2.16b) \\
\dot{b} &= \text{div}_x (\alpha(\theta, b) \nabla_x b) - C(\theta, b) \tilde{\psi}_2'(b). \quad (2.16c)
\end{align*} \]

This system of equations is a closed set of equations provided that we can find a formula for the temperature \( \theta \) in terms of \( e \) and \( b \).

Our aim is now therefore to explore the circumstances under which one can guarantee the existence of a bivariate function \( \theta = \tilde{\theta}(e, b) \). Note first that as a consequence of (2.8) and the specific formula for the Helmholtz free energy (2.6), we have that

\[ \eta = -\frac{\partial \tilde{\psi}}{\partial \theta} = -\tilde{\psi}_0'(\theta) - \frac{1}{\theta} \tilde{\psi}_1'(\theta) \tilde{\psi}_2(b) =: \tilde{\eta}(\theta, b), \]

\[ e = \psi + \theta \eta = (\tilde{\psi}_0(\theta) - \theta \tilde{\psi}_0'(\theta)) + \frac{1}{\theta} (\tilde{\psi}_1(\theta) - \theta \tilde{\psi}_1'(\theta)) \tilde{\psi}_2(b) =: \tilde{e}(\theta, b); \]

hence

\[ \frac{\partial \tilde{e}(\theta, b)}{\partial \theta} = -\theta \tilde{\psi}_0''(\theta) - \frac{1}{\theta} \theta \tilde{\psi}_0''(\theta) \psi_2(b) = -\theta \frac{\partial^2 \tilde{\psi}(\theta, b)}{\partial \theta^2}. \] (2.18)

Consequently, if we assume that \( \frac{\partial^2 \tilde{\psi}}{\partial \theta^2} < 0 \) for all \( \theta > 0 \) and \( b > 0 \), then it follows that \( \tilde{e} \) is strictly increasing, and we can therefore invert \( \tilde{e} \) with respect to \( \theta \) and consider \( \tilde{\theta} \) as a function of \( e \) and \( b \). (We recall that the expression \(-\theta \frac{\partial^2 \tilde{\psi}(\theta, b)}{\partial \theta^2}\), or equivalently \( \frac{\partial \tilde{e}(\theta, b)}{\partial \theta} \), is a particular instance of the general formula \( c_V(\theta, \cdot) := -\theta \frac{\partial^2 \tilde{\psi}}{\partial \theta^2}(\theta, \cdot) \) that gives one the specific heat at constant volume \( c_V \).
in terms of the derivatives of the Helmholtz free energy/internal energy; see for example [11]. The assumption on the sign of the derivative thus translates to a reasonable requirement on the positivity of the specific heat at constant volume.) Thus under the given assumptions we deduce, with \( \mathbb{R}_0 \) and \( \mathbb{R}_{\geq 0} \) signifying the set of all positive and all nonnegative real numbers, respectively, the existence of \( \bar{\theta}(e, b) \) with

\[
\bar{\theta} : \tilde{e}(\mathbb{R}_0, \mathbb{R}_0) \times \mathbb{R}_0 \to \mathbb{R}_{\geq 0} \text{ such that } \bar{\theta}(\tilde{e}(\theta, b), b) = \theta.
\]  

(2.19)

This function can be subsequently used in (2.16). The treatment of (2.19) on the level of weak solution will be one of the main difficulties in the proof of existence of a weak solution to the given system of governing equations.

Inserting the formulae for the energy flux (2.13c) and the Cauchy stress tensor (2.13a) into the evolution equation for the total energy (2.1) and the evolution equation for the entropy (2.2), and recalling that \( E := e + \frac{1}{2} |v|^2 \), we obtain

\[
\rho \dot{E} = \text{div}_x \left( (\rho \rho_l + 2 \nu(\theta, b) \mathbb{D}(v)) v + \kappa(\theta) \nabla_x \theta \right) \\
+ \text{div}_x \left( (\bar{\psi}_1(\theta) - \theta \bar{\psi}_1'(\theta)) \bar{\psi}_2(b) \alpha(\theta, b) \nabla_x b \right) + \rho b \cdot v,
\]

(2.20)

and

\[
\rho \dot{\eta} = \zeta + \text{div}_x \left( \kappa(\theta, b) \frac{\nabla_x \theta}{\theta} - \bar{\psi}_1(\theta) \bar{\psi}_2'(b) \alpha(\theta, b) \nabla_x b \right),
\]

(2.21)

where \( \zeta \) is given by (2.15). Note that equation (2.20) can be formally obtained by taking the scalar product of (2.16b) and \( v \) and adding the result to (2.16c). It is also worth observing that the equation (2.21) can be obtained from the system (2.16) by multiplying (2.16c) by \( \frac{1}{\bar{\theta}} \) and subtracting (2.16d) multiplied by \( \frac{\bar{\psi}_1(\theta) \bar{\psi}_2'(b)}{\bar{\theta}} \), this calculation being motivated by the pair of equalities in (2.9).

To summarise, at the level of smooth functions (strong solutions) the system (2.16) is equivalent to the system consisting of the first, the second, and the fourth equation in (2.16), and (2.20). At the level of weak solutions, which we will introduce and study below, this equivalence holds provided that \( v \) is an admissible test function in the weak formulation of the equation (2.16b). This is however not the case in general. From the point of view of the mathematical analysis of the model, it is helpful to start with the equation (2.16c) for \( e \) at the level of approximations as this then helps to show that \( e \) is nonnegative. However, at a certain point in our analysis we need to invoke the equation (2.20) for \( E \) as all terms that appear on the right-hand side of this equation are in divergence form, which aids passage to the limit in the weak formulation of this equation, while in general, when \( |\mathbb{D}(v)|^2 \) is only integrable, it is unclear how one could deduce that the weak formulation of the equation for \( e \) holds. One could of course deduce an inequality instead of an equality in this way, but that would be an unsatisfactory end-result from the physical as well as mathematical point of view.
2.2 Initial and boundary conditions

Finally, the system (2.16) is supplemented with initial conditions and boundary conditions. We assume that for a $T > 0$ and $\Omega \subset \mathbb{R}^3$ being a bounded domain with $C^1$-boundary, the following boundary conditions hold on $(0,T) \times \partial \Omega$:

$$
\begin{align*}
\jmath_b &= \alpha(\theta, b) \nabla_x b \cdot \mathbf{n} = 0, \\
\jmath_\theta &= \kappa(\theta, b) \nabla_x \theta \cdot \mathbf{n} = 0,
\end{align*}
$$

(2.22)

and

$$
\begin{align*}
\mathbf{v}_\tau &= 0 \quad \text{if and only if } |s| \leq s_*, \\
\mathbf{s} &= s_* \frac{\mathbf{v}_\tau}{|\mathbf{v}_\tau|} + \gamma_* \mathbf{v}_\tau \quad \text{if and only if } |s| > s_* ,
\end{align*}
$$

(2.23)

where $\mathbf{s} := -(\mathbf{T}_n)_\tau = -(\mathbf{S}_n)_\tau$, $\mathbf{z}_\tau := \mathbf{z} - (\mathbf{z} \cdot \mathbf{n})\mathbf{n}$ and $\mathbf{n}$ is the unit outward normal vector to $\partial \Omega$. It is more convenient to rewrite the condition (2.23) as an implicitly constituted boundary condition of the form $g(s, v_\tau) = 0$; that is,

$$
\gamma_* \mathbf{v}_\tau = \frac{(|s| - s_*)^+}{|s|} \mathbf{s} .
$$

(2.24)

The reasons for this choice of boundary condition are twofold. First, it covers several interesting cases, such as slip, Navier’s slip and stick-slip. (Slip type boundary conditions are popular in rheology, see for example [29], hence we are not compromising the physical relevance of the boundary condition.) In addition, the frequently used no-slip boundary condition can be seen as an approximation of the physically more realistic stick-slip boundary condition when $|s|$ is small, in the sense that it is below the threshold value $s_*$. Secondly, our choice of boundary condition enables us to show that the mean normal stress $-p$ is an integrable function. This property plays an important role in the proof of our main result, because $p$ appears in the evolution equation for the net total energy (2.20).

Finally, we impose the initial conditions

$$
\mathbf{v}(0, \cdot) = \mathbf{v}_0, \quad \theta(0, \cdot) = \theta_0 \quad \text{and} \quad b(0, \cdot) = b_0 \quad \text{in } \Omega,
$$

(2.25)

where the given functions $\mathbf{v}_0$, $\theta_0$ and $b_0$ satisfy, for some $0 < b_{\min} \leq 1 \leq b_{\max} < \infty$,

$$
\begin{align*}
\text{div}_x \mathbf{v}_0 &= 0 \text{ in } \Omega, & \mathbf{v}_0 \cdot \mathbf{n} &= 0 \text{ on } \partial \Omega, \\
0 < b_{\min} &\leq b_0 \leq b_{\max} \text{ in } \Omega, & 0 < \theta_0 &\text{ in } \Omega.
\end{align*}
$$

(2.26)

2.3 Assumptions on the material functions

Since the density is assumed to be uniform in time and space, without loss of generality we can suppose that $\varrho \equiv 1$. This will help us to ensure that various long formulae are more transparent, and we follow this practice throughout the rest of the paper.
We recall several observations made in the preceding section, in particular identities (2.11) and (2.15), and we precisely state the assumptions on the material functions. Motivated by the example given in (2.7) and by the thermodynamic considerations stated above, see especially (2.12) and the discussion following (2.18), we formulate our structural assumptions on the Helmholtz free energy $\tilde{\psi}$.

(A1) Let $\psi = \tilde{\psi}(\theta, b)$ be of the form (2.6), that is

$$\tilde{\psi}(\theta, b) := \tilde{\psi}_0(\theta) + \tilde{\psi}_1(\theta)\tilde{\psi}_2(b),$$

where $\tilde{\psi}_0$, $\tilde{\psi}_1$ and $\tilde{\psi}_2$ belong to $C^2((0, \infty))$ and satisfy

$$\tilde{\psi}_0''(s) < 0, \quad \tilde{\psi}_1''(s) \leq 0, \quad \tilde{\psi}_1'(s) \geq 0, \quad \text{and} \quad \tilde{\psi}_2''(s) \geq 0 \quad \text{for all} \quad s > 0.$$

Next, we introduce the notation

$$\tilde{e}_0(\theta) := \tilde{\psi}_0(\theta) - \theta \tilde{\psi}_0'(\theta) \quad \text{and} \quad \tilde{e}_1(\theta) := \tilde{\psi}_1(\theta) - \theta \tilde{\psi}_1'(\theta),$$

and with the help of (2.27) we define

$$\tilde{\eta}(\theta, b) := -\frac{\partial \tilde{\psi}(\theta, b)}{\partial \theta} = -\tilde{\psi}_0'(\theta) - \tilde{\psi}_1'(\theta)\tilde{\psi}_2(b),$$

$$\tilde{e}(\theta, b) := \tilde{\psi}(\theta, b) + \theta \tilde{\eta}(\theta, b) = \tilde{e}_0(\theta) + \tilde{e}_1(\theta)\tilde{\psi}_2(b).$$

The assumption (A1) on $\tilde{\psi}_0$ and $\tilde{\psi}_1$ also implies that $\tilde{e}_0$ and $\tilde{e}_1$ are increasing and nondecreasing, respectively, as

$$\tilde{e}_0'(s) = -s\tilde{\psi}_0''(s) > 0 \quad \text{and} \quad \tilde{e}_1'(s) = -s\tilde{\psi}_1''(s) \geq 0 \quad \text{for all} \quad s > 0.$$  

The next assumption is aimed at controlling the behaviour of $\tilde{\psi}_1(\theta)$ at $\theta = 0$ and $\theta = +\infty$; it also regulates the behaviour of $\tilde{\psi}_2(b)$ at $b = 1$.

(A2) Let $\tilde{\psi}_1 \in C^2([0, \infty))$ and $\tilde{\psi}_2 \in C^2((0, \infty))$ satisfy

$$\tilde{\psi}_1(0) \geq 0 \quad \text{and} \quad \tilde{\psi}_2(1) = \tilde{\psi}'_2(1) = 0,$$

and suppose that there exists a positive constant $C$ such that

$$-s^2\tilde{\psi}_1''(s) \leq C \quad \text{for all} \quad s \in [0, \infty).$$

The first condition in (A2) combined with (A1) implies that $\tilde{\psi}_1$ is nonnegative; recall that $\tilde{\psi}_1$ is nondecreasing. In addition, the first condition also leads to $\tilde{e}_1(0) \geq 0$ and consequently, as $\tilde{e}_1$ is increasing, see (2.29), the function $\tilde{e}_1$ is nonnegative. The second condition mimics the example (2.7) above and asserts that $\tilde{\psi}_2$ has minimum at $b = 1$. This is a consequence of the
convexity of $\tilde{\psi}_2$ stated in (A1). Furthermore, since $\tilde{\psi}'_2(1) = 0$, we see that the function $\tilde{h}(\theta, b)$ on the right-hand side of the evolution equation for $b$, see (2.5), (2.13b) and (2.16d), vanishes at $b = 1$, which means that the “equilibrium state” $b \equiv 1$ is a trivial solution of (2.16d).

Moreover, since $\tilde{\psi}_1$ and $\tilde{\psi}_2$ are nonnegative, it directly follows from (A1) that $\tilde{\psi}$ is strictly concave with respect to the variable $\theta$ and convex with respect to the variable $b$; that is

$$\frac{\partial^2 \tilde{\psi}}{\partial \theta^2} < 0 \quad \text{and} \quad \frac{\partial^2 \tilde{\psi}}{\partial b^2} \geq 0.$$  

The first requirement is the classical strict concavity condition for the Helmholtz free energy with respect to temperature, and we again recall that it guarantees the positivity of the specific heat at constant volume. The second condition is well known in theory of elasticity: the stored energy/Helmholtz free energy must be, if we consider the scalar case, a convex function of the stretch; see for example [21].

Note that $|\tilde{\psi}|$ may explode as $\theta \to +\infty$, and also as $b \to 0_+$ and $b \to +\infty$; similarly $|\frac{\partial \tilde{\psi}}{\partial \theta}|$ may explode as $\theta \to 0_+$. The next assumption is introduced in order to impose suitable growth conditions on the Helmholtz free energy, and thereby, indirectly, also on the internal energy and the entropy.

(A3) Let

$$\lim_{\theta \to 0^+} \tilde{\psi}'_0(\theta) = +\infty \quad \text{and} \quad \lim_{\theta \to 0^+} \theta \tilde{\psi}'_0(\theta) = \lim_{\theta \to 0^+} \tilde{\psi}_0(\theta) = 0.$$  

It follows from the definition of $\tilde{e}_0$, see (2.27), and from (A3) that

$$\lim_{\theta \to 0^+} \tilde{e}_0(\theta) = 0,$$  

which implies, in accordance with the above properties, that $\tilde{e}_0$ is strictly increasing and positive on $(0, \infty)$. The next assumption imposed on $\tilde{\psi}_0$ and $\tilde{\psi}_1$ helps to control the behaviour of $\tilde{\psi}$ as $\theta \to +\infty$.

(A4) Let $C_1$ and $C_2$ be two positive constants such that

$$C_1 \leq -s\tilde{\psi}'_0(s) \leq C_2 \quad \text{for all} \ s > 0,$$

and

$$\int_0^\infty -s\tilde{\psi}'_1(s) \, ds \leq C_2.$$  

The first assumption in (A4) combined with (2.29) leads to the two-sided bound

$$C_1 \leq \tilde{e}_0'(s) \leq C_2,$$

which together with (2.30) gives

$$C_1 s \leq \tilde{e}_0(s) \leq C_2 s.$$  

(2.31)
The second assumption in (A4) and (2.29) lead to the two-sided bound
\[ \tilde{e}_1(0) \leq \tilde{e}_1(s) \leq \tilde{e}_1(0) + C_2. \] (2.32)
Finally, we need to impose suitable conditions on the other functions/parameters featuring in the model under consideration.

(A5) Suppose that the functions \( \nu, \kappa, \alpha, h \in C(\mathbb{R}_{\geq 0} \times \mathbb{R}_{>0}) \), and that they satisfy, for all \( \theta \in \mathbb{R}_{\geq 0} \) and \( b \in (b_{\text{min}}, b_{\text{max}}) \), where \( 0 < b_{\text{min}} < 1 < b_{\text{max}} \), the following bounds:
\[ C_1 \leq \nu(\theta, b), \kappa(\theta, b), \alpha(\theta, b) \leq C_2, \] (2.33)
\[ 0 \leq h(\theta, b)(b - 1) \quad \text{and} \quad |h(\theta, b)| \leq C_2. \] (2.34)

The rationale for the assumptions on the function \( h(\theta, b) \) is the following. If we are interested in the governing equations (1.1), that embody a scalar version of the diffusive Oldroyd-B model, then we need to set the specific Helmholtz free energy in the form (2.7), that is we set
\[ \tilde{\psi}_2(b) := (b - 1 - \ln b), \] (2.35)
and we get \( \tilde{\psi}'_2(b) = 1 - \frac{1}{b} \) and \( \tilde{\psi}''_2(b) = \frac{1}{b^2} \), and we see that \( \tilde{\psi}_2(b) \) satisfies assumptions (A1) and (A2). Furthermore, the function \( h(\theta, b) \) on the right-hand side of the evolution equation for \( b \), see (2.5), needs to be fixed as \( h(\theta, b) := (b - 1) \). This means that the function \( C \) in the constitutive relation (2.13b) is fixed as \( C(\theta, b) := b \). The condition (2.34) is clearly satisfied, and, moreover, the condition on the non-negativity of the entropy production, see (2.15), is satisfied as well.

Similarly, if we keep the Helmholtz free energy the same as in the previous case, and if we choose \( h(\theta, b) := \alpha b^2 + (1 - 2\alpha)b - (1 - \alpha) \), where \( \alpha \in [0, 1] \), then we would be dealing with a scalar version of the diffusive Giesekus model, see [26] for the original (non-diffusive) model and [17] and [18] for a thermodynamic background of this model. A straightforward computation again shows that (2.34) is again satisfied. (Note that if \( \alpha = 0 \), then this model reduces to the previous one.) Consequently, the structural condition (2.34) covers important viscoelastic rate-type models.

We close this section by stating and proving an auxiliary property of the entropy \( \tilde{\eta} \), which follows from the assumptions (A1), (A2) and (A4).

**Lemma 2.1.** With \( C_1 \) and \( C_2 \) as in (A4) we have, for all \( s > 0 \) and all \( b > 0 \), that
\[ \tilde{\eta}(s, b) \leq -C_1|\ln s| + C(1 + s). \] (2.36)
where \( C := \max(C_1 + C_2, |\tilde{\psi}'_0(1)|) \).

**Proof.** Taylor expansion of \( \tilde{\psi}_2 \) about \( b = 1 \) gives \( \tilde{\psi}_2(b) = \tilde{\psi}_2(1) + (b - 1)\tilde{\psi}'_2(1) + \frac{1}{2}(b - 1)^2\tilde{\psi}''_2(\sigma) \), where \( \sigma \in (0, b) \); hence, by Assumptions (A1) and (A2), \( \tilde{\psi}_2(b) = \frac{1}{2}(b - 1)^2\tilde{\psi}''_2(\sigma) \geq 0 \) for all \( b > 0 \).
Thus, by (2.28) and assumptions \((A1)\) and \((A4)\),
\[
\tilde{\eta}(s, b) = -\tilde{\psi}_0'(s) - \tilde{\psi}_1'(s)\tilde{\psi}_2(b) \leq -\tilde{\psi}_0'(s)
\]
\[
= \begin{cases}
-\int_1^s \tilde{\psi}_0''(t) \, dt - \tilde{\psi}_0'(1), & \text{for } s \geq 1, \\
\int_s^1 \tilde{\psi}_0''(t) \, dt - \tilde{\psi}_0'(1), & \text{for } s \leq 1
\end{cases}
\]
\[
= \begin{cases}
-C_1(\ln s) + (C_1 + C_2)\ln s - \tilde{\psi}_0'(1), & \text{for } s \geq 1, \\
-C_1(-\ln s) - \tilde{\psi}_0'(1), & \text{for } s \leq 1
\end{cases}
\]
\[
\leq \begin{cases}
-C_1|\ln s| + (C_1 + C_2)s + |\tilde{\psi}_0'(1)|, & \text{for } s \geq 1, \\
-C_1|\ln s| + |\tilde{\psi}_0'(1)|, & \text{for } s \leq 1
\end{cases}
\]
which implies the stated result with \(C := \max(C_1 + C_2, |\tilde{\psi}_0'(1)|)\).

\[\square\]

3 Function spaces and the statement of the main results

In this section, we provide a precise statement of the main results of the paper, concerning the existence of large-data global weak solutions of the evolutionary system under consideration. In order to formulate these, we need to introduce suitable function spaces.

3.1 Notation

Throughout the paper we shall use the standard notations for Lebesgue, Sobolev, Bochner and Sobolev–Bochner spaces: \((L^p(\Omega), \|\cdot\|_p), (W^{s,p}(\Omega), \|\cdot\|_{s,p}), L^p(0, T; X)\) and \(W^{1,p}(0, T; X)\), with \(p\) satisfying \(1 \leq p \leq \infty\), \(s \in \mathbb{R}_+\), and \(X\) being a Banach space. In order to distinguish between scalar-, vector-, and tensor-valued functions, we use small letters for scalars, small bold letters for vectors and capital blackboard bold letters for tensors. Moreover, in order to simplify the notation, for any Banach space \(X\) we shall use the abbreviation
\[
X^k := \underbrace{X \times \cdots \times X}_{k\text{-times}}.
\]

We shall also use the notation \(Q := (0, T) \times \Omega\) to denote the space-time cylinder in which the problem in studied.

We require that \(\Omega\) is a \(C^{1,1}\) domain and we define (here \(r' := r/(r - 1)\) denotes the conjugate exponent to \(r\))
\[
W^{1,r}_n := \{v \in W^{1,r}_n(\Omega)^3 : v \cdot n = 0 \text{ on } \partial \Omega\},
\]
\[
W^{1,1,r}_{n,\text{div}} := \{v \in W^{1,r}_n : \text{div } v = 0 \text{ in } \Omega\}.
\]
\[
W^{-1,r'}_n := (W^{-1,r}_n)^*, \quad W^{-1,r'}_{n,\text{div}} := (W^{-1,r}_{n,\text{div}})^*; \\
L^2_{n,\text{div}} := \frac{\| \cdot \|_2}{W^{-1,2}_{n,\text{div}}}. 
\]

All of the above spaces are Banach spaces, which are for \( r \in [1, \infty) \) separable and for \( r \in (1, \infty) \) reflexive. We shall also employ the following notation for functions having zero mean value:

\[
L^r_0(\Omega) := \{ u \in L^r(\Omega) : \int_\Omega u \, dx = 0 \}.
\]

Since we shall work with sequences that are precompact only in the space of measures (bounded sequences in \( L^1 \)), we denote the space of Radon measures on a set \( V \) by \( \mathcal{M}(V) \).

In addition, for any measurable subset \( V \) of \( \Omega \) we shall write \( (a, b)_V := \int_V ab \, dx \) whenever \( a \in L^r(V) \) and \( b \in L^{r'}(V) \), and in particular if \( V = \Omega \) we shall omit writing the associated subscript in what follows. We shall use the same notational convention for vector- and tensor-valued functions. In the case of the duality pairing between a Banach space \( X \) and its dual space \( X^* \) we shall use the abbreviated notation \( (a, b) := \langle a, b \rangle_{X^*, X} \) whenever \( a \in X^* \) and \( b \in X \) and the meaning of the duality pairing is clear from the context.

Finally, we shall employ the standard notation \( L^p(0, T; X) \) for Bochner spaces of \( X \)-valued \( L^p \) functions defined on \((0, T)\), and the space of \( X \)-valued weakly continuous functions defined on \((0, T)\) is denoted by

\[
\mathcal{C}_w(0, T; X) := \{ u \in L^\infty(0, T; X) : \lim_{t \to t_0} \langle u(t), \varphi \rangle = \langle u(t_0), \varphi \rangle \ \forall \varphi \in X^*, \ \forall t_0 \in [0, T] \},
\]

and for a Banach space \( X \), \( \mathcal{M}(0, T; X^*) \) will denote the dual space of \( \mathcal{C}([0, T]; X) \).

### 3.2 Statement of the main theorem

We are now ready to state the main result of the paper, concerning the existence of large-data global weak solutions to the system (2.16) subject to the boundary and initial conditions (2.22), (2.23) and the initial conditions (2.25). We emphasise that, as the density \( \varrho \) has been assumed to be constant, without loss of generality it has been taken to be identically 1 in what follows.

**Theorem 3.1.** Suppose that \( \Omega \subset \mathbb{R}^3 \) is a bounded open \( C^{1,1} \) domain and \( T > 0 \) is arbitrary. Assume that the given Helmholtz free energy \( \tilde{\psi} : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R} \) satisfies assumptions \((A1)-(A4)\) and that the corresponding internal energy \( \tilde{\epsilon}(\theta, b) \) and the entropy \( \tilde{\eta}(\theta, b) \) are defined in (2.28). Assume that the functions \( \nu, \kappa, \alpha, h : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R} \) fulfil the assumption \((A5)\) and \( s_* > 0 \) and \( \gamma_* > 0 \) are given numbers. Then, for arbitrary initial data \((\mathbf{v}_0, \theta_0, b_0)\) satisfying \( \theta_0 > 0, b_0 \in [b_{\min}, b_{\max}] \) almost everywhere in \( \Omega \) with \( 0 < b_{\min} \leq 1 \leq b_{\max} < \infty \) and

\[
\mathbf{v}_0 \in L^2_{n,\text{div}}, \quad \tilde{\epsilon}(\theta_0, b_0) \in L^1(\Omega), \quad \tilde{\eta}(\theta_0, b_0) \in L^1(\Omega),
\]

(3.1)
and for an arbitrary body force $b \in L^2(0,T; (W^{1,2}_n)^*)$, there exists a weak solution $(v, \theta, b, p)$, with $\theta$ and $b$ nonnegative, to the system (2.16), (2.22), (2.23), (2.25), in the sense that

$$v \in L^2(0,T; W^{1,2}_{n,\text{div}}) \cap C_{\text{weak}}(0,T; L^2_{\text{n,div}}),$$

$$\partial_t v \in L^\frac{3}{2}(0,T; (W^{1,2}_n)^*),$$

$$E \in L^\infty(0,T; L^1(\Omega)) \cap W^{1,\frac{10+\delta}{7+\delta}}(0,T; (W^{1,10+\delta}(\Omega))^*) \quad \text{for all } \delta > 0,$$

$$e, \theta \in L^{\frac{3}{2}-\delta}(0,T; W^{1,\frac{2}{3}-\delta}(\Omega)) \cap L^{\frac{5}{2}-\delta}(0,T; L^{\frac{5}{2}-\delta}(\Omega)) \quad \text{for all } \delta \in (0,\frac{1}{3}),$$

$$\partial_t e \in \mathcal{M}(0,T; (W^{1,10+\delta}(\Omega))^*) \quad \text{for all } \delta > 0,$$

$$b \in L^2(0,T; W^{1,2}(\Omega)) \cap W^{1,2}(0,T; (W^{1,2}(\Omega))^*),$$

$$b \in [b_{\min}, b_{\max}] \quad \text{a.e. in } Q,$$

$$\eta \in L^\infty(0,T; L^1(\Omega)) \cap L^2(0,T; W^{1,2}(\Omega)),$$

$$\partial_t \eta \in \mathcal{M}(0,T; (W^{1,10+\delta}(\Omega))^*) \quad \text{for all } \delta > 0,$$

$$p \in L^\frac{3}{2}(0,T; L^\frac{3}{2}_0(\Omega)) \cap L^\frac{3}{2}(0,T; L^2_0(\Omega)),$$

$$s \in L^2(0,T; L^2(\partial\Omega)^3),$$

are linked through the relations

$$e = \tilde{e}(\theta, b), \quad \eta = \tilde{\eta}(\theta, b), \quad E = e + \frac{|v|^2}{2} \quad \text{a.e. in } Q,$$

$$\gamma_s v = \frac{|s| - s_\ast}{|s|} s \quad \text{a.e. in } (0,T) \times \partial\Omega,$$

and satisfy the following:

$$\langle \partial_t v, w \rangle + \int_\Omega (2\nu(\theta, b)\nabla(v) - v \otimes v) : \nabla_x w \, dx + \int_{\partial\Omega} s \cdot w \, dS = \langle b, w \rangle + \int_\Omega p \, \text{div}_x w \, dx$$

for all $w \in W^{1,2}_n$ and almost all $t \in (0,T)$;

$$\langle \partial_t b, u \rangle + \int_\Omega (\alpha(\theta, b)\nabla_x b - b\nu) \cdot \nabla_x u + h(\theta, b)u \, dx = 0$$

for all $u \in W^{1,2}(\Omega)$ and almost all $t \in (0,T)$;

$$\langle \partial_t E, u \rangle + \int_\Omega (\kappa(\theta, b)\nabla_x \theta - (E + p)v) \cdot \nabla_x u \, dx + \int_{\partial\Omega} s \cdot vu \, dS$$

$$+ \int_\Omega \alpha(\theta, b) \frac{\partial e(\theta, b)}{\partial b} \nabla_x b \cdot \nabla_x u \, dx = \langle b, vu \rangle$$
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for all \( u \in W^{1,\infty}(\Omega) \) and almost all \( t \in (0,T) \):

\[
\langle \partial_t \eta, u \rangle \ dx + \int_\Omega \left( \frac{\kappa(\theta, b) \nabla_x \theta}{\theta} - \frac{\partial^2 \tilde{\psi}(\theta, b)}{\partial \theta \partial b} \alpha(\theta, b) \nabla_x b - \eta \mathbf{v} \right) \cdot \nabla_x u \ dx \\
\geq \int_\Omega \frac{\kappa(\theta, b) |\nabla_x \theta|^2 u}{\theta^2} + \frac{2 \nu(\theta, b) |\nabla (\mathbf{v})|^2 u}{\theta} \ dx \\
+ \int_\Omega \frac{\alpha(\theta, b)}{\theta} \frac{\partial^2 \tilde{\psi}(\theta, b)}{\partial b^2} |\nabla_x b|^2 u + \frac{\partial \tilde{\psi}(\theta, b)}{\partial b} h(\theta, b) u \ dx
\]

(3.18)

for all nonnegative \( u \in W^{1,\infty}(\Omega) \) and almost all \( t \in (0,T) \). In addition, the triple \((\mathbf{v}, \theta, b)\) fulfils the following inequality constraint, which is a consequence of the second law of thermodynamics:

\[
\langle \partial_t e, u \rangle + \int_\Omega (\kappa(\theta, b) \nabla_x \theta - e \mathbf{v}) \cdot \nabla_x u \ dx + \int_\Omega \alpha(\theta, b) \frac{\partial \tilde{e}(\theta, b)}{\partial b} \nabla_x b \cdot \nabla_x u \ dx \\
\geq \int_\Omega 2 \nu(\theta, b) |\nabla (\mathbf{v})|^2 u \ dx
\]

(3.19)

for all nonnegative \( u \in W^{1,\infty}(\Omega) \) and almost all \( t \in (0,T) \).

The initial data are attained in the following sense:

\[
\lim_{t \to 0^+} (\| \mathbf{v}(t) - \mathbf{v}_0 \|_2 + \| b(t) - b_0 \|_2 + \| e(t) - e(\theta_0, b_0) \|_1 + \| \theta(t) - \theta_0 \|_1) = 0.
\]

(3.20)

Furthermore, the following bound holds:

\[
\int_0^T \int_\Omega \frac{|\nabla_x \theta|^2}{\theta^2} + \frac{|\nabla_x e|^2}{(1+e)^{1+s}} + \frac{|\nabla_x \theta|^2}{(1+\theta)^{1+s}} \ dx \ dt \leq C(\delta) \quad \forall \delta > 0.
\]

(3.21)

4 Road-map of the proof of Theorem 3.1

In this section we describe the approximation scheme that is used to establish the existence of a weak solution. We use a relatively complicated approximation scheme with five parameters. The reason for employing such a complicated procedure is the fact that in the equation for the internal energy ‘cross-terms’ appear, whose presence complicates the analysis, and, in addition, to obtain the entropy estimate (3.18) and the energy estimate (3.19) asserted in Theorem 3.1, we need to employ very special test functions, whose use is not easy to justify at the level of weak solutions or their finite-dimensional approximations.

4.1 Approximation of the free energy

We want to use the internal energy as a primitive variable (at least at the beginning of the proof) because its time derivative features in the equation for internal energy. Therefore, we slightly
perturb the form of the Helmholtz free energy postulated in the assumption (A1) and, for $\varepsilon > 0$ (fixed for the moment), we define the regularised Helmholtz free energy

$$\tilde{\psi}^\varepsilon(\theta, b) := \tilde{\psi}_0(\theta) + \tilde{\psi}_1(\theta) \tilde{\psi}_2(b),$$

with nondecreasing concave $\tilde{\psi}_1^\varepsilon \in C^2([0, \infty))$ satisfying $\tilde{\psi}_1^\varepsilon(0) = 0$, $\tilde{\psi}_1^\varepsilon$ linear on $[0, \frac{1}{2} \varepsilon]$ and $\tilde{\psi}_1^\varepsilon(\theta) = \tilde{\psi}_1(\theta)$ for $\theta \geq \varepsilon$ and $(\tilde{\psi}_1^\varepsilon)'(s) \geq \tilde{\psi}_1'(s)$ for all $s \geq 0$. Observe that thanks to (A1) and (A2) such a construction is possible. In addition, we require$^6$ that for some constant $C > 0$ independent of $\varepsilon$ and for all $s \in (0, \varepsilon)$ the following bound holds:

$$\varepsilon |(\tilde{\psi}_1^\varepsilon)'(s)| + \varepsilon^2 |(\tilde{\psi}_1^\varepsilon)''(s)| \leq C. \quad (4.1)$$

Note further that there exists a positive constant $C > 0$ independent of $\varepsilon$ such that for all $s \in [0, 1] \setminus \{0\}$ the following bound holds:

$$-s^2(\tilde{\psi}_1^\varepsilon)''(s) \leq C. \quad (4.2)$$

For $s \in [0, \frac{1}{2} \varepsilon]$ this bound is trivially true, as for such $s$ we have $(\tilde{\psi}_1^\varepsilon)''(s) = 0$. For $s \in [\frac{1}{2} \varepsilon, \varepsilon]$ the bound (4.2) is a direct consequence (4.1) and the concavity of $\tilde{\psi}_1^\varepsilon$. For $s \geq \varepsilon$ the inequality (4.2) follows from the assumption (A2).

Motivated by the expressions for the internal energy and the entropy stated in (2.27) and (2.28), we also introduce the corresponding regularised internal energy and entropy as follows:

$$\tilde{e}^\varepsilon(\theta, b) := \tilde{e}_0(\theta) + \tilde{e}^\varepsilon_1(\theta) \tilde{\psi}_2(b), \quad \text{where} \quad \tilde{e}^\varepsilon_1(\theta) := \tilde{\psi}_1^\varepsilon(\theta) - \theta(\tilde{\psi}_1^\varepsilon)'(\theta),$$

$$\tilde{\eta}^\varepsilon(\theta, b) := -\frac{\partial \tilde{e}^\varepsilon(\theta, b)}{\partial \theta} = -\tilde{\psi}_0(\theta) - (\tilde{\psi}_1^\varepsilon)'(\theta) \tilde{\psi}_2(b). \quad (4.3)$$

Hence, in particular, thanks to the assumed linearity of $\psi_1^\varepsilon(\theta)$ for $\theta \in [0, \frac{1}{2} \varepsilon]$, we have that

$$\tilde{e}^\varepsilon(\theta, b) = \tilde{e}_0(\theta) \quad \text{for all} \quad \theta \in [0, \frac{1}{2} \varepsilon].$$

Moreover, we deduce from (4.2) the following uniform bound on $\tilde{e}^\varepsilon_1(s)$ for $s \in (\varepsilon/2, \varepsilon)$:

$$\tilde{e}^\varepsilon_1(s) = \int_0^s -t(\tilde{\psi}_1^\varepsilon)''(t) \, dt \leq \int_{\varepsilon/2}^{\varepsilon} C \varepsilon^{-1} \, dt \leq C. \quad (4.4)$$

$^6$In fact, for such a construction, one requires that $\tilde{\psi}_1(0) > 0$. Then, one can define

$$\tilde{\varphi}(s) := \begin{cases} \tilde{\psi}_1(1) & \text{for} \ s \geq \frac{3 \varepsilon}{4}, \\ \frac{4 \tilde{\psi}_1(3\varepsilon/4)}{3 \varepsilon} & \text{for} \ s \in [0, \frac{3 \varepsilon}{4}). \end{cases}$$

The function $\tilde{\varphi}$ satisfies all requirements except $\varepsilon^2 |(\tilde{\varphi})''(s)| \leq C$ since $\varphi$ is not a $C^2$ function. Hence, an appropriate function $\psi_1^\varepsilon$ can be found as a regularization of $\tilde{\varphi}$ near $s = 3\varepsilon/4$. In case, $\tilde{\psi}_1(0) = 0$ one can use a similar procedure with one proviso: the function $\psi_1$ will satisfy only $(\psi_1^\varepsilon)'(s) \geq \frac{1}{2} \psi_1'(s)$. However, the presence of the factor $\frac{1}{2}$ does not change the subsequent analysis.
It further follows from (2.30) that
\[
\lim_{\theta \to 0^+} \tilde{e}^\varepsilon(\theta, b) = 0; \quad (4.5)
\]
furthermore, the assumption (A4) (and its consequence (2.31)) give
\[
\lim_{\theta \to \infty} \tilde{e}^\varepsilon(\theta, b) = +\infty. \quad (4.6)
\]
In addition, it follows from the assumption (A3) that
\[
\lim_{\theta \to 0^+} \tilde{\eta}^\varepsilon(\theta, b) = -\infty. \quad (4.7)
\]
Consequently, using (A1) and (A2), we see that for a fixed \( b \) the function \( \tilde{e}^\varepsilon(\theta, b) \) is strictly monotonically increasing and thanks to (4.5) and (4.6) it maps \([0, \infty)\) onto \([0, \infty)\). We can therefore introduce \( \tilde{\theta}^\varepsilon(e, b) \) as the inverse with respect to \( \theta \) of \( \tilde{e}^\varepsilon(\theta, b) \) for \( \theta \geq 0 \), and because \( \tilde{e}^\varepsilon(0, b) = 0 \), whereby \( \tilde{\theta}^\varepsilon(0, b) = 0 \), we can continuously extend \( \tilde{\theta}^\varepsilon \) to all \( e \in \mathbb{R} \) by letting \( \tilde{\theta}^\varepsilon(e, b) := e \) for \( e < 0 \). Thus we have that
\[
\tilde{\theta}^\varepsilon(e, b) > 0 \quad \text{if and only if} \quad e > 0. \quad (4.8)
\]
In addition, thanks to (A4), we see that \( \tilde{\theta}^\varepsilon \) is Lipschitz continuous on \( \mathbb{R} \times (0, \infty) \).

## 4.2 Cut-off functions

In this section we define several cut-off functions, which will be inserted into the system of PDEs in order to facilitate the initial stages of the existence proof. First, since we expect that \( b \in (b_{\text{min}}, b_{\text{max}}) \), we define the following cut-off of the quantity \( b \):
\[
b_M := \max(b_{\text{min}}, \min(b, b_{\text{max}})). \quad (4.9)
\]
The subscript \( M \) will be from now on reserved for the operation introduced in (4.9). Similarly, the positive and negative part of any quantity \( a \) will be denoted, respectively, by
\[
a_+ := \max\{0, a\}, \quad a_- := \min\{0, a\}.
\]
Next, let \( G \) be a nonnegative smooth function such that
\[
G(s) = \begin{cases} 
1 & \text{for } s \in [0, 1], \\
0 & \text{for } s > 2,
\end{cases}
\]
and for an arbitrary \( k \in \mathbb{N} \) we set
\[
G_k(s) := G(s/k). \quad (4.10)
\]
This cut-off will be used in the momentum equation in the convective term to preserve the energy equality.
The last cut-off function we introduce will be used for the initial conditions. For \( \varepsilon \in (0, 1) \) we define \( e_0^\varepsilon \in L^\infty(\Omega) \) as

\[
e_0^\varepsilon(x) := \tilde{e}_0^\varepsilon \left( \max \{ \varepsilon, \min\{\theta_0(x), \varepsilon^{-1}\} \}, b_0(x) \right).
\] (4.11)

Note that it follows from (2.27) and the fact that \( \tilde{\psi}_2 \) and \( \tilde{e}_1^\varepsilon \) are nonnegative and \( \tilde{e}_0 \) is nondecreasing that

\[
e_0^\varepsilon(x) \geq \tilde{e}_0(\varepsilon) \geq \tilde{e}_0(\varepsilon/2) \quad \text{a.e. in } \Omega.
\] (4.12)

We shall require one further approximation, which concerns the stick-slip boundary condition. Since we want to use standard techniques from PDE theory in the initial stages of the proof, we approximate the relation (2.23) by the following mollification:

\[
\tilde{s}_\varepsilon^\tau(v_\tau) := s^\star v_\tau^\varepsilon + |v_\tau^\varepsilon| + \gamma^\star v_\tau.
\] (4.13)

We note that \( \tilde{s}_\varepsilon^\tau : \mathbb{R}^3 \to \mathbb{R}^3 \) defined through (4.13) is a continuous mapping.

4.3 Elliptic term in the evolution equation for internal energy

In the initial stages of the proof we focus on the evolution equation for the internal energy, that is on the equation whose strong form reads

\[
\rho \dot{e} = 2\nu(\theta, b)|D(v)|^2 + \text{div}_x(\kappa(\theta, b)\nabla_x \theta + (\tilde{\psi}_1(\theta) - \theta \tilde{\psi}'_1(\theta))\tilde{\psi}'_2(b)\alpha(\theta, b)\nabla_x b).
\] (4.14)

In order to facilitate the passage to the limit in the Galerkin approximation of this equation, we introduce the additional elliptic term \( \mu \Delta e \) with \( \mu > 0 \) on the right-hand side of (4.14), and we shall consider instead (a weak form) of the equation

\[
\rho \dot{e} = \mu \Delta e + 2\nu(\theta, b)|D(v)|^2 + \text{div}_x(\kappa(\theta, b)\nabla_x \theta + (\tilde{\psi}_1(\theta) - \theta \tilde{\psi}'_1(\theta))\tilde{\psi}'_2(b)\alpha(\theta, b)\nabla_x b),
\] (4.15)

see (4.19) below. In later stages of the proof we shall remove the elliptic term by passing to the limit \( \mu \to 0^+ \).

4.4 Galerkin approximation

Finally, we introduce a Galerkin approximation, which represents the starting point for the existence proof. Thanks to the separability of the underlying spaces we can find systems of functions \( \{w_i\}_{i=1}^\infty \subset W^{1,2}_{n,\text{div}} \cap W^{3,2}(\Omega)^3 \) and \( \{u_i\}_{i=1}^\infty \subset W^{1,2}(\Omega) \) whose linear hulls are dense in \( W^{1,2}_{n,\text{div}} \) and \( W^{1,2}(\Omega) \), respectively. Furthermore, we can choose these systems so that they are orthogonal in \( W^{3,2}(\Omega)^3 \) and \( W^{1,2}(\Omega) \) and orthonormal in \( L^2_{n,\text{div}} \) and \( L^2(\Omega) \) respectively. Then, for the parameters \( m, n, k \in \mathbb{N} \) and \( \varepsilon, \mu > 0 \), we shall seek a triple \( (v, b, e) \) (whose dependence on the parameters
\(m, n, k, \varepsilon\) and \(\mu\) will not be indicated in our notation hereafter, unless we explicitly state otherwise.

Given by the Galerkin expansions

\[
\begin{align*}
\mathbf{v}(t, x) &= \sum_{i=1}^{n} c_i(t) \mathbf{w}_i(x), \\
b(t, x) &= \sum_{i=1}^{m} d_i(t) u_i(x), \\
e(t, x) &= \sum_{i=1}^{m} e_i(t) u_i(x),
\end{align*}
\]  

(4.16)

which solve (2.16) approximately in the following sense:

\[
\int_{\Omega} \partial_t \mathbf{v} \cdot \mathbf{w}_i + \left(2\nu(\tilde{\theta}(e_+, b_M), b_M) D(\mathbf{v}) - G_k(|\mathbf{v}|) \mathbf{v} \otimes \mathbf{v}\right) : \nabla_x \mathbf{w}_i \, dx + \int_{\partial\Omega} \tilde{s}(\nu) \cdot \mathbf{w}_i \, dS
\]

\(= \langle \mathbf{b}, \mathbf{w}_i \rangle\)  

(4.17)

for all \(i = 1, \ldots, n\) and almost all \(t \in (0, T)\);

\[
\int_{\Omega} \partial_t b_i u_i + \left(\alpha(\tilde{\theta}(e_+, b_M), b_M) \nabla_x b - \mathbf{b} \right) \cdot \nabla_x u_i + h(\tilde{\theta}(e_+, b_M), b_M) u_i \, dx = 0
\]

(4.18)

for all \(i = 1, \ldots, m\) and almost all \(t \in (0, T)\);

\[
\int_{\Omega} \partial_t e_i u_i + \left(\mu \nabla_x e + \kappa(\tilde{\eta}(e_+, b_M), b_M) \nabla_x \tilde{\theta}(e, b_M) - e \mathbf{v} \right) \cdot \nabla_x u_i \, dx
\]

\[+ \int_{\Omega} \left(\alpha(\tilde{\theta}(e_+, b_M), b_M) \tilde{e}_i \tilde{\theta}(e_+, b_M) \tilde{\psi}'(b_M) \nabla_x b \right) \cdot \nabla_x u_i \, dx
\]

\[= \int_{\Omega} 2\nu(\tilde{\theta}(e_+, b_M), b_M) |D(\mathbf{v})|^2 u_i \, dx
\]

(4.19)

for all \(i = 1, \ldots, m\) and almost all \(t \in (0, T)\).

The system (4.17)–(4.19) is supplemented by the following initial conditions:

\[
\begin{align*}
\mathbf{v}(0) &= \mathbf{v}_0 = \sum_{i=1}^{n} c_i^n(0) \mathbf{w}_i, \quad c_i^n(0) := \int_{\Omega} \mathbf{v}_0 \cdot \mathbf{w}_i \, dx, \\
b(0) &= b_0 = \sum_{i=1}^{m} d_i^m(0) u_i, \quad d_i^m(0) := \int_{\Omega} b_0 u_i \, dx, \\
e(0) &= e_0 = \sum_{i=1}^{m} e_i^m(0) u_i, \quad e_i^m(0) := \int_{\Omega} e_0 u_i \, dx.
\end{align*}
\]  

(4.20)
We note that, thanks to the $L^2$-orthonormality of the three bases used, these initial conditions are just the projections of the original initial conditions onto the finite-dimensional spaces spanned by the first $n$, respectively $m$, corresponding Galerkin basis-functions.

We do not provide the detailed proof of the existence of a solution to (4.16)–(4.20). In fact, the short-time existence of solutions to (4.16)–(4.20) directly follows from Carathéodory’s existence theorem for systems of ordinary differential equations. The global-in-time existence of solutions to (4.16)–(4.20) is then a consequence of the uniform (independent of the time interval) bounds on the solution established in Section 5.1.

4.5 Limiting procedures

The next step in the proof is to pass to the appropriate limits with the parameters $m, n, k, \varepsilon$ and $\mu$ in the sequence of approximate solutions. We recall that the parameters $m, n$ are related to the finite-dimensional (Galerkin) approximations of the governing equations, while the parameters $k, \varepsilon, \mu$ are related to the use of cut-off functions, the approximation of the formula for the Helmholtz free energy, and the elliptic regularization, respectively.

The limit $m \to \infty$

In this first step, we pass to the limits in the equations for $b$ and for $e$, while we keep the equation for the velocity field at the Galerkin level. Note that this is needed because we need to control the term on the right-hand side in the equation for $e$ in a ‘good’ function space. After passing to the limit $m \to \infty$, we will deduce minimum and maximum principles for $b$ (under the hypothesis (2.34)) and also a uniform bound on $\nabla_x b$. We can then simply replace $b_M$ by $b$ in all equations. Using the equation for $e$, we will show a minimum principle for $e$ and thus we shall be able to replace $e_+$ by $e$ in all equations. We note that the essential point here is the use of the approximate free energy $\tilde{\psi}_\varepsilon$ because of the presence of the “cross”-term $\nabla_x b$ in the equation for $e$.

The limit $\mu \to 0_+$

At this level we can remove the additional elliptic term from the equation for $e$ since we are able to guarantee the correct relation between $\theta$ and $e$ through $\tilde{\psi}_\varepsilon$, and the term $\nabla_x \theta$ in the equation for $e$ also provides information about $\nabla_x e$. Ultimately, we have to remove this term in order to be able to derive the entropy inequality, but for this we need to be able to test the equation for the internal energy with $\theta^{-1}$, and for the rigorous justification of this step we need to have a minimum principle in hand. Therefore passage to the limit $\mu \to 0_+$ must precede passage to the limit $\varepsilon \to 0_+$.

The limit $\varepsilon \to 0_+$

At this level, we can rigorously deduce the equation for the entropy and consequently obtain a uniform bound on the measure of the set where the temperature hypothetically vanishes. This is done by appealing to (A3). This then allows us to let $\varepsilon \to 0_+$ and to pass to the original free energy.
energy \( \tilde{\psi} \). Thanks to this step, our primary variable once again becomes the temperature, and the internal energy thus becomes a function of \( \theta \) and \( b \).

**The limit \( n \to \infty \)**

In this step, we finally pass from the Galerkin approximation to the continuous problem in the momentum equation as well. Then, thanks to the presence of the cut-off function \( G_k \) in the convective term, we can still deduce the associated energy equality. Moreover, thanks to the boundary conditions, we can introduce an integrable pressure and consequently deduce the equation for the global energy \( E \).

**The limit \( k \to \infty \)**

This is the last step, where we remove the cut-off function from the convective term. In fact, having introduced all necessary estimates in the previous step, the limiting procedure is relatively simple, since the highest order terms are linear. The only nonstandard point here is to deduce the strong attainment of the initial data. This is however done by using an appropriate combination of the entropy inequality and the global energy equality.

## 5 Proof of Theorem 3.1

As indicated in the previous section, the proof will be split into several steps, which we discuss here in detail. Our starting point is that we have a triple \((v, b, e)\), which solves (4.16)–(4.20). In what follows, we also clearly indicate the dependence of the estimates on the parameters featuring in the various approximations we have performed. If an estimate is uniform we shall simply use the letter \( C \) to denote a generic constant, which may depend on the data but not on the approximation parameters. If the estimate is not uniform with respect to a certain parameter, then we shall clearly indicate this; e.g., we shall write \( C(n) \) when the constant \( C \) depends on \( n \).

### 5.1 The limit \( m \to \infty \)

We start with the derivation of the first set of a priori estimates. We denote the triple solving the problem (4.16)–(4.20) by \((v^m, b^m, e^m)\) and derive our \( m \)-independent estimates, which will then permit passage to the limit \( m \to \infty \).

**A priori estimates**

We start with bounds on \( v^m \). Multiplying (4.17) by \( c_i^{m*} \) (the superscript \( m \) is used here to emphasise the dependence on \( m \)) and summing with respect to \( i = 1, \ldots, n \) we get the identity

\[
\frac{1}{2} \frac{d}{dt} \|v^m(t)\|_2^2 + \int_{\Omega} 2\nu(\tilde{\theta}^e(e^m, b^m_M, b^m_M)) |\mathbb{D}(v^m)|^2 \, dx + \int_{\partial\Omega} \tilde{s}^e(v^m_i) \cdot \nabla v^m_i \, dS = \langle b, v^m \rangle,
\]  
(5.1)
where we have used the fact that $\text{div}_x v^m = 0$, integration by parts, the fact that $v^m \cdot n = 0$ on $(0, T) \times \partial \Omega$, and the following identity:

$$
\int_{\Omega} G_k(|v^m|)(v^m \otimes v^m) : \nabla_x v^m \, dx = \int_{\Omega} G_k(|v^m|)|\nabla^m| \cdot v^m \, dx
$$

$$
= \int_{\Omega} \nabla_x \left( \int_0^{|v^m|} G_k(s) s \, ds \right) \cdot v^m \, dx
$$

$$
= - \int_{\Omega} \left( \int_0^{|v^m|} G_k(s) s \, ds \right) \text{div}_x v^m \, dx = 0.
$$

Hence, using (A5), Korn’s inequality, the definition (4.13), and the assumptions on the data, we deduce that

$$
\sup_{t \in (0, T)} \|v^m(t)\|_2^2 + \int_0^T \|v^m\|_{1, \infty}^2 \, dt \leq C \left( \|v^m_0\|_2^2 + \int_0^T \|b^m\|_{(W^{1,2}_n)}^2 \, dt \right) \leq C. \quad (5.2)
$$

Note that this estimate is independent of the approximation parameter $m$. We shall also require estimates in stronger norms in what follows, but they will be $n$-dependent. Since we are considering a basis consisting of $W^{3,2}(\Omega)^3$ functions and $W^{3,2}(\Omega)^3 \hookrightarrow W^{1,\infty}(\Omega)^3$ in three space dimensions, the above bounds (by norm-equivalence in finite-dimensional spaces) and the identity (4.17) imply that

$$
\sup_{t \in (0, T)} (\|v^m(t)\|_{1, \infty} + \|\partial_t v^m(t)\|_\infty) \leq C(n). \quad (5.3)
$$

Next, we derive bounds on $b^m$. Multiplying the $i$-th equation in (4.18) by $\tilde{b}_i^m$, summing the resulting equalities with respect to $i = 1, \ldots, m$ and using integration by parts and the fact that $\text{div}_x v^m = 0$, we arrive at the identity

$$
\frac{d}{dt} \|b^m\|_2^2 + 2 \int_{\Omega} \alpha(\tilde{\theta}^e (e_+^m, b^m_M), b^m_M) |\nabla_x b^m|^2 \, dx = -2 \int_{\Omega} h(\tilde{\theta}^e (e_+^m, b^m_M), b^m_M) b^m \leq C(b_{\text{min}}, b_{\text{max}}, \Omega) \|b^m\|_2,
$$

where we have used (2.34) to estimate the right-hand side. Therefore, using Gronwall’s inequality and the fact that $\|b_0^m\|_2 \leq \|b_0\|_2 \leq C$, we see that

$$
\sup_{t \in (0, T)} \|b^m(t)\|_2^2 + \int_0^T \|b^m\|_{1,2}^2 \, dt \leq C. \quad (5.4)
$$

Hence, using the orthogonality of the basis, the estimates (5.3) and (5.4), and the identity (4.18), we get the bound

$$
\int_0^T \|\partial_t b^m\|_{(W^{1,2}(\Omega))}^2 \, dt \leq C(n). \quad (5.5)
$$
Finally, we derive bounds on $e^m$. We multiply (4.19) by $e^m_i$ and sum with respect to $i = 1, \ldots, m$ to get the identity (we again use $\text{div}_x v^m = 0$)

$$
\frac{d}{dt} \|e^m\|^2_2 + 2\mu \|\nabla_x e^m\|^2_2 + 2 \int \kappa(\tilde{\theta}_\varepsilon(b^m_M, e^m), b^m_M) \nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m) \cdot \nabla_x e^m \, dx
$$

$$
+ 2 \int_{\Omega} \alpha(\tilde{\theta}_\varepsilon(e^m_+, b^m_M), b^m_M) \tilde{\theta}_\varepsilon(e^m_+, b^m_M) \psi_2(b^m_M) \nabla_x b^m \cdot \nabla_x e^m \, dx
$$

$$
= 4 \int_{\Omega} \nu(\tilde{\theta}_\varepsilon(b^m_M, e^m_+), b^m_M) \|D(v^m)\|^2 e^m \, dx \leq C(n) \|e^m\|^2_2,
$$

where we have used the assumption (2.33) on $\nu$ and the bound (5.3). We focus on the third and the fourth term on the left-hand side of this inequality, and bound them as well. First, the fourth term can be simply estimated with the help of Young’s inequality as

$$
2 \int_{\Omega} \alpha(\tilde{\theta}_\varepsilon(e^m_+, b^m_M), b^m_M) \tilde{\theta}_\varepsilon(e^m_+, b^m_M) \psi_2(b^m_M) \nabla_x b^m \cdot \nabla_x e^m \, dx \geq -\frac{\mu}{2} \|\nabla_x e^m\|^2_2 - C(\varepsilon, \mu) \|b^m\|^2_{1,2}.
$$

Next, we consider the term in (5.6) containing $\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)$, and note that for $e^m < 0$ by definition $\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m) = \nabla_x e^m$. For $e^m \geq 0$ on the other hand we use the fact that $\tilde{\theta}_\varepsilon$ is the inverse to $\varepsilon$ and thanks to (4.3) we have

$$
\nabla_x e^m = \nabla_x \left[ \tilde{\psi}_0(\tilde{\theta}_\varepsilon(b^m_M, e^m)) + \tilde{\psi}_2(b^m_M) \tilde{\theta}_\varepsilon(b^m_M, e^m) \right]
$$

$$
= \left[ \tilde{\psi}_0'(\tilde{\theta}_\varepsilon(b^m_M, e^m)) + \tilde{\psi}_2'(b^m_M) \tilde{\theta}_\varepsilon(b^m_M, e^m) \right] \nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)
$$

$$
+ \tilde{\psi}_1'(b^m_M, e^m) \tilde{\psi}_2(b^m_M) \nabla_x b^m.
$$

Next, using (2.29) and (A4), we have $\tilde{\psi}_0 \geq C_1$ and since $\tilde{\psi}_1$ is concave, we have $(\tilde{\psi}_1)' \geq 0$ and thus thanks to the nonnegativity of $\tilde{\psi}_2$ (which follows from (A1) and (A2)), we obtain from (5.7) that

$$
\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m) \cdot \nabla_x e^m = \left[ \tilde{\psi}_0'(\tilde{\theta}_\varepsilon(b^m_M, e^m)) + \tilde{\psi}_2'(b^m_M) \tilde{\theta}_\varepsilon(b^m_M, e^m) \right] |\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)|^2
$$

$$
+ \tilde{\psi}_1'(b^m_M, e^m) \tilde{\psi}_2(b^m_M) |\nabla_x b^m| \cdot \nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)
$$

$$
\geq C_1 |\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)|^2 - C(\varepsilon) |\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)||\nabla_x b^m|
$$

$$
\geq C_1 \frac{1}{2} |\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)|^2 - C(\varepsilon) |\nabla_x b^m|,\]$$

where we have also used the definition of $b^m_M$ and consequently the simple estimate $|\nabla_x b^m_M| \leq |\nabla_x b^m|$. Hence, using this estimate in (5.6) together with Young’s inequality (and the assumption (A5)), we see that

$$
\frac{d}{dt} \|e^m\|^2_2 + \mu \|\nabla_x e^m\|^2_2 + C_1 \int_{\Omega} |\nabla_x \tilde{\theta}_\varepsilon(b^m_M, e^m)|^2 \, dx \leq C(\varepsilon, \mu, n)(\|e^m\|^2_2 + \|b^m\|^2_{1,2}).
$$

(5.8)
This, together with Gronwall’s lemma and the bound (5.4), gives (recall (4.11) for \(e^\varepsilon_0 \in L^\infty(\Omega)\)) that

\[
\sup_{t \in (0, T)} \| e^m(t) \|_2 + \int_0^T \| e^m \|_{L^2}^2 \, dt \leq C(\varepsilon, \mu, n).
\]  

(5.9)

Hence we deduce from (4.19) and the estimates (5.2) and (5.4) that

\[
\int_0^T \| \partial_t e^m \|_{L^2(\Omega)}^2 \, dt \leq C(\varepsilon, \mu, n).
\]

(5.10)

**Passing to the limit** \(m \to \infty\)

Using the reflexivity of the underlying spaces together with the fact that \(n\) is fixed, we can use (5.2), (5.3), (5.4), (5.5), (5.9) and (5.10) to find a subsequence \((v^m, e^m, b^m)_{m=1}^\infty\) that we do not relabel, such that

\[
\begin{align*}
\text{\(v^m \rightharpoonup^* v\)} & \quad \text{weakly* in } L^\infty(0, T; W^{3,2}(\Omega)^3 \cap W^{1,2}_{n, \text{div}}), \\
\text{\(\partial_t v^m \rightharpoonup^* \partial_t v\)} & \quad \text{weakly* in } L^\infty(0, T; W^{3,2}(\Omega)^3 \cap W^{1,2}_{n, \text{div}}), \\
\text{\(b^m \rightharpoonup b\)} & \quad \text{weakly in } L^2(0, T; W^{1,2}(\Omega)) \cap W^{1,2}(0, T; (W^{1,2}(\Omega))^*), \\
\text{\(e^m \rightharpoonup e\)} & \quad \text{weakly in } L^2(0, T; W^{1,2}(\Omega)) \cap W^{1,2}(0, T; (W^{1,2}(\Omega))^*).
\end{align*}
\]

(5.11)

Consequently, using the Aubin–Lions lemma and the trace theorem, we deduce that (taking again a subsequence that we do not relabel)

\[
\begin{align*}
\text{\(v^m \to v\)} & \quad \text{strongly in } L^\infty(0, T; W^{3,2}(\Omega)^3 \cap W^{1,2}_{n, \text{div}}), \\
\text{\(v^m \to v\)} & \quad \text{strongly in } L^\infty(0, T; L^\infty(\partial \Omega)^3), \\
\text{\(b^m \to b\)} & \quad \text{strongly in } L^2(0, T; L^2(\Omega)), \\
\text{\(e^m \to e\)} & \quad \text{strongly in } L^2(0, T; L^2(\Omega)), \\
\text{\(b^m \to b\)} & \quad \text{a.e. in } Q, \\
\text{\(e^m \to e\)} & \quad \text{a.e. in } Q.
\end{align*}
\]

(5.12)

Hence, thanks to the continuity of \(\theta^\varepsilon, \nu, \alpha\) and \(\tilde{\varepsilon}\), it is straightforward to pass to the limit \(m \to \infty\) in (4.17)–(4.19) to deduce that

\[
\begin{align*}
\int_\Omega \partial_t v \cdot w_i + (2\nu(\tilde{\theta}^\varepsilon(e_+, b_M), b_M))\nabla(v) - G_k(|v|)v \otimes v : \nabla_w w_i \, dx + \int_{\partial \Omega} \tilde{\varepsilon}(v_r) \cdot w_i \, dS \\
= \langle b, w_i \rangle
\end{align*}
\]

(5.13)

for all \(i = 1, \ldots, n\) and almost all \(t \in (0, T)\);

\[
\langle \partial_t b, u \rangle + \int_\Omega \left( \alpha(\tilde{\theta}^\varepsilon(e_+, b_M), b_M) \nabla_x b - b \nabla u \right) \cdot \nabla_x u + h(\tilde{\theta}^\varepsilon(e_+, b_M), b_M) u \, dx = 0
\]

(5.14)
for all \( u \in W^{1,2}(\Omega) \) and almost all \( t \in (0,T) \);

\[
\langle \partial_t e, u \rangle + \int_\Omega \left( \mu \nabla_x e + \kappa(\tilde{\theta}(e_+, b_M), b_M) \nabla_x \tilde{\theta}(e, b_M) - e v \right) \cdot \nabla_x u \, dx \\
+ \int_\Omega \left( \alpha(\tilde{\theta}(e_+, b_M), b_M) \tilde{\theta}_1'(e_+ b_M) \psi_2(b_M) \nabla_x b \right) \cdot \nabla_x u \, dx \\
= \int_\Omega 2 \nu(\tilde{\theta}(e_+, b_M), b_M) |D(v)|^2 u \, dx
\]

(5.15)

for all \( u \in W^{1,2}(\Omega) \) and almost all \( t \in (0,T) \).

In addition, it follows from (5.11) and parabolic embedding that \( b, e \in C([0,T]; L^2(\Omega)) \) and \( v \in C([0,T]; W^{1,2}_{n,\text{div}}) \), and it is also straightforward to show that the system (5.13)–(5.15) is complemented by the following initial conditions:

\[
v(0) = v_0^n = \sum_{i=1}^n c^n_i(0) w_i, \quad c^n_i(0) := \int_\Omega v_0 \cdot w_i \, dx, \\
b(0) = b_0, \quad e(0) = e_0^\varepsilon.
\]

(5.16)

5.2 Maximum and minimum principles for \( e \) and \( b \)

We start this section by deriving uniform bounds on \( b \). We recall (2.26), i.e., there exist \( b_{\min} \) and \( b_{\max} \) such that \( 0 < b_{\min} < 1 < b_{\max} \) almost everywhere in \( \Omega \). Then we set \( u := (b - b_{\max})_{+} \) in (5.14) and integrate over the time interval \( (0, \tau) \) to get (the convective term again vanishes)

\[
\| (b - b_{\max})_{+}(\tau) \|_{2}^2 + 2 \int_0^\tau \int_\Omega \alpha(\tilde{\theta}(e_+, b_M), b_M) |\nabla_x (b - b_{\max})|^2 + 2 h(\tilde{\theta}(e_+, b_M), b_M) (b - b_{\max})_{+} \, dx \, dt \\
= \| (b_0 - b_{\max})_{+} \|_{2}^2 = 0.
\]

The first integrand on the left-hand side is nonnegative thanks to the nonnegativity of \( \alpha \) ((2.33) in the assumption (A5)). For the second integrand we use (2.34) from (A5) and deduce that it is also nonnegative. Indeed, we see that the second integrand can be nonzero only on the set where \( b > b_{\max} \geq 1 \). However, using (2.34), we have that \( h \) must be nonnegative on that set and the same is true of \( (b - b_{\max})_{+} \). Hence the second integrand is nonnegative. Consequently, \( b \leq b_{\max} \) almost everywhere in \( (0,T) \times \Omega \). In a similar way, we may set \( u := (b - b_{\min})_{-} \) in (5.14) to deduce that \( b \geq b_{\min} \) almost everywhere. To summarise, we deduce the two-sided uniform bound

\[
b_{\min} \leq b(t,x) \leq b_{\max} \quad \text{for almost all } (t,x) \in (0,T) \times \Omega.
\]

(5.17)

Therefore, we can simply replace \( b_M \) by \( b \) in (5.13)–(5.15), which follows from the definition of \( b_M \) (see (4.9)) and the bound (5.17).
Next, we show that $e$ is strictly positive almost everywhere and therefore we can again simply replace $e_+$ by $e$ in the equations mentioned above. Using the definition (4.3) of $\tilde{e}$, the fact that $\tilde{e}_0$ and $\tilde{e}_1$ are nondecreasing (see (2.29)) and the fact that $\tilde{\psi}_2$ has minimum at one, which follows from the convexity of $\tilde{\psi}_2$ (cf. (A1)) and (A2), we deduce from (4.11) that

$$e''_0(x) := \tilde{e}'\left(\max\{\varepsilon, \min\{\theta_0(x), \varepsilon^{-1}\}\}, b_0(x)\right) \geq \tilde{e}^{\varepsilon}(\varepsilon/2, 1) =: \delta.$$  \hfill (5.18)

Then we set $u := (e - \delta)_-$ in (5.15) and after integration over $t \in (0, \tau)$, we deduce after using the fact that $\nu$ is nonnegative that

$$\| (e(\tau) - \delta)_- \|^2 + 2 \int_0^\tau \int_\Omega \mu |\nabla_x (e - \delta)_-|^2 + \kappa (\tilde{\theta}^{\varepsilon}(e, b), b) \nabla_x \tilde{\theta}^{\varepsilon}(e, b) \cdot \nabla_x (e - \delta)_- \, dx \, dt$$

$$+ 2 \int_0^\tau \int_\Omega \alpha (\tilde{\theta}^{\varepsilon}(e, b), b) \tilde{e}_1^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b)) \tilde{\psi}_2'(b) \nabla_x b \cdot \nabla_x (e - \delta)_- \, dx \, dt \leq 0.$$ \hfill (5.19)

Our goal is to show that both integrals on the left-hand side are nonnegative. Note that we always integrate over the set where $e < \delta$. First we consider the set where $e \leq 0$. However, on this set we have (see (4.5)) that

$$\tilde{e}_1^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b)) = \tilde{e}_1^{\varepsilon}(\tilde{\theta}^{\varepsilon}(0, b)) = \tilde{e}_1^{\varepsilon}(0) = 0$$

and therefore the last integrand vanishes. For the second integrand, we use the definition of $\tilde{\theta}^{\varepsilon}(e, b)$ for negative $e$ and we see that $\nabla_x \tilde{\theta}^{\varepsilon}(e, b) = \nabla_x e$. In summary then, over the set where $e \leq 0$ the second integral is equal to 0 while the first integral is nonnegative and can be therefore dropped from the left-hand side to deduce from (5.19) that

$$\| (e(\tau) - \delta)_- \|^2 + 2 \int_0^\tau \int_\Omega \kappa (\tilde{\theta}^{\varepsilon}(e, b), b) \nabla_x \tilde{\theta}^{\varepsilon}(e, b) \cdot \nabla_x e \chi_{\{0 \leq e \leq \delta\}} \, dx \, dt$$

$$+ 2 \int_0^\tau \int_\Omega \alpha (\tilde{\theta}^{\varepsilon}(e, b), b) \tilde{e}_1^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b)) \tilde{\psi}_2'(b) \nabla_x b \cdot \nabla_x e \chi_{\{0 \leq e \leq \delta\}} \, dx \, dt \leq 0.$$ \hfill (5.20)

Next, we use the fact that $\tilde{e}^{\varepsilon}(\theta, b)$ is, for fixed $b$, increasing with respect to $\theta$ and, for fixed $\theta$, it attains its minimum at $b = 1$. Thus we deduce from (5.18) that

$$\delta \geq e \geq 0 \quad \implies \quad \tilde{e}^{\varepsilon}(\varepsilon/2, 1) \geq \tilde{e}^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b), b) \geq \tilde{e}^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b), 1) \quad \implies \quad \varepsilon/2 \geq \tilde{\theta}^{\varepsilon}(e, b).$$

Therefore, it follows from (4.3) that

$$\delta \geq e \geq 0 \quad \implies \quad e = \tilde{e}^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b), b) = \tilde{e}_0^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b)) \quad \text{and} \quad \tilde{e}_1^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b)) = 0.$$  

Consequently, the last term in (5.20) vanishes and for the second term we can use the identity $\nabla_x e = \tilde{e}_0^{\varepsilon}(\tilde{\theta}^{\varepsilon}(e, b)) \nabla_x \tilde{\theta}^{\varepsilon}(e, b)$. Thus, both integrals are nonnegative and we therefore have

$$\| (e(\tau) - \delta)_- \|^2 = 0.$$
which implies that
\[ e(t,x) \geq \delta \quad \text{for almost all } (t,x) \in (0,T) \times \Omega. \tag{5.21} \]

Having shown the positivity of \( e \) a.e. on \((0,T) \times \Omega\) we next show the positivity of \( \tilde{\theta} \). If there existed a nonempty set where \( \tilde{\theta}^\varepsilon(e,b) < \varepsilon/2 \), then on such a set we would have
\[ e = \tilde{e}^\varepsilon(\tilde{\theta}^\varepsilon(e,b),b) = \tilde{e}_0(\tilde{\theta}^\varepsilon(e,b)) < \tilde{e}_0(\varepsilon/2) = \tilde{e}^\varepsilon(\varepsilon/2,1) = \delta, \]
which would be in contradiction with (5.21). Hence, it follows that
\[ \tilde{\theta}^\varepsilon(e(t,x),b(t,x)) \geq \varepsilon/2 \quad \text{for almost all } (t,x) \in (0,T) \times \Omega. \tag{5.22} \]

### 5.3 The limit \( \mu \to 0 \)

In this section we let \( \mu \to 0_+ \) in (5.13)–(5.16). We denote by \((v^\mu, b^\mu, e^\mu)\) the sequence of solutions constructed in Section 5.1. Furthermore, we define
\[ \theta^\mu(t,x) := \tilde{\theta}^\varepsilon(e^\mu(t,x),b^\mu(t,x)). \tag{5.23} \]

Then using weak lower semicontinuity and the estimates (5.2), (5.4) and (5.17), we see that
\[ \sup_{t \in (0,T)} \|v^\mu(t)\|_2^2 + \int_0^T \|v^\mu\|_{1,2}^2 + \|b^\mu\|_{1,2}^2 \, dt \leq C \tag{5.24} \]
and
\[ b_{\text{min}} \leq b^\mu(t,x) \leq b_{\text{max}} \quad \text{for almost all } (t,x) \in (0,T) \times \Omega. \tag{5.25} \]

Since, \( b^\mu \) is bounded from below and above independently of any parameter, we can now strengthen the nonuniform estimate (5.5): it follows from (5.24), (5.17) and (5.14) that
\[ \int_0^T \|\partial_t b^\mu\|_{(W^{1,2}(\Omega))^*}^2 \, dt \leq C. \tag{5.26} \]

Furthermore, we still have a nonuniform estimate in stronger norms coming from (5.3), i.e.,
\[ \sup_{t \in (0,T)} (\|v^\mu(t)\|_{1,\infty} + \|\partial_t v^\mu(t)\|_\infty) \leq C(n). \tag{5.27} \]

Finally, we derive bounds on \( e^\mu \) and \( \theta^\mu \). We simply set \( u := e^\mu \) in (5.15) to get the identity
\[ \frac{d}{dt} \|e^\mu\|_2^2 + 2\mu \|\nabla_x e^\mu\|_2^2 + 2 \int_\Omega \kappa(\theta^\mu, b^\mu) \nabla_x \theta^\mu \cdot \nabla_x e^\mu + \alpha(\theta^\mu, b^\mu) \tilde{e}^\varepsilon(\theta^\mu) \psi_1(\theta^\mu) b^\mu \nabla_x b^\mu \cdot \nabla_x e^\mu \, dx \]
\[ = 4 \int_\Omega \nu(\theta^\mu, b^\mu) |\nabla(v^\mu)|^2 e^\mu \, dx. \tag{5.28} \]
Next, using the same type of computation as in (5.7) and (A4) and also the bound (5.25), we deduce that
\[
\nabla_x \theta^\mu \cdot \nabla_x e^\mu = \left[ \tilde{e}_0^\varepsilon(\theta^\mu) + \tilde{\psi}_2(b^\mu)(\tilde{e}_1^\varepsilon)'(\theta^\mu) \right] |\nabla_x \theta^\mu|^2 + \tilde{e}_1^\varepsilon(\theta^\mu) \tilde{\psi}_2'(b^\mu) \nabla_x b^\mu \cdot \nabla_x \theta^\mu,
\]
\[
\geq C_1 |\nabla_x \theta^\mu|^2 - C |\nabla_x b^\mu|^2,
\]
\[
|\nabla_x e^\mu| \leq C(\varepsilon)(|\nabla_x \theta^\mu| + |\nabla_x b^\mu|).
\]

Thus, using these estimates in (5.28) and combining them with (5.24), (5.27) and using Gronwall’s lemma, we have that
\[
\sup_{t \in (0,T)} \|e^\mu(t)\|_2 + \int_0^T \|e^\mu\|_{1,2}^2 + \|\theta^\mu\|_{1,2}^2 \, dt \leq C(\varepsilon, n),
\]
(5.29)

and hence we deduce from (5.15) and the estimates (5.24) and (5.29) that
\[
\int_0^T \|\partial_t e^\mu\|_{(W^{1,2}(\Omega))}^2 \, dt \leq C(\varepsilon, n).
\]
(5.30)

We are now in exactly the same position as when we passed to the limit \(m \to \infty\), and thus we can again extract a subsequence (not indicated) such that

\[
\begin{align*}
\mathbf{v}^\mu &\rightharpoonup^{\ast} \mathbf{v} \quad \text{weakly* in } L^\infty(0, T; W^{3,2}(\Omega)^3 \cap W_{n,\text{div}}^{1,2}), \\
\partial_t \mathbf{v}^\mu &\rightharpoonup^{\ast} \partial_t \mathbf{v} \quad \text{weakly* in } L^\infty(0, T; W^{3,2}(\Omega)^3 \cap W_{n,\text{div}}^{1,2}), \\
b^\mu &\rightharpoonup b \quad \text{weakly in } L^2(0, T; W^{1,2}(\Omega)) \cap W^{1,2}(0, T; (W^{1,2}(\Omega))^*), \\
\theta^\mu &\rightharpoonup \theta \quad \text{weakly in } L^2(0, T; W^{1,2}(\Omega)), \\
e^\mu &\rightharpoonup e \quad \text{weakly in } L^2(0, T; W^{1,2}(\Omega)) \cap W^{1,2}(0, T; (W^{1,2}(\Omega))^*).
\end{align*}
\]
(5.31)

Consequently, using the Aubin–Lions lemma and the trace theorem, we deduce that

\[
\begin{align*}
\mathbf{v}^\mu &\to \mathbf{v} \quad \text{strongly in } L^\infty(0, T; W^{3,2}(\Omega)^3 \cap W_{n,\text{div}}^{1,2}), \\
\mathbf{v}^\mu &\to \mathbf{v} \quad \text{strongly in } L^\infty(0, T; L^\infty(\partial \Omega)^3), \\
b^\mu &\to b \quad \text{strongly in } L^2(0, T; L^2(\Omega)), \\
e^\mu &\to e \quad \text{strongly in } L^2(0, T; L^2(\Omega)), \\
b^\mu &\rightharpoonup b \quad \text{a.e. in } Q, \\
e^\mu &\rightharpoonup e \quad \text{a.e. in } Q.
\end{align*}
\]
(5.32)

Finally, since for fixed \(\varepsilon\) the function \(\tilde{\theta}^\varepsilon\) is continuous, we also have that

\[
\begin{align*}
\theta^\mu &\to \theta \quad \text{strongly in } L^2(0, T; L^2(\Omega)), \\
\theta^\mu &\to \theta \quad \text{a.e. in } Q.
\end{align*}
\]
(5.33)
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where
\[ \theta = \tilde{\theta}(e,b). \]
Now we are ready to let \( \mu \to 0_+ \) in (5.13)–(5.16) to get
\[
\int_{\Omega} \partial_t v \cdot w_i + (2\nu(\theta,b)D(v) - G_k(|v|)|v| \otimes v) : \nabla x w_i \, dx + \int_{\partial \Omega} \tilde{s}(v_{\tau}) \cdot w_i \, dS = \langle b, w_i \rangle
\] (5.34)
for all \( i = 1, \ldots, n \) and almost all \( t \in (0,T) \);
\[
\langle \partial_t b, u \rangle + \int_{\Omega} (\alpha(\theta,b)\nabla x b - bv) \cdot \nabla x u + h(\theta,b)u \, dx = 0
\] (5.35)
for all \( u \in W^{1,2}(\Omega) \) and almost all \( t \in (0,T) \);
\[
\langle \partial_t e, u \rangle + \int_{\Omega} (\kappa(\theta,b)\nabla x \theta - ev) \cdot \nabla x u \, dx + \int_{\Omega} \alpha(\theta,b)\tilde{e}(\theta)\psi'(b)\nabla x b \cdot \nabla x u \, dx
\]
\[
= \int_{\Omega} 2\nu(\theta,b) |D(v)|^2 u \, dx
\] (5.36)
for all \( u \in W^{1,2}(\Omega) \) and almost all \( t \in (0,T) \), with associated initial conditions
\[
v(0) = v_0^n = \sum_{i=1}^{n} c_i^n(0)w_i, \quad c_i^n(0) := \int_{\Omega} v_0 \cdot w_i \, dx,
\]
\[
b(0) = b_0, \quad e(0) = e_0^\varepsilon.
\] (5.37)

### 5.4 The limits \( \varepsilon \to 0_+ \) and \( n \to \infty \)

In this section we set \( \varepsilon^n := 1/n \) and let \( n \to \infty \). This means that the perturbed free energy converges to the original free energy \( \tilde{\psi} \) and we can also pass to the limit in the momentum equation. The only remaining parameter will then be \( k \), which corresponds to the cut-off in the convective term. We denote by \( (v^n, b^n, e^n) \) the solution constructed in the previous section and also set \( \theta^n := \tilde{\theta}^\varepsilon(e^n,b^n) \); our goal is to let \( n \to \infty \) in (5.34)–(5.37), where we set \( \varepsilon := \varepsilon^n = 1/n \).

**Uniform estimates**

We start again by stating the relevant uniform estimates. Using weak lower semicontinuity in (5.24) and (5.26) and the strong convergence (5.32) in (5.25), we deduce that
\[
\sup_{t \in (0,T)} \|v^n(t)\|_2^2 + \int_0^T \|v^n\|_{1,2}^2 + \|b^n\|_{1,2}^2 + \|\partial_t b^n\|_{W^{1,2}(\Omega)}} \, dt \leq C
\] (5.38)
and
\[
b_{\min} \leq b^n(t,x) \leq b_{\max} \quad \text{for almost all } (t,x) \in (0,T) \times \Omega.
\] (5.39)
Further, by using the interpolation inequality
\[ \|v\|_{10}^{\frac{10}{3}} \leq C(\Omega) \|v\|_{\frac{4}{3}}^{\frac{4}{3}} \|v\|_{1,2}^{\frac{2}{3}}, \]
we also obtain with the help of (5.38) that
\[ \int_0^T \|v^n\|_{10}^{\frac{10}{3}} \, dt \leq C. \] (5.40)

Next, thanks to the presence of \( G_k \) in (5.34), we deduce by using (5.38) that
\[ \int_0^T \|v^n\|_{2}^{(W_{1,2}^n, \text{div}^*)} \, dt \leq C(k). \] (5.41)

Finally, we focus on the bounds on \( e^n \) and \( \theta^n \), respectively. Here, the energy equality and the entropy inequality will play an essential role. Note that all of the bounds on \( e^n \) and \( \theta^n \) that we shall derive are independent of the parameters \( n \) and \( k \). First, we set \( u = 1 \) in (5.36) and integrate over \( t \in (0, \tau) \) to get (using the fact that \( e^n \geq 0 \))
\[ \|e^n(\tau)\|_1 = \|e^\epsilon_0\|_1 + \int_0^\tau \int_\Omega 2\nu(\theta^n, b^n) |\mathbb{D}(v^n)|^2 \, dx \, dt \leq C, \]
where we have used the uniform bound (5.38), the assumption (A5) on \( \nu \), the definition of \( e^\epsilon_0 \), and the fact that \( \tilde{e}(\theta_0, b_0) \in L^1(\Omega) \). Consequently,
\[ \sup_{t \in (0, T)} \|e^n(t)\|_1 \leq C. \] (5.42)

Hence, it follows from (2.31) and the fact that \( e^n \geq e_0(\theta^n) \) that
\[ \sup_{t \in (0, T)} \|\theta^n(t)\|_1 \leq C. \] (5.43)

Next, we note that since \( \theta^n \geq \epsilon^n/2 \) it follows from (5.31) that we can set \( u := \frac{1}{\theta^n} \) in (5.36) to deduce that
\[
\langle \partial_t e^n, \frac{1}{\theta^n} \rangle + \int_\Omega \frac{v^n \cdot \nabla_x e^n}{\theta^n} \, dx \\
= \int_\Omega \frac{\kappa(\theta^n, b^n)|\nabla_x \theta^n|^2}{(\theta^n)^2} + \frac{\alpha(\theta^n, b^n)e^\epsilon(\theta^n)e_\epsilon(\theta^n)}{(\theta^n)^2} \nabla_x b \cdot \nabla_x \theta^n + \frac{2\nu(\theta^n, b^n)|\mathbb{D}(v^n)|^2}{\theta^n} \, dx. \] (5.44)

Similarly, we set \( u := \frac{\tilde{e}(\theta^n)e_\epsilon(\theta^n)}{\theta^n} \) in (5.35) (note that thanks to the minimum principle this is an
admissible test function to get (recall that $\tilde{e}_1^\varepsilon(\theta) = \tilde{\psi}_1^\varepsilon(\theta) - \theta(\tilde{\psi}_1^\varepsilon)'(\theta))$

\[
\left( \partial_t b^n, \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2(b^n)}{\theta^n} \right) + \int_\Omega \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)}{\theta^n} \mathbf{v}^n \cdot \nabla_x b^n \, dx
\]

\[
= - \int_\Omega \alpha(\theta^n, b^n)\nabla_x b^n \cdot \nabla_x \left( \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2(b^n)}{\theta^n} \right) + \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)h(\theta^n, b^n)}{\theta^n} \, dx
\]  

\[
= - \int_\Omega \alpha(\theta^n, b^n)\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)\frac{|\nabla_x b^n|^2}{(\theta^n)^2} \, dx
\]

\[
+ \int_\Omega \alpha(\theta^n, b^n)\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)\tilde{\theta}_1^\varepsilon \nabla_x b^n \cdot \nabla_x \theta^n \, dx
\]  

Thus, by subtracting (5.45) from (5.44), we obtain

\[
\langle \partial_t e^n, \frac{1}{\theta^n} \rangle - \left( \partial_t b^n, \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)}{\theta^n} \right) + \int_\Omega \mathbf{v}^n \cdot \nabla_x e^n \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)}{\theta^n} - \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)}{\theta^n} \mathbf{v}^n \cdot \nabla_x b^n \, dx
\]

\[
= \int_\Omega \frac{\kappa(\theta^n, b^n)|\nabla_x \theta^n|^2}{(\theta^n)^2} + \frac{2\nu(\theta^n, b^n)|\nabla \mathbf{v}^n|^2}{\theta^n} \, dx
\]

\[
+ \int_\Omega \alpha(\theta^n, b^n)\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)\frac{|\nabla_x b^n|^2}{(\theta^n)^2} + \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)h(\theta^n, b^n)}{\theta^n} \, dx
\]  

We focus now on the left-hand side, where we use the definition of the entropy $\tilde{\eta}^\varepsilon$. Indeed, let $\partial_x$ be a partial derivative with respect to the variable $t$ or $x_i$, $i \in \{1, 2, 3\}$. Then, by using (4.3), we deduce that

\[
\partial_x \tilde{e}^n = \partial_x \left( \tilde{e}_0^\varepsilon + \tilde{\psi}_1^\varepsilon\tilde{\psi}_2(b^n) \right) = \left( \tilde{e}_0^\varepsilon + (\tilde{\psi}_1^\varepsilon)'(\theta^n)\tilde{\psi}_2(b^n) \right)\partial_x \theta^n + \tilde{\psi}_1^\varepsilon(\theta^n)\tilde{\psi}_2'(b^n)\partial_x b^n
\]

\[
= (-\theta^n\tilde{\psi}_0^\varepsilon(\theta^n) - \theta^n(\tilde{\psi}_1^\varepsilon)'(\theta^n)\tilde{\psi}_2(b^n))\partial_x \theta^n + (\tilde{\psi}_1^\varepsilon(\theta^n) - \theta^n(\tilde{\psi}_1^\varepsilon)'(\theta^n))\tilde{\psi}_2'(b^n)\partial_x b^n
\]  

Consequently,

\[
\frac{\partial e^n}{\theta^n} - \tilde{\psi}_1^\varepsilon(\theta^n)\frac{\psi_2'(b^n)}{\theta^n} = \left( \tilde{e}_0^\varepsilon(\theta^n) - (\tilde{\psi}_1^\varepsilon)'(\theta^n)\tilde{\psi}_2(b^n) \right)\partial_x \theta^n - (\tilde{\psi}_1^\varepsilon)'(\theta^n)\tilde{\psi}_2'(b^n)\partial_x b^n
\]

\[
= \partial_x(-\tilde{\psi}_0^\varepsilon(\theta^n) - (\tilde{\psi}_1^\varepsilon)'(\theta^n)\tilde{\psi}_2(b^n))
\]

\[
= \partial_x\tilde{\eta}^\varepsilon(\theta^n, b^n).
\]

Hence, using this relation in (5.46) and integrating the result over $t \in (0, \tau)$, we get

\[
\int_\Omega (\tilde{\eta}^\varepsilon(\theta^n(\tau), b^n(\tau)) - \tilde{\eta}^\varepsilon(\theta^n(0), b^n(0))) \, dx
\]

\[
= \int_0^\tau \int_\Omega \frac{\kappa(\theta^n, b^n)|\nabla_x \theta^n|^2}{(\theta^n)^2} + \frac{2\nu(\theta^n, b^n)|\nabla \mathbf{v}^n|^2}{\theta^n} \, dx \, dt
\]

\[
+ \int_0^\tau \int_\Omega \alpha(\theta^n, b^n)\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)\frac{|\nabla_x b^n|^2}{(\theta^n)^2} + \frac{\tilde{\psi}_1^\varepsilon(\theta^n)\psi_2'(b^n)h(\theta^n, b^n)}{\theta^n} \, dx \, dt.
\]
We first focus on the right-hand side. For the last term, we use the fact that \( \tilde{\psi}_2 \) is convex and then thanks to (A2), we have \( \tilde{\psi}_2'(b)(b-1) \geq 0 \). Consequently, using also (2.34), we see that the second summand in the second integral on the right-hand side of (5.49) is nonnegative. For the remaining terms on the right-hand side, we use (A5) to obtain

\[
\int_{\Omega} (\tilde{\eta}(\theta^n(\tau), b^n(\tau)) - \tilde{\eta}(\theta^n(0), b^n(0))) \, dx \\
\geq C_1 \int_0^\tau \int_{\Omega} \left| \frac{\nabla_x \theta^n}{\theta^n} \right|^2 + \left| \frac{\mathcal{D}(v^n)}{\theta^n} \right|^2 + \frac{\tilde{\psi}_2'(\theta^n) \tilde{\psi}_2''(b^n) \left| \nabla_x b^n \right|^2}{\theta^n} \, dx \, dt.
\]  

(5.50)

Next, we focus on the term on the left-hand side of (5.50). First, it follows from (5.18) that

\[
\theta^n(0) = \max \{ \varepsilon^n, \min \{ \theta_0(x), (\varepsilon^n)^{-1} \} \} \geq \varepsilon^n.
\]  

(5.51)

Consequently,

\[
|\tilde{\eta}(\theta^n(0), b^n(0))| = |\tilde{\eta}(\theta^n(0), b^n(0))| = |\tilde{\eta}(\max \{ \varepsilon^n, \min \{ \theta_0(x), (\varepsilon^n)^{-1} \} \}, b_0)| \leq C(1 + |\tilde{\eta}(\theta_0, b_0)|).
\]

To estimate the first term in the integrand on the left-hand side of (5.50) from above, we use Lemma 2.1, the estimate (2.36) and the fact that \( (\tilde{\psi}_2')' \geq \psi_1' \) together with and (2.36), to deduce that

\[
\tilde{\eta}(\theta^n, b^n) \leq -C_1 |\ln \theta^n| + C(1 + \theta^n).
\]

Using these two inequalities in (5.50) we arrive at the bound

\[
\sup_{t \in (0,T)} \left\| \ln \theta^n(t) \right\|_1 + \int_0^T \left\| \nabla_x \ln \theta^n \right\|^2_2 + \left\| \frac{\mathcal{D}(v^n)}{\sqrt{\theta^n}} \right\|^2_2 + \left\| \frac{\sqrt{\tilde{\psi}_2'(\theta^n) \tilde{\psi}_2''(b^n) \nabla_x b^n}}{\sqrt{\theta^n}} \right\|^2_2 \, dt \\
\leq C(1 + \|\tilde{\eta}(\theta_0, b_0)\|_1 + \sup_{t \in (0,T)} \left\| \theta^n(t) \right\|_1) \leq C,
\]  

(5.52)

where for the last inequality we used the assumptions on the data and the uniform bound (5.43). The key information from the estimate (5.52) is that \( \theta^n \) remains positive almost everywhere uniformly (logarithmically uniformly). The estimate above however does not provide sufficient information about large values of \( \theta^n \). Thus to improve it, we consider \( \delta \in (0, 1) \) and set \( u := (1 + e^n)^{-\delta} \) in (5.36) to obtain (using again \( \text{div}_x v^n = 0 \))

\[
\frac{1}{1 - \delta} \frac{d}{dt} \int_{\Omega} (1 + e^n)^{1-\delta} \, dx - \delta \int_{\Omega} \frac{\kappa(\theta^n, b^n)}{(1 + e^n)^{1+\delta}} \nabla_x \theta^n \cdot \nabla_x e^n \, dx \\
- \delta \int_{\Omega} \frac{\alpha(\theta^n, b^n) e_1(\theta^n) \tilde{\psi}_2'(b^n)}{(1 + e^n)^{1+\delta}} \nabla_x b^n \cdot \nabla_x e^n \, dx \\
= \int_{\Omega} \frac{2 \psi(\theta^n, b^n)}{(1 + e^n)^{\delta}} \left\| \mathcal{D}(v^n) \right\|^2 \, dx.
\]  

(5.53)
Next, using the first line in (5.47), we find that
\[ \nabla_x \theta^n \cdot \nabla_x e^n = \left[ \tilde{e}_0'(\theta^n) + \tilde{\psi}_2(b^n)(\tilde{e}_1')'(\theta^n) \right] |\nabla_x \theta^n|^2 + \tilde{e}_1'(\theta^n) \tilde{\psi}_2'(b^n) \nabla_x b^n \cdot \nabla_x \theta^n, \]
\[ \nabla_x b^n \cdot \nabla_x e^n = \left[ \tilde{e}_0'(\theta^n) + \tilde{\psi}_2(b^n)(\tilde{e}_1')'(\theta^n) \right] \nabla_x \theta^n \cdot \nabla_x b^n + \tilde{e}_1'(\theta^n) \tilde{\psi}_2'(b^n) |\nabla_x b^n|^2. \]
Thus, by Young’s inequality, (4.1)–(4.4), (A2), the consequences following (A4) and the uniform bound (5.39), we have
\[ \nabla_x \theta^n \cdot \nabla_x e^n \geq \tilde{e}_0'(\theta^n) |\nabla_x \theta^n|^2 - \frac{C_1}{2} |\nabla_x \theta^n|^2 - C|\nabla_x b^n|^2, \]
\[ |\nabla_x b^n \cdot \nabla_x e^n| \leq \left[ \tilde{e}_0'(\theta^n) + \tilde{\psi}_2(b^n)(\tilde{e}_1')'(\theta^n) \right] |\nabla_x \theta^n||\nabla_x b^n| + C|\nabla_x b^n|^2 \]
\[ \leq C(|\nabla_x \ln \theta^n|^2 + |\nabla_x b^n|^2) \]
\[ \frac{1}{\delta(1-\delta)}. \]

Therefore, substituting the above inequalities into (5.53), using Young’s inequality, the assumption (A5), integrating the result with respect to \( t \in (0, T) \) and recalling the uniform bounds (5.38) and (5.52), we see that
\[ \int_0^T \int_\Omega \frac{|\nabla_x \theta^n|^2}{(1 + e^n)^{1+\delta}} \, dx \, dt \leq \frac{C}{\delta(1-\delta)}. \]

Next, thanks to (2.31), (2.32), (4.4) and the uniform bound (5.52), we see that (5.55) leads to
\[ \int_0^T \int_\Omega \frac{|\nabla_x \theta^n|^2}{(1 + e^n)^{1+\delta}} \, dx \, dt \leq \int_0^T \int_\Omega \frac{|\nabla_x \theta^n|^2}{(1 + e^n)^{1+\delta}} \, dx \, dt \leq \frac{C}{\delta(1-\delta)}. \]

Finally, using (5.47), (5.38), (5.52), (5.56), (4.1) and (4.4) and the (2.31), we have
\[ \int_0^T \int_\Omega \frac{|\nabla_x \theta^n|^2}{(1 + e^n)^{1+\delta}} \, dx \, dt \leq C \int_0^T \int_\Omega \frac{(1 + |(\tilde{e}_1')'(\theta^n)|^2)|\nabla_x \theta^n|^2}{(1 + e^n)^{1+\delta}} \, dx \, dt \]
\[ \leq C \int_0^T \int_\Omega \frac{|\nabla_x \theta^n|^2}{(\theta^n)^2} + |\nabla_x b^n|^2 \, dx \, dt \leq \frac{C}{\delta(1-\delta)}. \]

Next, we shall derive uniform bounds on \( \theta^n \) and \( e^n \) in Lebesgue and Sobolev spaces. To this end we recall the following interpolation inequality in three space-dimensions:
\[ \int_0^T \|u\|_{L^{10}}^{\frac{10}{9}} \leq C \sup_{t \in (0, T)} \|u(t)\|_{L^2}^{\frac{2}{3}} \int_0^T \|u\|_{L^2}^{\frac{2}{3}} \, dt. \]

Then, for \( \delta \in (0, 1) \) we define \( u := (1 + \theta^n)^{\frac{1-\delta}{2}} \) and appeal to (5.43) and (5.56) to deduce that
\[ \sup_{t \in (0, T)} \|u(t)\|_2 + \int_0^T \|u\|_{L^2}^{\frac{2}{3}} \, dt \leq C(\delta). \]
Consequently, using (5.58), we have
\[ \int_{0}^{T} |u(t)|_{\frac{10}{3}}^{10} \leq C(\delta), \] and therefore
\[ \int_{0}^{T} \int_{\Omega} (1 + \theta^n)^{\frac{5(1-\delta)}{2(4-\delta)}} \, dx \, dt \leq C(\delta), \] (5.59)
and since \( \delta \in (0, 1) \) was arbitrary we deduce that
\[ \int_{0}^{T} |\theta^n|_p^p \, dt \leq C(p) \quad \text{for arbitrary } p \in [1, 5/3). \] (5.60)

In the same way, we also have that
\[ \int_{0}^{T} |e^n|_p^p \, dt \leq C(p) \quad \text{for arbitrary } p \in [1, 5/3). \] (5.61)

Next, using Hölder’s inequality and the bounds (5.56) and (5.59), we deduce that
\[ \int_{0}^{T} \int_{\Omega} |V_x\theta^n|^{\frac{5(1-\delta)}{4-\delta}} \, dx \, dt = \int_{0}^{T} \int_{\Omega} \left( \frac{|V_x\theta^n|}{(1 + \theta^n)^{1+\delta}} \right)^{\frac{5(1-\delta)}{2(4-\delta)}} \, dx \, dt \]
\[ \leq \left( \int_{0}^{T} \int_{\Omega} \frac{|V_x\theta^n|^2}{(1 + \theta^n)^{1+\delta}} \, dx \, dt \right)^{\frac{5(1-\delta)}{2(4-\delta)}} \left( \int_{0}^{T} \int_{\Omega} (1 + \theta^n)^{\frac{5(1-\delta)}{2(4-\delta)}} \, dx \, dt \right)^{\frac{3(1+\delta)}{2(4-\delta)}} \leq C(\delta). \]

Thus, since \( \delta \in (0, 1) \) was arbitrary, we obtain that
\[ \int_{0}^{T} |V_x\theta^n|_p^p \, dt \leq C(p) \quad \text{for arbitrary } p \in [1, 5/4). \] (5.62)

In the same way we deduce also that
\[ \int_{0}^{T} |V_xe^n|_p^p \, dt \leq C(p) \quad \text{for arbitrary } p \in [1, 5/4). \] (5.63)

We end this part of the proof by stating a uniform bound on \( \partial_t e^n \). Using Hölder’s inequality, we appeal to (5.60) and (5.40) to find that\(^7\)
\[ \int_{0}^{T} |e^n v^n|_p^p \, dt \leq C(p) \quad \text{for arbitrary } p \in [1, 10/9). \]

Thus, using also (5.62), (5.38), (5.39) and the boundedness of \( \kappa, \alpha, \tilde{e}_1 \) and \( \tilde{\psi}_2 \), and recalling also the embedding \( W^{1,10}(\Omega) \hookrightarrow L^{\infty}(\Omega) \), we deduce from (5.36) that
\[ \int_{0}^{T} \|\partial_t e^n\|_{(W^{1,10+\delta}(\Omega))'} \, dt \leq C(\delta) \quad \text{for arbitrary } \delta > 0. \] (5.64)

\(^7\)Note that the sequence \( \{e^n\} \) is bounded in \( L^{5/3-}(Q) \) and \( \{v^n\} \) is bounded in \( L^{10/3}(Q) \). Hence \( \{e^n v^n\} \) is bounded in \( L^{10/9-}(Q) \). Here, for \( p > 1 \), by bounded in \( L^{p-}(Q) \) we mean bounded in \( L^r(Q) \) for all \( r \in [1, p) \).
Limits based on the a priori estimates

Thanks to the uniform $n$-independent bounds (5.38), (5.39), (5.41), (5.60), (5.61), (5.62), (5.63) and (5.64), the definition (4.13) and the trace theorem, there exist subsequences that we do not relabel such that, for all $p \in [1, 5/4)$, all $q \in [1, 5/3)$ and all $z \in (10, \infty)$,

\[
\begin{align*}
    v^n &\rightharpoonup v \quad \text{weakly in } L^2(0, T; W^{1,2}_{n,\text{div}}) \cap W^{1,2}(0, T; (W^{1,2}_{n,\text{div}})^*), \\
    b^n &\rightharpoonup b \quad \text{weakly in } L^2(0, T; W^{1,2}(\Omega)) \cap W^{1,2}(0, T; (W^{1,2}(\Omega))^*), \\
    b^n &\rightharpoonup^* b \quad \text{weakly}^* \text{ in } L^\infty(0, T; L^\infty(\Omega)), \\
    \theta^n &\rightharpoonup \theta \quad \text{weakly in } L^p(0, T; W^{1,p}(\Omega)) \cap L^q(0, T; L^q(\Omega)), \\
    e^n &\rightharpoonup e \quad \text{weakly in } L^p(0, T; W^{1,p}(\Omega)) \cap L^q(0, T; L^q(\Omega)), \\
    \partial_t e^n &\rightharpoonup^* \partial_t e \quad \text{weakly}^* \text{ in } M(0, T; (W^{1,2}(\Omega))^*), \\
    \tilde{s}^\varepsilon(v^n) &\rightharpoonup s \quad \text{weakly in } L^2(0, T; L^2(\partial\Omega))
\end{align*}
\]

with $\varepsilon = \varepsilon^n := \frac{1}{n}$. Consequently, using the generalised version of the Aubin–Lions lemma (cf. Corollary 7.9 in [44]) and the trace theorem, we deduce that

\[
\begin{align*}
    v^n &\to v \quad \text{strongly in } L^2(0, T; L^2(\Omega)^3), \\
    v^n &\to v \quad \text{strongly in } L^2(0, T; L^2(\partial\Omega)^3), \\
    b^n &\to b \quad \text{strongly in } L^2(0, T; L^2(\Omega)), \\
    e^n &\to e \quad \text{strongly in } L^1(0, T; L^1(\Omega)), \\
    b^n &\to b \quad \text{a.e. in } Q, \\
    e^n &\to e \quad \text{a.e. in } Q.
\end{align*}
\]

Hence, it follows from (5.42), the above strong convergence result and Fatou’s lemma that

\[
\|e(t)\|_1 \leq C \quad \text{for almost all } t \in (0, T).
\]

At this point it is worth noting that since we do not control the time derivative of $\theta^n$ we cannot so simply deduce the strong convergence of the temperature. Nevertheless, we show that it is a consequence of the strong convergence of $b^n$ and $e^n$. Indeed, using (5.66) and Egorov’s theorem, we know that for any $\delta > 0$ there exists a set $Q_\delta \subset Q = (0, T) \times \Omega$ such that $e^n \to e$ and $b^n \to b$ uniformly on $Q_\delta$ and such that $|Q \setminus Q_\delta| \leq \delta$. In addition, since $|\theta^n| \leq C(1 + e^n)$, we also have that

\[
\theta^n \rightharpoonup^* \theta \quad \text{weakly}^* \text{ in } L^\infty(Q_\delta).
\]

We use the assumption (A4), the definition of $\tilde{e}^\varepsilon$, the fact that $\tilde{e}^\varepsilon$ is nondecreasing, the weak* convergence (5.68), the uniform convergence of $e^n$ and $b^n$ in $Q_\delta$ and the estimate (5.52) to deduce
that (recall that $\varepsilon = \varepsilon^n := 1/n$ here)

$$
\lim_{n \to \infty} C_1 \int_{Q_8} |\theta^n - \theta|^2 \, dx \, dt \leq \lim_{n \to \infty} \int_{Q_8} (\varepsilon_0(\theta^n) - \varepsilon_0(\theta))(\theta^n - \theta) \, dx \, dt = \lim_{n \to \infty} \int_{Q_8} \varepsilon_0(\theta^n)(\theta^n - \theta) \, dx \, dt
$$

$$
= \lim_{n \to \infty} \int_{Q_8} (\varepsilon_0(\theta^n) + \varepsilon_1(\theta^n)\tilde{\psi}_2(b^n) - \varepsilon_1(\theta^n)\tilde{\psi}_2(b^n))(\theta^n - \theta) \, dx \, dt
$$

$$
= \lim_{n \to \infty} \int_{Q_8} (\varepsilon_1(\theta^n)\tilde{\psi}_2(b^n) - \tilde{\psi}_2(b) + \tilde{\psi}_2(b))(\theta^n - \theta) \, dx \, dt
$$

$$
= -\lim_{n \to \infty} \int_{Q_8} (\varepsilon_1(\theta^n) - \varepsilon_1(\theta) + \varepsilon_1(\theta))\tilde{\psi}_2(b)(\theta^n - \theta) \, dx \, dt
$$

$$
\leq -\lim_{n \to \infty} \int_{Q_8} \varepsilon_1(\theta)\tilde{\psi}_2(b)(\theta^n - \theta) \, dx \, dt.
$$

Next, we want to replace $\tilde{e}_1^\varepsilon$ by $\tilde{e}_1$. To do so, we fix $\gamma \in (0, 1)$ and decompose the integral into the sum of two integrals: the first integral corresponding to the set where $\theta^n < \gamma$, and the second integral corresponding to the complement with respect to $Q_\delta$ of that set, where $\theta^n \geq \gamma$. We note that on the latter set the inequality $\theta \geq \gamma$ also holds, almost everywhere.\(^8\) The motivation for this decomposition of the integral is that $\tilde{e}_1^\varepsilon(\theta) = \tilde{e}_1(\theta)$ on the subset of $Q_\delta$ where $\varepsilon < \gamma \leq \theta^n$, which follows from the fact that $\tilde{\psi}_1^\varepsilon(s) = \tilde{\psi}_1(s)$ for all $s \in (\varepsilon, \infty)$. For large enough $n$, $\varepsilon = \varepsilon^n := \frac{1}{n} < \gamma$; thus, we can assume without loss of generality that $0 < \varepsilon < \gamma$; hence,

$$
\lim_{n \to \infty} C_1 \int_{Q_8} |\theta^n - \theta|^2 \, dx \, dt \leq -\lim_{n \to \infty} \int_{Q_8} \tilde{e}_1(\theta)\tilde{\psi}_2(b)(\theta^n - \theta)\chi_{\theta^n < \gamma} \, dx \, dt
$$

$$
-\lim_{n \to \infty} \int_{Q_8} \tilde{e}_1(\theta)\tilde{\psi}_2(b)(\theta^n - \theta)\chi_{\theta^n \geq \gamma} \, dx \, dt
$$

$$
\leq C(\delta) \lim_{n \to \infty} \{|\theta^n < \gamma]\} - \lim_{n \to \infty} \int_{Q_8} \tilde{e}_1(\theta)\tilde{\psi}_2(b)(\theta^n - \theta)\chi_{\theta^n \geq \gamma} \, dx \, dt
$$

$$
= C(\delta) \lim_{n \to \infty} \{|\theta^n < \gamma]\} - \lim_{n \to \infty} \int_{Q_8} \tilde{e}_1(\theta)\tilde{\psi}_2(b)(\theta^n - \theta) \, dx \, dt
$$

$$
= C(\delta) \lim_{n \to \infty} \{|\theta^n < \gamma]\} - \lim_{n \to \infty} \int_{Q_8} \tilde{e}_1(\theta)\tilde{\psi}_2(b)(\theta^n - \theta) \, dx \, dt
$$

\(^8\)Indeed, letting $A_\gamma := \{(t, x) \in Q_\delta: \theta^n \geq \gamma\}$, we deduce that, for any nonnegative test function $\varphi \in L^1(Q_\delta)$, $\int_{Q_\delta}(\theta - \gamma)\chi_{A_\gamma}\varphi \, dx \, dt \geq \int_{Q_\delta}(\theta - \theta_n)\chi_{A_\gamma}\varphi \, dx \, dt \to 0$ as $n \to \infty$, thanks to (5.68) and because $\chi_{A_\gamma}\varphi \in L^1(Q_\delta)$. Therefore, $\int_{Q_\delta}(\theta - \gamma)\chi_{A_\gamma}\varphi \, dx \, dt \geq 0$ for all nonnegative $\varphi \in L^1(Q_\delta)$, whereby $(\theta - \gamma)\chi_{A_\gamma} \geq 0$ a.e. on $Q_\delta$; in other words, $\theta \geq \gamma$ a.e. on $A_\gamma$. 
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where we have used the weak* convergence of \( \theta^n \) asserted in (5.68), in tandem with (2.32) and (5.17), which together imply that \( \tilde{e}_1 \tilde{\psi}_2 \in L^1(Q_\delta) \). Finally, using the bound (5.52) for \( \ln \theta^n \), upon recalling that \( \gamma \in (0, 1) \) we find that

\[
\lim_{n \to \infty} C_1 \int_{Q_\delta} |\theta^n - \theta|^2 \, dx \, dt \leq C(\delta) \lim_{n \to \infty} \left| \{ \theta^n < \gamma \} \right| = C(\delta) \lim_{n \to \infty} \left| \{ \ln \theta^n > |\ln \gamma| \} \right|
\]

\[
\leq C(\delta) \lim_{n \to \infty} \int_{Q_\delta} \frac{|\ln \theta^n|}{|\ln \gamma|} \, dx \, dt \leq C(\delta) \lim_{n \to \infty} \int_{Q} \frac{|\ln \theta^n|}{|\ln \gamma|} \, dx \, dt \leq \frac{C(\delta)}{|\ln \gamma|}.
\]

Finally, since the left-hand side does not depend on \( \gamma \), we can let \( \gamma \to 0_+ \) to obtain

\[ \theta^n \to \theta \quad \text{strongly in } L^2(Q_\delta). \]

However, using the fact that \( |Q \setminus Q_\delta| \leq 2 \) for all \( \delta > 0 \), we then deduce by a diagonal argument the almost everywhere convergence of a subsequence of \( \theta^n \) (not indicated) to \( \theta \) on the whole of \( Q \), and hence, by the weak convergence of \( \theta^n \) to \( \theta \) in \( L^q(Q) \) for \( q \in [1, \frac{2}{3}) \) (see (5.65)) and Vitali’s theorem we obtain that

\[ \theta^n \to \theta \quad \text{strongly in } L^1(0, T; L^1(\Omega)), \]

\[ \theta^n \to \theta \quad \text{a.e. in } Q. \]  

(5.69)

Similarly, with the help of (5.69) and thanks to the control on \( \ln \theta^n \), we see (recall, again, our choice \( \varepsilon = \varepsilon^n : = 1/n \)) that

\[
\lim_{n \to \infty} \int_{Q} |\tilde{e}_1^\varepsilon(\theta^n) - \tilde{e}_1(\theta)| \, dx \, dt
\]

\[
\leq \lim_{n \to \infty} \int_{Q} |\tilde{e}_1^\varepsilon(\theta^n) - \tilde{e}_1(\theta^n)| \, dx \, dt + \lim_{n \to \infty} \int_{Q} |\tilde{e}_1(\theta^n) - \tilde{e}_1(\theta)| \, dx \, dt
\]

\[
= \lim_{n \to \infty} \int_{Q} |\tilde{e}_1^\varepsilon(\theta^n) - \tilde{e}_1(\theta^n)| |\chi_{\theta^n < \varepsilon}| \, dx \, dt \leq \lim_{n \to \infty} C \{ \theta^n < \varepsilon \} \leq \lim_{n \to \infty} \frac{C}{|\ln \theta^n|} = 0,
\]

where we have also used that \( \tilde{e}_1^\varepsilon(\theta^n) = \tilde{e}_1(\theta^n) \) whenever \( \varepsilon \leq \gamma < \theta^n \), which follows from the fact that \( \tilde{\psi}_2^\varepsilon(s) = \tilde{\psi}_1(s) \) for all \( s \in (\varepsilon, \infty) \).

Consequently, since also \( b^n \to b \) almost everywhere, we have

\[ e^n = \tilde{e}(\theta^n, b^n) \to \tilde{e}(\theta, b) \quad \text{almost everywhere on } Q, \]

and therefore we have the identification

\[ e = \tilde{e}(\theta, b) \quad \text{almost everywhere on } Q. \]  

(5.71)

Next, we shall identify \( s \), i.e., the boundary term. For this purpose, we recall from (5.66) the strong convergence of \( \textbf{v}^n \) to \( \textbf{v} \) in \( L^2((0, T) \times \partial \Omega)^3 = L^2(0, T; L^2(\partial \Omega)^3) \), with \( \textbf{v}^n \cdot \textbf{n} = 0 \), \( \textbf{v} \cdot \textbf{n} = 0 \)
on $(0, T) \times \partial \Omega$ whereby $\mathbf{v}_r^n = \mathbf{v}^n$ and $\mathbf{v}_\tau = \mathbf{v}$ on $(0, T) \times \partial \Omega$; we then deduce using the definition (4.13), for any test function $\mathbf{w}$ contained in $L^2(0, T; L^2(\partial \Omega))^3$, that

$$
0 \leq \lim_{n \to \infty} \int_0^T \int_{\partial \Omega} (\tilde{s}(\mathbf{v}^n) - \mathbf{w}) \cdot \left( \frac{(|\tilde{s}(\mathbf{v}^n)| - s^*)_+ \tilde{s}(\mathbf{v}^n) - (|\mathbf{w}| - s^*)_+ \mathbf{w}}{|\tilde{s}(\mathbf{v}^n)|} \right) dS \, dt \\
= \lim_{n \to \infty} \int_0^T \int_{\partial \Omega} (\tilde{s}(\mathbf{v}^n) - \mathbf{w}) \cdot \left( \gamma_s \mathbf{v}^n - \frac{(|\mathbf{w}| - s^*)_+ \mathbf{w}}{|\mathbf{w}|} \right) dS \, dt \\
+ \lim_{n \to \infty} \int_0^T \int_{\partial \Omega} (\tilde{s}(\mathbf{v}^n) - \mathbf{w}) \cdot \left( \frac{(|\tilde{s}(\mathbf{v}^n)| - s^*)_+ \tilde{s}(\mathbf{v}^n) - \gamma_s \mathbf{v}^n}{|\tilde{s}(\mathbf{v}^n)|} \right) dS \, dt.
$$

(5.72)

We shall now estimate the last integral. Using (4.13) and noting that $\tilde{s}(\mathbf{v}^n)/|\tilde{s}(\mathbf{v}^n)| = \mathbf{v}^n/|\mathbf{v}^n|$, we have

$$
\left| \frac{(|\tilde{s}(\mathbf{v}^n)| - s^*)_+ \tilde{s}(\mathbf{v}^n) - \gamma_s \mathbf{v}^n}{|\tilde{s}(\mathbf{v}^n)|} \right|^2 = |\mathbf{v}^n|^2 \left( \gamma_s - \frac{(|\tilde{s}(\mathbf{v}^n)| - s^*)_+}{|\mathbf{v}^n|} \right)^2 \\
= \left[ \gamma_s |\mathbf{v}^n| - \left( \gamma_s |\mathbf{v}^n| - \frac{\mathbf{v}^n}{\mathbf{v}^n} \right) \right]^2.
$$

Hence, for an arbitrary $\delta > 0$, we deduce the bound (recall that $\varepsilon = \varepsilon^n := 1/n$)

$$
\lim_{n \to \infty} \int_0^T \int_{\partial \Omega} \left| \frac{(|\tilde{s}(\mathbf{v}^n)| - s^*)_+ \tilde{s}(\mathbf{v}^n) - \gamma_s \mathbf{v}^n}{|\tilde{s}(\mathbf{v}^n)|} \right|^2 dS \, dt \\
= \lim_{n \to \infty} \int_0^T \int_{\partial \Omega} \left[ \left( \gamma_s |\mathbf{v}^n| - \frac{\mathbf{v}^n}{\mathbf{v}^n} \right)^2 \right] \chi_{|\mathbf{v}^n| > \delta} dS \, dt \\
+ \lim_{n \to \infty} \int_0^T \int_{\partial \Omega} \left[ \left( \gamma_s |\mathbf{v}^n| - \frac{\mathbf{v}^n}{\mathbf{v}^n} \right)^2 \right] \chi_{|\mathbf{v}^n| \leq \delta} dS \, dt \\
\leq \lim_{n \to \infty} \int_0^T \int_{\partial \Omega} \left[ \frac{\mathbf{v}^n}{1 + n\delta} \right]^2 dS \, dt + \lim_{n \to \infty} \int_0^T \int_{\partial \Omega} \left[ \gamma_s \delta \right]^2 dS \, dt \\
\leq C\delta^2.
$$

Since $\gamma > 0$ was arbitrary, we can let $\gamma \to 0$, and find that

$$
\lim_{n \to \infty} \int_0^T \int_{\partial \Omega} \left| \frac{(|\tilde{s}(\mathbf{v}^n)| - s^*)_+ \tilde{s}(\mathbf{v}^n) - \gamma_s \mathbf{v}^n}{|\tilde{s}(\mathbf{v}^n)|} \right|^2 dS \, dt = 0.
$$

Using this relation in (5.72), we get

$$
0 \leq \int_0^T \int_{\partial \Omega} (s - \mathbf{w}) \cdot \left( \gamma_s \mathbf{v} - \frac{(|\mathbf{w}| - s^*)_+ \mathbf{w}}{|\mathbf{w}|} \right) dS \, dt.
$$

(5.73)
Finally, since $w \in L^2(0,T; L^2(\partial \Omega)^3)$ is arbitrary, we can use Minty’s method to deduce that
\begin{equation}
\gamma^*_n v = \frac{(|s| - s^*_n)}{|s|} s \quad \text{almost everywhere on } (0,T) \times \partial \Omega.
\end{equation}

Indeed, by taking $w = s - \beta z$ in (5.73) with $\beta > 0$ for any $z \in L^2(0,T; L^2(\partial \Omega)^3)$, dividing by $\beta$, passing to the limit $\beta \to 0^+$, and substituting $z$ by $-z$ in order to replace the inequality sign in (5.73) with equality, the assertion (5.74) follows.

We can now let $n \to \infty$ in (5.34) and (5.35) to deduce that
\begin{equation}
\langle \partial_t v, w \rangle + \int_{\Omega} (2 \nu(\theta, b) D(v) - G_k(|v|) v \otimes v) : \nabla_x w \, dx + \int_{\partial \Omega} s \cdot w \, dS = \langle b, w \rangle
\end{equation}
for all $w \in W_{n,\text{div}}^{1,2}$ and almost all $t \in (0,T)$;
\begin{equation}
\langle \partial_t b, u \rangle + \int_{\Omega} (\alpha(\theta, b) \nabla_x b - b v) \cdot \nabla_x u + h(\theta, b) u \, dx = 0
\end{equation}
for all $u \in W^{1,2}(\Omega)$ and almost all $t \in (0,T)$ and for the initial conditions we have that
\begin{equation}
v(0) = v_0 \quad \text{and} \quad b(0) = b_0.
\end{equation}

It remains to pass to the limit in (5.36), but here we are facing a difficulty with the term on the right-hand side, which is a priori only integrable and therefore we cannot identify the limit so easily; in addition we also need to recover the initial condition for $e$, and consequently for $\theta$.

**Limit passage: internal energy equation**

To pass to the limit in the internal energy equation, we first show the strong convergence of the velocity gradient. First of all, multiplying (5.34) by $c_i^n$ and summing the result over $i = 1, \ldots, n$ we get after integration over $(0,T)$ the following equality:
\begin{equation}
\int_0^T \int_{\Omega} 2 (\theta^n, b^n) |D(v^n)|^2 \, dx \, dt = \int_0^T \langle b, v^n \rangle \, dt + \frac{1}{2} (\|v_0^n\|_2^2 - \|v^n(T)\|_2^2).
\end{equation}

In the same way, we set $w := v$ in (5.75) to get
\begin{equation}
\int_0^T \int_{\Omega} 2 \nu(\theta, b) |D(v)|^2 \, dx \, dt = \int_0^T \langle b, v \rangle \, dt + \frac{1}{2} (\|v_0\|_2^2 - \|v(T)\|_2^2).
\end{equation}

Hence, using the weak lower semicontinuity and the weak convergence of $v^n$, we get from (5.78) and (5.79)
\begin{equation}
\limsup_{n \to \infty} \int_0^T \int_{\Omega} \nu(\theta^n, b^n) |D(v^n)|^2 \, dx \, dt \leq \int_0^T \int_{\Omega} \nu(\theta, b) |D(v)|^2 \, dx \, dt.
\end{equation}
Recalling the assumption on the viscosity coefficient stated in (A5) gives

\[
\lim_{n \to \infty} C_1 \int_0^T \int_{\Omega} |\mathbb{D}(v^n) - \mathbb{D}(v)|^2 \, dx \, dt \leq \lim_{n \to \infty} \int_0^T \int_{\Omega} \nu(\theta^n, b^n)|\mathbb{D}(v^n) - \mathbb{D}(v)|^2 \, dx \, dt \\
\leq \limsup_{n \to \infty} \int_0^T \int_{\Omega} \nu(\theta^n, b^n)(|\mathbb{D}(v^n)|^2 + |\mathbb{D}(v)|^2 - 2\mathbb{D}(v^n) : \mathbb{D}(v)) \, dx \, dt \\
\leq \int_0^T \int_{\Omega} \nu(\theta, b)(|\mathbb{D}(v)|^2 + |\mathbb{D}(v)|^2 - 2\mathbb{D}(v) : \mathbb{D}(v)) \, dx \, dt = 0.
\]

In the transition from the last term in the second line to the last term in the third line we used that \(\mathbb{D}(v^n) \to \mathbb{D}(v)\) weakly in \(L^2(0, T; L^2(\Omega)^{3 \times 3})\) by (5.65)1, whereby \(\mathbb{D}(v^n) : \mathbb{D}(v) \to \mathbb{D}(v) : \mathbb{D}(v)\) weakly in \(L^1(0, T; L^1(\Omega)^{3 \times 3})\); that \(\theta^n \to \theta\) strongly in \(L^1(0, T; L^1(\Omega))\) by (5.69) and therefore for a subsequence, not indicated, \(\theta^n \to \theta\) a.e. on \(Q\); that \(b^n \to b\) strongly in \(L^2(0, T; L^2(\Omega))\) by (5.66)3 and therefore for a subsequence, not indicated, \(b^n \to b\) a.e. on \(Q\), which by the assumed continuity and boundedness of the viscosity coefficient stated in (A5) implies that \(\nu(\theta^n, b^n) \to \nu(\theta, b)\) a.e. on \(Q\) and \(C_1 \leq \nu(\theta^n, b^n) \leq C_2\). (Here we have made use of Proposition 2.61 on p.183 in [25], concerning the weak converge in \(L^1(Q)\) of a sequence, which is the product of a weakly convergent sequence in \(L^1(Q)\) and a uniformly bounded sequence which converges almost everywhere on \(Q\).)

Therefore, we also have

\[
\begin{align*}
v^n &\to v & \text{strongly in } L^2(0, T; W^{1,2}_{n, \text{div}}), \\
\nu(\theta^n, b^n)|\mathbb{D}(v^n)|^2 &\to \nu(\theta, b)|\mathbb{D}(v)|^2 & \text{strongly in } L^1(0, T; L^1(\Omega)).
\end{align*}
\]

Here (5.81)2 follows from (5.81)1 by writing

\[
\nu(\theta^n, b^n)|\mathbb{D}(v^n)|^2 - \nu(\theta, b)|\mathbb{D}(v)|^2 = \nu(\theta^n, b^n)(|\mathbb{D}(v^n)|^2 - |\mathbb{D}(v)|^2) + (\nu(\theta^n, b^n)|\mathbb{D}(v)|^2 - \nu(\theta, b)|\mathbb{D}(v)|^2),
\]

noting that the first summand on the right-hand side converges to 0 thanks to the boundedness of \(\nu\) implied by the assumption (A5) and the strong convergence of \(|\mathbb{D}(v^n)|^2\) to \(|\mathbb{D}(v)|^2\) in \(L^1(Q)\) implied by (5.81)1; and the second summand converges to 0 by Lebesgue’s dominated convergence theorem thanks to the a.e. convergence of \(\nu(\theta^n, b^n)|\mathbb{D}(v)|^2\) to \(\nu(\theta, b)|\mathbb{D}(v)|^2\) in \(Q\) and the boundedness of \(\nu\).

Note that in a very similar way, we can also deduce that

\[
b^n \to b \quad \text{strongly in } L^2(0, T; W^{1,2}(\Omega)).
\]

In addition, having shown the strong convergence of \(\mathbb{D}(v^n)\), we deduce from (5.36) that, for any \(\delta > 0\),

\[
\|\partial t e^n(t)\|_{(W^{1,10+\delta}(\Omega))^*} \leq g^n(t),
\]

where the sequence \((g^n)_{n \geq 1}\) is weakly convergent in \(L^1(0, T)\) and thus bounded and equi-integrable in \(L^1(0, T)\). Hence the sequence \((\partial t e^n)_{n \geq 1} \subset L^1(0, T; (W^{1,10+\delta}(\Omega))^*)\) is bounded and equi-integrable; also, as \(W^{1,10+\delta}(\Omega)\) is reflexive the same is true of \((W^{1,10+\delta}(\Omega))^*\). Thus, \(\partial t e^n\) is weakly compact in \(L^1(0, T; (W^{1,10+\delta}(\Omega))^*)\) (cf. [16]). Consequently, we have for a subsequence that

\[
\partial t e^n \rightharpoonup \partial e \quad \text{weakly in } L^1(0, T; (W^{1,10+\delta}(\Omega))^*), \quad \delta > 0.
\]
Using this we can let \( n \to \infty \) also in (5.36) and deduce that

\[
\langle \partial_t e, u \rangle + \int_\Omega (\kappa(\theta, b) \nabla_x \theta - e \mathbf{v}) \cdot \nabla_x u \, dx + \int_\Omega \alpha(\theta, b) \tilde{e}(\theta) \psi_2(b) \nabla_x b \cdot \nabla_x u \, dx = \int_\Omega 2\nu(\theta, b) \| \mathbf{D}(\mathbf{v}) \|^2 u \, dx
\]

(5.84)

for all \( u \in W^{1,10+\delta}(\Omega) \) and almost all \( t \in (0, T) \). Concerning the initial condition, it is straightforward to verify that

\[
e(0) = \tilde{e}(\theta_0, b_0) \text{ in } (W^{1,10+\delta}(\Omega))^*.
\]

(5.85)

**Initial condition the for energy and the temperature**

We end this section by strengthening (5.85): we will show that

\[
\lim_{t \to 0^+} \| e(t) - \tilde{e}(\theta_0, b_0) \|_1 = 0.
\]

(5.86)

We provide the detailed proof of (5.86) since it will be also needed in the next section. First of all, it follows from (5.84) with \( u \equiv 1 \), integrating in time from 0 to \( t \in (0, T) \), the equality (5.85), and letting \( t \to 0^+ \) that

\[
\lim_{t \to 0^+} \int_\Omega e(t) \, dx = \int_\Omega \tilde{e}(\theta_0, b_0) \, dx.
\]

(5.87)

Next, we set \( u := (1 + e^n)^{-\frac{1}{2}} \varphi \) in (5.36) where \( \varphi \in W^{1,\infty}(\Omega) \), noting that \( u \) is an admissible choice of test function since \( u \in W^{1,2}(\Omega) \); hence,

\[
2\langle \partial_t \sqrt{1 + e^n}, \varphi \rangle + \int_\Omega \left( \frac{\kappa(\theta^n, b^n)}{\sqrt{1 + e^n}} \nabla_x \theta^n - 2\sqrt{1 + e^n} \mathbf{v} \right) \cdot \nabla_x \varphi \, dx
\]

\[
+ \int_\Omega \alpha(\theta^n, b^n) \tilde{e}(\theta^n) \psi_2(b^n) \nabla_x b^n \cdot \nabla_x \varphi \, dx
\]

\[
- \frac{1}{2} \int_\Omega \frac{\kappa(\theta^n, b^n) \varphi}{(1 + e^n)^{\frac{1}{2}}} \nabla_x \theta^n \cdot \nabla_x e^n \, dx - \frac{1}{2} \int_\Omega \frac{\alpha(\theta^n, b^n) \tilde{e}(\theta^n) \psi_2(b^n)}{(1 + e^n)^{\frac{1}{2}}} \nabla_x b^n \cdot \nabla_x e^n \varphi \, dx
\]

(5.88)

Consequently, using (5.56), (5.57) and (5.38), we get the uniform bound (in fact, here we use \( \delta = 1 \) from the corresponding estimates and replace \( W^{1,10+\delta} \) by \( W^{1,11} \))

\[
\int_0^T \| \partial_t \sqrt{1 + e^n} \|_{(W^{1,11}(\Omega))^*} \, dt \leq C.
\]

(5.89)

Thus, and thanks to (5.66) which implies that \( \sqrt{1 + e^n} \) converges to \( \sqrt{1 + e} \) strongly in \( L^2(Q) \),

\[
\partial_t \sqrt{1 + e^n} \rightharpoonup^* \partial_t \sqrt{1 + e} \quad \text{weakly* in } \mathcal{M}(0, T; (W^{1,11}(\Omega))^*)
\]

(5.90)
Since the time derivative is a measure, we know that for every $\tau \in (0, T)$ there exists a limit from the left and the right, where the limit is taken in the topology of the space $(W^{1,1}(\Omega))^\ast$, i.e., we can define

$$\sqrt{1 + e(\tau_+)} := \lim_{t\to\tau_+} \sqrt{1 + e(t)} \quad \text{and} \quad \sqrt{1 + e^n(\tau_-)} := \lim_{t\to\tau_-} \sqrt{1 + e^n(t)},$$

(5.91)

where both limits are considered in the space $(W^{1,1}(\Omega))^\ast$. In addition, using (5.67), we see that $\sqrt{1 + e} \in L^\infty(0, T; L^2(\Omega))$. Therefore, we can use the density of $W^{1,1}(\Omega)$ in $L^2(\Omega)$ and it follows from (5.91) that

$$\sqrt{1 + e(t)} \to \sqrt{1 + e(\tau_+)} \quad \text{weakly in } L^2(\Omega) \text{ as } t \to \tau_+,$$

$$\sqrt{1 + e(t)} \to \sqrt{1 + e(\tau_-)} \quad \text{weakly in } L^2(\Omega) \text{ as } t \to \tau_-.$$

(5.92)

Having defined the quantity $\sqrt{1 + e}$ pointwise from the left and the right, we now show that the initial condition is attained with an inequality sign. Using (5.54) and considering $\varphi \in W^{1,\infty}(\Omega)$, with $\varphi \geq 0$, in (5.88), we see that

$$2\langle \partial_t \sqrt{1 + e^n}, \varphi \rangle + \int_\Omega \left( \frac{\kappa(\theta^n, b^n)}{\sqrt{1 + e^n}} \nabla_x \theta^n - 2\sqrt{1 + e^n \varphi^n} \right) \cdot \nabla_x \varphi \, dx$$

$$+ \int_\Omega \frac{\alpha(\theta^n, b^n)\bar{e}_1(\theta^n)\psi_2(b^n)}{\sqrt{1 + e^n}} \cdot \nabla_x b^n \cdot \nabla_x \varphi \, dx + C \int_\Omega |\nabla_x b^n|^2 \varphi \, dx \geq 0,$$

where $C$ is a positive constant, independent of $n$. After integration over $(0, \tau)$ this leads to

$$2 \int_\Omega \sqrt{1 + e^n(\tau)} \varphi \, dx + \int_0^\tau \int_\Omega \left( \frac{\kappa(\theta^n, b^n)}{\sqrt{1 + e^n}} \nabla_x \theta^n - 2\sqrt{1 + e^n \varphi^n} \right) \cdot \nabla_x \varphi \, dx \, dt$$

$$+ \int_0^\tau \int_\Omega \frac{\alpha(\theta^n, b^n)\bar{e}_1(\theta^n)\psi_2(b^n)}{\sqrt{1 + e^n}} \cdot \nabla_x b^n \cdot \nabla_x \varphi \, dx + C \int_\Omega |\nabla_x b^n|^2 \varphi \, dx \, dt$$

$$\geq 2 \int_\Omega \sqrt{1 + e^n_0} \varphi \, dx.$$

Integration over $\tau \in (t_0, t_0 + h)$ then gives

$$2 \int_{t_0}^{t_0+h} \int_\Omega \sqrt{1 + e^n(\tau)} \varphi \, dx \, d\tau + \int_{t_0}^{t_0+h} \int_0^\tau \int_\Omega \left( \frac{\kappa(\theta^n, b^n)}{\sqrt{1 + e^n}} \nabla_x \theta^n - 2\sqrt{1 + e^n \varphi^n} \right) \cdot \nabla_x \varphi \, dx \, dt \, d\tau$$

$$+ \int_{t_0}^{t_0+h} \int_0^\tau \int_\Omega \frac{\alpha(\theta^n, b^n)\bar{e}_1(\theta^n)\psi_2(b^n)}{\sqrt{1 + e^n}} \cdot \nabla_x b^n \cdot \nabla_x \varphi \, dx + \int_\Omega |\nabla_x b^n|^2 \varphi \, dx \, dt \, d\tau$$

$$\geq 2 \int_{t_0}^{t_0+h} \int_\Omega \sqrt{1 + e^n_0} \varphi \, dx \, d\tau,$$
and using the already established convergence results we can pass to the limit \( n \to \infty \) with, again, 
\( \varepsilon = \varepsilon^n := \frac{1}{n} \), to see that

\[
\begin{align*}
2 \int_{t_0}^{t_0+h} \int_\Omega \sqrt{1 + e(\tau)} \varphi \, dx \, d\tau + \int_{t_0}^{t_0+h} \int_0^\tau \int_\Omega \left( \frac{\kappa(\theta, b)}{\sqrt{1 + e(\tau)}} \nabla_x \theta - 2\sqrt{1 + e(\tau)} \right) \cdot \nabla_x \varphi \, dx \, dt \, d\tau \\
+ \int_{t_0}^{t_0+h} \int_0^\tau \int_\Omega \frac{\alpha(\theta, b) \bar{c}_1(\theta) \psi'_2(b)}{\sqrt{1 + e(\tau)}} \nabla_x b \cdot \nabla_x \varphi \, dx \, dt \, d\tau \\
\geq 2 \int_{t_0}^{t_0+h} \int_\Omega \sqrt{1 + \bar{c}(\theta_0, b_0)} \varphi \, dx \, d\tau.
\end{align*}
\]

Finally, dividing by \( h \) and letting \( h \to 0_+ \) and using (5.92), we see that for all \( \tau \in (0, T) \) and
arbitrary nonnegative \( \varphi \in W^{1, 11}(\Omega) \) the following inequality holds:

\[
\begin{align*}
2 \int_\Omega \sqrt{1 + e(t)} \varphi \, dx + \int_0^t \int_\Omega \left( \frac{\kappa(\theta, b)}{\sqrt{1 + e(t)}} \nabla_x \theta - 2\sqrt{1 + e(t)} \right) \cdot \nabla_x \varphi \, dx \\
+ \int_0^t \int_\Omega \frac{\alpha(\theta, b) \bar{c}_1(\theta) \psi'_2(b)}{\sqrt{1 + e(t)}} \nabla_x b \cdot \nabla_x \varphi \, dx \\
\geq 2 \int_\Omega \sqrt{1 + \bar{c}(\theta_0, b_0)} \varphi \, dx.
\end{align*}
\]

Consequently, letting \( \tau \to 0_+ \), using also (5.92), we see that, for all nonnegative \( \varphi \in L^2(\Omega) \),

\[
\lim_{t \to 0_+} \int_\Omega \sqrt{1 + e(t)} \varphi \, dx \geq \int_\Omega \sqrt{1 + \bar{c}(\theta_0, b_0)} \varphi \, dx.
\]

Finally, by combining this inequality (with \( \varphi := \sqrt{1 + \bar{c}(\theta_0, b_0)} \) ) with (5.87), we get

\[
\begin{align*}
\lim_{t \to 0_+} \int_\Omega |\sqrt{1 + e(t)} - \sqrt{1 + \bar{c}(\theta_0, b_0)}|^2 \, dx \\
= \lim_{t \to 0_+} \int_\Omega (1 + e(t) + 1 + \bar{c}(\theta_0, b_0) - 2\sqrt{1 + e(t)}\sqrt{1 + \bar{c}(\theta_0, b_0)}) \, dx \\
\leq \int_\Omega (1 + \bar{c}(\theta_0, b_0) + 1 + \bar{c}(\theta_0, b_0) - 2\sqrt{1 + \bar{c}(\theta_0, b_0)}\sqrt{1 + \bar{c}(\theta_0, b_0)}) \, dx = 0.
\end{align*}
\]

Thus, we have

\[
\begin{align*}
\lim_{t \to 0_+} \int_\Omega |e(t) - \bar{c}(\theta_0, b_0)| \, dx \\
= \lim_{t \to 0_+} \int_\Omega |(\sqrt{1 + e(t)} - \sqrt{1 + \bar{c}(\theta_0, b_0)})(\sqrt{1 + e(t)} + \sqrt{1 + \bar{c}(\theta_0, b_0)})| \, dx \\
\leq C \lim_{t \to 0_+} \left( \int_\Omega |\sqrt{1 + e(t)} - \sqrt{1 + \bar{c}(\theta_0, b_0)}|^2 \, dx \right)^{\frac{1}{2}} = 0,
\end{align*}
\]

which is (5.86).
5.5 The limit $k \to \infty$

In this section we will denote the solution constructed in the previous section by $(v^k, \theta^k, b^k)$. The final part of the proof is to remove the cut-off from the convective term in the momentum equation by passing to the limit $k \to \infty$. The key difficulty is then the fact that in the limit the velocity field will not be an admissible test function anymore and consequently we will not be able to justify the limit procedure in the term on the right-hand side of the temperature equation. To this end, we shall therefore first identify the evolution equation for the global energy. Thanks to the fact that we have assumed a slip boundary condition (2.24), following [8] we can introduce the pressure $p^k \in L^2(0, T; L^2_2(\Omega))$, so that

$$
\langle \partial_t v^k, w \rangle + \int_\Omega (2\nu(\theta^k, b^k)D(v^k) - G_k(|v^k|)v^k \otimes v^k) : \nabla_x w \, dx + \int_{\partial \Omega} s^k \cdot w \, dS
$$

$$(5.95)$$

holds for all $w \in W^{1,2}_n$ and almost all $t \in (0, T)$. Next, setting $w := v^k u$, where $u \in W^{1,\infty}(\Omega)$ and adding the result to (5.84), we obtain

$$
\langle \partial_t E^k, u \rangle + \int_\Omega (\kappa(\theta^k, b^k)\nabla_x \theta^k - (E^k + p^k)v^k) \cdot \nabla_x u \, dx + \int_{\partial \Omega} s^k \cdot v^k u \, dS
$$

$$
+ \int_\Omega \alpha(\theta^k, b^k) \hat{c}_1(\theta^k) \psi_2(b^k) \nabla_x b^k \cdot \nabla_x u \, dx = \langle b, v^k u \rangle.
$$

where $E^k := \frac{1}{2}\|v^k\|^2 + e^k$. In addition, we recall the equation for $b^k$, see (5.76),

$$
\langle \partial_t b^k, u \rangle + \int_\Omega (\alpha(\theta^k, b^k) \nabla_x b - b v) \cdot \nabla_x u + h(\theta^k, b^k) u \, dx = 0
$$

(5.97)

for all $u \in W^{1,2}(\Omega)$ and almost all $t \in (0, T)$. Thus, this equation is now prepared for the limiting procedure.

As is usual in compactness arguments, we begin by collecting the estimates that are uniform in $k$. It follows from weak lower semicontinuity, Fatou’s lemma and (5.38), (5.39), (5.40), (5.42), (5.43), (5.52), (5.56), (5.57), (5.60), (5.61), (5.63), (5.62) and (5.64) that, for all $\delta \in (0, 1)$,

$$
\sup_{t \in (0, T)} \left( \|v^k(t)\|_{1,2}^2 + \|e^k(t)\|_1 + \|\theta^k(t)\|_1 + \|\ln \theta^k(t)\|_1 \right)
$$

$$
+ \int_0^T \|v^k\|_{1,2}^2 + \|b^k\|_{1,2}^2 + \|\partial_t b^k\|_{W^{1,2}(\Omega)}^2 + \|\partial \theta e^k\|_{L^{1, \infty}(\Omega)} + \|\theta^k\|_{L^{1,\infty}(\Omega)}^{10} + \|\ln \theta^k\|_{1,2}^2 \, dt
$$

$$
+ \int_0^T \left( \|e^k\|_{1,2}^{\frac{10}{3} - \delta} \|1 + \theta^k\|_{1,2}^\frac{10}{3} \|1 + \theta^k\|_{L^2(\Omega)}^{\frac{10}{3} - \delta} \right) \, dt
$$

$$
+ \int_0^T \|\theta^k\|_{1, \frac{4}{3} - \delta}^{\frac{3}{4} - \delta} + \|e^k\|_{1, \frac{4}{3} - \delta}^{\frac{3}{4} - \delta} + \|\theta^k\|_{\frac{3}{4} - \delta}^{\frac{3}{4} - \delta} + \|e^k\|_{\frac{3}{4} - \delta}^{\frac{3}{4} - \delta} \, dt \leq C(\delta),
$$

(5.98)
and
\[ b_{\min} \leq b^k(t, x) \leq b_{\max} \text{ for almost all } (t, x) \in (0, T) \times \Omega. \tag{5.99} \]

In addition, using the interpolation inequality
\[ \|u\|_4 \leq C\|u\|^\frac{1}{2}_2\|u\|^\frac{3}{2}_{1,2}, \]
we have that
\[ \int_0^T \|v^k\|^\frac{8}{3} \, dt \leq C. \tag{5.100} \]

Then, by proceeding as in [8], we can also deduce\(^9\) that
\[ \int_0^T \|p^k\|^\frac{1}{2} \, dt \leq C. \tag{5.101} \]

It then follows from (5.95), (5.96), (5.98), (5.100) and (5.101) that, for all \( \delta \in (0, 1) \),
\[ \int_0^T \|\partial_t v^k\|^\frac{3}{2} (W^{1,2}_n)^* + \|\partial_t E^k\|^\frac{10+\delta}{2(10+\delta)} (W^{1,10+\delta}(\Omega))^* \, dt \leq C(\delta). \tag{5.102} \]

Now, we can repeat step by step the procedure from the previous section, i.e., we can find weakly and strongly converging subsequences, such that the limiting objects \((v, b, \theta, e, s)\) satisfy (3.2)–(3.12), (3.13) and (3.21) and we can also obtain (3.15)–(3.17) directly by letting \( k \to \infty \) in (5.95)–(5.97). The inequalities (3.18)–(3.19), can be obtained from (5.84) and using the same scheme as suggested in (5.44)–(5.50). The identification (3.14) follows by Minty’s method and the following inequality, which is based on the strong convergence of \(v^k\) in \(L^2(0, T; L^2(\partial \Omega)^3)\):

\[
0 \leq \lim_{k \to \infty} \int_0^T \int_{\partial \Omega} \left( \frac{|s^k| - s_*}{|s^k|} \cdot s^k - \frac{|w| - s_*}{|w|} \cdot w \right) \cdot (s^k - w) \, dS \, dt \\
= \lim_{k \to \infty} \int_0^T \int_{\partial \Omega} (\gamma_* v^k - \frac{|w| - s_*}{|w|} w) \cdot (s^k - w) \, dS \, dt \\
= \int_0^T \int_{\partial \Omega} (\gamma_* v - \frac{|w| - s_*}{|w|} w) \cdot (s - w) \, dS \, dt
\]

for an arbitrary \( w \in L^2(0, T; L^2(\partial \Omega)^3) \).

It remains to show (3.20). In the case of \( b \) the proof of the asserted attainment of the initial datum is quite standard and we shall therefore omit its proof here. For \( v \), the argument is exactly the same as in the case of the incompressible Navier–Stokes equations. First one can show that
\[ v(t) \rightharpoonup v_0 \quad \text{weakly in } L^2(\Omega)^3. \]

\(^9\)This is done by inserting \( w := \nabla_x u \) in (5.95), where \( u \) solves \( \Delta u = p^k \) subject to a homogeneous Neumann boundary condition.
Next, by weak lower semicontinuity, one can also conclude that
\[ \|v(\tau)\|_2^2 \leq \|v_0\|_2^2 + \int_0^\tau \langle b, v \rangle \, dt \quad \implies \quad \limsup_{t \to 0^+} \|v(t)\|_2^2 \leq \|v_0\|_2^2. \]

These two pieces of information then lead to (3.20) for \( v \).

Concerning the attainment of the initial datum by \( e \), we recall that since \( \partial_t e \) is a measure, it is meaningful to consider pointwise values \( e(t_+) \) and \( e(t_-) \) and we can therefore also meaningfully consider \( \lim_{t \to 0^+} e(t) \). Similarly, as before, we can conclude that for every nonnegative \( u \in L^2(\Omega) \) we have
\[ \liminf_{t \to 0^+} \int_\Omega u \sqrt{1 + e(t)} \, dx \geq \int_\Omega u \sqrt{1 + \tilde{e}(\theta_0, b_0)} \, dx. \]  
(5.103)

Although this does not yet yield the attainment of the initial datum by \( e \) stated in (3.19), we can use (3.17) to deduce that
\[ \limsup_{t \to 0^+} \int_\Omega \frac{1}{2} |v(t)|^2 + e(t) \, dx \leq \int_\Omega \frac{1}{2} |v_0|^2 + \tilde{e}(\theta_0, b_0) \, dx. \]

Since we already know that \( v_0 \) is attained strongly, it follows that
\[ \limsup_{t \to 0^+} \|\sqrt{1 + e(t)}\|_2^2 \leq \|\sqrt{1 + \tilde{e}(\theta_0, b_0)}\|_2^2. \]  
(5.104)

By taking \( u \equiv 1 \) in (5.103) and combining the resulting inequality with (5.104) gives that \( \sqrt{1 + e(t)} \to \sqrt{1 + \tilde{e}(\theta_0, b_0)} \) strongly in \( L^2(\Omega) \) and the claim (3.20) for \( e \) then directly follows.

Finally, the attainment of the initial datum by \( \theta \) in \( L^1(\Omega) \) asserted in (3.20) is a consequence of the attainment of the initial datum by \( e \) in \( L^1(\Omega) \) and by \( b \) in \( L^2(\Omega) \) (and therefore also in \( L^1(\Omega) \)), and the fact that the mapping \( (e, b) \in \mathbb{R}_{\geq 0} \times [b_{\min}, b_{\max}] \mapsto \theta = \tilde{\theta}(e, b) \in \mathbb{R}_{\geq 0} \) is globally Lipschitz with respect to \( e \in \mathbb{R}_{\geq 0} \) uniformly in \( b \in [b_{\min}, b_{\max}] \), and with respect to \( b \in [b_{\min}, b_{\max}] \) uniformly in \( e \in \mathbb{R}_{\geq 0} \). To prove the asserted Lipschitz continuity of \( \theta = \tilde{\theta}(e, b) \), note that by (implicit) differentiation of (2.17)_2 with respect to \( e \) and \( b \) we have that
\[
\frac{\partial \theta}{\partial e}(e, b) = \frac{1}{-\theta \tilde{\psi}_0''(\theta) - \theta \tilde{\psi}_1''(\theta) \tilde{\psi}_2(b)} \quad \text{and} \quad \frac{\partial \theta}{\partial b}(e, b) = \frac{(\theta \tilde{\psi}_1'(\theta) - \tilde{\psi}_1(\theta)) \tilde{\psi}_2'(b)}{-\theta \tilde{\psi}_0''(\theta) - \theta \tilde{\psi}_1''(\theta) \tilde{\psi}_2(b)} \quad \text{with} \quad \theta = \tilde{\theta}(e, b).
\]

As \( \tilde{\psi}_2(b) \geq 0 \) for all \( b > 0 \), thanks to (A1) and (A4) the denominators are nonnegative and are, in fact, bounded below by \( C_1 > 0 \) (with \( C_1 \) as in (A4)) for all \( \theta \geq 0 \) and all \( b > 0 \). Concerning the numerator of the second fraction, the first factor is \( -\tilde{\psi}_1(\theta) \), which by (2.32) is bounded in absolute value by \( \tilde{\psi}_1(0) + C_2 \) (with \( C_2 \) as in (A4)). The numerator in the second fraction is therefore bounded in absolute value by a positive constant, uniformly in \( \theta \in \mathbb{R}_{\geq 0} \) and \( b \in [b_{\min}, b_{\max}] \), and therefore also uniformly in \( e \in \mathbb{R}_{\geq 0} \) and \( b \in [b_{\min}, b_{\max}] \). That completes the proof of Theorem 3.1 asserting the existence of global-in-time weak solutions to the problem.
6 Conclusions

Viscoelastic rate-type models are ubiquitous in the modelling of flows of complex fluids. As such they have been of interest from the mathematical point of view as well; see for example [28] for a seminal contribution in this direction. However, the overwhelming majority of mathematical research on the subject has been concerned with isothermal flows. This is unsatisfactory from the physical point of view, since material parameters for viscoelastic rate-type fluids are known to be sensitive to temperature-variations. In fact, accounting for temperature-variations is recognised as a major modelling problem in rheology; see for example [49]. Consequently, the mathematical analysis of models of viscoelastic fluids should also focus on the qualitative properties of equations describing the corresponding coupled thermo-mechanical processes. This has been the main objective herein.

While the model we have considered is a very simple from the physical point of view, the proof of solvability of the corresponding governing equations has been a challenging mathematical problem. A key aspect of the mathematical analysis presented in the paper is that it exploits the thermodynamic foundations of the model. We have also introduced a novel approximation scheme, which enabled us to prove the existence of large-data global-in-time weak solutions to the corresponding governing equations for coupled thermo-mechanical processes. This is, to the best of our knowledge, the first result of this type regarding viscoelastic rate-type fluids.
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