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Abstract. We show that the Hamiltonians of the open relativistic Toda system are cluster characters of nonrigid representations of a quiver with potential. We identify the phase space of this system, the Coxeter double Bruhat cell $SL_{c,c}^N/\text{Ad } H$, with the wild character variety related to the periodic nonrelativistic Toda system by the wild nonabelian Hodge correspondence. Under this correspondence, we show that the relativistic Toda Hamiltonians are identified with traces of holonomies around the nontrivial cycle in $\mathbb{C}^*$. As a corollary, the expansion in cluster coordinates of these traces of holonomies is a generating function of Euler characteristics of moduli spaces of stable framed quiver representations. This confirms, in the case of Wilson loops in $\mathcal{N} = 2$ $SU(N)$ super Yang-Mills, the agreement of two expected formulae for expectation values of line operators in 4d $\mathcal{N} = 2$ theories of class $\mathcal{S}$.

1. Introduction

The first purpose of this paper is to study a basic example of a cluster integrable system, the open relativistic Toda chain, from the point of view of the additive categorification of cluster algebras. Following [GK13], by a cluster integrable system we mean an integrable system whose phase space is a cluster variety equipped with its canonical Poisson structure. Examples include those studied in [GK13, FM14, HKKR00, Wil13a], and encompass those referred to as relativistic integrable systems in the literature [Rui90]. Roughly, cluster varieties are Poisson varieties whose coordinate rings (cluster algebras) are equipped with a canonical partial basis of functions called cluster variables [FZ02]. Additive categorification refers to the study of cluster algebras through the representation theory of associative algebras, in particular Jacobian algebras of quivers with potential [Ami11, Kel12]. A key notion is that of the cluster character (or Caldero-Chapoton function) of a representation of a quiver with potential, a generating function of the Euler characteristics of its quiver Grassmannians [CC06, CK06, Pal08, Pla11]. In particular, while cluster variables are a priori defined in a recursive, combinatorial way, they can in retrospect be described in a nonrecursive, representation-theoretic way as the cluster characters of rigid indecomposable representations. Our first main result is that the open relativistic Toda Hamiltonians, while not cluster variables, are nonetheless cluster characters of nonrigid indecomposable representations of a quiver with potential.

The phase space of the open relativistic Toda chain is the quotient $SL_{c,c}^N/\text{Ad } H$ of a Coxeter double Bruhat cell of $SL_n(\mathbb{C})$ by its Cartan subgroup $H$. Double Bruhat cells are the left $H$-orbits of the symplectic leaves of the standard Poisson-Lie structure on a complex simple Lie group [HKKR00], and are prototypical examples of cluster varieties [BFZ05]. The cluster structure on $SL_{c,c}^N/\text{Ad } H$ is encoded by the quiver $Q_n$, shown in Figure 1. The Toda Hamiltonians are the restrictions to $SL_{c,c}^N/\text{Ad } H$ of the characters of the fundamental representations of $SL_n(\mathbb{C})$, and also appear as the conserved quantities of the $A_n$ $Q$-system [Ked08, DK09]. The expansion of these Hamiltonians in cluster coordinates has a combinatorial description as a weighted sum of paths in a directed annular graph [GSV11], following a framework familiar from the theory of totally nonnegative matrices [FZ00]. To identify these
Figure 1.

Hamiltonians as cluster characters of representations of the relevant quiver with potential, we recall the coefficient quiver of a representation, which encodes the action of the path algebra on a chosen basis [Rin98, CI11]. By finding a suitable basis of the relevant nonrigid representations, we reduce the classification of subrepresentations to the enumeration of certain subquivers of the coefficient quiver. We then show that this problem is equivalent to the enumeration of paths in the directed graph used to describe the cluster structure on $SL_n^{c,c}/Ad H$. We note that being the cluster character of a representation is an extremely restrictive constraint on a Laurent polynomial, as in a suitable sense the leading term of a cluster character determines the entire expression up to finitely many possibilities.

Our second main result is to show that the phase space $SL_n^{c,c}/Ad H$ can be identified with a wild character variety [Boa13] in such a way that the relativistic Toda Hamiltonians are identified with traces of holonomies around a simple closed curve. The relevant wild character variety is related by the wild nonabelian Hodge correspondence to the periodic (nonrelativistic) Toda system, viewed as a meromorphic Hitchin system on $\mathbb{P}^1$. The cluster structure on this character variety may be defined via spectral networks [GMN13b], combinatorial objects built out of trajectories of differential equations defined by a Hitchin spectral curve. It is well-known on physical grounds that the cluster structure on this particular wild character variety is encoded by the quiver $Q_n$, identifying it birationally with $SL_n^{c,c}/Ad H$ by identifying their respective cluster coordinates. Proving that this isomorphism identifies the relativistic Toda Hamiltonians with traces of holonomies requires first extracting a sufficiently explicit qualitative description of the spectral networks defined implicitly by the periodic Toda spectral curves. We then show that the combinatorics of weighted paths in directed graphs used to compute the relativistic Toda Hamiltonians is in a sense directly reproduced by the path-lifting scheme of [GMN13b], with the relevant directed graph appearing as the 1-skeleton of the periodic Toda spectral curve.

One reason for considering the above two results in conjunction is that they prove in a basic example a natural expectation regarding canonical bases in coordinate rings of (possibly wild) $SL_n(\mathbb{C})$-character varieties of punctured surfaces: that the expansion in cluster coordinates of the trace of the holonomy around a simple closed curve in an $SL_n(\mathbb{C})$-representation is the cluster character of a representation of the associated quiver with potential. While this is essentially known for $SL_2(\mathbb{C})$-character varieties [MSW13, BZ11], for $SL_n(\mathbb{C})$-character varieties with $n > 2$ we know of no previous results to this effect in the literature. In particular, it follows from our results that in the example we consider the traces of holonomies in the fundamental $SL_n(\mathbb{C})$-representations are elements of the generic basis of [Dup11, ILFS12]. We note that explicitly considering traces in general $SL_n(\mathbb{C})$-representations would add additional subtleties we do not consider here; the quiver-theoretic description of these functions requires
Our main results are Theorems 3.13 and 2.13, identifying the relativistic Toda Hamiltonians on $SL_n^{c}/AdH$ with traces of holonomies and cluster characters, respectively. Applying a standard correspondence in Proposition 2.17, the resulting equality of the expressions in the middle row can be interpreted physically as the agreement of two different kinds of formula for the expectation values of supersymmetric line operators [GMN13a].

For context, we recall the physical interpretation of these ideas in terms of line operators in 4d $\mathcal{N} = 2$ theories of class $\mathcal{S}$ [GMN13a, CN13, Cir13, Xie13, CDM+13]. Theories of this type are constructed out of a Riemann surface $C$ with irregular data, the wild character variety of $C$ appearing as a space of vacua of the theory compactified on $S^1$. Expectation values of supersymmetric line operators wrapping $S^1$ give rise to holomorphic functions on the character variety. As argued in [GMN13a], the expansions of these functions in cluster coordinates should be generating functions of framed BPS indices. The quiver which encodes the cluster structure on the character variety is the BPS quiver of the theory [ACC11], and framed BPS indices are roughly Euler characteristics of moduli spaces of stable framed representations of the BPS quiver (with corrections, in general) [CN13]. A standard correspondence between quiver Grassmannians and moduli spaces of stable framed representations identifies these generating functions with cluster characters of unframed representations [Nag13, Rei08]. On the other hand, one construction of such line operators is through surface operators of the 6d $(2, 0)$ theory partially wrapping closed curves in $C$. In the case of a simple closed curve the resulting expectation value should be the trace in some representation of the holonomy around this curve [GMN13a], hence this trace should be a cluster character. Of course, the quiver $Q_n$ is familiar as the BPS quiver of pure $\mathcal{N} = 2$ $SU(N)$ Yang-Mills theory [CNV10, ACC11, CD12], hence the wild character variety related to $SL_n^{c}/AdH$ is the one associated with its Seiberg-Witten system, the periodic Toda system. From this point of view, the open relativistic Toda Hamiltonians are the expectation values of Wilson loops in the fundamental representations of $SU(N)$ [GMN13a].
A corollary of our results is that the phase spaces of the two “opposite” Toda systems we consider, open relativistic and periodic nonrelativistic, are actually directly connected through the wild nonabelian Hodge correspondence. We suggest the following picture, though we do not attempt to make it precise here. The phase space of the periodic relativistic Toda chain, another example of a cluster integrable system, can be identified with a space of monopoles on $S^1 \times S^1_y \times \mathbb{R}_z$ [CW12]. More precisely, this space is hyperkähler with complex structures $I$, $J$, and $K$ in correspondence with the factors $S^1_x$, $S^1_y$, and $\mathbb{R}_z$, and in both structures $I$ and $J$ it admits a spectral decomposition identifying it holomorphically with the periodic relativistic Toda system (of course, these are different identifications). Letting the radius of $S^1_x$ shrink to 0, the space degenerates to a space of solutions to Hitchin equations on $S^1_y \times \mathbb{R}_z$. This limit is felt differently by the complex structures $I$ and $J$, breaking the symmetry between them. In complex structure $I$ we have the nonrelativistic limit between the two flavors of periodic Toda chain. In complex structure $J$ we have a degeneration between the two flavors of relativistic Toda chain, presumably coinciding with that observed in [FM14]. Note that it is well-known that the bicolored graph encoding the cluster structure on the periodic relativistic Toda phase space can be identified with the 1-skeleton of its spectral curves (this is a general feature of the systems of [GK13], see for example [FHKV08]). The above picture provides a conceptual link between this fact and our identification of the bicolored graph encoding the cluster structure on the open relativistic Toda phase space with the 1-skeleton of the periodic nonrelativistic Toda spectral curves.

The representation theory of the Jacobian algebra of $Q_n$ was studied in [Cec13], where in particular the stable representations at weak coupling were classified and proved consistent with known perturbative features of the pure gauge theory BPS spectrum. A distinguished role in its representation theory is played by the light subcategory $\mathcal{L}$, a $\mathbb{P}^1$-family of orthogonal subcategories $\mathcal{L}_\lambda$ each equivalent to the module category of the $A_n$ preprojective algebra $\Lambda_n$. The objects of each $\mathcal{L}_\lambda$ that are stable for some weakly-coupled stability condition are those corresponding to $\Lambda_n$-modules whose dimension vector is a positive root. On the other hand, the representations corresponding to the relativistic Toda Hamiltonians are recovered as cluster characters of the objects of $\mathcal{L}_\lambda$ corresponding to projective-injective $\Lambda_n$-modules. This connection offers useful intuition for Theorem 2.13, which in this light links the projective-injective $\Lambda_n$-modules to the characters of the fundamental representations of $SL_n(\mathbb{C})$. Indeed, that these objects are connected is already well-known. We recall in particular the result of [BK12, BKT11] that the convex hull of the dimension vectors of submodules of a projective-injective $\Lambda_n$-module is a Weyl polytope, the convex hull of the weights of a fundamental representation of $SL_n(\mathbb{C})$.
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2. Relativistic Toda Systems and Quivers with Potential

2.1. Relativistic Toda Hamiltonians and Nonintersecting Paths. In this section we recall the construction of the open relativistic Toda system in terms of the Coxeter double Bruhat cell $SL_{n+1}^{c,c}/\text{Ad } H$ [HKKR00, Wil13b]. This in particular identifies its phase space as the cluster variety associated with the quiver $Q_n$. Following [GSV11], we identify the expansion of its Hamiltonians in cluster coordinates with generating functions of collections of nonintersecting paths on a directed graph in the annulus. The cluster algebra notation we use is summarized in appendix A.
Let 
\[ c = s_1 s_2 \cdots s_n \]
be the standard Coxeter element of \( S_{n+1} \) and let \( SL_{n+1}^{c,c} \) be the double Bruhat cell 
\[ SL_{n+1}^{c,c} = B_+ \hat{c} B_+ \cap B_- \hat{c} B_- , \]
where \( B_\pm \) are the subgroups of upper- and lower-triangular matrices and \( \hat{c} \) any representative of \( c \) in \( SL_{n+1} \) (by \( SL_{n+1} \) we will always mean \( SL_{n+1}(\mathbb{C}) \)). The quotient \( SL_{n+1}^{c,c}/AdH \) of \( SL_{n+1}^{c,c} \) under conjugation by the Cartan subgroup has dimension \( 2n \) and inherits a symplectic structure from the standard Poisson structure on \( SL_{n+1} \). \(^1\)

**Definition 2.1.** The open relativistic Toda system is the integrable system with phase space \( SL_{n+1}^{c,c}/AdH \) and Hamiltonians \( H_1, \ldots, H_n \) the restrictions of the characters of the fundamental representations \( \Lambda^k \mathbb{C}^{n+1} \).

Each double Bruhat cell has a cluster structure with a subset of clusters indexed by double reduced words. Recall that a double reduced word for a pair \( (u, v) \) of Weyl group elements is a shuffle of reduced words for \( u \) and \( v \); we fix the double reduced word
\[ i = (1, -1, 2, -2, \ldots, n, -n) \]
for \( (c, c) \). More precisely, the double Bruhat cells \( SL_{n+1}^{c,c} \) and \( PSL_{n+1}^{c,c} \) of the simply-connected and adjoint groups have \( A \)- and \( X \)-type cluster structures. The cluster \( X \)-variety structure on \( PSL_{n+1}^{c,c} \) descends to one on \( PSL_{n+1}^{c,c}/AdH \) by amalgamation [Wil13b]. The double reduced word \( i \) encodes a seed of the cluster structure on \( PSL_{n+1}^{c,c}/AdH \) whose associated quiver is \( Q_n \) from Figure 1. The toric cluster chart associated with this seed is given by the map \( \chi_{Q_n} : PSL_{n+1}^{c,c}/AdH \) defined by
\[ (y_1, \ldots, y_{2n}) \mapsto E_1 y_1^{\omega^\vee_1} F_1 y_2^{\omega^\vee_2} \cdots E_n y_{2n-1}^{\omega^\vee_n} F_{2n} y_{2n}^{\omega^\vee_{2n}} . \]

Here the right-hand side is an ordered product of simple root and fundamental coweight subgroups. That is,
\[
\begin{align*}
(E_i)_{jk} &= \begin{cases} 
1 & j = k \text{ or } (j, k) = (i, i+1) \\
0 & \text{otherwise}
\end{cases}, \\
(F_i)_{jk} &= \begin{cases} 
1 & j = k \text{ or } (j, k) = (i+1, i) \\
0 & \text{otherwise}
\end{cases}, \\
(y^{\omega^\vee}_i)_{jk} &= \begin{cases} 
y_i^{k+1} & j = k \text{ and } j \leq i \\
y_i^{k-1} & j = k \text{ and } j > i \\
0 & \text{otherwise}
\end{cases} .
\end{align*}
\]

\(^1\)As in [Wil13b] we only care about well-behaved open toric subsets of \( SL_{n+1}^{c,c}/AdH \), so do not worry about defining the quotient carefully. To be conservative, we could simply take \( SL_{n+1}^{c,c}/AdH \) to mean the quotient of the open subspace which is the union of cluster charts coming from double reduced words, as \( H \) acts freely on this subspace.
It is often convenient to factor $y_1^{\omega_k}$ as the product of a scalar matrix and a diagonal matrix whose entries are equal to either 1 or $y$:

$$y_1^{\omega_k} = y_{n+1}^{-k} \begin{pmatrix} y & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots \\ \vdots & 1 & \ddots & \ddots \\ 0 & \cdots & \cdots & 0 \end{pmatrix}.$$  

As the adjacency matrix of $Q_n$ is nondegenerate, the canonical map $A_{Q_n} \to X_{Q_n}$ is a finite cover. We identify $A_{Q_n}$ as an open chart on $SL_{n+1}^{c.c} / \text{Ad} H$ so that its map to $X_{Q_n}$ is compatible with the finite cover $SL_{n+1}^{c.c} / \text{Ad} H \to PSL_{n+1}^{c.c} / \text{Ad} H$. This will define for us the Laurent expansions of the Hamiltonians $H$ on $A_{Q_n}$, which will be our principle object of study. We let $y_1^{1/n+1} \in \mathbb{C}[A_{Q_n}]$ be the unique root of $p_{Q_n} y_i$ which is a monomial in $x_1, \ldots, x_n$ (that is, with coefficient 1). Then we define a map $a_1 : A_{Q_n} \to SL_{n+1}^{c.c} / \text{Ad} H$ by

$$(y_1^{1/n+1}, \ldots, y_{2n}^{1/n+1}) \mapsto E_1(y_1^{1/n+1})^{(n+1)\omega^{y_1}} \cdots F_{2n}(y_{2n}^{1/n+1})^{(n+1)\omega^{y_{2n-1}}},$$

which satisfies

$$(q_{Q_n} \circ a_1) : A_{Q_n} \to SL_{n+1}^{c.c} / \text{Ad} H \xrightarrow{p_{Q_n}} X_{Q_n} \longrightarrow PSL_{n+1}^{c.c} / \text{Ad} H.$$

We can describe the cluster coordinates on $SL_{n+1}^{c.c} / \text{Ad} H$ combinatorially following a standard construction in the theory of total nonnegativity. We define directed graph $\mathcal{N}_i$ via the following embedding into $[0, 1]^2$:

$$\mathcal{N}_i = \left( \bigcup_{k=1}^{n} [0, 1] \times \left\{ \frac{k}{n+2} \right\} \cup \left( \bigcup_{k=1}^{n} \left\{ \frac{k}{2n+1} \right\} \times [n+1-k, n+2-k] \right) \right. \cup \left( \bigcup_{k=1}^{n} \left\{ \frac{n+k}{2n+1} \right\} \times [n+1-k, n+2-k] \right).$$

The vertical edges of the form $\left\{ \frac{k}{n+2} \right\} \times [n+1-k, n+2-k]$ are directed upward, those of the form $\left\{ \frac{n+k}{2n+1} \right\} \times [n+1-k, n+2-k]$ are directed downward, and the horizontal edges are directed leftward.\(^2\) See and Examples 2.3, 2.4 and 2.15 for illustrations. We refer to $(1, \frac{k}{n+2})$, $(0, \frac{k}{n+2})$ as the $k$th input and output vertices of $\mathcal{N}_i$, respectively. We only need to consider the graph $\mathcal{N}_i$ up to isotopy and the following move. We allow two vertices with one incoming edge and two outgoing edges (or vice-versa) to collide and expand in the opposite configuration as

\(^2\)Readers familiar with this formalism will note that the graph $\mathcal{N}_i$ as described corresponds to the double reduced word $i' = (1, \ldots, r, -1, \ldots, -r)$ rather than $i = (1, -1, 2, -2, \ldots, r, -r)$. However, these double reduced words are equivalent up to a trivial reindexing, and their associated graphs are equivalent in the sense described. The graph associated with $i'$ is more convenient to draw, while the graph associated with $i$ induces a more convenient indexing of the vertices of $Q_n$. 

We label the component of \([0, 1]^2 \setminus \mathcal{N}_1\) to the immediate right of the edges \(\{\frac{k}{2n+1}\} \times [n+1-k, n+2-k], \{\frac{n+k}{2n+1}\} \times [n+1-k, n+2-k]\) by the variables \(y_k, y_{n+k}\), respectively.

The graph \(\mathcal{N}_1\) we describes a lift of the map \(A_{Q_n} \xrightarrow{\tilde{a}_1} SL^c_{N} / Ad H\) to a map \(A_{Q_n} \xrightarrow{\tilde{a}_1} SL^c_{n+1}\) in the following way. By a directed path in \(\mathcal{N}_1\) we mean a path whose orientation agrees with that of \(\mathcal{N}_1\). A maximal direct path \(p\) starts and ends at boundary vertices of \(\mathcal{N}_1\), and we define its weight \(\text{wt}(p)\) by the following conditions. The weight of the lowest directed path \(p_{\text{min}}\) (the unique directed path from the \(n\)th input to the \(n\)th output) is

\[
\text{wt}(p_{\text{min}}) = \prod_{i=1}^{n} (y_{2i-1}-y_{2i})^{-\omega_n(\alpha_i^\gamma)} = \prod_{i=1}^{n} (y_{2i-1}-y_{2i})^{-\frac{1}{n+1}}
\]

For any other directed path \(p\) the ratio \(\text{wt}(p)/\text{wt}(p_{\text{min}})\) is the product of all \(y_i\) that label components of \([0, 1]^2 \setminus \mathcal{N}_1\) lying between \(p\) and \(p_{\text{min}}\) in \([0, 1]^2\). The \(ij\)th matrix entry of a point in the image of \(\tilde{a}_1\) is then the weighted sum

\[
(\tilde{a}_1(y_1, \ldots, y_{2n}))_{ij} = \sum_{p: j \to i} \text{wt}(p)
\]

over all directed paths from the \(j\)th input to the \(i\)th output of \(\mathcal{N}_1\).

Consider the map \([0, 1]^2 \to S^1 \times [0, 1]\) given by identifying the left and right edges of \([0, 1]^2\), and let \(\overline{\mathcal{N}_1} \subset S^1 \times [0, 1]\) be the image of \(\mathcal{N}_1\). The preimage of any closed directed path in \(\overline{\mathcal{N}_1}\) is a directed path in \(\mathcal{N}_1\) from the \(k\)th input to the \(k\)th output for some \(1 \leq k \leq n\). We define the weight of a closed directed path in \(\overline{\mathcal{N}_1}\) to be the weight of its preimage. Note that each \(y_i\) now labels a contractible component of \((S^1 \times [0, 1]) \setminus \overline{\mathcal{N}_1}\). The counterclockwise-oriented boundaries of these components define a basis of

\[
\text{Ker}(H_1(\overline{\mathcal{N}_1}; \mathbb{Z}) \to H_1(S^1 \times [0, 1], \mathbb{Z}))
\]

and for two closed directed paths \(p, p'\), the ratio \(\text{wt}(p)/\text{wt}(p')\) is the class of \([p - p']\) written multiplicatively. If \(P = \{p_\ell\}_{\ell=0}^{i-1}\) is a nonintersecting \(i\)-tuple of closed directed paths in \(\overline{\mathcal{N}_1}\), we define the weight of \(P\) by

\[
\text{wt}(P) = \prod_{\ell=0}^{i-1} \text{wt}(p_\ell).
\]

The following proposition follows easily from Gessel-Viennot and the definition of the weight of a path.

**Proposition 2.2.** In cluster coordinates on \(A_{Q_n}\), the open relativistic Toda Hamiltonian \(H_k\) is the weighted sum

\[
\sum_{P = \{p_\ell\}_{\ell=0}^{i-1}} \text{wt}(P)
\]

of all nonintersecting \(k\)-tuples of closed directed paths in \(\overline{\mathcal{N}_1}\).
Example 2.3. For $SL_2^{c,c}/\text{Ad } H$, the graph $\mathcal{N}_1$ is

and the map $a_1$ is given by

$$(y_1, y_2) \mapsto y_1^{-\frac{1}{2}} y_2^{-\frac{1}{2}} \begin{pmatrix} y_2 + y_1 y_2 & 1 \\ y_2 & 1 \end{pmatrix}.$$

Computing the Hamiltonian $H_1$ requires taking the trace of the matrix on the right, which is the weighted sum of the three distinct closed directed paths in $\overline{\mathcal{N}}_1$. Thus

$$H_1 = y_1^{-\frac{1}{2}} y_2^{-\frac{1}{2}} (1 + y_2 + y_1 y_2) = x_1 x_2^{-1} (1 + y_2 + y_1 y_2),$$

where $y_1 = x_2^2$, $y_2 = x_1^{-2}$. □

Example 2.4. For $SL_3^{c,c}/\text{Ad } H$, the graph $\mathcal{N}_1$ is

and the map $a_1$ is given by

$$(y_1, y_2, y_3, y_4) \mapsto y_1^{-\frac{1}{4}} y_2^{-\frac{1}{4}} y_3^{-\frac{3}{4}} y_4^{-\frac{3}{4}} \begin{pmatrix} y_2 y_3 y_4 + y_1 y_2 y_3 y_4 & y_4 + y_3 y_4 & 1 \\ y_2 y_3 y_4 & y_4 + y_3 y_4 & 1 \\ 0 & y_4 & 1 \end{pmatrix}.$$

There are two Hamiltonians $H_1$ and $H_2$ corresponding to the fundamental and anti-fundamental representations, respectively. The former is a weighted sum of the five closed directed paths in $\overline{\mathcal{N}}_1$, while the latter is a weighted sum of the five nonintersecting pairs of closed directed paths:

$$H_1 = y_1^{-\frac{1}{4}} y_2^{-\frac{1}{4}} y_3^{-\frac{3}{4}} y_4^{-\frac{3}{4}} (1 + y_4 + y_3 y_4 + y_2 y_3 y_4 + y_1 y_2 y_3 y_4)$$

$$= x_3 x_4^{-1} (1 + y_4 + y_3 y_4 + y_2 y_3 y_4 + y_1 y_2 y_3 y_4),$$

$$H_2 = y_1^{-\frac{1}{4}} y_2^{-\frac{1}{4}} y_3^{-\frac{3}{4}} y_4^{-\frac{3}{4}} \frac{1}{3} (1 + y_2 + y_1 y_2 + y_1 y_2 y_4 + y_1 y_2 y_3 y_4)$$

$$= x_1 x_2^{-1} (1 + y_2 + y_1 y_2 + y_1 y_2 y_4 + y_1 y_2 y_3 y_4).$$

Here $y_1 = x_2^2 x_4^{-1}$, $y_2 = x_1^{-2} x_3$, $y_3 = x_2^{-1} x_4^2$, and $y_4 = x_1 x_3^{-2}$. □

2.2. The Jacobian Algebra of $Q_n$. In this section we consider in detail the Jacobian algebra of $Q_n$ and construct certain representations $M_i^\lambda$ whose cluster characters recover the relativistic Toda Hamiltonians $H_i$. In anticipation of computing these cluster characters, we describe bases of the algebra $J(Q_n, W_n)$ and the modules $M_i^\lambda$ which will allow us to explicitly enumerate the submodules of $M_i^\lambda$.

We label the edges of $Q_n$ as follows. For $i \in \{1, \ldots, n\}$ the two vertical arrows from $2i - 1$ to $2i$ are labeled $a_i$ and $b_i$. For $i \in \{2, \ldots, n\}$ the leftward diagonal arrows from $2i$ to $2i - 3$ are labeled $\ell_i$, and for $i \in \{1, \ldots, n - 1\}$ the rightward diagonal arrows from $2i$ to $2i + 1$ are labeled $r_i$. 
Figure 3. The quiver $Q_3$ with labeled edges.

We fix the potential

$$W_n = \sum_{i=1}^{n-1} a_i \ell_{i+1} b_i r_i - b_i \ell_{i+1} a_{i+1} r_i.$$  

The cyclic derivatives of $W_n$ are

$$\partial_a W_n = \ell_{i+1} b_i r_i - r_i - b_i \ell_i, \quad \partial_b W_n = r_i - a_i \ell_i - \ell_{i+1} a_{i+1} r_i,$$

$$\partial_{\ell_i} W_n = b_i r_{i-1} a_{i-1} - a_i r_{i-1} b_{i-1}, \quad \partial_{r_i} W_n = a_i \ell_{i+1} b_i + b_i \ell_{i+1} a_{i+1}.$$  

Here any terms referring to nonexistent edges such as $r_n$ or $a_0$ are understood to be zero.

As all relations are either paths or differences of paths, $J(Q_n, W_n)$ has a basis indexed by equivalence classes of paths in $Q_n$. Generally, suppose $I$ is an ideal of a path algebra $\mathbb{C}Q$ generated by relations of this form, that is

$$I = \langle p_1 - p'_1, \ldots, p_k - p'_k, q_1, \ldots, q_\ell \rangle$$

where each pair $p_i, p'_i$ of paths has the same source and target. Then the nonzero elements of

$$\{p + I : p \text{ a path in } Q\} \subset \mathbb{C}Q/I$$

form a basis of $\mathbb{C}Q/I$. Elements of this basis are labeled by equivalence classes of paths in $Q$ under the relation

$$\alpha \sim \beta \iff \alpha = a p_i b, \beta = a p'_i b \text{ for some paths } a, b \text{ and some index } i.$$  

The classes realized as labels of basis elements of $\mathbb{C}Q/I$ are those with no representatives containing some $q_j$ as a subpath. We call this the path basis of $\mathbb{C}Q/I$.

To a path $p$ in $Q_n$ we associate a tuple $(s_p, t_p, \lambda_p, \rho_p, a_p, b_p)$, where $s_p, t_p \in Q_0$ are the source and target of $p$ and $\lambda_p, \rho_p, a_p, b_p$ the number of times $p$ traverses an edge labeled $\ell_k, r_k, a_k$, or $b_k$, respectively.

**Proposition 2.6.** Elements of the path basis of $J(Q_n, W_n)$ are in bijection with the set of tuples such that

$$\rho_p - \lambda_p = \left\lfloor \frac{t_p + 1}{2} \right\rfloor - \left\lfloor \frac{s_p + 1}{2} \right\rfloor$$

$$\rho_p \leq n - \left\lfloor \frac{s_p + 1}{2} \right\rfloor$$

$$\lambda_p < \left\lfloor \frac{s_p + 1}{2} \right\rfloor,$$

and such that $a_p + b_p$ equals the number of times any path with the given values of $s_p, t_p, \lambda_p, \rho_p$ traverses a vertical edge.
Proof. Follows easily from the relations (2.5). Informally, the relations say that if two paths differ only in the order in which they traverse $a_k$ and $b_k$ edges, but traverse the same number of each kind in total, then they are equivalent (and likewise for $\ell_k$, $r_k$ edges). Moreover, the only paths that become zero in $J(Q_n, W_n)$ are those equivalent to a path that “falls off the edge” of $Q_n$.

The projective representation $P_i$ is the subspace of $J(Q_n, W_n)$ spanned by equivalence classes of paths with source $i$. A path starting at $i$ and ending at $j$ is an element of the subspace $(P_i)_j$ supported at $j$.

Definition 2.7. For $i \in \{1, \ldots, n\}$, define a $\mathbb{P}^1$-family of modules $M_i^\lambda$ as follows. Given projective coordinates $\lambda = (\lambda_1 : \lambda_2)$, let $P_{2i} \xrightarrow{\lambda} P_{2i-1}$ be the map which sends the generator of $P_{2i}$ to the element $\lambda_1 a_i + \lambda_2 b_i \in (P_{2i-1})_{2i}$. Then $M_i^\lambda$ is is the cokernel of $\lambda$:

$$0 \to P_{2i} \xrightarrow{\lambda} P_{2i-1} \to M_i^\lambda \to 0.$$ 

Remark 2.8. We recall that the light subcategory $\mathcal{L}$ of $J(Q_n, W_n)$-mod is a $\mathbb{P}^1$-family of orthogonal subcategories $\mathcal{L}_\lambda$ each equivalent to the module category of the $A_n$ preprojective algebra $\Lambda_n$ [Cec13]. The $M_i^\lambda$ are the modules corresponding to the projective-injective $\Lambda_n$-modules under these equivalences.

Definition 2.9. Let

$$B_i^\lambda = \{ t_\lambda : t \in Q_0, 0 \leq \lambda \leq i - 1, 2(i - \lambda) - 1 \leq t \leq 2(n - \lambda) \}$$

be the following basis of $M_i^\lambda$. If $\lambda_2 \neq 0$, $t_\lambda$ is the image of the element of the path basis of $P_{2i-1}$ whose associated tuple $(2i - 1, t_p, \lambda_p, \rho_p, a_p, b_p)$ has $t_p = t$, $\lambda_p = \lambda$, and $a_p = 0$. If $\lambda_2 = 0$, we replace the condition $a_p = 0$ with $b_p = 0$.

Given Proposition 2.6 it is a straightforward computation to see that $B_i^\lambda$ is indeed a basis.

We recall from [Rim98] the notion of a coefficient quiver. Let $M$ be a representation of a quiver $Q$ and $B = \{b_i\}$ a basis of $M$ such that $B_v = B \cap M_v$ is a basis of $M_v$ for all $v \in Q_0$. The coefficient quiver $\Gamma_B$ of $B$ has $(\Gamma_B)_0 = B$ and an edge from $b_i \in B_v$ to $b_j \in B_w$ for every edge $a : v \to w$ of $Q$ such that $c_j \neq 0$ in the expansion

$$b_i a = \sum_{b_k \in B_w} c_k b_k.$$ 

Let $\Gamma_i^\lambda$ denote the coefficient quiver of the basis $B_i^\lambda$ of $M_i^\lambda$. We say a subquiver $\Gamma' \subset \Gamma_i^\lambda$ is successor-closed if whenever $i$ is a vertex of $\Gamma'$ and $a : i \to j$ an edge of $\Gamma_i^\lambda$, $a$ and $j$ are also an edge and vertex of $\Gamma'$. The following proposition says that the submodule structure of $M_i^\lambda$ is completely determined by the coefficient quiver of $\Gamma_i^\lambda$.

Proposition 2.10. Submodules of $M_i^\lambda$ are in bijection with successor-closed subquivers of $\Gamma_i^\lambda$. The submodule $N_{\Gamma'}$ corresponding to a successor-closed subquiver $\Gamma'$ is the subspace spanned by its vertices.
Proof. The proposition is equivalent to the claim that for any submodule $N$ of $M_i^\lambda$, $N \cap B_i^\lambda$ is a basis of $N$. For any $t \in (Q_n)_0$, define $E_t \in \text{End}(M_i^\lambda)_t$ by

$$E_t = \begin{cases} r_j a_{j+1} \ell_{j+1} a_j & t = 2j, \lambda_2 \neq 0 \\ r_j b_{j+1} \ell_{j+1} b_j & t = 2j, \lambda_2 = 0 \\ a_j r_j a_{j+1} \ell_{j+1} b_j & t = 2j - 1, \lambda_2 \neq 0 \\ b_j r_j b_{j+1} \ell_{j+1} & t = 2j - 1, \lambda_2 = 0. \end{cases}$$

Here again any terms referring to nonexistent edges such as $r_n$ are understood to be zero. The basis $(B_i^\lambda)_t$ of $(M_i^\lambda)_t$ is of the form

$$(B_i^\lambda)_t = \{t_k, t_{k+1}, \ldots, t_m\}$$

for some $k$ and $m$. It is clear that $E_t$ takes $t_\ell$ to $t_{\ell+1}$ for $\ell < m$ and takes $t_m$ to 0. It follows that $(B_i^\lambda)_t$ restricts to a basis of any subspace of $(M_i^\lambda)_t$ that is invariant under $E_t$, which in particular includes the subspace $N_t$ of any submodule $N$. \hfill \Box

In particular, all quiver Grassmannians of $M_i^\lambda$ are points; the corollary that the Euler characteristics of all its quiver Grassmannians are equal to 1 is a special case of Theorem 1 of [CI11], whose methods directly inspired those used here.

Remark 2.11. Note that if we replace all double edges of $\Gamma_i^\lambda$ with single edges, we obtain the Hasse diagram of a partially-ordered set. The proposition says that the ideal lattice of this poset is isomorphic with the submodule lattice of $M_i^\lambda$. \hfill \Box

In anticipation of computing the cluster characters of the $M_i^\lambda$ let us compute now their injective resolutions. Let $\sigma_n$ be the permutation of $(Q_n)_0$ defined by

$$\sigma_n(2k) = 2k - 1, \quad \sigma_n(2k - 1) = 2k.$$ 

The potential $W_n$ on $Q_n$ induces an opposite potential $W_n^{op}$ on $Q_n^{op}$. The permutation $\sigma_n$ induces an isomorphism of $Q$ and $Q^{op}$ which descends to an isomorphism of $J(Q_n, W_n)$ and $J(Q_n^{op}, W_n^{op}) \cong J(Q_n, W_n)^{op}$. We denote the corresponding equivalence of $J$-mod and $J^{op}$-mod by $\sigma_n$ as well. It is clear that we have isomorphisms

$$I_{\sigma_n(k)} \cong D\sigma_n P_k,$$

where $D = \text{Hom}_\mathbb{C}(\cdot, \mathbb{C})$. We also let

$$\nu_n : i \mapsto n + i - 1$$

denote the Nakayama involution of $\{1, \ldots, n\}$.

Proposition 2.12. Given $1 \leq j \leq n$ and $\lambda \in \mathbb{P}^1$, let $I_{2j} \xrightarrow{\lambda} I_{2j-1}$ be the map obtained by applying $D\sigma_n$ to $P_{2j} \xrightarrow{\lambda} P_{2j-1}$. Then we have an exact sequence

$$0 \rightarrow M_{\nu_n(j)}^\lambda \rightarrow I_{2j} \xrightarrow{\lambda} I_{2j-1} \rightarrow 0.$$ 

In particular, $M_{\nu_n(j)}^\lambda$ is the Auslander-Reiten translation of $M_j^\lambda$, and $x_{\text{coind}}^{M_j^\lambda} = x_{2\nu_n(i)-1} x_{2\nu_n(i)}^{-1}$. \hfill \Box

Proof. We can see that $D\sigma_n(M_j^\lambda) \cong M_{\nu_n(j)}^\lambda$ by considering the action of $D\sigma_n$ on the basis $B_j^\lambda$ of $M_j^\lambda$. Its image is a basis of $D\sigma_n(M_j^\lambda)$, whose elements we denote by

$$\{t^\lambda_k : t \in Q_0, 0 \leq \lambda \leq i - 1, 2(i - \lambda) - 1 \leq t \leq 2(n - \lambda)\}.$$
The action of the edges of $Q_n$ on this basis are easily computed by taking duals and reindexing by $\sigma_n$. The reader may check that

$$
t^\bullet \tau \longrightarrow (\sigma_n t)_{n-\lambda \cdot \left\lfloor \frac{\lambda + 1}{2} \right\rfloor}
$$

induces a bijection between this basis and the basis $B^\lambda_{\nu_n(j)}$ of $M^\lambda_{\nu_n(j)}$ that is compatible with the action of the edges of $Q_n$, hence induces an isomorphism of modules. That $M^\lambda_{\nu_n(j)} \cong \tau M^\lambda_j$ follows from checking easily that $I_{2j-1} \lambda \longrightarrow I_{2j}$ is also obtained by applying the Nakayama functor to $P_{2j} \lambda \longrightarrow P_{2j-1}$.

2.3. **Relativistic Toda Hamiltonians are Cluster Characters.** In this section we compute the cluster characters of the modules $M^\lambda_i$ introduced in the previous section and show they coincide with the open relativistic Toda Hamiltonians $H_i$.

**Theorem 2.13.** For each $1 \leq i \leq n$, we have $H_i = CC(M^\lambda_i)$.

**Proof.** There are two components to the proof. First, we prove that the coindex of $M^\lambda_i$ agrees with the corresponding term appearing in $H_i$. Second, we construct a bijection between nonintersecting $i$-tuples of closed directed paths in $\mathcal{N}_i$ and successor-closed subgraphs of $\Gamma^\lambda_{\nu_n(i)}$, showing that this identifies weights of paths with dimension vectors in the appropriate sense.

Recall from Proposition 2.2 that $H_i$ is equal to the weighted sum

$$
\sum_{P=(p_\ell)_{\ell=0}^{i-1}} \text{wt}(P)
$$

of all nonintersecting $i$-tuples of closed directed paths in $\mathcal{N}_i$. There is a unique such $i$-tuple $P_{\text{min}}$ such that

$$
\text{wt}(P)/(\text{wt}(P_{\text{min}}) \in \mathbb{C}[y_1, \ldots, y_{2n}]
$$

for each other $i$-tuple $P$. It is straightforward to see that

$$
\text{wt}(P_{\text{min}}) = \prod_{\ell=0}^{i-1} \left( \prod_{j=2(n-\ell)+1}^{2n} y_j \right).
$$

Equivalently, $\text{wt}(P_{\text{min}})$ is the contribution to $H_i$ of the action of

$$
\prod_{i} (y_{2i-1}y_{2i})^{\omega_i^\vee}
$$

on the lowest weight space of $\bigwedge^i \mathbb{C}^{n+1}$ (which has weight $-\omega_{\nu_n(i)}$). Since $y_{2i-1} = \prod_j x_{2j}^{C_{ij}}$ and $y_{2i} = \prod_j x_{2j-1}^{C_{ij}}$, where $C$ is the $A_n$ Cartan matrix, we have

$$
\prod_{i} (y_{2i-1}y_{2i})^{\omega_i^\vee} = \prod_{i,j} (x_{2j-1}^{-1}x_{2j})^{C_{ij}\omega_i^\vee} = \prod_{j} (x_{2j-1}^{-1}x_{2j})^{\alpha_j^\vee}.
$$

But on the lowest weight space this acts by the scalar

$$
\prod_{j} (x_{2j-1}^{-1}x_{2j})^{-\omega_{\nu_n(i)}(\alpha_j^\vee)} = x_{2\nu_n(i)-1}x_{2\nu_n(i)}^{-1},
$$
hence

\[ \text{wt}(P_{\text{min}}) = x^{\text{coind } M_\lambda^i} \]

by Proposition 2.12.

Recall from Definition 2.9 that the vertices of \( \Gamma_\lambda^i \) are the elements of the basis

\[ B_i^\lambda = \{ t_\ell : t \in Q_0, 0 \leq \ell \leq i - 1, 2(i - \ell) - 1 \leq t \leq 2(n - \ell) \}. \]

Given a successor-closed subquiver \( \Gamma' \subset \Gamma_\lambda^i \) and \( 0 \leq \ell \leq i - 1 \), let

\[ m_\ell(\Gamma') = \min \{ t : t_\ell \in \Gamma'_0 \} \]

if the right-hand side is nonempty, and \( m_\ell(\Gamma') = 2(n - \ell) + 1 \) otherwise. For \( 2(i - \ell) - 1 \leq t, t' \leq 2(n - \ell) \), there is an arrow \( t_\ell \to t'_\ell \) in \( \Gamma_\lambda^i \) if and only if \( t' = t + 1 \). In particular, we have

\[ \Gamma'_0 = \{ t_\ell \in B_i^\lambda : t \geq m_\ell(\Gamma') \}, \]

so \( \Gamma' \) is completely determined by the \( i \)-tuple \( \{ m_\ell(\Gamma') \}_{\ell=0}^{i-1} \). On the other hand, for \( 0 \leq \ell, \ell' \leq i - 1, \ell \neq \ell' \), there is an arrow \( t_\ell \to t'_{\ell'} \) in \( \Gamma_\lambda^i \) if and only if \( \ell' = \ell + 1 \), \( t \) is even, and \( t' = t - 3 \). It follows that an \( i \)-tuple \( \{ m_\ell \}_{\ell=0}^{i-1} \) is of the form \( \{ m_\ell(\Gamma') \}_{\ell=0}^{i-1} \) for some successor-closed subquiver \( \Gamma' \) if and only if

\[
\begin{align*}
2(i - \ell) - 1 &\leq m_\ell \leq 2(n - \ell) + 1 \quad \text{for } 0 \leq \ell \leq i - 1, \\
m_{\ell+1} &\leq m_\ell - 3 \quad \text{for } 0 \leq \ell \leq i - 2 \quad \text{and } m_\ell \text{ even} \\
m_{\ell+1} &\leq m_\ell - 2 \quad \text{for } 0 \leq \ell \leq i - 2 \quad \text{and } m_\ell \text{ odd}.
\end{align*}
\]

(2.14)

The term contributed to \( CC(M_\lambda^i) \) by the associated submodule \( N_{\Gamma'} \) is

\[
\text{dim } N_{\Gamma'} = \prod_{\ell=0}^{i-1} \left( \prod_{j=m_\ell(\Gamma')} y_j \right).
\]

Now let \( P = \{ p_\ell \}_{\ell=0}^{i-1} \) be a nonintersecting \( i \)-tuple of closed directed paths in \( \overline{N}_1 \), indexed so that for \( i < j \), \( p_i \) lies below \( p_j \) (equivalently, \( \text{wt}(p_j)/\text{wt}(p_i) \in \mathbb{C}[y_1, \ldots, y_{2n}] \)). For \( 0 \leq \ell \leq i - 1 \), define \( m_\ell = m_\ell(P) \) by the condition

\[
\text{wt}(p_\ell) = y_{m_\ell} y_{m_\ell+1} \cdots y_{2n}
\]

if \( \text{wt}(p_\ell) \neq 1 \), and \( m_\ell(\Gamma') = 2(n - \ell) + 1 \) if \( \text{wt}(p_\ell) = 1 \). It is straightforward to see that this assignment defines a bijection between the set of nonintersecting \( i \)-tuples of closed directed paths in \( \overline{N}_1 \) and the set of \( i \)-tuples \( \{ m_\ell \}_{\ell=0}^{i-1} \) satisfying (2.14), hence the set of successor-closed subquivers of \( \Gamma_\lambda^i \). We have \( m_\ell(P_{\text{min}}) = 2(n - \ell) + 1 \), so that

\[
\text{wt}(P)/\text{wt}(P_{\text{min}}) = \prod_{\ell=0}^{i-1} \left( \prod_{j=m_\ell(\Gamma')} y_j \right).
\]

But then

\[
H_i = \text{wt}(P_{\text{min}}) \sum_{P = \{ p_\ell \}} \text{wt}(P)/\text{wt}(P_{\text{min}}) = x^{\text{coind } M_\lambda^i} \sum_{\Gamma' \subset \Gamma_\lambda^i} \text{dim } N_{\Gamma'} = CC(M_\lambda^i),
\]

completing the proof. □
Example 2.15. On the left is the coefficient quiver $\Gamma_3^\lambda$ of the 18-dimensional representation $M_3^\lambda$ of $J(Q_5, W_5)$ for $\lambda = (1 : 0)$. On the right is the directed graph $N_1$ associated with $SL_6^{c.c.}$. There are 61 successor-closed subquiver of $\Gamma_3^\lambda$, hence 61 submodules of $M_3^\lambda$. These correspond to 61 nonintersecting triples of closed directed paths in $N_1$. The circled subquiver on the left corresponds to the highlighted triple on the right, and to a 6-dimensional submodule of $M_3^\lambda$.

2.4. Cluster Characters and Framed Quiver Moduli. There is a general correspondence between quiver Grassmannians and moduli spaces of framed quiver representations [Rei08], and in this section we recall how to rewrite the cluster characters $CC(M_1^k)$ in terms of framed quiver moduli. While the perspective of quiver Grassmannians is more natural from the point of view of cluster algebras [CC06, CK06, Pal08], the perspective of framed quiver moduli is more natural from the point of view of framed BPS indices in $\mathcal{N} = 2$ field theory [GMN13a, CDM`13, CN13, Cir13]. Thus our aim here is to clarify how to equate the expressions $CC(M_1^k)$ with the types of expressions considered in the literature on line operators in $\mathcal{N} = 2$ theories.

A framing of a quiver $Q$ is a new quiver $\overline{Q}$ containing $Q$ as a full subquiver along with one additional vertex called the framing vertex. We generally assume a fixed labeling of $Q_0$ by $\{1, \ldots, n\}$, and extend this to label the framing vertex by 0. If $Q$ comes with a potential $W$, we will denote by $\overline{W}$ a choice of its extension to $\overline{Q}$; that is, $\overline{W}$ is a sum of $W$ and some collection of cycles which include arrows whose source is the framing vertex.

Definition 2.16. A framed representation of $J(Q, W)$ is a representation $M$ of $J(Q, W)$ for some framed quiver with potential $(\overline{Q}, \overline{W})$, and such that $\dim M_0 = 1$. We refer to the subspace $\bigoplus_{i=1}^n M_i$ as the unframed part of $M$. □

Recall that a stability condition on a finite-length abelian category $\mathcal{C}$ is a homomorphism $Z : K_0(\mathcal{C}) \to \mathbb{C}$ such that $Z([M])$ lies in the upper-half plane for any object $M$ of $\mathcal{C}$. An object $M$ is stable if

$$\arg Z([L]) < \arg Z([M])$$
for all proper subobjects \( L \) of \( M \). Given a stability condition on \( J(Q, W)\)-mod and a dimension vector \( e \in \mathbb{Z}^n \), we write \( \mathcal{M}[e](Q, W) \) for the moduli space of stable framed representations whose unframed part has dimension \( e \).

We say a stability condition \( Z \) on \( J(Q, W)\)-mod is cocyclic if
\[
\arg Z([S_i]) < \arg Z([S_j])
\]
for all \( 1 \leq i \leq n \). We say a framed representation \( M \) of \( J(Q, W) \) is cocyclic if every nontrivial submodule contains \( M_0 \). It is straightforward to show that a framed representation of \( J(Q, W) \) is stable with respect to a cocyclic stability condition if and only if it is cocyclic.

For the quiver \( Q_n \), we write \( \mathcal{Q}_n^k \) for the framed quiver with no oriented 2-cycles such that
\[
(\mathcal{Q}_n^k)_0 = \begin{cases} 
1 & i = 2k - 1 \\
-1 & i = 2k \\
0 & \text{otherwise.}
\end{cases}
\]

For \( \lambda = (\lambda_1 : \lambda_2) \in \mathbb{P}^1 \), let \( W_n^\lambda \) denote the potential
\[
W_n^\lambda = W_n + \lambda_1 a_k cd + \lambda_2 b_k cd
\]
on \( \mathcal{Q}_n^k \), where \( c \) and \( d \) denote the arrows from 0 to 2\( k \) - 1 and from 2\( k \) to 0, respectively.

**Proposition 2.17.** Let \( Z \) be a cocyclic stability condition on \( J(\mathcal{Q}_n^k, W_n^\lambda)\)-mod, and \( M \) a cocyclic framed representation. The unframed part of \( M \) is isomorphic to a unique subrepresentation of \( M_{\nu_n(k)}^\lambda \). In particular, \( \mathcal{M}[e](\mathcal{Q}_n^k, W_n^\lambda) \cong \text{Gr}_e M_{\nu_n(k)}^\lambda \) for all dimension vectors \( e \in \mathbb{N}^n \), so
\[
CC(M_{\nu_n(k)}^\lambda) = x_{2k-1} x_{2k}^{-1} \sum_{e \in \mathbb{Z}^n} \chi(\mathcal{M}[e](\mathcal{Q}_n^k, W_n^\lambda)) y^e.
\]

**Proof.** Since \( M \) is cocyclic, it is a submodule of \( I_0 \) with \( \dim M_0 = 1 \) hence \( c \) acts by 0. The unframed part \( M^u \) of \( M \) is then a \( J(Q_n, W_n) \)-module which injects into \( I_{2k} \). But the relation \( \partial_c W^\lambda = (\lambda_1 a + \lambda_2 b)d = 0 \) forces the image of \( M^u \) to lie in the kernel of the map \( I_{2k} \xrightarrow{\lambda} I_{2k-1} \), which by Proposition 2.12 is \( M_{\nu_n(k)}^\lambda \). Since each \( \text{Gr}_e M_{\nu_n(k)}^\lambda \) is either a point or empty, we trivially obtain the stated isomorphism. \( \square \)

### 3. Relativistic Toda Systems and Spectral Networks

In this section we identify the phase space \( SL_{n+1}^{c.c} / \text{Ad} H \) with a wild character variety of \( \mathbb{P}^1 \) with singularities at 0 and \( \infty \), and the open relativistic Toda Hamiltonians with traces of holonomies around the nontrivial cycle of \( \mathbb{C}^* \). This character variety is related by the wild nonabelian Hodge correspondence to the periodic nonrelativistic Toda system, viewed as a meromorphic Hitchin system on \( \mathbb{P}^1 \). The spectral networks of the periodic Toda system endow it with a structure essentially that of a cluster variety of type \( Q_n \); more precisely, it is birational to a space intermediate between the corresponding \( A \)- and \( X \)-varieties. This implicitly identifies \( SL_{n+1}^{c.c} / \text{Ad} H \) with the wild character variety up to a finite cover, and showing this takes traces of holonomies to Hamiltonians consists in carefully studying the trajectories of certain differential equations defined by the periodic Toda spectral curves. We show that the description of the relativistic Toda Hamiltonians as weighted sums of paths in a directed graph reappears exactly in the path-lifting description of the parallel transport around \( \mathbb{C}^* \), the directed graph \( \mathcal{N}_1 \) used in Section 2.1 to describe the cluster coordinates on \( SL_{n+1}^{c.c} / \text{Ad} H \) reemerging here as the 1-skeleton of the periodic Toda spectral curve.
3.1. Path-lifting in Nonsimple Spectral Networks. For a generic spectral curve of even a simple Hitchin system, it may be difficult to explicitly describe the trajectories of differential equations that comprise the associated spectral network. Our purposes, however, give us the flexibility to restrict out attention to special Toda spectral curves with additional global symmetries. This simplifies the situation enough to perform an essentially exact analysis, but these nongeneric curves will no longer have only simple ramification. Thus in this section we collect some technical preliminaries concerning the path-lifting rules defined by nonsimple spectral networks.

Such a network can be “resolved” into a simple spectral network in several ways, each of which defines an equivalent path-lifting rule in a suitable sense. In particular, suppose we have a path \( \varphi \) that passes through a neighborhood of a nonsimple branch point, for example in the case of \( \mathcal{W}_N \) a path that is a slight perturbation of a line through the origin. The number of walls crossed by \( \varphi \) grows quadratically with \( N \). However, we will see that we can construct a simple network \( \mathcal{W}'_N \) equivalent to \( \mathcal{W}_N \) such that \( \varphi \) crosses only \( N - 1 \) walls of \( \mathcal{W}_N \). In particular, \( \mathcal{W}'_N \) provides a much less redundant description of the parallel transport along \( \varphi \). Analytically, if a nonsimple network is defined by a spectral curve \( \Sigma \) in the cotangent bundle of a Riemann surface \( C \), resolutions of this sort may be constructed from a generic perturbation of \( \Sigma \). Below we provide an explicit combinatorial description of all possible resolutions, which will prove useful for practical computations later.

Recall the definition of \( \mathcal{W}_N \) from appendix C. The points along any fixed wall \( p_c \) of \( \mathcal{W}_N \) have the same argument, which we denote by \( \arg p_c \).

**Definition 3.1.** Let \( p_c \) be a wall of \( \mathcal{W}_N \) for some \( N > 2 \) and let \( \theta = \arg p_c \). The splitting of \( \mathcal{W}_N \) of phase \( \theta \) is the subset \( S_\theta := \{ p_c : \arg p_c \in [\theta, \theta + \pi) \} \) of walls of \( \mathcal{W}_N \). A splitting of \( \mathcal{W}_N \) is a subset of its walls of this form for some phase. \( \Box \)

**Definition 3.2.** Let \( \mathcal{W} \) be a branch point of \( \Sigma \rightarrow C \) whose monodromy is an \( N \)-cycle for \( N > 2 \), and \( \mathcal{W} \) a spectral network subordinate to \( \Sigma \). By assumption, there is a bijection between the walls of \( \mathcal{W} \) born at \( \mathcal{W} \) and the walls of \( \mathcal{W}_N \). A splitting of \( \mathcal{W} \) at \( \mathcal{W} \) is a subset \( S = \{ p_c \} \) of these walls which is identified with a splitting of \( \mathcal{W}_N \) under this bijection. \( \Box \)

We will identify the set of ordered pairs of distinct indices \( 0, 1, \ldots, N - 1 \) with roots of \( SL_N \) in the natural way. In particular, if the sheets of a branched cover \( \Sigma \) are labeled locally by \( 0, 1, \ldots, N - 1 \), the walls of a spectral network subordinate to \( \Sigma \) are then labeled by roots of \( SL_N \).

**Definition 3.3.** We associate a choice \( \Phi \) of positive roots of \( SL_N \) to the splitting \( S_\theta \) of \( \mathcal{W}_N \) as follows. First choose a branch cut along a ray \( \{ z : \arg z = \varphi \} \) for some \( \varphi \notin [\theta, \theta + \pi) \) and a labeling of the sheets of \( \Sigma_N \) by \( \{ 0, 1, \ldots, N - 1 \} \) such that the counterclockwise monodromy around 0 is the \( N \)-cycle

\[
(01 \cdots (N - 1))
\]

Then \( \Phi \) is the set of ordered pairs \( ij \) for which there is a wall \( p_c \) with outwardly oriented label \( ij \) and with \( \arg p_c \in [\theta + \frac{\pi}{N+1}, \theta + \pi) \). Note that the definition of \( \Phi \) depends on the choice of labeling. Let \( \Delta_a \) and \( \Delta_b \) be the sets of positive roots for which the corresponding wall has argument \( \theta + \frac{N\pi}{N+1} \) or \( \theta + \frac{\pi}{N+1} \), respectively. In other words, \( \Delta_a \) and \( \Delta_b \) are the labels of the walls of \( S_0 \) with the largest and the second smallest argument, respectively. The subset \( \Delta \subset \Phi \) of simple positive roots is exactly \( \Delta_a \cup \Delta_b \). \( \Box \)

**Definition 3.4.** To a splitting \( S \) of a general spectral network \( \mathcal{W} \) at some branch point \( \mathcal{W} \), and we associate choices \( \Phi \) and \( \Delta = \Delta_a \cup \Delta_b \) of positive and simple positive roots via its the
The walls of the complement of the unit disk. Monodromy around sheets are labeled by cuts should each cross the unit circle on the same arc. Then $\Sigma_1$ branched cover $\Sigma$ local equivalence with $W$. To compare the path-lifting rules defined by $W_N$ and $W'_N$, we associate a new spectral network $W'_N$, subordinate to a branched cover $\Sigma'$ of $C$ with only simple ramification defined as follows. There is a simple branch point $b_{ij}$ inside the unit disk for each $ij \in \Delta$. If $ij \in \Delta_a$ (resp. $ij \in \Delta_b$) then $\arg b_{ij} = \theta + \frac{\pi}{4}$ (resp. $\arg b_{ij} = \theta + \frac{5\pi}{4}$), and if $ij$ and $i'j'$ are both in $\Delta_a$ or both in $\Delta_b$, then $|b_{ij}| < |b_{i'j'}|$ if and only if $(\sigma^{-1})_{i'} < (\sigma^{-1})_i$. We choose $N-1$ branch cuts that do not intersect in the unit disk but coalesce onto the fixed branch cut of $W_N$ outside the unit disk. The walls of $W_N$ divide the unit circle into $(N+1)$ disjoint arcs, and these $N-1$ branch cuts should each cross the unit circle on the same arc. Then $\Sigma'$ is the branched cover whose sheets are labeled by $\{0,1,\ldots,N-1\}$ over the complement of the branch locus so that the monodromy around $b_{ij}$ interchanges $i$ and $j$.

The network $W'_N$ is determined up to isotopy by the following conditions:

1. The intersections of $W_N$ and $W'_N$ with the complement of the unit disk coincide. The walls of $W'_N$ are in bijection with those of $W_N$, though we abuse our terminology slightly: we will refer to as an $ij$-wall the union of a sequence of $ij$-walls, each consecutive pair of which meets at a joint. For example, in this sense the middle picture of Figure 7 consists of three walls: an $ij$-wall crossing a $jk$-wall and giving birth to an $ik$-wall. In the interior of the unit disk, no two walls of $W'_N$ cross more than once. Each wall $p_c$ of $W'_N$ meets the unit circle exactly once and we write $\arg p_c$ for the argument of this point.

2. If $ij \in \Delta_a$ (resp. $\Delta_b$), the three walls of $W'_N$ born at $b_{ij}$ have arguments $\theta$, $\theta + \frac{N}{N+1}\pi$, $\theta + \frac{N+2}{N+1}\pi$ (resp. $\theta - \frac{1}{N+1}\pi$, $\theta + \pi$, $\theta + \frac{2N+1}{N+1}\pi$). No walls of the same argument intersect in the unit disk. The walls $p_c$ with $\theta + \frac{1}{N+1}\pi \leq \arg p_c \leq \theta$ (resp. $\theta + \frac{1}{N+1}\pi \leq \arg p_c \leq \theta + \pi$) do not intersect the semidisk $\{z : |z| < 1, \theta + \frac{1}{N+1}\pi \leq \arg z < \theta + \frac{2}{N+1}\pi\}$ (resp. $\{z : |z| < 1, \theta + \frac{1}{N+1}\pi \leq \arg z < \theta + \frac{1}{N+1}\pi\}$).

3. The walls $p_c$ with $\theta + \frac{1}{N+1}\pi \leq \arg p_c \leq \theta + \frac{N}{N+1}\pi$ are not born at branch points, but rather at joint where two other walls cross; we call these secondary walls and the walls born at branch points primary walls. The labels of the secondary walls are in bijection with $\Phi \setminus \Delta$. For some $0 < R < 1$, all joints where a primary wall crosses another wall lie in the region $|z| < R$, and all joints where two secondary walls cross lie in the region $|z| > R$. A secondary $ij$-wall $p_c$ is born at a joint where an $ik$-wall crosses a $kj$-wall for $k$ satisfying $(\sigma^{-1})_k = 1 + (\sigma^{-1})_i$. This $ij$-wall crosses a primary $i'j'$-wall $p_c'$ if and only if $(\sigma^{-1})_{i'} \geq (\sigma^{-1})_i$ and $p_c' \in \{\theta + \frac{1}{N+1}\pi, \theta + \frac{N}{N+1}\pi\}$. Following $p_c$ away from its birthplace, $p_c$ intersects these primary walls in order of increasing $(\sigma^{-1})_{i'}$.

4. The walls $p_c$ with $\theta + \frac{N+2}{N+1}\pi \leq \arg p_c \leq \theta + 2\pi$ are also born at joints rather than branch points. Their configuration is determined in the same fashion as those in the previous step.

To compare the path-lifting rules defined by $W_N$ and $W'_N$, we define a 1-parameter family of branched covers $\Sigma_t$ with $\Sigma_0 = \Sigma$ and $\Sigma_1 = \Sigma'$. The branch points of $\Sigma_t$ are $b_{ij,t} := tb_{ij}$. The family $\Sigma_t$ lets us identify homotopy classes of paths in $\Sigma$ and $\Sigma'$ with fixed endpoints in the complement of the unit disk.


**Figure 4.** The simple network $\mathcal{W}_5$ associated with the splitting $S_{13}$ of $\mathcal{W}_5$ consisting of walls lying in the lower-half plane. See Figure 6 for an illustration of $\mathcal{W}_5$. Here $\Delta_0 = \{03, 12\}$, $\Delta_0 = \{20, 34\}$, and $\sigma = (012)$. If $\varphi$ is a path that follows the real axis, the parallel transport associated with $F(\varphi, \mathcal{W}_5)$ factors as a product of elements of 4 simple root subgroups corresponding to the 4 walls $\varphi$ intersects.

**Proposition 3.5.** If $\varphi$ is an open path with endpoints in the complement of the unit disk, $F(\tilde{\varphi}, \mathcal{W}_N) = F(\tilde{\varphi}, \mathcal{W}_N')$, where we identify homotopy classes of open paths in $\Sigma$ and $\Sigma'$ via the family $\Sigma_t$.

**Proof.** The statement is clear from the definition of $\mathcal{W}_N$ when $\varphi$ stays within a small neighborhood of the unit circle. But this is sufficient since $F(\tilde{\varphi}, \mathcal{W}_N)$ is clearly invariant when we alter $\varphi$ by dilating the interior of the unit disk. □

**Corollary 3.6.** Any nonsimple spectral network $\mathcal{W}$ defines a path-lifting rule equivalent to that of a simple network $\mathcal{W}'$.

**Proof.** Since $\mathcal{W}$ is equivalent to some $\mathcal{W}_K$ in a neighborhood of any branch point $b$, we can “glue in” the network $\mathcal{W}_K'$ associated with some splitting to obtain a new spectral network equivalent to $\mathcal{W}$. Doing this at every branch point with nonsimple ramification, we obtain a simple spectral network which is equivalent to $\mathcal{W}$. □
3.2. Toda Spectral Networks at Strong Coupling. In this section we study in detail certain spectral networks of the periodic (nonrelativistic) Toda system, and use them to compute traces of holonomies on the associated wild character variety. We view this system as a meromorphic Hitchin system on \( \mathbb{P}^1 \) with singularities at 0 and \( \infty \) whose base is

\[
\mathcal{B}_N := \{(u_2(\frac{dz}{z})^2, \ldots, u_{N-1}(\frac{dz}{z})^{N-1}, (z + u_N + z^{-1})(\frac{dz}{z})^N : (u_2, \ldots, u_N) \in \mathbb{C}^{N-1} \}.
\]

The spectral curve \( \Sigma_u \subset T^* \mathbb{C}^* \) associated with a generic point \( u \in \mathcal{B}_N \) is a twice-punctured genus \( N - 1 \) hyperelliptic curve, with cyclic monodromy around 0 and \( \infty \). For generic \( u \), \( \Sigma_u \) has \( 2(N - 1) \) simple branch points over \( \mathbb{C}^* \), and at \( u_0 = (0, \ldots, 0) \) these coalesce into a pair of branch points at \( \pm i \) with \( N \)-cyclic monodromy. For our purposes it suffices to focus entirely on the spectral networks associated with \( u_0 \), and from now on we write \( \Sigma \) for \( \Sigma_{u_0} \) and \( \Sigma \) for the corresponding smooth projective curve. In the language of Seiberg-Witten theory, we restrict our attention to the strong-coupling region of the Coulomb branch of pure \( \mathcal{N} = 2 \) \( SU(N) \) gauge theory.

To label the sheets of \( \Sigma \) we introduce a pair of branch cuts running along the imaginary axis from \( i \) to \( \infty \) and from \( -i \) to 0. We write \( \omega = e^{2\pi i/N}, \omega_{ij} = \omega^i - \omega^j \), and label the sheets of \( \Sigma \) by \( \{0, 1, \ldots, N - 1\} \). The \( k \)th sheet is given by

\[
\lambda_k := \frac{\omega^k(z + z^{-1})^{1/N}}{z} dz,
\]

where \( (z + z^{-1})^{1/N} \) is taken to mean the branch with positive real values on \( \mathbb{R}_+ \). As one crosses either branch cut from the right-half plane to the left half-plane the sheets are permuted by the \( N \)-cycle \( (01 \cdots (N - 1)) \).

Let \( \mathcal{W}_\theta \) denote the spectral network of phase \( \theta \) subordinate to \( \Sigma \). The following lemma is our main source of qualitative control over the structure of \( \mathcal{W}_\theta \), generalizing the \( SU(2) \) analysis at the end of [KLM+96]. In particular, the condition on \( z'(t) \) in the statement applies to any parametrization of a wall of \( \mathcal{W}_\theta \), and ultimately guarantees that they either lie entirely on the unit circle or never intersect it.

**Lemma 3.7.** Fix \( R > 0 \) and a phase \( \phi \), and let \( z(t) \) be a path in \( \mathbb{C}^* \) defined for \( 0 \leq t \leq R \). Suppose that \( z(t) \) satisfies

\[
\arg z'(t) = \phi + \arg \frac{z}{(z + z^{-1})^{1/N}}
\]

for \( 0 < t \leq R \), the value of \( (z + z^{-1})^{1/N} \) being determined by analytic continuation along \( z(t) \). Suppose that for all sufficiently small \( t > 0 \), \( |z(t)| \) is either less than 1 and decreasing, equal to 1 and constant, or greater than 1 and increasing. Then the same condition holds for all \( t \).

**Proof.** For \( z \notin \{0, i, -i\} \) write

\[
\theta_z := \phi + \arg \frac{z}{(z + z^{-1})^{1/N}} - \arg z.
\]

Below, the branch of \( (z + z^{-1})^{1/N} \) we mean will always be specified via analytic continuation from some \( z(t) \). In particular, \( \frac{d}{dt}|z(t)| \) is negative, zero, or positive exactly when \( \theta_z(t) \) lies in \( (\frac{\pi}{2}, \frac{3\pi}{2}) \), \( \{\frac{\pi}{2}, -\frac{\pi}{2}\} \), or \( (-\frac{\pi}{2}, \frac{\pi}{2}) \), respectively. Likewise, \( \frac{d}{dt} \arg z(t) \) is negative, zero, or positive exactly when \( \theta_z(t) \) lies in \( (-\pi, 0), \{0, \pi\}, \) or \( (0, \pi) \), respectively.

Let \( \mathcal{R} \) denote the right unit half-disk, \( \partial \mathcal{R}_a := \{ri : 0 < r < 1\} \), \( \partial \mathcal{R}_b := \{z : \Re z > 0, |z| = 1\} \), and \( \partial \mathcal{R}_c := \{-ri : 0 < r < 1\} \), so that

\[
\partial \mathcal{R} = \partial \mathcal{R}_a \cup \partial \mathcal{R}_b \cup \partial \mathcal{R}_c \cup \{0, i, -i\}.
\]
Figure 5. Trajectories $z(t)$ satisfying $\arg z'(t) = -\frac{\pi}{2} + \arg \frac{z(t)}{(z(t)+z(t)^{-1})^{1/3}}$.

Any branch of $\theta_z$ on $\mathcal{R}$ takes constant values $\theta_a$, $\theta_b$, and $\theta_c$ along each of $\partial\mathcal{R}_a$, $\partial\mathcal{R}_b$, and $\partial\mathcal{R}_c$. We have $\theta_0 = \theta_c + \frac{\pi}{2N}$, $\theta_a = \theta_c + \frac{\pi}{N}$, and $\theta_c < \theta_z < \theta_a$ for all $z$ in the interior of $\mathcal{R}$. More precisely, for fixed $0 < r < 1$, $\theta_{re^{i\varphi}}$ goes from $\theta_c$ to $\theta_a$ as $\varphi$ goes from $-\frac{\pi}{2}$ to $\frac{\pi}{2}$, and for fixed $\varphi \in (-\frac{\pi}{2}, \frac{\pi}{2})$, $\theta_{re^{i\varphi}}$ goes from $\theta_a + \frac{2\pi r}{2N}$ to $\theta_0$ as $r$ goes from 0 to 1. Analogous statements hold replacing $\mathcal{R}$ by $-\mathcal{R}$ throughout.

Suppose that $z(t) \in \mathcal{R}$ and $\theta_{z(0)} \in (\frac{\pi}{2}, \frac{3\pi}{2})$, where $\theta_{z(0)} := \lim_{t \to 0} \theta_z(t)$ (note that we may have $z(0) = \pm i$ even though $\theta_{\pm i}$ is undefined). Consider the branch of $\theta_z$ on $\mathcal{R}$ determined by $z'(t)$. We consider several cases depending on the values of $\theta_a$ and $\theta_c$:

1. $\theta_c \leq \pi \leq \theta_a$: If $z(t)$ never leaves $\mathcal{R}$ the claim follows since $\theta_{z(t)} \in (\frac{\pi}{2}, \frac{3\pi}{2})$ for all $t$. Otherwise there is some $t_1 < R$ with $z(t) \in \mathcal{R}$ for $0 \leq t \leq t_1$ and $z(t) \notin \mathcal{R}$ for all sufficiently small $t > t_1$. But the hypothesis on $\theta_a$, $\theta_c$ implies that $z'(t_1)$ cannot be directed towards the complement of $\mathcal{R}$ regardless of where $z(t_1)$ lies along $\partial\mathcal{R}$, a contradiction.

2. $\frac{\pi}{2} \leq \theta_c < \theta_a < \pi$: Again if $z(t)$ never leaves $\mathcal{R}$ the claim follows, otherwise let $t_1 < R$ be as above. We necessarily have $z(t_1) \in \partial\mathcal{R}_a$ since this is the only part of the boundary along which $z'(t_1)$ could be directed towards the complement of $\mathcal{R}$. But now
indefinitely suppose that for some \( t_n, z(t_n) \in (-1)^n \partial \mathcal{R}_c \) and \( z(t) \in (-1)^n \mathcal{R} \) for all sufficiently small \( t > t_n \). Let \( \theta_z^n \) denote the relevant branch of \( \theta_z \) on \((-1)^n \mathcal{R}\), and \( \theta_\alpha^n, \theta_c^n \) its values on \((-1)^n \partial \mathcal{R}_\alpha, (-1)^n \partial \mathcal{R}_c \). Suppose also that \( \theta_\alpha^n = \theta_c + \frac{n\pi}{N} \). If \( z(t) \) never leaves \((-1)^n \mathcal{R} \) for \( t > t_n \) or if \( \theta_\alpha^n \leq \pi \leq \theta_\alpha^n \) the claim follows. Otherwise, there is some minimal \( t_{n+1} > t_n \) satisfying the above hypotheses. But since \( \theta_\alpha^n = \theta_c + \frac{n\pi}{N} \) we eventually have \( \theta_\alpha^n \leq \pi \leq \theta_\alpha^n \).

(3) \( \frac{\pi}{2} - \frac{\pi}{N} < \theta_\alpha < \frac{\pi}{2} \): Let \( \mathcal{R}^{in} = \{ z \in \mathcal{R} : \theta_z \in [\frac{\pi}{2}, \frac{3\pi}{2}] \} \). There is an arc \( \partial \mathcal{R}_c^{in} \subset \partial \mathcal{R}^{in} \) with \( \theta_z = \frac{\pi}{2} \) for all \( z \in \partial \mathcal{R}_c^{in} \), and which intersects every circle of radius \( r \in (0, 1) \) around the origin at exactly one point. Depending on whether \( \theta_\theta \in (0, \frac{\pi}{2}) \), \( \theta_\theta = \frac{\pi}{2} \), or \( \theta_\theta \in (\frac{\pi}{2}, \pi) \), one endpoint of \( \partial \mathcal{R}_c^{in} \) is 0 and the other is \( i \), 1, or \(-i\), respectively. Again, if \( z(t) \) never leaves \( \mathcal{R}^{in} \) the claim follows, otherwise it must cross \( \partial \mathcal{R}_\alpha \) as it leaves and we are in the inductive situation above.

The remaining cases \( \theta_z(0) \in (\pi, \frac{3\pi}{2}) \) or \( \theta_z(0) \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) can be dealt with through a simple modification of this argument.

In general any wall of \( \mathcal{W}_\theta \) will be coincident with several other walls with distinct labels. We refer to a maximal collection of coincident walls as a multiwall. In \( \mathcal{W}_\theta \) there are \( 2(N+1) \) multiwalls born at \( i \), and up to rotation and choice of branch cut their label sets are the same as those of \( \mathcal{W}_N \) (likewise for \(-i\)).\(^3\) Note that as \( z \to \pm i \),

\[
\frac{(z + z^{-1})^{1/N}}{z} \sim \mp 2i(z \mp i)^{1/N}.
\]

In particular, for generic \( \theta \), \( N + 1 \) of the multiwalls born at \( i \) lie initially inside the unit disk and \( N + 1 \) lie initially in its complement. It follows from Lemma 3.7 that these multiwalls in fact lie entirely inside the unit disk or its complement, respectively. We take those lying in the interior of the unit disk to define a splitting of \( \mathcal{W}_\theta \) at \( i \) in the sense of Definition 3.2. Following Definition 3.4 we have associated sets \( \Phi_\theta \) and \( \Delta \) of positive and simple positive roots of \( SL_N \), and a permutation \( \sigma \) defined by

\[
\Delta = \{ \sigma_0 \sigma_1, \sigma_1 \sigma_2, \ldots, \sigma_{N-2} \sigma_{N-1} \}.
\]

We likewise have subsets \( \Delta_a \) and \( \Delta_b \) of \( \Delta \) consisting of the labels of the first and second-to-last multiwalls lying in the unit disk, taken in clockwise order around \( i \). We will also define a second choice of simple positive roots

\[
\Delta' := \{ \tau_a(ij) : ij \in \Delta \},
\]

where \( \tau_a \) is the product of the simple reflections across the elements of \( \Delta_a \) (these commute, so we needn’t specify their order). We define \( \Phi'_\theta, \Delta'_a \), and \( \Delta'_b \) similarly, noting that \( \Delta'_a = \Delta_a \).

Equivalently, \( \Delta' \) is the choice of simple roots associated with the splitting of \( \mathcal{W}_\theta \) at \( i \) composed of walls lying in the complement of the unit disk, relative to a branch cut isotoped from our original cut by a clockwise rotation to initially lie tangent to the unit circle.\(^4\)

For \( 0 \leq j, k < N \), let \( R_{jk} \) (resp. \( L_{jk} \)) denote the oriented simple closed curves on \( \Sigma \) whose projection to \( \mathbb{C}^* \) is the right (resp. left) unit semicircle, and which crosses from sheet \( j \) to sheet \( k \) over \(-i\) and from sheet \( k \) to sheet \( j \) over \( i \). For \( 1 \leq k < N \) we let

\[
\alpha_k := \sigma_{k-1} \sigma_k \in \Delta, \quad \alpha'_k := \tau_a(\sigma_k \sigma_{k-1}) \in \Delta',
\]

\(^3\)This holds for any network where multiplication by \( N \)th roots of unity acts transitively on the sheets of the spectral curve, in which case the possible label sets correspond to the \( 2(N + 1) \) possible values of \( \arg(\omega_{ij}) \).

\(^4\)Though from this point of view we have reversed our convention about which subset is \( \Delta_a \) and which is \( \Delta_b \).
\[ \gamma_k := R_{\alpha_k}, \quad \gamma'_k := L_{\alpha'_k}. \]

Let us recall some terminology concerning BPS spectra; for a mathematical audience we will simply define the relevant notions directly in terms of a spectral curve.

**Definition 3.8.** Let \( C \) be a Riemann surface and \( \Sigma \subset T^*C \) a branched cover of \( C \). An oriented path \( p_c \) in \( C \) is a BPS \( ij \)-string of phase \( \theta \) if \( i \) and \( j \) are sheets of \( \Sigma \) over \( p_c \) and

\[
\arg\langle \gamma'_k(t) | \lambda^{(i)} - \lambda^{(j)} \rangle = \theta
\]

for any oriented parametrization of \( p_c \). Here \( \lambda^{(i)} \) and \( \lambda^{(j)} \) are the 1-forms on \( C \) given by the sheets \( i \) and \( j \). \( \square \)

**Definition 3.10.** A finite BPS web of phase \( \theta \) is a union of finitely many compact BPS strings of phase \( \theta \) such that an endpoint of any \( ij \)-string is either a branch point where sheets \( i \) and \( j \) meet, or a junction where three BPS strings in the web meet. The labels of the strings meeting at a junction should be of the form \( ij, jk, \) and \( ki \), and these strings should be oriented all towards or all away from the junction. \( \square \)

Each BPS \( ij \)-string \( p_c \) has an associated lift to a pair of segments in \( \Sigma \). One is its preimage on sheet \( j \) with the same orientation and the other its preimage on sheet \( i \) with the reversed orientation. Given a finite BPS web \( W \), the union \( W_{\Sigma} \) of the lifts of its BPS strings is a closed oriented path in \( \Sigma \). The following definition is not quite accurate as it does not record multiplicities; rather, it is the minimal notion we need to talk about cluster coordinates on a toric nonabelianization chart.

**Definition 3.11.** The BPS spectrum of a curve \( \Sigma \subset T^*C \) is

\[ S = \{ [W_{\Sigma}] : W_{\Sigma} \text{ is the lift of a finite BPS web} \} \subset H_1(\Sigma, \mathbb{Z}). \]

Each phase \( \theta \) determines a subset of positive charges

\[ S_+ = \{ [W_{\Sigma}] \in S : \theta < \arg Z(W_{\Sigma}) < \theta + \pi \}. \]

Here \( Z \) denotes the central charge

\[ Z : \gamma \mapsto \int_\gamma \lambda, \]

where \( \lambda \) is the restriction of the Liouville form on \( T^*C \). Let \( \mathbb{B} \subset S_+ \) be the unique subset with the property that any element of \( S_+ \) may be written uniquely as a positive integral combination of elements of \( \mathbb{B} \), if such a subset exists. The BPS quiver \( Q_{\Sigma, \theta} \) has vertices indexed by the elements of \( \mathbb{B} \) and max\{0, \langle \gamma, \gamma' \rangle - \langle \gamma', \gamma \rangle \} arrows from vertex \( \gamma \) to vertex \( \gamma' \). \( \square \)

The strong-coupling BPS spectrum of pure \( \mathcal{N} = 2 \) SU\((N)\) Yang-Mills was computed in [Ler00] and later in [ACC11] using different methods. Below we show how Lemma 3.7 lets us exactly calculate the finite BPS webs of the Toda spectral curve \( \Sigma \), recomputing the strong-coupling spectrum directly as defined in terms of BPS strings (mathematically, these previous computations refer to distinct ways of defining the spectrum). A Mathematica computation of the finite webs in the \( \mathcal{N} = 3 \) case was given in [GMN13b]. Note that below we consider the closed curve \( \Sigma \) in place of the open curve \( \Sigma \).

**Proposition 3.12.** With respect to a generic phase \( \theta \), the positive part of the BPS spectrum of \( \Sigma \) is

\[ \mathbb{B}_+ = \{ [R_{ij}] : ij \in \Phi_\theta \} \cup \{ [L_{ij}] : ij \in \Phi'_\theta \} \]
and its positive integral basis is
\[ B = \{ [\gamma_i], [\gamma'_i] : 1 < i < N \}. \]

The BPS quiver is \( Q_{N-1} \), where under our labeling \( \gamma_j \) corresponds to vertex \( 2j \) (resp. \( 2j - 1 \)) if \( \alpha_j \in \Delta_b \) (resp. \( \Delta_a \)), and \( \gamma'_j \) corresponds to vertex \( 2j \) (resp. \( 2j - 1 \)) if \( \alpha'_j \in \Delta'_a \) (resp. \( \Delta'_b \)).

Proof. Suppose \( W \) is a finite BPS web that intersects the interior of the unit disk nontrivially. Since \( W \) is a finite union of closed segments, a minimum value of \( |z| \) is attained at some \( z_{\text{min}} \in W \). It follows from Lemma 3.7 that if \( p_c \) is a BPS string in \( W \) with \( z_{\text{min}} \in p_c \), then \( z_{\text{min}} \) must lie at an endpoint of \( p_c \). In particular, \( z_{\text{min}} \) has to lie at a junction of three BPS strings. But the labels of these are of the form \( ij, jk, \) and \( ki \), and it follows from eq. (3.9) that if \( z_{\text{min}} \) minimizes \( |z| \) on two of these strings it cannot minimize it on the third, a contradiction. Similarly there are no finite webs that intersect the complement of the unit disk nontrivially.

On the other hand, as \( \varphi \) varies from \( \theta \) to \( \theta + \pi \), the walls of \( W_{\varphi} \) born at \( i \) rotate around \( i \) and degenerate to finite webs covering the right and left unit semicircles at certain critical values of \( \varphi \). The canonical lifts of these finite webs are exactly the paths \( \{ R_{ij} : i \in \Phi_{\theta} \} \cup \{ L_{ij} : i \in \Phi'_{\theta} \} \), and any finite web which includes a BPS string lying on the unit circle arises in this way.

The cycles \( \gamma_i, \gamma'_i \) comprise the simple roots \( \Delta \subset \Phi_{\theta}, \Delta' \subset \Phi'_{\theta} \), hence make up the basis \( B \). Noting that they can be deformed to intersect only at the branch points, it is an elementary computation to derive the quiver \( Q_{N-1} \) from their intersection numbers. \[ \square \]

Let \( M_{SL_N}(C) \) denote the wild \( SL_N \)-character variety of \( C = \mathbb{C}^* \) related to the periodic Toda phase space by the wild nonabelian Hodge correspondence. We will not require a careful definition of this space or of the relevant Stokes data at 0, \( \infty \). Indeed, there are unresolved technical issues in extending the nonabelian Hodge correspondence to the present setting, as the treatment in [BB04] makes certain semisimplicity assumptions not satisfied by Toda systems. However, it is expected that this assumption can be lifted, see for example [Wit08].

More to the point, these analytic issues are orthogonal to our immediate goals. For our purposes it is enough that we can use the spectral network \( W_{\theta} \) to obtain an unambiguous definition of the pullback from \( M_{SL_N}(C) \) to \( M_{GL_1}(\Sigma) \) of the trace of the holonomy around a closed path in \( C \).

Recall that the spectral network \( W_{\theta} \) defines a nonabelianization map \( \Psi_{W_{\theta}} : M_{GL_1}(\Sigma) \rightarrow M_{SL_N}(C) \) between spaces of twisted local systems. Passing to untwisted local systems requires a choice of spin structure. Recall that a spin structure on \( \Sigma \) may be given as a quadratic refinement
\[ \sigma : H_1(\Sigma, \mathbb{Z}) \rightarrow \mathbb{Z}/2\mathbb{Z}, \quad \sigma(\gamma + \gamma') = (-1)^{\langle \gamma, \gamma' \rangle} \sigma(\gamma) \sigma(\gamma'). \]
For each \( \gamma \in H_1(\Sigma, \mathbb{Z}) \), let \( y_\gamma \in \mathbb{C}[M_{GL_1}(\Sigma)] \) be the holonomy around \( \gamma \), and \( \hat{y}_\gamma \in \mathbb{C}[M_{GL_1}(\Sigma)] \) the corresponding twisted holonomy. A quadratic refinement \( \sigma \) defines an isomorphism
\[ \iota_\sigma : M_{GL_1}(\Sigma) \rightarrow M_{GL_1}(\Sigma), \quad \iota_\sigma^* : \hat{y}_\gamma \mapsto (-1)^{\sigma(\gamma)} y_\gamma. \]

From now on let \( \sigma \) denote the following quadratic refinement \( \sigma \) on \( \Sigma \). Let
\[ B_i := \begin{cases} \gamma_i & \alpha_i \in \Delta_a \\ \gamma'_i & \alpha_i \in \Delta_b. \end{cases} \]
Let \( D_i \) be the homology class of the simple closed curve in \( \Sigma \) which covers the clockwise-oriented unit circle, lies on sheet \( \sigma_i \) above the right unit semicircle, and lies on sheet \( \tau_a \sigma_i \)
above the left unit semicircle. Then if $A_j := \sum_{k \geq j} D_k$ for $1 \leq j \leq N$, the reader may check that $\langle A_i, B_j \rangle = \delta_{ij}$. We then define $\sigma$ by

$$\sigma(A_i) = 1, \quad \sigma(B_i) = -1.$$ 

Note that

$$\gamma_i = \begin{cases} B_i & \alpha_i \in \Delta_a, \\ A_{i-1} - 2A_i + A_{i+1} - B_i & \alpha_i \in \Delta_b, \end{cases} \quad \gamma_i' = \begin{cases} B_i & \alpha_i \in \Delta_b, \\ A_{i-1} - 2A_i + A_{i+1} - B_i & \alpha_i \in \Delta_a, \end{cases}$$

where we let $A_0 = A_N = 0$. In particular, $\sigma(\gamma_i) = \sigma(\gamma_i') = -1$ for all $i$, which will be the main property we care about.

Let $y_1, \ldots, y_{2(N-1)} \in \mathbb{C}[\mathcal{M}_{GL_1}(\Sigma)]$ denote the holonomies around the elements of $\mathbb{B}$, indexed according to the identification of $\mathbb{B}$ with the vertices of $Q_{N-1}$ described in Proposition 3.12. Let $\varphi$ denote the clockwise-oriented unit circle, $V_k = \bigwedge^k \mathbb{C}^N$, and $\text{tr}_{V_k} \text{Hol}_\varphi \in \mathbb{C}[\mathcal{M}^y_{GL_1}(\Sigma)]$ the trace in $V_k$ of the holonomy around the canonical lift $\tilde{\varphi}$ of $\varphi$ to the unit tangent bundle. The network $\mathcal{W}_\theta$ lets us pull back $\text{tr}_{V_k} \text{Hol}_\varphi$ along $\Psi_{\mathcal{W}_\theta}$ to $\mathcal{M}^y_{GL_1}(\Sigma)$, and the quadratic refinement $\sigma$ lets us pull it further back along $\iota_\sigma$ to $\mathcal{M}_{GL_1}(\Sigma)$.

The sublattice $\Gamma \subset H_1(\Sigma, \mathbb{Z})$ generated by $\mathbb{B}$ has index $N$, and the maps

$$\Gamma \hookrightarrow H_1(\Sigma, \mathbb{Z}) \twoheadrightarrow \Gamma^*$$

induce maps of tori

$$\chi_{Q_{N-1}} \hookrightarrow \mathcal{M}_{GL_1}(\Sigma) \twoheadrightarrow A_{Q_{N-1}}.$$ 

Here $\chi_{Q_{N-1}} \cong \text{Hom}(\Gamma, \mathbb{C}^*)$ and $A_{Q_{N-1}} \cong \text{Hom}(\Gamma^*, \mathbb{C}^*)$ as in appendix A and the composition of these maps is the usual map $y_j \mapsto \prod x^q_i$. With this in mind we conflate $\iota_\sigma^* \Psi_{\mathcal{W}_\theta} \text{tr}_{V_k} \text{Hol}_\varphi$ and its pullback to $A_{Q_{N-1}}$ in order to compare it with the relativistic Toda Hamiltonian $H_k$ on $SL_c^c / \text{Ad} H$.

**Theorem 3.13.** For generic $\theta$ and $1 \leq k \leq N$, we have $H_k = \iota_\sigma^* \Psi_{\mathcal{W}_\theta} \text{tr}_{V_k} \text{Hol}_\varphi$.

**Proof.** Following Corollary 3.6, we can resolve $\mathcal{W}_\theta$ by an equivalent simple spectral network $\mathcal{W}_\theta'$ subordinate to a cover $\Sigma'$ which deforms $\Sigma$. Recall from Proposition 2.2 that the expansion of $H_k$ in cluster coordinates is the weighted sum of nonintersecting $k$-tuples of closed directed paths in the directed annular graph $\mathcal{N}_1$. Here we define another graph $\mathcal{N}_{\mathcal{W}}$, equivalent to $\mathcal{N}_1$ in the sense described in Section 2.1. This graph can be embedded into $\Sigma'$ as the union of the paths appearing in the expansion $F(\varphi, \mathcal{W}_\theta')$ used to compute $\Psi_{\mathcal{W}_\theta} \text{tr}_{V_k} \text{Hol}_\varphi$. This embedding induces an isomorphism on first homology groups that identifies $\mathbb{B}$ with the set of face cycles of $\mathcal{N}_{\mathcal{W}}$ and $\mathcal{N}_1$. The result then follows by establishing a suitable bijection between the terms appearing in $F(\varphi, \mathcal{W}_\theta')$ and the maximal directed paths in $\mathcal{N}_{\mathcal{W}}$ and $\mathcal{N}_1$.

Analogously with $\mathcal{N}_1$, we define a graph $\mathcal{N}_{\mathcal{W}}$ via the following embedding into $[0,1]^2$:

$$\mathcal{N}_{\mathcal{W}} = \left( \bigcup_{k=0}^{N-1} [0,1] \times \left\{ \frac{k+1}{N+1} \right\} \cup \bigcup_{\alpha_i \in \Delta_a} \left\{ \frac{1}{2}, \frac{1}{2} \right\} \times \left[ N+1-i, N-i \right] \right)$$

$$\cup \left( \bigcup_{\alpha_i \in \Delta_b} \left\{ \frac{2}{5}, \frac{3}{5} \right\} \times \left[ N+1-i, N-i \right] \right).$$

The vertical edges of the form $\left\{ \frac{1}{5} \right\} \times \left[ N+1-i, N-i \right]$ and $\left\{ \frac{2}{5} \right\} \times \left[ N+1-i, N-i \right]$ are directed upward, those of the form $\left\{ \frac{3}{5} \right\} \times \left[ N+1-i, N-i \right]$ and $\left\{ \frac{4}{5} \right\} \times \left[ N+1-i, N-i \right]$ are directed downward, and the horizontal edges are directed leftward. We let $\mathcal{N}_{\mathcal{W}}$ denote the closed directed graph which is the image of $\mathcal{N}_{\mathcal{W}}$ in $S^1 \times [0,1]$ after identifying the left and right
edges of $[0,1]^2$. The graph $\overline{\mathcal{N}}_W$ is equivalent to $\overline{\mathcal{N}}_1$ in the sense described in Section 2.1; in particular, there is a canonical isomorphism \( H_1(\overline{\mathcal{N}}_W, \mathbb{Z}) \cong H_1(\overline{\mathcal{N}}_1, \mathbb{Z}) \) and a bijection between their closed directed paths.

Consider the splitting of $\mathcal{W}_\theta$ at $-i$ consisting of walls lying in the complement of the unit disk. Along with our chosen splitting at $i$ of walls lying inside the unit disk, this determines a simple network $\mathcal{W}'_\theta$ subordinate to a cover $\Sigma'$. The path $\varphi$ intersects exactly $2(N-1)$ walls of $\mathcal{W}'_\theta$ in the following order. Let

$$\Delta^{\text{op}} := \{ ij : ji \in \Delta \},$$

defining $\Delta^{\text{op}}$, $\Delta_{\text{op}}$ analogously. Then as $\varphi$ passes through a neighborhood of $i$ (resp. $-i$) it crosses a series of walls labeled by $\Delta_b$ (resp. $\Delta_a$) then another series labeled by $\Delta^{\text{op}}_b$ (resp. $\Delta^{\text{op}}_a$). We may choose branch cuts so that after crossing the $N-1$ walls near $i$, $\varphi$ crosses a series of branch cuts labeled by the simple reflections around the elements of $\Delta_a$, and then crosses an identically labeled series of branch cuts before crossing any of the walls near $-i$.

We now take $\varphi$ to have its basepoint at 1, and consider the expansion

$$F(\varphi, \mathcal{W}'_\theta) = \sum_{\mathbf{a}} \overline{\Omega}(\varphi, \mathcal{W}'_\theta, \mathbf{a}) \mathbf{X}_\mathbf{a}.$$  

We claim that the union of the open paths $\mathbf{a}$ for which $\overline{\Omega}(\varphi, \mathcal{W}'_\theta, \mathbf{a}) \neq 0$ defines an embedding of $\overline{\mathcal{N}}_W$ into the unit tangent bundle of $\Sigma'$. This union is composed of the preimages of the canonical lifts of $\varphi$, which we identify with the horizontal paths in $\overline{\mathcal{N}}_W$, and segments with endpoints on these preimages which lie along canonical lifts of the walls crossed by $\varphi$, which we identify with the vertical paths in $\overline{\mathcal{N}}_W$. Specifically, the horizontal edge $[0,1] \times \{ \frac{k+1}{N+1} \}$ is identified with the lift of the path $D_k$ introduced in the definition of $\sigma$ above. The vertical walls of the form $\left\{ \frac{i}{k} \right\} \times [N + 1 - i, N - i]$ (resp. $\left\{ \frac{i}{k} \right\} \times [N + 1 - i, N - i]$) are identified with segments of the canonical lifts of the walls labeled by $\Delta^{\text{op}}_b$ (resp. $\Delta_a$) crossed by $\varphi$ near $-i$ (plus small segments along the unit tangent circles above the intersections of $\varphi$ and these walls as in eq. (C.4)). Likewise, the vertical walls of the form $\left\{ \frac{i}{k} \right\} \times [N + 1 - i, N - i]$ (resp. $\left\{ \frac{i}{k} \right\} \times [N + 1 - i, N - i]$) are identified with the segments of the canonical lifts of the walls labeled by $\Delta^{\text{op}}_a$ (resp. $\Delta_b$) crossed by $\varphi$ near $i$.

After projecting to $\Sigma'$, this embedding induces an isomorphism of $H_1(\overline{\mathcal{N}}_W, \mathbb{Z})$ with $H_1(\Sigma', \mathbb{Z})$.

Letting $\overline{\Sigma}'$ denote the smooth closure of $\Sigma'$, the projection to $H_1(\overline{\Sigma}', \mathbb{Z})$ further identifies the face cycles of $\overline{\mathcal{N}}_W$ (taken with counterclockwise orientation) with $\mathbb{B}$. The reader may check that this identification is compatible with the identification of each set of cycles with the vertices of $\mathcal{Q}_{N-1}$.

The open paths $\mathbf{a}$ for which $\overline{\Omega}(\varphi, \mathcal{W}'_\theta, \mathbf{a}) \neq 0$ are exactly the images of the maximal directed paths in $\mathcal{N}_W$ (that is, directed paths starting and ending on boundary vertices of $\mathcal{N}_W$). In particular, we have

$$\Psi_{\mathcal{W}}^\varphi \text{tr}_{V_\lambda} \text{Hol}_\rho = \sum_{\{a_i\}_{i=1}^k} \prod_{i=1}^k \gamma_{a_i},$$

where the sum is over nonintersecting $k$-tuples of closed paths with $\overline{\Omega}(\varphi, \mathcal{W}_\theta, \mathbf{a}) \neq 0$, hence over nonintersecting $k$-tuples of closed directed paths in $\overline{\mathcal{N}}_W$.

To finish the proof we must apply $\ell_\sigma$ to this expression and expand it in the coordinates $y_1, \ldots, y_{2(N-1)}$. We claim that $\sigma(a) = 1$ when $a$ is the image of a closed directed path in $\overline{\mathcal{N}}_W$. Recall that $\sigma$ was defined with respect to a symplectic basis on which $\sigma(A_i) = -1$ and $\sigma(B_i) = 1$. All images of closed directed paths in $\overline{\mathcal{N}}_W$ have homology classes of the form $D_i$.
or \( D_i + A_{i+1} \). Each \( D_i \) can be written as a sum of \( B \)-cycles, so \( \sigma(D_i) = 1 \). On the other hand, \( D_i \) and \( A_{i+1} \) intersect once, so we also have

\[
\sigma(D_i + A_{i+1}) = -\sigma(D_i)\sigma(A_{i+1}) = 1.
\]

Recall from Section 2.1 that weights of closed directed paths in \( \mathcal{N}_i \) were determined by normalizing the weight of the lowest path to be

\[
\text{wt}(\text{p}_{\min}) = \prod_{i=1}^{n}(y_{2i-1}y_{2i})^{-\frac{1}{n-1}}.
\]

The weights of other paths were then determined by the homology class of their difference from the lowest path. Given our identification of face cycles in \( \mathcal{N}_i \) with \( \mathbb{B} \), we are done once we show that the above expression coincides with the pullback from \( \mathcal{M}_{GL_1}(\Sigma) \) of the holonomy \( y_{DN} \). But this follows from the fact that

\[
ND_N + \sum_{k=1}^{N} k(\gamma_k + \gamma'_k) = 0
\]

in \( H_1(\Sigma, \mathbb{Z}) \), since the cycle \( D_0 + \cdots + D_N \) becomes trivial in the closed surface \( \Sigma \) and

\[
D_j = D_N + \sum_{i=j+1}^{N} (\gamma_i + \gamma'_i)
\]

for all \( 0 \leq j \leq N \). \( \square \)

APPENDIX A. BACKGROUND ON CLUSTER ALGEBRAS

In this appendix we fix our conventions regarding cluster algebras and cluster varieties, reviewing the minimal part of the theory we need [FZ07]. We denote cluster variables by \( x_i \) and their dual coordinates by \( y_i \), as this follows the conventions in the literature on cluster characters most closely. However, it is also convenient to have notation for the tori on which these provide coordinates, hence we also use the language of \( A \)- and \( X \)-tori at times [FG09].

Let \( Q \) be a quiver with vertices \( Q_0 = \{1, \ldots, n\} \) and no oriented 2-cycles. To \( Q \) we associate a pair of tori

\[
\mathcal{A}_Q = \text{Spec} \mathbb{C}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}], \quad \mathcal{X}_Q = \text{Spec} \mathbb{C}[y_1^{\pm 1}, \ldots, y_n^{\pm 1}]
\]

and a map

\[
p_Q : \mathcal{A}_Q \to \mathcal{X}_Q, \quad p_Q^{\ast} : y_i \mapsto \prod_{j=1}^{n} x_j^{Q_{ij}}.
\]

Here

\[
Q_{ij} = |\{\text{arrows } i \to j \text{ in } Q\}| - |\{\text{arrows } j \to i \text{ in } Q\}|
\]

is an entry of the signed adjacency matrix of \( Q \). The data of \( Q \) is equivalent to the data of a lattice \( \Gamma \) with a basis \( \{e_i\} \) and a skew-symmetric form: to such a lattice we associate a quiver by setting

\[
Q_{ij} = \langle e_i, e_j \rangle.
\]

From this point of view

\[
\mathcal{A}_Q = \text{Hom}(\Gamma^\ast, \mathbb{C}^\ast), \quad \mathcal{X}_Q = \text{Hom}(\Gamma, \mathbb{C}^\ast),
\]

their coordinates coming from the basis \( \{e_i\} \) and its dual. The skew-symmetric form induces a map \( \Gamma \to \Gamma^\ast \) by \( e_i \mapsto \langle e_i, - \rangle \), which gives rise to the map \( p_Q \).
Given $1 \leq k \leq n$, the mutation $\mu_k(Q)$ of $Q$ at $k$ is the quiver with $\mu_k(Q)_0 = Q_0$ and

$$
\mu_k(Q)_{ij} = \begin{cases} 
-Q_{ij} & i = k \text{ or } j = k \\
Q_{ij} + \frac{1}{2}(|Q_{ik}|Q_{kj} + Q_{ik}|Q_{kj}|) & i, j \neq k.
\end{cases}
$$

To the mutation $\mu_k$ we associate a pair of birational maps, called cluster transformations and also denoted by $\mu_k$. These satisfy

$$
\begin{align*}
\mathcal{A}_Q \xrightarrow{\mu_k} \mathcal{A}_{Q'} \\
\mathcal{X}_Q \xrightarrow{\mu_k} \mathcal{X}_{Q'}
\end{align*}
$$

where $Q' = \mu_k(Q)$, and are defined explicitly by

$$
\mu_k^*(x_i') = \begin{cases} 
x_i & i \neq k \\
x_k^{-1} \left( \prod_{Q_{kj} > 0} x_j^{Q_{kj}} + \prod_{Q_{kj} < 0} x_j^{-Q_{kj}} \right) & i = k
\end{cases}
$$

and

$$
\mu_k^*(y_i') = \begin{cases} 
y_{i_k}^{[Q_{ik}]^+} (1 + y_k)^{-Q_{ik}} & i \neq k \\
y_k^{-1} & i = k,
\end{cases}
$$

where $[Q_{ik}]^+ := \max(0, Q_{ik})$. The map $\mu_k : \mathcal{X}_Q \to \mathcal{X}_{Q'}$ intertwines the Poisson bracket

$$\{y_i, y_j\} = Q_{ij} y_i y_j$$

and its counterpart on $\mathcal{X}_{Q'}$.

The $\mathcal{A}$- and $\mathcal{X}$-spaces $\mathcal{A}_{|Q|}$ and $\mathcal{X}_{|Q|}$ are the schemes obtained from gluing together along sequences of cluster transformations all such tori obtained iterated mutations of $Q$. The upper cluster algebra $\overline{A}(Q)$ is the algebra of regular functions on $\mathcal{A}_{|Q|}$, or equivalently

$$\overline{A}(Q) := \mathbb{C}[\mathcal{A}_{|Q|}] = \bigcap_{Q' \sim Q} \mathbb{C}[\mathcal{A}_{|Q'|}] \subset \mathbb{C}(\mathcal{A}_{|Q|}).$$

The cluster algebra $A(Q)$ is the subalgebra of the function field $\mathbb{C}(\mathcal{A}_{|Q|})$ generated by the collection of all cluster variables of seeds mutation equivalent to $Q$; the fact that $A(Q) \subset \overline{A}(Q)$ is referred to as the Laurent phenomenon. Since cluster transformations intertwine the indicated Poisson structures on each $\mathcal{X}$-torus, these assemble into a global Poisson structure on $\mathcal{X}_{|Q|}$.

### Appendix B. Cluster Characters and Quivers with Potential

In this appendix we recall the Jacobian algebra of a quiver with potential [DWZ08] and the cluster character of a module over a Jacobian algebra [Pal08].

Given a quiver $Q$ with oriented cycles, $\widehat{\mathbb{C}Q}$ is the completion of the path algebra $\mathbb{C}Q$ with respect to the ideal generated by paths of length greater than zero. A potential $W$ is an element of $\text{Pot}(\mathbb{C}Q)$, the closure in $\widehat{\mathbb{C}Q}$ of the ideal generated by all nontrivial cyclic paths in $\mathbb{C}Q$. Given an arrow $a$ of $Q$, the cyclic derivative $\partial_a : \text{Pot}(\mathbb{C}Q) \to \widehat{\mathbb{C}Q}$ is the unique continuous linear map such that

$$\partial_a(c) = \sum_{c=paq} qp$$
for any cycle $c$, where the sum is taken over all decompositions of $c$ with $p, q$ being possibly length zero paths. We call a pair $(Q, W)$ a quiver with potential, and always assume $Q$ has no oriented 2-cycles. The Jacobian algebra $J(Q, W)$ is the quotient of $\mathbb{C}Q$ by the closure of the ideal generated by all cyclic derivatives of $W$. We say $(Q, W)$ is Jacobi finite if $J(Q, W)$ is finite-dimensional, and from now on assume this is the case.

We write $J_{p Q, W q}$ for the category of finite-dimensional left $J_{p Q, W q}$-modules; equiv-
alently this is the category of finite-dimensional representations of $Q$ satisfying the relations imposed by the cyclic derivatives of $W$. Given a labeling of $Q_0$ by $t_1, \ldots, n_u$, we write $S_j$ for the simple $J_{p Q, W q}$-module supported at the $j$th vertex of $Q$, $P_j$ for its projective cover, and $I_j$ for its injective envelope. Below we freely conflate the dual cluster variable $y_i$ with its pullback $p^*_Q y_i = \prod_{j=1}^n x_j^{Q_{ij}}$ to $\mathbb{C}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$.

**Definition B.1.** Let

$$0 \to M \to \bigoplus_{j=1}^n I_j^{a_j} \to \bigoplus_{j=1}^n I_j^{b_j}$$

be a minimal injective copresentation of a $J_{p Q, W q}$-module $M$. Then the coindex of $M$ is defined by

$$x^{-\text{coind} M} = \prod_{j=1}^n x_j^{-a_j + b_j}.$$

□

Given a dimension vector $e \in \mathbb{Z}^n$ and a $J_{p Q, W q}$-module $M$, the quiver Grassmannian $\text{Gr}_e M$ is the variety of $e$-dimensional subrepresentations of $M$. It is a projective subvariety of a linear Grassmannian of $M$, and below we write $\chi(\text{Gr}_e M)$ for its topological Euler characteristic. If $e_1, \ldots, e_n \in \mathbb{Z}^n$ are the dimension vectors of the simple modules and $e = \sum a_j e_j$, we write

$$y^e = \prod_{j=1}^n y_j^{a_j}.$$

**Definition B.2.** The cluster character $CC(M)$ of a $J_{p Q, W q}$-module $M$ is the Laurent polynomial

$$CC(M) = x^{-\text{coind} M} \sum_{e \in \mathbb{Z}^n} \chi(\text{Gr}_e M) y^e \in \mathbb{C}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}].$$

□

This elementary definition will suffice for our purposes but deviates from [Pal08] as follows. To obtain a seed-independent picture one may consider the cluster category $\mathcal{C}$, constructed for Jacobi-finite quivers with potential in [Ami09]. The cluster category is triangulated, 2-Calabi-Yau, and endowed with a canonical cluster-tilting object $T$. We have $\text{End}_\mathcal{C}(T) \cong J_{p Q, W q}$, and the functor $\text{Hom}_{\mathcal{C}}(T, -)$ induces an equivalence

$$J_{p Q, W q}\text{-mod} \cong \mathcal{C}/\langle \Sigma T \rangle.$$

Here $\Sigma$ is the suspension functor of $\mathcal{C}$ and $\langle \Sigma T \rangle$ the ideal of all morphisms factoring through the additive subcategory generated by $\Sigma T$. The cluster character can then be defined for arbitrary objects in $\mathcal{C}$, and the cluster character of an indecomposable object $X$ that is not a summand of $\Sigma T$ agrees with Definition B.2 applied to $\text{Hom}(T, X)$.

The notion of a cluster character originates in [CC06] for Dynkin quivers, and is treated in increasing generality in [CK06, Pal08, Pla11]. It is motivated by the following property:
Theorem B.3. For a Jacobi-finite quiver with nondegenerate potential, the cluster character defines a bijection between reachable rigid indecomposable \( J(Q,W) \)-modules and non-initial cluster variables of \( A(Q) \).

Appendix C. Background on Spectral Networks

In this appendix we recall the notation and basic notions of spectral networks, referring the reader to [GMN13b] for a comprehensive exposition. As it is needed in the body of the paper, we explicitly describe how the formalism must be extended to remove the assumption of simple ramification. We will refer to spectral networks subordinate to branched covers with simple ramification as simple spectral networks.

Let \( C \) be an orientable real surface, possibly with boundary, together with a nonempty set of points \( s_n \). We refer to the \( s_n \) as singular points, and to those not on the boundary of \( C \) as punctures. Let \( \Sigma \rightarrow C \) be an \( N \)-sheeted branched cover such that all singular points lie in the complement \( C' \) of the branch locus. A spectral network subordinate to the covering \( \Sigma \) is a collection

\[ W = (o(s_n), \{z_\mu\}, \{p_c\}) \]

of the following data:

**D1:** A partially ordered subset \( o(s_n) \) of sheets of \( \Sigma \) in a neighborhood of each singular point \( s_n \). Each \( o(s_n) \) must contain at least two elements, and if \( s_n \) is a puncture \( o(s_n) \) must contain \( N \) elements.

**D2:** A locally finite subset \( \{z_\mu\} \subset C' \), referred to as joints.

**D3:** A countable collection \( \{p_c\} \) of closed segments (images of embeddings of \([0,1]\)) in \( C \), referred to as walls. For each orientation \( o \) of \( p_c \), the segment carries a label consisting of an ordered pair of distinct sheets of \( \Sigma \) over \( p_c \). Reversing the orientation of \( p_c \) should reverse the order of the sheets, so \( p_c \) has two labels which could be written as \( (o,ij) \) and \( (-o,ji) \).

The data must satisfy the following conditions:

**C1:** Two segments \( p_c \) are not allowed to intersect away from their endpoints unless no sheet of \( \Sigma \) appears in the labels of both segments. The endpoints of the \( p_c \) are at joints, branch points, or singular points. Any compact subset of \( C' \) intersects only finitely many of the \( p_c \).

**C2:** If the monodromy around a branch point \( b \) is a single \( K \)-cycle, there is a neighborhood of \( b \) in which \( W \) is equivalent to \( W_K \) in a neighborhood of 0 (see Definition C.1). That is, there should be a 1-parameter family of equivalent networks \( W_t \) such that \( W_0 = W \) and the restriction of \( W_1 \) to some neighborhood of \( b \) is diffeomorphic with the restriction of \( W_K \) to a neighborhood of 0. In a neighborhood of a general branch point \( b \) of \( W \) should in the same sense be locally equivalent to a superposition of \( W_K \)'s according to the cycle decomposition of the monodromy around \( b \).

**C3:** Around each joint \( z_\mu \) there is neighborhood in which \( W \) is equivalent to one of the local models in Figure 7.

**C4:** If an oriented segment with label \( (o,ij) \) ends at a singular point \( s_n \), then \( i \) and \( j \) lie in the ordered subset \( o(s_n) \), and with respect to the ordering of \( o(s_n) \) we have \( i < j \).

The local models referred to above for nonsimple branch points are as follows. Here we write \( \omega = e^{2\pi i/N} \) and \( \omega_{ij} = \omega^i - \omega^j \).

**Definition C.1.** Fix \( N > 2 \). The spectral network \( W_N \) is subordinate to the branched cover

\[ \Sigma_N := \{ \lambda \in T^*C : \lambda^N - zd\lambda^N = 0 \} \]
Figure 6. The spectral networks $W_2$, $W_3$, and $W_5$ which serve as local models for a spectral network at a branch point with 2-cyclic, 3-cyclic, and 5-cyclic monodromy, respectively. The walls of $W_5$ come in pairs with distinct labels but whose locations coincide.

Figure 7. The local models of a junction in a spectral network.

of $\mathbb{C}$. Its walls lie along the rays $\{te^{i\phi} : t \geq 0\}$ such that

$$2(N + 1)(\varphi - \frac{\pi}{2}) \equiv 0 \mod 2\pi.$$
We label the sheets of $\Sigma_N$ by $\{0, 1, \ldots, N - 1\}$ by choosing a generic branch cut from 0 to $\infty$ and letting $z^{1/N}$ refer to the branch which takes positive real values on $\mathbb{R}_+$. The $k$th sheet of $\Sigma_N$ corresponds by the differential

$$\lambda_k = \omega^k z^{1/N} dz.$$ 

There is an outwardly oriented $ij$-wall lying along the ray of phase $\varphi$ if and only if $\varphi = -\frac{N}{N+1} \arg \omega_{ij}$, where the $(N+1)^{st}$ root is computed in the sector away from the branch cut. □

In general any wall of $\mathcal{W}_N$ will be coincident with several other walls with distinct labels. It is sometimes convenient to refer to a maximal collection of coincident walls as a multiwall. Then for $N > 2$ the network $\mathcal{W}_N$ has $N^2 - 1$ walls lying along $2(N + 1)$ multiwalls, the latter being in correspondence with the values taken by $\arg(\omega_{ij})$ for $0 \leq i, j \leq N - 1$.

The natural examples of spectral networks are associated with branched covers $\Sigma \subset T^* C$ of a punctured Riemann surface $C$ embedded inside its cotangent bundle. For our purposes, it is sufficient in the following definition to assume $\theta$ is generic and omit a detailed discussion of the behavior of $\Sigma$ near the punctures of $C$.

**Definition C.2.** For a generic phase $\theta$, $\mathcal{W}_{\Sigma, \theta}$ is the minimal spectral network subordinate to $\Sigma$ whose walls have the following property. If $p_c$ carries a local label $(o, ij)$ and $\lambda^{(i)}$, $\lambda^{(j)}$ are the 1-forms associated with sheets $i$ and $j$, then

$$\arg \langle p_c'(t) | \lambda^{(i)} - \lambda^{(j)} \rangle = \theta$$

for any oriented parametrization of $p_c$. □

In particular, the walls of $\mathcal{W}_{\Sigma, \theta}$ are BPS strings in the sense of Definition 3.8. In this notation $\mathcal{W}_N$ is the spectral network $\mathcal{W}_{\Sigma_N, 0}$ of phase 0 subordinate to $\Sigma_N$.

**Nonabelianization and Path-Lifting.** A spectral network subordinate to $\Sigma \to C$ provides a mechanism for producing twisted $GL_N(\mathbb{C})$-local systems on $C$ from twisted $GL_1(\mathbb{C})$-local systems on $\Sigma$ (from now on, we simply write $GL_k$ for $GL_k(\mathbb{C})$). Recall that a twisted $GL_N$-local system on a surface $S$ is a rank $N$ vector bundle $E$ on the unit tangent bundle $\tilde{S}$ of $S$ and a parallel transport on $E$ such that the holonomy around any fiber is $-1$. Any smooth path in $S$ has a canonical lift to $\tilde{S}$, and in practice we often think of a twisted local system as assigning parallel transports to smooth paths in $S$ via their canonical lifts.

Let $\mathcal{M}_{GL_N}^{tw}(C)$ and $\mathcal{M}_{GL_1}^{tw}(\Sigma)$ be the moduli spaces of twisted local systems on $C$ and $\Sigma$, the former with possibly irregular singularities at the singular points of $C$. To a spectral network $\mathcal{W}$ subordinate to $\Sigma$ is associated a nonabelianization map

$$\Psi_{\mathcal{W}} : \mathcal{M}_{GL_1}^{tw}(\Sigma) \to \mathcal{M}_{GL_N}^{tw}(C).$$

In the body of the paper we do not require a careful discussion of the singularities of flat $GL_N$-connections, so we omit the rather lengthy digression this would require. All that will be important for us is that if is a smooth closed curve in $C$ and $V$ a representation of $GL_N$, we have an unambiguous definition of the pullback

$$\Psi_{\mathcal{W}}^* \text{tr}_V \text{Hol}_p \in \mathbb{C}[\mathcal{M}_{GL_1}^{tw}(\Sigma)].$$

The definition of $\Psi_{\mathcal{W}}$ uses extra data, soliton sets, associated to the walls $p_c$ of $\mathcal{W}$. For $z \in p_c$, a soliton $s(z)$ is an immersion of $[0, 1]$ into $\Sigma$, considered up to regular homotopy, which begins and ends on preimages of $z$. If $p_c$ carries the label $(o, ij)$, $s(z)$ is compatible with $o$ if it begins on $z^{(i)}$ and ends on $z^{(j)}$ (where $z^{(i)}$ and $z^{(j)}$ are the lifts of $z$ to sheets $i$ and $j$), and its projection to $C$ begins following $p_c$ with orientation $-o$ and ends following $p_c$.
with orientation $o$. For each point $z \in p_c$ and orientation $o$ of $p_c$, the soliton set $S^o_c(z)$ is a collection of solitons compatible with $o$. For a generic $W$ it is completely determined by the following conditions:

**ST1:** The soliton sets $S^o_c(z)$ vary continuously (in the obvious sense) as $z$ varies continuously in $p_c$. Thus we often write soliton sets simply as $S^o_c$.

**ST2:** If one endpoint of $p_c$ lies on a branch point, its soliton set consists exactly of the following “light” soliton $s_c$. If $p_c$ is labeled $(o, ij)$ with $o$ directed away from $b$, $s_c(z)$ is the immersion that begins at $z(i)$, ends at $z(j)$, and whose projection to $C$ lies on $p_c$ except in a small neighborhood of $b$.

**ST3:** The soliton sets of the walls meeting at a junction $z_i$ are related in a standard way. We refer to [GMN13b, Section 9.3] for the detailed rule, as in the body of the paper we only require computations involving **ST2**.

In general the above rules uniquely determine the soliton sets of $W$, for example in the case of a spectral network of a generic phase $\theta$ subordinate to some $\Sigma \subset T^*C$.

The spectral network $W$ assigns to each open path $\tilde{\phi}$ in the unit tangent bundle $\tilde{C}$ of $C$ an expression

$$F(\tilde{\phi}, W) = \sum_a \Omega(\tilde{\phi}, W, a) {X_a}.$$  

Here $X_a$ is a formal variable associated with a homotopy class $a$ of open path in $\tilde{\Sigma}$. These are considered modulo the relations that $X_{a a'} = X_a X_a'$ if $a$ and $a'$ are concatenable, and that if $a$ and $a'$ project to the same homotopy class in $\Sigma$,

$$X_a/X_{a'} = (-1)^{w(a, a')}.$$  

Here $w(a, a')$ is the winding number of $a^{-1}a'$ around the fiber. The $\Omega(\tilde{\phi}, W, a)$ are integers uniquely determined by the following properties:

**PL1:** If $\tilde{\phi}$, $\tilde{\phi}'$ are concatenable in $\tilde{C}$,

$$(C.3) \quad F(\tilde{\phi}\tilde{\phi}', W) = F(\tilde{\phi}, W)F(\tilde{\phi}', W).$$

**PL2:** Let

$$D(\tilde{\phi}) = \sum_{i=1}^N X_{\tilde{\phi}(i)},$$

where $\tilde{\phi}(i)$ is the canonical lift of $\tilde{\phi}$ to the $i$th sheet of $\tilde{\Sigma}$. If $\tilde{\phi}$ does not intersect the preimage of $W$ in $\tilde{C}$, then

$$F(\tilde{\phi}, W) = D(\tilde{\phi}).$$

**PL3:** Suppose $\tilde{\phi}$ intersects $\tilde{W}$ at exactly one point $\tilde{z}$, whose projection to $C$ we denote by $z$. If the intersection is not transverse we perturb it to be so. Let $\tilde{\phi}_+$ and $\tilde{\phi}_-$ be the parts of $\tilde{\phi}$ before and after this intersection, so $\tilde{\phi} = \tilde{\phi}_+ \tilde{\phi}_-$. Then

$$(C.4) \quad F(\tilde{\phi}, \tilde{W}) = D(\tilde{\phi}_+) \left(1 + \sum_{s_{ij} = s_{ij}(z)} X_{a(s_{ij}, \tilde{\phi})} \right) D(\tilde{\phi}_-),$$

where $a(s_{ij}, \tilde{\phi})$ is defined as follows. Each soliton $s_{ij}$ has a canonical lift $\tilde{s}_{ij}$ to $\tilde{\Sigma}$. Let $U_z$ be the unit tangent space at $z$ and $o_+, o_- \in U_z$ the initial and final unit tangent vectors to the projection of $s_{ij}$ to $C$. Thus $o_+$ and $o_-$ point in opposite directions along a wall of $W$, and $\tilde{s}_{ij}$ starts and ends at their canonical lifts $o^{(i)}_+, o^{(j)}_-$ in $U_{z(i)}, U_{z(j)}$. Let
A_+ and A_- be paths in \( U_z \) from \( z \) to \( o_+ \) and from \( o_- \) to \( z \), such that their composition is homotopic to a simple arc around the half of \( U_z \) containing \( \tilde{z} \). Then

\[
a(\nu, \tilde{\nu}) = A_+^{(i)} \tilde{s}_\nu(z) A_-^{(j)}.
\]

We refer to the assignment

\[
\tilde{\nu} \mapsto F(\tilde{\nu}, \mathcal{W})
\]

as the path-lifting rule defined by \( \mathcal{W} \). Its essential property is that if \( \tilde{\nu} \) and \( \tilde{\nu}' \) are two paths on \( \tilde{C} \) that project to the same homotopy class on \( C \),

\[
(C.5) \quad F(\tilde{\nu}, \mathcal{W}) = (-1)^{w(\tilde{\nu}, \tilde{\nu}')}(\tilde{\nu}', \mathcal{W}).
\]

This is proved for simple spectral networks in [GMN13b], and the general case follows from Corollary 3.6.

Let \( (\mathcal{L}, \nabla^{ab}) \) be a twisted \( GL_1 \)-local system on \( \Sigma \). We write the parallel transport of \( \nabla^{ab} \) along \( \mathbf{a} \) as

\[
X_{\mathbf{a}}(\nabla^{ab}) \in \mathrm{Hom}(\mathcal{L}_{\mathbf{a}(0)}, \mathcal{L}_{\mathbf{a}(1)}).
\]

The twisted \( GL_N \)-local system \( (E, \nabla) = \Psi_{\mathcal{W}}(\mathcal{L}, \nabla^{ab}) \) on \( C \) is defined as follows. The vector bundle \( E \) is the pushforward of \( \mathcal{L} \) to \( \tilde{C} \), so the fiber over \( \tilde{z} \in \tilde{C} \) is

\[
E_{\tilde{z}} = \bigoplus_{i=1}^{N} \mathcal{L}_{\tilde{z}(i)}.
\]

If \( \tilde{\nu} \) is a path with endpoints \( \tilde{z}_1, \tilde{z}_2 \in \tilde{C}_W := \tilde{C}' \setminus \tilde{W} \), then the parallel transport of \( \nabla \) along \( \tilde{\nu} \) is

\[
F(\tilde{\nu}, \mathcal{W}, \nabla^{ab}) := \sum_{\mathbf{a}} \Omega^\mathbf{a}(\tilde{\nu}, \mathcal{W}, \mathbf{a}) X_{\mathbf{a}}(\nabla^{ab}) \in \mathrm{Hom}(E_{\tilde{z}_1}, E_{\tilde{z}_2}).
\]

It is demonstrated in [GMN13b] that this defines the parallel transport of a twisted local system on \( C \).
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