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Abstract: The responsibility and role of human drivers during automated driving might change dynamically. In such cases, human-machine interface (HMI) transparency becomes crucial to facilitate driving safety, as the states of the automated vehicle have to be communicated correctly and efficiently. However, there is no standardized transparency assessment method to evaluate the understanding of human drivers toward the HMI. In this study, we defined functional transparency (FT) and, based on this definition, proposed a transparency assessment method as a preliminary step toward the objective measurement for HMI understanding. The proposed method was verified in an online survey where HMIs of different vehicle manufacturers were adopted and their transparencies assessed. Even though no significant result was found among HMI designs, FT was found to be significantly higher for participants more experienced with SAE Level 2 automated vehicles, suggesting that more experienced users understand the HMIs better. Further identification tests revealed that more icons in BMW’s and VW’s HMI designs were correctly used to evaluate the state of longitudinal and lateral control. This study provides a novel method for assessing transparency and minimizing confusion during automated driving, which could greatly assist the HMI design process in the future.
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1. Introduction

Automated vehicles are considered a revolutionary technology that could relieve human drivers from tedious and long-distance drives. In recent years, with the ability to execute both lateral and longitudinal controls, Level 2 driving automation [1] has been commercially available and become more and more prevalent. However, the system’s safety could be compromised easily when the role transitions of human drivers and the capabilities and limitations of the automated systems are not well understood. The first fatal accident involving an automated vehicle gives us essential insight into this issue [2]. Despite being initially concluded as a “driver error”, some argued that it is more likely a “designer error” and is possibly owing to the lack of clear boundaries to allocate the responsibilities during driving between human and automated systems [3].

The duty allocation between human and automated systems should be transparent. In the definition of SAE Level 2 automated vehicle (L2 AV), human drivers are required to supervise the Automated Driving System (ADS) and be ready to intervene and perform the remaining driving tasks not performed by the ADS when the ADS is engaged [1]. Hence, to guarantee driving safety when Level 2 ADS is engaged, human drivers should be well informed of the current ADS status. In other words, L2 AVs should continuously provide drivers with the necessary information so that a correct and effortless understanding of AVs’ capabilities and safe take-over maneuvers can be achieved [4–6].

Before fully autonomous vehicles are generally adopted, human drivers must rely heavily on the Human-Machine Interface (HMI) to learn about the system state and take the corresponding action when a system boundary is reached. However, there has not been a standardized evaluation procedure or training session to guarantee that human drivers understand the HMI correctly. Furthermore, studies show that a significant number of ADS
drivers did not receive any information regarding the ADS, and the situation worsens for used-car owners [7]. Without correct information, proper training, or enough transparency regarding the ADS, the system capabilities and limitations would be unclear to drivers and could easily lead to more confusion and misuses [8].

Hence, the HMI design must be transparent to support unerring understanding of the automation system status. Naujoks et al. [9] proposed an AV HMI design guideline which aggregates HMI design recommendations from experts and uses heuristic verification as the evaluation method. However, the transparency of the HMI to human drivers is not addressed. It is also pointed out that a standardized test protocol for validation is not yet available [9]. Similarly, in the fields of robotics and vehicle automation, transparency for human-machine interaction has been emphasized [10–13], but a systematic and standardized evaluation method for transparency does not exist.

In this study, a transparency assessment method is proposed as a preliminary step toward a standardized validation protocol. The proposed method is aimed to facilitate a more efficient HMI design process and guarantee driving safety by evaluating the transparency of the HMI. Possible suggestions for a more transparent HMI design were also identified during the course to help increase the transparency of future HMI designs.

Transparency

Transparency of the HMI design has been studied across various ADS levels, and it is considered a basis for trust and acceptance [11,13,14]. Human drivers must develop a correct understanding of the ADS, which in turn supports driving safety. Maarten Schraagen et al. [15] evaluated the effects of providing transparency, post-hoc explanations, or both using videos of Level 2 ADS in different driving conditions. Results showed increased trust, satisfaction, and situational awareness when a moderate level of transparency is provided. Körber et al. [14] investigated whether explaining the take-over request in Level 3 ADS would result in different transparency, trust, or acceptance of the HMI. The study was carried out in a driving simulator. The subjective evaluation of system understanding did suggest that the HMI with explanations could increase transparency. However, further research is necessary to validate the actual improvement of system understanding.

Moving to Level 4 ADS, Pokam et al. [10] defined and divided the transparency into two levels: Robot-to-Human transparency and Robot-of-Human transparency. The former categorizes the information that a robotic system should convey to a human. Contrarily, the latter represents information about the awareness and understanding of the human that the system receives and presents to the human. The authors of the study were interested in the effect of HMI transparency on situational awareness, discomfort feelings, and participants’ preferences. Five different HMI designs with varying levels of transparency were evaluated in the driving simulator. It was found that the transparent HMI provides a better understanding of the surrounding, and the participants would prefer higher transparency. In contrast to the study by Korber et al., who measured transparency by rating scales, Pokam et al. defined subjectively different transparency levels as the combinations of information provided on the HMI.

In another study on Level 4 ADS, the system transparency information was treated as a constant across different HMIs [11]. The authors of this study compared four types of interfaces and two types of transparency information (presentation of hazard and intended driving path) using the Wizard-of-Oz paradigm [16]. With three seven-point scale questions [17], the results showed increased system transparency in all three interfaces compared to the baseline one.

In the field of robotics, Chen et al. [18] proposed the situation awareness-based agent transparency (SAT) model, based on Endsley’s situation awareness model [19], and categorized three levels of transparency based on the information type. In the first level, information about the current state and goals of the automation is provided; followed by the information regarding the reasoning behind the action in the second level; and finally, human users are supplied with predictive information in the third level. Yang et al. [20]
applied the definition of transparency in SAT to investigate the effect of automation transparency on human operators’ trust. Two types of alarms with different transparency levels were designed. The traditional one (less transparent) uses a binary alarm, while the other one (more transparent) uses a likelihood alarm to provide additional information regarding the confidence and urgency level.

However, the definitions of transparency in the literature mentioned above are either subjective or merely used to categorize the information types, which do not disclose the driver’s (or user’s) understanding and efforts applied to the HMI. Additionally, a systematic and standardized evaluation method for estimating the HMI’s transparency is not addressed. Without a standardized evaluation method, researchers could only identify a more transparent HMI design through comparison and were not able to differentiate in detail which components in the HMI design are critical to transparency. It would be even more challenging to estimate the effect of transparency on other measurements, such as trust and acceptance, when there is no standardized evaluation method. Moreover, a transparent HMI design should not solely be a combination of information topics since the information needed to understand the system differs across automation levels, traffic situations and driver characteristics [4,21–23]. In other words, giving the same HMI to different participants under different scenarios would result in different “functional transparency” for each individual. Providing more information (e.g., a higher transparency level in SAT model) is not necessarily what human drivers need. This was demonstrated by Carsten and Martens [4], who concluded that human drivers with more trust in the system tend to prefer HMI with less information. The differences in the information needed also make it more urgent to have a transparency assessment method, so the critical information leading to better understanding could be identified and applied to enable transparent HMI design.

Hence we argue that a standardized assessment method for functional transparency should exist so that the information needs under various conditions and driver characteristics can be identified efficiently and facilitate a transparent HMI design. Furthermore, the exact requirement for HMIs to facilitate correct understanding and minimum efforts could be identified by adopting the transparency assessment method. Here we outline the objectives of this study:

- A standardized and robust transparency assessment method would be proposed.
- Verification of the proposed method would be conducted using commercially available HMI designs.
- Information critical to HMI designs’ functional transparency would be identified using the proposed method.

Based on the objectives, we defined the research questions and hypotheses as follows:

- **Q1**: How sensitive is the proposed transparency assessment method when evaluating different HMI designs and ADS experiences?
  - **H1a**: There is significant difference in functional transparency among different HMI designs.
  - **H1b**: There is a significant difference in functional transparency among participants with different ADS experiences.

- **Q2**: How does the proposed functional transparency relate to self-reported transparency?
  - **H2**: The higher the functional transparency, the higher the self-reported transparency.

- **Q3**: How is the information used by participants with different levels of functional transparency?
  - **H3**: Participants with different levels of functional transparency use different information sources when estimating system states.

To further corroborate the internal and external validity of the proposed assessment method, we evaluate whether different ADS experiences affect the understanding of HMIs
in Hypothesis 1b to obtain internal validity. Although the proposed method uses only objective data, self-reported data is also included in this study and compared to the proposed method in Hypothesis 2 to establish external validity.

2. Materials and Methods

In the literature on human-machine interaction, the transparency level of the HMI is often manipulated as the amount of information provided to humans [10,14,24]. However, as described in the previous section, the information must vary across participants and scenarios. The HMI transparency level in the literature does not reflect human drivers’ actual understanding of the environment and might thus diminish safety during automated driving. Hence, we developed a transparency assessment method to evaluate human drivers’ true understanding of the environment facilitated by the HMI. In this section, we first define the transparency we attempt to evaluate. Then the study design comparing different HMIs is introduced. Finally, the analysis of the collected data is presented.

2.1. Definition of Transparency

During the interaction between humans and automation, shared goals can only be achieved when there is “a harmonization of control strategies of both actors towards a common control strategy” [25]. This suggests that the ADS should be functional, transparent, and understandable to human drivers in the context of human drivers and automated vehicles. The term functional transparency (FT) is used to be distinguished from transparency in the literature. Note that the transparency in the literature solely represents the information provided by the HMI, while the FT is considered as the resulting understandability of the HMI after the interaction with humans. To evaluate and gain deeper insights, here we list the three basic requirements for the FT.

The first and fundamental one is that the HMI should enable a correct understanding of the ADS states (i.e., minimum mode confusion). As pointed out in the HMI guidelines of Naujoks et al. [9], the HMI should inform human drivers of the current ADS mode and the system state changes. For Level 2 and Level 3 ADS, the responsibility of human drivers during automated driving is constantly changing. The role of human drivers could be passengers during Level 3 drivings and suddenly become drivers when the system reaches its boundary. Hence, clear indications of the system states are indispensable for human drivers to avoid critical situations and to increase the FT.

The second requirement is that human drivers should be well informed of what automated functions could be used and how they should be adopted. Cao et al. [26] emphasizes the importance of “user awareness”, which represents the user’s understanding of “the available and possible automated driving modes, of the currently active mode and transitions among driving modes”. ADS with higher FT should permit correct activation and transition among ADS modes.

The last requirement for FT is also stressed in the literature, where researchers argue that HMI should be efficient and easy to understand (i.e., minimizing the workload) and without confusion so that drivers can stay focused on the road and reduce the response time [4,26].

Combining all three requirements, we define FT as:

how easy it is for users to understand and respond to ADS correctly

More than just a definition is required to develop a standardized transparency assessment method. Quantifiable measurements would be indispensable to make the assessment efficient during evaluation and analysis. When evaluating user experience, self-report measurement is a standard method to scale the constructs like usability, acceptance, and trust [27–29]. However, self-report measures only account for participants’ preferences, which might not reflect how easy or successful the interaction with the system is [30].

A novel way to formulate the FT is proposed to approach this issue by including the concept of understandability. In computer science, it is defined as “the capability of the
software product to enable the user to understand whether the software is suitable, and how it can be used for particular tasks and conditions of use” [31]. By adopting the method of estimating code understandability [32], the formulation for FT is

\[
T_{\text{functional}} = \begin{cases} 
0, & \text{if "No" is answered} \\
AU(1 - \frac{TNPU}{TNPU_{\text{max}}}), & \text{otherwise}
\end{cases}
\]

(1)

where \(AU\) represents the actual understandability, which is acquired through verification questions about the states of the HMI. Since \(AU\) is calculated by the percentage of correct answers, it would be a number between 0 and 1. \(TNPU\) stands for the time needed for perceived understandability, which is the time required by participants to state whether they understand the HMI or not. \(TNPU_{\text{max}}\) is the maximum \(TNPU\) measured within the targeted HMI cluster and is used to normalize the \(TNPU\).

With the proposed formula, the FT of the HMI could be easily estimated from simple experimental setups.

2.2. Study Design

The FTs of a series of HMI images of Level 2 ADS from different brands and scenarios were evaluated to verify the proposed transparency assessment method. Besides the difference in HMI brands, different levels of experience in Level 2 ADS were also considered. The study was carried out on the online survey tool LimeSurvey.

2.2.1. HMI Designs

In this study, HMI designs from BMW (Bayerische Motoren Werke AG, Germany) 3 Series, Tesla (Tesla, Inc, USA.) Model 3 and VW (Volkswagen AG, Germany) Passat were employed. The HMI images used were from the driver’s perspective, where the instrument clusters were shown for the images of BMW and VW, while the touchscreen next to the driver was used for Tesla’s images. The HMI designs on the market were chosen for their distinct design concept, where VW keeps the traditional layout (i.e., speedometer and tachometer) and puts system status on the bottom with relatively smaller icons (Figure 1). On the other hand, Tesla provides detailed information for ego and surrounding vehicles and takes traditional meters away (Figure 2). The HMI design for BMW combines the above two (Figure 3). Furthermore, using existing HMIs could make the results of this study a valuable foundation for future studies concerning various user experiences and mental models of different HMI designs.

![Figure 1. Example VW HMI design.](image)
Besides different brands, various HMI images under different scenarios were also considered. On Level 2 ADS, longitudinal and lateral control was supported by adaptive cruise control (ACC) and lane-keeping assistance (LKA). Whether these sub-systems are engaged or not, icons on the HMI designs would have different effects, resulting in various scenarios. Together with “whether the front vehicle is detected” and “if the Level 2 ADS could be activated”, all possible HMI images for different scenarios are listed in Table 1. Note that similar or even the same icons might have different meanings across different HMI designs, so the availability of sub-systems is used to avoid confusion. With 11 different scenarios for each brand, a total of 33 HMI images are adopted in this study.

| Scenarios                  | Is ACC Available? | Is LKA Available? * | Is Front/Side Vehicle Visible? | Is There Warning Signal? |
|----------------------------|-------------------|---------------------|-------------------------------|--------------------------|
| Nothing activated          | Yes               | No                  | No                            | (None)                   |
| Only ACC activated         | Yes               | No                  | Yes                           | (None)                   |
|                            | Yes               | Yes                 | No                            | (None)                   |
|                            | (activated)       | No                  | Yes                           | (None)                   |
|                            | (activated)       | No                  | Yes                           | (None)                   |
|                            | (activated)       | Yes                 | No                            | (None)                   |
| ACC and LKA activated (Level 2) | (activated)     | (activated)         | No                            | No                       |
|                            | (activated)       | (activated)         | Yes                           | No                       |
|                            | (activated)       | (activated)         | Yes                           | (None)                   |
|                            | (activated)       | (activated)         | No                            | Yes                      |

* Note: No icon on BMW’s HMI design indicates if the LKA is available. Hence, for the design, this column becomes “Is LKA on standby?”. 

Figure 2. Example Tesla HMI design.

Figure 3. Example BMW HMI design.
2.2.2. Transparency Assessment Test

A transparency assessment test (TRASS) was employed after each HMI image was examined to estimate the FT. The critical questions to assess FT that are included in the TRASS should depend on the scenario the researchers would like to test. In this study, we mainly focused on the HMI of SAE Level 2 automated vehicles, in which the role of the driving automation system by definition is “Performs part of the DDT by executing both the lateral and the longitudinal vehicle motion control subtasks” [1]. Hence the states of these two sub-systems (longitudinal and lateral control systems) are critical to users and should be clearly transmitted. Together with experts’ perspectives and literature [4,8,9,33], the following questions are critical for drivers to acquire a correct understanding of the Level 2 ADS:

1. Is the driving assistance system carrying out longitudinal control?
2. Is the driving assistance system carrying out lateral control?
3. Is the front vehicle detected by the driving assistance system?
4. Is the lane marking detected by the driving assistance system?
5. Can you activate the automated driving assistance (which performs both longitudinal and lateral controls automatically)

Each formal TRASS briefly introduced information regarding Level 2 ADS and its sub-systems (ACC and LKA). Participants were then instructed to answer questions regarding the ADS states based on the upcoming HMI image. After the image was shown, Participants were asked to choose either “Yes, I understand” or “No, I do not understand” based on whether they felt confident answering the HMI image’s ADS states and were required to make the decision as fast as possible. Then, five questions regarding ADS states mentioned above were asked with three options: “Yes”, “No” and “Uncertain”.

The answers to these questions allow us to estimate the actual understanding of the participant regarding the ADS states, which is the AU in Equation (1). On the other hand, the time used to comprehend the HMI, which is the TNPU in Equation (1), is calculated by the time needed by participants to choose either “Yes, I understand” or “No, I do not understand”, depending on whether they understood the HMI image and considered themselves capable of answering the questions mentioned above.

2.2.3. Self-Reported Transparency Test

A self-reported question regarding perceived transparency was asked on a 5-point Likert scale. The question referred to whether the information provided by the HMI was easy to understand (“With the information provided by the HMI image shown, do you agree that ‘this HMI is easy to understand’”), which was later compared to the proposed transparency assessment method.

2.2.4. Information Used Test

The HMI image from each brand having its icons labeled with numbers was shown to the participants. Participants were then asked to identify the icons they used to answer the questions in TRASS: whether ADS is carrying out longitudinal or lateral control, whether front vehicle or lane marking is detected, and whether Level 2 ADS is activated. Both functional and irrelevant icons are labeled with numbers in each HMI image.

2.2.5. Procedure

In total, 33 individuals participated in the 2 × 3 mixed design. The within-subject factor was three different brands of HMI designs: (1) BMW, (2) Tesla, and (3) VW. Experience in ADS was the between-subject factor in the two groups. Regarding the question “How often have you used the following driving assistance systems in the past 12 months: cruise control, adaptive cruise control, lane-keeping assistance, and automated driving assistance?” those who answered “used sometimes” or “used regularly” are categorized as “experienced” (n = 16), and the rest (“rarely used”, “known but never used” and “unknown”)
as “novice” (n = 17). Regarding the experiences of certain vehicle brands, among those characterized as “experienced” (n = 16), nine of them are experienced in VW’s ADS, four in BMW’s ADS, and four in Tesla’s ADS. Participants were balanced for gender (18 males and 15 females) and age (M = 29.48, SD = 6.00), and had been driving for 3 years or more (M = 10.61, SD = 6.47).

After collecting demographic data, calibration tests were conducted to mitigate possible internet delays and individual reaction time differences. The reaction time was later used for calibration in the following analysis. Participants were informed to click either “Yes, I understand” or “No, I do not understand” (randomly assigned) on a dummy figure after pressing the next button. Then, the dummy figure was shown with both options below, which is the same procedure as in TRASS. Practice tests were also presented before the formal TRASS to familiarise the experimental process. The same design and layout of formal TRASS were introduced in the practice test, but still, the section for the HMI image was replaced with a blank figure to avoid any bias.

During the formal TRASS, ten tests were executed for each participant and took around 30 to 40 mins to complete. From 33 HMI images with different HMI brands and scenarios, ten images were randomly chosen for each participant. The process described earlier for TRASS was followed, and a self-reported transparency test was conducted at the end of each TRASS. Finally, the information used test was performed for each brand at the end of the survey.

2.3. Analysis

2.3.1. Transparency Assessment Test

Using the proposed Equation (1), the functional transparency (FT) for each TRASS was calculated with the reaction time (TNPU) and the actual understanding (AU) collected during the test. To determine whether the HMI brands and Level 2 ADS experiences have any effect on transparency, we performed the linear mixed effect analysis with lme4 [34] in the R-4.2.1 programming environment [35]. HMI brand and Level 2 ADS experience were treated as fixed effects in the model, with their interaction term also considered. For random effects, intercepts for participants and scenarios were set, but no by-participant or by-scenario random slopes for either fixed effect could be added as the model could not converge. The representation for the final maximal structure [36] model is:

\[ \text{FT} \sim \text{HMI brands} \times \text{Level 2 ADS experience} + (1 \mid \text{participant}) + (1 \mid \text{scenario}) \]  

No apparent deviations from homoscedasticity or normality were found with a visual inspection of residual plots. Likelihood ratio tests were applied to models with and without the targeted effect. Further pairwise comparisons were conducted using emmeans [37] also in the R programming environment, where Kenward–Roger degrees-of-freedom approximation and Tukey adjusted p-value were applied.

2.3.2. Self-Reported Transparency Test

The responses were collected and compared to the proposed FT. Their relationship would be determined using Spearman’s correlation.

2.3.3. Information Used Test

Results of icons used to answer each question in the TRASS were collected. Participants with different levels of FT (higher and lower) and their responses to different HMI designs (BMW, Tesla, VW) were analyzed using mixed ANOVA in JASP 0.14.1.0. The post hoc Holm-Bonferroni test was also carried out for comparisons among groups.
3. Results

3.1. Transparency Assessment Test

Table 2 shows the means and standard deviation of FT and self-reported transparency given the HMI designs and ADS experience levels. The data reveal that self-reported transparency is higher than FT across all conditions. Furthermore, with Equation (2), the corresponding coefficients could be determined. Table 3 shows estimates and standard error of fixed effects, and 95% confidence intervals (abbreviated as 95% Conf. Int.) for the estimates. We are 95% confident that participants experienced in ADS have 0.027 to 0.22 higher FT than novice ones. Finally, using the linear mixed-effect model with likelihood ratio test, the results indicate that three different HMI designs have no significant effect on FT, $\chi^2(2) = 1.18, p = 0.56$. However, the effect of ADS experience levels on FT was found significant, $\chi^2(1) = 9.64, p = 0.02$, where experienced participants had $0.12 \pm 0.048$ higher FT than novice participants. No significant interaction effect between HMI designs and ADS experience levels was found, $\chi^2(2) = 2.33, p = 0.33$.

### Table 2. Mean and standard deviation (SD) of measured FT and self-reported transparency with different HMI designs and ADS experience levels.

| HMI Design | ADS Experience Level | Functional Transparency Mean (SD) | Self-Reported Transparency Mean (SD) | N |
|------------|----------------------|-----------------------------------|-------------------------------------|---|
| BMW        | experienced          | 0.45 (0.26)                       | 0.67 (0.23)                        | 52 |
|            | novice               | 0.32 (0.24)                       | 0.71 (0.21)                        | 54 |
| Tesla      | experienced          | 0.41 (0.24)                       | 0.56 (0.24)                        | 51 |
|            | novice               | 0.34 (0.24)                       | 0.59 (0.23)                        | 60 |
| VW         | experienced          | 0.42 (0.21)                       | 0.62 (0.20)                        | 59 |
|            | novice               | 0.29 (0.21)                       | 0.58 (0.19)                        | 54 |

Note: The experience level here is regarding the general ADS experience, and not specifically for a certain HMI design.

### Table 3. Estimates of fixed effects for the mixed effect model.

| Estimate   | Std. Error | df  | t Value | Sig. | 95% Conf. Int. | Lower Bound | Upper Bound |
|------------|------------|-----|---------|------|----------------|-------------|-------------|
| Intercept  | 0.45       | 65.11| 11.24   | <0.0005 | 0.37           | 0.52        |
| ADS experience: exp. | 0 | 0 | . | . | . | . | . |
| ADS experience: novice | -0.12 | 0.048 | 122.01 | -2.54 | 0.012 | -0.22 | -0.027 |
| HMI design: BMW | 0 | 0 | . | . | . | . | . |
| HMI design: Tesla | -0.035 | 0.043 | 309.08 | -0.80 | 0.43 | -0.12 | 0.051 |
| HMI design: VW | -0.018 | 0.041 | 302.56 | -0.44 | 0.66 | -0.10 | 0.063 |

Note: Fixed effects of interactions are not listed.

Further comparisons are shown in Figures 4 and 5. In Figure 4, FT from the same HMI design were grouped, where participants with different experience levels were compared. The result indicates that, more experienced participants showed significantly higher FT in BMW HMI, $t(127) = 2.50, p = 0.014$, and VW HMI, $t(118) = 3.06, p = 0.003$. However, the effect of different ADS experiences levels on Tesla HMI design was insignificant, $t(121) = 1.26, p = 0.21$. In Figure 5, given the same ADS experience level, no significant effect was found across comparisons between different HMI designs. Results of all the pairwise comparisons are listed in Table 4.
Table 4. Results of all pairwise comparisons.

| Given Variable                  | Comparison    | Estimate | SE   | DOF | t-Value | p-Value |
|--------------------------------|---------------|----------|------|-----|---------|---------|
| HMI design: BMW                | exp - novice  | 0.12     | 0.049| 127 | 2.50    | 0.014 **|
| HMI design: Tesla              | exp - novice  | 0.06     | 0.048| 121 | 1.26    | 0.21    |
| HMI design: VW                 | exp - novice  | 0.14     | 0.047| 118 | 3.06    | 0.003 ***|
| ADS experience level: exp      | BMW - Tesla   | 0.035    | 0.044| 313 | 0.79    | 0.43    |
|                                | BMW - VW      | 0.018    | 0.042| 307 | 0.43    | 0.62    |
|                                | Tesla - VW    | −0.017   | 0.042| 305 | −0.39   | 0.71    |
| ADS experience level: novice   | BMW - Tesla   | −0.027   | 0.042| 318 | −0.66   | 0.79    |
|                                | BMW - VW      | 0.040    | 0.043| 320 | 0.94    | 0.50    |
|                                | Tesla - VW    | 0.068    | 0.041| 305 | 1.65    | 0.23    |

*** p < 0.01, ** p < 0.05

Figure 4. Comparing levels of ADS experience given HMI designs (exp stands for experienced in ADS experience levels). ** p < 0.05, * p < 0.1.

Figure 5. Comparing HMI designs given ADS experience levels (exp stands for experienced in ADS experience levels).

3.2. Self-Reported Transparency Test

The correlation between the proposed FT and self-reported transparency was calculated using Spearman’s correlation ($r_s$). The self-reported transparency was normalized between 0 and 1, in the same range as the proposed FT. The result suggests that there was a weak monotonic relationship, $r_s = 0.25, p < 0.0001$, between the objectively measured FT and the self-reported transparency.

3.3. Information Used Test

To understand the differences in the information used, we divided the participants into high FT ($n = 16$) and low FT ($n = 17$) groups based on their average FT throughout the total of 10 TRASSes, where the median was chosen as the threshold ($Mdn = 0.39$).
The HMI designs are shown in Figures 6–8, having their icons labeled with a number. The corresponding icons chosen by participants to answer TRASS questions are shown as bar charts in Figures 9–11, with each subplot representing one of the TRASS questions: questions regarding longitudinal control (Long), lateral control (Lat), front vehicle (FV), lane marking (LM), and Level 2 ADS availability (Ava).

Figure 6. BMW HMI design and corresponding icon number.

Figure 7. Tesla HMI design and corresponding icon number.

Figure 8. VW HMI design and corresponding icon number.

Figure 9. Percentages of BMW icons used to answer TRASS questions from participants with high and low FT.
As shown in Table 5, no valid icon could be used in BMW and VW’s HMI designs to determine whether automated longitudinal and lateral controls could be activated. For Tesla, icon #6 is used to indicate the availability of level 2 ADS.

To determine whether front vehicle is detected, icon #2 is used in all HMI designs (Figures 6–8), and there is an extra icon for BMW (icon #7 in Figure 6). There was no significant difference on valid icon used for FT levels, $F(1, 31) = 1.48, p = 0.23$, and HMI designs, $F(2, 62) = 2.84, p = 0.067$, and there was also no interaction between these factors, $F(2, 62) = 0.50, p = 0.61$. There were generally low false icon selection rates in answering questions regarding the detection of front vehicles for all three designs. Still, there was a relatively higher portion of participants choosing icon #6 in VW’s design (Figure 8), where the small vehicle icon is shown regardless of whether the front vehicle is detected or not.

To answer the question concerning whether lateral control is activated, icon #1 and #5 are used on BMW’s design (Figure 6), and icon #1 and #6 for Tesla and VW’s (Figures 7 and 8). No significant effect was found on different FT levels, $F(1, 31) = 1.00, p = 0.33$, but the effect of HMI design was found significant, $F(2, 62) = 4.31, p = 0.018$, where more participants chose at least one valid icon on BMW’s design comparing to VW’s, $t(32) = 2.54, p = 0.041$, and same applies to Tesla’s comparing to VW’s, $t(32) = 2.54, p = 0.041$, but no difference
between BMW’s and Tesla’s design, \( t(32) = 0.00, p = 1.00 \). In Figure 11, icon #4 on VW (Figure 8) was chosen falsely by participants, and it indicates the activation of “lane assist”, which would only intervene when the vehicle is about to cross the lateral boundary (lane marking).

In all HMI designs, lane marking detection was indicated by icon #1 (Figures 6–8), and additional icons were used on VW’s design (#4 and #6 in Figure 8). The effect of FT level was not significant, \( F(1, 31) = 0.26, p = 0.61 \), and was the same for HMI designs, \( F(2, 62) = 0.21, p = 0.81 \), and for the interaction as well, \( F(2, 62) = 0.21, p = 0.81 \).

The question regarding if longitudinal control is activated could be answered by icon #2, #4 and #7 on BMW’s, #5 on Tesla’s, and #2, #3, #5 and #6 on VW’s design, where no significant effect was found on different FT level \( F(1, 31) = 0.73, p = 0.40 \), but the effect of HMI design was significant, \( F(2, 62) = 8.66, p < 0.001 \), as more participants chose at least one valid icon on the HMI design of BMW than Tesla, \( t(32) = 3.61, p = 0.002 \), and same for VW’s design comparing to Tesla’s, \( t(32) = 3.61, p = 0.002 \), but not between BMW’s design and VW’s, \( t(32) = 0.00, p = 1.00 \). No interaction effect was found between the two factors, \( F(2, 62) = 0.034, p = 0.97 \). Although no effect was found for FT levels on the number of participants choosing at least one valid icon, higher percentages of valid icon selections were observed across all HMI designs, where for each valid icon, more participants with high FT selected it than participants with low FT.

Table 5. Valid and false icons on HMI designs concerning TRASS question categories.

| Question | HMI Designs | Valid Icons | False Icons |
|----------|-------------|-------------|-------------|
| Ava      | BMW Unknown | Unknown     | #6, #1, #2, #3, #4, #5, #7 |
|          | Tesla       | Unknown     | #1, #2, #3, #4, #5, #6, #7 |
|          | VW Unknown  | Unknown     | #2, #3, #4, #5, #6, #7 |
| FV       | BMW #2, #7  | #1, #3, #4, #5, #6, #8 |
|          | Tesla #2    | #1, #3, #4, #5, #6, #7 |
|          | VW #2       | #1, #3, #4, #5, #6, #7 |
| Lat      | BMW #1, #5  | #2, #3, #4, #5, #6, #7 |
|          | Tesla #1, #6| #2, #3, #4, #5, #7 |
|          | VW #1, #6   | #2, #3, #4, #5, #7 |
| LM       | BMW #1      | #2, #3, #4, #5, #6, #7 |
|          | Tesla #1    | #2, #3, #4, #5, #6, #7 |
|          | VW #1, #4, #6| #2, #3, #5, #7 |
| Long     | BMW #2, #4, #7| #1, #3, #5, #6, #8 |
|          | Tesla #5    | #1, #2, #3, #4, #6, #7 |
|          | VW #2, #3, #5, #6| #1, #4, #7 |

Note: For BMW and VW, level 2 ADS could be engaged without guaranteed longitudinal and lateral control. Hence, no valid icon could be used to answer the question “Ava”.

4. Discussion

4.1. Summary

HMI is the bridge that allows humans to understand the intentions and capabilities of ADS. At the same time, transparency of the HMI is critical and fundamental for the ADS to be understood with minimum effort [4]. In this study, a preliminary transparency assessment method was proposed, integrating the measurement of understandability toward mode awareness, and using time as the workload indicator. With the proposed method, the functional transparency of the static level 2 ADS system could be evaluated with minimum effort.

The results using the proposed transparency assessment method did not confirm Hypothesis 1a, but support Hypothesis 1b. During the verification test of the transparency assessment method, no significant difference was found among the three different HMI designs. This could be explained by the generally low FTs measured, suggesting that participants had difficulties understanding these three HMI designs. When the proposed
method is properly utilized and incorporated into the HMI design process, we could then more efficiently develop a more understandable HMI design and overcome this problem. For instance, critical elements that help increase HMI understandability could be efficiently identified by observing what information users with high FT use to understand it. And the opposite could also be done to identify potentially misleading information. On the other hand, the effect of ADS experience levels on FT was found significant and was significantly more prominent in the HMI designs of BMW and VW. The result supports Hypothesis 1b and establishes internal validity. This significant gap in understanding the HMI designs between experienced and novice users also suggests that human drivers require some levels of training to understand the HMI [33,38,39]. Apart from general ADS experience, it might also be interesting to look into how a specific brand’s experience interacts with the HMI designs of some other brands on the FT. In the feedback section of the survey, some participants mentioned that they made specific suggestions based on their experiences in L2 AV. Since the design, icons, and logic behind the HMI designs are different, further studies investigating such interaction could be valuable in the future.

The subjective transparency estimated with one item Likert scale showed a weak positive correlation with FT. This result supports Hypothesis 2 and establishes external validity. The self-reported measurement was considered as the perceived transparency of participants in contrast to the proposed FT, which is the resulting understanding after the interaction. From the result, it appears that what participants thought they understood was detached from what they did. However, a certain level of monotonicity still exists between the two measurements, which gives an insight for future studies on the relationship between perceived transparency (what one thinks one knows) and functional, or true, transparency (what one actually knows).

What and how information should be conveyed through HMI has been an essential topic in automated vehicle research [4,9,21]. In this study, we evaluated the information used to understand level 2 ADS statuses (i.e., longitudinal control status, lateral control status, front vehicle detection status, lane marking detection status, and Level 2 ADS availability status). Overall, participants with higher FT levels did not choose icons more correctly. Still, in evaluating specific system statuses, they selected more valid icons, which suggests that participants with higher FT relied on multiple information sources when estimating these system statuses. And this result supports Hypothesis 3. On the other hand, HMI designs had no significant impact on icon identification across all system statuses, but it was found significant when evaluating longitudinal and lateral status. By looking closer, e.g., when assessing the longitudinal status, those with a higher percentage of at least one valid icon selection are HMI designs with a higher number of valid icons (BMW and VW’s designs). This information redundancy in status indication might seem to be helpful, but it could also lead to confusion and wrong icon selection [40]. Again using the longitudinal status estimation as an example, the redundant icon for lane detection and “lane assist” (only intervene when the boundary is reached) in VW’s HMI design (#4 in Figure 8) was mistaken as the indication for the lateral control. Hence, to achieve transparent HMI, it is more critical to provide information with quality (correct information given the level of automation and the scenario) instead of quantity (merely stacking the information). And the proposed method would be a suitable design tool to help identify critical information for transparent HMIs.

4.2. Limitations and Future Works

In this study, the differences in understandability of the adopted HMI designs are limited, which might also be the culprit for failing to confirm Hypothesis 1a. However, we also identify some elements of the HMI designs that have an impact on FT. With these elements, we could create and adopt HMI designs with more significant differences in understandability in future research.

The information needed for the HMI differs across levels of automation and scenarios [41]. This study focused on the level 2 HMI designs, where human users are still responsible for
longitudinal and lateral controls and driving environments. However, in a higher level of automation, human users are no longer in the loop under specific conditions and are allowed to conduct non-driving-related tasks. These differences in responsibility would also significantly impact information needed for FT, thus affecting the questions asked during the transparency assessment test. It is crucial first to ascertain the critical questions for human users to be capable of safely operating the automation under various levels. Furthermore, to apply the transparency assessment method more efficiently, a non-intrusive way of estimating mode awareness [42] could be applied and used to replace the AU.

To further validate the proposed transparency assessment method, simulator or test-track studies are required. In this study, the transparency assessment test was based on HMI images under different scenarios. However, the interaction between participants and the automation was limited. For instance, with only images, participants wouldn’t be able to experience the transition between different modes (i.e., activation, deactivation, take-over, etc.) and the corresponding reactions from the vehicle. Plus, as automation users are prone to learn automation by trial and error [7], understanding how transparency changes throughout the interaction would also be beneficial for future HMI designs.

One finding in this study is that participants with different levels of level 2 ADS experience did differ in their understanding of the automated system. But since the HMI designs and the logic behind the system’s activation or deactivation diverge and might contradict one another, a more precise distinction on ADS experience would be essential (e.g., familiarity across different automation brands). With this variable, additional system information or tailored training procedure could provide better transparency for the HMI.

This study was a preliminary attempt to assess transparency, and the relationships between the proposed metric and other psychometrics (e.g., trust, acceptance, mental workload) remain unknown. Shedding light on these correlations would help make the proposed transparency assessment method more robust and assist in comparing it with the results in the literature.

4.3. Conclusions

In this study, we proposed and verified a standardized transparency assessment method, which can be used to estimate the understandability of the HMI design. We further established this method’s internal and external validity by confirming that the effect of ADS experiences was significant on functional transparency and that a positive correlation between self-reported understandability and functional transparency existed. The proposed method can also help identify critical elements in HMI designs that can significantly impact the understandability of the HMI.
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Abbreviations
The following abbreviations are used in this manuscript:

ACC adaptive cruise control
ADS automated driving system
AU actual understandability
BMW Bayerische motoren werke AG
FT Functional Transparency
HMI human-machine interface
L2 AV SAE level 2 automated vehicle
LKA lane-keeping assistance
SAT situation awareness-based agent transparency
TRASS transparency assessment test
TNPU time needed for perceived understandability
VW Volkswagen AG

References
1. SAE International. Taxonomy and Definitions for Terms Related to Driving Automation Systems for On-Road Motor Vehicles (SAE Standard J3016. Report No. J3016-202104); Technical Report; SAE International: Warrendale, PA, USA, 2021.
2. National Highway Traffic Safety Administration. ODI Resume. Technical Report. 2017. Available online: https://static.nhtsa.gov/odi/resume/2017/10/10/NHTSA20171010.PDF (accessed on 29 September).
3. Banks, V.A.; Plant, K.L.; Stanton, N.A. Driver error or designer error: Using the Perceptual Cycle Model to explore the circumstances surrounding the fatal Tesla crash on 7th May 2016. Saf. Sci. 2018, 108, 278–285.
4. Carsten, O.; Martens, M.H. How can humans understand their automated cars? HMI principles, problems and solutions. Cogn. Technol. Work. 2019, 21, 3–20.
5. Rezvani, T.; Driggs-Campbell, K.; Sadigh, D.; Sastry, S.S.; Seshia, S.A.; Bajcsy, R. Towards trustworthy automation: User interfaces that convey internal and external awareness. In Proceedings of the 2016 IEEE 19th International conference on intelligent transportation systems (ITSC), Rio de Janeiro, Brazil, 1–4 November 2016; pp. 682–688.
6. Russell, S.M.; Blanco, M.; Atwood, J.; Schaudt, W.A.; Fitchett, V.; Tidwell, S. Naturalistic Study of Level 2 Driving Automation Functions; Technical Report; Department of Transportation, National Highway Traffic Safety: Washington, DC, USA, 2018.
7. Boelhouwer, A.; Van den Beukel, A.P.; Van der Voort, M.C.; Hottentot, C.; De Wit, R.Q.; Martens, M.H. How are car buyers and car sellers currently informed about ADAS? An investigation among drivers and car sellers in the Netherlands. Transp. Res. Interdiscip. Perspect. 2020, 4, 100103.
8. Banks, V.A.; Eriksson, A.; O’Donoghue, J.; Stanton, N.A. Is partially automated driving a bad idea? Observations from an on-road study. Appl. Ergon. 2018, 68, 138–145.
9. Naujoks, F.; Wiedermann, K.; Schöning, N.; Hergeth, S.; Keinath, A. Towards guidelines and verification methods for automated vehicle HMI. Transp. Res. Part F Traffic Psychol. Behav. 2019, 60, 121–136.
10. Pokam, R.; Debernard, S.; Chauvin, C.; Langlois, S. Principles of transparency for autonomous vehicles: First results of an experiment with an augmented reality human–machine interface. Cogn. Technol. Work. 2019, 21, 643–656.
11. Oliveira, L.; Burns, C.; Luton, J.; Iyer, S.; Birrell, S. The influence of system transparency on trust: Evaluating interfaces in a highly automated vehicle. Transp. Res. Part F Traffic Psychol. Behav. 2020, 72, 280–296.
12. Chen, J.Y.; Lakhmani, S.G.; Stowers, K.; Selkowitz, A.R.; Wright, J.L.; Barnes, M. Situation awareness-based agent transparency and human-autonomy teaming effectiveness. Theor. Issues Ergon. Sci. 2018, 19, 259–282.
13. Oosoky, S.; Sanders, T.; Jentsch, F.; Hancock, P.; Chen, J.Y. Determinants of system transparency and its influence on trust in and reliance on unmanned robotic systems. In Proceedings of the Unmanned Systems Technology XVI; International Society for Optics and Photonics: Bellingham, WA, USA, 2014; Volume 9084, p. 90840E.
14. Körber, M.; Prasch, L.; Bengler, K. Why do I have to drive now? Post hoc explanations of takeover requests. Hum. Factors Ergon. Soc. 2018, 60, 305–323.
15. Maarten Schraagen, J.; Kerwien Lopez, S.; Schneider, C.; Schneider, V.; Tönjes, S.; Wiechmann, E. The role of transparency and explainability in automated systems. In Proceedings of the Human Factors and Ergonomics Society Annual Meeting, Baltimore, MD, USA, 3–8 October 2021; SAGE Publications Sage CA: Los Angeles, CA, USA, 2021; Volume 65, pp. 27–31.
16. Bengler, K.; Omozik, K.; Müller, A.I. The Renaissance of Wizard of Oz (WoOz): Using the WoOz methodology to prototype automated vehicles. Proc. Hum. Factors Ergon. Soc. Eur. 2020, pp. 63–72. Available online: https://www.researchgate.net/profile/Kamil-Omozik/publication/346659448_The_Renaissance_of_Wizard_of_Oz_WoOz_- Using_the_WoOz_methodology_to_prototype_automated_vehicles/links/5fcd24e92851c00f8588c8f/The-Renaissance-of-Wizard-of-Oz-WoOz-Using-the-WoOz-methodology-to-prototype-automated-vehicles.pdf (accessed on 29 September 2022).
17. Choi, J.K.; Ji, Y.G. Investigating the importance of trust on adopting an autonomous vehicle. Int. J.-Hum.-Comput. Interact. 2015, 31, 692–702.
18. Chen, J.Y.; Procci, K.; Boyce, M.; Wright, J.; Garcia, A.; Barnes, M. Situational Awareness-Based Agent Transparency; Technical Report; Army Research Lab Aberdeen Proving Ground MD Human Research and Engineering: Aberdeen Proving Ground, MD, USA, 2014.

19. Endsley, M.R. Toward a theory of situation awareness in dynamic systems. In Situational Awareness; Routledge: London, UK, 2017; pp. 9–42.

20. Yang, X.J.; Unhelkar, V.V.; Li, K.; Shah, J.A. Evaluating effects of user experience and system transparency on trust in automation. In Proceedings of the 2017 12th ACM/IEEE International Conference on Human-Robot Interaction (HRI 2017), Vienna, Austria, 6–9 March 2017; pp. 408–416.

21. Bengler, K.; Rettenmaier, M.; Fritz, N.; Feierle, A. From HMI to HMI’s: Towards an HMI framework for automated driving. Information 2020, 11, 61.

22. Feierle, A.; Danner, S.; Steininger, S.; Bengler, K. Information needs and visual attention during urban, highly automated driving—An investigation of potential influencing factors. Information 2020, 11, 62.

23. Bhaskara, A.; Skinner, M.; Loft, S. Agent transparency: A review of current theory and evidence. IEEE Trans.-Hum.-Mach. Syst. 2020, 50, 215–224.

24. Akash, K.; Polson, K.; Reid, T.; Jain, N. Improving human-machine collaboration through transparency-based feedback—Part I: Human trust and workload model. IFAC-PapersOnLine 2019, 51, 315–321.

25. Flemisch, F.; Schieben, A.; Kelsch, J.; Lüper, C. Automation spectrum, inner/outer compatibility and other potentially useful human factors concepts for assistance and automation. In Human Factors for Assistance and Automation; Shaker Publishing: Nordrhein-Westfalen, Germany, 2008.

26. Cao, Y.; Griffon, T.; Fahrenkrog, F. Code of Practice for the Development of Automated Driving Functions; Technical Report, L3Pilot Deliverable D2.3; version 1.1; 2021. Available online: https://www.eucar.be/wp-content/uploads/2022/06/EUCAR_CoP-ADF.pdf (accessed on 29 September 2022).

27. Albers, D.; Radlmayr, J.; Loew, A.; Hergeth, S.; Naujoks, F.; Keinath, A.; Bengler, K. Usability evaluation—Advances in experimental design in the context of automated driving human–machine interfaces. Information 2020, 11, 240.

28. Jian, J.Y.; Bisantz, A.M.; Drury, C.G. Foundations for an empirically determined scale of trust in automated systems. Int. J. Cogn. Ergon. 2000, 4, 53–71.

29. Venkatesh, V.; Morris, M.G.; Davis, G.B.; Davis, F.D. User acceptance of information technology: Toward a unified view. MIS Q. 2003, 27, 425–478.

30. Forster, Y.; Hergeth, S.; Naujoks, F.; Krems, J.F. How usability can save the day-methodological considerations for making automated driving a success story. In Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications, Toronto, ON, Canada, 23–25 September 2018; pp. 278–290.

31. ISO/IEC 9126; Software Engineering—Product Quality. ISO/IEC: Geneva, Switzerland, 2001.

32. Flemisch, F.; Schieben, A.; Kelsch, J.; Lüper, C. Automation spectrum, inner/outer compatibility and other potentially useful human factors concepts for assistance and automation. In Human Factors for Assistance and Automation; Shaker Publishing: Nordrhein-Westfalen, Germany, 2008.

33. Albers, D.; Radlmayr, J.; Loew, A.; Hergeth, S.; Naujoks, F.; Keinath, A.; Bengler, K. Usability evaluation—Advances in experimental design in the context of automated driving human–machine interfaces. Information 2020, 11, 240.

34. Mueller, A.S.; Cicchino, J.B.; Singer, J.; Jenness, J.W. Effects of training and display content on Level 2 driving automation interface usability. Transp. Res. Part F Traffic Psychol. Behav. 2020, 69, 61–71.

35. Bates, D.; Mächler, M.; Bolker, B.; Walker, S. Fitting Linear Mixed-Effects Models Using lme4. J. Stat. Softw. 2015, 67, 1–48. https://doi.org/10.18637/jss.v067.i01.

36. Forster, Y.; Hergeth, S.; Naujoks, F.; Krems, J.; Keinath, A. User education in automated driving: Owner’s manual and interactive tutorial support mental model formation and human-automation interaction. Information 2019, 10, 143.

37. Boos, A.; Emmerring, S.; Biebl, B.; Feldhütter, A.; Fröhlich, M.; Bengler, K. Information Depth in a Video Tutorial on the Intended Use of Automated Driving. In Proceedings of the Congress of the International Ergonomics Association; Springer: Berlin/Heidelberg, Germany, 2021; pp. 575–582.

38. Forster, Y.; Geisel, V.; Hergeth, S.; Naujoks, F.; Keinath, A. Engagement in non-driving related tasks as a non-intrusive measure for mode awareness: A simulator study. Information 2020, 11, 239.