SYMMETRIES, CONSERVATION LAWS, AND GENERALIZED TRAVELLING WAVES FOR A FORCED OSTROVSKY EQUATION
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Abstract. Ostrovsky’s equation with time- and space- dependent forcing is studied. This equation is model for long waves in a rotating fluid with a non-constant depth (topography). A classification of Lie point symmetries and low-order conservation laws is presented. Generalized travelling wave solutions are obtained through symmetry reduction. These solutions exhibit a wave profile that is stationary in a moving reference frame whose speed can be constant, accelerating, or decelerating.

1. Introduction

In shallow water theory, waves $u(x, t)$ propagating in one spatial dimension are described by the well-known Korteweg-de Vries equation (KdV), $u_t + uu_x + u_{xxx} = 0$. The derivation of this equation omits two important physical effects that are relevant for shallow ocean waves: non-constant water depth, due to bottom topography; Coriolis force, due to rotation of the earth.

The Coriolis effect is modelled by the addition of a term $\beta u$, as shown by Ostrovsky \cite{1} (see also Ref. \cite{2, 3}), while the effect of bottom topography is modelled by the addition of a term $h_x(x, t)$ (see e.g. Ref. \cite{4, 5}). These effects lead to the forced Ostrovsky equation

$$(u_t + uu_x + \alpha u_{xxx})_x = \beta u + h_x \tag{1.1}$$

for the wave amplitude $u(x, t)$, where $\alpha, \beta$ are non-zero constants and $h(x, t)$ is a non-constant function of $(x, t)$ which describes the topography. Time dependence in $h_x$ models physical situations in which the topography is dynamical, for instance a submarine landslide or earthquake.

Very little study has been done on this equation \eqref{1.1}. The present paper is devoted to studying some basic aspects: variational structure, symmetries, conservation laws, and exact invariant solutions.

Similar work on the KdV equation with forcing and on the unforced Ostrovsky equation appears in Ref. \cite{6, 7, 8}. Work on the Cauchy problem as well as on generalizations and reductions of the unforced Ostrovsky equation can be found in Ref. \cite{9, 10, 11, 12, 13, 14, 15, 16, 17, 18}.

In section 2 the Hamiltonian and Lagrangian formulation of equation \eqref{1.1} is presented. In section 3 a classification of Lie point symmetries and Noether conservation laws is obtained by using the standard methods in Ref. \cite{19, 20, 21} (see also \cite{22, 23, 24}). The symmetries comprise a time-dependent Galilean boost and a transformation to a moving/shifted reference frame.
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frame, in which the speed can be constant, accelerating, or decelerating. These symmetries are shown to be variational and yield a conserved energy and a conserved momentum.

In section 4, a plethora of exact invariant solutions are obtained by symmetry reduction along with the application of a homogeneous balance method. The physical meaning of the reductions and the solutions are discussed. In particular, the solutions arising from the Galilean symmetry describe generalized travelling waves whose profile is stationary in a reference frame moving with arbitrary (time-dependent) speed. These solutions include a rational solitary wave, a sech-squared solitary wave, oscillatory solutions, and static solutions.

Finally, some concluding remarks are made in section 5.

2. Variational structure

A Hamiltonian structure exists by introducing a potential \( v \) through \( u = v_x \), which allows the equation to be expressed in the evolution form \( u_t + uu_x + \alpha u_{xxx} = \beta v + h \). The Hamiltonian structure is then given by

\[
 u_t = -uu_x - \alpha u_{xxx} + \beta v + h = D_x(\delta H/\delta u) \tag{2.1}
\]

where

\[
 H = \int \left( \frac{1}{2} \alpha u_x^2 - \frac{1}{6} u^3 - \frac{1}{2} \beta v^2 + Hu \right) dx, \quad H_x = h. \tag{2.2}
\]

In terms of the potential, the equation takes the form

\[
 v_{tx} + v_x v_{xx} + \alpha v_{xxxx} - \beta v - h = 0 \tag{2.3}
\]

which possesses a Lagrangian

\[
 L = -\frac{1}{2} v_t v_x - \frac{1}{6} v_x^3 + \frac{1}{2} \alpha v_{xx}^2 - \frac{1}{2} \beta v^2 + H v_x. \tag{2.4}
\]

Interestingly, it is possible to introduce a further potential via \( v = w_x \), which gives a corresponding 2nd-layer potential equation

\[
 w_{tx} + F(w_{xx}) + \alpha w_{xxxx} - \beta w - H = 0 \tag{2.5}
\]

with neither a Hamiltonian nor Lagrangian structure in terms of \( w \).

3. Lie point symmetries and Noether conservation laws

Lie point transformations acting on the independent and dependent variables of the forced Ostrovsky potential equation (2.3) are generated by vector fields

\[
 X = \tau(t, x, v) \partial_t + \xi(t, x, v) \partial_x + \eta(t, x, v) \partial_v. \tag{3.1}
\]

The resulting transformation group will be a point symmetry iff

\[
 \text{pr}^{(4)} X \left( v_{tx} + v_x v_{xx} + \alpha v_{xxxx} - \beta v - h \right) |_E = 0 \tag{3.2}
\]

where \( \text{pr}^{(4)} X \) is the fourth prolongation of the vector field (3.1), and \( E \) denotes the solution space of equation (1.1). This determining equation (3.2) splits with respect to derivatives of \( v \), yielding an overdetermined system of equations for \( \tau(t, x, v), \xi(t, x, v), \eta(t, x, v) \), together with \( h(x, t) \) such that \( h_x \neq 0 \).
**Theorem 3.1.** (i) The point symmetries admitted by the forced Ostrovsky potential equation \((2.3)\) are generated by:

\[
X_1 = \partial_t + c(t) \partial_x + (c'(t)(x - \int c(t) dt) + \frac{1}{\beta} h_0'(t)) \partial_v, \quad h(x, t) = h_1(\chi) - \beta c(t) \chi + h_0(t), \quad \chi = x - \int c(t) dt;
\]

\[
h(x, t) = h_1(\chi) - \beta c(t) \chi + h_0(t), \quad \chi = x - \int c(t) dt; \tag{3.3}
\]

\[
X_2 = e^{-\frac{2}{\beta} \int h_2(t) dt} \partial_x + e^{-\frac{2}{\beta} \int h_2(t) dt} (\frac{4}{3}\beta h_2(t)^2 - \frac{2}{\beta^2} h_0'(t)^2 - \frac{1}{\beta} h_1(t) - \frac{2}{\beta} h_2(t)x) \partial_v;
\]

\[
h(x, t) = h_2(t)x^2 + h_1(t)x + h_0(t). \tag{3.4}
\]

(ii) These symmetries comprise a two-dimensional solvable algebra in the case

\[
h(x, t) = \tilde{h}_2 x^2 + \tilde{h}_1(t)x + \tilde{h}_0(t). \tag{3.7}
\]

Their commutator is given by \([X_1, X_2] = \frac{2h_2}{\beta} X_2\). In terms of \(\tilde{h}_2, \tilde{h}_1(t), \tilde{h}_0(t)\), expressions \((3.6)\) and \((3.4)\) are respectively given by

\[
h_2(t) = \tilde{h}_2, \quad h_1(t) = \tilde{h}_1(t), \quad h_0(t) = \tilde{h}_0(t) \tag{3.8}
\]

and

\[
h_1(\chi) = \tilde{h}_2 \chi^2, \quad c(t) = -\left(\frac{1}{\beta} e^{-\frac{2\tilde{h}_2}{\beta} t} \int e^{\frac{2\tilde{h}_2}{\beta} t} \tilde{h}_1(t) dt\right)', \quad h_0(t) = \tilde{h}_0(t) - \tilde{h}_2(\int c(t) dt)^2 - \beta c(t) \int c(t) dt. \tag{3.9}
\]

Prolongation of the vector fields \((3.3)\) and \((3.5)\) to \(u(x, t)\) gives the symmetry generators

\[
X_1 = \partial_t + c(t) \partial_x + c'(t) \partial_u, \tag{3.10}
\]

\[
X_2 = e^{-\frac{2}{\beta} \int h_2(t) dt} \partial_x - \frac{2h_2(t)}{\beta} e^{-\frac{2}{\beta} \int h_2(t) dt} \partial_u, \tag{3.11}
\]

both of which are local. These symmetries generate the respective transformation groups

\[
t \to t + \epsilon, \quad x \to x + \epsilon \chi(t + \epsilon), \quad u \to u + \epsilon c(t + \epsilon), \tag{3.12}
\]

and

\[
x \to x + \epsilon e^{-\frac{2}{\beta} \int h_2(t) dt}, \quad u \to u + \epsilon \left(e^{-\frac{2}{\beta} \int h_2(t) dt}\right)', \tag{3.13}
\]

with parameter \(\epsilon \in \mathbb{R}\).

Symmetry \((3.12)\) describes an accelerated Galilean boost with speed \(c(t)\). When the speed is constant, \(c'(t) = 0\), this symmetry reduces to an ordinary Galilean boost. It becomes a time translation when the speed vanishes, \(c(t) \equiv 0\), which corresponds to the case of spatial forcing, \(h = h_1(x)\).

Symmetry \((3.13)\) describes a transformation to a shifted/moving reference frame. In the case \(h_2(t) \equiv 0\), this symmetry reduces to a space translation, corresponding to a shift in the (stationary) reference frame.

### 3.1. Conservation laws.

Noether’s theorem provides a one-to-one correspondence between variational symmetries and local conservation laws for the potential equation \((2.3)\). A local conservation law is a continuity equation

\[
(D_t T + D_x \Phi)|_\varepsilon = 0 \tag{3.14}
\]

where \(T\) is the conserved density, and \(\Phi\) is the spatial flux, which are functions of \(t, x, v\), and derivatives of \(v\). Locally trivial conservation laws have the form \(T|_\varepsilon = D_x \Theta|_\varepsilon\) being a spatial divergence and \(\Phi|_\varepsilon = -D_t \Theta|_\varepsilon\) being a time derivative for some function \(\Theta\) of \(t, x, v\).
holds off of the solution space, where $L$ is the Lagrangian (2.4) and $E_v$ denotes the Euler operator (variational derivative) with respect to $v$. Since the determining equation (3.16) implies that a variational symmetry preserves the Lagrangian up to a total divergence, every variational symmetry preserves the extremals of the Lagrangian and hence yields a symmetry of the Euler-Lagrange equation (2.3). Thus, variational point symmetries can be found by checking the determining equation (3.16) for each point symmetry generator from Proposition 3.1. This yields the following result.

**Proposition 3.1.** The Lie point symmetries admitted by the forced Ostrovsky potential equation (2.3) are variational.

The corresponding conservation laws are obtained straightforwardly by use of a standard homotopy integral formula [20, 21, 22] (see also Ref. [19] for a more general version).

**Theorem 3.2.** For the forced Ostrovsky potential equation (2.3), the conservation laws arising from its variational point symmetries are (up to local equivalence) spanned by the conserved currents:

$$
T_1 = \frac{1}{2} \alpha v_{xx} - \frac{1}{6} v_x^3 + \frac{1}{2} c(t) v_x^2 - \frac{1}{2} \beta v^2 + (\beta c(t) \chi + c'(t) - h_1(\chi) - h_0(t)) v,
$$

$$
X_1 = \alpha (v_t + c(t) v_x - c'(t) \chi - \frac{1}{2} (c''(t) - h_0'(t))) v_{xx} - \frac{1}{2} c(t) v^2 - \alpha (v_{xx} - c'(t)) v_x + \frac{1}{3} c(t) v^3
$$

$$
+ \frac{1}{3} (v_t - c'(t) \chi - \frac{1}{2} (c''(t) - h_0'(t))) v_x^2 + \frac{1}{2} \frac{1}{2} c(t) v_t^2 - (c'(t) \chi + \frac{1}{2} (c''(t) - h_0'(t))) v_t
$$

$$
- \frac{1}{2} c(t) v_t^2 + (\alpha c(t) x - c(t) (h_1(\chi) + h_0(t))) v - \frac{2}{3} c(t) c'(t) \chi^3
$$

$$
+ \frac{1}{2} (c(t) h_0'(t) + c'(t) h_0(t) - c(t) c'(t)) \chi^2 + \frac{1}{3} h_0(t) (c'(t) - h_0'(t)) \chi
$$

$$
+ c'(t) \int \chi h_1(\chi) \, d\chi + \frac{1}{2} (c''(t) - h_0'(t)) \int h_1(\chi) \, d\chi - \frac{2}{3} c'(t) c(t) (c(t) \, dt)^3
$$

$$
- \frac{1}{2} (c'(t) h_0(t) + c(t) h_0'(t) - c(t) c'(t)) (c(t) \, dt)^2 + \frac{1}{3} h_0(t) (c''(t) - h_0'(t)) \, c(t) \, dt,
$$

(3.17)
holding for \( h(x,t) = h_1(\chi) - \beta c(t)\chi + h_0(t) \);

\[
T_2 = \left( \frac{1}{2}v_x^2 - \frac{2}{\beta}h_2(t)v \right) e^{-\frac{2}{\beta} \int h_2(t) dt},
\]

\[
X_2 = \left( (v_x + \frac{2}{\beta}h_2(t)x - \frac{4}{\beta}h_2(t)^2 - \frac{2}{\beta^2}h_2^2(t) - \frac{1}{\beta}h_1(t)\alpha v_{xx} - \frac{1}{\beta^2}\alpha v_x^2 - \frac{2}{\beta^3}h_2(t)v_{xx} + \frac{1}{\beta}v_x^3 
\right.
\]

\[
+ \left( \frac{1}{\beta}h_2(t)x + \frac{2}{\beta^3}h_1(t) - \frac{2}{\beta^2}h_2(t)^2 - \frac{1}{\beta^3}h_2'(t) \right) v_x^2 + \left( \frac{2}{\beta^2}h_2(t)x + \frac{1}{\beta}h_1(t) - \frac{4}{\beta^3}h_2(t)^2 - \frac{2}{\beta^2}h_2'(t) \right) v_t
\]

\[
- \frac{\beta}{2}v^2 - (h_2(t)x^2 + h_1(t)x + h_0(t))v - \frac{1}{2\beta}h_2(t)x^2 + h_2(t)\left( \frac{4}{3\beta^2}h_2(t)^2 - \frac{2}{3\beta^2}h_2'(t) - \frac{1}{\beta}h_1(t) \right)x^3
\]

\[
- \left( \frac{1}{\beta}h_0(t)h_2(t) + \frac{1}{2\beta^3}h_1(t)h_2(t)^2 - \frac{2}{\beta^2}h_2(t)^2 - \frac{1}{\beta^3}h_1(t)h_2'(t) \right)x^2
\]

\[
+ h_0(t)\left( \frac{4}{\beta^2}h_2(t)^2 - \frac{2}{\beta^2}h_2'(t) - \frac{1}{\beta}h_1(t) \right)x e^{-\frac{2}{\beta} \int h_2(t) dt},
\]

(3.18)

holding for \( h(x,t) = h_2(t)x^2 + h_1(t)x + h_0(t) \).

The resulting conserved integrals consist of

\[
E = \int \left( \frac{1}{2}\alpha v_x^2 - \frac{1}{\beta}v_x^2 + \frac{1}{2}c(t)v_x^2 - \frac{1}{2}\beta v^2 - (h_1(x) - \beta c(x) - c'(x) + h_0(x))v \right) dx
\]

(3.19)

which is energy, and

\[
P = \int \left( \frac{1}{2}v_x^2 - \frac{2}{\beta}h_2(t)v \right) e^{-\frac{2}{\beta} \int h_2(t) dt} dx
\]

(3.20)

which is momentum. These quantities are generalizations of the well-known energy and momentum quantities [9] for the unforced Ostrovsky potential equation, as seen by taking \( h \equiv 0 \).

Going back to the original variable \( u(x,t) \), it is straightforward to see that both the energy and momentum conservation laws (3.17)–(3.18) are nonlocal. The energy will have a definite sign if \( \alpha < 0 \), \( \beta > 0 \), \( c(t) \leq 0 \), and \( h_1(x) - \beta c(x) - c'(x) + h_0(t) \equiv 0 \). Observe that the last condition holds iff \( c \) is constant, \( h_1(x) = \beta c x \), and \( h_0(t) \equiv 0 \), which implies \( h \equiv 0 \) whereby the forcing vanishes. The momentum will have a definite sign if \( h_2(t) = 0 \). This implies \( h_x = h_1 \), namely the forcing is spatially uniform.

It is useful to remark that the forced Ostrovsky equation itself gives a conserved integral

\[
\int u \, dx = h(+\infty, t) - h(-\infty, t)
\]

(3.21)

where the boundary terms refer to \( x \to \pm \infty \). This quantity (3.21) can be interpreted as the total mass of water or as the mean velocity of the water.

4. Exact Invariant Solutions

The Lie point symmetries in Theorem 3.1 can be used to obtain exact invariant solutions of the forced Ostrovsky equation (1.1) by the well-known symmetry reduction method (see Ref. [19, 20, 25]). Three different symmetry reductions can be considered: \( X_1 \); \( X_2 \); \( X_3 = X_1 + \mu X_2 \), where \( \mu \) is an arbitrary constant. For each reduction, the ODE describing invariant solutions will be derived, and explicit solutions of the ODE will be obtained by the method of homogeneous balance. The resulting solutions consist of a plethora of generalized travelling waves from \( X_1 \) (time-dependent Galilean boosts); a quadratic polynomial in \( x \) with time-dependent coefficients from \( X_2 \) (time-dependent reference frame shifts); and cubic polynomial travelling waves from \( X_3 \).
4.1. Reduction under time-dependent Galilean boosts. The first symmetry generator $X_1$, which is given by the vector field $\mathbf{X}$, describes time-dependent Galilean boosts $\mathbf{X}$. Its invariants consist of
\[ \zeta = x - f c(t) \frac{dt}{\chi}, \quad V = v - c(t)\chi - \frac{1}{2}(c'(t) - h_0(t)). \]
Hence, an invariant solution for the potential $v$ will have the form
\[ v = V(\zeta) + c(t)\zeta + \frac{1}{2}(c'(t) - h_0(t)), \]
which determines a solution
\[ u = V'(\chi) + c(t) \]
of the forced Ostrovsky equation (1.1) with $h_x(x,t) = h'_1(\chi) - \beta c(t)$.

The invariant function $V(\zeta)$ describes a generalized travelling wave, whose profile is stationary in a reference frame that moves with speed $c(t)$. This function satisfies the nonlinear fourth-order ODE
\[ \alpha V''' + V'' - \beta V = h_1(\zeta) \]
given by symmetry reduction of the potential equation (2.3).

There are two different ways to find solutions $V(\zeta)$.

The first way is to consider a form for $h_1(\zeta)$ such that $V(\zeta)$ and its derivatives have a similar form, allowing a cancellation to occur among all of the terms in the ODE (4.1). It is readily apparent that this will work when $h_1(\chi)$ is a polynomial in $\chi$, since the terms involving $V$ and derivatives of $V$ in the ODE (4.1) appear in a polynomial form.

**Polynomial solutions:**

Hence, polynomial solutions can be sought, where the degree is determined by the method of homogeneous balance as follows. Consider $V(\zeta) = \zeta^n$ for a positive integer $n \geq 1$. Substituting this monomial into the ODE produces terms containing the powers $n-4, n, 2n-3$. The only possible balances between pairs of terms occurs for $n = 3$, and thus
\[ V(\zeta) = c_3 \zeta^3 + c_2 \zeta^2 + c_1 \zeta + c_0 \]
will be considered, where the coefficients $c_3, \ldots, c_0$ are constants. The form of the ODE shows that, correspondingly, the inhomogeneous term must be a cubic polynomial:
\[ h_1(\zeta) = a_3 \zeta^3 + a_2 \zeta^2 + a_1 \zeta + a_0 \]
with constant coefficients $a_3, \ldots, a_0$. Substitution of the polynomials $h_1(\zeta)$ and $V(\zeta)$ into the ODE leads to a system of algebraic equations given by splitting the terms in the ODE with respect to the powers of $\zeta$. This system can be solved straightforwardly, yielding three solution families:
\[ c_3 = \frac{\beta \pm \sqrt{\beta^2 + 36}}{6}, \quad c_2 = \frac{a_2}{18c_3 - \beta}, \quad c_1 = \frac{18a_1a_3 - 4a_2^2 - 18\beta a_1c_3 + \beta^2 a_1}{18(6a_1 + \beta^2)c_3 - (24a_3 + \beta^2)\beta}, \]
\[ c_0 = \frac{36a_1a_2a_3 - 8a_2^3 - 108a_2a_3^2 + 2(2a_1a_2 - 21a_0a_3)\beta^2 - 18\beta a_1a_3 + 2a_0a_2 + 6a_0^2\beta^2}{18c_3(24a_1 + \beta^2)c_3 - (108a_3 + 42\beta^2a_1 + \beta^4)\beta} \]
which is a single solution;
\[ c_3 = \frac{\beta}{6}, \quad c_2 = \frac{a_2}{2\beta}, \quad c_1 = \frac{(a_0 + 6\beta a_0)^2}{a_2}, \quad a_3 = \frac{\beta^2}{3}, \quad a_1 = \frac{a_2^2}{\beta^2}, \]
which is a one-parameter $(c_0)$ family of solutions;
\[ c_3 = \frac{3\beta}{18}, \quad c_1 = \frac{(12c_2^2 - 3a_1)a_2}{23}, \quad c_0 = \frac{(12c_2^3 - 3a_1c_2 - 3a_0\beta^2)}{\beta^2}, \quad a_2 = a_3 = 0, \]
which is a one-parameter $(c_2)$ family of solutions.
The corresponding solutions for the potential have the form

\[ u = c_3 \chi^3 + c_2 \chi^2 + (c_1 + c(t))\chi + c_0 + \frac{1}{\beta}(c'(t) - h_0(t)) \]  

(4.10)

where \( \chi \) is a generalized travelling wave variable (4.1) with speed \( c(t) \). Through the invariants (4.30) and the relation \( u = v_x \), three solution families of quadratic polynomials in \( \chi \)

\[ u = 3c_3 \chi^2 + 2c_2 \chi + c_1 + c(t), \quad h = a_3 \chi^3 + a_2 \chi^2 + (a_1 - \beta c(t))\chi + a_0 \]  

(4.11)

are obtained for the forced Ostrovsky equation (1.1). These solutions physically describe generalized travelling waves, which accelerate when \( c'(t) > 0 \) and decelerate when \( c'(t) < 0 \). The topography is a cubic polynomial in \( \chi \) and contains \( c(t) \) in the linear term. In particular, \( c(t) \) appears in the forcing \( h_x \).

A second, different way to find solutions of ODE (4.4) is by starting with a specified form for \( V(\zeta) \) and using the ODE to obtain the corresponding form for \( h_1(\zeta) \). In principle, any function \( V(\zeta) \) will determine some corresponding function \( h_1(\zeta) \). But for \( h_1(\zeta) \) to look reasonably simple, \( V(\zeta) \) should be restricted to have a form such that the terms \( V'''' \) and \( V''V'' \) in the ODE evaluate to a similar form. This method succeeds in yielding several types of generalized travelling wave solutions with speed \( c(t) \).

**Rational solutions:**
Consider, firstly, a rational solution form

\[ V(\zeta) = c_1 \zeta/(c_0 + \zeta^2) \]  

(4.12)

where \( c_1 \neq 0 \) and \( c_0 > 0 \) are constants. A similar form will be sought for

\[ h_1(\zeta) = a_1 \zeta/(c_0 + \zeta^2) + a_2 \zeta/(c_0 + \zeta^2)^2 + a_3 \zeta/(c_0 + \zeta^2)^3. \]  

(4.13)

Substitution of these expressions into the ODE (4.4) leads to a system of algebraic equations for their coefficients. The solution is given by

\[ c_1 = 24\alpha, \quad a_1 = -24\alpha\beta, \quad a_2 = 0, \quad a_3 = -(a_1/\beta)^2, \]  

(4.14)

which is a one-parameter \((c_0)\) family. This yields a resulting solution family for \( u = v_x \):

\[ u = c(t) + \frac{24\alpha\beta(\chi^2 - c_0)}{(\chi^2 + c_0)^2}, \quad h = -\frac{24\alpha\beta\chi}{\chi^2 + c_0} - \frac{(24\alpha)^2\chi}{(\chi^2 + c_0)^3}, \quad \chi = x - \int c(t) \, dt. \]  

(4.15)

These generalized travelling waves will be non-singular for \( c_0 > 0 \). They describe single-hump heavy tail waves on a background \( c(t) \), where the topography has the shape of an antisymmetric heavy tail wave.

**Solitary wave solutions:**
Consider, secondly, a tanh solution form

\[ V(\zeta) = c_1 \tanh(c_0\zeta) \]  

(4.16)

where \( c_0, c_1 \neq 0 \) are constants. A similar form will be sought for

\[ h_1(\zeta) = a_1 \tanh(c_0\zeta) + a_2 \tanh(c_0\zeta)^2 + a_3 \tanh(c_0\zeta)^3. \]  

(4.17)

Substitution of these expressions into the ODE (4.4) gives a system of algebraic equations for their coefficients. The solution is given by

\[ c_1 = 12\alpha c_0, \quad a_1 = -12(8c_0^4\alpha + \beta)\alpha, \quad a_2 = 0, \quad a_3 = 96c_0^5\alpha^2. \]  

(4.18)
This a one-parameter \( (c_0) \) family. The resulting solution family for \( u = v_x \) has the form
\[
  u = c(t) + \frac{12\alpha c_0^2}{\cosh(c_0\chi)^2}, \quad h = -12c_0\alpha \left( \beta + \frac{8c_0^4\alpha}{\cosh(c_0\chi)^2} \right) \tanh(c_0\chi), \quad c_0 > 0, \quad \chi = x - \int c(t) \, dt.
\] (4.19)

This describes generalized solitary waves on a background \( c(t) \), where the shape of the topography either is a shock when \( (\beta + 8c_0^4\alpha) > 0 \), or otherwise is a double-peaked shock. Note that the shape will be a tanh-cubed expression when \( c_0^4 = -\frac{\beta}{8\alpha} > 0 \).

**Oscillatory solutions:**

Finally, consider a sine-cosine solution form
\[
  V(\zeta) = c_0 + c_1 \cos(\omega\zeta + \phi)
\] (4.20)
where \( c_1, \omega \neq 0 \) and \( c_0, \phi \) are constants. A similar form will be sought for
\[
  h_1(\zeta) = a_0 + a_1 \cos(w\zeta + \psi).
\] (4.21)

The ODE (4.4) leads to a system of algebraic equations for their coefficients. Solving the system yields
\[
  a_1 = -\frac{1}{2}c_1^2\omega^3, \quad a_0 = -c_0\beta, \quad w = 2\omega, \quad \psi = 2\phi, \quad \omega^4 = \beta/\alpha > 0,
\] (4.22)
which is a three-parameter \( (\phi, c_0, c_1) \) family. The resulting solution family for \( u = v_x \) is given by
\[
  u = c(t) - c_1\omega \sin(\omega\chi + \phi), \quad h = -c_0\beta - \frac{1}{2}c_1^2\omega^3 \sin(2\omega\chi + 2\phi), \quad \omega = \sqrt[4]{\frac{2}{\alpha}}, \quad \chi = x - \int c(t) \, dt.
\] (4.23)

These solutions describe oscillatory generalized travelling waves on a background \( c(t) \), where the shape of the topography is oscillating with twice the frequency of oscillation of the waves.

**Static solutions:**

All of the previous solutions continue to hold when the topography is time-independent, \( h_t \equiv 0 \). In this situation, the wave speed vanishes, \( c(t) \equiv 0 \), and the solutions become static.

4.2. **Reduction under time-dependent reference frame shifts.** The second symmetry generator \( X_2 \), which is given by the vector field (3.5), describes a transformation to a shifted/moving reference frame (3.13). Its invariants are given by
\[
  \zeta = t, \quad V = v + \frac{1}{\beta}h_2(t)x^2 + \left( \frac{1}{\beta}h_1(t) + \frac{2}{\beta^2}h_2(t) - \frac{4}{\beta^3}h_2(t)^2 \right)x.
\] (4.24)

Hence, an invariant solution for the potential \( v \) will have the form
\[
  v = V(\zeta) - \frac{1}{\beta}h_2(\zeta)x^2 - \left( \frac{1}{\beta}h_1(\zeta) + \frac{2}{\beta^2}h_2'(\zeta) - \frac{4}{\beta^3}h_2(\zeta)^2 \right)x.
\] (4.25)

Reduction of the potential equation (2.3) is trivial — namely, the invariant function \( V(\zeta) \) is arbitrary.

This determines a solution
\[
  u = -\frac{2}{\beta}h_2(t)x - \left( \frac{1}{\beta}h_1(t) + \frac{2}{\beta^2}h_2'(t) - \frac{4}{\beta^3}h_2(t)^2 \right)
\] (4.26)
of the forced Ostrovsky equation (1.1) with \( h(x, t) = h_2(t)x^2 + h_1(t)x + h_0(t) \). Both the solution, \( u \), and the forcing, \( h_x \), are linear polynomials in \( x \) with time-dependent coefficients. Observe that the invariant function \( V(\zeta) \) does not appear in the solution.
4.3. Travelling wave reduction. Now consider the symmetry generator
\[ X = X_1 + \mu X_2 \]
\[ = \partial_t + (c(t) + \mu e^{-\frac{2\beta}{\nu^2}t}) \partial_x + \left( (2\mu e^{-\frac{2\beta}{\nu^2}t} - c'(t))x - \mu e^{-\frac{2\beta}{\nu^2}t}(c(t) + \frac{2\nu}{\beta} \int c(t) \, dt + \frac{4\nu^2}{\beta^2}) \right) \]
\[ - c(t)^2 - \frac{2\nu}{\beta} c(t) \int c(t) \, dt - \frac{1}{\beta} \bar{V}'(t) + \frac{1}{\beta} \bar{h}'_0(t) \partial_v, \quad \mu \neq 0, \quad (4.27) \]
which is a linear combination of the two Lie point symmetries (3.3) and (3.5) admitted when \( h(x,t) \) has the form (3.7). Here, \( c(t) \) is given by expression (3.9). The invariants of this symmetry can be expressed in the form
\[ \zeta = x - \int \bar{c}(t) \, dt, \quad \bar{c}(t) = \begin{cases} c(t) - \frac{\mu\beta}{2\nu^2} e^{-\frac{2\beta}{\nu^2}t}, & \bar{h}_2 \neq 0 \\ c(t) + \mu t, & \bar{h}_2 = 0 \end{cases} \quad (4.28) \]
and
\[ V = \begin{cases} v - \bar{c}(t)x - \frac{\hbar}{\beta} (\int \bar{c}(t) \, dt)^2 - \frac{1}{\beta} \bar{c}'(t) + \frac{1}{\beta} \bar{h}_0(t), & \bar{h}_2 \neq 0 \\ v + (\mu - \bar{c}(t))x - \frac{1}{\beta} \bar{c}'(t) + \frac{1}{\beta} \bar{h}_0(t), & \bar{h}_2 = 0 \end{cases} \quad (4.29) \]
where \( \bar{c}(t) \) is a wave speed. Hence, an invariant solution will have the form
\[ v = \begin{cases} V(\zeta) + \bar{c}(t)x + \frac{\hbar}{\beta} (\int \bar{c}(t) \, dt)^2 + \frac{1}{\beta} \bar{c}'(t) - \frac{1}{\beta} \bar{h}_0(t), & \bar{h}_2 \neq 0 \\ V(\zeta) - (\mu - \bar{c}(t))x + \frac{1}{\beta} \bar{c}'(t) - \frac{1}{\beta} \bar{h}_0(t), & \bar{h}_2 = 0 \end{cases} \quad (4.30) \]
in the two separate cases.

In the case \( \bar{h}_2 \neq 0 \), the function \( V(\zeta) \) satisfies the nonlinear fourth-order ODE
\[ \alpha V''' + V'' - \beta V = \bar{h}_2 \zeta^2 \quad (4.31) \]
given by symmetry reduction of the potential equation (2.3). This reduction can be seen to be equivalent to a special case of the time-dependent Galilean boost reduction, with \( h_1(\zeta) = \bar{h}_2 \zeta^2 \). Hence, no new solutions can be obtained for the forced Ostrovsky equation (1.1).

In the case \( \bar{h}_2 = 0 \), symmetry reduction of the potential equation (2.3) yields the nonlinear fourth-order ODE
\[ \alpha V''' + (V' - \mu) V'' - \beta V = 0. \quad (4.32) \]
This ODE has the same form as the travelling wave ODE for the unforced Ostrovsky potential equation, where \( \mu \) would be the travelling wave speed. When \( c(t) \neq 0 \), the form of \( u = v_x = \bar{c}(t) + V'(\zeta) \) still describes a generalized travelling wave in which the profile \( V'(\zeta) = V'(x - \int \bar{c}(t) \, dt) \) is stationary in a reference frame that moves with speed \( \bar{c}(t) \). This becomes a constant speed travelling wave in the case \( c(t) \equiv 0 \), where \( \bar{c}(t) = \mu t \).

It is well known that an explicit form has not yet been found \[12, 13\] for solitary waves or periodic waves of Ostrovsky’s equation. In particular, all of the standard special solution methods, such as the tanh and cosh methods (or the equivalent \( G'/G \) method), the simplest equation method, and their numerous variants, fail to yield any solutions for Ostrovsky’s equation.
Nevertheless, the ODE (4.32) possesses a family of exact polynomial solutions, which can be derived similarly to the polynomial solutions found for the invariant ODE under time-dependent Galilean boosts. This yields
\[ V(\zeta) = \frac{\beta}{27} \zeta^3 + c_2 \zeta^2 + \frac{2c_2^2 - \beta \mu}{2\beta} \zeta + \frac{3c_2 \left(4c_2^2 - \beta \mu\right)}{\beta^2} \]  
(4.33)
with \( \zeta = x - \int \tilde{c}(t) \, dt \) in terms of the wave speed \( \tilde{c}(t) = \mu + c(t) \). Through expression (4.29) in the case \( \tilde{h}_2 = 0 \), a one-parameter \((c_2)\) family of quadratic polynomial solutions \( u = v_x \) is obtained
\[ u = \tilde{c}(t) + \frac{\beta}{6} \left( x - \int \tilde{c}(t) \, dt \right)^2 + 2c_2 \left( x - \int \tilde{c}(t) \, dt \right) + \frac{3(4c_2^2 - \beta \mu)}{2\beta}, \quad \tilde{h} = \tilde{h}_1(t)x + \tilde{h}_0(t) \]  
(4.34)
for the forced Ostrovsky equation (1.1) with a topography that is linear in \( x \). Here, \( \tilde{c}(t) \) is related to \( \tilde{h}_1(t) \) by
\[ \tilde{c}(t) = \mu - \left( \frac{1}{\beta} e^{-\frac{2\tilde{h}_2}{\beta} t} \int e^{\frac{2\tilde{h}_2}{\beta} t} \tilde{h}_1(t) \, dt \right)' \]  
(4.35)
via expression (3.9).

This solution family physically describes generalized travelling waves whose profile is stationary after a time-dependent Galilean boost to a reference frame moving with speed \( \tilde{c}(t) \). In the case \( \tilde{h}_1(t) \equiv 0 \), the physical speed is constant, \( \tilde{c} = \mu \), and the underlying symmetry is a translation
\[ t \to t + \epsilon, \quad x \to x + \mu \epsilon \]  
(4.36)
under which \( \zeta = x - \mu t \) is invariant.

4.4. First integrals from symmetry reduction. Finally, some further remarks on the invariant ODEs (4.32) and (4.4) will be worthwhile. Since each ODE arises from a symmetry reduction of the potential equation (2.3), which possesses a Lagrangian (2.4), the corresponding conservation law of the potential equation will similarly reduce to a first integral of the ODE. This is a consequence of general result for symmetry reduction of Euler-Lagrange PDEs [26, 27, 28]. Furthermore, all first integrals that arise from symmetry invariant conservation laws can be found directly by using the symmetry, through the general multi-reduction method introduced in Ref. [29].

In the case of the travelling wave symmetry (4.36), multi-reduction shows that both the energy and momentum conservation laws (3.17)–(3.18) are invariant, where \( h = \tilde{h}_0(t) \) (with \( \tilde{h}_2 = \tilde{h}_1 \equiv 0 \)). This reduction yields two first integrals, which are readily seen to coincide (up to a constant factor). The resulting first integral of ODE (4.32) is given by
\[ \Psi = \beta V' V'' - \frac{\beta}{2} V'^2 + \frac{1}{3\alpha} V'^3 - \frac{\mu}{2\alpha} V'^2 - \frac{\beta}{2} V^2 = \text{const..} \]  
(4.37)
This first integral (4.37) does not involve \( \tilde{h}_0(t) \) and therefore it also holds for the travelling wave ODE arising from the unforced Ostrovsky equation.

In contrast, for the case of the time-dependent Galilean symmetry (3.12), multi-reduction shows that the only invariant conservation law is the energy (3.17). However, under symmetry reduction, the resulting first integral is trivial. Consequently, no non-trivial first integrals are inherited by the invariant ODE (4.31) when \( \tilde{h}'_1 \neq 0 \).
5. Concluding remarks

The present work has obtained several new results for the forced Ostrovsky equation.

Firstly, all Lie point symmetries and corresponding Noether conservation laws have been classified. Their physical meaning has been described, which helps to inform the existence and the properties of the symmetries and the conserved integrals. In particular, the symmetries describe a time-dependent Galilean boost and a transformation to a moving/shifted reference frame, both of which involve an arbitrary (time-dependent) speed. These symmetries are variational and yield a conserved energy and a conserved momentum.

Secondly, as an application of this classification, symmetry reduction has been used to derive a plethora of exact invariant solutions. From the Galilean symmetry, generalized travelling wave are obtained in which the wave profile is stationary in a reference frame moving with arbitrary (time-dependent) speed. These solutions include a rational solitary wave, a sech-squared solitary wave, oscillatory solutions, and static solutions. In the case of constant speed, a first integral is obtained for the travelling wave ODE. From the moving/shifted reference frame symmetry, polynomial solutions in $x$ with coefficients depending on $t$ are obtained.

These explicit invariant solutions can be expected to be important in understanding the asymptotics of more general solutions of the forced Ostrovsky equation (1.1).

Unlike other nonlinear dispersive wave equations, no exact solutions of the Ostrovsky equation (forced and unforced) arise from use of the typical special solution methods such as the tanh and cosh methods (or the equivalent $G'/G$ method), the simplest equation method, and their numerous variants. In contrast, the present work illustrates the importance of selecting a method that is suitably adapted to the form of a given wave equation. Namely, the equation should inform what method to use, rather than the opposite approach.
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