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Abstract. We survey recent results on the local and global integrability of a Lie algebroid, as well as the integrability of infinitesimal multiplicative geometric structures on it.

1. Introduction. Our aim in this paper is to present an approach to integrability problems in the context of the Lie theory for algebroids and groupoids consisting of two steps:

\[
\begin{array}{c}
\text{infinitesimal object} \\
\hline
\text{local object} \\
\hline
\text{global object}
\end{array}
\]

Two examples of this are:

1) Given a Lie algebroid, one first integrates it to a local Lie groupoid – which is always possible. One then tries to enlarge the local Lie groupoid to a global Lie groupoid.

2) Given a Poisson manifold, one first integrates it to a local symplectic groupoid – which is always possible. Assuming that the local Lie groupoid extends to a global Lie groupoid, one then tries to extend the symplectic form to the global Lie groupoid.

The idea of using a local-global approach is very old in classical Lie theory. One illustration is the use of the Baker-Campbell-Hausdorff formula to prove the Lie correspondence. However, in the case of algebroids and groupoids, due to the failure of Lie’s Third Theorem, the local-global approach was understood only recently, thanks to the contributions of several authors [2, 3, 7, 8, 19, 37].

This local-global approach is an alternative to the A-path construction approach first used in [12] to study the failure of Lie’s Third Theorem for Lie algebroids. Although the A-path construction has proved to be extremely successful, we believe that the local-global approach provides a complementary perspective, gives new insights into integrability problems, and it deserves to be widely known.
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The subject of this paper is very much related to Kirill Mackenzie’s mathematical life. In the next section we will provide a personal historical account about these connections, as well as a detailed description of the contents and results contained in this paper.

2. Integrability problems and Mackenzie’s contributions. The main problem that initially drove the mathematical life of Kirill Mackenzie was the validity of Lie’s Third Theorem for Lie algebroids. In the late 1960’s, Pradines had sketched in a series of short papers published in the Comptes Rendus de l’Académie des Sciences de Paris [32, 31, 33] a Lie theory for Lie algebroids and Lie groupoids. In particular, Pradines claimed that every Lie algebroid integrates to a global groupoid. With the aim of giving a complete proof of this statement, Mackenzie developed a strategy in the style of the Cartan and van Est [35] cohomological proof for Lie algebras and Lie groups. He found a cohomological obstruction to integrability of transitive Lie algebroids and he tried to show for some time that this obstruction vanished. During this period he learned that Almeida and Molino [1], while studying transversally parallelizable foliations, had found that the statement is actually false: there are Lie algebroids which do not integrate to Lie groupoids. Still, Mackenzie’s strategy paid some dividends, since his obstruction allowed to decide which transitive Lie algebroids were actually integrable, as he explained in detail in his first monograph [25].

The obstructions to integrability for a general (i.e., not necessarily transitive) Lie algebroid took another 20 years to be fully understood, and was finally settled by Crainic and Fernandes in [12]. The solution proposed in [12] rests on the so-called $A$-path space construction. Given any Lie algebroid $A$ one constructs a $A$-path homotopy groupoid:

$$\mathcal{G}(A) = \frac{\{A\text{-paths}\}}{A\text{-path homotopy}}.$$ 

This is a topological groupoid which has the following properties:

(i) $A$ is integrable if and only if $\mathcal{G}(A)$ inherits a quotient smooth structure from the space of $A$-paths, and

(ii) The obstructions to smoothness can be expressed in terms of certain monodromy groups.

In the transitive case, one can recover from this approach Mackenzie’s cohomological obstruction. The $A$-path space construction has its roots, on the one hand, on the Poisson sigma model approach to the integrability of Poisson manifolds due to Cattaneo and Felder [9] and, on the other hand, on ideas of Severa [34] inspired by Sullivan’s rational homotopy theory. Another source of inspiration for [12] was a similar path approach due to Duistermaat and Kolk for the special case of Lie algebras that appeared in their monograph [17].

Several other integrability problems have filled Mackenzie’s mathematical life. For example, a Lie algebroid often carries an additional geometric structure and one is interested in integrating it along with the Lie algebroid. One paradigmatic example is the cotangent Lie algebroid $T^* M$ of a Poisson manifold $(M, \pi)$. Weinstein [36] and Karasev [23] had found that the global object corresponding to a Poisson manifold $(M, \pi)$ is a symplectic groupoid $(\mathcal{G}, \Omega)$, meaning a Lie groupoid $\mathcal{G} \rightrightarrows M$ together with a multiplicative symplectic form $\Omega \in \Omega^2(\mathcal{G})$. The Lie groupoid $\mathcal{G} \rightrightarrows M$ is an integration of $T^* M$, so the integrability of $T^* M$ is an obstruction to integrate
a Poisson manifold \((M, \pi)\). The remaining question was then if a groupoid integrating \(T^*M\) carries a multiplicative symplectic form. An answer to this question was provided by Mackenzie and Xu.

**Theorem 2.1** (MacKenzie and Xu [27]). A target 1-connected Lie groupoid integrating the cotangent bundle of a Poisson manifold \((M, \pi)\) is automatically a symplectic groupoid.

Note that the 1-connectedness assumption cannot be avoided: there are examples of Lie groupoids integrating the cotangent bundle of a Poisson manifold \((M, \pi)\) which do not carry any symplectic form. Mackenzie’s second monograph [26] contains a detailed discussion of this result. One can also use the \(A\)-path space construction to describe explicitly the multiplicative symplectic form \(\Omega\) on \(G(T^*M)\) – see [13] – and Cattaneo and Felder in [9] showed that it can be viewed as an infinite dimensional symplectic quotient.

More generally, one can ask if an infinitesimal multiplicative geometric structure, such as a differential form, a multivector field, a tensor field, a connection, etc, on an integrable Lie algebroid \(A\) can be integrated to a multiplicative geometric structure on some groupoid \(G\) integrating \(A\). In the last 15 years many such results have been proved (e.g., [3, 4, 5, 6, 15, 10, 16, 21, 22, 24, 30]). Here, we will focus mainly on the case of forms for which we have the following generalization of the result of Mackenze and Xu:

**Theorem 2.2** ([3, 5]). Let \(G \rightarrow M\) be a target 1-connected Lie groupoid integrating a Lie algebroid \(A \rightarrow M\). There is a 1:1 correspondence:

\[
\left\{ \text{infinitesimal multiplicative } k\text{-forms on } A \right\} \leftrightarrow \left\{ \text{multiplicative } k\text{-forms on } G \right\}
\]

Not surprisingly, this type of result can also be proved using the \(A\)-path construction and, ultimately, it amounts to the integration of an algebroid morphism to a groupoid morphism (see [3]).

As stated in the Introduction, our aim here is to present a local-global approach to such integrability problems. This approach starts with the following key result:

**Theorem 2.3** ([12]). Every Lie algebroid integrates to a local Lie groupoid.

Here by “local” one means that the multiplication is only defined for arrows close enough to the identity arrows (see Section 4.1 for the precise definition). This result was also first announced by Pradines [33], but he never published a proof. If, e.g., one tries to extend the known result from Lie groups one faces the problem of finding a Baker-Campbell-Hausdorff formula. In the special context of Poisson manifolds, the existence of a local symplectic groupoid had been proved before in [11], using local symplectic realizations. The original proof of Theorem 2.3 in [12] uses an \(A\)-path space construction. More recently, in [8] a new proof for Lie algebroids was found which can be viewed as a generalization of the Coste, Dazord and Weinstein proof: using a Lie algebroid connection \(\nabla\) on \(A\) the authors construct a local Lie groupoid in a neighborhood of the zero section of \(A\), which they call the *spray groupoid*, and which we will recall in Section 4.2.

The next obvious step is to solve the question of whether a local Lie groupoid is contained in a (global) Lie groupoid, i.e., whether a local Lie groupoid is “globallizable” – sometimes called “enlargeable”. In the case of Lie groups this problem was
first studied by Mal’cev [28] (see also [29]) who showed that the lack of associativity is the only obstruction to embedding a local group in a global one. Recently, Mal’cev’s Theorem was extended to realm of local Lie groupoids:

**Theorem 2.4** (Mal’cev’s theorem for groupoids [19]). A local Lie groupoid is globalizable if and only if its multiplication is globally associative.

Let us explain what is the global associativity property in the statement. The associativity axiom for a local groupoid requires that for every triple of composable arrows one has:

\[ g(hk) = (gh)k, \]

provided both sides are defined. While for a (global) Lie groupoid this implies that associativities involving 4 or more elements also hold, this is not true for a local Lie groupoid. So, for example, there exist local Lie groupoids ([19, 29]) in which one can find 4 elements such that:

\[ (gh)(kl) \neq g(hk)l, \]

so that 4-associativity does not hold – see the discussion in Section 5.1. An obvious necessary condition for a local groupoid to be globalizable is that \( n \)-associativity holds for all \( n \geq 3 \), in which case we say that the local Lie groupoid is \( \textit{globally associative} \). Mal’cev’s theorem states that this condition is also sufficient.

The proof of Mal’cev’s theorem uses the notion of \( \textit{associative completion} \) of a local groupoid. Given a local groupoid \( G \rightarrow M \) its associative completion is a groupoid \( \text{AC}(G) \rightarrow M \) obtained by considering the well-formed words with alphabet in \( G \) modulo the equivalent relation generated by contractions:

\[ (g_1, \ldots, g_i, g_{i+1}, \ldots, g_n) \sim (g_1, \ldots, g_ig_{i+1}, \ldots, g_n). \]

Actually, \( \text{AC}(\cdot) \) is a functor: any morphism \( \phi : G \rightarrow H \) of local groupoids yields a groupoid morphisms \( \text{AC}(\phi) : \text{AC}(G) \rightarrow \text{AC}(H) \) – see Section 5.2 for more details.

In general, if \( G \) is a local Lie groupoid, \( \text{AC}(G) \) is not a Lie groupoid, it is only a topological groupoid. An element in the isotropy

\[ g \in G_x = s^{-1}(x) \cap t^{-1}(x) \]

is called an \( \textit{associator} \) at \( x \) if there is a well-formed word \( (g_1, \ldots, g_n) \) which admits two sequences of contractions: one ending at \( g \) and the other one ending at the identity \( 1_x \). The set of all associators, denoted \( \text{Assoc}(G) \), is contained in the kernel of the completion map \( G \rightarrow \text{AC}(G) \), and one of the main results in [19] shows that the associators control the smoothness of \( \text{AC}(G) \):

**Theorem 2.5** ([19]). For a local Lie groupoid \( G \) the completion \( \text{AC}(G) \) is a Lie groupoid if and only if \( \text{Assoc}(G) \) is uniformly discrete in \( G \).

The functor \( \text{AC}(\cdot) \) shares obvious similarities with the integration functor \( \mathcal{G}(\cdot) \), which associates to a Lie algebroid the space of \( A \)-paths modulo \( A \)-homotopies. This is pursued much further in [19], which contains a result giving the precise relationship between the associators and the monodromy groups of [12], expressing the obstructions to integrability. This will be explained briefly in Section 5.4.

All together, the previous results establish the local-global path to integrability of Lie algebroids. So let us turn now to the integrability of infinitesimal multiplicative structures. One of the advantages of the local integration of a Lie algebroid is that it allows to find an explicit integration of any infinitesimal
multiplicative form, and any other infinitesimal multiplicative objects. So one has the first step in the local-global path to integrability of such objects:

**Theorem 2.6 ([7]).** If \( G \Rightarrow M \) is a spray groupoid of a Lie algebroid \( A \to M \) associated with an \( A \)-connection, there is an **explicit** 1:1 correspondence:

\[
\left\{ \text{infinitesimal multiplicative } \right. \\
\left. k\text{-forms on } A \right\} \leftrightarrow \left\{ \text{multiplicative } \right. \\
\left. k\text{-forms on } G \right\}
\]

Here by **explicit** we mean that there are local formulas describing the multiplicative form in terms of the IM-form – see Theorem 3.4.

Finally, for the second step in the local-global path to integrability infinitesimal multiplicative objects, one needs to find if one can extend a multiplicative structure on a local groupoid \( G \) to a multiplicative structure on its completion \( \mathcal{AC}(G) \), assuming that the completion is smooth. Since \( \mathcal{AC}(G) \), in general, will not have 1-connected target fibers one cannot apply Theorem 2.2. However, perhaps somewhat surprisingly, one finds that one can always extend such objects:

**Theorem 2.7 ([2]).** Let \( G \) be a local Lie groupoid and assume that \( \text{Assoc}(G) \) is uniformly discrete in \( G \). Then there is a 1:1 correspondence:

\[
\left\{ \text{multiplicative } \right. \\
\left. k\text{-forms on } G \right\} \leftrightarrow \left\{ \text{multiplicative } \right. \\
\left. k\text{-forms on } \mathcal{AC}(G) \right\}
\]

We will discuss this result, including a detailed proof, in the last section of the paper. There we will also discuss how this result is related to the integrability of IM-forms for Lie groupoids with 1-connected \( t \)-fibers stated in Theorem 2.2, and see that it leads to an independent proof of this result.

**Notations and Conventions.** Throughout the text, local groupoids will be denoted by Latin letters (e.g. \( G \)), and global groupoids will be denoted by calligraphic versions (e.g. \( \mathcal{G} \)). If \( A \) is a Lie algebroid, then \( \mathcal{G}(A) \) will denote the associated target-simply connected groupoid (it is global, so it has a calligraphic symbol.) Arrows of a groupoid compose from right to left, so that multiplication \( gh = m(g, h) \) is defined if \( s(g) = t(h) \). We also denote the identity section by \( u : M \to \mathcal{G} \) and the inverse map by \( \iota : \mathcal{G} \to \mathcal{G} \). The Lie algebroid of a Lie groupoid is defined using left-invariant vector fields, so \( A = \ker d_M t \). Finally, for a symplectic groupoid \( (\mathcal{G}, \Omega) \Rightarrow M \) the Poisson structure on the base is the unique one making the target a Poisson map. We use as a general reference for Lie groupoids and Lie algebroids the Lecture Notes [14], but note that they follow conventions different from ours.

3. From Lie groupoids to Lie algebroids. Given a Lie groupoid \( \mathcal{G} \Rightarrow M \) with Lie algebroid \( (A, [\cdot, \cdot]_A, \rho) \) an \( A \)-connection \( \nabla \) defines an exponential map \( \exp_\nabla : A \to \mathcal{G} \) which is a diffeomorphism in an open set \( V \subset A \) containing the zero section. In this section we explain how to use this exponential map to obtain (i) a (local) groupoid structure on \( V \) from the groupoid structure on \( \mathcal{G} \) and (ii) multiplicative geometric structures on \( V \) from multiplicative geometric structures on \( \mathcal{G} \).

3.1. Connections, sprays and exponential map. Let \( (p : A \to M, [\cdot, \cdot]_A, \rho) \) be a Lie algebroid. Recall that an \( A \)-path is a path \( a : I \to A \), defined on some interval \( I \), satisfying:

\[
\rho(a(t)) = \frac{d}{dt}p(a(t)), \quad \forall t \in I.
\]
We denote by $\nabla$ an $A$-connection on $A$—see [18]—so that $\nabla : \Gamma(A) \times \Gamma(A) \to \Gamma(A)$ is $\mathbb{R}$-bilinear and satisfies:

$$\nabla_{f\alpha^\beta} = f\nabla_{\alpha^\beta}, \quad \nabla_\alpha f^\beta = f\nabla_{\alpha^\beta} + \rho(\alpha)(f)\beta,$$

for all $f \in C^\infty(M)$ and $\alpha, \beta \in \Gamma(A)$. Lie algebroids always carry such connections and one can choose $\nabla$ to be torsion-free, i.e., such that the torsion

$$T_{\nabla} (\alpha, \beta) := \nabla_{\alpha^\beta} - \nabla_{\beta^\alpha} - [\alpha, \beta]_A,$$

vanishes identically.

Given an $A$-connection $\nabla$ the geodesics are the $A$-paths $a : I \to A$ satisfying:

$$\nabla_{a^\alpha a} = 0.$$

They are the integral curves of a vector field $X^\nabla \in \mathfrak{X}(A)$ called the geodesic spray of the connection. Fixing a chart $(U, x^i)$ for $M$ and local basis of sections $\{e_r\}$ for $\Gamma_U(A)$ one has local coordinates $(x^i, \xi^k)$ for the total space $A$. Then one finds the following local expression for the spray:

$$X^\nabla = \sum_{i,k} \rho^k_i(x) \xi^k \frac{\partial}{\partial x^i} - \sum_{k,l,m} \Gamma^m_{kl}(x) \xi^k \xi^l \frac{\partial}{\partial \xi^m},$$

(1)

where the coefficients are defined from the anchor and the connection by:

$$\rho(e_k) = \sum_i \rho^k_i(x) \frac{\partial}{\partial x^i}, \quad \nabla_{e_k e_l} = \sum_m \Gamma^m_{kl}(x) e_m.$$

Using this expression, one sees that the spray $X^\nabla \in \mathfrak{X}(A)$ satisfies two basic properties:

(S1) $d_a p(X^\nabla|_a) = \rho(a)$, for all $a \in A$,

(S2) $(m_t)_* X^\nabla = \frac{1}{t} X^\nabla$, for all $t > 0$,

where $p : A \to M$ denotes the projection and $m_t : A \to A$ is the scalar multiplication by $t \in \mathbb{R}$. These properties completely characterize the spray, and in fact one checks easily that:

**Lemma 3.1.** Given a Lie algebroid $A \to M$, there is a 1:1 correspondence between torsion free $A$-connections and vector fields $X \in \mathfrak{X}(A)$ satisfying (S1) and (S2).

We will also need the global version of (S1) and (S2) satisfied by the geodesic flow $\phi^t_{X^\nabla}$, i.e., the flow of $X^\nabla$. They are:

(GS1) Integral curves $t \mapsto \phi^t_{X^\nabla}(a)$ are $A$-paths;

(GS2) Whenever defined:

$$\phi^t_{X^\nabla} \circ m_s = m_s \circ \phi^s_{X^\nabla} \quad (t, s \in \mathbb{R}).$$

If $\mathcal{G} \rightrightarrows M$ is a Lie groupoid with Lie algebroid $A \to M$, an $A$-connection $\nabla$ determines a partial connection $\nabla_\tau$ along the $t$-fibers, i.e, a family of connections on the $t$-fibers. It is completely determined by requiring that on left-invariant vector fields one has:

$$\nabla^\tau_{\tau^\alpha \beta} = \tilde{\nabla}_{\alpha^\beta}, \quad (\alpha, \beta \in \Gamma(A)).$$

Then one can define the groupoid exponential map from the (ordinary) exponential maps of these fibers connections:

$$\exp^\tau : A \to \mathcal{G}, \quad a \mapsto \exp^\tau(a).$$

Of course, in general, $\exp^\tau$ is only defined in some neighborhood of the zero section of $A$. 
Notice that the partial connection $\widetilde{\nabla}$ restricts to a left-invariant connection on each isotropy group $G_x$. The initial connection $\nabla$ can be chosen so that this restriction satisfies $\widetilde{\nabla}_X X = 0$, for every left-invariant vector field $X \in \mathfrak{X}(G_x)$. In this case the exponential map restricts on the isotropy $g_x \subset A$ to the ordinary Lie group exponential map:

$$
\begin{array}{c}
G_x \xrightarrow{\exp} G \\
\exp
\end{array}
\begin{array}{c}
\exp_{\nabla}
\end{array}
\begin{array}{c}
G_x \xrightarrow{\exp} A
\end{array}
$$

### 3.2. Maurer-Cartan form on a Lie groupoid

Let us recall from [20] the construction of the (left) Maurer-Cartan form on the Lie groupoid $G \rightrightarrows M$. It is the $t$-foliated 1-form with values in $A$ given by:

$$
\theta^t \in \Omega^1(T^t G, s^* A), \quad \theta^t(V) := d_g L_{g^{-1}} V \quad (V \in T^t G := \ker d_g t).
$$

Note that one can also viewed $\theta^t$ as a bundle map covering the source map:

$$
\begin{array}{c}
T^t G \xrightarrow{\theta^t} A \\
pr
\end{array}
\begin{array}{c}
p
\end{array}
\begin{array}{c}
G \xrightarrow{s} M
\end{array}
$$

which is a fiberwise linear isomorphism.

The Maurer-Cartan form allows one to identify the left-invariant vector fields among all vector fields in $G$ tangent to the $t$-fibers. In fact, the following lemma is obvious from its definition:

**Lemma 3.2.** The left-invariant vector field determined by a section $\alpha \in \Gamma(A)$ is the unique vector field $\leftarrow - \alpha \in X(G)$ satisfying:

$$
i_{\leftarrow - \alpha} \theta^t = s^* \alpha, \quad dt(\leftarrow $$

Similarly, the Maurer-Cartan form also allows to transport $A$-paths to groupoid paths: given an $A$-path $a : I \to M$ with initial point $x \in M$, there is a unique path $g : I \to G$ in the fiber $t^{-1}(x)$ such that:

$$
\theta(\dot{g}(t)) = a(t), \quad g(0) = 1_x.
$$

In particular, given an $A$-connection $\nabla$ its exponential map is given by:

$$
\exp_{\nabla} : A \to G, \quad \exp_{\nabla}(a) = g(1),
$$

where $g(t)$ is the path associated with $A$-path $t \mapsto \phi_{X_{\nabla}}(a)$. Hence, if for $t \in \mathbb{R}$, one defines $\exp_{\nabla}^t : A \to G$ by setting:

$$
\exp_{\nabla}^t(a) := \exp_{\nabla}(ta),
$$

one concludes that we have a commutative diagram:

$$
\begin{array}{c}
G \xrightarrow{pr} \ker dt \xleftarrow{\phi_{X_{\nabla}}} A \\
\exp_{\nabla} \xrightarrow{\phi_{X_{\nabla}}} A
\end{array}
$$

where $\tilde{X}_{\nabla}$ is the spray of the partial connection $\widetilde{\nabla}$ on the $t$-fibers.
In the case of a Lie group $G$ with Lie algebra $\mathfrak{g}$ there is a well-known formula for the pullback of the Maurer-Cartan form $\theta^G$ under the exponential map:

$$\left( \exp^* \theta^G \right)_a(b) = \int_0^1 e^{t \text{ad}_a} b \, dt.$$ 

This formula has been extended to the case of Lie algebroids in [37]. For that we need to recall that the flow of time-dependent section of a Lie algebroid $\alpha_t \in \Gamma(A)$ is a family of Lie algebroid automorphisms $\{\phi_{\alpha_t}^{s,t}\}$ covering the flow of the time-dependent vector field $\rho(\alpha_t)$:

$$A \xrightarrow{\phi_{\alpha_t}^{s,t}} A$$

$$M \xrightarrow{\phi_{\rho(\alpha_t)}^{s,t}} M$$

characterized by:

$$\frac{d}{dt} (\phi_{\alpha_t}^{s,t})^*(\beta) = (\phi_{\alpha_t}^{s,t})^*([\alpha, \beta]), \quad \phi_{\alpha_t}^{s,t} = \text{Id}, \quad (\beta \in \Gamma(A)).$$

**Theorem 3.3 ([37]).** Let $G \rightrightarrows M$ be a Lie groupoid with Lie algebroid $p : A \to M$ and let $\nabla$ be an $A$-connection. Then for any $a$ in a neighborhood $V \subset A$ of the zero section and any $b \in A_{p(a)}$ one has:

$$\left( \exp^* \theta^G \right)_a(b) = \int_0^1 \phi_{\alpha_t,0}^{1,t} \frac{d}{ds} \bigg|_{s=0} \alpha_t,s(p(\phi_{X_V}^t(a))) \, dt,$$

where $\alpha_{t,s} \in \Gamma(A)$ is any family of sections such that:

$$\alpha_t,s(p(\phi_{X_V}^t(a + sb))) = \phi_{X_V}^t(a + sb).$$

3.3. **Groupoid tubular neighborhoods.** Let $G \rightrightarrows M$ be a Lie groupoid with Lie algebroid $A$ and fix an $A$-connection $\nabla$. One can choose a neighborhood $V \subset A$ of the zero section where the exponential map restricts to a diffeomorphism onto an open $W \subset G$ containing the units:

$$A \supset V \xrightarrow{\exp_{\nabla}} \xrightarrow{\cong} W \subset G$$

Using this diffeomorphism, one can induce a (local) groupoid structure on $V$. First, by further restricting $V$, one can assume that $W$ is preserved by the groupoid inversion. Then we obtain source, target, inverse and unit maps on $V$ such that

$$
\begin{array}{cc}
V & G \\
\alpha & \\
M & M
\end{array}
$$

They are given purely in terms of Lie algebroid data as follows: the open set $V \subset A$ is invariant under the map $a \mapsto -\phi_{X_V}^t(a)$ and one has:

- The unit section is the zero section $u : M \to V \subset A$, $x \mapsto 0_x$;
- The target map is the bundle projection $t := p : V \to M$;
- The source map is $s := p \circ \phi_{X_V}^1 : V \to M$;
- The inverse map $t : V \to V$ is given by $a \mapsto -\phi_{X_V}^t(a)$. 

Finally, one needs to push the multiplication to $V$. It will be defined only on the open set:
\[ U := \{(v_1, v_2) \in V \times V : m(\exp_V(v_1), \exp_V(v_2)) \in \exp_V(V)\}. \]
and it is a map $m : U \to V$ making the following diagram commute:

\[
\begin{array}{ccc}
U & \xrightarrow{\exp_V \times \exp_V} & G_{s \times t} \times G \\
\downarrow m & & \downarrow m \\
V & \xrightarrow{\exp_V} & G
\end{array}
\]

Hence, we obtain a local Lie groupoid. These will be discussed in the next section.

For now, just like for the other structure maps, we would like to express multiplication in $V$ purely in terms of Lie algebroid data. For that we can apply Theorem 3.3 to first express the pullback of the Maurer-Cartan form:
\[ \theta_A := \exp_V^* \theta_G, \]

exclusively in terms of Lie algebroid data. This allows us to define left-invariant vector fields in $V$, without referring to $G$: given $\alpha \in \Gamma(A)$ the corresponding left-invariant vector field $\leftarrow \alpha \in X(A)$ is the unique vector field satisfying:
\[
\begin{align*}
\left\{ & i_{\leftarrow \alpha} \theta_A = \mathsf{s}^* \alpha \\
& \mathsf{d}t(\leftarrow \alpha) = 0 
\end{align*}
\implies
\begin{align*}
\left\{ & i_{\leftarrow \alpha} \theta_A = (p \circ \phi_X^t)^* \alpha \\
& \mathsf{d}p(\leftarrow \alpha) = 0 
\end{align*}
\]

To define the product of $v_1, v_2 \in U$ with $s(v_1) = p \circ \phi_X^t(v_1) = t(v_2) = t(v_2)$, we first find a section $\alpha \in \Gamma(A)$ such that:
\[ \phi_{\bar{\alpha}}^t(0_{p(v_2)}) = v_2, \]
and then set:
\[ m(v_1, v_2) := \phi_{\bar{\alpha}}^t(v_1). \quad (5) \]

Notice that this uses only algebroid data.

3.4. Local formulas for multiplicative structures. Given some geometric structure on a Lie groupoid $G \rightrightarrows M$ one can use the exponential map of a connection to transfer it to a neighborhood of the identity section of the Lie algebroid $A \to M$ of $G$. In general, the resulting structure cannot be described purely in terms of Lie algebroid data. One needs the geometric structure to be compatible with the groupoid multiplication. We will consider here only the case of differential forms and refer to [6, 7] for other geometric structures.

Recall that a differential form $\Omega \in \Omega^k(G)$ is called multiplicative if:
\[ \mathsf{m}^* \Omega = \mathsf{pr}_1^* \Omega + \mathsf{pr}_2^* \Omega. \]

We recall the following basic properties of a multiplicative form (see [3]):
(i) $\Omega$ vanishing on vectors tangent to the identity section: $\mathsf{u}^* \Omega = 0$;
(ii) $\Omega$ is anti-invariant under inversion: $\mathsf{t}^* \Omega = -\Omega$;
(iii) The $t$-fibers and $s$-fibers are $\Omega$-orthogonal:
\[ \Omega(X, Y) = 0 \quad \text{if} \quad \mathsf{d}_s \mathsf{t}(X) = \mathsf{d}_s \mathsf{s}(Y) = 0; \]
(iv) $i_{\leftarrow \alpha} \Omega$ is a left-invariant form, for any left-invariant vector field $\leftarrow \alpha$. Similarly, with left-invariant replaced by right-invariant.
The last property has the following more precise version. Consider the vector bundle map:

\[ \sigma_\alpha : A \to \wedge^{k-1} T^* M, \quad \alpha \mapsto -u^*(i_\alpha \Omega). \]

Then one finds that for any \( \alpha \in \Gamma(A) \)

\[ i_{\tilde{\sigma}} \Omega = -s^* \sigma_\alpha(\alpha), \quad i_{\tilde{\sigma}^{-1}} \Omega = t^* \sigma_\alpha(\alpha). \]  \( (6) \)

The relevance of the map \( \sigma_\alpha \) is also shown by the following result, which is essentially due to [7]:

**Theorem 3.4.** Let \( \mathcal{G} \Rightarrow M \) be a Lie groupoid with Lie algebroid \( A \) and fix an \( A \)-connection \( \nabla \). If \( \Omega \in \Omega^k(\mathcal{G}) \) is a multiplicative form then:

\[ (\exp_{\nabla}^\ast) \Omega := -\int_0^1 \left( \phi^t_{X_{\nabla}} \right)^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k) \, dt, \]  \( (7) \)

where \( \theta_k \in \Omega^k(\wedge^k T^* M) \) denotes the tautological form.

**Remark 1.** The tautological form \( \theta_k \in \Omega^k(\wedge^k T^* M) \) is defined for \( \alpha \in \wedge^k T^* M \) and \( v_1, \ldots, v_k \in T\alpha(\wedge^k T^* M) \) by:

\[ (\theta_k)_{(v_1, \ldots, v_k)} = \alpha(d_\alpha p(v_1), \ldots, d_\alpha p(v_k)), \]

where \( p : \wedge^k T^* M \to M \) denotes the bundle projection. This form generalizes the Liouville 1-form and, similarly to the latter, is characterized by the property that:

\[ \alpha^* \theta_k = \alpha, \quad \forall \alpha \in \Omega^k(M). \]

**Proof.** We claim that (7) is equivalent to:

\[ \frac{d}{dt} (\exp_{\nabla}^\ast) \Omega = -\left( \phi^t_{X_{\nabla}} \right)^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k). \]  \( (8) \)

Clearly, if this equation holds, then integrating in \( t \) and using that \( u^* \Omega = 0 \), we obtain (7). For the converse, if (7) holds, we find that:

\[
\begin{align*}
- (\exp_{\nabla}^\ast) \Omega &= -m^t_\ast (\exp_{\nabla}^\ast) \Omega = m^t_\ast \int_0^1 \left( \phi^s_{X_{\nabla}} \right)^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k) ds \\
&= \int_0^1 \left( \phi^s_{X_{\nabla}} \circ m_t \right)^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k) ds \\
&= \int_0^1 (m_t \circ \phi^s_{X_{\nabla}})^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k) ds \\
&= \int_0^1 (\phi^s_{X_{\nabla}})^\ast m_t^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k) ds \\
&= \int_0^1 (\phi^s_{X_{\nabla}})^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k) t ds = \int_0^t (\phi^s_{X_{\nabla}})^\ast (d\sigma_\alpha^* \theta_{k-1} + \sigma_{d_\alpha^*} \theta_k) dt.
\end{align*}
\]

where we used relation (2) for the flow. Differentiating both sides, we recover (8).

Denoting by \( \tilde{X}_\nabla \) the geodesic spray of the (partial) connections on the \( t \)-fibers and using the commutative diagram (4), we can compute the left-hand side of (8) as follows:

\[
\frac{d}{dt} (\exp_{\nabla}^\ast) \Omega = \frac{d}{dt} (\phi^t_{X_{\nabla}})^\ast pr^\ast \Omega = (\phi^t_{X_{\nabla}})^\ast (d\tilde{X}_\nabla pr^\ast \Omega + i_{\tilde{X}_\nabla} pr^\ast d\Omega)
\]
On the other hand, for the right-hand side of (8) we find using the same diagram (4):

\[-(\phi^t_{X^{\ast}})^{\ast}(d\sigma^\ast_{\eta} \theta_{k-1} + \sigma^\ast_{\alpha}) = -(\phi^t_{X^{\ast}})^{\ast}(\theta^G)^{\ast}(d\sigma^\ast_{\eta} \theta_{k-1} + \sigma^\ast_{\alpha}) \]

\[= -(\phi^t_{X^{\ast}})^{\ast}(d(\theta^G)^{\ast}\sigma^\ast_{\alpha} \theta_{k-1} + (\theta^G)^{\ast}\sigma^\ast_{\alpha} \theta_{k}). \]

We conclude that (8) holds if one can show that for any multiplicative form \(\Omega\) one has on \(\ker dt\) the equality of forms:

\[i_{\tilde{X}^{\ast}} pr^\ast \Omega = -(\theta^G)^{\ast}\sigma^\ast_{\alpha} \theta_{k-1}. \tag{9} \]

For this we observe that for any left-invariant vector field \(\tilde{\alpha}\) and \(g \in \mathcal{G}\) we have:

\[i_{\tilde{X}^{\ast}} pr^\ast \Omega + (\theta^G)^{\ast}\sigma^\ast_{\alpha} \theta_{k-1})|_{\tilde{\alpha}}(v_1, \ldots, v_{k-1}) = \]

\[\Omega_g(d\tilde{\alpha} pr(X^{\ast}), d\tilde{\alpha} pr(v_1), \ldots, d\tilde{\alpha} pr(v_{k-1}) + \]

\[\quad + \theta_{k-1}(d\tilde{\alpha} pr(\sigma_{\alpha} \circ \theta^G)(v_1), \ldots, d\tilde{\alpha} pr(\sigma_{\alpha} \circ \theta^G)(v_{k-1})) \]

\[\quad = d\tilde{\alpha} pr(i_{\tilde{X}^{\ast}} pr(v_1, \ldots, v_{k-1}) + \]

\[\quad + \sigma_{\alpha}(d g pr(\theta^G(v_1)), \ldots, d g pr(\theta^G(v_{k-1}))) \]

\[\quad = (d\tilde{\alpha} pr(i_{\tilde{X}^{\ast}} pr = s^\ast \sigma_{\alpha}(\alpha))(v_1, \ldots, v_{k-1}), \]

where we used the definition of the tautological form – see Remark 1 – and the fact that for the Maurer-Cartan form one has \(p \circ \theta^G = s \circ pr\) – see diagram (3). Finally, using (6), we conclude that the last expression vanishes, so (9) holds, and the proof is complete.

### 3.5. Multiplicative forms as groupoid 1-cocycles.

A very useful approach to multiplicative forms, first proposed in [3], is to view them as groupoid morphisms into the abelian group \((\mathbb{R}, +)\), i.e., as groupoid 1-cocycles.

First, recall that given a Lie groupoid \(\mathcal{G} \rightrightarrows M\) one can apply the tangent functor resulting in the tangent Lie groupoid \(T\mathcal{G} \rightrightarrows TM\). Less obvious, one can also form direct sums of the tangent groupoid, obtaining for each \(k\) a Lie groupoid:

\[\oplus^k T\mathcal{G} \rightrightarrows \oplus^k TM, \]

with source, target, and unit given by:

\[\oplus^k ds(v_1, \ldots, v_k) = (ds(v_1), \ldots, ds(v_k)), \]

\[\oplus^k dt(v_1, \ldots, v_k) = (dt(v_1), \ldots, dt(v_k)), \]

\[\oplus^k du(w_1, \ldots, w_k) = (du(w_1), \ldots, du(w_k)), \]

and multiplication defined by:

\[\oplus^k dm((v_1, \ldots, v_k), (v'_1, \ldots, v'_k)) = (dm(v_1, v'_1), \ldots, dm(v_k, v'_k)).\]

Next, a differential form \(\Omega \in \Omega^k(\mathcal{G})\) can be viewed as a map:

\[\Omega : \oplus^k T\mathcal{G} \to \mathbb{R}, \quad (v_1, \ldots, v_k) \mapsto \Omega(v_1, \ldots, v_k),\]

and one checks immediately that the multiplicativity condition for \(\Omega\) amounts to:

\[\Omega((\oplus^k dm)((v_1, \ldots, v_k), (v'_1, \ldots, v'_k))) = \Omega(v_1, \ldots, v_k) + \Omega(v'_1, \ldots, v'_k). \]

In other words, \(\Omega\) is multiplicative if and only if \(\Omega\) is a groupoid 1-cocycle for \(\oplus^k T\mathcal{G}\).
Naturally, one would like to know what is the induced Lie algebroid 1-cocycle. For this, recall that applying the tangent functor to a Lie algebroid \( p : A \to M \) also gives a tangent Lie algebroid. The bundle is
\[
\text{dp} : TA \to TM,
\]
while the anchor is given by:
\[
\text{dp} : TA \to T(TM).
\]
The Lie bracket can be described as follows. First, one notes that a section \( \alpha \in \Gamma(A) \) induces two different types of sections of \( TA \):

(a) A linear section \( d\alpha : TM \to TA \);
(b) A core section \( \hat{\alpha} : TM \to TA \):
\[
\hat{\alpha}(v_x) := v_x + \alpha(x) \in T_xM \oplus A_x \simeq T_0A.
\]
These sections generate all other sections of \( TA \to TM \). One defines the Lie bracket by requiring that for any sections \( \alpha, \beta \in \Gamma(A) \):
\[
[d\alpha, d\beta]_A = d[\alpha, \beta]_A, \quad [d\alpha, \hat{\beta}]_A = \hat{\alpha}, \quad [\hat{\alpha}, \hat{\beta}]_A = 0.
\]
One checks easily that given a Lie groupoid \( G \Rightarrow M \), the tangent groupoid \( T(G) \Rightarrow TM \) has Lie algebroid the tangent algebroid, i.e., one has:
\[
\text{Lie}(T(G)) = T\text{Lie}(G).
\]
One can also form direct sums \( \bigoplus_A^k TA \) of the tangent Lie algebroid \( TA \Rightarrow TM \), obtaining for each \( k \) a Lie algebroid with vector bundle:
\[
\bigoplus_A^k TA \to \bigoplus_M^k TM,
\]
and with anchor and bracket defined componentwise. The Lie functor commutes with taking direct sums, so that:
\[
\text{Lie}(\bigoplus_G^k T(G)) = \bigoplus_A^k \text{Lie}(T(G)) = \bigoplus^k T\text{Lie}(G).
\]
It follows from the results of [3] that:

**Proposition 1.** For \( k \geq 1 \), a form \( \Omega \in \Omega^k(G) \) is multiplicative if and only if the map \( \overline{\Omega} : \bigoplus_G^k T(G) \to \mathbb{R} \) is a groupoid 1-cocycle. In this case, the induced Lie algebroid 1-cocycle \( \text{Lie}(\Omega) \) is the map
\[
\overline{\omega} : \bigoplus_A^k TA \to \mathbb{R}
\]
that corresponds to the k-form on the total space of the bundle \( A \) given by:
\[
\omega := -(d\sigma^*_\alpha \theta_{k-1} + \sigma^*_{d_\alpha} \theta_k) \in \Omega^k(A).
\] (10)

**Proof.** The sections of the bundle \( \bigoplus_A^k TA \to \bigoplus_M^k TM \) are generated by sections of the form:
\[
(\hat{\alpha})^k := \underbrace{0 \oplus \cdots \oplus \hat{\alpha} \oplus \cdots \oplus 0}_{\text{k factors with } \hat{\alpha} \text{ in } i\text{-entry}}
\]
\[
(d\alpha)^k = \underbrace{d\alpha \oplus \cdots \oplus d\alpha}_{\text{k factors}.
\]
One then checks by direct computation using the definitions and (10) that:
\[
\text{Lie}(\overline{\omega})((\hat{\alpha})^k) = (-1)^{i+1} pr^*_i (i_\alpha \Omega) = \omega((\hat{\alpha})^k),
\]
\[
\text{Lie}(\overline{\omega})((d\alpha)^k) = (d\sigma^*_\alpha \Omega + i_\alpha d\Omega) = \omega((d\alpha)^k),
\]
where:
\[
\text{pr}_i : \bigoplus_M^k TM \to \bigoplus_M^{k-1} TM, \quad (v_1, \ldots, v_k) \mapsto (v_1, \ldots, \hat{v}_i, \ldots, v_k).
\]
\]
Remark 2. Not every $k$-form $\omega \in \Omega^k(A)$ induces a vector bundle map:

$$
\begin{array}{ccc}
\oplus^k_M TA & \xrightarrow{\varpi} & \mathbb{R} \\
\downarrow & & \downarrow \\
\oplus^k_M TM & \xrightarrow{0} & 0
\end{array}
$$

When this is the case, one calls $\omega$ a linear $k$-form. It is not hard to check that a form is linear if and only if:

$$
m^*_t \omega = t \omega, \quad \forall t > 0,
$$

where $m_t : A \to A$ is fiberwise multiplication by $t$. Moreover, linear $k$-forms are precisely those forms $\omega \in \Omega^k(A)$ that can be expressed as

$$
\omega = -(d\sigma^* \theta_{k-1} + \nu^* \theta_k),
$$

where $(\sigma, \nu) : A \to \wedge^{k-1} T^* M \oplus \wedge^k T^* M$ are (unique) bundle maps. This can be seen, e.g., by working on a chart for $M$ over which the vector bundle $A \to M$ trivializes. We refer to [3] for more details on this correspondence.

3.6. Infinitesimal multiplicative forms. Theorem 3.4 and Proposition 1 show that for a multiplicative form $\Omega \in \Omega^k(G)$ its local behavior around the identity section is controlled by the maps:

$$
\sigma := \sigma_\alpha : A \to \wedge^{k-1} T^* M, \quad \alpha \mapsto -u^* (i_\alpha \Omega)
$$

$$
\nu := \sigma_{ \text{def} } : A \to \wedge^k T^* M, \quad \alpha \mapsto -u^* (i_\alpha d\Omega)
$$

One can show that these maps are related to the Lie algebroid structure as follows:

**Proposition 2 ([3]).** The pair $(\sigma, \nu) : A \to \wedge^{k-1} T^* M \oplus \wedge^k T^* M$ satisfies:

$$
i_{\rho(\beta)} \sigma(\alpha) = -i_{\rho(\alpha)} \sigma(\beta), \quad \text{(IM0)}
$$

$$
\sigma([\alpha, \beta]) = L_{\rho(\alpha)} \sigma(\beta) - i_{\rho(\beta)} d\sigma(\alpha) - i_{\rho(\beta)} \nu(\alpha), \quad \text{(IM1)}
$$

$$
\nu([\alpha, \beta]) = L_{\rho(\alpha)} \nu(\beta) - i_{\rho(\beta)} d\nu(\alpha). \quad \text{(IM2)}
$$

**Proof.** Relation (IM0) follows immediately from the definitions. To prove (IM1), we use the identity:

$$
i_X i_Y d = i_{[X,Y]} + \mathcal{L}_Y i_X - \mathcal{L}_X i_Y + di_X i_Y,
$$

(11)

to obtain:

$$
s^*(i_{\rho(\beta)} \nu(\alpha)) = -i_{\frac{1}{\rho(\beta)}} i_{\frac{1}{\rho(\alpha)}} d\Omega = -(i_{\frac{1}{\rho(\alpha)}} \Omega + L_{\rho(\beta)} i_{\frac{1}{\rho(\beta)}} \Omega - L_{\rho(\beta)} i_{\frac{1}{\rho(\alpha)}} \Omega + di_{\frac{1}{\rho(\beta)}} \Omega),
$$

$$
= s^* \sigma([\alpha, \beta]) + L_{\rho(\beta)} (s^* \sigma(\alpha)) - L_{\rho(\beta)} (s^* \sigma(\beta)) + di_{\frac{1}{\rho(\beta)}} s^* \sigma(\beta)
$$

$$
= s^* (\sigma([\alpha, \beta]) - L_{\rho(\alpha)} (\sigma(\beta)) + L_{\rho(\beta)} (\sigma(\alpha)) + d(\sigma(\beta)(\rho(\alpha))))
$$

$$
= s^* (\sigma([\alpha, \beta]) - L_{\rho(\alpha)} (\sigma(\beta)) - i_{\rho(\beta)} d\sigma(\alpha)),
$$

where we used (6) to pass from the first to second line, that $\frac{1}{\rho}$ is $s$-related to $\rho(\alpha)$ to pass from the second to third line, and (IM0) and Cartan’s magic formula, to pass to the last line.
An entirely similar computation applied to $d\Omega$ shows that (IM1) also holds:

$$0 = -i_{\frac{d\Omega}{\partial \beta}} \frac{d\Omega}{\partial \beta} = -i_{\partial_{\beta}} \frac{d\Omega}{\partial \beta} + \mathcal{L}_{\frac{d\Omega}{\partial \beta}} \frac{d\Omega}{\partial \beta} - \mathcal{L}_{\frac{d\Omega}{\partial \beta}} \frac{d\Omega}{\partial \beta} + d\mathcal{L}_{\frac{d\Omega}{\partial \beta}} \frac{d\Omega}{\partial \beta},$$

$$= s^*(\nu(\alpha) \beta) + \mathcal{L}_{\frac{d\Omega}{\partial \beta}} (s^* \nu(\alpha)) - \mathcal{L}_{\frac{d\Omega}{\partial \beta}} (s^* \nu(\beta)) + d\mathcal{L}_{\frac{d\Omega}{\partial \beta}} (s^* \nu(\alpha)),$$

$$= s^*(\nu(\alpha) \beta) - \mathcal{L}_{\rho(\alpha)}(\nu(\beta)) + d\mathcal{L}_{\rho(\alpha)}(\nu(\alpha)),$$

$$= s^*(\nu(\alpha) \beta) - \mathcal{L}_{\rho(\alpha)}(\nu(\beta)) - i_{\rho(\beta)} d\nu(\alpha).$$

Equations (IM0)-(IM2) may not seem very enlightening. The reason is that, as shown by Proposition 1, the more natural infinitesimal object associated with a multiplicative form $\Omega$ is the Lie algebroid 1-cocycle $\sigma^1 \Omega : \oplus^k_A TA \to \mathbb{R}$, while those equations are formulated in terms of the maps $\sigma = \sigma_\Omega$ and $\nu = \sigma_{\partial \Omega}$. In fact, one has:

**Proposition 3 ([3]).** A pair of bundle maps $(\sigma, \nu) : A \to \wedge^k T^* M \oplus \wedge^k T^* M$ satisfies (IM0)-(IM2) if and only if the linear $k$-form $\omega \in \Omega^k(A)$ given by:

$$\omega := -(d\sigma^* \theta_{k-1} + \nu^* \theta_k) \in \Omega^k(A),$$

defines a Lie algebroid 1-cocycle $\omega : \oplus^k_A TA \to \mathbb{R}$.

**Proof.** For the proof one needs to check that conditions (IM0)-(IM2) are equivalent to the Lie algebroid 1-cocycle condition:

$$c(X, Y) := \mathcal{L}_{\rho(X)}(\omega(Y)) - \mathcal{L}_{\rho(Y)}(\omega(X)) - \omega([X, Y]) = 0,$$

where $X, Y$ are any sections of the Lie algebroid $\oplus^k_A TA \to \oplus^k_A TM$. As in the proof of Proposition 1 we use the fact that the sections of this bundle are generated by sections of the form $(d\alpha)^{k}$ and $(\alpha)^{k}, (i = 1, \ldots, k)$. Then one finds by a direct computation that:

$$c((\alpha)^{k}, (\beta)^{k}) = \begin{cases} 
\pm pr_i^* (i_{\rho(\beta)} \sigma(\alpha) + i_{\rho(\alpha)} \sigma(\beta)) & \text{if } i \neq j \\
0 & \text{if } i = j
\end{cases}$$

$$c((d\alpha)^{k}, (d\beta)^{k}) = \pm pr_i^* (\sigma(\alpha) - \mathcal{L}_{\rho(\alpha)} \sigma(\beta) + i_{\rho(\alpha)} d\sigma(\alpha) + i_{\rho(\beta)} d\nu(\alpha)),$$

where:

$$pr_i : \oplus^k_A TM \to \oplus^{k-1} A TM, \quad (v_1, \ldots, v_k) \mapsto (v_1, \ldots, \tilde{v}_i, \ldots, v_k),$$

$$pr_{i,j} : \oplus^k A TM \to \oplus^{k-2} A TM, \quad (v_1, \ldots, v_k) \mapsto (v_1, \ldots, \tilde{v}_i, \ldots, \tilde{v}_j, \ldots, v_k).$$

Hence, $\omega : \oplus^k A TA \to \mathbb{R}$ is a Lie algebroid 1-cocycle iff (IM0)-(IM2) hold.

This leads to the following definition:

**Definition 3.5.** An infinitesimal multiplicative $k$-form, or simply an IM $k$-form, on a Lie algebroid $A \to M$ is a pair of bundle maps

$$(\sigma, \nu) : A \to \wedge^{k-1} T^* M \oplus \wedge^{k-1} T^* M$$

satisfying (IM0)-(IM2). An IM form is closed if $\nu = 0$.

Applying Lie's 2nd Theorem, one concludes that:
Theorem 3.6 ([3]). Let $G \rightrightarrows M$ be a Lie groupoid with Lie algebroid $(A,\lbrack \cdot,\cdot\rbrack,\rho)$ and assume that the $t$-fibers are 1-connected. There are 1-to-1 correspondences:

- **Exact linear forms** $\omega = d\alpha \in \Omega^k(A)$, i.e., linear multiplicative forms which are exact with a primitive $\alpha \in \Omega^{k-1}(A)$ which is also a linear form;
- **Closed IM-forms** $\sigma : A \to \wedge^{k-1}T^*M$, i.e., IM-forms $(\sigma,\nu)$ with $\nu \equiv 0$.

When $k = 2$, one also checks that **non-degenerate** multiplicative 2-forms $\Omega \in \Omega^2(G)$ correspond to non-degenerate linear 2-forms $\omega \in \Omega^2(A)$ and to IM 2-forms $(\sigma,\nu)$ for which $\sigma : A \to T^*M$ is an isomorphism. The case $k = 2$ was first discussed in [5] and developed further in [4].

4. From Lie algebroids to local Lie groupoids.

4.1. Local Lie groupoids. There are different possible choices of axioms for a local Lie groupoid and these choices have important consequences, as we will see shortly. We will use as main reference for local Lie groupoids [19]. In this paper we adopt the following definition, which in the language of [19] corresponds to a 3-associative local Lie groupoid.

**Definition 4.1.** A local Lie groupoid $G$ over a manifold $M$ is a manifold $G$, together with maps:

- **Source/target:** $s, t : G \to M$ submersions;
- **Units:** $u : M \to G$ a smooth map;
- **Multiplication:** $m : U \to G$ a submersion, where $U \subset G \times_t G$ is an open neighborhood of $G \times_t M \cup (M \times_t G) = \bigcup_{g \in G} \{(g,u(s(g))), (u(t(g)),g)\};$
- **Inversion** $i : V \to V$ a smooth map, where $V \subset G$ is an open neighborhood of $u(M)$ such that $V \times_t V \subset U$;

such that the following axioms hold:

(A1) $s(m(g,h)) = s(h)$ and $t(m(g,h)) = t(g)$ for all $(g,h) \in U$;
(A2) $m(m(g,h), k) = m(m(g,h,k), (g,h,k))$, if $(g,h,k) \in U$;
(A3) $m(g, u(s(g))) = m(u(t(g)),g) = g$ for all $g \in G$;
(A4) $s(i(g)) = t(g)$ and $t(i(g)) = s(g)$ for all $g \in V$;
(A5) $m(i(g),g) = u(s(g))$ and $m(g,i(g)) = u(t(g))$ for all $g \in V$. 
For the multiplication we usually write \( gh \) instead of \( m(g, h) \) and the definition requires that it is defined provided one of the arrows is small enough. Similarly, for the inversion we shall write \( g^{-1} \) instead of \( i(g) \), and it is defined provided \( g \) is small enough. A local Lie groupoid with space of objects \( M = \{ * \} \) will be called a **local Lie group**. Just as in the case of Lie groupoids, the space of arrows \( G \) need not be Hausdorff. However, all other manifolds, including \( M \), the source and target fibers, are assumed to be Hausdorff. Occasionally, we will deal with **local topological groupoids**: the definition is analogous but one works in the topological category instead.

There are two different ways of obtaining a smaller local Lie groupoid \( G' \) from a given local Lie groupoid \( G \), and both of them are relevant to us:

- **Restriction**: we say that \( G' \) is obtained by **restricting** \( G \), if both local groupoids have the same manifolds of arrows and objects, the same source and target maps, and the multiplication and inversion in \( G' \) are obtained by restricting the ones of \( G \) to smaller domains;
- **Shrink**: we say that \( G' \) is obtained by **shrinking** \( G \), if \( G' \) is an open neighborhood of \( M \) in \( G \), the source and target maps are the restrictions of \( s \) and \( t \) to \( G' \), multiplication is the restriction of \( m \) to \( \mathcal{U}' = \mathcal{U} \cap (G' \times M) \cap m^{-1}(G') \), and inversion is the restriction of \( i \) to \( \mathcal{V}' = (V \cap G') \cap i(V \cap G') \).

Morphisms between local Lie groupoids are defined in a more or less obvious way (see [19]). If \( G' \) is obtained from \( G \) by either restricting or shrinking, the inclusion \( G' \to G \) is a morphism of local Lie groupoids.

**Example 1** (Neighborhoods of the identity of a Lie groupoid). Let \( G \to M \) be a Lie groupoid. Any open \( \mathcal{U} \subset G^{(2)} \) containing \( (G \times \times t) \cup (M \times M) \) determines a restriction \( G \) of \( G \). On the other hand, any open neighborhood \( G' \subset G \) of the identity manifold \( M \) determines a local Lie groupoid \( G' \) shrinking \( G \).

**Example 2** (Coverings [19, 29]). One way of producing local Lie groupoids (even local Lie groups) which are not restrictions or shrinkings of Lie groupoids is to pass to covering spaces. For example, starting with the abelian Lie group \( G = \mathbb{R}^2 \) and removing a point distinct from the identity, \( G' = \mathbb{R}^2 - (1,0) \) one obtains a local Lie group. The universal covering space \( \tilde{G} \) has a unique local Lie group structure making the projection \( \pi : \tilde{G} \to G \) a morphism of local Lie groups. We will see later why the resulting local Lie group is not the restriction or shrinking of any Lie group.

Many constructions for Lie groupoids extend to local Lie groupoids, under appropriate assumptions. This is discussed in detail in [19]. Here we will assume that a local Lie groupoid \( G \to M \), with domains \( \mathcal{U} \) and \( \mathcal{V} \) for the multiplication and inversion maps, has the following properties

(a) \( M \) is connected;
(b) \( G \) is s-connected and t-connected;
(c) For all \( x \in M \), the set \( \{(g, h) \in \mathcal{U} \mid s(g) = t(h) = x\} \) is connected;
(d) For every \( (g, h) \in \mathcal{U} \), there is a path \( \gamma : I \to G \) from \( t(h) \) to \( g \) such that \( (\gamma(t), h) \in \mathcal{U} \) for all \( t \in I \), or there is a path \( \gamma : I \to G \) from \( s(g) \) to \( h \) such that \( (g, \gamma(t)) \in \mathcal{U} \) for all \( t \in I \);
(e) The left/right multiplications induce isomorphisms:

\[
d_h L_g : T^s_{gh} G \to T^t_{gh} G, \quad d_g R_h : T^s_{g} G \to T^s_{gh} G,
\]

whenever \( (g, h) \in \mathcal{U} \).
These assumptions are not too strong: one can show that any Lie groupoid has a
shrinking satisfying all these properties.

Using property (d), one can define the Lie algebroid of a local Lie groupoid in
the usual manner. Moreover:

**Proposition 4.** Let \( G \rightarrow M \) be a local Lie groupoid satisfying properties (a)-(d).
Then any open \( M \subset U \subset G \) generates \( G \), i.e., any \( g \in G \) can be factored as
\[
g = h_1(h_2(\cdots(h_{n-1}h_n)))
\]
where \( h_i \in U \). In particular, the \( h_i \) can be chosen to be invertible.

4.2. Local integration of Lie algebroids.

**Theorem 4.2 ([12]).** Every Lie algebroid integrates to a local Lie groupoid.

There are two distinct approaches to this result: the original one from [12] using
the \( A \)-path space, and the more recent approach of [8], which uses \( A \)-connections
to build the so-called spray groupoid.

4.2.1. \( A \)-path local integration. We let \( I = [0,1] \). Given an \( A \)-path \( a : I \rightarrow A \) we
denote by \( \gamma_a := p \circ a : I \rightarrow M \) its base path. The set of \( A \)-paths:
\[
P(A) := \{ a : I \rightarrow A \mid a \text{ is } A\text{-path of class } C^1, \text{ with } \gamma_a \text{ of class } C^2 \}
\]
is a Banach manifold, which we call the space of \( A \)-paths.

An \( A \)-path can be thought of as a Lie algebroid morphism
\[
ad : TI \rightarrow A.
\]
Then one can define an \( A \)-path homotopy between \( A \)-paths \( a_1 : TI \rightarrow A \) and
\( a_2 : TI \rightarrow A \) to be a Lie algebroid morphism:
\[
\Phi : T(I \times I) \rightarrow A,
\]
satisfying the boundary conditions:
\[
\Phi|_{TI \times \{0\}} = a_0, \quad \Phi|_{TI \times \{1\}} = a_1, \quad \Phi|_{\{0\} \times TI} = \Phi|_{\{1\} \times TI} = 0.
\]

Fix an \( A \)-connection \( \nabla \) on \( A \). The map that associates to an element \( a_0 \in A \) the
geodesic \( a : I \rightarrow A \) with initial condition \( a(0) = a_0 \) gives an exponential map:
\[
\exp_{\nabla} : A \rightarrow P(A).
\]
We use the same notation as we did before for the groupoid version of the exponential
map. From the context it should be clear which one we refer to. If \( \sim \) denotes
the equivalence relation on \( P(A) \) determined by \( A \)-homotopy, then we have the
\( A \)-homotopy groupoid, as mentioned in the introduction:
\[
\mathcal{G}(A) = P(A) / \sim.
\]
The multiplication is induced by concatenation of \( A \)-paths -- see [12] for details. The
exponential map then induces a map into the quotient \( \exp_{\nabla} : A \rightarrow \mathcal{G}(A) \), which
when \( \mathcal{G}(A) \) is smooth is the groupoid version of the exponential map.

In general, the quotient \( \mathcal{G}(A) \) fails to be smooth. However, it is proved in [12]
that for a sufficiently small neighborhood \( V \subset A \) of the zero section, the quotient
\[
G := \exp_{\nabla}(V) / \sim
\]
is smooth and becomes a local Lie groupoid with (partial) multiplication defined
by concatenation of \( A \)-paths. Notice that this integration depends on the choice
of connection \( \nabla \) and open set \( V \). However, two different choices lead to local Lie
groupoids which have isomorphic shrinkings.
4.2.2. The spray local integration. Let us now consider the alternative method to obtain local integrations of $A$ proposed in [8].

As we saw in Section 3.3, given a Lie groupoid $G \rightrightarrows M$ and an $A$-connection $\nabla$ on its Lie algebroid $p : A \to M$, using the exponential map $\exp_V : A \to G$ one can pull back the Lie groupoid structure from $G$ to a local Lie groupoid structure on a neighborhood $V \subset A$ of the zero section. The main observation is that, as we saw before, the resulting local groupoid structure is expressed purely in terms of Lie algebroid data.

Hence, starting with any Lie algebroid $A$ one chooses an open $V \subset A$ containing the zero section which is invariant under the map $a \mapsto -\phi^1_x$ and defines all the structure maps exactly as in Section 3.3. The main difficulty is to show that the local multiplication, given by (5), is actually well-defined. We refer to [8] for details.

4.3. Local integration of IM-forms. Suppose we are given an IM-form $(\sigma, \nu) : A \to \wedge^{k-1} T^* M \oplus \wedge^k T^* M$ on a Lie algebroid $A$ or, equivalently, the linear $A$-form

$$\omega \in \Omega^k(A), \quad \omega := -(d\sigma^* \theta_{k-1} + \nu^* \theta_k),$$

so that $\omega : \oplus_A^k TA \to \mathbb{R}$ is a Lie algebroid 1-cocycle – see Theorem 3.6. We would like to integrate it to a multiplicative $k$-form $\Omega$ on a local Lie groupoid $G \rightrightarrows M$ integrating $A$. One can proceed in two distinct ways, as we now explain.

4.3.1. Integration of 1-cocycles [3]. If $G \rightrightarrows M$ has 1-connected $t$-fibers then the groupoid $\oplus_G^k TG \rightrightarrows \oplus_M^k TM$ also has 1-connected $t$-fibers. Hence, Lie’s Second Theorem for local Lie groupoids allows to integrate the Lie algebroid 1-cocycle $\varpi : \oplus_A^k TA \to \mathbb{R}$ to a Lie groupoid 1-cocycle $\Phi : \oplus_G^k TG \to \mathbb{R}$.

We claim that the map:

$$(v_1, \ldots, v_k) \mapsto \Phi(v_1, \ldots, v_k),$$

is multilinear and skew-symmetric, so that $\Phi = \overline{\Omega}$ for some $\Omega \in \Omega^k(G)$. Notice that then Proposition 1 shows that $\Omega$ is a multiplicative form. To prove the skew-symmetry, one observes that the map:

$$I : \oplus_G^k TG \to \oplus_G^k TG, \quad I(v_1, \ldots, v_i, \ldots, v_j, \ldots, v_k) := (v_1, \ldots, v_j, \ldots, v_i, \ldots, v_k),$$

is a groupoid morphism whose induced Lie algebroid morphism is:

$$I_* : \oplus_A^k TA \to \oplus_A^k TA, \quad I_*(a_1, \ldots, a_i, \ldots, a_j, \ldots, a_k) := (a_1, \ldots, a_j, \ldots, a_i, \ldots, a_k).$$

Then $-\Phi \circ I : \oplus_G^k TG \to \mathbb{R}$ is also a groupoid 1-cocycle and the induced Lie algebroid 1-cocycle is:

$$(-\Phi \circ I)_* = -\varpi \circ I_* = \varpi.$$

By uniqueness in Lie’s Second Theorem we must have $\Phi = -\Phi \circ I$, which is precisely the skew-symmetry. For multilinearity one proceeds similarly replacing $I$ by the Lie groupoid morphisms:

$$\oplus_G^k TG \to \oplus_G^k TG, \quad (v_1, \ldots, \lambda v_1, \ldots, v_k) \mapsto \lambda(v_1, \ldots, v_i, \ldots, v_k)$$

$$\oplus_G^{k+1} TG \to \oplus_G^k TG, \quad (v_1, v'_1, v_2, \ldots, v_k) \mapsto (v_1 + v'_1, v_2 \ldots, v_k).$$

Since $\Omega$ is a multiplicative form, by Proposition 1, the Lie groupoid 1-cocycle $\overline{\Omega} = (\overline{\Omega})_* : \oplus_A^k TA \to \mathbb{R}$ differentiates to a Lie algebroid 1-cocycle $\omega = (\overline{\Omega})_* : \oplus_A^k TA \to \mathbb{R}$ such that:

$$\omega = -(d\sigma^* \theta_{k-1} + \nu^* \theta_k) = -(d\sigma^* \theta_{k-1} + \sigma_{ad}^* \theta_k).$$

The properties of the tautological forms imply that

$$\sigma = \sigma_{ad}, \quad \nu = \sigma_{ad}.$$
We conclude that $\Omega$ is a multiplicative form integrating the IM form $(\sigma, \nu)$.

4.3.2. Integration using local formulas [7]. If one starts with the spray local integration $G \Rightarrow M$ associated with an $A$-connection $\nabla$, one can also use the explicit local formulas for multiplicative forms (7) to integrate an IM-form.

An IM form $(\sigma, \nu) : A \to \wedge^{k-1}TM \oplus \wedge^k TM$ defines a differential $k$-form $\Omega \in \Omega^k(U)$ on a sufficiently small neighborhood $U \subset A$ of the zero section by

$$\Omega := -\int_0^1 (\phi^t_\nabla)^*(d\sigma^* \theta_{k-1} + \nu^* \theta_k) \, dt.$$ 

Then one needs to check that this form is multiplicative and that it induces the given IM form. To prove these it is more convenient to view both $(\sigma, \nu)$ and $\Omega$ as maps $\omega, \Omega : \oplus^k A \rightarrow \Omega^{k-1}A \rightarrow \mathbb{R}$. Then:

$$\bar{\Omega} = \int_0^1 (\phi^t_\nabla)^* \omega \, dt. \quad (12)$$

We claim that this last formula is just the standard formula for integrating Lie algebroid 1-cocycles to Lie groupoid 1-cocycles, so the result follows.

For that let $G \Rightarrow M$ be a local Lie groupoid with 1-connected $t$-fibers and denote by $A \rightarrow M$ its Lie algebroid. Then given a Lie algebroid 1-cocycle $c : A \rightarrow \mathbb{R}$ the corresponding Lie groupoid 1-cocycle $C : G \rightarrow \mathbb{R}$ is given by:

$$C(g) = \int_0^1 c(a(t)) \, dt, \quad (13)$$

where $a : I \rightarrow A$ is the $A$-path obtained by applying the Maurer-Cartan form:

$$a(t) = \theta^G(g(t)) \quad (t \in I).$$

to any path $g : I \rightarrow G$ in the $t$-fiber, with $g(0) = 1_{t(g)}$ and $g(1) = g$.

Let $G \Rightarrow M$ be the spray groupoid $V \Rightarrow M$ associated with a connection $\nabla$, the discussion after Lemma 3.2 shows that the exponential map of $\nabla$ is just the identity map $\exp_\nabla(a) = a$. The $A$-path $t \mapsto \phi^t_\nabla(a_0)$ represents the path $g : I \rightarrow V$ in the spray groupoid which lies in the $t$-fiber connecting the identity $1_{x_0}$ with $g = \exp_\nabla(a_0) = a_0$. It is now easy to check that (12) is just a special instance of (13) applied to the local Lie groupoid $\oplus^k V \rightleftarrows \oplus^k M$, where $G \equiv V$ is the spray groupoid.

5. From local Lie groupoids to global Lie groupoids.

5.1. Enlarging local groupoids. The associativity axiom (A2) for a local groupoid requires that for every triple of composable arrows one has:

$$g(hk) = (gh)k,$$

provided both sides are defined. While for a (global) Lie groupoid this implies that all higher associativities hold, this is not true for a local Lie groupoid. For example,
given 4 elements $g$, $h$, $k$ and $l$, the possible products form a pentagon:

$\begin{align*}
(gh)(kl) & \\
((gh)k)l & \quad g(h(kl)) \\
(g(hk))l & \quad g((hk)l)
\end{align*}$

Each edge represents a move that uses only the 3-associativity property. In a global groupoid all vertices of the pentagon are defined and the 3-associativity implies 4-associativity. In a local Lie groupoid it is possible that, e.g., $(gh)(kl)$ and $(g(hk))l$ are defined but none of the other vertices are defined, and then 3-associativity does not allow one to conclude that 4-associativity holds. This happens, for example, in the case of the covering groupoids from Example 2 – see [19, 29] for details.

Notice that restricting or shrinking a local groupoid can make it “more associative”. In fact, one has the following result:

**Proposition 5** ([19]). Let $G$ be a local Lie groupoid. For each $n \geq 3$ there is a restriction of $G$ which is $n$-associative.

In the previous proposition we have fix $n$. A different issue is whether one can find a restriction which is $n$-associative for all $n \geq 3$.

**Definition 5.1.** A local Lie groupoid is called **globally associative** if it is associative to every order $n \geq 3$.

Obviously, a local groupoid $G \rightrightarrows M$ obtained by restricting or shrinking a global Lie groupoid, as in Example 1, is globally associative. For example, a local Lie group $G$ always has a shrinking that is globally associative: if $\mathfrak{g}$ is the Lie algebra of $G$ then a shrinking of $G$ is isomorphic to a neighborhood of the identity of the 1-connected integration $G(\mathfrak{g})$. However, for a local Lie groupoid integrating a non-integrable Lie algebroid this argument fails.

We will say that a local Lie groupoid $G \rightrightarrows M$ is **globalizable** or **enlargeable** if it is isomorphic to a restriction of an open neighborhood of the unit section of a Lie groupoid $G \rightrightarrows M$. The problem of determining if a Lie group is globalizable was first studied by Mal’cev [28] – see also [29] – who showed that the failure of global associativity is the only obstruction to embedding a local group in a global one. In [19], Mal’cev’s Theorem was extended to realm of local Lie groupoids:

**Theorem 5.2** (Mal’cev’s theorem for groupoids [19]). A local Lie groupoid is globalizable if and only if its multiplication is globally associative.

We will sketch a proof in the next two paragraphs. For now we observe the following consequence:

**Corollary 1.** A local Lie groupoid has a restriction which is globally associative if and only if it has integrable Lie algebroid.

**Proof.** If a local Lie groupoid $G$ has a restriction $G'$ which is globally associative then $G$ and $G'$ have the same Lie algebroid $A$. By the theorem, $G'$ is globalizable, so $A$ is an integrable algebroid. Conversely, if a local Lie groupoid $G$ has an integrable Lie algebroid $A$, then there is a neighborhood $G' \subset G$ of the units which is isomorphic to a neighborhood in $G(A)$ of the units. It follows that $G'$ is globally associative. 

Remark 4. The previous results show that one should be careful with the associativity axiom for a local Lie groupoid $G$. For example, in the definition used in [2] this axiom reads as follows:

If either $(gh)k$ or $g(hk)$ is defined \[ \implies \text{ both } (gh)k \text{ and } g(hk) \text{ are defined} \] and $(gh)k = g(hk)$ \[ (14) \]

Note that this implies that $G$ is globally associative, hence has integrable Lie algebroid. So the definition in [2] excludes, e.g., the $A$-path local integration and the spray groupoid for non-integrable Lie algebroids.

5.2. The associative completion. Mal’cev’s Theorem is based on an important construction associated with a local groupoid, namely its associative completion.

Given a local Lie groupoid $G \rightrightarrows M$, its associative completion is a groupoid $\mathcal{AC}(G) \rightrightarrows M$ obtained as follows. One introduces the set of well-formed words on $G$ formed by words $(w_1, \ldots, w_n)$ in $G$ whose source and target match:

\[ W(G) := \bigsqcup_{n \geq 1} G \times G \times_{s,t} \cdots \times_{s,t} G, \text{ } n \text{ times} \]

Given a well-formed word $w = (w_1, \ldots, w_k, w_{k+1}, \ldots, w_n)$ such that $w_k$ and $w_{k+1}$ can be composed, we have a new well-formed word $w' = (w_1, \ldots, w_kw_{k+1}, \ldots, w_n)$, and we say that $w'$ is is obtained from $w$ by contraction or that $w$ is obtained from $w'$ by expansion. Contractions and expansions generate an equivalence relation $\sim$ on $W(G)$, and one defines the associative completion of $G$ to be the space of equivalence classes:

\[ \mathcal{AC}(G) := W(G)/\sim. \]

Notice that $\mathcal{AC}(G)$ has a groupoid structure:

- The source and target maps are given, respectively, by:
  \[ [(w_1, \ldots, w_n)] \mapsto s(w_n), \quad [(w_1, \ldots, w_n)] \mapsto t(w_1); \]

- Multiplication is given by concatenation of words:
  \[ [(w_1, \ldots, w_n)] : [(w'_1, \ldots, w'_m)] = [(w_1, \ldots, w_n, w'_1, \ldots, w'_m)]; \]

- The unit section is the map:
  \[ x \mapsto [(1_x)]; \]

- Inversion is given by:
  \[ [(w_1, \ldots, w_n)] \mapsto [(w_n^{-1}, \ldots, w_1^{-1})], \]

where one uses Proposition 4 to find representatives for equivalence classes of the form $[(w_1, \ldots, w_n)]$ where every $w_i$ is invertible.

There is an obvious completion map $G \to \mathcal{AC}(G)$, which is a morphism of local groupoids.

In general, if $G$ is a local Lie groupoid, $\mathcal{AC}(G)$ is a topological groupoid for the quotient topology, but may fail to be a Lie groupoid. Moreover, the associative completion is characterized by the following universal property: for every topological groupoid $\mathcal{H}$ and every continuous morphism of local groupoids $\phi : G \to \mathcal{H}$ there is
a unique morphism of topological groupoids \( \hat{\phi} : \mathcal{AC}(G) \to \mathcal{H} \) making the following diagram commute:

\[
\begin{array}{ccc}
G & \xrightarrow{\phi} & \mathcal{H} \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & \xrightarrow{\hat{\phi}} & \mathcal{H}
\end{array}
\]

Notice also that given a morphism of local Lie groupoids \( \phi : G \to H \) there is an induced morphism of topological groupoids \( \mathcal{AC}(\phi) : \mathcal{AC}(G) \to \mathcal{AC}(H) \) making the following diagram commute:

\[
\begin{array}{ccc}
G & \xrightarrow{\phi} & H \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & \xrightarrow{\mathcal{AC}(\phi)} & \mathcal{AC}(H)
\end{array}
\]

Hence, \( \mathcal{AC}(\cdot) \) is a functor from the category of local Lie groupoids to the category of topological groupoids.

5.3. **Associators and smoothness.** The next natural question, which is also at the core of Mal’cev’s Theorem is:

- Given a local Lie groupoid \( G \), when is \( \mathcal{AC}(G) \) a Lie groupoid?

Here, of course, the smooth structure we are wondering about for \( \mathcal{AC}(G) \) is the quotient smooth structure obtained from \( W(G) \) – the set of well-formed words – which is itself a manifold with connected components of possibly different dimension.

Given a local Lie groupoid we will call an element in the isotropy

\[
g \in G_x = s^{-1}(x) \cap t^{-1}(x)
\]

an **associator** at \( x \) if there is a well-formed word \( (w_1, \ldots, w_n) \) which admits two sequences of contractions: one ending at \( g \) and the other one ending at the identity \( 1_x \). The set of all associators will be denoted \( \text{Assoc}(G) \) and is contained in the kernel of the completion map \( G \to \mathcal{AC}(G) \). One of the main results in [19] shows that the associators control the smoothness of \( \mathcal{AC}(G) \):

**Theorem 5.3 ([19]).** If \( G \) is a local Lie groupoid, then \( \mathcal{AC}(G) \) is smooth if and only if \( \text{Assoc}(G) \) is uniformly discrete in \( G \), i.e., if there is an open \( M \subset U \subset G \) such that:

\[
U \cap \text{Assoc}(G) = M.
\]

In this case, the completion map \( G \to \mathcal{AC}(G) \) is a local diffeomorphism, so \( G \) and \( \mathcal{AC}(G) \) have the same Lie algebroid.

**Sketch of the proof.** The main idea is to use local bisections of the local Lie groupoid \( G \rightrightarrows M \) to construct local charts for \( \mathcal{AC}(G) \). Given an element \( g \in \mathcal{AC}(G) \), represented by a word \( (w_1, \ldots, w_n) \), to construct a chart near \( g \) one considers submanifolds \( N_i \subset G \) of the same dimension as \( M \) through \( w_i \) that are transverse to both source and target fibers, i.e., local bisections of \( G \) through \( w_i \). Then \( s \) and \( t \) define diffeomorphisms between the \( N_i \)'s and open subsets of \( M \). Write \( s_i = s|_{N_i} \) and \( t_i = t|_{N_i} \) for these diffeomorphisms.
Fix $k \in \{1, \ldots, n\}$ and let $U$ be a small neighborhood of $w_k$. Then a chart near $g$ is defined as

$$\varphi : U \to \mathcal{AC}(G) : h \mapsto [h_1, \ldots, h_{k-1}, h, h_{k+1}, \ldots, h_n]$$

where

$$h_{k+1} = t_{k+1}^{-1}(s(h)), \ h_{k+2} = t_{k+2}^{-1}(s(h_{k+1})), \ldots, \ h_n = t_n^{-1}(s(h_{n-1})), \text{ and}$$

$$h_{k-1} = s_{k-1}^{-1}(t(h)), \ h_{k-2} = s_{k-2}^{-1}(t(h_{k-1})), \ldots, \ h_1 = s_1^{-1}(t(h_2)).$$

For $U$ sufficiently small, the map $\varphi$ is a well-defined local diffeomorphism that maps $w_k$ to $g$. The main point is that, eventually after choosing $U$ even smaller, the uniform discreteness ensures that $\varphi$ is injective. One then checks that the transition maps between different charts are smooth, so one obtains a possible non-Hausdorff, second countable, smooth structure. Still, the source and target fibers are Hausdorff, and $\mathcal{AC}(G)$ is a Lie groupoid. For all the details we refer to [19].

**Proof of Mal’cev’s Theorem.** If $G$ is a globally associative local Lie groupoid, then the only associators $\text{Assoc}(G)$ are the units. Hence, $\text{Assoc}(G)$ is uniformly discrete and so, by the theorem, $\mathcal{AC}(G)$ is a Lie groupoid. Global associativity also implies that the completion map $G \to \mathcal{AC}(G)$ is injective, so $G$ is isomorphic to its image under the completion map, and so it is globalizable.

\[\square\]

### 5.4. Associators and integrability

An obvious consequence of Theorem 5.3 is that a local Lie groupoid $G \rightrightarrows M$ with uniformly discrete associators $\text{Assoc}(G)$ must have an integrable Lie algebroid. The converse is not quite true: integrable Lie algebroids (even Lie algebras!) can have local integrations with non-discrete associators. We refer to [19] for an example. Still, there is a relationship between integrability of a Lie algebroid $A$ and the associators of a local integration $G \rightrightarrows M$.

To express this relationship precisely, let us recall that for a Lie algebroid $A$ one has *monodromy groups* $\mathcal{N}_x(A)$ which control the integrability of $A$. These groups arise by looking at the isotropy groups $\mathcal{G}(A)_x$ of the $A$-homotopy groupoid $\mathcal{G}(A) \rightrightarrows M$: the inclusion of the isotropy Lie algebra $g_x = \ker \rho_x \hookrightarrow A$ integrates to a surjective group morphism

$$\mathcal{G}(g_x) \to \mathcal{G}(A)_x^0,$$

whose kernel is precisely $\mathcal{N}_x(A)$. This monodromy group is a subgroup of the center and we have:

$$\mathcal{G}(A)_x^0 = \mathcal{G}(g_x)/\mathcal{N}_x(A).$$

Clearly, if $\mathcal{G}(A)$ is smooth then $\mathcal{G}(A)_x^0$ is smooth, and the subgroup $\mathcal{N}_x(A) \subset \mathcal{G}(g_x)$ must be discrete. Conversely, one has the following fundamental result:

**Theorem 5.4** ([12]). A Lie algebroid $A \to M$ is integrable if and only if its monodromy groups are uniformly discrete, i.e., if and only if there exists an open $V \subset A$ containing the zero section such that:

$$\exp_x(V \cap g_x) \cap \mathcal{N}_x(A) = \{0\}, \quad \forall x \in M,$$

where $\exp_x : g_x \to \mathcal{G}(g_x)$ denotes the exponential map.

Now, let $G \rightrightarrows M$ be a local Lie groupoid integrating a Lie algebroid $A$. We will assume that $G$ has been shrunk so that:

(H1) $G_x$ is a 1-connected local Lie group.
Under this assumption, we have a local Lie group homomorphism $G_x \to \mathcal{G}(\mathfrak{g}_x)$ defined as follows. If $g \in G_x$, choose a path in $G_x$ from $x$ to $g$. Differentiate this path to get a $\mathfrak{g}_x$-path and hence an element of $\mathcal{G}(\mathfrak{g}_x)$. Since $G_x$ is simply-connected, this map is well-defined: any two paths in $G_x$ from $x$ to $g$ are homotopic, and such a homotopy induces a $\mathfrak{g}_x$-homotopy. By shrinking $G$ further, we can also assume that:

\begin{itemize}
  \item[(H2)] The map $G_x \to \mathcal{G}(\mathfrak{g}_x)$ is injective.
  \item[(H3)] The $t$-fibers of $G$ are 1-connected.
\end{itemize}

Again, this allows us to construct a local homomorphism of topological groupoids $G \to \mathcal{G}(A)$: if $g \in G$ has target $x$, choose a path in $t^{-1}(x)$ from $x$ to $g$. Differentiate this path to get an $A$-path and hence an element of $\mathcal{G}(A)$. Since $t^{-1}(x)$ is simply-connected, this map is well-defined, because any two paths in $t^{-1}(x)$ from $x$ to $g$ are homotopic, and this homotopy induces an $A$-homotopy.

Assumptions (H1)-(H3) are already sufficient to relate the associators with the monodromy groups, Namely, we have:

**Proposition 6.** Let $G$ be a local Lie groupoid satisfying (H1)-(H3). Then under the natural map $G_x \to \mathcal{G}(\mathfrak{g}_x)$ we have:

\[ \text{Assoc}_x(G) \subset \mathcal{N}_x(A). \]

**Proof.** Applying the functor $\mathcal{A}C(-)$ to the morphism $G \to \mathcal{G}(A)$ we obtain a commutative triangle:

\[
\begin{array}{ccc}
G & \to & \mathcal{G}(A) \\
& \searrow & \downarrow \\
& \downarrow & \\
& \mathcal{A}C(G) & \\
\end{array}
\]

Passing to isotropies, it follows that the map $G_x \to \mathcal{G}_x(A)$ takes the associators $\text{Assoc}_x(G)$ to the unit. But the last map factors as:

\[
\begin{array}{ccc}
G_x & \to & \mathcal{G}_x(A) \\
& \searrow & \downarrow \\
& \downarrow & \\
& \mathcal{G}(\mathfrak{g}_x) & \\
\end{array}
\]

Since the kernel of $\mathcal{G}(\mathfrak{g}_x) \to \mathcal{G}_x(A)$ is the group $\mathcal{N}_x(A)$, the result follows. \qed

One would like to obtain equality in the previous proposition. For that, one needs to construct a lift of the map $G \to \mathcal{G}(A)$ to the space of $A$-paths:

\[
\begin{array}{ccc}
P(A) & \to & \mathcal{G}(A) \\
& \searrow & \downarrow \\
& \downarrow & \\
P \downarrow & \searrow & \\
G & \to & \mathcal{G}(A) \\
\end{array}
\]

which is multiplicative in the following sense: if $w = (g_1, \ldots, g_k) \in W(G)$ is a well-formed word on $G$, write $P(w) = P(g_k) \circ \cdots \circ P(g_1)$ where $\circ$ denotes concatenation of $A$-paths. Then if $w_1$ and $w_2$ are equivalent words we would like $P(w_1)$ and $P(w_2)$ to be $A$-homotopic paths. It is possible to further shrink the local groupoid $G$, so that (H1)-(H3) are satisfied and $G$ carries such a lift. One then says that $G$ is **shrunk**. The lift is constructed with the help of a Riemannian structure on $M$ and an $A$-connection. We refer to [19] for details.
The fundamental result connecting integrability with associators can now be stated as follows:

**Theorem 5.5 ([19]).** Let \( G \rightrightarrows M \) be a shrunk local Lie groupoid with Lie algebroid \( A \). For \( x \in M \), consider \( G_x \) as a subset of \( \mathcal{G}(g_x) \) using the natural map \( G_x \to \mathcal{G}(g_x) \).

Then:

\[
\text{Assoc}_x(G) = N_x(A) \cap G_x.
\]

For the proof of this result and a simplicial interpretation we refer to [19].

### 5.5. Extending local multiplicative forms to global multiplicative forms.

Having established the conditions for the associative completion \( \mathcal{AC}(G) \) to be smooth, one has the natural problem of finding when a local multiplicative form on \( G \) extends to a global multiplicative form on \( \mathcal{AC}(G) \). Since \( \mathcal{AC}(G) \) may not have 1-connected \( t \)-fibers, the answer is perhaps surprising: always!

**Theorem 5.6 ([2]).** Let \( G \) be a local Lie groupoid with uniformly discrete associators and connected \( t \)-fibers. Given any multiplicative form \( \Omega \in \Omega^k(G) \) there exists a unique multiplicative form \( \widetilde{\Omega} \in \Omega^k(\mathcal{AC}(G)) \) whose pullback under the completion map \( G \to \mathcal{AC}(G) \) is \( \Omega \).

A version of this result for globally associative local groupoids – see Remark 4 – appears in the appendix of [2]. The proof is only sketched there, so we will give a detailed proof below.

In general, given a multiplicative form defined on an open neighborhood \( U \) of the units of a Lie groupoid \( G \rightrightarrows M \), it is not possible to extend it to a multiplicative form on \( G \) unless \( G \) has 1-connected \( t \)-fibers. Underlying Theorem 5.6 is the fact that the local groupoid \( G \) “captures” the topology of \( \mathcal{AC}(G) \).

To make this more explicit, consider a Lie groupoid \( G \rightrightarrows M \) with connected \( t \)-fibers. By Proposition 4, any neighborhood \( M \subset U \subset G \) generates \( G \). If we consider \( U \) as a local groupoid obtained by shrinking \( G \), then the universal property of \( \mathcal{AC}(\cdot) \) implies that the inclusion \( i : U \to G \) induces a Lie groupoid morphism:

\[
\widehat{i} : \mathcal{AC}(U) \to \mathcal{G},
\]

which is a surjective local diffeomorphism. We call \( U \subset G \) a full neighborhood if this map is an isomorphism. Hence, Theorem 5.6 has the following consequence:

**Corollary 2.** Let \( G \rightrightarrows M \) be a Lie groupoid with connected \( t \)-fibers. Every multiplicative form defined on a full neighborhood extends to a unique multiplicative form defined on \( \mathcal{G} \).

The following example illustrates the difference between simple neighborhoods and full neighborhoods, already in the case of Lie groups.

**Example 3.** Consider the Lie group \( S^1 := \{ z \in \mathbb{C} : |z| = 1 \} \) and for \( a \in (0, \pi] \) set:

\[
U_a := \{ e^{it} \in S^1 : t \in (-a, a) \}.
\]

We claim that \( U_\pi \) is a full neighborhood while \( U_{\pi/2} \) is not.

For the local Lie group structure on \( U_{\pi/2} \), obtained by shrinking \( S^1 \), the map:

\[
\phi : U_{\pi/2} \to (\mathbb{R}, +), \quad e^{it} \mapsto t,
\]

is easily seen to be a morphism of local Lie groups. Hence, there is an induced Lie group morphism:

\[
\widehat{\phi} : \mathcal{AC}(U_{\pi/2}) \to \mathbb{R},
\]
which is local diffeomorphism. Since $A\mathcal{C}(U_{\pi/2})$ is connected and $\mathbb{R}$ is 1-connected, we must have $A\mathcal{C}(U_{\pi/2}) \simeq \mathbb{R}$, so that $U_{\pi/2}$ is not a full neighborhood. Notice that the local morphism $\phi$ does not extend to a Lie group morphism $\mathbb{S}^1 \to \mathbb{R}$ since the only such morphism is the trivial one – this would be the case $k = 0$ in Corollary 2, so the corollary does not hold for $U_{\pi/2}$.

For the local group structure on $U_\pi$ the map:

$$\phi : U_\pi \to (\mathbb{R}, +), \quad e^{it} \mapsto t,$$

is not anymore a morphism of local Lie groups: for example, $2e^{i\frac{3\pi}{2}} = e^{-i\frac{\pi}{2}}$ but $2\phi(e^{i\frac{3\pi}{2}}) = 3\pi \neq -\pi = \phi(2e^{i\frac{\pi}{2}})$. On the other hand, we can consider the inclusion:

$$\iota : U_\pi \hookrightarrow \mathbb{S}^1$$

which is obviously a local Lie group morphism. The induced Lie group morphism $\hat{\iota} : A\mathcal{C}(U_\pi) \to \mathbb{S}^1$ is surjective and local diffeomorphism. One checks easily that this map is injective, so $A\mathcal{C}(U_\pi) \simeq \mathbb{S}^1$ and $U_\pi$ is full.

We now turn to the proof of Theorem 5.6. The idea is simple: we extend $\Omega$ to a form on $A\mathcal{C}(G)$ by requiring the multiplicativity condition. The problem of course is that two words can represent the same element of $A\mathcal{C}(G)$, so we need some “book keeping”, and for that we proceed as follows.

We denote the set of well-formed words of length $l$ by:

$$G^{(l)} := \underbrace{G \times t \cdots \times t}_l G,$$

so that $W(G) := \bigsqcup_{l=1}^{+\infty} G^{(l)}$, and we have the quotient map:

$$\Phi : W(G) \to A\mathcal{C}(G), \quad (g_1, \ldots, g_l) := [(g_1, \ldots, g_l)].$$

We also introduce face maps for $1 \leq i \leq l - 1$:

$$\partial_i : U^{(l)}_i \to G^{(l-1)}, \quad \partial_i(g_1, \ldots, g_i, g_{i+1}, \ldots, g_l) = (g_1, \ldots, g_i, g_{i+1}, \ldots, g_l),$$

defined on the open subset $U^{(l)}_i \subset G^{(l)}$ given by:

$$U^{(l)}_i = \{(g_1, \ldots, g_i, g_{i+1}, \ldots, g_l) : (g_i, g_{i+1}) \in U\}.$$

The face maps are submersions and a word $w'$ is a contraction of the word $w$ if for some $i$ one has:

$$w' = \partial_i w.$$

These contractions/expansions then generate the equivalence $\sim$, and given words $w_1, w_2 \in W(G)$ one has $\Phi(w_1) = \Phi(w_2)$ if and only if $w_1 \sim w_2$.

After these preliminaries, consider the family of forms $\Omega^{(l)} \in \Omega^k(G^{(l)})$ defined by:

$$\Omega^{(l)} := \sum_{j=1}^{l} \text{pr}_j^\ast \Omega,$$

(15)

where $\text{pr}_i : G^{(l)} \to G$ denotes the projection in the factor $i$. Using the multiplicativity of $\Omega$ we find:

**Lemma 5.7.** The forms $\Omega^{(l)} \in \Omega^k(G^{(l)})$ satisfy:

$$\partial_i^\ast \Omega^{(l-1)} = \Omega^{(l)}, \quad (1 \leq i \leq l - 1),$$

(16)

on the open subset of $U_i^{(l)}$ where $\partial_i$ is defined.
Proof. Notice that:

$$\text{pr}_j \circ \partial_i = \begin{cases} 
\text{pr}_j, & \text{for } j < i, \\
m \circ (\text{pr}_i \times \text{pr}_{i+1}), & \text{for } j = i, \\
\text{pr}_{j+1}, & \text{for } j > i.
\end{cases}$$

So using the multiplicativity of $\Omega$ we find:

$$\partial^*_i \Omega^{(l-1)} = \sum_{j<i} \text{pr}^*_j \Omega + (\text{pr}_i \times \text{pr}_{i+1})^* \Omega + \sum_{j>i} \text{pr}^*_j \Omega = \sum_{j=1}^l \text{pr}^*_j \Omega = \Omega^{(l)}.$$  

Proof of Theorem 5.6. Let us start by remark that each $G^{(l)}$ is a manifold and the restriction of the map $\Phi : W(G) \to \mathcal{AC}(G)$ to each $G^{(l)}$ is a submersion. For $w \in G^{(l)}$ one finds:

$$\text{Ker } d_w \Phi = \bigoplus_i \text{Ker } d_w \partial_i,$$

where the sum is over those $1 \leq i \leq l-1$ for which $w \in U_i^{(l)}$. By the previous lemma, one has that:

$$i_v \Omega^{(l)} = 0, \quad \text{if } v \in \text{Ker } d_w \partial_i.$$  

Hence, for each $w \in G^{(l)}$ we obtain a form $\tilde{\Omega}^w \in \wedge^k T_{\Phi(w)} \mathcal{AC}(G)$ such that:

$$\Omega_w^{(l)} = (d_w \Phi)^* \tilde{\Omega}^w.$$  

If $g = \Phi(w_1) = \Phi(w_2)$ then $w_1 \sim w_2$, and applying successively (16) we conclude that we must have $\Omega^{w_1} = \tilde{\Omega}^{w_2}$. It follows that one has well-defined $k$-form $\tilde{\Omega}$ in $\mathcal{AC}(G)$, which satisfies:

$$\Phi^* \tilde{\Omega}|_{G^{(l)}} = \Omega^{(l)}.$$  

This shows that $\tilde{\Omega}$ is a smooth differential $k$-form.

Notice that for $l = 1$ the map $\Phi : G \to \mathcal{AC}(G)$ is just the completion map, so $\tilde{\Omega}$ also extends $\Omega$, and we are only left to check that it is multiplicative.

Multiplicativity follows by observing that for any $l_1, l_2 \geq 1$ we have a commutative diagram:

$$G^{(l_1)} \times G^{(l_2)} \xrightarrow{J} G^{(l_1+l_2)}$$

$$\xrightarrow{\Phi \times \Phi}$$

$$\mathcal{AC}(G)^{(2)} \xrightarrow{m} \mathcal{AC}(G)$$

where $J$ is juxtaposition of words. From the definition of $\Omega^{(l)}$ one finds that:

$$J^* \Omega^{l_1+l_2} = \text{pr}^*_{G^{(l_1)}} \Omega^{(l_1)} + \text{pr}^*_{G^{(l_2)}} \Omega^{(l_2)},$$

and this implies the multiplicativity of $\Omega$.

Finally, the uniqueness of the extension $\Omega$ follows from the fact that (i) if $G$ is $t$-connected then so is $\mathcal{AC}(G)$ and (ii) two multiplicative forms on a $t$-connected Lie groupoid which coincide in some neighborhood of the identity must actually coincide.

\qed
One can also use Theorem 5.6 to recover the integrability of IM-forms to multiplicative forms (or other infinitesimal multiplicative structures) as stated in Theorem 3.6. Given a Lie groupoid $\mathcal{G} \rightrightarrows M$ with 1-connected $t$-fibers, one first integrates the IM-form to a multiplicative form in some neighborhood $M \subset U \subset \mathcal{G}$ as in Section 4.3. Then applies Theorem 5.6 using the following result:

**Proposition 7.** Let $\mathcal{G} \rightrightarrows M$ be a Lie groupoid with 1-connected $t$-fibers. Then any neighborhood $M \subset U \subset \mathcal{G}$ is full.

**Proof.** Let $U$ be as in the statement and viewed it as local Lie groupoid $U \rightrightarrows M$ obtained by shrinking $\mathcal{G}$. The inclusion $i : U \hookrightarrow \mathcal{G}$ induces a Lie groupoid morphism:

$$\hat{i} : \mathcal{A}(U) \to \mathcal{G},$$

which is a surjective local diffeomorphism. The Lie algebroid morphism induced by $\hat{i}$ is just the identity. We claim that $\mathcal{A}(U)$ has connected $t$-fibers, which together with the assumption that $\mathcal{G}$ has 1-connected $t$-fibers, implies that $\hat{i}$ must be an isomorphism, proving that $U$ is a full neighborhood.

To prove the claim, choose $M \subset V \subset U$ a neighborhood such that $t^{-1}(x) \cap V$ is connected for all $x \in M$ and $V^{-1}U \subset U$. Since $\mathcal{G} \rightrightarrows M$ is $t$-connected, by Proposition 4, $V$ generates $U$. Given any element $g = [u_1, \ldots, u_n] \in \mathcal{A}(U)$ with $t(g) = x$, we can factor each $u_i$ as:

$$u_i = v_i^1(v_i^2(\cdots(v_i^{k_i-1}v_i^{k_i})))) \quad (v_i^j \in V).$$

We conclude that we can write $g$ as:

$$g = [v_1, \ldots, v_N] \quad (v_i \in V).$$

Now choose paths:

$$\gamma_i : [0,1] \to V, \quad \gamma_i(0) = 1_{s(u_i-1)}, \gamma_i(1) = v_i, \quad t(\gamma_i(t)) = s(u_i-1).$$

Then, we obtain paths $g_i : [0,1] \to \mathcal{A}(U)$ in $t^{-1}(x)$ by setting

$$g_i(t) := [v_1, \ldots, v_{i-1}, \gamma_i(t)].$$

Each such path joins $[v_1, \ldots, v_{i-1}, v_i]$ to $[v_1, \ldots, v_{i-1}, 1_{s(u_i-1)}] = [v_1, \ldots, v_{i-1}]$. The concatenation of these paths is a path in $t^{-1}(x) \subset \mathcal{A}(U)$ joining $g$ to $1_x$. \( \square \)

**Acknowledgments.** The ideas and results presented in this paper were influenced by many conversations we had along several years with Henrique Bursztyn, Ale Cabrera, Marius Crainic, Ioan Marcut and Daan Michiels. We are indebted to all of them. We also thank the two referees for point out several errors and typos in a first version of this paper.

**REFERENCES**

[1] R. Almeida and P. Molino, Suites d’Atiyah et feuilletages transversalement complets, *C. R. Acad. Sci. Paris Sér. I Math.*, **300** (1985), 13–15.

[2] M. Bailey and M. Gualtieri, Integration of generalized complex structures, preprint, *arXiv:1611.03850*.

[3] H. Bursztyn and A. Cabrera, Multiplicative forms at the infinitesimal level, *Math. Ann.*, **353** (2012), 663–705.

[4] H. Bursztyn, A. Cabrera and C. Ortiz, Linear and multiplicative 2-forms, *Lett. Math. Phys.*, **90** (2009), 59–83.

[5] H. Bursztyn, M. Crainic, A. Weinstein and C. Zhu, Integration of twisted Dirac brackets, *Duke Math. J.*, **123** (2004), 549–607.

[6] H. Bursztyn and T. Drummond, Lie theory of multiplicative tensors, *Math. Ann.*, **375** (2019), 1489–1554.
[7] A. Cabrera, I. Măr cuț and M. A. Salazar, Local formulas for multiplicative forms, Transformation Groups, (2020).
[8] A. Cabrera, I. Măr cuț and M. A. Salazar, On local integration of Lie brackets, J. Reine Angew. Math., 760 (2020), 267–293.
[9] A. S. Cattaneo and G. Felder, Poisson sigma models and symplectic groupoids, in Quantization of Singular Symplectic Quotients, Progr. Math., 198, Birkhäuser, Basel, 2001, 61–93.
[10] A. S. Cattaneo and P. Xu, Integration of twisted Poisson structures, J. Geom. Phys., 49 (2004), 187–196.

11. Coste, P. Dazord and A. Weinstein, Groupoïdes symplectiques, in Publications du Département de Mathématiques. Nouvelle Série. A, Vol. 2, Publ. Dép. Math. Nouvelle Sér. A, 87-2, Univ. Claude-Bernard, Lyon, 1987, 1–62.

12. M. Crainic and R. L. Fernandes, Integrability of Lie brackets, Ann. of Math. (2), 157 (2003), 575–620.

13. M. Crainic and R. L. Fernandes, Integrability of Poisson brackets, J. Differential Geom., 66 (2004), 71–137.

14. M. Crainic and R. L. Fernandes, Lectures on integrability of Lie brackets, in Lectures on Poisson Geometry, Geom. Topol. Monogr., 17, Geom. Topol. Publ., Coventry, 2011, 1–107.

15. M. Crainic, M. A. Salazar and I. Struchiner, Multiplicative forms and Spencer operators, Math. Z., 279 (2015), 939–979.

16. T. Drummond and L. Egea, Differential forms with values in VB-groupoids and its Morita invariance, J. Geom. Phys., 135 (2019), 42–69.

17. J. J. Duistermaat and J. A. C. Kolk, Lie Groups, Universitext, Springer-Verlag, Berlin, 2000.

18. R. L. Fernandes, Lie algebroids, holonomy and characteristic classes, Adv. Math., 170 (2002), 119–179.

19. R. L. Fernandes and D. Michiels, Associativity and integrability, Trans. Amer. Math. Soc., 373 (2020), 5057–5110.

20. R. L. Fernandes and I. Struchiner, The classifying Lie algebroid of a geometric structure I: Classes of coframes, Trans. Amer. Math. Soc., 366 (2014), 2419–2462.

21. D. Iglesias-Ponte, C. Laurent-Gengoux and P. Xu, Universal lifting theorem and quasi-Poisson groupoids, J. Eur. Math. Soc. (JEMS), 14 (2012), 681–731.

22. M. Jotz Lean and C. Ortiz, Foliated groupoids and infinitesimal ideal systems, Indag. Math. (N.S.), 25 (2014), 1019–1053.

23. M. V. Karasev and V. P. Maslov, Nonlinear Poisson Brackets. Geometry and Quantization, Translations of Mathematical Monographs, 119, American Mathematical Society, Providence, RI, 1993.

24. C. Laurent-Gengoux, M. Stiénon and P. Xu, Integration of holomorphic Lie algebroids, Math. Ann., 345 (2009), 895–923.

25. K. Mackenzie, Lie Groupoids and Lie Algebroids in Differential Geometry, London Mathematical Society Lecture Note Series, 124, Cambridge University Press, Cambridge, 1987.

26. K. C. H. Mackenzie, General Theory of Lie Groupoids and Lie Algebroids, vol. 213 of London Mathematical Society Lecture Note Series, Cambridge University Press, Cambridge, 2005.

27. K. C. H. Mackenzie and P. Xu, Integration of Lie bialgebroids, Topology, 39 (2000), 445–467.

28. A. Malcev, Sur les groupes topologiques locaux et complets, C. R. (Doklady) Acad. Sci. URSS (N.S.), 32 (1941), 606–608.

29. P. J. Olver, Non-associative local Lie groups, J. Lie Theory, 6 (1996), 23–51.

30. C. Ortiz, Multiplicative Dirac structures, Pacific J. Math., 266 (2013), 329–365.

31. J. Pradines, Théorie de Lie pour les groupoïdes différentiables. Calcul différentiel dans la catégorie des groupoïdes infinitésimaux, C. R. Acad. Sci. Paris Sér. A-B, 264 (1967), A245–A248.

32. J. Pradines, Théorie de Lie pour les groupoïdes différentiables. Relations entre propriétés locales et globales, C. R. Acad. Sci. Paris Sér. A-B, 263 (1966), A907–A910.

33. J. Pradines, Troisième théorème de Lie les groupoïdes différentiables, C. R. Acad. Sci. Paris Sér. A-B, 267 (1968), A21–A23.

34. P. Ševera, Some title containing the words “homotopy” and “symplectic”, e.g. this one, in Travaux Mathématiques. Fasc. XVI, Trav. Math., 16, Univ. Luxemb., Luxembourg, 2005, 121–137.

35. W. T. van Est, Une démonstration de É. Cartan du troisième théorème de Lie, in Action Hamiltoniennes de Groupes. Troisième Théorème de Lie (Lyon, 1986), Travaux en Cours, 27, Hermann, Paris, 1988, 83–96.
[36] A. Weinstein, Symplectic groupoids and Poisson manifolds, Bull. Amer. Math. Soc. (N.S.), 16 (1987), 101–104.

[37] O. Yudilevich, The role of the Jacobi identity in solving the Maurer-Cartan structure equation, Pacific J. Math., 282 (2016), 487–510.

Received April 2021; revised August 2021; early access September 2021.

E-mail address: ruiloja@illinois.edu
E-mail address: yzhng172@illinois.edu