Probabilistic corrosion time initiation modelling in reinforced concrete structures using the BEM
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Abstract: The reinforcement’s depassivation in reinforced concrete structures occurs when the chloride concentration at the reinforcement’s interface reaches the threshold content. The depassivation phenomenon starts the propagation period, in which huge mechanical degradation processes are triggered. Moreover, it is well established that the propagation period is considerably shorter than the initiation period. Therefore, the accurate prediction of the corrosion time initiation is a major issue in structural durability domain. This study presents a transient formulation based on the Boundary Element Method (BEM) for the corrosion time initiation assessment. The diffusion fields evaluated by the BEM are utilized into a probabilistic framework, which enables the assessment of probabilistic values for corrosion time initiation. Therefore, the formulation handles properly the uncertainties in this problem, which is largely subjected to randomness. Three applications are presented. The robustness and accuracy of the proposed approach over classical analytical models are highlighted.
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1 INTRODUCTION

The reinforced concrete (RC) structures have been widely utilized worldwide. The success of this structural system, particularly in civil engineering applications, may be attributed to some of its characteristics such as the adequate mechanical strength, affordability, versatility, chemical and thermal protection of steel, durability in addition to the financial aspects. Nevertheless, pathological problems reduce the service life of such structures. Among these problems,
sulphate expansion, alkali-aggregate reaction, leaching and reinforcements’ corrosion are mentioned [1]–[3]. Moreover, it is worth highlighting that the reinforcements’ corrosion have caused enormous economic loss worldwide. It is estimated that the costs with inspection, maintenance and repair caused by reinforcements’ corrosion reach 4% of the Gross Domestic Product (GDP) in industrialized countries and exceeds US$ 1.8 trillion worldwide [4], [5].

The reinforcements’ corrosion occurs through chemical and/or electrochemical reactions. In RC structures, the reinforcements are protected against such reactions by the passivating layer. This thin layer surrounding the reinforcements is chemically stable because of the alkalinity of the aqueous solutions at the concrete pores. Nevertheless, the chemical effects of Cl\(^-\) ions into the concrete pores disturb the chemical stability of this layer [6]–[8]. Particularly, the corrosion process triggers when the Cl\(^-\) concentration at the passivating layer reaches the threshold content. In this case, the depassivation phenomenon occurs.

The classic approach for RC durability assessment divides the structural service life into two periods: initiation period and propagation period [9], [10]. The initiation period concerns the time span from the construction until the reinforcements’ depassivation. This period is governed by diffusion-like transport mechanisms such as the Cl\(^-\) into the concrete pores. On the other hand, the propagation period refers to the reinforcements’ mass loss and the mechanical degradation properties along time. It is well-established that the propagation period is shorter than the initiation period [11], [12]. Because the corrosion products occupy larger volume than the initial configuration, internal stresses lead to the cracking and spalling, as observed in Figure 1. Then, the accurate prediction and modelling of the initiation period have major importance for structural engineering applications in order to avoid and to prevent complex and faster mechanical degradation phenomena.

The Cl\(^-\) ions ingress into the concrete pores involves dynamic and nonlinear processes, which include several transport mechanisms such as ionic diffusion, capillarity absorption, advection, chemical activity, permeation and dispersion [13]–[15]. In spite of the large complexity of this phenomenon, it is often modelled exclusively through the diffusion-like transport mechanism [16]–[18]. The pure diffusion assumptions are properly applied when saturated conditions are observed in concrete pores. It is worth mentioning that when tidal zones are accounted, the Cl\(^-\) ingress has significant influence of capillarity absorption in addition to advection.

The chloride diffusion process is commonly modelled through analytical or empirical approaches available in the literature [19]–[21]. Among them, it is worth citing the Fick’s approach [22]–[25]. The first Fick’s law is applicable for steady-state processes. The second Fick’ law, which represents the transient condition, is written as a function of time. The latter law of diffusion assumes the material as homogeneous, isotropic and inert. Moreover, the material properties during the diffusion phenomenon are assumed as equal along all directions and remain constant along time [26], [27]. In addition, the Fick’s law solution is obtained from semi-infinite domains, in which the boundary conditions are assumed as constant along time and the flux occurs in one-directional form. It is worth
stressing that, in spite of been largely utilized in the literature, the Fick’s approach incorporates inherent strong simplifications, which make it non-robust and inaccurate for a large amount of applications.

To handle properly the Cl⁻ diffusion into concrete pores, numerical methods have been successfully applied along the last years. Among them, it is worth citing the Finite Element Method (FEM), which was largely utilized for this purpose [28]–[32]. In addition, improved FEM approaches, such as the eXtended FEM (XFEM) has been also utilized for solving this problem [33], [34]. In the latter case, improved shape functions enable the accurate representation of the diffusion fields. In both cases, domain meshes are required, i.e. domain approximation, in spite of the boundary conditions are applied at the bodies boundaries. Moreover, both approaches require much finer discretisation in both the spatial and temporal domains, which results in large amount of unknowns and large computational time consuming.

Alternatively, the Boundary Element Method (BEM) handles accurately the diffusion modelling. In this numerical method, the governing differential equations are written into integral form at the body’s boundary. Then, the BEM enables the mesh dimensionality reduction by one order. Moreover, the BEM does not require a domain mesh for solving the boundary value problem. Therefore, the internal diffusion fields are accurately determined since the boundary values are properly assessed [35]. This characteristic has major importance for assessing the corrosion time initiation because the Cl⁻ concentration along time and along the material domain is accurately determined by the BEM. Thus, this characteristic makes the BEM accurate for solving the corrosion time initiation problem. In addition, the diffusion problem is solved by small algebraic system of equations (in comparison with domain methods) because the mesh is positioned solely at the boundary [35], [36]. In spite of the above-mentioned advantages, the BEM has been marginally utilized for handling the corrosion time initiation problem. Particularly [37], [38], utilized the diffusion BEM formulation for assessing the chloride distribution along the concrete cover. The propagation period is modelled through commercial BEM and FEM software by Warkus et al. [39], in which the BEM advantages are highlighted. Chen and Leung [40] studied the durability of RC structures subjected to reinforcements’ corrosion using the BEM approach. Thus, the present research contributes with this scientific domain by utilizing the transient BEM approach for the solution of time-dependent chloride diffusion into the concrete pores.

In spite of the large efforts dedicated towards the development of robust and general approaches for diffusion modelling, most of the models available in the literature utilize deterministic approaches for this purpose [11]. Moreover, it is well-known that the diffusion phenomenon is subjected to large randomness. Among the observed randomness aspects, it is worth citing: chloride binding capacity [41], [42], time and space effects on the coefficient of diffusion [43], [44], external variation of chloride concentration along time [45], [46], chemical composition of concrete [47]–[49], concrete curing process [21], [50], [51], critical chloride content [52], among others. Therefore, this complex engineering problem is solely analysed properly in the context of accurate numerical formulations coupled to probabilistic approaches. Then, the present study contributes with this scientific domain by coupling an accurate approach for diffusion with a probabilistic framework.

It is worth mentioning that the concepts of probabilistic modelling and life cycle are not included explicitly in several RC design codes. However, these concepts have evolved considerably in the last years. Significant advances were achieved concerning the design, monitoring, maintenance and repair phases [53], [54]. Nevertheless, these studies do not account for robust numerical approaches for representing the diffusion problem, which highlight the importance of the model proposed in the present study.

In this context, the present study proposes a diffusion-probabilistic framework for the robust and accurate modelling of Cl⁻ diffusion into concrete pores. The proposed model handles the corrosion time initiation taking into account the inherent problem randomness. The diffusion process is modelled by the BEM, in which transient conditions are accounted. Therefore, time dependent boundary conditions are properly represented by the BEM. Moreover, the BEM model is capable of simulating multi-directional domain flux caused by external Cl⁻. It is worth mentioning that these aspects make the proposed model superior to the empirical approaches utilized in the literature. High-order boundary elements are available for spatial integration. The temporal integration is performed by the constant approach. The randomness’ are quantified by the Monte Carlo simulation method. This approach has been utilized because of the adequate computational performance of the BEM model. Moreover, because domain mesh (domain approximation) is not required by BEM, accurate values for Cl⁻ concentration at the material domain are assessed.

The proposed approach is applied in the analysis of three applications. The first application handles the comparative analysis against the Fick’s modelling, in which the robustness of the BEM is demonstrated. The limitations of the analytical approach are also emphasized. The second and third applications concern the analyses of complex RC cross-sections, in which complex boundary conditions are applied along time. In both cases, accurate responses are obtained.
2 THE BOUNDARY ELEMENT FORMULATION

2.1 Governing Equations and Boundary Integral Equation

Classical potential problems are properly represented by the Poisson’s equation. This equation enables the representation of thermal conductivity, torsion, conduction of fluids, among others, accounting for time independent conditions. The Poisson’s equation is written as follows:

\[ \nabla^2 u + b = 0 \]  
\[ (1) \]

where \(u\) is the potential and \(b\) represents the domain term. When the domain term is nil, a particular case is obtained, which is named as Laplace.

Equation 1 is solved by enforcing boundary conditions as follows:

- **Essential**: \( u = \pi \) in \( \Gamma_1 \)
- **Natural**: \( q = \overline{q} = \frac{du}{d\eta} \) in \( \Gamma_2 \)

in which \(\pi\) indicates the prescribed potential value, \(\overline{q}\) represents the prescribed flux value, \(\Gamma_1\) and \(\Gamma_2\) are the boundaries where potential or flux are prescribed, respectively. The flux is defined as \(q = \frac{du}{d\eta}\), which is the directional derivative of \(u\) in relation to the outward normal vector \(\eta\), as illustrated in Figure 2.

![Figure 2 – Domain, boundaries and outward vector](image)

Equation 1 represents properly the values of potential and flux for time independent conditions. Therefore, this approach is not accurate for representing the evolution of these diffusion fields during transient analyses. To incorporate time dependent boundary conditions or even for analysing the evolution of the diffusion fields along time, the transient approach must be accounted. The differential equation that governs the transient potential problem is the following:

\[ \nabla^2 u - \frac{1}{\kappa} \frac{\partial u}{\partial t} = 0 \]  
\[ (2) \]

where \(\kappa\) is the domain-related parameter, such as thermal diffusivity or diffusion coefficient and \(t\) is time. The last equation is solved by enforcing the boundary conditions, similarly as described for Equation 1. Then, the potential and flux values at the boundary must be prescribed at each time step. It is worth mentioning that the diffusion problems
analysed in the present study apply Equation 2. In such case, the potential values represent the chloride concentration along time whereas the flux represents the chloride flux along the time.

The differential equation Equation 2 can be transformed into a boundary integral representation by utilizing either the Laplace transform, the finite differences technique or the fundamental time dependent solutions \[35\], \[55\]–\[57\]. The latter approach is utilized in the present study. The boundary integral representation for the transient problem is achieved by applying the Green’s second identity at the Equation 2. Afterwards, the integration by parts is applied. Finally, the usual limit process, necessary to evaluate the integral equation at the boundary, is performed. The above-mentioned procedures lead to the following integral representation, in which spatial and temporal integrations are required:

\[
c(x_t) u(x, t) = \kappa \int_{x} \{ u_{n} (x_t, t) - q_{n} (x_t, t) \} dF (x) + \int_{x} \{ u_{n} (x_t, t) - q_{n} (x_t, t) \} dF (x)
\]

where \(x\) refers to the source points, \(x\) represents the field points, \(t_0\) indicates the initial time, \(t_F\) is the observation time, \(u^*\) and \(q^*\) are the fundamental time-dependent solutions for potential and flux, respectively, and \(c\) is the free term. The parameter \(c\) is equal to 1 for source points positioned at the domain. Otherwise, this parameter is equal to 0.5 for source points positioned at smooth boundary geometries. In two-dimensional case, the fundamental solutions are the following \[35\], \[58\]:

\[
\begin{align*}
u^* (x, t) &= \frac{1}{4\pi r} \exp \left( - \frac{r^2}{4\pi t} \right) \quad (4) \\
q^* (x, t) &= \frac{r^2}{8\pi \tau^3} \exp \left( - \frac{r^2}{4\pi \tau} \right) \quad (5)
\end{align*}
\]

in which \(r = t_F - t\), \(r\) indicates the distance between the source \(x\) and the field \(x\) points and \(\frac{\partial r}{\partial \eta} = r_k \eta_k\).

### 2.2 Algebraic Equations

The potential and flux values at the boundary for a given time step are evaluated by Equation 3. Thus, spatial and temporal integrations must be performed to solve this equation. The spatial integration is performed by dividing the boundary geometry into boundary elements over which geometry and diffusion fields are approximated by shape functions. In the present study, polynomial functions are utilized for this purpose. The temporal integration is performed accounting for constant approximation. In the latter case, the time dependent kernels required by the BEM are integrated analytically.

Therefore, the discretisation of the body’s boundaries \(\Gamma\) into \(Ne\) boundary elements, the discretisation of the time interval \(t_F - t_0\) into \(Nt\) time steps and inverting the integration order lead to the following:

\[
c_j \eta_j^{Nt} = \kappa \sum_{k=1}^{Nt} \int_{k}^{Nt} \{ u^* dt d\Gamma_j \} - \kappa \sum_{k=1}^{Nt} \int_{i_k}^{i_k} \{ q^* dt d\Gamma_j \}
\]

in which \(\eta_j^{Nt}\) indicates the potential value at the time \(t^{Nt}\) for a given source point \(i\). The last equation is rewritten bearing in mind that functions \(u^*\) and \(q^*\) are constantly integrated along time during each time step. In addition, it is assumed that source points are positioned at smooth boundaries. Thus:
Because the temporal integration is constantly performed, the last equation is rewritten as follows [35]:

\[
0.5u^{NT}_i = \kappa \sum_{k=1}^{N \xi} \left( \sum_{j=1}^{N \xi} q^k_{ij} \left\{ U^*_i d\Gamma^*_j - \sum_{j=1}^{N \xi} \frac{Q^k_{ij} d\Gamma^*_j}{r^2} \right\} \right)
\]

in which the analytical evaluation of the fundamental solutions along time lead to the following [35]:

\[
U^*_i = \frac{\gamma}{\varepsilon_0} \left\{ E_j \left( \frac{r^2}{4\kappa(t^*_i - t^*_j)} \right) - E_j \left( \frac{r^2}{4\kappa(t^*_i - t^*_j)} \right) \right\}
\]

\[
Q^k_{ij} = \frac{\gamma}{\varepsilon_0} \frac{\partial}{\partial r} \left\{ \exp \left( -\frac{r^2}{4\kappa(t^*_i - t^*_j)} \right) - \exp \left( -\frac{r^2}{4\kappa(t^*_i - t^*_j)} \right) \right\}
\]

where \( E_j \) represents the exponential-integral function.

As usual in BEM, Equation 8 is rewritten in terms of the influence matrices \( H \) and \( G \). Thus:

\[
0.5u^{NT}_i = \sum_{k=1}^{N \xi} \left( \sum_{j=1}^{N \xi} G^k_{ij} q^k_j - \sum_{j=1}^{N \xi} H^k_{ij} u^k_j \right)
\]

where \( H \) and \( G \) are the influence matrices containing the integral kernels as follows:

\[
G^k_{ij} = \left\{ U^*_i d\Gamma^*_j \right\}
\]

\[
H^k_{ij} = \left\{ Q^k_{ij} d\Gamma^*_j \right\}
\]

\[
H^k_{ij} = \begin{cases} H^k_{ij} + 0.5, & \text{if } k = i \text{ and } i = j \\ H^k_{ij}, & \text{otherwise} \end{cases}
\]

Thus, the classical BEM system of equations is obtained as follows:

\[
HU = GQ
\]

where \( H \) and \( G \) are \( N \times N \) matrices containing the influence coefficients obtained from Equation 13 and Equation 14. \( N \) indicates the amount of collocation points into the boundary mesh.

The final system of equations is obtained by imposing the boundary conditions of the analysed problem into Equation 15. Then, the unknown values at the boundary are moved to the left side of the equation whereas the known
values are moved to the right side. This process is accompanied by the columns exchange between \( H \) and \( G \) matrices, which leads to the following:

\[
AX = F
\]  

where \( A \) is a matrix composed of the coefficients from \( H \) and \( G \) associated with the unknown values, \( X \) is a vector containing the unknown values at the boundary and \( F \) is a vector obtained from the multiplication of the known values and their respective coefficients. The solution of Equation 16 provides the unknown values at the body’s boundary.

Because transient analysis is performed, the diffusion fields at the present time are functions of the time history field values. Therefore, a time marching process is required. The constant approach is applied in the present model. Thus, the marching process is as follows [35]:

\[
H_iU_j = G_iQ_j + S_f
\]  
in which \( S_f \) is evaluated as follows:

\[
S_f = \sum_{j=1}^{f-1} H_iU_j + \sum_{j=1}^{f-1} G_iQ_j
\]  

Then, the \( S_f \) vector is added to the \( F \) vector contained in Equation 16 to account for the time history effects.

The integration of the above-presented kernels is performed numerically. Nevertheless, the singular nature of the fundamental solutions requires special attention. The standard Gauss-Legendre quadrature is utilized when the integrated boundary element does not contain the source point. In this case, the kernels are regular. The kernels are improper for singular elements, i.e., when the integrated boundary element contains the source point. For such case, the singularity-subtraction method is utilized. By this approach, an auxiliary kernel with the same singularity order is subtracted and added to the original singular kernel. The procedure leads to a regular integral and to a new singular kernel, in which the latter has analytical solution. Then, the regular part is evaluated by the standard Gauss-Legendre quadrature whereas the analytical solution is achieved by the Cauchy principal value. This procedure enables the diffusion analyses accounting for high-order boundary elements. In addition, curved geometries are properly analysed. The analytical solution provided by the Cauchy principal value is demonstrated in Appendix A.

It is worth mentioning that Equation 6 enables the assessment of internal potential fields, in addition to the boundary values as previously mentioned. In such case, the free term \( c \) equals 1 because the source point is positioned in the domain. Because the kernels are regular for such case, all integrals are evaluated using the standard Gauss-Legendre quadrature.

### 3 UNCERTAINTY QUANTIFICATION MODELLING

The probabilistic approaches enable the assessment of the probability of failure, \( P_f \), accounting for specific failure scenarios, which are formally named as limit states. In such analysis type, the set of random variables \( \mathbf{X}=[x_1,x_2,\ldots,x_n]^T \) must be initially identified. Then, individual probability distributions are attributed to such variables for modelling the individual randomness.

Afterwards, the failure modes must be defined/identified. The limit state function, \( G(\mathbf{X}) \), for each failure mode is defined, which separates the random space into two parts: the safe domain, \( G(\mathbf{X}) > 0 \), and the failure domain, \( G(\mathbf{X}) < 0 \). The \( G(\mathbf{X}) = 0 \) indicates the interface between the domains, which is named as the limit state itself. Therefore, the probability of failure indicates the probability of the structural system does not accomplish one or more than one design requirements.

It is worth mentioning that explicit expressions for limit states are not usually available in complex engineering problems. Particularly, when numerical models represent the phenomenon behaviour, solely the limit state values are known at an informed amount of points. The probability of failure is assessed by the integration of the joint density function along the failure domain [59]. Therefore, the probability of failure is evaluated as follows:
in which: \( f_X(x) \) is the joint density function of the random variables \( X \).

The explicit assessment of Equation 19 for complex engineering problems is impossible because the limit state function and consequently the failure and safe domains descriptions are implicit. Therefore, for such particular case, this integral is evaluated by simulation techniques. The most important simulation technique is the Monte Carlo simulation method (MCSM). In a brief overview, the MCSM assesses the probability of failure from a sampling of random variables, which simulates the limit state function. Then, the structural failure is observed when the sampling points leads to the failure domain. Otherwise, safe condition is observed. The probability of failure is assessed by the simulation technique through the ratio between the sampling points at the failure domain and the total amount of simulations. Thus:

\[
p_f = \frac{\frac{1}{n_f} \sum_{j=1}^{n_f} I[X_j]}{n_t}
\]

in which \( n_t \) is the sampling range and \( n_f \) the amount of observed failures. \( I[x] \) is 1 for failure condition and nil for safe condition.

This simulation technique requires wide range of sampling for describing properly the failure and safe domains and, consequently, for achieving accurate results. Consequently, non-efficient numerical models lead to the unreliable coupling approaches. Nevertheless, the MCSM is utilized in the present study because the BEM formulation is efficient in terms of computational cost. It is worth citing that convergence analyses are recommended to verify the accuracy of the results obtained throughout the simulations. Convergence rate and its stability are directly influenced by the amount of random simulations.

It is worth mentioning that gradient-based techniques, such as First Order Reliability Method (FORM) or Second Order Reliability Method (SORM) could be applied for solving Equation 19. However, these methods require derivatives of the limit state functions, which, in such case, are assessed numerically. In addition to the numerical errors associated to the derivatives evaluation, the gradient-based techniques may lead to the local minima solutions. Therefore, in spite of the computational cost associated to the MCSM, it is certainly more robust than the gradient-based approaches.

In the present study, the limit state function depends on the time as follows:

\[
G(X) = R(X) - S(X,t)
\]

in which \( R \) indicates the chloride threshold content value, which is a function of the concrete composition. Then, \( R \) indicates the material resistance against depassivation. \( S \) represents the chloride concentration at the analysed point. In the present study, the BEM model determines the chloride concentration value along time for the analysed point. Therefore, the \( S \) is assessed by the BEM whereas \( R \) is informed during the analysis. Then, the \( S \) value is a function of the material properties, structural geometry and chloride concentration at the exterior boundary. It is worth stressing that \( S \) is accurately evaluated by the BEM because of the method characteristics mentioned in section 2.

4 SUMMARY OF THE PROPOSED NUMERICAL MODEL

The diffusion-probabilistic model proposed in the present study runs as summarized in Figure 3. Then, the MCSM is initialized, in which a sample for the random variables is generated. It is worth stressing that these samples are generated as a function of the statistical distribution type, mean and coefficient of variation assigned for each random variable. These information enable the input for the BEM diffusion model.

The potential, i.e., the chloride concentration, at the material domain along time is determined by the BEM accounting for the sample values. As illustrated in Equation 21, failure occurs at a given time step \( k \) when the chloride concentration at the analysed point is higher than the chloride threshold content. Otherwise, safe condition is observed.
5 APPLICATIONS

The diffusion-probabilistic framework proposed in the present study is utilized in the analysis of three applications. The first application concerns the deterministic comparison among the responses of the BEM and the Fick’s law. This application illustrates the limitations of the Fick’ law in general diffusion problems. The probabilistic modelling is included in the second and third applications. The second application handles the probabilistic diffusion modelling accounting for a rectangular cross-section. Similar analysis is performed in the third application, in which a T-shape cross-section is accounted. The statistical distribution assigned for each random variable is based on the literature references, especially [20], [60].

5.1 Application 1

The chloride diffusion transport in a rectangular 180 x 90 mm domain composed of concrete is analysed in the present application. A reinforcement of 10 mm diameter is assumed as a part of the specimen, as illustrated in Figure 4. Thus, the chloride concentration along time at the reinforcement position is evaluated in this application.

The diffusion responses achieved by the BEM are compared against the Fick’s results. The chloride concentration by the Fick’s approach is evaluated along time as follows [9]:

![Figure 3 – Flowchart of the proposed numerical approach](Image)

![Figure 4 – Application 1. Specimen geometry dimensions](Image)
in which \( c_0 \) indicates the chloride concentration at the body’s surface, \( C(x,t) \) is the chloride concentration at the desired point along time, \( t \) represents the time, \( x \) is the distance of the analysed point until the structural surface, \( \kappa_0 \) is the coefficient of diffusion and \( \text{erfc} \) is the complementary error function.

The coefficient of diffusion can be calculated by following the procedures proposed by [61]. Then:

\[
\kappa_0 = 10^{\text{10.66 w/c}}
\]

where \( \text{w/c} \) is the water/cement ratio and \( \kappa_0 \) is the coefficient of diffusion in square centimetres per second. The water/cement ratio is assumed as 0.5 in the present analysis. Therefore, the coefficient of diffusion is equal to \( 2.1379 \times 10^{-8} \text{ cm}^2 / \text{s} = 67.4228 \text{ mm}^2 / \text{year} \), which is assumed as constant along time.

In the present application, the rectangular domain illustrated in Figure 4 is analysed accounting for four different boundary conditions, which compose the four cases shown in Figure 5.

The case 1 represents the pure one-directional flux, in which the chloride flux goes from the left to the right faces. The case 2 handles the mixed one-dimensional flux. In this case, the chloride flux occurs simultaneously from the left to the right faces and from the right to the left faces. The two-directional chloride flux is observed in case 3. It is worth citing that the boundary conditions illustrated for cases 1, 2 and 3 are assumed as constant along time. Then, the case 4 is added to account for time dependent boundary conditions. In the latter case, the two-directional flux is simulated, in which the chloride concentration along time varies following the systematic behaviour illustrated in Figure 6.
It is worth emphasizing that the analytical approach incorporates inherent simplifications, as previously mentioned. Because of them, solely the boundary conditions of case 1 comply with the model requirements. Thus, this application illustrates the limitations of Fick’s model and the necessity of robust approaches for solving properly this problem.

The mesh utilized by the BEM simulations is composed of 54 linear isoparametric discontinuous boundary elements, which lead to the 108 collocation points. In addition, 40 time steps were utilized for the temporal integration. Moreover, it is assumed that \( u = q = 0 \) in \( t = 0 \). The space and time discretisations have been determined accounting for standard convergence procedure. Then, further refined discretisation do not introduce significant changes into the mechanical modelling.

Internal points were added to determine the chloride concentration behaviour along time into the concrete specimen. Such points are spaced from 2 mm each other. Moreover, they were positioned at a virtual line connecting the midpoints of the boundaries AD and BC. Therefore, the internal points intercept the reinforcement’s position, as illustrated in Figure 4. The chloride concentration profiles determined by the BEM and via Fick’s approach are illustrated in Figure 7. In this figure, the four different boundary conditions are illustrated.

![Figure 6 – Time dependent boundary conditions for case 4](image)

![Figure 7 – Chloride profiles evolution along time for the four different boundary conditions](image)
Moreover, the evolution of the chloride concentration along time for the fixed reinforcement position, i.e. depth of 40 mm, is illustrated in Figure 8.

![Figure 8 - Chloride concentration evolution along time for the fixed depth](image)

Excellent agreement is observed among the numerical and analytical responses for case 1. This behaviour was expected because the Fick’s hypotheses are well satisfied in the case. The responses differences for the years 5, 20 and 40 are 5.31%, 0.32% and 0.07%, respectively. Moreover, assuming the threshold chloride content as 0.6 kg/m³, for instance, both approaches lead to the same time for corrosion initiation, 29 years.

The case 2 presents similar behaviour when early ages are analysed. Then, good agreement is observed until 5 years. Nevertheless, important differences occur after 20 years, in spite of essentially one-dimensional diffusion transport is simulated. These differences appear due to the bidirectional chloride diffusion simulated in this case, which is not properly represented by the analytical approach. It is worth emphasizing that the influence of the bidirectional chloride diffusion is evident in case 3, in which essentially two-dimensional chloride diffusion is accounted. In the latter case, large differences are observed even in early ages. Moreover, the chloride concentration evolves faster along time, in this case, in comparison with one-directional cases. The corrosion time initiation is 26 years and 13 years for cases 2 and 3, respectively. Then, in comparison with case 1, reductions of 10% and 55% are observed.

Finally, large behaviour differences among numerical and analytical responses are observed in case 4. In this case, the chloride concentration at the specimen surface is a function of time. As expected, the numerical responses are capable to represent the time dependent behaviour. Nevertheless, such behaviour is not represented properly by the analytical approach. Actually, Fick’s solution assumes time independent boundary conditions, which is not observed in practical engineering problems. The time for corrosion initiation determined by the BEM is 18 years, which is 38% shorter than in case 1.

The present application illustrates some limitations of the Fick’s law in simulating the chloride diffusion transport mechanism. Particularly, the limitations associated to the time dependent boundary conditions and multi-directional fluxes must be emphasized. In such cases, the hypotheses of Fick’s approach are violated and this analytical approach does not represent properly the physical phenomenon. It is worth stressing that the
cases 2, 3 and 4 concern practical diffusion problems, in which multi-directional fluxes are observed and time dependent chloride concentration at the surface occurs. In such cases, major differences of chloride concentration behaviour along time are observed. Thus, based on the present results, one emphasizes that Fick’s law must be criteriously utilized. Moreover, its limitations must be accounted for the proper diffusion modelling.

5.2 Application 2

In this application, the diffusion-probabilistic modelling of the specimen illustrated in Figure 4 is presented. Thus, the geometry and boundary conditions discussed in the previous application are accounted. However, the randomness on problem variables is included and the uncertainties are quantified taking into account the corrosion time initiation. The limit state function utilized in the present analysis is as follows:

\[ G = t_c(X) - t_{SL} \] (24)

in which \( t_c \) indicates the corrosion time initiation, which is a function of the random variables, \( X \). \( t_{SL} \) is the expected structural life time. Thus, positive values in Equation 24 indicate safe condition.

In this application, \( t_c \) is calculated either by the BEM model or the Fick’s approach. Moreover, the probability of failure is assessed by the MCSM. In this application, one verifies if the large differences behaviour observed in the last application lead to the similar differences behaviour on the values of probabilities of failure.

In this analysis, three random variables are considered. The statistical distributions assigned for each random variable as well as its statistical properties are described in Table 1. It is worth mentioning that the mean values for the chloride concentration at the surface for case 4 are presented in the previous application, Figure 6.

| Parameter                              | Distribution type | Mean            | C.O.V. |
|----------------------------------------|-------------------|-----------------|--------|
| Chloride threshold content \( C_{lim} \) | Uniform           | 0.60 kg/m\(^3\) | 0.1443 |
| Coefficient of Diffusion \( \kappa_0 \) | Lognormal         | 67.7228 mm\(^2\)/year | 0.50   |
| Chloride concentration at the Surface \( C_S \) | Lognormal         | 1.15 kg/m\(^3\) (moderate aggressiveness) | 0.50   |

The BEM simulations required a mesh composed of 54 linear isoparametric discontinuous boundary elements, which lead to the 108 collocation points. In addition, 40 time steps were utilized for the temporal integration. Moreover, it is assumed that \( u = q = 0 \) in \( t = 0 \). The space and time discretisation have been determined accounting for standard convergence procedure. Then, further refined discretisation do not introduce significant changes into the mechanical modelling. The probability of failure was assessed at the internal points positioned following the pattern mentioned in the previous application. At each of these internal points, 10,000 Monte Carlo simulations were performed. It is worth mentioning that the range sample utilized in this application was sufficient for achieving the convergence during the probabilistic modelling.

The evolutions of the probability of failure along time for different depth values are illustrated in Figure 9. In this figure, the four different boundary conditions presented in the previous application are utilized. In addition, the evolution of the probability of failure along time for fixed depth values is presented in Figure 10.
Excellent agreement is observed among the probabilistic responses achieved by the BEM and the Fick’s approach for case 1. This behaviour was expected because the chloride flux is essentially one-directional in this case. Nevertheless, major differences are observed for the other cases. Therefore, the probability of failure is largely dependent of the multi-directional flux condition in addition to the time dependent boundary conditions. This observation illustrates the weakness of the Fick’s approach in simulating complex chloride ingress cases. Moreover, it demonstrates that numerical approaches are necessary to simulate properly this complex engineering problem.

It is worth mentioning that, in all cases, the probability of failure grows faster at small depths, as expected. The chloride concentration grows faster at those positions because of the near presence of chlorides at the surface. Therefore, fair cover depth values must be prescribed in structural design to assure adequate structural durability.
5.3 Application 3

This application handles the diffusion-probabilistic modelling in the cross-section illustrated in Figure 11. This problem concerns a typical reinforced concrete beam connected to a concrete slab, which is largely utilized in bridge decks systems. The beam has rectangular cross-section of 20 x 50 cm whereas the slab has 15 cm thickness. The resulting T-cross-section shape is subjected to chloride ingress along six of its boundaries. The upper boundary is subjected to external chloride concentration $C_{S1}$ and the lower boundaries are exposed to external chloride concentration $C_{S2}$. The cross-section dimensions and the boundary conditions are illustrated in Figure 11.

![Figure 11 – Geometry and boundary conditions](image)

The probabilistic modelling aims the determination of isoprobability of failure maps, which describe the evolution of the probability of failure along time for points that compose the cross-section domain. Thus, the limit state function considered in the present analysis is the illustrated in Equation 24. Such maps enable the accurate choice of the cover thickness by the analyst based on a given probability of failure target.

The diffusion analysis along time is performed by the BEM. The mesh utilized by the numerical model is composed of 74 quadratic isoparametric discontinuous boundary elements, which lead to the 222 collocation points. In addition, 33 time steps were utilized for the temporal integration, which cover the time span from 0 until 99 years. Moreover, it is assumed that $u = q = 0$ in $t = 0$. The space and time discretisation have been determined accounting for standard convergence procedure. Then, further refined discretisation does not introduce significant changes into the mechanical modelling.

The probabilistic modelling is performed accounting for the random variables described in Table 2. It is worth mentioning that three different environment aggressiveness were considered in the present analysis.

| Environment aggressiveness level | Parameter                           | Distribution type | Mean          | C.O.V. |
|----------------------------------|-------------------------------------|-------------------|---------------|--------|
| All                              | Chloride threshold content $C_{lim}$ | Uniform           | 0.90 kg/m³    | 0.19   |
| All                              | Coefficient of Diffusion $\kappa_0$ | Lognormal         | 0.2305720 cm²/year | 0.50   |
| Moderate/Normal                  | $\text{Cl}^-$ concentration at the surface $C_{S1}$ | Lognormal         | 1.15 kg/m³    | 0.50   |
|                                  | $\text{Cl}^-$ concentration at the surface $C_{S2}$ | Lognormal         | 0.92 kg/m³    | 0.50   |
| High                             | $\text{Cl}^-$ concentration at the surface $C_{S1}$ | Lognormal         | 2.95 kg/m³    | 0.75   |
|                                  | $\text{Cl}^-$ concentration at the surface $C_{S2}$ | Lognormal         | 2.36 kg/m³    | 0.75   |
| Extreme                          | $\text{Cl}^-$ concentration at the surface $C_{S1}$ | Lognormal         | 7.35 kg/m³    | 0.75   |
|                                  | $\text{Cl}^-$ concentration at the surface $C_{S2}$ | Lognormal         | 5.88 kg/m³    | 0.75   |

The probability of failure was assessed by the MCSM. For each environment aggressiveness, 10,000 simulations were performed to assess the probability of failure. It is worth mentioning that the sample range was sufficient for achieving the probabilistic convergence, as illustrated in Appendix B. Such method simulated the limit state function into 386 internal points,
which were distributed into an uniform grid at the cross-section domain. Therefore, the probability of failure is assessed for each internal point. Based on these responses, a map of isoprobability of failure is obtained.

The isoprobability of failure maps for normal, high and extreme environment aggressiveness are shown in Figure 12, Figure 13 and Figure 14, respectively. The expected structural life time of 25 years and 50 years are considered.

![Figure 12](image12.png)  
**Figure 12** – Isoprobability maps for 25 years and 50 years. Normal environment aggressiveness.

![Figure 13](image13.png)  
**Figure 13** – Isoprobability maps for 25 years and 50 years. High environment aggressiveness.

![Figure 14](image14.png)  
**Figure 14** – Isoprobability maps for 25 years and 50 years. Extreme environment aggressiveness.

As expected, high values for the probability of failure are observed for points positioned near the external boundaries. In addition, the probability of failure values decrease faster as these points move from the boundary to the cross-section kernel. It is worth mentioning the huge influence of the environment aggressiveness level on the probability of failure values. Thus, higher probability of failure values are observed as higher is the environment aggressiveness. The probabilities of failure evolve faster at the upper cross-section boundary because at this position the chloride concentration at the surface is higher than at the other boundaries. In addition, the probabilities of failure values decrease near the boundaries in which the flux is assumed as nil, as expected. The results presented in the three last figures show the major importance of designing properly the cover thickness...
taking into account the environment aggressiveness. Moreover, the corrosion time initiation may be improved by utilizing proper schemes that make nil the flux at specific structural boundaries.

Additional analyses were performed to determine, in a detailed mode, the evolution of the probability of failure in particular regions of the T-cross-section shape. Then, internal points were concentrated at specific regions, in spite of the boundary conditions are applied along the entire cross-section boundaries. Three regions were utilized for this purpose: the corner A, the corner H and the left portion of the slab. 196 internal points were utilized for achieving the map of isoprobability of failure at the corner A. The same map was obtained by 192 internal points in corner H. Finally, the slab region was analysed accounting for 196 internal points. Such points were uniformly distributed along each particular analysed region. The regions dimensions are illustrated in Figure 15, Figure 16 and Figure 17. It is worth mentioning that the additional analyses were performed taking into account solely the normal environment aggressiveness. Moreover, for each region, the probability of failure was assessed considering as structural service life of 25 years, 50 years and 75 years.

Figure 15 – Isoprobability of failure curves for corner A. Probability of failure values for 25 years, 50 years and 75 years. Dimensions in cm.

Figure 16 – Isoprobability of failure curves for corner H. Probability of failure values for 25 years, 50 years and 75 years. Dimensions in cm.

Figure 17 – Isoprobability of failure curves for slab region. Probability of failure values for 25 years, 50 years and 75 years. Dimensions in cm.
The last three figures illustrate different evolutions of the probability of failure, although each particular region belong to the same cross-section. Such differences are explained by the boundary conditions and the cross-section geometry, which have major importance into the chloride diffusion evolution inside the material. In addition, these results demonstrate that Fick’s approach is not robust in the solution of problems with multidirectional flux condition.

The probabilities of failure grow faster along time for the corner A, Figure 15. Nevertheless, the probabilities of failure values decay faster as the analysed point is far from the boundaries. For the cover thickness from 1.0 to 5.0 cm, the probabilities of failure decay from 0.9737 to 0.0745 at 50 years. This behaviour emphasizes the major importance of adopting fair values for cover thickness, which lead to the adequate durability. Similar behaviour is observed for the corner H, Figure 16. However, in this corner, the growth of the probability of failure is smooth in comparison with corner A. Such behaviour is explained by the slab presence, which smooths the chloride flux distribution at that position.

Finally, the probability of failure values grow faster and uniformly at the slab thickness, Figure 17. This behaviour is explained by the bidirectional chloride flux ingress, which occur at upper and lower slab boundaries.

The results presented in this application demonstrate the large influence of the bidirectional chloride flux into the chloride concentration at the material domain. Moreover, the results illustrate the major importance of adopting proper cover thickness values because the probability of failure decay faster along the cover thickness.

6 CONCLUSIONS

This study presented a diffusion-probabilistic framework to analyse the corrosion time initiation in concrete structures. The diffusion phenomenon is modelled by the BEM, in which transient potential and flux conditions are accounted. Two-dimensional conditions are assumed. Then, the chloride concentration evolution along time for particular cross-sections are handled. The MCSM was utilized to quantify the uncertainties. The BEM has been marginally utilized in the literature for modelling the chloride ingress. Moreover, the coupling of accurate and robust numerical models for diffusion to probabilistic approaches has been also marginally explored in the literature. Then, these aspects are original in the present study.

The first application demonstrates the robustness of the diffusion BEM model over classical analytical approaches, such as the Fick’s law. This application demonstrates that complex diffusion problems are not properly handled by the analytical approach, in spite of the Fick’s law is largely utilized for this purpose.

The second and third applications demonstrate the uncertainty quantification process in complex diffusion problems. The evolution of the probability of failure along the cross-section domain is demonstrated. In addition, the results show the importance of designing properly the cover thickness, which enables the adequate structural durability. The cover depth value may be achieved by coupling the proposed framework to optimisation approaches. In this case, the cover depth value may be achieved accounting for a desired safety level, i.e, a probability of failure target.
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APPENDIX A: SINGULARITY SUBTRACTION TECHNIQUE EXPRESSIONS

The singularity subtraction technique is utilized to regularize the kernel $u^*$. Then, the integration by parts of kernel $u^*$ as a function of time results in:

$$U^*_k(\xi, \zeta) = \int \frac{dt}{4\pi \kappa} \left[ E_i \left( \frac{\kappa^2}{4 \kappa (t_P - t_F^*)} \right) - E_i \left( \frac{\kappa^2}{4 \kappa (t_P - t_F^0)} \right) \right] - \int \frac{dt}{4\pi \kappa} \left[ E_i (a^0_0) - E_i (a^f_1) \right]$$

(A.1)

where $E_i$ is the exponential-integral function $E_i(z) = \int_1^{\infty} \frac{e^{-zt}}{t} dt$ and $a^0$ and $a^f$ are as follows:

$$a^0_f = \frac{\kappa^2}{4 \kappa (t_P - t_F^0)}$$

(A.2)

$$a^0_0 = \frac{\kappa^2}{4 \kappa (t_P - t_F^0)}$$

(A.3)

The singularity is observed in $U^*_k$ when $k = 1$, i.e., in the first time step. Moreover, singularity is also observed when the source point approaches to the field point, i.e., when $r \to 0$. Thus, when $k = 1$, Equation A.1 becomes:

$$U^*_k(\xi, \zeta) = \int \frac{dt}{4\pi \kappa} \left[ E_i (a^0_0) - E_i (a^f_1) \right]$$

(A.4)

The variables $a^0_f$ and $a^0_0$ always assume non-negative values because $\kappa > 0$, $r > 0$ and $t_F > t_F^0 > t_F^1$. In Equation A.2, when $r$ is nil and $t_F^1 \to t_P$, $a^0_f \to +\infty$. Thus, the exponential-integral function is evaluated at $+\infty$, which results in a nil value. In Equation A.3 when $r$ is nil, $a^0_0 \to 0$, because the denominator ($t_F^0 - t_F^0$) is always greater than zero ($t_F^1 > t_F^0$).

Thus, the exponential-integral function has nil, which results in a singularity as follows:

$$U^*_k(\xi, \zeta) = \int \frac{dt}{4\pi \kappa} \left[ E_i (0) - E_i (\infty) \right] = \int \frac{dt}{4\pi \kappa} \left[ E_i (0) \right]$$

(A.5)

The singularity that arises in this equation is logarithmic for distinct intervals of the exponential-integral function argument, $0 \leq z < 1$ and $1 < z < \infty$. Thus, the kernel containing $u^*$ can be regularized by the following equation:

$$\int_{r_f}^{r_t} \frac{dU^*_k(\xi, \zeta)}{d\Gamma_j} = \int \frac{dt}{4\pi \kappa} \left[ E_i (a^0_0) - \ln (a^f_0) \right] d\Gamma_j + \int \frac{dt}{4\pi \kappa} \left[ \ln (a^f_0) \right] d\Gamma_j$$

(A.6)

Let $\xi_0$ be the dimensionless coordinate of the source point, $\zeta$ the dimensionless coordinate of the field point, $x_i$ the real coordinate of a given point, $\phi$ the shape function, $\phi_j$ the shape function derivative and being the Jacobian given by $J = \sqrt{\left| \frac{\partial \phi_j}{\partial \phi_i} \phi_i \right|}$, the real distance $r$ between the source and the field points is calculated as follows:

$$r = r^* = \sqrt{\left| \xi - \xi_0 \right|}$$

(A.7)
where \( \varepsilon = |\xi - \xi_0| \) is the dimensionless distance between the source and field points. Substituting \( d \Gamma = d \xi \) in Equation A.6 gives:

\[
\int \frac{C_j^{\ell} (\xi, \xi_0)}{\xi_0} d \Gamma_j = \frac{1}{4 \pi \kappa} \int E_j \left( \frac{\phi (\xi) J(\xi)}{d \xi} \right) d \xi - \frac{1}{4 \pi \kappa} \int \frac{1}{d \xi} \ln \left( a_0^* \right) \phi (\xi_0) J(\xi_0) d \xi + \frac{1}{4 \pi \kappa} \int \frac{1}{d \xi} \ln \left( a_0^* \right) \phi (\xi_0) J(\xi_0) d \xi
\]

(A.8)

where:

\[
a_0^* = \left( \frac{r^*}{4 \kappa (t_1^* - t_0^*)} \right)^2 \frac{\left[ F(\xi_0) \right]^2}{4 \kappa (t_1 - t_0)}
\]

(A.9)

In Equation A.8, the first two integrals on the right side are bounded and no longer singular. Then, they are numerically evaluated by the Gauss-Legendre quadrature. The last integral is evaluated analytically, being called integral \( I \):

\[
I = \frac{1}{4 \pi \kappa} \int \frac{1}{d \xi} \ln \left( a_0^* \right) \phi (\xi_0) J(\xi_0) d \xi
\]

(A.10)

The change of the integration domain from \( d \xi \) to \( d \varepsilon \) and consequently the integration intervals, gives:

\[
I = \frac{1}{4 \pi \kappa} \int_{-t_1^*}^{l-t_0^*} \ln \left[ \frac{\left[ F(\xi_0) \right]^2}{4 \kappa (t_1^* - t_0^*)} \right] \phi (\xi_0) J(\xi_0) d \varepsilon
\]

(A.11)

For simplicity, considering \( t_0^* = 0 \), one obtains:

\[
I = \frac{1}{4 \pi \kappa} \int_{-t_1^*}^{l-t_0^*} 2 \ln \left[ \frac{\left[ F(\xi_0) \right]^2}{4 \kappa (t_1^* - t_0^*)} \right] \phi (\xi_0) J(\xi_0) d \varepsilon - \frac{1}{4 \pi \kappa} \int_{-t_1^*}^{l-t_0^*} \ln (4 \kappa t_1^*) \phi (\xi_0) J(\xi_0) d \varepsilon
\]

(A.12)

Because of the singular kernel present in Equation A.12, the integral must be evaluated in the Cauchy principal (CPV) sense. Then:

\[
CPV = \lim_{\varepsilon \to 0} \left\{ \frac{1}{4 \pi \kappa} \int_{-t_1^*}^{l-t_0^*} 2 \ln \left[ \frac{\left[ F(\xi_0) \right]^2}{4 \kappa (t_1^* - t_0^*)} \right] \phi (\xi_0) J(\xi_0) d \varepsilon - \frac{1}{4 \pi \kappa} \int_{-t_1^*}^{l-t_0^*} \ln (4 \kappa t_1^*) \phi (\xi_0) J(\xi_0) d \varepsilon \right\}
\]

\[
CPV = \lim_{\varepsilon \to 0} \left\{ \frac{1}{4 \pi \kappa} \phi (\xi_0) J(\xi_0) \left[ 2 \ln \left[ \frac{\left[ F(\xi_0) \right]^2}{4 \kappa (t_1^* - t_0^*)} \right] d \varepsilon + \int_{-t_1^*}^{l-t_0^*} 2 \ln \left[ \frac{\left[ F(\xi_0) \right]^2}{4 \kappa (t_1^* - t_0^*)} \right] d \varepsilon - \int_{-t_1^*}^{l-t_0^*} \ln (4 \kappa t_1^*) \phi (\xi_0) J(\xi_0) d \varepsilon - \int_{-t_1^*}^{l-t_0^*} \ln (4 \kappa t_1^*) \phi (\xi_0) J(\xi_0) d \varepsilon \right\}
\]

(A.13)

To evaluate the terms of Equation A.13 properly, they are written in separated form, from \( I_1 \) to \( I_4 \) as follows:

\[
CPV = \lim_{\varepsilon \to 0} \left\{ \frac{1}{4 \pi \kappa} \phi (\xi_0) J(\xi_0) \left[ I_1 + I_2 + (I_3 + I_4) \right] \right\}
\]

(A.14)
Thus, evaluating \( I_1 \) one has:

\[
I_1 = 2\left[ e \ln \left( J(\xi_0) e^{\varepsilon} \right) \right]_{1 - \xi_0}^{\xi_0} = 2\left[ -e \ln \left( J(\xi_0) e^{\varepsilon} \right) + e - \left( -1 - \xi_0 \right) \ln \left( J(\xi_0)(1 - \xi_0) \right) + 1 + \xi_0 \right] \quad (A.15)
\]

Thus, evaluating \( I_2 \) one has:

\[
I_2 = 2\left[ e \ln \left( J(\xi_0) e^{\varepsilon} \right) \right]_{1 - \xi_0}^{\xi_0} = 2\left[ (1 - \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) - 1 + \xi_0 - e \ln \left( J(\xi_0) e^{\varepsilon} - e \right) \right] \quad (A.16)
\]

Then, evaluating \( I_3 \) one has:

\[
I_3 = \ln \left( 4\kappa T_F \right) \left[ -e + 1 + \xi_0 \right] \quad (A.17)
\]

Then, evaluating \( I_4 \) one has:

\[
I_4 = \ln \left( 4\kappa T_F \right) \left[ I - \xi_0 - e \right] \quad (A.18)
\]

Adding \( I_1 \) and \( I_2 \) one obtains:

\[
I_1 + I_2 = 2\left[ -e \ln \left( J(\xi_0) e^{\varepsilon} \right) + e + (1 + \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) - 1 - \xi_0 + (1 - \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) - 1 + \xi_0 - e \ln \left( J(\xi_0) e^{\varepsilon} + e \right) \right] \rightarrow
\]

\[
I_1 + I_2 = 2\left[ -2e \ln \left( J(\xi_0) e^{\varepsilon} \right) + 2e - 2(1 + \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) + (1 - \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) \right] \quad (A.19)
\]

Adding \( I_3 \) and \( I_4 \) one obtains:

\[
I_3 + I_4 = \ln \left( 4\kappa T_F \right) \left[ -e + 1 + \xi_0 + I - \xi_0 - e \right] = \ln \left( 4\kappa T_F \right) \left[ -2e + 2 \right] \quad (A.20)
\]

By applying the L'Hôpital’s theorem one obtains:

\[
\lim_{\varepsilon \to 0} \left( e \ln \left( J(\xi_0) e^{\varepsilon} \right) \right) = 0 \quad (A.21)
\]

Therefore, the limit of Equation A.14 is achieved as follows:

\[
CPV = \frac{1}{4\pi \kappa} \phi(\xi_0) J(\xi_0) \left[ -4 + 2(1 + \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) + 2(1 - \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) - 2 \ln \left( 4\kappa T_F \right) \right] \quad (A.22)
\]

Consequently:

\[
CPV = \frac{1}{2\pi \kappa} \phi(\xi_0) J(\xi_0) \left[ -2 + (1 + \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) + (1 - \xi_0) \ln \left( J(\xi_0)(1 - \xi_0) \right) - \ln \left( 4\kappa T_F \right) \right] \quad (A.23)
\]
It is worth mentioning that Equation A.23 is valid for discontinuous elements, i.e., when the source points are not positioned at the element ends \( \xi_0 = \pm 1 \). When continuous elements are utilized, the finite part of Equation A.23 is evaluated, leading to the following:

\[
CPV = \frac{1}{2\pi} \phi(\xi_0) J_1(\xi_0) \left[ -2 + 2 \ln \left( \frac{4 J^2(\xi_0)}{\ln(4\rho_0)} \right) \right] \tag{A.24}
\]

**APPENDIX B: CONVERGENCE ANALYSIS FOR MONTE CARLO SIMULATIONS**

This appendix presents the convergence analysis for the probabilistic modelling. Particularly, the application 3 is accounted, which is the complex case handled in this study. Figures 18, 19 and 20 illustrate the convergence analysis. These figures demonstrate that the range sampling of 10,000 is sufficient for describing the assessment space.

Because the application 3 is complex than application 2, the same range of sampling is sufficient for describing the assessment space of the latter application.

Figure 18 – Convergence analysis for \( x = 52 \text{ cm}, y = 2 \text{ cm} \) and \( t = 25 \text{ years} \).

Figure 19 – Convergence analysis for \( x = 52 \text{ cm}, y = 48 \text{ cm} \) and \( t = 25 \text{ years} \).
Figure 20 – Convergence analysis for $x = 52$ cm, $y = 8$ cm and $t = 25$ years.