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Abstract

A methodology is presented for component-based machine translation (MT) evaluation through causal error analysis to complement existing global evaluation methods. This methodology is particularly appropriate for knowledge-based machine translation (KBMT) systems. After a discussion of MT evaluation criteria and the particular evaluation metrics proposed for KBMT, we apply this methodology to a large-scale application of the KANT machine translation system, and present some sample results.

1 Introduction

Machine Translation (MT) is considered the paradigm task of Natural Language Processing (NLP) by some researchers because it combines almost all NLP research areas: syntactic parsing, semantic disambiguation, knowledge representation, language generation, lexical acquisition, and morphological analysis and synthesis. However, the evaluation methodologies for MT systems have heretofore centered on black box approaches, where global properties of the system are evaluated, such as semantic fidelity of the translation or comprehensibility of the target language output. There is a long tradition of such black-box MT evaluations (Van Slype, 1979; Nagao, 1985; JEIDA, 1989; Wilks, 1991), to the point that Yorick Wilks has stated: “MT Evaluation is better understood than MT” (Carbonell & Wilks, 1991). While these evaluations are extremely important, they should be augmented with detailed error analyses and with component evaluations in order to produce causal analyses pinpointing errors and therefore leading to system improvement. In essence, we advocate both causal component analyses as well as global behavioral analyses, preferably when the latter is consistent with the former via composition of the component analyses.

The advent of Knowledge Based Machine Translation (KBMT) facilitates component evaluation and error attribution because of its modular nature, though this observation by no means excludes transfer-based systems from similar analyses. After reviewing the reasons and criteria for MT evaluation, this paper describes a specific evaluation methodology and its application to the KANT system, developed at CMU’s Center for Machine Translation (Mitamura, et al. 1991). The KANT KBMT architecture is particularly well-suited for detailed evaluation because of its relative simplicity compared to other KBMT systems, and because it has been scaled up to industrial-sized applications.

2 Reasons for Evaluation

Machine Translation is evaluated for a number of different reasons, and when possible these should be kept clear and separate, as different types of evaluation are best suited to measure different aspects of an MT system. Let us review the reasons why MT systems may be evaluated:

- **Comparison with Humans.** It is useful to establish a global comparison with human-quality translation as a function of task. For general-purpose accurate translation, most MT systems have a long way to go. A behavioral black-box evaluation is appropriate here.
- **Decision to use or buy a particular MT system.** This evaluation is task dependent, and must take both quality of translation as well as economics into account (e.g. cost of purchase and of adapting the MT system to the task, vs. human translator cost). Behavioral black-box evaluations are appropriate here too.
- **Comparison of multiple MT systems.** The comparison may be to evaluate research progress as in the ARPA MT evaluations, or to determine which system should be considered for purchase and use. If the systems employ radically different MT paradigms, such as EBMT and KBMT, only black-box evaluations are meaningful, but if they employ similar methods, then both forms of evaluation are appropriate. It can be very informative to determine which system has the better parser, or which is able to perform certain difficult disambiguations better, and so on, with an eye towards future synthesis of the best ideas from different systems. The speech-recognition community has benefited from such comparisons.
- **Tracking technological progress.** In order to determine how a system evolves over time it is very useful to know which components are improving and which are not, as well as their contribution to overall MT performance. Moreover, a phenomena-based evaluation is useful here: Which previously problematic linguistic phenomena are being handled better and by having improved which module or knowledge source? This is exactly the kind of information that other MT researchers would find extremely valuable to improve their own systems – much more so than a relatively empty global statement such as: “KANT is doing 5% better this month.”
- **Improvement of a particular system.** Here is where component analysis and error attribution are most valuable. System engineers and linguistic knowledge source maintainers (such as lexicographers) perform best when
given a causal analysis of each error. Hence module-by-module performance metrics are key, as well as an analysis of how each potentially problematic linguistic phenomenon is handled by each module.

Different communities will benefit from different evaluations. For instance, the MT user community (actual or potential) will benefit most from global black-box evaluations, as their reasons are most clearly aligned with the first three items above. The funding community (e.g., EEC, ARPA, MITI), wants to improve the technological infrastructure and determine which approaches work best. Thus, their interests are most clearly aligned with the third and fourth reasons above, and consequently with both global and component evaluations. The system developers and researchers need to know where to focus their efforts in order to improve system performance, and thus are most interested in the last two items: the causal error analysis and component evaluation both for their own systems and for those of their colleagues. In the latter case, researchers learn both from blame-assignment in error analysis of their own systems, as well as from successes of specific mechanisms tested by their colleagues, leading to importation and extension of specific ideas and methods that have worked well elsewhere.

3 MT Evaluation Criteria
There are three major criteria that we use to evaluate the performance of a KBMT system: Completeness, Correctness, and Stylistics.

3.1 Completeness
A system is complete if it assigns some output string to every input string it is given to translate. There are three types of completeness which must be considered:

- **Lexical Completeness.** A system is lexically complete if it has source and target language lexicon entries for every word or phrase in the translation domain.

- **Grammatical Completeness.** A system is grammatically complete if it can analyze the grammatical structures encountered in the source language, and it can generate all of the grammatical structures necessary in the target language translation. Note that the notion of “grammatical structure” may be extended to include constructions like SGML tagging conventions, etc. found in technical documentation.

- **Mapping Rule Completeness.** A system is complete with respect to mapping rules if it assigns an output structure to every input structure in the translation domain, regardless of whether this mapping is direct or via an interlingua. This implies completeness of either transfer rules in transfer systems or the semantic interpretation rules and structure selection rules in interlingua systems.

3.2 Correctness
A system is correct if it assigns a correct output string to every input string it is given to translate. There are three types of correctness to consider:

- **Lexical Correctness.** Each of the words selected in the target sentence is correctly chosen for the concept that it is intended to realize.

- **Syntactic Correctness.** The grammatical structure of each target sentence should be completely correct (no grammatical errors);

- **Semantic Correctness.** Semantic correctness presupposes lexical correctness, but also requires that the compositional meaning of each target sentence should be equivalent to the meaning of the source sentence.

3.3 Stylistics
A correct output text must be meaning invariant and understandable. System evaluation may go beyond correctness and test additional, interrelated stylistic factors:

- **Syntactic Style.** An output sentence may contain a grammatical structure which is correct, but less appropriate for the context than another structure which was not chosen.

- **Lexical Appropriateness.** Each of the words chosen is not only a correct choice but the most appropriate choice for the context.

- **Usage Appropriateness.** The most conventional or natural expression should be chosen, whether technical nomenclature or common figures of speech.

- **Other.** Formality, level of difficulty of the text, and other such parameters should be preserved in the translation or appropriately selected when absent from the source.

4 KBMT Evaluation Criteria and Correctness Metrics
In order to evaluate an interlingual KBMT system, we define the following KBMT evaluation criteria, which are based on the general criteria discussed in the previous section:

- **Analysis Coverage (AC).** The percentage of test sentences for which the analysis module produces an interlingua expression.

- **Analysis Correctness (AA).** The percentage of the interlinguas produced which are complete and correct representations of the meaning of the input sentence.

- **Generation Coverage (GC).** The percentage of complete and correct interlingua expressions for which the generation module produces a target language sentence.

- **Generation Correctness (GA).** The percentage of target language sentences which are complete and correct realizations of the given complete and correct interlingua expression.

More precise definitions of these four quantities, as well as weighted versions thereof, are presented in Figure 1\(^1\).

Given these four basic quantities, we can define translation correctness as follows:

- **Translation Correctness (TA).** This is the percentage of the input sentences for which the system produces a complete and correct output sentence, and can be calculated by multiplying together Analysis Coverage, Analysis Correctness, Generation Coverage, and Generation Correctness:

\[
TA = AC \times AA \times GC \times GA
\]

For example, consider a test scenario where 100 sentences are given as input; 90 sentences produce interlinguas; 85 of the interlinguas are correct; for 82 of these

\(^1\)An additional quantity shown in Figure 1 is the fluency of the target language generation (FA), which will not be discussed further in this paper.
De®nitionsand Formulas for Calculating Strict

Preliminary Evaluation of KANT
modules are the matcher and the modi®er. Appropriate
at a ®ner-grained level. Of course, for transfer-based systems
forexample, hastwo sequential analysis modules (sourcetext
generation modules, and therefore all can be subjected to the
output sentences for a given testsuite, but often mod-
ules are tested separately and it is useful to combine the
analysis and generation ®gures in this way. It is also
important to note that even if each module in the system
introduces only a small error, the cumulative effect can
be very substantial.

All interlingua-based systems contain separate analysis and
generation modules, and therefore all can be subjected to the
style of evaluation presented in this paper. Some systems,
however, further modularize the translation process. KANT,
for example, has two sequential analysis modules (source text
to syntactic f-structures; f-structures to interlingua) (Mit-
amura, et al., 1991). Hence the evaluation could be conducted
at a ®ner-grained level. Of course, for transfer-based systems
the modular decomposition is analysis, transfer and generate-
generation modules, and for example-based MT (Nagao, 1984)
modules are the matcher and the modi®er. Appropriate met-
rics for completeness and correctness can be de®ned for each
MT paradigm based on its modular decomposition.

5 Preliminary Evaluation of KANT

In order to test a particular application of the KANT system,
we identify a set of test suites which meet certain criteria:

• Grammar Test Suite. This test suite contains sentences
which exemplify all of the grammatical constructions
allowed in the controlled input text, and is intended to
test whether the system can translate all of them.

• Domain Lexicon Test Suite. This test suite contains texts
which exemplify all the ways in which general domain
terms (especially verbs) are used in different contexts. It
is intended to test whether the system can translate all of
the usage variants for general domain terms.

• Preselected Input Texts. These test suites contain texts
from different parts of the domain (e.g., different types of
manuals for different products), selected in advance.
These are intended to demonstrate that the system can
translate well in all parts of the customer domain.

• Randomly Selected Input Texts. These test suites are
comprised of texts that are selected randomly by the
evaluator, and which have not been used to test the sys-
tem before. These are intended to illustrate how well the
system will do on text it has not seen before, which gives
the best completeness-in-context measure.

The®rst three types of test suite are employed for regression
testing as the system evolves, whereas the latter type is
generated anew for each major evaluation. During develop-
ment, each successive version of the system is tested on the
available test data to produce aggregate ®gures for AC, AA,
GC, and GA.

5.1 Coverage Testing

The coverage results (AC and GC) are calculated automatic-
ically by a program which counts output structures during
analysis and generation. During evaluation, the translation
system is split into two halves: Source-to-Interlingua and
Interlingua-to-Target. For a given text, this allows us to au-
tomatically count how many sentences produced interlinguas,
thus deriving AC. This also allows us to automatically count
how many interlinguas produced output sentences, thus der-
viving GC.

5.2 Correctness Testing

The correctness results (AA and GA) are calculated for a given
text by a process of human evaluation. This requires the ef-
effort of a human evaluator who is skilled in the source language,
target language, and translation domain. We have developed
a method for calculating the correctness of the output which
involves the following steps:

1. The text to be evaluated is translated, and the input and
output sentences are aligned in a separate ®le for evalu-
utation.

2. A scoring program presents each translation to the eval-
uator. Each translation is assigned a score from the
following set of possibilities:

• C (Correct). The output sentence is completely
correct; it preserves the meaning of the input sen-
tence completely, is understandable without diffi-
culty, and does not violate any rules of grammar.

• I (Incorrect). The output sentence is incomplete (or
empty), or not easily understandable.

• A (Acceptable). The sentence is complete and eas-
ily understandable, but is not completely grammati-
cal or violates some SGML tagging convention.

3. The score for the whole text is calculated by tallying the
different scores. The overall correctness of the trans-
lation is stated in terms of a range between the strictly
correct (C) and the acceptable (C + A) (cf. Figure 2)\(^2\).

\(^2\)In the general case, one may assign a speci®c error coef®cient
to each error type, and multiply that coef®cient by the number of
sentences exhibiting the error. The summation of these products
across all the errorful sentences is then used to produce a weighted
error rate. This level of detail has not yet proven to be necessary in
current KANT evaluation. See Figure 1 for examples of formulas
weighted by error.
5.3 Causal Component Analysis

The scoring program used to present translations for evaluation also displays intermediate data structures (syntactic parse, interlingua, etc.) if the evaluator wishes to perform component analysis in tandem with correctness evaluation.

In this case, the evaluator may assign different machine-readable error codes to each sentence, indicating the location of the error and its type, along with any comments that are appropriate. The machine-readable error codes allow all of the scored output to be sorted and forwarded to maintainers of different modules, while the unrestricted comments capture more detailed information.

For example, in figure 2, Sentence 2 is marked with the error codes (:MAP :LEX), indicating that the error is the selection of an incorrect target lexeme (ouvrer), occurring in the Target Language Mapper. It is interesting to note that our evaluation method will assign a correctness score of 0% (strictly correct) 25% (acceptable) to this small text, since no sentences are marked with “C” and only one sentences is marked with “A”. However, if we use the metric of “counting the percentage of words translated correctly” this text would score much higher (37/44, or 84%). A sample set of error codes used for KANT evaluation is shown in Figure 3.

---

1. "Do not heat above the following temperature:"  
   "Ne réchauffez pas la température suivante au-dessus:"  
   Score: 1 ; Error: :ORD
2. "Cut the bolt to a length of 203.2 mm."  
   "Ouvrez le boulon à une longueur de 203,2 mm."  
   Score: 1 ; Error: :MAP :LEX
3. "Typical location of the 3F9025 Bolts, which must be used on the 826C Compactors:"  
   "Position typique des boulons 3F9025 sur les compacteurs:"  
   Score: 1 ; Error: :INT :IR
4. "Use spacers (2) evenly on both sides to eliminate side movement of the frame assembly."  
   "Employez les entretoises (2) sur les deux côtés pour éliminer jeu latéral de l’ensemble de bûti uniformément."  
   Score: A ; Error: :MAP :ORD

---

Figure 2: Sample Excerpt from Scoring Sheet

5.4 Current Results

The process described above is performed for each of the test suites used to evaluate the system. Then, an aggregate table is produced which derives AC, AA, GC, and GA for the system over all the test suites.

At the time of this writing, we are in the process of completing a large-scale English-to-French application of KANT in the domain of heavy equipment documentation. We have used the process detailed in this section to evaluate the system on a bi-weekly basis during development, using a randomly-selected set of texts each time. An example containing aggregate results for a set of 17 randomly-selected texts is shown in Figure 4.

In the strict case, a correct sentence receives a value of 1 and a sentence containing any error receives a value of zero.

---

Table: Sample Error Codes Used in KANT Evaluation

| Module | Code | Comment |
|--------|------|---------|
| :PAR | LEX | Source lexicon, word missing/incorrect |
| :GRA | | Ungrammatical sentence accepted, Grammatical sentence not accepted |
| :INT | SNI | F-structure slot not interpreted |
| :FNI | F-structure feature not interpreted |
| :IR | Incorrect interlingua representation |
| :MAP | LEX | Target lexicon, word missing/incorrect |
| :SNM | semantic role not mapped |
| :FNM | semantic feature not mapped |
| :GEN | :GRA | Ungrammatical sentence produced |
| :ORD | Incorrect constituent ordering |

---

Figure 3: Sample Error Codes Used in KANT Evaluation

Figure 4: KANT Evaluation Results, 17 Randomly-Selected Texts, 4/21/94

---

In the weighted case, a sentence containing an error receives a partial score which is equal to the percentage of correctly-translated words. When the weighted method is used, the percentages are considerably higher. For both Result 1 and Result 2, the number of correct target language sentences (given as $S_TLC$) is shown as ranging between completely correct (C) and acceptable (C + A).

We are still working to improve both coverage and accuracy of the heavy-equipment KANT application. These numbers should not be taken as the upper bound for KANT accuracy, since we are still in the process of improving the system. Nevertheless, our ongoing evaluation results are useful, both to illustrate the evaluation methodology and also to focus the effort of the system developers in increasing accuracy.

6 Discussion

Our ongoing evaluation of the first large-scale KANT application has benefitted from the detailed error analysis presented here. Following the tabulation of error codes produced during causal component analysis, we can attribute the majority of the completeness problems to identifiable gaps in lexical coverage, and the majority of the accuracy problems to areas of the domain model which are known to be incomplete or insufficiently general. On the other hand, the grammars of both source and target language, as well as the software modules, are relatively solid, as very few errors can be attributed thereto. As lexical coverage and domain model generalization reach completion, the component and global evaluation of the KANT system will become a more accurate reflection of the potential of the underlying technology in large-scale applications.

As illustrated in Figure 5, traditional transfer-based MT systems start with general coverage, and gradually seek to improve accuracy and later fluency. In contrast, the KBMT philosophy has been to start with high accuracy and gradually improve coverage and fluency. In the KANT system, we combine both approaches by starting with coverage of a large specific domain and achieving high accuracy and fluency.
Figure 5: Longitudinal Improvement in Coverage, Accuracy and Fluency

within that domain.

The evaluation methodology developed here is meant to be used in conjunction with global black-box evaluation methods, independent of the course of development. The component evaluations are meant to provide insight for the system developers, and to identify problematic phenomena prior to system completion and delivery. In particular, the method presented here can combine component evaluation and global evaluation to support efficient system testing and maintenance beyond development.
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