The special class of atomic functions is considered. The atomic function is a solution with compact support of linear differential functional equation with constant coefficients and linear transformations of the argument. The functions considered are used in discrete atomic compression (DAC) of digital images. The algorithm DAC is lossy and provides better compression than JPEG, which is de facto a standard for compression of digital photos, with the same quality of the result. Application of high precision values of atomic functions can improve the efficiency of DAC, as well as provide the development of new technologies for data processing and analysis. This paper aims to develop a low complexity algorithm for computing precise values of the atomic functions considered. Precise values of atomic functions at the point of dense grids are the subject matter of this paper. Formulas of V. O. Rvachev and their generalizations are used. Direct application of them to the computation of atomic functions on dense grids leads to multiple calculations of a great number of similar expressions that should be reduced. In this research, the reduction required is provided. The goal is to develop an algorithm based on V. O. Rvachev’s formulas and their generalizations. The following tasks are solved: to convert these formulas to reduce the number of arithmetic operations and to develop a verification procedure that can be used to check results. In the current research, methods of atomic function theory and dynamic programming algorithms development principles are applied. A numerical scheme for computation of atomic functions at the points of the grid with the step, which is less than each predetermined positive real number, is obtained and a dynamic algorithm based on it is developed. Also, a verification procedure, which is based on the properties of atomic functions, is introduced. The following results are obtained: 1) the algorithm developed provides faster computation than direct application of the corresponding formulas; 2) the algorithm proposed provides precise computation of atomic functions values; 3) procedure of verification has linear complexity in the number of values to be checked. Moreover, the algorithms proposed are implemented using Python programming language and a set of tables of atomic functions values are obtained. Conclusions: results of this research are expected to improve existing data processing technologies based on atomic functions, especially the algorithm DAC, and accelerate the development of new ones.
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**Introduction**

The rapid development of computational technologies provides the possibility to solve different tasks of such branches, as data processing and artificial intelligence. At the same time, it has led to a set of new problems concerning big data, as well as challenges due to cybercrime. Therefore, the development and implementation of new technologies for solving these problems are relevant. For this purpose, different approaches, in particular, the application of non-classic mathematical tools can be used.

In the 1970-s, V. O. Rvachev and V. L. Rvachev introduced atomic function theory [1]. Various features of these functions including approximation properties were studied in [2 – 4]. A function is called atomic if it is a compactly supported solution of linear functional differential equation with constant coefficients and linear transformations of the argument [4]. Atomic functions were designed to eliminate limitations of such classic constructive tools, as trigonometric and algebraic polynomials, as well as splines. At that time, the theory of atomic functions was developed taking into account the rather low computational capabilities. A set of fundamental results, which were obtained by V. O. Rvachev and representatives of his scientific school, provided the successful application of atomic functions to different processes and phenomena modeling [5, 6], as well as lossy compression of digital images [7, 8]. Also, it was shown in [9, 10] that lossless and near-lossless image compression can be obtained. A combination of convenient properties makes it promising to apply atomic functions to the development of high-performance data analysis and processing algorithms.

This paper is devoted to atomic functions computation issue. We consider the functions

\[
up_s(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{its} \prod_{k=1}^{s} \sin^2 \left( \frac{st}{(2s)^k} \right) dt,
\]

where \(s = 1, 2, 3, \ldots\)
For the case $s = 1$, $u_p(x)$ is well-known up-function of V. O. Rvach [4]. For the case $s \geq 2$, these functions were presented by V. O. Rvach and G. O. Starets [11]. In [7, 8], V. V. Lukin, I. V. Brysina and V. O. Makarichev introduced and investigated efficiency of discrete atomic compression (DAC) that is image compression algorithm based on application of atomic functions $u_p(x)$. A combination of such features of these functions as smoothness, finiteness and good approximation properties [4, 12] provides an advantage of the algorithm DAC over analogues, in particular, JPEG that is de facto a standard for compression of digital photos.

In the current research, we solve the problem of $u_p(x)$ computation and verification of the results. The aim of this paper is to develop an algorithm, which has low complexity and provides computation of $u_p(x)$ at the points of grid with a step that is less than any predetermined small number. In future, it will improve the algorithm DAC and make it easier to apply atomic functions $u_p(x)$.

The paper structure is the following. Section 1 discusses existing methods of $u_p(x)$ computation. Sections 2 and 3 describe atomic function computation algorithm based on dynamic programming principle and rules of the verification. Numerical experiments are discusses in sections 4 and 5. The last section concludes research and describes future steps.

1. Formulation of the problem

Consider the case $s = 1$. We get the function

$$u_p(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\pi x} \sin\left(\frac{t-1}{2}\right)^k dt,$$

which is a solution with a compact support of the equation

$$y'(x) = 2y(2x+1)-2y(2x-1).$$

Graph of this function and its derivative are shown in Fig.1.

Development of atomic functions theory started in 1971 from the research of $u_p(x)$. Further, other atomic functions were constructed and investigated.

To compute values of up-function, V. O. Rvach obtained the following series [3]:

$$u_p(0) = \sum_{k=1}^{\infty} \frac{(-1)^k p_k}{k!},$$

$$u_p(x-1) = 2^{(j+1)/2} \frac{2^{j+1/2}}{(k-j)!} \sum_{j=0}^{k} \frac{1}{k-j} \frac{1}{(k-j)!} (x-0, p_1 \ldots p_k),$$

where $(0, p_1 \ldots p_k)$ is binary form of $x$ and

$$s_k = \sum_{j=1}^{k} |p_j|, b_{-1} = 1, b_k = \int_{-1}^{1} x^k u_p(x) dx.$$

Fast convergence of the series (1) is provided by the following estimate of the remainder $R_n(x)$:

$$|R_n(x)| \leq \frac{C}{2 \sum_{n=1}^{n} (2(n/2)!) (2(n/2)! + 1) (n-1)!},$$

where $C$ is some positive constant and $[z]$ is an integer part of the number $z$.

Fig. 1. Graphs of the function $u_p(x)$ and its derivative: similarity of the function and its derivative can be seen

Using (1), values of atomic function $u_p(x)$ can be calculated with any predetermined accuracy. Nevertheless, computational errors tend to accumulate and impair results. Hence, possibility to minimize errors is desired. For instance, in lossy image compression algorithms, quantization procedure and arithmetic errors, which are obtained due to application of some discrete data transform, provide loss of quality. Efficiency of such algorithms can be improved by usage of more accurate values of mathematical functions applied. So, it is reasonable to consider another approach to computation of atomic functions.

In [3], V. A. Rvach obtained the following formulas:

$$u_p\left(-1 + \frac{k}{2n}\right) = \frac{1}{n!^{(n+1)/2}} \sum_{j=1}^{k} \delta_j \times$$

$$\times \sum_{i=0}^{[n/2]} \frac{n}{2i} \left(k - j + \frac{1}{2}\right)^{n-2i} \mu_{2i} 2^{-2i},$$

where $n$ is positive integer, $k = 0, 1, \ldots, 2^{n+1}$, coefficients $\{\delta_j\}$ satisfies recursive formulas:

$$\delta_1 = 1, \delta_{2i-1} = \delta_i, \delta_{2i+1} = -\delta_i$$

for $k = 1, 2, \ldots$, and, finally,

$$\mu_{2i} = \frac{1}{-1} \int_{-1}^{1} x^{2i} u_p(x) dx.$$
Moments $\mu_{2i}$ of the function $u_p(x)$ satisfy

$$\mu_0 = 1, \quad \mu_{2i} = \frac{1}{2^{2i-1}} \sum_{k=1}^{i} \binom{2i}{2k} \binom{2i-2k}{2k+1} \mu_{2i-2k}$$

(3)

for $i = 1, 2, \ldots$.

It follows from (2) in combination with (3) that $u_p(x)$ can be computed precisely at the points of grid with a step, which is less than any predetermined small number (for this purpose, $n$ should be chosen large enough).

Formulas (2), (3) were generalized by G. Starets for atomic functions $u_p(x)$, $s = 2, 3, 4, \ldots$.

Let $x_{s,n,j} = -1 + \frac{j}{s(2s)^n}$, $j = 0, 1, \ldots, (2s)^n + 1$. In [13] and further in [14], the following expressions were obtained:

$$u_p(x_{s,n,j}) = \frac{2^{n+1}}{n! (2s)^{n+1}} \sum_{p=0}^{n} \binom{n}{p} \mu_{s,p} \times$$

$$\sum_{k=0}^{[n/2]} \binom{n}{2k} j^2 p + 1 + 2k - 2^{n-2k} \mu_{2k}$$

(4)

where $\mu_{s,0} = 1$ and for any positive integer $p$ the following recursive formulas hold:

$$\mu_{s,2p} = \frac{1}{s^2} \sum_{k=1}^{p} \binom{2p}{2k} \mu_{s,2p-2k} \times$$

$$\sum_{i=1}^{s} (2i-1)^{2k+1}$$

(5)

Also, coefficients $\{\delta_{s,j}\}$ can be found recursively:

$$\delta_{s,1} = 1, \quad \delta_{s,s+1} = -1 \quad \text{for} \quad i = 1, \ldots, s,$$

$$\delta_{s,2p(i+1)+j} = \delta_{s,p} \cdot \delta_{s,j}$$

(7)

for each $i = 2, 3, \ldots, n$, $p = 2, 3, \ldots, (2s)^{i-1}$ and $j = 1, \ldots, 2s$.

Some reduction of computation complexity is provided by properties of $u_p(x)$ [13 - 15]. This implies that each of these functions is even.

Therefore,

$$u_p(x_{s,n,j}) = u_p(-x_{s,n,j}) =$$

$$= u_p\left(-1 + \frac{(2s)^{n+1} - j}{s(2s)^n}\right) = u_p(x_{s, n, (2s)^{n+1} - j})$$

(8)

Furthermore,

$$u_p(x_{s,n,k(2s)^n+j}) = \frac{k}{s} + u_p(x_{s,n,j})$$

(9)

for any $k = 0, 1, \ldots, s-1$ and $j = 0, 1, \ldots, (2s)^n$.

Whence, to obtain values of the function $u_p(x)$ at the points $x_{s,n,j}$ for any $j = 0, 1, \ldots, (2s)^n + 1$, it is sufficient to apply (4) – (7) just for $j = 0, 1, \ldots, (2s)^n$; and then values of $u_p(x)$ can be found at all other points $x_{s,n,j}$ using (8), (9).

Denote by $X_{s,n}$ the set of points

$$\left\{x_{s,n,j} : j = 0, 1, \ldots, (2s)^n\right\}.$$

It can be easily shown that if we apply formulas (4) – (7) directly for any point $x$ of the set $X_{s,n}$, we get an algorithm with lower complexity estimate of

$$O\left|X_{s,n}\right|^2 \log^2 X_{s,n},$$

(10)

where $|X_{s,n}|$ is number of elements of this set. Besides, calculation of similar or even identical expressions is present. Hence, the direct application considered is unreasonable.

To get complexity reduction, dynamic programming approach can be applied. Its main idea can be described as follows [16]: if process of some problem solving contains many identical subproblems, then complexity can be reduced by storing their solutions in memory to avoid solving them multiple times. It is this approach that can be applied to development of $u_p$-values computation algorithm with complexity, which is less than (10).

The main task of this paper is to develop algorithm for computation of values of the function $u_p(x)$ on the set $X_{s,n}$, using dynamic programming principles. We construct verification rules and illustrate results of checking as well.

2. Dynamic algorithm for computation of atomic functions $u_p(x)$

In this subsection, we develop atomic functions $u_p(x)$ computation algorithm based on dynamic programming approach. For this purpose, we suggest application of formulas (4) – (7) in combination with some modifications.

Let $s$ be fixed positive integer. Also, we consider the case $n = 2m$, where $m = 1, 2, \ldots$. We stress that the following approach also can be extended for the case $n = 2m - 1$.

First, it follows from (4) that computation of $u_p(x_{2m})$ requires values $\{\delta_{s,p}\}$ and $\{\mu_{s,2k}\}$. Hence, these values should be calculated before computation of $u_p$-values and stored in arrays. Moreover, in both formulas (4) and (5), a set of binomial coefficients $\binom{k}{j}$ is used. So, it is reasonable to obtain them before the whole computation process in order to reduce computation complexity. To calculate binomial coefficients re-
quired, one can apply dynamic programming algorithm, which is based on the following well-known formulas:

\[
\binom{k}{0} = \binom{k}{k} = 1, \quad \binom{k}{j} = \binom{k-1}{j-1} + \binom{k-1}{j}, \quad (11)
\]

Second, consider recursive formula (5). Here, we see that sums \( S_p(k) = \sum_{i=1}^{s} (2i-1)^{2k+1} \) are used. It is suggested to compute them and after that to obtain values \( \mu_{s,2k} \).

Now, we modify formula (4) in order to decrease a number of operations.

If we put \( n = 2m \), we get

\[
\begin{align*}
\up_s(x_{s,2m,j}) &= \frac{2^{2m+1}}{(2m)!(2s)!(2m+1)(m+1)} \sum_{p=1}^{j} \delta_{s,p} \times \\
&\quad \times \sum_{k=0}^{m} \binom{2m}{2k} (2j - 2p + 1)^{2m-k} \mu_{s,2k}.
\end{align*}
\]

If we apply the change of index \( q = m - k \), we obtain

\[
\begin{align*}
\up_s(x_{s,2m,j}) &= \frac{2^{2m+1}}{(2m)!(2s)!(2m+1)(m+1)} \sum_{p=1}^{j} \delta_{s,p} \times \\
&\quad \times \sum_{q=0}^{m} \binom{2m}{2q} (2j - 2p + 1)^{2q} \mu_{s,2m-2q}.
\end{align*}
\]

Here, we note that the identity

\[
\binom{2m}{2m - 2q} = \binom{2m}{2q}
\]

is applied as well.

This implies that

\[
\begin{align*}
\up_s(x_{s,2m,j}) &= \frac{2^{2m+1}}{(2m)!(2s)!(2m+1)(m+1)} \sum_{p=1}^{j} \delta_{s,p} \times \\
&\quad \times \sum_{q=0}^{m} \binom{2m}{2q} S_{up}(2q,j) \mu_{s,2m-2q}.
\end{align*}
\]

(12)

where

\[
S_{up}(r,j) = \sum_{p=1}^{r} (2j - 2p + 1)^{r} \cdot \delta_{s,p}.
\]

Further, for the case \( j > 1 \) we get

\[
\begin{align*}
S_{up}(r,j) &= \sum_{p=1}^{j-1} (2j - 2p + 1)^{r} \cdot \delta_{s,p} + \delta_{s,j} \\
&= \sum_{p=1}^{j-1} \left( (2j-1)^{r-2} + 2 \right) \cdot \delta_{s,p} + \delta_{s,j} \\
&= \sum_{p=1}^{j-1} \delta_{s,p} \sum_{i=0}^{r-1} \binom{r}{i} 2^{r-i} (2j-1)^{i} + \delta_{s,j} \\
&= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j} \\
&= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j}.
\end{align*}
\]

\[
= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j}.
\]

\[
= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j}.
\]

\[
= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j}.
\]

\[
= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j}.
\]

\[
= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j}.
\]

\[
= \sum_{i=0}^{r} \binom{r}{i} 2^{r-i} \sum_{p=1}^{j-1} \delta_{s,p} (2j-1)^{i} + \delta_{s,j}.
\]
3.2) for any \( i = 2, 3, ..., 2m, \ p = 2, 3, ..., (2s)^{-1} \) and \( j = 1, 2, ..., 2s \)

\[ \delta_{s,2p(p-1)+j} = \delta_{k,p} \cdot \delta_{s,j}; \]

4) for each \( j = 0, 1, ..., (2s)^{2m} \) compute values \( u_p(x_{s,2m,j}) \):

4.1) for any \( r = 0, 1,..., 2m \) and \( j = 0, 1,..., (2s)^{2m} \) compute \( S_{up}(r, j) \):

4.1.1) \( S_{up}(r, 1) = 1 \) for each \( r = 0, 1, ..., 2m; \)
4.1.2) for any \( j = 2, 3,..., (2s)^{2m} \) and any \( r = 0, 1,..., 2m \)

\[ S_{up}(r, j) = \sum_{i=0}^{r} f_{i,j} + S_{up}(r, j-1); \]

4.2) \( u_p(x_{s,2m,j}) = 0 \);
4.3) compute the constant

\[ C_{s,m} = \frac{2^{m+1}}{(2m)!(2s)^{(2m+1)(m+1)}}; \]

4.4) for each \( j = 1, 2, ..., (2s)^{2m} \)

\[ u_p(x_{s,2m,j}) = C_{s,m} \sum_{q=0}^{m} \left( \frac{2m}{4q} \right) S_{up}(2q, j) \cdot u_{s,m-2q}. \]

The proposed algorithm provides computation of values of the function \( u_p(x) \) at the points of grid with the step \( h_{s,m} = \frac{1}{s(2s)^{2m}} \). It is obvious that for any fixed \( s \) this step quickly converges to 0 as \( m \rightarrow \infty \). This means that by fixing an appropriate value of \( m \) one can get \( h_{s,m} \), which is less than any predetermined positive real number.

In other words, values of atomic function \( u_p(x) \) can be obtained on an arbitrarily dense grid. Moreover, these values can be computed precisely.

Finally, it follows that complexity \( T(s, m) \) of the proposed algorithm can be expressed as follows:

\[ T(s, m) = O\left(m^2(2s)^{2m}\right). \]

Since \( |X_{s,2m}| = (2s)^{2m} + 1 \), we get

\[ T(s, m) = O\left(|X_{s,2m}| \cdot \log^2 X_{s,2m}\right). \] (15)

It is clear that for any \( s \) the function \( T(s, m) \) grows exponentially. However, the step \( h_{s,m} \) of the grid \( X_{s,2m} \) decreases exponentially. This means that if \( m \) is too large, then \( X_{s,2m} \) is too thick, which is rarely required.

Comparing (10) with (15), we conclude that the algorithm, which is developed above, has much less time complexity. In other words, the proposed algorithm provides faster computation of \( u_p \)-function values. Nevertheless, it is clear that such acceleration requires additional memory expenses, especially, for storing of sums \( S_{up}(r, j) \).

This feature is common for algorithms that are developed using dynamic programming principles.

3. Verification of the algorithm

The algorithm proposed in the previous subsection provides computation of atomic function \( u_p(x) \) at the points of the fixed grid. Its output is an array of values of this function. Numerous features of \( u_p(x) \) can be applied to verify the results obtained. Here, we consider the most appropriate one. An approach to verification is based on specifying algorithm invariants similar to [19, 20].

V. O. Rvachev proved the following [3]:

\[ \sum_{k=-\infty}^{\infty} u_p(x - k) = 1. \]

Further, this identity was generalized in [11]:

\[ \sum_{k=-\infty}^{\infty} u_p(x - k) = 1, \ s = 1, 2, 3, ... \] (16)

In other words, sum of shifts of \( u_p \)-function with the step 1 equals 1 (see Figures 2 and 3).

Now, we apply (16) to obtain verification rule. Since \( u_p(x) = 0 \) for any \( x \notin (-1, 1) \), we get

\[ u_p(x) + u_p(x + 1) = 1 \] (17)

for any \( x \in [-1, 0] \).

Consider the point \( x_{s,2m,j} = -1 + \frac{j}{s(2s)^{2m}} \), where \( j = 0, 1, ..., (2s)^{2m} \). We get

\[ u_p\left(x_{s,2m,j} + 1\right) = u_p\left(\frac{j}{s(2s)^{2m}}\right) = \frac{u_p(x) \text{ is even}}{s(2s)^{2m}} \]

\[ = u_p\left(-\frac{j}{s(2s)^{2m}}\right) = u_p\left(-1 + \frac{s(2s)^{2m} - j}{s(2s)^{2m}}\right) = u_p\left(-\frac{s - 1}{s} + \frac{(2s)^{2m} - j}{s(2s)^{2m}}\right) = u_p\left(-1 + \frac{s - 1}{s} + \frac{(2s)^{2m} - j}{s(2s)^{2m}}\right) = \frac{s - 1}{s} + u_p\left(x_{s,2m,(2s)^{2m} - j}\right). \]

Hence,

\[ u_p\left(x_{s,2m,j} + 1\right) = \frac{s - 1}{s} + u_p\left(x_{s,2m,(2s)^{2m} - j}\right). \]

Combining this with (17), we obtain

\[ u_p\left(x_{s,2m,j} + \frac{s - 1}{s} + u_p\left(x_{s,2m,(2s)^{2m} - j}\right) = 1 \]

that provides the following:

\[ \left(u_p\left(x_{s,2m,j}\right) + u_p\left(x_{s,2m,(2s)^{2m} - j}\right)\right) \cdot s = 1 \] (18)

for any \( j = 0, 1, ..., (2s)^{2m} \).
To verify all values $u_p(x, s, 2m, j)$, we suggest to apply maximum absolute deviation (MAD):

$$\text{MAD} = \max_{j=0,1,...,(2s)} \left| u_p(x, s, 2m, 1) + u_p(x, s, 2m, (2s)) \right| - 1.$$

Notice that this metric is very sensitive to any minor errors. If it is equal or close to 0, then validation can be considered successful.

Complexity of the MAD-metric computation is linear over the number of values to be checked. Moreover, this procedure can be reduced, since each term except $j = (2s)^2m / 2$ is considered twice. So, maximum should be evaluated over $j = 0, 1,..., (2s)^2m / 2$.

4. Numerical experiments

In the current research, we’ve implement the algorithm, which was proposed above, using Python 3.9 (https://www.python.org). It provides long arithmetic, contains rational fractions manipulation tools and is freely usable. We’ve applied built-in type float for floating point values of $u_p(x)$, as well as Fraction from the fractions module for precise values of these functions.

Using the software developed, we’ve obtained sets of values of $u_p(x)$ on $X_{s, 2m}$ for parameters that are presented in Table 1. Files with floating point and fractional values are available at the link to Google Drive: https://drive.google.com/drive/folders/1mqM4uKRJKG5cPRgbRfX_hZSAOiKvQY?usp=sharing.

Also, we’ve compared floating point values of $u_p(x, s, 2m, j)$ with the corresponding fractional ones. In Table 2, results of comparison are shown. Here, we note that maximum absolute deviation of floating point values from fractional ones is applied as a metric of difference.

| s   | m   | step of the grid $X_{s, 2m}$     |
|-----|-----|-----------------------------------|
| 1   | 8   | 1.52588E-05                      |
| 2   | 4   | 7.62939E-06                      |
| 4   | 3   | 9.53674E-07                      |
| 8   | 2   | 1.90735E-06                      |
| 16  | 2   | 5.96046E-08                      |
| 32  | 1   | 7.62939E-06                      |
| 64  | 1   | 9.53674E-07                      |
| 128 | 1   | 1.19209E-07                      |
| 256 | 1   | 1.49012E-08                      |
| 512 | 1   | 1.86265E-09                      |
| 1024| 1   | 2.32831E-10                      |
| 2048| 1   | 2.91038E-11                      |
5. Discussion of the results

Analyzing the results of numerical experiments, we see that fractional values of $u_p(x_{s,2m,j})$ have been computed precisely, and the floating point ones have been obtained with errors, which do not exceed $10^{-15}$. Moreover, maximum absolute deviation between the corresponding values is not greater than $10^{-15}$. Hence, the difference is insignificant.

Nevertheless, fractional values of $u_p$-function should be used especially in those cases, when accumulated errors significantly impair efficiency of the algorithms applied. At the same time, storing of fractional values requires a lot more memory than floating point ones.

Furthermore, computation of $u_p \left(x_{s,2m,j}\right)$ can be accelerated by applying of (18). Indeed, it follows from this formula that

$$u_p \left(x_{s,2m,(2s)^{2m-1}}\right) = \frac{-1}{s} u_p \left(x_{s,2m,j}\right)$$

for any $j = 0, 1, \ldots, (2s)^{2m-1}-1$.

Also, we get

$$u_p \left(x_{s,2m,s(2s)^{2m-1}}\right) = \frac{1}{2s}.$$

Hence, values of the function $u_p(x)$ on the grid $X_{s,2m}$ can be found two times faster. But (18) cannot be used to verify computed values in this case.

For this purpose, other properties of $u_p$-functions can be applied. For instance, it was shown in [3, 12] that for any $s = 1, 2, \ldots$ and each $n = 0, 1, 2, \ldots$ there exists coefficients $\{c_{s,n,k}\}$, such that

$$\sum_{k=-\infty}^{\infty} c_{s,n,k} u_p \left(x - \frac{k}{(2s)^{n}}\right) \equiv x^n.$$

In other words, spaces of linear combinations of $u_p$-functions’ shifts contain algebraic polynomials. This feature provides development of numerous different verification rules.

Their choice allows increasing trustworthiness of verification. Nevertheless, their implementation is more complicated.

Finally, it is obvious that some steps of the proposed dynamic algorithm can be easily parallelized [17, 18], which provides faster computing of $u_p(x)$.

Conclusions

In this paper, we have developed an algorithm for calculation of values of atomic functions $u_p(x)$ on dense grids. The algorithm proposed is based on dynamic programming principles that provide low complexity computing.
Moreover, values of up-functions can be obtained precisely, which allow reducing accumulated errors that occur, especially, when processing big data. Also, verification procedure, which has linear complexity, has been proposed.

It is expected that the results of the current research will improve existing data processing technologies based on atomic functions up(x), especially discrete atomic compression of digital images, and accelerate development of the new ones for real-time applications [21, 22], cloud based [23] and mobile [24] computing.

Future research and development steps can be dedicated to computation of parameters of discrete atomic transform, which is a core of the algorithm DAC, as well as construction of verification rules.
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ЗАСТОСУВАННЯ ДИНАМІЧНОГО ПРОГРАМУВАННЯ ПРИ ОБЧИСЛЕННІ ЗНАЧЕНЬ АТОМАРНИХ ФУНКЦІЙ

В. О. Макаричев, В. С. Харченко

Розглянуто спеціальний клас атомарних функцій (АФ), якими називають розв’язки з компактними носієм лінійних функціонально диференціальних рівнянь з постійними коефіцієнтами та лінійними перетвореннями аргументу. Ці функції використовуються у дискретному атомарному стисненні (ДАС) цифрових зо-
Применение динамического программирования при вычислении значений атомарных функций

В. А. Макаричев, В. С. Харченко

Рассмотрен специальный класс атомарных функций (АФ), которыми называют решения с компактным носителем линейно дифференциальных уравнений с постоянными коэффициентами и линейными преобразованиями аргумента. АФ нашли свое применение в дискретном атомарном сжатии (ДАС) цифровых изображений. Алгоритм ДАС является алгоритмом сжатия с потерями качества и обеспечивает лучшие результаты, чем алгоритм JPEG, который де-факто является стандартом для сжатия цифровых фотографий. Использование значений АФ высокой точности позволяет улучшить этот алгоритм, обеспечить возможность разработки новых технологий анализа и обработки данных. Цель исследований — разработка алгоритма низкой сложности для вычисления точных значений АФ. Точные значения АФ в точках густых сеток являются предметом исследования. Используются формулы В. А. Равчева и их обобщения. Непосредственное применение этих формул приводит к повторному вычислению одних и тех же значений. Предложен подход, устраняющий этот недостаток. Целью является усовершенствование алгоритма, основанного на формулах В. А. Равчева и их обобщениях. Решаются задачи: выполнить преобразования соответствующих выражений с целью уменьшения числа операций, а также разработать процедуру верификации значений АФ. Используются методы теории АФ в сочетании с принципами динамического программирования. Получена вычислительная схема, разработан динамический алгоритм вычисления значений АФ в точках сеток с шагом, который не превосходит любое наперед заданное положительное число. Предложена процедура верификации, основанная на свойствах АФ. Получены такие результаты: 1) предложенный алгоритм обеспечивает более высокую скорость вычислений; 2) этот алгоритм позволяет точно вычислять значения АФ; 3) разработанная процедура верификации найденных значений имеет линейную сложность. Алгоритм реализован на языке программирования Python. Получен набор таблиц значений АФ. Выводы: результаты данного исследования позволяют улучшить алгоритмы обработки данных, которые основаны на применении АФ, в частности, алгоритм ДАС, а также ускорить разработку новых технологий.

Ключевые слова: атомарная функция; цр-функция; динамическое программирование; верификация; дискретное атомарное сжатие.
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