Three-loop master integrals for the Higgs boson self-energy with internal top-quarks and W-bosons
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1 Introduction

Higgs precision physics is at the core of the experimental LHC program. On the theoretical side this requires higher-order calculations in perturbation theory \cite{1–12}. The Higgs boson self-energy is an essential building block for many observables. Through renormalisation it enters the Higgs mass definition. Furthermore, the imaginary part of the Higgs boson self-energy is directly related through the optical theorem to the Higgs decay rate \cite{13–29}.

In this article we consider three-loop contributions with internal top-and W-propagators to the Higgs boson self-energy. Due to the presence of the internal top- and W-propagators the corresponding Feynman diagrams are among the more complicated Feynman integrals contributing at this order in perturbation theory. These integrals have been computed for $p^2 = m_H^2$ approximately as an expansion in $m_H^2/m_t^2$ in ref. \cite{23}.

In this paper we present the analytic calculation of the relevant master integrals. We keep the full dependence on the external momentum squared $p^2$ and the heavy particle masses ($m_t$ and $m_W$), but neglect the $b$-quark mass. The Feynman integrals depend on two dimensionless variables, which we may take initially as

$$v = \frac{p^2}{m_t^2}, \quad w = \frac{m_W^2}{m_t^2}. \quad (1.1)$$
It is convenient to divide the Feynman integrals into two sets: A set of 105 master integrals corresponding to the set of Feynman diagrams being proportional to the product of Yukawa couplings $y_b y_t$ and the complement, consisting of 33 additional master integrals. We treat the first set of 105 master integrals in the main part of the paper and the 33 additional integrals in appendix A. The reason is that the sets of occurring square roots differ. In total we encounter four different square roots $r_1 - r_4$. While we are not able to rationalise simultaneously all four square roots, we may set up three independent systems of differential equations, such that within one system all square roots can be rationalised.

In the main part of the paper we treat the set of 105 master integrals corresponding to the set of Feynman diagrams being proportional to the product of Yukawa couplings $y_b y_t$. We define a basis of master integrals of uniform weight. In this basis, the associated differential equation is $\varepsilon$-factorised and all occurring differential one-forms are dlog-forms. In this system we encounter two square roots, which can be rationalised simultaneously. This is done by a change of variables from $(v, w)$ to $(x, y)$. The variables $x$ and $y$ will be defined in the main part of this paper. This change of variables allows us to express all master integrals to any order in the dimensional regularisation parameter $\varepsilon$ in terms of multiple polylogarithms. The alphabet for the multiple polylogarithms consists of 21 letters.

The remaining master integrals, relevant to Feynman diagrams with internal top- and $W$-propagators, where the Higgs boson couples either to a $W$-boson and a $b$-quark or to two $b$-quarks are discussed in appendix A. The calculation proceeds exactly along the same lines as for the first set. The only difference is that additional square roots occur, which require different rationalisations.

This paper is organised as follows: in section 2 we introduce our notation for the three-loop integrals. The master integrals of uniform weight contributing to Feynman diagrams proportional to the Yukawa couplings $y_b y_t$ are presented in section 3. The differential equation for these master integrals is in $\varepsilon$-factorised form. The differential equation is discussed in section 4. The solution of the differential equation requires boundary values, which we give in section 5. Analytical results for the master integrals are presented in section 6. Numerical results are presented in section 7. Finally, our conclusions are given in section 8. Appendix A presents the additional master integrals needed for the contributions not proportional to the Yukawa couplings $y_b y_t$. In appendix B we describe the content of the supplementary electronic file attached to the arxiv version of this article.

2 Notation

We consider three-loop Higgs self-energy diagrams of order $O(\alpha^2 \alpha_s)$ proportional to the product of Yukawa couplings $y_b y_t$. Examples of diagrams are shown in figure 1. The diagrams shown in figure 1 have all eight propagators and define the top sectors. Simpler diagrams, obtained from the ones shown in figure 1 by pinching a subset of the propagators, are not shown.

In this paper we calculate all relevant master integrals. As we have three independent loop momenta and one independent external momentum, we need nine propagators in order to be able to express any scalar product involving at least one loop momentum in terms of
Figure 1. Examples of three-loop Higgs self-energy diagrams containing a top propagator and a $W$-propagator and being proportional to the product of Yukawa couplings $y_b y_t$. The internal masses of the propagators are encoded by the colour of the propagators: massless (black), $m_t$ (green), $m_W$ (red).

As a consequence we consider auxiliary graphs with nine propagators, shown in figure 2. We label these auxiliary graphs topology $A$, $B$, $C$ and $D$ in correspondence with the diagrams shown in figure 1.

As a consequence we consider the integrals

$$I_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \nu_7 \nu_8 \nu_9}^{X} = e^{3 \gamma_E \varepsilon} \left( \mu^2 \right)^{\nu - \frac{3}{2} D} \int \frac{d^D k_1}{i \pi^{\frac{D}{2}}} \frac{d^D k_2}{i \pi^{\frac{D}{2}}} \frac{d^D k_3}{i \pi^{\frac{D}{2}}} \prod_{j=1}^{9} \frac{1}{(P_j^X)^{\nu_j}},$$

$$X \in \{A, B, C, D\}, \quad (2.1)$$

where $D = 4 - 2\varepsilon$ denotes the number of space-time dimensions, $\gamma_E$ denotes the Euler-Mascheroni constant, $\mu$ is an arbitrary scale introduced to render the Feynman integral dimensionless, and the quantity $\nu$ is defined by

$$\nu = \sum_{j=1}^{9} \nu_j, \quad (2.2)$$

The inverse propagators $P_j^X$ are defined as follows:

Topology A:

$$P_1^A = -k^2 + m_t^2, \quad P_2^A = -(k_1 - p)^2 + m_t^2, \quad P_3^A = -(k_1 + k_2)^2,$$

$$P_4^A = -k_2^2 + m_t^2, \quad P_5^A = -(k_2 + k_3)^2 + m_W^2, \quad P_6^A = -(k_2 + p)^2 + m_t^2,$$

$$P_7^A = -k_3^2, \quad P_8^A = -(k_3 - p)^2, \quad P_9^A = -(k_1 - k_3)^2 + m_t^2. \quad (2.3)$$
We introduce the sector id for the Feynman integral

\[
\begin{array}{|c|c|}
\hline
\text{Topology and sector id} & N_{\text{master}} \\
\hline
A_{255} & 50 \\
A_{255} + B_{255} & 67 \\
A_{255} + B_{255} + C_{255} & 104 \\
A_{255} + B_{255} + C_{255} + D_{255} & 105 \\
\hline
\end{array}
\]

\textbf{Table 1.} The number of master integrals. The table gives the cumulative sum, as for example topology \( B \) contains master integrals common to topology \( A \) and \( B \).

\textbf{Topology B:}

\[
P_1^B = -k_1^2 + m_t^2, \quad P_2^B = -(k_1 - p)^2 + m_t^2, \quad P_3^B = -(k_1 + k_2)^2 + m_W^2, \\
P_4^B = -k_2^2, \quad P_5^B = -(k_2 + k_3)^2, \quad P_6^B = -(k_2 + p)^2, \\
P_7^B = -k_3^2, \quad P_8^B = -(k_3 - p)^2, \quad P_9^B = -(k_1 - k_3)^2 + m_W^2. \quad (2.4)
\]

\textbf{Topology C:}

\[
P_1^C = -k_1^2 + m_t^2, \quad P_2^C = -(k_1 - p)^2 + m_t^2, \quad P_3^C = -(k_1 + k_2)^2, \\
P_4^C = -(k_1 + k_2 - k_3)^2, \quad P_5^C = -k_2^2 + m_W^2, \quad P_6^C = -(k_2 - k_3 + p)^2 + m_t^2, \\
P_7^C = -k_3^2, \quad P_8^C = -(k_3 - p)^2, \quad P_9^C = -(k_2 + p)^2 + m_t^2. \quad (2.5)
\]

\textbf{Topology D:}

\[
P_1^D = -k_1^2 + m_t^2, \quad P_2^D = -(k_1 - p)^2 + m_t^2, \quad P_3^D = -(k_1 - k_3)^2 + m_W^2, \\
P_4^D = -(k_1 + k_2)^2 + m_t^2, \quad P_5^D = -k_2^2, \quad P_6^D = -(k_2 + k_3)^2, \\
P_7^D = -k_3^2, \quad P_8^D = -(k_3 - p)^2, \quad P_9^D = -(k_2 + p)^2. \quad (2.6)
\]

We introduce the sector id for the Feynman integral \( \mathcal{I}_{\nu_1,\nu_2,\nu_3,\nu_4,\nu_5,\nu_6,\nu_7,\nu_8,\nu_9}^X \) by

\[
N_{\text{id}}^X = \sum_{j=1}^{9} 2^{j-1} \Theta (\nu_j > 0). \quad (2.7)
\]

With the help of the sector id we may specify all the reductions which we will need: we have to reduce in every topology \( A \) – \( D \) the top sector 255. These top sectors correspond to the diagrams shown in figure 1. The integral reduction gives us in total 105 master integrals. A detailed list is given in table 1. Note that this list gives the cumulative number of master integrals. This takes into account that certain master integral occur in more than one topology or sector. These master integrals are only counted once. If on the other hand we treat each top sector individually, we find the number of master integrals per top sector as shown in table 2. In this case the total number of master integrals is higher, as we recompute master integrals, which are identical or are related by symmetries. The integral reduction can be carried out with public available computer programs like FIRE/Litered [30–33], Reduce [34, 35], Kira [36, 37] or FiniteFlow [38, 39].
Figure 2. Graphs for the four topologies. The internal masses of the propagators are encoded by the colour of the propagators: massless (black), $m_t$ (green), $m_W$ (red).

| Topology and sector id | $N_{\text{master}}$ |
|------------------------|---------------------|
| $A_{255}$              | 50                  |
| $B_{255}$              | 32                  |
| $C_{255}$              | 95                  |
| $D_{255}$              | 67                  |

Table 2. The number of master integrals for a given top sector, if we treat each top sector individually.
Let us point out, that it is non-trivial that the total number of master integrals is 105 and not 106. There is one relation not easily found by standard integration-by-parts reduction programs:

\[
I_{01011100}^B = \frac{1}{(m_l^2 - m_W^2)} \left( I_{001011100}^B - I_{100011100}^B \right) - \frac{1}{s} \left( I_{01111(-1)100}^A - I_{0101010100}^A - I_{1111110100}^A \right) - \frac{3}{s (m_l^2 - m_W^2)} \left( I_{011(-1)1100}^A - I_{01101(-1)100}^A \right). \tag{2.8}
\]

Without this relation we may end up with a non-integrable system.

The Feynman parameter representations for the four topologies are given by

\[
I_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}^X = e^{3\gamma_E \varepsilon} \frac{\Gamma \left( \nu - \frac{3D}{2} \right)}{\prod_{j=1}^{9} \Gamma (\nu_j)} \int d^D x \delta \left( 1 - \sum_{j=1}^{9} x_j \right) \left( \prod_{j=1}^{9} x_j^{\nu_j-1} \right) \frac{\mathcal{U}_X^{\nu-2D}}{\mathcal{F}_X^{D}}, \tag{2.9}
\]

where \(\mathcal{U}_X\) and \(\mathcal{F}_X\) denote the first and second graph polynomial, respectively. The first graph polynomials for the individual topologies are given by

\[
\mathcal{U}_A = \mathcal{U}_B = x_{12}x_3x_5 + x_{12}x_3x_7 + x_{12}x_3x_9 + x_{12}x_4x_5 + x_{12}x_4x_7 + x_{12}x_4x_9 + x_{12}x_5x_7 + x_{12}x_5x_9 + x_{12}x_6x_9,
\]

\[
\mathcal{U}_C = x_{12}x_3x_4 + x_{12}x_3x_6 + x_{12}x_3x_8 + x_{12}x_4x_5 + x_{12}x_4x_7 + x_{12}x_4x_9 + x_{12}x_5x_7 + x_{12}x_5x_9 + x_{12}x_6x_9 + x_{12}x_7x_9 + x_{12}x_8x_9,
\]

\[
\mathcal{U}_D = x_{12}x_3x_4 + x_{12}x_3x_5 + x_{12}x_3x_6 + x_{12}x_3x_8 + x_{12}x_4x_5 + x_{12}x_4x_7 + x_{12}x_4x_9 + x_{12}x_5x_7 + x_{12}x_5x_9 + x_{12}x_6x_9 + x_{12}x_7x_9 + x_{12}x_8x_9 + x_{12}x_9x_9,
\]

where we used the abbreviation \(x_{ij} = x_i + x_j\).

### 2.1 Dimensional shift relations and differential equations

Let us introduce an operator \(1^{+}\), which raises the power of the propagator \(i\) by one and multiplies by \(\nu_i\), e.g.

\[
1^{+} I_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}^X = \nu_1 \cdot I_{(\nu_1+1)\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}^X. \tag{2.11}
\]

\(^1\)We thank Johann Usovitsch for contributing this relation.
In addition we define two operators $D^\pm$, which shift the dimension of space-time by two through

$$ D^\pm I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}(D) = I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}(D \pm 2). \quad (2.12) $$

The dimensional shift relations read $[40, 41]$

$$ D^- I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}(D) = \mathcal{U}_X \cases{1^+, 2^+, 3^+, 4^+, 5^+, 6^+, 7^+, 8^+, 9^+} I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}(D). \quad (2.13) $$

We denote by $J^X_{m_i^2}$ the set of internal edge indices, which correspond to the propagation of a particle with mass $m_i$. For example

$$ J^A_{m_i^2} = \{1, 2, 4, 6, 9\}. \quad (2.14) $$

With this notation the differential equations read

$$ \mu^2 \frac{\partial}{\partial m^2_i} I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9} = - \sum_{j \in J^X_{m_i^2}} j^+ I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}, $$

$$ \mu^2 \frac{\partial}{\partial m^2_W} I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9} = - \sum_{j \in J^X_{m_i^2}} j^+ I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}, $$

$$ \mu^2 \frac{\partial}{\partial s} I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9} = \left(\frac{3}{2}D - \nu\right) \frac{\mu^2}{s} I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9} + \frac{m_i^2}{s} \sum_{j \in J^X_{m_i^2}} j^+ I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9} $$

$$ + \frac{m_W^2}{s} \sum_{j \in J^X_{m_W^2}} j^+ I^X_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9}. \quad (2.15) $$

For the derivative with respect to $s$ we used the scaling relation. This has the advantage that on the right-hand side at most one raising operator occurs. This minimises the integral reductions we have to compute.

### 2.2 Variables

In the following we will set

$$ \mu^2 = m_i^2. \quad (2.16) $$

The master integrals depend then kinematically on two dimensionless quantities. We set

$$ v = \frac{p^2}{m_i^2}, \quad w = \frac{m_W^2}{m_i^2}. \quad (2.17) $$

We will encounter the following two square roots

$$ r_1 = \sqrt{-v(4 - v)}, \quad r_2 = \sqrt{\lambda(v, w, 1)}. \quad (2.18) $$

The Källen function is defined by

$$ \lambda(x, y, z) = x^2 + y^2 + z^2 - 2xy - 2yz - 2zx. \quad (2.19) $$
The variable transformation from \((v, w)\) to \((x, y)\), where the latter variables are defined by [42–44]

\[
v = -\frac{(1 - x)^2}{x}, \quad w = \frac{(1 - y + 2xy)(x - 2y + xy)}{x(1 - y^2)},
\]

(2.20)
rationalises the square roots \(r_1\) and \(r_2\):

\[
r_1 = 1 - \frac{x^2}{x}, \quad r_2 = \frac{(1 - x)(1 - y)^2 + x(1 + y)^2}{x(1 - y^2)}. \tag{2.21}
\]

The inverse transformation is given by

\[
x = \frac{1}{2} (2 - v - r_1), \quad y = \frac{r_2 - r_1}{1 - w + 2v}, \tag{2.22}
\]
such that \(x = 0\) corresponds to \(v = \infty\) and \(y = 0\) corresponds to \(w = 1\). We note that the point \((v, w) = (0, 1)\) is blown up in \((x, y)\)-space to the hypersurface \(x = 1\). This is convenient, as it allows us to obtain the results for the master integrals by integrating the differential equation in \(x\) with constant \(y\). We make a final change of coordinates and we introduce

\[
x' = 1 - x. \tag{2.23}
\]

This transforms the starting point of the integration from \(x = 1\) to \(x' = 0\) and is helpful for the conversion to multiple polylogarithms.

3 Master integrals

In this section we define master integrals of uniform weight. This is the main result of this paper.

We have 105 master integrals and 59 master topologies (or sectors). These are summarised in table 3 and 4. We denote the master integrals of uniform weight by \(J_1-J_{105}\).

Existing deterministic algorithms [45–50] for the construction of master integrals of uniform weight cannot be used for problems of this complexity. Instead, we revert to heuristic methods. We first note that given an educated guess for a basis of master integrals of uniform weight, it is easy to verify/falsify if the proposed basis has the desired properties: one simply computes the differential equation in this basis. For the educated guess we study the maximal cuts in the loop-by-loop Baikov representation [51, 52] and construct integrands, which give to leading order in \(\varepsilon\) constants when integrated over a basis of independent contours [53, 54]. In a second step, possible contributions from sub-topologies are fixed by an ansatz. A pedagogical description of this method can be found in chapter 16 of [55].
| topology | block | sector | propagators | master integrals |
|----------|-------|--------|-------------|------------------|
| $A$      | 1     | 25     | 1, 4, 5     | $J_1$           |
|          | 2     | 27     | 1, 2, 4, 5  | $J_2$           |
|          | 3     | 30     | 2, 3, 4, 5  | $J_3, J_4$      |
|          | 4     | 85     | 1, 3, 5, 7  | $J_5, J_6$      |
|          | 5     | 86     | 2, 3, 5, 7  | $J_7, J_8, J_9, J_{10}$ |
|          | 6     | 89     | 1, 4, 5, 7  | $J_{11}$        |
|          | 7     | 113    | 1, 5, 6, 7  | $J_{12}, J_{13}, J_{14}$ |
|          | 8     | 201    | 1, 4, 7, 8  | $J_{15}$        |
|          | 9     | 209    | 1, 5, 7, 8  | $J_{16}$        |
|          | 10    | 59     | 1, 2, 4, 5, 6 | $J_{17}$ |
|          | 11    | 87     | 1, 2, 3, 5, 7 | $J_{18}, J_{19}$ |
|          | 12    | 91     | 1, 2, 4, 5, 7 | $J_{20}$ |
|          | 13    | 94     | 2, 3, 4, 5, 7 | $J_{21}, J_{22}, J_{23}$ |
|          | 14    | 115    | 1, 2, 5, 6, 7 | $J_{24}, J_{25}, J_{26}$ |
|          | 15    | 117    | 1, 3, 5, 6, 7 | $J_{27}, J_{28}, J_{29}, J_{30}$ |
|          | 16    | 121    | 1, 4, 5, 6, 7 | $J_{31}$ |
|          | 17    | 203    | 1, 2, 4, 7, 8 | $J_{32}$ |
|          | 18    | 206    | 2, 3, 4, 7, 8 | $J_{33}, J_{34}$ |
|          | 19    | 211    | 1, 2, 5, 7, 8 | $J_{35}$ |
|          | 20    | 213    | 1, 3, 5, 7, 8 | $J_{36}$ |
|          | 21    | 119    | 1, 2, 3, 5, 6, 7 | $J_{37}, J_{38}$ |
|          | 22    | 123    | 1, 2, 4, 5, 6, 7 | $J_{39}$ |
|          | 23    | 215    | 1, 2, 3, 5, 7, 8 | $J_{40}, J_{41}, J_{42}$ |
|          | 24    | 222    | 2, 3, 4, 5, 7, 8 | $J_{43}, J_{44}$ |
|          | 25    | 235    | 1, 2, 4, 6, 7, 8 | $J_{45}$ |
|          | 26    | 249    | 1, 4, 5, 6, 7, 8 | $J_{46}$ |
|          | 27    | 223    | 1, 2, 3, 4, 5, 7, 8 | $J_{47}, J_{48}, J_{49}$ |
|          | 28    | 251    | 1, 2, 4, 5, 6, 7, 8 | $J_{50}$ |

**Table 3.** Overview of the set of master integrals. The first column denotes the topology, the second column labels consecutively the sectors, the third column gives the sector id (defined in eq. (2.7)), the fourth column lists the propagators with positive exponent, the fifth column lists the master integrals in the basis $\vec{J}$. 


| topology | block | sector | propagators       | master integrals |
|----------|-------|--------|-------------------|-----------------|
| B        | 29    | 113    | 1, 5, 6, 7        | $J_{51}$        |
|          | 30    | 116    | 3, 5, 6, 7        | $J_{52}$        |
|          | 31    | 115    | 1, 2, 5, 6, 7     | $J_{53}$        |
|          | 32    | 117    | 1, 3, 5, 6, 7     | $J_{54}, J_{55}, J_{56}$ |
|          | 33    | 206    | 2, 3, 4, 7, 8     | $J_{57}, J_{58}, J_{59}$ |
|          | 34    | 233    | 1, 4, 6, 7, 8     | $J_{60}$        |
|          | 35    | 236    | 3, 4, 6, 7, 8     | $J_{61}$        |
|          | 36    | 119    | 1, 2, 3, 5, 6, 7  | $J_{62}, J_{63}$ |
|          | 37    | 207    | 1, 2, 3, 4, 7, 8  | $J_{64}$        |
|          | 38    | 235    | 1, 2, 4, 6, 7, 8  | $J_{65}$        |
|          | 39    | 223    | 1, 2, 3, 4, 5, 7, 8| $J_{66}$        |
|          | 40    | 239    | 1, 2, 3, 4, 6, 7, 8| $J_{67}$        |
| C        | 41    | 101    | 1, 3, 6, 7        | $J_{68}, J_{69}, J_{70}$ |
|          | 42    | 102    | 2, 3, 6, 7        | $J_{71}$        |
|          | 43    | 103    | 1, 2, 3, 6, 7     | $J_{72}$        |
|          | 44    | 117    | 1, 3, 5, 6, 7     | $J_{73}, J_{74}, J_{75}$ |
|          | 45    | 118    | 2, 3, 5, 6, 7     | $J_{76}, J_{77}, J_{78}$ |
|          | 46    | 173    | 1, 3, 4, 6, 8     | $J_{79}, J_{80}$ |
|          | 47    | 181    | 1, 3, 5, 6, 8     | $J_{81}$        |
|          | 48    | 119    | 1, 2, 3, 5, 6, 7  | $J_{82}, J_{83}, J_{84}$ |
|          | 49    | 175    | 1, 2, 3, 4, 6, 8  | $J_{85}$        |
|          | 50    | 183    | 1, 2, 3, 5, 6, 8  | $J_{86}$        |
|          | 51    | 189    | 1, 3, 4, 5, 6, 8  | $J_{87}, J_{88}$ |
|          | 52    | 190    | 2, 3, 4, 5, 6, 8  | $J_{89}$        |
|          | 53    | 231    | 1, 2, 3, 6, 7, 8  | $J_{90}, J_{91}, J_{92}$ |
|          | 54    | 246    | 2, 3, 5, 6, 7, 8  | $J_{93}, J_{94}$ |
|          | 55    | 191    | 1, 2, 3, 4, 5, 6, 8| $J_{95}, J_{96}, J_{97}, J_{98}$ |
|          | 56    | 247    | 1, 2, 3, 5, 6, 7, 8| $J_{99}, J_{100}, J_{101}, J_{102}$ |
|          | 57    | 253    | 1, 3, 4, 5, 6, 7, 8| $J_{103}$       |
|          | 58    | 255    | 1, 2, 3, 4, 5, 6, 7, 8| $J_{104}$       |
|          | 59    | 239    | 1, 2, 3, 4, 6, 7, 8| $J_{105}$       |

Table 4. Overview of the set of master integrals (continued).
For all these master integrals we find compact expressions in terms of pre-canonical Feynman integrals. It is worth noting that all prefactors are polynomials in $\varepsilon, v, w, r_1, r_2$, i.e. no denominators occur. The master integrals $J_1$-$J_{105}$ are defined by

\begin{align*}
J_1 &= \varepsilon^3 D^- I^A_{100110000}, \\
J_2 &= \varepsilon^3 r_1 D^- I^A_{101100000}, \\
J_3 &= \varepsilon^3 r_1 D^- I^A_{111110000}, \\
J_4 &= \varepsilon^3 D^- I^A_{(1-1)11110000}, \\
J_5 &= \varepsilon^3 (1-w) D^- I^A_{101010100}, \\
J_6 &= \varepsilon^3 D^- I^A_{101(-1)10100}, \\
J_7 &= \varepsilon^3 r_2 D^- I^A_{011010100}, \\
J_8 &= \varepsilon^3 \left[ D^- I^A_{101(-1)10100} - (1-w) D^- I^A_{011010100} \right], \\
J_9 &= \varepsilon^3 D^- I^A_{0110101(-1)100}, \\
J_{10} &= \varepsilon^3 \left[ D^- I^A_{011010101(-1)10} + v D^- I^A_{011010100} \right], \\
J_{11} &= \varepsilon^3 (1-w) D^- I^A_{100110100}, \\
J_{12} &= \varepsilon^3 r_2 D^- I^A_{100011100}, \\
J_{13} &= \varepsilon^3 \left[ D^- I^A_{100(-1)11100} - (1-w) D^- I^A_{100011100} \right], \\
J_{14} &= \varepsilon^3 \left[ D^- I^A_{1000111(-1)10} + v D^- I^A_{100011100} \right], \\
J_{15} &= \varepsilon^3 v D^- I^A_{100100110}, \\
J_{16} &= \varepsilon^3 v D^- I^A_{100010110}, \\
J_{17} &= \varepsilon^3 v (4-v) D^- I^A_{110111000}, \\
J_{18} &= \varepsilon^3 r_1 \left[ D^- I^A_{111(-1)10100} - (1-w) D^- I^A_{111010100} \right], \\
J_{19} &= \varepsilon^3 r_1 \left[ D^- I^A_{111(-1)10100} - D^- I^A_{011010100} \right], \\
J_{20} &= \varepsilon^3 (1-w) r_1 D^- I^A_{110110100}, \\
J_{21} &= \varepsilon^3 r_1 \left[ (1-w) D^- I^A_{01110100} - D^- I^A_{011010100} \right], \\
J_{22} &= \varepsilon^3 (1-w) \left[ D^- I^A_{(-1)11110100} - D^- I^A_{011010100} \right], \\
J_{23} &= \varepsilon^3 (1-w) D^- I^A_{01111(-1)100}, \\
J_{24} &= \varepsilon^3 r_1 r_2 D^- I^A_{110011100}, \\
J_{25} &= \varepsilon^3 r_1 \left[ D^- I^A_{110(-1)11100} - (1-w) D^- I^A_{110011100} \right], \\
J_{26} &= \varepsilon^3 r_1 \left[ D^- I^A_{1100111(-1)0} + v D^- I^A_{110011100} \right], \\
J_{27} &= \varepsilon^3 r_2 D^- I^A_{101(-1)11100},
\end{align*}
\[ J_{28} = \varepsilon^3 r_1 \left[ D^{-1} I_{101}^A(-1)11100 - (1-w) D^{-1} I_{101011100} \right], \]
\[ J_{29} = \varepsilon^3 \left[ D^{-1} I_{101(-2)}11100 - (1-w) D^{-1} I_{101(-1)11100} \right], \]
\[ J_{30} = \varepsilon^3 (1-v) \left[ D^{-1} I_{101(-1)11100} + D^{-1} I_{10101110(-1)} - (1-w) D^{-1} I_{101011100} \right], \]
\[ J_{31} = \varepsilon^3 r_1 \left[ (1-w) D^{-1} I_{100111100} - D^{-1} I_{100011100} \right], \]
\[ J_{32} = \varepsilon^3 v_1 D^{-1} I_{1101001010}, \]
\[ J_{33} = \varepsilon^3 v_1 D^{-1} I_{1110001110}, \]
\[ J_{34} = \varepsilon^3 v D^{-1} I_{11110010110}, \]
\[ J_{35} = \varepsilon^3 v_1 D^{-1} I_{1100110110}, \]
\[ J_{36} = \varepsilon^3 (1-w) \left[ v D^{-1} I_{1010101110} + D^{-1} I_{1010100100} \right], \]
\[ J_{37} = \varepsilon^4 (1-2\varepsilon) v I_{1110211110}, \]
\[ J_{38} = \varepsilon^4 (1-2\varepsilon) v I_{111011200}, \]
\[ J_{39} = \varepsilon^3 v (4-v) \left[ (1-w) D^{-1} I_{111011100} - D^{-1} I_{110011100} \right], \]
\[ J_{40} = \varepsilon^3 v_1 \left[ D^{-1} I_{11101011110} - (1-w) D^{-1} I_{1110101110} \right], \]
\[ J_{41} = \varepsilon^4 (1-2\varepsilon) v I_{1120101110}, \]
\[ J_{42} = \varepsilon^4 (1-2\varepsilon) v I_{1110210110}, \]
\[ J_{43} = \varepsilon^4 (1-2\varepsilon) v I_{1021110110}, \]
\[ J_{44} = \varepsilon^4 (1-2\varepsilon) v I_{1021110110}, \]
\[ J_{45} = \varepsilon^3 v^2 (4-v) D^{-1} I_{110111101}, \]
\[ J_{46} = \varepsilon^4 (1-\varepsilon) (1-2\varepsilon) v I_{1001111110}, \]
\[ J_{47} = \varepsilon^5 (1-2\varepsilon) v I_{11110110110}, \]
\[ J_{48} = \varepsilon^4 (1-2\varepsilon) v (1-w) I_{1111201110}, \]
\[ J_{49} = \varepsilon^4 (1-2\varepsilon) v \left[ I_{21101110110} + \frac{1}{2} (2-v+r_1) I_{1211101110} \right], \]
\[ J_{50} = \varepsilon^4 (1-2\varepsilon) v_1 r_1 I_{2101111110}, \]
\[ J_{51} = \varepsilon^3 v D^{-1} I_{1000111100}, \]
\[ J_{52} = \varepsilon^3 v D^{-1} I_{101011100}, \]
\[ J_{53} = \varepsilon^3 v_1 D^{-1} I_{1100111100}, \]
\[ J_{54} = \varepsilon^3 r_2 D^{-1} I_{101(-1)11100}, \]
\[ J_{55} = \varepsilon^3 (1-w) \left[ D^{-1} I_{101(-1)11100} + v D^{-1} I_{101011100} \right], \]
\[ J_{56} = \varepsilon^3 \left[ D^{-1} I_{101(-2)11100} + v D^{-1} I_{101(-1)11100} \right], \]
\[ J_{57} = \varepsilon^3 \nu r_2 D^- I^B_{01100110}, \]
\[ J_{58} = \varepsilon^3 \nu \left[ D^- I^B_{(-1)11100110} - (1 - w) \ D^- I^B_{011100110} \right], \]
\[ J_{59} = \varepsilon^3 \nu D^- I^B_{0111(-1)0110}, \]
\[ J_{60} = \varepsilon^3 \nu^2 D^- I^B_{100101110}, \]
\[ J_{61} = \varepsilon^3 \nu^2 D^- I^B_{001101110}, \]
\[ J_{62} = \varepsilon^4 (1 - 2 \varepsilon) \nu I^B_{111021100}, \]
\[ J_{63} = \varepsilon^3 r_1 \left\{ (1 - w) D^- I^B_{111(-1)11100} - D^- I^B_{101(-1)11100} \right\}, \]
\[ J_{64} = \varepsilon^3 r_1 \left\{ (1 - w) D^- I^B_{111001110} - D^- I^B_{011100110} \right\}, \]
\[ J_{65} = \varepsilon^3 r_1 D^- I^B_{1110101110}, \]
\[ J_{66} = \varepsilon^5 (1 - 2 \varepsilon) \nu I^B_{1111101110}, \]
\[ J_{67} = \varepsilon^4 (1 - 2 \varepsilon)^2 \nu I^B_{1111011110}, \]
\[ J_{68} = \varepsilon^3 r_1 D^- I^C_{101001100}, \]
\[ J_{69} = \varepsilon^3 D^- I^C_{11(-1)1001100}, \]
\[ J_{70} = \varepsilon^3 D^- I^C_{101001110(-1)}, \]
\[ J_{71} = \varepsilon^2 (1 + 4 \varepsilon) D^- I^C_{011001100}, \]
\[ J_{72} = \varepsilon^3 r_1 D^- I^C_{111001110(-1)}, \]
\[ J_{73} = \varepsilon^3 r_2 (1 - w) \ D^- I^C_{1010110100} + D^- I^C_{101001100}, \]
\[ J_{74} = \varepsilon^3 (1 - w) \ D^- I^C_{101011110(-1)}, \]
\[ J_{75} = \varepsilon^3 (1 - w) \left[ D^- I^C_{1010111(-1)0} + \nu D^- I^C_{101011100} \right], \]
\[ J_{76} = \varepsilon^3 r_2 D^- I^C_{011011110(-1)}, \]
\[ J_{77} = \varepsilon^3 D^- I^C_{011011110(-2)}, \]
\[ J_{78} = \varepsilon^3 (w - \nu) \left\{ D^- I^C_{011(-1)11100} - 2 D^- I^A_{100011100} \right\}, \]
\[ J_{79} = \varepsilon^3 r_1 \left\{ 2 D^- I^C_{1(-1)1101010} + \nu D^- I^C_{101101010} - D^- I^C_{011001100} - 2 D^- I^C_{011000110} \right\}, \]
\[ J_{80} = \varepsilon^3 \nu \left\{ 2 (1 - 3 \varepsilon) \left( I^C_{202101010} - \varepsilon I^C_{102101010} \right) + \varepsilon (1 - 2 \varepsilon) I^C_{102101010} \right\}, \]
\[ J_{81} = \varepsilon^3 (1 - w) \left[ (1 - w) \ D^- I^C_{101011010} + D^- I^C_{011001100} \right], \]
\[ J_{82} = \varepsilon^3 r_1 \left\{ (1 - w) \ D^- I^C_{11101110(-1)} - D^- I^C_{011011110(-1)} \right\}, \]
\[ J_{83} = \varepsilon^4 (1 - 2 \varepsilon) \nu I^C_{111011200}, \]
\[ J_{84} = \varepsilon^4 (1 - 2 \varepsilon) \nu I^C_{111012100}, \]
\[ J_{85} = \varepsilon^4 (1 - 2 \varepsilon) \nu I^C_{112101010}, \]
\[ J_{86} = \varepsilon^3 (1 - w) r_1 [(1 - w) D^{-1} I_{11011010}^C - D^{-1} I_{101011100}^C + D^{-1} I_{111001100}^C], \]
\[ J_{87} = \varepsilon^4 (1 - 2\varepsilon) \left[ I_{01111010}^C - \frac{1}{2} (1 - w) I_{201111010}^C - \frac{3}{2} I_{101211(-1)10}^C + \frac{1}{4} v I_{10120110}^C \right] \]
\[ - \frac{1}{2} I_{201101010}^C + \frac{1}{2} I_{201111010}^C + \frac{3}{2} I_{100211010}^C \]  
\[ + \varepsilon^3 (1 - 3\varepsilon) v \left[ I_{202101010}^C - \varepsilon I_{102101010}^C \right] \],
\[ J_{88} = \varepsilon^4 (1 - 2\varepsilon) v I_{1012111010}^C, \]
\[ J_{89} = \varepsilon^4 (1 - 2\varepsilon) v I_{0121111010}^C, \]
\[ J_{90} = \varepsilon^4 (1 - 2\varepsilon) v I_{1120011110}^C, \]
\[ J_{91} = \varepsilon^4 (1 - 2\varepsilon) v I_{1110021110}^C, \]
\[ J_{92} = \varepsilon^2 r_1 \left[ (1 - 2\varepsilon)^2 v I_{2110012110}^C - \varepsilon (1 - 2\varepsilon) I_{1110021110}^C - I_{202002100}^C - \varepsilon I_{A210201210}^C \right], \]
\[ J_{93} = \varepsilon^4 (1 - 2\varepsilon) v I_{1021011110}^C, \]
\[ J_{94} = \varepsilon^4 (1 - 2\varepsilon) v I_{0120111110}^C, \]
\[ J_{95} = \varepsilon^5 (1 - 2\varepsilon) v I_{1111111010}^C, \]
\[ J_{96} = \varepsilon^4 (1 - 2\varepsilon) vw I_{111211010}^C, \]
\[ J_{97} = \varepsilon^4 (1 - 2\varepsilon) v (1 - w) I_{1111111020}^C, \]
\[ J_{98} = \varepsilon^4 (1 - 2\varepsilon) r_1 \left( I_{211111100}^C + I_{121111100}^C + I_{111121010}^C + \frac{1}{4} v I_{111111100}^C \right), \]
\[ J_{99} = \varepsilon^5 (1 - 2\varepsilon) v I_{1110111110}^C, \]
\[ J_{100} = \varepsilon^4 (1 - 2\varepsilon) v (1 - w) I_{1111021110}^C, \]
\[ J_{101} = \varepsilon^4 (1 - 2\varepsilon) v (1 - w) I_{1112011110}^C, \]
\[ J_{102} = \varepsilon^4 (1 - 2\varepsilon) vr_1 I_{1210111110}^C, \]
\[ J_{103} = \varepsilon^5 (1 - 2\varepsilon) v I_{1011111110}^C, \]
\[ J_{104} = \varepsilon^5 (1 - 2\varepsilon) v (1 - v - w) I_{1111111110}^C, \]
\[ J_{105} = \varepsilon^4 (1 - 2\varepsilon) vw I_{1112011110}^C. \]  

(3.1)

4 The differential equation and differential forms

We write the differential equation for the master integrals as

\[ dJ = AJ, \]  

(4.1)

with

\[ A = A_v \ dv + A_w \ dw. \]  

(4.2)

The matrix-valued one-form \( A \) satisfies the integrability condition

\[ dA - A \wedge A = 0. \]  

(4.3)
For the choice of master integrals as in eq. (3.1), the differential equation is in $\varepsilon$-form [56] and we have
\[ A = \varepsilon \sum_{k=1}^{19} M_k \omega_k, \quad (4.4) \]
where the $M_k$'s are $105 \times 105$-matrices, whose entries are rational numbers. The $\omega_k$'s are differential one-forms. We have 19 differential one-forms. All are dlog-forms. The differential one-forms are
\[
\begin{align*}
\omega_1 &= d\ln(w), \\
\omega_2 &= d\ln(1-w), \\
\omega_3 &= d\ln(-v), \\
\omega_4 &= d\ln(1-v), \\
\omega_5 &= d\ln(4-v), \\
\omega_6 &= d\ln(w-v), \\
\omega_7 &= d\ln(1-w-v), \\
\omega_8 &= d\ln(1-w+v), \\
\omega_9 &= d\ln\left(w^2 + v(1-w)\right), \\
\omega_{10} &= d\ln\left((1-w)^2 + vw\right), \\
\omega_{11} &= d\ln\left((1-w)^2 + v(2-w)\right), \\
\omega_{12} &= d\ln\left(\lambda(v,w,1)\right), \\
\omega_{13} &= d\ln\left(\frac{2-v-r_1}{2-v+r_1}\right), \\
\omega_{14} &= d\ln\left(\frac{2w + v(1-w) - (1-w)r_1}{2w + v(1-w) + (1-w)r_1}\right), \\
\omega_{15} &= d\ln\left(\frac{2(1-w) + vw - wr_1}{2(1-w) + vw + wr_1}\right), \\
\omega_{16} &= d\ln\left(\frac{wv^2 + (1-2w-w^2)v + 2(1-w)^2 - (1-w^2 + vw)r_1}{wv^2 + (1-2w-w^2)v + 2(1-w)^2 + (1-w^2 + vw)r_1}\right), \\
\omega_{17} &= d\ln\left(\frac{1+w-v-r_2}{1+w-v+r_2}\right), \\
\omega_{18} &= d\ln\left(\frac{(1-w)^2 - v(1+w) - (1-w)r_2}{(1-w)^2 - v(1+w) + (1-w)r_2}\right), \\
\omega_{19} &= d\ln\left(\frac{-v(3-v+w) - r_1r_2}{-v(3-v+w) + r_1r_2}\right). \\ 
\end{align*}
\]
(4.5)
We write
\[ \omega_k = d\ln f_k. \quad (4.6) \]
The variable transformation from \((v, w)\) to \((x, y)\) rationalises all square roots. The \(f_k\)'s are then rational functions in \(x\) and \(y\). In detail we have

\[
\begin{align*}
f_1 &= -p_1^{-1} p_5^{-1} p_6^{-1} p_8 p_9, & f_2 &= 2p_1^{-1} p_2 p_4 p_5^{-1} p_6^{-1} p_7, & f_3 &= p_1^{-1} p_2^{-1} p_3^{-1} p_6^{-1} p_9, \\
f_4 &= p_1^{-1} p_{17}, & f_5 &= p_1^{-1} p_3^{-2}, & f_6 &= -p_1^{-1} p_5^{-1} p_6^{-1} p_{18}, \\
f_7 &= p_1^{-1} p_2^{-1} p_5^{-1} p_6^{-1} p_{16}, & f_8 &= p_1^{-1} p_2 p_5^{-1} p_6^{-1} p_{12}, & f_9 &= p_1^{-2} p_5^{-2} p_6^{-2} p_{19} p_{20}, \\
f_{10} &= p_1^{-2} p_2^{-2} p_5^{-2} p_6^{-2} p_{14} p_{15}, & f_{11} &= p_1^{-2} p_2^{-2} p_5^{-2} p_6^{-2} p_{16} p_{13}, & f_{12} &= p_1^{-2} p_2^{-2} p_5^{-2} p_6^{-2} p_{11}, \\
f_{13} &= p_1^{2}, & f_{14} &= p_1^{-2} p_{19} p_{20}^{-1}, & f_{15} &= p_1^{-2} p_{14} p_{15}, \\
f_{16} &= p_1^{-2} p_{16}^{-1} p_{14} p_{13}^{-1} p_{15}, & f_{17} &= -p_1 p_5^{-1} p_6 p_8 p_9^{-1}, & f_{18} &= -p_1^{-1} p_3^{-2} p_6^{-2} p_8 p_9^{-1}, \\
f_{19} &= -4 p_1 p_3^2 p_7^{-2}. &
\end{align*}
\]

The \(p_j\)'s are polynomials in \(x\) and \(y\) and given by

\[
\begin{align*}
p_1 &= x, \\
p_2 &= x - 1, \\
p_3 &= x + 1, \\
p_4 &= y, \\
p_5 &= y - 1, \\
p_6 &= y + 1, \\
p_7 &= xy + x - y + 1, \\
p_8 &= xy + x - 2y, \\
p_9 &= 2xy - y + 1, \\
p_{10} &= xy^2 + 2xy - 2y^2 + x + 2y, \\
p_{11} &= xy^2 + 2xy + y^2 + x - 2y + 1, \\
p_{12} &= xy^2 + 2xy - y^2 + x + 2y - 1, \\
p_{13} &= 2xy^2 + 2xy - y^2 + 2y - 1, \\
p_{14} &= 2xy^2 + 2xy - 3y^2 + 2y + 1, \\
p_{15} &= 3xy^2 + 2xy - 2y^2 - x + 2y, \\
p_{16} &= 3xy^2 + 2xy - 3y^2 - x + 2y + 1, \\
p_{17} &= x^2 - x + 1, \\
p_{18} &= x^2 y^2 + 2x^2 y - 3xy^2 + x^2 + y^2 - x - 2y + 1, \\
p_{19} &= x^2 y^2 + 2x^2 y - 4xy^2 + x^2 + 2y^2 - 2y, \\
p_{20} &= 2x^2 y^2 + 2x^2 y - 4xy^2 + y^2 - 2y + 1.
\end{align*}
\]

The polynomials \(p_1-p_{16}\) are linear in \(x\) and appeared previously in the two-loop mixed QCD-electroweak corrections to \(H \to b\bar{b}\) through a \(Ht\bar{t}\)-coupling [42]. The polynomials \(p_{17}-p_{20}\) are quadratic in \(x\).
5 Boundary values

In order to solve the differential equation we need boundary values. As boundary point we take the point \((v, w) = (0, 1)\), which corresponds in \((x, y)\)-space to the line \(x = 1\). The map from \((v, w)\)-space to \((x, y)\)-space blows up the point \((v, w) = (0, 1)\).

Most master integrals vanish at the boundary point. A few boundary values we have to compute explicitly. They are obtained from rather simple integrals. We have

\begin{align}
J_1 &= C_1 w^{-\epsilon}, \quad J_{15} = C_{15} (-v)^{-\epsilon}, \quad J_{51} = C_{51} (-v)^{-2\epsilon} w^{-\epsilon}, \\
J_{60} &= C_{60} (-v)^{-2\epsilon}, \quad J_{71} = C_{71}, 
\end{align}

(5.1)

with boundary values

\begin{align}
C_1 &= e^{3\gamma_E \epsilon} (\Gamma (1 + \epsilon))^3, \\
C_{15} &= 2e^{3\gamma_E \epsilon} \frac{(\Gamma (1 + \epsilon))^3 (\Gamma (1 - \epsilon))^2}{\Gamma (1 - 2\epsilon)}, \\
C_{51} &= -3e^{3\gamma_E \epsilon} \frac{\Gamma (1 + \epsilon) (\Gamma (1 - \epsilon))^3 \Gamma (1 + 2\epsilon)}{\Gamma (1 - 3\epsilon)}, \\
C_{60} &= 4e^{3\gamma_E \epsilon} \frac{(\Gamma (1 + \epsilon))^3 (\Gamma (1 - \epsilon))^4}{\Gamma (1 - 2\epsilon)^2}, \\
C_{71} &= e^{3\gamma_E \epsilon} \frac{\Gamma (1 - \epsilon) \Gamma (1 + \epsilon) \Gamma (1 + 2\epsilon)^2 \Gamma (1 + 3\epsilon)}{\Gamma (1 + 4\epsilon)}. 
\end{align}

(5.2)

Note that \(J_{15}, J_{51}\) and \(J_{60}\) have logarithmic singularities at \(v = 0\) and \(C_{15}, C_{51}, C_{60}\) denote “regularised” boundary values: they are given by the finite values obtained after removing all powers of \(\ln(-v)\). The remaining non-zero boundary values are

\begin{align}
C_{14} &= C_1, \\
C_{16} &= C_{59} = C_{15}, \\
C_{52} &= C_{51}, \\
C_{61} &= C_{60}, \\
C_6 &= C_8 = C_9 = C_{29} = C_{70} = C_{77} = \frac{1}{3} C_{71}, \\
C_{56} &= -\frac{2}{3} C_{71}, \\
C_{30} &= -\frac{1}{2} C_1 + \frac{1}{2} C_{71}, \\
C_{78} &= \frac{1}{2} C_1 - \frac{1}{2} C_{71}, \\
C_{87} &= -\frac{1}{4} C_1 + \frac{1}{4} C_{71}. 
\end{align}

(5.3)

All other boundary values are zero.

All non-trivial boundary values follow from (i) the explicit computations of eq. (5.2), (ii) a dedicated integral reduction for \(s = 0\) and \(m_W^2 = m_t^2\) and (iii) the requirement that
the master integrals $J_1$-$J_{105}$ are constant on the hypersurface $x = 1$. Note that this does not require that $A$ vanishes when restricted to $x = 1$, it only requires that the vector $J$ is in the kernel of $A$ on the hypersurface $x = 1$.

6 Analytical results

For the multiple polylogarithms [57–59] we use the notation $G(z_1, \ldots, z_k; y)$, which is associated with the iterated integral representation. One defines $G(0, \ldots, 0; y)$ with $k$ zeros to be

$$G(0, \ldots, 0; y) = \frac{1}{k!} (\ln y)^k.$$ 

(6.1)

This includes the trivial case $G(\; ; y) = 1$. Multiple polylogarithms are then defined recursively by

$$G(z_1, z_2, \ldots, z_k; y) = \int_0^y \frac{dy_1}{y_1 - z_1} G(z_2, \ldots, z_k; y_1).$$ 

(6.2)

A discussion of the basic properties of multiple polylogarithms can be found in ref. [55].

We take the point $(v, w) = (0, 1)$ in $(v, w)$-space as our boundary point. In $(x, y)$-space this point corresponds to the hyperplane $x = 1$. The master integrals are constant on this hyperplane. We therefore have to integrate only along $x$ in $(x, y)$-space. It is advantageous to change variables from $x$ to $x' = 1 - x$. Doing so, the starting point of the integration will be $x' = 0$. The integration gives multiple polylogarithms of the form

$$G(l'_1, \ldots, l'_k; x'),$$ 

(6.3)

where the letters $l'_1, \ldots, l'_k$ are from the alphabet

$$A = \{0, 1, 2, x'_7, x'_8, x'_9, x'_{10}, x'_{11}, x'_{12}, x'_{13}, x'_{14}, x'_{15}, x'_{16}, x'_{17, a}, x'_{17, b}, x'_{18, a}, x'_{18, b}, x'_{19, a}, x'_{19, b}, x'_{20, a}, x'_{20, b}\}.$$ 

(6.4)

This is an alphabet with 21 letters. The non-trivial letters are given by

$$x'_7 = \frac{2}{1 + y}, \quad x'_8 = \frac{1 - y}{1 + y}, \quad x'_9 = \frac{1 + y}{2y},$$

$$x'_{10} = \frac{1 + 4y - y^2}{(1 + y)^2}, \quad x'_{11} = \frac{2(1 + y^2)}{(1 + y)^2}, \quad x'_{12} = \frac{4y}{(1 + y)^2},$$

$$x'_{13} = \frac{1 - 4y - y^2}{2y (1 + y)}, \quad x'_{14} = \frac{1 + 4y - y^2}{2y (1 + y)}, \quad x'_{15} = \frac{1 - 4y - y^2}{(1 + y)(1 - 3y)},$$

$$x'_{16} = \frac{4y}{(1 + y)(1 - 3y)}$$

and

$$x'_{17, a} = e^{\frac{i\pi}{3}}, \quad x'_{17, b} = e^{-\frac{i\pi}{3}},$$

$$x'_{18, a} = \frac{1 + 4y - y^2 + i\sqrt{(3 + y^2)(1 - 5y^2)}}{2(1 + y)^2}, \quad x'_{18, b} = \frac{1 + 4y - y^2 - i\sqrt{(3 + y^2)(1 - 5y^2)}}{2(1 + y)^2}.$$
As a reference value we give numerical results for

\[ x'_{19,a} = \frac{1 + 2y - y^2 + \sqrt{2y(1 + y - y^2 + y^4)}}{(1 + y)^2}, \quad x'_{19,b} = \frac{1 + 2y - y^2 - \sqrt{2y(1 + y - y^2 + y^4)}}{(1 + y)^2}, \]

\[ x'_{20,a} = \frac{2y + i\sqrt{2y(1 - y - y^2 - y^4)}}{2y(1 + y)}, \quad x'_{20,b} = \frac{2y - i\sqrt{2y(1 - y - y^2 - y^4)}}{2y(1 + y)}. \] (6.6)

The letters are the roots of the polynomials \( p_1, p_2 \) in \( x' \) with \( x \) substituted by \( 1 - x' \).

For all master integrals we write

\[ J_k = \sum_{j=0}^{\infty} \varepsilon^j J_k^{(j)}. \] (6.7)

The \( \varepsilon^j \)-term \( J_k^{(j)} \) is of uniform weight \( j \). To give an example, we have

\[
\begin{align*}
J_{67} &= 2 \left[ G(0, x_8', x_9'; x') - G(x_{15}', x_8, 0; x') - G(x_{14}', x_9, 0; x') ight. \\
&\quad - G(x_{14}', x_9, 0; x') - G(x_{15}', x_9, 0; x') + G(x_{14}', x_9, x_8'; x') + G(x_{14}', x_9, x_8', x') \\
&\quad + G(x_{15}', x_9, x_8'; x') + G(x_{15}', x_9, x_8', x') - G(1, x_9, x_8'; x') + G(x_{15}', x_9, 1; x') \\
&\quad - G(x_{15}', x_9, 1; x') + G(x_{15}', x_9, 1; x') - G(0, x_8', 1; x') - G(1, x_9, 1; x') \\
&\quad + 2G(x_{15}', 1, 0; x') + 2G(x_{15}', 0, 0; x') + 2G(x_{15}', x_9, 0; x') - G(x_{15}', x_9, 1; x') \\
&\quad - G(x_{15}', x_9, x_8'; x') - G(x_{15}', 1, x_9; x') - G(x_{15}', x_9, x_8'; x') - G(x_{15}', x_9, x_8', x') \\
&\quad - G(x_{15}', x_9, x_8', x') - G(1, x_9, x_8'; x') + 2G(x_{15}', x_9, 1; x') + G(1, x_{15}', 1; x') \\
&\quad + G(1, x_{15}', x_9'; x') \varepsilon^3 + \mathcal{O}(\varepsilon^4). \] (6.8)
\]

The analytical results for the master integrals are given up to the order \( \varepsilon^5 \) in a supplementary electronic file attached to the arxiv version of this article.

### 7 Numerical results

As a reference value we give numerical results for

\[ p^2 = m_H^2. \] (7.1)

Since \( p^2 > 0 \), we are not in the Euclidean region. Feynman’s \( \delta \)-prescription instructs us to take a small imaginary part into account: \( p^2 \to p^2 + i0 \). This selects the correct branches for the two square roots \( \sqrt{-v(4 - v)} \) and \( \sqrt{x(v, w, 1)} \). With

\[ m_W = 80.38 \text{ GeV}, \quad m_H = 125.2 \text{ GeV}, \quad m_t = 173.1 \text{ GeV} \] (7.2)

we obtain for the variables \( x \) and \( y \)

\[ x = 0.7384 + 0.6743i, \quad y = 0.3987i. \] (7.3)

The values of the master integrals at this point are given to 8 digits in tables 5 and 6. They are easily computed to arbitrary precision by evaluating the multiple polylogarithms with the help of \textsf{GiNaC} [60, 61]. In addition we verified the correctness of our results at several kinematic points with the help of the programs \textsf{AMFlow} [62–64] and \textsf{sector_decomposition} [65, 66].
| $p^2$ | $m_{J_1}^2$ | $m_{J_2}^2$ | $m_{J_3}^2$ | $m_{J_4}^2$ | $m_{J_5}^2$ | $m_{J_6}^2$ |
|------|------------|------------|------------|------------|------------|------------|
| 0    | 0          | 0          | 0          | 0          | 0          | 0          |
| 0    | 0          | 0          | 0          | 0          | 0          | 0          |
| 0    | 0          | 0          | 0          | 0          | 0          | 0          |
| 0    | 0          | 0          | 0          | 0          | 0          | 0          |
| 0    | 0          | 0          | 0          | 0          | 0          | 0          |

Table 5. Numerical results for the first six terms of the $\varepsilon$-expansion of the master integrals $J_1-J_6$ at the kinematic point $p^2 = m_{J_1}^2$. 

JHEP11 (2022) 051
Table 6. Numerical results for the first six terms of the $\varepsilon$-expansion of the master integrals $J_{68}$-$J_{105}$ at the kinematic point $p^2 = m_H^2$.

8 Conclusions

In this paper we considered all master integrals with internal top-and $W$-propagators contributing to the three-loop Higgs self-energy diagrams of order $\mathcal{O}(\alpha^2\alpha_s)$. We obtained analytic results for all master integrals, keeping the full dependence on $p^2$, $m_T^2$ and $m_L^2$. We presented a basis of master integrals of uniform weight. In this basis the associated differential equation is $\varepsilon$-factorised. We set up three independent systems of differential equations, such that for each system all occurring square roots can be rationalised simultaneously. This allows us to express all master integrals to any order in the dimensional regularisation parameter $\varepsilon$ in terms of multiple polylogarithms. Our results are a building block for precision Higgs physics.
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A The additional topologies

In this appendix we consider the additional topologies containing a top propagator and a W-propagator and not being proportional to the product of Yukawa couplings $y_b y_t$. There are three top sector diagrams which we have to consider. These are shown in figure 3. The diagrams shown in figure 3 have all eight propagators and define the top sectors. Simpler diagrams, obtained from the ones shown in figure 3 by pinching a subset of the propagators, are not shown. The three top sectors can be obtained from one auxiliary graph with nine propagators, shown in figure 4. The auxiliary graph $B'$ is obtained from the auxiliary graph $B$ through the exchange $m_W \leftrightarrow m_t$. The three diagrams in figure 3 correspond to the sectors 255, 479 and 509 of the auxiliary graph $B'$. The auxiliary graph $B'$ introduces additional square roots

$$r_3 = \sqrt{-v(4w - v)}, \quad r_4 = \sqrt{-v(-4 - v)}.$$  

(A.1)
Figure 4. The topology $B'$. This topology is related by the exchange $m_W \leftrightarrow m_t$ to topology $B$.

For the sectors $B'_{255}$ and $B'_{479}$ we encounter the set of square roots $(r_1, r_2, r_3)$, while for the sector $B'_{509}$ we encounter the set of square roots $(r_1, r_2, r_4)$. We do not know how to rationalise all four square roots simultaneously. But this is not needed: it is sufficient being able to rationalise the set of square roots $(r_1, r_2, r_3)$ and independently the set of square roots $(r_1, r_2, r_4)$. This can be done. We are therefore led to two system of differential equations, one for the sectors $B'_{255}$ and $B'_{479}$ with 61 master integrals $K_{1-61}$ and another system for the sector $B'_{509}$ with 43 master integrals $L_{1-43}$. In both cases we are able to transform the differential equation into an $\varepsilon$-factorised form

$$dK = BK, \quad B = \varepsilon \sum_{k=1}^{28} M'_k \omega_k,$$

$$dL = CL, \quad C = \varepsilon \sum_{k=1}^{28} M''_k \omega_k.$$ 

(A.2)

The entries of the $61 \times 61$ matrices $M'_k$ and of the $43 \times 43$ matrices $M''_k$ are rational numbers.

The differential one-forms $\omega_1-\omega_{19}$ are given in eq. (4.5), the additional differential one-forms are given by

$$\omega_{20} = d \ln (4w-v),$$

$$\omega_{21} = d \ln \left( (1-w)^2 + v \right),$$

$$\omega_{22} = d \ln \left( \frac{2w-v-r_3}{2w-v+r_3} \right),$$

$$\omega_{23} = d \ln \left( \frac{2w(1-w)-v-r_3}{2w(1-w)-v+r_3} \right),$$

$$\omega_{24} = d \ln \left( \frac{-v(1-v+3w)-r_2r_3}{-v(1-v+3w)+r_2r_3} \right),$$

$$\omega_{25} = d \ln (4+v),$$
\[ \omega_{26} = d \ln \left( (1 - w)^2 - vw \right), \]
\[ \omega_{27} = d \ln \left( \frac{2 + v - r_4}{2 + v + r_4} \right), \]
\[ \omega_{28} = d \ln \left( -v (1 + w) - (1 - w) r_4 \right). \]
\[ (A.3) \]

Not all differential one-forms do occur in the two differential equation in eq. (A.2). The occurring ones are

\[ K: \{ \omega_1, \omega_2, \omega_3, \omega_4, \omega_5, \omega_6, \omega_7, \omega_8, \omega_{12}, \omega_{13}, \omega_{17}, \omega_{18}, \omega_{19}, \omega_{20}, \omega_{21}, \omega_{22}, \omega_{23}, \omega_{24} \}, \]
\[ L: \{ \omega_1, \omega_2, \omega_3, \omega_5, \omega_6, \omega_7, \omega_{12}, \omega_{13}, \omega_{17}, \omega_{18}, \omega_{19}, \omega_{25}, \omega_{26}, \omega_{27}, \omega_{28} \}. \]
\[ (A.4) \]

We remark that the three systems of master integrals \((A_{255}, B_{255}, C_{255}, D_{255})\), \((B'_{255}, B'_{479})\) and \((B'_{509})\) are redundant: the master integrals of \(B'_{255}\) are related through the exchange \(m_W \leftrightarrow m_t\) to the ones of \(B_{255}\). The master integrals of \(B'_{255}\) are \(K_1-K_{32}\), hence only \(K_{33}-K_{61}\) are “new”. The same situation appears in the system \(B'_{509}\): the master integrals \(L_1-L_{39}\) appear already in the system \((B'_{255}, B'_{479})\), hence only \(L_{40}-L_{43}\) are “new”. This redundancy is the price to pay for having individual systems which can be solved independently with a single rationalisation.

### A.1 The sectors \(B'_{}\) and \(B'_{479}\)

The sector \(B'_{479}\) involves the square roots \((r_1, r_2, r_3)\). (The sector \(B'_{255}\) alone involves only the square roots \((r_2, r_3)\).) The square roots \((r_1, r_2, r_3)\) are rationalised by the variables \((\hat{x}, y)\). The variable \(\hat{x}\) is defined by

\[ x = \frac{(1 - y) \left[ (1 + y)(1 - 4\hat{x}) + (3 + 11y) \hat{x}^2 \right]}{(1 + y) \left[ 1 - y - (1 + 7y) \hat{x}^2 \right]} \]
\[ \hat{x} = \frac{(1 - y^2) \left[ 2(1 - x) - xy_3 \right]}{(1 - x) \left[ 3 + x + 8y - 11y^2 + 8xy + 7xy^2 \right]}. \]
\[ (A.5) \]

This rationalisation is easily obtained with the help of the computer program `RationalizeRoots` \([43, 44]\). The value \(x = 1\) corresponds to \(\hat{x} = 0\). The root \(r_3\) is given in the variables \((\hat{x}, y)\) by

\[ r_3 = \frac{8\hat{x} \left[ 1 - y^2 - (1 + 4y - y^2) \hat{x} \right] \left[ 1 - y^2 - 2 (1 + 4y - y^2) \hat{x} + (1 + y) (1 + 7y) \hat{x}^2 \right]}{(1 - y^2) \left[ 1 - y - (1 + 7y) \hat{x}^2 \right] \left[ (1 + y) (1 - 4\hat{x}) + (3 + 11y) \hat{x}^2 \right]} \]
\[ (A.6) \]

With this rationalisation the differential one-forms translate to

\[ d \ln (\tilde{p}_1), \ldots, d \ln (\tilde{p}_{20}), \]
\[ (A.7) \]

where \(\tilde{p}_1-\tilde{p}_{20}\) are polynomials in \((\hat{x}, y)\). We note that the differential one-form \(\omega_6 = d \ln (w-v)\) leads to a quartic polynomial in \(\hat{x}\):

\[ \tilde{p}_{20} = 1 - 4\hat{x} - 2y^2 - 16y\hat{x} + 18\hat{x}^2 + 8y^2\hat{x} + 48\hat{x}^2y - 28\hat{x}^3 + y^4 + 16y^3\hat{x} + 44\hat{x}^2y^2 - 144\hat{x}^3y \\
+ 13\hat{x}^4 - 4y^4\hat{x} - 48\hat{x}^2y^3 - 104y^2\hat{x}^3 + 112\hat{x}^4y + 2y^2\hat{x}^2 + 16y^3\hat{x}^3 + 246\hat{x}^4y^2 + 4y^4\hat{x}^3 \\
+ 16y^3\hat{x}^4 + 61y^4\hat{x}^4, \]
\[ (A.8) \]
the remaining 19 polynomials $\hat{p}_1-\hat{p}_{19}$ are at most quadratic in $\hat{x}$. The polynomial $\hat{p}_{20}$ will lead to roots of a quartic polynomial as arguments of the multiple polylogarithms if the differential equation is integrated along $\hat{x}$ for generic and constant $y$.

The master integrals for the sectors $B'_{255}$ and $B'_{479}$ are

\[
\begin{align*}
K_1 &= \varepsilon^3 (1-w) \mathbf{D}^- I_{101010100}^{B'}, \\
K_2 &= \varepsilon^3 \mathbf{D}^- I_{101(-1)10100}^{B'}, \\
K_3 &= \varepsilon^3 r_2 \mathbf{D}^- I_{0110100}^{B'}, \\
K_4 &= \varepsilon^3 \left[ \mathbf{D}^- I_{011010100}^{B'} + (1-w) \mathbf{D}^- I_{011010100}^{B'} \right], \\
K_5 &= \varepsilon^3 \left[ \mathbf{D}^- I_{01101(-1)100}^{B'} + v \mathbf{D}^- I_{0110100}^{B'} \right], \\
K_6 &= \varepsilon^3 \left[ \mathbf{D}^- I_{0110101(-1)0}^{B'} + v \mathbf{D}^- I_{011010100}^{B'} \right], \\
K_7 &= \varepsilon^3 v \mathbf{D}^- I_{100011100}^{B'}, \\
K_8 &= \varepsilon^3 v \mathbf{D}^- I_{01011100}^{B'}, \\
K_9 &= \varepsilon^3 v \mathbf{D}^- I_{101000110}^{B'}, \\
K_{10} &= \varepsilon^3 r_3 \left[ \mathbf{D}^- I_{011010100}^{B'} + \mathbf{D}^- I_{111(-1)10100}^{B'} + (1-w) \mathbf{D}^- I_{111010100}^{B'} \right], \\
K_{11} &= \varepsilon^3 r_3 \mathbf{D}^- I_{111(-1)10100}^{B'}, \\
K_{12} &= \varepsilon^3 v r_3 \mathbf{D}^- I_{10011100}^{B'}, \\
K_{13} &= \varepsilon^3 r_2 \mathbf{D}^- I_{101(-1)11100}^{B'}, \\
K_{14} &= \varepsilon^3 (1-w) \left[ \mathbf{D}^- I_{101(-1)11100}^{B'} + v \mathbf{D}^- I_{10101100}^{B'} \right], \\
K_{15} &= \varepsilon^3 \left[ \mathbf{D}^- I_{101(-2)11100}^{B'} + v \mathbf{D}^- I_{101(-1)11100}^{B'} \right], \\
K_{16} &= \varepsilon^3 (1-w) \left[ v \mathbf{D}^- I_{01101100}^{B'} + \mathbf{D}^- I_{011010100}^{B'} \right], \\
K_{17} &= \varepsilon^3 v r_3 \mathbf{D}^- I_{111000110}^{B'}, \\
K_{18} &= \varepsilon^3 v (1-w) \mathbf{D}^- I_{1010100110}^{B'}, \\
K_{19} &= \varepsilon^3 v r_2 \mathbf{D}^- I_{0111000110}^{B'}, \\
K_{20} &= \varepsilon^3 v \left[ \mathbf{D}^- I_{(-1)11100110}^{B'} + (1-w) \mathbf{D}^- I_{0111000110}^{B'} \right], \\
K_{21} &= \varepsilon^3 v \mathbf{D}^- I_{0111(-1)0110}^{B'}, \\
K_{22} &= \varepsilon^3 v^2 \mathbf{D}^- I_{001101100}^{B'}, \\
K_{23} &= \varepsilon^3 v^2 \mathbf{D}^- I_{001011110}^{B'}, \\
K_{24} &= \varepsilon^4 (1-2\varepsilon) v I_{11021100}^{B'}, \\
K_{25} &= \varepsilon^3 r_3 \left[ (1-w) \mathbf{D}^- I_{111(-1)11100}^{B'} + \mathbf{D}^- I_{011(-1)11100}^{B'} \right], \\
K_{26} &= \varepsilon^3 r_3 \left[ (1-w) \mathbf{D}^- I_{1111001110}^{B'} + \mathbf{D}^- I_{0111001110}^{B'} \right], \\
K_{27} &= \varepsilon^3 v r_3 \mathbf{D}^- I_{11101011(-1)}^{B'}, \\
K_{28} &= \varepsilon^4 (1-2\varepsilon) v I_{112010110}^{B'}. \\
\end{align*}
\]
\[ K_{29} = \varepsilon^4 (1 - 2\varepsilon) \, v \, I_{11020110}^{B'}, \]
\[ K_{30} = \varepsilon^3 \, v^2 \, r_3 \, D^{-} I_{11010110}^{B'}, \]
\[ K_{31} = \varepsilon^5 (1 - 2\varepsilon) \, v \, I_{11110110}^{B'}, \]
\[ K_{32} = \varepsilon^4 (1 - 2\varepsilon)^2 \, v \, I_{11110111}^{B'}, \]
\[ K_{33} = \varepsilon^3 \, D^{-} I_{101000001}^{B'}, \]
\[ K_{34} = \varepsilon^3 \, r_3 \, D^{-} I_{111000001}^{B'}, \]
\[ K_{35} = \varepsilon^3 (1 - w) \, D^{-} I_{1011000001}^{B'}, \]
\[ K_{36} = \varepsilon^3 \, r_2 \, D^{-} I_{011100001}^{B'}, \]
\[ K_{37} = \varepsilon^3 \left[ D^{-} I_{(1111000001)}^{-1} + (1 - w) \, D^{-} I_{0110000001}^{B'} \right], \]
\[ K_{38} = \varepsilon^3 \left[ D^{-} I_{0111001001}^{B'} + v \, D^{-} I_{0110000001}^{B'} \right], \]
\[ K_{39} = \varepsilon^2 (1 + 4\varepsilon) \, D^{-} I_{001000010}^{B'}, \]
\[ K_{40} = \varepsilon^3 \, r_1 \, D^{-} I_{00100001}^{B'}, \]
\[ K_{41} = \varepsilon^3 \left[ D^{-} I_{(1111000001_0100011)}^{-1} + (1 - w) \, D^{-} I_{001100001}^{B'} \right], \]
\[ K_{42} = \varepsilon^3 \left[ D^{-} I_{0011001001}^{B'} + v \, D^{-} I_{0010000001}^{B'} \right], \]
\[ K_{43} = \varepsilon^3 \, v \, D^{-} I_{000100001}^{B'}, \]
\[ K_{44} = \varepsilon^3 \, r_3 \left[ (1 - w) \, D^{-} I_{1111000001}^{B'} + D^{-} I_{0111000001}^{B'} \right], \]
\[ K_{45} = \varepsilon^3 \, (1 - w) \left[ (1 - w) \, D^{-} I_{101100001}^{B'} + D^{-} I_{011000010}^{B'} \right], \]
\[ K_{46} = \varepsilon^3 \, r_2 \left[ D^{-} I_{(1111000001_1100010)}^{-1} + (1 - w) \, D^{-} I_{01110001}^{B'} \right], \]
\[ K_{47} = \varepsilon^3 \left[ D^{-} I_{(1111000001)}^{-1} + (1 - w) \, D^{-} I_{(1111000001_1100010)}^{-1} + (1 - w)^2 \, D^{-} I_{011100010}^{B'} \right], \]
\[ K_{48} = \varepsilon^3 \, (w - v) \left[ D^{-} I_{011100001}^{B'} + 2 \, D^{-} I_{001100001}^{B'} \right], \]
\[ K_{49} = \varepsilon^3 \, r_2 \left[ (1 - w) \, D^{-} I_{101100001}^{B'} + D^{-} I_{001000001}^{B'} \right], \]
\[ K_{50} = \varepsilon^3 \, (1 - w) \left[ D^{-} I_{111100001}^{B'} + (1 - w) \, D^{-} I_{011100010}^{B'} \right], \]
\[ K_{51} = \varepsilon^3 \, (1 - w) \left[ D^{-} I_{111100001}^{B'} + (1 - w) \, D^{-} I_{011100010}^{B'} \right], \]
\[ K_{52} = \varepsilon^3 \, r_3 \left[ (1 - w)^2 \, D^{-} I_{111100001}^{B'} + 2 \, (1 - w) \, D^{-} I_{011100001}^{B'} + D^{-} I_{011100001}^{B'} \right], \]
\[ K_{53} = \varepsilon^3 \, r_3 \left[ (1 - w)^2 \, D^{-} I_{111100001}^{B'} + (1 - w) \left( D^{-} I_{011100001}^{B'} + D^{-} I_{011000001}^{B'} \right) \right], \]
\[ K_{54} = \varepsilon^4 (1 - 2\varepsilon) \, v \, I_{011100021}^{B'}, \]
\[ K_{55} = \varepsilon^4 (1 - 2\varepsilon) \, v \, I_{120000111}^{B'}, \]
\[ K_{56} = \varepsilon^4 (1 - 2\varepsilon) \, v \, I_{012000011}^{B'}, \]
\[ K_{57} = \varepsilon^4 (1 - 2\varepsilon) \, v \, I_{012000111}^{B'}, \]
\[ K_{58} = \varepsilon^4 (1 - 2\varepsilon) \, v \, I_{111110001}^{B'}, \]
\[ K_{59} = \varepsilon^4 (1 - 2\varepsilon) \, v \, I_{112100011}^{B'}, \]
\[ K_{60} = \varepsilon^4 (1 - 2\varepsilon) r_3 \left[ w I_{211110011}^B + I_{112110011}^B - 2\varepsilon I_{11110011}^B \right], \]
\[ K_{61} = \varepsilon^4 (1 - 2\varepsilon) vw I_{112100111}^B. \]  

(A.9)

As boundary point we take again the point \((v, w) = (0, 1)\). We denote the boundary values for this system by \(C'\). The non-zero boundary values are

\[
\begin{align*}
C'_{43} &= C'_{38} = C_1, \\
C'_{9} &= C'_{21} = C'_{43} = C_{15}, \\
C'_{7} &= C'_{8} = C_{51}, \\
C'_{22} &= C'_{23} = C_{60}, \\
C'_{39} &= C_{71}, \\
C'_{41} &= C'_{47} = \frac{1}{3} C_{71}, \\
C'_{2} &= C'_{5} = C'_{15} = C'_{42} = -\frac{2}{3} C_{71}, \\
C'_{48} &= \frac{1}{2} C_1 - \frac{1}{2} C_{71}. 
\end{align*}

(A.10)

A.2 The sector \(B_{509}'\)

The sector \(B_{509}'\) involves the square roots \((r_1, r_2, r_4)\). These are rationalised by the variables \((\tilde{x}, y)\). The variable \(\tilde{x}\) is defined by

\[
\tilde{x} = \frac{x (1 - \tilde{x})}{(1 + \tilde{x})}, \quad \tilde{x} = \frac{1}{2} \left( 1 - x - \sqrt{x^2 - 6x + 1} \right). \tag{A.11}
\]

The variables \(x\) and \(y\) are defined in eq. (2.22). The variable \(\tilde{x}\) rationalises simultaneously \(r_1\) and \(r_3\) and has already appeared in [67]. The root \(r_4\) is given in the variable \(\tilde{x}\) by

\[
r_4 = \frac{(1 + \tilde{x}^2)}{\tilde{x}} \left( 1 - 2\tilde{x} - \tilde{x}^2 \right). \tag{A.12}
\]

The value \(x = 1 + i\delta\) (with \(\delta\) being an infinitesimal small positive number) corresponds to \(\tilde{x} = i\). We set

\[
\tilde{x}' = i - \tilde{x}. \tag{A.13}
\]

With this definition the value \(x = 1 + i\delta\) corresponds to \(\tilde{x}' = 0\).

With this rationalisation the differential one-forms translate to

\[
d \ln (\tilde{p}_1), \ldots, d \ln (\tilde{p}_{17}), \tag{A.14}
\]

where \(\tilde{p}_1, \ldots, \tilde{p}_{17}\) are polynomials in \((\tilde{x}, y)\). The differential one-form \(\omega_6 = d \ln (w - v)\) leads also with this rationalisation to a quartic polynomial in \(\tilde{x}\):

\[
\tilde{p}_{17} = 1 - 2y + \tilde{x} + y^2 - 4y\tilde{x} + 2\tilde{x}^2 - y^2 - \tilde{x}^3 + 2y^2\tilde{x} - 4\tilde{x}^3y + \tilde{x}^4 + \tilde{x}^3y^2 + 2\tilde{x}^4y + \tilde{x}^4y^2, \tag{A.15}
\]

the remaining 16 polynomials \(\tilde{p}_1, \ldots, \tilde{p}_{16}\) are at most quadratic in \(\tilde{x}\). We note that \(\tilde{p}_{17}\) (and all other polynomials \(\tilde{p}_1, \ldots, \tilde{p}_{16}\)) are quadratic in \(y\).
The master integrals for the sector $B'_{509}$ are

\begin{align*}
L_1 &= K_1 = \varepsilon^3 (1 - w) \ D^+ I_{1011010100}^{B'}, \\
L_2 &= K_2 = \varepsilon^3 \ D^+ I_{10111010100}^{B'}, \\
L_3 &= K_3 = \varepsilon^3 r_2 \ D^+ I_{0111010100}^{B'}, \\
L_4 &= K_4 = \varepsilon^3 \left[ D^+ I_{(-1)11010100}^{B'} + (1 - w) D^+ I_{011010100}^{B'} \right], \\
L_5 &= K_5 = \varepsilon^3 \left[ D^+ I_{1011101(-1)100}^{B'} + v D^+ I_{0111010100}^{B'} \right], \\
L_6 &= K_6 = \varepsilon^3 \left[ D^+ I_{01110101(-1)0}^{B'} + v D^+ I_{0111010100}^{B'} \right], \\
L_7 &= K_7 = \varepsilon^3 v D^+ I_{0100111000}^{B'}, \\
L_8 &= K_8 = \varepsilon^3 v D^+ I_{01010111100}, \\
L_9 &= K_9 = \varepsilon^3 v D^+ I_{01010000110}, \\
L_{10} &= K_{13} = \varepsilon^3 r_2 D^+ I_{01110111100}^{B'}, \\
L_{11} &= K_{14} = \varepsilon^3 (1 - w) \left[ D^+ I_{101111011100}^{B'} + v D^+ I_{0110111100}^{B'} \right], \\
L_{12} &= K_{15} = \varepsilon^3 \left[ D^+ I_{011210111100}^{B'} + v D^+ I_{011101(-1)11100}^{B'} \right], \\
L_{13} &= K_{16} = \varepsilon^3 (1 - w) \left[ v D^+ I_{01110111100}^{B'} + D^+ I_{0111010100}^{B'} \right], \\
L_{14} &= K_{18} = \varepsilon^3 v (1 - w) D^+ I_{01101001110}^{B'}, \\
L_{15} &= K_{19} = \varepsilon^3 v r_2 D^+ I_{0111010100}^{B'}, \\
L_{16} &= K_{20} = \varepsilon^3 v \left[ D^+ I_{(-1)111000110}^{B'} + (1 - w) D^+ I_{01110100110}^{B'} \right], \\
L_{17} &= K_{21} = \varepsilon^3 v D^+ I_{0111(-1)0110}^{B'}, \\
L_{18} &= K_{22} = \varepsilon^3 v^2 D^+ I_{0110101110}^{B'}, \\
L_{19} &= K_{23} = \varepsilon^3 v^2 D^+ I_{0011011110}^{B'}, \\
L_{20} &= K_{33} = \varepsilon^3 D^+ I_{01000000110}^{B'}, \\
L_{21} &= K_{35} = \varepsilon^3 (1 - w) D^+ I_{011100001}, \\
L_{22} &= K_{36} = \varepsilon^3 r_2 D^+ I_{011111000001}, \\
L_{23} &= K_{37} = \varepsilon^3 \left[ D^+ I_{(-1)111000001}^{B'} + (1 - w) D^+ I_{01111000001}^{B'} \right], \\
L_{24} &= K_{38} = \varepsilon^3 \left[ D^+ I_{01110(-1)001}^{B'} + v D^+ I_{01111000001}^{B'} \right], \\
L_{25} &= K_{39} = \varepsilon^2 (1 + 4v) D^+ I_{0011001011}, \\
L_{26} &= K_{40} = \varepsilon^3 r_1 D^+ I_{0011000011}, \\
L_{27} &= K_{41} = \varepsilon^3 \left[ D^+ I_{(-1)01100011}^{B'} + (1 - w) D^+ I_{0011000011}^{B'} \right], \\
L_{28} &= K_{42} = \varepsilon^3 \left[ D^+ I_{00111(-1)0011}^{B'} + v D^+ I_{0011000011}^{B'} \right].
\end{align*}
\[ L_{29} = K_{43} = \varepsilon^3 v D^- I_{001000111}', \]
\[ L_{30} = K_{45} = \varepsilon^3 (1 - w) \left[ (1 - w) D^- I_{011000101} + D^- I_{001100101} \right], \]
\[ L_{31} = K_{46} = \varepsilon^3 r_2 \left[ D^- I_{(-1)11100101} + (1 - w) D^- I_{0111000101} \right], \]
\[ L_{32} = K_{47} = \varepsilon^3 \left[ D^- I_{(-2)1110001} + 2 (1 - w) D^- I_{(-1)111000101} + (1 - w)^2 D^- I_{0111000101} \right], \]
\[ L_{33} = K_{48} = \varepsilon^3 (w - v) \left[ D^- I_{0111(-1)0101} - 2 D^- I_{011000101} \right], \]
\[ L_{34} = K_{49} = \varepsilon^3 r_2 \left[ (1 - w) D^- I_{011000011} + D^- I_{001000011} \right], \]
\[ L_{35} = K_{50} = \varepsilon^3 (1 - w) \left[ D^- I_{(-1)11000011} + (1 - w) D^- I_{1011000011} \right], \]
\[ L_{36} = K_{51} = \varepsilon^3 (1 - w) \left[ D^- I_{101100(-1)11} + v D^- I_{1011000011} \right], \]
\[ L_{37} = K_{54} = \varepsilon^4 (1 - 2\varepsilon) \ v I_{101110021}', \]
\[ L_{38} = K_{56} = \varepsilon^4 (1 - 2\varepsilon) \ v I_{1012000111}, \]
\[ L_{39} = K_{57} = \varepsilon^4 (1 - 2\varepsilon) \ v I_{1012000111}, \]
\[ L_{40} = \varepsilon^3 r_4 \left[ v D^- I_{0011(-1)1111} + v D^- I_{0011000011} \right], \]
\[ L_{41} = \varepsilon^4 (1 - 2\varepsilon) \ v I_{002101111}, \]
\[ L_{42} = \varepsilon^5 (1 - 2\varepsilon) \ v I_{011011111}, \]
\[ L_{43} = \varepsilon^4 (1 - 2\varepsilon) \ (1 - w) I_{021011111}. \] (A.16)

As boundary point we take again the point \((v, w) = (0, 1)\). We denote the boundary values for this system by \(C''\). The non-zero boundary values are

\[ C''_{20} = C''_{24} = C_1, \]
\[ C''_9 = C''_{17} = C''_{29} = C_{15}, \]
\[ C''_7 = C''_8 = C_{51}, \]
\[ C''_8 = C''_{19} = C_6, \]
\[ C''_25 = C_{71}, \]
\[ C''_{27} = C''_{32} = \frac{1}{3} C_{71}, \]
\[ C''_2 = C''_{5} = C''_{12} = C''_{28} = -\frac{2}{3} C_{71}, \]
\[ C''_{33} = \frac{1}{2} C_1 - \frac{1}{2} C_{71}. \] (A.17)

B Supplementary material

Attached to the arxiv version of this article is an electronic file in ASCII format with Maple syntax, defining the quantities

A, B, C, J.
The matrix $A$ appears in the differential equation
\[ d\vec{J} = A\vec{J}. \] (B.1)

The entries of the matrix $A$ are linear combinations of $\omega_1, \ldots, \omega_{19}$, defined in eq. (4.5). These differential forms are denoted by
\[ \text{omega}_1, \ldots, \text{omega}_{19}. \]

The matrices $B$ and $C$ appear in the differential equations in eq. (A.2).

The vector $J$ contains the results for the master integrals up to order $\varepsilon^5$ in terms of multiple polylogarithms. The variable $\varepsilon$ is denoted by $\text{eps}$, $\zeta_2$, $\zeta_3$, $\zeta_5$ by
\[ \text{zeta}_2, \text{zeta}_3, \text{zeta}_5, \]
respectively. For the notation of multiple polylogarithms we give an example: $G(x_7,x_8,1;x')$ is denoted by
\[ \text{Glog}([\text{xp7, xp8, 1}], \text{xp}). \]

The file size is 10 MB, roughly 90% of the file size is used for the $\varepsilon^5$-term of $J$. The file size increases approximately by a factor of 10 for every additional order. This is expected: with an alphabet of
\[ N_{\text{letter}} = 21 \] (B.2)
letters we have
\[ (N_{\text{letter}})^w \] (B.3)
possible multiple polylogarithms at weight $w$. As the matrix $A$ is sparse, the actual increase factor is of the order $\mathcal{O}(10)$ and roughly a factor of two smaller than $N_{\text{letter}} = 21$. Note that the explicit expressions for $J$ are convenient, but not essential: all information to any order in $\varepsilon$ is stored compactly in the matrix $A$ and the boundary values given in section 5.
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