An intersection formula for CM cycles on Lubin-Tate spaces
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ABSTRACT. We give an explicit formula for the arithmetic intersection number of CM cycles on Lubin-Tate spaces for all levels. We prove our formula by formulating the intersection number on the infinite level. Our CM cycles are constructed by choosing two separable quadratic extensions $K_1, K_2$ over a non-Archimedean local field $F$. Our formula works for all cases: $K_1$ and $K_2$ can be either the same or different, ramified or unramified over $F$. This formula translates the linear Arithmetic Fundamental Lemma (linear AFL) into a comparison of integrals. As an example, we prove the linear AFL for $\text{GL}_2(F)$ in this article.
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1. INTRODUCTION

1.1. Global Motivation. In this article, we study an intersection problem of special cycles on Lubin–Tate towers motivated by the Gross–Zagier formula and its generalizations to certain higher-dimensional Shimura varieties.

The Gross–Zagier formula [GZ86] [YZZ13] relates the Neron–Tate height of Heegner points on Shimura curves to the first central derivative of certain $L$-functions. There have been conjectural generalizations of the Gross–Zagier formula to higher dimensional Shimura varieties, notably the Gan–Gross–Prasad conjectures [GGP12] and the Kudla–Rapoport conjecture [KR14]. Recently, Zhang has proposed another generalization [Zha17a] from which the intersection problem in this paper arises.

We briefly recall the geometric construction in Zhang’s proposal. Let $F_0 = \mathbb{Q}$ (in general, a totally real field), and let $F$ (resp. $E_0$) be an imaginary (resp. a real) quadratic field. Let $E = E_0 \otimes_{F_0} F$, a bi-quadratic field extension of $F_0$. Let $V$ be an $n$-dimensional vector space over $E$ with an $E/E_0$-Hermitian form $\langle -, - \rangle_V$. Consider the unitary group $H$ (an algebraic group over $E_0$) associated to $V$ and $\langle -, - \rangle_V$, and denote by $\text{Res}_{E_0/\mathbb{Q}} H$ (an algebraic group over $\mathbb{Q}$) the restriction of scalars of $H$. Let $V' = V$, viewed as an $F$ vector space (of dimension $2n$), and let $\langle -, - \rangle_{V'} = \text{tr}_{E/F} \langle -, - \rangle_V$ be the induced $F/F_0$-Hermitian form. Let $G$ be the unitary group
For a cuspidal automorphic representation $\pi$ of $G$ and $\phi \in \pi$, we can consider the $H$-period integral of $\phi$. A conjecture in [XZ20] states that this period integral is related to the central value of a certain $L$-function associated to $\pi$, analogous to the Waldspurger formula and the global Gan–Gross–Prasad conjecture [GGP12].

We assume further that the signatures of $V$ at the two archimedean places of $E_0$ are $((n-1,1),(n,0))$. Then the signature of $V'$ at the archimedean place of $F_0 = \mathbb{Q}$ is $(2n-1,1)$. The Shimura varieties $Sh_G$ and $Sh_H$ associated to $G$ and $\text{Res}_{F_0/\mathbb{Q}}H$ have dimension $2n-1$ and $n-1$ respectively (see section 27 in [GGP12]). The algebraic group inclusion $\text{Res}_{F_0/\mathbb{Q}}H \rightarrow G$ induces a cycle $Z$ on $Sh_G$ of codimension $n$. Then the height pairing of the $\pi$-isotypic part of the cycle $Z$ is conjecturally related to the first central derivative of a certain $L$-function associated to $\pi$, analogous to the Gross–Zagier formula and the arithmetic Gan–Gross–Prasad conjecture [GGP12].

In [Zha12], Zhang proposed a relative trace formula (RTF) approach to the arithmetic Gan–Gross–Prasad conjecture. The approach leads to local conjectures, notably the arithmetic fundamental lemma (AFL) conjecture formulated by Zhang in [Zha12] (see [Zha21] for recent progress), and the arithmetic transfer (AT) conjecture formulated by Rapoport–Smithling–Zhang [RSZ17, RSZ18]. The AFL conjecture relates the special value of the derivative of a relative orbital integral to an arithmetic intersection number on a Rapoport–Zink (RZ) formal moduli space of $p$-divisible groups attached to a unitary group. In this paper, we study an analog of Zhang’s AFL conjecture in this new setting. More precisely, let $v$ be a place of $F_0 = \mathbb{Q}$ that is split in $F$ and inert in $E_0$. Then the local unitary group $G_{F_0,v}$ (resp. $H_{E_0,v}$) is isomorphic to the general linear group $\text{GL}_{2n,F_0,v}$ (resp. $\text{GL}_{n,E_0,w}$ for the unique place $w$ of $E_0$ above $v$). Then the corresponding RZ spaces are the Lubin–Tate formal moduli spaces, and we will call the resulting cycle the CM cycle (relative to the quadratic extension $E_{0,w}/F_{0,v}$). We then consider the intersection number of the CM cycle with their translation in the ambient Lubin–Tate space. Zhang conjectured in his unpublished notes [Zha17b] that this intersection number is related to the first derivative of a relative orbital integral. He called this conjecture the linear AFL, to be distinguished from the AFL conjecture [Zha12] in the context of the arithmetic Gan–Gross–Prasad conjecture. We will recall the precise statement in §1.4.

In this article, we focus on the geometric side of the linear AFL and we will establish an explicit formula for the arithmetic intersection numbers. In fact, we will work in a much more general setting. First of all, our Theorem 1.4 calculates the intersection number on the Lubin–Tate space with arbitrary Drinfeld level structure, and we allow both ramified and unramified quadratic extensions in characteristic 0 or an odd prime. It also works in characteristic 2 for separable quadratic extensions. Note that in the function field case, Yun and Zhang have discovered a “higher Gross–Zagier formula” [YZ17], relating higher derivatives of $L$-functions to intersection numbers of special cycles on the moduli space of Drinfeld Shtukas of rank two. Our theorem in the positive characteristic case is related to a generalization of their theorem to the moduli space of Shtukas of higher rank. See Remark 4.1 of [Zha18]. Secondly, we obtain results for the intersection of CM cycles relative to two different quadratic extensions (see Theorem 1.5). In the function field case, this is related to the recent result of Howard–Shnidman on the Gross–Kohnen–Zagier formula [HS19].

Our formula can be expressed as an integral over $\text{GL}_{2h}(F)$, where $F$ is some non-Archimedean local field. By using this formula in the case of $h = 1$, the author gives a new proof of Gross and
Keating’s result on lifting endomorphisms of formal modules in [Li19]. Further, our formula reduces the linear AFL to an analytic identity between two integrals. In [Li20], we prove the identity by direct calculation when $h = 2$, and hence verify the linear AFL in these cases. Moreover, we could use our main theorem to verify various analogs of the arithmetic transfer conjecture in this new setting. We will pursue these directions in the future. In the ongoing work of the author and Howard, we conjectured that the linear AFL holds for more general settings, where we allow CM cycles associated with different quadratic extensions [HL20].

1.2. Main Results — a baby case. We abandon all previous notations and start new ones. Let $h$ be a non-negative integer. Fix a non-Archimedean local field $F$ (of any characteristic) with uniformizer $\pi$, ring of integers $O_F$, residue field $\mathbb{F}_q$, and algebraic closure $\overline{F}$. Let $K$ be a separable quadratic extension of $F$ with ring of integers $O_K$ and residue field $\mathbb{F}_{q_K}$. Let $\zeta_K(s) = (1 - q_K^s)^{-1}$ be their zeta functions, and let $|\cdot|_F$, $|\cdot|_K$ be their corresponding absolute values, which are normalized so that $|x|_F^{-1} = \#(O_F/x)$ and $|y|_K^{-1} = \#(O_K/y)$ for any $0 \neq x \in O_F$ and $0 \neq y \in O_K$. Let $\overline{\mathbb{F}}_q$ be the algebraic closure of $\mathbb{F}_q$. We fix a field embedding $\mathbb{F}_{q_K} \to \overline{\mathbb{F}}_q$.

Let $\hat{K}$ (resp. $\hat{F}$) be the completion of the maximal unramified extension of $K$ (resp. $F$), with ring of integers $O_{\hat{K}}$ (resp. $O_{\hat{F}}$). Let $\sigma \in \text{Gal}(K/F)$ be the non-trivial element, and denote by $x^\sigma$ the Galois conjugate of $x \in K$. Let $|\text{Disc}_{K/F}|$ be the norm of the discriminant of $K/F$, which equals $|(x - x^\sigma)^2|_F$ for any $x \in K$ such that $O_K = O_F[x]$. Let $\mathcal{G}_F$ be a formal $O_F$-module of height $2h$ over $\overline{\mathbb{F}}_q$. It is well-known that

$$D_F := \text{End}(\mathcal{G}_F) \otimes_{O_F} F$$

is a central division algebra of invariant $\frac{1}{2h}$, which implies $D_F \otimes_F \mathbb{F}_q \cong \text{Mat}_{2h \times 2h}(\mathbb{F}_q)$. We fix an $O_F$-algebra map

$$O_K \to \text{End}(\mathcal{G}_F)$$

in such a way that the induced action of $O_K$ on the $\overline{\mathbb{F}}_q$-vector space $\text{Lie}(\mathcal{G}_F)$ is through the reduction map $O_K \to \overline{\mathbb{F}}_{q_K} \to \overline{\mathbb{F}}_q$, which yields a formal $O_K$-module $\mathcal{G}_K$ of height $h$.

Denote the Lubin–Tate deformation space of $\mathcal{G}_F$ (resp. $\mathcal{G}_K$) by $M_0$ (resp. $N_0$), which admits a natural action of $\text{Aut}(\mathcal{G}_F)$ (resp. $\text{Aut}(\mathcal{G}_K)$). It is well known that $M_0$ is the formal specturm of a power series ring in $2h − 1$ variables over $O_F$. Deforming $\mathcal{G}_F$ with the extra $O_K$-module structure through $O_K \to \text{End}(\mathcal{G}_F)$ gives rise to a morphism of formal schemes $\eta_0^\gamma : N_0 \to M_0$, which yields a cycle $Z_0 := (\eta_0^\gamma)_* O_{N_0}$ with $h$-dimensional support on $M_0$. Translating $Z_0$ by an element $\gamma \in \text{Aut}(\mathcal{G}_F)$ yields another cycle $Z_0(\gamma)$. Consider the intersection number

$$\chi(Z_0 \otimes_{M_0} Z_0(\gamma)) = \sum_{i=0}^\infty (-1)^i \text{length}_{O_F} \left(\text{Tor}_i^{M_0}(Z_0, Z_0(\gamma))\right),$$

which is in fact well-defined and only has one non-zero term $\text{length}_{O_F} (Z_0 \otimes_{M_0} Z_0(\gamma))$ for almost all elements $\gamma \in D_F^\times$. The main result of this article is a formula identifying $\chi(Z_0 \otimes_{M_0} Z_0(\gamma))$ with an integral involving invariant polynomials of $\gamma$, which can be described as follows.

Let $K \subset D_F$ be the embedding corresponding to (1.1). Denote by $D_K \subset D_F$ the centralizer of $K$. Note that $D_K \otimes_F \mathbb{F}_q \cong \text{Mat}_{h \times h}(\mathbb{F}_q) \times \text{Mat}_{h \times h}(\mathbb{F}_q)$, and that $D_F \otimes_F \mathbb{F}_q \cong \text{Mat}_{h \times 2h}(\mathbb{F}_q)$. Up to conjugation, the embedding $D_K \otimes_F \mathbb{F}_q \to D_F \otimes_F \mathbb{F}_q$ is identified with the blockwise diagonal embedding

$$\text{Mat}_{h \times h}(\mathbb{F}_q) \times \text{Mat}_{h \times h}(\mathbb{F}_q) \to \text{Mat}_{2h \times 2h}(\mathbb{F}_q),$$

(1.2)
which associates a degree $h$ polynomial $P_g$ to any element $g \in \text{GL}_{2h}(F^{\text{alg}})$ as described by the following definition.

**Definition 1.1** (Invariant Polynomial). For any $A, B, C, D \in \text{Mat}_{h \times h}(F^{\text{alg}})$ be such that

$$g := \begin{pmatrix} A & B \\ C & D \end{pmatrix}$$

is an element in $\text{GL}_{2h}(F^{\text{alg}})$, let $X', X'' \in \text{Mat}_{h \times h}(F^{\text{alg}})$ be such that

$$(1.3) \quad \begin{pmatrix} X' \\ X'' \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}^{-1} \begin{pmatrix} A & -B \\ C & D \end{pmatrix}^{-1} \cdot \begin{pmatrix} A & B \\ C & D \end{pmatrix} \cdot \begin{pmatrix} A & B \\ C & D \end{pmatrix}. $$

Then $X'$ and $X''$ have the same characteristic polynomial, which we denote by $P_g$. Call $P_g$ the invariant polynomial of $g$ with respect to the embedding $\text{GL}_h(F^{\text{alg}}) \times \text{GL}_h(F^{\text{alg}}) \subset \text{GL}_{2h}(F^{\text{alg}})$. It is straightforward to see that $P_{g'} = P_g$ for any $g' \in \left(\text{GL}_h(F^{\text{alg}}) \times \text{GL}_h(F^{\text{alg}})\right) \cdot g \cdot \left(\text{GL}_h(F^{\text{alg}}) \times \text{GL}_h(F^{\text{alg}})\right)$.

Therefore, $P_g$ is defined up to the double quotient

$$\text{GL}_h(F^{\text{alg}}) \times \text{GL}_h(F^{\text{alg}}) \setminus \text{GL}_{2h}(F^{\text{alg}}) / \text{GL}_h(F^{\text{alg}}) \times \text{GL}_h(F^{\text{alg}}).$$

For any $\gamma \in D_F^\times$, we define the invariant polynomial of $\gamma$ with respect to $D_K^\times \subset D_F^\times$ by regarding it as an element in $D_F \otimes F^{\text{alg}}$. The invariant polynomial of $g \in \text{GL}_{2h}(F)$ with respect to the embedding $\text{GL}_h(K) \subset \text{GL}_{2h}(F)$ is defined similarly. In fact, the coefficients of these polynomials are in $F$ (see Proposition 5.18). The main result of this article is the following formula and its generalizations.

**Theorem 1.2.** Let $P_\gamma$ be the invariant polynomial of $\gamma$ with respect to $D_K^\times \subset D_F^\times$. If $P_\gamma$ is irreducible and $P_\gamma(0)P_\gamma(1) \neq 0$, then $\chi(Z_0 \otimes_{M_0} Z_0(\gamma))$ is finite and we have the following formula

$$\chi(Z_0 \otimes_{M_0} Z_0(\gamma)) = \left(\prod_{i=1}^{h-1} \zeta_K(i)\right)^2 \cdot |\text{Disc}_{K/F}|^{-\frac{h^2}{2}} \cdot \int_{\text{GL}_{2h}(O_F)} |\text{Res}(P_\gamma, P_g)|_F^{\frac{1}{2}} \, dg,$$

where $P_g$ is the invariant polynomial of $g \in \text{GL}_{2h}(F)$ with respect to an arbitrary embedding $\text{GL}_h(K) \subset \text{GL}_{2h}(F)$ which restricts to $\text{GL}_h(O_K) \subset \text{GL}_{2h}(O_F)$, and $\text{Res}(P_\gamma, P_g)$ is the resultant of $P_\gamma$ and $P_g$. Here $dg$ is the normalized Haar measure of $\text{GL}_{2h}(O_F)$.

1.3. **Main results — generalizations.** Following Drinfeld [Dr74], there is a projective system of formal schemes

$$\mathcal{M}_* = \cdots \rightarrow \mathcal{M}_n \rightarrow \mathcal{M}_{n-1} \rightarrow \cdots \rightarrow \mathcal{M}_0$$

such that each member $\mathcal{M}_n$ parametrizes deformations $\mathcal{G}$ of $\mathcal{G}_F$ with additional data of $\pi^n$-level structures defined by an $\mathcal{O}_F$-linear homomorphism

$$\alpha_n : \mathcal{O}_F^{2h\mathbb{N}} / \pi^n \mathcal{O}_F^{2h\mathbb{N}} \rightarrow \mathcal{G}[\pi^n]$$

with some non-degeneracy conditions (see Definition 2.2). Here by $\mathcal{O}_F^{2h\mathbb{N}}$ we mean the $\mathcal{O}_F$-module of $1 \times 2h$-matrices over $\mathcal{O}_F$. The action of the group $\text{GL}_{2h}(\mathcal{O}_F)$ on $\pi^n$-level structures induces a surjective homomorphism

$$\text{GL}_{2h}(\mathcal{O}_F) \rightarrow \text{Aut}_{\mathcal{M}_0}(\mathcal{M}_n) \cong \text{GL}_{2h}(\mathcal{O}_F / \pi^n)$$
with the kernel denoted by \( R_n \) for any \( n \geq 0 \). Clearly,

\[
R_0 = \text{GL}_{2h}(\mathcal{O}_F); \quad R_n = I_{2h} + \pi^n \text{Mat}_{2h \times 2h}(\mathcal{O}_F)
\]

for \( n \geq 1 \). A pair

\[
\begin{align*}
\tau : K^h & \longrightarrow F^{2h}, \\
\varphi : \mathcal{O}_F & \longrightarrow \mathcal{O}_F
\end{align*}
\]

(1.4)

consisting of an \( \mathcal{O}_F \)-quasi-isogeny and an \( F \)-linear isomorphism induces \( F \)-algebra embeddings

\[
\varphi \cdot K \cdot \varphi^{-1} \subset \varphi \cdot D_K \cdot \varphi^{-1} \subset D_F; \\
K \subset \text{Mat}_{h \times h}(K) \subset \text{Mat}_{2h \times 2h}(F).
\]

Let \( \mathcal{O} := K \cap \text{Mat}_{2h \times 2h}(\mathcal{O}_F) \). Loosely speaking, up to some multiplicities, we define the CM cycle \( Z_n(\varphi, \tau) \) on \( M_n \) by deforming \( \mathcal{O}_F \) with an extra \( \mathcal{O} \)-module structure through \( \varphi \cdot \mathcal{O} \cdot \varphi^{-1} \subset \text{End}(\mathcal{O}_F) \), and with a \( \pi^n \)-level structure \( \alpha_n \) chosen in such a way that \( \mathcal{O} \) acts on \( \alpha_n \) through \( \mathcal{O} \subset K \subset \text{Mat}_{2h \times 2h}(F) \). Precomposing (1.4) with two elements \( \gamma \in D_F^\times \) and \( g \in \text{GL}_{2h}(F) \) yields another cycle \( Z_n(\gamma \varphi, \gamma \tau) \). Based on the discussion in [64, 4] the cycle \( Z_n(\varphi, \tau) \) is either empty or isomorphic to a cycle \( Z_n(\varphi', \tau') \) with the pair \( (\varphi', \tau') \) normalized in the sense that \( \text{Height}(\varphi') = \text{Height}(\tau') \). Therefore, without loss of generality, for the rest of the section, we may fix \( \varphi \) and assume \( \text{Height}(\varphi) = \text{Height}(\tau) \). Denote by \( P_\gamma \) the invariant polynomial of \( \gamma \) with respect to \( \varphi \cdot D_K \cdot \varphi^{-1} \subset D_F \) for any \( \gamma \in D_F^\times \). Denote by \( \text{nrd}(\gamma) \) the reduced norm of \( \gamma \). We have the following generalization of our theorem. Note that the restriction \( |\text{nrd}(\gamma)|^{-1} = |\det(g)|_F \) is necessary for \( (\gamma \varphi, \gamma \tau) \) to be an equi-height pair.

**Theorem 1.3.** Suppose \(|\text{nrd}(\gamma)|^{-1} = |\det(g)|_F \). If \( P_\gamma \) is irreducible and \( P_\gamma(0)P_\gamma(1) \neq 0 \), or if \( \text{Res}(P_\gamma, P_{xg}) \neq 0 \) for any \( x \in R_n \), then the intersection number of \( Z_n(\varphi, \tau) \) and \( Z_n(\gamma \cdot \varphi, g \cdot \tau) \) is finite, and we have the following formula for the intersection numbers for \( n \geq 1 \),

\[
\chi(Z_n(\varphi, \tau) \otimes_{M_n} Z_n(\gamma \cdot \varphi, g \cdot \tau)) = |\text{Disc}_{K/F}|^{-h^2} \cdot \int_{R_n} |\text{Res}(P_\gamma, P_{xg})|^{-1} \text{d}x,
\]

where \( P_{xg} \) is the invariant polynomial of \( xg \in \text{GL}_{2h}(F) \) with respect to the embedding \( \text{GL}_h(K) \subset \text{GL}_{2h}(F) \) induced by \( \tau \). Here \( \text{d}x \) is the normalized Haar measure of \( R_n \).

This theorem generalizes the Theorem[1, 2] by allowing \( g \not\in \text{GL}_{2h}(\mathcal{O}_F) \) as well as admitting level structures. By allowing \( g \in \text{GL}_{2h}(F) \) one can construct more CM cycles. For example, when \( n = 0 \), for any open \( \mathcal{O}_F \)-subalgebra \( \mathcal{O} \subset K \), by an appropriate choice of \( (\gamma, g) \in D_F^\times \times \text{GL}_{2h}(F) \), one can construct the cycle \( Z_0(\gamma \cdot \varphi, g \cdot \tau) \) corresponding to the deformation of \( \mathcal{O}_F \) as a formal \( \mathcal{O} \)-module such that \( \mathcal{O} \) acts on its Tate module through a preselected embedding \( \mathcal{O} \rightarrow \text{Mat}_{2h \times 2h}(\mathcal{O}_F) \). Such a deformation is also known as a quasi-canonical lifting of the formal \( \mathcal{O}_F \)-module \( \mathcal{O}_F \) in the literature (see [Gro86]).

Now we generalize our formula for correspondences. For any non-negative integer \( n \), let

\[
\mathcal{H}(R_n \setminus \text{GL}_{2h}(F)/R_n) := \{ f \in C_c^\infty(\text{GL}_{2h}(F)) : f(xg) = f(gx) = f(g) \text{ for any } x \in R_n \}
\]

be the set of double \( R_n \)-invariant compactly supported real-valued functions on \( \text{GL}_{2h}(F) \). Suppose \( g \in \text{GL}_{2h}(F) \cap \text{Mat}_{2h \times 2h}(\mathcal{O}_F) \). Let \( m \) be an integer such that \( g(\mathcal{O}_F^{2h}) \supset \pi^m \mathcal{O}_F^{2h} \), and let \( \gamma \in D_F^\times \) be an element such that \( |\text{nrd}(\gamma)|^{-1} = |\det(g)|_F \). The pair \( (\gamma, g) \) induces a natural morphism

\[
\beta_n^m(\gamma, g) : M_{m+n} \longrightarrow M_n
\]

for any $n \geq 0$ (see (2.16)). Denote by $\beta_n^{m+n}$ the transition map from $M_{m+n}$ to $M_n$. Let

$$f_{R_n;g,R_n,m}(x) := \frac{\deg(M_{m+n} \xrightarrow{\beta_n^{m+n}} M_n)}{\text{Vol}(R_n \cdot g \cdot R_n)} \mathbb{1}_{R_n;g,R_n}(x) \in \mathcal{H}(R_n \setminus \text{GL}_{2h}(F)/R_n),$$

where $\mathbb{1}_{R_n;g,R_n}(x)$ is the characteristic function of $R_n \cdot g \cdot R_n$. Then the correspondence associated to the pair $(\gamma, f)$ is defined by

$$M_n \xrightarrow{\gamma} M_{m+n} \xrightarrow{\beta_n^{m+n}(\gamma,g)} M_n.$$

To introduce a general formula, we fix the following constants

$$C_0(K_1, K_2) := \left( \prod_{i=1}^{h} \zeta_{K_1}(i) \right) \left( \prod_{i=1}^{h} \zeta_{K_2}(i) \right) \prod_{i=1}^{2h} \zeta_{F}(i); \quad C_n(K_1, K_2) := 1$$

for any $n > 0$, and any two quadratic extensions $K_1, K_2$ over $F$.

**Theorem 1.4.** Let $f = f_{R_n;g_0,R_n,m}$ and $C_n = C_n(K_1, K_2)$. Suppose $|\text{nrd}(\gamma)|_F^{-1} = |\det(g)|_F$ and $|\text{nrd}(\gamma_0)|^{-1} = |\det(g_0)|_F$. If $P_{\gamma_0^{-1}} \gamma$ is irreducible and $P_{\gamma_0^{-1}} \gamma(0)P_{\gamma_0^{-1}} \gamma(1) \neq 0$, or if

$$\text{Res} \left( P_{\gamma_0^{-1}} \gamma, P_{x^{-1}g} \right) \neq 0$$

for any $x$ such that $f(x) \neq 0$, then the following intersection number is finite and given by the formula

$$\chi(Z_n(\varphi, \tau) \otimes L \ L_n \beta_n^{m+n} \beta_n^{m+n}(\gamma_0, g_0)^* Z_n(\gamma \cdot \varphi, g \cdot \tau))$$

$$= C_n|\text{Disc}_{K_1/F}|^{-h^2} \int_{\text{GL}_{2h}(F)} f(x) \left| \text{Res} \left( P_{\gamma_0^{-1}} \gamma, P_{x^{-1}g} \right) \right|^{-1} dx,$$

where $P_{x^{-1}g}$ is the invariant polynomial of $x^{-1}g \in \text{GL}_{2h}(F)$ with respect to the embedding $\text{GL}_h(K) \subset \text{GL}_{2h}(F)$ induced by $\tau$. Here the Haar measure $dx$ is normalized by $\text{GL}_{2h}(\mathcal{O}_F)$.

Note that when $\gamma_0 = \text{id}$, $g_0 = \text{id}$ and $m = 0$, this formula specializes to Theorem 1.2 and Theorem 1.3. The formula can also be generalized to the case of $K_1 \neq K_2$. For $i = 1, 2$, we put extra subscripts and denote by $Z_n(\varphi_i, \tau_i)$ the cycle constructed by the data $\tau_i : K_i^h \to F^{2h}$ and $\varphi_i : S_{K_i} \to G_F$, and we associate a matrix $\Delta(\varphi_i, \tau_i) \in \text{Mat}_{2h \times 2h}(D_F)$ to $(\varphi_i, \tau_i)$ (See Definitions 5.9 and 5.4). Again they are all equi-height pairs. The following theorem gives a formula in the most general case without using invariant polynomials.

**Theorem 1.5.** Let $f = f_{R_n;g_0,R_n,m}$ and $C_n = C_n(K_1, K_2)$. Suppose $|\text{nrd}(\gamma)|_F^{-1} = |\det(g)|_F$ and $|\text{nrd}(\gamma_0)|^{-1} = |\det(g_0)|_F$. If the integrand is bounded, then the following intersection number is finite and given by the formula

$$\chi(Z_n(\varphi_1, \tau_1) \otimes L \ L_n \beta_n^{m+n} \beta_n^{m+n}(\gamma_0, g_0)^* Z_n(\gamma \cdot \varphi_2, g \cdot \tau_2))$$

$$= C_n|\text{Disc}_{K_1/F}|^{-h^2} \int_{\text{GL}_{2h}(F)} f(x) |\text{R}(x)|^{-1} dx,$$

where $\text{R}(x)$ is the reduced norm of a matrix $R(x) \in \text{Mat}_{h \times h}(D_F)$, and

$$R(x) := (0_h \ I_h) \Delta(\varphi_1, \tau_1)^{-1} \cdot (\gamma_0^{-1} \gamma \cdot x^{-1}g \cdot \Delta(\varphi_2, \tau_2) \left( I_h \ 0_h \right) \cdot (0_h \ I_h)).$$

Here the Haar measure $dx$ is normalized by $\text{GL}_{2h}(\mathcal{O}_F)$. 


1.4. The linear AFL. When $K/F$ is an unramified extension with odd residue characteristic, Zhang has a conjecture called the linear AFL, which gives another formula for the intersection numbers of CM cycles. Recall $Z_0 := (\eta_0^0)_{\ast}\mathcal{O}_{N_0}$ as defined in Section 1.2. Let $\gamma \in D_F^\times$ and $g \in \text{GL}_{2h}(F)$ be elements such that $|\text{nrd}(\gamma)|_F^{-1} = |\det(g)|_F$. Let $f = f_{R0,gR_0,m}$ as defined in (1.5).

The linear AFL predicts that the intersection number

$$\chi(Z_0 \otimes_{\mathcal{O}_{N_0}} \beta_{0,m} \beta_{0,m}^m(\gamma, g)^\ast Z_0)$$

is given by the central derivative of a certain orbital integral $\text{Orb}_F(g(\gamma), f, s)$, which we describe now.

Let $G' = \text{GL}_{2h}(F)$ and $H' = \text{GL}_h(F) \times \text{GL}_h(F)$. Consider $H'$ as a subgroup of $G'$ by the blockwise diagonal embedding. Let $g(\gamma) \in G'$ be an element having the same invariant polynomial $P_{\gamma}$ with $\gamma$. Let $\eta$ be the non-trivial quadratic character associated to $K/F$. We regard $\eta$ and $|\cdot|_F$ as characters on $H'$ by precomposing them with $g_1, g_2 \mapsto \det(g_1^{-1}g_2)$ (note the inverse on $g_1$).

Consider the following orbital integral

$$(1.6) \quad \text{Orb}_F(g(\gamma), f, s) = \int_{H'_F(g(\gamma))} f(h_1^{-1}g(\gamma)h_2) \eta(h_2)|h_1h_2|^p \text{d}h_1 \text{d}h_2,$$

where for any $g \in G'$,

$$I(g) = \{(h_1, h_2)|h_1g = gh_2\}.$$

**Conjecture 1** (linear AFL). Let $\gamma, g, f$ and $g(\gamma)$ be as defined above. If $P_{\gamma}$ is irreducible and $P_{\gamma}(0)P_{\gamma}(1) \neq 0$, we have

$$(1.7) \quad \pm (2 \ln q)^{-1} \frac{d}{ds}|_{s=0} \text{Orb}_F(g(\gamma), f, s) = \chi(Z_0 \otimes_{\mathcal{O}_{N_0}} \beta_{0,m} \beta_{0,m}^m(\gamma, g)^\ast Z_0),$$

where the sign is chosen so that the left hand side is non-negative.

In Section 7 we verify this conjecture for $h = 1$. By calculating both sides of this identity, the author also proves the linear AFL in the case of $h = 2$ for the characteristic function of $\text{GL}_4(\mathcal{O}_F)$ in [Li20].

1.5. Outline of contents. The main idea is to raise the problem to the infinite level. We review some history. In Theorem 6.4.1 of the paper [SW13] of Scholze-Weinstein, and also in the paper [Wei16] of Weinstein, they show that the projective limit of the generic fiber of the Lubin–Tate tower for $\mathcal{G}_F$ is a perfectoid space $\mathcal{M}_\infty$, which can be embedded into the universal cover of $\mathcal{G}_{2h}$, where $\mathcal{G}$ is a certain deformation of $\mathcal{G}_F$. The main idea is to describe the infinite level Lubin–Tate spaces by $\mathcal{G}_{2h}$.

In this article, after establishing definitions of Lubin–Tate towers and CM cycles in §2, we realize their idea on the integral model of the Lubin–Tate tower on finite levels by a new construction. In §3 we prove that the preimage of the closed point under the transition map $\mathcal{M}_n \rightarrow \mathcal{M}_1$ is canonically isomorphic to $\mathcal{G}_{2h}^{2h}[\pi^{n-1}]$. In other words, the following diagram is Cartesian (See Proposition 3.9)

$$\begin{array}{c}
\mathcal{G}_{2h}^{2h} \xrightarrow{\pi^{n-1}} \text{Spec } \mathcal{O}_q \\
\downarrow \\
\mathcal{M}_n \\
\downarrow \\
\mathcal{M}_1.
\end{array}$$
These heuristic examples let us regard $\mathcal{O}_{F}^{2h}$ as an approximation of the special fiber of $\mathcal{M}_{n}$ over $\mathcal{M}_{1}$ when $n \to \infty$. Therefore, it is natural to construct CM cycles $Z_{\infty}(\varphi, \tau)$ on $\mathcal{O}_{F}^{2h}$ and formulate a similar intersection problem. In $\S 4$ by Proposition 3.9, we show that the corresponding intersection number on $\mathcal{O}_{F}^{2h}$ is the same as the intersection number on the Lubin–Tate tower if the level is sufficiently high. We calculated in $\S 5$ Proposition 5.20 that the intersection number of $Z_{\infty}(\varphi, \tau)$ and $Z_{\infty}(\gamma \varphi, g \tau)$ is related to $\left| \operatorname{Res}(P_{\gamma}, P_{g}) \right|_{F}^{-1}$. In $\S 6$, we prove our main Theorem 1.4 by using the projection formula. The essential property for the method in $\S 6$ to work is that the transition maps of the Lubin–Tate tower are generically étale. In $\S 7$, we prove the linear AFL for the case of $h = 1$ as an application.

1.6. Acknowledgement. The author would like to thank Professor Wei Zhang, for suggesting this topic and for his comments on this article. The author also thanks Professor Johan de Jong for answering his several questions. The author would like to express his sincere gratitude to the three anonymous referees for their reports which help the author make significant improvements on both the mathematical contents and the exposition. Last but not least, the author thanks Professor Liang Xiao for his encouragement, Ziquan Yang and Stanley Yao Xiao for their suggestions on writing.

2. CM cycles on Lubin–Tate towers

We fix a non-Archimedean local field $F$ with ring of integers $\mathcal{O}_{F}$ and residue field $\mathbb{F}_{q}$. Let $K$ be a finite separable extension of $F$ of degree $k$ (of any characteristic), with standard discrete valuation $v_{K}$, ring of integers $\mathcal{O}_{K}$, and residue field $\mathbb{F}_{q^{k}}$. We fix a uniformizer $\pi$ of $F$, which is not necessarily a uniformizer of $K$. Let $\bar{K}$ (resp. $\bar{F}$) be the completion of the maximal unramified extension of $K$ (resp. $F$) with ring of integers $\mathcal{O}_{\bar{K}}$ (resp. $\mathcal{O}_{\bar{F}}$). Denote by $\mathcal{C}$ (resp. $\mathcal{C}_{K}$) the category of complete Noetherian local $\mathcal{O}_{\bar{F}}$-(resp. $\mathcal{O}_{\bar{K}}$)-algebras with residue field $\mathbb{F}_{q^{k}}$. For $R = K, F, \mathcal{O}_{K}, \mathcal{O}_{F}$, denote by $R^{n}$ the $R$-module of $n \times 1$ matrices over $R$, and by $R^{n \vee}$ the $R$-module of $1 \times n$ matrices over $R$. The pairing

$$\langle -, - \rangle : R^{n \vee} \otimes_{R} R^{n} \to R$$

is given by the matrix multiplication.

We first construct the Lubin–Tate towers, which admit an action by $D_{F}^{\times} \times \text{GL}_{kh}(F)$ where $D_{F}$ is the $F$-central division algebra of invariant $1/kh$. We then construct CM cycles corresponding to algebraic group embeddings $D_{F}^{\times} \subset D_{K}^{\times}$ and $\text{GL}_{h}(K) \subset \text{GL}_{kh}(F)$. Here $D_{K}$ is the $K$-central division algebra of invariant $1/k$. Denote by $\overline{\mathbb{F}_{q}}$ the algebraic closure of $\mathbb{F}_{q}$.

2.1. The Lubin–Tate tower. In this subsection, we give a precise definition of the Lubin–Tate tower associated to a formal $\mathcal{O}_{K}$-module $\mathcal{G}_{K}$ of height $h$ over $\overline{\mathbb{F}_{q^{k}}}$.

2.1.1. Formal modules. Let $A$ be a complete Noetherian local algebra over a local ring $B$ with structure map $s : B \to A$ and residue field $\overline{\mathbb{F}_{q}}$. A formal $B$-module over $A$ is a one dimensional formal group law $\mathcal{G}$ endowed with a $B$-action $i : B \to \text{End}(\mathcal{G})$, where we insist that the induced action on the Lie algebra

$$B \to \text{End}(\text{Lie}\mathcal{G}) \cong A$$

is identical to the structure map $s$. A homomorphism of two formal $B$-modules $\beta : \mathcal{G}_{1} \to \mathcal{G}_{2}$ over $A$ is a homomorphism of formal group laws that commutes with actions of $B$. When $\beta$ is surjective and $pA = 0$, the height of $\beta$ is defined by

$$\text{Height}(\beta) := \log_{q_{B}}(\deg \beta)$$
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where \( q_B \) is the cardinality of the residue field of \( B \). Furthermore, if \( B \) is a discrete valuation ring with uniformizer \( \pi_B \), then we define the height of \( \mathcal{G} \) as the height of the endomorphism induced by \( \pi_B \in B \subset \text{End}(\mathcal{G}) \). Furthermore, we denote by \([b]_{\mathcal{G}} : \mathcal{G} \to \mathcal{G}\) the action of \( b \in B \), \([+]_{\mathcal{G}} : \mathcal{G} \times \mathcal{G} \to \mathcal{G}\) (resp. \([-]_{\mathcal{G}}\) the addition (resp. subtraction) of \( \mathcal{G} \), and \( \mathcal{G}' \) the base change of \( \mathcal{G} \) to the residue field of \( A \). For any homomorphism of formal modules \( \psi : \mathcal{G}_1 \to \mathcal{G}_2 \), we denote its reduction by \( \overline{\psi} : \overline{\mathcal{G}_1} \to \overline{\mathcal{G}_2} \).

**Definition 2.1.** A deformation of \( \mathcal{G}_K \) over \( A \in \mathcal{C}_K \) is a pair \((\mathcal{G}, \iota)\) such that

- \( \mathcal{G} \) is a formal \( \mathcal{O}_K \)-module over \( A \),
- \( \iota : \mathcal{G}_K \to \mathcal{G} \) is an \( \mathcal{O}_K \)-quasi-isogeny.

We define level structures following Drinfeld [Dri74].

**Definition 2.2.** For any \( x \in \mathcal{O}_K \), an \( x \)-level structure of a formal \( \mathcal{O}_K \)-module \( \mathcal{G} \) over \( A \in \mathcal{C}_K \) is a homomorphism of left \( \mathcal{O}_K \)-modules \( \alpha : \mathcal{O}_K^{h^\vee} \to \mathcal{G}(A) \) such that

- \( \alpha \) factors through \( \mathcal{O}_K^{h^\vee} \to \mathcal{O}_K^{h^\vee}/x\mathcal{O}_K^{h^\vee} \to \mathcal{G}(A) \),
- \( \alpha \) satisfies the non-degeneracy condition that the power series \([x]_\mathcal{G}(X)\) is divisible by

\[
\prod_{v \in \mathcal{O}_K^{h^\vee}/x\mathcal{O}_K^{h^\vee}} \left( X[-]_\mathcal{G}(\psi(v)) \right).
\]

**Definition 2.3.** For any \( x \in \mathcal{O}_K \), an \( x \)-level deformation is a triple \((\mathcal{G}, \iota, \alpha)\) obtained by attaching an \( x \)-level structure \( \alpha \) to a deformation \((\mathcal{G}, \iota)\) of \( \mathcal{G}_K \) over \( A \in \mathcal{C}_K \).

**Definition 2.4.** Two \( x \)-level deformations \((\mathcal{G}_1, \iota_1, \alpha_1)\) and \((\mathcal{G}_2, \iota_2, \alpha_2)\) are equivalent if there is an isomorphism \( \zeta : \mathcal{G}_1 \to \mathcal{G}_2 \) of formal \( \mathcal{O}_K \)-modules such that the following two diagrams commute

\[
\begin{array}{ccc}
\mathcal{G}_K & \xrightarrow{\text{id}} & \mathcal{G}_K \\
\downarrow{\iota_1} & & \downarrow{\iota_2} \\
\mathcal{G}_1 & \xrightarrow{\zeta} & \mathcal{G}_2 \\
\end{array}
\quad
\begin{array}{ccc}
\mathcal{O}_K^{h^\vee} & \xrightarrow{\text{id}} & \mathcal{O}_K^{h^\vee} \\
\downarrow{\alpha_1} & & \downarrow{\alpha_2} \\
\mathcal{G}_1 & \xrightarrow{\zeta} & \mathcal{G}_2. \\
\end{array}
\]

We denote by \([\mathcal{G}, \iota, \alpha]_n\) the equivalence class of \((\mathcal{G}, \iota, \alpha)\), where the subscript \( n \) is indicating that \( \alpha \) is an \( x \)-level structure with \( v_K(x) = n \cdot v_K(\pi) \).

Note that for any \( x, x' \in \mathcal{O}_K \) with \( v_K(x) = v_K(x') \), an \( x \)-level structure is an \( x' \)-level structure. Therefore the subscript \( n \) is sufficient to describe the level of \( \alpha \) in the triple \([\mathcal{G}, \iota, \alpha]_n\). For simplicity, we will call the \( x \)-level structure as the \( \pi^n \)-level structure. The use of \( \pi^n \) is symbolic and it may not be a well-defined element in \( \mathcal{O}_K \) when \( n \) is not an integer.

**Theorem 2.5** (Drinfeld, Lubin–Tate [Dri74] [Lub66]). The functor sending \( A \in \mathcal{C}_K \) to the set of equivalence classes of \( \pi^n \)-level deformations of \( \mathcal{G}_K \) over \( A \) is representable by a formal scheme \( \mathcal{N}_n^\sim \) of dimension \( h \) over \( \text{Spf} \ \mathcal{O}_K \). This formal scheme decomposes as

\[
\mathcal{N}_n^\sim = \prod_{j \in \mathbb{Z}} \mathcal{N}_n^{(j)}
\]

where \( \mathcal{N}_n^{(j)} \) is the open and closed formal subscheme on which \( \iota \) has height \( j \), and there is a regular local \( \mathcal{O}_K \)-algebra \( A_n \) such that \( \mathcal{N}_n^{(j)} = \text{Spf} (A_n) \) for every \( j \).
Definition 2.6. The Lubin–Tate tower $N_n$ associated to $G_K$ is a projective system consisting of $N_n$ for $n \in \frac{1}{r_K(\pi)} \mathbb{Z}_{\geq 0}$ with transition maps, functorial in $A \in \mathcal{C}_K$, given by

$$N_n(A) \to N_n(A)$$

$$[G, \iota, \alpha]_{n+m} \mapsto [G, \iota, [\pi^m]_G \circ \alpha]_n$$

for any integer $m \geq 0$. We denote this transition map by $\theta_{n}^{m+n} : N_{m+n} \to N_n$.

These transition maps are finite flat, and they keep the superscript of components — they induce maps between $N_{n+1}(j)$ and $N_n(j)$ for every $n$ and $j$. We denote by $N_n(j)$ the subtower of $N_n$ with superscript $(j)$.

Remark 2.7. The subscript $n$ of $N_n(j)$ refers to the $\pi^n$-level structure. Since $\pi$ is not necessarily a uniformizer of $O_K$, a fractional subscript like $N_n(j)$ can make sense if $K/F$ is ramified. But we do not need these spaces with fractional-subscripts in our article. From now on, all subscripts $n$ will be a non-negative integer.

2.2. Maps between Lubin–Tate towers. Let $G_F$ be the formal $O_F$-module of height $kh$ obtained by only remembering the $O_F$-action of $G_K$, and denote its associated Lubin–Tate tower by $M_n$, which is a regular formal scheme of dimension $kh$ over Spf $O_F$. Denote the degree of the corresponding residue field extension of $K/F$ by

$$r := \left[F_{q_K} : F_q\right] = \log_q q_K.$$ 

From now on, we work over the base $Spf O_F$ and we regard each formal scheme as a functor from $\mathcal{C}$ to sets. We can extend the domain of the functor $N_n$ from $\mathcal{C}_K$ to $\mathcal{C}$ as follows. For any $A \in \mathcal{C}$, we define $N_n(A)$ to be the set of $\pi^n$-level deformations $[G, \iota, \alpha]_n$ over $A$ with extra endomorphisms by $O_K$. The action of $O_K$ on $\text{Lie}(G) \cong A$ gives $A$ an $O_K$-algebra structure, therefore $N_n(A) \neq \emptyset$ implies that $A \in \mathcal{C}_K$.

A map from $N_n$ to $M_n$ over $Spf O_F$ can be constructed by choosing a pair of homomorphisms $(\varphi, \tau)$

(2.3)

$$\varphi : G_K \to G_F;$$
$$\tau : K^h \to F^{kh},$$

where $\tau$ is an $F$-linear isomorphism and $\varphi$ is a quasi-isogeny of formal $O_F$-modules. In fact, this $\tau$ is purely symbolic.

Our later definitions and proofs will work instead with the dual map

$$\tau^\vee : F^{kh^\vee} \to K^{h^\vee},$$

which is defined by $l \mapsto \tau^\vee(l)$ where $\tau^\vee(l) \in K^{h^\vee}$ is the unique element such that $\langle l, \tau(v) \rangle = \text{tr}_{K/F} \langle \tau^\vee(l), v \rangle$ for any $v \in K^h$. Here the paring $\langle -, - \rangle$ is defined in (2.1). The uniqueness of $\tau^\vee(l)$ requires the non-degeneracy of the form $\text{tr}_{K/F} \langle -, - \rangle$, which is valid because the extension $K/F$ is separable.

Roughly speaking, the map $N_n \to M_n$ is obtained by identifying special fibers of deformations of $G_K$ with the ones of $G_F$ through $\varphi$, and identifying their level structures through $\tau^\vee$. We prefer working with $\tau^\vee$ since the action of $\text{GL}_h(O_K)$ on the $\pi^n$-level structures is a right action, while the action of $\text{GL}_h(O_K)$ on $\tau$ is a left action.
Note that the data \( \tau \) and \( \varphi \) induce algebraic group embeddings \( \text{GL}_h(K) \subset \text{GL}_{hk}(F) \) and \( D_K^\times \subset D_F^\times \), which will be the essential data parametrizing our CM cycles. Therefore, for our convenience, among those \( \tau \) which induce the same group embedding, we can select one such that

\[
\tau^\vee (\mathcal{O}_F^{kh}) \subset \mathcal{O}_K^{h\vee}.
\]

Denote the set of morphisms \( f : X \longrightarrow Y \) of two formal schemes over \( \text{Spf} \ O_F \) by \( \text{Mor}_{O_F}(X, Y) \).

**Remark 2.8.** In our article, a map for two towers \( \eta_{\sim} : N_{\sim} \longrightarrow M_{\sim} \) means an element in

\[
\lim_{\leftarrow j} \lim_{\rightarrow i} \text{Mor}_{O_F}(N_i \sim, M_j \sim).
\]

This kind of element is uniquely determined by a system of compatible morphisms \( N_{m+n} \sim \longrightarrow M_{n} \sim \) over \( \text{Spf} \ O_F \) for all \( n \geq 0 \) with some fixed \( m \geq 0 \). In such a system we denote each member by

\[
\eta_{n}^{n+m}(\varphi, \tau) : N_{m+n}^{(j)} \longrightarrow M_{n}^{(k)}
\]

where the superscript is intentionally chosen to specify the domain, and the subscript is chosen for the codomain.

Next we define maps of Lubin–Tate towers induced by the pair \( (\varphi, \tau) \). We start with the simplest case that \( \tau^\vee (\mathcal{O}_K^{h\vee}) = \mathcal{O}_F^{kh \vee} \), in which the corresponding algebraic group embedding \( \text{GL}_h(K) \subset \text{GL}_{hk}(F) \) restricts to \( \text{GL}_h(\mathcal{O}_K) \subset \text{GL}_{hk}(\mathcal{O}_F) \). Moreover, if \( \alpha \) is a \( \pi^m \)-level structure for \( G \), then so is \( \alpha \circ \tau^\vee \).

**Definition 2.9.** If \( \tau^\vee (\mathcal{O}_K^{h\vee}) = \mathcal{O}_F^{kh \vee} \), we define the map \( \eta_{\sim}^\dagger : N_{\sim} \longrightarrow M_{\sim} \) by the following compatible morphisms, functorial in \( A \in \mathcal{E} \),

\[
\eta_{n}^{n}(\varphi, \tau) : N_{n}^{(j)}(A) \longrightarrow M_{n}^{(rj+\text{Height}(\varphi^{-1}))}(A)
\]

for each \( n \geq 0 \). In other words, \( \eta_{n}^{n}(\varphi, \tau) \) maps \( [G, \iota, \alpha]_n \) to \( [G, \iota', \alpha' \circ \tau^\vee]_n \) such that the following two diagrams commute.

\[
\begin{array}{ccc}
G_K & \xrightarrow{\varphi} & G_F \\
\iota & \downarrow & \iota' \\
\mathcal{G} & \xrightarrow{id_{\eta}} & \mathcal{G}
\end{array}
\quad
\begin{array}{ccc}
\mathcal{O}_F^{kh \vee} & \xrightarrow{\tau^\vee} & \mathcal{O}_K^{h \vee} \\
\alpha' & \downarrow & \alpha \\
\mathcal{G} & \xleftarrow{id_{\eta}} & \mathcal{G}
\end{array}
\]

This definition is obviously well-defined as this map carries equivalent triples to equivalent triples. In general, if \( \tau^\vee (\mathcal{O}_K^{h\vee}) \neq \mathcal{O}_F^{kh \vee} \), the map \( \alpha \circ \tau^\vee \) may not be a well-defined level structure. We fix this issue and generalize our definition in the remaining part of this subsection.

**Definition 2.10.** For any \( F \)-linear map \( \tau : K^h \longrightarrow F^{kh} \), the conductor \( \text{cond}(\tau) \) of \( \tau \) is the minimal integer \( m \) such that

\[
\tau^\vee (\mathcal{O}_F^{kh \vee}) \supset \pi^m \mathcal{O}_K^{h \vee}.
\]
The idea to generalize Definition 2.9 is allowing the identity maps in the diagram (2.7) to be replaced by certain isogenies, which we describe now. For any pairs \((\varphi, \tau)\), any integer \(m \geq \text{cond}(\tau)\), and any equivalence class of \(\pi^{m+n}\)-level deformation \([\mathcal{G}, \iota, \alpha]_{m+n}\) over \(A\), we construct a formal \(\mathcal{O}_K\)-module \(\mathcal{G}'\) and an isogeny \(\psi : \mathcal{G} \to \mathcal{G}'\) over \(A\) as follows. Note that

\[
\tau^\vee(\mathcal{O}_{k_h}^{k_h}) \supset \pi^m \mathcal{O}_K^h.
\]

Put

\[
V = \tau^\vee(\pi^n \mathcal{O}_F^h)/\pi^{n+m} \mathcal{O}_K^h.
\]

Since \(\alpha : \mathcal{O}_F^h \to \mathcal{G}(A)\) is a Drinfeld \(\pi^{n+m}\)-level structure, by definition, it induces a morphism

\[
\tilde{\alpha} : \mathcal{O}_F^h/\pi^{n+m} \mathcal{O}_F^h \to \mathcal{G}(A).
\]

Consider a power series \(\psi\) defined by

\[
\psi(X) = \prod_{v \in V}(X[-]_{\mathcal{G}}(v)).
\]

By Serre’s construction, there exists a formal \(\mathcal{O}_F\)-module \(\mathcal{G}'\) over \(A\) such that \(\psi : \mathcal{G} \to \mathcal{G}'\) is an isogeny. Note that this construction is functorial in \(A \in \mathcal{C}\).

**Definition 2.11.** We call the isogeny \(\psi : \mathcal{G} \to \mathcal{G}'\) in (2.10) Serre’s isogeny associated to \(m, (\varphi, \tau)\) and \(\mathcal{G}\).

**Lemma 2.12.** Let \(\psi : \mathcal{G} \to \mathcal{G}'\) be Serre’s isogeny associated to \(m, (\varphi, \tau)\) and \(\mathcal{G}\) for some \(m \geq \text{cond}(\tau)\). Suppose \(\alpha\) is a \(\pi^{m+n}\)-level structure for \(\mathcal{G}\), then \(\psi \circ \alpha \circ \tau^\vee\) is a \(\pi^n\)-level structure for \(\mathcal{G}'\).

**Proof.** It suffices to show that \([\pi^n]_{\mathcal{G}'}(X)\) is divisible by

\[
\prod_{v \in \mathcal{O}_F^h/\pi^n \mathcal{O}_F^h}(X[-]_{\mathcal{G}'}(v)).
\]

Since the construction of Serre’s isogeny is functorial in \(A \in \mathcal{C}\), without loss of generality, we assume that \(\mathcal{G}\) is the universal formal \(\mathcal{O}_K\)-module over \(A\) where \(A\) is chosen so that \(N_{m+n}^{(0)} = \text{Spf } A\). As \(A\) is a regular local ring and, in particular, a unique factorization domain, it suffices to prove that \(\psi \circ \alpha \circ \tau^\vee(v)\) are distinct solutions of \([\pi^n]_{\mathcal{G}'}(X) = 0\) for \(v \in \mathcal{O}_F^h/\pi^n \mathcal{O}_F^h\). First, for any \(v, w \in \mathcal{O}_F^h/\pi^n \mathcal{O}_F^h\) such that \(v \neq w\), we have \(\psi \circ \alpha \circ \tau^\vee(v) \neq \psi \circ \alpha \circ \tau^\vee(w)\) because

\[
\tau^\vee(v) - \tau^\vee(w) \notin \ker(\psi \circ \alpha) = \tau^\vee(\pi^n \mathcal{O}_F^h).
\]

Second, \(X = \psi \circ \alpha \circ \tau^\vee(v)\) is a solution for \([\pi^n]_{\mathcal{G}'}(X) = 0\) for any \(v \in \mathcal{O}_F^h/\pi^n \mathcal{O}_F^h\). Indeed,

\[
[\pi^n]_{\mathcal{G}'}(\psi \circ \alpha \circ \tau^\vee(v)) = \psi([\pi^n]_{\mathcal{G}} \circ \alpha \circ \tau^\vee(v))
=[\pi^n]_{\mathcal{G}} \circ \alpha \circ \tau^\vee(v) = 0
\]

as desired. This completes the proof. \(\square\)

**Definition 2.13.** For any pair \((\varphi, \tau)\) as described in (2.3), and any integer \(m \geq \text{cond}(\tau)\), we define the map \(\eta^\sim_n(\varphi, \tau) : N^\sim_n \to M^\sim_n\) by the following compatible morphisms over \(\text{Spf } \mathcal{O}_F\), functorial in \(A \in \mathcal{C}\),

\[
\eta^m_{n+m}(\varphi, \tau) : N_{n+m}^{(j)}(A) \to M_n^{(r\text{Height}(\psi)-m + \text{Height}(\varphi)-1)}(A)
\]

(2.11)

\[
\begin{cases}
[\mathcal{G}, \iota, \alpha]_{n+m} & \mapsto [\mathcal{G}', \psi \circ \iota \circ \pi^{-m-1} \psi, \psi \circ \alpha \circ \tau^\vee]_n \\
\end{cases}
\]
for any $n \geq 0$, where $\psi : \mathcal{G} \rightarrow \mathcal{G}'$ is Serre’s isogeny associated to $(\varphi, \tau)$, $m$, and $\mathcal{G}$. In other words, $\eta_{n}^{m}(\varphi, \tau)$ maps $[\mathcal{G}, \iota, \alpha]_{m+n}$ to $[\mathcal{G}', \iota', \alpha']_{m+n}$ such that the following diagrams commute

(2.12) \[ \begin{array}{ccc} 
\mathcal{G}_K & \xrightarrow{\pi^m \varphi} & \mathcal{G}_F \\
\iota & & \downarrow \psi \\
\mathcal{G} & \xrightarrow{\iota'} & \mathcal{G}'. 
\end{array} \quad \begin{array}{ccc} 
\mathcal{O}_F^\vee & \xrightarrow{\tau^\vee} & \mathcal{O}_K^\vee \\
\alpha & & \downarrow \alpha' \\
\mathcal{O}^\vee & \xrightarrow{\iota'} & \mathcal{O}^\vee. 
\end{array} \]

This definition is well-defined by previous lemmas and propositions. It is clear that the induced map $\eta_{n}^{m}(\varphi, \tau)$ does not depend on the choice of $m$ since one sees that $\eta_{n}^{m}(\varphi, \tau) = \eta_{n}^{m}(\varphi, \tau) \circ \theta_{n}^{m+1}$ for any $m \geq \text{cond}(\tau)$, where we recall that $\theta_{n}^{m+1} : N_{n+m} \rightarrow N_{n+m}$ is the transition map. Moreover, one can show that those morphisms are finite by Proposition 3.9.

From now on, by saying Serre’s isogeny attached to $\eta_{n}^{m}(\varphi, \tau)$ and $\mathcal{G}$, we mean Serre’s isogeny associated to $m$, $(\varphi, \tau)$ and $\mathcal{G}$. When no confusion can arise, we will simply say Serre’s isogeny attached to $\eta_{n}^{m}(\varphi, \tau)$.

**Corollary 2.14.** If $\eta_{n}^{m}(\varphi, \tau)[\mathcal{G}, \iota, \alpha]_{n+m} = [\mathcal{G}', \iota', \alpha']_{n}$, then there exists an isogeny $\psi : \mathcal{G} \rightarrow \mathcal{G}'$ such that the diagram (2.12) commutes.

**Proof.** Let $\mathcal{G}''$ be the formal module obtained from Serre’s isogeny $\psi' : \mathcal{G} \rightarrow \mathcal{G}''$ attached to $\eta_{n}^{m}(\varphi, \tau)$ and $\mathcal{G}$, and write $\eta_{n}^{m}(\varphi, \tau)[\mathcal{G}, \iota, \alpha]_{n+m} = [\mathcal{G}'', \iota'', \alpha'']_{n}$.

Note that $\mathcal{G}''$ may not equal $\mathcal{G}'$. Instead, there is an isomorphism $\zeta : \mathcal{G}'' \rightarrow \mathcal{G}'$ translating $[\mathcal{G}'', \iota'', \alpha'']_{n}$ to $[\mathcal{G}', \iota', \alpha']_{n}$. Letting $\psi = \zeta \circ \psi'$, we have the following diagrams

\[ \begin{array}{ccc} 
\mathcal{G}_K & \xrightarrow{\pi^m \varphi} & \mathcal{G}_F \\
\iota & & \downarrow \psi \\
\mathcal{G} & \xrightarrow{\iota'} & \mathcal{G}' \\
\mathcal{G}_K & \xrightarrow{\id_{\mathcal{G}_F}} & \mathcal{G}_F \\
\iota & & \downarrow \psi \\
\mathcal{G} & \xrightarrow{\iota'} & \mathcal{G}'. 
\end{array} \quad \begin{array}{ccc} 
\mathcal{O}^\vee & \xrightarrow{\tau^\vee} & \mathcal{O}^\vee \\
\alpha & & \downarrow \alpha' \\
\mathcal{O}^\vee & \xrightarrow{\iota'} & \mathcal{O}^\vee. 
\end{array} \]

where for each diagram, the left square commutes because of Definition 2.13 and the right square commutes because of Definition 2.4. The corollary follows from the commutativity of outer squares. \[ \square \]

2.3. **Heights.** Note that the superscript of the codomain of the map in (2.11) is shifted by $\text{Height}(\varphi^{-1}) + \text{Height}(\psi \circ \pi^{-m})$, where the shifting contributed by $\tau$ is $\text{Height}(\tau \circ \pi^{-m})$. For ease of exposition, we call this number the height of $\tau$. Note that $\text{Height}(\pi^{-m} \psi) = \text{Height}(\pi^{-m}) + \log_q \# V = \log_q \text{Vol}(\tau^\vee(\mathcal{O}_F^\vee))$.

**Definition 2.15.** Recall that $q$ is the cardinality of the residue field of $\mathcal{O}_F$. For an $F$-linear map $\tau : K^h \rightarrow F^h$, define the height of $\tau$ by

(2.13) \[ \text{Height}(\tau) = \log_q \text{Vol}(\tau^\vee(\mathcal{O}_F^\vee)), \]

where the volume function $\text{Vol}(\bullet)$ is normalized so that $\text{Vol}(\mathcal{O}_K^\vee) = 1$. \[ 13 \]
2.4. **Group actions on Lubin–Tate towers.** From now on, we fix an isomorphism $\text{End}(\mathcal{S}_F) \otimes_{\mathcal{O}_F} F \cong D_F$. The Lubin–Tate tower $\mathcal{M}_\ast$ admits a natural action of the group $D_F^\times \times \text{GL}_{kh}(F)$, which can be described as follows. An element $(\gamma, g) \in D_F^\times \times \text{GL}_{kh}(F)$ induces the following homomorphisms

\[
\gamma : \mathcal{S}_F \longrightarrow \mathcal{S}_F; \\
g : F^{kh} \longrightarrow F^{kh},
\]

where $g$ is an $F$-linear isomorphism and $\gamma$ is a quasi-isogeny of formal $\mathcal{O}_F$-modules. We may assume further that

\[
g^\vee(\mathcal{O}_F^{kh\vee}) \subset \mathcal{O}_F^{kh\vee}.
\]

Therefore, the pair $(\gamma, g)$ induces a map functorial in $A \in \mathcal{C}$

\[
\beta_{n+m}^{m+n}(\gamma, g) : \mathcal{M}_{n+m}^{(j)}(A) \longrightarrow \mathcal{M}_{n}^{(l)}(A)
\]

in a similar way as in Definition 2.13 where $l = j - \text{Height}(\gamma) + \text{Height}(g)$, and $\psi : \mathcal{S} \longrightarrow \mathcal{S}'$ is Serre’s isogeny attached to $\beta_{n+m}^{m+n}(\gamma, g)$. Here $\text{Height}(g)$ is defined similarly as in (2.13). Note that the construction of $\psi$ and $\beta_{n+m}^{m+n}(\gamma, g)$ are essentially the same as in Definition 2.13 if we replace $K/F$ by the trivial extension $F/F$. Therefore the same arguments prove that the map $\beta_{n+m}^{m+n}(\gamma, g)$ is well-defined, and hence we obtain a map $\beta^{\ast, \ast}(\gamma, g) : \mathcal{M}_{\ast\ast} \longrightarrow \mathcal{M}_{\ast\ast}$ for the Lubin–Tate tower.

If both $\gamma$ and $g$ are identity, we abbreviate $\beta_{n+m}^{m+n}(\text{id}, \text{id})$ to

\[
\beta_{n}^{m+n} : \mathcal{M}_{n+m}^{\ast\ast} \longrightarrow \mathcal{M}_{n}^{\ast\ast},
\]

which coincides with the transition map between $\mathcal{M}_{n+m}^{\ast\ast}$ and $\mathcal{M}_{n}^{\ast\ast}$ in the Lubin–Tate tower.

2.5. **CM cycles on the Lubin–Tate tower.** In this subsection, we introduce CM cycles on the Lubin–Tate tower $\mathcal{M}_{\ast\ast}$ induced by

\[
\eta^{\ast\ast}(\varphi, \tau) : \mathcal{N}_{\ast\ast} \longrightarrow \mathcal{M}_{\ast\ast}.
\]

In this article, we construct cycles as coherent sheaves. To define a system of compatible cycles, we need to uniformize their multiplicities. Therefore we need to consider things like $\mathcal{F}^\oplus_{\frac{1}{2}}$ for some coherent sheaf $\mathcal{F}$ on a formal scheme $X$. This motivates us to define the following concept. Denote by $\tilde{K}(X)$ the free abelian group generated by isomorphism classes of coherent sheaves of $\mathcal{O}_X$-modules, modulo the relations by $[\mathcal{F}^\oplus_{n}] = n[\mathcal{F}]$ for any coherent sheaf $\mathcal{F}$ of $\mathcal{O}_X$-modules on $X$, where we use $[\mathcal{F}]$ to denote the corresponding element in $\tilde{K}(X)$ associated to $\mathcal{F}$.

**Definition 2.16.** Let $\eta^{\ast\ast}(\varphi, \tau)$ be the map between Lubin–Tate towers induced by $(\varphi, \tau)$ as in Definition 2.13. The corresponding CM cycle $Z^{(j)}(\varphi, \tau)$ is a collection of cycles

\[
Z^{(j)}(\varphi, \tau) \in \tilde{K}\left(\mathcal{M}_{n}^{(j)}\right) \otimes_{\mathbb{Z}} \mathbb{Q}
\]

for each $n$ and $j$, where each cycle $Z^{(j)}(\varphi, \tau)$ is defined as follows: Suppose the map $\eta^{\ast\ast}(\varphi, \tau)$ from $\mathcal{N}_{n+m}^{\ast\ast}$ to $\mathcal{M}_{n}^{\ast\ast}$ is given by

\[
\eta_{n+m}^{n+m}(\varphi, \tau) : \mathcal{N}_{n+m}^{(l)} \longrightarrow \mathcal{M}_{n}^{(l)}
\]
where \( l = \frac{j}{r} - \text{Height}(\tau) + \text{Height}(\varphi) \). If \( l \) is an integer, we define

\[
Z_n^{(j)}(\varphi, \tau) := \frac{1}{\deg \left( N_{n+m}^{(l)} \to N_n^{(l)} \right)} \left[ \eta_{n+m}^{(l)}(\varphi, \tau) \otimes \mathcal{O}_{N_{n+m}^{(l)}} \right]
\]

where the map \( N_{n+m}^{(l)} \to N_n^{(l)} \) is the transition map. Otherwise, we define \( Z_n^{(j)}(\varphi, \tau) := 0 \).

**Remark 2.17.** The Definition 2.16 does not depend on \( m \) because each transition map

\[
\theta_m^{m+1} : N_{m+1}^{(l)} \to N_m^{(l)}
\]

is a finite flat map of formal spectra of regular local rings, and therefore \( \theta_m^{m+1} \otimes \mathcal{O}_{N_{m+1}^{(l)}} \cong \mathcal{O}_{N_m^{(l)}}^{d} \) for \( d := \deg \left( N_{m+1}^{(l)} \to N_m^{(l)} \right) \). Further, since each \( (\gamma_k, g_k) \in D_K^\times \times \text{GL}_h(K) \) induces an isomorphism of the tower \( N_\cdot \), one finds that \( Z_\cdot(\varphi \circ \gamma_k, \tau \circ g_k) = Z_\cdot(\varphi, \tau) \) by an analogue of Lemma 2.22. Therefore, the cycle only depends on the algebraic group embeddings \( D_K^\times \to D_F^\times \) and \( \text{GL}_h(K) \to \text{GL}_{2n}(F) \) induced by \( \varphi \) and \( \tau \).

**2.6. Classical Lubin–Tate spaces.** Recall that the Lubin–Tate tower is a disjoint union of components indexed by integers

\[
\mathcal{M}_\cdot = \coprod_{j \in \mathbb{Z}} \mathcal{M}_\cdot^{(j)}.
\]

Note that the action of an element \( \omega \in D_F^\times \) with valuation \( j \) maps \( \mathcal{M}_n^{(j)} \) isomorphically onto \( \mathcal{M}_n^{(0)} \), which reduces all problems to a single space \( \mathcal{M}_n^{(0)} \). From now on, without loss of generality, we only consider Lubin–Tate spaces with superscript \( (0) \) for ease of exposition, whereas we come back to the general situation later in §6.4.

**Definition 2.18.** We call a space in the Lubin–Tate tower with superscript \( (0) \) (for example \( N_n^{(0)} \) or \( \mathcal{M}_n^{(0)} \)) a classical Lubin–Tate space. For simplicity, we omit their superscript and denote them by \( N_n \) or \( \mathcal{M}_n \).

When considering CM cycles on \( \mathcal{M}_n \), we may also omit the superscript \((0)\) of a cycle and simply denote it by

\[
Z_n(\varphi, \tau) := Z_n^{(0)}(\varphi, \tau).
\]

**2.6.1. The height restrictions for CM cycles on classical Lubin–Tate spaces.** To induce a morphism from \( N_\cdot \) to \( \mathcal{M}_\cdot \), a pair \((\varphi, \tau)\) must be restricted so that the superscript \((0)\) remains unchanged after the map \( \eta_\cdot^{(0)}(\varphi, \tau) \) (see Definition 2.13). This is equivalent to requiring \( \text{Height}(\tau) = \text{Height}(\varphi) \).

**Definition 2.19.** We call a pair of morphisms in (2.3) an equi-height pair if

\[
\text{Height}(\tau) = \text{Height}(\varphi).
\]

Denote by \( \text{Equi}_h(K/F) \) the set of equi-height pairs.

**Remark 2.20.** Similarly, applying Definition 2.19 to the trivial extension \( F/F \), one obtains that \( \text{Equi}_h(F/F) \) is the set of elements \((\gamma, g) \in D_F^\times \times \text{GL}_h(F) \) such that \( \text{Height}(\gamma) = \text{Height}(g) \), or equivalently,

\[
|\det(g)|_F = |\text{nrd}(\gamma)|_{F}^{-1},
\]

where \( \text{nrd}(\cdot) \) is the reduced norm of \( D_F \).
2.7. Composition of maps of Lubin–Tate spaces. In this subsection, we introduce several properties of compositions of maps between Lubin–Tate towers for our applications later.

**Proposition 2.21.** Letting $(\varphi, \tau) \in \text{Equih}(K/F)$, $(\gamma, g) \in \text{Equih}(F/F)$, $m_1 \geq \text{cond}(\tau)$ and $m_2 \geq \text{cond}(g)$, we have

$$\beta_{n}^{m_1+m_2}(\gamma, g) \circ \eta_{n+m_2+m_1}^{m_1}(\varphi, \tau) = \eta_{n+m_1+m_2}^{n_1+m_2}(\gamma \cdot \varphi, g \cdot \tau).$$

In other words, the following diagram commutes

![Diagram](attachment:image.png)

**Proof.** For any $A \in \mathfrak{G}$, and any $[\mathfrak{G}, \iota, \alpha]_{n+m_1+m_2} \in N_{n+m_1+m_2}(A)$, let

$$[\mathfrak{G}', \iota', \alpha']_{n+m_2} := \eta_{n+m_2+m_1}^{n+m_2+m_1}(\varphi, \tau)[\mathfrak{G}, \iota, \alpha]_{n+m_1+m_2};$$

$$[\mathfrak{G}'', \iota'', \alpha'']_{n+m_2} := \beta_{n}^{m_1+m_2}(\gamma, g)[\mathfrak{G}', \iota', \alpha']_{n+m_2},$$

and denote Serre’s isogenies attached to $\eta_{n+m_2+m_1}^{n+m_2+m_1}(\gamma, \varphi, g \cdot \tau)$ and $\beta_{n}^{m_1+m_2}(\gamma, g)$ by

$$\psi_1 : \mathfrak{G} \rightarrow \mathfrak{G}',$$

$$\psi_2 : \mathfrak{G}' \rightarrow \mathfrak{G}''.$$

By Definition 2.13 and using (2.12), we have the following commutative diagrams:

$$\text{(2.20)}$$

Letting $\psi_3 : \mathfrak{G} \rightarrow \mathfrak{G}'$ be Serre’s isogeny attached to $\eta_{n+m_1+m_2}^{n+m_1+m_2}(\gamma \cdot \varphi, g \cdot \tau)$, it suffices to prove

$$\psi_3 = \psi_2 \circ \psi_1.$$

By definition of $\psi_1 : \mathfrak{G} \rightarrow \mathfrak{G}'$ and $\psi_2 : \mathfrak{G}' \rightarrow \mathfrak{G}''$, we have

$$\text{(2.21)}$$

where $U(g) = g^{\tau}(\pi^n O_{k^h}^h) / \pi^{n+m_2} O_{k^h}^h$. Using the diagram (2.20), we have $\alpha' = \psi_1 \circ \alpha \circ \tau^\gamma$, which allows us to write each factor of (2.21) as

$$\psi_1(X)[-]_{\mathfrak{G}}\alpha'(v) = \psi_1(X)[-]_{\mathfrak{G}}\psi_1(\alpha(\tau^\gamma(v))).$$

Denote $w := \tau^\gamma(v)$. Since $\psi_1$ is an isogeny from $\mathfrak{G}$ to $\mathfrak{G}'$, the factor further simplifies to

$$\psi_1(X)[-]_{\mathfrak{G}}\psi_1(\alpha(w)) = \psi_1(X)[-]_{\mathfrak{G}}\psi_1(\alpha(w + v)),$$

where $U(\tau) = \pi^n \tau^\gamma(\pi^n O_{k^h}^h) / \pi^{n+m_2} O_{k}^h$, and the last equality is obtained from the definition of $\psi_1$. Putting these simplified factors back to the original product (2.21), we obtain

$$\psi_2 \circ \psi_1(X) = \prod_{w \in U(\mathfrak{G}, \tau)} \prod_{v \in U(\tau)} (X)[-]_{\mathfrak{G}}\alpha(w + v),$$
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where \( U(g\tau, \tau) = \tau^\vee \circ g^\vee(\pi^n\mathcal{O}_F^{kh})/\pi^{n+m_2}\tau^\vee(\mathcal{O}_F^{kh}). \) Therefore, by further simplifying this expression we obtain
\[
\psi_2 \circ \psi_1(X) = \prod_{\nu \in U(g\nu)} (X[-]_\nu \alpha(\nu)) = \psi_3(X),
\]
where \( U(g\nu) = (g\nu)^\vee(\pi^n\mathcal{O}_F^{kh})/\pi^{n+m_1+m_2}\mathcal{O}_K^{kh}. \) This implies \( \psi_3 = \psi_2 \circ \psi_1, \) which completes the proof of the lemma.

The next lemma shows that the action of \((\gamma, g)\) translates the cycle \( Z_n(\varphi, \tau) \) to \( Z_n(\gamma \cdot \varphi, g \cdot \tau). \)

**Lemma 2.22.** For any \( n \geq 0, \) any \((\varphi, \tau) \in \text{Equi}_h(K/F), \) any \((\gamma, g) \in \text{Equi}_{kh}(F/F), \) and any \( m \geq \text{cond}(g), \) we have
\[
1 \over \deg \left( \frac{N_{n+m}}{N_n} \right) \beta^{n+m}_n(\gamma, g) \cdot Z_{n+m}(\varphi, \tau) = Z_n(\gamma \cdot \varphi, g \cdot \tau) \tag{2.22}
\]

**Proof.** Let \( M = \text{cond}(\tau). \) By Definition 2.16 it suffices to prove that
\[
1 \over \deg \left( \frac{N_{n+m+M}}{N_{n+m}} \right) \deg \left( \frac{N_{n+m}}{N_n} \right) \beta^{n+m}_n(\gamma, g) \cdot \eta^{n+m+M}_{n+m}(\varphi, \tau) \ast [\mathcal{O}_{N_{n+m+M}}] = \deg \left( \frac{N_{n+m+M}}{N_{n+m}} \right) \eta^{n+m+M}_n(\gamma \cdot \varphi, g \cdot \tau) \ast [\mathcal{O}_{N_{n+m+M}}],
\]
which follows directly from the observation that
\[
\deg \left( \frac{N_{n+m+M}}{N_{n+m}} \right) = \deg \left( \frac{N_{n+m+M}}{N_{n+m}} \right) \deg \left( \frac{N_{n+m}}{N_n} \right),
\]
and that
\[
\beta^{n+m}_n(\gamma, g) \circ \eta^{n+m+M}_{n+m}(\varphi, \tau) = \eta^{n+m+M}_n(\gamma \cdot \varphi, g \cdot \tau)
\]
by Proposition 2.21.

### 3. An Approximation for CM Cycles on the Infinite Level

In this section, we keep our general assumption that \([K : F] = k, \) and use the same notation as in the previous section. As we described in Definition 2.13, an element \((\varphi, \tau) \in \text{Equi}_h(K/F)\) induces a system of compatible morphisms
\[
\eta^{n+m}_n(\varphi, \tau) : N_{m+n} \to \mathcal{M}_n
\]
for all \( n, \) and all \( m \geq \text{cond}(\tau). \) Let \( \mathcal{O}_K^h, \) \( \text{resp.} \mathcal{O}_F^{kh} \) be the \( h-(\text{resp.} kh-)\)-fold self-direct product of \( \mathcal{O}_K, \) \( \text{resp.} \mathcal{O}_F \) over \( \text{Spec} F_q. \) In this section, we will define a similar map
\[
\eta^{\infty+m}_\infty(\varphi, \tau) : \mathcal{O}_K^h \to \mathcal{O}_F^{kh}
\]
in Definition 3.1 and use it to construct CM cycles \( Z_{\infty}(\varphi, \tau) \) on \( \mathcal{O}_F^{kh}. \) We intentionally use \( \infty \) as our subscript since \( Z_{\infty}(\varphi, \tau) \) should be thought of as an approximation of \( Z_n(\varphi, \tau) \) when \( n \to \infty. \)

Our main result in this section is Proposition 3.11, which shows a comparison identity
\[
\begin{array}{c}
im_{n+m} \ast Z_{n+m}(\varphi, \tau) = \im_{\infty} \ast Z_{\infty}(\varphi, \tau) \\
\in \mathcal{K} \left( \mathcal{O}_F^{2h}[\pi^m] \right) \otimes_Z \mathbb{Q}
\end{array}
\]
for the following closed embeddings for any \( n > 0, \)
\[
\begin{array}{ccc}
\mathcal{M}_{m+n} & \xrightarrow{i_{m+n}^m} & \mathcal{O}_F^{2h}[\pi^m] \xrightarrow{\im_{\infty}} \mathcal{O}_F^{kh},
\end{array}
\]
which will be defined in (3.18) and (3.19).

We need to introduce some constructions before proving our main results. Our strategy is to interpret $\mathcal{S}_F^h$ and $\mathcal{S}_K^h$ as moduli spaces of level structures of $\mathcal{S}_F$ and $\mathcal{S}_K$ respectively by writing

$$\mathcal{S}_K^h \cong \text{Hom}_{\mathcal{O}_K}(\mathcal{O}_K^{hv}, \mathcal{S}_K)$$

and

$$\mathcal{S}_F^h \cong \text{Hom}_{\mathcal{O}_F}(\mathcal{O}_F^{hv}, \mathcal{S}_F),$$

where by $\text{Hom}_{\mathcal{O}_K}(\mathcal{O}_K^{hv}, \mathcal{S}_K)$ we mean the functor defined by assigning each $A \in \mathcal{C}$ to the $\mathcal{O}_K$-module $\text{Hom}_{\mathcal{O}_K}(\mathcal{O}_K^{hv}, \mathcal{S}_K(A))$, and the meaning for $\text{Hom}_{\mathcal{O}_F}(\mathcal{O}_F^{hv}, \mathcal{S}_F)$ is similar.

Since all formal $\mathcal{O}_K$-modules of height $h$ are isomorphic over $\mathbb{F}_q$, throughout this subsection, without loss of generality, we may assume that $[\pi]_{\mathcal{S}_k}(X) = X^{q^h}$.

Moreover, by $\mathcal{C} \otimes \mathbb{F}_q$ we mean the full subcategory of $\mathcal{C}$ consisting of those $A \in \mathcal{C}$ such that $\pi = 0$ in $A$. In this section, all pairs $(\varphi, \tau)$ and $(\gamma, g)$ are equi-height pairs, and the integer $m$ is chosen so that $m \geq \text{cond}(\tau)$. Therefore

$$\text{Height}(\varphi^{-1}) = -\text{Height}(\tau) = -\log_q \text{Vol}(\tau^\vee(\mathcal{O}_F^{hv})) \geq 0,$$

and

$$\text{Height}(\pi^m \varphi) = -\text{Height}(\pi^m(\tau)^{-1}) = \log_q \frac{\text{Vol}(\tau^\vee(\mathcal{O}_F^{hv}))}{\text{Vol}(\pi^m \mathcal{O}_K^{hv})} \geq 0,$$

which implies that $\varphi^{-1} : \mathcal{S}_K \to \mathcal{S}_F$ and $\pi^m \varphi : \mathcal{S}_K \to \mathcal{S}_F$ are actual isogenies.

### 3.1. Maps from $\mathcal{S}_K^h$ to $\mathcal{S}_F^h$.

**Definition 3.1.** For any $(\varphi, \tau) \in \text{Equi}_h(K/F)$ and $m \geq \text{cond}(\tau)$, let $\eta_{\infty}^{m+}(\varphi, \tau) : \mathcal{S}_K^h \to \mathcal{S}_F^h$ be the quasi-homomorphism of formal $\mathcal{O}_F$-modules defined functorially in $A \in \mathcal{C}$ by

$$\eta_{\infty}^{m+}(\varphi, \tau) : \text{Hom}_{\mathcal{O}_K}(\mathcal{O}_K^{hv}, \mathcal{S}_K(A)) \to \text{Hom}_{\mathcal{O}_F}(\mathcal{O}_F^{hv}, \mathcal{S}_F(A))$$

where $f \mapsto \pi^m \varphi \circ f \circ \tau^\vee$.

Moreover, let $\mathcal{S}_K^h[\pi^m \varphi \tau]$ be the group scheme sitting inside the following exact sequence

$$0 \to \mathcal{S}_K^h[\pi^m \varphi \tau] \to \mathcal{S}_K^h \xrightarrow{\eta_{\infty}^{m+}(\varphi, \tau)} \mathcal{S}_F^h.$$

**Remark 3.2.** For any $(\gamma, g) \in \text{Equi}_{kh}(F/F)$ and $m \geq \text{cond}(g)$, functorially in $A \in \mathcal{C}$, we define the map $\beta_{\infty}^{m+}(\gamma, g)$ by

$$\beta_{\infty}^{m+}(\gamma, g) : \text{Hom}_{\mathcal{O}_F}(\mathcal{O}_F^{hv}, \mathcal{S}_F(A)) \to \text{Hom}_{\mathcal{O}_F}(\mathcal{O}_F^{hv}, \mathcal{S}_F(A))$$

where $f \mapsto \pi^m \gamma \circ f \circ g^\vee$.

Moreover, $\mathcal{S}_F^h[\pi^m \gamma g]$ is the group scheme sitting inside the following exact sequence

$$0 \to \mathcal{S}_F^h[\pi^m \gamma g] \to \mathcal{S}_F^h \xrightarrow{\beta_{\infty}^{m+}(\gamma, g)} \mathcal{S}_F^h.$$
Proposition 3.3 (Analogue to Proposition 2.21). For any \((\varphi, \tau) \in \text{Equi}_h(K/F), (\gamma, g) \in \text{Equi}_{kh}(F/F), m_1 \geq \text{cond}(g)\) and \(m_2 \geq \text{cond}(\tau)\), we have
\[
\beta^{\infty + m_1}_h(\gamma, g) \circ \eta^{\infty + m_2}_h(\varphi, \tau) = \eta^{\infty + m_1 + m_2}_h(\gamma \cdot \varphi, g \cdot \tau).
\]
In other words, the following diagram commutes
\[
\begin{array}{ccc}
G^h \phi & \xrightarrow{\eta^{\infty + m_2}_h(\varphi, \tau)} & G^h_F \\
\beta^{\infty + m_1}_h(\gamma, g) & \xrightarrow{\eta^{\infty + m_1 + m_2}_h(\gamma \cdot \varphi, g \cdot \tau)} & G^h_F
\end{array}
\]

Proof. For any \(A \in \mathcal{C}\), and any \(f \in G^h_F(A)\), by Definition 3.1, we have
\[
\beta^{\infty + m_1}_h(\gamma, g) \circ \eta^{\infty + m_2}_h(\varphi, \tau)(f) = \beta^{\infty + m_1}_h(\gamma, g)(\pi^{m_2}_1 \varphi \circ f \circ \tau^\vee) = \pi^{m_1 + m_2}_1 \varphi \circ f \circ \tau^\vee \circ g^\vee,
\]
which equals
\[
\pi^{m_1 + m_2}_1(\gamma \cdot \varphi) \circ f \circ (g \cdot \tau)^\vee = \eta^{\infty + m_1 + m_2}_h(\gamma \cdot \varphi, g \cdot \tau)(f)
\]
as desired. \(\Box\)

3.2. Thickening comparison. This part is the technical core of the article. Loosely speaking, thinking of \(G^h_F\) as the deformation space on the infinite level, we temporarily denote \(N_\infty := G^h_F\) and \(M_\infty := G^h_F\). Then the exact sequence in Definition 3.1 is
\[
0 \rightarrow G^h_F[\pi^m \varphi \tau] \rightarrow N_\infty \rightarrow \eta^{\infty + m}_h(\varphi, \tau) \rightarrow M_\infty.
\]
Since intuitively \(M_\infty\) is an approximation of \(M_n\) when \(n\) is sufficiently large, one may carelessly expect an exact sequence
\[
0 \rightarrow G^h_F[\pi^m \varphi \tau] \rightarrow N_{n+m} \rightarrow \eta^{n + m}_n(\varphi, \tau) \rightarrow M_n
\]
for sufficiently large \(n\). Going back to the rigorous math, the exact sequence here does not make any sense since \(M_n\) is not a group scheme. Nevertheless, we realize this idea in Proposition 3.9 by identifying \(G^h_F[\pi^m \varphi \tau]\) with the preimage of the closed point \(\text{Spec}(\mathbb{F}_q)\) under the map \(\eta^{n + m}_n(\varphi, \tau) : N_{n+m} \rightarrow M_n\), which is the main result of this subsection.

Before the construction of the map \(G^h_F[\pi^m \varphi \tau] \rightarrow N_{n+m}\), we need some lemmas for level structures of \(G_F\).

Lemma 3.4. All elements in
\[
\text{Hom}\left(0^h_{K^\vee}, G_F[\pi^n](A)\right)
\]
are \(\pi^{n+1}\)-level structures of \(G_F\) over \(A\) for any \(A \in \mathcal{C} \otimes \mathbb{F}_q\).

Proof. Suppose \(A \in \mathcal{C} \otimes \mathbb{F}_q\). We have \(\pi = 0 \in A\). Let \(f \in \text{Hom}\left(0^h_{K^\vee}, G_F[\pi^n](A)\right)\). It suffices to verify the non-degeneracy condition for \(f\), that is, to show that
\[
(3.3) \quad \prod_{w \in 0^h_{K^\vee}/\pi^{n+1}0^h_{K^\vee}} (X - f(w)) = [\pi^{n+1}]G_F(X).
\]
We prove it by induction on $n$. If $n = 0$, the expression (3.3) is clearly true since $f = 0$. Assuming the following induction hypothesis

$$(3.4) \prod_{w \in \mathcal{O}^h_K / \pi^n \mathcal{O}^h_K} (X - f(w)) = [\pi^n]_{G_K}(X).$$

Abbreviating $[\pi^n]_{G_K}$ to $[\pi^n]$, the right hand side of (3.3) simplifies to

$$[\pi^{n+1}](X) = [\pi^n]([\pi](X)),$$

which, by the induction hypothesis (3.4), equals

$$\prod_{w \in \mathcal{O}^h_K / \pi^n \mathcal{O}^h_K} ([\pi]X - [\pi]f(w)).$$

Since $[\pi](X) = X^{q_{kh}}$, each factor of the preceding product simplifies to

$$[\pi]X - [\pi]f(w) = X^{q_{kh}} - f(w)^{q_{kh}} = (X - f(w))^{q_{kh}}.$$

Putting the simplified factors back into the product, we obtain

$$\prod_{w \in \mathcal{O}^h_K / \pi^n \mathcal{O}^h_K} (X - f(w))^{q_{kh}} = \prod_{w \in \mathcal{O}^h_K / \pi^{n+1} \mathcal{O}^h_K} (X - f(w)),$$

which is the left hand side of (3.3). Here the last equality is obtained from the observation that $f(w + v) = f(w) + f(v) = f(w)$ for any $v \in \pi^n \mathcal{O}^h_K$. This completes the proof. \hfill \Box

**Lemma 3.5.** All elements $f \in G_K^h[\pi^m \varphi \tau](A)$ are $\pi^{m+n}$-level structures of $G_K$ over $A$ for any integer $n > \text{cond}(\tau)$, any integer $m \geq \text{cond}(\tau)$ any $(\varphi, \tau) \in \text{Equi}_h(K/F)$, and any $A \in \mathcal{C} \otimes \overline{F}_q$.

**Proof.** Since $\text{Height}(\varphi^{-1}) \geq 0$, the map

$$(3.5) \varphi^{-1} : G_K \longrightarrow G_F$$

is an actual isogeny. Since $n \geq \text{cond}(\tau) + 1$, we have $\tau^\vee(\mathcal{O}^h_K / \pi^n \mathcal{O}^h_K) \supset \pi^{n-1} \mathcal{O}^h_K$, which implies that $\pi^{n-1}(\tau^\vee)^{-1} \mathcal{O}^h_K \subset \mathcal{O}^{kh}_F$. Therefore $\pi^{n-1}(\tau^\vee)^{-1}$ restricts to a map

$$(3.6) \pi^{n-1}(\tau^\vee)^{-1} : \mathcal{O}^h_K \longrightarrow \mathcal{O}^{kh}_F.$$

By Definition [3.1] $f \in G_K^h[\pi^m \varphi \tau](A)$ implies that $\pi^m \varphi \circ f \circ \tau^\vee = 0$, which can be put into the following commutative diagram

$$
\begin{array}{ccc}
\mathcal{O}^{kh}_F & \xrightarrow{\tau^\vee} & \mathcal{O}^h_K \\
0 \downarrow & & \downarrow f \\
G_F & \xleftarrow{\pi^m \varphi} & G_K.
\end{array}
$$
Extending this diagram using the maps in (3.5) and (3.6), we have the following commutative diagram

Note that this diagram implies that \([\pi^{m+n-1}]_h \circ f = 0\), and so that \(f\) is a \(\pi^{m+n}\)-level structure by Lemma 3.4, which completes the proof. □

The formal scheme \(\mathcal{G}^h\) can be naturally thought of as a functor from \(\mathcal{C}\) to the category of sets by extending its definition from \(\mathcal{C} \otimes \mathbb{F}_q\) to \(\mathcal{G}\), where we define \(\mathcal{G}^h(A) = \emptyset\) for any \(A \notin \mathcal{C} \otimes \mathbb{F}_q\).

**Definition 3.6.** For any \(A \in \mathcal{C} \otimes \mathbb{F}_q\), by \(\mathcal{G}_{K/A}\) (resp. \(\mathcal{G}_{F/A}\)) we mean the formal \(\mathcal{O}_K\) (resp. \(\mathcal{O}_F\)) module obtained by the base change of \(\mathcal{G}_K\) (resp. \(\mathcal{G}_F\)) to \(A\).

Note that \(\mathcal{G}_K\) is defined by a lot of power series describing its addition and its scalar multiplication by \(\mathcal{O}_K\). Those power series have coefficients in \(\mathbb{F}_q\). The formal module \(\mathcal{G}_{K/A}\) has exactly the same power series with \(\mathcal{G}_K\), but we view those coefficients as coefficients in \(A\) through \(\mathbb{F}_q \subset A\). Therefore, any endomorphism \(\gamma : \mathcal{G}_K \to \mathcal{G}_K\) can be directly viewed as an endomorphism of \(\mathcal{G}_{K/A}\), and by abuse of notation, we use the same symbol \(\gamma : \mathcal{G}_{K/A} \to \mathcal{G}_{K/A}\) to represent this endomorphism.

**Definition 3.7.** We define the map \(\mathcal{G}^h_\pi [\pi^m \varphi \tau] \to \mathcal{N}_{m+n}\) functorially in \(A \in \mathcal{C}\) by

\[
\mathcal{G}^h_\pi [\pi^m \varphi \tau](A) \to \mathcal{N}_{m+n}(A)
\]

for any \(n > \text{cond}(\tau)\) and any \((\varphi, \tau) \in \text{Equi}_h(K/F)\).

The following lemma will be used in the proof of Proposition 3.9.

**Lemma 3.8.** For any \(A \in \mathcal{C} \otimes \mathbb{F}_q\) and \([\mathcal{G}_{K/A}, \gamma, f])_n \in \mathcal{N}_n(A)\), we have

\[
[\mathcal{G}_{K/A}, \gamma, f]_n = [\mathcal{G}_{K/A}, \text{id}, \gamma^{-1} \circ f]_n.
\]

**Proof.** Note that \(\mathcal{N}_n\) is an abbreviation of \(\mathcal{N}^{(0)}_n\) (for notation see Theorem 2.5). Since \([\mathcal{G}_{K/A}, \gamma, f])_n \in \mathcal{N}^{(0)}_n(A)\), the morphism \(\gamma : \mathcal{G}_K \to \mathcal{G}_{K/A}\) is of height 0, and thus an isomorphism. Since \(\mathcal{G}_{K/A} = \mathcal{G}_K\), the isomorphism \(\gamma\) is an automorphism of \(\mathcal{G}_K\). By base change to \(A\), the isomorphism \(\gamma : \mathcal{G}_{K/A} \to \mathcal{G}_{K/A}\) identifies the triple \((\mathcal{G}_{K/A}, \text{id}, \gamma^{-1} \circ f)\) to the triple \((\mathcal{G}_{K/A}, \gamma, f)\). Therefore these two triples are equivalent. □

**Proposition 3.9.** In the following diagrams, all unlabeled vertical maps are defined by the same way as in Definition 3.7. We have:
(1) For any \((\varphi, \tau) \in \text{Equi}_h(K/F)\), any \(m \geq \text{cond}(\tau)\), and any \(n > \text{cond}(\tau)\), the following diagram

\[
\begin{array}{ccc}
S^h_K[\pi^m \varphi \tau] & \rightarrow & \text{Spec } \mathbb{F}_q \\
\downarrow & & \downarrow \\
N_{m+n} & \rightarrow & M_n
\end{array}
\]

is Cartesian. In particular, the vertical maps are closed embeddings.

(2) For any \((\varphi_1, \tau_1) \in \text{Equi}_h(K/F)\), any \((\gamma, g) \in \text{Equi}_{kh}(F/F)\), any \(m_1 > \text{cond}(\tau_1)\), and any \(m_2 > \text{cond}(g)\), we denote \((\varphi_3, \tau_3) := (\gamma \varphi_1, g \tau_1) \in \text{Equi}_h(K/F)\), and \(m_3 := m_1 + m_2\).

Then the following diagram

\[
\begin{array}{ccc}
S^h_K[\pi^m \varphi_3 \tau_3] & \rightarrow & S^h_F[\pi^m \varphi \tau] \\
\downarrow & & \downarrow \\
N_{m+n} & \rightarrow & M_n
\end{array}
\]

is Cartesian for any \(n > m_2 + \text{cond}(\tau_3)\).

**Proof of statement (1).** It suffices to prove that the diagram (3.8) is Cartesian. Then the morphism \(S^h_K[\pi^m \varphi \tau] \rightarrow N_{m+n}\) is automatically a closed embedding since it is obtained by base change of the closed embedding \(\text{Spec } \mathbb{F}_q \rightarrow M_n\). In other words, it suffices to show that for any \(A \in \mathcal{C}\) and any \([\mathcal{G}, \iota, \alpha]_{m+n} \in N_{m+n}(A)\),

\[
\eta_{n}^{m+n}(\varphi, \tau)[\mathcal{G}, \iota, \alpha]_{m+n} = [\mathcal{G}_{F/A}, \text{id}, 0]_n
\]

if and only if

\[
[\mathcal{G}, \iota, \alpha]_{m+n} = [\mathcal{G}_{K/A}, \text{id}, f]_{m+n} \quad \text{for some } f \text{ such that } \pi^m \varphi \circ f \circ \tau^V = 0.
\]

We prove that (3.11) implies (3.10) as follows. Let \(n' = \max\{n, m\}\). Let \(\psi : S_{K/A} \rightarrow S'\) be Serre’s isogeny attached to \(\eta_{n'}^{m+n}(\varphi, \tau)\) and \(S_{K/A}\). By definition,

\[
\psi(X) = \prod_{w \in V} \left( X[-]_{\mathcal{G}_{K/A}} f(w) \right),
\]

where \(V = \tau^V(\pi^{n'} \mathcal{O}^{khV}_F) / \pi^{n'+m} \mathcal{O}^{khV}_K\). Since \(\pi^m \varphi \circ f \circ \tau^V = 0\) and \(\text{Height}(\varphi^{-1}) \geq 0\), we have

\[
f \circ \tau^V(\pi^{n'} v) = \pi^{n'-m} \cdot \varphi^{-1}(\pi^m \varphi \circ f \circ \tau^V(v)) = \pi^{n'-m} \cdot \varphi^{-1}(0) = 0
\]

for any \(v \in \mathcal{O}^{khV}_F\), which implies that \(f(w) = 0\) for any \(w \in V\). Therefore

\[
\psi(X) = \prod_{w \in V} \left( X[-]_{\mathcal{G}_{K/A}} f(w) \right) = X^{\#V}.
\]

Since

\[
\psi \circ [\pi]_{S_{K/A}}(X) = X^{\#V} = [\pi]_{S_{F/A}} \circ \psi(X),
\]

we have \(S' = S_{F/A}\). Thus we can write \(\eta_{n'}^{m+n}(\varphi, \tau)[\mathcal{G}_{K/A}, \text{id}, f]_{n+m} = [\mathcal{G}_{F/A}, \iota, \alpha']_{n'}\) for some \(\pi^{n'}\)-level structure \(\alpha' : \mathcal{O}^{khV}_{F} \rightarrow S_{F/A}(A)\) and some automorphism \(\iota : S_{F} \rightarrow S_{F}\). Then

\[
\eta_{n}^{m+n}(\varphi, \tau)[\mathcal{G}_{K/A}, \text{id}, f]_{n+m} = \beta_n^{n'} \eta_{n'}^{m+n}(\varphi, \tau)[\mathcal{G}_{K/A}, \text{id}, f]_{n+m} = \beta_n^{n'}[\mathcal{G}_{F/A}, \iota, \alpha']_{n'} = [\mathcal{G}_{F/A}, \iota, \alpha]_{n},
\]

with

\[
\beta_n^{n'} = \frac{\text{cond}(\mathcal{G}_{K/A}, \varphi, \tau)}{\text{cond}(\mathcal{G}_{F/A}, \iota, \alpha')}.
\]
where $\alpha = \alpha' \circ \pi^{n'-n}$. By Corollary 2.14 we obtain an isogeny $\psi' : G_{K/A} \rightarrow G_{F/A}$ such that the following diagrams commute

\[
\begin{array}{ccc}
G_K & \xrightarrow{\pi^m \varphi} & G_F \\
\downarrow \psi & & \downarrow \tau \\
G_K & \xrightarrow{\psi'} & G_{F/A}
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
\mathcal{O}_K^h & \xrightarrow{\tau^\vee} & \mathcal{O}_{F/A}^{k h} \\
\downarrow f & & \downarrow \alpha \\
\mathcal{O}_K^h & \xrightarrow{\psi} & \mathcal{O}_{F/A}^{k h}.
\end{array}
\]

Note that the lifting of endomorphisms of $G_F$ is unique, so that $\overline{\psi'} = \psi'$. From the left diagram of (3.12), one sees that

$$\overline{\psi'} = \iota \circ \pi^m \varphi.$$ 

Since $\pi^m \varphi \circ f \circ \tau^\vee = 0$, from the right diagram of (3.12), we obtain that

$$\alpha = \psi' \circ f \circ \tau^\vee = \iota \circ \pi^m \varphi \circ f \circ \tau^\vee = \iota \circ 0 = 0,$$

which implies that

$$\eta^{n+m}(\varphi, \tau)[G_{K/A}, \iota, f]_{n+m} = [G_{F/A}, \iota, 0]_n.$$

Furthermore, note that $\text{Height}(\tau) = \text{Height}(\varphi)$. Therefore $\pi^m \varphi : G_{F/A} \rightarrow G_{K/A}$ and $\psi' : G_K \rightarrow G_F$ are elements of the same height in $\text{End}(G_F)$, which implies that $\iota = \psi' \circ (\pi^m \varphi)^{-1}$ is an isomorphism of $G_F$. Therefore, by Lemma 3.8 $[G_{F/A}, \iota, 0]_n = [G_{F/A}, \varphi, \iota, \iota]_n$, which proves (3.10).

Conversely, let

$$\varphi_0 : G_K \rightarrow G_F, \quad \tau^\vee : \mathcal{O}_{F/A}^{k h} \rightarrow \mathcal{O}_{F}^{k h}$$

be natural forgetful isomorphisms defined by only remembering $\mathcal{O}_F$-actions. Then there exists $\gamma \in D_F$ and $g \in \text{GL}_{k h}(F)$ such that the following two diagrams commute. Since $\text{Height}(\tau_0) = \text{Height}(\varphi_0) = 0$ and $\text{Height}(\tau) = \text{Height}(\varphi)$, the pair $(\gamma, g)$ is an equi-height pair. Letting $u = \text{cond}(\tau) + 1$, we have $\mathcal{O}_{F/A}^{k h} \supset g^\vee(\mathcal{O}_{F/A}^{k h}) \supset \pi^{u-1} \mathcal{O}_{F/A}^{k h}$, which implies that

$$\pi^{u-1} \mathcal{O}_{F/A}^{k h} \subset \pi^{u-1} g^{-1} \mathcal{O}_{F/A}^{k h} \subset \mathcal{O}_{F/A}^{k h}.$$ 

Therefore $\pi^{u-1} g^{-1} \in \text{Mat}_{k h \times k h}(\mathcal{O}_F)$, and

$$\text{cond}(\pi^{u-1} g^{-1}) \leq u - 1.$$

Since $\text{Height}(\pi^{u-1} \gamma^{-1}) = \text{Height}(\pi^{u-1} g^{-1})$, the pair $(\pi^{u-1} \gamma^{-1}, \pi^{u-1} g^{-1})$ is an equi-height pair. Now we prove that (3.10) implies (3.11). Recall that (3.10) is $\eta^{n+m}_n(\varphi, \tau)[G, \iota, \alpha]_{n+m} = [G_{F/A}, \iota, 0]_n$.

Composing this identity with $\beta^{n}_{n-u+1}(\pi^{1-u} \gamma^{-1}, \pi^{u-1} g^{-1})$, we obtain

$$\beta^{n}_{n-u+1}(\pi^{1-u} \gamma^{-1}, \pi^{u-1} g^{-1}) \circ \eta^{n+m}_n(\varphi, \tau)[G, \iota, \alpha]_{n+m}$$

$$= \beta^{n}_{n-u+1}(\pi^{1-u} \gamma^{-1}, \pi^{u-1} g^{-1})[G_{F/A}, \varphi, \iota, 0]_{n-u+1}$$

$$= [G_{F/A}, \varphi \circ \text{id} \circ \pi^{u-1}(\pi^{1-u} \gamma^{-1})^{-1}, \psi \circ 0 \circ (\pi^{1-u} g^{-1})^\vee]_{n-u+1}$$

$$= [G_{F/A}, \varphi, \iota, 0]_{n-u+1},$$

where $\alpha = \alpha' \circ \pi^{u-1} g^{-1}$.
where $\psi : \mathcal{G}_{F/A} \to \mathcal{G}_{F/A}$ is the Serre’s isogeny attached to $(\pi^{1-u\gamma^{-1}}, \pi^{1-u\gamma^{-1}})$ and the last equality follows from Lemma 3.8. Moreover, this expression can be calculated in another way as follows,

$$\beta_{n-u+1}^{n}((\pi^{1-u\gamma^{-1}}, \pi^{1-u\gamma^{-1}}) \circ \eta_{n+m}^{n+m}(\varphi, \tau)[G, \iota, \alpha]_{n+m}$$

(3.14)

Therefore, we have $[G, \iota \circ \varphi_{0}^{-1}, \alpha \circ \pi^{m+u-1}\tau_{0}^{\gamma}]_{n-u+1} = [\mathcal{G}_{F/A}, \iota, 0]_{n-u+1}$, which implies that two triples $(G, \iota \circ \varphi_{0}^{-1}, \alpha \circ \pi^{m+u-1}\tau_{0}^{\gamma})$ and $(\mathcal{G}_{F/A}, \iota, 0)$ are equivalent as formal $\mathcal{O}_{F}$-modules. Recall that $\mathcal{G}$ is deformed from $\mathcal{G}_{K}$, and that $\mathcal{G}_{F}$ is obtained by only remembering $\mathcal{O}_{F}$-actions of $\mathcal{G}_{K}$. Therefore, in fact,

$$[G, \iota, \alpha \circ \pi^{m+u-1}\tau_{0}^{\gamma}]_{n-u+1} = [\mathcal{G}_{K/A}, \iota, 0]_{n-u+1},$$

which implies that we have an isomorphism $\mathcal{G} \to \mathcal{G}_{K/A}$ of formal $\mathcal{O}_{K}$-modules such that the following diagrams commute

\[
\begin{array}{ccc}
\mathcal{G}_{K} & \xrightarrow{\iota} & \mathcal{G}_{K} \\
\mathcal{G} & \xrightarrow{\iota} & \mathcal{G}_{K/A} \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{G} & \xrightarrow{\alpha \circ \pi^{m+u-1}\tau_{0}^{\gamma}} & \mathcal{G}_{K/A} \\
\mathcal{O}_{K} & \xrightarrow{\iota^{\gamma}} & \mathcal{O}_{K/A} \\
\end{array}
\]

Letting $f = \iota^{-1} \circ \alpha$, we have

(3.15)

$$[G, \iota, \alpha]_{n+m} = [\mathcal{G}_{K/A}, \iota, f]_{n+m}.$$

Therefore by the assumption $\eta_{n+m}^{m+m}(\varphi, \tau)[G, \iota, \alpha]_{n+m} = [\mathcal{G}_{F/A}, \iota, 0]_{n}$, we obtain

$$\eta_{n+m}^{m+m}(\varphi, \tau)[G_{K/A}, \iota, f]_{n+m} = [\mathcal{G}_{F/A}, \iota, 0]_{n},$$

which implies that there is an isogeny $\psi : \mathcal{G}_{K/A} \to \mathcal{G}_{F/A}$ such that the following diagrams commute

\[
\begin{array}{ccc}
\mathcal{G}_{K} & \xrightarrow{\pi^{\gamma} \varphi} & \mathcal{G}_{F} \\
\mathcal{G} & \xrightarrow{\psi} & \mathcal{G}_{F} \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{O}_{K}^{\gamma} & \xrightarrow{\tau^{\gamma}} & \mathcal{O}_{F}^{\gamma} \\
\mathcal{G}_{K/A} & \xrightarrow{\psi} & \mathcal{G}_{F/A} \\
\end{array}
\]

Therefore, we have $\psi = \pi^{\gamma} \varphi$ and $\psi \circ f \circ \tau^{\gamma} = 0$, which implies that $\pi^{\gamma} \varphi \circ f \circ \tau^{\gamma} = 0$. Combining this with (3.15), we complete the proof of (3.11).

\[\square\]

Proof of statement (2): Before starting the proof, we extend the diagram (3.9) into the following diagram

\[
\begin{array}{ccc}
\mathcal{G}_{K}^{h} & \xrightarrow{\eta_{n+1}^{m+1}(\varphi_{1}, \tau_{1})} & \mathcal{G}_{F}^{k} \\
\mathcal{N}_{n+m} & \xrightarrow{\eta_{n+m}^{1}(\varphi_{1}, \tau_{1})} & \mathcal{M}_{n} \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{M}_{n} & \xrightarrow{\beta_{n+m}^{1}(\gamma, g)} & \mathcal{M}_{n-m_{2}} \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{Spec } \overline{F} & \xrightarrow{\alpha_{n}} & \mathcal{G}_{F} \\
\end{array}
\]
Here the extended right square is constructed in the same way as (3.8), which is a Cartesian diagram. If the left square commutes, then the whole diagram commutes, and therefore the left square is automatically a Cartesian diagram because the right and the outer squares are Cartesian by statement (1). Therefore, it suffices to show that the left square commutes, that is, for any \( A \in \mathcal{C} \otimes \overline{\mathbb{F}_q} \) and \( f \in \mathcal{G}_K^h[\pi^m \phi_3 \tau_3](A) \), one has
\[
\eta_n^{m+1}(\phi_1, \tau_1)[\mathcal{G}_K/A, \text{id}, f]_{n+m} = [\mathcal{G}_F/A, \text{id}, \pi^{m+1}(\phi_1 \circ f \circ \tau_1^\gamma)]_n.
\]
Since the outer diagram is commutative, we have
\[
(3.16) \quad \beta_n^{m+1}(\gamma, g)(\eta_n^{m+1}(\phi_1, \tau_1)[\mathcal{G}_K/A, \text{id}, f]_{n+m+1}) = [\mathcal{G}_F/A, \text{id}, 0]_{n-m_2}.
\]
Since the right square is Cartesian by the first statement of Proposition 3.9, the equation (3.16) implies that
\[
\eta_n^{m+1}(\phi_1, \tau_1)[\mathcal{G}_K/A, \text{id}, f]_{n+m+1} = [\mathcal{G}_F/A, \text{id}, g]_n
\]
for some \( g \in \text{Hom}_{\mathcal{C}}(\mathcal{O}_F^{h^\vee}, \mathcal{G}_F(A)) \). Therefore, by Corollary 2.14 there exists an isogeny \( \psi : \mathcal{G}_K/A \rightarrow \mathcal{G}_F/A \) such that the following diagrams commute
\[
\begin{array}{ccc}
\mathcal{G}_K & \xrightarrow{\pi^{m+1} \phi_1} & \mathcal{G}_F \\
\text{id} & \downarrow \quad \psi & \downarrow \quad \text{id} \\
\mathcal{G}_K & \xrightarrow{\psi} & \mathcal{G}_F
\end{array}
\begin{array}{ccc}
\mathcal{O}_K^{h^\vee} & \xleftarrow{\tau^\vee} & \mathcal{O}_F^{h^\vee} \\
\downarrow f & \quad \downarrow \psi & \downarrow \quad \text{id} \\
\mathcal{G}_F/A, & \quad \mathcal{G}_F/A, & \quad \mathcal{G}_F/A
\end{array}
\]
which imply that \( g = \psi \circ f \circ \tau^\vee \) and \( \psi = \pi^{m+1} \phi_1 \). Therefore we have \( g = \pi^{m+1} \phi_1 \circ f \circ \tau^\vee \), which completes the proof. \( \square \)

3.3. CM cycles comparison. Now we define CM cycles on \( \mathcal{G}_F^h \) by similar ways as in Definition 2.16.

**Definition 3.10.** For any \((\phi, \tau) \in \text{Equi}_h(K/F)\), let \( Z_\infty(\phi, \tau) \in \tilde{K} \left( \mathcal{G}_F^h \right) \otimes \mathbb{Q} \) be the element obtained by
\[
(3.17) \quad Z_\infty(\phi, \tau) := \frac{1}{\deg \left( \mathcal{G}_F^h \xrightarrow{\pi^m} \mathcal{G}_K^h \right)} \left[ \eta_\infty^{m+1}(\phi, \tau)_* \mathcal{O}_K^h \right].
\]
Clearly, this definition does not depend on \( m \) by Proposition 3.3.

Now we will compare cycles \( Z_n(\phi, \tau) \) with \( Z_\infty(\phi, \tau) \). Let \( i_m^m \) be the natural inclusion map
\[
(3.18) \quad i_m^m : \mathcal{G}_F^h[\pi^m] \longrightarrow \mathcal{G}_F^h,
\]
and for any \( n \geq 1 \) let \( i_{m+n}^m \) be the map
\[
(3.19) \quad i_{m+n}^m : \mathcal{G}_F^h[\pi^m] \longrightarrow \mathcal{M}_{n+m}
\]
as defined in Definition 3.7. The following proposition is the main result of this section.

**Proposition 3.11.** For any integer \( m \geq 0, n > \text{cond}(\tau) \) and any \((\phi, \tau) \in \text{Equi}_h(K/F)\), we have
\[
i_{m+n}^m * Z_{n+m}(\phi, \tau) = i_m^m * Z_\infty(\phi, \tau) \in \tilde{K} \left( \mathcal{G}_F^h[\pi^m] \right) \otimes \mathbb{Q}.
\]
Proof. By definition of $Z_\infty(\varphi, \tau)$ and $Z_{n+m}(\varphi, \tau)$ in (3.17) and (2.18), it suffices to prove
\[
\deg\left( \frac{1}{\deg\left( \mathcal{N}_{n+m+w} \rightarrow \mathcal{N}_{n+m} \right)} \left[ i_{m+n+w}^* \eta_{n+m+w}^*(\varphi, \tau)_* \mathcal{O}_{N_{n+m+w}} \right] \right)
\]
(3.20)
 \[
= \frac{1}{\deg\left( \mathcal{G}_K^{h} \rightarrow \mathcal{G}_K^{h} \right)} \left[ i_{m+w}^* \eta_{\infty+w}^*(\varphi, \tau)_* \mathcal{O}_{G_K^{h}} \right]
\]
for some $w \geq \text{cond}(\tau)$. Since $n > 0$, we observe that the denominator of two sides are equal because
\[
\deg\left( \mathcal{N}_{n+m+w} \rightarrow \mathcal{N}_{n+m} \right) = q^{kh^2w} = \deg\left( \mathcal{G}_K^{h} \rightarrow \mathcal{G}_K^{h} \right).
\]
It therefore suffices to show that
\[
i_{m+n}^* \eta_{n+m+w}^*(\varphi, \tau)_* \mathcal{O}_{N_{n+m+w}} \cong i_{m+w}^* \eta_{\infty+w}^*(\varphi, \tau)_* \mathcal{O}_{\mathcal{G}_K^{h}}.
\]
Since $n > \text{cond}(\tau)$, by Proposition 3.9 we obtain the following Cartesian diagram
\[
\begin{array}{ccc}
\mathcal{G}_K^{h} \left[ \pi^{m+w} \varphi \tau \right] & \xrightarrow{\eta_{\infty+w}^*(\varphi, \tau)} & \mathcal{G}_F^{kh} \left[ \pi^{m} \right] \\
i_{m+w+n}^* (\varphi, \tau) & \downarrow & i_{m+n}^* (\varphi, \tau) \\
\mathcal{N}_{n+m+w} & \xrightarrow{\eta_{n+m+w}^*(\varphi, \tau)} & \mathcal{N}_{n+m},
\end{array}
\]
where all vertical maps, which are closed embeddings, are defined in the same way as in (3.7) and labeled as shown in the diagram. We then obtain the following isomorphisms for the left hand side of (3.21),
\[
i_{m+n}^* \eta_{n+m+w}^*(\varphi, \tau)_* \mathcal{O}_{N_{n+m+w}} \cong \eta_{\infty+w}^*(\varphi, \tau)_* i_{m+w+n}^*(\varphi, \tau)_* \mathcal{O}_{N_{n+m+w}}
\]
(3.22)
\[
\cong \eta_{\infty+w}^*(\varphi, \tau)_* \mathcal{O}_{\mathcal{G}_K^{h} \left[ \pi^{m+w} \varphi \tau \right]}.
\]
On the other hand, by using the following Cartesian diagram,
\[
\begin{array}{ccc}
\mathcal{G}_K^{h} \left[ \pi^{m+w} \varphi \tau \right] & \xrightarrow{\eta_{\infty+w}^*(\varphi, \tau)} & \mathcal{G}_F^{kh} \left[ \pi^{m} \right] \\
i_{m+w}^* (\varphi, \tau) & \downarrow & i_{m}^* (\varphi, \tau) \\
\mathcal{G}_K^{h} & \xrightarrow{\eta_{\infty+w}^*(\varphi, \tau)} & \mathcal{G}_F^{h},
\end{array}
\]
where all vertical maps are canonical closed embeddings and are labeled as shown, we obtain the following isomorphisms for the right hand side of (3.21),
\[
i_{\infty}^* \eta_{\infty+w}^*(\varphi, \tau)_* \mathcal{O}_{\mathcal{G}_K^{h}} \cong \eta_{\infty+w}^*(\varphi, \tau)_* i_{\infty}^*(\varphi, \tau)_* \mathcal{O}_{\mathcal{G}_K^{h}}
\]
(3.23)
\[
\cong \eta_{\infty+w}^*(\varphi, \tau)_* \mathcal{O}_{\mathcal{G}_K^{h} \left[ \pi^{m+w} \varphi \tau \right]}.
\]
Comparing (3.22) with (3.23), we complete the proof that two sides of (3.21) are equal, and hence complete the proof of this proposition. \qed
4. Intersection Comparison

From now, we take \( k = 2 \), and then \( K/F \) is a quadratic extension. In the previous section, we proved that there are two closed embeddings of formal schemes

\[
G_F^{2h} \xrightarrow{i_n^M} G_F^{2h}[\pi^M] \xrightarrow{i_n^M} \mathcal{M}_n,
\]

and that our CM cycles \( Z_\infty(\varphi, \tau) \) and \( Z_n(\varphi, \tau) \) satisfy

\[
i_n^M Z_n(\varphi, \tau) = i_\infty^M Z_\infty(\varphi, \tau).
\]

Intuitively, the cycle \( Z_\infty(\varphi, \tau) \) is an approximation of \( Z_n(\varphi, \tau) \) for \( n \to \infty \). Loosely speaking, when \( n \) is sufficiently large, one can choose a large enough \( M \) in the diagram (4.1) such that the intersection \( Z_\infty(\varphi_1, \tau_1) \otimes_{G_{\infty}^h} Z_\infty(\varphi_2, \tau_2) \) is contained completely inside the formal neighborhood \( G_F^{2h}[\pi^M] \). Then from the diagram (4.1) and the equation (4.2), we identify the intersection numbers on sufficiently high levels with the one on the infinite level together. The purpose of this section is to gather commutative algebra arguments to verify this intuition.

From this section onwards, we consider two quadratic extensions \( K_1, K_2 \) of \( F \), which are not necessarily isomorphic. Our focus in this section is to prove the following key theorem:

**Theorem 4.1 (Intersection Comparison).** For any \( (\varphi_1, \tau_1) \in \text{Equi}_{h}(K_1/F) \) and \( (\varphi_2, \tau_2) \in \text{Equi}_{h}(K_2/F) \), if the length of \( Z_\infty(\varphi_1, \tau_1) \otimes Z_\infty(\varphi_2, \tau_2) \) is finite, then there exists \( N > 0 \) (see (4.19)) such that for all \( n \geq N \), we have

\[
\chi(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)) = \chi(Z_\infty(\varphi_1, \tau_1) \otimes_{G_{\infty}^h} Z_\infty(\varphi_2, \tau_2)).
\]

**Remark 4.2.** The reader might be interested in the case where the length of \( Z_\infty(\varphi_1, \tau_1) \otimes Z_\infty(\varphi_2, \tau_2) \) is infinite, in which case, it is easy to show that the length of \( Z_0(\varphi_1, \tau_1) \otimes_{M_0} Z_0(\varphi_2, \tau_2) \) is infinite as well. We omit the proof here since this case is not important for the application of the linear AFL. However, the author does not know if it is true that the length of \( Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2) \) is infinite as well for \( n \geq 1 \).

Since we can regard \( G_F^{2h} \) as a formal scheme over \( \mathcal{O}_F \) by the morphisms

\[
G_F^{2h} \to \text{Spf } \mathbb{T}_q \to \text{Spf } \mathcal{O}_F,
\]

we only need to work in the category of formal schemes over \( \mathcal{O}_F \), and hence we abbreviate \( \text{length}_{\mathcal{O}_F}(\bullet) \) to \( \text{length}(\bullet) \) for the rest of the article.

4.1. Outline of proof. We will prove Theorem 4.1 in 3 steps.

**Step 1.** We reduce the calculation of intersection numbers to intersection multiplicities by proving the following identities:

\[
\chi(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)) = \text{length}(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)),
\]

\[
\chi(Z_\infty(\varphi_1, \tau_1) \otimes_{G_{\infty}^h} Z_\infty(\varphi_2, \tau_2)) = \text{length}(Z_\infty(\varphi_1, \tau_1) \otimes_{G_{\infty}^h} Z_\infty(\varphi_2, \tau_2))
\]

when the right hand sides of them are finite.

**Step 2.** By using the following closed embeddings,

\[
i_n^M : G_F^{2h}[\pi^M] \to \mathcal{M}_n,
\]

\[
i_\infty^M : G_F^{2h}[\pi^M] \to G_F^{2h},
\]


we prove that
\[ \text{length} \left( i_n^M \ast i_n^M (Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)) \right) \]
\[ = \text{length} \left( i_{\infty}^M \ast i_{\infty}^M (Z_\infty(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2h}} Z_\infty(\varphi_2, \tau_2)) \right) \]
for any \( n > \max (\text{cond}(\tau_1), \text{cond}(\tau_2)) + M \) by Proposition \[3.11\].

**Step 3:** We prove that the approximation of (4.6) and (4.7) will eventually catch the whole intersection as \( M \to \infty \), in other words,
\[ i_n^M \ast i_n^M (Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)) = Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2), \]
\[ i_{\infty}^M \ast i_{\infty}^M (Z_\infty(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2h}} Z_\infty(\varphi_2, \tau_2)) = Z_\infty(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2h}} Z_\infty(\varphi_2, \tau_2) \]
for any \( n > M \), where \( M \) is a large integer depending only on \( (\varphi_1, \tau_1) \) and \( (\varphi_2, \tau_2) \). With this choice of \( M \), and letting \( N = \max (\text{cond}(\tau_1), \text{cond}(\tau_2)) + 1 \), the finiteness assumption for the length of \( Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2) \) in Step 1 follows from the finiteness assumption for the length of \( Z_\infty(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2h}} Z_\infty(\varphi_2, \tau_2) \), and therefore we will complete the proof of Theorem \[4.1\] once we finished these three steps.

### 4.2. Step 1: Reduce to intersection multiplicities

Note that the following identity
\[ \chi(\mathcal{F} \otimes_X \mathcal{G}) = \sum_{i,j} (-1)^{i+j} \text{length}_{\mathcal{O}_F} R^j p_*(\text{Tor}_X^i(\mathcal{F}, \mathcal{G})) \]
holds for any coherent sheaves \( \mathcal{F} \) and \( \mathcal{G} \) of \( \mathcal{O}_X \)-modules, where \( X \) is a formal scheme over \( \mathcal{O}_F \) with structure map \( p : X \to \text{Spf } \mathcal{O}_F \). Note that \( \mathcal{M}_n \) and \( \mathcal{G}_F^{2h} \) are affine formal schemes. To prove (4.4) and (4.5), it suffices to show that
\[ \text{Tor}_X^i(\mathcal{F}, \mathcal{G}) = 0, \]
\[ \text{Tor}_X^i(\mathcal{F}, \mathcal{G}) = 0 \]
for any \( i > 0 \), and that higher direct images vanish for \( \mathcal{M}_n \to \text{Spf } \mathcal{O}_F \) and \( \mathcal{G}_F^{2h} \to \text{Spf } \mathcal{O}_F \). However, since the vanishing of higher direct images follows directly from the fact that \( \mathcal{G}_F^{2h} \) and \( \mathcal{M}_n \) are affine formal schemes, the results (4.4) and (4.5) follow directly from (4.12) and (4.13).

We prove (4.12) and (4.13) in the following lemmas.

**Lemma 4.3** (Acyclicity Lemma). \[ \text{[Sta17 Tag 00N0]} \] Let \( A \) be a Noetherian local ring, and let
\[ M^* = 0 \to M^1 \to \cdots \to M^0 \]
be a complex of \( A \)-modules such that \( \text{depth}_A(M^i) \geq i \). If \( \text{depth}_A(H^i(M^*)) = 0 \) for any \( i \), then \( M^* \) is exact.

**Proof.** See Stacks Project \[\text{[Sta17 Tag 00N0]}\].

The following lemma gives some condition for the vanishing of higher torsion groups.

**Lemma 4.4.** \[\text{[Sta17 Tag 0B01]}\] Suppose \( A \to B_1 \) and \( A \to B_2 \) are homomorphisms of regular local rings such that
1. \( \dim(A) = 2h, \dim(B_1) = \dim(B_2) = h; \)
2. \( \text{depth}_A(B_1) = \text{depth}_A(B_2) = h; \)
3. \( \text{length}_A(B_1 \otimes_A B_2) < \infty. \)
Then the higher torsion groups vanish, that is,
\[ \text{Tor}^i_A(B_1, B_2) = 0 \]
for any \( i > 0 \).

**Proof.** Since \( A \) is a regular local ring, we have \( \text{depth}_A(A) = 2h \). Therefore, there is a finite free \( A \)-module resolution \( F_* \to B_1 \) of length
\[ \text{depth}_A(A) = \text{depth}_A(B_1) = 2h = h. \]
Note that \( \text{Tor}^i_A(B_1, B_2) \) is the \( i \)'th cohomology group of the complex \( F_* \otimes_A B_2 \to B_1 \otimes_A B_2 \).

Using Lemma 4.3, it suffices to prove the following claims:
\begin{itemize}
  \item \( \text{depth}_A(\text{Tor}^i_A(B_1, B_2)) = 0 \),
  \item \( \text{depth}_A(F_i \otimes_A B_2) = \text{depth}_A(B_2) = h \geq i \).
\end{itemize}

Note that each cohomology group of the complex \( F_* \otimes_A B_2 \to B_1 \otimes_A B_2 \) is a finite module over the Artinian ring \( B_1 \otimes_A B_2 \). Hence \( \text{depth}_A(\text{Tor}^i_A(B_1, B_2)) = 0 \), which verifies the first claim. As each \( F_i \) is a free \( A \)-module, we have \( \text{depth}_A(F_i \otimes_A B_2) = \text{depth}_A(B_2) = h \geq i \), which verifies the second claim and therefore completes the proof. \( \Box \)

In fact, we are in a special situation where the depth of our ring is the same as its dimension, which we will describe in the following lemma.

**Lemma 4.5.** Suppose \( A, B \) are regular local rings with residue field \( \mathbb{F}_q \). Let \( f : \text{Spf } B \to \text{Spf } A \) be a map such that \( f^{-1}(\text{Spec } \mathbb{F}_q) \) is an Artinian scheme. We have
\[ \text{depth}_A(B) = \text{dim}(B). \]

**Proof.** Let \( J = \{ f_1, f_2, \cdots, f_n \} \subset m_A \) be a subset that generates the maximal ideal \( m_A \) of \( A \). The scheme \( f^{-1}(\text{Spec } \mathbb{F}_q) \) is the spectrum of the ring
\[ B/(f_1, f_2, \cdots, f_n) = B/m_AB. \]
Consider the subset \( J' := \{ f_i \}_{i \in J} \subset J \), where
\[ J = \{ i : \text{dim}(B/(f_1, \cdots, f_{i-1})) > \text{dim}(B/(f_1, \cdots, f_{i-1}, f_i)) \}. \]
Note that \( \text{depth}_A(B) \) is the number of elements in a regular sequence of \( B \). It suffices to show that \( J' \) is a regular sequence of length \( \text{dim}(B) \). Indeed, since \( f^{-1}(\text{Spec } \mathbb{F}_q) \) is Artinian, we have \( \text{dim}(B/(f_1, \cdots, f_n)) = 0 \). Since \( \text{dim}(B/(f_1, \cdots, f_{i-1})) - \text{dim}(B/(f_1, \cdots, f_{i-1}, f_i)) \) equals either 0 or 1, we have
\[ \text{depth}_A(B) = \# J = \text{dim}(B), \]
which completes the proof. \( \Box \)

Now we are ready to complete the proof of Step 1.

**Proof of Step 1: (4.12) and (4.13).** We prove these two identities together. For any
\[ m \geq \max \{ \text{cond}((\tau_1), \text{cond}((\tau_2)) \}, \]
we put
\[ A = \mathcal{O}_{M_n}, \quad B_1 = \eta_{n+m}^n(\varphi_1, \tau_1), \mathcal{O}_{N_{n+m}}, \quad B_2 = \eta_{n+m}^n(\varphi_2, \tau_2), \mathcal{O}_{N_{n+m}}. \]

\(^1\)This proof is written according to [Sta17, Tag 0B01].
for the proof of (4.12), and put
\[ A = \mathcal{O}_{\mathbb{P}^n}, \quad B_1 = \eta^\infty_{\mathbb{P}^n}(\varphi_1, \tau_1) \mathcal{O}_{\mathcal{O}^h_{k}}, \quad B_2 = \eta^\infty_{\mathbb{P}^n}(\varphi_2, \tau_2) \mathcal{O}_{\mathcal{O}^h_{k}} \]
for the proof of (4.13). Note that Proposition 3.9 implies that
\[ \eta^\infty_{\mathbb{P}^n}(\varphi_i, \tau_i)^{-1}(\text{Spec } \mathbb{F}_q) = \mathbb{G}^h_{\mathbb{P}^n}[\pi^m \varphi_i \tau_i] \cong \eta^\infty_{\mathbb{P}^n}(\varphi_i, \tau_i)^{-1}(\text{Spec } \mathbb{F}_q) \]
for \( i = 1, 2 \). Since \( \mathbb{G}^h_{\mathbb{P}^n}[\pi^m \varphi \tau] \) is an Artinian scheme, we have \( \text{depth}_A(B_1) = \dim(B_1) \) and \( \text{depth}_A(B_2) = \dim(B_2) \) by Lemma 4.5. By Lemma 4.4 it then suffices to show that
- \( \dim(A) = 2h, \dim(B_1) = \dim(B_2) = h, \)
- \( \text{length}_A(B_1 \otimes_A B_2) < \infty, \)
which are clearly true. This completes the proof of Step 1.

4.3. Step 2: Multiplicities inside the thickening.

**Proof of Step 2:** In this step, we prove 4.8, which states that the following elements
\[ i^M_n \cdot i^M_n^* (Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{O}^h_{k}} Z_n(\varphi_2, \tau_2)), \quad i^M_{\infty} \cdot i^M_{\infty}^* (Z_{\infty}(\varphi_1, \tau_1) \otimes_{\mathcal{O}^h_{k}} Z_{\infty}(\varphi_2, \tau_2)) \]
have the same length. Abbreviate \( Z_{i, n} := Z_n(\varphi_i, \tau_i) \) and \( Z_{i, \infty} := Z_{\infty}(\varphi_i, \tau_i) \) for \( i = 1, 2 \). Note that
\[ \text{length}(i^M_n \cdot i^M_n^* (Z_{1, n} \otimes_{\mathcal{O}^h_{k}} Z_{2, n})) = \text{length}(i^M_n \cdot i^M_n^* (Z_{1, \infty} \otimes_{\mathcal{O}^h_{k}} Z_{2, \infty})) \]
and
\[ \text{length}(i^M_{\infty} \cdot i^M_{\infty}^* (Z_{1, \infty} \otimes_{\mathcal{O}^h_{k}} Z_{2, \infty})) = \text{length}(i^M_{\infty} \cdot i^M_{\infty}^* (Z_{1, \infty} \otimes_{\mathcal{O}^h_{k}} Z_{2, \infty})) . \]
It suffices to prove for \( i = 1, 2, \)
\[ i^M_n Z_n(\varphi_i, \tau_i) = i^M_{\infty} Z_{\infty}(\varphi_i, \tau_i), \]
which follows directly from Proposition 3.11 when \( n > \max(\text{cond}(\tau_1), \text{cond}(\tau_2)) + M \). This completes the proof of Step 2.

4.4. Step 3: Actual Multiplicity. In this step, our goal is to show that
\[ i^M_n \cdot i^M_n^* (Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{O}^h_{k}} Z_n(\varphi_2, \tau_2)) = Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{O}^h_{k}} Z_n(\varphi_2, \tau_2), \]
\[ i^M_{\infty} \cdot i^M_{\infty}^* (Z_{\infty}(\varphi_1, \tau_1) \otimes_{\mathcal{O}^h_{k}} Z_{\infty}(\varphi_2, \tau_2)) = Z_{\infty}(\varphi_1, \tau_1) \otimes_{\mathcal{O}^h_{k}} Z_{\infty}(\varphi_2, \tau_2) . \]

**Lemma 4.6.** Let \( A, B \) be Noetherian local rings and let \( \mathfrak{m}_A, \mathfrak{m}_B \) be their maximal ideals respectively. Let \( \mathcal{F} \) be a coherent sheaf of \( \mathcal{O}_{\text{Spf } A} \)-module. Suppose there is a closed embedding
\[ s : \text{Spf } B/\mathfrak{m}^M_B \longrightarrow \text{Spf } A \]
such that \( \text{length}_A(s_* s^* \mathcal{F}) < M. \) If either of the following conditions hold
- \( \dim(A) = \dim(B) \) and both \( A \) and \( B \) are complete regular local rings with the same residue field,
- \( A = B \) and \( s \) is a morphism over \( \text{Spf } A \),
then we have
\[ s_* s^* \mathcal{F} \cong \mathcal{F} . \]
Proof. Let \( E = \mathcal{F}(\text{Spf } A) \) be the \( A \)-module of global sections of \( \mathcal{F} \), and we denote the induced map of \( s \) by
\[
S : A \to B/\mathfrak{m}_B^M.
\]
Since \( s \) is a closed embedding, the homomorphism \( S \) is surjective. Since \( \text{Spf } A \) and \( \text{Spf } B \) are affine formal schemes, it suffices to prove that
\[
E \otimes_A B/\mathfrak{m}_B^M = E,
\]
which is equivalent to
\[
(4.14) \quad S^{-1}(\mathfrak{m}_B^M)E = 0.
\]
The key step of the proof is showing that \( S^{-1}(\mathfrak{m}_B^M) = \mathfrak{m}_A^M \), which is clearly true when \( A = B \) with \( s \) a morphism over \( \text{Spf } A \). Therefore, it remains to prove for the other case of complete regular local rings of the same dimension. Since \( A \) and \( B \) are complete local rings, we have \( \mathcal{S}(\mathfrak{m}_A) \subset \mathfrak{m}_B \) and \( S^{-1}(\mathfrak{m}_B) \subset \mathfrak{m}_A \). Therefore the surjective ring homomorphism \( S \) gives rise to a surjective graded ring homomorphism
\[
\tilde{S} : \bigoplus_{n=0}^{M-1} \mathfrak{m}_A^n/\mathfrak{m}_A^{n+1} \to \bigoplus_{n=0}^{M-1} \mathfrak{m}_B^n/\mathfrak{m}_B^{n+1},
\]
where we denote \( \mathfrak{m}_A^0 := A \) and \( \mathfrak{m}_B^0 := B \). Letting \( d := \dim(A) = \dim(B) \) and \( k := A/\mathfrak{m}_A \cong B/\mathfrak{m}_B \), we have
\[
\dim_k \left( \mathfrak{m}_A^n/\mathfrak{m}_A^{n+1} \right) = \frac{(n + d - 2)!}{(d - 1)!(n - 1)!} = \dim_k \left( \mathfrak{m}_B^n/\mathfrak{m}_B^{n+1} \right),
\]
which implies that \( \tilde{S} \) is an isomorphism. Therefore in both cases, we obtain the key identity
\[
(4.15) \quad S^{-1}(\mathfrak{m}_B^M) = \mathfrak{m}_A^M.
\]
Since \( \text{length}_A(E) < M \), the descending chain
\[
E \supset \mathfrak{m}_A E \supset \cdots \supset \mathfrak{m}_A^M E
\]
must have the property that \( \mathfrak{m}_A^i E = \mathfrak{m}_A^{i+1} E \) for some \( i \leq M - 1 \), which implies \( \mathfrak{m}_A^{i+1} E = 0 \) by Nakayama lemma. Hence \( \mathfrak{m}_A^M E = 0 \), which together with (4.15) prove (4.14), and therefore complete the proof of this proposition. \( \square \)

Next, we finish the proof of Step 3.

Proof of Step 3. Finally, we prove (4.9) and (4.10). Let \( \mathcal{O}_{G^2h} \) be the ring of global sections of the structure sheaf of \( G^2_{F} \), and let \( \mathfrak{m}_{G^2h} \) be the corresponding maximal ideal. Since
\[
\deg( G^2_{F} \xrightarrow{\pi^M} G^2_{F} ) = q^{2hM},
\]
one sees that \( \text{Spec } \mathcal{O}_{G^2h}/\mathfrak{m}_{G^2h}^{2hM} \) is a closed subscheme of
\[
\ker \left( G^2_{F} \xrightarrow{\pi^M} G^2_{F} \right) = G^2_{F}[\pi^M],
\]
and we denote the corresponding closed embedding by
\[
J_M : \text{Spec } \mathcal{O}_{G^2h}/\mathfrak{m}_{G^2h}^{2hM} \to G^2_{F}[\pi^M].
\]
Consider the following closed embeddings

\[(4.16) \quad \text{Spf } \mathcal{O}_{g^h_k}/m_{g^h_k}^{2^{hM}} \xrightarrow{j_M} \mathcal{G}_F^{2^{hM}} \xrightarrow{i_M^n} \mathcal{G}_F^{2^{h}},\]

\[(4.17) \quad \text{Spf } \mathcal{O}_{g^h_k}/m_{g^h_k}^{2^{hM}} \xrightarrow{j_M} \mathcal{G}_F^{2^{hM}} \xrightarrow{i_M^n} M_n.\]

Let \(m\) be an integer such that \(m \geq \max\{\text{cond}(\tau_1), \text{cond}(\tau_2)\}\), and denote by \(N_{1,m+n}, N_{2,m+n}\) the corresponding \(\pi^{m+n}\)-level Lubin Tate spaces associated to the pair \((\varphi_1, \tau_1)\) and \((\varphi_2, \tau_2)\). Put

\[\mathcal{F}_n := \eta_n^{n+m}(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2^{h}}} \eta_n^{n+m}(\varphi_2, \tau_2) \otimes_{\mathcal{G}_F^{2^{h}}} \mathcal{O}_{N_{1,m+n}} \]

and

\[\mathcal{F}_\infty := \eta_\infty^{\infty+m}(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2^{h}}} \eta_\infty^{\infty+m}(\varphi_2, \tau_2) \otimes_{\mathcal{G}_F^{2^{h}}} \mathcal{O}_{N_{2,m+n}}.\]

Note that \(n \geq 1\), and therefore \(\deg \left( \mathcal{G}_F^{2^{h}} \xrightarrow{\pi^m} \mathcal{G}_F^{2^{h}}\right) = q^{2hm} = \deg \left( \mathcal{G}_F^{2^{h}} \xrightarrow{\pi^m} \mathcal{G}_F^{2^{h}}\right)\) for \(i = 1, 2\), which implies that

\[[\mathcal{F}_\infty] = q^{2hm} Z_\infty(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2^{h}}} Z_\infty(\varphi_2, \tau_2), \quad [\mathcal{F}_n] = q^{2hm} Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2^{h}}} Z_n(\varphi_2, \tau_2).\]

Therefore (4.8) implies \(\text{length}(i_n^M \circ \mathcal{F}_n) = \text{length}(i_\infty^M \circ \mathcal{F}_\infty)\). It then suffices to prove \(i_n^M \circ \mathcal{F}_n = \mathcal{F}_n\) and \(i_\infty^M \circ \mathcal{F} = \mathcal{F}_\infty\). Let \(M\) be an integer such that

\[(4.18) \quad M > \frac{1}{2h} \log_q \text{length}(\mathcal{F}_\infty).\]

Note that we have a canonical isomorphism

\[\mathcal{O}_{g^h_k}/m_{g^h_k}^{2^{hM}} \cong \mathcal{O}_{g^h_k}/m_{g^h_k}^{2^{hM}},\]

and that \(\text{length}(i_n^M \circ \mathcal{F}_n) = \text{length}(i_\infty^M \circ \mathcal{F}_\infty) < q^{2hm}\). Applying Lemma 4.6 to the map \(j_M : \text{Spf } \mathcal{O}_{g^h_k}/m_{g^h_k}^{2^{hM}} \rightarrow \mathcal{G}_F^{2^{hM}},\) we have

\[j_M \circ i_n^M(\mathcal{F}_n) = i_\infty^M \circ \mathcal{F}_\infty, \quad j_M \circ i_n^M(\mathcal{F}_n) = i_\infty^M \circ \mathcal{F}_\infty.\]

Applying Lemma 4.6 again to the map \(i_n^M \circ j_M : \text{Spf } \mathcal{O}_{g^h_k}/m_{g^h_k}^{2^{hM}} \rightarrow \mathcal{G}_F^{2^{h}},\) and to the map \(i_n^M \circ j_M : \text{Spf } \mathcal{O}_{g^h_k}/m_{g^h_k}^{2^{hM}} \rightarrow \mathcal{G}_F^{2^{h}},\) we have

\[(i_n^M \circ j_M) \circ (i_n^M \circ j_M) \circ \mathcal{F}_\infty = \mathcal{F}_\infty, \quad (i_n^M \circ j_M) \circ (i_n^M \circ j_M) \circ \mathcal{F}_\infty = \mathcal{F}_\infty.\]

Therefore \(i_n^M \circ i_n^M \circ \mathcal{F}_\infty = \mathcal{F}_\infty\) and \(i_n^M \circ i_n^M \circ \mathcal{F}_n = \mathcal{F}_n\) as desired. \(\square\)

**Proof of Theorem 4.1** The theorem follows from combining all steps. Note that Step 2 works for \(N \geq M + \max(\text{cond}(\tau_1), \text{cond}(\tau_2)) + 1\), and that Step 3 works for such \(M\) and \(m\) that satisfies (4.18) and \(m \geq \max(\text{cond}(\tau_1), \text{cond}(\tau_2))\). Therefore, any choice of \(N\) such that

\[(4.19) \quad N \geq \frac{1}{2h} \log_q \text{length}(Z_\infty(\varphi_1, \tau_1) \otimes_{\mathcal{G}_F^{2^{h}}} Z_\infty(\varphi_2, \tau_2)) + 3 \max(\text{cond}(\tau_1), \text{cond}(\tau_2)) + 1\]

completes the proof of Theorem 4.1. \(\square\)
5. COMPUTATION OF INTERSECTION NUMBERS ON THE INFINITE LEVEL

In this section, we give an explicit formula for
\[
\text{length}(Z_\infty(\varphi_1, \tau_1) \otimes_{\mathcal{O}_F} Z_\infty(\varphi_2, \tau_2)).
\]
We keep the same notation as in Section 4. We recall some elementary linear algebra facts for formal modules, which will be used to obtain our main results in Theorem 5.12, which applies generally whether $K_1 \cong K_2$ or $K_1 \not\cong K_2$. Then we simplify the result to Theorem 5.20 for the case of $K_1 \cong K_2$. Let $K$ be either $K_1$ or $K_2$.

5.1. Some linear algebra for formal modules. We briefly review some elementary linear algebra concepts that will be used in our calculation.

5.1.1. Formal matrix multiplication. For $R = F$, $K$, $\mathcal{O}_F$, and $\mathcal{O}_K$, we fix canonical isomorphisms
\[
R^n \cong \text{Mat}_{n\times 1}(R) \quad \text{and} \quad R^{n\vee} \cong \text{Mat}_{1\times n}(R).
\]
The pairing $R^{n\vee} \otimes_R R^n \rightarrow R$ is given by the matrix multiplication in an obvious way.

**Definition 5.1** (Formal vector). When $R = F$ or $K$, for any formal $\mathcal{O}_R$-module $\mathcal{G}$ over $\overline{F}_q$, and for any $A \in \mathcal{C} \otimes \overline{F}_q$, we represent each element $f \in \mathcal{G}^n(A)$ as the $n \times 1$ matrix
\[
f = \begin{pmatrix} f_1 \\ \vdots \\ f_n \end{pmatrix},
\]
such that $f_i = f(e_i) \in \mathcal{G}(A)$ for any $1 \leq i \leq n$, where $e_i \in \mathcal{O}_R^{n\vee}$ is the $1 \times n$ matrix $(0 \cdots 1 \cdots 0)$ with $i$th entry 1 and 0 elsewhere.

**Definition 5.2** (Formal matrix multiplication). When $R = F$ or $K$, for any formal $\mathcal{O}_R$-module $\mathcal{G}$ over $\overline{F}_q$, and any matrix $M = (m_{ij})_{1 \leq j \leq b} \in \text{Mat}_{a \times b}(\text{End}(\mathcal{G}))$, we define the formal left multiplication map $\mathcal{G}^b \xrightarrow{M} \mathcal{G}^a$, functorially in $A \in \mathcal{C} \otimes \overline{F}_q$, by
\[
M : \mathcal{G}^b(A) \rightarrow \mathcal{G}^a(A)
\]
\[
\begin{pmatrix} f_1 \\ \vdots \\ f_b \end{pmatrix} \mapsto \begin{pmatrix} [m_{11}]_g(f_1) + \cdots + [m_{1b}]_g(f_b) \\ \vdots \\ [m_{a1}]_g(f_1) + \cdots + [m_{ab}]_g(f_b) \end{pmatrix}.
\]

**Remark 5.3.** Under the identification $\mathcal{G}^n(A) \cong \text{Hom}_{\mathcal{O}_R}(\mathcal{O}_R^{n\vee}, \mathcal{G}(A))$ for any $A \in \mathcal{C} \otimes \overline{F}_q$, one sees that for any $f \in \mathcal{G}^n(A)$, after expressing $f$ as an $n \times 1$ matrix as in Definition 5.1, the map $f : \mathcal{O}_R^{n\vee} \rightarrow \mathcal{G}(A)$ is obtained from the formal matrix multiplication $v \mapsto v \cdot f$ for any $v \in \mathcal{O}_R^{n\vee}$.

Let $\varphi : \mathcal{G}_1 \rightarrow \mathcal{G}_2$ be a quasi-isogeny of two formal groups. By abuse of notation, we also use the same symbol $\varphi : \mathcal{G}_1^n \rightarrow \mathcal{G}_2^n$ for the map obtained by applying $\varphi$ componentwisely on $\mathcal{G}_1^n$ for any $n \geq 0$.

In this section, we work with two quadratic extensions $K_1/F$ and $K_2/F$. Let $\mathcal{G}_{K_1} = \mathcal{G}_F$ (resp. $\mathcal{G}_{K_2} = \mathcal{G}_F$) be the formal $\mathcal{O}_F$-module with an extra $\mathcal{O}_{K_1}$- (resp. $\mathcal{O}_{K_2}$)-action induced from a fixed embedding $K_1$ (resp. $K_2$) $\subset \text{End}(\mathcal{G}_F) \otimes_{\mathcal{O}_F} F$. We fix these embeddings throughout the section. Since $\mathcal{G}_{K_1} = \mathcal{G}_{K_2} = \mathcal{G}_F$ as formal $\mathcal{O}_F$-modules, there are canonical isomorphisms
\[
\text{Hom}_{\mathcal{O}_F}(\mathcal{G}_{K_1}, \mathcal{G}_F) \cong \text{End}_{\mathcal{O}_F}(\mathcal{G}_F) \cong \text{Hom}_{\mathcal{O}_F}(\mathcal{G}_{K_2}, \mathcal{G}_F),
\]
which identifies the quasi-isogenies \( \varphi_1 : \mathcal{G}^h_{K_1} \rightarrow \mathcal{G}^h_F \) and \( \varphi_2 : \mathcal{G}^h_{K_2} \rightarrow \mathcal{G}^h_F \) with scalar matrices \( \varphi_1, \varphi_2 \in \text{Mat}_{2h \times 2h}(D_F) \) through \( D_F = \text{End}_{\mathbb{O}_F}(\mathcal{G}_F) \otimes_{\mathbb{O}_F} F \).

Let \( a, b \) be two non-negative integers. For any matrix \( M \in \text{Mat}_{a \times b}(K_i) \), we denote by \( M_{K_i} \) its corresponding image in \( \text{Mat}_{a \times b}(D_F) \) through the embedding \( K_i \subset D_F \) for any \( i = 1, 2 \). Note that even if \( K := K_1 \cong K_2 \), the embeddings \( K_1 \subset D_F \) and \( K_2 \subset D_F \) may have different images, where one might have \( M_{K_1} \neq M_{K_2} \) for some \( M \in \text{Mat}_{a \times b}(K) \). However, if \( M \in \text{Mat}_{a \times b}(F) \), then we view \( M \) as a matrix in \( \text{Mat}_{2h \times 2h}(D_F) \) naturally through the embedding of the center \( F \rightarrow D_F \).

For ease of exposition, if a construction is made for both \( \mathcal{G}_{K_1} \) and \( \mathcal{G}_{K_2} \), then we will omit subscripts. The map \( \eta_{\infty + m}(\varphi, \tau) : \mathcal{G}^h_K \rightarrow \mathcal{G}^h_F \) in Definition 3.1 can be represented as a matrix in \( \mathcal{Mat}_{2h \times 2h}(D_F) \), which we describe now explicitly.

**Definition 5.4.** Let \( M_{\tau} \in \text{Mat}_{2h \times h}(K) \) be such that for any \( 1 \times 2h \) matrix \( (a_1 \cdots a_{2h}) \in F^{2h \vee} \), we have

\[
\tau^\vee(a_1 \cdots a_{2h}) = (a_1 \cdots a_{2h})M_\tau \in K^{h \vee}.
\]

**Proposition 5.5.** For any \((\varphi, \tau) \in \text{Equi}_h(K/F)\), and any integer \( m \geq \text{cond}(\tau) \), the map \( \eta_{\infty + m}(\varphi, \tau) : \mathcal{G}^h_K \rightarrow \mathcal{G}^h_F \) can be decomposed as described by the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{G}^h_K & \xrightarrow{(M_\tau)_{g_K}} & \mathcal{G}^h_F \\
\eta_{\infty + m}(\varphi, \tau) & \downarrow & \pi^m \varphi \\
\mathcal{G}^h_F & \xrightarrow{\pi^m \varphi} & \mathcal{G}^h_F.
\end{array}
\]

**Proof.** For any \( A \in \mathbb{F} \otimes \mathbb{F}_q \), and any

\[
f = \begin{pmatrix} f_1 \\ \vdots \\ f_h \end{pmatrix} \in \mathcal{G}_K^h(A),
\]

let \( f' = \eta_{\infty + m}(\varphi, \tau)f = \pi^m \varphi \circ f \circ \tau^\vee \). For any \( a = (a_1 \cdots a_{2h}) \in \mathcal{O}^{2h \vee}_F \), we have

\[
f'(a) = \pi^m \varphi \circ f \circ \tau^\vee(a)
= \pi^m \varphi \circ f ((a_1 \cdots a_{2h})M_\tau)
= \pi^m \varphi ((a_1 \cdots a_{2h})_{g_K} \cdot (M_\tau)_{g_K} \cdot f).
\]

Since \( \pi^m \varphi : \mathcal{G}_K \rightarrow \mathcal{G}_F \) is an isogeny of formal \( \mathcal{O}_F \)-modules, we have \( \pi^m \varphi \circ [x]_{g_K} = [x]_{g_F} \circ \pi^m \varphi \) for any \( x \in \mathcal{O}_F \). Therefore the preceding results imply

\[
f'(a) = (a_1 \cdots a_{2h}) \cdot \pi^m \varphi ((M_\tau)_{g_K} \cdot f).
\]

Hence

\[
f' = \pi^m \varphi ((M_\tau)_{g_K} \cdot f),
\]

which completes the proof. \( \square \)

**Remark 5.6.** Using a similar method, for any \((\gamma, g) \in \text{Equi}_{2h}(F/F)\), and any integer \( m \geq \text{cond}(g) \), the map \( \beta_{\infty + m}(\gamma, g) : \mathcal{G}_{2h}^F \rightarrow \mathcal{G}_{2h}^F \) can be decomposed as described by the following
Note that $g_{M_{\tau}} = M_{g_{\tau}}$ for any $g \in \text{GL}_{2h}(F)$ and any $\tau^{\gamma} \in \text{Hom}(F^{2h\vee}, K^{h\vee})$.

5.1.2. Reduced norm and degree. Note that $\dim_{F}(D_{F}) = 4h^2$. For any $n \geq 0$, the algebra $\text{Mat}_{n \times n}(D_{F})$ is a $(2h)^2 \times n^2$-dimensional $F$-central simple algebra, for which $\text{Mat}_{n \times n}(D_{F}) \otimes_{F} F^{\text{alg}}$ is isomorphic to $\text{Mat}_{2hn \times 2hn}(F^{\text{alg}})$ over the algebraic closure $F^{\text{alg}}$ of $F$. The reduced norm of an element $g \in \text{Mat}_{n \times n}(D_{F})$ is simply its determinant as an element of $\text{Mat}_{2h \times 2h}(F^{\text{alg}})$. In particular, in cases of $n = 2h$, $n = h$, and $n = 1$, we denote by

$$\text{NRD}(g), \quad \text{Nrd}(g'), \quad \text{and} \quad \text{nrd}(g'')$$

the reduced norms of elements $g \in \text{Mat}_{2h \times 2h}(D_{F})$, $g' \in \text{Mat}_{h \times h}(D_{F})$ and $g'' \in D_{F}$ respectively.

We will show that the absolute value of the reduced norm for an invertible element is related to the degree of the quasi-isogeny induced by it. From now on, we denote $\mathcal{O}_{D_{F}} := \text{End}_{D_{F}}(S_{F})$, which is the maximal order of $D_{F}$. We start with the following basic case.

**Lemma 5.7.** For any $\gamma \in \mathcal{O}_{D_{F}} \cap D_{F}^{\times}$, we have

$$\deg \left( S_{F} \xrightarrow{\gamma} S_{F} \right) = |\text{nrd}(\gamma)|_{F}^{-1}. $$

**Proof.** Let $S_{L}$ be the formal $\mathcal{O}_{L}$-module over $\overline{\mathbb{F}}_{q}$ obtained from $S_{F}$ by choosing a maximal subfield $L \subset D_{F}$ such that $\gamma \in L$, where the tangent space $\text{Lie}(S_{L}) = \text{Lie}(S_{F})$ is equipped with an $\mathcal{O}_{L}$-algebra structure via the action of $\mathcal{O}_{L}$ on $S_{F}$. Note that the height of $S_{L}$ is 1. Let $\hat{L}$ be the completion of the maximal unramified extension of $L$. By Lubin and Tate [Lub66], there is a deformation $\hat{S}_{L}$ of $S_{L}$ over $\mathcal{O}_{L}$ with its Tate-module isomorphic to $\mathcal{O}_{L}$. It suffices to prove this lemma for $\hat{S}_{L}$. Note that the degree of the induced map

$$\deg \left( \hat{S}_{L} \xrightarrow{\gamma} \hat{S}_{L} \right)$$

equals the number of elements in the cokernel of the induced map for their Tate modules

$$\# \text{coker} \left( \mathcal{O}_{L} \xrightarrow{\gamma} \mathcal{O}_{L} \right),$$

which equals $|\gamma|_{L}^{-1} = |\text{nrd}(\gamma)|_{F}^{-1}$. This completes the proof of the Lemma. \hfill \square

More generally, we have the following.

**Lemma 5.8.** For any $g \in \text{Mat}_{h \times h}(\mathcal{O}_{D_{F}})$, we have

$$\deg \left( S_{F}^{h} \xrightarrow{g} S_{F}^{h} \right) = |\text{Nrd}(g)|_{F}^{-1}. $$

Proof. By Cartan decomposition of matrix algebras over division algebras, there exists \( u_1, u_2 \in \text{GL}_h(\mathcal{O}_{DF}) \) and a diagonal matrix \( t = \text{diag}(t_1, t_2, \cdots, t_h) \) such that
\[
g = u_1 t u_2,
\]
which decomposes the map \( g : \mathcal{G}_F^h \rightarrow \mathcal{G}_F^h \) into the following homomorphisms
\[
\mathcal{G}_F^h \xrightarrow{u_2} \mathcal{G}_F^h \xrightarrow{t} \mathcal{G}_F^h \xrightarrow{u_1} \mathcal{G}_F^h.
\]
This implies that the degree of \( g : \mathcal{G}_F^h \rightarrow \mathcal{G}_F^h \) equals the degree of \( t : \mathcal{G}_F^h \rightarrow \mathcal{G}_F^h \) since \( u_1 : \mathcal{G}_F^h \rightarrow \mathcal{G}_F^h \) and \( u_2 : \mathcal{G}_F^h \rightarrow \mathcal{G}_F^h \) are isomorphisms. Finally, note that
\[
\deg\left( \mathcal{G}_F^h \xrightarrow{t} \mathcal{G}_F^h \right) = \prod_{i=1}^h \deg\left( \mathcal{G}_F \xrightarrow{[t_i]_{\mathcal{O}_F}} \mathcal{G}_F \right) = \prod_{i=1}^h |\text{nrd}(t_i)|_{F}^{-1} = |\text{Nrd}(t)|_{F}^{-1} = |\text{Nrd}(g)|_{F}^{-1},
\]
which completes the proof. \( \square \)

5.1.3. **Associated quasi-isogeny.** Let \( \sigma \) be the non-trivial element in \( \text{Gal}(K/F) \), and let \( M_{\tau}^\sigma \) be the matrix obtained by applying \( \sigma \) entrywise to \( M_{\tau} \). The following construction is the key to our calculation.

**Definition 5.9.** We associate the pair \((\varphi, \tau)\) to the following matrix
\[
\Delta(\varphi, \tau) := \varphi \cdot (M_{\tau} \ M_{\tau}^\sigma)_{\mathcal{O}_K} \in \text{Mat}_{2h \times 2h}(D_F),
\]
which represents the composition of the following quasi-homomorphisms
\[
\mathcal{G}_K^{2h} \xrightarrow{(M_{\tau} \ M_{\tau}^\sigma)_{\mathcal{O}_K}} \mathcal{G}_K^{2h} \xrightarrow{\varphi} \mathcal{G}_K^{2h}.
\]

Let \( |\text{Disc}_{K/F}|_F \) be the norm of the relative discriminant of \( K/F \). We show that \( \Delta(\varphi, \tau) \) is in fact a quasi-isogeny.

**Lemma 5.10.** For any \((\varphi, \tau) \in \text{Equi}_h(K/F)\), we have
\[
|\text{NRD}(\Delta(\varphi, \tau))|_F = |\text{Disc}_{K/F}|_F^{h^2} \neq 0.
\]
In particular, \( \Delta(\varphi, \tau) \in \text{GL}_{2h}(D_F) \).

**Proof.** Let \( \mu \in \mathcal{O}_K \) be a generator such that \( \mathcal{O}_K = \mathcal{O}_F[\mu] \). Let
\[
M_0 = \left( \begin{array}{c} I_h \\ \mu I_h \end{array} \right).
\]
Since right multiplication by \( M_0 \) induces an isomorphism of \( \mathcal{O}_F \)-modules \( \mathcal{O}_F^{2h^2} \rightarrow \mathcal{O}_K^{h^2} \), there exists \( g \in \text{GL}_{2h}(F) \) such that \( M_{\tau} = g M_0 \). Then we have
\[
\text{Vol}(\tau^\vee(\mathcal{O}_F^{2h^2})) = \text{Vol}(\mathcal{O}_F^{2h^2} M_{\tau}) = \text{Vol}(\mathcal{O}_F^{2h^2} g M_0) = \text{Vol}(\mathcal{O}_F^{2h^2} g).
\]
Hence
\[
|\text{det}(g)|_F = \frac{\text{Vol}(\mathcal{O}_F^{2h^2} g)}{\text{Vol}(\mathcal{O}_F^{2h^2})} = \frac{\text{Vol}(\tau^\vee(\mathcal{O}_F^{2h^2}))}{\text{Vol}(\mathcal{O}_F^{2h^2})} = q^{\text{Height}(\tau)},
\]
which implies that \( |\text{NRD}(g)|_F = |\text{det}(g)|_F^{2h} = q^{2h\text{Height}(\tau)}. \)
On the other hand, note that the quasi-isogeny \( \varphi : G_K \to G_F \) is of degree \(|\text{nr}(\varphi)|^{-1}_F\). By the definition of \( \text{Height}(\varphi) \), we have

\[
|\text{nr}(\varphi)|_F = q^{-\text{Height}(\varphi)},
\]

which implies \(|\text{Nrd}(\varphi I_{2h})|_F = |\text{nr}(\varphi)^{2h}|_F = q^{-2h\text{Height}(\varphi)}\). Finally,

\[
|\text{Nrd}((M_0 M_0^\sigma)_{G_K})|_F = \left|\text{Nm}_{K/F}(\begin{pmatrix} I_h & I_h \\ \mu I_h & \mu^\sigma I_h \end{pmatrix})\right|^h_F = |\text{Disc}_{K/F}| h^2.
\]

Note that \( \Delta(\varphi, \tau) = \varphi \cdot g \cdot (M_0 M_0^\sigma)_{G_K} \), and \( \text{Height}(\tau) = \text{Height}(\varphi) \). Combining the preceding equations, we complete the proof of this lemma. \(\square\)

5.2. Decomposition of \( Z_{\infty}(\varphi, \tau) \). We fix the following notation throughout the proof of Lemma 5.11 and Theorem 5.12. Abbreviate \([\mathcal{O}_X]\) to \([X]\) for any formal scheme \( X \). For any \( \tau^\nu \in \text{Hom}_F(F^{2h\nu}, K^{h\nu}) \) such that \( \tau^\nu \) is an isomorphism, consider the Iwasawa decomposition of the matrix \((M_\tau M_\tau^\sigma) \in \text{GL}_{2h}(K)\)

\[
(M_\tau M_\tau^\sigma) = \Gamma_\tau \cdot \begin{pmatrix} P_\tau & * \\ Q_\tau & \end{pmatrix} \in \text{GL}_{2h}(K),
\]

where \( Q_\tau, P_\tau \in \text{GL}_{2h}(K) \) and \( \Gamma_\tau \in \text{GL}_{2h}(\mathcal{O}_K) \). We also fix an integer \( m \) such that \( \pi^m \varphi M_\tau \in \text{Mat}_{2h \times 2h}(\mathcal{O}_{D_F}) \). Therefore, \( \pi^m \varphi P_\tau, \pi^m \varphi Q_\tau \in \text{Mat}_{h \times h}(\mathcal{O}_{D_F}) \cap \text{GL}_h(D_F) \), which implies that they are corresponding to actual isogenies. Furthermore, let \( i_{\varphi, \tau} \) and \( p_{\varphi, \tau} \) be the maps defined by

\[
i_{\varphi, \tau} : G^h_F \longrightarrow (\varphi(\Gamma_\tau)_{G_K})^{-1}\begin{pmatrix} I_h \\ 0_h \end{pmatrix} \longrightarrow G^{2h}_F,
\]

and

\[
p_{\varphi, \tau} : G^{2h}_F \longrightarrow \begin{pmatrix} 0_h \\ I_h \end{pmatrix}^{\varphi(\Gamma_\tau^{-1})_{G_K}}^{-1} \longrightarrow G^h_F.
\]

Note that \( i_{\varphi, \tau} \) is a closed embedding, and that these maps depend on the choice of \( \Gamma_\tau \). The following lemma gives a decomposition of the cycle \( Z_{\infty}(\varphi, \tau) \).

**Lemma 5.11.** We have

(5.3) \[ Z_{\infty}(\varphi, \tau) = |\text{Nrd}(\varphi \cdot (P_\tau)_{G_K})|^{-1}_F \left[ \text{Im} \left( G^h_F \xrightarrow{i_{\varphi, \tau}} G^{2h}_F \right) \right], \]

(5.4) \[ Z_{\infty}(\varphi, \tau) = |\text{Nrd}(\varphi \cdot (P_\tau)_{G_K})|^{-1}_F \left[ \text{Ker} \left( G^{2h}_F \xrightarrow{p_{\varphi, \tau}} G^h_F \right) \right]. \]

**Proof.** Since

\[
\pi^m \varphi M_\tau = \pi^m \varphi (M_\tau M_\tau^\sigma) \begin{pmatrix} I_h \\ 0 \end{pmatrix} = \pi^m \varphi \Gamma_\tau \begin{pmatrix} P_\tau & * \\ Q_\tau & \end{pmatrix} \begin{pmatrix} I_h \\ 0 \end{pmatrix} = \varphi \Gamma_\tau^{-1} \cdot \begin{pmatrix} I_h \\ 0 \end{pmatrix} \cdot \pi^m \varphi P_\tau,
\]

the map \( \eta_{\infty+m}(\varphi, \tau) : G^h_K \longrightarrow G^{2h}_F \) can be decomposed into

(5.5) \[ G^h_K \xrightarrow{\pi^m \varphi \cdot (P_\tau)_{G_K}} G^h_F \xrightarrow{i_{\varphi, \tau}} G^{2h}_F \xrightarrow{p_{\varphi, \tau}} G^h_F \xrightarrow{\varphi(\Gamma_\tau)_{G_K}} G^{2h}_F. \]
Note that $\pi^m \varphi \cdot (P_\tau)_{\mathfrak{g}_K} : \mathfrak{g}_K \rightarrow \mathfrak{g}_F^h$ is an isogeny, that $(I_h \ 0) : \mathfrak{g}_F^h \rightarrow \mathfrak{g}_F^{2h}$ is a closed embedding, and that $\varphi \cdot (\Gamma_\tau)_{\mathfrak{g}_K} \cdot \varphi^{-1} : \mathfrak{g}_F^{2h} \rightarrow \mathfrak{g}_F^{2h}$ is an isomorphism. This implies that

$$
\eta_{\infty}^{\cdot m}(\varphi, \tau)_{\mathfrak{g}_K} = \text{deg} \left( \mathfrak{g}_K \xrightarrow{\pi^m \cdot \varphi \cdot (P_\tau)_{\mathfrak{g}_K}} \mathfrak{g}_K^h \right) \left[ \text{Im} \left( \mathfrak{g}_F^h \xrightarrow{\varphi \cdot \tau} \mathfrak{g}_F^{2h} \right) \right].
$$

By Definition 3.10 we have

$$
\eta_{\infty}^{\cdot m}(\varphi, \tau)_{\mathfrak{g}_K} = \text{deg} \left( \mathfrak{g}_K \xrightarrow{\pi^m} \mathfrak{g}_K^h \right) Z_\infty(\varphi, \tau).
$$

Comparing this identity with (5.6), we complete the proof of (5.3). Moreover, considering the following exact sequence

$$
0 \rightarrow \mathfrak{g}_F^h \xrightarrow{(I_h \ 0)} \mathfrak{g}_F^{2h} \xrightarrow{(0 \ I_h)} \mathfrak{g}_F^h \rightarrow 0,
$$

and twisting it by the isomorphism $\varphi^{-1} \cdot (\Gamma_\tau)_{\mathfrak{g}_K} \cdot \varphi : \mathfrak{g}_F^{2h} \rightarrow \mathfrak{g}_F^{2h}$, we obtain an exact sequence

$$
0 \rightarrow \mathfrak{g}_F^h \xrightarrow{\varphi^{-1} \cdot (\Gamma_\tau)_{\mathfrak{g}_K} \cdot \varphi \cdot (I_h \ 0)} \mathfrak{g}_F^{2h} \xrightarrow{(0 \ I_h) \cdot \varphi^{-1} \cdot (\Gamma_\tau \cdot \varphi)} \mathfrak{g}_F^h \rightarrow 0,
$$

which implies that

$$
\text{Im} \left( \mathfrak{g}_F^h \xrightarrow{\varphi \cdot \tau} \mathfrak{g}_F^{2h} \right) = \text{Ker} \left( \mathfrak{g}_F^{2h} \xrightarrow{\varphi \cdot \tau} \mathfrak{g}_F^h \right).
$$

Comparing this identity with (5.3), we finish the proof of (5.4), and hence complete the proof of the lemma.

5.3. Computation of the intersection number. In this part, we give a formula for the intersection number $\chi(Z_\infty(\varphi_1, \tau_1) \otimes_{\mathfrak{g}_F^{2h}} Z_\infty(\varphi_2, \tau_2))$. We give the most general version of the intersection formula by the following theorem.

**Theorem 5.12.** Suppose $(\varphi_i, \tau_i) \in \text{Equi}_h(K_i/F)$ for $i = 1, 2$. If the following expression

$$
|\text{Disc}_{K_i/F}|^{-1}_F \cdot \text{Nrd} \left( (0_h \ I_h) \cdot \Delta(\varphi_1, \tau_1)^{-1} \cdot \Delta(\varphi_2, \tau_2) \cdot \left( I_h \ 0_h \right) \right)|^{-1}_F
$$

is finite, then it equals to the intersection number $\chi(Z_\infty(\varphi_1, \tau_1) \otimes_{\mathfrak{g}_F^{2h}} Z_\infty(\varphi_2, \tau_2))$.

**Proof.** By (4.5), we have

$$
\chi(Z_\infty(\varphi_1, \tau_1) \otimes_{\mathfrak{g}_F^{2h}} Z_\infty(\varphi_2, \tau_2)) = \text{length}(Z_\infty(\varphi_1, \tau_1) \otimes_{\mathfrak{g}_F^{2h}} Z_\infty(\varphi_2, \tau_2))
$$

when the right hand side is finite, which, by Proposition 5.11 equals

$$
|\text{Nrd}(\varphi_1 \cdot (P_{\tau_1})_{\mathfrak{g}_K_1} \cdot \varphi_2 \cdot (P_{\tau_2})_{\mathfrak{g}_K_2})|^{-1}_F \cdot \text{length} \left( \left[ \text{Im} \left( \mathfrak{g}_F^h \xrightarrow{\varphi \cdot \tau_1} \mathfrak{g}_F^{2h} \right) \times \mathfrak{g}_F^{2h} \text{Ker} \left( \mathfrak{g}_F^{2h} \xrightarrow{\varphi_1 \cdot \tau_1} \mathfrak{g}_F^h \right) \right] \right).
$$
The map \( i_{\varphi , \tau_2} : \mathcal{G}^h_F \rightarrow \mathcal{G}^{2h}_F \) induces a natural map
\[
\text{Ker} \left( \frac{\mathcal{G}^h_F}{\mathcal{G}^{2h}_F} \rightarrow \frac{\mathcal{G}^h_F}{\mathcal{G}^{2h}_F} \right) \rightarrow \text{Im} \left( \frac{\mathcal{G}^h_F}{\mathcal{G}^{2h}_F} \times \mathcal{G}^{2h}_F \text{Ker} \left( \frac{\mathcal{G}^{2h}_F}{\mathcal{G}^h_F} \right) \right),
\]
which is an isomorphism since \( i_{\varphi , \tau_2} \) is a closed embedding. Therefore
\[
(5.12)\quad \text{length} \left( \left[ \text{Im} \left( \frac{\mathcal{G}^h_F}{\mathcal{G}^{2h}_F} \right) \times \mathcal{G}^{2h}_F \text{Ker} \left( \frac{\mathcal{G}^{2h}_F}{\mathcal{G}^h_F} \right) \right] \right) = |\text{Nrd}(p_{\varphi , \tau_1} \cdot i_{\varphi , \tau_2})|^{-1}_F.
\]
Note that
\[
(0_h \quad I_h) \cdot \varphi_1 \cdot (\Gamma^{-1}_1)_{g_{K_1}} \cdot \varphi_1^{-1} \cdot \varphi_2 \cdot (\Gamma_1)_{g_{K_2}} \cdot \varphi_2^{-1} \cdot \left( \begin{array}{c} I_h \\ 0_h \end{array} \right),
\]
and that
\[
(0_h \quad I_h) \cdot \varphi_1 \cdot (\Gamma^{-1}_1)_{g_{K_1}} \cdot \varphi_1^{-1} = \varphi_1 \cdot (Q_{\tau_1})_{g_{K_1}} \cdot (0_h \quad I_h) \cdot \Delta(\varphi_1, \tau_1)^{-1}.
\]
Therefore,
\[
(5.13)\quad p_{\varphi , \tau_1} \cdot i_{\varphi , \tau_2} = \varphi_1 \cdot (Q_{\tau_1})_{g_{K_1}} \cdot (0_h \quad I_h) \cdot \Delta(\varphi_1, \tau_1)^{-1} \cdot \Delta(\varphi_2, \tau_2) \cdot \left( \begin{array}{c} I_h \\ 0_h \end{array} \right) \cdot (P^{-1}_{\tau_2})_{g_{K_2}} \cdot \varphi_2^{-1}.
\]
Combining the preceding equations (5.11), (5.12) and (5.13), the intersection number equals
\[
(5.14)\quad |\text{Nrd} \left( \varphi_1^2(P_{\tau_1})_{g_{K_1}} (Q_{\tau_1})_{g_{K_1}} \right) |^{-1}_F = \left| \text{Nrd} \left( \left( \begin{array}{c} 0_h \\ I_h \end{array} \right) \cdot \Delta(\varphi_1, \tau_1)^{-1} \cdot \Delta(\varphi_2, \tau_2) \cdot \left( \begin{array}{c} I_h \\ 0_h \end{array} \right) \right) \right|^{-1}_F.
\]
Note that
\[
|\text{Nrd} \left( \frac{\varphi_1^2(P_{\tau_1})_{g_{K_1}} (Q_{\tau_1})_{g_{K_1}}}{|F|} \right) | = \left| \text{NRD} \left( \left( \begin{array}{cc} \varphi_1I_h & \cdot \\ \cdot & \varphi_1I_h \end{array} \right) \cdot \left( \begin{array}{cc} P_{\tau_1} & * \\ 0_h & Q_{\tau_1} \end{array} \right) \right) \right|_F.
\]
Since \( \det \Gamma_{\tau_1}|_F = 1 \), the above equation can be simplified to
\[
(5.15)\quad |\text{NRD} \left( \Delta(\varphi_1, \tau_1) \right) | = |\text{Disc}_{\mathcal{G}^h_F}|_F.
\]
by Lemma 5.10. Combining (5.14) and (5.15), we complete the proof of this theorem. \( \square \)

### 5.4. The invariant polynomial and the resultant formula.
In this section, we restrict ourselves to the case where the two fixed embeddings \( K_1 \subset D_F \) and \( K_2 \subset D_F \) are the same. In particular, we have \( K_1 \cong K_2 \) and \( \mathcal{G}_{K_1} = \mathcal{G}_{K_2} \). We abbreviate them to \( K \subset D_F \) and \( \mathcal{G}_K \) respectively. We introduce the invariant polynomials to simplify the formula (5.10) further. We abbreviate \( \varphi := \varphi_1, \tau := \tau_1 \), and note that there exists elements \( g \in GL_{2h}(F) \) and \( \gamma \in D_F^\times \) describing the relative position of \( \varphi_1, \varphi_2, \tau_1 \) and \( \tau_1 \) by
\[
(5.16)\quad \varphi_2 = \gamma \circ \varphi_1, \quad M_{\tau_2} = g M_{\tau_1},
\]
where in this case, we have
\[
(5.17)\quad \Delta(\varphi_1, \tau_1)^{-1} \cdot \Delta(\varphi_2, \tau_2) = \Delta(\varphi, \tau)^{-1} \cdot \gamma \cdot g \cdot \Delta(\varphi, \tau).
\]
Therefore, to calculate $\chi(Z_\infty(\varphi, \tau) \otimes_{\mathfrak{g}_K^h} Z_\infty(\gamma \varphi, \varphi \tau))$, it suffices to simplify the following expression

\begin{equation}
(5.18) \quad \left| \text{Nrd} \left( \begin{array}{cc} 0 & I_h \\ I_h & 0 \end{array} \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma \cdot g \cdot \Delta(\varphi, \tau) \cdot \left( \begin{array}{c} I_h \\ 0 \end{array} \right) \right|^{-1}.
\end{equation}

Letting $D_K \subset D_F$ be the centerizer of $K$, we note that $\mathcal{O}_{D_K} := D_K \cap \mathcal{O}_{D_F}$ is the endomorphism ring of $\mathfrak{g}_K$ as a formal $\mathcal{O}_K$-module. Note that the maps $\varphi : \mathfrak{g}_K \to \mathfrak{g}_F$ and $\tau^\vee : F^{2h} \to K^{h^\vee}$ induce $F$-algebra embeddings

$$\text{Mat}_{h \times h}(K) \to \text{Mat}_{2h \times 2h}(F) \quad \text{and} \quad D_K \to D_F$$

by $x \mapsto g$ and $y \mapsto \gamma$ such that $M_\tau x = gM_\tau$ and $\varphi \circ y = \gamma \circ \varphi$ respectively. Denote their images by $\text{Mat}_{2h \times 2h}(F)_+$ and $D_{F_+}$. Note that

$$\text{Mat}_{2h \times 2h}(F)_+ \cong \text{Mat}_{h \times h}(K), \quad D_{F_+} = \varphi \cdot D_K \cdot \varphi^{-1}.$$

Let $K' \subset \text{Mat}_{2h \times 2h}(F)_+$ be the center of $\text{Mat}_{2h \times 2h}(F)_+$. Obviously $K' \cong K$. Define

$$\text{Mat}_{2h \times 2h}(F)_- := \{ g \in \text{Mat}_{2h \times 2h}(F) : gk = k^\sigma g \quad \text{for any} \quad k \in K' \},$$

and

$$D_{F_-} := \{ \gamma \in D_F : \gamma k = k^\sigma \gamma \quad \text{for any} \quad k \in \varphi K \varphi^{-1} \}.$$

Then we have

\begin{equation}
(5.19) \quad \text{Mat}_{2h \times 2h}(F) = \text{Mat}_{2h \times 2h}(F)_+ \oplus \text{Mat}_{2h \times 2h}(F)_-, \quad D_F = D_{F_+} \oplus D_{F_-}
\end{equation}

because they are the eigenspace decompositions of $D_F$ and $\text{Mat}_{2h \times 2h}(F)$ as left $K$-linear spaces under the right $K$-multiplications. With respect to this decomposition, for any $\gamma \in D_F$ and any $g \in \text{Mat}_{2h \times 2h}(F)$, we write

$$\gamma = \gamma_+ + \gamma_-, \quad g = g_+ + g_-.$$

When $\gamma$ (resp. $g$) is invertible, conjugating it by a trace 0 element $\mu \in \varphi^{-1} \cdot K^\times \cdot \varphi \subset D_F^\times$ (resp. $\mu \in K^\times \subset \text{GL}_{2h}(F)$), we have

\begin{equation}
(5.20) \quad \mu(\gamma_+ + \gamma_-)\mu^{-1} = (\gamma_+ - \gamma_-), \quad \text{resp.} \quad \mu(g_+ + g_-)\mu^{-1} = (g_+ - g_-),
\end{equation}

which implies that $\gamma_+ - \gamma_-$ (resp. $g_+ - g_-$) is also invertible.

**Definition 5.13.** For any $\gamma \in D_F^\times$ and $g \in \text{GL}_{2h}(F)$, we define

\begin{equation}
(5.21) \quad \gamma_\varphi := (\gamma_+ - \gamma_-)^{-1} \gamma_+ (\gamma_+ + \gamma_-)^{-1} \gamma_+ \in D_F, \quad g_\varphi := (g_+ - g_-)^{-1} g_+ (g_+ + g_-)^{-1} g_+ \in \text{Mat}_{2h \times 2h}(F).
\end{equation}

**Remark 5.14.** When $\gamma_+$ (resp. $g_+$) is invertible, we can write

$$\gamma_\varphi = (\gamma_+ - \gamma_-)^{-1} \gamma_+ (\gamma_+ + \gamma_-)^{-1} \gamma_+ = (1 - \gamma_+^{-1} \gamma_- \gamma_+^{-1} \gamma_-)^{-1},$$

$$g_\varphi = (g_+ - g_-)^{-1} g_+ (g_+ + g_-)^{-1} g_+ = (1 - g_+^{-1} g_- g_+^{-1} g_-)^{-1}.$$

**Lemma 5.15.** We have $\gamma_\varphi \in D_{F_+} = \varphi \cdot D_K \cdot \varphi^{-1}$ and $g_\varphi \in \text{Mat}_{2h \times 2h}(F)_+$. 


Proof. Note that the assignment $g \mapsto g_\varphi'$ induces a morphism $GL_{2h}(F) \to Mat_{2h \times 2h}(F)$ of algebraic varieties over $F$. Since $Mat_{2h \times 2h}(F)_+$ is a Zariski closed subset, it suffices to prove this lemma for the following Zariski-dense subset

$$\{ g \in GL_{2h}(F) : g_+ \in GL_{2h}(K) \}.$$ 

By Remark 5.14 we can write $g'_\varphi = (1 - (g_+^{-1}g_-)^2)^{-1}$. Note that for any $k \in K'$, we have

$$g_+^{-1}g_-g_+^{-1}g_+^{-1}g_-k = g_+^{-1}g_-k'g_+^{-1}g_- = kg_+^{-1}g_-g_+^{-1}g_-,$$

which implies $(g_+^{-1}g_-)^2 \in Mat_{2h \times 2h}(F)_+$, and therefore $g'_\varphi \in Mat_{2h \times 2h}(F)_+$. A similar argument shows that $\gamma'_\varphi \in D_{F_+}$, which completes the proof. \hfill \Box

**Definition 5.16.** We define the invariant polynomial of $\gamma \in D_{F}^\times$ (resp. $g \in GL_{2h}(F)$) with respect to $\varphi$ (resp. $\tau$) as the $K$-coefficient reduced characteristic polynomial of $\gamma'_\varphi$ as an element in the $K$-central simple algebra $D_{F_+}$ (resp. $Mat_{2h \times 2h}(F)_+$). We denote this polynomial by $P_{\gamma}^\varphi$ (resp. $P_g^\tau$). We also abbreviate them to $P_{\gamma}$ and $P_g$ if the choice of $\varphi$ and $\tau$ is clear from the context.

From the definition, we know that these polynomials are of degree $h$.

**Corollary 5.17.** For any $x \in F^x$, we have $P_x\gamma = P_{\gamma}$ and $P_xg = P_g$ for any $\gamma \in D_{F}^\times$ and $g \in GL_{2h}(F)$.

**Proof.** This is obvious since $(x\gamma)_+ = x\gamma_+$, $(x\gamma)_- = x\gamma_-$, $(xg)_+ = xg_+$ and $(xg)_- = xg_-$. \hfill \Box

**Proposition 5.18.** The coefficients of the polynomials $P_{\gamma}^\varphi$ and $P_g^\tau$ are in $F$.

**Proof.** It suffices to prove this proposition for a Zariski-dense subset consisting of $\gamma \in D_{F}^\times$ such that $\gamma_+, \gamma_- \in D_{F_+}^\times$. Let $p(x) = x^n + \sum_{i=0}^{n-1} a_i x^i$ be the minimal polynomial of $\gamma'_\varphi$ with coefficients $a_i \in \varphi K \varphi^{-1} \subset D_F$. Since $\gamma_+^{-1} \gamma_- a_i = a_i \gamma_+^{-1} \gamma_-$, and $\gamma_+^{-1} \gamma_-$ commutes with $\gamma'_\varphi$, we have $p(\gamma'_\varphi) = \gamma_+^{-1} \gamma_- p(\gamma'_\varphi) \gamma_+^{-1} \gamma_+ = 0$, which implies that $p(\gamma'_\varphi)$ is also the minimal polynomial of $\gamma'_\varphi$. Therefore $p(x)$ has coefficients in $F$, which implies $P_{\gamma}^\varphi(x) \in F[x]$. A similar method will show that $P_g^\tau(x) \in F[x]$. We complete the proof. \hfill \Box

**Definition 5.19.** For any $\gamma \in D_{F}$ and $g \in GL_{2h}(F)$, we define the relative resultant

$$\text{Res}(P_{\gamma}^\varphi, P_g^\tau) := \prod_{1 \leq i,j \leq h} (x_i - y_j)$$

as the resultant of polynomials $P_{\gamma}^\varphi$ and $P_g^\tau$. Here $x_i$ and $y_i$ are roots of $P_{\gamma}^\varphi$ and $P_g^\tau$ for $1 \leq i \leq h$, with multiplicities counted.

Using (5.18), we will prove the following theorem.

**Theorem 5.20.** Suppose $ (\varphi, \tau) \in \text{Equi}_h(K/F)$ and $ (\gamma, g) \in \text{Equi}_{2h}(F/F)$. We have

$$\chi(Z_\infty(\varphi, \tau) \otimes_{\mathcal{O}_{\text{Int}}^h} Z_\infty(\gamma\varphi, g\tau)) = |\text{Disc}_{K/F}|^{-h^2} \cdot |\text{Res}(P_{\gamma}^\varphi, P_g^\tau)|^{-1}_{F}$$

when the right hand side is finite.

This theorem is a direct consequence of the following proposition.

**Proposition 5.21.** For any $\gamma \in D_{F}^\times$, $g \in GL_{2h}(F)$ and $ (\varphi, \tau) \in \text{Equi}_h(K/F)$, we have

$$|\text{nrd} \left( \begin{pmatrix} 0 & I_h \\ 0 & 0 \end{pmatrix} \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma \cdot g \cdot \varphi \cdot M_\tau \right) |^{-1}_{F} = |\text{Res}(P_{\gamma}^\varphi, P_g^\tau)|^{-1}_{F} \cdot | \det g \cdot \text{nrd}(\gamma) |^{-h}.$$
Proof. It suffices to prove this proposition for those $\gamma$ such that $\gamma_+$ is invertible. Since

$$
(I_h \ 0_h) \cdot \Delta(\varphi, \tau)^{-1} \cdot \Delta(\varphi, \tau) \cdot \left( I_h \ 0_h \right) = (0_h \ I_h) \cdot \Delta(\varphi, \tau)^{-1} \cdot \Delta(\varphi, \tau) \cdot \left( I_h \ 0_h \right) = I_h,
$$

and $\Delta(\varphi, \tau) = \varphi \cdot (M_\tau \ M_\tau^\sigma)$, we have

(5.23) \hspace{1cm} (I_h \ 0_h) \cdot \Delta(\varphi, \tau)^{-1} \cdot \varphi \cdot M_\tau = (0_h \ I_h) \cdot \Delta(\varphi, \tau)^{-1} \cdot \varphi \cdot M_\tau^\sigma = I_h,

(5.24) \hspace{1cm} (I_h \ 0_h) \cdot \Delta(\varphi, \tau)^{-1} \cdot \varphi \cdot M_\tau^\sigma = (0_h \ I_h) \cdot \Delta(\varphi, \tau)^{-1} \cdot \varphi \cdot M_\tau = 0_h.

Let

$$
X := \left( \begin{array}{cc} 0 & I_h \end{array} \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma \cdot g \cdot \varphi \cdot M_\tau.
$$

It suffices to prove $\text{Nrd} \ (X)^4 = \text{nrd}(\gamma)^4 \det(g)^4 \text{Res}_{\varphi, \tau}(\gamma, g)^4$ for those $\gamma, g$ such that $\gamma_+, g_+$ are invertible. By constructions of $g_+$ and $g_-$, there exists $h \times h$ matrices $x_+, x_- \in \text{Mat}_{h \times h}(K)$ such that

(5.25) \hspace{1cm} g_+ M_\tau = M_\tau x_+, \quad g_- M_\tau = M_\tau^\sigma x_-.

Similarly for $\gamma_+$ and $\gamma_-$, we have

(5.26) \hspace{1cm} (\varphi^{-1} \cdot \gamma_+ \cdot \varphi) \cdot M_\tau = M_\tau \cdot (\varphi^{-1} \cdot \gamma_+ \cdot \varphi), \quad (\varphi^{-1} \cdot \gamma_- \cdot \varphi) \cdot M_\tau = M_\tau^\sigma \cdot (\varphi^{-1} \cdot \gamma_- \cdot \varphi).

Using preceding equations (5.24), (5.25), (5.26), we have

(5.27) \hspace{1cm} \left( 0_h \ I_h \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma_+ \cdot \varphi \cdot g_+ \cdot M_\tau = 0_h,

(5.28) \hspace{1cm} \left( 0_h \ I_h \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma_- \cdot \varphi \cdot g_- \cdot M_\tau = 0_h,

(5.29) \hspace{1cm} \left( I_h \ 0_h \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma_+ \cdot \varphi \cdot g_- \cdot M_\tau = 0_h,

(5.30) \hspace{1cm} \left( I_h \ 0_h \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma_- \cdot \varphi \cdot g_+ \cdot M_\tau = 0_h.

Note that $\gamma = \gamma_+ + \gamma_-$, that $g = g_+ + g_-$, and that $g_+, g_-$ commute with $\gamma_+, \gamma_-$ and $\varphi$. Using equations (5.27) and (5.28), we have

(5.31) \hspace{1cm} X = \left( \begin{array}{cc} 0_h & I_h \end{array} \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot (\gamma_+ \cdot g_- + \gamma_- \cdot g_+) \cdot \varphi \cdot M_\tau.

By (5.26), we have $(\varphi^{-1} \cdot \gamma_- \cdot \gamma_+^{-1} \varphi) \cdot M_\tau = M_\tau^\sigma(\varphi^{-1} \cdot \gamma_- \cdot \gamma_+^{-1} \varphi)$, which implies

$$
\gamma_- \cdot \gamma_+^{-1} \cdot \Delta(\varphi, \tau) = \Delta(\varphi, \tau) \left( I_h \ 0_h \right) \cdot (\varphi^{-1} \cdot \gamma_- \cdot \gamma_+^{-1} \cdot \varphi).
$$

Letting

$$
X' := (\varphi^{-1} \cdot \gamma_- \cdot \gamma_+^{-1} \varphi)^{-1} \cdot X \cdot (\varphi^{-1} \cdot \gamma_+^{-1} \cdot \gamma_- \cdot \varphi),
$$

we have

(5.32) \hspace{1cm} X' = \left( \begin{array}{cc} I_h & 0_h \end{array} \right) \cdot \Delta(\varphi, \tau)^{-1} \cdot (\gamma_+ \cdot g_- + \gamma_- \cdot g_+) \cdot \varphi \cdot M_\tau^\sigma.

Combining (5.31) and (5.32), we have

$$
\Delta(\varphi, \tau)^{-1} \cdot (\gamma_+ \cdot g_- + \gamma_- \cdot g_+) \cdot \Delta(\varphi, \tau) = \left( \begin{array}{cc} 0_h & X' \end{array} \right) \left( \begin{array}{cc} 0_h & X' \end{array} \right).
$$
Since $\text{Nrd}(X) = \text{Nrd}(X')$, we have

\[
(-1)^h \text{Nrd}(X)^2 = \text{NRD} \begin{pmatrix} 0_h & X' \\ X & 0_h \end{pmatrix} = \text{NRD}(\gamma_+g_- + \gamma_-g_+) = \text{NRD}(\gamma_+(\gamma_+^{-1}\gamma_- + g_-g_+^{-1})g_+).
\]

Letting $\mu \in \varphi \cdot K^\times \cdot \varphi^{-1}$ be such that $\mu^\sigma = -\mu$, we have

\[
\mu(\gamma_+^{-1}\gamma_- + g_-g_+^{-1})\mu^{-1} = -\gamma_+^{-1}\gamma_- + g_-g_+^{-1}
\]

which implies $\text{NRD}(\gamma_+^{-1}\gamma_- + g_-g_+^{-1}) = \text{NRD}(\gamma_+^{-1}\gamma_- + g_-g_+^{-1})$. Therefore, (5.33)

\[
\text{Nrd}(X)^4 = \text{NRD}(\gamma_+^2g_+^2)\text{NRD}((g_-g_+^{-1})^2 - (\gamma_+^{-1}\gamma_-)^2) = \text{NRD}(\gamma_+^2g_+^2)\text{NRD}(\gamma_+^{-1})(g_+^2)^{-1}.
\]

By (5.20), we have $\text{Nrd}(g_+ + g_-) = \text{Nrd}(g_+ - g_-)$ and $\text{Nrd}(\gamma_+ + \gamma_-) = \text{Nrd}(\gamma_+ - \gamma_-)$, which implies

(5.34) \quad $\text{NRD}(\gamma_+^2) = \text{NRD}(\gamma_+^2)\text{NRD}(\gamma_-^2), \quad \text{NRD}(g_+^2) = \text{NRD}(g_+^2)\text{NRD}(g_-^2)$.

Note that, as elements of $K$-central simple algebras, the characteristic polynomials of $\gamma_+ \in D_{F+}$ and $g_+^2 \in \text{Mat}_{2h \times 2h}(F)$ are given by $P_{g,\gamma}^2$ and $P_{\gamma,\gamma}^2$. Therefore, as elements in $D_F$ and $\text{Mat}_{2h \times 2h}(F)$, their characteristic polynomials are $(P_{\gamma,\gamma}^2)^2$ and $(P_{g,\gamma}^2)^2$. Let $L \subset D_{F+}$ be a maximal subfield containing $\gamma_+^2$ and $\varphi \cdot K \cdot \varphi^{-1}$. Since $\gamma_+^2$ commutes with $g_+^2$, we have

\[
\gamma_+^2 - g_+^2 \in \text{Mat}_{2h \times 2h}(L) \subset \text{Mat}_{2h \times 2h}(D_F).
\]

Therefore $\det_L(\gamma_+ - g_+^2) = (P_{\gamma,\gamma}^2)^2$, and we have

(5.35) \quad $\text{NRD}(\gamma_+^2 - g_+^2) = \text{Nrd}_{L/F}(P_{\gamma,\gamma}^2)^2 = \text{Res}((P_{g,\gamma}^2)^2, (P_{\gamma,\gamma}^2)^2) = \text{Res}(P_{g,\gamma}, P_{\gamma,\gamma})^4$.

Combining preceding equations (5.33), (5.34), (5.35), we have

\[
\text{Nrd}(X)^4 = \text{NRD}(\gamma_+^2g_+^2)\text{NRD}((\gamma_+^2)^{-1}(g_+^2)^{-1})\text{NRD}(\gamma_+^2 - g_+^2) = \text{NRD}(\gamma_+^2 \cdot g_+^2)\text{Res}(P_{g,\gamma}, P_{\gamma,\gamma})^4.
\]

Noting that $\text{NRD}(\gamma) = \text{nr}(\gamma)^{2h}$ and $\text{Nrd}(g) = \text{det}(g)^{2h}$, we complete the proof.

---

**Proof of Theorem 5.20** By (5.17) and Theorem 5.12 we know that

\[
\chi(Z_\infty(\varphi, \tau) \otimes_{\gamma_+^{-1}} Z_\infty(\gamma \cdot \varphi, g \cdot \tau)) = |\text{Disc}_{K/F}(g\varphi)|^{\frac{h}{2}} |\text{Nrd} \left( \begin{pmatrix} 0 & I_h \\ I_h & 0 \end{pmatrix} \cdot \Delta(\varphi, \tau)^{-1} \cdot \gamma \cdot g \cdot \varphi \cdot M_T \right)_{F}|_F^{-1}.
\]

Since $(\gamma, g)$ is an equi-height pair, we have $|\text{det}(g)\text{nr}(\gamma)|_F = 1$. the theorem follows from the Proposition 5.21.

Finally we prove the following result, which will be used in the rest of the argument.

**Proposition 5.22.** For any $\gamma \in D_{F}^\times$ and $g \in \text{GL}_{2h}(F)$, if $P_{\gamma}^2$ is an irreducible polynomial and $P_{\gamma}^2(0)P_{\gamma}^2(1) \neq 0$, then $\text{Res}_{\varphi,\gamma}(\gamma, g) \neq 0$.

**Proof.** Since $P_{\gamma}^2$ and $P_{g}^2$ are monic polynomials of degree $h$, it suffices to show that $P_{\gamma}^2 \not= P_{g}^2$. Suppose for the sake of contradiction that $P_{\gamma}^2 = P_{g}^2$. Since these polynomials are irreducible and $P_{\gamma}^2(0) \not= 0$, we have $\text{nr}(\gamma_+^2) \neq 0$ and $\text{det}(g_+^2) \neq 0$, which implies that $\gamma_+$ and $g_+$ are invertible. In this case, by Remark 5.14, the characteristic polynomial of $(\gamma_+^{-1}\gamma_-)^2$ and $(g_+^{-1}g_-)^2$ will be the same. Since $P_{\gamma}^2$ is irreducible and $P_{\gamma}^2(1) \neq 0$, we have $\gamma_+^{-1}\gamma_- \neq 0$. Note that there exists matrices $x_+, x_- \in \text{Mat}_{h \times h}(K)$ such that $g_+M_T = M_Tx_+$ and $g_-M_T = M_Tx_-$. This implies that $(g_+^{-1}g_-)M_T = M_Tx_+x_-$. So $P_{g}^2$ is the characteristic polynomial of $xx_+$. Let $L = F[(\gamma_+^{-1}\gamma_-)^2]$, and let $D_L \subset D_F$ be the centralizer of $L$. Since $[L : F] = h$, one sees that $D_L$ is a quaternion algebra over $L$. For any $k \in K$, since both $\gamma_+^{-1}\gamma_-$ and $k$ commute with
(\gamma^2 - \gamma), we have \(\gamma^2 - \gamma \in D_L\) and \(K \subset D_L\). Let \(\lambda = (\gamma^2 - \gamma)^2\). Since \(\lambda\) can be identified with an eigenvalue of \(x_x\), there exists \(y \in LK\) such that \(\lambda = \gamma y^2\), \(\sigma_L\) is the non-trivial element in \(\text{Gal}(LK/L)\). Since \(\gamma^2 - \gamma = y^2\), \(\gamma - \gamma\), we have
\[
0 = (\gamma^2 - \gamma^2 - \gamma + y^2 - \gamma^2 - \gamma),
\]
which implies either \(\gamma^2 - \gamma = -y\) or \(\gamma^2 - \gamma = y^2\). This contradicts the assumption that \(\gamma^2 - \gamma\) does not commute with some elements in \(KL\).

6. Proof of main theorems

Combining Theorems 4.1 and 5.12 in previous sections, we have essentially calculated the intersection number \(\chi(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2))\) for sufficiently large \(n\), where the minimal choice of \(n\) depends on the pairs \(\varphi_1, \varphi_2\) and \(\tau_1, \tau_2\). This illustrates the fact that the intersection number induced by two fixed pairs will eventually be stable as the level increases. In this section, we eliminate the restriction on \(n\) by proving a formula relating intersection numbers on higher and lower levels. Then we combine all formulas together to give a proof of the main theorems.

6.1. Intersection number formula for low levels. Let
\[
R_n := \ker \left( \text{GL}_{2h}(\mathcal{O}_F) \rightarrow \text{GL}_{2h}(\mathcal{O}_F/\pi^n) \right).
\]
That is, \(R_0 = \text{GL}_{2h}(\mathcal{O}_F)\), and \(R_n = I_{2h} + \pi^n \text{Mat}_{2h \times 2h}(\mathcal{O}_F)\) for any \(n \geq 1\). By associating each \(g \in \text{GL}_{2h}(\mathcal{O}_F)\) to the morphism
\[
\beta_n^\circ(\text{id}, g) : \mathcal{M}_n \rightarrow \mathcal{M}_n
\]
as defined in (2.16), the group \(\text{GL}_{2h}(\mathcal{O}_F)\) naturally acts on \(\mathcal{M}_n\) for any \(n \geq 0\). This action is the natural action of \(\text{GL}_{2h}(\mathcal{O}_F)\) on \(\pi^n\)-level structures of \(\mathcal{M}_n\). Note that \(R_n \subset \text{GL}_{2h}(\mathcal{O}_F)\) is the maximal subgroup that acts trivially on \(\mathcal{M}_n\), and that the quotient group \(R_n/R_{n+m}\) is the automorphism group of \(\mathcal{M}_{n+m}\) as a formal scheme over \(\mathcal{M}_n\) via the transition map \(\beta_n^{n+m} : \mathcal{M}_{n+m} \rightarrow \mathcal{M}_n\) for any \(n, m \geq 0\). We put additional subscripts and write \(N_{1,n}, N_{2,n}\) for \(\pi^n\)-level Lubin–Tate spaces associated to \(\mathcal{G}_{K_1}\) and \(\mathcal{G}_{K_2}\) respectively. Moreover, for each \(i = 1, 2, n \geq 0, m \geq 0\), we simply denote by \(\mathcal{N}_{i,n+m} \rightarrow \mathcal{N}_{i,n}\) the corresponding transition map.

We state the key theorem in this subsection as follows. The reader willing to accept this theorem may skip this subsection.

**Theorem 6.1.** Suppose \((\varphi_i, \tau_i) \in \text{Equi}_{h}(K_i/F)\) for \(i = 1, 2\). For any \(n, m \geq 0\), we have
\[
(6.1) \quad \chi(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)) = \frac{\sum_{k \in R_n/R_{n+m}} \chi(Z_{n+m}(\varphi_1, \tau_1) \otimes_{\mathcal{M}_{n+m}} Z_{n+m}(\varphi_2, k\tau_2))}{\deg(N_{1,m+n} \rightarrow N_{1,n}) \deg(N_{2,m+n} \rightarrow N_{2,n})}. \]

Intuitively, up to some multiplicities, the cycles \(Z_{n+m}(\varphi_2, k\tau_2)\) run over all possible cycles that map to \(Z_n(\varphi_2, \tau_2)\) under the transition map \(\mathcal{M}_{n+m} \rightarrow \mathcal{M}_n\) when \(k\) runs through \(R_n/R_{n+m}\). Before proceeding to the proof, we fix some notations. Let \(w_1, w_2\) be integers such that \(w_1 \geq \text{cond}(\tau_1)\) and \(w_2 \geq \text{cond}(\tau_2)\). Let
\[
F_1 := \eta_{m+n+w_1}(\varphi_1, \tau_1) \delta_{N_{1,m+n+w_1}}, \quad F_2 := \eta_{m+n+w_2}(\varphi_2, \tau_2) \delta_{N_{2,m+n+w_2}}
\]
be coherent sheaves of \(\mathcal{O}_{\mathcal{M}_{m+n}}\)-modules, and let \(\beta_n^{n+m} : \mathcal{M}_{m+n} \rightarrow \mathcal{M}_n\) be the transition map. Note that by Definition 2.16, we have
\[
[F_1] = \deg(N_{i,m+n+w_i} \rightarrow N_{i,m+n}) Z_{m+n}(\varphi_i, \tau_i)
\]

for $i = 1, 2$. We use the following two lemmas to write both sides of the equation (6.1) in terms of $\mathcal{F}_1$ and $\mathcal{F}_2$.

**Lemma 6.2.** For the left hand side of (6.1), we have

$$\chi(Z_n(\varphi_1, \tau_1) \otimes_{M_n}^L Z_n(\varphi_2, \tau_2)) = \frac{\chi(\mathcal{F}_1 \otimes_{M_{m+n}}^{L} \beta_n^{n+m} \beta_n^{n+m} \mathcal{F}_2)}{\deg(N_{1,m+n+w_1} \to N_{1,n}) \deg(N_{2,m+n+w_2} \to N_{2,n})}.$$  

**Proof.** Using the projection formula, we have

$$\chi(\mathcal{F}_1 \otimes_{M_{m+n}}^{L} \beta_n^{n+m} \beta_n^{n+m} \mathcal{F}_2) = \chi(\beta_n^{n+m} \mathcal{F}_1 \otimes_{M_n}^{L} \beta_n^{n+m} \mathcal{F}_2).$$

Note that $\beta_n^{n+m} Z_m(\varphi_1, \tau_i) = \deg (N_i, m+n) Z_n(\varphi_i, \tau_i)$ for $i = 1, 2$, which implies that

$$[\beta_n^{n+m} \mathcal{F}_1] = \deg(N_i, m+n+w) Z_n(\varphi_i, \tau_i)$$

for $i = 1, 2$.

Combining all preceding equations together, we complete the proof of the lemma. $\square$

**Lemma 6.3.** For each summand of the right hand side of (6.1), we have

$$\chi(Z_n(\varphi_1, \tau_1) \otimes_{M_n}^{L} Z_n(\varphi_2, k\tau_2)) = \frac{\chi(\mathcal{F}_1 \otimes_{M_{m+n}}^{L} \beta_n^{n+m} \mathcal{F}_2)}{\deg(N_{1,m+n+w_1} \to N_{1,m+n}) \deg(N_{2,m+n+w_2} \to N_{2,m+n})}.$$ 

**Proof.** This lemma follows directly from the observation that

$$[k^{-1} \mathcal{F}_1] = [k \mathcal{F}_1] = \deg(N_i, m+n+w) Z_n(\varphi_i, k\tau_i)$$

for $i = 1, 2$ and any $k \in \text{GL}_{2h}(\mathcal{O}_F)$. $\square$

Combining (6.3) and (6.4) together, it suffices to prove that

$$\chi(\mathcal{F}_1 \otimes_{M_{m+n}}^{L} \beta_n^{n+m} \mathcal{F}_2) = \chi \left( \mathcal{F}_1 \otimes_{M_{m+n}}^{L} \bigoplus_{k \in R_n/R_n+m} k^* \mathcal{F}_2 \right).$$

Therefore, it is important to compare $\beta_n^{n+m} \mathcal{F}_2$ with $\bigoplus_{k \in R_n/R_n+m} k^* \mathcal{F}_2$. The following lemma is useful to construct a comparison morphism between them.

**Lemma 6.4.** There is an injective canonical morphism of sheaves of $\mathcal{O}_{M_{m+n}}$-modules

$$\beta_n^{n+m} \mathcal{F}_2 \to \bigoplus_{k \in R_n/R_n+m} k^* \mathcal{O}_{M_{m+n}}$$

such that its induced map

$$\beta_n^{n+m} \mathcal{F}_2 \to \bigoplus_{k \in R_n/R_n+m} k^* \mathcal{O}_{M_{m+n}} \left[ \frac{1}{2} \right]$$

is an isomorphism.

**Proof.** Since $M_{m+n}$ is affine, it suffices to describe a coherent sheaf $\mathcal{F}$ by taking its global sections. In this proof, by abuse of notation, we will use the same symbol $\mathcal{F}$ to denote the set of global sections $\mathcal{F}(M_{m+n})$. For any $s \in \mathcal{O}_{M_{m+n}}$, we denote $s^k$ by $s^k$. Note that by definition, we have the following isomorphisms of $\mathcal{O}_{M_{m+n}}$-modules

$$\beta_n^{n+m} \mathcal{F}_2 \cong \mathcal{O}_{M_{m+n}} \otimes_{M_n} \mathcal{F}_2, \quad k^* \mathcal{F}_2 \cong \mathcal{O}_{M_{m+n}} \otimes_{M_{m+n}} k \mathcal{F}_2.$$
Here the twisted tensor product $\mathcal{O}_{M_{m+n}} \otimes_{\mathcal{O}_{M_{m+n,k}}} \mathcal{F}_2$ is defined so that $a^k \otimes v = 1 \otimes av$ for all $a \in \mathcal{O}_{M_{m+n}}$ and $v \in \mathcal{F}_2$. The assignment $a \otimes b \mapsto a \otimes b$ defines a canonical morphism

$$\mathcal{O}_{M_{m+n}} \otimes_{\mathcal{O}_M} \mathcal{O}_{M_{m+n}} \to \mathcal{O}_{M_{m+n}} \otimes_{\mathcal{O}_{M_{m+n,k}}} \mathcal{O}_{M_{m+n}}$$

of sheaves of $\mathcal{O}_{M_{m+n}}$-modules for any $k \in R_n/R_{n+m}$, which gives rise to a canonical morphism

$$\beta^{n+m} \otimes \beta^{n+m} \mathcal{O}_{M_{m+n}} \to \bigoplus_{k \in R_n/R_{n+m}} \mathcal{O}_{M_{m+n}}$$

of sheaves of $\mathcal{O}_{M_{m+n}}$-modules as desired. By inverting $\pi$, we obtain the rigid generic fiber $\mathcal{M}_n^o$ of $\mathcal{M}_n$ for any $n \geq 0$. It is well known that the transition maps $\mathcal{M}_{m+n}^o \to \mathcal{M}_n^o$ of the rigid generic fibers of Lubin–Tate spaces are étale for any $n, m \geq 0$. Since $R_n/R_{n+m}$ acts on the étale cover $\mathcal{M}_{m+n}^o \to \mathcal{M}_n^o$ faithfully, and

$$\#(R_n/R_{n+m}) = \deg(\mathcal{M}_{m+n}^o \to \mathcal{M}_n^o),$$

the induced map (6.7) is an isomorphism. Since $\mathcal{M}_{m+n}$ is flat over $\text{Spf} \mathcal{O}_F$, the natural map

$$\beta^{n+m} \otimes \beta^{n+m} \mathcal{O}_{M_{m+n}} \to \beta^{n+m} \otimes \beta^{n+m} \mathcal{O}_{M_{m+n}} + \frac{1}{\pi}$$

is injective, which implies that the map (6.6) is also injective. □

In the following two lemmas, we review some sufficient conditions for the vanishing of Euler characteristics.

**Lemma 6.5** (Serre’s multiplicity vanishing theorem). Let $R$ be a regular local ring, and let $p, q$ be primes of $R$ such that $R/p \otimes_R R/q$ is an Artinian ring. If $\dim(R/p) + \dim(R/q) < \dim(R)$, then

$$\chi(R/p \otimes_R R/q) = 0.$$

**Proof.** This was proven in 1985 by Paul C. Roberts [Rob85]. □

**Lemma 6.6.** Let $M, N$ be finite modules over a regular Noetherian local ring $A$ such that $M \otimes_A N$ is of finite length. If $\dim(\text{Supp}(M)) + \dim(\text{Supp}(N)) < \dim(A)$, then

$$\chi(M \otimes_A^L N) = 0.$$  

**Proof.** Consider a filtration

$$0 = M_n \subset \cdots \subset M_0 = M$$

such that $M_i/M_{i+1} \cong A/p_i$ for some associated primes $p_i \in \text{Ass}(M)$ for any $0 \leq i < n$. Similarly for $N$, let

$$0 = N_r \subset \cdots \subset N_0 = N$$

be a filtration such that $N_j/N_{j+1} \cong A/q_j$ for some $q_j \in \text{Ass}(N)$ for any $0 \leq j < r$. Then,

$$\chi(M \otimes_A^L N) = \sum_{1 \leq i < n} \chi(A/p_i \otimes_A^L A/q_j).$$

However, the fact that

$$\dim(A/p_i) + \dim(A/q_j) \leq \dim(\text{Supp}(M)) + \dim(\text{Supp}(N)) < \dim(A)$$

implies that each summand $\chi(A/p_i \otimes_A^L A/q_j) = 0$ for any $1 \leq i < n, 1 \leq j < r$ by Serre’s multiplicity vanishing theorem. Hence $\chi(M \otimes_A^L N) = 0$ as desired. □
Combining all previous lemmas, we prove the following proposition, which implies (6.8) and therefore proves Theorem 6.1. Actually, Proposition 6.7 below proves something stronger than (6.8): this is necessary for our application in the next subsection.

**Proposition 6.7.** Suppose $(\varphi_2, \tau_2) \in \text{Equi}_h(K_2/F)$. For any integer $m, n \geq 0$, and any coherent sheaf $\mathcal{F}$ of $\mathcal{O}_{M_{m+n}}$-modules such that $\dim(\text{Supp}(\mathcal{F})) = h$, we have

(6.8) $\chi(\mathcal{F} \otimes L_{M_{m+n}} \beta_n^{m+n} \cdot \beta_n^{m+n} Z_{n+m}(\varphi_2, \tau_2)) = \sum_{k \in R_m/R_{m+n}} \chi(\mathcal{F} \otimes L_{M_{m+n}} Z_{n+m}(\varphi_2, k\tau_2)).$

**Proof.** Recall $\mathcal{F}_2$ as defined in (6.2). It suffices to prove that

$$\chi(\mathcal{F} \otimes L_{M_{m+n}} \beta_n^{m+n} \cdot \beta_n^{m+n} \cdot \mathcal{F}_2) = \chi \left( \mathcal{F} \otimes L_{M_{m+n}} \bigoplus_{k \in R_m/R_{m+n}} k^* \mathcal{F}_2 \right).$$

Let $\mathcal{J}$ be the cokernel of the map in (6.6). By Lemma 6.4 there is an exact sequence

(6.9) $0 \longrightarrow \beta_n^{m+n} \cdot \mathcal{O}_{M_{m+n}} \longrightarrow \bigoplus_{k \in R_m/R_{m+n}} k^* \mathcal{O}_{M_{m+n}} \longrightarrow \mathcal{J} \longrightarrow 0.$

Since $k^* \mathcal{O}_{M_{m+n}}$ is free, we have $\text{Tor}_1^{\mathcal{O}_{M_{m+n}}}(k^* \mathcal{O}_{M_{m+n}}, \mathcal{F}_2) = 0$. Tensoring the sequence (6.9) by $\mathcal{F}_2$, we have an exact sequence

$$0 \longrightarrow \text{Tor}_1^{\mathcal{O}_{M_{m+n}}}(\mathcal{J}, \mathcal{F}_2) \longrightarrow \beta_n^{m+n} \cdot \mathcal{F}_2 \longrightarrow \bigoplus_{k \in R_m/R_{m+n}} k^* \mathcal{F}_2 \longrightarrow \mathcal{J} \otimes \mathcal{F}_2 \longrightarrow 0,$$

where $\text{Tor}_1^{\mathcal{O}_{M_{m+n}}}(\mathcal{J}, \mathcal{F}_2)$ is the sheaf of $\mathcal{O}_{M_{m+n}}$-modules associated to $\text{Tor}_1^{\mathcal{O}_{M_{m+n}}}(\mathcal{J}, \mathcal{F}_2)$. Then it suffices to prove that

$$\chi \left( \mathcal{F} \otimes L_{M_{m+n}} (\mathcal{J} \otimes \mathcal{F}_2) \right) = 0; \quad \chi \left( \mathcal{F} \otimes L_{M_{m+n}} \text{Tor}_1^{\mathcal{O}_{M_{m+n}}}(\mathcal{J}, \mathcal{F}_2) \right) = 0.$$

By Lemma 6.4, tensoring the sequence (6.9) by $\mathcal{O}_{M_{m+n}} \left[ \frac{1}{\pi} \right]$, we obtain an isomorphism

$$\beta_n^{m+n} \cdot \mathcal{O}_{M_{m+n}} \left[ \frac{1}{\pi} \right] \longrightarrow \bigoplus_{k \in R_m/R_{m+n}} k^* \mathcal{O}_{M_{m+n}} \left[ \frac{1}{\pi} \right],$$

which implies that

(6.10) $\mathcal{J} \otimes \mathcal{O}_{M_{m+n}} \left[ \frac{1}{\pi} \right] = 0.$

Let $V(\pi) \subset M_{m+n}$ be the vanishing locus of $\pi$. Therefore, we have $\text{Supp}(\mathcal{J}) \subset V(\pi)$, which implies that

$$\text{Supp}(\mathcal{J} \otimes \mathcal{F}_2) \subset V(\pi) \cap \text{Supp}(\mathcal{F}_2),$$

and that

$$\text{Supp}(\text{Tor}_1^{\mathcal{O}_{M_{m+n}}}(\mathcal{J}, \mathcal{F}_2)) \subset V(\pi) \cap \text{Supp}(\mathcal{F}_2).$$

It then suffices to show that for any coherent sheaf $\mathcal{M}$ of $\mathcal{O}_{M_{m+n}}$-modules with $\text{Supp}(\mathcal{M}) \subset V(\pi) \cap \text{Supp}(\mathcal{F}_2)$, one has

$$\chi(\mathcal{F} \otimes L_{M_{m+n}} \mathcal{M}) = 0.$$

Indeed, since $\pi$ is not a zero-divisor for $\mathcal{F}_2$, we have

$$\dim(V(\pi) \cap \text{Supp}(\mathcal{F}_2)) \leq \dim(\text{Supp}(\mathcal{F}_2)) - 1 = h - 1.$$
Also defines an action of the pair \((6.12)\)

\[ \text{dim}(V(\pi) \cap \text{Supp}(\mathcal{F}_2)) + \text{dim}(\text{Supp}(\mathcal{F})) \leq 2h - 1 < \text{dim}(M_{m+n}). \]

Hence \(\chi(\mathcal{F} \otimes_{M_{m+n}} \mathcal{M}) = 0\) by Lemma 6.6 which completes the proof.

\[ \square \]

**Proof of Theorem 6.1** By Lemma 6.2 and Lemma 6.3 it suffices to prove (6.5), which is a special case when \(\mathcal{F} = \mathcal{F}_1\) in Proposition 6.7.

\[ \square \]

### 6.2. A generalization of the intersection number formula for correspondences

Note that the group \(D_F^x \times GL_{2h}(\mathbb{Q}/\mathbb{Z})\) acts on \(M_n \sim\), and therefore also acts on \(\tilde{K}(M_n \sim) \otimes \mathbb{Q}\). Here the group \(\tilde{K}(M_n \sim) \otimes \mathbb{Q}\) is defined in §2.5. In fact, we can consider a more general action on \(\tilde{K}(M_n \sim) \otimes \mathbb{Q}\). Let \(\mathcal{H}(R_n \setminus GL_{2h}(F)/R_n)\) be the set of compactly supported double \(R_n\)-invariant \(\mathbb{Q}\)-valued functions. For some particular elements

\[ (\gamma, f) \in D_F^x \times \mathcal{H}(R_n \setminus GL_{2h}(F)/R_n), \]

we define their actions on \(\tilde{K}(M_n \sim) \otimes \mathbb{Q}\) via certain correspondences. Our main result in this subsection is Theorem 6.8 which is a key theorem to generalize our intersection formula for those correspondences.

Let \(g_0 \in GL_{2h}(F)\), and let \(n, m\) be arbitrary non-negative integers such that \(m \geq \text{cond}(g_0)\). Consider a function

\[ f_{R_n, g_0 R_n, m}(x) := \begin{cases} C & x \in R_n g_0 R_n, \\ 0 & x \notin R_n g_0 R_0, \end{cases} \]

where \(C = \deg(M_{m+n} \longrightarrow M_n)/\text{Vol}(R_n \cdot g_0 \cdot R_n)\) is the constant such that

\[ \int_{GL_{2h}(F)} f_{R_n, g_0 R_n, m}(x) dx = \deg(M_{m+n} \longrightarrow M_n). \]

Let \(\gamma \in D_F^x\) be an element such that \(\text{Height}(\gamma) = \text{Height}(g_0)\). To the pair \((\gamma, f_{R_n, g_0 R_n, m})\) we attach the following correspondence

\[ \beta_n^m(\gamma, f_{R_n, g_0 R_n, m}) : M_n \longrightarrow M_{n+m} \sim M_{n+m}(\gamma, g_0) \sim M_n. \]

Recall that two correspondences \(X \leftarrow Z \rightarrow Y\) and \(X \leftarrow Z' \rightarrow Y\) are the same if and only if there exists an isomorphism \(Z \sim Z'\) such that the following diagram commutes

\[ \begin{array}{ccc} Z & \longrightarrow & X \\ & \uparrow & \downarrow \quad \quad \downarrow \\ Y & \quad \quad \leftarrow & Z' \end{array} \]

Therefore replacing \(g_0\) in the preceding definition by any element in \(R_n g_0 R_n\) gives the same correspondence, which implies that our notation \(\beta_n^m(\gamma, f_{R_n, g_0 R_n, m})\) is well-defined.

For any coherent sheaf of \(\mathcal{O}_{M_n}\)-modules \(\mathcal{F}\) on \(M_n\), the definition

\[ \beta_n^m(\gamma, f_{R_n, g_0 R_n, m})^* \mathcal{F} := \beta_n^{n+m}_{n+m}(\gamma, g_0)^* \mathcal{F} \]

also defines an action of the pair \((\gamma, f_{R_n, g_0 R_n, m})\) on \(\tilde{K}(M_n) \otimes \mathbb{Q}\). Note that when \((\gamma, g_0)\) is not an equi-height pair, the same construction gives the action of \((\gamma, f_{R_n, g_0 R_n, m})\) on \(\tilde{K}(M_n \sim) \otimes \mathbb{Q}\),
but in that case the subset $\bar{K}(\mathcal{M}_n) \otimes \mathbb{Z} \mathbb{Q} \subset \tilde{K}(\mathcal{M}_n^{-}) \otimes \mathbb{Z} \mathbb{Q}$ is not invariant. Our main result of this subsection is the following theorem. The reader willing to accept this theorem may skip this subsection.

**Theorem 6.8.** Suppose $(\varphi_i, \tau_i) \in \text{Equi}_h(K_i/F)$ for $i = 1, 2$ and $(\gamma, g_0) \in \text{Equi}_{2h}(F/F)$. Let $f = f_{R_n g_0 R_{n,m}}$. We have

$$\chi\left(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} \beta_n^m(\gamma, f) Z_n(\varphi_2, \tau_2)\right) = \sum_{x \in R_n/R_{n,m}} \chi\left(Z_n(\gamma \varphi_1, g_0 x \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)\right).$$

**Proof.** By definition in (6.13), we have

$$\chi\left(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} \beta_n^m(\gamma, f) Z_n(\varphi_2, \tau_2)\right) = \chi\left(Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} \beta_n^{m+n} \beta_n^m(\gamma, g_0)^* Z_n(\varphi_2, \tau_2)\right),$$

which, by using the projection formula, equals

$$\chi\left(\beta_n^{m+n} \beta_n^m(\gamma, g_0)^* Z_n(\varphi_2, \tau_2)\right).$$

Note that $\deg\left(\mathcal{N}_{1,m+n} \longrightarrow \mathcal{N}_{1,n}\right) Z_n(\varphi_1, \tau_1) = \beta_n^{m+n} Z_{n+m}(\varphi_1, \tau_1)$. We have

$$\deg\left(\mathcal{N}_{1,m+n} \longrightarrow \mathcal{N}_{1,n}\right) \chi\left(\beta_n^{m+n} \beta_n^m(\gamma, g_0)^* Z_n(\varphi_2, \tau_2)\right) = \chi\left(\beta_n^{m+n} \beta_n^m Z_{n+m}(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} \beta_n^{m+n} \beta_n^m(\gamma, g_0)^* Z_n(\varphi_2, \tau_2)\right),$$

which, by Proposition 6.7, equals

$$\sum_{x \in R_n/R_{n,m}} \chi\left(\beta_n^{m+n} Z_{n+m}(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)\right).$$

Using the projection formula again, the preceding equation can be simplified to

$$\sum_{x \in R_n/R_{n,m}} \chi\left(\beta_n^{m+n} Z_{n+m}(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2)\right).$$

Note that, by Proposition 2.22, we have

$$\beta_n^{m+n} Z_{n+m}(\varphi_1, \tau_1) = \deg\left(\mathcal{N}_{1,m+n} \longrightarrow \mathcal{N}_{1,n}\right) Z_n(\gamma \varphi_1, g_0 x \tau_1).$$

Plugging this equation back to (6.14), we complete the proof of this theorem. \qed

6.3. **Proof of the main theorem.** In this subsection, we combine all results of previous sections together to prove the main theorem. Fix three equi-height pairs $(\varphi_1, \tau_1) \in \text{Equi}_h(K_1/F)$, $(\varphi_2, \tau_2) \in \text{Equi}_h(K_2/F)$ and $(\gamma, \tau) \in \text{Equi}_{2h}(F/F)$. Recall the definition of $f_{R_n g_0 R_{n,m}}$ in (6.11), and the definition of $\Delta(\varphi_1, \tau_1) \in \text{Mat}_{2n \times 2h}(D_F)$ in (5.2) for $i = 1, 2$. We denote

$$R(g) := \text{Nrd}\left(\begin{pmatrix} I_h & 0_h \end{pmatrix} \cdot \Delta(\varphi_1, \tau_1)^{-1} \cdot \gamma^{-1} \cdot \Delta(\varphi_2, \tau_2) \cdot \begin{pmatrix} I_h & 0_h \end{pmatrix} \right) \in F.$$ 

Recall that $|\text{Disc}_{K_1/F}|^{-h^2} |R(g)|^{-1}$ is the intersection number $\chi(Z_{\infty}(\gamma \cdot \varphi_1, g \cdot \tau_1) \otimes_{\mathcal{M}_{2h}} Z_{\infty}(\varphi_2, \tau_2))$ by Theorem 5.12. Note that our intersection formula in Theorem 5.12 only holds for

$$R(g) \neq 0.$$ 

Intuitively, this condition is describing that the cycle $Z_{\infty}(\gamma \cdot \varphi_1, g \cdot \tau_1)$ intersects properly with the cycle $Z_{\infty}(\varphi_2, \tau_2)$. When $K_1 \cong K_2$, the non-degeneracy condition holds automatically for any $g \in \text{GL}_{2h}(F)$ when $P_{\gamma}^e$ is irreducible and $P_{\gamma}^e(0)P_{\gamma}^e(1) \neq 0$ by Proposition 5.22. When $K_1 \not\cong K_2$, 
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there is a similar criterion based on constructions of invariant polynomials for bi-quadratic cases, which was discussed in detail in [HL20]. When \( L = F, K_1, \) or \( K_2, \) we define their local zeta functions by \( \zeta_L(x) := (1 - q_L^{-x})^{-1}, \) where \( q_L \) is the cardinality of the residue field of \( \mathcal{O}_L. \) We state our main theorem as follows.

**Theorem 6.9.** Assume the non-degeneracy condition

\[
(6.15) \quad \mathbf{R}(g) \neq 0
\]

for any \( g \in R_n g_0 R_n. \) Suppose \( (\varphi_i, \tau_i) \in \text{Equi}_i(K_i/F) \) for \( i = 1, 2, \) \( (\gamma, g_0) \in \text{Equi}_{2h}(F/F), \) \( n \geq 0 \) and \( m \geq \text{cond}(g_0). \) Let \( f := f_{R_n g_0 R_n, m}. \) Then the intersection number

\[
\chi \left( Z_n(\varphi_1, \tau_1) \otimes_{\delta_n} \beta_n(\gamma; f) Z_n(\varphi_2, \tau_2) \right)
\]

is finite and we have the following formula

\[
\chi \left( Z_n(\varphi_1, \tau_1) \otimes_{\delta_n} \beta_n(\gamma; f) Z_n(\varphi_2, \tau_2) \right) = C_n \cdot |\text{Disc}_{K_i/F}|_F^{h^2} \int_{\text{GL}_{2h}(F)} f(x)|\mathbf{R}(x)|^{-1} dx,
\]

where \( C_n := 1 \) for any \( n > 0, \) and

\[
(6.16) \quad C_0 = \frac{\prod_{i=1}^{2h} \zeta_{K_1}(i) \zeta_{K_2}(i)}{\prod_{i=1}^{2h} \zeta_{F}(i)}.
\]

Before proceeding to the proof, we state a lemma for simplifying integrals.

**Lemma 6.10.** For any real-valued function \( X(x) \) on \( \text{GL}_{2h}(F) \) and any \( g \in \text{GL}_{2h}(F), \) we have

\[
\int_{R_n} \int_{R_n} X(y gx) dy dx = \frac{\text{Vol}(R_n)^2}{\text{Vol}(R_n \cdot g \cdot R_n)} \int_{R_n \cdot g R_n} X(t) dt.
\]

**Proof.** Applying a substitution \( y \to yx^{-1}g^{-1}, \) we have

\[
(6.17) \quad \int_{R_n} \int_{R_n} X(y gx) dy dx = \int_{R_n} \int_{R_n g x} X(y) dy dx.
\]

Note that

\[
x \in R_n \quad \text{and} \quad y \in R_n \cdot gx \iff y \in R_n \cdot g \cdot R_n \quad \text{and} \quad x \in R_n \cap g^{-1} \cdot R_n \cdot y.
\]

By changing the order of the integration, we have

\[
\int_{R_n \cdot g R_n} \int_{R_n \cap g^{-1} \cdot R_n \cdot y} X(y) dx dy,
\]

which equals

\[
(6.18) \quad \int_{R_n \cdot g R_n} \text{Vol}(R_n \cap g^{-1} \cdot R_n \cdot y) X(y) dy.
\]

Note that for any \( t \in R_n, \) we have

\[
(R_n \cap g^{-1} \cdot R_n \cdot y) \cdot t = R_n \cap g^{-1} \cdot R_n \cdot yt,
\]

and

\[
R_n \cap g^{-1} \cdot R_n \cdot ty = R_n \cap g^{-1} \cdot R_n \cdot y,
\]
which imply that the value \( \text{Vol}(R_n \cap g^{-1} \cdot R_n \cdot y) \) does not depend on \( y \) for all \( y \in R_n \cdot g \cdot R_n \).

Letting \( X \) be a function that constantly equals 1, we obtain

\[
\int_{R_n} \int_{R_n} dy \, dx = \int_{R_n \cdot g \cdot R_n} \text{Vol}(R_n \cap g^{-1} \cdot R_n \cdot y) \, dy,
\]

which implies that

\[
\text{Vol}(R_n \cap g^{-1} \cdot R_n \cdot y) = \frac{\text{Vol}(R_n)^2}{\text{Vol}(R_n \cdot g \cdot R_n)}.
\]

Combining this equation with (6.18), we complete the proof of this lemma.

\[\square\]

**Proof of Theorem 6.9** By Theorem 6.8 we have

\[
\chi \left( Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} \beta_n^{\gamma} f Z_n(\varphi_2, \tau_2) \right) = \sum_{x \in R_n/\mathcal{N}_n} \chi \left( Z_n(\gamma \varphi_1, g_0 x \tau_1) \otimes_{\mathcal{M}_n} Z_n(\varphi_2, \tau_2) \right),
\]

which, by Theorem 6.1, can be written further into

\[
(6.19) \quad \sum_{x \in R_n/\mathcal{N}_n} \sum_{y \in R_n/R_{n'}} \chi \left( Z_n(\gamma \varphi_1, y g_0 x \tau_1) \otimes_{\mathcal{M}_{n'}} Z_n(\varphi_2, \tau_2) \right)
\]

for any \( n' \geq n \). Let \( U = R_n g_0 R_n \) be the support of \( f \). Note that the non-degeneracy condition (6.15) implies that \( |\mathcal{R}(g)|_{F}^{-1} \) is a continuous function on \( U \). Therefore there is a uniform bound \( |\mathcal{R}(g)|_{F}^{-1} < M \) for any \( g \in U \) since \( U \) is compact. Using (4.19), we can choose a large enough bound \( N \) such that the Theorem 4.1 holds uniformly for \((\gamma \varphi_1, k \tau_1)\) and \((\varphi_2, \tau_2)\) whenever \( k \in U \).

Letting \( n' \) be a value such that \( n' > N \), by Theorem 4.1 each summand of (6.19) simplifies to

\[
(6.20) \quad \chi \left( Z_n(\gamma \varphi_1, y g_0 x \tau_1) \otimes_{\mathcal{M}_{n'}} Z_n(\varphi_2, \tau_2) \right) = \chi \left( Z_\infty(\gamma \varphi_1, y g_0 x \tau_1) \otimes_{\mathcal{M}_{n'}} Z_\infty(\varphi_2, \tau_2) \right),
\]

which, by Theorem 5.12 equals

\[
|\text{Disc}_{K_1/F}|_{F}^{-h^2} |\mathcal{R}(g_0 x)|_{F}^{-1}.
\]

Since the action of \( \beta_n^{\gamma} (id, t) \) on \( \mathcal{M}_{n'} \) is trivial for any \( t \in R_{n'} \), we have

\[
Z_n(\gamma \varphi_1, t y g_0 x \tau_1) = Z_n(\varphi_1, y g_0 x \tau_1) = Z_n(\gamma \varphi_1, y g_0 x \tau_1).
\]

Therefore \( |\mathcal{R}(t y g_0 x)|_{F} = |\mathcal{R}(g_0 x)|_{F} \) for any \( t \in R_{n'} \), which implies that

\[
|\mathcal{R}(g_0 x)|_{F}^{-1} = \frac{\int_{R_{n'}} |\mathcal{R}(t g_0 x)|_{F}^{-1} \, dt}{\int_{R_{n'}} \, dt}.
\]

Then, summing up the simplified summands over \( R_n/R_{n'} \), we have

\[
(6.21) \quad \sum_{y \in R_n/R_{n'}} \chi \left( Z_n(\gamma \varphi_1, y g_0 x \tau_1) \otimes_{\mathcal{M}_{n'}} Z_n(\varphi_2, \tau_2) \right) = |\text{Disc}_{K_1/F}|_{F}^{-h^2} \int_{R_n} |\mathcal{R}(t g_0 x)|_{F}^{-1} \, dt.
\]

Combining preceding equations (6.19), (6.20), and (6.21), we obtain

\[
(6.22) \quad \chi \left( Z_n(\varphi_1, \tau_1) \otimes_{\mathcal{M}_n} \beta_n^{\gamma} f Z_n(\varphi_2, \tau_2) \right) = |\text{Disc}_{K_1/F}|_{F}^{-h^2} \sum_{x \in R_n/R_{n'} \cap \mathcal{N}_n} \int_{R_n} |\mathcal{R}(t g_0 x)|_{F}^{-1} \, dt.
\]
Since $\text{cond}(g_0) \leq m$, we have $g_0^*(\mathcal{O}_{F}^{2h}) \supset \pi^m\mathcal{O}_{F}^{2h}$, which implies that
\[
g_0 \cdot R_{n+m} \cdot g_0^{-1} \subset R_n.
\]
Therefore for any $t \in R_{n+m}$, we have $y g_0 t x \in y \cdot R_n \cdot g_0 x$, which implies that the integral $\int_{R_n} |R(y g_0 x)|^{-1} dy$ is invariant when replacing $x \mapsto tx$. Then we have
\[
\sum_{x \in R_n/R_{n+m}} \int_{R_n} |R(y g_0 x)|^{-1} dy = \frac{\int_{R_n} \int_{R_n} |R(y g_0 x)|^{-1} dy dx}{\int_{R_{n+m}} dx},
\]
which, by Lemma 6.10 equals
\[
\frac{\text{Vol}(R_n)^2}{\text{Vol}(R_n \cdot g_0 \cdot R_n) \text{Vol}(R_{n+m})} \int_{R_n \cdot g_0 \cdot R_n} |R(g)|^{-1} dg.
\]
Moreover, note that by definition of $f$ in (6.11), we have
\[
\frac{\text{deg}(M_{n+m} \rightarrow M_n)}{\text{Vol}(R_n \cdot g_0 \cdot R_n)} \int_{R_n \cdot g_0 \cdot R_n} |R(g)|^{-1} dg = \int_{\text{GL}_{2h}(F)} f(g) |R(g)|^{-1} dg.
\]
Note that $\text{deg}(M_{n+m} \rightarrow M_n) = \text{Vol}(R_n) / \text{Vol}(R_{n+m})$. Combining preceding equations (6.22), (6.23), and (6.24), the intersection number $\chi \left( Z_n(\varphi_1, \tau_1) \otimes_{\mathbb{L}}^\alpha \beta_n(\gamma, f)^* Z_n(\varphi_2, \tau_2) \right)$ equals
\[
\frac{|\text{Disc}_{K_1/F}| h^2 \text{Vol}(R_n)}{\text{deg}(N_{1,n'} \rightarrow N_{1,n}) \text{deg}(N_{2,n'} \rightarrow N_{2,n}) \text{Vol}(R_{n'}) \int_{\text{GL}_{2h}(F)} f(g) |R(g)|^{-1} dg}.
\]
To simplify each leading factors, note that for any integer $r$ and $i = 1, 2$, we have
\[
\text{deg}(N_{i,r} \rightarrow N_{i,0}) = \# \text{GL}_h(\mathcal{O}_{K_i}/\pi^r) = q^{2hr^2} \prod_{j=1}^{h} (\zeta_{K_i}(j))^{-1},
\]
\[
\text{deg}(N_{i,n'} \rightarrow N_{i,n}) = \frac{\text{deg}(N_{i,n'} \rightarrow N_{i,0})}{\text{deg}(N_{i,n} \rightarrow N_{i,0})},
\]
\[
\text{Vol}(R_0 / R_r) = \# \text{GL}_{2h}(\mathcal{O}_{F}/\pi^r) = q^{4hr^2} \prod_{j=1}^{2h} (\zeta_F(j))^{-1},
\]
and
\[
\text{Vol}(R_n) / \text{Vol}(R_{n'}) = \frac{\text{Vol}(R_0 / R_r)}{\text{Vol}(R_0 / R_{n'})}.
\]
If $n = 0$, then putting $r = n'$ in (6.26) and (6.28), we have
\[
\frac{\text{Vol}(R_0) / \text{Vol}(R_{n'})}{\text{deg}(N_{1,n'} \rightarrow N_{1,0}) \text{deg}(N_{2,n'} \rightarrow N_{2,0})} = q^{4h^2} \prod_{j=1}^{2h} (\zeta_F(j))^{-1} \prod_{j=1}^{h} (\zeta_{K_1}(j))^{-1} \prod_{j=1}^{h} (\zeta_{K_2}(j))^{-1} q^{2h^2},
\]
where one sees that the term $q^{4h^2}$ cancels out. So we complete the proof for $n = 0$. When $n > 0$, using (6.27), (6.29) together with (6.26), (6.28), we have $\text{Vol}(R_n) / \text{Vol}(R_n') = q^{4(n'-n)h^2}$ and $\text{deg}(N_{1,n'} \rightarrow N_{1,n}) = \text{deg}(N_{2,n'} \rightarrow N_{2,n}) = q^{2(n'-n)h^2}$, which completes the proof of the theorem for all $n$. 
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Proof of main Theorems \[1.5, 1.4, 1.3\] and \[1.2\] The Theorem \[1.5\] is identical with Theorem \[6.9\]. Let $\Delta_i = \Delta(\varphi_i, \tau_i)$ for $i = 1, 2$. The Theorem \[1.4\] is a special case of Theorem \[6.9\] when $K_1 \cong K_2$, $\varphi_2 = \gamma \varphi_1$, and $\tau_2 = g \tau_1$. In this case we have $\Delta_2 = \gamma g \Delta_1$. Since $(\gamma, g)$ is an equi-height pair, we have, by Proposition \[5.21\]

$$\left| \text{Nrd} \left( \begin{pmatrix} 0 \hphantom{1} & I_n \end{pmatrix} \cdot \Delta^{-1} \cdot \gamma^{-1} \cdot x^{-1} \cdot g \cdot \gamma \cdot \Delta_1 \cdot \left( \begin{pmatrix} I_0 \hphantom{1} & 0_n \end{pmatrix} \right) \right) \right|_{F},$$

which is non-zero everywhere for all $g \in \text{GL}_{2h}(F)$ when $P^{\varphi_1}_{\gamma^{-1}}$ is irreducible and $P^{\varphi_1}_{\gamma^{-1}}(0) P^{\varphi_1}_{\gamma^{-1}}(1) \neq 0$ thanks to Proposition \[5.22\]. Therefore Theorem \[6.9\] implies Theorem \[1.4\]. The Theorems \[1.3\] and \[1.2\] are special cases of Theorem \[1.4\] when $m = 0$, $\gamma = \text{id}$, and $g_0 = \text{id}$. \[\square\]

6.4. Generalization of the theorem to non-equi-height pairs. When defining CM cycles $Z_*(\varphi, \tau)$ on $M_\sim$ in Definition \[2.16\], we do not put any restrictions for the height of $(\varphi, \tau)$. In this subsection, we emphasize the fact that the intersection number involving non-equi-height pairs is essentially the same as the one corresponding to equi-height pairs.

Let $\varpi_K$ be a uniformizer of $D_K$, and let $v_D(\bullet)$ be the normalized discrete valuation of $D_F$. Note that $v_D(\varpi_K) = 2$ if $K/F$ is unramified and $v_D(\varpi_K) = 1$ if $K/F$ is ramified.

For any pairs $(\varphi, \tau)$ as in \[2.3\], it is clear from the definition that $Z_n^{\sim}(\varphi, \tau) = Z^{\sim}_n(\varphi \cdot \varpi_K^n, \tau)$ for any $m$. Therefore, if $m = \frac{\text{Height}(\tau) - \text{Height}(\varphi)}{v_D(\varpi_K)}$ is an integer, then $(\varphi \cdot \varpi_K^n, \tau)$ is an equi-height pair, and $Z^{\sim}_n(\varphi, \tau) = Z^{\sim}_n(\varphi \cdot \varpi_K^n, \tau)$. Therefore, after such a replacement, we could apply the main theorem to these cycles.

It remains to consider the pairs $(\varphi, \tau)$ such that $K/F$ is unramified and $\text{Height}(\tau) - \text{Height}(\varphi) \in 2\mathbb{Z} + 1$, which we call odd pairs. We call it an even pair if $\text{Height}(\tau) - \text{Height}(\varphi) \in 2\mathbb{Z}$. If $(\varphi, \tau)$ is an odd pair, we have $Z_n^{(2j)}(\varphi, \tau) = 0$ and $Z_n^{(2j+1)}(\varphi, \tau) \neq 0$ for any $j \in \mathbb{Z}$. Therefore, the cycle $Z_n(\varphi, \tau)^{\sim}$ can not intersect with other cycles on $M_n^{(0)}$. Instead, one needs to consider $M_n^{(1)}$. Let $\varpi_F$ be a uniformizer of $D_F$. Using an isomorphism $\beta^n_{M_n^{(1)}}(\varpi_F, \text{id}) : M_n^{(1)} \rightarrow M_n^{(0)}$, we have

$$\beta^n_{M_n^{(1)}}(\varpi_F, \text{id})_* \left( Z_n^{(1)}(\varphi_1, \tau_1) \otimes_{M_n^{(1)}} Z_n^{(1)}(\varphi_2, \tau_2) \right) = Z_n^{(0)}(\varpi_F \cdot \varphi_1, \tau_1) \otimes_{M_n^{(0)}} Z_n^{(0)}(\varpi_F \cdot \varphi_2, \tau_2),$$

which essentially translates the intersection problems from $M_n^{(1)}$ to $M_n^{(0)}$. If neither $(\varpi_F \cdot \varphi_1, \tau_1)$ nor $(\varpi_F \cdot \varphi_2, \tau_2)$ is an odd pair, we can reduce this to the equi-height pairs case and our main theorem applies. The only exception happens if $(\varphi_1, \tau_1)$ is an odd pair but $(\varphi_2, \tau_2)$ is an even pair when $K_1 \cong K_2$ are unramified extensions over $F$. However, these two cycles do not intersect since they are located on different components. Therefore, we can reduce all non-trivial intersection problems of CM cycles to the equi-height pairs case.

7. Proof of the linear AFL for $GL_2(F)$

In this section, we prove the linear AFL for the case of $h = 1$. Assume $K/F$ is an unramified quadratic extension of non-archimedean local fields of odd residue characteristic.

7.1. Notation. Let $H' := GL_1(F) \times GL_1(F) = F^\times \times F^\times$ and $G' := GL_2(F)$. We identify $H'$ with a subgroup of $G'$ by the blockwise diagonal embedding. Let $\eta_{K/F}$ be the quadratic character associated to $K/F$. We lift the characters $|\bullet|_F$ and $\eta_{K/F}$ to characters on $H'$ by defining $\tilde{\eta}_{K/F}(x) = \eta_{K/F}(x_1^{-1} x_2)$ and $|x|_F = |x_1^{-1} x_2|_F$ for any $x = (x_1, x_2) \in F^\times \times F^\times$. For any $g \in G'$ and any
real-valued test function \( f \) on \( G' \), we define the orbital integral

\[
(7.1) \quad \text{Orb}_F(g, f, s) := \int_{H' \times H'_{I(g)}} f(h_1^{-1}gh_2) \eta_{K/F}(h_2)|h_1h_2|^s \, dh_1dh_2
\]

as a complex-valued function with \( s \in \mathbb{C} \), where \( I(g) := \{(h_1, h_2) \in H' \times H' : h_1g = gh_2\} \).

Fix an embedding \( K^{\times} \subseteq D_F^\times \) and an element \( \gamma \in D_F^\times \). Denote the invariant polynomial of \( \gamma \in D_F^\times \) by \( P_\gamma \). Let \( g(\gamma) \in G' \) be an element having the same invariant polynomial with \( \gamma \). We assume that \( P_\gamma \) is irreducible and \( P_\gamma(0)P_\gamma(1) \neq 0 \).

Let \( H := \text{GL}_1(K) = K^{\times} \) and \( G := \text{GL}_2(F) \). Let \( H \subseteq G \) be an embedding which restricts to \( O_K^{\times} \subset \text{GL}_2(O_F) \). Denote by \( P_\gamma \) the corresponding invariant polynomial for any \( g \in G \). We fix the non-trivial element \( \sigma \in \text{Gal}(K/F) \), and denote by \( k^\sigma \) the Galois conjugate of \( k \). For any \( m \geq n \geq 0 \), we denote

\[
g_{m,n} := \begin{pmatrix} n^m \\ \pi^n \end{pmatrix}.
\]

Let \( M \) be an integer such that \( M > \text{cond}(g_{m,n}) \).

### 7.2. The linear AFL

Let \( Z_0^\sim = Z_0^\sim(\text{id}, \text{id}) \) be CM cycles on \( \mathcal{M}_0^\sim \) as in Definition \ref{def:2.16}. Recall that \( Z_0^\sim \) is a collection of cycles on each \( \mathcal{M}_0(\mathbb{M}) \) for any integer \( n \). We are interested in its intersection with cycles

\[
Z_0^\sim := \beta_0^M \beta_0^M(\gamma, g_{m,n})^* Z_0^\sim(\text{id}, \text{id})
\]

as constructed in Section \ref{sect:6.2}. In this expression, the symbol \( Z_0^\sim \) is an abbreviation since it depends on the choice of \( \gamma, g_{m,n} \) and \( M \). Recall that we have defined the function

\[
(7.2) \quad f_{R_0g_{m,n}R_0,M}(g) = \begin{cases} \frac{\deg(\mathcal{M}_M \to \mathcal{M}_0)}{\text{Vol}(R_0g_{m,n}R_0)} & \text{if } g \in R_0g_{m,n}R_0 \\ 0 & \text{otherwise} \end{cases}
\]

in \ref{eq:6.11}. For \( h = 1 \), the linear AFL is the following theorem, which we will prove in this section.

**Theorem 7.1.** Let \( f = f_{R_0g_{m,n}R_0,M} \) be the function as described in \ref{eq:7.2}, we have

\[
\chi\left(Z_0^{(0)} \otimes \mathcal{M}_0 Z_0^{(0)}\right) = \pm (2\ln q)^{-1} \frac{d}{ds} \bigg|_{s=0} \text{Orb}_F(g(\gamma), f, s).
\]

*Here the sign is chosen so that the right hand side is non-negative.*

Note that the pair \((\gamma, g_{m,n})\) is not necessarily an equi-height pair. We will show that the conjecture essentially reduces to the case of equi-height pairs with \( n = 0 \). Let

\[
h := \text{Height}(\gamma) - \text{Height}(g_{m,n})
\]

be the difference of the height of the two elements. Recall the map \( \beta_0^M(\gamma, g_{m,n}) : \mathcal{M}_M^\sim \to \mathcal{M}_0^\sim \) restricts to

\[
\beta_0^M(\gamma, g_{m,n}) : \mathcal{M}_M^{(0)} \to \mathcal{M}_0^{(-h)}
\]

as defined in \ref{eq:2.16}, and recall that by using the superscript \((-h)\) on \( Z_0^{(-h)} \) we mean the part of \( Z_0^\sim \) that is located on \( \mathcal{M}_0^{(-h)} \) as described in \ref{eq:2.18}.
Lemma 7.2. If $h$ is an odd integer, then
\[ Z_0^{f(0)} = 0. \]

If $h$ is an even integer, then \((\pi^{-\frac{h}{2}}\gamma, g_{m,n})\) is an equi-height pair, and
\[ Z_0^{f(0)} = \beta_0^M \beta_0^M (\pi^{-\frac{h}{2}}\gamma, g_{m,n}) Z_0^{(0)}. \]

Proof. Note that
\[ Z_0^{f(0)} = \beta_0^M \beta_0^M (\gamma, g_{m,n}) Z_0^{(-h)}. \]
By definition, \(Z_0^{(2i)} \neq 0\) and \(Z_0^{(2i+1)} = 0\) for all \(i \in \mathbb{Z}\). If \(h\) is an odd integer, then we have
\[ Z_0^{(-h)} = 0, \]
which implies that \(Z_0^{f(0)} = 0\).

Suppose \(h\) is an even number. Since
\[ \text{Height}(g_{m,n}) = -h + \text{Height}(\gamma) = \text{Height}(\pi^{-\frac{h}{2}}) + \text{Height}(\gamma) = \text{Height}(\pi^{-\frac{h}{2}}\gamma), \]
we know that \((\pi^{-\frac{h}{2}}\gamma, g_{m,n})\) is an equi-height pair. Furthermore, since
\[ \beta_0^M (\gamma, g_{m,n}) = \beta_0^M (\pi^{-\frac{h}{2}}, \text{id}) \circ \beta_0^M (\pi^{-\frac{h}{2}}\gamma, g_{m,n}) \]
and \(\beta_0^M (\pi^{-\frac{h}{2}}, \text{id}) Z_0^{(-h)} = Z_0^{(0)}\), the cycle \(Z_0^{(0)}\) can be written as
\[ \beta_0^M \beta_0^M (\gamma, g_{m,n})^* Z_0^{(-h)} = \beta_0^M \beta_0^M (\pi^{-\frac{h}{2}}\gamma, g_{m,n})^* Z_0^{(-h)} = \beta_0^M \beta_0^M (\pi^{-\frac{h}{2}}\gamma, g_{m,n}) Z_0^{(0)} \]
as desired. \hfill \Box

Since we are in the equi-height situation now, we are able to apply our intersection formula to
\[ \chi \left( Z_0^{(0)} \otimes_{\mathcal{M}_0} Z_0^{f(0)} \right). \]

Lemma 7.3. If $\text{Height}(\gamma) - m \in 2\mathbb{Z}$, we have
\[ \chi \left( Z_0^{(0)} \otimes_{\mathcal{M}_0} Z_0^{f(0)} \right) = \frac{\zeta_K(1)^2}{\zeta_F(1) \zeta_F(2)} \int_{\text{GL}_2(F)} f_{R_0 g_{m,n} R_0, M}(g) \left| \text{Res}(P_\gamma, P_g) \right|_F^{-1} \, dg. \]

If $\text{Height}(\gamma) - m \in 2\mathbb{Z} + 1$, we have
\[ \chi \left( Z_0^{(0)} \otimes_{\mathcal{M}_0} Z_0^{f(0)} \right) = 0. \]

Proof. If $\text{Height}(\gamma) - \text{Height}(g_{m,n})$ is odd then \(Z_0^{f(0)} = 0\). Therefore \(\chi \left( Z_0^{(0)} \otimes_{\mathcal{M}_0} Z_0^{f(0)} \right) = 0. \)

If $h = \text{Height}(\gamma) - \text{Height}(g_{m,n})$ is even, then by Lemma 7.2 we have
\[ \chi \left( Z_0^{(0)} \otimes_{\mathcal{M}_0} Z_0^{f(0)} \right) = \chi \left( Z_0^{(0)} \otimes_{\mathcal{M}_0} \beta_0^M \beta_0^M (\pi^{-\frac{h}{2}}\gamma, g_{m,n})^* Z_0^{(0)} \right). \]

By Theorem 6.9 we have
\[ \chi \left( Z_0^{(0)} \otimes_{\mathcal{M}_0} Z_0^{f(0)} \right) = \frac{\zeta_K(1)^2}{\zeta_F(1) \zeta_F(2)} \int_{\text{GL}_2(F)} f_{R_0 g_{m,n} R_0, M}(g) \left| \text{Res}(P_{\pi^{-\frac{h}{2}}\gamma}, P_g) \right|_F^{-1} \, dg. \]

Therefore the lemma follows from the fact that \(P_{\pi^{-\frac{h}{2}}\gamma} = P_\gamma\) by Corollary 5.17. \hfill \Box
Furthermore, it is easy to see that
\[ f_{R_0g_{m,n}R_0,M}(g) = f_{R_0g_{m,n,0}R_0,M}(\pi^{-n}g) \]
by (6.11). Since \( P_{\pi^{-n}g} = P_g \) by Corollary 5.17 we have
\[ \int_{\text{GL}_2(F)} f_{R_0g_{m,n}R_0,M}(g) \left| \text{Res}(P_\gamma, P_g) \right|^{-1}_F \, dg = \int_{\text{GL}_2(F)} f_{R_0g_{m,n,0}R_0,M}(\pi^{-n}g) \left| \text{Res}(P_\gamma, P_{\pi^{-n}g}) \right|^{-1}_F \, dg. \]
By replacing \( g \mapsto \pi^n g \), the integral can be simplified to
\[ \int_{\text{GL}_2(F)} f_{R_0g_{m,n,0}R_0,M}(g) \left| \text{Res}(P_\gamma, P_g) \right|^{-1}_F \, dg, \]
which implies that the intersection number only depends on \( m - n \).

The similar phenomenon also happens on the orbital integral side. Since \( |\pi^n h'|_F = |(\pi^n x_1)^{-1}(\pi^n x_2)|_F = |x_1^{-1}x_2| = |h'|_F \) for any \( h' = (x_1, x_2) \in H' \), we have
\[
\int_{\mu' \times H'} f_{R_0g_{m,n}R_0,M} \left( h_1^{-1}gh_2 \right) \eta_{K/F}(h_2) |h_1h_2|^s_F \, dh_1 dh_2
\]
\[
= \int_{\mu' \times H'} f_{R_0g_{m,n,0}R_0,M} \left( (\pi^m h_1)^{-1}gh_2 \right) \eta_{K/F}(h_2) |(\pi^m h_1)h_2|^s_F \, dh_1 dh_2
\]
\[
= \int_{\mu' \times H'} f_{R_0g_{m,n,0}R_0,M} \left( h_1^{-1}gh_2 \right) \eta_{K/F}(h_2) |h_1h_2|^s_F \, dh_1 dh_2.
\]
This implies that we only need to prove the linear AFL for \( f(x) = f_{R_0g_{m,0}R_0,M} \). Since Height\((g_{m,0}) = m\), we have
\[ h = \text{Height}(\gamma) - \text{Height}(g_{m,0}) = \text{Height}(\gamma) - m. \]
The intersection number is given by Lemma 7.2 when \( h \) is even. The intersection number is 0 when \( h \) is odd by Lemma 7.2. To simplify our notations, let
\[ T_{m,0}(g) := \begin{cases} 1 & \text{if } g \in R_0g_{m,0}R_0; \\ 0 & \text{otherwise}. \end{cases} \]
Since \( f_{R_0g_{m,0}R_0,M} \) is a scalar multiple of \( T_{m,0} \), the theorem reduces to the following theorem.

**Theorem 7.4.** Suppose \( P_\gamma(x) \) is the invariant polynomial of \( g(\gamma) \) and \( P_\gamma(0)P_\gamma(1) \neq 0 \). For any \( m \), if Height\((\gamma) - m \in 2\Z\), then we have
\[ (7.3) \quad \pm (2 \ln q)^{-1} \left. \frac{d}{ds} \right|_{s=0} \text{Orb}_F(g(\gamma), T_{m,0}, s) = \frac{\zeta_K(1)^2}{\zeta_F(1)^2} \int_{\text{GL}_2(F)} T_{m,0}(g) \left| \text{Res}(P_\gamma, P_g) \right|^{-1}_F \, dg. \]
Otherwise, if Height\((\gamma) - m \in 2\Z + 1\), then the left hand side of the above equation is 0. Here the sign is chosen so that the left hand side is non-negative.

Call the left hand side of this identity the analytic side, and the right hand side the geometric side. For any two sets \( A \) and \( B \), by \( A - B \) we mean the subset of \( A \) consisting of all elements that is not in \( B \). Note that
\[ (7.4) \quad T_{m,0}(g) = 1 \iff \det g \in \pi^m \mathcal{O}_F^\times \text{ and } g \in M_2(\mathcal{O}_F) - \pi M_2(\mathcal{O}_F). \]
7.3. Matching orbits. Fix the decomposition $\gamma = \gamma_+ + \gamma_-$ according to the embedding $K \subset D_F$ such that $\gamma_+ k = k \gamma_+$ and $\gamma_- k = k^\sigma \gamma_-$ for all $k \in K$. Note that when $h = 1$, $D_F$ is a quaternion algebra over $\mathbb{F}$. Let $\nu_D(\bullet)$, $\nu_K(\bullet)$ and $\nu_F(\bullet)$ be normalized valuations on $D_F$, $K$ and $F$. It is well-known that $\nu_F(x) = 2\nu_F(x) = 2\nu_K(x)$ for any $x \in F \subset K \subset D_F$. Since $P_\gamma$ is irreducible and $P_\gamma(1)P_\gamma(0) \neq 0$, there exists an element $c \in F$ such that $c \neq 0$, 1 and $P_\gamma(X) = X - (1 - c)^{-1}$. Note that $P_\gamma$ is the characteristic polynomial of $\gamma_+ (\gamma_+ + \gamma_-)^{-1} \gamma_+ (\gamma_+ - \gamma_-)^{-1}$ as an element in $K$. Therefore,

$$\gamma_+ (\gamma_+ + \gamma_-)^{-1} \gamma_+ (\gamma_+ - \gamma_-)^{-1} = (1 - c)^{-1} \in F^\times,$$

in particular, we have $\gamma_+ \neq 0$. Note that this element can also be written as

$$\gamma_+ (\gamma_+ + \gamma_-)^{-1} \gamma_+ (\gamma_+ - \gamma_-)^{-1} = (1 - \gamma_+^{-1} \gamma_+^{-1} \gamma_-^{-1})^{-1},$$

which implies that $\gamma_+^{-1} \gamma_+^{-1} \gamma_- = c$.

Lemma 7.5. If $\gamma \in D_F^\times$ such that $\gamma x = x^\sigma \gamma$ for any $x \in K$, then $\nu_D(\gamma)$ is an odd integer.

Proof. Since $\gamma x = x^\sigma \gamma$ for any $x \in K$, one sees that $\gamma^2$ commutes with all elements in $K$, which implies $\gamma^2 \in K$. Since $\gamma x = x^\sigma \gamma$ for any $x \in K$, one sees that $\gamma(\gamma^2) = (\gamma^2)^\sigma \gamma$, which implies $\gamma(\gamma^2) = (\gamma^2)^\sigma$ and therefore $\gamma^2 \in F$. Assume, for the sake of contradiction, that $\nu_D(\gamma)$ is even. Then $\nu_F(\gamma^2) = \frac{1}{2} \nu_D(\gamma^2) = \nu_D(\gamma)$ is also an even integer. Since the norm subgroup of the unramified extension $K/F$ is $\pi^{2\mathbb{Z}} \cdot \mathcal{O}_K^\times$, there exists some element $y \in K$ such that $\gamma^2 = yy^\sigma$. Since $\gamma y = y^\sigma \gamma$, we have

$$(\gamma + y^\sigma)(\gamma - y) = \gamma^2 - yy^\sigma = 0.$$ 

Since $D_F$ is a division algebra, we have either $\gamma = y$ or $\gamma = -y^\sigma$, which contradicts the assumption that $\gamma x = x^\sigma \gamma$ for any $x \in K$. 

Note that $c = (\gamma_+^{-1} \gamma_-)^2$, and that $\gamma_+^{-1} \gamma_- k = k^\sigma \gamma_+^{-1} \gamma_-$ for any $k \in K$. We have $\nu_F(c) \in 2\mathbb{Z} + 1$. Similarly, we have $\nu_D(\gamma_-) \in 2\mathbb{Z} + 1$. Hence $\nu_D(\gamma_-) \in 2\mathbb{Z} + 1$. Hence $\nu_D(\gamma_-) \in 2\mathbb{Z} + 1$. Therefore $\nu_D(\gamma) = \nu_D(\gamma_+ + \gamma_-) = \min\{\nu_D(\gamma_+), \nu_D(\gamma_-)\}$. Moreover,

$$\nu_D(\gamma) \in 2\mathbb{Z} \iff \nu_D(\gamma_+) > \nu_D(\gamma_-) \iff \nu_F(c) > 0,$$

(7.5)

$$\nu_D(\gamma) \in 2\mathbb{Z} + 1 \iff \nu_D(\gamma_+) < \nu_D(\gamma_-) \iff \nu_F(c) < 0.$$

7.4. The calculation for the analytic side. Recall that $H' \subset G' \cong \text{GL}_2(\mathbb{F})$ is the subgroup of diagonal matrices. For any $g \in G'$, the decomposition $g = g_+ + g_-$ gives a diagonal matrix $g_+$ and a matrix $g_-$ with zero entries on the diagonal.

Note that $g(\gamma)$ is an element with invariant polynomial $P_\gamma(X) = X - (1 - c)^{-1}$. Since $c \neq 1$ or 0, we know $(g(\gamma)^{-1} g(\gamma)^{-2} = c$. Since the diagonal entries of $g(\gamma)^{-1} g(\gamma)^{-2}$ are 0, there exists a diagonal matrix $\tilde{h}$ such that

$$\tilde{h}^{-1} g(\gamma)^{-1} g(\gamma)^{-1} \tilde{h} = \begin{pmatrix} 0 & c \\ 1 & 0 \end{pmatrix}.$$ 

Therefore

$$\left( \tilde{h}^{-1} g(\gamma)^{-1} \right) \cdot g(\gamma) \cdot \tilde{h} = \begin{pmatrix} 1 & c \\ 1 & 1 \end{pmatrix}.$$ 

Since $g(\gamma)_+ \in H'$ and $\tilde{h} \in H'$, we have $\tilde{h}^{-1} g(\gamma)^{-1} \tilde{h} = H'$ and $\tilde{h} \in H'$. Since replacing $g(\gamma)$ by $\tilde{h} g(\gamma) \tilde{h}''$ does not change the absolute value of the orbital integral (7.1) for any $h', h'' \in H'$, we
can assume
\[ g(\gamma) := \begin{pmatrix} 1 & c \\ 1 & 1 \end{pmatrix} \in G'. \]

Let \( k \) be the integer such that \( v_F(c) = 2k + 1 \). Indeed, the invariant polynomial of \( g(\gamma) \) is \( P_1(X) = X - (1 - c)^{-1} \).

**Proposition 7.6.** Let \( M = m - \min\{0, v_F(c)\} \). We have
\[
(1 + q^{2s}) \text{Orb}_F(g(\gamma), T_{m,0}, s) = \begin{cases} 
0 & \text{if } M \notin 2\mathbb{Z} + 1; \\
-(1 - q^{-2s}) (q^{-M} + q^{(M+4k-2)s}) & \text{if } M \in 2\mathbb{Z} \setminus \{0\}; \\
-q^{2v_F(c)s} + q^{-2s} & \text{if } M = 0.
\end{cases}
\]

**Proof.** Recall the definition of \( \text{Orb}_F(g(\gamma), T_{m,0}, s) \) in (7.1). Note that \( I(g) \cong F^\times \) is the set of scalar matrices, which embeds diagonally in \( H' \times H' \cong (F^\times \times F^\times) \times (F^\times \times F^\times) \). Therefore \( H' \times H'/I(g) \cong F^\times \times F^\times \times F^\times \), with its Haar measure normalized by \( \mathcal{O}_F^\times \times \mathcal{O}_F^\times \times \mathcal{O}_F^\times \). Then, the orbital integral \( \text{Orb}_F(g(\gamma), T_{m,0}, s) \) equals
\[
\int_{F^\times \times F^\times \times F^\times} T_{m,0} \left( \begin{pmatrix} a & c \\ b & d \end{pmatrix} \right) (\eta_{K/F}(d)|a^{-1}bd|_F^{-s}da^x db^x dd^x).
\]

Letting \( x := v_F(a), y := v_F(b) \) and \( z := v_F(d) \), we rewrite the above integral into
\[
\text{Orb}_F(g(\gamma), T_{m,0}, s) = \int_{F^\times \times F^\times \times F^\times} T_{m,0} \left( \begin{pmatrix} ad & ac \\ bd & b \end{pmatrix} \right) (-1)^z q^{(y+z-x)s}da^x db^x dd^x,
\]
which equals
\[
\sum_{x,y,z \in \mathbb{Z}} \int_{\pi^x \mathcal{O}_F^\times \times \pi^y \mathcal{O}_F^\times \times \pi^z \mathcal{O}_F^\times} T_{m,0} \left( \begin{pmatrix} ad & ac \\ bd & b \end{pmatrix} \right) (-1)^z q^{(y+z-x)s}da^x db^x dd^x.
\]
Furthermore let \( w := v_F(\det(g(\gamma))) = v_F(1 - c) \). Since \( v_F(c) = 2k + 1 \neq 0 \), we have \( w = \min\{0, 2k + 1\} \). Then \( M = m - w \). Note that each summand is either \((-1)^z q^{(y+z-x)s}\) or 0, where it is non-zero if and only if
\[
T_{m,0} \left( \begin{pmatrix} ad & ac \\ bd & b \end{pmatrix} \right) = 1,
\]
which, by (7.4), is equivalent to
\[
x + y + z = M \quad \text{and} \quad \min\{x + z, x + (2k + 1), y + z, y\} = 0.
\]
Replacing \( z \) by \( M - x - y \), this restriction can be simplified to
\[
z = M - x - y \quad \text{and} \quad \min\{M - y, x + (2k + 1), M - x, y\} = 0.
\]
Let \( S_{M,k} = \{(x,y) : \min\{M - y, x + (2k + 1), M - x, y\} = 0\} \). Then we have
\[
\text{Orb}_F(g(\gamma), T_{m,0}, s) = \sum_{(x,y) \in S_{M,k}} (-1)^{M-x-y} q^{(M-2x)s}.
\]
From now on, we will discuss the orbital integral in two cases depending on the parity of \( M \).

Let us start with the case of \( M \in 2\mathbb{Z} + 1 \). Since the set \( S_{M,k} \) is invariant under the replacement \( y \mapsto M - y \), we have
\[
\sum_{(x,y) \in S_{M,k}} (-1)^{M-x-y} q^{(M-2x)s} = \sum_{(x,y) \in S_{M,k}} (-1)^{y-x} q^{(M-2x)s} = - \sum_{(x,y) \in S_{M,k}} (-1)^{M-x-y} q^{(M-2x)s},
\]
\[58\]
which implies \( \text{Orb}_F(g(\gamma), T_{m,0}, s) = 0 \).

In the case of \( M \in 2\mathbb{Z} \), we decompose \( S_{M,k} \) into the following subsets
\[
S_{M,k} = \left\{ (-2k+1, y) : 0 \leq y < M \right\} \cup \left\{ (M, y) : 0 < y \leq M \right\}
\cup \left\{ (x, 0) : -(2k+1) < x \leq M \right\} \cup \left\{ (x, M) : -(2k+1) \leq x < M \right\}.
\]

It suffices to calculate (7.8) by each component. For the first two components \( \left\{ (-2k+1, y) : 0 \leq y < M \right\} \) and \( \left\{ (M, y) : 0 < y \leq M \right\} \), since \( M \) is even, we have
\[
\sum_{y=1}^{M} (-1)^{M-y} q^{(M-2x)s} = 0 = \sum_{y=0}^{M-1} (-1)^{M-y} q^{(M-2x)s}.
\]

Therefore,
\[
\text{Orb}_F(g(\gamma), T_{m,0}, s) = \sum_{x=-2k}^{M} (-1)^{M-x} q^{(M-2x)s} + \sum_{x=-2k-1}^{M-1} (-1)^{-x} q^{(M-2x)s},
\]

which equals
\[
\frac{q^{(M+4k)s} + q^{(-M-2)s}}{1 + q^{-2s}} + \frac{-q^{(M+4k+2)s} - q^{-Ms}}{1 + q^{-2s}} = -\left(1 - q^{-2s}\right)\left(q^{-Ms} + q^{(M+4k+2)s}\right)\frac{1}{1 + q^{-2s}}.
\]

Suppose \( M = 0 \). We have
\[
S_{0,k} = \left\{ (x, 0) : -(2k+1) \leq x \leq 0 \right\}.
\]

Therefore
\[
\text{Orb}_F(g(\gamma), T_{m,0}, s) = \sum_{x=-(2k+1)}^{0} (-1)^{-x} q^{-2xs} = -\frac{q^{(4k+2)s} + q^{-2s}}{1 + q^{2s}}.
\]

Combining all previous cases, we complete the proof of the proposition. \( \square \)

**Proof of Theorem 7.4 in the case that** \( m - \text{Height}(\gamma) \in 2\mathbb{Z} + 1 \). Note that \( \text{Height}(\gamma) = v_D(\gamma) \).

By (7.5), \( v_D(\gamma) - \min\{v_F(c), 0\} \in 2\mathbb{Z} \). This implies that
\[
m - \min\{0, v_F(c)\} \in 2\mathbb{Z} + 1 \iff m - \text{Height}(\gamma) \in 2\mathbb{Z} + 1.
\]

In this case, by Proposition 7.6, the orbital integral is constantly zero as desired. \( \square \)

We consider the remaining cases. Note that \( m - \text{Height}(\gamma) \in 2\mathbb{Z} \) implies that
\[
m - \min\{0, v_F(c)\} \in 2\mathbb{Z} \iff m \in 2\mathbb{Z} \text{ and } v_F(c) > 0, \text{ or } m \in 2\mathbb{Z} + 1 \text{ and } v_F(c) < 0.
\]

Therefore, when \( m \in 2\mathbb{Z} \setminus \{0\} \) and \( v_F(c) > 0 \), or when \( m \in 2\mathbb{Z} + 1 \) and \( v_F(c) < 0 \), we have
\[
(7.9) \quad -\frac{1}{2 \ln q} \left. \frac{d}{ds} \right|_{s=0} \text{Orb}_F(g(\gamma), T_{m,0}, s) = 1;
\]

when \( m = 0 \) and \( v_F(c) > 0 \), we have
\[
(7.10) \quad -\frac{1}{2 \ln q} \left. \frac{d}{ds} \right|_{s=0} \text{Orb}_F(g(\gamma), T_{m,0}, s) = \frac{v_F(c) + 1}{2}.
\]
7.5. The calculation for the geometric side. In this subsection, we calculate the geometric side of (7.1) in cases of (7.9) and (7.10) respectively.

Recall that $H := \GL_1(K) = K^\times$ and $G := \GL_2(F)$ are algebraic groups over $F$. Fix an embedding $H \subset G$ that restricts to $\OO_K^\times \subset \GL_2(\OO_F)$. Let $0_2$ be the zero matrix in $\Mat_{2 \times 2}(F)$. Note that 

$$(H \cap \Mat_{2 \times 2}(\OO_F)) \cup \{0_2\} \cong \OO_K.$$

By abuse of notation, we also denote $(H \cap \Mat_{2 \times 2}(\OO_F)) \cup \{0_2\}$ by $\OO_K$ if no confusion can arise. Fix the decomposition $g = g_+ + g_-$ according to the embedding $H \subset G$ such that $g_+ k = kg_+$ and $g_- k = k^\sigma g_-$ for all $k \in H \subset G$. Let 

$$P_g(X) = X - b$$

be the invariant polynomial of $g$. Note that $b \in F$ and $b = g_+(g_+ - g_-)^{-1} g_+ (g_+ + g_-)^{-1}$. Therefore as an element in $\GL_2(F)$ we have $\det_F(b) = b^2$. On the other hand, by (5.20), we have $\det(b) = \det(g_+)^2 \det(g)^{-2}$, which implies that 

$$(7.11) \quad b = g_+(g_+ - g_-)^{-1} g_+ (g_+ + g_-)^{-1} = \pm (g_+ g_+^\sigma) \det(g)^{-1} \in F.$$ 

Note that $\zeta_K(s) = (1 - q^{-2s})^{-1}$ and $\zeta_F(s) = (1 - q^{-s})^{-1}$. Recall that $P_g(X) = X - (1 - c)^{-1}$. We have $\Res(P_\gamma, P_\delta) = (1 - c)^{-1} - b$. Therefore the geometric side of (7.3) equals 

$$(7.12) \quad \frac{1}{1 + q^{-1}} \int_{\GL_2(F)} T_{m, 0}(g) \left|(1 - c)^{-1} - b\right|_F^{-1} \, dg.$$ 

Lemma 7.7. If $T_{m, 0}(g) = 1$, then $g_+, g_- \in \Mat_{2 \times 2}(\OO_F)$. Furthermore, if $m > 0$, then $g_+ \in \OO_K^\times$.

Proof. By definition (7.4), $T_{m, 0}(g) = 1$ implies that $g \in \Mat_{2 \times 2}(F)$ and $g \not\equiv 0$ modulo $\pi$. Let $\mu \in \OO_K^\times$ be an element such that $\mu^\sigma = -\mu$. We have $2\mu \cdot g_+ = \mu g + \mu \mu$ and $2\mu \cdot g_- = \mu g - \mu \mu$, which implies $g_+, g_- \in \Mat_{2 \times 2}(\OO_F)$. Suppose $m > 0$, and suppose for the sake of contradiction that $g_+ \in \pi \OO_K$. Then $g_+ \equiv 0$ modulo $\pi$, which implies that $g_- = g - g_+ \not\equiv 0$ modulo $\pi$. Note that there is an element $\sigma \in \GL_2(\OO_F)$ such that $\sigma \ll k \sigma^{-1} = k^\sigma$. Then $\sigma \cdot g_- \in K$, which implies $\sigma \cdot g_- \in \OO_K^\times \subset \GL_2(\OO_F)$. Therefore $g = g_+ + g_- \in \GL_2(\OO_F)$, which contradicts to $T_{m, 0}(g) = 1$ since $m > 0$.  

7.5.1. Case 1: $m > 0$. By Lemma 7.7 and (7.11), one sees that $T_{m, 0}(g) = 1$ implies $|b|_F = |\deg(g)^{-1}|_F = q^m > 1$. Recall that $\nu_F(c)$ is an odd integer, and, in particular, $\nu_F(c) \not\equiv 0$, which implies that $(1 - c)^{-1} \in \OO_F$. Therefore $|(1 - c)^{-1} - b|_F = q^m$, which implies that the equation (7.12) equals 

$$\frac{1}{1 + q^{-1}} \int_{\GL_2(F)} T_{m, 0}(g) q^{-m} \, dg.$$ 

Note that under the Haar measure $dg$ normalized by $\GL_2(\OO_F)$, we have 

$$\text{Vol} \left( \GL_2(\OO_F) \left( \frac{1}{\pi^m} \right) \GL_2(\OO_F) \right) = (1 + q^{-1}) q^m,$$

which implies that the equation (7.12) equals 1 as desired. Comparing this result with (7.9), we complete the proof of the linear AFL for the case of $m > 0$.  

60
7.5.2. Case 2: $m = 0$. In this case, we only need to prove the formula for $v_F(c) > 0$. Since the volume of the subset $\{g \in G : g_+ = 0\}$ is zero, we may assume that $g_+$ is invertible for integration purposes. Recall $P_\gamma(X) = X - (1 - c)^{-1}$, and $P_g(X) = X - (1 - g_+^{-1}g_+^{-1}g_-^{-1})$. We have

$$\text{Res}(P_\gamma, P_g) = \frac{c - g_+^{-1}g_+^{-1}g_-^{-1}}{(1 - c)(1 - g_+^{-1}g_+^{-1}g_-^{-1})}.$$ 

If $g \in \GL_2(\mathcal{O}_F)$, by (7.11), we have $|1 - g_+^{-1}g_+^{-1}g_-^{-1}|_F = |g_+g_-^\sigma|_F$. Since $g_+g_-^\sigma = (g_+^{1})^{g_-}$, we have $g_+^{-1}g_+^{-1}g_+ = g_+^{-1}(g_+^{1})^{g_-}g_-$. Note that $v_F(c) > 0$ implies $|1 - c|_F = 1$. Therefore,

$$|\text{Res}(P_\gamma, P_g)|_F = |g_+g_-^\sigma - c - g_-^2|_F.$$ 

Note that the embedding $\mathcal{O}_K^\times \subset \GL_2(\mathcal{O}_F)$ gives rise to an $\mathcal{O}_K$-action on $\mathcal{O}_F^2$, which induces an isomorphism $\mathcal{O}_F^2 \to \mathcal{O}_K$. The non-trivial Galois conjugation of $\mathcal{O}_K$ corresponds to an element $\sigma \in \GL_2(\mathcal{O}_F)$ such that $\sigma k = k^\sigma \sigma$ for any $k \in H$. Therefore, for any $g \in \GL_2(\mathcal{O}_F)$, there exists $k_1, k_2 \in H$ such that $g = k_1, g = k_2 \sigma$.

For any $n \geq 1$, let

$$\Omega_n := \{g = k_1 + k_2 \sigma \in \GL_2(\mathcal{O}_F) : k_2 \in \pi^n \mathcal{O}_K\}.$$ 

Recall the decomposition (5.19). In particular, we have $\pi^n \Mat_{2 \times 2}(\mathcal{O}_F) = \pi^n \mathcal{O}_K \oplus \pi^n \sigma \mathcal{O}_K$ for any $n \geq 1$, which implies that $\Omega_n = \mathcal{O}_K^\times + \pi^n \Mat_{2 \times 2}(\mathcal{O}_F)$.

Under the normalized Haar measure of $\GL_2(\mathcal{O}_F)$, the volume of $\Omega_n$ is

$$\Vol(\Omega_n) = \frac{\#(\mathcal{O}/\pi^n)^\times}{\#(\GL_2(\mathcal{O}/\pi^n))} = \frac{q^{-2n}}{1 - q^{-1}}.$$ 

Therefore, note that $g_+ + g_-^\sigma c - g_-^2 \in \mathcal{O}_F^\times$ for any $g \notin \Omega_1$, we have

$$\int_{\GL_2(\mathcal{O}_F) - \Omega_1} |\text{Res}(P_\gamma, P_g)|_F^{-1} \, dg = \int_{\GL_2(\mathcal{O}_F) - \Omega_1} \, dg = \Vol(\GL_2(\mathcal{O}_F)) - \Vol(\Omega_1) = 1 - \frac{q^{-2}}{1 - q^{-1}}.$$ 

For any $1 \leq 2n < v_F(c)$, we have $|g_+ + g_-^\sigma c - g_-^2|_F = |g_-^2|_F = q^{-2n}$ for any $g \in \Omega_n - \Omega_{n+1}$, which implies that

$$\int_{\Omega_n - \Omega_{n+1}} |\text{Res}(P_\gamma, P_g)|_F^{-1} \, dg = \int_{\Omega_n - \Omega_{n+1}} |g_-^2|_F^{-1} \, dg = q^{2n} (\Vol(\Omega_n) - \Vol(\Omega_{n+1})) = 1 + q^{-1}.$$ 

For $2n = v_F(c) + 1$, we have $|g_+ + g_-^\sigma c - g_-^2|_F = |c|_F = q^{-v_F(c)}$ for any $g \in \Omega_n$, which implies that

$$\int_{\Omega_n} |\text{Res}(P_\gamma, P_g)|_F^{-1} \, dg = \int_{\Omega_n} |c|_F^{-1} = q^{v_F(c)} \Vol(\Omega_n) = \frac{q^{v_F(c)-2n}}{1 - q^{-1}} = \frac{q^{-1}}{1 - q^{-1}}.$$ 

Combining preceding equations, we have

$$\int_{\GL_2(\mathcal{O}_F)} |\text{Res}(P_\gamma, P_g)|_F^{-1} \, dg = 1 - \frac{q^{-2}}{1 - q^{-1}} + \sum_{n=1}^{v_F(c)} (1 + q^{-1}) + \frac{q^{-1}}{1 - q^{-1}} = \frac{(1 + q^{-1})(v_F(c) + 1)}{2},$$ 

which proves that

$$\frac{1}{1 + q^{-1}} \int_{\GL_2(\mathcal{O}_F)} |\text{Res}(P_\gamma, P_g)|_F^{-1} \, dg = \frac{v_F(c) + 1}{2}.$$
as desired. Therefore we proved the linear AFL for the case of \( m = 0 \). Combining all cases, we complete the proof of the linear AFL for \( h = 1 \).
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