ABSTRACT

Particle physics experiments use likelihood ratio tests extensively to compare hypotheses and to construct confidence intervals. Often, the null distribution of the likelihood ratio test statistic is approximated by a \( \chi^2 \) distribution, following a theorem due to Wilks. However, many circumstances relevant to modern experiments can cause this theorem to fail. In this paper, we review how to identify these situations and construct valid inference.

Key points

Necessary conditions for the Likelihood Ratio Test to be approximated \( \chi^2 \) include the following.

- The sample size must be sufficiently large. If not, higher-order asymptotic results exist or one can rely on Monte Carlo simulations.
- The true values of the parameters must lie in the interior of the parameter space. If not, both asymptotic results and simulations must be adjusted accordingly.
- The parameters must be identifiable. If not, lookelsewhere effect correction methods can be of help to address this problem.
- The models under comparison must be nested. If not, one can construct a comprehensive model which includes the models considered as special cases.
- The models under comparison must be specified correctly. If not, adding nuisance parameters can be of help, otherwise one must rely on nonparametric methods.

1 Introduction

Modern particle physics employs elaborate statistical methods to enhance the physics reach of expensive experiments and large collaborations. The field’s standard for reporting results is frequentist hypothesis testing. At its heart, this is a two-step recipe for distinguishing a null hypothesis \( H_0 \) (e.g. the standard model) from a more general case \( H_1 \) (e.g. the standard model with a new particle):

**Frequentist hypothesis testing**

1. Summarize the data collected by the experiment with a test statistic \( T \) whose absolute value is smaller under \( H_0 \) than it is under \( H_1 \).
2. Compute a p-value, i.e., the probability that \( T \) is larger than its observed value when \( H_0 \) is true. \( H_0 \) is rejected if the p-value is below some threshold \( \alpha \) (e.g. \( 2.9 \times 10^{-7} \), corresponding to a 5\( \sigma \) significance level).

Commonly, \( H_0 \) differs from \( H_1 \) for some fixed values of the parameter(s) of interest which we denote by \( \mu \), i.e.,

\[
H_0 : \mu = \mu_0 \quad \text{versus} \quad H_1 : \mu > \mu_0 \quad \text{(or} \quad \mu \neq \mu_0 \text{)}. \quad (1)
\]

The model under study may also be characterized by a set of nuisance parameter(s), namely \( \theta \), whose value is not of direct interest for the test being conducted, but it still needs to be estimated under both hypotheses. For example, in a search for a new physics, \( \mu \) may correspond to the rate or cross-section of signal events and \( \theta \) could include detector efficiencies or uncertain background rates. To assess the presence of the signal we test

The first step of hypothesis testing requires the specification of a test statistic \( T \). Among the wide variety of testing procedures available in statistical literature, a popular choice is the profile (or generalized) Likelihood Ratio Test (LRT), due to its statistical power$^{1,2}$ and simple implementation. The LRT has been used in several seminal studies in particle physics, from the discovery of the Higgs boson$^{3,4}$ and measurements of the neutrino properties$^5$ to direct$^{6-8}$ and indirect$^9,10$ searches for dark matter.

Given a likelihood function, \( L \), that measures the probability of the observed data for a given value of the parameters \( \mu \) and
\( \theta \), the LRT is defined as

\[
T = -2 \log \frac{L(\mu_0, \hat{\theta}_0)}{L(\hat{\mu}, \theta)}.
\]

(2)

Here \( \mu_0 \) is the value of \( \mu \) specified under the null hypothesis in (1), whereas \( \hat{\theta}_0 \) is the best-fit of the nuisance parameter under \( H_0 \), i.e., the value of \( \theta \) that maximize \( L \) given that \( \mu = \mu_0 \). Similarly, \( \hat{\mu} \) and \( \theta \) are the best-fit parameters under \( H_1 \). In the new physics signal search example, \( \mu_0 = 0 \) (i.e., the only value of \( \mu \) allowed under the null hypothesis zero); it follows that \( T \) is zero if \( \hat{\mu} = 0 \), and it is positive otherwise.

The second step of hypothesis testing is to quantify the evidence in favor of \( H_1 \) by means of a p-value, i.e., the probability that, when the null hypothesis is true, \( T \) is much larger than its value observed on the data. Finally, \( H_0 \) is excluded if the p-value if smaller than the predetermined probability of false discovery \( \alpha \).

An equivalent statement on the validity of \( H_0 \) can be made by constructing a confidence interval for \( \mu \). The latter corresponds to the set of possible values \( \mu_0 \) for which the probability that \( T \) is smaller or equal than its value observed is \( 1 - \alpha \). An experiment can exclude a certain value \( \mu_0 \) at a confidence level (or coverage) \( 1 - \alpha \) if such value is not contained in the confidence interval.

Both test of hypothesis and confidence intervals rely on the distribution of \( T \) under \( H_0 \). A famous result from Wilks\(^{11} \) states that the null distribution of the LRT in (2) is approximately \( \chi^2 \) distributed if sufficient data is acquired, provided some regularity conditions are met. These same results provide the underpinning for the common \( \chi^2 \) fitting and goodness-of-fit computations. Therefore, they are subject to the same regularity conditions, which, if incorrectly assumed, can yield to invalid claims of exclusions or discoveries.

In this paper, we present a set of necessary conditions for Wilks’ theorem to hold using language and examples familiar to particle physicists. Furthermore, when they fail, we give recommendations on when extensions of Wilks’ result apply.

Generally speaking, a viable alternative when Wilks or similar results fail to hold is to estimate the null distribution of \( T \) by Monte Carlo or toy simulations, i.e., simulating many datasets under \( H_0 \), and computing \( T \) for each. However, as discussed in Sections 3.2 and 4, besides the computational burden, additional complications may arise and consistency of the numerical solution is not guaranteed.

2 Wilks’ theorem and conditions

Wilks’ theorem\(^{11} \) can be stated as follows:

**Theorem** (Wilks, 1938). Under suitable regularity conditions, when \( H_0 \) in (1) is true, the distribution of \( T \) converges to \( \chi^2_m \).

Here \( \chi^2_m \) is a chi-squared random variable with degrees of freedom \( m \) equal to the number of parameters in \( \mu \). Instructions on constructing confidence regions and tests based on Wilks’ theorem can be found elsewhere\(^{12} \); here, we focus on the conditions needed for this theorem to apply. A formal statement of the regularity conditions required by Wilks can be found in\(^{13} \) and\(^{14} \), but five necessary conditions cover most practical cases:

| Necessary conditions for Wilks’ theorem |
|----------------------------------------|
| **ASYMPOTIC**: Sufficient data is observed. |
| **INTERIOR**: Only values of \( \mu \) and \( \theta \) which are far from the boundaries of their parameter space are admitted. |
| **IDENTIFIABLE**: Different values of the parameters specify distinct models. |
| **NESTED**: \( H_0 \) is a limiting case of \( H_1 \), e.g. with some parameter fixed to a sub-range of the entire parameter space. |
| **CORRECT**: The true model is specified either under \( H_0 \) or under \( H_1 \). |

To illustrate these conditions, we consider an experiment that measured \( N \) particles with energies \( E^{(i)} \), with \( i \in \{1, 2, \ldots, N\} \), and the interest is in the mean number \( \mu \) of signal events on top of an expected background of \( \beta \) expected events. The signal’s energies are assumed to follow a Gaussian distribution with mean \( \gamma \) and standard deviation \( 1 \), while the background distribution \( B \) is polynomial, i.e. \( B(E) = k(\phi_0 + \phi_1 E + \phi_2 E^2 + \ldots) \), with \( k \) a normalization constant.
For an (extended) unbinned analysis, the likelihood function is:

\[
L = \frac{1}{\mu + \beta} \text{Poisson}(N|\mu + \beta) \prod_{i=1}^{N} \left[ \beta B(E_i) + \mu \text{Gauss}(E_i - \gamma) \right].
\] (3)

Here, Poisson\((N|\mu + \beta)\) is the probability mass function of the Poisson distribution with mean \(\mu + \beta\), and Gauss the probability density function of a standard normal. For a discovery test, \(H_0\) typically specifies as \(\mu = 0\) and \(H_1\) is either \(\mu > 0\) (when only positive signals are allowed) or \(\mu \neq 0\) (as in some neutrino oscillation experiments). Finally, we consider as nuisance parameters collected in \(\theta\) the set \((\beta, \gamma, \phi_0, \phi_1, \ldots)\).

We can now describe each of the conditions necessary for Wilks to hold.

- Technically, ASYMPTOTICITY requires \(N \to \infty\). We will consider practical requirements in the next section.
- The true values of the both the parameters of interest and the nuisance parameters are in the INTERIOR of their respective parameter space. For instance, under \(H_0\), it would fail if only positive signals were allowed (\(\mu \geq 0\)).
- Each parameter is IDENTIFIABLE—i.e., different values of the parameters specify different models. In our example, this holds if the signal location \(\gamma\) is known. Whereas, the model is not identifiable when \(\gamma\) is unknown and the signal is absent (\(\mu = 0\)).
- In our example, \(H_0 : \mu = 0\) is a limiting case of \(H_1 : \mu > 0\) (or \(H_1 : \mu \neq 0\)) hence we say that the models are NESTED.

This would not be the case, for instance, when testing \(H_0 : \mu = 0\) versus \(H_1 : \mu = 1\).

- The experiment’s model is CORRECT. It would fail e.g. if the experiment has an additional unmodeled background component.

If the above-mentioned conditions hold, under \(H_0\), the distribution of \(T\) follows a \(\chi^2_m\). In our example, \(m = 1\) since our hypotheses differ only in a single parameter \(\mu\), i.e., the expected number of signal events.

3 Failures of Wilks in practice

3.1 Insufficient data

Physics searches, e.g. for dark matter or neutrinoless double-beta decay, often look for rare signals on top of backgrounds they attempt to minimize. If the signal is weak or the background is low, e.g. because the experiment ran only for a short time, there may be insufficient data for an ASYMPTOTIC approximation such as Wilks to be valid or to be able to discriminate the signal from the background distribution.

The left panel of Figure 2 shows the difference between true and Wilks’-based p-values for our example experiment, for a flat background \(B = \phi_0\) and while increasing the number of signal events \(\mu_0\) expected under \(H_0\). The case of low background and moderate signal (red in Figure 2), clearly illustrates the effect of a non-ASYMPTOTIC test. The true significance for a certain \(\chi^2\)-threshold undulates around the desired significance, due to the discrete number of observed events and ultimately the Poisson term in equation 3. Only if both \(\beta\) and \(\mu_0\) are large (green in Figure 2) Wilks’ approximation becomes accurate.
As a more specific example of a boundary, when the true value of $\mu$ moves close to the boundary in $\mu = 0$ in figure 2, the MLE of $\mu$ ends up at the border more often, and the test statistic distribution morphs from Wilks’ result to Chernoff’s $\frac{1}{2} \chi^2_m + \frac{1}{2} \delta(0)$ at $\mu = 0$. Toy Monte Carlo simulations may be necessary to determine if the signal is large/small enough to be at either extreme. This will also depend on the significance level desired, as shown for the model shown in blue in figure 2 (with $\beta = 10$ and $\mu_0 = 1$), where Chernoff’s theorem approximately holds for significances corresponding to $p = 0.1$, with 0.05 of tests exceeding $\chi^2(90\%)$. This extends to the entire lower right region, with $\mu \lesssim 1$ and $\beta \gtrsim 5$ for confidence levels of 0.05.

### 3.3 Non-identifiability and look-elsewhere effects

Several theories of new physics often feature unknown parameters, such as the mass of a new particle. For the model in (3), this corresponds to the situation where the location of the signal, $\gamma$, is unknown. If the signal is absent ($H_0 : \mu = 0$), $\gamma$ is a non-identifiable parameter: one that does not actually change the predictions of the experiment. Non-identifiability of a nuisance parameter implies that the limit of the respective MLE does not exist. Consequently, consistency and normality of the MLE are not guaranteed and Wilks’ theorem fails to hold.

Searches for new particles typically consider any value of $\gamma$ to which the experiment is sensitive. If the experiment wishes to report a separate confidence for each location, as may be the case with upper limits, a series of test statistics $\{T(\gamma)\}$, one for each value of $\gamma$ fixed, can be employed. The most significant result (i.e., the lowest $p$-value) can then be identified as an excess if it exceeds the field-specific thresholds.

However, when several tests are conducted simultaneously, the look-elsewhere effect (LEE) applies, i.e., the inference must be adjusted to preserve the desired (global) significance level $\alpha$, i.e., the probability of having at least one false detection among all the tests considered. Unfortunately, classical multiple hypothesis testing procedures such as Sidak’s or Bonferroni’s corrections (see [23, Ch. 3]) either assume the tests are independent one another or are excessively conservative. Unfortunately, the assumption of independence among the tests typically does not apply when $\gamma$ corresponds to the signal location as models testing for signals in nearby locations can only be weakly distinguished and thus the resulting tests would be highly correlated.

Gross and Vitells introduced a novel approach to reduce the amount of Monte Carlo samples needed when nuisance parameters are not identifiable under the null hypothesis. Their method aims to approximate the null distribution of $\max_{\gamma} \{T(\gamma)\}$ to derive a (global) $p$-value for the test $H_0 : \mu = 0$ versus $H_1 : \mu > 0$. When $\mu$ can take both positive and negative values, and assuming that the process $\{T(\gamma)\}$ is distributed as a $\chi^2$ random process, the probability that $\max_{\gamma} \{T(\gamma)\}$ exceeds a high threshold $c$ can be approximated by the expected number of times $\{T(\gamma)\}$ upcrosses a lower threshold $c_0$ (see...
Figure 4. P-values approximations for (1) with $\mu_0 = 0$ when increasing the number of nuisance parameters and the expected number of events. The bias-variance trade-off plays a prominent role in approaching the $\chi^2_{m=1}$ distribution (black solid line). When $\beta = 100$ (left panel) the sample size is not large enough to achieve a reliable $\chi^2_{m=1}$ approximation for none of the models considered. When increasing the expected number of events to $\beta = 1000$ (central panel) both the $3^{rd}$ and $4^{th}$ degree polynomials (green dashed line and blue solid line, respectively) approach the $\chi^2$ approximation. In this case, despite the $4^{th}$ degree polynomial has zero bias, it suffers from higher variance than the cubic polynomial and thus they both lead to a reasonable $\chi^2$ approximation. However, when $\beta = 10000$ (right panel) only the $4^{th}$ polynomial leads to a reliable $\chi^2_{m=1}$ approximation.

Figure 3) and denoted by $E[N_{c0}|H_0]$. Specifically, as $c \to \infty$

$$P(\max\{T(\gamma) > c|H_0\} \approx P(\chi^2_{m=1} > c) + E[N_{c0}|H_0]e^{-c} \left(\frac{c-c_0}{c}\right)^{\frac{c-c_0}{c}}$$

(4)

Despite $E[N_{c0}|H_0]$ has to be estimated by simulation, it requires less Monte Carlo toys than those needed to estimate accurately the p-value of the high threshold $c$ directly. Furthermore, although the approximation in equation (4) is valid as $c \to \infty$, the right hand side bounds the left hand side from above for small values of $c$. Thus, the approximation yields to inference that might be overly conservative, but will not overstate an excess.

3.4 Non-nestedness

Many problems in physics involve the comparison of models which are not nested, i.e., one cannot be specified as a limiting case of the other. Examples include when testing the sign of an effect with known rate, or more commonly, when deciding between two incompatible functional forms such as (broken) power-laws and an exponential energy cutoff. The issue arising in this setting is that, despite the MLEs of the parameters of the two models are Gaussian, they do not share the same parameter space and thus $T$ is not guaranteed to be $\chi^2$ distributed.

A simple solution to the non-nested problem is to enlarge the model to one that covers both models under comparison as special cases. For example, suppose the goal is to decide between two models $f$ and $g$ (e.g., two distributions of energies), each characterized by its own set of unknown parameters. We consider the comprehensive model $h = \eta f + (1-\eta)g$. Here $0 \leq \eta \leq 1$ is a new parameter with no physical meaning but it is of crucial importance to perform inference. Specifically, two tests are constructed, i.e.,

$$H_0: \eta = 0 \text{ versus } H_1: \eta > 0 \quad (5)$$

$$H_0: \eta = 1 \text{ versus } H_1: \eta < 1 \quad (6)$$

and $f$ is selected if (5) rejects $H_0$ but (6) does not. Whereas, $g$ is selected if $H_0$ is rejected in (6) but it is not in (5). In all the other cases the test is said to be inconclusive.

In this construction $\eta$ is not in the interior of parameter space. Moreover, the parameters in $f$ and $g$ are not identifiable under $H_0$ in (5) or (6). However, recent work has shown that the result of Gross and Vitells can be extended to cover this case; the $\chi^2$ term in equation (4) acquires a factor $1/2$ because the parameter $\mu$ is tested on a boundary. Extensions of to multiple dimensions are presented in whereas discuss the precise conditions that guarantee the validity of the resulting inference.

It is important to point out that if $f$ and $g$ do not contain any unknown parameters, the problem is substantially simplified since, because of the Central Limit Theorem, the ratio of the likelihoods follows a Normal distribution.

3.5 Uncertain models and nuisance parameters

Experiments often have uncertainties on the nuisance parameters, such as detection efficiencies or background rates. As a result, the models under either $H_0$ or $H_1$ may not be correctly
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specified and thus the last of our necessary conditions fails to hold.

A common remedy is to introduce additional nuisance parameters in order to increase the flexibility of the model and reduce its bias, i.e., the discrepancy between the true underlying model and the model considered. On the other end, adding more parameters may substantially increase the variance of the MLEs. Therefore, when specifying the background and/or signal models one must account for the trade-off between bias and variance.

To illustrate this phenomenon, we consider once again our example experiment. Suppose that the true (unknown) background is distributed as a fourth-order polynomial which we attempt to model with increasingly higher order polynomials. We aim to test $H_0: \mu = 0$ versus $H_0: \mu \neq 0$. In order to avoid boundary problems we allow $\mu$ to be negative.

As Figure 4 shows, when the experiment assumes a linear background (red chained lines), the null distribution is substantially different from the one obtained assuming the true model (blue solid lines). Whereas, as expected, the fit gets closer and closer to the truth when the polynomial order increases as this leads to a reduction of the bias. More interesting, however, is the effect played by the variance.

Specifically, when the sample size decreases, the quadratic (orange chained lines) and cubic (green dashed lines) fits get closer to the one obtained with a fourth degree polynomial. This is because, the variance increases when the sample size decreases but it is reduced for models with a smaller number of parameters. This is further emphasized by the fact that for small or only moderately large sample sizes, e.g., $\beta = 100$ or $\beta = 1000$ both the fourth and the third degree polynomial provide a similar fit. However, when the expected number of events increases substantially ($\beta = 1000$) the variance is dramatically reduced while the bias of the cubic fit is preserved.

Remarkably, introducing nuisance parameters can sometimes help to achieve a $\chi^2$ approximation in non-asymptotic conditions, as illustrated in Figure 5. Here, we consider an experiment with indistinguishable signal and background (a ‘counting experiment’) and low expected counts. If the detection efficiency $\varepsilon$ is known, $T$’s distribution is that of a (scaled) low-count Poisson, which deviates strongly from the asymptotic $\chi^2$-distribution. However, if $\varepsilon$ is a nuisance parameter with a relatively broad constraint, the test statistic distribution is smeared out, and the asymptotic approximation performs better.

When the model imposes a functional form which is substantially different from the true model, e.g. imposing a double exponential structure to fit data generated from a power law, additional nuisance parameters are unlikely to solve the problem. In this case, one can resort to nonparameteric methods or other conservative procedures to correct mismodelling.

### 4 Recommendations

When applying Wilks theorem, or more generally, when using the $\chi^2$ formalism to calculate p-values or confidence intervals, one has to be aware of the regularity conditions that make this possible. Here we presented five conditions necessary for Wilks to hold and which should be sufficiently practical to serve as rules of thumbs on the applicability of the $\chi^2$ approximation for the LRT. Specifically, the conditions INTERIOR, IDENTIFIABLE, NESTED and CORRECT refer to specific properties of the model under study. Thus, by studying the model in depth, it should be possible to understand whether they are fulfilled. The condition ASYMPTOTIC refer to the size of the data available. Therefore, its validity is typically dictated by the specifics of the experiment being conducted.

Table 1 outlines the solutions proposed in this paper to address the failure of each of the necessary conditions considered. Specifically, our recommendations can be summarized as follows.

- If the data is not sufficiently large to guaranteed the validity of classical ASYMPTOTIC results, one can refer to approximations based on higher-order asymptotic likelihood theory or Monte Carlo simulations. However, the reader must keep in mind that the former suffers from substantial mathematical complexity while the latter requires the availability of sufficient computational power.

- If the true values of the parameters are not in the INTERIOR of their parameter space, one can implement boundary corrections for the p-values on the basis of the results of Chernoff and related works. Conversely, when aiming to address the problem by means of simulations, classical estimators of the
necifpray parameters must be replaced by more efficient estimators\textsuperscript{20–22} to guarantee consistency of the solution.

- If nuisance parameters are not IDENTIFIABLE and a fully simulated solution is excessively expensive, corrections for the LEE such as Gross and Vitells\textsuperscript{24} and respective extensions allow to perform inference while reducing drastically the number of simulations required.

- If the models under comparison are non-NESTED, a simple solution is to specify a model which include the models under study as special cases\textsuperscript{33}.

- If the likelihood specified is not CORRECT, one may attempt to recover the structure of the true underlying model by adding nuisance parameters and apply any of the above mentioned inferential methods. As any other modelling strategy, however, the bias-variance trade-off must be taken into account.

Finally, if none of the assumptions above holds, or the correct models cannot be recovered by simply adding nuisance parameters, the only solution is to refer to nonparametric methods (e.g.,\textsuperscript{33}) for both statistical modelling and inference.
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