Introduction

Single-molecule magnets (SMMs) are individual molecules that display a bistable spin ground state. Since their first discovery, substantial effort has been devoted to this research field owing to the potential application in areas such as high-density information storage, spintronics, and quantum computing. The magnetic bistability of SMMs arises from the negative axial zero-field splitting (ZFS) and the spin reversal-barrier (U). The U can be described as |D|S^2 for an integer spin system and |D|(S^2 – 1/4) for a half-integer spin system, where D denotes the axial ZFS parameter and S is the spin of the ground state of the molecule. In the early days of SMM studies, many polynuclear clusters were synthesized and characterized to achieve a large U. However, this task appears to be difficult because the D value is inversely proportional to S.

Single-ion magnets (SIMs) are a subclass of SMMs with a single magnetic center. Since the first discovery of a lanthanide-based SIM, SIMs have taken the place of polynuclear cluster-based SMMs because of their simplicity and facile synthesis in controlling and enhancing the axial magnetic anisotropy. Mononuclear complexes with first-row transition metal are also good candidates for SIMs. Within the 3d SIMs, particular attention has been paid to the pseudotetrahedral cobalt(ii) complexes because of their strong magnetic anisotropy. The strong magnetic anisotropy is originated from a second order spin–orbit coupling interaction between ground and excited electronic states that yields a large ZFS.

Although a number of 3d SIMs with metals, such as Mn, Fe, Co, and Ni, have been reported, most of these do not show slow magnetic relaxation in the absence of an external direct current (dc) field because of fast relaxation via quantum tunneling of magnetization (QTM). Therefore, for future SMM applications, QTM suppression is one of the most important topics that needs to be addressed.

QTM arises from the mixing of ±M_s levels through hyperfine interactions, transverse ZFS or dipolar interactions. The
Kramers theorem predicts that the mixing of the ground ±M₄ levels by transverse ZFS for half-integer spin system is forbidden. To avoid QTM induced by dipolar interactions, SMMs have to be discrete and kept separated by a long distance in the crystal. By contrast, Christou and co-workers reported that a weak intermolecular magnetic coupling can suppress QTM in a hydrogen-bonded dimer of Mn₄ clusters in the absence of a dc field. Such a weak coupling between SMMs can work as a bias to split the ground ±M₄ levels. Since the first report of such an exchange-biased SMM, several supramolecular dimers, chains, and three-dimensional networks of weakly coupled SMMs connected by hydrogen bonds have been reported. However, most such supramolecular aggregates of SMMs have been unintentional discoveries. To control and design such a SMM aggregate by hydrogen bonds, a mononuclear SIM is more advantageous than with polynuclear clusters because of its simplicity.

With the above in mind, we recently reported on hydrogen-bonded supramolecular aggregates of pseudo-tetrahedral cobalt(II) SIMs with three bidentate ligands, [Co(Himl)₂]:CH₃OH (1·CH₃OH), [Co(Himn)₂], and [Co(Hthp)₂] (3), where Himl⁻, Himn⁻, and Hthp⁻ are 2-(2-imidazolyl)phenolate, 2-(2-imidazolinyl)phenolate, and 2-(1,4,5,6-tetrahydropyrimidin-2-yl)phenolate, respectively (Scheme 1). It was indicated that one-dimensional (1-D) chain structures with intrachain Co···Co distances of 6.0–6.3 Å suppress the QTM of the SIMs by intermolecular magnetic coupling. However, the correlation between the SIM alignments in the chain and the quenching of QTM remained unclear. In this study, we prepared a new complex with a dimeric hydrogen-bond structure to elucidate the magnetic relaxation dynamics of the SIMs in supramolecular hydrogen-bonded structures. The magnetic relaxation dynamics in Coᴵ¹ SIMs with hydrogen-bond networks were considerably varied depending on the intrachain Co···Co distances. Furthermore, we succeeded in tailoring the magnetic coupling by a partial substitution of Coᴵ¹ ions with Znᴵ¹, which resulted in complete suppression of QTM in 3.

Results and discussion

Synthesis

The cobalt(II) complexes, 1·CH₃OH, 2, and 3, were synthesized according to previously reported methods. An analogous complex, [Co(Himn)₂]:CH₃OH (4·CH₃OH), was obtained as red crystals by a reaction of CoCl₂·6H₂O and the ligand in a 1:2 ratio in methanol under an Ar atmosphere (Himn⁻ = 2-(2-imidazolyl)-6-methoxyphenolate).

The isomorphous zinc(n) complexes for 1–3 were reported by He and by our group. The synthesis of the Hthp⁻ analogue, [Zn(Hthp)₂], using the BF₄⁻ salt resulted in precipitation because the formation of the product was too fast. Alternatively, the desired crystals were obtained from a reaction with ZnCl₂, in which the coordination of Cl⁻ ions may hinder the fast formation of [Zn(Hthp)₂].

The Znᴵ¹-doped samples for 1–3 were prepared by mixing the chloride or tetrafluoroborate salt of Coᴵ and Znᴵ¹ ion in the starting material under an Ar atmosphere. The identity of the crystals was confirmed by powder X-ray diffraction (PXRD) measurements (Fig. S32–S34†). As the Co : Zn ratio (x = molar fraction of Coᴵ ion) of mixed crystals may deviate from the expected value, the accurate molar fractions of the crystals were determined by inductively-coupled plasma atomic emission spectroscopy (ICP-AES). The composition of [CoₓZn(1–x)(Himn)₂] (2ₓ) was consistent with the expected value. The molar fractions of the Coᴵ ion in the [CoₓZn(1–x)(Himn)₂]:CH₃OH (1ₓ·CH₃OH) compounds were smaller than expected, presumably because of the more facile formation of the Znx complex. By contrast, for [CoₓZn(1–x)(Hthp)₂] (3ₓ), the molar fraction of Co ion was higher than expected. Upon reaction of the metal salts mixture and the Hthp⁻ ligand, a colorless precipitate of [Zn(Hthp)₂] was immediately formed. Thirty minutes later, pale red crystals of 3ₓ started to form. As the colorless [Zn(Hthp)₂] precipitate was removed upon purification, it resulted in a larger Coᴵ ion composition than expected (xexpected = 0.49 and xactual = 0.67). An attempt to prepare 3ₓ with x < 0.5 was unsuccessful, and only a colorless precipitate was obtained as solid.

Crystal structures

Single-crystal X-ray analysis of the Coᴵ¹ complexes indicated the formation of bis-bidentate complexes with O–N chelate. The molecular structures and bonding parameters of the complexes are shown in Fig. 1 and Tables S1, S2†. In the Coᴵ¹ complexes with Himl⁻ and Himn⁻, a methanol molecule of crystallization was contained in the crystal, whereas the others contained no solvent molecule. The bond distances around the Coᴵ¹ ion were comparable among the series. The bite angle in 2 was larger by ca. 3° than the others because of the steric restriction of the ligand.

Owing to the non-coordinating N–H bond in the ligands, all the complexes formed supramolecular structures by intermolecular hydrogen bonds (Fig. 2). In the crystal, 1 formed hydrogen-bond networks via a methanol molecule of crystallization to construct a two-dimensional sheet structure. The shortest intrasheet Co···Co distance was 7.03 Å, and the intersheet distance was 7.51 Å.

By contrast, the other complexes formed 1-D chain structures in the crystals. In the crystal of 2, the Co···Co distances between two adjacent molecules in the chain were 6.05 and 6.25 Å, which are significantly shorter than the Co···Co distances in 1·CH₃OH. The shortest interchain distance of 7.67 Å was considerably longer than the intrachain distance, which suggests that the intermolecular magnetic coupling in 2 is dominated by the intrachain interactions.
In the case of 3, the intrachain distances were crystallographically equivalent, 6.36 Å, and the shortest interchain distance was 7.93 Å. As the interchain Co–Co distance is ca. 8 Å, the interchain magnetic interactions must be negligible, like in 2.

In 4·CH₃OH, the two intrachain Co–Co distances were differed by over 2.5 Å (6.15 and 8.68 Å). In the chain, two discrete 4 molecules were directly connected by a double hydrogen bond to form a dimeric structure. The dimers were connected by hydrogen bonds via two methanol molecules of crystallization unlike in 2 and 3. The shortest interchain distance was 7.55 Å, also much longer than that in the dimer. Thus, the supramolecular structure in 4·CH₃OH can be regarded as a dimer structure in terms of intermolecular magnetic interactions.

Static magnetic properties

The temperature and field dependent magnetic data of 4·CH₃OH is depicted in Fig. 3. The features of χ_mT vs. T and M vs. H plots were similar to those of 1·CH₃OH, 2 and 3 (Fig. S1†). The effective χ_mT product at room temperature were ca. 2.5 cm³ mol⁻¹ K, which coincides to previously reported values for tetrahedral CoII complexes. The χ_mT product remained approximately constant upon lowering the temperature down to ca. 70 K, and it decreased abruptly below that, which is suggestive of non-zero ZFS. In the field-dependent measurements, the magnetization values did not saturate at 5 T and the isothermal magnetization curves at different temperatures did not coincide. To determine the g-factors and the axial ZFS parameter (D), the temperature dependence of the χ_mT data and the field dependence of the magnetization were simultaneously fitted to the following spin Hamiltonian:

\[ H = g \mu_B S H + D \left( S_z^2 - \frac{S(S+1)}{3} \right) + z J S_z, \]

where D and zJ are axial ZFS parameter and the intermolecular magnetic interaction, respectively. The transversal ZFS parameter E was not considered in the spin Hamiltonian because it is difficult to determine only from magnetic data. The obtained parameters are summarized in Table 1. The data could not be fitted without considering the intermolecular interactions. For all the compounds, the determined zJ values for all compounds imply the existence of intermolecular antiferromagnetic interactions. Furthermore, negative D values were obtained although both negative and positive signs are possible for a pseudo-tetrahedral CoII complex. The large negative axial ZFS parameters are suggestive of SIM behavior with a spin-reversal barrier of ca. 60–80 cm⁻¹ (U = 2|D|).

Dynamic magnetic properties

Alternating current (ac) magnetic susceptibility measurements for 1·CH₃OH, 2 and 3 have previously reported. 1·CH₃OH did
not exhibit a slow magnetic relaxation behavior in the absence of an external field presumably due to the fast relaxation via QTM. In the presence of an external field, a slow relaxation behavior was observed in 1·CH₃OH (Fig. S27). The relaxation dynamics was reported to be predominated by the combination of a phonon-bottleneck-limited direct process (1.9–2.5 K) and a Raman process (4.0–6.5 K): $\tau^{-1} = A_{Orb}T + C T^6$ ($A_{Orb} = 1.96 \text{ s}^{-1} \text{ K}^{-2}$, $C = 1.35 \times 10^{-3} \text{ s}^{-1} \text{ K}^{-8.0}$ and $n = 8.0$). For a Kramers ion, the $n$ value should be $<9$ when both an acoustic and an optical phonon are considered. The obtained $n$ value is consistent with the expected value.

In contrast to 1·CH₃OH, compounds 2, 3, and 4·CH₃OH, which form 1-D chain structures, exhibited slow relaxation of the magnetization in the absence of an external dc field (Fig. S4 and S7†). It should be noted that zero-field 3d SIMs are still rare. The $\tau$ vs. $T$ plot of 2 in the absence of an external field was nicely overlapped with the one under 0.4 kOe. Both plots were well-fitted with the Raman process: $\tau^{-1} = C T^6$ ($C = 1.18 \times 10^{-2} \text{ s}^{-1} \text{ K}^{-6.6}$, $n = 6.6$, Table S21†). Thus, in the relaxation dynamics of 2, the Raman relaxation process is predominant.

In 3, by contrast, the $\tau$ vs. $T$ plot under 0 kOe was independent of temperature between 1.9 and 5 K, which is a characteristic feature of QTM (Fig. 5b). This temperature independent feature was completely removed upon application of an external field. The $\tau$ vs. $T$ plot under 0.8 kOe fit well with the combination of two relaxation processes, Raman ($\leq 4$ K) and Orbach ($>4$ K) with $\tau^{-1} = C T^6 + \tau_0^{-1} \exp(-A_{Orb}/k_B T)$ ($C = 4.69 \times 10^{-4} \text{ s}^{-1} \text{ K}^{-6.7}$, $n = 6.7$, $\tau_0 = 4.77 \times 10^{-10} \text{ s}$, $A_{Orb} = 63.9 \text{ cm}^{-1}$, Table S22†). The relaxation dynamics under zero field were reproduced by the combination of the QTM and with Orbach process with the same $A_{Orb}$ and with a $\tau_0$ value ($\tau_0 = 2.40 \times 10^{-10} \text{ s}$) similar to that under 0.8 kOe. It should be noted that the obtained $A_{Orb}$ value was consistent with the expected spin-reversal barrier for 3 ($U = 2|\Delta| = 60 \text{ cm}^{-1}$). Thus, slow magnetic relaxation was observed for 3 under a zero dc field, although the relaxation via QTM remained at low temperature.

In the absence of a dc field, 4·CH₃OH also exhibited slow magnetic relaxation (Fig. 4a and c). Upon application of a dc field, the relaxation pathway started to shift to a lower frequency, reaching minimum frequency at 0.4 kOe. With further increase of the applied field, another relaxation pathway appeared at a lower frequency, reaching minimum frequency at 1.8 kOe. The $\tau$ vs. $T$ plots under 0, 0.4, and 1.8 kOe are shown in Fig. 5c. The measurements under these fields exhibited similar relaxation features: temperature independence, which is a characteristic of QTM at low temperature, and the power law of $\tau \propto T^{-n}$ at higher temperature. The relaxation dynamics under all the fields fit well with a combination of QTM and the Raman process with the same $C$ and $n$ values ($\tau^{-1} = \tau_{QTM}^{-1} + C T^6$; $C = 4.68 \times 10^{-5} \text{ s}^{-1} \text{ K}^{-6.4}$, $n = 6.4$; $\tau_{QTM} = 4.67 \times 10^{-4}$, $1.43 \times 10^{-1}$, and $8.82 \times 10^{-2} \text{ s}$ for $H_{dc} = 0, 0.4$, and 1.8 kOe, respectively).

### Magnetic relaxation dynamics and intermolecular interactions

As described above, in the absence of an external field, superparamagnet-like slow magnetic relaxation was observed in 2, 3, and 4·CH₃OH. One of the possible reasons for the zero-field SIM behavior in these complexes is the short intermolecular Co···Co distance. In some hydrogen-bonded structures of SMM, QTM is suppressed because a static exchange bias field splits the ground $\pm M_s$ levels. The shortest Co···Co distance in 2, 3, and 4·CH₃OH was 6.0–6.4 Å, whereas the distance in 1·CH₃OH was $\geq 7$ Å. In general, the strength of a magnetic coupling depends on the distance between the magnetic centers. To suppress QTM by a dipolar field, a weak but a certain degree of intermolecular magnetic interaction is necessary. Hence, the individual dipolar field from the neighboring SIMs might be too weak in 1·CH₃OH.  

QTM at $\geq 2.5$ K was completely suppressed in 2, but a significant QTM contribution was observed in the relaxation

#### Table 1 Experimental g-factors ($g_x$, $g_y$, and $g_z$) and axial ZFS parameters ($D$), and intermolecular magnetic interactions ($J$) with standard errors

|           | 1·CH₃OH | 2       | 3       | 4·CH₃OH |
|-----------|---------|---------|---------|---------|
| $g_x$     | 2.11(1) | 2.19(1) | 2.18(1) | 2.18(1) |
| $g_y$     | 2.48(1) | 2.52(1) | 2.48(1) | 2.55(1) |
| $g_z$     | -41(1)  | -32(1)  | -30(4)  | -30(1)  |
| $D$/cm⁻¹  | -0.15(3)| -0.19(1)| -1.5(3) | -0.25(8)|

* The temperature-independent paramagnetism for all fits was fixed at 0.0003 cm⁻¹ mol⁻¹. The experimental parameters for 1·CH₃OH, 2, and 3 were obtained by fitting the previously reported data with the latest fitting program MagSakiTetra W0913.
dynamics of 3. Unlike the other complexes, 3 molecule is $C_2$ symmetric in the crystal. In the hydrogen-bonded chain, each molecule is equally spaced along the c-axis and the molecular $C_2$ axis oriented along the b-axis. As each molecular symmetry axis is parallely aligned in a chain, the dipolar field and magnetic anisotropy axis can be mutually oriented and the bias field from adjacent molecule in the chain is canceled. Consequently, the weakly coupled 1-D networks in 3 suppress QTM only partially. By contrast, in the 1-D networks of 2, the dipolar field from the adjacent molecule is not canceled because the magnetic anisotropy axis is not mutually oriented and the two intrachain Co⋯Co distances differ by ca. 0.2 Å. Thus, QTM in 2 is completely suppressed even in the absence of an external field.

Considering the intrachain Co⋯Co distances, the intermolecular magnetic interaction in 4-CH$_3$OH should be originated from the dimeric structure. In the magnetic relaxation dynamics, two relaxation pathways were observed. At $H_{dc} = 0$ kOe, each molecule of 4 was under the magnetic perturbation ($\pm H_{dip}$) of the other molecule in the dimer. This $H_{dip}$ splits the $\pm M_s$ levels that results in partial QTM suppression. In the presence of a dc field, this $H_{dip}$ is stochastically directed to be either parallel or antiparallel to the field ($H = H_{dc} + H_{dip}$ or $H = H_{dc} - H_{dip}$). When $H_{dc} = H_{dip}$, $H_{dip}$ in the parallel state suppresses QTM by magnetic perturbation, whereas $H_{dip}$ in the antiparallel state is virtually canceled by $H_{dc}$ which results in the occurrence of QTM. Under $H_{dc} \gg H_{dip}$, QTM is suppressed irrespective of the direction of $H_{dc}$ and $H_{dip}$. Consequently, the field dependence of the $\chi_M^c$ vs. frequency plot showed two peaks when $H_{dc}$ was between 0.4 and 1.8 kOe because the relaxation process of 4-CH$_3$OH should be influenced by both parallel and antiparallel states (Fig. 4c).

Magnetic relaxation dynamics in magnetically diluted crystals

As discussed above, it is suggested that a weak magnetic coupling between SIMs induces a zero-field slow relaxation of the magnetization. To elucidate the effect of the intermolecular coupling in more detail, we conducted partial magnetic dilution experiments. In a common magnetic dilution experiment, the concentration of a paramagnetic ion is diluted down to ca. 5% to remove the dipolar interaction.$^{54-56}$ In our experiment, we first aimed to prepare the sample with a Co$^{II}$ ion concentration of ca. 50%. However, control of the molar fractions of the Co$^{II}$ ion in 1′, 4′-CH$_3$OH and 3′ was difficult, and 1′,0.33′-CH$_3$OH and 3′ were obtained from the 1:1 mixture of Co and Zn salts (see above).

Upon magnetic dilution of 1′-CH$_3$OH, frequency dependence of the $\chi_M^c$ was observed under 0 kOe, and the peak of the $\chi_M^c$ vs. frequency plots was shifted to a low frequency, although the temperature independence of the peak was still apparent (Fig. S19 and S22†). This suggests that the relaxation time was prolonged through reduced dipolar interactions by extension of the average Co⋯Co distances in 1′,0.33′-CH$_3$OH and 1′,0.12′-CH$_3$OH. However, temperature independence was observed for both 1′,0.33′-CH$_3$OH and 1′,0.12′-CH$_3$OH. As the relaxation time reached a plateau with the application of an external field, a significant contribution of QTM remained in 1′, 4′-CH$_3$OH (Fig. S21 and S24†). Thus, the partial substitution of the paramagnetic Co$^{II}$ center only reduced the influence of the weak dipolar interactions, and QTM was not completely suppressed. This suggests that a relatively short Co⋯Co distance is important for effective QTM suppression.

The $\tau$ vs. $T$ plot of 2′,0.52 measured under zero field overlapped well with that of 2 under both 0 and 0.4 kOe (Fig. 5a). Below 2.3 K, the value of $\tau$ in 2 under 0 kOe was slightly smaller than the expected value for the Raman process, but the $\tau$ vs. $T$ plot of 2′,0.52 under 0 kOe obeyed the model in the whole temperature range. Thus, the magnetic dilution down to ca. 50% in 2 afforded almost no change in the relaxation dynamics under zero field.

By contrast, the magnetic dilution of 3 drastically changed the magnetic relaxation dynamics (Fig. 4b). The temperature independence observed below 5 K in 3 disappeared completely in 3′,0.67 under a zero dc field. The $\tau$ vs. $T$ plot of 3′,0.67 under 0 kOe perfectly overlaps with that of 3 under 0.8 kOe (Fig. 5b). Substitution of the Co$^{II}$ ion with a diamagnetic Zn$^{II}$ ion up to ca. 30% breaks the mutual orientation of the dipolar field and the magnetic anisotropy in the hydrogen-bonded chain. As a result, the dipolar field is not canceled within the chain, and QTM was effectively quenched. These results indicate that a relatively
short distances between SIMs and a non-symmetric alignment of them are important for achieving a zero-field SIM behavior.

Conclusions

Static and dynamic magnetic properties of four structurally analogous bis-bidentate cobalt(II) complexes were analyzed. In all the complexes in which the intermolecular distances were less than 6.5 Å, QTM was either partially or completely suppressed because of intermolecular magnetic coupling in the absence of an external field. In 4-CH₃OH, the hydrogen-bonded dimer structure of SIMs resulted in the partial suppression of QTM. Upon application of an external field, QTM was suppressed more effectively in the 1-D chain network, as the lowest-energy state is the alternating alignment of ±Ms levels. The non-symmetric alignment of SIMs in the chain in 2 led to a complete suppression of QTM. However, the symmetric alignment of SIMs in 3 caused cancelation of the magnetic perturbation, which resulted in partial occurrence of the QTM event. A partial substitution of the CoII ion in 4 with the diamagnetic ZnII ion resulted in complete suppression of QTM in the absence of an external field. This is a clear evidence that tailoring the intermolecular distances of SIMs and symmetry of the alignments can prevent the occurrence of QTM.

Experimental

General considerations

All chemicals were used as purchased without further purification. The ligand precursors H₂iml, H₂imn and H₂thp were prepared according to previously reported methods.¹⁷ 1-CH₃OH, 2 and 3 were prepared according to a previously reported method.¹⁸ The Co : Zn ratio of the magnetically diluted samples was determined by ICP-AES using a Shimadzu ICPE-9000. The 5 mg samples were digested in 60 µL of concentrated HNO₃, and then diluted to 10 µL using ca. 1.2% HNO₃ solution. The solution underwent a further 50 times dilution by ca. 1.2% HNO₃ solution to obtain the desired sample solution. The standard solutions were prepared using Co(NO₃)₂·6H₂O and Zn(NO₃)₂·6H₂O.

Syntheses

2-(2-Imidazolinyl)-6-methoxyphenol (H₂mimm). This compound was prepared by a similar method to that reported in the literature.¹⁷ A mixture of methyl 3-methoxysalicylate (9.10 g, mmol) and ethylenediamine (10 mL) was refluxed overnight. The unreacted ethylenediamine was evaporated off under ambient pressure, followed by the addition of 10 mL ethanol. After cooling, the pale-yellow residue was collected by filtration and washed with methanol. Yield: 7.24 g, 75%.

[Co(Hmimm)₂]·CH₃OH (4-CH₃OH). A methanol solution (5 mL) of CoCl₂·6H₂O (24.9 mg, 0.10 mmol) was slowly added to a mixture of methanol (5 mL), H₂mimm (39.1 mg, 0.20 mmol) and triethylamine (30 µL) in a Schlenk flask under Ar atmosphere. The reaction mixture was allowed to stand at room temperature under Ar for a few weeks, and red crystals were obtained. Although H₂mimm hardly dissolves in methanol, slow formation of 4-CH₃OH crystals promoted dissolution. Yield: 22.0 mg, 46%. Anal. calcd for [Co(Hmimm)₂]·CH₃OH = C₂₁H₂₆CoN₄O₅: C, 53.28; H, 5.54; N, 11.84%. Found: C, 53.17; H, 5.46; N, 11.67%.

[Co₀.₃₃Zn₀.₆₇(Himl)₂]·CH₃OH (1’₀.₃₃·CH₃OH). A methanol solution (10 mL) of CoCl₂·6H₂O (47.7 mg, 0.20 mmol) and ZnCl₂ (30.3 mg, 0.22 mmol) was slowly added to a methanol solution (10 mL) of H₂iml (129.6 mg, 0.81 mmol) and KO'Bu (86.7 mg, 0.77 mmol) in a Schlenk flask under Ar atmosphere. The reaction mixture was allowed to stand at room temperature under Ar for a few days, and red crystals were obtained. Yield: 102.1 mg, 61%. ICP analysis yielded that the molar fraction of Co in the sample was 32.71%, which is smaller than the 48% Co employed for the synthesis.

[Co₀.₁₂Zn₀.₈₈(Himl)₂]·CH₃OH (1’₀.₁₂·CH₃OH). A methanol solution (5 mL) of CoCl₂·6H₂O (11.5 mg, 0.05 mmol) and ZnCl₂ (21.8 mg, 0.16 mmol) was slowly added to a methanol solution (5 mL) of H₂iml (64.0 mg, 0.40 mmol) and KO'Bu (42.7 mg, 0.38 mmol) in a Schlenk flask under Ar atmosphere. The reaction mixture was allowed to stand at room temperature under Ar for a few days, and red crystals were obtained. Yield: 55.7 mg, 65%. ICP analysis yielded that the molar fraction of Co in the sample was 12.03%, which is smaller than the 23% Co employed for the synthesis.

[Co₀.₅₂Zn₀.₄₈(Himn)₂] (2’₀.₅₂). A methanol solution (8 mL) of CoCl₂·6H₂O (25.4 mg, 0.11 mmol) and ZnCl₂ (14.0 mg, 0.10 mmol) was slowly added to a methanol solution (8 mL) of H₂imn (65.9 mg, 0.41 mmol) and KO'Bu (44.6 mg, 0.40 mmol) in a Schlenk flask under Ar atmosphere. The reaction mixture was allowed to stand at room temperature under Ar for a few days, and red crystals were obtained. Yield: 46.5 mg, 59%. ICP analysis yielded that the molar fraction of Co in the sample was 51.52%, in accordance with the 52% Co employed for the synthesis.

[Co₀.₆₇Zn₀.₃₃(Hthp)₂] (3’₀.₆₇). An ethanol solution (12 mL) of Co(BF₄)₂·6H₂O (68.3 mg, 0.20 mmol) and Zn(BF₄)₂·nH₂O (50.3 mg, 0.21 mmol (anhydrous basis)) was slowly added to an ethanol solution (12 mL) of H₂thp (141.3 mg, 0.80 mmol) and KO'Bu (88.9 mg, 0.79 mmol) in a Schlenk flask under Ar atmosphere. The reaction mixture was allowed to stand at room temperature under Ar for a few days, and red crystals were obtained together with a colorless precipitate. The precipitate was removed by washing with methanol and diethyl ether. Yield: 93.3 mg, 57%. ICP analysis yielded that the molar fraction of Co in the sample was 66.88%, which is larger than the 49% Co employed for the synthesis.

X-ray crystallography

X-ray diffraction data were obtained at 90(2) K with a Bruker SMART APEX equipped with CCD detector with graphite-monochromated Mo Kα radiation (λ = 0.71073 Å). A single crystal was mounted with a glass capillary and flash-cooled with
a cold N₂ gas stream. Data were processed using the SMART software packages. Structures were solved using the intrinsic phasing methods employing the SHELXT software packages and refined on F² (with all independent reflections).³⁸,⁵⁹ The non-hydrogen atoms were refined anisotropically. All H atoms at C–H bonds were located using a riding model, and H atoms at N–H bonds were located from the electron-density difference maps and refined isotropically.

**PXRD measurement**

PXRD data were collected at room temperature on a Rigaku RINT 2100 powder diffractometer using Cu Kα radiation (λ = 1.5418 Å). The sample was ground in an agate mortar and placed on a silicon sample holder. The simulated diffraction pattern was calculated from the CIF using Mercury 3.8 software.

**Magnetic measurement**

Magnetic susceptibility measurements were performed with a MPMS-XL7 or MPMS-7 SQUID magnetometer. Susceptibility data were obtained in the temperature range from 1.9 to 300 K with a static field of 0.5 T. The polycrystalline samples were ground into fine powders in an agate mortar. The samples were then loaded into a gelatin capsule and covered in liquid paraffin to prevent field-induced orientation of crystals. All data were corrected for the diamagnetism of the sample by means of Pascal’s constants. The temperature and field-induced orientation of crystals. All data were

### Analysis of ac susceptibility measurements

The relaxation time τ was extracted from fitting to the following generalized Debye model:

\[
\chi_\alpha(\omega) = \chi_s + \frac{\chi_r - \chi_s}{1 + (i\omega\tau)^{1-\alpha}}
\]

where \(\chi_r\) and \(\chi_s\) are the isothermal and adiabatic susceptibilities, \(\omega\) is the angular frequency, and \(\alpha\) indicates the deviation from a pure Debye model.⁶⁰ The fit was performed using the CC-Fit program.⁶¹ The best fit parameters are summarized in Tables S7–S19.
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