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Abstract

The purpose of this study is to examine the impact of business life cycle and performance discrepancy on Research and Development (R&D) expenditure. Specifically, we argue that managers of firms in different stages of business life cycle make R&D decisions according to their perception of performance discrepancy. We investigate three stages of business life cycle: growth stage, maturity stage, and stagnant stage. Based on a sample of firms listed in Taiwan Stock Exchange, we find that managers of firms in the growth stage tend to increase R&D expenditure when they experience positive performance discrepancy. This implies that growing firms’ slack-resource-driven behavior leads to the increase in R&D expenditure. There is some evidence that managers of firms in the mature stage tend to increase R&D spending when they experience negative performance discrepancy, which indicates that negative performance discrepancy triggers the problem-driven search behavior of managers of mature firms.
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1. Introduction

Companies in a rapidly changing environment must persistently invest in research and development (hereafter, R&D) in order to keep their own competitiveness, which makes the investment in R&D indispensable in the business operation. Nevertheless, the uncertain nature of R&D may affect managers’ decisions with respect to how much money they should invest in the different business life cycles. In the academic research, scholars have paid much attention to business life cycles. They indicate that business life cycle affects managers’ R&D decisions. Firms in the growth stage of business life cycle usually have high R&D expenditure, while those in the mature and stagnant stages of business life cycle usually have relatively low R&D expenditure due to the reduced competitiveness. Some scholars further indicate that performance discrepancy also affects managers’ R&D decisions. Firms tend to reduce R&D expenditure when they have positive performance discrepancy, and increase R&D expenditure when they have negative performance discrepancy. However, little attention has been paid to how business life cycle and performance discrepancies jointly affect managerial R&D decisions. We fill the gap.

The purpose of this study is to investigate whether managers of firms in different stages of business life cycle make different R&D decisions when they experience unexpected performance discrepancies. We propose that managers of firms in different stages of business life cycle reallocate business resources in terms of performance discrepancies in order to optimize their R&D decisions. We classify the business life cycle into growth, mature, and stagnant stages in terms of a firm’s dividend payout policy, sales growth, capital expenditures, and age. We highlight the importance of business life cycle in managers’ R&D decisions by employing the well-known aspiration performance feedback model inspired by Cyert and March (1963), which propose that organizational change is driven by an organization’s aspirations and the feedback it receives in terms of its performance. We then conduct regression analysis to examine how managers shape their R&D decisions according to the discrepancies between actual level and aspiration level of corporate performance in different stages of business life cycle.

The sample contains Taiwanese publicly held companies during the period between 2001 and 2010. We find that managers of firms in the growth stage tend to increase R&D expenditure when they experience positive performance discrepancy. There is some evidence that managers of firms in the mature stage tend to increase R&D spending when they experience negative performance discrepancy. We contribute to the literature in several ways. First, we show...
that managers’ R&D decisions are not monotonic. Managers of firms in different stages of business life cycle make different R&D decisions in terms of their perception of performance discrepancy. Secondly, we provide insight on the best timing of follow up investment decisions. Our findings suggest that the most appropriate timing for firms in the growth (mature) business life cycle is increasing R&D investments when they experience positive (negative) performance discrepancy. Finally, we add to the theories of problem-driven search behavior and slack-resource-driven behavior by showing that managers’ problem-driven search and slack-resource-driven behavior may occur under certain circumstances.

2. Literature Review and Hypotheses Development

2.1 Business Life Cycle and R&D Expenditure

R&D is a key factor of competitiveness. In the era when the length of the business cycle has been expedited considerably, companies must constantly invest in R&D projects because, as indicated by Black (1998) and Dutta et al. (1999), R&D and its outcomes are major determinants of corporate performances and firm value. Also because R&D expenditure possesses relatively uncertain benefits as compared to capital expenditure, it is necessary for managers to understand how and when to maximize the benefit from R&D with limited resources.

Many studies have highlighted the importance of business life cycle (e.g., Miller and Friesen, 1984; Dodge and Robbins, 1992; Hanks and Chandler, 1994). Because companies have different organizational structures and strategies in every stage of the business life cycle, they must deliberate on every advantage in order to maximize the utilities of innovation. For instance, growing firms may excessively invest in capital expenditures in order to strengthen competitive advantage or to prevent potential new competitors, and their actions are affirmative by the capital market (Anthony and Ramesh, 1992). A firm’s business life cycle includes growth, mature, and stagnant stages. Indicated by Miller and Friesen (1984), firms in the growth stage try to establish a unique ability for entering the market, and these firms focus on sales growth and resources in order to gain competitive advantages. In the mature stage, firms have stable sales growth, a decline in R&D, and bureaucratic organizational structure. In the stagnant stage, firms are characterized by insufficient R&D and decline in earnings.

Firms’ R&D expenditures may vary with the stages of business life cycle. When firms are in the growth stage and there are only a few competitors in the market, they try to maximize their profitability through cost saving (Porter, 1998). In this stage, firms focus on customer relationship management and new product development, and hence invest much money in R&D (Hill, 2010). In the mature stage, firms are most competitive and have their own brands. As the maturity stage progresses, firms need more investments in R&D in order to accelerate technique innovation (Tushman and Nadler, 1986). This is because the mature firms’ core competitive capabilities may fall into competitive advantage trap, which leads to more expenditures for preserving existing resources (Levinthal and March, 1993; Helfat and Peteraf, 2003). As firms enter the stagnant stage, stable resource utilization weakens their innovation (Leonard-Barton; 1992). In this stage, firms are no longer competitive and profitable, and hence they do not have sufficient resources for R&D.

2.2 The Effect of Performance Discrepancy on R&D

Based on Prospect theory, previous studies suggest that managers under potential risks tend to adjust decisions in terms of their expectations (Kahneman and Tversky, 1979; Schneider, 1992; Cyert and March, 1992; Bolton, 1993; Greve, 1998; Greve, 2003b; Greve, 2008). For instance, managers have problem-driven search behavior as they feel disappointed with corporate performance, and they restrain their own problem-driven search behavior as they are satisfied with corporate performance (Cyert and March 1992; Greve, 1998; Shimizu and Hitt, 2005; Baum and Dahlin, 2007). This behavior also applies to managers’ R&D decisions (Greve, 2003b; Chen and Miller, 2007). Some research finds that positive performance discrepancy may lead to lower R&D level (Greve, 2003b), while other research finds that negative performance discrepancy may lead to higher R&D level (Greve, 2003a; Greve, 2003b; Chen and Miller, 2007). This is because managers tend to adjust R&D in order to keep their firms’ long-term competitive advantages. Collectively, these studies suggest that managers tend to be a risk avoider in R&D decisions when they experience positive performance discrepancy, while they tend to be a risk seeker in R&D decisions when they experience negative performance discrepancy.

2.3 Hypotheses Development

Managers’ attitude toward performance discrepancies and R&D decisions may vary with the stages of business life cycle. Wöhrl et al. (2009) find a positive relationship between sales growth and R&D expenditure. They also indicate that firm age may influence R&D expenditure and that young firms attach more importance to growth than to profitability. This means the positive relationship between sales growth and R&D expenditure weakens with ages.
They also indicate that because firms in the growth stage of business life cycle have fewer competitors and more investment opportunities, these firms are more likely to succeed if they are willing to invest in R&D. In addition, Comin and Mulani (2009) indicate that R&D expenditure is positively related to firm volatility. Accordingly, it is expected that firms in the growth stage of business life cycle have high R&D expenditure, because growing firms are usually considered unstable and volatile. Although previous studies find that managers tend to keep the current situation when they perceive firm performance to be more than expected (Cyert and March, 1992; Greve, 2003b; Shimizu and Hitt, 2005; Baum and Dahlin, 2007; Chen and Miller, 2007), managers of growing firms may not be satisfied with positive performance discrepancy. Instead, managers of growing firms may spend more on R&D projects in order to expand the market. In the case where the performance discrepancy is negative, the unfavorable outcomes may motivate managers of growing firms to search possible solutions. Thus, they are likely to spend more on R&D projects for long-term competitive advantages.

In the mature stage, managers are less likely to gain excess returns from the fiercely competitive market. McAdam and Mitchell (2010) find that firms in the mature stage of business life cycle are more conservative in the innovation activities and are less responsive to the market. Lin et al. (2012) investigate firms’ risk behavior in different stages of business life cycle. They suggest that growing firms need more resources for future growth, while mature firms and stagnant firms should reduce costs for keeping competitive advantages. Similarly, Bos et al. (2013) indicate that innovation is high when an industry is young and low when the industry matures. They also find a negative correlation between R&D and industry maturity. This is mainly because the industry becomes stable when it enters the mature stage. Firms in this industry are indolent in the innovation activities and unable to receive high gross profits. As a result, managers of these firms tend to increase the profits by reducing unit costs with mass production. They may become conservative as they experience positive performance discrepancy, which results in a decrease in R&D. As they experience negative performance discrepancy, however, the managers may problem-driven search behavior and increase R&D in order to maintain existing competitiveness.

In the stagnant stage, firms are less competitive and profitable. If the firms have poor performance, their managers might behave conservatively when making strategic changes (Ketchen and Palmer, 1999). Chen and Miller (2007) further indicate that firms’ conservatism depends on their performance aspirations. They find that firms increase R&D search intensity as performance falls below aspirations, but there is little evidence that firms increase R&D search intensity as performance is above aspirations. Several studies find that firms with financial distress may restrict problem-driven search behavior (Staw et al., 1981), new strategies (D’Aveni, 1989), and risks (March and Shapira, 1992). However, firms in the stagnant stage of business life cycle might have different R&D search patterns. Latham and Braun (2009) investigate how managerial ownership and slack resource affect innovation decision when firms are encountering organizational decline. They find that stagnant firms with slack resource tend to reduce innovation in order to reserve resources. Chiang et al. (2012) indicate that stagnant firms tend to increase sales by promoting existing products rather than developing new products, and they focus more on survival ability as compared to their focuses in other stages of business life cycle. Therefore, we should observe reduced R&D as the firms enter the stagnant stage in both the case of positive and negative performance discrepancies, because firms become more conservative in the stagnant stage than other stages and may reserve resources by reducing R&D spending. Accordingly, we expect that stagnant firms experiencing positive and negative performance discrepancies are associated with lower level of R&D. We develop the following hypotheses:

H_1: R&D decision is jointly determined by business life cycle and performance discrepancy.
H_{1a}: Firms in the growth stage increase R&D as they experience positive performance discrepancy.
H_{1b}: Firms in the growth stage increase R&D as they experience negative performance discrepancy.
H_{1c}: Firms in the mature stage reduce R&D as they experience positive performance discrepancy.
H_{1d}: Firms in the mature stage increase R&D as they experience negative performance discrepancy.
H_{1e}: Firms in the stagnant stage reduce R&D as they experience positive performance discrepancy.
H_{1f}: Firms in the stagnant stage reduce R&D as they experience negative performance discrepancy.

3. Research Design
3.1 Determination of Business Life Cycle
Following previous studies (Anthony and Ramesh, 1992; Black, 1998), we identify a firm’s stage of business life cycle in terms of the firm’s life cycle descriptors: sales growth rate, dividend payout ratio, capital expenditure, and firm age. Firms in early life cycle stages usually exhibit higher sales growth, have more capital expenditures, have
lower dividend payout ratios, and are young. A firm’s sales growth rate in year \( t \) (\( SG_{i,t} \)) is defined as the percentage change in net sales in year \( t \), then multiplied by 100. A firm’s dividend payout ratio in year \( t \) (\( DP_{i,t} \)) is defined as cash dividends in year \( t \) divided by income before extraordinary items and discontinued operations in year \( t \), then multiplied by 100. A firm’s capital expenditure in year \( t \) (\( CEV_{i,t} \)) is defined as capital expenditure in year \( t \) divided by the sum of market value of equity at the end of year \( t \) and book value of long-term debt at the end of year \( t \), then multiplied by 100. A firm’s age in year \( t \) (\( AGE_{i,t} \)) is defined as the numbers years since the firm’s initial operation.

We then classify the life cycle descriptors into three groups: Low, Median, and High. The median values of \( SG_{i,t} \), \( DP_{i,t} \), and \( CEV_{i,t} \), for every firm in each year are determined using the data over the past five years, which requires at least six years of data availability for each firm. The median value of \( AGE_{i,t} \) is the industrial median in the year, based on two-digit Standard Industrial Classification (SIC) code. A life cycle descriptor of which the value is the median value is grouped into Median group. A life cycle descriptor of which value is higher (lower) than the median value is grouped into High (Low) group.

We then rank firms in every year on each of the four life cycle descriptors, and then group them into three life cycle stages according to Table 1. Life cycle descriptors in the growth, mature, or stagnant stages are correspondingly given a score of zero, one, or two. For example, a firm-year with high \( SG \) in the growth stage is given a score of zero; a firm-year with high \( DP \) in the stagnant stage is given a score of two. We then integrate the scores into a total score by summing up the scores of life cycle descriptors for each firm in every year, named \( LIFECYCLE \). A firm with a total score between zero and two is identified as a growing firm. A firm with a total score between three and five is identified as a mature firm. A firm with a total score between six and eight is identified as a stagnant firm. Using total score, we take into consideration the interaction among descriptors and reduce potential misclassification.

Table 1. Firm-specific descriptors of life cycle stages

| Life cycle stages | \( SG \) | \( DP \) | \( CEV \) | \( AGE \) | \( LIFECYCLE \) |
|-------------------|--------|--------|--------|--------|-----------|
| Growth            | High   | Low    | High   | Low    | [0, 2]    |
|                   | (score=0) | (score=0) | (score=0) | (score=0) |          |
| Mature            | Median | Median | Median | Median | [3, 5]    |
|                   | (score=1) | (score=1) | (score=1) | (score=1) |          |
| Stagnant          | Low    | High   | Low    | High   | [6, 8]    |
|                   | (score=2) | (score=2) | (score=2) | (score=2) |          |

3.2 Measurement of Performance Discrepancy

Following previous studies (Audia and Greve, 2006; Bromiley, 1991; Cyert and March, 1992; Lant, 1992; Wiseman and Bromiley, 1996; Greve, 2003b; Miller and Chen, 2004; Iyer and Miller, 2008), we use a firm’s Return on Assets (ROA) in year \( t-2 \) as the firm’s expected performance \( (A_{i,t-2}) \), and the firm’s ROA in year \( t-1 \) as the firm’s actual performance \( (P_{i,t-1}) \). The difference between actual performance and expected performance represents the firm’s performance discrepancy. A positive value on \( (P_{i,t-1} - A_{i,t-2}) \) represents positive performance discrepancy; A negative value on \( (P_{i,t-1} - A_{i,t-2}) \) represents negative performance discrepancy.

3.3 Regression Models

To test the hypotheses, we develop an Ordinary Least-Squares regression model with the correction of heterogeneity following White (1980). Expressed by Equation (1), a firm’s R&D intensity is regressed on its past performance discrepancy, and a set of control variables. For each stage of business life cycle, we then run Equation (1) based on firms with positive performance discrepancy and those with negative performance discrepancy, respectively.

To support \( H_{1a} \), we expect the coefficient on \( \delta_1 \) to be positive for growing firms having positive performance discrepancy. To support \( H_{1b} \), we expect the coefficient on \( \delta_1 \) to be negative for growing firms having negative performance discrepancy if negative performance discrepancy motives managers to exhibit problem-driven search behavior. To support \( H_{1c} \), we expect the coefficient on \( \delta_1 \) to be negative for mature firms having positive performance discrepancy. To support \( H_{1d} \), we expect the coefficient on \( \delta_1 \) to be negative for mature firms having negative performance discrepancy. To support \( H_{1e} \), we expect the coefficient on \( \delta_1 \) to be negative for stagnant firms having positive performance discrepancy. To support \( H_{1f} \), we expect the coefficient on \( \delta_1 \) to be positive for stagnant firms having negative performance discrepancy.
\[ RD_{i,t} = \delta_0 + \delta_1(P_{i,t-1} - A_{i,t-2}) + \delta_2 SIZE_{i,t-1} + \delta_3 LEV_{i,t-1} + \delta_4 IRD_{i,t-1} + \delta_5 OI_{i,t-1} \\
+ \delta_6 FCF_{i,t-1} + \delta_7 PIH_{i,t-1} + \delta_8 EI_{i,t-1} + \epsilon_{i,t} \]  

(1)

where \( RD_{i,t} \) refers to R&D intensity, which is R&D expenses divided by net sales revenue for firm \( i \) in year \( t \). \( (P_{i,t-1} - A_{i,t-2}) \) refers to performance discrepancy for firm \( i \) in year \( t-1 \). \( SIZE_{i,t-1} \) refers to nature logarithm of net sales revenue for firm \( i \) in year \( t-1 \). \( LEV_{i,t-1} \) refers to total liabilities divided by total assets for firm \( i \) in year \( t-1 \). \( IRD_{i,t-1} \) refers to the median value of industrial R&D intensity in year \( t-1 \), based on two-digit Standard Industrial Classification (SIC) code. \( OI_{i,t-1} \) refers to earnings before depreciation divided by net sales revenue for firm \( i \) in year \( t-1 \). \( FCF_{i,t-1} \) refers to cash flow from operations minus fixed assets for firm \( i \) in year \( t-1 \), and then divided by beginning tangible assets. \( PIH_{i,t-1} \) refers to the percentage of shareholding by institutional investors for firm \( i \) in year \( t-1 \), which includes government, domestic financial institutes, domestic trust fund, and domestic legal person. \( EI_{i,t-1} \) refers to an indicator variable that equals one if the firm is in the electronic industry; zero otherwise. The electronic industry includes firms providing semiconductors, electronic components, telecommunication services, optoelectronic products, or computers and peripherals.

We include a set control variables in Equation (1). We include the firm’s net sales \( (SIZE_{i,t-1}) \) to control for size. Big firms usually have more resources than small firms to support R&D. Thus, we expect a positive sign on \( SIZE_{i,t-1} \). We include the firm’s debt ratio \( (LEV_{i,t-1}) \) to control for leverage. Kobelsky et al. (2008) argue that creditors tend to restrict borrowers’ investment if theborrowers raised too many debts. Thus, we expect a negative sign on \( LEV_{i,t-1} \). We include industrial R&D intensity \( (IRD_{i,t-1}) \) to control for industrial innovation. Greve and Taylor (2000) find that paying attention to industrial innovation is helpful for managers to develop new technology. Thus, we expect a positive sign on \( IRD_{i,t-1} \). We include the percentage of earnings to sales \( (OI_{i,t-1}) \) in order to control for profitability. Kobelsky et al. (2008) indicate that past performance is a major determinant of investment opportunities. We expect a positive sign on \( OI_{i,t-1} \), because firms with good profitability are more able to engage in R&D. Following Bushee (1998), we include free cash flow \( (FCF_{i,t-1}) \). Bushee (1998) indicates that firms are more likely to curtail R&D spending when they have insufficient funds. Thus, we expect a positive sign on \( FCF_{i,t-1} \). We include shareholdings of institutional investors \( (PIH_{i,t-1}) \). Bushee (1998) argues that institutional investors pay much attention to firms’ short-term performance, which induce managers to reduce R&D spending. Thus, we expect a negative sign on \( PIH_{i,t-1} \). We include an indicator variable that represents the electronic industry \( (EI_{i,t-1}) \). Compared with non-high-tech firms, high-tech firms inherently demand more R&D. Thus, we expect a positive sign on \( EI_{i,t-1} \).

3.4 Data and Sample Selection

The preliminary sample contains all Taiwanese publicly held companies in Taiwan Economic Journal database during the period from 2001 to 2010. We focus on the firms using the calendar year as their fiscal year. We remove any observations that lack a value needed to construct the regression variables, as well as firms in the financial services industry. Table 2 summarizes the sample selection procedure. There are preliminarily 7,434 firm-years. The selection criteria yield a sample of 4,067 observations, corresponding to 497 firms.

Table 2. Sample selection procedure

| Sample Selection Procedure |  |
|---------------------------|---|
| Preliminary sample        | 7,434 |
| Less:                     |   |
| Firms with non-calendar year | (41) |
| Missing financial data    | (2,346) |
| Missing data for the calculation of business life cycle | (980) |
| Final sample              | 4,067 |

Table 3 reports the sample distribution by industry based on two-digit SIC code. Among the industries that is well represented is Electronic industry (SIC 13), which contains 2,516 (61.86%) observations. Table 4 reports the sample distribution by the stages of business life cycle. Most of the firms are mature firms. There are 941 firm-years being classified into the growth stage, 2,207 firm-years being classified into the mature stage, and 919 firm-years being classified into the stagnant stage.
### Table 3. Sample distribution by industry

| Two-Digit SIC Code | Industry Name          | Observations | Firm-Years | % of Firm-Years |
|--------------------|------------------------|--------------|------------|-----------------|
| 01                 | Cement                 | 4            | 26         | 0.64            |
| 02                 | Food                   | 12           | 104        | 2.56            |
| 03                 | Plastic                | 14           | 109        | 2.68            |
| 04                 | Textile                | 27           | 242        | 5.95            |
| 05                 | Electric Machinery     | 33           | 295        | 7.25            |
| 06                 | Electrics & Cable      | 7            | 68         | 1.67            |
| 07                 | Chemistry and Biology  | 31           | 234        | 5.75            |
| 08                 | Glass & Ceramic        | 4            | 39         | 0.96            |
| 09                 | Paper Products         | 4            | 39         | 0.96            |
| 10                 | Iron & Steel           | 11           | 90         | 2.21            |
| 11                 | Rubber                 | 9            | 62         | 1.52            |
| 12                 | Automobile             | 2            | 24         | 0.59            |
| 13                 | Electronic             | 312          | 2,516      | 61.86           |
| 14                 | Construction           | 5            | 31         | 0.76            |
| 15                 | Transportation         | 1            | 6          | 0.15            |
| 18                 | General Merchandise    | 2            | 15         | 0.37            |
| 20                 | Other                  | 18           | 159        | 3.91            |
| 23                 | Gasoline               | 1            | 8          | 0.20            |
|                    | **Total**              | **497**      | **4,067**  | **100**         |

### Table 4. Sample distribution by stages of business life cycle

| Two-Digit SIC Code | Industry Name          | Growth Stage | Mature Stage | Stagnant Stage | Total | %    |
|--------------------|------------------------|--------------|--------------|----------------|-------|------|
| 01                 | Cement                 | 0            | 14           | 12             | 26    | 0.64 |
| 02                 | Food                   | 5            | 51           | 48             | 104   | 2.56 |
| 03                 | Plastic                | 5            | 66           | 38             | 109   | 2.68 |
| 04                 | Textile                | 20           | 126          | 96             | 242   | 5.95 |
| 05                 | Electric Machinery     | 33           | 160          | 102            | 295   | 7.25 |
| 06                 | Electrics & Cable      | 4            | 35           | 29             | 68    | 1.67 |
| 07                 | Chemistry and Biology  | 33           | 116          | 85             | 234   | 5.75 |
| 08                 | Glass & Ceramic        | 2            | 27           | 10             | 39    | 0.96 |
| 09                 | Paper Products         | 0            | 25           | 14             | 39    | 0.96 |
| 10                 | Iron & Steel           | 6            | 45           | 39             | 90    | 2.21 |
| 11                 | Rubber                 | 0            | 48           | 14             | 62    | 1.52 |
| 12                 | Automobile             | 0            | 10           | 14             | 24    | 0.59 |
| 13                 | Electronics            | 806          | 1,356        | 354            | 2,516 | 61.86|
| 14                 | Construction           | 4            | 15           | 12             | 31    | 0.76 |
| 15                 | Transportation         | 0            | 5            | 1              | 6     | 0.15 |
| 18                 | General Merchandise    | 1            | 8            | 6              | 15    | 0.37 |
| 20                 | Other                  | 20           | 95           | 44             | 159   | 3.91 |
| 23                 | Gasoline               | 2            | 5            | 1              | 8     | 0.20 |
|                    | **Total**              | **941**      | **2,207**    | **919**        | **4,067** | 100  |
4. Empirical Results

4.1 Descriptive Statistics and Correlation Analysis

Table 5 reports descriptive statistics. On average, sample firms’ R&D expenditures \((RD)\) are 3.138% of their sales. The median value, standard deviation, minimum value, and maximum value of \(RD\) are 1.890%, 4.275, 0.000%, and 44.810%, respectively. These results suggest that R&D expenditures vary with firms. The mean value of sales growth \((SG)\) is 13.810%, which is higher than its median value (9.300%). This indicates that \(SG\) is right-skewed. There is large variance of \(SG\) among firms (STD=31.564). The mean and median values of dividend payouts \((DP)\) are 0.442% and 0.367%, respectively. The mean and median values of capital expenditure \((CEV)\) are 0.029% and 0.007% of firms’ market value, respectively, suggesting that \(CEV\) exhibits right-skewed. The mean value of firm age \((AGE)\) is 24.391 years. The mean value of the total score of business life cycle \((LIFECYCLE)\) is 3.999, indicating that the sample firms on average are mature firms. The mean and median values of performance discrepancy \((P-A)\) are -0.548% and -0.329%, respectively, indicating that the sample firms on average have negative performance discrepancy. The mean and median values of the log of net sales \((SIZE)\) are 15.527 and 15.328, respectively. On average, sample firms raise 41.74% debts \((LEV)\) of their assets. The mean and median values of industrial R&D intensity \((IRD)\) are 0.022% and 0.021%, respectively. The mean and median values of profitability \((OI)\) are 0.125% and 0.105%, respectively. The mean and median values of free cash flow \((FCF)\) are 0.066% and 0.074%, respectively. The mean and median values of institutional investors’ shareholding \((PIH)\) are 23.414% and 19.110%, respectively.

Table 5. Descriptive statistics

| Variable | Mean | STD  | Median | Minimum | Maximum |
|----------|------|------|--------|---------|---------|
| \(RD(\%)\) | 3.138 | 4.275 | 1.890 | 0.000 | 44.810 |
| \(SG(\%)\) | 13.810 | 31.564 | 9.300 | -79.480 | 288.420 |
| \(DP(\%)\) | 0.442 | 1.839 | 0.367 | -26.862 | 74.532 |
| \(CEV(\%)\) | 0.029 | 0.155 | 0.007 | -1.557 | 2.570 |
| \(AGE\) | 24.391 | 12.276 | 22.653 | 0.711 | 59.864 |
| \(LIFECYCLE\) | 3.999 | 1.849 | 4.000 | 0.000 | 8.000 |
| \((P-A)(\%)\) | -0.548 | 7.240 | -0.329 | -63.675 | 87.970 |
| \(SIZE\) | 15.527 | 1.437 | 15.328 | 10.962 | 21.396 |
| \(LEV\) | 41.738 | 15.683 | 42.410 | 4.170 | 98.590 |
| \(IRD(\%)\) | 0.022 | 0.016 | 0.021 | 0.000 | 0.067 |
| \(OI(\%)\) | 0.125 | 0.125 | 0.105 | -1.109 | 0.713 |
| \(FCF(\%)\) | 0.066 | 0.148 | 0.074 | -1.364 | 0.866 |
| \(PIH(\%)\) | 23.414 | 18.465 | 19.110 | 0.000 | 99.990 |
| \(EI\) | 0.566 | 0.496 | 1.000 | 0.000 | 1.000 |

Table 6 reports the correlation analysis among variables. The upper right of the Table reports Spearman correlation coefficients, and the lower left of the Table reports Pearson correlation coefficients. The absolute values of correlation coefficient among the variables are below 0.7. In addition, the unreported test of Variance Inflation Factors (VIF) indicates that the VIF values of all the variables are below 10. These results indicate that there is little evidence on potential multi-collinearity. The Pearson correlation coefficient between \(IRD\) and \(EI\) is 0.589(P<0.01), indicating that the R&D intensity of electronic firms are correlated to past industrial R&D intensity.
Table 6. Correlation analysis

|       | RD       | SG       | DP       | CEV      | AGE      | (P−A)    | SIZE     | LVE      | IRD      | OI       | FCF      | PHH      | EI       |
|-------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| RD    | 0.045*** | 0.032**  | 0.335*** | 0.351*** | 0.087**  | 0.022*** | 0.302*** | 0.032*** | 0.135*** | 0.005*** | 0.110*** | 0.026*** | 0.029*** |
| SG    | 0.006    | 0.026    | 0.052**  | 0.113*** | 0.044*** | 0.159*** | 0.028*** | 0.015**  | 0.216*** | 0.220*** | 0.199*** | 0.077*** | 0.072*** |
| DP    | 0.007    | 0.242*** | 0.007    | 0.059*** | 0.005**  | 0.011*** | 0.017    | 0.052**  | 0.275*** | 0.443*** | 0.011*** | 0.121*** | 0.121*** |
| CEV   | -0.295***| 0.024*** | 0.118*** | 0.132*** | 0.453*** | -0.285***| 0.051*** | 0.066*** | 0.507*** | -0.011***| 0.121*** | 0.007*** | 0.029*** |
| AGE   | -0.025** | 0.038*** | 0.005**  | 0.003    | -0.020** | 0.050**  | 0.167*** | 0.126*** | 0.002*** | 0.052**  | 0.029*** | 0.020*** | 0.020*** |
| SIZE  | 0.185*** | 0.068**  | 0.022    | 0.142**  | 0.003    | -0.338***| -0.060***| 0.054*** | 0.229*** | 0.020*** | 0.020*** | 0.020*** | 0.020*** |
| LVE   | -0.282***| 0.045**  | -0.046***| -0.024   | 0.114*** | -0.023** | 0.301*** | -0.181***| -0.391***| -0.305***| 0.016*** | -0.106***| 0.029*** |
| IRD   | 0.457*** | 0.050*** | 0.001    | 0.202**  | -0.430** | -0.034** | -0.014   | -0.204***| 0.212*** | 0.160*** | 0.034*** | 0.639*** | 0.029*** |
| OI    | 0.074*** | 0.272*** | 0.020    | 0.247**  | -0.195** | 0.182**  | 0.005    | -0.370** | 0.624*** | 0.038*** | 0.404*** | 0.191*** | 0.038*** |
| FCF   | 0.109**  | -0.199***| 0.020    | -0.397** | -0.031** | 0.069**  | 0.062**  | -0.254***| 0.163*** | 0.250*** | 0.066*** | 0.095*** | 0.163*** |
| PHH   | -0.104***| -0.021   | -0.006   | 0.007    | -0.032** | -0.011   | 0.211*** | 0.014    | 0.025*** | 0.077*** | 0.075*** | -0.051***| -0.051***|
| EI    | 0.290*** | 0.129*** | -0.025   | 0.977**  | -0.516** | -0.039** | 0.043**  | -0.109***| 0.583*** | 0.188*** | 0.065*** | -0.056***| -0.056***|

1. The upper right of the Table reports Spearman correlation coefficients; the lower left of the Table reports Pearson correlation coefficients.

2. *, **, and *** represent significance levels of 0.10, 0.05, and 0.01, respectively.

4.2 Empirical Results

Table 7 shows how performance discrepancy and business life cycle jointly affect managers’ R&D decisions. Consistent with H1a, the coefficient on \((P_{it-1} - A_{it-2})\) is significantly positive for growing firms experiencing positive performance discrepancy, which indicates that higher level of positive performance discrepancy motives managers of growing firms to increase R&D expenditure. The negative but statistically insignificant coefficient on \((P_{it-1} - A_{it-2})\) for growing firms experiencing negative performance discrepancy fails to support H1b. The coefficient on \((P_{it-1} - A_{it-2})\) for mature firms experiencing positive performance discrepancy is positive but statistically insignificant, which fails to support H1c. Consistent with H1d, the coefficient on \((P_{it-1} - A_{it-2})\) is significantly negative for mature firms experiencing negative performance discrepancy, which indicates that more negative performance discrepancy motives managers of mature firms to increase R&D expenditure. The coefficients on \((P_{it-1} - A_{it-2})\) are positive but statistically insignificant for stagnant firms experiencing positive performance discrepancy. The coefficients on \((P_{it-1} - A_{it-2})\) are negative but statistically insignificant for stagnant firms experiencing negative performance discrepancy. Overall, the findings in Table 7 support H1a and H1d. Consistent with the expectations, more R&D expenditures are associated with lower leverage (LEV) and higher level of R&D in the industry (IRD).

Table 7. The impact of business life cycle and performance discrepancy on R&D expenditures

\[
RD_{it} = \delta_0 + \delta_1 (P_{it-1} - A_{it-2}) + \delta_2 \text{SIZE}_{it-1} + \delta_3 \text{LEV}_{it-1} + \delta_4 \text{IRD}_{it-1} + \delta_5 \text{OI}_{it-1} + \delta_6 \text{FCF}_{it-1} + \delta_7 \text{PHH}_{it-1} + \delta_8 \text{EI}_{it-1} + \epsilon_{it}
\]  

| Levels | \(\delta_0\) | \(\delta_1\) | \(\delta_2\) | \(\delta_3\) | \(\delta_4\) | \(\delta_5\) | \(\delta_6\) | \(\delta_7\) | \(\delta_8\) | \(\text{AdjR}^2\) | N |
|-------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|----------------|---|
| I. Growth Stage: | Positive | 7.042 | 0.046 | -0.184 | -0.068 | 76.910 | -1.243 | 1.128 | -0.014 | 0.317 | 0.221 | 458 |
| Performance Discrepancy | Negative | (0.004*** | -0.035** | -0.284 | (0.000*** | (0.000*** | (0.000*** | (0.046** | (0.153** | (0.029** | (0.416** | 0.196 | 456 |
| II. Mature Stage: | Positive | 5.948 | 0.010 | -0.203 | -0.045 | 111.306 | -3.220 | 3.306 | -0.007 | -0.100 | 0.328 | 970 |
| Performance Discrepancy | Negative | (0.006*** | 0.070*** | (0.000*** | (0.000*** | (0.000*** | (0.000*** | (0.030** | (0.155** | (0.062** | 0.291 | 1237 |
| III. Stagnant Stage: | Positive | 3.004 | 0.120 | -0.137 | -0.021 | 104.275 | 0.097 | 0.596 | -0.005 | -0.155 | 0.467 | 428 |
| Performance Discrepancy | Negative | (0.024** | 0.258** | 0.109 | (0.009*** | (0.000*** | (0.000*** | (0.934** | (0.710** | (0.360** | (0.533** | 0.281 | 491 |

*, **, and *** represent significance levels of 0.10, 0.05, and 0.01, respectively. The numbers in the parentheses represent p-value.
4.3 Additional Analysis

Tables 8, 9, 10, and 11 report the regression results when sample firms’ business life cycle is identified according to each of the life cycle descriptors. Table 8 reports the results if the business life cycle is identified according to a firm’s sales growth. The results in Table 8 are similar to the main findings. Consistent with $H_{1a}$, the positive coefficient on $(P_{i,t} - A_{i,t-2})$ indicates that managers of growing firms increase R&D expenditure when they perceive positive performance discrepancy. Consistent with $H_{1b}$, the negative coefficient on $(P_{i,t} - A_{i,t-2})$ indicates that that managers of mature firms increase R&D expenditure when they are disappointed with corporate performance, implying problem-driven search behavior. The positive but statistically insignificant coefficient on $(P_{i,t} - A_{i,t-2})$ for growing firms experiencing positive performance discrepancy fails to support $H_{1b}$. The coefficient on $(P_{i,t} - A_{i,t-2})$ for mature firms experiencing positive performance discrepancy is negative but statistically insignificant, which fails to support $H_{1c}$. The coefficient on $(P_{i,t} - A_{i,t-2})$ for stagnant firms experiencing negative performance discrepancy is significantly negative at ten percent significance level. A possible explanation for this is that managers of stagnant firms with low sales growth still have problem-driven search behavior when they experience negative performance discrepancy. The results remain similar when business life cycle is identified according to dividend payout ratio, capital expenditure, and firm age, respectively, as reported in Tables 9, 10, and 11.

Table 8. Regression results using sales growth to identify the stages of business life cycle

| I. Growth Stage: | Levels | $\delta_0$ | $\delta_1$ | $\delta_2$ | $\delta_3$ | $\delta_4$ | $\delta_5$ | $\delta_6$ | AdjR$^2$ | N |
|------------------|--------|------------|------------|------------|------------|------------|------------|------------|--------|----|
| Positive         | 5.063  | 0.059      | -0.146     | -0.049     | 91.012     | 0.545      | 1.712      | -0.011     | 0.096  | 0.292 855 |
| Negative         | 8.269  | 0.019      | -0.314     | -0.062     | 186.565    | -0.344     | 0.222      | -0.069     | -0.052 | 0.298 501 |

* *, **, and *** represent significance levels of 0.10, 0.05, and 0.01, respectively. The numbers in the parentheses represent p-value.

Table 9. Regression results using dividend payout ratio to identify the stages of business life cycle

| I. Growth Stage: | Levels | $\delta_0$ | $\delta_1$ | $\delta_2$ | $\delta_3$ | $\delta_4$ | $\delta_5$ | $\delta_6$ | AdjR$^2$ | N |
|------------------|--------|------------|------------|------------|------------|------------|------------|------------|--------|----|
| Positive         | 6.549  | 0.035      | -0.272     | -0.035     | 103.788    | 0.108      | 0.410      | -0.009     | -0.064 | 0.229 570 |
| Negative         | 11.633 | 0.037      | -0.529     | -0.056     | 121.586    | -6.391     | -0.658     | 0.010      | 0.684  | 0.217 786 |

* *, **, and *** represent significance levels of 0.10, 0.05, and 0.01, respectively. The numbers in the parentheses represent p-value.

* *, **, and *** represent significance levels of 0.10, 0.05, and 0.01, respectively. The numbers in the parentheses represent p-value.
Table 10. Regression results using capital expenditure to identify the stages of business life cycle

\[
RD = \delta_0 + \delta_1 P_{t-1} + \delta_2 A_{t-1} + \delta_3 \text{SIZE}_{t-1} + \delta_4 \text{LEV}_{t-1} + \delta_5 \text{IRD}_{t-1} + \delta_6 \text{OI}_{t-1} + \delta_7 \text{FCF}_{t-1} + \delta_8 \text{PFI}_{t-1} + \delta_9 \text{EI}_{t-1} + \epsilon_{t-1}
\]

| Levels          | \(\delta_0\) | \(\delta_1\) | \(\delta_2\) | \(\delta_3\) | \(\delta_4\) | \(\delta_5\) | \(\delta_6\) | \(\delta_7\) | AdjR² | N |
|-----------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------|----|
| I. Growth Stage: Positive | 6.478*       | 0.599        | -0.269       | -0.631       | 71.024       | 0.801        | 0.003        | -0.012       | 0.067  | 0.184 | 544 |
| Performance Discrepancy Negative | 7.602*       | 0.057        | -0.223       | -0.673       | 97.452       | -1.204       | -0.011       | -0.014       | 0.386  | 0.236 | 812 |
| II. Mature Stage: Positive | 4.736*       | -0.019       | -0.091       | -0.658       | 96.836       | -1.085       | 3.562*       | -0.023       | 0.364  | 0.399 | 632 |
| Performance Discrepancy Negative | 9.810*       | -0.018       | -0.045       | -0.644       | 77.838       | 2.358        | 2.234*       | -0.026       | 0.539  | 0.311 | 724 |
| III. Stagnant Stage: Positive | 5.415*       | -0.076       | -0.245       | -0.638       | 120.719      | -2.474       | 2.239*       | -0.003       | -0.131 | 0.362 | 707 |
| Performance Discrepancy Negative | 9.534*       | -0.026       | -0.146       | -0.655       | 147.722      | -8.765       | -0.536       | -0.019       | 0.395  | 0.341 | 648 |

*, **, and *** represent significance levels of 0.10, 0.05, and 0.01, respectively. The numbers in the parentheses represent p-value.

Table 11. Regression results using firm age to identify the stages of business life cycle

\[
RD = \delta_0 + \delta_1 P_{t-1} + \delta_2 \text{SIZE}_{t-1} + \delta_3 \text{LEV}_{t-1} + \delta_4 \text{IRD}_{t-1} + \delta_5 \text{OI}_{t-1} + \delta_6 \text{FCF}_{t-1} + \delta_7 \text{PFI}_{t-1} + \delta_8 \text{EI}_{t-1} + \epsilon_{t-1}
\]

| Levels          | \(\delta_0\) | \(\delta_1\) | \(\delta_2\) | \(\delta_3\) | \(\delta_4\) | \(\delta_5\) | \(\delta_6\) | \(\delta_7\) | AdjR² | N |
|-----------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------|----|
| I. Growth Stage: Positive | 8.405*       | 0.040       | -0.222       | -0.079       | 93.876       | -3.866       | 3.370*       | -0.011       | 0.258  | 0.268 | 594 |
| Performance Discrepancy Negative | 15.218*      | -0.018      | -0.647       | -0.079       | 121.330      | -5.458       | 0.348*       | -0.028       | 0.501  | 0.219 | 762 |
| II. Mature Stage: Positive | 4.003*       | 0.058       | -0.070       | 77.824       | -2.530       | -1.264       | -0.019       | 0.293  | 0.299 | 619 |
| Performance Discrepancy Negative | 7.575*       | -0.014      | -0.684       | 85.514       | -5.787       | -0.009       | -0.017       | 0.235  | 0.271 | 737 |
| III. Stagnant Stage: Positive | 3.626*       | -0.094      | -0.213       | 0.003        | 88.736       | 1.624        | 0.845*       | -0.007       | -0.372 | 0.391 | 670 |
| Performance Discrepancy Negative | 4.724*       | -0.088      | -0.252       | -0.011       | 81.990       | -0.478       | 0.585        | -0.012       | -0.004 | 0.278 | 685 |

*, **, and *** represent significance levels of 0.10, 0.05, and 0.01, respectively. The numbers in the parentheses represent p-value.

5. Concluding Remarks

Companies might miss growth opportunities and lose competitive advantages if their managers fail to make appropriate R&D decisions in terms of business life cycle. Therefore, it is important for managers to know the effects of business life cycle and performance discrepancies on their R&D decisions. In this study, we investigate how different stages of business life cycle affect managerial R&D decisions when firms experience performance discrepancies. The findings indicate that managers of growing firms tend to increase R&D expenditure when they experience positive performance discrepancy. This implies that growing firms’ slack-resource-driven behavior leads to the increase in R&D expenditure when they experience positive performance discrepancy. There is some evidence that managers of mature firms tend to increase R&D spending when they experience negative performance discrepancy. The findings also show that managers of mature firms have problem-driven search behavior when they experience negative performance discrepancy. Overall, the findings suggest that managers’ slack-resource-driven and problem-driven search behavior may occur under certain circumstances. There is a caveat in this study. Generalization concerns might be raised because the findings are based on Taiwanese firms. Therefore, we encourage future studies to explore the effects of business life cycle and performance discrepancies on managerial R&D decisions in the global community.
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