ByeGlassesGAN: Identity Preserving Eyeglasses Removal for Face Images

Yu-Hui Lee⁰⁰⁰²⁴¹⁶²⁻¹⁵⁹⁷ and Shang-Hong Lai¹,²

¹ Department of Computer Science, National Tsing Hua University, Taiwan
² Microsoft AI R&D Center, Taiwan
s106062508@m106.nthu.edu.tw, shlai@microsoft.com

Abstract. In this paper, we propose a novel image-to-image GAN framework for eyeglasses removal, called ByeGlassesGAN, which is used to automatically detect the position of eyeglasses and then remove them from face images. Our ByeGlassesGAN consists of an encoder, a face decoder, and a segmentation decoder. The encoder is responsible for extracting information from the source face image, and the face decoder utilizes this information to generate glasses-removed images. The segmentation decoder is included to predict the segmentation mask of eyeglasses and completed face region. The feature vectors generated by the segmentation decoder are shared with the face decoder, which facilitates better reconstruction results. Our experiments show that ByeGlassesGAN can provide visually appealing results in the eyeglasses-removed face images even for semi-transparent color eyeglasses or glasses with glare. Furthermore, we demonstrate significant improvement in face recognition accuracy for face images with glasses by applying our method as a pre-processing step in our face recognition experiment.
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1 Introduction

Face recognition has been researched extensively and widely used in our daily lives. Although state-of-the-art face recognition systems are capable of recognizing faces for practical applications, their accuracies are degraded when the face images are partially occluded, such as wearing eyeglasses. An obvious reason causes this problem is that the eyeglasses may occlude some important information on faces, leading to discrepancies in facial feature values. For example, the thick frame of glasses may block the eyes. Hence, in the past, researchers proposed to apply the PCA-based methods to remove eyeglasses from face images. However, the PCA-based method can only provide approximate glasses removal image via face subspace projection. In addition, they did not really evaluate their methods on diverse face recognition tasks.

Another reason for the degradation of face recognition accuracy with eyeglasses is that face images with eyeglasses are considerably fewer than glasses-free images. It is hard to make the recognition model learn the feature of various
kinds of eyeglasses. Recently, alongside with the popularity of face attributes manipulation, some GAN based methods, such as [6] and [30], improved the capability of recognizing faces with eyeglasses by synthesizing a large amount of images of faces with eyeglasses for training a face recognition model.

Different from the previous works, we aim at improving face recognition accuracy by removing eyeglasses with the proposed GAN model before face recognition. With the proposed GAN-based method, we can not only improve face recognition accuracy, the visually appealing glasses-removed images can also be used for some interesting applications, like applying virtual makeup.

The main contributions of this work are listed as follows:

1. We propose a novel glasses removal framework, which can automatically detect and remove eyeglasses from a face image.
2. Our proposed framework combines the mechanisms of the feature sharing between 2 decoders to acquire better visual results, and an identity classifier to make sure the identity in the glasses-removed face image is well preserved.
3. We come up with a new data synthesis method to train a glasses removal network, which effectively simulates color lens, glare of reflection as well as the refraction on eyeglasses.
4. In the experiment, we demonstrate that the face recognition accuracy is significantly improved for faces with eyeglasses after applying the proposed eyeglasses removal method as a pre-processing step.

2 Related Works

2.1 Face Attributes Manipulation

Face attributes manipulation is a research topic that attracts a lot of attention. Along with the popularity of GAN, there are many impressive GAN-based methods proposed for editing face attributes. [16] and [30] edit face attributes through an attribute transformation network and a mask network. Both of them preserve the identity of the source images by using the predicted mask to constrain the editing area. AttGAN [7] edits face images through the attribute classification constraint and reconstruction learning. ELEGANT [25] can not only manipulate face images but also manipulate images according to the attributes of reference images. ERGAN [9] removes eyeglasses by switching features extracted from a face appearance encoder and an eye region encoder. Besides, there are several face attributes editing methods which are not GAN-based. For example,
DFI [23] manipulated face images through linear interpolation of the feature vectors of different attributes. [2] achieved identity preserving face attributes editing by disentangling the identity and attributes vectors of face images with the mechanisms of Variational Autoencoder and GAN. However, these face attributes manipulation methods suffer from the instability problem. For example, the identity may not be preserved or some artifacts may be generated.

2.2 Image Completion

Eyeglasses removal can also be seen as a face image completion problem. Recently there are many deep learning works [21,29,11,26,17,13] focusing on image completion. Context Encoder [21] is the first deep learning and GAN based inpainting method. After that, [11] significantly improved the quality of inpainting results by using both a global and a local discriminators, with one of them focusing on the whole image and the other focusing on the edited region. Partial-Conv [17] masks the convolution to reduce the discrepancy (e.g. color) between the inpainted part and the non-corrupted part. Recently, there are also some interesting and interactive completion methods [28,13] which support free-form input. Users can easily control the inpainted result by adding desired sketches on the corrupted regions.

The main difference between the proposed ByeGlassesGAN and existing image completion methods is that our method does not require a predefined mask for the completion. In fact, the eyeglasses removal problem is not the same as image completion because the glasses region could be either transparent or semi-transparent. Our method can exploit the original image in the glasses region to provide better glasses-removed result. Besides, compared with the face attributes manipulation methods described above, our method can automatically remove the glasses and better preserve the face identity in the glasses-removed images.

3 ByeGlassesGAN

In this paper, we propose a multi-task learning method which aims at predicting the position of eyeglasses and removing them from the source image. Since we expect the eyeglasses-removed images can improve the performance of face recognition, the generated results of ByeGlassesGAN must look realistic and well preserve the identities of the source images.

3.1 Proposed Framework

Figure 2 illustrates the overall framework of our ByeGlassesGAN, which contains a generator, an identity extractor, and two discriminators. The generator (G) can be separated into 3 deep neural networks, encoder (E), face decoder (FD), and segmentation decoder (SD). Here we assume the training data contains a set of face images (x) associated with the corresponding glasses-removed images (y) and the corresponding masks (m) of eyeglasses region and the completed
Fig. 2. Framework of ByeGlassesGAN. Each input image \(x\) is first fed into the Encoder to encode the feature vector. The Face Decoder and the Segmentation Decoder then manipulate the glasses-removed image \(\hat{y}\) and the segmentation mask \(\hat{m}\) of eyeglasses and face shape with the extracted vectors. Two discriminators are included to make sure both the whole generated image \(\hat{y}\) and the edited part \(\hat{y}_{\text{Local}}\) look realistic. An Identity Extractor is also applied to minimize the distance between the identity feature vectors computed from the output image \(\hat{y}\) and the ground truth image.

face shape. Given a source face image \(x\), which first goes through the encoder to encode the feature vector of image \(x\). After that, we synthesize the glasses-removed image \(\hat{y}\) with face decoder using the feature vector mentioned above. Meanwhile, a segmentation decoder is there for generating the binary mask \(\hat{m}\) of the glasses region. However, after testing with this baseline model, we found that although there are many good removal results, when the eyeglasses are special or the face is not frontal, the removal effect may degrade. Hence, we were wondering whether there exists a good representation for face that can help remove eyeglasses. Since eyeglasses removal can be regarded as a kind of inpainting task on the face region, we can include semantic segmentation mask of face and eyeglasses regions into the framework. The segmentation of face shape is an excellent hint to guide FD to know the characteristics of each pixel in the face region and should maintain consistency with the neighboring pixels. After the experiment, we found that making SD predict the binary mask of face shape as well greatly improves the glasses-removed results. Hence, we let SD not only predict the binary mask of eyeglasses, but also the mask of face shape. Besides, the information obtained from SD is shared with FD with the skip connections to guide FD synthesizing images. Thus, we have

\[
\hat{y} = FD(E(x)) \tag{1}
\]

and

\[
\hat{m} = SD(E(x)) \tag{2}
\]

where \(\hat{m}\) is a 2-channel mask, one of the channels indicates the position of the glasses region, and the other is for the face shape. Furthermore, in order to ensure
the quality of synthetic output $\hat{y}$, we adopt a global and a local discriminator [11] to make sure both the synthetic image $\hat{y}$ and the inpainted frame area $\hat{y}_{Local}$ look realistic. Besides, we also include an Identity Extractor to minimize the distance between the identity feature vectors computed from the output image ($\hat{y}$) and the ground truth image ($y$).

### 3.2 Objective Function

The proposed ByeGlassesGAN is trained with the objective function consisting of four different types of loss functions, i.e. the adversarial loss, per-pixel loss, segmentation loss, and identity preserving loss. They are described in details subsequently.

**Adversarial Loss** In order to make the generated images as realistic as possible, we adopt the strategy of adversarial learning. Here we apply the objective function of LSGAN [19,31] since it can make the training process of GAN more stable than the standard adversarial loss. Here we adopt 2 kinds of GAN loss, $L_{GAN}^{Global}$ and $L_{GAN}^{Local}$ for training the discriminators. Equation 3 shows the global adversarial loss $L_{D}^{Global}$.

$$L_{D}^{Global} = \mathbb{E}_{y \sim P_{y}}[(D_{Global}(y) - 1)^2] + \mathbb{E}_{x \sim P_{x}}[(D_{Global}(\hat{y}))^2]$$

When computing $L_{D}^{Local}$, we replace $y$, $\hat{y}$, $D_{Global}$ by $y_{Local}$, $\hat{y}_{Local}$, and $D_{Local}$ in Equation 3. $y_{Local} = y \odot m_g$, and $\hat{y}_{Local} = \hat{y} \odot m_g$. $\odot$ denotes the element-wise product operator, and $m_g$ is the ground truth binary mask of eyeglasses region. For training the generator, the GAN loss is shown below (Equation 4). When computing $L_{G}^{Local}$, we also replace $\hat{y}$ and $D_{Global}$ by $\hat{y}_{Local}$ and $D_{Local}$ in Equation 4.

$$L_{G}^{Global} = \mathbb{E}_{x \sim P_{x}}[(D_{Global}(\hat{y}) - 1)^2]$$

**Per-pixel Loss** We compute the $L_1$ distance between the generated image $\hat{y}$ and the ground truth image $y$. Per-pixel loss enforces the output of generator to be similar to the ground truth. We adopt two kinds of $L_1$ loss, $L_{L_1}^{Global}$ and $L_{L_1}^{Local}$. $L_{L_1}^{Local}$ is used for enhancing the removal ability of the generator in the edited region. The global L1 loss is given by

$$L_{L_1}^{Global} = L_1(\hat{y}, y) = \mathbb{E}_{x \sim P_{x}}[\|y - \hat{y}\|_1]$$

When computing $L_{L_1}^{Local}$, we replace $\hat{y}$ and $y$ by $\hat{y}_{Local}$ and $y_{Local}$ in Equation 5.

**Segmentation Loss** Since we expect ByeGlassesGAN to predict the segmentation mask which facilitates eyeglasses removal, here we adopt binary cross
entropy loss for generating the segmentation mask of the eyeglasses region and the face shape. It is given by

\[ L_{Seg} = \mathbb{E}_{x \sim P_x} - (m \cdot \log(\hat{m}) + (1 - m) \cdot \log(1 - \hat{m})) \]  

(6)

where \( \hat{m} \) is the generated mask, and \( m \) denotes the ground truth segmentation mask.

**Identity Preserving** In order to preserve the identity information in the glasses-removed images, we employ an Identity Extractor (IE), which is in fact a face classifier.

The identity distance loss is introduced to our generator, which is used to minimize the distance between \( IE(y) \) and \( IE(\hat{y}) \). Similar to the concept of perceptual loss, after extracting the feature of \( y \) and \( \hat{y} \) through the identity extractor, we compute the mean square error between these two feature vectors, given by

\[ L_{ID} = \mathbb{E}_{x \sim P_x, y \sim P_y} ||IE(\hat{y}) - IE(y)||_2 \]  

(7)

This loss encourages the eyeglasses-removed image \( \hat{y} \) shares the same identity information with ground truth image \( y \) in the feature space of the identity extractor model.

Note that IE is a ResNet34 classifier pretrained on UMDFaces dataset. When training the Identity Classifier, we transpose the output feature vector of layer4 in ResNet into a 512-dimensional vector, and adopt the ArcFace [5] loss.

Finally, the overall loss function of the generator is given as follows:

\[ L_G = \lambda_1 L_{Global}^G + \lambda_2 L_{Local}^G + \lambda_3 L_{L1}^{Global} + \lambda_4 L_{L1}^{Local} + \lambda_5 L_{Seg} + \lambda_6 L_{ID} \]  

(8)

### 3.3 Network Architecture

Our GAN-based eyeglasses removal framework contains a generator, two discriminators, and an identity extractor. There are one encoder (E) and two decoders (face decoder, FD, and segmentation decoder, SD) in our generator. Following ELEGANT [25], the encoder (E) consists of 5 convolutional blocks, and each block contains a convolutional layer followed by an instance normalization layers and LeakyReLU activation. Both of the face decoder (FD) and the segmentation decoder (SD) consist of 5 deconvolutional blocks and an output block. Each deconvolutional block contains a deconvolutional layer followed by an instance normalization layers and ReLU activation. The output block of the FD is a deconvolutional layer followed by Tanh activation, while the output block of the SD is a deconvolutional layer followed by Sigmoid activation. Since the only area expected to be modified in the source image is the region of eyeglasses, other parts of the image should be kept unchanged. Here we adopt U-NET [22] architecture to be the generator of our ByeGlasses-GAN. Skip connections are added to the corresponding layers between E-FD and E-SD. U-Net can considerably reduce the information loss compared with the common encoder-decoder. Besides,
skip connections are also added between the corresponding layers of SD and FD, which are used for making the information acquired from SD guide the FD to reconstruct images. The network architecture used for the two discriminators are PatchGAN proposed in pix2pix [12].

4 Synthesis of Face Images with Eyeglasses

Since we expect the proposed method can not only remove glasses but also help improve face recognition performance for images with eyeglasses, we need to make sure the detailed attributes (eye shape, eye color, skin color etc.) of the glasses-removed face remain the same as those of the source image. To deal with this problem, the best solution is to collect a large scale of well-aligned images of subjects wearing and without wearing glasses. This kind of paired data is difficult to collect, hence, here we generate the well-aligned paired image data via synthesizing adding eyeglasses onto real face images.

We use CelebA [18] dataset to train the proposed ByeGlassesGAN in our experiments. CelebA is a dataset containing 202,599 images of 10,177 celebrities and annotated with 40 face attribute labels for each image. First, we align all images according to 5 facial landmarks (left/right eye, nose, left/right mouth) into the size of 256x256, and then roughly classify all images into 3 kinds of head pose, frontal, left-front, and right-front using dlib and OpenCV. We manually label the binary masks of 1,000 images with eyeglasses in CelebA as our glasses pool (SG), and use the rest of the images with glasses as our testing set. These binary masks precisely locate the position of eyeglasses on each image, so we can make use of them to easily extract 1,000 different styles of glasses. After that, we randomly put glasses from glasses pool onto each glasses-free images according to the head pose (Figure 3, top). In order to make the synthetic glasses images look more realistic to the real one, we randomly apply different levels of deformation around the outer side lens to simulate the refraction of eyeglasses. After that, we dye various colors on the glasses lenses. In addition, we generate many semi-transparent light spot images in different shape. These spots are used to apply on the glasses lenses to simulate the reflected glare on real eyeglasses. This step much improves the ability of our ByeGlassesGAN to manipulate realistic glasses images (Figure 3, bottom). Besides, to generate segmentation mask for the face shape, we used the pre-trained BiSeNet [27] which is trained on CelebAMask-HQ [15] dataset to obtain the face shape mask of the glasses-free images. Finally, we obtain 184,862 pairs of data in total as the training dataset. We will release the glasses pool described above as a new dataset for future research related eyeglasses detection, synthesis, or removal tasks.

5 Experimental Results

5.1 Implementation details

We implement our ByeGlasses GAN with PyTorch. We use Adam for the optimizer, setting $\beta_1 = 0.5$, $\beta_2 = 0.999$, and the learning rate is 0.0002. For the
Fig. 3. How to put on glasses? We first label the head pose of all the images in our training set, and label 1,000 eyeglasses segmentation mask of the glasses-images to form glasses pool ($S_G$). Each glasses-free image in the training set can be randomly put on glasses from $S_G$ according to the head pose label and the binary mask. After that, we’ve also applied several photorealism steps to our synthetic images with eyeglasses.

hyperparameters in loss function, we set $\lambda_1 = 1$, $\lambda_2 = 1$, $\lambda_3 = 100$, $\lambda_4 = 200$, $\lambda_5 = 3$, and $\lambda_6 = 5$. Here we train ByeGlassesGAN on a GTX1080 with the batch size set to 16.

5.2 Qualitative Results

Figure 4, Upper shows the visual results of our method on CelebA [18] dataset. All samples are real glasses images in the testing set. The identity of each sample visually remains the same. The generated segmentation masks are also able to point out the accurate region of the face shape. Here we also show some visual results of the face images not in CelebA dataset. Figure 4, Bottom shows the visual results of our method testing on the wild data. Our method can not only remove eyeglasses from delicate portraits of celebrities, but also images taken from ordinary camera on mobile phones or laptops. Besides, when we synthesize the training data, we take the head pose of each face image into consideration and generate training image pairs for faces of different poses. Hence, our method is able to deal with non-frontal face images as well. As shown in the bottom row, our method can remove not only the glasses frame but also the tinted lenses.

Besides, here we also perform experiments on the other two kinds of models which are (A) Baseline model: Segmentation decoder only predicts the binary mask of eyeglasses, and there is no skip connection between FD and SD. (B) Segmentation decoder predicts the binary mask of both eyeglasses and face shape, but there is still no skip connection between FD and SD. As shown in Figure 5, when we predict the face shape mask in Experiment B, the removal results improve a lot since the face shape mask shares some similar features with the removed result comparing to only predicting glasses mask in Experiment A. Besides, after we add skip connections between the 2 decoders, the segmentation decoder can better guide the face decoder. Sharing the features of the segmentation mask with the face decoder helps the edited region keep consistency with the neighboring skin region, especially when the face is not-frontal or the glasses may not locate in a normal way.
Fig. 4. Eyeglasses-removed results. Upper: CelebA results. Bottom: Wild data results. Images credit: MeGlass [6] dataset, and photos taken by ourselves.

Fig. 5. Some glasses removal results under different combinations: (A) baseline model, (B) baseline model with predicting face shape, and (C) complete model in the proposed network.

We compare the visual results of the proposed method to the other state-of-the-art methods as well, including Pix2pix [12], CycleGan [31], StarGAN [4], ELEGANT [25], ERGAN [9], and SaGAN [30]. For comparison, we simply utilize the source code released by the first 5 previous works without any change. For SaGAN, since there is no source code, we carefully implement it ourselves. Pix2pix is a method that needs paired training data, so here we train the pix2pix model using the same data as we mentioned in Section 4. CycleGAN, StarGAN, ELEGANT, and SaGAN are methods adopt unsupervised learning, so we directly use the original CelebA dataset for training the eyeglasses removal networks. ERGAN is an unsupervised method developed for removing eyeglasses. Here we directly apply the model released by the authors to obtain the results. Figure 6 shows the removal results of different methods. As shown in the figure, there are many artifacts pop out in pix2pix. For the other 5 unsupervised methods, even there exist visually appealing results, it is still difficult for them
to directly remove the glasses stably without generating any artifacts. For EL-EGANT and ERGAN, both methods need an additional glasses-free image to guide the removal, so the removal results depend on similarity between the input face image with glasses and the reference image without glasses. Besides, it is worth mentioning that in the last 3 rows in Figure 6, our data synthesis method can effectively strengthen the ability of ByeGlassesGAN to remove reflected glare on the lenses.

Since our method is able to produce high quality glasses-removed result in which the only edited part is the glasses area, we can easily extract the eyeglasses on the input image by applying thresholding operation to the edited region. The edited region is the difference between the input and the output images. Thus, these extracted eyeglasses can also be used for synthesizing training pairs for glasses removal, synthesis, or detection tasks in the future. (Figure 7)

5.3 Quantitative Results

Following [25], here we utilize Fréchet Inception Distance (FID) [8] to measure how well our glasses removal method performs. FID represents the distance between the Inception embedding of the real and the generated images, which reveals how close the embeddings of images in two domains are distributed in
feature space. Table 1 shows the FID distances of different methods. Here we perform experiment on 2 different datasets, CelebA [18] and MeGlass [6]. The real images set contains real glasses-free images. For the generated images set, it consists of the glasses removed images after applying each of the 6 different models to some real face images with glasses. As shown in Table 1, our Bye-GlassesGAN outperforms the others in both datasets. The FIDs of celebA with CycleGan, StarGAN and ELEGANT methods were reported in [25]. Besides, we also do the ablation study of removing the segmentation decoder branch, and the perceptual quality of the glasses removal results is not as good as those with the segmentation decoder as shown in Table 1.

To further compare our image synthesis method with the others, we conduct a user study. We randomly select 7 portraits with glasses from the testing set and apply different glasses removal methods on all of them, and there are 42 glasses-removed results in total. We invite 49 subjects to evaluate these images and compute the mean opinion score (MOS). As shown in Table 2, apparently, the glasses-removal results by our method are the most preferred since it receives the highest MOS score.

Table 2. Mean opinion scores of the glasses-removed results of different methods. It is obvious that our ByeGlassesGAN has the highest score.

| Methods  | MOS  |
|----------|------|
| Pix2pix  | 2.43 |
| CycleGAN | 3.23 |
| StarGAN  | 2.06 |
| ELEGANT  | 1.82 |
| SaGAN    | 2.65 |
| Ours     | 4.31 |

6 Face Recognition Evaluation

In this section, we demonstrate the effect of using our glasses removal GAN as a pre-processing step for the face recognition task.

First, we train a face recognition model on the whole UMDFaces dataset. UMDFaces [1] is a well-annotated dataset containing 367,888 images of 8,277 subjects, there are both faces with and without eyeglasses. The face recognition model we use here is the PyTorch implementation of MobileFaceNets [3]. All the training images are resized to 112x112, and the embedding features extracted from the face recognition module is 128-dimensional, following the original setting in MobileFaceNets. We train the face recognition model on a GTX1080 for
40 epochs, and the batchsize is 128. The recognition model achieves the accuracy of 98.3% on LFW [10].

For testing, we use MeGlass [6] dataset, which is a subset of MegaFace [14]. In the testing set of MeGlass, there are images of 1,710 subjects. For each subject, there are 2 images with eyeglasses, one for gallery and the other for probe. There are also 2 images without glasses of each subject, still, one for gallery and the other for probe. Here we show 7 kinds of experimental protocols below. No matter which one of the protocols, all images in gallery are glasses-free faces.

- All images in probe are glasses-free images.
- All images in probe are images with glasses.
- All images in probe are images with glasses, but we remove the glasses with different methods including CycleGAN, SaGAN, ELEGANT, pix2pix, and our ByeGlassesGAN before face recognition.

As shown in Table 3, when images in gallery and probe are all glasses-free, the face recognition model (Experiment M) described above can achieve high accuracy on both verification and identification task. However, if we change the probe into images with glasses, the accuracy degrades a lot.

| Experiment M | TAR@FAR=10 | TAR@FAR=10 | TAR@FAR=10 | Rank-1 |
|--------------|------------|------------|------------|--------|
| no glasses   | 0.9129     | 0.8567     | 0.7673     | 0.9018 |
| with glasses | 0.8509     | 0.7374     | 0.5708     | 0.8275 |

Due to the accuracy degradation for face images with eyeglasses as shown in Table 3, we then apply glasses removal methods to remove the eyeglasses in probe before face recognition. The quantitative results are shown in Table 4. As shown in row 2, row 3, row 4, and row 5 of Table 4, removing glasses with CycleGAN, SaGAN, ELEGANT, and pix2pix degrades the accuracy of face recognition. However, removing eyeglasses with our ByeGlassesGAN can improve the accuracy. Especially when FAR is small, the improvement in TAR is more evident. Comparing the unpaired training ones with our work may not be fair, but to utilize glasses removal into face recognition task, paired training is a better strategy. Besides, we also train the proposed GAN model without considering $L_{ID}$, as shown in row 7, without the Identity Extractor, the improvement of face recognition decrease since there is no mechanism to constrain the generator from producing artifacts which may be seen as noise for face recognition. Here we also demonstrate face recognition experiments on our Identity Extractor used for training our ByeGlassesGAN. As shown in Table 5, when FAR is $10^{-5}$, we can improve TAR even more obviously by about 6%.
Table 4. Accuracy of face recognition: all the images in gallery are glasses-free images. The first column denotes the type of images with or without applying a specific glasses removal pre-processing method in the probe.

| Experiment M | TAR@FAR=10 | TAR@FAR=10 | TAR@FAR=10 | Rank-1  |
|--------------|------------|------------|------------|---------|
| no removal   | 0.8509     | 0.7374     | 0.5708     | 0.8275  |
| CycleGAN     | 0.8298     | 0.7205     | 0.5329     | 0.7994  |
| SaGAN        | 0.8386     | 0.7257     | 0.5684     | 0.8088  |
| ELEGANT      | 0.7497     | 0.5977     | 0.3719     | 0.6994  |
| pix2pix      | 0.8444     | 0.7327     | 0.5251     | 0.8216  |
| ours without IE | 0.8573   | 0.7626     | 0.5813     | 0.8358  |
| ours         | 0.8632     | 0.7719     | 0.6076     | 0.8415  |

Table 5. Accuracy of face recognition: all the images in gallery are glasses-free images. The first column denotes the type of images with or without applying our glasses removal pre-processing method in the probe. Experiment R: The face recognition model used here is the Identity Extractor used for training ByeGlassesGAN with 256x256 input image size.

| Experiment R | TAR@FAR=10 | TAR@FAR=10 | TAR@FAR=10 | Rank-1  |
|--------------|------------|------------|------------|---------|
| no removal   | 0.8801     | 0.7830     | 0.6292     | 0.8538  |
| ours         | 0.8836     | 0.7906     | 0.6819     | 0.8602  |

However, for practical applications, there might not be only glasses-portraits in probe and only glasses-free-portraits in gallery. Hence, here we do another face recognition experiment described as follows:

- In gallery: 1 glasses-free image and 1 image with glasses for each person.
- In probe: 1 glasses-free image and 1 image with glasses for each person.
- For the no removal experiment, no matter there are eyeglasses on the images or not, we use the original images.
- For the with removal experiment, no matter there are eyeglasses on the images or not, we do eyeglasses removal with ByeGlassesGAN for all the images in both probe and gallery before face recognition.

As shown in Table 6, we can see applying glasses removal as a pre-processing step can still benefit face recognition even when there are glasses-free images. When FAR is $10^{-5}$, we evidently improve TAR by about 7%. This experiment not only demonstrates the effectiveness of our glasses removal method, but also reveals that when applying our method to the glasses-free images, images remains almost the same, and the feature and identity embedding of the pre-processed face images are still well preserved.

Besides, to make sure applying image synthesis before recognition does not harm features of faces, we have done an experiment of computing the cosine distance between features of with-glasses portrait and real glasses-free portrait of same person in the feature space of the recognition model, and the cosine distance between features of glasses-removed image and real glasses-free image.
Table 6. Face recognition accuracy when both gallery and probe sets contain face images with and without glasses.

| Experiment | TAR@FAR=10−3 | TAR@FAR=10−4 | TAR@FAR=10−5 | Rank-1 |
|------------|--------------|--------------|--------------|--------|
| no removal | 0.8507       | 0.7516       | 0.5927       | 0.9175 |
| with removal | 0.8646       | 0.7868       | 0.6539       | 0.9289 |

We found that our image synthesis method can effectively shorten the cosine distance for 1,335 out of 1,710 image pairs in MeGlass dataset after applying our glasses removal method. Due to the improvement of face recognition and the reduction in the cosine distance for almost 80% image pairs, we are confident that our method cannot only manipulate visually appealing glasses-removed results, but it’s also worth removing eyeglasses with our method as a preprocessing step for face recognition.

7 Conclusions

In this paper, we propose a novel multi-task framework to automatically detect the eyeglasses area and remove them from a face image. We adopt the mechanism of identity extractor to make sure the output of the proposed ByeGlassesGAN model preserves the same identity as that of the source image. As our GAN-based glasses removal framework can predict the binary mask of face shape as well, this spatial information is exploited to remove the eyeglasses from face images and achieve very realistic result. In the face recognition experiment, we showed that our method can significantly enhance the accuracy of face recognition by about 7% TAR@FAR=10−5. However, there are still some limitations of our work, for example, we cannot generate convincing glasses removal results for some special glasses or when the lighting condition is very extreme.

With the advancement of face parsing methods, we believe that combining face parsing can effectively extend this work to other attributes removal tasks, such as removing beard or hat. In the future, we will aim to make our ByeGlassesGAN more robust under special or extreme conditions, and extend the proposed framework to other face attributes removal tasks.
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