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Abstract

In this paper, we consider an adaptive approach to address optimization problems with uncertain cost parameters. Here, the decision maker selects an initial decision, observes the realization of the uncertain cost parameters, and then is permitted to modify the initial decision. We treat the uncertainty using the framework of robust optimization in which uncertain parameters lie within a given set. The decision maker optimizes so as to develop the best cost guarantee in terms of the worst-case analysis. The recourse decision is "incremental"; that is, the decision maker is permitted to change the initial solution by a small fixed amount. We refer to the resulting problem as the robust incremental problem. We study robust incremental variants of several optimization problems. We show that the robust incremental counterpart of a linear program is itself a linear program if the uncertainty set is polyhedral. Hence, it is solvable in polynomial time. We establish the NP-hardness for robust incremental linear programming for the case of a discrete uncertainty set. We show that the robust incremental shortest path problem is NP-complete when costs are chosen from a polyhedral uncertainty set, even in the case that only one new arc may be added to the initial path. We also address the complexity of several special cases of the robust incremental shortest path problem and the robust incremental minimum spanning tree problem.
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1. Introduction

Researchers in the optimization community have developed a variety of approaches for addressing problems of optimization under uncertainty. In general, there are two main approaches to address uncertainty in optimization models: stochastic optimization and robust optimization. The former approach treats the uncertainty in the data as random variables, thus giving a rich set of modeling tools. These models typically lead to problems that are quite challenging to solve. It is also a practical challenge to determine probability distributions that accurately model the uncertainty. For more information on stochastic optimization, see [17, 8, 24]. In contrast, robust optimization models the uncertainty in a deterministic manner. It assumes that the uncertain parameters come from known sets. It seeks solutions with the best worst-case cost guarantee. We refer the reader to [3, 5] for a discussion of the theory and applications of robust optimization. In this paper, we consider a modeling framework of robustness that allows the decision maker to adjust the initial solution by a bounded amount after the uncertain data is realized. In what follows, we provide a mathematical description of our problem and then review the related literature.

Problem description. We consider optimization problems of the following form:

$$\min \ c^T x$$
$$\text{s.t.} \ \ x \in S,$$

where $S \subseteq \mathbb{R}^n$ denotes the feasible region and $c \in \mathbb{R}^n$ is the vector of cost parameters. For a fixed cost vector $c$, we refer to the above problem as the nominal problem. Notice that the vector $c$ is a column vector, and the superscript $T$ denotes the transpose operation. For clarity of the presentation, we will denote all vectors by bold small letters and all matrices by bold capital letters.
We assume that the cost parameters are subject to uncertainty. We let $\mathcal{U} \subseteq \mathbb{R}^n$ be the uncertainty set, that is, the set of all possible cost vectors. If $x$ is a feasible solution, the objective function value for $x$ in the robust optimization problem is $\max_{c \in \mathcal{U}} c^T x$, which corresponds to the worst-case cost for solution $x$. The mathematics can be viewed in terms of an adversary who maliciously wants to increase the objective function value. The robust optimization problem is to find a minimax solution; that is, the feasible solution with the best worst-case cost guarantee.

We further assume that the decision maker is able to make an incremental change in the solution $x$ after the uncertain cost parameters are revealed. We let $\mathcal{S}_x := \{y \in S : F(x, y) \leq K\}$ be the set of all possible choices, where $F(x, y)$ is a measure of the distance between solutions $x$ and $y$, and $K$ is a given upper bound on the total distance permitted. We refer to the set $\mathcal{S}_x$ as the incremental set and to the function $F$ as the incremental function.

The goal is to find the best initial solution $x$, assuming the worst-case cost scenario occurs and the decision maker is then allowed to transform the solution $x$ into another solution $y$ subject to the constraint that $F(x, y) \leq K$. This leads to the following robust incremental optimization problem:

$$Z_{\text{RobInc}} := \min_{x \in S} d^T x + \max_{c \in \mathcal{U}} \min_{y \in \mathcal{S}_x} c^T y. \quad (2)$$

Notice that the objective function includes a term $d^T x$, where $d$ is the cost vector for the initial decision.

We illustrate our model with a shortest path problem under uncertainty. Suppose that a commuter needs to determine a route to be taken each day. Occasionally, roadwork causes certain routes to be unavailable or to have extra delays. In this case, the robust incremental shortest path problem would be to select an initial route so as to minimize the worst-case travel given (1) the possible route delays are from a specified set $\mathcal{U}$, and (2) the modified route can vary from the initial route by a limited “distance” $K$. Another possible example is slowing or stopping an outbreak of a disease by imposing selected quarantines or limits on travel. As the disease progresses, some interdictions may become very costly, and the solution needs to be adjusted. But in incremental optimization, adjustments to the original plan must be limited in scope.

Problem (2) includes several interesting problems as special cases. If $d = 0$ and if $\mathcal{S}_x = \{x\}$, it reduces to the following robust problem:

$$Z_{\text{Rob}} := \min_{x \in S} \max_{c \in \mathcal{U}} c^T x. \quad (3)$$

If $d = 0$ and $\mathcal{S}_x = S$, then Problem (2) reduces to the following adversarial problem:

$$Z_{\text{Adv}} := \max_{c \in \mathcal{U}} \min_{y \in \mathcal{S}_x} c^T y. \quad (4)$$

The inner minimization problem in Problem (2) corresponds to the following incremental problem:

$$Z_{\text{Inc}} := \min_{y \in \mathcal{S}_x} c^T y. \quad (5)$$

which addresses the case where $x$ is fixed and the uncertain data is realized, and the goal is to make an improved subsequent decision. Notice that Problem (4), in general, does not include the incremental problem (5). However, for the case where $S \subseteq \mathbb{R}^n$, Problem (5) becomes a special case of Problem (2) upon setting $d_i$ to be a very large value ($d_i \geq nC$ would be enough where $C := \max(c_i : i = 1, \ldots, n)$) if $x_i = 0$ and $d_i = 0$, otherwise. Moreover, we require to set $\mathcal{U} = \{c\}$. We then observe that the best initial solution for Problem (2) is $x$. Since $\mathcal{U} = \{c\}$, the problem reduces to the incremental problem.

**Literature review.** Robust optimization has been well studied in the literature. In the case that the nominal problem is convex and the uncertainty set is polyhedral or ellipsoidal, tractable reformulations are known (see, e.g., [2, 5] and the references therein). For 0–1 discrete optimization problems with uncertain cost parameters, Bertsimas and Sim [6] developed efficient algorithms for special cases in which the nominal problem is efficiently solvable. Goetzmann et al. [14] extended the results in [6] for integer programs with uncertain cost parameters and for integer programs with uncertainty in one or few constraints.

In robust optimization, the decision maker must determine all the decisions simultaneously, and in particular before the realization of the uncertainty. This assumption leads to a single-stage optimization problem. Ben-Tal et al. [3]
proposed a two-stage robust optimization modeling approach, the so-called adjustable robust optimization, in which the decision maker makes two sets of decisions: one set before the uncertainty being realized and one set subsequently. They showed that the adjustable robust counterpart of a linear program with right hand side uncertainty is, in general, NP-hard. Subsequently, a number of researchers have attempted to obtain approximations to the adjustable robust optimization problem. Significant results have been obtained in designing approximation algorithms for adjustable robust optimization problems. We refer the reader to [1] and the references therein for a review of the literature on adjustable robust optimization. It is worthwhile pointing out that the robust incremental problem is a specific case of adjustable robust optimization and fits into the class of recoverable robustness. While previous research on adjustable optimization has mainly worked on problems with convex uncertainty sets, our main focus is on problems in which the uncertain costs reside within a discrete set.

In 2009, Liebchen et al. [18] introduced a new concept of robust adjustable optimization, so-called recoverable robustness, by allowing a limited recovery after the realization of uncertain parameters. They applied their modeling methodology to linear programming problems and provided an efficient algorithm in the case of right-hand side disturbances. Later, Büsing [9] specialized the concept of recoverable robustness to the shortest path problem and presented hardness results and approximation algorithms for different variants of the problem. We point out that the robust incremental problem fits into the class of recoverable robustness introduced by Liebchen et al. [18] and is quite similar to the recoverable robust shortest path problem studied by Büsing [9].

In robust optimization, the decision maker first chooses a solution, and then adversary selects the cost vector. In the adversarial problem, the order of moves is reversed: the adversary first selects the cost vector, and then decision maker selects a solution. Here, the adversary seeks a cost vector to maximize the optimal value of the solution chosen by the decision maker. This generalizes the most vital variable problem, which is to identify a variable whose cost increase leads to the largest increase in the optimal value (see, e.g., [27]). This includes the problem of finding most vital arcs in network optimization, such as in the maximum flow problem [28, 29, 22], the minimum spanning tree problem [19, 25] and the shortest path problem [1, 14, 21].

In incremental optimization, it is assumed that an initial solution is given, and the aim is to make an incremental change in the solution that will result in the greatest improvement in the objective function. The incremental counterpart of several network flow problems was studied by Şeref et al. [10]. They presented a polynomial algorithm for the incremental minimum spanning tree problem. They showed that the incremental minimum cost flow problem can be solved in polynomial time using Lagrangian relaxation. They also considered two versions of the incremental minimum shortest path problem, where increments are measured via arc inclusions and arc exclusions. They presented a polynomial time algorithm for the arc inclusion version and showed that the arc exclusion version is NP-complete.

**Modeling assumptions and notation.** The analysis of Problem 4 depends on the set \( \mathcal{S} \), the uncertainty set \( \mathcal{U} \), and the incremental set \( \mathcal{S}_I \) (or equivalently the incremental function \( F \)). We study linear and integer optimization problems under different types of uncertainty sets and incremental functions. To model the uncertainty set, we assume that the nominal costs are given by \( \hat{c}_i, i = 1, \ldots, n \) and the cost of \( i \)-th cost coefficient can increase by at most \( \hat{c}_i \). Thus, any possible realization of the \( i \)-th cost coefficient lies within the interval \([\hat{c}_i, \hat{c}_i + \delta] \). Given a parameter \( \Gamma > 0 \), we consider the following two uncertainty sets:

\[
\mathcal{U}_1 := \{ c = \hat{c} + \delta : 0 \leq \delta \leq \hat{c}, \sum_{i=1}^{n} \delta_i \leq \Gamma \},
\]

\[
\mathcal{U}_2 := \{ c = \hat{c} + \delta : \delta \in [0,1]^n, \sum_{i=1}^{n} \delta_i \leq \Gamma \},
\]

where \( \delta \cdot \hat{c} \) is the dot product of the vectors \( \delta \) and \( \hat{c} \). The uncertainty set \( \mathcal{U}_1 \) models the case where the total change permitted in the cost coefficients is limited by \( \Gamma \), whereas in the uncertainty set \( \mathcal{U}_2 \), the cost of at most \( \Gamma \) coefficients is allowed to increase from their nominal costs (here \( \Gamma \) is assumed to be integer). The extreme points of the set \( \mathcal{U}_1 \) are the cost vectors in \( \mathcal{U}_2 \). Hence, the two sets lead to equivalent robust optimization problems. But this is not the case for the adversarial problem and the robust incremental problem as the two sets lead to different problems.

Because robust incremental problems involve three stages of decisions, it is unlikely that they will be in the class NP (assuming that the polynomial time hierarchy does not collapse.) For example, consider the special case of the
Our primary contributions are as follows:

1. We show that the robust incremental counterpart of a linear program with respect to uncertainty set $\mathcal{U}_1$ is transformable into a linear program and consequently solvable in polynomial time. In the case that the uncertainty set is $\mathcal{U}_2$, we show that robust incremental linear programming is NP-hard. In particular, we show that the adversarial minimum cost flow problem is NP-hard with respect to the discrete uncertainty set $\mathcal{U}_2$.

2. We show that the robust incremental shortest path problem is NP-hard even in the special case that the uncertainty set is $\mathcal{U}_1$, and only one new arc may be added to the initial path.

3. We prove that the adversarial shortest path problem is solvable in polynomial time with respect to the uncertainty set $\mathcal{U}_1$ and the arc inclusion function, while the robust incremental problem is NP-hard. We also show that the incremental shortest path problem is NP-hard with respect to the arc symmetric-difference function.

4. We also consider an adversarial variant of the minimum spanning tree problem. We show that the adversarial minimum spanning tree problem is solvable in polynomial time when the cost parameters lie in the uncertainty set $\mathcal{U}_1$. 

Table 1: Complexity of different problems

| Problem/Unc/Dist | $Z_{\text{Rob}}$ | $Z_{\text{Inc}}$ | $Z_{\text{Adv}}$ | $Z_{\text{RobInc}}$ |
|------------------|------------------|------------------|------------------|------------------|
| LP/$\mathcal{U}_1$/$L_1$ | P [4, 7] | P [10] | P | P |
| LP/$\mathcal{U}_2$/$L_1$ | P [4, 7] | P [10] | NPC | NPH |
| SP/$\mathcal{U}_1$/Incl | P [6] | P [10] | P | NPC |
| SP/$\mathcal{U}_1$/Excl | P [6] | NPC [10] | NPC [10] | NPH [10] |
| SP/$\mathcal{U}_1$/Sym | P [6] | NPC | NPH | NPH |
| SP/$\mathcal{U}_2$/Incl | P [6] | P [10] | NPC [1] | NPH [1] |
| SP/$\mathcal{U}_2$/Excl | P [6] | NPC [10] | NPC [1] | NPH [1] |
| SP/$\mathcal{U}_2$/Sym | P [6] | NPC | NPC [1] | NPH [1] |
| MST/Inc/Incl | P [6] | P [10] | P | -- |
| MST/$\mathcal{U}_2$/Incl | P [6] | P [10] | NPC [19] | NPH [19] |

robust incremental problem \( \Sigma \) in which $S$ denotes the feasible region of a combinatorial optimization problem, and where $\mathcal{U} = \mathcal{U}_1$, and $S = \{ y : \sum_{i=1}^{n} |x_i - y_i| \leq K \}$ for some specified $K$. Suppose that the nominal optimization problem is solvable in polynomial time. In this case, the decision variant of the third stage problem, i.e., the incremental problem, is in the class P. (The decision variant is a yes-no variant of the optimization problem.) The decision variant of the second stage decision, i.e., the adversarial problem, is in the class NP, and the decision variant of the robust incremental problem is in the class $\Sigma_2^P$, which is one level higher than NP in the polynomial time hierarchy (see, e.g., [20, 26]). If the decision variant of the third stage problem, i.e., the incremental problem, is in NP, then the adversarial problem is in the class $\Sigma_0^P$. And the decision variant of the robust incremental problem is in the class $\Sigma_1^P$, which is one level higher than $\Sigma_0^P$ on the polynomial time hierarchy.

In this paper, we address problems in which the nominal problem is in the class P. In particular, we consider robust incremental variants of the following three types of problems: (1) linear programming problems, (2) shortest path problems, and (3) minimum spanning tree problems. In cases in which the adversarial problem is NP-hard, it remains an open question as to whether the decision variant of the robust incremental problem is $\Sigma_2^P$-complete.

We consider three types of incremental functions. For linear programming, we restrict attention to the $L_1$-distance function, that is, $F(x, y) = \sum_{i=1}^{n} |x_i - y_i|$. For the shortest path problem, we consider two additional incremental functions. In measuring the distance of a path $P$ from a given path $P^0$, we consider the arc inclusion function $|P \setminus P^0|$ and the arc exclusion function $|P^0 \setminus P|$. We note that the $L_1$-distance in this case is equivalent to the arc symmetric-difference $|P^0 \oplus P|$. For the minimum spanning tree problem, the complexity for all three metrics is equivalent, and we measure the distance of a tree $T$ from a given tree $T^0$ by the arc inclusion function $|T \setminus T^0|$.

Our contribution. Our primary contributions are as follows:

1. We show that the robust incremental counterpart of a linear program with respect to uncertainty set $\mathcal{U}_1$ is transformable into a linear program and consequently solvable in polynomial time. In the case that the uncertainty set is $\mathcal{U}_2$, we show that robust incremental linear programming is NP-hard. In particular, we show that the adversarial minimum cost flow problem is NP-hard with respect to the discrete uncertainty set $\mathcal{U}_2$.

2. We show that the robust incremental shortest path problem is NP-hard even in the special case that the uncertainty set is $\mathcal{U}_1$, and only one new arc may be added to the initial path.

3. We prove that the adversarial shortest path problem is solvable in polynomial time with respect to the uncertainty set $\mathcal{U}_1$ and the arc inclusion function, while the robust incremental problem is NP-hard. We also show that the incremental shortest path problem is NP-hard with respect to the arc symmetric-difference function.

4. We also consider an adversarial variant of the minimum spanning tree problem. We show that the adversarial minimum spanning tree problem is solvable in polynomial time when the cost parameters lie in the uncertainty set $\mathcal{U}_1$. 
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We refer to Table 1 for a summary of our contributions as well as a summary of known results from the literature. The input for the problem is given as a triple. The first term of the triple is LP, SP, or MST indicating linear programs, shortest paths or minimum spanning trees. The second term of the triple is $\mathcal{U}_1$ or $\mathcal{U}_2$, indicating the type of uncertainty set. The third term of the triple is the type of distance metric. It is either $L_1$ or it is an abbreviation for set inclusion, set exclusion, or set symmetric difference. We indicate the complexity of the decision version of the problem as P (polynomially solvable), NPC (NP-complete) or NPH (NP-hard). If the complexity is stated with a bold font, it refers to results established in this paper. For SP/$\mathcal{U}_2$/Incl, Büsing [3] shows that the problem is NP-hard for constant $K \geq 1$. Here, we show that the problem is NP-hard, even for $\Gamma = K = 1$. For SP/$\mathcal{U}_1$/Incl, we prove that the problem is NP-hard and inapproximable within a factor of 2, even for $\Gamma = K = 1$. Of the 28 different problems summarized in Table 1 only one of the problems remains open.

2. Robust-Incremental Linear Programming

In this section, we consider the robust incremental optimization model for linear programming. More precisely, we assume that the feasible region $\mathcal{S}$ is given by non-negativity constraints as well as a number of linear equalities, that is,

$$\mathcal{S} := \{x \in \mathbb{R}^n_+ : Ax = b\}, \quad (8)$$

where $A$ is an $m \times n$ matrix and $b$ is an $m$-vector of the right-hand side parameters.

We first consider the uncertainty set $\mathcal{U}_1$, where the total change in the cost parameters is bounded by $\Gamma$. We further assume that the total change permitted in the initial solution is bounded by $K$. The incremental set is given by

$$S_x := \{y \in \mathcal{S} : \sum_{i=1}^n |x_i - y_i| \leq K\}. \quad (9)$$

We show that the resulting robust incremental optimization problem may be represented as a linear programming problem, and hence can be solved efficiently. With respect to a solution $x \in \mathcal{S}$ and a cost vector $c \in \mathcal{U}$, we define $Z_{\text{Inc}}(x, c)$ to be the optimal value of the incremental problem, that is,

$$Z_{\text{Inc}}(x, c) := \min_{c^T y} \begin{cases} c^T y \\ \text{s.t.} \quad Ay = b, \\ \sum_{i=1}^n |x_i - y_i| \leq K, \\ y \geq 0. \end{cases} \quad (10)$$

We introduce two nonnegative variables $z^+_i, z^-_i$, and set $y_i - x_i = z^+_i - z^-_i$ for $i = 1, \ldots, n$. The variables $z^+_i$ and $z^-_i$ correspond to the increase or decrease in $x_i$, respectively. There is always an optimal solution in which either $z^+_i = 0$ or $z^-_i = 0$, in which case $|z^+_i - z^-_i| = z^+_i + z^-_i$. Hence, $Z_{\text{Inc}}(x, c)$ is equivalent to the following linear program:

$$Z_{\text{Inc}}(x, c) = \min_{c^T x + c^T (z^+ - z^-)} \begin{cases} A(z^+ - z^-) = 0, \\ \sum_{i=1}^n (z^+_i + z^-_i) \leq K, \\ z^+ \leq x, \\ z^+, z^- \geq 0. \end{cases} \quad (11)$$

Notice that some problems in the table are equivalent. For example, LP/$\mathcal{U}_1$/L$_1$ is equivalent to LP/$\mathcal{U}_2$/L$_1$ for the robust problem. In total, there are 28 different problems in Table 1.
The dual of the above problem is the following linear program:

\[
Z_{\text{Inc}}(x, c) = \max \quad c^T x - \alpha K - x^T v \\
\text{s.t.} \quad w^T A - \alpha 1 \leq c, \\
- w^T A - \alpha 1 - v \leq -c, \\
\sum\limits_{i=1}^{n} \delta_i \leq \Gamma, \\
0 \leq \delta \leq \hat{c}, \\
v \geq 0, \\
\alpha \geq 0,
\]

where \( w \) is an \( m \)-vector, \( v \) is an \( n \)-vector, and \( 1 \) is an \( m \)-vector each of whose entries is one. Then \( w \) is the vector of dual variables corresponding to the first set of constraints, \( -\alpha \) is a dual variable corresponding to the second constraint, and \( v \) is the vector of dual variables corresponding to the third set of constraints in Problem (11).

We now define \( Z_{\text{Adv}}(x) := \max_{c \in U} Z_{\text{Inc}}(x, c) \) to be the optimal value of the adversarial problem with respect to a given solution \( x \). Following the above discussion, \( Z_{\text{Adv}}(x) \) can be expressed as follows:

\[
Z_{\text{Adv}}(x) = \max \quad \hat{c}^T x + \delta^T x - \alpha K - x^T v \\
\text{s.t.} \quad w^T A - \alpha 1 - \delta \leq \hat{c}, \\
- w^T A - \alpha 1 - v + \delta \leq -\hat{c}, \\
\sum\limits_{i=1}^{n} \delta_i \leq \Gamma, \\
0 \leq \delta \leq \hat{c}, \\
v \geq 0, \\
\alpha \geq 0.
\]

We once again take the dual and obtain:

\[
Z_{\text{Adv}}(x) = \min \quad \hat{c}^T (x + z^+ - z^-) + \beta \Gamma + \hat{c}^T q \\
\text{s.t.} \quad A(z^+ - z^-) = 0, \\
\sum\limits_{i=1}^{n} (z^+_i + z^-_i) \leq K, \\
-z^+ + z^- + \beta 1 + q \geq x, \\
z^+ \leq x, \\
z^+, z^-, q \geq 0, \\
\beta \geq 0.
\]

The goal of Problem (2) is find a solution \( x \in S \) with minimum value \( Z_{\text{Adv}}(x) \). This establishes the following theorem.

**Theorem 1.** Suppose that the sets \( S, U \) and \( S_x \) are given by (8), (6), and (9), respectively. Then, the robust incre-
ment optimization Problem 2 may be formulated as the following linear programming problem:

\[
\begin{align*}
\text{min} & \quad d^T x + \tilde{c}^T (x + z^* - z^-) + \beta \Gamma + \tilde{c}^T q \\
\text{s.t.} & \quad Ax = b, \\
& \quad A(z^* - z^-) = 0, \\
& \quad \sum_{i=1}^n (z_i^+ + z_i^-) \leq K, \\
& \quad -z^* + z^- + \beta 1 + q \geq x, \\
& \quad z^* \leq x, \\
& \quad z^*, z^-, q \geq 0, \\
& \quad x \geq 0, \\
& \quad \beta \geq 0.
\end{align*}
\]

Therefore, Problem (2) can be solved in polynomial time.

We next turn our attention to the uncertainty set \( \mathcal{U}_2 \) and show that the robust incremental counterpart of a linear program in NP-hard. To this end, we consider the minimum cost flow problem. In this problem, we are given a directed graph \( G = (N, A) \) with node set \( N \) and arc set \( A \subseteq N \times N \). Each arc \((i, j) \in A\) has an associated capacity \( u_{ij}\) and an associated cost \( c_{ij}\).

We assume that arc costs are uncertain. The cost of arc \((i, j)\), \(c_{ij}\), is in the interval \([\bar{c}_{ij}, \hat{c}_{ij} + \bar{c}_{ij}]\). We assume that the total change permitted in the incremental stage is bounded by \( K \). Given a flow \( x \), the adversarial minimum cost flow problem is to find a cost vector \( c \in \mathcal{U}_1 \) that maximizes the optimal value \( Z_{\text{inc}}(x, c) \) of the incremental problem.

In the case that the uncertainty set is \( \mathcal{U}_1 \), the results of the previous section show that the robust incremental min cost flow problem can be formulated as a linear programming problem, and is thus solvable in polynomial time.

We next show that the adversarial minimum cost flow problem is NP-hard under the uncertainty set \( \mathcal{U}_2 \).

The adversarial problem is to increase the costs of at most \( \Gamma \) arcs such as to maximize the minimum cost flow. This problem can be formulated as follows:

\[
\begin{align*}
\max_{\delta \in \Theta} \quad & \min_{c \in \mathcal{U}_1} \quad \sum_{(i,j) \in A} (\hat{c}_{ij} x_{ij} + \delta_{ij} \hat{c}_{ij} x_{ij}) \\
\text{s.t.} & \quad Nx = b, \\
& \quad 0 \leq x \leq u,
\end{align*}
\]

where \( \Theta := \{ \delta \in \{0, 1\}^{|A|} : \sum_{(i,j) \in A} \delta_{ij} \leq \Gamma \} \).

We show that this problem is NP-hard by a transformation from the network interdiction problem, which is defined as follows: reduce the value of a maximum flow in a given network as much as possible by removing \( \Gamma \) arcs. Wood shows that this problem is NP-hard by a transformation from the clique problem.
Theorem 2. Under the uncertainty set $\mathcal{U}_2$, the adversarial minimum cost flow problem is NP-hard.

Proof. Consider the following decision version of the network interdiction problem. We are given a capacitated network $G = (N, A)$ with a source $s \in N$ and sink $t \in N$, an integer $\Gamma$, and an integer $k$. The problem is to determine whether there exists a set of $\Gamma$ arcs so that after removing these arcs the maximum flow value is at most $k - 1$. We now construct an instance of the adversarial minimum cost flow problem as follows. Suppose that we want to ship $k$ units of flow from $s$ to $t$ in the given network. We let $b_s = k$, $b_t = -k$, and $b_i = 0$ for all other nodes. Moreover, assume that the nominal costs $\tilde{c}_{ij}$ are all zero and an adversary can increase the costs of at most $\Gamma$ arcs by one, that is, $\tilde{c}_{ij} = 0$ and $\tilde{c}_{ij} = 1$ for all arcs $(i, j) \in A$.

We next show that the network interdiction flow problem is a “Yes”-instance if and only if the optimal value of the corresponding adversarial minimum cost flow problem is strictly positive. Suppose that the network interdiction flow problem is a “Yes”-instance. Thus, there are $\Gamma$ arcs so that one cannot ship $k$ units of flow from $s$ to $t$ without sending flow on at least one of these arcs. This implies that if the adversary increases the cost of these $\Gamma$ arcs by one, then the cost for sending $k$ units of flow will be strictly positive. Conversely, suppose that the optimal value of the adversarial minimum cost flow problem is strictly positive. Let $S$ denote the set of $\Gamma$ arcs whose cost was increased from 0 to 1. Then any flow of $k$ units from $s$ to $t$ must use at least one of these arcs. This completes the proof of the theorem. \qed

The above theorem implies that under the uncertainty set $\mathcal{U}_2$, robust incremental network flows (and thus robust incremental linear programming) is NP-hard. It is an open question whether the decision variant of robust incremental network flows is in the class NP. It is also open as to whether the problem is $\Sigma^P_2$-complete.

3. Robust-Incremental Shortest Path Problem

Here, we study the shortest path problem from a robust incremental viewpoint. Let $G = (N, A)$ be a directed graph with a source $s \in N$ and a sink $t \in N$, and let $c_{ij}$ denote the cost (length) of arc $(i, j) \in A$. In the shortest path problem, we seek a path of least cost from $s$ to $t$.

We suppose that for each arc $(i, j)$, the cost $c_{ij}$ is uncertain and can vary within the interval $[\tilde{c}_{ij}c_{ij} + \tilde{c}_{ij}]$. If the decision maker chooses a path $P^0$ in the first stage and observes the realization $c$ of the cost vector, she is allowed to build a new path $P$ in the second stage whose distance from $P^0$ is not more than $K$ for some specified integer $K$. We measure the distance of a path $P$ from the path $P^0$ via the three different incremental functions: $|P \setminus P^0|$, $|P^0 \setminus P|$, and $|P \oplus P^0|$.

If $K \geq 2n - 2$ and if the uncertainty set is $\mathcal{U}_2$, the adversarial shortest path problem is the problem of maximizing the length of the least cost path from $s$ to $t$ by increasing the cost of at most $\Gamma$ arcs.

By setting $\tilde{c}_{ij}$ to be very large, the adversarial shortest path problem reduces to the problem of determining the $\Gamma$ most vital arcs, i.e., those $\Gamma$ arcs whose removal results in the greatest increase in the length of the shortest path from $s$ to $t$. The latter problem is known to be NP-hard and inapproximable by a constant factor better than 2 [see 1]. This implies that the robust incremental shortest path problem is NP-hard with respect to all three incremental functions.

In the rest of this section, we examine the robust incremental shortest path problem with respect the uncertainty set $\mathcal{U}_1$, unless mentioned otherwise, and under the incremental functions $|P \setminus P^0|$ and $|P^0 \oplus P|$.

3.1. The incremental function $|P \setminus P^0|$.

Here, we assume that one can build a new path by adding at most $K$ new arcs to the path in the incremental stage. For this case, Şerif et al. [10] present a polynomial time algorithm for solving the incremental shortest path problem. We show that the adversarial problem is also solvable in polynomial time. And we show that the robust incremental problem is NP-hard, even for the special case where $\Gamma = K = 1$.

Let $Z_{inc}(P^0, c)$ be the optimal value of the incremental optimization problem on $G = (N, A)$ with respect to a given path $P^0$ and a vector $c$ of costs. We next transform the incremental optimization problem on $G$ into a shortest path problem on a time expanded network $G^* = (N', A')$. We create the time expanded network $G^*$ as follows. For each node $i \in N$ there are $K + 1$ copies of the node in $N'$. The copies are denoted as $\hat{i}_k$, for $k = 0, \ldots, K$.

There are three subsets of arcs. For every arc $(i, j) \in P^0$, there are arcs $(\hat{i}_0, \hat{j}_0)$, for $k = 0, \ldots, K$. For every arc $(i, j) \in A \setminus P^0$, there are arcs $(\hat{i}_k, \hat{j}_{k+1})$, for $k = 0, \ldots, K - 1$. Finally, for every node $i \in N$, there are arcs $(\hat{i}_k, \hat{i}_{k+1})$, for
There is a one-to-one correspondence between feasible solutions of Problem (18) and the paths from node
we let them to be zero.

In this problem, there are three subsets of decision variables corresponding to three subsets of arcs in the time expanded
network. For every \((i, j) \in P^0\) and \(k = 0, \ldots, K\), the decision variable \(x^k_{ij}\) corresponds to the arc from node \(i_k\) to node
\(j_k\). For every \((i, j) \in A \setminus P^0\) and \(k = 0, \ldots, K - 1\), the decision variable \(x^k_{ij}\) corresponds to the arc from node \(i_k\) to node
\(j_{k+1}\). For every \(i \in N\) and \(k = 0, \ldots, K - 1\), the decision variable \(x^K_{ii}\) corresponds to the arc from node \(i_k\) to node \(i_{k+1}\).

In this problem, there are three subsets of decision variables corresponding to three subsets of arcs in the time expanded
network. For every \((i, j) \in P^0\) and \(k = 0, \ldots, K\), the decision variable \(x^k_{ij}\) corresponds to the arc from node \(i_k\) to node
\(j_k\). For every \((i, j) \in A \setminus P^0\) and \(k = 0, \ldots, K - 1\), the decision variable \(x^k_{ij}\) corresponds to the arc from node \(i_k\) to node
\(j_{k+1}\). For every \(i \in N\) and \(k = 0, \ldots, K - 1\), the decision variable \(x^K_{ii}\) corresponds to the arc from node \(i_k\) to node \(i_{k+1}\).

There is a one-to-one correspondence between feasible solutions of Problem (18) and the paths from node \(s_0\) to node
t_k. We have included dummy variables \(x^K_{ii}\) for \((i, j) \in A \setminus P^0\) and \(x^K_{ii}\) for \(i \in N\) to simplify the formulation, and then we
let them to be zero.

We can relax the binary variables in Problem (18). By considering the dual problem, we obtain the following

\[
\begin{align*}
\min & \quad \sum_{k=0}^{K} \sum_{(i,j) \in P^0} c_{ij} x^k_{ij} + \sum_{k=0}^{K} \sum_{(i,j) \in A \setminus P^0} c_{ij} x^k_{ij} \\
\text{s.t.} & \quad x^k_{ii} + \sum_{j: (i,j) \in P^0} x^k_{ij} + \sum_{j: (j,i) \in A \setminus P^0} x^k_{ji} \\
& \quad -x^{k-1}_{ii} - \sum_{j: (i,j) \in P^0} x^{k-1}_{ij} - \sum_{j: (j,i) \in A \setminus P^0} x^{k-1}_{ji} = \begin{cases} 
1 & \text{if } i = s, k = 0 \\
-1 & \text{if } i = t, k = K \\
0 & \text{otherwise} \\
\end{cases} \quad \forall i \in N, \ k = 0, \ldots, K, \\
& \quad x^k_{ij} \in \{0, 1\} \quad \forall (i, j) \in P^0, \ k = 0, \ldots, K, \\
& \quad x^k_{ij} \in \{0, 1\} \quad \forall (i, j) \in A \setminus P^0, \ k = 0, \ldots, K - 1, \\
& \quad x^k_{ii} \in \{0, 1\} \quad \forall i \in N, \ k = 0, \ldots, K - 1, \\
& \quad x^K_{ii} = 0 \quad \forall (i, j) \in A \setminus P^0, \\
& \quad x^K_{ii} = 0 \quad \forall i \in N. 
\end{align*}
\]
formulation for the incremental shortest path problem:

\[
Z_{\text{inc}}(P^0, c) = \max_k \pi^0_k - \pi^K_k
\]

s.t. \( \pi^k_i - \pi^k_j \leq c_{ij} \) \forall (i, j) \in P^0, \( k = 0, \ldots, K, \)

\( \pi^k_i - \pi^{k+1}_j \leq c_{ij} \) \forall (i, j) \in A \setminus P^0, \( k = 0, \ldots, K - 1, \)

\( \pi^k_i - \pi^{k+1}_j \leq 0 \) \forall i \in N, \( k = 0, \ldots, K - 1. \) \tag{19}

The adversarial problem is to find a cost vector \( c \in \mathcal{U}_1 \) to maximize \( Z_{\text{adv}}(P^0, c) \). This implies that the adversarial problem turns into a linear program as follows:

\[
Z_{\text{adv}}(P^0) = \max_k \pi^0_k - \pi^K_k
\]

s.t. \( \pi^k_i - \pi^k_j - \delta_{ij} \leq \bar{c}_{ij} \) \forall (i, j) \in P^0, \( k = 0, \ldots, K, \)

\( \pi^k_i - \pi^{k+1}_j - \delta_{ij} \leq \bar{c}_{ij} \) \forall (i, j) \in A \setminus P^0, \( k = 0, \ldots, K - 1, \)

\( \pi^k_i - \pi^{k+1}_j \leq 0 \) \forall i \in N, \( k = 0, \ldots, K - 1, \)

\( 0 \leq \delta_{ij} \leq \bar{c}_{ij} \) \forall (i, j) \in A. \tag{20}

Notice that this problem has \( Kn + m \) variables and at most \((K + 2)m + nK\) constraints. We assume without loss of generality that \( K \leq n - 1 \) since otherwise the adversarial shortest path problem reduces to a nominal problem. This leads to the following result.

**Theorem 3.** The adversarial shortest path problem under the uncertainty set \( \mathcal{U}_1 \) can be formulated as a linear program, and is solvable in polynomial time.

Bertsimas and Sim\cite{asim2004} showed that the robust shortest path problem is solvable in polynomial time. We next prove that decision variant of the robust incremental shortest path problem is NP-complete. The transformation is from the 2-disjoint-paths problem, which is as follows. Given given a directed graph \( G = (N, A) \) and distinct nodes \( s_1, s_2, t_1, t_2 \), are there two disjoint paths \( P_1 \) and \( P_2 \) such that \( P_1 \) is from \( s_1 \) to \( t_1 \) and \( P_2 \) is from \( s_2 \) to \( t_2 \)? This problem is shown to be NP-complete by Fortune et al.\cite{Fortune1986}.

**Theorem 4.** It is NP-hard to approximate the robust incremental shortest path problem within a factor of 2 if the uncertainty set is \( \mathcal{U}_1 \) and the distance metric is with respect to inclusion.

**Proof.** Given an instance of the 2-disjoint-paths problem, we construct a graph \( G' = (N', A') \) as follows. We create four nodes \( s'_1, s'_2, t'_1, t'_2 \), and arcs \( (s'_1, s_1), (s'_2, t_1), (t_1, t'_1), (s'_2, s_2), (t_2, t'_2) \) in graph \( G' \). We furthermore link node \( t'_1 \) to node \( s'_2 \) with two parallel arcs. The construction of graph \( G' \) is illustrated in Figure 2. Suppose that the cost \( d_{ij} \) for the initial path and the nominal arc costs \( \bar{c}_{ij} \) are all zero, and suppose that an adversary can increase the cost of each arc by one. Furthermore, let \( \Gamma = K = 1. \)

We prove the following: (i) if the 2-disjoint-paths problem is a “yes” instance, then there exists a path \( P^0 \) from node \( s'_1 \) to node \( t'_1 \) in graph \( G' \) with \( Z_{\text{Adv}}(P^0) = 0.5 \), where \( Z_{\text{Adv}}(P^0) \) is the optimal value of the adversarial optimization problem with respect to \( P^0 \); and (ii) if the 2-disjoint-paths problem is a “no” instance, then \( Z_{\text{Adv}}(P^0) = 1 \) for all paths \( P^0 \) from node \( s'_1 \) to node \( t'_1 \).

We first suppose that there are two node-disjoint paths \( P_1 \) and \( P_2 \) from \( s_1 \) to \( t_1 \) and from \( s_2 \) to \( t_2 \), respectively. Let path \( P^0 \) be defined as follows:

\[
P^0 := (s'_1, s_1), (t_1, t'_1), (t'_1, s'_2), (s'_2, s_2), (t_2, t'_2).
\]

If the adversary were to modify the cost of one arc only, then the best incremental path would have a cost of 0. (This is easily seen by enumeration). Thus, the adversary needs to modify the costs of at least two arcs. An optimal choice for the adversary is to increase the costs of an arc of \( P_1 \) (or \( P_2 \)) and the cost of the arc \( (t'_1, s'_2) \) used in \( P^0 \), each with 0.5. Then an optimal incremental path would be to replace the arc \( (t'_1, s'_2) \) used in \( P^0 \) by the other parallel arc \( (t'_1, s'_2) \), which gives a cost of 0.5.
We now assume that the 2-disjoint-paths problem is a "no" instance and prove that \( Z_{\text{Adv}}(P^0) = 1 \) for every path \( P^0 \) from node \( s'_1 \) to node \( t'_2 \). Consider an arbitrary path \( P^0 \). We consider first the case in which \( P^0 \) passes through node \( t'_1 \) (as well as node \( s'_1 \)). In this case, it must contain arc \((s'_1, t'_1)\) or arc \((s'_2, t'_2)\). We assume without loss of generality that it is arc \((s'_1, t'_1)\). In this case, the adversary increases the cost of arc \((s'_1, t'_1)\) by 1. The incremental path must include this arc, and so has a cost of 1.

Next, we assume that the path \( P^0 \) does not pass through node \( t'_1 \). In this case, path \( P^0 \) must contain the arc \((t_2, t'_2)\).

We have already mentioned that the robust incremental shortest path problem is NP-hard under the uncertainty set \( \mathcal{U}_2 \) since it includes as special case the problem of finding the \( K \) most vital arcs. However, for a fixed \( K \), and in particular \( K = 1 \), the latter problem can be solved in polynomial time. The next result shows that the robust incremental shortest path problem is NP-hard with respect to the uncertainty set \( \mathcal{U}_2 \), even for \( K = 1 \).

**Theorem 5.** The robust incremental shortest path problem is NP-hard under the uncertainty set \( \mathcal{U}_2 \).

**Proof.** We use a similar reduction as in the proof of Theorem 5 from the 2-disjoint-paths problem. Consider an instance of the 2-disjoint-paths problem given by a directed graph \( G = (N, A) \) and distinct nodes \( s_1, s_2, t_1, t_2 \). In addition, let \( G' \) be the constructed graph as in the proof of Theorem 5.

We show that the 2-disjoint-paths problem is a "yes" instance if and only if there exists a path \( P^0 \) from \( s'_1 \) to \( t'_2 \) with \( Z_{\text{Adv}}(P^0) = 0 \). We first suppose that there are two node-disjoint paths \( P_1 \) and \( P_2 \) from \( s_1 \) to \( t_1 \) and from \( s_2 \) to \( t_2 \), respectively. We set \( P^0 = (s'_1, s_1), (t_1, t'_1), (s'_2, s_2), (s_2, t_2), (t_2, t'_2) \). If the cost of an arc which is not in the path \( P^0 \) is increased, then \( P^0 \) is still a path from \( s'_1 \) to \( t'_2 \) of cost zero. So we suppose that the cost of an arc in \( P^0 \) is increased by 1. If this arc is before node \( t'_1 \) (after node \( s'_2 \)), then we add arc \((s'_1, t'_1)\) (arc \((s'_2, t'_2)\)). In the case that the cost of arc \((t'_1, s'_2)\) is increased, the other parallel arc can be replaced. Thus, in any case we can add one arc and have a new path from \( s'_1 \) to \( t'_2 \) of cost zero.

We next proceed to prove the reverse direction. Assume that there is path \( P^0 \) so that whenever the cost of one arc is increased, we can add at most one arc and have a path from \( s'_1 \) to \( t'_2 \) of cost zero. Such a path must not include either \((s'_1, t'_1)\) or \((s'_2, t'_2)\) since otherwise when the cost of one of these two arcs increases, we cannot build up any path of cost zero by adding one arc. This implies that there is a path from \( s_1 \) to \( t_1 \) and a path from \( s_2 \) to \( t_2 \). This completes the proof of the theorem.

3.2. The incremental function \(|P \oplus P^0|\)

While the incremental shortest path problem with arc inclusion can be solved efficiently, the arc exclusion version is NP-complete [see 10]. We next prove that the incremental shortest path problem is also NP-complete under the symmetric difference variant in which one is allowed to add or remove at most \( K \) arcs from the given path.

**Theorem 6.** Under the uncertainty set \( \mathcal{U}_3 \), the incremental shortest path problem is NP-complete.
The value of the incremental shortest path problem is arcs. The construction of graph paths problem given by a directed graph \((G, A)\) and let \(K\) arcs. Since each spanning tree has \(K\) arcs. From the viewpoint of complexity analysis, these three problem variants are equivalent. Accordingly, we just consider the case where a new spanning tree can be built by adding \(K\) new arcs.

**Proof.** The proof is based on a reduction from the 2-disjoint-paths problem. Consider an instance of the 2-disjoint-paths problem given by a directed graph \(G = (N, A)\) and distinct nodes \(s_1, s_2, t_1, t_2\). We construct a graph \(G' = (N', A')\) as follows. For \(i = 1, 2\), introduce an arc \((s_i, t_i)\). Furthermore, we link node \(t_1\) to node \(s_2\) with \(n + 1\) series arcs \((t_1, t_1), (t_1, t_2), \ldots, (t_{n-1}, t_n), (t_n, s_2)\). We associate a cost of zero to all original arcs in \(A\) and a cost of one to the new arcs. The construction of graph \(G'\) from graph \(G\) is shown in Figure 3.

We now suppose that the path \(P^0\) is given as

\[ P^0 = (s_1, t_1), (t_1, i_1), (i_1, i_2), \ldots, (i_{n-1}, i_n), (i_n, s_1), (s_2, t_2), \]

and let \(K = n + 1\). It is easy to see that the 2-disjoint-paths problem is a “yes” instance if and only if the optimal value of the incremental shortest path problem is \(n + 1\) because the incremental shortest path must include the arcs \((t_1, t_1), (t_1, t_2), \ldots, (t_n, s_2)\).

![Figure 3: The graph G' is constructed from G by adding two new arcs (s1, t1) and (s2, t2) and by creating a path of length n + 1 from node t1 to node s2 with n new nodes and n + 1 new arcs.](image)

### 4. Adversarial Minimum Spanning Tree Problem

In this section, we consider the **minimum spanning tree** problem. In this problem, we are given an undirected graph \(G = (N, A)\) with \(n\) nodes and \(m\) arcs. Each arc \((i, j) \in A\) has an associated cost \(c_{ij}\). The problem is to determine a spanning tree of minimum cost. This problem can be formulated as follows:

\[
\begin{align*}
\min & \sum_{(i,j) \in A} c_{ij} x_{ij} \\
\text{s.t.} & \quad \sum_{(i,j) \in A} x_{ij} \geq n - 1, \\
& \quad \sum_{(i,j) \in A \cup S} x_{ij} \leq |S| - 1 \quad \forall S \subseteq N, \\
& \quad x_{ij} \in \{0, 1\} \quad \forall (i, j) \in A.
\end{align*}
\]

The binary variable \(x_{ij}\) indicates arc \((i, j)\) is in the tree or not, depending on whether \(x_{ij} = 0\) or 1, respectively. The first constraint guarantees the existences of at least \(n - 1\) arcs. The second set of constraints, referred to it as **subtour-elimination constraints**, ensures that the set of selected arcs does not include any cycle. There is a one-to-one correspondence between feasible solutions of Problem (21) and spanning trees in graph \(G\).

The linear programming relaxation of Problem (21) is known as the **subtour LP**. Edmonds [11] shows that every extreme point of the feasible region of the subtour LP is binary and corresponds to the incidence vector of a spanning tree. In addition, there is a polynomial time separation oracle for the constraints in the subtour LP (see, e.g., [23]). We will rely on this separation algorithm in order to efficiently solve the adversarial problem.

We suppose that each arc \((i, j) \in A\) has an associated interval \([\hat{c}_{ij}, \hat{c}_{ij} + \hat{c}_{ij}]\). Any possible realization of the arc cost \(c_{ij}\) lies in this interval. Given an initial spanning tree \(T^0\), one can modify the tree after observing the arc costs. We measure the distance between two spanning trees by the arc inclusion operator; that is, one can build a new spanning tree by adding at most new \(K\) arcs. Since each spanning tree has \(n - 1\) arcs, this case is equivalent to excluding at most \(K\) arcs. It is also equivalent to finding a symmetric difference with at most \(2K\) arcs. From the viewpoint of complexity analysis, these three problem variants are equivalent. Accordingly, we just consider the case where a new spanning tree can be built by adding \(K\) new arcs.
We will examine the adversarial minimum spanning tree problem under the uncertainty sets $U_1$ and $U_2$. We first consider the uncertainty set $U_2$. The adversarial problem is the problem of finding the $\Gamma$ most vital arcs, i.e., the $\Gamma$ arcs whose removal from the graph will lead in the greatest increase in the cost of the minimum spanning tree in the remaining graph. Lin et al. [19] show that this problem is NP-hard for arbitrary $\Gamma$. Their result immediately implies the following.

**Theorem 7.** Under the uncertainty set $U_2$, the decision variant of the adversarial minimum spanning tree problem is NP-complete.

We next show that the adversarial minimum spanning tree problem is solvable in polynomial time if the possible range of the cost vector $c$ is given by $U_1$. Given a spanning tree $T^0$ and a vector $c$ of costs, we define $Z_{\text{inc}}(T^0, c)$ to be the optimal value of the incremental optimization problem, that is,

$$Z_{\text{inc}}(T^0, c) := \min \sum_{(i,j) \in A} c_{ij} x_{ij}$$

s.t. $\sum_{(i,j) \in T^0} x_{ij} \leq K$, $x \in S$. \hspace{1cm} (22)

where $S$ is the feasible region of Problem (21).

Problem (22) has the integrality property because it is represented as the intersection of two matroids: a uniform matroid and the forest matroid [see 12]. We then apply the Lagrangian relaxation method to relax the first constraint. By associating a Lagrangian multiplier with respect to the first constraint of Problem (22), we obtain the following relaxation problem:

$$L(\lambda) := \min_{x \in S} \sum_{(i,j) \in A} c_{ij} x_{ij} + \lambda \sum_{(i,j) \not\in T^0} x_{ij} - \lambda K.$$ \hspace{1cm} (23)

The binary variables $x_{ij} \in \{0, 1\}$ can be replaced by $x_{ij} \geq 0$ in the Lagrangian relaxation $L(\lambda)$ (note that the constraints $x_{ij} \leq 1, (i, j) \in A$ become redundant due to the subtour-elimination constraints). By strong duality for linear programming, we can write

$$L(\lambda) = \max_{w \geq 0} (n - 1) w - \sum_{S \subseteq N} (|S| - 1) y_S - \lambda K$$

s.t. $w = \sum_{S \subseteq N, \not\in S} y_S \leq c_{ij} \quad (i, j) \in T^0,$

$$w - \sum_{S \subseteq N, j \in S} y_S \leq c_{ij} + \lambda \quad (i, j) \not\in T^0,$$

$y_S \geq 0 \quad \forall S \subseteq N,$

$w \geq 0.$ \hspace{1cm} (24)

Because Problem (22) has the integrality property, $Z_{\text{inc}}(T^0, c) = \max_{\lambda \geq 0} L(\lambda)$. The adversarial problem seeks a cost vector $c \in U_1$ that maximizes $Z_{\text{inc}}(T^0, c)$. Let $Z_{\text{Adv}}(T^0)$ denote the optimal value of the adversarial problem, starting
from the initial tree $T^0$. Following the above discussion, we have

$$Z_{\text{Adv}}(T^0) = \max (n - 1)w - \sum_{S \subseteq N} (|S| - 1)y_S - \lambda K$$

s.t. 

$$w = \sum_{S \subseteq N, i, j \in S} y_S - \delta_{ij} \leq \tilde{c}_{ij} \quad (i, j) \in T^0,$$

$$w = \sum_{S \subseteq N, i, j \notin S} y_S - \delta_{ij} - \lambda \leq \tilde{c}_{ij} \quad (i, j) \notin T^0,$$

$$\sum_{(i,j) \notin A} \delta_{ij} \leq \Gamma,$$

$$0 \leq \delta_{ij} \leq \hat{c}_{ij} \quad \forall (i, j) \in A,$$

$$y_S \geq 0 \quad \forall S \subseteq N,$$

$$\lambda, w \geq 0.$$

The dual problem is:

$$Z_{\text{Adv}}(T^0) = \min \sum_{(i,j) \in A} \tilde{c}_{ij}x_{ij} + \sum_{(i,j) \in A} \beta_{ij}\hat{c}_{ij} + \theta \Gamma$$

s.t. 

$$-x_{ij} + \beta_{ij} + \theta \geq 0 \quad \forall (i, j) \in A,$$

$$\sum_{(i,j) \notin T^0} x_{ij} \leq K,$$

$$\beta_{ij} \geq 0 \quad \forall (i, j) \in A,$$

$$\theta \geq 0,$$

$$x \in \mathcal{S}_R.$$

where $\mathcal{S}_R$ is the feasible region of the subtour LP.

We notice that the set $\mathcal{S}_R$ contains exponentially many constraints. However, as mentioned before, there exists a polynomial time separation oracle for the constraints in $\mathcal{S}_R$. This implies that Problem (26) can be solved in polynomial time by the equivalence of optimization and separation [15].

**Theorem 8.** Under the uncertainty set $\mathcal{U}_1$, the adversarial minimum spanning tree problem can be solved in polynomial time.

### 5. Conclusions

We have presented a robust incremental approach to address uncertainty in optimization problems. We model the case in which the decision maker is allowed to make an incremental change after observing the realization of the uncertain parameters. We addressed the complexity of several optimization problems within this framework. We showed that the robust incremental counterpart of a linear programming problem is solvable in polynomial time. We also established NP-hardness of several robust incremental problems by showing that the adversarial problem or the incremental problem is NP-hard. This puts a lower bound on the complexity of these problems. It is open as to whether the decision versions of the robust incremental problems are $\Sigma^2_p$-complete. We remark that if the incremental problem as well as the adversarial problem are in the class NP, then the robust incremental problem is in the class $\Sigma^2_p$.

Another open issue is the complexity of the robust incremental minimum spanning tree problem.
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