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Antenna arrays play an increasingly important role in modern wireless communication systems. However, how to effectively suppress and optimize the side lobe level (SLL) of antenna arrays is critical for communication performance and communication capabilities. To solve the antenna array optimization problem, a new intelligent optimization algorithm called sparrows search algorithm (SSA) and its modification are applied to the electromagnetics and antenna community for the first time in this paper. Firstly, aimed at the shortcomings of SSA, such as being easy to fall into local optimum and limited convergence speed, a novel modified algorithm combining a homogeneous chaotic system, adaptive inertia weight, and improved boundary constraint is proposed. Secondly, three types of benchmark test functions are calculated to verify the effectiveness of the modified algorithm. Then, the element positions and excitation amplitudes of three different design examples of the linear antenna array (LAA) are optimized. The numerical results indicate that, compared with the other six algorithms, the modified algorithm has more advantages in terms of convergence accuracy, convergence speed, and stability, whether it is calculating the benchmark test functions or reducing the maximum SLL of the LAA. Finally, the electromagnetic simulation results obtained by FEKO also show that it can achieve a satisfactory beam pattern performance in practical arrays.

1. Introduction

The latest development trend of wireless communication systems is to realize the antenna array system with strong directivity and maneuverability, so that it can radiate and receive energy to the maximum extent in a specific direction and reduce the waste of energy by suppressing the SLL in noninteresting directions [1]. According to the pattern multiplication theorem, the pattern of an antenna array can be obtained by multiplying the element pattern by the array factor. By adjusting the spacing, excitation amplitude, and phase of array factor, the antenna array can have the characteristics of high gain, narrow beam, low SLL, and easy electrical scanning [2]. In the field of scientific research and engineering practice, most of the problems encountered can be attributed to solving optimization problems, and the design and optimization of the antenna array are no exception [3]. With the development of computer technologies and computational electromagnetics, some intelligent optimization algorithms that simulate the behavior mechanism of biological groups or the laws of natural phenomena have begun to appear in the vision of many scholars. With its unique advantages in solving large-scale, nonlinear, and other complex optimization problems, the design and optimization technology of antenna arrays based on an intelligent optimization algorithm has always been a research hotspot in the field of EM optimization [4].

In the past few decades, various intelligent optimization algorithms have been implemented to optimize and design antenna arrays, such as genetic algorithm (GA) [5], particle swarm optimization (PSO) [6], bees algorithm (BA) [7], biogeography-based optimization (BBO) [8], firefly algorithm (FA) [9], cat swarm optimization (CSO) [10], cuckoo optimization algorithm (COA) [11], backtracking search algorithm (BSA) [12], symbiotic organisms search (SOS) [13], grey wolf optimization (GWO) [14], extended GWO (GWO-E) [15], spider monkey optimization (SMO) [16], gravitational search algorithm (GSA) [17], invasive weed...
optimization (IWO) [18], elephant swarm water search algorithm (ESWSA) [19], grasshopper optimization algorithm (GOA) [20], and equilibrium optimization algorithm (EOA) [21]. These algorithms have been successfully applied in this field. However, according to no free lunch (NFL) theorem, no algorithm can perform best on all kinds of optimization problems [22]. Therefore, finding and researching more efficient algorithms are still a problem worthy of attention in the field of EM optimization.

SSA is a new intelligent optimization algorithm proposed by Xue and Shen in 2020. It is mainly inspired by the foraging and antipredation behaviors of sparrows. It has the characteristics of simple implementation, few adjustment parameters, and high expansibility and has been successfully applied in many scientific research and engineering practice fields [23]. For example, [24] proposed an improved SSA to solve the path planning problem of UAV under constraint and proved that the route generated by this method is better than that by the other four algorithms in the same environment. Wang and Xianyu used SSA to solve the optimal configuration model of distributed power supply for the first time and verified the effectiveness and superiority of this method through the IEEE 33 distribution system [25]. Reference [26] established the SSA model based on empirical mode decomposition to optimize the parameters of the kernel extreme learning machine (KELM) and achieved higher prediction accuracy in blood glucose prediction. Kumaravel and Ponnusamy introduced an adaptive strategy on the basis of SSA to optimize the power flow management of the smart grid system, which realized the real-time energy management in the microgrid [27]. In [28], the improved model based on SSA can track the distributed maximum power point more accurately and quickly and has good robustness, thus effectively solving the problem of power mismatch loss in a photovoltaic microgrid system. Zhu and Yousefi introduced an adaptive strategy on the basis of SSA and applied it to the optimization of proton exchange membrane fuel cell (PEMFC) stack model parameters. The validity of the proposed method in determining the maximum output power and optimal operating state of the stack is verified through four cases [29]. With the help of the adaptive SSA, Liu and Rodriguez took a residential building as an example and took the energy load demand and investment cost as the optimization objectives to get the best combination scheme of the integrated sustainable energy systems, which achieved the purpose of reducing energy consumption and saving economic expenses [30].

LAA is known as the basic and one of the most practical geometric configurations of antenna array in which all elements are arranged in a straight line. Aimed at the design and optimization of LAA, a new modified SSA is proposed in this paper. The main contributions are briefly highlighted as follows:

(i) Proposition of the MSSA to further enhance the performance of SSA

(ii) Application of the algorithm to the electromagnetics and antenna community for the first time

(iii) Design of a few different scenarios of LAA for the maximum SLL reduction by optimizing the element spacing and excitation amplitude

(iv) Consideration of an additional constraint on the total length of the antenna array to preserve the features of the beam pattern

(v) Comparison of the results with several classical and well-known algorithms in function optimization and antenna array design problem

(vi) EM simulation with Altair FEKO 2019 to test the validity of the experiment results in practical conditions

The rest of this paper is structured as follows. Section 2 describes the basic principle of SSA, introduces the improvement strategies, and gives the pseudocode of the modified algorithm. Section 3 verifies its effectiveness and convergence performance. In Section 4, the mathematical description of the LAA optimization problem is given, and the simulation results are discussed and analyzed, and then, the EM verification experiment is carried out. Finally, Section 5 draws the conclusion of this paper.

2. The Sparrow Search Algorithm and Its Modification

2.1. Standard Sparrow Search Algorithm. A sparrow is an intelligent social animal, which keeps alert and stays a safe distance at all times. They also show great unity when encountering the enemy. According to their different behavior rules, sparrows can be divided into three roles: producers, scavengers, and scouters. Assuming that there are \( N \) sparrows in a \( D \)-dimensional search space, the position of the \( i \)-th sparrow can be expressed as \( X_i = [X_{i,1}, X_{i,2}, \cdots, X_{i,D}] \), \( i = 1, 2, \cdots, N \). The following is an introduction of the three updating methods.

2.1.1. Producers. Producers are sparrows with better fitness values in the population. They have a wide search range and are responsible for searching and providing foraging directions for the whole population. The mathematical expression of producers is described as follows:

\[
X_{i,j}^{t+1} = \begin{cases} 
X_{i,j}^t \cdot \exp \left( -\frac{i}{\alpha \cdot t_{\text{max}}} \right), & R_2 < \text{ST}, \\
X_{i,j}^t + Q \cdot L, & R_2 \geq \text{ST}, 
\end{cases} 
\]

where \( t \) represents the current iteration number and \( t_{\text{max}} \) represents the maximum number of iterations. \( X_{i,j} \) denotes the position of the \( i \)-th sparrow in the \( j \)-th dimension. \( \alpha \) is a uniform random number in the range \([0, 1]\), and \( R_2 \) and \( \text{ST} \) represent the alarm value and the safety threshold respectively, where \( R_2 \in [0, 1] \) and \( \text{ST} \in [0, 1] \). \( Q \) is a random number with normal distribution. \( L \) is a one-dimensional matrix with all elements of 1. When \( R_2 < \text{ST} \), it means that the surrounding environment is safe and they can search for food...
extensively. When $R_2 \geq ST$, it means that there is danger at this time, and all sparrows have to fly to other safe areas quickly.

2.1.2. Scroungers. Scroungers are sparrows except all the producers and keep an eye on the producers. If they find that the producers have found better food, they will immediately leave their present position to fight for food and make themselves the producers. The position of the scroungers is updated as follows:

$$X_{ij}^{t+1} = \begin{cases} Q \cdot \exp \left( \frac{X_{\text{worst}} - X_{ij}^t}{i^2} \right), & i > N/2, \\ X_{ij}^t + \left| X_{ij}^t - X_{\text{best}}^t \right| \cdot A \cdot L, & i \leq N/2, \end{cases}$$

(2)

where $X_{\text{worst}}$ represents the global worst position of the current population and $X_p$ represents the best position occupied by the producers in the current iteration process. $A$ is a one-dimensional matrix with elements of 1 or -1, and $A^t = (A A^T)^{-1}$. If $i > N/2$, it indicates that the $i^{th}$ scrounger with low fitness value is in an unfavorable position and needs to expand its flight range to obtain food; if $i \leq N/2$, the $i^{th}$ scrounger will find a random place near the optimal location and perform local search.

2.1.3. Scouters. The scouts are randomly generated between the producers and the scroungers and can perceive whether there is danger in the foraging area. The model of scouters and the producers can be formulated as follows:

$$X_{ij}^{t+1} = \begin{cases} X_{\text{best}} + \beta \cdot \left| X_{ij}^t - X_{\text{best}}^t \right|, & F_i > F_g, \\ X_{ij}^t + K \cdot \left( \frac{X_{ij}^t - X_{\text{worst}}^t}{(F_i - F_w) + \varepsilon} \right), & F_i = F_g, \end{cases}$$

(3)

where $X_{\text{best}}$ represents the global optimal position of the current population, and it is also the safest location. As a step size control parameter, $\beta$ is a random number subject to standard normal distribution. $K \in [-1, 1]$ indicates the direction of movement of the sparrows. $F_i$, $F_g$, and $F_w$ represent the fitness value of the $i^{th}$ sparrow, the global optimal, and the worst fitness value of the current population, respectively. $\varepsilon$ is a minimal constant that avoids zero division error. $F_i > F_g$ indicates that the sparrows is at the edge of the population, vulnerable to predators, and needs to move to a safe area. $F_i = F_g$ indicates that the sparrow is in the middle of the population, but it is aware of the danger and needs to be closer to other sparrows to reduce the risk of predation.

2.2. Modified Sparrow Search Algorithm. Compared with other representative intelligent optimization algorithms in recent years, although SSA has strong competitiveness in convergence speed, accuracy, and stability [31], it is still inevitable to fall into local optimum at the later stage of iterations, resulting in insufficient convergence accuracy [32]. In order to further improve the performance of the algorithm, this paper proposes a new modified algorithm based on chaotic adaptive inertia weight and improved boundary constraint.

2.2.1. Homogeneous Chaotic System. The quality of initial solution directly affects whether the algorithm can find the optimal solution. Chaos is a kind of random phenomenon with ergodicity, inherent regularity, and long-term unpredictability [33]. Within the search range of feasible solutions, chaotic sequences are widely used in population initialization of optimization algorithms; this is because they can traverse all states without repetition [34]. The research in Reference [35] shows that the homogeneous chaotic system has better random effect in variable initialization. Its function is expressed as

$$\begin{align*}
&\mu(t+1) = 3.5\mu(t)^2 + 3.3\mu(t) - 0.265, \\
&\tilde{X}(t+1) = \frac{1}{\pi} \arcsin \left( -\frac{7}{4} \mu(t+1) - \frac{33}{40} \right),
\end{align*}$$

(4)

where $\mu \in [-73/70, 1/10]$ is the initialization sequence and $\tilde{X}$ is completely chaotic in $[-1/2, 1/2]$. The formula for transforming chaotic sequence $\tilde{X}$ into the solution space is as follows:

$$X = \frac{Ub + Lb}{2} + \tilde{X}(Ub - Lb),$$

(5)

where $Ub$ and $Lb$, respectively, represent the upper and lower boundary values of the optimized variables.

The statistical histogram obtained from the numerical statistics of ordinary random sequences and sequences generated by the homogeneous chaotic system is shown in Figure 1. It can be seen from the figure that the chaotic system has better homogenization, that is, better randomness. Hence, when the diversity of the sparrows increases, the quality of initial solution can be improved.
2.2.2. Adaptive Inertia Weight. All intelligent optimization algorithms include two processes of global exploration and local exploitation. An efficient algorithm needs to balance the global exploration capability and the local exploitation capability [36]. From the basic principle of SSA in Section 2.1, it is not difficult to find that the producer’s search ability plays a vital role in whether the algorithm can find the optimal solution. Therefore, inertia weight $w$ is introduced to adjust it adaptively. The mathematical expression is shown in

$$w = w_{\text{min}} + (w_{\text{max}} - w_{\text{min}}) \cdot \text{rand} (1) \cdot \exp \left( -\frac{t}{t_{\text{max}}} \right).$$  

(6)

Take $w_{\text{max}} = 0.1$ and $w_{\text{min}} = 0.01$. The schematic diagram is illustrated in Figure 2.

As can be noticed, as the number of iterations increases, the inertia weight decreases adaptively. The update formula of the producers’ position is modified as follows:

$$X_{t+1} = \begin{cases} X_t \cdot \exp \left( -\frac{i}{w \cdot \alpha \cdot t_{\text{max}}} \right), & R_2 < ST, \\ X_t + Q \cdot L, & R_2 \geq ST. \end{cases}$$  

(7)

By introducing the adaptive inertia weight, sparrow individuals can search favorable regions in the global range with a larger step size in the early stage of search and strengthen the ability of global exploration; in the later stage of the search, a smaller weight $w$ can ensure sparrows to do fine search near the extreme points and strengthen the ability of local exploitation, so that the algorithm has a greater probability of converging to the global optimal value.

2.2.3. Improved Boundary Constraint. In the standard SSA, the processing strategy for sparrows overstepping the boundary is generally given by

$$X_{t+1} = \begin{cases} \text{Ub}, & X_{t+1} > \text{Ub}, \\ \text{Lb}, & X_{t+1} < \text{Lb}. \end{cases}$$  

(8)

In this method, the individual that oversteps the boundary is simply assigned to the boundary value of the search range, which is equivalent to giving up the individual’s search information. In the iterative process, if more individuals overstep the boundary, the positions of sparrows will accumulate more boundary values, resulting in the decrease in population diversity, which directly affects the convergence accuracy of the algorithm [37]. The strategy of improved boundary constraint handling is shown in Algorithm 1. Sparrows that overstep the boundary will randomly determine a position near the optimal position of the population, which enhances the diversity of the population and improves the global optimization ability of the algorithm to a certain extent.

The SSA modified by the above strategies is named MSSA, and the pseudocode outlining the steps of its implementation is shown in Algorithm 2.

### 3. Performance Analysis

In this section, MATLAB is used to verify and analyze the computational performance of MSSA on benchmark test functions. In order to verify the effectiveness and superiority of the modified algorithm, classical PSO and representative algorithms in recent years, including PSOGSA, WOA, GOA, and MTDE, are adopted for comparative experiments. All the parameters of these algorithms are in accordance with the original papers, as shown in Table 1.

The population size of all algorithms is set to 30, and the number of iterations is 500, for fairness. All numerical experiments are implemented on Intel(R) Core(TM) i5-9400U CPU with 2.90 GHz and 8 GB RAM.

3.1. Benchmark Test Functions. In order to comprehensively evaluate the global and local optimization ability of the algorithm, the experiment uses three types of benchmark test functions, in which the unimodal function has only a global optimal value but no local optimal value, so it can better test the local exploitation ability of the algorithm; the multimodal function has many local optimal values, so it can test the ability of the algorithm to jump out of the local extreme value and the global exploration ability. Table 2 shows the benchmark test functions for the experiment.

3.2. Experimental Results and Analysis. Considering the randomness of algorithm operation, 50 tests were run independently in order to make the results more convincing and universal. The best value and the worst value can show the exploration ability of the algorithm, and the mean value and standard deviation can show the accuracy and stability of the algorithm. Therefore, the best value, the worst value, and the mean value of 50 experimental results were statistically analyzed, and the standard deviation was calculated. The numerical results are shown in Table 3, where the optimal value is expressed in bold.

As can be seen from the results in Table 3, for unimodal functions F1–F3, the accuracy and stability of MSSA are greatly improved as compared to the other six algorithms, and the results of multiple optimizations can converge to the optimal value of the functions with the smallest standard deviation. For multimodal functions F4–F6, MSSA as well as SSA has excellent performance, and their ability to escape
local optimal solutions and robustness are obviously better than those of the remaining algorithms. For fixed-dimensional multimodal functions $F7$–$F9$, all algorithms can find the optimal value of the functions. MSSA’s performance is inferior to that of MTDE for function $F7$, but better than that of PSOGSA, GOA, and SSA. For function $F8$, the standard deviation of MSSA is the smallest, and MSSA performs best for function $F9$.

In order to directly reflect the convergence characteristics of the modified algorithm on the benchmark test functions, the average convergence curves of the seven algorithms are presented in Figure 3. The logarithmic axis is adopted for the $y$-axis to make data fluctuation much clearer. It can be seen from Figure 3 that MSSA not only has higher calculation accuracy but also significantly improves the convergence speed.

| Algorithm 1: Improved boundary constraint. |
|----------------------------------------------------------|
| **Input:** $X^*_{i,j}$ (Position that overstep the boundary), $Ub$ (Upper boundary), $Lb$ (Lower boundary), $X_{best}$ (Global optimal position), $X_{good}$ (Current optimal position) |
| **Output:** $X^*_{i,j}$ (The new position) |
| 1: if $X^*_{i,j} < Lb \ || X_{i,j} > Ub$ then |
| 2: temp = $X_{best} + |X_{best} - X_{good}| \cdot \text{rand}(1)$; |
| 3: if $Lb \leq \text{temp} \leq Ub$ then |
| 4: $X^*_{i,j} = \text{temp}$; |
| 5: else |
| 6: $X^*_{i,j} = X_{good}$; |
| 7: end if |
| 8: end if |
| 9: return $X^*_{i,j}$ |

| Algorithm 2: Modified sparrow search algorithm. |
|----------------------------------------------------------|
| **Input:** $N$ (Population size), $D$ (Dimension size), $P_{Num}$ (Producers size), $S_{Num}$ (Scouters size), $ST$ (Safety threshold), $t$ (Initial iteration), $t_{max}$ (Maximum iterations) |
| **Output:** $X_{best}$ (Global optimal position), $F_{best}$ (Fitness of global optimal position) |
| 1: /*Initializing*/ |
| 2: Randomly generate the positions of $N$ sparrows $X_{i,j}$ by homogeneous chaotic system $(i=1,2,\ldots,N, j=1,2,\ldots,D)$; |
| 3: Calculate the fitness of each sparrow $F_i$; |
| 4: Find $X_{best}$ and $F_{best}$; |
| 5: /*Iterating*/ |
| 6: while $t < t_{max}$ do |
| 7: Sort the $F_i$ and find global worst position $X_{worst}$; |
| 8: $R_2 = \text{rand}(1)$; |
| 9: for $i = 1 : P_{Num}$ |
| 10: Evaluate and calculate the adaptive weight $w$; |
| 11: Update the position $X_{i,j}$ by (7); |
| 12: Check and adjust position that overstep the boundary by Algorithm 1; |
| 13: end for |
| 14: Sort the $F_i$ and find the best position of producers $X_{p}$; |
| 15: for $i = (P_{Num} + 1) : N$ |
| 16: Update the position $X_{i,j}$ by (2); |
| 17: Check and adjust position that overstep the boundary by Algorithm 1; |
| 18: end for |
| 19: for $i = 1 : S_{Num}$ |
| 20: Update the position $X_{i,j}$ by (3); |
| 21: Check and adjust position that overstep the boundary by Algorithm 1; |
| 22: end for |
| 23: Evaluate and update $X_{best}$ and $F_{best}$; |
| 24: $t = t + 1$; |
| 25: end while |
| 26: return $X_{best}$ and $F_{best}$; |
to the fact that the adaptive inertia weight can speed up the local convergence rate. Chaos initialization and the improved boundary constraint can increase the diversity of population to a certain extent, which lays a good foundation for the improvement of the convergence accuracy.

3.4. Statistical Testing. The Wilcoxon rank sum test is performed to statistically identify significant differences between the two algorithms. The best values, worst values, mean values, and standard deviations of all benchmark test functions in Table 3 are adopted as test samples. A nonparametric test is done by comparing MSSA with PSO, PSOGSA, WOA, GOA, MTDE, and SSA respectively. It is generally considered that the algorithm is significantly different from others if the $p$ value is less than 0.05. The results from Table 4 show that all the $p$ values are less than 0.05, except for the result of MSSA versus SSA. This indicates that there are significant differences between MSSA and most algorithms at the 5% significance level. In the calculation of the above benchmark test functions, although the performance of MSSA is better than that of SSA, there is no significant difference between them.

3.5. Algorithm Complexity. The computational cost of the intelligent optimization algorithm is mainly determined by the evaluation of fitness function. Assuming that the maximum iteration is $T$, the complexity of MSSA can be written as $O(NT)$ since there is only one inner loop in the algorithm, where $N$ is the population size. It can be seen that the computational complexity is linear with $N$ and $T$. According to the above modifications, MSSA does not change the algorithm framework of SSA, so they have the same complexity, and the proposed algorithm does not reduce the solution efficiency.

3.6. Analysis of Asymptotic Property. For the minimization optimization problem, the fitness asymptotic property of MSSA is analyzed in this section. Suppose that the finite non-empty set $S$ is the solution space and the optimal solution set $\Omega = \{x^*|x^* \in S, f(x^*) < \varepsilon\}$, where $f$ is the objective function and $\varepsilon$ is the acceptable objective function value. Let the optimal sparrow position obtained by the algorithm in the $r$th iteration be $x^*_r$, and $\{d_t|d_t = f(x^*_t) - f(x^*_r), 1 \leq t \leq T\}$ is the nonnegative random process generated by the algorithm. Since the algorithm gets the optimal sparrow individual through the idea of survival of the fittest; hence, $P(f(x^*_{t+1}) - f(x^*_t) > 0) = 1$. In addition, because the sparrow population updates its position in three ways randomly, when $f(x^*_t) > f(x^*_r)$, $P(f(x^*_{t+1}) = f(x^*_r)) \neq 1$. Therefore, $P(f(x^*_{t+1}) - f(x^*_t) < 0) = 1$. Let $E(f(x^*_{t+1}) - f(x^*_t)) = -\tau_{t+1}$, and $\tau_{t+1} > 0$ can be obtained from the above analysis. Hence,

$$E[d_{t+1} - d_t] = E[(f(x^*_{t+1}) - f(x^*_t)) - (f(x^*_t) - f(x^*))] = E[f(x^*_{t+1}) - f(x^*_t)] = -\tau_{t+1}. \quad (9)$$

That is, $E(d_{t+1}) = E(d_t) - \tau_{t+1}$.

Let $\tau = \min \{\tau_1, \tau_2, \cdots, \tau_T\}$, and there is $E(d_{t+1}) = E(d_t) - \tau$. Therefore, the fitness asymptotic property of MSSA can be proven, which means that the algorithm asymptotically converges to the optimal solution.

---

### Table 1: Parameters of different algorithms.

| Algorithm | Parameter | Value |
|-----------|-----------|-------|
| PSO [38, 39] | Individual learning factor $c_1$ | 2 |
| PSO [38, 39] | Social learning factor $c_2$ | 2 |
| PSO [38, 39] | Inertia weight $w$ | 1.05 |
| PSO [38, 39] | Individual learning factor $c_1$ | 0.5 |
| PSO [38, 39] | Social learning factor $c_2$ | 1.5 |
| PSOGSA [40] | Weighting function $w$ | $[0, 1]$ |
| PSOGSA [40] | Gravitational constant $G$ | 1 |
| Alpha $a$ | 20 |
| WOA [41] | Variable $a$ | $2 \rightarrow 0$ |
| WOA [41] | Constant defining logarithmic spiral shape $b$ | 1 |
| GOA [42] | Minimum reduction factor $c_{min}$ | 0.00004 |
| GOA [42] | Maximum reduction factor $c_{max}$ | 1 |
| GOA [42] | Attraction intensity $f$ | 0.5 |
| GOA [42] | Attractive length scale $l$ | 1.5 |
| MTDE [43] | Number of portions divided by iterations WinIter | 20 |
| MTDE [43] | Gbest-history size $H$ | 5 |
| MTDE [43] | Nonlinear decreased coefficient $a_2$ | 0.001 $\rightarrow 2$ |
| MTDE [43] | Dimension-dependent value $Mu$ | $\log(D)$ |
| MTDE [43] | Mean value of improved scale factors $\mu_i$ | 0.5 |
| MTDE [43] | Variance of improved scale factors $\sigma$ | 0.2 |
| SSA [23] | Number of producers $P_{Num}$ | 20% |
| SSA [23] | Number of scouters $S_{Num}$ | 10% |
| SSA [23] | Safety threshold ST | 0.8 |
Table 2: Benchmark test functions.

| Function’s type   | Function’s name         | Function’s equation                                                                 | $D$ | Search space       |
|-------------------|-------------------------|------------------------------------------------------------------------------------|-----|---------------------|
|                   | Sphere                  | $F_1(x) = \sum_{i=1}^{D} x_i^2$                                                    | 30  | $[-100,100]$        |
| Unimodal          | Schwefel 2.22           | $F_2(x) = \sum_{i=1}^{D} |x_i| + \prod_{i=1}^{D} |x_i|$ | 30  | $[-10,10]$          |
|                   | Schwefel 1.2            | $F_3(x) = \sum_{i=1}^{D} \left( \sum_{j=1}^{i} x_j \right)^2$                    | 30  | $[-100,100]$        |
| Multimodal        | Rastrigin               | $F_4(x) = \sum_{i=1}^{D} \left( x_i^2 - 10 \cos (2\pi x_i) + 10 \right)$        | 30  | $[-5.12.5.12]$      |
|                   | Ackley                  | $F_5(x) = -20 \exp \left( -0.2 \sqrt{\sum_{i=1}^{D} x_i^2} - \exp \left( \frac{1}{D} \sum_{i=1}^{D} \cos (2\pi x_i) \right) \right) + 20 + \epsilon$ | 30  | $[-32, 32]$         |
|                   | Griewank                | $F_6(x) = \frac{1}{4000} \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1$ | 30  | $[-600,600]$        |
| Goldstein–Price   | Goldstein–Price         | $F_7(x) = \left[ 1 + (x_1 + x_2 + 1)^2 \left( 19 - 14x_1 + 3x_1^2 - 14x_2 + 6x_1x_2 + 3x_2^2 \right) \right] \times \left[ 30 + (2x_1 - 3x_2)^2 \left( 18 - 18x_1 + 12x_1^2 + 48x_2 - 36x_1x_2 + 27x_2^2 \right) \right]$ | 2   | $[-2, 2]$           |
| Fixed-dimension   | Hartman                 | $F_8(x) = -\sum_{i=1}^{4} c_i \exp \left( -\sum_{j=1}^{2} a_{ij} (x_j - p_{ij})^2 \right)$ | 3   | $[0,1]$             |
| multimodal        |                         |                                                                                   |     |                     |
|                   | Shekel’s foxholes       | $F_9(x) = -\sum_{i=1}^{5} \left( (X - a_i) (X - a_i)^T + \epsilon_i \right)^{-1}$ | 4   | $[0, 10]$           |
4. Experiments on Maximum SLL Reduction of LAA

In order to test the feasibility of optimizing EM problems based on the MSSA, this section designed the simulation experiments of optimizing the element spacings and excitation amplitudes of LAA through MATLAB. Firstly, the system model is presented and the fitness function is formulated. Secondly, different design scenarios of maximum SLL reduction are simulated by MSSA, and the obtained results are compared with those of PSO, PSOGSA, WOA, GOA, MTDE, and SSA. Then, the stability of the algorithms is
Figure 3: Continued.
analyzed. Finally, the optimization performance is verified by FEKO EM simulation under practical conditions.

4.1. Problem Formulation. Considering the symmetry of $2N$ isotropic element LAA in Figure 6, the array factor can be expressed as follows:

$$AF(\phi) = 2 \sum_{n=1}^{N} I_n \cos (kx_n \cos (\phi) + \psi_n),$$  \quad (10)$$

where $k = 2\pi/\lambda$ is the wave number and $I_n$, $x_n$, and $\psi_n$, respectively, represent the excitation amplitude, position, and phase of the $n$th element. $\phi$ symbolizes the azimuth angle, which is defined as the angle with the positive $x$-axis.

In this paper, the element spacing and excitation amplitude are taken as optimization variables, and the optimization objective is to suppress the maximum SLL. Therefore, the fitness function can be formulated as

$$\min \text{ fitness} = \max \left\{ 20 \log_{10} \left| \frac{AF(\phi_{\text{SL}})}{AF(\phi_{\text{ML}})} \right| \right\},$$  \quad (11)$$

s.t. \quad \phi_{\text{ML}} = \arg \max |AF(\phi)|, \quad \phi \in [0, \pi],$$  \quad (12)$$

$$\phi_{\text{SL}} \in [0, \phi_{\text{FN1}}] \cup [\phi_{\text{FN2}}, \pi],$$  \quad (13)$$

$$0 < d_i < \lambda, \quad \forall i \in N,$$  \quad (14)$$

$$0 < I_i < 1, \quad \forall i \in N,$$  \quad (15)$$

where $\phi_{\text{SL}}$ and $\phi_{\text{ML}}$ represent the region of the side lobe and main lobe, respectively. $\phi_{\text{FN1}}$ and $\phi_{\text{FN2}}$ are the first nulls of the pattern. Constraints (14) and (15) define the range in optimizing the element spacing and excitation amplitude. Based on the HF vertical antenna array, the number of elements is chosen as 8, 16, and 24 to test the optimization ability of the algorithm in different dimensions. In order to maintain...
the first null beam width to the maximum extent, for LAA with $2N$ of 8, 16, and 24, $\phi_{FN1}$ is limited to 75°, 82°, and 85° and $\phi_{FN2}$ is 105°, 98°, and 95°, respectively.

4.2. Experiments on Maximum SLL Reduction with Optimized Element Spacing. In this section, seven algorithms are used to optimize the positions of 8-element, 16-element, and 24-element LAA, respectively. Because the median is not affected by small or large data, it can better reflect the average optimization ability of the algorithms. Therefore, the median value of 25 independent repeated experiments is presented.

4.2.1. 8-Element LAA. Since this is a symmetric array, the spatial dimension of solution is 4. Figure 7 shows the 3D radiation patterns of 8-element LAA before and after MSSA optimization. It can be seen intuitively from the figure that MSSA can effectively reduce the maximum SLL.

Figure 8(a) shows the beam patterns obtained by different algorithms, and Figure 8(b) shows the convergence curves of different algorithms, in which conventional LAA refers to the unoptimized LAA while maintaining uniform element position distribution and uniform excitation amplitude. It can be seen from the figure that the convergence speed and convergence accuracy of MSSA have been improved. The maximum SLL optimized by different algorithms for 8-element LAA is shown in Table 5. As shown, the maximum SLL obtained by MSSA is -20.2186 dB, which is the lowermost among all algorithms. There is an improvement of 7.4214 dB using the proposed approach as compared to the conventional technique. Table 5 also gives the optimized positions of the elements obtained by different algorithms.

4.2.2. 16-Element LAA. In order to maintain the main lobe shape and beam width, it is necessary to impose additional constraint on the total length of the antenna array, as shown in the following formula:

$$
\begin{align*}
    x_1 &= 0.25\lambda, \\
    x_N &= \frac{(2N - 1)d}{2}.
\end{align*}
$$

![Figure 4](image-url) Iterative trajectories of MSSA on the benchmark test functions: (a) unimodal F1; (b) multimodal F4; (c) fixed-dimension multimodal F9.
Figure 5: Convergence curves of the improved factors on the benchmark test functions: (a) unimodal F1; (b) multimodal F4; (c) fixed-dimension multimodal F9.

Table 4: p value of the nonparametric test between MSSA and other algorithms.

| Algorithm | PSO | PSOGSA | WOA | GOA | MTDE | SSA |
|-----------|-----|--------|-----|-----|------|-----|
| p value   | 1.57e − 06 | 2.20e − 06 | 1.90e − 03 | 4.54e − 06 | 9.32e − 05 | 2.38e − 01 |

Figure 6: Geometric distribution of 2N-element LAA.
The spacing between the first two elements on both sides of the $y$-axis is fixed at $0.5\lambda$, so as to ensure that one antenna pair in the antenna array meets Nyquist spatial sampling. The $N$th element is fixed at $x_n = (2N - 1)d/2$, where $d = 0.5\lambda$ represents the default spacing of the uniform LAA, thereby suppressing the distortion of the main lobe [44]. Since the positions of the first and last elements on both sides of the antenna array are fixed, the positions of other elements are variable. Therefore, the optimized dimension is simplified to $2N - 2$.

Figure 9 depicts 3D radiation patterns of 16-element LAA before and after optimization by MSSA. Figure 10 depicts the beam patterns and convergence curves of 16-element LAA optimized by different algorithms. It can be seen that MSSA outperforms other algorithms. Both the positions of 16-element LAA optimized by different algorithms and corresponding maximum SLL are listed in Table 5.

![Figure 7: 3D radiation patterns of 8-element LAA before and after MSSA optimization: (a) before optimization; (b) after optimization.](image)

![Figure 8: Beam patterns and convergence curves of 8-element LAA optimized by different algorithms: (a) beam patterns; (b) convergence curves.](image)

### Table 5: Optimized element positions and maximum SLL of 8-element LAA by different algorithms.

| Algorithm | Optimized element positions ($\lambda$) | Maximum SLL (dB) |
|-----------|---------------------------------------|------------------|
| Conv.     | 0.2500, 0.7500, 1.2500, 1.7500         | -12.7972         |
| PSO       | 0.1243, 0.6381, 0.9773, 1.6283         | -19.1209         |
| PSOGSA    | 0.1120, 0.6269, 1.0036, 1.6384         | -19.5447         |
| WOA       | 0.1625, 0.6044, 1.0286, 1.6326         | -18.8768         |
| GOA       | 0.1529, 0.6016, 1.0115, 1.6185         | -19.1405         |
| MTDE      | 0.1274, 0.6228, 1.0082, 1.6497         | -19.8331         |
| SSA       | 0.1340, 0.6179, 1.0087, 1.6427         | -19.6800         |
| MSSA      | 0.1067, 0.6216, 0.9832, 1.6298         | -20.2186         |
Table 6. The maximum SLL obtained by MSSA is 9.5292 dB lower than that of the conventional array.

4.2.3. 24-Element LAA. The position constraints of the 24-element LAA are the same as above; that is, the first element is fixed at $0.25\lambda$ and the 12th element is fixed at $5.75\lambda$. Therefore, the spatial dimension of solution is simplified to 10.

The 3D radiation patterns of 24-element LAA before and after MSSA optimization are given in Figure 11. Figure 12 shows the beam patterns and convergence curves obtained by different algorithms. Table 7 displays the optimized results and the maximum SLL of 24-element LAA with different algorithms simultaneously. Compared with the conventional method, PSO, PSOGSA, WOA, GOA, MTDE, and SSA, MSSA has better optimization effect, and the maximum SLL is reduced by $10.8158$ dB, $3.1391$ dB, $1.2248$ dB, $6.2655$ dB, $5.0487$ dB, $0.7132$ dB, and $0.8840$ dB, respectively.

4.3. Experiments on Maximum SLL Reduction with Optimized Excitation Amplitude. This section conducts and analyzes the optimization performance of MSSA on LAA excitation amplitude. Corresponding to the previous section, different algorithms are used to optimize the 8-element, 16-element, and 24-element LAA.

4.3.1. 8-Element LAA. It can be seen from the 3D radiation patterns of the antenna array in Figure 13 that the maximum SLL of the optimized LAA is significantly reduced. Figure 14 shows the beam patterns and convergence curves of different algorithms. The element excitation amplitude is normalized, and the obtained amplitude is the largest at the center of
Table 6: Optimized element positions and maximum SLL of 16-element LAA by different algorithms.

| Algorithm | Optimized element positions (\(\lambda\)) | Maximum SLL (dB) |
|-----------|---------------------------------|-----------------|
| Conv.     | 0.2500, 0.7500, 1.2500, 1.7500, 2.2500, 2.7500, 3.2500, 3.7500 | -13.1476        |
| PSO       | 0.2500, 0.5311, 1.0128, 1.3930, 1.8738, 2.3329, 2.9893, 3.7500 | -21.3693        |
| PSOGSA    | 0.2500, 0.5495, 1.0230, 1.3560, 1.8561, 2.3358, 2.9783, 3.7500 | -21.8484        |
| WOA       | 0.2500, 0.6485, 1.0456, 1.3751, 1.9467, 2.4634, 3.0076, 3.7500 | -19.1546        |
| GOA       | 0.2500, 0.5802, 1.1274, 1.3493, 1.9119, 2.3129, 3.0208, 3.7500 | -19.9808        |
| MTDE      | 0.2500, 0.5244, 1.0082, 1.3555, 1.8647, 2.3620, 3.0093, 3.7500 | -22.1498        |
| SSA       | 0.2500, 0.5331, 1.0118, 1.3453, 1.8495, 2.3404, 2.9835, 3.7500 | -22.0177        |
| MSSA      | 0.2500, 0.5226, 1.0038, 1.3486, 1.8518, 2.3447, 2.9948, 3.7500 | -22.6768        |

Figure 11: 3D radiation patterns of 24-element LAA before and after MSSA optimization: (a) before optimization; (b) after optimization.

Figure 12: Beam patterns and convergence curves of 24-element LAA optimized by different algorithms: (a) beam patterns; (b) convergence curves.
Table 7: Optimized element positions and maximum SLL of 24-element LAA by different algorithms.

| Algorithm | Optimized element positions ($\lambda$) | Maximum SLL (dB) |
|-----------|----------------------------------------|------------------|
| Conv.     | 0.2500, 0.7500, 1.2500, 1.7500, 2.2500, 2.7500, 3.2500, 3.7500, 4.2500, 4.7500, 5.2500, 5.7500 | -13.2091 |
| PSO       | 0.2500, 0.5328, 0.9972, 1.2560, 1.7894, 2.1072, 2.5783, 3.0281, 3.5374, 4.2919, 5.0668, 5.7500 | -20.8858 |
| PSOGSA    | 0.2500, 0.4890, 1.0882, 1.2757, 1.7539, 2.0904, 2.6058, 3.1024, 3.5855, 4.2269, 4.9847, 5.7500 | -22.8001 |
| WOA       | 0.2500, 0.4275, 1.0262, 1.3683, 1.7913, 2.4037, 3.1937, 3.2078, 3.9114, 4.2607, 5.0305, 5.7500 | -17.7594 |
| GOA       | 0.2500, 0.6940, 1.1051, 1.2948, 1.8599, 2.3254, 2.8115, 3.2905, 3.9984, 4.4875, 5.1074, 5.7500 | -18.9762 |
| MTDE      | 0.2500, 0.5035, 0.9885, 1.2737, 1.7304, 2.1064, 2.5789, 3.0315, 3.5594, 4.2334, 4.9549, 5.7500 | -23.3117 |
| SSA       | 0.2500, 0.5314, 0.9701, 1.2658, 1.7411, 2.1524, 2.6184, 3.0450, 3.5985, 4.2726, 4.9465, 5.7500 | -23.1409 |
| MSSA      | 0.2500, 0.4950, 0.9690, 1.2760, 1.7106, 2.1075, 2.5880, 3.0307, 3.5357, 4.2088, 4.9494, 5.7500 | -24.0249 |

Figure 13: 3D radiation patterns of 8-element LAA before and after MSSA optimization: (a) before optimization; (b) after optimization.

Figure 14: Beam patterns and convergence curves of 8-element LAA optimized by different algorithms: (a) beam patterns; (b) convergence curves.
Table 8: Optimized excitation amplitudes and maximum SLL of 8-element LAA by different algorithms.

| Algorithm | Optimized excitation amplitudes (normalized) | Maximum SLL (dB) |
|-----------|--------------------------------------------|-----------------|
| Conv.     | 1.0000, 1.0000, 1.0000, 1.0000             | -12.7972        |
| PSO       | 1.0000, 0.8602, 0.6634, 0.5467             | -20.2869        |
| PSOGSA    | 1.0000, 0.8720, 0.6528, 0.5560             | -20.4517        |
| WOA       | 1.0000, 0.8618, 0.6618, 0.5462             | -20.3507        |
| GOA       | 1.0000, 0.8193, 0.7051, 0.4993             | -19.8836        |
| MTDE      | 1.0000, 0.8584, 0.6735, 0.5349             | -20.1902        |
| SSA       | 1.0000, 0.8702, 0.6544, 0.5542             | -20.4375        |
| MSSA      | 1.0000, 0.8636, 0.6424, 0.5128             | -21.2569        |

Figure 15: 3D radiation patterns of 16-element LAA before and after MSSA optimization: (a) before optimization; (b) after optimization.

Figure 16: Beam patterns and convergence curves of 16-element LAA optimized by different algorithms: (a) beam patterns; (b) convergence curves.
Table 9: Optimized excitation amplitudes and maximum SLL of 16-element LAA by different algorithms.

| Algorithm | Optimized excitation amplitudes (normalized) | Maximum SLL (dB) |
|-----------|--------------------------------------------|-----------------|
| Conv.     | 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000 | -13.1476 |
| PSO       | 1.0000, 1.0000, 0.9285, 0.7355, 0.7425, 0.5670, 0.4059, 0.4509 | -23.7487 |
| PSOGSA    | 1.0000, 0.9999, 0.8741, 0.8064, 0.6889, 0.4930, 0.5033, 0.4395 | -24.2080 |
| WOA       | 1.0000, 0.9809, 0.9023, 0.9761, 0.5847, 0.5656, 0.5604, 0.4002 | -22.9487 |
| GOA       | 1.0000, 0.8419, 0.8619, 0.7136, 0.7013, 0.4207, 0.5937, 0.2324 | -22.6180 |
| MTDE      | 1.0000, 0.9478, 0.9071, 0.7483, 0.7115, 0.4904, 0.4592, 0.4567 | -24.4013 |
| SSA       | 1.0000, 0.9652, 0.8346, 0.8395, 0.5237, 0.5275, 0.4877, 0.4115 | -23.9233 |
| MSSA      | 1.0000, 0.9711, 0.8581, 0.7839, 0.5875, 0.4687, 0.4784, 0.3895 | -24.8687 |

Figure 17: 3D radiation patterns of 24-element LAA before and after MSSA optimization: (a) before optimization; (b) after optimization.

Figure 18: Beam patterns and convergence curves of 24-element LAA optimized by different algorithms: (a) beam patterns; (b) convergence curves.
array and decreases successively to both sides. Such an amplitude distribution is feasible to the use of power dividers \[14\]. As can be observed in Table 8, the maximum SLL of conventional LAA is -12.7972 dB, and PSO, PSOGSA, WOA, GOA, MTDE, SSA, and MSSA are -20.2869 dB, -20.4517 dB, -20.3507 dB, -19.8836 dB, -20.1902 dB, -20.4375 dB, and -21.2569 dB, respectively. MSSA achieves the lowest SLL among these seven algorithms. The corresponding excitation amplitudes are also shown in Table 8.

4.3.2. 16-Element LAA. Figure 15 shows the 3D radiation patterns of 16-element LAA before and after MSSA.
optimization. The beam patterns and convergence curves obtained by different algorithms are shown in Figure 16. It can be seen from Table 9 that the maximum SLL of PSO, PSOGSA, WOA, GOA, MTDE, SSA, and MSSA are reduced by 10.6011 dB, 11.0604 dB, 9.8011 dB, 9.4704 dB, 11.2537 dB, 10.7757 dB, and 11.7211 dB, respectively. Compared with conventional LAA, MSSA has the largest reduction. In addition, Table 9 also gives the optimized excitation amplitudes obtained by different algorithms.

4.3.3. 24-Element LAA. The 3D radiation patterns of 24-element LAA before and after MSSA optimization are depicted in Figure 17. Figure 18 is the beam patterns and convergence curves of 24-element LAA optimized by different algorithms. Table 10 shows the optimized element excitation amplitudes and maximum SLL. From the experimental results, the results of MSSA optimization are obviously better than those of the other six algorithms. This example further verifies the advantages of the modified algorithm in convergence speed as well as convergence accuracy.

### 4.4. Stability Test

Due to the randomness of the intelligent optimization algorithm, the results of each run are likely to be different, so it is necessary to discuss and analyze the stability of the algorithms. Similar to the performance analysis of the modified algorithm, Tables 11–16, respectively, give the best value, the worst value, the mean value, and the standard deviation of the maximum SLL obtained by different algorithms in optimizing the element position and excitation amplitude of the 8-element, 16-element, and 24-element LAA.

In order to visually display the fluctuation of data, the standard deviation diagrams of the element position and excitation amplitude optimized by different algorithms are drawn, as shown in Figure 19. According to the results of each run, the maximum SLL obtained by different algorithms are depicted in Figure 20. It is clear that, compared with the other six algorithms, the mean value of MSSA is the lowest, which indicates that the proposed algorithm has higher solution accuracy. The best value and the worst value are smaller than those of PSO, PSOGSA, WOA, GOA, MTDE, and SSA, which shows that the algorithm has strong optimization.
Figure 20: Result curves obtained by different algorithms: (a) 8-element position optimization; (b) 16-element position optimization; (c) 24-element position optimization; (d) 8-element excitation amplitude optimization; (e) 16-element excitation amplitude optimization; (f) 24-element excitation amplitude optimization.
Figure 21: Polar coordinate patterns obtained by different algorithms: (a) 8-element position optimization; (b) 16-element position optimization; (c) 24-element position optimization; (d) 8-element excitation amplitude optimization; (e) 16-element excitation amplitude optimization; (f) 24-element excitation amplitude optimization.

Table 17: Maximum SLL of EM simulation in different scenarios.

|     | Conv. | PSO   | PSOGSA | WOA   | GOA   | MTDE  | SSA   | MSSA  |
|-----|-------|-------|--------|-------|-------|-------|-------|-------|
| (a) | -13.2094 | -20.8365 | -20.2227 | -20.1765 | -20.3820 | -20.9978 | -20.9050 | -21.0660 |
| (b) | -13.0542 | -21.2888 | -21.0354 | -18.2653 | -20.2464 | -21.4397 | -21.3786 | -21.6052 |
| (c) | -12.9059 | -18.9502 | -20.4974 | -15.6828 | -18.4361 | -22.0438 | -21.6763 | -22.1540 |
| (d) | -13.2094 | -20.3256 | -20.4676 | -20.3610 | -19.8126 | -22.1549 | -20.9050 | -22.1083 |
| (e) | -13.0542 | -23.0645 | -22.2065 | -22.9711 | -20.9268 | -22.5175 | -21.9086 | -23.2999 |
| (f) | -12.9059 | -21.9991 | -22.1827 | -20.6191 | -21.1633 | -22.6291 | -21.6314 | -22.8699 |
ability. Although MSSA stability is slightly inferior to that of the classical PSO algorithm and MTDE in excitation amplitude optimization, it performs better than the remaining algorithms.

4.5. EM Simulation. In practical applications, the induced current between elements will inevitably lead to mutual coupling. Conventional simulation, as a common processing mode in the most existing works on design of LAA for SLL reduction, usually assumes that array is in an ideal environment, and the effects of mutual coupling between the antenna elements are often ignored. EM simulation is an effective method to verify and evaluate the performance of different optimization algorithms in the actual environment [45]. With the help of EM simulation software Altair FEKO 2019, the actual LAA model is constructed firstly, and then, the 2D beam patterns of different antenna arrays in polar coordinates are obtained by simulation according to the above optimized element positions and excitation amplitudes. The beam patterns are shown in Figure 21. The numerical results of maximum SLL are listed in Table 17. It can be seen that the results of maximum SLL reduction are basically consistent with the above simulation results, which demonstrates that the algorithm is also effective for the practical conditions.

To sum up, based on the original algorithm, MSSA can give full play to the advantages of chaotic adaptive inertia weight and improved boundary constraint and enhance the global optimization ability. However, more work can be done to further enhance the stability and robustness of this algorithm. The numerical results of this paper indicate that the modified algorithm shows promise as an effective method in solving the global optimization problems.

5. Conclusions

In this paper, it is the first time that SSA and its modification have been introduced and utilized to the field of EM optimization according to the existing published literature and reports. For one thing, in order to improve the shortcomings of SSA, such as being easy to fall into local optimum and slow convergence speed, a novel modified SSA combining a homogeneous chaotic system, adaptive inertia weight, and improved boundary constraint is proposed. The computational results of three types of benchmark test functions verify the effectiveness of the modified algorithm. For the other thing, with the element positions and excitation amplitude as optimization variables and the maximum SLL reduction as optimization objective, a comparison with the classical PSO and PSOGSA, WOA, GOA, and MTDE through several scenarios is conducted. Simulation results show that MSSA achieved high performance in terms of maximum SLL reduction with a greater improvement in convergence accuracy, convergence speed, and stability. Therefore, SSA, as a new beam pattern optimization method for electromagnetic community and antenna design, has a large research space. In our future work, we will continue to study the algorithm and explore its real-world applications in the field of antenna array design, such as the multiobjective antenna array design problem aimed at minimizing at least two conflicting objectives at the same time, placing deep nulls of the beam pattern in desired directions to avoid the effect of jamming and interference, and other geometric configurations of the antenna array that work in different occasions.
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