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ABSTRACT

The interaction of turbulence, magnetic fields, self-gravity, and stellar feedback within molecular clouds is crucial for understanding star formation. We study the effects of self-gravity and outflow feedback on the properties of the turbulent velocity via the structure function over length scales from ~ 0.01 pc to 2 pc. We analyze a series of three-dimensional, magnetohydrodynamical (MHD) simulations of star cluster formation. We find outflow feedback can change the scaling of velocity fluctuations but still roughly being in between Kolmogorov and Burgers turbulence. We observe that self-gravity and protostellar outflows increase the velocity fluctuations over all length scales. Outflows can amplify the velocity fluctuations by up to a factor of ~7 on scales ~ 0.01 - 0.2 pc and drive turbulence up to a scale of ~ 1 pc. The amplified velocity fluctuations provide more support against gravity and enhance fragmentation on small scales. The self-gravity’s effect is more significant on smaller dense clumps and it increases the fraction of the compressive velocity component up to a scale of ~ 0.2 pc. However, outflow feedback drives both solenoidal and compressive modes, but it induces a higher fraction of solenoidal modes relative to compressive modes. Thus, with outflows, the dense core ends up with a slightly higher fraction of solenoidal modes. We find that the compressible fraction is fairly constant with about 1/3 on scales ~ 0.1 - 0.2 pc. The combined effect of enhanced velocity dispersion and reduced compressive fraction contributes to a reduction in the star formation rate.
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1 INTRODUCTION

Understanding how stars form requires knowledge of the interplay between turbulence, magnetic fields, self-gravity, and outflow feedback within molecular clouds and star-forming sub-regions. In the multi-phase interstellar medium (ISM; Ferrière 2001, 2020), turbulence permeates over a extensive range of length scales being either nearly incompressible or highly compressive (Armstrong et al. 1995; Heyer & Brun 2004; Federrath et al. 2010; Chepurnov & Lazarian 2010; Xu & Zhang 2017; Lee & Lee 2019; Hu et al. 2020b; Federrath et al. 2021). In particular, turbulence can both provide global support against gravitational collapse on the scales of molecular clouds (Elmegreen 1993; Padoan 1995; Klessen et al. 2000) and produce local density fluctuations serving as seeds of star formation (Mac Low & Klessen 2004; Krumholz & McKee 2005; McKee & Ostriker 2007). Magnetic fields, however, uni-directionally work against the cloud being gravitationally contracted (Federrath & Klessen 2012; Xu & Lazarian 2020; Hu et al. 2020a).

Moreover, self-gravity can alter turbulence and magnetic field statistics. For instance, gravitational collapse produces a shallower density power spectrum (Kim & Ryu 2005; Federrath & Klessen 2013; Burkhart et al. 2015; Pingel et al. 2018; Chira et al. 2019; Hu et al. 2020c) and drives small-scale turbulence (Nakamura & Li 2007; Klessen & Hennebelle 2010; Federrath et al. 2011; Krumholz & Burkhart 2016). It may also shape a weak magnetic field to be hourglass-like (Ewertowski & Basu 2013; Le Gouellec et al. 2019). Moreover, stellar radiation and outflow feedback may drive supersonic turbulence (Carroll et al. 2009), reduce the star formation rate by about a factor of ~ 2, and shift the initial mass function (IMF) to lower masses by a factor of ~ 3 (Federrath et al. 2014a; Mathew & Federrath 2021; Grudić et al. 2021). However, the effects of self-gravity and outflows on the statistical properties of turbulence have not been studied in much detail. As density fluctuations alone fail to distinguish between fossil and active turbulence, velocity fluctuations are more direct and dynamically important measurements of turbulence (Esquivel et al. 2003), which are the focus of this work.

The structure function (SF) is one of the most commonly used statistical tool to access the properties of velocity fluctuations. For nearly incompressible turbulence, such as in the diffuse ISM, velocity fluctuations follow Kolmogorov’s $v_\ell \propto \ell^{1/3}$ scaling, where $\ell$ denotes the scale of interest. Consequently the second-order SF appears as a...
power law $\sim \ell^{2/3}$ (Cho & Lazarian 2003; Qian et al. 2018; Hu et al. 2021a; Xu & Hu 2021; Hu et al. 2022). The power law, however, may change to $\sim \ell^1$ for supersonic, highly-compressible turbulence (Kritsuk et al. 2007; Schmidt et al. 2009; Federrath et al. 2009, 2010; Kowal & Lazarian 2010; Konstandin et al. 2012; Federrath et al. 2021; Hu et al. 2022). In addition, in a self-gravitating medium, infall motions induced by gravitational collapse and outflow feedback from star formation can introduce extra velocity fluctuations. These effects may leave an imprint on the SF by changing its amplitude and/or slope. Therefore, one may be able to use the SF to obtain information about the structure and/or the evolution of star-forming regions. In particular, stellar feedback, such as stellar winds and supernova explosions, inject turbulent kinetic energy and replenish the turbulence (Nakamura & Li 2007; Hansen et al. 2011; Federrath et al. 2014a; Federrath 2015). The turbulence amplified by outflow feedback could provide extra support against gravity and enhance fragmentation on small scales.

This work aims at determining the role of gravity and stellar outflow feedback for turbulence. We use a series of three-dimensional, magnetohydrodynamical (MHD) simulations of star cluster formation including self-gravity, turbulence, magnetic fields, stellar radiative heating, and outflow feedback. These simulations were developed by Mathew & Federrath (2021).

The paper is organized as follows. In §2, we provide the details of the simulation data and illustrate the SF method used in this work. In §3, we study the effect of jets/outflows in regulating the SF by comparing simulations that include outflow feedback with the same simulations, but without protostellar outflows. We also investigate the evolution of the compressive velocity field in the presence of outflow feedback. We discuss summarize the results in §4, respectively.

2 METHODS

2.1 Numerical simulations

The numerical simulations were developed by Mathew & Federrath (2021). We briefly describe the numerical methodology here. The cloud is modelled by the FLASH code (Fryxell et al. 2000; Dubej et al. 2008). FLASH solves the magnetohydrodynamical (MHD) equations including gravity on an adaptive mesh refinement (AMR; Berger & Colella 1989) grid using the PARAMESH library (MacNeice et al. 2000). For these simulations, we use the HLL3R MHD solver (Wagman et al. 2011).

The cloud is simulated in a three-dimensional triple-periodic box with side length $L = 2$ pc. The maximum refinement level provides a maximum effective grid resolution of 4096$^3$ cells or minimum cell size of 100 AU. AMR is triggered when the local (cell-by-cell) Jeans length drops below 16 grid cell lengths on any level of refinement other than the maximum level (Federrath et al. 2011). On the maximum level of AMR, we introduce sink particles (Federrath et al. 2010) to model local collapse and accretion of star-forming cores. The initial gas density is uniformly set to $\rho_0 = 6.56 \times 10^{-21}$ g cm$^{-3}$, which gives a total cloud mass of 775 $M_\odot$ and a mean free-fall time of $t_{ff} = 0.82$ Myr. The initial magnetic field $B = 10^{-5}$ G is uniform along the $z$-axis.

The turbulent acceleration field continuously drives turbulent motions. It is modelled by a stochastic Ornstein-Uhlenbeck process (Eswaran & Pope 1988; Federrath et al. 2010). Initially, in the absence of self-gravity, kinetic energy is injected on scales that correspond to wavenumbers $k = [1, 3]$, where $k$ is measured in units of $2\pi/L$, such that the driving amplitude is largest at $k = 2$ and drops to zero on either side of $k = 2$, following a parabolic spectrum as used in previous studies (Federrath et al. 2008; Schmidt et al. 2009; Federrath et al. 2010; Federrath 2013; Federrath et al. 2021). In particular, mixed turbulence driving is implemented. It naturally results in about 1/3 fraction of compressive power and a power-law slope of $\sim -2$ for the velocity power spectrum (Kritsuk et al. 2007; Federrath et al. 2010; Federrath 2013; Federrath et al. 2021), in the regime of supersonic turbulence, typically found to be appropriate for the dense, cold phase of the ISM (Larson 1981; Solomon et al. 1987; Ossenkopf & Mac Low 2002; Heyer & Brun 2004; Roman-Duval et al. 2011). The initial sonic Mach number of 5 is set by the velocity dispersion of 1.0 km s$^{-1}$ and the initially isothermal sound speed of $c_s = 0.2$ km s$^{-1}$.

After turbulence is fully developed ($\sim 2$ Myr), self-gravity is switched on. Here gravity in the equations is contributed by gas and sink particles. The self-gravity of the gas is calculated via a multi-grid Poisson solver (Ricker 2008). Also, a polytropic equation of state $P = c_s^2 \rho^n$ for the gas pressure is used, where $c_s$ is the sound speed and $\rho$ is the gas density. The value of the polytropic exponent $n$ varies with the local density of the gas and is based on previous detailed radiation-hydrodynamic simulations of protostar formation (see Mathew & Federrath 2021 for details). The polar stellar heating model developed by Mathew & Federrath (2020) is implemented to include protostellar heating in the simulations.

Sink particles are introduced in regions that are undergoing gravitational collapse, as verified by an automatic procedure involving a number of checks performed in a control volume of radius $r_{sink}$ around any computational cell that exceeds the threshold density defined by the local Jeans length,

$$\rho_{sink} = \frac{\pi c_s^2}{G \lambda_j^2} = \frac{\pi c_s^2}{4 G \lambda_{sink}^2},$$

where $G$ is the gravitational constant, $\lambda_j \equiv \sqrt{\pi c_s^2 / (G \rho)}$ is the local Jeans length, and $r_{sink} = \lambda_j / 2$ is the sink particle radius. The size of sink particles is defined to ensure that the Truelove criterion (Truelove et al. 1997) is satisfied on the highest level of AMR, i.e., $2r_{sink} = 5\Delta x$, where $5\Delta x$ is the grid cell length on the highest level of refinement.

Finally, use the sub-grid-scale (SGS) jet/outflow model implemented in Federrath et al. (2014a) to launch jets and outflows from sink particles. The outflow model produces a fast collimated jet component, and a lower-speed, wider outflow component as typically observed for protostellar jets/outflows. It transfers mass, momentum, and angular momentum back into the parental cloud, with parameters that were physically calibrated via dedicated high-resolution jet simulations, theoretical models of jets launching, and observational data (Federrath et al. 2014a).

Here we primarily compare two simulation models: the NOWIND and the OUTFLOW models from Mathew & Federrath (2021). Both of them have the same initial conditions. However, the OUTFLOW simulation set additionally includes jet and outflow feedback from the formed stars. As in Mathew & Federrath (2021) we use a total of ten simulations with different turbulence realizations (T1–T10) for both the NOWIND and OUTFLOW models, which allows us to draw statistically significant results and provides us with a quantification of the variations between different turbulent realizations. Tab. 2.1 lists the main simulation parameters and derived results in this work, as discussed in detail below.
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2.2 The second-order structure function

In this work, we aim to quantify the turbulent velocity statistics of star-forming regions, with a particular focus on the role of outflows feedback. In particular, we measure the structure function, which is a commonly used method to quantify the statistical properties of turbulent flows. The second-order structure function is defined as

$$\text{SF}_2(r) = \langle |\mathbf{v}(x + r) - \mathbf{v}(x)|^2 \rangle_r, \quad (2)$$

where $\mathbf{v}(x)$ represents the velocity at the spatial position $x$ and $r$ is the separation vector. The structure function $\text{SF}_2(r)$ takes the ensemble average over a sufficiently large sample at the same separation value $r$. The structure function was computed and averaged over the set of 10 simulations that are identical in all physical parameters, but used different random seeds for the turbulence. Its uncertainty is given by the standard deviation. In particular, we take the square root of the normalized structure function, i.e.,

$$\sigma_v(r) = \sqrt{\text{SF}_2(r)}/2, \quad (3)$$

which represents the 3D velocity dispersion on scale $r$.

Moreover, the fraction of compressive turbulence is an important aspect in the study of star formation. Compressive modes of the turbulence create density enhancements, which may serve as the birthplaces of stars (Federrath & Klessen 2012). Therefore we decompose the structure function into longitudinal $\text{SF}^\parallel_2(r)$ and transverse $\text{SF}^\perp_2(r)$ components. The decomposition is performed in real space as

$$\delta \mathbf{v} = \mathbf{v}(x + r) - \mathbf{v}(x)$$

$$\text{SF}^\parallel_2(r) = \langle \delta \mathbf{v} \cdot \hat{r} \rangle$$

$$\text{SF}^\perp_2(r) = \text{SF}_2(r) - \text{SF}^\parallel_2(r). \quad (4)$$

Accordingly, the fraction $\chi$ of the longitudinal velocity field mode

$$\chi(r) = \text{SF}^\parallel_2(r)/\text{SF}_2(r).$$

Table 1. Key simulation parameters and results. Ten simulations with different turbulence realizations (T1–T10) are run for both the NOWIND and OUTFLOW models. In the table, $t_{5\%}$ is the average time taken (in units of the free-fall time) by the simulations to reach SFE = 5% and is measured from the moment self-gravity is turned on. The value of $SFR_g$ quoted in the table is time average. ($\sigma_{\text{tur}}$) and ($\chi_{\text{tur}}$) are calculated (see Figs. 8 and 9) for the snapshots “fully developed turbulence” and “SFE = 5%”, respectively. The subscripts “0.01” and “0.2” means the values are averaged over 0.01 – 0.1 pc and 0.1 – 0.2 pc, respectively. For both model, ($\sigma_{\text{tur}}$)0.01–0.1 = 0.30 ± 0.09, ($\sigma_{\text{tur}}$)0.1–0.2 = 0.51 ± 0.17, ($\chi_{\text{tur}}$)0.01–0.1 = 0.27 ± 0.01, and ($\chi_{\text{tur}}$)0.1–0.2 = 0.29 ± 0.03. The resolution level, cloud properties and turbulence setup are the same in both models and the only difference is that protostellar jets/outflows are absent in the NOWIND simulations.

| Model  | Jets/Outflows | $t_{5\%}$ [ff] | $SFR_g$ [%] | $N_{\text{sinks}}$ | $\langle \sigma_{\text{tur}}^{5\%} \rangle_{0.01-0.1}$ [km/s] | $\langle \sigma_{\text{tur}}^{5\%} \rangle_{0.1-0.2}$ [km/s] | $\langle \chi_{\text{tur}}^{5\%} \rangle_{0.01-0.1}$ | $\langle \chi_{\text{tur}}^{5\%} \rangle_{0.1-0.2}$ |
|--------|---------------|----------------|-------------|-------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| NOWIND | No            | 0.68 ± 0.15    | 15 ± 3      | 212               | 0.61 ± 0.16                 | 0.93 ± 0.22                     | 0.30 ± 0.01                     | 0.34 ± 0.04                     |
| OUTFLOW| Yes           | 0.90 ± 0.2     | 7 ± 2       | 449               | 1.99 ± 1.17                 | 2.62 ± 1.68                     | 0.29 ± 0.01                     | 0.32 ± 0.02                     |

Figure 1. Gas column density in one of the ten simulations (the T2 simulation, i.e., with turbulence seed #2), at the stage of fully developed turbulence (left-hand panel) and just before the $^{16}$O sink particle has formed (right-hand panel). The black vectors represent the projected velocity field and their length indicates the amplitude of the local velocity. The yellow dashed rectangle outlines the zoom-in region used for structure function calculations below.

\[\text{SF}_2(r) = \langle |\mathbf{v}(x + r) - \mathbf{v}(x)|^2 \rangle_r, \quad (2)\]

\[\sigma_v(r) = \sqrt{\text{SF}_2(r)}/2, \quad (3)\]
Figure 2. Same as Fig. 1, but here the gas column density is shown at SFE=1% (top), 3% (middle), and 5% (bottom), in the NOWIND (left) and OUTFLOW simulation (right), respectively. The circular markers in each panel represent the position of the sink (star) particles formed in the simulations.
normalization, the 2nd order structure function, which is equivalent to the
3D velocity dispersion $\delta v(r)$, as defined by Eq. (3). All structure
functions have been averaged over ten simulation realizations of the
turbulence, for each model, NOWIND and OUTFLOW. Before star
formation begins and outflows are launched (snapshot just before 1st
sink formation), the structure functions are identical for the NOWIND
and OUTFLOW models, representing a state of fully developed tur-
bulence with gravity having modified the system such that local star
formation is imminent. The SF at the state of of fully developed tur-
bulence in presented in Fig. 3. The dotted and dashed lines indicate
a power-law scaling with a slope of 1/3 (Kolmogorov 1941) and
1/2 (Burgers 1948), respectively. On scales of $0.05 \leq r/pc \leq 0.5$,
the simulations roughly follow a scaling in between Kolmogorov
and Burgers turbulence, as expected for a mildly supersonic turbu-

3 RESULTS

3.1 Basic evolution and structure of the clouds

Fig. 1 shows maps of the projected gas density along the $z$-axis at
two different evolutionary stages of the simulated cloud, i.e. at the
stage of fully developed turbulence (left) and just before the 1st
sink particle has formed (right). We can see a dense region developing
towards the bottom right of the centre of the box, as indicated by the
dotted square. These two stages are identical in the "NOWIND" and
"OUTFLOW" simulations, because stars have not formed at this
stage, and therefore, no outflows have been generated yet.

Starting from Fig. 2, we examine how the evolution of the star
formation is influenced by the outflow feedback. We show the projected
gas density at three evolutionary stages, i.e., at star formation
efficiencies $\text{SFE} = 1\%$, $3\%$, and $5\%$, which means $1\%$, $3\%$, and $5\%$ of
the total mass of the cloud has formed stars, respectively. We observe
that the outflows slow down the star-forming process, taking more
time to reach the same SFE (the reduction in the star formation rate
due to outflow feedback is discussed in detail in Mathew & Federrath
2021). For instance, the OUTFLOW model takes 0.07 Myr, 0.06 Myr,
and 0.14 Myr longer to reach $\text{SFE} = 1\%$, $3\%$, and $5\%$, respectively,

3.2 The structure function on cloud scales

In order to quantify the distribution of turbulent motions on differ-
ent scales of the cloud, we show in Fig. 4 the square root of the

Figure 3. Velocity dispersion as quantified by the square root of the nor-
malized second order structure function (Eq. 3) as a function of separation
(scale) covering the full simulation domain (2 pc) at the stage of fully devel-
oped turbulence. Since gravity and star formation have not started yet, the
NOWIND (red) and OUTFLOW (blue) model are identical. The shaded areas
represent the standard deviation over the set of 10 turbulent realizations per
simulation model. To guide the eye, the dotted and dashed lines represent
power-law slopes of 1/3 and 1/2, for comparison with a Kolmogorov and
Burgers scaling of turbulence, respectively. On the cloud scale (1 pc), we see
that the 2nd-order SF reflects the input velocity dispersion of 1 km/s, as set
by the turbulence driving.

Differences in the structure functions appear when stars form. While the velocity dispersion in the NOWIND model does not change
significantly in time, the OUTFLOW model clearly evolves over time,
such that the velocity dispersion increases until $\text{SFE} \sim 2\% - 3\%$, i.e.,
the amplitude of the structure function grows. After $\text{SFE} \sim 2\% - 3\%$,
the velocity dispersion appears to reach a steady state, in which the
dissipation of turbulent flows is balanced by the injection of energy
from the outflows, at a roughly constant rate. This is consistent with
the initial rise in the SFR observed in these models, followed by a steady-state (nearly constant) SFR (Mathew & Federrath 2021).

We also see that the OUTFLOW model exhibits a somewhat more
curved structure function, i.e., the power-law scaling range appears
to be suppressed; or at there is no clear power-law scaling range
seen anymore, especially at later times when the influence of the out-
flows grows. The absence of the scaling range may be due to limited
resolution or due to the driving effect of the outflows, mixing into
the large-scale turbulent ‘cascade’.. The NOWIND model, however,
exhibits insignificant changes in the structure function, in terms of
either amplitude or scaling. This can be understood based on the
fact that the gravitational collapse happens on relatively small scales,
and averaging the structure function over the full domain, including
diffuse regions, means that the effect of gravity is hardly noticeable
in the cloud-scale structure functions. Therefore, we zoom in onto a
dense star-forming clump in the following section, in order to deter-
mine the effects of gravity and outflows on the dense, star-forming
regions of the cloud.

MNRAS 000, 1–11 (2022)
Figure 4. Velocity dispersion as quantified by the square root of the normalized second order structure function (Eq. 3) as a function of separation (scale) covering the full simulation domain (2 pc). We compare the NOWIND (red) and OUTFLOW models (blue) at six snapshots, as indicated in the top left of each panel: after 1st sink particle formation, and at SFE = 1, 2, 3, 4, 5%, respectively. The shaded areas represent the standard deviation over the set of 10 turbulent realizations per simulation model. To guide the eye, the dotted lines represent power-law slopes of 1/3 and 1/2, for comparison with a Kolmogorov and Burgers scaling of turbulence, respectively.

3.3 The structure function of dense, star-forming regions

Fig. 5 presents the time evolution of a 0.4 pc zoom-in region in the cloud of NOWIND and OUTFLOW models with turbulence realization T2. The zoom-in is selected by searching for the maximum density point in 3D space at the evolutionary stage SFE = 5%. Consequently, its spatial position is fixed among all stages. Similar to the case of the full simulation plotted in Fig. 2, the OUTFLOW model produces a higher number of stars and the difference between NOWIND and OUTFLOW is more significant here. We can see the fragmentation in the OUTFLOW model is stronger with several
Figure 5. Same as Fig. 2, but for a high-density, star-forming region of size 0.4 pc.
sub-filamentary structures. In particular, two extra collapsing centers appear in the stages SFE = 3% and SFE = 5%. This suggests that with identical initial conditions protostellar outflows can trigger local star formation in nearby filaments. Note that outflows create new density perturbations at small scales, which increases gravo-turbulent fragmentation (Mathew & Federrath 2021).

Moreover, in Fig. 6, we show the velocity dispersion (i.e., the square root of the normalized 2nd order structure-function) as a function of separation. Compared with the full box cases (see Fig. 4), the velocity dispersion increases in both NOWIND and OUTFLOW models. The increment seen in the NOWIND model is contributed by the effect of gravity, including the infall velocity and probably gravity-driven turbulence. This effect focuses on small scales and therefore is more apparent in the zoom-in dense region, especially at the SFE = 5% stage. The velocity dispersion is further signified in the OUTFLOW models. Here the dispersion includes the contribution from the original turbulence, and turbulence produced by gravitational infall and by the outflows. Compared with gravity,

Figure 6. Same as Fig. 4, but for the zoom-in region outlined in Fig. 2.
Figure 7. The plots show the square root of the normalized second order structure function as a function of time. The structure function is averaged over the small scale range (0.01 - 0.10 pc; red) and large scale range (0.10 - 0.20 pc; blue) in the zoom-in 0.4 pc region. Two physical models: "NOWIND" (left) and "OUTFLOW" (right) are presented here. The coloured shallows represent the standard deviation over the set of 10 simulations.

Figure 8. The plots present the energy fraction of longitudinal component of the structure function as a function of separation. Two physical models: "NOWIND" (left) and "OUTFLOW" (right) are presented here. The error bar is by the standard deviation over the set of 10 simulations.

Figure 9. Same as Fig. 7, but for the energy fraction of the longitudinal structure function.
the influence of the outflows seems to extend to larger scales (see Fig. 4). Despite the OUTFLOW models’ velocity dispersion getting slightly curved, the overall scaling is still approximately in between Kolmogorov (i.e., \( \sigma_v(r) \propto r^{1/3} \)) and Burgers (i.e., \( \sigma_v(r) \propto r^{1/2} \)) turbulence.

In Fig. 7, we investigate how the velocity dispersion evolves as a function of time. Here we define the separation in the range of 0.01 - 0.10 pc as small scale and 0.10 - 0.20 pc as large scale. The velocity dispersion is averaged over these two scales, respectively. For both NOWIND and OUTFLOW models, the dispersion increases with time as gravity and outflows get stronger. Gravity amplifies the velocity dispersion by a factor of \( \sim 2 \) approximately from the beginning (fully developed turbulence) to SFE = 5%. However, with outflow feedback, the velocity dispersion increases by up to a factor of \( \sim 7 \) from the the time of fully-developed turbulence to SFE = 5%, for both small and large scales. In particular, we see that the OUTFLOW model exhibits a larger standard deviation, which is quantified by the differences over the ten realizations of the simulations. This suggests that compared with gravity, outflows could perturb the velocity field further. The effect of the outflows is more sensitive to the initial turbulent seed.

Finally, we conclude that both gravity and outflow feedback affect the velocity field, driving larger velocity dispersion in star-forming regions. In particular, outflows enhance fragmentation (Federrath et al. 2014b; Mathew & Federrath 2021; Grudić et al. 2022). Compared with gravity, the outflow has its effect on larger scales up to \( \sim 1 \) pc at least (see Fig. 4) and is more sensitive to the initial turbulent seeds.

To observationally test our results, it is important to obtain information of velocity fluctuations. Using Doppler-shifted emission lines, this is achievable via the Velocity Channel Analysis (VCA; Lazarian & Pogosyan 2000), the Velocity Coordinate Spectrum (VCS; Lazarian 2004), and the Principal Component Analysis (PCA; Heyer et al. 2008). It is also possible to infer some of the gas turbulence properties on cloud scales using the velocity of young stellar objects (Ha et al. 2021).

### 3.4 The energy fraction of the longitudinal velocity component

Fig. 8 presents the energy fraction of the longitudinal velocity component as a function of separation. Initially, the turbulence is driven by the mix of compressive (i.e., longitudinal) and solenoidal (i.e., transverse) modes. The fraction of the longitudinal component in the turbulence driving is constructed to be 1/3 at driving scale (referred to as the ’mixed’ driving mode). Before gravity starts acting, i.e., at the stage of fully developed turbulence, the longitudinal fraction decreases from the scale of 0.2 pc to 0.02 pc. It suggests that when turbulence cascades to small scales, the compressive component dissipates somewhat faster than the solenoidal component (Padoan et al. 2016). Gravity, in addition, increases the longitudinal fraction by generating longitudinal velocity fields due to infall and gravity-driven turbulence. A portion of the gravitational potential is converted to kinetic energy in this process. This increment is the most significant from the stage of fully developed turbulence to the 1st sink formation stage. However, after SFE = 1%, the fraction’s increment rate gets slower. One possibility is that the zoom-in region may evolve slower than the global simulation so that the local SFE in the subregion varies significantly between different realizations. It is also likely that the amplification of longitudinal modes is mainly contributed by the cloud-scale (\(< 1 \) pc) contraction. At later stages, stars start forming locally so that the longitudinal field exhibits only relatively small changes when looked at from a global perspective. i.e., when averaged over the total volume; however, close to the stars, the longitudinal component increases. The global fraction of longitudinal modes finally reaches \( \sim 0.35 \) at 0.2 pc scales on average, with a maximum of \( \sim 0.40 \). Compared with the NOWIND model, the OUTFLOW model shows a similar trend, but the increment after the 1st sink formation stage is suppressed so that its maximum value is smaller than 0.40. This is because outflow feedback slows down star formation and therefore slows down the development of compressible modes caused by collapse. Another contributor to reducing the relative amount of compressible modes in the OUTFLOW case is that outflows may drive solenoidal modes, therefore enhancing their relative contribution.

To study the time evolution of the longitudinal energy fraction, as before (cf. Fig. 8), we distinguish two scale ranges: (i) small scale from 0.01 to 0.10 pc and (ii) large scale from 0.10 to 0.20 pc. As shown in Fig. 9, the longitudinal fraction keeps increasing with time. Large scales host more longitudinal modes with an average longitudinal fraction of \( \sim 0.32 \), while small scales exhibit a fraction of \( \sim 0.28 \). Note that the fraction is averaged over the defined scale ranges. In this case, the OUTFLOW model is similar to the NOWIND case, but exhibits smaller values of the fraction at large scales. This suggests that the suppression of the longitudinal velocity field’s fraction by outflows is most significant on large scales. It leads to a reduction in the star formation rate compared to when outflow feedback is not included.

### 4 SUMMARY

In this work, we use three-dimensional MHD simulations of star cluster formation to study the interplay of turbulence, magnetic fields, self-gravity, radiation, and stellar feedback. We focus on analyzing the effects of self-gravity and stellar feedback on the second-order structure-function of turbulent velocities. The stellar feedback slightly changes the scaling of velocity fluctuations but the overall scaling is still between Kolmogorov \( \sigma_v(r) \propto r^{1/3} \) and Burgers \( \sigma_v(r) \propto r^{1/2} \) type. We observe that both self-gravity and protostellar outflows increase the turbulent velocity dispersion. In particular, the outflows increase fragmentation and amplify the velocity fluctuations by a factor of \( \sim 7 \). The effect of the outflows spans from stellar/disk scales to cloud-scales \( \geq 1 \) pc. The amplified velocity fluctuations may provide more support against gravity and enhance fragmentation on small scale. The role of self-gravity is more significant on the scales of dense clumps and it increases the fraction of the compressive velocity component. On the other hand, the effect of the outflows is to slightly reduce the relative fraction of compressible velocity modes on scales \( \geq 0.1 \) pc. Thus, outflows primarily drive solenoidal modes. Overall, the compressive velocity fraction stays close to the natural mixture of \( \sim 1/3 \), but is systematically smaller on small scales, compared to large scales, which suggests that the compressive velocity component dissipates energy faster on small scales.
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