Cuckoo search via Levy flights applied to uncapacitated facility location problem
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Abstract Facility location problem (FLP) is a mathematical way to optimally locate facilities within a set of candidates to satisfy the requirements of a given set of clients. This study addressed the uncapacitated FLP as it assures that the capacity of every selected facility is finite. Thus, even if the demand is not known, which often is the case, in reality, organizations may still be able to take strategic decisions such as locating the facilities. There are different approaches relevant to the uncapacitated FLP. Here, the cuckoo search via Lévy flight (CS-LF) was used to solve the problem. Though hybrid methods produce better results, this study employed CS-LF to determine first its potential in finding solutions for the problem, particularly when applied to a real-world problem. The method was applied to the data set obtained from a department store in Davao City, Philippines. Results showed that applying CS-LF yielded better facility locations compared to particle swarm optimization and other existing algorithms. Although these results showed that CS-LF is a promising method to solve this particular problem, further studies on other FLP are recommended to establish a strong foundation of the capability of CS-LF in solving FLP.
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Introduction

Facility location problem (FLP) is a technique that may aid any organization’s decision making process. It is a mathematical way to locate the optimal location of facilities to satisfy the clients’ demands. In reality, however, it is seldom possible to predict the quantity of demand when organizations take strategic decisions such as locating facilities (Silva and Serrab 2005). For this situation, the problem can be modeled as uncapacitated FLP (UFLP) which this study was addressed to. In the UFLP, aside from the assumption that the total cost has to be minimized, the problem has two components, namely the set-up cost of operating a facility and the transportation cost of satisfying the clients’ requirements from a facility. It also assumes that the capacity of every facility is infinite (Guner and Sevkli 2008). This implies that even with an unknown demand, it is still possible to locate facilities since it is assumed that one facility is able to satisfy all the demands of the clients.

Cuckoo search (CS) is a metaheuristic algorithm developed by Yang and Deb in 2009, which is based on the behavior of breeding parasitic cuckoos (Yang 2010). It was inspired by the obligate brood parasitism of some cuckoo species by laying their eggs in the nests of other host birds. Some host birds can engage direct conflict with the intruding cuckoos. For example, if a host bird discovers the eggs are not their own, it will either throw these alien eggs away or simply abandon its nest and build a new nest elsewhere. Some cuckoo species such as the new world brood-parasitic Tapera have evolved in such a way that...
female parasitic cuckoos are often very specialized in the mimicry in colors and pattern of the eggs of a few chosen host species (Payne et al. 2005).

In simple representation of the cuckoo search, Yang and Deb (2009) formulated the following rules. First, each cuckoo lays one egg at a time and dumps its egg in randomly chosen nest. Second, the best nests with high quality of eggs will be carried over to the next generation. Third, the number of available host nests is fixed, and the egg laid by a cuckoo is discovered by the host bird with a probability $P_a \in (0, 1)$. In this case, the host bird can either get rid of the egg or simply abandon the nest and build a completely new nest. The solutions are the eggs in the nest and the cuckoo egg is the best and new solution among the solutions in the nest.

The study of Reynolds and Fyre (2007) on Lévy flights states that most animals and insects explore their landscapes using a series of straight flight paths punctuated by a sudden 90° turn. This type of behavior is called the Lévy-flights-style intermittent scale-free search pattern and has been applied to optimization and produces optimal preliminary search results (Yang 2009).

Zaw and Mon (2013) used cuckoo search via Lévy flight in web document clustering. Their study considered locating the optimal centroids of a cluster. The cuckoo search via Lévy flight appeared to produce better results compared to particle swarm optimization. Cuckoo search was also used as an approach to solve nurse scheduling problem in Tein and Ramli’s (2010) study. Their paper aimed to use cuckoo search to optimize time scheduling of their duties in the hospital. Results showed that cuckoo search was able to produce better solutions. In engineering optimization problems such as the welded beam, cuckoo search algorithm was able to obtain a better solution than the other algorithms (Ragsdell and Phillips 1976, Cagnina et al. 2008). Santillan et al. (2017) also explored the capability of cuckoo search with Lévy flight for solving the capacitated vehicle routing problem. The study demonstrated the potential of the hybrid algorithm in acquiring solutions for routing problems.

Based on the literature, CS exhibits better performance compared to other evolutionary techniques when applied to optimization problems. Yang (2010) stated that CS is potentially far more efficient than particle swarm optimization and genetic algorithms. Yang and Deb (2009) used benchmark test functions such as De Jong’s first function, Easom, Shuber bivariate, Griewank, Ackley, Rosenbrock, Schwefel, Rastrigin, and Michalewicz to test the performance of optimization algorithms such as particle swarm optimization, genetic algorithm, and CS. It appears that CS has 100% success rate of finding the global optima with the average mean of 927 with a standard deviation of 105. Cuckoo metaheuristic algorithm was also used to optimize warranty periods in a heterogeneous customer population (Roozitala and Asgharizadeh 2013). The algorithm was used to estimate the optimal warranty duration and it was observed in the study that there was a dramatic increase in manufacture’s revenue.

This study aimed to use CS-LF to find approximations to the solutions of the UFLP, specifically, to evaluate the performance of CS-LF using several combinations of parameter settings in terms of best solution and running time;

The cuckoo search via Lévy flights technique served as another method in solving uncapacitated facility location problem. This study determines if the technique was able to generate the facility location and then compares it to the existing locations of the facilities.

The results of this study may benefit organizations with the same nature of data used in this study. This study focused only on one type of FLP, the uncapacitated FLP, which is restricted on the data obtained from a certain company. This study also serves as an additional contribution in UFLP and may lead to another research in the future. Opening or closing of facilities was not considered in this study. The parameters for CS-LF were based on Yang’s study (2010).

Materials and methods

Data for uncapacitated FLP

The data, specifically, its layouts were taken from a department store. The department store is divided into different sections. These were the basis for the set of demand points for every section. It should be noted that the layout presented in this study is a constricted version of the actual layout in this study.

On the other hand, the counters were considered as the set of facilities. However, the current locations of these existing facilities in the department store were disregarded as this study aimed to minimize the total cost by optimally locating the facilities in the search space and not with the opening and closing of them.

The search space has a dimension of 125.6129 m by 50.245161-m area. This was represented in the Cartesian plane with a scale ration of 1 mm. That is, in the layout, the search space is 295 $\times$ 118 mm area. This was achieved by getting the location of each point which is the center of each section in the department store. For those sections in regular forms, the center is easily determined; for those in irregular forms, the center is determined by adapting the closest regular form of the irregular regions.

For the set of facilities, their locations should be within the search space. However, since this study is applied to
real data, there were solutions obtained which are not possible in reality. These are the shaded regions in Fig. 1. From the same figure, the set of demand points is also illustrated.

Mathematically, let \( I \) be the fixed set of \( m \) demand points with element \( d_i \), where \( i = 1, 2, \ldots, m \). From Table 1, their locations are known. Each demand point \( d_i \in I \) was represented as a coordinate \((d_{xi}, d_{yi})\) in the Cartesian plane. Thus, \( I \) was illustrated as a \( 2 \times m \) matrix where the \( i \)th column represents the coordinate of the \( i \)th demand point, that is,

\[
I = \begin{pmatrix} d_{x1} & d_{x2} & \cdots & d_{xm} \\ d_{y1} & d_{y2} & \cdots & d_{ym} \end{pmatrix}
\]

(1)

Similarly, let \( J \) be the set of \( n \) facility with element \( f_j \), where \( j = 1, 2, \ldots, n \). Each facility \( f_j \in J \) was also represented as a coordinate \((f_{xi}, f_{yi})\) in the Cartesian plane. A \( 2 \times n \) matrix was also used to illustrate \( J \) where the \( j \)th column represents the coordinate of the \( j \)th facility, that is,

\[
J = \begin{pmatrix} f_{x1} & f_{x2} & \cdots & f_{xn} \\ f_{y1} & f_{y2} & \cdots & f_{yn} \end{pmatrix}
\]

(2)

To apply CS algorithm for the UFLP, a mapping between the facility in the host nests and the problem were established.

Since each cuckoo egg is a possible solution to the problem and since the UFLP aims to find the optimal locations of the facilities to meet its objective, then each egg consists of \( n \) locations of the \( n \) facilities. Let \( s \) be the set of \( s \) cuckoo eggs in the nest with the elements denoted by the \( 2 \times n \) matrix \( C_l \) where \( l = 1, 2, \ldots, s \). Each \( C_l \in s \) consists of the locations of the \( n \) facilities. For \( l = 1, 2, \ldots, s \)

\[
C_l = \begin{pmatrix} f_{x1} & f_{x2} & \cdots & f_{xn} \\ f_{y1} & f_{y2} & \cdots & f_{yn} \end{pmatrix}
\]

(3)

Fig. 1 The search space indicating the set of demand points and the restricted (shaded) regions

Table 1 Coordinates of the demand points

| Demand point | Coordinates | Demand point | Coordinates |
|--------------|-------------|--------------|-------------|
| 1            | (26.5, 45.5) | 10           | (84.5, 77.0) |
| 2            | (39.0, 09.5) | 11           | (144.0, 89.0) |
| 3            | (57.0, 41.0) | 12           | (176.0, 95.5) |
| 4            | (72.5, 41.0) | 13           | (231.0, 94.5) |
| 5            | (92.0, 50.0) | 14           | (216.5, 43.0) |
| 6            | (137.5, 50.0)| 15           | (216.5, 09.5) |
| 7            | (131.5, 17.0)| 16           | (274.5, 64.0) |
| 8            | (66.0, 94.5) | 17           | (274.0, 21.0) |
| 9            | (113.5, 94.5)|             |             |

Suppose \( I = \{d_1, d_2, \ldots, d_m\} \) and \( J = \{f_1, f_2, \ldots, f_n\} \). Then, for \( i = 1, 2, \ldots, m \) and \( j = 1, 2, \ldots, n \), the relationship between \( I \) and \( J \) can be expressed as where \( a_{ij} \)

\[
A = \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m1} & a_{m2} & \cdots & a_{mn} \end{pmatrix}
\]

(4)

represents the distance between \( d_i \in I \) and \( f_j \in J \). The distance between \( d_i \) and \( f_j \) is computed by

\[
a_{ij} = \|f_j - d_i\| = \sqrt{(f_{xj} - d_{xi})^2 + (f_{yi} - d_{yi})^2}
\]

(5)

From the definition of the UFLP, for each \( d_i \in I \), \( d_i \) is assigned to the \( f_j \) where \( a_{ij} \) is at minimum.

For CS, the fitness evaluation was based on the main objective of the UFLP subject to the following constraints:

1. The facility should not be in the location of the demand point;
2. The location of the facility must be within the \( a \times b \) area of the search space;
3. There should be no two facilities with the same location;
4. All the facilities must be used; and
5. Facilities should not be located in the restricted regions.

The fitness value for each cuckoo egg is computed using the fitness function represented in Eq. (6).

For each violated constraint, there is an associated penalty to the fitness function. The purpose of this penalty is to worsen the fitness value, thus making it less possible to be the best fitness. The penalty weights for the violated constraints may differ depending on the preference of the organization. In this study, however, the penalty weights were the same.

The fitness function measures the performance of each cuckoo egg as a solution to the UFLP. Since the objective is to minimize the total cost incurred by establishing the facilities, then lower the numerical value of the fitness, better the quality of the solution. Consequently, the cuckoo egg with the lowest fitness becomes the optimal solution.

**CS-LF for the UFLP**

The area of the department store was considered as the search space where the cuckoo searched for the solution. Each nest consisted of a set of facilities and was represented as coordinates.

Given a fitness function, each cuckoo searched for the optimal locations of its facilities in the search space by comparing the new egg to the older egg that was found. Updating each egg in the nest was based on its memory about its current location, its best location so far ($F_j$), and location of the cuckoo’s most successful egg so far ($F_j$).

**Fitness evaluation**

The fitness evaluation for cuckoo was based on the main objectives of the UFLP and on the constraints identified. In this study, the fitness function measured the performance of each egg as a solution to the UFLP. The lower the numerical value of fitness the better the solution. Note that for each violated constraint, there is an associated penalty to the fitness function. These constraints were denoted by $k$ where $k = 1, 2, 3, 4, 5$, respectively. The fitness value for each cuckoo egg $C_i$, $l = 1, 2, \ldots, s$, was computed using the fitness function represented in the study of Galvão (2004)

$$
\text{fitness } (C_i) = \sum_{l=1}^{m} \sum_{j=1}^{n} t_{ijl} \ x_{ijl} + \sum_{k=1}^{5} m_{kl} \ u_{kl} \ v_{kl},
$$

where $m_{kl}$ represents the weight associated to each constraint $k$ in $C_i$; $u_{kl}$ represents the number of facilities violating constraints $k$ in $C_i$; $v_{kl}$ indicates whether constraint $k$ is violated ($v_k = 1$) or not ($v_k = 0$) in $C_i$; $t_{kl}$ represents the transport cost from facility $j$ to demand point $l$ in $C_i$ and $x_{ijl}$ indicates whether the demand point $l$ is assigned to facility $j$ ($x_{ijl} = 1$) or not ($x_{ijl} = 0$) in $C_i$.

Observe that the first term of the fitness function is simply the objective function of the UFLP. Due to the assumption that the facilities to be established are considered “open,” the second term of Eq. [1] is disregarded so as to lessen functional evaluations.

The objective of the UFLP is to minimize the total cost incurred by setting up $n$ facilities. Hence, the egg with the best fitness is the one with the lowest total cost incurred, and therefore, the location of the facility.

**Parameters and terminating condition**

The main parameters needed for the implementation of the CS-LF are the population size ($n$) and probability to discover ($P_a$). In this study, there were 11 parameter settings. This is to determine the best set of parameter values for the CS-LF algorithm to solve the UFLP.

$MaxGen$ is the maximum number of generation iterations allowed. The parameter settings and $MaxGen$ were based on Yang and Deb’s (2010) study. Due to the probabilistic nature of the algorithm, results may differ from another, thus the algorithm was run 30 times for each parameter setting where results for the 30 times running were average. The terminating condition for each run was when $MaxGen$ is reached.

**Algorithm of CS-LF for the UFLP**

The flowchart and the pseudocode of the CS-LF algorithm for the UFLP are shown in its full form in Fig. 2. So, the algorithm started with the initialization of parameters. Set counter $t = 0$, population size ($n$) = (5–500) and $P_a = (0, 1)$ were based on the parameter settings.

The LF randomly generated host nests which should be within a $a \times b$ area of the search space. The initial location of nests was equal to the initial location of eggs. The next step was, if the counter $t = MaxGen$, then searching was stopped; if not, then generate another solution [cuckoo egg ($i$)] using Le´vy flights then get fitness of ($F_i$) using the fitness function. Then choose random nest in initial population ($j$) then get fitness of the egg located in the nest ($F_j$). Compare $F_i$ and $F_j$, if $F_i$ was better than ($F_j$) then replace the egg in $j$ with egg $i$. Then sort eggs in the current population based on fitness value, and then abandon a fraction of worse nests or eggs. Build new ones and new locations via LF and find current best. The process was repeated from the start.
Implementation

This phase is the actual coding for the CS-LF. This phase also included researches and intensive data gathering. The program had undergone several processes to get the solutions to the UFLP.

Results and discussion

Implementation of the CS-LF Algorithm

The implementation of the CS-LF algorithm for finding the minimum fitness uses a two-dimensional array. The program flow started with generating an initial solution for the facilities of size 10 and extracting data from demand points of size 17. After obtaining the input array, get the distance from a facility to a demand point (minimum distance) and saved its distance in the float MinSOD. In getting the distance, get the coordinates of the initial population ($x, y$) and coordinates of the demand points (pointX, pointY). For the next process, compute and compare each distance from facility to demand point and saved it in Dist and get the sum of all minimum distance which it was the goal of the implementation and saved it in the variable ArrayList MinSODs.

From the trend of the performance of the parameter settings, based on the results, it was observed that the lesser the value assigned to parameters $n$ and $P_a$, the better the fitness value. It was noticed that the ranking of the parameter settings based on the best fitness follows this observation. It was also observed that the lesser the value assigned to parameter $n$, the solution was obtained faster.

Figures 3 and 4, respectively, the best of PSO results (Palma 2010) and the best of CS-LF results are shown. As can be seen, the CS-LF obtained better solutions compared to PSO.
As for the performance of the parameter settings based on solution time, no definite conclusion can be made other than the fact that for all 11 parameter settings, it can be found between parameter settings 1–6. As can be seen, parameter setting 1 obtained better solution in terms of solution time with the value of 312 mm since it has lesser fitness value and the value of \( n \) that is assigned to this parameter setting is lesser.

As stated earlier, the early convergence method was due to the initialization of the locations of the facilities bounded within the search space. Moreover, it can be acknowledged that the values assigned to parameters \( n \) and \( P_a \) were too large for the search space. For this reason, for every updating of locations of facilities, the locations obtained were outside the search space which greatly affects the fitness due to the penalties acquired. Thus, it might be better if smaller values were to be assigned for parameters \( n \) and \( P_a \) for this particular problem.

To avoid extremities if the best fitness and solution were the basis in determining the best solutions in terms of best fitness and solution time, this study considered the average fitness and solution time instead. It was concluded that parameter setting 1 obtained the best solution based on best fitness while parameter setting 1 yielded the best solution based on solution time.

Furthermore, it is concluded that parameter setting 1 is the best parameter setting for the CS-LF algorithm to the uncapacitated FLP of the company as it resulted to the best fitness among the 11 parameter settings applied. The coordinates of the facility locations of the best solution obtained here are shown in Table 2.

Using the fitness function in Eq. (6), the fitness value obtained for the existing data is 352.50561, for the PSO is 415.65406 which is greater than the best fitness obtained when CS-LF algorithm is applied which is 348.79346. This means that the application of CS-LF to the uncapacitated FLP of the company yielded a better solution. In fact, no constraints were violated on the best solution obtained when CS-LF algorithm was used. In getting the fitness value, we get the summation of the distance between each demand point and its corresponding assigned facility.

In the implementation of PSO (Palma 2010), facility 8 has not been assigned a demand point that causes a penalty to the fitness function which is all facilities must be used. From this, it may be deduced that the company may have established that facility not to be open all the time but rather, only when it is peak season. If this constraint in the fitness function was disregarded due to the mentioned reason, then the distances were the main basis for determining the fitness. Without this constraint, it is found that the fitness value from the CS-LF algorithm which yielded to 348.79346 is better than the fitness value from the original data which is 352.50561 and from the PSO which is 415.65406 when applied to the problem.

As for the performance of the parameter settings based on solution time, no definite conclusion can be made other than the fact that for all 11 parameter settings, it can be found between parameter settings 1–6. As can be seen, parameter setting 1 obtained better solution in terms of solution time with the value of 312 mm since it has lesser fitness value and the value of \( n \) that is assigned to this parameter setting is lesser.

As stated earlier, the early convergence method was due to the initialization of the locations of the facilities bounded within the search space. Moreover, it can be acknowledged that the values assigned to parameters \( n \) and \( P_a \) were too large for the search space. For this reason, for every updating of locations of facilities, the locations obtained were outside the search space which greatly affects the fitness due to the penalties acquired. Thus, it might be better if smaller values were to be assigned for parameters \( n \) and \( P_a \) for this particular problem.

To avoid extremities if the best fitness and solution were the basis in determining the best solutions in terms of best fitness and solution time, this study considered the average fitness and solution time instead. It was concluded that parameter setting 1 obtained the best solution based on best fitness while parameter setting 1 yielded the best solution based on solution time.

Furthermore, it is concluded that parameter setting 1 is the best parameter setting for the CS-LF algorithm to the uncapacitated FLP of the company as it resulted to the best fitness among the 11 parameter settings applied. The coordinates of the facility locations of the best solution obtained here are shown in Table 2.

Using the fitness function in Eq. (6), the fitness value obtained for the existing data is 352.50561, for the PSO is 415.65406 which is greater than the best fitness obtained when CS-LF algorithm is applied which is 348.79346. This means that the application of CS-LF to the uncapacitated FLP of the company yielded a better solution. In fact, no constraints were violated on the best solution obtained when CS-LF algorithm was used. In getting the fitness value, we get the summation of the distance between each demand point and its corresponding assigned facility.

In the implementation of PSO (Palma 2010), facility 8 has not been assigned a demand point that causes a penalty to the fitness function which is all facilities must be used. From this, it may be deduced that the company may have established that facility not to be open all the time but rather, only when it is peak season. If this constraint in the fitness function was disregarded due to the mentioned reason, then the distances were the main basis for determining the fitness. Without this constraint, it is found that the fitness value from the CS-LF algorithm which yielded to 348.79346 is better than the fitness value from the original data which is 352.50561 and from the PSO which is 415.65406 when applied to the problem.

### Table 2 Coordinates of the facility locations based on the PSO best solution (Palma 2010), and CS-LF best solution

| Facility | PSO (Palma, 2010) | CS-LF |
|----------|------------------|-------|
| 1        | (28.00, 23.00)   | (229.95, 45.43) |
| 2        | (218.00, 50.00)  | (168.13, 99.55)  |
| 3        | (189.00, 85.00)  | (07.84, 8.21)    |
| 4        | (47.00, 68.00)   | (53.25, 46.53)   |
| 5        | (77.00, 86.00)   | (61.23, 96.28)   |
| 6        | (159.00, 57.00)  | (224.60, 25.37)  |
| 7        | (100.00, 79.00)  | (101.76, 65.70)  |
| 8        | (107.00, 24.00)  | (271.39, 21.31)  |
| 9        | (15.00, 29.00)   | (293.07, 83.71)  |
| 10       | (274.00, 65.00)  | (126.12, 14.40)  |
In Fig. 5, the CS-LF and PSO results of the coordinates of the facility location are shown. With these, comparison with the visualization of coordinates was done.

However, since it is assumed in this study that all the established facilities were considered open, results obtained by applying the CS-LF algorithm to the problem yielded better facility locations. All the facilities that were established are all used.

**Summary and conclusion**

Facility location problem (FLP) is a mathematical way to optimally locate facilities within a set of candidates to satisfy the requirements of a given set of clients. This study addressed the uncapacitated FLP as it assures that the capacity of every selected facility is finite. Thus, even if the demand is not known, which often is the case, in reality, organizations may still be able to take strategic decisions such as locating the facilities.

There are different approaches relevant to the uncapacitated FLP. Here, the cuckoo search via Lévy flight (CS-LF) was used to solve the problem. Though hybrid methods produce better results, this study employed CS-LF to determine first its potential in finding solutions for the problem, particularly when applied to a real-world problem.

A successful application of CS-LF to the problem was done as the mapping between the cuckoo egg in the host nests and the problem was established. An uncapacitated FLP program was designed using the CS-LF algorithm as its framework. The program was implemented using eleven parameter settings.

Due to the probabilistic nature of the algorithm, results may differ from another, thus the algorithm was run thirty times for each of the eleven parameter settings where the best fitness based on the distance and convergence speed was recorded. Results showed that parameter setting 1 with a value of 348.79346 converged to be the best solution. Parameter setting 1, on the other hand, was the fastest among 11 parameter settings in getting its optimal solution. Moreover, parameter setting 1 was concluded as the best set of parameter values for the algorithm to solve the problem with the value of the parameter \( n = 5 \), and the value of the parameter \( P_a = 0.0 \). The parameter \( n \) is the size of the population and the parameter \( P_a \) is the fraction of eggs to be abandoned each generation.

Though results showed that applying CS-LF for the problem produced better facility locations when compared to the existing facility locations from the data and from the PSO program, it cannot be concluded that CS-LF is the most effective approach for the problem. It is also recommended to apply this algorithm to other data sets to check if the algorithm could arrive at better results. Future study can also be done about the performance of the algorithm to other facility location problem.

**Open Access** This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.
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