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**Abstract.** The \( c \)-pumpkin is the graph with two vertices linked by \( c \geq 1 \) parallel edges. A \( c \)-pumpkin-model in a graph \( G \) is a pair \( \{ A, B \} \) of disjoint subsets of vertices of \( G \), each inducing a connected subgraph of \( G \), such that there are at least \( c \) edges in \( G \) between \( A \) and \( B \). We focus on covering and packing \( c \)-pumpkin-models in a given graph: On the one hand, we provide an FPT algorithm running in time \( 2^{O(k)}n^{O(1)} \) deciding, for any fixed \( c \geq 1 \), whether all \( c \)-pumpkin-models can be covered by at most \( k \) vertices. This generalizes known single-exponential FPT algorithms for Vertex Cover and Feedback Vertex Set, which correspond to the cases \( c = 1, 2 \) respectively. On the other hand, we present a \( O(\log n) \)-approximation algorithm for both the problems of covering all \( c \)-pumpkin-models with a smallest number of vertices, and packing a maximum number of vertex-disjoint \( c \)-pumpkin-models.
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**1. Introduction**

The \( c \)-pumpkin is the graph with two vertices linked by \( c \geq 1 \) parallel edges. A \( c \)-pumpkin-model in a graph \( G \) is a pair \( \{ A, B \} \) of disjoint subsets of vertices of \( G \), each inducing a connected subgraph of \( G \), such that there are at least \( c \) edges in \( G \) between \( A \) and \( B \). In this article we study the problems of covering all \( c \)-pumpkin-models of a given graph \( G \) with few vertices, and packing as many disjoint \( c \)-pumpkin-models in \( G \) as possible. As discussed below, these problems generalize several well-studied problems in algorithmic graph theory. We focus on FPT algorithms for the parameterized version of the covering problem, as well as on poly-time approximation algorithms for the optimization version of both the packing and covering problems.

**FPT algorithms.** From the parameterized complexity perspective, we study the following problem for every fixed integer \( c \geq 1 \).

\[
\begin{array}{|l|}
\hline
\text{\( p \)-c-PUMPKIN-Covering (\( p \)-c-Cover for short)} \\
\text{\quad \textbf{Instance:} A graph \( G \) and a non-negative integer \( k \).} \\
\text{\quad \textbf{Parameter:} \( k \).} \\
\text{\quad \textbf{Question:} Does there exist \( S \subseteq V(G) \), \(|S| \leq k\), such that} \\
\text{\quad \quad \quad \quad \quad \quad \quad \quad G \setminus S \) does not contain the \( c \)-pumpkin as a minor?}
\hline
\end{array}
\]

When \( c = 1 \), the \( p \)-c-Cover problem is the \( p \)-Vertex Cover problem [2, 9]. For \( c = 2 \), it is the \( p \)-Feedback Vertex Set problem [7, 11, 20]. When \( c = 3 \), this corresponds to the recently introduced \( p \)-Diamond Hitting Set problem [15].

The \( p \)-c-Cover problem can also be seen as a particular case of the following problem, recently introduced by Fomin et al. [18] and studied from the kernelization perspective:
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Let $F$ be a finite set of graphs. In the $p$-$F$-Cover problem, we are given an $n$-vertex graph $G$ and an integer $k$ as input, and asked whether at most $k$ vertices can be deleted from $G$ such that the resulting graph does not contain any graph from $F$ as a minor. Among other results, it is proved in [18] that if $F$ contains a $c$-pumpkin for some $c \geq 1$, then $p$-$F$-Cover admits a kernel of size $O(k^2 \log^{3/2} k)$. As discussed in Section 3, this kernel leads to a simple FPT algorithm for $p$-$F$-Cover in this case, and in particular for $p$-$c$-Cover, with running time $2^{O(k \log k)} \cdot n^{O(1)}$. A natural question is whether there exists an algorithm for $p$-$c$-Cover with running time $2^{O(k)} \cdot n^{O(1)}$ for every fixed $c \geq 1$. Such algorithms are called single-exponential. For the $p$-Vertex Cover problem the existence of single-exponential algorithms is well-known since almost the beginnings of the field of Parameterized Complexity [2], the best current algorithm being by Chen et al. [9]. On the other hand, the question about the existence of single-exponential algorithms for $p$-Feedback Vertex Set was open for a long time and was finally settled independently by Guo et al [20] (using iterative compression) and by Dehne et al. [11]. The current champion algorithm for $p$-Feedback Vertex Set runs in time $O(3.83^k \cdot n^2)$ [7].

We present in Section 3 a single-exponential algorithm for $p$-$c$-Cover for every fixed $c \geq 1$, using a combination of a kernelization-like technique and iterative compression. Notice that this generalizes the above results for $p$-Vertex Cover and $p$-Feedback Vertex Set. We remark that asymptotically these algorithms are optimal, that is, it is known that unless ETH fails neither $p$-Vertex Cover nor $p$-Feedback Vertex Set admit an algorithm with running time $2^{o(k)} \cdot n^{O(1)}$ [8, 21]. It is worth to mention here that a similar quantitative approach was taken by Lampis [23] for graph problems expressible in MSOL parameterized by the sum of the formula size and the size of a minimum vertex cover of the input graph.

**Approximation algorithms.** For a fixed integer $c \geq 1$, we define the following two optimization problems.

| Minimum $c$-Pumpkin-Covering (Min $c$-Cover for short) |
|---|
| **Input:** A graph $G$.
| **Output:** A subset $S \subseteq V(G)$ such that $G \setminus S$ does not contain the $c$-pumpkin as a minor. |
| **Objective:** Minimize $|S|$.

| Maximum $c$-Pumpkin-Packing (Max $c$-Packing for short) |
|---|
| **Input:** A graph $G$.
| **Output:** A collection $\mathcal{M}$ of vertex-disjoint subgraphs of $G$, each containing the $c$-pumpkin as a minor. |
| **Objective:** Maximize $|\mathcal{M}|$.

Let us now discuss how the above problems encompass several well-known problems. For $c = 1$, MIN 1-Cover is the Minimum Vertex Cover problem, which can be easily 2-approximated by finding any maximal matching, whereas MAX 1-Packing corresponds to finding a Maximum Matching, which can be done in polynomial time. For $c = 2$, MIN 2-Cover is the Minimum Feedback Vertex Set problem, which can be also 2-approximated [1, 3], whereas MAX 2-Packing corresponds to Maximum Vertex-Disjoint Cycle Packing, which can be approximated to within a $O(\log n)$ factor [22]. For $c = 3$, MIN 3-Cover is the Diamond Hitting Set problem studied by Fiorini et al. in [15], where a 9-approximation algorithm is given.
We provide in Section 2 an algorithm that approximates both the MIN \( c \)-COVER and the MAX \( c \)-PACKING problems to within a \( \mathcal{O}(\log n) \) factor for every fixed \( c \geq 1 \). Note that this algorithm matches the best existing algorithms for MAX \( c \)-PACKING for \( c = 2 \) [22]. For the MIN \( c \)-COVER problem, our result is only a slight improvement on the \( \mathcal{O}(\log^{3/2} n) \)-approximation algorithm given in [18]. However, for the MAX \( c \)-PACKING problem, there was no approximation algorithm known before except for the \( \mathcal{O}(\log n) \) factor. Also, let us remark that, for \( c \geq 2 \) and every fixed \( \varepsilon > 0 \), MAX \( c \)-PACKING is quasi-NP-hard to approximate to within a \( \mathcal{O}(\log^{1/2 - \varepsilon} n) \) factor: For \( c = 2 \) this was shown by Friggstad and Salavatipour [19], and their result can be extended to the case \( c > 2 \) in the following straightforward way: given an instance \( G \) of MAX 2-PACKING, we build an instance of MAX \( c \)-PACKING by replacing each edge of \( G \) with \( c - 1 \) parallel edges.

The main ingredient of our approximation algorithm is the following combinatorial result: We show that every \( n \)-vertex graph \( G \) either contains a small \( c \)-pumpkin-model or has a structure that can be reduced in polynomial time, giving a smaller equivalent \( c \)-pumpkin-model, we mean a model of size at most \( f(c) \cdot \log n \) for some function \( f \) independent of \( n \). This result extends one of Fiorini et al. [15], who dealt with the case \( c = 3 \).

2. Preliminaries

Graphs. We use standard graph terminology, see for instance [12]. All graphs in this article are finite and undirected, and may have parallel edges but no loops. We will sometimes restrict our attention to simple graphs, that is, graphs without parallel edges.

Given a graph \( G \), we denote the vertex set of \( G \) by \( V(G) \) and the edge set of \( G \) by \( E(G) \). We use the shorthand \( |G| \) for the number of vertices in \( G \). For a subset \( X \subseteq V(G) \), we use \( G[X] \) to denote the subgraph of \( G \) induced by \( X \). For a subset \( Y \subseteq E(G) \) we let \( G[Y] \) be the graph with \( E(G[Y]) := Y \) and with \( V(G[Y]) \) being the set of vertices of \( G \) incident with some edge in \( Y \). For a subset \( X \subseteq V(G) \), we may use the notation \( G \setminus X \) to denote the graph \( G[V(G) \setminus X] \).

The set of neighbors of a vertex \( v \) of a graph \( G \) is denoted by \( N_G(v) \). The degree \( \deg_G(v) \) of a vertex \( v \in V(G) \) is defined as the number of edges incident with \( v \) (thus parallel edges are counted). We write \( \deg_G^+(v) \) for the number of neighbors of \( v \), that is, \( \deg_G^+(v) := |N_G(v)| \). Similarly, given a subgraph \( H \subseteq G \) with \( v \in V(H) \), we can define in the natural way \( N_H(v) \), \( \deg_H(v) \), and \( \deg_H^+(v) \), that is, \( N_H(v) = N_G(v) \cap V(H) \), \( \deg_H(v) \) is the number of edges incident with \( v \) with both endpoints in \( H \), and \( \deg_H^+(v) = |N_H(v)| \). In these notations, we may drop the subscript if the graph is clear from the context. The minimum degree of a vertex in a graph \( G \) is denoted \( \delta(G) \), and the maximum degree of a vertex in \( G \) is denoted \( \Delta(G) \). We use the notation \( \text{cc}(G) \) to denote the number of connected components of \( G \). Also, we let \( \mu(G) \) denote the maximum multiplicity of an edge in \( G \).

Minors and models. Given a graph \( G \) and an edge \( e \in E(G) \), let \( G \setminus e \) be the graph obtained from \( G \) by removing the edge \( e \), and let \( G/e \) be the graph obtained from \( G \) by contracting \( e \) (we note that parallel edges resulting from the contraction are kept but loops are deleted). If \( H \) can be obtained from a subgraph of \( G \) by a (possibly empty) sequence of edge contractions, we say that \( H \) is a minor of \( G \), and we denote it by \( H \preceq G \). A graph \( G \) is \( H \)-minor-free, or simply \( H \)-free, if \( G \) does not contain \( H \) as a minor. A model of a graph \( H \), or simply \( H \)-model, in a graph \( G \) is a collection \( \{ S_v \subseteq V(G) \mid v \in V(H) \} \) such that

(i) \( G[S_v] \) is connected for every \( v \in V(H) \);
(ii) $S_v$ and $S_w$ are disjoint for every two distinct vertices $v, w$ of $H$; and

(iii) there are at least as many edges between $S_v$ and $S_w$ in $G$ as between $v$ and $w$ in $H$, for every $vw \in E(H)$.

The size of the model is defined as $\sum_{v \in V(H)} |S_v|$. Clearly, $H$ is a minor of $G$ if and only if there exists a model of $H$ in $G$. In this paper, we will almost exclusively consider $H$-models with $H$ being isomorphic to a $c$-pumpkin for some $c \geq 1$. Thus a $c$-pumpkin-model in a graph $G$ is specified by an unordered pair $\{A, B\}$ of disjoint subsets of vertices of $G$, each inducing a connected subgraph of $G$, such that there are at least $c$ edges in $G$ between $A$ and $B$. A $c$-pumpkin-model $\{A, B\}$ of $G$ is said to be minimal if there is no $c$-pumpkin-model $\{A', B'\}$ of $G$ with $A' \subseteq A$, $B' \subseteq B$, and $|A'| + |B'| < |A| + |B|$.

A subset $X$ of vertices of a graph $G$ such that $G \setminus X$ has no $c$-pumpkin-minor is called a $c$-pumpkin-hitting set, or simply $c$-hitting set. We denote by $\tau_c(G)$ the minimum size of a $c$-pumpkin-hitting set in $G$. A collection $\cal M$ of vertex-disjoint subgraphs of a graph $G$, each containing a $c$-pumpkin-model, is called a $c$-pumpkin-packing, or simply $c$-packing. We denote by $\nu_c(G)$ the maximum size of a $c$-pumpkin-packing in $G$. Obviously, for any graph $G$ it holds that $\nu_c(G) \leq \tau_c(G)$, but the converse is not necessarily true.

The following lemma on models will be useful in our algorithms. The proof is straightforward and hence is omitted.

**Lemma 2.1.** Suppose $G'$ is obtained from a graph $G$ by contracting some vertex-disjoint subgraphs of $G$, each of diameter at most $k$. Then, given an $H$-model in $G'$ of size $s$, one can compute in polynomial time an $H$-model in $G$ of size at most $k \cdot \Delta(H) \cdot s$.

**Parameterized algorithms.** See for instance [13] for an introduction to Parameterized Complexity. A parameterized problem $\Pi$ is a subset of $\Gamma^* \times \mathbb{N}$ for some finite alphabet $\Gamma$. An instance of a parameterized problem consists of a pair $(x, k)$, where $k$ is called the parameter. A central notion in parameterized complexity is fixed parameter tractability (FPT), which means, for a given instance $(x, k)$, solvability in time $f(k) \cdot p(|x|)$, where $f$ is an arbitrary function of $k$ and $p$ is a polynomial in the input size.

A kernelization algorithm or, in short, a kernel for a parameterized problem $\Pi \subseteq \Gamma^* \times \mathbb{N}$ is an algorithm that given $(x, k) \in \Gamma^* \times \mathbb{N}$ outputs in time polynomial in $|x| + k$ a pair $(x', k') \in \Gamma^* \times \mathbb{N}$ such that

(i) $(x, k) \in \Pi$ if and only if $(x', k') \in \Pi$; and

(ii) $\max\{|x'|, k'\} \leq g(k)$,

where $g$ is some computable function. The function $g$ is referred to as the size of the kernel. If $g(k) = k^{O(1)}$ or $g(k) = O(k)$, then we say that $\Pi$ admits a polynomial kernel and a linear kernel, respectively.

**Iterative compression** is a tool that has been used successfully in finding fast FPT algorithms for a number of parameterized problems. The main idea behind iterative compression is an algorithm which, given a solution of size $k + 1$ for a problem, either compresses it to a solution of size $k$ or proves that there is no solution of size $k$. This technique was first introduced by Reed et al. to solve the Odd Cycle Transversal problem [25], where one is interested in finding a set of at most $k$ vertices whose deletion makes the graph bipartite [25]. Since then, it has been extensively used in the literature, see for instance [10, 17, 20].

**Tree-width.** We briefly recall the definition of the tree-width of a graph. A tree decomposition of a graph $G$ is an ordered pair $(T, \{W_x \mid x \in V(T)\})$ where $T$ is a tree and $\{W_x \mid x \in V(T)\}$ a family of subsets of $V(G)$ (called bags) such that

(i) $\bigcup_{x \in V(T)} W_x = V(G)$;

(ii) for every edge $uv \in E(G)$, there exists $x \in V(T)$ with $u, v \in W_x$; and
(iii) for every vertex $u \in V(G)$, the set $\{x \in V(T) \mid u \in W_x\}$ induces a subtree of $T$. The width of tree decomposition $(T, \{W_x \mid x \in V(T)\})$ is $\max\{|W_x| - 1 \mid x \in V(T)\}$. The tree-width $\text{tw}(G)$ of $G$ is the minimum width among all tree decompositions of $G$. We refer the reader to Diestel’s book [12] for an introduction to the theory of tree-width. It is an easy exercise to check that the tree-width of a simple graph is an upper bound on its minimum degree. This implies the following lemma.

Lemma 2.2. Every $n$-vertex simple graph with tree-width $k$ has at most $k \cdot n$ edges.

We will need the following result of Bodlaender et al [6].

Theorem 2.3 (Bodlaender et al. [6]). Every graph not containing a c-pumpkin as a minor has tree-width at most $2c - 1$.

The following corollary is an immediate consequence of the above theorem.

Corollary 2.4. Every $n$-vertex graph with no minor isomorphic to a c-pumpkin has at most $(c - 1) \cdot (2c - 1) \cdot n$ edges.

3. A single-exponential FPT algorithm

As mentioned in the introduction, it is proved in [18] that given an instance $(G, k)$ of $p$-F-Cover such that $F$ contains a c-pumpkin for some $c \geq 1$, one can obtain in polynomial time an equivalent instance of size $O(k^2 \log^{3/2} k)$. This kernel leads to the following simple FPT algorithm for $p$-F-Cover: First compute the kernel $K$ in polynomial time, and then for every subset $S \subseteq V(K)$ of size $k$, test whether $K[V(K) \setminus S]$ contains any of the graphs in $F$ as a minor, using the poly-time algorithm of Robertson and Seymour [26] for every graph in $F$. If for some $S$ we have that $K[V(K) \setminus S]$ contains no graph from $F$ as a minor, we answer YES; otherwise the answer is NO. The running time of this algorithm is clearly bounded by $(k^2 \log^{3/2} k) \cdot n^{O(1)} = 2^{O(k \log k)} \cdot n^{O(1)}$.

In this section we give an algorithm for $p$-c-Pumpkin-Covering that runs in time $d^k \cdot n^{O(1)}$ for any fixed $c \geq 1$, where $d$ only depends on the fixed constant $c$. Towards this, we first introduce a variant of $p$-c-Pumpkin-Covering, namely $p$-c-Pumpkin-Disjoint Covering, or $p$-c-Disjoint Cover for short. In $p$-c-Disjoint Cover, apart from a graph $G$ and a positive integer $k$, we are also given a set $S$ of size at most $k + 1$ such that $G \setminus S$ does not contain the c-pumpkin as a minor. Here the objective is to find a set $S' \subseteq V(G) \setminus S$ such that $|S'| \leq k$ and $G \setminus S'$ does not contain the c-pumpkin as a minor. Next we show a lemma that allows us to relate the two problems mentioned above.

Lemma 3.1. If $p$-c-Disjoint Cover can be solved in time $\eta(c)^k \cdot n^{O(1)}$, then $p$-Cover can be solved in time $(\eta(c) + 1)^k \cdot n^{O(1)}$.

Proof. We order the vertices of $V(G)$ as $v_1, v_2, \ldots, v_n$ and define $V_i = \{v_1, \ldots, v_i\}$ for every $1 \leq i \leq n$. Notice that if $G$ has a c-hitting set $S$ of size $k$ then $S \cap V_i$ is a c-hitting set of $G[V_i]$ for every $i \leq n$. Furthermore, if $S$ is c-hitting set of $G[V_i]$ then $S \cup \{v_{i+1}\}$ is a c-hitting set of $G[V_{i+1}]$. Finally, $V_k$ is a c-hitting set of size $k$ of $G[V_k]$. These three facts together with the $\eta(c)^k \cdot n^{O(1)}$ algorithm for $p$-c-Disjoint Cover give a $(\eta(c) + 1)^k \cdot n^{O(1)}$ time algorithm for $p$-c-Cover as follows.

Given $(G[V_{k+1}], V_{k+1}, k)$ we guess the intersection of our prospective $S'$ with $V_{k+1}$ and recur. That is, for every subset $Y \subseteq V_{k+1}$ such that $|Y| \leq k$ we want to check whether there exists a set $Z \subseteq V_{k+1} \setminus Y$ such that $Y \cup Z$ is a c-hitting set of size at most $k$ for $G[V_{k+1}]$. We first check whether $G[V_{k+1} \setminus Y]$ is c-pumpkin-free; if it is then we get an instance $(G[V_{k+1} \setminus Y], V_{k+1} \setminus Y, k - |Y|)$ of $p$-c-Disjoint Cover. On this instance we call an algorithm for $p$-c-Disjoint Cover. If for every $Y$ the algorithm returns that $(G[V_{k+1} \setminus Y], N, k - |Y|)$ has no c-hitting set of size at most $k$, then we return that $G$
has no \( k \)-sized \( c \)-hitting set. Else there exists a set \( Y \) for which the algorithm returns a \( c \)-hitting set \( Z \) of size at most \( k - |Y| \), call \( Z \cup Y \) as \( S_{k+1} \). Observe that the running time of this step is bounded by \( \sum_{i=0}^{k} \binom{k+1}{i} (\eta(c) + 1)^{k-i} \cdot n^{O(1)} = (\eta(c) + 1)^{k} \cdot n^{O(1)} \).

We repeat the steps described in the second paragraph, now with input \((G[V_{k+2}], S_{k+1} \cup \{v_{k+1}\}, k)\). Again, we either receive a “no” answer or a \( k \)-sized \( c \)-hitting set \( S_{k+2} \) of \( G[V_{k+2}] \) and again, if the answer is negative then \( G \) has no \( k \)-sized \( c \)-hitting set. Otherwise we call the algorithm described in the second paragraph with input \((G, S_{k+2} \cup \{v_{k+3}\}, k)\) and keep going on in a similar manner. If we receive a negative answer at some step we answer that \( G \) has no \( k \)-sized \( c \)-hitting set. If we do not receive a negative answer at any step, then after \( n - k \) rounds we have a \( k \)-sized \( c \)-hitting set of \( G[V_{0}] = G \). Thus we have resolved the input instance in time \( (\eta(c) + 1)^{k} \cdot n^{O(1)} \). \( \Box \)

Lemma 3.2 allows us to focus on \textit{p-c-Disjoint Cover}. In what follows we give an algorithm for \textit{p-c-Disjoint Cover} that runs in single-exponential time.

**Overview of the algorithm.** The algorithm for \textit{p-c-Disjoint Cover} is based on a combination of branching and poly-time preprocessing. Let \((G, S, k)\) be the given instance of \textit{p-c-Disjoint Cover} and let \( V := V(G) \). Our main objective is to eventually show that \( A := \{v \in V \setminus S : N_G(v) \cap S \neq \emptyset\} \) has cardinality \( O(k) \). As far as we cannot guarantee this upper bound, we will see that we can branch suitably to obtain a few subproblems. Once we have the desired upper bound, we use a protrusion-based reduction rule from [18] to give a poly-time procedure that given an instance \((G, S, k)\) of \textit{p-c-Disjoint Cover}, returns an equivalent instance \((G', S', k')\) such that \( G' \) has \( O(k) \) vertices. That is, we obtain a linear vertex kernel for \textit{p-c-Disjoint Cover} in this particular case. Notice that once we have a linear vertex kernel of size \( ak \) for \textit{p-c-Disjoint Cover}, we can solve the problem in \((\frac{n^k}{k}) \cdot k^{O(1)} \). So the overall algorithm consists of a recursion tree where in leaf nodes we obtain a linear kernel and then solve the problem using brute force enumeration.

We can now proceed to the formal description of the algorithm. Let

\[
V_1 := \{v \in V \setminus S : |N_G(v) \cap S| = 1\}
\]

\[
V_{\geq 2} := \{v \in V \setminus S : |N_G(v) \cap S| \geq 2\}.
\]

**Linear kernel.** We start of with a procedure, called protrusion rule, that bounds the size of our graph when \( |A| = V_1 \cup V_{\geq 2} = O(k) \). Given \( R \subseteq V(G) \), we define \( \partial_G(R) \) as the set of vertices in \( R \) that have a neighbor in \( V(G) \setminus R \). Thus the neighborhood of \( R \) is \( N_G(R) = \partial_G(V(G) \setminus R) \). We say that a set \( X \subseteq V(G) \) is an \( r \)-protrusion of \( G \) if \( tw(G[X]) \leq r \) and \( |\partial_G(X)| \leq r \). We now state the protrusion rule.

**P** Let \((G, S, k)\) be an instance and let \( \gamma : \mathbb{N} \rightarrow \mathbb{N} \) be the function defined in [18, Lemma 5] (originally shown in [4]). If \( G \) contains a \( 4c \)-protrusion \( Y \) of size at least \( \gamma(4c) \), then replace \( Y \) to obtain an equivalent instance \((G', S, k')\) such that \( |V(G')| < |V(G)| \).

The proof of the next lemma is identical to the proof of [18, Theorem 1], we provide it here for the sake of completeness.

**Lemma 3.2.** If \(|A| = V_1 \cup V_{\geq 2} = O(k)\), then \textit{p-c-Disjoint Cover} has a kernel with \( O(|A|) = O(k) \) vertices.

**Proof.** Let \((G, S, k)\) be an instance of \textit{p-c-Disjoint Cover} such that \(|A|\) is bounded by \( O(k) \). We apply [18, Lemma 4] and obtain in linear time a \( 2(2c - 1) + 1 = 4c \)-protrusion \( Y \) of \( G \) of size at least \( \frac{|V(G)| - |S|}{4|A| + 1} \) in \( G \setminus S \). Let \( \gamma : \mathbb{N} \rightarrow \mathbb{N} \) be the function defined in [18, Lemma 5] (originally shown in [4]). If \( \frac{|V(G)| - |S|}{4|A| + 1} \geq \gamma(4c) \), then using [18,
Lemma 5] we replace the 4c-protrusion Y in G and obtain an instance \((G^*, S, k^*)\) such that \(|V(G^*)| < |V(G)|\), \(k^* \leq k\), and \((G^*, S, k^*)\) is a YES-instance of \(p\sp{-c}\text{-Disjoint Cover}\) if and only if \((G, S, k)\) is a YES-instance of \(p\sp{-c}\text{-Disjoint Cover}\). In the whole process we never delete either the vertices of \(S\) or \(A\).

Let \((G^*, S, k^*)\) be the reduced instance. In other words, there is no 4c-protrusion of size \(\gamma(4c)\) in \(G^* \setminus S\), and protrusion rule \(P\) no longer applies. We claim that the number of vertices in this graph is bounded by \(O(k)\). Indeed, since we cannot apply protrusion rule \(P\), we have that \(\frac{|V(G^*)| - |S|}{4|A| + 1} \leq \gamma(4c)\). Because \(k^* \leq k\), we have that \(|V(G^*)| \leq \gamma(4c)(4|A| + 1) + |S|\). Since \(|A| = O(k)\) and \(|S| \leq k\) we have that \(|V(G^*)| = O(k)\). This completes the proof. 

**Branching procedure.** For our branching algorithm we take the following measure:

\[
\mu = \text{cc}(G[S]) + k.
\]

For simplicity we call the vertices in \(V_1\) white. We start with some simple reduction rules (depending on \(c\)) that will be applied in the compression routine. We also prove, together with the description of each rule, that they are valid for our problem:

**R1** Let \(C\) be a connected component of \(G[V \setminus S]\). If \(C\) does not have any neighbor in \(S\), we can safely delete \(C\), as its vertices will never participate in a \(c\)-pumpkin-model.

**R2** Let \(C\) be a connected component of \(G[V \setminus (S \cup \{v\})]\) for some vertex \(v \in V \setminus S\). If \(C\) does not have any neighbor in \(S\), we can safely delete \(C\), as its vertices will never participate in a minimal \(\ell\)-pumpkin-model.

**R3** Let \(C\) be a connected component of \(G[V \setminus S]\). If \(C\) has exactly one neighbor \(v\) in \(S\) and \(G[V(C) \cup \{v\}]\) is \(c\)-pumpkin-free, we can safely delete it, as its vertices will never participate in a minimal \(c\)-pumpkin-model.

**R4** Let \(B\) be a connected induced subgraph (not necessarily a connected component) of \(G[V \setminus S]\), let \(v \in V(B)\), and let \(P_1, \ldots, P_{\ell}\) be the connected components of \(G[V(B) \setminus \{v\}]\). Assume that \(\ell \geq c\) and that the following conditions hold:

(i) For \(1 \leq i \leq \ell\), no vertex in \(P_i\) has a neighbor in \(V \setminus (S \cup V(P_i) \cup \{v\})\).

(ii) For \(1 \leq i \leq \ell\), there exists a vertex \(u_i \in S\) such that \(\bigcup_{v \in V(P_i)} N_{G}(w) \cap S = \{u_i\}\).

(iii) For \(1 \leq i \leq \ell\), \(G[V(P_i) \cup \{u_i\}]\) is \(c\)-pumpkin-free.

(iv) The vertices \(u_1, \ldots, u_{\ell}\) belong to the same connected component \(D\) of \(G[S]\).

Then we include vertex \(v\) in the solution and we decrease the parameter by one. Indeed, note that as \(\ell \geq c\) and by conditions (ii) and (iv), \(G[V(B) \cup V(D)]\) contains a \(c\)-pumpkin, so any solution needs to contain at least one vertex of \(B\), since we are looking for a solution that does not include vertices from \(S\). On the other hand, by condition (iii) every minimal \(c\)-pumpkin-model intersecting \(B\) necessarily contains vertex \(v\), and by condition (i) the deletion of \(v\) guarantees that no minimal \(c\)-pumpkin-model of \(G \setminus \{v\}\) contains a vertex of \(B\). Therefore, we can safely include vertex \(v\) in the solution and decrease the parameter accordingly. See Fig. \(\square\) for an illustration for \(c = 4\).

We say that the instance \((G, S, k)\) is \((S, c)\)-reduced if rules **R1, R2, R3, or R4** cannot be applied anymore. Note that these reduction rules can easily be applied in polynomial time.

We now describe a branching rule that will be used in our compression routine:

**B** let \(P\) be a simple path in \(G[V \setminus S]\) with \(|V(P)| = \ell\) and let \(v_1\) and \(v_2\) be the endpoints of \(P\). Suppose that \(v_1\) (resp. \(v_2\)) has a neighbor in a connected component \(C_1\) (resp. \(C_2\)) of \(G[S]\), with \(C_1 \neq C_2\). Then we branch for all \(2^{\ell}\)
subsets of vertices in $P$. Note that in every case we decrease the measure of the iterative compression, as either we include at least one vertex in the solution or we decrease the number of connected components of $G[S]$.

The following Lemmas 3.3 and 3.4 are key to our algorithm. We also need two intermediate technical results, which will be used in the proof of Lemma 3.6.

**Lemma 3.3.** There is a function $f(c)$ such that if $(G, S, k)$ is an $(S, c)$-reduced Yes-instance to the $p$-c-Disjoint Cover problem, then $|V_{\geq 2}| \leq f(c) \cdot k$.

**Proof.** In order to upper-bound $|V_{\geq 2}|$, we build from $G[S]$ the following auxiliary graph $H$: we start with $H = (S, E(G[S]))$, and for each vertex $v \in V_{\geq 2}$ with neighbors $u_1, \ldots, u_\ell, \ell \geq 2$, we add to $H$ an edge $e_v$ between two arbitrary neighbors $u_1, u_2$ of $v$. Note that $H \leq_m G$, and that for each vertex $v \in V_{\geq 2}$, $H \setminus e_v \leq_m G \setminus v$. We now argue that $|E(H)|$ is linearly bounded by $k$, which implies the desired result as by construction $|V_{\geq 2}| \leq |E(H)|$. If $G$ is a Yes-instance, there must be a set $S' \subseteq V \setminus S$, $|S'| \leq k$, such that $G \setminus S'$ is c-pumpkin-free. By construction of $H$, the removal of each vertex $v \in S' \cap V_{\geq 2}$ corresponds to the removal of the edge $e_v \in E(H)$. Let $H' = \{H \setminus e_v : v \in S' \cap V_{\geq 2}\}$, and note that $H' \leq_m G \setminus S'$, so $H'$ is c-pumpkin-free. Therefore, by Corollary 2.4 it follows that $|E(H')| \leq (c - 1) \cdot (2c - 1) \cdot |V(H')| \leq (c - 1) \cdot (2c - 1) \cdot (k + 1)$. As $|E(H)| \leq |E(H')| + k$, we conclude that $|V_{\geq 2}| \leq |E(H)| \leq (c - 1) \cdot (2c - 1) \cdot (k + 1) + k$. □

**Lemma 3.4.** There is a function $g(c)$ such that if $(G, S, k)$ is an $(S, c)$-reduced Yes-instance to the $p$-c-Disjoint Cover problem and $C$ is a collection of disjoint connected subgraphs of $G[V \setminus S]$ such that each subgraph has at least two distinct neighbors in $S$, then $|C| \leq g(c) \cdot k$.

**Proof.** The proof is very similar to the proof of Lemma 3.3. In order to upper-bound $|C|$, we build from $G[S]$ the following auxiliary graph $H$: we start with $H = (S, E(G[S]))$, and for each subgraph $C \in C$ with neighbors $u_1, \ldots, u_\ell, \ell \geq 2$, we add to $H$ an edge $e_C$ between two arbitrary neighbors $u_1, u_2$ of $C$. Note that $H \leq_m G$, and that for each subgraph $C \in C$, $H \setminus e_C \leq_m G \setminus C$. We now argue that $|E(H)|$ is linearly bounded by $k$, which implies the desired result as by construction $|C| \leq |E(H)|$. If $G$ is a Yes-instance, there must be a set $S' \subseteq V \setminus S$, $|S'| \leq k$, such that $G \setminus S'$ is c-pumpkin-free. By construction of $H$, the removal of a vertex $v$ in a subgraph $C \in C$ corresponds to the removal of at most an edge $e_C \in E(H)$ (as maybe the edge $e_C$ can still be simulated after the removal of $v$). Let $H'$ be the subgraph obtained from $H$ after the removal of those edges, and note that $H' \leq_m G \setminus S'$, so $H'$ is c-pumpkin-free. Therefore, by Corollary 2.4
it follows that $|E(H')| \leq (c-1) \cdot (2c-1) \cdot |V(H')| \leq (c-1) \cdot (2c-1) \cdot (k+1)$. As $|E(H)| \leq |E(H')| + k$, we conclude that $|C| \leq |E(H)| \leq (c-1) \cdot (2c-1) \cdot (k+1) + k$. \hfill $\Box$

**Lemma 3.5.** In an $(S, c)$-reduced instance $(G, S, k)$, the number of connected components of $G[V \setminus S]$ is $O(k)$.

**Proof.** Note that by reduction rules R1 and R3, we can assume that each connected component $C$ of $G[V \setminus S]$ has some neighbor in $S$, and that if $C$ has exactly one neighbor $v$ in $S$, then $G[V(C) \cup \{v\}]$ has a $c$-pumpkin. We now distinguish two types of connected components of $G[V \setminus S]$: 

- The number of components $C$ that have exactly one neighbor $v$ in $S$ and such that $G[V(C) \cup \{v\}]$ contains the $c$-pumpkin as a minor is at most $k$, as any solution needs to contain at least one vertex from each such connected component.

- The number of components that have at least two neighbors in $S$ is $O(k)$ by Lemma 3.4.

This concludes the proof. \hfill $\Box$

Now we prove our key structural lemma.

**Lemma 3.6.** There is a function $h(c)$ such that if $(G, S, k)$ is an $(S, c)$-reduced Yes-instance to the $p$-c-Disjoint Cover problem, then either $|V_1| \leq h(c) \cdot k$, or we can apply protrusion rule $P$, or we can branch according to branching rule $B$.

**Proof.** We proceed to find a packing of disjoint connected subgraphs $\mathcal{P} = \{B_1, \ldots, B_\ell\}$ of $G[V \setminus S]$ containing all white vertices except for $O(k)$ of them. This will help us in bounding $|V_1|$. We call the subgraphs in $\mathcal{P}$ blocks. For a graph $H \subseteq G[V \setminus S]$, let $w(H)$ be the number of white vertices in $H$. The idea is to obtain, as far as possible, blocks $B$ with $c \leq w(B) \leq c^3$; we call these blocks suitable, and the other blocks are called non-suitable. If at some point we cannot refine the packing anymore in order to obtain suitable blocks, we will argue about its structural properties, that will allow us to either bound the number of white vertices, or to apply protrusion rule $P$, or to branch according to branching rule $B$.

We start with $\mathcal{P}$ containing all the connected components $C$ of $G[V \setminus S]$ such that $w(C) > c^3$, and we recursively try to refine the current packing. By Lemma 3.5, we know that the number of connected components is $O(k)$, and hence the number of white vertices, that are not included in $\mathcal{P}$ is $O(c^3 k) = O(k)$.

More precisely, for each block $B$ with $w(B) > c^3$, we build a spanning tree $T$ of $B$, and we orient each edge $e \in E(T)$ towards the components of $T \setminus \{e\}$ containing at least $c$ white vertices. (Note that, as $w(B) > c^3$, each edge gets at least one orientation, and that edges may be oriented in both directions.) If some edge $e \in E(T)$ is oriented in both directions, we replace in $\mathcal{P}$ block $B$ with the subgraphs induced by the vertices in each of the two subtrees. We stop this recursive procedure whenever we cannot find more suitable blocks using this orientation trick. Let $\mathcal{P}$ be the current packing.

Now let $B$ be a non-suitable block in $\mathcal{P}$, that is, $w(B) > c^3$ and no edge of its spanning tree $T$ is oriented in both directions. This implies that there exists a vertex $v \in V(T)$ with all its incident edges pointing towards it. We call such a vertex $v$ a sink. Let $T_1, \ldots, T_p$ be the connected components of $T \setminus \{v\}$. Note that as $v$ is a sink, $w(T_i) < c$ for $1 \leq i \leq p$, using the fact that $w(B) > c^3$ we conclude that $p \geq c^2$. Now let $P_1, \ldots, P_\ell$ be the connected components of $G[V(T_1) \cup \cdots \cup V(T_p)] = G[V(B) \setminus \{v\}]$, and note that $\ell \leq p$. We call these subgraphs $P_i$ the pieces of the non-suitable block $B$. For each non-suitable block, we delete the pieces with no white vertex. This completes the construction of $\mathcal{P}$. The next claim bounds the number of white vertices in each piece of a non-suitable block in $\mathcal{P}$. 


Claim 1. Each of the pieces of a non-suitable block contains less than $c^2$ white vertices.

Proof. Assume for contradiction that there exists a piece $P$ of a non-suitable block with $w(P) \geq c^2$, and let $v$ be the sink of the non-suitable block obtained from tree $T$. By construction $V(P)$ is the union of the vertices in some of the trees in $T \setminus \{v\}$; let without loss of generality these trees be $T_1, \ldots, T_q$. As $w(P) \geq c^2$ and $w(T_i) < c$ for $1 \leq i \leq q$, it follows that $q \geq c$. As $v$ has at least one neighbor in each of the trees $T_i$, $1 \leq i \leq q$, and $P$ is a connected subgraph of $G$, we can obtain a $c$-pumpkin-model $\{A, B\}$ in $G[V \setminus S]$ by setting $A := \{v\}$ and $B := V(P)$, contradicting the fact that $G[V \setminus S]$ is $c$-pumpkin-free.

Hence in the packing $\mathcal{P}$ we are left with a set of suitable blocks with at most $c^3$ white vertices each, and a set of non-suitable blocks, each one broken up into pieces linked by a sink in a star-like structure. By Claim 1. each piece of the remaining non-suitable blocks contains at most $c^2$ white vertices.

Now we need two claims about the properties of the constructed packing.

Claim 2. In the packing $\mathcal{P}$ constructed above, the number of suitable or non-suitable blocks is $O(k)$.

Proof. We first bound the number of suitable blocks and for this we distinguish between two types of suitable blocks:

- Type 1: blocks that have exactly one neighbor in $S$. For each such block we need to include a vertex of it in the $c$-hitting set (as each suitable block contains at least $c$ white vertices), so obviously their number is at most $k$.

- Type 2: blocks that have at least two distinct neighbors in $S$. The number of such blocks is $O(k)$ by Lemma 3.4.

The proof for non-suitable blocks is similar. We distinguishing between the same two types of blocks, and use the fact that each non-suitable block contains at least $c^3 \geq c$ white vertices. This concludes the proof.

Claim 3. In an $(S, c)$-reduced instance, either the total number of pieces in the packing $\mathcal{P}$ constructed above is $O(k)$ or we can branch according to branching rule $\mathbf{B}$.

Proof. We first distinguish between three types of pieces:

- Type 1: pieces that have at least two distinct neighbors in $S$. The number of pieces of this type is $O(k)$ by Lemma 3.4.

- Type 2: pieces that are not of type 1 and that have at least one neighbor in some suitable block or in another non-suitable block (note that by construction a piece cannot have any neighbor in other pieces in the same non-suitable block). We construct an auxiliary graph $H$ as follows: we start with the packing $\mathcal{P}$, and we add all the edges in $G[V \setminus S]$ between vertices in different blocks of $\mathcal{P}$ (suitable or non-suitable). Then we contract each block to a single vertex, and let $H$ be the resulting graph. By Claim 2, $|V(H)| = O(k)$. As $H \preceq_m G[V \setminus S]$ and $G[V \setminus S]$ is $c$-pumpkin-free, by Corollary 2.4 we have that $|E(H)| = O(k)$. The bound follows from the fact the number of pieces of Type 2 is at most $2|E(H)|$, as each piece is incident with at least one edge of $H$ after uncontracting the blocks.

- Type 3: the remaining pieces. That is, these are pieces $P$ that see exactly one vertex $u$ in $S$, and that are connected to the rest of $G[V \setminus S]$ only through the corresponding sink $v$. In other words, such a piece $P$ is a connected component of $G \setminus \{u, v\}$. Let

$$\alpha(P) := \max\{c' : G[V(P) \cup \{u\}] has a $c'$-pumpkin-minor\}.$$

We distinguish two cases:
If $\alpha(P) \geq c$, then any $c$-hitting set needs to contain at least one vertex in $P$. We conclude that the number of pieces of this subtype is at most $\alpha\|P\|$. Otherwise, $\alpha(P) < c$. Now we only focus on pieces of this subtype. We again distinguish two cases.

- Assume first that for some sink $v$, there are two pieces $P_1$ and $P_2$ in its block that have neighbors in distinct connected components of $G[S]$, say $u$ and $w$ respectively. If $|P_1 \cup P_2|$ is small, then we can branch according to branching rule $B$. Otherwise we apply protrusion rule $P$ to reduce the size of the $P_1$ to $O(1)$. Observe that $P_1$ contains at most $c' < c$ white vertices. As $tw(P_1 \cup \{v\}) \leq 2c$ and $|\partial(P_1 \cup \{v\})| \leq c' + 1$, $P_1 \cup \{v\}$ is a $2c$-protrusion. Now we can replace $(G, S, k)$ by another equivalent graph $(G', S, k') (k' \leq k)$ such that the graph $P_1$ is replaced by $P'_1$, it contains all the white vertices, and the size of $P'_1$ is $O(1)$. Consider a connected components of $P'_1$, say $C$. If $|\partial(C)| \leq 1$, then $\partial(C)$ is either $v$ or $u$. In either case the conditions of reduction rule $R2$ or $R3$ hold and we can delete $C$. So either we can remove all connected components or there exists a connected component such that $\partial(C) = \{u, v\}$. In the first case we will get the following graph $(G \setminus P_1, S, k')$ and hence we have made progress. If the second case occurs then we do as follows.

Now we do the same with $P_2 \cup \{v\}$ as we did for $P_1 \cup \{v\}$ but on the initial input $(G, S, k)$ instead of $(G', S, k')$. In this case either we can get rid of $P_2$ and obtain an equivalent instance or we have a connected component $C'$ in $P'_2$ such that $\partial(C') = \{v, w\}$. So in the case we apply protrusion rule $P$ on $P_1 \cup \{v\}$ and $P_2 \cup \{v\}$ and get two connected components $C$ and $C'$ with $\partial(C) = \{u, v\}$ and $\partial(C') = \{v, w\}$, respectively, we apply the reduction rules on both $P_1 \cup \{v\}$ and $P_2 \cup \{v\}$. Let $(G', S, k')$ be the reduced instance and $C$ and $C'$ be the connected components as described above. Now the number of vertices in each connected component is $O(1)$. Notice that there exists a path $P$ in $G[C \cup C' \cup \{v\}]$ of constant size whose endpoints see different connected components of $G[S]$. Therefore, we can branch according to branching rule $B$.

If we do not branch then we repeat this step, in which case we either branch eventually or all the pieces associated with this sink have neighbors in the same connected component of $G[S]$.

- Otherwise, the pieces associated with each sink have neighbors in the same connected component of $G[S]$. We finally distinguish two more cases.

  - Assume that in some non-suitable block with sink $v$ there are more than $c$ pieces connected to the same connected component of $G[S]$. As $\alpha(P) < c$ and because we are dealing with pieces of Type 3, all the conditions of reduction rule $R4$ are fulfilled and therefore vertex $v$ can be safely included in the solution. Therefore, this case does not occur in an $(S, c)$-reduced instance.

  - Otherwise, the number of pieces of each non-suitable block is at most $c$. As each piece contains at most $c^2$ white vertices and the total number of non-suitable blocks is $O(k)$ by Claim[2], the total number of white vertices in non-suitable blocks of this subtype is $O(k)$. 

So when we do not branch the number of pieces is $O(k)$, concluding the proof. □

Note that the proof of Claim 3 shows that if the number of pieces is not $O(k)$, then we can apply protrusion rule $P$ (and possibly reduction rules $R2$ and $R3$) to eventually branch according to branching rule $B$.

To conclude, recall that the constructed packing $P$ contains all but $O(k)$ white vertices, either in suitable blocks or in pieces of non-suitable blocks. As by construction each suitable block has at most $c^3$ white vertices and by Claim 2 the number of such blocks is $O(k)$, it follows that the number of white vertices contained in suitable blocks is $O(k)$. Similarly, by Claim 4 each piece contains at most $c^2$ white vertices, and the total number of pieces is $O(k)$ by Claim 3 unless we can branch according to branching rule $B$, so if we cannot branch the number of white vertices contained in pieces of non-suitable blocks is also $O(k)$. □

Final algorithm. Finally we combine everything to obtain the following result.

**Theorem 3.7.** For any fixed $c \geq 1$, the $p$-c-Pumpkin-Covering problem can be solved in time $2^{O(k)} \cdot n^{O(1)}$.

**Proof.** To obtain the desired result, by Lemma 3.1 it is sufficient to obtain an algorithm for $p$-c-Disjoint Cover. Recall the measure $\mu = \text{cc}(G[S]) + k$. Now by Lemma 3.6 either we branch according to branching rule $B$, or we can apply protrusion rule $P$ and get a smaller instance, or we have that $|V_1| \leq h(c) \cdot k$. In the first case we branch into $\alpha(c)$ ways and in each branch the measure decreases by one as either we include a vertex in our potential solution or we decrease the number of connected components of $G[S]$. Here $\alpha(c)$ is a constant that only depends on $c$. This implies that the number of nodes in the branching tree is upper-bounded by $\alpha(c) \mu \leq \alpha(c)^{2k+1} = 2^{O(k)}$. In the second case, we get a smaller instance in polynomial time. Finally, in the third case, using Lemma 3.3 we get that $|A = V_1 \cup V_{2:k}| = O(k)$. Thus using Lemma 3.2 we can get an equivalent instance $(G^*, S, k^*)$ with $O(k)$ vertices and hence the problem can be solved by enumerating all subsets of size at most $k^*$ of $G^* \setminus S$. This concludes the proof. □

4. An approximation algorithm for covering and packing pumpkins

In this section we show that every $n$-vertex graph $G$ either contains a small $c$-pumpkin-model or has a structure that can be reduced, giving a smaller equivalent instance for both the Minimum $c$-Pumpkin-Covering and the Maximum $c$-Pumpkin-Packing problems. Here by a “small” $c$-pumpkin-model, we mean a model of size at most $f(c) \cdot \log n$ for some function $f$ independent of $n$. We finally use this result to derive a $O(\log n)$-approximation algorithm for both problems.

This section is organized as follows. We first describe in Section 4.1 our reduction rules and prove their validity for both covering and packing problems (see Lemma 4.1). The existence of small $c$-pumpkin-models in $c$-reduced graphs is provided in Section 4.2 (see Lemma 4.11); its proof strongly relies on a graph structure that we call hedgehog, which we study in Section 4.2. We finally focus in Section 4.4 on the algorithmic consequences of our results (see Theorems 4.12 and 4.13).

4.1. Reduction rules. We describe two reduction rules for hitting/packing $c$-pumpkin-models, which given an input graph $G$ satisfying some specific conditions, produce a graph $H$ with less vertices than $G$ and satisfying $\tau_c(G) = \tau_c(H)$ and $\nu_c(G) = \nu_c(H)$. Moreover, these operations are defined in such a way that, for both problems, an optimal (approximate) solution for $G$ can be retrieved in polynomial time from an optimal (resp. approximate) solution for $H$.

An outgrowth of a graph $G$ is a triple $(C, u, v)$ such that
Figure 2. The graph $\Gamma(C, u, v)$ of two outgrowths $(C, u, v)$. We have $\lambda(C, u, v) = 8 < 9 = \gamma(C, u, v)$ in the left one, while $\lambda(C, u, v) = 7 > 5 = \gamma(C, u, v)$ holds for the right one.

Figure 3. Illustration of reduction rule $Z2$ on the two outgrowths from Fig. 2.

(i) $u, v$ are two distinct vertices of $G$;
(ii) $C$ is a connected component of $G \setminus \{u, v\}$ with $|C| \geq 2$; and
(iii) $u$ and $v$ both have at least one neighbor in $C$ in the graph $G$.

Given an outgrowth $(C, u, v)$ of a graph $G$, we let $\Gamma(C, u, v)$ denote the subgraph of $G$ induced by $V(C) \cup \{u, v\}$ where all the edges between $u$ and $v$ are removed. We let $\Lambda(C, u, v)$ be the graph $\Gamma(C, u, v)$ where an edge between $u$ and $v$ has been added. Also, we define $\gamma(C, u, v)$ as the largest integer $k$ such that $\Gamma(C, u, v)$ has a $k$-pumpkin-model $\{A, B\}$ with $u \in A$ and $v \in B$, and $\lambda(C, u, v)$ as the largest integer $k$ such that $\Lambda(C, u, v)$ has a $k$-pumpkin-model $\{A, B\}$ with $u, v \in A$. See Fig. 2 for an illustration.

Now that we are equipped with these definitions and notations, we may describe the two reduction rules, which depend on the value of the positive integer $c$.

**Z1** Suppose $v$ is a vertex of $G$ is such that no block of $G$ containing $v$ has a $c$-pumpkin-minor. Then define $H$ as the graph obtained from $G$ by removing $v$.

**Z2** Suppose $(C, u, v)$ is an outgrowth of $G$ such that $\Gamma(C, u, v)$ has no $c$-pumpkin-minor. Assume further that Z1 cannot be applied on $G$. Let $\gamma := \gamma(C, u, v)$ and $\lambda := \lambda(C, u, v)$. If $\lambda \leq \gamma$, define $H$ as the graph obtained from $G \setminus V(C)$ by adding $\gamma$ parallel edges between $u$ and $v$. Otherwise, define $H$ as the graph obtained from $G \setminus V(C)$ by adding a new vertex $v_C$ and linking $v_C$ to $u$ with $\gamma$ parallel edges, and to $v$ with $\lambda - \gamma$ parallel edges.

See Fig. 3 for an illustration of Z2. We note that testing for the existence of a $k$-pumpkin-model $\{A, B\}$ in a graph $G$ can be done in polynomial time when $k$ is a fixed constant, and this remains true if we moreover require $u \in A$ and/or $v \in B$, where $u, v$ are two specified vertices of $G$. This follows from classical results of Robertson and Seymour [26]. In particular, the parameters $\gamma(C, u, v)$ and $\lambda(C, u, v)$ can be computed...
Lemma 4.1. Let \( c \) be a fixed positive integer. Suppose that \( H \) results from the application of \( Z1 \) or \( Z2 \) on a graph \( G \). Then

(a) \( \tau_c(G) = \tau_c(H) \) and moreover, given a \( c \)-hitting set \( X' \) of \( H \), one can compute in polynomial time a \( c \)-hitting set \( X \) of \( G \) with \( |X| \leq |X'| \).

(b) \( \nu_c(G) = \nu_c(H) \) and moreover, given a \( c \)-packing \( M' \) of \( H \), one can compute in polynomial time a \( c \)-packing \( M \) of \( G \) with \( |M| = |M'| \).

In order to prove Lemma 4.1 we first need to introduce a few technical lemmas; the validity of the reduction rules is shown in Lemmas 4.5 and 4.6 at the end of this section, which correspond to Lemma 4.1(a) and Lemma 4.1(b), respectively.

Lemma 4.2. Let \((C, u, v)\) be an outgrowth of a graph \( G \), and suppose that \( Z1 \) cannot be applied on \( G \). Then \( \lambda(C, u, v) \leq 2\gamma(C, u, v) \).

Proof. Let \( \gamma := \gamma(C, u, v) \), \( \Gamma := \Gamma(C, u, v) \), \( \lambda := \lambda(C, u, v) \), and \( \Lambda := \Lambda(C, u, v) \). Let \( \{A, B\} \) be a \( \lambda \)-pumpkin-model in \( \Lambda \) with \( u, v \in A \), and such that \( B \) is inclusion-wise maximal with that property. Observe that if there is some vertex \( x \) in \( V(\Lambda) \setminus A \) that is adjacent to some vertex in \( B \) in the graph \( \Lambda \), then we could have added \( x \) to \( B \), which contradicts its maximality. Hence, every vertex outside \( B \) that is adjacent to some vertex in \( B \) is included in \( A \). We will use this fact later in the proof.

If \( \Lambda \) is not 2-connected, then \( \Lambda \) has a cutvertex \( x \) (since \(|\Lambda| \geq 3\)). The vertex \( x \) cannot be \( u \) nor \( v \), because \( \Lambda - u \) and \( \Lambda - v \) are both connected. Also, the two vertices \( u, v \) are in the same block of \( \Lambda \) (because of the edge \( uv \)). It follows that there is a block \( K \) of \( \Lambda \) that includes \( x \) but avoids \( u \) and \( v \). Then \( K \) is also a block of \( G \), and we could have applied \( Z1 \) on any vertex in \( V(K) \setminus \{x\} \), a contradiction. Therefore, \( \Lambda \) must be 2-connected.

Let us call a vertex in \( V(\Lambda) \setminus A \) that is adjacent to at least one vertex in \( B \) simply a neighbor of \( B \). Since \( \Lambda \) is 2-connected, \( B \) has at least two neighbors. Also, as we have seen previously, every neighbor of \( B \) is in \( A \).

For every two distinct neighbors \( x, y \) of \( B \), there are two vertex-disjoint paths \( P_1, P_2 \) between \( \{x, y\} \) in \( \Lambda \), since the graph is 2-connected. Let us choose such vertices \( x, y \) and paths \( P_1, P_2 \) in such a way that \(|P_1| + |P_2|\) is minimized. Exchanging \( P_1 \) with \( P_2 \) if necessary, we may assume \( u \in V(P_1) \) and \( v \in V(P_2) \). It follows from our choice of \( x, y, P_1, P_2 \) that \( V(P_1) \cap B = \emptyset \) and \( V(P_2) \cap B = \emptyset \).

The paths \( P_1 \) and \( P_2 \) also exist in the graph \( \Gamma \), since they cannot use the edge \( uv \). Let us build two disjoint sets \( S_u \) and \( S_v \) of vertices iteratively as follows. First let \( S_u := V(P_1) \) and \( S_v := V(P_2) \). Then, for every neighbor \( z \) of \( B \) that is distinct from \( x \) and \( y \), consider a shortest path \( Q \) between \( S_u \cup S_v \) and \( \{z\} \) in \( \Gamma[A] \). (Such a path exists since \( z \in A \), and \( \Gamma[A] \) is either connected, or has two connected components and \( u, v \) are in distinct components.) Then \( V(Q) \) has a non-empty intersection with either \( S_u \) or \( S_v \) (but not both); add all vertices of \( V(Q) \) to \( S_u \) in the first case, to \( S_v \) in the second case.

By definition, \( S_u, S_v, B \) and \( B \) are mutually disjoint, the two graphs \( \Gamma[S_u] \) and \( \Gamma[S_v] \) are connected, and every neighbor of \( B \) is in either \( S_u \) or \( S_v \). Thus, letting \( p \) and \( q \) be the number of \( S_u - B \) edges and \( S_v - B \) edges in \( \Gamma \), respectively, we have \( p + q = \lambda \). On the

\[\text{We note that } \lambda(C, u, v) \text{ can equivalently be defined as the largest integer } k \text{ such that } \Lambda(C, u, v)/uv \text{ has a } k\text{-pumpkin-model } \{A, B\} \text{ with } u \in A.\]
other hand, \( \{S_u, B \cup S_v\} \) is a \( p \)-pumpkin-model in \( \Gamma \) with \( u \in S_u, v \in B \cup S_v \) implying \( \gamma \geq p \). Similarly, \( \{S_u \cup B, S_v\} \) is a \( q \)-pumpkin-model in \( \Gamma \) with \( u \in S_u \cup B, v \in B \), showing \( \gamma \geq q \). Therefore, \( \lambda = p + q \leq 2\gamma \), as claimed. \( \square \)

**Lemma 4.3.** Let \( c \) be a fixed positive integer. Suppose \( H \) is obtained by applying rule Z2 on an outgrowth \((C, u, v)\) of a graph \( G \). Let \( X \) be an arbitrary subset of vertices of \( V(G) \setminus (V(C) \cup \{u, v\}) \). Then, given a \( c \)-pumpkin-model of \( H \setminus X \), one can find in polynomial time a \( c \)-pumpkin-model of \( G \setminus X \).

**Proof.** Let \( \Gamma := \Gamma(C, u, v), \Lambda := \Lambda(C, u, v), \gamma := \gamma(C, u, v) \) and \( \lambda := \lambda(C, u, v) \). Let \( \{A, B\} \) denote the given \( c \)-pumpkin-model of \( H \setminus X \). We may assume that this model is minimal (if not, one can obviously make it minimal in polynomial time).

**Case 1:** \( \lambda \leq \gamma \). If \( u \notin A \cup B \) or \( v \notin A \cup B \), then \( \{A, B\} \) is a \( c \)-pumpkin-model in \( G \setminus X \) and we are done. Thus, exchanging \( A \) and \( B \) if necessary, we may assume that either \( u, v \in A \), or \( u \in A \) and \( v \in B \). In the first case, since \( G[A \cup V(C)] \) is connected, \( \{A \cup V(C), B\} \) is a \( c \)-pumpkin-model in \( G \setminus X \). In the second case, \( A \) and \( B \) both induce connected subgraphs of \( G \), and there are \( \gamma \) extra edges between \( A \) and \( B \) in \( H \) compared to \( G \). Let \( \{A', B'\} \) be a \( \gamma \)-pumpkin-model in \( \Gamma \) with \( u \in A' \) and \( v \in B' \). Then \( \{A \cup A', B \cup B'\} \) is a \( c \)-pumpkin-model in \( G \setminus X \), as desired.

**Case 2:** \( \lambda \geq \gamma + 1 \). If \( u \notin A \cup B \) or \( v \notin A \cup B \), then by minimality \( \{A, B\} \) also avoids the vertex \( v_C \), and \( \{A, B\} \) is a \( c \)-pumpkin-model in \( G \setminus X \). Thus again, exchanging \( A \) and \( B \) if necessary, we may assume that either \( u, v \in A \), or \( u \in A \) and \( v \in B \). Suppose the former holds. If \( v_C \notin B \) then setting \( A' := (A \setminus \{v_C\}) \cup V(C) \), we deduce that \( \{A', B\} \) is a \( c \)-pumpkin-model in \( G \setminus X \). (Note that this is true independently of whether \( v_C \in A \) or not.) If \( v_C \in B \), then \( B = \{v_C\} \) and the number of edges between \( A \) and \( B \) in \( H \) is \( \gamma + (\lambda - \gamma) = \lambda \). Hence, \( \lambda \geq c \). Letting \( \{A', B'\} \) be a \( \lambda \)-pumpkin-model in \( \Lambda \) with \( u, v \in A' \), we have that \( G[A \cup A'] \) is connected. It follows that \( \{A \cup A', B \cup B'\} \) is a \( c \)-pumpkin-model in \( G \setminus X \).

Now assume \( u \in A \) and \( v \in B \). By Lemma 4.2 we have \( \lambda \leq 2\gamma \), and thus \( \lambda - \gamma \leq \gamma \). If \( v_C \notin A \cup B \), then \( \{A, B\} \) is a \( c \)-pumpkin-model of \( G \setminus X \). If \( v_C \in A \cup B \), then the number of edges in \( H \) between \( A \) and \( B \) that are incident with \( v_C \) is at most \( \max\{\gamma, \lambda - \gamma\} = \gamma \). Hence, letting \( \{A', B'\} \) be a \( \gamma \)-pumpkin-model of \( \Gamma \) with \( u \in A' \) and \( v \in B' \), we deduce that \( \{A \cup A', B \cup B'\} \) is a \( c \)-pumpkin-model in \( G \setminus X \).

Finally, we note that each step of the above proof can be realized in polynomial time. This follows from the fact that the parameters \( \gamma \) and \( \lambda \) and the associated models can be computed in polynomial time. \( \square \)

Next we show that the converse of the above lemma also holds.

**Lemma 4.4.** Let \( c, G, H, (C, u, v) \), and \( X \) be as in Lemma 4.3. Then, given a \( c \)-pumpkin-model of \( G \setminus X \), one can find in polynomial time a \( c \)-pumpkin-model of \( H \setminus X \).

**Proof.** Let \( \Gamma := \Gamma(C, u, v), \Lambda := \Lambda(C, u, v), \gamma := \gamma(C, u, v) \) and \( \lambda := \lambda(C, u, v) \). Let \( \{A, B\} \) denote the given \( c \)-pumpkin-model of \( G \setminus X \). We may assume that this model is minimal.

**Case 1:** \( \lambda \leq \gamma \). If \( u \notin A \cup B \) or \( v \notin A \cup B \), then \( A, B \cap V(C) = \emptyset \) (by minimality of \( \{A, B\} \)) and thus \( \{A, B\} \) is a \( c \)-pumpkin-model in \( H \setminus X \). Thus, exchanging \( A \) and \( B \) if necessary, we may assume that either \( u, v \in A \), or \( u \in A \) and \( v \in B \). First suppose the former holds. If \( B \) has no vertex in \( C \), then \( \{A \setminus V(C), B\} \) is a \( c \)-pumpkin-model in \( H \setminus X \). If \( B \) contains some vertex of \( C \) then \( B \subseteq V(C) \). Since \( \{A \cap V(\Lambda), B\} \) is a \( c \)-pumpkin-model in \( \Lambda \) with \( u, v \in A \cap V(\Lambda) \), we have \( \lambda \geq c \). On the other hand, we have \( \gamma < c \), since \( \Gamma \) has no \( c \)-pumpkin-minor. It follows that \( c \leq \lambda \leq \gamma < c \), a contradiction. Thus \( B \) cannot contain a vertex of \( C \), which concludes the case where \( u, v \in A \).
Now assume $u \in A$ and $v \in B$. In the graph $\Gamma$, the number of edges between $A \cap V(\Gamma)$ and $B \cap V(\Gamma)$ is at most $\gamma$ (by definition of $\gamma$). Since there are $\gamma$ extra $uv$ edges in $H$ compared to $G$, we deduce that $\{A \setminus V(C), B \setminus V(C)\}$ is a $c$-pumpkin-model in $H \setminus X$, as desired.

**Case 2:** $\lambda \geq \gamma + 1$. For the same reasons as in the $\lambda \leq \gamma$ case, we must have $u, v \in A \cup B$, and thus we may assume that either $u, v \in A$, or $u \in A$ and $v \in B$. Suppose the former holds. If $B$ does contain any vertex in $C$ then $\{(A \setminus V(C)) \cup \{v_C\}, B\}$ is a $c$-pumpkin-model of $H \setminus X$. If $B$ contains some vertex in $C$ then $B \subseteq V(C)$, and $\{A \cap V(\Lambda), B\}$ is a $c$-pumpkin-model of $\Lambda$ with $u, v \in A \cap V(\Lambda)$, implying $\lambda \geq c$, and that $\{A \setminus V(C), \{V_C\}\}$ is a $c$-pumpkin-model of $H \setminus X$.

Now assume $u \in A$ and $v \in B$. In $\Gamma$, there are at most $\gamma$ edges between $A \cap V(\Gamma)$ and $B \cap V(\Gamma)$. Thus $\{A \setminus V(C), (B \setminus V(C)) \cup \{v_C\}\}$ is a $c$-pumpkin-model in $H \setminus X$. □

**Lemma 4.5.** Let $c$ be a fixed positive integer. Suppose $H$ results from the application of $Z_1$ or $Z_2$ on a graph $G$. Then $\tau_c(G) = \tau_c(H)$. Moreover, given a $c$-hitting set $X'$ of $H$ one can compute in polynomial time a $c$-hitting set $X$ of $G$ with $|X| \leq |X'|$.

This lemma implies that an optimal solution to the MINIMUM $c$-PUMPKIN-COVERING problem on $G$ can be computed given one for $H$, and similarly that an approximate solution for $G$ can be obtained from an approximate solution for $H$. This will be used in our approximation algorithms in Section 4.4.

**Proof of Lemma 4.5.** First suppose $H$ results from the application of $Z_1$ on $G$ with vertex $v$. We trivially have $\tau_c(G) \geq \tau_c(H)$. Let $X'$ be a given $c$-hitting set of $H$. If $X'$ is not a $c$-hitting set of $G$, then $G \setminus X'$ has a $c$-pumpkin-model; let $\{A, B\}$ be a minimal one. We have $v \in A \cup B$ since otherwise $\{A, B\}$ would be a $c$-pumpkin-model in $H \setminus X'$. By the minimality of $\{A, B\}$, we must have $A \cup B \subseteq V(K)$ for some block $K$ of $G$. But then $K$ is a block of $G$ including $v$ and containing a $c$-pumpkin-minor, contradicting the assumptions of $Z_1$. Therefore $X := X'$ is a $c$-hitting set of $G$, and $\tau_c(G) \leq \tau_c(H)$ also holds, implying $\tau_c(G) = \tau_c(H)$.

Now assume $H$ has been obtained by applying $Z_2$ on $G$ with outgrowth $(C, u, v)$. Let $\Gamma := \Gamma(C, u, v)$, $\Lambda := \Lambda(C, u, v)$, $\gamma := \gamma(C, u, v)$ and $\lambda := \lambda(C, u, v)$.

Observe that every minimal $c$-pumpkin-model of $G$ containing a vertex of $C$ must contain both $u$ and $v$. This is because $\Gamma$ has no $c$-pumpkin-minor. We also note that, in order to cover all $c$-pumpkin-models of $G$, it is enough to cover those that are minimal.

First we show $\tau_c(G) \geq \tau_c(H)$. Let $X$ be a minimum $c$-hitting set of $G$. If $u \in X$ or $v \in X$, then $X$ is trivially a $c$-hitting set of $H$, so let us assume $u, v \notin X$. Moreover, we may suppose that $X$ has no vertex in $C$, since otherwise we could replace all such vertices with the vertex $u$ (or equivalently $v$). Since $X \subseteq V(G) \setminus (V(C) \cup \{u, v\})$ and $G \setminus X$ has no $c$-pumpkin-minor, it follows from Lemma 4.3 that $H \setminus X$ has no $c$-pumpkin-minor either, that is, $X$ is also a $c$-hitting set of $H$. This shows $\tau_c(G) \geq \tau_c(H)$.

Now we prove that $\tau_c(G) \leq \tau_c(H)$ also holds. Here we show that, given a $c$-hitting set $X'$ of $H$, one can find in polynomial time a $c$-hitting set $X$ of $G$ with $|X| \leq |X'|$. Hence, this will also prove the second part of the lemma.

First, if $\lambda > \gamma$ and $v_C \in X'$, we replace $v_C$ in $X'$ by one of $u, v$; the modified set $X'$ clearly remains a $c$-hitting set of $H$, and its size did not increase (note that it could decrease if $u$ and $v$ were already in $X'$). Thus we may assume $X' \subseteq V(G) \setminus (V(C) \cup \{u, v\})$.

If $u \in X'$ or $v \in X'$, then $X := X'$ is also a $c$-hitting set of $G$, since $\Gamma$ has no $c$-pumpkin-minor. If $u, v \notin X'$, then Lemma 4.3 implies that $G \setminus X'$ has no $c$-pumpkin-minor. Hence, $X := X'$ is a $c$-hitting set of $G$. This shows $\tau_c(G) \geq \tau_c(H)$, and therefore $\tau_c(G) = \tau_c(H)$. □
We conclude this section with a lemma similar to Lemma 4.5 for $c$-packings.

**Lemma 4.6.** Let $c$ be a fixed positive integer. Suppose $H$ results from the application of $Z1$ or $Z2$ on a graph $G$. Then $\nu_c(G) = \nu_c(H)$. Moreover, given a $c$-packing $M'$ of $H$, one can compute in polynomial time a $c$-packing $M$ of $G$ with $|M| = |M'|$.

**Proof.** First suppose $H$ results from the application of $Z1$ on $G$ with vertex $v$. Clearly, every $c$-packing of $H$ is a $c$-packing for $G$. Thus $\nu_c(G) \geq \nu_c(H)$, and it is enough to show the reverse inequality. Consider a $c$-packing of $G$. We may assume that every $c$-pumpkin-model in that packing is minimal. Thus each such model is contained in some block of $G$, and hence avoids the vertex $v$. Therefore the packing also exists in $H$, implying $\nu_c(G) \leq \nu_c(H)$ and $\nu_c(G) = \nu_c(H)$, as desired.

Now assume $H$ has been obtained by applying $Z2$ on $G$ with outgrowth $(C, u, v)$. Let $\gamma := \gamma(C, u, v)$ and $\lambda := \lambda(C, u, v)$.

First we show $\nu_c(G) \geq \nu_c(H)$. Let $M' = \{M'_1, \ldots, M'_k\}$ be a given $c$-packing of $H$. We show that a packing of the same size in $G$ can be computed in polynomial time, which will prove the second part of the lemma. We may assume that each $M'_i$ is minimal (if not, they can be made minimal in polynomial time). Thus if $\lambda > \gamma$ and $M'_i$ contains the vertex $v$, then $M'_i$ also includes both $u$ and $v$. It follows that if every $M'_i$ avoids at least one of $u, v$ then the packing $M := M'$ is a $c$-packing in $G$ and we are done. So assume one model in the collection, say without loss of generality $M'_1$, includes both $u$ and $v$. Let $X$ be the union of the vertices in $M'_2, \ldots, M'_k$. Since $M'_1$ is a $c$-pumpkin-model in $H \setminus X$, using Lemma 4.3 we can compute in polynomial time a $c$-pumpkin-model $M_1$ in $G \setminus X$. Hence $M := \{M_1, M'_2, \ldots, M'_k\}$ is a $c$-packing of the desired size in $G$.

In order to prove $\nu_c(G) = \nu_c(H)$ it remains to show $\nu_c(G) \leq \nu_c(H)$. Let $\{M_1, \ldots, M_k\}$ be a $c$-packing of $G$. Again we may assume that each $M_i$ is minimal. Thus if some $M_i$ contains some vertex of $C$ then $M_i$ contains both $u$ and $v$. If there is no such model in the packing then $\{M_1, \ldots, M_k\}$ is also of $c$-packing of $H$ and we are done. We may thus assume that some model in the packing, say without loss of generality $M_1$, contains both $u$ and $v$. As before, let $X$ be the union of the vertices in $M_2, \ldots, M_k$. Using Lemma 4.3 with $M_1$, we find a $c$-pumpkin-model $M'_1$ in $H \setminus X$. Thus $\{M'_1, M_2, \ldots, M_k\}$ is a $c$-packing of size $k$ in $H$, as desired. \qed

### 4.2. Hedgehogs

A graph is said to be a multipath if its underlying simple graph is isomorphic to a path. If $P$ is a multipath and $u, v \in V(P)$, we write $uPv$ for the subgraph of $P$ induced by the vertices on a $u$-$v$ path in $P$ (thus edges in $uPv$ have the same multiplicities as in $P$).

A **hedgehog** is a pair $(H, P)$, where $H$ is a graph and $P$ is an induced multipath of $H$ with $|P| \geq 2$ and such that

(i) the (possibly empty) set $S := V(H) \setminus V(P)$ is a stable set of $H$; and

(ii) every vertex in $S$ has at least two neighbors in $P$.

(Let us recall that a **stable set** is a set of vertices such that no two of them are adjacent.)

Consider a hedgehog $(H, P)$. Its **size** is defined as $|P|$, the number of vertices in $P$. A **bad cutset** of $(H, P)$ is a set $X = \{u, v\}$ of two internal vertices of $P$ such that $H \setminus X$ has a connected component $C$ avoiding both endpoints of $P$ with $|C| \geq 2$. This definition is motivated by reduction rule $Z2$: if $C$ is such a component, then $(C, u, v)$ is an outgrowth of $H$. A **rooted** $c$-pumpkin-model of $(H, P)$ is a $c$-pumpkin-model $\{A, B\}$ of $H$ with the extra property that $A$ and $B$ both contain an endpoint of $P$.

Given a hedgehog $(H, P)$ and a connected induced subgraph $Q$ of $P$ with $|Q| \geq 2$, one can define a hedgehog $(H', Q)$ as follows: First, remove from $H$ every vertex not in $P$ that has no neighbor in $Q$. Then contract every edge of $P$ not included in $Q$. Finally, remove from the graph every vertex not in $Q$ that has only one neighbor in $Q$.?
This defines the graph $H'$. We leave it to the reader to check that $(H',Q)$ is indeed a hedgehog; we say that $(H',Q)$ is the contraction of $(H,P)$ on the multipath $Q$. See Fig. 4 for an illustration of this operation. The following lemma is a direct consequence of the definition.

Lemma 4.7. If $(H',Q)$ is a contraction of a hedgehog $(H,P)$ and $X$ is a bad cutset of $(H',Q)$, then $X$ is also a bad cutset of $(H,P)$.

We show that every big enough hedgehog has a rooted $c$-pumpkin-model or a bad cutset. This fact will be useful in the subsequent proofs.

Lemma 4.8. Let $c$ be a fixed positive integer. Then every hedgehog $(H,P)$ of size at least $(4c)^c$ contains a rooted $c$-pumpkin-model or a bad cutset, either of which can be found in polynomial time.

Proof. The proof is by induction on $c$. The base case $c = 1$ is trivial since $P$ directly gives a rooted 1-pumpkin-model. For the inductive step, assume $c > 1$. Define $f(k)$, for a positive integer $k$, as $f(k) := (4k)^{4k}$. Let $S := V(H) \setminus V(P)$. Let $a,b$ be the endpoints of $P$.

If a vertex $v \in S$ has at least $c$ neighbors in $P$, then let $w$ be the neighbor of $v$ that is closest to $a$ on $P$. Then $A := V(aPw) \cup \{v\}$ and $B := V(P) \setminus A$ both induce a connected subgraph of $H$. Moreover, there are at least $c-1$ edges from $v$ to $B$, and at least one from $A \setminus \{v\}$ to $B$ (because of $P$). Since $a \in A$ and $b \in B$, we deduce that $\{A,B\}$ is a rooted $c$-pumpkin-model of $(H,P)$. Thus we may assume that every vertex in $S$ has at most $c-1$ neighbors in $P$. In particular we have $c \geq 3$, since every vertex in $S$ has at least two neighbors in $P$.

The multipath $P$, seen from its endpoint $a$, induces a natural linear ordering of the neighbors of a given vertex in $S$; we say that two such neighbors are consecutive if they are consecutive in that ordering.

Suppose that there exists a vertex $v \in S$ with two consecutive neighbors $x,y$ such that $|xPy| \geq f(c-1) + 2$. Consider the contraction $(H',Q)$ of $(H,P)$ on the multipath $Q := xPy \setminus \{x,y\}$. Since $|Q| \geq f(c-1)$, by induction $(H',Q)$ has a rooted $(c-1)$-pumpkin-model $\{A',B'\}$ or a bad cutset $X$. If the latter holds, then by Lemma 4.7, the set $X$ is also a bad cutset of $(H,P)$ and we are done. Thus we may assume the former holds. In the graph $H$, the vertex $v$ has no neighbor in $Q$, thus $v$ is not included in $H'$. Hence, we can obtain a rooted $c$-pumpkin-model $\{A,B\}$ in $(H,P)$ by setting $A := A' \cup V(aPv) \cup \{v\}$ and $B := B' \cup V(yPb)$. Therefore we can assume that, for every vertex $v \in S$, every two consecutive neighbors of $v$ are at distance at most $f(c-1)$ on $P$.

Let us enumerate the vertices of $P$ in order as $p_1,p_2,\ldots,p_k$, with $p_1 = a$ and $p_k = b$. We may assume that, for every $i \in \{2,\ldots,k-4\}$,

$$\text{(2) at least one of } p_{i+1}, p_{i+2} \text{ is adjacent to some vertex in } S.$$  

Indeed, if not then $\{p_i,p_{i+3}\}$ would be a bad cutset of $(H,P)$. Since $k = |P| \geq f(c) \geq f(3) > 5$, this implies in particular that $S$ is not empty.

![Figure 4. A hedgehog $(H,P)$ (left) and a contraction $(H',Q)$ of $(H,P)$ (right). The multipaths $P$ and $Q$ are drawn in bold.](image-url)
Define an open interval $I_v = (i, j)$ for every vertex $v \in S$, where $i$ ($j$) is the smallest (largest, respectively) index $t$ such that $p_t$ is a neighbor of $v$ in $H$. (Observe that $i < j$ since $v$ has at least two neighbors.) Now, let $G$ be the interval graph defined by these open intervals, that is, let $V(G) := S$, and for every two distinct vertices $v, w \in S$, make $v$ adjacent to $w$ in $G$ if and only if $I_v \cap I_w \neq \emptyset$.

For a connected subgraph $G'$ of $G$, we define $I(G')$ as the union of the intervals of vertices in $G'$, that is, $I(G') := \bigcup \{I_v : v \in V(G')\}$. Observe that, since $G'$ is connected, we have $I(G') = (i, j)$ for some integers $i, j$ with $1 \leq i < j \leq k$.

First suppose that $G$ has at least five connected components. The ordering $p_1, \ldots, p_k$ of the vertices of $P$ induces an ordering of these components; let $C, C', C''$ be three consecutive connected components in that ordering, with the property that $C$ is not first and $C''$ is not last in the ordering. Let $(i, j) := I(C)$, $(i', j') := I(C')$, and $(i'', j'') := I(C'')$. Then we have $1 < i < j < i' < j' < i'' < j'' < k$, and every vertex of $S$ that is adjacent to some vertex in $\{p_1, \ldots, p_{j''} \}$ has all its neighbors in that set. Since $j'' \geq i + 3$, it follows that $\{p_i, p_{j''}\}$ is a bad cutset of $(H, P)$. Hence, we may assume that $G$ has at most four connected components.

A vertex $p_t$ ($t \in \{1, \ldots, k\}$) is said to be exposed if there is no connected component $C$ of $G$ with interval $I(C) = (i, j)$ such that $i \leq t \leq j$. If $G$ has $q$ connected components, it follows from (2) that at most $q + 5$ vertices of $P$ are exposed. Since $q \leq 4$, it follows that $G$ has a connected component $C$ such that $I(C) = (x, y)$ with

$$y - x + 1 \geq \frac{|P| - 9}{4} \geq \frac{f(c) - 9}{4}. \quad (3)$$

Let $Q := p_x P p_y$ and let $(H', Q)$ be the contraction of $(H, P)$ on $Q$. We will show that $(H', Q)$ contains a rooted $c$-pumpkin-model. The lemma will then follow, since such a model can be extended straightforwardly to one of $(H, P)$.

First let us observe that $H'$ is an induced subgraph of $H$ (by our choice of $Q$). Let $S' := V(H') \setminus V(Q) = V(C)$. For a vertex $v \in S'$, let us denote by $l(v)$ and $r(v)$ the two integers such that $I_v = (l(v), r(v))$.

It follows from our assumptions on $(H, P)$ that, for every vertex $v \in S'$, the vertex $v$ has at most $c - 1$ neighbors in $Q$ and every two consecutive neighbors of $v$ are at distance at most $f(c - 1)$ on $Q$. This implies

$$r(v) - l(v) \leq (c - 2)f(c - 1) \quad (4)$$

for every $v \in S'$.

In $H'$, the vertices $p_x$ and $p_y$ each have at least one neighbor in $S'$. Let $v \in S'$ be a neighbor of $p_x$ maximizing $r(v)$, and let $w \in S'$ be a neighbor of $p_y$ minimizing $l(w)$. Let $Z$ be a shortest $v$-$w$ path in the interval graph $C$; enumerate the vertices of $Z$ as $z_1, z_2, \ldots, z_m$ with $z_1 = v$ and $z_m = w$.

By our choice of $v, w$ and the fact that $Z$ is a shortest $v$-$w$ path, we have

$$l(z_j) < l(z_{j+1}) \quad (5)$$

and

$$r(z_j) < r(z_{j+1}) \quad (6)$$

for every $j \in \{1, \ldots, m - 1\}$, and

$$r(z_j) \leq l(z_{j+2}) \quad (7)$$

for every $j \in \{1, \ldots, m - 2\}$.

Since the interval $I(Z) = I(C) = (x, y)$, it follows from (3) and (4) that

$$m \geq \frac{y - x}{(c - 2)f(c - 1)} \geq \frac{f(c) - 13}{4(c - 2)f(c - 1)} = \frac{(4c)^4 - 13}{4(c - 2)(4c - 4)^{4c-4}} > c. \quad (8)$$
Let $d := \lfloor m/2 \rfloor$. Define, for $i \in \{x, \ldots, y\}$, the set $J(p_i)$ as the set of indices $j \in \{1, \ldots, 2d\}$ such that $i \in \{l(z_j), r(z_j)\}$. We say that $p_i$ is a breakpoint of $Q$ if $J(p_i)$ is not empty. (Thus $p_x$ is a breakpoint in particular.) It is a consequence of \[\ref{lem:small_pumpkin}, \ref{lem:small_hedgehog},\] and \[\ref{cor:reduction} \] that, if $|J(p_i)| > 1$, then $J(p_i) = \{j, j + 2\}$ for some $j \in \{1, \ldots, 2d - 2\}$. In particular, the numbers in $J(p_i)$ always have the same parity.

We color the vertices in $V(Q) \cup \{z_1, \ldots, z_{2d}\}$ in black or white as follows. First, for every $j \in \{1, \ldots, 2d\}$, color $z_j$ black if $j$ is odd, white if $j$ is even. Next color every breakpoint $p_i$ of $Q$ with the color corresponding to the parity of the numbers in $J(p_i)$ (namely, black for odd and white for even). Finally, color every uncolored vertex of $Q$ with the color of the closest breakpoint of $Q$ in the direction of $p_x$. See Fig. \[\ref{fig:coloring}\] for an illustration of the coloring.

Let $A$ and $B$ be the set of black and white vertices, respectively. By construction, $p_x \in A$ and $p_y \in B$, and each of $A, B$ induces a connected subgraph of $H'$. Moreover, there are $2d + 1 \geq m \geq c$ edges of $Q$ whose endpoints received distinct colors. It follows that $\{A, B\}$ is a rooted $c$-pumpkin-model of $(H', Q)$, as desired.

We have shown that $(H, P)$ always has a rooted $c$-pumpkin-model or a bad cutset. Moreover, it is easily seen from the proof given above that each of these can be found in polynomial time. This concludes the proof of the lemma. \[\square\]

We note that no effort has been made in order to optimize the constants in Lemma \[\ref{lem:reduction}\].

### 4.3. Small pumpkins in reduced graphs.

Our goal is to prove that every $n$-vertex $c$-reduced graph $G$ has a $c$-pumpkin-model of size $O_c(\log n)$. We will use the following recent result by Fiorini et al. \[\ref{fiorini2020small}\] about the existence of small minors in simple graphs with large average degree.

**Theorem 4.9** (Fiorini et al. \[\ref{fiorini2020small}\]). There is a function $h$ such that every $n$-vertex simple graph $G$ with average degree at least $2^t$ contains a $K_t$-model with at most $h(t) \cdot \log n$ vertices.

Even though the authors of \[\ref{fiorini2020small}\] do not mention it explicitly, we note that the proof given in that paper can easily be turned into a poly-time algorithm finding such a $K_t$-model. Since a $K_t$-model in a graph directly gives a $c$-pumpkin-model of the same size for $c = (\lfloor t/2 \rfloor)^2$, we have the following corollary from Theorem \[\ref{thm:main}\] which is central in the proof of Lemma \[\ref{cor:main}\].

**Corollary 4.10.** There is a function $h$ such that every $n$-vertex simple graph $G$ with average degree at least $2^{\sqrt[2]{\sqrt[2]{c}}+1}$ contains a $c$-pumpkin-model with at most $h(c) \cdot \log n$ vertices. Moreover, such a model can be computed in polynomial time.

The next lemma states the existence of small $c$-pumpkin-models in $c$-reduced graphs; its proof strongly relies on the graph structure that we have called hedgehog (see Section \[\ref{sec:hedgehog}\]). The idea is that an hedgehog witnesses the existence of either a small $c$-pumpkin-model or an outgrowth, which is impossible in a $c$-reduced graph.
Lemma 4.11. There is a function $f$ such that every $n$-vertex $c$-reduced graph $G$ contains a $c$-pumpkin-model of size at most $f(c) \cdot \log n$. Moreover, such a model can be computed in polynomial time.

Proof. Let

$$k := c^2 \left( 2^{2\sqrt{c}+1} \right)$$
$$r := (4c)^{4c}k$$
$$b := k^r$$

We will prove the lemma with $f$ defined as

$$f(c) := \max\{krb, 3rc \cdot h(c)\}$$

where $h$ is the function in Corollary 4.10. Throughout the proof, a $c$-pumpkin-model of $G$ is said to be small if it has the required size, that is, if it has at most $f(c) \log n$ vertices.

The lemma trivially holds if $\mu(G) \geq c$, so we may assume $\mu(G) < c$. Let $W$ be the (possibly empty) subset of vertices of $G$ having degree at least $k$.

We build a collection $\mathcal{P}$ of vertex-disjoint induced subgraphs of $G \setminus W$, each isomorphic to a multipath on $r$ vertices. Initially, we let $\mathcal{P} := \emptyset$ and $G' := G \setminus W$. Then, as long as $G'$ has a connected component $C$ with diameter at least $r - 1$, we do the following: First, we consider two vertices at distance $r - 1$ in $C$ and compute a shortest path $Q$ between these two vertices. Note that the subgraph $P$ of $G$ induced by $V(Q)$ is a multipath on $r$ vertices. Next, we add $P$ to $\mathcal{P}$. Finally, we remove from $G'$ the $r$ vertices in $P$.

When the above procedure is finished, every connected component of $G'$ has diameter less than $r - 1$ and maximum degree less than $k$. Hence each such component has bounded size: at most $k^r = b$ vertices. Let $\mathcal{C}$ denote the collection of connected components of $G'$.

An illustration of the sets $W$, $\mathcal{P}$, and $\mathcal{C}$ in the graph $G$ is given in Fig. 6.

If some subgraph $C \in \mathcal{C}$ contains a $c$-pumpkin-model, then the size of the model is at most $|C| \leq b \leq f(c) \leq f(c) \log n$, and we are done. Thus we may assume that no subgraph $C \in \mathcal{C}$ contains a $c$-pumpkin-minor.
Let $J$ be the graph obtained from $G$ by contracting each subgraph $C \in \mathcal{C}$ into a single vertex $v_C$. Consider a subgraph $C \in \mathcal{C}$. We cannot have $\deg^*_C(v_C) = 0$, because otherwise we could have applied Z1 on any vertex vertex of $C$ in $G$ (since $C$ has no $c$-pumpkin-minor). If $\deg^*_C(v_C) = 1$, then let $v$ be an arbitrary vertex of $C$, and let $w$ be the unique vertex in $V(G) \setminus V(C)$ having a neighbor in $V(C)$ in the graph $G$. Since Z1 cannot be applied on $G$ with vertex $v$, there is a block $B$ of $G$ that includes $v$ and containing a $c$-pumpkin-model. Since $V(B) \subseteq V(C) \cup \{w\}$, this model has size at most $|B| \leq b + 1 \leq f(c)$, that is, we have found a small $c$-pumpkin-model of $G$. Therefore, we may assume

$$\deg^*_C(v_C) \geq 2$$

for every $C \in \mathcal{C}$.

Let $K$ be the graph obtained from $J$ by contracting each subgraph $P \in \mathcal{P}$ into a single vertex $v_P$. If two vertices of $K$ are linked by at least $c$ parallel edges, then we directly find a $c$-pumpkin-model in $G$ of size at most $b + r \leq f(c)$. Thus we may assume

$$\mu(K) < c.$$ 

We have $\deg^*_K(v_C) \geq 1$ for every $C \in \mathcal{C}$. Let us say that a subgraph $C \in \mathcal{C}$ is bad if $\deg^*_K(v_C) = 1$, and good otherwise.

We color the vertices of each multipath $P \in \mathcal{P}$ as follows: a vertex $v \in V(P)$ is colored black if, in the graph $G$, all its neighbors outside $P$ belong to bad subgraphs of $C$; the vertex $v$ is colored white otherwise. (We remark that $v$ could possibly have no neighbor outside $P$, in which case $v$ is colored black by our definition.)

Claim 4. If some multipath $P \in \mathcal{P}$ contains $(4c)^c$ consecutive black vertices, then one can find a small $c$-pumpkin-model in $G$.

Proof. Let $Q$ be the subgraph of $P$ induced by these $(4c)^c$ black vertices. Let $\mathcal{C}'$ be the subset of subgraphs $C \in \mathcal{C}$ such that $v_C$ is adjacent to an internal vertex of $Q$ in the graph $J$. Let $S := \{v_C : C \in \mathcal{C}'\}$. Since all vertices of $Q$ are colored black, it follows that internal vertices of $Q$ are only adjacent in $J$ to vertices in $V(P) \cup S$, and that every subgraph $C \in \mathcal{C}'$ is bad.

Let $H$ be the graph obtained from $J[V(P) \cup S]$ by contracting every edge of $P$ not included in $Q$. Since every subgraph $C \in \mathcal{C}'$ is bad, it follows from [8] that, in $H$, every vertex in $S$ has at least two neighbors in $Q$. Hence $(H, Q)$ is a hedgehog of size $|Q| = (4c)^c$.

The graph $H$ is a minor of the subgraph $G^*$ of $G$ induced by

$$V(P) \cup \bigcup \{V(C) : C \in \mathcal{C}'\}.$$ 

Since vertices of $P$ have degree at most $k$ in $G$ and $|C| \leq b$ for every $C \in \mathcal{C}'$, we have

$$|G^*| \leq r + r(k - 1)b \leq f(c).$$

It follows that every $c$-pumpkin-model of $H$ can be extended to a small $c$-pumpkin-model of $G$.

Applying Lemma 4.8 on $(H, Q)$, we obtain either a bad cutset $X$ of $(H, Q)$ or a $c$-pumpkin-model of $H$. We have seen that we are done in the latter case, so assume the former holds and let $\{u, v\} = X$. Consider a connected component $T$ of $H \setminus X$ that avoids both endpoints of $Q$ and such that $|T| \geq 2$. Let $Z$ be the subgraph of $G$ induced by $(V(T) \cap V(Q)) \cup \{V(C) : v_C \in V(T)\}$. It follows from the definition of $H$ and our choice of $T$ that $Z$ is a connected component of $G \setminus X$ with $|Z| \geq 2$ and such that $u$ and $v$ are both adjacent to some vertex in $Z$. Thus $(Z, u, v)$ is an outgrowth of $G$. This implies that $\Gamma := \Gamma(Z, u, v)$ has a $c$-pumpkin-model, because otherwise we could have
applied $\mathbb{Z}2$ on $G$ with the outgrowth $(Z, u, v)$. Since $\Gamma$ is a minor of $G^*$, by (11), this model can be extended to a small $c$-pumpkin-model of $G$. \hfill \Box

By Claim 9 we may assume that, for every $P \in \mathcal{P}$, the number $w(P)$ of white vertices in $P$ satisfies

$$w(P) \geq \frac{r}{(4c)^{4c}} = k. \tag{12}$$

Our aim now is to use (12) to define a minor of $K$ with large minimum degree. First, for every good subgraph $C \in C$, “assign” $v_C$ to an arbitrary neighbor of $v_C$ in $K$. Next, for every $w \in W$, contract all edges $v_Cw$ of $K$ into the vertex $w$ for all vertices $v_C$ assigned to $w$. Similarly, for every $P \in \mathcal{P}$, contract all edges $v_Cv_P$ into the vertex $v_P$ for all vertices $v_C$ assigned to $v_P$. Finally, remove the vertex $v_C$ for every bad subgraph $C \in C$. The resulting graph is denoted $L$.

For every vertex of $L$ there is a natural induced subgraph of $G$ that corresponds to it, namely the subgraph defined by all the edges that were contracted into $w$. Let $S_w$ and $S_P$ be the (induced) subgraph of $G$ that corresponds to the vertex $w \in W$ and $v_P$ ($P \in \mathcal{P}$) of $L$, respectively. The subgraphs $S_w$ ($w \in W$) and $S_P$ ($P \in \mathcal{P}$) of $G$ have diameter at most $2r$ and $3r$, respectively. Thus, by Lemma 2.1, a $c$-pumpkin-model of $L$ of size $q$ can be turned into one of $G$ of size at most $3rc \cdot q$. Hence, in order to conclude the proof, it is enough to find a $c$-pumpkin-model in $L$ of size at most $h(c) \log |L|$, since

$$h(c) \log |L| \leq \frac{f(c)}{3rc} \log |L| \leq \frac{f(c)}{3rc} \log n.$$ 

To do so, we will show that $L$ has large minimum degree.

First consider a vertex $w \in W$. Let $a$ be the number of edges incident with $w$ in $K$ such that the other endpoint is a vertex of the form $v_C$ ($C \in C$) that was assigned to $w$. By [9], $w$ cannot be adjacent in $K$ to a vertex $v_C$ corresponding to a bad subgraph $C \in C$. Thus, it follows from the definitions of good subgraphs and $L$ that

$$\deg_L(w) \geq \frac{a}{\mu(K)} + (\deg_K(w) - a).$$

(The $\frac{a}{\mu(K)}$ term above comes from the fact that each vertex $v_C$ that was assigned to $w$ contributes at least one to the degree of $w$ in $L$, while in $K$ there were at most $\mu(K)$ edges between $v_C$ and $w$.) Using (10) we obtain

$$\deg_L(w) > \frac{a}{c} + (\deg_K(w) - a) \geq \frac{\deg_K(w)}{c} \geq \frac{k}{c}. \tag{13}$$

Now consider a multipath $P \in \mathcal{P}$. Let $a'$ be the number of edges incident with $v_P$ in $K$ such that the other endpoint is a vertex of the form $v_C$ ($C \in C$) that was assigned to $v_P$. Let $b'$ be the number of edges incident with $v_P$ in $K$ that are not of the previous form and also not incident with a vertex $v_C$ such that $C$ is bad. By the definition of white vertices, we have $a' + b' \geq w(P)$ (recall that $w(P)$ is the number of white vertices in $P$). Using (12), it follows

$$\deg_L(v_P) \geq \frac{a'}{\mu(K)} + b' > \frac{a'}{c} + b' \geq \frac{w(P)}{c} \geq \frac{k}{c}. \tag{14}$$

It follows from (13) and (14) that $L$ has minimum degree at least $k/c$. If $\mu(L) \geq c$, then $L$ has a $c$-pumpkin-model of size two and we are trivially done, so let us assume $\mu(L) < c$. Then the underlying simple graph $G'$ of $L$ has minimum degree at least $k/c^2 \geq 2^{2\sqrt{c}+1}$. Using Corollary 4.10 on $L'$, we find a $c$-pumpkin-model in $L$ of the desired size, that is, of size at most $h(c) \log |L|$.

Finally, we note that each step of the proof can easily be realized in polynomial time. Therefore, a small $c$-pumpkin-model of $G$ can be found in polynomial time. \hfill \Box
4.4. Algorithmic consequences. Lemma 4.11 can be used to obtain \( O(\log n) \)-approximation algorithms for both the Minimum \( c \)-Pumpkin-Covering and the Maximum \( c \)-Pumpkin-Packing problems for every fixed \( c \geq 1 \), as we now show.

**Algorithm 1** A \( O(\log n) \)-approximation algorithm.

**INPUT:** An arbitrary graph \( G \)

**OUTPUT:** A \( c \)-packing \( M \) of \( G \) and a \( c \)-hitting set \( X \) of \( G \) s.t. \(|X| \leq (f(c) \log |G|) \cdot |M| \)

\( M \leftarrow \emptyset; X \leftarrow \emptyset \)

If \(|G| \leq 1\): Return \( M, X \) /* \( G \) cannot have a \( c \)-pumpkin-minor */

Else:

- If \( G \) is not \( c \)-reduced:
  - Apply a reduction rule on \( G \), giving a graph \( H \)
  - Call the algorithm on \( H \), giving a packing \( M' \) and a \( c \)-hitting set \( X' \) of \( H \)
  - Compute using Lemma 4.11(b) a \( c \)-packing \( M \) of \( G \) with \(|M| = |M'|\)
  - Compute using Lemma 4.11(a) a \( c \)-hitting set \( X \) of \( G \) with \(|X| \leq |X'|\)
  - Return \( M, X \)

Else:

- Compute using Lemma 4.11 a \( c \)-pumpkin-model \( M = \{A, B\} \) of \( G \) with \(|A \cup B| \leq f(c) \log |G|\)
  - \( H \leftarrow G \setminus (A \cup B) \)
  - Call the algorithm on \( H \), giving a packing \( M' \) and a \( c \)-hitting set \( X' \) of \( H \)
  - \( M \leftarrow M' \cup \{M\} \)
  - \( X \leftarrow X' \cup A \cup B \)
  - Return \( M, X \)

**Theorem 4.12.** Given an \( n \)-vertex graph \( G \), a \( O(\log n) \)-approximation for both the Minimum \( c \)-Pumpkin-Covering and the Maximum \( c \)-Pumpkin-Packing problems on \( G \) can be computed in polynomial time using Algorithm 1 for any fixed integer \( c \geq 1 \).

**Proof.** Consider Algorithm 1 where \( f(c) \) is the function in Lemma 4.11. We will show that this algorithm provides a \( O(\log n) \)-approximation for the two problems under consideration.

It should be clear that the collection \( M \) returned by Algorithm 1 is a \( c \)-packing of \( G \), and similarly that the set \( X \) is a \( c \)-hitting set of \( G \). Thus it is enough to show that they satisfy \(|X| \leq (f(c) \log |G|) \cdot |M|\) as claimed in the description of the algorithm. Indeed, since \(|M| \leq \nu_c(G) \leq \tau_c(G) \leq |X|\) and \( f(c) \) is a constant depending only on \( c \), this implies that the approximation factor of Algorithm 1 is \( O(\log n) \) for both the Minimum \( c \)-Pumpkin-Covering and the Maximum \( c \)-Pumpkin-Packing problems.

We prove the inequality \(|X| \leq (f(c) \log |G|) \cdot |M|\) by induction on \(|G|\). The inequality is obviously true in the base case, namely when \(|G| \leq 1\), so let us assume \(|G| > 1\).

If \( G \) is not \( c \)-reduced, then by induction the packing \( M' \) and the \( c \)-hitting set \( X' \) of \( H \) considered by the algorithm satisfy \(|X'| \leq (f(c) \log |H|) \cdot |M'|\), and we obtain

\(|X| \leq |X'| \leq (f(c) \log |H|) \cdot |M'| = (f(c) \log |H|) \cdot |M| \leq (f(c) \log |G|) \cdot |M|\)

as desired.
If $G$ is $c$-reduced, then by induction the packing $\mathcal{M}'$ and the $c$-hitting set $X'$ of $H$ satisfy $|X'| \leq (f(c) \log |H|) \cdot |\mathcal{M}'|$, and we have

$$|X| = |X'| + |A \cup B|$$

$$\leq (f(c) \log |H|) \cdot |\mathcal{M}'| + f(c) \log |G|$$

$$\leq (f(c) \log |G|) \cdot (|\mathcal{M}'| + 1)$$

$$= (f(c) \log |G|) \cdot |\mathcal{M}|.$$ 

Thus $|X| \leq (f(c) \log |G|) \cdot |\mathcal{M}|$ holds in all cases.

Finally, we observe that there are at most $n$ recursive calls during the whole execution of the algorithm, which implies that its running time is polynomial in $n$. \hfill \Box

We would like to conclude by observing that Lemma 4.11 also implies the existence of an algorithm for $p$-c-Cover with running time $2^{O(k \log \log k)} \cdot n^{O(1)}$. While it is faster than the $2^{O(k \log k)} \cdot n^{O(1)}$ algorithm that follows directly from the kernel of size $O(k^2 \log^{3/2} k)$ given by [18], it is of course not as good as the one presented in Section 3. Nevertheless, we find it interesting that a running time of $2^{O(k \log \log k)} \cdot n^{O(1)}$ can already be achieved without using techniques such as iterative compression.

**Theorem 4.13.** There exists an algorithm to solve the $p$-c-Cover problem in time $2^{O(k \log \log k)} \cdot n^{O(1)}$.

**Proof.** We only provide a rough sketch of the proof; the interested reader should have no problem filling in the missing details.

First we compute the mentioned kernel $K$ of size $O(k^2 \log^{3/2} k)$. Then we run the following recursive algorithm on $K$:

- Apply iteratively reduction rules $Z1$ and $Z2$ on $K$ until $K$ is $c$-reduced.
- Compute using Lemma 4.11 a $c$-pumpkin-model $M$ of $K$ of size $O(\log(k^2 \log^{3/2} k)) = O(\log k)$.
- Branch on every vertex of $M$ and repeat this procedure recursively.

Note that, in the last step of the algorithm, every solution must contain at least one vertex of $M$. Hence this yields a parameterized algorithm with running time $O(\log^k k) \cdot n^{O(1)} = 2^{O(k \log \log k)} \cdot n^{O(1)}$. \hfill \Box

5. Concluding remarks

On the one hand, we provided an FPT algorithm running in time $2^{O(k)} \cdot n^{O(1)}$ deciding, for any fixed $c \geq 1$, whether all $c$-pumpkin-models of a given graph can be covered by at most $k$ vertices. In our algorithms we used protrusions, but it may be possible to avoid it by further exploiting the structure of the graphs during the iterative compression routine (for example, a graph excluding the 3-pumpkin is a forest of cacti). We did not focus on optimizing the constants involved in our algorithms; it may be worth doing it, as well as enumerating all solutions, in the same spirit of [20] for Feedback Vertex Set.

It is natural to ask whether there exist faster algorithms for sparse graphs. Also, it would be interesting to have lower bounds for the running time of parameterized algorithms for this problem, in the spirit of those recently provided in [24]. One could as well consider other containment relations, like topological minor, induced minor, or contraction minor.

A more difficult problem seems to find single-exponential algorithms for the problem of deleting at most $k$ vertices from a given graph so that the resulting graph has tree-width bounded by some constant. One could also consider the parameterized version of packing disjoint $c$-pumpkin-models, as it has been done for $c = 2$ in [5].
On the other hand, we provided a $O(\log n)$-approximation for the problems of packing the maximum number of vertex-disjoint $c$-pumpkin-models, and covering all $c$-pumpkin-models with the smallest number of vertices. It may be possible that the covering version admits a constant-factor approximation; so far, such an algorithm is only known for $c \leq 3$.

As mentioned in the introduction, for the packing version there is a lower bound of $\Omega(\log^{1/2-\varepsilon} n)$ on the approximation ratio (under reasonable complexity-theoretic assumptions). In fact, this lower bound applies to both the vertex-disjoint packing and the edge-disjoint packing [19]. For $c = 2$, the problem of packing a maximum number of edge-disjoint cycles admits a $O(\sqrt{\log n})$-approximation, whereas up to date $O(\log n)$ is the best approximation ratio known for vertex-disjoint cycles [22]. Therefore, one might expect to get better approximation algorithms for packing edge-disjoint $c$-pumpkin models.

Finally, a class of graphs $\mathcal{H}$ has the Erdős-Pósa property if there exists a function $f$ such that, for every integer $k$ and every graph $G$, either $G$ contains $k$ vertex-disjoint subgraphs each isomorphic to a graph in $\mathcal{H}$, or there is a set $S \subseteq V(G)$ of at most $f(k)$ vertices such that $G \setminus S$ has no subgraph in $\mathcal{H}$. Given a connected graph $H$, let $\mathcal{M}(H)$ be the class of graphs that can be contracted to $H$. Robertson and Seymour [27] proved that $\mathcal{M}(H)$ satisfies the Erdős-Pósa property if and only if $H$ is planar. Therefore, for every $c \geq 1$, the class of graphs that can be contracted to the $c$-pumpkin satisfies the Erdős-Pósa property. But the best known function $f$ is super-exponential (see [12]), so it would be interesting to find a better function for this case. The only known lower bound on $f$ is $\Omega(k \log k)$ when $c \geq 2$, which follows from the $\Omega(k \log k)$ lower bound given by Erdős and Pósa in their seminal paper [14] for $c = 2$.
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