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Abstract—We consider the network communication scenario, over directed acyclic networks with unit capacity edges in which a number of sources $s_i$ each holding independent unit-entropy information $X_i$ wish to communicate the sum $\sum X_i$ to a set of terminals $t_j$. We show that in the case in which there are only two sources or only two terminals, communication is possible if and only if each source terminal pair $s_i/t_j$ is connected by at least a single path. For the more general communication problem in which there are three sources and three terminals, we prove that a single path connecting the source terminal pairs does not suffice to communicate $\sum X_i$. We then present an efficient encoding scheme which enables the communication of $\sum X_i$ for the three sources, three terminals case, given that each source terminal pair is connected by two edge disjoint paths.

Index Terms—network coding, function computation, multicast, distributed source coding.

I. INTRODUCTION

We consider the problem of function computation over directed acyclic networks in this work. Under our setting the sources are independent and the network links are error-free, but capacity constrained. However, the topology of the network can be quite complicated, e.g., an arbitrary directed acyclic graph. This serves as an abstraction of current-day computer networks at the higher layers. We investigate the problem of characterizing the network resources required to communicate the sum (over a finite field) of a certain number of sources over a network to multiple terminals. By network resources, we mean the number of edge disjoint paths between various source terminal pairs in the network. Our work can be considered as using network coding to compute and multicast sums of the messages, as against multicasting the messages themselves.

The problem of multicast has been studied intensively under the paradigm of network coding. The seminal work of Ahlswede et al. [1] showed that under network coding the multicast capacity is the minimum of the maximum flows from the source to each individual terminal node. The work of Li et al. [2] showed that linear network codes are sufficient to achieve the multicast capacity. The algebraic approach to network coding proposed by Koetter and Médard [3] provided simpler proofs of these results.

A. Main Contributions

The problem of multicasting sums of sources is an important component in enabling the multicast of correlated sources over a network (using network coding). Network coding for correlated sources was first examined by Ho et al. [4]. The work of Ramamoorthy et al. [5] showed that in general separating distributed source coding and network coding is suboptimal except in the case of two sources and two terminals. The work of Wu et al. [6] presented a practical approach to multicasting correlated sources over a network. Reference [6] also stated the problem of communicating sums over networks using network coding, and called it the Network Arithmetic problem. We elaborate on related work in the upcoming Section II.

In this work, we present (sometimes tight) upper and lower bounds on the network resources required for communicating the sum of sources over a network under certain special cases.

i) Characterization of necessary and sufficient conditions when either $|S| = 2$ or $|T| = 2$.

Suppose that $G$ is such that there are either two sources ($|S| = 2$) and an arbitrary number of terminals or an arbitrary number of sources and two terminals ($|T| = 2$). The following conditions are necessary and sufficient for recovery of $\sum_{i \in S} X_i$ at all terminals in $T$.

$$\text{max-flow}(s_i - t_j) \geq 1 \text{ for all } s_i \in S \text{ and } t_j \in T.$$ 

Our proofs are constructive, i.e., we provide efficient algorithms for the network code assignment.

ii) Unit connectivity does not suffice when $|S|$ and $|T|$ are both greater than 2.

We present a network $G$ such that $|S| = |T| = 3$ in which the maximum flow between each source terminal pair is at least 1 and (as opposed to that stated above) communicating the sum of sources is not possible.

iii) Sufficient conditions when $|S| = |T| = 3$.

Suppose that $G$ is such that $|S| = |T| = 3$. The following condition is sufficient for recovery of $\sum_{i \in S} X_i$ at all $t_j \in T$.

$$\text{max-flow}(s_i - t_j) \geq 2 \text{ for all } s_i \in S \text{ and } t_j \in T.$$ 

Efficient algorithms for network code assignment are presented in this case as well. Note however, that the algorithms may be randomized in some cases, with a
probability of success that can be made arbitrarily close to one.

This paper is organized as follows. We discuss background and related work in Section II and our network coding model in Section III. The characterization for the case of $|S| = 2$, $|T| = n$ and $|S| = n$, $|T| = 2$ is discussed in Section IV. Our counter-example demonstrating that unit-connectivity does not suffice for three sources and three terminals can be found in Section V. Sections VI and VII discuss the sufficient characterization in the case of three sources and three terminals, and Section VIII presents the conclusions and possibilities for future work.

II. BACKGROUND AND RELATED WORK

Prior work of an information theoretic flavor in the area of function computation has mainly considered the case of two correlated sources $X$ and $Y$, with direct links between the sources and the terminal, where the terminal is interested in reconstructing a function $f(X, Y)$. In these works, the topology of the network is very simple, however the structure of the correlation between $X$ and $Y$ may be arbitrary. In this setting, Korner & Marton [17] determine the rate region for encoding the modulo-2 sum of $X$ and $Y$ when they are uniform, correlated binary sources. The work of Orlitsky & Roche [8] determines the required rate for sending $X$ to a decoder with side information $Y$ that must reliably compute $f(X, Y)$. The result of [8] was extended to the case when both $X$ and $Y$ need to be encoded (under certain conditions) in [9]. Yamamoto [10] (generalizing the Wyner-Ziv result [11]) found the rate-distortion function for sending $X$ to a decoder with side information $Y$, that wants to compute $f(X, Y)$ within a certain distortion level (see also [12] for an extension). Nazer et al. [13] consider the problem of reliably reconstructing a function over a multiple-access channel (MAC) and finding the capacity of finite-field multiple access networks. In the majority of these works, the sources and the terminal are connected by direct links or by simple networks (such as a MAC). A work closer in spirit to our work is [14] that considers functional compression over tree-networks.

In this work we consider a problem setting in which the sources are independent and the network links are error-free, but capacity constrained. However, the topology of the network can be quite complicated, such as an arbitrary directed acyclic graph. This is well motivated since it is a good abstraction of current-day computer networks (at the higher layers). We investigate the problem of characterizing the network resources required to communicate the sum of a certain number of sources over a network to multiple terminals. Network resources can be measured in various ways. For example, one may specify the maximum flow between the subsets of the source nodes and subsets of the terminal nodes in the network. In the current work, all of our characterizations are in terms of the maximum flow between various $s_i \rightarrow t_j$ pairs, where $s_i$ ($t_j$) denotes a source (terminal) node. Previous work in this area, includes the work of Ahlswede et al. [11], who introduced the concept of network coding and showed the capacity region for multicast. In multicast, the terminals are interested in reconstructing the actual sources. Numerous follow-up works have extended and improved the results of [11] in different ways. For example, [2], [3] considered multicast with linear codes. Ho et al. [4] proposed random network coding and examined the multicast of correlated sources over a network and showed a tight capacity region for it that can be achieved by using random network codes. Follow-up works [5], [6] investigated practical approaches for the multicast of correlated sources. As shown in [6], the problem of communicating (multicasting) the sum (over a finite field) of sources over a network is a subproblem that can help facilitate practical approaches to the problem of multicasting correlated sources.

In this work we consider function computation under network coding. Specifically, we present network code assignment algorithms for the problem of multicasting the sum of sources over a network. As one would expect, one needs fewer resources in order to support this. To the best of our knowledge, the first work to examine function computation in this setting is the work of Ramamoorthy [15], that considered the problem of multicasting sums of sources, when there are either two sources or two terminals in the network. Subsequently, the work of Langberg and Ramamoorthy [16] showed that the characterization of [15] does not hold in the case of three sources and three terminals. Reference [16], proposed an alternate characterization in this case. The current paper is a revised and extended version of [15], [16] and [17] that contains all the proofs and additional observations.

We note, as presented by Rai and Dey in [18], that the task of finding a network coding scheme in the setting of sum-networks is strongly connected to the problem of finding a network coding solution in the multiple-unicast communication setting. Specifically, for any multiple unicast network, [18] constructs a sum-network which is solvable if and only if the original multiple unicast network is solvable (the reduction of [18] increases the number of sources and terminals in the network). Rai and Dey [19] independently found the same counter-example found in our work [16]; however, their proof only shows that linear codes do not suffice for multicasting sums under the characterization of [15]. The work of Appuswamy et al. [20], [21] also considers the problem of computing general functions in the setting of error-free directed acyclic networks. In [20], [21], the emphasis is on considering the rate of the computation, where the rate refers to the maximum number of times a function can be computed per network usage. While their setting is significantly more general, their results are mostly in the context of only single terminal networks.

Finally, the work most related to our result on three source/three terminal networks is the conference publication of Shenvi and Dey [22] (and its extended version available as [23]) which proposes (in this case) a combinatorial characterization for sum computation via network coding. In our work, for three source/three terminal networks, we present a simple sufficient combinatorial condition for sum-communication based on flow requirements. Our result is not proven to be necessary, and indeed in the subsequent work of [22], [23], our flow condition is refined (and weakened) to obtain a tight characterization. The characterization of [22], [23] implies a significant improvement in the understanding of
3s/3t sum-networks. Nevertheless, we believe that our results (obtained independently and prior to [22], [23]) are of interest due to the natural and simple nature of our sufficient condition.

III. NETWORK CODING MODEL

Our model and terminology follow those common in the network coding literature, e.g. [3]. We represent the network as a directed acyclic graph \( G = (V, E) \). The network contains a set of source nodes \( S \subset V \) that are observing independent, discrete unit-entropy sources and a set of terminals \( T \subset V \). We assume that each edge in the network has unit capacity and can transmit one symbol from a finite field of size \( q \) per unit time. We are free to choose \( q \) large enough. In addition, as we shall see in the later discussion, in some cases we may need to choose \( q \) to be an odd prime. If a given edge has a higher capacity, it can be treated as multiple unit capacity edges. A directed edge \( e \) between nodes \( v_i \) and \( v_j \) is represented as \( (v_i \rightarrow v_j) \). Thus \( \text{head}(e) = v_j \) and \( \text{tail}(e) = v_i \). A path between two nodes \( v_i \) and \( v_j \) is a sequence of edges \( \{e_1, e_2, \ldots, e_k\} \) such that \( \text{tail}(e_1) = v_i \), \( \text{head}(e_k) = v_j \) and \( \text{head}(e_i) = \text{tail}(e_{i+1}), i = 1, \ldots, k - 1 \).

Our counter-example in Section VI considers arbitrary network codes. However, our constructive algorithms in Sections IV and VII shall use linear network codes. In linear network coding, the signal on an edge \( (v_i \rightarrow v_j) \) is a linear combination of the signals on the incoming edges on \( v_i \) and the source signal at \( v_i \) (if \( v_i \in S \)). In this paper we assume that the source (terminal) nodes do not have any incoming (outgoing) edges from (to) other nodes. If this is not the case one can always introduce an artificial source (terminal) connected to the original source (terminal) node by an edge of sufficiently large capacity that has no incoming (outgoing) edges. We shall only be concerned with networks that are directed acyclic in which internal nodes have sufficient memory. Such networks can be treated as delay-free networks. Let \( Y_{e_i} \) (such that \( \text{tail}(e_i) = v_k \) and \( \text{head}(e_i) = v_l \)) denote the signal on the \( i \)th edge in \( E \) and let \( X_j \) denote the \( j \)th source. Then, we have

\[
Y_{e_i} = \sum_{\{e_j \mid \text{head}(e_j) = v_k\}} f_{j,i} Y_{e_j} \quad \text{if} \quad v_k \in V \setminus S_i \quad \text{and} \\
Y_{e_i} = \sum_{\{j \mid X_j \text{ observed at } v_k\}} a_{j,i} X_j \quad \text{if} \quad v_k \in S_i,
\]

where the coefficients \( a_{j,i} \) and \( f_{j,i} \) are from \( GF(q) \). Note that since the graph is directed acyclic, it is possible to express \( Y_{e_i} \) for an edge \( e_i \) in terms of the sources \( X_j \)'s. Suppose that there are \( n \) sources \( X_1, \ldots, X_n \). If \( Y_{e_i} = \sum_{k=1}^{n} \beta_{e_i,k} X_k \) then we say that the global coding vector of edge \( e_i \) is \( \beta_{e_i} = [\beta_{e_i,1} \ldots \beta_{e_i,n}] \). For brevity we shall mostly use the term coding vector instead of global coding vector in this paper. We say that a node \( v_i \) (or edge \( e_i \)) is downstream of another node \( v_j \) (or edge \( e_j \)) if there exists a path from \( v_j \) (or \( e_j \)) to \( v_i \) (or \( e_i \)).

IV. NETWORKS WITH EITHER TWO SOURCES/TERMINALS OR \( n \) SOURCES/TWO TERMINALS

In this section we state and prove the result for (a) networks with two sources and \( n \) terminals, and (b) networks with \( n \) sources and two terminals. Before embarking on this proof, we overview the concept of greedy encoding that will be used throughout the paper when considering two source networks.

**Definition 1: Greedy encoding.** Consider a graph \( G = (V, E) \), with two source nodes \( s_1 \) and \( s_2 \) and an edge \( e' = (u \rightarrow v) \in E \). Suppose that the coding vector on each edge \( e \) entering \( u \), has only 0 or 1 entries, i.e., \( \beta_e = [\beta_{e,1} \beta_{e,2}] \), where \( \beta_{e,i} \in \{0, 1\} \), for all \( i = 1, 2 \). We say that the encoding on edge \( e' \) is greedy, if for \( i = 1, 2 \) we have

\[
\beta_{e',i} = \begin{cases} 0 & \text{if } \beta_{e,i} = 0, \forall e \text{ entering } u \\ 1 & \text{otherwise} \end{cases}
\]

A coding vector assignment for \( G \), is said to be greedy if the encoding on each edge in \( G \) is greedy.

Consider a vertex \( u \) that is downstream of a subset of the source nodes, \( B \subset \{1, 2\} \). Under greedy coding it can be seen that the outgoing edges of \( u \) will carry the sum \( \sum_{i \in B} X_i \). Namely, if a node only receives either \( X_1 \) or \( X_2 \), it just forwards them. Alternatively, if it receives both of them or \( X_1 + X_2 \), then it just transmits \( X_1 + X_2 \).

The first result of this section is the following.

**Theorem 1:** Consider a directed acyclic graph \( G = (V, E) \) with unit capacity edges, two source nodes \( s_1 \) and \( s_2 \) and \( n \) terminal nodes \( t_1, \ldots, t_n \) such that

\[
\text{max-flow}(s_i - t_j) \geq 1 \quad \text{for all } i = 1, 2 \quad \text{and} \quad j = 1, \ldots, n.
\]

Assume that at each source node \( s_i \), there is a unit-rate source \( X_i \), and that the \( X_i \)'s are independent. Then, there exists an assignment of coding vectors to all edges such that each \( t_j, j = 1, \ldots, n \) can recover \( X_1 + X_2 \).

**Proof of Theorem 1** Consider any terminal node \( t_j \). As we assume that \( \text{max-flow}(s_i - t_j) \geq 1 \) for all \( i = 1, 2 \), it holds that \( t_j \) is downstream of both \( s_1 \) and \( s_2 \). Thus, (using greedy encoding) by the observation above, \( t_j \) can recover \( X_1 + X_2 \).

Note that if any of the conditions in the statement of Theorem 1 are violated then some terminal will be unable to compute \( X_1 + X_2 \). For example, if \( \text{max-flow}(s_1 - t_j) < 1 \) then any decoded signal \( Y \) at \( t_j \) will have \( H(Y|X_2) < 1 \) (as \( Y \) is solely a function of \( X_1 \) and \( X_2 \)). We conclude that \( Y \) cannot be \( X_1 + X_2 \).

Next, consider the class of networks with \( n \) sources and two terminals. The original proof of this result (obtained in [15]) was obtained via a series of graph-theoretic operations on the network. However, subsequently it was shown in [19] that this result follows in a simpler manner by using the idea of network reversibility. We state the result below.

**Theorem 2:** Consider a directed acyclic graph \( G = (V, E) \) with unit capacity edges, \( n \) source nodes \( s_1, s_2, \ldots, s_n \) and two terminal nodes \( t_1 \) and \( t_2 \) such that

\[
\text{max-flow}(s_i - t_j) \geq 1 \quad \text{for all } i = 1, \ldots, n \quad \text{and} \quad j = 1, 2.
\]

Assume that the source nodes observe independent unit-entropy sources \( X_i, i = 1, \ldots, n \). Then, there exists an assignment of coding vectors such that each terminal can recover the sum of the sources \( \sum_{i=1}^{n} X_i \).

**Proof.** Given a directed acyclic network \( G = (V, E) \), its reverse network \( G \) is defined as the network that has the
same set of vertices $V$, but the orientation of each edge is reversed. Moreover the sources in $G$ become terminals in $\hat{G}$ and the terminals in $G$ become the sources in $\hat{G}$. Reference [19] shows if the sum of sources in $G$ can be multicast to all the terminals (in $G$), the sum of sources in $\hat{G}$ can also be multicast to all the terminals (in $\hat{G}$). Our proof now follows from using reversibility and Theorem [1].

V. INSUFFICIENCY OF UNIT-CONNECTIVITY FOR 3-SOURCE/3-TERMINAL NETWORKS

In the discussion below we show an instance of a network with three sources and three terminals, with at least one path connecting each source terminal pair, in which the sum of sources cannot (under any network code) be transmitted (with zero error) to all three terminals. Consider the network shown in Figure [1] with three source nodes and three terminal nodes such that the source nodes observe unit entropy sources $X_1$, $X_2$ and $X_3$ that are also independent. All edges are unit capacity. As showed in Figure [1] the incoming edges into terminal $t_3$ contain the values $f(X_1, X_2)$ and $f'(X_2, X_3)$ where $f$ and $f'$ are some functions of the sources.

Suppose that $X_3 = 0$. This implies that $t_1$ should be able to recover $X_1 + X_2$ (that has entropy 1) from just $f(X_1, X_2)$. Moreover note that each edge is unit capacity. Therefore, the entropy of $f(X_1, X_2)$ also has to be 1, i.e., there exists a one-to-one mapping between the set of values that $f(X_1, X_2)$ takes and the values of $X_1$ and $X_2$. In a similar manner we can conclude that there exists a one-to-one mapping between the set of values that $f'(X_2, X_3)$ takes and the values of $X_2 + X_3$. At terminal $t_3$, there needs to exist some function $h(f(X_1, X_2), f'(X_2, X_3)) = \sum_{i=1}^{3} X_i$. By the previous observations, this also implies the existence of a function $h'(X_1 + X_2, X_2 + X_3)$ that equals $\sum_{i=1}^{3} X_i$. However, this is a contradiction. Consider the following sets of inputs: $X_1 = a$, $X_2 = 0$, $X_3 = c$ and $X_1' = a - b$, $X_2' = b$, $X_3' = c - b$. In both cases the inputs to the function $h'(\cdot, \cdot)$ are the same. However $\sum_{i=1}^{3} X_i = a + c$, while $\sum_{i=1}^{3} X_i' = a - b + c$, that are in general different. Therefore such a function $h'(\cdot, \cdot)$ cannot exist.

Note that we have presented the proof in the context of scalar nonlinear network codes. However, even if we consider vector sources along with vector network codes, the same idea of the proof can be used.

VI. CASE OF THREE SOURCES AND THREE TERMINALS

It is evident from the counter-example discussed in Section [V] that the characterization of the required resources for networks with three sources and three terminals is different from the cases discussed in Section [IV]. In this section, we show that as long as each source is connected by two edge disjoint paths to each terminal, the terminals can recover the sum. We present efficient linear encoding schemes, i.e., linear codes that can be found in time polynomial in the number of nodes, that allow communication in this case. The main result of this section can be summarized as follows.

Theorem 3: Let $G = (V, E)$ be a directed acyclic network with three sources $s_1, s_2, s_3$ and three terminals $t_1, t_2, t_3$. Let $X_i$ be the (unit entropy) information present at source $s_i$. If there exist two edge disjoint paths between each source/terminal pair, then there exists a network coding scheme in which the sum $X_1 + X_2 + X_3$ is obtained at each terminal $t_j$. Moreover, such a network code can be found efficiently.

Remark 1: Our example in Section [V] shows that a single path between each $s_i - t_j$ pair does not suffice. At the other extreme, if there are three edge-disjoint paths between each $s_i - t_j$ pair, then one can actually multicast $X_1, X_2$ and $X_3$ to each terminal [3]. Our results show that two edge disjoint paths between each source terminal pair are sufficient for multicasting sums.

We start by giving an overview of our proof. Our approach for determining the desired network code has three steps. In the first step, we turn our graph $G$ into a graph $\hat{G} = (\hat{V}, \hat{E})$ in which each internal node $v \in \hat{V}$ is of total degree (in-degree + out-degree) at most three. We refer to such graphs as structured graphs. Our efficient reduction follows that appearing in [24], and has the following properties: (a) $\hat{G}$ is acyclic. (b) For every source (terminal) in $\hat{G}$ there is a corresponding source (terminal) in $G$. (c) For any two edge disjoint paths $P_1$ and $P_2$ connecting a source terminal pair in $\hat{G}$, there exist two vertex disjoint paths in $\hat{G}$ connecting the corresponding source terminal pair. Here and throughout we say two paths between a source terminal pair are vertex disjoint even though they share their first and last vertices (i.e., the source and terminal at hand). (d) Any feasible network coding solution in $\hat{G}$ can be efficiently turned into a feasible network coding solution in $G$. We note that the same reduction has facilitated a study of three-source, three-terminal multiple unicast networks [25], [26].

It is not hard to verify that proving Theorem [3] on structured graphs implies a proof for general graphs $G$ as well. Indeed, given a network $G$ satisfying the requirements of Theorem [3] construct the corresponding network $\hat{G}$. By the properties above, $\hat{G}$ also satisfies the requirements of Theorem [3].
ing Theorem 3 is proven for structured graphs $G$, we conclude the existence of a feasible network code in $G$. Finally, this network code can be converted (by property (d) above) into a feasible network code for $G$ as desired. The mapping between $G$ and $\hat{G}$ is presented in detail in [24]. For notational reasons, from this point on in the discussion we will assume that our input graph $G$ is structured — which is now clear to be w.l.o.g.

In the second step of our proof, we give edges and vertices in the graph $G$ certain labels depending on the combinatorial structure of $G$. This step can be viewed as a decomposition of the graph $G$ (both the vertex set and the edge set) into certain class sets that will play a major role in our analysis. The decomposition of $G$ is given in detail in Section VI-A.

Finally, in the third and final step of our proof, using the labeling above we perform a case analysis for the proof of Theorem 3. Namely, based on the terminology set in Section VI-A, we identify several scenarios, and prove Theorem 3 assuming they hold. As the different scenarios we consider will cover all possible ones, we will conclude our proof. Our detailed case analysis is given in Section VI-B and Section VII.

A. Graph decomposition

As justified in our previous discussions, we assume throughout that any internal vertex in $V$ (namely, any vertex which is neither a source or a sink) has total degree at most 3. Moreover, we assume $G$ satisfies the connectivity requirements specified in Theorem 3.

We start by labeling the vertices of $G$. A vertex $v \in V$ is labeled by a pair $(c_v, d_v)$ specifying how many sources (terminals) it is connected to. Specifically, $c_v$ equals the number of sources $s_i$ for which there exists a path connecting $s_i$ and $v$ in $G$. Similarly, $d_v$ equals the number of terminals $t_j$ for which there exists a path connecting $v$ and $t_j$ in $G$. For example, any source is labeled by the pair $(1,3)$, and any terminal by the pair $(3,1)$. An internal vertex $v$ labeled $(1,1)$ is connected to a single terminal only. This implies that any information leaving $v$ will reach at most a single terminal.

B. Case analysis

Our proof methodology involves a classification of networks based on the node labeling procedure presented above. For each class of networks we shall argue that each terminal can compute the sum of the sources $(X_1 + X_2 + X_3)$. Our proof shall be constructive, i.e., it can be interpreted as an algorithm for finding the network code that allows each terminal to recover $(X_1 + X_2 + X_3)$.

1) Case 0: There exists a node of type $(3,3)$ in $G$. Suppose node $v$ is of type $(3,3)$. This implies that there exist $path(s_i - v)$, for $i = 1, \ldots, 3$ and $path(v - t_j)$, for $j = 1, \ldots, 3$. Consider the subgraph induced by these paths and color each edge on $\cup_{i=1}^{3} path(s_i - v)$ red and each edge on $\cup_{j=1}^{3} path(v - t_j)$ blue. We claim that as $G$ is acyclic, at the end of this procedure each edge gets only one color. To see this suppose that a red edge is also colored blue. This implies that it lies on a path from a source to $v$ and a path from $v$ to a terminal, i.e. its existence implies a directed cycle in the graph.

Now, we can find an inverted tree that is a subset of the red edges directed into $v$ and similarly a tree rooted at $v$ with $t_1, t_2$ and $t_3$ as leaves using the blue edges. Finally, we can compute $(X_1 + X_2 + X_3)$ at $v$ over the red tree and multicast it to $t_1, t_2$ and $t_3$ over the blue subgraph. More specifically, one may use an encoding scheme in which internal nodes of the red tree receiving $Y_1$ and $Y_2$ send on their outgoing edge the sum $Y_1 + Y_2$.

2) Case 1: There exists a node of type $(2,3)$ in $G$. Note that it is sufficient to consider the case when there does not exist a node of type $(3,3)$ in $G$. We shall show that this case is equivalent to a two sources, three terminals problem. W.l.o.g. we suppose that there exists a $(2,3)$ node $v$ that is connected to $s_2$ and $s_3$. We color the edges on $path(s_2 - v)$ and $path(s_3 - v)$ blue. Next, consider the set of paths $\cup_{i=1}^{3} path(s_1 - t_i)$. We claim that these paths do not have any intersection with the blue subgraph. This is because the existence of such an intersection would imply that there exists a path between $s_1$ and $v$ which in turn implies that $v$ would be a $(3,3)$ node. We can now compute $(X_2 + X_3)$ at $v$ by finding a tree consisting of blue edges that are directed into $v$. Suppose that the blue edges are removed from $G$ to obtain a graph $G'$. Since $G$ is directed acyclic, we have that there still exists a path from $v$ to each terminal after the removal. Now, note that (a) $G'$ is a graph such that there exists at least one path from $s_i$ to each terminal and at least one path from $v$ to each terminal, and (b) $v$ can be considered as a source that contains $(X_2 + X_3)$. Now, $G'$ satisfies the condition given in Theorem 1 (which addresses the two sources version of the problem at hand), therefore we are done.

3) Case 2: There exists a node of type $(3,2)$ in $G$. As before it suffices to consider the case when there do not exist any $(3,3)$ or $(2,3)$ nodes in the graph. Suppose that there exists a $(3,2)$ node $v$ and w.l.o.g. assume that it is connected to $t_1$ and $t_2$. We consider the subgraph $G'$ induced by the union of the following sets of paths

1) $\cup_{i=1}^{3} path(s_i - v)$,
2) $\cup_{i=1}^{2} path(v - t_i)$, and
3) $\cup_{i=1}^{3} path(s_i - t)$.

Note that as argued previously, a subset of edges of $\cup_{i=1}^{3} path(s_i - v)$ can be found so that they form a tree directed into $v$. For the purposes of this proof, we will assume that this has already been done, i.e., the graph $\cup_{i=1}^{3} path(s_i - v)$ is a tree directed into $v$.

The basic idea of the proof is to show that the paths from the sources to terminal $t_3$, i.e., $\cup_{i=1}^{3} path(s_i - t_3)$ are such that their overlap with the other paths is very limited. Thus, the entire graph can be decomposed into two parts, one over which the sum is transmitted to $t_1$ and $t_2$ and another over which the sum is transmitted to $t_3$.

Towards this end, note that $path(s_1 - t_3)$ cannot have an intersection with either $path(s_2 - v)$ or $path(s_3 - v)$, for if such an intersection occurred at a node $v'$, then $v'$ would be a node of type $(2,3)$ contradicting our assumption. Likewise, it can be noted that (a) $path(s_2 - t_3)$ cannot have an intersection with either $path(s_1 - v)$ or $path(s_3 - v)$, and (b) $path(s_3 - t_3)$ cannot have an intersection with either $path(s_1 - v)$ or $path(s_2 - v)$. In a similar manner, we observe that the paths
path(s₁ - t₃), path(s₂ - t₃) and path(s₃ - t₃) cannot have an intersection with either path(v - t₁) or path(v - t₂) as this would imply that v is a (3,3) node contradicting our assumption.

We now discuss the coding solution on G'. Let vᵢ be the node closest to v that belongs to both path(sᵢ - v) and path(sᵢ - t₃) (notice that vᵢ may equal sᵢ but it cannot equal v). On the paths path(sᵢ - vᵢ) send Xᵢ. On the paths path(vᵢ - v) send information that will allow v to obtain X₁ + X₂ + X₃. This can be easily done, as these (latter) paths form a tree into v. Namely, one may use an encoding scheme in which internal nodes receiving Y₁ and Y₂ send on their outgoing edge the sum Y₁ + Y₂. By the discussion above (and the fact that G' is acyclic) it holds that the information flowing on edges e in path(vᵢ - t₃), i = 1, ..., 3 has not been specified by the encoding defined above. Thus, one may send information on the paths path(vᵢ - t₃) that will allow t₃ to obtain X₁ + X₂ + X₃. Here we assume the paths path(vᵢ - t₃) form a tree into t₃, if this is not the case we may find a subset of edges in these paths with this property. Once more, by the discussion above (and the fact that G' is acyclic) it holds that the information flowing on edges e in the paths path(v - t₁) and path(v - t₂) has not been specified (by the encodings above). On these edges we may transmit the sum X₁ + X₂ + X₃ present at v.

4) Case 3: There do not exist (3,3), (2,3) and (3,2) nodes in G. Note that thus far we have not utilized the fact that there exist two edge-disjoint paths from each source to each terminal in G. In previous cases, the problem structure that has emerged due to the node labeling, allowed us to communicate (X₁ + X₂ + X₃) by using just one path between each sᵢ - tⱼ pair. However, for the case at hand we will indeed need to use the fact that there exist two paths between each sᵢ - tⱼ pair. As we will see, this significantly complicates the analysis, and we present it in the upcoming section.

The following definitions are required for this case. An edge e = (u, v) for which v is labeled (·, 1) will be referred to as a terminal edge. Namely, any information flowing on e can reach at most a single terminal. If this terminal is tⱼ then we will say that e is a tⱼ-edge. Clearly, the set of t₁-edges is disjoint from the set of t₂-edges (and similarly for any pair of terminals). An edge which is not a terminal edge will be referred to as a remaining edge or an r-edge for short.

Note that there exists an ordering of edges in E in which any r-edge comes before any terminal edge, and in addition there is no path from a terminal edge to an r-edge. This is obtained by an appropriate topological order in G. Moreover, for any terminal tⱼ, the set of tⱼ-edges form a connected subgraph of G with tⱼ as its sink. To see this note that by definition each tⱼ-edge is connected to tⱼ and all the edges on a path between e and tⱼ are tⱼ-edges. Finally, the head of an r-edge is either of type (·, 2) or (·, 3) (as otherwise it would be a terminal edge).

For each terminal tⱼ we define a set of vertices referred to as the leaf set Lⱼ of tⱼ.

**Definition 2:** Leaf set of a terminal. The leaf set of terminal tⱼ is the set of nodes of in-degree 0 in the subgraph consisting of tⱼ-edges.

We note that a source node can be a leaf node for a given terminal.

VII. ANALYSIS OF CASE 3

Note that the node labeling procedure presented above assigns a label (cᵢ(v), cⱼ(v)) to a node v where cᵢ(v) (cⱼ(v)) is the number of sources (terminals) that v is connected to. This labeling ignores the actual identity of the sources and terminals that have connections to v. It turns out that we need to use an additional, somewhat finer notion of node connectivity when we want to analyze case 3. We emphasize that throughout this section, we still operate under the assumption the graph is structured (cf. reduction discussed in Section VI).

Towards this end, for case 3 (i.e., in a graph G without (3,3), (2,3) and (3,2) nodes) we introduce the notion of the source-terminal label (or st-label for short) of a node. For each (2,2) node in G, the st-label of the node is defined as the 4-tuple of sources and terminals it is connected to, e.g., if v is connected to sources s₁ and s₂ and terminals t₁ and t₂, then its st-label, denoted st-lab(v) is (s₁, s₂, t₁, t₂). We shall also say that the source label of v is (s₁, s₂) and the terminal label of v is (t₁, t₂). The following claim is immediate.

**Claim 1:** If there is a (2,2) node v in G of st-label, st-lab(v), then each terminal in the terminal label of v has at least one leaf with st-label st-lab(v). For example, if st-lab(v) = (s₁, s₂, t₁, t₂), then both t₁ and t₂ have leaves with st-label (s₁, s₂, t₁, t₂).

**Proof:** W.l.o.g, let st-lab(v) = (s₁, s₂, t₁, t₂). This implies that there exists a path P between v and t₁. Let ℓ be a leaf of t₁ on P. It follows directly from the definition of a leaf that ℓ is the last node on P with terminal label at least 2, namely c₁(ℓ) ≥ 2. Namely, if c₁(ℓ) = 1 then the incoming link of ℓ on P would be a t₁-edge (contradicting the assumption that ℓ is a leaf). Moreover, c₁(ℓ) is exactly 2 and no larger as otherwise c₁(v) would also be greater than 2 contradicting our assumptions in the claim. This implies that the terminal label of ℓ is exactly (t₁, t₂). As ℓ is downstream of v it holds that c₁(ℓ) ≥ c₁(v) = 2. Here also, it holds that c₁(ℓ) is exactly 2, otherwise ℓ would be a (3,2) node (contradicting our assumption for case 3). This implies that the source label of ℓ is (s₁, s₂). Therefore, t₁ has a leaf of label (s₁, s₂, t₁, t₂). A similar argument holds for t₂. □

The notion of an st-label is useful for the set of graphs under case 3, since we can show that there can never be an edge between nodes of different st-labels.

**Claim 2:** Consider a graph G, with sources, sᵢ, i = 1, ..., 3, and terminals tⱼ, j = 1, ..., 3, such that it does not have any (3,3), (2,3) or (3,2) nodes. There does not exist an edge between (2,2) nodes of different st-labels in G.

**Proof:** Assume otherwise and consider two (2,2) nodes v₁ and v₂ such that st-lab(v₁) ≠ st-lab(v₂), for which there is an edge (v₁, v₂) in G. Note that if the source labels of st-lab(v₁) and st-lab(v₂) are different, then v₂ has to be a (3,2) node, which is a contradiction. Likewise, if the terminal labels of st-lab(v₁) and st-lab(v₂) are different, then v₁ has to be a (2,3) node, which is also a contradiction. □

Claim 2 implies that we are free to assign any coding coefficients on a subgraph induced by nodes of one st-label,
without having to worry about the effect of this on another subgraph induced by nodes of a different st-labels (simply because there is no such effect).

Our approach is as follows. We divide the set of graphs under case 3, into various classes, depending on the number of distinct st-labels that exist in the graph. It turns out that as long as the number of st-labels in the graph is not 2, i.e., either 0,1 or 3 and higher, there is a simple argument which shows that each terminal can be satisfied. The argument in the case of two distinct st-labels is a bit more involved and is developed separately. It can be shown that our counter-example in Section III is a case where there are two st-labels. Note however, that in our counter-example there are certain \( s_i - t_j \) pairs that have only one path between them (and thus the sum \( X_1 + X_2 + X_3 \) cannot be computed at all terminals).

Claim 3: Consider the subgraph induced by the vertices with a certain st-label, w.l.o.g. \((s_1, s_2, t_1, t_2)\) in \(G\), denoted by \(G_{(s_1, s_2, t_1, t_2)}\). There exists an assignment of encoding vectors over \(G_{(s_1, s_2, t_1, t_2)}\), such that any (unit entropy) function of the sources \(X_1\) and \(X_2\) can be multicastricat to all nodes in \(G_{(s_1, s_2, t_1, t_2)}\). Moreover, such encoding vector assignments can be done independently over subgraphs of different st-labels.

Proof: Note that we are working with directed acyclic graphs. Thus, there is a node \(v^*\) in \(G_{(s_1, s_2, t_1, t_2)}\), such that it has no incoming edges in \(G_{(s_1, s_2, t_1, t_2)}\). Next, note that the path from \(s_1\) to \(v^*\) has no intersection with a path from \(s_2\) or \(s_3\). To see this, suppose that there was such an intersection at node \(v'\). If there is a path from \(s_3\) to \(v'\), then \(v^*\) is a \((3,2)\) node (which contradicts the assumption that \(v^*\) is a \((2,2)\) node). If there is a path from \(s_2\) to \(v'\), then \(v^*\) and the remaining vertices connecting \(v'\) to \(v^*\) on the path from \(s_1\) to \(v^*\) have st-label \((s_1, s_2, t_1, t_2)\). Contradicting the fact that \(v^*\) has no incoming edges in \(G_{(s_1, s_2, t_1, t_2)}\). Likewise, we see that the path from \(s_2\) to \(v^*\) has no intersection with a path from \(s_1\) or \(s_3\).

Therefore, the path from \(s_1\) to \(v^*\) carries \(X_1\) exclusively, and likewise for the path from \(s_2\) to \(v^*\). Thus, \(v^*\) can obtain both \(X_1\) and \(X_2\) and can compute any (unit entropy) function of them. Moreover, \(v^*\) can transmit this function to all nodes of \(G_{(s_1, s_2, t_1, t_2)}\) downstream of \(v^*\). As the argument above can be repeated for any node \(v^*\) of in-degree 0 in \(G_{(s_1, s_2, t_1, t_2)}\) it follows that all nodes of \(G_{(s_1, s_2, t_1, t_2)}\) can obtain the desired function of \(X_1\) and \(X_2\).

Finally, we note that the encoding functions assigned to edges in subgraphs of different st-labels can be done independently, since there does not exist any edge between nodes of different st-labels (from Claim 2), and all \((1,\cdot)\) edges use the same encoding scheme regardless of the st-label at hand.

Lemma 1: Consider a graph \(G\), with sources, \(s_i, i = 1, \ldots, 3\), and terminals \(t_j, j = 1, \ldots, 3\), such that (a) it does not have any \((3,3)\), \((2,3)\) or \((3,2)\) nodes, and (b) there exists at least one \(s_i - t_j\) path for all \(i, j\). Consider the set of all \((2,2)\) nodes in \(G\) and their corresponding st-labels. If there exist no st-labels, exactly one st-label or at least three distinct st-labels in \(G\), then there exists a set of coding vectors such that each terminal can recover \(\sum_{i=1}^{3} X_i\).

Proof: Note that all leaves in \(G\) are of type \((1,2), (1,3)\) or \((2,2)\). This implies that any terminal \(t_j\) that does not have a \((2,2)\) leaf with source st-label including \(s_i\), must have a \((1,\cdot)\) leaf (i.e., a leaf connected to a single source) at which \(X_i\) can be recovered, for instance by simply forwarding the source information along the path to the leaf. We refer to such leaves as singleton \(X_i\) leaves. The above follows directly by the connectivity assumption (b) stated in the Lemma. Recall that in Section III we presented the network coding model as one where each symbol flowing on an edge is from a field of size \(q\). In cases 2 and 3 in the analysis below, we assume that the characteristic of the field of operation is > 2. This can for instance be done by choosing \(q = 3\).

(i) Case 0. There are no st-labels in \(G\).

This implies that there are no \((2,2)\) nodes in \(G\) and thus all terminals \(t_j\) have distinct leaves holding \(X_{1,3}\). \(X_2\), and \(X_3\) respectively. It suffices to design a simple code on the paths from those leaves to \(t_j\) which enables \(t_j\) to recover the sum \(X_1 + X_2 + X_3\).

(i) Case 1. There is only one st-label in \(G\).

In this case perform greedy encoding (cf. Definition I) on the r-edges. We show that each terminal can recover \(\sum_{i=1}^{3} X_i\) from the content of its leaves. W.l.o.g. suppose that the st-label is \((s_1, s_2, t_1, t_2)\). Using Claim 3 this means that both \(t_1\) and \(t_2\) have leaves of this st-label. The greedy encoding implies that \(t_1\) and \(t_2\) can obtain \(X_1 + X_2\) from the corresponding leaves. Moreover, both \(t_1\) and \(t_2\) have a singleton leaf containing \(X_3\), because of the connectivity requirements. Therefore, they can compute \(\sum_{i=1}^{3} X_i\). The terminal \(t_3\) has only singleton leaves, such that there exists at least one \(X_1, X_2\) and \(X_3\) leaf. Thus it can compute their sum.

(ii) Case 2. There exist exactly three distinct st-labels in \(G\).

It is useful to introduce an auxiliary bipartite graph that denotes the existence of the st-labels at the leaves of the different terminals. This bipartite graph denoted \(G_{aux}\) is constructed as follows. There are three nodes \(t_i', i = 1, \ldots, 3\) that denote the terminals on one side and three nodes \(c_i', i = 1, \ldots, 3\) that denote the st-labels on the other side. If the st-label \(c_i'\) has \(t_j\) in its support, then there is an edge between \(c_i'\) and \(t_j\), i.e., \(t_j\) has a leaf of st-label \(c_i'\). See Figure 2. The following properties of \(G_{aux}\) are immediate.

- Each \(c_i'\) has degree-2.
- Each \(t_i'\) has degree at most 3 (as there are 3 distinct st-labels).
Multiple edges between nodes are disallowed.

Note that there are exactly three possible source st-labels \((s_1, s_2), (s_2, s_3)\), and \((s_3, s_1)\) and three possible terminal st-labels \((t_1, t_2), (t_2, t_3)\), and \((t_3, t_1)\). We now perform a case analysis depending upon the degree sequence of nodes \(t'_i, j = 1, \ldots, 3\) in \(G_{aux}\). The degree sequence is specified by a 3-tuple, where we note that the sum of the entries has to be 6.

(a) The degree sequence is a permutation of \((0, 3, 3)\).

This only happens if the terminal label of all st-labels, \(c'_i\), \(i = 1, \ldots, 3\) is the same and in turn implies that the source label of each st-label is distinct, i.e., the source st-labels include \((s_1, s_2)\), \((s_2, s_3)\), and \((s_3, s_1)\). In this case, greedy encoding (cf. Definition 1) works for the two terminals in the st-label support. This is because each terminal will obtain \(X_1 + X_2\), \(X_2 + X_3\) and \(X_1 + X_3\) at its leaves (using Claims 1 and 2) from which the terminal can compute \(\sum_{i=1}^{3} X_i\). The remaining terminal is not connected to any \((2, 2)\) leaf, which implies that all its leaves contain singleton values, from which it can compute \(\sum_{i=1}^{3} X_i\).

(b) The degree sequence is \((2, 2, 2)\).

This only happens if all the terminal labels of the st-labels are distinct, i.e., the terminal labels are \((t_1, t_2)\), \((t_2, t_3)\), and \((t_1, t_3)\). Now consider the possibilities for the source labels.

If there is only one source label, then greedy encoding ensures that the sum of exactly two of the sources reaches each terminal. The connectivity condition guarantees that the remaining source is available as a singleton at a leaf of each terminal. Therefore we are done.

If there are exactly two distinct source st-labels, then we argue as follows (see Figure 2). On the subgraphs induced by the st-labels with the same source label, perform greedy encoding. On the remaining subgraph, propagate the remaining useful source. We illustrate this with an example that is w.l.o.g. Suppose that the st-labels are \((s_1, s_2, t_1, t_2)\), \((s_1, s_2, t_1, t_2)\), and \((s_2, s_3, t_1, t_3)\). We perform greedy encoding on the subgraphs of the first two st-labels, and only propagate \(X_3\) on the subgraph of the third st-label. As shown in Figure 2 this means that terminals \(t_1\) and \(t_3\) are satisfied. Note that the connectivity condition dictates that \(t_2\) has to have a leaf that has a singleton \(X_3\), therefore it is satisfied as well.

Finally, suppose that there are three distinct source st-labels. In this case we use the encoding specified in Table I on the subgraphs of each source st-label. It is clear on inspection that \(\sum_{i=1}^{3} X_i\) can be recovered from any two of the received values (as from any two of the linear combinations stated, one can deduce the sum \(X_1 + X_2 + X_3\).

(c) The degree sequence is a permutation of \((1, 2, 3)\).

In this case (see Figure 3), the degree sequence dictates that there have to be two terminals that share two st-labels (namely, two terminals that together appear in two different st-labels). This implies that the source label of those st-labels has to be different. For the subgraphs induced by these st-labels, we use the encoding proposed in Table I. For the subgraph induced by the remaining st-label, we perform greedy encoding. For example, suppose that the st-labels are \((s_1, s_2, t_1, t_2)\), \((s_2, s_3, t_1, t_2)\), and \((s_3, s_1, t_1, t_3)\). As shown in Figure 3 \(t_1\) and \(t_2\) are clearly satisfied (even without using the information from st-label \((s_2, s_3, t_1, t_3)\)). Terminal \(t_3\) has to have a singleton leaf containing \(X_1\) by the connectivity condition and is therefore satisfied.

Together, these arguments establish that in the case when there are three st-labels, all terminals can be satisfied.

(ii) Case 3. There exist more than three distinct st-labels in \(G\).

Note that if there are at least four st-labels in \(G\), then (a) there are two st-labels with the same terminal label, since there are exactly three possible terminal labels, and (b) for the st-labels with the same terminal labels, the source labels necessarily have to be different. Our strategy is as follows. For the terminals that share two st-labels, use the encoding proposed in Table I. If the remaining terminal has access to only one source st-label, then use greedy encoding and note that this terminal has to have a singleton leaf. If it has access to at least two source st-labels, simply use the encoding in Table I for it as well.

It remains to develop the argument in the case when there are exactly two distinct st-labels in \(G\). For this we need to explicitly use the fact that there are two edge-disjoint paths between each \(s_i - t_j\) pair.

**Lemma 2:** Consider a graph \(G\), with sources, \(s_i, i = 1, \ldots, 3\), and terminals \(t_j, j = 1, \ldots, 3\), such that (a) it does

---

**Table I**

| Source st-label | Encoding |
|-----------------|----------|
| \((s_1, s_2)\)  | \(2X_1 + X_2\) |
| \((s_2, s_3)\)  | \(X_2 + 2X_3\) |
| \((s_1, s_3)\)  | \(X_1 - X_3\) |

---

---
not have any \((3,3), (2,3)\) or \((3,2)\) nodes, and (b) there exist at least two \(s_i - t_j\) paths for all \(i\) and \(j\). Consider the set of all \((2,2)\) nodes in \(G\) and their corresponding \(st\)-labels. If there exist exactly two distinct \(st\)-labels in \(G\), then there exists a set of coding vectors such that each terminal can recover \(\sum_{i=1}^{3} X_i\).

**Proof:** As in the proof of Lemma 1, we argue based on the content of the leaves of the terminals. Suppose that the auxiliary bipartite graph \(G_{aux}\) is formed. If both the \(st\)-labels have the same terminal label (see Figure 4 for an example), then it is clear that the encoding in Table I on the subgraphs induced by the \(st\)-labels suffices for the corresponding terminals. The third terminal has singleton leaves corresponding to each source and can compute \(\sum_{i=1}^{3} X_i\).

Another possibility is that the terminal labels of the \(st\)-labels are different, but the source labels are the same. It should be clear that this case can be handled by greedy encoding on the \(st\)-labels.

The situation is more complicated when the terminal and source labels of the \(st\)-labels are different, see for example Figure 5. In the case depicted, greedy encoding does not work since it satisfies \(t_1\) and \(t_3\) but not \(t_2\). W.l.o.g., we assume that the \(st\)-labels are \((s_1, s_2, t_1, t_2)\) and \((s_2, s_3, t_2, t_3)\). Now, we know that there exist two vertex-disjoint paths between \(s_1\) (a similar argument can be made for \(s_3\)) and \(t_2\). Each of these paths has a leaf for \(t_2\). If one of the leaves is a \((1,\cdot)\) leaf that contains a singleton \(X_1\), then performing greedy encoding on the two \(st\)-labels works since \(t_2\) obtains \(X_1 + X_2\), \(X_1\) and \(X_2 + X_3\) and the other terminals will obtain singleton leaves that satisfy their demand. Likewise, if there is a singleton leaf containing \(X_3\) on the vertex disjoint paths from \(s_3\) to \(t_2\), then greedy encoding works.

Thus, the corresponding leaves of \(t_2\) must be of type \((2,2)\). This implies that there are at least four distinct leaves of \(t_2\) of type \((2,2)\), two of \(st\)-label \((s_1, s_2, t_1, t_2)\) and two of \(st\)-label \((s_2, s_3, t_2, t_3)\). Our proof is concluded by the following claims.

Consider the subgraph induced by nodes labeled by one of the \(st\)-labels above, w.l.o.g. \((s_1, s_2, t_1, t_2)\), in \(G\) together with the \((1,\cdot)\) nodes connected to either \(s_1\) or \(s_2\) in \(G\). Denote this subgraph by \(G'\). Consider a random linear network code on the nodes of \(G'\) (namely, each node outputs a random linear combination of its incoming information over the underlying finite field of size \(q\)). Let \(q = 2^m\). We show, with high probability (given \(m\) is large enough), that such a code allows both \(t_1\) and \(t_2\) to receive two linearly independent combinations of \(X_1\) and \(X_2\) at their leaves. An analogous argument also holds for \(t_2\) and \(t_3\) when considering the \(st\)-label \((s_2, s_3, t_2, t_3)\) and the information \(X_2\) and \(X_3\). This suffices to conclude our assertion. Our proof is based on the following two claims.

**Claim 4:** Let \(u\) be any leaf in \(G'\). Let \(U = \alpha X_1 + \beta X_2\) be the incoming information of \(u\). With probability \((1 - 2^{-m+1})^{|V|}\) both \(\alpha\) and \(\beta\) are not zero.

**Proof:** Denote by \(C = \{c_i\}\) the multiset of coefficients used in the random linear network code on \(G'\). Namely, each \(c_i\) is uniformly distributed in \(GF(2^m)\), and the information on each edge \(e\) is a linear combination of its incoming information using coefficients from \(C\) (each coefficient in \(C\) is used only once).

It is not hard to verify that \(\alpha\) is a multivariate polynomial in the variables in \(C\) of total degree \(\ell\), where \(\ell\) is the length of the longest path between \(s_i\) and \(u\) (here \(i = 1, 2\)). Namely, \(\ell \leq n = |V|\). Moreover, each variable \(c_i\) in \(\alpha\) is of degree at most 1. As \(u\) is a \((2,2)\) leaf and is connected to \(s_1\), there is a setting for the variables in \(C\) such that \(\alpha \neq 0\) (consider for example setting the values of variables in \(C\) to match the greedy encoding function discussed previously). Thus, \(\alpha\) is not the zero polynomial. We conclude, using Lemma 4 of [4], that \(\alpha\) obtains that value 0 with probability at most \(1 - (1 - 2^{-m})^n\) (over the choice of the values of variables in \(C\)). (We note that Lemma 4 of [4] is a slightly refined version of the Schwartz-Zippel lemma.) The same analysis holds for \(\beta\). Finally, to study the probability that either \(\alpha\) or \(\beta\) are zero we study the polynomial \(\alpha \cdot \beta\), of total degree \(2\ell\), where each variable \(c_i\) in \(\alpha \cdot \beta\) is of degree at most 2. Our assertion now follows from Lemma 4 of [4].

**Claim 5:** Consider the terminal \(t_2\) and its two edge disjoint paths from \(s_1\) denoted \(P_1\) and \(P_2\). Let \(u_1\) and \(u_2\) be the corresponding leaves on paths \(P_1\) and \(P_2\). Let \(U_1 = \alpha_1 X_1 + \beta_1 X_2\) be the incoming information of \(u_1\), and \(U_2 = \alpha_2 X_1 + \beta_2 X_2\) the incoming information of \(u_2\). With probability \((1 - 2^{-m+1})^n\) the vectors \(\{(\alpha_i, \beta_i)\}_{i=1,2}\) are independent.

**Proof:** We first note that, as the leaves of \(t_2\) are of type \((2,2)\) and as both \(u_1\) and \(u_2\) are connected to \(s_1\) it holds that both \(u_1\) and \(u_2\) are of \(st\)-label \((s_1, s_2, t_1, t_2)\) and in \(G'\). Our proof now follows the line of proof given in Claim 4. Namely, let \(C = \{c_i\}\) be the multiset of coefficients used in the random linear network code on \(G'\). As before, \(\alpha_1, \alpha_2, \beta_1\) and \(\beta_2\) are multivariate polynomials in the variables in \(C\). To study the
independence between \( U_1 \) and \( U_2 \) we study the determinant \( \Gamma \) of the \( 2 \times 2 \) matrix with rows \((\alpha_1, \beta_1)\), and \((\alpha_2, \beta_2)\). The determinant \( \Gamma \) is of total degree \( 2\ell \), where each variable \( \epsilon_i \) in \( \Gamma \) is of degree at most 2. So to conclude our assertion (via Lemma 4 of \([3]\)) it suffices to prove that \( \Gamma \) is not the zero polynomial.

To this end, we present an encoding function (a setting of assignments for the variables in \( C \)) for which \( \Gamma \) will be 1. Consider the two disjoint paths connecting \( s_1 \) and terminal \( t_2 \) (denoted as \( P_1 \) and \( P_2 \)). Recall that \( u_1 \) and \( u_2 \) are the corresponding leaves of \( st\)-label \((s_1, s_2, t_1, t_2)\), where \( u_i \in P_i \). Let \( v \) be the vertex closest to \( s_1 \) on these paths that is connected to \( s_2 \) (ties broken arbitrarily), assume w.l.o.g. that \( v \in P_2 \). Let \( P_3 \) be the path connecting \( s_2 \) and \( v \). Consider the subgraph \( H \) of \( G' \) consisting of the paths \( P_1, P_2 \) and \( P_3 \). Using the edges of \( H \) alone, one can design a routing scheme such that \( u_1 \) will receive the information \( X_1 \) and \( u_2 \) the information \( X_2 \). This will imply that \((\alpha_1, \beta_1) = (1, 0), (\alpha_2, \beta_2) = (0, 1)\), and \( \Gamma = 1 \). Indeed, just forward \( X_1 \) on \( P_1 \) and forward \( X_2 \) on \( P_3 \) until it reaches \( v \) and then from \( v \) to \( u_2 \) on \( P_2 \).

We are now ready to complete the proof of Lemma 2 for the case that \( t_2 \) has 4 type \((2, 2)\) leaves. Namely, we show that in this case Claims 4 and 5 allow sum communication when random linear network coding is applied over the network. We start with terminal \( t_2 \). By Claim 5 with high probability \( t_2 \) will obtain two linearly independent linear combination of \( X_1 \) and \( X_2 \) on two of its leaves and two linearly independent linear combination of \( X_2 \) and \( X_3 \) on the other pair of leaves. This will now allow \( t_2 \) to obtain the summation \( X_1 + X_2 + X_3 \) by an appropriate encoding over the reversed tree of \( t_2 \)-edges in \( G \).

Next, we address terminal \( t_1 \). Consider its two edge disjoint paths from \( s_1 \) denoted \( P_1 \) and \( P_2 \). Let \( u_1 \) and \( u_2 \) be the corresponding leaves on paths \( P_1 \) and \( P_2 \) (to simplify notation we use the same notation as previously used for \( t_2 \)). Here, we consider two cases, if both \( u_1 \) and \( u_2 \) are \((2, 2)\) nodes, then by Claim 5 we are done (with high probability), as in the analysis of terminal \( t_2 \) above. Namely, with high probability (given \( m \) large enough) \( t_1 \) will receive two linearly independent combinations of \( X_1 \) and \( X_2 \) at \( u_1 \) and \( u_2 \). Otherwise, \( t_1 \) has at least one singleton leaf with \( X_1 \) exclusively. Denote this leaf as \( v_1 \). Notice that \( t_1 \) must have at least a single \((2, 2)\) leaf (by Claim 4) denote this leaf by \( v_2 \). Finally, by Claim 4 it holds that with high probability the information present at \( v_1 \) and at \( v_2 \) is independent.

To conclude, notice that the discussion above (when applied symmetrically for \( t_2 \) and the \( st\)-label \((s_2, s_3, t_2, t_3)\)) implies that all terminals are able to obtain the desired sum \( X_1 + X_2 + X_3 \) (by an appropriate setting of the encoding functions on their \((1, 1)\) edges).

VIII. DISCUSSION AND FUTURE WORK

In this work, we have introduced the problem of multicasting the sum of sources over a network. We have shown that in networks with unit capacity edges, and unit-entropy sources, with at most two sources or two terminals, the sum can be recovered at the terminals, as long as there exists a path between each source-terminal pair. Furthermore, we demonstrate that this characterization does not hold for three sources \((3s)/three terminal (3t)\) networks. For the \(3s/3t\) case we show that if each source terminal pair is connected by at least two edge disjoint paths, sum recovery is possible at the terminals. In each of these cases we present efficient network code assignment algorithms.

Several questions remain open, that we discuss below.

- As our techniques do not seem to extend to the case of a higher number of sources and terminals, at present, the case of \(|S| > 3\) and \(|T| > 3\) is completely open.
- In our problem formulation, we have considered unit-entropy sources over unit-capacity networks. However, in general, one could consider sources of arbitrary entropies, by considering vector-sources (as considered in \([20]\)), and requiring the terminals to recover a vector that contains component-wise function evaluations. This version of the problem is also open for the most part. In fact, in this case even our characterization for \(|S| = 2\) does not hold. For example, consider the two-sources, two-terms network shown in Figure 6, where each edge is of unit-entropy. Each source node observes a source of entropy two, that is denoted by a vector of length two. The terminals need to recover the vector sum.

In this network there are two sources, and based on our result in Section IV it is natural to conjecture that if max-flow \((s_i - t_j) = 2\), holds for \(i, j = 1, 2\), then a network coding assignment exists. The network in Figure 6 has this connectivity requirement. However, as shown in the Appendix, using linear codes to recover the vector sum...
at both the terminals is not possible.

- We have exclusively considered the case of directed acyclic networks. An interesting direction to pursue would be to examine whether these characterizations hold in the case of networks where directed cycles are allowed.

- Our work has been in the context of zero-error recovery of the sum of the sources. It would be interesting to examine whether the conclusion changes significantly if one allows for recovery with some (small) probability of error.
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**APPENDIX**

A. **Discussion about network in Figure 6**

We prove that under linear network coding, recovering \([a + b \ a' + b']\) at \(T_1\) and \(T_2\) is impossible. We use the notation of Figure 6. Let \(A_1\) and \(B_1\) be matrices such that \(\frac{a_1}{a_2} = A_1\frac{a}{a'}\) and \(\frac{b_1}{b_2} = B_1\frac{b}{b'}\). Without loss of generality, we can express the received vectors at terminals \(T_1\) and \(T_2\) as

\[
\begin{align*}
\begin{bmatrix}
\alpha_1 \\
\alpha_2
\end{bmatrix}
&= A_1
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\beta_1
\end{bmatrix}
\begin{bmatrix}
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_2 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\beta_1
\end{bmatrix}

\begin{bmatrix}
\alpha_1 \\
\alpha_2
\end{bmatrix}
&= B_1
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\beta_1
\end{bmatrix}
\begin{bmatrix}
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_2 \\
\beta_2
\end{bmatrix}
\end{align*}
\]

Using simple computations it is not hard to see that for both the terminals to be able to recover \([a + b \ a' + b']^T\) we need

\[
\begin{align*}
\begin{bmatrix}
\alpha_1 \\
\alpha_2
\end{bmatrix}
&= A_1
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_2 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}

\begin{bmatrix}
\alpha_1 \\
\alpha_2
\end{bmatrix}
&= B_1
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_2 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}
\end{align*}
\]

require all these matrices to be full-rank. Note that the full-rank condition requires that all the coefficients \(\alpha_1, \alpha_2, \beta_1, \beta_2, \alpha_1', \alpha_2', \beta_1', \beta_2'\) and \(\beta_2\) be non-zero and the matrices \(A_1\) and \(B_1\) to be full-rank. In particular, the required condition is equivalent to requiring that

\[
\begin{align*}
\begin{bmatrix}
\alpha_1 \\
\alpha_2
\end{bmatrix}
&= A_1
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_2 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}

\begin{bmatrix}
\alpha_1 \\
\alpha_2
\end{bmatrix}
&= B_1
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_2 \\
\beta_2
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\beta_1 \\
\beta_2
\end{bmatrix}
\end{align*}
\]

For the above equality to hold, we definitely need \(\beta_2 = 0\), but this would contradict the requirement that \(\beta_2 \neq 0\) that is needed for the full rank condition.
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