LATTICES OVER BASS RINGS AND GRAPH AGGLOMERATIONS
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Abstract. We study direct-sum decompositions of torsion-free, finitely generated modules over a (commutative) Bass ring \( R \) through the factorization theory of the corresponding monoid \( T(R) \). Results of Levy–Wiegand and Levy–Odenthal together with a study of the local case yield an explicit description of \( T(R) \). The monoid is typically neither factorial nor cancellative. Nevertheless, we construct a transfer homomorphism to a monoid of graph agglomerations—a natural class of monoids serving as combinatorial models for the factorization theory of \( T(R) \). As a consequence, the monoid \( T(R) \) is transfer Krull of finite type and several finiteness results on arithmetical invariants apply. We also establish results on the elasticity of \( T(R) \) and characterize when \( T(R) \) is half-factorial. (Factoriality, that is, torsion-free Krull–Remak–Schmidt–Azumaya, is characterized by a theorem of Levy–Odenthal.) The monoids of graph agglomerations introduced here may also be of independent interest to the factorization theory community.

1. Introduction

A (commutative) ring \( R \) is a Bass ring if it is noetherian, reduced (zero is the only nilpotent element), has module-finite integral closure, and every ideal of \( R \) is 2-generated \([LW85]\). Bass rings arise naturally in geometry—as coordinate rings of (not necessarily irreducible) affine algebraic curves whose only singularities are double points, in number theory—for example, as quadratic orders, and in representation theory—in the form of \( \mathbb{Z}[G] \) with \( G \) a finite abelian group of square-free order. Bass rings have Krull dimension at most one and belong to the larger class of stable rings \([Gab14, Olb16]\).

Let \( R \) be a Bass ring. We are interested in direct-sum decompositions of \( R \)-lattices, that is torsion-free, finitely generated \( R \)-modules. In the present setting, these are precisely the maximal Cohen–Macaulay modules. To understand the representation theory of \( R \), one seeks to understand (i) the indecomposable modules, and (ii) the different ways modules decompose as direct sums of indecomposable ones. Denoting by \( T(R) \) the monoid of isomorphism classes of \( R \)-lattices, together with operation induced by the direct sum, this means studying the factorization theory of the monoid \( T(R) \). This monoid theoretical point of view was pioneered in work of Facchini, Herbera, and Wiegand \([FH00a, FH00b, Wie01, Fac02, FW04]\), with later extensions to countably generated modules by Herbera and Příhoda \([HP10]\); see also the surveys \([WW09, Fac12, BW13]\) and the book \([Fac19]\). It permits the application of techniques originating in the study of the factorization theory of integral domains. The monoid \( T(R) \) is cancellative if the Bass ring \( R \) is semilocal, or more generally if \( \text{Pic}(R) \) is trivial, but is otherwise typically noncancellative (Remark 3.17).

In his ubiquity paper, Bass showed that every \( R \)-lattice over a Bass ring is a direct sum of ideals \([Bas63]\) (the rings were later named after him). Levy–Wiegand \([LW85]\) described \( R \)-lattices in terms of a genus and a class, represented by an element of the ideal class semigroup
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Pic(\(R \mid \mathcal{T}\)) of \(R\). This semigroup is the disjoint union of the Picard groups Pic(\(S\)) of the finitely many intermediate rings \(R \subseteq S \subseteq \mathcal{T}\). If every two \(R\)-lattices in the same genus are isomorphic, then \(R\) has finite representation type (FRT) and \(T(R)\) is finitely generated. This is always the case when \(R\) is semilocal. Moreover, Bass rings always have bounded representation type (BRT) [CWW95].

Our focus here will be on question (ii). In the best case, the decomposition of a lattice into indecomposables is unique up to order and isomorphism, that is, the \(R\)-lattices satisfy the Krull–Remak–Schmidt–Azumaya property (KRSA). Equivalently, the monoid \(T(R)\) is factorial. The results from the pivotal papers by Levy–Odenthal [LO96b, LO96a], applied to the special case of Bass rings, show that \(T(R)\) is factorial if and only if (a) every two \(R\)-lattices in the same genus are isomorphic (equivalently, the group Pic(\(R\)) is trivial), and (b) every connected component of Spec(\(R\)) contains at most one singular maximal ideal (see Proposition 3.13).

In the vast majority of cases the monoid \(T(R)\) is therefore not factorial. Even in the semilocal case, where (a) always holds, the monoid \(T(R)\) can be far from factorial. In these cases we seek to understand the decompositions through the study of arithmetical invariants of \(T(R)\), that measure the deviation from the uniqueness, respectively, describe the non-uniqueness in qualitative and quantitative ways.

These types of questions arose at first in the factorization theory of integral domains and monoids; we mention the recent surveys [HK08, GZ20], monographs [GHK06, FHL13], and proceedings [And97, Cha05, CFGO16]. For monoids of modules, this perspective was pursued in [FHKW06, Dir07, BL11, BS12, BG14, BGG15] for some classes of rings; also see the survey [BW13]. Typically, arithmetical invariants have been studied in cancellative settings, with recent work in some noncancellative settings by Geroldinger, Fan, Kainrath, and Tringali [FGKT17, FT18].

For instance, to the class \([M] \in T(R)\) of an \(R\)-lattice \(M\), we associate the set of lengths \(L([M]) := \{ k \in \mathbb{N}_0 : M \cong N_1 \oplus \cdots \oplus N_k \text{ with } N_i \text{ indecomposable} \}\). The system of sets of lengths of the monoid \(T(R)\) is \(L(T(R)) := \{ L([M]) : M \text{ an } R\text{-lattice} \}\). The system of sets of lengths contains a great deal of information about the direct-sum decompositions of \(R\)-lattices. For example, it tells us whether \(T(R)\) is half-factorial, that is the sets of lengths are all singletons. If not, we may ask about the elasticity, the supremum of \(l/k\) such that we can find indecomposables \(M_1 \oplus \cdots \oplus M_k \cong N_1 \oplus \cdots \oplus N_l\), or even a description of the structure of the sets of lengths.

To study the system of sets of lengths, we construct a transfer homomorphism from \(T(R)\) to a simpler monoid. To the Bass ring \(R\) we associate the graph \(\mathcal{G}_R = (V, E, r)\) of prime ideal intersections (our graphs are finite, possibly with multiple edges, but no loops). The graph \(\mathcal{G}_R\) has as its set of vertices the minimal prime ideals of \(R\), and has an edge between two minimal prime ideals \(p\) and \(q\) for every maximal ideal containing both \(p\) and \(q\). An agglomeration on \(\mathcal{G}_R\) is a map \(a : V \cup E \to \mathbb{N}_0\) assigning nonnegative numbers to every edge and every vertex in such a way that \(a(v) \geq a(e)\) whenever a vertex \(v\) is incident with an edge \(e\). The monoid of agglomerations on \(\mathcal{G}_R\), denoted \(A(\mathcal{G}_R)\), is the additive submonoid of \(\mathbb{N}_0^{V \cup E}\) consisting of all agglomerations on \(\mathcal{G}_R\).

The central result of the present paper is the following (for missing definitions see Section 2).

**Theorem 1.1.** For every Bass ring \(R\), there exists a transfer homomorphism \(\theta : T(R) \to A(\mathcal{G}_R)\). In particular, the monoid \(T(R)\) is transfer Krull of finite type, we have \(L([M]) = L(\theta([M]))\) for all \(R\)-lattices \(M\), and \(L(T(R)) = L(A(\mathcal{G}_R))\).
Thus, monoids of graph agglomerations serve as combinatorial models for the factorizations in \( T(R) \), and consequently direct-sum decompositions of \( R \)-lattices; many questions about the arithmetic in \( T(R) \) can be answered in \( \mathbf{A}(\mathcal{G}_R) \) instead, and in particular, this applies to all questions about sets of lengths. The algebraic structure of \( \mathbf{A}(\mathcal{G}_R) \) is very easy; it is a Diophantine monoid, and therefore a finitely generated reduced Krull monoid. Krull monoids are one of the central objects in factorization theory. There, factorizations are typically studied by means of monoids of zero-sum sequences and techniques from combinatorial and additive number theory; see \([\text{GR09}, \text{Chapter 1}]\) and \([\text{Sch16}]\). However, for monoids of graph agglomerations it turns out to be more fruitful to study the factorization theory directly.

In Section 4 we therefore initiate a study of the arithmetic of monoids of graph agglomerations. Because agglomerations with values in \( \{0,1\} \) may be identified with subgraphs of \( \mathcal{G}_R \), an agglomeration can be viewed as a sum of subgraphs of \( \mathcal{G}_R \). It is therefore not surprising that the factorization theory is strongly linked to the structure of the underlying graph; Propositions 4.5 and 4.11, Example 4.14, and Theorems 4.13, 4.15 and 4.20 illustrate this. It seems that this class of monoids has not been considered before (certainly not from the point of factorization theory). While the algebraic structure of \( \mathbf{A}(\mathcal{G}_R) \) is simple, we hope that the link between arithmetical properties and graph-theoretical properties may be of independent interest to the factorization theory community. We have therefore ensured that Section 4 is largely self-contained, making reference only to Section 2 for notation and background.

Theorem 1.1 carries with it a large number of implications: first, general finiteness and structural results about finitely generated Krull monoids are applicable to \( T(R) \); second, the specific results about monoids of graph agglomerations yield corresponding quantitative results for \( T(R) \). We refer to the main result, Theorem 3.22 below, and only point out a few particular implications here.

As before \( R \) is a Bass ring. Levy–Odenthal \([\text{LO96b, Theorem 1.3}]\) implies that \( T(R) \) is factorial if and only if Pic(\( R \)) is trivial and there is at most one singular maximal ideal in every connected component of Spec(\( R \)). In particular, every connected component of \( \mathcal{G}_R \) has at most one edge. Theorems 1.1 and 4.20 immediately yield the following.

**Corollary 1.2.** The monoid \( T(R) \) is half-factorial if and only if the graph \( \mathcal{G}_R \) is acyclic.

A further consequence is that there exist semilocal Bass rings where \( T(R) \) has arbitrarily large elasticity. Even more, for every \( l \geq 0 \) there exists a semilocal Bass ring over which there exist indecomposable lattices \( M_1, M_2 \) and \( N_1, \ldots, N_l \) with \( M_1 \oplus M_2 \cong N_1 \oplus \cdots \oplus N_l \) (Theorem 3.22). This is in contrast to one-dimensional local rings with FRT, where one always has that \( \rho(T(R)) \leq 3/2 \) by Baeth–Luckas \([\text{BL11, Theorem 3.4}]\), and Pr"ufer rings with the \( 1/2 \)-generator property and small zero-divisors, where the monoid of finitely generated projective modules is always half-factorial \([\text{BGGS15, Theorem 5.1}]\).

The arithmetic of ideal semigroups in stable domains was recently studied by Bashir, Geroldinger, and Reinhart \([\text{BGR20}]\). In particular the semigroup of nonzero invertible ideals of \( R \) is transfer Krull if and only if it is half-factorial \([\text{BGR20, Theorem 5.10}]\). This is in contrast to \( T(R) \), where many examples of non-half-factorial transfer Krull monoids arise.

Finally, we also show that every graph appears as prime ideal intersection graph of a semilocal Bass ring (Proposition 5.4).

The paper is structured as follows. In Section 2, we introduce notation and key concepts from factorization theory. In Section 3, we first describe \( T(R) \) for local Bass rings (Proposition 3.2, Theorem 3.4). Combining the local information with work of Levy–Wiegand \([\text{LW85}]\) and the package deal theorems of Levy–Odenthal \([\text{LO96b}]\) yields a transfer homomorphism...
in the non-local case (Theorem 3.12). The transfer homomorphism is made more explicit and simplified in Propositions 3.16 and 3.21. In Section 4 we turn our attention to monoids of graph agglomerations, describe their algebraic structure, and study their arithmetic. Although several of the more basic results in this section could be deduced from corresponding results of Bass rings via the transfer homomorphism (for instance, the characterization of atoms in Proposition 4.5 corresponds to the fact that indecomposable \( R \)-lattices are ideals of \( R \)), we develop them separately from first principles. This gives a cleaner and self-contained presentation for monoids of graph agglomerations. Finally, in Section 5, we identify the codomain of the transfer homomorphism from Proposition 3.21 as a monoid of agglomerations on \( \mathcal{G}_R \), proving Theorem 1.1. We also prove the realization result, Proposition 5.4.
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2. **Background and Notation**

Our goal is to describe the degree to which direct-sum decompositions of lattices (finitely generated torsion-free modules) over Bass rings are nonunique. We take the approach of instead studying the arithmetic of the monoid \( T(R) = \{ [M] : M \text{ an } \mathcal{R}\text{-lattice} \} \) of isomorphism classes of \( \mathcal{R}\text{-lattices} \), with operation induced by the direct sum: \([M] + [N] = [M \oplus N]\). Since the set of \( \mathcal{R}\text{-lattices} \) is closed under isomorphisms, direct summands, and finite direct sums, we can glean a great deal of information from the monoid \( T(R) \). For example, the atoms of \( T(R) \) are the classes of indecomposable \( \mathcal{R}\text{-lattices} \) and the ring \( R \) has *finite representation type* (FRT) (up to isomorphism, there exist only finitely many indecomposable \( \mathcal{R}\text{-lattices} \)) if and only if the monoid \( T(R) \) is finitely generated.

Therefore, in the remainder of this section we introduce the necessary tools from factorization theory of commutative monoids and the arithmetical invariants that we will consider as well as the means of which to transfer information from the (usually) noncancellative monoid \( T(R) \) to a cancellative, in fact Krull, monoid.

**Monoids and factorization theory.** By a monoid, we always mean a commutative monoid; that is, a commutative semigroup with identity. If the identity is the only invertible element, the monoid is **reduced.** Since we are concerned only with monoids of modules and monoids of graph agglomerations, we will stick to additive notation throughout. A monoid \( (H, 0, +) \) is **cancellative** if an equation of the form \( a + b = a + c \) implies \( b = c \). A reduced monoid \( H \) satisfies the weaker property of being **unit-cancellative** if, whenever \( a + u = a \) with \( a, u \in H \), then \( u = 0 \).

A nonzero element \( a \) of a reduced monoid \( H \) is an **atom** (or irreducible) if \( a = b + c \) with \( b, c \in H \) implies \( b = 0 \) or \( c = 0 \). It is **prime** provided whenever \( a \) is a summand of \( b + c \) for some \( b, c \in H \), then \( a \) is a summand of \( b \) or of \( c \). A weaker property, an atom \( a \in H \) is **absolutely irreducible** if every multiple \( na \) has a unique factorization, namely \( na = a + \cdots + a \). The monoid \( H \) is **atomic** if every nonzero element \( a \in H \) can be expressed as a sum of atoms. Assume from now on that \( H \) is atomic. In this case it makes sense to study the different factorizations of \( a \) and this may be accomplished by means of studying suitable arithmetical invariants. We introduce those most important to this work. For additional invariants and further details

---

1A ring is reduced if and only if 0 is the only nilpotent element; this corresponds neither to the monoid \( (R, \cdot) \) nor to the monoid \( (R, +) \) being reduced, but unfortunately both terminologies are standard. We leave it to the reader to divine the correct meaning from context.
we refer to the survey by Geroldinger–Zhong [GZ20] and the references cited therein, as well as the monograph [GHK06]. For the rest of this section we assume the following standing hypotheses.

The monoid \( H \) is nonzero, reduced, and atomic.

Throughout, the set of nonnegative integers is denoted by \( \mathbb{N}_0 \), and \( [a,b] = \{ x \in \mathbb{Z} : a \leq x \leq b \} \) denotes a discrete interval. The set of lengths of a non-unit \( a \) is

\[
L(a) := \{ k \in \mathbb{N}_0 : \text{there exist atoms } a_1, \ldots, a_k \in H \text{ with } a = a_1 + \cdots + a_k \},
\]

and \( L(u) := \{ 0 \} \) for any unit \( u \). The system of sets of lengths \( \mathcal{L}(H) := \{ L(a) : a \in H \} \) is one of the basic arithmetical invariants of \( H \).

As an exact description of \( \mathcal{L}(H) \) is usually not possible for interesting classes of monoids \( H \), simpler invariants are used to describe the structure of sets of lengths. The elasticity of a nonzero \( a \in H \) is \( \rho(a) := \sup L(a)/\min L(a) \in \mathbb{Q}_{\geq 1} \cup \{ \infty \} \). We set \( \rho(0) := 1 \) and define the elasticity of \( H \) to be \( \rho(H) := \sup \{ \rho(a) : a \in H \} \). The elasticity is accepted if there exists \( a \in H \) with \( \rho(a) = \rho(H) \). For each \( k \geq 2 \), the refined elasticity is \( \rho_k(H) := \sup \{ \sup L(a) : a \in H \text{ with } k \in L(a) \} \in \mathbb{N}_{\geq 2} \cup \{ \infty \} \). For \( k \geq 2 \), one has \( \rho_k(H) = \sup U_k(H) \) where

\[
U_k(H) = \{ n : a_1 + \cdots + a_k = b_1 + \cdots + b_n \text{ for atoms } a_1, \ldots, a_k, b_1, \ldots, b_n \}
\]
is the union of sets of lengths containing \( k \). One can show

\[
\rho(H) = \lim_{k \to \infty} \frac{\rho_k(H)}{k} = \lim_{k \to \infty} \frac{\rho_k(H)}{k}.
\]

If \( L(a) = \{ l_1 < l_2 < \cdots \} \), we set \( \Delta(a) := \{ l_{i+1} - l_i : i \geq 1 \} \) to be the set of distances of \( a \). Let \( \Delta(H) := \bigcup_{a \in H} \Delta(a) \).

As a general rule, larger elasticities, and more wildly behaved length sets are indicative of highly nonunique factorization. The monoid \( H \) is half-factorial if it is atomic and \( |L(a)| = 1 \) for every \( a \in H \). For an atomic monoid, this is equivalent to \( \Delta(H) = \emptyset \), respectively, \( \rho(H) = 1 \). Even when factorization in \( H \) is not unique, length sets and systems of sets of lengths can be very well structured (see Theorem 2.3 below).

Other invariants provide finer measures of how nonunique factorization can be. Here we briefly discuss two such invariants that are mentioned in subsequent sections. Given a reduced cancellative monoid \( H \) and two factorizations \( z := a_1 + \cdots + a_i + b_1 + \cdots + b_n \) and \( z' := a_1 + \cdots + a_i + c_1 + \cdots + c_n \) with each \( a_i, b_j, c_k \) an atom of \( H \) and with \( b_j \neq c_k \) for any pair \( j, k \). The distance between \( z \) and \( z' \) is \( d(z, z') = \max \{ m, n \} \). Though \( d(z, z') = 0 \) whenever \( H \) is factorial and \( z, z' \) are factorizations of the same element, even when \( H \) is half-factorial, the distance \( d(z, z') \) can be arbitrarily large. The catenary degree provides a refinement and is defined as follows. For \( a \in H \), the catenary degree \( c(a) \) of \( a \) is the smallest nonnegative integer \( N \) so that given any two factorizations \( z, z' \) of \( a \), there is a chain of factorizations \( z = z_0, z_1, \ldots, z_n = z' \) such that \( d(z_{i+1}, z_i) \leq N \) for all \( i \in [1, n] \). Then the catenary degree of \( H \) is \( c(H) = \sup \{ c(a) : a \in H \} \). It can be shown that \( c(H) = 0 \) if and only if \( H \) is factorial. If \( H \) is cancellative and not factorial, then \( c(H) \geq 2 \).

For a reduced monoid \( H \), and elements \( a, b \in H \), we set \( \omega(a,b) \) to be the smallest \( N \in \mathbb{N}_0 \cup \{ \infty \} \) with the following property: For all \( n \in \mathbb{N} \) with \( a_1, \ldots, a_n \in H \) and \( a = a_1 + \cdots + a_n \), if \( a = b + c \) for some \( c \in H \), there exists some \( I \subseteq [0, N] \) and \( d \in H \) with \( b + d = \sum_{i \in I} a_i \). Then \( \omega(H,b) := \sup \{ \omega(a,b) : a \in H \} \) and \( \omega(H) := \sup \{ \omega(H,b) : b \text{ is an atom} \} \). Put more simply, if \( \omega(H,b) = N \), then whenever \( b \) is a summand of a sum of elements, it must be a summand of some subsum of no more than \( N \) elements. It is clear that \( \omega(H,b) = 0 \) if and only if \( b \) is a unit and \( \omega(H,b) = 1 \) if and only if \( b \) is prime. Thus the \( \omega \)-invariant provides
a measure for how far an element is from being prime and \( \omega(H) \) measures how far, even a half-factorial monoid is from being factorial.

A submonoid \( S \subseteq H \) is divisor-closed, provided that for every \( s \in S \) also all the summands of \( s \), as considered in \( H \), are already contained in \( S \). It is clear that all questions about factorizations of an element \( a \in H \) may be studied in a divisor-closed submonoid containing \( a \).

**Transfer homomorphisms and Krull monoids.** Transfer homomorphisms are a key tool in studying invariants as they allow one to transfer many arithmetic results from simpler objects to the objects of interest.

**Definition 2.1.** Let \((H, 0_H, +)\) and \((T, 0_T, +)\) be reduced atomic monoids with neutral elements \(0_H\) and \(0_T\), respectively. A surjective monoid homomorphism \( \theta: H \to T \) is a **transfer homomorphism** if it satisfies the following properties.

1. \( \theta^{-1}(0_T) = 0_H \).
2. If \( \theta(a) = s + t \) for some \( a \in H \) and \( s, t \in T \), then there exist \( b, c \in H \) with \( a = b + c \) and such that \( \theta(b) = s \) and \( \theta(c) = t \).

Since transfer homomorphism allow the lifting of factorizations from \( T \) to \( H \), they transfer arithmetical information from \( T \) to \( H \). Specifically, we recall the following. A proof in the cancellative setting, that carries over to the more general setting, can be found in [GHK06, Proposition 3.2.3].

**Proposition 2.2.** Let \( \theta: H \to T \) be a transfer homomorphism between reduced atomic monoids. Then \( L(a) = L(\theta(a)) \) for every \( a \in H \). In particular, we have \( L(H) = L(T) \) and therefore \( \rho(H) = \rho(T) \), for all \( k \geq 2 \) also \( \rho_k(H) = \rho_k(T) \) and \( \Delta(H) = \Delta(T) \).

From a factorization-theoretic standpoint, the most widely studied cancellative monoids are Krull monoids. Krull monoids have numerous equivalent characterizations (see [GHK06, Theorems 2.3.11 and 2.4.8]), we recall two. A monoid homomorphism \( \varphi: H \to D \) is a **divisor homomorphism** if, whenever \( \varphi(a) \) is a summand of \( \varphi(b) \) in \( D \) for \( a, b \in H \), then \( a \) is a summand of \( b \) in \( H \). A submonoid \( H \subseteq D \) is **saturated** if the inclusion is a divisor homomorphism; for cancellative monoids this is equivalent to \( q(H) \cap D = H \). Here \( q(H) \subseteq q(D) \) denote the quotient groups of the respective monoids. A **divisor theory** is a divisor homomorphism \( \varphi: H \to \mathbb{N}_0^{(I)} \) such that every standard basis vector \( e_i \) of \( \mathbb{N}_0^{(I)} \) can be expressed as \( e_i = \min\{\varphi(a_1), \ldots, \varphi(a_k)\} \) with \( a_1, \ldots, a_k \in H \). A cancellative monoid \( H \) is a Krull monoid if there exists a divisor homomorphism from \( H \) into some free monoid \( \mathbb{N}_0^{(I)} \). Equivalently, the monoid \( H \) has a divisor theory.

A Krull monoid \( H \) is finitely generated if and only if this divisor theory can be taken into a finitely generated free monoid \( \mathbb{N}_0^n \). In this case \( n \) is the **number of prime divisors**. Finitely generated reduced Krull monoids can be characterized as Diophantine monoids, [GHK06, Theorem 2.7.14]. To be more specific, if \( H \) is a finitely generated reduced Krull monoid, then \( H \cong \ker(A) \cap \mathbb{N}_0^n \) where \( A \) is some integer-valued matrix.

If \( \varphi: H \to D \) is a divisor theory, the **divisor class group** of \( H \) is

\[
\text{Cl}(H) := q(D)/q(H).
\]

Because of the uniqueness of divisor theories ([GHK06, Theorem 2.4.7]), the definition of \( \text{Cl}(H) \) is independent of the choice of the divisor theory. The class group \( G := \text{Cl}(H) \) and its subset \( G_0 \) containing prime divisors (the images of the standard basis vectors) completely
describe the arithmetic of $H$ (cf. [GHK06, Chapter 2.5]). The monoid $H$ is factorial if and only if $G$ is trivial. Krull monoids can also be characterized in terms of monoids of zero-sum sequences over subsets of abelian groups, but for our purposes we recall only that a not necessarily cancellative, or even commutative, monoid $H$ is transfer Krull of finite type provided that there is a (weak) transfer homomorphism $\vartheta : H \rightarrow \mathcal{B}(G_0)$ to a monoid of zero-sum sequences $\mathcal{B}(G_0)$ where $G_0$ is a finite subset of some abelian group. Equivalently, there is a transfer homomorphism from $H$ to a finitely generated Krull monoid.

When studying $\mathcal{B}(G_0)$, many of the combinatorial considerations involve the Davenport constant $D(G_0)$, which is defined to be the length of the longest sequence of elements of $G_0$ which sum to 0 in $G$ but such that no proper subsequence sums to 0. Other than in special situations, there is no known formula for $D(G_0)$, but finiteness results can still be obtained as one always has $D(G_0)$ is finite if $G_0$ is finite.

There has been a great deal of research devoted to the arithmetic of transfer Krull monoids (cf. [GZ19]) and in Section 3 we show that the monoid of isomorphism classes of lattices over a Bass ring is transfer Krull of finite type. Consequently, we can measure the degree to which direct-sum decompositions over a Bass ring are not unique by instead studying the arithmetic of certain finitely generated Krull monoids and, in particular, certain Diophantine monoids introduced in Section 3 as well as monoids of graph agglomerations in Section 4. In these monoids, several general finiteness results hold. Length sets are almost arithmetical multiprogressions (AAMP) and all unions of sets of lengths are almost arithmetic progressions (AAP). AAPs (resp. AAMPs) are essentially (unions of) arithmetic progressions, possibly with some gaps at the beginning and/or end of the sequence. Precise definitions can be found in [GZ20, Section 2].

We recall the main finiteness results as discussed in [GZ20, Sections 3 and 5]; see also [GHK06, Corollary 3.4.13] for more. In fact, many of these results hold for all finitely generated [cancellative] monoids.

**Theorem 2.3.** Let $H$ be a finitely generated Krull monoid.

1. The elasticity $\rho(H) \in \mathbb{Q}$ is finite and accepted, and
   \[ \{ \rho(a) : a \in H \} = \{ q \in \mathbb{Q} : 1 \leq q \leq \rho(H) \}. \]

2. The set of distances $\Delta(H)$ is finite.

3. The monoid $H$ satisfies the Strong Structure Theorem for Unions of Sets of Lengths. In particular, there is $M \in \mathbb{N}_0$ such that, for all $k \in \mathbb{N}$, the unions $U_k(H)$ are finite AAPs with difference $\min \Delta(H)$ and bound $M$.

4. The monoid $H$ satisfies the Structure Theorem for Sets of Lengths: there is an $M \in \mathbb{N}_0$ such that every $L \in \mathcal{L}(H)$ is an AAMP with difference $d \in \Delta(H)$ and bound $M$.

5. We have $\omega(H) < \infty$.

6. The set of catenary degrees $\{ c(a) : a \in H \}$ is finite. In particular $c(H) < \infty$.

**Proof.** These results largely are stated in the survey [GZ20, Theorems 3.1 and 5.5], but we give individual references as well.

1. That finitely generated cancellative monoids have accepted elasticities can be found in [GHK06, Theorem 3.1.4]. Then necessarily $\rho(H)$ is rational. That all rational numbers $q$ with $1 \leq q \leq \rho(H)$ can then be realized as an elasticity of an element is a result of Geroldinger–Zhong in [GZ19, Theorem 3.1] in the context of transfer Krull monoids. A more general result, valid for all finitely generated cancellative monoids was recently established by Zhong in [Zho19].
Theorem 3.1 ([LW85, Theorem 2.1]). Let $R$ be a one-dimensional reduced noetherian ring and assume that $\overline{R}$ is finitely generated as an $R$-module. The following conditions are equivalent.

(a) $R$ is a Bass ring. (Every ideal is generated by 2 elements.)
(b) $\mathcal{R}/R$ is a cyclic $R$-module.
(c) Every faithful $R$-lattice $M$ has a direct summand isomorphic to an invertible ideal of $O(M)$.
(d) Every ring between $R$ and $\mathcal{R}$ is Gorenstein.
(e) $R_m$ has multiplicity at most 2 for every height-one maximal ideal $m$.

As Bass showed, every $R$-lattice over a Bass ring decomposes as a direct sum of ideals. This follows from (c) together with the observation that $Re$ is a Bass ring for every idempotent $e \in K$. In particular, every indecomposable $R$-lattice is isomorphic to an ideal of $R$. This readily yields a description of the indecomposable $R$-lattices for local Bass rings.

**Proposition 3.2.** Let $(R, m)$ be a local Bass ring. Then $R$ has at most two minimal primes and $R$ has finite representation type.

1. If $|\text{minspec } R| = 1$, that is, $R$ is a domain, then all indecomposable $R$-lattices have rank 1.
2. If $|\text{minspec } R| = 2$, then the ranks of indecomposable $R$-lattices are $(1,0), (0,1),$ and $(1,1)$.

Moreover, up to isomorphism, there are unique $R$-lattices of ranks $(1,0)$ and $(0,1)$.

**Proof.** We have $\dim(R) = 1$. The ring $R$ has finite representation type since it satisfies the Drozd–Roiter conditions; see Chapter 4 of [LW12]. If $\dim(R/p_i) = 0$ for some $i \in [1,k]$, then $p_i = m$ is the unique maximal ideal of $R$, and hence $\dim(R) = 0$. Thus we have $\dim(R/p_i) = 1$ for all $i \in [1,k]$. Now Theorem 14.7 of [Mat89] implies $|\text{minspec } R| \leq \mu(R) \leq 2$, where $\mu(R)$ is the multiplicity of $R$.

(1) This is clear, since every indecomposable $R$-lattice is isomorphic to an ideal of $R$.

(2) Since every indecomposable $R$-lattice is isomorphic to an ideal, $(1,1), (1,0)$, and $(0,1)$ are the only possible ranks. They are realized by $R$, $R/p_1$, and $R/p_2$, respectively.

As before, Theorem 14.7 of [Mat89] implies $\mu(R/p_i) \leq 1$ for $i \in \{1,2\}$. Thus each $R/p_i$ is a discrete valuation ring, and $R/p_i$ is the unique indecomposable $R/p_i$-lattice. If $M$ and $N$ are $R$-lattices of rank $(1,0)$, then $M_{p_2} = 0 = N_{p_2}$, and therefore $p_1$ annihilates $M_{p_2}$ and $N_{p_2}$. Since $p_1 R_{p_1} = 0$ as well, we have $(p_1 M)_{p_1} = 0 = (p_1 N)_{p_1}$ for $i \in \{1,2\}$. Since $M$ and $N$ are torsion-free, this implies $p_1 M = 0 = p_1 N$. Thus $M$ and $N$ are $R/p_1$-modules of rank 1, and hence $M \cong N$ as $R/p_1$-modules. Consequently, $M \cong N$ as $R$-modules.

Analogously, $R$ has at most one $R$-lattice of rank $(0,1)$.

**Example 3.3.** While Proposition 3.2 guarantees that each local Bass ring $R$ with two minimal primes has exactly one lattice of rank $(1,0)$ and one of rank $(0,1)$, the ring $R$ can be taken to have arbitrarily many indecomposable lattices with rank $(1,1)$. For example, fix $n \geq 1$ and take $R = k[x,y]/(x^2 - y^{2n+2})$ for any perfect field of characteristic not 2, 3, or 5. Then $R$ is a local Bass ring with completion $\widehat{R} \cong k[[x,y]]/(x^2 - y^{2n+2})$. From [Bae07, Theorem 4.2] we know that $\widehat{R}$ has exactly $n + 1$ indecomposable lattices of rank $(1,1)$. Since $|\text{minspec } R| = |\text{minspec } \widehat{R}|$ [LO96b, Theorem 6.2] implies that $R$ does as well. In fact, the completion $\widehat{R}$ is a ring with Dynkin type $(A_{2n+1})$ and the constant rank indecomposable lattices are precisely the overrings between $R$ and its integral closure.

Wiegand, in [Wie01], showed that for a local noetherian ring, the homomorphism $T(R) \to T(\widehat{R})$ induced by completion is a divisor homomorphism. This provides a standard strategy for studying $T(R)$ in the local case. We use this approach in Theorem 3.4 and refer the reader to [BG14, BW13] for additional background.
Theorem 3.4. If $R$ is a local Bass ring, then $T(R)$ is factorial. More specifically, there is an isomorphism $T(R) \cong \mathbb{N}_0^t$ for some $t \geq 0$.

Proof. We first show that the $m$-adic completion $\hat{R}$ of $R$ is a local Bass ring. By standard results, the ring $\hat{R}$ is a one-dimensional local noetherian ring of multiplicity at most 2. Since $R$ is a one-dimensional reduced local noetherian ring and $\overline{R}$ is a finitely generated $R$-module, the ring $\hat{R}$ is analytically unramified, that is, the completion $\hat{R}$ is again reduced (see [Mat73, Chapter 10] for this non-trivial fact). By Theorem 4.3.4 of [HS06], the integral closure of $\hat{R}$ is module-finite over $\hat{R}$.

Since $\hat{R}$ is a complete local noetherian ring, the monoid $T(\hat{R})$ is factorial by the Krull–Remak–Schmidt–Azumaya Theorem [LW12, Corollary 1.10]. Moreover, by [Wie01], the map $T(R) \to T(\hat{R})$, $[M] \mapsto [\hat{M}]$ is a divisor homomorphism. A result of Levy and Odenthal [LO96b, Theorem 6.2] describes the image of this map: an $\hat{R}$-lattice $M$ is extended if there exists an $R$-lattice $M_0$ with $M = \overline{M}_0$. By the Levy–Odenthal result, an $\hat{R}$-module $M$ is extended if $\text{rank}_R(M) = \text{rank}_\mathbb{Q}(M)$ whenever $\mathfrak{P}, \mathfrak{Q} \in \minspec(\hat{R})$ with $\mathfrak{P} \cap R = \mathfrak{Q} \cap R$. If $|\minspec\hat{R}| = |\minspec R|$, then this implies $T(R) \cong T(\hat{R})$ and the claim follows. The only way for the equality $|\minspec R| = |\minspec\hat{R}|$ to fail is if $|\minspec(R)| = 1$ and $|\minspec\hat{R}| = 2$. Let $\minspec\hat{R} = \{\mathfrak{P}_1, \mathfrak{P}_2\}$. Then rank $\hat{R}/\mathfrak{P}_1 = (1, 0)$, rank $\hat{R}/\mathfrak{P}_2 = (0, 1)$, and by Proposition 3.2 these are the only indecomposable $\hat{R}$-lattices of rank not equal to $(1, 1)$. Let $M$ be an $R$-lattice with completion $\hat{M} \cong \hat{R}/\mathfrak{P}_1 \oplus \hat{R}/\mathfrak{P}_2$, and let $N_1, \ldots, N_n$ be $R$-lattices representing the indecomposable $\hat{R}$-lattices of rank $(1, 1)$. Note that $M$ is indecomposable as an $R$-module.

If $L$ is any $R$-lattice, then

$$\hat{L} \cong (\hat{R}/\mathfrak{P}_1)^{e_1} \oplus (\hat{R}/\mathfrak{P}_2)^{e_2} \oplus \hat{N}_1^{f_1} \oplus \cdots \oplus \hat{N}_n^{f_n},$$

with $e_1 = e_2$. We conclude $L \cong M^{e_1} \oplus N_1^{f_1} \oplus \cdots \oplus N_n^{f_n}$. Thus $T(R)$ is factorial. \hfill $\Box$

Remark 3.5. A similar analysis (see [BL11]) has been completed for all one-dimensional local rings with finite representation type. In this more general setting, the ranks (at each minimal prime) of indecomposable lattices are still always 0 or 1, but there can be up to three minimal primes and there can be multiple non-isomorphic indecomposable modules with the same non-constant rank. Consequently, the monoid $T(R)$ is often not half-factorial. However, the elasticity of the monoid $T(R)$ in this setting never exceeds $3/2$. As we will see, this is in stark contrast to what can happen for non-local Bass rings, where elasticities can be arbitrarily large.

The localization $R_m$ of $R$ at a maximal ideal $m$ is regular if and only if $R_m$ is a discrete valuation ring. If $p_i$ is a minimal prime, then $R_{p_i}$ is a field and hence regular. Thus the singular locus of $R$ is precisely

$$\text{Sing}(R) = \{ p \in \text{Spec}(R) \mid R_p \text{ not regular} \}$$

$$= \{ m \in \text{maxspec}(R) \mid R_m \text{ is not a DVR} \}.$$

We recall the following basic result.

Lemma 3.6. For a Bass ring $R$, the singular locus $\text{Sing}(R)$ is finite.

Proof. Since the integral closure $\overline{R}$ is finitely generated as an $R$-module, there exists a nonzerodivisor $x \in R$ in the conductor $(R : \overline{R})$. If $x \notin m$, then $x$ is a unit in $R_m$ and hence $R_m = R_m$. In this case, $R_m$ is a local noetherian integrally closed ring of dimension 1, and
Thus a discrete valuation ring. This implies that \( \mathring{R}_m \) is a discrete valuation ring as well. Since \( R \) is noetherian and one-dimensional, there exist only finitely many \( m \in \text{maxspec}(R) \) with \( x \in m \).

We now work towards an explicit description of \( T(R) \) for a not necessarily local Bass ring. This description follows from the combination of a Package Deal Theorem by Levy and Odenthal (Theorem 2.9 of [LO96b]), that describes the possible genera of \( R \)-lattices, with a theorem of Levy and R. Wiegand describing the isomorphism classes in a genus. Recall that if \( M \) is an \( R \)-lattice, then the genus of \( M \) is the class of all \( R \)-lattices \( N \) such that \( M_m \cong N_m \) for all \( m \in \text{maxspec}(R) \).

Levy and Wiegand, in Equation (3.2.4) of [LW85], define the class \( \text{cl}(M) \) of an \( R \)-lattice. Formally, this is the isomorphism class of a faithful \( R \)-ideal, namely the \( R \)-isomorphism class of the \( R \)-module

\[
\bigoplus_{n \geq 0} \left( \hat{A}^n(M) \right) (\varepsilon_n(M))
\]

where \( \hat{A}^n(M) \) denotes the \( n \)th torsion-free exterior power of \( M \) — the canonical image of \( \hat{A}^n_R(M) \) in \( \hat{A}^n_K(KM) \) — and where \( \varepsilon_n(M) \) denotes the idempotent \( \sum \{ \varepsilon_i : \text{rank}_p(M) = n \} \).

As in the Levy–Wiegand paper, by slight abuse of notation, we also use \( \text{cl}_R(M) \) to denote a representative of said class. We rely on the reader to deduce the correct meaning from context.

By (d) of Theorem 3.1, if \( M \) and \( N \) are faithful \( R \)-lattices, then \( \text{cl}(M) = I \) and \( \text{cl}(N) = J \) with \( I \) and \( J \) invertible ideals of their respective coefficient rings. With operation given by \( \text{cl}(I) \text{cl}(J) = \text{cl}(IJ) \), the set of \( R \)-isomorphism classes of faithful lattices contained in \( K \) forms the ideal class semigroup \( \text{Pic}(R | \mathring{R}) \) ([LW85, Section 4.3]). The semigroup \( \text{Pic}(R | \mathring{R}) \) is the disjoint union of the Picard group \( \text{Pic}(S) \), where \( S \) ranges over all overrings of \( R \) (of which there are only finitely many). As such it is an inverse semigroup. Note, also, that \( IJ \) is a fractional ideal in \( S := \mathcal{O}(IJ) = \mathcal{O}(I)\mathcal{O}(J) \) and that \( IJ \) is the product in \( \text{Pic}(\mathcal{O}(IJ)) \) of \( IS \) and \( JS \). The multiplication of two elements from the ideal class semigroup \( \text{Pic}(R | \mathring{R}) \) may therefore always be carried out in a suitable Picard group of an overring. The genus of \( \text{cl}(M) \) depends only on the genus of \( M \). As \( \mathcal{O}(\text{cl}(M)) \) is determined locally, the coefficient ring \( \mathcal{O}(\text{cl}(M)) \) also depends only on the genus of \( M \).

The following result of Levy and Wiegand describes faithful \( R \)-lattices in a given genus.

**Proposition 3.7** ([LW85, Theorem 5.2]). Let \( M \) be a faithful \( R \)-lattice. Then the map \( M \mapsto \text{cl}(M) \) induces a bijection between the genus of \( M \) and the group \( \text{Pic}(\mathcal{O}(\text{cl}(M))) \).

If \( M \) is unfaithful, the result can be applied over the Bass ring \( R(1 - e) \) with \( e = \varepsilon(M) \); see [LW85, (4.3.2)]. We now explicitly state how classes and Picard groups behave under this reduction.

**Lemma 3.8.** Let \( M \) be an \( R \)-lattice and \( e = \varepsilon(M) \). Then

\[
\text{cl}_R(M) \cong \text{cl}_R(1 - e)(M) \oplus Re.
\]

In particular,

1. \( \text{cl}_R(1 - e)(M) = \text{cl}_R(M)(1 - e) \).
2. \( \mathcal{O}(\text{cl}_R(1 - e)(M)) = \mathcal{O}(\text{cl}_R(M))(1 - e) \).
3. \( \text{Pic}(\mathcal{O}(\text{cl}_R(1 - e)(M))) \cong \text{Pic}(\mathcal{O}(\text{cl}_R(M))(1 - e)) \).
Proof. The first isomorphism can be deduced from the definition of the class as follows. Let $t_R(M)$ denote the torsion submodule, that is, the submodule of all $m \in M$ that are annihilated by a non-zero divisor of $R$. Then $\bigwedge^n_R M \cong \bigwedge^n_R M / t_R(M)$. The canonical map $\pi: R \to R(1-e)$ is a ring epimorphism with kernel $R \cap R e = \{ r \in R : r = e r \}$. Since $\ker(\pi) \subseteq \text{ann}(M)$, the module $M$ is an $(1-e)$-module with $\bigwedge^n_R M = \bigwedge^n_{R_{1-e}} M$ for every $n \geq 1$. One easily checks $t_R(\bigwedge^n_R M) = t_{R(1-e)}(\bigwedge^n_{R(1-e)} M)$, and thus also $\bigwedge^n_{R_{1-e}} M = \bigwedge^n_{R_{1-e}} M$ for $n \geq 1$. For $n = 0$ we have $\bigwedge^0_R M = R$ and $\bigwedge^0_{R_{1-e}} M = R(1-e)$. Observing $e_R M = 0$ if and only if $\text{rank}_{p_i} M_{p_i} = 0$ yields $\varepsilon^R_0(M) = e$ and $\varepsilon^{R(1-e)}_0(M) = 0$. Hence $\text{cl}_R(M) \cong \text{cl}_{R(1-e)}(M) \oplus R e$.

The other statements are consequences of the first isomorphism.

Let $S = \mathcal{O}(\text{cl}_R(M))$. Since $S \subseteq S e \times S(1-e)$, the group $\text{Pic}(\mathcal{O}(\text{cl}_{R(1-e)}(M))) \cong \text{Pic}(S(1-e))$ is an epimorphic image of $\text{Pic}(S)$.

Lemma 3.9. (1) The genus of an $R$-lattice completely determines its isomorphism class if and only if the Picard group $\text{Pic}(R)$ is trivial.

(2) If $R$ is semilocal, then the genus of an $R$-lattice completely determines its isomorphism class.

Proof. (1) If $R \subseteq S \subseteq \overline{R}$ is an overring, then there is an epimorphism $\text{Pic}(R) \to \text{Pic}(S)$, and hence also an epimorphism $\text{Pic}(R) \to \text{Pic}(S e)$ for every idempotent $e \in R$.

If $M, N$ are nonisomorphic $R$-lattices in the same genus, then $\text{Pic}(\mathcal{O}(M))$ is non-trivial by Proposition 3.7. Thus also $\text{Pic}(R)$ is non-trivial.

Conversely, if the Picard group $\text{Pic}(R)$ is trivial, then so are all groups $\text{Pic}(S e)$. If $M, N$ are two $R$-lattices in the same genus, then $M$ and $N$ are faithful $S e$-lattices for $S = \mathcal{O}(M)$ and an idempotent $e = 1 - \varepsilon(M)$. The claim follows again from Proposition 3.7.

(2) This is well-known. □

3.1. A transfer homomorphism. We are now prepared to piece together the results of [LO96b] and [LW85] to describe $T(R)$ as a subsemigroup of $\prod_{m \in \text{maxspec}(R)} T(R_m) \times \text{Pic}(R \mid \overline{R})$. After accomplishing this we will be able to construct a transfer homomorphism from $T(R)$ an easier-to-understand object.

Proposition 3.10. Let $R$ be a Bass ring. Define $$\varphi: T(R) \to \prod_{m \in \text{maxspec}(R)} T(R_m) \times \text{Pic}(R \mid \overline{R})$$ by $\varphi([M]) = ([M_m]_m, \text{cl}(M))$. Then $\varphi$ is injective and an element $([M_m]_m, g)$ is in the image of $\varphi$ if and only if

(1) $M_m \otimes_{R_m} K \cong M_n \otimes_{R_n} K$ for all $m, n \in \text{maxspec}(R)$, and

(2) $g = [I \otimes R e]$ with $I$ an invertible ideal of $\mathcal{O}(\text{cl}(M))(1-e)$, where $M$ is any module with $M_m \cong M_n$ for all $m \in \text{maxspec}(R)$ and $e = \varepsilon(M)$.

The first condition is equivalent to $\text{rank}_{p_i} M_m = \text{rank}_{p_i} M_n$ whenever $p_i \subseteq m \cap n$.

Proof. We first show that $\varphi(T(R))$ is contained in the described set. If $M$ is an $R$-lattice then clearly $M_m \otimes_{R_m} K \cong M_n \otimes_{R_n} K$ for all $m, n \in \text{maxspec}(R)$. Moreover, the faithful $R$-lattice $\text{cl}(M)$ is invertible in $\mathcal{O}(\text{cl}(M))$ by (e) of Theorem 3.1 and has the described form by Lemma 3.8.

Suppose that $(M_m)_{m}$ is a family of $R_m$-lattices satisfying the stated conditions. For $i \in [1, k]$ and a maximal ideal $m$ with $p_i \subseteq m$, let $r_i = \text{rank}_{p_i} M_m$. Because of the stated hypotheses,
the value of \( r_i \) does not depend on the choice of \( m \). Set \( F = (Re_1)^{r_1} \oplus \cdots \oplus (Re_k)^{r_k} \). Then \( F \) is an \( R \)-lattice with rank_{\!p_i} F = r_i \) for all \( i \in [1, k] \). If \( m \in \text{maxspec}(R) \) is such that \( R_m \) is a discrete valuation ring and \( p_i \) is the unique minimal prime ideal contained in \( m \), then \( F_m \cong R_m^{p_i} \cong M(m) \). By Lemma 3.6, the singular locus is finite. By Levy and Odenthal’s Package Deal Theorem 2.9 of [LO96b], there exists an \( R \)-lattice \( N \) such that \( N_m \cong M(m) \) for all \( m \in \text{maxspec}(R) \).

Letting \( e = \varepsilon(N) \), the module \( N \) is faithful over the Bass ring \( R(1-e) \). By Proposition 3.7, the genus of \( N \) is in bijection with \( \text{Pic}(\text{cl}(R(1-e)(N))) \) via the correspondence \( N' \mapsto \text{cl}_{R(1-e)}(N') \). The claim now follows using Lemma 3.8 by choosing a suitable \( R \)-lattice \( M \) in the genus of \( N \).

If \( R_m \) is a discrete valuation ring, then \( M_m \) is fully determined by its rank at the unique minimal prime ideal \( p_i \subseteq m \). Thus, we may replace all but finitely many of the \( T(R_m) \) factors in the codomain of \( \varphi \) by a rank vector. This immediately yields the following description of \( \varphi(T(R)) \).

**Corollary 3.11.** The homomorphism

\[
\varphi(T(R)) \to N_0^k \times \prod_{m \in \text{Sing}(R)} T(R_m) \times \text{Pic}(R | R).
\]

given by

\[
\varphi([M]) = (\text{rank}_{p_1}(M), \ldots, \text{rank}_{p_k}(M), ([M_m])_{m \in \text{Sing}(R)}, \text{cl}(M)),
\]
is injective. Its image is the submonoid defined by

- \( \text{rank}_{p_1}(M) = \text{rank}_{p_1}(M_m) \) for all \( m \in \text{maxspec}(R) \) and \( p_i \subseteq m \), and
- \( \text{cl}(M) = [I \oplus R e] \in \text{Pic}(\text{O}(\text{cl}(M))) \) with \( e = \varepsilon(M) \), and \( [I] \in \text{Pic}(\text{O}(\text{cl}(M)))(1-e) \).

Dropping the \( \text{Pic}(R | R) \)-factor, we can still obtain a transfer homomorphism. Unless \( \text{Pic}(R) \) is trivial (for instance, when \( R \) is semilocal), we obviously lose some information. Nevertheless, this vantage point is still sufficient to study many factorization theoretical invariants, in particular sets of lengths. The main advantage is that, since the monoids \( T(R_m) \) are factorial, the resulting monoid is a Diophantine monoid, and hence a Krull monoid.

**Theorem 3.12.** For a Bass ring \( R \), the homomorphism

\[
\psi: T(R) \to N_0^k \times \prod_{m \in \text{Sing}(R)} T(R_m)
\]

given by \( \psi([M]) = (\text{rank}_{p_1}(M), \ldots, \text{rank}_{p_k}(M), ([M_m])_{m \in \text{Sing}(R)}) \) induces a transfer homomorphism \( \psi: T(R) \to \psi(T(R)) \). Its image is defined by \( \text{rank}_{p_1}(M) = \text{rank}_{p_1}(M_m) \) for all \( m \in \text{Sing}(R) \) and \( p_i \subseteq m \).

Moreover, the map \( \psi \) is injective if and only if \( \text{Pic}(R) \) is trivial.

**Proof.** From Corollary 3.11 we know that \( \psi \) is an epimorphism to the described monoid. If \( \psi([M]) = 0 \), then \( M = 0 \). The only thing remaining to show is that, whenever \( \psi([M]) = g + h \) with \( g, h \in \psi(T(R)) \), then there exist \( R \)-lattices \( N, L \) with \( \psi([N]) = g \) and \( \psi([L]) = h \) such that \( M \cong N \oplus L \). Passing to \( R(1-\varepsilon(M)) \), we may assume that \( M \) is faithful. Let \( N' \) and \( L' \) be \( R \)-lattices with \( \psi([N']) = g \) and \( \psi([L']) = h \). Then \( M_m \cong N'_m \oplus L'_m \) for all \( m \in \text{maxspec}(R) \).

The genus, the class, and the coefficient rings are determined locally. Moreover, by [LW85, Proposition 3.4], we have \( \text{cl}(A \oplus B) = \text{cl}(A) \text{cl}(B) \), and so the isomorphisms \( M_m \cong N'_m \oplus L'_m \) imply \( \text{O}(\text{cl}(N')) \subseteq \text{O}(\text{cl}(M)) \) and \( \text{O}(\text{cl}(L')) \subseteq \text{O}(\text{cl}(M)) \).
Let \( e = \varepsilon(N') \). Using Proposition 3.7, together with the epimorphism \( \text{Pic}(\mathcal{O}(\text{cl}(N'))) \to \text{Pic}(\mathcal{O}(\text{cl}(M))) \), we can find \( N \) in the genus of \( N' \) with

\[
\text{cl}(M)\mathcal{O}(\text{cl}(M))(1 - e) = \text{cl}(N)\text{cl}(L')\mathcal{O}(\text{cl}(M))(1 - e).
\]

With \( f = \varepsilon(L) \), we can similarly choose \( L \) in the genus of \( L' \) with

\[
\text{cl}(M)\mathcal{O}(\text{cl}(M))(1 - f) = \text{cl}(N)\text{cl}(L)\mathcal{O}(\text{cl}(M))(1 - f).
\]

Since \( M \) is faithful, we must have \( ef = 0 \). Moreover, \( \text{cl}(L)f = Rf = \text{cl}(L')f \). Writing \( 1 = (1 - e)f + (1 - f) \), the equalities above therefore imply

\[
\text{cl}(M)\mathcal{O}(\text{cl}(M)) = \text{cl}(N)\text{cl}(L)\mathcal{O}(\text{cl}(M)) = \text{cl}(N \oplus L)\mathcal{O}(\text{cl}(M)).
\]

Hence \( M \cong N \oplus L \) by Proposition 3.7.

By Lemma 3.9 the Picard group \( \text{Pic}(R) \) is trivial if and only if the genus completely determines the isomorphism class of an \( R \)-lattice. Hence, in this case, the factor \( \text{Pic}(R \mid R) \) can be removed in Corollary 3.11. Conversely, if \( \text{Pic}(R) \) is non-trivial, then there exist two non-isomorphic \( R \)-lattices in the same genus and \( \psi \) is not injective. \( \Box \)

Levy–Odenthal gave necessary and sufficient criteria for \( R \) to satisfy [torsion-free] Krull–Remak–Schmidt–Azumaya. Their results hold for semiprime, module-finite algebras over a commutative noetherian ring of Krull dimension 1. We recall the special case for Bass rings.

**Proposition 3.13** (Levy–Odenthal [LO96a]). Let \( R \) be a Bass ring. The monoid \( T(R) \) is factorial if and only if \( \text{Pic}(R) \) is trivial and every connected component of \( \text{Spec}(R) \) contains at most one singular maximal ideal.

**Proof.** Decomposing \( R \) as a product of subrings, we may assume that \( \text{Spec}(R) \) is connected in the Zariski topology, that is, that \( R \) is indecomposable as a ring. [LO96a, Theorem 1.3] gives three conditions that are, in conjunction, equivalent to \( T(R) \) being factorial. Condition (a) is that the genus of every \( R \)-lattice contains a single isomorphism class; this is equivalent to the triviality of \( \text{Pic}(R) \); (b) is that there is at most one non-singular maximal ideal. The final condition (c) is a local condition. It is satisfied for Bass rings because \( T(R_m) \) is factorial by Theorem 3.4. \( \Box \)

**Remark 3.14.** The previous result can also be proved without making use of the—much more general—theorem of Levy–Odenthal (but still by using their Package Deal Theorem). We sketch the argument, omitting details. First the necessity. It is easy to see that \( \text{Pic}(R) \) being trivial is necessary. Then the transfer homomorphism \( \psi \) from Theorem 3.12 induces an isomorphism \( T(R) \to \psi(T'(R)) \) and it suffices to study \( \psi(T'(R)) \). With a bit of work, from the connectedness of \( \text{Spec}(R) \), one can deduce that there is at most one maximal ideal containing more than one minimal prime ideal. (In fact, this follows from the existence of the transfer homomorphism, together with Theorem 4.20 and Proposition 5.3 below.) Each singular \( R_m \) has at least two non-isomorphic indecomposable \( R \)-lattices of constant rank 1: namely \( R_m \) and \( \overline{R_m} \). From this, it is easy to see \( |\text{Sing}(R)| \leq 1 \). This proves the necessity.

For the sufficiency, it is again easy to see that if \( |\text{Sing}(R)| = 1 \), then \( \psi(T'(R)) \) is factorial (recall that \( T(R_m) \cong \mathbb{N}_0 \) by Theorem 3.4).
3.2. **Construction of $\psi(T(R))$ as a Diophantine monoid.** In this section we further flesh out the structure of the monoid $T(R)$ when $R$ is a Bass ring. More specifically, we completely describe the image $\psi(T(R))$ under the transfer homomorphism given in Theorem 3.12, showing that $T(R)$ is transfer Krull. Then we state arithmetical results about $T(R)$ that are proved later in Section 5.

We will describe $\psi(T(R))$ as a Diophantine monoid, and will make use of the following basic lemma showing that duplicate columns can essentially be ignored when considering a Diophantine monoid. That is, there is a natural transfer homomorphism between two Diophantine monoids; one with all duplicate columns removed. For simplicity, we state the lemma when the second column is a duplicate of the first. Induction and a permutation of columns yields the more general result.

**Lemma 3.15.** Let $B = [a_1 \cdots a_n]$ be an $m \times n$ matrix with integer entries such that $a_1 = a_2$ and take $H = \ker(B) \cap \mathbb{N}_0^n$. Set $B' = [a_1 a_3 \cdots a_n]$ and $H' = \ker(B') \cap \mathbb{N}_0^{n-1}$. Then there is a transfer homomorphism $\theta : H \to H'$.

**Proof.** Define $\theta : H \to H'$ by

$$\theta(x_1, x_2, x_3, \ldots, x_n) = (x_1 + x_2, x_3, \ldots, x_n).$$

If $(y_1, y_2, \ldots, y_{n-1}) \in H'$, then $y_1a_1 + \sum_{i=2}^{n-1} y_ia_i = 0$, and so $(y_1, 0, y_3, \ldots, y_n) \in H$, whence $\theta$ is surjective. Suppose $\theta(x) = y + z$. Then $x_1 + x_2 = y_1 + z_1$ and $y_{i-1} + z_{i-1} = x_i$ for all $i \in [3, n]$. Since either $x_1 \leq y_1$ or $x_2 \leq z_1$, we assume without loss of generality that $y_1 \leq x_1$. Set $w = (x_1 - y_1, x_2, z_2, \ldots, z_{n-1})$ and $v = (y_1, 0, y_3, \ldots, y_{n-1})$. Then $\theta(v) = y, \theta(w) = z$, and $x = v + w$. Thus $\theta$ is a transfer homomorphism.

The transfer homomorphism

$$\psi : T(R) \to \mathbb{N}_0^k \times \prod_{m \in \text{Sing}(R)} T(R_m)$$

of Theorem 3.12 is given by $\psi([M]) = (\text{rank}_{p_1}(M), \ldots, \text{rank}_{p_k}(M), ([M_m])_{m \in \text{Sing}(R)})$ and has image defined by $\text{rank}_{p_1}(M) = \text{rank}_{p_2}(M_m)$ for all $m \in \text{Sing}(R)$ and $p_i \subseteq m$. Since each $T(R_m)$ is free (Theorem 3.4), the codomain of $\psi$ is free. We now describe its image as a Diophantine monoid having defining matrix with columns indexed by minspec $R$ and by the isomorphism classes of indecomposable lattices over the localizations of $R$.

Let $\text{Sing}(R) = \{m_1, \ldots, m_0, \ldots, m_b\}$ with $b = b_1 + b_2$ so that $m_1, \ldots, m_{b_1}$ are the maximal ideals in $\text{Sing}(R)$ containing exactly one minimal prime ideal and $m_{b_1+1}, \ldots, m_b$ are the maximal ideals in $\text{Sing}(R)$ containing exactly two minimal prime ideals. For each $i \in [1, b]$, fix $A_{i1}, \ldots, A_{id_i}$ representatives of the finitely many indecomposable $R_{m_i}$-lattices and for an $R$-lattice $M$, write $M_{m_i} \cong A_{i1}^{e_{i1}} \oplus \cdots \oplus A_{id_i}^{e_{id_i}}$. If $R_{m_i}$ is a domain containing only the minimal prime $p_i$, then $\sum_{j=1}^{d_i} e_{ij} = \text{rank}_{p_i}(M)$. If $R_{m_i}$ has two minimal primes $pR_{m_i}$ and $qR_{m_i}$, then assume $\text{rank}(A_{i1}) = (1, 0)$, $\text{rank}(A_{i2}) = (0, 1)$, and $\text{rank}(A_{ij}) = (1, 1)$ for all $j \in [3, t_i]$. Then $\text{rank}_{p_i}(M) = \left(\sum_{j=1}^{d_i} e_{ij}\right) - e_{i2}$ and $\text{rank}_{q}(M) = \left(\sum_{j=1}^{d_i} e_{ij}\right) - e_{i1}$. We now define a $(b_1 + 2b_2) \times (k + \sum_{i=1}^{b} t_i)$ matrix $B$. The first $k$ columns record which minimal primes of $R$ are contained in which maximal ideals. If $1 \leq i \leq b_1$ and $1 \leq j \leq k$, the $ij$th entry of $B$ is 1 if $p_i \subseteq m_j$ and 0 otherwise. If $b_1 < i \leq b$, there are two rows of $B$ associated to $m_i$; $p_a$ and $p_b$ are distinct minimal primes contained in $m_i$ and so we place a 1 in the $b_1 + 2(i - b_1)$st row and $uth$ column and in the $b_1 + 2(i - b_1) - 1st$ row and $rth$ column. The other columns record the ranks of the indecomposable modules over the various
localizations of $R$. If $A_{ij}$ is an indecomposable $m_i$-lattice with $1 \leq i \leq b_1$, then there is a $-1$ in the $i$th row and $A_{ij}$th column. If $b_1 < i \leq b_2$, then the $b_1 + 2(i - b_1) - 1$st row, restricted to columns indexed by $A_{t_1}, \ldots, A_{t_k}$, is $[-1 \ 0 \ -1 \ \cdots \ -1]$ and the $b_1 + 2(i - b_1)1$st row, restricted to columns indexed by $A_{t_1}, \ldots, A_{t_k}$, is $[0 \ -1 \ -1 \ \cdots \ -1]$.

Observe that the entries of the first $k$ columns of $B$ are all in $\{0, 1\}$ while the entries of the remaining $n - k$ columns are all in $\{0, -1\}$. With this setup, and with the description of $\psi(T(R))$ given in Theorem 3.12, we have the following result.

**Proposition 3.16.** Let $R$ be a Bass ring and let $B$ be as defined above. The map $\psi$ given in Theorem 3.12 gives a transfer homomorphism from $T(R)$ to $\ker(B) \cap \mathbb{N}_0^n$. In particular, $T(R)$ is transfer Krull.

**Remark 3.17.** Although $\psi(T(R))$ is always Krull when $R$ is a Bass ring, the monoid $T(R)$ itself is rarely Krull since it is not, in general, cancellative. In fact, by [Wie84, Theorem 2.7], the monoid $T(R)$ is cancellative if and only if the natural map $\Pic(R) \to \Pic(R)$ is injective, and this rarely happens. However, as is observed in [LW85, Theorem 6.2], an isomorphism $M \oplus X \cong N \oplus X$ implies $M \cong N$ whenever $M, N$ and $X$ are lattices with $X$ projective. In fact, the monoid $T(R)$ is unit-cancellative since we consider only finitely generated modules over a commutative ring.

**Example 3.18.** If $R$ is a domain, by [LO96a], we already know that $T(R)$ is half-factorial. However, we explicitly build $B$ to illustrate the construction. Every maximal ideal of $R$ contains the unique minimal ideal of $R$ and thus the only positive entries of $B$ are in the first column, consisting of all 1s. Moreover, for each $m \in \maxspec(R)$, we have $\mathrm{rank}_{R_m}(A) = 1$ for each indecomposable $R_m$-lattice $A$. Thus

$$B = \begin{bmatrix}
1 & -1 & \cdots & -1 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0
\end{bmatrix}.
$$

From here it is obvious that $\psi(T(R)) \cong \ker(B) \cap \mathbb{N}_0^n$ is factorial.

**Example 3.19.** Fix $m \geq 3$ and for each $i \in [1, m]$, set $c_i = \cos(2\pi i/m)$, $s_i = \sin(2\pi i/m)$, and $t_i = \frac{s_i - s}{c_i - c}$. Then the lines $y - s_i = t_i(x - c_i)$ give $m$ lines in the real plane containing the $m$ edges of a regular $m$-gon. Set

$$R = \mathbb{R}[x, y]/\langle \{ y - s_i = t_i(x - c_i) : i \in [1, m] \} \rangle.$$

With $m_i = (x - c_i, y - s_i)$ for each $i \in [1, m]$, set $U = R \setminus \bigcup_{i=1}^m m_i$. Then $R_U$ is a semilocal Bass ring with $m$ minimal prime ideals corresponding to the $m$ edges of the $m$-gon and $m$ maximal ideals corresponding to the $m$ vertices. Moreover, each prime ideal is contained in exactly two maximal ideals and each maximal ideal contains exactly two minimal prime ideals. Consequently (after removing duplicate columns),

$$B = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & -1 & 0 & -1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0
\end{bmatrix}
$$

$$0 & 1 & 0 & \cdots & 0 & 0 & -1 & -1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0
$$

$$0 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 & -1 & 0 & -1 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0
$$

$$0 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 & -1 & -1 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0
$$

$$\vdots
$$

$$0 & 0 & 0 & \cdots & 1 & 0 & 0 & 0 & 0 & 0 & \cdots & -1 & 0 & -1 & \cdots & 0 & 0 & \cdots & 0 & 0
$$

$$1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & -1 & -1 & \cdots & 0 & 0 & \cdots & 0 & 0
$$
Remark 3.20.

(1) By construction, columns corresponding to distinct maximal ideals of $R$ cannot be the same. Also, no two of the first $k$ columns can be the same. However, for each maximal ideal $m$ of $R$ there can be some duplicate columns, corresponding to multiple nonisomorphic indecomposables with the same rank; 1 in the domain case and (1, 1) in the non-domain case. Lemma 3.15 allows us to consider the Diophantine monoid with these duplicate columns removed.

(2) Set $H = \ker(B) \cap \mathbb{N}_0^n$. If $e_i$ is the $i$-th standard unit vector, then $-e_i$ appears as a column. Consequently, the inclusion $H \subseteq \mathbb{N}_0^n$ is a cofinal divisor homomorphism with class group $\text{im}(B) \cong \mathbb{Z}^{b_1+2b_2}$ and with set of prime divisors given by the distinct columns of $B$. Thus, the monoid $H$ satisfies [BG14, Proposition 6.2], giving finiteness results for several arithmetical invariants.

While the inclusion $H \subseteq \mathbb{N}_0^n$ is a cofinal divisor homomorphism, it is not a divisor theory. A divisor theory can be obtained by eliminating the first $k$ variables, corresponding to the minimal prime ideals. This is carried out in detail in Theorem 4.6 below for monoids of graph agglomerations. These monoids of graph agglomerations are in fact precisely monoids of the form $\ker(C) \cap \mathbb{N}_0^n$ with $C$ arising from $B$ as above by de-duplicating columns.

The transfer homomorphism from Proposition 3.16 can be simplified using Lemma 3.15, giving rise to the following result that we will prove in Section 5.

Proposition 3.21. Let $R$ be a Bass ring. Let $E \subseteq \text{maxspec}(R)$ denote the set of maximal ideals of $R$ that contain two minimal prime ideals, and let $V := \text{minspec}(R)$. Let $c := |V|+3|E|$, and let the coordinates of $\mathbb{N}_0^c$ be indexed as follows: the first $|V|$ coordinates are indexed by elements of $V$. For each $m \in E$ there are three further coordinates, indexed by $m_p$, by $m_q$, and by $m$, where $p, q$ are the minimal prime ideals contained in $m$. Let

$$H = \{ x \in \mathbb{N}_0^c : x_p = x_m + x_{m_p} \text{ for all } (m, p) \in E \times V \text{ with } p \subseteq m \}.$$ 

Then there exists a transfer homomorphism $\varphi : T(R) \to H$.

Proof. Let $C$ be the $2|E| \times c$ integer matrix, defined as follows: the rows are indexed by pairs $(m, p) \in E \times V$ with $p \subseteq m$. The columns are indexed analogously to the coordinates of $\mathbb{N}_0^c$. Denoting by $e_i$ the $|V|+3|E|$-dimensional standard row vector with 1 in coordinate $i$ and 0 everywhere else, the row $(m, p)$ of $C$ is defined to be equal to $e_p - e_m - e_{m_p}$. Thus $H = \ker(C) \cap \mathbb{N}_0^n$.

We now note that $C$ arises from the matrix $B$ of Proposition 3.16 as follows:

- for each maximal ideal containing a unique minimal prime ideal, the corresponding columns are erased.
- If $m_i$ is one of the maximal ideals containing two minimal prime ideals ($b_1 < i \leq b$), the columns corresponding to the rank $(1,1)$ indecomposables $A_{i,3}, \ldots, A_{i,t_i}$, which are duplicates of each other, are replaced by a single copy, which becomes the column indexed by $m$ in $C$. The columns corresponding to the rank $(1,0)$ and $(0,1)$ indecomposables remain unchanged; they are the columns indexed by $m_p$ and $m_q$.

The first of these modifications yields an isomorphic Diophantine monoid, because each removed column has a single nonzero entry, which is $-1$, and therefore the removal is simply eliminating a redundant variable. The second modification preserves the transfer homomorphism by Lemma 3.15. \( \square \)
As is clear from the description of \( \psi(T(R)) \) as a Diophantine monoid, the arithmetic of \( T(R) \) is governed by the structure of \( \text{Spec}(R) \). We will make this more precise in Section 5 after a new object is introduced in Section 4, but we already state the main results as they apply to \( T(R) \). The description uses the prime ideal intersection graph (Definition 5.1) alluded to in the introduction.

**Theorem 3.22.** Let \( R \) be a nonzero Bass ring and let \( \mathcal{G}_R \) be the graph of prime ideal intersections of \( R \).

1. The elasticity \( \rho(T(R)) \in \mathbb{Q} \) is finite and accepted, and
   \[
   \{ \rho([M]) : [M] \in T(R) \} = \{ q \in \mathbb{Q} : 1 \leq q \leq \rho(T(R)) \}.
   \]

2. If \( m \) is the maximal order of a connected component in \( \mathcal{G}_R \) and \( D \) is the maximal degree of a vertex in \( \mathcal{G}_R \), then
   \[
   \rho(T(R)) \leq m - \frac{m-1}{D}.
   \]
   If \( \mathcal{G} \) is simple, then \( \rho(T(R)) \leq m - 2 + \frac{2}{m} \), with equality when \( \mathcal{G} \) is a complete graph.

3. For each \( k \), we have \( \rho_k(T(R)) \leq (k-1)|V| + 1 \). Equality holds if and only if \( \mathcal{G}_R \) contains \( k \) edge-disjoint spanning trees (that is, the spanning tree packing number of the graph \( \mathcal{G}_R \) is at least \( k \)).

4. The monoid \( T(R) \) is half-factorial if and only if \( \mathcal{G}_R \) is acyclic.

5. The set of distances \( \Delta(T(R)) \) is finite.

6. The monoid \( T(R) \) satisfies the Strong Structure Theorem for Unions of Sets of Lengths. In particular, there is \( M \in \mathbb{N}_0 \) such that, for all \( k \in \mathbb{N} \), the unions \( U_k(T(R)) \) are finite AAPs with difference \( \min \Delta(T(R)) \) and bound \( M \).

7. The monoid \( T(R) \) satisfies the Structure Theorem for Sets of Lengths: there is an \( M \in \mathbb{N}_0 \) such that every \( L \in \mathcal{L}(T(R)) \) is an AAMP with difference \( d \in \Delta(T(R)) \) and bound \( M \).

8. If \( \text{Pic}(T(R)) \) is trivial (for instance, when \( R \) is semilocal), then \( T(R) \) is a finitely generated Krull monoid. We have \( \omega(T(R)) < \infty \). The set of catenary degrees \( \{ c([M]) : [M] \in T(R) \} \) is finite. In particular \( c(T(R)) < \infty \).

9. For each \( N \in \mathbb{N} \), there exists a Bass ring \( R \) such that \( \rho(T(R)) \geq N \).

**Proof.** See Section 5.

\[\Box\]

### 4. Monoids of graph agglomerations

In this section we depart from the theme of modules over Bass rings. Instead we introduce the new, to our knowledge, class of monoids of graph agglomerations and study their factorization theory. This will be justified by the final section of the paper, in which we identify the images of the transfer homomorphisms in Section 3 as monoids of graph agglomerations. Thus, results on the factorization theory of monoids of graph agglomerations yield corresponding results on the factorization theory of monoids of modules over Bass rings.

As the monoids introduced here may be of independent interest to the factorization theory community, we have ensured that present section is readable independently from the rest of the paper (excluding, perhaps, the occasional glance at the background material presented in Section 2). Keep in mind that our graphs are finite and permit multiple edges but no loops.

**Definition 4.1.** Let \( \mathcal{G} = (V, E, r) \) be a graph.

1. An agglomeration on \( \mathcal{G} \) is a function \( a : V \cup E \to \mathbb{N}_0 \) such that \( a(v) \geq a(e) \) whenever \( v \in V \) and \( e \in E \) are incident.
(2) The monoid of (graph) agglomerations on $G$, denoted by $A(G)$, is the set of all agglomerations on the graph $G$ together with pointwise addition.

Observe that a sum of two agglomerations is an agglomeration, and that the function that is identically zero is an agglomeration, so that $A(G)$ is indeed a monoid. As a submonoid of $N_0^+\cup E$, the monoid $A(G)$ is commutative, cancellative, and reduced. If $G$ is the null graph, then $A(G) = 0$ is the trivial group. We tacitly ignore this trivial case when convenient. If $G$ is a trivial graph, then $A(G) = (N_0, +)$ is a factorial monoid with the unique prime element $1$; we sometimes also exclude this trivial case for convenience.

The following two basic properties are immediate from the definition.

**Lemma 4.2.** Let $G$ be a graph.

1. If $G'$ is a subgraph of $G$, then $A(G')$ embeds canonically as a divisor-closed submonoid into $A(G)$.
2. If $G_1 \oplus G_2$ is a disjoint union of two graphs, then

$$A(G_1 \oplus G_2) \cong A(G_1) \times A(G_2).$$

Despite this lemma being trivial, it has two significant consequences for the study of factorizations in agglomeration monoids. First, it generally suffices to consider connected graphs. Second, it is possible to obtain lower bounds on arithmetical invariants by working with suitable subgraphs.

The definition of an agglomeration ensures that whenever $a(e) > 0$ for an edge $e$, then also $a(v) > 0$ for the vertices $v$ incident with $e$; this allows us to define the support of an agglomeration.

**Definition 4.3.** Let $G = (V, E, r)$ be a graph.

1. If $a \in A(G)$ then the support of $a$, denoted by $\text{supp}(a)$, is the subgraph of $G$ consisting of the vertices $v \in V$ with $a(v) > 0$ and the edges $e \in E$ with $a(e) > 0$.
2. If $G' = (V', E', r')$ is a subgraph of $G$, then the indicator $1_{G'}: V \cup E \rightarrow N_0$ is the agglomeration defined by

$$1_{G'}(x) = \begin{cases} 1 & \text{if } x \in V' \cup E', \\ 0 & \text{otherwise}. \end{cases}$$

It is clear that the indicator and the support furnish a bijection between subgraphs of $G$ and agglomerations on $G$ taking values in $\{0, 1\}$. We shall tacitly identify subgraphs of $G$ with their indicators when convenient. If $v \in V$, we write $1_v$ for the indicator which is $1$ on $v$ and $0$ everywhere else. If $e \in E$, we write $1_{(r(e), e)}$ for the indicator which is $1$ on $e$ and its two incident vertices, but $0$ everywhere else.

**Lemma 4.4** (Splitting Lemma). Let $a$ be an agglomeration on a non-null graph $G = (V, E, r)$.

1. Let $m = \max \{ a(x) : x \in V \cup E \}$. Let $b: V \cup E \rightarrow N_0$ be defined by

$$b(x) = \begin{cases} 1 & \text{if } a(x) = m, \\ 0 & \text{if } a(x) < m. \end{cases}$$

Then $b$ and $a - b$ are agglomerations, and therefore the agglomeration $a$ factors as $a = b + (a - b)$ in $A(G)$.

2. The indicator $1_{\text{supp}(a)}$ and $a - 1_{\text{supp}(a)}$ are agglomerations, and therefore the agglomeration $a$ factors as $a = 1_{\text{supp}(a)} + (a - 1_{\text{supp}(a)})$ in $A(G)$. 

Proof. (1) If \( e \) is an edge with \( a(e) = m \), then \( b(v) \geq m \) for any incident vertex \( v \). Since \( m \) is the maximum of the function \( a \), we must have \( b(v) = m \). Thus \( b \) is an agglomeration.

Consider now \( a - b \). We only have to verify the inequality for vertices \( v \) with \( a(v) = m \). Then \( (a - b)(v) = m - 1 \). Let \( v \) be an edge incident with \( v \). If \( a(e) < m \), then \( (a - b)(e) = a(e) \leq m - 1 = (a - b)(v) \). Otherwise, we have \( a(e) = m \), but then \( (a - b)(e) = a(e) - 1 = m - 1 = (a - b)(v) \).

(2) It is easy to see that in \( a - 1_{\text{supp}(a)} \) all positive values are decreased by 1, and therefore the inequalities for an agglomeration are satisfied.

Observe that in (1) of the previous lemma, the agglomeration \( b \) is simply the indicator of the subgraph of \( G \) at which \( a \) is maximal.

**Proposition 4.5.** Let \( G \) be a graph. An agglomeration \( a \in A(G) \) is an atom in \( A(G) \) if and only if \( a = 1_{G'} \) for a non-null, connected subgraph of \( G' \).

**Proof.** If \( a \) is an atom, the splitting lemma implies \( a(x) \in \{0, 1\} \) for all \( x \in V \cup E \). Thus necessarily \( a = 1_{G'} \) for a subgraph \( G' \) of \( G \). Now \( 1_{G'} = 1_{G'_1} + 1_{G'_2} \) if and only if \( G' \) is the disjoint union of \( G'_1 \) and \( G'_2 \). The claim follows.

The splitting lemma implies that every nonzero \( a \in A(G) \) is a sum of atoms, that is, the monoid \( A(G) \) is atomic (this is also obvious from more general facts). Having in mind the bijection between subgraphs and indicator functions, the monoid \( A(G) \) is generated by the connected subgraphs of \( G \). Hence, an arbitrary element of \( A(G) \) may be viewed as an agglomeration of subgraphs of \( G \), explaining our terminology.

The next two results place \( A(G) \) in the much larger class of Krull monoids. For Krull monoids there is an well-established machinery to study their factorization theory via transfer homomorphisms to monoids of zero-sum sequences. Surprisingly, this does not seem to be the best approach to study agglomeration monoids on graphs; after a short interlude we will therefore return to study the factorization theory of agglomeration monoids directly.

**Theorem 4.6.** Let \( G = (V, E, v) \) be a graph. The monoid of agglomerations \( A(G) \) is a finitely generated reduced Krull monoid and its divisor theory has \( 3|E| + \tau \) prime divisors. Here, \( \tau \) is the number of isolated vertices in \( G \).

**Proof.** It suffices to consider the case where \( G \) is connected. If \( G \) has no edges, then it is either the null graph, in which case \( A(G) = 0 \), or it consists of a single vertex, in which case \( A(G) = \mathbb{N}_0 \), which is a Krull monoid with a single prime divisor. From now on we may assume that \( G \) has at least one edge.

By definition \( A(G) \) is the submonoid of \( \mathbb{N}^{V \cup E} \) defined by the inequalities \( a(e) \leq a(v) \) whenever \( e \in E \) is incident with \( v \in V \). We shall explicitly determine a divisor theory for \( A(G) \); we do so through the standard technique of introducing slack variables to turn the defining inequalities into equations and then eliminate redundant variables.

Let \( I = \{(e, v) \in E \times V : e \sim v\} \). Note \( |I| = 2|E| \); we may assume without restriction \( E \cap (E \times V) = \emptyset \). For \( a \in A(G) \) we define \( f_a : E \cup I \to \mathbb{N}_0 \) by \( f_a(e) = a(e) \) for \( e \in E \) and \( f_a(e, v) = a(v) - a(e) \) for \( (e, v) \in I \).

Let \( \varphi : A(G) \to \mathbb{N}_0^{E \cup I} \) be defined by \( \varphi(a) = f_a \). Then \( \varphi \) is a monoid homomorphism. We show that \( \varphi \) is injective. Let \( a, b \in A(G) \) with \( f_a = f_b \). Then \( a(e) = b(e) \) for all \( e \in E \). Let \( v \in V \) and let \( e \) be an edge incident with \( v \). Then \( a(v) = f_a(e, v) + f_a(e) = f_b(e, v) + f_b(v) = b(v) \).
It is similarly easy to see that $\varphi(\mathbf{A}(\mathcal{G}))$ is the submonoid of all $f \in \mathbb{N}_{0}^{E\cup I}$ satisfying the equations $f(e, v) + f(v) = f(e', v) + f(e')$ whenever $e, e' \in E$ are both incident with $v$. As a Diophantine monoid, therefore $\varphi(\mathbf{A}(\mathcal{G})) \subseteq \mathbb{N}_{0}^{E\cup I}$ is saturated. Hence $\varphi: \mathbf{A}(\mathcal{G}) \rightarrow \mathbb{N}_{0}^{E\cup I}$ is a divisor homomorphism.

To show that $\varphi$ is a divisor theory, it suffices to show that for every standard basis vector $f$ of $\mathbb{N}_{0}^{E\cup I}$ there exist $a, b \in \mathbf{A}(\mathcal{G})$ with $f = \min\{\varphi(a), \varphi(b)\}$, where the minimum is taken pointwise.

We distinguish two cases for $f \in \mathbb{N}_{0}^{E\cup I}$. Let first $e \in E$ and let $f(e) = 1$ and $f(x) = 0$ for all $x \in E \setminus \{e\} \cup I$. Let $v, w$ be the two vertices incident with $e$. Define $a \in \mathbf{A}(\mathcal{G})$ by $a(e) = a(v) = a(w) = 1$ and $a(x) = 0$ if $x \not\in \{v, w, e\}$. Then $f_{a}(e) = 1$ and $f_{a}(e') = 0$ for $e' \in E \setminus \{e\}$. Now define $b \in \mathbf{A}(\mathcal{G})$ by $b(v') = b(e') = 1$ for all $v' \in V$ and $e' \in E$. Then $f_{b}(e') = 1$ for all $e' \in E$ and $f_{b}(e', v') = 0$ for all $(e', v') \in I$. We conclude $f = \min\{f_{a}, f_{b}\}$.

Let now $(e, v) \in I$ and let $f(e, v) = 1$ and $f(x) = 0$ for all $x \in E \cup I \setminus (e, v)$. Define $a \in \mathbf{A}(\mathcal{G})$ by $a(v) = 1$ and $a(x) = 0$ for all $x \not\in v$. Then $f_{a}(e) = 0$ for all $e \in E$. For the incidences, we have $f_{a}(e', v) = 1$ if $e' \sim v$ and $f_{a}(e', v') = 0$ for all $(e', v') \in I$ with $v' \not\sim v$. Now define $b \in \mathbf{A}(\mathcal{G})$ by $b(v') = 1$ for all $v' \in V$, by $b(e) = 0$, and $b(e') = 1$ if $e' \in E \setminus \{e\}$. Then $f_{b}(e', v') = 1$ for both vertices $v'$ with $v' \sim e$. Moreover $f_{b}(e', v') = 0$ for all $(e', v') \in I$ with $e' \not\sim e$. We again conclude $f = \min\{f_{a}, f_{b}\}$. □

**Corollary 4.7.** The divisor class group of $\mathbf{A}(\mathcal{G})$ is free abelian of rank $2|E| - |V| + \iota$, where $\iota$ is the number of isolated vertices in $\mathcal{G}$.

**Proof.** The divisor class group of a finite product of Krull monoid is isomorphic to the product of the individual class groups. Without restriction, let $\mathcal{G}$ be connected and non-trivial.

We continue in the notation of the proof of Theorem 4.6. The image of the divisor theory $\varphi: \mathbf{A}(\mathcal{G}) \rightarrow \mathbb{N}_{0}^{E\cup I}$ is defined by the equations $f(e, v) + f(v) = f(e', v) + f(e')$ whenever $e, e'$ are edges incident with a vertex $v$. Fixing for each vertex $v$ an edge $e_{v}$ incident with $v$, we observe that the equations

$$f(e_{v}, v) + f(e_{v}) = f(e', v) + f(e'),$$

are sufficient to define $\text{im} \varphi$. This yields $|I| - |V| + \iota = 2|E| - |V| + \iota$ linear equations defining $\text{im} \varphi$ as a submonoid of $\mathbb{N}_{0}^{E\cup I}$. These equations are all linearly independent because $f(e', v)$ appears in a unique equation. We may write the corresponding system matrix as an integer matrix $M$ with columns indexed by $E \cup I$, and having $2|E| - |V| + \iota$ linearly independent rows.

Denote by $q(\text{im} \varphi)$ the quotient group of $\text{im} \varphi$. Then the divisor class group $\text{Cl}(\mathbf{A}(\mathcal{G}))$ is isomorphic to $\mathbb{Z}^{E\cup I}/q(\text{im} \varphi)$. We claim $q(\text{im} \varphi) = \text{ker} M$. Indeed the inclusion $q(\text{im} \varphi) \subseteq \text{ker} M$ is obvious. For the converse, note that the agglomeration $b \in \mathbf{A}(\mathcal{G})$ with $b(v) = 2$ for all $v \in V$ and $b(e) = 1$ for all $e \in E$ yields a vector $f_{b} \in \text{ker} M$ all of whose entries are positive. Now let $x \in \text{ker}(M)$. Let $n \in \mathbb{N}_{0}$ be sufficiently large so that $x + nf_{b} \in \mathbb{N}_{0}^{E\cup I} \cap \text{ker}(M)$. Then $nf_{b} \in \text{im} \varphi$ and $x = (x + nf_{b}) - nf_{b} \in q(\text{im} \varphi)$.

We conclude $\text{Cl}(\mathbf{A}(\mathcal{G})) \cong \mathbb{Z}^{E\cup I}/\ker(M) \cong \text{im} M$. Hence $\text{Cl}(\mathbf{A}(\mathcal{G}))$ is free abelian of rank $2|E| - |V| + \iota$. □

**Example 4.8.** Let $\mathcal{G}$ be the cycle graph of length 3 with vertices $v_{1}, v_{2}, v_{3}$ and edges $e_{12}, e_{23}, e_{13}$. The divisor theory maps $\mathbf{A}(\mathcal{G})$ into $\mathbb{N}_{0}$, explicitly

$$\varphi(a) = (a(e_{23}), a(e_{13}), a(e_{12}), a(v_{1}) - a(e_{12}), a(v_{1}) - a(e_{13}),$$

$$a(v_{2}) - a(e_{12}), a(v_{2}) - a(e_{23}), a(v_{3}) - a(e_{13}), a(v_{3}) - a(e_{23})).$$
Then \( \text{im} \varphi = \mathbb{N}_0^9 \cap \ker(M) \) with
\[
M = \begin{bmatrix}
0 & 1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & -1 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]
The divisor class group \( G := \text{Cl}(A(G)) \cong \mathbb{Z}^9 / \ker(A) \cong \text{im}(A) \) is isomorphic to \( \mathbb{Z}^3 \). In the study of Krull monoids, it is also important to understand the subset \( G_0 \) of \( G \) containing prime divisors, that is, the image of the 9 standard basis vectors under the map \( \mathbb{Z}^9 \to \mathbb{Z}^9 / \ker(A) \). This is just the set of columns of \( A \). In this example \( G_0 \neq -G_0 \), which is atypical for the Krull monoids that are usually being studied, but typical for agglomeration monoids. As a consequence, many known results about Krull monoids are not applicable in our setting.

Since \( A(G) \) is a finitely generated Krull monoid, all the main finiteness results (Theorem 2.3) about such monoids hold. We continue with a more detailed investigation of the arithmetic of \( A(G) \).

**Definition 4.9.** Let \( G = (E, V, r) \) be a non-null graph and \( a \in A(G) \).

(1) The sequence-length of \( a \) is
\[
\ell(a) := \sum_{v \in V} \deg_G(v)a(v) - \sum_{e \in E} a(e) \in \mathbb{N}_0.
\]

(2) The Davenport constant of \( A(G) \) is
\[
D(A(G)) := \max\{ \ell(a) : a \text{ an atom of } A(G) \}.
\]

Using the defining property of an agglomeration, it is easy to verify that \( \ell(a) \) is indeed nonnegative.

**Remark 4.10.** A divisor theory of a Krull monoid gives rise to a transfer homomorphism to a monoid of zero-sum sequences \( B(G_0) \), where \( G_0 \) is a subset of the divisor class group \( G \) (see the surveys [BW13, Ger16, GZ20]). In this way, to every \( a \in A(G) \), we can associate a zero-sum sequence \( \theta(a) \in B(G_0) \). The sequence-length \( \ell \) is defined in such a way that \( \ell(a) \) is indeed the length of the zero-sum sequence \( \theta(a) \). This can be seen from the divisor theory as constructed in the proof of Theorem 4.6. By the uniqueness properties of a divisor theory, this length does not depend on the particular choice of divisor theory.

The Davenport constant is a classical invariant in factorization theory through which many arithmetical invariants can be estimated, or even expressed exactly. In many cases, e.g., when \( G = G_0 \) is a finite abelian group, it is notoriously difficult to compute the Davenport constant. The case of agglomeration monoids is remarkable in that it is very easy to compute \( D(A(G)) \). However, due to the set of prime divisors not being symmetric in our setting \((G_0 \neq -G_0)\) this is of limited use. For instance, \( D(A(G)) \) gives bounds on invariants such as the refined elasticities \( \rho_k(A(G)) \), but in the case \( G_0 \neq -G_0 \) it does not give precise values.

**Proposition 4.11.** Let \( G = (E, V, r) \) be a non-trivial, connected graph.

(1) We have
\[
D(A(G)) = 2|E| - |V| + 1.
\]

(2) An atom \( a \) of \( A(G) \) satisfies \( \ell(a) = D(A(G)) \) if and only if \( \text{supp}(a) \) is a tree containing every vertex of degree at least 2. In particular, every spanning tree of \( G \) yields an atom of maximal sequence-length. If \( G \) has minimum vertex degree at least 2, then the atoms of maximal sequence-length are in bijection with the spanning trees of \( G \).
Proof. (1) Let \( a \in \mathcal{A}(\mathcal{G}) \) be an atom. Then \( a \) is the indicator of the connected subgraph \( \text{supp}(a) = (V_a, E_a, r_a) \) of \( \mathcal{G} \). Therefore we get

\[
(1) \quad \ell(a) = \sum_{v \in V_a} \deg_G(v) - |E_a|.
\]

Note that the degree of \( v \) is considered as a vertex of \( \mathcal{G} \), not as a vertex of \( \text{supp}(a) \).

If there is a vertex \( v \in V \setminus V_a \), then \( v \) can be chosen in such a way that it can be connected to \( \text{supp}(a) \) by a single edge. Adding \( v \), and a connecting edge, to \( \text{supp}(a) \) produces an atom \( a' \) with \( \ell(a') \geq \ell(a) \). To maximize Eq. (1), we may therefore assume \( V_a = V \). Then

\[
\ell(a) = \sum_{v \in V} \deg(v) - |E_a| = 2|E| - |E_a|.
\]

This value is maximized by taking \( |E_a| \) minimal, which happens if and only if \( \text{supp}(a) \) is a spanning tree. In this case \( |E_a| = |V| - 1 \).

(2) Let again \( a \) be an atom with \( \text{supp}(a) = (V_a, E_a, r_a) \). If there exists \( v \in V \setminus V_a \) and \( \deg(v) > 1 \), then the extension process just described produces an atom \( a' \) with \( \ell(a') > \ell(a) \) and \( \ell(a) \) cannot be maximal. Similarly, if \( \text{supp}(a) \) is not a tree we may remove an edge, without breaking the connectivity, to find an atom \( a' \) with \( \ell(a') > \ell(a) \). Thus, if \( \ell(a) = D(\mathcal{A}(\mathcal{G})) \), then \( \text{supp}(a) \) is a tree and contains every vertex of \( \mathcal{G} \) of degree at least 2.

Conversely, if \( \text{supp}(a) \) is of this form, we may extend \( a \) to \( a' \) with \( \text{supp}(a') \) a spanning tree and \( \ell(a) = \ell(a') \). By the argument in (1), this sequence-length is maximal. \( \square \)

In the following lemma we characterize prime and absolutely irreducible elements of \( \mathcal{A}(\mathcal{G}) \) and show that the indicator of a graph decomposes uniquely as the sum of the indicators of its connected components.

Lemma 4.12. Let \( \mathcal{G} = (V, E, r) \) be a non-null graph.

(1) An atom \( a \in \mathcal{A}(\mathcal{G}) \) with \( \text{supp}(a) = (V', E', r') \) is prime if and only if \( \deg_G(v) \leq 1 \) for all \( v \in V' \).

(2) Let \( a \) be an atom of \( \mathcal{A}(\mathcal{G}) \) and \( b \in \mathcal{A}(\mathcal{G}) \). If \( a \) is a summand of \( nb \) for some \( n \geq 1 \), then \( a \) is a summand of \( b \).

(3) Every atom of \( \mathcal{A}(\mathcal{G}) \) is absolutely irreducible.

(4) Let \( \mathcal{G}_1, \ldots, \mathcal{G}_s \) be pairwise disjoint, connected subgraphs of \( \mathcal{G} \). Then the factorization of

\[
a = 1_{\mathcal{G}_1} + \cdots + 1_{\mathcal{G}_s}
\]

is unique (up to order).

Proof. (1) We may without restriction assume that \( \mathcal{G} \) is connected. Suppose that \( a \) is an atom of \( \mathcal{A}(\mathcal{G}) \) with \( \text{supp}(a) = (V', E', r') \) and \( \deg_G(v) \leq 1 \) for all \( v \in V' \). Then \( \deg_{\text{supp}(a)}(v) = 1 \) for each \( v \in V' \) as well and, since \( \text{supp}(a) \) is connected, either \( \text{supp}(a) = 1_v \) is a trivial graph or \( \text{supp}(a) = 1_{(r(e), e)} \) for some edge \( e \). In the latter case, we must have \( \mathcal{G} = 1_{(r(e), e)} \) as well. With \( v_1 \) and \( v_2 \) the only vertices of \( \mathcal{G} \) and \( e \) its only edge, the only atoms in \( \mathcal{A}(\mathcal{G}) \) are \( 1_{v_1}, 1_{v_2}, \) and \( a = 1_{\mathcal{G}} \). Clearly \( a \) is prime. In the former case, we have \( V' = \{v\} \) and either \( V = \{v\} \) or there is a unique \( e \in E \) with \( v \in r(e) \). If \( V = \{v\} \), then clearly \( a \) is prime. Otherwise, suppose \( a + b = c + d \) for some \( b, c, d \in \mathcal{A}(\mathcal{G}) \). Then \( a(v) = 1 \) and \( a(e) = 0 \) implies \( c(v) + d(v) = a(v) + b(v) > a(e) + b(e) = c(e) + d(e) \). Without restriction \( c(v) > c(e) \), and therefore \( a \) is a summand of \( c \) in \( \mathcal{A}(\mathcal{G}) \).

Now suppose \( a \in \mathcal{A}(\mathcal{G}) \) is an atom with \( \text{supp}(a) = (V', E', r') \) and such that there is \( v \in V' \) with \( \deg_G(v) \geq 2 \). We have to show that \( a \) is not prime. Consider \( b \in \mathcal{A}(\mathcal{G}) \) with
\[ b(v) = \deg_G(v) \text{ for every vertex } v, \text{ and } b(e) = 1 \text{ for every edge } e. \] Observe that \( a \) is a summand of \( b \). Moreover,
\[ b = \sum_{e \in E} 1_{(r(e),e)} = 1_G + \sum_{v \in V} (\deg_G(v) - 1)1_v. \]

Now, if \( |E'| \neq 1 \), then \( a \) cannot be a summand of \( 1_{(r,e)} \). If \( |E'| = 1 \), then \( a \) is neither a summand of \( 1_G \) nor of any \( 1_v \). In any case, the agglomeration \( a \) is not a prime element.

(2) Let \( \text{supp}(a) = (E_a, V_a, r_a) \). Note that \( a \) is a summand of \( nb \) if and only if, for every \( v \in V_a \) and every \( e \in E \setminus E_a \) with \( e \sim v \), we have \( nb(e) < nb(v) \). But then also \( b(e) < b(v) \). Thus \( a \) is a summand of \( b \).

(3) By (2).

(4) Clearly \( 1_G \) factors uniquely as an element of \( A(G) \) since it is an atom there. The claim follows because \( a \) is contained in the divisor-closed submonoid \( A(G_1) \times \cdots \times A(G_s) \) of \( A(G) \). \( \square \)

4.1. Elasticities. We now turn our attention to specific bounds for the elasticity \( \rho(A(G)) \) and the refined elasticities \( \rho_k(A(G)) \). After that, we characterize factorial and half-factorial monoids of graph agglomerations in Theorem 4.20.

A semi-length function is a monoid homomorphism \( \sigma: A(G) \to \mathbb{R}_{\geq 0} \) with \( \sigma(a) = 0 \) if and only if \( a = 0 \). By [AA92] we have \( \rho(A(G)) \leq M^*/m^* \) with
\[ M^* = \max \{ \sigma(a) : a \text{ is an atom of } A(G) \} \quad \text{and} \]
\[ m^* = \min \{ \sigma(a) : a \text{ is an atom of } A(G) \}. \]

**Theorem 4.13.** Let \( G \) be a non-null graph. Let \( m \) be the maximal order of a connected component of \( G \), and \( D \) the maximal degree of \( G \).

1. For every \( r > D/2 \), the function \( \sigma_r: A(G) \to \mathbb{R}_{\geq 0} \) defined by
\[ \sigma_r(a) = r \sum_{v \in V} a(v) - \sum_{e \in E} a(e) \]

is a semi-length function.

2. We have \( \rho(A(G)) \leq m - \frac{m-1}{r} \).

3. If \( G \) is simple, then \( \rho(A(G)) \leq m - 2 + \frac{2}{m} \).

**Proof.** If \( G_1, \ldots, G_s \) are the connected components of \( G \), it is easily shown that \( \rho(A(G)) = \max \{ \rho(A(G_i)) : i \in [1,s] \} \), see [GHK06, Proposition 1.4.5.2]. Since it also suffices to establish the semi-length property on each connected component, we assume without restriction that \( G \) is connected and of order \( m \). The claims are trivial for \( m = 1 \), so assume \( m \geq 2 \).

(1) Clearly \( \sigma_r \) is additive on \( A(G) \). Since \( r > \frac{D}{2} \) and \( G \) has at most \( Dm/2 \) edges, we have \( \sigma(r) \geq 0 \) with equality only when \( a = 0 \).

We now show (2) and (3) through a suitable choice of \( r \). Suppose \( r \geq 1 \). From the definition of \( \sigma_r \) and the fact that an atom has values in \( \{0,1\} \), it is then clear that \( \sigma_r(a) \) is maximized by taking \( a \) an atom with \( \text{supp}(a) \) a spanning tree. Thus \( M^* = rm - (m - 1) \).

(2) Set \( r = D \geq 1 \). Let \( a \) be an atom with \( \text{supp}(a) \) of order \( m' \). If \( m' = 1 \), then clearly \( \sigma_r(a) = D \). If \( m' > 1 \), then \( \sigma_r(a) \geq m'D - m'D/2 = m'D/2 \geq D \). Thus \( m^* = D \) and \( \rho(A(G)) \leq m - (m - 1)/D \).
We are also able to give a bound on the refined elasticities. Thus $m^* = m/2$ and $\rho(A(G)) \leq m - 2 + 2/m$. □

In some cases the previous result, with a suitable choice of $r$, allows us to determine the exact elasticity, as the next examples show.

**Example 4.14.**

1. Consider the $n$-cycle $G = C_n$. For $i \in [1, n]$ let $T_i \subseteq C_n$ denote the subgraph in which we omit the $i$-th edge. Let $a = T_1 + \cdots + T_n$. Then $a(v) = n$ for all $v \in V$ and $a(e) = n - 1$ for all $e \in E$. Thus $a = (n - 1)C_n + \sum_{i=1}^{n} v_i$, where $v_i$ are the individual vertices. (See Fig. 1 for an illustration of this construction on the 4-cycle.) We conclude $\sigma_r(a) \geq 2 - \frac{1}{n}$. Since every proper subgraph of $C_n$ is a tree, one can check that with $r = n/(n - 1)$ we have $\sigma_r(a) \geq r$ for all atoms $a$. As in the previous theorem, the choice of $r$ gives a corresponding upper bound for the elasticity, and hence

$$\rho(A(C_n)) = 2 - \frac{1}{n}.$$ 

2. Suppose $G$ is a connected, simple $k$-regular graph on $n$ vertices. For each $v \in V$, define the subgraph $G_v = (V_v, E_v, r_v)$ with $E_v = \{ e \in E : v \in r(e) \}$, with $V_v = \{ r(e) : e \in E_v \}$, and with $r_v = r|E_v$. Then

$$\sum_{v \in V} 1_{G_v} = 1_G + 1_G + (k - 1) \sum_{v \in V} 1_v$$

are two factorizations of the agglomeration on $G$ assigning to every vertex the value $k + 1$ and every edge the value 2. (See Fig. 2 for an illustration of this construction on the complete graph $K_4$.) Thus

$$\rho(A(G)) \geq \frac{n(k - 1) + 2}{n} = (k - 1) + \frac{2}{n}.$$ 

3. Let $G = K_n$ be a complete graph on $n$ vertices. The last example together with the upper bound from (3) of 4.13 shows

$$\rho(A(G)) = n + \frac{2}{n} - 2.$$ 

In particular, the upper bound for simple graphs in Theorem 4.13 can be attained.

Non-simple graphs can also attain the weaker upper bound in (2); see Example 4.17 below.

**Theorem 4.15.** Let $G$ be a graph.
(1) For all \( k \geq 2 \),
\[
\rho_k(\mathcal{G}) \leq (k - 1)|V| + 1.
\]
(2) Equality in the previous bound holds if and only if \( \mathcal{G} \) contains \( k \) edge-disjoint spanning trees. In particular, the graph \( \mathcal{G} \) must have edge-connectivity at least \( k \).

Proof. (1) Let \( a \in \mathbf{A}(\mathcal{G}) \) with \( k \in \mathbf{L}(a) \). Suppose first that \( \text{supp}(a) \) is connected. By Lemma 4.2 we may assume \( \text{supp}(a) = \mathcal{G} \). Let \( \mathcal{T} \) be a spanning tree of \( \mathcal{G} \). Since \( k \in \mathbf{L}(a) \), we have \( \sum_{v \in V} a(v) \leq k|V| \).

Let now \( a = b_1 + \cdots + b_l \) with atoms \( b_1, \ldots, b_l \). For each \( i \in \{1, \ldots, l\} \) let \( n_i(\mathcal{T}) \in \mathbb{N}_0 \) be the number of edges of the spanning tree \( \mathcal{T} \) that are contained in \( \text{supp}(b_i) \). Observe that \( \text{supp}(b_i) \) must contain at least \( n_i(\mathcal{T}) + 1 \) vertices. Moreover \( \sum_{i=1}^l n_i(\mathcal{T}) \geq |V| - 1 \). Thus
\[
(2) \quad l + |V| - 1 \leq \sum_{i=1}^l (n_i(\mathcal{T}) + 1) \leq \sum_{i=1}^l \sum_{v \in V} b_i(v) = \sum_{v \in V} a(v) \leq k|V|,
\]
and therefore \( l \leq (k - 1)|V| + 1 \).

Now suppose that \( \text{supp}(a) \) is arbitrary, and that \( a = c_1 + \cdots + c_k = b_1 + \cdots + b_l \) for atoms \( c_i, b_i \) with \( l \geq k \). Let \( \mathcal{G}_1 = (V_1, E_1, r_1) \), \ldots, \( \mathcal{G}_s = (V_s, E_s, r_s) \) be the connected components of \( \text{supp}(a) \). Again reducing to \( \text{supp}(a) = \mathcal{G} \), we have \( \mathbf{A}(\mathcal{G}) \cong \mathbf{A}(\mathcal{G}_1) \times \cdots \times \mathbf{A}(\mathcal{G}_s) \). If \( |V_i| = 1 \) for some \( i \), the atom \( \mathbf{1}_{\mathcal{G}_i} \) must appear with the same multiplicity in every factorization of \( a \). Thus, for bounding \( l/k \), we may assume without restriction \( |V_i| \geq 2 \) for every \( i \in \{1, s\} \). Moreover \( 2 \leq s \leq k \). Then \( |V_i| \leq |V| - 2 \) for every \( i \in \{1, s\} \).

For every \( i \in \{1, s\} \), let \( k_i = |\{ j \in \{1, \ldots, k\} : \text{supp}(c_j) \subseteq \mathcal{G}_i \}| \) and \( l_i = |\{ j \in \{1, \ldots, l\} : \text{supp}(b_j) \subseteq \mathcal{G}_i \}| \). Then we know \( l_i \leq (k_i - 1)|V_i| + 1 \). Thus
\[
l = \sum_{i=1}^s l_i \leq s + \sum_{i=1}^s (k_i - 1)|V_i| \leq s + \sum_{i=1}^s (k_i - 1)(|V| - 2) \leq s + (k - s)(|V| - 2) \\
\leq (k - 1)(|V| - 2) = s + (k - 1)|V| - 2(k - 1) \leq (k - 1)|V|,
\]
where the last inequality follows from \( 2 \leq s \leq k \). Note that this bound is strictly smaller than the one we claim for \( \rho_k(\mathcal{G}) \). This implies that any \( a \) achieving the upper bound \( \rho_k(a) = (k - 1)|V| + 1 \) must have connected support with \( \text{supp}(a) = \mathcal{G} \).

\[\text{Figure 2. Decomposition in } \mathbf{A}(\mathcal{K}_d) \text{ illustrating } \rho(\mathbf{A}(\mathcal{K}_n)) = n + \frac{2}{n} - 2. \text{ See Example 4.14.}\]
(2) Let $k \geq 2$. Suppose there exists $a \in \mathcal{A}(G)$ and atoms $c_1, \ldots, c_k, b_1, \ldots, b_l$ with $l = (k-1)|V| + 1$ such that

$$a = c_1 + \cdots + c_k = b_1 + \cdots + b_l.$$  

By what we just showed $\text{supp}(a) = G$ and $G$ is connected. Without restriction we may replace each $c_i$ with the indicator of a spanning tree of $\text{supp}(c_i)$. This may change $a$ and the $b_i$, but cannot make $l$ smaller.

Let $T$ be a spanning tree of $G$, and as before, denote by $n_i(T)$ the number of edges of $T$ that appear in $\text{supp}(b_i)$. Then in Eq. (2) we must have equality throughout, so that

$$\sum_{i=1}^{l} (n_i(T) + 1) = k|V| = \sum_{i=1}^{k} \sum_{v \in V} c_i(v).$$

The first thing we observe from this is that necessarily each $c_i$ must have $|V|$ vertices, so that $\text{supp}(c_i)$ is a spanning tree. Secondly, suppose that distinct $c_i$ and $c_j$ share an edge. Taking $T = \text{supp}(c_i)$, then $\sum_{i=1}^{l} (n_i(T) + 1) \geq l + |V|$, and thus $l \leq (k-1)|V|$, a contradiction. We have thus shown that $\text{supp}(c_1), \ldots, \text{supp}(c_k)$ are pairwise edge-disjoint spanning trees of $G$. \hfill \Box

Remark 4.16. The spanning tree packing number $\tau(G)$ of a graph $G$ is the largest number $k$ such that $G$ contains $k$ edge-disjoint spanning trees. By the previous theorem, the number $\tau(G)$ is the precise $k$ at which the value of $\rho_k(\mathcal{A}(G))$ starts to differ from the upper bound. The survey [Pal01] discusses several results about the spanning tree packing number. We also mention the more recent papers [LHGL14, GPGS18, LLT19].

Example 4.17. Let $B_k$ be the graph consisting of two vertices and $k \geq 2$ edges between them. Since $B_k$ has $k$ edge-disjoint spanning trees we have $\rho_k(\mathcal{A}(B_k)) = (k' - 1)|V| + 1$ for $2 \leq k' \leq k$. Thus $\rho(\mathcal{A}(B_k)) \geq \frac{k-1}{k}|V| + \frac{1}{k} - 2 = 2 - \frac{1}{k}$. This shows that the bound from (2) of Theorem 4.13 can be attained.

We now concern ourselves with the question when $\mathcal{A}(G)$ is half-factorial and when it is factorial.

Lemma 4.18. Let $G = (V,E,r)$ be a graph. If $a \in \mathcal{A}(G)$ and $\text{supp}(a)$ is acyclic, then $L(a) = \{l\}$ with

$$l = \sum_{v \in V} a(v) - \sum_{e \in E} a(e).$$

In particular $|L(a)| = 1$.

Proof. Using Lemma 4.2 it suffices to consider the case where $G$ is a tree. Suppose $b$ is a summand of $a$. Then $\text{supp}(b)$ is a subgraph of $\text{supp}(a)$ and therefore acyclic. In particular, $\text{supp}(b)$ is a tree for every atom $b$ dividing $a$. For a tree $T = (V',E',r)$ we have $|V'|-|E'| = 1$. Thus, if $a = b_1 + \cdots + b_l$ with $b_1, \ldots, b_l$ indicators of trees $T_i = (V_i,E_i,r_i)$, we must have

$$\sum_{v \in V} a(v) - \sum_{e \in E} a(e) = \sum_{i=1}^{l} (|V_i| - |E_i|) = l. \hfill \Box$$

Remark 4.19. The converse of the previous lemma is false: there exist agglomerations $a$ with $\text{supp}(a)$ cyclic and $|L(a)| = 1$. Since, by Lemma 4.12, all atoms are absolutely irreducible, this is easily seen by considering $na$ where $n$ is any positive integer and $a$ is any atom in $\mathcal{A}(G)$ that involves a cycle. For a more interesting example, let $G$ be the complete graph
In Lemma 4.14 follows from Example 4.21.

The characterization of factorial agglomeration monoids follows from Theorem 4.20.

**Theorem 4.20.** Let $G = (V, E, r)$ be a graph.

1. The monoid $A(G)$ is half-factorial if and only if $G$ is acyclic.
2. The monoid $A(G)$ is factorial if and only if every connected component of $G$ contains at most one edge.

**Proof.**

1. If $G$ is acyclic, then $A(G)$ is half-factorial by the Lemma 4.18.

Suppose now that $G$ is not acyclic. Then $G$ contains a simple $n$-cycle with $n \geq 3$ or a multiple edge (that is, a two-cycle). If $G$ contains a simple $n$-cycle ($n \geq 3$), then $A(C_n)$ embeds as a divisor-closed submonoid into $A(G)$ and hence $A(G)$ is not half-factorial by Example 4.14. If $G$ contains a two-cycle, then $A(B_2)$ embeds as a divisor-closed submonoid into $A(G)$ and hence $A(G)$ is not half-factorial, again by Example 4.17.

2. The characterization of factorial agglomeration monoids follows from (1) of Lemma 4.12 or Corollary 4.7.

We have focused on the study of the (refined) elasticities of $A(G)$, as these are the most basic arithmetical invariants. To finish, we give one example involving other invariants, demonstrating that large distances and catenary degrees can occur.

**Example 4.21.** The following construction is illustrated in Fig. 3. Let $G = K_{2,n}$ with $n \geq 2$ be a complete bipartite graph, with vertices $v_1, v_2, w_1, \ldots, w_n$, and an edge from $v_i$ to $w_j$ for all $i \in [1, 2]$ and $j \in [1, n]$. Let $G_i$ be the subgraph on $v_i, w_1, \ldots, w_n$, and let $a = 1_{G_1} + 1_{G_2}$. Then $a(e) = 1$ for all edges $e$. On the vertices $a(w_j) = 2$ for $j \in [1, n]$ and $a(v_i) = 1$ for $i \in [1, 2]$. The splitting lemma gives $a = 1_G + \sum_{j=1}^n 1_{w_j}$. We claim that these are the only two factorizations of $a$.

Indeed, suppose $b \in A(G)$ is an atom dividing $a$ with $v_i \in \text{supp}(b)$ for some $i \in [1, 2]$. Then necessarily $b(e) = 1$ for every edge from $v_i$ to any $w_j$. Thus $G_i$ is a subgraph of $\text{supp}(b)$. So either $b = 1_{G_i}$ or $b = 1_G$. The claim is an immediate consequence of this.

The set of lengths of $a$ is $L(a) = \{2, n + 1\}$. Thus $n - 1 \in \Delta(A(K_{2,n}))$ for the set of distances of $A(K_{2,n})$. As a consequence, the catenary degree of $A(K_{2,n})$ is at least $n + 1$.
5. From Lattices to Graph Agglomerations

In this final section we bridge the studies of lattices of modules over Bass rings and monoids of graph agglomerations. By establishing a transfer homomorphism, we are able to prove Theorems 1.1 and 3.22.

**Definition 5.1.** Let $R$ be a Bass ring. The graph of prime ideal intersections of $R$, denoted by $\mathcal{G}_R$, is the graph with

- set of vertices equal to $\text{minspec}(R)$,
- set of edges consisting of all maximal ideals of $R$ that contain more than one minimal prime ideal, and
- each edge being incident with the two minimal prime ideals contained in it.

Since every maximal ideal in a Bass ring $R$ contains at most two minimal prime ideals, this is a well-defined graph (possibly with multiple edges, but with no loops). Because $R$ has finitely many minimal prime ideals and the set of singular maximal ideals is finite, the graph is finite. We discuss two examples below (Example 5.6).

**Remark 5.2.** Let $R$ be a Bass ring with minimal prime ideals $p_1, \ldots, p_k$. The Zariski closed set $V_i := \{ p_i \} = \{ q \in \text{Spec}(R) : p_i \subseteq q \}$ is open, as it is the complement of the closed set $\bigcup_{j \neq i} V_j$. Two distinct such sets $V_i$ and $V_j$ have non-trivial intersection if and only if there exists a maximal ideal $m$ containing both $p_i$ and $p_j$. Therefore $\mathcal{G}_R$ is the intersection (multi)graph of the sets $V_1, \ldots, V_k$ in the graph-theoretical sense.

We also see that $R$ is indecomposable as a ring if and only if $\mathcal{G}_R$ is connected. If $R = R_1 \times \cdots \times R_t$ with indecomposable rings $R_1, \ldots, R_t$, then $\mathcal{G}_R \cong \mathcal{G}_{R_1} \oplus \cdots \oplus \mathcal{G}_{R_t}$, with $\mathcal{G}_{R_i}$ the connected components of the graph $\mathcal{G}_R$.

We now recognize the codomain of the transfer homomorphism of Proposition 3.21 as a monoid of graph agglomerations.

**Proposition 5.3.** Let $R$ be a Bass ring and let $\mathcal{G}_R$ be its prime ideal intersection graph. Then there exists a transfer homomorphism $\theta : T(R) \to A(\mathcal{G}_R)$ from the monoid of isomorphism classes of $R$-lattices to the monoid of agglomerations on $\mathcal{G}_R$.

**Proof.** If $R = 0$, then $\mathcal{G}_R$ is the null graph, and $T(R) = A(\mathcal{G}_R) = 0$. If $\dim(R) = 0$, then $R = K_1 \times \cdots \times K_k$ is a product of fields and $\mathcal{G}_R$ is a disjoint union of $k$ trivial graphs. Hence $T(R) \cong \mathbb{N}_0^k \cong A(\mathcal{G}_R)$ and there is nothing to show. From now on $\dim(R) = 1$.

Let $H \subseteq \mathbb{N}_0^k$ be the Diophantine monoid from Proposition 3.21. With $E \subseteq \text{maxspec}(R)$ the set of maximal ideals of $R$ containing two minimal prime ideals, with $V := \text{minspec}(R)$, and with indexing as in Proposition 3.21, we have

$$H = \{ x \in \mathbb{N}_0^k : x_p = x_m + x_{mp} \text{ for all } (m,p) \in E \times V \text{ with } p \subseteq m \}.$$

Since there exists a transfer homomorphism $\varphi : T(R) \to H$, it is sufficient to show $H \cong A(\mathcal{G}_R)$. Note that $x_p \geq x_m$ for every $(m,p) \in E$ with $p \subseteq m$, and that $x_{mp}$ can then be computed as $x_{mp} = x_p - x_m$. Dropping the coordinates corresponding to columns of the type $m_p$, we have that

$$H \cong \{ x \in \mathbb{N}_0^{1 \cup E} : x_p \geq x_m \text{ for all } (p,m) \in E \text{ with } p \subseteq m \}.$$

Then $H \cong A(\mathcal{G}_R)$ by definition of the monoid of graph agglomerations, Definition 4.1. □
Not only can the arithmetic of $T(R)$ be studied in terms of a monoid of graph agglomerations whenever $R$ is a Bass ring, but every graph can be realized as the graph of prime ideal intersections of some Bass ring. In the following realization result, keep in mind that all our graphs are finite and that we permit multiple edges but no loops.

**Proposition 5.4.** (1) Let $R$ be a Bass ring and let $G'$ be a subgraph of $G_R$. Then there exists a multiplicative set $S \subseteq R$ such that the localization $R' = (S^{-1})R$ satisfies $G_{R'} \cong G'$.

(2) For every graph $G$, there exists a semilocal Bass ring $R$ with $G_R \cong G$.

**Proof.** (1) Let $m_1, \ldots, m_k$ be the maximal ideals of $R$ that are the edges of $G'$, and let $p_1, \ldots, p_l$ denote the minimal prime ideals of $R$ that are the vertices of $G'$. Then $S := R \setminus (p_1 \cup \cdots \cup p_l \cup m_1 \cup \cdots \cup m_k)$ is a multiplicative set. The localization $R' = S^{-1}R$ is a Bass ring with minimal prime ideals $R'p_1, \ldots, R'p_l$ and maximal ideals $R'm_1, \ldots, R'm_k$. (In the degenerate case $l = 0$, the ring $R'$ is the zero ring.) Since the inclusions between these ideals are preserved, we have $G'_R \cong G'$.

(2) The null graph is realized by the zero ring. Assume $G$ is non-null. By (1) it suffices to prove: for all $n \geq 1$ and $d \geq 1$, there exists a semilocal Bass ring $R$ with $G_R$ having $n$ vertices, and at least $d$ edges between any two vertices. Let $K$ be an algebraically closed field and let $C_1, \ldots, C_n$ be pairwise distinct, smooth affine plane curves over $K$ such that any two of them have at least $d$ intersection points. We further assume that all these intersection points are pairwise distinct. Smoothness guarantees that every $C_i$ has multiplicity 1 at each of its points. Thus $C = C_1 \cup \cdots \cup C_n$ has multiplicity 2 at each point where two curves intersect, and multiplicity 1 at every other point. It follows that the affine coordinate ring $R = K[C]$ is a Bass ring, and that $G_R$ has $n$ vertices and at least $d$ edges between any two vertices.

Let $m_1, \ldots, m_k$ denote the maximal ideals of $R$ corresponding to the intersection points of the curves $C_1, \ldots, C_n$. Let $S := R \setminus (m_1 \cup \cdots \cup m_k)$. Then $S^{-1}R$ is a semilocal Bass ring with $G_{S^{-1}R} \cong G_R$. \hfill $\square$

**Remark 5.5.** If $G$ is a simple graph, then we can take the curves $C_1, \ldots, C_n$ in the proof of (1) to be $n$ lines in general position in the affine plane (that is, no two lines are parallel, and no three lines intersect in a point).

For higher multiplicity of the edges, it is similarly easy to construct higher degree curves with enough intersection points. For instance, one could take a polynomial $f(x) \in K[x]$ of degree $d + 1$. For any $\lambda \in K$, the graph $C_\lambda$ defined by $y = f(x - \lambda)$ is a smooth plane curve. If $\lambda_1 \neq \lambda_2$, then $C_{\lambda_1}$ intersects $C_{\lambda_2}$ in $d$ points (counting multiplicity). Choosing among the infinitely many curves of this family $n$ of them having no multiple intersection points yields the desired family.

Theorems 1.1 and 3.22 are now an easy consequence of the existence of a transfer homomorphism together with the corresponding results for monoids of graph agglomerations.

**Proof of Theorem 1.1.** The transfer homomorphism exists by Proposition 5.3. Since $A(G_R)$ is a finitely generated Krull monoid, therefore $T(R)$ is transfer Krull of finite type. The remaining claims follow from Proposition 2.2. \hfill $\square$

**Proof of Theorem 3.22.** By Theorem 1.1, the monoid $T(R)$ is transfer Krull of finite type. More specifically, there is a transfer homomorphism $\theta: T(R) \rightarrow A(G_R)$. Claims (1), (5), (6), and (7) thus follow from Theorem 2.3; and (2) and (3) follow from Theorem 4.13 and Theorem 4.15; claim (4) holds by Theorem 4.20.
If $\text{Pic}(R)$ is trivial, the map $\psi$ from Theorem 3.12 is injective. Then $T(R) \cong \Psi(T(R))$ is a finitely generated Krull monoid and (8) follows from Theorem 2.3.

For the complete graph $K_n$, recall $\rho(\mathbf{A}(K_n)) = n + 2 - 2 \geq n - 2$ by Example 4.14. By Proposition 5.4 there is a Bass Ring $R$ with $\rho(T(R)) = \rho(\mathbf{A}(K_n)) \geq n - 2$; this shows (9). □

We now revisit Examples 3.18, 3.19 and 4.21 in light of Proposition 5.4.

**Example 5.6.** (1) As in Example 3.18, let $R$ be a domain. Then $R$ has the unique minimal prime ideal 0. Thus $\mathcal{G}_R$ is the trivial graph consisting of a single vertex and $\mathbf{A}(\mathcal{G}_R) \cong \mathbb{N}_0$. Consequently, the monoid $\mathbf{A}(\mathcal{G}_R)$ is factorial, and therefore $T(R)$ is half-factorial.

(2) Let $R$ be the localization of the coordinate ring of a regular $m$-gon, as in Example 3.19. Then there are $m$ minimal prime ideals, corresponding to the lines containing the edges of the $m$-gon, and $m$ maximal ideals corresponding to the corners of the $m$-gon. The graph $\mathcal{G}_R$ is therefore an $m$-cycle (but keep in mind that the edges correspond to the maximal ideals, and the vertices correspond to the maximal ideals here). Thus, for instance, we have $\rho(T(R)) = 2 - \frac{1}{m}$ by Example 4.14.

(3) For each $n \geq 2$, Proposition 5.4 and Example 4.21 give the existence of a semilocal Bass ring $R$ and an $R$-lattice $M$ such that $M$ decomposes only as the direct sum of $2$ indecomposable lattices and as the direct sum of $n + 1$ indecomposable lattices. Consequently $\Delta([M]) = \{n - 1\}$ in $T(R)$. We contrast this with the case where $R$ is a local ring-order with finite representation type where $\Delta([M]) = \{0\}$ or $\Delta([M]) = \{1\}$ for all $M$ (see [BG14, Theorems 4.12 and 6.4(a)]).

**Remark 5.7.** (1) The transfer homomorphism $\psi$ in Section 3.2 maps the isomorphism class of a module $M$ to its genus; for each singular maximal ideal we record the multiplicity of the indecomposable modules in the direct-sum decomposition $M_\mathfrak{m}$. If $\mathfrak{m}$ contains two minimal prime ideals, each of these modules $M_\mathfrak{m}$ has rank $(1,0)$, $(0,1)$, or $(1,1)$. In passing to the monoid of graph agglomerations we lose some additional information: only the ranks of the indecomposable summands of $M_\mathfrak{m}$ are recorded (this corresponds to the elimination of duplicate columns in the defining matrix of the Diophantine monoid, as in Lemma 3.15). Put another way, if there are multiple modules of rank $(1,1)$, we do not distinguish between them.

To correct for this loss of information, it would be possible to refine the monoid of graph agglomerations as follows: put an edge for each $\mathfrak{m}$ containing two minimal prime ideals and each indecomposable $N_\mathfrak{m}$ and group these edges by $\mathfrak{m}$. Then the function associating values to the edges and vertices of the graphs must be defined so that the value of each vertex is larger than or equal to the sum of weights of all the edges corresponding to $\mathfrak{m}$. Although this definition would provide a more complete translation of the genus (it still does not account for the different indecomposables at a singular maximal ideal containing a unique minimal prime), such a monoid would be more complicated to study.

Since there is already a transfer homomorphism from $T(R)$ to a monoid of graph agglomerations, this additional complexity does not provide more information as far as sets of lengths are concerned.

(2) More refined arithmetical invariants, such as the tame degree, catenary degree, or $\omega$-invariant, are in general not preserved by transfer homomorphisms. To pull back information about these invariants along a transfer homomorphism, one needs to study the fibers of the transfer homomorphism. In the present paper, we have chosen to forego the additional technical complexity this entails. For the very special case in which $R$ is a Dedekind domain, the results from [BGGS15, Sections 5 and 6] are applicable.
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