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Abstract. In this paper, we study the ring structure of the integral cohomology of the Peterson variety of type $A_{n-1}$. We give two kinds of descriptions: (1) we show that it is isomorphic to the $\mathfrak{S}_n$-invariant subring of the integral cohomology ring of the permutohedral variety, (2) we determine the ring structure in terms of ring generators and their relations.

1. Introduction

Let $n(\geq 2)$ be a positive integer and $Fl_n = Fl(C^n)$ the flag variety of $C^n$ which is the collection of nested sequence of linear subspaces of $C^n$:

$$Fl_n = \{V_\bullet = (V_1 \subset V_2 \subset \cdots \subset V_n = C^n) \mid \dim_{C} V_i = i \ (1 \leq i \leq n)\}.$$ 

Let $N$ be an $n \times n$ regular nilpotent matrix viewed as a linear map $N: C^n \to C^n$. The Peterson variety (of type $A_{n-1}$) is a subvariety of $Fl_n$ defined by

$$\text{Pet}_{n} := \{V_\bullet \in Fl_n \mid NV_j \subseteq V_{j+1} \text{ for all } 1 \leq j < n\},$$

where $NV_j$ denotes the image of $V_j$ under the map $N: C^n \to C^n$. It was introduced by Dale Peterson to study the quantum cohomology ring of $Fl_n$, and it has appeared in several contexts (e.g., [3, 7, 17, 22, 25]).

The cohomology ring $H^*(\text{Pet}_n; C)$ has been studied in Harada-Tymoczko ([18]), Fukukawa-Harada-Masuda ([11]), and Harada-Horiguchi-Masuda ([17]). Moreover, a natural basis of $H^*(\text{Pet}_n; C)$ which has certain positivity and integrality was discovered ([5, 14, 15, 18]), and it is now actively studied in connection with mixed Eulerian numbers in combinatorics ([5, 14, 15, 16, 19]). In this paper, we study the ring structure of the cohomology of $\text{Pet}_n$ with $\mathbb{Z}$ coefficients.

To state the first theorem of this paper, we need to introduce a toric variety which is called the permutohedral variety. Let $S$ be an $n \times n$ regular semisimple matrix viewed as a linear map $S: C^n \to C^n$ as above. The permutohedral variety is defined by

$$\text{Perm}_n := \{V_\bullet \in Fl_n \mid SV_j \subseteq V_{j+1} \text{ for all } 1 \leq j < n\}.$$ 

It is known that $\text{Perm}_n$ is the non-singular projective toric variety associated with the fan consisting of the set of Weyl chambers of type $A_{n-1}$ ([3, Theorems 6 and 11]). The symmetric group $\mathfrak{S}_n$ of $n$-letters permutes the set of Weyl chambers, and hence there is a natural $\mathfrak{S}_n$-action on the cohomology ring $H^*(\text{Perm}_n; \mathbb{Z})$ which preserves the grading and the cup product. This implies that the invariant subgroup $H^*(\text{Perm}_n; \mathbb{Z})^{\mathfrak{S}_n}$ is in fact a graded ring with respect to the cup product.

The first theorem of this paper is the following.

Theorem 1.1. As graded rings, we have $H^*(\text{Pet}_n; \mathbb{Z}) \cong H^*(\text{Perm}_n; \mathbb{Z})^{\mathfrak{S}_n}$. 

We note that the corresponding claim for cohomology rings with $\mathbb{C}$ coefficients is known as mentioned in [4, Sect. 1] based on the explicit presentations for the rings.
As the second theorem, we give an explicit presentation of the ring structure of $H^*(\text{Pet}_n; \mathbb{Z})$ in terms of ring generators and their relations. For simplicity, we assume that the regular nilpotent matrix $N$ appearing in the definition of $\text{Pet}_n$ is in Jordan canonical form. Let $L_i$ be the $i$-th tautological line bundle over $Fl_n$ ($1 \leq i \leq n$). By abusing notation, we denote the restriction of $L_i$ over $\text{Pet}_n$ by the same symbol. Let $\mathbb{Z}[y_1, y_2, \ldots, y_n]$ be the polynomial ring over $\mathbb{Z}$ with indeterminates $y_1, y_2, \ldots, y_n$. We regard this polynomial ring as a graded ring with $\deg y_i = 2$ for $1 \leq i \leq n$. Let $\phi: \mathbb{Z}[y_1, y_2, \ldots, y_n] \to H^*(\text{Pet}_n; \mathbb{Z})$ be the ring homomorphism which sends $y_i$ to the first Chern class $c_1(L^*_i)$, where $L^*_i$ is the dual line bundle of $L_i$ ($1 \leq i \leq n$). We introduce the following homogeneous ideals of $\mathbb{Z}[y_1, y_2, \ldots, y_n]$:

\[
I := (e_k(y_1, y_2, \ldots, y_n) \mid 1 \leq k \leq n),
\]

\[
I' := ((y_i - y_{i+1})e_k(y_1, \ldots, y_i) \mid 1 \leq i \leq n-1, 1 \leq k \leq \min\{i, n-i\}),
\]

where $e_k$ denotes the $k$-th elementary symmetric polynomial. We now state the second theorem of this paper.

**Theorem 1.2.** The map $\phi$ induces an isomorphism

$H^*(\text{Pet}_n; \mathbb{Z}) \cong \mathbb{Z}[y_1, y_2, \ldots, y_n]/(I + I')$

as graded rings.

Explicit presentations of the cohomology ring $H^*(\text{Pet}_n; \mathbb{C})$ were given in [11, 17, 18] as mentioned above, and the definition of the ideal $I'$ is motivated algebraically by [11, 17] and geometrically by [5]. See Section 4 for details.
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Example 2.1. If \( n = 5 \) and \( h: [5] \to [5] \) is given by
\[
(h(1), h(2), h(3), h(4), h(5)) = (3, 3, 4, 5, 5),
\]
then \( h \) is a Hessenberg function corresponding to the configuration of the shaded boxes drawn in Figure 1.

![Figure 1. The configuration of shaded boxes for Example 2.1](image)

Let \( Fl_n = Fl(C^n) \) be the flag variety of \( C^n \). For an \( n \times n \) matrix \( X \) (viewed as a linear map \( X: C^n \to C^n \)) and a Hessenberg function \( h: [n] \to [n] \), the Hessenberg variety associated with \( X \) and \( h \) is defined by
\[
Hess(X, h) := \{V \in Fl_n \mid XV_j \subseteq V_{h(j)} \text{ for all } 1 \leq j \leq n\}.
\]
The Peterson variety and the permutohedral variety are both special cases of Hessenberg varieties as we will see in the next subsection.

We denote by \( GL_n(C) \) the complex general linear group of degree \( n \). There is a natural action of \( GL_n(C) \) on \( Fl_n \), and we have \( Hess(gXg^{-1}, h) = g \cdot Hess(X, h) \) in \( Fl_n \). This implies that
\[
Hess(gXg^{-1}, h) \cong Hess(X, h)
\]
for \( g \in GL_n(C) \) so that taking conjugation of the matrix \( X \) does not change the isomorphism class of \( Hess(X, h) \).

2.2. Peterson varieties. Let \( N \) be an \( n \times n \) regular nilpotent matrix (i.e., a nilpotent matrix consisting of a single Jordan block), and let \( h_2: [n] \to [n] \) be the Hessenberg function given by
\[
h_2(j) = j + 1 \quad \text{for } 1 \leq j < n.
\]
The Peterson variety \( Pet_n \) is defined as a special case of Hessenberg varieties:
\[
(2.3) \quad Pet_n := Hess(N, h_2) = \{V \in Fl_n \mid NV_j \subseteq V_{j+1} \text{ for all } 1 \leq j < n\}.
\]
For simplicity, we assume that \( N \) is in Jordan canonical form in the rest of this paper. It is well-known (cf. \cite{24} or \cite{6} Lemma 7.1) that
\[
(2.4) \quad \dim_C Pet_n = n - 1.
\]
For a topological space \( X \), we denote by \( H_s(X; Z) \) and \( H^s(X; Z) \) the singular homology group of \( X \) and the singular cohomology ring of \( X \), respectively. We set \( H_{\text{odd}}(X; Z) := \oplus_{k \geq 0} H_{2k+1}(X; Z) \).

Proposition 2.2. (\cite{24} and \cite{29} Theorem 7.1)

\begin{enumerate}
  \item \( H_s(Pet_n; Z) \) is a torsion free \( Z \)-module of rank \( 2^{n-1} \).
  \item \( H_{\text{odd}}(Pet_n; Z) = 0 \).
\end{enumerate}
2.3. Permutahedral varieties. Let $S$ be an $n \times n$ regular semisimple matrix (i.e., an $n \times n$ matrix with $n$ distinct eigenvalues), and let $h_2 : [n] \to [n]$ be the Hessenberg function defined in (2.2). The permutahedral variety $\Perm_n$ is also a special case of Hessenberg varieties:

\begin{equation}
\Perm_n := \Hess(S, h_2) = \{ V_j \in \Flag_n \mid SV_j \subseteq V_{j+1} \text{ for all } 1 \leq j < n \}.
\end{equation}

It is known that $\Perm_n$ is the non-singular projective toric variety associated with the fan consisting of the set of Weyl chambers of type $A_n$ (\cite[Theorems 6 and 11]{9}). This implies that the isomorphism class of $\Hess(S, h_2)$ does not depend on a choice of a regular semisimple matrix $S$. It also follows from \cite[Theorem 11]{3} that

$$\dim \mathbb{C} \Perm_n = n - 1.$$  

**Proposition 2.3.** (\cite[Section III]{9})

(i) $H_\ast(\Perm_n; \mathbb{Z})$ is a torsion free $\mathbb{Z}$-module of rank $n!$.

(ii) $H_{\text{odd}}(\Perm_n; \mathbb{Z}) = 0$.

The Weyl group $\mathfrak{S}_n$ permutes the set of Weyl chambers of type $A_{n-1}$, and hence it induces an $\mathfrak{S}_n$-action on the cohomology ring $H^\ast(\Perm_n; \mathbb{Z})$ of the toric variety $\Perm_n$. It is known (e.g., \cite[Sect. 1]{5}) that this $\mathfrak{S}_n$-module can also be constructed as a special case of the dot action due to Tymoczko \cite{30} which we briefly review in what follows.

Recalling that we have \cite{22}, we may assume that the matrix $S$ in the diagonal form. Let $h : [n] \to [n]$ be an arbitrary Hessenberg function. We denote by $T$ the maximal torus of $\text{GL}_n(\mathbb{C})$ consisting of diagonal matrices. There is a natural action of $\text{GL}_n(\mathbb{C})$ on $\Flag_n$, and hence $T$ acts on $\Flag_n$ through the action of $\text{GL}_n(\mathbb{C})$. This $T$-action preserves $\text{Hess}(S, h) \subseteq \Flag_n$ since the matrix $S$ and elements of $T$ commute. In this way, we obtain a $T$-action on $\text{Hess}(S, h)$. In \cite{30}, Tymoczko constructed a representation of $\mathfrak{S}_n$ on the $T$-equivariant cohomology $H^\ast_T(\text{Hess}(S, h); \mathbb{C})$ by using its GKM presentation, and she showed that it induces a representation of $\mathfrak{S}_n$ on the ordinary cohomology ring $H^\ast(\text{Hess}(S, h); \mathbb{C})$ which preserves the degree and the cup product. As mentioned in \cite[Remark 2.4]{2}, the same construction works for the integral cohomology ring $H^\ast(\text{Hess}(S, h); \mathbb{Z})$ as well. Since we have $\Perm_n = \text{Hess}(S, h_2)$ by definition, we regard $H^\ast(\Perm_n; \mathbb{Z})$ as an $\mathfrak{S}_n$-module by this way throughout the paper. For this $\mathfrak{S}_n$-module, the following claim is deduced from \cite{4, 21, 26}.

**Proposition 2.4.**

(i) The image of the restriction map $H^\ast(\Flag_n; \mathbb{Z}) \to H^\ast(\Perm_n; \mathbb{Z})$ lies in the invariant submodule $H^\ast(\Perm_n; \mathbb{Z})^{\mathfrak{S}_n}$.

(ii) $\text{rank } H^\ast(\Perm_n; \mathbb{Z})^{\mathfrak{S}_n} \leq 2^{n-1}$.

**Proof.** The claim (i) for $\mathbb{Q}$ coefficients follows from \cite{21} or \cite[Sect. 8]{4}. Since the argument of \cite[Sect. 8]{4} works verbatim for $\mathbb{Z}$ coefficients as well, we explain only the outline of the proof. Let $h_n : [n] \to [n]$ be the Hessenberg function given by $h_n(j) = n$ for $1 \leq j \leq n$. Since $\Flag_n = \text{Hess}(S, h_n)$, the cohomology ring $H^\ast(\Flag_n; \mathbb{Z})$ also admits Tymoczko’s $\mathfrak{S}_n$-action. By the construction of this $\mathfrak{S}_n$-action, it follows that the restriction map $H^\ast(\Flag_n; \mathbb{Z}) \to H^\ast(\Perm_n; \mathbb{Z})$ is a homomorphism of $\mathfrak{S}_n$-modules (\cite[Lemma 8.1]{4}). Also, it is known from \cite[Proposition 4.4]{30} that the $\mathfrak{S}_n$-action on $H^\ast(\Flag_n; \mathbb{Z})$ is trivial. This proves the claim (i).
For the claim (ii), it is clear that we have the inclusion map
\[ H^\ast(\text{Perm}_n; \mathbb{Z})^S_n \hookrightarrow H^\ast(\text{Perm}_n; \mathbb{Z}). \]
Since both of these are free \( \mathbb{Z} \)-modules by Proposition 2.3, this map induces an injective linear map over \( \mathbb{C} \):
\[ H^\ast(\text{Perm}_n; \mathbb{Z})^S_n \otimes_{\mathbb{Z}} \mathbb{C} \hookrightarrow H^\ast(\text{Perm}_n; \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{C}. \]
Here, the target vector space \( H^\ast(\text{Perm}_n; \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{C} \) has a natural structure of an \( S_n \)-representation induced by that of \( H^\ast(\text{Perm}_n; \mathbb{Z}) \), and it is isomorphic to \( H^\ast(\text{Perm}_n; \mathbb{C}) \) as \( S_n \)-representations by construction (cf. [2, Remark 2.4]). The image of the map (2.6) lies on the \( S_n \)-invariant subspace of \( H^\ast(\text{Perm}_n; \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{C} \sim H^\ast(\text{Perm}_n; \mathbb{C}) \) so that we obtain an injective linear map
\[ H^\ast(\text{Perm}_n; \mathbb{Z})^S_n \otimes_{\mathbb{Z}} \mathbb{C} \hookrightarrow H^\ast(\text{Perm}_n; \mathbb{C})^S_n. \]
Thus, it follows that
\[ \text{rank} H^\ast(\text{Perm}_n; \mathbb{Z})^S_n \leq \dim_{\mathbb{C}} H^\ast(\text{Perm}_n; \mathbb{C})^S_n = 2^{n-1}, \]
where the last equality follows from [26, Theorem 3.1].

**Remark 2.5.** For the second claim of Proposition 2.4, we show that the equality \( \text{rank} H^\ast(\text{Perm}_n; \mathbb{Z})^S_n = 2^{n-1} \) holds in the next section. See Remark 3.10 for details.

2.4. A connection between Peterson varieties and permutohedral varieties.

Let \( \lambda_1, \lambda_2, \ldots, \lambda_n \in \mathbb{C} \) be distinct complex numbers. For \( t \in \mathbb{C} \), we consider an \( n \times n \) matrix \( S_t \) given by
\[
S_t = \begin{pmatrix}
t\lambda_1 & 1 \\
t\lambda_2 & 1 \\
& \ddots \\
t\lambda_{n-1} & 1 \\
t\lambda_n & 1
\end{pmatrix} \quad (t \in \mathbb{C}).
\]
For a (fixed) Hessenberg function \( h: [n] \to [n] \), this leads us to consider a family of Hessenberg varieties over the 1-dimensional base space \( \mathbb{C} \) such that the fiber over \( t \in \mathbb{C} \) is \( \text{Hess}(S_t, h) \) (see [1, Section 4] for details). For our purpose, we take \( h = h_2 \), where \( h_2 \) is the Hessenberg function given in (2.2). When \( t \neq 0 \), the matrix \( S_t \) is a regular semisimple matrix, and hence we have \( \text{Hess}(S_t, h_2) \cong \text{Perm}_n \) by (2.1). When \( t = 0 \), it is clear that \( \text{Hess}(S_0, h_2) = \text{Pet}_n \). Thus, we obtain a degeneration from \( \text{Perm}_n \) to \( \text{Pet}_n \). This family was studied in [1] to prove the following.

**Proposition 2.6.** ([1, Corollary 4.3]) We have
\[ [\text{Pet}_n] = [\text{Perm}_n] \text{ in } H_\ast(\text{Fl}_n; \mathbb{Z}), \]
where \([\text{Pet}_n]\) and \([\text{Perm}_n]\) are the cycles representing the subvarieties \( \text{Pet}_n \) and \( \text{Perm}_n \) in \( \text{Fl}_n \), respectively.
2.5. Combinatorics on Dynkin diagrams of type A. Recall from our notation that \([n - 1] = \{1, 2, \ldots, n - 1\}\). We regard it as the set of vertices of the Dynkin diagram of type \(A_{n-1}\). Namely, two vertices \(i, j \in [n - 1]\) are connected by an edge if and only if \(|i - j| = 1\). See Figure 2.

\[
\begin{array}{cccccc}
\circ & - & - & \cdots & - & \circ \\
1 & 2 & 3 & \cdots & n - 1
\end{array}
\]

**Figure 2.** The Dynkin diagram of type \(A_{n-1}\).

We also regard each subset \(J \subseteq [n - 1]\) as a full-subgraph of the Dynkin diagram. We may decompose it into the connected components:

\[
J = J_1 \sqcup J_2 \sqcup \cdots \sqcup J_m,
\]

where \(J_k (1 \leq k \leq m)\) is the set of vertices of a maximal connected subgraph of \(J\). To determine each \(J_k\) uniquely, we require that elements of \(J_k\) are less than elements of \(J_{k'}\) when \(k < k'\).

**Example 2.7.** Let \(n = 10\) and \(J = \{1, 2, 4, 5, 6, 9\}\). Then we have

\[
J_1 = \{1, 2\}, \quad J_2 = \{4, 5, 6\}, \quad J_3 = \{9\}
\]

so that \(J = J_1 \sqcup J_2 \sqcup J_3 = \{1, 2\} \sqcup \{4, 5, 6\} \sqcup \{9\}\).

For \(J \subseteq [n - 1]\), let us consider the associated Young subgroup

\[
\mathfrak{S}_J := \mathfrak{S}_{J_1} \times \mathfrak{S}_{J_2} \times \cdots \times \mathfrak{S}_{J_m} \subseteq \mathfrak{S}_n,
\]

where \(\mathfrak{S}_{J_k} (1 \leq k \leq m)\) is the subgroup of \(\mathfrak{S}_n\) generated by the simple reflections \(s_i\) for all \(i \in J_k\). Let \(w_J\) be the longest element of \(\mathfrak{S}_J\), i.e.,

\[
w_J := w_0^{(J_1)} w_0^{(J_2)} \cdots w_0^{(J_m)} \in \mathfrak{S}_J,
\]

where \(w_0^{(J_k)}\) is the longest element of \(\mathfrak{S}_{J_k} (1 \leq k \leq m)\).

**Example 2.8.** If \(n = 10\) and \(J = \{1, 2\} \sqcup \{4, 5, 6\} \sqcup \{9\} = J_1 \sqcup J_2 \sqcup J_3\) as above, then the permutation \(w_J\) in the form of its permutation matrix is given by

\[
w_J = w_0^{(J_1)} w_0^{(J_2)} w_0^{(J_3)} = \begin{pmatrix}
1 & & & & & & & & & \\
& 1 & & & & & & & & \\
& & 1 & & & & & & & \\
& & & 1 & & & & & & \\
& & & & 1 & & & & & \\
& & & & & 1 & & & & \\
& & & & & & & 1 & & \\
& & & & & & & & & 1
\end{pmatrix}.
\]
For \( J \subseteq [n-1] \), there is a natural Hessenberg function which is determined by \( J \) as follows. Let \( h_J: [n] \to [n] \) be a function given by

\[
h_J(j) = \begin{cases} 
  j + 1 & \text{if } j \in J, \\
  j & \text{if } j \notin J.
\end{cases}
\]  

We note that

\[
h_J(j) \leq h_2(j) \quad \text{for } 1 \leq j \leq n,
\]

where \( h_2 \) is the Hessenberg function defined in (2.2).

**Example 2.9.** If \( n = 10 \) and \( J = \{1, 2, 4, 5, 6, 9\} \) as above, then the configuration of boxes of \( h_J \) is given in Figure 3 (cf. Example 2.8).

![Figure 3. The Hessenberg function \( h_J \)](image)

### 3. The relation between \( H^*(Pet_n; \mathbb{Z}) \) and \( H^*(Perm_n; \mathbb{Z}) \)

The aim of this section is to prove that there is an isomorphism

\[ H^*(Pet_n; \mathbb{Z}) \cong H^*(Perm_n; \mathbb{Z})^{S_n} \]

as graded rings.

**3.1. The Schubert varieties \( X_{w_J} \) associated with \( w_J \).** Let \( J \subseteq [n-1] \). Recall that we have the decomposition \( J = J_1 \sqcup \cdots \sqcup J_m \) into the connected components. For \( 1 \leq k \leq m \), we define \( \overline{J_k} \subseteq [n] \) by

\[ \overline{J_k} := J_k \cup \{\text{max } J_k + 1\}. \]

We also set

\[ n_k := |\overline{J_k}| = |J_k| + 1 \quad \text{for } 1 \leq k \leq m. \]

The permutation \( w_J \in S_n \) defined in (2.7) determines the corresponding Schubert variety \( X_{w_J} \subseteq Fl_n \). Since \( w_J \) is a product of longest permutations of smaller ranks (see also Example 2.8), it follows that the associated Schubert variety \( X_{w_J} \) is isomorphic to a product of flag varieties of smaller ranks:

\[
X_{w_J} \cong \prod_{k=1}^{m} Fl_{n_k}.
\]  

(3.1)
Although this is well-known, let us construct an explicit isomorphism (3.1) to use it in the next subsection. We begin with the map

\[(3.2) \quad \prod_{k=1}^{m} \text{GL}_{n_k}(\mathbb{C}) \to \text{GL}_{n}(\mathbb{C}) ; (g_1, \ldots, g_m) \mapsto g_J,\]

where \(g_J\) is an \(n \times n\) block-diagonal matrix defined as follows. For \(1 \leq k \leq m\), the \(J_k \times J_k(\subseteq [n] \times [n])\) diagonal block of \(g_J\) is \(g_k\), and the remaining diagonal blocks are matrices of size 1 having 1 as their entries.

**Example 3.1.** Let \(n = 10\) and \(J = \{1, 2, 4, 5, 6, 9\} = \{1, 2\} \cup \{4, 5, 6\} \cup \{9\}\) as above. Then we have \(J_1 = \{1, 2, 3\}, J_2 = \{4, 5, 6, 7\},\) and \(J_3 = \{9, 10\}\) so that \(n_1 = 3, n_2 = 4,\) and \(n_3 = 2\). The map (3.2) sends an element \((g_1, g_2, g_3) \in \text{GL}_{3}(\mathbb{C}) \times \text{GL}_{4}(\mathbb{C}) \times \text{GL}_{2}(\mathbb{C})\) to the block-diagonal matrix

\[
g_J = \begin{pmatrix}
g_1 & & 1 \\
& g_2 & \\
& & g_3
\end{pmatrix} \in \text{GL}_{10}(\mathbb{C})
\]

(cf. Example 2.8).

Let \(B_n \subseteq \text{GL}_n(\mathbb{C})\) be the Borel subgroup consisting of upper triangular matrices. We then have the standard identification \(F_{l_n} = \text{GL}_n(\mathbb{C})/B_n\) as is well-known. For \(g \in \text{GL}_n(\mathbb{C})\), we write \([g] = gB_n \in \text{GL}_n(\mathbb{C})/B_n\) for simplicity. It is clear that the map (3.2) induces an embedding

\[(3.3) \quad \phi_J : \prod_{k=1}^{m} F_{l_{n_k}} \to F_{l_n} ; ([g_1], \ldots, [g_m]) \mapsto [g_J].\]

We now show that the image of \(\phi_J\) coincides with the Schubert variety \(X_{w_J}\). For simplicity, we identify the permutation \(w_J\) and the element of \(F_{l_n}\) represented by its permutation matrix (see Example 2.8). Under this identification, it is straightforward to see that the embedding \(\phi_J\) sends \((w_0^{(J_1)}, w_0^{(J_2)}, \ldots, w_0^{(J_m)}) \in \prod_{k=1}^{m} F_{l_{n_k}}\) to \(w_J \in F_{l_n}\). This means that the image of \(\phi_J\) contains \(w_J\). It also follows from the definition that the image of \(\phi_J\) is stable under the action of \(B_n(\subseteq \text{GL}_n(\mathbb{C}))\), where \(B_n\) acts on \(F_{l_n} = \text{GL}_n(\mathbb{C})/B\) by restricting the left multiplication of \(\text{GL}_n(\mathbb{C})\) on \(\text{GL}_n(\mathbb{C})/B\). Therefore, the image of \(\phi_J\) is a \(B\)-stable (Zariski-)closed subset of \(F_{l_n}\) containing \(w_J\). This means that \(X_{w_J} \subseteq \text{Im} \phi_J\). Since the product \(\prod_{k=1}^{m} F_{l_{n_k}}\) is irreducible, so is the
We also know that the dimensions of $X_{w_{J}}$ and $\text{Im} \phi_{J}$ coincide since
\[
\dim_{\mathbb{C}} X_{w_{J}} = \ell(w_{J}) = \sum_{k=1}^{m} \ell(w_{0}^{(J_{k})}) = \dim_{\mathbb{C}} \left( \prod_{k=1}^{m} \text{Fl}_{n_{k}} \right) = \dim_{\mathbb{C}} \text{Im} \phi_{J},
\]
where $w_{0}^{(J_{k})}$ is the permutation appeared in (2.7). Hence, we conclude that
\[X_{w_{J}} = \text{Im} \phi_{J}.\]

Therefore, we verified that the map (3.3) is an embedding onto the Schubert variety $X_{w_{J}}$. This gives us the isomorphism in (3.1).

### 3.2. Varieties associated with $J$

For each $J \subseteq [n-1]$, we introduce varieties $\text{Fl}_{J}$, $\text{Pet}_{J}$, $\text{Perm}_{J}$ associated with $J$ in what follows. First, we set
\[(3.4)\]
\[\text{Fl}_{J} := X_{w_{J}} \cong \prod_{k=1}^{m} \text{Fl}_{n_{k}},\]
where the last isomorphism is given by (3.1).

**Example 3.2.** Let $n = 10$ and $J = \{1, 2, 4, 5, 6, 9\} = \{1, 2\} \sqcup \{4, 5, 6\} \sqcup \{9\}$ as above. Then we have
\[\text{Fl}_{J} \cong \text{Fl}_{3} \times \text{Fl}_{4} \times \text{Fl}_{2}\]
(cf. Example 3.1).

Recall that $h_{J} : [n] \to [n]$ is the Hessenberg function defined in (2.8). Associated with $h_{J}$, we consider two varieties $\text{Hess}(N, h_{J})$ and $\text{Hess}(S, h_{J})$, where we note that $\text{Hess}(S, h_{J})$ is not connected when $J \neq [n-1]$ ([11 Corollary 9] or [28 Lemma 3.12]). It is clear that the identity flag
\[\langle e_{1} \rangle \subset \langle e_{1}, e_{2} \rangle \subset \cdots \subset \langle e_{1}, e_{2}, \ldots, e_{n} \rangle = \mathbb{C}^{n}\]
belongs to $\text{Hess}(S, h_{J})$ by definition. We denote by $\text{Hess}^{*}(S, h_{J})$ the connected component of $\text{Hess}(S, h_{J})$ containing the identity flag. We set
\[\text{Pet}_{J} := \text{Hess}(N, h_{J}) \subseteq \text{Fl}_{n},\]
\[\text{Perm}_{J} := \text{Hess}^{*}(S, h_{J}) \subseteq \text{Fl}_{n}.\]

Recalling that $\text{Pet}_{n} = \text{Hess}(N, h_{2})$ and $\text{Perm}_{n} = \text{Hess}(S, h_{2})$ from (2.3) and (2.5), it follows that
\[\text{Pet}_{J} \subseteq \text{Pet}_{n} \quad \text{and} \quad \text{Perm}_{J} \subseteq \text{Perm}_{n}\]
by (2.9).

**Lemma 3.3.** For $J \subseteq [n-1]$, the following hold.

(i) $\text{Pet}_{J}$ and $\text{Perm}_{J}$ are irreducible.

(ii) $\dim_{\mathbb{C}} \text{Pet}_{J} = \dim_{\mathbb{C}} \text{Perm}_{J} = |J|$.

**Proof.** The irreducibility of $\text{Pet}_{J} (= \text{Hess}(N, h_{J}))$ follows from [11 Sect. 7]. For $\text{Perm}_{J} (= \text{Hess}^{*}(S, h_{J}))$, it is non-singular (see section 2.3) and connected so that it is irreducible. This proves the claim (i).
For the claim (ii), we have
\[
\dim \mathbb{C} \text{Pet}_J = \sum_{j=1}^{n} (h_J(j) - j) = \dim \mathbb{C} \text{Perm}_J
\]
by [27, Theorem 10.2] and [9, Theorem 8] (see also [6, Sect. 7]). It is clear that this value is equal to \(|J|\) by the definition of \(h_J\).

We now use the embedding \(\phi_J \colon \prod_{k=1}^{m} \text{Fl}_{n_k} \to \text{Fl}_n\) given in (3.3) to study the structure of \(\text{Pet}_J\) and \(\text{Perm}_J\) for \(J \subseteq [n-1]\). We begin with considering the image of \(\prod_{k=1}^{m} \text{Pet}_{n_k}\) under \(\phi_J\). It follows from the construction of \(\phi_J\) that an arbitrary element \(V \in \phi_J(\prod_{k=1}^{m} \text{Pet}_{n_k})\) satisfies
\[
NV_j \subseteq V_{h_J(j)} \quad (1 \leq j \leq n)
\]
(see also Example 3.1). Namely, we have
\[
\phi_J \left( \prod_{k=1}^{m} \text{Pet}_{n_k} \right) \subseteq \text{Hess}(N, h_J) = \text{Pet}_J.
\]
Here, we know that \(\dim \mathbb{C} \phi_J(\prod_{k=1}^{m} \text{Pet}_{n_k})\) is equal to \(\dim \mathbb{C} \text{Pet}_J\) since
\[
\dim \mathbb{C} \phi_J \left( \prod_{k=1}^{m} \text{Pet}_{n_k} \right) = \sum_{k=1}^{m} (n_k - 1) = \sum_{i=1}^{n} (h_J(i) - i) = \dim \mathbb{C} \text{Pet}_J
\]
by (2.4) and (2.8). Since \(\text{Pet}_J\) is irreducible, we obtain
\[
(3.5) \quad \phi_J \left( \prod_{k=1}^{m} \text{Pet}_{n_k} \right) = \text{Pet}_J.
\]
To obtain a similar result for \(\text{Perm}_J\), recall that \(\text{Perm}_J = \text{Hess}^*(S, h_J)\) is the connected component of \(\text{Hess}(S, h_J)\) containing the identity flag. We also recall that \(\text{Perm}_J\) is irreducible from Lemma 3.3. Also, it is clear that the image \(\phi_J(\prod_{k=1}^{m} \text{Perm}_{n_k})\) contains the identity flag in \(\text{Fl}_n\). Thus, by an argument similar to that above, we obtain
\[
(3.6) \quad \phi_J \left( \prod_{k=1}^{m} \text{Perm}_{n_k} \right) = \text{Perm}_J.
\]
Since the image of \(\phi_J\) is \(\text{Fl}_J(= X_{w_J})\), the equalities (3.5) and (3.6) imply the following claim.

**Lemma 3.4.** For \(J \subseteq [n-1]\), both of \(\text{Pet}_J\) and \(\text{Perm}_J\) are contained in \(\text{Fl}_J\).

Since \(\phi_J\) is an embedding, the equalities (3.5) and (3.6) also imply the following decompositions into products (cf. [10, Theorem 4.5] and [28, Proposition 3.13]):
\[
(3.7) \quad \text{Pet}_J \cong \prod_{k=1}^{m} \text{Pet}_{n_k} \quad \text{and} \quad \text{Perm}_J \cong \prod_{k=1}^{m} \text{Perm}_{n_k}.
\]
It is clear from the construction that these decompositions are compatible with the one in (3.4).
Example 3.5. If \( n = 10 \) and \( J = \{1, 2, 4, 5, 6, 9\} = \{1, 2\} \sqcup \{4, 5, 6\} \sqcup \{9\} \) as above, then we have

\[
\text{Pet}_J \cong \text{Pet}_3 \times \text{Pet}_4 \times \text{Pet}_2,
\]
\[
\text{Perm}_J \cong \text{Perm}_3 \times \text{Perm}_4 \times \text{Perm}_2
\]

which are compatible with the decomposition of \( \text{Fl}_J \) given in Example 3.2.

The following is a direct implication of Proposition 2.6.

Lemma 3.6. For \( J \subseteq [n-1] \), we have

\[
[\text{Pet}_J] = [\text{Perm}_J] \quad \text{in } H_*(\text{Fl}_n; \mathbb{Z}),
\]

where \([\text{Pet}_J]\) and \([\text{Perm}_J]\) are the cycles representing the subvarieties \( \text{Pet}_J \) and \( \text{Perm}_J \) in \( \text{Fl}_n \), respectively.

Proof. Since \( \text{Pet}_J \) and \( \text{Perm}_J \) are both subvariety of \( \text{Fl}_J(\subseteq \text{Fl}_n) \) by Lemma 3.4, it suffices to prove the equality in \( H^*(\text{Fl}_J; \mathbb{Z}) \). The decomposition \( \text{Fl}_J \cong \prod_{k=1}^{m} \text{Fl}_{n_k} \) given in (3.4) induces an isomorphism

\[
\xi: H_*(\prod_{k=1}^{m} \text{Fl}_{n_k}; \mathbb{Z}) \cong H_*(\text{Fl}_J; \mathbb{Z}).
\]

By [13] Example 1.10.2], we also have an isomorphism

\[
\zeta: \bigotimes_{k=1}^{m} H_*(\text{Fl}_{n_k}; \mathbb{Z}) \cong H_*(\prod_{k=1}^{m} \text{Fl}_{n_k}; \mathbb{Z})
\]

such that \( \zeta(\bigotimes_{k=1}^{m}[V_k]) = \prod_{k=1}^{m} V_k \) for irreducible subvarieties \( V_k \subseteq \text{Fl}_{n_k} \). By composing these two isomorphisms, we have

\[
\begin{align*}
\xi \circ \zeta(\bigotimes_{k=1}^{m}[\text{Pet}_{n_k}]) &= \xi(\prod_{k=1}^{m} \text{Pet}_{n_k}) = [\text{Pet}_J], \\
\xi \circ \zeta(\bigotimes_{k=1}^{m}[\text{Perm}_{n_k}]) &= \xi(\prod_{k=1}^{m} \text{Perm}_{n_k}) = [\text{Perm}_J]
\end{align*}
\]

since the isomorphisms in (3.7) are compatible with the isomorphism \( \text{Fl}_J \cong \prod_{k=1}^{m} \text{Fl}_{n_k} \).

By Proposition 2.6, we have the following equalities:

\[
[\text{Pet}_{n_k}] = [\text{Perm}_{n_k}] \quad \text{in } H_*(\text{Fl}_{n_k}; \mathbb{Z}) \quad (1 \leq k \leq m).
\]

Therefore, (3.8) implies that

\[
[\text{Pet}_J] = [\text{Perm}_J] \quad \text{in } H_*(\text{Fl}_J; \mathbb{Z}).
\]

\[\square\]

3.3. A proof of Theorem 1.1. Let

\[
i: \text{Pet}_n \hookrightarrow \text{Fl}_n, \quad \text{and } j: \text{Perm}_n \hookrightarrow \text{Fl}_n
\]

be the inclusion maps. We recall the following claim from [20].

Proposition 3.7. ([20 Theorem 17]) The induced map \( i_*: H_*(\text{Pet}_n; \mathbb{Z}) \to H_*(\text{Fl}_n; \mathbb{Z}) \) is an injective map whose image is a direct summand of \( H_*(\text{Fl}_n; \mathbb{Z}) \).

Recall from Proposition 2.2 that \( H_*(\text{Pet}_n; \mathbb{Z}) \) and \( H^*(\text{Fl}_n; \mathbb{Z}) \) are torsion free. Thus, the restriction map \( i^*: H^*(\text{Fl}_n; \mathbb{Z}) \to H^*(\text{Pet}_n; \mathbb{Z}) \) on the cohomology groups is the dual map of \( i_* \) in Proposition 3.7.
Corollary 3.8. ([20]) The restriction map \( i^*: H^*(Fl_n; \mathbb{Z}) \to H^*(\text{Pet}_n; \mathbb{Z}) \) is surjective.

We now prove the following which gives us Theorem 1.1 in Section 1.

Theorem 3.9. There exists a unique isomorphism \( \varphi: H^*(\text{Pet}_n; \mathbb{Z}) \to H^*(\text{Perm}_n; \mathbb{Z})^S_n \) as graded rings such that the following diagram commutes.

\[
\begin{array}{ccc}
H^*(Fl_n; \mathbb{Z}) & \xrightarrow{i^*} & H^*(\text{Pet}_n; \mathbb{Z}) \\
\downarrow & & \downarrow \varphi \\
H^*(\text{Perm}_n; \mathbb{Z}) & \xrightarrow{j^*} & H^*(\text{Perm}_n; \mathbb{Z})^S_n
\end{array}
\]

Proof. The uniqueness of \( \varphi \) follows from the commutativity of the diagram and the surjectivity of \( i^* \) (Corollary 3.8). We construct such an isomorphism \( \varphi \).

Let us begin with studying the induced maps on the homology groups:

\[ i_*: H_*(\text{Pet}_n; \mathbb{Z}) \to H_*(Fl_n; \mathbb{Z}), \]
\[ j_*: H_*(\text{Perm}_n; \mathbb{Z}) \to H_*(Fl_n; \mathbb{Z}). \]

We first claim that

\[ \text{Im } i_* = \text{Im } j_* \text{ in } H_*(Fl_n; \mathbb{Z}). \] (3.9)

Let us prove this in the following. For this purpose, we take a particular basis of \( H_*(\text{Pet}_n; \mathbb{Z}) \) as follows. For each \( J \subseteq [n-1] \), we have a cycle \([\text{Pet}_J]\) in \( H_*(\text{Pet}_n; \mathbb{Z}) \), and it is shown in [5, Proposition 3.4 and Proposition 4.1] that these cycles form a \( \mathbb{Z} \)-basis of \( H_*(\text{Pet}_n; \mathbb{Z}) \):

\[ H_*(\text{Pet}_n; \mathbb{Z}) = \bigoplus_{J \subseteq [n-1]} \mathbb{Z}[\text{Pet}_J]. \]

By Lemma 3.6, we have \( i_*[\text{Pet}_J] = j_*[\text{Perm}_J] \in \text{Im } j_* \text{ for } J \subseteq [n-1] \). This implies that

\[ \text{Im } i_* \subseteq \text{Im } j_. \] (3.10)

Let us prove that \( \text{Im } i_* = \text{Im } j_* \). Since the map \( i_* \) is injective by Proposition 3.7, it follows from (3.10) and Proposition 2.2 that

\[ 2^{n-1} = \text{rank}(\text{Im } i_*) \leq \text{rank}(\text{Im } j_*). \] (3.11)

As for \( j_* \), the dual map of \( j_* \) is precisely the restriction map

\[ j^*: H^*(Fl_n; \mathbb{Z}) \to H^*(\text{Perm}_n; \mathbb{Z}) \]

on the cohomology groups. For this map, we know from Proposition 2.4 that

\[ \text{rank}(\text{Im } j^*) \leq \text{rank } H^*(\text{Perm}_n; \mathbb{Z})^S_n \leq 2^{n-1}. \] (3.12)

Since \( j^* \) is the dual map of \( j_* \), we have

\[ \text{rank}(\text{Im } j_*) = \dim_{\mathbb{Q}}(\text{Im } j^Q) = \dim_{\mathbb{Q}}(\text{Im } j^Q_*) = \text{rank}(\text{Im } j^*), \]

where the maps \( j^Q_* \) and \( j^Q_* \) are the homomorphisms \( H_*(\text{Perm}_n; \mathbb{Q}) \to H_*(Fl_n; \mathbb{Q}) \) and \( H^*(Fl_n; \mathbb{Q}) \to H^*(\text{Perm}_n; \mathbb{Q}) \) induced by the inclusion map \( j: \text{Perm}_n \to Fl_n \), respectively. Thus, the inequalities in (3.11) and (3.12) must be equalities, and we
obtain \( \text{rank}(\text{Im } i_*) = \text{rank}(\text{Im } j_*) \). Hence, by (3.10) and Proposition 3.7, it follows that \( \text{Im } i_* = \text{Im } j_* \) as we claimed in (3.9).

Since \( i_* : H_*(\text{Pet}_n; \mathbb{Z}) \to H_*(\text{Fl}_n; \mathbb{Z}) \) is an isomorphism onto its image, (3.9) means that there exists a surjective group homomorphism

\[
\psi : H_*(\text{Perm}_n; \mathbb{Z}) \to H_*(\text{Pet}_n; \mathbb{Z})
\]

which satisfies the following commutative diagram.

\[
\begin{array}{ccc}
H_*(\text{Fl}_n; \mathbb{Z}) & \xrightarrow{i_*} & H_*(\text{Pet}_n; \mathbb{Z}) \\
\downarrow{j_*} & & \downarrow{\psi} \\
H_*(\text{Perm}_n; \mathbb{Z}) & \xleftarrow{\psi} & H_*(\text{Pet}_n; \mathbb{Z})
\end{array}
\]

Now, we consider the following commutative diagram on the cohomology groups, where we denote by \( \psi^* \) the dual map of \( \psi \).

\[
\begin{array}{ccc}
H^*(\text{Fl}_n; \mathbb{Z}) & \xrightarrow{i^*} & H^*(\text{Pet}_n; \mathbb{Z}) \\
\downarrow{j^*} & & \downarrow{\psi^*} \\
H^*(\text{Perm}_n; \mathbb{Z}) & \xleftarrow{\psi^*} & H^*(\text{Perm}_n; \mathbb{Z})
\end{array}
\]

Since \( i^* \) is surjective by Corollary 3.8, we have \( \text{Im } \psi^* = \text{Im } j^* \) by the commutativity of this diagram. Also, we know from Proposition 2.4 (i) that \( \text{Im } j^* \subseteq H^*(\text{Perm}_n; \mathbb{Z})^{S_n} \). Thus, we obtain the following commutative diagram.

\[
\begin{array}{ccc}
H^*(\text{Fl}_n; \mathbb{Z}) & \xrightarrow{i^*} & H^*(\text{Pet}_n; \mathbb{Z}) \\
\downarrow{j^*} & & \downarrow{\psi^*} \\
H^*(\text{Perm}_n; \mathbb{Z}) & \xleftarrow{\psi^*} & H^*(\text{Perm}_n; \mathbb{Z})^{S_n}
\end{array}
\]

Since the map \( i^* \) is a surjective ring homomorphism, it is the quotient map by an ideal of \( H^*(\text{Fl}_n; \mathbb{Z}) \). Hence, it follows that the map \( \psi^* \) must be a ring homomorphism by the commutativity of this diagram. Namely, \( \psi^* \) is the (graded) ring homomorphism induced by \( j^* \). Since \( \psi \) is surjective, the dual map \( \psi^* \) is an injective map whose image is a direct summand of \( H^*(\text{Perm}_n; \mathbb{Z})^{S_n} \). Thus, the quotient \( H^*(\text{Perm}_n; \mathbb{Z})^{S_n}/\text{Im } \psi^* \) is a free \( \mathbb{Z} \)-module, and its rank is less than or equal to 0 by Proposition 2.2 (i) and Proposition 2.4 (ii). Therefore, it follows that \( \text{Im } \psi^* = H^*(\text{Perm}_n; \mathbb{Z})^{S_n} \) so that \( \psi^* \) is surjective. Letting \( \varphi := \psi^* \), we complete the proof.

\[\square\]

**Remark 3.10.** Since we proved that \( \psi^* \) is an isomorphism, it follows that the equality

\[
\text{rank } H_*(\text{Perm}_n; \mathbb{Z})^{S_n} = 2^{n-1}
\]

holds for the inequality of Proposition 2.4 (ii).
Remark 3.11. The invariant subring $H^*(_{\text{Perm}_n};\mathbb{Q})^{S_n}$ with $\mathbb{Q}$ coefficients was studied by Klyachko ([22]), and he gave an explicit presentation of $H^*(_{\text{Perm}_n};\mathbb{Q})^{S_n}$ (for arbitrary Lie types). See Nadeau-Tewari ([23 Sect. 8]) for an exposition of Klyachko’s results. One can verify that it coincides with the presentation of $H^*(_{\text{Pet}_n};\mathbb{Q})$ given by Fukukawa-Harada-Masuda ([11]). See [3, 17] for a generalization to arbitrary Lie types.

4. AN EXPLICIT PRESENTATION OF THE RING $H^*(_{\text{Pet}_n};\mathbb{Z})$

The aim of this section is to give an explicit presentation of the ring $H^*(_{\text{Pet}_n};\mathbb{Z})$ in terms of ring generators and their relations.

4.1. A ring presentation of $H^*(_{Fl_n};\mathbb{Z})$. We review the following well-known presentation of the cohomology ring of the flag variety $Fl_n$. Our main reference is [12 Sect. 10.2]. For $1 \leq i \leq n$, let $E_i$ be the tautological vector bundle over $Fl_n$ whose fiber over a point $V \in Fl_n$ is $V_i$. As a convention, let $E_0$ be the sub-bundle of $E_1$ of rank 0. Set

$$\tau_i := c_1((E_i/E_{i-1})^*) \in H^2(Fl_n;\mathbb{Z}) \quad (1 \leq i \leq n),$$

where $c_1((E_i/E_{i-1})^*)$ is the first Chern class of the dual line bundle of the tautological line bundle $E_i/E_{i-1}$. By definition, we have short exact sequences

$$0 \to (E_i/E_{i-1})^* \to E_i^* \to E_{i-1}^* \to 0 \quad (1 \leq i \leq n).$$

From these sequences, it follows that

$$e_k(E_n^*) = e_k(\tau_1, \tau_2, \ldots, \tau_n) \quad (1 \leq k \leq n),$$

where $e_k(\tau_1, \tau_2, \ldots, \tau_n)$ is the $k$-th elementary symmetric polynomial in $\tau_1, \tau_2, \ldots, \tau_n$. Since $E_n^*$ is a trivial bundle of rank $n$, this implies that we have

$$(4.1) \quad e_k(\tau_1, \tau_2, \ldots, \tau_n) = 0 \quad \text{in } H^*(Fl_n;\mathbb{Z}) \quad (1 \leq k \leq n).$$

Let $\mathbb{Z}[y_1, y_2, \ldots, y_n]$ be the polynomial ring over $\mathbb{Z}$ with indeterminates $y_1, y_2, \ldots, y_n$. The ring $H^*(Fl_n;\mathbb{Z})$ is generated by $\tau_1, \tau_2, \ldots, \tau_n$, and hence we have a surjective ring homomorphism

$$\mathbb{Z}[y_1, y_2, \ldots, y_n] \to H^*(Fl_n;\mathbb{Z})$$

which sends $y_i$ to $\tau_i$ $(1 \leq i \leq n)$. By (4.1), this induces a surjective ring homomorphism

$$(4.2) \quad \mathbb{Z}[y_1, y_2, \ldots, y_n]/(e_1(y), e_2(y), \ldots, e_n(y)) \to H^*(Fl_n;\mathbb{Z}),$$

where $(e_1(y), e_2(y), \ldots, e_n(y))$ is the ideal of $\mathbb{Z}[y_1, y_2, \ldots, y_n]$ generated by $e_k(y) = e_k(y_1, y_2, \ldots, y_n)$ for $1 \leq k \leq n$. It is well-known that (4.2) is an isomorphism.

---

The line bundle $L_i$ appeared in Section 4 is $E_i/E_{i-1}$ for $1 \leq i \leq n$. 

---

\[ The line bundle \text{ } L_i \text{ } \text{appeared in Section 4 is } E_i/E_{i-1} \text{ for } 1 \leq i \leq n. \]
4.2. A module basis of $H^*(Pet_n; \mathbb{Z})$. We set
\begin{equation}
    x_i := c_1((E_i/E_{i-1})^*|_{Pet_n}) \in H^2(Pet_n; \mathbb{Z}) \quad (1 \leq i \leq n).
\end{equation}
Namely, $x_i$ is the image of $\tau_i$ under the restriction map $i^*: H^*(Fl_n; \mathbb{Z}) \to H^*(Pet_n; \mathbb{Z})$ for $1 \leq i \leq n$. We also set
\begin{equation}
    \omega_i := x_1 + x_2 + \cdots + x_i \in H^2(Pet_n; \mathbb{Z}) \quad (1 \leq i \leq n-1).
\end{equation}
For $J \subseteq [n-1]$, we have the decomposition $J = J_1 \sqcup \cdots \sqcup J_m$ into the connected components (see section 2.5), and we set
\begin{equation}
    \omega_J := \frac{1}{m_J} \prod_{i \in J} \omega_i,
\end{equation}
where $m_J$ is the positive integer defined by $m_J := |J_1||J_2|\cdots|J_m|$. This $\omega_J$ is defined in $H^{2,|J|}(Pet_n; \mathbb{Q})$, but we have the following theorem.

**Theorem 4.1.** ([5, Theorem 4.13]) For each $J \subseteq [n-1]$, the cohomology class $\omega_J$ is an element of the integral cohomology group $H^{2,|J|}(Pet_n; \mathbb{Z})$, and the set
\[ \{ \omega_J \in H^{2,|J|}(Pet_n; \mathbb{Z}) \mid J \subseteq [n-1] \} \]
is a $\mathbb{Z}$-basis of $H^*(Pet_n; \mathbb{Z})$.

In what follows, we give an integral expression for $\omega_J$ in terms of $x_1, x_2, \ldots, x_n$ (see Corollary 4.7 below). For this purpose, we prepare two technical lemmas.

**Lemma 4.2.** For $1 \leq i \leq n-1$, we have
\[ x_i^{d+1} + x_{i+1}^{d+1} + \cdots + x_n^{d+1} = (x_i^d + x_{i+1}^d + \cdots + x_n^d)x_{i+1} \quad (d = 1, 2, \ldots). \]

**Proof.** We first prove the claim for the case $d = 1$ with $1 \leq i \leq n-1$. Recall from [5, Lemma 4.1] (cf. [11] and [17]) that we have
\begin{equation}
    \alpha_j \omega_j = 0 \quad (1 \leq j \leq n-1),
\end{equation}
where $\alpha_j := x_j - x_{j+1}$. Since we have $\omega_j = \omega_{j-1} + x_j$ by definition (with the convention $\omega_0 = 0$), we have from (4.6) that
\[ (x_j - x_{j+1})(\omega_{j-1} + x_j) = 0 \quad (1 \leq j \leq n-1). \]
From this, we obtain
\begin{equation}
    x_j^2 = (\omega_{j-1} + x_j)x_{j+1} - \omega_{j-1}x_j \quad \text{(by $\omega_j = \omega_{j-1} + x_j$ again)}
\end{equation}
for $1 \leq j \leq n-1$. Thus, we obtain
\[ x_1^2 + x_2^2 + \cdots + x_i^2 = (\omega_1 x_2 - \omega_0 x_1) + (\omega_2 x_3 - \omega_1 x_2) + \cdots + (\omega_i x_{i+1} - \omega_{i-1} x_i) \]
\[ = -\omega_0 x_1 + \omega_1 x_{i+1} \]
\[ = (x_1 + x_2 + \cdots + x_i)x_{i+1} \]
which gives the claim for $d = 1$.

We assume that $d \geq 2$ in what follows, and we prove the claim of this lemma by induction on $d$. Assume by induction that
\begin{equation}
    x_i^{\ell+1} + x_{i+1}^{\ell+1} + \cdots + x_n^{\ell+1} = (x_1^\ell + x_2^\ell + \cdots + x_i^\ell)x_{i+1} \quad (1 \leq \ell \leq d-1),
\end{equation}

and we prove the claim for the case \( \ell = d \). To begin with, notice that
\[
x_j^{d+1} = x_j^2 \cdot x_j^{d-1} = \varpi_j x_j^{d-1} x_{j+1} - \varpi_{j-1} x_j^d \quad (1 \leq j \leq n - 1)
\]
by (4.7). Thus, we have
\[
(4.9) \quad x_1^{d+1} + x_2^{d+1} + \cdots + x_i^{d+1} = \sum_{j=1}^{i} \varpi_j x_j^{d-1} x_{j+1} - \sum_{j=1}^{i} \varpi_{j-1} x_j^d.
\]
The second summand in the right hand side can be written as
\[
- \sum_{j=1}^{i} \varpi_{j-1} x_j^d = - \sum_{j=0}^{i-1} \varpi_j x_j^{d+1} = - \sum_{j=1}^{i} \varpi_j x_{j+1}^d + \varpi_i x_{i+1}^d
\]
since \( \varpi_0 = 0 \) by convention. Applying this to (4.9), we obtain
\[
(4.10) \quad x_1^{d+1} + x_2^{d+1} + \cdots + x_i^{d+1} = \sum_{j=1}^{i} \varpi_j (x_j^{d-1} - x_{j+1}^{d-1}) x_{j+1} + \varpi_i x_{i+1}^d.
\]
In this equality, the first summand in the right hand side vanishes since it can be computed as
\[
\sum_{j=1}^{i} \varpi_j (x_j^{d-1} - x_{j+1}^{d-1}) x_{j+1} = \sum_{j=1}^{i} \varpi_j (x_j - x_{j+1})(x_j^{d-2} + x_j^{d-3} x_{j+1} + \cdots + x_{j+1}^{d-2}) x_{j+1}
\]
\[
= 0 \quad \text{(by (4.6))},
\]
where we take the convention \( x_j^{d-2} + x_j^{d-3} x_{j+1} + \cdots + x_{j+1}^{d-2} = 1 \) when \( d = 2 \). Therefore, (4.10) and \( \varpi_i = x_1 + x_2 + \cdots + x_i \) imply that
\[
x_1^{d+1} + x_2^{d+1} + \cdots + x_i^{d+1} = (x_1 + x_2 + \cdots + x_i) x_{i+1}^d.
\]
Applying the inductive hypothesis (4.8) to the right hand side repeatedly, we obtain
\[
x_1^{d+1} + x_2^{d+1} + \cdots + x_i^{d+1} = (x_1 + x_2 + \cdots + x_i) x_{i+1}^d
\]
\[
= (x_1^2 + x_2^2 + \cdots + x_i^2) x_{i+1}^{d-1}
\]
\[
= \cdots
\]
\[
= (x_1^d + x_2^d + \cdots + x_i^d) x_{i+1}^1
\]
which gives (4.8) for the case \( \ell = d \), as desired. \( \square \)

For \( 1 \leq i \leq n \) and a partition \( \lambda = (\lambda_1, \lambda_2, \ldots) \) consisting of a weakly decreasing sequence of non-negative integers, let \( m_\lambda(x_1, x_2, \ldots, x_i) \) be the monomial symmetric polynomial in \( x_1, x_2, \ldots, x_i \in H^2(Pet_n; \mathbb{Z}) \). That is, \( m_\lambda(x_1, x_2, \ldots, x_i) \) is the sum of all distinct monomials obtained from \( x_1^{\lambda_1} x_2^{\lambda_2} \cdots x_i^{\lambda_i} \) by permuting the indices (e.g., [12 Sect. 6.1]). For a positive integer \( d \) and a non-negative integer \( k \), we denote by \( (d, 1^k) \) the partition given by
\[
(d, 1^k) = (d, 1, 1, \ldots, 1, 0, 0, \ldots).
\]
For $1 \leq k < i \leq n$, we have the following identity:

\begin{equation}
(4.11)
(x^1 + \cdots + x^d)e_k(x_1, x_2, \ldots, x_i)
= m_{d+1,k-1}(x_1, x_2, \ldots, x_i) + m_{d,1}(x_1, x_2, \ldots, x_i) \quad (d = 2, 3, \ldots).
\end{equation}

One may obtain this identity by expanding the product in the left hand side and rearranging terms, without using any non-trivial algebraic relations for $x_1, x_2, \ldots, x_n$ in $H^*(\text{Pet}_n; \mathbb{Z})$. The following example illustrates the idea of the proof.

**Example 4.3.** Let $d = 5$, $i = 4$, and $k = 3$. Then we have

\[
\begin{align*}
(x_1^5 + x_2^5 + x_3^5 + x_4^5)e_3(x_1, x_2, x_3, x_4) &= (x_1^5 + x_2^5 + x_3^5 + x_4^5) \cdot (x_1x_2x_3 + x_1x_2x_4 + x_1x_3x_4 + x_2x_3x_4) \\
&= m_{6,1,1}(x_1, x_2, x_3, x_4) + m_{5,1,1,1}(x_1, x_2, x_3, x_4),
\end{align*}
\]

where we have

\[
m_{6,1,1}(x_1, x_2, x_3, x_4) = x_1^5x_2x_3 + x_1^5x_2x_4 + x_1^5x_3x_4 + x_1^5x_1x_3 + x_1^5x_1x_4 + x_1^5x_3x_4 + x_3^5x_1x_2 + x_3^5x_1x_4 + x_3^5x_2x_4 + x_3^5x_1x_3 + x_3^5x_1x_4 + x_3^5x_1x_3 + x_3^5x_2x_3
\]

and

\[
m_{5,1,1,1}(x_1, x_2, x_3, x_4) = x_1^5x_2x_3x_4 + x_2^5x_1x_3x_4 + x_3^5x_1x_2x_4 + x_3^5x_1x_2x_4 + x_3^5x_1x_2x_4.
\]

We note that we have a slightly different identity when $d = 1$. Namely, we have

\begin{equation}
(4.12)
(x_1 + \cdots + x_i)e_k(x_1, x_2, \ldots, x_i)
= m_{2,1,k-1}(x_1, x_2, \ldots, x_i) + (k + 1)m_{1,k}(x_1, x_2, \ldots, x_i)
\end{equation}

for $1 \leq k < i \leq n$. Similarly to (4.11), this identity can be obtained by expanding the product in the left hand side as illustrated in the following example.

**Example 4.4.** Let $i = 4$ and $k = 2$. Then we have

\[
(x_1 + x_2 + x_3 + x_4)e_2(x_1, x_2, x_3, x_4)
= (x_1 + x_2 + x_3 + x_4)(x_1x_2 + x_1x_3 + x_1x_4 + x_2x_3 + x_2x_4 + x_3x_4)
\]

which is equal to the sum of

\[
m_{2,1}(x_1, x_2, x_3, x_4) = x_1^2x_2 + x_1^2x_3 + x_1^2x_4 + x_2^2x_1 + x_2^2x_3 + x_2^2x_4 + x_3^2x_1 + x_3^2x_2 + x_3^2x_4 + x_4^2x_1 + x_4^2x_2 + x_4^2x_3
\]

and

\[
x_1(x_2x_3 + x_3x_4 + x_2x_4) + x_2(x_1x_3 + x_1x_4 + x_3x_4) + x_3(x_1x_2 + x_1x_4 + x_2x_4) + x_4(x_1x_2 + x_1x_3 + x_2x_3) = 3m_{1,1,1}(x_1, x_2, x_3, x_4).
\]

The next claim generalizes the previous lemma.

**Lemma 4.5.** For $0 \leq k < i \leq n - 1$, we have

\[
m_{d+1,k}(x_1, x_2, \ldots, x_i) = \begin{cases} 
m_{d,1,k}(x_1, x_2, \ldots, x_i)x_{i+1} & (d \geq 2), \\
(k + 1)m_{1,k+1}(x_1, x_2, \ldots, x_i)x_{i+1} & (d = 1).
\end{cases}
\]
Proof. When $k = 0$, the claim is

$$m_{d+1,1^0}(x_1, x_2, \ldots, x_i) = \begin{cases} 
  m_{d,1^0}(x_1, x_2, \ldots, x_i)x_{i+1} & (d \geq 2), \\
  m_{1^1}(x_1, x_2, \ldots, x_i)x_{i+1} & (d = 1)
\end{cases}$$

which is equivalent to

$$x_1^{d+1} + x_2^{d+1} + \cdots + x_i^{d+1} = (x_1^d + x_2^d + \cdots + x_i^d)x_{i+1} \quad (d \geq 1).$$

Thus, the claim follows by the previous lemma when $k = 0$.

We assume that $1 \leq k < i$ in what follows, and we prove the claim of this lemma by induction on $k$. Assume by induction that

$$m_{d+1,1^k-1}(x_1, x_2, \ldots, x_i) = \begin{cases} 
  m_{d,1^k-1}(x_1, x_2, \ldots, x_i) x_{i+1} & (d \geq 2), \\
  km_{1^1}(x_1, x_2, \ldots, x_i) x_{i+1} & (d = 1)
\end{cases}$$

Multiplying $e_k(x_1, x_2, \ldots, x_i)$ to the both sides of (4.13), we have

$$\left(x_1^{d+1} + x_2^{d+1} + \cdots + x_i^{d+1}\right)e_k(x_1, x_2, \ldots, x_i) = \left(x_1^{d} + x_2^{d} + \cdots + x_i^{d}\right)e_k(x_1, x_2, \ldots, x_i) x_{i+1}.$$

By (4.11), the left hand side of (4.15) is equal to

$$m_{d+2,1^{k-1}}(x_1, x_2, \ldots, x_i) + m_{d+1,1^k}(x_1, x_2, \ldots, x_i)$$

since $d + 1 \geq 2$. By (4.11) and (4.12), the right hand side of (4.15) is equal to

$$\begin{cases} 
  m_{d+1,1^{k-1}}(x_1, x_2, \ldots, x_i) x_{i+1} + m_{d,1^k}(x_1, x_2, \ldots, x_i) x_{i+1} & (d \geq 2), \\
  m_{2,1^{k-1}}(x_1, x_2, \ldots, x_i) x_{i+1} + (k + 1)m_{1^{k+1}}(x_1, x_2, \ldots, x_i) x_{i+1} & (d = 1)
\end{cases}$$

In both cases of $d \geq 2$ and $d = 1$, the first summands in (4.16) and (4.17) coincide because of the first case of the inductive hypothesis (4.14). Thus, the equality (4.15) implies that

$$m_{d+1,1^k}(x_1, x_2, \ldots, x_i) = \begin{cases} 
  m_{d,1^k}(x_1, x_2, \ldots, x_i)x_{i+1} & (d \geq 2), \\
  (k + 1)m_{1^{k+1}}(x_1, x_2, \ldots, x_i)x_{i+1} & (d = 1)
\end{cases}$$

as desired. \qed

For the next proposition, we recall that $\omega_i = x_1 + x_2 + \cdots + x_i$ for $1 \leq i \leq n - 1$ from (4.4).

**Proposition 4.6.** For $1 \leq a \leq b \leq n - 1$, we have

$$\underbrace{\omega_a \omega_{a+1} \cdots \omega_k}_{k} = k! e_k(x_1, x_2, \ldots, x_k),$$

where $k = b - a + 1$. 

Proof. For the case \( k = 1 \) (i.e., \( b = a \)), the claim is obvious by (4.4). We assume that \( k \geq 2 \), and we prove the claim by induction on \( k \). By the inductive hypothesis, the left hand side can be computed as
\[
(k - 1)!e_{k-1}(x_1, x_2, \ldots, x_{b-1}) \cdot \varpi_b
\]
where \( J \) and \( m_{1k}(x_1, x_2, \ldots, x_{b-1}) = \varpi_k(x_1, x_2, \ldots, x_{b-1}) \) \( e_{k-1}(x_1, x_2, \ldots, x_{b-1}) \) and \( 0 = \varpi_{b-1}(x_1, x_2, \ldots, x_{b-1}) \) again for the last equality. In the last expression, the sum of the first and the third summands is equal to 0 by the case \( d = 1 \) of Lemma 4.5 since \( 0 \leq k - 2 < b - 1 \). Thus, the last expression is equal to \( k!e_{k}(x_1, x_2, \ldots, x_b) \).

We now obtain the following formula which expresses \( \varpi_J \) in (4.5) as an integer coefficient polynomial in \( x_1, x_2, \ldots, x_n \).

Corollary 4.7. For \( J \subseteq [n - 1] \), we have
\[
\varpi_J = \prod_{k=1}^{m} e_{|J_k|}(x_1, x_2, \ldots, x_{\max J_k}) \quad \text{in } H^{|J|}(Pet_n; \mathbb{Z}),
\]
where \( J = J_1 \sqcup J_2 \sqcup \cdots \sqcup J_m \) is the decomposition into the connected components.

Proof. The previous proposition implies that
\[
\prod_{i \in J} \varpi_i = \prod_{k=1}^{m} \left( \prod_{i \in J_k} \varpi_i \right) = \prod_{k=1}^{m} \left( |J_k| e_{|J_k|}(x_1, x_2, \ldots, x_{\max J_k}) \right).
\]
because each component \( J_k \) is of the form \( J_k = \{a, a + 1, \ldots, b\} \) for some \( a, b \in [n - 1] \). Since \( H^*(\text{Pet}_n; \mathbb{Z}) \) is torsion free by Proposition 2.2 we obtain the claim by dividing both sides of this equality by \( m_J = |J_1||J_2| \cdots |J_m| \).

**Example 4.8.** Let \( n = 7 \). Then we have

\[
\begin{align*}
\varpi_{(3,4,5)} &= \frac{1}{6} \varpi_3 \varpi_4 \varpi_5 = e_3(x_1, x_2, x_3, x_4, x_5), \\
\varpi_{(2,4,5)} &= \frac{1}{2} \varpi_2 \varpi_4 \varpi_5 = e_1(x_1, x_2)e_2(x_1, x_2, x_3, x_4, x_5).
\end{align*}
\]

4.3. A ring presentation of \( H^*(\text{Pet}_n; \mathbb{Z}) \). Recall from (4.3) that we have

\[ x_i = c_1((E_i/E_{i-1})^*|_{\text{Pet}_n}) \in H^2(\text{Pet}_n; \mathbb{Z}) \]

and that it is the image of \( \tau_i = c_1((E_{i}/E_{i-1})^*) \in H^2(\text{Fl}_n; \mathbb{Z}) \) under the restriction map

\[ \iota^*: H^*(\text{Fl}_n; \mathbb{Z}) \to H^*(\text{Pet}_n; \mathbb{Z}). \]

The ring \( H^*(\text{Fl}_n; \mathbb{Z}) \) is generated by \( \tau_1, \tau_2, \ldots, \tau_n \) as we saw in section 4.1.1 and the map \( \iota^* \) is surjective by [20] (see Corollary 3.8). Thus, we have a surjective ring homomorphism

\[ \phi: \mathbb{Z}[y_1, y_2, \ldots, y_n] \to H^*(\text{Pet}_n; \mathbb{Z}) \]

which sends \( y_i \) to \( x_i \) (\( 1 \leq i \leq n \)), where \( \mathbb{Z}[y_1, y_2, \ldots, y_n] \) is the polynomial ring over \( \mathbb{Z} \) with indeterminates \( y_1, y_2, \ldots, y_n \). We regard this polynomial ring as a graded ring with \( \deg y_i = 2 \) for \( 1 \leq i \leq n \). By construction, this map factors \( H^*(\text{Fl}_n; \mathbb{Z}) \), and hence it maps \( e_k(y_1, y_2, \ldots, y_n) \) to 0 in \( H^*(\text{Pet}_n; \mathbb{Z}) \) for \( 1 \leq k \leq n \) (see section 4.1.1).

To give a ring presentation of \( H^*(\text{Pet}_n; \mathbb{Z}) \), we introduce the following homogeneous ideals of \( \mathbb{Z}[y_1, y_2, \ldots, y_n] \):

\[
\begin{align*}
I &= \langle e_k(y_1, y_2, \ldots, y_n) \mid 1 \leq k \leq n \rangle, \\
I' &= \langle (y_i - y_{i+1})e_k(y_1, \ldots, y_i) \mid 1 \leq i \leq n - 1, \ 1 \leq k \leq \min\{i, n - i\} \rangle.
\end{align*}
\]

**Example 4.9.** Let \( n = 4 \). The ideal \( I \) of \( \mathbb{Z}[y_1, y_2, y_3, y_4] \) is generated by

\[ e_1(y_1, y_2, y_3, y_4), \ e_2(y_1, y_2, y_3, y_4), \ e_3(y_1, y_2, y_3, y_4), \ e_4(y_1, y_2, y_3, y_4), \]

and the ideal \( I' \) is generated by

\[ (y_1 - y_2)y_1, \ (y_2 - y_3)(y_1 + y_2), \ (y_2 - y_3)y_1y_2, \ (y_3 - y_4)(y_1 + y_2 + y_3). \]

From what we saw above, it is clear that the map \( \phi \) sends the ideal \( I \) to 0 in \( H^*(\text{Pet}_n; \mathbb{Z}) \). It follows that \( \phi \) also sends \( I' \) to 0. To see that, it suffices to show that

\[ (x_i - x_{i+1})e_k(x_1, \ldots, x_i) = 0 \quad (1 \leq k \leq i \leq n - 1) \]

in \( H^*(\text{Pet}_n; \mathbb{Z}) \), where we note that the range of \( k \) is larger than that of in (4.19). For this purpose, let \( 1 \leq k \leq i \leq n - 1 \). By Proposition 4.6 we have

\[ k!e_k(x_1, \ldots, x_i) = \varpi_{i-k+1}\varpi_{i-k+2} \cdots \varpi_i. \]
Recalling that $x_i - x_{i+1} = \alpha_i$, we obtain
\[ k!(x_i - x_{i+1})e_k(x_1, \ldots, x_i) = \alpha_i \varpi_{i-k+1} \varpi_{i-k+2} \cdots \varpi_i. \]

The right hand side of this equality is 0 by (4.14) so that we obtain
\[ k!(x_i - x_{i+1})e_k(x_1, \ldots, x_i) = 0. \]

Since $H^*(\text{Pet}_n; \mathbb{Z})$ is torsion free by Proposition 2.2, this implies the equality (4.22). Hence, $\phi$ sends $I'$ to 0, as we claimed above.

Remark 4.10. Geometric meaning of the relation (4.22) can be explained as follows. By Corollary 4.7, it can be expressed as
\[ \alpha_i \cdot \varpi_J = 0, \]
where we set $J = \{i - k + 1, i - k + 2, \ldots, i\}$. In [5], two kinds of closed subsets $X_J(= \text{Pet}_J)$ and $\Omega_J$ in $\text{Pet}_n$ are introduced, and this equality can be explained from the corresponding geometric equality
\[ X_{\{i\}} \cap \Omega_J = \emptyset \]
by an argument similar to that in the proof of [5, Lemma 4.7]. See [5, Sect. 3 and 4] for details.

Since the map $\phi$ sends both of $I$ and $I'$ to 0, it induces a surjective ring homomorphism
\[ \overline{\phi}: \mathbb{Z}[y_1, y_2, \ldots, y_n]/(I + I') \to H^*(\text{Pet}_n; \mathbb{Z}) \]
which sends $y_i$ to $x_i$ ($1 \leq i \leq n$). Here, we use the same symbol $y_i$ for its image in the quotient $\mathbb{Z}[y_1, y_2, \ldots, y_n]/(I + I')$ by abusing notation. We adopt this notation in the rest of this paper.

The next claim gives Theorem 1.2 in Section 1 which describes the ring structure of $H^*(\text{Pet}_n; \mathbb{Z})$.

Theorem 4.11. The induced homomorphism
\[ \overline{\phi}: \mathbb{Z}[y_1, y_2, \ldots, y_n]/(I + I') \to H^*(\text{Pet}_n; \mathbb{Z}) \]
sending $y_i$ to $x_i = c_1((E_i/E_{i-1})^*|_{\text{Pet}_n})$ ($1 \leq i \leq n$) is an isomorphism as graded rings, where $I$ and $I'$ are the ideals of $\mathbb{Z}[y_1, y_2, \ldots, y_n]$ defined in (1.19).

The rest of this paper is devoted for the proof of Theorem 4.11.

Remark 4.12. The relation (4.22) for $k = 1$ takes the form
\[ \alpha_1 \cdot \varpi_i = (x_i - x_{i+1})(x_1 + \cdots + x_i) = 0 \text{ in } H^*(\text{Pet}_n; \mathbb{Z}) \]
which appears as the fundamental relations of the presentation of the cohomology ring $H^*(\text{Pet}_n; \mathbb{C})$ in [11, Corollary 3.4] and [17, Theorem 4.1] (cf. [5, Remark 4.8]).
Remark 4.13. Let \( n = 4 \). If we remove \((y_2 - y_3)y_1y_2\) from the list (4.21) of the generators of \( I' \), then the quotient ring \( \mathbb{Z}[y_1, y_2, y_3, y_4]/(I + I') \) is not isomorphic to \( H^*(\text{Pet}_4; \mathbb{Z}) \). This can be verified by a computer assisted calculation. Similarly, if we remove \( e_k(y_1, y_2, y_3, y_4) \) for some \( 1 \leq k \leq 4 \) from the list (4.20) of the generators of \( I \), then the quotient ring \( \mathbb{Z}[y_1, y_2, y_3, y_4]/(I + I') \) is not isomorphic to \( H^*(\text{Pet}_4; \mathbb{Z}) \).

Set

\[ M := \mathbb{Z}[y_1, y_2, \ldots, y_n]/(I + I'). \]

If we can construct a subset \( \{\pi_J \mid J \subseteq [n - 1]\} \) of \( M \) which generates \( M \) as a \( \mathbb{Z} \)-module and satisfies \( \bar{\phi}(\pi_J) = \varpi_J \) for \( J \subseteq [n - 1] \), then it follows that the map \( \bar{\phi} \) is an isomorphism since \( \varpi_J \) for \( J \subseteq [n - 1] \) form a \( \mathbb{Z} \)-basis of \( H^*(\text{Pet}_n; \mathbb{Z}) \) by Theorem 4.11.

Motivated by Corollary 4.17, we define \( \pi_J \in M \) for each \( J \subseteq [n - 1] \) as follows. For a subset \( J \subseteq [n - 1] \) having the decomposition \( J = J_1 \cup \cdots \cup J_m \) into the connected components (see section 2.3), we set

\[ \pi_J := \prod_{k=1}^m e_{|J_k|}(y_1, y_2, \ldots, y_{\max J_k}) \in M, \]

where we take the convention

\[ \pi_{\emptyset} = 1 \in M. \]

We also define \( \pi_J \) for all \( J \subseteq \mathbb{Z} \) by taking the convention

\[ \pi_J = 0 \quad \text{unless} \quad J \subseteq [n - 1]. \]

Example 4.14. Let \( n = 7 \). Then we have

\[ \pi_{(3, 4, 5)} = e_3(y_1, y_2, y_3, y_4, y_5), \]

\[ \pi_{(2, 4, 5)} = e_1(y_1, y_2)e_2(y_4, y_2, y_3, y_4, y_5) \]

in \( M \) (cf. Example 4.18). We also have \( \pi_{(0, 2)} = 0 \) and \( \pi_{(4, 5, 7)} = 0 \) by (4.25).

Recall that we have \( \overline{\phi}(y_i) = x_i \) for \( 1 \leq i \leq n \) by definition. Hence, it is clear that we have \( \bar{\phi}(\pi_J) = \varpi_J \) for \( J \subseteq [n - 1] \) by Corollary 4.17. Thus, to prove Theorem 4.11 it is enough to show the following claim as we discussed above.

Proposition 4.15. The \( \mathbb{Z} \)-module \( M = \mathbb{Z}[y_1, y_2, \ldots, y_n]/(I + I') \) is generated by the subset \( \{\pi_J \mid J \subseteq [n - 1]\} \).

We prove this in the next subsection.

4.4. A Proof of Proposition 4.15. Before giving a proof of Proposition 4.15 we first establish some basic properties of \( \pi_J \) for \( J \subseteq [n - 1] \). We begin with the following identity in \( M \):

\[ e_k(y_1, y_2, \ldots, y_n) = \sum_{0 \leq p \leq i, \ 0 \leq q \leq n-i} e_p(y_1, y_2, \ldots, y_i)e_q(y_{i+1}, y_{i+2}, \ldots, y_n) \]
for \(1 \leq k \leq i \leq n\), where we take the convention \(e_0 = 1\). One may obtain this identity by decomposing the index set \([n]\) of monomials in the left hand side into two parts: \([n] = \{1, 2, \ldots, i\} \sqcup \{i + 1, i + 2, \ldots, n\}\).

For \(1 \leq i \leq n - 1\), recall from the definition of \(M\) that we have
\[
(y_i - y_{i+1}) e_k(y_1, \ldots, y_i) = 0 \quad (1 \leq k \leq \min\{i, n - i\}).
\]
The following claim means that the same equalities hold for a wider range of \(k\).

**Lemma 4.16.** For \(1 \leq i \leq n - 1\), we have
\[
(y_i - y_{i+1}) e_k(y_1, \ldots, y_i) = 0 \quad (1 \leq k \leq i)
\]
in \(M\).

**Proof.** If \(1 \leq k \leq n - i\), then we have \(k \leq \min\{i, n - i\}\) (since \(k \leq i\)), and the claim holds by the definition of \(M\) as we saw above.

If \(n - i < k \leq i\), then we prove the claim by induction on \(k\), where we note that we already verified the claim for \(1 \leq k \leq n - i\). Hence, we assume by induction that the claim holds when \(k \leq \ell\) for some positive integer \(\ell\) satisfying \(n - i \leq \ell < i\), and we prove the claim when \(k = \ell + 1\). Since we have \(e_k(y_1, \ldots, y_n) = 0\) by the definition \(M\), we know that
\[
(y_i - y_{i+1}) e_k(y_1, \ldots, y_n) = 0.
\]
By (4.26), this equality can be written as
\[
\sum_{0 \leq p \leq i, 0 \leq q \leq n - i} (y_i - y_{i+1}) e_p(y_1, \ldots, y_i) e_q(y_{i+1}, \ldots, y_n) = 0.
\]
Because of the condition \(1 \leq k \leq i\), it follows that the summand for \(q = 0\) (i.e., \(p = k\)) appears in the left hand side of this equality. Thus, we can separate it to obtain
\[
(y_i - y_{i+1}) e_k(y_1, \ldots, y_i) + \sum_{0 \leq p \leq i, 1 \leq q \leq n - i} (y_i - y_{i+1}) e_p(y_1, \ldots, y_i) e_q(y_{i+1}, \ldots, y_n) = 0.
\]
In the second summand, we have \(p = k - q > (n - i) - q \geq 0\) since we are considering the case \(n - i < k \leq i\). This implies that \(p \geq 1\) in the second summand. Noticing that \(1 \leq p < k\), the inductive hypothesis implies that the second summand vanishes. Thus, we obtain
\[
(y_i - y_{i+1}) e_k(y_1, \ldots, y_i) = 0.
\]

\(\Box\)

For non-negative integers \(a\) and \(b\), we use the notation
\[
[a, b] := \{ c \in \mathbb{Z} \mid a \leq c \leq b \}
\]
in what follows. For example, we have \([2, 5] = \{2, 3, 4, 5\}, [3, 2] = \emptyset,\) and \([0, 1] = \{0, 1\}\) so that
\[
\pi_{[2, 5]} = e_4(y_1, y_2, \ldots, y_5), \quad \pi_{[3, 2]} = 1, \quad \text{and} \quad \pi_{[0, 1]} = 0
\]
by (4.23), (4.24), and (4.25), respectively. Noticing that we have
\[
e_k(y_1, \ldots, y_b) = e_k(y_1, \ldots, y_b-1) + e_{k-1}(y_1, \ldots, y_{b-1}) y_b \quad (1 \leq k \leq b \leq n - 1),
\]
it follows that
\[(4.27)\quad \pi_{[a,b]} = \pi_{[a-1,b-1]} + \pi_{[a,b-1]}y_b \quad (1 \leq a \leq b \leq n - 1)\]
since we have \(\pi_{[a,b]} = e_{b-a+1}(y_1, y_2, \ldots, y_b)\). When \(a = b\), we obtain
\[
\pi_{[a,a]} = \pi_{[a-1,a-1]} + y_a \quad (1 \leq a \leq n - 1)
\]
since \(\pi_{[a,a-1]} = \pi_0 = 1\). The next claim generalizes Lemma 4.16.

**Lemma 4.17.** For \(1 \leq a \leq b \leq n - 1\), we have
\[(4.28)\quad (y_i - y_{i+1}) \cdot \pi_{[a,b]} = 0 \quad (a \leq i \leq b)\]
in \(M\).

**Proof.** When \(i = b\), the claim follows by Lemma 4.16 since we have
\[
(y_i - y_{i+1})\pi_{[a,i]} = (y_i - y_{i+1})e_{i-a+1}(y_1, \ldots, y_i) = 0
\]
in this case. We prove the claim by induction on \(b - i \geq 0\). Let \(\ell(<n - 1)\) be a non-negative integer, and assume by induction that \((4.28)\) holds for \(b - i = \ell\). We prove that \((4.28)\) holds for \(b - i = \ell + 1(\geq 1)\). By \((4.27)\), we have
\[
(4.29)\quad (y_i - y_{i+1}) \cdot \pi_{[a,b]} = (y_i - y_{i+1})\pi_{[a-1,b-1]} + (y_i - y_{i+1})\pi_{[a,b-1]}y_b.
\]
We compute the right hand side by taking cases. If \(a = 1\), then the first summand is equal to zero by \((1.25)\), and the second summand is also equal to zero by the inductive hypothesis since \(b - 1 \geq i\). If \(a > 1\), both summands are equal to zero by the inductive hypothesis. Thus, in either case, the right hand side of \((4.29)\) is equal to zero so that we obtain \((y_i - y_{i+1}) \cdot \pi_{[a,b]} = 0\).

In particular, for \(1 \leq a \leq b \leq n - 1\), we obtain
\[(4.30)\quad y_i \pi_{[a,b]} = y_{b+1} \pi_{[a,b]} \quad (a \leq i \leq b)\]
in \(M\) by applying \((4.28)\) repeatedly.

To state the next claim, let us recall a basic property of \(\varpi_j\) in the cohomology \(H^*(\text{Pet}_n; \mathbb{Z})\): it is clear from the definition \((1.1)\) that, for \(1 \leq a \leq i < b \leq n - 1\), we have
\[
\varpi_{[a,i]} \cdot \varpi_{[i+1,b]} = \frac{1}{(i - a + 1)!} \cdot \frac{1}{(b - i)!} \cdot \varpi_a \varpi_{a+1} \cdots \varpi_b = \binom{b-a+1}{i-a+1} \varpi_{[a,b]}
\]
in \(H^*(\text{Pet}_n; \mathbb{Z})\), where \(\binom{b-a+1}{i-a+1}\) is a binomial coefficient. As the following claim shows, the analogous equalities hold in \(M\) as well.

**Proposition 4.18.** For \(1 \leq a \leq i < b \leq n - 1\), we have
\[(4.31)\quad \pi_{[a,i]} \cdot \pi_{[i+1,b]} = \binom{b-a+1}{i-a+1} \pi_{[a,b]}\]
in \(M\).
Proof. We prove the claim by induction on \(b \geq 2\). When \(b = 2\), we have \(a = i = 1\) so that the claim is
\[
\pi[1,1] \cdot \pi[2,2] = 2\pi[1,2].
\]
The left hand side can be computed as
\[
\pi[1,1] \cdot \pi[2,2] = \pi[1,1] \cdot \pi[2] = \pi[1,1] \cdot (y_1 + y_2) = \pi[1,1] \cdot 2y_2 = 2\pi[1,2],
\]
where the third equality follows from (4.30), and the fourth equality follows from (4.27) with \(\pi[0,1] = 0\). Thus, we obtain the claim for \(b = 2\).

Let \(2 \leq \ell < n - 1\) be a positive integer, and assume by induction that the claim (4.31) holds for \(b = \ell\). We prove the claim (4.31) for \(b = \ell + 1\). The left hand side of (4.31) can be written as
\[
\pi[a,i] \cdot \pi[i+1,b] = \pi[a,i] \pi[i,b-1] + \pi[a,i] \pi[i+1,b-1] y_b
\]
by (4.27). Applying (4.27) again to \(\pi[a,i]\) in the first summand of the right hand side, we obtain
\[
(4.32) \quad \pi[a,i] \cdot \pi[i+1,b] = \pi[a-1,i-1] \pi[i,b-1] + \pi[a,i-1] \pi[i,b-1] y_i + \pi[a,i] \pi[i+1,b-1] y_b.
\]
We now compute each summands of the right hand side separately. For the first summand, we have
\[
\pi[a-1,i-1] \pi[i,b-1] = \left(\frac{b - a + 1}{i - a + 1}\right) \pi[a-1,b-1]
\]
which we prove by taking cases as follows. If \(a = 1\), the claim is obvious since both sides are equal to 0 by (4.25). If \(a > 1\), then the claim follows by the inductive hypothesis. For the second summand of the right hand side of (4.32), we have
\[
\pi[a,i-1] \pi[i,b-1] y_i = \left(\frac{b - a}{i - a}\right) \pi[a,b-1] y_i
\]
which we prove by taking cases as follows. If \(a = i\), the claim is obvious since both sides are equal to \(\pi[i,b-1] y_i\) by (4.24). If \(a < i\), then the claim follows by the inductive hypothesis. For the third summand of the right hand side of (4.32), we have
\[
\pi[a,i] \pi[i+1,b-1] y_b = \left(\frac{b - a}{i - a + 1}\right) \pi[a,b-1] y_b
\]
which we prove by taking cases as follows. If \(b = i + 1\), the claim is obvious since both sides are equal to \(\pi[a,i] y_b\) by (4.24). If \(b > i + 1\), then the claim follows by the inductive hypothesis.

Combining the above computations of the summands of the right hand side of (4.32), we obtain
\[
\pi[a,i] \cdot \pi[i+1,b] = \left(\frac{b - a + 1}{i - a + 1}\right) \pi[a-1,b-1] + \left(\frac{b - a}{i - a}\right) \pi[a,b-1] y_i + \left(\frac{b - a}{i - a + 1}\right) \pi[a,b-1] y_b.
\]
By applying (4.30) to the second summand of the right hand side, it follows that
\[
\pi_{[a,i]} \cdot \pi_{[i+1,b]} = \left( \frac{b-a+1}{i-a+1} \right) \pi_{[a-1,b-1]} + \left( \frac{b-a}{i-a+1} \right) \pi_{[a,b-1]} y_b + \left( \frac{b-a}{i-a+1} \right) \pi_{[a,b-1]} y_b
\]
\[
= \left( \frac{b-a+1}{i-a+1} \right) \pi_{[a-1,b-1]} + \left( \frac{b-a+1}{i-a+1} \right) \pi_{[a,b-1]} y_b
\]
where we used (4.27) for the last equality. This completes the proof. \(\square\)

For simplicity, we write
\[
\pi_i := \pi_{\{i\}} = y_1 + y_2 + \cdots + y_i \quad (1 \leq i \leq n-1)
\]
(cf. (4.4)). As for the previous proposition, the following is an analogue of [5, Lemma 5.1] which is a claim for \(\varpi_J\) in the cohomology \(H^*(Pet_n; \mathbb{Z})\).

**Proposition 4.19.** For \(1 \leq a \leq i \leq b \leq n-1\), we have
\[
\pi_i \cdot \pi_{[a,b]} = (b-i+1)\pi_{[a-1,b]} + (i-a+1)\pi_{[a,b+1]}
\]
in \(M\) with the convention \(\pi_{[0,b]} = \pi_{[a,n]} = 0\) (See (4.25)).

Before giving a proof, we recall that the identity (4.12) was obtained simply by rearranging terms, without using any non-trivial relations between the cohomology classes \(x_1, x_2, \ldots, x_n\). Thus, it follows that the same identity holds for \(y_1, y_2, \ldots, y_n\) in \(M\) as well:
\[
(y_1 + y_2 + \cdots + y_b) \cdot e_k(y_1, y_2, \ldots, y_b)
\]
\[
= m_{2,1}^{k-1}(y_1, y_2, \ldots, y_b) + (k+1)m_{1,2}^{k+1}(y_1, y_2, \ldots, y_b)
\]
\[
= m_{2,1}^{k-1}(y_1, y_2, \ldots, y_b) + (k+1)e_{k+1}(y_1, y_2, \ldots, y_b)
\]
for \(1 \leq k \leq b \leq n\). We also recall that the claim of Lemma 4.5 was derived only by the relations \(\alpha_i \varpi_i = 0\) \((1 \leq i \leq n-1)^2\). By the definitions of \(M\) and \(I'\), we have the corresponding relations \((y_i - y_{i+1})\pi_i = 0\) \((1 \leq i \leq n-1)\) in \(M\). Thus, the claim of Lemma 4.5 holds for \(y_1, \ldots, y_n\) as well. Its claim for \(d = 1\) gives us that
\[
m_{2,1}^{k-1}(y_1, \ldots, y_b) = km_{1}^{k}(y_1, \ldots, y_b)y_{b+1} = ke_k(y_1, \ldots, y_b)y_{b+1}.
\]

Applying this to the last expression in (4.35), we obtain that
\[
(y_1 + y_2 + \cdots + y_b) \cdot e_k(y_1, y_2, \ldots, y_b)
\]
\[
= ke_k(y_1, \ldots, y_b)y_{b+1} + (k+1)e_{k+1}(y_1, y_2, \ldots, y_b)
\]
for \(1 \leq k \leq b \leq n\). This can be expressed as
\[
\pi_b \cdot \pi_{[a,b]} = (b-a+1)\pi_{[a,b]}y_{b+1} + (b-a+2)\pi_{[a-1,b]} \quad (1 \leq a \leq b \leq n).
\]

\(^2\)In section 4.2, the condition that \(H^*(Pet_n; \mathbb{Z})\) is torsion free was used only in the proof of Corollary 4.1.
Proof of Proposition 4.19. We first prove the equality for the case $i = b$. In this case, the claim is

$$\pi_b \cdot \pi_{[a,b]} = \pi_{[a-1,b]} + (b - a + 1) \pi_{[a,b+1]}.$$  

The left hand side is equal to

$$\pi_b \cdot \pi_{[a,b]} = (b - a + 1) \pi_{[a,b]} y_{b+1} + (b - a + 2) \pi_{[a-1,b]}$$

by (4.36). Thus, we obtain

$$\pi_b \cdot \pi_{[a,b]} = (b - a + 1) \pi_{[a,b]} y_{b+1} + (b - a + 2) \pi_{[a-1,b]}$$

(4.38)

$$= \pi_{[a-1,b]} + (b - a + 1) \left( \pi_{[a-1,b]} + \pi_{[a,b]} y_{b+1} \right).$$

In the parenthesis of the last expression, we have

$$\pi_{[a-1,b]} + \pi_{[a,b]} y_{b+1} = \pi_{[a,b+1]}$$

(4.39)

which we prove by taking cases. If $b < n - 1$, it is obvious by (4.27). If $b = n - 1$, it can be shown as

$$\pi_{[a-1,b]} + \pi_{[a,b]} y_{b+1} = \pi_{[a-1,n-1]} + \pi_{[a,n-1]} y_n$$

$$= e_{n-a+1}(y_1, y_2, \ldots, y_{n-1}) + e_{n-a}(y_1, y_2, \ldots, y_{n-1}) y_n$$

$$= e_{n-a+1}(y_1, y_2, \ldots, y_n)$$

$$= 0 \quad \text{(by the definitions of } M \text{ and } I)$$

$$= \pi_{[a,b+1]} \quad \text{(by } b + 1 = n \text{ and } (4.25))$$

in this case as well. Thus, we obtain from (4.38) and (4.39) that

$$\pi_b \cdot \pi_{[a,b]} = \pi_{[a-1,b]} + (b - a + 1) \pi_{[a,b+1]}.$$  

This verifies (4.37) which is the desired claim (4.34) for the case $i = b$.

Now we prove the claim (4.34) by induction on $b - i \geq 0$. Let $\ell(< n - 1)$ be a non-negative integer, and assume by induction that (4.34) holds when $b - i = \ell$. We prove (4.34) for the case $b - i = \ell + 1(\geq 1)$. In this case, the left hand side of (4.34) can be computed as

$$\pi_i \cdot \pi_{[a,b]} = \pi_i \pi_{[a-1,b-1]} + \pi_i \pi_{[a,b-1]} y_b$$

by (4.27). We compute each summands of the right hand side separately. For the first summand, we have

$$\pi_i \pi_{[a-1,b-1]} = (b - i) \pi_{[a-2,b-1]} + (i - a + 2) \pi_{[a-1,b]}$$

which we prove by taking cases as follows. If $a = 1$, then both sides are equal to 0 by (4.25). If $a > 1$, then the claim follows by the inductive hypothesis since $b - 1 \geq i$. For the second summand, we have

$$\pi_i \pi_{[a,b-1]} y_b = \left( (b - i) \pi_{[a-1,b-1]} + (i - a + 1) \pi_{[a,b]} \right) y_b$$
by the inductive hypothesis since \( b - 1 \geq i \). Combining the computations of the summands of the right hand side of (4.40), we obtain
\[
\pi_i \cdot \pi_{[a,b]} = \left( (b - i) \pi_{[a-2,b-1]} + (i - a + 2) \pi_{[a-1,b]} \right) + (b - i) \pi_{[a-1,b-1]} y_b
\]

\[
= (b - i) \left( \pi_{[a-2,b-1]} + \pi_{[a-1,b-1]} y_b \right) + \pi_{[a-1,b]} + (i - a + 1) \left( \pi_{[a-1,b]} + \pi_{[a,b]} y_b \right)
\]

\[
= (b - i) \left( \pi_{[a-2,b-1]} + \pi_{[a-1,b-1]} y_b \right) + \pi_{[a-1,b]} + (i - a + 1) \left( \pi_{[a-1,b]} + \pi_{[a,b]} y_{b+1} \right),
\]

(4.41)

where we used (4.39) to \( \pi_{[a,b]} y_b \) for the last equality. We now compute the first and the third summands of the last expression separately. For the first summand, we have
\[
(b - i) \left( \pi_{[a-2,b-1]} + \pi_{[a-1,b-1]} y_b \right) = (b - i) \pi_{[a-1,b]}
\]

which we prove by taking cases as follows. If \( a > 1 \), then the claim is obvious by (4.27). If \( a = 1 \), the claim follows since both sides are equal to 0 by (4.25). For the third summand of the last expression of (4.41), we have
\[
(i - a + 1) \left( \pi_{[a-1,b]} + \pi_{[a,b]} y_{b+1} \right) = (i - a + 1) \pi_{[a,b+1]}
\]

by (4.39). Applying (4.42) and (4.43) to the last expression of (4.41), we obtain
\[
\pi_i \cdot \pi_{[a,b]} = (b - i + 1) \pi_{[a-1,b]} + (i - a + 1) \pi_{[a,b+1]}
\]

This verifies (4.34) for the case \( b - i = \ell + 1 \), as desired. \( \square \)

We now prove Proposition 4.15 which completes the proof of Theorem 4.11 as we discussed in section 4.3.

**Proof of Proposition 4.15** Let \( f \in M \) be a polynomial in \( y_1, y_2, \ldots, y_n \). We prove that \( f \) can be written as a linear combination of \( \pi_J \) for \( J \subseteq [n - 1] \). Recalling that \( \pi_i = y_1 + y_2 + \cdots + y_i \), we have
\[
y_i = \pi_i - \pi_{i-1} \quad (1 \leq i \leq n - 1),
\]

\[
y_n = -\pi_{n-1}
\]

with the convention \( \pi_0 = 0 \), where the second equality follows since we have an equality \( y_1 + y_2 + \cdots + y_n = \epsilon_1(y_1, y_2, \ldots, y_n) = 0 \) in \( M \). Hence, we can express \( f \) as a polynomial in
\[
\pi_1, \pi_2, \ldots, \pi_{n-1}.
\]

For our purpose, we may assume that \( f \) is a monomial in these variables with coefficient 1 without loss of generality. Namely, we have
\[
f = \pi_{i_1} \pi_{i_2} \cdots \pi_{i_d}
\]

for some \( d \geq 1 \) and \( 1 \leq i_1 \leq i_2 \leq \cdots \leq i_d < n \). We prove that this monomial can be expressed as a linear combination of \( \pi_J \) for \( J \subseteq [n - 1] \).
First suppose that \( d \leq n - 1 \). We prove the claim by induction on \( d \geq 1 \). When \( d = 1 \), the claim is obvious since \( \pi_{i_1} = \pi_J \) with \( J = \{i_1\} \) by (3.33). Assume by induction that

\[
\pi_{i_2} \cdots \pi_{i_d} = \sum_{J \subseteq [n-1]} c_J \pi_J
\]

for some integers \( c_J \) \((J \subseteq [n-1])\). Then we have

\[
(4.45) \quad f = \pi_{i_1} \sum_{J \subseteq [n-1]} c_J \pi_J = \sum_{J \subseteq [n-1]} c_J \pi_{i_1} \pi_J.
\]

It suffices to show that each product \( \pi_{i_1} \pi_J \) is expanded as a linear combination of \( \pi_L \) for \( L \subseteq [n-1] \). For this, we take the decomposition \( J = J_1 \sqcup \cdots \sqcup J_m \) into the connected components. By (4.23), we have

\[
\pi_{i_1} \pi_J = \pi_{i_1} \cdot \pi_{J_1} \cdots \pi_{J_m}
\]

since each \( J_k \) consists of a single connected component \((1 \leq k \leq m)\). Set \( J' := J \cup \{i_1\} \).

We consider the case for \( J' \supseteq J \) and the case for \( J' = J \) separately.

If \( J' \supseteq J \), then we have \( i_1 \notin J \). We denote by \( J'(i_1) \subseteq J' \) the connected component of \( J' \) containing \( i_1 \). We have the following three cases:

1. \( J'(i_1) = \{i_1\} \),
2. \( J'(i_1) = J_k \cup \{i_1\} \) for some \( 1 \leq k \leq m \),
3. \( J'(i_1) = J_k \cup \{i_1\} \cup J_{k+1} \) for some \( 1 \leq k < m \).

In the case (1), we have

\[
\pi_{i_1} \pi_J = \pi_{i_1} \cdot \pi_{J_1} \cdots \pi_{J_m} = \pi_J'
\]

by the definition of \( \pi_{J'} \) (see (4.23)). In the case (2), we have \( i_1 = \min J_k - 1 \) or \( i_1 = \max J_k + 1 \). In either case, we have

\[
\pi_{i_1} \pi_J = \pi_{J_1} \cdots \pi_{J_{k-1}} (\pi_{i_1} \pi_{J_k}) \pi_{J_{k+1}} \cdots \pi_{J_m}
\]

\[
= \pi_{J_1} \cdots \pi_{J_{k-1}} \left( \binom{|J_k| + 1}{1} \pi_{J'(i_1)} \right) \pi_{J_{k+1}} \cdots \pi_{J_m}
\]

by Proposition 4.18 and \((|J_k|+1) = (|J_k|+1)\). Hence, we obtain

\[
\pi_{i_1} \pi_J = \left( \binom{|J_k| + 1}{1} \right) \pi_{J'}
\]

in this case. In the case (3), we have

\[
\pi_{i_1} \pi_J = \pi_{J_1} \cdots \pi_{J_{k-1}} (\pi_{J_k} \cdot \pi_{i_1} \cdot \pi_{J_{k+1}}) \pi_{J_{k+2}} \cdots \pi_{J_m}
\]

\[
= \pi_{J_1} \cdots \pi_{J_{k-1}} \left( \binom{|J_k| + 1}{|J_k|} \pi_{J_k \cup \{i_1\}} \cdot \pi_{J_{k+1}} \right) \pi_{J_{k+2}} \cdots \pi_{J_m}
\]

\[
= \pi_{J_1} \cdots \pi_{J_{k-1}} \left( \binom{|J_k| + 1}{|J_k|} \left( \binom{|J_k| + 1 + |J_{k+1}|}{|J_k| + 1} \pi_{J_k \cup \{i_1\} \cup J_{k+1}} \right) \pi_{J_{k+2}} \cdots \pi_{J_m}
\]

\[
= \left( \binom{|J_k| + 1}{|J_k|} \right) \left( \binom{|J_k| + 1 + |J_{k+1}|}{|J_k| + 1} \right) \pi_{J'}
\]

by Proposition 4.18 again. Thus, in either case of (1)-(3), we see that the product \( \pi_{i_1} \pi_J \) is an integer multiple of \( \pi_{J'} \).
If \( J' = J \), then we have \( i_1 \in J_k \) for some \( 1 \leq k \leq m \). In this case, let us write \( J_k = [a, b] \) for some \( 1 \leq a \leq b \leq n - 1 \). Then, Proposition 4.19 implies that

\[
\pi_{i_1} \pi_J = \pi_{J_1} \cdots \pi_{J_{k-1}} (\pi_{i_1} \pi_{J_k}) \pi_{J_{k+1}} \cdots \pi_{J_m}
\]

(4.46)

\[
= \pi_{J_1} \cdots \pi_{J_{k-1}} ((b - i_1 + 1) \pi_{[a-1, b]} + (i_1 - a + 1) \pi_{[a, b+1]}) \pi_{J_{k+1}} \cdots \pi_{J_m}
\]

(4.46)

\[
= (b - i_1 + 1) \pi_{J_1} \cdots \pi_{J_{k-1}} \pi_{[a-1, b]} \pi_{J_{k+1}} \cdots \pi_{J_m} + (i_1 - a + 1) \pi_{J_1} \cdots \pi_{J_{k-1}} \pi_{[a, b+1]} \pi_{J_{k+1}} \cdots \pi_{J_m}.
\]

For the first summand in the last expression, we have

\[
\pi_{J_1} \cdots \pi_{J_{k-1}} \pi_{[a-1, b]} \pi_{J_{k+1}} \cdots \pi_{J_m}
\]

(4.47)

\[
= \begin{cases} 
\pi_{J_{\cup\{a-1\}}} & \text{(if } \max J_{k-1} < a - 2), \\
\left( |J_{k-1}| + b - a + 2 \right) \pi_{J_{\cup\{a-1\}}} & \text{(if } \max J_{k-1} = a - 2),
\end{cases}
\]

(4.47)

where the first case follows from the definition of \( \pi_{J_{\cup\{a-1\}}} \), and the second case follows by applying Proposition 4.18 to \( \pi_{J_{k-1}} \pi_{[a-1, b]} \) in the left hand side. Here, we take the convention \( J_0 = \{-\infty\} \) since only the first case of (4.47) holds when \( k = 1 \). Similarly, for the second summand in the last expression of (4.46), we have

\[
\pi_{J_1} \cdots \pi_{J_{k-1}} \pi_{[a, b+1]} \pi_{J_{k+1}} \cdots \pi_{J_m}
\]

(4.48)

\[
= \begin{cases} 
\pi_{J_{\cup\{b+1\}}} & \text{(if } \min J_{k+1} > b + 2), \\
\left( |J_{k+1}| + b - a + 2 \right) \pi_{J_{\cup\{b+1\}}} & \text{(if } \min J_{k+1} = b + 2).
\end{cases}
\]

(4.48)

Again, we take the convention \( J_{m+1} = \{+\infty\} \) since only the first case of (4.48) holds when \( k = m \). Thus, it follows from (4.46) that \( \pi_{i_1} \pi_J \) is a linear combination of \( \pi_{J_{\cup\{a-1\}}} \) and \( \pi_{J_{\cup\{b+1\}}} \). Applying this result to the right hand side of (4.45), we see that \( f \) is a linear combination of \( \pi_J \) for \( J \subseteq [n - 1] \).

Finally, we consider the case \( d > n - 1 \). In this case, the number of \( \pi_{i_d} \) appearing in (4.44) is greater than \( n - 1 \). Hence, we can write

\[
f = \pi_{i_1} \pi_{i_2} \cdots \pi_{i_d} = (\pi_{i_1} \pi_{i_2} \cdots \pi_{i_{n-1}}) \cdot (\pi_{i_n} \pi_{i_{n+1}} \cdots \pi_{i_d}).
\]

Applying the argument used in the previous case to the product \( \pi_{i_1} \pi_{i_2} \cdots \pi_{i_{n-1}} \), we see that it is an integer multiple of \( \pi_{[n-1]} \). Since we have

\[
\pi_{[n-1]} \cdot \pi_{i_n} = 0
\]

by Proposition 4.19 we see that \( f = 0 \) in this case. This completes the proof. \qed
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