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Abstract—Emerging wireless control applications demand for extremely high closed-loop reliability under strict latency constraints, which the conventional Automatic Repeat reQuest (ARQ) solutions with static schedules fail to provide. To overcome this issue and enable data-link layer error control for ultra reliable low-latency communication (URLLC) services, we propose a novel protocol: the Closed-Loop ARQ (CLARQ), which forces to accomplish an information exchange round within a fixed loop-back latency, and dynamically re-allocates the remaining resource between uplink and downlink slots upon the result of last uplink transmission. The proposed method guarantees to meet the latency requirement, while delivering high communication reliability and power efficiency. It can be efficiently offline optimized by means of dynamic programming techniques, and is capable of real-time deployment with a low-cost implementation based on look-up tables. Numerical evaluations have verified that CLARQ outperforms baselines with significantly improved closed-loop reliability and reduced energy consumption. Especially, over a Rayleigh channel with 0 dB mean SNR, it is able to provide a closed-loop error rate below $10^{-7}$ within 10 ms loop-back latency, which makes our proposal competitive for practical URLLC applications in future 5G-and-beyond networks.

I. INTRODUCTION

The upcoming 5G-and-beyond and 6G network design is expected to fully support ultra-reliable low-latency communication (URLLC) services that will offer unprecedented market opportunities thereby attracting new business players. This would result in an extreme link reliability that represents an essential added-value for emerging wireless communication systems. Advanced use cases such as railway communications, factory & process automation, and autonomous driving [1], [2], [3] will demand ultra-reliable communications to construct an innovative ecosystem that brings high reactivity and strong reliability to existing network deployments. However, such requirements involve a number of technical challenges to be carefully evaluated while pioneering novel technologies [4].

While end-to-end (E2E) latency has been exhaustively addressed in the last few years with innovative technical actions [5], [6] that usually rely on the tactile internet use-case requirements [7], they lack of practical solutions that keep the service reliability at reasonable levels. Applying Automatic Repeat reQuest (ARQ) or its hybrid version (HARQ) on the data link layer has been the most promising approach during the last decade allowing resending data packets that are not successfully delivered to the receiver. Nonetheless, ARQ or HARQ methods might appear inadequate when low-latency scenarios are in place due to the following reasons: i) while exploiting extra-time resources to repeat messages upon transmission failures, it significantly increases the E2E latency that in turn leads to a raised probability of violating latency requirements, as demonstrated by [4] and ii) adding static ARQ/HARQ scheduling solutions that create retransmission slots within a frame of limited blocklength might bring no tangible gains but only loss to the link reliability, as also proven by the authors of [8]. Indeed, available solutions commonly rely on either radio resources scheduling among different users pursuing fairness maximization, or spatial/frequency diversity over different paths/channels to fulfill the reliability requirements: both approaches require a significant complexity of the network, and may result in a spectral and power efficiency reduction. Furthermore, many applications of ultra-reliable communications, such as automated control, are working in closed-loops, where the utility of a downlink (DL) transmission relies on a successful uplink (UL) transmission. However, most conventional solutions are designed to improve the open-loop link reliability, and fail to leverage this duplex asymmetry for better radio resource efficiency.

In order to overcome above-mentioned issues, in this study we propose a novel ARQ-based protocol that works in the finite blocklength (FBL) regime, where the resources pre-dedicated to the DL slots can be dynamically re-allocated and exploited for retransmission in UL upon failures. Our proposal can automatically enable ARQ/HARQ techniques in scenarios where the E2E latency is strictly limited, and therewith significantly increase the closed-loop reliability of communication that may appear especially critical when ultra-reliable use cases are in place. Various approaches have been already proposed in literature to fulfill the reliability requirements of URLLC-based use cases: for e.g. applying advanced resource allocation methods such that the radio resources can be more-efficiently shared i) among devices of different classes [9], and ii) among different URLLC data packets [10]. In addition, it has been demonstrated that adaptive sub-carrier selection can also improve the link reliability in OFDM systems by raising the SNR and reducing adjacent-channel interference [11]. Furthermore, demonstrated since long as effective to achieve a flexible trade-off between power and latency [12], adaptive power control over fading channels can be considered as a promising solution for URLLC.
Differing from such physical layer approaches, in this paper we propose a novel protocol, namely CLARQ that \(i\) works in the finite blocklength (FBL) regime, where the resources pre-dedicated to the DL slots can be dynamically re-allocated and exploited for retransmission in UL upon failures, \(ii\) can automatically enable ARQ/HARQ techniques in URLLC scenarios where the E2E latency is strictly limited, \(iii\) can significantly increase the closed-loop reliability of communication that may appear especially critical when ultra-reliable use cases are in place, and \(iv\) exploits the time diversity in an opportunistic fashion, and therefore is capable to apply to single-hop networks without making use of spatial-diversity-based methods, (e.g. [13], [14], [15]).

The residential contents of this paper are organized as follows: we begin with a revisit to the well-studied classic FBL problem of cross-user blocklength allocation in Section II to provide insights on the background knowledge of FBL information theory. Then, in Section III we setup the UL/DL blocklength allocation problem in closed-loop communication systems, showing the optimum and highlighting the limits of ARQ/HARQ mechanisms with static schedules. Section IV presents our main contributions, which consist of: \(i\) a new protocol design to enable dynamic ARQ within limited blocklength, \(ii\) an optimal policy analysis of a dynamic retransmission showing pros and cons and, \(iii\) a dynamic programming algorithm to numerically derive the optimal policy. Section V presents an exhaustive simulation campaign to prove the validity of both the protocol and the optimizer in comparison with conventional benchmarks. Regarding practical implementation and deployment in realistic radio environments, in Section VI we further extend our discussion to several aspects of technical details. To the end, in Section VII we refer to related work on the topic, before Section VIII closes the paper with our conclusion and outlooks to future works.

II. PRELIMINARY ANALYSIS: CROSS-USER BLOCKLENGTH ALLOCATION IN TDMA

Existing studies in the field of FBL transmission commonly focus on the blocklength allocation problem in TDMA systems, of which a typical case can be summarized as follows. Given \(M\) devices \(m \in \mathcal{M} \equiv \{1, 2 \ldots M\}\) that share a time frame of \(T\) to transmit their messages to the server, where all messages have the same bit length \(d\); given an upper bound \(\varepsilon_{\text{max}}\) for the message error rate for every device, it searches the optimal allocation of time (blocklength) that maximizes the expected sum of successfully transmitted messages:

\[
\begin{align*}
\text{maximize} & \quad \sum_{m \in \mathcal{M}} (1 - \varepsilon_m) \\
\text{subject to} & \quad \sum_{m \in \mathcal{M}} n_m T_S \leq T, \\
& \quad \varepsilon_m \leq \varepsilon_{\text{max}}, \quad \forall m \in \mathcal{M}.
\end{align*}
\]

(1a)

(1b)

(1c)

Here, \(T_S\) is the symbol length and \(n = [n_1, n_2 \ldots n_M]\) describes the blocklength allocation among devices. In the FBL regime, according to [16], the message error rate of device \(m\) is

\[
\varepsilon_m \approx Q\left(\frac{n_m}{V_m}(C_m - r_m) \ln 2\right),
\]

(2)

where \(r_m = d/n_m\) is the block coding rate of device \(m\), \(C_m = \log_2(1 + \gamma_m)\) the Shannon capacity of device \(m\), \(\gamma_m\) is the SNR at device \(m\), and \(V_m\) is the channel dispersion for device \(m\), which equals \(1 - 1/(1 + \gamma_m)^2\) for complex AWGN channels. This classic FBL problem (1) is usually studied in its relaxed form where \(n \in \mathbb{R}^+ M\), which is proven convex. Without any retransmission scheme, the problem has an unique optimum \(n_{\text{opt}}, i.e., n_{\text{opt},m} = \varepsilon^{-1}(\varepsilon_{\text{opt}})\), where \(\varepsilon^{-1}\) is the inverse function of (2) and \(\sum_{m \in \mathcal{M}} n_{\text{opt},m} = T/T_S\). The integer solution to (1) can be approximated by rounding this \(n_{\text{opt}}\).

Furthermore, noticing in (2) that the message error probability \(\varepsilon_m\) is monotonically decreasing w.r.t. \(n_{\text{opt}}\), while retransmission protocols such as Automatic Repeat reQuest (ARQ) can provide a gain of link reliability by dividing \(n_{\text{opt}}\) into several sub-slots. Interests have been raised to study the retransmission problem in the FBL regime. In this problem, the time slot \(n_m\) allocated to every device \(m\) is further uniformly divided into \(N\) sub-slots, and the device \(m\) attempts to transmit its message to the server within a sub-slot. Upon message error, up to \(N - 1\) retransmissions are allowed for every device through an ARQ mechanism. For simplicity, the feedback of Acknowledgment / Non-Acknowledgment (ACK/NACK) message is usually considered reliable and the feedback cost is neglected. Thus, the blocklength of every uplink transmission attempt by device \(m\) is the sub-slot length, i.e. \(n_m/N\).

Under these assumptions, the authors of [21] have show that the total energy consumption with retransmission-enabled system in the edge computing network is more energy-efficient comparing to that with the one-shot scheme under the finite blocklength regime. The maximal number of transmission attempts \(N\) and the frame structure can be optimized to minimize the overall energy consumption. However, in perspective of the message error rate minimization, it has been proven by [8] that the minimal achievable error probability with Hybrid ARQ (HARQ) is equal to that with one-shot transmission. More specifically, for an arbitrary device allocated with a certain blocklength \(N\), denote by \(\varepsilon(i)\) the error probability up to \(i\)-th re-transmission attempts and \(\varepsilon_i\) the error probability of the \(i\)-th re-transmission attempt, the overall message transmission error probability with HARQ is given by:

\[
\varepsilon(i) = \varepsilon(i-1) + \varepsilon_i - \varepsilon(i-1)\varepsilon_i \approx Q\left(\frac{C - d}{V_m}\right)
\]

(3)

Remark that (3) applies only for AWGN channel assuming perfect CSI is available. Nevertheless, even in a lack of perfect CSI, we have derived in another recent work [13] that the convexity of \(\varepsilon_m\) w.r.t. \(n_m\) still holds as long as the statistical distribution of CSI is known. Besides, the expression of channel dispersion \(V_m\) can be extended to the cases of Gaussian-mixture and generic non-Gaussian channels w.r.t the analyses in [19] and [20], respectively. Such modifications in the form of \(V_m\), however, do not deny any of our analyses or proposals in this manuscript.
where \( n \) is the sub-slot blocklength. With a maximal transmission attempts \( I \), the overall error probability is \( \varepsilon(1) \), and it holds \( n = N/I \). Especially, \( I = 1 \) indicates a one-shot transmission without ARQ/HARQ and \( \varepsilon(0) = 0 \). The monotonicity w.r.t. \( n \) of equation (3) implies that allowing retransmission in FBL-TDMA systems will only reduce the link reliability.

III. Static Scheduling in Single-User Closed-Loop Communication

In the problem discussed above, the overall reward is the total successful transmission rate of all devices, where the priority of every individual transmission is the same and a fairness shall be achieved in the scheduling. Differing from that, we consider a closed communication loop between device and server, which is common in the emerging reliability-critical applications with closed-loop control such as automated factory and autonomous driving.

A. Problem Setup

For simplification, we consider one single device, for which the UL and DL transmissions share a fixed time frame to fulfill the requirement of a guaranteed closed-loop air latency \( T \), and assume that ARQ can be executed in both directions with an extremely reliable ACK/NACK reliability and a minor feedback time cost \( T_f \). For both UL and DL, we consider all messages to have the same length of \( d \) bits, and the channels to be block fading, i.e., both the dispersion and capacity remain consistent over a frame length \( T \). In every individual frame, the DL transmission is enabled when and only when the UL transmission succeeds, and a unit reward is gained when and only when the DL transmission succeeds. We look for an optimal strategy of retransmission scheduling and blocklength allocation in UL/DL that maximizes the expected reward \( (1-\varepsilon^U)(1-\varepsilon^D) \) (the closed-loop reliability), where \( \varepsilon^U \) and \( \varepsilon^D \) are the message error rate in UL and DL, respectively.

B. One-shot Scheme

First, as a simple benchmark, we disable retransmissions and investigate the optimal UL/DL blocklength allocation. With no ARQ applied, the feedback cost \( T_f \) can be omitted. Similar to the TDMA case, we have the problem

\[
\begin{align*}
\text{maximize} & \quad [n^U, n^D] \in \mathbb{N}^2 (1-\varepsilon^U)(1-\varepsilon^D) \quad (4a) \\
\text{subject to} & \quad (n^U + n^D) T_S \leq T, \quad \max \{\varepsilon^U, \varepsilon^D\} \leq \varepsilon_{\text{max}}, \quad \text{(4b)} \n
\text{and the packet error probabilities} & \quad \varepsilon^U \approx Q \left( \frac{n^U}{V^D} (C^U - \frac{d}{n^U}) \ln 2 \right), \quad (5) \\
\varepsilon^D \approx Q \left( \frac{n^D}{V^U} (C^D - \frac{d}{n^D}) \ln 2 \right), \quad (6) \\
\end{align*}
\]

where \( C \) stands for the channel Shannon capacity, \( V \) denotes the channel dispersion, \( d \) is the message length, and \( n \) stands for the dedicated blocklength. The superscripts \((\cdot)^U\) and \((\cdot)^D\) denote the uplink and downlink, respectively, for distinction. Moreover, \( \varepsilon_{\text{max}} \) is usually set to no more than 0.5, so that the constraint \((4c)\) forces the transmission rate to remain below the Shannon capacity, which represents the reliable transmission scenario. In case both constraints \((4c)\) and \((4b)\) cannot be simultaneously fulfilled, Problem \((4)\) is considered infeasible and no transmission shall be carried out.

Similar to the classical case of FBL TDMA systems, due to the complexity optimization in integer space, we relax \((4)\) to \([n^U, n^D] \in \mathbb{R}^+ \), where we have the following theorem, for which the proof is given in Appendix \( \Lambda \):

**Theorem 1.** For any feasible resource scheme \([n^U_{\text{os}}, n^D_{\text{os}}]\) of Problem \((4)\), the optimal one-shot allocation to maximize \((1-\varepsilon^U)(1-\varepsilon^D)\) is obtained by solving

\[
\begin{align*}
(V U C^D U + V D C^U U) n^U_{\text{os}}^3 + (2d V U T^D - 2n^U V^U C^D^2 - n^U V^D C^U) n^U_{\text{os}}^2 + \left( \frac{2n^U V^U C^D^2}{n^U_{\text{os}}} + d^2 V^U \right) n^U_{\text{os}} - 2dn^U V^U C^U + 2d^2 V^U C^U + d^2 V^U C^D = 0 \quad (7)
\end{align*}
\]

and \( n^U_{\text{os}} = n^U - n^U_{\text{os}} \) where \( n^U_{\text{os}} \triangleq \frac{T}{T_S} \).

Remark that in the special case of TDD scenarios, where the UL and DL share the same radio channel and are therefore symmetric, i.e., \( V U = V^D \) and \( C^U = C^D \), Eq. \((7)\) returns an unique root \( n^U_{\text{os}} = n^D_{\text{os}} = \frac{n^U}{2} \).

C. Static Scheduling with HARQ

Then we investigate the performance of HARQ under a static retransmission scheduling, where the retransmission times \( I \) and the blocklength allocation among slots are prefixed before the transmission. Consider the time frame \( T \) fully utilized by \( I \) UL slots \( t^U = [n^U_1 T_S, n^U_2 T_S, \ldots, n^U_I T_S] \) and \( I \) DL slots \( t^D = [n^D_1 T_S, n^D_2 T_S, \ldots, n^D_I T_S] \), and define \( \mu_{\text{loop}}^{(i),s} \) as the corresponding closed-loop reliability, we propose the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad I, t^U, t^D \quad \mu_{\text{loop}}^{(i),s} \quad (8a) \\
\text{subject to} & \quad \sum_{i=1}^{I} (n^U_{i} T_S + n^D_{i} T_S) + (2I - 1) T_f = T, \quad (8b) \\
& \quad \varepsilon^U_{(i)} \leq \varepsilon_{\text{max}}, \varepsilon^D_{(i)} \leq \varepsilon_{\text{max}}, \forall i \in \{1, 2, \ldots, I\}, \quad (8c) \\
\end{align*}
\]

where \( \varepsilon^U_{(i)} \) and \( \varepsilon^D_{(i)} \) are the lower bound of error probabilities up to the \( i \)th transmission attempt with ideal incremental redundancy. HARQ is optimal when the closed-loop reliability is maximized by the optimal one-shot scheme, i.e., \( I = 1, n^U = n^U_{\text{os}}, \) and \( n^D = n^D_{\text{os}} \).

The integer root can be then approximated by rounding the real-valued one-shot optimum:

\[
\arg \max_{[I, n^U, n^D] \in \mathbb{N}^2} \mu_{\text{loop}}^{(i),s} \approx [1, n^U_{\text{os}}, n^D_{\text{os}}]. \quad (9)
\]
IV. DYNAMIC RETRANSMISSION PROTOCOL

A. Protocol Design

So far, we have shown that the one-shot scheme towards equal transmission error probabilities in UL and DL is the optimum among all static retransmission schedules. Now we consider a dynamic retransmission scheme, where the device and the server are able to reschedule the blocklength allocation upon the ACK/NACK feedback for the last transmission attempt.

We begin with the initial scheduling before the first UL attempt. As shown by (25), with any arbitrary time $t_i^U$ scheduled for UL at this stage, the optimal solution is always to use it entirely for a one-shot UL transmission attempt.

Then investigate the rational decision of the device after making an unsuccessful UL transmission attempt. Knowing about the last message error in UL from the NACK feedback, the device should always schedule another UL transmission attempt with the remaining time, which was previously reserved for the DL, until the remaining time falls below a certain threshold to ensure a minimal chance of successful transmission loop. This policy is self-evidently transmission-rate-optimal, as the reward will always be 0 if the device fails to transmit its message in UL.

On the other hand, once the device succeeds in an UL attempt and obtains an ACK feedback from the server, any further retransmission in UL will certainly bring no extra reward, but only waste the time resource. Hence, the remaining time should be completely exploited for the DL transmission. Furthermore, as proven in Appendix B, given a fixed amount of remaining time, the optimum is to entirely exploit it for a one-shot DL transmission.

Thus, we propose the protocol of Closed-Loop ARQ (CLARQ), which is described by Algorithm 1. With CLARQ, a device recursively re-allocates the remaining blocklength in current time frame for the next UL attempt, until it exceeds the limit for retransmissions, or receives an ACK for UL success and thereby assigns all remaining blocklength to one DL slot. In this approach, both the blocklength assigned to DL slot and therefore the DL error rate are dynamically determined by the UL results. In contrast, under static ARQ/HARQ with fixed frame length, the blocklength is pre-determined for all transmission slots, so the error rates in UL and DL are independent from each other, as illustrated in Fig. 1.

The minimal transmission slot lengths in UL and DL, namely $T_{\text{min}}^U$ and $T_{\text{min}}^D$, are set due to the concern that when the blocklength falls below some lower bound, FBL’s error rate dramatically increases to an unacceptable level, where any transmission attempt will hardly succeed. They are commonly selected according to an maximal packet error rate $\epsilon_{\text{max}}$:

$$T_{\text{min}}^U = T_S \times \arg \left( n_i^U \epsilon_i^U = \epsilon_{\text{max}} \right)$$

$$T_{\text{min}}^D = T_S \times \sqrt{\frac{\beta^U(\epsilon_{\text{max}})^2 + 4C^U d - \beta^U(\epsilon_{\text{max}})}{2C^U}}$$

$$T_{\text{min}}^D = T_S \times \beta^D(\epsilon_{\text{max}})^2 + 4C^D d - \beta^D(\epsilon_{\text{max}})$$

where $\beta^U(\epsilon) = -\sqrt{2V^U \text{erfc}^{-1}(2\epsilon)}$ and $\beta^D(\epsilon) = -\sqrt{2V^D \text{erfc}^{-1}(2\epsilon)}$. The inverse cumulative error function $\text{erfc}^{-1}(\cdot)$ has no closed analytical form, yet it can be conveniently approximated with sufficient accuracy.

At the beginning of every iteration of the while-loop in Algorithm 1 there has to be at least a time of $T_{\text{min}}^U + T_{\text{min}}^D + T_f$ remaining, in order to support a new UL attempt in its corresponding DL transmission, as examined with the if-condition. This also implies that, denoted by $n_i^U$ and $n_i^D$ the UL and DL blocklength in the $i$th (re)schedule, respectively, an arbitrary feasible schedule $n_i = [n_i^U, n_i^D, n_{i+1}^U, n_{i+1}^D, \ldots, n_{i+j}^U, n_{i+j}^D]$ with up to $I$ UL attempts must fulfill

$$n_{i-1}^D T_S \geq (n_i^U + n_i^D) T_S + T_f, \quad \forall i \in \{1, 2, \ldots, I\}$$

where for $i = 0$ it is defined $x_0 = 1$ and $n_0^D T_S = T$.

Furthermore, the closed-loop reliability of this schedule is

$$\mu\left( T^d \right) = \sum_{i=0}^{I} \left[ \left( 1 - \epsilon_i^D \right) \left( 1 - \epsilon_i^U \right) \prod_{j=i+1}^{I} \epsilon_j^U \right]$$

B. CLARQ Optimization in Bellman’s View

![Algorithm 1: The CLARQ Protocol](image)
While Algorithm 1 is only outlining a protocol without any performance control, now we consider its optimization regarding \( \mu_{\text{loop}}(t),d \):

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{\mathcal{J}} \left\{ \left( 1 - \varepsilon_i^D \right) \left( 1 - \varepsilon_i^U \right) \prod_{j=0}^{i-1} \varepsilon_j^T \right\} \\
\text{subject to} & \quad \left( n_i^U + n_i^D \right) T_S + T_i \leq n_{i-1}^D T_S, \\
& \quad n_i^T T_S \geq T_i^U, \\
& \quad n_i^D T_S \geq T_i^D.
\end{align*}
\]

(14a)

Following the common approach of analyzing ARQ/HARQ performance in the FBL regime, which is widely applied in literature such as [23] and [24], we consider a negligible feedback time loss \( T_f \approx \frac{D}{2} \). Thus, the constraint (14b) becomes

\[
\forall i \in \{1, 2, \ldots, I\} : \quad n_i^U + n_i^D \leq n_{i-1}^D,
\]

(15)

With a certain \( I \), the optimization of multi-stage allocation [13] is a 2I-dimensional integer programming problem with 2I linear constraints set by (14c) and (15). Such problems are known to be NP-Hard. To make it worse, the optimal \( I \) is unknown in our problem.

Following the classical FBL information theoretic approaches, for this moment we relax the space of \( n_i \) from \( \mathbb{N}^{+2I} \) to \( \mathbb{R}^{+2I} \), and remove the constraint (14c). In this case, as \( \varepsilon_i^U \) and \( \varepsilon_i^D \) monotonically decrease w.r.t. \( n_i^U \) and \( n_i^D \), respectively, it is trivial to prove that the maximum, if any, must fulfill

\[
\forall i \in \{1, 2, \ldots, I\}, \quad n_i^U + n_i^D = n_{i-1}^D.
\]

(16)

Thus, \( n_i \) can be uniquely determined by its sub-sequence \( \mathbf{n}_I = [n_1^U, n_2^U \ldots n_I^U, n_I^D] \), and we can exploit the recursive feature of (14) under constraint (15) that

\[
\begin{align*}
& \max_{|\alpha_i| \leq \frac{T_i}{T_S}} \mu_{\text{loop}}(t),d = \max_{|\alpha_i| \leq \frac{T_i}{T_S}} \mu_{\text{loop}}(t),d \\
& = \max_{0 \leq \varepsilon_i^U \leq \frac{1}{1 - \varepsilon_i^D}} \left\{ (1 - \varepsilon_i^D)(1 - \varepsilon_i^U) + \varepsilon_i^U \max_{|\alpha_i| = \frac{T_i}{T_S}, n_i^D} \mu_{\text{loop}}(t),d \right\},
\end{align*}
\]

(17)

which decomposes the original problem into \( I \) single-stage problems, where the condition of \((i + 1)^{\text{th}}\) stage is uniquely fixed by the result of the \( i^{\text{th}} \) stage. This is known as the dynamic programming (DP) approach, where (17) is called the Bellman equation. Its optimum is uniquely identified by the PER functions \( \varepsilon_i^U \) and \( \varepsilon_i^D \) of all individual stages \( i \). While \( \varepsilon_i^U \) and \( \varepsilon_i^D \) highly depend on the encoding and combining performance of the specific HARQ scheme, in this paper we analyze the case of simple ARQ without information combining, which is a tight lower performance bound of all HARQ schemes.

With simple ARQ, for all \( i \in \{1, 2, \ldots, I\} \), we have in UL \( \varepsilon_i^U \approx Q \left( \sqrt{\frac{n_i^U}{C^U}} (C^U - r_i) \ln 2 \right) \) and in DL \( \varepsilon_i^D \approx Q \left( \sqrt{\frac{n_i^D}{C^D}} (C^D - r_i) \ln 2 \right) \). In this case we can provide the

\textit{Lemma 2.} The success rate of the \( i^{\text{th}} \) round transmission attempt \( \mu_{\text{loop}}(t),d = (1 - \varepsilon_i^U)(1 - \varepsilon_i^D) \) is concave w.r.t. \( n_i^U \) over \([n_{\min}^U, n_{\min}^D]\), where \( n_{\min}^U = \frac{1}{T_i/T_S} \).

\textit{Theorem 2.} With sufficient \( T_c \), the Bellman equation (17) has a unique solution \( n_{\text{opt}} \), which fulfills \( n_i^U_{\text{opt}} \geq n_i^D_{\text{opt}} \geq \cdots \geq n_1^U_{\text{opt}} \).

Especially, for TDD systems where the channel is symmetric in UL and DL, we have the following corollaries, for which the proofs are provided in Appendices [3] and [4] respectively.

\textit{Corollary 1.} With simple ARQ, the optimal schedule \( \mathbf{n}_{\text{opt}} \) of a TDD system always guarantees \( n_i^U_{\text{opt}} \in [n_{\min}^U, 2^{I-I+1} n_{\min}^U] \) and \( n_i^D_{\text{opt}} \subseteq \{ (I-i+1)n_{\min}^U, 2^{I-I+1} n_{\min}^U \} \) for all \( i \in \{1, 2, \ldots, I\} \), where \( n_{\min}^U = n_{\min}^D = n_{\min}^D \).

\textit{Corollary 2.} With simple ARQ, the maximum possible UL transmission attempts \( I \) in the optimal TDD schedule \( \mathbf{n}_{\text{opt}} \) is bounded in the interval \( \log_2 \left( \frac{T_{\text{max}}}{T_{\text{min}}} \right) - 1, \frac{T_{\text{max}}}{T_{\text{min}}} - 1 \)

C. \textit{CLARQ Optimization through Integer DP}

To solve problems like (17), it generally needs to define the reward function of a single step action (allocation). In the case of CLARQ, denote \( \theta_i(n_i^U) \) the reward of \( i^{\text{th}} \) (re-)transmission, which is the sum of expected closed-loop reliability from the \( i^{\text{th}} \) to the last attempt:

\[
\theta_i(n_i^U) = \max_{n_i^U} \left[ \mu_{\text{loop}}(t),d + \varepsilon_i^U \theta_{i+1} \right]
\]

(18)

We can therewith recursively solve \( n_i^U \) with \( \theta_{i+1} \), backwards from \( i = I \) to \( i = 1 \). Especially, noting that \( \theta_{I+1} = 0 \), so we have \( \theta_i = (1 - \varepsilon_i^U)^2 \) at \( n_i^U = n_{\text{opt}}^U \) as Theorem 2 suggests. Yet the (global) optimal value \( n_{\text{opt}}^U \) is unknown, but its upper and lower bounds are provided by Corollary 1 so we search for the optimum by testing different values over the solution space, and for each specific value of \( n_i^U \) we can obtain a sequence \( \left[ n_{i-1}^U, n_{i-2}^U \ldots n_1^U \right] \) by recursively solving (18) for \( i = 1, 2, \ldots I - 1 \).

For the relaxed problem in real-vector space, another challenge is met here that (18) has analytical solution only when \( \theta_{i+1} = 0 \), i.e. for the last stage \( i = I \). For early stages \( i \in \{1, 2, \ldots i - 1\} \), it has to rely on numerical methods to approximate the optimum \( n_i^U_{\text{opt}} \) in the infinite space \( \mathbb{R}^+ \).
Algorithm 2: Integer CLARQ Policy Optimization

1 Function Main \((I, T^U, T^D, T^D)\):
2 \(n_{\text{max}} = \left\lfloor \frac{T^U}{T_{\text{opt}}} \right\rfloor, n_{\text{min}} = \left\lfloor \frac{T^D}{T_{\text{opt}}} \right\rfloor, n_{\text{opt}} = \left\lfloor \frac{T^D}{T_{\text{opt}}} \right\rfloor\)
3 \(\Phi \leftarrow O_{n_{\text{max}}^2}, \Xi \leftarrow O_{n_{\text{max}}^2}\)
4 \(n = n_{\text{max}}^2, i = 0\)
5 while \(n \geq n_{\text{max}} + n_{\text{opt}}\)
6 \(n_{\text{opt}} = \phi_n, i = i + 1\)
7 \(f = i, n_{\text{opt}} = n_{\text{opt}}\)
8 \(\Phi \leftarrow O_{n_{\text{max}}^2}, \Xi \leftarrow O_{n_{\text{max}}^2}\)
9 return \([n_{\text{opt}}^U, n_{\text{opt}}^D, n_{\text{opt}}^I]\)

Calculate the optimum

Read the allocation stage-by-stage

Pre-calculated

Insufficient for UL+DL

Identify the \(i^{th}\) stage

Recursion

Function BestRwd! \((n, \Phi, \Xi, n_{\text{min}}, n_{\text{max}})\):

14 if \(\phi_n > 0\) then
15 \(\phi_n \leftarrow n\)
16 else if \(n < n_{\text{min}}^U + n_{\text{opt}}^D\) then
17 \(\phi_n \leftarrow n\)
18 \(\xi_n \leftarrow 0\)
19 else if \(n < 2n_{\text{min}}^U + n_{\text{max}}\) then
20 \(\phi_n \leftarrow \arg\max \{\text{Rwd}(n, m, 0)\}\)
21 \(\xi_n \leftarrow \text{Rwd}(n, \phi_n, 0)\)
22 else
23 \(\phi_n \leftarrow \arg\max \{\text{Rwd}(n, m, \text{BestRwd!}(n - m, \Phi, \Xi, n_{\text{min}}, n_{\text{max}}))\}\)
24 \(\xi_n \leftarrow \text{Rwd}(n, \phi_n, \text{BestRwd!}(n - m, \Phi, \Xi, n_{\text{min}}, n_{\text{max}}))\)
25 end
26 return \(\xi_n\)
27
28 Function Rwd\((n, m, \theta_i)\):
29 return \([1 - \varepsilon(m)] [1 - \varepsilon(n - m)] + \varepsilon(m)\theta_i\)

Nevertheless, remark that the real-value relax was taken, like in classical FBL works, only for the convenience of analysis, while the final solution \(n_{\text{opt}}\) can only take values in \(\mathbb{N}^{+}\), which is a finite integer vector space under the boundaries provided by Corollaries 1 and 2. Furthermore, to apply FBL approaches, \(\frac{T_{\text{opt}}}{T^U}\) has to be – as referred earlier – strictly limited, i.e. the solution space is usually of a reasonable size. This enables to apply classical dynamic programming (DP) techniques to directly solve the integer global optimum, which is typically realized through a recursive algorithm accompanied with memory over the solution space, as described by Algorithm 3.

- Two global vectors are defined, namely \(\Phi = [\theta_1, \theta_2, \ldots, \theta_{n_{\text{max}}}]\) and \(\Xi = [\xi_1, \xi_2, \ldots, \xi_{n_{\text{max}}}]\), in order to store \(n_{\text{opt}}^U\) as function of \(n_{\text{opt}}^U \in [1, n_{\text{max}}]\), and the corresponding rewards \(\theta_i(n_{\text{opt}}^U)\), respectively.
- The function BestRwd! is implemented to recursively solve \(n_{\text{opt}}^U\) and \(\theta_i(n_{\text{opt}}^U)\), and thereafter update the global variables \(\Phi\) and \(\Xi\), respectively.
- The function Rwd is called by BestRwd! to calculate the reward of an arbitrary given blocklength allocation with known future reward.
- The Main function calls BestRwd! to solve the problem, and returns the allocation in a structured format.

D. Computational Complexity Analysis

In the last subsection, Algorithm 3 implements a recursive DP approach, i.e., the BestRwd! function, to compute the integer dynamic program. The recursive algorithm considers the CLARQ as an \(O(n_{\text{max}})\) stage DP problem with the vector \(\Phi\) used as the DP memory. In the recursive process, each of its \(n_{\text{stage}}\) sub CLARQ problem, where \(n < n_{\text{max}}\), should be solved and stored in the element \(\phi_n\) of \(\Phi\), after and only after:

1) The \(n_{\text{stage}}\) sub CLARQ problem is first-time called by the BestRwd! function;
2) For the given \(n_{\text{stage}}\) sub CLARQ problem, each of its \(m_{\text{stage}}\) sub CLARQ problems, where \(m < n\), is already solved and stored in \(\phi_m\), respectively.

It is straightforward that the space complexity of Algorithm 2 is given by the length of the DP memory \(\Phi\), i.e., \(O(n_{\text{max}})\). To analyze the algorithm’s time complexity, note that it only takes \(O(n)\) time to solve and store each \(n_{\text{stage}}\) sub CLARQ problem if every \(m_{\text{stage}}\) sub CLARQ problem of the \(n_{\text{stage}}\) problem is already solved and stored in \(\Phi\). Since the time complexity of running the BestRwd! function for a \(n_{\text{max}}\)-stage problem is bounded by the total time complexity to solve-and-store all the \(i^{th}\)-stage sub CLARQ problems iteratively, i.e., to solve them in the ascending order \(i = 1, 2, \ldots, n_{\text{max}}\), we can conclude that the total time complexity of the recursive DP algorithm is \(O(n_{\text{max}}^2)\).

In realistic scenarios of deployment, such a time complexity can critically challenge the online computation of optimal CLARQ policy regarding the time-varying channel condition, leading to a violation of the real-time performance and a short battery life of mobile devices. To address this issue, it is a practical solution to rely on a look-up-table (LUT) that contains a set optimal CLARQ policies in various channel conditions, which were offline solved in prior and programmed into the devices. Thus, the devices can be rapidly adapted to the appropriate specification w.r.t. the
real-time channel measurement, with only a minimal time complexity as low as $O(I)$. Additionally, regarding the offline computation, analytical results from Lemma 1 and additional scheduling bounds from Corollary 2 are also implemented in the BestRwd! function, in order to avoid solving unnecessary sub DP problems and accelerate the algorithm’s computational efficiency.

V. NUMERICAL SIMULATIONS

Extensive numerical simulation campaigns are carried out by means of a mathematical commercial tool, namely MATLAB, where our novel approach CLARQ is developed and optimization policies are properly executed.

A. CLARQ Policy and Performance Analysis

To demonstrate our proposed CLARQ protocol and the DP optimizing method, we set the following system specifications as listed in Table I. Two different scenarios A and B are defined as samples of symmetric and asymmetric UL/DL channels, respectively.

| Parameter                      | Value | Description |
|--------------------------------|-------|-------------|
| Modulation scheme             | BPSK  |             |
| $T$                            | 4 ms  | Symbol length |
| $T^*$                          | 10 ms | Maximal closed-loop air latency |
| $n_{max}$                      | 2500 bit | Total blocklength available |
| $d$                            | 16 bit | Uncoded packet size |
| $e_{max}$                      | 0.2   | Maximal packet error rate |
| $\gamma_U^A$                   | -13 dB | SNR in UL |
| $\gamma_U^B$                   | -15 dB | SNR in UL |
| $\gamma_D^A$                   | -13 dB | SNR in DL |
| $\gamma_D^B$                   | -15 dB | SNR in DL |
| $U_{min}^A$                    | 32 bit | Minimal blocklength in UL |
| $U_{min}^B$                    | 32 bit | Minimal blocklength in UL |
| $D_{min}^A$                    | 32 bit | Minimal blocklength in DL |
| $D_{min}^B$                    | 533 bit | Minimal blocklength in DL |

To better understand the behavior of optimal CLARQ policy, we investigate the first UL slot length $n_{1, opt}$ and the maximal times $I$ of UL (re)transmission attempts for different values of $n_{max}$, as illustrated in Figs. 2a and 2b. We can observe that $n_{1, opt}$ is a segmented function of $n_{max}$, which is monotonically increasing in its every individual segment. The discontinuity of the function roots in the dynamic increase of maximal retransmission attempts $I$. Since the Bellman Equation 17 is consistent to $I$ and $T$ (i.e. $n_{max}$), this curve actually describes the complete optimal CLARQ policy under the given system specification. For instance, in scenario A where $n_{U_{min}} = n_{D_{min}} = 322$, starting with $n_{U_{1, opt}}^{n_{max}} = 2500 = 902$ and $2500 - 902 = 1598$, we iterate through $n_{U_{1, opt}}^{n_{max}} = 1598 = 674$ and $n_{U_{1, opt}}^{n_{max}} = 674 = 462$ (where the recursion stops as $924 - 462 = 462 < n_{U_{min}} + n_{D_{min}}$). Hence, the optimal CLARQ schedule for $n_{max} = 2500$ is $n_{opt} = [902, 674, 462, 462]$.

Then, we calculate the corresponding closed-loop error rate $\left(1 - \mu(4, d)\right)$, as shown in Figs. 2c and 2d. The error rate turns to be a monotonically decreasing and concave function of $n_{max}$. Along with the increase of $I$ about $n_{max}$, the error rate also appears segmented w.r.t. its first derivative, and remains quasi-log-linear to $n_{max}$ in every individual segment. This behavior can be explained by the approximately log-quadratic feature of $Q$ function: $Q(x) \approx \frac{1}{2} e^{-x^2/2} + \frac{1}{2} e^{-2x^2/3}$ [25]. It is trivial to prove that for sufficient values of $n$ that fulfill $C^2 n \gg d^2/n$, it approximately holds $e(n) \sim e^{-n}$ for a single transmission attempt with blocklength $n$. The closed-loop error rate, according to (13), is therefore quasi-log-linear to $n_{max}$ for every fixed $I$.

Furthermore, we are interested in the impact of dynamic retransmissions scheduled by CLARQ on the device energy consumption. In the context of power efficiency, it is common to focus on the uplink where power consumption is supported by batteries, instead of the downlink where the server is guaranteed with a prosperous power supply. Moreover, in the FBL regime, the signal processing generally consumes significantly less energy than the radio transmission does. Thus, with a consistent uplink transmission power level $P = E_b$/bit, the device energy consumption is determined by the blocklength usage in uplink. We investigate the UL energy consumption given different $n_{max}$ in both scenarios A and B, compute its expectation, upper bound (when $I$ UL attempts are made), and lower bound (when only one UL attempt is made), and compare them with the baseline of optimal one-shot scheme. As it can be observed from the results shown in Figs. 2e and 2f, the energy consumption of optimal CLARQ equals that of the optimal one-shot scheme when $I = 1$, since they are the same scheme in this case. For $I \geq 2$, CLARQ delivers an enhanced power efficiency over the baseline, in company with the improved closed-loop reliability.

B. Benchmarking Tests

To thoroughly evaluate the gains that can be achieved by optimal CLARQ, we compare its performance in scenario A to the following two baseline solutions:

1) The one-shot FBL scheme, where no retransmission is scheduled, and the available blocklength is optimally allocated to the UL and DL slots so that $e_I^U = e_I^D$.

2) A naïve CLARQ policy, where in every stage $i$ it takes the one-step-optimal allocation that forces $e_i^U = e_i^D$ (repeated optimal one-shot).

As the results depicted in Fig. 3 show, when there is no resource to support any retransmission ($I = 1$), all three methods have the same performance, since they are indeed suggesting the same scheme, i.e. equally allocating the blocklength to UL and DL slots. However, when the total blocklength $n_{max}$ is sufficient to enable UL retransmission, the optimal CLARQ policy significantly outperforms the one-shot scheme, the performance gain concavely increases in a segmented quasi-linear fashion. In contrary, the gain provided by naïve CLARQ policy is negligible. Especially, at $n_{max} = 2500$ where the closed-loop air latency reaches the 10 ms constraint, the optimal CLARQ policy, with up to $I = 3$ UL transmission opportunities, reduces the closed-loop error rate to the level of $7.8 \times 10^{-8}$, which shows a gain over 47-fold in reference to the state-of-the-art (i.e. one-shot scheme) performance of $3.68 \times 10^{-6}$, while the naïve CLARQ policy is only able to reduce the error rate by 50%.
It is worth to remark that the applicability of our CLARQ performance model is limited to an upper bound of $n_{\text{max}}$, as when the length of the longest transmission slot among all, i.e. $n_{\text{max}}$, exceeds a certain level (which refers to 4000 according to [26]), it shall be considered as the infinite blocklength case, and the error probability approximations in FBL regime \(^5\) and \(^6\) do not hold anymore.

C. Sensitivity to Packet Size and SNR

Both the optimal CLARQ and the benchmarks are evaluated under different packet sizes and SNRs, where the channel is considered symmetric in UL/DL and $T$ is fixed at 10 ms (i.e. $n_{\text{max}} = 2500$), as shown in Fig. 3. We can observe from the results that under all cases the optimal CLARQ generally
holds a performance gain over the benchmarks, which is more significant with 1) higher SNR, and 2) smaller packet size.

**D. Sensitivity to Rayleigh Fading and Log-normal Shadowing**

In practical use scenarios, the wireless channels usually undergo fast Rayleigh fading and slow log-normal shadowing effects. To investigate the sensitivity of optimal CLARQ to the fading effects fading, we conducted Monte-Carlo tests, in every test the UL and DL channels are independently randomly generated, each with a base SNR level of 10 dB, affected by a 0-dB-mean log-normal random shadowing, and a Rayleigh fading.

First, we fixed the standard deviation of shadowing effect to 3 dB, and let the power of Rayleigh fading vary from 10 dB to 20 dB. For each specification we repeated the test 5000 individual times so that in every test we numerically calculated the closed-loop error probabilities of optimal CLARQ and both the baseline solutions. The results are depicted in Fig. 5, showing an increase of the closed-loop error rate along with the power of Rayleigh fading, and a consistent advance of the optimal CLARQ against the baselines.

![Fig. 5: Sensitivity of optimal CLARQ to the Rayleigh fading.](image)

Additionally, in our simulation settings we fixed the Rayleigh fading power to 10 dB and tested the optimal CLARQ policy assuming different standard deviations, ranging from 3 dB to 10 dB. The Monte-Carlo test was repeated 5000 individual times under every specification and results are shown in Fig. 6. In particular, we can notice a clear increase of the closed-loop error rate with the shadowing power, whereas the performance gain of the optimal CLARQ policy suffers when high shadowing power is considered. This is due to the high probability to have low SNR values.

![Fig. 6: Sensitivity of optimal CLARQ to the shadowing.](image)

**E. Sensitivity to Look-Up-Table Resolution**

As discussed in Section 5, practical deployment of CLARQ probably relies on the LUT-based implementation. Obviously, the system performance will be determined by the SNR resolution of the LUT. To study the sensitivity of CLARQ to the LUT resolution, we carried out an exhaustive numerical simulation campaign. In every individual run, the UL and DL channels are independently randomly generated, each with a base SNR level of 10 dB, affected by a 0-dB-mean log-normal random shadowing with 3 dB standard deviation, and a Rayleigh fading with power of 10 dB. In each test, we numerically calculate the closed-loop error probabilities achieved by LUT-CLARQ with different LUT SNR intervals, as well as the optimal CLARQ performance. The average performances of different LUT implementations over 5000 runs of Monte-Carlo test are listed below in Table II, which shows that the ultra-reliable requirement can be fulfilled with a reasonably fine LUT resolution.

**VI. FURTHER DISCUSSIONS**

**A. Impact of Feedback Loss**

For convenience of analysis, from Section 5-B on we have taken the approximation $T_f \approx 0$, which is a common approach in the field of FBL information theory with ARQ mechanism. Generally, a non-zero feedback cost $T_f > 0$ leads to a loss in the overall blocklength utilization upon every retransmission, and may also reduce the maximal retransmission attempts $J$. Therefore, given a certain system specification, the gain of optimal CLARQ schedule over static ARQ/HARQ drops along with an increasing $T_f$. Nevertheless, this does not violate the qualitative assertion of optimal CLARQ being superior over static ARQ/HARQ, since:
1) As we have proven in Lemma [1] where a generic \( T_i \geq 0 \) is taken into account, the optimal static ARQ/HARQ strategy is always the optimal one-shot scheme.

2) The optimal one-shot scheme is a special case of CLARQ scheme where \( I = 1 \).

### B. Interference Control in Multi-User System

So far we have been discussing the performance of CLARQ in the context of single-user systems, where the cross-user interference is not taken into account. For multi-user systems, it shall be remarked that the online duplex schedule may challenge the interference control. More specifically, the radio pattern of a device cannot be accurately predicted by its neighbors, so that it becomes impossible to establish a perfect interference-canceling link schedule.

As a simple and conceptual demonstration, we investigate a minimal example where two devices are connected to the same server, both working in TDD mode, and the channel is symmetric in UL/DL for each device. We also consider the extreme case where the two devices are located distanty separated, being hidden nodes of each other, while the server is performing an imperfect beamforming. Thus, the devices are interfering each other when they both work in uplink, and when they both work in downlink, but not across UL/DL.

First we consider the system to work in OFDMA mode, with both users taking the static optimal one-shot scheme, i.e. equally split UL/DL time slots. In this case, an optimal cross-user schedule can be sketched as shown in Fig. 7 upper-left, where cross-user interference is mitigated. In contrast, when CLARQ is applied together with OFDMA, as Fig. 7 illustrates in its bottom-left corner, since the lengths of uplink/downlink slots for both users are dynamically generated and therefore unknown in priori, an interference between two devices will become inevitable. However, when TDMA is applied instead of OFDMA, as shown in the upper-right part of Fig. 7, cross-user interference is again eliminated, while the overall available blocklength remains unchanged for both users. To this end, we evaluate CLARQ as more compatible with TDMA than with OFDMA regarding interference control.

### C. Adaptive Power Control

In this work, we have been focusing on the optimal blocklength allocation under a consistent transmission power level. It is also a significant problem in the finite blocklength regime, however, to adaptively adjust the transmission power for a performance optimization in perspective of power control – examples have been reported in [26] and [27].

A rational design of applying adaptive power control (APC) in the CLARQ protocol is to constraint not only the total blocklength \( n_{\text{max}} \), but also the maximal UL transmission energy \( E_{\text{Umax}} \) available in every transmission frame \( T \), allowing the device to independently set the transmission power \( P_i^U \) for every individual UL attempt \( i \). Thus, the device shall jointly optimize the blocklength usage and the energy consumption over its CLARQ scheme.

Unfortunately, adding the power variable and the energy consumption into the DP problem will dramatically increase the complexity. The reason is twofold: First, for finite blocklength, the joint convexity of power and blocklength, to the best of our knowledge, has never been proven, preventing us from simply decoupling the optimizations of power and blocklength from each other. Second, the real-valued energy budget, unlike the discrete blocklength, can be arbitrarily divided. So the space of transmission power in every UL attempt \( P_i^U \) is a continuous range \([P_{U\text{min}}, P_{U\text{max}}]\) with infinite values, and its optimization is much more complex than that of the blocklength \( n_i^U \) in a limited integer set.

Nevertheless, it is still possible to demonstrate the potential of APC in CLARQ with a simplified case study. We consider the reference scenario A and default system specifications as defined in Tab. 1 and the energy budget within a frame \( T \) limited to the upper bound of CLARQ’s UL energy consumption in its default mode, which is shown in Fig. 2c. Now we allow the device to set its transmission power level independently for each individual UL attempt: either in the default mode where \( P_i^U = E_b/\text{bit} \), or in a high-power mode where \( P_i^U = 1.25E_b/\text{bit} \) (which therefore raises \( \gamma \) also by 25%). Due to the astronomical complexity of computation we only solved the power-blocklength joint optimum of this case with several \( n_{\text{max}} \) values, as listed in Tab. III with performance alongside the baseline of simple CLARQ without APC. It can be observed that APC does not only reduces the closed-loop error rate of CLARQ under the same constraint of energy budget, but also has the potential to improve the power efficiency. It becomes therefore worth to investigate the efficient solution of APC-CLARQ joint optimization in future.

### TABLE II: Benchmarking the LUT-CLARQ performance with different LUT resolutions

| SNR interval of LUT (dB) | 16   | 8    | 4    | 2    | 1    | → 0  (optimal CLARQ) |
|-------------------------|------|------|------|------|------|---------------------|
| Closed-loop error rate  | 3.08e-5 | 4.98e-7 | 3.44e-8 | 2.98e-8 | 2.98e-8 | 3.44e-8          |

![Fig. 7: Multi-user radio scheduling with optimal one-shot (upper-left), CLARQ+OFDMA (bottom-left), and CLARQ+TDMA (upper-right).](image-url)
TABLE III: Adaptive power control enhances both reliability and power efficiency of CLARQ

| Total blocklength | Mean energy consumption | Closed-loop error rate | \( (n_1^U, n_2^D, P_1^U / E_b) \) | \( (n_2^U, n_3^D, P_2^U / E_b) \) | \( (n_3^U, n_4^D, P_3^U / E_b) \) |
|-------------------|------------------------|------------------------|-------------------------------|-------------------------------|-------------------------------|
| 1200 (with APC)   | 2 266.6                | 2.75e-3                | (434,766, 1.25)              | (349,417, 1.25)              | N/A                           |
| 1200 (without APC)| 3 408.0                | 8.65e-3                | (533,697, 1.1)               | (532,533, 1)                 | N/A                           |
| 1400 (with APC)   | 2 582.7                | 4.40e-4                | (407, 893, 1.25)             | (406,487, 1.25)              | N/A                           |
| 1400 (without APC)| 4 008.0                | 1.79e-3                | (604, 796, 1)                | (389,398, 1)                 | N/A                           |
| 1600 (with APC)   | 2 719                   | 2.75e-3                | (562,1038, 1.25)            | (470,368, 1.25)              | N/A                           |
| 1600 (without APC)| 4 552.0                | 6.90e-5                | (675, 925, 1)               | (463,402, 1)                 | N/A                           |
| 1800 (with APC)   | 5 912                   | 5.44e-5                | (692, 1108, 1)              | (464,644, 1)                 | (322,322, 1)                  |
| 1800 (without APC)| 5 912.0                | 5.44e-5                | (692, 1108, 1)              | (464,644, 1)                 | (322,322, 1)                  |

D. HARQ Gain

In this work, we have analyzed the performance of CLARQ in context of simple ARQ, i.e. if a transmitted packet fails to be decoded, it is simply discarded and never exploited in its future retransmissions. Since simple ARQ is known to delineate a tight upper bound for the error rate of all kinds of HARQ, it is reasonable to expect that advanced HARQ techniques, including type II and type III HARQ, shall be applied in CLARQ to incrementally reduce the error rate upon every extra retransmission, and therewith further enhance the performance.

From the performance, various HARQ implementations distinguish from each other mainly by the error rate in retransmissions. Upon the \( e^\text{th} \) retransmission, simple ARQ has

\[
\epsilon_1,\text{ARQ} = Q \left( \frac{\bar{n}_i}{V} \left( C - \frac{d}{n_i} \right) \ln 2 \right),
\]

which applies for both \( \epsilon_1^U \) and \( \epsilon_1^D \) in Eq. (13). In comparison, for type II HARQ it is

\[
\epsilon_1,\text{HARQ-II} = Q \left( \frac{\bar{n}^{(I)}_i}{V} \left( C - \frac{d}{n^{(I)}_i} \right) \ln 2 \right),
\]

where \( n^{(I)}_i = \sum_k n_k \). Generally, given the same total blocklength \( n_{\text{max}} \) and assuming negligible feedback loss, w.r.t. the overall error rate after all retransmissions, the one-shot scheme always outperforms all simple ARQ schemes with \( I > 1 \), and is outperformed by type II HARQ, regardless of the specific assignment of \( n_i \), i.e. \( \epsilon_1^{(I)} \text{ARQ} \geq \epsilon_0 > \epsilon_1^{(I)} \text{HARQ-II} \). Nevertheless, since Lemma 2 holds for both (19) and (20), the gain of CLARQ is valid for both simple ARQ or type II HARQ.

Yet it appears an open challenge, however, to prove the applicability of CLARQ with type III HARQ, where each retransmitted packet is self-decodable, so the precise expression of overall error probability is likely intractable and the convexity cannot be guaranteed. This can be an interesting topic for the future work.

VII. RELATED WORK

Various approaches have been already proposed by literature to fulfill the reliability requirements of 5G URLLC-based use cases. One straightforward idea is to apply advanced resource allocation methods such that the radio resources can be more efficiently shared among devices of different classes [9], and ii) among different URLLC data packets [10]. In addition, it has been demonstrated that adaptive sub-carrier selection can also improve the link reliability in OFDM systems by raising the SNR and reducing adjacent-channel interference [11]. Alternatively, it is indicated by [29] that diversities in different domains (e.g., time, frequency, spatial) can play a key role in reliability enhancements. It is proved capable to significantly reduce packet errors by exploiting the multi-path spatial diversity in multi-hop networks, such as Cloud-RAN fronthauls [13], amplified-and-forward relaying networks [14], and aeronautical ad-hoc networks [15].

Differing from the physical layer approaches [9], [10], [11], our proposed data link layer method does not rely on cross-user resource allocation nor on specific multiplexing scheme. Indeed, CLARQ exploits the time diversity in an opportunistic fashion, and therefore is capable to apply in single-hop networks without making use of spatial-diversity-based methods [13], [14], [15].

VIII. CONCLUSION AND OUTLOOKS

In this paper, we have presented a novel TDD protocol, namely the CLARQ that allows to apply dynamic UL retransmission within a frame of limited length, so as to enable ARQ under strict latency constraints for higher closed-loop link reliability and power efficiency, in order to fulfill the extreme performance expectations of ultra-reliable use cases in wireless networks. We have analytically demonstrated some important features of CLARQ as a dynamic programming problem, and implemented an integer DP algorithm to efficiently solve its optimum. Our proposed methods have been verified by numerical results as significantly outperforming the state of the art, and capable of delivering ultra-high reliability together with low latency in practical Rayleigh channels.

Following up this work, there are plenty potentials remaining for future study of ours and interested peers. In particular, novel cross-user interference control is needed as a key enabler for the application of CLARQ in OFDMA systems. It also remains an open and critical challenge, to efficiently solve the blocklength-power joint optimization to enable adaptive power control in CLARQ. Additionally, the applicability of CLARQ with type III HARQ is also an interesting research topic.

APPENDIX A

PROOF OF THEOREM 1

Proof. If there is no feasible combination of \( n_1^U \) and \( n_1^D \) that fulfills both constraints (4b) and (4c), Problem (4) is
considered infeasible, which can be usually represented by $(1 - \epsilon_{d,\text{opt}}^U)(1 - \epsilon_{U,\text{opt}}^D) = -\infty$ and $n_{U,\text{opt}}, n_{D,\text{opt}}^D \in \emptyset$. Otherwise, the scheduling can be optimized by finding the first deviate of $\mathbb{E}_{\text{loop}}$ under the constraint $n_U^i + n_D^i = \frac{t}{T_{\text{loop}}} = n_{\Sigma}$:

$$d(1 - \epsilon_U^i)(1 - \epsilon_D^i)\frac{dn_U^i}{dn_U} = (\epsilon_D^i - 1)\frac{d\epsilon_U^i}{dn_U} + (\epsilon_U^i - 1)\frac{d\epsilon_D^i}{dn_U} = 0. \quad (21)$$

Since $\frac{d\epsilon_U^i}{dn_U} < 0$ while $\frac{d\epsilon_D^i}{dn_U} = \frac{d\epsilon_U^i}{dn_U - n_{U,\text{dev}}^i} = - \frac{d\epsilon_D^i}{dn_U} > 0$, there exists a unique solution of $\epsilon_D^i = \epsilon_U^i$. Recalling Eqs. (3) and (6), this requires

$$\sqrt{\frac{n_U^i}{V_U^{i,\text{dev}}}} \left( \epsilon_U^i - \frac{d}{n_{U,\text{dev}}^i} \right) = \sqrt{\frac{n_{\Sigma}^i - n_{U,\text{dev}}^i}{V_{U,\text{dev}}}} \left( \epsilon_U^i - \frac{d}{n_{\Sigma,\text{dev}}^i - n_{U,\text{dev}}^i} \right), \quad (22)$$

which can be reformatted into a cubic equation of $n_U^i$ in standard form $\mathbb{E}_i$.

**APPENDIX B**

**PROOF OF LEMMA 2**

**Proof.** For all $i \in \{1, 2, \ldots, I\}$, according to [8]:

$$\epsilon_U^i \approx Q \left( \sqrt{\frac{n_U^i}{V_U}} \left( C^U - \frac{d}{n_U^i} \right) \ln 2 \right), \quad (23)$$

$$\epsilon_D^i \approx Q \left( \sqrt{\frac{n_D^i}{V_D}} \left( C^D - \frac{d}{n_D^i} \right) \ln 2 \right), \quad (24)$$

where $n_U^i = \sum_{j=1}^{i} n_U^j$ and $n_D^i = \sum_{j=1}^{i} n_D^j$ are the total blocklengths allocated to UL and DL, respectively. Especially, when $I = 1$, it becomes the one-shot scheme.

Now let $t_U^i = n_U^i T_S + (i - 1) T_I$, it always holds that

$$\epsilon_U^i \leq Q \left( \sqrt{\frac{t_U^i}{V_U T_S}} \left( C^U - \frac{d}{T_I} \right) \ln 2 \right), \quad (25)$$

where the equality holds if and only if $(I - 1) T_I = 0$. The same conclusion can be made for DL. Hence, given an arbitrary schedule $\{n_U^1, n_U^2, \ldots, n_U^I, n_D^1, n_D^2, \ldots, n_D^I\}$, we have the closed-loop reliability

$$\mu_{\text{loop}}^{\text{opt}}(t) = \left(1 - \epsilon_U^i(t) \right) \left(1 - \epsilon_D^i(t) \right) \leq \mu_{\text{loop}}^{\text{opt}}(t_U^i), \quad (26)$$

where

$$\mu_{\text{loop}}^{\text{opt}}(t) = \left[1 - Q \left( \sqrt{\frac{t}{V_U T_S}} \left( C^U - \frac{d T_S}{t} \right) \ln 2 \right) \right] \times \left[1 - Q \left( \sqrt{\frac{T - t}{V_D T_S}} \left( C^D - \frac{d T_S}{T - t} \right) \ln 2 \right) \right], \quad (27)$$

is the closed-loop reliability of one-shot scheme with UL slot length $t$. This implies that within $T$, the one-shot scheme outperforms all HARQ schedules in closed-loop reliability. Recalling Theorem 1, the optimum is achieved when $n_U^i = n_{U,\text{opt}}, n_D^i = n_{D,\text{opt}}$.

**APPENDIX C**

**PROOF OF LEMMA 2**

**Proof.** It has been shown in [16] that $\epsilon_U^i$ monotonically decreases w.r.t. $n_U^i$. Additionally, when $\epsilon_U^i \leq 0.5$, it is also convex to $n_i$. Hence, the concavity can be shown by investigating the second derivative of $\mu_{\text{loop}}^{\text{opt}}$ as:

$$\frac{d^2 \mu_{\text{loop}}^{\text{opt}}}{dn_U^i} = \left( \epsilon_U^i(T_{D-1} - n_U^i T_S) - 1 \right) \frac{d^2 \epsilon_U^i(n_U^i)}{dn_U^{2i}} + \left( \epsilon_U^i(n_U^i T_S) - 1 \right) \frac{d^2 \epsilon_U^i(n_U^i)}{dn_U^{2i}} \quad (28)$$

$$+ 2 \frac{d \epsilon_U^i(n_U^i T_S) d^2 \epsilon_U^i(T_{D-1} - n_U^i T_S)}{dn_U^{2i}} \leq 0 \quad (29)$$

**APPENDIX D**

**PROOF OF THEOREM 2**

**Proof.** The CLARQ problem [17] seeks for an optimal dynamic resource allocation. This is the most classic type of dynamic programming problem, which has been deeply studied by the famous work of Bellman [29], [30], in deterministic and stochastic forms, respectively. Several significant results, such as the existence of unique optimum and some specific analytical characteristics of the optimum, have been provided by these literature. A full reproduction to their proofs specified to the CLARQ problem will be lengthy, so here we only transform [17] into the strict and generic form of the stochastic dynamic programming problem studied in [30], so that the features can be simply derived from some condition tests. We refer the readers interested in the detailed proofs to the original literature.

Let $p_1(n) = 1 - Q \left( \sqrt{\frac{T}{C_U - r}} \ln 2 \right)$, $p_2(n) = 1 - p_1(n)$, $g_1(n) = g_2(n) = h_2(n) = 0$, $h_1(n) = p_1(n)$, $a_1 = b_1 = a_2 = 0$, $b_2 = 1$, we can construct the sequence

$$f_1(n) = \max_{0 \leq n_U^i \leq n} \left\{ p_1(n_U^i) \left[ p_1(n_{U+1}^i) + h_1(n - n_{U+1}^i) \right] \right\} + p_2(n_U^i) \left[ g_2(n_{U+1}^i) + h_2(n - n_{U+1}^i) \right], \quad (29)$$

$$f_{i+1}(n) = \max_{0 \leq n_U^i \leq n} \left\{ p_1(n_U^i) \left[ g_1(n_{U+1}^i) + h_1(n - n_{U+1}^i) \right] \right\} + p_1(n_U^i) \left[ g_2(n_{U+1}^i) + h_2(n - n_{U+1}^i) \right] + f_i \left( 2 a_2 n_{U+1}^i + 2 b_2 - n - n_{U+1}^i \right). \quad (30)$$

Thus, the CLARQ problem [17] becomes seeking after $f_{i+1} \left( \frac{T}{T_S} \right)$, which is a specified stochastic case of the problem studied in [30]. Easily we can derive that for all $i \in \{1, 2\}$:

- Both $g_2$ and $h_2$ are continuous and wide-sense monotonically increasing in $[0, \frac{T}{T_S}]$, and $g_2(0) = h_2(0) = 0$;
- $\sum_{k=1}^{T_S} \sum_{i=0}^{\infty} p_k(a_k \frac{T}{T_S}) = g_2(0) > g_2(a_k \frac{T}{T_S}) + h_2(b_k \frac{T}{T_S}) + h_2(0) = \frac{T}{T_S} < \infty$.

So the existence of a unique $\bar{n}_i, \text{opt}$ is ensured according to [30].

Furthermore, with sufficient $T$, the optima $n_U^i$ always fulfill $n_U^i > n_{\min}$ and therewith $\epsilon_U^i \leq 0.5$. Therefore:
\[ \frac{d_{ij}}{d_{ij}^2} \geq 0, \frac{d_{ij}^2}{d_{ij}^3} \leq 0, \forall j \in \{1, 2\} \quad (g_1 = g_2 = 0); \]
\[ \frac{d_{ij}}{d_{ij}^3} \geq 0, \frac{d_{ij}^3}{d_{ij}^4} \leq 0 \quad (h_2 = 0); \]
\[ b_1 = a_1, b_2 > a_2, \]

which are addressed in [30] as sufficient conditions for \( n_{i, opt}^U \geq n_{2, opt}^U \geq \cdots \geq n_{i, opt}^U \). For the last \( (I^t) \) stage, we seek for the optimal \( n_{i, opt}^D \) that maximizes \( g(n_{i, opt}^D) \) subjected to

\[ n_{i, opt}^U + n_{i, opt}^D = n_{i-1, opt}^D \]

\[ \varepsilon_U^i(n_{i, opt}^U) = \varepsilon_U^i(n_{i, opt}^D) \]

as Theorem 1 implies.

**APPENDIX F**

**Proof of Corollary 1**

The reward \( \theta_i(n_{i, opt}^D) \) of the \( i \)-th UL transmission is maximized when its first derivative is zero. Recalling (18) with \( n_{i, opt}^D = n_{i-1, opt}^D - n_{i, opt}^U \), it implies

\[ (\varepsilon_U^i - 1) \frac{d_n^U}{d_n^i} - (\varepsilon_U^i - 1) \frac{d_n^D}{d_n^i} + \frac{d_n^D}{d_n^i} (\theta_i + 1 \varepsilon_U^i) = 0. \]  \( (31) \)

It is obvious that both \( \theta_i + 1 \) and \( \varepsilon_U^i \) are non-negative and monotonically decreasing w.r.t. \( n_{i, opt}^U \), therefore we have \( \varepsilon_U^i < 0 \). Moreover, since both \( \theta_i \) and \( \varepsilon_U^i \) are bounded in \( (0, 1) \) and they are identically monotonically decreasing and convex in \( n_{i, opt}^U \) and \( n_{i, opt}^D \), respectively, it is trivial to see that (31) holds only if \( \varepsilon_U^i > \varepsilon_U^D \). Therefore, for the the optimal CLRQ schedule we can assert

\[ \varepsilon_U^i(n_{i, opt}^U) \geq \varepsilon_U^D(n_{i, opt}^D), \forall i \in \{1, 2, \ldots, I\}. \]  \( (32) \)

Especially, for TDD systems where UL and DL channels are symmetric, i.e. \( C_U^C = C_D^V, V_U = V_D \), 
\( n_{U, min} = n_{D, min} = n_{min} \), this implies that

\[ n_{i, opt}^U \leq n_{i, opt}^D, \forall i \in \{1, 2, \ldots, I\}, \]  \( (33) \)

where the equity only holds for the last stage \( (i = I) \).

Consider an arbitrary \( I \)-stage with \( n_{I, opt}^D \geq 2n_{min} \) and an overall closed-loop reliability \( \mu_0 \). Obviously, by adding an extra \( (I + 1) \)-th stage to the schedule with \( n_{I, opt}^D = n_{I+1, opt}^D = \frac{1}{2} n_{I, opt}^D \geq n_{min} \), it always leads to a better reward

\[ \mu_{loop}^{I+1, D} = \mu_0 - (1 - \varepsilon_U^{I+1}) (1 - \varepsilon_U^{I+1}) \prod_{i=1}^{I+1} \varepsilon_U^i > \mu_0, \]

so that the original \( I \)-stage schedule cannot be the optimum. Therefore, the optimal schedule must fulfill \( n_{I, opt}^D < 2n_{min} \). Additionally, taking into account the minimal blocklength \( n_{min} \) for all UL/DL transmissions, recalling (15) and (33):

\[ n_{min} \leq n_{I, opt}^U = n_{I, opt}^D < 2n_{min} \]
\[ 2n_{min} \leq n_{I-1, opt}^D < 4n_{min} \]
\[ n_{min} \leq n_{I-1, opt}^U = n_{I-1, opt}^D < 4n_{min} \]
\[ 3n_{min} \leq n_{I-2, opt}^D < 8n_{min} \]
\[ n_{min} \leq n_{I-2, opt}^U = n_{I-2, opt}^D < 8n_{min} \]
\[ \cdots \]
\[ n_{i, opt}^U \leq n_{I-1, opt}^D < 2^{i-1} n_{min} \]
\[ (I - i + 1) n_{min} \leq n_{I, opt}^D < 2^{i-1} n_{min} \]
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