On trace of Brownian motion on the boundary of a strip
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Abstract. The trace of a Markov process is the time changed process of the original process on the support of the Revuz measure used in the time change. In this paper, we will concentrate on the reflecting Brownian motions on certain closed strips. On one hand, we will formulate the concrete expression of the Dirichlet forms associated with the traces of such reflecting Brownian motions on the boundary. On the other hand, the limits of these traces as the distance between the upper and lower boundaries tends to 0 or \(\infty\) will be further obtained.
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1 Introduction

The trace of a Markov process is the time changed process of the original process on the support of the Revuz measure used in the time change. It has been studied by many researchers. In \cite{4} and \cite{5}, the authors give a complete characterization of the traces of arbitrary symmetric Markov processes, in terms of the Beurling-Deny decomposition of their associated Dirichlet forms and of the Feller measures of the processes.

In this paper we will concentrate on the reflecting Brownian motion \(B^T\) on a closed strip \(T = \mathbb{R} \times [0, \pi]\) and formulate the concrete expression of its trace \(\hat{B}^T\) on the boundary \(\partial T = \mathbb{R} \times \{0, \pi\}\) by means of the characterization in \cite{4} and \cite{5}. The crucial step is to figure out the Feller measure for \(\hat{B}^T\). In some previous works like \cite{1} and \cite{5, Example 2.1}, concrete Feller measures are obtained only for traces on certain compact hypersurfaces, and these Feller measures are usually given by the derivatives of the Poisson kernels along the inward normal direction; see \cite{2}. One of the main results, Theorem\textsuperscript{1}, concludes that this formulation of the Feller measure involving Poisson kernel also holds for this unbounded \(\partial T\). With this Feller measure at hand, we will further derive the expression of the Dirichlet form associated with \(\hat{B}^T\) in Theorem\textsuperscript{2}.

After a spatial transformation and scaling on \(\hat{B}^T\), we can also formulate the trace \(\hat{B}^\ell\) of reflecting Brownian motion \(B^\ell\) on \(\Omega_\ell := \mathbb{R} \times [-\frac{\pi}{2} \ell, \frac{\pi}{2} \ell]\) on the boundary \(\partial \Omega_\ell\) for a constant \(\ell > 0\). Another purpose of this paper is to study the limit of \(\hat{B}^\ell\) as \(\ell \downarrow 0\) or \(\ell \uparrow \infty\). As we will see in its Dirichlet form characterization, \(\hat{B}^\ell\) enjoys jumps taking place between the two components of \(\partial \Omega_\ell\). Then Theorem\textsuperscript{3} tells us that when \(\ell \downarrow 0\), this kind of jump becomes so frequent that its energy diverges. In other words, no sensible limits as \(\ell \downarrow 0\) can be obtained. However when \(\ell \uparrow \infty\), the connection between the two components of \(\partial \Omega_\ell\) is cut off, and \(\hat{B}^\ell\) converges to a Markov process, consisting of two distinct Cauchy processes on the upper and lower real lines respectively, in a certain sense.

The approach to prove the main results in this paper is by virtue of the theory of Dirichlet forms. For the terminologies and notations in the theory of Dirichlet forms, we refer to \cite{3} and \cite{6}. The symbol
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\[ \lesssim \text{ (resp. } \gtrsim \text{) means that the left (resp. right) term is bounded by the right (resp. left) term multiplying a non-essential constant.} \]

\section{Trace Dirichlet form on the boundary of a strip}

Let us consider a closed strip \( T := \mathbb{R} \times [0, \pi] \) in \( \mathbb{R}^2 \), and define
\[
\mathcal{F} = H^1(T), \\
\mathcal{E}(u, u) = \frac{1}{2} \int_T |\nabla u|^2 \, dx, \quad u \in \mathcal{F},
\]
where \( H^1(T) := H^1(\hat{T}) = \left\{ u \in L^2(\hat{T}) : \frac{\partial u}{\partial x_i} \in L^2(\hat{T}), i = 1, 2 \right\} \) with \( \hat{T} := \mathbb{R} \times (0, \pi) \) and \( \frac{\partial u}{\partial x_i} \) is the derivative of \( u \) on \( \hat{T} \) in the sense of Schwartz distribution. Then \( (\mathcal{E}, \mathcal{F}) \) is a regular and recurrent Dirichlet form on \( L^2(T) \) associated with the reflecting Brownian motion \( B^T := (B^T_t)_{t \geq 0} \) on \( T \); see, e.g., \cite{3, 2.2.4}. Let \( \sigma \) be the Lebesgue measure on \( \partial T = \mathbb{R} \times \{ 0, \pi \} \). Note that \( \sigma \) can be regarded as a measure on \( T \) by imposing \( \sigma(\hat{T}) = 0 \). The following lemma shows that \( \sigma \) is a Radon smooth measure with respect to \( B^T \).

\begin{lemma}
\( \sigma \) is smooth with respect to \( B^T \).
\end{lemma}

\begin{proof}
Take \( n > 0 \) and set \( \sigma_n := 1_{\{x=(x_1 x_2)\in\partial T:|x_1|<n\}} \cdot \sigma \). By means of the trace theorem, we have for any \( u \in \mathcal{F} \cap C_c(T) \),
\[
\int_T |u(x)| \sigma_n(dx) \leq \left( \int_{\partial T} |u(x)|^2 \sigma(dx) \right)^{1/2} \cdot \sigma_n(\partial T)^{1/2} \lesssim \sigma_n(\partial T)^{1/2} \mathcal{E}(u, u).
\]
This implies that \( \sigma_n \) is a measure of finite energy integral and hence charges no polar sets. As a result, \( \sigma \) charges no polar sets either. Since \( \sigma \) is Radon, we can conclude that \( \sigma \) is smooth with respect to \( B^T \).

Clearly, the quasi support of \( \sigma \) is the closed set \( \partial T \). Set
\[
L^2(\partial T) := L^2(\partial T, \sigma) = \{ f \text{ on } \partial T : f_0(\cdot) := f(\cdot, 0), f_{\pi}(\cdot) := f(\cdot, \pi) \in L^2(\mathbb{R}) \}.
\]
Denote the trace Dirichlet form of \( (\mathcal{E}, \mathcal{F}) \) on \( \partial T \) with respect to \( \sigma \) by \( (\hat{\mathcal{E}}, \hat{\mathcal{F}}) \), i.e.
\[
\hat{\mathcal{F}} := \mathcal{F}|_{\partial T} \cap L^2(\partial T), \\
\hat{\mathcal{E}}(\varphi, \phi) := \mathcal{E}(H\varphi, H\phi), \quad \forall \varphi, \phi \in \hat{\mathcal{F}},
\]
where \( \mathcal{F}_e = H^1_e(\hat{T}) = \{ u \in L^2_{\text{loc}}(\hat{T}) : \frac{\partial u}{\partial x_i} \in L^2(\hat{T}), i = 1, 2 \} \) is the extended Dirichlet space of \( (\mathcal{E}, \mathcal{F}) \) (see, e.g., \cite{3, 2.2.13}) and
\[
H\phi(x) := E_x[\phi(B^T_T), \tau < \infty], \quad \tau := \{ t > 0 : B^T_t \notin \hat{T} \}.
\]
Note that \( (\hat{\mathcal{E}}, \hat{\mathcal{F}}) \) is a regular Dirichlet form on \( L^2(\partial T) \) associated with the Markov process
\[
\hat{B}^T_t := B^T_{\varsigma_t},
\]
where \( \varsigma_t := \{ s > 0 : L_s > s \} \) is the right inverse of \( L_t \), the positive continuous additive functional (PCAF in abbreviation) corresponding to \( \sigma \) with respect to \( B^T \); see, e.g., \cite{6, 6.2.1}.
3 Poisson kernel and Feller measure

To formulate the concrete expression of \((\delta', \Phi')\), the crucial step is to obtain the so-called Feller measure \(U(d\xi d\xi')\) on \(\partial T \times \partial T \setminus \partial D\), where \(d\) is the diagonal of \(\partial T \times \partial T\). More precisely, for \(\varphi, \phi \in \mathcal{B}_+(\partial T)\),

\[
U(\varphi \otimes \phi) = \lim_{\alpha \to \infty} U_\alpha(\varphi \otimes \phi),
\]

where \(U_\alpha(\varphi \otimes \phi) := \alpha \int_T \mathbf{H}^\alpha \varphi(x) \mathbf{H} \phi(x) dx\) with \(\mathbf{H}^\alpha \varphi(x) := \mathbf{E}_x \left[e^{-\alpha \tau} \varphi(B^T_\tau), \tau < \infty\right]\); see, e.g., [5].

When the trace is considered on a compact hypersurface \(\partial D\) of a (bounded) domain \(D\) instead, it has shown in, e.g., [1, Theorem A.3.2] and [5, Example 2.1], that the Feller measure \(U_{\partial D}(d\xi d\xi')\) admits a density \(U_{\partial D}(\xi, \xi')\) with respect to \(\sigma_{\partial D}(d\xi) \sigma_{\partial D}(d\xi')\) where \(\sigma_{\partial D}\) is the surface measure on \(\partial D\), namely \(U_{\partial D}(d\xi d\xi') = U_{\partial D}(\xi, \xi') \sigma_{\partial D}(d\xi) \sigma_{\partial D}(d\xi')\), and

\[
U_{\partial D}(\xi, \xi') = \frac{1}{2} \frac{\partial P_D(\xi, \xi')}{\partial \mathbf{n}_\xi}, \quad \xi, \xi' \in \partial D,
\]

where \(P_D\) is the Poisson kernel for \(D\) and \(\mathbf{n}_\xi\) denotes the inward normal unit vector at \(\xi\).

In this section, we will figure out the Feller measure for the trace on the unbounded surface \(\partial T\). The result below indicates that (2) still holds for \(T\). Note that the Poisson kernel for \(T\) is

\[
P(x, \xi) = \frac{1}{2\pi} \frac{\sin x_2}{\cosh(x_1 - \xi_1)} - \cos x_2 1_{\{\tau = 0\}} + \frac{1}{2\pi} \frac{\sin x_2}{\cosh(x_1 - \xi_1)} + \cos x_2 1_{\{\tau = \pi\}}
\]

for \(x = (x_1, x_2) \in \hat{T}, \xi = (\xi_1, \dagger) \in \partial T\); see, e.g., [11]. As a byproduct, a probabilistic approach to formulate this Poisson kernel is presented in this proof.

**Theorem 1.** The Feller measure \(U(d\xi d\xi')\) admits a density function \(U(\xi, \xi')\) with respect to \(\sigma(d\xi) \sigma(d\xi')\), i.e., \(U(d\xi d\xi') = U(\xi, \xi') \sigma(d\xi) \sigma(d\xi')\), and

\[
U(\xi, \xi') = \frac{1}{2} \frac{\partial P(\xi, \xi')}{\partial \mathbf{n}_\xi}, \quad \xi, \xi' \in \partial T,
\]

where \(P\) is the Poisson kernel for \(T\) given by (3) and \(\mathbf{n}_\xi\) denotes the inward normal unit vector at \(\xi\). More precisely, for \(\xi = (\xi_1, \dagger), \xi' = (\xi'_1, \dagger') \in \partial T\),

\[
U(\xi, \xi') = \frac{1}{4\pi(cosh(\xi_1 - \xi'_1) - 1)} 1_{\{\tau = \nu\}} + \frac{1}{4\pi(cosh(\xi_1 - \xi'_1) + 1)} 1_{\{\tau \neq \nu\}}.
\]

**Proof.** Let \(B^T_t = (\beta^1_t, \beta^2_t)\), where \(\beta^1\) is a one-dimensional Brownian motion and \(\beta^2\) is a reflecting Brownian motion on \([0, \pi]\) independent of \(\beta^1\). Then

\[
\tau = \{t > 0 : \beta^2_t \notin (0, \pi)\}
\]

is also independent of \(\beta^1\). In addition, for any \(\varphi \in \mathcal{B}_+(\partial T)\) and \(x = (x_1, x_2) \in \hat{T}\),

\[
\mathbf{H}^\alpha \varphi(x) = \mathbf{E}_x \left[e^{-\alpha \tau} \varphi_0(\beta^1_\tau), \beta^2_\tau = 0\right] + \mathbf{E}_x \left[e^{-\alpha \tau} \varphi_\nu(\beta^1_\tau), \beta^2_\tau = \pi\right]
\]

and

\[
\mathbf{H} \varphi(x) = \mathbf{E}_x \left[\varphi_0(\beta^1_t), \beta^2_t = 0\right] + \mathbf{E}_x \left[\varphi_\nu(\beta^1_t), \beta^2_t = \pi\right].
\]
Let $\beta^{2,\tau}$ be the killed Brownian motion at time $\tau$, i.e. $\beta_t^{2,\tau} := \beta_t^2$ for $t < \tau$ and $\beta_t^{2,\tau} := \partial$, the trap, for $t \geq \tau$. Denote the probability transition density of $\beta^{2,\tau}$ with respect to the Lebesgue measure by $p_t^0(x_2, x_2')$. More precisely, we have (see, e.g., [10, Chapter 2, Proposition 8.2]) for $x_2, x_2' \in (0, \pi)$,

$$p_t^0(x_2, x_2') = \frac{2}{\pi} \sum_{n=1}^{\infty} e^{-\frac{n^2 t}{r^2}} \sin(nx_2) \sin(nx_2').$$

(7)

Define

$$h(t, x_2, 0) := \lim_{x_2' \downarrow 0} \frac{1}{2} \frac{\partial p_t^0(x_2, x_2')}{\partial x_2'} = \frac{1}{\pi} \sum_{n=1}^{\infty} ne^{-\frac{n^2 t}{r^2}} \sin(nx_2)$$

and

$$h(t, x_2, \pi) := -\lim_{x_2' \uparrow \pi} \frac{1}{2} \frac{\partial p_t^0(x_2, x_2')}{\partial x_2'} = \frac{1}{\pi} \sum_{n=1}^{\infty} (-1)^{n+1} ne^{-\frac{n^2 t}{r^2}} \sin(nx_2).$$

(8)

(9)

In what follows we will complete the proof in several steps.

Firstly, we assert that for $x_2 \in (0, \pi)$ and $\dagger = 0, \pi$,

$$P_{x_2}(\tau \in dt, \beta_{\dagger}^2 = \dagger) = h(t, x_2, \dagger) dt.$$  

(10)

To do this, take a positive function $g$ defined on $\{0, \pi\}$ and set $u(x_2) := E_{x_2} g(\beta_{\dagger}^2)$ for $x_2 \in (0, \pi)$, which is clearly harmonic in $(0, \pi)$. Since $p^0$ satisfies $\partial p_t^0(x_2, x_2') = \frac{1}{2} \Delta x_2 p_t^0(x_2, x_2)$ and $p_t^0(x_2, \dagger) = 0$ for $\dagger = 0, \pi$, it follows from the strong Markovian property of $\beta^2$ that

$$E_{x_2} \left[ g(\beta_{\dagger}^2), \tau \leq t \right] = u(x_2) - E_{x_2} u(\beta_{\dagger}^2)$$

$$= -\int_0^t \frac{\partial}{\partial s} \left( \int_0^\pi p_s^0(x_2, x_2') u(x_2') dx_2' \right) ds$$

$$= -\frac{1}{2} \int_0^t ds \int_0^\pi \Delta x_2 p_s^0(x_2, x_2') u(x_2') dx_2'$$

$$= \int_0^t (g(\tau) h(s, x_2, \pi) + g(0) h(s, x_2, 0)) ds.$$}

Taking $g(0) = 1, g(\pi) = 0$ or $g(0) = 0, g(\pi) = 1$, we can obtain (10).

Secondly, $H^{\alpha} \varphi(x)$ and $H \varphi(x)$ admit the following expression: For $x = (x_1, x_2) \in \tilde{T}$ and $\xi = (\xi_1, \dagger) \in \partial T$,

$$H^{\alpha} \varphi(x) = \int_{\partial T} P_\alpha(x, \xi) \varphi(\xi) \sigma(d\xi), \quad H \varphi(x) = \int_{\partial T} P(x, \xi) \varphi(\xi) \sigma(d\xi),$$

(11)

where

$$P_\alpha(x, \xi) = \int_0^\infty e^{-\alpha t} r_t(x_1, \xi_1) h(t, x_2, \dagger) dt, \quad P(x, \xi) = \int_0^\infty r_t(x_1, \xi_1) h(t, x_2, \dagger) dt.$$  

(12)
and \( r_t(x_1, \xi_1) = \frac{1}{\sqrt{2\pi t}} e^{-\frac{(x_1-\xi_1)^2}{2t}} \). Particularly, \( P \) is the Poisson kernel for \( T \), and a computation by means of (6) and (7) yields (8). To prove (11), it follows from (6) and (10) that

\[
\mathbf{H}^\alpha \varphi(x) = \sum_{t=0, \pi} \mathbf{E}_{x_2} \left[ e^{-\alpha t} \cdot \mathbf{E}_{x_1} \varphi_1(\beta^1, \beta^2) \right] = \sum_{t=0, \pi} \int_0^\infty e^{-\alpha t} \left( \int r_t(x_1, \xi_1) \varphi_1(\xi_1) d\xi_1 \right) h(t, x_2, \xi) dt,
\]

which implies the above expression of \( \mathbf{H}^\alpha \varphi \). The expression of \( \mathbf{H} \varphi \) can be obtained analogously.

Finally, we turn to prove (4). To accomplish this, take two positive bounded functions \( \varphi, \phi \) on \( \partial T \). It follows from (11) that \( U_\alpha \) admits the following density with respect to \( \sigma(d\xi)\sigma(d\xi') \): For \( \xi = (\xi_1, \xi') \) and \( \xi' = (\xi_1', \xi') \) with \( \xi, \xi' \in \{0, \pi\} \),

\[
U_\alpha(\xi, \xi') = \int_T \alpha P_\alpha(x, \xi) P(x, \xi') dx
= \frac{\alpha}{4} \int_0^\infty \int_0^\infty e^{-\alpha s} r_{t+s}(\xi_1, \xi_1') ds dt \lim_{y_2 \to t, z_2 \to t'} \frac{\partial^2 p_s^0(x_2, y_2)}{\partial y_2} \frac{\partial^2 p_t(x_2, z_2)}{\partial z_2} dx_2.
\]

Since \( p_t^0(y_2, z_2) = \int_0^\infty p_s^0(x_2, y_2) p_t(x_2, z_2) dx_2 \) and \( p_t^0 \) enjoys the expression (7), it follows from the dominated convergence theorem and the Fubini theorem that

\[
U_\alpha(\xi, \xi') = \frac{\alpha}{4} \int_0^\infty \int_0^\infty e^{-\alpha s} r_{t+s}(\xi_1, \xi_1') \lim_{y_2 \to t, z_2 \to t'} \frac{\partial^2 p_s^0(y_2, z_2)}{\partial y_2} \frac{\partial^2 p_t(x_2, z_2)}{\partial z_2} dx_2 dt.
\]

It is easy to verify that \( t \mapsto r_t(\xi_1, \xi_1') \lim_{y_2 \to t, z_2 \to t'} \frac{\partial^2 p_t^0(y_2, z_2)}{\partial y_2} \frac{\partial^2 p_t^0(x_2, z_2)}{\partial z_2} \) is integrable. Hence, using (3) (5.5.14), we can obtain that

\[
U(\xi, \xi') = \lim_{\alpha \to \infty} U_\alpha(\xi, \xi') = \frac{1}{4} \int_0^\infty \int_0^\infty r_t(\xi_1, \xi_1') \lim_{y_2 \to t, z_2 \to t'} \frac{\partial^2 p_t^0(y_2, z_2)}{\partial y_2} \frac{\partial^2 p_t^0(x_2, z_2)}{\partial z_2} dt.
\]

Eventually we can obtain (4) on account of (12) and (13). Particularly a straightforward computation yields (5). That completes the proof.

### 4 Characterization of trace Dirichlet form

The purpose of this section is to derive the concrete expression of the trace Dirichlet form \( (\mathcal{E}, \mathcal{F}) \). The main result is as follows.

**Theorem 2.** The trace Dirichlet form \( (\mathcal{E}, \mathcal{F}) \) on \( L^2(\partial T) \) enjoys the following expression:

\[
\mathcal{F} = H^{1/2}(\partial T) := \{ f \in L^2(\partial T) : f_0, f_\pi \in H^{1/2}(\mathbb{R}) \},
\]

\[
\mathcal{E}(f, f) = \frac{1}{4\pi} \int_{\mathbb{R} \times \mathbb{R}} \frac{(f_0(x_1) - f_\pi(x_1'))^2}{\cosh(x_1 - x_1') + 1} dx_1 dx_1' + \frac{1}{8\pi} \int_{\mathbb{R} \times \mathbb{R}} \frac{(f_0(x_1) - f_0(x_1'))^2 + (f_\pi(x_1) - f_\pi(x_1'))^2}{\cosh(x_1 - x_1') - 1} dx_1 dx_1', \quad f \in \mathcal{F}.
\]
Furthermore, the norms \( \| \cdot \| \) and \( \| \cdot \|_{H^{1/2}(\partial T)} \) on \( \mathcal{F} \) are equivalent.

**Proof.** Firstly, note that \( B^T \) is recurrent due to [3, Theorem 2.2.13]. Then it follows from [3, Theorem 5.2.5] that \( \tilde{B}^T \) is recurrent. Particularly, \( \tilde{B}^T \) has no killing inside. Furthermore, by means of [3, Corollary 5.6.1], we have that for \( f \in \mathcal{F} \),

\[
\hat{\mathcal{E}}(f, f) = \frac{1}{2} \mu_c^{(H_f,H_f)}(\partial T) + \frac{1}{2} \int_{\partial T \times \partial T} (f(\xi) - f(\xi'))^2 U(\xi d\xi d\xi'),
\]

where \( \mu_c^{(H_f,H_f)} \) is the smooth measure expressing the strongly local part of \( \mathcal{E}(H_f,H_f) \) and \( U(d\xi d\xi') \)

is the Feller measure formulated in Theorem 1. It is easy to verify that \( \mu_c^{(H_f,H_f)}(dx) = |\nabla(H_f)|^2(x)dx \)

and hence \( \mu_c^{(H_f,H_f)}(\partial T) = 0 \). As a consequence of [5], \( \hat{\mathcal{E}} \) enjoys the expression in (14).

Secondly, we show

\[
\mathcal{F} = \{ f \in L^2(\partial T) : \hat{\mathcal{E}}(f, f) < \infty \}.
\]

In fact, \( \mathcal{F} = \mathcal{F}_c \cap L^2(\partial T) \) and [3, Example 7.2.10] tells us that

\[
\mathcal{F}_c = \{ f \in \partial T : H(f^2) < \infty, \text{ a.e. on } \hat{T} \text{ and } \hat{\mathcal{E}}(f, f) < \infty \}.
\]

It suffices to show \( H(f^2) < \infty \) a.e. on \( \hat{T} \) for \( f \in L^2(\partial T) \) with \( \hat{\mathcal{E}}(f, f) < \infty \). Note that \( H(f^2) \) is harmonic on \( \hat{T} \) due to [11, Theorem 1]. On the other hand, since \( \cosh \xi_1 \geq 1 \),

\[
H(f^2)(0, \pi/2) = \frac{1}{2\pi} \sum_{i=0}^{\infty} \int_{\mathbb{R}} \frac{f_i^2(\xi)}{\cosh \xi_1} d\xi_1 \leq \frac{1}{2\pi} \int_{\partial T} f^2 d\sigma < \infty.
\]

Therefore \( H(f^2) < \infty \) on \( \hat{T} \) by virtue of the Harnack inequality.

Thirdly, denote the trace operator from \( H^1(T) \) to \( H^{1/2}(\partial T) \) by \( \gamma^T \), i.e.

\[
\gamma^T : H^1(T) \to H^{1/2}(\partial T)
\]

is a bounded linear operator such that \( \gamma^Tu = u|_{\partial T} \) for any \( u \in C^\infty_c(T) \). Note that \( \cosh \xi_1 - 1 \geq \xi_1^2/2 \) and \( \xi_1 \mapsto \frac{1}{\cosh \xi_1 + 1} \) is integrable. These imply that

\[
H^{1/2}(\partial T) \subset \mathcal{F}, \quad \hat{\mathcal{E}}(\varphi, \varphi) \lesssim \| \varphi \|_{H^{1/2}(\partial T)}^2, \quad \forall \varphi \in H^{1/2}(\partial T).
\]

We assert that for any \( f \in H^1(T) \), it holds that

\[
\hat{f}|_{\partial T} = \gamma^T f, \quad \hat{\mathcal{E}}\text{-q.e.}, \tag{19}
\]

where \( \hat{f} \) is the \( \mathcal{E} \)-quasi-continuous version of \( f \) and \( \gamma^T f \) is the \( \hat{\mathcal{E}} \)-quasi-continuous version of \( \gamma_T f \in H^{1/2}(\partial T) \subset \mathcal{F} \). To accomplish this, take \( f_n \in C^\infty_c(T) \) such that \( \mathcal{E}(f_n - f, f_n - f) \to 0 \). Then we have, taking a subsequence of \( \{ f_n \} \) if necessary, \( f_n \) converges to \( \hat{f}, \hat{\mathcal{E}}\text{-q.e.} \) This implies \( f_n|_{\partial T} \) converges to \( \hat{f}|_{\partial T}, \mathcal{E}\text{-q.e.} \) It follows from [3, Theorem 5.2.8] that \( f_n|_{\partial T} \) converges to \( \hat{f}|_{\partial T}, \hat{\mathcal{E}}\text{-q.e.} \) On the other hand, \( \gamma^T f_n \to \gamma^T f \) in \( H^{1/2}(\partial T) \). Hence (18) indicates that, taking a subsequence of \( \{ f_n \} \) if necessary, \( f_n|_{\partial T} = \gamma^T f_n \) converges to \( \gamma^T f, \hat{\mathcal{E}}\text{-q.e.} \) Therefore we can conclude (19).

Fourthly, we assert that

\[
f(x) := H\varphi(x) = \int_{\partial T} P(x, \xi) \varphi(\xi) d\xi \in \mathcal{F}, \quad \forall \varphi \in \mathcal{F}, \tag{20}
\]

where \( \mathcal{F} \).
where \( P(x, \xi) \) is the Poisson kernel \([3]\) for \( T \). Clearly \( f \in \mathcal{F}_e \), and it suffices to show \( f \in L^2(T) \). Indeed, for \( x = (x_1, x_2) \in T \),

\[
f(x_1, x_2) = \sum_{\ell=0, \pi} P^\ell_{x_2} \ast \varphi(x_1),
\]

where \( P^0_{x_2} (\cdot) = \frac{1}{2\pi} \frac{\sin x_2}{\cosh(\cdot) - \cos x_2} \) and \( P^\pi_{x_2} (\cdot) = \frac{1}{2\pi} \frac{\sin x_2}{\cosh(\cdot) + \cos x_2} \). Note that

\[
\|P^0_{x_2}\|_{L^1(\mathbb{R})} = 1 - x_2/\pi, \quad \|P^0_{x_2}\|_{L^1(\mathbb{R})} = x_2/\pi,
\]

due to \([11, \text{Lemma 1}]\). It follows from the Young inequality for convolutions that

\[
\|f(\cdot, x_2)\|_{L^2(\mathbb{R})}^2 = \sum_{\ell=0, \pi} \|P^\ell_{x_2} \ast \varphi\|_{L^2(\mathbb{R})}^2 \leq \sum_{\ell=0, \pi} \|P^\ell_{x_2}\|_{L^1(\mathbb{R})} \|\varphi\|_{L^2(\mathbb{R})}^2 \leq \|\varphi\|_{L^2(\partial T)}^2.
\]

Hence we can conclude that

\[
\|f\|_{L^2(T)}^2 = \int_0^\pi \|f(\cdot, x_2)\|_{L^2(\mathbb{R})}^2 dx_2 \leq \pi \|\varphi\|_{L^2(\partial T)}^2.
\]  

Finally, we prove that

\[
\mathcal{F} \subset H^{1/2}(\partial T), \quad \|\varphi\|_{H^{1/2}(\partial T)}^2 \lesssim \hat{\mathcal{E}}_1(\varphi, \varphi), \quad \forall \varphi \in \mathcal{F}.
\]  

To do this, take \( \varphi \in \mathcal{F} \) and let \( f := H\varphi \). On account of \([20]\), we know that \( f \in \mathcal{F} = H^{1}(T) \). Then it follows from \([19]\) that

\[
\varphi = f|_{\partial T} = \gamma^T f \in H^{1/2}(\partial T).
\]

In addition, \( \|\varphi\|_{H^{1/2}(\partial T)}^2 = \|\gamma^T f\|_{H^{1/2}(\partial T)}^2 \lesssim \mathcal{E}_1(f, f) \leq \hat{\mathcal{E}}(\varphi, \varphi) + \pi \cdot \|\varphi\|_{L^2(\partial T)}^2 \) due to \([21]\). That completes the proof.

**Remark 1.** The existence of the trace operator \( \gamma^T \) in \([17]\) is due to, e.g., \([2]\). From this proof, we can conclude that the unitary equivalence

\[
(\mathcal{E}, \mathcal{F}) \xrightleftharpoons[\gamma^T = |_{\partial T}]{H} (\hat{\mathcal{E}}, \hat{\mathcal{F}})
\]  

holds. More specifically, \( \gamma^T(\mathcal{F}) = \hat{\mathcal{F}} \) and \( \mathcal{E}(H\varphi, H\psi) = \hat{\mathcal{E}}(\varphi, \psi) \) for \( \varphi, \psi \in \mathcal{F} \). We should emphasize that \( \gamma^T = |_{\partial T} \) holds in the sense of \([19]\).

The expression of \( \hat{\mathcal{E}} \) shows that the associated Markov process \( \tilde{B}^T \) enjoys two kinds of jump: The first kind, characterized by the first term in \( \hat{\mathcal{E}} \), takes place between the two components of \( \partial T \), and the second kind, characterized by the second term in \( \hat{\mathcal{E}} \), takes place on each component of \( \partial T \). Thanks to the first kind of jump, \( \tilde{B}^T \) or \((\hat{\mathcal{E}}, \hat{\mathcal{F}})\) is irreducible.

**Corollary 1.** The trace Dirichlet form \((\hat{\mathcal{E}}, \hat{\mathcal{F}})\) is irreducible and recurrent.

**Proof.** The recurrence of \((\hat{\mathcal{E}}, \hat{\mathcal{F}})\) has been obtained in the proof of Theorem\([2]\). To prove the irreducibility, take \( f \in \hat{\mathcal{F}} \) with \( \tilde{\mathcal{E}}(f, f) = 0 \). It is easy to verify that \( f \) must be constant. Hence by virtue of \([3]\), Theorem 5.2.6], we can conclude the irreducibility of \((\hat{\mathcal{E}}, \hat{\mathcal{F}})\). That completes the proof.
5 Convergence of trace Dirichlet forms

Now we turn to consider the strip $\Omega_\ell := \mathbb{R} \times (-\frac{\pi}{2\ell}, \frac{\pi}{2\ell})$ for a constant $\ell > 0$. Let $B^\ell$ be the reflecting Brownian motion on $\Omega_\ell$ associated with the regular Dirichlet form on $L^2(\Omega_\ell)$:

$$\mathcal{F}^\ell = H^1(\Omega_\ell),$$

$$\mathcal{E}^\ell(u, u) = \frac{1}{2} \int_{\Omega_\ell} |\nabla u|^2 dx, \quad u \in \mathcal{F}^\ell.$$  

After a spatial translation and scaling on $(\mathcal{E}^\ell, \mathcal{F}^\ell)$, it is easy to obtain the trace Dirichlet form of $(\mathcal{E}^\ell, \mathcal{F}^\ell)$ on the boundary $\partial \Omega_\ell$ as follows.

**Corollary 2.** Let $\sigma_\ell$ be the Lebesgue measure on $\partial \Omega_\ell$. Then the trace Dirichlet form of $(\mathcal{E}^\ell, \mathcal{F}^\ell)$ on $L^2(\partial \Omega_\ell) := L^2(\partial \Omega_\ell, \sigma_\ell)$ is

$$\mathcal{F}^\ell = H^{1/2}(\partial \Omega_\ell) := \{ f \in L^2(\partial \Omega_\ell) : f_{\pm \ell} \in H^{1/2}(\mathbb{R}) \},$$

$$\mathcal{E}^\ell(f, f) = \frac{1}{4\pi} \int_{\mathbb{R} \times \mathbb{R}} \frac{(f_{\ell}(x_1) - f_{-\ell}(x_1'))^2}{\ell^2 (\cosh (\ell^{-1}(x_1 - x_1')) + 1)} dx_1 dx_1' + \frac{1}{8\pi} \int_{\mathbb{R} \times \mathbb{R}} \frac{(f_{\ell}(x_1) - f_{\ell}(x_1'))^2 + (f_{-\ell}(x_1) - f_{-\ell}(x_1'))^2}{\ell^2 (\cosh (\ell^{-1}(x_1 - x_1')) - 1)} dx_1 dx_1', \quad f \in \mathcal{F}^\ell, \tag{24}$$

where $f_{\ell}(\cdot) := f(\cdot, \ell)$ and $f_{-\ell}(\cdot) := f(\cdot, -\ell)$. Furthermore, the norms $\| \cdot \|_{\mathcal{E}^\ell}$ and $\| \cdot \|_{H^{1/2}(\partial \Omega_\ell)}$ on $\mathcal{F}^\ell$ are equivalent.

The main purpose of this section is to figure out the limit of (24) as $\ell \to \ell_0 \in [0, \infty]$. Note that $\partial \Omega_\ell = \mathbb{R} \times \{ \ell, -\ell \}$ is isomorphic to $\partial T := \mathbb{R} \times \{0, \pi \}$ under a certain map $j$. Hence, the image Dirichlet form of $(\mathcal{E}^\ell, \mathcal{F}^\ell)$ under $j$ is

$$\mathcal{G}^\ell = H^{1/2}(\partial T),$$

$$\mathcal{E}^\ell(f, f) = \frac{1}{2\pi} \mathcal{E}^{\ell, 1}(f, f) + \frac{1}{8\pi} \mathcal{E}^{\ell, 2}(f, f), \quad f \in \mathcal{G}^\ell,$$

where $\partial T^+ := \mathbb{R} \times \{ \pi \}$, $\partial T^- := \mathbb{R} \times \{0\}$, $f^+(\cdot) := f(\cdot, \pi)$, $f^-(\cdot) := f(\cdot, 0)$, and

$$\mathcal{E}^{\ell, 1}(f, f) := \int_{\mathbb{R} \times \mathbb{R}} \frac{(f^+(x_1) - f^-(x_1'))^2}{2\ell^2 (\cosh (\ell^{-1}(x_1 - x_1')) + 1)} dx_1 dx_1',$n

$$\mathcal{E}^{\ell, 2}(f, f) := \int_{\mathbb{R} \times \mathbb{R}} \frac{(f^+(x_1) - f^+(x_1'))^2 + (f^-(x_1) - f^-(x_1'))^2}{\ell^2 (\cosh (\ell^{-1}(x_1 - x_1')) - 1)} dx_1 dx_1'. $$

Clearly, $(\mathcal{E}^\ell, \mathcal{F}^\ell)$ is a regular Dirichlet form on $L^2(\partial T)$. The following lemma states some crucial facts about the two terms $\mathcal{E}^{\ell, 1}$ and $\mathcal{E}^{\ell, 2}$.

**Lemma 2.** (1) For any $f \in L^2(\partial T)$, it holds that $\mathcal{E}^{\ell, 1}(f, f) \leq \frac{2}{\ell} \| f \|_{L^2(\partial T)}^2$.

(2) For any $f \in H^{1/2}(\partial T)$,

$$\ell \to \mathcal{E}^{\ell, 2}(f, f)$$

is increasing. Furthermore, $\| \cdot \|_{\mathcal{E}^{\ell, 2}}$ is an equivalent norm to $\| \cdot \|_{H^{1/2}(\partial T)}$ on $H^{1/2}(\partial T)$. Particularly, $(\mathcal{E}^{\ell, 2}, \mathcal{G}^\ell)$ is a regular Dirichlet form on $L^2(\partial T)$. 

Proof. (1) Note that \( \int_{\mathbb{R}} \phi(x_1) dx_1 = 1 \) for \( \phi(x_1) := \frac{1}{2(\cosh x_1 + 1)} \). Hence
\[
A_{x_1}^\ell,1(f, f) \leq 2 \int_{\mathbb{R} \times \mathbb{R}} \frac{(f^+(x_1)) - (f^-(x_1))^2 + (f^-(x_1)) - (f^-(x_1))^2}{(x_1 - x_1')^2} dx_1 dx_1' \leq \|f\|_{H^1(\mathcal{L})}^2.
\]
(2) Note that for any fixed \( x_1 \in \mathbb{R} \), the function \( \ell \mapsto \ell^2 (\cosh (\ell^{-1} x_1) - 1) \) is decreasing on \((0, \infty)\), and
\[
\ell^2 (\cosh (\ell^{-1} x_1) - 1) \geq \lim_{\ell \to \infty} \ell^2 (\cosh (\ell^{-1} x_1) - 1) = \frac{x_1^2}{2}.
\]
The first assertion is clear by means of (26). Particularly, for \( f \in H^{1/2}(\mathcal{L}) \),
\[
A_{x_1}^\ell,2(f, f) \leq 2 \int_{\mathbb{R} \times \mathbb{R}} \frac{(f^+(x_1) - f^+(x_1'))^2 + (f^-(x_1) - f^-(x_1'))^2}{(x_1 - x_1')^2} dx_1 dx_1' \leq \|f\|_{H^{1/2}(\mathcal{L})}^2.
\]
Then the equivalence between \( \|\cdot\|_{A_{x_1}^\ell,2} \) and \( \|\cdot\|_{H^{1/2}(\mathcal{L})} \) is due to (22) and (25).

Remark 2. From the first assertion, one may also find that \((A_{x_1}^\ell, L^2(\mathcal{L}))\) and \((\ell \cdot A_{x_1}^\ell, L^2(\mathcal{L}))\) are both regular Dirichlet forms on \( L^2(\mathcal{L}) \).

In what follows, we will derive the limit of \((A_{x_1}^\ell, \mathcal{G})\) in place of \((\mathcal{G}, \mathcal{G})\) as \( \ell \to \ell_0 \). To do this, the concept of so-called Mosco convergence will be employed; see Appendix \[A\]. Note that the Mosco convergence implies the convergence of finite dimensional distributions of associated Markov processes; see, e.g., [8, Corollary 4.1]. Before stating the main result, we first figure out the limit of \( A_{x_1}^{\ell_i,1} \) for \( i = 1, 2 \). The following result is concerned with the case \( i = 1 \). Particularly, at a heuristic level, the divergence of \( A_{x_1}^{\ell_1} \) as \( \ell \downarrow 0 \) is concluded.

Proposition 1. Let \( \ell_n \) be a sequence in \((0, \infty)\) such that \( \lim_{n \to \infty} \ell_n = \ell_0 \in [0, \infty] \). Then the following hold:

1. When \( \ell_0 = 0 \), it holds for every \( f \in L^2(\mathcal{L}) \) that
\[
\lim_{n \to \infty} \ell_n \cdot A_{x_1}^{\ell_n,1}(f, f) = \int_{\mathbb{R}} (f^+(x_1) - f^-(x_1))^2 dx_1 =: A_{x_1}^{0,1}(f, f). \tag{27}
\]
Furthermore, \((\ell_n \cdot A_{x_1}^{\ell_n,1}, L^2(\mathcal{L}))\) converges to \((A_{x_1}^{0,1}, L^2(\mathcal{L}))\) in the sense of Mosco as \( \ell_n \to 0 \).

2. When \( \ell_0 \in (0, \infty) \), it holds for every \( f \in L^2(\mathcal{L}) \) that
\[
\lim_{n \to \infty} A_{x_1}^{\ell_n,1}(f, f) = A_{x_1}^{\ell_0,1}(f, f), \tag{28}
\]
where \( A_{x_1}^{\ell_0,1}(f, f) := 0 \). Furthermore, \((A_{x_1}^{\ell_n,1}, L^2(\mathcal{L}))\) converges to \((A_{x_1}^{\ell_0,1}, L^2(\mathcal{L}))\) in the sense of Mosco as \( \ell_n \to \ell_0 \).

Proof. (1) Let \( \phi \) be in the proof of Lemma \[2\]. Note that \( \phi_n(x_1) := \ell_n^{-1} \phi(x_1/\ell_n) \) forms a class of approximations to identity. Hence
\[
((f^-) * \phi_n)(x_1) = \int_{\mathbb{R}} \frac{f^-(x_1')} {2 \ell_n (\cosh (\ell_n^{-1} (x_1 - x_1')) + 1)} dx_1' \to f^-(x_1)
\]
in $L^2(\mathbb{R})$. It follows that
\[
\int_{\mathbb{R} \times \mathbb{R}} \frac{f^+(x_1)f^-(x'_1)}{2\ell_n (\cosh (\ell_n^{-1}(x_1 - x'_1)) + 1)} \, dx_1 \, dx' \to \int_{\mathbb{R}} f^+(x_1)f^-(x_1) \, dx.
\]
Together with (25), we can obtain (27). To prove the Mosco convergence, it suffices to verify its first part Mosco (a) due to (27). To do this, set for every $f,g \in L^2(\partial T)$,
\[
(f,g)_{m_{n1}} := \ell_n \cdot \mathcal{A}_{\ell_n,1}(f,g), \quad (f,g)_{m_{01}} := \mathcal{A}^{0,1}(f,g),
\]
and take a sequence $\{f_n\} \subset L^2(\partial T)$ such that $f_n$ converges to $f$ weakly in $L^2(\partial T)$. We only need to show
\[
(f_n - f,f)_{m_{n1}} \to 0, \quad n \to \infty,
\]
so that
\[
(f,f)_{m_{01}} = \lim_{n \to \infty} (f,f)_{m_{n1}} = \lim_{n \to \infty} (f_n,f)_{m_{n1}} \leq \lim_{n \to \infty} (f_n,f)_{m_{n1}} = (f,f)_{m_{01}}
\]
leads to $(f,f)_{m_{01}} \leq \lim_{n \to \infty} (f_n,f)_{m_{n1}}$. In fact,
\[
(f_n - f,f)_{m_{n1}} = \int_{\mathbb{R} \times \mathbb{R}} \frac{(f_n^+ - f^+)(x_1) - (f_n^- - f^-)(x'_1))(f_n^+(x_1) - f^-(x'_1))}{2\ell_n (\cosh (\ell_n^{-1}(x_1 - x'_1) + 1)} \, dx_1 \, dx' \\
= I_1^+ + I_1^- + I_2^+ + I_2^-,
\]
where
\[
I_1^\pm = \int_{\mathbb{R} \times \mathbb{R}} \frac{(f_n^\pm - f^\pm)(x_1)f^\pm(x_1)}{2\ell_n (\cosh (\ell_n^{-1}(x_1 - x'_1) + 1)} \, dx_1 \, dx',
\]
and
\[
I_2^\pm = - \int_{\mathbb{R} \times \mathbb{R}} \frac{(f_n^\pm - f^\pm)(x_1)f^\mp(x'_1)}{2\ell_n (\cosh (\ell_n^{-1}(x_1 - x'_1) + 1)} \, dx_1 \, dx'.
\]
For the terms $I_1^\pm$, it follows from $\int_{\mathbb{R}} \phi_n(x) \, dx = 1$ and $f_n^\pm \to f^\pm$ weakly in $L^2(\mathbb{R})$ that
\[
I_1^\pm = \int_{\mathbb{R}} (f_n^\pm - f^\pm)(x_1)f^\pm(x_1) \, dx_1 \to 0.
\]
For the terms $I_2^\pm$, it follows from $g_n^\pm := f^\mp \ast \phi_n \to f^\mp$ in $L^2(\mathbb{R})$ and $f_n^\pm \to f^\pm$ weakly in $L^2(\mathbb{R})$ that $I_2^\pm \to 0$. Therefore (29) can be concluded.

(2) When $\ell_0 \in (0, \infty)$, note that $\ell \mapsto \cosh (\ell^{-1}(x_1 - x'_1))$ is decreasing and (28) is implied by the monotone convergence theorem. When $\ell_0 = \infty$, it follows from Lemma 2(1) that
\[
\mathcal{A}^{\ell_n,1}(f,f) \leq \frac{2}{\ell_n} \|f\|_{L^2(\partial T)}^2 \to 0.
\]
Hence (28) is obtained. The second part (b) of Mosco convergence is clear due to (28). When $\ell_0 = \infty$, the first part (a) of Mosco convergence trivially holds. To prove the first part (a) of Mosco convergence for the case $\ell_0 \in (0, \infty)$, it suffices to show $I_2^\pm$ in (30) converge to 0 as $n \to \infty$. Indeed, it follows from the Young inequality for convolutions that
\[
\|g_n^\pm - g_0^\pm\|_{L^2(\mathbb{R})} \lesssim \|f^\pm\|_{L^2(\mathbb{R})} \int_{\mathbb{R}} \left| \frac{1}{\cosh \ell_n^{-1}x_1 + 1} - \frac{1}{\cosh \ell_0^{-1}x'_1 + 1} \right| \, dx'_1,
\]
Furthermore, we prove the Mosco convergence for the three cases respectively. For (b), let we can find an increasing subsequence \( \{ \ell_n \} \). Clearly, (31) is a consequence of (26) and the dominated convergence theorem. In what follows, we state the result concerning the limit of \( \mathcal{A}^{\ell_n,2} \) as \( \ell_n \to \ell_0 \in [0, \infty) \). To do this, set \( \mathcal{A}^{0,2}(f, f) := 0 \) for any \( f \in \mathcal{G}^0 := L^2(\partial T) \), and for any \( f \in \mathcal{G}^\infty := H^{1/2}(\partial T) \),

\[
\mathcal{A}^{\infty,2}(f, f) := 2 \int_{\mathbb{R}^2} \frac{(f^+(x_1) - f^+(x_1'))^2 + (f^-(x_1) - f^-(x_1'))^2}{(x_1 - x_1')^2} \, dx_1 \, dx_1'.
\]

It is easy to see that the Dirichlet form \((\mathcal{A}^{\infty,2}, \mathcal{G}^\infty)\) is associated with a Markov process, which consists of two distinct Cauchy processes, i.e. \( \alpha \)-stable processes with \( \alpha = 1 \), on \( \partial T^\pm \) respectively.

**Proposition 2.** Let \( \ell_n \) be a sequence in \((0, \infty)\) such that \( \lim_{n \to \infty} \ell_n = \ell_0 \in [0, \infty) \). It holds for every \( f \in H^{1/2}(\partial T) \) that

\[
\lim_{n \to \infty} \mathcal{A}^{\ell_n,2}(f, f) = \mathcal{A}^{\ell_0,2}(f, f).
\]

Furthermore, \((\mathcal{A}^{\ell_n,2}, \mathcal{G}^{\ell_n})\) converges to \((\mathcal{A}^{\ell_0,2}, \mathcal{G}^{\ell_0})\) in the sense of Mosco as \( n \to \infty \).

**Proof.** Clearly, (31) is a consequence of (26) and the dominated convergence theorem. In what follows we prove the Mosco convergence for the three cases respectively.

For the case \( \ell_0 = 0 \) the first part (a) of Mosco convergence trivially holds. To prove the second part (b), let \( f \in L^2(\partial T) \). Take a sequence \( \{ g_j : j \geq 1 \} \subset H^{1/2}(\partial T) \) such that \( g_j \) converges to \( f \) in \( L^2(\partial T) \). Since for each \( j \geq 1 \),

\[
\lim_{n \to \infty} \mathcal{A}^{\ell_n,2}(g_j, g_j) = \mathcal{A}^{\ell_0,2}(g_j, g_j) = 0,
\]

we can find an increasing subsequence \( \{ n_j \} \) such that

\[
\mathcal{A}^{\ell_n,2}(g_j, g_j) < 2^{-j}, \quad \forall n \geq n_j.
\]

Put \( f_1 = \cdots = f_{n_1-1} = 0 \) and \( f_{n_j} = \cdots = f_{n_{j+1}-1} = g_j \) for \( j \geq 1 \). One can easily verify that \( f_n \) converges to \( f \) in \( L^2(\partial T) \) and \( \lim_{n \to \infty} \mathcal{A}^{\ell_n,2}(f_n, f_n) = 0 \). Next we consider the case \( \ell_0 \in (0, \infty) \). The second part (b) of Mosco convergence trivially holds due to (31). It suffices to prove the first part (a). For any \( \varepsilon > 0 \), there exists \( N > 0 \) such that for any \( n > N, \ell_n > \ell_0 - \varepsilon \). Then for any \( n > N \),

\[
\mathcal{A}^{\ell_n,2}(f, f) \geq \mathcal{A}^{\ell_0-\varepsilon,2}(f, f), \quad \forall f \in \mathcal{G}^{\ell_n} = \mathcal{G}^{\ell_0-\varepsilon}.
\]

Mimicking the proof of [2, Theorem 2.3], we can obtain that for any sequence \( \{ f_n \} \) converging to \( f \) weakly in \( L^2(\partial T) \), it holds

\[
\liminf_{n \to \infty} \mathcal{A}^{\ell_n,2}(f_n, f_n) = \liminf_{n \to \infty, n \to \infty} \mathcal{A}^{\ell_n,2}(f_n, f_n) \geq \mathcal{A}^{\ell_0-\varepsilon,2}(f, f).
\]

Since \( \lim_{\varepsilon \downarrow 0} \mathcal{A}^{\ell_0-\varepsilon,2}(f, f) = \mathcal{A}^{\ell_0,2}(f, f) \) due to (31), we eventually have

\[
\liminf_{n \to \infty} \mathcal{A}^{\ell_n,2}(f_n, f_n) \geq \mathcal{A}^{\ell_0,2}(f, f).
\]

Finally, the Mosco convergence for the case \( \ell_0 = \infty \) can be derived analogously. That completes the proof.
Set
\[ \mathcal{F}_0(f, f) := \frac{1}{2\pi} \mathcal{F}_0^1(f, f), \quad f \in \mathcal{G}_0 = L^2(\partial T), \]
and
\[ \mathcal{F}_\infty(f, f) := \frac{1}{8\pi} \mathcal{F}_\infty^2(f, f), \quad f \in \mathcal{G}_\infty = H^{1/2}(\partial T). \]

Now we have a position to present the limit of the trace Dirichlet forms \( (\mathcal{F}_\ell, \mathcal{G}_\ell) \) as \( \ell \to \ell_0 \in [0, \infty] \). Particularly, they diverge as \( \ell \downarrow 0 \).

**Theorem 3.** Let \( \ell_n \) be a sequence in \( (0, \infty) \) such that \( \lim_{n \to \infty} \ell_n = \ell_0 \in [0, \infty] \). Then the following hold:

1. When \( \ell_0 = 0 \), \( (\ell_n \cdot \mathcal{F}_\ell^n, \mathcal{G}_\ell^n) \) converges to \( (\mathcal{F}_0, \mathcal{G}_0) \) as \( n \to \infty \) in the sense of Mosco.
2. When \( \ell_0 \in (0, \infty) \), \( (\mathcal{F}_\ell^n, \mathcal{G}_\ell^n) \) converges to \( (\mathcal{F}_\ell_0, \mathcal{G}_\ell_0) \) as \( n \to \infty \) in the sense of Mosco.

**Proof.** (1) Let \( \{f_n\} \) be a sequence that converges to \( f \) weakly in \( L^2(\partial T) \). Then it follows from Proposition 1(1) that
\[ \mathcal{F}_0(f, f) = \frac{1}{2\pi} \mathcal{F}_0^1(f, f) \leq \frac{1}{2\pi} \liminf_{n \to \infty} \ell_n \mathcal{F}_\ell^n(f_n, f_n) \leq \liminf_{n \to \infty} \ell_n \mathcal{F}_\ell^n(f_n, f_n). \]

Hence the first part (a) of Mosco convergence is verified. Now fix \( f \in \mathcal{G}_0 \). Take a sequence \( g_j \in H^{1/2}(\partial T) \) converging to \( f \) in \( L^2(\partial T) \), and we have by the definition of \( \mathcal{F}_0 \) that
\[ \lim_{j \to \infty} \mathcal{F}_0(g_j, g_j) = \mathcal{F}_0(f, f). \]

It follows from (27) and (31) that for any \( j \geq 1 \),
\[ \lim_{n \to \infty} \ell_n \mathcal{F}_\ell^n(g_j, g_j) = \mathcal{F}_0(g_j, g_j). \]

Hence we can find an increasing subsequence \( \{n_j\} \) such that
\[ |\ell_n \mathcal{F}_\ell^n(g_j, g_j) - \mathcal{F}_0(g_j, g_j)| < 2^{-j}, \quad \forall n \geq n_j. \]

Put \( f_1 = \cdots = f_{n_1-1} = 0 \) and \( f_{n_j} = \cdots = f_{n_{j+1} - 1} = g_j \) for \( j \geq 1 \). One can easily verify that \( f_n \) converges to \( f \) in \( L^2(\partial T) \) and \( \lim_{n \to \infty} \mathcal{F}_\ell^n(f_n, f_n) = \mathcal{F}_0(f, f) \). Therefore the second part (b) of Mosco convergence is concluded.

2. Let \( \{f_n\} \) be a sequence that converges to \( f \) weakly in \( L^2(\partial T) \). Then it follows from Proposition 1(1) and Proposition 2 that
\[ \mathcal{F}_\ell^n(f, f) = \frac{1}{2\pi} \mathcal{F}_\ell^0(f, f) + \frac{1}{8\pi} \mathcal{F}_\ell^2(f, f) \]
\[ \leq \frac{1}{2\pi} \liminf_{n \to \infty} \mathcal{F}_\ell^0(f_n, f_n) + \frac{1}{8\pi} \liminf_{n \to \infty} \mathcal{F}_\ell^2(f_n, f_n) \]
\[ \leq \liminf_{n \to \infty} \mathcal{F}_\ell^n(f_n, f_n). \]

Hence the first part (a) of Mosco convergence is verified. The second part (b) of Mosco convergence can be derived by the same argument as that in the proof of the first assertion.
We end this section with a remark on the limit of \((\tilde{\mathcal{E}}^\ell, \tilde{\mathcal{F}}^\ell)\) as \(\ell \downarrow 0\) or \(\ell \uparrow \infty\). Note that the distance between the two components of \(\partial \Omega_\ell\) is \(\pi \ell\). When \(\ell \downarrow 0\), the two components tend to the common \(x_1\)-axis. At a heuristic level, the first kind of jump enjoyed by the trace process \(\tilde{B}^\ell\), characterized by the first term in the expression of \(\tilde{\mathcal{E}}^\ell\), becomes so frequent that its energy diverges as \(\ell \downarrow 0\). Particularly, \(\tilde{\mathcal{E}}^\ell\) (or more exactly \(\tilde{\mathcal{A}}^\ell\)) also diverges as \(\ell \downarrow 0\). However when \(\ell \uparrow \infty\), the distance between the two components of \(\partial \Omega_\ell\) tends to infinity. Meanwhile the connection of the two components is cut off, and the limiting process of \(\tilde{B}^\ell\) is a union of two distinct Cauchy processes on the upper and lower real lines respectively.

A Mosco convergence

Let \((\mathcal{E}^n, \mathcal{F}^n)\) be a sequence of closed forms on a same Hilbert space \(L^2(E, m)\), and \((\mathcal{E}, \mathcal{F})\) be another closed form on \(L^2(E, m)\). We always extend the domains of \(\mathcal{E}\) and \(\mathcal{E}_n\) to \(L^2(E, m)\) by letting

\[
\mathcal{E}(u, u) := \infty, \quad u \in L^2(E, m) \setminus \mathcal{F},
\]

\[
\mathcal{E}_n(u, u) := \infty, \quad u \in L^2(E, m) \setminus \mathcal{F}^n.
\]

In other words, \(u \in \mathcal{F}\) (resp. \(u \in \mathcal{F}^n\)) if and only if \(\mathcal{E}(u, u) < \infty\) (resp. \(\mathcal{E}_n(u, u) < \infty\)). Furthermore, we say \(u_n\) converges to \(u\) weakly in \(L^2(E, m)\), if for any \(v \in L^2(E, m)\), \((u_n, v)_m \to (u, v)_m\) as \(n \to \infty\), and (strongly) in \(L^2(E, m)\), if \(\|u_n - u\|_{L^2(E, m)} \to 0\).

**Definition 1.** Let \((\mathcal{E}^n, \mathcal{F}^n)\) and \((\mathcal{E}, \mathcal{F})\) be given above. Then \((\mathcal{E}^n, \mathcal{F}^n)\) is said to be convergent to \((\mathcal{E}, \mathcal{F})\) in the sense of Mosco, if

(a) For any sequence \(\{u_n : n \geq 1\} \subset L^2(E, m)\) that converges weakly to \(u\) in \(L^2(E, m)\), it holds that

\[
\mathcal{E}(u, u) \leq \liminf_{n \to \infty} \mathcal{E}_n(u_n, u_n). \tag{32}
\]

(b) For any \(u \in L^2(E, m)\), there exists a sequence \(\{u_n : n \geq 1\} \subset L^2(E, m)\) that converges strongly to \(u\) in \(L^2(E, m)\) such that

\[
\mathcal{E}(u, u) \geq \limsup_{n \to \infty} \mathcal{E}_n(u_n, u_n). \tag{33}
\]

Let \((T^n_t)\) and \((T_t)\) be the semigroups of \((\mathcal{E}^n, \mathcal{F}^n)\) and \((\mathcal{E}, \mathcal{F})\) respectively, and \((G^n_\alpha), (G_\alpha)\) be their corresponding resolvents. The following result is well-known (see [9]).

**Theorem 4.** Let \((\mathcal{E}^n, \mathcal{F}^n), (\mathcal{E}, \mathcal{F})\) be above. Then the following are equivalent:

1. \((\mathcal{E}^n, \mathcal{F}^n)\) converges to \((\mathcal{E}, \mathcal{F})\) in the sense of Mosco;
2. For every \(t > 0\) and \(f \in L^2(E, m)\), \(T^n_tf\) converges to \(T_tf\) strongly in \(L^2(E, m)\);
3. For every \(\alpha > 0\) and \(f \in L^2(E, m)\), \(G^n_\alpha f\) converges to \(G_\alpha f\) strongly in \(L^2(E, m)\).
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