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Abstract

The Wess-Zumino coupling on D-branes in string theory is known to receive higher derivative corrections which couple the Ramond-Ramond potential to terms involving the square of the spacetime curvature tensor. Consistency with T-duality implies that the branes should also have four-derivative couplings that involve the NS-NS $B$-field. We use T-duality to predict some of these couplings. We then confirm these results with string worldsheet computations by evaluating disc amplitudes with insertions of one R-R and two NS-NS vertex operators.
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1 Introduction

In order to make progress towards connecting string theory to real world physics, it is crucial to understand the vacua of the theory - what ingredients can be used to construct vacua and what consistency conditions constrain the possible ways of assembling these ingredients. Of particular interest in vacuum construction are D-branes (localized objects on which strings can end) and fluxes (various higher-dimensional analogs of magnetic fields).

Fluxes have become a very important ingredient in constructing semi-realistic vacua, as they provide a straightforward mechanism to give masses to the many scalar fields which describe the geometry of the internal manifold. In type II string theory, for example, there are fluxes corresponding to the NS-NS $B$-field, whose field strength is a three-form $H_3$, and various R-R $p$-form fields $C^{(p)}$, with field strengths $F^{(p+1)}$. The term fluxes is most commonly used to describe the discrete topological parameters that come from integrating these field-strengths over cycles in the internal manifold. In this paper, however, we are always working locally, and so we won’t be dealing directly with these topological quantities. We do, however, deal with situations where some of these potentials (especially $B$) have non-vanishing derivatives, and so we expect our results to be important especially in the presence of fluxes.

Another important set of ingredients are D-branes - non-perturbative excitations in the theory which are localized to a sub-manifold of the ten-dimensional spacetime. The D-branes that we will be considering carry R-R charge (and hence are stable to decay), and there are many degrees of freedom localized to their worldvolumes. These localized degrees of freedom are one of the reasons that D-branes are so attractive in vacuum building, as they can include chiral matter and non-abelian gauge groups.

D-branes can also be very important in finding consistent compactifications, as they can sometimes be needed to satisfy an important class of consistency conditions known as tadpole equations. In particular, tadpole equations can impose discrete topological constraints on the number and type of D-branes and quantized fluxes.

For instance in type IIB, the equation of motion for $C^{(4)}$ wrapping the directions of Minkowski space is an internal closed six-form which gets contributions both from fluxes (terms proportional to $F^{(3)} \wedge H_3$) and from delta-function forms corresponding to localized sources such as D3-branes and O3-planes, and can also receive contributions from higher-derivative corrections to the action. If the six-form is not exact,
Then there can be a topological obstruction to solving the tadpole equation, and the compactification would be inconsistent. In fact, it turns out that in some examples of this sort (as well as in some other contexts), there may be no way to solve the tadpole constraint at leading order in a momentum expansion. Higher derivative corrections must then be included that often change the global structure drastically - either by allowing the existence of solutions, or perhaps by spoiling the consistency of solutions that otherwise appeared to be fine. For this reason, it is crucial to understand these corrections and their global properties.

The IIB case mentioned above is an excellent example. The local tadpole equation gets modified by higher derivative terms which, when integrated over the internal space, gives a definite topological contribution, proportional to the Euler number of the auxiliary Calabi-Yau four-fold in F-theory. In a limit in which the compactification is well described by type IIB with O7-planes and D7-branes, the higher derivative corrections have precisely the form of a four-derivative correction to the action localized at these O7 and D7 sources. The leading piece of the action from the D7-branes is a Wess-Zumino action

\[ S_{WZ} = T_7 \int_{D7} C e^{B + 2\pi \alpha' F} |_{8-form}. \]  

(1.1)

At the O7-planes we have something similar, but the pull-back of \( B \) vanishes, there’s no gauge field, and the numerical coefficient is different. These actions do get corrections depending on derivatives of the bulk metric \([1, 2, 3, 4, 5]\),

\[ C e^{B + 2\pi \alpha' F} |_{8-form} + \frac{\pi^2 (\alpha')^2}{24} C e^{B + 2\pi \alpha' F} |_{4-form} \wedge (\text{tr} R_T \wedge R_T - \text{tr} R_N \wedge R_N) + \mathcal{O}((\alpha')^4), \]  

(1.2)

where \( R_T \) and \( R_N \) are curvatures (we will explain our notation more fully in section [2]). As emphasized above, these higher-derivative terms really must be included in order to accurately judge the consistency of a given solution. But these terms are not the end of the story. They provide a particular set of four-derivative couplings on the brane between the bulk spacetime metric and the R-R potential which contribute crucially to the \( C^{(4)} \) tadpole. However, there can be many other couplings between \( C^{(4)} \) and bulk NS-NS fields at this same derivative order. Indeed, by using T-duality, one can deduce some more couplings which involve derivatives of \( B \)-fields, or will involve R-R fields of different degree, etc. It is not clear that these couplings will necessarily lead to new topological restrictions, but in some contexts they might, and they will certainly modify the local tadpole equation. Similar couplings have been obtained via U-duality.
in M-theory and string theory in [6, 7], where they have been used to avoid no-go
theorems in IIA and M-theory flux compactifications. Clearly, these issues need to be
examined more closely than they have been.

1.1 Summary of Results

In this paper we start with some of the known corrections to the Wess-Zumino term
in the action of a Dp-brane,

\[ S_{WZ}^{\text{original}} = T_p \frac{\pi^2 (\alpha')^2}{24} \int_{D_p} C e^B (\text{tr} R_T \wedge R_T - \text{tr} R_N \wedge R_N). \] (1.3)

By analyzing the conditions which are imposed by consistency with T-duality, we
will show that the action must contain these terms as well as several others at this
order,

\[ S_{WZ} \supset T_p \frac{\pi^2 (\alpha')^2}{24} \int_{D_p} dx^{a_1} \wedge \cdots \wedge dx^{a_{p+1}} \]
\[ \left\{ \frac{1}{(p-3)!} C_{a_1 \cdots a_{p-3}}^{(p-3)} \left( -2 \partial_{a_{p-2}} [b \partial_{a_{p-1}} c] \partial_{a_p} h_{a_{p+1} c} + 2 \partial_{a_{p-2}} [j \partial_{a_{p-1}} k] \partial_{a_p} h_{a_{p+1} k} - \partial_{a_{p-2}} b B_{a_{p-1} j} \partial_{a_p} b B_{a_{p+1} j} + \partial_{a_{p-2}} b B_{a_{p-1} j} \partial_{a_p} b B_{a_{p+1} j} \right) \right. \]
\[ \left. + \frac{1}{(p-2)!} C_{a_1 \cdots a_{p-2} i}^{(p-2)} \left( 2 \partial_{a_{p-1}} [b \partial_{a_p} c] \partial_{a_{p+1} b} B_i^k - 2 \partial_{a_{p-1}} [j \partial_{a_p} k] \partial_{a_{p+1} k} B_i^k + \partial_{a_{p-1}} b B_{a_{p+1} i} - \partial_{a_{p-1}} j h^{ib} \partial_{a_{p+1} b} B_{a_{p+1} i} \right) \right. \]
\[ \left. + \frac{1}{2 (p-1)!} C_{a_1 \cdots a_{p-1} i_1 i_2}^{(p-1)} \left( - \partial_{a_p} b B_i^j \partial_{a_{p+1} b} h_{a_{p+1} i_2}^j + \partial_{a_p} j h_i^b \partial_{a_{p+1} b} h_{a_{p+1} i_2}^b - 2 \partial_{a_p} b B_i^j \partial_{a_{p+1} [b B_i^j]} + 2 \partial_{a_p} j B_i^k \partial_{a_{p+1} [b B_i^k]} \right) \right\}. \] (1.4)

Here we have expanded around a D-brane with the usual static gauge embedding in
a flat background with no \( B \)-field. Indices from the beginning of the alphabet run
over directions along the worldvolume of the D-brane, while indices from the middle
of the alphabet run over the transverse directions. We have included metric fluctuations,
\( g_{\mu\nu} = g_{\mu\nu} + h_{\mu\nu} \), and \( B \)-field fluctuations, \( B_{\mu\nu} \), as well as fluctuations of the R-R
potentials of degrees \((p-3), (p-1), \text{and } (p+1)\), and we have only worked to first
order in R-R fluctuations and quadratic order in NS-NS fluctuations. The first line
inside the curly braces comes from expanding the known couplings (1.3) to this order
in fluctuations. The remaining five lines are new couplings.
To check these results, we will compute disc amplitudes involving the insertion of one closed string R-R vertex operator and two NS-NS vertex operators. The results of this computation will agree with (1.4) up to an overall normalization, which can in turn be fixed by comparing with (1.3).

In section 2 we will use spacetime T-duality to argue for the presence of these additional terms, and we will in fact use the Buscher rules to compute several terms which must be present, eventually arriving at (1.4), which is the key result of this section. In section 3 we will confirm these predictions by doing three-point disc amplitude computations, involving one R-R field and two NS-NS fields in the presence of a D-brane. There are subtleties in the computation for general couplings in this type of amplitude which would require careful addition of boundary terms to settle - without adding the correct boundary terms, one finds disagreements when performing the computation in different pictures, for example. However, we are fortunate that the particular terms which we predicted from T-duality do not require these boundary terms, so we may proceed with the somewhat naive computation. In order to bolster our assertion that extra boundary terms are not needed, we perform the computation in several different pictures and confirm that in each case the results agree with the other cases and with the spacetime T-duality prediction. We conclude in section 4.

2 Predictions from T-Duality

2.1 Buscher rules

The low-energy bosonic spectrum of type II closed string theory includes the metric $g_{\mu\nu}$, the two-form potential $B_{\mu\nu}$, and the dilaton $\Phi$ from the NS-NS sector, and $p$-form potentials $C^{(p)}$ from the R-R sector, where $p$ is odd for IIA or even for IIB.

In backgrounds which include a $U(1)$ isometry, string theory appears to enjoy a duality, called T-duality, relating one background which solves the equations of motion to another. Pick coordinates such that the isometry corresponds to translation in one coordinate, $y$, and let the remaining coordinates be labeled by indices $\mu$, $\nu$, etc. Then the explicit T-duality transformations for the NS-NS fields are given by [8]

$$g'_{yy} = \frac{1}{g_{yy}}, \quad g'_{\mu y} = \frac{B_{\mu y}}{g_{yy}}, \quad g'_{\mu \nu} = g_{\mu \nu} - \frac{g_{\mu y} g_{\nu y} - B_{\mu y} B_{\nu y}}{g_{yy}},$$

$$B'_{\mu y} = \frac{g_{\mu y}}{g_{yy}}, \quad B'_{\mu \nu} = B_{\mu \nu} - \frac{B_{\mu y} g_{\nu y} - g_{\mu y} B_{\nu y}}{g_{yy}}, \quad \Phi' = \Phi - \frac{1}{2} \ln g_{yy}, \quad \text{(2.1)}$$
and for the R-R potentials we have \[9\]

\[
C^{(p')}_{\mu_1 \ldots \mu_{p'}} y = C^{(p-1)}_{[\mu_1 \ldots \mu_{p-1}] y} (p - 1) \frac{C^{(p-2)}_{[\mu_1 \ldots \mu_{p-2}] y} g_{\mu_{p-1}} y}{g_{yy}}, \quad (2.2)
\]

\[
C^{(p')}_{\mu_1 \ldots \mu_p} = C^{(p+1)}_{\mu_1 \ldots \mu_{p-1} y} + p C^{(p-1)}_{[\mu_1 \ldots \mu_{p-2} y} B_{\mu_{p-1}] y} + p (p - 1) \frac{C^{(p-1)}_{[\mu_1 \ldots \mu_{p-2}] y} B_{\mu_{p-1}] y} g_{\mu_{p}} y}{g_{yy}}.
\]

Under this duality, the type IIA and type IIB supergravity actions are mapped into each other, and in fact the action for the NS-NS sector fields is invariant under T-duality.

2.2 Using T-duality to construct or constrain actions

Suppose that we didn’t actually know the two-derivative action for NS-NS sector fields, but knew only that it was invariant under diffeomorphisms and \(B\)-field gauge transformations. In this case there are four possible terms we could write down in the Lagrangian,

\[
f_1(\Phi) \sqrt{-g} R, \quad f_2(\Phi) \sqrt{-g} H^2, \quad f_3(\Phi) \sqrt{-g} \nabla^2 \Phi, \quad f_4(\Phi) \sqrt{-g} \left( \nabla \Phi \right)^2, \quad (2.3)
\]

where the \(f_i\) are arbitrary functions of \(\Phi\). Note that one combination of these would be a total derivative, but if we continue to work at the level of Lagrangians, we can keep all four terms. If we also know that the Lagrangian was invariant under the Buscher rules above, then we can actually fix the action up to an overall constant. We would do this by assuming a background with a \(U(1)\) isometry, evaluating each of the terms above in that situation, and demanding that the result be invariant. One finds the invariant combination

\[
\mathcal{L} \supset \mathcal{N} e^{-2\Phi} \sqrt{-g} \left( R - \frac{1}{12} H^2 + 4 \nabla^2 \Phi - 4 \left( \nabla \Phi \right)^2 \right), \quad (2.4)
\]

with \(\mathcal{N}\) an arbitrary constant\(^1\). If we knew the coefficient of one of the terms, like the Einstein-Hilbert term, then the other terms are determined. In this way, T-duality can be used to fix the form of the action.

T-duality is also a useful guide in the presence of D-branes, converting a brane which wraps the direction of the \(U(1)\) isometry into one which is localized at a point.

\(^1\)One can compare this result with equation (1.10) of [10], which is obtained by slightly different reasoning.
in the circle direction\footnote{In this discussion, we are referring to probe branes, not to branes or stacks of branes that backreact on the geometry. A supergravity solution corresponding to a stack of branes wrapping a circle isometry with backreaction taken into account is converted, by T-duality, into a solution where a stack of lower-dimensional branes are smeared along the circle direction. Instead, we are typically interested in only a single brane which is localized, not smeared.} T-duality should map the actions on such dual pairs of branes into one another. In this paper we will be focused on the Wess-Zumino part of the D-brane action, its higher derivative corrections, and terms related to it by T-duality. These terms can be written as

$$T_p \int_{D_p} \mathcal{L}^{(p+1)}_{WZ},$$

(2.5)

where $T_p$ is the tension of the D-brane and $\mathcal{L}^{(p+1)}_{WZ}$ is a $(p+1)$-form on the worldvolume of the D-brane. A naive guess for the zero-derivative piece of this action would be $\mathcal{L}^{(p+1)}_{WZ} = C^{(p+1)}$, but it turns out that this is inconsistent with T-duality. Indeed, the requirement of consistency with T-duality is equivalent to demanding (we use a prime to indicate that the expression should be transformed by the Buscher rules (2.1) and (2.2))

$$\mathcal{L}^{(p+1)\prime}_{WZ \, \mu_1 \cdots \mu_{p+1}} = \mathcal{L}^{(p+2)}_{WZ \, \mu_1 \cdots \mu_{p+1} y}, \quad \mathcal{L}^{(p+1)\prime}_{WZ \, \mu_1 \cdots \mu_{p} y y} = \mathcal{L}^{(p)}_{WZ \, \mu_1 \cdots \mu_{p}},$$

(2.6)

which is not satisfied by $C^{(p+1)}$ because of the non-linear pieces in the transformation rules (2.2). Rather, we should proceed as before and write down the possible terms which can appear, evaluate them in a circle isometry ansatz, and impose T-duality. Doing so, we arrive at the T-duality completion of this naive term,

$$\mathcal{L}^{(p+1)}_{WZ} = C e^B \mid_{(p+1)-\text{form}},$$

(2.7)

where $C$ is a formal sum of R-R potentials and

$$e^B = 1 + B + \frac{1}{2} B \wedge B + \cdots.$$

(2.8)

It is not hard to see that (considered as forms in the ten-dimensional spacetime) the expression (2.7) satisfies (2.6).

Thus, if one knew about T-duality, and knew that we expected at least a term in the Lagrangian like $\int_{D_p} C^{(p+1)}$, then we could deduce that it must be part of a larger “T-duality invariant”, $\int_{D_p} C e^B$, where the $(p + 1)$-form integrand here is understood to be pulled back to the worldvolume of the $Dp$-brane. Of course, if we also considered...
invariance under $B$-field gauge transformations, then we would be lead to introduce more terms, so that the final result was

$$S^{(0)}_{WZ} = T_p \int_{D_p} C e^{B + 2\pi \alpha' F},$$

(2.9)

where $F = dA$ is the field strength of the worldvolume gauge field which transforms under $B$-field gauge transformations $B \rightarrow B + d\Lambda$ as $A \rightarrow A - \Lambda/(2\pi \alpha')$.

In most of what follows we will set the gauge field to zero, though of course the eventual task of constructing a full non-linear action will require its inclusion, along with many other terms that we have not written down, in order to satisfy $B$-field gauge invariance [11].

2.3 Higher derivative corrections

Now we turn to four-derivative terms. It is known that (up to field redefinitions), the type II two-derivative supergravity action gets no corrections until certain eight-derivative terms predicted from string theory appear. Thus the action receives only $(\alpha')^3$ corrections, and is uncorrected at order $\alpha'$ and $(\alpha')^2$. It then follows, trivially, that the Buscher rules which we wrote down before continue to be symmetries of (the NS-NS part of) the action to order $(\alpha')^2$.

We will then assume that this observation holds also in the presence of branes, where suddenly the idea that the Buscher rules remain uncorrected at order $(\alpha')^2$ becomes a powerful tool. The worldvolume actions of D-branes, and the Wess-Zumino piece in particular, is known to receive four-derivative corrections at order $(\alpha')^2$. If the original Buscher rules continue to describe $T$-duality at this order, then they can be used to strongly constrain these corrections to the action, since the four-derivative parts of the action will need to be $T$-duality covariant by themselves. On the other hand, if the Buscher rules were corrected to this order, then it would be much more difficult to extract any useful information, since we would have to contend with mixing between $T$-duality transformations of the zero-derivative and four-derivative parts of the action.

It’s not completely clear that our assumption is reasonable - one could perhaps imagine corrections to the Buscher rules which were non-vanishing only in the presence of branes or other sources. However, for now we will proceed with this idea, and we will find that the computations we do later in section 3 will confirm the predictions we make here, thus justifying, to some extent, our assumptions.
Now we turn to the known corrections to the Wess-Zumino action \([1, 2, 3, 5]\),

\[
\mathcal{L}_{WZ} = C e^B \left( 1 + \frac{\pi^2 (\alpha')^2}{24} (\text{tr} R_T \wedge R_T - \text{tr} R_N \wedge R_N) + \cdots \right). \tag{2.10}
\]

The order \((\alpha')^2\) correction here is proportional to a four-form

\[
X^{(4)}_{\text{original}} = \text{tr} R_T \wedge R_T - \text{tr} R_N \wedge R_N
= \frac{1}{4} \left( -g_T^{ef} g_T^{gh} (R_T)_{abef} (R_T)_{cdgh} + \delta^{ik} \delta^{j\ell} (R_N)_{ab}^{ij} (R_N)_{cd}^{\ell k} \right) dx^a \wedge dx^b \wedge dx^c \wedge dx^d, \tag{2.11}
\]

where \(g_T\) is the induced metric on the brane worldvolume, \(R_T\) is the curvature tensor built from \(g_T\), and \(R_N\) is the curvature of the normal bundle. Here and throughout this paper we use the indices \(a, b\), etc. to refer to the worldvolume of the D-brane, and indices \(i, j\), etc. to refer to the normal bundle. Our notation largely follows that of \([12]\). We will use indices \(\mu, \nu\), etc. for the ten-dimensional spacetime.

In order to relate the curvatures \(R_T\) and \(R_N\) to the ten-dimensional spacetime curvature, we must first introduce the second fundamental form \([13]\),

\[
\Omega_{ab}^i = \delta^{ij} g_{\mu\nu} \xi_i^\mu \left( \partial_\mu \partial_\nu X^\alpha - (\Gamma_T)_{\alpha \beta}^c \partial_c X^\nu + \Gamma^\nu_{\rho\sigma} \partial_\alpha X^\rho \partial_\beta X^\sigma \right). \tag{2.12}
\]

In this expression, \(\Gamma^\nu_{\rho\sigma}\) and \((\Gamma_T)^c_{ab}\) are the Christoffel symbols constructed from the spacetime and worldvolume metrics respectively.

We then use the Gauss-Codazzi equations, which state

\[
(R_T)_{abcd} = R_{abcd} + \delta_{ij} \left( \Omega_{ac}^i \Omega_{bd}^j - \Omega_{ad}^i \Omega_{bc}^j \right), \tag{2.13}
\]

\[
(R_N)_{ab}^{ij} = -R_{ab}^{ij} + g_T^{cd} \left( \Omega_{ac}^i \Omega_{bd}^j - \Omega_{ad}^i \Omega_{bc}^j \right).
\]

Here we raise and lower indices with \((g_T)_{ab}\) or \(\delta_{ij}\), as appropriate, and we pull back indices from spacetime using either \(\partial_\alpha X^\mu\) or \(\xi_i^\mu\), so

\[
R_{abcd} = \partial_\alpha X^\mu \partial_\beta X^\nu \partial_\gamma X^\rho \partial_\delta X^\sigma R_{\mu\nu\rho\sigma}, \quad R_{ab}^{ij} = \delta^{ik} \delta^{j\ell} \partial_\alpha X^\mu \partial_\beta X^\nu \xi_k^\mu \xi_\ell^\nu R_{\mu\nu\rho\sigma}. \tag{2.14}
\]

We will work in a linearized approximation, which means that we expand all of our fields around a flat background and work to leading order in the fluctuations. We
do this both to greatly simplify our calculations, and also because these are really the only results that we can realistically compare to the disc amplitudes we compute in section 3. Fortunately, this does provide an enormous simplification since the second fundamental form vanishes in the flat background and so must be at least first order in fluctuations, which means that it contributes to $R_T$ and $R_N$ only at second order in the fields or higher. Meanwhile, the spacetime curvature does have a piece which is first order in the fluctuations,

$$R_{\mu\nu\rho\sigma} = -\partial_{[\mu}h_{\sigma]\nu} + \partial_{[\nu}h_{\mu]\sigma] + \mathcal{O}(h^2),$$

(2.15)

where we have split the metric into background plus fluctuation, $g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}$. Thus, to leading order in the fluctuations,

$$\left(X_{\text{original}}^{(4)}\right)_{abcd} = 12 \left(-\partial_{[a}h_{b]}\partial_{c[d]h_{e]f + \partial_{[a}h_{b]f\partial_{c[f]h_{d]e}} + \partial_{[a}h_{b]j\partial_{c[j]h_{d]i}} - \partial_{[a}h_{b]}\partial_{c[j]h_{d]i}} + \mathcal{O}(h^3).\right)$$

(2.16)

### 2.4 T-dualizing the corrections

Now we note that the action so far (to this order in $\alpha'$) is not consistent with T-duality, since

$$\mathcal{L}^{(p+1)}_{WZ} = \frac{\pi^2 \alpha'^2}{24} (C e_B)^{(p-3)} \wedge X_{\text{original}}^{(4)}$$

(2.17)

does not satisfy (2.6). In order to find an action that is consistent with T-duality, we make the following ansatz\(^3\)

$$\frac{24}{\pi^2 \alpha'^2} \mathcal{L}_{a_1\cdots a_{p+1}}^{(p+1)} = \frac{(p+1)!}{4! (p-3)!} (C e_B)^{(p-3)}_{[a_1\cdots a_{p-3}]} X_{a_{p-2}a_{p-1}a_p a_{p+1}}^{(4)} + \frac{(p+1)!}{3! (p-2)!} (C e_B)^{(p-1)}_{[a_1\cdots a_{p-2}i]} X_{a_{p-1}a_p a_{p+1}}^{(3)i} + \frac{(p+1)!}{2^2 (p-1)!} (C e_B)^{(p+1)}_{[a_1\cdots a_{p-1}i_1i_2]} X_{a_{p} a_{p+1}}^{(2)i_1i_2}$$

(2.18)

\(^3\)The normalizations here are chosen so as to make the T-duality rules in (2.20) simple. In principle we could also include terms with $X_a^{(1)i_1i_2i_3}$ and $X^{(0)i_1i_2i_3i_4}$, which would in turn correspond to couplings of higher degree forms $C^{(p+3)}$ and $C^{(p+5)}$ to the D-brane. However, it turns out that these couplings do not occur in the T-duality invariants built from $X_{\text{original}}^{(4)}$. 
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We assume that the objects $X^{(n)}$ are built out of NS-NS sector closed string fields.

To impose consistency under T-duality, we must ensure that this ansatz satisfies \[ (2.6) \], which happens iff

$$
X_{a_1 a_2 a_3 a_4}^{(4)'} = X_{a_1 a_2 a_3 a_4}^{(4)}, \quad X_{a_1 a_3}^{(3) i} = X_{a_1 a_3}^{(3) i}, \quad X_{a_1 a_2}^{(2) i_1 i_2} = X_{a_1 a_2}^{(2) i_1 i_2}, \quad (2.19)
$$

and

$$
X_{a_1 a_2 a_3}^{(3) y} = X_{a_1 a_2 a_3 y}^{(4)}, \quad X_{a_1 a_2}^{(2) y} = X_{a_1 a_2 y}^{(3) i}, \quad (2.20)
$$

where a prime means that we have used the Buscher rules to transform the object in question. This ansatz and these consistency conditions should in fact hold even beyond the linearized approximation, though at higher orders we may also have to incorporate open string fields.

Now we would like to build an action which includes the known terms \[ (2.11) \] but which is consistent with the T-duality rules expressed above. Note that all four of the terms in \[ (2.16) \] have two of the four antisymmetrized free indices attached to derivatives. The Buscher rules, given our assumption that they are exact to this order in $\alpha'$, will preserve this fact - any terms which can mix with these four terms under T-duality must also have two of the antisymmetrized indices occupied by derivatives. One immediate consequence of this is that we need not consider terms in $X^{(n)}$ which are linear order in NS-NS fluctuations, since in that case all derivatives would be hitting the same field and antisymmetrizing any two derivatives would give zero. This is not to say that terms with only one NS-NS field will not occur (indeed they are expected, see \[ [15] \]), but simply that they cannot appear in the same T-duality invariant as \[ (2.16) \]. Furthermore, applying the Buscher rules never reduces the number of fluctuations in a term, so we see that we can restrict ourselves to terms which are quadratic in the fluctuations and we can also restrict ourselves to the linearized version of the Buscher rules,

\[
\Phi' = \Phi - \frac{1}{2} h_{yy}, \quad (2.21)
\]

with $h_{\mu\nu}$ and $B_{\mu\nu}$ left invariant.

---

4Note that the Buscher rules always preserve the number of R-R fields which appear in an expression, so this Wess-Zumino term does not mix under T-duality with terms that contain no R-R fields, such as DBI, or with terms that contain more than one R-R field.

5Here the T-duality transformation swaps an upper $y$ index with a lower $y$ index (though of course at linearized order around a flat background this is irrelevant). This is a frequent feature of T-duality transformations of NS-NS fields and fluxes, such as for example so-called generalized NS-NS fluxes \[ [14] \].
Under these transformations, it is not hard to verify that the terms in (2.16) can only mix with certain terms, which we can enumerate,

\[ X^{(4)}_{a_1a_2a_3a_4} = \alpha_1 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3]} h_{a_4]} + \alpha_2 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3]} h_{a_4]} \partial_{a_5]} h_{a_6]} \partial_{a_7]} h_{a_8]} \partial_{a_9]} h_{a_{10]}}, \]

\[ X^{(3)}_{a_1a_2a_3} = \beta_1 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3]} B_{c} + \beta_2 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3]} B_{b} + \beta_3 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3]} B_{k}, \]

\[ X^{(2)}_{a_1a_2} = \gamma_1 \partial_{[a_1} b \partial_{a_2]} h_{i j} + \gamma_2 \partial_{[a_1} b \partial_{a_2]} h_{i j} + \gamma_3 \partial_{[a_1} b \partial_{a_2]} h_{i j}, \]

From (2.16) we know that \(-\alpha_1 = \alpha_2 = \alpha_3 = -\alpha_4 = 12\), but we would like to use our T-duality constraints to determine the remaining fourteen constants. To proceed, we need to evaluate the expressions above in an ansatz with a circle bundle. For instance, suppose the circle bundle is along the brane, then we would evaluate \(X^{(4)}\) as

\[ X^{(4)}_{a_1a_2a_3a_4} = \tilde{X}^{(4)}_{a_1a_2a_3a_4} + \alpha_1 \partial_{[a_1} b \partial_{a_2}] y \partial_{a_3}] h_{a_4]} + \alpha_6 \partial_{[a_1} b \partial_{a_2}] y \partial_{a_3}] h_{a_4]}, \quad (2.22) \]

where hatted indices are summed over all directions along the brane excluding \(y\), and where \(\tilde{X}^{(4)}\) represents the expression for \(X^{(4)}\) but with \(y\) excluded from all sums. Under T-duality, this expression becomes

\[ X^{(4)'}_{a_1a_2a_3a_4} = \tilde{X}^{(4)}_{a_1a_2a_3a_4} + \alpha_1 \partial_{[a_1} b \partial_{a_2}] y \partial_{a_3}] h_{a_4]} + \alpha_6 \partial_{[a_1} b \partial_{a_2}] y \partial_{a_3}] h_{a_4]}, \quad (2.23) \]

Meanwhile, if the circle bundle is normal to the brane we have

\[ X^{(4)}_{a_1a_2a_3a_4} = \tilde{X}^{(4)}_{a_1a_2a_3a_4} + \alpha_3 \partial_{[a_1} b \partial_{a_2}] y \partial_{a_3}] h_{a_4]} + \alpha_5 \partial_{[a_1} b \partial_{a_2}] y \partial_{a_3}] h_{a_4]}, \quad (2.24) \]

Comparing (2.23) and (2.24) we learn that \(\alpha_1 = \alpha_5\) and \(\alpha_6 = \alpha_3\). Similar considerations for \(X^{(3)}\) and \(X^{(2)}\) show that \(\beta_1 = \beta_5\), \(\beta_6 = \beta_3\), \(\gamma_2 = \gamma_5\), and \(\gamma_3 = \gamma_1\).

Next, we also compute

\[ X^{(4)'}_{a_1a_2a_3y} = \frac{1}{2} \alpha_1 \left( \partial_{[a_1} b \partial_{a_2} c \partial_{a_3}] B_{cy} - \partial_{[a_1} b \partial_{a_2} y \partial_{a_3}] B_{cy} \right) + \frac{1}{2} \alpha_2 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3}] B_{by} \]

\[ + \frac{1}{2} \alpha_3 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3}] B_{ky} + \frac{1}{2} \alpha_4 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3}] B_{kj} \]

\[ - \frac{1}{2} \alpha_5 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3}] B_{ky} - \frac{1}{2} \alpha_6 \partial_{[a_1} b \partial_{a_2} c \partial_{a_3}] B_{kj}. \]  

(2.25)
and

\[
X_{a_1a_2a_3}^{(3)y} = -\beta_1 \partial_{a_1} b h_{a_2} c \partial_{a_3} B_y - \beta_2 \partial_{a_1} b h_{a_2} c \partial_{a_3} c B_y - \beta_3 \partial_{a_1} j h_{a_2} k \partial_{a_3} j B_{ky} \\
- \beta_4 \partial_{a_1} j h_{a_2} k \partial_{a_3} j B_{ky} + \beta_5 \left( \partial_{a_1} b h_{a_2|y} \partial_{a_3|y} B_{a_3|y} + \partial_{a_1} h_{a_2|y} \partial_{a_2|b} B_{a_3|y} \right) \\
+ \beta_6 \partial_{a_1} j h_{a_2|y} \partial_{a_3|y} B_{a_3|b}, \tag{2.26}
\]

from which we deduce that \( \beta_1 = -\frac{1}{2} \alpha_1, \beta_2 = -\frac{1}{2} \alpha_2, \beta_3 = -\frac{1}{2} \alpha_3, \beta_4 = -\frac{1}{2} \alpha_4, \beta_5 = -\frac{1}{2} \alpha_5 = -\frac{1}{2} \alpha_1, \) and \( \beta_6 = -\frac{1}{2} \alpha_6 = -\frac{1}{2} \alpha_3. \)

A comparison of \( X_{a_1a_2y}^{(3)i} \) and \( X_{a_1a_2y}^{(2)ij} \) then lead us also to \( \gamma_1 = -\frac{1}{3} \beta_5 = -\frac{1}{3} \beta_1, \gamma_2 = -\frac{1}{3} \beta_6, \gamma_3 = -\frac{1}{3} \beta_1, \gamma_4 = -\frac{1}{3} \beta_2, \gamma_5 = -\frac{1}{3} \beta_3, \) and \( \gamma_6 = -\frac{1}{3} \beta_4. \) Note that all the conditions are self-consistent, and we are left with the result,

\[
X_{a_1a_2a_3a_4}^{(4)} = 12 \left( -\partial_{[a_1} b h_{a_2} c \partial_{a_3]b} h_{a_4]} c + \partial_{[a_1} b h_{a_2} c \partial_{a_3]c} h_{a_4} b + \partial_{[a_1} j h_{a_2} k \partial_{a_3]j} h_{a_4]} k \\
- \partial_{[a_1} j h_{a_2} k \partial_{a_3]} j h_{a_4]i} - \partial_{[a_1} b B_{a_2} j \partial_{a_3]} B_{a_4]i} + \partial_{[a_1} j B_{a_2} b \partial_{a_3]} j B_{a_4]i} \right),
\]

\[
X_{a_1a_2a_3}^{(3)i} = 6 \left( \partial_{[a_1} b h_{a_2} c \partial_{a_3]} b B^i c - \partial_{[a_1} b h_{a_2} c \partial_{a_3]} c B^i b - \partial_{[a_1} j h_{a_2} k \partial_{a_3]} j B^i k \\
+ \partial_{[a_1} j h_{a_2} k \partial_{a_3]} B^j i + \partial_{[a_1} b h^{ij} \partial_{a_2]} j B_{a_3]i} - \partial_{[a_1} j h^{ij} \partial_{a_2]} j B_{a_3]i} \right), \tag{2.27}
\]

\[
X_{a_1a_2}^{(2)i_1i_2} = 2 \left( -\partial_{[a_1} b h^{i_1|j} \partial_{a_2]} j h^{i_2|j} - \partial_{[a_1} j h^{i_1|b} \partial_{a_2]} j h^{i_2|b} - \partial_{[a_1} b B^{i_1|c} \partial_{a_2]} B^{i_2|c} \\
+ \partial_{[a_1} b B^{i_1|c} \partial_{a_2]} c B^{i_2|c} + \partial_{[a_1} j B^{i_1|k} \partial_{a_2]} j B^{i_2|k} - \partial_{[a_1} j B^{i_1|k} \partial_{a_2]} k B^{i_2|k} \right).
\]

Taking into account the factorial factors in (2.18), we see that this result can be written in the form (1.4).

### 2.5 Brief discussion

What we have argued in this section is that considerations of T-duality combined with the previously known four-derivative contributions to the Wess-Zumino action are sufficient to fix the coefficients of the eighteen couplings listed above. This is certainly not to claim that these will be the only four-derivative corrections to this action. Indeed, the action as we would write it now, though consistent with linearized T-duality, would not be consistent with R-R gauge invariance, B-field gauge invariance, or diffeomorphism invariance, even at the linearized level, nor would it be completely consistent with T-duality at the non-linear level. In order to restore consistency, then, many more terms will have to be included. Moreover, it is certainly desirable to rewrite the new couplings to display their topological nature if possible. Additional four
derivative terms, beyond those we are presenting are required. These can be determined by computing further string disc amplitudes. A vertex operator computation, however, can rapidly become very cumbersome to say the least since higher-point correlation functions will be needed. A possible approach could be to rederive the new couplings using an anomaly inflow argument along the lines of [2]. Work in this direction is in progress [11]. Nonetheless, the presence of these extra terms cannot modify the coefficients that we have determined above.

However, our derivation is perhaps not yet completely satisfactory. We have relied crucially on the assumption that the Buscher rules do not get modified at this order in the derivative expansion. So, we would like to check our results by comparing them with actual computations of string disc amplitudes, which will be our task in the remainder of the paper. The relevant disc amplitudes, involving the insertion of one R-R vertex operator and two NS-NS vertex operators, are subtle objects, and in order to accurately compute the full amplitudes one must deal with issues involving spurious states not decoupling. Indeed, as discussed in [16], the OPE of two physical vertex operators can lead to vertex operators of unphysical states. The coefficients of these states are, however, total derivatives which decouple on the sphere. On spaces like the disc these can lead to boundary terms. If a particular term receives contributions from diagrams in which these spurious states propagate, then the naive computation is unreliable, in the sense that amplitudes computed in different pictures (i.e. with different choices of how to distribute picture charge) can disagree. Moreover, poles in the small momentum expansion corresponding to spurious states may appear. Such poles appear, for example, in the two-point function of one R-R potential and one \( B \)-field, which in the supergravity limit contributes to the \( \int C^{(p-1)} \wedge B \) coupling on a Dp-brane. It is not difficult to see that neither of the two diagrams contributing (one with a vertex directly on the brane and one with a vertex in spacetime) can have any poles in the momentum expansion. However, depending on the picture being used to compute the result poles at small momentum can appear. The presence of these poles has first been noticed in [17, 18]. Presumably the discrepancies can be repaired by adding appropriate boundary terms. Work to verify this is in progress.

Fortunately, for the specific couplings that appear in (1.4) these issues will not arise. Roughly, the reason is that these couplings should only get contributions from contact diagrams in which all three fields meet in a vertex on the brane as in figure 1a), and not from diagrams in which states propagate between two vertices, such as
Figure 1: In these diagrams the wavy lines represent NS-NS fields while the solid lines represent R-R fields.

the examples shown in figures 1b) and 1c). If there were contributions of the latter type, then spurious states propagating between the vertices could potentially cause problems, but the former type of coupling should be safe. For example, consider the terms in (2.16). Since bulk spacetime interactions between gravitons and R-R fields cannot change the degree of the R-R field, and since we know that the bulk vertices and propagators do not get four-derivative corrections, the only possible diagrams with internal bulk propagators that can contribute are those in which a \((p-3)\)-form R-R field has a four-derivative contact term on the brane with either zero or one graviton, like in figure 1c) or 1b) respectively. But it is easy to see that we can’t write down any such non-vanishing contact terms, since we would need momenta to soak up three of the indices along the brane (we could soak up at most \(p - 3\) indices with the R-R form and one index with the graviton polarization), but there are only at most two independent momenta available at the vertex.

Similar arguments can be used to show that the other terms in (1.4) do not receive contributions from diagrams with internal bulk propagators, but the details quickly become quite involved. Instead, let us proceed to compute the relevant couplings in various pictures. Since the result will turn out to be independent of the picture, and will agree with our predictions from T-duality, it is reasonable to conclude that spurious states are not making troublesome contributions.
3 Disc Amplitudes

In this section we shall compute disc amplitudes with one insertion of a R-R field and two insertions of NS-NS fields. For the specific couplings in (1.4), we will perform the computation in various different pictures and we will confirm that they agree with each other and with T-duality. We will also point out how the situation is more subtle for some other couplings, with unphysical poles arising in the amplitude, and picture-dependent results.

For the case of the original couplings (1.3), the three-point amplitudes were computed in [17, 19, 20].

3.1 Basic Conventions

We work in the RNS worldsheet formalism, with the closed string vertex operators being constructed out of bosons $X^\mu(z, \bar{z}) = X^\mu(z) + \tilde{X}^\mu(\bar{z})$ and fermions $\psi^\mu(z), \tilde{\psi}^\mu(\bar{z})$, as well as the picture ghosts $\phi(z)$ and $\tilde{\phi}(\bar{z})$. Since we work with integrated vertex operators, we won’t need the $b, c, \eta, \xi$ ghosts.

On the upper half-plane, the holomorphic fields have OPEs among themselves,

$X^\mu(z)X^\nu(w) \sim -\eta^{\mu\nu} \log(z - w),$
$\psi^\mu(z)\psi^\nu(w) \sim -\frac{\eta^{\mu\nu}}{z - w},$
$\phi(z)\phi(w) \sim -\log(z - w),$  \hspace{1cm} (3.1)

with similar expressions for the antiholomorphic fields. The presence of the boundary (the real axis), representing the D-brane, leads to non-trivial OPEs also between holomorphic and antiholomorphic fields,

$X^\mu(z)\tilde{X}^\nu(\bar{w}) \sim -D^{\mu\nu} \log(z - \bar{w}),$
$\psi^\mu(z)\tilde{\psi}^\nu(\bar{w}) \sim -\frac{D^{\mu\nu}}{z - \bar{w}},$
$\phi(z)\tilde{\phi}(\bar{w}) \sim -\log(z - \bar{w}).$  \hspace{1cm} (3.2)

Here the matrix $D^{\mu\nu}$ is a diagonal matrix that agrees with $\eta^{\mu\nu}$ in directions along the brane (Neumann boundary conditions) and with $-\eta^{\mu\nu}$ in directions normal to the brane (Dirichlet boundary conditions). In our previous notation, $D^{ab} = \eta^{ab}, D^{ij} = -\delta^{ij},$

In this section we will mostly work in units where $\alpha' = 2$, in order to keep things notationally simple.
$D^{ai} = 0$. Using $\eta_{\mu\nu}$ to raise or lower indices, then we have $D^\mu\rho D^\rho_\nu = \delta^\mu_\nu$. One can now use a convenient trick \cite{21} \cite{22} when computing amplitudes. One can make the replacements

\[
\bar{X}^\mu(\bar{z}) \rightarrow D^\mu_\nu X^\nu(\bar{z}), \quad \bar{\psi}(\bar{z}) \rightarrow D^\mu_\nu \psi^\nu(\bar{z}), \quad \bar{\phi}(\bar{z}) \rightarrow \phi(\bar{z}), \quad (3.3)
\]

and then use only the holomorphic OPEs \cite{3.1}, but where we now regard $z$ and $\bar{z}$ as independent insertion points.

In order to construct R-R vertex operators, we will also need spin fields $S_A(z)$ and $\tilde{S}_B(\bar{z})$, where $A$ and $B$ are spinor indices. Rather than give the individual OPEs involving spin fields, it will suffice to quote the general fermion sector expectation values that we will need\footnote{A similar expression appears in \cite{23}, though their result restricts to fermions on the boundary of the disc. We need the more general result shown here.}.

\[
\langle S_A(z)\tilde{S}_B(\bar{z})\psi^{\mu_1}(z_1)\cdots\psi^{\mu_n}(z_n) \rangle = \frac{1}{2^{n/2}} \frac{(z - \bar{z})^{n/2-5/4}}{\sqrt{(z_1 - z)(z_1 - \bar{z})\cdots(z_n - z)(z_n - \bar{z})}} \times \left[ (\Gamma^{\mu_n\cdots\mu_1}C^{-1}M^T)_{AB} + \psi^{\mu_1}(z_1)\overline{\psi}^{\mu_2}(z_2)(\Gamma^{\mu_n\cdots\mu_3}C^{-1}M^T)_{AB} \pm \ldots \right.
\]

\[
+ \psi^{\mu_1}(z_1)\overline{\psi}^{\mu_2}(z_2)\psi^{\mu_3}(z_3)\overline{\psi}^{\mu_4}(z_4)(\Gamma^{\mu_n\cdots\mu_5}C^{-1}M^T)_{AB} \pm \ldots \right], \quad (3.4)
\]

where

\[
\psi^{\mu_1}(z_1)\overline{\psi}^{\mu_2}(z_2) = -\eta^{\mu_1\mu_2}(z_1 - z)(\bar{z}_2 - \bar{z}) + (z_2 - z)(\bar{z}_1 - \bar{z}) \left(\frac{z - \bar{z}}{z_1 - z_2}\right) = -\frac{\eta^{\mu_1\mu_2}}{z - \bar{z}} P(z_1, z_2). \quad (3.5)
\]

In these expressions we use real symmetric $32 \times 32$ gamma matrices $(\Gamma^\mu)_{AB}$ which satisfy

\[
\{\Gamma^\mu, \Gamma^\nu\} = -2\eta^{\mu\nu}, \quad (3.6)
\]

$C^{AB}$ is an antisymmetric charge conjugation matrix, and $M_A^B$ encodes the Neumann and Dirichlet boundary conditions as they are realized on spinor indices, so that it satisfies $\Gamma^\mu M = D^\mu_\nu M\Gamma^\nu$. It is explicitly given by

\[
M = \begin{cases} 
\pm \frac{1}{(p+1)!} (\varepsilon^v)_{a_0\cdots a_p} \Gamma^{a_0} \cdots \Gamma^{a_p}, & \text{for } p \text{ even}, \\
\pm \frac{1}{(p+1)!} (\varepsilon^v)_{a_0\cdots a_p} \Gamma^{a_0} \cdots \Gamma^{a_p} \Gamma_{11}, & \text{for } p \text{ odd},
\end{cases} \quad (3.7)
\]

where $\varepsilon^v$ is the epsilon tensor on the brane worldvolume and where

\[
\Gamma_{11} = \frac{1}{10!} \varepsilon_{\mu_0\cdots\mu_9} \Gamma^{\mu_0} \cdots \Gamma^{\mu_9} = \Gamma^0 \cdots \Gamma^9. \quad (3.8)
\]
We will not be attempting to compute the overall normalization of our result (as opposed to relative phases, which will of course be crucial), so we can freely ignore the \( \pm 1 \) or \( \pm i \) in the definition of \( M \).

One final useful fact is that

\[
C^{-1} (\Gamma^\mu)^T C = -\Gamma^\mu. \tag{3.9}
\]

Though it is convenient to evaluate the expectation values in the upper half-plane, parametrized by \( z \), it turns out that to perform the integrals over the vertex operator positions it is more convenient to map the results to the interior of the unit disc with coordinate \( w \), via the map

\[
w = \frac{i - z}{i + z}, \quad z = \frac{1 - w}{1 + w}. \tag{3.10}
\]

We will also use the \( \text{SL}(2, \mathbb{R}) \) invariance to fix \( w_0 = 0 \), and \( w_1 = r_1 \), leaving \( w_2 = r_2 e^{i\theta} \). Here \( 0 \leq r_i \leq 1 \) and \( 0 \leq \theta \leq 2\pi \). Taking into account the measure factors \( d^2z \) and the Jacobian factor from fixing \( \text{SL}(2, \mathbb{R}) \), and mapping to the disc, we are left with the measure

\[
\sim \int_0^{2\pi} d\theta \int_0^1 \frac{r_1 dr_1}{(1 + r_1)^4} \int_0^1 \frac{r_2 dr_2}{|1 + r_2 e^{i\theta}|^4}. \tag{3.11}
\]

As mentioned above, we will not concern ourselves with the overall normalization of the result, since at the end of the calculation this can be fixed by comparing to the known terms \([2.11]\). The relative factors are the crucial pieces of new information that we would like to compare to the T-duality predictions \([1.4]\).

Thus the amplitudes we will be computing are

\[
A \sim \int_0^{2\pi} d\theta \int_0^1 \frac{r_1 dr_1}{(1 + r_1)^4} \int_0^1 \frac{r_2 dr_2}{|1 + r_2 e^{i\theta}|^4} \langle V^{R-R} V_1^{NS-NS} V_2^{NS-NS} \rangle. \tag{3.12}
\]

Here we evaluate the expectation value on the upper half-plane, map to the disc, and fix positions as described.

### 3.2 Selection rules

We would like to compare the couplings of \([1.4]\) with the amplitudes we compute. Let us denote the two NS-NS polarizations by \( (\varepsilon_1)_{\mu\nu} \) and \( (\varepsilon_2)_{\mu\nu} \), where a graviton is represented by a symmetric traceless polarization \( \varepsilon_{\mu\nu} = h_{\mu\nu} \), and a \( B \)-field is represented by an antisymmetric polarization \( \varepsilon_{\mu\nu} = B_{\mu\nu} \). Let \( p_1 \) and \( p_2 \) be the momenta associated to these two fields.
We can split the couplings into two classes, which we will denote class A and class B. Class A couplings involve one contraction between the two NS-NS polarizations and one contraction between $p_1$ and $p_2$, while class B couplings involve each polarization contracting with the other field’s momentum. Note that in each of $X^{(4)}$, $X^{(3)}$, and $X^{(2)}$ we have four couplings of class A and two of class B. Moreover, every term has one additional factor each of $p_1$ and $p_2$ carrying a free index along the brane. Schematically,

- **Class A**: $(p_1 \cdot p_2) (\varepsilon_1 \cdot \varepsilon_2)_{\mu\nu} p_1^a p_2^b$,
- **Class B**: $(\varepsilon_1 \cdot p_2)_\mu (\varepsilon_2 \cdot p_1)_\nu p_1^a p_2^b$.

Here the indices $\mu$ and $\nu$ would lie along the brane in $X^{(4)}$, normal to the brane in $X^{(2)}$, and one each in $X^{(3)}$.

In fact, the particular couplings of (1.4) obey more specific selection rules. We will see that once we apply the trick (3.3), the polarizations appear in the vertex operators in the combination $(\varepsilon D)_{\mu\nu}$ and contractions are only done with $\eta_{\mu\nu}$. Then there are four different possibilities for the contraction $(\varepsilon_1 \cdot \varepsilon_2)$ which appears in class A, depending on which pair of indices we contract,

$$
(D\varepsilon^T_1 \varepsilon_2)_{\mu\nu}, \quad (D\varepsilon^T_1 D\varepsilon^T_2)_{\mu\nu}, \quad (\varepsilon_1 D\varepsilon_2 D)_{\mu\nu}, \quad (\varepsilon_1 \varepsilon^T_2)_{\mu\nu}, \quad (3.13)
$$

where $\varepsilon^T$ is simply the transpose of the polarization $\varepsilon$. Now observe that in $X^{(4)}$ and $X^{(2)}$ we have either two gravitons or two $B$-fields, while in $X^{(3)}$ we always have one of each. Because of this one can check that all twelve class A couplings satisfy the selection rules

$$
(D\varepsilon^T_1 \varepsilon_2 D)_{\mu\nu} = (\varepsilon_1 \varepsilon^T_2)_{\mu\nu}, \quad (D\varepsilon^T_1 D\varepsilon^T_2)_{\mu\nu} = (\varepsilon_1 D\varepsilon_2 D)_{\mu\nu}. \quad (3.14)
$$

For the six terms in class B, we similarly note that the free index on a graviton is always along the brane, while the free index on a $B$-field is always normal to the brane, which leads to the selection rules

$$
(\varepsilon Dp)_\mu = (pD\varepsilon D)_\mu, \quad (\varepsilon p)_\mu = (p\varepsilon D)_\mu. \quad (3.15)
$$

We will use these rules, together with $p_i^a = (Dp_i)_a$, in the disc amplitudes to compute the specific coefficients which appear in (1.4).
3.3 Computation in the $(-3/2, -1/2) \times (0, 0) \times (0, 0)$ picture

We will now perform the computation for a particular distribution of picture charge, in which both NS-NS vertex operators are in the $(0, 0)$ picture while the R-R vertex operator is in the $(-3/2, -1/2)$ picture.

3.3.1 Vertex Operators

Explicitly, we have

$$V_{i}^{(0,0)}(z_{i}, \bar{z}_{i}) = (\varepsilon_{i}D)_{\mu \nu} (\partial X^{\mu} + i (p_{i} \psi) \psi^{\mu}) e^{ip_{i}X}(z_{i}) (\partial X^{\nu} + i (p_{i} D \psi) \psi^{\nu}) e^{ip_{i}DX}(\bar{z}_{i}),$$

and [24, 23]

$$V^{(-3/2, -1/2)}(z_{0}, \bar{z}_{0}) = (CP_{-}\Phi)^{AB} e^{-\frac{3}{2}s(z_{0})} e^{-\frac{1}{2} \phi(\bar{z}_{0})} S_{A}(z_{0}) S_{B}(\bar{z}_{0}) e^{ip_{0}X(z_{0}) + ip_{0}DX(z_{0})},$$

where the NS-NS vertex operators include polarizations $(\varepsilon_{i})_{\mu \nu}$ and momenta $p_{i}$, $i = 1, 2$, and where the R-R vertex operator has momentum $p_{0}$ and antisymmetric polarization $C_{\mu_{0}..\mu_{n}}$. We also make use of definitions

$$P_{\pm} = \frac{1}{2} (1 \pm \Gamma_{11}), \quad \text{and} \quad \phi^{*} = \frac{1}{(n + 1)!} C_{\mu_{0}..\mu_{n}}^{(n+1)}.$$  \hspace{1cm} (3.18)

Note the identity

$$(CP_{-}\Phi^{*})^{AB} (\Gamma^{\mu_{1}..\mu_{4}} C^{-1} M^{T})_{AB} = (-1)^{k+1} \text{Tr} \left( P_{-}\Phi^{*} M \Gamma^{\mu_{1}..\mu_{k}} \right).$$  \hspace{1cm} (3.19)

We also have the facts

$$\text{Tr} \left( P_{-}\Phi^{*} M \Gamma^{abcd} \right) \sim \frac{16}{(p - 3)!} (\varepsilon^{v})_{e_{0}..e_{p-4}abcd} C_{e_{0}..e_{p-4}}^{(p-3)},$$

$$\text{Tr} \left( P_{-}\Phi^{*} M \Gamma^{abc} \right) \sim \frac{16}{(p - 2)!} (\varepsilon^{v})_{e_{0}..e_{p-3}abc} C_{e_{0}..e_{p-3}}^{(p-1)} i,$$

$$\text{Tr} \left( P_{-}\Phi^{*} M \Gamma^{abij} \right) \sim \frac{16}{(p - 1)!} (\varepsilon^{v})_{e_{0}..e_{p-2}ab} C_{e_{0}..e_{p-2}}^{(p+1)} ij,$$

where we use $\sim$ because we ignore an overall $p$-dependent phase\footnote{We are actually glossing over another subtlety here; because of the presence of $\Gamma_{11}$ in the definition of $P_{-}$ (and possibly of $M$), there will be a second contribution in the trace which is in some sense the Poincare dual of the first. For instance in the first line there could be an additional coupling which is}

$$\frac{16}{(9 - p)!} (\varepsilon^{n})_{i_{1}..i_{9-p} C^{(13-p)} i_{1}..i_{9-p} abcd}.$$  \hspace{1cm} (3.21)

We will ignore these extra couplings, since they are not of the form that we are looking for.
Moreover, there are also certain physical state conditions which must be satisfied, namely that

\[ p_0^2 = p_1^2 = p_2^2 = 0, \quad \mu_i^\nu (\varepsilon_i)^\mu\nu = (\varepsilon_i)^\mu\nu p_i^\nu = 0, \quad p_0^\nu C_{\mu_1...\nu_n} = 0, \tag{3.22} \]

and we have momentum conservation along the brane, \( p_0^a + p_1^a + p_2^a = 0 \), or equivalently

\[ p_0 + Dp_0 + p_1 + Dp_1 + p_2 + Dp_2 = 0, \tag{3.23} \]

(this is actually enforced by the expectation value of the exponentials in the different vertex operators).

Now we turn to the computation of the couplings in (1.4), first those in class A and then those in class B. Note that in all cases we have exactly four free indices, either transverse or normal to the brane, which implies that we need to isolate contributions from the fermionic sector expectation value which contain precisely four gamma matrices.

### 3.3.2 Class A couplings

Since we need terms with four gamma matrices, we must focus on the terms in \( \langle V(-3/2,-1/2)V_1^{(0,0)}V_2^{(0,0)} \rangle \) which have at least four fermions. For the couplings in which \( \varepsilon_1 \) and \( \varepsilon_2 \) contract with each other, it turns out that contributions can come only from certain contractions of the eight fermion term, and from some of the four fermion terms in which the bosons, one from each NS-NS operator, contract with each other.

From the eight fermion term, it turns out that we have a factorization between the choice of polarization contraction and the choice of momentum contraction, so that all together the expectation value is

\[ -\frac{\mathcal{K}}{16} [z_0 - z_1]^{-2} [z_0 - \bar{z}_1]^{-2} [z_0 - z_2]^{-2} [z_0 - \bar{z}_2]^{-2} \text{Tr} (P\Phi M \Gamma_{\mu\nu\rho\sigma}) \]

\[ \times \left[ P(z_1, z_2) (D\varepsilon_1^T D\varepsilon_2 D)_{\nu\sigma} - P(z_1, \bar{z}_2) (D\varepsilon_2^T D\varepsilon_1^T)_{\nu\sigma} \right. \]

\[ \left. - P(\bar{z}_1, z_2) (\varepsilon_1 D\varepsilon_2 D)_{\nu\sigma} + P(\bar{z}_1, \bar{z}_2) (\varepsilon_1 \varepsilon_2^T)_{\nu\sigma} \right] \]

\[ \times \left[ -P(z_1, z_2) (p_1 p_2) (Dp_1)_\mu (Dp_2)_\rho + P(z_1, \bar{z}_2) (p_1 Dp_2) (Dp_1)_\mu p_2_\rho \right. \]

\[ \left. + P(\bar{z}_1, z_2) (p_1 Dp_2) p_1_\mu (Dp_2)_\rho - P(\bar{z}_1, \bar{z}_2) (p_1 p_2) p_1_\mu p_2_\rho \right], \tag{3.24} \]
where we have defined

\[
K = \prod_{i=0}^{2} (z_i - \bar{z}_i)^{p_i Dp_i} \prod_{i < j} |z_i - z_j|^{2p_i p_j} |\bar{z}_i - \bar{z}_j|^{2p_i Dp_j},
\]

(3.25)

from the contraction of the exponentials with each other.

Mapping to the disc, including the integration, and applying our class A selection rules \(3.14\), we find

\[
\frac{1}{256} \text{Tr} \left( P - \mathcal{C} \Gamma^{a \mu \rho \nu} \right) \int_0^{2\pi} d\theta \left( e^{i\theta} - e^{-i\theta} \right)^2 \int_0^1 r_1 dr_1 \int_0^1 r_2 dr_2 K \\
\times \left[ \frac{(\varepsilon_1 \varepsilon_2^T)_{\mu \nu}}{|r_1 - r_2 e^{i\theta}|^2} - \frac{(\varepsilon_1 D\varepsilon_2 D)_{\mu \nu}}{|1 - r_1 r_2 e^{i\theta}|^2} \right] \left[ \frac{(p_1 p_2)}{|r_1 - r_2 e^{i\theta}|^2} - \frac{(p_1 Dp_2)}{|1 - r_1 r_2 e^{i\theta}|^2} \right] p_{a b},
\]

(3.26)

where now

\[
K = \left( p_0 Dp_0 + p_1 Dp_1 + p_2 Dp_2 \right) (r_1 - r_2 e^{i\theta})^{2p_1 p_2} \left( 1 - r_1 r_2 e^{i\theta} \right)^{2p_1 Dp_2} \prod_{i=1}^2 \left( 1 - r_i^2 \right)^{p_0 Dp_i} r_i^{2p_0 p_i}.
\]

(3.27)

If we now turn to the contribution from four fermion terms, we find

\[
\frac{1}{256} \text{Tr} \left( P - \mathcal{C} \Gamma^{\mu \nu \rho \sigma} \right) \int_0^{2\pi} d\theta \int_0^1 dr_1 \int_0^1 dr_2 K \\
\times \left[ \frac{e^{i\theta}}{(r_1 - r_2 e^{i\theta})^2} (D\varepsilon_1^{T} \varepsilon_2 D)_{\mu \sigma} (Dp_1)_{\mu} (Dp_2)_{\rho} + \frac{e^{-i\theta}}{(1 - r_1 r_2 e^{-i\theta})^2} (D\varepsilon_1^{T} D\varepsilon_2^{T})_{\mu \sigma} (Dp_1)_{\mu} p_{2 \rho} \\
+ \frac{e^{i\theta}}{(1 - r_1 r_2 e^{i\theta})^2} (\varepsilon_1 D\varepsilon_2 D) p_{1 \mu} (Dp_2)_{\rho} + \frac{e^{-i\theta}}{(1 - r_2 e^{-i\theta})^2} (\varepsilon_1 \varepsilon_2^{T}) p_{1 \mu} p_{2 \rho} \right].
\]

(3.28)

Unlike the eight fermion contribution, this result carries only two explicit factors of momentum. However, we can write the quantity inside the square brackets as a total derivative with respect to \(\theta\) and then integrate by parts. Since

\[
\frac{\partial}{\partial \theta} K = -i K r_1 r_2 \left( e^{i\theta} - e^{-i\theta} \right) \left[ \frac{(p_1 p_2)}{|r_1 - r_2 e^{i\theta}|^2} + \frac{(p_1 Dp_2)}{|1 - r_1 r_2 e^{i\theta}|^2} \right],
\]

(3.29)

we have a total contribution

\[
\frac{\text{Tr} \left( P - \mathcal{C} \Gamma^{\mu \nu \rho \sigma} \right)}{256} \int_0^{2\pi} d\theta \int_0^1 dr_1 \int_0^1 dr_2 K (e^{i\theta} - e^{-i\theta}) \left[ \frac{(p_1 p_2)}{|r_1 - r_2 e^{i\theta}|^2} + \frac{(p_1 Dp_2)}{|1 - r_1 r_2 e^{i\theta}|^2} \right] \\
\times \left[ \frac{r_1}{r_1 - r_2 e^{i\theta}} (D\varepsilon_1^{T} \varepsilon_2 D)_{\mu \sigma} (Dp_1)_{\mu} (Dp_2)_{\rho} - \frac{1}{1 - r_1 r_2 e^{-i\theta}} (D\varepsilon_1^{T} D\varepsilon_2^{T})_{\mu \sigma} (Dp_1)_{\mu} p_{2 \rho} \\
+ \frac{1}{1 - r_1 r_2 e^{i\theta}} (\varepsilon_1 D\varepsilon_2 D) p_{1 \mu} (Dp_2)_{\rho} - \frac{r_1}{r_1 - r_2 e^{-i\theta}} (\varepsilon_1 \varepsilon_2^{T}) p_{1 \mu} p_{2 \rho} \right].
\]

(3.30)
Finally, applying our selection rules we are left with

\[- \frac{1}{256} \text{Tr} \left( P_\ast \mathcal{C} M \Gamma^{ab\mu\nu} \right) \int_0^{2\pi} d\theta \left( e^{i\theta} - e^{-i\theta} \right)^2 \int_0^1 r_1 dr_1 \int_0^1 r_2 dr_2 K \times \left[ \frac{\left( \varepsilon_1 \varepsilon_2^T \right)_{\mu\nu}}{|r_1 - r_2 e^{i\theta}|^2} + \frac{(p_1 p_2)}{|r_1 - r_2 e^{i\theta}|^2} \right] p_1 a p_2 b. \] (3.31)

The sum of (3.26) and (3.31) give the total result for the terms under consideration,

\[- \frac{1}{128} \text{Tr} \left( P_\ast \mathcal{C} M \Gamma^{ab\mu\nu} \right) \left[ (p_1 D p_2) \left( \varepsilon_1 \varepsilon_2^T \right)_{\mu\nu} + (p_1 p_2) \left( \varepsilon_1 D \varepsilon_2 D \right)_{\mu\nu} \right] p_1 a p_2 b \times I_0, \] (3.32)

where (we evaluate the integral in Appendix A)

\[ I_0 = \int_0^{2\pi} d\theta \int_0^1 r_1 dr_1 \int_0^1 r_2 dr_2 \frac{\left( e^{i\theta} - e^{-i\theta} \right)^2}{|r_1 - r_2 e^{i\theta}|^2 |1 - r_1 r_2 e^{i\theta}|^2} K = - \frac{\pi^3}{3} + O \left( p^2 \right). \] (3.33)

It actually turns out that we do not need the precise value of this integral, since we ignore an overall normalization and it’s the same integral that shows up in all the amplitudes that we eventually compute, but we do need to be sure that the integral is convergent in the limit of zero momentum, i.e. when we set $K = 1$. Incidentally, this is precisely where trouble appears in more general couplings. Other terms can produce integrals which do not converge if we replace $K$ by 1, but rather require us to keep $K$ and analytically continue to particular regions of momenta. The answers they give involve poles (for instance rational functions in which the numerator and denominator are the same order in momenta). It is also these terms which give disagreeing answers when computed in different pictures.

Putting everything together, the full amplitude for the class A couplings is

\[ \frac{\pi^3 (\alpha')^2}{1536} \text{Tr} \left( P_\ast \mathcal{C} M \Gamma^{ab\mu\nu} \right) \left[ (p_1 D p_2) \left( \varepsilon_1 \varepsilon_2^T \right)_{\mu\nu} + (p_1 p_2) \left( \varepsilon_1 D \varepsilon_2 D \right)_{\mu\nu} \right] p_1 a p_2 b. \] (3.34)

Using (3.20) and (2.18), we can compare with (1.4) and find precise agreement up to the overall normalization factor. Note that when converting from the D-brane action to the three-point amplitude, the terms coupling to $C^{(p-3)}$ and $C^{(p+1)}$ get an extra factor of two relative to the $C^{(p-1)}$ couplings, due to the symmetry between the two NS-NS fields. This extra factor of two cancels the factor of 1/2 in these couplings, so that all three can be written in the same form (3.34).
3.3.3 Class B couplings

We turn now to the class B couplings in which each polarization contracts with a momentum. A priori, there are four-, six-, and eight-fermion terms which can contribute, but it turns out that our selection rules cause the six-fermion contributions to vanish. From the four-fermion terms we find an expression that reduces to

\[
\frac{1}{256} \text{Tr} \left( P \tilde{\mathcal{C}} M \Gamma^{ab\mu
u} \right) p_1 a p_2 b \int_0^{2\pi} \left( e^{i\theta} - e^{-i\theta} \right)^2 d\theta \int_0^1 r_1 dr_1 \int_0^1 r_2 dr_2 \mathcal{K} \\
\times \left[ \frac{(\varepsilon_1 p_2)_\mu}{|r_1 - r_2 e^{i\theta}|^2} + \frac{(\varepsilon_1 D p_2)_\mu}{|1 - r_1 r_2 e^{i\theta}|^2} \right] \left[ \frac{(\varepsilon_2 p_1)_\nu}{|r_1 - r_2 e^{i\theta}|^2} + \frac{(\varepsilon_2 D p_1)_\nu}{|1 - r_1 r_2 e^{i\theta}|^2} \right], \tag{3.35}
\]

while from the eight-fermion contribution we find

\[
- \frac{1}{256} \text{Tr} \left( P \tilde{\mathcal{C}} M \Gamma^{ab\mu
u} \right) p_1 a p_2 b \int_0^{2\pi} \left( e^{i\theta} - e^{-i\theta} \right)^2 d\theta \int_0^1 r_1 dr_1 \int_0^1 r_2 dr_2 \mathcal{K} \\
\times \left[ \frac{(\varepsilon_1 p_2)_\mu}{|r_1 - r_2 e^{i\theta}|^2} - \frac{(\varepsilon_1 D p_2)_\mu}{|1 - r_1 r_2 e^{i\theta}|^2} \right] \left[ \frac{(\varepsilon_2 p_1)_\nu}{|r_1 - r_2 e^{i\theta}|^2} - \frac{(\varepsilon_2 D p_1)_\nu}{|1 - r_1 r_2 e^{i\theta}|^2} \right]. \tag{3.36}
\]

In deriving these expressions we have made use of momentum conservation (3.23) and the physical state conditions (3.22), as well as the selection rules mentioned above. Note however, that no integrations by parts were necessary, since all terms are already explicitly fourth order in momenta.

Thus, all together we find

\[
\frac{1}{128} \text{Tr} \left( P \tilde{\mathcal{C}} M \Gamma^{ab\mu
u} \right) \left[ (\varepsilon_1 p_2)_\mu (\varepsilon_2 D p_1)_\nu + (\varepsilon_1 D p_2)_\mu (\varepsilon_2 p_1)_\nu \right] p_1 a p_2 b \times I_0 \\
= - \frac{\pi^3 (a')^2}{1536} \text{Tr} \left( P \tilde{\mathcal{C}} M \Gamma^{ab\mu
u} \right) \left[ (\varepsilon_1 p_2)_\mu (\varepsilon_2 D p_1)_\nu + (\varepsilon_1 D p_2)_\mu (\varepsilon_2 p_1)_\nu \right] p_1 a p_2 b, \tag{3.37}
\]

where \( I_0 \) is the same integral we had before. One may then verify that this expression matches the results derived using T-duality.

3.4 Results in the \((-1/2, -1/2) \times (-1, 0) \times (0, 0)\) picture

Now we shall briefly sketch how one can compute the results for our favorite couplings in a different picture and verify that they are independent of how we distribute the picture charge.

The new vertex operators which are required are

\[
V_1^{(-1,0)} (z_1, \bar{z}_1) = (\varepsilon_1 D)_\mu \psi^\mu e^{ip_1 \psi} \left( \partial X^\nu + i (p_1 D \psi) \psi^\nu \right) e^{ip_1 DX} (\bar{z}_1), \tag{3.38}
\]
and

\[ V^{(-1/2,-1/2)}(z_0, \bar{z}_0) = (\mathcal{C} P_+ F^d)^{AB} e^{-\frac{i}{2} \phi(z_0)} e^{-\frac{i}{2} \phi(\bar{z}_0)} S_A(z_0) \tilde{S}_B(\bar{z}_0) e^{ip_0 X(z_0) + iP_0 D X(\bar{z}_0)}, \]

(3.39)

where

\[ P_+ F = P_+ \frac{1}{(n + 1)!} F^{(n+1)}_{\mu_0 \ldots \mu_n} = P_+ \frac{i}{n!} \bar{p}_0 p_0 C^{(n)}_{\mu_1 \ldots \mu_n} \Gamma^{\mu_0 \ldots \mu_n} = i \tilde{p}_0 P_+ \mathcal{C}'. \]

(3.40)

In the last step of the above expression we have made use of the physical state conditions for the R-R field. For the components of \( p_0 \) which lie along the brane, we can then use momentum conservation to rewrite

\[ p_{0a} = -p_{1a} - p_{2a}, \]

(3.41)

in order to compare to the results obtained earlier.

One can verify that only fermionic sector expectation values with precisely three gamma matrices can contribute to the couplings of (1.4), and all the non-vanishing results come only from seven- and three-fermion terms.

For class A couplings, adding together the seven- and three-fermion terms (the three-fermion terms require an integration by parts in order to make them explicitly fourth order in momenta) and imposing our selection rules gives a result

\[
2^{-\frac{13}{2}} \text{Tr} \left( P_+ \mathcal{C}' M \Gamma^{ab} \mu \nu \right) p_{0a} p_{2b} \int_0^{2\pi} d\theta \left( e^{i\theta} - e^{-i\theta} \right) \int_0^{1} dr_1 \int_0^{1} dr_2 K \left\{ \frac{(p_1 p_2) (\varepsilon_1 \varepsilon_2^T)_{\mu \nu}}{|r_1 - r_2 e^{i\theta}|^2} + \frac{1 - 2r_1^2 - r_2^2 + r_1 r_2 (3e^{i\theta} - e^{-i\theta})}{|r_1 - r_2 e^{i\theta}|^2 (1 - r_1^2 r_2 e^{i\theta})^2} \right. \\
+ \frac{2 - r_1^2 + r_2^2 + r_1 r_2 (e^{i\theta} - 3e^{-i\theta})}{|r_1 - r_2 e^{i\theta}|^2 (1 - r_1^2 r_2 e^{i\theta})^2} \left( p_1 p_2 \right) (\varepsilon_1 D \varepsilon_2 D)_{\mu \nu} + \frac{(p_1 D p_2) (\varepsilon_1 D \varepsilon_2 D)_{\mu \nu}}{|1 - r_1 r_2 e^{i\theta}|^2} \left\}. \right.
\]

(3.42)

This appears at first to be much more complicated than the previous cases which involved the integral \( I_0 \). However, any odd function of \( \theta \) will integrate to zero, thus we can symmetrize the integrand with respect to \( \theta \rightarrow -\theta \) and find that the expression above is equivalent to

\[
2^{-\frac{13}{2}} \text{Tr} \left( P_+ \mathcal{C}' M \Gamma^{ab} \mu \nu \right) p_{0a} p_{2b} \left[ (p_1 D p_2) (\varepsilon_1 \varepsilon_2^T)_{\mu \nu} + (p_1 p_2) (\varepsilon_1 D \varepsilon_2 D)_{\mu \nu} \right] \times I_0. \]

(3.43)

If we now make the substitution \( p_{0a} = -p_{1a} - p_{2a} \), we see that this expression precisely agrees with (3.32), up to an overall factor of \( \sqrt{2} \).
Similarly, the class B couplings lead to

\[
2^{-\frac{15}{2}} \text{Tr} \left( P_\gamma \mathcal{C}^a \mathcal{C}^b \mathcal{C}^c \mathcal{C}^d \right) p_0 a p_2 b \int_0^{2\pi} d\theta \left( e^{i\theta} - e^{-i\theta} \right) \int_0^1 \frac{dr_1}{1 - r_1^2} \int_0^1 dr_2 \mathcal{K} \times \left\{ \frac{1 + r_1^2}{|r_1 - r_2 e^{i\theta}|^2} (\varepsilon_1 p_2)_\mu (\varepsilon_2 p_1)_\nu + \frac{1 + r_1^2}{|1 - r_1 r_2 e^{i\theta}|^2} (\varepsilon_1 D p_2)_\mu (\varepsilon_2 D p_1)_\nu \right. \\
+ \left. \frac{-1 + 3r_1^2 + r_1^2 r_2^2 - r_1^2 r_2 - r_1 r_2 (3e^{i\theta} - e^{-i\theta}) + r_1^3 r_2 (e^{i\theta} - 3e^{-i\theta})}{|r_1 - r_2 e^{i\theta}|^2 |1 - r_1 r_2 e^{i\theta}|^2} (\varepsilon_1 p_2)_\mu (\varepsilon_2 D p_1)_\nu \right. \\
+ \left. \frac{3r_1^2 - r_2^2 - r_1^2 + 3r_1^2 r_2^2 - r_1 r_2 (3e^{i\theta} - e^{-i\theta}) + r_1^3 r_2 (e^{i\theta} - 3e^{-i\theta})}{|r_1 - r_2 e^{i\theta}|^2 |1 - r_1 r_2 e^{i\theta}|^2} (\varepsilon_1 D p_2)_\mu (\varepsilon_2 p_1)_\nu \right\} .
\] (3.44)

Again taking the part of the integrand which is symmetric in \( \theta \), the integral reduces to \( I_0 \) and the result agrees, up to normalization, with \( (3.37) \).

### 3.5 Relations to other pictures

There are several other distributions of picture charge which one can consider, but which can be obtained from the calculations we have already done. For instance, we can replace the \((-3/2, -1/2)\)-picture R-R vertex operator of section 3.3 by a \((-1/2, -3/2)\)-picture operator, but it is easy to check that such a change is trivial - the answers do not change.

Another check is to replace the \((-1, 0)\)-picture NS-NS vertex operator of section 3.4 by the corresponding \((0, -1)\)-picture operator. At the level of expectation values on the upper half-plane, this can be accomplished by noting that the two amplitudes are related by conjugating \( z_1 \) while simultaneously sending \( \varepsilon_1 \) to \( D\varepsilon_1^T D \) and \( p_1 \) to \( Dp_1 \). This conjugation is equivalent to sending \( r_1 \) to \( r_1^{-1} \) and this means that the integrand of \( I_0 \) gets sent to

\[
\frac{r_1 |dr_1|}{|r_1 - r_2 e^{i\theta}|^2 |1 - r_1 r_2 e^{i\theta}|^2} \rightarrow \frac{r_1^{-3} |dr_1|}{|r_1^{-1} - r_2 e^{i\theta}|^2 |1 - r_1^{-1} r_2 e^{i\theta}|^2} = \frac{r_1 |dr_1|}{|1 - r_1 r_2 e^{i\theta}|^2 |r_1 - r_2 e^{i\theta}|^2},
\] (3.45)

while the region of integration, \( 0 \leq r_1 \leq 1 \) in this case, does not change. At the same time, the selection rules ensure that the expression outside the integral is invariant under the given transformation, for both class A and class B. So, for these particular couplings this shift in picture does not change the result. This is not true for general terms in the amplitude.
4 Discussion and Future Directions

We have shown that the standard four-derivative correction to the Wess-Zumino term in the D-brane action must be supplemented with several other terms which are required by T-duality. These terms involve not just $C^{(p-3)}$, but also $C^{(p-1)}$ and $C^{(p+1)}$ with legs transverse to the brane, and involve derivatives of the $B$-field as well as derivatives of the metric. We confirmed the T-duality prediction of these terms by doing worldsheet computations.

However, what we have done so far is just the first step in a larger research program. We have not written out a full accounting of the corrections which will appear at this order in derivatives. Invariance under R-R gauge transformations, $B$-field gauge transformations, and spacetime diffeomorphisms will require the presence of additional terms. Also, there will of course be terms that are higher (or lower) order in the NS-NS fluctuations, and the full collection of terms should be expressible in some form more elegant than (1.4). Improving our analysis of the implications of spacetime dualities and symmetries should help us move towards a more complete understanding of the Wess-Zumino action at this order.

On the other hand, it is wise to supplement the spacetime analysis with worldsheet computations (perhaps using the techniques of [25]), as we have done in this paper. To progress on to more general couplings, we will need to face the unphysical poles that we were able to avoid in the current work. This requires a careful treatment of worldsheet boundary contributions to our amplitudes, and their relationship to spurious states as in [16]. This is the subject of ongoing analysis. If we then want to get results at higher order in the fluctuations we shall have to compute amplitudes which involve more insertions of both closed and open string operators (see [26, 27] for some examples in the DBI part of the action).

One other technique which may be useful in computing these types of couplings is the use of anomaly inflow arguments as in [2, 20, 28]. Careful analysis of anomaly cancellation on brane intersections in the presence of varying $B$-fields and R-R fields, as well as a curved background metric might allow us to deduce some of the necessary couplings, and in particular might be useful in providing more of a global picture than the other approaches.

Once we have succeeded in this multi-pronged attack to find a more complete set of four-derivative couplings on the brane worldvolume, the next step will be to understand
the physical implications. In particular, we would like to understand whether these new terms contribute to the global tadpole constraints of flux compactifications (they will surely contribute to the local tadpole equations). If they did contribute - i.e. if there were contexts in which these extra terms were topologically non-trivial - then it could in principle require a re-evaluation of the consistency of whole classes of vacua. There could be classes of purported solutions which were no longer valid, or there could be new classes of solutions where previously none were allowed. It’s also possible that the new terms are guaranteed to be globally trivial, and do no more than locally perturb the known set of solutions. A careful study of the implications of these couplings should shed light on these issues.

Finally, there are other contexts where related higher-derivative couplings may be relevant. An obvious example is the coupling of the R-R potential to orientifold planes, which is known to receive corrections along the lines of (1.3), and so should also receive corrections related by T-duality. The spacetime analysis of this case should be exactly the same as for D-branes, but it would be good to confirm this with another set of worldsheet computations. Similarly, dualities should map some of these examples to heterotic backgrounds, or to M-theory compactifications, or they may map the D-branes onto other extended objects like NS5-branes.
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A Evaluation of $I_0$

We wish to evaluate the integral

$$I_0 = \int_0^{2\pi} d\theta \int_0^1 r_1 dr_1 \int_0^1 r_2 dr_2 \int_0^1 r_3 dr_3 \frac{(e^{i\theta} - e^{-i\theta})^2}{|r_1 - r_2 e^{i\theta}|^2 |1 - r_1 r_2 e^{i\theta}|^2 |K|},$$

(A.1)
at lowest order in momenta. The result is known (see, e.g. [19]), but for completeness we will present our own derivation. At this order we can set $K = 1$, provided the remaining integral converges. If we split the integral up into two regions, $r_1 \leq r_2$ and $r_1 \geq r_2$, then we can expand the factors in the denominator of the integrand as Taylor series,

\[ I_0 = \int_0^{2\pi} d\theta \left( e^{i\theta} - e^{-i\theta} \right)^2 \sum_{m_1,n_1,m_2,n_2=0}^{\infty} \left\{ \int_0^1 \frac{dr_1}{r_1} \int_0^{r_1} r_2 dr_2 \left( \frac{r_2}{r_1} \right)^{n_1+n_2} (r_1 r_2)^{m_1+m_2} \right\} e^{i(n_1-n_2+m_1-m_2)\theta}. \]  

(A.2)

The two regions clearly give identical contributions. Let’s now rewrite the sums using $N = n_1 + n_2$, $n = (n_1 - n_2)/2$, $M = m_1 + m_2$, and $m = (m_1 - m_2)/2,

\[ I_0 = 2 \int_0^1 \frac{dr_1}{r_1} \int_0^{r_1} r_2 dr_2 \sum_{N,M=0}^{\infty} r_1^{M-N} r_2^{M+N} \int_0^{2\pi} d\theta \sum_{n=-N/2}^{N/2} \sum_{m=-M/2}^{M/2} (e^{i\theta} - e^{-i\theta})^2 e^{2i(m+n)\theta}. \]  

(A.3)

Note that the angular integral will give a non-zero result if and only if $M$ and $N$ have the same parity (either both even or both odd). Consider the angular integral at fixed $N$ and $M$. If $N < M$, then for each allowed value of $n$ there is precisely one allowed $m$ satisfying each $m = -n - 1$, $m = -n$, and $m = -n + 1$. Thus, when we expand $(e^{i\theta} - e^{-i\theta})^2$ and perform the angular integral, the three terms precisely cancel out. Similarly, the angular integral for $N > M$ gives a vanishing result. This leaves us only with the case $N = M,

\[ I_0 = 2 \int_0^1 \frac{dr_1}{r_1} \int_0^{r_1} r_2 dr_2 \sum_{N=0}^{\infty} r_2^{2N} \int_0^{2\pi} d\theta \sum_{n=-N/2}^{N/2} \sum_{m=-N/2}^{N/2} (e^{2i\theta} - 2 + e^{-2i\theta}) e^{2i(m+n)\theta} \]

\[ = 4\pi \int_0^1 \frac{dr_1}{r_1} \int_0^{r_1} r_2 dr_2 \sum_{N=0}^{\infty} (N - 2(N + 1) + N) r_2^{2N} \]

\[ = -8\pi \int_0^1 dr_1 \sum_{N=0}^{\infty} \frac{r_1^{2N+1}}{2N + 2} = -2\pi \sum_{N=0}^{\infty} \frac{1}{(N + 1)^2} = -\frac{\pi^3}{3}. \]  

(A.4)

References

[1] M. Bershadsky, V. Sadov, C. Vafa, “D-Branes and Topological Field Theories,”

*Nucl. Phys. B463* (1996) 420–434, arXiv:hep-th/9511222.
[2] M. B. Green, J. A. Harvey, and G. W. Moore, “I-brane inflow and anomalous couplings on D-branes,” *Class. Quant. Grav.* **14** (1997) 47–52, arXiv:hep-th/9605033

[3] Y.-K. E. Cheung and Z. Yin, “Anomalies, branes, and currents,” *Nucl. Phys.* **B517** (1998) 69–91, arXiv:hep-th/9710206

[4] K. Dasgupta, D. P. Jatkar, S. Mukhi, “Gravitational couplings and Z(2) orientifolds,” *Nucl. Phys.* **B523** (1998) 465–484, arXiv:hep-th/9707224

[5] R. Minasian and G. W. Moore, “K-theory and Ramond-Ramond charge,” *JHEP* **11** (1997) 002, arXiv:hep-th/9710230

[6] S. Sethi, “Fluxes, Geometries and Non-Geometries,” talks at BIRS workshop (March 2010) and Strings 2010 (March 2010).

[7] J. McOrist and S. Sethi to appear.

[8] T. H. Buscher, “A symmetry of the string background field equations,” *Phys. Lett.* **B194** (1987) 59

[9] E. Bergshoeff, C. M. Hull, and T. Ortin, “Duality in the type II superstring effective action,” *Nucl. Phys.* **B451** (1995) 547–578, arXiv:hep-th/9504081

[10] O. Hohm, C. Hull, and B. Zwiebach, “Background independent action for double field theory,” arXiv:1003.5027 [hep-th].

[11] K. Becker, G. Guo, and D. Robbins work in progress.

[12] C. P. Bachas, P. Bain, and M. B. Green, “Curvature terms in D-brane actions and their M-theory origin,” *JHEP* **05** (1999) 011, arXiv:hep-th/9903210

[13] L. P. Eisenhart, *Riemannian Geometry*. Princeton University Press, 1950.

[14] J. Shelton, W. Taylor, and B. Wecht, “Nongeometric flux compactifications,” *JHEP* **10** (2005) 085, arXiv:hep-th/0508133

[15] M. R. Garousi, “Ramond-Ramond field strength couplings on D-branes,” *JHEP* **03** (2010) 126, arXiv:1002.0903 [hep-th]
[16] M. B. Green and N. Seiberg, “Contact interactions in superstring theory,” *Nucl. Phys. B299* (1988) 559

[17] B. Craps and F. Roose, “Anomalous D-brane and orientifold couplings from the boundary state,” *Phys. Lett. B445* (1998) 150–159, arXiv:hep-th/9808074.

[18] B. Craps, “D-branes and boundary states in closed string theories,” arXiv:hep-th/0004198.

[19] B. Stefanski, Jr., “Gravitational couplings of D-branes and O-planes,” *Nucl. Phys. B548* (1999) 275–290, arXiv:hep-th/9812088.

[20] J. F. Morales, C. A. Scrucca, and M. Serone, “Anomalous couplings for D-branes and O-planes,” *Nucl. Phys. B552* (1999) 291–315, arXiv:hep-th/9812071.

[21] M. R. Garousi and R. C. Myers, “Superstring scattering from D-branes,” *Nucl. Phys. B475* (1996) 193–224, arXiv:hep-th/9603194.

[22] S. S. Gubser, A. Hashimoto, I. R. Klebanov, and J. M. Maldacena, “Gravitational lensing by p-branes,” *Nucl. Phys. B472* (1996) 231–248, arXiv:hep-th/9601057.

[23] H. Liu and J. Michelson, “*-trek III: The search for Ramond-Ramond couplings,” *Nucl. Phys. B614* (2001) 330–366, arXiv:hep-th/0107172.

[24] M. Billo et al., “Microscopic string analysis of the D0-D8 brane system and dual R-R states,” *Nucl. Phys. B526* (1998) 199–228, arXiv:hep-th/9802088.

[25] S. Stieberger, “Open & closed vs. pure open string disk amplitudes,” arXiv:0907.2211 [hep-th].

[26] A. Fotopoulos, “On (alpha’)**2 corrections to the D-brane action for non-geodesic world-volume embeddings”, *JHEP* 09 (2001) 005, arXiv:hep-th/0104146.

[27] A. Fotopoulos and A. Tseytlin, “On gravitational couplings in D-brane action”, *JHEP* 12 (2002) 001, arXiv:hep-th/0211101.

[28] C. A. Scrucca and M. Serone, “Anomalies and inflow on D-branes and O-planes,” *Nucl. Phys. B556* (1999) 197–221, arXiv:hep-th/9903145.