The Key Factors That Determine the Economically Viable, Horizontal Hydrofractured Gas Wells in Mudrocks
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Abstract: We assemble a multiscale physical model of gas production in a mudrock (shale). We then tested our model on 45 horizontal gas wells in the Barnett with 12–15 years on production. When properly used, our model may enable shale companies to gain operational insights into how to complete a particular well in a particular shale. Macrofractures, microfractures, and nanopores form a multiscale system that controls gas flow in mudrocks. Near a horizontal well, hydraulic fracturing creates fractures at many scales and increases permeability of the source rock. We model the physical properties of the fracture network embedded in the Stimulated Reservoir Volume (SRV) with a fractal of dimension $D < 2$. This fracture network interacts with the poorly connected nanopores in the organic matrix that are the source of almost all produced gas. In the practically impermeable mudrock, the known volumes of fracturing water and proppant must create an equal volume of fractures at all scales. Therefore, the surface area and the number of macrofractures created after hydrofracturing are constrained by the volume of injected water and proppant. The coupling between the fracture network and the organic matrix controls gas production from a horizontal well. The fracture permeability, $k_f$, and the microscale source term, $s$, affect this coupling, thus controlling the reservoir pressure decline and mass transfer from the nanopore network to the fractures. Particular values of $k_f$ and $s$ are determined by numerically fitting well production data with an optimization algorithm. The relationship between $k_f$ and $s$ is somewhat hyperbolic and defines the type of fracture system created after hydrofracturing. The extremes of this relationship create two end-members of the fracture systems. A small value of the ratio $k_f/s$ causes faster production decline because of the high microscale source term, $s$. The effective fracture permeability is lower, but gas flow through the matrix to fractures is efficient, thus nullifying the negative effect of the smaller $k_f$. For the high values of $k_f/s$, production decline is slower. In summary, the fracture network permeability at the macroscale and the microscale source term control production rate of shale wells. The best quality wells have good, but not too good, macroscale connectivity.
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1. Significance Statement

Our earlier scaling analysis of the Barnett gas play [1–3], as well as the unpublished analyses of the Fayetteville and Haynesville plays, revealed that ultimate recovery factors in shales scale as

$$RF = \frac{M_{\text{stimulated}}}{M_{\text{geometric}}}$$

1 Energies 2020, 13, 2348; doi:10.3390/en13092348 www.mdpi.com/journal/energies
where RF is the recovery factor, $M_{\text{stimulated}}$ is the mass of produced gas in the stimulated reservoir volume (SRV) in mudrock, and $M_{\text{geometric}}$ is the mass of gas initially present in an imaginary parallelepiped enclosing the well and its hydrofractures. The power exponent $a$ sharply less than one (see Figure 1). $M_{\text{geometric}}$ depends on the height of the hydrofracture and the distance between two hydrofracture planes. Notice that the mudrock volumes around the Barnett wells are better connected than those in the Haynesville. This power law behavior is in stark contrast to recovery factors in conventional reservoirs, where $a = 1$. Notice that $M_{\text{geometric}}^a \ll M_{\text{geometric}}$, when $a < 1$. Therefore, $M_{\text{stimulated}}$ in unconventional reservoirs must be much less than that in conventional ones. We conclude that the stimulated reservoir volumes connected to wells in shales have self-similar (or fractal) flow properties over multiple scales. This observation is the key motivation for the proposed multiscale model of gas production from shale wells.

![Figure 1](image_url)

**Figure 1.** In conventional reservoirs, ultimate recovery factor for a well (the ratio of gas produced from the stimulated reservoir volume (SRV), $M_{\text{stimulated}}$, to the original gas in place in the reservoir compartment assigned to a well, $M_{\text{geometric}}$) is proportional to the compartment size. This is not so in mudrock reservoirs, where produced gas is only partially connected to the reservoir compartment. In this case, produced gas volume is proportional to the compartment size raised to a fractional (fractal) power exponent $a < 1$. The weaker is the mudrock connectivity, the smaller is the exponent. (a) The power law scaling for three intervals of times on production (three age groups) of Barnett shale wells with the ages shown in the legend. The three solid lines are the result of a joint linear regression of production from these three groups of wells. The 95% CI that the regression explains the linear trend in the blue data points are drawn as the dotted lines above and below the blue fit. The 95% CI that a new well will belong to the blue dataset is shown as the outer dotted lines. The single power law exponent $a = 0.72$ explains all data. (b) The corresponding three linear trends for Haynesville almost overlay one another. Most of the poorest producers are on the Texas side of the play. Notice that the power exponent explaining gas production from the Haynesville wells $a = 0.56$ is smaller than that in Barnett. Hence, on average, SRV connectivity in Haynesville is weaker than that in Barnett. Source: The unpublished calculations for [1,2]. The Haynesville play productivity will be addressed in a separate paper.

After two years of uninspiring oil and gas prices that may remain low for several years, “a new era of moderation for shale producers” has emerged as companies focus on capital discipline and shareholder returns [4]. This realignment of shale companies is driven by the worsening access to capital and the forced cuts of capital spending in excess of 20% between 2019 and 2021. Starting from 2019, the industry must guarantee that only the better and cheaper wells be drilled and completed in shales. A mixture of numerical modeling of well production and of data analytics, exemplified by the
hyperbolic decline curve analysis (DCA), as shown in Figures 2a and 3, are the industry’s prevailing response (e.g., [5]) to the imploding capital spending. Recently, academia stepped in with a better DCA approach [6] and a hybrid of physical and statistical scaling of field data for thousands of gas wells [1–3,7,8] and of oil wells [9–12] (see Figure 2b). The hybrid approach to scaling production of all fractured, sometimes refractured, pumped off or not, horizontal wells in shales is superior to current industry standards. However, this approach is more complicated and its diffusion into the industry will take a while.

Figure 2. (a) Up to fifteen years on production from 11,312 non-refractured wells in the Barnett were matched with hyperbolic DCA between January 1998 and December 2019. For each well, we normalize the predicted cumulative gas production with the last recorded value of cumulative production (max cum.) and plot it versus the normalized actual cumulative production. The increasingly hotter colors code the elapsed years on production from 1 to ≥11 years. Ideally, the annual cumulative production dots would track the black dashed diagonal (x = y → actual = predicted). In contrast, the least squares fit of our hyperbolic DCA calculations is offset above the diagonal and is biased, overestimating EUR. The 95% confidence interval (CI) that a new well will belong to this dataset is plotted as the blue dotted lines. (b) The same wells matched with an extension of the scaling in [3]. Consecutive hydrofractures in 4877 of these wells pressure-interfere with one another. There are 96,548 dots colored by each year on production, i.e., on average 8.2 years on production are plotted for each well. Time on production progresses along the diagonal away from the origin. The least squares fit of this cross-plot has less bias and offset compared with the hyperbolic DCA on the left. The 95% CI that a new well will belong to this dataset is plotted as the two red dotted lines. The red CI band on the right is narrower than the blue band on the left. In addition, the two color distributions are quite different. We conclude that the predicted annual production volumes from both the non-interfering and exponentially declining Barnett wells are accurate.

Today, we can scale individually the past performance of tens of thousands of producers in all shale plays, and predict their future performance with reasonable certainty. We can glean the impacts of lateral length, number of hydrofracture stages, architecture of clusters, etc. on the overall performance of these wells [3,11,12]. However, the integrated multiscale model developed in this paper can inform the more detailed operational decisions about the interactions of geology and reservoir parameters with the number of perforation clusters, the number of perforations per cluster, cluster spacing, the size of hydrofracturing jobs, complexity of the stimulated reservoir volume, etc. Most elements of this model are not new, but how they are integrated to optimize well performance in a gas shale is new to our knowledge.
Figure 3. Probability distribution functions for the parameters of the hyperbolic DCA matches of 11,312 non-refractured wells in the Barnett plotted in Figure 2a. For each well, we apply the algorithm from the Reservoir Engineering Handbook (4th edition) \cite{13} to solve for the Arps’ decline-curve exponent, $b$, and the initial decline rate, $D_i$. The mean values of $b$ and $D_i$ are 1.31 and 0.35 month$^{-1}$, respectively. In comparison, a recent published DCA analysis for 10,237 Barnett wells \cite{14} gives the average values of $b$ and $D_i$ as 1.477 and 0.1362 month$^{-1}$, respectively. Even though the original formulation of hyperbolic DCA by Arps \cite{15} requires $b \in [0, 1]$, for many hydrofractured gas wells, $b > 1$, and sometimes $b$ is as high as 3.5 \cite{16}. Therefore, we did not constrain the $b$ exponents in Figure 2. Constraining them can result in the unrealistic shapes of decline curves that deviate from production rates observed over finite time intervals \cite{17}.

2. Introduction

In several other papers, we performed extensive literature reviews of DCA applied to shale wells, \cite{1–3,8,11,12,18,19}, and we do not repeat them here. It suffices to say that Figure 2 captures quite clearly the quantitative differences between curve fitting of production rates from shale wells (hyperbolic fits) and physics-based scaling of the same production. Time on production in Figure 2 increases along the diagonal away from the origin. The volume of gas produced during each successive year on production for each well is coded with an increasingly hot color. For the reasons explained in \cite{12}, hyperbolic DCA is systematically biased towards exaggeration of production rates from shale wells, especially later in their lifetimes. There have been numerous successful efforts to improve the ability of DCA to capture different flow regimes in shales, notably the three-segment DCA approach that provides 95% accuracy \cite{6,20}. With the wealth of the displayed data (\sim 100,000 points), one can clearly notice that the patches of the hotter colors (later years on production) are larger for the hyperbolic DCA, meaning that the late-time production rates are too high in most of the wells. In addition, the cloud of points for the hyperbolic DCA diffuses away from the diagonal more than that for the physical scaling, meaning that the goodness of fit (the $R^2$ coefficient) is lower. In short, in a data-driven analysis, physics-based scaling always works better than pure curve fits. It has a higher predictive power \cite{3}. The purpose of this paper is to improve further the quality of a two-parameter scaling of gas production ($\tau, M$, see [1]) by invoking a richer multi-scale physics of gas flow in shales. We abbreviate the current model as the $k_f, s, D$ model. Notice that the original mass in place, $M$, and effective spacing of active fractures, $d$, also enter the current model.

Organic matter, natural fractures, and hydrofracture-induced fractures create multiscale connectivity that releases gas from the nanopores and enables gas production from mudrocks. In the mudrocks in thermally mature basins, most of the pores develop in the organic matter \cite{21} with an increase in pressure and temperature in the subsurface. With an increase in thermal maturity, local connectivity of organic pores also increases and the dominant pore size that emerges is 2–50 nm \cite{22–25}. These pores tend to become larger as the source rock matures. Organic matter that hosts most of the nanopores exists as thin laminations in mudrocks and acts as the major source of gas production. High local connectivity \cite{26–28} of these nanopores is the characteristic property of the kerogen specks. Contacts between the organic matter and the inorganic matter in these shales are the surfaces
of mechanical weakness that are stimulated after hydrofracturing and expose nanopores to high permeability pathways. Berthonneau et al. [29] showed that the largest pores are the potential crack areas at those weakness surfaces. These cracks create multiscale connectivity even at the pore scale. The smallest nanopores (radius \( \sim 1 \) nm) transfer gas to the larger pores, which eventually connect to the fracture network.

Hydrocarbon production in shales starts after a rapid, orders of magnitude permeability increase from rock stimulation by hydrofracturing. Interpretation of microseismic event magnitudes and spatial distribution during/after hydrofracturing implies the development of a complex network of fractures that branch in multiple directions and have a wide range of lengths from microns to meters. These fracture networks—that consist of induced fractures and reactivated natural fractures (that slip in shear and/or reconnect in tension and may be propped)—create a percolating backbone flow network, increase rock permeability, and drain gas from the organic matrix. The fracture network in contact with the organic matrix is referred as the Stimulated Reservoir Volume (SRV). The part of the stimulated reservoir volume, which is well-connected and produces gas at the reservoir-scale is the Effective Propped Volume (EPV). The authors of [30–33] showed that outside of the SRV, there exists an unstimulated matrix, whose flow contribution is negligible over a period of 20–25 years, because of its very low permeability. However, the authors of [8,30,34–37] showed a potentially considerable effect of the unstimulated matrix during 30 years of production from a gas well.

In this study, the stimulated reservoir volume is assumed to have fractal properties. The fractals that quantify heterogeneity of properties of the naturally fractured reservoirs were introduced by Chang et al. [38] and Acuna et al. [39]. Figure 4 is a schematic representation of a fractal porous medium. Fractures are initiated along the line passing through the center of cylinder. Away from the cylinder’s center, toward the outer surface, fracture density decreases according to a power law. Chang et al. [38] derived variation of fracture properties in a differential shell containing a fractal fracture network. The original equations were simplified by Acuna et al. [39] and presented as:

\[
\phi(x) = \phi_0 \left( \frac{x}{r_0} \right)^{D-E}; \quad k(x) = k_0 \left( \frac{x}{r_0} \right)^{D-E-\theta}
\]

where \( x \) is the distance from the center of the shell to the shell’s outer boundary, \( \phi(x) \) is the fracture porosity, \( k(x) \) is the fracture permeability, \( D \) is the mass fractal dimension, \( \theta \) is the fracture network tortuosity index, and \( E \) is the Euclidean dimension.

![Figure 4. The fractures, represented by the dotted lines, initiate at the center of the cylinder and follow a branching pattern, spreading through the rock. Away from the center, density of the branched fractures decreases following a power law, as do the fracture porosity, \( \phi \), and fracture permeability, \( k \). In the equation, \( D \) is the fractal dimension, \( E \) is the Euclidean dimension (\( E = 1 \) for one fracture; \( E = 2 \) for more fractures), and \( \theta \) is the tortuosity index of the fracture network. Adapted from [38].](image)

For a single fracture, \( E = 1 \), and for multiple fractures, \( E = 2 \). The tortuosity index defines complexity of the fracture network and thus has a significant impact on the permeability. The power law formulation has led to the development of fractal pressure diffusivity equation in naturally fractured reservoirs (e.g., [40–45]). Beier et al. [46] used the fractal concept in pressure transient analysis of naturally fractured reservoirs, followed by, e.g., the authors of [47–50].
The fractal fracture concept for the stimulated reservoir volume (SRV) was introduced by the authors of [51–55]. They developed the fractal stimulated reservoir model as a dual porosity system with a fracture network and matrix. Figure 5a shows a schematic diagram of the idealized hydrofracture planes in 3D. \( H \) is the height of the hydrofracture, \( 2d \) is the distance between two consecutive hydrofracture planes, and \( 2L \) is the tip-to-tip fracture length. Figure 5b shows a planar view of the stimulated volume in the \( x-y \) plane, with \( d \) and \( H \) defined above. In the reservoir rock, fractures exist as a branching tree that originates at the hydrofracture plane. This tree spreads through the SRV and interacts with natural fractures in contact with the organic matrix. Organic matter discharges gas into the fractures and is in a pseudo-steady state. These fractures eventually drain almost all gas inside the hydrofracture region connected to the wellbore. The physical properties of a fractal reservoir system, such as fracture permeability, \( k_f \), fracture porosity, \( \phi_f \), and the microscale source term, \( s \), are defined at the hydrofracture face. The microscale source term, \( s \), captures the flow contribution from the organic matrix to the fracture network and has the dimension of \( m^{-2} \). It combines the effect of microscale natural fractures and the organic matrix, acting as a single entity that interacts with macro-fractures. Therefore, \( s \) acts as a connection between two scales, i.e., the nanoscale at which the laminated kerogen is present and the macroscale at which the hydrofracture-induced cracks exist. Fracture density away from the hydrofracture face decreases following a power law; \( k_f, \phi_f, \) and \( s \), which are all directly proportional to the fracture density, decrease in a similar fashion. The SRV parameters are defined at the fracture face as:

\[
\begin{align*}
\phi_f(x) &= \phi_{f0} \left( \frac{x}{w_{HF}} \right)^{D-E} ;

k_f(x) &= k_{f0} \left( \frac{x}{w_{HF}} \right)^{D-E-\theta} ;

s(x) &= s_{f0} \left( \frac{x}{w_{HF}} \right)^{D-E}
\end{align*}
\]

where \( x \) is the distance from the fracture face, \( w_{HF} \) is the hydrofracture width, and \( D, E \) and \( \theta \) are defined in Equation (2).

Figure 5. (a) A horizontal well with eight hydrofracture stages. The hydrofractures are perpendicular to the wellbore and gas flows into each hydrofracture from both sides. The hydrofracture permeability is infinite relative to the stimulated matrix. Adapted from [56]. (b) Planar view of half-SRV after hydrofracturing. The branching fracture network starts at the fracture face and its density decreases away from it. This fracture network interacts with the organic matrix and drains gas into the hydrofracture. The fracture porosity, \( \phi_f \), and permeability, \( k_f \), also decrease as we move away from the fracture face. The Effective Propped Volume (EPV) is defined by the distance \( d_{EPV} \) up to which the fractures are connected well enough to drain gas from the local organic matrix.

With the SRV defined with varying physical properties, the fractal pressure diffusivity equation is written for the matrix and the fractures. It is then solved numerically to match gas production rates of the horizontal, hydrofractured Barnett wells, using values in Table 1, based on the following assumptions:

- SRV is composed of a fracture network and organic matrix.
- SRV is nonuniform because of the power law distribution of properties of the fracture network.
- The single phase, compressible, and isothermal flow of gas is from right to left (see Figure 5b).
The fracture permeability is 2–3 orders of magnitude higher than the matrix permeability.

The matrix is disconnected from the hydrofracture and the wellbore, and only transfers gas into the fracture network.

Gas flow from the fracture network is parallel to the hydrofracture plane (x-y plane).

Depletion occurs only through the SRV, and the boundary flow is neglected.

Table 1. Values of key parameters used in the calculations.

| Parameters                     | SI Units          | Field Units   |
|--------------------------------|-------------------|---------------|
| Matrix porosity, $\phi_m$      | 0.08              | 8%            |
| Matrix Permeability, $k_m$     | $5 \times 10^{-20}$ m$^2$ | 50 nanodarcy |
| Gas saturation, $S_g$         | 0.6–0.8           | 0.6–0.8       |
| Initial pressure, $p_i$       | 24.1 MPa          | 3500 psi      |
| Reservoir temperature, $T$    | 361 K             | 190 °F        |
| Hydrofracture pressure        | 3.44 MPa          | 500 psi       |
| Fracture height, $H$          | 30 m              | 100 ft        |
| Tip-to-tip fracture length, $2L$ | 200 m           | 590 ft        |
| Half SRV width, $d$           | 40–50 m           | 131–164 ft    |

Current practitioners of hydrofracturing might say that some of the parameters in Table 1 are not realistic for the wells completed today. For example, our $2d = 80–100$ m. Currently, in most hydraulically fractured wells, $2d$ is around 10–30 m. We reply that the parameters in Table 1 are taken from the real well completion data. These data, purchased from DrillingInfo© (now Enverus), are from the older wells drilled with fewer stages in 2004, 2005, and 2006. Here, is the key point.

The post-2015 horizontal Barnett wells seem to have too many hydrofractures. While these denser hydrofractures increase significantly the initial production rate, they also make wells less economic and do not increase EUR (see also [3,11]). Our simulations show that the older wells perform better in terms of cumulative production, with fewer hydrofracture stages and smaller investment. These wells are better, because of the balance between the still sufficient connectivity of fractures at different scales and slower pressure decline, both represented by the physical parameters $k_f$ and $s$ in our model. With $d = 5–15$ m, our model shows that the new shale wells likely have too many fracture stages. The model demonstrates the effect of pressure interference and how the push to recover investment in years 1–2 has had an adverse effect on the overall production rate, with steeper pressure decline and lower recovery in the long run.

3. Results

We simulated 45 Barnett wells with the fractal SRV model to optimize the fracture permeability, $k_f$, and the microscale source term, $s$. Figure 6b shows the result of production history match of 45 wells, each with at least 13 years on production. These wells have maximum production rate in the beginning, starting from top right, and the production rate decreases with time for all the wells, making the points move left towards the origin with time. The scatter in the initial years is larger because of the undetermined flow rearrangements that die out with time. The width of the band between the two blue dotted lines in Figure 6b represents the 95% confidence interval that a new Barnett well with at least 13 years of production belongs to the same trend. One might think about this band as all the stochastic reservoir and well property fluctuations unaccounted for by our model. The optimized model parameters, $k_f$ and $s$, give important insights about the production mechanisms and pressure interactions in mudrocks at different scales.
Figure 6. (a) Predicted vs. actual annual cumulative gas production from 4877 pressure-interfering wells in the Barnett play scaled with an extension of the method in [1]. There are 37,942 dots, i.e., on average 7.6 years on production are plotted for each well (see the caption of Figure 2). The least squares fit of this cross-plot has some bias and offset \( \text{predicted} = 0.92 \times \text{actual} + 0.07 \), which is not surprising for such a large heterogeneous set of wells. (b) The multiscale (“\( k_f, s, D \)”) well performance model proposed in this paper. We plot the predicted cumulative gas production in one year increments vs. the one measured in 45 horizontal wells in the Barnett, each with 13.3 years on production on average, and each pressure-interfering. There are 597 dots of 11 colors. Time is progressing along the diagonal away from the origin. The least squares fit of this cross-plot has no bias and offset \( \text{predicted} = 0.99 \times \text{actual} + 0.01 \). The 95% CI that this fit explains the linear trend in data is so tight we do not plot it. The 95% CI that a new well will belong to this dataset is plotted as the two red dotted lines. A mixture of simple scaling models published elsewhere and this paper’s multiscale model can provide crucial economic insights about well completions.

3.1. Relation between the Optimized Parameters: Fracture Permeability \( k_f \) and Microscale Source Terms

The second-order pressure diffusivity equation for the fracture and matrix is solved explicitly with the initial and boundary conditions given in Table 1. The unknown parameters in the simulations are the fracture permeability, \( k_f \), the microscale source term, \( s \), and the SRV volume. The best values of the unknown parameters are determined by numerical fitting of field production data with an optimization function.

Figure 7 shows the values of \( k_f \) and \( s \) obtained from matching production histories of 45 wells. In general, a higher fracture permeability, \( k_f \), gives a lower value of microscale source term, \( s \). This happens because of the energy balance during hydrofracturing. A high \( k_f \) results from the creation of dense macrofractures with better connectivity that consume a large amount of fracturing energy. In this case, a poorer connectivity at the microscale results and yields a smaller value of \( s \). Therefore, there is an approximately hyperbolic relationship between these two parameters.

Different combinations of \( k_f \) and \( s \) create different types of fracture networks after hydrofracturing. Figure 7 shows two extreme sets of wells encircled by the red and blue ellipses. For the red wells, the macroscale connectivity is high (high \( k_f \)) and the microscale connectivity is low (low \( s \)). For the blue wells, the macroscale connectivity is low (low \( k_f \)) and the microscale connectivity is high (high \( s \)). These two sets of values define two different types of fracture systems that result in two distinct production profiles for the respective wells.
Figure 7. The microscale source term, \( s \), represents microscale connectivity and the fracture permeability, \( k_f \), represents macroscale connectivity for 45 Barnett wells. There is a tradeoff between the macroscale and microscale stimulation because of energy conservation. More energy spent on the macroscale stimulation leaves less energy available for the microscale stimulation. The result is higher values of \( k_f \) and lower values of \( s \), and vice versa. The extreme values in the red and blue ellipse represent two different types of fracture networks after hydrofracturing that result in two different types of production profiles.

Figure 8 shows a schematic diagram of this concept. The black-bold vertical lines are a part of the macroscale discrete fracture network. The blue and red squares are the stimulated organic matrix and the dotted lines represent density of the microscale fractures draining gas from the organic matrix. Figure 8a represents the fracture system for the blue wells. It has poor macroscale connectivity (low \( k_f \)) and better microscale connectivity (high \( s \) because of high density of microfractures). Figure 8b represents the fracture system for the red wells. It has better macroscale connectivity (high \( k_f \)) and poorer microscale connectivity (low \( s \) because of low density of microfractures). A good or poor microscale connectivity represents permeability increase after hydrofracturing at the microscale. It does not represent the actual fracture area or new fracture surface created after hydrofracturing.

Figure 8. (a) Stimulated rock with low \( k_f \) and high \( s \). Density of the discrete macroscale fracture network is low and density of the microscale fractures (dotted lines) in the organic matrix is high. This situation results in a faster pressure decline in the organic matrix. Low permeability at the macroscale is compensated by higher permeability at the microscale. (b) Stimulated rock with high \( k_f \) and low \( s \). Density of the discrete macroscale fracture network is high and density of microscale fractures (dotted lines) in the organic matrix is low, causing a slower pressure decline in the organic matrix. Low permeability at the microscale is compensated by higher permeability at the macroscale.
Figure 9 shows the effect of $k_f$ and $s$ (particular fracture systems) on the production profiles of wells. Production decline of a well depends on the ratio $k_f/s$. This ratio represents the competing variables, $k_f$ and $s$, at the macroscale and microscale, and the extent of coupling between these two scales. This coupling defines stimulation effectiveness, and hence the fracture network in the SRV that controls the long-term production rate of a well. This coupling controls pressure communication between the macro- and microscale, i.e., the gas pressures in the fracture network and the organic matrix-hosting nanopores. The correct balance between pressure communication at these scales controls the overall cumulative production of wells. Two extreme cases of pressure coupling is represented by the stimulated system in Figure 8. In Figure 8a, fast pressure loss in the matrix supports fracture pressure. However, the low value of fracture permeability limits the cumulative production. In Figure 8b, a low value of $s$ lowers pressure in the fracture network. However, high fracture permeability leads to higher cumulative production.

![Figure 9](image_url)

**Figure 9.** Gas production rate (a) and cumulative production (b) depend on the ratio $k_f/s$. The thickness of each line increases with the increasing $k_f/s$. This ratio represents the contributions from the macroscale and microscale discharge processes. For the low values of this ratio, initial production rate can be very high with a steep production decline (blue curves). Faster production decline caused by the low $k_f/s$ gives lower ultimate cumulative production. The two sets of curves do not increase monotonically with $k_f/s$, because of uncertainty in the initial mass in place, which depends on the porosity, gas saturation and the stimulated volume after hydrofracturing.

In Figure 9, the thicker curves represent higher values of $k_f/s$. At low values of $k_f/s$ (Figure 9a: blue curves), kerogen specks discharge gas at a higher rate because of better microscale connectivity. The low permeability of large-scale fractures is compensated by the high discharge rate from the kerogen specks and thus the initial production rate is very high. Kerogen exposed to the dense microfractures loses pressure more quickly, making production decline steeper. Cumulative production also decreases because of the loss of pressure support in the kerogen specks. Higher values of $k_f/s$ (Figure 9a: red curves) represent the opposite situation. Macroscale connectivity is good and microscale connectivity is poor. Slow discharge from the kerogen specks is compensated by better macroscale permeability that maintains ample production rate. The decline of production rate is gentler, because pressure support in the kerogen is maintained for a longer time. A slower decline of production rate leads to higher cumulative production. Thus, the idea is that the cumulative production depends on the ratio of $k_f/s$, because this ratio controls the pressure connectivity at different scale and governs the rate of its decrease and its magnitude over a period of time.

Other variables controlling production after a frac job are the volume of the stimulated reservoir, porosity, and gas saturation in the matrix. As evident in Figure 9b, cumulative production curves (the blue and red sets) do not become thicker monotonically with the increasing $k_f/s$. In particular, one of the blue curves has a low value of $k_f/s$, but still lies well above the red curves in the cumulative
production and production rate plots. The reason is the initial mass in place, which is not constant in the production model and depends on the porosity of the system and the volume of rock we stimulate. The coupled effect of mass in place, stimulated volume and the ratio $k_f/s$ controls the overall production profile. Thus, permeability at the microscale and macroscale can give an idea about the production profile of a well. However, a better prediction of cumulative production requires a better understanding of matrix properties and of the stimulated volume after hydrofracturing.

3.2. Effects of Interference and Distance between Frac Stages

Correct estimation of the extent of stimulated reservoir that defines the effectiveness of hydrofracturing is an important criterion in the design of efficient frac jobs. Figure 10, Curve A, shows the original cumulative production curve for a well. It is considered as the base case against which other simulation scenarios are compared. For the base case, the length of the well lateral is 660 m; the number of frac stages is 6; the hydrofractures spacing, $2d$, is 110 m; the width of stimulated volume (effective propped volume, EPV) from the numerical simulation is 49 m; and the cumulative production after 160 months is 7 Bscf.

![Figure 10](image)

**Figure 10.** (A–C) represent three cases with different EPV length, tip-to-tip ($2d$) length, and number of fracturing stages. The corresponding cumulative production for the three cases are also shown above. Curve (A) represents cumulative production of a Barnett well with the 660 m lateral, 6 frac stages, and the EPV width of 49 m. For 8 frac stages, the EPV width decreases to 41 m, and there is small interference, denoted by the shaded area, with a small effect on the flow properties. The cumulative production, Curve (B), increases by 2 Bscf. For 9 frac stages, the EPV width is 36 m and pressure interference is strong, thus affecting flow properties at the microscale. The matrix-fracture source term increases causing a steeper decline in pressure support. The incremental increase in cumulative production of Curve (C) with 9 frac stages compared with Curve (B) with 8 frac stages is negligible.

Case 1: The number of frac stages is 8. For a fixed lateral length of a well, the width of effective stimulated volume (EPV) of each half of the stage is 41 m ($660 \text{ m} / (2 \times \text{number of frac stages})$). Simulations show an increase of 2 Bscf in the cumulative production to 8.8 Bscf (see Figure 10, Curve B). Figure 10 (B) shows the schematic diagram of the system. When $2d$ decreases from 110 to 82 m, the width of EPV drops to 41 m. The overlap causes a weak interference between the stimulated volumes...
from both sides. Because the interference is weak, we assume negligible change in $k_f$ and $s$. Natural gas price of $4 per 1000 scf will generate an additional revenue of $8 million.

Case 2: For a fixed length of well lateral, 9 frac stages give $2d$ of 72 m and the EPV width of 36 m. A decrease in $2d$ results in a larger overlap area from the stimulation, resulting in strong interference (see Figure 10 (C)). We assume that the effect of strong interference on the flow properties is prominent at the microscale rather than at the macroscale. This interference increases the matrix-microscale fracture source term. Figure 10, Curve C, shows the simulated cumulative production with a 50% higher source term, $s$, compared with the base case. The initial production rate increases, but the steeper decline in matrix pressure prevents cumulative production from increasing relative to eight hydrofracture stages. The limited improvement of EUR in response to denser hydrofracturing stages is also highlighted in recent work [57–59].

Nine hydrofracturing stages give the same cumulative production as eight stages with one major difference. With nine stages, the initial production rate is higher. This increased initial production rate calls for a trade off on the operator side. They may go with more frac stages and recover a major portion of their investment in the first few years of production, but handicap the well in the long run. Conversely, they may opt for an optimum number of stages and a lower production rate for a longer period of time and maximum profit. The latter option may not be available for the cash-strapped shale companies.

To design better frac jobs with optimum number of stages, correct estimation of EPV width using microseismic monitoring is a must to avoid interference. However, a better estimation of EPV does not guarantee a better production forecast. For the same EPV width inferred from the microseismic data, cumulative production for individual wells can be different, depending on the fracture network developed by hydrofracturing. Figure 11 shows two wells of same lateral length (640 m), EPV width, hydrofracture height, and number of stages (5). The cumulative production varies by 13% depending on the efficiency of the stimulated fracture network governed by the ratio $k_f/s$. This example highlights the importance of correct understanding of fracture network propagation during stimulation.

![Figure 11. Cumulative production of two wells with the length of 640 m and the number of stages of 5.](image)

The $k_f/s$ ratio defines the fracture network efficiency of draining gas from the kerogen pore network. $k_f/s$ of 1.5 causes a faster pressure loss in the system, limiting cumulative production to 3 Bscf in 180 months. For the same well parameters (EPV width, number of stages, and hydrofracture height), $k_f/s$ of 5 or 6 gives 3.4 Bscf in 180 months.

4. Materials and Methods

4.1. Diffusivity Equation in the SRV Matrix

The shale rock matrix inside of Stimulated Reservoir Volume (SRV) contains kerogen specks that host most of the nanopores. Gas in these nanopores is adsorbed as monolayers on the pore walls...
and fills the remainder of the pore volume as bulk fluid (free gas). The large specific surface area of shale pores has the potential to store a large amount of adsorbed gas. A decrease in pore pressure first produces free gas and later adsorbed gas as it gradually desorbs from the pore walls. Adsorbed gas layers decrease the effective radii of nanopores. True porosity, $\phi_m$, is then replaced with effective porosity, $\phi_{eff}$, [60]. The general pressure diffusivity equation for a single phase compressible gas in a porous medium is given by:

$$\nabla \cdot (\rho_g u_g) + \frac{\partial (\rho_g \phi_m)}{\partial t} + q = 0$$

where $q$ represents the flow interactions between matrix and fractures. Replacing $\phi_m$ by $\phi_{eff}$ and taking into account the effect of adsorbed gas, Equation (4) can be written as:

$$- \nabla \cdot (\rho_g u_g) + q = \frac{\partial S_g \rho_g \phi_{eff}}{\partial t} + \frac{\partial [\rho_a (1 - \phi_{eff})]}{\partial t}$$

where $t$ is time, $\rho_g$ is the free gas density, $\rho_a$ is the adsorbed gas density per unit sample volume, $\phi_{eff}$ is the effective porosity, and $u_g$ is the gas Darcy velocity. Using the following equations:

$$u_g = - \frac{k_m}{\mu_g} \nabla p \quad c_g = \frac{1}{\rho_g} \frac{\partial \rho_g}{\partial p} \quad c_m = \frac{1}{\phi_m} \frac{\partial \phi_m}{\partial p}$$

$$c_{tot} = c_g + c_m \quad K_a = \left( \frac{\partial \rho_a}{\partial \phi_g} \right)_T = \frac{\rho_b M_g V_L P_L}{V_{sc} \rho_g c_g (P_L + P_m)^2}$$

Equation (5) can be transformed into:

$$- \nabla \cdot (\rho_g u_g) + q = \frac{\partial}{\partial t} \left[ S_g \rho_g \phi_{eff} + \rho_a (1 - \phi_{eff}) \right]$$

$$- \nabla \cdot (\rho_g u_g) + q = -c_g \rho_g [S_g \phi_{eff} + K_a (1 - \phi_{eff})] \frac{\partial p_m}{\partial t}$$

$$\frac{k_m}{\mu_g} \frac{d^2 p_m}{dx^2} + q = -c_g \rho_g [S_g \phi_{eff} + K_a (1 - \phi_{eff})] \frac{\partial p_m}{\partial t}$$

(6)

This is the pressure diffusion equation in the matrix of the stimulated region. As stated above, this matrix is in pseudo-steady state. We also assume that the mass transfer of gas from the matrix to the fractures depends only on the pressure difference between them. Neglecting the effect of adsorbed gas, and using $\phi_{eff} = \phi_m$, gives the simplified version of Equation (6) as:

$$s \left( \frac{x}{x_{HF}} \right)^{D-2-\theta} \frac{k_m P_g}{\mu_g} (p_m - p_f) = -\rho_g c_g \phi_m \frac{\partial p_m}{\partial t}$$

(7)

where the first term on the left is the gas transfer term from matrix and microfractures to macrofractures, $s (x/w_{HF})^{D-2-\theta}$ represents the shape factor controlling the magnitude of that transfer term, and its value depends on the distance from the hydrofracture. As we move away from the hydrofracture, a unit volume of the SRV matrix embodies fewer fractures. Fewer fractures mean a smaller surface area of contact between the matrix and fractures, and slower gas transfer between them.

4.2. Diffusivity Equation in SRV Fracture Network

Compared with the nanopores, fractures in the SRV have very wide apertures. As a result, all gas there is bulk. The general pressure diffusivity equation for a single phase compressible gas in a porous medium is given by:

$$\frac{\partial (\rho_g \phi_f)}{\partial t} + \nabla \cdot (\rho_g u_g) + q = 0$$

(8)
where $q$ is the transfer term between matrix and fractures. Using the thermodynamic relation for compressibility and fluid velocity, Equation (8) can be written as:

$$
\frac{\partial}{\partial x} \left( \frac{\rho_q k_f(x)}{\mu_g} \frac{\partial p_f}{\partial x} \right) + q = \frac{\partial}{\partial t} \left( \rho_q \phi_f(x) \right)
$$

(9)

Using the fractal relationships of fracture permeability and porosity from Equations (3) and (9) transforms into:

$$
\frac{\rho_g k_f}{\mu_g} \left[ \frac{x}{w_{HF}} \right]^{D-2-\theta} \left[ \frac{\partial^2 p_f}{\partial x^2} + \frac{D - 2 - \theta}{x} \frac{\partial p_f}{\partial x} \right] + q = \rho_g c_g \phi_f \left( \frac{x}{w_{HF}} \right)^{D-2} \frac{\partial p_f}{\partial t}
$$

(10)

where $\phi_f$ is the fracture porosity, $k_f$ is the fracture permeability, $p_f$ is the fracture pressure, $D$ and $\theta$ are the fractal dimension and tortuosity index, and $q$ is:

$$
q = s \left( \frac{x}{w_{HF}} \right)^{D-\theta} \frac{k_m \rho_g}{\mu_g} (p_m - p_f)
$$

The final pressure diffusivity equation is:

$$
\frac{\rho_g k_f}{\mu_g} \left[ \frac{x}{w_{HF}} \right]^{D-2-\theta} \left[ \frac{\partial^2 p_f}{\partial x^2} + \frac{D - 2 - \theta}{x} \frac{\partial p_f}{\partial x} \right] + s \left( \frac{x}{w_{HF}} \right)^{D-\theta} \frac{k_m \rho_g}{\mu_g} (p_m - p_f) = \rho_g c_g \phi_f \left( \frac{x}{w_{HF}} \right)^{D-2} \frac{\partial p_f}{\partial t}
$$

(11)

4.3. Match of Production Data

Constraints on SRV Parameters

The matrix porosity $\phi_m$, matrix permeability, $k_m$, height of the hydrofracture plane, $H_s$, and the tip-to-tip hydrofracture length $L_f$, are well characterized in the literature for the Barnett shale, as listed in Table 1. Before numerical simulation and parameter optimization, it is important to constrain some of the other basic parameters which define the SRV. These are the fractal dimension $D$, the volume and surface area of the generated fractures, and the width of the SRV effectively draining gas, i.e., $d_{EPV}$. Constraint on the volume and surface area of discrete fracture network: O’Malley et al. [61] presented a power law distribution of fracture length developed in a sheared shale sample. The volume and surface area of the generated fractures are given by:

$$
V = \int_{R_0}^{R_1} dV(r) = \frac{N_0 \phi C_b (1 - n)}{(7/2 - n)} \left( \frac{R_1^{3.5-n} - R_0^{3.5-n}}{R_1^{3-n} - R_0^{3-n}} \right)
$$

$$
A = \int_{R_0}^{R_1} dA(r) = \frac{2N_0 \pi (1 - n)}{(3-n)} \left( \frac{R_1^{3-n} - R_0^{3-n}}{R_1^{3.5-n} - R_0^{3.5-n}} \right)
$$

(12)

where $R_0$ and $R_1$ are the minimum and maximum radii, respectively, of the penny-like fractures; $N_0$ is the total number of fractures; and $n$ defines the size distribution of the fracture network. $C_b$ is a constant given by Adler et al. [62] as $C_b = 5 \times 10^{-5}$ m$^{1/2}$ (natural fractures) and $C_h = 5 \times 10^{-4}$ m$^{1/2}$ (hydraulically induced fractures).

A typical frac stage pumps around 750 m$^3$ of water into the rock and 90% of this water is retained in fractures. An average fracture aperture of 10 µm creates surface area of the order of 10$^7$ m$^2$ to suck in the injected water. We assume that the fractures are circular in shape and exist in two groups: (a) small and reactivated natural fractures (radii: 1 mm–5 m); and (b) large fractures (radii: 5–50 m).

Large fractures create backbone of the discrete fracture network and small fractures define the microscale source term that interconnects the organic matrix and large fractures.

Out of the 750 m$^3$ of injected water, 40% (275 m$^3$) flows into large fractures and 60% flows into small fractures embedded in the matrix. The 40% of the injected water in big fractures comes from...
the fact that each fracturing stage also takes up on average 250–300 m$^3$ of proppant sand that keeps some fractures open (see Figure 12a). This sand may have an effective porosity of 0.3, and it displaces an additional 192 m$^3$ of water into the small fractures. Table 2 shows the surface area created for small and large fractures using Equation (12). Surface area created by the small fractures is two orders of magnitude higher than that created by the large ones. This huge surface area of the small fractures is responsible for exposing nanopores in the organic material to the high permeability pathways. This surface area also connects the nanoscale organic pores and macroscale fractures. Total surface area created is of same order of magnitude as that expected from the average fracture aperture of 10µm. Surface area of same order was reported by Johri and Zoback [63] based on field fracture data and mechanical modeling.

Figure 12. (a) Total amount of injected water in single frac stage is ~750 m$^3$. We assume that the water is retained in the SRV, which has the tip-to-tip width of 180 m, fracture height of 30 m, and fracture half-length of 50 m. The x-axis is the volume of injected water retained in the large discrete fracture network and the y-axis is the created surface area. The volume of proppant injected during each hydrofracture stage creates equal volume of discrete fractures, thus an average 40% (275 m$^3$) of the injected water goes into large fractures. The surface area created by this injected water volume is $2.7 \times 10^5$ m$^2$, requiring fracture spacing of 2–4 m in the SRV. This spacing is the characteristic distance for the branching, complex fracture network. (b) Hydrofracture frequencies inferred from the information contained in the paper on the Eagle Ford Connoco Phillips pilot by Raterman et al. [64]. The dotted horizontal lines represent the range of effective fracture spacing postulated by the authors of [1,2,56].

Table 2. Comparison between small and large fracture parameters.

| Parameters   | Small Fractures | Large Fractures |
|--------------|-----------------|-----------------|
| $R_0$        | 1 mm            | 5 m             |
| $R_1$        | 5 m             | 50 m            |
| Volume       | 400 m$^3$       | 275 m$^3$       |
| Area         | $3 \times 10^7$ m$^2$ | $2.6 \times 10^5$ m$^2$ |
| Fractures    | $10^{13}$       | 360             |

Marder et al. [56] presented an analytical solution of fracture generation and simulated 2000 wells to show that the typical spacing between the large fracture planes should be 1–4 m to maintain production in mudrock. They argued that physically such a small fracture spacing may be impossible, but this distance can be considered as characteristic distance for the branching, complex fracture network. Raterman et al. [64] showed frequent occurrences of such macrofractures and permeability enhancement by discrete fractures in the Eagle Ford core samples (see Figure 12b. If we consider
fracture planes spaced every 2 m ($L = 180$ m and $H = 30$ m), the fracture surface area we create is $4.3 \times 10^5$ m$^2$. This surface area is of the same order of magnitude as that created by the large fractures in Table 1. Thus, large fractures numbering 300–400 create the backbone of the discrete fracture network and are consistent with the characteristic distance of 1–4 m between fracture planes.

**Constraint on $D$:** As shown in the above section, a portion of the injected water goes in macrofractures. The distribution of this water with distance from the hydrofracture face is used to constrain the value of $D$. The fractal dimension used in simulation is $D = 1.8$. Figure 13a shows the strong effect of $D$ on the injected water distribution. As we move from $D = 1.7$ to $D = 1.8$, the fracture porosity, $\phi_{f0}$, at the fracture face decreases from 1.8% to 1.4%. For $D = 1.7–1.8$, 85–93% of the injected water is retained within $2d = 85$ m, which is close to the average literature value of $2d$. However, $D = 1.9$ decreases the fracture porosity, $\phi_{f0}$ to 0.1% at the fracture face, thus making it an unreasonable choice for modeling. Such a low value of porosity at the fracture face is impossible. Expected porosity close to 1% makes $D = 1.8$ a good choice with 60% of the water retained in the first few meters away from hydrofracture.

**Constraint on the value of microscale source term, $s$, from the optimization function:** The value of microscale source term, $s$, obtained after numerical fitting of production data is constrained with the power law distribution of total surface area created after hydrofracturing (see Table 2, total surface area). The continuous line in Figure 13b shows the power law distribution of the microscale source term, $s$ (calculated from total surface area) for $D = 1.8$. The values of $s$, obtained from simulation at the fracture face, cannot exceed the maximum value of the distribution at the fracture face. Values of $s$ smaller than the maximum value for the simulated wells reflect the fact that hydrofracturing is never 100% efficient. For most wells, only a small part of the created surface area is well-connected and contributes to production.

**Figure 13.** (a) Effect of $D$ on injected water distribution and fracture porosity, $\phi_{f0}$, at the fracture face. $D = 1.9$ forces an unreasonably low porosity, $\phi_{f0} = 0.1\%$, at the fracture face. The expected porosity close to 1% at the fracture face gives $D = 1.8$ as a good choice for the fracture network distribution in the SRV and $2d = 85–90$ m, sufficient to retain 85% of the injected water. (b) The admissible values of the source term, $s$, for the simulated wells are limited by the maximum depicted as the continuous line at the fracture face. This upper bound helps in constraining the values of $s$ obtained from optimization. A low value of $s$ from the simulation means that only a small part of the stimulated surface is well-connected well enough for efficient gas production.

**5. Conclusions and Discussion**

We simulated production histories of 45 Barnett wells using the concept of multiscale fractal reservoir. We showed that gas production from mudrocks depends on the quality of hydrofracturing job and reservoir properties. Here are our main conclusions:
The classical \((\tau, M)\) scaling of annual gas volumes produced from all non-refractured wells in the Barnett does an excellent job (see Figure 2), but the current \((k_f, s, D)\) scaling gives deeper operational insights into well completion strategies (see Figure 6).

The macroscale and microscale connectivities are represented by the fracture permeability, \(k_f\), and the microscale source term, \(s\). The higher the values of these two parameters are, the better flow connectivity at the respective scale is. In general, at higher fracture permeability, the microscale source term is lower, because of the balance of hydrofracturing energy (see Figure 7).

The overall well quality depends on the ratio of macroscale and microscale connectivities, physically represented by the ratio \(k_f/s\). A higher value of \(k_f/s\) causes slow pressure decline in the matrix and results in high cumulative production. Poor microscale scale connectivity is compensated by better macroscale connectivity. A low value of \(k_f/s\) causes high initial production rate resulting from fast gas discharge at the microscale. The matrix pressure depletes faster and limits overall cumulative production.

There can be indirect ways of accessing the ratio of \(k_f/s\) using the magnitude of microseismic events during hydrofracturing. The distribution of event magnitudes can be used to estimate the size distribution of microfractures/macrofractures created in the source rock. Eventually, hydrofracturing can be optimized by interpreting microseismicity.

Stimulated mass is an important factor in controlling the overall production. The non-monotonic increase in the cumulative production histories for the 13 Barnett wells in Figure 9 highlights the importance of initial mass in place, which is the product of gas density, porosity, gas saturation, and volume stimulated after hydrofracturing.

Efficient hydrofracturing is crucial to maximizing production. An important factor is the average distance between hydrofractures, \(2d\). Small values of \(2d\) can cause strong interference between two consecutive hydrofractures and can accelerate pressure loss in the matrix, thus limiting cumulative production (see Figure 10). Another key factor is the correct estimation of the Effective Propped Volume (EPV) width using microseismic data. The EPV width can give an estimate for the number of hydrofractures one should generate without causing a strong pressure interference and decreasing production.

In addition to the correct estimation of EPV width from a cloud of microseismic events, it is important to understand configuration of the new/reactivated fracture network after stimulation. The same EPV width can give different EURs, depending on the ratio of \(k_f/s\) that controls the efficiency of the backbone fracture network that drains gas at different scales (see Figure 9).

This paper provides a quantitative understanding of multiscale connectivity among the nanopores, microfractures, and the hydrofracture crack network in mudrocks (shales). The most influential reservoir parameters are the fracture network permeability and the microscale source term connecting the fracture systems at two different scales. Stimulation enhances fracture flow capacity by activating the existing natural fractures and increases the organic matrix contact area by cracking the rock. The microfractures bridge gaps between the isolated nanopores and the stimulated fracture network. Together they form a complex fracture network, through which shale gas migrates from the nanopores, all the way up to the well laterals. These multiscale properties of gas flow imply that reservoir characterization is quite important in the evaluation of shale gas production. In addition, a good quality shale matrix can yield high production only with successful stimulation. Instead of drilling longer horizontal wells to increase production, the goal should be a more effective rock stimulation by designing better hydrofracturing jobs with the help of microseismic data.

Although the model presented here provides good quantitative and qualitative insights about the production mechanisms, it can be improved. Incorporation of the effects of multiphase flow, boundary flow, diffusion, decrease of reservoir permeability under compaction, and reopening of fractures could lead to an even more robust production model.
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Abbreviations
The following abbreviations are used in this manuscript:

- EPV: Effective Propped Volume
- EUR: Estimated Ultimate Recovery
- RF: Recovery Factor
- SRV: Stimulated Reservoir Volume

Nomenclature

Parameters
- $2L$: Tip-to-tip length [m]
- $M$: mass of gas in a reservoir rock volume [kg]
- $\mu$: Viscosity [kg/m.s]
- $\phi$: Porosity
- $RF$: recovery factor [-]
- $\rho$: Density [kg/m$^3$]
- $\theta$: Tortuosity
- $c$: Compressibility [1/N/m$^2$]
- $D$: Fractal dimension
- $E$: Euclidean dimension
- $H$: Hydrofracture height [m]
- $K$: Adsorption coefficient [m$^3$(gas)/m$^3$(rock)]
- $k$: Permeability [m$^2$]
- $M$: Molar mass [kg]
- $p, P$: Pressure [N/m$^2$]
- $S$: Saturation
- $s$: Source term [m$^{-2}$]
- $T$: Temperature [K]
- $t$: Time [s]
- $u$: Velocity [m/s]
- $V$: Volume [m$^3$]
- $w$: Width [m]
- $x$: Distance [m]
- CI: confidence interval

Subscripts
- $0$: Fracture face
- $a$: Adsorbed gas
- $a$: power law exponent
- $f$: Fracture
- $g$: Gas
- $HF$: Hydrofracture
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