ABSTRACT  Today, the 5G Internet era has arrived, and network virtualization technology has captured the attention of people. However, traditional single-domain virtual embedding technology generated huge overhead in embedding and caused a certain waste of resources. Therefore, for cutting virtual embedding overhead and improving the embedding efficiency, this paper proposes a new multi-domain embedding programme. For this scheme, firstly, to rationalize the use of physical resources to a higher degree, we set up a model for the embedding problem. Secondly, in order to obtain the optimal global solution, we introduce simulated annealing into the PSO algorithm, and distribute the particles through the particle initialization distribution strategy. In addition, for the parameter of inertia weight in the algorithm, we use the linear differential decline strategy to calculate. The experimental results show that compared with VNE-PSO algorithm, this scheme reduces the cost of virtual network mapping by 32.82%, increases the acceptance rate of virtual requests by 7%, and reduces the running time by 18.7%. This scheme maximizes the benefits.
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I. INTRODUCTION

Today, the Internet of Things (IoT) technology is increasingly powerful, and network virtualization technology is also advancing with the times. The subject of this research is about virtual network embedding, which is also a pivotal area of network virtualization. Virtual network embedding technology is to distribute the underlying network resources to the virtual network, which is mainly divided into node mapping and link mapping. However, how to allocate is the focus of our research. At present, software-defined network (SDN) is an ideal new network architecture, and it also has a good development prospect in 5G [1]. In the traditional network, forwarding and control functions are implemented by switches or routers at the bottom, while SDN realizes the separation of the forwarding plane and the control plane. This network architecture makes it possible to clearly recognize the underlying network resources and greatly improve the embedding efficiency of virtual network requests. Now, scholars have done a lot of research on the problem of multi-domain embedding. It is mainly because traditional single-domain embedding can no longer meet people’s needs. But multi-domain embedding is more practical in the real environment. There are two main difficulties in multi-domain virtual network embedding (VNE) problem: Firstly, due to the structure of the multi-domain network is more complex, the scheme suitable for the single-domain environment is not necessarily suitable for the multi-domain environment. Secondly, due to many reasons such as confidentiality, the local controller does not provide complete domain information, so the VNE done by the global controller is vulnerable. With regard to this problem, we propose a new VNE scheme for the multi-domain problem.

In previous papers on VNE problem, it is very prevailing to use particle swarm algorithm to solve this problem. However, the traditional PSO algorithm has some issues. The solution
obtained by this algorithm is not necessarily the optimal global solution. In response to this problem, this paper introduces a new embedding algorithm. The specific innovative work is as follows:

(1) Aiming at the problem of premature convergence of PSO, it is combined with the simulated annealing algorithm. The ability to use simulated annealing to jump at a given probability when finding the optimal position can obtain the optimal solution to a higher degree. In order to understand the two algorithms more vividly, we compared the flow of the PSO algorithm and the SA algorithm, as shown in FIGURE 1.

(2) For the sake of avoiding limitations of typical linear decline strategy, we use the linear differential decline strategy to calculate the inertia weight. This method accelerates the convergence speed of the embedding algorithm and reduces the embedding overhead to a certain extent.

(3) Aiming at the insufficiency of particle swarm optimization to initialize particle positions, we introduce a particle initialization allocation strategy. Experimental results prove that it can cut down the probability of producing network fragmentation and improve the acceptance rate of virtual requests.

Other works of article arrangements are as follows. Section II retrospects the existing algorithms for solving VNE problem. In Section III, we introduce the details and conduct a model of the VNE problem. In Section IV, we describe the embedding process of the proposed VNE-HPSO algorithm. In Section V, an analysis of experimental results is given. And we summarize all the contents in Section VI.

II. RELATED WORKS

Regarding network virtualization technology, most of the previous papers mainly studied single-domain VNE problem. However, with the expansion of the network scale, researchers have gradually realized the problems of single-domain embedding [2]–[4]. Many existing studies are about multi-domain virtual network embedding [5]. For example, literature [6] points out that virtual requests based on topology can reduce the utilization of physical network to a certain extent. Therefore, this paper proposes a way of traffic matrix to embed virtual requests. Due to the computational complexity of embedding, researchers have tried to find the most practical embedding solution by studying a large number of heuristic algorithms [7]–[12]. Moreover, literature [13] also proposes a multi-objective optimization problem of energy-saving embedding algorithm, which effectively improves the mapping effect. According to the control method of virtual network embedding, we can roughly divide the existing virtual embedding algorithms into distributed embedding algorithms and centralized embedding algorithms.

A. THE DISTRIBUTED EMBEDDING ALGORITHM

Distributed algorithms mainly rely on numerous and widely distributed underlying nodes. The plan of virtual network embedding is completed by each underlying node. Because only when each bottom node has a clear grasp of the global information, it can be possible to make the best solution in the current network environment. For example, the authors of [14] propose a typically distributed algorithm for load balancing, which embeds the virtual network efficiently. For multiple infrastructure providers, literature [12], [15] propose a PolyViNE architecture based on geographic segmentation and embedding to coordinate and resolve the conflict of interest between infrastructure providers and service providers. In addition, while we are providing virtual networks, we must ensure that virtual network services have the capability to respond to sudden failures. Therefore, for the sake of overcoming embedding problem for regional failures, literature [16] proposes a new type of regional disjoint algorithm. This algorithm mainly uses backtracking technology to ensure that the primary VN is disconnected from the backup VN. It also proposes Suurballe algorithm to perfect the embedding between the primary virtual network and the standby virtual network. Experiment shows that this proposed method can debase the chance of underlying resources using up and blocking to a certain extent.

In pace with IoT application scenarios expanding, machine learning and deep learning [17]–[19] have become hot topics in the academic world, especially in the field of smart cities. As the application of machine learning becomes more and more extensive, many scientists innovate virtual network embedding algorithms through reinforcement learning.

In view of the problem that existing heuristic algorithms are easy to converge to local areas, the literature [20] applies deep reinforcement learning(DRL) to the field of VNE. They propose a DRL-VNE algorithm of full attribute matrix (FAM-DRL-VNE). Experiment results have proved that FAM-DRL-VNE algorithm has obvious advantages. The authors of [21] propose a VNE framework (VNE2) based on equivalent bandwidth and guaranteed delay based on current 5G network. Experiments have proved that the proposal of this framework increases the profit of InP in bandwidth allocation. In addition, on the issue of security, the authors of [22] apply blockchain technology to the field of secure VNE and propose a secure SDN problem model. The simulation experiment proves that VNE using blockchain technology has more obvious advantages.
At present, the software defined network can effectively monitor network traffic. At the same time, it introduces a set of new solutions for the rational deployment of virtual network on the problem of network virtualization. Since the inflow capacity of the switch is very important in a virtualized environment, this article [23] proposes an SDN-oriented VN embedding algorithm, which can effectively increase request acceptance rate and revenue of embedding. Similarly, the virtual network embedding algorithm we proposed is also oriented to SDN network architecture. However, the difference is that this article focuses on the consideration of the related problems of finding the optimal solution in the embedding process and realizes a new solution.

**B. THE CENTRALIZED EMBEDDING ALGORITHM**

The characteristic of the centralized algorithm is that only a single central control entity is responsible for all embedding strategies. The advantage of the centralized algorithm lies in this single central control entity. It collects and evaluates all resource information of the underlying network, so as to grasp various information of the entire network. Therefore, it is more likely to find the optimal or closest embedding scheme to the global optimal. The authors of [9] adopt the two-stage embedding method, the greedy algorithm for the first stage embedding and the shortest path algorithm for the second stage embedding. Similarly, the link mapping phase in [10] also uses the shortest path algorithm. However, the difference is that the algorithm in this article combines geographic location constraints and adds meta-nodes and meta-links to the underlying network to form an augmented topology embed. And finally, it solves the feasible node mapping scheme by using the method of random rounding. The shortest path algorithm is also widely used in solving practical problems [24].

The authors in [25] propose a multi-domain VNE algorithm that minimizes the target overhead. Firstly, a set of candidate panel points conforming to the constraints of virtual embedding is established. Secondly, the feasible ground floor path set is calculated. Finally, Kruskal algorithm is used to embed the path with the minimum weight in the path set, and the corresponding virtual node should be embedded at the same time. At the same time, the authors in [26] also apply reinforcement learning to the virtual embedding problem. They propose a security algorithm by reinforcement learning. The experiment result shows that this intelligent algorithm can get better results in solving virtual embedding problems.

Although the experiment shows that the scheme proposed by literature [9] can meet the basic requirements, there are still some shortcomings in embedding problem of this paper. The literature [27] does not use a two-stage mapping method. It proposes an embedding algorithm based on subgraph isomorphism detection. This method performs node mapping and link mapping at the same time. Experiment results have proved that this method can get better embedding results. However, Baseline algorithm uses a two-stage mapping method. It deploys the controller randomly, uses the greedy algorithm for node mapping, and uses the shortest path method for link mapping. In previous studies on multi-domain virtual network embedding [28]–[30], most scholars used some meta-heuristic algorithms to solve the embedding problem [31]. For example, through the use of neural network algorithm [32], simulated annealing algorithm [33], PSO [34] to refrain from the disadvantage of getting optimal local solution about the greedy algorithm and the shortest path algorithm. The literature [35] uses PSO algorithm for VNE and proposes VNE-PSO algorithm. In this paper, we also use PSO algorithm. However, the difference is that this paper combines PSO and SA algorithms to propose a new virtual embedding scheme, which has better performance than other algorithms. The algorithm proposed in this paper is a centralized algorithm. We manage the information uploaded by each local controller through global controller, and use this information to divide virtual requests.

**III. PROBLEM STATEMENT AND NETWORK MODEL**

When doing the embedding, service providers need to constantly negotiate with multiple InPs when establishing a multi-domain virtual network request. This paper uses the emerging SDN network architecture, because this architecture can achieve the separation of the forwarding plane and the control plane. It makes that it is possible to clearly recognize the underlying resources and greatly improve the embedding efficiency of VNRs. The multi-domain virtual network architecture includes the following parts:

1. Infrastructure provider (InP): manage and operate the underlying network.
2. Service provider (SP): request network resources from InP in the form of virtual network request.
3. Global controller: receive the virtual network request provided by the SP and divide the virtual network request.
4. Local controller: upload the underlying data information to the global controller.

**A. SUBSTRATE NETWORK MODEL**

In a multi-domain physical network, the data domain can be represented by a power undirected graph $G_i=(V_i, E_i)$. $G_i=(V_i, E_i)$ in the expression means the i-th domain in the network. $N_i^t = \{n_i^1, n_i^2, n_i^3, \ldots\}$ means total nodes number of the i-th domain. And $L_i^t$ represents a collection of physical network links in the i-th domain. $C_i^n$ means available computing power of the underlying node, and $C_i^l$ represents the remaining available bandwidth resource of the underlying link.

As shown in FIGURE 2, it depicts an underlying network. There are a total of nine substrate nodes in the underlying network model. The number of the orange rectangular frame nearby the node represents available computing resources of the underlying node. The substrate network includes eleven substrate links in total, and the number nearby every substrate link represents corresponding available bandwidth resources.
The virtual network embedding problem can be defined as an embedding multi-domain embedding, the virtual network needs to be distributed to different domains, and then the respective InPs completes the corresponding intra-domain embedding. The virtual network embedding problem can be defined as an embedding that must meet the embedding constraints from the underlying basic network of the virtual embedding is the virtual network model. VNR topology \( G_v \) to the underlying network topology \( G_s \): 
\[ G_v \{N_v, L_v\} \rightarrow G_s \{N'_s, L'_s\}, \]
where \( N'_s \in N_s, L'_s \in L_s \). In the node mapping stage, virtual node is embedded to underlying node that meets its resource constraints. In the link mapping stage, virtual link is embedded to underlying acyclic path that meets its bandwidth resource constraints.

(1) node mapping: The goal of node mapping is to find a suitable physical node in the underlying network for embedding, that is, CPU resources of selected node \( n_i^s \) need to meet the constraints of the virtual node \( n_i \). 
\[
\begin{align*}
CPU \left(n_i^s\right) & \geq CPU \left(n_i\right), \\
& n_i^s \in CD \left(n_i\right).
\end{align*}
\]
Formulas (1) and (2) indicate the constraints on the substrate node to ensure that the residual resource amount can satisfy the requirement of the virtual node. Formula (1) indicates that the CPU resource amount of the underlying physical node \( n_i^s \) must be greater than or equal to the resource demand of the node \( n_i \). Formula (2) indicates that the underlying node \( n_i^s \) must be located in the candidate physical domain of virtual node \( n_i \). CD \( n_i^s \) represents the candidate domain for the virtual node. That is, in the embedding process, it can only be embedded in the specified physical domain. Only if both of these conditions are satisfied, the virtual node can be successfully embedded.

(2) link mapping: Link mapping is divided into inter-domain link mapping and intra-domain link mapping. Firstly, the local controller is responsible for the relevant intra-domain link mapping. Secondly, the global controller performs inter-domain mapping according to the information conveyed by the local controller. At any stage, the virtual link needs to select a physical link that meets the embedding conditions for embedding. That is, bandwidth resource of physical link \( \left(n_i^s, n_j^s\right) \) needs to meet the virtual link \( \left(n_i^v, n_j^v\right) \) bandwidth resources requirements. Only when the following two formulas are met, the virtual link can be successfully embedded.
\[
\begin{align*}
BW \left(n_i^s, n_j^s\right) & \geq BW \left(n_i^v, n_j^v\right), \\
\sum BW \left(L_i^s\right) & \geq \sum BW \left(L_i^v\right).
\end{align*}
\]
Among them, formula (3) indicates that bandwidth resource on the underlying link needs to satisfy bandwidth resource demands, that is, bandwidth resources of physical link \( \left(n_i^s, n_j^s\right) \) must be greater than or equal to bandwidth resources demand of the road \( \left(n_i^v, n_j^v\right) \). Formula (4) means that total bandwidth resources about underlying network should be greater than or same with total bandwidth resources demand about virtual links. When these two formulas are satisfied, the virtual link can be successfully embedded.

FIGURE 4 depicts an embedding example of VNR embedded to the underlying network. Among them, the node mapping scheme is \( \{a \rightarrow A, b \rightarrow B, c \rightarrow D, d \rightarrow C\} \), and the link mapping scheme is \( \{(a, b) \rightarrow (A, B), (b, c) \rightarrow \} \).
(B, D), (c, d) → (D, C), (a, d) → (A, C)). Therefore, virtual requests can be successfully allocated under the demands of virtual node capacity and link bandwidth.

**FIGURE 4. Virtual network embedding.**

**D. VIRTUAL NETWORK EMBEDDING EVALUATION INDEX**

Our main work is to make some innovations in the virtual network embedding problem, combining with the actual network conditions, trying to optimize the embedding overhead and improve the request acceptance rate. Therefore, to comprehensively assess the performance of the hybrid particle swarm algorithm, this paper takes virtual embedding overhead, virtual request successful acceptance rate, and the embedding revenue overhead ratio as the main evaluation indicators.

The embedding benefit for time t is defined as the sum of computing resources and bandwidth resources required by the virtual request.

\[
Revenue(G_v, t) = \sum_{n_i \in N_v} CPU(n_i) + \sum_{l_i \in L_v} BW(l_i). \quad (5)
\]

The embedding overhead for time t is defined as the sum of physical resources by underlying network.

\[
Cost(G_v, t) = \sum_{n_i \in N_v} CPU + \sum_{l_i \in L_v} \sum_{l_j \in L_u} BW(f_{lj}^{nv}, l_i). \quad (6)
\]

Formula (6) represents the embedding overhead of a virtual request. Among them, CPU refers to the CPU resources allocated to virtual nodes by the underlying network, and \(BW(f_{lj}^{nv}, l_i)\) refers to the bandwidth resources allocated to virtual links by the underlying network. \(f_{lj}^{nv}\) is a boolean variable, \(f_{lj}^{nv} \in \{0, 1\}\), which represents the embedding relationship of the link. When the underlying link \(l_i\) allocates bandwidth resources to the virtual link \(l_j\), \(f_{lj}^{nv} = 1\); otherwise, \(f_{lj}^{nv} = 0\).

Therefore, the main evaluation indicators of virtual embedding are as follows:

1. The embedding cost of the underlying network:

\[
\lim_{T \to \infty} \frac{\sum_{t=0}^{T} Cost(G_v, t)}{T}. \quad (7)
\]

2. The request acceptance rate:

\[
\lim_{T \to \infty} \frac{\sum_{t=0}^{T} VNR_{accept}}{\sum_{t=0}^{T} VNR_{arrive}}. \quad (8)
\]

The request acceptance rate means the percentage of VNRs embedded successfully over a period of time as a percentage of the total virtual network requests. \(\sum_{t=0}^{T} VNR_{accept}\) refers to the quantity of VNRs embedded successfully in that time, and \(\sum_{t=0}^{T} VNR_{arrive}\) means the total requests in that time. When the ratio of requests accepted is higher, it indicates the function of embedding scheme is better.

3. The long-term embedding revenue overhead ratio of the underlying network:

\[
\lim_{T \to \infty} \frac{\sum_{t=0}^{T} Revenue(G_v, t)}{\sum_{t=0}^{T} Cost(G_v, t)}, \quad (9)
\]

the revenue overhead ratio reflects the efficiency in the use of underlying resources. When the ratio is larger, the utilization of physical resources is larger, so that the result of embedding algorithm is better.

**IV. VNE MODEL**

Considering to lower the embedding cost and improve the embedding efficiency, an integer linear programming model (ILP) is established to obtain the optimal solution.

**A. OBJECTIVE FUNCTION**

In the same virtual request, the CPU cost for different solutions is the same, but the consumption is different in terms of bandwidth due to the different bandwidth path selections, resulting in different underlying network consumption. Therefore, the objective function is represented by the following formula:

\[
\text{Minimize } \sum_{(u,v) \in L_v} \sum_{(i,j) \in L_u} f_{ij}^{uv} \times BW(l_{uv}), \quad (10)
\]

among them, the binary variable \(f_{ij}^{uv}\) means that the variable takes the value 1 if the virtual link \((u, v)\) is successfully embedded to \((i, j)\). Otherwise it takes the value 0. \((u, v) \in L_v\) represents the virtual link \((u, v)\) in the virtual network, and \((i, j) \in L_u\) represents the physical link \((i, j)\) in the underlying network. For virtual network requests, reducing embedding overhead can improve resource utilization and network performance. Therefore, formula (10) is used as the objective function. This objective function minimizes the request embedding overhead.

**B. NODE CONSTRAINTS**

When embedding virtual nodes, two conditions are met to embed successfully. One is that resources of underlying nodes must conform to resource requirements of virtual nodes.
Second, underlying physical node must be in the candidate domain $CD(u)$ of this node $u$.

\[ \forall u \in N_v, \forall i \in N_s, \]
\[ x_{ij}^u \times CPU(u) \leq CPU(i), \quad (11) \]
\[ x_{ij}^u \times i \leq CD(u), \]

the variable $x_{ij}^u$ in formula (11) is a binary variable. It means when the embedding between the physical node $i$ and virtual node $u$ is successful, this variable value is 1. Otherwise the value is 0.

C. LINK CONSTRAINTS

During link mapping, the bandwidth resources of physical link should be guaranteed to correspond to the sum required by virtual link and the control channel embedded on it, as shown in equation (12).

\[ \forall(i, j) \in L_s, \forall(u, v) \in L_v, \sum_{(i, j) \in L_s} f_{ij}^{uv} \times BW(l_{uv}) \leq BW(l_{ij}). \quad (12) \]

If the nodes $u$ and $v$ are embedded to the underlying network nodes $i$ and $j$ respectively, virtual link $(u, v)$ will be embedded to an underlying path $P$ from $i$ to $j$ in link mapping period. The equation (13) expresses the connectivity constraints of virtual links.

\[ \forall i, j \in N_s, \forall(u, v) \in L_v, \]
\[ \sum_{(i, j) \in L_s} f_{ij}^{uv} - \sum_{(i, j) \in L_s} f_{ji}^{uv} = \begin{cases} 1, & x_{ij}^u = 1 \\ -1, & x_{ji}^v = 1 \\ 0, & \text{otherwise} \end{cases} \quad (13) \]

when the value of formula (13) is 1, it means that if a physical link contains the source node of the virtual link, the outgoing flow of source node $i$ is 1, and the incoming flow is 0. When the value is -1, it means that if a physical link contains the destination node of the virtual link, the incoming flow of destination node $j$ is 1, and the outgoing flow is 0. When the value is 0, it means that if a physical link does not include source node and destination node, the outgoing and incoming traffic is balanced.

D. VARIABLE CONSTRAINTS

For the same VNR, the underlying node cannot be repeatedly embedded by multiple virtual nodes. It can only carry one virtual node. Therefore, it has the following constraints:

\[ \forall i \in N_s, \sum_{u \in N_v} x_{ij}^u \leq 1, \]
\[ \forall u \in N_v, \sum_{i \in N_s} x_{ij}^u = 1, \]
\[ \forall u \in N_v, \forall i \in N_s, x_{ij}^u \in \{0, 1\}. \]
\[ \forall(u, v) \in L_v, \forall(i, j) \in L_s, f_{ij}^{uv} \in \{0, 1\}. \quad (14) \]

V. ALGORITHM IMPLEMENTATION

The mathematical model for solving the VNE is an NP-hard problem. PSO algorithm is an intelligent group optimization algorithm based on population. At present, PSO is widely used in the fields of engineering, economy and science. In this paper, the PSO method is introduced into the VNE problem. For the sake of solving VNE problem more effectively, PSO has been optimized to make this algorithm more suitable for the embedding problem. It can guarantee the global optimality of the optimization results. Therefore, this section designs VNE-HPSO embedding algorithm based on PSO to solve the embedding problem.

A. PSO ALGORITHM THEORY BASIS

The particle swarm algorithm originated from the study of bird predation behavior. Similar to other evolutionary algorithms, PSO algorithm can guide the whole group to the direction of possible solutions through information transmission among individuals, and find better solutions in the process. In the particle swarm algorithm, each particle has a position variable and a velocity variable. Their position represents a solution to the problem. When solving the problem, the particles move to the optimal solution at a certain speed. Through a limited number of iterations, the historical best position is continuously updated. Finally, a better particle position, that is, the solution to the problem, is obtained. During this period, the particles update their velocity and position according to formula (15) and formula (16).

\[ V_{i+1} = wV_i + c_1r_1(X_{pb} - X_i) + c_2r_2(X_{gb} - X_i), \quad (15) \]
\[ X_{i+1} = X_i + V_{i+1}, \quad (16) \]

among them, the vector $V_i$ represents the speed at this time, which represents the tendency of the particle to search for a new area. The updated velocity and position on the basis of equation (15) and equation (16) are the vector $V_{i+1}$ and the vector $X_{i+1}$. $X_i$ represents the location at this time; $w$ represents the weight inertia of the particle maintaining position information; $c1$ and $c2$ represents the tendency to move towards the optimal solution; $r1$ and $r2$ are a random number between (0, 1); $X_{pb}$ represents the historical best location of the particle, and $X_{gb}$ means the historical best location of all particles.

B. REDEFINITION OF RELATED PARAMETERS

On the basis of our proposed virtual network embedding model, the relevant parameters are redefined as follows:

1) Particle current position: The particle position vector $X_i = \{x_1^i, x_2^i, \ldots, x_n^i\}$ represents the i-th embedding scheme. The vector $x_1^i$ represents the physical node number embedded by the virtual node $n_k$.

2) Particle current speed: The current speed of the particle $V_i = \{v_1^i, v_2^i, \ldots, v_n^i\}$ indicates the adjustment of the embedding scheme, so that the current scheme is adjusted to the optimal embedding scheme gradually. Each dimension in the vector is a binary variable with a value of 0 or 1.

3) ⊖ calculation: $X_i \ominus X_j$ represents the difference between two vectors, that is, the difference between the two embedding schemes. If the value of the vector $X_i$ and the vector
particles. In the traditional PSO algorithm, initializing the particles is to randomly generate the location and speed with the same probability. This will cause network fragmentation and waste of resources. However, the particle initialization allocation strategy can reduce the generation of underlying network fragments and improve resource utilization. In addition, it reduces unnecessary iterative processes in the later stages of the algorithm and improves iterative efficiency.

![FIGURE 5. Comparison between the traditional random initialization of particles and the allocation strategy of particle initialization.](image-url)

Under normal conditions, we arrange the physical nodes and virtual nodes in descending order of the number of resources firstly, and find the lowest resource request amount among the virtual nodes. Then we abandon the physical nodes that are smaller than its resource amount from the physical node list. To begin with, a physical node is allocated to every virtual node, but the allocated node may not be able to meet the requested amount of resources. In FIGURE 5, the list of node resources requested is \{41, 32, 45, 34, 56, 12\}. We sort them in descending order to get \(V_{list2} = \{32, 41, 73\}\), and the list of resources of physical nodes is \{45, 34, 56, 12\}. We sort them in descending order to get \(V_{list2} = \{34, 45, 56\}\). In the physical node list, we can get \(V_{list2} = \{34, 45, 56\}\) after going to the physical node less than the minimum requested resource amount. For each node in the virtual node list, the probability of success of the assigned physical node is 1/3, 1/2, and 1 respectively. Therefore, the particle initialization process can be further optimized to reduce some unnecessary iterative processes. For particle initial allocation policy, as with traditional particle allocation, we first rank the virtual network request resources and physical network resources in descending order. Nodes and links that are less than the minimum resource requests are then removed from the physical node list. Secondly, all virtual nodes are assigned a candidate node list, and the number of candidate node resources in this candidate node list must be no less than the minimum amount of requested resources for this virtual node. Finally, the probability of success of virtual node allocation is 1,1,1 respectively. Thus it can be seen that the allocated candidate node list meets the resources required through this strategy. The particle initialization distribution strategy greatly improves the probability of successful particle

D. THE ALLOCATION STRATEGY OF PARTICLE INITIALIZATION

In this section, we elaborate on the particle initialization allocation strategy. It mainly describes how to allocate

\[ V_{i+1} = \alpha V_i + \beta (X_{pb} \ominus X_i) + \gamma (X_{gb} \ominus X_i), \quad (17) \]
\[ X_{i+1} = X_i \ominus V_{i+1}, \quad (18) \]

among them, for the inertia weight \(\alpha\), we adopt a linear differential decline strategy. It can better balance the search ability during the iteration.

C. SA ALGORITHM

The idea of simulated annealing (SA) algorithm was first proposed by N. Metropolis et al. in 1953. The simulated annealing method is a random search method that simulates the metal annealing process. The advantages of the SA algorithm are its wide range of application, high reliability for obtaining the optimal global solution, simple algorithm, and easy implementation. The main difference between the SA algorithm and the traditional random search method in search strategy is that it not only introduces suitable random factors, but also introduces the natural mechanism of annealing and cooling process in physical systems. Compared with the particle swarm algorithm that only replaces the original position with a better value, the physical annealing mechanism introduced by the SA algorithm makes it accepts the new state with probability. In other words, if the current state is worse than the original state, it may happen that the current state replaces the original state, and the probability of acceptance decreases as the temperature drops. Therefore, SA algorithm has a mechanism to get rid of local optimum. It can effectively avoid the possibility of obtaining the local optimum solution during the search process, and increase the feasibility of finding the global optimum.
distribution, thereby reducing the time cost and accelerating the convergence speed of the virtual network embedding algorithm.

In time complexity analysis, we set the number of virtual nodes as \( N_v \) and the number of physical nodes as \( N_s \). We use the quick sort method to sort the virtual node sequence and the physical node sequence respectively, the complexity of which is \( O(\log N_v) \) and \( O(\log N_s) \) respectively. Then assign candidate nodes to each virtual node, and the complexity is \( O(N_v \cdot N_s) \).

E. VNE-HPSO ALGORITHM

We give the embedding procedure of VNE-HPSO algorithm in Algorithm 1.

**Algorithm 1** The Proposed VNE-HPSO Algorithm

**Require:** Virtual Network Request \( G_v = \{N_v, L_v\} \), Substrate Network Topology \( G_s = \{N_s, L_s\} \), iteration

**Ensure:** VNE gBest
1. VNetwork vn, SNetwork sn;
2. Iteration Number iteration;
3. count=0;
4. Initialize particle position;
5. Maximum fitness \( f_{max} \), Minimum fitness \( f_{min} \);
6. Initial temperature \( t_0 = f_{max} - f_{min} \);
7. Particle current position pBest, the best particle position gBest;
8. for all the unmapped virtual links in VNR do
9. for count < iteration do
10. update the location and velocity;
11. if the fitness is superior to the value of pBest then
12. set pBest to the new location;
13. end if
14. if the fitness is superior to the value of gBest then
15. set gBest to the new location;
16. end if
17. randomly generate a new position for the particle, and calculate the fitness difference between the new and the old position \( \Delta C \);
18. if \( \Delta C < 0 \) then
19. the particle enters new position;
20. end if
21. produce a number \( r \in (0, 1) \) at random;
22. if \( r < \min[1, \exp(-\Delta C/t)] \) then
23. the particle enters new position and update pBest, gBest;
24. end if
25. \( t = t \cdot 0.9 \);
26. count + +;
27. end for
28. return gBest;
29. end for

**F. TIME COMPLEXITIES ANALYSIS**

We set the number of virtual request nodes as \( N_v \), the number of physical nodes as \( N_s \), the number of data fields as \( D \), the number of iterations as \( L \), and the number of particles as \( C \). Then the complexity analysis of the whole algorithm is as follows.

\[
O(L \cdot C \cdot N_v \cdot D \cdot N_v \cdot D \cdot N_s) = O(L \cdot C \cdot N_v \cdot D^2 \cdot N_s^2).
\]

(19)

where, \( C, L, D, N_s \) are all fixed values, so the complexity of the whole algorithm can be regarded as \( O(N_s^2) \). At the same level as other heuristic algorithms.

**VI. SIMULATION EXPERIMENTS AND ANALYSIS**

For the sake of verifying the performance of VNE-HPSO algorithm, we compare it with the previous algorithm through simulation experiments. First of all, this paper introduces the environment of the simulation experiment and some parameters. Secondly, we evaluate the performance of the algorithm on account of the main evaluation indicators given in this article.

A. EXPERIMENTAL ENVIRONMENT AND PARAMETER SETTINGS

This simulation experiment uses Java as the programming language. And in the experiment environment, the computer we used is 8GB memory and carries an x64-based Intel(R) Core(TM) i5-6200U CPU processor. We use GT-ITM [36] tools to randomly generate underlying network and virtual network embedding requests required for the experiment. For contrasting the performance of this virtual network embedding algorithm, we set the relevant parameters in the simulation experiment, as shown in TABLE 1.

| Parameter | The Value |
|-----------|-----------|
| physical nodes | 50 |
| the initial resources of the nodes | U[100, 300] |
| the cost of the nodes in the domain | U[1, 10] |
| the intra-domain node connection rate | 50% |
| initial resources of the link | U[1000, 3000] |
| bandwidth price of the inter-domain link | U[5, 15] |
| requested resources of virtual nodes | U[11, 10] |
| intra-domain node connection rate | 50% |
| the number of particles | 10 |
| the number of iterations | 50 |
| maximum inertia weight | 0.9 |
| minimum inertia weight | 0.4 |
| \( \beta \) | 0.3 |
| \( \gamma \) | 0.4 |

**B. EXPERIMENTAL ANALYSIS**

Since this article is mainly aimed at improving PSO algorithm, a typical VNE-PSO algorithm is selected for comparison. In addition, we have selected the basic two-stage embedding algorithm Baseline and the one-stage embedding algorithm D-ViNE-SP respectively. This article compares VNE-HPSO with VNE-PSO, D-ViNE-SP and Baseline algorithms, and verifies the effectiveness of the VNE-HPSO algorithm according to the evaluation index proposed by formulas (7) (8) (9). For the request acceptance rate, we calculate the number of successfully embedded requests and
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the total number of requests issued by the virtual network respectively. And it is obtained by calculating their ratio. For the revenue cost ratio, it is obtained by calculating the ratio of embedding revenue and embedding cost, where the embedding revenue and embedding cost are calculated by formula (5) and (6). For the running time, we set the initial time and the end time respectively in the experiment. It is obtained by calculating the difference between them. The following are simulation experiments for these aspects.

**Experiment 1:** Comparison of embedding costs in different virtual nodes

For the sake of contrasting the performance of different algorithms in terms of embedding overhead, we conduct a simulation experiment. The experimental results are shown in FIGURE 6 and FIGURE 7. The difference between the two graphs is the set of independent variables. FIGURE 6 uses the number of virtual nodes as an independent variable to observe embedding overhead. FIGURE 7 uses the number of data fields as the independent variable. The results of FIGURE 6 show the changes in virtual network embedding overhead corresponding to four different algorithms under the premise that the data field is 4. Among them, the VNE-HPSO algorithm has the least cost in the embedding process. Through quantitative analysis of the data, the VNE-HPSO algorithm is 32.82% lower than VNE-PSO, 39.3% lower than D-ViNE-SP, and 50.47% lower than Baseline.

**Experiment 2:** Comparison of embedding costs in different data domains

Not only that, as shown in FIGURE 7, we also analyze the changes in embedding overhead with different data domains under the premise of a certain virtual request scale. When there are 6 virtual nodes, we analyze the embedding overhead when the data fields are 4, 6, and 8, respectively. From the resultant picture, we can find that the VNE-HPSO algorithm always performs best and can give the least costly embedding scheme. Compared with the other three schemes, this scheme is 32.7% lower than VNE-PSO, 45.5% lower than D-ViNE-SP, and 57.1% lower than Baseline.

**Experiment 3:** Comparison of VR acceptance rate

Simulation results about VNR acceptance rate of embedding algorithms are shown in FIGURE 8. From the resultant picture, we can find that under the same experimental environment, as time goes on, the VR acceptance rate about embedding algorithms gradually cuts down and finally stabilizes. Moreover, the resultant picture shows that the ratio of VNE-HPSO algorithm is the highest, and the ratio of Baseline is the lowest. This is because at the beginning of VNE-HPSO algorithm, we introduce particle initialization distribution strategy, which is not easy to generate network fragments when randomly assigning particle positions. This strategy provides a greater possibility to receive the virtual network. While Baseline chooses to embed the node with the most remaining resources during the embedding process, the available physical resources may not be able to meet the subsequent virtual requests with high resource requirements in the later stage, resulting in embedding failure.

Through comparison with other three algorithms, the VR
acceptance rate of the VNE-HPSO algorithm is 7% higher than VNE-PSO, 17.6% higher than D-ViNE-SP, and 41.2% higher than Baseline.

Experiment 4: Comparison of revenue cost ratio of four algorithms

In FIGURE 9, we compare the revenue cost ratios of the four algorithms in the embedding process. From the resultant picture, we can find that the revenue cost ratios about four embedding algorithms have not changed much and are relatively flat. The VNE-HPSO algorithm has the highest final ratio in terms of revenue cost ratio, which is stable at around 68%. It is precise because of our hybrid particle swarm algorithm that we can obtain the optimal global solution more accurately, thereby reducing the virtual network embedding overhead. Therefore, the VNE-HPSO algorithm has the highest ratio.

FIGURE 9. Comparison of revenue-cost ratio of four algorithms.

Experiment 5: Comparison of running time of four algorithms

FIGURE 10 shows the results about the running time of four embedding schemes. Obviously, as shown in the figure, the VNE-HPSO algorithm has the lowest running time. Through the collation of data and analysis, the VNE-HPSO algorithm is 18.7% lower than VNE-PSO in the way of running time, 50% lower than D-ViNE-SP, and 56.6% lower than Baseline.

FIGURE 10. Comparison of running time of four algorithms.

From the above resultant pictures, we can find that the VNE-HPSO algorithm is superior to VNE-PSO, D-ViNE-SP, and Baseline in terms of embedding overhead, virtual request acceptance rate and running time. Moreover, as time goes by, the performance of VNE-HPSO algorithm is within a controllable range. In the algorithm design of Baseline, node mapping is performed first through the greedy algorithm, and then the shortest path algorithm is used for link mapping. During node mapping, adjacent nodes may be embedded to nodes farther apart, which seriously increases the cost of link mapping. Next, the problem of insufficient resources may occur at the end of algorithm, which also leads to a low VR acceptance rate.

Both VNE-PSO and D-ViNE-SP algorithm perform virtual embedding when underlying link does not support breaking up, but the result of VNE-PSO algorithm stays ahead of the D-ViNE-SP algorithm. That is because the ultimate solution received by D-ViNE-SP is not an optimal solution to a certain extent, or even a feasible solution. Through the VNE-PSO algorithm, we can get the approximate global optimal solution.

Similarly, compared with VNE-PSO, the VNE-HPSO algorithm does not support the underlying link splitting. However, due to the introduction of the particle initialization allocation strategy, the use of underlying resources is more efficient, the generated network fragments are reduced, and the VR acceptance rate is enhanced. At the same time, the annealing process is introduced into the PSO algorithm, which avoids the problem of premature convergence in the course of finding optimal solution, and makes the algorithm performance more efficient.

VII. CONCLUSION

For the sake of solving the VNE problem more effectively, this paper proposes an embedding programme based on hybrid particle swarm. The VNE-HPSO algorithm, particle initialization distribution strategy and linear differential reduction strategy of inertia weight proposed in this paper strikingly optimize the property about VNE, and play an important role in reducing the embedding overhead and improving the VR acceptance rate. Experimental results prove the effectiveness of this method. In addition, the algorithm proposed in this paper is of great significance in the fields of tracking objects and data mining. For the linear differential decline strategy, we can use its convergence performance to apply it to fields such as optimal scheduling.

But for one thing, in actual multi-domain VN environment, InfPs is unwilling to announce all information about resource utilization to other parties. Consequently, the function of the algorithm is unable to be tested in a better way. For another, the mathematical foundation of the particle swarm algorithm is relatively weak, lacking comprehensive and profound theoretical analysis. These are all directions that we need to focus on in our future work.
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