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Abstract

We provide a new lower bound on the minimum distance of a family of quantum LDPC codes based on Cayley graphs proposed by MacKay, Mitchison and Shokrollahi [13]. Our bound is exponential, improving on the quadratic bound of Couvreur, Delfosse and Zémor [3]. This result is obtained by examining a family of subsets of the hypercube which locally satisfy some parity conditions.

1 Introduction

A striking difference between classical and quantum computing is the unavoidable presence of perturbations when we manipulate a quantum system, which induces errors at every step of the computation. This makes essential the use of quantum error correcting codes. Their role is to avoid the accumulation of errors throughout the computation by rapidly identifying the errors which occur.

One of the most satisfying construction of classical error correcting codes capable of a rapid determination of the errors which corrupt the data is the family of Low Density Parity–Check codes (LDPC codes) [8]. It is therefore natural to investigate their quantum generalization. Moreover, Gottesman remarked recently that this family of codes can significantly reduce the overhead due to the use of error correcting codes during a quantum computation [9]. Quantum LDPC codes may therefore become an essential building block for quantum computing.

Quantum LDPC codes have been proposed by MacKay, Mitchison, and MacFadden in [14]. One of the first difficulty which arises is that most of the families of quantum LDPC codes derived from classical constructions lead to a bounded minimum distance, see [19] and references therein. Such a distance is generally not sufficient and it induces a poor error-correction performance.

Only a rare number of constructions of quantum LDPC codes are equipped with an unbounded minimum distance. Most of them are inspired by Kitaev toric codes constructed from the a tiling of the torus [11] such as, color codes which are based on 3-colored tilings of surfaces [11], hyperbolic codes which are defined from hyperbolic tilings [7, 20], or other constructions based on tilings of higher dimensional manifolds [7, 10]. These constructions are based on tilings of surfaces or manifolds and their minimum distance depends on the homology of this tiling. The determination of the distance of these codes is thus based on homological properties and general bounds on the minimum distance can be derived from sophisticated homological inequalities [6, 4].

In this article, we study a construction of quantum LDPC codes based on Cayley graphs which has been proposed by MacKay, Mitchison and Shokrollahi [14] and has been studied in [3]. This family does not rely on homological properties and thus the homological method cited earlier seems impossible to apply. We relate the determination of this minimum distance with a combinatorial problem in the hypercube. Then, using an idea of Gromov, we derive a lower bound on the minimum distance of these quantum codes which clearly improves the results of Couvreur, Delfosse and Zémor [3].
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The remainder of this article is organized as follows. In Section 2, we recall the definition of linear codes and a construction of quantum codes based on classical codes. Section 3 introduces the quantum codes of MacKay, Mitchison and Shokrollahi. In order to describe the minimum distance of these quantum codes based on Cayley graphs, we introduced two families of subsets of these graphs that we call borders and pseudo-borders in Section 4. We are then interested in the size of pseudo-borders of Cayley graphs. In Section 5, we reduce this problem to the study of t-pseudo-borders of the hypercube, which are a local version of pseudo-borders. Theorem 5.3 proved in Section 6 establishes a lower bound on the size of t-pseudo-border. As a corollary, we derive a lower bound on the minimum distance of Cayley graphs quantum codes.

2 Minimum distance of quantum codes

A code of length \( n \) is defined to be a subspace of \( \mathbb{F}_2^n \). It contains \( 2^k \) elements, called codewords, where \( k \) is the dimension of the code. The minimum distance \( d \) of a code is the minimum Hamming distance between two codewords. By linearity, it is also the minimum Hamming weight of a non-zero codeword. This parameter plays an important role in the error correction capability of the code. Indeed, assume we start with a codeword \( c \) and that \( t \) of its bits are flipped. Denote by \( c' \) the resulting vector. If \( t \) is smaller than \( (d - 1)/2 \) then we can recover \( c \) by looking for the closest codeword of \( c' \). Therefore, we can theoretically correct up to \( (d - 1)/2 \) bit-flip errors. The parameters of a code are denoted \( [n, k, d] \).

Every code can be defined as the kernel of a binary matrix \( H \). This matrix is called a parity–check matrix of the code. Alternatively, a code can be given as the space generated by the rows of a matrix. This matrix is called a generator matrix of the code. For instance, the following parity–check matrix defines a code of parameter [7, 4, 3].

\[
H = \begin{pmatrix}
1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1
\end{pmatrix}.
\] (1)

The code which admits \( H \) as a generator matrix has parameters [7, 3, 4].

The space \( \mathbb{F}_2^n \) is equipped with the inner product \( \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i \), where \( x = (x_1, x_2, \ldots, x_n) \) and \( y = (y_1, y_2, \ldots, y_n) \). The orthogonal of a code \( C \) of length \( n \) is called the dual code \( C^\perp \) of \( C \). A code is said self-orthogonal if it is included in its dual. For example, we can easily check that two rows of the matrix \( H \) given in Eq. (1) are orthogonal which means the code generated by the rows of \( H \) is self-orthogonal.

Quantum information theory studies the generalization of error correcting codes to the protection of an information written in a quantum mechanical system. By analogy with the classical setting, a quantum error correcting code is defined as the embedding of \( K \) qubits into \( N \) qubits. The CSS construction allows us to define a quantum code from a classical self-orthogonal code [4,13]. As in the classical setting, the minimum distance \( D \) of a quantum code is an important parameter which measures the performance of the quantum code. The following proposition gives a combinatorial description of the parameters of these quantum codes.

Proposition 2.1. Let \( C \) be a classical code of parameters \([n, k, d]\). If \( C \) is self-orthogonal, then we can associate with \( C \) a quantum code of parameters \([[N, K, D]]\), where \( N = n, K = \dim C^\perp/C = n - 2k \) and when \( K \neq 0, D \) is the minimum weight of codeword of \( C^\perp \) which is not in \( C \):

\[
D = \min\{w(x) \mid x \in C^\perp \setminus C\}.
\]
When, $D$ is strictly larger than the classical minimum distance $d^*$, the quantum code is said degenerated. Then, we do not consider the codewords of $C$ in the computation of $D$. This essential feature can improve the performance of the quantum code but it also makes the determination of the minimum distance strikingly more difficult than in the classical setting. In the present work, we obtain a lower bound on the minimum distance of a family of degenerate quantum codes.

3 A family of quantum codes based on Cayley graphs

We consider a family of quantum codes constructed from Cayley graphs, which we now define.

**Definition 3.1.** Let $G$ be a group and $S$ be a set of elements of $G$ such that $s \in S$ implies $s^{-1} \in S$. The *Cayley graph* $\Gamma(G, S)$ is the graph with vertex set $G$ such that two vertices are adjacent if they differ by an element in $S$.

In our case, the group $G$ is always $\mathbb{F}_2^n$ and $S = \{c_1, c_2, \ldots, c_n\}$ is a generating set of $\mathbb{F}_2^n$. Thus $\Gamma(G, S)$ has $2^n$ vertices and it is a regular graph of degree $n$. This graph is connected since $S$ is a generating set. To simplify notation, we assume that the vectors $c_i$ are the $n$ columns of a matrix $H \in M_{r,n}(\mathbb{F}_2)$. We denote by $G(H)$ this graph and we denote by $A(H)$ the adjacency matrix of this graph.

For instance, the Cayley graph $G(I_n)$, associated with the identity matrix of size $n$, is the hypercube of dimension $n$. Indeed, its vertex set is $\mathbb{F}_2^n$ and two vertices $x$ and $y$ are adjacent if and only the vectors $x$ and $y$ differ in exactly one component.

The following proposition proves that we can associate a quantum code with these graphs.

**Proposition 3.2.** Let $H \in M_{r,n}(\mathbb{F}_2)$ be a binary matrix. If $n$ is an even integer, then the adjacency matrix $A(H)$ of the graph $G(H)$ is the generating matrix of a classical self-orthogonal code. We denote by $C(H)$ this self-orthogonal code and by $Q(H)$ the corresponding quantum code.

We want to determine the minimum distance of these quantum codes $Q(H)$.

Recall that a family of quantum codes associated with a family of self-orthogonal codes $(C_i)$ defines quantum LDPC codes if $C_i$ admits a parity-check matrix $H_i$ which is sparse. In our case the generating matrix of the code $C(H)$ is the adjacency matrix $A(H)$, which is typically sparse since each row is a vector of length $2^r$ and weight $n$. When $n$ and $r$ are proportional, the each row of $A(H)$ has weight in $O(\log N)$, where $N = 2^r$ is the number of columns of $A(H)$. Some authors consider LDPC codes defined by a parity-check matrix with bounded row weight. However, an unbounded row weight is needed for example to achieve the capacity of the quantum erasure channel.

It turns out that regardless of the choice of generators, the resulting graph $G(H)$ is always locally isomorphic to the hypercube. That is, the set of vertices within some distance $t$, depending on $H$, of a vertex in $G(H)$, is isomorphic to the subgraph of the hypercube induced by all vertices within distance $t$ of a vertex in the hypercube.

We close this subsection with a sketch of proof of this local isomorphism. By *ball* of radius $t$ centered at a vertex $v$ in a graph $G$, we mean the subgraph of $G$ induced by all vertices at distance at most $t$ from $v$.

The radius of the isomorphism depends on the shortest length $d$ of a relation $\sum_{i=1}^d c_i = 0$ between columns of $H$, which is, by definition, the minimum distance of the code of parity-check matrix $H$.

**Proposition 3.3.** Let $H \in M_{r,n}(\mathbb{F}_2)$ and let $d$ be the minimum distance of the code of parity–check matrix $H$. Then, there is a graph isomorphism between any ball of radius $(d - 1)/2$ of $G(H)$ and any ball of same radius in $G(I_n)$ where $I_n$ is the identity matrix of size $n$.

**Proof sketch.** The generating set $S$ is the set of columns of $H$. The neighbourhood of a vertex $x$ is $\{x + c_1 | c_1 \in S\}$ and the second neighbourhood is $\{x + c_1 + c_2 | c_1 \neq c_2 \in S\}$. If there is no relation between set of 4 different generators (i.e. there is no relation where the sum of four generators is 0) then except for $x + c_1 + c_2$ and $x + c_2 + c_1$ begin equal, all these vertices are distinct. So by mapping $x$ to 0, $c_i$ to $e_i$ and $c_i + c_j$ to $e_i + e_j$, we see that vertices at distance at most two from $x$ is isomorphic to the hypercube.

In the general case, we can also map each generator of $G(H)$ to a generator of $G(I_n)$. 


This result gives more information about the local structure of the graph when we start with a parity-check matrix $H$ defining a code of large distance $d$. For instance, when $H \in M_{r,n}(\mathbb{F}_2)$ is a random matrix chosen uniformly among the matrices of maximal rank, the distance $d$ is linear in $n$. We can also choose $H$ as the parity-check matrix of a known code equipped with a large minimum distance.

Our result will be proved by only looking at vertices within distance $(d - 1)/2$ of some central vertex and hence we may assume that we are in the hypercube of dimension $n$.

4 Borders and pseudo-borders of Cayley graphs

The aim of this section is to provide a graphical description of the minimum distance of the quantum codes $Q(H)$ introduced in the previous section. This quantum code is associated with the classical self-orthogonal code $C(H)$ generated by the rows of the matrix $A(H)$. By Proposition 2.1, the minimum distance $D$ of this quantum code is given by

$$D = \min \{ w(x) \mid x \in C(H)^\perp \setminus C(H) \}.$$ 

By definition, the codes $C(H)$ and its dual $C(H)^\perp$ are subspaces of $\mathbb{F}_2^N$ where $N = 2^r$ is the size of the matrix $A(H)$. Since the columns of $A(H)$ are indexed by the $N$ vertices of the graph $G(H)$, a vector $x \in \mathbb{F}_2^N$ can be regarded as the indicator vector of a subset of the vertex set of $G(H)$. We can then remove the two conditions $x \in C(H)^\perp$ and $x \not\in C(H)$ by conditions on the set of vertices corresponding to $x$. In order to describe the vectors $x$ of $C(H)$ and $C(H)^\perp$, we introduced two families of subsets of the vertex set of $G(H)$: the borders and the pseudo-borders.

The neighbourhood $N(v)$ of a vertex $v$ of the graph $G(H)$ is the set of vertices incident to $v$.

**Definition 4.1.** Let $S$ be a subset of the vertex set of $G(H)$. The border $B(S)$ of $S$ in the graph $G(H)$ is the set of vertices of $G(H)$ which belong to an odd number of neighbourhoods $N(v)$ for $v \in S$.

Equivalently, the border of a subset $S$ is the symmetric difference of all the neighborhoods $N(v)$ for $v \in S$.

**Definition 4.2.** A pseudo-border in the graph $G(H)$ is a family $P$ of vertices of $G(H)$ such that the cardinality of $N(v) \cap P$ is even for every vertex $v$ of $G(H)$.

These borders and pseudo-borders correspond to the vectors of the classical code $C(H)$ and its dual.

**Proposition 4.3.** Let $x$ be a vector of $\mathbb{F}_2^N$ where $N = 2^r$ is the number of vertices of $G(H)$. Then $x$ is the indicator vector of a subset $S_x$ of the vertex set of $G(H)$. Moreover, we have

- $x \in C(H)$ if and only if $S_x$ is border,
- $x \in C(H)^\perp$ if and only if $S_x$ is pseudo-border.

**Proof.** By definition of the code $C(H)$, we have $x \in C(H)$ if and only if it is a linear combination of the rows of $A(H)$: $x = \sum_{i=1}^N \lambda_i r_i$. Since $A(H)$ is the adjacency matrix of the graph $G(H)$, each row $r_i$ is the indicator vector of the neighbourhood $N(v_i)$ of a vertex $v_i$ of $G(H)$. Then, remark that the sum $x + y$ of two vectors of $\mathbb{F}_2^N$ is the indicator vector of the symmetric difference of the sets $S_x$ and $S_y$, i.e. $S_{x+y} = S_x \Delta S_y$. This proves that the vector $x = \sum \lambda_i r_i$ correspond to the symmetric difference of the neighborhoods $N(v_i)$ such that $\lambda_i = 1$. The vector $x$ is indeed a border. The proof of the inverse implication is similar.

To prove the second property, it suffices to remark that $x \in C(H)^\perp$ if and only if $x$ is orthogonal to every row of $A(H)$. Then, the orthogonality between $x$ and the rows $r_i$ is equivalent to the fact that the set $S_x$ contains an even number of vertices of the set $N(v_i)$. Recall that $r_i$ is the indicator vector of the set $N(v_i)$. This proves the proposition.

This proposition, combined with Proposition 3.2, shows that, when $n$ is even, every border is a pseudo-border. In some special cases, every pseudo-border is a border. However, this is generally not true. When
the graph $G(H)$ contains pseudo-borders which are not borders, the minimum distance of the quantum code associated with $H$ is equal to

$$D = \min \{ |S| \mid S \text{ is a pseudo-border which is not a border} \}.$$  

Since the graph $G(H)$ is locally isomorphic to the hypercube of dimension $n$, (Proposition 3.3), it is natural to investigate the borders and pseudo-borders of the hypercube.

## 5 Borders and pseudo-borders of the hypercube

In this section, we focus on the hypercube and we introduce a local version of the pseudo-borders which is preserved by the local isomorphism of Proposition 3.3.

Earlier, the hypercube appeared as the Cayley graph $G(I_n)$. In what follows, we use an alternative definition of this graph. Let $n$ be some integer. We denote by $[n]$ the set $\{1, 2, \ldots, n\}$. This set can be regarded as the vertex set of a hypercube as represented in Figure 1. The following definition is inspired by this graphical structure. Let $S$ be a subset of $[n]$, we denote by $N(S)$ the neighbourhood centered at $S$, i.e. the family of all subsets of $[n]$ that differ by one element from $S$.

$$\begin{align*}
\{2, 3\} & \quad \{1, 2, 3\} \\
\{2\} & \quad \{1, 2\} \\
\{3\} & \quad \{1, 3\} \\
\emptyset & \quad \{1\}
\end{align*}$$

Figure 1: The hypercube based on the set $[3]$

Before starting with the definitions, let us recall a simple lower bound on the cardinality of a pseudo-border $S$ which is not a border in $G(H)$. Assume that the parameter $d$ is larger than 7, so that every ball of radius $(d - 1)/2 = 3$ of the graph $G(H)$ is isomorphic to a ball of the hypercube of dimension $n$ by Proposition 3.3. The pseudo-border $S$ is not empty, otherwise it is a border. Therefore, it contains a vertex $u$ of $G(H)$. We use the following arguments:

- $u \in S$,
- The cardinality of $S \cap N(v)$ is even for every neighbour $v$ of the vertex $u$,
- The ball $B(u, 3)$ of the graph $G(H)$ is isomorphic to a ball of the hypercube of dimension $n$.

Then, each of the $n$ neighbourhoods $N(v)$ centered at $v \in N(u)$, contains the vertex $u$, thus it must contain at least another vertex of $S$. This provides $n$ other vertices of the set $S$. Since these vertices can appear in at most two different sets $N(v)$, the set $S$ contains at least $1 + n/2$ distinct vertices.

In order to extend this argument to a larger ball of the hypercube, we introduce $t$-pseudo-borders.

**Definition 5.1.** Let $t$ and $n$ be two positive integers such that $t < n$. A $t$-pseudo-border $S$ of the hypercube $[n]$ is a family of subset of $[n]$ such that

- $\emptyset \in S$,
- The cardinality of $S \cap N(S)$ is even for every $S \subset [n]$ of size $|S| \leq t - 1$,
\[ S \] is included in the ball of radius \( t \) centered in \( \emptyset \) of the hypercube \([n]\).

In other words, a \( t \)-pseudo-border is a subset of vertices of a ball of the hypercube satisfying the conditions of the definition of a pseudo-border in this ball. Starting from a pseudo-border of a Cayley graph \( G(H) \) and applying the local isomorphism of Proposition 3.3, we obtain a \( t \)-pseudo-border of the hypercube. We are interested in a lower bound on the size of \( t \)-pseudo-borders. Thus, we aim to answer the following refinement of the question of the determination of the minimum distance of the quantum codes \( Q(H) \).

**Question 5.2.** What is the minimum cardinality of a \( t \)-pseudo-border of the hypercube \([n]\)?

The results of [3] provide a polynomial lower bound in \( O(tn^2) \). To our knowledge, this is the best known lower bound on the cardinality of the \( t \)-pseudo-border of the hypercube. Our main result is an exponential lower bound.

**Theorem 5.3.** The minimum cardinality of a \( t \)-pseudo-border of the hypercube \([n]\) is at least
\[
\sum_{i=0}^{i \leq M} \frac{(n/2)^{i/2}}{i!},
\]
where \( M = \min\{t - 1, \sqrt{n/2}\} \). When \( t \) is larger than \( \sqrt{n/2} \), this lower bound is at least \( e^{\sqrt{n/2}} \).

This Theorem is proved in Section 6. As an application, we obtain a lower bound on the minimum distance of the Cayley graph quantum codes \( Q(H) \).

**Corollary 5.4.** Let \( H \in M_{r,n}(F_2) \), with \( n \) an even integer, and let \( d \) be the minimum distance of the code of parity-check matrix \( H \). The quantum code \( Q(H) \) encodes \( K \) qubits into \( N = 2^d \) qubits. If \( K \neq 0 \), then the minimum distance \( D \) of \( Q(H) \) is at least
\[
D \geq \sum_{i=0}^{i \leq M} \frac{(n/2)^{i/2}}{i!},
\]
where \( M = \min\{(d - 3)/2, \sqrt{n/2}\} \). When \( d \) is larger than \( \sqrt{n/2} \), this lower bound is at least \( e^{\sqrt{n/2}} \).

**Proof.** We want to bound the minimum distance \( D \) of \( Q(H) \), which, by Proposition 2.1, is the minimum weight of a vector \( x \) of \( C(H)^\perp \setminus C(H) \). Such a vector \( x \) corresponds to a subset \( S_x \) of vertices of the graph \( G(H) \) which is a pseudo-border and which is not a border by Proposition 4.3. By this bijection \( x \rightarrow S_x \), the weight of \( x \) corresponds to the cardinality of the set \( S_x \). Therefore, \( D \) is the minimum cardinality of a pseudo-border of \( G(H) \) which is not a border.

First, let us prove that such a pseudo-border exists. By Proposition 2.1, the number of encoded qubits \( K \), which is assumed to be positive, is the dimension of the quotient space \( K = \dim C(H)^\perp / C(H) \). We know, from Proposition 4.3, \( C(H)^\perp \) and \( C(H) \) are in one-to-one correspondence with the sets of pseudo-borders and borders respectively. Therefore the positivity of \( K \) implies the existence of a pseudo-border \( S \) of \( G(H) \) which is not a border.

Since \( S \) is not a border it is not empty. Let \( u \) be a vertex of \( S \) in \( G(H) \). Applying the local isomorphism of Proposition 3.3, we can map the ball of radius \((d - 1)/2\) centered at \( u \) of \( G(H) \) to the ball of same radius centered at \( \emptyset \) of the hypercube \([n]\). By this transformation, the restriction of \( S \) to the ball \( B(u, (d - 1)/2) \) is sent onto a \((d - 1)/2\)-pseudo-border \( S_u \) of the hypercube \([n]\). This graph isomorphism cannot increase the size of \( S \) thus \( D \) is lower bounded by the minimum size of a \((d - 1)/2\)-pseudo-border of \([n]\):
\[
D \geq |S| \geq |\tilde{S}| \geq \sum_{i=0}^{i \leq M} \frac{(n/2)^{i/2}}{i!},
\]
where \( M = \min\{(d - 3)/2, \sqrt{n/2}\} \). The last inequality is derived from Theorem 5.3.
6 Bound on the size of local pseudo-borders of the hypercube

This section is devoted to the proof of Theorem 5.3. So our goal is to derive a lower bound on the size of $t$-pseudo-borders of the hypercube. Here it is more convenient to use the language of sets. We work in the hypercube $[n]$ defined in Section 5, whose vertices correspond to subsets of $[n] = \{1, 2, \ldots, n\}$.

Our goal is to obtain a lower bound on the minimum cardinality of a $t$-pseudo-border. We consider a $t$-pseudo-border $S$ of minimum size. In order to exploit the minimality of this set, we introduce the following operation.

**Definition 6.1.** Let $S$ be a family of subsets of $[n]$ and let $S$ be a subset of $[n]$. By flipping $S$ along $S$, we mean to swap elements and non-elements of $S$ in the border $N(S)$.

Put differently, flipping $S$ along $S$ gives the symmetric difference $S \Delta N(S)$. The following lemma is a key ingredient of the proof of the main result. It proves that flipping a minimum $t$-pseudo-border cannot decrease its size.

**Lemma 6.2.** Let $S$ be a $t$-pseudo-border of $[n]$ of minimum cardinality. Then, flipping $S$ along any number of subsets $S$ such that $2 \leq |S| \leq t - 1$ leads to a family of greater or equal cardinality.

**Proof.** Since $S$ is minimal among $t$-pseudo-borders, it suffices to show the symmetric difference of any $t$-pseudo-border $S'$ with one neighbourhood $N(S)$ with $2 \leq |S| \leq t - 1$ is still a $t$-pseudo-border. Since $|S| \geq 2$, $\emptyset$ is unaffected by this flip and remains in $S' \Delta N(S)$. Since $|S| \leq t - 1$, elements outside the ball of radius $t$ centered at $\emptyset$ are unaffected by the flip and so $S' \Delta N(S)$ is contained in this ball. It remains to see that $|(S' \Delta N(S)) \cap N(T)|$ is even for every subset $T$ of $[n]$ of size $|T| \leq t - 1$. We have $(S' \Delta N(S)) \cap N(T) = (S' \cap N(T)) \Delta (N(S) \cap N(T))$ and we know that $|A \Delta B| = |A| + |B| - 2|A \cap B| \equiv |A| + |B|$ (mod 2). Here $|S' \cap N(T)|$ is even because $S$ is a $t$-pseudo-border and $|N(S) \cap N(T)|$ is even since it is either $n$ (if $S = T$), $2$ (if $S = T \cup \{x, y\}$, $T = S \cup \{x, y\}$ or $S = T - \{x\} \cup \{y\}$ for some $x, y \in [n]$) or $0$. This proves that $S' \Delta N(S)$ is a $t$-pseudo-border. \[\square\]

We are therefore interested in minimal $t$-pseudo-borders, i.e. $t$-pseudo-borders of minimum cardinality.

6.1 Lower bounds for 2-subsets and 4-subsets

In Section 5, we showed a first lower bound on the size of pseudo-borders. The basic idea is to use the subset $\emptyset$ of $S$ and the neighbourhood $N(S)$ centered in sets $S$ of size 1, to derive the existence of other subsets of $S$ at distance 2 from $\emptyset$. It is reasonable to expect that these subsets of $S$ at distance 2 from $\emptyset$ will imply the existence of subsets of $S$ at distance 4 from $\emptyset$ and so on. However, as the distance to $\emptyset$ increases, the local structure of the graph becomes more and more complicated and this problem is made more complex.

In this section, as an example, we give a lower bound on the number of 4-subsets of a minimal $t$-pseudo-borders. The same tools are then used in Section 6.2 to bound the number of $k$-subsets of a minimal $t$-pseudo-border.

**Definition 6.3.** A $k$-set of a set $S$ is a subset of $S$ of size $k$.

These $k$-sets are used to decompose the hypercube into layers. The set of $k$-subsets corresponds to the vertices at distance $k$ to $\emptyset$. The $k$-sets of the hypercube $[4]$ are represented in Figure 2.

**Definition 6.4.** An odd $k$-set $S$ of $[n]$ with respect to $S$ is a $k$-set (not necessarily in $S$) with an odd number of $k - 1$-subsets of $S$ contained in $S$.

Stated differently, odd $k$-sets are the sets $S$ such that the constraint $|S \cap N(S)|$ is even is not satisfied when we restrict $S$ to the ball of radius $k - 1$ centered in $\emptyset$. Therefore, they can be used to deduce the existence of $(k + 1)$-subsets of $S$ as proved in the following lemma.

**Lemma 6.5.** Let $k < t - 1$. If there are $s_k$ odd $k$-sets with respect to a minimal $t$-pseudo-border $S$ then there are at least $\frac{s_k}{t - k}$ sets of size $k + 1$ in $S$.  
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Proof. The ball centered at each of these odd \( k \)-sets contains an even number of elements of \( S \) and therefore contains at least one element of \( S \) of size \( k+1 \).

On the other hand, each \( k+1 \)-sets contain \( k+1 \) \( k \)-sets and therefore at most \( k+1 \) odd \( k \)-sets of \( S \). So we need at least \( \frac{s_k}{k+1} \) such sets to satisfy the parity condition for all odd \( k \)-sets.

To complete our proof, we now need to lower bound the number of odd \( k+1 \)-sets in terms of the number of \( k \)-sets. Our proof is inspired by a result of Gromov, independently proven by Linial, Meshulam [12], and Wallach [16] (and maybe by others). (See also Lemma 3 of [15]).

Theorem 6.6. For every \( 1 \leq k \leq t-2 \), if there are \( s_k \) \( k \)-sets in a minimal \( t \)-pseudo-border \( S \) then there are at least \( \frac{n^{-(k-1)} k^k}{k+1} s_k \) odd \( k+1 \)-sets with respect to \( S \).

We give a proof of Theorem 6.6 in Section 6.3.

Remark 6.7. Let \( t \geq 2 \). All \( 1 \)-sets are odd in a minimal \( t \)-pseudo-border.

Since there are exactly \( n \) \( 1 \)-sets, this remark immediately gives us

Corollary 6.8. Let \( t \geq 3 \). There are at least \( \frac{n}{2} \) 2-sets in a minimal \( t \)-pseudo-border.

We can then apply Theorem 6.6 with \( k = 2 \) to get

Corollary 6.9. Let \( t \geq 4 \). There are at least \( \frac{n^{(n-2)}}{2^{3/4}} \) odd 3-sets in a minimal \( t \)-pseudo-border.

Let \( t \geq 5 \). There are at least \( \frac{n^{k/2}}{2^{k/2} k!} \) 4-sets in a minimal \( t \)-pseudo-border.

6.2 Lower bounds for \( t \)-pseudo-borders

Combining Theorem 6.6 with Lemma 6.5, we obtain a lower bound on the number of \( k \)-sets in any minimal \( t \)-pseudo-border when \( k \leq \sqrt{n/2} \). This concludes the proof of Theorem 5.3.

Lemma 6.10. For any minimal \( t \)-pseudo-border \( S \) and any even \( k \leq \min\{t-1, \sqrt{n/2}\} \), \( S \) has at least \( \frac{n^{k/2}}{2^{k/2} k!} \) \( k \)-sets.

Proof. Since \( k \leq \sqrt{n/2} \), \( n - (k-1)k \geq \frac{n}{2} \).

We prove this by induction on \( k \). Since \( \emptyset \in S \), it is true for \( k = 0 \). Suppose this is true for \( k-2 \). Then by Theorem 6.6, there are at least \( \frac{n^{(k-2)/2}}{2^{(k-2)/2} (k-2)!} \) odd \( k+1 \)-sets with respect to \( S \). By Lemma 6.5, \( S \) contains at least

\[
\frac{1}{k} \frac{n}{2(k-1)} \frac{n^{(k-2)/2}}{2^{(k-2)/2} (k-2)!} = \frac{n^{k/2}}{2^{k/2} k!}
\]
k-sets, as required.

The bound in Lemma 6.10 is maximized at $k = \sqrt{n/2}$ and by Stirling’s formula is at least

$$e^{\sqrt{n/2}}$$

To obtain the lower bound on the size of $t$-pseudo-borders of $[n]$ stated in Theorem 5.3 we simply apply Lemma 6.10 to all the $k$-sets of a $t$-pseudo-border with $k < t$ and $k \leq \sqrt{n/2}$.

6.3 Lower bounds for odd sets

This section is devoted to the proof of Theorem 6.6.

Proof of Theorem 6.6. Let $S$ be a minimal $t$-pseudo-border. We denote by $E$ the set of $k$-sets of $S$ and by $F$ the odd $k + 1$-sets with respect to $S$. For an element $v \in [n]$, we write $F_v$ for the sets of $F$ containing $v$, each with $v$ removed (so $F_v$ is a set of $k$-sets) and $E_v$ for the set of $k - 1$-sets consisting of all elements of $E$ containing $v$ with $v$ itself removed from each $k$-set.

Let $v$ be the vertex minimizing

$$|F_v| + (k - 1)|E_v| \leq \frac{1}{n} \sum_v (|F_v| + (k - 1)|E_v|) = \frac{1}{n} \sum_v |F_v| + \frac{k - 1}{n} \sum_v |E_v| = \frac{k + 1}{n} |F| + \frac{(k - 1)k}{n} |E|$$

Since $S$ is minimal, we may flip on $E_v$ and apply Lemma 6.2.

We claim this flip yields a family $S'$ whose $k$-sets is exactly $F_v$. Indeed, if $f \in F_v$ then $f \cup \{v\} \in F$ and so $f \cup \{v\}$ contains an odd number of elements of $E$. But except for $f$ itself, these elements of $E$ all contain $v$. If $f \notin E$, $f$ contains an odd number of elements of $E_v$ and is therefore added (flipped) to $S'$. If $f \in E$, $f$ contains an even number of elements of $E_v$ and is therefore not added (flipped) to $S'$. On the other hand, if $f \notin F_v$ then $f \cup \{v\} \notin F$ which means $f \cup \{v\}$ contains an even number of elements of $E$. But except for $f$ itself, these elements of $E$ all contain $v$. If $f \notin E$, $f$ contains an even number of elements of $E_v$ and is therefore not added (flipped) to $S'$. If $f \in E$, $f$ contains an odd number of elements of $E_v$ and is therefore removed (flipped) when building $S'$.

The only other sets affected by flipping on $E_v$ are $k - 2$ sets and this flips (gains) at most $(k - 1)|E_v|$ elements of size $k - 2$ (since each element of $E_v$ has size $k - 1$ and contains at most $k - 1$ elements of $S$ of size $k - 2$).

Therefore, by minimality (Lemma 6.2) $|E| \leq |F_v| + (k - 1)|E_v| \leq \frac{k + 1}{n} |F| + \frac{(k - 1)k}{n} |E|$. Rearranging gives

$$\frac{n - (k - 1)k}{k + 1} |E| \leq \frac{k + 1}{n} |F|$$

and the theorem follows.
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