Abstract—Optimization based spectrum sharing strategies have been widely studied. However, these strategies usually require a great amount of real-time computation and significant signaling delay, and thus are hard to be fulfilled in practical scenarios. This paper investigates optimal real-time spectrum sharing between a cooperative relay network (CRN) and a nearby ad-hoc network. Specifically, we optimize the spectrum access and resource allocation strategies of the CRN so that the average traffic collision time between the two networks can be minimized while maintaining a required throughput for the CRN. The development is first for a frame-level setting, and then is extended to an ergodic setting. For the latter setting, we propose an appealing optimal real-time spectrum sharing strategy via Lagrangian dual optimization. The proposed method only involves a small amount of real-time computation and negligible control delay, and thus is suitable for practical implementations. Simulation results are presented to demonstrate the efficiency of the proposed strategies.
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I. INTRODUCTION

In recent years, spectrum sharing between heterogeneous wireless networks has been recognized as a crucial technology for improving spectrum efficiency [1], [2] and network capacity [3], [4]. There are two major models for spectrum sharing presently, namely, the open sharing model and the hierarchical access model [1], [2]. In the open sharing model, each network has equal right to access the same spectrum band, e.g., the unlicensed band, and there is no strict constraint on the interference level from one network to its neighbors. In the hierarchical access model which consists of a primary network and a secondary network, the secondary network, i.e., cognitive radio, dynamically accesses the spectrum provided that the primary users’ transmission is almost not affected [1]. In either model, the inter-network interference make spectrum sharing a challenging task, especially when there is no explicit coordination between the coexisting networks.

To address this interference issue, cognitive spectrum access strategies have been proposed [5]–[12] for the hierarchical access model. While these works focus on MAC-layer spectrum access, there have been works focusing on physical-layer resource allocation of secondary networks, where strict constraints are imposed to limit the induced interference to the primary users; see [13]–[15] and also [16] for an overview. Joint optimization of spectrum access and resource allocation was studied in [17] for an open sharing model that considers spectrum sharing between an uplink orthogonal frequency-division multiplexing (OFDM) system and an ad-hoc network.

However, some implementation issues were rarely considered in these optimization based spectrum sharing strategies. First, real-time optimization can be computationally quite demanding for realistic wireless networks [18]. Second, spectrum sensing and channel estimation are usually performed at spatially separate nodes, which requires information exchange between these nodes before solving the optimization problem. The resultant computation and signaling procedure usually lead to significant control delay, making these strategies hardly be fulfilled in practical scenarios. Therefore, spectrum sharing strategies with little real-time calculation and small signaling delay are of great importance for practical applications.

In this paper, we study spectrum sharing between an uplink broadband cooperative relay network (CRN) and an ad-hoc network, as illustrated in Fig. 1. The CRN is composed of a source node (e.g., a mobile terminal), a relay node, and a distant destination node (e.g., a base station (BS)). The CRN adopts a two-phase transmission protocol for each frame: in the first phase, the source broadcasts an information message to the relay and BS; in the second phase, the relay employs a broadband decode-and-forward (DF) strategy [19]–[22] to forward the message. The source will transmit a new message to the BS in the second phase as well. In order to communicate with the distant BS, the source and relay transmit signals with peak powers, which, however, will induce strong interference to nearby ad-hoc links operating over the same spectrum band. The ad-hoc transmitters, e.g., wireless sensor nodes, have relatively low transmission powers due to their short
contributions in this paper are summarized as follows:

1) We first consider the case that the source and relay nodes perform spectrum sensing at the start of each frame. By modeling the ad-hoc traffic in each ad hoc band as independent binary continuous-time Markov chains (CTMC) [23], the average traffic collision time between the two networks can be obtained based on collision prediction. We formulate a frame-level spectrum sharing design problem that jointly optimizes physical-layer resource allocation and MAC-layer cognitive spectrum access of the CRN such that the average traffic collision time is minimized, while maintaining a required throughput for the CRN.

2) The formulated spectrum sharing problem is a difficult nonconvex optimization problem with no closed-form expression for the objective function. We first derive the optimal spectrum access strategy, based on which, we show that the resource allocation problem can be reformulated as a convex optimization problem. To solve this problem in a low-complexity manner, we present a Lagrangian dual optimization method, which has a linear computational complexity. Then, we develop a low-complexity, real-time implementation method for obtaining the optimal spectrum access strategy, which is never reported in the literature before.

3) As common issues of existing frame-level transmission control strategies, the developed frame-level spectrum sharing strategy requires excessive computation and signaling process, which may cause considerable control delay and is not suitable for real-time implementations. To overcome these issues, we further formulate an ergodic spectrum sharing design problem based on a long term average CRN achievable rate and a long term average traffic collision time. By exploiting the Lagrangian dual optimization solution, we develop a low-complexity, real-time implementation method for obtaining the optimal spectrum sharing strategy. The proposed strategy is appealing because most computation tasks are accomplished off-line, leaving only simple tasks for real-time computations. In addition, the computation and signaling procedure are carefully designed to maximally reduce the control delay. This method can accommodate an additional spectrum sensing in Phase 2 of each frame to further improve the accuracy of collision prediction.

The spectrum sharing strategies proposed in this paper differs from that reported in [17] in three aspects: First, our interference metric is more practical in the considered strong interference scenarios (see Remark 1 in Section III-A for more details). Second, the spectrum sharing design problem of our DF based CRN is more difficult compared to that of point-to-point uplink system considered in [17]. Finally, an optimal real-time implementation method is proposed for the ergodic spectrum sharing design strategy, which is never reported in the literature before.

For ease of later use, let us define the following notations: The probability of event $A$ is denoted by $\Pr\{A\}$, and the probability of event $A$ conditioned on event $B$ is denoted by $\Pr\{A|B\}$. The indicator function of event $A$ is given by $1(A)$. $\E_{\omega}\{X\}$ represents expectation of $X$ over random variable $\omega$, and $\E\{X|Z = z\}$ is the conditional expectation of $X$ given $Z = z$. We denote $\|x\|_2$ as the Euclidean norm of vector $x$, and denote $\pi(S)$ as the size (measure) of a set, e.g., $\pi([a,b]) = b - a$. The projections of $x$ on the sets $[0, \infty)$ and $[0, y]$ are denoted by $[x]^+ = \max\{x, 0\}$ and $[x]_0^y = \min\\{\max\{x, 0\}, y\}$, respectively.

The remaining parts of this paper are organized as follows: In Section II, the system description and the formulation of frame-level spectrum sharing problem are presented. Section III presents a Lagrangian dual optimization method to resolve the frame-level spectrum sharing problem. The ergodic spectrum sharing problem and its real-time implementation method
are presented in Section IV. Conclusions are drawn in Section V.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

A. Signal Model

We assume that the CRN employs a broadband multi-carrier air interface, where all nodes transmit and receive signals over \(N\) parallel sub-channels, denoted by \(\mathcal{N} = \{1, 2, \ldots, N\}\). The term “sub-channel” here represents either a frequency subband or a group of consecutive subcarriers in OFDM systems [1]. The ad-hoc links operate in \(M\) non-overlapped frequency bands, denoted by \(\mathcal{M} = \{1, \ldots, M\}\). Moreover, the \(m\)th ad-hoc band overlaps with the sub-channels of the CRN in the set \(\mathcal{N}_m \subseteq \mathcal{N}\) for \(m = 1, \ldots, M\), where \(\mathcal{N}_m\) satisfies \(\bigcup_{m=1}^{M} \mathcal{N}_m = \mathcal{N}\) and \(\mathcal{N}_p \cap \mathcal{N}_q = \emptyset\) for \(p \neq q\). An example with \(M = 2\) and \(N = 6\) is illustrated in Fig. 2.

In the temporal domain, all nodes in the CRN transmit and receive signals in a frame-by-frame manner, where each frame has a fixed duration \(T_f\). The source node performs spectrum sensing at the start of each frame to detect the ACTIVE/IDLE state of each ad-hoc band. Perfect sensing and negligible sensing duration is assumed in this paper, which is reasonable for moderate sensing signal-to-noise ratio (SNR) and common value of the frame duration \(T_f\). Since the computation capability of the source node is quite limited, the source node cannot determine the optimal spectrum sharing design. Therefore, it forwards the obtained sensing results to the destination. The destination node computes the optimal spectrum access and resource allocation strategies of the CRN, and feeds them back to the source and relay nodes. As one may have noticed, the computation and signaling procedure may cause considerable control delay between spectrum sensing and data transmission. In this work, we will explicitly take into account this control delay in the spectrum sharing design.

As illustrated in Fig. 2, we use \(\delta T_f\) to denote this control delay, where \(\delta \in [0, 1)\). For large value of \(\delta\), the transmission time of the CRN \((1 - \delta)T_f\) becomes quite small, leading to a significant performance degradation. In Section IV, a real-time spectrum sharing strategy with negligible control delay will be presented.

In practice, the relay node operates in a half-duplex mode [19]. Therefore, each frame consists of 2 phases: In Phase 1, the source transmits signal to the relay and destination via the \(m\)th band, while in Phase 2, the relay transmits over the \(n\)th sub-channel in Phase 1, and \(\mathbb{I}_n^{(2)} \subseteq [\alpha T_f, T_f]\) denote the time set that the source and relay nodes transmit over the \(n\)th sub-channel in Phase 2, for \(n = 1, \ldots, N\). As the example in Fig. 2 shows, \(\mathbb{I}_n^{(1)}\) and \(\mathbb{I}_n^{(2)}\) each may be a union of several disjoint transmission time intervals. Note that the source node cannot transmit during \([0, \delta T_f]\), owing to aforementioned control delay. For convenience, let us define

\[
\theta_n^{(1)} = \frac{\pi(\mathbb{I}_n^{(1)})}{T_f}, \quad \theta_n^{(2)} = \frac{\pi(\mathbb{I}_n^{(2)})}{T_f},
\]  

(1)

which represent the fractions of the CRN transmission time in Phase 1 and 2 of each frame, respectively.

We assume that the wireless channels of source-relay, source-destination, and relay-destination links are block-fading [27], which means that the channel coefficients remain static within each frame, and can change from one frame to another. Let \(h_n^{i,j}\) denote the frequency response of sub-channel \(n\) between transmitter \(i\) and receiver \(j\), where \(i \in \{s, r\}\) and \(j \in \{d, r\}\). In which, \(s, r\) stand for the source node, relay node and destination node, respectively. The interference plus noise at the relay and destination nodes are modeled as independent, zero mean, circularly symmetric complex Gaussian random variables, with \(N_r^s\) and \(N_d^s\) denoting the respective peak power spectral densities (PSD) over the \(n\)th sub-channel (i.e., the weak interference from the ad-hoc network to the CRN is treated as noise). Hence, the quality of the wireless links can be characterized by the normalized channel power gains \(g_n^{s,r} = |h_n^{s,r}|^2/N_n^s W\), \(g_n^{s,d} = |h_n^{s,d}|^2/N_n^d W\), and \(g_n^{r,d} = |h_n^{r,d}|^2/N_n^d W\), where \(W\) is the bandwidth of each sub-channel. For broadband DF CRN with \(N\) parallel sub-channels, the following rate is achievable [19, Eq. (45)]

\[
R_{CRN} = W \min \left\{ \sum_{n=1}^{N} \left[ \theta_n^{(1)} \log_2 \left( 1 + \frac{P_{s,n}^{(1)} \max\{g_n^{s,r}, g_n^{s,d}\}}{\theta_n^{(1)}} \right) \right] + \theta_n^{(2)} \log_2 \left( 1 + \frac{P_{s,n}^{(2)} g_n^{s,d}}{\theta_n^{(2)}} \right) \right\},
\]  

(2)

where \(P_{s,n}^{(1)}\) and \(P_{s,n}^{(2)}\) denote the transmission powers of the source over sub-channel \(n\) in Phase 1 and Phase 2, respectively; and \(P_{r,n}\) is the transmission power of the relay over sub-channel \(n\) in Phase 2. The achievable rate \(R_{CRN}\) in (2) is a concave function of the transmission power and time variables \(\{P_{s,n}^{(1)}, P_{s,n}^{(2)}, P_{r,n}, \theta_n^{(1)}, \theta_n^{(2)}\}: n \in \mathcal{N}\) [28, p. 89].

The ad-hoc traffic over the \(m\)th band is modeled as an independent, stationary binary CTMC \(X_m(t)\), where \(X_m(t) = 1\) \((X_m(t) = 0)\) represents an ACTIVE (IDLE) state at time \(t\). The holding periods of both ACTIVE and IDLE states are exponentially distributed with rate parameters \(\lambda\) and \(\mu\), respectively. The probability transition matrix of the CTMC

\[\begin{align}
\pi^{(1)} & = (\frac{1}{2}, \frac{1}{2}), \\
\pi^{(2)} & = (\frac{1}{2}, \frac{1}{2}).
\end{align}\]
model of band \(m\) is given by [23, p. 391]

\[
P(t) = \frac{1}{\lambda + \mu} \left[ \frac{\mu + \lambda e^{-(\lambda+\mu)t}}{\mu - \lambda e^{-(\lambda+\mu)t}} \right],
\]

where the element in the \(i\)th row and \(j\)th column of \(P(t)\) stands for the transition probability \(\Pr\{X_m(t+\tau) = j-1|X_m(\tau) = i-1\}\) for \(i, j \in \{1, 2\}\). This CTMC model has been used in many theoretical spectrum sharing studies and verified by hardware tests; see \([7]–[11], [17]\). In practice, the parameters \(\lambda\) and \(\mu\) can be estimated by monitoring the ad-hoc traffic in idle frames of the CRN \([7]\).

**B. Traffic Collision Prediction and Interference Metric**

We utilize the average traffic collision time between the CRN and the ad-hoc network as the metric of interference experienced by the ad-hoc links. Since the ad-hoc nodes are near the source and relay nodes, the ad-hoc links would suffer from communication errors, whenever the ad-hoc transmission happens to collide with the CRN traffic 2. Let \(x_m \in \{0, 1\}\) denote the sensing outcome for the \(m\)th ad-hoc band, i.e., \(X_m(0) = x_m\). Given \(x_m\), one can predict the average traffic collision time based on the CTMC model in (3). Specifically, the average traffic collision time over the \(m\)th ad-hoc band is given by

\[
\mathbb{E} \left\{ \int_{n \in \mathcal{N}_m} \mathbb{I}(X_m(t) = 1) dt \right\}.
\]

where \(\mathbb{I}(X_m(t) = 1)\) is the indicator function of event \(X_m(t) = 1\). It is worthwhile to note that \(\bigcup_{n \in \mathcal{N}_m} \mathbb{I}_{m}^{(i)}(n)\) in (4) is the time set that the CRN is transmitting in at least one sub-channel in \(\mathcal{N}_m\), where \(\mathcal{N}_m\) is the set of sub-channels overlapping with the \(m\)th ad-hoc band. This reflects the fact that, in the considered strong interference scenario, the ad-hoc transmission in the \(m\)th band is disrupted, even if the CRN transmits in only one sub-channel of \(\mathcal{N}_m\).

Each of the expectation terms in (4) can be calculated as follows

\[
\mathbb{E} \left\{ \int_{n \in \mathcal{N}_m} \mathbb{I}(X_m(t) = 1) dt \left| X_m(0) = x_m \right. \right\} = \int_{n \in \mathcal{N}_m} \mathbb{E}\{X_m(t) = 1|X_m(0) = x_m\} dt.
\]

By (5), the total traffic collision time summed over all the ad-hoc bands is given by

\[
I = \sum_{m=1}^{M} \int_{n \in \mathcal{N}_m} \mathbb{P}\{X_m(t) = 1|X_m(0) = x_m\} dt.
\]

**C. Frame-level Spectrum Sharing Design**

The goal of the CRN is to optimize the source and relay’s transmission powers \(P_{s,n}^{(1)}, P_{r,n}^{(2)}\) and \(P_{r,n}\) and their spectrum access strategies \(\tilde{\lambda}_m^{(1)}\) and \(\tilde{\lambda}_m^{(2)}\), such that the total traffic collision time in (6) is minimized, while a minimum uplink throughput \(R_{min}\) can be maintained. This joint spectrum access and resource allocation design problem can be formulated as the following optimization problem:
Problem (P) is difficult to solve because the objective function $I$ has no closed-form expression. Fortunately, this issue can be resolved by analyzing the optimal transmission time sets in the two phases of each frame, i.e., $I_n^{(1)}$ and $I_n^{(2)}$, from which Problem (P) can be reformulated as a convex optimization problem, as we will present in this section. A Lagrangian dual optimization method is also proposed to obtain an optimal solution of (P) efficiently.

A. Reformulation of Problem (P)

The key idea that makes this convex reformulation possible is to examine the optimal spectrum access $I_n^{(1)}$ and $I_n^{(2)}$ in Problem (P). In particular, it can be shown (in Lemma 1 below) that the optimal spectrum access must satisfy the following two principles:

1) In both Phase 1 and Phase 2, the source and relay nodes should transmit as soon (late) as possible if the sensing outcome is $x_m = 0$.

2) The CRN should have identical spectrum access strategy for the sub-channels overlapping with the same ad-hoc band; that is, $I_n^{(1)} = I_q^{(1)}$ for all $p, q \in \mathcal{N}_m$, where $m \in \mathcal{M}$ and $i \in \{1, 2\}$.

Principle 2) shares the same flavor of interference alignment technique in [29] since both of them align the transmissions to reduce the interference to the ad-hoc links. Let us define

$$\hat{\theta}^{(i)}_m \triangleq \max \left\{ \theta_n, n \in \mathcal{N}_m \right\}$$

as the largest transmission time fraction over the sub-channels $\mathcal{N}_m$ in phase $i$. The optimal spectrum access strategy is given by the following lemma, which is proved in Appendix A.

**Lemma 1** For any given transmission time fractions $\left\{ \hat{\theta}^{(1)}_m \in [0, \alpha - \delta], \hat{\theta}^{(2)}_m \in [0, 1 - \alpha] \right\}_{m=1}^M$ and transmission power $\left\{ p^{(1)}_{s,n}, p^{(2)}_{s,n}, P_{r,n} \right\}_{n=1}^N$ in Problem (P), we have that:

1) The optimal spectrum access strategy in Phase 1 is given by $\mathbb{I}_n^{(1)} = [\delta T_f, (\delta + \hat{\theta}^{(1)}_m)T_f]$ for all $n \in \mathcal{N}_m$ if the sensing outcome is $x_m = 0$, and is given by $\mathbb{I}_n^{(1)} = [(\alpha - \hat{\theta}^{(1)}_m)T_f, \alpha T_f]$ for all $n \in \mathcal{N}_m$ if the sensing outcome is $x_m = 1$.

2) The optimal spectrum access strategy in Phase 2 is given by $\mathbb{I}_n^{(2)} = [\alpha T_f, (\alpha + \hat{\theta}^{(2)}_m)T_f]$ for all $n \in \mathcal{N}_m$ if the sensing outcome is $x_m = 0$, and is given by $\mathbb{I}_n^{(2)} = [(1 - \hat{\theta}^{(2)}_m)T_f, T_f]$ for all $n \in \mathcal{N}_m$ if the sensing outcome is $x_m = 1$.

An example that illustrates the spectrum access strategy of Lemma 1 is shown in Fig. 3.

**Remark 1:** A similar result of Lemma 1 was reported in [17] for a different interference metric, which cumulates the traffic collisions for all the sub-channels overlapping with the same ad-hoc band. For example, $\sum_{n \in \mathcal{N}_m} \mathbb{E} \left\{ \int_{t \in [0, T_f]} X_m(t) dt \big| X_m(0) = x_m \right\}$ represents the average traffic collision time over the $n$th ad-hoc band in [17] instead of our interference metric given in (5). Our interference metric is more practical than the one reported in [17], because, in strong interference scenario, the ad-hoc transmission in the $n$th band is disrupted, no matter that the CRN is transmitting in either one or more sub-channels of $\mathcal{N}_m$. Since transmitting in more sub-channels of $\mathcal{N}_m$ will not further worsen the interference, the CRN should transmit over all the sub-channels of $\mathcal{N}_m$ simultaneously to increase data rate, which is different from the result of [17].
Lemma 1, as mitigation performance of the spectrum access strategy in (9)-(12) are strictly increasing and strictly convex functions of $\theta$ in (9)-(12).

It is easy to verify that the functions $\phi_1(\theta; x)$ and $\phi_2(\theta; x)$ in (9)-(12) are strictly increasing and strictly convex functions of $\theta$. Thus $I$ in (13) is a convex function of $\hat{\theta}_m^{(1)}$ and $\hat{\theta}_m^{(2)}$. Further, the control delay $\delta T_f$ degrades the interference mitigation performance of the spectrum access strategy in Lemma 1, as $\phi_1(\theta; 0)$ is strictly increasing in $\delta$.

On the other hand, it follows from (2), (8) and Lemma 1 that the constraint (7b) of (P) can be equivalently expressed as

$$R_1 \geq R_{\text{min}}, \quad R_2 \geq R_{\text{min}},$$

where

$$R_1 = W \sum_{m \in M} \sum_{n \in N_m} \left[ \hat{\theta}_m^{(1)} \log_2 \left( 1 + \frac{P_{s,n}^{(1)} g_{s,n}^{s,d} g_{n}^{t}}{\hat{\theta}_m^{(1)}} \right) \right],$$

and

$$R_2 = W \sum_{m \in M} \sum_{n \in N_m} \left[ \hat{\theta}_m^{(2)} \log_2 \left( 1 + \frac{P_{s,n}^{(2)} g_{s,n}^{s,d} g_{n}^{t}}{\hat{\theta}_m^{(2)}} \right) \right].$$

By (13) and (14), Problem (P) is equivalent to the following problem:

$$\min_{\theta_{m}^{(1)}, \theta_{m}^{(2)}, p_{s,n}^{(1)}, p_{s,n}^{(2)}, r_{r,n}} \frac{1}{T_f} \sum_{m=1}^{M} \phi_1 \left( \hat{\theta}_m^{(1)}; x_m \right) + \phi_2 \left( \hat{\theta}_m^{(2)}; x_m \right)$$

s.t. $R_1 \geq R_{\text{min}}$ \hspace{1cm} (17b)

$R_2 \geq R_{\text{min}}$ \hspace{1cm} (17c)

$$\sum_{n=1}^{N} \left[ p_{s,n}^{(1)} + p_{s,n}^{(2)} \right] \leq P_{\text{max}}$$ \hspace{1cm} (17d)

$$\sum_{n=1}^{N} P_{r,n} \leq P_{\text{max}}$$ \hspace{1cm} (17e)

$$P_{s,n}^{(1)} + P_{s,n}^{(2)} + P_{r,n} \geq 0, \quad n = 1, \ldots, N$$ \hspace{1cm} (17f)

$$0 \leq \hat{\theta}_m^{(1)} \leq \alpha - \delta, \quad 0 \leq \hat{\theta}_m^{(2)} \leq 1 - \alpha,$$

where $m = 1, \ldots, M$, \hspace{1cm} (17g)

which is a convex optimization problem. While problem (17) can be solved by interior-point methods, we present in the next subsection a low-complexity Lagrangian dual optimization method.

### B. Lagrangian Dual Optimization Method for Problem (17)

Suppose that problem (17) is strictly feasible. Then, according to the Slater’s condition [28], the strong duality holds for (17). Hence we can alternatively consider the following dual optimization problem

$$\max_{\zeta, \sigma, x, \eta \geq 0} \left\{ \frac{L}{\zeta} \right\}$$

subject to

$$\frac{L}{\zeta} \leq \phi_1 \left( \hat{\theta}_m^{(1)}; x_m \right) + \phi_2 \left( \hat{\theta}_m^{(2)}; x_m \right)$$

$$\sum_{n=1}^{N} \left[ p_{s,n}^{(1)} + p_{s,n}^{(2)} + P_{r,n} \right] \leq P_{\text{max}}$$

$$P_{s,n}^{(1)} + P_{s,n}^{(2)} + P_{r,n} \geq 0, \quad n = 1, \ldots, N$$

$$0 \leq \hat{\theta}_m^{(1)} \leq \alpha - \delta, \quad 0 \leq \hat{\theta}_m^{(2)} \leq \alpha,$$

where $m = 1, \ldots, M$. \hspace{1cm} (18)
where $\mathcal{V} \triangleq \{(P_{s,n}^{(1)}, P_{s,n}^{(2)}, P_{r,n}, \hat{\theta}_m^{(1)}, \hat{\theta}_m^{(2)}) \mid 0 \leq \hat{\theta}_m^{(1)} \leq \alpha - \delta, 0 \leq \hat{\theta}_m^{(2)} \leq 1 - \alpha, P_{s,n}^{(1)}, P_{s,n}^{(2)}, P_{r,n} \geq 0, n \in \mathcal{N}, m \in \mathcal{M}\},$

$$L = \frac{1}{T_f} \sum_{m=1}^{M} \left[ \phi(1) \left( \hat{\theta}_m^{(1)} ; x_m \right) + \phi(2) \left( \hat{\theta}_m^{(2)} ; x_m \right) \right]$$

$$+ \frac{\zeta}{W} (R_{\text{min}} - R_1) + \frac{\sigma}{W} (R_{\text{min}} - R_2)$$

$$+ \varepsilon \left[ \sum_{n=1}^{N} (P_{s,n}^{(1)} + P_{s,n}^{(2)}) - P_s^{\text{max}} \right] + \eta \left[ \sum_{n=1}^{N} P_{r,n} - P_r^{\text{max}} \right],$$

is the partial Lagrangian [30] of (17), $\zeta \geq 0, \sigma \geq 0, \varepsilon \geq 0,$ and $\eta \geq 0$ are the dual variables associated with the constraints (17b), (17c), (17d), and (17e), respectively. As will be shown, the inner minimization problem of (18) has closed-form solutions for $P_{s,n}^{(1)}$, $P_{s,n}^{(2)}$ and $P_{r,n}$ for $n = 1, \ldots, N$, and $\hat{\theta}_m^{(1)}$ and $\hat{\theta}_m^{(2)}$ for $m = 1, \ldots, M$. Hence, the computational complexity for solving the inner problem is only linear with respect to $N$ and $M$. Moreover, the outer maximization problem of (18) only involves four optimization variables ($\zeta, \sigma, \varepsilon, \eta$), which is much smaller than the number of variables of the primal problem (17).

Suppose that a dual variable $\nu \triangleq (\zeta, \sigma, \varepsilon, \eta)^T$ is given. Let us present the closed-form solutions of the inner minimization problem of (18). Because the inner problem is convex, the optimal $(P_{s,n}^{(1)}, P_{s,n}^{(2)}, P_{r,n}, \hat{\theta}_m^{(1)}, \hat{\theta}_m^{(2)})$ for fixed dual variable $\nu$ must satisfy the Karush-Kuhn-Tucker (KKT) conditions [28] of the inner problem, which can be expressed as:

$$\frac{\partial L}{\partial P_{s,n}^{(1)}} = -\frac{\zeta \max \{g_{s,n}^{\theta(r)}, g_{d,n}^{\theta(r)} \}}{(1 + \max \{g_{s,n}^{\theta(r)}, g_{d,n}^{\theta(r)} \}) \ln 2} - \frac{\sigma g_{s,d}^{\theta}}{(1 + g_{s,d}^{\theta} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}) \ln 2}$$

$$\frac{\partial L}{\partial P_{s,n}^{(2)}} = -\frac{\zeta g_{s,d} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}}{(1 + g_{s,d}^{\theta} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}) \ln 2} - \frac{\sigma g_{s,d}^{\theta}}{(1 + g_{s,d}^{\theta} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}) \ln 2} + \varepsilon \left\{ \begin{array}{ll} 0 & \text{if } P_{s,n}^{(1)} > 0 \geq 0 & \text{if } P_{s,n}^{(1)} = 0 \end{array} \right\} (20)$$

$$\frac{\partial L}{\partial P_{r,n}} = -\frac{\sigma g_{s,d}^{\theta}}{(1 + g_{s,d}^{\theta} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}) \ln 2} + \eta \left\{ \begin{array}{ll} 0 & \text{if } P_{r,n} > 0 \geq 0 & \text{if } P_{r,n} = 0 \end{array} \right\} (21)$$

We first solve (20) to obtain the optimal ratio $\frac{P_{s,n}^{(1)}}{\theta_m^{(1)}}$. Specifically, if $P_{s,n}^{(1)} > 0$, then equality in (20) holds, and an optimal $\frac{P_{s,n}^{(1)}}{\theta_m^{(1)}}$ is equal to the positive root $x$ of the following quadratic equation

$$\frac{\zeta \max \{g_{s,n}^{\theta(r)}, g_{d,n}^{\theta(r)} \}}{1 + \max \{g_{s,n}^{\theta(r)}, g_{d,n}^{\theta(r)} \} x} + \frac{\sigma g_{s,d}^{\theta}}{1 + g_{s,d}^{\theta} x} = \varepsilon \ln 2. \quad (25)$$

If (20) has no positive root, then $\frac{P_{s,n}^{(1)}}{\theta_m^{(1)}} = 0$. Next, let us find the optimal $\frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}$ and $\frac{P_{r,n}}{\theta_m^{(2)}}$ by solving (21) and (22). If $P_{r,n} > 0$, the equality in (22) holds, and the optimal $\frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}$ and $\frac{P_{r,n}}{\theta_m^{(2)}}$ can be obtained from (21) and (22) as

$$\frac{P_{r,n}}{\theta_m^{(2)}} = \frac{\sigma}{\eta \ln 2} - \frac{1}{g_{s,d}^{\theta} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}} \frac{g_{s,r}^{\theta}}{g_{n}^{\theta}}, \quad (27)$$

where $[x]^+ = \max \{x, 0\}$. Instead, if $P_{r,n} = 0$, we obtain from (21) and (22) that

$$\frac{P_{r,n}}{\theta_m^{(2)}} = \frac{\zeta + \sigma}{\varepsilon \ln 2} - \frac{1}{g_{s,d}^{\theta} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}}, \quad (28)$$

where (28) is actually the water-filling solution when the source directly communicates with the destination without the use of relay.

The optimal $\hat{\theta}_m^{(1)}$ and $\hat{\theta}_m^{(2)}$ can be obtained by solving (23) and (24), respectively, provided that the optimal $\frac{P_{s,n}^{(1)}}{\theta_m^{(1)}}$ and $\frac{P_{r,n}}{\theta_m^{(2)}}$ have been obtained from (25)-(29). By substituting $\frac{P_{s,n}^{(1)}}{\theta_m^{(1)}}, \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}, \frac{P_{r,n}}{\theta_m^{(2)}}$ and $\frac{P_{s,n}^{(2)}}{\theta_m^{(2)}}$ into (23)-(24), and by the definitions of $\phi(1)(\hat{\theta}_m^{(1)}; x_m)$ and $\phi(2)(\hat{\theta}_m^{(2)}; x_m)$ in (9)-(12), we can obtain the optimal values of $\hat{\theta}_m^{(1)}$ and $\hat{\theta}_m^{(2)}$ as follows: For $x_m = 0$, we have

$$\hat{\theta}_m^{(1)} = \left[ \frac{1}{(\lambda + \mu) T_f} \ln \left( 1 - \frac{\lambda + \mu}{\lambda} \sum_{n \in \mathcal{N}} \left[ g_{s,n}^{\theta} \frac{P_{s,n}^{(1)}}{\theta_m^{(1)}} \right] \right) - \delta \right]^+ \left( \sigma f \left( \max \{ g_{s,n}^{\theta(r)} \} \frac{P_{s,n}^{(1)}}{\theta_m^{(1)}} \right) \right), \quad (30)$$

$$\hat{\theta}_m^{(2)} = \left[ \frac{1}{(\lambda + \mu) T_f} \ln \left( 1 - \frac{\lambda + \mu}{\lambda} \sum_{n \in \mathcal{N}} \left[ g_{s,n}^{\theta(r)} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}} \right] \right) - \alpha \right]^+ \left( \sigma f \left( g_{s,n}^{\theta(r)} \frac{P_{s,n}^{(2)}}{\theta_m^{(2)}} + g_{r,n}^{\theta(r)} \frac{P_{r,n}}{\theta_m^{(2)}} \right) \right), \quad (31)$$

where $[x]^+ = \min \{ \max \{ x, 0 \}, y \}$, and for $x_m = 1$, we have

1 For the notational simplicity in (30)-(33), we have extended the definition of the natural logarithm $\ln(x)$ to that with $\ln(x) = -\infty$ for $x \in (-\infty, 0]$. 

where $f(x) \triangleq \log_2 (1 + x) - \frac{x}{(1 + x) \ln 2}$ in (23) and (24).
1. **Input** system parameters \((N, M, \alpha, P_{\text{max}}^s, P_{\text{max}}^r, T_f, R_{\text{min}})\), the ad-hoc traffic parameters \(\lambda, \mu\), the channel quality \(\{g_{n, r}^s, g_{n, d}^s, g_{n, r}^d\}_{n=1}^N\), the sensing outcome \(\{x_m\}_{m=1}^M\), the computation and signaling delay parameter \(\delta\), and a solution accuracy \(\epsilon\).

2. Set the iteration number \(k = 1\); initialize the dual variable \(\nu\).

3. Compute the optimal \(\{P_{s,n}^{(1)}, P_{s,n}^{(2)}, P_{r,n}\}_{n=1}^N\) and \(\{\theta_{s,n}^{(1)}, \theta_{s,n}^{(2)}\}_{n=1}^M\) according to (25)-(33).

4. Update the dual variable \(\nu_{k+1}\) according to (34) and (35).

5. If \(\|\nu_{k+1} - \nu_k\|_2 \leq \epsilon\), go to Step 6; otherwise, set \(k = k+1\) and return to Step 3.

6. **Output** the optimal primal solution \(\{P_{s,n}^{(1)}, P_{s,n}^{(2)}, P_{r,n}\}_{n=1}^N\) and \(\{\hat{\theta}_{s,n}^{(1)}, \hat{\theta}_{s,n}^{(2)}\}_{n=1}^M\). The optimal spectrum access strategy \((\hat{I}_1^n, \hat{I}_{\nu}^n)_{n=1}^N\) can be obtained by Lemma 1.

\[
\hat{\theta}_{s,n}^{(1)} = \left[\alpha + \frac{1}{(\lambda + \mu)T_f}\ln\left(\frac{\lambda + \mu}{\mu} \sum_{n \in N_n} \left[\sigma f\left(g_{n,d}^s P_{s,n}^{(1)} \theta_{s,n}^{(1)}\right)\right] \cdot \frac{\lambda}{\mu}\right) \right]^{-1} \cdot \sigma f\left(g_{n,d}^s P_{s,n}^{(1)} \theta_{s,n}^{(1)}\right) - \frac{\lambda}{\mu}. \tag{32}
\]

\[
\hat{\theta}_{s,n}^{(2)} = \left[\alpha + \frac{1}{(\lambda + \mu)T_f}\ln\left(\frac{\lambda + \mu}{\mu} \sum_{n \in N_n} \left[\sigma f\left(g_{n,d}^s P_{s,n}^{(2)} \theta_{s,n}^{(2)}\right)\right] \cdot \frac{\lambda}{\mu}\right) \right]^{-1} \cdot \sigma f\left(g_{n,d}^s P_{s,n}^{(2)} \theta_{s,n}^{(2)}\right) + \frac{\lambda}{\mu}. \tag{33}
\]

By substituting (30)-(33) into (25)-(29), the optimal \(P_{s,n}^{(1)}, P_{s,n}^{(2)}, P_{r,n}\) can then be obtained.

What remains for solving (18) is to optimize the dual variable \(\nu = (\zeta, \sigma, \epsilon, \eta)^T\) for the outer maximization problem. In view of that the dual function of (17) (the optimal value of the inner problem of (18)) may not be differentiable [31], we consider to update \(\nu\) using the subgradient method [32]. Specifically, at the \(k\)-th iteration, the subgradient method updates \(\nu\) by [32]

\[
\nu_{k+1} = [\nu_k + s_k h(\nu_k)]^+ \tag{34}
\]

where the subscript \(k\) denotes the iteration number, \(s_k\) is the step size of the \(k\)-th iteration, and \(h(\nu_k)\) is the subgradient of the dual function, which is given by [31]

\[
h(\nu_k) = \left[\begin{array}{c}
\left(\frac{R_{\text{min}} - R_1}{W} \frac{P_{\text{max}}}{\sum_{n=1}^N (P_{s,n}^{(1)} + P_{s,n}^{(2)})} \right) - P_{\text{max}}^s \\
\left(\frac{R_{\text{min}} - R_2}{W} \frac{P_{\text{max}}}{\sum_{n=1}^N P_{r,n} - P_{\text{max}}^r} \right) - P_{\text{max}}^r
\end{array}\right], \tag{35}
\]

where \(P_{s,n}^{(1)}, P_{s,n}^{(2)}\) and \(P_{r,n}\) are the optimal solution of the inner minimization problem (18) at iteration \(k\), and \(R_1^*\) and \(R_2^*\) are the corresponding rate values in (15) and (16), respectively. It has been shown that the subgradient updates in (34) converge to the optimal dual point \(\nu^*\) as \(k \to \infty\), provided that the step size \(s_k\) is chosen according to a diminishing step size rule [32]. The convergence speed of the subgradient method can be improved if one further considers the acceleration techniques in [31], [33], [34]. In Algorithm 1, we summarize the proposed Lagrangian dual optimization algorithm of (P).

### C. Simulation Results

In this subsection, we provide some simulation results to examine the performance of the proposed CRN spectrum sharing strategy in (P). The parameters used in the simulations are listed in Table I. Since \(N = M = 2\), we simply set \(N_1 = \{1\}\) and \(N_2 = \{2\}\).

We compare the proposed CRN spectrum sharing strategy with two degenerated strategies, namely, the relay-free strategy and the sensing-free strategy. Similar to the work in [17], the relay-free strategy only considers the direct uplink transmission from the source to the destination. To implement this strategy, we simply set \(g_{n,r}^s = g_{n,d}^s = 0\) for Problem (P).

In the sensing-free strategy, the average traffic collision time in (6) becomes

\[
\hat{i} = \sum_{m=1}^M \left[\frac{1}{\sum_{n \in N_n} P_{s,n}^{(1)}} \Pr\{X_m(t) = 1\} \right] \cdot \sum_{n \in N_n} P_{s,n}^{(1)} \cdot \eta + \frac{1}{\sum_{n \in N_n} P_{s,n}^{(2)}} \Pr\{X_m(t) = 1\} \cdot \sum_{n \in N_n} P_{s,n}^{(2)} \cdot \eta. \tag{36}
\]

due to the lack of sensing result \(X_m(0) = x_m\). It further reduces to

\[
\frac{\hat{i}}{T_f} = \sum_{m=1}^M \frac{\lambda}{\lambda + \mu} \left(\hat{\theta}_{s,n}^{(1)} + \hat{\theta}_{s,n}^{(2)}\right), \tag{37}
\]

by means of the interference alignment principle in Lemma 1. Then, the sensing-free strategy is obtained by solving (17) with the objective function in (17a) replaced by (37).

Figure 4(a) presents the performance comparison results of normalized average collision time \((\hat{i}/T_f)\) versus required uplink spectrum efficiency \(R_{\text{min}}/(NW)\). We observe from this figure that for \(R_{\text{min}}/(NW) < 0.07\) bits/s/Hz, the relay-free strategy exhibits comparable performance with the proposed strategy; whereas for \(R_{\text{min}}/(NW) \geq 0.07\) bits/s/Hz, the proposed strategy yields a smaller average traffic collision time. The performance improvement is attributed to the DF relay techniques. The sensing-free strategy always generates more traffic collisions than the proposed strategy, because it does not utilize the spectrum sensing outcomes.

Figure 4(b) displays the optimal transmission time fractions \(\{\hat{\theta}_{s,n}^{(1)}\}_{n=1}^N\) of (P) versus required uplink spectrum efficiency \(R_{\text{min}}/(NW)\). The CRN only transmits over subchannel 1 when \(R_{\text{min}}/(NW) \leq 0.42\) bits/s/Hz, because the sensing outcomes are \(x_1 = 0\) and \(x_2 = 1\). For \(R_{\text{min}}/(NW) >

### Table I. Parameter Setting for Fig. 4

| Parameter | N | M | \(\lambda_T\) | \(\mu_T\) | \(P_{\text{max}}\) | \(P_{\text{max}}\) | \(\alpha\) | \(\delta\) |
|-----------|---|---|----------------|-----------|----------------|----------------|--------|--------|
| Value     | 2 | 2 | 1              | 1         | 1              | 1              | 0.5    | 0.1    |

| Parameter | \(x_1\) | \(x_2\) | \(g_{s,n}^\alpha\) | \(g_{s,n}^\beta\) | \(g_{r,n}^\alpha\) | \(g_{r,n}^\beta\) |
|-----------|---------|---------|-------------------|-------------------|-------------------|-------------------|
| Value     | 0       | 1       | 0.4               | 1.3               | 1.3               | 0.5               | 1.4    | 1.4    |
A. Ergodic Spectrum Sharing Design Problem

Suppose that both the source and relay nodes perform one extra spectrum sensing at the beginning of Phase 2. When there is no sensing error, the sensing outcome for the \( m \)th ad-hoc band is denoted as \( X_m(aT_f) = y_m \in \{0, 1\} \) with \( m = 1, \ldots, M \). This additional sensing outcome can be utilized in our spectrum sharing design problem to reduce traffic collisions, at the cost of extra computation and signaling delay in Phase 2, as shown in Fig. 5. For notational simplicity, the duration of this extra computation and signaling delay is also assumed to be \( \delta T_f \).

Let us define a network state information (NSI) as

\[
\omega \triangleq \{g_n^{s,d}, g_n^{s,r}, g_n^{r,d}, x_m, y_m, n \in \mathcal{N}, m \in \mathcal{M}\},
\]

which includes both the channel estimation and spectrum sensing results over the two phases. In the ergodic setting, the NSI \( \omega \) varies across frames. We assume that the channel fading gains and the ad-hoc traffic are stationary and ergodic; furthermore, their statistical distributions are known to the destination node prior to transmissions.

Similar to (6), the average traffic collision time for a frame
with NSI $\omega$ is determined by

$$I(\omega) = \sum_{m=1}^{M} \left[ \int \sum_{n \in N_m} \Pr \{X_m(t) = 1 | X_m(0) = x_m \} dt \right]$$

$$+ \int \sum_{n \in N_m} \Pr \{X_m(t) = 1 | X_m(\alpha T_f) = y_m \} dt \right]$$

(38)

where $I_m^{(i)}(\omega)$ denotes the set of CRN transmission time over sub-channel $n$ in phase $i$ given the NSI $\omega$. Note from (38) that, in contrast to (6), the collision time in Phase 2 now depends on the sensing outcome $y_m$. Since the NSI is stationary and ergodic across the frames, the long term average traffic collision time can be obtained by taking the expectation of $I(\omega)$ over the distribution of the NSI $\omega$ [23], i.e.,

$$T = \mathbb{E}_\omega \left[ \sum_{m=1}^{M} \left[ \int \sum_{n \in N_m} \Pr \{X_m(t) = 1 | X_m(0) = x_m \} dt \right]$$

$$+ \int \sum_{n \in N_m} \Pr \{X_m(t) = 1 | X_m(\alpha T_f) = y_m \} dt \right]$$

(39)

Let us define the transmission time fractions $\theta_n^{(i)}(\omega)$ as in (1), and define

$$\hat{\theta}_n^{(i)}(\omega) = \max \left\{ \theta_n^{(i)}(\omega), n \in N_m \right\}$$

(40)

for $m = 1, \ldots, M$ and $i = 1, 2$. It is not difficult to show that the optimal spectrum access strategies stated in Lemma 1 also hold true for the case with two spectrum sensings in each frame:

**Lemma 2** For any given transmission time fractions $\{\theta_n^{(1)}(\omega) \in [0, \alpha - \delta], \theta_n^{(2)}(\omega) \in [0, 1 - \alpha - \delta]\}^M_{m=1}$ we have that:

1) The optimal spectrum access strategy of Phase 1 is given by $\bar{l}_m^{(3)}(\omega) = [\delta T_f, (\delta + \hat{\theta}_m^{(1)}(\omega)) T_f] (\bar{l}_m^{(1)}(\omega) = [(\alpha - \hat{\theta}_m^{(2)}(\omega)) T_f, \alpha T_f])$ for all $n \in N_m$, if the sensing outcome of Phase 1 is $x_m = 0$ ($x_m = 1$);

2) The optimal spectrum access strategy of Phase 2 is given by $\bar{l}_m^{(3)}(\omega) = [(\alpha + \delta) T_f, (\alpha + \delta + \theta_m^{(2)}(\omega)) T_f]$ for all $n \in N_m$, if the sensing outcome of Phase 2 is $y_m = 0$ ($y_m = 1$).

An example of Lemma 2 is illustrated in Fig. 5.

Define the two functions

$$\hat{\phi}(\omega; y_m = 0) = \int_{[(\alpha + \delta) T_f, (\theta + (\alpha + \delta) T_f]} \Pr(X_m(t) = 1 | X_m(\alpha T_f) = 0) dt$$

$$= \frac{\lambda}{\lambda + \mu} \left\{ \theta + \frac{e^{-(\lambda+\mu)\delta T_f} - e^{-(\lambda+\mu)\theta T_f}}{\lambda + \mu} \right\} T_f,$$  

(41)

$$\hat{\phi}(\omega; y_m = 1) = \int_{[T_f - \theta T_f, T_f]} \Pr(X_m(t) = 1 | X_m(\alpha T_f) = 1) dt$$

$$= \frac{\lambda}{\lambda + \mu} \left\{ \theta + \frac{e^{-(\lambda+\mu)\theta T_f} - e^{-(\lambda+\mu)(1-\alpha) T_f}}{\lambda + \mu} \right\} T_f,$$  

(42)

where $\theta \in [0, 1 - \alpha]$. In accordance with Lemma 2, $T$ in (39) can be simplified as

$$T = \mathbb{E}_\omega \left[ \sum_{m=1}^{M} \left[ \phi_m^{(1)}(\omega; x_m) + \hat{\phi}(\omega; y_m) \right] \right]$$

(43)

where $\phi_m^{(1)}(\theta; x_m)$ has been defined in (9) and (10) for $x_m = 0$ and $x_m = 1$, respectively.

The achievable average rate of the multi-carrier CRN can be shown to be

$$\overline{R}_{CRN} = \min \left\{ \overline{R}_1, \overline{R}_2 \right\}$$

(44)
where

\[ \mathcal{R}_1 = W \sum_{m \in M} \sum_{n \in \mathcal{N}_m} E_{\omega} \left[ \hat{\theta}^{(1)}_m (\omega) \log_2 \left( 1 + \frac{P^{(1)}_{s,n}(\omega) g_{s,n}^{*d}}{\hat{\theta}^{(1)}_m (\omega)} \right) + \hat{\theta}^{(2)}_m (\omega) \log_2 \left( 1 + \frac{P^{(2)}_{s,n}(\omega) g_{n}^{r,d}}{\hat{\theta}^{(2)}_m (\omega)} \right) \right] \]

and \( P^{(1)}_{s,n}(\omega), P^{(2)}_{s,n}(\omega), P_{r,n}(\omega) \) are the transmission powers for a given NSI \( \omega \). We should point out that the average rate \( \bar{R}_{\text{CRN}} \) is not the ergodic data rate in the Shannon sense, but one achieved by taking the average over many adaptive channel coding blocks. The relay node will not transmit but queue up its received data from the source node [19], [35], until the channel quality and sensing outcome in Phase 2 is favorable.

It follows from (43) and (44) that the ergodic spectrum access and resource allocation problem is

\[
\begin{align*}
\min & \quad \mathbb{E}_{\omega} \left[ \sum_{m=1}^{M} \left[ \phi(1) \left( \hat{\theta}^{(1)}_m (\omega); x_m \right) + \phi(2) \left( \hat{\theta}^{(2)}_m (\omega); y_m \right) \right] \right] \\
\text{s.t.} & \quad \mathcal{R}_1 \geq \bar{R}_{\text{min}}, \quad \mathcal{R}_2 \geq \bar{R}_{\text{min}} \\
& \quad E_{\omega} \left[ \sum_{n=1}^{N} \left[ P^{(1)}_{s,n}(\omega) + P^{(2)}_{s,n}(\omega) \right] \right] \leq \mathcal{P}_{\text{max}} \\
& \quad E_{\omega} \left[ \sum_{n=1}^{N} P_{r,n}(\omega) \right] \leq \mathcal{P}^r_{\text{max}} \\
& \quad P^{(1)}_{s,n}(\omega), P^{(2)}_{s,n}(\omega), P_{r,n}(\omega) \geq 0, \quad n = 1, \ldots, N \\
& \quad 0 \leq \hat{\theta}^{(1)}_m (\omega) \leq \alpha - \delta, \quad 0 \leq \hat{\theta}^{(2)}_m (\omega) \leq 1 - \alpha - \delta, \quad m = 1, \ldots, M. 
\end{align*}
\]

is the partial Lagrangian of (47).

Let us define \( \omega = (\zeta, \epsilon, \nu)^T \) off-line based on only the statistical distribution of the NSI. Then, the primal solution is updated on-line according to the current NSI \( \omega \). Most computation tasks are accomplished in the off-line dual optimization step, leaving only simple computations for real-time primal solution update, as detailed in the subsequent two subsections.

1) **Off-line Dual Optimization:** Given a dual variable \( \nu = (\zeta, \phi, \epsilon, \eta)^T \), the optimal solution to the inner minimization problem of (48) for the NSI realization \( \omega \) is provided as follows:

The optimal \( \hat{\nu}^{(1)}_{s,n}(\omega), \hat{\nu}^{(2)}_{s,n}(\omega) \) and \( \hat{\nu}_{r,n}^{(1)}(\omega) \) of the inner minimization problem of (48) can be exactly obtained by (25)-(29), with \( P^{(1)}_{s,n}, P_{r,n} \) and \( \hat{\theta}^{(1)}_m (\omega) \) replaced by \( P^{(1)}_{s,n}(\omega), P_{r,n}(\omega) \) and \( \hat{\theta}^{(1)}_m (\omega) \), respectively. The optimal \( \hat{\theta}^{(1)}_m (\omega) \) can be obtained by either (30) or (32), depending on the sensing result \( x_m \). By (41) and (42), the optimal \( \hat{\theta}^{(2)}_m (\omega) \) is given as follows: If \( y_m = 0 \),

\[
\hat{\theta}^{(2)}_m (\omega) = \left\{ \begin{array}{ll}
\frac{1}{(\lambda+\mu)T_f} \ln \left( \frac{1 - \lambda - \mu}{\lambda} \sum_{n \in \mathcal{N}_m} \left[ \sum_{k=1}^{\infty} \left( \frac{\phi(1)}{\hat{\theta}^{(2)}_m (\omega)} \right)^{k-1} \right] \right) & \text{for } y_m = 0 \\
1 - \alpha + \frac{1}{(\lambda+\mu)T_f} \ln \left( \frac{\lambda + \mu}{\lambda} \sum_{n \in \mathcal{N}_m} \left[ \sum_{k=1}^{\infty} \left( \frac{\phi(1)}{\hat{\theta}^{(2)}_m (\omega)} \right)^{k-1} \right] \right) & \text{for } y_m = 1
\end{array} \right.
\]

elsewise, for \( y_m = 1 \),

\[
\hat{\theta}^{(2)}_m (\omega) = \left\{ \begin{array}{ll}
1 - \alpha + \frac{1}{(\lambda+\mu)T_f} \ln \left( \frac{\lambda + \mu}{\lambda} \sum_{n \in \mathcal{N}_m} \left[ \sum_{k=1}^{\infty} \left( \frac{\phi(1)}{\hat{\theta}^{(2)}_m (\omega)} \right)^{k-1} \right] \right) & \text{for } y_m = 0 \\
1 - \alpha - \frac{1}{(\lambda+\mu)T_f} \ln \left( \frac{\lambda + \mu}{\lambda} \sum_{n \in \mathcal{N}_m} \left[ \sum_{k=1}^{\infty} \left( \frac{\phi(1)}{\hat{\theta}^{(2)}_m (\omega)} \right)^{k-1} \right] \right) & \text{for } y_m = 1
\end{array} \right.
\]

By substituting (30), (32), (50) and (51) into (25)-(29), the optimal values of \( P^{(1)}_{s,n}(\omega), P^{(2)}_{s,n}(\omega) \) and \( P_{r,n}(\omega) \) can then be obtained.

The optimal dual variable \( \nu^* \) is obtained by a series of the subgradient update in (34), where the subgradient \( h(\nu_k) \) is
determined by
\[
\begin{pmatrix}
\sum_{n=1}^{N} E_\omega \left\{ P_{s,n}^{(1)}(\omega) + P_{s,n}^{(2)}(\omega) \right\} - T_{\max} \\
\left( \bar{R}_{\min} - \bar{R}_1 \right) / W \\
\left( \bar{R}_{\min} - \bar{R}_2 \right) / W
\end{pmatrix}, \tag{52}
\]
where \( P_{s,n}^{(1)}(\omega) \), \( P_{s,n}^{(2)}(\omega) \) and \( P_{r,n}(\omega) \) are the optimal solution of the inner minimization problem (48) for given dual variable \( \nu_k \) and NSI realization \( \omega \), and \( \bar{R}_1 \) and \( \bar{R}_2 \) are the corresponding rate values in (45) and (46), respectively.

In the off-line dual optimization procedure, the true NSI realizations \( \{ \omega_t \}_{t=1}^\infty \) are not available. However, the statistical distribution of the NSI \( \omega \) is available. We can still compute the expectation terms in (45), (46) and (52) by means of Monte Carlo simulations. In particular, one may randomly generate a set of NSI realizations \( \omega \) following the distribution of the channel fading and sensing outcome. Then, the inner minimization problem of (48) is solved for each artificially generated NSI realization \( \omega \). The expectation terms in (45), (46) and (52) can be obtained by averaging over these NSI realizations. Then, we can use the subgradient method in (34) to derive the optimal dual variable \( \nu^* \) off-line.

2) On-line Primal Solution Update: After \( \nu^* \) is obtained, one can compute the optimal transmission parameters of Problem (47) based on the true NSI \( \{ \omega_t \}_{t=1}^\infty \). More specifically, in Frame \( \ell \), the CRN needs to solve the inner minimization problem of (48) for the optimal dual variable \( \nu = \nu^* \) and real-time NSI \( \omega = \omega_\ell \). The computational complexity of this step is much smaller than that of off-line dual optimization, because each subgradient update involves solving the inner minimization problem of (48) many times for each of the artificially generated NSI realizations. On the other hand, spectrum sensing and channel estimation are usually performed at spatially separated nodes, and thus additional information exchanges are required to accomplish the computation task.

In the sequel, we present how to update real-time primal solution such that the computation and signaling delay \( \delta T_f \) can be substantially decreased. In practice, the BS is able to acquire the channel gain \( \{ g_n^{r,s}(\ell), g_n^{r,t}(\ell), g_n^{d,t}(\ell) \}^N_{n=1} \) through channel prediction before Frame \( \ell \) starts, if the wireless channel varies slowly across the frames [36]. Given the channel gains \( \{ g_n^{r,s}(\ell), g_n^{r,t}(\ell), g_n^{d,t}(\ell) \} \), the BS can compute the ratios \( P_{s,n}^{(1)}(\omega) / \theta_1(\omega) \), \( P_{s,n}^{(2)}(\omega) / \theta_2(\omega) \) and \( P_{r,n}(\omega) / \theta_m(\omega) \) according to (25)-(29) in Frame \( \ell = 1 \), and then feed the results back to the source and relay nodes before the start time of Frame \( \ell \). Once the source and relay nodes obtain the sensing outcomes \( x_m(\ell) \) and \( y_m(\ell) \), they can compute \( \hat{\theta}_m^{(1)}(\omega_{\ell}) \) and \( \hat{\theta}_m^{(2)}(\omega_{\ell}) \) according to the closed-form solutions (30), (32), (50), and (51). By providing the source and relay nodes with \( P_{s,n}^{(1)}(\omega_{\ell}) / \theta_1(\omega_{\ell}) \), \( P_{s,n}^{(2)}(\omega_{\ell}) / \theta_2(\omega_{\ell}) \), and \( P_{r,n}(\omega_{\ell}) / \theta_m(\omega_{\ell}) \) ahead of time, the signaling procedure will not cause additional control delay. As \( \hat{\theta}_m^{(1)}(\omega_{\ell}) \) and \( \hat{\theta}_m^{(2)}(\omega_{\ell}) \) has closed-form solutions, the time delay \( \delta T_f \) for computing \( \hat{\theta}_m^{(1)}(\omega_{\ell}) \) and \( \hat{\theta}_m^{(2)}(\omega_{\ell}) \) is quite short. Therefore, the total computation and signaling delay is quite short. In each frame, the destination node needs to send \( 3N \) parameters to the source and relay nodes. Note that this amount of information exchanges are equal to that of conventional OFDM CRN without spectrum sharing [19], whereas the BS also needs to feed the ratios \( P_{s,n}^{(1)}(\omega_{\ell}) / \theta_1(\omega_{\ell}) \), \( P_{s,n}^{(2)}(\omega_{\ell}) / \theta_2(\omega_{\ell}) \) and \( P_{r,n}(\omega_{\ell}) / \theta_m(\omega_{\ell}) \) back to the source and relay nodes.

In practice, the source and relay nodes may not be able to compute \( \hat{\theta}_m^{(1)}(\omega_{\ell}) \) and \( \hat{\theta}_m^{(2)}(\omega_{\ell}) \) in (30), (32), (50), and (51), owing to hardware limitations. In this case, the BS can compute two possible values of \( \hat{\theta}_m^{(1)}(\omega_{\ell}) \) in (30) and (32) in advance for both of the sensing outcomes \( x_m(\ell) = 1 \) and \( x_m(\ell) = 0 \). Similarly, \( \hat{\theta}_m^{(2)}(\omega_{\ell}) \) in (50) and (51) can also be computed in advance at the BS for both \( y_m(\ell) = 0 \) and \( y_m(\ell) = 1 \). The BS sends \( P_{s,n}^{(1)}(\omega_{\ell}) / \theta_1(\omega_{\ell}) \), \( P_{s,n}^{(2)}(\omega_{\ell}) / \theta_2(\omega_{\ell}) \) and \( P_{r,n}(\omega_{\ell}) / \theta_m(\omega_{\ell}) \) and the two possible values of \( \hat{\theta}_m^{(1)}(\omega_{\ell}) \) and \( \hat{\theta}_m^{(2)}(\omega_{\ell}) \) to the source and relay nodes. After spectrum sensing, the source and relay nodes simply select the values of \( \hat{\theta}_m^{(1)}(\omega_{\ell}) \) and \( \hat{\theta}_m^{(2)}(\omega_{\ell}) \) according to the sensing outcomes \( x_m(\ell) \) and \( y_m(\ell) \), respectively. This strategy has two benefits: First, all computations are carried out at the BS, and source and relay nodes only need to select appropriate transmission parameters. Second, the source and relay nodes can start transmission right after spectrum sensing, which means the computation and signaling delay \( \delta T_f \) is negligible. In each frame, the destination needs to send \( 3N + 2M \) parameters to the source and relay nodes, which is slightly larger than the strategy introduced in last paragraph.

Remark 2: With the optimal dual solution \( \nu^* \) obtained ahead of time, the transmission parameters of the CRN in Phase 1 is determined solely by \( x_m(\ell) \) but not \( y_m(\ell) \). Hence, the primal solution to the ergodic transmission control problem can be computed in a causal manner. However, \( y_m(\ell) \) cannot be exploited in the frame-level transmission control problem (P), because neither the dual optimal solution \( \nu^* \) nor the primal optimal solution to (P) can be obtained in advance without \( y_m(\ell) \).

Remark 3: If the source transmits to the relay node in Phase 1, and the sensing outcome becomes unfavorable in Phase 2, the relay node will queue up its received data from the source node, and wait for better transmission opportunity [19], [35]. In other words, data queuing at the relay node allows the CRN to exploit transmission opportunities in the two phases of each frame separately.

Remark 4: In practice, sensing error may occur at the source and relay nodes, which means that the ACTIVE (IDLE) ad-hoc traffic state is mistakenly detected as IDLE (ACTIVE). In this case, the source and relay nodes may transmit in different time intervals, leading to extra collisions to the ad-hoc traffics. In spite of no transmission synchronization in source and relay nodes, the destination node is still able to decode the messages sent from the source and relay nodes. The destination node first decodes the message from the relay node, and then decodes the source’s message, by means of sequential interference cancelation (SIC) decoding [19]. The performance degradation of the interference metric (i.e., long term average
Suppose that the signal-to-interference-plus-noise ratio (SINR) of all the wireless links is set to 4. The large-scale path loss factor of the source-destination link is set to 4. We assume that the relay node is located right in the middle distributed Rayleigh fading with zero mean and unit variance. We present some simulation results in this subsection to demonstrate the effectiveness of the proposed ergodic CRN transmission control strategy of the CRN. (a) Normalized long term average collision time ($\bar{I}/T_f$) versus required long term average uplink spectrum efficiency $R_{\min}/(NW)$, (b)-(d) $\bar{I}/T_f$ versus $\zeta$ for $\lambda = \mu$ and various values of $\bar{R}_{\min}/(NW)$. collision time, caused by sensing error, is examined in the next subsection.

C. Simulation Results

We present some simulation results in this subsection to demonstrate the effectiveness of the proposed ergodic CRN spectrum sharing strategy. The number of sub-channels is 16 ($N = 16$) and the number of ad-hoc bands is 4 ($M = 4$). Each ad-hoc band overlaps with 4 consecutive CRN sub-channels, and the 4 ad-hoc bands do not overlap with each other. The time fraction parameter in each frame $\alpha$ is set to 0.5.

The channel coefficients $h_{i,j}^{s,r}$ (where $i \in \{s,r\}$ and $j \in \{r,d\}, \ i \neq j$) are modeled as independent and identically distributed Rayleigh fading with zero mean and unit variance. We assume that the relay node is located right in the middle between the source node and the destination node. The large-scale path loss factor of all the wireless links is set to 4. Suppose that the signal-to-interference-plus-noise ratio (SINR) of the source-destination link is set to $\frac{P_{\max}^{s}}{\lambda T_f NW N_s} = 5$dB. Assuming that $N_s^{r} = N_d^{d}$ and $P_{\max}^{s} = P_{\max}^{r}$. Then, the SINRs of both the source-relay and relay-destination links are equal to $\frac{P_{\max}^{s}}{\lambda T_f NW N_s^{r}} = \frac{P_{\max}^{r}}{\lambda T_f NW N_d^{d}} = 17$dB according to the path-loss factor. The simulation results are obtained by averaging over 500 realizations of NSI (averaging over 500 frames). According to our real-time spectrum sharing strategy in Section IV-B, the computation and signaling delay is negligible, which means we can choose $\delta = 0$.

Figure 6(a) shows the simulation results of normalized long term average collision time ($\bar{I}/T_f$) versus required long term average uplink spectrum efficiency $R_{\min}/(NW)$, for $\lambda T_f = \mu T_f = 1$ for all $m = 1, \ldots, M$. To compare with the proposed ergodic spectrum sharing strategy, we also perform the same simulations with its relay-free and sensing-free counterparts. The performance of the ergodic spectrum sharing strategy using only phase-1 spectrum sensing is also presented. We can observe from Fig. 6(a) that the proposed strategy...
outperforms both the relay-free strategy and the sensing-free strategy. Moreover, the proposed strategy with spectrum sensing in two phases performs better than with only phase-1 spectrum sensing.

To further examine how the behavior of the ad-hoc traffic affects the performance of the proposed strategy, we define a parameter, called the relative variation rate of the ad-hoc traffic state or the relative sensing period of the CRN, as

$$\zeta \triangleq \frac{T_f}{\lambda + \mu},$$

(53)

where $\lambda = \bar{\lambda}$ and $\mu = \mu$ for all $m$. A small value of $\zeta$ (that corresponds to small values of $\lambda$ and $\mu$) implies that the on-off state of the ad-hoc traffic changes slowly in each CRN frame. However, the ad-hoc traffic state would change many times in each CRN frame if $\zeta$ is large (that corresponds to large values of $\lambda$ and $\mu$). Figures 6(b) to 6(d) show the simulation results of normalized average collision time ($I/T_f$) versus relative variation rate $\zeta$ for $\bar{\lambda} = \mu$ and various values of $\bar{R}_{\min}/(NW)$. Since the interference metric of sensing-free strategy is determined by that ratio $\lambda/\mu$, but not how fast the ad-hoc traffic varies (see Eq. (37)), the normalized average collision time of the sensing-free strategy is constant versus $\zeta$. From Fig. 6(b), one can observe that the proposed strategy performs best. However, the performance gaps between the proposed strategy and the relay-free and sensing-free strategies decrease with $\zeta$, because the ad-hoc traffic is more difficult to predict for large $\zeta$. For very large values of $\zeta$, the proposed strategy has similar performance with the sensing-free strategy. Therefore, spectrum sensing provides no further benefit in this case.

We can also see from Fig. 6(b) and Fig. 6(c) that the performance of the relay-free strategy seriously degrades as $\bar{R}_{\min}/(NW)$ increases from 0.6 bits/s/Hz to 1.7 bits/s/Hz. The performance degradation of the relay-free strategy is much larger than that of the proposed strategy because the CRN is capable of supporting higher uplink throughput than the relay-free strategy. In Fig. 6(d), the results of the relay-free strategy are not shown because this strategy is not feasible in supporting $\bar{R}_{\min}/(NW) = 2.8$ bits/s/Hz.

We finally examine the robustness of our proposed strategy against sensing error. Under the same parameter setting associated with the results shown in Fig. 6(a), Fig. 7 shows the simulation results of normalized long term average collision time ($I/T_f$) versus sensing error probability, for different values of $\bar{R}_{\min}/(NW)$. One can observe from Fig. 7 that, if the sensing error probability is small, e.g., less than 0.01, the performance degradation of the proposed strategy is insignificant.

V. Concluding Remarks

In this paper, we have investigated optimal spectrum sharing between cooperative relay and ad-hoc networks. Physical-layer resource allocation and MAC-layer spectrum access of the CRN are jointly optimized such that the average traffic collision time between the two networks is minimized while guaranteeing the CRN throughput requirement. Both frame-level design and ergodic design have been considered. For the latter design, a real-time implementation method of the optimal spectrum sharing strategy has been presented, by exploiting the structure of Lagrangian dual optimization solution. This implementation method has the following merits:

1) Most computations are accomplished off-line, leaving only simple tasks for real-time computations.

2) Although the sensing outcomes and channel gains are acquired at spatially separate nodes, the information exchange does not cause additional control delay.

3) Almost all the computation loads at the source and relay nodes can be released, at minimal expense of an insignificant amount of information exchanges.

4) Additional spectrum sensing in Phase 2 can be exploited to improve collision prediction. The relay node can queue up its received data if the sensing outcome in Phase 2 is unfavorable, which provides more flexibility for collision mitigation.

Simulation results have been provided to examine the performance of the proposed strategy. We have found that good collision mitigation performance can be achieved if the ad-hoc traffic varies slowly and the required throughput of the relay network is not too high. The presented real-time implementation techniques may also be useful for real-time transmission control of other wireless networks.
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Appendix A

Proof of Lemma 1

For $i \in \{1, 2\}$, suppose that $\theta_n(i) = \hat{\theta}_n(i) = \max\{\theta_n(i), n \in N_m\}$ for some $n' \in N_m$, i.e., sub-channel $n'$ has the longest transmission time among the sub-channels in $N_m$. Because
\[ \mathcal{I}^{(i)}_n \subseteq \bigcup_{n \in \mathcal{N}_m} \mathcal{I}^{(i)}_n \text{, we have} \]
\[ \int_{\mathcal{I}^{(i)}_n} \Pr \{ X_m(t) = 1 \mid X_m(0) = x_m \} \, dt \leq \int_{\mathcal{I}^{(i)}_n} \Pr \{ X_m(t) = 1 \mid X_m(0) = x_m \} \, dt. \]
\[
(A.1)
\]
If the following condition is satisfied
\[
\mathcal{I}^{(i)}_n \subseteq \mathcal{I}^{(i)}_{n'} \text{, \forall } n \in \mathcal{N}_m, \]
\[
(A.2)
\]
for \( m = 1, \ldots, M \) and \( i \in \{1, 2\} \), then \( \mathcal{I}^{(i)}_n = \bigcup_{n \in \mathcal{N}_m} \mathcal{I}^{(i)}_n \).
Then, equality holds in (A.1), and the interference is minimized. Therefore, \( I \) is determined by only \( \mathcal{I}^{(i)}_n \).
We further show that the condition
\[
\mathcal{I}^{(i)}_n = \mathcal{I}^{(i)}_{n'}, \text{ \forall } n \in \mathcal{N}_m, \]
\[
(A.3)
\]
is satisfied at the optimal solution to Problem \((P)\), and \( \theta^{(i)}_n = \tilde{\theta}^{(i)}_n = \max \{ \theta^{(i)}_n, n \in \mathcal{N}_m \} \) for any \( n \in \mathcal{N}_m \).
Suppose that (A.3) does not hold at the optimal solution to Problem \((P)\). There must exist a sub-channel \( k \in \mathcal{N}_m \) such that \( \theta^{(1)}_k < \tilde{\theta}^{(1)}_m \). Then, one can increase \( \theta^{(1)}_k \) until \( \theta^{(1)}_k = \tilde{\theta}^{(1)}_n \) \( \mathcal{I}^{(1)}_n = \mathcal{I}^{(1)}_{n'} \); this will increase \( R_{CRN} \) in (2) without changing the values of \( I \) in (6), because \( \mathcal{I}^{(i)}_n \) remains the same. In order to reduce \( I \), one can further scale down \( \mathcal{I}^{(i)}_n \) to reduce \( I \) and \( R_{CRN} \) simultaneously, until equality holds for the constraint \( R_{CRN} \geq \tau_{\text{min}} \).
In summary, if (A.3) is not true, then one can always achieve a smaller objective value \( I \) for Problem \((P)\). Thus, (A.3) is satisfied at the optimal solution to Problem \((P)\), and the remaining problem is to determine the optimal \( \mathcal{I}^{(i)}_n \).

Following the arguments in [17, Lemma 1], one can further show that if \( x_m = 0 \), the optimal transmission times are given by
\[
\mathcal{I}^{(1)}_n = [\delta T_f, (\delta + \tilde{\theta}^{(1)}_m) T_f] \text{ and } \mathcal{I}^{(2)}_n = [\alpha T_f, (\alpha + \tilde{\theta}^{(2)}_m) T_f] \text{ for all } n \in \mathcal{N}_m, \text{ and if } x_m = 1, \text{ the optimal transmission time intervals are given by } \mathcal{I}^{(1)}_n = [(\alpha - \tilde{\theta}^{(1)}_m) T_f, \alpha T_f] \text{ and } \mathcal{I}^{(2)}_n = [(1 - \tilde{\theta}^{(2)}_m) T_f, \alpha T_f] \text{ for all } n \in \mathcal{N}_m. \]
Lemma 1 is thus proved.
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