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Abstract. Data envelopment analysis (DEA) is a powerful mathematical programming methodology for evaluating the relative efficiency of decision-making units (DMUs) with multiple outputs and multiple inputs. In the classic DEA, it has been implicitly assumed that all DMUs perform in a unique technology set and the traditional DEA cannot measure the relative performances of DMUs with dissimilar classes. In other words, if we have different groups of DMUs, the traditional DEA models cannot be applied to evaluate such cases. In this paper, it has been assumed that the DMUs do business in different groups. We are interested to evaluate the members of the groups. The main aim of this paper is proposing a DEA-based methodology to estimate the technical efficiency of DMUs along with different groups with different technologies. The proposed method is illustrated by an empirical example on banking industry.
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1. Introduction

Discussion on how to evaluate the relative performances of the firms is very important and many researchers in the field of performance management and measurement have made substantial contributions in the last four decades. Following the pioneering work of [7], a body of literature has been developed to analyze the relative performances of homogeneous firms.

One of the most frequently used and representative methods of performance analysis is data envelopment analysis (DEA). In the last three decades, DEA, initiated by [5] and developed by [2] has been proven as an excellent data-oriented efficiency analysis method for comparing decision making units (DMUs) with multiple outputs and multiple inputs. DEA is a commonly used tool in performance evaluation of firms in the sense that DEA models do not estimate the exact production frontier and using the observed inputs/outputs data, an empirical production frontier is constructed to analysis of the firm’s performances. Recently, many applications of DEA have been reported in the literature. For more information about the applications of DEA, see [6].

In traditional DEA, we have a set of DMUs that do business in the same technological environment and the DMUs use same inputs to produce same outputs. In real application in
performance analysis of the firms, despite of the fact that the DMUs are homogeneous, they may perform in different groups with different technologies. So, there is a need to provide modified models and methods to evaluate the DMUs in such cases. One way to evaluate the relative performances of the DMUs in different groups with same technology is classifying DMUs into different categories. In DEA, categorical DMUs are classified into controllable and non-controllable by decision maker. Then, DEA tries to solve this problem by a special algorithm. As mentioned earlier, the traditional DEA models such as “DEA with categorical DMUs” implicitly consider a same technology for all DMUs and in a special case, they didn’t allow DMUs with different categories.

Discussion on the performance analysis with technological differences is an important subject that has been studied by DEA researchers. In all studies, making an envelope to the DMUs in the groups is proposed as a solution to this problem. In the DEA literature, such envelopment is referred to as meta-frontier.

The meta-frontier is defined as a common boundary that envelopes every group of DMUs. The idea of meta-frontier was first introduced by [9, 10, 15] have used the meta-frontier concept in their studies. O’Donnell [11] proposed a meta-frontier framework to study the firm level efficiencies. The meta-frontier constructed in all of the existing approaches is not a convex function. This paper has a different look at the group performance analysis. The method proposed in this paper is different from those that have been studied in previous works. As we know, empirical production frontier is our estimation related to the transformation of inputs to outputs and DEA overestimates the efficiencies of the DMUs, so, we need to evaluate the DMUs in a more solid condition. We assume that we have case in which there are \( K \) different groups and in each group a set of DMUs are doing business separately. The groups that the DMUs belong to are almost same and in this sense, some DMUs may change their group to tryout their performances. So, the DMUs can be transferred from one group to another one. To evaluate a specific DMU, a mixed integer linear programming problem is proposed and using the proposed model, we implicitly evaluate the DMU under consideration in each of the groups and the most favorable group is chosen to each DMU as the reference group.

The rest of this paper is organized as follows: In the next section (Section 2), performance analysis in the groups is given. Analyzing the problem of transferring a DMU from its current group to a specific group is given in Section 3. An application to a major Iranian bank is given in Section 4. Conclusions appear in Section 5.

2. Performance measurement in groups

2.1. Meta-technology

Suppose there are \( n \) DMUs to be evaluated in \( K \) different groups and the \( k \)-th group \( G_k \) consists of \( DMU_{j1}, DMU_{j2},...,DMU_{jk} \). Each \( DMU_{jk} \) uses \( m_k \) inputs \((x_{1jk}, x_{2jk},...,x_{mjk}) \geq 0\) to produce \( s \) outputs \((y_{1jk}, y_{2jk},...,y_{sjk}) \geq 0\). An important point to be noted is that although each \( DMU_j \) faces to a different technology, but the groups are homogeneous in the sense that the DMUs in two different groups uses same inputs to generate same outputs and due to this similarity, in case of need, in order to improve their performances, they are allowed to be transferred from one group to another one. Battese et al. [3] argued that since a technology set is our knowledge related to the transformation of inputs to outputs, it is possible to conceptualize the existence of a meta-technology. O’Donnell et al. [11] have used the concept of meta-frontier to compute the technical efficiency of the DMUs that may be classified in to different groups with same technology.

Suppose \( T_{G1}, T_{G2},...,T_{Gk} \) are \( K \) different technologies with \( K \) different natures. The meta-technology set \( T_M \) in our analysis is defined as follows:
Now, we come to evaluate the relative efficiency of a specific DMU

### 2.2. Technical efficiency measurement

The directional distance function as follows:

\[ DF(x_o, y_o) = \max \left\{ 1\delta + 1\rho : (x_o - \delta d^x, y_o + \rho d^y) \in T_M, \ 0 \leq \delta \leq 1, \ \rho \geq 0 \right\} \]

As we stated before, the meta-technology \( T_M \) is the union of the technology sets, \( T_{G_k}, k = 1, 2, ..., K \). The boundary points of the metatechnology \( T_M \) is the metafrontier and this frontier plays the main role in our analysis. A DMU under evaluation would be assessed to the part of this frontier to maximize its performance.

**2.2. Technical efficiency measurement**

Now, we come to evaluate the relative efficiency of a specific DMU. To describe the DEA efficiency measurement of the DMU, we use the directional distance function as follows:

\[ DF(x_o, y_o) = \max \left\{ 1\delta + 1\rho : (x_o - \delta d^x, y_o + \rho d^y) \in T_M, \ 0 \leq \delta \leq 1, \ \rho \geq 0 \right\} \]

in which \( \delta = (\delta_1, \delta_2, ..., \delta_m) \), \( \rho = (\rho_1, \rho_2, ..., \rho_s) \) and \( 1 = (1, 1, ..., 1) \) is used to summation. \( d^x = (d_{i1}^x, d_{i2}^x, ..., d_{im}^x) \) and \( d^y = (d_{r1}^y, d_{r2}^y, ..., d_{rs}^y) \) are user-defined values that are used to show the directional distance. Based on the definition of the meta-technology \( T_M \) model in eq.(4) becomes as the following form:

\[ e^*_o = \max \left\{ \sum_{i=1}^{m} \delta_i^o + \sum_{r=1}^{s} \rho_r^o \right\} \]

\[ \sum_{k=1}^{K} \mu_k \left( \sum_{j \in j_k} \lambda_j^k x_{ij}^k \right) \leq x - \delta_i^o d_{io}^x, \quad i = 1, 2, ..., m \quad k = 1, 2, ..., K \]

\[ \sum_{k=1}^{K} \mu_k \left( \sum_{j \in j_k} \lambda_j^k y_{ij}^k \right) \geq y + \rho_r^o d_{ro}^y, \quad r = 1, 2, ..., s \quad k = 1, 2, ..., K \]

\[ \sum_{k=1}^{K} \mu_k = 1, \]

\[ \lambda^k = (\lambda_1^k, ..., \lambda_{jk}^k) \in \Lambda_k, \quad k = 1, 2, ..., K \]

\[ 0 \leq \delta_i \geq, \quad i = 1, 2, ..., m \]

\[ \rho_r \geq 0, \quad r = 1, 2, ..., s \]
In given model, each \( DMU_o \) is evaluated with respect to each of the groups and its efficiency score is obtained. When we maximize \( \delta_o^i + \rho_r^i \), we try to evaluate the \( DMU_o \) to those frontier that \( DMU_o \) has maximum distance to the frontier. This shows the inefficiency of \( DMU_o \). The binary variable \( \mu_k \) is used to show if \( G_k \) is considered as the reference group to \( DMU_o \) or not. \( \mu_k = 1 \) shows that the \( k \)-th group is the reference group to \( DMU_o \) and hence the reference set of \( DMU_o \) is selected among DMUs in \( G_k \). It should be noted that if \( E_o \) be the reference set of \( DMU_o \), all members of \( E_o \) belong to a same group \( G \) and this is impossible to \( E_o \) to have members from two different \( G_k \).

Model given by eq.(5) is a mixed integer nonlinear programming problem. In order to linearize the above model, we use the following changes of variables:

\[
\lambda^k_j = \mu^k \lambda^k_j, \quad k = 1, 2, ..., K \quad j = 1, 2, ..., j_k
\]  

(6)

If \( \mu_k = 0 \) we must have \( \lambda^k_j = 0 \) and when \( \mu_k = 1 \) we must have \( \lambda^k_j = \lambda^k_j \) for all \( j = 1, 2, ..., j_k \).

Supose \( M \) be a large positive number and consider the following constraints:

\[
0 \leq \lambda^k_y \leq \mu^k M, \quad k = 1, 2, ..., K \quad \forall j \in j_k
\]  

(7)

Clearly \( \mu^k = 0 \) forces \( \lambda^k_y = 0 \) for all \( j = 1, 2, ..., j_k \) and if \( \mu_k = 1 \) then \( \lambda^k_y \geq 0 \) for all \( j = 1, 2, ..., j_k \), and this is what we want. With these changes of variables, model in eq.(5) becomes of the following form:

\[
e^*_o = Max \sum_{i=1}^{m} \delta^i_o + \sum_{r=1}^{s} \rho_r^o \\
\sum_{k=1}^{K} \sum_{j \in j_k} \lambda^k_{ij} x^i_{ij} \leq x - \delta^i_o d^i_o, \quad i = 1, 2, ..., m \quad k = 1, 2, ..., K \\
\sum_{k=1}^{K} \sum_{j \in j_k} \lambda^k_{ij} y^i_{ij} \geq y + \rho_r^o d^o_r, \quad r = 1, 2, ..., s \quad k = 1, 2, ..., K \\
\sum_{k=1}^{K} \mu^k = 1, \\
0 \leq \lambda^k_y \leq \mu^k M, \quad k = 1, 2, ..., K \quad \forall j \in j_k \\
\lambda^k = (\lambda^k_1, ..., \lambda^k_{j_k}) \in \Lambda_k, \quad k = 1, 2, ..., K \\
\mu^k \in \{0,1\}, \quad k = 1, 2, ..., K \\
0 \leq \delta^i \geq, \quad i = 1, 2, ..., m \\
\rho_r \geq 0, \quad r = 1, 2, ..., s
\]  

(8)

Note that the form of \( \Lambda_k \) depends of the form of \( \Lambda_k \) and \( \mu^k \). Model (8) is a mixed integer linear programming problem. It is easy to show the feasibility and the boundedness of this problem. In model (6), \( DMU_o \) is assessed to all of the groups and in the objective function, we look for the maximum reduction in the inputs and maximum expansion in the outputs, while remaining in some technology set \( T_{G_i} \).

Although the individual technologies \( T_{G_1}, T_{G_2}, ..., T_{G_k} \) are convex sets, we should not expect the new meta-technology be a convex set. Despite of this, the DMU under evaluation, is assessed to the part of the meta-technology that is a convex function and the corresponded technology is a convex set. This guaranties that the local optimal solution obtained from model (8) is a global optimal solution. This is the proof of the following theorem.
Theorem 1. Each local optimal solution to the mathematical programming problem (8) is a global optimal solution to this problem.

Definition 1. DMU <sub>o</sub> is said to be full efficient if and only if the objective function value of model (8) is zero and all slack variables are zero.

Theorem 2. The new score <sup>*</sup><sub>e</sub><sub>o</sub> of DMU <sub>o</sub> in the whole group is greater than or equal to its old score in its own group.

Proof: Suppose DMU <sub>o</sub> belongs to <sub>G<sub>k</sub></sub>. To calculate the efficiency score of DMU <sub>o</sub> in its own group, using model (8), we set <sub>µ<sub>k</sub></sub> = 1 and for each <sub>j ≠ k</sub>, <sub>µ<sub>j</sub></sub> = 0. With these values to <sub>µ<sub>j</sub></sub>, model (8) reduces to the following form:

\[
\begin{align*}
    z_k &= \text{Max} \sum_{i=1}^{m} \delta_i^o + \sum_{r=1}^{s} \rho_r^0 \\
    \sum_{j \in j_k} I_{jk}x_{ij}^k &= x - \delta_i^o d_{io}, \quad i = 1, 2, ..., m \quad k = 1, 2, ..., K \\
    \sum_{j \in j_k} I_{jk}y_{rj}^k &\geq y + \rho_r^o d_{ro}, \quad r = 1, 2, ..., s \quad k = 1, 2, ..., K \\
    0 &\leq \chi_{jk}^k \geq \mu^k M, \quad k = 1, 2, ..., K \quad j \in j_k \\
    \chi^k = (\chi_1^k, ..., \chi_{jk}^k) &\in \chi_k, \quad k = 1, 2, ..., K \\
    \mu^k &\in \{0, 1\}, \\
    0 &\leq \delta_i \geq, \quad i = 1, 2, ..., m \\
    \rho_r &\geq 0, \quad r = 1, 2, ..., s
\end{align*}
\] (9)

If \((\delta_i^{o*}, \rho_r^{o*}, \chi_k^{*})\) is the optimal solution the model (9) with optimal value of <sup>*</sup><sub>z</sub>, then \((\delta_i^{o*}, \rho_r^{o*}, \chi_k^{*}, \mu^k = 1)\) is a feasible solution to model (8) and this completes the proof.

Theorem 2 shows that a DMU may be efficient in its own group, but, when we come to evaluate it with whole group, it may be inefficient.

3. The transfer between the groups

In this section, the effect of transferring a specific DMU from its current group to another one is considered. Suppose we are interested to transfer a specific DMU <sub>o</sub> ∈ <sub>G<sub>A</sub></sub> from its current group to another group <sub>G<sub>B</sub></sub>. Clearly, this transmission may affect on the performance of DMU <sub>o</sub> and DMUs in <sub>G<sub>B</sub></sub>. The impact of the presence or absence of a DMU in a technology is shown in Figure 1. After including DMU <sub>o</sub> to <sub>G<sub>B</sub></sub>, the performance of DMUs in <sub>G<sub>B</sub></sub> can easily be calculated by a classic DEA model. However, to determine the best group among <sub>G<sub>A</sub></sub> and <sub>G<sub>B</sub></sub> to DMU <sub>o</sub>, the following model is proposed.
Figure 1: The impact of the presence and absence of a DMU

\[
\begin{align*}
\text{Max} & \quad \sum_{i=1}^{m} \delta_i + \sum_{r=1}^{s} \rho_r \\
\sum_{k \in A, B} \sum_{j \in j_k} \lambda_{jk}^k x_{ij}^k + d_i^- &= (1 - \delta_i) x_{io}, \quad i = 1, 2, \ldots, m \\
\sum_{k \in A, B} \sum_{j \in j_k} \lambda_{jk}^k r_{jr}^k - d_r^+ &= (1 + \rho_r) y_{ro}, \quad r = 1, 2, \ldots, s \\
\sum_{j \in j_k}^K \mu^k, & \quad k \in \{A, B\} \\
\mu^A + \mu^B &= 1 \\
\forall j \in j_A, & \quad 0 \leq \lambda_j^A \leq \mu^A M \\
\forall j \in j_B, & \quad 0 \leq \lambda_j^B \leq \mu^B M \\
\mu^A, \mu^B & \in \{0, 1\} \\
\delta_i, \rho_r^B & \geq 0, \quad i = 1, 2, \ldots, m \quad r = 1, 2, \ldots, s
\end{align*}
\]

Note that in model given by eq. (10), we assumed \((d^x, d^y) = (x_o, x_o)\). In this model we assumed that groups \(G_A\) and \(G_B\) has two different technologies. In this model, if \(\mu^A = 1\) then \(\mu^B = 0\) and \(G_A\) would be determined as the reference group to \(DMU_o\).

At the end of this section, we illustrate the proposed approach with a small-scale example consisting eight DMUs in two groups. DMUs 1-4 belong to the first group and DMUs 5-8 are in second group. The DMUs use one input to produce one output. The data are listed in Table 1 and the two technology sets are depicted in Figure 2. The first three columns show the input and output data. The technical efficiency of the DMUs in their group is given in the fourth column of Table 1. As we can see, DMUs 1, 5 and 7 are efficient in their groups.
We applied our proposed model (8) to this data set. The results are given in columns 5, 6 and 7. As the results show, only one unit #5 prevail as efficient. It is interesting to note that DMUs #1 and #7 that were efficient in their group are now in-efficient. Moreover, the reference group to $DMU_1 \in G_1$ is $G_2$ and the reference group to $DMU_7 \in G_2$ is $G_1$. Finally, comparing the columns 4 and 5, we can see that the new inefficiency score of all DMUs are greater than or equal to the previous one.

4. An application to Iranian banking industry

In this section, we apply the model developed in this paper for the purpose of evaluating the technical efficiency in a major Iranian bank. In performance analysis in banking sector, DEA is one of the most frequently used tool to evaluate the relative efficiency of bank branches. In the last two decades, a lot of research studies have been conducted to evaluate the bank efficiency using DEA. In what follows, we briefly review some of these works.

Silva et al. [14] made a comparison of DEA and stochastic frontier approach (SFA) to investigate the efficiency of Chinese local commercial and rural banks. [13] made a survey to 80 published DEA applications in the bank branches of 24 countries. They studied the design of DEA models in these papers. [4] reviewed the recent developments related to empirical
methodological advances of bank performance analysis. They selected 103 researches and an-
alyzed them based on their efficiency measures, input–output approaches and methodologies.
Ahn and Le [1] investigated the application of DEA in measuring bank efficiency. They discussed
some pitfalls which have been occurred in choosing inputs, outputs, weights and other factors.
Recently [12] make a survey to the application of DEA in the banking industry.

In what follows, we focus on the performance evaluation of 92 bank branches of an Iranian
commercial bank. According to Iranian banking law, based on the operation volume, the
branches are divided into six degrees 1–6. Since the branches in the third, fourth and fifth
degrees are the most homogeneous branches, our performance evaluation is focused on these
branches. We collect the data from operations in 2017. Seven variables have been used as
inputs and outputs in this analysis.

Inputs include number of staff, non-operational costs and assets. Outputs are deposits,
profit, charges and loans (all monetary variables are stated in 10 thousands of current Iranian
Rials). The data set for these 92 branches are given in Table 2. Note that the first thirty
branches belong to $G_4$ (branches with degree 4), the second 36 branches belong to $G_3$ and the
last 26 branches belong to $G_5$. After calculating the Pearson correlation coefficients of each two
variables, it has been indicated that we cannot ignore none of these variables.

We first evaluated the branches in their own groups and we saw that of 92 branches, 45
branches are efficient. Now, we make the conditions more rigorous and model 7 has been used
to this data set. The relative efficiency of the branches along with the projection points and the
reference groups are given in Table 3. As the second column of Table 3 shows, the number of
efficient branches has reduced from 45 to 28. The membership values $\mu^1$, $\mu^2$ and $\mu^3$ are given
in columns 3–5, respectively.

Consider branch 1. This branch is inefficient in both cases and $\mu^1 = 1$ and $\mu^2 = \mu^3 = 0$
means that its frontier projection point belongs to the boundary of technology $G_4$. In other
words, the most solid group to this branch is $G_4$.

Now consider branch 2. This branch was efficient in its original group, while, when it has
been compared to $G_5$, it prevail as inefficient. This means that the most serious competitors to
this branch belong to $G_5$. As we saw in this application, of 92 branches, 17 branches are efficient
in their own group and when we extend their evaluation context, they would be determined
as inefficient. This means that these 17 branches were overestimated in their own group. The
data for this analysis are derived from operations during the first 6 months of 2018.
Group efficiency analysis in decision processes: a data envelopment analysis approach

| j  | k  | staff | costs | assets | deposits | profit | charge | loans | TE   |
|----|----|-------|-------|--------|----------|--------|--------|-------|------|
| 1  | 4  | 17.67 | 32.15 | 3204.07| 295207.1 | 60272.84| 8091.01| 114515.8| 3.06 |
| 2  | 4  | 13.26 | 27.77 | 1693.66| 273151.3 | 55083.47| 1064.62| 231965.2| 0.00 |
| 3  | 4  | 11.96 | 29.26 | 32613.6 | 296213.6 | 75425.89| 8929.29| 142206.2| 0.00 |
| 4  | 4  | 10.36 | 15.88 | 3380.67 | 257394.6 | 77502.37| 8232.96| 193572.2| 0.00 |
| 5  | 4  | 11.31 | 12.14 | 3748.06 | 342367.3 | 56423.84| 7791.50| 217331.8| 0.00 |
| 6  | 4  | 10.14 | 21.08 | 2738.06 | 330547.5 | 41158.48| 8775.26| 227504.5| 0.00 |
| 7  | 4  | 12.28 | 21.38 | 3369.30 | 261761.8 | 74911.95| 9393.61| 299683.4| 0.00 |
| 8  | 4  | 14.43 | 29.60 | 2725.98 | 297084.0 | 68539.69| 7829.84| 115560.6| 2.58 |
| 9  | 4  | 12.84 | 31.31 | 2348.56 | 285941.6 | 53048.49| 8823.33| 279750.8| 1.28 |
| 10 | 4  | 13.41 | 12.80 | 2689.27 | 297157.2 | 41075.47| 8215.23| 262026.7| 0.00 |
| 11 | 4  | 17.81 | 15.77 | 2469.29 | 275171.9 | 77014.07| 1026.15| 134198.1| 0.00 |
| 12 | 4  | 16.45 | 13.71 | 2642.67 | 320751.1 | 48507.34| 8206.47| 231765.0| 0.00 |
| 13 | 4  | 17.93 | 14.54 | 3748.06 | 342367.3 | 56423.84| 7791.50| 217331.8| 0.00 |
| 14 | 4  | 13.73 | 25.34 | 2547.62 | 325392.9 | 67022.31| 8121.02| 222130.3| 0.00 |
| 15 | 4  | 12.40 | 31.41 | 1762.66 | 298896.8 | 67658.31| 1057.76| 124088.0| 0.00 |
| 16 | 4  | 16.21 | 33.40 | 2322.38 | 299345.4 | 59837.03| 9112.26| 131226.4| 2.26 |
| 17 | 4  | 12.87 | 29.05 | 2785.44 | 327187.4 | 58887.30| 8804.32| 151428.0| 1.05 |
| 18 | 4  | 13.90 | 26.79 | 2590.02 | 265506.5 | 49964.90| 7941.57| 231802.6| 1.84 |
| 19 | 4  | 10.33 | 34.67 | 3365.09 | 280549.0 | 53860.29| 1043.09| 167049.9| 0.00 |
| 20 | 4  | 11.85 | 20.46 | 1889.08 | 330483.4 | 30418.54| 9734.46| 149745.0| 0.00 |
| 21 | 4  | 17.08 | 25.51 | 3084.53 | 352108.8 | 63259.99| 8537.17| 287840.2| 2.49 |
| 22 | 4  | 10.12 | 29.22 | 1784.00 | 404359.6 | 69058.50| 9187.99| 306496.5| 0.00 |
| 23 | 3  | 11.76 | 12.50 | 2336.70 | 311613.8 | 76902.98| 8860.29| 304056.5| 0.00 |
| 24 | 4  | 12.05 | 24.36 | 2336.70 | 311613.8 | 76902.98| 8860.29| 304056.5| 0.00 |
| 25 | 3  | 10.51 | 28.77 | 2512.88 | 381827.8 | 40636.01| 9158.30| 308273.3| 2.45 |

Table 2a: Data for 92 bank branches
| $j$ | $k$ | staff | costs | assets | deposits | profit | charge | loans | TE |
|-----|-----|-------|-------|--------|----------|--------|--------|-------|----|
| 47  | 3   | 10.04 | 28.56 | 3783.93 | 381479.8 | 56359.14 | 8998.29 | 136913.4 | 2.02 |
| 48  | 3   | 16.21 | 34.37 | 3383.34 | 375711.8 | 65141.15 | 8844.16 | 215016.9 | 3.01 |
| 49  | 3   | 16.47 | 10.45 | 2069.40 | 373706.8 | 60574.36 | 9695.79 | 178305.0 | 1.11 |
| 50  | 3   | 10.68 | 28.26 | 2355.09 | 412627.0 | 54349.80 | 8802.39 | 230820.3 | 0.00 |
| 51  | 3   | 11.06 | 10.80 | 1814.25 | 351348.9 | 47168.19 | 1028.18 | 278862.4 | 0.00 |

Table 2b: Data for 92 bank branches (continued)
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| $j$ | $k$ | staff | costs | assets | deposits | profit | charge | loans | TE | $\mu^1$ | $\mu^2$ | $\mu^3$ |
|----|----|-------|-------|--------|----------|--------|--------|-------|----|--------|--------|--------|
| 1  | 4  | 17.7  | 32.1  | 2994.4 | 625257.1 | 95521.9 | 16259.5 | 485136.0 | 6.01 | 1 | 0 | 0 |
| 2  | 4  | 13.3  | 27.8  | 1693.7 | 273151.3 | 55083.5 | 10646.2 | 231965.2 | 0.00 | 0 | 1 | 0 |
| 3  | 4  | 12.0  | 29.3  | 2131.5 | 378851.1 | 73509.4 | 10907.7 | 348715.8 | 2.11 | 1 | 0 | 0 |
| 4  | 4  | 10.4  | 15.9  | 3807.0 | 257394.6 | 77502.4 | 8233.0 | 16259.5 | 4.26 | 1 | 0 | 0 |
| 5  | 4  | 11.3  | 12.1  | 2212.1 | 360163.0 | 56423.8 | 10328.0 | 292174.0 | 1.23 | 1 | 0 | 0 |
| 6  | 4  | 10.1  | 21.1  | 2738.1 | 432133.0 | 74912.0 | 11139.2 | 339090.5 | 1.16 | 1 | 0 | 0 |
| 7  | 4  | 12.3  | 21.4  | 2727.6 | 498249.2 | 76992.0 | 12771.9 | 385581.4 | 2.78 | 1 | 0 | 0 |
| 8  | 4  | 14.4  | 29.6  | 2467.0 | 524995.4 | 82331.9 | 13241.4 | 405099.9 | 1.93 | 1 | 0 | 0 |
| 9  | 4  | 12.8  | 31.3  | 2228.0 | 488594.6 | 79927.5 | 11731.7 | 373782.6 | 1.95 | 1 | 0 | 0 |
| 10 | 4  | 13.1  | 12.8  | 2150.3 | 416428.1 | 55905.0 | 12186.2 | 330515.2 | 2.34 | 1 | 0 | 0 |
| 11 | 4  | 17.8  | 15.8  | 2469.3 | 275714.9 | 77014.1 | 10261.5 | 134198.1 | 3.61 | 1 | 0 | 0 |
| 12 | 4  | 14.0  | 13.7  | 2303.4 | 446071.4 | 59884.6 | 13053.7 | 354042.8 | 1.01 | 1 | 0 | 0 |

Table 3a: Meta TE results and the projection points
Table 3b: Meta TE results and the projection points (continued)
5. Conclusion

A main assumption in performance measurement using tools such as DEA is that all firms are in a single technology set. However, in many real applications, we confront cases in which different groups of firms perform in different but similar environments. The differences in the nature of the DMUs and the region that they do business have led to different technology sets and in this case, we confront groups of DMUs that technologically are different but, this difference is not a significant difference. So, a DMU can be transferred between the groups to select best reference group.

In this paper, we have developed a DEA based procedure and a directional distance function model to evaluate DMUs in different groups. The proposed model has been used to evaluate the relative efficiency of 92 bank branches of an Iranian major bank. As the results showed, we saw that when we extended the evaluation context, the efficiency classification of the DMUs may be altered. A DMU may be efficient in its current group and when we assess this unit in a larger group, it may be inefficient. This shows the impact and importance of group efficiency analysis.
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