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The convolutional neural network achieves excellent semantic segmentation results in artificially annotated datasets with complex scenes. However, semantic segmentation methods still suffer from several problems such as low use rate of the features, high computational complexity, and being far from practical real-time application, which bring about challenges for the image semantic segmentation. Two factors are very critical to semantic segmentation task: global context and multilevel semantics. However, generating these two factors will always lead to high complexity. In order to solve this, we propose a novel structure, dual attention fusion module (DAFM), by eliminating structural redundancy. Unlike most of the existing algorithms, we combine the attention mechanism with the depth pyramid pool module (DPPM) to extract accurate dense features for pixel labeling rather than complex expansion convolution. Specifically, we introduce a DPPM to execute the spatial pyramid structure in output and combine the global pool method. The DAFM is introduced in each decoder layer. Finally, the low-level features and high-level features are fused to obtain semantic segmentation result. The experiments and visualization results on Cityscapes and CamVid datasets show that, in real-time semantic segmentation, we have achieved a satisfactory balance between accuracy and speed, which proves the effectiveness of the proposed algorithm. In particular, on a single 1080ti GPU computer, ResNet-18 produces 75.53% MIoU at 70 FPS on Cityscapes and 73.96% MIoU at 109 FPS on CamVid.

1. Introduction

These years, convolutional neural network is making great progress for semantic image segmentation. Semantic segmentation is a basic topic in the field of computer vision. It is a pixel-level classification and plays an important role in the fields of automatic driving, video surveillance, geographic information system, medical image analysis, and so on [1], [2]. Traditional segmentation methods are limited by feature extraction methods, and the image segmentation effect is poor in complex scenes. The convolutional neural network achieves good segmentation results in artificially annotated datasets with complex scenes [3]. However, recent semantic segmentation methods still suffer from several problems such as low use rate of the features, high computational complexity, and being far from practical application, which bring about challenges for the image semantic segmentation field. Current research mainly focuses on two aspects: applying different network structures to improve the segmentation accuracy and reducing network parameters and computational overheads to meet the real-time requirements with a relatively real-time segmentation accuracy [4].

Real-time segmentation algorithm has attracted more and more attention. Recently, some new real-time semantic segmentation algorithms have been proposed. There are two methods. One is to use GPU efficient backbone, especially ResNet-18, MobileNet, and so forth. Other algorithms have developed complex lightweight coders trained from scratch, and one algorithm BiseNet [5] has reached a new peak in real-time performance. In short, the current mainstream
Although real-time semantic segmentation has made good progress, there are still three main problems [4]. Firstly, the image may contain similar objects with different scales, such as cars and houses. How to capture and integrate different proportions of image features is very important for semantic segmentation. In the mainstream semantic segmentation framework, image classification network is usually used to extract features, while pyramid feature fusion is used to extract multiscale feature information, such as spatial pyramid pooling module. In this case, a lot of computing resources are generally required. Secondly, the multiscale context extraction module of this pyramid method is not flexible enough and needs to manually set the kernel size, so it can only extract a limited feature scale range, which is not conducive to the learning of network semantic features. Finally, the deep convolution neural network has a hierarchical structure, and the characteristics of different levels are different. The high level has rich semantics but lacks accurate location information, while the low one contains spatial detail information but lacks discriminative semantic features. Because semantic segmentation involves object positioning, there are different levels of feature fusion. If the information flow in the model is not well controlled, some redundant features, including background noise in low level and rough boundary in high level, will be introduced into subsequent features and may lead to network performance degradation.

2. Related Work

The segmentation accuracy largely depends on the choice of backbone network. Generally speaking, the more accurate the segmentation model is, the better the relative effect of semantic segmentation is. There are three very important indicators: accuracy, speed, and memory. The performance of these indicators depends on the CNN you choose and any modifications you make to it. Networks have different trade-offs on these indicators. In addition, these network structures can be modified, such as by reducing some layers and adding some layers. Usually, adding more layers will improve accuracy, while sacrificing some speed and memory. However, researchers have realized that this trade-off is subject to marginal effects; that is, the more layers are added, the less accuracy improvement will be brought by adding each layer.

The segmentation accuracy and speed of some classification network models are shown in Table 1.

Generally speaking, using a larger convolution kernel will always lead to the highest accuracy, but it will lose both speed and memory. However, this is not always the case, because it has been found many times that using a large convolution kernel will make the network difficult to diverge. Using smaller cores, such as 3 × 3 convolution, the effect will be better. ResNet [10] and VGGNet [11] both fully explain this fact, as shown in the papers related to these two models.

In this paper, ResNet-18, the lightweight form of ResNet, is taken as the backbone network of semantic segmentation. Compared with ResNet-50, ResNet-101, and ResNet-152,
ResNet-18 has fewer network layers and output channels. Although the information classification accuracy of the network is sacrificed, it can significantly improve the running speed of it. ResNet-18 is also composed of convolution layer, pool layer, and four blocks, but each block of ResNet-18 is not composed of bottleneck units but of more lightweight residual units. It can be seen that each block of ResNet-18 contains two residual units, a number which is far less than the number of units of each block in the backbone network ResNet-101, making it run faster. According to the data provided by ResNet [10], its detection speed is 31.54 ms and 156.44 ms, respectively.

Now the mainstream image semantic segmentation methods mainly focus on the improvement of network performance. Although the segmentation method based on deep convolution neural network has significantly improved the performance of image segmentation, it still faces a lot of computational overhead. However, for the real-time semantic segmentation method, the biggest concern is how to construct a real-time system with low delay. In order to solve this problem, many researchers have studied the lightweight image semantic segmentation model and summarized some experience, which is also reflected in our paper. For example, there are some achievements in the lightweight convolution structure, such as $1 \times 1$ convolution, decomposition convolution, grouping convolution, and depth separation convolution.

3. Real-Time Semantic Segmentation Network Architecture

3.1. Dual Channel Attention Mechanism Network. Therefore, reducing the communication between high-level and low-level feature maps is the most effective way to improve their fusion efficiency. Inspired by the GAU attention module in PANet, we strengthen its performance and use it as part of the attention mechanism we proposed. The attention part of the upper channel is shown in Figure 2. GDAM is a structure that can be used to enhance acquisition ability of lower feature map. For high-level feature map, GDAM first uses average pooling and max pooling to reduce its resolution to $1 \times 1$. There is one more maximum pooling operation than the original GAU module. In paper [12], the authors proved that global average pooling is not the optimal choice for channel attention, and global maximum pooling will also extract some unique features of objects, which can infer more meaningful feature information. Then, combining BN and sigmoid function uses $1 \times 1$ convolution to generate channel attention mask. For the low-level feature map, GDAM uses $3 \times 3$ combining BN and ReLU convolution layer to optimize it; here $3 \times 3$ convolution is combined with $1 \times 3$ and $3 \times 1$ convolution.

3.2. DARSegNet Semantic Segmentation Model. With the asymmetric encoder-decoder and the dual attention mechanism, the DARSegNet (deep asymmetric real-time semantic segmentation network model) is illustrated in Figure 3.

In this section, we first describe in detail our proposed segmented network DARSegNet. In addition, we also explain the effectiveness of these two paths accordingly. Finally, we show how to combine the features of these two

![Figure 1: Comparison of speed and MIoU on the Cityscapes dataset.](image-url)
DARSegNet combines the sequential and parallel structure of the general network model and can provide multiscale visualization. Because DARSegNet can provide multiscale processing of image features, it can effectively improve the accuracy of image segmentation. Compared with other segmentation methods, the hierarchical convolution module used in DARSegNet model can effectively reduce the depth of the network model and improve the coupling of the model under the condition of providing receptive fields of the same size. The global pooling layer in the model can effectively reduce the computational complexity and prevent overfitting in the training process. The introduced supervision strategy to correct the wrong details in the features, which can obtain more accurate results in the image segmentation task.

The image segmentation model DARSegNet combines the sequential and parallel structure of the general network model and can provide multiscale visualization. Because DARSegNet segmentation model can provide multiscale processing of image features, it can effectively improve the accuracy of image segmentation. Compared with other segmentation methods, the hierarchical convolution module used in DARSegNet model can effectively reduce the depth of the network model and improve the coupling of the model under the condition of providing receptive fields of the same size. The global pooling layer in the model can effectively reduce the computational complexity and prevent overfitting in the training process. The module uses the attention mechanism, combined with the high-level and low-level features of the network and the introduced supervision strategy to correct the wrong details in the features, which can obtain more accurate results in the image segmentation task.
mechanism, combined with the high-level and low-level features of the network and the introduced supervision strategy to correct the wrong details in the features, which can obtain more accurate results in the image segmentation task.

The encoder-decoder model is improved, the basic network structure of the encoder module is redesigned, and the feature extraction ability of the encoder is improved. On the one hand, an asymmetric convolution block (ACB) is connected behind each convolution of the backbone network. On the other hand, combining several atrous convolutions [13] with different expansion rates, according to the idea of dense connection, a dense atrous (dilated) spatial pyramid pool (DASPP) module is proposed; that is, ACB and DASPP together constitute the encoder for feature extraction. In order to improve the efficiency of the decoder to fuse high-level feature maps, a dual channel attention decoder (DCAM) is proposed, which can significantly reduce the information gap between high-level and low-level feature maps by using the attention mechanism and provide guarantee for the accurate fusion of high-level and low-level feature maps. Experimental results show that the proposed network and module can significantly improve the segmentation accuracy of the network [14].

After summarizing the above, combined with our proposed feature processing module, this paper proposes a new asymmetric encoder network model DARSegNet. The model in this chapter combines the general sequential and parallel structure and can provide multiple scales of visual domain. Therefore, the method in this chapter provides a feature of multiscale processing, which effectively improves the accuracy of the algorithm. In addition, compared with other methods, the hierarchical convolution module of the segmentation model in this chapter effectively reduces the depth of the network model when providing the same size of receptive field. The global pooling layer included in the model effectively reduces the computational overhead and prevents the training from overfitting. The module uses the hop connection strategy, combined with the characteristics of the lower layer of the network and the strategy of intermediate supervision to correct the wrong details in the features, so as to get more precise and accurate results in image segmentation.

The encoder-decoder model is improved, the basic network structure of the encoder module is redesigned, and the feature extraction ability of the encoder is improved. On the one hand, asymmetric convolution blocks (ACBs) are connected behind each convolution in the backbone. On the other hand, combined with several ATOS convolutions with different expansion rates, according to the idea of dense connection, a dense atrous (dilated) spatial pyramid pool (DASPP) module is proposed; that is, ACB SegNet and DASPP together constitute an encoder for feature extraction. In order to improve the efficiency of the decoder in fusing high-level feature maps, a dual channel attention decoder (DCAM) is proposed. The decoder uses the attention mechanism to significantly narrow the information gap between high-level and low-level feature maps, which provides a guarantee for the accurate fusion of high-level and low-level feature maps. The experimental results show that the proposed network and module can significantly improve the segmentation accuracy of the network.

3.3. Loss Function. We also use the auxiliary loss function to supervise the training of DARSegNet. In order to make the semantic segmentation model converge effectively, similar to PSPNet [15], the model proposed adding supervision information in the backbone network; that is, additional auxiliary loss function is introduced to supervise and learn the initial segmentation results generated by the model. The auxiliary loss function and the main loss function of the final segmentation result use loss function, as shown in formula
Softmax function is shown in formula (1), $p$ is the prediction segmentation diagram, $Y$ is the truth segmentation diagram, Cost \((\ast)\) represents the multivariate cross entropy loss function, and its definition is shown in formula (3), where $n$ is the number of samples.

Loss function is an important part of convolution network. It is used to calculate the difference between the network prediction result and the true value, so as to update the network parameters through the back-propagation algorithm. The most widely used loss function in deep learning semantic segmentation is softmax cross entropy.

$$\text{softmax}(Z_i) = \frac{e^{Z_i}}{\sum e^{Z_j}}, \quad (1)$$

$$\text{Loss}(p, Y_i) = \text{Cost}(\text{softmax}(p), Y_i), \quad (2)$$

$$\text{Cost} = \frac{-1}{N} \sum_i ((1 - Y_i) \times \log(1 - \text{softmax}(p)) + Y_i \times \log(\text{softmax}(p))). \quad (3)$$

In general, additional supervision in the model training stage can optimize the deep convolution neural network.

$$\text{Loss}_{j} = \alpha_1 \text{Loss}_1 + \alpha_2 \text{Loss}_2. \quad (4)$$

Here, $\text{Loss}_j$, $\text{Loss}_1$, and $\text{Loss}_2$, respectively, represent the final loss, main loss, and auxiliary loss; $\alpha_1$ and $\alpha_2$ represent the balance parameters of main loss and auxiliary loss. According to a large number of experiments [5], when $\alpha_1 = 1$ and $\alpha_2 = 0.4$, $\text{Loss}_{j}$ is the joint loss function.

4. Experiments

This section is the experimental part. We will introduce the effect of semantic segmentation, configuration environment, network structure, and experimental results.

4.1. Experiment Environment. Facebook developed the PyTorch framework based on Python and used the Python version of the torch library in image processing. The advantage is that it provides dynamic calculation diagrams, which means that images are generated at runtime and are easier to run on GPU. However, due to the short development time and lack of reference materials, it is still to be developed.

This paper selects the advanced PyTorch platform. The specific configuration is shown in Table 2.

This section makes relevant experiments on the Cityscapes [6] and CamVid [16] datasets and compares the performance with those of other advanced models. The software and hardware configuration of the experimental platform is shown in Table 2.

4.2. Datasets

Cityscapes. It contains 2975 images for training, 500 images for verification, and 1525 images for testing. It has 19 dense pixel annotations. Cityscapes is a new large-scale dataset containing street scenes from 50 different cities. In addition to 20000 weak annotation frames, it also contains 5000 high-quality pixel level annotation frames [6].

CamVid. CamVid (the Cambridge driving labeled video database) dataset was released by the Engineering Department of Cambridge University in 2008. It is the first video set with target category semantic tags. It is the first video dataset containing semantic labels of object classes. It is selected from driving videos taken during the day and dusk. It contains 701 color images and notes of 11 semantic classes. The dataset consists of four video clips, each of which contains an average of 5000 frames with a resolution of $720 \times 960$ pixels, about 40 K frames [16].

4.3. Parameter Setting

Cityscapes Setting. Following [5], the SGD optimizer with initial learning rate of 0.01, momentum of 0.9, and weight attenuation of 0.0001 is used in this paper. The learning strategy with power of 0.9 is adopted to reduce the learning rate, and data enhancement methods including random clipping image, random scaling from 0.5 to 2.0, and random horizontal flip are used. The image is randomly cropped to $1024 \times 1024$ for training following [5]. We use the linear warmup strategy, from $0.1 \times lr$ (learning rate) to $1 \times lr$ which only works in the previous 5000 iterations.

CamVid Setting. The initial learning rate is 0.001, and models are trained in 968 stages. The image is randomly cropped to $960 \times 720$ pixels for subsequent training stages. Other settings followed Cityscapes.

4.4. Analysis of Network Training Process. This section mainly analyzes the network training process of DARSegNet model and introduces and analyzes the loss rate, MIoU, and PA in the network training process of DARSegNet in the Cityscapes dataset.

4.4.1. Loss Rate Analysis of the Network Model. During the training on the Cityscapes dataset, the change of loss rate of DARSegNet model can be seen in Figure 4, in which the blue one indicates the change of loss rate.

The network convergence process is stable. In the first 10,000 iterations, the loss rate of the DARSegNet network model decreases rapidly and steadily, and the network model...
converges quickly. During 10,000 to 18,000 iterations, the loss rate drop of the network model slows down rapidly. In the process of 18,000 to 20,000 iterations, the loss rate of the model fluctuated greatly. After 20,000 iterations of the model, the loss rate slowly decreased in the oscillation. At 70,000 epochs, the loss rate of the training model was about 0.20, and then the loss rate dropped to about 0.10. After 80,000 iterations, the loss value stabilized, and the loss rate hardly decreased.

4.4.2. Network Model MIoU Analysis. The network model has carried out 100,000 iterations in total. Around 25,000 iterations, MIoU fluctuates slightly, which is consistent with the time of loss value oscillation of loss rate in Figure 5. After that, MIoU increased rapidly and the effect was good. From 59,000 iterations to 60,000 iterations, MIoU rose very slowly in the shock, and, after the shock, MIoU began to stabilize. Near 80,000 iterations, MIoU increases to about 72%. In the process of 90,000 to 100,000 iterations, MIoU has only very small changes and tends to be stable as a whole. After 100,000 iterations, the MIoU value tends to be stable and hardly decreases, and the MIoU value is about 75%. It can be seen from the trend of the curve in Figure 6 that the MIoU of the network rises rapidly in the early stage, the convergence speed of the model is good and tends to be stable in the later stage, there is no obvious large fluctuation, and it finally stabilizes at about 75%.

The pixel accuracy of the network model increases rapidly. Although there is a small fluctuation in the middle, the pixel accuracy is stable around 0.948 in the end.

On the Cityscapes dataset, the comparisons of accuracy, speed, and parameters of some lightweight segmentation model are shown in Table 3.

Using a single GTX 1080Ti GPU card, with 32G memory, DARSegNet achieves 75.53% MIoU and carries out image segmentation test at the speed of 70 FPS. In the Cityscapes test set, its performance is better than that of the current SOTA BiseNet V2, with an increase of 0.8%, respectively, while the number of parameters is reduced by about 23%, and FPS is nearly twice that. The visualization of image segmentation results is shown in Figure 7.

4.4.4. Comparative Analysis of Experiments on the CamVid Dataset. It can be seen that the method proposed in this paper also achieves competitive accuracy and speed on CamVid dataset and realizes a good balance between accuracy and speed. As shown in Table 4, DarsegNet achieves 73.96% MIoU and 109 FPS test speed.
Figure 5: Changes of MIoU during training.

Figure 6: Changes in pixel accuracy during training.

Table 3: Comparison on cityscapes test set.

| Method           | Pretraining | GPU    | MIoU | Speed (FPS) | Params  |
|------------------|-------------|--------|------|-------------|---------|
| SegNet           | ImageNet    | TitanX | 56.1 | 15          | 29.5 M  |
| ENet             | No          | TitanX | 58.3 | 31          | 0.36 M  |
| ESPNet           | No          | TitanX | 60.3 | 113         | 0.36 M  |
| CBNet            | No          | 1080Ti | 64.8 | 17          | 0.50 M  |
| ContextNet       | ImageNet    | 1080Ti | 66.1 | 18          | 0.85 M  |
| EDANet           | No          | 1080Ti | 67.3 | 81          | 0.68 M  |
| ERFNet           | No          | 1080Ti | 68.0 | 42          | 2.10 M  |
| BiseNet          | ImageNet    | 1080Ti | 68.4 | 106         | 5.80 M  |
| ICNet            | ImageNet    | TitanX M| 69.5 | 30          | 7.80 M  |
| DABNet           | No          | 1080Ti | 70.1 | 28          | 0.80 M  |
| BiSeNet V2       | No          | 1080Ti | 73.4 | 156         | 49M     |
| BiSeNet V2-L     | No          | 1080Ti | 75.8 | 47.3        | NULL    |
| DARSegNet (ours) | No          | 1080Ti | 75.49| 69.3        | 4.15 M  |
| DARSegNet (ours) | ImageNet    | 1080Ti | 75.53| 69.5        | 4.15 M  |
According to the setting of [5], the split network model is trained with a combined dataset consisting of training set and validation set. The MIoU is measured using the test set. To test the running speed of the network, an image with a size of $720 \times 960 \times 3$ resolution was input to each network, and the FPS of each network was measured.

5. Conclusions

In this paper, we propose an effective real-time semantic segmentation network model for asymmetric encoder and decoder. This segmentation result is efficient and in real time and has been recognized. We improve the performance by using asymmetric encoder structure and dual attention module, increasing the receptive field of backbone network. We introduce a novel attention mechanism to increase the accuracy of semantic segmentation without losing local details and balance the speed. The real-time segmentation performance is verified by several experiments in the Cityscapes and CamVid datasets. We also propose a lightweight decoder module, which has better performance than the ordinary decoder. The next research will focus on improving the generalization performance.
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