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Abstract

In this paper, we investigate an energy efficiency (EE) maximization problem in multi-user multiple input single output downlink channels. The optimization problem in this system model is difficult to solve in general, since it is in non-convex fractional form. Hence, conventional algorithms have addressed the problem in an iterative manner for each channel realization, which leads to high computational complexity. To tackle this complexity issue, we propose a new simple method by utilizing the fact that the EE maximization is identical to the spectral efficiency (SE) maximization for the region of the power below a certain transmit power referred to as saturation power. In order to calculate the saturation power, we first introduce upper and lower bounds of the EE performance by adopting a maximal ratio transmission beamforming strategy. Then, we propose an efficient way to compute the saturation power for the EE maximization problem. Once we determine the saturation power corresponding to the maximum EE in advance, we can solve the EE maximization problem with SE maximization schemes with low complexity. The derived saturation power is parameterized by employing random matrix theory, which relies only on the second order channel statistics. Hence, this approach requires much lower computational complexity compared to a conventional scheme which exploits instantaneous channel state information, and provides insight on the saturation power. Numerical results validate that the proposed algorithm achieves near optimal EE performance with significantly reduced complexity.

I. INTRODUCTION

The material in this paper was presented in part at the IEEE International Conference on Communications (ICC), London, UK, June 2015 [1].
Exponentially increasing service demands for wireless communications have mainly required much higher transmission rate, which leads to increased energy consumption [2], [3]. Recently, the energy consumption has been regarded as a crucial parameter when designing wireless networks, since low energy efficient transmission has a negative impact on the environment and hampers sustainable development. Thus, from the perspective of green communications, energy efficiency (EE) has received a lot of attentions for future wireless communication systems [4]. The EE is defined as the ratio of the sum rate to the total power consumption measured in bit/Joule.

Many researches have addressed EE solutions for various system model scenarios [5]–[13]. In [14], the EE problem was formulated by exploiting dirty paper coding and the uplink-downlink duality in broadcasting channels. While this work presented a performance upper bound for broadcasting channels, many practical constraints exist due to high complexity. For general scenarios with inter-user interference (IUI), the optimization problem for EE remains non-convex, and thus it is difficult and more challenging to solve. Recently, EE schemes based on linear beamforming were studied for multiple-input single-output (MISO) interfering broadcasting channels [10]. By transforming the fractional programming into linear programming [5] and applying the weighted minimum mean square error (WMMSE) approach in [15], a local optimal solution was obtained in [10]. However, this algorithm solved the EE problem in an iterative manner for each channel realization that gives rise to high computational complexity. Moreover, it is difficult to get insight on the system performance without resorting to Monte Carlo simulations.

To tackle these issues mentioned above, we investigate a simple and practical EE maximization scheme in multi-user (MU) MISO downlink channels. First, we observe that the EE value obtained from the EE maximization problem is saturated at a certain transmit power, which will be referred to as saturation power. Then, the problem of the EE maximization becomes identical to that of the spectral efficiency (SE) maximization for the region below. As a result, the EE maximization problem can simply be computed from the SE maximization by identifying the saturation power.

However, the optimum saturation power for the EE maximization scheme in considered system models is difficult to compute. Hence, we first attempt to derive lower and upper bounds of the EE performance by applying maximal ratio transmission (MRT) beamforming. Then, the saturation power of the lower and upper bounds of the EE are presented in closed form by employing random matrix theory [16]–[19]. Here, based on the relationship of the derived
saturation power and the EE performance, we can efficiently determine the saturation power by exploiting an interpolation method. It is noted that the optimal saturation power is bounded by the derived saturation power for the lower and upper bounds of the EE. Consequently, utilizing the derived saturation power, we can solve the EE problem efficiently by only adopting the SE maximization scheme. Numerical results validate that the proposed algorithm achieves near optimal EE performance with much lower complexity.

The rest of the paper is comprised as follows: Section II presents a system model and the problem formulation. In Section III, the relationship between EE and SE is described briefly. Then, we derive the saturation power based on large system analysis and suggest a simplified scheme for the EE maximization utilizing the derived saturation power in Section IV. From the simulation results in Section V, we confirm the validity of the proposed method. Finally, this paper is terminated with conclusions in Section VI.

Throughout the paper, we adopt lowercase and uppercase boldface letters for vectors and matrices, respectively. The superscript \((\cdot)^H\) stands for conjugate transpose. In addition, \(\|\cdot\|\) and \(\text{tr}(\cdot)\) represent Euclidean 2-norm and trace, respectively. Also, \(I_d\) denotes an identity matrix of size \(d\). A set of \(N\) dimensional complex column vectors is expressed by \(\mathbb{C}^N\).

II. System Model

In this paper, we consider an MU-MISO channel with bandwidth \(W\) where a base station (BS) equipped with \(M\) transmit antennas serves \(N\) users with a single antenna. Then, the received signal \(y_k\) at the \(k\)-th user \((k = 1, \cdots, N)\) is given by

\[
y_k = \sqrt{p_k} \mathbf{h}_k^H \mathbf{v}_k s_k + \sum_{j \neq k} \sqrt{p_j} \mathbf{h}_k^H \mathbf{v}_j s_j + n_k
\]

where \(p_k\) is the transmit power consumed by the \(k\)-th user satisfying \(\sum_{k=1}^N p_k \leq P\) [Watt/Hz] in order to satisfy BS transmit power constraint \(PW\), \(\mathbf{h}_k \in \mathbb{C}^M\) defines the flat fading channel vector from the BS to the \(k\)-th user with the coherence time \(T\), \(\mathbf{v}_k\) means the beamforming vector for the \(k\)-th user with \(\|\mathbf{v}_k\|^2 = 1\), \(s_k \sim \mathcal{CN}(0, 1)\) represents the complex data symbol intended for the \(k\)-th user, and \(n_k \sim \mathcal{CN}(0, \sigma^2)\) stands for the additive white Gaussian noise at the \(k\)-th user.

For notational conveniences, we denote \(\{p\}\) and \(\{v\}\) as a set of all transmit power values and
beamforming vectors, respectively. Then, the individual rate of the \(k\)-th user is computed as

\[
R_k(\{p\}, \{v\}) = \log(1 + \text{SINR}_k(\{p\}, \{v\}))
\]

where \(\text{SINR}_k(\{p\}, \{v\})\) indicates the individual signal-to-interference-plus-noise-ratio (SINR) for the \(k\)-th user as

\[
\text{SINR}_k(\{p\}, \{v\}) = \frac{|h_k^H v_k|^2 p_k}{\sum_{j \neq k} |h_k^H v_j|^2 p_j + N_0}.
\]

Here, \(N_0\) represents \(N_0 = \sigma^2/W\). During a time-frequency block \(TW\), the total amount of the transmitted information is given by

\[
TW \sum_k \log_2(1 + \text{SINR}_k). \quad \text{[bits]}
\]

From an EE point of view, we consider the power consumption for a BS \([10], [20]\), where the total power consumption during the time-frequency block \(TW\) is modeled as

\[
P_T(\{p\}) = TW \left( \xi \sum_k p_k ||v_k||^2 + P_{\text{const}} \right). \quad \text{[Joule]} \quad (1)
\]

Here, \(\xi \geq 1\) stands for an inefficiency of the power amplifier and \(P_{\text{const}}\) equals \(P_{\text{const}} = MP_c + P_o\) where \(P_c\) is defined as \(P_c = P_c'\) with \(P_c'\) being the constant circuit power consumption proportional to the number of radio frequency chains, and \(P_o\) means \(P_o = P_o'\) with \(P_o'\) indicating the static power at the BS which is independent of the number of transmit antennas.

Then, the EE is defined as the ratio of the sum rate to the total power consumption

\[
\text{EE}(\{p\}, \{v\}) = \frac{\sum_k R_k(\{p\}, \{v\})}{P_T(\{p\})}.
\]

Therefore, the EE maximization problem can be formulated by

\[
\max_{\{p\}, \{v\}} \quad \text{EE}(\{p\}, \{v\})
\]

s.t.

\[
\sum_{k=1}^N p_k \leq P. \quad (2)
\]

It is noted that problem (2) is non-convex because of coupled interference and the fractional form, and thus computing a solution of the problem is quite complicated. In \([10]\), a local optimal
solution of the EE for interfering broadcasting channels was obtained by two layer optimization adopting a linear subtractive form. However, it should be solved in an iterative manner for each channel realization, which gives rise to high computational complexity. In what follows, we focus on a simple algorithm which can solve the EE maximization with reduced complexity.

III. PROPERTIES OF ENERGY EFFICIENCY

In this section, we investigate the characteristics of the EE. Based on the properties of the EE described in this section, the derivation of the saturation power is triggered to optimize the EE performance in a simple manner. It is interesting to note that the EE performance is saturated once the total transmit power exceeds a certain point, which we call saturation power. Then, the maximization of the EE becomes identical to that of the SE for the region below the saturation power. To explain this, we consider a simple EE model for the transmit power $P$ as

$$ EE(P) = \frac{R(P)}{P + P_{static}} $$

where $R(P) = \log(1 + P)$ and $P_{static}$ indicates the static power consumption term.

From this EE expression (3), the optimal transmit power $P_{EE}$ which maximizes the EE can be calculated in closed form as [5]

$$ P_{EE} = \exp \left( W_0 \left( \frac{P_{static} - 1}{e} \right) + 1 \right) - 1 $$

where $W_0(\cdot)$ denotes the principal branch of the Lambert W function defined as the inverse function of $f(x) = xe^x$.

For the transmit power region below $P_{EE}$, full transmit power should be applied to achieve the maximal performance of the EE. This is due to the fact that when the total transmit power is fully consumed at the region below the saturation power, the consumed power becomes constant which does not affect the EE optimization. In this case, the considered problem is equivalent to the sum rate maximization. This suggests that transmitting the maximum available power is most energy efficient at this region. In the same way, the SE performance can be maximized at the same region because the rate $R(P)$ is monotonically increasing function with respect to $P$. In contrast, for the region above the saturation power, consuming full power at the BS degrades the EE performance, since a sum rate gain cannot compensate for the increased power consumption in the EE.
In Figure 1, we illustrate the performance curves of the SE and EE for equation (3) with respect to the transmit power $P$. In this example, the saturation power $P_{EE}$ is shown to be about 2 dB. It can be observed that the SE maximization is identical to the EE maximization when the transmit power $P$ is smaller than the saturation power $P_{EE}$. Also, $P_{EE}$ corresponds to the power which yields the maximal SE. In Figure 1 (a), the EE scheme achieves the same rate as the SE scheme for $P \leq P_{EE}$, while the rate of the EE scheme becomes saturated for $P \geq P_{EE}$, since the EE scheme fixes the power at $P_{EE}$ to maximize the EE. Meanwhile, the SE algorithm always transmits at full power for maximizing the SE even after the saturation power $P_{EE}$. In Figure 1 (b), the SE scheme exhibits a performance loss in terms of the EE because a gain of the rate cannot make up for the impact of the increased power consumption as mentioned before.

**IV. Derivation of Saturation Power**

In this section, motivated by properties of the EE shown in Section III, we first focus on determining the saturation power which starts to yield the saturated EE performance. Unfortu-
nately, the EE solution in [10] requires iterative methods, and thus it is not possible to obtain the saturation power in closed form. Alternatively, we address lower and upper bounds of the EE performance to allow simple computations of the saturation power. From the derived lower and upper bounds of the EE, we can identify the saturation power corresponding to each bound of the EE in a closed form solution. Then, by utilizing the determined saturation power, we propose a new EE maximization scheme only adopting the SE maximization method with reduced complexity. For mathematical tractability, we assume that the transmit power of each user $p_k$ for $k = 1, \cdots, N$ is equally allocated.

A. Saturation Power for a Lower Bound of EE

First, we start with obtaining a lower bound of the EE performance. One simple precoding which can serve as a lower bound is MRT beamforming which employs $\mathbf{v}_{k,MRT} = \frac{\mathbf{h}_k}{||\mathbf{h}_k||}$. In this case, the EE for MRT $\eta_{MRT}$ with equal power allocation can be expressed as

$$\eta_{MRT} = \frac{\sum_{k=1}^{N} \log(1 + \text{SINR}_{k,MRT})}{\xi P + P_{\text{const}}}$$

(4)

where $\text{SINR}_{k,MRT}$ is given by

$$\text{SINR}_{k,MRT} = \frac{|\mathbf{h}_k^H \mathbf{v}_{k,MRT}|^2 P}{\sum_{j \neq k} |\mathbf{h}_k^H \mathbf{v}_{j,MRT}|^2 \frac{P}{N} + N_0}.$$ 

(5)

It is clear that $\text{SINR}_{k,MRT}$ changes for every channel realizations. To avoid calculating these instantaneous channel gains, we apply random matrix theory in (5). It is worth noting that in the asymptotic regime, the channel gain values become deterministic which depends only on the second order channel statistics and the randomness according to instantaneous channel realizations disappears. Although the parameters are obtained in the large system limit, we will show in the simulation section that this approximation is well matched even for small dimensions.

To derive large system results, we will utilize the lemma in [21] which assumes that the number of users $N$ and the number of transmit antennas $M$ grow large with $\frac{N}{M}$ at a fixed ratio. We emphasize that the asymptotic analysis is used only to derive deterministic channel gain values, and the system which we consider in this paper has a finite dimension. From [21], we can calculate the deterministic value for both the desired signal power $|\mathbf{h}_k^H \mathbf{v}_{k,MRT}|^2$ and the interference signal power $|\mathbf{h}_k^H \mathbf{v}_{j,MRT}|^2$ in (5). First, the desired signal power for MRT is written
by

\[ |h_k^H v_{k,MRT}|^2 = \frac{|h_k^H I_M h_k|^2}{|h_k|^2} = h_k^H I_M h_k. \]

Then, using the trace lemma in [22], we have

\[ h_k^H I_M h_k - \text{tr}(I_M) \xrightarrow{a.s.} 0. \] (6)

Also, the interference signal power for MRT is determined in a similar manner as

\[ |h_k^H v_{j,MRT}|^2 = \frac{|h_k^H I_M h_j|^2}{|h_j|^2} = \frac{h_k^H I_M h_j h_j^H I_M h_k}{h_j^H h_j}. \] (7)

After some mathematical manipulations, the numerator and denominator terms for the interference signal power in (7) converge almost surely as

\[ h_k^H I_M h_j h_j^H I_M h_k - \text{tr}(I_M) \xrightarrow{a.s.} 0, \]

\[ h_j^H h_j - \text{tr}(I_M) \xrightarrow{a.s.} 0. \]

Then, the interference signal power \( |h_k^H v_{j,MRT}|^2 \) is given by

\[ \frac{h_k^H I_M h_j h_j^H I_M h_j}{h_j^H h_j} - 1 \xrightarrow{a.s.} 0. \] (8)

By replacing the deterministic channel gain values in (6) and (8) into \( \text{SINR}_{k,MRT} \), the asymptotic EE for MRT \( \eta_{MRT} \) is presented as

\[ \eta_{MRT} = \sum_{k=1}^{N} \log(1 + \text{SINR}_{k,MRT}) \frac{P}{\xi P + P_{\text{const}}} \] (9)

where \( \text{SINR}_{k,MRT} \) is denoted as

\[ \text{SINR}_{k,MRT} = \frac{M P}{(N-1)P + NN_0}. \]

We can note that \( \text{SINR}_{k,MRT} \) is a function of \( P \) and is no longer dependent on channel realizations. As a result, \( \eta_{MRT} \) can be identified only based on given system configurations.

To obtain the saturation power for a lower bound of the EE, we utilize equation (9) for the following theorem.
**Theorem 1:** A lower bound of $\eta_{MRT}$, defined by $\eta_{LB}$, is expressed by

$$\eta_{LB} = \frac{NMP}{(\xi P + P_{\text{const}})((N + M - 1)P + NN_0)}.$$ 

Then, the saturation power $P_{LB}$ corresponding to the EE lower bound $\eta_{LB}$ is computed by

$$P_{LB} = \sqrt{\frac{NN_0 P_{\text{const}}}{\xi(N + M - 1)}}. \quad (10)$$

**Proof:** The numerator term of (9) is reformulated by

$$N \log \left(1 + \frac{M \xi P}{(N - 1)P + NN_0}\right) = N \log \left(\frac{N + M - 1)P + NN_0}{(N - 1)P + NN_0}\right) = -N \log \left(1 - \frac{M P}{(N + M - 1)P + NN_0}\right). \quad (11)$$

From the fact that the term $\frac{M P}{(N + M - 1)P + NN_0}$ is smaller than 1, equation (11) can be bounded by adopting the relationship $\log(1 + x) \leq x$ for $|x| < 1$ as

$$-N \log \left(1 - \frac{M P}{(N + M - 1)P + NN_0}\right) \geq \frac{NMP}{(N + M - 1)P + NN_0} \triangleq R_{LB}. \quad (12)$$

Consequently, the lower bounded EE $\eta_{LB}$ is presented by

$$\eta_{LB} = \frac{R_{LB}}{\xi P + P_{\text{const}}}. \quad (13)$$

Then, the saturation power $P_{LB}$ can be determined by differentiating $\eta_{LB}$ in (13) with respect to $P$. Thus, $P_{LB}$ which maximizes $\eta_{LB}$ is calculated from the following equation as

$$(N + M - 1)\xi P_{LB}^2 = NN_0 P_{\text{const}}.$$ 

From this equation, we arrive at (10).

According to the result in Theorem 1, the saturation power for a lower bound of EE is obtained with a closed form expression (10).

**B. Saturation Power for an Upper Bound of EE**

In the previous subsection, a lower bound for the EE is found by applying MRT with equal power allocation. Now, we derive an upper bound of the EE by ignoring the effect of IUI. Then,
the EE with no IUI, $\eta_{\text{no-IUI}}$, can be given by
\[
\eta_{\text{no-IUI}} = \sum_{k=1}^{N} \log \left(1 + \frac{|h_k^Hv_{k,MRT}|^2 P}{\mathcal{N}_0 N} \right) \xi P + P_{\text{const}}.
\] (14)

When the IUI is not considered, the numerator term of $\eta_{\text{no-IUI}}$ is maximized by the MRT beamforming because the beam is aligned with the channel for the intended user. Therefore, the EE performance is upper bounded by $\eta_{\text{no-IUI}}$. By employing the large system analysis as in Section IV-A, the numerator of $\eta_{\text{no-IUI}}$ in (14) is presented as
\[
\log \left(1 + \frac{|h_k^Hv_{k,MRT}|^2 P}{\mathcal{N}_0 N} \right) - R_{UB} \xrightarrow{a.s.} 0
\] (15)

where $R_{UB}$ is defined as $R_{UB} \triangleq N \log \left(1 + \frac{M}{N\mathcal{N}_0 P} \right)$. Then, an asymptotic upper bound of the EE, denoted by $\eta_{UB}$, is expressed as
\[
\eta_{UB} = \frac{R_{UB}}{\xi P + P_{\text{const}}}.
\] (16)

To compute the saturation power for the EE upper bound $\eta_{UB}$, we address the following theorem.

**Theorem 2:** The saturation power $P_{UB}$ which maximizes $\eta_{UB}$ is written by
\[
P_{UB} = \frac{N\mathcal{N}_0}{M} \left[ \exp \left(1 + \mathcal{W}_0 \left( \frac{1}{e} \left( \frac{MP_{\text{const}}}{\mathcal{N}_0 N} \xi - 1 \right) \right) \right) - 1 \right].
\] (17)

**Proof:** By differentiating $\eta_{UB}$ with respect to the total transmit power $P$, it follows
\[
\frac{d\eta_{UB}}{dP} = \frac{N}{(\xi P + P_{\text{const}})^2} \left[ \frac{M}{\mathcal{N}_0 N} \frac{\xi P + P_{\text{const}}}{1 + \frac{M}{\mathcal{N}_0 N} P} - \xi \log \left(1 + \frac{M}{N\mathcal{N}_0 P} \right) \right].
\] (18)

For the saturation power $P_{UB}$ corresponding to $\eta_{UB}$, setting equation (18) to zero yields
\[
\frac{M}{N\mathcal{N}_0} (\xi P_{UB} + P_{\text{const}}) - \xi s \log s = 0
\]
where $s = 1 + \frac{M}{N\mathcal{N}_0} P_{UB}$.

Then, we have
\[
\frac{MP_{\text{const}}}{N\mathcal{N}_0 \xi} - 1 = s(\log s - 1).
\]
With the Lambert W function, this form can be solved by a closed form expression as
\[ \log s = 1 + W_0 \left( \frac{1}{e} \left( \frac{MP_{\text{const}}}{NN_0\xi} - 1 \right) \right). \]
Since \( W \left( \frac{1}{e} \left( \frac{MP_{\text{const}}}{NN_0\xi} - 1 \right) \right) \geq -1 \), which is guaranteed by \( s \geq 1 \) for \( P_{UB} \geq 0 \), the principal branch of the Lambert W function \( W_0 \) is selected. From this equation, we can reach the saturation power \( P_{UB} \) in (17).

C. Relationship among \( P_{LB}, P_{UB}, \) and the optimal saturation power \( P^* \)

From the previous subsections, the saturation power for lower and upper bounds of the EE has been derived. In this subsection, we address the property of the optimal saturation power denoted as \( P^* \) related to \( P_{LB} \) and \( P_{UB} \). As already mentioned, the average sum rate of the SE maximization scheme denoted by \( R_{SE} \) is clearly bounded between \( R_{LB} \) in (12) and \( R_{UB} \) in (15). From this, we will show that the optimal saturation power \( P^* \) lies between \( P_{LB} \) and \( P_{UB} \) by adopting the linear parametric programming approach.

It can be seen that the optimization problem (2) belongs to fractional programming. Hence, this problem can be transformed into parametric programming as in [5]. We consider the following equivalent form of the fractional program in (2) as
\[
\max_{\{p\}, \{v\}, \lambda \in \mathbb{R}} \lambda, \\
\text{s.t.} \sum_k R_k(\{p\}, \{v\}) - \lambda P_T(\{p\}) \geq 0.
\]
For a given parameter \( \lambda \), it is noted that the optimization problem is referred to as a feasibility problem in \( \{p\} \) and \( \{v\} \). Therefore, the optimal value of the parameter \( \lambda \) can be found by using a bisection method for the feasibility problem at each step of the algorithm [23].

Defining a function \( F(\lambda) \) as
\[
F(\lambda) = \max_{\{p\}, \{v\}} \sum_k R_k(\{p\}, \{v\}) - \lambda P_T(\{p\}),
\]
it is obvious that \( F(\lambda) \) is convex and strictly decreasing in \( \lambda \). Moreover, this is regarded as bi-criterion optimization such that \( \sum_k R_k(\{p\}, \{v\}) \) is maximized while \( P_T(\{p\}) \) is minimized. The parameter \( \lambda \) determines the relative weight of the total power consumption \( P_T(\{p\}) \).
For this bi-criterion problem, the set of Pareto-optimal values is called the optimal trade-off curve [5]. As presented in [10], solving problem (2) is equivalent to finding the root of the nonlinear function $F(\lambda)$, i.e., $F(\lambda) = 0$. In other words, $\lambda$ means the slope of the tangent for the trade-off curve and the optimal $\lambda$ denoted by $\lambda^*$ occurs when $F(\lambda^*) = 0$. Then, by exploiting these properties of the linear parametric programming, we can address the relationship among $P_{LB}$, $P_{UB}$, and $P^*$.

From the trade-off curves in Figure 2, we can identify the slope of the tangent for $R_{LB}, R_{SE}$, and $R_{UB}$. In this figure, the trade-off curve is illustrated between the sum rate and the total power consumption in (1) with $N = M = 3$ and $P_{\text{const}} = 13$. We can see that the SE performance $R_{SE}$ is certainly bounded as $R_{LB} < R_{SE} < R_{UB}$ for all $P_T$. Here, $P_{T,LB}$, $P_T^*$, and $P_{T,UB}$ denote the total power consumption at the BS for $R_{LB}$, $R_{SE}$, and $R_{UB}$, respectively. It is noted that the optimal power consumption for each scheme is defined as a contact point with each sum rate curve and the corresponding tangent.

Then, the saturation power is calculated by subtracting $P_{\text{const}}$ from the optimal power consumption, e.g., $P_{LB} = P_{T,LB} - P_{\text{const}}$. As shown in the figure, the saturation power for each
scheme has the relationship of $P_{LB} < P^* < P_{UB}$. Accordingly, the achieved EE values which equal the slope of the tangent for each sum rate are given as $\eta_{LB}(P_{LB}) < \eta_{SE}(P^*) < \eta_{UB}(P_{UB})$ where $\eta_{SE}(P^*) = \frac{R_{SE}(P^*)}{\zeta P^* + P_{const}}$ represents the maximum EE value for $\eta_{SE}$ corresponding to the saturation power $P^*$. Therefore, utilizing this property, we quantify the optimal saturation power $P^*$ as a function of $P_{LB}$ and $P_{UB}$ in the following.

D. Proposed EE Scheme based on the Saturation Power

From the derived saturation power for lower and upper bounds of the EE, we will determine the saturation power $P^*$. To this end, we adopt an interpolation method in a similar way to [24]. First, the maximum value of $\eta_{SE}$ is defined by $\gamma_{SE} = \eta_{SE}(P^*)$. Also, the maximum EE value for the lower and upper bounds $\gamma_{LB}$ and $\gamma_{UB}$ are denoted by $\eta_{LB}(P_{LB})$ and $\eta_{UB}(P_{UB})$, respectively. Then, the proposed saturation power $P_{prop}$ can be computed as a point between $P_{LB}$ and $P_{UB}$ by exploiting the relationship between the saturation power and the corresponding EE value for each bound. For instance, if $\gamma_{SE}$ is close to $\gamma_{UB}$, the saturation power $P^*$ should be set near $P_{UB}$.

Therefore, we consider the following relation on the difference between various bounds addressed in Section IV-C as

$$\frac{\gamma_{UB} - \gamma_{SE}}{\gamma_{UB} - \gamma_{LB}} : \frac{\gamma_{SE} - \gamma_{LB}}{\gamma_{UB} - \gamma_{LB}} = \frac{P_{UB} - P_{prop}}{P_{UB} - P_{LB}} : \frac{P_{prop} - P_{LB}}{P_{UB} - P_{LB}}.$$  (19)

After some mathematical manipulations, equation (19) is expressed as

$$P_{UB} - P_{prop} = G(P_{prop} - P_{LB}),$$

where the EE gap $G$ represents

$$G = \frac{\gamma_{UB} - \gamma_{SE}}{\gamma_{SE} - \gamma_{LB}}.$$  (20)

Then, the proposed saturation power $P_{prop}$ can be calculated as

$$P_{prop} = \omega P_{LB} + (1 - \omega)P_{UB}$$  (21)

where $\omega = \frac{G}{1+G}$ means the weight factor between $P_{LB}$ and $P_{UB}$.

In fact, it is not possible to obtain $G$ directly since $\gamma_{SE}$ is unknown. Therefore, in order to
compute the EE gap $G$, we consider regularized zero forcing (RZF) beamforming [21]. The relation between $\gamma_{SE}$ and the maximum EE performance for RZF $\gamma_{RZF}$ can be formulated by $\gamma_{SE} = \beta \gamma_{RZF}$, where a constant $\beta > 1$ accounts for the performance gain of $\eta_{SE}$ over $\eta_{RZF}$. In what follows, we determine $\gamma_{RZF}$ which will be used in calculating $G$ in (20) for a given $\beta$.

By adopting random matrix theory in [21], the asymptotic EE performance for RZF $\eta_{RZF}$ is expressed as

$$\eta_{RZF} = \sum_{k=1}^{N} \log (1 + \text{SINR}_{k,RZF}^o) \xi / \sum_{k=1}^{N} p_k + P_{\text{const}}$$

where $\text{SINR}_{k,RZF}^o$ is obtained as

$$\text{SINR}_{k,RZF}^o = \frac{(m_k^o)^2}{\Gamma_k^o + \Psi^o \rho (1 + m_k^o)^2}.$$ 

Here, the deterministic equivalent values $m_k^o$, $\Gamma_k^o$, and $\Psi^o$ are derived in [21] for RZF and $\rho = P/N_0$. These parameters are affected by $p_k$ for $\forall k$.

Assuming equal power allocation with uncorrelated channels, the deterministic equivalent for all users has the same value, i.e., $m_k^o = m^o$ and $\Gamma_k^o = \Gamma^o$. Then, the $\eta_{RZF}^o$ with equal power allocation denoted by $\eta_{RZF}$ can be calculated as

$$\eta_{RZF} = \frac{N \log \left(1 + \frac{(m^o)^2 P}{\Gamma^o P + \Psi^o (1 + m^o)^2 N_0}\right)}{\xi P + P_{\text{const}}}.$$ 

To determine the maximum EE for RZF $\gamma_{RZF}$, $\eta_{RZF}$ is differentiated with respect to $P$ and is set to zero as

$$\frac{d\eta_{RZF}}{dP} = \frac{N (m^o)^2 A}{\{(m^o)^2 + \Gamma^o P + A\}(\Gamma^o P + A)(\xi P + P_{\text{const}})} - N \log \left(1 + \frac{(m^o)^2 P}{\Gamma^o P + A}\right) \frac{\xi}{(\xi P + P_{\text{const}})^2} = 0 \quad (22)$$

where $A = \Psi^o (1 + m^o)^2 N_0$. Here, we define the function $f(P)$ to identify the saturation power $P_{RZF}$ for $\eta_{RZF}$ as

$$f(P) = \log \left(1 + \frac{(m^o)^2 P}{\Gamma^o P + A}\right) - \frac{(m^o)^2 A(P + P_{\text{const}})}{\{(m^o)^2 + \Gamma^o P + A\}(\Gamma^o P + A)}.$$ 

It is interesting to note that the function $f(P)$ is monotonically increasing with respect to $P$ and the equation $f(P) = 0$ has a unique solution. Also, $f(P)$ converges to $-\frac{(m^o)^2 P_{\text{const}}}{\xi A}$ for $P \to 0$ and $\log(1 + (m^o)^2 / \Gamma^o)$ for $P \to \infty$. Therefore, the EE saturation power $P_{RZF}$ can be
computed simply by one dimensional search and the maximum EE performance can be obtained as \( \gamma_{RZF} = \eta_{RZF}(P_{RZF}) \). Consequently, after \( \gamma_{SE} \) is replaced by \( \beta \gamma_{RZF} \), we can determine the saturation power \( P_{prop} \) in (21).

Now, we propose a simplified EE maximization scheme by utilizing the derived saturation power \( P_{prop} \). In the simplified scheme, a solution of the SE maximization problem is adopted for the original EE maximization problem. First, when the available transmit power \( P \) is less than \( P_{prop} \), the SE maximization scheme is conducted with full power \( P \) to maximize the EE performance. On the contrary, if \( P \) is greater than \( P_{prop} \), the fixed transmit power \( P_{prop} \) is used with the SE maximization method. In summary, after the saturation power \( P_{prop} \) is calculated in (21), the SE maximization algorithm in [15] is processed with the transmit power given by \( \min(P_{prop}, P) \) to generate a beamforming solution.

Next, we briefly address the computational complexity. The structure of the EE algorithm in [10] is comprised by the outer layer and the inner layer optimization. The outer layer searches for the EE parameter \( \eta \), while the inner layer solves the non-fractional subtractive problem for a given \( \eta \) computed at the outer layer. Thus, the inner layer algorithm should be executed whenever the EE parameter is updated at the outer layer, and this causes high computational complexity.

The complexity of the algorithm in [15] is similar to that of the inner layer part in [10]. It is noted that the SE maximization algorithm in [15] is processed only once in the proposed EE scheme. Moreover, when determining the saturation power \( P_{prop} \), we have \( P_{LB} \) and \( P_{UB} \) in closed form which depends only on the second order channel statistics and the estimation of \( \gamma_{SE} \) needs simple one-dimensional search. Hence, the complexity of our proposed algorithm is much lower than that of the EE algorithm in [10]. The computation time of the algorithm in [10] is contingent on the convergence threshold \( \delta \) for the outer layer and it takes about ten times higher than that of the proposed scheme with \( \delta = 10^{-3} \), while the EE performance of the proposed scheme is quite close to that of the algorithm in [10].

V. NUMERICAL RESULTS

In this section, we verify the validity of our proposed method through Monte Carlo simulations. The numbers of users \( N \) and transmit antennas \( M \) are equal to 3 unless specified otherwise. Also, we adopt the bandwidth \( W = 20 \) MHz, the noise spectral density \( N_0 = -174 \) dBm/Hz, noise figure \( N_F = 7 \) dB and the inefficiency of the power amplifier \( \xi = 1 \). The circuit power
per antenna $P_c'$ and the static power consumed at the BS $P_o'$ are set to 30 dBm and 40 dBm, respectively.

First, we evaluate the saturation power derived in Section IV in Figure 3. Here, regular and inverted triangles mean the maximum EE for (10) and (17), respectively, and $P_{LB}$ and $P_{UB}$ are computed as the derived saturation power corresponding to these maximum points shown in (10) and (17). Also, star and rectangular marks denote the EE performance of the SE maximization scheme $\eta_{SE}$ obtained by the saturation power $P^*$ and $P_{prop}$, respectively. It is noted that the saturation power for the lower and upper bounds of the EE is the same as the values calculated by (10) and (17), respectively. Moreover, $P_{prop}$ is quite well matched with the true saturation power $P^*$. This demonstrates that our approach of determining the saturation power generates an accurate estimate of the actual saturation power. When computing $P_{prop}$, we find that $\beta = 1.3$ achieves the maximum EE performance through numerical simulations. Note that the optimal $\beta$ may change when system parameters vary. Nevertheless, it can be observed that the proposed saturation power $P_{prop}$ using the fixed $\beta$ yields performance nearly identical to that of $P^*$ for various conditions.
Figure 4 exhibits the comparison of the saturation power for $P'_c = 40$ dBm and $P'_o = 50$ dBm. Again in this figure, the saturation power derived by (10) and (17) match well with high accuracy. In this case, $P^*$ is slightly larger than $P_{\text{prop}}$. Despite the gap between the saturation power, the EE performance corresponding to $P_{\text{prop}}$ is very close to the maximum EE in [10]. Moreover, the average EE performance $\eta_{UB}$ and $\eta_{MRT}$ obtained from the large system analysis are quite close to that of $\eta_{\text{no-IUI}}$ and $\eta_{MRT}$ for the finite system case, respectively. Therefore, we can conclude that even for a system with finite dimension, the analysis of the EE performance with the large system limit provides an accurate approximation.

Next, we validate the EE performance of the proposed scheme based on the derived saturation power in Figure 5 with $N = M$. In this figure, it is observed that the EE performance becomes larger when $M$ and $N$ are increased from 2 to 4. Note that compared to the EE maximization algorithm in [10], almost the same EE performance is achieved by the proposed method with $P_{\text{prop}}$ which utilizes the SE maximization scheme with much reduced complexity. Also, in Figure 6, we demonstrate the EE performance for $P'_c = 40$ dBm and $P'_o = 50$ dBm. It is remarkable that the proposed scheme with $P_{\text{prop}}$ produces the EE performance quite close to the optimal...
Fig. 5. EE performance of the proposed algorithm with $P'_c = 30$ dBm and $P'_o = 40$ dBm

EE solution in [10] for different configurations. Furthermore, the derived saturation power gives insight for the BS power designs in terms of the EE.

Finally, we exhibit the effect of the EE performance with respect to the constant power consumption term $P_{const}$. Comparing Figures 5 and 6, when $P_{const}$ increases, the saturation power for achieving the maximum EE also becomes large while the performance of the EE is decreased. In Figure 7, this phenomenon is illustrated by the trade-off curve of the sum rate and the total consumption power. In the plot, the curves with circular and rectangular marks denote the sum rate for the SE maximization scheme with $P_{const} = 5$ and 15, respectively. We can see that for a larger $P_{const}$, the trade-off curve is shifted to the right. Then, the optimal slope of the tangent which accounts for the performance of the EE becomes small. On the contrary, the required saturation power is increased to achieve the optimal slope of the tangent. From these results, we confirm that reducing the amount of $P_{const}$ has a main impact on improving the performance of the EE and saving the transmit power consumption.
VI. CONCLUSIONS

In this paper, we have proposed a simple scheme to solve the EE maximization problem for MU-MISO channels. Leveraging the relationship between EE and SE, the EE is maximized by only utilizing the SE maximization scheme based on the saturation power. From large system analysis, we have determined the saturation power corresponding to the maximal EE in closed form by exploiting the property between lower and upper bounds of the EE. This asymptotic result provides insight into the saturation power of the EE for various system configurations. As a result, the proposed EE scheme makes it possible to provide solutions for the EE maximization efficiently. It is noted that a performance loss of the proposed scheme is quite small compared to the optimal EE maximization scheme in [10], and the computational complexity of the proposed scheme is significantly reduced. Also, the simulations demonstrate that the asymptotic results are well matched even for the finite system case.
Fig. 7. The impact of the EE performance and the saturation power with respect to constant power consumption $P_{\text{const}}$.
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