Survival analysis today is widely implemented in the fields of medical and biological sciences. The basic principle behind the survival analysis implies to a statistical approach designed to take into account the amount of time utilized for a study period, or the study of time between entry into observation and a subsequent event. The event of interest pertains to death and the analysis consists of following the subject until death. This study aims to analysis the survival status of cancer patients, to identify the main cancer in women at study area and to determine the survival time of women with cancer after undergoing certain treatments in the selected teaching hospital(s). A random sample of 460 cancer patients was selected using purposive sampling from the study area, in 2016 to 2018. Parametric and non-parametric models, Logistic regression models, Statistical distributions and tests methods of data analysis were used in this study. The demographic information: age, educational level, treatments, economic level, marital status and stages of cancer were included and Comparisons were made among major cancers in patients. The findings of the study suggest that among major types of cancer in patients, breast cancer was the highly affecting the females in the study area. There are 62.15 % survival and 37.35 % of not survived patients in the data and the majority of patients (about 88 %) are diagnosed when they are in stages 1 and 2 and very few (about 8 %) of them are diagnosed in advanced stage of cancer. It also reveals that the average tumor sizes are significantly different for all ages and stages. By
grouping ages into groups of 5, I also stratified the number of patients diagnosed with cancer in different stages and the diagnoses at different stages were different. Finally, Results of survival time shows that the surviving of cancer patient were different at different ages and treatments level.
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1. INTRODUCTION

1.1 Back Ground of the Study

Cancer is a condition of abnormal and rapid cell destruction inside the tissues making a mass of extra tissues which is known as tumor [1]. The cancer disease is majorly classified into two types based on the tissue or tumor growth: Benign and malignant. Unlike benign tumors which are assumed not harmful, malignant tumors are formed by jumping of cancer cells to other parts of the body. Scientists have stated the reason behind formation of such condition is due to adhesion property of the cancer-causing cells which is stated as the metastasis. The major types of cancers are breast cancer (in women), leukemia (in children), prostate cancer (in men), Lung & Bronchus, Pancreas, Ovary, Non-Hodgkin Lymphoma, Leukemia, Uterine corpus, Liver & intrahepatic bile duct, Brain/Other nervous systems and colon cancer [2]. Our present paper deals with the subject of cancer in women with condition of malignancy. Cancer in women was common cause of mothers’ mortality in the world, particularly in Ethiopia. Result from a survey by the Ethiopian health institute, reported that about 60% women were affected by cancer [3, 4]. Out of major types of cancers, the following are the cancer in the women: breast cancer, Lung & Bronchus, Pancreas, Ovary, Non-Hodgkin Lymphoma, Leukemia, Uterine corpus, Liver & intrahepatic bile duct, Brain/Other nervous systems and colon cancer [5, 6].

In 2012, there were an estimated of 6.2 million worldwide who had survived cancer after being diagnosed within the preceding five years. The highest proportion of cancer survivors who were observed within the past five years were in the developed country, this is due to the availability of services for early stage at diagnosis in those countries. Whereas there were low proportion of survivor in low- and middle-income country’s (LMICs), because of resources are limited and breast cancer survivorship issues are only recently been addressed [7] & [8].

Survival analysis today is implemented in almost all fields of sciences. An analysis which is performed to determine the probability of occurrence of the events associated with death or failure after treatment to the subjects is termed as survival analysis. This classification is applicable with help of machine-learning methods that evolve categorical results with predetermined time intervals. Survival analysis of cancer has acquired good importance for cancer detection in early stages taking into consideration risk factors. Different kinds of survival studies in present day include clinical trials, prospective cohort studies, retrospective cohort studies and retrospective correlative studies [9, 10].

Survival analysis deals with time to event modeling data with censoring. Censoring is mechanism of identification of the data values which do not follow up until end of the experiment. In many cases data considered for survival analysis are right censored which implies that the concerned subjects leave the study before the event has occurred or study ends before the event has occurred. The primary interest is to investigate the time to event or the survival probability. The statistical methods employed in study of survival and hazard probability can be performed parametrically, and non-parametrically based on the nature of the data [11,12].

1.2 Statement of Problems

Cancer incidence in Ethiopia, is relatively high compared to other countries, whereas lower than in most developed regions of the world. It is the most common cause of cancer deaths among women in developing countries particularly in Ethiopia and survival tends to be poor in this country because of a combination of a late stage at diagnosis and limited access to timely and standard treatment [13]. Despite, the government concern on the issue of non-communicable diseases with special emphasis on cancer, in order to reduce the incidence and mortality, the survival status of cancer is still were not known in Ethiopia [14].

Cancer is a major cause of morbidity in Ethiopia. Out of total about 1.65 thousand were cancer in the women [3]. According to the statistical
sources, today in the Ethiopia, approximately one in five women over their lifetime have a risk of developing cancer [11]. The report from health institute shows that out of total population, more than half cancer were in the women [14]. A recent report from the Ministry of Health in Ethiopia shows that more than half of mother’s deaths are caused by cancers, so studying the burden of cancer as one of the important causes of death in the country is essential [15]. Hence, this study aimed to analysis the survival status and its predict of cancer patients at teaching hospital in Ethiopia.

1.3 Objectives of the Study

The Main objective of the study is to analysis the survival status of cancer patient women in the selected teaching hospitals. Specifically, this study aims:

- To identify the main cancer in the women at teaching Hospital.
- To analysis the survival time of woman with cancer after undergoing certain treatments.
- To evaluate the survival probability cancer patients.
- To compare the survival time of cancer patients in the selected teaching hospital (s).

2. DATA AND METHODOLOGIES

2.1 Data Collection Methods

This study was conducted at teaching hospitals in Jimma and Black lion (Addis Ababa), Ethiopia. The study area was selected purposively and random sample of the cancer patients were taken. The data were collected from secondary data documented at the selected hospitals. About 460 sample of cancer patients’ women were included in to the study.

2.2 Methodologies

2.2.1 Survival and hazard functions

Survival time can be estimated as a variable which calculates the time between the starting point and ending point of event of interest or time of interest. In medical field [16] it is termed as the period elapsing between the completion or institution of any procedure and death. The survival time and event data are collected on practical grounds which is either censored or truncated.

The survival function can be expressed with help of another distribution used commonly in statistical techniques; namely cumulative probability function CDF denoted as $F(t)$. The survivor function is defined as the complement of the CDF which is formulated in the relationship below

$$S(t) = (T > t) = 1 - F(t)$$  \hspace{1cm} (1)

Similarly Hazard function is an alternative representation of the distribution of T or the instantaneous occurrence of the event and is defined as

$$h(t) = \lim_{dt \to 0} \frac{P(T > t)}{dt}$$

The above expression is termed as the instantaneous rate of occurrence for the conditional probability that the event will occur in the time interval between $t$ and $(t+dt)$ as it has not occurred before. By the prior computation of the conditional probability in the numerator and application of limits gives the hazard function as

$$h(t) = \frac{f(t)}{S(t)}$$  \hspace{1cm} (3)

In other words, the hazard function can be stated as the rate of the occurrence of the event at time $t$ equals to the probability density at time $t$ divided over the probability of the surviving to that duration without experiencing the event. The above formula can be expressed using the relation between density and survival function as follows

$$h(t) = \frac{-d}{dt} \log S(t)$$  \hspace{1cm} (4)

The above expression of hazard function is integrated using limits 0 to $t$ and applying the boundary condition $S(0) = 1$ (which implies event not occurred at time 0) to obtain relation between hazard and survival function. The survival function gives the probability that a subject will survive past time t. As t ranges from 0 to infinity, the survival function has the following properties:

- At time $t = 0$, $S(t) = 1$. In other words, the probability of surviving past time 0 is 1.
- At time $t = \infty$, $S(\infty) = 0$. As time goes to infinity, the survival curve goes to 0.
Survival models for the analysis of data have three main characteristics: (i) the dependent variable or response is the waiting time until the occurrence of a well-defined event, (ii) observations are censored, in the sense that for some units the event of interest has not occurred at the time the data are analyzed, and (iii) there are predictors or explanatory variables whose effect on the waiting time we wish to assess or control [17].

2.2.2 Non-parametric and parametric analysis

2.2.2.1 Non-parametric (NP) analysis

Estimating the distribution of the dependent variable without making assumptions about its shape is an important first step in analyzing a dataset. Given the importance of the distribution of the dependent variable it is valuable to “let the data speak for itself” first [1]. Estimating the probabilities without making any assumptions on its shape is called non-parametric analysis [18].

The function used to represent the distribution is the Survivor function. Nonparametric methods do not require the knowledge of the underlying distribution of the failure time. Hence it provides an edible way to deal with the data in many practical situations. The seminar paper by Kaplan and Meier [8] is the benchmark in survival analysis especially from nonparametric point of view. It compelled the application of descriptive statistics and improved the development of all existing NP approaches with censored data. The survivor function is calculated by dividing the number of survivors by the total number of subjects for every time.

2.2.2.2 Kaplan-meier estimator

The Kaplan-Meier estimator originally was derived as an NP maximum likelihood estimator of $F(t)$. Because of the latter method of derivation, it is also called as the product-limit (PL) estimator. If the data was not censored then the empirical survival function is given by:

$$S(t) = \frac{1}{n} \sum_{i=1}^{n} I(t_i > t)$$  \hspace{1cm} (5)

Where $I$ is termed as the indicator function which takes a value of one if the condition $t > t$ is true or zero otherwise [19]. The estimator is simply the proportion alive at $t$. For the censored data, assume the ordered times of death as $t_1 < t_2 < t_3 < ... < t_n$ and $d_i$ be the death occurred at $t_i$. Let $n_i$ be the number of persons alive just before $t_i$. This is the number exposed to risk at that time. The Kaplan-Meier (KM) or product limit estimate of the survivor function is

$$\hat{S}(t) = \prod_{t_j < t} \left(1 - \frac{d_j}{n_j}\right)$$  \hspace{1cm} (6)

The justification of the estimate is explained as follows. In order to survive until the time $t$ one must first survive until the time $t_j$. And the conditional probability of surviving from $t_j$ to $t_i$ given already survived $t_j$ is to be satisfied. The Kaplan-Meier (KM) is a step function with jumps at the observed times.

2.2.2.3 The nelson-aalen estimator

For estimating a cumulative hazard $H(t)$, one simple approach is to find an estimator of $S(t)$ and take minus the log. An alternative approach is to estimate the cumulative hazard directly using the Nelson-Aalen estimator. The Nelson Aalen estimator is a non-parametric estimator of the cumulative hazard rate function from censored survival data [20]. Consider a sample of $n$ individuals from a right censored survival population. Our observation of the survival times for these individuals will typically be subject to right censoring meaning that for some individuals we only know that their true survival times exceed certain censoring times. The censoring is assumed to be independent in the sense that the additional knowledge of censorings before any time $t$ does not alter the risk of failure at $t$. The Nelson-Aalen estimator is a step function with the location of the steps placed at each observed death time and the vertical size of the steps is the inverse of number of deaths at each observed death time and the vertical size of the steps is the number of groups which implies it is very difficult to see the impact of multiple explanatory variables.

$$\hat{H}(t) = \sum_{t_j < t} \frac{d_j}{r_j}$$  \hspace{1cm} (7)

Where $d_j$ is the subjects who die at time $t_j$ and $r_j$ is the number of subjects at risk just prior to time $t_j$. The variance of the estimator is given by

$$Var \left( \hat{H}(t) \right) \approx \sum_{t_j < t} \frac{d_j}{r_j^2}$$  \hspace{1cm} (8)

The advantage of non-parametric analysis is that the results do not rest on the assumptions. The disadvantage is that we can only compare limited number of groups which implies it is very difficult to see the impact of multiple explanatory variables.
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variables on the subjects [21]. Another disadvantage of non-parametric techniques is that it can only deal with the quantitative explanatory variables like GDP, rich and poor countries etc.

### 2.3 Parametric Analysis

Parametric survival analysis assumes functional form of probability distribution for the variables that provides the influence of explanatory variables on survival time. The strength of this analysis is the estimation is relatively easy and survival curves are smoother as they draw information from whole data. This parametric analysis is carried out using two different approaches which are regression parametric models (Accelerated Failure Time models) and Proportional Hazard (PH models). These models are provided as the common scales for the distributions in parametric survival models. Both PH and AFT models were analyzed on basis of t-scale over the distributions with interval (0, ∞), whereas the AFT models were also interpreted on the basis of (t) − scale over the distributions termed as pure AFT models.

When comparing parametric models, the Akaike Information Criterion (AIC) and loglikelihood values can be used to select the best parametric model. The best fit model is the one with smaller AIC and largest Log-likelihood. Once the model is identified we will perform a residual analysis check that lets us assess the absolute goodness of fit of the identified parametric model.

The common variables selected for analysis of cancer patient’s survival are survival status (dead or survive), treatments, marital status, stages of cancer, age, economic level of the patients, grade, of tumor, place of residence (rural and urban), educational level and other. Similarly, the variables were coded as follows (Table 1).

#### 2.3.1 Logistic regression

Logistic regression is mostly used to predict a categorical (usually dichotomous) variable from a given set of independent variables. If all the independent variables are continuous, we usually employ discriminant analysis for modeling the data. In case if all or few independent variables are categorical, logistic regression analysis is the best choice.

In this study, for identifying the the survival status of the cancer patients, 1 = if survive and 0 = if dead. In logistic regression analysis, it is assumed that the explanatory variables affect the response through a suitable transformation of the probability of the success. This transformation is a suitable link function of $P$, and is called the logit-link, which is defined as:

$$\text{logit} \ (P) = \ln \left( \frac{P}{1 - P} \right) = \beta_0 + \beta X \quad (9)$$

Where $\beta_0$, $\beta_1$, $\beta_2$. . . $\beta_n$ are the model parameters and X will the predictor/independent chosen variables. The transformed variable, denoted by logit($P$) is the log-odds and is related to the explanatory variables.

#### 2.3.2 Nonlinear differential, reproduction number

In this work I have considered nonlinear differential equations in four dimensional dynamics systems. I divide the whole cancer patients of the selected hospitals in to four treatment groups: The No treatment (NT), treatment with Radiation (TR), treatment with Radiation and Surgery (TRS) and treatment with surgery (TS) groups to study the treatment status of cancer patients in selected hospitals.

I found that the basic reproduction number, which depends on five parameters, is as follows.

$$R_0 = \frac{\beta_1 + \epsilon_1}{\theta + \mu + \delta + 1 - \epsilon_1} \quad (10)$$

#### 2.3.3 Exponential distribution

In regression models it is common practice that the dependent variable depends on the explanatory variables only through a linear function. Because of its historical significance, mathematical simplicity and important properties, the exponential distribution is one of the most popular parametric models. This is the simplest possible distribution with one parameter which is derived treating the hazard function as a constant and of monotonic value over baseline hazard function denoted as $h(t) = \lambda$.

$$h(t) = \exp(\beta_0) \exp (X \beta) \quad (11)$$

So for the exponential distribution the instantaneous failure rate is independent of $t$ so that the conditional chance of failure does not depend on how long the individual has been on trial. This is referred to as the memory less property of the exponential distribution.
So for the exponential distribution the instantaneous failure rate is independent of t so that the conditional chance of failure does not depend on how long the individual has been on trial. This is referred to as the memory less property of the exponential distribution.

3. RESULTS AND DISCUSSIONS

3.1 Descriptive Analysis

This part of the paper discusses the major findings of the study. It begins with analysis of the descriptive result on the main types of cancer in the women of study area followed by discussion of results obtained from estimation methods used under each objective of the study. The result shows that, breast cancer is the highest followed by ovary in the study area. The percentages of types of cancers in women were as follows:

As we can see from table 2 above, the breast cancer is the highest (18.65%) followed by ovary (16.96%) and the smallest in percentages was Brain/Other nervous systems cancer (2.43) in the study area. This study focused on the analysis of breast and ovary cancer, because the women in the study area were highly affected by these diseases.

3.2 Socio-Demographic Characteristics of the Study Participants

Among enrolled Between January 1st 2016 to December 31st 2018, 460 cancer patients were selected for this study. Cards of four hundred sixty (385 censored and 75 death) cancer women were included in the present study. The mean age of participants at the time of diagnosis was 42.61 years with SD ± 12.28 years. Slightly nearly half, 451 (44.5%) of the age group was less than 40 years old. The socio-demographic characteristics of the study participants are shown below (Table 3).

Table 1. Variables used in survival modeling

| No | Variables       | Code classification                               |
|----|----------------|---------------------------------------------------|
| 1  | Age            | X_1                                              |
| 2  | Grade          | X_{2i}, i = 1, 2, 3, 4, 5                          |
|    |                | i = 1: well differentiated                        |
|    |                | i = 2: moderately differentiated                 |
|    |                | i = 3: poorly differentiated                     |
|    |                | i = 4: under differentiated                      |
|    |                | i = 5: cell type not determined                   |
| 3  | Numprims       | X_3                                              |
| 4  | Treatments     | X_{4i}, i = 1, 2, 3, 4                           |
|    |                | i = 1: No treatment                              |
|    |                | i = 2: Radiation                                 |
|    |                | i = 3: Radiation and Surgery                    |
|    |                | i = 4: Surgery (reference)                       |
| 5  | Stages         | X_{5i}, i = 1, 2, 3, 4                           |
| 6  | Tumor Size     | X_6                                              |

Table 2. Summary of major cancer in women of study area

| Types of cancer in women | Percentages (%) | Minimum age | Maximum age |
|--------------------------|-----------------|-------------|-------------|
| Lung & Bronchus          | 15.87           | 18          | 61          |
| Breast                   | 18.65           | 21          | 63          |
| Colon & Rectum           | 8.96            | 23          | 61          |
| Pancreas                 | 13.52           | 19          | 45          |
| Ovary                    | 16.96           | 18          | 48          |
| Non-Hodgkin Lymphoma     | 7.78            | 21          | 51          |
| Leukemia                 | 6.70            | 22          | 56          |
| Uterine corpus           | 5.17            | 21          | 65          |
| Liver & intrahepatic bile duct | 2.96 | 21 | 45 |
| Brain/Other nervous systems | 2.43  | 22 | 48 |
| All sites                | 100%            |             |             |
3.2.1 Logistic regression analysis

The Initial Log Likelihood Function, (-2Log Likelihood or -2LL) is a statistical measure like total sums of squares in regression. The initial –2LL value is 21332.017 at step 0, before any variables have been added to the model.

According to Table 4 Age of the cancer patients, economic level, place of residence, stages of the cancer, treatments, tumor size and education level are significant at 5%, $P$-value < 0.05, whereas other variables were insignificant variables, Sig. > 0.05.

When no event times are censored, a non-parametric estimator of $S(T)$ is $1 - F_n(t)$, where $F_n(t)$ is the empirical cumulative distribution function. When some observations are censored, we can estimate $S(t)$ using the Kaplan-Meier product-limit estimator. The Kaplan-Meier method is based on individual survival times and assumes that censoring is independent of survival time (that is, the reason an observation is censored is unrelated to the cause of failure).

The Kaplan-Meier estimator of survival at time $t$ is shown in Equation 6. Here $t_j$, $j = 1, 2, ..., n$ is the total set of failure times recorded (with $t^n$ the maximum failure time), $d_j$ is the number of failures at time $t_j$, and $n_j$ is the number of individuals at risk at time $t_j$. The Kaplan-Meier survival estimates as a function of time was as follows.

From the survival function and hazard function analysis, the survival probability of surviving past time $t$, is 0.85 (survival value) and the relative likelihood of the event occurring at time $t$, $f(t)$, conditional on the subject's survival up to that time $t$, $S(t)$. The hazard rate thus describes the instantaneous rate of failure at time and ignores the accumulation of hazard up to time $t$ is 0.92.

Considering the cancer in women (breast and ovary) survival data, we are interested in knowing how long women with cancer will survive after undergoing certain treatments. Treatments include radiation or surgery or both radiation and surgery or no treatment. Also, we would like to know the effectiveness of

| Covariate | Vital status at last contact | Total No. (%) |
|-----------|-----------------------------|----------------|
|           | Censored No. (%) | Death No. (%) |                  |
| Age in years | | | |
| <40 | 160 (43.36) | 30 (40.54) | 190 (42.51) |
| 40-49 | 125 (58.14) | 16 (21.62) | 141 (59.00) |
| 50-59 | 55 (33.74) | 14 (18.92) | 69 (31.22) |
| 60-69 | 18 (4.76) | 6 (8.11) | 28 (6.09) |
| >70+ | 11 (16.92) | 8 (10.81) | 19 (23.46) |
| Place of residence | | | |
| Urban | 215 (56.88) | 24 (29.27) | 239 (51.96) |
| Rural | 163 (43.12) | 58 (70.73) | 221 (48.04) |
| Marital status | | | |
| Single | 65 (17.71) | 16 (19.05) | 81 (17.96) |
| Married | 236 (64.31) | 41 (48.81) | 277 (61.42) |
| Divorced | 24 (6.54) | 13 (15.48) | 37 (8.20) |
| Widowed | 42 (11.44) | 14 (16.67) | 56 (12.42) |

Table 4. Test of Significance of Independent Variables Using Wald Test

| Covariate | Estimate (β) | S. E | Wald Chi-square | Pr>Chisq | OR | 95% CI |
|-----------|-------------|-----|----------------|----------|----|--------|
| Intercept | 25.05 | - | 32.010 | .000 | - | 1.958 | 1.650 | 2.350 |
| Age (X_1) | 0.360 | 0.383 | 3.120 | 0.001 | 1.958 | 1.650 | 2.350 |
| Economic level (X_2) | 0.077 | 0.021 | 4.720 | 0.004 | 4.982 | 4.620 | 5.630 |
| place of residence (X_3) | 0.089 | 0.028 | 6.118 | 0.004 | 1.782 | 1.480 | 2.630 |
| Stages (X_4) | -2.045 | 0.051 | 24.873 | 0.002 | 3.871 | 3.320 | 4.302 |
| Treatments (X_5) | -3.086 | 0.315 | 23.019 | 0.000 | 6.721 | 6.250 | 7.201 |
| Tumor Size (X_6) | 1.321 | 0.284 | 22.060 | 0.000 | 5.472 | 5.120 | 5.892 |
| Educational level (X_7) | 1.055 | 0.356 | 2.037 | 0.02 | 1.842 | 0.652 | 1.250 |
treatments when implemented in different stages of cancer. Firstly, we considered the effectiveness of treatments on survival for the overall data. From the Table 6 women who are treated with radiation have a median survival of 30 months with 95% CI (28, 32) months. Interestingly, women those who are treated with both treatments has the same median survival as of women who received surgery.

As we can see from the results of Table 7, women in stage-4 cancer can be advised to stay away from any treatment for a better survival. Financially, this could really save so much for women. Further we investigated the effect of treatment stage wise. The median survival for those who are in stage I and stage II who did not receive any treatment for cancer is not reported because the KM estimator for these data never reached a failure probability greater than 35.28% or a survival probability lower than 64.72% for the former case and data never reached a failure probability greater than 45.29% or a survival probability lower than 54.71% for the latter case.

We also found that the numerical value of the reproduction number based on the real data collected from selected hospitals is $R_0 = 0.7657 < 1$. This in principle shows that the cancer treatment is low in the selected hospitals. We investigate two equilibrium point namely stable disease free and equilibrium point and unstable endemic equilibrium point. To control the cancer using the treatment steps, we then identify control parameter which gives insight to decreases or stop of the cancer in women (breast and ovary cancer). The basic control parameters that can decreases the cancer by treatment are $\beta_1 = 0.06577$ which is the rate of transmission from no treatment to treatment with radiation and $\beta_2 = 0.04537$ which is the rate of transmission from no treatment in to treatment with radiation and surgery.

### 3.2.2 Selection of best fit parametric model

We use the model selection criteria to select the best parametric model. From the previous sections, by performing the residual analysis for the fitted parametric models log-logistic parametric model performed better than other models. We identify that the log-logistic model has the lowest AIC and highest likelihood values performs better than other models. Thus, the following result shows the goodness of fit.

### Table 5. Kaplan-Meier survival estimates as a function of time

| Time | Subject at risk ($n_i$) | fail (dj) | Censored | Surv. Prob $P_i = (1-d_j/n_i)$ | Cumulative survival $S_j = P_j x P_{j-1}$ |
|------|-------------------------|-----------|----------|--------------------------------|-------------------------------------|
| 0    | 296                     | 3         | 6        | 0.97                           | 0.97                                |
| 1    | 287                     | 5         | 7        | 0.96                           | 0.96                                |
| 2    | 275                     | 3         | 4        | 0.97                           | 0.97                                |
| 3    | 268                     | 4         | 9        | 0.95                           | 0.95                                |
| 4    | 255                     | 3         | 6        | 0.96                           | 0.96                                |
| 5    | 246                     | 2         | 5        | 0.97                           | 0.97                                |
| etc  | -                       | -         | -        | -                              | -                                   |

### Table 6. Treatment wise KM estimates for median survival

| Treatment | No treatment | Radiation | Radiation & Surgery | Surgery |
|-----------|--------------|-----------|---------------------|---------|
| Median Survival | - | 30 | 25 | 25 |
| 95% CI    | - | [28, 30) | [21, 30) | [21, 29) |

### Table 7. Stage vs. Treatment Product-Limit Estimates for median survival

| Stages   | No treatment | Radiation | Radiation & Surgery | Surgery |
|----------|--------------|-----------|---------------------|---------|
| Stage I  | -            | 178(172, -) | 104(53, -)          | 62(42, 100) |
| Stage II | -            | 145(140,149)| 128(45, -)          | 43(32, 66) |
| Stage III| 93(81, 103)  | 52(47, 57)  | 32(24, 110)         | 27(17, 31) |
| Stage IV | 34(28, 39)   | 23(21, 27)  | 17.5(12, 22)        | 14.5(11, 18) |
Table 8. Goodness of fit for parametric models

| Selected Distribution | Log-Likelihood | AIC   |
|-----------------------|----------------|-------|
| Gamma                 | -43730.415     | 87506.83 |
| Log-Normal            | -43957.836     | 87959.67 |
| Weibull               | -43961.92163   | 87967.84 |
| Log-Logistic          | -44259.26034   | 88560.52 |
| Exponential           | -43714.80892   | 87473.62 |

Table 9. Analysis of MLEs for Exponential Model

| Parameter             | DF | Estimates | S. E  | 95% Confidence Limits | Pr >ChiSq |
|-----------------------|----|-----------|-------|------------------------|-----------|
| Intercept             | 1  | 5.36      | 0.083 | 5.1960 - 5.5219        | <.0001    |
| Age                   | 1  | -0.032    | 0.006 | -0.0334 - 0.0309       | <.0001    |
| Grade                 | 1  | 0.317     | 0.035 | 0.2485 - 0.3857        | <.0001    |
| Grade                 | 2  | 0.137     | 0.029 | 0.0794 - 0.1943        | <.0001    |
| Grade                 | 3  | -0.172    | 0.056 | -0.2293 - 0.1153       | <.0001    |
| Grade                 | 4  | -0.211    | 0.023 | -0.3206 - 0.1011       | <.0001    |
| Grade                 | 5  | 0.000     | -     | -                      | -         |
| Numeprims             | 1  | -0.085    | 0.013 | -0.1116 - 0.0586       | <.0001    |
| Treatment             | 1  | 0.940     | 0.849 | 0.8499 - 1.0494        | <.0001    |
| Treatment             | 2  | 0.589     | 0.042 | 0.506 - 0.676          | <.0001    |
| Treatment             | 3  | 0.236     | 0.0738| 0.0914 - 0.380         | <.0014    |
| Treatment             | 4  | 0.000     | -     | -                      | <.0001    |

4. DISCUSSION

Log-rank test was performed to test equality of survival curves for the presence of any significant differences in survival time among various levels of the categorical variables considered in the study. In this study, the test statistics showed that there is a significant difference in survival function for different categorical variables. Accordingly, the Kaplan-Meier analysis indicated significant evidence of differences in survival times. It is found that the median survival time for those who had clinical stage I, II or III at baseline had a longer survival time than those in advanced clinical stage (IV), this difference was statistically significant with p-value < 0.000. The median survival time for those who have negative lymph node status had a longer was than those who had positive lymph node at baseline. This difference was statistically significant with (p-value = 0.000) [22,23].

According to the results of this study, those women whose surgical margin involved at baseline were found to be a strong predictor of mortality among breast cancer women. Women who had surgical margin involved at diagnosis were 3.13 times higher risk of death as compared to women who had surgical margin free at time of diagnosis. Most of previous studies also found twice or more risk of mortality in patients with surgical margin involved compared to those with surgical margin free which reflect surgical margin was an important determinant of survival. Such findings could be explained by the fact that residual disease at the surgical margins could increase the risk of local recurrence and possibly death through the years [24-26].

5. CONCLUSION AND RECOMMENDATION

5.1 Conclusion

The results of the analysis showed that the breast cancer was higher than those others of cancer in the women in the study area. The mean percentage of breast cancer (18.65 %), ovary (16.96 %) and ovary (15.87 %) were the highest percentages comparing to the other variables. This study found evidence that some of the variables considered have significant influence on survival status of patients. The Age, economic level, place of residence, Stages, treatment level and educational level were significant variables among the stated variables.

The coefficients in the logistic regression are based on what is called the odds-ratio. It is the factor by which the odds change when the independent variable increases by one unit. If β
is positive, this factor will be greater than 1, which means that the odds are increased; if $\beta$ is negative, the factor will be less than 1, which means that the odds are decreased. When $\beta$ is 0, the factor equals 1, which leaves the odds unchanged. From the results for positive $\beta$, the Odd-ratio (ORs) are greater than 1 implies that the odds are increased and for negative $\beta$, the Odds-Ratio (ORs) are less than 1 implies that the odds are decreased.

Women who are treated with radiation alone have a median survival of 30 months and women treated with surgery alone and both radiation & surgery reported a median survival of 25 months. Non-parametric method for survival, based on the treatment indicated that the combination of radiation and surgery has the same effect on survival as treated with surgery alone. Also, the women in stage-4 cancer can be advised to stay away from any treatment for a better survival. Financially, this could really save so much for women. Further we investigated the effect of treatment stage wise. It is an interesting observation that women who are identified with malignant breast cancer tumor, but have not received any treatment has more survival rate when compared to women who are treated with either radiation or surgery or combination of both.

5.2 Recommendation

Based on this study finding, the following recommendations should have been forwarded with each respective body:

- The federal mister of health should expand breast cancer early screening programs (breast self-examination, clinical breast exam and mammography) to improve treatment results in cancer in women.
- Could be strengthen awareness in collaboration with public medias about breast cancer prevention, screening and treatment is crucial.
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