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1. Introduction

Caffarelli-Friedman [7] proved a constant rank theorem for convex solutions of semilinear elliptic equations in \( \mathbb{R}^2 \); a similar result was also discovered by Yau [28] at about the same time. Shortly thereafter, the result in [7] was generalized to \( \mathbb{R}^n \) by Korevaar-Lewis [27]. This type of constant rank theorem is called a microscopic convexity principle. It is a powerful tool in the study of geometric properties of solutions of nonlinear differential equations and is particularly useful in producing convex solutions of differential equations via homotopic deformations. The great advantage of the microscopic convexity principle is that it can treat geometric nonlinear differential equations involving tensors on general manifolds. The proof of such a microscopic convexity principle for a \( \sigma_k \) type equation on the unit sphere \( S^n \) by Guan-Ma [17] is crucial in their study of the Christoffel-Minkowski problem. The microscopic convexity principle also provides some interesting geometric properties of solutions. For a symmetric Codazzi tensor, the microscopic convexity principle implies that the distribution of null space of the tensor is of constant dimension and is parallel.

The microscopic convexity principle has been validated for a variety of fully nonlinear differential equations involving the second fundamental form of hypersurfaces ([17, 16, 18, 8]). Understanding under what structural conditions the microscopic convexity principle is valid is central. Caffarelli-Guan-Ma [8] established such a principle for fully nonlinear equations of the form:

\[
F(\nu_{ij}(x)) = \varphi(x, u(x), \nabla u(x)).
\]

where \( F(A) \) is symmetric and \( F(A^{-1}) \) is locally convex in \( A \). Similar results were also proved for symmetric tensors on manifolds in [8]. Several interesting geometric applications were also given there. For applications, it is important to consider equations \( F \) involving other variables in addition to the hessian (\( u_{ij} \)). For example, it is desirable to include linear elliptic equations and quasilinear equations with variable coefficients. In many cases, a solution \( v \) to an equation
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may not be convex yet some transformation \( u = h(v) \) of it may be convex (see e.g., [6, 7]). If \( v \) is a solution of equation (1.1), then \( u = h(v) \) is a solution of equation

\[
F(\nabla^2 u, \nabla u, u, x) = 0.
\]

A similar situation also arises in the case of geometric flow for hypersurfaces.

In this paper, we study the microscopic convexity property for an equation of the general form (1.2) and related geometric nonlinear equations of elliptic and parabolic type. The core idea in the proof of a microscopic convexity principle is to establish a strong maximum principle for an appropriate auxiliary function. There have been significant contributions in the literature [7, 27, 17, 16, 18, 8] developing analytic techniques for this purpose. All of these methods break down for a general fully nonlinear elliptic equation of the form (1.2). The main contribution of this paper is the introduction of new analytic techniques involving quotients of elementary symmetric functions near the null set of \( \det(u_{ij}) \). The analysis is delicate as both symmetric functions in the quotient will vanish on the null set. This is a novel feature of this paper. It is another indication that these quotient functions of elementary symmetric functions are naturally embedded in the study of fully nonlinear equations. In a different context, the importance of quotient functions has been demonstrated in the beautiful work of Huisken-Sinestrari [22]. We believe our techniques will be useful in solving other problems in geometric analysis.

To illustrate our main results, we first consider equations in a flat domain. Let \( \Omega \) be a domain in \( \mathbb{R}^n \) and denote by \( S^n \) the space of real symmetric \( n \times n \) matrices and \( S^n_+ \) the space of positive definite real symmetric \( n \times n \) matrices. Let \( F = F(r, p, u, x) \) defined in \( S^n \times \mathbb{R}^n \times \mathbb{R} \times \Omega \) be elliptic in the sense that

\[
(1.3) \quad \frac{\partial F}{\partial r_{\alpha\beta}}(\nabla^2 u, \nabla u, u, x) > 0, \quad \forall x \in \Omega.
\]

**Theorem 1.1.** Suppose \( F = F(r, p, u, x) \in C^{2,1}(S^n \times \mathbb{R}^n \times \mathbb{R} \times \Omega) \) satisfies condition (1.3) and

\[
(1.4) \quad F(A^{-1}, p, u, x) \text{ is locally convex in } (A, u, x) \text{ for each } p.
\]

If \( u \in C^{2,1}(\Omega) \) is a convex solution of (1.2), then the rank of the hessian \( (\nabla^2 u(x)) \) is a constant \( l \) in \( \Omega \). For each \( x_0 \in \Omega \), there exist a neighborhood \( U \) of \( x_0 \) and \((n-l)\) fixed directions \( V_1, \ldots, V_{n-l} \) such that \( \nabla^2 u(x)V_j = 0 \) for all \( 1 \leq j \leq n-l \) and \( x \in U \).

There is also a parabolic version.

**Theorem 1.2.** Suppose \( F = F(r, p, u, x, t) \in C^{2,1}(S^n \times \mathbb{R}^n \times \mathbb{R} \times \Omega \times (0, T)) \) satisfies condition (1.3) and

\[
(1.5) \quad F(A^{-1}, p, u, x, t) \text{ is locally convex in } (A, u, x) \text{ for each pair } (p, t).
\]
Suppose \( u \in C^{2,1}(\Omega \times [0,T]) \) is a convex solution of the equation
\[
\frac{\partial u}{\partial t} = F(\nabla^2 u, \nabla u, u, x, t) .
\]
(1.6)

For each \( t \in (0,T) \), let \( l(t) \) be the minimal rank of \( (\nabla^2 u(x,t)) \) in \( \Omega \), then the rank of \( (\nabla^2 u(x,t)) \) is constant \( l(t) \) and \( l(s) \leq l(t) \) for all \( s \leq t < T \). For each \( 0 < t \leq T \), \( x_0 \in \Omega \) there exist a neighborhood \( U \) of \( x_0 \) and \( (n-l(t)) \) fixed directions \( V_1, \ldots, V_{n-l(t)} \) such that \( \nabla^2 u(x,t)V_j = 0 \) for all \( 1 \leq j \leq n-l(t) \) and \( x \in U \). Furthermore, for any \( t_0 \in [0,T) \), there is \( \delta > 0 \), such that the null space of \( (\nabla^2 u(x,t)) \) is parallel in \( (x,t) \) for all \( x \in \Omega \), \( t \in (t_0, t_0 + \delta) \).

An immediate consequence of Theorem 1.1 is the proof of a conjecture raised by Korevaar-Lewis in [27] for convex solutions of mean curvature type elliptic equation
\[
\sum_{i,j} a^{ij}(\nabla^2 u(x)) u_{ij}(x) = f(x, u(x), \nabla u(x)) > 0.
\]
(1.7)

**Corollary 1.3.** Let \( \Omega \subset \mathbb{R}^n \) and suppose \( u \) is a convex solution of the elliptic equation \( (1.7) \). If
\[
f(x, u, p) \text{ is locally convex in } (x,u) \text{ for each } p,
\]
(1.8)
then the hessian \( (\nabla^2 u(x)) \) is of constant rank in \( \Omega \).

Korevaar-Lewis [27] proved that the Hessian of any convex solution \( u \) of an elliptic equation \( (1.7) \) is of constant rank and \( u \) is constant in \( n-l \) coordinate directions, provided that \( \frac{1}{f(\cdot, p)} \) is strictly convex for any \( p \) fixed. They conjectured that the constant rank result still holds if \( \frac{1}{f(\cdot, p)} \) is only assumed to be convex. They observed that when \( n = 2 \), this can be deduced from the proofs of Caffarelli-Friedman in [7]. Set
\[
F(\nabla^2 u, \nabla u, u, x) = -\frac{1}{\sum_{i,j} a^{ij}(\nabla^2 u(x)) u_{ij}(x)} + \frac{1}{f(x, u(x), \nabla u(x))}
\]
Then equation \( (1.7) \) is equivalent to \( F(\nabla^2 u, \nabla u, u, x) = 0 \). It is straightforward to check that \( F \) satisfies Conditions (1.3) and (1.4) under the assumptions in Corollary 1.3.

We now discuss some geometric equations on general manifolds. Preservation of convexity is an important issue for the geometric flows of hypersurfaces (see e.g., [21, 5] and the references therein). We have the following general result.

**Theorem 1.4.** Suppose \( F(A, X, \bar{n}) \) is elliptic in \( A \) and \( F(A^{-1}, X, \bar{n}) \) is locally convex in \( (A, X) \) for each fixed \( \bar{n} \in S^n \). Let \( M(t) \subset \mathbb{R}^{n+1} \) be a compact hypersurface satisfying the geometric flow equation
\[
X_t = -F(g^{-1}h, X, \bar{n})\bar{n}, \quad t \in (0,T), \quad M(0) = M_0 ,
\]
(1.9)
where \( X, \bar{n}, g, h \) are, respectively, the position vector, outer normal, induced metric and the second fundamental form of \( M(t) \). If \( M_0 \) is convex, then \( M(t) \) is strictly convex for all \( t \in (0,T) \).
Alexandrov in [1, 3] studied existence and uniqueness of solutions of general nonlinear curvature equations,
\begin{equation}
F(g^{-1}h, X, \vec{n}(X)) = 0, \forall X \in M,
\end{equation}
where $X$ is the position function of $M$ and $\vec{n}(X)$ is the unit normal of $M$ at $X$. The following theorem addresses the convexity property of problems studied in [1, 3].

**Theorem 1.5.** Suppose $F(A, X, \vec{n})$ is elliptic in $A$ and $F(A^{-1}, X, \vec{n})$ is locally convex in $(A, X)$ for each fixed $\vec{n} \in S^n$. Let $M$ be an oriented immersed connected hypersurface in $\mathbb{R}^{n+1}$ with a nonnegative definite second fundamental form $h$ satisfying equation (1.10). Then $h$ is of constant rank and its null space is parallel. In particular, if $M$ is complete, then there is $0 \leq l \leq n$ such that $M = M^l \times \mathbb{R}^{n-l}$ for a strictly convex compact hypersurface $M^l$ in $\mathbb{R}^{l+1}$ (if $l > 0$). If in addition $M$ is compact, then $M$ is the boundary of a strongly convex bounded domain in $\mathbb{R}^{n+1}$.

Theorem 1.5 has similarities with the classical result of Hartman-Nirenberg in [20].

The microscopic convexity principle also can be used to prove some uniqueness theorems in differential geometry in the large. A surface immersed in $\mathbb{R}^3$ is called a Weingarten surface if its principle curvatures $\kappa_1, \kappa_2$ satisfy a relationship $F(\kappa_1, \kappa_2) = 0$ for some elliptic $F$ (i.e., $F$ satisfies condition (1.3)). Alexandrov [2] and Chern [12] proved that if $M$ is a closed convex Weingarten surface in $\mathbb{R}^3$, then $M$ is a sphere. In higher dimensions, there is an extensive literature (see e.g., [11, 13]) devoted to showing immersed hypersurfaces are spheres. We prove the following sphere theorem.

**Theorem 1.6.** Suppose $(M, g)$ is a compact connected Riemannian manifold of dimension $n$, with nonnegative sectional curvature which is positive at one point. Suppose $F(A)$ is elliptic, and $W$ is a Codazzi tensor on $M$ satisfying the equation
\begin{equation}
F(g^{-1}W) = 0 \text{ on } M.
\end{equation}

If either (1) $n = 2$, or
(2) $n \geq 3$, $W$ is semi-positive definite and $F(A^{-1})$ is locally convex for $A > 0$, then $W = cg$ for some constant $c \geq 0$.

Theorem 1.6 was proved by Ecker-Huisken in [13] under the assumption $F$ is concave. Refer to Remark 5.7 for the relationship between concavity of $F(A)$ and the condition on $F$ in case (2) of Theorem 1.6. Note that when $n = 2$, only the ellipticity assumption on $F$ is needed in Theorem 1.6. Refer to [17, 18, 8] for other applications of the microscopic convexity principle in classical and conformal geometry and to [15] for applications in Kähler geometry.

A vast literature exists devoted to the study of the convexity of solutions of partial differential equations. There is a theory of macroscopic nature, where the problem is always considered in
a convex domain in $\mathbb{R}^n$ with appropriate boundary conditions. In 1983, Korevaar made breakthroughs in [25, 26] where he obtained concavity maximum principles for a class of quasilinear elliptic equations. His results were improved by Kennington [24] and by Kawhol [23]. The theory was further developed to great generality by Alvarez-Lasry-Lions [4] in 1997. They established the existence of a convex solution of equation (1.2) for state constraint boundary values under conditions (1.3)-(1.4) assuming that $F$ satisfies a comparison principle. Microscopic convexity implies macroscopic convexity if there is a deformation path (e.g., via the method of continuity or parabolic flow). Theorem 1.1 is the microscopic version of the macroscopic convexity principle in [4].

The rest of the paper is organized as follows. In section 2, we introduce a key auxiliary function $q(x) = \frac{\sigma_{l+2}(\nabla^2 u(x))}{\sigma_{l+1}(\nabla^2 u(x))}$ which is well defined by the Newton-Maclaurin inequalities. In Proposition 2.1 we demonstrate a key concavity inequality for $q(x)$ and in Corollary 2.2, we conclude that $q$ has optimal $C^{1,1}$ regularity. In section 3, we establish a strong maximum principle for the function $\phi(x) = \sigma_{l+1}(\nabla^2 u(x)) + q(x)$ which is the main technical tool of the paper. In section 4, we discuss condition (1.4) and related results. The last section is devoted to geometric equations on manifolds.
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2. An Auxiliary Function

$\nabla^2 u$ is of constant rank if and only if $\sigma_{l+1}(\nabla^2 u) \equiv 0$, where $l$ is the minimum rank of $\nabla^2 u$. It was first shown by Caffarelli-Friedman in [7] that there is a strong maximum principle for $\sigma_{l+1}(\nabla^2 u)$ for any convex solution of $\Delta u = f$ when $\frac{1}{f}$ is locally convex (see also subsequential works [27, 17, 16, 18]). When $F$ in (1.1) is a general symmetric function, such a maximum principle for $\sigma_{l+1}(\nabla^2 u)$ is difficult to prove. A major achievement in [8] is the establishment of a maximum principle for function $\sigma_{l+1}(\nabla^2 u) + A\sigma_{l+2}(\nabla^2 u)$ when $A > 0$ is sufficient large. For the general equation (1.2), we do not know how to prove the corresponding maximum principle for the previously known test functions. This lead us to search for a new auxiliary function. It turns out $\sigma_{l+1}(\nabla^2 u) + \frac{\sigma_{l+2}(\nabla^2 u)}{\sigma_{l+1}(\nabla^2 u)}$ is the function! The rest of this section is devoted to the analysis of this function near the null set $\mathcal{N} = \{\sigma_{l+1}(\nabla^2 u) = 0\}$. 
With the assumptions of $F$ and $u$ in Theorem 1.1 and Theorem 1.2, $u$ is automatically in $C^{3,1}$. This will be assumed in the rest of this paper. Let $W(x) = \nabla^2 u(x)$ and $l = \min_{x \in \Omega} \text{rank}(\nabla^2 u(x))$. $l \leq n - 1$ may also be assumed. Suppose $z_0 \in \Omega$ is a point where $W$ is of minimal rank $l$.

Throughout this paper we assume that $\sigma_j(W) = 0$ if $j < 0$ or $j > n$. Define for $W = (u_{ij}) \in S^0$

\[ q(W) = \begin{cases} \frac{\sigma_{l+2}(W)}{\sigma_{l+1}(W)}, & \text{if } \sigma_{l+1}(W) > 0 \\ 0, & \text{if } \sigma_{l+1}(W) = 0 \end{cases} \tag{2.1} \]

For any symmetric function $f(W)$, we denote

\[ f^{ij} = \frac{\partial f(W)}{\partial u_{ij}}, \quad f^{ij,km} = \frac{\partial^2 f(W)}{\partial u_{ij} \partial u_{km}} \]

For each $z_0 \in \Omega$ where $W$ is of minimal rank $l$. We pick an open neighborhood $O$ of $z_0$, for any $x \in O$, let $\lambda_1(x) \leq \lambda_2(x) \ldots \leq \lambda_n(x)$ be the eigenvalues of $W$ at $x$. There is a positive constant $C > 0$ depending only on $\|u\|_{C^{3,1}}$, $W(z_0)$ and $O$, such that $\lambda_n(x) \geq \lambda_{n-1}(x) \ldots \geq \lambda_{n-l+1}(x) \geq C$ for all $x \in O$. Let $G = \{n - l + 1, n - l + 2, \ldots, n\}$ and $B = \{1, \ldots, n - l\}$ be the “good” and “bad” sets of indices respectively. Let $\Lambda_G = (\lambda_{n-l+1}, \ldots, \lambda_n)$ be the ”good” eigenvalues of $W$ at $x$ and $\Lambda_B = (\lambda_1, \ldots, \lambda_{n-l})$ be the ”bad” eigenvalues of $W$ at $x$. For the simplicity, write $G = \Lambda_G$, $B = \Lambda_B$ if there is no confusion. Note that for any $\delta > 0$, we may choose $O$ small enough such that $\lambda_i(x) < \delta$ for all $i \in B$ and $x \in O$.

Set

\[ \phi = \sigma_{l+1}(W) + q(W) \tag{2.2} \]

where $q$ defined as in (2.1). Use notation $h = O(f)$ if $|h(x)| \leq C f(x)$ for $x \in O$ with the positive constant $C$ under control. It is clear that $\lambda_i = O(\phi)$ for all $i \in B$.

To get around $\sigma_{l+1}(W) = 0$, consider for $\epsilon > 0$ sufficient small,

\[ q_\epsilon(W) = \frac{\sigma_{l+2}(W_\epsilon)}{\sigma_{l+1}(W_\epsilon)}, \quad \phi_\epsilon(W) = \sigma_{l+1}(W_\epsilon) + q_\epsilon(W), \tag{2.3} \]

where $W_\epsilon = W + \epsilon I$. We will also denote $G_\epsilon = (\lambda_{n-l+1} + \epsilon, \ldots, \lambda_n + \epsilon)$, $B_\epsilon = (\lambda_1 + \epsilon, \ldots, \lambda_{n-l} + \epsilon)$

We will work on $q_\epsilon$ to obtain a uniform $C^2$ estimate independent of $\epsilon$. One may also work directly on $q$ at the points where $\sigma_{l+1}(\nabla^2 u) \neq 0$ to obtained the same results in the rest of this section (with all relative constants independent of chosen point).

Set

\[ v_\epsilon(x) = u(x) + \frac{\epsilon}{2}|x|^2, \tag{2.4} \]

then $W_\epsilon = (\nabla^2 v_\epsilon)$. To simplify the notation, we will write $v$ for $v_\epsilon$, $q$ for $q_\epsilon$, $W$ for $W_\epsilon$, $G$ for $G_\epsilon$ and $B$ for $B_\epsilon$ with the understanding that all the estimates will be independent of $\epsilon$. In this
setting, with $\mathcal{O}$ is small enough, there is $C > 0$ independent of $\epsilon$ such that
\begin{equation}
\sigma_{l+1}(W(x)) \geq C\epsilon, \quad \text{and} \quad \sigma_1(B(x)) \geq C\epsilon, \quad \text{for all} \ x \in \mathcal{O}.
\end{equation}

Similarly write $h = O(f)$ if $|h(x)| \leq Cf(x)$ for $x \in \mathcal{O}$ with positive constant $C$ under control independent of $\epsilon$.

The importance of the function $q$ is reflected in the following proposition. Set
\begin{equation}
V_{i\alpha} = v_{i\alpha}\sigma_1(B) - v_i\left(\sum_{j \in B} v_{j\alpha}\right).
\end{equation}

**Proposition 2.1.** For each $z \in \mathcal{O}$ with $W(z)$ is diagonal, for any $\alpha, \beta \in \{1, \cdots, n\}$,
\begin{equation}
\sum_{i,j,k,m} q_{ij,km}v_{ija}v_{km\beta} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}| - 2 \sum_{i \in B, j \in G} \frac{\sigma^2_1(B|i) - \sigma_2(B|i)}{\sigma_1^2(B)} v_{ija}v_{ji\beta} 
\end{equation}

\begin{equation}
- \sum_{i \in B} \frac{V_{i\alpha} V_{i\beta}}{\sigma_1^2(B)} - \sum_{i,j \in B, i \neq j} v_{ija}v_{ji\beta}
\end{equation}

The last two terms in (2.7) will play a key role in estimating linear terms of $v_{ija}$ ($i, j \in B$) in our proof of Theorem 1.1 in the next section.

**Corollary 2.2.** Let $u \in C^{3,1}(\Omega)$ be a convex function. $W(x) = (u_{ij}(x)), x \in \Omega$ and $l = \min_{x \in \Omega} \text{rank}(W(x))$. Then the function $q(x) = q(W(x))$ defined in (2.1) is in $C^{3,1}(\Omega)$.

The rest of this section is devoted to proving Proposition 2.1, and it involves some subtle analysis of the function $q$. The proof of Corollary 2.2 will be given at the end of this section. In preparation, several well known lemmas are listed. For the sake of completeness, proofs are provided. If $W$ is any $n \times n$ diagonal matrix, denote by $(W|i)$ the $(n-1) \times (n-1)$ matrix with $i$th row and $i$th column deleted, and $(W|ij)$ the $(n-2) \times (n-2)$ matrix with $i, j$th rows and $i, j$th columns deleted.

**Lemma 2.3.** Suppose $W$ is diagonal. Then we have
\begin{equation}
q^{ij} = \begin{cases} 
\frac{\sigma_{l+1}(W)\sigma_{l+1}(W|i) - \sigma_{l+2}(W)\sigma_l(W|i)}{\sigma^2_{l+1}(W)}, & \text{if} \ i = j \\
0, & \text{if} \ i \neq j
\end{cases}
\end{equation}

(a) if $i = m, j = k, i \neq j$, then
\begin{equation}
q_{ij,km} = -\frac{\sigma_l(W|ij)}{\sigma_l(W)} + \frac{\sigma_{l+2}(W)\sigma_{l-1}(W|ij)}{\sigma^2_{l+1}(W)}
\end{equation}

(b) if $i = j = k = m$, then
\begin{equation}
q_{ij,km} = -2\frac{\sigma_l(W|i)}{\sigma^2_{l+1}(W)}[\sigma_{l+1}(W)\sigma_{l+1}(W|i) - \sigma_l(W|i)\sigma_{l+2}(W)]
\end{equation}
(c). if \( i = j, k = m, i \neq k \), then
\[
q_{ij,km} = \frac{\sigma_l(W|ik)}{\sigma_{l+1}(W)} - \frac{\sigma_{l+1}(W|i)\sigma_l(W|k)}{\sigma_{l+1}^2(W)} - \frac{\sigma_{l+1}(W|k)\sigma_l(W|i)}{\sigma_{l+1}^2(W)}
- \frac{\sigma_{l+2}(W)\sigma_{l-1}(W|ik)}{\sigma_{l+1}^2(W)} + 2\frac{\sigma_{l+2}(W)\sigma_l(W|i)\sigma_l(W|k)}{\sigma_{l+1}^3(W)}
\]

(d). otherwise
\[
q_{ij,km} = 0
\]

**Proof.** Since \( W \) is diagonal, it follows from Proposition 2.2 in [17]
\[
\frac{\partial \sigma_\gamma(W)}{\partial v_{ij}} = \begin{cases}
\sigma_{\gamma-1}(W|i), & \text{if } i = j \\
0, & \text{if } i \neq j
\end{cases}
\]
and
\[
\frac{\partial^2 \sigma_\gamma(W)}{\partial v_{ij} \partial v_{km}} = \begin{cases}
\sigma_{\gamma-2}(W|ik), & \text{if } i = j, k = m, i \neq k \\
-\sigma_{\gamma-2}(W|ij), & \text{if } i = m, j = k, i \neq j \\
0, & \text{otherwise}
\end{cases}
\]
for \( 1 \leq \gamma \leq n \). We obtain thus
\[
\sigma_{l+1}^{ij} = \frac{\partial \sigma_{l+1}}{\partial W_{ij}} = \begin{cases}
\sigma_l(W|i), & \text{if } i = j \\
0, & \text{if } i \neq j
\end{cases}
\]
and
\[
\sigma_{l+1}^{ij,km} = \frac{\partial^2 \sigma_{l+1}}{\partial W_{ij} \partial W_{km}} = \begin{cases}
\sigma_{l-1}(W|ik), & \text{if } i = j, k = m, i \neq k \\
-\sigma_{l-1}(W|ij), & \text{if } i = m, j = k, i \neq j \\
0, & \text{otherwise}
\end{cases}
\]
(2.8)

Direct computation yields
\[
q_{ij} = \frac{1}{\sigma_{l+1}(W)} \frac{\partial \sigma_{l+2}(W)}{\partial v_{ij}} - \frac{\sigma_{l+2}(W) \partial \sigma_{l+1}(W)}{\sigma_{l+1}^2(W)}
\]
and
\[
q_{ij,km} = \frac{1}{\sigma_{l+1}(W)} \frac{\partial^2 \sigma_{l+2}(W)}{\partial v_{ij} \partial v_{km}} - \frac{1}{\sigma_{l+1}^2(W)} \frac{\partial \sigma_{l+2}(W)}{\partial v_{ij}} \frac{\partial \sigma_{l+1}(W)}{\partial v_{km}}
- \frac{1}{\sigma_{l+1}^2(W)} \frac{\partial \sigma_{l+2}(W)}{\partial v_{km}} \frac{\partial \sigma_{l+1}(W)}{\partial v_{ij}}
- \frac{\sigma_{l+2}(W)}{\sigma_{l+1}^2(W)} \frac{\partial^2 \sigma_{l+1}(W)}{\partial v_{ij} \partial v_{km}}
+ 2\frac{\sigma_{l+2}(W) \partial \sigma_{l+1}(W)}{\sigma_{l+1}^3(W)} \frac{\partial \sigma_{l+1}(W)}{\partial v_{km}}
\]
(2.10)

The lemma follows from (2.9) and (2.10). \( \square \)
Lemma 2.4. Suppose $W$ is diagonal, then

$$q_{ij} = \begin{cases} \frac{\sigma_2^2(B|i) - \sigma_2(B|i)}{\sigma_1^2(B)} + O(\phi), & \text{if } i = j \in B \\ O(\phi), & \text{if } i = j \in G \\ 0, & \text{if } i \neq j. \end{cases}$$

Furthermore $q_{ij,km}$ can be computed as follows:

1. If $i, j, k, m \in G$,
   $$q_{ij,km} = O(\phi).$$

2. If $j \in G, i \in B$,
   $$q_{ji,ij} = q_{ij,ji} = -\frac{\sigma_1^2(B|i) - \sigma_2(B|i)}{\sigma_1^2(B)v_{jj}} + O(\phi).$$

3. If $i, j \in B, i \neq j$,
   $$q_{ij,ji} = -\frac{1}{\sigma_1(B)} + O(1).$$

4. If $i \in B$,
   $$q_{ii,ii} = -\frac{2}{\sigma_1^2(B)}(\sigma_1(B)\sigma_1(B|i) - \sigma_2(B)) + O(1).$$

5. If $i \in B, k \in G$,
   $$q_{kk,ii} = q_{ii,kk} = O(1).$$

6. If $i, k \in B, i \neq k$,
   $$q_{ii,kk} = \frac{2\sigma_2(B) - \sigma_1^2(B) + (v_{ii} + v_{kk})\sigma_1(B)}{\sigma_1^3(B)} + O(1).$$

7. otherwise
   $$q_{ij,km} = 0.$$

Proof. From [17], for $W = (G, B)$ and $\gamma \geq l$,

$$\sigma_\gamma(W) = \sum_{k=0}^{l} \sigma_k(G)\sigma_{\gamma-k}(B),$$

and

$$\sigma_\gamma(W|i) = \sum_{k=0}^{l} \sigma_k(G)\sigma_{\gamma-k}(B|i), \quad \text{for } i \in B;$$

$$\sigma_\gamma(W|i) = \sum_{k=0}^{l-1} \sigma_k(G|i)\sigma_{\gamma-k}(B), \quad \text{for } i \in G.$$
\[
\sigma_\gamma(W|ij) = \sum_{k=0}^{l-2} \sigma_k(G|ij) \sigma_{\gamma-k}(B), \quad \text{for } i, j \in G;
\]
\[
\sigma_\gamma(W|ij) = \sum_{k=0}^{l-1} \sigma_k(G|i) \sigma_{\gamma-k}(B|j), \quad \text{for } i \in G, j \in B
\]
\[
\sigma_\gamma(W|ij) = \sum_{k=0}^{l} \sigma_k(G) \sigma_{\gamma-k}(B|ij), \quad \text{for } i, j \in B,
\]
where \( \sigma_{\gamma-k}(B) = 0 \) if \( \gamma - k > n - l \). The lemma follows directly from lemma 2.3 and above formulae.

Next lemma provides an estimate for third order derivatives of convex functions.

**Lemma 2.5.** Assume \( v \in C^{3,1}(\Omega) \) is a convex function. Then there exists a positive constant \( C \) depending only on \( \text{dist}(\Omega, \partial \Omega) \) and \( \|v\|_{C^{3,1}(\Omega)} \) such that
\[(2.11) \quad |v_{i\alpha}(x)| \leq C \left( \sqrt{v_{ii}(x)} + \sqrt{v_{jj}(x)} \right) \]
for all \( x \in \Omega \) and \( 1 \leq i, j, \alpha \leq n \).

**Proof.** It follows from convexity of \( v \) that for any direction \( \eta \in \mathbb{R}^n \) with \( |\eta| = 1 \)
\[
v_{i\eta}(x) \geq 0
\]
for all \( x \in \Omega \). It’s well known that for any nonnegative \( C^{1,1} \) function \( h \), \( |\nabla h(x)| \leq C h^{1/2}(x) \) for all \( x \in \Omega \), where \( C \) depends only on \( \|h\|_{C^{1,1}(\Omega)} \) and \( \text{dist}(\Omega, \partial \Omega) \) (e.g., see [29]). Hence
\[
|v_{i\eta\alpha}(x)| \leq C \sqrt{v_{i\eta}(x)}.
\]
where \( C \) is a positive constant depending only on \( \text{dist}(\Omega, \partial \Omega) \) and \( \|v_{i\eta}\|_{C^{1,1}(\Omega)} \) (which can be controlled by \( \|u\|_{C^{3,1}(\Omega)} \)). Now set \( \eta = i \) if \( i = j \) and \( \eta = \frac{1}{\sqrt{2}} (e_i + e_j) \) if \( i \neq j \). The proof of Lemma 2.5 is complete.

**Proof of Proposition 2.1.** Let us divide \( \sum_{i,j,k,m} q^{i,j,k,m} v_{i\alpha} v_{km\beta} \) into three parts according to Lemma 2.3:
\[(2.12) \quad \sum_{i,j,k,m} q^{i,j,k,m}(W(z)) v_{i\alpha} v_{km\beta} = I_{\alpha\beta} + II_{\alpha\beta} + III_{\alpha\beta}, \]
where
\[
I_{\alpha\beta} = \sum_{i \neq j} q^{i,j,i} v_{i\alpha} v_{j\beta},
\]
\[
II_{\alpha\beta} = \sum_{i=1}^{n} q^{i,i,i} v_{ii\alpha} v_{ii\beta}
\]
and
\[ III_{\alpha\beta} = \sum_{i \neq k} q^{ii,kk}_{\alpha} \sum_{i} v_{i}^{\alpha} v_{k}^{\beta}. \]

Lemma 2.4 yields (using Lemma 2.5 and \( \lambda_i = O(\phi) \))
\[
I_{\alpha\beta} = (\sum_{i,j \in G, i \neq j} + \sum_{i \in B, j \in G} + \sum_{j \in B, i \in G} + \sum_{i,j \in B, i \neq j}) q^{ij,ji}_{\alpha} v_{ij}^{\alpha} v_{ji}^{\beta}
\]
\[ = O(\phi) + O(\sum_{i,j \in B} |\nabla v_{ij}|) - \frac{1}{\sigma_1(B)} \sum_{i,j \in B, i \neq j} v_{ij} v_{ji}^{\beta} \]
(2.13)
\[-2 \sum_{i \in B, j \in G} \frac{\sigma_2^2(B) - \sigma_1^2(B)}{\sigma_1^2(B)} v_{ij} v_{ji}^{\beta}. \]

Again from Lemma 2.4
\[
II_{\alpha\beta} = (\sum_{i \in G} + \sum_{i \in B}) q^{ii,ii}_{\alpha} v_{ii}^{\alpha} v_{ii}^{\beta}
\]
(2.14)
\[ = O(\phi) + O(\sum_{i,j \in B} |\nabla v_{ij}|) - 2 \sum_{i \in B} \frac{\sigma_1(B) \sigma_1(B|i) - \sigma_2(B)}{\sigma_1^2(B)} v_{ii} v_{ii}^{\beta} \]
and
\[
III_{\alpha\beta} = (\sum_{i,j \in G, i \neq j} + \sum_{i \in B, j \in G} + \sum_{j \in B, i \in G} + \sum_{i,j \in B, i \neq j}) q^{ij,jj}_{\alpha} v_{ij}^{\alpha} v_{jj}^{\beta}
\]
(2.15)
\[ = O(\phi) + O(\sum_{i,j \in B} |\nabla v_{ij}|) + \sum_{i,j \in B, i \neq j} \frac{2 \sigma_2(B) - \sigma_1^2(B) + (v_{ii} + v_{jj}) \sigma_1(B)}{\sigma_1^2(B)} v_{ii} v_{jj}^{\beta}. \]

The algebraic identity
\[
\sum_{i,j \in B, i \neq j} [2 \sigma_2(B) - \sigma_1^2(B) + (v_{ii} + v_{jj}) \sigma_1(B)] v_{ii} v_{jj}^{\beta}
\]
\[ -2 \sum_{i \in B} [\sigma_1(B) \sigma_1(B|i) - \sigma_2(B|i)] v_{ii} v_{ii}^{\beta} \]
(2.16)
\[ = - \sum_{i \in B} (\sigma_1(B) v_{ii} - v_{ii} \sum_{j \in B} \sigma_1(B)v_{ij}^{\beta} - v_{ii} \sum_{j \in B} v_{jj}) v_{ii} v_{ii}^{\beta}. \]

implies
\[
II_{\alpha\beta} + III_{\alpha\beta} = O(\phi) + O(\sum_{i,j \in B} |\nabla v_{ij}|) - \frac{\sum_{i \in B} V_{ia} V_{i}^{\beta}}{\sigma_1^2(B)},
\]
(2.17)
where \( V_{ia} \) defined in (2.6).

\( \square \)

**Proof of Corollary 2.2.** We only need to consider a small neighborhood \( \mathcal{O} \) of these points in \( \Omega \) where that the minimal rank is attained. For such fixed point \( z \in \mathcal{O} \), we may assume \( W(z) \)
is diagonal by a rotation. Thus, for any fixed $\alpha$ and $\beta$

\begin{equation}
\frac{\partial^2 q(z)}{\partial x_\alpha \partial x_\beta} = \sum_{i,j} q^{ij}(W(z)) u_{ij,\alpha\beta} + \sum_{i,j,k,m} q^{ij,km}(W(z)) u_{ij\alpha, u_{km\beta}}
\end{equation}

Since $0 \leq \frac{\sigma_1^2(B_{[i]} - \sigma_2(B_{[i]})}{\sigma_1^2(B)} \leq 1$, by Lemma 2.4

$$|q^{ij}(W(z))| \leq C$$

for some constant $C$ under control. This yields the estimate for the first term in (2.18)

$$\|q^{ij}(W(z)) u_{ij,\alpha\beta}\| \leq C \|u\|_{C^{3,1}(\Omega)} \leq C$$

Now treat the second term in (2.18). By Lemma 2.5, for $i,j \in B$

\begin{equation}
|u_{ij\alpha}| \leq C(\sqrt{u_{ii}(x)} + \sqrt{u_{jj}(x)}) \leq C \sqrt{\sigma_1(B)}.
\end{equation}

Noting that $u_{jj} \geq C > 0$, $j \in G$ and $0 \leq \frac{\sigma_1^2(B_{[i]} - \sigma_2(B_{[i]})}{\sigma_1^2(B)} \leq 1$. From Proposition 2.1 it now follows that,

$$\left| \frac{\partial^2 q(W(z))}{\partial x_\alpha \partial x_\beta} \right| \leq C$$

for all $z \in \mathcal{O}$. \qed

3. A STRONG MAXIMUM PRINCIPLE

In this section, we prove a strong maximum principle for $\phi$ defined in (2.2) for equation (1.2). The same result for equation (1.6) could be proved making Theorem 1.1 a corollary of Theorem 1.2. However we prefer to work on elliptic case first. With some minor modifications, the parabolic version will be proved at the end of next section.

Denote by $S^n$ the set of all real symmetric $n \times n$ matrices, and denote by $S^n_+ \subset S^n$ to be the set of all positive definite symmetric $n \times n$ matrices. Let $\mathbb{O}_n$ be the space consisting all $n \times n$ orthogonal matrices. Define

$$S_{n-1} = \{ Q \left( \begin{array}{cc} 0 & 0 \\ 0 & B \end{array} \right) Q^T \mid \forall Q \in \mathbb{O}_n, \forall B \in S^{n-1} \},$$

and for given $Q \in \mathbb{O}_n$,

$$S_{n-1}(Q) = \{ Q \left( \begin{array}{cc} 0 & 0 \\ 0 & B \end{array} \right) Q^T \mid \forall B \in S^{n-1} \}.$$

Therefore $S_{n-1}, S_{n-1}(Q) \subset S^n$. For any function $F(r,p,u,x)$, we denote

$$F_{\alpha\beta} = \frac{\partial F}{\partial r_{\alpha\beta}}, \quad F_u = \frac{\partial F}{\partial u}, \quad F_{x_\gamma} = \frac{\partial F}{\partial x_\gamma}, \quad F_{\alpha\beta,\gamma\eta} = \frac{\partial^2 F}{\partial r_{\alpha\beta}\partial r_{\gamma\eta}}, \quad F_{\alpha\beta,u} = \frac{\partial^2 F}{\partial r_{\alpha\beta}\partial u}, \quad F_{\alpha\beta,x_k} = \frac{\partial^2 F}{\partial r_{\alpha\beta}\partial x_k}$$

\begin{equation}
F^{\alpha\beta}_{u,u} = \frac{\partial^2 F}{\partial u^2}, \quad F^{\alpha\beta}_{u,x_\gamma} = \frac{\partial^2 F}{\partial u \partial x_\gamma}, \quad F^{\alpha\beta}_{x_\gamma,x_\delta} = \frac{\partial^2 F}{\partial x_\gamma \partial x_\delta}.
\end{equation}
For any $p$ fixed and $Q \in O_n$, $(A, u, x) \in S_{n-1}(Q) \times \mathbb{R} \times \mathbb{R}^n$, we set
$$X_F^* = (F^\alpha\beta(A, p, u, x), -F^u(A, p, u, x), -F^{x_1}(A, p, u, x), \cdots, -F^{x_n}(A, p, u, x))$$
as a vector in $S^n \times \mathbb{R} \times \mathbb{R}^n$. Set
$$\Gamma_{X_F^*}^1 = \{ \tilde{X} \in S_{n-1}(Q) \times \mathbb{R} \times \mathbb{R}^n \mid \langle \tilde{X}, X_F^* \rangle = 0 \}.$$Let $B \in S_{n-1}^+, A = B^{-1}$ and
$$\tilde{B} = \begin{pmatrix} 0 & 0 \\ 0 & B \end{pmatrix}, \quad \tilde{A} = \begin{pmatrix} 0 & 0 \\ 0 & A \end{pmatrix}.$$
For any given $Q \in O_n$ and $\tilde{X} = ((X_{ij}), Y, Z_1, \cdots, Z_n) \in S_{n-1}(Q) \times \mathbb{R} \times \mathbb{R}^n$, we define a quadratic form
$$Q^*(\tilde{X}, \tilde{X}) = \sum_{i,j,k,l=1}^n F^{ij,kl} X_{ij} X_{kl} + 2 \sum_{i,j,k,l=1}^n F^{ij}(Q \tilde{A} Q^T)_{kl} X_{ik} X_{jl} + \sum_{i,j=1}^n F^{x_i,x_j} Z_i Z_j$$
$$-2 \sum_{i,j,k=1}^n F^{ij,u} X_{ij} Y - 2 \sum_{i,j,k=1}^n F^{ij,x_k} X_{ij} Z_k + 2 \sum_{i=1}^n F^{u,x_i} Y Z_i + F^{u,u} Y^2,$$
where functions $F^{ij,kl}, F^{ij}, F^{u,u}, F^{ij,u}, F^{ij,x_k}, F^{u,x_i}, F^{x_i,x_j}$ are evaluated at $(Q \tilde{B} Q^T, p, u, x)$.

We first state a lemma to be proven in next section (after Corollary 4.2).

**Lemma 3.1.** If $F$ satisfies condition (1.4), then for each $p \in \mathbb{R}^n$,
$$Q^*(\tilde{X}, \tilde{X}) \geq 0, \forall \tilde{X} \in \Gamma_{X_F^*}^1.$$Roughly speaking, the condition $Q^*(\tilde{X}, \tilde{X}) \geq 0, \forall \tilde{X} \in \Gamma_{X_F^*}^1$ is equivalent to the convexity of level set $\{(A, u, x) \mid F(A^{-1}, p, u, x) = 0\}$ for each $p$ fixed (implied in the proof of Lemma 4.1 in the next section). By restricting $A \in S_{n-1}(Q)$, we reduce dimension requirement for $A$. This is useful in some applications, in particular when $n = 2$. We refer the next section for further discussions.

The following theorem is the core result of this paper. Theorem 1.1 is a direct consequence of Theorem 3.2 and Lemma 3.1.

**Theorem 3.2.** Suppose that the function $F$ satisfies conditions (1.3) and (3.4) and let $u \in C^3(\Omega)$ is a convex solution of (1.2). If $\nabla^2 u$ attains its minimum rank $l$ at certain point $x_0 \in \Omega$, then there exist a neighborhood $\mathcal{O}$ of $x_0$ and a positive constant $C$ independent of $\phi$ (defined in (2.2)), such that
$$\sum_{\alpha,\beta} F^{\alpha\beta} \phi_{\alpha\beta}(x) \leq C(\phi(x) + |\nabla \phi(x)|), \quad \forall x \in \mathcal{O}.$$
In turn, \( \nabla^2 u \) is of constant rank in \( \mathcal{O} \). Moreover, for each \( x_0 \in \Omega \), there exist a neighborhood \( \mathcal{U} \) of \( x_0 \) and \( (n - l) \) fixed directions \( V_1, \cdots, V_{n-l} \) such that \( \nabla^2 u(x)V_j = 0 \) for all \( 1 \leq j \leq n-l \) and \( x \in \mathcal{U} \).

**Proof of Theorem 3.2.** Let \( u \in C^{3,1}(\Omega) \) be a convex solution of equation (1.2) and \( W(x) = (u_{ij}(x)) \). Let \( z_0 \in \Omega \) be a point where \( W = (\nabla^2 u) \) attains minimal rank \( l \). We may assume \( l \leq n - 1 \), otherwise there is nothing to prove. As in the previous section, pick an open neighborhood \( \mathcal{O} \) of \( z_0 \), for any \( x \in \mathcal{O} \), let \( G = \{ n - l + 1, n - l + 2, \ldots, n \} \) and \( B = \{ 1, \ldots, n - l \} \) be the “good” and “bad” sets of indices for eigenvalues of \( \nabla^2 u(x) \) respectively.

Setting \( \phi \) as (2.2), then we see from Corollary 2.2 that \( \phi \in C^{1,1}(\mathcal{O}) \),

\[
\phi(x) \geq 0, \ \phi(z_0) = 0
\]

and there is a constant \( C > 0 \) such that for all \( x \in \mathcal{O} \),

\[
\frac{1}{C} \sigma_1(B)(x) \leq \phi(x) \leq C \sigma_1(B)(x), \quad \frac{1}{C} \sigma_1(B)(x) \leq \sigma_{l+1}(W(x)) \leq C \sigma_1(B)(x).
\]

Fix a point \( z \in \mathcal{O} \) and prove (3.5) at \( z \). For each \( x \in \mathcal{O} \) fixed, letting \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \) be the eigenvalues of \( W(z) = (u_{ij}(z)) \) at \( z \), one may assume \( W(z) = (u_{ij}(z)) \) is diagonal with proper choice of orthonormal coordinates, and \( u_{ii}(z) = \lambda_i, i = 1, \cdots, n \).

Again, as in the previous section, we will avoid \( \sigma_{l+1}(W) = 0 \) by considering \( W_{\epsilon} \) (defined in (2.3)) for \( \epsilon > 0 \) sufficient small, with \( W_{\epsilon} = W + \epsilon I, G_{\epsilon} = (\lambda_{n-l+1} + \epsilon, \ldots, \lambda_{n} + \epsilon), B_{\epsilon} = (\lambda_1 + \epsilon, \ldots, \lambda_{n-l} + \epsilon) \). Note that \( W_{\epsilon} \) is the Hessian of function \( u_{\epsilon}(x) = u(x) + \frac{\epsilon}{2} |x|^2 \). This function \( u_{\epsilon}(x) \) satisfies equation

\[
F(\nabla^2 u_{\epsilon}, \nabla u_{\epsilon}, u_{\epsilon}, x) = R_{\epsilon},
\]

where \( R_{\epsilon}(x) = F(\nabla^2 u_{\epsilon}, \nabla u_{\epsilon}, u_{\epsilon}, x) - F(\nabla^2 u, \nabla u, u, x) \). Since \( u \in C^{3,1} \), we have

\[
|R_{\epsilon}(x)| \leq C \epsilon, \quad |\nabla R_{\epsilon}(x)| \leq C \epsilon, \quad |\nabla^2 R_{\epsilon}(x)| \leq C \epsilon, \quad \forall x \in \mathcal{O}.
\]

We will work on equation (3.6) to obtain the differential inequality (3.5) for \( \phi_{\epsilon} \) defined in (2.3) with constant \( C_1, C_2 \) independent of \( \epsilon \). Theorem 3.2 would follow by letting \( \epsilon \to 0 \).

Set \( v = u_{\epsilon} \), in the rest of this section. Write \( W \) for \( W_{\epsilon} \), \( G \) for \( G_{\epsilon} \), \( B \) for \( B_{\epsilon} \), \( q \) for \( q_{\epsilon} \) and \( \phi \) for \( \phi_{\epsilon} \), with the understanding that all the estimates will be independent of \( \epsilon \). Note that (2.5) implies

\[
\epsilon \leq C \phi(x), \quad \text{for all } x \in \mathcal{O},
\]

and \( v \) satisfies the equation

\[
F(\nabla^2 v, \nabla v, v, x) = R(x),
\]

with \( R(x) \) under control as follows:

\[
|\nabla^j R(x)| \leq C \phi(x), \quad \text{for all } j = 0, 1, 2, \quad \text{and for all } x \in \mathcal{O}.
\]
Then
\[ \phi_\alpha = \frac{\partial \phi}{\partial x_\alpha} = \phi^{ij} v_{ij\alpha}, \quad \phi_{\alpha\beta} = \frac{\partial^2 \phi}{\partial x_\alpha \partial x_\beta} = \phi^{ij} v_{ij\alpha\beta} + \phi^{ij,km} v_{ij\alpha} v_{km\beta}. \]

Differentiate equation (3.9) in \( x_i \) and then \( x_j \) and use (3.10) to obtain

\begin{equation}
\tag{3.11}
\sum_{\alpha\beta} F^{\alpha\beta} v_{\alpha\beta i} + \sum_k F^{qk} v_{ki} + F^v v_i + F^x_i = O(\phi),
\end{equation}

\begin{equation}
\sum_{\alpha\beta} F^{\alpha\beta} v_{\alpha\beta ij} + \sum_{\alpha\beta} v_{\alpha\beta i} \sum_{\gamma\eta} F^{\alpha\beta,\gamma\eta} v_{\gamma\eta j} + \sum_k F^{qk} v_{kj} + F^{\alpha\beta, x} v_j + F^{\alpha\beta, x_j} + F^v v_{ij} + \sum_{\alpha\beta} v_{\alpha\beta j}
\tag{3.12}
\end{equation}

\begin{equation}
\sum_k F^{qk} v_{kj} + 2 \sum_l F^{qk, q} v_{kj} + 2 \sum F^{qk, v} v_{kj} + 2 \sum F^{qk, x} v_{kj} \bigg] + O(\phi)
\end{equation}

As \( v_{\alpha\beta ij} = v_{ij\alpha\beta} \) (this will have to be modified later by a commutator formula when we deal with symmetric curvature tensors on general manifolds), we get

\begin{equation}
\sum_{\alpha\beta} F^{\alpha\beta} \phi_{\alpha\beta} = \sum_{\alpha\beta} F^{\alpha\beta} \phi^{ij} v_{ij\alpha\beta} + \sum_{\alpha\beta} F^{\alpha\beta} \phi^{ij, km} v_{ij\alpha} v_{km\beta} - \sum \phi^{ij} F^{qk} v_{kj} - \sum \phi^{ij} [2 \sum F^{\alpha\beta, qk} v_{\alpha\beta} v_{kj} + 2 \sum F^{qk, v} v_{kj} + 2 \sum F^{qk, x} v_{kj}]
\tag{3.13}
\end{equation}

\begin{equation}
+ \sum F^{v,v} v_{ij} + \sum F^{v,x} v_{ij} + \sum F^{x,v} v_{ij} + \sum F^{x,x} v_{ij} + O(\phi)
\end{equation}

We will estimate the terms in the right hand side of (3.13). The analysis will be devoted to those third order derivatives terms which have with at least two indices in \( B \). Some of these are linear. Controlling these linear term is the main challenge. This is the place where the function \( q \) in (2.1) plays key role. The concavity results of \( q \) in last section will be used in crucial way. As for the remaining terms in (3.13), we will sort them out in a way such that condition (4.3) can be used to obtain appropriate control.

Note that since \( W = (v_{ij}) \) is diagonal at \( z \), Lemma 2.3 and Lemma 2.4 imply,

\begin{equation}
\phi^{ij}(z) = \begin{cases} 
\sigma_1(G) + \frac{\sigma_1(B|i) - \sigma_2(B|i)}{\sigma_1(B)} + O(\phi), & \text{if } i = j \in B \\
O(\phi), & \text{otherwise}
\end{cases}
\tag{3.14}
\end{equation}
Hence at $z$
\[
\sum_{i,j} \phi^{ij}[F^v v_{ij} + 2 \sum F^{\alpha\beta,q_i} v_{\alpha\beta i} v_{kj} + \sum F^{q_i,q_j} v_{ki} v_{lj} + 2 \sum (F^{q_k,v} v_{ki} v_j + F^{q_k,x} v_{ki})] = \sum_{i=1}^n \phi^{ii}[F^v v_{ii} + 2 \sum F^{\alpha\beta,q_i} v_{\alpha\beta i} v_{ii} + \sum F^{q_i,q_i} v_{ii} v_{ii} + 2 F^{q_i,v} v_{ii} + 2 F^{q_i,x} v_{ii}] = O(\phi) + \sum_{i \in B} \phi^{ii}[F^v + 2 \sum F^{\alpha\beta,q_i} v_{\alpha\beta i} + \sum F^{q_i,q_i} v_{ii} + 2 F^{q_i,v} v_{ii} + 2 F^{q_i,x} v_{ii}]
\]
\[(3.15) \leq O(\phi) + C \sum_{i \in B} (\sigma_1(G) + \frac{\sigma_1^2(B) i - \sigma_2(B_i)}{\sigma_1^2(B)}) v_{ii} = O(\phi),
\]
since $\lambda_i = O(\phi), i \in B$ and $\sigma_{t+1}(W) \geq \sigma_t(G) \sigma_1(B)$. This takes care of the third term on the right hand side of (3.13). For the second term we have
\[
\sum_{i,j \in B} \phi^{ij} F^{q_k} v_{kij} = O(\phi) + \sum_{i,j \in B} \phi^{ij} F^{q_k} v_{kij} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|)
\]
For the third term in (3.13), by (3.14) we have,
\[
\phi^{ij}[F^{\alpha\beta,q \gamma} v_{\alpha\beta i} v_{\gamma \eta j} + 2 F^{\alpha\beta,v} v_{\alpha\beta i} v_j + 2 F^{\alpha\beta,x} v_{\alpha\beta i} v_j + F^{v,v} v_{v} v_j + 2 F^{v,x} v_j + F^{x,x} v_j] = O(\phi) + \sum_{i,j \in B} (|\nabla v_{ij}|) + \sum_{i \in B} (\sigma_1(G) + \frac{\sigma_1^2(B_i) - \sigma_2(B_i)}{\sigma_1^2(B)})
\]
\[
\sum_{\alpha,\beta,\gamma,\eta \in G} F^{\alpha\beta,q \gamma} v_{\alpha\beta i} v_{\gamma \eta j} + 2 \sum_{\alpha,\beta \in G} F^{\alpha\beta,v} v_{\alpha\beta i} v_j + 2 \sum_{\alpha,\beta \in G} F^{\alpha\beta,x} v_{\alpha\beta i} v_j + 2 F^{v,v} v_{v} v_j + 2 F^{v,x} v_j + F^{x,x} v_j
\]
\[(3.17) + F^{v,v} v_{v}^2 + 2 F^{v,x} v_i + F^{x,x} v_i].
\]
Now deal with the term $\sum F^{\alpha\beta,\phi^{i,j,k,m}} v_{i,j,a} v_{k,m} \beta$ in (3.13). Note that
\[
\phi^{i,j,k,m} = \sigma_{t+1}^{i,j,k,m}.
\]
Since $\sigma_{t-1}(W|ij) = O(\phi)$ for $i, j \in G, i \neq j$, for $\alpha, \beta$ fixed, by (2.8),
\[
\sum_{i \neq k} \sigma_{t+1}^{i,j,k,m} v_{i,j,a} v_{k,m} \beta = \sum_{i \neq k} \sigma_{t+1}^{i,k,k} v_{i,a} v_{k,k} \beta + \sum_{i \neq j} \sigma_{t+1}^{i,j,j} v_{i,j} v_{j,j} \beta
\]
\[
= \sum_{i \neq k} \sigma_{t-1}(W|ik) v_{i,a} v_{k,k} \beta - \sum_{i \neq j} \sigma_{t-1}(W|ij) v_{i,j} v_{j,j} \beta
\]
\[
= O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|) - 2 \sum_{i \in B, j \in G} \sigma_{t-1}(G|j) v_{i,j} v_{i,j} \beta.
\]
As \( \sigma_l(G|j) = \frac{\sigma_l(G)}{\lambda_j} \), \( j \in G \), we have

\[
\sigma_{l+1}^{ij,km} v_{ij} v_{km} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|) - 2\sigma_l(G) \sum_{i,j \in B,j \in G} \frac{1}{\lambda_j} v_{ij} v_{ij}.
\]

By Proposition 2.1,

\[
\sum_{i,j,k,m} q^{ij,km} v_{ij} v_{km} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|) - 2 \sum_{i \in B} \frac{\sigma_1^2(B|i) - \sigma_2(B|i)}{\sigma_1^2(B)} v_{ij} v_{ij}
\]

By Condition (1.3), since \( \sum v \in B \), let

\[
\sum_{i,j \in B} \frac{V_{ia} v_{ij}}{\sigma_1^2(B)} - \frac{1}{\sigma_1(B)} \sum_{i,j \in B, i \neq j} v_{ij} v_{ij},
\]

where \( V_{ia} \) is defined in (2.6). We conclude that

\[
\sum F^{\alpha \beta} q^{ij,km} v_{ij} v_{km} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|) - \sum_{\alpha, \beta} F^{\alpha \beta} \left\{ \sum_{i \in B} V_{ia} v_{ij} + \sum_{i,j \in B, i \neq j} v_{ij} v_{ij} \right\}
\]

\[
+ 2 \sum_{\alpha, \beta \in G} \frac{1}{\lambda_j} v_{ij} v_{ij} + 2 \sum_{\alpha, \beta \in G} F^{\alpha \beta, v} v_{\alpha \beta} v_i
\]

(3.18)

Combining (3.15)-(3.18), one reduces (3.13) to

\[
\sum F^{\alpha \beta} \phi_{\alpha \beta} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|) - \sum_{\alpha, \beta} F^{\alpha \beta} \left\{ \sum_{i \in B} V_{ia} v_{ij} + \sum_{i,j \in B, i \neq j} v_{ij} v_{ij} \right\}
\]

\[
- \sum_{i \in B} \left[ \sigma_l(G) + \frac{\sigma_1^2(B|i) - \sigma_2(B|i)}{\sigma_1^2(B)} \right] \sum_{\alpha, \beta, \gamma \in G} F^{\alpha \beta, \gamma \eta} v_{\alpha \beta} v_{\gamma \eta}
\]

(3.19)

\[
+ 2 \sum_{\alpha, \beta \in G} \frac{1}{\lambda_j} v_{ij} v_{ij} + 2 \sum_{\alpha, \beta \in G} F^{\alpha \beta, v} v_{\alpha \beta} v_i
\]

At this point, we have succeeded in regrouping the terms involving third order derivatives in terms of ”B” and ”G”. First consider the last term on the right hand side of (3.19). For each \( i \in B \), let

\[
J_i = \left[ \sum_{\alpha, \beta, \gamma \in G} F^{\alpha \beta, \gamma \eta} v_{\alpha \beta} v_{\gamma \eta} + 2 \sum_{\alpha, \beta \in G} F^{\alpha \beta} \sum_{j \in G} \frac{1}{\lambda_j} v_{ij} v_{ij} \right]
\]

(3.20)

\[
+ 2 \sum_{\alpha, \beta \in G} F^{\alpha \beta} v_{\alpha \beta} v_i + 2 \sum_{\alpha, \beta \in G} F^{\alpha \beta, v} v_{\alpha \beta} v_i + 2 F^{v, v} v_i + F^{x_i, x_i}.
\]

By Condition (1.3), since \( v \in C^{3,1}(so F^{\alpha \beta} \in C^{0,1}) \) and \( \overline{O} \subset \Omega \), there exists a constant \( \delta_0 > 0 \), such that

\[
(3.21) \quad (F^{\alpha \beta}) \geq \delta_0 J_i, \forall y \in O.
\]
In particular $F^{nn} \geq \delta_0$. If $G \neq \emptyset$, so $n \in G$. Since $v_{ik} = \delta_{ik}\lambda_i$ at $z$, (3.11) implies, for $i \in B$

$$\sum_{\alpha, \beta \in G} F^{\alpha\beta} v_{\alpha\beta i} + F^v v_i + F^{x_i} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|).$$

If $G = \emptyset$, (3.11) also yields

$$F^{nn} v_{nni} + F^v v_i + F^{x_i} = O(\phi + \sum_{i,j \in B} |\nabla v_{ij}|),$$

In any case, set $X_{\alpha\beta} = 0$ if either $n - 1 \geq \alpha \in B$ or $n - 1 \geq \beta \in B$,

$$X_{nn} = v_{inn} - \frac{1}{F^{nn}} \sum_{\alpha, \beta \in G} F^{\alpha\beta} v_{\alpha\beta i} + F^v v_i + F^{x_i}, \quad \text{if } G \neq \emptyset$$

$$X_{nn} = v_{inn} - \frac{1}{F^{nn}} [F^v v_i + F^{x_i}], \quad \text{if } G = \emptyset,$$

$X_{\alpha\beta} = v_{i\alpha\beta}$ otherwise, $Y = -v_i$ and $Z_k = -\delta_{ki}$. Thus $(X_{\alpha\beta}) \in S_{n-1}$ (identity matrix) and $\tilde{X} = ((X_{\alpha\beta}), Y, Z_1, \cdots, Z_n) \in \Gamma_{X_F}^\perp$. Condition (3.4) implies

$$J_i \geq -C(\phi + \sum_{i,j \in B} |\nabla v_{ij}|).$$

Since $C \geq \sigma_l(G) + \frac{\sigma_3(B|i) - \sigma_2(B|i)}{\sigma_1(B)} \geq 0$, thus we obtain

$$\sum_{\alpha, \beta} F^{\alpha\beta} \phi_{\alpha\beta} \leq C(\phi + \sum_{i,j \in B} |\nabla v_{ij}|) - \sum_{\alpha, \beta} F^{\alpha\beta} \left( \frac{\sum_{i \in B} V_{i\alpha} V_{i\beta}}{\sigma_1(B)} + \sum_{i,j \in B, i \neq j} v_{ija} v_{ji\beta} \right).$$

The object of the final stage of the proof is to control the term $\sum_{i,j \in B} |\nabla v_{ij}|$ in (3.22) using the remaind terms on the right hand side.

By (3.21),

$$\sum_{\alpha, \beta} F^{\alpha\beta} V_{i\alpha} V_{i\beta} \geq \delta_0 \sum_{\alpha=1}^n V_{i\alpha}^2, \quad \sum_{\alpha, \beta} F^{\alpha\beta} v_{i\alpha} v_{i\beta} \geq \delta_0 \sum_{\alpha=1}^n v_{ija}.$$

Inserting above inequalities into (3.22), we then obtain

$$\sum_{\alpha, \beta} F^{\alpha\beta} \phi_{\alpha\beta} \leq C(\phi + \sum_{i,j \in B} |\nabla v_{ij}|) - \delta_0 \sum_{\alpha=1}^n \left[ \frac{\sum_{i \in B} V_{i\alpha}^2}{\sigma_1(B)} + \frac{\sum_{i,j \in B, i \neq j} |v_{ija}|^2}{\sigma_1(B)} \right].$$

From Lemma 2.4, it follows that

$$\phi_{\alpha} = O(\phi) + \sum_{i \in B} (\sigma_l(G) + \frac{\sigma_3(B|i) - \sigma_2(B|i)}{\sigma_1(B)}) v_{i\alpha}.$$

The key differential inequality (3.5) is the consequence of (3.23) and the following lemma.
Lemma 3.3. Suppose $M \geq \lambda > 0, M \geq \gamma_i \geq \frac{1}{M}, \forall i = 1, \ldots, m$ for some $M > 0$, and suppose that $v_{ija} = v_{jia}, \forall i, j = 1, \ldots, m, \alpha = 1, \ldots, n$. Then there is a constant $C$ depending only on $n$ and $M$, such that for each $\alpha$, for any $D > 0, \delta > 0$

$$\sum_{i,j=1}^{m} |v_{ija}| \leq C(1 + \frac{2D}{\delta} + D)(\sigma_1(\lambda) + |\sum_{i=1}^{m} \gamma_i v_{iia}|) + \frac{\delta}{2D} \sum_{i,j=1}^{m} |v_{ija}|^2 + \frac{C}{D} \sum_{i=1}^{m} V_{ia}^2,$$

where $V_{ia} = v_{iia} \sigma_1(\lambda) - \lambda_i \left( \sum_{j=1}^{m} v_{jja} \right)$.

Proof of Lemma 3.3. Use a trick devised in [14]. For each $\alpha = 1, \ldots, n$ fixed,

$$\sum_{i,j=1}^{m} |v_{ija}| = \sum_{i \neq j} |v_{ija}| + \sum_{i} |v_{iia}|$$

If $i \neq j$, for any $D > 0$, the Cauchy-Schwarz inequality yields

$$|v_{ija}| \leq \frac{D}{2} \delta^{-1} \sigma_1(\lambda) + \frac{\delta}{2D} |v_{ija}|^2$$

The linear terms involving $v_{iia}, i = 1, \ldots, m$ still need to be controlled. Set

$$P = \{i | v_{iia} > 0\}, \ N = \{i | v_{iia} < 0\}, \ R = \{i | v_{iia} = 0\},$$

and consider two separate cases.

Case 1. Either $P = \emptyset$ or $N = \emptyset$. In this case, $v_{iia}$ has the same sign for all $i = 1, \ldots, m$. We derive easily

$$|v_{iia}| \leq C_1 \sum_{i=1}^{m} \gamma_i v_{iia},$$

with $C_1$ under control.

Case 2. $P \neq \emptyset, N \neq \emptyset$. We may assume $\sum_{i \in P} v_{ii} \geq \sum_{j \in N} v_{jj}$ (changing $v_{jia}$ to $-v_{jia}$ if necessary). For $i \in P$,

$$v_{iia} \leq \sum_{k \in P} v_{kka} \leq C_2 \left( \sum_{i=1}^{m} \gamma_i v_{iia} - \sum_{j \in N} v_{jja} \right),$$

for some positive constant $C_2$ under control. At this point, we have reduced the estimation of $v_{iia}, i \in P$ to the estimation of $-v_{jja}, j \in N$.

Claim: If $P \neq \emptyset, N \neq \emptyset$, $\sum_{i \in P} v_{ii} \geq \sum_{j \in N} v_{jj}$, then

$$\left( \sum_{j \in N} v_{jja} \right)^2 \leq \frac{4n^2}{\sigma_1^2(\lambda)} \sum_{i \in B} V_{ia}^2.$$
Assuming the Claim is true, we get for all \( k \in N \),

\[
(3.29) \quad -v_{k\alpha} \leq -\sum_{j \in N} v_{j\alpha} \leq D\sigma_1(\lambda) + \left(\sum_{j \in N} v_{j\alpha}\right)^2 \leq D\sigma_1(\lambda) + \frac{4n^2 \sum_{i \in B} V_{i\alpha}^2}{D\sigma_1^2(\lambda)}.
\]

Consequently we also control terms involving \( v_{i\alpha}, i \in P \) by (3.28).

We now validate the Claim.

Proof of Claim. First, by the Cauchy-Schwarz inequality

\[
\left( \sum_{i \in N} V_{i\alpha} \right)^2 \leq n^2 \sum_{i \in N} V_{i\alpha}^2 \leq n^2 \sum_{i=1}^{m} V_{i\alpha}^2.
\]

It follows from the definitions of the sets \( P, N, R \) and \( V_{i\alpha} \) that

\[
(3.30) \quad -\sum_{i \in N} V_{i\alpha} = \sum_{i \in N} \left( \lambda_i \left( \sum_{j \in N} v_{j\alpha} + \sum_{k \in P} v_{k\alpha} \right) - v_{i\alpha} \right) \leq \left( \sum_{i \in N} \lambda_i \right) \left( \sum_{k \in P} v_{k\alpha} \right) - \left( \sum_{k \in P \cup R} \lambda_k \right) \left( \sum_{i \in N} v_{i\alpha} \right).
\]

Since in this case

\[
\sum_{i \in N} \lambda_i > 0, \sum_{k \in P} v_{k\alpha} > 0, \sum_{j \in N} v_{j\alpha} \leq 0,
\]

all the terms on the right hand side of (3.30) are nonnegative, hence

\[
\left( \sum_{i \in N} V_{i\alpha} \right)^2 \geq \left( \sum_{k \in P \cup R} \lambda_k \right)^2 \left( \sum_{i \in N} v_{i\alpha} \right)^2 \geq \left( \frac{1}{2} \sigma_1(\lambda) \right)^2 \left( \sum_{i \in N} v_{i\alpha} \right)^2 = \frac{\sigma_1^2(\lambda)}{4} \left( \sum_{i \in N} v_{i\alpha} \right)^2.
\]

The lemma is proved. \( \square \)

By Lemma 3.3 and (3.23), there exist positive constants \( C_1, C_2 \) independent of \( \epsilon \), such that

\[
(3.31) \quad \sum_{\alpha, \beta} F^{\alpha\beta} \phi_{\alpha\beta} \leq C_1(\phi + |\nabla \phi|) - C_2 \sum_{i,j \in B} |\nabla v_{ij}|.
\]

Taking \( \epsilon \to 0 \), (3.31) is proven with \( v \) replaced by \( u \). By the Strong Maximum Principle, \( \phi \equiv 0 \) in \( \Omega \). Since \( \Omega \) is flat, following the arguments in [7, 27], for any \( x_0 \in \Omega \), there is a neighborhood \( U \) and \( (n-l) \) fixed directions \( V_1, \cdots, V_{n-l} \) such that \( \nabla^2 u(x)V_j = 0 \) for all \( 1 \leq j \leq n-l \) and \( x \in U \). The proof of Theorem 3.2 is complete. \( \square \)

Remark 3.4. The main step in the above proof is to control linear terms of \( v_{ij\alpha}, i, j \in B \). If \( F \) is symmetric in (1.1), all terms involving \( v_{ij\alpha}, i, j \in B \) are quadratic. In [8], a test function \( \phi(x) = \sigma_{l+1}(\nabla^2 u(x)) + A\sigma_{l+2}(\nabla^2 u(x)) \) was introduced. For \( \tilde{q} = A\sigma_{l+2}(\nabla^2 u(x)) \), it was proved in [8] that

\[
(3.32) \quad \sum_{i,j,k,m} q^{ij,km} v_{ij\alpha} v_{km\beta} = O(\phi) - A \sum_{i,j \in B} v_{ij\alpha} v_{ij\beta}.
\]
The terms on the right hand side of (3.32) were used there to overcome quadratic terms of $v_{ij\alpha}$ ($i,j \in B$). For general $F$ in (1.2), we encounter linear terms of $v_{ij\alpha}$, $i,j \in B$. (3.32) is not good enough. The function $q$ introduced in (2.1) produces (2.7) in Proposition 2.1 which was used in a crucial way in the proof here. It should also be noted that, with Lemma 2.5, the quadratic terms of $v_{ij\alpha}$, $i,j \in B$ can in fact be controlled by $\sigma_{l+1}(\nabla^2 u(x))$. Therefore, all the arguments in [8] can carry through for simpler test function $\phi(x) = \sigma_{l+1}(\nabla^2 u(x))$.

4. Condition (1.4) and discussions

We discuss the convexity condition (1.4) in this section. Write $A^{-1} = (A^{ij})$ for the inverse matrix $A^{-1}$ of positive definite matrix $A$.

Lemma 4.1. $F$ satisfies Condition (1.4) if and only if

$$
\sum_{i,j,k,l=1}^{n} F^{ij,kl}(A,p,u,x)X_{ij}X_{kl} + 2 \sum_{i,j,k,l=1}^{n} F^{ij}(A,p,u,x)A^{kl}X_{ik}X_{jl} + F^{u,u}Y^2
$$

(4.1)

$-2 \sum_{i,j=1}^{n} F^{ij,u}X_{ij}Y - 2 \sum_{i,j,k=1}^{n} F^{ij,x_k}X_{ij}Z_k + 2 \sum_{i=1}^{n} F^{u,x_i}Y Z_i + \sum_{i,j=1}^{n} F^{x_i,x_j}Z_iZ_j \geq 0$

for every $X = (X_{ij}) \in S^n$, $Y \in \mathbb{R}$ and $Z = (Z_i) \in \mathbb{R}^n$.

Proof. From the convexity of $\tilde{F}(B,u,x) = F(B^{-1},p,u,x)$ (for each $p$ fixed),

$$
\sum_{\alpha,\beta,\gamma,\eta=1}^{n} \tilde{F}^{\alpha\beta,\gamma\eta}(B,u,x)\tilde{X}_{\alpha\beta}\tilde{X}_{\gamma\eta} + 2 \sum_{\alpha,\beta=1}^{n} \tilde{F}^{\alpha\beta,u}\tilde{X}_{\alpha\beta}Y + \tilde{F}^{u,u}Y^2
$$

(4.2)

$$
+2 \sum_{\alpha,\beta,k=1}^{n} \tilde{F}^{\alpha\beta,x_k}\tilde{X}_{\alpha\beta}Z_k + \sum_{i,j=1}^{n} \tilde{F}^{x_i,x_j}Z_iZ_j \geq 0
$$

for every $\tilde{X} \in S^n$, $Y \in \mathbb{R}$, $Z = (Z_i) \in \mathbb{R}^n$ and $B \in S^n_+$. A direct computation yields

$$
\tilde{F}^{\alpha\beta}(B,u,x) = -F^{ij}(B^{-1},p,u,x)B^{i\alpha}B^{j\beta},
$$

$$
\tilde{F}^{\alpha\beta,u}(B,u,x) = -F^{ij,u}(B^{-1},p,u,x)B^{i\alpha}B^{j\beta},
$$

$$
\tilde{F}^{\alpha\beta,\gamma\eta}(B,u,x) = F^{ij,kl}(B^{-1},p,u,x)B^{i\alpha}B^{j\beta}B^{k\gamma}B^{l\eta} + F^{ij}(B^{-1},p,u,x)(B^{i\alpha}B^{j\beta}B^{k\gamma} + B^{i\alpha}B^{j\beta}B^{k\gamma}),
$$

Other derivatives can be calculated in a similar way. Substituting these into (4.2), equation (4.1) follows directly. □

Let $Q \in O_n$, define

$$
\tilde{F}_Q(A,u,x) = F(Q \begin{pmatrix} 0 & 0 \\ 0 & A^{-1} \end{pmatrix} Q^T, p,u,x)
$$
for \((A,u,x) \in S^{n-1}_+ \times \mathbb{R} \times \Omega\) and fixed \(p\). Condition (1.4) implies the following condition

\[(4.3) \quad \tilde{F}_Q(A,u,x) \text{ is locally convex}\]

in \(S^{n-1}_+ \times \mathbb{R} \times \Omega\) for any fixed \(n \times n\) orthogonal matrix \(Q\).

The approximation Lemma 4.1 yields

**Corollary 4.2.** Let \(Q \in O_n\). Assume \(F\) satisfies condition (4.3), then

\[(4.4) \quad Q^*(\tilde{X},\tilde{X}) \geq 0,\]

for every \(\tilde{X} = ((X_{ij}), Y, Z_1, \cdots, Z_n) \in S_{n-1}(Q) \times \mathbb{R} \times \mathbb{R}^n\), where \(Q^*\) is defined in (3.3).

In particular, by Corollary 4.2, condition (4.3) implies (3.4). Since condition (1.4) implies (4.3), Lemma 3.1 is a consequence of Corollary 4.2.

Condition (4.3) is weaker than condition (1.4). In particular condition (4.3) is empty when \(n = 1\). There is a wide class of functions which satisfy (4.4). The most important examples are \(\sigma_k\) and \(\sigma_k^l\) \((l > k)\). If \(g\) is non-decreasing and convex, \(F_1, \cdots, F_m\) are in this class, then \(F = g(F_1, \cdots, F_m)\) is also in this class. In particular, if \(F_1 > 0\) and \(F_2 > 0\) are in the class, so is \(F = F_1^\alpha + F_2^\beta\) for any \(\alpha \geq 1, \beta \geq 1\). Another property of condition (4.3) is the following

**Corollary 4.3.** If \(F\) satisfies (4.4), then so does the function \(G(A) = F(A + E)\) for any nonnegative definite matrix \(E\).

We also have the following lemma.

**Lemma 4.4.** Suppose \(n = 2\) and \(F(A) \geq 0\) is symmetric and homogeneous of degree \(k\). If either \(k \leq 0\) or \(k \geq 1\), then \(F\) satisfies (4.4).

**Proof.** Since \(n = 2\), condition (4.4) is equivalent to \(F^{\lambda_2,\lambda_2} \geq 0\). By homogeneity, we have

\[
\sum_{i,j=1}^n F^{\lambda_i,\lambda_j} \lambda_i \lambda_j = k(k-1)F.
\]

\(n = 2\) and \(\lambda_1 = 0\) yields \(F^{\lambda_2,\lambda_2} \lambda_2^2 = k(k-1)F(0, \lambda_2) \geq 0\). \(\Box\)

The simple example \(u = \sum_{i=1}^n x_i^4\), \(F(A) = \sigma_1(A)\) indicates that some condition is needed in Theorem 1.1. If \(F\) is independent of \(x, u\), one may ask if the convexity assumption of \(F(A^{-1}, p)\) for \(A\) in condition (1.4) (or condition (3.4)) is necessary for Theorem 1.1. As remarked earlier, when \(n = 1\), this assumption is not necessary. For general \(n \geq 2\), there is the following theorem.

**Theorem 4.5.** Suppose \(F(A,p)\) is elliptic and \(u\) is a convex solution of

\[(4.5) \quad F(\nabla^2 u, \nabla u) = 0,\]

then \(W = (\nabla^2 u)\) is either of constant rank, or its minimal rank is at least 2. In particular, if \(n = 2\), then \(W\) is of constant rank.
Proof. The proof follows the same lines of proof as Theorem 3.2 with the following observations: condition (4.3) was only used to control $J_i$ as defined in (3.20). Let $l$ be the minimum rank of $W$. If $l = 0$, that is $G = \emptyset$, the proof of Theorem 3.2 works without any change since $F$ is independent of $(u, x)$ in our case. This leaves the case $l = 1$ i.e. $|G| = 1$ and we may assume $\alpha = n \in G$. Note that (3.19) still holds. Since $F(\nabla^2 u, \nabla u) = 0$, and $0 = \nabla_i F(\nabla^2 u, \nabla u) = F^{nn} u_{nni} + O(\phi + \sum_{i,j \in B} |\nabla u_{ij}|)$.

This gives

$$|u_{nni}| \leq C(\phi + \sum_{i,j \in B} |\nabla u_{ij}|).$$

Of course, the treatment of terms involving $u_{ij\beta}$ for $i, j \in B$ follows the same way as in the proof of Theorem 3.2. One may deduce that $W$ is of constant rank. Finally, if $n = 2$, the only other case is $l = 2$. In this case, $W$ is of full rank everywhere. $\square$

Remark 4.6. The above proof of Theorem 4.5 indicates that if the minimal rank of $W$ is either 0 or 1, then the rank of $(\nabla^2 u)$ is the same everywhere. There is no structure condition imposed on $F$ except the ellipticity condition (1.3). This observation will be used in the proof of Theorem 1.6 in the next section. In general, for a nonlinear eigenvalue problem $F(\nabla^2 v) = \lambda v$, the function $u = - \log v$ satisfies equation (4.5) if $F$ is of homogeneous degree of one. This is useful in the study of the log-concavity property (c.f. [6, 28, 10]) of nonlinear eigenvalue problem.

We conclude this section with the proof of Theorem 1.2. We have the following.

**Proposition 4.7.** Let $F$ and $u$ as in Theorem 1.2. For each $0 < t_0 \leq T$, if $\nabla^2 u$ attains minimum rank $l$ at certain point $x_0 \in \Omega$, then there exist a neighborhood $O$ of $x_0$ and a positive constant $C$ independent of $\phi$ (defined in (2.2)), such that for $t$ close to $t_0$, $\sigma_l(u_{ij}(x, t)) > 0$ for $x \in O$, and

$$\sum_{\alpha, \beta} F^\alpha_\beta \phi_{\alpha \beta}(x, t) - \phi_t(x, t) \leq C(\phi(x, t) + |\nabla \phi(x, t)|), \quad \forall x \in O.$$ (4.6)

**Proof of Proposition 4.7.** The proof is similar to the proof of Theorem 3.2. Since $u \in C^3$, the assumptions on $F$ automatically imply $u \in C^4$. Suppose $(\nabla^2 u(x, t_0))$ attains its minimal rank $l$ at some point $x_0 \in \Omega$. We may assume $l \leq n - 1$, otherwise there is nothing to prove. By continuity, $\sigma_l(u_{ij}(x, t)) > 0$ in a neighborhood of $(x_0, t_0)$. With $u_t = F(\nabla^2 u, \nabla u, u, x, t)$, using
the same notations as in the proof of Theorem 3.2, equation (3.12) becomes

\[
\sum_{\alpha \beta} F^{\alpha \beta} v_{\alpha \beta ij} + \sum_{\alpha \beta} v_{\alpha \beta i} \sum_{\gamma \eta} F^{\alpha \beta, \gamma \eta} v_{\gamma \eta j} + \sum_{k} F^{\alpha \beta, q_k} v_{kj} + F^{\alpha \beta, x_j}
\]

\[
+ \sum_{k} F^{q_k} v_{kj} + \sum_{k} v_{ki} \sum_{\alpha \beta} F^{q_k, \alpha \beta} v_{\alpha \beta j} + \sum_{l} F^{q_k, q_l} v_{lj} + F^{q_k, x_j} \]

\[
+ F^v v_{ij} + v \sum_{\alpha \beta} F^{v, \alpha \beta} v_{\alpha \beta j} + \sum_{l} F^{v, q_l} v_{lj} + F^{v, x_j}
\]

(4.7)

\[
\sum_{\alpha \beta} F^{x_i, \alpha \beta} v_{\alpha \beta j} + \sum_{k} F^{x_i, q_k} v_{kj} + F^{x_i, v_j} + F^{x_i, x_j} = O(\phi) + v_{ij, t},
\]

and accordingly, equation (3.13) becomes

\[
\sum_{\alpha \beta} F^{\alpha \beta} \phi_{\alpha \beta} = \sum_{\alpha \beta} F^{\alpha \beta} \phi^{ij} v_{ij \alpha \beta} + \sum_{\alpha \beta} F^{\alpha \beta} \phi^{ij, km} v_{ij \alpha \beta} v_{km \beta}
\]

\[
\sum_{\alpha \beta} F^{\alpha \beta} \phi^{ij} v_{ij \alpha \beta} + \sum_{\alpha \beta} F^{\alpha \beta} \phi^{ij, km} v_{ij \alpha \beta} v_{km \beta} - \sum_{\alpha \beta} \phi^{ij} F^{q_k} v_{kj} - \sum_{\alpha \beta} \phi^{ij} [2 \sum_{\alpha \beta} F^{\alpha \beta, q_k} v_{\alpha \beta i} v_{kj}]
\]

\[
+ F^v v_{ij} + \sum_{\alpha \beta} F^{q_k, q_l} v_{ki v_{lj}} + 2 \sum_{\alpha \beta} F^{q_k, v} v_{ki v_{lj}} + 2 \sum_{\alpha \beta} F^{q_k, x} v_{kj}
\]

\[
- \sum_{\alpha \beta} \phi^{ij} [F^{\alpha \beta, \gamma \eta} v_{\alpha \beta i} v_{\gamma \eta j}] + 2 \sum_{\alpha \beta} F^{\alpha \beta, v} v_{\alpha \beta i} v_{ij} + 2 \sum_{\alpha \beta} F^{\alpha \beta, x} v_{\alpha \beta i}
\]

\[
+ \sum_{\alpha \beta} F^{v, v} v_{ij} + \sum_{\alpha \beta} F^{v, x} v_{ij} + \sum_{\alpha \beta} F^{x_i, x_j} \] + O(\phi) + \sum_{\alpha \beta} \phi^{ij} v_{ij, t}
\]

(4.8)

Note that since \( \phi_t = \sum_{\alpha \beta} \phi^{ij} v_{ij, t} \), equation (4.8) can be written as

\[
\sum_{\alpha \beta} F^{\alpha \beta} \phi_{\alpha \beta} - \phi_t = \sum_{\alpha \beta} F^{\alpha \beta} \phi^{ij, km} v_{ij \alpha \beta} v_{km \beta} - \sum_{\alpha \beta} \phi^{ij} F^{q_k} v_{kj}
\]

\[
- \sum_{\alpha \beta} \phi^{ij} [F^v v_{ij}] + 2 \sum_{\alpha \beta} F^{\alpha \beta, q_k} v_{\alpha \beta i} v_{kj} + \sum_{\alpha \beta} F^{q_k, v} v_{ki v_{lj}} + 2 \sum_{\alpha \beta} F^{q_k, x} v_{kj}
\]

\[
- \sum_{\alpha \beta} \phi^{ij} [F^{\alpha \beta, \gamma \eta} v_{\alpha \beta i} v_{\gamma \eta j}] + 2 \sum_{\alpha \beta} F^{\alpha \beta, v} v_{\alpha \beta i} v_{ij} + 2 \sum_{\alpha \beta} F^{\alpha \beta, x} v_{\alpha \beta i}
\]

\[
+ \sum_{\alpha \beta} F^{v, v} v_{ij} + \sum_{\alpha \beta} F^{v, x} v_{ij} + \sum_{\alpha \beta} F^{x_i, x_j} \] + O(\phi)
\]

(4.9)

The right hand side of (4.9) is the same as the right hand side of (3.13). Using Corollary 4.2 in place of Lemma 3.1 in the proof of Theorem 3.2, the same analysis yields

\[
\sum_{\alpha \beta} F^{\alpha \beta} \phi_{\alpha \beta}(x, t) - \phi_t(x, t) \leq C_1(\phi(x, t) + |\nabla \phi(x, t)|) - C_2 \sum_{i,j \in B} |\nabla v_{ij}|.
\]

(4.10)

\[
\]

Proof of Theorem 1.2. It follows from Proposition 4.7 and the Strong Maximum Principle for parabolic equations that \( \phi \equiv 0 \) locally. That is \( \nabla^2 u(x, t) \) is of constant rank \( l(t) \) for each \( t > 0 \). Since \( \Omega \) is flat, by the arguments in [7, 27], for each \( 0 < t \leq T, x_0 \in \Omega \), there exist a neighborhood \( \mathcal{U} \) of \( x_0 \) and \( (n - l(t)) \) fixed directions \( V_1, \cdots, V_{n-l(t)} \) such that \( \nabla^2 u(x, t) V_j = 0 \)
for all $1 \leq j \leq n - l(t)$ and $x \in U$. Going back to (4.10), we have $\sum_{i,j \in B} |\nabla u_{ij}(x,t)| \equiv 0$ and therefore the null space of $\nabla^2 u$ is parallel.

Remark 4.8. Examining the proof of Theorem 1.1 shows that the local convexity condition in (1.4) is only needed near the set $\mathcal{N} = \{ \det(\nabla^2 u) = 0 \}$. For each $x \in \mathcal{N}$, we let

$$D_u(x) = \{ r \text{ diagonal} \mid r = Q(\nabla^2 u(x))Q^T \text{ for some } Q \in O(n) \}. \tag{4.11}$$

For each $\delta > 0$, set $I^\delta_u(x) = \{ s \mid |s - u(x)| \leq \delta \}$, and

$$\tilde{D}^\delta_u(x) = \{ A \mid \|A^{-1} - r\| \leq \delta, \text{ for some } r \in D_u(x) \}.$$

The condition (1.4) in Theorem 1.1 can be replaced by: there is $\delta > 0$ and for $p = Q\nabla u(x)$ ($Q \in O(n)$),

$$F(A^{-1}, p, u, x) \text{ is locally convex in } (A, u, x) \text{ in } \tilde{D}^\delta_u(x) \times I^\delta_u(x) \times \mathcal{O}. \tag{4.12}$$

Similarly, condition (1.5) and condition (4.3) only need to be valid for $(A, u, x)$ in $\tilde{D}^\delta_u(x) \times I^\delta_u(x) \times \mathcal{O}$ for each $t$. Note that the regularity assumptions on $u$ and $F$ in Theorem 1.2 and Theorem 4.7 can be reduced to $C^2$.

5. Geometric applications

We discuss geometric nonlinear differential equations in this section.

Proposition 5.1. Suppose $F(A, X, \bar{n}, t)$ is elliptic in $A$ and satisfies condition (4.4) for each fixed $\bar{n} \in \mathbb{S}^n$, $t \in [0, T]$ for some $T > 0$. Let $M(t)$ be an oriented immersed connected hypersurface in $\mathbb{R}^{n+1}$ with a nonnegative definite second fundamental form $h(t)$ satisfying equation (1.9). Then $h(t)$ is of constant rank $l(t)$ for each $t \in (0, T]$ and $l(s) \leq l(t)$ for all $0 < s \leq t \leq T$. Moreover the null space of $h$ is parallel for each $t$.

Proof. For $\epsilon > 0$, let $W = (g^{jm}h_{mj} + \epsilon \delta_{ij})$, where $h = (h_{ij})$ is the second fundamental form of $M(t)$. Let $l(t)$ be the minimal rank of $h(t)$. For a fixed $t_0 \in (0, T)$, let $x_0 \in M$ such that $h(t_0)$ attains minimal rank at $x_0$. Set $\phi(x, t) = \sigma_{l+1}(W(x, t)) + \frac{\sigma_{l+2}}{\sigma_{l+1}}(W(x, t))$. By the results of section 2, $\phi$ is in $C^{1,1}$. The proposition will follow if we can establish that there are constants $C_1, C_2$ independent of $\epsilon$ such that

$$F^{ij}_{\phi_{ij} - \phi_t} \leq C_1 \phi + C_2 |\nabla \phi|, \quad \text{near } (x_0, t_0). \tag{5.1}$$

$X = (X^1, \cdots, X^{n+1})$ be the position vector and let $h^2 = (h^i_l h^j_l)$. We note that under (1.9), the Weingarten form $h^j_l = g^{jm}h_{mj}$ satisfies the equation

$$\partial_t h^j_l = \nabla^i \nabla_j F + F(h^2)^i_l. \tag{5.2}$$

The same arguments used in the proof of Theorem 3.2 carry through with some modifications to prove a parabolic version of (3.12) using (5.2). In this case, $W_{ijkm}$ and $W_{kmij}$ may be different.
But as $W$ is Codazzi, the commutator term can be controlled using the Ricci identity. Here $\bar{n}$ replaces $p$ and the Gauss equation will be used. All these terms are controlled by $CW_{ii}$. Notice that $W_{ii} \leq \phi$ for all $i \in B$, so we have the following formula corresponding to (3.19):

$$\sum F^{\alpha\beta}_{i\alpha\beta} - \phi t = O(\phi + \sum_{i,j \in B} |\nabla W_{ij}|) - \frac{1}{\sigma_1(B)} \sum_{i,j \in B} F^{\alpha\beta}_{i\alpha\beta} W_{ij\alpha} W_{ij\beta}$$

$$- \frac{1}{\sigma_1^2(B)} \sum_{i,j \in B} F^{\alpha\beta}_{i\alpha\beta} (W_{i\alpha\sigma_1} - W_{ij\alpha}) (W_{ii\beta\sigma_1} - W_{ij\beta})$$

$$- \sum_{i \in B} [\sigma_1(G) + \frac{\sigma_2^2(B|i) - \sigma_2(B|i)}{\sigma_1^2(B)}] \sum_{\alpha,\beta,\gamma,\eta \in G} F^{\alpha\beta,\gamma\eta}(\Lambda) W_{i\alpha\beta} W_{\gamma\eta} + \sum_{\alpha} F^{X_{i\alpha}} X_{i\alpha}$$

(5.3)  

$$+ 2 \sum_{\alpha \beta \in G} F^{\alpha\beta} \sum_{j \in G} \frac{1}{\lambda_j} W_{ij\alpha} W_{ij\beta} + 2 \sum_{\alpha \beta \in G, \gamma = 1} \sum_{n+1} F^{X_{i\alpha}X_{i\beta}} + \sum_{\gamma, \eta = 1} \sum_{n+1} F^{X_{i\gamma}X_{i\eta}}.$$  

The term involving $X_{ii}$ is controlled by $Ch_{ii}$ (and in turn by $CW_{ii}$) using the Weingarten formula. We obtain

$$\sum F^{\alpha\beta}_{i\alpha\beta} - \phi t = O(\phi + \sum_{i,j \in B} |\nabla W_{ij}|) - \frac{1}{\sigma_1(B)} \sum_{i,j \in B} F^{\alpha\beta}_{i\alpha\beta} W_{ij\alpha} W_{ij\beta}$$

$$- \frac{1}{\sigma_1^2(B)} \sum_{i,j \in B} F^{\alpha\beta}_{i\alpha\beta} (W_{i\alpha\sigma_1} - W_{ij\alpha}) (W_{ii\beta\sigma_1} - W_{ij\beta})$$

$$- \sum_{i \in B} [\sigma_1(G) + \frac{\sigma_2^2(B|i) - \sigma_2(B|i)}{\sigma_1^2(B)}] \sum_{\alpha,\beta,\gamma,\eta \in G} F^{\alpha\beta,\gamma\eta}(\Lambda) W_{i\alpha\beta} W_{\gamma\eta}$$

(5.4)  

$$+ 2 \sum_{\alpha \beta \in G} F^{\alpha\beta} \sum_{j \in G} \frac{1}{\lambda_j} W_{ij\alpha} W_{ij\beta} + 2 \sum_{\alpha \beta \in G, \gamma = 1} \sum_{n+1} F^{X_{i\alpha}X_{i\beta}} + \sum_{\gamma, \eta = 1} \sum_{n+1} F^{X_{i\gamma}X_{i\eta}}.$$  

The right hand side of (5.4) is the same as in (3.19) and the analysis in the proof of Theorem 3.2 can be used to show the right hand side of (5.4) can be controlled by $\phi + |\nabla \phi| - C \sum_{i,j \in B} |\nabla W_{ij}|$.

The theorem follows by the same argument as in the end of the proof of Theorem 4.7. \[\square\]

Note that Theorem 1.5 follows directly from Proposition 5.1 (since equation (1.10) is a special case of equation (1.9) by making $M$ independent of $t$) and a splitting theorem for complete hypersurfaces in $\mathbb{R}^{n+1}$. We now prove Theorem 1.4. In fact, the local convexity condition on $F$ in that theorem can be weakened to condition (4.4).

**Theorem 5.2.** Suppose $F(A, X, \bar{n}, t)$ is elliptic in $A$ and satisfies condition (4.4) for each fixed $\bar{n} \in S^n, t \in [0, T]$ for some $T > 0$. Let $M(t) \subset \mathbb{R}^{n+1}$ be a compact hypersurface satisfying (1.9). If $M_0$ is convex, then $M(t)$ is strictly convex for all $t \in (0, T)$.

**Proof of Theorem 5.2.** First, $M_0$ may be approximated by a strictly convex $M'_0$. By continuity, there is $\delta > 0$ (independent of $\epsilon$), such that there is a solution $M'(t)$ to (1.9) with
$M'(0) = M'_0$ for $t \in [0, \delta]$. We argue that $M'(t)$ is strictly convex for $t \in [0, \delta]$. If not, there is $t_0 > 0$ so that $M'(t)$ is strictly convex for $0 \leq t < t_0$. But there is one point $x_0$ such that $(h_{ij}(x_0, t_0))$ is not of full rank, contradicting Proposition 5.1. Taking $\epsilon \to 0$, we conclude that $M(t)$ is convex for all $t \in [0, \delta]$. This implies that the set $t$ where $M(t)$ is convex is open. It is obviously closed. Therefore, $M(t)$ is convex for all $t \in [0, T]$. Again, by Proposition 5.1, $M(t)$ is strictly convex for all $t \in (0, T]$.

Remark 5.3. If $n = 2$, by Lemma 4.4, if $F(A)$ is homogeneous of degree $k$ for either $k \geq 1$ or $k \leq 0$, then $F$ satisfies condition (4.4) automatically.

Let $(M, g)$ be a Riemannian manifold (not necessary compact). A symmetric 2-tensor $W$ is called a Codazzi tensor if $w_{ijk}$ is symmetric with respect to indices $i, j, k$ in local orthonormal frames. One of the important examples of the Codazzi tensor is the second fundamental form of hypersurfaces.

**Theorem 5.4.** Let $F(A, x)$ is elliptic and $F(A^{-1}, x)$ is locally convex in $(A, x)$. Suppose $(M, g)$ is a connected Riemannian manifold with nonnegative sectional curvature, and $W$ is a semi-positive definite Codazzi tensor on $M$ satisfying equation

$$F(g^{-1}W, x) = 0 \quad \text{on } M,$$

then $W$ is of constant rank and its null space is parallel.

**Proof.** Since the proof is similar to the proof of Theorem 1.1 and we only indicate some necessary modifications.

We use the same notations as in the proof of Theorem 1.1. As before, we set $\phi(x) = \sigma_{l+1}(W(x)) + \frac{\sigma_{l+2}(W(x))}{\sigma_{l+1}(W(x))}$ as in (2.2). As before, we want to establish corresponding differential inequality (3.5) in this case for the Codazzi tensor $W$. We note that all the analysis in Section 3 carries through without any change if we use local orthonormal frames, except for the commutators of derivatives. Since $W$ is Codazzi, we only need to take care of commutators of the form $W_{\alpha\alpha,\beta\beta} - W_{\beta\beta,\alpha\alpha}$. The Ricci identity states

$$W_{\alpha\alpha,\beta\beta} = W_{\beta\beta,\alpha\alpha} + R_{\alpha\beta\alpha\beta}(W_{\alpha\alpha} - W_{\beta\beta}),$$

where $R_{\alpha\beta\alpha\beta}$ are the sectional curvatures of $(M, g)$. Following the same lines of the proof of Theorem 3.2, we have the corresponding differential inequality

$$\sum_{\alpha\beta} F^{\alpha\beta} \phi_{\alpha\beta} \leq C_1(\phi(x) + |\nabla \phi(x)|) - \sigma_l(G) \sum_{\alpha \in G, \beta \in B} F^{\alpha\alpha} R_{\alpha\beta\alpha\beta} W_{\alpha\alpha} - C_2 \sum_{i, j \in B} |\nabla W_{ij}|.$$

Since $R_{\alpha\beta\alpha\beta} \geq 0$, the strong maximum principle implies $\phi \equiv 0$ in $M$. Therefore $W$ is of constant rank $l$. Again, by (5.7), $\sum_{i, j \in B} |\nabla W_{ij}| \equiv 0$, so the null space of $W$ is parallel. \qed
Proof of Theorem 1.6. Deal with case (2) of the theorem first. Let $c = \min_{x \in M} W_s(x)$, where $W_s(x)$ is smallest eigenvalue of $W$ at $x$. Set $\tilde{W} = g^{-1}(W - cg)$. Then $\tilde{W}$ is also a Codazzi tensor, its rank is strictly less than $n$ at some point, and it satisfies

$$
\tilde{F}(\tilde{W}) = F(g^{-1}\tilde{W} + cI) = \text{constant}.
$$

By our assumption, $c \geq 0$, it follows from Corollary 4.3 that $\tilde{F}$ satisfies condition (1.4). For $\phi(x) = \sigma_{t+1}(\tilde{W}(x)) + \frac{\sigma_{t+2}(\tilde{W})}{\sigma_{t+1}(W(x))}$, inequality (5.7) is valid. It follows from the proof of Theorem 3.2 that $\phi \equiv 0$ in $M$. This implies that the left hand side of (5.7) is identically 0, so is the right hand side. By assumption, $R_{\alpha\beta\alpha\beta} > 0$ at some point. It follows that $\tilde{G}$ must be empty, that is $\tilde{W} \equiv 0$.

In case (1) we follow the arguments in the proof of Theorem 4.5 and Remark 4.6. Let $\tilde{W}$ defined as before ($c$ may not be nonnegative in this case). Then $\tilde{W}$ is a semi-positive definite Codazzi tensor with minimal rank strictly less than 2 at some point, satisfying $\tilde{F}(\tilde{W}) = F(g^{-1}\tilde{W} + cI) = 0$, $\tilde{F}$ is elliptic. If $l = 0$, the proof for case (2) carries through without change. Assume $l = 1$, $|\tilde{G}| = 1$. At the given point, we may assume $\tilde{W}$ is diagonal and $n \in G$. Differentiate equation $\tilde{F}(\tilde{W}) = 0$, as in the proof of Theorem 4.5, to obtain

$$
\nabla \tilde{W}_{nn} = O\left(\sum_{i,j \in B} \nabla \tilde{W}_{ij}\right).
$$

Therefore, $\nabla \tilde{W}_{nn}$ can be controlled. It follows from the proof of Theorem 3.2 that inequality (5.7) is valid. In turn, we get $\phi \equiv 0$ in $M$. As in case (2), $R_{\alpha\beta\alpha\beta} > 0$ forces $\tilde{W} \equiv 0$. □

Remark 5.5. In spirit, our results are similar to Hamilton’s strong maximum principle [19] for the tensor equation

$$
W_t = \Delta W + \Phi(W),
$$

under the assumption that $V^T \Phi(W)V \geq 0$ for any null direction of $W$. In our situation, the tensor equation for $W$ is more complicated. For example, in the case of Theorem 4.7, $W = (\nabla^2 u)$ satisfies

$$
W_t = F^{ij}\nabla_i \nabla_j W + \Phi(\nabla W, W, \nabla u, u, x, t),
$$

where $\Phi$ involves $\nabla W, W, \nabla u, u, x, t$. Our main aim is to show that $\Phi$ is controlled by $\phi + |\nabla \phi|$ near the null set of $\phi$.

Remark 5.6. Assume $F$ in (1.9) is nonnegative and depends only on $A$. Set

$$
\lambda_{\min}(t) = \min_{x \in M(t)} \{\text{smallest eigenvalue of } h(x,t)\}, \quad W = (h_j^i(x,t)) - \lambda_{\min}(s)I.
$$
If $W$ has zero eigenvalue at some time $t > s$, using Corollary 4.3 and (5.2), the above argument above can be used to show that

$$\sum_{\alpha,\beta} F^{\alpha\beta} \phi_{\alpha\beta}(x) - \phi_t \leq C_1 \phi(x) + C_2 |\nabla \phi(x)| - \sigma_t(G) \sum_{\alpha \in G, \beta \in B} F^{\alpha\alpha} R^{\alpha\beta}_{\alpha\beta} W_{\alpha\alpha}.$$  

By Theorem 1.4, the sectional curvature of $M(t)$ is strictly positive and therefore the last term in (5.11) must vanish, that is $W \equiv 0$. In turn, Theorem 1.4 can be strengthened as follow:

$$\lambda_{\text{min}}(t) \geq \lambda_{\text{min}}(s), \quad \forall 0 \leq s \leq t \leq T,$$

and if equality holds for some $s < t$, then $(h^j_i(x,t)) = \lambda_{\text{min}}(s) I$ is constant for all $s \leq t$ and for all $x$, that is $M(t)$ is a sphere for all $t \geq s$.

**Remark 5.7.** Applying the same argument as in Remark 4.8, we can weaken the local convexity condition on $F$ in Theorem 1.6 and Theorem 5.4. Let

$$\mathcal{D}_{W(x)} = \{r \text{ diagonal} \mid r = Qg^{-1}(x)W(x)Q^T \text{for some } Q \in O(n)\},$$

$$\tilde{\mathcal{D}}^\delta_{W(x)} = \{A \mid \|A^{-1} - r\| \leq \delta, \text{ for some } r \in \mathcal{D}_{u(x)}\}.$$  

In this case, we only need the condition: there is $\delta > 0$,

$$F(A^{-1}, x) \text{ is locally convex in } \tilde{\mathcal{D}}^\delta_{W(x)} \times \mathcal{O}.$$  

Note that when $M$ is compact, for given Codazzi tensor $W$ on $M$, there exists $\lambda > 0$ such that $\tilde{W} = \lambda g - W \geq 0$ everywhere. If $F(W)$ is concave in $W$, then $\tilde{F}(g^{-1}\tilde{W}) = -F(\lambda I - g^{-1}\tilde{W})$ satisfies condition (5.12).
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