Performance evaluation of FAO Penman-Monteith and best alternative models for estimating reference evapotranspiration in Bangladesh
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ABSTRACT

Proper assessment of reference evapotranspiration \((ET_0)\) is necessary for pastoral activity and water management. The Penman-Monteith FAO56 \((ETF_{pm})\) method has been recommended as the identical \(ET_0\) estimation model; nonetheless, it belongs to a vast climatic data requirement. There is an urgent need to discover an ideal alternate model for evaluating \(ET_0\) in particular places where all climatic data is insufficient. The performances of 15 empirical models were assessed to get the best alternative model by comparing it with the PMF-56 model. These 15 models were evaluated by employing a daily scatter plot and three well known numerical approaches: relative root-mean-square error, mean absolute error and Nash–Sutcliffe coefficient in this study. Furthermore, a linear regression model was implemented to calibrate and validate the empirical models’ performances throughout the 1981–2005 and 2006–2018 time intervals, separately. The outcomes displayed that the \(ET_{pmf}\) rose primarily and declined later on a monthly period with the topmost amount in April and the lowermost amount in January. Overall, the Abtew model was the best alternate method showing the highest determination coefficient values more than 0.85 from January to December. In contrast, the Penman, WMO, Trabert, Valiantzas1, Valiantzas2, Valiantzas3 and Jensen-Haise models presented moderate performances with fewer inaccuracies. Afterwards, modification, the version of the above-described models every month has been upgraded deliberately related to actual. The Abtew model had simplicity in the computation process, only used maximum temperature and solar radiation data and linearly well connected to the PMF-56 model.

1. Introduction

Reference evapotranspiration \((ET_0)\) is the amount of evapotranspiration through a theoretical grass reference crop with an elevation of 0.12 m, a settled and immovable plane resistance of 70 sec m\(^{-1}\) and an albedo of 0.23, vigorously rising, effectively watered, and entirely covering the land (Allen et al., 1998). \(ET_0\) integrates different climatic influences and demonstrates the evaporative necessity of the atmosphere free of crop variety, crop growth and managing exercises (Alexander and Simon Bindoff, 2013). \(ET_0\) has been a crucial factor in climate, agriculture and water sector, and irrigation scheduling and development in the universally acknowledged global warming issue (Smith et al., 1991; Li et al., 2010; Sentelhas et al., 2010). Recently, investigation of \(ET_0\) using the FAO56-PM model has been broadly studied as the FAO56-PM was suggested as a qualified \(ET_0\) calculation procedure by the Food and Agricultural Organization (FAO) (Traore et al., 2010; McVicar et al., 2007; Temesgen et al., 2005; Sumner and Jacobs, 2005; Garcia, 2004). The critical lacking of the PMF-56 method is the prerequisite of large datasets containing the air mean, maximum and minimum temperature, relative humidity, wind speed, and solar radiation. In the areas where the historic long-term climatological data are tough to manage, the FAO56-PM model will not be the most incredible option (Chu et al., 2017). So, the \(ET_0\) calculation method with a lower data necessity and a simple calculation procedure is better to execute. There are four vital empirical models: mass transfer-based, temperature-based, radiation-based, and combined models. The temperature-based Thornthwaite (1948), Blaney and Cridge (1950), and Hargreaves and Samani (1985, 1982) equations had been broadly implemented since
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they mostly use simply-attained temperature data. The radiation-based had been employed too (Slatyer and Mgilroy, 1961). The physically-based combination model was chosen as the qualified ET₀ calculation model by FAO since it nearly estimates ET₀ at the sites assessed (Allen et al., 1998; López-Urrea et al., 2006; Stockle et al., 2004).

Although sufficient research on evapotranspiration in different states has been performed by applying model data, it is very scarce for Bangladesh (Ayub and Miah, 2011; Shahid, 2011; Karim et al., 2008; Mojid et al., 2015). For example, Ayub and Miah (2011) investigated ET₀ in the northwest part (Bogra, Rangpur, Dinajpur, Rajshahi, and Ishwardi) by experimental and PRECIS model's data. Shahid (2011) performed climate data for the timescale of 1961–1990 and MAGICC/SCENGEN output in the identical area to evaluate the necessity of irrigation water. Like Ayub and Miah (2011), Mojid et al. (2015) also researched ET₀ in the same place, but for only two observatories (Bogra and Dinajpur) by applying 21 years (1990–2010) of climatic data.

Bangladesh has been facing the consequence of climate variation (Ali, 1996; Mirza, 2002; Karim and Mimura, 2008; Climate Change Cell, 2008). The fundamental causes of climate change are an unbalanced farming-dependent economy, specific physiographical positions, growing densely populated conditions, and lesser ability of adjustment for its weak infrastructural setup (IPCC, 2007). Dry season (from December to April) rice (Boro) is the chief provider of food kernels for the densely populated nation like Bangladesh and needs an enormous irrigation water volume, provided from groundwater. There is slight or no precipitation in the dry season in the country. So, problems arise from the excess withdrawal of groundwater. Therefore, water level decreasing, rising irrigation and crop manufacture price, raising the magnitude of salinity in nearshore regions, increasing the current arsenic trouble in groundwater, etc. (Rahman et al., 2018). So, the main problem will be the job of intensifying food manufacture in scarcity of water because of change of climate soon. Research on the proper and precise estimation of ET₀ and its shift in Bangladesh trend is needed as ET₀ is a crucial component for evaluating the necessity of irrigation water and therefore can perform an essential act to identify the issue of controlling cultivated water to ensure food safety of Bangladesh. Since the long-term climatological data are tough to manage from Bangladesh’s actual perspective, the ETₚₑₚ model will not be the most acceptable option. Consequently, it is urgent to discover an appropriate, precise, and more straightforward

Figure 1. Location of the study area and the distribution of weather stations used in this study.
substitute empirical method for calculating the $ET_0$ instead of the $ET_{pmf}$ way when the climatological data are absent or incomplete.

As far we know, any inclusive research work was not accepted for analyzing the spatiotemporal trends of monthly $ET_0$ and assessing the acts of other alternative methods for Bangladesh, specifically on a monthly period, which will be the innovation of the present study. For covering the emptiness of knowledge, in current work, 15 broadly used empirical models were selected—including two temperature-based models (Hargreaves–Samani and Berti et al.), three mass transfer-based models (Penman, WMO, and Trabert), six radiation-based models (Makkink, Priestly–Taylor, Jensen–Haise, Abtew, Irmak, and Tabari), and four combined models (Doorenbos-Pruitt, Valiantzas1, Valiantzas2, and Valiantzas3)—based on their climatological involved elements and appropriateness globally. Eventually, two theories were anticipated for the present research work. Firstly, the individual empirical models will provide notably different outcomes to calculate the reference evapotranspiration monthly. Secondly, the linear regression technique will effectually modify the $ET_{pmf}$ models versus the $ET_{pmf}$ model in the study area. Based on the hypotheses above, the essential purposes of the present research work are (1) evaluation of the spatiotemporal variations in the study area. Based on the hypotheses above, the essential purposes of the present research work are (1) evaluation of the spatiotemporal variations of the $ET_{pmf}$ and trends of the $ET_{pmf}$ applying climatic data from the sort outed 25 stations in Bangladesh during 1981–2018 on a monthly timescale; (2) to relate the performance of the 15 selected $ET_{pmf}$ models with the standard $ET_{pmf}$ model to calculate $ET_0$ on a daily period in Bangladesh; (3) to discover a best alternate model against the PMF-56 model, which will be easier in $ET_0$ calculation and use a fewer climatic parameter; and (4) to modify the $ET_0$ using the alternate model with the $ET_{pmf}$ model by adopting linear regression model. The results of the research work will produce significant direction for farming manufacture and hydrological development in Bangladesh.

2. Material and methods

2.1. Study area

Bangladesh, placed in semi-tropics of southeast Asia located among latitude 20°34’N and 26°38’N, and longitude of 88°01’E to 92°41’E (Figure 1). Total entire land belongs to 147,570 km² and maximum portions are alluvial plain exclude a small number of southeastern and eastern hilly regions of the kingdom. By Köppen’s categorization of climate, the total land is occupied by four subgroups: monsoon climate, tropical savanna climate, humid subtropical climate, and humid sub-tropical or subtropical oceanic highland climate (Rashid, 1991). The Winter (December–February), Pre-Monsoon (March–May), Monsoon (June–September) and Post-Monsoon (October–November) are four primary seasons (Khatoon et al., 2016). The mean lowest and highest temperatures are 21.8 and 30.33 °C, separately. Mean smallest temperature differs from 12.5 to 25.7 °C, while the topmost temperature is 25.2–33.2 °C in a monthly period. Bangladesh experienced the most incredible cold condition in January while the most heated situation in April and May month (Rahman and Lateh, 2015). The average annual precipitation belongs to 2488 mm (Rahman et al., 2017) as well as overall precipitation’s approximate eighty percent happens in June, July, and August month (Das et al., 2005). Changes in cloudage, air moisture with air velocity have been detected at different periods of various state.

2.2. Data sources

Historic daily minimum temperature ($T_{min}$) and maximum temperature ($T_{max}$) (°C), relative humidity (RH) (%), wind speed (W.S.) (m sec$^{-1}$), and sunshine hour (SH) (h day$^{-1}$) data had been obtained from 35 weather observatories of Bangladesh Meteorological Department. But long-term climate documentations are not entirely found in each observatory since some observatories are recently launched, and some observatories belong to missing data for prolonged intervals. In the present research work, climatic data from 25 observatories were chosen (Figure 1) to estimate $ET_0$ the selected observatories got 38 years (1981–2018) daily climatic information. Annual means of the sunshine hour (SH), maximum temperature ($T_{max}$), minimum temperature ($T_{min}$), average temperature ($T_{avg}$), relative humidity (R.H.), wind speed (W.S.) and evapotranspiration ($ET_0$) are found 6.19 h, 30.66 °C, 21.32 °C, 25.99 °C, 79.79%, 3.24 m/s and 3.81 mm/day, respectively for Bangladesh during 1981–2018 in present study (Table 1). The absence of extensive volume data of various climatic parameters for a long time in historical records was critical. Most of the observatories get the well standard of temperature and relative humidity data. Still, at the same time sunshine hour and wind speed data were absent for a remarkable quantity of years. The closest adjacent stations’ data had been taken to fulfill the missing data for solving this problem.

| Total BD | SH | Max T | Min T | Avg T | RH | WS | $ET_0$ |
|----------|----|-------|-------|-------|----|----|--------|
| 1981–2018 | 6.19 | 30.66 | 21.32 | 25.99 | 79.79 | 3.24 | 3.81   |

2.3. Estimation of $ET_0$ using the Penman-Monteith FAO-56 model

Allen et al. suggested the Penman-Monteith FAO-56 model in 1998. This model was then acknowledged as the best model to calculate reference evapotranspiration considering the absence of monitoring of lysimeters. It was also approved as supreme qualified universally (Chu et al., 2017; Estevez et al., 2009; Dinapahsh et al., 2011; Jhajharia et al., 2012). The Penman-Monteith FAO-56 model ($ET_{pmf}$) is presented by the below Eq. (1):

$$ET_{pmf} = \frac{0.408\Delta(R_n - G) + \gamma \frac{0.002}{\gamma} u_2 (e_s - e_a)}{\Delta + \gamma(1 + 0.34u_2)}$$

where, $ET_{pmf}$ = reference evapotranspiration [mm day$^{-1}$], $R_n$ = net radiation at the crop surface [MJ m$^{-2}$ day$^{-1}$], $G$ = soil heat flux density [MJ m$^{-2}$ day$^{-1}$], $T$ = mean daily air temperature at 2 m height [°C], $u_2$ = wind speed at 2 m height [m s$^{-1}$], $e_s$ = saturation vapour pressure [kPa], $e_a$ = actual vapour pressure [kPa], $\Delta$ = slope vapour pressure curve [kPa °C$^{-1}$], $\gamma$ = psychrometric constant [kPa °C$^{-1}$].

2.4. Estimation of $ET_0$ using fifteen (15) empirical models

The fifteen (15) empirical $ET_0$ models, those usually performed fine in different areas of the earth, were chosen to relate with the PMF-56 model in the present research work. These models were Hargreaves-Samani and Berti et al. (based on temperature); Penman, WMO, and Trabert (based on mass transfer); Makkink, Priestly–Taylor, Jensen–Haise, Abtew, Irmak and Tabari (based on radiation); and Doorenbos-Pruitt, Valiantzas1, Valiantzas2, and Valiantzas3 (combined). The particular calculations, key involved inconstant, and citations have been displayed by Table 2.

2.5. Performance assessment of fifteen (15) empirical models

Three statistical methods: relative root-mean-square error (RRMSE), mean absolute error (MAE), and the Nash–Sutcliffe coefficient (NS) (Feng et al., 2017; Samaras et al., 2014) were adopted for assessing the performance of the 15 empirical models in this research work. The Eqs. (2), (3), and (4) (mentioned below) were accomplished for this purpose:
Table 2. The original form of the 15 empirical models (abbreviated as ET\textsubscript{emp} models).

| No | Models Input | Models | Equations | References |
|----|--------------|--------|-----------|------------|
| 1  | Hargreaves–Samani | \( R_n, T_{max}, T_{min} \) | \( ET_{emp} = 0.0023 \ (T_{max} + 17.8) (T_{max} - T_{min})^{0.537} / \gamma \) | (Hargreaves and Samani, 1985) |
| 2  | Berti et al. | \( R_n, T_{max}, T_{min} \) | \( ET_{emp} = 0.00193 \ (T_{max} + 17.8) (T_{max} - T_{min})^{0.5} / \lambda \) | (Berti et al., 2014) |

\( \Delta \) Radiation-based

| No | Models Input | Models | Equations | References |
|----|--------------|--------|-----------|------------|
| 3  | Makkink | \( R_n, T \) | \( ET_{emp} = 0.61 \frac{R_n - \Delta \gamma}{\Delta \gamma} + 0.12 \) | Makkink, 1957 |
| 4  | Jensen–Haise | \( R_n, T \) | \( ET_{emp} = -0.025T + 0.08 \frac{R_n}{T} \) | Jensen and Haise, 1963 |
| 5  | Irmak | \( R_n, T \) | \( ET_{emp} = 0.149R_n + 0.079T - 0.611 \) | Irmak et al., 2003 |
| 6  | Tabari | \( R_n, T_{max}, T_{min} \) | \( ET_{emp} = 0.156R_n - 0.0112T_{max} + 0.073T_{min} - 0.478 \) | Tabari et al., 2013 |
| 7  | Priestley–Taylor | \( R_n, T \) | \( ET_{emp} = 1.26 \frac{R_n - G}{\Delta \gamma} \) | Priestley and Taylor, 1972 |
| 8  | Abtew | \( R_n, T_{max}, T_{min} \) | \( ET_{emp} = 1 \frac{R_{n \max}}{55 \Delta \gamma} \) | Abtew, 1996 |

\( \Delta \) Mass transfer-based

| No | Models Input | Models | Equations | References |
|----|--------------|--------|-----------|------------|
| 9  | Penman | \( u_2, e_s-e_a \) | \( ET_{emp} = 0.35 (1 + 0.98/100u_2) (e_s-e_a) \) | Penman, 1948 |
| 10 | WMO | \( u_2, e_s-e_a \) | \( ET_{emp} = 0.1298 + 0.0934u_2 (e_s-e_a) \) | WMO, 1996 |
| 11 | Trabert | \( u_2, e_s-e_a \) | \( ET_{emp} = 3.075u_2^0.5 (e_s-e_a) \) | Trabert, 1896 |

\( \Delta \) Combined

| No | Models Input | Models | Equations | References |
|----|--------------|--------|-----------|------------|
| 12 | Doorenbos and Pruitt | \( R_n, u_2, e_s-e_a \) | \( ET_{emp} = \frac{R_n}{\Delta \gamma} (R_n - G) + 2 \frac{\Delta \gamma}{\Delta \gamma} \left(1 - \frac{0.864u_2}{T_{max} - T_{min}}\right) / \lambda \) | Doorenbos and Pruitt, 1977 |
| 13 | Valiantzas1 | \( R_n, T, RH \) | \( ET_{emp} = 0.0393 R_n - \sqrt{\gamma} + 9.5 \frac{0.19 \ R_n^0.6 \ G^{0.15} + 0.078 (T + 20) (1 - \frac{RH}{100})}{\gamma} \) | Valiantzas, 2013; 2013a |
| 14 | Valiantzas2 | \( R_n, T, T_{min} \) | \( ET_{emp} = 0.0393 R_n - \sqrt{\gamma} + 9.5 \frac{0.19 \ R_n^0.6 \ G^{0.15} + 0.0661 (T + 20) (1.127 - T_{min}^2 - 0.07^2)}{\gamma} \) | Valiantzas, 2013; 2013a |
| 15 | Valiantzas3 | \( R_n, T, RH, u_2 \) | \( ET_{emp} = 0.0393 R_n - \sqrt{\gamma} + 9.5 \frac{0.19 \ R_n^0.6 \ G^{0.15} + 0.078 (T + 20) (1 - \frac{RH}{100}) u_2^{0.7}}{\gamma} \) | Valiantzas, 2013; 2013a |

Note: \( R_n \) is the extraterrestrial radiation (MJ m\(^{-2}\) d\(^{-1}\)), \( R_n \) is the solar radiation (MJ m\(^{-2}\) d\(^{-1}\)), \( R_n \) is the net solar radiation (MJ m\(^{-2}\) d\(^{-1}\)), \( T_{max}, T_{min} \), and \( T_{ave} \) are mean, maximum, and minimum temperature (\( ^\circ \)C), respectively, \( u_2 \) is the wind speed at 2 m height (The unit of \( u_2 \) is in m s\(^{-1}\) in all equations except the Penman model, where \( u_2 \) is in miles d\(^{-1}\)), \( e_s \) and \( e_a \) are saturation and actual vapor pressure, respectively (The units of \( e_s \) and \( e_a \) are in hPa in all equations except the Penman model, where \( e_s \) and \( e_a \) are in mmHg), \( RH \) is the relative humidity (%), \( \Delta \) is the slope of the vapor pressure curve (kPa \( ^\circ \)C\(^{-1}\)), \( \gamma \) is the psychrometric constant (kPa \( ^\circ \)C\(^{-1}\)), \( \lambda \) is the latent heat of vaporization (\( \approx 2.45 \) MJ kg\(^{-1}\)), \( G \) is the soil heat flux density (MJ m\(^{-2}\) d\(^{-1}\)), and \( \phi \) is the latitude (rad). The abbreviations of the 15 empirical models are arranged in order that the models appear in Table 2: hs, berti, pen, wmo, tru, muk, pt, bh, abt, irm, tab, dp, va1, va2, and va3.

\[ RRMSE = \frac{RMSE}{ET_{emp\ mean}} = \sqrt{\frac{\sum_{i=1}^{n} \left( ET_{emp} - ET_{emp\ mean} \right)^2}{n}} \]  
\[ MAE = \frac{\sum_{i=1}^{n} \left| ET_{emp} - ET_{emp\ mean} \right|}{n} \]  
\[ NS = 1 - \frac{\sum_{i=1}^{n} \left( ET_{emp} - ET_{emp\ mean} \right)^2}{\sum_{i=1}^{n} \left( ET_{emp\ mean} - ET_{emp\ mean} \right)^2} \]  
\[ ET_{emp\ mean} = \frac{\sum_{i=1}^{n} ET_{emp\ mean}}{n} \]

The coefficient values of the methods to enhance their performance and decrease errors. In keeping with performance evaluation results, linear regression analysis was utilized to modify the empirical models’ performance for further improvement (Allen et al., 1998). This linear regression analysis can model the correlation among the diurnal \( ET_0 \) gained from \( ET_{emp} \) models obtained from the ET\textsubscript{emp} model. The correlation receipts the succeeding Eq. (5) (Li et al., 2018a): 

\[ ET_{emp} = a ET_{emp} = b \]

where \( a \) and \( b \) are fitted regression coefficients. The objective is to improve the efficiency of the N.S. and reduce the errors obtained from RRMSE and MAE during the evaluation. For this, the total period (1981–2018, 38 years) is separated into two parts as suggested by Xu and Singh (1998): two-thirds of the serials (1981–2005) for calibration one-third (2006–2018) for validation. The fifteen models were calibrated and validated separately for these two parts. The values obtained from the calibration on the first 25 years (1981–2005) were used to validate evapotranspiration for the last 13 years (2006–2018) of the available climate data.

2.7. Trend test

The universal suggested nonparametric Mann–Kendall (M.K.) statistical test (Mann, 1945; Kendall, 1975) was utilized for classifying the implication of trend of the \( ET_0 \). The M.K. test statistic (Z) follows the standard normal distribution with a mean of 0 and variance of 1 under the null hypothesis of no trend in the \( ET_0 \). A statistic S is calculated by Eqs. (6) and (7) as follows:
\[
S = \sum_{i=1}^{n} \sum_{j=1}^{n} \text{sgn}(x_j - x_i)
\]

where \(n\) is the number of the observations, the \(x_j\) is the \(j\)th observation in the data set, and

\[
\text{sgn}(x_j - x_i) = \begin{cases} 
1 & (x_j - x_i) > 0 \\
0 & (x_j - x_i) = 0 \\
-1 & (x_j - x_i) < 0 
\end{cases}
\]

(7)

Under the postulation that the data are self-determining and equi-
\[
\text{standardized test statistic } Z \text{ are determined by Eqs. (8), (9), and (10) in this way (Mann 1945; Kendall 1975):}
\]

\[
E(S) = 0
\]

(8)

\[
\text{Var}(S) = \frac{n(n-1)(2n+5)}{18} - \frac{\sum_{i=1}^{n} y_i (t_i - 1)(2t_i + 5)}{n}
\]

(9)

where \(t_i\) is the number of ties of extent \(m\). The standardized test statistic \(Z\) is determined by Eq. (10):

\[
Z = \begin{cases} 
\frac{(S - 1)}{\sqrt{\text{Var}(S)}} & S > 0 \\
0 & S = 0 \\
\frac{(S + 1)}{\sqrt{\text{Var}(S)}} & S < 0 
\end{cases}
\]

(10)

The null hypothesis is disapproved if \(|Z| > Z_{1-\beta/2}\) at a significance level of \(\beta\), where \(Z_{1-\beta/2}\) is the \((1 - \beta/2)\)-quantile. If the \(Z\) value is positive (or negative), then the \(ET_0\) has an increasing (or decreasing) trend. As \(\beta = 0.05\) and 0.01, if \(|Z| > 1.96\) and 2.56, respectively demonstrating \(ET_0\) has a significant change trend at the 95% and 99% confidence level, respectively. Moreover, Theil–Sen’s slope estimator (\(\beta\)) (Sen, 1968; Theil, 1950) was implemented for directing the range of a trend. The Theil–Sen’s estimator, \(\beta\), is determined as follows by Eq. (11):

\[
\beta = \text{Median} \left( \frac{x_j - x_i}{j - 1} \right) \quad \forall \ 1 < i < j
\]

(11)

where \(x_j\) and \(x_i\) are the time-series data. A positive \(\beta\) indicates an increasing trend, while a negative \(\beta\) indicates a decreasing trend. This method was generally adopted for detecting the slope of a trend in hydrometeorological time series data, which is available in many related types of research (Chu et al., 2017; Li et al., 2018b, 2018c).

2.8. Spatial interpolation method for ET\text{0}

The Inverse Distance Weighted (IDW) interpolation model, an easy
\[
\text{arithmetic technique, was employed to explore the spatial distribution of ET}_{0} \text{ for ET}_{\text{pmf}} \text{ and ET}_{\text{emp}} \text{ model in the study area. The key reason to apply the IDW was its swiftly and precisely calculation ability of the spatially-interpolated values than other techniques, for example, kriging. Chen and Liu (2012) stated Inverse Distance Weighted (IDW) equations by the Eqs. (12) and (13):}
\]

\[
R_{0} = \sum_{i=1}^{N} W_{i} R_{i}
\]

(12)

\[
W_{i} = \frac{d_{i}^{-1}}{\sum_{i=1}^{N} d_{i}^{-1}}
\]

(13)

where \(R_{0}\) represents the unknown depth data (cm); \(R_{i}\) represents the depth data measured by MBES (cm); \(N\) is the number of points (in the search radius area); \(W_{i}\) means the weighting of each depth. \(d_{i}\) is the distance from each penetration to the calculated grid node, and \(\alpha\) is the power and is also a control parameter, generally assumed to be two. Application of ArcGIS (version 9.3) software (Environmental Systems Research Institute, USA) was accomplished to create all spatial distribution maps.

3. Results and discussion

3.1. Monthly variations of the ET\text{pmf}

According to the boxplot result, the ET\text{pmf} rose primarily and reduced later on a monthly period, by the uppermost value in April and the lowermost value in December (Figure 2). In the meantime, the ET\text{pmf} also discovered significant variances in March, April, and May, which were particularly apparent in May, when the span of ET\text{pmf} was 4.0–5.8 mm. The spatial distribution of the ET\text{pmf} exhibited a parallel inclination of temporal distribution in Bangladesh (Figure 3). In the first six months (January–June), the peak-value province of the ET\text{pmf} moved from southeast to northwest and southwest portions of Bangladesh, mostly indicating a progressively growing trend from south to north and south to west. On the other hand, the lowest value region of ET\text{pmf} shifted from northwest and middle to northeast and southeast regions. However, more down to middle range value of ET\text{pmf} existed maximum period in the central and northern parts, particularly the northeastern part of Bangladesh. From July to December, the highest value of ET\text{pmf} shifted back from the northwestern and southwestern parts to the southeastern

![Figure 2. Box plot of the monthly ET\text{pmf} in the Bangladesh.](image-url)
Figure 3. Spatial distribution of monthly ET_{pmf} in the Bangladesh during 1981–2018. Note: Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, and Dec are the abbreviations of January, February, March, May, June, July, August, September, October, November, and December, respectively. (a–l) represent the ET_{pmf} from January to December respectively.
part and northeastern part, in particular the Sylhet region. The Sylhet region belongs to the middle to high range value of \(ET_{pmf}\) in November and December. The highest and lowest difference value of \(ET_{pmf}\) happened in April (71.1 mm) and July (30 mm), respectively.

The M.K. test and Sen’s slope estimator had been adopted for getting a better realization of the monthly basis of \(ET_{pmf}\) trends in Bangladesh. On a sequential scale, January, February, March, April, May, August, September, October, November, and December months presented decreasing trends of \(ET_{pmf}\) having the values of -0.013, -0.008, -0.018, -0.020, -0.009, -0.017, -0.003, -0.013, -0.012 and -0.016, respectively (Table 3 and Figure 4). Nevertheless, \(ET_{pmf}\) displayed increasing trends in June and July month. The values of June and July were 0.014 and 0.013, respectively. The magnitude of directions of \(ET_{pmf}\) was higher in April based on spatial scale, and this result was similar to the outcomes of Figure 2. In the first six months duration (from January to June), the highest decreasing trend of \(ET_{pmf}\) existed in the northwestern part, north-middle part (specifically Dhaka division), and a small part of Chittagong hilly region (mainly from January to April). Simultaneously, the slightly growing trend of \(ET_{pmf}\) (from February to May) has existed in the southwestern part of the country, more specifically the Sylhet division (Figure 4). Like the first six months duration, northwestern part (except August and November) and middle part, i.e., Dhaka division (except November) of the country, did not show the highest decreasing trend of \(ET_{pmf}\) in last six months duration (from July to December). A small part of the Chittagong hilly area showed the highest decreasing trend over the previous six months (July–December). For the last six months, some parts of the Comilla division (July–December) and Sylhet division showed a slightly increasing trend of \(ET_{pmf}\) (July–November) in Bangladesh. Besides, Coxsbazar station also showed a slightly increasing trend of \(ET_{pmf}\) in the last six months. Here it is mentioning that for the first six months (from January to June) duration, a majority decreasing trend is being shown in the first five months. Out of 25 stations, 22 stations in January, 17 stations in February, 21 stations in March, 19 stations in April, and 16 stations in May showed a decreasing trend of \(ET_{pmf}\). Still, the exception is happened not only in June but also sequentially in July month. Among 25 observatories, 15 observatories exposed a rising trend of \(ET_{pmf}\) in both June and July month. August month showed almost neutral conditions, i.e., 13 (52%) stations and 12 stations (48%) showed a decreasing and increasing trend. For the case of the last four months, September (15 stations, 60%), October (21 stations, 84%), November (20 stations, 80%), and December (23 stations, 92%) presented the prevalence of decreasing trend of \(ET_{pmf}\).

Table 3. Temporal trends of the \(ET_{pmf}\) on a monthly time scale during 1981–2018 in Bangladesh.

| Parameters | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \(\beta\)  | -0.013* | -0.008 | -0.018 | -0.020 | -0.009 | 0.014 | 0.013 | -0.017 | -0.003 | -0.013* | -0.012* | -0.016** |
| Z          | -2.520 | -1.198 | -1.735 | -1.751 | -0.891 | 0.193 | 0.589 | -0.562 | -0.657 | -2.393 | -2.304 | -3.054 |

Note: * and ** denote the significance levels of 0.05 and 0.01, respectively. \(\beta\) is the estimated slope trend of the \(ET_{pmf}\), and \(\beta > 0\) and \(\beta < 0\) signify an upward and a downward trend, respectively. Z is the Mann–Kendall test statistic. Note: Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, and Dec are the abbreviations of January, February, March, May, June, July, August, September, October, November, and December, respectively.
3.2. Performance evaluation of the 15 empirical models in Bangladesh

The scatter plots of ET0 valued by the ETpmf model and 15 ETemp models for the research area are delineated in Figure 5. Six radiation-based (mak, pt, jh, abt, irm, and tab), four combined (dp, va1, va2, and va3), and one temperature-based model (ber) have better performances with all the scatter of the ETemp dispersed the 1:1 line laterally and having the values of determination coefficients (R2) more than 0.7 (Figure 5). So, these models have a strong linear relationship with the ETpmf model. The rest of the other models, i.e., the hs (temperature-based) and pen, wmo, and tra (mass transferred-based), has the value of R2 less than 0.7, i.e., 0.574, 0.536, 0.652, and 0.633, respectively. For

Figure 5. Comparisons of monthly ETpmf and ETemp by scatter plots. The red dashed line indicates the linear fit of the scatters. Here (a), (b), (c), (d), (e), (f), (g), (h), (i), (j), (k), (l), (m), (n) and (o) represent the comparison of EThs, ETber, ETpen, ETwmo, ETtra, ETmak, ETpt, ETjh, ETtab, ETirm, and ETtab model, respectively with ETpmf model.

Table 4. Numerical analysis of the 15 empirical models against the PMF-56 model for assessing daily reference evapotranspiration in the Bangladesh from 1981 to 2018.

| EThs | ETber | ETpen | ETwmo | ETtra | ETmak | ETpt | ETjh | ETtab | ETirm | ETtab | ETmak | ETpt | ETjh | ETirm | ETtab | ETmak | ETpt | ETjh | ETirm | ETtab |
|------|-------|-------|-------|-------|-------|------|------|-------|-------|-------|-------|------|------|-------|-------|-------|------|------|-------|-------|
| RRMSE | 0.577 | 0.611 | 1.142 | 1.115 | 0.942 | 0.652 | 0.881 | 0.924 | 0.298 | 0.469 | 0.714 | 0.901 | 1.355 | 1.484 | 0.951 |
| MAE   | 0.474 | 0.489 | 1.035 | 1.020 | 0.847 | 0.452 | 0.758 | 0.808 | 0.184 | 0.347 | 0.580 | 0.803 | 1.350 | 1.472 | 0.914 |
| NS    | 0.655 | 0.623 | -1.041 | -1.012 | -0.976 | 0.040 | -0.797 | -0.938 | 0.903 | 0.701 | -0.151 | 0.114 | -9.765 | -3.109 | -0.991 |
that, they have a moderate linear relationship with the ET_{pmdf} model (Rumsey, 2016). Thus, the performance of these four models was not so acceptable.

The numerical analysis of RRMSE, MAE, and NS is shown in Table 4 to improve every empirical model. The temperature-based hs and ber model showed moderate performance by the RRMSE, MAE, and N.S. values of 0.577 and 0.611, 0.474 and 0.489, and 0.655 and 0.623, respectively. The performance of three mass transfer-based models was in the following order: tra > wmo > pen. According to the values of RRMSE, MAE, and NS, these three models were not matched to be appropriate substitutes. Specifically, the pen model displayed bad performances with huge inaccuracies (as it belonged the RRMSE, MAE, and NS values of 1.142, 1.035, and -1.041, respectively), and things finding was supported by Li et al. (2018b). In Iran Tabari et al. (2013) assessed ten mass transfer-based models and concluded that some of them exhibited unsatisfactory performance understimating the results. Among the combined models, the sequence of the performances was as follows: dp > va3 > va1 > va2. Valiantzas (2013a, 2013b) suggested the va1, va2, and va3 models, which were comparatively not old, but they presented the poorest performance (underestimated ET_{pmdf} with huge errors) than the other methods in Bangladesh. Consider the performance of va2 model as an example, the RRMSE, MAE, and NS values were 1.484, 1.472, and -3.109, respectively. The worst performances of these combined models have similarities to the results of Peng et al. (2017) and dissimilarities to Li et al. (2018b) in China. Between the radiation-based models, the two models abt and irm have good performance, by showing the values of the RRMSE, MAE, and NS of 0.298 and 0.469, 0.184 and 0.347, and 0.903 and 0.701, respectively. The total performances were in following sequences: abt > irm > mak > tab > pt > jh. The unsatisfied performance of model jh has matched the findings of Ahooghalandari et al. (2016) in Australia, Trajkovic and Kolakovic (2009) in Serbia, and Irmark et al., (2003) in Florida, USA. Based on the abovementioned findings, the temperature-based ET_{abt} model will be the greatest alternate model in the absence of the ET_{pmdf} model to evaluate the ET_{0} properly on a diurnal period in Bangladesh. Irmark et al. (2006) showed that the radiation-based models’ performances in humid conditions were better because of the solar radiation’s crucial activity (Rs) in ET_{0} calculation.

3.3. Comparability between the monthly status of ET_{emp} and ET_{pmdf}

In this study, the estimated monthly values of 15 ET_{emp} models are compared against the estimated monthly values of the ET_{pmdf} model
Overall, the performances of radiation-based models (particularly abt, irm, and pt) and temperature-based models (hs and ber) were better than the other models. Among these five models, best performances followed the order of abt > irm > hs > pt > ber. According to presentations of 15 ET_{emp} models, it is remarkable that these best three abt, irm, and hs models individually were all-time in the first three positions (whether first/second/third position) for twelve months (from January to December). The performance of the rest of the three radiation-based models (sequentially tab > mak > jh) was not so satisfactory but even then, better than the performance of three mass transfer-based models (pen, wmo, and tra) and three combined models va1, va2 and va3 (except model dp). Among three models (tab, mak and jh), considering jh model as for instances, it overrated the ET_{0} in 12 months, but it vastly over-estimated the ET_{0} from April to October. Similarly, Jensen et al. (1990),

Figure 8. Spatial distribution of ET_{pmf} and ET_{emp} with their trends in Bangladesh over 1981–2018. Here (a), (b), (c), (d), (e), (f), (g), (h), (i), (j), (k), (l), (m), (n), (o) and (p) represent the models of ET_{pmf}, ET_{hs}, ET_{ber}, ET_{pen}, ET_{wmo}, ET_{tra}, ET_{mak}, ET_{pt}, ET_{jh}, ET_{abt}, ET_{irm}, ET_{tab}, ET_{va1}, ET_{va2}, ET_{va3} and ET_{dp}, respectively.

Table 5. β and Z values for Spatial distribution of ET_{pmf} and ET_{emp} with their trends in Bangladesh over 1981–2018.

| Parameters | ET_{pmf} | ET_{hs} | ET_{ber} | ET_{pen} | ET_{wmo} | ET_{tra} | ET_{mak} | ET_{pt} | ET_{jh} | ET_{abt} | ET_{irm} | ET_{tab} | ET_{va1} | ET_{va2} | ET_{va3} | ET_{dp} |
|------------|----------|--------|---------|---------|---------|---------|---------|--------|--------|---------|---------|---------|---------|---------|---------|--------|
| β          | -3.7052** | 3.1224* | 0.9132  | 1.148   | -1.8832*** | -2.5172*** | -2.462* | -1.2648 | 0.1488 | -0.1968 | -0.1968 | -0.1968 | -0.1968 | -0.1968 | -0.1968 | -0.1968 |
| Z          | -2.6824  | 2.368  | 0.6208  | 0.522   | -3.2432 | -3.318  | -2.1568 | -0.5172 | -0.2504 | 0.1512  | 0.0004  | -1.3744 | -2.7156  | -1.5    | -0.4904 | -2.7164 |

Note: *, **, and *** denote the significance levels of 0.05, 0.01, and 0.001, respectively. β is the estimated slope trend of the ET_{pmf} and ET_{emp}, and β > 0 and β < 0 signify an upward and a downward trend, respectively. Z is the Mann–Kendall test statistic.
Tabari et al. (2013), and Tegos et al. (2015) published that the jb model inclines for overrating ET0 in moist weather states. Again, three mass transfer-based models (pen, wmo, and trs) exhibited poor performance by underestimating the ET0, monthly by 12 months. This finding was supported by the outcomes of Tabari et al. (2013) in Iran. Combined models va1, va2, and va3 (except dp) also exhibited their average performances by undervaluing the ET0 significantly in 12 months.

3.4. Annual status of the yearly ET0

In this study, a comparison between 15 ET0 and ET0 models with their maximum, median and minimum values on annual scales is exhibited in Figure 7. For example, the average highest, median, and lowest annual values of ET0 are 51.94 mm, 45.77 mm, and 41.49 mm, respectively. Like monthly scale (Figure 6), the performances of three radiation-based models (abt, irm, and pt) and two temperature-based models (hs and ber) were also better than the other models on annual scales. Their performance sequences were also the same: abt > irm > hs > pt > ber (Figure 7).

Besides, three mass transfer-based models, pen, wmo, and trs, and three combined models va1, va2, and va3 (except model dp), exhibited their comparatively weak performances than radiation-based and temperature-based models by underestimating the ET0 on annual scales.

3.5. Spatial distribution of ET0 and ETemp trends

The spatial distribution of ET0 and ETemp trends were showed in Figure 8. Among fifteen ET0 models, eleven models (except hs, ber, jb, and pen) with ET0 displayed the negative trend (Table 5). The hs, ber, jh, and pen models presented the positive direction of ET0 in Bangladesh. In the case of the overall distribution of ET0 model, opposing trends were exhibited in most parts (22 stations) except in Sylhet and some parts of the Comilla Division, i.e., Chandpur, Noakhali, and Satkhira; these four stations showed the negative direction of ET0.

3.6. Calibration of empirical models

The 15 empirical models were justified (calibrated) by the climatic parameters from 1981 to 2005 using the linear regression method among the ETpmf and ETemp in this research work. According to Table 6, we can observe that the determination coefficient (R2) of all the empirical models increased firstly for the first four months (January–April) of the year and then decreased from May to July. Remarkably all the models increased in August compared to July. Then the values of R2 reduced sequentially from September to December for temperature and radiation-based models and increased sequentially (opposite of temperature and radiation-based models) from September to December for mass transfer-based models. The combined models exhibited the values of R2 in the following order: August > September > October > November > December. Eight ET0 models, i.e., six Radiation-based (mak, pt, jb, abt, irm, and tab) and one temperature-based (ber) and one combined (dp) model, displayed better performances than other models for twelve months (January–December). They have the highest values of the determination coefficient (R2 > 0.8). The radiation-based ETab model...
showed the most nuanced performance, and the highest and lowest $R^2$ value for $ET_{abs}$ was 0.913 and 0.856 in April and December, respectively. The highest and lowest $R^2$ values for the temperature-based (ber) model and combined (dp) models were 0.890 and 0.912 and 0.805 and 0.855 in April and December. The rest three combined models va1, va2, and va3 presented comparatively below standard performances. $ET_{va2}$ showed the worst performance with the values of $R^2$ at less than 0.7 in all the months except in April ($R^2 = 0.701$). Among the three mass transfer-based models, top performances were shown in the following orders: $ET_{tra} > ET_{wmo} > ET_{pen}$. The highest and lowest value of $R^2$ for $ET_{tra}$ was 0.827 and 0.741 in April and September, respectively. Remarkably, one mass transferred based model (tra) and one temperature-based model (hs) have up to the mark values of the determination coefficients ($R^2 > 0.75$) for eight months (January–August) and six months (January–June), respectively. Besides the eight models mentioned above (which are best for twelve months), these tra and hs models could be acknowledged as replacements to calculate the $ET_0$ during these respective months. However, the performances of the other models in other months were not so satisfactory. Climatic parameters have significant influences on $ET_0$ formation. According to Khan et al. (2019), the monthly average wind
speed (W.S.) and temperature (T) (with maximum temperature, $T_{\text{max}}$) showed their highest dominance from March to October, i.e., in pre-monsoon and monsoon time. The average monthly minimum temperature ($T_{\text{min}}$) was dominant in monsoon time (June–September) in Bangladesh. $T$, $T_{\text{max}}$, and $T_{\text{min}}$ showed their lowest amount in December and January, whereas the lowest W.S. was estimated from November to January. Like precipitation, relative humidity (R.H.) showed its peak amount from June to September, and the smallest amount of R.H. existed in February, March, and April month. Similar findings are supported by Banglapedia (2014), Das et al. (2005), Shahid (2010), and Rahman and Lateh (2015). Day length variation regulates the arriving solar radiation (Rs), which plays an active part in $ET_0$ development. The maximum amount of Rs was considered from April to August and a minimum from December to January (Rahman, 2013; Turzo et al., 2015). $T$, Rs and W.S., and R.H. are strongly positively and negatively correlated with $ET_0$, respectively, Rahman and Lateh (2015). Interestingly the discoveries from our study support the abovementioned findings from different related tasks from Bangladesh’s perspective. For example, the highest $ET_0$ for all temperature-based and radiation-based models existed from March to June. The lowest $ET_0$ occurred in December and January since temperature and solar radiation are positively correlated with $ET_0$. So, Temperature and Rs performed as one of the most

Figure 10. Radar charts showing the comparison of the MAE values between the original reference evapotranspiration and the calibrated reference evapotranspiration using the 15 empirical models in Bangladesh from 2006 to 2018. (a–l) represent the months from Jan to Dec, respectively. Note: Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, and Dec are the abbreviations of January, February, March, May, June, July, August, September, October, November, and December, respectively.
influencing factors for the above-described models. Combined model $\phi_p$ exceptionally got the same performance type like temperature and radiation-based models. The combined model $\phi_p$ is correlated with Rs. In contrast, the three mass transfer-based models (pen, wmo, and tra) got the maximum and minimum amount of $ET_0$ in March, April, May and June, and in July, August and September, respectively compared to other empirical models since W.S. (positively), and R.H. (negatively) are dominantly associated with the three mass transfer-based models in these respective months.

3.7. Validation of empirical models

In the present research work, to validate the calibrated empirical models, the meteorological datasets from 2006 to 2018 were applied. The radar charts of Figures 9, 10, and 11 show the RRMSE, MAE and NS values among the original and the calibrated reference evapotranspiration employing 15 empirical models in the study area. Subsequently, the modification, the RRMSE, and MAE values are closer to 0 and the NS values are nearer to 1. Additionally, the RRMSE, MAE, and NS values

![Radar charts showing the comparison of the NS values between the original reference evapotranspiration and the calibrated reference evapotranspiration using the 15 empirical models in Bangladesh from 2006 to 2018. (a–l) represent the months from Jan to Dec, respectively. Note: Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, and Dec are the abbreviations of January, February, March, May, June, July, August, September, October, November, and December, respectively.](image-url)
became smaller and inclined to be steady. After the calibration, every model's performance every month has been upgraded deliberately related to actual performance. In RRMS, combined models' overall performance (especially va1, va2, and va3) is relatively finer aside from other models (Figure 9). After that, the mass transfer-based ETpen model and temperature-based EThs model showed better results. From December to May, among the combined models except for ETdp, top performances were shown in the following orders: ETva2 > ETva1 > ETva3. Then from June to November, combined models showed the values of RMSE in the following order: ETva2 > ETva1 > ETva3. The performance of next best ETpen model were as follows: ETva3 < ETpen < ETva1 < ETva2 for four months (February to May) and ETva1 < ETpen < ETva3 < ETva2 for four months (June to September) and ETva1 < ETva3 < ETva1 < ETva2 for rest four months (October to January). The next best temperature-based ETtr model followed by the radiation-based ETabt model showed improved results after the above described four models for twelve months. In MAE, mass transfer-based models' total performance is comparatively better than other models for the entire year (Figure 10). The highest performances were displayed in the following order: ETabt > ETtr > ETva1 > ETva2 > ETva3. The combined models presented better performances after mass transfer-based models. Unlike RRMS, combined models ETabt were ahead of va1, va2, and va3. These combined models showed the consequences in following order: ETabt > ETva2 > ETva1 > ETva3. The temperature-based ETabt model and afterwards radiation-based ETabt model was just behind these four combined performance models from January to December. Parallel to MAE, the overall performance of mass transfer-based models (except ETva2) is comparatively better than other models for NS from January to December (Figure 11). Equivalent to MAE, combined models (excluding ETdp) were succeeding finest having performances in following order: ETabt > ETva1 > ETva2 > ETva3. After these three combined models, the mass transfer-based ETtra model's performance and the radiation-based ETabt model were moderately better than the rest other models. Dissimilarly to RRMS and MAE, the radiation-based ETabt model, presented few remarkable results in the case of NS. Though the performance of the ETabt model was minor than the performance of mass transfer-based models (va1, va2, and va3) during the first six months (January to June) but the performance was healthier than these models for the last six months (July to December) of the year. It is mentionable that the temperature-based ETabt model accomplishes quite less perfection than other models in the case of RRMS, MAE, and NS. As stated in Table 6, three combined models (va1, va2, and va3) displayed comparatively lowermost performances than other models. Significant improvement was usually carried out during the validation period by these three models since they could improve their performance. Like combined models, three mass transfer-based models (pen, wmo and tra) attained good improvement in the validation period. The overall perfection carried out by the previously best-performed ETabt model throughout the validation period was not so unsatisfying. It already achieved fewer error results and better efficiency compared to other models.

Based on the above discussion, it can be concluded after all performances (including calibration and validation) that the most pleasing performance belongs to the radiation-based ETabt model. It could be the best alternative model instead of ETpmf over the other empirical models. Moreover, the abt model had a satisfactory accuracy. Complete meteorological datasets are not compulsory for abt model's simple estimation formula since only Rs and Tmax data are needed to compute this abt model. However, except the abt model, the radiation-based ETtra model and temperature-based ETabt model can be suggested as alternatives to the ETpmf model to calculate ET0 in Bangladesh.

4. Conclusions

Based on the complete set of quotidian climatic information throughout 1981–2018 gathered from 25 weather observatories of Bangladesh, the present research work's goals are to recognize the spatiotemporal trends of the ETpmf on a monthly period and associating the performances of 15 ETemp models with the ETpmf model. The key findings are compiled below:

The ETpmf increased primarily and declined later on a monthly period having the topmost amount in April and the lowermost amount in January. The ETpmf displayed increasing tendencies in June and July but demonstrated decreasing trends in the rest of ten months. Before the modification, on a daily timescale in the scatter plot, the three combined (dp, va3, and va1), one radiation-based (abt), and one temperature-based (ber) models had been a better performer as alternative model comparing to the other models for ET0 estimation. The pen, wmo, tra and hs models became unworthy for being proper substitutes, as their poor performances were shown by daily scatter plot. After that, the three combined models va1, va2, and va3 (except dp) had worse performance than other models according to the values of RRMS, MAE, and NS. RRMS, MAE, and NS values for va3 (better than va1 and va2) were 0.942, 0.914, and -0.976, respectively. Consistent with performance, three mass transfer-based models (sequentially tra > wmo > pen) had not been suited to be proper substitutes, in particular the pen model (the values of the RRMS, MAE, and NS for pen were 1.142, 1.035, and -1.041, respectively). The temperature-based hs and ber model exhibited moderate performance, with the RRMS, MAE and NS were 0.577 and 0.611, 0.474 and 0.489, and 0.655 and 0.623, respectively. The sequence of comprehensive performances of the radiation-based models was as follows: abt > irm > mak > tab > pt > jh. Eventually, the best performance was exhibited by abt followed by IRM since their RRMS, MAE, and NS results were satisfactory, having the values of 0.298 and 0.469, 0.184 and 0.347, and 0.903 and 0.701, respectively.

According to the comparison of the monthly ETemp and ETpmf on a monthly time scale, comparatively, the performances of radiation-based models (particularly abt, irm, and pt) and temperature-based models (hs and ber) were better than the other models. Among these five models, best performances followed the order of abt > irm > hs > pt > ber. According to the results of 15 ETemp models, it is remarkable that these best three abt, irm, and hs models individually were all-time in the first three positions (whether first/second/third position) for twelve months (from January to December). Similar to the monthly scale, the performances of three radiation-based (abt, irm, and pt) and two temperature-based (hs and ber) models were also better than the other models with the same sequence of abt > irm > hs > pt > ber on annual scales. Three mass transfer-based (pen, wmo, and tra) and combined (va1, va2 and va3) models (except dp) exhibited their poor and average performances, respectively, by underestimating the ETpmf on annual scales. From the figure of the spatial distribution of the ETpmf and ETemp with their trends in Bangladesh, it was observed that the negative trends had been displayed by the ETpmf model and eleven ETemp models (except hs, ber, jh, and pen). Since the hs, ber, jh and pen models presented the positive trend of ET0 in Bangladesh.

After calibration, the values of R² of all models displayed variation of trends that raised firstly from January to April and then decreased from May to July month. Remarkably all models increased in August comparing to July. Then for September to December, the values of R² were reduced sequentially from September to December for all temperature and radiation-based models and increased sequentially from September to December for all mass transferred based models and combined va1, va2 and va3 models (September–November). The high R² values (approximately) of all the models mainly existed between March and August except va1, va2 and combined models. Some models (except dp) presented the relatively subpar performances according to the values of R². For example, the highest and lowest value of R² for ETva1 is 0.701 and 0.651 in April and January, respectively. Radiation-based six methods (mak, pt, jh, abt, irm, and tab) showed best performances by delivering the highest points of determination coefficient (R²), i.e., the values of R² at more than 0.8 in all the months (January–December) than other models of the year. For instance, among these six models, the most acceptable performance is shown by the ETabt model, which belongs to
the highest and lowest R² values of .913 and .856 in April and December, respectively. Remarkably, one mass transfer-based (tra) and temperature-based (hs) model have the accepted values of the determination coefficients (R² > 0.7) for Six months (January–June) and eight months (January–August), respectively. Remarkably, one mass transfer-based model (tra) and one temperature-based model (hs) have up to the mark values of the determination coefficients (R² > 0.75) for eight months (January–August) and Six months (January–June), respectively. However, the performances of the other models in other months were not so magnificent.

After validation, the RRME and MAE values are nearer to 0 and the NS values are closer to 1. Furthermore, the RRME, MAE, and NS values became lesser and inclined to be steady. After validation, every model’s performance every month has been upgraded deliberately related to that of actual. The overall results in the case RRME, MAE, and NS, three mass transfer-based models (pen, wmo, and tra) and four combined models (particularly va1, va2, and va3) achieved more remarkable improvement apart from the rest other models. As stated in Table 6, three combined models (va1, va2, and va3) displayed comparatively lowermost performances than other models. Significant improvement was usually carried out during the validation period by these three models since they could improve their performance. Similar to combined models, three mass transfer-based models (pen, wmo and tra) attained good improvement in the validation period. It is mentionable that the temperature-based ET_0 model accomplishes relatively more minor perfection than other models in the case of RRME, MAE, and NS. The overall embodiment carried out by the previously best-performed ET_abt model throughout the validation period was not so unsatisfying. It already achieved fewer error results and better sufficiency compared to other models.

Finally, consistent with the 15 empirical models’ overall judgment, the radiation-based abi model displayed the optimum performance than others even after calibration and validation. Notably, abi model had a satisfactory accuracy, and only solar radiation and highest temperature data are needed to compute this model. When the ET_pem method is not available, then the ET_abt model will be the best substitute in Bangladesh. However, except ET_abt model, the radiation-based ET_pem and temperature-based ET_hs models can be suggested as alternate in the absence of the ET_pem model to calculate ET_0 in Bangladesh. This research work’s findings are vital contributors for the approximation of ET_0 in Bangladesh when huge necessities of data of climatic parameters might not be fulfilled completely. Attained results of this research work will direct the responsible authorities of water, agriculture, and other related sectors in Bangladesh and other provinces with the same climates. This research will help them make the agriculture and irrigation calendar strategy. The precise alternative model will give an exact and consistent evaluation of the ET_0 when the complete climatic information will be inaccessible.
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