Downsizing of Star Formation Measured from the Clustered Infrared Background Correlated with Quasars
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ABSTRACT
Powerful quasars can be seen out to large distances. As they reside in massive dark matter haloes, they provide a useful tracer of large scale structure. We stack Herschel-SPIRE images at 250, 350 and 500 microns at the location of 11,235 quasars in ten redshift bins spanning $0.5 \leq z \leq 3.5$. The unresolved dust emission of the quasar and its host galaxy dominate on instrumental beam scales, while extended emission is spatially resolved on physical scales of order a megaparsec. This emission is due to dusty star-forming galaxies clustered around the dark matter haloes hosting quasars. We measure radial surface brightness profiles of the stacked images to compute the angular correlation function of dusty star-forming galaxies correlated with quasars. We then model the profiles to determine large scale clustering properties of quasars and dusty star-forming galaxies as a function of redshift. We adopt a halo model and parameterize it by the most effective halo mass at hosting star-forming galaxies, finding $\log(M_{\text{eff}}/M_\odot) = 13.8^{+0.1}_{-0.1}$ at $z = 2.21 - 2.32$, and, at $z = 0.5 - 0.81$, the mass is $\log(M_{\text{eff}}/M_\odot) = 10.7^{+1.0}_{-0.9}$. Our results indicate a downsizing of dark matter haloes hosting dusty star-forming galaxies between $0.5 \leq z \leq 2.9$. The derived dark matter halo masses are consistent with other measurements of star-forming and sub-millimeter galaxies. The physical properties of dusty star-forming galaxies inferred from the halo model depend on details of the quasar halo occupation distribution in ways that we explore at $z > 2.5$, where the quasar HOD parameters are not well constrained.

1 INTRODUCTION
The current paradigm of structure formation entails initial density fluctuations growing into dark matter haloes inside of which galaxies form (White & Rees 1978). The clustering of dark matter haloes is now well understood (e.g., Tinker et al. 2008), and we can use this information to study the clustering of galaxies and to connect visible galaxies to their underlying dark matter haloes. Studies of galaxy clustering as a function of brightness, color, morphology, star formation, and dark matter halo mass (Zehavi et al. 2002; Zehavi et al. 2005; Coil et al. 2008; Béthermin et al. 2014) can provide invaluable information concerning galaxy evolution as a function of cosmic time. Furthermore, with large surveys of galaxies and large maps of the sky at various wavelengths, we are beginning to probe galaxy clustering at large cosmic distances as well as nearby. The variety of available wavelength coverage is useful for probing a wide range of galaxy populations and galaxy properties as a function of redshift.

Thanks to the large volume of the Sloan Digital Sky Survey (SDSS, York et al. 2000; Abazajian et al. 2009; Eisenstein et al. 2011; Dawson et al. 2013; Alam et al. 2015) hundreds of thousands of quasars have been catalogued with well-known spectroscopic redshifts, enabling the study of their clustering properties as a function of cosmic time. Though quasars have a low spatial density, they are excellent tracers of large scale structure. Quasars are active galactic nuclei (AGN) with bolometric luminosities $\gtrsim 10^{45}$ erg/s that are detected at large distances out to $z \sim 7$. They inhabit massive galaxies in small groups and clusters (Wold et al. 2000; Coldwell & Lambas 2006; Trainor & Steidel 2012), and in the local Universe they trace superclusters of galaxies (Einasto et al. 2014). Large statistical samples from the SDSS and also the 2dF QSO Redshift Survey (Croom et al. 2004) enabled the measurement of the quasar autocorrelation function from $z \sim 0.5$ (e.g., Porciani et al. 2004; Croom et al. 2005) out to $z \gtrsim 2.9$ (Shen et al. 2007).

The measured clustering information of spectroscopic quasar catalogs make them especially useful for cross-correlation studies (Shen et al. 2013; Wang et al. 2015; Schmidt et al. 2015), particularly in combination with other tracers of large-scale structure. The cosmic infrared background (CIB) is one such tracer. It results from the thermal
re-emission of optical and UV star light in the far-infrared by dust located inside of galaxies. The re-emitted light is observed as a diffuse background emission spanning 1-1000 \(\mu\)m. At least 70% of the cosmic star formation rate density is attributable to the dust-enshrouded, IR-luminous galaxies that make up the CIB (Chary & Elbaz 2001). Therefore, understanding the sources, redshift distribution, and overall nature of this background is essential for a complete understanding of the formation and evolution of galaxies. The total intensity of the CIB has been derived using data from the Far Infrared Absolute Spectrometer (FIRAS) on the Cosmic Background Explorer (COBE) satellite (Puget et al. 1996; Fixsen et al. 1998; Dwek et al. 1998), but determining luminosities and redshifts of the contributing sources remains a challenge.

The clustered component of sources making up the CIB, the clustered infrared background, was first detected a decade ago by Spitzer at 160 \(\mu\)m (Lagache et al. 2007). The power spectrum of clustering was measured at the peak intensity of the CIB (250, 350, and 500 \(\mu\)m) using the Balloon-borne Large Aperture Sub-millimeter Telescope (BLAST, Viero et al. 2009), and measurements at millimeter wavelengths over a wide range of angular scales were soon followed by studies using data at longer wavelengths from the South Pole Telescope (SPT, Hall et al. 2010), the Atacama Cosmology Telescope (ACT, Dunkley et al. 2011), and Planck (Planck Collaboration et al. 2011; Amblard et al. 2011). Surveys from instruments such as the Photoconductor Array Camera and Spectrometer (PACS) and the Spectral and Photometric Imaging Receiver (SPIRE) aboard the Herschel Space Observatory brought hopes of resolving the dusty galaxies responsible for the total emission, but they have been hindered by source confusion. For example, Béthermin et al. (2012b) and Oliver et al. (2010) show that only 15% of sources can be individually detected at 250 \(\mu\)m.

Stacking analyses are complementary to the attempt to identify individual sources of the CIB because they yield the average flux densities of a population. They can also account for sources that are too faint to be detected in a confusion-limited map, provided that some other suitable tracer that correlates with those sources is available to stack. Many stacking analyses (e.g., Dole et al. 2006; Marsden et al. 2009; Devlin et al. 2009) have revealed which sources produce the bulk of the CIB emission. Viero et al. (2015) show that >90% of CIB can be accounted for with known galaxies and their faint companions. But, accounting for the flux does not answer all of the questions relating these objects to galaxy formation. Some of the remaining questions include: In what mass haloes do these highly star forming galaxies primarily reside? What are their average star formation rates? Do these values evolve with redshift?

Other auto- and cross-correlation studies have been useful in probing the properties of cosmic infrared background sources. In particular, it is useful to invoke halo occupation distribution (HOD) models to probe the masses of dark matter haloes hosting star forming galaxies (Peacock & Smith 2000; Scoccimarro et al. 2001; Berlind & Weinberg 2002; Corrall & Sheth 2002; Shang et al. 2012; Viero et al. 2013). This can be accomplished by first using our current understanding of the large-scale spatial distribution of dark matter; that is, assuming that all dark matter is constrained within spherically collapsed structures. The haloes are then populated with galaxies according to the galaxy HOD function, which statistically defines the way galaxies populate haloes as a function of their dark matter halo mass and redshift. Predictions for the galaxy distribution (e.g., through galaxy correlation functions) from the halo models can then be confronted with data to constrain how galaxies populate dark matter haloes and determine other physical properties. Due to the wavelength coverage of Herschel and Planck over the peak intensity of the CIB, datasets from these satellites are extremely useful for modelling the dark matter halo masses of dusty star forming galaxies (DSFGs) that make up the clustered infrared background. Because of the difficulties of conducting a complete census of star forming galaxies in the infrared, this method of modeling provides one of the few available probes of the physical properties of this population of galaxies as a function of redshift.

One challenge is that the results are dependent on the choice of HOD model. Planck Collaboration et al. (2011) and Amblard et al. (2011) invoked HOD models in which the luminosities of IR bright galaxies do not depend on halo mass. Soon after, Shang et al. (2012) developed a new prescription for how luminosity depends on halo mass and redshift, and this has been invoked in more recent years by Viero et al. (2013), Planck Collaboration et al. (2014), and Wang et al. (2015). All of these studies depend on a prescribed redshift evolution of the normalization of the luminosity-mass relation, and they derive a single characteristic mass at which haloes are most efficient at forming stars for a broad range in redshift spanning the peak of cosmic star formation.

Alternatively, it has been postulated for quite some time that star formation at high redshift occurs in more massive galaxies than today. A decrease in the preferred mass scale of star forming galaxies with redshift is a process known as downsizing, and was first observed by Cowie et al. (1996) as a trend in decreasing K-band luminosity of highly star forming galaxies with cosmic time. There has since been many different definitions of downsizing relating to luminosity, stellar mass, and dark matter halo mass (see Fontanot et al. 2009 and Conroy & Wechsler 2009 for reviews), and there has been some question under what conditions the trend exists. There is also an implication that the downsizing trend is connected to the build up of the red-sequence of galaxies (Fontanot et al. 2009 and references therein). Probing the HOD of DSFGs as a function of redshift can shed light on the existence of downsizing in the dark matter halo masses hosting DSFGs.

In this paper we investigate the clustering of cosmic infrared background (CIB) sources around quasars via a stacking analysis. We stack Herschel-SPIRE data on the locations of a spectroscopic sample of optically-selected quasars from the Sloan Digital Sky Survey (SDSS). The ability to determine the quasars’ redshifts accurately is advantageous for studying the redshift evolution of DSFGs that are correlated with the quasar hosts. Assuming a general understanding of the clustering of quasar hosts and dark matter haloes, we present a halo model of the angular cross correlation of quasars that constrains the evolution of the clustered infrared background from \(z=5-3.5\). We parameterize the model in a similar manner as Shang et al. (2012) to estimate the most efficient halo mass at hosting DSFGs as a function of redshift, enabling a test of cosmic downsizing. Through the model, the data also constrain the mean
infrared light to halo mass ratio as a function of redshift, enabling a calculation of the mean star formation rate density of the clustered DSFGs.

In Section 2 we describe the data sets used for the analysis, as well as the implementation of the stacking algorithm. Section 3 outlines the measurement/detection of the angular correlation function. In Section 4 we describe the modeling of the stacked data. Section 5 describes the results of the model, their dependencies on assumptions, and the physical interpretation of the model with comparisons to other works. In Section 6 we summarize, and state our conclusions. This paper adopts the default Planck 2015 cosmology (Planck Collaboration et al. 2016) with $H_0 = 67.81$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.308$, $\Omega_A = 0.692$, and $\sigma_8 = 0.814$.

2 DATA AND STACKING

We make use of the publicly available Herschel Stripe 82 Survey$^1$ (HerS; Viero et al. 2014) and the HerMES Large-Mode Survey$^2$ (HeLMS, Oliver et al. 2012) from the Herschel Space Observatory instrument SPIRE. SPIRE observes at 250 $\mu$m, 350 $\mu$m, and 500 $\mu$m (Griffin et al. 2010). HerS covers 79 square degrees overlapping the celestial equator (13$^\circ$ < $\alpha$ < 37$^\circ$, $-2\circ$ < $\delta$ < 2$\circ$), and HeLMS covers 270 square degrees (roughly $-10^\circ$ < $\alpha$ < 18$^\circ$, $-8^\circ$ < $\delta$ < 8$^\circ$). The SPIRE beam full widths at half maximum (FWHM) are derived from observations of Neptune and are 18.1$''$, 25.2$''$, and 36.6$''$ for the 250 $\mu$m, 350 $\mu$m, and 500 $\mu$m bands, respectively (Griffin et al. 2013). The flux sensitivity of the Herschel-SPIRE bands is 13.0, 12.9, and 14.8 mJy/beam for the 250 $\mu$m, 350 $\mu$m, and 500 $\mu$m bands, respectively, with the confusion noise contributing 8 mJy/beam at all wavelengths.

The quasar catalog used in this study is derived from the Sloan Digital Sky Survey (SDSS) Data Release 7 (DR7, Abazajian et al. 2009), Data Release 10 (DR10, Pâris et al. 2014), and Data Release 12 (DR12, Pâris et al. 2017) spectroscopic quasar catalogs. Any objects present in more than one catalog are included only once. We remove all quasars outside of the redshift range 0.5 < $z$ < 3.5 as this range contains 95% of the quasars and allows us to avoid low population tails of the distribution. The sample includes 11,235 sources that lie within the Herschel-SPIRE HerS and HeLMS survey footprints. Figure 1 shows the redshift distribution of the quasars with dashed vertical lines at the redshift boundaries of each bin. Madsen et al. (2009) and others (e.g. Viero et al. 2013) have shown that stacking is the equivalent of taking the cross-correlation of the intensity map with the catalog. In the case of a confusion dominated or Gaussian noise dominated map, the cross-correlation is a maximum likelihood estimate of the average flux of the catalog. Therefore, the stacking analysis is implemented to measure the mean far-infrared flux density correlated with the quasars as a function of angular distance from the quasar. We make the choice of studying the correlated flux as a function angular distance as opposed to physical distance in order to avoid constructing a model that must use a scale-dependent point spread function (PSF). Instead, we implement a redshift-dependent model for the angular correlation function.

Prior to stacking the Herschel maps we mask regions of Galactic cirrus by first smoothing the images with a Gaussian function that has a standard deviation of 10 pixels ($\sim 3\times$ FWHM of the beam at each wavelength). At this scale, the signal from the sources is smoothed down to low noise, while the extended emission from Galactic cirrus is still significant in the smoothed maps. We remove the cirrus by subtracting areas of the unsmoothed map which have pixel values in the smoothed map that are greater than the rms of the unsmoothed map. We smooth the masks with Gaussian functions with widths equal to the FWHM of each beam in order to apply a smooth mask to the map edges. In the end, the masked regions constitute 13% and 19% of the HerS and HeLMS maps, respectively. From this masked image, we create a coverage map that we use to determine exactly which quasar coordinates lie within the boundaries of the map. Figure 2 plots the 250 $\mu$m HerS and HeLMS coverage maps with Galactic cirrus masked out in white and with black dots plotted at the coordinates of the quasars contained in the redshift bin $z = 1.56 - 1.95$. The region of the HeLMS map within $(RA \leq 357^\circ, DEC \leq -3^\circ)$ has no SDSS coverage, and there is a higher concentration of quasars within the SDSS region Stripe 82 that has deeper coverage along the Celestial Equator. The average number of quasars per square degree along Stripe 82 varies between redshift bins from 2-6 quasars per square degree. The redshift bin shown has 5 quasars per square degree, or $\sim 1.25$ quasars per 30 arcmin$^2$ (the size of our stacked thumbnails). The peak average brightness from a quasar at 250 $\mu$m is at most $10^6$ Jy/sr. The total flux is then $\sim$ 10 mJy. If you have $\sim$ 1 extra quasar in the 0.25 square degree patch, then they will contribute $\sim 1.4e2$ Jy/sr. Thus, we are not concerned that the average large scale flux of $\gtrsim 5e3$ Jy/sr is coming primarily from quasars.

We perform the stacking of the Herschel maps on the locations of quasars in ten redshift bins, divided such that there are approximately the same number of quasars in each bin, $N \sim 1100$. This yields redshift bins of different widths.

Figure 1. Histogram of SDSS quasars used in this study with vertical dashed lines at the redshifts of our bin edges. The total sample includes 11,235 quasars and the bins contain approximately equal numbers of quasars, $N \sim 1000$.  

http://www.astro.caltech.edu/hers/Data

http://hedam.lam.fr/HerMES/
Figure 2. HerS (top) and HeLMS (bottom) 250 µm coverage maps with Galactic cirrus masked in white and with black dots marking the coordinates of quasars contained in our first redshift bin $z = 1.56 - 1.95$. There is a higher concentration of quasars along the SDSS region Stripe 82 that covers the Celestial Equator, and the region of the HeLMS map at (RA $\lesssim 357^\circ$, DEC $\lesssim -3^\circ$) has no SDSS coverage.

Based on the number density of quasars as a function of redshift and selection effects from SDSS, we mean subtract the total map before stacking, and apply a local background subtraction to each 30' × 30' thumbnail that goes in to a stack. The local background subtraction is performed in order to eliminate any fluctuations on scales of order the size of our thumbnails that is not accounted for in the mean subtraction of the entire map. The local background subtraction is performed by computing the mean value of the map in a three arcminute wide annulus at the edge of each thumbnail, avoiding masked regions. The same background subtraction is applied to the model. For each redshift bin, the stacked signal is constructed by taking the inverse variance weighted average of the $30' \times 30'$ thumbnails centered on all quasars in that redshift bin:

$$\bar{D}_\alpha = \frac{\sum_i w_{i,\alpha} D_{i,\nu}}{\sum_i w_{i,\alpha}}. \quad (1)$$

Equation (1) gives the mean stacked intensity map $\bar{D}_\alpha$ of the redshift bin $\alpha$ containing $N_\alpha$ sources, each contributing individual map intensity $D_{i,\nu}$ in the frequency band $\nu$. The inverse variance weights $w_{i,\nu}$ are determined from the Herschel error maps. The error maps vary between bands and are derived from the diagonal component of the pixel-pixel covariance matrices generated in the map making pipeline (Patanchon et al. 2008). The weights and data from masked regions of the map are excluded from the mean calculation.

3 MEASUREMENTS AND ANALYSIS

3.1 Angular correlation function

We generate radial profiles from the stacked images for each of the ten redshift bins in each wavelength band. The stacked images have the same units as the map, Jy/beam, and are converted to Jy/sr by dividing by the beam areas, 0.9942, 1.765, and $3.730 \times 10^{-8}$ sr for the 250 µm, 350 µm, and 500 µm bands, respectively (Griffin et al. 2013). The radial profiles are generated by determining the average surface brightness in annuli as a function of radius, with radial bins that are equally spaced on a logarithmic scale. Figure 3 shows an example of the 2D images and radial profiles for the redshift bin spanning $z = 1.56 - 1.95$. The top row depicts the full $30' \times 30'$ 2D images, with axes converted to a phys-
Figure 3. Quasar-correlated infrared emission in the redshift bin spanning $z = 1.56 - 1.95$, with negative values saturated to the color black. Top row: 2D stacked images with concentric rings marking the annuli at the outer five radii of the surface brightness. The full images are $30' \times 30'$, and the approximate physical scale is shown here at the average redshift within this bin. Middle row: Zoom in on the central five radial bins (circles) of the 2D stacked images corresponding to $\sim 0.5$ Mpc in each band. The pixels are interpolated using a spline, and the 500 $\mu$m images are scaled by 1.5 to be on the same color scale as the other bands. Bottom row: Binned radial profiles with best-fitting PSF (dashed line) and halo model (solid line) broken into its one halo (dotted line) and two halo (dot-dashed line) components.

The quasar emission is spread out over the beams of the Herschel-SPIRE instrument, and is modeled using Gaussian components.

3.2 Analysis of the quasar emission and the extended emission

The quasar emission is spread out over the beams of the Herschel-SPIRE instrument, and is modeled using Gaussian components.
average redshift of the bin, while the 250 µm radial bins. The 350 µm radial bin including the contribution from the covariance between radial bins. We observe a bias in the null stacks with amplitudes that are ≤ 10%, 20%, and 50% of the error on the correlation functions at 250 µm, 350 µm, and 500 µm, respectively. The source of these biases is unknown, but we find they are small enough not to affect our results. The average value of the null profiles is computed over the same extended radial region as the data (≥ 2×PSF FWHM) and this value is plotted as a solid band for each wavelength in Figure 4. We compute the χ² values of the mean surface brightnesses of the data with respect to the mean null surface brightnesses. For each increasing wavelength band the respective χ² values are 59, 76, and 112 with 10 degrees of freedom (one for each redshift bin) yielding p-values of 5e-9, 3e-12, and 2e-19. This indicates that the data are inconsistent with the null hypothesis. We conclude that the amplitude of the surface brightness of the extended IR emission around quasars is significant beyond the signal produced by random large scale fluctuations.

Figure 4. Mean surface brightness of large scale (R ≥ 0.3 Mpc) clustered signal as a function of redshift and wavelength. Uncertainties are derived from propagating the uncertainty in each radial bin including the contribution from the covariance between radial bins. The 350 µm data is plotted at the positions of the average redshift of the bin, while the 250 µm and 500 µm data are shifted slightly horizontally for clarity. The colored bands indicate the mean surface brightness of the null stacks outside the same radius, with the width of the band indicating the error on the mean.

Figure 5. Mean surface brightness profiles of 100 null stacks in each wavelength band and redshift bin. Error bars denote the standard error on the mean of the null stacks.

PSFs with FWHMs equivalent to those of the beams described by Griffin et al. (2013) for each of the SPIRE bands. Row 3 of Figure 3 shows the Gaussian PSFs overplotted with the data. When modelling the surface brightness profiles, we simultaneously fit for the amplitude of the flux from the quasar using these PSFs and fit a model that describes the extended emission. The complete model must be convolved with the beam before fitting to the data, and this convolution is best calculated in Fourier space. Transforming a Gaussian in two dimensions is efficient and easy to compute accurately. That is the first reason for using the Gaussian beams. Secondly, we find that our Markov Chains show better convergence when using the Gaussian beams.

We incorporate the 10% uncertainty associated with using the Gaussian beams², and we find no significant difference in the resulting best-fitting parameters when using the Gaussian vs. the numerical PSF defined by Griffin et al. (2013).

The mean amplitude of the signal beyond 2×FWHM of the PSF (r ≥ 0.3 Mpc) in each redshift bin is shown in Figure 4 for each of the observed wavelength bands. The 350 µm data is plotted at the positions of the average redshift of the bin, while the 250 µm and 500 µm data are shifted slightly horizontally for clarity. The error bars reflect the propagated uncertainty of the mean surface brightness including the contribution from the covariance between radial bins (Section 3.3).

“Null” stacked thumbnails have been generated using a synthetic catalog drawn from random positions uniformly distributed over the sky coverage. The stacking method remains the same as for the quasar positions. A series of 100 null stacks are generated, each using a catalog of the same size as the mean number of quasars contained in each redshift bin. The null stacks are treated in the same manner as the data, and errors are determined by taking the standard deviation on the mean of the 100 null average flux densities in each radial bin. Figure 5 demonstrates the mean radial surface brightness profile of the 100 null stacks for each wavelength band with the standard deviation on the mean plotted as error bars. Note that the errors are correlated between bins. We observe a bias in the null stacks with amplitudes that are ≤ 10%, 20%, and 50% of the error on the correlation functions at 250 µm, 350 µm, and 500 µm, respectively. The source of these biases is unknown, but we find they are small enough not to affect our results. The average value of the null profiles is computed over the same extended radial region as the data (≥ 2×PSF FWHM) and this value is plotted as a solid band for each wavelength in Figure 4. We compute the χ² values of the mean surface brightnesses of the data with respect to the mean null surface brightnesses. For each increasing wavelength band the respective χ² values are 59, 76, and 112 with 10 degrees of freedom (one for each redshift bin) yielding p-values of 5e-9, 3e-12, and 2e-19. This indicates that the data are inconsistent with the null hypothesis. We conclude that the amplitude of the surface brightness of the extended IR emission around quasars is significant beyond the signal produced by random large scale fluctuations.

3 http://herschel.esac.esa.int/Docs/SPIRE/spire_handbook.pdf
Figure 6. Top row: Correlation matrices for the radial profiles at 250 $\mu$m (left), 350 $\mu$m (center), and 500 $\mu$m (right) bands in the redshift bin $z = 1.56 - 1.95$ computed from the bootstrap analysis. We use the covariance matrices for each redshift bin when computing the maximum likelihood in the MCMC analysis. The correlations in the first three bins are due to the variance from the quasar emission scatter, and the large scale correlations are due to variance of the clustered infrared background. Bottom row: Surface brightness with uncertainty taken from the diagonal of the covariance matrices. Inset plots the outer six data points. The radial profiles demonstrate the decreasing uncertainty as a function of radius.

The uncertainty in the null stacks is $\sim 10\%$ of the uncertainty calculated from the diagonal elements of the covariance matrix in each wavelength band and redshift bin. We thus determine that the noise in the stacked images is dominated on large angular scales ($\geq 30''$) by cosmic variance, the statistical fluctuations in the brightness of the clustered CIB around quasars. Though some of the cosmic variance is dampened by our large sample size, the sample is not large enough to smooth all fluctuations. The resulting radial profiles therefore show significant bin-to-bin covariance due to their dependence on the inherent cosmic fluctuations. Furthermore, the radial bins are smaller than the beam size at small radius ($\leq 18'', 25'', 36''$ for the 250, 350, 500 $\mu$m bands, respectively), so the variance from the quasar emission scatter is captured in the first three bins of the covariance matrices. We use the resulting covariance matrices to perform the maximum likelihood calculation. We account for the fact that the inverse of the covariance matrix estimated from our bootstrapping technique is a biased estimator of the inverse covariance by using the Hartlap et al. (2007) method to increase the covariance. The error bars on the data points in the plotted radial profiles are obtained from the variance values provided by the diagonal elements of this covariance matrix. The relative amplitude of the uncertainties with respect to the data increases with radius from $\sim 6\%$ to up to $\geq 100\%$. The data with uncertainties for $z = 1.56 - 1.95$ are plotted in the bottom row of Figure 6. The matrices shown here are representative of those associated with the other redshift bins.

4 THE CLUSTERED INFRARED BACKGROUND

In this section, we explain the necessity for using the halo model formalism (Section 4.1) and present a theoretical model for our data. The model of the clustered infrared background power spectrum is described in Section 4.2, followed by the quasar model power spectrum in Section 4.3, and the final combined angular cross-correlation function in Section 4.4.

4.1 Why halo occupation models are necessary

Figure 4 presented in Section 3 demonstrates that the surface brightness of the infrared background clustered around optically-selected quasars is evolving as a function of redshift. There is evidence for a peak in the clustered signal in all three frequencies between $z \sim 1.5$ and $z \sim 2.5$, and a decline in signal at $z > 2.5$. This behavior as a function of
redshift mimics that of the overall luminosity density evolution of star-forming galaxies (Madau & Dickinson 2014), but the relationship between our clustered CIB brightness and cosmic star-formation history depends on several factors.

Our first attempt at understanding the origin of our detection is a model in which dusty star-forming galaxies cluster around quasars in exactly the same way at every redshift, but their infrared luminosities evolve with redshift in agreement with the cosmic co-moving luminosity density of star formation \( \rho(z) \), which we take from Hopkins et al. (2008). To compute the redshift evolution of the resulting signal, we take several spectral energy distributions (SEDs) of star-forming galaxies from Rieke et al. (2009), place them at a range of redshifts, convolve them with Herschel bandpass functions, normalize the overall luminosity using \( \rho(z) \) and take into account the cosmological surface brightness dimming. We find that regardless of the adopted spectral energy distribution, the resulting signal peaks at redshifts \( z \lesssim 1 \). This result can be understood as a product of two strong functions of redshift: while the luminosity density \( \rho(z) \) increases as a function of redshift for \( 0 < z < 2.5 \) by a factor of \( \gtrsim 10 \), the cosmological surface brightness (SB) dimming is a strongly decreasing function of redshift, so the two effects combine to produce a peak of the signal at \( z \sim 1 \). Figure 7 shows the surface brightness as a function of redshift computed using this straightforward model and an example SED template. The method yields the surface brightness for comoving Mpc. To arrive at the curves in Figure 7, which can be directly compared to our data, we multiply the calculated surface brightness per comoving Mpc by the differential comoving distance as a function of redshift \( d\chi/dz \).

The differences arising due to k-corrections (i.e., because different intrinsic parts of the SEDs fall into the same Herschel bands at different redshift) result in differences between the evolution of the signal as seen in different bands, but these variations are less strong than those due to \( \rho(z) \) and SB(z) dimming. In particular, in the range \( 1 < z < 3.5 \) k-corrections at 500 \( \mu \)m are negative for all SEDs in the Rieke et al. (2009) library (Blain & Longair 1993), whereas k-corrections at 250 \( \mu \)m and 350 \( \mu \)m can be positive or negative, depending on the wavelength of the peak of the template, in this redshift range. Thus, in our model of the clustered background co-evolving with the cosmic luminosity density the apparent surface brightness peaks at somewhat higher redshifts for longer wavelengths, but still not close to \( z \sim 2 \) and with a steep decline toward higher redshifts.

Therefore, we conclude that our observations are inconsistent with infrared-bright galaxies clustering around quasars in exactly the same way at all redshifts. Several effects might enhance the clustered background signal at \( z \gtrsim 2 \). For example, if high-redshift quasars occupy more massive dark matter haloes than the low-redshift ones, they will have more galaxies clustered around them. Alternatively, even if the numbers of clustered galaxies are similar, we still can have a peak of infrared signal at high redshifts if the DSFGs clustered around quasars are more efficient at forming stars and therefore have a higher luminosity to mass ratio. For example, massive galaxies at low redshift tend to be passive ellipticals and are therefore not forming stars in proportion to \( \rho(z) \), whereas massive galaxies at high redshifts are exactly those that contain a significant fraction of the star formation activity (Martis et al. 2016). This effect will clearly enhance the strength of the clustered infrared signal at high redshifts.

In other words, the observed redshift dependence of the clustered infrared background around quasars suggests that our observations are sensitive to the redshift evolution of the clustering of dark matter haloes hosting quasars and / or to the mass and luminosity-to-mass evolution of dark matter haloes hosting DSFGs. In an attempt to understand these effects, we explore the full halo occupation distribution models in application to our data. In this attempt at understanding, we fix the parameters describing the mean number of central and satellites that describe the quasar halo occupation function and explore the most effective mass and luminosity-to-mass ratio of haloes hosting DSFGs. We then explore the effects of any assumptions we make on the derived parameters.

### 4.2 Halo Model of clustered infrared background sources

The theoretical model is presented by first considering the auto correlation of the CIB anisotropies and of the quasars, separately, in order to introduce relevant terminology and give the reader a better understanding of the HOD model before combining them into the theoretical cross-correlation function. The halo model for cosmic infrared background anisotropies was developed in Shang et al. (2012) and used in several other works (e.g. Viero et al. 2013; Planck Collaboration et al. 2014; Serra et al. 2014; Wang et al. 2015). The model used here is essentially the same as that used in Wang et al. (2015), but we focus on determining different physical parameters.

Early halo models of large scale structure (e.g. Cooray & Sheth 2002) and of CIB anisotropies (e.g. Amblard et al. 2011) assumed that all galaxies contribute equally to the emissivity, independently from the mass of the dark matter
halo. The key difference between the halo model we adopt from Shang et al. (2012) and those of the previous works is that it does not assume that all of the dusty sources have the same luminosity, but instead makes use of a parametric relationship between infrared luminosity and halo mass. Using this $L - M$ relation in our halo occupation distribution model allows us to weight the number of central and satellite galaxies that occupy a dark matter halo by the luminosity density at a given host halo mass $M$ as a function of redshift. We add more complexity to our model by not solely assuming a prescribed redshift evolution, but allowing the peak halo mass and normalization of the $L - M$ relation to vary in each redshift bin.

We start our halo modeling by postulating that the distribution of dark matter is known, and therefore the halo mass function and halo bias are also known (Tinker et al. 2008; Tinker et al. 2010). The galaxy power spectrum is described by the sum of the linear two-halo term which dominates on large scales between galaxies in separate dark matter haloes, the non-linear one-halo term in which the emissivity per comoving volume is

$$P(k, z) = P^{1h}(k, z) + P^{2h}(k, z) + P^{Poisson}(k, z) \tag{2}$$

where $x(z)$ is the comoving distance, $b_{DSFG}(k, z)$ is the bias of the dusty sources making up the clustered background, and $P_{lin}(k, z)$ is the linear dark matter power spectrum. We explicitly write $P_{lin}$ in terms of the angular or projected wave number $k_\theta$ as that is the coordinate being transformed into real angular space, $\theta$. The linear bias of the DSFGs is unknown, as is the number counts of the sources. The general expression for the linear bias of a particular group of galaxies (Cooray & Sheth 2002) applies also to that of the DSFGs

$$b_{gal}(k, z) = \frac{\int dM \frac{dn}{dM}(z)b_h(k, M, z)(N(M))}{\int dM \frac{dn}{dM}(z)(N(M))} \tag{4}$$

where $dn/dM$ is the halo mass function (Tinker et al. 2008), $b_h$ is the linear dark matter halo bias (Tinker et al. 2010), and $\langle N \rangle$ denotes the mean number of sources in a halo of mass $M$ and is the sum of the mean number of central galaxies and the mean number of satellite galaxies.

The extended emission in our angular cross correlation function comes from DSFGs that lie within the same redshift bin as that of the quasar population, but the number counts as a function of redshift of dusty galaxies is unknown. Because of this, we must parameterize the DSFG bias in terms of the mean emissivity per comoving volume

$$b_{DSFG}(k, z) = \frac{\int dM \frac{d\nu}{dM}(z)b_h(k, M, z)}{\int dM \frac{d\nu}{dM}(z)} \tag{5}$$

where the emissivity per comoving volume is

$$\bar{\nu}(z) = \int dL \frac{dn}{dL}(L, z) \frac{\Theta(1+z)\nu}{4\pi} \tag{6}$$

The luminosity density $L_\nu$ is the infrared luminosity density at the observed frequencies and $\frac{d\nu}{dM}$ is the comoving luminosity function of the sources. This parameterization uses the fact that galaxies’ emissivities in a given dark matter halo depend on redshift, halo mass, and frequency through their luminosity density. Within this formalism, the infrared luminosity density is

$$L_{1+z}\nu = L_\nu \Phi(z) \Sigma(M) \Theta(1+z)\nu. \tag{7}$$

where $L_\nu$ is the normalization factor with units of luminosity per solar mass $[L_\nu/M_\odot]$. $L_\nu$ is used to determine the amplitude of the average luminosity density of DSFGs in each redshift bin per unit halo mass, $\Phi(z)$ describes the redshift evolution of the $L - M$ relation, $\Sigma(M)$ describes the luminosity-halo mass relation, and $\Theta(1+z)\nu$ describes the shape of the SED.

The exact form of the redshift evolution of the $L - M$ relation used in this model is still a matter of some debate. It is primarily based on the scaling of SFR and bolometric infrared luminosity (Kennicutt 1998) and the expected evolution of specific star formation rate with redshift, which is observed to be a power law $(1+z)^\beta$ with a plateau at $z \approx 2$ (Bouché et al. 2010; Weinmann et al. 2011). Thus, this is what we assume for $\Phi(z)$ with a power law index $\eta = 2.19$ in agreement with Viero et al. (2013).

The shape of the SED is described by a normalized modified blackbody function,

$$\Theta(z) = \Theta(v) = (v(1+z))^\beta B_v(v(1+z), T_\nu) \tag{8}$$

at the rest frame frequency, where $B_v(v, T_\nu)$ is the Planck blackbody function at dust temperature $T_\nu$. We fix $\beta$ to be 1.45 in agreement with Viero et al. (2013) and Wang et al. (2015) and allow only the dust temperature to vary. We ran trials in which $\beta$ is allowed to vary and fixing it is inconsequential.

The function $\Sigma(M)$ relates the infrared luminosity to the dark matter halo mass. Galaxy luminosity functions and halo mass functions indicate that star formation only occurs in a range of halo masses, with suppression at both high and low masses due to physical mechanisms such as photoionization, supernovae feedback, AGN feedback, and virial shocks (e.g. Birnboim & Dekel 2003, Bower et al. 2006, Croton et al. 2006). Thus, we describe this relationship between $L$ and $M$ via a log-normal distribution of the form

$$\Sigma(M) = \frac{M}{(2\pi\sigma^2_{L/M})^{1/2}} e^{-(\log_{10}(M) - \log_{10}(M_p))^2/2\sigma^2_{L/M}} \tag{9}$$

where $M_p$ is the peak of the specific IR emissivity, or the most efficient halo mass at hosting dusty star forming galaxies. A similar relation is observed between SFR and halo mass via abundance matching (Béthermin et al. 2012a). The width of the halo mass distribution is $\sigma_{L/M}$ which is a unitless quantity and is difficult to constrain when left as a free parameter. We fix the value $\sigma_{L/M} = 0.5$ as in Shang et al. (2012), Planck Collaboration et al. (2014), and Serra et al. (2014). This is consistent with the range of values found by Viero et al. (2014) who leave it as a free parameter in their model.

In the same manner as other CIB anisotropy HOD models, we assume that the same $L - M$ relation (and redshift evolution thereof) applies to both the central and satellite
galaxies. Our method is different from the other halo models of the CIB anisotropies in that we fit our model to the data in each redshift bin instead of applying the model across one or two broad redshift ranges. We are aiming to estimate values of $\Phi_b$, $T_d$ and $M_{\text{eff}}$ in each redshift bin, probing any additional changes in these parameters as a function of redshift that is not accounted for by the prescribed evolution, $\Phi(z)$, which describes the observed evolution of specific star formation rate with redshift.

Using the definition of luminosity density in Equation (7), the number of dusty galaxies weighted by the luminosity density of each population as a function of halo mass and redshift:

$$f_{\nu}^{\text{cen}}(M, z) = N^{\nu, \text{cen}} \frac{L^{\text{cen}}(M, z)}{4\pi}$$

and

$$f_{\nu}^{\text{sat}}(M, z) = \int \frac{dN}{dM}(M, z) \frac{L^{\text{sat}}(M, z)}{4\pi}$$

where $N^{\nu, \text{cen}}$ is the number of dusty galaxies that are the central galaxy in the halo, taken to be 0 below and 1 above a minimum halo mass $10^{10} M_\odot$ (consistent with Viero et al. 2013 and Serra et al. 2014), and the effective number of satellites is found by integrating the subhalo mass function $dn/dm$ over subhalo mass $m$ at the time of accretion for a given host halo mass $M$ (Tinker & Wetzel 2010). We model the subhaloes in this way because the luminosity and mass of a satellite galaxy are best correlated at the time of accretion before the mass has been stripped by the host halo (Wetzel & White 2010 and references therein). Equations (7)-(11) allow the emissivity per comoving volume to be recast as an integral over halo mass

$$\bar{j}_\nu(z) = \int dM \frac{dn}{dM}(z) \left[ f_{\nu}^{\text{cen}} + f_{\nu}^{\text{sat}} \right].$$

We can further define the DSFG bias in terms of halo mass and luminosity density weighted number of galaxies as

$$b_{\text{DSFG}}(k, z) = \frac{1}{\bar{j}_\nu(z)} \int dM \frac{dn}{dM}(z) b_h(k, M, z) \times u_{\text{gal}}(k, z, M) \left[ f_{\nu}^{\text{cen}}(M, z) + f_{\nu}^{\text{sat}}(M, z) \right],$$

where $u_{\text{gal}}$ is the Fourier transform of the density distribution of matter inside a halo of mass $M$ at redshift $z$, normalized to one in the center and taken to be the Navarro-Frank-White (NFW; Navarro et al. 1996) density profile. We use a redshift-dependent concentration-mass relation for $u_{\text{gal}}(k, z, M)$ with $c(M, z) = 10/(1 + z) \times (M/M_\star)^{-0.2}$ (White 2001; Bullock et al. 2001), though we checked that we are not sensitive to the choice of $c(M, z)$.

Combining all of this information, we arrive at the following expression for the two-halo term of the power spectrum for dusty galaxies

$$P_{\nu}^{2h}(k, z) = P_{\text{lin}}(k, z) \left( \frac{1}{\bar{j}_\nu(z)} \int dM \frac{dn}{dM}(z) b_h(k, M, z) \times u_{\text{gal}}(k, z, M) \left[ f_{\nu}^{\text{cen}}(M, z) + f_{\nu}^{\text{sat}}(M, z) \right] \right)^2.$$

with $u_{\text{gal}}(k, z, M)$ included for completeness, though we find that it does not make a significant difference in the model, and the squared portion in parenthesis is $b_{\text{DSFG}}^2$.

The one-halo term dominates the power spectrum on small scales and in the case of a cross correlation at two different frequencies $v1$ and $v2$ is expressed

$$P_{v1v2}^{1h}(k, z) = \frac{1}{f_{v1v2}} \int dM \frac{dn}{dM} \times [f_{v1}^{\text{cen}}(M, z) f_{v2}^{\text{sat}}(M, z)] u_{\text{gal}}(k, z, M)$$

$$+ [f_{v2}^{\text{cen}}(M, z) f_{v2}^{\text{sat}}(M, z)] u_{\text{gal}}(k, z, M) + [f_{v1}^{\text{cen}}(M, z) f_{v2}^{\text{sat}}(M, z)] u_{\text{gal}}^2(k, z, M).$$

Using the Limber (1953) approximation, the clustering term of the angular power spectrum at a given frequency is given by

$$P_{\nu}(k_\theta) = \int \frac{dz}{\chi^2} \left[ f^{-1}_{\nu} \right] P_{\text{clust}}^{\nu}(k, z) \left( \frac{dS}{dz}(z, \nu) \right)^2,$$

where $H(z)$ is the hubble constant at redshift $z$.

In this work, we fit the angular cross correlation function that is defined by the Hankel transform of the cross correlation between the power spectrum defined here with the quasar power spectrum defined by the quasar HOD. The parameters for which we fit are the most effective halo mass at hosting DSFGs, $M_{\text{eff}}$, which is the peak of the $L\sim M$ relation defined by Equation (9), the overall normalization of the cross correlation function, and the dust temperature of the SED that describes the mean emission of the DSFGs.

4.3 Halo model of quasars

The clustering term of quasars may be written

$$P(k_\theta) = \int \frac{dz}{\chi^2} \left( \frac{dN}{dz}(z) \right)^2 P_{\text{QSO}}(k = 2\pi k_\theta / \chi, z),$$

where $dN/dz$ is the normalized redshift distribution of the sample of quasars within each redshift bin. The two-halo term for the quasar power spectrum is given by

$$P_{\text{QSO}}^{2h}(k, z) = b_{\text{QSO}}^2(k, z) P_{\text{lin}}(k = 2\pi k_\theta / \chi, z).$$

The quasar portion of the DSFG-quasar cross power spectrum is written in terms of the halo occupation distribution of quasars. We make use of the following form of the mean halo occupation number of quasars, split into the mean number of central and satellite haloes of mass $M$ hosting quasars.

$$\langle N_q(M) \rangle = \langle N_{\text{cen}}(M) \rangle + \langle N_{\text{sat}}(M) \rangle$$

The number of central haloes hosting quasars is given by a softened step function in the literature such that above a minimum mass $(M_{\text{min,q}})$ of haloes hosting quasars on average half of them will contain a central quasar. This function quickly increases to one.

$$\langle N_{\text{cen}}(M) \rangle = \frac{1}{2} \left[ 1 + erf \left( \frac{\log(M) - \log(M_{\text{min,q}})}{\sigma_{\log M}} \right) \right].$$

The mean number of satellite quasars in dark matter haloes...
hosting quasars is given by the common functional form of a rolling-off power law,
\[
\langle N_{ss}(M) \rangle = \left( \frac{M}{M_1} \right)^\alpha \exp \left( -\frac{M_{cut}}{M_1} \right),
\]  \hspace{1cm} (22)
where \(M_1\) is the halo mass scale at which haloes host one satellite quasar on average and \(M_{cut}\) is the halo mass scale below which the number of satellite quasars decreases exponentially. Following the findings of Chatterjee et al. (2012), we treat the HOD of central and satellite quasars separately. That is, the presence of a quasar in a satellite within a given host halo does not require the central galaxy in that halo to also host a quasar.

We assume values for the quasar HOD parameters as a function of redshift based on the findings of Wang et al. (2015). We fix the quasar bias \(b_{QSO}\) in each redshift bin based on previous studies of auto-correlation functions of quasars (Myers et al. 2006; Shen et al. 2007; Hickox et al. 2011; Shen et al. 2013; Eftekharzadeh et al. 2015). The values of the quasar bias that we use and the studies from which they are taken are listed in Table 1. The values of the quasar HOD parameters \(M_{min,q}, M_1, M_{cut}, \alpha, \sigma_{\log M}\) are fixed to values found for the Wang et al. (2015) low redshift sample for our redshift bins spanning \(z = 0.5 - 2.45\). We then implement a linear transition to the high redshift values over our final three redshift bins spanning \(z = 2.45 - 3.5\). Using these HOD parameters the satellite fractions vary in each redshift bin, with all values below 0.1. The HOD parameter values are also recorded in Table 1. In the text, we refer to the use of the parameters recorded in Table 1 as the fiducial model. We compare this model to one in which we fix the quasar HOD parameters to the low redshift values across all redshift bins, and in the plots comparing these we refer to the fiducial model as the “Evolving QHOD” model and the alternative as the “Constant QHOD” model.

### 4.4 Angular cross correlation function of quasars and the clustered infrared background

Combining the above formalisms for the power spectra of quasars and the DSFGs that make up the CIB, we find for the angular cross correlation power spectrum
\[
P(k_p) = \int \frac{d\zeta}{\chi} \left( \frac{d\chi}{d\zeta} \right)^{-1} \left( P_{Q\text{-}DG}^1(k,\zeta) \right) + P_{Q\text{-}DG}^2(k,\zeta) d^2S_{%}(\zeta,\nu) \frac{dN}{d\zeta}(\zeta)
\]  \hspace{1cm} (23)
with the one-halo term
\[
P_{Q\text{-}DG}^1(k,\zeta) = \frac{1}{j_0^2} \int dM \frac{dn}{dM} \chi J_0^2(m_{Q\text{-}DG}(k,z)) \chi
\]  \hspace{1cm} (24)
This formalism allows for scenarios in which the central object is either a quasar or a DSFG, and the satellite population can be made up of a combination of DSFGs and quasars, though the satellite fraction of quasars is small. We assume that the correlated emission on small scales is a result of a combination of emission from clustered infrared background sources and far-infrared emission from the quasar itself, which we model separately using the PSF. This formalism does not allow for contributions to the one halo term from quasar host galaxy IR emission, but instead the quasar contribution to the amplitude of the one halo term is from the halo occupation function \(N(M)\) of quasars. In this way, this cross-power spectrum model does not account for any emission on small scales that may be coming from the quasar host galaxy and contributing to the correlated flux. The two-halo term is represented by the product of the quasar bias, the DSFG bias given in Equation (13), and the linear dark matter power spectrum:
\[
P_{Q\text{-}DG}^2(k,\zeta) = r b_{QSO}(\zeta) b_{DSFG}(k,\zeta) P_{lin}(k,\zeta)
\]  \hspace{1cm} (25)
where we’ve included the cross-correlation coefficient \(\gamma\), which we assume to be 1, for completeness.

The relationship between the angular correlation function and the angular power spectrum is an inverse Hankel transform:
\[
w(\theta) = \int \frac{dk_0 k_0}{2\pi} P(k_0) J_0(k_0 \theta),
\]  \hspace{1cm} (26)
where \(J_0(\theta)\) is the zeroth order Bessel function. We also need to convolve our theoretical correlation function with the PSF. We first Hankel transform the real-space PSF, then multiply this by the power spectrum such that,
\[
PSF(k_0) = \int d\theta' \theta' \psi(\theta') J_0(k_0 \theta'),
\]  \hspace{1cm} (27)
where the first integral is the Hankel transform of the PSF and the second is the convolution on Fourier space that is inverse transformed back into real space.

---

**Table 1. Quasar bias and HOD parameters used in our model for each redshift bin. HOD parameters are derived from Wang et al. (2015).**

| \(z\) bin | \(b_{QSO}\) (Reference) | \(\log(M_{min,q})\) | \(\log(M_1)\) | \(\log(M_{cut})\) | \(\alpha\) | \(\sigma_{\log M}\) |
|-----------------|-----------------------------|-------------------------|-----------------|-----------------|-------------|---------------------|
| 0.5-0.81        | 1.38, (Shen et al. 2013)    | 12.4                    | 13.6            | 13.2            | 3.0          | 1.1                 |
| 0.81-1.15       | 2.17, (Hickox et al. 2011)  | 12.4                    | 13.6            | 13.2            | 3.0          | 1.1                 |
| 1.15-1.56       | 2.17, (Hickox et al. 2011)  | 12.4                    | 13.6            | 13.2            | 3.0          | 1.1                 |
| 1.56-1.95       | 2.17, (Hickox et al. 2011)  | 12.4                    | 13.6            | 13.2            | 3.0          | 1.1                 |
| 1.95-2.21       | 3, (Myers et al. 2006)      | 12.4                    | 13.6            | 13.2            | 3.0          | 1.1                 |
| 2.21-2.32       | 3.54, (Eftekharzadeh et al. 2015) | 12.4 | 13.6 | 13.2 | 3.0 | 1.1 |
| 2.32-2.45       | 3.54, (Eftekharzadeh et al. 2015) | 12.4 | 13.6 | 13.2 | 3.0 | 1.1 |
| 2.45-2.62       | 3.54, (Eftekharzadeh et al. 2015) | 12.38 | 13.52 | 13.14 | 3.04 | 1.14 |
| 2.62-2.90       | 3.54, (Eftekharzadeh et al. 2015) | 12.35 | 13.37 | 13.02 | 3.10 | 1.20 |
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Figure 8. Illustrative evolution of the one-halo (blue) and two-halo (orange) terms of the model at 350 µm as a function of redshift and $M_{\text{eff}}$ using the fiducial model with the evolving quasar HOD parameters. The dotted, dashed, and solid lines indicate $\log(M_{\text{eff}}/M_\odot) = 11.0$, 12.0, and 13.0, respectively. The dust temperature and overall normalization $L_0$ are fixed at 35 K and 0.2 $L_\odot/M_\odot$, respectively. $L_0$ directly changes the amplitude, as does $T_d$ to a good approximation.

4.5 Halo Model Implementation

We fit each redshift bin independently with the HOD model convolved with the PSF, Equation (28). Each redshift bin is divided into four smaller bins at which $P(k, z)$ is calculated, and then we integrate to arrive at $P(k_\theta)$. In the model there are six free parameters. Three parameters determine the DSFG HOD model: $M_{\text{eff}}$, the most effective halo mass at hosting the clustered DSFG sources, $L_0$, the global normalization parameter for the $L-M$ relation, and $T_d$, the dust temperature describing the shape of the DSFG’s SEDs. We simultaneously fit the data for the amplitude of the mean far-infrared emission from the quasars using a Gaussian with FWHM equal to that of the Herschel-SPIRE beams at each respective wavelength. The three amplitudes are not a part of the halo model, but we fit the full model as the amplitudes times the PSF plus the halo model curve.

We assume flat priors for all of our fitting parameters except the dust temperature. The DSFG HOD parameter priors are $10 \leq \log(M_{\text{eff}}/M_\odot) \leq 14$, $1e-3 \leq L_0/(L_\odot/M_\odot) \leq 5$, and we put a Gaussian prior on the dust temperature $T_d$ with a mean of 30 K and standard deviation of 10 K. The minimum $M_{\text{eff}}$ is set by the minimum mass for hosting a DSFG, while the maximum is a cluster-scale mass that provides a physical upper limit for the range of redshifts probed. Beyond $10^{14} M_\odot$, the $z > 2$ halo mass function drops rapidly.

The PSF amplitudes are constrained to be between 1-100% of the amplitude of the first bin of the surface brightness profile for each respective wavelength.

We add an additional prior on the star formation rate density $\rho_{\text{SFR}}$. Using the HOD parameters, we derive the average cosmic star formation rate density of the DSFGs. We constrain the value of $\rho_{\text{SFR}}$ using the formula from Madau & Dickinson (2014) for the cosmic star formation rate density $\rho_{\text{SFR}}(z)$ as a function of redshift. We impose a Gaussian prior with mean equal to the $\rho_{\text{SFR}}(z)$ computed at the average redshift of each bin with a standard deviation of 0.05 $M_\odot$/yr. We find that even with the Gaussian prior on the dust temperature, the freedom of $L_0$ allows the model parameters $L_0$ and $T_d$ to vary considerably while producing the same model amplitude. This can be problematic for the convergence of the MCMC in some redshift bins. In Section 5.2, we discuss the consequences of not using the prior on $\rho_{\text{SFR}}$. The derived $\rho_{\text{SFR}}$ from the best-fitting model parameters is discussed in Section 5.3.

The contributions from the one-halo and two-halo terms of the galaxy correlation function change as a function of redshift and halo mass. The relative amplitude of the one- and two-halo terms and the contribution that each component makes at a particular radius is affected. Watson et al. (2011) demonstrate that at a constant minimum halo mass, the one-halo term evolves strongly with redshift and the
two-halo term evolves weakly. Furthermore, both the one- and two-halo terms grow in amplitude with increasing minimum halo mass. Our mass parameter, $M_{\text{eff}}$, is similar in this regard, but it also manipulates the overall contribution from the one-halo term relative to the contribution from the two-halo term as a function of redshift. This affects the halo model evolution in a manner that deviates from the classical definition of the HOD in which all galaxies occupy haloes in the same manner regardless of luminosity.

Figure 8 illustrates the evolution of the one and two-halo terms of our model with $M_{\text{eff}}$ and with redshift for the 350 μm wavelength band. We sample our model at our lowest redshift bin $z = 0.5 - 0.81$, two intermediate bins $z = 1.56 - 1.95$ and $z = 2.32 - 2.45$, and our highest redshift bin $z = 2.9 - 3.5$. In each panel, the dust temperature and overall normalization $L_0$ are fixed to 35 K and 0.2 $L_\odot/M_\odot$, respectively, while the $M_{\text{eff}}$ increases over two orders of magnitude from $10^{11}-10^{15}M_\odot$. The normalization parameter $L_0$ strictly changes the amplitude of the overall halo model, as does $T_d$ to a good approximation since our wavelengths reside in the Rayleigh-Jeans regime of the SED for most temperatures and redshifts. There is a positive correlation between the dust temperature and overall normalization at fixed $M_{\text{eff}}$. At fixed $L_0$ an increase in $T_d$ corresponds to a decrease in amplitude of the one and two-halo terms. This is because the dust temperature determines the shape of the SED, or the relative amplitude of the different wavelength bands, and it is normalized in the $L - M$ relation such that the integral is equal to 1. This allows the parameter $L_0$ to determine the amplitude of the flux in relation to the halo mass. Thus, at fixed $M_{\text{eff}}$ the light-to-mass normalized $L_0$ would have to increase with increasing dust temperature to maintain the same flux density in a given SPIRE band on the Rayleigh-Jeans side of the spectrum.

Figure 8 illustrates the effects that the $M_{\text{eff}}$ and redshift have on the model, both in terms of overall amplitude and final shape, with the one-halo term following the shape of a projected NFW profile but heavily influenced by the convolution with the PSF. The broader shape of the one-halo term at low redshift as compared to high redshift is driven by evolution in the halo mass function. At low redshift ($z \leq 2$), the amplitude of the one-halo term increases relative to the two-halo term with increasing $M_{\text{eff}}$. This is due to a stronger increase in total luminosity of the halo (central plus satellites) than in number of satellite galaxies for a given halo mass. As the host halo mass increases, the masses of the subhaloes also increase, and therefore, the brightness of the satellite galaxies and total luminosity of the halo increases. As $M_{\text{eff}}$ increases, the slope of the $L - M$ relation increases, which is why the amplitude of the one-halo term changes more than the amplitude of the two-halo term (Shang et al. 2012). This evolution becomes less strong with redshift due to the decrease in the halo mass function such that by $z \sim 2$ we no longer observe an increase in one halo term with increasing $M_{\text{eff}}$. In our model, the total amplitude of the one halo term is also influenced by the quasar HOD. Our choice of quasar HOD parameters from Wang et al. (2015) have constant values until $z = 2.5$ at which point they change for the higher redshift quasars. The new quasar HOD function beyond $z \sim 2.5$ influences the one halo term in such a way that we again observe an increase in the one-halo term with increasing $M_{\text{eff}}$. We explore the effects of a different quasar HOD in our derived model parameters in Section 5.2.

We use the package emcee (Foreman-Mackey et al. 2013) to perform a Markov Chain Monte Carlo sampling of the Gaussian likelihood function defined using the covariance matrices of the radially binned data in order to understand the posterior distribution of the fit parameters. The marginalized constraints on the parameters for each redshift bin are presented in Table 2 using the 50th percentile plus and minus the 84th and 16th percentiles, respectively. Reduced $\chi^2$ values are also reported and range from 1.2 - 4.2 depending on the redshift bin. In many redshift bins, the cause of the poor $\chi^2_{\text{red}}$ is due to the first three data points that are contained within the PSF FWHM. Calculated using only data points outside of the PSF FWHM, the $\chi^2_{\text{red}}$ values range between 0.7-2.6 and are recorded in Table 2. There are other factors contributing to the $\chi^2_{\text{red}}$ calculated outside the PSF FWHM still indicating a poor fit. Our phenomenological model with its many assumptions fails in some ways. For example, it is often the case that the transition region from the one-halo to two-halo term is not fit well. Furthermore, we use a single temperature modified blackbody to fit the average SED of the dusty galaxies, when the physics is likely more complicated. This model assumes optically thin dust, while studies have shown high redshift dusty galaxies have optically thick dust (Riechers et al. 2013; Huang et al. 2014; Su et al. 2017). Nonetheless, as we have carefully estimated the covariance in the data (Section 3.3) we argue that the errors presented in Table 2 are representative of the statistical error and, as we show in Section 5.2, are large enough to characterize systematic uncertainties in the model as we allow model assumptions to vary.

5 HALO MODEL RESULTS

5.1 Model parameters as a function of redshift

The data and best-fitting models associated with four of our redshift bins, $z = 0.5 - 0.81$, $z = 1.56 - 1.95$, $z = 2.32 - 2.45$, and $z = 2.9 - 3.50$, are presented in Figure 9. The rows show the data from a given redshift bin, labeled in the first column, and the columns show the data from the three wavelength bands. The black solid line in each plot is the best-fitting complete model: PSF fit to quasar emission plus the halo model. The best-fitting model is defined using the 50th percentile values of each parameter taken from the 1D marginalized posterior distribution given by the MCMC. The blue solid lines show the one-halo term calculated using the best-fitting parameters of the complete model. The orange solid lines show the two-halo term calculated using the best-fitting parameters of the complete model. The dashed line is the PSF fit to the amplitude of the quasar emission. Figure 10 displays the marginalized distribution of the HOD parameters in our model for these four redshift bins. The profiles with best-fitting models and marginalized parameter constraints for the other six redshift bins, as well as individual plots for the four bins plotted in Figure 9, are displayed in Appendix A.

Figures 11, 12, and 13 display the parameters $M_{\text{eff}}$, $L_0$, and $T_d$ as a function of redshift. The black data points with error bars indicate the 50th, 16th, and 84th percentiles from...
the marginalized distributions. We find evidence that $M_{\text{eff}}$ increases with redshift up to $z \sim 2.9$, with values ranging from $\log(M_{\text{eff}}/M_\odot) = 10.7 - 13.9$. This is a sensible result as the data prefer a large amplitude one-halo term in relation to the two-halo term at all redshifts, and the only way to achieve this result as a function of increasing redshift is by increasing $M_{\text{eff}}$ (see Figure 8). We also see an increase in $L_0$ toward higher redshifts in order to boost the overall amplitude of the model. In the four redshift bins spanning $z = 2.2 - 2.9$ the posterior distribution of $M_{\text{eff}}$ is pushing against the upper limit of the prior such that the $2\sigma$ upper limits are not well constrained. We test increasing the upper limit to $1e15 M_\odot$, but $M_{\text{eff}}$ is still not well constrained. The range of derived $L_0$ and $M_{\text{eff}}$ in the last three bins reflects the uncertainty in the quasar HOD parameters. These two parameters decrease in the highest redshift bin in the fiducial model with evolving quasar HOD, while the drop is not present in the alternative model of using constant quasar HOD parameters across all redshifts (gray stars in Figures 11-15). As shown in Figure 13, the dust temperatures evolve marginally with redshift within their 10-20% uncertainties (at most 2$\sigma$ between the $z = 0.7$...
Figure 10. Contours of the 68th and 95th percentiles of the posterior distribution of the parameters in our DSFG HOD model using an evolving quasar HOD for four redshift bins spanning the entire range of redshifts that we probe. The histograms show the marginalized posterior distributions. From top left to bottom right the redshift intervals are $z = 0.5 - 0.81$, $z = 1.56 - 1.95$, $z = 2.32 - 2.45$, $z = 2.9 - 3.5$. The contours for all redshift bins including the PSF amplitudes are plotted in Appendix A.

and the $z \sim 2.5$ values). We are unable to obtain well constrained values within the limitations of this dataset due to the fact that there are only three wavelength points to define the SED and the dust temperature is positively correlated with the normalization $L_0$. The values of $M_{\text{eff}}(z)$ are robust against the choice of mean and standard deviation of the Gaussian prior on $T_d$. In the next section, we test the model parameter dependencies on various assumptions made in the fiducial model.

5.2 Testing model parameter dependencies

In this section we explore the dependence of our model parameters on the assumptions made in the evolving quasar HOD model, particularly those relating to the quasar portion of the model angular cross correlation function. We also test the dependence of our results on the SED of DSFGs, on the prescribed redshift evolution of the $L - M$ relation, and on the width of the $L - M$ relation. We implement these tests by modifying the variable(s) under question and running the MCMC analysis while keeping the other aspects of the fiducial model fixed.

Because we use the results of quasar auto-correlation
Figure 11. Most efficient halo mass at hosting star formation as a function of redshift as determined from the 50th percentile value from the posterior distribution of the Markov Chains. Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at \( z > 2.5 \) and gray stars are the results of keeping the quasar HOD parameters constant across all redshifts. The gray dashed lines indicate the limits of the prior. The 2\( \sigma \) upper limit of the four points spanning \( 2.2 < z < 2.9 \) is not well constrained.

Figure 12. Normalization of the \( L - M \) relation for DSFGs as a function of redshift as determined from the 50th percentile value from the posterior distribution of the Markov chains. Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at \( z > 2.5 \) and gray stars are the results of keeping the quasar HOD parameters constant across all redshifts. The gray dashed lines indicate the limits of the prior.

Figure 13. Dust temperature of DSFG SEDs as a function of redshift as determined from the 50th percentile value from the posterior distribution of the Markov chains. Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at \( z > 2.5 \) and gray stars are the results of keeping the quasar HOD parameters constant across all redshifts. The gray dashed lines indicate the limits of the prior.

studies to fix the quasar bias parameter and quasar HOD parameters (see equations in Section 4.3), we run tests to understand the dependencies of our derived DSFG HOD parameters on the assumptions about quasar clustering. In most redshift bins the correlated signal on scales larger than \( \sim 30'' \) is primarily associated with the two-halo term, which determines large scale clustering parameters. The two-halo term in the correlation function is derived from a re-scaling of the dark matter correlation function by the biases of the observed populations. The quasar bias at high redshift is still under investigation with Shen et al. (2007) finding an increase beyond \( z \sim 2.9 \) by a factor of \( \gtrsim 2 \) and more recent studies such as Eftekharzadeh et al. (2015) finding that it might remain relatively flat with a value of \( b \sim 3.5 \) up to \( z \sim 3 \). In our fiducial model, we use the value from Shen et al. (2007) of \( b \sim 8 \) in our highest redshift bin. As a test, we set the quasar bias to a constant value \( b = 3.5 \) at \( z > 2 \), which affects only our highest redshift bin \( z = 2.9 - 3.5 \). The result is an increase in the normalization \( L_0 \) and a decrease in the efficient halo mass \( M_{\text{eff}} \), both by an amount < 1\( \sigma \) deviation from the fiducial model. Our choices of quasar biases presented in Table 1 are taken from references that use slightly different cosmologies, but we find that the adjustments to \( b_q \) in our chosen cosmology are smaller than their reported uncertainties. The only case in which this may not be true is for the highest redshift bin, in which the adjustment to their value of the quasar bias in our cosmology brings its value down to \( b_q = 7.38 \). Because decreasing the bias by a factor \( \gtrsim 2 \) does not appreciably change our results, we are not concerned about a 7% change.

It is not just the quasar bias that impacts the two-halo term, since the normalization of the DSFG-quasar cross-correlation halo model \( L_0 \) is the same for both the one-
halo and two-halo terms. We must therefore test the effect of changing the values of the parameters that describe the quasar halo occupation function (Equation 20). As outlined in Section 4.3, the quasar halo occupation function parameters only go directly into the one-halo term of the model, as the relevant parameter for the two-halo term is the quasar bias. Of the five parameters that describe Equation (20), the parameters that significantly affect the amplitude of the one-halo term are the minimum mass for hosting a central quasar, the minimum mass for hosting at least one satellite, and the power law index setting the mean number of satellite quasars as a function of halo mass. To test the dependence of our results on these three quasar parameters, we alter their values while maintaining the correct order of magnitude for the number density of quasars \( n_{q} \approx 10^{-6} \text{Mpc}^{-3} \) and redo our MCMC analysis.

We first fix the minimum halo mass for hosting a central quasar \( (M_{\text{min},q}, \text{Equation 21}) \) to be the same at all redshifts. The change we implement increases the values of \( M_{\text{min},q} \) from those found by Wang et al. (2015) \( (10^{12.3} M_{\odot} \text{for } z < 2.5 \text{ and } 10^{12.3-3} M_{\odot} \text{for } z > 2.5) \) to \( 10^{13} M_{\odot} \). The effect of increasing \( M_{\text{min},q} \) serves to increase the amplitude of the one halo term, and thus causes a corresponding decrease in the best-fitting values of the normalization \( L_{0} \) at all redshifts by \( \sim 1\sigma \). \( M_{\text{eff}} \) remains consistent with the fiducial values for \( z \) bins 1-2 (0.5 \( \leq z \leq 1.15 \)), with similarly large error bars as in the fiducial model. \( M_{\text{eff}} \) decreases by \( \sim 1\sigma \) in the third redshift bin (\( z = 1.15 - 1.56 \)). In the redshift bins 4 and 5, spanning \( z = 1.56 - 2.21 \), the best-fitting \( M_{\text{eff}} \) is \( \sim 2\sigma \) lower than in the fiducial model, and in the redshift bins with \( z \geq 2.21 \) there is \( \sim 1\sigma \) decrease in \( M_{\text{eff}} \). There is a slow increase in \( M_{\text{eff}} \) through \( z = 2.9 \), with the values at redshifts spanning \( 2.45 < z < 2.9 \) consistent with the fiducial model. The take away from this test is that in comparison with the fiducial model, with an increase in the minimum mass hosting quasars, we still observe the increase in the effective halo mass hosting clustered DSFGs with redshift, but with a more gradual increase from \( \log(M_{\text{eff}}/M_{\odot}) = 10.7 \) to \( \log(M_{\text{eff}}/M_{\odot}) = 13.6 \) at \( z = 2.9 \). Furthermore, the reduced \( \chi^{2} \) values for the best-fitting model with \( M_{\text{min},q} = 10^{13} M_{\odot} \) are larger than our fiducial model, with the \( p \)-value ratios of the fiducial to this model \( > 5 \) for all redshifts, suggesting that this version is a less accurate functional form for the quasar HOD. We do not test the effect of decreasing the minimum halo mass hosting quasars because it is relatively well established that quasars live in haloes of at least \( 10^{13} M_{\odot} \) (Shen et al. 2013; Richardson et al. 2012; Porciani et al. 2004).

Modifying the quasar satellite halo occupation function, specifically in changing the value of the minimum halo mass to host a satellite quasar \( M_{1} \) or the power law index \( \alpha \), also causes significant changes in the amplitude of the one-halo term. The effect of decreasing the value of \( M_{1} \) at high redshift \( (z \geq 2.5) \) is to re-establish the increase in the one-halo term relative to the two-halo term with increasing \( M_{\text{eff}} \) as exemplified in Figure 8. It is this specific aspect of the fiducial model that results in the decrease in \( L_{0} \) at high redshift and a corresponding decrease in \( M_{\text{eff}} \) in the highest redshift bin. If instead we fix the HOD parameters to be constant across all redshift bins to the values of the Wang et al. (2015) low redshift sample, which increases the value of \( M_{1} \) in the last 3 bins (see Table 1), we find a significant increase \((> 5\sigma)\) in \( M_{\text{eff}} \) and \( L_{0} \) for the highest redshift bin. The results of this change are shown as gray stars in the halo model parameter results as a function of redshift, Figures 11-15. Other studies provide evidence that the clustering of quasars can be modeled by constant HOD parameters up to \( z \sim 2.5 \) (Coil et al. 2007; Ross et al. 2009; Richardson et al. 2012), while Richardson et al. (2012) and Chatterjee et al. (2012) provide some evidence that the quasar HOD parameters evolve at \( z \geq 3.0 \) in a manner that is consistent with the Wang et al. (2015) findings. Richardson et al. (2012) implement an HOD model of SDSS quasars for their \( z = 1.4 \) sample and for the Shen et al. (2007) \( z = 3.2 \) sample and find that the minimum mass of central quasars decreases in the high-z sample relative to the low-z sample, although they cannot draw any conclusions about the high redshift satellite quasar occupation function. Chatterjee et al. (2012) find similar results for simulated AGN at \( z = 1 \) and \( z = 3 \) with \( L_{\text{bol}} > 10^{42} \text{erg s}^{-1} \), and find that the minimum mass for hosting a satellite quasar is smaller at \( z = 3 \), similarly to Wang et al. (2015).

The limited information on HOD models of observed high redshift \((z > 2.5)\) quasars is a limiting factor in determining our halo model parameters of DSFGs in this regime. A decrease in the quasar HOD parameter \( M_{1} \) at \( z > 2.5 \) produces a decrease in the derived \( M_{\text{eff}} \) in the highest redshift bin by \( > 5\sigma \). Constant quasar HOD parameters fixed to the Wang et al. (2015) low \( z \) values across our entire redshift range produce a continued increasing or flat distribution in the derived properties of the DSFGs. Though some studies have found evidence for evolution of the \( z > 2.9 \) quasar HOD parameters (Richardson et al. 2012; Chatterjee et al. 2012), we need more information about the satellite quasar occupation function beyond \( z \approx 2.5 \) in order to use them as a useful tracer at these redshifts and higher. Furthermore, it is still possible that the evolution of the quasar HOD parameters is prevalent across all epochs, not just the high redshift regime, and it is not precisely determined that the low redshift values used in our fiducial model are correct. For example, the Richardson et al. (2012) \( z \approx 1.4 \) halo occupation function differs from that of Wang et al. (2015) in that both the minimum halo mass for hosting central quasars and the minimum halo mass for hosting a satellite quasar is increased relative to the Wang et al. (2015) values. Further investigating the parameters that describe the halo occupation function of quasars is beyond the scope of this paper.

To test the dependence of our results on the DSFG SED, we implement a version of the model in which we do not place a prior on the star formation rate density, but vary the mean of the Gaussian prior on dust temperature. The choices of mean temperatures are informed by two sources. The first is a mean of 25 K informed by the best-fitting results of Viero et al. (2013) and Serra et al. (2014). The second is a mean of 35 K informed by fitting a modified blackbody to the Béthermin et al. (2012b) effective SEDs for star forming galaxies. These fits yield dust temperatures increasing from \( \sim 31 - 37K \) as a function of the average redshifts of our bins. Implementing these tests allows us to explore the degeneracy between the dust temperature and the other parameters in the model, in particular \( L_{0}, T_{d}, \) and \( L_{0} \) are positively correlated at all redshifts, so it is possible to achieve the same model by increasing or decreasing both of these parameters together. The results of these tests are plotted in Appendix B with gray triangles indicating the mean 25 K
results and gray X’s indicating the mean 35 K results. Figures B1-B5 are analogs of Figures 11-15 with comparisons of these dust temperature test to the fiducial model. The importance of these results is that the constraints on $M_{\text{eff}}$ are unchanged, except in the first two bins where $M_{\text{eff}}$ is $\lesssim 1\sigma$ lower. The consequences are that $L_0$ and $T_d$ shift by $\sim 1\sigma$, which in some bins creates $\gtrsim 2\sigma$ shifts in $P_{\text{SFR}}$. Thus, using a Gaussian prior on $P_{\text{SFR}}$ does not affect the primary result of this paper, but helps to yield more physical values for $T_d$ and $L_0$.

As described by Equation (7), our model contains a redshift evolution parameter $\Phi(z)$ that describes the observed increase in specific star formation rate, and therefore luminosity, with redshift. The exact shape of that evolution is not precisely known. In this paper, we are searching for physical parameters that evolve with redshift and produce the observed redshift distribution of our signal, and thus, we test the consistency of our results with changes in the prescribed redshift evolution $\Phi(z)$. We compare our fiducial model with a power law index $\eta = 2.19$ (consistent with Viero et al. 2013) to a model with $\eta = 3.6$ (consistent with Planck Collaboration et al. 2014). Because the relation flattens at $z \geq 2$ the effect of this change on the halo model is to increase the amplitude by a factor $\lesssim 4$, increasing with redshift according to $(1 + \delta)^{\eta}$ until flattening at $z = 2$. The three PSF Amplitudes, $M_{\text{eff}}$, and $T_d$ are unaffected by this change. The normalization of the $L - M$ relation $L_0$ changes by $\lesssim 1.5\sigma$ relative to the fiducial model.

We also test the results of our model in the scenario in which we increase the dispersion in the $L - M$ relation, $\sigma_{L/M}^2$. Increasing $\sigma_{L/M}$ from 0.6 to 0.7 does not change the results at all. Increasing it dramatically from 0.6 to 2 has the effect of increasing the dust temperature and decreasing the overall normalization, $L_0$ both by $\sim 1\sigma$, and the changes to $M_{\text{eff}}$ are by amounts $\lesssim 1\sigma$. It also significantly decreases the quality of the fits, i.e. the $\chi^2_{\text{red}}$ statistic increases by up to a factor of 2 and the models visibly do not fit the data well. This test of dramatically increasing $\sigma_{L/M}$ provides supporting evidence that it is necessary to model the data using a range of halo masses that are most efficient at host star formation, which is in accordance with the other studies using this parameterization (Serra et al. 2014; Planck Collaboration et al. 2014; Viero et al. 2013; Shang et al. 2012). This parameterization is also consistent with what is expected from the relation between halo mass and SFR using abundance matching (Béthermin et al. 2012b).

Though the exact value of $\sigma_{L/M}$ is currently unconstrained, we can say with some confidence that it should be less than 1, and the exact value does not affect constraints on the best-fitting parameters in the HOD model.

### 5.3 Physical interpretation of the halo model results

The results of our HOD model indicate evidence for redshift evolution of the halo mass that is most effective at hosting star forming galaxies. In our analysis, we find that in the epoch of peak star formation in the universe the haloes most effective at forming stars are more massive than they are at $z \sim 0.5$. $M_{\text{eff}}$ is the value at the peak of the luminosity-halo mass relation, meaning that the most IR luminous (or most actively star forming) objects are hosted in haloes of this mass scale. This does not mean that this mass scale should be considered characteristic of the halo masses at a given redshift. In fact, the most efficient halo masses that we derive are more massive than typical haloes hosting galaxies, particularly beyond $z \approx 1.5$, where we find $M_{\text{eff}}$ to be on the order of a few $10^{13} M_\odot$.

The value of $M_{\text{eff}}$ in our lowest redshift bin can be compared to the results of Serra et al. (2014) who find for DSFGs at $z \sim 0.5$ that $\log(M_{\text{eff}}) = 12.84 \pm 0.15$. This is greater than our value of $\log(M_{\text{eff}}) = 10.71_{-0.12}^{+0.0}$ by two orders of magnitude, though with our large uncertainty on the upper limit it is just over $2\sigma$ away from our value. In their analysis, they use luminous red galaxies as their tracer population and also find a lower dust temperature $T_d \equiv 26$ K for the DSFG SEDs. If we constrain our $T_d$ to $26$ K in our $z = 0.5-0.81$ bin we find a corresponding decrease in $L_0$ to maintain the same total model amplitude as the fiducial model, the same best-fitting values for $M_{\text{eff}}$ as our fiducial parameters, and the same $\chi^2_{\text{red}}$ statistic. Viero et al. (2013) and Planck Collaboration et al. (2014) implement the same halo model for auto- and cross-correlations of the Herschel-SPIRE maps and Planck maps and find the peak halo mass integrating the model over $z = 0-4$ and $z = 0-6$ to be $\log(M_{\text{peak}}/M_\odot) = 12.1 \pm 0.5$, and $\log(M_{\text{peak}}/M_\odot) = 12.6 \pm 0.1$, respectively. Both of these values are within $\sim 2\sigma$ of our $z = 0.5-0.81$ and $z = 0.81-1.15$ samples. A potential source of the discrepancy between our lowest redshift $M_{\text{eff}}$ values and those found by Serra et al. (2014), Viero et al. (2013), and Planck Collaboration et al. (2014) lies in the quasar HOD parameters. Our two lowest redshift bin $M_{\text{eff}}$ values can be increased by $\sim 1.5$ dex by increasing the minimum mass to host a satellite quasar by factors of $\sim 2.5$ and $\sim 1.5$, respectively, which effectively removes satellite quasars from all but the most massive dark matter haloes at these redshifts.

At $z > 1.5$ we see an increase in the most efficient halo mass such that its value is constrained to be above $10^{13} M_\odot$ out to $z \sim 2.9$. Our derived most efficient halo masses in the redshift bins spanning $z = 1.56-2.9$ reach values that are at least 0.5 dex higher than the previous results obtained by integrating over all redshifts. Two obvious differences between our method and others’ are our division into smaller redshift bins allowing for a unique redshift evolution in the model parameters, and our constraint on the overall normalization parameter $L_0$. In Viero et al. (2013) and Serra et al. (2014) the normalization is restricted by the intensity of the CIB in each respective frequency band as previously derived (e.g., Lagache et al. 2000). In our model, we use the integrated infrared luminosity density via the cosmic star formation rate density from Madau & Dickinson (2014) to constrain all three of our HOD parameters. Furthermore, we find that our values of efficient halo masses agree with model case 4 in Shang et al. (2012) in which they allow their normalization parameter to vary. The normalization parameter alone is not physically meaningful, and we find our halo mass results are robust against changes in $L_0$.

As a point for further comparison to other studies and a means of better understanding the population of sources that make up the CIB, we use the results of our model to calculate the luminosity-weighted mean halo mass in each redshift bin. In general, the mean halo mass can be calcu-
Figure 14. Average halo mass of DSFGs as a function of redshift as determined from Equation (30). Error bars are $16^{th}$ and $84^{th}$ percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at $z > 2.5$ and gray stars are the results of keeping the quasar HOD parameters constant across all redshifts.

Figure 15. Cosmic star formation rate density as a function of redshift as computed from the results of our halo model. Error bars are $16^{th}$ and $84^{th}$ percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at $z > 2.5$ and gray stars are the results of keeping the quasar HOD parameters constant across all redshifts. Also shown are the derived cosmic star formation rate densities from Rodighiero et al. (2010), Gruppioni et al. (2013), and Madau & Dickinson (2014) with which the derived values agree within $1 \sigma$ uncertainty with the exception of the second and last redshift bins. The dashed lines indicate the $1 \sigma$ boundaries of the Gaussian prior.

The mean halo masses of star-forming galaxies producing correlated signal around quasars are plotted in Figure 14. The shape of the redshift evolution of $\langle M \rangle$ is similar to that of the most effective halo mass. We find that the DSFGs at $z \geq 1.5$ occupy haloes in the range of masses $\sim 10^{12} M_{\odot} - 10^{13} M_{\odot}$. The values of $\langle M \rangle$ are consistent with expected halo masses of star forming and submillimeter galaxies (Hickox et al. 2012; Chen et al. 2016; Maniyar et al. 2018). Our finding is consistent with that of Cooray et al. (2017) for star forming galaxies identified in HiZELS sample, however our results hint at a redshift evolution that is not seen in their sample between $z = 0.8 - 2.2$.

We further investigate the average physical properties of DSFGs clustered around quasars by computing the cosmic star formation rate density in each of our redshift bins and comparing with other measurements. Using the $L - M$ relation given by our best-fitting parameters, we compute the emissivity density (Eq. 12), convert this to flux density, and use the derived SED to compute an estimate of the average bolometric infrared luminosity $L_{\text{IR}}$ of DSFGs clustered around quasars. We compute $L_{\text{IR}}$ per comoving volume within each redshift bin and integrate over redshift to obtain the far infrared luminosity density of DSFGs within each redshift bin. We then use the scaling relation between $L_{\text{IR}}$ and star formation rate given by Kennicutt (1998) to compute the star formation rate density $\rho_{\text{SFR}}(z)$. Figure 15 displays these results with comparisons to other observationally-derived star formation rate densities. We use the curve from Madau & Dickinson (2014), plotted as the solid black line, as a Gaussian prior on our HOD parameters with a standard deviation of $0.05 M_{\odot}/yr$. These one sigma boundaries are plotted as dashed lines. For comparison, we plot the findings of Rodighiero et al. (2010) and Gruppioni et al. (2013) resulting from studies of infrared luminosity functions from Spitzer and Herschel data, respectively. The star formation rate densities implied by the best-fitting halo model parameters of our evolving HOD model agree with the average star formation rate density of the others within our propagated $1 \sigma$ uncertainties at all redshifts.

The decrease in the normalization of our fiducial halo model $L_0$ at $z \geq 2.9$ and the $5\sigma$ decrease in $M_{\text{eff}}$ at $z = 2.9 - 3.5$ provides reason to believe that the assumed HOD parameters of high-$z$ quasars do not adequately capture the clustering signal. When altering the high redshift quasar model parameters to remain constant with the low redshift values, we find $L_0$ has a more smooth evolution that continues increasing with redshift, and the $\rho_{\text{SFR}}$ values remain in agreement with expectations from other results. Fixing the quasar HOD parameters to the low-$z$ values causes the evolution of the both the one halo and two halo terms in
the highest redshift bin \( z \sim 3.1 \) to decrease with increasing \( M_{\text{eff}} \). In order to maintain the correct ratio of one halo to two halo amplitude, it requires a larger \( M_{\text{eff}} \) as compared to the fiducial model. This is compensated by an increase in \( L_0 \) and a decrease in \( T_d \), but the overall emissivity is lower. Our results indicate a need for a better understanding of the high redshift \( (z \geq 2.9) \) quasar halo occupation distribution. A recent study of high-redshift \((2.9 < z < 5.1)\) quasar clustering by Timlin et al. (2017) find the quasar bias to be \( 7.32 \pm 0.12 \), consistent with the value used in our fiducial model, but they do not implement a full halo occupation model. Instead they convert the bias to a characteristic mass scale for high redshift quasars and find \( M_{\text{halo}} \sim 6 \times 10^{12} M_\odot \), consistent with our \( (M) \) at \( z \sim 3.1 \).

We expect the average star formation rate density of the sources we probe clustered around quasars to be in agreement with the average \( \rho_{\text{SFR}} \) of the universe as long as our model appropriately considers the clustering of dark matter haloes and how those haloes are populated by quasars and dusty star-forming galaxies. Despite our many assumptions and the simplicity of our model, we find \(-1\sigma \) consistency between the derived cosmic star formation rate density of the DSFGs probed by our analysis and the cosmic star formation rate density found in other studies. While our study probes highly clustered dark matter haloes, the favorable comparison between our derived \( \rho_{\text{SFR}} \) and other results suggests that our analysis probes representative star-forming haloes. This is a non-trivial result. For example, if star-formation properties of dark matter haloes of \( 10^{12} - 10^{13} M_\odot \) were strongly affected by their Mpc-scale environment, then extrapolating from the haloes used in this work to \( \rho_{\text{SFR}} \) would not have produced a favorable comparison.

Using the \( L - M \) relation, we also calculate the contribution to the emissivity density from satellite DSFGs. This model, also used in Shang et al. (2012) and Viero et al. (2013), is unique in that it allows for more power in the one halo term without increasing the number of satellite galaxies, but instead allowing for brighter satellite galaxies. Using our best-fitting parameters in each redshift bin we calculate that \(-2 - 21\% \) of the emissivity density is from satellite DSFGs. This fraction is consistent with the (14\(\times\)8\%) satellite fraction derived from clustering measurements of resolved SPIRE sources with flux limits greater than 30 mJy (Cooray et al. 2010).

### 5.4 Downsizing of the halo masses hosting dusty star-forming galaxies

We find evidence of the peak halo mass in the \( L - M \) relation \( M_{\text{eff}} \) increasing with redshift up to \( z = 2.9 \) in a manner that is consistent with cosmic downsizing (Cowie et al. 1996; Fontanot et al. 2009); the finding that stellar growth or star formation undergoes a shift toward lower characteristic mass scales as a function of cosmic time. More specifically, we consider the definition in which the most intense star formation occurs in increasingly massive dark matter haloes as a function of increasing redshift. This is evident in Figure 11 for our redshift bins between \( z = 0.5 \) and \( z = 2.9 \) where the most effective halo mass at hosting the most IR-luminous galaxies increases from \( M_{\text{eff}} \sim 10^{10.3} M_\odot \) to \( M_{\text{eff}} \sim 10^{13.3} M_\odot \). This trend in halo mass was found by Conroy & Wechsler (2009) in two different models where stellar growth is dominated by either star formation or merger activity. The presence of this trend in two extreme modes of star formation, which must both contribute to stellar growth, suggests that such downsizing is a general characteristic of the cosmic evolution of stellar mass growth. In our paper, we find observational evidence for this trend.

This trend in infrared sources is supported by clustering studies of sources in the Herschel PACS Evolutionary Probe (PEP) survey. Magliocchetti et al. (2013) investigate the large scale (two-halo) clustering of highly star forming \((\gtrsim 100 M_\odot yr^{-1})\) infrared-selected galaxies at \( z \leq 1 \) and derive a minimum halo mass \( M_{\text{min}} \sim 10^{11} M_\odot \). They compare these results to the clustering of Herschel-PEP sources at \( z \sim 2 \) (Magliocchetti et al. 2011), which are much more strongly clustered and indicate a minimum halo mass \( M_{\text{min}} \sim 10^{13.5} M_\odot \).

When examining the mean halo mass of the population of DSFGs, we find that the evolution with redshift increases over the first few bins, then flattens to a few \( 10^{12} M_\odot \) around \( z \sim 1.5 \). These results are consistent with Behroozi et al. (2013) who find that at \( z \sim 2 \) the most actively star forming galaxies have halo masses near \( 10^{13} M_\odot \), but conclude based on instantaneous baryon conversion efficiency (average star formation rate divided by the baryon accretion rate) that haloes of mass \( \sim 10^{12} M_\odot \) are the most efficient at converting gas into stars at all epochs. The average halo mass result is consistent with a second definition of cosmic downsizing: more massive haloes host galaxies that formed their stars earlier. This is known as “archaeological downsizing” as it is evidenced in the star formation histories of \( z = 0 \) elliptical galaxies (Thomas et al. 2005). A flat or increasing \((M) \) dependence on redshift is consistent with this type of downsizing because haloes of mass \( 10^{12} M_\odot \) at \( z \sim 2 \) will grow to be more massive in the present day universe than those of equal mass at \( z \sim 1 \).

Our findings are also consistent with Ishikawa et al. (2016) who perform HOD modelling of the star-forming gK galaxy sample at \( z \sim 2 \). They construct an auto-correlation function and model the HOD using the number of sources. Our choice of minimum halo mass for the DSFGs is in good agreement with their best-fitting minimum halo mass to host a satellite DSFG. They determine mean halo masses from their analysis with values ranging from \( 5 \times 10^{12} - 6 \times 10^{13} M_\odot \). They discover that the luminosity dependence of the mass parameters is the same at \( z = 2 \) as at \( z = 0 \) but that the high redshift halo masses are larger over all magnitude ranges. They thus conclude that galaxies formed in more massive haloes at \( z \sim 2 \) than they do at \( z \sim 0 \), consistent with our results.

The halo masses and trends with redshift are similar to those found for other sub-mm galaxies. Wilkinson et al. (2017) perform a clustering analysis on \( 850 \mu m \)-selected submillimeter galaxies in the UKIRT Infrared Deep Sky Survey (UKIDSS), UltraDeep Survey (UDS) field. They find that these galaxies occupy average halo masses \( > 10^{13} M_\odot \) at \( z > 2.5 \), while their samples between \( z = 2.0 - 2.5 \) and \( z = 1.0 - 2.0 \) occupy haloes of a few \( 10^{12} M_\odot \) and a few \( 10^{11} M_\odot \), respectively. Their study provides strong evidence of downsizing of the dark matter haloes hosting submillimeter galaxies, and our results are in agreement with theirs.
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Further supporting evidence of our result of downsizing in Herschel-detected sources can be found in Sklias et al. (2017). They investigate the star formation histories of Herschel sources over the redshift range $1.2 \leq z \leq 4$. They find that for main sequence galaxies at a given stellar mass, the higher redshift galaxies both have higher star formation rates and their star formation histories indicate faster rising star formation rates than galaxies at the same stellar mass at lower redshift. The general picture is that the more massive galaxies in their sample build up their mass earlier and faster than lower mass DSFGs. Though this is a different definition of downsizing as it pertains to stellar mass, it is still consistent with our picture of how DSFGs evolve with redshift.

6 SUMMARY AND CONCLUSIONS

In this paper, we have presented a stacking analysis of Herschel-SPIRE far-infrared data on the locations of 11,235 quasars from the SDSS in 10 redshift bins spanning $z = 0.5 - 3.5$. We detect Herschel counterparts to quasars and their host galaxies in the stacks, and in addition there is a detection of extended emission on scales of a few Mpc associated with DSFGs clustered around the optically-selected quasars. The detection of large scale correlated signal is significant (above what is expected from stacking on random positions), and there is an increase in extended surface brightness between $z \sim 1.5$ and $z \sim 2.5$. This extended emission allows us to recover the angular cross-correlation function for sources that make up the CIB clustered around quasars as a function of redshift owing to the known redshift distribution of the spectroscopic quasar catalog.

We start with a model in which we attempt to explain the peak infrared surface brightness in our dataset at $z \sim 2$ as due to the peak in star formation rate density and find that the scenario is likely more complicated. Due to cosmological surface brightness dimming, such a model would result in the peak signal at $z \sim 1$, regardless of choice of spectral energy distribution. We implement a physically-motivated halo occupation distribution model for recovering information about the clustered sources. The HOD model is used to determine the mass of the most effectively star-forming haloes, as well as to probe the luminosity-halo mass relationship for these objects (Shang et al. 2012). In the HOD model, we incorporate the luminosity-weighted number density of DSFGs as a function of halo mass, so that the model is dependent on the IR luminosity, or star formation rate, of the occupying galaxies as a function of halo mass and redshift. We hypothesize that the reason for our observed peak in extended surface brightness between $z \sim 1.5$ and $z \sim 2.5$ is associated with the redshift evolution of the dark matter halo clustering of infrared background sources around quasars and/or the downsizing of these star-forming galaxies.

A key advantage of our dataset and analysis is our ability to directly probe the evolution of the DSFG HOD parameters over a broad and finely-sampled redshift range. Unlike the other clustering studies we have mentioned, we are not restricted to integrating our model over all relevant epochs of CIB emission. Furthermore, the derivation of our halo masses hosting DSFGs as a function of redshift has the unique property of being associated with the same types of objects (quasars) in each of the redshift bins. This allows us to incorporate all the known information about the dark matter haloes and clustering of the tracer population (quasars), allowing us to focus more extensively on the population which is more difficult to probe (DSFGs). We are also not limited by small sample sizes, as the stacking enables a probe of the average properties of the sources contributing to the CIB. In this way our results are a novel and consistent probe of the physical properties of DSFGs as a function of redshift.

We investigate two possible scenarios that drive the observed redshift evolution of the detected correlated emission as it is inconsistent with DSFGs clustering around quasars in the same way at all redshifts. (1) If high redshift quasars occupy more massive dark matter haloes than the low redshift ones, they may have many more galaxies clustered around them producing excess signal at high redshift. (2) The number of objects clustered around quasars is approximately equal at all redshifts, but the massive high redshift objects are more conducive for star formation than their low redshift counterparts. The evolution of the dark matter haloes hosting quasars is still a matter of open debate (Richardson et al. 2012; Shen et al. 2013; Wang et al. 2015), and the confusion limit of current far infrared surveys is too high for accurate number counts of clustered DSFGs. Nonetheless, in both scenarios, using the quasars as a tracer of DSFG clustering enables us to investigate the dark matter halo masses hosting some of the most actively star forming galaxies in the universe at all epochs, and our findings are consistent with cosmic downsizing providing evidence for hypothesis (1). Furthermore, the evolution of the amplitude of the $L - M$ relation $L_M$ with redshift indicates an increase in the average IR luminosity of dark matter haloes hosting DSFGs, consistent with hypothesis (2). It is likely that the answer to how DSFGs and quasars cluster is a combination of both these hypotheses and further studies of quasar and DSFG HODs can help quantify our understanding of star formation and stellar growth of galaxies and the dark matter haloes in which they inhabit.

Our study provides a unique probe of DSFGs at observed wavelengths of 250, 350, and 500 $\mu$m across a wide range in redshift $z = 0.5 - 3.5$. We find evidence for the downsizing in mass of the most effective dark matter haloes at hosting these objects with a decrease in mass from $10^{13.9} M_\odot$ at $z = 2.9$ to $10^{10.7} M_\odot$ at $z = 0.5$ (Figure 11). Simultaneously, this result provides an additional observational constraint on the characteristic mean mass ($M_c$) $\approx 10^{12} M_\odot$ of dark matter haloes in which star formation occurs (Figure 14). Figures 13 and 15 show that, within broadly drawn priors, our data constrain the temperature and total star formation rate evolution of DSFGs. Furthermore, the average star formation rates of DSFGs clustered in and around massive quasar-hosting dark matter haloes are consistent with the cosmic star formation rate density. Thus clustering analyses such as ours can provide a unique view of the cosmic evolution of high-redshift galaxies. Our results are robust to variations in the otherwise fixed parameters in the $L - M$ relation describing the redshift evolution and the width of halo mass distribution. They are somewhat more sensitive to the quasar HOD in a manner that is worth exploring more as a means for an alternative explanation for the redshift evolution of our cross-correlation results, but this is beyond the scope of this work. Nonetheless, we have shown (Section 5.2)
that the general downsizing behavior observed in this work is robust against modifications to our clustering model.
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APPENDIX A: FIDUCIAL MODEL FITS TO PROFILES FOR ALL REDSHIFTS

This section contains the profiles with best-fitting models and marginalized parameter constraints for all redshift bins using the fiducial model with an evolving quasar HOD.

APPENDIX B: PARAMETER COMPARISONS BETWEEN THE FIDUCIAL MODEL AND FITS WITH NO STAR FORMATION RATE DENSITY CONSTRAINT

This section contains the comparisons between the results of the fiducial model in which we put a Gaussian prior on $\rho_{SFR}$ when fitting for our model HOD parameters vs. when we put no prior on $\rho_{SFR}$ but alter the mean of the Gaussian prior on the dust temperature. The standard deviation of the Gaussian prior on $T_d$ is 10 K as in the fiducial model. In Figures B1-B5 the black dots indicate the results from the fiducial model with evolving quasar HOD parameters, the gray triangles indicate the results of fitting with a mean dust temperature prior of 25 K, and the gray X’s indicate the results of fitting with a mean dust temperature prior of 35 K. Motivation for these fits is explained in Section 5.2. The take away from these results is that imposing a Gaussian prior on $\rho_{SFR}$ has no effect on the primary result of the observed downsizing trend in the halo masses hosting DSFGs. Rather, the effect of imposing such a prior is to obtain more physical constraints on the dust temperature of the SEDs describing DSFGs.

This paper has been typeset from a TeX/LaTeX file prepared by the author.
Figure A1. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 0.5 - 0.81$. Bottom: Contours of the 68\% and 95\% percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values.
Figure A2. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 0.81 - 1.15$. Bottom: Contours of the 68$^{th}$ and 95$^{th}$ percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values.
Figure A3. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 1.15 - 1.56$. Bottom: Contours of the 68th and 95th percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values.
Figure A4. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 1.56 - 1.95$. Bottom: Contours of the 68th and 95th percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values.
Figure A5. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 1.95 - 2.21$. Bottom: Contours of the 68th and 95th percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values.
Figure A6. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 2.21 - 2.32$. Bottom: Contours of the $68^{th}$ and $95^{th}$ percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values. The posterior distribution does not constrain the upper limit of the effective mass $M_{\text{eff}}$ in this bin.
Figure A7. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 2.32 - 2.45$. Bottom: Contours of the 68$^{th}$ and 95$^{th}$ percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values. The posterior distribution does not constrain the upper limit of the effective mass $M_{\text{eff}}$ in this bin.
Figure A8. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 2.45 - 2.62$. Bottom: Contours of the 68$^{th}$ and 95$^{th}$ percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values. The posterior distribution does not constrain the upper limit of the effective mass $M_{\text{eff}}$ in this bin.
Figure A9. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range \( z = 2.62 - 2.90 \). Bottom: Contours of the 68\(^{th}\) and 95\(^{th}\) percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values. The posterior distribution does not constrain the upper limit of the effective mass \( M_{\text{eff}} \) in this bin.
Figure A10. Top: Angular cross correlation function and complete model using marginalized best-fitting parameter results for quasars and DSFGs in the redshift range $z = 2.90 - 3.50$. Bottom: Contours of the 68th and 95th percentiles of the parameters in our fiducial HOD model plus the three amplitudes fitting the quasar emission at each wavelength for the same range in redshift. The histograms show the marginalized posterior distributions, and the lines mark the median values. The results of the DSFG HOD parameters are sensitive to the parameters describing the quasar halo occupation function at $z > 2.5$. 
Figure B1. Most efficient halo mass at hosting star formation as a function of redshift as determined from the 50th percentile value from the posterior distribution of the Markov Chains. Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at $z > 2.5$. Gray triangles are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 25 K. Gray X's are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 35 K.

Figure B2. Normalization of the $L - M$ relation for DSFGs as a function of redshift as determined from the 50th percentile value from the posterior distribution of the Markov chains. Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at $z > 2.5$. Gray triangles are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 25 K. Gray X's are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 35 K.

Figure B3. Dust temperature of DSFG SEDs as a function of redshift as determined from the 50th percentile value from the posterior distribution of the Markov chains. Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at $z > 2.5$. Gray triangles are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 25 K. Gray X's are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 35 K.

Figure B4. Average halo mass of DSFGs as a function of redshift as determined from Equation (30). Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at $z > 2.5$. Gray triangles are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 25 K. Gray X's are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 35 K.
Figure B5. Cosmic star formation rate density as a function of redshift as computed from the results of our halo model. Error bars are 16th and 84th percentiles. Black points are the results from our fiducial model in which the quasar HOD parameters evolve at $z > 2.5$. Gray triangles are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 25 K. Gray X’s are the results of fitting for the parameters with no prior on star formation and a mean dust temperature prior of 35 K. Also shown are the derived cosmic star formation rate densities from Rodighiero et al. (2010), Gruppioni et al. (2013), and Madau & Dickinson (2014) with which the derived values agree within $\sim 1\sigma$ uncertainty with the exception of the second and last redshift bins. The dashed lines indicate the $1\sigma$ boundaries of the Gaussian prior.