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ABSTRACT

In this paper, we consider the network slicing problem which attempts to map multiple customized virtual network requests (also called services) to a common shared network infrastructure and allocate network resources to meet diverse quality of service (QoS) requirements. We first propose a mixed integer nonlinear program (MINLP) formulation for this problem that optimizes the network resource consumption while jointly considers QoS requirements, flow routing, and resource budget constraints. Different from the continuous relaxation of the MINLP formulation which is a nonconvex non-continuous relaxations are equivalent. Different from the continuous relaxation of the MINLP formulation which is a nonconvex non-continuous relaxation of the two formulations are equivalent (in terms of sharing the same optimal solutions). However, in sharp contrast to the continuous relaxation of the MINLP formulation which is a nonconvex nonlinear programming (NLP) problem, the continuous relaxation of the MILP formulation is computationally difficult to solve. To overcome this difficulty, we then propose a mixed integer linear program (MILP) formulation and show that the continuous relaxations are equivalent. Different from the continuous relaxation of the MILP formulation which is a polynomial time solvable linear programming problem, the continuous relaxation of the MILP formulation is a nonconvex nonlinear programming problem. In particular, we first formulate the problem as a mixed integer nonlinear program (MINLP) which minimizes the network resource consumption subject to the capacity constraints of all cloud nodes and links in the network. To summarize, for the network slicing problem, none of the existing formulations/works simultaneously takes all of the above practical factors (e.g., flexible routing, E2E delay and reliability, and network resource consumption) into consideration. The goal of this work is to provide a mathematical formulation of the network slicing problem that simultaneously allows the traffic flows to be flexibly transmitted on (possibly) multiple paths, satisfies the E2E delay and reliability requirements of all services, and considers the network resource consumption. In particular, we first formulate the problem as a mixed integer nonlinear program (MINLP) which minimizes the network resource consumption subject to the capacity constraints of all cloud nodes and links and the E2E delay and reliability constraints of all services. Due to the intrinsic nonlinearity, the MINLP formulation appears to be computationally difficult to solve. To overcome this difficulty, we then propose an equivalent mixed integer linear program (MILP) formulation and show that the continuous relaxations of the two formulations are equivalent (in terms of sharing the same optimal solutions). However, in sharp contrast to the continuous relaxation of the MINLP formulation which is a nonconvex nonlinear programming (NLP) problem, the continuous relaxation of the MILP formulation is a polynomial time solvable linear programming (LP) problem, which makes the MILP formulation much easier to solve. Therefore, we propose a mixed integer linear program (MILP) formulation and show that the continuous relaxations of the two formulations are equivalent (in terms of sharing the same optimal solutions). However, in sharp contrast to the continuous relaxation of the MINLP formulation which is a nonconvex nonlinear programming (NLP) problem, the continuous relaxation of the MILP formulation is a polynomial time solvable linear programming (LP) problem, which makes the MILP formulation much easier to solve. Therefore, we propose an equivalent mixed integer linear program (MILP) formulation and show that the continuous relaxations of the two formulations are equivalent (in terms of sharing the same optimal solutions). However, in sharp contrast to the continuous relaxation of the MINLP formulation which is a nonconvex nonlinear programming (NLP) problem, the continuous relaxation of the MILP formulation is a polynomial time solvable linear programming (LP) problem, which makes the MILP formulation much easier to solve.

Index Terms— E2E delay/reliability, flexible routing, mixed integer linear programming, network slicing, QoS constraints.

1. INTRODUCTION

Network function virtualization (NFV) is one of the key technologies for the fifth generation (5G) and beyond 5G (B5G) networks [1]. Different from traditional networks in which service requests (e.g., high dimensional video, virtual private network, and remote robotic surgery) are implemented by dedicated hardware in fixed locations, NFV-enabled networks efficiently leverage virtualization technologies to configure some specific cloud nodes in the network to process network service functions on-demand, and then establish a customized virtual network for all service requests. However, since virtual network functions (VNFs) of all services are implemented over a single shared cloud network infrastructure, it is vital to efficiently allocate network (e.g., cloud and communication) resources subject to diverse quality of service (QoS) requirements (e.g., E2E delay and reliability requirements) of all services and the capacity constraints of all cloud nodes and links in the network.

We call the above resource allocation problem in the NFV-enabled network network slicing, which jointly considers the VNF placement (that maps VNFs into cloud nodes in the network) and the traffic routing (that finds paths connecting two cloud nodes which perform two adjacent VNFs in the network). In recent years, there are considerable works on network slicing and its variants; see [2]-[20] and the references therein. In particular, references [2]-[4] considered the network slicing problem with a limited network resource constraint but neither considered E2E delay nor E2E reliability constraints of the services. References [5]-[9] incorporated the E2E delay constraint of the services into their formulations but still did not take the E2E reliability constraint of the services into consideration. Obviously, formulations that do not consider E2E delay or E2E reliability constraints may return a solution that does not satisfy these QoS requirements. References [10]-[11] and [12]-[16] simplified the traffic routing strategy by selecting paths from a predetermined path set and enforcing a single path routing, respectively. Apparently, formulations based on such assumptions do not fully exploit the flexibility of traffic routing, thereby leading to a poor performance of the whole network. References [17]-[20] proposed different protection schemes (which reserve additional cloud node or link capacities to provide resiliency against links’ or cloud nodes’ failure) to guarantee the E2E reliability of the services. However, the protection schemes generally lead to inefficiency of resource allocation, as it requires more link or node capacity consumption.
In addition, we introduce binary variable \( x \) where

\[
\sum_{j, (i,j) \in E} z_{ji}(k,s,p) = b_{i,s}(k),
\]

\( \forall i \in I, \forall k \in K, \forall s \in F(k) \cup \{0\}, \forall p \in \mathcal{P} \), (5)

Next, we follow \([6, 7]\) to present the flow conservation constraints for the data rates. To proceed, we need variable \( r(k,s,p) \in [0,1] \) denoting the fraction of data rate \( \lambda^s_v \) on the \( p \)-th path of flow \((k,s)\) and variable \( r_{ij}(k,s,p) \in [0,1] \) denoting the fraction of data rate \( \lambda^s_v \) on link \((i,j)\) (when \( z_{ij}(k,s,p) = 1 \)). By definition, we have

\[
\sum_{p \in \mathcal{P}} r(k,s,p) = 1, \forall k \in K, \forall s \in F(k) \cup \{0\}, \forall p \in \mathcal{P}. \quad (6)
\]

Note that constraint (7) is nonlinear. Finally, the total data rates on link \((i,j)\) is upper bounded by capacity \( C_{ij} \):

\[
\sum_{k \in K} \sum_{s \in F(k) \cup \{0\}} \lambda^s_v r_{ij}(k,s,p) \leq C_{ij}, \forall (i,j) \in \mathcal{E}. \quad (8)
\]

- **E2E Reliability**

To model the reliability of each service, we introduce binary variable \( z_{ij}(k) \) denoting whether link \((i,j)\) is used to route the traffic flow of service \( k \). By definition, we have

\[
z_{ij}(k,s,p) = z_{ij}(k), \quad \forall (i,j) \in \mathcal{E}, \forall k \in K, \forall s \in F(k) \cup \{0\}, \forall p \in \mathcal{P}. \quad (9)
\]

The E2E reliability of service \( k \) is defined as the product of the reliabilities of all cloud nodes hosting all functions \( f^s_v \) in its SFC, and the reliabilities of all links used by service \( k \). The following constraint ensures that the E2E reliability of service \( k \) is larger than or equal to its given threshold \( \Gamma_k \in [0,1] \):

\[
\prod_{v \in V} \rho_v(k) \prod_{(i,j) \in \mathcal{E}} \rho_{ij}(k) \geq \Gamma_k, \forall k \in \mathcal{K}, \quad (*)
\]

where

\[
\rho_v(k) = \left\{ \begin{array}{ll}
\gamma_v, & \text{if } x_v(k) = 1; \\
1, & \text{if } x_v(k) = 0;
\end{array} \right.
\]

\[
\rho_{ij}(k) = \left\{ \begin{array}{ll}
\gamma_{ij}, & \text{if } z_{ij}(k) = 1; \\
1, & \text{if } z_{ij}(k) = 0.
\end{array} \right.
\]

The above nonlinear constraint (*) can be equivalently linearized as follows. By the definitions of \( \rho_v(k) \) and \( \rho_{ij}(k) \), we have

\[
\log(\rho_v(k)) = \log(\gamma_v) \cdot x_v(k) \quad \text{and} \quad \log(\rho_{ij}(k)) = \log(\gamma_{ij}) \cdot z_{ij}(k).
\]

Then we can apply the logarithmic transformation on both sides of (*) and obtain an equivalent linear E2E reliability constraint:

\[
\sum_{v \in V} \log(\gamma_v) \cdot x_v(k) + \sum_{(i,j) \in \mathcal{E}} \log(\gamma_{ij}) \cdot z_{ij}(k) \geq \log(\Gamma_k), \forall k \in \mathcal{K}. \quad (10)
\]

- **E2E Delay**

We use variable \( \theta(k,s) \) to denote the communication delay due to the traffic flow from the cloud node hosting function \( f^s_v \) to the cloud node hosting function \( f^s_{v+1} \). By definition, we have

\[
\theta(k,s) \geq \sum_{(i,j) \in \mathcal{E}} d_{ij} z_{ij}(k,s,p), \quad \forall k \in K, \forall s \in F(k) \cup \{0\}, \forall p \in \mathcal{P}. \quad (11)
\]
To guarantee that service $k$’s E2E delay is not larger than its threshold $\Theta_k$, we need the following constraint:

$$\theta_N(k) + \theta_L(k) \leq \Theta_k, \quad \forall \, k \in \mathcal{K},$$

(12)

where $\theta_N(k) = \sum_{v \in V} \sum_{(i,j) \in \mathcal{L}} d_{ij}(k) x_{v,i}(k)$ and $\theta_L(k) = \sum_{s \in \mathcal{F}(k)} \theta(k, s)$ denote the total NFV delay on the nodes and the total communication delay on the links of service $k$, respectively.

**Problem Formulation**

The network slicing problem is to minimize a weighted sum of the total number of activated nodes (equivalent to the total power consumption in the cloud network [5]) and the total link capacity consumption in the whole network:

$$\min_{x, y, \theta} \sum_{v \in V} y_v + \sigma \sum_{(i,j) \in \mathcal{L}} \sum_{k \in \mathcal{K}} \sum_{s \in \mathcal{F}(k)} \sum_{p \in \mathcal{P}} z_{ij}(k, s, p) \quad \text{s.t.} \quad (1) - (12),$$

$$x_v(s), \quad x_v(k), \quad y_v \in \{0, 1\}, \quad \forall \, k \in \mathcal{K}, \quad s \in \mathcal{F}(k), \quad v \in V,$n

$$r(k, s, p), \quad r_{ij}(k, s, p) \geq 0, \quad z_{ij}(k, s, p), \quad z_i(k) \in \{0, 1\},$$

$$\forall \, (i, j) \in \mathcal{L}, \quad k \in \mathcal{K}, \quad s \in \mathcal{F}(k) \cup \{0\}, \quad p \in \mathcal{P}, \quad \theta(k, s) \geq 0, \quad \forall \, k \in \mathcal{K}, \quad s \in \mathcal{F}(k) \cup \{0\}, \quad \text{MINLP}$$

where $\sigma$ is a constant that balances the two terms in the objective function. The technical advantage of incorporating the (second) link capacity consumption term into the objective function of formulation (MINLP) is as follows. First, it is helpful in avoiding cycles in the traffic flow between the two nodes hosting the adjacent service functions. Second, minimizing the total link capacity consumption enables an efficient reservation of more link capacities for future use [15]. Third, minimizing the total data rate in the whole network further decreases the total E2E delay and reliability of all services.

It is worth remarking that formulation (MINLP) can be reformulated as an MILP formulation, as nonlinear constraint (7) can be equivalently linearized as

$$r_{ij}(k, s, p) \geq z_{ij}(k, s, p) + r(k, s, p) - 1,$$

(7)

However, the above linearization generally leads to a weak continuous relaxation (i.e., relaxing all binary variables to continuous variables in $[0, 1]$) [24]. As such, it is inefficient to employ a standard solver in solving (MINLP), as demonstrated in our experiments. In the next section, we shall present another equivalent MILP formulation that is much more computationally solvable.

Finally, we would like to highlight the difference between our proposed formulation (MINLP) and the two closely related works [12] and [6]. More specifically, different from that in [12] where a single path routing strategy is used for the traffic flow of each service (between two cloud nodes hosting two adjacent functions of a service), our proposed formulation allows for the transmission of the traffic flow of each service on (possibly) multiple paths and hence fully exploits the flexibility of traffic routing: in sharp contrast to that in [6], our proposed formulation can guarantee the E2E reliability of all services.

### 3. A NOVEL MILP PROBLEM FORMULATION

In this section, we shall derive a novel MILP formulation for the network slicing problem which is mathematically equivalent to formulation (MINLP) but much more computationally solvable.

**New Linear Flow Conservation Constraints for Traffic Routing**

Recall that in the previous section, we use (6) and nonlinear constraint (7) to ensure the flow conservation for the data rates of the $p$-th path of flow $(k, s)$. However, the intrinsic nonlinearity in it leads to an inefficient solution of formulation (MINLP). To overcome this difficulty, we reformulate (6)-(7) as

$$\sum_{j:(j,i) \in \mathcal{L}} z_{ij}(k, s, p) \leq 1,$$

$$\forall \, i \in \mathcal{I}, \quad \forall \, k \in \mathcal{K}, \quad \forall \, s \in \mathcal{F}(k) \cup \{0\}, \quad \forall \, p \in \mathcal{P}, \quad (13),$$

$$r_{ij}(k, s, p) \leq z_{ij}(k, s, p), \quad \forall \, (i, j) \in \mathcal{L}, \quad \forall \, k \in \mathcal{K}, \quad \forall \, s \in \mathcal{F}(k) \cup \{0\}, \quad \forall \, p \in \mathcal{P}, \quad (14)$$

and (16)-(18) on top of next page. Here

$$\mathcal{S}(k) = \{(i, o) : i \in \mathcal{V} \cup \{S(k)\} \cup \{(\ell_k, i) : i \in \mathcal{V} \cup \{D(k)\}\} \cup \{(s, i) : s \in \{1, \ldots, \ell_k - 1\}, i \in \mathcal{V}\}.$$Constraint (13) ensures that there exists at most one link leaving node $i$ for the $p$-th path of flow $(k, s)$. Constraint (14) requires that if $r_{ij}(k, s, p) > 0$, $z_{ij}(k, s, p) = 1$ must hold. Constraint (15) ensures the flow conservation of data rates at the source and destination of flow $(k, s)$. More specifically, it guarantees that (i) the total fraction of data rate $\lambda^k_s$ leaving the source node $S(k) (s = 0)$ and the node hosting function $f_k^s (s \in \{1, \ldots, \ell_k\})$, and (ii) the total fraction of data rate $\lambda^k_s$ entering into the node hosting function $f_{k+1}^s (s \in \{0, \ldots, \ell_k - 1\})$ and the destination node $D(k) (s = \ell_k)$ are all equal to 1. Finally, constraints (16)-(18) ensure the flow conservation of the data rate at each intermediate node of the $p$-th path of flow $(k, s)$. Notice that when $x_{v,i}(k) = x_{v,i+1}(k) = 0$ for some $i \in \mathcal{V}$, cloud node $i$ is also an intermediate node of flow $(k, s)$, and in this case, combining (17) and (18), we also have

$$\sum_{j:(j,i) \in \mathcal{L}} z_{ij}(k, s, p) - \sum_{j:(i,j) \in \mathcal{L}} r_{ij}(k, s, p) = 0.$$Note that in the new formulation, we do not need variables $(r_{ij}(k, s, p))$ and all constraints (13)-(18) are linear.

**Valid Inequalities**

To further improve the computational efficiency of the problem formulation, here we introduce two families of valid inequalities. First, for each flow $(k, s)$, the summation of fractions of data rates on link $(i, j)$ over $p \in \mathcal{P}$ can be upper bounded by one. This, together with (14) and (9), implies

$$\sum_{p \in \mathcal{P}} r_{ij}(k, s, p) \leq z_{ij}(k), \quad \forall \, (i, j) \in \mathcal{L}, \quad \forall \, k \in \mathcal{K}, \quad \forall \, s \in \mathcal{F}(k) \cup \{0\}. \quad (19)$$

Second, substituting (7) into (11), we have $r(k, s, p)\theta(k, s) \geq \sum_{(i,j) \in \mathcal{L}} d_{ij} r_{ij}(k, s, p)$, which, together with (6), further implies

$$\theta(k, s) \geq \sum_{p \in \mathcal{P}} \sum_{(i,j) \in \mathcal{L}} d_{ij} r_{ij}(k, s, p), \quad \forall \, k \in \mathcal{K}, \quad \forall \, s \in \mathcal{F}(k) \cup \{0\}. \quad (20)$$

Constraints (19)-(20) are redundant but such constraints are necessary for the result in the coming Theorem 1 and can improve the solution efficiency of the coming problem formulation.

**New MILP Formulation and Analysis**

We are now ready to present the new MILP formulation:

$$\min_{x, y, \theta} \sum\limits_{v \in V} y_v + \sigma \sum\limits_{(i,j) \in L} \sum\limits_{k \in K} \sum\limits_{s \in F(k) \cup \{0\}} \sum\limits_{p \in P} r_{ij}(k, s, p) \quad \text{s.t.} \quad (1) - (5), \quad (8) - (20),$$

$$x_{v,s}(k), \quad x_v(k), \quad y_v \in \{0, 1\}, \quad \forall \, k \in \mathcal{K}, \quad s \in \mathcal{F}(k), \quad v \in \mathcal{V}, \quad r_{ij}(k, s, p) \geq 0, \quad z_{ij}(k, s, p), \quad z_i(k) \in \{0, 1\},$$

$$\forall \, (i, j) \in L, \quad k \in \mathcal{K}, \quad s \in \mathcal{F}(k) \cup \{0\}, \quad p \in \mathcal{P}, \quad \theta(k, s) \geq 0, \quad \forall \, k \in \mathcal{K}, \quad s \in \mathcal{F}(k) \cup \{0\}. \quad \text{(MILP)}$$
\[\sum_{j,(j,i)\in \mathcal{L}} r_{ji}(k, s, p) - \sum_{j,(j,i)\in \mathcal{L}} r_{ij}(k, s, p) \begin{cases} = 0, \\
\leq x_{i,s+1}(k), \\
\geq -x_{i,s}(k), \end{cases} \forall k \in \mathcal{K}, \forall s \in \mathcal{F}(k) \cup \{0\}, \forall i \in \mathcal{I} \setminus \mathcal{V}, \forall p \in \mathcal{P}; \quad (16) \\
\forall k \in \mathcal{K}, \forall s \in \mathcal{F}(k) \cup \{0\} \setminus \{\ell_s\}, \forall i \in \mathcal{V}, \forall p \in \mathcal{P}; \quad (17) \\
\forall k \in \mathcal{K}, \forall s \in \mathcal{F}(k), \forall i \in \mathcal{V}, \forall p \in \mathcal{P}. \quad (18)\]

**Theorem 1.** (i) Formulations (MILP) and (MINLP) are equivalent; (ii) moreover, the LP relaxation of formulation (MILP) and the NLP relaxation of formulation (MINLP) are also equivalent.

Theorem 1 shows the advantage of formulation (MILP) over formulation (MINLP). More specifically, in sharp contrast to the continuous relaxation of (MINLP) which is a (nonconvex) NLP problem, the continuous relaxation of (MILP) is a polynomial time solvable LP problem. In addition, when compared with the LP relaxation of the linearization version of (MINLP) (i.e., replacing (7) by (7’)), the LP relaxation of (MILP) can provide a much stronger LP bound (which is as strong as that of the NLP relaxation of (MINLP)). Consequently, solving (MILP) by MILP solvers should be much more computationally efficient, compared against solving (MINLP); see Section 4 further ahead.

We remark that the efficient formulation (MILP) is also a crucial step towards developing efficient algorithms for solving the network slicing problem due to the following two reasons. First, globally solving the problem provides an important benchmark for evaluating the performance of heuristic algorithms. Second, some decomposition algorithms (e.g., column generation) require to solve several small subproblems of the network slicing problem (e.g., problem with a single service), and employing (MILP) in solving these subproblems is much more computationally efficient (as compared with (MINLP)), making the overall performance much better.

4. NUMERICAL SIMULATION

In this section, we present simulation results to illustrate the effectiveness and efficiency of the proposed formulations (MILP) and (MINLP). We choose \(\sigma = 0.005\) and \(P = 2\) in (MILP) and (MINLP). We use Gurobi 9.0.1 [25] to solve (MILP) and (the linearization version of) (MINLP) with the time limit being 1800 seconds and the relative gap being 0.5%.

The fish network topology in [2], which contains 112 nodes and 440 links, including 6 cloud nodes, is employed in evaluating the performance in our experiments. We randomly set the cloud nodes’ and links’ capacities to [50, 100] and [7, 77], respectively. The NFV and communication delays on the cloud nodes and links are randomly selected as \{3, 4, 5, 6\} and \{1, 2\}, respectively; and the reliabilities of cloud nodes and links are randomly chosen in \([0.99, 0.995]\) and \([0.995, 0.999]\), respectively. For each service \(k\), node \(S(k)\) is randomly chosen from the available nodes and node \(D(k)\) is set to be the common destination node; SFC \(\mathcal{F}(k)\) contains 3 functions randomly generated from \(\{f^1, \ldots, f^3\}\); \(\lambda^k_s\)'s are the data rates which are all set to be the same integer value, randomly chosen from \([1, 11]\); \(\theta_s\) and \(\Gamma_k\) are set to \([20 + (3 \times \text{dist}_{ik} + \alpha)]\) and \([0.9\text{dist}_{ik}^3]\) where \(\text{dist}_{ik}\) and \(\text{dist}_{ik}'\) are the shortest paths between nodes \(S(k)\) and \(D(k)\) (in terms of delay and reliability, respectively) and \(\alpha\) is randomly chosen in \([0, 5]\). The above parameters are carefully selected to ensure that the constraints in formulations (MILP) and (MINLP) are neither too tight nor too loose. For each fixed number of services, we randomly generate 100 problem instances and the results reported below are averages over the 100 instances.

### Comparison of Proposed Formulations (MILP) and (MINLP)

We first compare the solution efficiency of solving formulations (MILP) and (MINLP).

**Fig. 1:** Left: the average CPU time taken by solving formulations (MILP) and (MINLP); Right: the number of feasible problem instances by solving formulation (MILP) and those in [12] and [6].

As observed in Fig 1(b), the proposed formulation (MILP) can solve a much larger number of problem instances than that solved by the formulation in [12], especially in the case where the number of services is large. This shows the advantage of the flexibility of traffic routing in (MILP). In addition, compared against that of solving the formulation in [6], the number of feasible problem instances of solving the proposed formulation (MILP) is also much larger, which clearly shows the advantage of our proposed formulation over that in [6], i.e., it has a guaranteed E2E reliability of the services. To summarize, the results in Fig 1(b) demonstrate that, compared with those in [12] and [6], our proposed formulation can give a “better” solution. More specifically, compared with that in [12], our formulation can flexibly route the traffic flow; compared with that in [6], our formulation is able to guarantee the E2E reliability of all services.
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