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Abstract Relatively little is known about how genetic influences on alcohol abuse and dependence (AAD) change with age. We examined the change in influence of genetic and environmental factors which explain symptoms of AAD from adolescence into early adulthood. Symptoms of AAD were assessed using the four AAD screening questions of the CAGE inventory. Data were obtained up to six times by self-report questionnaires for 8,398 twins from the Netherlands Twin Register aged between 15 and 32 years. Longitudinal genetic simplex modeling was performed with Mx. Results showed that shared environmental influences were present for age 15–17 (57%) and age 18–20 (18%). Unique environmental influences gained importance over time, contributing 15% of the variance at age 15–17 and 48% at age 30–32. At younger ages, unique environmental influences were largely age-specific, while at later ages, age-specific influences became less important. Genetic influences on AAD symptoms over age could be accounted for by one factor, with the relative influence of this factor differing across ages. Genetic influences increased from 28% at age 15–17 to 58% at age 21–23 and remained high in magnitude thereafter. These results are in line with a developmentally stable hypothesis that predicts that a single set of genetic risk factors acts on symptoms of AAD from adolescence into young adulthood.
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Introduction

Twin and adoption studies have consistently shown that the risk for a lifetime history of alcohol abuse/dependence (AAD) is strongly influenced by genetic factors with estimates of heritability ranging around 28% in adolescents (Dick et al. 2009) and from 45 to 64% in adults (Cloninger et al. 1981; Goodwin et al. 1973; Heath et al. 1997; Kendler et al. 1992, 1997; Knopik et al. 2004; Liu et al. 2004; Pickens et al. 1991; Prescott and Kendler 1999; Reed et al. 1996; Sartor et al. 2010; True et al. 1999). These cross-sectional studies could however not examine whether AAD in adolescence and adulthood is influenced by the same or different genetic factors. For this, longitudinal studies are needed. Within a longitudinal design, the relative contributions of genetic and environmental influences have been explored from adolescence into young adulthood for a wide range of alcohol-related phenotypes. Generally, with increasing age the importance of additive genetic factors increases and that of shared environmental influences decreases for alcohol use measures such as alcohol initiation (Koopmans and
Boomsma 1996; Viken et al. 1999), frequency of alcohol use (Geels et al. 2011; Rose et al. 2001; Viken et al. 1999), quantity of alcohol use (Kendler et al. 2008c; Geels et al. 2011) and perceived alcohol availability (Gillespie et al. 2007). In contrast to alcohol use, the change of the genetic underpinnings of symptoms of alcohol misuse during adolescence and early adulthood, has seldomly been explored in a longitudinal design.

In this article, the primary goal is to investigate how genetic risk factors for symptoms of AAD change across age. In particular, we seek to discriminate between two hypotheses about the developmental pattern of genetic risk factors for AAD symptoms in the key time period of adolescence and early adulthood. In this period drinking habits are commonly formed, levels of alcohol consumption typically peak (Koppes et al. 2000; Midanik and Clark 1994; Moore et al. 2005; Poelen et al. 2005) and symptoms of AAD usually begin (Harford et al. 2005; Schuckit et al. 1998). The developmentally stable hypothesis predicts that a single set of genetic risk factors will impact on AAD symptoms from late adolescence through early adulthood. By contrast, the developmentally dynamic hypothesis predicts that new genetic influences on AAD symptoms “come on line” at a particular age. These genetic innovations give rise to a qualitative change in genetic effects. Regardless of qualitative change, the importance of genetic risk factors may change quantitatively over time. This can result from genetic amplification, if the importance of genetic influences increases over age, or from genetic attenuation if the importance of genetic factors declines during development.

The current study analyzed longitudinal survey data on symptoms of AAD in a cohort of 8,398 twins from the Netherlands Twin Register aged between 15 and 32 years. Symptoms of AAD were assessed by the CAGE, a four item screening instrument for AAD, and were obtained up to six times. To ensure data from participants of different ages and sex could be meaningfully compared, measurement invariance of the CAGE was tested over age and sex. In addition to the primary goal of clarifying the nature of genetic effects on AAD symptoms over age, we also examined qualitative and quantitative changes of environmental risk factors. To achieve this aim, simplex models were fitted by which genetic and environmental influences could be separated from variance due to measurement error and the presence of genetic and environmental innovation could be tested.

Methods

Sample

Data came from a sample of twins (aged 15–32 years; N = 8,398) who were registered with the Netherlands Twin Register (NTR) and had answered survey questions about symptoms of AAD as part of the ongoing longitudinal study on health, personality and lifestyle that is being conducted in all active participants (twins and their relatives) of the Adult Netherlands Twin Register (ANTR) since 1991 (Boomsma et al. 2002, 2006). Questions about AAD symptoms were included in the surveys in 1995, 1997, 2000, 2002, 2004/2005 and 2009/2010. In 2009/2010, twins of 18 years and older (and their family members) who were followed since their birth by the Young Netherlands Twin Register (YNTR) (Bartels et al. 2007) were also invited to take part in the ANTR study. Extended information about the NTR sample and data collection can be found in Boomsma et al. (2002, 2006).

In our sample, very few participants under the age of 15 reported symptoms of AAD (see also Poelen et al. 2005). Therefore, to study the genetic architecture of AAD symptoms during adolescence and early adulthood, we included all participants aged 15 or older with data on symptoms of AAD. Because we collected data on symptoms of AAD from 1995 to 2010, spanning a 16 year period, the upper age limit was 32 years. Thus, for this study data on symptoms of AAD were analyzed if obtained between the ages 15 and 32. Zygosity for same-sex twin pairs was based on DNA polymorphisms if available (42%), or otherwise on survey questions about zygosity (58%). Agreement between DNA zygosity and zygosity based on survey questions for same-sex twins was 97% (Willemsen et al. 2005). The 8,398 participants (62% female; year of birth 1964–1991) provided up to six measurements of AAD symptoms. Amongst this group, 1.9% had reported that they had not or rarely drunk alcohol. For 1,588 individuals (18.9%) two measurements on AAD symptoms were analyzed, for 1,175 (14.0%) three, for 778 (9.3%) four, for 344 (4.1%) five and for 24 individuals (0.3%) six measurements. Additional repeated measures at age 14 or younger or age 33 or older were available but not analyzed for 674 of the 8,398 individuals (8.0%). The relative large number of twins with one survey (N = 4,489; 53.5%) was mainly due to the entry from participants of the YNTR in 2009/2010 who were invited to participate in the ANTR research for the first time (N = 2,151; 47.9%).

Measure

Symptoms of AAD were assessed by the CAGE, originally developed as a screening instrument for medical settings (Ewing 1984), which gives an indication of the presence of symptoms of AAD (Dhalla and Kopec 2007). The CAGE consists of four items that can be answered with ‘yes’ or ‘no’: Have you ever felt that you should Cut down your drinking?; Have people Annoyed you by criticizing your
drinking?; Have you ever felt bad or Guilty about your drinking?; Have you ever had a drink in the morning (as an ‘Eye opener’) to steady your nerves or get rid of a hangover? In 2009/2010, there were three response categories: ‘yes, during the last year’; ‘yes, not during the last year’. These two yes categories were recoded into one, since its frequency was comparable to the frequency of the single yes categories in earlier years. If one of the four CAGE items was missing (N = 64; 0.8%), its value was imputed based on the mean of the three other answers. In case of two or more missing answers (N = 30; 0.4%), the CAGE was set to missing.

The number of participants aged 15–17 who gave two or more positive responses on the CAGE was low (see Table 1). This leads to numerical problems when analyzing longitudinal twin data. Therefore, the analyses were conducted on the dichotomy of zero vs. one or more yes answers. In analyses that are described in more detail below, we investigated whether this dichotomization influenced the results.

Data analysis

Data analysis consisted of four steps: testing whether the CAGE was measurement invariant over age and sex, estimation of longitudinal and twin correlations, cross-sectional genetic modeling and longitudinal genetic modeling. In all analyses, the CAGE was treated as a threshold character assuming that a standard normal liability distribution underlies the ordered categories.

Measurement invariance

We first investigated whether the CAGE was measurement invariant over age and sex. From the dataset as described above one observation per individual was selected. For individuals with repeated measures, observations were selected that gave age groups of roughly the same size. This resulted in the following 12 mutually exclusive age by sex groups: twins aged 15–17 (383 males, 691 females); twins aged 18–20 (698 males, 1,142 females); twins aged 21–23 (530 males, 754 females); twins aged 24–26 (353 males, 705 females); twins aged 27–29 (870 males, 1,487 females); twins aged 30–32 (343 males, 442 females).

In Mplus 5.1 (Muthén and Muthén 2007) one factor models were specified with the four CAGE items as indicators. First, a configural invariance model was fitted. In this model the factor loadings and thresholds were estimated for each group. Strong factorial invariance and strict factorial invariance models were tested in line with Slof-Op ‘t Landt et al. (2009). In the strong factorial invariance model, the factor loadings and thresholds were constrained to be equal over the 12 groups. The residual variances and means and variances of the latent factor were then estimated. In the strict factorial invariance model, the factor loadings and thresholds were constrained to be equal over groups. This model tested if for all groups the same proportion of variance is explained by the latent factor. In an

| Age  | Males | | | | Females | | | | Total no. of observations |
|------|-------|---|---|---|-------|---|---|---|---------------------------|
|      | 0 (%) | 1 (%) | 2+ (%) | No. of observations | 0 (%) | 1 (%) | 2+ (%) | No. of observations |                          |
| 15–17| 435 (84.1) | 56 (10.8) | 26 (5.0) | 517 | 629 (91.0) | 45 (6.5) | 17 (2.5) | 691 | 1,208 |
| 18–20| 956 (68.7) | 268 (19.3) | 167 (12.0) | 1,391 | 1,885 (83.8) | 244 (10.8) | 120 (5.3) | 2,249 | 3,640 |
| 21–23| 813 (63.0) | 295 (22.9) | 183 (14.2) | 1,291 | 1,832 (83.2) | 242 (11.0) | 129 (5.9) | 2,203 | 3,494 |
| 24–26| 677 (61.8) | 240 (21.9) | 178 (16.3) | 1,095 | 1,629 (83.8) | 199 (10.2) | 116 (6.0) | 1,944 | 3,039 |
| 27–29| 585 (67.2) | 171 (19.7) | 114 (13.1) | 870 | 1,393 (82.6) | 183 (10.9) | 110 (6.5) | 1,686 | 2,556 |
| 30–32| 498 (69.1) | 129 (17.9) | 94 (13.0) | 721 | 1,262 (83.7) | 148 (9.8) | 98 (6.5) | 1,508 | 2,229 |
additional model, sex differences at the latent factor level were evaluated by constraining the factor means for males and females to be equal. Absence of sex differences at the latent factor level is not a requirement for measurement invariance, but makes the interpretation of results from the cross-sectional and longitudinal analyses easier. Model fit was evaluated with the RMSEA, a measure that indicates the approximate fit of the measurement model in the population, since the $\chi^2$ difference test is directly affected by sample size. An estimate in between .00 and .05 indicates good model fit (Schermelleh-Engel and Moosbrugger 2003). To correct for the non-independence of twin data, for all models option complex was used. This method was shown to perform satisfactory in the context of family data by Rebollo et al. (2006).

**Estimation of longitudinal and twin correlations**

To get a first impression of the relative importance of genetic and environmental influences on AAD symptoms, tetrachoric twin correlations for the dichotomous CAGE scores (0 vs. 1+ yes answers) were estimated. These analyses were performed with the package polycor (polychor(var1, var2, ML = T, std. err = T)) in R (version 2.9.2; [http://www.r-project.org/](http://www.r-project.org/)) (R Development Core Team 2010) using maximum likelihood estimation. For each of the five zygosity by sex groups, six cross twin-within age correlations (30 in total), 15 cross twin-cross age correlations (75 in total), and 15 within person-cross age correlations were computed.

Sex differences in the correlations and the prevalence of one or more yes answers were tested cross-sectionally by model fitting in Mx (version 3.2) (Neale et al. 2006). In a multigroup analysis of five zygosity by sex groups, qualitative and quantitative sex differences in the correlations were tested for by constraining the correlations to be equal over sex. To examine sex differences in the prevalence, a sex effect on the threshold was tested for significance. The fit of the restricted models was compared to that of the full model using the likelihood ratio test.

To investigate whether the way the CAGE was dichotomized affected the results, correlations based on the dichotomous CAGE were compared to those based on the CAGE with three response categories: 0, 1, and 2+ yes answers. The polychoric correlations for the CAGE with three response categories were estimated for the age groups 18–20, 21–23, 24–26, 27–29 and 30–32 cross-sectionally, using Mx. For the 15–17 year olds the number of 2+ yes answers was too low to estimate polychoric correlations. In the analyses described above on a few occasions empty cells were observed (0.7–1.7%). These were replaced by 1 to be able to run the model estimation.

---

**Table 2** Number of observations for twins from (in)complete twin pairs per age and zygosity by sex group

| Zygosity by Sex Group | 15–17 | 18–20 | 21–23 | 24–26 | 27–29 | 30–32 | Total |
|-----------------------|-------|-------|-------|-------|-------|-------|-------|
| MZM Complete pair     | 186   | 458   | 458   | 358   | 232   | 168   | 1,208 |
| Incomplete pair       | 18    | 104   | 93    | 116   | 124   | 129   | 377   |
| DZM Complete pair     | 318   | 324   | 288   | 288   | 138   | 142   | 794   |
| Incomplete pair       | 26    | 85    | 71    | 108   | 102   | 106   | 277   |
| MZF Complete pair      | 140   | 284   | 134   | 104   | 104   | 104   | 540   |
| Incomplete pair        | 10    | 104   | 71    | 108   | 102   | 102   | 190   |
| DOS Complete pair      | 186   | 458   | 458   | 358   | 232   | 168   | 1,208 |
| Incomplete pair        | 18    | 104   | 93    | 116   | 124   | 129   | 377   |

---

*Behav Genet (2012) 42:40–56*
Genetic analyses

The relative importance of genetic and environmental influences on the CAGE was investigated by decomposing the variance–covariance structure of the dichotomous CAGE (0 vs. 1+ yes answers) into latent factors representing additive genetic (A), non-additive genetic (D) or shared environmental influences (C) and unique environmental (E) influences. First, cross-sectional genetic analyses were conducted for each age group separately. Next, longitudinal genetic analyses were performed. All genetic analyses were conducted in Mx (Neale et al. 2006) in two zygosity groups, as sex differences in the twin correlations were absent. For model identification purposes, the variance was fixed at unity for all age groups in both the cross-sectional models as well as in the longitudinal model.

Cross-sectional genetic analyses

The decision to fit an ACE or ADE model was based on the correlation structure for a particular age group. If the correlation for MZ twins was smaller than twice the correlation for DZ twins, an ACE model was fitted. If the MZ correlation was more than twice the DZ correlation, the ADE model was fitted to the data. The importance of additive genetic, non-additive genetic and shared environmental factors was tested by dropping the a, d or c parameter from the model and comparing the fit of the restricted model with that of the full model using the likelihood ratio test.

Longitudinal genetic analyses

The change in genetic and environmental influences on symptoms of AAD, and specifically whether genetic influences could be best described by the developmentally dynamic or by the developmentally stable hypothesis, was explored by modeling the data in a longitudinal ACE model. The longitudinal model, which examines the cross-age correlations as well as the within-age correlations, has more power to discriminate between additive genetic and shared environmental factors than the cross-sectional models, which only examine the within-age correlations. In the longitudinal model, one threshold (six in total) and one deviation from the threshold for females (six in total) were estimated in each age group.

In the saturated (full ACE) model the variance–covariance structure was first explored with a Cholesky decomposition (6 A factors, 6 C factors, 6 E factors) (model 1). In model 2, the sex effects on the thresholds were constrained to be equal over the six age groups. Simplex models were specified to test whether the genetic and environmental influences on AAD symptoms showed qualitative or quantitative change. The final model was built by testing a series of restricted submodels. The unique environmental structure was first examined, followed by the development of shared environmental influences and finally by the structure of the genetic influences. All submodels were compared to the preceding model, with the likelihood ratio test.

First, in submodel 3a a unique environmental simplex structure was specified (Guttmann 1955; Boomsma and Molenaar 1987) that allowed for both stable and dynamic influences. This model contained six latent unique environmental variance components, each with one observed measurement as its (only) indicator. The unique environmental variance underlying the observed measurement at a particular age group was determined by the transmission terms (β) that describe the amplification or attenuation of the unique environmental variance that was already present in the previous age group (E_t-1), plus the innovation terms (ζ) that allow for new unique environmental variance ‘coming on line’: E_t = βE_t-1 + ζ (Neale and Cardon 1992). Since 15–17 was the first age group, no unique environmental variance could be transmitted from an earlier age group. Therefore, the unique environmental variance for this age group reduced to ζ. For the CAGE at age 18–20, the unique environmental variance equaled βE_t-1 + ζ and for age 21–23 βE_t-1 + (βE_t-1 + ζ). The unique environmental covariance over age is modeled to run via the transmission terms only and can therefore be separated from variance due to measurement error that is modeled to influence the variances but not the covariances. For model identification purposes, a constraint has to be applied to the measurement error variance at the outer categories (Neale and Cardon 1992). In this study, variance due to measurement error was constrained to be the same for all age groups (submodel 3a). Whether unique environmental influences were purely age-specific was tested by fixing the transmission terms at zero in submodel 3b.

Secondly, a simplex structure was specified for shared environmental influences allowing for both stable and dynamic influences (submodel 4a). Next, in submodel 4b the shared environmental innovation terms were dropped from the model to test whether shared environmental influences could be described by one factor.

Thirdly, the genetic structure was investigated. In submodel 5a a simplex structure was specified for genetic factors including transmission and innovation terms that allowed for both stable and dynamic genetic influences. Subsequently, in submodel 5b, the innovation terms were dropped from the model allowing for stable genetic influences only. The simplex structure including transmission and innovation terms is shown in Fig. 1a and the model without the innovation terms is shown in Fig. 1b.
Results

Measurement invariance

The configural invariance model, in which the factor loadings and thresholds were estimated freely for each group, had a good fit ($\chi^2 (21) = 19.84$, $p = 0.531$; RMSEA = 0.001). Constraining the factor loadings and thresholds over the groups to be equal was allowed, as indicated by the fit of the strong factorial invariance model ($\chi^2 (36) = 43.66$, $p = 0.178$; RMSEA = 0.017). Restricting the residual variances to be equal over the groups in the strict factorial invariance model was also permitted, based on the RMSEA ($\chi^2 (71) = 119.21$, $p < 0.001$; RMSEA = 0.031). This means that for different ages and sexes, the same proportion of the variance can be explained by the latent factor. The CAGE, as it is administered in our surveys, is thus measurement invariant over age and sex. Accordingly, answers on the CAGE can be compared from one age and sex to another. With the CAGE being measurement invariant over age and sex, differences in the prevalence are allowed for when these result from a difference at the latent factor level. In an additional model it was examined whether sex differences existed at the latent factor level by testing whether the factor means for males and females could be constrained to be equal. This changed the model fit based on the RMSEA from good into acceptable (Schermelleh-Engel and Moosbrugger 2003) ($\chi^2 (73) = 246.54$, $p < 0.001$; RMSEA = 0.058), suggesting that sex differences exist at the latent factor level.

Longitudinal and twin correlations

In Table 3 within person-cross age correlations are presented for the dichotomous CAGE scores (0 vs. 1+ yes answers). For intervals up to 12 years, the correlations were of similar magnitude. For intervals larger than 12 years, the correlations started to decrease, but the number of individuals for whom data was available on these large time intervals was relatively small.

The tetrachoric cross-twin correlations are shown in Table 4. The cross twin-within age correlations (presented

Table 3 Estimates of tetrachoric within-person correlations (with standard errors and number of observations) for the CAGE as dichotomy (0 vs. 1+ yes answers)

|       | 15–17 | 18–20 | 21–23 | 24–26 | 27–29 | 30–32 |
|-------|-------|-------|-------|-------|-------|-------|
| 15–17 | 1     |       |       |       |       |       |
| 18–20 | .43 (.07) N = 672 | 1     |       |       |       |       |
| 21–23 | .41 (.08) N = 616 | .59 (.04) N = 1,224 | 1     |       |       |       |
| 24–26 | .38 (.08) N = 540 | .45 (.05) N = 1,125 | .65 (.03) N = 1,586 | 1     |       |       |
| 27–29 | .20 (.14) N = 289 | .47 (.06) N = 840 | .67 (.03) N = 1,270 | .75 (.03) N = 1,551 | 1     |       |
| 30–32 | .29 (.14) N = 177 | .48 (.08) N = 455 | .63 (.04) N = 922 | .69 (.03) N = 1,147 | .73 (.03) N = 1,167 | 1     |
|        | MZM 15–17 | 18–20 | 21–23 | 24–26 | 27–29 | 30–32 | DZM 15–17 | 18–20 | 21–23 | 24–26 | 27–29 | 30–32 |
|--------|-----------|-------|-------|-------|-------|-------|-----------|-------|-------|-------|-------|-------|
| 15–17  | .73 (.14) |       |       |       |       |       | .68 (.17) |       |       |       |       |       |
| 18–20  | .29 (.18) | .50 (.10) |       |       |       |       | .32 (.13) |       |       |       |       |       |
| 21–23  | .19 (.21) | .43 (.10) | .57 (.08) |       |       |       | .11 (.26) | .10 (.16) | .08 (.14) |       |       |
| 24–26  | .09 (.24) | .26 (.11) | .33 (.09) | .59 (.09) |       |       | .08 (.34) | .26 (.17) | .34 (.15) | .05 (.17) |       |
| 27–29  | −.16 (.36) | .41 (.13) | .43 (.11) | .50 (.09) | .57 (.12) |       | .03 (.44) | .41 (.18) | .17 (.16) | .24 (.14) | .28 (.19) |       |
| 30–32  | .43 (.33) | −.10 (.20) | .24 (.14) | .36 (.12) | .36 (.13) | .35 (.17) | .03 (.20) | .27 (.17) | −.03 (.18) | −.06 (.23) |       |
| MZF    |           |       |       |       |       |       |           |       |       |       |       |       |
| 15–17  | .54 (.15) |       |       |       |       |       | .56 (.25) |       |       |       |       |       |
| 18–20  | .43 (.15) | .42 (.09) |       |       |       |       | .45 (.11) |       |       |       |       |       |
| 21–23  | .53 (.12) | .43 (.10) | .44 (.09) |       |       |       | .05 (.30) | .30 (.15) | .27 (.13) |       |       |
| 24–26  | .13 (.18) | .60 (.08) | .32 (.09) | .43 (.10) |       |       | −.01 (.31) | .05 (.17) | .14 (.14) | .27 (.14) |       |
| 27–29  | .09 (.24) | .43 (.11) | .43 (.08) | .39 (.08) | .49 (.09) |       | .21 (.38) | .32 (.16) | .00 (.17) | .27 (.12) | .27 (.16) |       |
| 30–32  | .21 (.25) | .51 (.14) | .36 (.11) | .40 (.10) | .50 (.08) | .44 (.11) | .30 (.43) | −.16 (.28) | .33 (.16) | .23 (.14) | .22 (.14) | .20 (.18) |
| DOS    |           |       |       |       |       |       |           |       |       |       |       |       |
| 15–17  | .48 (.17) |       |       |       |       |       | .56 (.25) |       |       |       |       |       |
| 18–20  | .10 (.16) | .26 (.10) |       |       |       |       | .06 (.11) |       |       |       |       |       |
| 21–23  | −.06 (.19) | −.04 (.12) | .06 (.11) |       |       |       | .05 (.30) | .30 (.15) | .27 (.13) |       |       |
| 24–26  | .17 (.16) | .06 (.13) | .16 (.10) | .20 (.12) |       |       | .03 (.20) | .27 (.17) | −.03 (.18) | −.06 (.23) |       |
| 27–29  | −.02 (.24) | −.06 (.15) | .04 (.11) | −.13 (.10) | −.11 (.16) |       | .21 (.38) | .32 (.16) | .00 (.17) | .27 (.12) | .27 (.16) |       |
| 30–32  | −.28 (.28) | −.30 (.19) | .10 (.13) | .13 (.11) | −.09 (.13) | .48 (.14) | .30 (.43) | −.16 (.28) | .33 (.16) | .23 (.14) | .22 (.14) | .20 (.18) |

*a* Cross twin-within age correlations at diagonal in italic and cross twin-cross age correlations off-diagonal.
at the diagonal in italic) showed a different pattern for MZ and DZ twins. MZ correlations were of similar magnitude for the ages 18–29: .40–.50 for MZF and .50–.60 for MZM. At age 15–17 the correlations were somewhat higher (r MZM = .73; r MZF = .54) and for MZM at age 30–32 somewhat lower (.35). DZ correlations started high at age 15–17 (r DZM = .68; r DZF = .56; r DOS = .48), but were much lower at later ages. This was seen most clearly for DZM, but was also true for DZF and DOS twins. This pattern suggests the influence of shared environmental factors at younger ages and the increase of importance of genetic influences over time.

The cross twin-cross age correlations (shown off-diagonal in Table 4) were lower than the within person-cross age correlations. Overall, cross twin-cross age correlations also decreased over age, although the pattern was less consistent than that seen for the within person correlations.

Table 5 provides the results for testing sex differences in the correlations cross-sectionally. For all age groups, male and female MZ correlations and male DZ, female DZ and DZ opposite sex correlations could be constrained to be equal. Therefore, Table 5 shows the pooled correlations over sex, together with thresholds estimates and deviations from the threshold for females. As described in the section on measurement invariance, there was some indication for true sex differences in CAGE scores (i.e., sex differences that were not due to differences in measurement across sex). To account for these differences, sex effects on the thresholds were tested. Dropping the sex effect on the threshold led to a significantly worse model fit in all age groups. Therefore, further results are presented for the dichotomous CAGE only.

### Cross-sectional genetic analyses

Table 6 shows the ACE or ADE variance components estimates and model fitting results for the cross-sectional genetic analyses. Since the MZ correlation was smaller than twice the DZ correlation for the age groups 15–17, 18–20 and 30–32, the ACE model was fitted for these age groups. For the age groups 21–23, 24–26, and 27–29, the MZ correlation was more than twice the DZ correlation for the age groups 15–17, 18–20 and 30–32, the ACE model was fitted for these age groups. For the age groups 21–23, 24–26, and 27–29, the MZ correlation was more than twice the DZ correlation and thus the ADE model was fitted. Comparison of the full models showed an increase of unique environmental factors over time, explaining 38% of the variance in AAD symptoms at age 15–17 and 59% at age 30–32. Shared environmental influences decreased over time. While almost half of the variance (45%) was explained by shared

### Table 5

| Age   | Test results sex differences² | Dichotomous CAGE (0 vs. 1+ yes answers) | Trichotomous CAGE (0, 1, 2+ yes answers) |
|-------|-------------------------------|------------------------------------------|------------------------------------------|
|       | χ²(3)b p                        | MZ corr | DZ corr | th₁c | Δ th₁ femalesd | MZ corr | DZ corr | th₁c | th₂c | Δ th₁ femalesd | Δ th₂ femalesd |
| 15–17 | 2.54 0.469                     | 0.62    | 0.53    | 0.97 | 0.39          |        |        |      |      |              |               |
| 18–20 | 2.14 0.545                     | 0.47    | 0.33    | 0.47 | 0.52          | 0.47   | 0.31   | 0.47 | 1.15 | 0.52         |               |
| 21–23 | 2.63 0.453                     | 0.50    | 0.14    | 0.33 | 0.62          | 0.49   | 0.14   | 0.33 | 1.07 | 0.62         | 0.49           |
| 24–26 | 2.17 0.538                     | 0.50    | 0.19    | 0.31 | 0.68          | 0.45   | 0.14   | 0.31 | 0.99 | 0.68         | 0.57           |
| 27–29 | 3.89 0.274                     | 0.51    | 0.14    | 0.45 | 0.50          | 0.47   | 0.17   | 0.44 | 1.11 | 0.50         | 0.40           |
| 30–32 | 4.52 0.210                     | 0.41    | 0.26    | 0.50 | 0.49          | 0.40   | 0.31   | 0.49 | 1.11 | 0.49         | 0.41           |

² Results presented for testing sex differences in the correlations for the dichotomous CAGE

b Testing for the equality of the correlations over sex results in a test with three degrees of freedom with a critical χ²(3) value of 7.815 (α = .05)

c Threshold estimates

d Deviation from threshold for females

e No polychoric correlations could be computed for the trichotomous CAGE in the 15–17 age group, since the frequency of 2+ yes answers was too low
environmental influences at age 15–17, and 19% of the variance at age 18–20, no shared environmental effects were present for the ages 21–29. At age 30–32, shared environmental influences accounted for 12% of the variance again. Genetic influences showed an increase in importance over age. At age 15–20, 18% of the variance in AAD symptoms was explained by genetic influences. At age 18–20, this increased to 28% and for the ages 21–29, 50% of the variance could be explained by genetic factors. At age 30–32 genetic influences were less important, explaining 28% of the variance.

For all ages the reduced AE model did not fit significantly worse than the ADE model (model fit statistics shown in Table 6). At the ages 15–17, 18–20 and 30–32, also a reduced CE model fitted the data well, indicating that familial factors were clearly important for this age. Since the AE model described the data well for all age groups, but the CE model was also possible at ages 18–20 and 30–32, the ACE model was selected for the longitudinal analyses.

Longitudinal genetic analyses

Table 7 presents the model fit results for the longitudinal genetic analyses. Constraining the sex effects (differing thresholds for males and females) to be equal over the six age groups deteriorated the model fit significantly as compared to the saturated model (model 2: \( \chi^2(5) = 17.69, p = 0.003 \)). Therefore, in subsequent models separate sex effects for the female threshold deviation from the threshold for males were retained for the different age groups.

The unique environmental simplex model with innovation and transmission terms fitted the data well (model 3a: \( \chi^2(9) = 7.78, p = 0.557 \)). Fixing the transmission terms at zero and thereby imposing the matrix with unique environmental factors to be diagonal worsened the model fit (model 3b: \( \chi^2(5) = 26.66, p < .001 \)). This indicates that unique environmental covariance is present over time and shows that both stable and dynamic unique environmental influences impact the CAGE.

Table 6  ACE and ADE variance component estimates and model fit results for the cross-sectional genetic analyses

| Age   | A   | D   | C   | E     | -2ll | #par | df  | \( \chi^2 \) | \( \Delta df \) | \( p \) |
|-------|-----|-----|-----|-------|------|------|-----|-------------|-------------|------|
| 15–17 | ACE  | 0.18| 0.45| 0.38  | 831.13| 5    | 1,204||             |             |
|       | AE  | 0.68| 0.32| 0.42  | 834.00| 4    | 1,205| 2.87        | 1           | 0.090|
|       | CE  | 0.58| 0.42| 0.46  | 831.46| 4    | 1,205| 0.34        | 1           | 0.562|
|       | E   | 1.00| 0.40| 0.60  | 869.45| 3    | 1,206| 38.32       | 2           | 0.000|
| 18–20 | ACE  | 0.28| 0.19| 0.53  | 3656.37| 5    | 3,636||             |             |
|       | AE  | 0.51| 0.50| 0.40  | 3658.00| 4    | 3,637| 1.63        | 1           | 0.202|
|       | CE  | 0.40| 0.60| 0.70  | 3658.70| 4    | 3,637| 2.33        | 1           | 0.127|
|       | E   | 1.00| 0.45| 0.55  | 3719.73| 3    | 3,638| 63.36       | 2           | 0.000|
| 21–23 | ADE  | 0.06| 0.44| 0.50  | 3644.04| 5    | 3,490||             |             |
|       | AE  | 0.46| 0.54| 0.49  | 3645.98| 4    | 3,491| 1.94        | 1           | 0.163|
|       | E   | 1.00| 0.46| 0.52  | 3699.24| 3    | 3,492| 55.20       | 2           | 0.000|
| 24–26 | ADE  | 0.24| 0.26| 0.52  | 3130.85| 5    | 3,035||             |             |
|       | AE  | 0.48| 0.52| 0.31  | 3131.39| 4    | 3,035| 0.54        | 1           | 0.462|
|       | E   | 1.00| 0.48| 0.68  | 3178.66| 3    | 3,036| 47.81       | 2           | 0.000|
| 27–29 | ADE  | 0.04| 0.47| 0.49  | 2620.02| 5    | 2,552||             |             |
|       | AE  | 0.47| 0.53| 0.52  | 2621.27| 4    | 2,553| 1.25        | 1           | 0.264|
|       | E   | 1.00| 0.47| 0.59  | 2657.78| 3    | 2,554| 37.76       | 2           | 0.000|
| 30–32 | ACE  | 0.28| 0.12| 0.59  | 2211.15| 5    | 2,225||             |             |
|       | AE  | 0.42| 0.58| 0.46  | 2211.43| 4    | 2,226| 0.28        | 1           | 0.597|
|       | CE  | 0.34| 0.66| 0.28  | 2212.18| 4    | 2,226| 1.03        | 1           | 0.310|
|       | E   | 1.00| 2233.51| 3  | 2227 | 2.236| 2    | 0.000||             |             |
Table 7 Model fit results for longitudinal models (ages 15–32)

| Model Description                          | AIC/BIC       | −2ll  | #par | df | Δχ² | Δdf | p     | Conclusion                                                                 |
|--------------------------------------------|---------------|-------|------|----|-----|-----|-------|--------------------------------------------------------------------------------|
| M1. Saturated model (full ACE)             | −17251.01     | 14942.99 | 75   | 16103 |     |     |       |                                                                                       |
| M2. Saturated model with sex effect on threshold constrained | −17243.32     | 14960.68 | 70   | 16108 | M1  | 17.69 | 5   | 0.003 Sex by age difference in prevalence                                            |
| M3a. Unique environmental simplex model with transmission + innovation | −17261.23     | 14950.77 | 66   | 16112 | M1  | 7.78  | 9   | 0.557 Simplex structure with stable and dynamic unique environmental influences fits data |
| M3b. Unique environmental simplex model without transmission | −17144.57     | 15077.43 | 61   | 16117 | M3a | 26.66 | 5   | <0.001 Stable unique environmental influences present over time                    |
| M4a. Shared environmental simplex model with transmission + innovation | −17277.79     | 14954.22 | 56   | 16122 | M3a | 3.45  | 10  | 0.969 Simplex structure with stable and dynamic shared environmental influences fits data |
| M4b. Shared environmental simplex model without innovation | −17287.61     | 14954.39 | 51   | 16127 | M4a | 0.17  | 5   | 0.999 No shared environmental innovation present over time                           |
| M5a. Genetic simplex model with transmission + innovation | −17295.99     | 14966.01 | 41   | 16137 | M4b | 11.62 | 10  | 0.311 Simplex structure with stable and dynamic genetic influences fits data        |
| M5b. Genetic simplex model without innovation (final model) | −17297.81     | 14974.19 | 36   | 16142 | M5a | 8.18  | 5   | 0.147 No genetic innovation present over time                                        |

Subsequent modeling of the shared environmental influences showed that the simplex model including both transmission and innovation terms (model 4a; \( \chi^2 (10) = 3.45, p = 0.969 \)) fitted the data well. Dropping the shared environmental innovation terms from the model was allowed (model 4b; \( \chi^2 (5) = 0.17, p = 0.999 \)) indicating that shared environmental innovation was not present and that one shared environmental factor influenced the CAGE.

Finally, fitting a genetic simplex model with transmission and innovation terms did not worsen the model fit (model 5a: \( \chi^2 (10) = 11.62, p = 0.311 \)). The final model without genetic innovation terms did not fit significantly worse than the model with genetic innovation (model 5b: \( \chi^2 (5) = 8.81, p = 0.147 \)). This final model showed that one stable genetic factor was influencing the CAGE over age.

The parts of the (co)variance that can be explained by additive genetic, shared environmental and unique environmental factors as estimated in the final model are presented in Table 8. Results suggested that 25% of the variance at a particular age could be accounted for by measurement error. In Fig. 2 the associated parameter estimates of this model are shown.

When taking variance due to measurement error into account (letting \( A + C+E \) sum up to 100%), it can be seen that shared environmental influences showed rapid attenuation over time. While explaining 57% of the variance at age 15–17, (almost) no environmental effects were present anymore for the ages 21–32. Genetic factors showed quantitative changes in its influences over time, increasing from 28% at age 15–17 to 58% at age 21–23. Genetic influences remained high at later ages, accounting for still 52% of the variance at age 30–32. The influence of unique environmental influences was small at age 15–17 (15%), but amplified during the next years. At age 30–32 unique environmental influences were as important as additive genetic influences in explaining differences in the CAGE. Interestingly, phenotypic stability and change in the CAGE over time could be largely attributed to additive genetic factors, although at later ages unique environmental factors also contributed to the stability and change.

For unique environmental influences a simplex structure with innovation terms was specified, allowing for stable and dynamic influences. At younger ages the largest part of unique environmental influences was due to unique environmental innovation. According to the final model, at age 18–20, 98% of the unique environmental variance was due to innovation \((.58^2/(.34^2 \times .27^2 + .58^2) \times 100\%)\). At age 21–23, this was 83% \((.50^2/(.34^2 \times .27^2 + .58^2) \times .38^2 + .50^2 \times 100\%)\) and at age 24–26, 65% \((.47^2/(.34^2 \times .27^2 + .58^2) \times .38^2 + .50^2) \times .63^2 + .47^2 \times 100\%)\). At later ages, the largest part of unique environmental influences consisted of those experienced earlier and transmitted to a later age. For example, at age 27–29, only 16% of unique environmental variance was due to innovation \((.23^2/(.34^2 \times .27^2 + .58^2) \times .38^2 + .50^2)\)
and 84% to unique environmental factors experienced earlier in life. For age 27–29, 72% of unique environmental influences consisted of those transmitted from earlier ages and 28% was due to innovation $((.32^2/((.34^2 \times .27^2 + .58^2) \times .38^2 + .50^2) \times .63^2 + .47^2) \times .91^2 + .23^2) \times .89^2 + .32^2) \times 100\%$).

**Discussion**

Our main goal was to study the temporal pattern of genetic factors for AAD symptoms during the critical developmental period from adolescence into early adulthood. Studying age-related changes was allowed, since the CAGE assessed the same phenotype across age 15–32 and across men and women, as indicated by the analyses on measurement invariance. In particular, we wanted to discriminate between the developmentally stable and developmentally dynamic hypotheses that predict quite different patterns for cross age genetic effects on symptoms of AAD. Genetic innovation was not detected, which provides evidence in favor of the developmentally stable hypothesis. That is, genetic risk factors for symptoms of AAD appear to be temporally stable across the key developmental period from mid-adolescence into early adulthood. The same genetic risk factors are important at younger and older ages. This is in line with Sartor et al. (2008) who found that one common genetic factor could explain the rate of progression from age at alcohol initiation to age at occurrence of the first symptom of AAD and age at onset of an alcohol dependence diagnosis. Although in our study no qualitative changes in genetic factors were found, quantitative changes were present. Genetic influences amplified from age 15–17 to age 21–23 and then remained high.

Genetic factors can impact on risk for AAD symptoms at a wide range of levels and are likely to share genetic influences on alcohol consumption measures, partly (Whitfield et al. 2004) or (almost) entirely (Grant et al. 2009; Kendler et al. 2010). Genetic influences include those on alcohol metabolism by the ADH and ALDH gene cluster (Edenberg et al. 2006; Luo et al. 2006; Kuo et al. 2008; Macgregor et al. 2009; van Beek et al. 2010), the level of response to alcohol (Schuckit et al. 2004) and neurotransmitters related to the reward system that interact directly and indirectly with ethanol (e.g., dopamine, and GABA) (Enoch 2008; Smith et al. 2008; Munafo et al. 2007). Genetic influences on AAD also act via general predispositions to abuse licit and illicit psychoactive drugs (Kendler et al. 2007; Agrawal et al. 2008), predispositions toward externalizing behaviors in general (Cerda et al. 2010) and the tendency to self-select into environments.

**Table 8.** Percentage of variance [at diagonal in italic] and covariance [below diagonal] explained by additive genetic, shared environmental and unique environmental influences for different age groups as estimated in the final model

|          | Additive genetic factors (A) | Shared environmental factors (C) | Unique environmental factors (E) |
|----------|-----------------------------|---------------------------------|---------------------------------|
| 15–17    | .28                         | .47                             | .57                             |
| 18–20    | .57                         | .66                             | .88                             |
| 21–23    | .86                         | .66                             | .77                             |
| 24–26    | .77                         | .58                             | .47                             |
| 27–29    | .78                         | .71                             | .66                             |
| 30–32    | .77                         | .81                             | .89                             |

Note: ACE simplex model without innovation for A and C with innovation for E (including a term for measurement error).
where alcohol is widely available and its misuse socially condoned (Kendler et al. 2007; Gillespie et al. 2007). In addition, genetic factors for AAD can have their influence by acting on co-morbid psychiatric symptomatology, such as depression or anxiety disorders (Cerda et al. 2010; Saraceno et al. 2009).

This project had the additional goal of clarifying the change in environmental influences on symptoms of AAD between the ages 15 and 32. A single shared environmental factor had a large influence on AAD symptoms at age 15–17, but quickly attenuated over time. Consistent with Dick et al. (2009) shared environmental influences on symptoms of AAD are important in adolescence, but less (during age 18–23) or not (from 24–26 onwards) at later ages. Attenuation of shared environmental influences in this period of life is observed for other phenotypes as well, such as for IQ (Segal and Johnson 2009), social attitudes and nicotine initiation (Bergen et al. 2007) and makes sense from a developmentally point of view in which individuals of this age tend to leave the parental home and sometimes also the neighborhood. The shared environmental effects could be a reflection of parenting practices (Latendresse et al. 2010), drinking family members (Poelen et al. 2007; McGue et al. 1996), or religious upbringing (Kendler and Myers 2009). The home environment that parents provide for their children might also in part reflect the genes the parents transmit to their children. If parents transmit both genes and environment—referred to as genetic and cultural transmission—this induces a passive correlation between G and C (e.g., Rijsdijk and Sham 2002). Passive G–C correlation might for instance occur if one of the parents suffers from AAD which also creates an environment in which the availability of alcohol at home is more likely. In addition to familial influences originating at home, the shared environmental effects in twins might also reflect the influence of peers’ alcohol use when twins share the same peer group (Fowler et al. 2007).

The cross-sectional analyses suggested that shared environmental influences were also present at age 30–32 in close correspondence with Kendler et al. (2008c) who found shared environmental effects for alcohol consumption for roughly the same age. For people of this age, who commonly start a family life in this period of life (CBS 2010), a decrease in alcohol consumption is not surprising. In particular in women (62% of our sample), alcohol consumption will change when being pregnant or breastfeeding. Therefore, at least for women, the shared environmental effects at age 30–32 might reflect a decrease in alcohol consumption during pregnancy and breast feeding that is shared within twin pairs, given that age at first birth is partly due to shared environmental influences (Neiss et al. 2002; Rodgers et al. 2008). However, it should be noted that in the longitudinal analyses shared environmental influences were only observed in adolescence and...
not at age 30–32. It will be interesting to see whether in a few years we can detect evidence for shared environmental factors for people aged 30 and older as we continue our longitudinal data collection and the number of individuals of age 30 and older will increase.

Unique environmental effects increased at age 18–20, the age at which individuals commonly leave the parental home, and remained of similar magnitude at later ages. The variance explained by environmental factors specific to an individual increased from 15% in adolescence to 40–48% during early adulthood. Whereas at younger ages unique environmental influences were largely age-specific, from age 27–29 onwards the largest part of unique environmental influences resulted from those experienced earlier which were then transmitted to a later age. These unique environmental influences can represent any influences that the twins do not have in common, like a specific group of friends, relationships, life events, or working environment.

Our results show that symptoms of AAD are already reported by adolescents. In 15–17 year olds, 15.8% of men and 9% of women reported one or more symptoms. These percentages are not surprising given the high frequency of alcohol consuming adolescents in the Netherlands. Although according to Dutch legislation people have to be aged 16 or older to buy beer and wine and 18 or older for spirits/hard liquor, the rate of ‘success’ for obtaining these substances under the age of 16/18 is estimated at 85%. Three in four adolescents report to have consumed alcohol in the last month at least once and a substantial group even more than 10 times (23% of male, 10% of female alcohol-consuming adolescents) (Trimbos Instituut 2010).

We did not find evidence for genetic innovation although others have. In Malone et al. (2004) genetic innovations were suggested for symptoms of alcohol dependence at age 17, 20 and 24 years. However, they focused on transmission at the phenotypic level, rather than at the level of latent genetic and non-genetic factors. Under this parameterization, a change in heritability is only possible by including a term for genetic innovation. In our analyses, transmission coefficients were specified at the level of latent genetic, common environmental and unique environmental factors. This is a less constrained model that indicated genetic stability without genetic innovation. When analyzing our data with a phenotypic simplex model, genetic innovations were significant ($\chi^2 (5) = 41.30, p < 0.001$). This does not reflect new genetic influences however, but the fact that the amounts of genetic, common and unique environmental variance that are transmitted, are not equal to each other. For different phenotypes genetic innovation has been detected, for instance for fears and phobias (Kendler et al. 2008a), anxiety and depression (Kendler et al. 2008b) and externalizing behaviors (Wichers et al. 2011). Our analyses showed that a model without genetic innovation fitted the data as well as a model with genetic innovation. This does not mean that genetic innovation is entirely absent. If we test all genetic innovation parameters separately, parameters at age 21–23 and 24–26 are significant ($p = 0.038$ and $p = 0.009$ respectively). Still, our results indicate that the majority of genetic influences are stable over time, and genetic innovation effects are small.

A next step would be searching for susceptibility genes for AAD symptoms. Recently, a number of genome wide association studies have been conducted for alcohol dependence (Bierut et al. 2010; Treutlein et al. 2009; Edenberg et al. 2010; Lind et al. 2010; Kendler et al. 2011). Two closely linked intergenic SNPs at chromosome 2q35 achieved genome-wide significance in the combined analysis of the discovery and follow-up sample in Treutlein et al. (2009). In other studies no SNP met criteria for genome-wide significance (Bierut et al. 2010; Edenberg et al. 2010; Kendler et al. 2011), or genome-wide significant SNPs could not be replicated in a follow-up sample (Lind et al. 2010). Some evidence was found for gene clusters. For instance, in Lind et al. (2010) the top SNPs could be placed in a gene network coding for ion-channels and cell adhesion molecules. Edenberg et al. (2010) found several SNPs on chromosome 11 that were independently marginally associated with alcohol dependence. In regard to the genetic overlap of AAD and alcohol consumption measures (Grant et al. 2009; Kendler et al. 2010), the recent finding of a genome-wide significant association of a SNP at chromosome 7q11.22 with alcohol consumption (Schumann et al. 2011), is also relevant.

The search for susceptibility genes can be aided with a thorough assessment of how genetic influences change across age. When there is no evidence of genetic innovation over time, as for the phenotype under study, a sum score over all available data points might give more power to detect susceptibility loci than analyzing one time point only because sum scores tend to be more reliable than single observations. However, in a scenario in which genetic innovation is present, summing over different observations in time can lead to a considerable drop in power as compared to analyzing one data point only. This was outlined in a simulation study by Minica et al. (2010). With data generated under a one genetic factor model (four time points; heritability of .6; unique environmental effects at .4), the power to detect a genetic risk variant was .96 when a sum score of the four observations was analyzed, and .56 when only one data point was analyzed ($z = .01$; with a power of .99 for the true model). In the scenario with genetic innovation present and a genetic risk variant that entered the model at the fourth time point ($h^2 = .6$; $e^2 = .4$), the power dropped to .03 when a sum score was analyzed, whereas it stayed at .56 when only observations
at the fourth time point were analyzed \((z = .01; \text{power true model} > .99)\).

This study includes some potential limitations. First, there is a question of the degree to which the sample is representative. This was examined in two studies on the effect of non-cooperation in the Netherlands Twin Register (Vink et al. 2004; Distel et al. 2007). Vink et al. (2004) found that the proportion of individuals endorsing two or more positive symptoms on the CAGE was greater in families with low vs. high cooperation and in incomplete vs. complete twin pairs. However, the differences were modest in magnitude and not statistically significant after correction for multiple testing. In a later study no difference was detected between high and low cooperative families in the proportion of individuals that scored two positive items or more (Distel et al. 2007). Therefore, the sample is considered to be relatively unbiased with respect to symptoms of AAD. Secondly, the assessment of symptoms of AAD consisted of a four-item self-report questionnaire. The CAGE has been successfully used as a screening instrument for AAD (Dhalla and Kopec 2007; Maisto and Saitz 2003; Aertgeerts et al. 2004) and socially undesirable behaviors such as symptoms of AAD may be better assessed using self-administration methods than interviews (Tipping et al. 2010; Bowling 2005). Lastly, the CAGE inquires about ‘ever’ having symptoms of AAD (Ewing 1984). This would imply that participants cannot answer an item with ‘no’ when they have answered ‘yes’ to that item at an earlier assessment. In total, 8,398 subjects took part in the study and for 3,909 there were at least two observations. In this last group, 5.8% of the replies was inconsistent (determined as the number of inconsistent answers as a function of the total number of replies). That is, a no-reply followed an earlier yes-reply. Giving an inconsistent response was relatively more frequent among males \((\chi^2(1) = 35.30, p < .001)\), who on average endorse symptoms of AAD more often than women and therefore have a higher chance of giving an inconsistent response, and individuals who entered the study at a younger age \((\chi^2(5) = 133.06, p < .001)\). Since variance due to measurement error was taken into account in our analyses, the effect of inconsistencies due to measurement error is likely to be minor. It is however likely that certain variability in AAD symptoms has gone undetected by the restriction of the phrasing of the CAGE items to ‘ever’. This might have inflated the stability in symptoms of AAD over time which could have had its effect on our findings of genetic stability.

The absence of genetic innovation might be due to a lack of statistical power resulting from the fact that we used a cut-off score of one or more positive answers as is usually done. In other populations with a low prevalence of AAD a cut-off score of one or more positive answers was also applied (Buchsbaum et al. 1992). More importantly, the cut-off of \(\geq 1\) yes answers did not affect the twin correlations or threshold estimates. To fully address the question whether absence of genetic innovation was due to a lack of power since we used the cut-off of \(\geq 1\) positive answers, the analyses were repeated using three response categories \((0, 1, 2\+ \text{yes answers})\) and four response categories \((0, 1, 2, 3\+ \text{yes answers})\) for the age groups spanning from 18 to 32 years. The youngest age group was not included, since in this group the frequency of two or more yes answers was too low. Including more response categories did not change the results. Dropping the terms for genetic innovation did not worsen the model fit significantly for the CAGE as trichotomy \((\chi^2(4) = 0.530; p = 0.971)\), nor when the CAGE was analyzed with four response categories \((\chi^2(4) = 0.681, p = .954)\). This renders lack of power as an explanation for the absence of genetic innovation, unlikely.

In conclusion, genetic influences on symptoms of AAD in adolescence and young adulthood are best described by the developmentally stable hypothesis. Symptoms of AAD are influenced by stable genetic risk factors and environmental influences that are largely age-specific.
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