Parameterizing empirical interatomic potentials for predicting thermophysical properties via an irreducible derivative approach: the case of ThO$_2$ and UO$_2$
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The accuracy of classical physical property predictions using molecular dynamics simulations is determined by the quality of the interatomic potentials. Here we introduce a training approach for empirical interatomic potentials (EIPs) which is well suited for capturing phonons and phonon-related properties. Our approach is based on direct comparisons of the second- and third-order irreducible derivatives between an EIP and the Born-Oppenheimer potential within density functional theory (DFT) calculations. Irreducible derivatives fully exploit space group symmetry and allow for training without redundant information. We demonstrate the fidelity of our approach in the context of ThO$_2$ and UO$_2$, where we optimize parameters of an embedded-atom method potential in addition to core-shell interactions. Our EIPs provide thermophysical properties in good agreement with DFT and outperform widely utilized EIPs for phonon dispersion and thermal conductivity predictions. Reasonable estimates of thermal expansion and formation energies of Frenkel pairs are also obtained.

I. INTRODUCTION

Interatomic potentials are mathematical models used to encode the Born-Oppenheimer potential of some collection of atoms. Traditionally, empirical interatomic potentials (EIPs) are derived using analytical functional forms with a few parameters: examples include the Lennard-Jones potential [1], which has only two parameters in simple systems, and the Tersoff potential [2] and embedded atom method (EAM) potential [3], which both have tens of parameters. The analytical functional forms and the limited number of parameters of EIPs offer simplicity for modeling, but also restrict accuracy and limit the potential for capturing complex phenomena. Recently, machine-learning interatomic potentials (MLIPs) have emerged as a valuable complement to traditional EIPs by leveraging machine-learning algorithms like neural networks and Gaussian process regression [4, 5], exhibiting higher accuracy and transferability. However, MLIPs are computationally more demanding, often using thousands to millions of parameters. Despite the success of MLIPs, EIPs are still useful given their computational efficiency and physical interpretability.

In the last few decades, extensive studies have been performed to advance the training procedure for interatomic potentials. EIPs were previously trained by fitting to experimental measurements, including the lattice parameters, elastic constants, thermal expansion, and specific heat [2, 3, 6, 7]. As training data, experimental measurements are limited by both quantity and quality. In terms of quantity, experiments are often limited by high-cost and time-consuming processes, especially for complex systems such as defect structures. Additionally, experiments are limited in terms of directly probing the details of the Born-Oppenheimer potential, and instead only measure averaged quantities. This lack of data can limit the accuracy of the EIP and can yield substantial errors for selected observables. For example, traditional parametrization of EIPs to elastic constants and thermal expansion is often inadequate for accurately predicting phonon dispersions, not to mention third-order phonon interactions [8]. Both the challenge of quantity and quality of training data can be resolved by utilizing first-principles calculations, where approaches such as density functional theory (DFT) can produce a multitude of atomistic data at both equilibrium and non-equilibrium.

Given that the goal of parameterizing an interatomic potential is to faithfully encode the Born-Oppenheimer potential, a natural source of training data would be a direct sampling of the Born-Oppenheimer potential over some relevant domain, which can be achieved when using data from sufficiently reliable first-principles calculations. There are various approaches for sampling the Born-Oppenheimer potential. One approach would be to compute the value of the Born-Oppenheimer potential (i.e. energy) and the first derivatives (i.e. forces) at a collection of configurations, which is practical for approaches such as density functional theory where the forces can be computed at a small computational overhead. The collection of configurations might be gener-
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ated using a molecular dynamics trajectory. EIPs trained on DFT-calculated energies and forces have generated robust results, including reasonable predictions of phonons [9–19] and defect energies [20], and it is standard to train MLIP on DFT-calculated forces and energies [21]. An alternative approach would be to use a single minimum energy configuration and construct the second and third derivatives of the Born-Oppenheimer potential of this configuration. The use of second- and higher-order derivatives in potential training is relatively uncommon compared to the utilization of energies and forces, both due to the increased computational cost of generating the data and training the model. However, if the targeted observables to be generated using the EIP directly probe the derivatives (e.g. scattering function), using the second and higher order derivatives as training data may be worthwhile. For example, interatomic potentials trained using DFT-calculated second energy derivatives can significantly improve the predicted phonon dispersion, for both EIP [22–28] and MLIP [29, 30]. When training to second- and higher-order energy derivatives, it is important not to have any redundancy in the training data, which can be achieved using space group irreducible derivatives (ID) [31]. The IDs are generated using the group theoretical selection rules which dictate which irreducible representations are allowed to couple, providing a minimal set of derivatives that characterize a given discretization of the Brillouin zone.

In this work, we develop an ID-based potential training approach, by including the second- and third-order displacement IDs and the second-order strain IDs in the training data. Our approach is used to parameterize an EIP for the nuclear fuel materials ThO$_2$ and UO$_2$, where there is a critical need to understand defect formation, microstructure evolution, and thermal transport degradation [32–44]. A previously developed EIP for the actinide oxides [7], referred to as the CRG potential, has found widespread use in classical molecular dynamics (MD) studies of actinide oxides [45–55]. The CRG potential was parameterized in a traditional fashion, based on the experimental elastic constant and thermal expansion. Recently, the accuracy of the CRG potential for predicting phonons and thermal transport within the Boltzmann transport equation (BTE) framework was assessed, demonstrating that the CRG potential has nontrivial differences with the experimental phonon dispersion of optical branches as well as with the thermal conductivity [56]. These differences are not unexpected, given that neither the phonons nor the phonon interactions were included in the CRG training data. In this work, we demonstrate that our ID-based training procedure yields an EIP that reliably characterizes the first-principles data. Given that DFT and DFT+$U$ can reliably describe ThO$_2$ and UO$_2$ [34, 57–60], respectively, our resulting EIP yields a substantial improvement over the CRG potential for the predicted phonon related properties relative to experiment.

## II. METHODS

### A. Potential form

In this work, the analytical expression of the EIP is based on the CRG potential [7], which uses a pair-potential for each atom pair in addition to the many-body EAM potential [3]. The pair-potential contains three contributions: the Buckingham potential [61], the Morse potential [62], and the long-range electrostatic Coulomb interaction. Additionally, a core-shell spring model [63] is added, as it substantially improves the prediction of selected optical phonons. Within the core-shell model, each ion splits into two particles, a core and a shell, where the core and shell are attached by a spring force with spring constant $k$ (see the last term of Eq. 1). The charge and mass of the ion also split into a core and shell contribution, and here we apply the massless shell model, as implemented in the General Utility Lattice Program (GULP) package [64]. The non-Coulombic interactions (i.e., Buckingham potential, Morse potential, and EAM) are only defined between the shells, while Coulombic interactions are applied between all cores and shells, except the core and shell of the same ion (see Eq. 3).

We denote the distances between the core-shell ion $i$ and $j$ as a vector $r_{ij} = (r_{ij}^{cc}, r_{ij}^{cs}, r_{ij}^{ss})$, where $r_{ij}^{cc}$, $r_{ij}^{cs}$, $r_{ij}^{ss}$ represent the distance between $i$’s core and $j$’s core, $i$’s core and $j$’s shell, $i$’s shell and $j$’s core, and $i$’s shell and $j$’s shell, respectively. The potential energy $E_i$ of an ion $i$ concerning all other ions is given by:

$$E_i = \frac{1}{2} \sum_{j \neq i} \phi_{\alpha\beta}(r_{ij}) - G_\alpha \sum_{j \neq i} \sigma_\beta(r_{ij}) + \frac{1}{2} k r_{cc}^2, \quad (1)$$

which is a sum of pairwise components, many-body components, and harmonic spring component terms. The pairwise potential between ions $i$ and $j$, $\phi_{\alpha\beta}(r_{ij})$, is given by the sum of the Coulomb potential $\phi_C(r_{ij})$, the Buckingham potential $\phi_B(r_{ss}^{ij})$, and the Morse potential $\phi_M(r_{ss}^{ij})$:

$$\phi_{\alpha\beta}(r_{ij}) = \phi_C(r_{ij}) + \phi_B(r_{ss}^{ij}) + \phi_M(r_{ss}^{ij}), \quad (2)$$

$$\phi_C(r_{ij}) = \frac{1}{4\pi\varepsilon_0} \left( \frac{q_\alpha^a q_\beta^b}{r_{ij}^{cc}} + \frac{q_\alpha^c q_\beta^c}{r_{ij}^{cs}} + \frac{q_\alpha^s q_\beta^s}{r_{ij}^{ss}} \right), \quad (3)$$

$$\phi_B(r_{ss}^{ij}) = A_{\alpha\beta} \exp \left( \frac{-r_{ss}^{ij}}{\rho_{\alpha\beta}} \right) - C_{\alpha\beta} \left( \frac{r_{ss}^{ij}}{\rho_{\alpha\beta}} \right)^6, \quad (4)$$

$$\phi_M(r_{ss}^{ij}) = D_{\alpha\beta} \left[ e^{-2\gamma_{\alpha\beta}(r_{ss}^{ij}-\rho_{\alpha\beta})} - 2e^{-\gamma_{\alpha\beta}(r_{ss}^{ij}-\rho_{\alpha\beta})} \right], \quad (5)$$

where $\alpha$ and $\beta$ are the labels of species for ions $i$ and $j$, respectively. The many-body term in Eq. (1) is given by the square root of the sum of the pairwise function $\sigma_\beta(r_{ij}^{ss})$, given by:

$$\sigma_\beta(r_{ij}^{ss}) = \frac{\eta_\beta}{r_{ij}^{ss}}. \quad (6)$$
TABLE I. Parameters for the short-range pairwise potentials described by Eqs. (4)–(5).

| Interaction | $\phi_B(r_{ij})$ | $\rho_{i\beta}(\AA)$ | $C_{\alpha\beta}(\text{eV} \cdot \AA^6)$ | $D_{\alpha\beta}(\text{eV})$ | $\gamma_{\alpha\beta}(\AA^{-1})$ | $r_0(\AA)$ |
|-------------|------------------|---------------------|-----------------|-----------------|-----------------|----------|
| Th-Th       | 16 078.23        | 0.2985              | 1.6499          | 5.0866          | 5.7739          | 2.4611   |
| U-U         | 18 447.13        | 0.1452              | 12.9937         | 6.2571          | 4.2394          | 2.1289   |
| Th-O        | 859.98           | 0.3820              | 9.7412          | 0.3241           | 2.1530          | 2.4440   |
| U-O         | 807.24           | 0.3895              | 6.0011          | 0.3088           | 1.9770          | 2.5195   |
| O-O         | 958.50           | 0.3202              | 7.0602          | -                | -               | -        |

TABLE II. Parameters for the many-body term, the Coulomb potential, and core-shell models described by Eqs. (1), (3), and (6).

| Species | $G_\alpha(\text{eV} \cdot \AA^3)$ | $n_\alpha(\AA^3)$ | $q_{\alpha}(\text{eV})$ | $q_{\alpha}^*(\text{eV})$ | $k_{\alpha}(\text{eV} \cdot \AA^2)$ |
|---------|---------------------------------|-------------------|-----------------|----------------|-----------------|
| Th      | 1.1122                          | 899.84            | -9.7268         | 12.6813         | 1204.99         |
| U       | 2.0053                          | 991.90            | -7.2900         | 10.2445         | 551.98          |
| O       | 0.4772                          | 986.88            | 1.7688          | -3.2461         | 436.86          |

B. Training procedure and model assessment

Due to the specific interests in phonon predictions, our dataset was separated into two categories, phonon-related properties and other properties. Phonon-related properties contain the second-order displacement IDs, the third-order displacement IDs, the second-order strain IDs, and phonon thermal conductivity. Besides these phonon-related properties, we consider the classical lattice parameter $a(T)$ at $T = 0$ K, the normalized Born effective charges $Z^*_\alpha$, and the defect formation energy ($E_F$) of Frenkel pairs (FPs). Here $Z^*_\alpha$ is obtained by the Born effective charge $Z_\alpha$ normalized by the dielectric constant $\varepsilon$: $Z^*_\alpha = Z_\alpha / \sqrt{\varepsilon}$. Among the different types of point defects, only the FP is considered, so a direct comparison can be made between DFT and the EIP, avoiding approximations needed to treat unbalanced charges. The training dataset contained the second-order displacement IDs within the $2 \times 2 \times 2$ supercell, the third-order displacement IDs within the conventional cubic supercell $S_C$, the second-order strain IDs, $a(0)$, $Z^*_\alpha$, and $E_F$ for a Th or U FP in the conventional cubic supercell, while the remaining data were used to assess the accuracy of the model. The details of properties used in the training procedure and assessment are tabulated in Table S1 of the Supplemental Materials (SM) [65]. Additionally, we also predicted thermal expansion using the EIP and directly compared with experimental results. See Section I of SM [65] for the mathematical representation of the supercells used in calculations, following Ref.[31].

All DFT calculations were carried out via a projector augmented-wave (PAW) method [66, 67], as implemented in the Vienna ab initio simulation package [68, 69]. For the exchange-correlation functionals, the strongly constrained and appropriately normed (SCAN) [70] functional was used for ThO$_2$, while the Perdew, Burke, Ernzerhof (PBE) generalized gradient approximation (GGA) [71] was used for UO$_2$, following previous DFT studies [34, 57–60, 72] which yield phonons in good agreement with experiments. Additionally, the UO$_2$ calculations applied spin-orbit coupling, DFT+U [73, 74] with $U = 4$ eV, and occupation matrix control with the initial values of the occupation matrices from the $3\text{k}$ AFM state reported in Ref. [59]. The plane-wave cutoff energy was set to $550$ eV, and the energy convergence criterion was set to $10^{-6}$ eV. For the primitive cell, a $\Gamma$-centered $13 \times 13 \times 13$ $k$-point mesh [75] was applied; for supercells, the $k$-point densities were kept approximately the same. The second-order displacement IDs and the second-order strain IDs were calculated using the lone irreducible derivative approach, and the third-order displacement IDs were calculated using the bundled irreducible derivative approach [31]. All second-order displacement IDs (phonon dispersion) commensurate with the $4 \times 4 \times 4$ supercell were computed, while all third-order displacement IDs commensurate with the non-diagonal supercell $S_O$ were computed. The thermal conductivity is computed within the relaxation time approximation (RTA) using a $12 \times 12 \times 12$ $\mathbf{q}$-mesh. The formation energy $E_F$ of FPs is computed with the volume fixed, while the interstitial is located in the octahedral site.

The GULP package [64] was applied to calculate the static properties of EIPs, including lattice parameter, force, energy, dielectric constant, and Born effective charge. The Coulomb interactions were implemented using the Ewald summation [76], where an $11.0$ Å cut-off was applied for both the pairwise and many-body interactions. For thermal expansion, MD simulations were performed by GULP in an NPT ensemble at $T$ up to $3000$ K using the non-diagonal supercell $4S_C$. Each MD simulation runs $5$ ps with a time step of $2$ fs, while $a(T)$ is obtained by averaging the last $4$ ps.

The parameter optimization for the EIPs was carried out using the Potential Pro-Fit package [77], which minimizes the total error $e$, given by:

$$ e = \sqrt{\sum (w_i e_i)^2}, $$  \hspace{1cm} (7)

where $w_i$ and $e_i$ are the weight and error, respectively, for the $i$-th training data. The parameter optimization
TABLE III. A portion of training data, including the second-order displacement IDs, the second-order strain IDs, lattice parameter at $T = 0$ (denoted $a(0)$), normalized Born effective charges $Z_{Th}^*$ or $Z_U^*$, and the defect formation energy $E_F$ for a Th or U FP in the conventional cubic supercell, computed by DFT, and compared with the CRG [7] and the PW.

| Property | ThO$_2$ | UO$_2$ |
|----------|---------|---------|
|         | SCAN | CRG | PW | PBE+U | CRG | PW |
| $d^{T_2}_{TT}$ | 12.65 | 16.02 | 12.82 | 11.64 | 17.35 | 12.90 |
| $d^{T_1}_{TT}$ | 12.75 | 16.60 | 11.62 | 10.91 | 15.63 | 10.06 |
| $d^{A_{1g}}_{A_{1g}}$ | 17.47 | 16.28 | 16.87 | 16.11 | 17.34 | 17.67 |
| $d^{E_x}_{E_y}$ | 9.57 | 11.10 | 9.14 | 8.69 | 11.64 | 9.01 |
| $d^{A_{2u}}_{A_{2u}}$ | 35.76 | 32.75 | 34.01 | 30.50 | 32.04 | 28.83 |
| $d^{A_{1u}}_{A_{2u}}$ | 7.78 | 6.69 | 5.73 | 6.63 | 7.72 | 4.14 |
| $d^{E_x}_{E_y}$ | 10.07 | 16.10 | 9.97 | 8.72 | 17.14 | 8.36 |
| $d^{E_x}_{E_y}$ | 9.59 | 12.22 | 9.62 | 7.93 | 11.25 | 8.15 |
| $d^{E_x}_{E_y}$ | -3.09 | -6.57 | -3.19 | -2.62 | -5.85 | -2.49 |
| $d^{E_x}_{E_y}$ | 7.55 | 11.10 | 7.47 | 6.89 | 11.64 | 6.75 |
| $d^{A_{1g}}_{A_{1g}}$ | 21.02 | 27.18 | 25.23 | 19.74 | 29.87 | 26.53 |
| $d^{E_x}_{E_y}$ | 4.61 | 4.11 | 3.03 | 3.70 | 3.55 | 2.57 |
| $d^{E_x}_{E_y}$ | 41.53 | 28.64 | 31.60 | 37.25 | 28.23 | 26.95 |
| $d^{B_{1u}}_{B_{1u}}$ | 2.53 | 2.86 | 1.91 | 1.55 | 2.10 | 1.39 |
| $d^{E_x}_{E_y}$ | 12.09 | 19.62 | 12.79 | 11.38 | 21.45 | 11.68 |
| $d^{E_x}_{E_y}$ | -0.59 | -4.12 | -0.63 | -0.24 | -3.13 | -0.23 |
| $d^{E_x}_{E_y}$ | 11.79 | 14.76 | 13.67 | 9.40 | 13.33 | 11.69 |

Elastic energy irreducible strain derivatives (eV)

| Property | ThO$_2$ | UO$_2$ |
|----------|---------|---------|
|         | SCAN | CRG | PW | PBE+U | CRG | PW |
| $a(0)$ (Å) | 5.594 | 5.580 | 5.594 | 5.546 | 5.453 | 5.546 |
| $Z_{Th}^*$ or $Z_U^*$ (|e|) | 2.448 | 2.221 | 2.448 | 2.325 | 2.221 | 2.325 |
| $E_F$ (Th or U FP) (eV) | 18.000 | 17.529 | 17.999 | 14.023 | 11.165 | 14.033 |

The method was provided as a flowchart in Section II of SM [65], and the weight of training data is tabulated in Table S1 of SM [65]. Throughout this work, we denote our trained EIP as the present work (PW), and its optimized parameter values are presented in Tables I and II. To demonstrate the robustness of our training method, two alternative potential forms without the core-shell model have also been trained, and improvements of thermophysical predictions relative to the CRG potential are also observed (see in Section VII of SM [65]).

### III. RESULTS AND DISCUSSIONS

We begin by comparing the PW with the DFT training and assessment data to ensure that a good fit was achieved. For training data, the comparison is tabulated in Table III, except the third-order displacement IDs which are tabulated in Table S2 of SM [65]. For the assessment data, the comparison for each property can be found by using Table S1 of SM [65], including the second- and third-order displacement IDs in larger supercells, the formation energy for FPs in larger supercells, and thermal conductivity computed by using the BTE within the RTA. Overall, our parameter optimization process yields an EIP with relatively small errors relative to the DFT data. Interestingly, while the PW only has two training
data points for the defect formation energy (i.e., FP of Th or U in a conventional cell of ThO$_2$ or UO$_2$, respectively), the PW can predict the formation energies for FPs of O, Th, and U in a larger supercell ($2 \times 2 \times 2$ of the conventional cell) reasonably well, all within 9% error compared with DFT (see Table IV). For the sake of comparison, all of the aforementioned properties are also computed using the CRG.

We proceed to assess the PW via comparison with experiments and the CRG potential, which is fitted to experimental elastic constants and thermal expansion. For the phonon dispersion, Figure 1 presents the comparison between DFT, EIPs, and experiments [59, 78, 79]. The CRG potential exhibits two deficiencies: the overprediction of all optical phonon branches and the inability to capture the phonon frequency gap between the highest two optical branches. As DFT can accurately capture the phonon dispersion in comparison with experiments, the PW, which is fitted to DFT, significantly improves the agreement of the optical phonon branches. Furthermore, a gap between the highest two optical branches is successfully predicted, which can be attributed to the core-shell model (see Section VII of SM [65] for more details). The only major deficiency of the PW for the phonon dispersion is the overprediction of the highest optical branch near the X point. However, as the highest phonon branch has a negligible contribution to the thermal conductivity in ThO$_2$ and UO$_2$ [56, 58, 60], this error should not significantly affect the thermal transport (see Section VI of SM [65] for more details). Table IV tabulates the calculated elastic constants. Compared with experiments [80–82], the PW has better predictions than the CRG for $C_{11}$ and $C_{44}$ in ThO$_2$, and $C_{44}$ in UO$_2$, though the CRG was directly fitted to experimental elastic constants. For the predictions of $C_{12}$ in ThO$_2$ and $C_{11}$ in UO$_2$, the PW is not as good as the CRG, but this is mainly due to the discrepancy between DFT and experiments. The thermal conductivity is computed and compared with experiments [38, 83–88] in Figure 2. The PW significantly improves the thermal conductivity prediction as compared to the CRG, which is expected given that DFT has good agreement with experiments. For example, at $T = 1000$ K, the errors of predicted thermal conductivity by the CRG for ThO$_2$ and UO$_2$ are 54% and 63%, respectively, which are reduced to 17% and 9% by the PW, respectively, compared with experiments (see Section VI of SM [65] for more details). Finally, we compare the thermal expansion predictions with experiments [85, 89]. As the CRG and the PW predict different $a(0)$, rather than comparing $a$ directly, we compare the percentage change in lattice parameter, \( \frac{a(T) - a(0)}{a(0)} \) (see in Figure 3), with experiments. The PW gives good agreement with experiment up to $T = 2500$ K for both ThO$_2$ and UO$_2$, and slightly underpredicts the lattice parameter when $T > 2500$ K. In summary, the PW yields good agreement with the DFT data of irreducible derivatives, $a(0)$, $Z^*_\alpha$, the forma-
TABLE IV. Elastic constants and defect formation energy \( E_F \) for FPs calculated using DFT, the CRG, and the PW in comparison to experimental data [80–82]. See Section IV of SM for definitions of FP1 and FP2 [65].

| Property | Th\( \text{O}_2 \) | U\( \text{O}_2 \) | exp | PBE+\( U \) | CRG | PW | exp |
|----------|------------------|------------------|-----|-------------|-----|-----|-----|
| \( C_{11} \) | SCAN | 376 | 352 | 371 | \( 367^a, 366^b \) | 380 | 406 | 374 | 400\(^c \) |
| \( C_{12} \) | CRG | 117 | 113 | 119 | 106\(^a\), 114\(^b \) | 120 | 125 | 124 | 125\(^c \) |
| \( C_{44} \) | PW | 81 | 72 | 75 | 80\(^a\), 81\(^b \) | 63 | 64 | 61 | 59\(^c \) |

Defect formation energy \( E_F \) (eV)

| Property | Th or U FP |
|----------|------------|
| O FP1 | 4.55 | 5.25 | 4.78 | 4.02 | 5.36 | 4.30 |
| O FP2 | 4.63 | 5.61 | 4.95 | 4.06 | 5.77 | 4.41 |
| Th or U FP | 13.15 | 13.63 | 13.93 | 10.26 | 11.07 | 10.62 |

\(^a\) Ref. [80], \(^b\) Ref. [81], \(^c\) Ref. [82].

FIG. 2. Calculated phonon thermal conductivity obtained from the BTE within the RTA for (a) Th\( \text{O}_2 \) and (b) U\( \text{O}_2 \), using DFT, the CRG, and the PW at \( T = 100 − 1500 \) K, compared with the experimental data of Th\( \text{O}_2 \) [38, 83, 84] and U\( \text{O}_2 \) [85–88].

FIG. 3. Calculated percentage change of the lattice parameter as a function of temperature at \( T = 0 − 3000 \) K obtained from molecular dynamics simulations for (a) Th\( \text{O}_2 \) and (b) U\( \text{O}_2 \) using the CRG and the PW, compared with the experimental data of Th\( \text{O}_2 \) [89] and U\( \text{O}_2 \) [85].

In this work, we developed an interatomic potential training approach by utilizing irreducible derivatives (IDs), including second- and third-order displacement IDs and second-order strain IDs, calculated from DFT. This ID-based potential training approach was used to construct an empirical interatomic potential (EIP) for Th\( \text{O}_2 \) and U\( \text{O}_2 \) crystals, yielding an EIP with relatively small errors relative to the DFT data, including the aforementioned IDs, phonon dispersion, thermal conductivity, and the formation energy of Frenkel pairs. Compared with experiments, the PW outperforms the widely-used CRG potential [7] for phonon dispersions and thermal conductivity. In addition to using a far more expansive training data set for our EIP, we also enhanced the analytical functional form for our EIP to include a core-shell...
model, which was essential for capturing selected optical phonon modes. Training EIPs based on IDs is clearly a promising direction for developing accurate interatomic potentials focused on predicting phonon-related thermophysical properties, and this approach will likely be useful in the broader context of machine learning-based potentials.
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I. PROPERTIES IN THE TRAINING PROCEDURE AND MODEL ASSESSMENT

### TABLE S1. Summary of DFT-calculated properties in the training and assessment.

| Property                                      | Training data | Assessment data |
|-----------------------------------------------|---------------|-----------------|
|                                               | Data          | Weight | See in | Data          | See in |
| Lattice parameter at $T = 0$, $a(0)$          | All data      | 3700   | Table III |                                                        |
| Normalized Born effective charge $Z^*_\alpha$ | All data      | 3700   | Table III |                                                        |
| Frenkel pair (FP) formation energy $E_F$      | a Th or U FP  | 20     | Table III | a Th or U FP and two O FP s in the supercell $2\bar{S}_C$ | Table IV |
| Strain IDs $d_{\alpha_1\alpha_2}$             | All data      | 55     | Table III |                                                        |
| Second-order IDs $d_{\alpha_1\alpha_2}^{\epsilon_1\epsilon_2}$ | within the supercell $2\bar{S}_I$ | 75 | Table III and Figure S2 S3 | within the supercell $4\bar{S}_I$, excluding the training data | Figure S2 S3 |
| Third-order IDs $d_{\alpha_1\alpha_2\alpha_3}^{\epsilon_1\epsilon_2\epsilon_3}$ | within the supercell $\bar{S}_C$ | 37 | Table S2 and Figure S2 S3 | within the supercell $\bar{S}_O$, excluding the training data | Figure S2 S3 |
| Phonon dispersion                             | All data      |        | Figure 1 |                                                        |
| Thermal conductivity                          | All data      |        | Figure 2 |                                                        |

ThO$_2$ and UO$_2$ have a face-centered cubic lattice; the lattice vectors chosen are given in a row-stacked matrix:

$$\hat{a} = \frac{a}{2} \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix},$$

where $a$ is the lattice parameter of a conventional cubic cell. There are three classes of supercells used to define the discretization of the phonon interactions: $n\bar{S}_I = n1$ (i.e., uniform supercells), $n\bar{S}_C = n(J - 21)$, and $n\bar{S}_O = n(41 - J)$, where $n$ is a positive integer, $1$ is the $3 \times 3$ identity matrix, and $J$ is a $3 \times 3$ matrix with each element being 1. The crystal structures used for FPs are given in Section IV of SM.
II. METHOD FOR TRAINING THE EMPIRICAL POTENTIAL

Here we provide the method for the parameter optimization of EIP training in this work, where a two-stage approach is developed (see the flowchart in Figure S1). The challenge of parameter optimization of EIP results from all the variables, including the analytical form of EIP, the range of parameters, and the training data set and its weight. If all this information is already known, one can use a given global optimization (GO) algorithm, e.g., the particle
swarm algorithm as applied in this work, and complete the parameter optimization process in one shot. Therefore, in our two-stage approach, the main target of Stage 1 is to obtain the aforementioned information for variables by applying local optimization (LO) algorithms, e.g., the Nelder–Mead method as applied in this work, then run GO in Stage 2. Stage 1 starts by defining the analytical form of an EIP and the initial values of parameters, and the existing EIPs for the same material or similar systems can be valuable references. Then we add the training data into LO step by step, generally in the order from basic properties to complex properties. To improve the predictions of phonon properties, we designed three steps: first, the training data containing the lattice, elastic constants, and the effective Born charge; secondly, the second-order IDs and defect formation energy are added to the training data; then finally, the third-order IDs are added. In each step, the weights of training data are adjusted, so that a reasonable agreement is obtained. If some issues cannot be fixed by adjusting the weights of training data, these issues are likely due to the analytical form of the EIP. For example, the phonon energies of the highest two optical branches are always approximately identical without the core-shell model for ThO$_2$, thus we add the core-shell model for improvement.

After Stage 1, the range of each parameter can be estimated by expanding its value, e.g., by 2 times or 10 times, depending on the computational resources available for GO. With the analytical form and the training data set and its weight defined in Stage 1, one can start Stage 2 of GO. After GO, if small improvements are required, one can always slightly adjust the weights and re-run LO. Finally, the EIP parameter optimization process is completed.
III. COMPARISON OF DISPLACEMENT IRREDUCIBLE DERIVATIVES

We compare the second- and third-order displacement irreducible derivatives computed from EIPs (the CRG and the PW) and DFT, for both ThO$_2$ (see Figure S2) and UO$_2$ (see Figure S3). Please note that the training and assessment data are according to the PW, as the CRG was not trained based on DFT data. The second- and third-order displacement irreducible derivatives are computed using the CRG for the sake of comparison.

FIG. S2. Comparison of computed second- and third-order displacement irreducible derivatives between EIPs (the CRG and the PW) and SCAN for ThO$_2$. Only solid dots were used in the potential training process.

FIG. S3. Comparison of computed second- and third-order displacement irreducible derivatives between EIPs (the CRG and the PW) and PBE+U for UO$_2$. Only solid dots were used in the potential training process.
IV. THE CONFIGURATION OF FRENKEL PAIRS

The training set contains two data points: Th (or U) FP in the conventional cubic supercell (\( \hat{S}_C \)).

- Th (or U) FP: the Th (or U) atom at \((0,0,0)\) is moved to the octahedral interstitial site at \((0.5,0.5,0.5)\).

The assessment set contains six data points: one Th (or U) FP and two O FPs in the \(2 \times 2 \times 2\) conventional cubic supercell (\(2\hat{S}_C\)).

- Th (or U) FP: the Th (or U) atom at \((0,0,0)\) is moved to the octahedral interstitial site at \((0.25,0.25,0.25)\).
- O FP1: the O atom at \((0.675,0.675,0.125)\) is moved to the octahedral interstitial site at \((0.25,0.25,0.25)\).
- O FP2: the O atom at \((0.675,0.675,0.675)\) is moved to the octahedral interstitial site at \((0.25,0.25,0.25)\).

The crystal structure is visualized by the VESTA package [1].

V. TRAINING DATA OF THIRD-ORDER IRREDUCIBLE DERIVATIVES
TABLE S2. The third-order displacement IDs in the training data computed by DFT, and compared with the CRG and the PW.

| Property                  | ThO₂       | CRG       | PW        | PBE+U      | CRG       | PW        |
|---------------------------|------------|-----------|-----------|------------|-----------|-----------|
| Third-order irreducible derivatives within the conventional cubic supercell (eV/Å³) |            |           |           |            |           |           |
| $d_{1g}^{X_{2g}}$         | -63.74     | -93.90    | -78.41    | -65.66     | -93.88    | -65.15    |
| $d_{1g}^{X_{2g}}$         | -59.14     | -93.90    | -64.60    | -54.86     | -93.89    | -45.44    |
| $d_{1g}^{X_{2g}}$         | -18.55     | -16.06    | -14.97    | -18.12     | -16.13    | -14.48    |
| $d_{1g}^{X_{2g}}$         | 35.55      | 40.55     | 37.38     | 31.93      | 46.45     | 34.46     |
| $d_{1g}^{X_{2g}}$         | -27.12     | -27.82    | -23.81    | -27.37     | -27.93    | -22.86    |
| $d_{1g}^{X_{2g}}$         | 29.66      | 33.78     | 30.02     | 28.39      | 34.64     | 27.40     |
| $d_{1g}^{X_{2g}}$         | 26.69      | 31.30     | 25.50     | 20.26      | 31.30     | 20.53     |
| $d_{1g}^{X_{2g}}$         | 34.58      | 37.22     | 30.60     | 31.72      | 40.84     | 24.93     |
| $d_{1g}^{X_{2g}}$         | -18.40     | -27.11    | -19.78    | -15.09     | -27.10    | -14.48    |
| $d_{1g}^{X_{2g}}$         | -16.17     | -27.11    | -18.33    | -15.83     | -27.10    | -12.41    |
| $d_{1g}^{X_{2g}}$         | 19.98      | 33.07     | 26.54     | 16.67      | 33.82     | 19.43     |
| $d_{1g}^{X_{2g}}$         | 26.42      | 22.94     | 19.88     | 26.47      | 26.29     | 15.53     |
| $d_{1g}^{X_{2g}}$         | 12.57      | 21.73     | 15.18     | 13.36      | 23.78     | 11.35     |
| $d_{1g}^{X_{2g}}$         | -27.96     | -36.11    | -29.74    | -27.99     | -39.44    | -25.74    |
| $d_{1g}^{X_{2g}}$         | -11.66     | -15.65    | -11.91    | -10.42     | -15.65    | -9.13     |
| $d_{1g}^{X_{2g}}$         | 13.78      | 19.09     | 15.99     | 12.29      | 19.52     | 12.34     |
| $d_{1g}^{X_{2g}}$         | -19.42     | -31.30    | -22.45    | -21.05     | -31.29    | -15.90    |
| $d_{1g}^{X_{2g}}$         | 10.90      | 19.09     | 11.98     | 10.84      | 19.52     | 7.07      |
| $d_{1g}^{X_{2g}}$         | -35.01     | -62.60    | -48.62    | -33.40     | -62.59    | -37.23    |
| $d_{1g}^{X_{2g}}$         | -21.61     | -16.56    | -16.57    | -21.57     | -16.81    | -17.44    |
| $d_{1g}^{X_{2g}}$         | 19.83      | 16.06     | 14.90     | 18.94      | 16.13     | 14.35     |
| $d_{1g}^{X_{2g}}$         | 18.20      | 22.34     | 19.88     | 18.64      | 24.49     | 19.38     |
| $d_{1g}^{X_{2g}}$         | -25.04     | -32.63    | -27.74    | -24.38     | -36.98    | -25.87    |
| $d_{1g}^{X_{2g}}$         | -18.46     | -16.06    | -14.88    | -16.92     | -16.13    | -14.32    |
| $d_{1g}^{X_{2g}}$         | -13.73     | -16.06    | -14.60    | -14.28     | -16.13    | -15.08    |
| $d_{1g}^{X_{2g}}$         | 21.57      | 19.67     | 24.72     | 20.60      | 20.20     | 27.01     |
| $d_{1g}^{X_{2g}}$         | -30.31     | -29.67    | -35.45    | -27.04     | -32.06    | -34.74    |
| $d_{1g}^{X_{2g}}$         | -11.65     | -15.65    | -12.58    | -7.96      | -15.65    | -9.95     |
| $d_{1g}^{X_{2g}}$         | 23.59      | 21.47     | 18.14     | 21.10      | 23.56     | 14.99     |
| $d_{1g}^{X_{2g}}$         | 11.48      | 15.65     | 11.57     | 9.99       | 15.65     | 8.56      |
| $d_{1g}^{X_{2g}}$         | -12.64     | -19.09    | -16.12    | -11.73     | -19.52    | -12.29    |
| $d_{1g}^{X_{2g}}$         | 22.21      | 22.97     | 18.67     | 20.60      | 26.31     | 14.26     |
| $d_{1g}^{X_{2g}}$         | -10.36     | -15.65    | -10.85    | -10.17     | -15.65    | -7.43     |
| $d_{1g}^{X_{2g}}$         | 10.80      | 19.09     | 14.21     | 10.10      | 19.52     | 9.85      |
| $d_{1g}^{X_{2g}}$         | 12.28      | 19.09     | 14.21     | 11.51      | 19.52     | 9.85      |
| $d_{1g}^{X_{2g}}$         | -37.43     | -31.81    | -28.00    | -35.49     | -35.75    | -23.34    |
| $d_{1g}^{X_{2g}}$         | -18.46     | -27.00    | -23.08    | -15.83     | -27.61    | -17.45    |
VI. THE SPECTRAL AND CUMULATIVE THERMAL CONDUCTIVITY

In this section, we report the calculated spectral and cumulative thermal conductivity as functions of phonon energy at $T = 1000$ K obtained from BTE-RTA calculations, shown in Fig. S4. The black dashed lines, denoted as $exp$, represent the mean values of linearly interpolated experimental data for ThO$_2$ [2, 3] and UO$_2$ [4–7] at $T = 1000$ K, respectively. For both the DFT and the PW results, the highest optical phonon mode, where the phonon energy $> 65$ meV and 62 meV for ThO$_2$ and UO$_2$, respectively, has a thermal conductivity contribution $< 3\%$.

FIG. S4. Calculated spectral and cumulative thermal conductivity as functions of phonon energy at $T = 1000$ K obtained from the BTE within the RTA for (a) ThO$_2$ and (b) UO$_2$, using DFT, the CRG, and the PW. The black dashed lines, denoted as $exp$, represent the mean values of linearly interpolated experimental data for ThO$_2$ [2, 3] and UO$_2$ [4–7] at $T = 1000$ K, respectively.
VII. ALTERNATIVE ANALYTICAL FORMS

The analytical functional form of our EIP in the main text contains three portions (pairwise potentials, many-body potentials, and the core-shell model), here we benchmark two alternative analytical forms: (1) only pairwise potentials, denoted as PW_pair; (2) pairwise potentials plus many-body potentials of EAM, denoted as PW_em. PW_em is in the same form as the CRG potential. PW_pair and PW_em were trained using the method provided in Section II of SM, and their parameter values and the computed properties are presented in this section.

Note that, in an EAM potential without the core-shell model, for each element, the normalized Born effective charge is equal to the charge \( Z_\alpha^* = q_\alpha \). As \( q_{Th} = q_U = -2q_O \), we have a constraint of \( Z_{Th}^* = Z_U^* \). However, \( Z_{Th}^* \) and \( Z_U^* \) are different when computed within DFT (as \( Z_{Th}^* = 2.448|e|, \, Z_U^* = 2.325|e| \)). Therefore, the values of \( Z_{Th}^* \) and \( Z_U^* \) in EIP should be the mean value of \( Z_{Th}^\ast \) and \( Z_U^\ast \) from DFT; we obtained \( q_{Th} = q_U = 2.3865|e| \) and \( q_O = -1.19325|e| \), for both PW_pair and PW_em.

Both PW_pair and PW_em models are simpler than the PW, and thus inevitably, they have larger overall errors than the PW, as well as some other limitations. For PW_pair, we observed two major errors: the highest two optical branches are nearly degenerate at the \( L \) point, and \( C_{12} \approx C_{44} \). While the many-body potential differentiates \( C_{12} \) and \( C_{44} \) in PW_em, the highest two optical branches are still approximately degenerate at the \( L \) point, as only a small gap is observed. The core-shell model, as shown in the PW, can overcome this limitation of nearly degenerate optical modes at the \( L \) point, while improving the thermal expansion prediction.

\[
\begin{array}{cccccc}
\text{Interaction} & \phi_{\alpha\beta}(r_{ij}) & \phi_M(r_{ij}) \\
\alpha - \beta & A_{\alpha\beta}(eV) & \rho_{\alpha\beta}(\text{Å}) & C_{\alpha\beta}(eV\text{Å}^6) & D_{\alpha\beta}(eV) & \gamma_{\alpha\beta}(\text{Å}^{-1}) & r_0(\text{Å}) \\
\hline
\text{Th-Th} & 33.43538 & 0.3189 & 2.0174 & 10.9021 & 6.7716 & 2.5580 \\
\text{U-U} & 32.18829 & 0.3142 & 2.0017 & 11.0094 & 6.7674 & 2.5421 \\
\text{Th-O} & 184.81 & 0.4286 & 10.2301 & 0.4770 & 2.2433 & 2.3957 \\
\text{U-O} & 190.91 & 0.4278 & 9.8838 & 0.4678 & 2.1416 & 2.3639 \\
\text{O-O} & 813.34 & 0.3264 & 0.4932 & - & - & - \\
\end{array}
\]

\[
\begin{array}{cccccc}
\text{Interaction} & \phi_{\alpha\beta}(r_{ij}) & \phi_M(r_{ij}) \\
\alpha - \beta & A_{\alpha\beta}(eV) & \rho_{\alpha\beta}(\text{Å}) & C_{\alpha\beta}(eV\text{Å}^6) & D_{\alpha\beta}(eV) & \gamma_{\alpha\beta}(\text{Å}^{-1}) & r_0(\text{Å}) \\
\hline
\text{Th-Th} & 41.27744 & 0.3107 & 4.2405 & 11.2342 & 7.6147 & 2.5705 \\
\text{U-U} & 39.47138 & 0.3087 & 4.6978 & 10.8305 & 7.7293 & 2.5609 \\
\text{Th-O} & 305.57 & 0.4160 & 6.8704 & 0.4342 & 2.2179 & 2.4731 \\
\text{U-O} & 305.72 & 0.4194 & 5.5307 & 0.4496 & 2.2057 & 2.4315 \\
\text{O-O} & 630.18 & 0.3461 & 0.8693 & - & - & - \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{Species} & G_\alpha(eV\text{Å}^{1.5}) & n_\alpha(\text{Å}^3) & q_\alpha(|e|) \\
\hline
\text{Th} & 2.4472 & 1173.44 & 2.3865 \\
\text{U} & 2.6547 & 1151.67 & 2.3865 \\
\text{O} & 0.4619 & 252.07 & -1.19325 \\
\end{array}
\]
FIG. S5. Calculated phonon dispersion and density of states for (a) ThO\(_2\) and (b) UO\(_2\), using (1) PW\_pair and (2) PW\_eam, compared to experimental data.

TABLE S6. Elastic constants and defect formation energy \(E_F\) for FPs calculated using DFT, the PW\_pair, and the PW\_eam in comparison to experimental data.

| Property          | ThO\(_2\) | UO\(_2\) |
|-------------------|-----------|-----------|
|                   | SCAN      | PW\_pair  | PW\_eam  | exp      | PBE+U     | PW\_pair  | PW\_eam  | exp      |
|--------------------|-----------|-----------|-----------|----------|-----------|-----------|-----------|----------|
| Lattice constant at \(T = 0\) K (Å) |           |           |           |          |           |           |           |          |
| \(a(0)\)          | 5.594     | 5.590     | 5.594     | 5.546    | 5.546     | 5.546     |          |          |
| Elastic constants (GPa) |           |           |           |          |           |           |           |          |
| \(C_{11}\)        | 376       | 350       | 375       | 367\(^a\), 366\(^b\) | 380       | 343       | 380       | 400\(^c\) |
| \(C_{12}\)        | 117       | 96        | 127       | 106\(^a\), 114\(^b\) | 120       | 82        | 119       | 125\(^c\) |
| \(C_{44}\)        | 81        | 95        | 90        | 80\(^a\), 81\(^b\) | 63        | 82        | 80        | 59\(^c\) |
| Defect formation energy \(E_F\) (eV) |           |           |           |          |           |           |           |          |
| O FP1              | 4.55      | 5.27      | 5.32      | 4.02     | 4.94      | 5.05      |          |          |
| O FP2              | 4.63      | 5.60      | 5.66      | 4.06     | 5.25      | 5.38      |          |          |
| Th or U FP         | 13.15     | 12.49     | 14.02     | 10.26    | 8.33      | 12.27     |          |          |

\(^a\) Ref. [8], \(^b\) Ref. [9], \(^c\) Ref. [10].
FIG. S6. Calculated phonon thermal conductivity of (a) ThO$_2$ and (b) UO$_2$, using the PW\_pair and the PW\_eam at $T = 100 - 1500$ K, compared with the experimental data.

FIG. S7. Calculated percentage change of the lattice parameter as a function of temperature at $T = 0 - 3000$ K for (a) ThO$_2$ and (b) UO$_2$, compared with the experiments.
FIG. S8. Comparison of computed second- and third-order displacement irreducible derivatives between EIPs (the PW\textunderscore pair and the PW\textunderscore eam) and SCAN for ThO\textsubscript{2}. Only solid dots were used in the potential training process.

FIG. S9. Comparison of computed second- and third-order displacement irreducible derivatives between EIPs (the PW\textunderscore pair and the PW\textunderscore eam) and PBE\textsubscript{+U} for UO\textsubscript{2}. Only solid dots were used in the potential training process.
VIII. PRIMARY $q$ POINTS AND SYMMETRIZED ATOMIC DISPLACEMENT BASIS

The primary $q$ points for ThO$_2$ or UO$_2$ are listed in Eq. (2), and the symmetrized atomic displacement basis of the primary $q$ points are tabulated in Table S7.

\[
\begin{align*}
\Gamma &= (000) \\
L &= \left( \frac{1}{2} \frac{0}{0} \right) \\
L_1 &= \left( \frac{1}{2} \frac{1}{2} \right) \\
L_2 &= \left( 0 \frac{1}{2} \right) \\
L_3 &= \left( 0 0 \frac{1}{2} \right) \\
X &= \left( \frac{1}{2} \frac{2}{2} \right) \\
X_1 &= \left( \frac{0}{2} \frac{1}{2} \right) \\
X_2 &= \left( \frac{1}{2} 0 \frac{1}{2} \right) \\
\Delta &= \left( \frac{1}{1} \frac{4}{4} \right) \\
\tilde{\Delta} &= \left( \frac{3}{3} \frac{0}{4} \right) \\
\Delta_1 &= \left( \frac{0}{1} \frac{1}{4} \right) \\
\tilde{\Delta}_1 &= \left( \frac{0}{1} \frac{3}{4} \right) \\
\Delta_2 &= \left( \frac{3}{0} \frac{3}{4} \right) \\
\tilde{\Delta}_2 &= \left( \frac{1}{0} \frac{1}{4} \right) \\
W &= \left( \frac{1}{3} \frac{1}{4} \right) \\
\tilde{W} &= \left( \frac{3}{1} \frac{1}{4} \right) \\
W_1 &= \left( \frac{1}{1} \frac{3}{4} \right) \\
\tilde{W}_1 &= \left( \frac{1}{3} \frac{1}{4} \right) \\
W_2 &= \left( \frac{1}{1} \frac{3}{4} \right) \\
\tilde{W}_2 &= \left( \frac{3}{1} \frac{1}{4} \right) \\
A &= \left( \frac{1}{3} \frac{0}{4} \right) \\
\tilde{A} &= \left( \frac{1}{3} \frac{1}{4} \right) \\
A_1 &= \left( \frac{1}{3} \frac{3}{4} \right) \\
\tilde{A}_1 &= \left( \frac{1}{3} \frac{1}{4} \right) \\
A_2 &= \left( \frac{1}{3} \frac{3}{4} \right) \\
\tilde{A}_2 &= \left( \frac{1}{3} \frac{1}{4} \right) \\
A_3 &= \left( 0 \frac{1}{4} \right) \\
\tilde{A}_3 &= \left( 0 \frac{1}{4} \right) \\
A_4 &= \left( \frac{3}{1} \frac{1}{4} \right) \\
\tilde{A}_4 &= \left( \frac{3}{1} \frac{1}{4} \right) \\
A_5 &= \left( \frac{1}{1} \frac{1}{4} \right) \\
\tilde{A}_5 &= \left( \frac{3}{1} \frac{1}{4} \right)
\end{align*}
\]

\[
\begin{align*}
\Lambda &= \left( \frac{1}{2} \frac{0}{0} \right) \\
\tilde{\Lambda} &= \left( \frac{3}{2} \frac{0}{0} \right) \\
\Lambda_1 &= \left( 0 \frac{3}{4} \right) \\
\tilde{\Lambda}_1 &= \left( 0 \frac{3}{4} \right) \\
\Lambda_2 &= \left( 0 \frac{3}{4} \right) \\
\tilde{\Lambda}_2 &= \left( 0 \frac{1}{4} \right)
\end{align*}
\]

\[
\begin{align*}
A_3 &= \left( \frac{1}{1} \frac{1}{4} \right) \\
\tilde{A}_3 &= \left( \frac{3}{3} \frac{1}{4} \right) \\
B &= \left( \frac{1}{2} \frac{4}{0} \right) \\
\tilde{B} &= \left( \frac{3}{4} \frac{2}{0} \right) \\
B_1 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
\tilde{B}_1 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
B_2 &= \left( \frac{3}{3} \frac{1}{4} \right) \\
\tilde{B}_2 &= \left( \frac{1}{1} \frac{1}{4} \right) \\
B_3 &= \left( \frac{3}{3} \frac{4}{4} \right) \\
\tilde{B}_3 &= \left( \frac{3}{3} \frac{4}{4} \right) \\
B_4 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
\tilde{B}_4 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
B_5 &= \left( \frac{3}{3} \frac{4}{4} \right) \\
\tilde{B}_5 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
B_6 &= \left( \frac{3}{3} \frac{4}{4} \right) \\
\tilde{B}_6 &= \left( \frac{3}{3} \frac{4}{4} \right) \\
B_7 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
\tilde{B}_7 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
B_8 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
\tilde{B}_8 &= \left( \frac{1}{2} \frac{2}{2} \right) \\
B_9 &= \left( \frac{1}{2} \frac{1}{4} \right) \\
\tilde{B}_9 &= \left( \frac{1}{2} \frac{3}{4} \right) \\
B_{10} &= \left( \frac{1}{2} \frac{1}{4} \right) \\
\tilde{B}_{10} &= \left( \frac{3}{1} \frac{1}{4} \right) \\
B_{11} &= \left( \frac{1}{2} \frac{1}{4} \right) \\
\tilde{B}_{11} &= \left( \frac{1}{2} \frac{3}{4} \right)
\end{align*}
\]
|                | Th$_2$ | Th$_y$ | Th$_z$ | O$_1^1$ | O$_1^2$ | O$_2^1$ | O$_2^2$ | O$_3^1$ | O$_3^2$ |
|----------------|--------|--------|--------|---------|---------|---------|---------|---------|---------|
| $T_{3u}$       | 0      | 0      | 0      | 0       | 0       | 0       | 0       | -$\frac{\sqrt{3}}{2}$| -$\frac{\sqrt{3}}{2}$|
|                | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | 0       | -$\sqrt{3}$ | 0       |
| $T_{1u}$       | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | 0       | -$\sqrt{3}$ | 0       |
| $A_{1g}$       | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | 0       | -$\sqrt{3}$ | 0       |
| $A_{2u}$       | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | 0       | -$\sqrt{3}$ | 0       |
| $A_{1g}$       | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | 0       | -$\sqrt{3}$ | 0       |
| $A_{2u}$       | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | 0      | 0      | 0      | $\sqrt{3}$ | $\sqrt{3}$ | 0      | 0       | 0       | 0       |
|                | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | -$\sqrt{3}$ | 0       | 0       |
|                | 0      | $\sqrt{3}$ | 0      | 0      | 0       | 0       | 0       | -$\sqrt{3}$ | 0       |
| $\nu \chi_{\Delta_1}$ | $0$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{3}}$ | $-\frac{\nu}{\sqrt{3}}$ | $\frac{\nu}{\sqrt{2}}$ | $\frac{\nu}{\sqrt{2}}$ | $-\frac{\nu}{\sqrt{2}}$ |
|----------------------|--|--|--|--|--|--|--|--|
| $\nu \chi_{\Delta_2}$ | $0$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{3}}$ | $-\frac{\nu}{\sqrt{3}}$ | $\frac{\nu}{\sqrt{2}}$ | $\frac{\nu}{\sqrt{2}}$ | $-\frac{\nu}{\sqrt{2}}$ |
| $\nu \chi_{\Delta_3}$ | $0$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{3}}$ | $-\frac{\nu}{\sqrt{3}}$ | $\frac{\nu}{\sqrt{2}}$ | $\frac{\nu}{\sqrt{2}}$ | $-\frac{\nu}{\sqrt{2}}$ |
| $\nu \chi_{\Delta_4}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_5}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_6}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_7}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_8}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_9}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_{10}}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_{11}}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_{12}}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_{13}}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |
| $\nu \chi_{\Delta_{14}}$ | $0$ | $0$ | $0$ | $\frac{\nu}{\sqrt{2}}$ | $0$ | $0$ | $-\frac{\nu}{\sqrt{2}}$ | $0$ |

The table represents the components of the wave functions $\nu \chi_{\Delta_i}$ for various indices $i$. Each row corresponds to a different component, and the columns represent the different components of the wave function.
| \( u_\Delta^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_\Delta^E \) | 1 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
| \( u_{\Delta_1}^E \) | 0 0 0 0 0 0 0 0 0 |
\[
\begin{array}{c|cccc|cccc|cccc|cccc|cccc}
A_{W1} & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2}i & 0 & \frac{1}{2}i & \frac{1}{2} & 0 \\
B_{W1} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
q_{W1} & 0 & 0 & 0 & \frac{1}{2} & -\frac{1}{2}i & 0 & \frac{1}{2}i & -\frac{1}{2}i & 0 \\
A_{W2} & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2}i & 0 & -\frac{1}{2}i & -\frac{1}{2}i & 0 \\
B_{W2} & 0 & 0 & 0 & \frac{1}{2} & -\frac{1}{2}i & 0 & -\frac{1}{2}i & \frac{1}{2}i & 0 \\
E & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
W & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
q_{W} & 0 & 0 & 0 & 0 & 0 & \sqrt{2}i & 0 & 0 & -\frac{\sqrt{2}}{2}i \\
A_{W1} & 0 & 0 & 0 & \frac{1}{2}i & \frac{1}{2} & 0 & \frac{1}{2}i \frac{1}{2} & 0 \\
B_{W1} & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
q_{W1} & 0 & 0 & 0 & \frac{1}{2}i & -\frac{1}{2}i & 0 & \frac{1}{2}i & -\frac{1}{2}i & 0 \\
A_{W2} & 0 & 0 & 0 & \frac{1}{2}i & \frac{1}{2} & 0 & -\frac{1}{2}i & -\frac{1}{2}i & 0 \\
B_{W2} & 0 & 0 & 0 & \frac{1}{2}i & -\frac{1}{2}i & 0 & -\frac{1}{2}i & \frac{1}{2}i & 0 \\
E & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
W & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
q_{W} & 0 & 0 & 0 & 0 & 0 & -\sqrt{2}i & 0 & 0 & \frac{\sqrt{2}}{2}i \\
A_{W1} & 0 & 0 & 0 & 0 & 0 & -\sqrt{2}i & 0 & 0 & \frac{\sqrt{2}}{2}i \\
B_{W1} & 0 & 0 & 0 & \frac{1}{2}i & \frac{1}{2}i & 0 & \frac{1}{2}i \frac{1}{2}i & 0 \\
q_{W1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A_{W2} & 0 & 0 & 0 & \frac{1}{2}i & \frac{1}{2}i & 0 & \frac{1}{2}i \frac{1}{2}i & 0 \\
B_{W2} & 0 & 0 & 0 & \frac{1}{2}i & -\frac{1}{2}i & 0 & -\frac{1}{2}i \frac{1}{2}i & 0 \\
E & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
W & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
q_{W} & 0 & 0 & 0 & -\sqrt{2}i & 0 & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 \\
A_{W1} & 0 & 0 & 0 & \frac{1}{2}i & \frac{1}{2}i & 0 & \frac{1}{2}i \frac{1}{2}i & 0 \\
B_{W1} & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
q_{W1} & 0 & 0 & 0 & \frac{1}{2}i & -\frac{1}{2}i & 0 & \frac{1}{2}i \frac{1}{2}i & 0 \\
A_{W2} & 0 & 0 & 0 & \frac{1}{2}i & \frac{1}{2}i & 0 & \frac{1}{2}i \frac{1}{2}i & 0 \\
B_{W2} & 0 & 0 & 0 & \frac{1}{2}i & -\frac{1}{2}i & 0 & -\frac{1}{2}i \frac{1}{2}i & 0 \\
E & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
W & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
\[
\begin{array}{cccccccccc}
\text{u}_E & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}_W_2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{A}_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}_W_2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{B}_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}_W_2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{A}_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}_W_2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{B}_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}_W_2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{A}_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}_W_2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{B}_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}_W_2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
| $u_{A,1}$ | 0 | $-\frac{\sqrt{2}}{2}$ | $\frac{\sqrt{2}}{2}$ | 0 | 0 | 0 | 0 | 0 | 0 |
|----------|----|--------------------|-------------------|---|---|---|---|---|---|
| $u_{A,2}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $\frac{1}{2}i$ | 0 | $-\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,3}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$ | 0 | $-\frac{1}{2}i$ | $\frac{1}{2}i$
| $u_{A,4}$ | 0 | 0 | 0 | $\frac{\sqrt{2}}{2}i$ | 0 | 0 | $\frac{\sqrt{2}}{2}i$ | 0 | 0 |
| $u_{A,5}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,6}$ | 0 | 0 | 0 | $\frac{\sqrt{2}}{2}i$ | 0 | 0 | $-\frac{\sqrt{2}}{2}i$ | 0 | 0 |
| $u_{A,7}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,8}$ | 0 | 0 | 0 | 0 | $\frac{\sqrt{2}}{2}i$ | 0 | 0 | $\frac{\sqrt{2}}{2}i$ | 0 | 0 |
| $u_{A,9}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,10}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,11}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,12}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,13}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
| $u_{A,14}$ | 0 | 0 | 0 | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$ | 0 | $\frac{1}{2}i$ | $-\frac{1}{2}i$
\[ \begin{array}{cccc|cccc}
^2 & B_1 & A_2 & A_3 & A_4 & A_5 & A_6 & A_7 \\
0 & 0 & 0 & \sqrt{2} & \sqrt{2} & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & \frac{1}{2} & \frac{i}{2} & 0 & -\frac{i}{2} \\
2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & \frac{1}{2} & -\frac{i}{2} & 0 & \frac{i}{2} \\
4 & 0 & 0 & 0 & \frac{1}{2} & \frac{i}{2} & 0 & \frac{i}{2} \\
5 & 0 & 0 & 0 & 0 & \sqrt{2} & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & \sqrt{2} & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & \sqrt{2} & 0 & 0 \\
8 & 0 & 0 & 0 & -\sqrt{2} & 0 & 0 & 0 \\
9 & 0 & 0 & 0 & -\sqrt{2} & 0 & 0 & 0 \\
10 & 0 & 0 & 0 & \sqrt{2} & \sqrt{2} & 0 & 0 \\
11 & 0 & 0 & 0 & \sqrt{2} & \sqrt{2} & 0 & 0 \\
12 & 0 & 0 & 0 & \sqrt{2} & \sqrt{2} & 0 & 0 \\
13 & 0 & 0 & 0 & -\sqrt{2} & 0 & 0 & 0 \\
14 & 0 & 0 & 0 & -\sqrt{2} & 0 & 0 & 0 \\
15 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
16 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
17 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
18 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
19 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array} \]
\[ \begin{array}{c|cccccccccc}
B_1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
B_2 & 0 & 0 & 0 & 0 & 0 & -\sqrt{3}/3 & 0 & 0 & \sqrt{2}/2 \\
A_1 & -\sqrt{3}/3 & -\sqrt{3}/3 & -\sqrt{3}/3 & 0 & 0 & 0 & 0 & 0 & 0 \\
B_2 & -\sqrt{2}/2 & -\sqrt{2}/2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A_1 & -\sqrt{3}/2 & -\sqrt{3}/2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A_3 & 0 & 0 & 0 & 0 & 0 & -\sqrt{3}/6 & -\sqrt{3}/6 & -\sqrt{3}/6 \\
E & -\sqrt{3}/3 & -\sqrt{3}/3 & -\sqrt{3}/3 & 0 & 0 & 0 & 0 & 0 & 0 \\
& \end{array} \]
\[
\begin{array}{c|cccccccc}
\Lambda_{A_2}^3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_2}^4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{3}}{2} i & -\frac{\sqrt{3}}{2} i \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{3}}{2} i & -\frac{\sqrt{3}}{2} i \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{A_3}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{B} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{B}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{B} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Lambda_{B}^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
\[
\begin{array}{c|cccccccc}
\text{u}B_2 & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 \\
\text{u}B_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\text{u}B_6 & -\frac{\sqrt{3}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}B_8 & -\frac{\sqrt{3}}{2} - \frac{\sqrt{3}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{u}B_{10} & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
\text{u}B_{12} & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} i - \frac{\sqrt{2}}{2} i & 0 & 0 \\
\text{u}B_{14} & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} i & \frac{\sqrt{2}}{2} i & 0 \\
\text{u}B_{16} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\text{u}B_{18} & 0 & 0 & \frac{\sqrt{2}}{2} i - \frac{\sqrt{2}}{2} i & 0 & 0 & 0 & 0 \\
\text{u}B_{20} & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} i & \frac{\sqrt{2}}{2} i & 0 \\
\end{array}
\]
\[
\begin{array}{c|cccccccc}
B & -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_2 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_2 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} \\
\bar{B}_2 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\bar{A}_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\bar{B}_4 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
\bar{B}_4 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
\bar{B}_4 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
\bar{A}_4 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_6 & 0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_6 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\bar{A}_6 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
\bar{B}_8 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
\bar{A}_8 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\bar{B}_8 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 \\
\bar{B}_8 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 \\
\bar{B}_8 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
\bar{A}_8 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_10 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_10 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_10 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\bar{B}_10 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} \\
\bar{A}_10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\bar{B}_12 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\bar{B}_12 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} \\
\bar{B}_12 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\bar{B}_12 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\bar{A}_12 & -\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_14 & -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\bar{B}_14 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
\[ \begin{array}{cccccccc}
2A & u_{B_1} & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
2A & u_{B_2} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
3A & u_{B_3} & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
3A & u_{B_4} & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & 0 \\
4A & u_{B_5} & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
2B & u_{B_6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3A & A_{B_1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3A & A_{B_2} & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
4A & A_{B_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4A & A_{B_4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5A & A_{B_5} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5A & A_{B_6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6A & A_{B_1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6A & A_{B_2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6A & A_{B_3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6A & A_{B_4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6A & A_{B_5} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6A & A_{B_6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array} \]
\[
\begin{array}{c|ccccccccccc}
& u_{\beta_8} & u_{\beta_9} & u_{\beta_{10}} & u_{\beta_{11}} & u_{\beta_{12}} & u_{\beta_{13}} & u_{\beta_{14}} & u_{\beta_{15}} & u_{\beta_{16}} & u_{\beta_{17}} & u_{\beta_{18}} \\
\hline
u_{\alpha_1} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} \sqrt{2} \\
\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} \sqrt{2} \\
\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2i}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2i}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2i}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2i}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2i}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2i}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2i}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
\[
\begin{array}{cccccccccc}
& a_1 & b_1 & b_2 & b_3 & b_4 & b_5 & b_6 & b_7 & b_8 \\
A_{B_{00}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2}i & 0 & -\frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{01}} & 0 & 0 & 0 & 0 & 1i & 0 & 0 & 0 & 0 \\
A_{B_{02}} & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
A_{B_{03}} & 0 & \frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 \\
A_{B_{04}} & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
A_{B_{05}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
A_{B_{06}} & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2} & 0 & 0 & 0 \\
A_{B_{07}} & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
A_{B_{08}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{09}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{10}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{11}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{12}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{13}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{14}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{15}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{16}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{17}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{18}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{19}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{20}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{21}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{22}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{23}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{24}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{25}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{26}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{27}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{28}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{29}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{30}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
A_{B_{31}} & 0 & 0 & 0 & -\frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2}i & 0 & 0 & 0 \\
\end{array}
\]
| $u_{B_{11}}$ | $0 - \sqrt{2}/2 - \sqrt{2}/2$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{B_{11}}'$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{B_{11}}''$ | 0 | 0 | 0 | 0 | $-\sqrt{2}/2 - \sqrt{2}/2$ | 0 | 0 | 0 | 0 |
| $u_{B_{11}}'''$ | 0 | 0 | 0 | 0 | $-\sqrt{2}/2 - \sqrt{2}/2$ | 0 | 0 | 0 | 0 |
| $u_{B_{11}}^{iv}$ | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| $u_{B_{11}}^{v}$ | 0 | 0 | 0 | 0 | 0 | 0 | $-\sqrt{2}/2 - \sqrt{2}/2$ | 0 | 0 |
| $u_{B_{11}}^{vi}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| $u_{B_{11}}^{vii}$ | 0 | $\sqrt{2}/2 - \sqrt{2}/2$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{B_{11}}^{viii}$ | 0 | $\sqrt{2}/2 + \sqrt{2}/2$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{B_{11}}^ix$ | $-1$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{B_{11}}^{x}$ | 0 | 0 | 0 | 0 | 0 | 0 | $-\sqrt{2}/2 + \sqrt{2}/2 i$ | 0 | 0 |
| $u_{B_{11}}^{xi}$ | 0 | 0 | 0 | 0 | 0 | 0 | $-\sqrt{2}/2 - \sqrt{2}/2 i$ | 0 | 0 |
| $u_{B_{11}}^{xii}$ | 0 | 0 | 0 | 0 | $-\sqrt{2}/2 + \sqrt{2}/2 i$ | 0 | 0 | 0 | 0 |
| $u_{B_{11}}^{xiii}$ | 0 | 0 | 0 | 0 | $-\sqrt{2}/2 - \sqrt{2}/2 i$ | 0 | 0 | 0 | 0 |
| $u_{B_{11}}^{xiv}$ | 0 | 0 | 0 | 1 | $i$ | 0 | 0 | 0 | 0 |
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