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Abstract

I discuss a theoretical description of the resonant x-ray emission spectroscopy (RXES) that is based on the Anderson impurity model. The parameters entering the model are determined from material-specific LDA+DMFT calculations. The theory is applicable across the whole f series, not only in the limits of nearly empty (La, Ce) or nearly full (Yb) valence f shell. Its performance is illustrated on the pressure-enhanced intermediate valency of elemental praseodymium. The obtained results are compared to the usual interpretation of RXES, which assumes that the spectrum is a superposition of several signals, each corresponding to one configuration of the 4f shell. The present theory simplifies to such superposition only if nearly all effects of hybridization of the 4f shell with the surrounding states are neglected. Although the assumption of negligible hybridization sounds reasonable for lanthanides, the explicit calculations show that it substantially distorts the analysis of the RXES data.
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1. Valence histogram and its measurements by core-level spectroscopy

The 4f electrons in solids are typically localized and behave almost as if they were in a free atom. In some cases, the position of the 4f level relative to the other electronic states in a crystal is such that two configurations, say $4f^m$ and $4f^{m+1}$, are nearly degenerate. Then the 4f shell is in a mixed state referred to as the intermediate valency [1]. A related mechanism that induces an admixture of several configurations in a single 4f shell is hybridization with the other electronic states. Although this hybridization is often essentially negligible at ambient conditions, it can be enhanced by lattice compression that eventually leads to delocalization of the 4f states [2]. In general, the hybridization mixes more than two 4f configurations, each contributing with some weight $w_m$. The width of the histogram defined by these weights, the so-called valence histogram, then reflects the strength of the hybridization in a given compound.

The resonant x-ray emission spectroscopy (RXES, also known as the core-to-core resonant inelastic x-ray scattering, RIXS) is a direct probe of unoccupied electronic states. A measurement, in which the energy $\hbar \omega_1$ of the incident photons is scanned across the L edge, maps the 5d density of states. See Fig. 2, an electron from the $2p_{3/2}$ core level is photoexcited to an empty $5d_{5/2}$ state ($L_{\alpha}$ edge) and this excitation is followed by relaxation processes that fill the $2p_{3/2}$ core hole. In the particular setup shown in Fig. 2, a detector is tuned to monitor the photoemission at the $L_{\alpha}$ line ($2p_{3/2} \rightarrow 3d_{5/2}$). Although the 4f states are not directly involved in the excitations, they do influence the measured spectra. The localized 4f electrons are attracted to the localized core hole, which modifies the total energy. This modification is different for different $4f^m$ configurations and hence the absorption edge splits when more configurations are mixed in the initial state (Fig. 2). The measured RXES spectra thus yield an information about the valence histogram [3, 4].

The pressure evolution of the valence histogram in elemental lanthanides was theoretically investigated with the aid of material-specific dynamical-mean-field theory (DMFT) [2]. Subsequently, RXES measurements at the L edge of praseodymium were performed [5], yielding a very good agreement with the theory. Using a theoretical method very similar to [2], it was argued that elemental americium approaches intermediate-valence regime when compressed [6] but L-edge RXES experiments did not detect any sign of this effect [7], possibly due to a limited resolution. Since then, more L-edge RXES measurements of actinide compounds were made [8, 9] where extraction of the valence histogram was possible. Some of the conclusions of these actinide measurements were challenged by RXES data recently collected at the M edges [10]. Indeed, the interpretation of the spectra in [8, 9] (as well as in [5]) assumed a very weak hybridization of the va-
lence f shell with the surrounding states, which is not likely to be very accurate in actinides.

In this paper, I formulate a theory of RXES that does not make the assumption of weak hybridization. It generalizes the method previously used for interpreting RXES measurements on cerium and its compounds [11–13] to localized f shells with more electrons. In addition, I extract a large part of the parameters entering this theory from first-principles calculations. I apply this approach to the elemental praseodymium under pressure where both theory [2] and experiment [5] are available for comparison.

2. Electronic structure of praseodymium under pressure

Praseodymium crystallizes in the dhcp structure at ambient conditions. When compressed at room temperature, the crystal structure successively changes to fcc at about 5 GPa, to distorted fcc at 10 GPa, and to orthorhombic at 20 GPa. The transition at 20 GPa is accompanied by an approximately 12% volume collapse [14, 15].

All calculations presented in this paper are performed for the fcc lattice (space group Fm3m). Since the difference between the fcc and distorted fcc phases is very small (the c/a ratio in the distorted structure is only 2% or less larger than in the ideal close-packed lattice [14]), this setup covers the pressure range from 5 to 20 GPa. The lattice constants corresponding to several pressures are listed in Tab. 1.

2.1. Valence-band electronic structure: LDA+DMFT

I start the investigation with all-electron calculations of the band structure in the local-density approximation (LDA) [16] taking into account scalar-relativistic effects as well as the spin-orbital coupling. I employ the WIEN2k package [17] with the following parameters: the radius of the muffin-tin spheres is $R_{\text{MT}} = 2.7\,a_0$, the basis-set cutoff $K_{\text{max}}$ is defined with $R_{\text{MT}} \times K_{\text{max}} = 10.5$, and the Brillouin zone is sampled with 8000 k points (256 k points in the irreducible wedge). The LDA bands of the 6s, 4f and 5d character are subsequently mapped onto a tight-binding model with the aid of the Wannier90 code [18, 19] (34 bands were included in the disentanglement procedure [20]).

The resulting model $H_{\text{LDA}}$ then serves as the basis for LDA+DMFT calculations. The LDA mean-field terms that correspond to the Coulomb interaction among the 4f electrons are replaced with an explicit two-body interaction vertex $\hat{U}$. This replacement yields a multiband Hubbard model

$$H_{\text{Hub}} = H_{\text{LDA}} + \sum_{n< \sigma} \left( U^n_{\text{DC}} - U^n_{\text{DC}} \right)$$

where $U^n_{\text{DC}}$ denotes the f orbital with magnetic quantum number $m$ and spin direction $\sigma$ located at lattice site $n$. The matrix $U_{\text{DC}}$ is assumed to be independent on pressure. It is parametrized by Slater integrals $F_0 = 6.0\,\text{eV}$, $F_2 = 10.2\,\text{eV}$, $F_4 = 6.3\,\text{eV}$, $F_6 = 4.5\,\text{eV}$. The average Coulomb parameter $U_{\text{F}} = F_2$ is set to the same as in [2], the other values are taken from [22]. The average Hund exchange corresponding to the given $F_2$, $F_4$ and $F_6$ is $J = 0.82\,\text{eV}$. The double counting can be expressed as $U_{\text{DC}} = -\sum_{\sigma} n_{\sigma}^{\text{imp}}$, where $n_{\sigma}^{\text{imp}} = \sum_{\alpha} n_{\alpha}^{\text{imp}}$ is the number of 4f electrons at site $n$. The parameter $U_{\text{LDA}}$ is set to $U_{\text{LDA}} = 7.5\,\text{eV}$ at all volumes. The rationale for fixing it at a single value comes from the observation that the computed LDA occupation of the 4f shell $n_1$ (projection to the Wannier functions) changes only very little with compression, from 2.29 at 30 $\text{Å}^3$/atom to 2.32 at 20 $\text{Å}^3$/atom. The particular value 7.5 eV was chosen to match the experimental valence-band photoemission spectra measured at ambient conditions [23].

The Hubbard model $H_{\text{Hub}}$ is approximately solved using the dynamical-mean-field theory, that is, the many-body effects induced by the Coulomb terms $U_{\text{DC}}$ are taken into account only locally by means of a site-diagonal self-energy $\Sigma^\text{imp}(\omega)$. This self-energy is computed in an auxiliary impurity model $H_{\text{imp}}$ that consists of one fully interacting f shell (the impurity) at site $i$ embedded in a self-consistent mean-field medium $H_{\text{MF}} = H_{\text{LDA}} + \sum_{\sigma} \Sigma^\text{MF}(\omega)$. The impurity model can be written as $H_{\text{imp}} = H_{\text{imp}}^{(0)} + \hat{U} - \hat{U}_{\text{DC}}$, where $H_{\text{imp}}^{(0)}$ is a non-interacting part, and the Coulomb terms $\hat{U}$ and $\hat{U}_{\text{DC}}$ are the same as defined for the Hubbard model above.


table 1: Lattice constants $a$ and lattice volumes $V$ corresponding to four investigated pressures. The data are obtained from the Murnaghan equation of state fitted to the room-temperature measurements combined from [14] and [15]. Also shown are LDA+DMFT results for the average filling of the praseodymium 4f shell $n_1$ together with weights $w_1$, $w_2$ and $w_3$ of 4f², 4f³ and 4f⁴ configurations.

| $P$ (GPa) | 7.5 | 13 | 21 | 24 |
|-----------|-----|----|----|----|
| $V$/atom ($\text{Å}^3$) | 27.37 | 24.23 | 20.98 | 20.02 |
| $a$ ($\text{Å}$) | 4.784 | 4.594 | 4.378 | 4.311 |
| $n_1$ | 2.06 | 2.07 | 2.09 | 2.09 |
| $w_1$ | 0.009 | 0.015 | 0.022 | 0.023 |
| $w_2$ | 0.918 | 0.903 | 0.871 | 0.865 |
| $w_3$ | 0.072 | 0.082 | 0.105 | 0.109 |
I neglect all non-spherical contributions (the crystal field) to \( \hat{H}_{\text{imp}}^{(0)} \), which is then diagonal in the \(|j, j_z\rangle\) basis and reads as

\[
\hat{H}_{\text{imp}}^{(0)} = \sum_{j, j_z} \epsilon_{j, j_z} \hat{f}_{j, j_z}^\dagger \hat{f}_{j, j_z} + \sum_{k=1}^{3} \sum_{j, j_z} \epsilon_{j, j_z} \hat{b}_{k, j, j_z}^\dagger \hat{b}_{k, j, j_z} + \sum_{k=1}^{3} V_k \left( \hat{f}_{j, j_z}^\dagger \hat{b}_{k, j, j_z} + \hat{b}_{k, j, j_z}^\dagger \hat{f}_{j, j_z} \right). \tag{2}
\]

The orbitals \( \hat{f}_{j, j_z} \) belong to the impurity f shell, the orbitals \( \hat{b}_{k, j, j_z} \) constitute the non-interacting medium (the so-called bath). Optimally, the model would contain an infinite number of bath orbitals (k would run to \( \infty \)) to fully represent \( \hat{H}_{\text{imp}} \) in an infinite lattice. The restriction to a finite bath with \( 1 \leq k \leq 3 \) is a limitation of the exact-diagonalization method that I employ to solve the model. The comparison to experiment will provide a justification for the finite bath in the present application. More thorough discussion of accuracy of the exact diagonalization in the context of LDA+DMFT can be found elsewhere [25].

The parameters \( \epsilon_{j, j_z} \) and \( V_k \) that enter Eq. (2) are determined by matching the f-shell matrix elements of the one-particle Green’s function computed from \( \hat{H}_{\text{imp}}^{(0)} \)

\[
G_{f_{j, j_z}}(i\omega_n) = \left( z - \epsilon_{j, j_z} - \sum_{k=1}^{3} \frac{V_{k j}}{i\omega_n - \epsilon_{k, j}} \right)^{-1}, \tag{3}
\]

to the f-shell matrix elements of the so-called bath Green’s function \( \delta f \) that corresponds to the mean-field medium \( \hat{H}_{\text{MF}} \) [24]. This matching is implemented as a minimization of a cost function in the form

\[
\chi = \sum_{n=n_{\text{min}}}^{n_{\text{max}}} \left| \frac{1}{G_{f_{j, j_z}}(i\omega_n)} - \frac{1}{\delta f(i\omega_n)} \right|^2, \tag{4}
\]

where \( \omega_n \) are Matsubara frequencies [26]. I introduce a lower cutoff \( n_{\text{min}} \) such that the smallest Matsubara frequency included in the fit is \( \omega_n \approx 3 \) eV. That way, the high-energy asymptotics of \( G_{f_{j, j_z}}^{(0)} \) and \( \delta f \) are as close as possible to each other, which is advantageous for calculation of thermodynamic quantities such as the total energy [24]. Although my goal is spectra, the spectra in question do not involve the 4f states directly, and it is the total energy of the 4f shell that plays the important role (Fig. 2).

During the DMFT calculations, the selfenergy \( \hat{\Sigma}(z) \) of the impurity model \( \hat{H}_{\text{imp}} \) is computed using an in-house exact-diagonalization code [27] that combines the implicitly restarted Lanczos method for finding the many-body spectrum [23] with the band Lanczos method for evaluation of the one-particle Green’s function [29]. The computational demands are reduced with the aid of a truncated Hilbert space [11, 27]. If the basis states are denoted as \( | f^r b^n \rangle \), where \( r \) indicates the number of electrons in the f states, \( n \) the number electrons in the bath states above the Fermi level, and \( m \) the number of holes in the bath states below the Fermi level, the truncated \( N \)-electron Hilbert space is defined as

\[
\mathcal{X}_N^{(M)} = \{ |f^{N-N_3^- - n + m} b^n b^m \rangle \}, \quad 0 \leq m + n \leq M \}. \tag{5}
\]

Here \( N_3^- \) is the number of bath orbitals below the Fermi level and the parameter \( M \) controls the size of the Hilbert space. All calculations reported in this paper correspond to \( M = 2 \).

The results of the LDA+DMFT calculations are summarized in Fig. 3 and in Tab. 1. The table lists the pressure evolution of the valence histogram

\[
w_m = \langle \psi_0 | \delta(\hat{N}_f - m) | \psi_0 \rangle, \quad m = 0, 1, 2, \ldots \tag{6}
\]

that comprises weights \( w_m \) of the individual \( 4f^m \) configurations that contribute to the ground state \( | \psi_0 \rangle \) of the impurity model \( \hat{H}_{\text{imp}} \). The average filling of the 4f shell, also included in Tab. 1, can then be written as \( n_f = \langle \psi_0 | \hat{N}_f | \psi_0 \rangle = \sum_m m w_m \). Figure 3 shows the pressure dependence of \( w_1 \) and \( w_3 \) that measure the departure from the 4f\(^2\) atomic limit. The present results are compared to earlier LDA+DMFT calculations [21]. Apparently, there is a large discrepancy, which I will return to in Sec. 3.

2.2. Resonant x-ray emission spectra

The resonant x-ray emission spectroscopy can be simulated in an impurity model

\[
\hat{H} = \hat{H}_{\text{imp}} + e_{2p} \hat{p}^\dagger \hat{p} + e_{3d} \hat{d}^\dagger \hat{d} + \sum_k e_k \hat{d}_k^\dagger \hat{d}_k + \left[ U_{2p4t}(\hat{p}^\dagger \hat{p} - 1) + U_{3d5t}(\hat{d}^\dagger \hat{d} - 1) \right] \hat{N}_f \tag{7}
\]

that represents an extension of the impurity model \( \hat{H}_{\text{imp}} \) that appeared in Sec. 2.1 as a part of the LDA+DMFT theory. The model \( \hat{H}_{\text{imp}} \) is supplemented with the following orbitals located at the impurity site: the 2p\(^{3/2}\) core state \( \hat{p} \), the 3d\(^{5/2}\)
core state $\hat{d}$, and the 5d$_{5/2}$ band $\hat{d}_k$. The core electrons and the 4f electrons are localized, and they repel each other by the Coulomb interaction parametrized by $U_{2p4f}$ for the 2p$_{3/2}$ state and by $U_{3d4f}$ for the 3d$_{5/2}$ state. The degeneracy of the core levels is neglected and hence there is only one core-valence Slater integral. The interaction between the 4f electrons and 5d electrons can be neglected thanks to the delocalized character of the 5d states.

The cross section of the RXES process is approximated by the Kramers–Heisenberg formula \[ \sigma(\omega_1, \omega_2) = \sum_f \sum_i \frac{\langle \hat{T}_2 | i \rangle \langle i | \hat{T}_1 | g \rangle}{E_i - E_g - \omega_1 - i\Gamma_{2p}} \times \frac{\Gamma_{3d}/\pi}{(\omega_1 - \omega_2 - E_f + E_g)^2 + \Gamma_{3d}^2}, \] (8)
where $|g\rangle$ is the initial ground state with completely filled core states and empty 5d states, $|i\rangle$ is an intermediate state with a 2p$_{3/2}$ core hole and an excited electron in the 5d band, and $|f\rangle$ is a final state with a 3d$_{5/2}$ core hole and one 5d electron. The total energies of these states are denoted as $E_g$, $E_i$ and $E_f$; $\Gamma_{2p}$ and $\Gamma_{3d}$ are half widths at half maximum of the 2p$_{3/2}$ and 3d$_{5/2}$ hole states, and $\omega_1$ and $\omega_2$ stand for energies of the incident and emitted photons. Finally, $\langle \hat{T}_2 | i \rangle$ and $\langle i | \hat{T}_1 | g \rangle$ are the dipole matrix elements. If I consider only the angular part of the dipole operator, I have $\hat{T}_1 = \sum_k d_k^\dagger \hat{\rho}$ and $\hat{T}_2 = \hat{\rho}^\dagger d$. The initial state can be written as $|g\rangle = \hat{\rho}^\dagger \hat{d}^\dagger |\psi_0\rangle$ where $|\psi_0\rangle$ is the correlated ground state of the impurity model $\hat{H}_{\text{imp}}$, $\hat{H}_{\text{imp}}|\psi_0\rangle = E_0|\psi_0\rangle$. Apparently, $|g\rangle$ is an eigenstate of the full hamiltonian $\hat{H}$, that is, $\hat{H}\langle g | = E_g |g\rangle$ with $E_g = E_0 + \epsilon_{2p} + \epsilon_{3d}$. The Kramers–Heisenberg formula as written in Eq. (8) is useful when it is possible to explicitly calculate all intermediate and final states as eigenstates of the hamiltonian $\hat{H}$. This is not the case in the present application since the Hilbert space is too large. For the purposes of the Krylov-subspace method, which I intend to use, I rewrite Eq. (8) into an operator form.

First, I can replace the sums $\sum_k$ and $\sum_f$ with sums over all eigenstates of $\hat{H}$ since the transition operators $\hat{T}_1$ and $\hat{T}_2$ will select the right states anyway.

$$
\sigma(\omega_1, \omega_2) = \sum_k \langle \psi_0 | \hat{d}_k \hat{d}_k^\dagger \frac{1}{\hat{H} - E_g - \omega_1 + i\Gamma_{2p}} \hat{\rho}^\dagger \hat{d} \hat{d}_k |\psi_0\rangle \times \frac{\Gamma_{3d}/\pi}{(\omega_1 - \omega_2 - \hat{H} + E_g)^2 + \Gamma_{3d}^2} \times \frac{1}{\hat{H} - E_g - \omega_1 - i\Gamma_{2p}} \hat{\rho}^\dagger \hat{d} \hat{d}_k |\psi_0\rangle. \tag{9}
$$

The fermionic operators associated with the uncorrelated states can be commuted toward $\langle \psi_0 |$ where they all annihilate. Along the way, the full impurity hamiltonian $\hat{H}$ is replaced by two smaller hamiltonians,

$$
\sigma(\omega_1, \omega_2) = \sum_k \langle \psi_0 | \hat{H}'_{\text{imp}} - E_0 - \epsilon_{2p} + \epsilon_k - \omega_1 + i\Gamma_{2p} \times \frac{1}{\Gamma_{3d}/\pi} \frac{1}{(\omega_1 - \omega_2 - \hat{H}'_{\text{imp}} + E_0 + \epsilon_{3d} - \epsilon_k)^2 + \Gamma_{3d}^2} \times \frac{1}{\hat{H}'_{\text{imp}} - E_0 - \epsilon_{2p} + \epsilon_k - \omega_1 - i\Gamma_{2p}} |\psi_0\rangle, \tag{10}
$$

where $\hat{H}'_{\text{imp}} = \hat{H}_{\text{imp}} - U_{2p4f} \hat{\Delta}_1$ and $\hat{H}''_{\text{imp}} = \hat{H}_{\text{imp}} - U_{3d4f} \hat{\Delta}_1$. These hamiltonians correspond to the intermediate and final states where the 4f level is pulled down by $U_{2p4f}$ and $U_{3d4f}$ due to interaction with the core hole (Fig. 1).

The cross section $\sigma(\omega_1, \omega_2)$ takes the form of a diagonal matrix element of a product of three functions of non-commuting operators, which is a rather complex object. If, however, the two hamiltonians $\hat{H}'_{\text{imp}}$ and $\hat{H}''_{\text{imp}}$ were the same, that is, if $U_{2p4f} = U_{3d4f} = U_{\text{cv}}$, the formula would reduce to an expectation value of a function of a single operator, $\langle \psi_0 | \hat{T} \hat{H}_{\text{imp}} | \psi_0 \rangle$. Such matrix element is considerably simpler and can be evaluated with the aid of the Krylov-subspace approximation, see Appendix A. The assumption of equal core-valence Coulomb interactions $U_{\text{cv}}$ in the intermediate and final states is well justified in the case of the deep 2p and 3d core states. In cerium, $U_{2p4f}$ and $U_{3d4f}$ differ only by about 0.5 eV [13].

Finally, I replace the momentum summation in Eq. (10) with an integral over 5d single-particle energies, which yields a convolution of a many-body expectation value with the density of 5d$_{5/2}$ states that is taken from the LDA+DMFT calculations,

$$
\sigma = \int d\varepsilon g_{5d_{5/2}}(\varepsilon) \langle \psi_0 | \hat{H}'_{\text{imp}} - E_0 - \epsilon_{2p} + \epsilon - \omega_1 + i\Gamma_{2p} \times \frac{1}{\Gamma_{3d}/\pi} \frac{1}{(\omega_1 - \omega_2 - \hat{H}'_{\text{imp}} + E_0 + \epsilon_{3d} - \epsilon)^2 + \Gamma_{3d}^2} |\psi_0\rangle. \tag{11}
$$

The spectra given by Eq. (11) are plotted in Figs. 4 and 5. The parameters not fixed by the first-principles calculations (Sec. 2.1) are the core-valence Coulomb parameter, which is assumed to be 25% larger than the valence-valence Coulomb parameter, $U_{\text{cv}} = 1.25U_{\text{v}} = 7.5$ eV, and the line widths $\Gamma_{2p} = 5.0$ eV and $\Gamma_{3d} = 1.5$ eV that combine the natural line width and the instrument resolution ($\Gamma_{2p}$ is possibly overestimated [31]).

Figure 4 shows $\sigma(\omega_1, \omega_2)$ at 7.5 GeV for incident-photon energy $\omega_1$ approaching the absorption edge. One can see how the signal corresponding to the minority 4f$^3$ configuration is resonantly enhanced before the main edge corresponding to 4f$^4$ is reached. Compared to experiment [5], the absolute position of the L$_3$ edge is estimated poorly, but the shapes of the spectra for incident energies at comparable distances from the edge are reproduced rather accurately. Figure 5 shows RXES spectra at different pressures, all calculated for $\omega_1 = 5827$ eV, that is, about 16 eV below the maximum of the absorption line. Again, the spectra look like those experimentally observed.
Note, however, that the experimental data shown in Fig. 2a of [5] are taken at the incident energy closer to the maximum of the absorption line.

3. Discussion

The theoretical approach outlined in Sec. 2 accurately reproduces the RXES spectra experimentally measured for elemental praseodymium [5]. It does so with a 4f valence histogram substantially different from the histogram previously calculated in [2] as well as from the histogram deduced from the experimental data in [5]. The latter two are compatible to each other, the present theory is at odds with both, see Tab. 2 for details. My calculations suggest that a considerably smaller departure from the 4f² atomic limit than previously thought is needed to explain the measured RXES.

The theory used in [2] is very similar to the method discussed here in Sec. 2.1. It is also LDA+DMFT, only: (i) the impurity model is solved by the Hirsch–Fye quantum Monte Carlo (QMC) instead of the exact diagonalization, (ii) the Hund exchange is neglected, that is, $F_2 = F_4 = F_6 = 0$, and (iii) the Coulomb parameter $U$ is volume dependent [32]. The reduction of $U$ due to more efficient screening in a compressed lattice certainly causes some increase of $w_1$ and $w_2$, but hardly as much as would be needed to explain the large discrepancy shown in Fig. 3 and Tab. 2 since $U$ drops only by 0.5 eV from 30 Å³/atom to 20 Å³/atom [32]. A more substantial issue is the calculation of the weights $w_m$. Unlike certain variants of the continuous-time QMC [33], the Hirsch–Fye QMC does not provide a direct access to these weights, which were estimated using expressions borrowed from the atomic limit, thus neglecting hybridization [2].

An assumption of vanishingly small hybridization was employed also when the RXES measurements were analyzed in [5]: the spectra were fitted by a linear combination of two signals, and their intensities were directly interpreted as the weights $w_2$ and $w_3$. The cross section derived in Sec. 2.2 displays such a simple behavior only if: (i) the hybridization is neglected in $\tilde{H}_\text{imp}$, which corresponds to the condition $U_{cv} \gg V_{ij}$, and (ii) the incident energy is far below the absorption edge, that is, $\epsilon_{2p} + \omega_1$ is much larger than $U_{cv}$, $\Gamma_{2p}$ and the 5d bandwidth. Under these conditions, Eq. (11) reduces to

$$\sigma(\omega_1, \omega_2) = \sum_m w_m f(\omega_1 - \omega_2 + mU_{cv})$$

where

$$f(x) = \int \frac{d\epsilon}{2\sqrt{\epsilon_{2p} + \omega_1}} \frac{1}{(x - e + \epsilon_{3d})^2 + \Gamma_{3d}^2}.$$  

To gauge the consequences of neglecting the hybridization in the intermediate and final states of RXES, the spectra calculated with the simplified formula and with Eq. (11) are
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**Figure 4**: Theoretical RXES spectra corresponding to the incident energies $\omega_1$ approaching the L₃ absorption edge (top panel). The relative emitted energy on the horizontal axis means $\omega_1 - \omega_2$ shifted so that the main peak is centered at zero. Left: The theory given by Eq. (14) closely matches the experimental data shown in Fig. 1 of [5]. Right: The simplified theory represented by Eqs. (12) is significantly worse.
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**Figure 5**: RXES spectrum as a function of pressure. The shoulder associated with the 4f component grows in a compressed lattice. The theoretical curves accurately reproduce the measurements shown in Fig. 2a of [5].

| $P$ (GPa) | DMFT/ED | DMFT/QMC | exp. [5] |
|-----------|---------|----------|---------|
| 24        | 0.126   | 0.42     | 0.46(S) |
| 21        | 0.121   | 0.34     | 0.33(S) |
| 13        | 0.090   | 0.19     | 0.18(S) |
| 7.5       | 0.079   | 0.11     | 0.13(S) |
compared in Fig. 4 for otherwise identical parameters. The differences are sizable.

Both the experiment [5] and the earlier theory [22] assume somewhere along the way that the hybridization of the 4f shell with the surrounding electronic states is negligibly small, although it is exactly this hybridization that is the dominant cause of the investigated effect: the nonzero weights \( w_1 \) and \( w_3 \). The present theory does not rely on this assumption.

4. Summary

I have outlined a theoretical model for the resonant x-ray emission spectra measured at the L edge in f-electron compounds. It builds on the ideas developed for Ce compounds in the past [11, 12] and extends them to take into account the full multiplet structure of the valence f states. The theory avoids the assumption of very weak hybridization of the f shell with the surrounding states, which is typically made when interpreting the experimental spectra [5, 8, 9]. Taking compressed praseodymium as an example, I have illustrated that this assumption can skew the determination of the valence actinides being affected even more.
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Appendix A. Krylov-subspace approximation

A diagonal matrix element of a function of an operator \( \hat{A} \) can be approximated as [29]

\[
\langle \psi | f(\hat{A}) | \psi \rangle = \langle \psi | f(\hat{B}) | \psi \rangle + O(\hat{A}^{n+1}),
\]

(A.1)

where \( \hat{B} \) is an operator living in a Krylov subspace

\[
\mathcal{K}_n = \{ |\psi\rangle, \hat{A}|\psi\rangle, \hat{A}^2|\psi\rangle, \ldots, \hat{A}^n|\psi\rangle \}.
\]

(A.2)

The operator \( \hat{B} \) is defined as \( B_{ij} = \langle \phi_i | \hat{A} | \phi_j \rangle \), where \( \{ |\phi_i\rangle \} \) is an orthonormal basis of \( \mathcal{K}_n \) such that \( |\phi_i\rangle = |\psi\rangle \). The method is useful if the approximation is sufficiently accurate already for \( n \) so small that all eigenvalues \( b_i \) of \( \hat{B} \) and their corresponding eigenvectors \( |b_i\rangle \) can be explicitly found, and one can use the spectral representation of Eq. (A.1),

\[
\langle \psi | f(\hat{A}) | \psi \rangle = \sum_{i=1}^n \langle \psi | b_i \rangle f(b_i) + O(\hat{A}^{n+1}).
\]

(A.3)
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