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Abstract—Neural network modules conditioned by known priors can be effectively trained and combined to represent systems with nonlinear dynamics. This work explores a novel formulation for data-efficient learning of deep control-oriented nonlinear dynamical models by embedding local model structure and constraints. The proposed method consists of neural network blocks that represent input, state, and output dynamics with constraints placed on the network weights and system variables. For handling partially observable dynamical systems, we utilize a state observer neural network to estimate the states of the system’s latent dynamics. We evaluate the performance of the proposed architecture and training methods on system identification tasks for three nonlinear systems: a continuous stirred tank reactor, a two tank interacting system, and an aero-dynamics body. Models optimized with a few thousand system state observations accurately represent system dynamics in open loop simulation over thousands of time steps from a single set of initial conditions. Experimental results demonstrate an order of magnitude reduction in open-loop simulation mean squared error for our constrained, block-structured neural models when compared to traditional unstructured and unconstrained neural network models.

I. INTRODUCTION

Most systems are inherently nonlinear in nature, which makes the study of nonlinear models of systems of utmost importance to engineers, physicists, and mathematicians. In contrast with linear systems, where observations are proportional to changes in the input and state variables, nonlinear systems appear unpredictable, counter-intuitive, or even chaotic [1]. Identifying mathematical models for such complex dynamical systems from input-output data is central to most engineering systems for modeling, prediction and control.

Most works in deep learning-based system identification train large, complex, monolithic networks with strong regularization to avoid overfitting. However, greater data efficiency and stability in optimization of more precise and less opaque systems models can be achieved by embedding prior knowledge and intuition of general system characteristics such as structure and dissipation [2]. In addition, modern neural network approaches don’t typically provide constraints enforcement within physically realizable and operationally safe bounds, which can lead to unexpected model behavior in unobserved regions of the system state space. To address these shortcomings, we propose a “domain intuitive” framework for constructing constrained block nonlinear neural network dynamics models which incorporate general knowledge and intuition about system behavior and can train efficiently from small data sets.

We present a generalized family of neural state space model architectures in the form of constrained block-structured nonlinear neural state space models. Our approach combines the benefits of classical system identification techniques with the advances in constrained deep learning to learn deep structured models. In particular, we build modular representations of nonlinear systems with identifiable neural modules that may be constrained and influenced by structural priors. This allows for inclusion of stability constraints through eigenvalue regularizations of the network weights, state and input constraints, and other boundary condition constraints.

We investigate the benefits of the proposed method on three nonlinear system identification tasks, and analyze, through an ablation study, the value of adding structure and constraints on the modeling outcome. Compared to their unstructured unconstrained counterparts, the presented constrained block-structured models show 68-91% reduction in open-loop MSE from the ground truth dynamics. Our experimental results empirically demonstrate the potential to learn physically representative neural network dynamics models from limited recorded systems measurements, and further underscore the significance of including structure and constraints in the identification process.

II. BACKGROUND

Various methods exist for identifying nonlinear systems differing in their purpose and application [3]. When a white-box approach of mathematical modeling using first principles is not feasible, data-driven gray and black-box methods have been proposed including Volterra series, neuro-fuzzy models, block-oriented models, and NARMAX models [4]. These methods have been successful in many areas [5]-[7].

In the current work we focus on block-oriented models which are composed of two basic building blocks: linear dynamic models and static nonlinearities [3]. Such block-structured nonlinear models, represent a nonlinear system as a collection of static or dynamic components, either linear or simpler nonlinear sub-systems [4]. This enables a more accurate description of the process behavior and reduces the hard problem of identifying high-order nonlinear systems to the identification of lower order subsystems and their interactions. Two such simple models are the Hammerstein and the Wiener models. Hammerstein systems are useful to describe linear dynamic processes driven by a nonlinear actuator. Wiener systems describe linear dynamic processes equipped with a nonlinear sensor. Despite their simplicity,
such models have been successfully used in many engineering fields (signal processing, identification of biological systems, modeling of distillation columns, modeling of hydraulic actuators, etc.) [8]–[12], providing reasonable approximations and insight into the system structure [13].

Neural networks have a long and productive history in data-driven physical modeling. Neural networks were used as early as 1990 to model discrete-time nonlinear dynamics [14]. Recurrent neural networks (RNN) and long-short term memory (LSTM) networks are dynamics-inspired architectures which have been studied heavily in the context of machine learning applications [15]–[18]. In recent years, RNNs and LSTMs are becoming increasingly popular for their potential in tackling nonlinear problems in black-box system identification [19]. For instance, an LSTM-based architecture in [20] was used to model nonlinear effects in unmanned surface vehicle dynamics. Several extensions to straightforward applications of recurrent architectures have since been proposed. For instance, several variations of Neural Kalman filters [21]–[23] have been proposed for control oriented systems modeling, and neural Koopman operators [24] have been presented. In addition, several recent advances have extended neural networks to model nonlinear continuous time dynamics [25]–[28].

Some recent works interpret deep neural networks through the optics of differential equations [29]–[31] creating stronger theoretical links between dynamical systems and neural networks. Others show that structural priors via factored parametrizations of linear maps can be used, for instance to constrain the eigenvalues of the layer Jacobians [32]. Additionally, it has been demonstrated that regularizing the eigenvalues of successive linear transformations alleviates the vanishing and exploding gradient problem, allowing to train very deep recurrent architectures [33].

Neural state space models (SSM) [34]–[37] represent structural modifications of vanilla RNNs. For example, authors in [38] compared different neural network architectures including strictly feed-forward and recurrent Hammerstein models for identifying nonlinear dynamical systems. Our present work is a generalization of several prior works on structured neural SSMs, such as Hammerstein [39], or Hammerstein-Wiener models [40].

III. METHODS

Consider the non-autonomous partially observable nonlinear dynamical system

\[
\begin{align*}
\frac{dx(t)}{dt} &= f(x(t), u(t)), \quad (1a) \\
y(t) &= g(x(t)), \quad (1b) \\
x(t_0) &= x_0, \quad u(t_0) = u_0 \quad (1c)
\end{align*}
\]

where \(y(t) \in \mathbb{R}^y\) are measured outputs, and \(u(t) \in \mathbb{R}^u\) represents controllable inputs or measured disturbances affecting the system dynamics.

### TABLE I

| Model class     | Linear Map |
|-----------------|------------|
| Block-nonlinear | N N Y      |
| Hammerstein-Wiener | Y N N |
| Hammerstein     | Y N Y      |
| Wiener          | Y Y N      |
| Linear          | Y Y Y      |

A. Neural network dynamical models

1) Unstructured nonlinear dynamical models: In the absence of prior knowledge of the full dynamics of the system and the interactions between its components, we use the following generic form of a neural state space model:

\[
\begin{align*}
x_{t+1} &= f_x(x_t; u_t) \quad (2a) \\
y_{t+1} &= f_y(x_{t+1}) \quad (2b)
\end{align*}
\]

where \(f_x\) is a neural network which models the interaction between state and input/disturbance vectors, and \(f_y\) is a linear map. Although this formulation provides a good substrate for learning system dynamics with unknown properties, it lacks structure for incorporating functional priors for specific system components.

2) Block-nonlinear dynamical models: Given prior assumptions of the interactions between the components of a block-structured nonlinear model, we can instead use a formulation with a structured representation of the state and input/disturbance dynamics of a system:

\[
\begin{align*}
x_{t+1} &= f_x(x_t) + f_u(u_t) \quad (3a) \\
y_{t+1} &= f_y(x_{t+1}) \quad (3b)
\end{align*}
\]

where \(f_x\) and \(f_u\) are nonlinear maps, and \(f_y\) is a linear map. This formulation allows each component of the state dynamics to assume separate priors, and for interactions between components to be specified directly.

By changing the linearity of model components \(f_x, f_u,\) or \(f_y\) the formulation can be adjusted to follow the structure of other block-oriented state space models, which may be more appropriate to model particular systems. Table I lists the possible model class configurations and the linearity of their respective components.

3) State observer model: To model partially observable dynamical systems, we assume that the states \(x_t\) of our neural state space models represent latent dynamics. Hence, we include an additional neural network representing a state observer:

\[
x_0 = f_o([y_{1-N_p} \ldots; y_0]) \quad (4)
\]

where \(f_o\) is a nonlinear map, and \(N_p\) is a lookback horizon capturing potential time lag of observed system outputs \(y_t\).

4) Overall Model Architecture: Fig. 1 shows the overall architecture of the block structured neural state model (3) with a state estimator model (4). Please note that different neural network component blocks can be parametrized by structured linear maps and learnable activation functions explained in the following sections.
where \( W \) and \( b \) are weight and bias terms, respectively. The number of hidden layers of the MLP is the number of nonlinear compositions, and the number of nodes for each layer is the dimension of the projected space for the linear map for that layer. Deeper (more layers) and wider (more nodes) networks allow for the approximation of arbitrary multivariable vector-valued functions.

2) Residual MLP: The residual variant of the MLP adds so-called shortcut connections from the output of the previous layer:

\[
f^{(k)}(x) = g(W^{(k)}x + b^{(k)} + f^{(k-1)}(x))
\]

Residual MLPs mitigate vanishing gradients during backpropagation, allowing for effective optimization of deeper neural networks [29].

3) Recurrent Neural Networks: To model sequential dependencies across time, we make use of RNNs which add a recurrent term to the standard MLP as an additional affine linear transformation of the previous transformed time step:

\[
f^{(k)}(x_t) = g(W^r x_t + W^{(k)} f^{(k-1)}(x_{t-1}) + b^{(k)})
\]

where \( W^r \) are the weights of the recurrent term.

4) Activation functions: We consider two prospective nonlinear activation functions for the aforementioned neural network block functions. The Gaussian Error Linear Unit (GELU) [41] weights activations by their value rather than gating them by their sign and has demonstrated superior performance to other activations on some tasks. Bendable Linear Units (BLU) [42] learns an activation from a family of smooth approximations to two piece linear functions such as encompassed by Parametric ReLU [43] but which are \( C^\infty \) continuous, yielding a smoother error surface.

D. Linear maps

In addition to standard neural network weights, we use structured matrices and regularization strategies to constrain the models’ constituent linear maps to satisfy various structural and spectral properties. Constrained linear maps provide a powerful means of embedding prior information into a dynamical model, and can improve the stability of both the underlying optimization problem and the learned dynamics model.

1) Perron-Frobenius Parametrization: We impose constraints on the eigenvalues of a linear map using insight from the Perron-Frobenius theorem: the row-wise minimum and maximum of any positive square matrix defines its dominant eigenvalue’s lower and upper bound, respectively. To apply this, we introduce a second weight matrix \( \tilde{M} \in \mathbb{R}^{n_x \times n_x} \) whose values are clamped between lower and upper eigenvalue bounds \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \), then elementwise multiply it with a weight matrix \( \tilde{W} \in \mathbb{R}^{n_x \times n_x} \) with row-wise softmax applied such that each of its rows sum to 1:

\[
\tilde{M} = \lambda_{\text{max}} - (\lambda_{\text{max}} - \lambda_{\text{min}}) \cdot \sigma(M)
\]

\[
\tilde{W}_{i,j} = \frac{\exp(W_{i,j})}{\sum_{k=0}^{n_x} \exp(W_{i,k})} \cdot \tilde{M}_{i,j}
\]

where \( \sigma(x) = 1/1 - \exp(-x) \) is the logistic sigmoid function.
2) **Soft SVD Parametrization**: This technique parametrizes a linear map as a factorization via singular value decomposition. The map is defined as two unitary matrices $U$ and $V$ initialized as orthogonal matrices, and singular values $\Sigma$ initialized randomly. During optimization, $U$ and $V$ are constrained via regularization terms such that they remain orthogonal:

\[
\begin{align*}
L_U &= ||I - UU^T||_2 + ||I - U^Tu||_2 \\
L_V &= ||I - VV^T||_2 + ||I - V^TV||_2 \\
L_{\text{reg}} &= L_U + L_V
\end{align*}
\]

(11a) (11b) (11c)

Similar to Perron-Frobenius regularization, this regularization also enforces boundary constraints on the singular values $\Sigma$, and its eigenvalues by extension. This is again achieved by clamping and scaling $\Sigma$:

\[
\tilde{\Sigma} = \text{diag}(\lambda_{\text{max}} - (\lambda_{\text{max}} - \lambda_{\text{min}}) \cdot \sigma(\Sigma))
\]

\[
\tilde{W} = U\tilde{\Sigma}V
\]

(12a) (12b)

where $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ are the lower and upper singular value bounds, respectively.

3) **Spectral Parametrization**: Similar to Soft SVD, this method proposed by [44] uses an SVD factorization to parametrize a linear map to enforce spectral constraints. This is achieved structurally using Householder reflectors to represent unitary matrices $U$ and $V$. The singular values $\Sigma$ are also constrained to lie between $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ using a sigmoid clamping similar to Soft SVD. In this form, no regularization term is needed to maintain orthogonal structure or spectral properties.

**E. Constraints**

1) **Output Constraints**: We apply inequality constraints on predictions during training in order to promote the boundedness and convergence of our dynamical models. We define output lower and upper bounds $y$ and $\bar{y}$, respectively, and derive corresponding slack variables $s_\Sigma$ and $s_\bar{y}$ to include in the objective function as an additional term $L_{\text{con}}$:

\[
\begin{align*}
s_y &= \max(0, -\hat{y} + \bar{y}) \\
s_{\bar{y}} &= \max(0, \hat{y} - \bar{y}) \\
L_{\text{con}} &= \frac{1}{n_y} \sum_{i=1}^{n_y} (s_y^i + s_{\bar{y}}^i)
\end{align*}
\]

(13a) (13b) (13c)

Bounding system trajectories is a straightforward way of including prior knowledge by delineating a physically meaningful phase space of the learned dynamics.

2) **Input Influence Constraints**: For block nonlinear models, we apply additional constraints to control the influence of learned input dynamics $f_u$ on predictions. Like the state observation constraints previously described, these are inequality constraints and are derived for $f_u$ in the same manner as in Equation [13] to create another term $L_{f_u}$.

3) **Predicted State Smoothing**: To promote continuous trajectories of our dynamics models, we optionally apply a state smoothing loss which minimizes the mean squared error between successive predicted states:

\[
L_{\text{dx}} = \frac{1}{(N-1)n_x} \sum_{i=1}^{N-1} \sum_{t=1}^{n_x} (x_t^i - x_{t+1}^i)^2
\]

(14)

4) **Multi-objective loss function**: We include constraints penalties as additional terms to the optimization objective $\mathcal{L}$ and further define coefficients, $Q_*$ as hyperparameters to scale each term in the multi-objective loss function:

\[
\mathcal{L} = Q_y L_y + Q_{\text{reg}} L_{\text{reg}} + Q_{dx} L_{\text{dx}} + Q_{\text{con}} L_{\text{con}} + Q_{f_u} L_{f_u}
\]

(15)

Note that in this work, $L_{\text{reg}}$ is only applied if Soft SVD linear map regularization is used. To minimize this objective, we use gradient descent via the AdamW optimizer [45].

**IV. NUMERICAL CASE STUDIES**

In this section we outline the experimental setup, procedure, and resulting outcomes for three numerical case studies which apply our constrained neural block nonlinear modeling approach to three nonlinear system identification tasks.

**A. Experimental Setup**

We consider three systems with varying degrees and types of nonlinearities in states and inputs to illustrate the versatility of our neural block-structured framework.

In chemical engineering, the **Continuous Stirred Tank Reactor (CSTR)** is a common mathematical model for a chemical reactor. It is equipped with a mixing device to provide efficient mixing of materials. It is a non-dissipative system that exhibits nonlinear behavior during exothermic reactions with unstable, oscillatory modes that makes the identification process non-trivial. The model is described by the following set of ordinary differential equations:

\[
\begin{align*}
r &= k_0 e^{-\frac{E}{RT}} x_1 \\
\dot{x}_1 &= \frac{q}{V} (C_{af} - x_1) - r \\
\dot{x}_2 &= \frac{q}{V} (T_f - x_2) + \frac{H}{\rho c_p} r A + \frac{A}{V \rho c_p} (u - x_2)
\end{align*}
\]

(16a) (16b) (16c)

where the measured system states $x_1$, and $x_2$ are the concentration of the product and temperature, respectively. The system has one control variable $u$ that represents the temperature of cooling jacket. We assume that the structure of the differential equations and the parameters $\{k_0, E, R, q, V, H, \rho, c_p, A, T_f, C_{af}\}$ are unknown. We generate a training dataset with an emulator based on the system equations. Random step inputs are used to excite the system to capture the system’s stability region and transient response. We generate the dataset by simulating the system for 10,000 time steps using the Scipy ODEInt solver.

The **Two Tank system** we consider consists of two water tanks that are connected by a valve. Liquid inflow to the first tank is governed by a pump. The valve opening controls the flow between the tanks and can either be fully open or
fully closed. The system can be described by the ordinary
differential equations:
\[
\dot{x}_1 = \begin{cases} 
(1 - u_1)c_1u_2 - c_2\sqrt{x_1}, & \text{if } x_1 \leq 1 \\
0 & \text{otherwise}
\end{cases} \quad (17a)
\]
\[
\dot{x}_2 = \begin{cases} 
c_1u_1u_2 + c_2\sqrt{x_1} - c_2\sqrt{x_2}, & \text{if } x_2 \leq 1 \\
0 & \text{otherwise}
\end{cases} \quad (17b)
\]
where the measured system states \(x_1\) and \(x_2\) denote the liquid
levels in first and second tank, respectively. The system has
two control variables \(u_1\) and \(u_2\) representing the pump speed
and valve opening, respectively. Similar to the CSTR system
we generate a dataset of 10,000 time steps via simulation
using the Scipy ODEInt solver.

The Aerodynamic Body exhibits oscillatory behavior when
subject to symmetric disturbances. We use a model that
predicts the acceleration and velocity of the body using the
measurements of its velocities (translational and angular)
and various angles related to its control surfaces. It has
a large number of parameters, including 4 aerodynamic
force coefficients, 11 aerodynamic momentum coefficients, 3
moments of inertia factors, and 4 other constant parameters.
The system has 10 inputs, including the various angles of
the control surfaces, angle of attack and sideslip, and the
measured angular velocities about the three inertial axes. Its
5 outputs measure the angular velocities and accelerations
about the lateral y and z direction. For further details about
the model, we refer the reader to the dataset source [46].
The dataset contains 501 input-output measurements sampled
uniformly at 0.02 second intervals.

For each system, we group the time series of inputs and
observed measurements into evenly split contiguous training
(first \(1/3\) of the data points), validation (next \(1/3\) of the data
points), and test sets (final \(1/3\) of the data points). Models are
optimized using the AdamW [45] variant of gradient descent
on the training set. For each system, we optimized at least
500 model configurations (obtained via directed and random
hyperparameter searches) for 10,000 gradient descent updates.
We select the best performing models on the open-loop MSE
for the development set, and report performance results on
the held-out test set. The hyperparameter space for the model
configuration search ranged over i) block structure, ii) linear
map prior, iii) nonlinear map type, iv) activation function
type, v) weights on the multi-objective loss function, vi)
gradient descent step size (from \(3 \times 10^{-5}\) to 0.01) and \(N\)-
step prediction horizon, vii) estimator input history window,
and viii) neural network width and depth.

B. Results and Discussion

Table II shows a comparison of our best performing systems
models versus models trained with a single \(N\)-step objective
loss (6) without constraints penalties with an unstructured
neural network model. Table III shows configuration details
for the best performing models. The CSTR system shows an
almost 200% improvement on open-loop MSE using a block
nonlinear structured model and the constraint enforcing multi-
objective loss (15). The Aerodynamic Body system shows
greater than 200% improvement using Spectral regularization
for the linear maps of the neural network blocks, a learnable
BLU activation function, and penalty constraints via multi-
objective loss (15). The Two Tank system shows an order
of magnitude improvement using the neural Hammerstein
model with the multi-objective loss (15). For this system,
the structured model generalizes well to the open loop
evaluation task from the \(N\)-step training objective whereas the
unstructured model does not. Figure 3 compares the traces of
these learned models against the ground truth demonstrating
that these quantitative gains translate to meaningful im-
provement in performance. The Two Tank and Aerodynamic
Body systems are well-fit on the development set for both
the constrainedStructured and unconstrained/unstructured
models. However, the unconstrained/unstructured models
(second row) drift from the true trajectory on the unobserved
test set. For the unstable highly nonlinear CSTR system,
neither model reaches all the extreme values but the uncon-
strained/unstructured model has an evident bias for even the
non-extreme states across the development and test sets.

As may be expected, shown in Figure 2 particular
systems favor particular block structured configurations, with
the CSTR model preferring nonlinear maps for all block
components, the Two Tank model preferring a Hammerstein
model with a nonlinear map only on the input, and the
Aerodynamic Body model preferring the model without block
structure which allows for more direct nonlinear interaction
between the input and state variables.

![Table II: Test set MSE of best-observed structured constrained and unstructured unconstrained models.](image)

| System | Structure | Constr. | N-step | Open-loop |
|--------|-----------|---------|--------|-----------|
| CSTR   | Block-nonlinear | Y | 0.00126 | 0.00171 |
|        | Unstructured | N | 0.00477 | 0.00496 |
| TwoTank| Hammerstein | Y | 0.00029 | 0.00050 |
|        | Unstructured | N | 0.00047 | 0.00542 |
| Aero   | Unstructured | Y | 0.00144 | 0.00153 |
|        | Unstructured | N | 0.00481 | 0.00484 |
Fig. 3. Open-loop traces of the best performing model configurations with constraints (top row) compared to unstructured models without constraints (bottom row) for the CSTR (left), Two Tank (center), and Aerodynamic Body (right) systems.

### TABLE III

| System     | Structure  | State Est. | LM  | NLM | Layers | Nodes | Act. | LR     | $Q_{dx}$   | $Q_{y_0}^{con}$ | $Q_{f_0}^{con}$ | $Q_y$   | $\lambda_{min}$ | $\lambda_{max}$ | $N$  | $N_p$ |
|------------|------------|------------|-----|-----|--------|-------|------|--------|-----------|-----------------|-----------------|--------|----------------|----------------|------|------|
| CSTR       | Block-nonlinear | RNN        | Linear | rMLP | 6      | 60    | GELU | $1 \times 10^{-4}$ | 0.2 | 0.2 | 0.1 | 0.5 | — | — | 64 | 1 |
| TwoTank    | Hammerstein  | rMLP       | Linear | rMLP | 3      | 40    | GELU | $3 \times 10^{-4}$ | 0.3 | 0.3 | 0.1 | 0.5 | — | — | 64 | 4 |
| Aero       | Unstructured | RNN        | Spectral | rMLP | 2      | 25    | BLU  | 0.01 | 0.2 | 0.2 | — | 0.5 | 0.4 | 0.7 | 16 | 2 |

### C. Ablation Study

The above results suggest that constraint-enforcing objective terms and structural priors can have a dramatic effect on the ultimate model fit. In this section we perform studies to assess which modeling priors have greatest effect for each respective system. For each system, we conduct an ablation study in order to assess the effectiveness of constraint penalty terms and linear map parameterizations for modeling. For each system’s best-observed architecture, we train 10 randomly initialized models with all the recorded constraint values, no constraints, and ablating each constraint in turn. Specifically, we train models setting $Q_{y_0}^{con} = 0$, $Q_{dx} = 0$, $Q_{f_0}^{con} = 0$, and with no inductive prior on the linear map. As an extreme case, we also show results for models trained without block structure or constraints penalties.

Figure 4 shows the test set open-loop MSE on the best performing models for each system given the different ablation conditions. Fully constrained and block-structured nonlinear models (All) perform better than unstructured unconstrained models (-All*). However, different combinations of constraints may improve performance depending on the system under consideration. For the Aerodynamic Body system, removing any one constraint degrades performance similar to removing all constraints with the exception of smoothing ($Q_{dx}$) which seems to have less effect. For the Two Tank system removing most individual constraints has little effect but removing the smoothing constraint can actually improve performance which aligns with the discontinuities in the underlying system. Performance on Two Tank appears to rely heavily on the Hammerstein block structure which results in a dramatic drop in performance when removed. The CSTR model performs worse when removing the input influence constraint ($Q_{f_0}^{con}$) or the block-nonlinear model structure, but can benefit when removing other constraints. Similar to the Two Tank model, the near discontinuities in the underlying system behavior make the smoothing term an ill-posed regularization constraint for this particular system.

Fig. 4. Performance comparison across models with ablated constraints.
Fig. 5. Eigenvalue plots in the complex plane for the state transition map weights of the best performing models with constraints (first row) compared to unstructured and unconstrained (second row) for the CSTR (left), Two Tank (center), and Aerodynamic Body (right) systems. The third row plots eigenvalues of ground truth ODEs linearized across a range of initial conditions. Blue circles represent stable regions.

D. Eigenvalue Analysis

Fig. 5 shows concatenated eigenvalue plots of the state transition maps of the best performing structured and constrained (top row) vs unstructured and unconstrained models (second row) for the CSTR, Two Tank, and Aerodynamic Body systems, respectively. We display only the eigenvalues of the linear maps for $f_x$ and $f_{xu}$, respectively. Hence the damping effect of the used stable activation functions on the eigenvalue space is omitted in this analysis. Blue circles represent the stable regions of the complex plane. An interesting observation is that the best performing constrained and structured models (first row) always yield stable state transition weights. By intuition, the composition of stable functions yields the global stability of the learned system dynamics. A formal proof of this proposition will be subject to future work. On the other hand, the unstructured and unconstrained models (second row) sometimes learn weights with unstable eigenvalues, therefore, lose the global stability guarantee.

The eigenvalues of the linearized ground truth ODEs (bottom row) show the tendencies of each system over a range of steady-state conditions. The unstable oscillatory modes of CSTR are apparent in the original linearized system (bottom left) and explain why the stable eigenvalue spectrum of the learned block-structured model (top left) is not entirely capturing the oscillatory modes, as shown in Fig. 5. The small eigenvalues are expected for the Two Tank system (bottom center) because the system’s energy drops rapidly without inlet flow. In contrast, the learned Hammerstein model (top center) has a dominant eigenvalue close to 1, which refers to the energy conversion property of the learned latent dynamics. However, thanks to the projection of the latent dynamics to the output space dynamics via linear $f_y$ map, the model is still accurately representing the actual system dynamics. The Aerodynamic Body model is linearized around its steady trimmed conditions and the resulting eigenvalues (bottom right) are very similar to the ones of the learned constrained block-structured model (top right).

V. Conclusion

We proposed constrained block nonlinear neural state space models for the identification of nonlinear dynamical systems, and a host of options for constructing such models. Analyses of three dynamical systems have exhibited the efficacy of this modeling approach by superior open-loop performance. In addition to learning accurate systems models from small measurement sets, our constrained and block-structured neural models can yield meaningful performance gains over their unconstrained and unstructured counterparts. Different model structures performed best for each test system, emphasizing the utility of our adaptable, modular deep system identification methodology. Our analysis of the learned system dynamics suggests that suitable constraints and structural priors can be chosen for effective data-driven modeling given some high-level intuition of the underlying system and lacking any specific knowledge of the governing equations or their functional forms. For future work, extended analysis of individual constraints and neural architecture choices on a broader set of non-autonomous and autonomous systems can provide further guidance on effective application of our presented methods for engineering practice.
