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A non-Fermi liquid state without time-reversal and parity symmetries arises when a chiral Fermi surface is coupled with a soft collective mode in two space dimensions. The full Fermi surface is described by a direct sum of chiral patch theories, which are decoupled from each other in the low energy limit. Each patch includes low energy excitations near a set of points on the Fermi surface with a common tangent vector. General patch theories are classified by the local shape of the Fermi surface, the dispersion of the critical boson, and the symmetry group, which form the data for distinct universality classes. We prove that a large class of chiral non-Fermi liquid states exist as stable critical states of matter. For this, we use a renormalization group scheme where low energy excitations of the Fermi surface are interpreted as a collection of (1+1)-dimensional chiral fermions with a continuous flavor labeling the momentum along the Fermi surface. Due to chirality, the Wilsonian effective action is strictly UV finite. This allows one to extract the exact scaling exponents although the theories flow to strongly interacting field theories at low energies. In general, the low energy effective theory of the full Fermi surface includes patch theories of more than one universality classes. As a result, physical responses include multiple universal components at low temperatures. We also point out that, in quantum field theories with extended Fermi surface, a non-commutative structure naturally emerges between a coordinate and a momentum which are orthogonal to each other. We show that the invalidity of patch description for Fermi liquid states is tied with the presence of UV/IR mixing associated with the emergent non-commutativity. On the other hand, UV/IR mixing is suppressed in non-Fermi liquid states due to UV insensitivity, and the patch description is valid.
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I. INTRODUCTION

Landau Fermi liquid theory is the low energy effective theory for conventional metals[1]. In Fermi liquids, kinematic constraints suppress non-forward scatterings caused by short-range interactions except for the pairing channel[2, 3]. In the absence of both time reversal and parity symmetries, even the pairing interactions are suppressed, and Fermi liquid states can exist as a stable phase of matter at zero temperature. In Fermi liquid states, shape of the Fermi surface is a good ‘quantum number’ at low energies, and many-body eigenstates can be constructed by filling single-particle states even in the presence of interactions.

The Fermi liquid theory breaks down in metals where a soft collective excitation mediates a singular interaction between fermions at quantum critical points or in quantum critical phases[4–39]. As a result of strong mixing between particle-hole excitations of the Fermi surface and the critical collective mode, quantum fluctuations of Fermi surface remain important at low energies, and the many-body ground state is no longer described by a serene Fermi sea.

Recently, different perturbative schemes have been developed in order to tame quantum fluctuations of Fermi sea and gain a controlled access to non-Fermi liquid states. One can continuously tune the energy dispersion of the soft collective mode[40, 41], or the co-dimension of the Fermi surface[42] to obtain perturbative non-Fermi liquid fixed points. Non-Fermi liquid behaviors in an intermediate scale are also obtained from an alternative scheme[43]. Having established that there exist perturbative non-Fermi liquid fixed points, it is of interest to find examples of strongly interacting non-Fermi liquid states that can be understood beyond the perturbative limits.

It is an outstanding theoretical problem to understand the non-perturbative nature of wildly fluctuating Fermi surfaces in non-Fermi liquid states, especially in two space dimensions where strong quantum fluctuations persist down to arbitrarily low energies. Compared to the critical systems which have only discrete gapless points in momentum space, field theories for Fermi surface are more challenging due to the extra softness of the Fermi surface associated with the presence of an infinitely many gapless modes[37, 38].

In this paper, we study a class of $(2 + 1)$-dimensional chiral non-Fermi liquid states without time-reversal and parity invariance. The metallic state in two space dimensions is chiral in the sense that one of the components of the Fermi velocity has a fixed sign. Although there are indications that the chiral non-Fermi liquid states are stable, so far there has been no rigorous proof of the stability due to a lack of control over the strongly interacting field theories[37]. In this work, we systematically exploit extra kinematic constraints imposed by the chiral nature of the theory to show that a large class of chiral non-Fermi liquid states indeed do exist as stable critical states of matter. For this we use the patch description where the full Fermi surface is decomposed into local patches in momentum space. General chiral patch theories are characterized by the geometric data of the local Fermi surface and the dispersion of the critical boson. Thanks to chirality, exact critical exponents can be obtained.

The chiral non-Fermi liquids are the two-dimensional analogs of the chiral Luttinger liquids[44]. In both cases, the stability is guaranteed by the absence of back scatterings. Furthermore, critical exponents are protected by chirality, and can be computed exactly based on kinematic considerations.

The paper is organized in the following way. In Sec. II, we motivate the low energy effective theory for chiral non-Fermi liquids from a set-up that can be potentially realized in experiments. It is based on the chiral metal[45], where a two-dimensional chiral Fermi surface arises on the surface of a stack of quantum Hall layers in the presence of interlayer tunnelings. A flavor degree of freedom is introduced by bringing two such stacks with opposite magnetic fields close to each other as is shown in Fig. 1(a). In the absence of tunneling between the two stacks, there is a flavor symmetry associated with a rotation in the space of flavor. The flavor symmetry can be spontaneously broken by an interaction between electrons. The quantum critical point associated with the symmetry breaking is described by a chiral non-Fermi liquid state. In Sec. III, we construct a low-energy effective theory for chiral non-Fermi liquid states using the local patch description. First, we focus on the most generic patches with nonzero quadratic curvatures of the Fermi surface. Near one of the generic points, the local dispersion of fermion is given by $\epsilon_k = k_x + \gamma_2 k_y^2$, where $\vec{k} = (k_x, k_y)$ is the momentum away from a point on the Fermi surface. Higher order curvatures become important at isolated points on the Fermi surface where the quadratic curvature $\gamma_2$ vanishes as is shown in Fig. 20. Theories for more general shapes of Fermi surface with the dispersion of the form, $\epsilon_k = k_x + \gamma_2 k_y^2 + u k_y^4$ with $u > 2$ will be discussed in Sec. VIII. After the patch theory is introduced, the two-dimensional Fermi surface is mapped into a collection of one-dimensional chiral fermions carrying a continuous flavor which corresponds to the momentum along the Fermi surface. In the following sections, we develop a renormalization group scheme based on the one-dimensional picture. Although the theory is superficially written as an one-dimensional theory, it remembers the two-dimensional nature of the underlying theory through a kinematic constraint between the two momentum components. In particular, the momentum along the Fermi surface (the continuous flavor) and the coordinate perpendicular to the Fermi surface obey an emergent non-commutative relation. The physical origin of the non-commutativity and its consequences are discussed in Sec. IV and Appendix A. In Sec. V, the regularization scheme and the renormalization group (RG) prescription for the field theory are introduced. Because the dynamical critical exponent is not known a priori, we choose a prescription which is compatible with any dynamical critical exponent. Namely, a cut-off is imposed only along the spatial direction perpendicular to the Fermi surface, but not in time. Because of this rather unusual choice of regularization scheme, the Wilsonian effective action obtained by integrating out short-distance (in space but not in time) modes includes terms that are non-local in time, although locality is maintained along the spatial direction. In Sec. VI, which constitutes the central part of the paper, we show the stability of the chiral path theories. In Sec. VI A, we consider the general form of the Wilsonian effective
action allowed by scaling analysis. In the scaling under which the interaction remains invariant, a part of the kinetic term is irrelevant, and it introduces a UV cut-off scale to the theory. If the Wilsonian effective action were dependent on the UV cut-off scales in a singular way, the scaling dimensions would deviate from the ‘bare’ ones. It turns out that the present theory is UV finite thanks to the chiral nature of the theory as is proved in Sec. VII. As a result, one can take the limit of infinite UV cut-off scales. The UV finiteness and the absence of IR scale at the critical point implies that the theory should remain critical at low energies provided that the theory is IR finite as is explained in Sec. V. In Sec. VI D, it is shown that the theory is indeed IR finite through an explicit computation of the Wilsonian effective action. As a result, one can show that the exact scaling dimension is given by the bare scaling under which the interaction is kept invariant. In Sec. VIE, we emphasize the difference between the Wilsonian effective action and the full quantum effective action, which allows one to compute the Wilsonian effective action of the chiral patch theory perturbatively in the limit where the external momenta are smaller than the running cut-off scale while the full quantum effective action can not be computed perturbatively[37].

In Sec. VII, the exact beta functions are derived, from which the dynamical critical exponent and the scaling dimension of the fermionic field are obtained, which coincide with the ones obtained from the general scaling analysis in Sec. VIA. In Sec. VIII, we turn to general patch theories with cubic or higher order local curvatures of the Fermi surface. In particular, inflection points on the Fermi surface are described by the patch theory with the local dispersion, $\epsilon_k = k_x + \gamma_3 k_y^2$. The results obtained in Sec. V - Sec. VII are extended to the general cases. From this, it is shown that the general chiral patch theories are also stable, and the exact dynamical critical exponents are obtained. In Sec. IX, we discuss the thermodynamic response of the system. The full Fermi surface is composed of local patch theories, some of which belong to different universality classes. As a result, physical response functions of the system possess multiple universal components. In Sec. X, we close with a summary and discussions.

II. A POTENTIAL EXPERIMENTAL REALIZATION

To motivate the field theory for chiral non-Fermi liquids, we consider two stacks of $\nu = 1$ integer quantum Hall layers as is shown in Fig. 1(a). Each layer supports one-dimensional chiral edge mode. If magnetic field is applied in opposite directions in the two stacks, the edge modes have the same chirality in the region where the two stacks face each other as is shown in Fig. 1(b).

In the presence of tunneling between the layers within each stack, the chiral edge modes disperse along the direction perpendicular to the quantum Hall layers, and form a two-dimensional chiral Fermi surface[45]. The low energy modes near the chiral Fermi surface can be described by two fermionic fields $\psi_i$, where the flavor $i = 1, 2$ labels different stacks. We assume that electron spin is fully polarized, and consider spinless fermions. In the absence of tunneling be-

![FIG. 1: (a) Two stacks of integer quantum Hall layers with $\nu = 1$. (b) When the directions of magnetic field are opposite in the two stacks, the edge modes have same chirality near the region where two stacks are close to each other. The interface of the two stacks is described by a two-dimensional chiral metal with two flavors.](image)

between the two stacks, the quadratic action has $SU(2)$ flavor symmetry. Suppose that there is a short-range density-density interaction that respects the flavor symmetry,

$$H_{int} = V(c_i^* c_1 + c_i^* c_2)^2,$$

with $V > 0$. Here $c_i$ represents the microscopic electron operator in the $i$-th stack. It can be written as a superposition of low energy fields which include not only the gapless chiral mode but also other gapped non-chiral modes which reside near the edge. By using the identity $\bar{\sigma}_{ij} \cdot \bar{\sigma}_{kl} = 2(\delta_{il}\delta_{jk} - \frac{1}{2}\delta_{ij}\delta_{kl})$ the interaction can be expressed as

$$H_{int} = -\frac{V}{3}(c_1^* \bar{\sigma}_{ij} c_j) \cdot (c_2^* \bar{\sigma}_{kl} c_l).$$

When $V$ is large enough, $H_{int}$ can lead to a condensation in the particle-hole channel, $\langle \bar{\phi} \rangle \sim \langle c_i^* \bar{\sigma}_{ij} c_j \rangle$. The exciton condensation spontaneously breaks the flavor symmetry, inducing a charge imbalance (coherent tunneling) between the stacks when $\bar{\phi}$ points along (perpendicular to) the $\hat{z}$ direction. Once $\langle \bar{\phi} \rangle$ becomes nonzero, the system becomes a chiral Fermi liquid with a reduced symmetry. If the phase transition is continuous, the corresponding quantum critical point is described by a chiral metal which is coupled with a critical boson. If the $SU(2)$ symmetry is explicitly broken by a small energy scale, there will be no sharp phase transition. Nonetheless, critical behaviors will show up at temperatures larger than the energy scale.
III. PATCH DESCRIPTION FOR CHIRAL NON-FERMI LIQUIDS

![Diagram of Fermi sea and patches](image)

**FIG. 2:** The chiral Fermi sea. Generically, there are two points on the Fermi surface which have a common tangent vector. For example, the points \( P_A \) and \( P_B \) have the same tangent vectors and they remain strongly coupled to each other in the low energy limit. A minimal patch theory should include all the points with the common tangent vector.

In this section, we construct a minimal theory for the quantum phase transition described in the previous section. If there are only nearest neighbor hopping between chiral edge modes within each stack, the kinetic energy of the chiral metal in each stack can be written as

\[
\varepsilon_K = K_x - 2t \cos(K_y d),
\]

where \( K_x \) is the momentum along the edge, \( K_y \) is the momentum perpendicular to quantum Hall layers, and \( t \) (\( d \)) is the hopping matrix element (distance) between nearest layers within each stack. The velocity along the edge is normalized to be one. At low energies, regions near the Fermi surface with different tangent vectors are decoupled from each other because of the kinematic separation[10]. As a result, one can focus on patches with a common tangent vector at low energies. Except for the inflection points at \( (K_x = 0, K_y = \pm \pi/2d) \), there are two points at which the tangent vectors of the Fermi surface are parallel to each other. Here we focus on the generic patches away from the inflection points. Patch theories for the inflection points will be discussed in Sec. VIII.

At the generic points, the local Fermi surface is parabolic. As a concrete example for patches with quadratic curvatures, we consider the low-energy modes near \( P_A \equiv (K_x = 2t, K_y = 0) \) and \( P_B \equiv (K_x = -2t, K_y = \pi/d) \) which have parallel tangent vectors, as shown in Fig. 2. They are described by the quadratic action,

\[
S_2 = \sum_{j=1}^{2} \sum_{s=\pm} \int \frac{d\omega \, d^2 \mathbf{k}}{(2\pi)^3} \left( i\omega + k_x + s \gamma k_y^2 \right) \phi_{s,j}^*(\omega, \mathbf{k}) \phi_{s,j}(\omega, \mathbf{k}),
\]

where \( \psi_{s,j} \) (\( \tilde{\psi}_{s,j} \)) represents the low energy excitations near \( P_A \) (\( P_B \)) in the \( j \)-th stack with \( j = 1, 2 \), \( (k_x, k_y) \) refers to the deviation of the momentum of \( \psi_{s,j} \) (\( \tilde{\psi}_{s,j} \)) from \( P_A \) (\( P_B \)), and \( \gamma = td^2 \) is the absolute value of the local curvature. It is noted that the curvatures at the two points are equal in magnitude but opposite in sign.

Now, we consider a general theory where the fermions with \( N \) flavors are coupled with a boson,

\[
S = \int \frac{d\omega \, d^2 \mathbf{k}}{(2\pi)^3} \left( i\omega + k_x + s \gamma k_y^2 \right) \psi_{s,j}^*(\omega, \mathbf{k}) \tilde{\psi}_{s,j}(\omega, \mathbf{k})
\]

\[
+ \frac{1}{2} \int \frac{dv \, d^2 \tilde{q}}{(2\pi)^3} (v^2 + |q|^2 + \mu^2) \phi_\alpha(-\nu, -\tilde{q}) \phi_\alpha(\nu, \tilde{q})
\]

\[
+ g \int \frac{d\omega \, d^2 \mathbf{k}}{(2\pi)^3} \int \frac{dv \, d^2 \tilde{q}}{(2\pi)^3} \psi_{s,\tilde{j}}^*(\omega + \nu, \mathbf{k} + \tilde{q}) T_{ij} \tilde{\psi}_{s,j}(\omega, \mathbf{k}).
\]

The summation over \( s = \pm \) and \( j = 1, 2, \ldots, N \) are assumed in the expression. The example discussed in the previous section corresponds to the case with \( N = 2 \). In the following, we assume general \( N \) which are not necessarily large. In general, the low energy physics can be governed by an effective theory with a dynamical critical exponent \( z > 1 \), in which the case the term that is linear in frequency in the fermion kinetic term is irrelevant. Therefore, we keep a ‘coupling’ \( \eta \) for the dynamical term. \( \phi_\alpha \) is a boson field, and \( T_{ij} \) is a matrix that characterizes the flavor quantum number carried by the boson. Here we consider the \( SU(N) \) flavor group, where \( T_{ij} \) are traceless Hermitian matrices with \( \alpha = 1, 2, \ldots, N^2 - 1 \), \( \mu^2 \) is the mass of the boson which drives a quantum phase transition. For \( \mu^2 > 0 \) the system is described by the Fermi liquid with the unbroken symmetry. For \( \mu^2 < 0 \) a condensation of \( \phi_\alpha \) breaks the flavor symmetry spontaneously. We will later focus on the critical point at which \( \mu = 0 \). However, it is helpful to keep a nonzero positive mass temporarily in order to avoid spurious IR singularities that may show up in intermediate steps of the RG analysis. It is noted that the boson is non-chiral because a chiral boson can not be gapped even away from the critical point. The non-chiral kinetic energy for the boson is generated once the gapped non-chiral modes near the edge are integrated out. In the absence of time-reversal or parity invariance, one may add local terms that are linear in \( \nu \) or \( q_\nu \) in the boson action. However, \( \phi_\alpha \partial_\mu \phi_\beta \) are total derivative terms and do not affect dynamics. Terms of the form \( \phi_\alpha \partial_\mu \phi_\beta \) with \( \alpha \neq \beta \) are prohibited by flavor symmetry. While \( (\partial_\nu \phi^\alpha)(\partial_\nu \phi^\alpha) \) is allowed by symmetry, it is irrelevant compared to \( (\partial_\nu \phi^\alpha)(\partial_\nu \phi^\alpha) \).

Although the minimal theory has two patches, one can reinterpret the two-patch theory as an one-patch theory with a larger representation of the flavor group. In order to see this, we define a fermion field \( \phi_j \) with doubled flavor indices

\[
\psi_j(\omega, \mathbf{k}) \equiv \tilde{\psi}_{s,j}(\omega, \mathbf{k}) \text{ for } 1 \leq j \leq N,
\]
\[ \psi_j(\omega, \vec{k}) \equiv \hat{\psi}_{-j-N}(\omega, -\vec{k}) \text{ for } N + 1 \leq j \leq 2N. \tag{6} \]

In terms of the 2N-component fermion field, the action is written as

\[ S = \int \frac{d\omega \, d^2\vec{k}}{(2\pi)^3} \left[ i\eta \omega + k_+ + \gamma k_0^2 \right] \psi_j^*(\omega, \vec{k}) \psi_j(\omega, \vec{k}) \]
\[ + \frac{1}{2} \int \frac{d\nu \, d^2\vec{q}}{(2\pi)^3} \left( \nu^2 + |q|^2 + \mu^2 \right) \phi_\alpha(\nu, -\vec{q}) \phi_\alpha(\nu, \vec{q}) \]
\[ + g \int \frac{d\omega \, d^2\vec{k}}{(2\pi)^3} \frac{d\nu \, d^2\vec{q}}{(2\pi)^3} \times \phi_\alpha(\nu, \vec{q}) \psi_i^*(\omega + \nu, \vec{k} + \vec{q}) T_\alpha^\beta \psi_j(\omega, \vec{k}). \tag{7} \]

Here \( T^\alpha \) is 2N \times 2N reducible representation of the \( SU(N) \) group given by

\[ T^\alpha = \begin{pmatrix} \hat{T}^\alpha & 0 \\ 0 & -\hat{T}^\alpha \end{pmatrix}. \tag{8} \]

We also consider a generalized boson action of the form \( (\nu^2 + q_+^2 + q_0^2 + \mu^2)^{\theta/2} \), where \( \theta \) is treated as a free parameter. The theory in Eq. (7) is nothing but a chiral one-patch theory where fermions transform in an enlarged reducible representation of the flavor group. In non-chiral two-patch theories, the transformation in Eq. (6) leads to a Dirac fermion with two components\[42\]. In this respect, the nature of the chiral two-patch theory is fundamentally different from the non-chiral two-patch theory. We choose the normalization of \( T^\alpha \) such that \( \text{Tr} \left[ (T^\alpha)^2 \right] = 1 \) for all \( \alpha \).

At the Gaussian fixed point, the scaling dimensions of momentum components, fields and the coupling are given by

\[
\begin{align*}
\omega & = 1, \\
k_+ & = 1, \\
k_y & = \frac{1}{2}, \\
\psi_i & = -\frac{7}{4}, \\
\phi_\alpha & = -\frac{5 + \theta}{4}, \\
g & = \frac{\theta - 1}{4}, \\
\mu & = \frac{1}{2}. \tag{9}
\end{align*}
\]

It is noted that \( \nu^2, q_+^2 \) in the boson action is irrelevant compared to \( q_y^2 \). Therefore, we drop the dependencies on \( \nu \) and \( q_+ \) in the boson dispersion to consider the following boson propagator,

\[ \chi_\theta(q) = \frac{1}{|q_y^2 + \mu^2|^{\theta/2}}. \tag{10} \]

The fermion-boson coupling \( g \) is relevant (irrelevant) for \( \theta > 1 \) (\( \theta < 1 \)) and marginal for \( \theta = 1 \). Consequently, the (2+1)-dimensional theory is at the upper critical dimension when \( \theta = 1 \), and below (above) the upper critical dimension when \( \theta > 1 \) (\( \theta < 1 \)). The earlier works\[40, 41\] developed a perturbative expansion for the critical point with \( \mu = 0 \) near \( \theta = 1 \). The most generic value for local theories, including the theory for the system discussed in the previous section, is \( \theta = 2 \).

For a generic \( \theta > 1 \) not close to 1, the critical theory flows to a strongly interacting non-Fermi liquid state at low energies. However, we can obtain exact dynamical information of the theory thanks to the chiral nature of the theory. Note that we could have added a \( \lambda \phi^4 \) term to the action in Eq. (5). At the Gaussian fixed point the scaling dimension of the coupling \( \lambda \) is \( |\lambda| = -5/2 \). Since it is irrelevant for \( \theta < 5/2 \), we drop it.

Upon integrating out the boson, we obtain a four fermion interaction,

\[ \int \frac{d\omega_1 \, d^2\vec{k}_1 \, d\omega_2 \, d^2\vec{k}_2 \, d\nu \, d^2\vec{q}}{(2\pi)^9} \psi_i^*(\omega_1, \vec{k}_1) \psi_i^*(\omega_2, \vec{k}_2) \times \psi_j(\omega_2 + \nu, \vec{k}_2 + \vec{q}) \psi_j(\omega_1 + \nu, \vec{k}_1 + \vec{q}) \psi_i(\omega_1, \vec{k}_1), \tag{11} \]

where \( V_{ij;ln} = -\frac{g^2}{2} \sum_{\alpha} T_{ij}^\alpha T_{ln}^\alpha \). In this paper, we take the viewpoint that the Fermi surface is made of a collection of one-dimensional chiral fermions labeled by \( y \)-momentum \( k_y \). In order to simplify notation, henceforth, we will use \( k \) without subscript to represent \( y \) component of momentum. We go over to the (1+1)-dimensional real space which is conjugate to \( (\omega, \epsilon_k) \),

\[ \psi_j(\tau, x) = \int \frac{d\omega \, dk}{2\pi} e^{i\omega \tau + ik_x x} \psi_j(\omega, \epsilon_k - \gamma k^2, k). \tag{12} \]

Note that \( x \) is conjugate to \( \epsilon_k = k_x + \gamma k^2 \), but not to \( k_x \). This implies that slowly varying modes in \( x \) carry momenta close to the Fermi surface, that is, \( k_x \sim -\gamma k^2 \). In this basis, the action takes the form of a local (1+1)-dimensional theory,

\[ S = \int \frac{dk}{2\pi} \frac{dr}{2\pi} \psi_i^* \psi_k(r) \left[ \eta \partial_r - i\partial_x \right] \psi_i \psi_k(r) \]
\[ + \int \frac{dk_1}{2\pi} \frac{dq}{2\pi} \int \frac{dr}{2\pi} e^{i\gamma_2(k_1 - k_x)\eta} V_{ij;ln} \chi_\theta(q) \psi_j \psi_k \psi_i \psi_l(r) \tag{13} \]

Here \( r = (\tau, x) \) and \( q, k, k_1 \) represent \( y \)-momenta, which are now interpreted as continuous flavors carried by the 1+1D chiral fermions in addition to the discrete flavor. The long-range interaction mediated by the critical boson becomes a four-fermion vertex. In this representation, the sliding symmetry\[38\] is realized by a simple shift in \( y \)-momentum, \( \psi_i \rightarrow \psi_i + \Delta k \).

It is interesting to note that the curvature of Fermi surface completely drops out from the kinetic term. This is due to the fact that the kinetic energy is ultra-local in momentum space. Instead the curvature shows up in the phase factor of the four-fermion vertex. The phase factor plays a crucial role in describing the low energy physics correctly. In particular, the phase factor is the only term that remembers the \((2 + 1)\)-dimensional nature of the theory. Without the phase factor, the theory becomes an \((1 + 1)\)-dimensional theory which is fundamentally different from the \((2 + 1)\)-dimensional theory. In other words, a nonzero curvature is a relevant perturbation.
to the \((1+1)\)-dimensional theory which qualitatively modifies the low energy behaviors. This feature can be checked from the fact that various expressions that characterize low energy properties of the system become singular in the zero curvature limit, as will be shown later.

In Eq. (13), the translational symmetry appears to be explicitly broken by the phase factor. However, one can check that the symmetry is still intact once the fermion field \(\psi(\tau, x)\) transforms projectively as

\[
\psi_{i,k}(\tau, x) \rightarrow e^{-i\gamma k^2 x_0} \psi_{i,k}(\tau, x + x_0)
\]

under a translation along the \(x\)-direction. Before we delve into the renormalization group analysis, we make a small digression in the next section to discuss about the origin and implications of the phase factor in the four-fermion interaction.

### IV. Emergent Non-commutativity

The phase factor in the four-fermion vertex is reminiscent of the Moyal product in non-commutative field theories\cite{46} although it is not exactly of the same form. Indeed, it suggests that there is an emergent non-commutative structure between \(x\)-coordinate and \(y\)-momentum at low energies. In this section and Appendix A, we will elaborate on this point. This section is rather orthogonal to the rest of the paper, and it may be skipped by the readers who want to reach the main conclusion of the paper quickly.

Physically, the phase factor represents a mismatch of \(x\)-momenta between low-energy fermions which carry different \(y\)-momenta. This is a consequence of the fact that \(x\)-momentum is tied with \(y\)-momentum at low energies due to the curvature of the Fermi surface. Suppose \(\Lambda_x\) is a UV cutoff in energy, which is equivalent to the largest \(x\)-momentum a particle or hole can have away from the Fermi surface. Let us consider low-energy particle-hole pairs that can be created within the thin shell with width \(2\Lambda_x\) near the Fermi surface. When \(\Lambda_x = 0\), the \(x\)-momentum is completely determined from the \(y\)-momenta of the particle and hole: a particle-hole pair created by \(\psi_{i,k+p}^* \psi_{j,k}\) carries \(x\)-momentum, \(-\gamma[(k + p)^2 - k^2]\). When \(\Lambda_x \neq 0\), there is an uncertainty \(2\Lambda_x\) in the \(x\)-momentum of the particle-hole pair with fixed \(p\) and \(k\) as is illustrated in Fig. 3 (a).

![FIG. 3: The solid curve is the Fermi surface, and the dashed curves represent the Fermi surface shifted by \(\pm \Lambda_x\) along the \(k_x\) direction. (a) The two arrows represent the minimum and maximum \(x\)-momenta \(\pm \Lambda_x\) of the particle-hole pair \(\psi_{i,k+p}^* \psi_{j,k}\). The \(x\)-momenta of two pairs of particle-hole excitations created by \(\psi_{i,k+p}^* \psi_{j,k}\) and \(\psi_{i,k+\Delta k+p}^* \psi_{j,k+\Delta k}\) can not be resolved within the uncertainty \(2\Lambda_x\) if \(\Delta k\) is too small. This is because the allowed \(x\)-momentum for the first pair overlap with those for the second. (c) If \(\Delta k\) is large enough, the \(x\)-momenta of the two pairs can be resolved because the largest possible \(x\)-momentum of the first particle-hole pair is smaller than the smallest possible momentum of the second pair.](image)
This implies

$$\Delta k \Delta x > \frac{1}{\gamma p}, \quad (16)$$

where we use the fact that the uncertainty in the real space is given by $\Delta x \sim \frac{1}{\Lambda x}$. Without loss of generality, $\Delta k$, $p$ and $\Delta x$ are assumed to be positive. Therefore, there is a non-trivial uncertainty relation between the $x$-coordinate and the $y$-momentum, which is inversely proportional to the curvature and the net $y$ momentum of a particle-hole pair. This indicates that the zero curvature limit is singular. It is also interesting to note that the ‘Planck constant’ in the uncertainty relation is dimensionful.

This uncertainty relation implies that the theory has an IR scale which is inversely proportional to a UV scale. For example, we can construct an IR scale for the momentum of a particle-hole pair,

$$p^* \sim \frac{1}{\gamma k^{\text{max}} \Delta x} \sim \frac{\Lambda_x}{\gamma \Lambda}, \quad (17)$$

from a UV scale $\Lambda$, where we use the fact that the largest uncertainty in $k$ is given by the size of Fermi surface $\Lambda$. It is noted that $\Lambda$ which corresponds to the Fermi momentum is in general much larger than $\Lambda_x$ which is set by the low energy scale, say temperature. Conversely, a small transverse momentum of a particle-hole pair $p$ sets a UV momentum scale given by

$$\Lambda^* \sim \frac{\Lambda_x}{\gamma p}. \quad (18)$$

In order to appreciate the physical meaning of Eqs. (17) and (18), let us consider an one-loop vertex function shown in Fig. 4. Here a boson with three-momentum $(\omega_p, \vec{p})$ creates virtual particle-hole excitations with $(\omega_k + \omega_p + \nu, \vec{k} + \vec{p} + \vec{q})$ and $(\omega_k + \nu, \vec{k} + \vec{q})$ before the intermediate state settles at the final state with $(\omega_k + \omega_p, \vec{k} + \vec{p})$ and $(\omega_k, \vec{k})$. The virtual particle-hole excitations that contribute to this scattering amplitude are the ones whose net momentum is $\vec{p}$ with an energy cut-off $\Lambda_x \sim \omega_p$. In Fig. 5, the arrows represent the momentum $\vec{p}$ which is shifted along the Fermi surface to show possible particle-hole pairs that can be excited with the net momentum $\vec{p}$. Those with energy less than the cut-off, which fit inside the shell with width $\Lambda_x$, are denoted as solid arrows. Those with energy greater than the cut-off are drawn as dashed arrows. If $p$ is large (relative to what we will explain below), only a small region near the Fermi surface can accommodate the arrows within the shell as is shown in Fig. 5(a). In this case, the largest momentum that the constituent particle/hole can have is cut off by Eq. (18) which is independent of $\Lambda$. Namely, the virtual particle-hole excitations do not sense the full extent of the Fermi surface. As $p$ becomes smaller, more arrows can fit inside the shell. Eventually the largest momentum of the constituent particle/hole is set by the UV cut-off $\Lambda$ as is shown in Fig. 5(b). The momentum scale of $p$ at which this crossover occurs is given by Eq. (17).

As a result of the interplay between IR and UV scales, IR behaviors of the theory can depend on UV scales in a non-trivial way[47]. This is particularly the case if there is UV divergence in the theory. Since the theories at and above the upper critical dimension are sensitive to UV, we expect a non-trivial UV/IR mixing in Fermi liquids (marginal Fermi liq-
uids) with $\theta < 1 \ (\theta = 1)$. Let us ask how the scattering amplitude at a fixed $\vec{p}$ behaves as the UV cut-off $\Lambda$ is increased. When $p$ is small compared to $p^*$ defined in Eq. (17), the phase space for the intermediate states increases as $\Lambda$ increases. As a result, the scattering amplitude grows with a positive power of $\Lambda$ in Fermi liquids with $\theta < 1$, as is shown in Appendix A. For sufficiently large $\Lambda$, this UV divergence is eventually cut off by the scale given in Eq. (18), giving a singular dependence on $p$. We can also view this from a different perspective. For a fixed $\Lambda$, the scattering amplitude grows as $p$ decreases as long as $p$ is larger than $p^*$. When $p$ becomes smaller than $p^*$, the putative IR singularity in $p$ is eventually cut off by $p^*$. Therefore, the $\Lambda \to \infty$ limit and the $p \to 0$ limit do not commute.

In Fermi liquids, the UV and IR singularities of the amplitude are closely connected. This is not surprising because the modes that carry large momenta can have arbitrarily small energy. The UV/IR mixing is one way of understanding why ‘UV structures’ of the theory should be specified in the low energy effective theory for Fermi liquids. The shape of the entire Fermi surface and the Landau parameters which are non-local in momentum space are among the UV data without which even the properties that are local in momentum space can not be determined in Fermi liquids. On the contrary, the UV/IR mixing is suppressed in non-Fermi liquid states with $\theta > 1$ because the theory is UV finite and insensitive to the UV cut-offs. As a result, properties that are local in momentum space, such as the vertex functions with small momentum transfers, can be obtained only from the patch which is local in momentum space without invoking the knowledge of the entire Fermi surface. The suppression of UV/IR mixing is what makes the local-patch description possible in non-Fermi liquid states. We illustrate this difference between Fermi liquids and non-Fermi liquids in Appendix A through an explicit calculation of the vertex function.

V. REGULARIZATION AND RG PRESCRIPTION

In the following sections, we will perform a renormalization group (RG) analysis of the action in Eq. (13) to show that the theory flows to a stable interacting fixed point in the low energy limit. As a first step, we regularize the theory. For this, we will use the ‘mixed’ space representation which consists of $x$ coordinate and frequency. This representation is convenient because we will adopt a RG prescription where the Wilsonian effective action is local in $x$ but not in $\tau$. In the mixed space, the bare action in Eq. (13) is written as

$$S = \int \frac{dk}{2\pi} \frac{d\omega}{2\pi} \int dx \psi_{i,k}^* (\omega, x) \left[ i\gamma^\alpha \delta_{ij} \right] \psi_{j,k} (\omega, x)$$

$$+ \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \frac{dq}{2\pi} \frac{dw_2}{2\pi} \frac{dv}{2\pi} \int dx e^{2i\tau (k_1 - k_2) q x} \times V_{ijmn} \chi (q) \psi_{i,k_2}^* (\omega_2, x) \psi_{j,k_2+q} (\omega_2 + \nu, x)$$

$$\times \psi_{l,k_1+q}^* (\omega_1 + \nu, x) \psi_{n,k_1} (\omega_1, x).$$

(19)

Potential divergences present in the composite operators are removed by writing them in terms of normal ordered operators[48] defined by

$$\delta \mathcal{O} = \exp \left[ -\sum_i \int dk_1 \frac{d\omega}{2\pi} \int dx_1 \delta_{ij} \psi_{i,k}^* (\omega, x_1) \psi_{j,k} (\omega, x_1) \right] \mathcal{O}.$$

(20)

where the bare Green’s function is

$$G_0 (\omega, x_12) = \frac{1}{2\pi} e^{i\omega x_12} \theta (\omega + \epsilon_k)$$

$$= -i \text{sgn} (\omega) \Theta (-\omega) x_12 |\omega|$$

(21)

with $x_12 \equiv x_1 - x_2$. The chiral nature is manifest in the fact that the fermion propagator vanishes for $x_{12}\omega > 0$ : particles (anti-particles) propagate only in one (the other) direction. This feature will play a crucial role in proving the stability of the chiral non-Fermi liquid state later. It is convenient to use the diagrammatic representation to visualize various channels in which fields are contracted in the normal ordering and the operator product expansion (OPE). Two contracted fields are represented by an internal line. External lines represent uncontracted fields. Wiggly lines represent the four-fermion vertices or the propagator of the boson which has been integrated out. Upon normal ordering, the quartic vertex produces normal ordered quartic and quadratic vertices along with a constant. The quadratic vertex is generated from the quartic vertex as a pair of fermion fields are contracted as is shown in Fig. 6. In order to contract two fermion fields within one

![FIG. 6: Corrections to the quadratic vertex due to normal ordering of the quartic vertex.](image)

composite operator without ambiguity, we introduce a point splitting in the four-fermion composite operator in Eq. (19) as

$$\psi_{i,k_2}^* (\omega_2, x + \epsilon) \psi_{j,k_2+q} (\omega_2 + \nu, x + \epsilon)$$

$$\times \psi_{l,k_1+q}^* (\omega_1 + \nu, x) \psi_{n,k_1} (\omega_1, x).$$

(22)

The Hartree contribution from Fig. 6(a) vanishes due to the traceless condition of the interaction vertex, $\sum_{ij} \delta_{ij} V_{ij, n l} = 0$. The Fock term in Fig. 6(b) is non-vanishing and given by

$$S' = \int \frac{dk}{2\pi} \frac{d\omega}{2\pi} \int dx \psi_{i,k}^* (\omega, x) \psi_{j,k}^* (\omega, x) \omega$$

$$\times i g^2 v \text{sgn} (\omega) \int \frac{dq}{2\pi} \int_0^{r|\omega|} d\nu \chi (q),$$

(23)

where the constant $v$ is defined by

$$v = \frac{1}{N} \sum_{\alpha} \text{Tr} [T^\alpha T^\alpha].$$

(24)
Here the $\epsilon \to 0$ limit is taken before the UV cut-off for frequency is taken to be infinite.

The partition function can be formally expanded as

$$Z = \int \mathcal{D}\psi \ e^{-S_2} \left(1 - (S'_2 + S_4) + \frac{1}{2}(S'_2 + S_4)^2 - \ldots \right),$$

(25)

where

$$S_2 = \int \frac{d\omega}{(2\pi)^2} \int dx \ \psi^*_{i,k}((\omega,x) \left[ i\eta \omega - i \partial_x \right] \psi_{i,k}(\omega,x),$$

$$S'_2 = \int \frac{d\omega}{(2\pi)^2} \int dx \ \delta \psi^*_{i,k}((\omega,x) \psi_{i,k}(\omega,x) \right) \times i g^2 v \text{sgn}(\omega) \int \frac{dq}{2\pi} \int_0^{\|\omega\|} \frac{dv}{2\pi} \chi(q),$$

(26)

$$S_4 = \int dx_1 \ dx_2 \ dx_3 \ dx_4 \ e^{2\gamma(k_1-k_2)q}$$

$$\times V_{ijmn} \chi(q) \psi_{i,k_1}(\omega_1,x_1) \psi_{j,k_2}(\omega_2,x_2) \psi_{k_3+q}(\omega_3,x_3) \psi_{l,k_4}(\omega_4,x_4).$$

(27)

We view this as a grand canonical ensemble for a gas of vertices $S'_2 + S_4$ evaluated with respect to the quadratic action\[49]. It is noted that the action is local in the one-dimensional space in $x$, and operators in the ensemble can be arbitrarily close to each other in $x$-direction. This can in principle give rise to UV divergences. However, we will see that UV divergence is absent in the present theory due to chirality for $\theta > 1$. Therefore we proceed without imposing a short distance cut-off in the $x$-direction.

![Figure 7: Any group of operators, represented by small dots in the upper panel, where separations between nearest neighbors are less than $X_0$ in $x$ direction are fused into a composite operator which are denoted by big dots in the lower panel.](image)

Now, we consider a Wilsonian effective action with a running cut-off formula at scale $X_0$. The Wilsonian effective action is constructed by fusing all operators whose relative distances in $x$-direction is smaller than $X_0$ in the ensemble of operators, $\int dx_1 dx_2 \ldots dx_n \mathcal{O}(x_1) \mathcal{O}(x_2) \ldots \mathcal{O}(x_n)$. Here the frequencies and other indices are suppressed. For example, let us consider the $n$ ordinary operators $\mathcal{O}(x_1), \mathcal{O}(x_2), \ldots, \mathcal{O}(x_n)$ located at positions $x_1, x_2, \ldots, x_n$. If there is a group of operators $O_{i_1}, O_{i_2}, \ldots, O_{i_m}$ in $(S_4)^n$ of Eq. (25) such that for every operator in the group, say $O_{i_k}$, there exists another operator $O_{i_{k'}}$ in the group with $|x_{i_k} - x_{i_{k'}}| < X_0$, then the cluster of the $m$ operators are fused into a series of normal ordered operators according to the OPE,

$$\prod_{a=1}^m \mathcal{O}_{i_a} = e^{\mathcal{D}_{m}} \prod_{a=1}^m \mathcal{O}_{i_a} \circ,$$

(28)

where

$$\mathcal{D}_{m} = \sum_{c=2}^m \sum_{a=1}^{c-1} \mathcal{D}_{c,s}$$

(29)

Here the role of $\mathcal{D}_{c,s}$ is to contract a pair of fermion fields, one from $O_{i_c}$ and the other from $O_{i_s}$. Fusion of operators is illustrated in Fig. 7. The Wilsonian effective action should include the vertices generated from the OPE. In particular, four-fermion vertices are generated from contracting $2(n-1)$ pairs of fermion fields in $(S_4)^n$,

$$\delta S_4 = -\sum_{n=2}^\infty \frac{(-1)^n}{n! \frac{1}{(2n-2)!}} \circ [(S_4)^n]_{X_0} \circ,$$

(31)

where $[(S_4)^n]_{X_0}$ denotes the configurations for a group of $n$ quartic vertices where the separation between nearest neighbor vertices are less than $X_0$ in $x$-direction. For example,

$$\left[ \left( \int dx \mathcal{O}(x) \right)^n \right]_{X_0} = \int_{|x_1-x_2| < X_0} \ dx_1 \ dx_2 \mathcal{O}(x_1) \mathcal{O}(x_2).$$

(32)

Extension of Eq. (32) to $[(S_4)^n]_{X_0}$ with general $n$ is straightforward, if more complicated. Similarly, quadratic vertices are generated by fusion $2n - 1$ pairs of fermion fields,

$$\delta S_2 = -\sum_{n=2}^\infty \frac{(-1)^n}{n! \frac{1}{(2n-1)!}} \circ [(S_4)^n]_{X_0} \circ.$$

(33)

It is noted that we have employed an unconventional cut-off scheme. In the $(1+1)$-dimensional real space, two operators that are far from each other in the temporal direction are fused as far as their spatial separation is less than $X_0$ as is shown in Fig. 8. The reason why we choose this unusual cut-off scheme is that the dynamical critical exponent $z$ is not known a priori. Since $z$ should be determined dynamically, we don't know yet how to re-scale the temporal direction relative to the spatial direction under scale transformation. The present cut-off scheme is convenient because it is guaranteed to be invariant under the scale transformation with any $z$. The price we have to pay is that the fusion processes generate operators that are non-local in the temporal direction. For this reason, we have
to explicitly compute the non-local terms that are generated from the fusion processes, and add them to the effective action. This is different from the usual procedure for relativistic field theories where UV cut-off is imposed in all space-time directions, and a fusion of operators generates only local operators that are already in the bare action.

VI. THE WILSONIAN EFFECTIVE ACTION

In this section, we prove the stability of the chiral patch theory. For this, we consider the Wilsonian effective action at scale $X_0$ constructed in the following way. When the separation between two operators along the $x$-axis is larger than $X_0$ (see Fig. 9(a)), they are treated as independent operators. When their separation is less than $X_0$ (see Fig. 9(b)), they are fused through OPE. Different ways of contracting fields are represented by Feynman diagrams. Before we compute the Wilsonian effective action explicitly, we first discuss about the general structure of the effective action inferred from scaling analysis. In particular, we will show that the Wilsonian effective action is UV finite and has no scale except for the running cut-off scale $X_0$ in the low energy limit. As a result, the exact scaling behavior of the theory can be obtained. After the general consideration, we will compute the Wilsonian effective action explicitly, and confirm the general conclusion obtained from the scaling analysis.

A. UV finiteness and scale invariance

In general, the Wilsonian effective action at scale $X_0$ can be written as

$$S_{X_0} = \sum_{m=1}^{\infty} \sum_{i_1,j_1,\ldots,i_m,j_m=1}^{N} \sum_{s_1,t_1,\ldots,s_m,t_m=0}^{\infty} \int dq_1 dk_1 \cdots dq_m dk_m \int d\omega_1 d\nu_1 \cdots d\omega_m d\nu_m \int dx$$

$$\times S_{q_1,t_1,\ldots,q_m,t_m}^{s_1,t_1,\ldots,s_m,t_m} (x, q_1, k_1, \ldots, q_m, k_m, \omega_1, \nu_1, \ldots, \omega_m, \nu_m; X_0, \Lambda, \eta, V_{ij}; \mu) \delta \left( \sum_{a=1}^{m} (q_a - k_a) \right) \delta \left( \sum_{a=1}^{m} (\omega_a - \nu_a) \right)$$

$$\times \left( \bar{\psi} \gamma^1 \psi \delta \delta \delta \delta \delta \delta \right)$$

$$(x, \omega_1) \left( \bar{\psi} \gamma^1 \psi \delta \delta \delta \delta \delta \delta \right)$$

$$\times \left( \bar{\psi} \gamma^m \psi \delta \delta \delta \delta \delta \delta \right)$$

Here $\Lambda$ is the UV cut-off for $y$-momentum. One can reduce the number of independent arguments of the effective action by one using scaling. It is straightforward to check that there exists no scaling under which all terms in Eq. (19) are invariant for $\theta > 1$. However, there are two natural choices of scaling. The first is the Gaussian scaling in Eq. (9) under which the quadratic term is scale invariant while the quartic vertex grows at low energies. Under the Gaussian scaling, $S_{q_1,t_1,\ldots,q_m,t_m}^{s_1,t_1,\ldots,s_m,t_m}$ has the scaling dimension $-(3m - 5)/2 - \sum_{i=1}^{m} (s_i + t_i)$, and it can be written as

$$S_{q_1,t_1,\ldots,q_m,t_m}^{s_1,t_1,\ldots,s_m,t_m} = X_0^{-(3m - 5)/2} + \sum_{a=1}^{m} (s_a + t_a) X_0^{-(3m - 5)/2} \bar{S}_{q_1,t_1,\ldots,q_m,t_m}^{s_1,t_1,\ldots,s_m,t_m} \left( X_0^{-1}, \bar{X}_0^{-1}, \bar{X}_0 \bar{X}_0^{-1}, \bar{X}_0 \bar{X}_0^{-1}, \bar{X}_0 \bar{X}_0^{-1}, \bar{X}_0 \bar{X}_0^{-1} \right).$$

where the subscripts in $q_a, k_a, \omega_a, \nu_a, V_{ij}; \mu$ are omitted to avoid clutter in notation. In the long-distance limit with $X_0 \rightarrow \infty, \Lambda X_0^{\theta-1/2}$ and $V X_0^{\theta-1/2}$ diverge for $\theta > 1$. This is expected because the interaction is relevant at the Gaussian fixed point for $\theta > 1$. If the effective action has singular dependence on the divergent parameters, which is certainly the case for the effective action computed perturbatively in $\Lambda$, the scaling dimensions in Eq. (9) are modified by quantum corrections. However, the scaling form in Eq. (35) is not useful in extracting the low energy behavior of strongly interacting theories unless the singular dependence of $S_{q_1,t_1,\ldots,q_m,t_m}^{s_1,t_1,\ldots,s_m,t_m}$ on the divergent parameters are exactly known.

There exists an alternative scaling from which we can extract exact scaling behaviors in the chiral theory. This is the
FIG. 9: The space of relative coordinate between two operators. Each quartic vertex is drawn as an extended object although there is no spatial extension of the wiggly line in the $x$-direction. The shaded region represents $|x_{12}| < X_0$ (see Fig. 8). (a) If the separation between two operators along the $x$-axis is greater than $X_0$, the two operators are considered as independent operators. (b) If the separation between the two operators along the $x$-axis is less than $X_0$, they are fused into one operator. Here we show a particular channel of fusion where two quartic operators are fused into one quartic operator. Each internal (dotted) line represents a pair of contracted fields whereas external (solid) lines represent uncontracted fields.

FIG. 10: In the Wilsonian effective action, ‘short-distance modes’ between UV scales set by $\Lambda^2$, $\eta^{-2/(\theta-1)}$ and IR scale $X_0^{-1}$ are integrated out. In the chiral theory, the resulting Wilsonian effective action is regular in the $\Lambda \to \infty$ and $\eta \to 0$ limit. As a result, only the running cut-off scale $X_0$ enters as a scale of the effective action in the $\mu X_0^{-1/2} \to 0$ limit.

Here $\psi_{i,k}(\omega, x)$ is in the mixed space representation. It is noted that the dynamical critical exponent $z$ is defined to be the scaling dimension of frequency measured in the unit of the scaling dimension of $\epsilon_k$. The scaling in Eq. (36) allows one to write the coefficients of the effective action as

\[
[x] = -1,
[k] = \frac{1}{2},
\]

\[
z = [\omega] = \frac{\theta + 1}{2},
[\psi_i] = -\frac{\theta + 2}{4},
[V] = 0,
[\eta] = -\frac{\theta - 1}{2},
[\mu] = \frac{1}{2},
\] (36)
In this scaling, \( \eta \) enters as a scale in addition to \( \Lambda \), while \( V \) is deemed dimensionless. In other words, \( \Lambda \) and \( \eta^{-1} \) play the role of UV cut-off scales whereas \( \mu \) is an IR cut-off, as is shown in Fig. 10. If the effective action was singular in the limit of \( \Lambda X_0^{1/2} \to \infty \), \( \eta^{-1} X_0^{(\theta-1)/2} \to \infty \) and \( \mu X_0^{1/2} \to 0 \), anomalous dimensions would arise relative to the ‘bare’ scaling dimensions shown in Eq. (36). However, it turns out that the chiral nature of the theory puts strict constraints on the way the effective action depends on \( \Lambda \) and \( \eta \), and the effective action is finite in the \( \Lambda X_0^{1/2}, \eta^{-1} X_0^{(\theta-1)/2} \to \infty \) limit. This brings us to the two key results of this paper.

- The Wilsonian effective action is finite in the limit of \( \Lambda X_0^{1/2} \to \infty \), \( \eta^{-1} X_0^{(\theta-1)/2} \to \infty \) and \( \mu X_0^{1/2} \to 0 \) for \( \theta > 1 \). Since the UV and IR cut-off scales can be dropped, the Wilsonian effective action at the critical point with \( \mu = 0 \) is invariant under the coarse graining associated with an increase of \( X_0 \) and the re-scaling dictated by Eq. (36), which gives the exact scaling dimensions.

- The effective action is dominated by the RPA diagrams in the limit, \( q X_0^{1/2}, k X_0^{1/2}, \omega X_0^{(\theta+1)/2}, \nu X_0^{(\theta+1)/2} \to 0 \) while other diagrams become important as well when \( q X_0^{1/2}, k X_0^{1/2}, \omega X_0^{(\theta+1)/2}, \nu X_0^{(\theta+1)/2} \geq 1 \).

We will prove these statements in generality and through explicit calculations in the following sections.

**B. General proof of UV finiteness**

In this section it is shown that all quantum corrections in the effective action are UV finite in the \( \Lambda \to \infty \) and \( \eta \to 0 \) limit. In particular, integrations over internal frequencies and \( y \)-momenta are separately UV finite for all diagrams.

1. **UV finiteness of internal frequency integrations**

Here we prove that frequency integrations are UV finite in the \( \eta \to 0 \) limit. In this limit, the fermion Green’s function in Eq. (21) becomes \( G(\omega, x) = -i \text{sgn}(\omega) \Theta(-x \omega) \). At first, it appears dangerous to take the \( \eta \to 0 \) limit because the fermion propagator is not suppressed at large frequencies. It turns out that this does not cause any UV divergence because all internal frequencies in a given diagram are bounded by the external frequencies. To begin with the proof, we note that there are different ways to label internal frequencies for a given diagram. As an example, we show two different ways of assigning internal frequencies within a three-loop fermion self-energy diagram in Figs. 11(a) and 11(b). It turns out that there is a special choice which is more convenient for our proof. This is the choice where each loop (denoted by the dotted lines in Fig. 11(b)) associated with an internal frequency contains at least one fermion propagator which does not belong to other loops. We call this choice an ‘exclusive loop covering’. Fig. 11(a) is not an exclusive loop covering because the loop for \( \omega_2 \) does not have any ‘exclusive’ fermion propagator which carries only \( \omega_2 \). On the other hand, Fig. 11(b) is an exclusive loop covering because for every \( \omega_i \) there is at least one exclusive fermion propagator which carries only \( \omega_i \). The exclusive fermion propagator for each internal frequency is denoted as dashed lines in Fig. 11(c).

Does an exclusive loop covering exist for every diagram? To show that the answer is yes, we note that any diagram can be constructed out of a connected tree diagram by contracting some of its legs. This is always possible because one can keep cutting internal lines until all loops disappear without cutting the diagram into two disconnected ones. For example, the three-loop fermion self-energy diagram in Fig. 11(c) is constructed by joining three pairs of legs in the tree diagram shown in Fig. 11(d). In Fig. 11(c), we represent the internal lines of the parent tree diagram by solid lines and the new internal lines created through the joining procedure by dashed lines. A loop is formed by contracting a pair of legs, where an internal frequency is assigned to run through solid lines and the dashed line created from a new contraction. For each loop formed in this way, the solid propagators are in general shared by multiple loops while each of the dashed propagators, i.e. the ones formed by contracting external legs of the tree graph, are exclusive to one loop. Since this is true for all loops, we obtain an exclusive loop covering for the diagram.

Now we show that every internal frequency is bounded by the external frequency using the exclusive loop covering. As a simple example, let us examine the three-loop fermion self-energy diagram more closely. Each internal line carries a linear combination of the external frequency and internal frequencies as is shown in Fig. 12. The key reason for the existence of an upper bound for internal frequencies is chirality. Since the fermions are chiral, the fermion propagator in Eq. (21) vanishes for positive (negative) frequency with \( x > 0 \) \((x < 0)\). As a result, there is a set of constraints that internal frequencies have to satisfy for a given set of relative coordinates \( x_{ij} \) between vertices. For the three-loop self-energy diagram, the constraints read

\[
\omega_1 x_{12} > 0,
\]
All the fermion propagators in the loop of internal frequency \( \omega_2 \) are shared with other loops associated with the internal frequencies, \( \omega_1 \) and \( \omega_3 \).

(b) Each loop denoted by the dotted lines has an exclusive propagator that is not shared with other loops.

(c) The propagators that are exclusive to each loop in Fig. 11(b) are represented by dashed lines. The numbers in the boxes indicate the indices for the internal frequencies that run through the exclusive propagators.

(d) A tree diagram whose legs are contracted to yield Fig. 11(b). The legs with matching numbers are contracted to give the corresponding dashed propagator in Fig. 11(c).

\[
\begin{align*}
\omega_2 x_{12} &> 0, \quad (39) \\
\omega_3 x_{23} &> 0, \quad (40) \\
(\omega_1 + \omega_2 - \omega_3) x_{23} &> 0, \quad (41) \\
(\omega_1 + \omega_2 - \Omega) x_{31} &> 0. \quad (42)
\end{align*}
\]

Here \( x_{ij} \equiv x_i - x_j \) is the separation between the vertices \( i \) and \( j \) which are labeled in Fig. 12. The constraints in Eqs. (38) - (40) are the constraints from the exclusive propagators each of which carries only one internal frequency. Let \( S(\{\omega_i\}) \) be the set of internal frequencies that satisfy Eqs. (38) - (42). Once the signs of \( x_{ij} \)'s are fixed, the set does not depend on the magnitudes of \( x_{ij} \)'s. Our goal is to show that the set is bounded by the external frequency in all directions in the space of internal frequencies. To see this, we first add all non-exclusive constraints that contain \( \omega_1 \). In this case, they are Eqs. (41) and (42). This leads to an inequality for \( \omega_1 \),

\[
(\omega_1 + \omega_2)x_{21} - \omega_3 x_{23} - \Omega x_{31} > 0. \quad (43)
\]

Together with Eq. (38), Eq. (43) limits the range of \( \omega_1 \) as

\[
0 < \omega_1 x_{12} < \omega_2 x_{32} + \Omega x_{13} - \omega_2 x_{12}. \quad (44)
\]

Eqs. (39) and (44) constrain the range of \( \omega_2 \) as

\[
0 < \omega_2 x_{12} < \omega_3 x_{32} + \Omega x_{13}. \quad (45)
\]

Finally, Eq. (45) together with Eq. (40) leads to

\[
0 < \omega_3 x_{23} < \Omega x_{13}. \quad (46)
\]

This implies that for a fixed set of \( \{x_{ij}\}, \omega_3 \) is bounded by \( \Omega \).

Applying this to Eqs. (44) and (45), we find that \( \omega_1 \) and \( \omega_2 \) are also bounded by \( \Omega \).

Let \( \tilde{S}(\{\omega_i\}; \{x_{ij}\}) \) be the set of internal frequencies that satisfy Eqs. (44) - (46). It is of note that \( \tilde{S}(\{\omega_i\}; \{x_{ij}\}) \) not only depends on the signs of \( x_{ij} \)'s but also on their magnitudes unlike \( S(\{\omega_i\}) \). An important property of \( \tilde{S}(\{\omega_i\}; \{x_{ij}\}) \) is that \( \tilde{S}(\{\omega_i\}; \{x_{ij}\}) \supseteq S(\{\omega_i\}) \) for any \( \{x_{ij}\} \). This is due to the fact that Eqs. (44) - (46) are necessary (not sufficient in general) conditions of Eqs. (38) - (42). Since \( \tilde{S}(\{\omega_i\}; \{x_{ij}\}) \) is bounded for any fixed set of \( \{x_{ij}\}, S(\{\omega_i\}) \) is also bounded by the external frequency in all directions in the space of internal frequencies. This proves that the integration over the internal frequencies is UV finite.

This argument can be easily generalized to all other diagrams. The rule is as follows. Consider a diagram with \( L \) loops with \( I \) internal fermion propagators and \( V \) vertices. For a fixed set of relative coordinates \( \{x_{ij}\} \) of the vertices, there exist \( I \) constraints for \( L \) internal frequencies. Since vertices are normal ordered, fermion propagators can connect only distinct vertices. The existence of an exclusive loop covering implies that for every internal frequency \( \omega_q \) there exists an exclusive constraint of the form,

\[
F_q(\omega_q) = x_{iq} x_{jq} \omega_q > 0, \quad (47)
\]
where \( q = 1, 2, \ldots, L \) and \( x_{i_1 j_1} \) is the separation between the two vertices connected by the fermion propagator which carries only \( \omega_q \). Therefore the \( I \) constraints can be divided into the \( L \) ‘exclusive’ constraints and \( I - L \) ‘non-exclusive’ constraints. Non-exclusive constraints in general contain external frequencies and more than one internal frequency,

\[
fp(\{\omega_q\}, \{\Omega_r\}) > 0,
\]

where \( \{\Omega_r\} \) is a set of external frequencies and \( p = 1, 2, \ldots, I - L \). Without loss of generality, we can assume that only the first \( k_1 \) non-exclusive constraints, \( f_1, f_2, \ldots, f_{k_1} \), contain \( \omega_1 \). We add them up to create a new constraint,

\[
C_1 = f_1 + f_2 + \ldots + f_{k_1} > 0.
\]

Since the first exclusive constraint is written as

\[
F_1 = x_{i_1 j_1} \omega_1 > 0,
\]

it is guaranteed that \( C_1 \) is of the form

\[
C_1 = -x_{i_1 j_1} \omega_1 + C'_1(\omega_2, \omega_3, \ldots, \omega_L; \{\Omega_r\}) > 0
\]

This is due to the fact the relative coordinates of the vertices around a loop form a cyclic sum in \( C_1 + F_1 \), and it is independent of \( \omega_1 \). With the aid of Eqs. (50) and (51), we see that \( \omega_1 \) is bounded by other internal frequencies and the external frequencies,

\[
0 < x_{i_1 j_1} \omega_1 < C'_1(\omega_2, \omega_3, \ldots, \omega_L; \{\Omega_r\}).
\]

Next we construct a set of non-exclusive constraints for \( \omega_2, \omega_3, \ldots, \omega_L \) made of

\[
F_1 + C_1 = C'_1(\omega_2, \omega_3, \ldots, \omega_L; \{\Omega_r\}) > 0,
\]

and \( f_j > 0 \) with \( j = k_1 + 1, k_1 + 2, \ldots, L - I \).

Using this set of non-exclusive constraints, we apply the same procedure for \( \omega_2 \). Namely, we add all non-exclusive constraints that contain \( \omega_2 \) to construct a new constraint \( C_2 > 0 \). Combined with \( F_2 > 0 \), one can obtain a bound for \( \omega_2 \) of the form,

\[
0 < x_{i_2 j_2} \omega_2 < C'_2(\omega_3, \omega_4, \ldots, \omega_L; \{\Omega_r\}).
\]

In this way, one can show that the range of \( \omega_l \) is bounded by a linear combination of the external frequencies and the internal frequencies \( \omega_m \) with \( m > l \),

\[
0 < x_{i_l j_l} \omega_l < C'_l(\omega_{l+1}, \omega_{l+2}, \ldots, \omega_L; \{\Omega_r\}).
\]

The last internal frequency \( \omega_L \) is bounded only by the external frequencies,

\[
0 < x_{i_l j_l} \omega_L < C'_L(\{\Omega_r\}).
\]

The set of \( L \) inequalities given by Eq. (55) implies that all the internal frequencies are bounded by the external frequencies. From the argument given below Eq. (46), the set of internal frequencies that satisfy the original constraints given by Eqs. (47) and (48) are also bounded by the external frequencies. Because all internal frequencies are bounded, all frequency integrations are UV finite even in the \( \eta \to 0 \) limit. This completes the proof that integrations over internal frequencies are UV finite for general diagrams. We emphasize that the UV finiteness is due to the chiral nature of the theory. For non-chiral theories, internal frequencies are not bounded by external ones.

2. **UV finiteness of \( y \)-momentum integrations**

It is easier to see that \( y \)-momentum integrations are UV finite. Let us first consider fermion loops which refer to loops that are solely made of fermion propagators. For example, a bubble in Fig. 13 leads to an integration of the form,

\[
\int_{-X_0}^{X_0} dx_{12} \int_{-\Lambda}^{\Lambda} dp \ e^{2i\pi x_{12} q p},
\]

where \( x_{12} \) is the relative coordinate between the two quartic vertices, \( p \) is the \( y \)-momentum that runs inside the loop, and \( q \) is the \( y \)-momentum transfer. It is noted that fermion propagators and the four-fermion vertices do not depend on the \( y \)-momentum \( p \) that runs within the fermion loop except for the phase factor that results in Eq. (57). This leads to large fluctuations in the \( y \)-momentum of the internal fermion. Due to the emergent uncertainty relation between the \( x \)-coordinate and \( y \)-momentum, as is manifest from the phase factor, \( \Lambda \) fluctuations in \( p \) leads to a ‘confinement’ of the relative coordinate of the two vertices \( x_{21} \). In the \( \Lambda \to \infty \) limit, the integration over \( p \) simply generates a delta function that puts a constraint on the positions of the vertices attached to the loop, which leads to Eq. (58) after the integration over \( x_{12} \). For a fermion loop with more than two external legs, the integration over the \( y \)-momentum along the fermion loop fixes one of the coordinates of the vertices without UV divergence.

Now we consider mixed loops which refer to loops that contain at least one boson propagator. One can always assign internal momenta such that every mixed loop has at least one boson propagator which carries no other internal momenta except for the one associated with the loop. This can be easily understood from an argument that is similar to the one used in the previous section to show the existence of an exclusive loop covering for fermion propagator. This time, we cut boson propagators to remove all mixed loops without creating disjoint diagrams. For each mixed loop removed from this procedure, the boson propagator that is cut is identified as the exclusive propagator. Therefore, each internal \( y \)-momentum integration of the original diagram goes as

\[
\int_{-\Lambda}^{\Lambda} dq \frac{1}{|q^2 + \mu^2|^\theta/2}
\]

at most in the large \( q \) limit. For \( \theta > 1 \) this is UV convergent in the \( \Lambda \to \infty \) limit.
C. IR finiteness

There are two reasons for the UV finiteness of the Wilsonian action. First, $(2 + 1)$-dimension is below the upper critical dimension for $\theta > 1$. As a result, only a finite number of diagrams are potentially UV divergent. Second, even the potentially divergent diagrams are finite due to chirality, which strictly limits the ranges of internal frequencies by the external ones.

On the other hand, the IR finiteness in the $\mu \to 0$ limit is less obvious. For example, the integration over the $y$-momentum in Eq. (58) is IR divergent for $\mu = 0$ with $\theta > 1$. While the UV finiteness is controlled by kinematic constraints, the way IR finiteness is restored in the $\mu \to 0$ limit is through dynamical mechanism. It turns out that the theory cures the IR singularity dynamically such that the theory flows to an IR fixed point governed by the scaling in Eq. (59). In the following section, we will see that this is indeed the case through an explicit computation of the Wilsonian effective action.

D. An explicit computation of the Wilsonian effective action

Because the theory flows to a strongly interacting fixed point, it is not easy to compute the full Wilsonian effective action exactly. However, one can compute the effective action in the limit the running cut-off length scale is small compared to the length scales associated with external momenta. The main outcome of the explicit calculation is that the operators that are generated from the RPA channels shown in Fig. 14 are the only ones that are $O(1)$ in this limit. All other channels generate operators with extra factors of $X_0$ accompanied by additional factors of frequency or momentum. Therefore, those contributions are suppressed in the small-momentum limit with fixed $X_0$ (equivalently small $X_0$ limit with fixed momenta). Once the $O(1)$ corrections are consistently taken into account in the Wilsonian effective action, the IR singularity encountered in the $\mu \to 0$ limit is cured. We first illustrate the dominance of the RPA diagrams in the small $X_0$ limit by computing two representative diagrams, followed by a generalization to all diagrams.

1. $(X_0)^0$ order

As a first example, let us consider the diagram shown in Fig. 13, where two quartic vertices are fused into one quartic vertex as two pairs of fermion fields are contracted. The one-loop contribution is given by

$$
\delta S_{4}^{(RPA,1)} = 2 \int \frac{dk_1 dk_2 dq dq}{(2\pi)^6} dq dq \left\{ dx_1 e^{i2\gamma(k_1-k_2)q \cdot x_1} V_{ij;ln} \chi_0(q) \right. \\
\times \left. \left( -\frac{g^2}{2} \right)^2 \chi_0(q) \right\} \int \frac{dk'}{2\pi} \frac{d\omega'}{2\pi} \int_{-X_0}^{X_0} dx_{21} e^{-i2\gamma k' q x_{21}} G_0(\omega' + \nu, x_{21}) G_0(\omega' - x_{21}) \\
\times \delta \psi_{i,k_1}(\omega_2, x_1) \psi_{j,k_2+q}(\omega_2 + \nu, x_1) \psi_{l,k_3+q}(\omega_1 + \nu, x_1 + x_{21}) \psi_{n,k_4}(\omega_1, x_1 + x_{21}) \frac{\delta}{\mu} \right) \\
\times \delta \psi_{i,k_1}(\omega_2, x_1) \psi_{j,k_2+q}(\omega_2 + \nu, x_1) \psi_{l,k_3+q}(\omega_1 + \nu, x_1) \psi_{n,k_4}(\omega_1, x_1) \frac{\delta}{mu},
$$

Fig. 13: A fusion of two quartic vertices which results in an operator which is independent of $X_0$. 

where $c_B = (g^2/(8\pi\gamma))$ and $x_{21} = x_2 - x_1$ is the relative coordinate between the two vertices. The singular dependence of $c_B$ on $\gamma$ again signifies the importance of the local curvature of Fermi surface. The second line in Eq. (59) represents the contribution from the fermion loop. The integration over the $y$-momentum $k'$ that runs within the fermion loop results in $\frac{1}{\mu}(x_{21})$. Due to the delta function, the non-zero contribution is concentrated at $x_{21} = 0$. As a result, Eq. (60) is independent of $X_0$.

Similarly, the fusion of $L + 1$ quartic vertices in the RPA channel, as is shown in Fig. 14(a), generates a $L$-loops diagram which is given by

$$
\delta S_{4}^{(RPA,L)} = \int \frac{dk_1 dk_2 dq dq}{(2\pi)^6} dq dq \left\{ dx e^{i2\gamma(k_1-k_2)q \cdot x} V_{ij;ln} \chi_0(q) \right. \\
\times \left. \left[ -c_B \chi_0(q) \left( \frac{\nu}{|q|} \right)^L \right] \delta \psi_{i,k_2}(\omega_2, x) \psi_{j,k_2+q}(\omega_2 + \nu, x) \psi_{l,k_3+q}(\omega_3 + \nu, x) \psi_{n,k_4}(\omega_4, x) \frac{\delta}{mu} \right),
$$
\[ \times \psi_{l,k_1+q}^{\dagger}(\omega_1 + \nu, x) \psi_{n,k_1}(\omega_1, x) \delta. \]  

For the derivation of Eq. (61), see Appendix B. As is the case for the fusion of two vertices shown in Fig. 13, L relative coordinates between \( L + 1 \) vertices are completely fixed by the L delta functions that result from the wildly fluctuating flavors within the L fermion loops. Therefore, all operators generated from fusions in the RPA channel are independent of \( X_0 \). The infinite series of operators that are \( O(1) \) can be summed over to renormalize the boson propagator

\[ \chi_\theta^{(RPA)}(\nu, q) = \frac{1}{|q^2 + \mu^2|^{\theta/2} + c_B |\nu|}. \]

Note that the \( q \to 0 \) limit of the quartic vertex is now well defined even in the \( \mu \to 0 \) limit. As a result, the IR divergence we encountered in integrations over \( y \)-momentum (for example in Eq. (58)) in the \( \mu \to 0 \) limit is cured by the quantum corrections. Henceforth, we set \( \mu = 0 \) to focus on the critical point.

There are \( O(1) \) contributions to the quadratic vertex as well. These are generated by contracting an extra pair of fermion fields in the diagrams that generate \( O(1) \) correction to the quadratic vertex. Diagrammatically, these are nothing but the RPA diagrams for the fermion self-energy as is shown in Fig. 14(b), where the number of fermion loops matches with the number of relative coordinate between vertices. The \( O(1) \) correction to the quadratic action is given by

\[ \delta S_2^{(RPA)} = \int dx \frac{d\omega}{2\pi} \frac{dk}{2\pi} \psi_{l,k}^{\dagger}(x, \omega) \Sigma_{ij}^{(RPA)}(\omega) \psi_{j,k}(x, \omega), \]

where the self-energy is

\[ \Sigma_{ij}^{(RPA)}(\omega) = i \delta_{ij} c_F \text{ sgn } (\omega) |\omega|^{2/(\theta+1)} \]

with

\[ c_F = \frac{g^2 v}{2\pi^2} e^{\frac{-\theta}{\pi}} \int_0^\infty dy \ln \left( 1 + \frac{1}{y^{\theta+1}} \right). \]

It is noted that the integration over the \( y \)-momentum (represented by \( y \)) in Eq. (65) is finite with \( \mu = 0 \) because the IR divergence is cured by the series of RPA diagrams. We emphasize that the RPA diagrams are dynamically selected, not by hand. As will be shown in the following section, all other diagrams vanishes at least linearly in \( X_0 \) in the small \( X_0 \) limit due to the chiral nature of the theory. Those contributions necessarily contain larger powers of momentum or frequency, which are suppressed at low momentum/frequency.

2. Higher order in \( X_0 \)

\[ \delta S_4^{(nRPA,3)} = -8 \int \frac{dk_1 dk_2 dq_1 dq_2 d\omega_1 d\omega_2}{(2\pi)^6} dx_1 e^{2i\gamma(k_1-k_2)q_1} V_{i,l';i''} V_{l'';n'} V_{i',j';n'} \chi_\theta(q) \int dq' dq'' dq''' dq'''' \frac{dx_2}{(2\pi)^4} \chi_\theta(q'') \chi_\theta(q'' - q) \]

\[ \times \int dx_{21} dx_{32} e^{2i\gamma(k' - k_2)q_{x_21}} e^{2i\gamma(k' - k_2)(q'' - q')x_{32}} G_0(\omega', x_{21}) G_0(\omega'' + \nu', x_{32}) G_0(\omega'' + \nu, -x_{32} - x_{21}) G_0(\omega_2 + \nu', -x_{32}) \]
\[ \times 5 \psi_{i,k_2}^* (\omega_2, x_1 + x_{21}) \psi_{j,k_2+q} (\omega_2 + \nu, x_1 + x_{32} + x_{21}) \psi_{i,k_1+q}^* (\omega_1 + \nu, x_1) \psi_{n,k_1} (\omega_1, x_1). \] 

(66)

where \( x_{21} \) and \( x_{32} \) are the two relative coordinates of the three vertices integrated over the region of \( \chi \)-space, \( C \equiv \cup_{\alpha=1}^6 C_\alpha \) with \( C_\alpha \) defined in Eq. (B2). The \( y \)-momentum \( k' \) running in the fermion loop generates \( \delta (q x_{21} - (q' - q) x_{32}) / 2 \gamma \), which fixes one of the relative coordinates \((x_{32})\). The integration over the other relative coordinate \((x_{21})\) gives rise to a factor of \( X_0 \). Since the remaining internal momentum and frequency integrals are UV finite, the resulting operator vanishes linearly in the \( X_0 \to 0 \) limit,

\[
\delta S_4^{(nRPA,3)} = - \int \frac{dk_1 dk_2 dq d\omega_1 d\omega_2 d\nu}{(2\pi)^6} dx_1 e^{2i\gamma (k_1 - k_2) x_1} V_{ij,j';l} V_{i'j',j''} V_{i''j''} \gamma(\nu) \Gamma^{(nRPA,3)} (\omega_2, \nu, q, X_0) \\
\times \times 5 \psi_{i,k_2}^* (\omega_2, x_1) \psi_{j,k_2+q} (\omega_2 + \nu, x_1) \psi_{i,k_1+q}^* (\omega_1 + \nu, x_1) \psi_{n,k_1} (\omega_1, x_1). 
\] 

(67)

where \( \Gamma^{(nRPA,3)} (\omega_2, \nu, q, X_0) \) is proportional to \( X_0 \). The expression becomes simpler when one of the frequencies vanishes,

\[
\Gamma^{(nRPA,3)} (\omega_2 = 0, \nu, q, X_0) = \frac{1}{2 \pi^3 \gamma} \int dq' \chi(q') \chi(\nu + q') \int_0^{X_0} dx_R \Theta (X_0 - q / q_F) \Theta \left( \frac{q}{\gamma} \right) \int_0^{\nu} d\omega' \int_0^{\nu} dv' \\
\times \exp \left[ -\eta |x_R| \left( |v'| + 1 + q / q' \right) |\nu - \omega'| + q / q' \{ |\omega' - v'| + |v'| \} \right]. 
\] 

(68)

Although the integration over \( q' \) in the above expression is IR divergent in the \( \mu \to 0 \) limit, the divergence disappears once other operators which are also \( O(X_0) \) are consistently included. The other diagrams which are \( O(X_0) \) are the ones where the vertices and the fermion propagators in Fig. 15(a) are dressed by the RPA diagrams as is shown in Fig. 15(b). Including all the \( O(X_0) \) contributions amounts to replacing the bare vertices and the bare propagators in Eq. (68) with the dressed ones shown in Eqs. (62) and (64). Taking this into account, we obtain a finite expression,

\[
\Gamma^{(nRPA,3)} (\omega_2 = 0, \nu, q, X_0) = \frac{1}{2 \pi^3} X_0 |\nu|^{2/((\theta + 1)} \\
\times f_1 \left( c_F X_0 |\nu|^{2/((\theta + 1)}, \frac{q}{c_F |\nu|^{1/((\theta + 1)} \right), 
\] 

(69)

where \( f_1(x, y) \) is a finite universal function which has the following asymptotic behavior,

\[
\lim_{x \to 0} f_1 (x, 1) \sim 1, \\
\lim_{x \to \infty} f_1 (x, 1) \sim x. 
\] 

(70) (71)

It is noted that the non-RPA correction is suppressed by an extra factor of \( X_0 |\nu|^{2/((\theta + 1)} \) in the small \( \nu \) limit with fixed \( X_0 \).

3. General arguments

In this section we provide a general argument for the statement that all non-RPA diagrams contain positive powers of \( X_0 \) in the small \( X_0 \) limit. Consider a cluster of \((V + 1)\) vertices which are to be fused into one vertex through a fusion channel with \( L_f \) fermion loops. They have \( V \) relative coordinates to be integrated over the range which is order of \( X_0 \). Integrating out the \( y \)-momenta running in these loops yields \( L_f \delta \)-functions for the relative coordinates, \( x_{ij} \). After \( L_f \) relative coordinates are fixed, the remaining \( V - L_f \) relative coordinates give rise to a factor of \( X_0^{V - L_f} \). This implies that the only \( O(1) \) contributions are the diagrams with \( V = L_f \). These are exactly the RPA diagrams. All other diagrams, including higher order vertices generated from the quartic vertex, necessarily include positive powers of \( X_0 \).

If the Wilsonian effective action were UV divergent in the \( \Delta X_0^{1/2} \eta^{-1} X_0^{(\theta - 1)/2} \to 0 \) limit, then \( \Delta X_0^{1/2} \eta^{-1} X_0^{(\theta - 1)/2} \) should be kept finite. In such a case, the extra power of \( X_0 \) in the non-RPA diagrams could be saturated by finite \( X_0 \) in the small \( X_0 \) limit. Consider a cluster of \((V + 1)\) vertices which are to be fused into one vertex through a fusion channel with \( L_f \) fermion loops. They have \( V \) relative coordinates to be integrated over the range which is order of \( X_0 \). Integrating out the \( y \)-momenta running in these loops yields \( L_f \delta \)-functions for the relative coordinates, \( x_{ij} \). After \( L_f \) relative coordinates are fixed, the remaining \( V - L_f \) relative coordinates give rise to a factor of \( X_0^{V - L_f} \). This implies that the only \( O(1) \) contributions are the diagrams with \( V = L_f \). These are exactly the RPA diagrams. All other diagrams, including higher order vertices generated from the quartic vertex, necessarily include positive powers of \( X_0 \).

4. The Wilsonian effective action

Including the corrections to the zeroth order in \( X_0 \), we obtain the Wilsonian effective action which is exact modulo ir-
relevant terms,
\[
S_{X_0} = \int \frac{dk}{2\pi} \frac{d\omega}{2\pi} dx \, \delta \psi'_{i,k}(\omega, x) \times \left[ ic_F \text{sgn}(\omega) |\omega|^{2/(\theta+1)} - i\partial_x \right] \psi_{i,k}(\omega, x) \circ \delta \\
+ \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \, dx \, \epsilon^{2\gamma(k_1-k_2)q_x} \times \frac{V_{i;IN}}{|q|^{\theta} + c_B \frac{|q|}{|q|}} \circ \psi_{i,k}(\omega, x) \psi_{j,k} + g(\omega_2 + \nu, x) \circ \psi'_{j,k}(\omega_1 + \nu, x) \circ \psi'_{n,k}(\omega_1, x) \circ,
\]
where \( c_B \) and \( c_F \) are positive constants. The effective action is local in the \( x \)-direction but not in the \( \tau \)-direction as can be seen from the terms that are non-analytic in frequency. Once non-analytic terms are allowed in the effective action, usually the standard RG procedure becomes less useful because, in principle, infinitely many marginal or relevant non-local operators are generated. In the present case, however, the chiral nature of the theory puts a strong constraint on the form of non-local terms that can be generated. The contributions from non-RPA diagrams are systematically suppressed by positive powers of \( |\omega|^{2/(\theta+1)} \) \( X_0 \), \( q^2 X_0 \) or \( X_0 \partial_x \) compared to the RPA contributions that are included in Eq. (72), where \( \omega \) and \( q \) are external frequency and \( \gamma \)-momentum of the operator. Higher order vertices such as \( \psi^6 \) are also generated. These vertices can be obtained by cutting open some internal lines from quartic vertices. As a result, they necessarily have less constraints on the relative coordinates of the vertices compared to the RPA diagrams. Since they are accompanied by positive powers of \( X_0 \), they are negligible in the low energy limit. Therefore, the effective action in Eq. (72) includes all terms apart from the terms that are irrelevant by power counting. It is emphasized that RPA diagrams are dynamically selected to generate the leading order terms in the Wilsonian effective action.

With the renormalized action, it is more convenient to use a new normal ordering scheme based on the dressed Green’s function,
\[
G(\omega, x_{12}) = -i \text{sgn}(\omega) \Theta(-x_{12}\omega) \\
\times \exp \left[ -c_F |x_{12}| |\omega|^{2/(\theta+1)} \right].
\]
(73)
The new normal ordering is related to the old one through
\[
\mathcal{O} := \exp \left[ -\sum \int dk \, d\omega dx dx_1 dx_2 (2\pi)^2 \times \{ G(\omega, x_{12}) - G_0(\omega, x_{12}) \} \right] \circ \delta \psi'_{i,k}(\omega, x_2) \circ \psi_{i,k}(\omega, x_1) \circ \delta.
\]
(74)
This transformation modifies only the irrelevant operators in the action because the difference in the propagator vanishes in the low energy limit,
\[
G(\omega, x_{12}) - G_0(\omega, x_{12}) = -i \Theta(-x_{12}\omega) \\
\times \exp (-c_F |x_{12}| |\omega|^{2/(\theta+1)} - \exp (-\eta |x_{12}\omega|)) \\
= -i \Theta(-x_{12}\omega) \text{sgn}(\omega) \\
\times \left[ -c_F |x_{12}| |\omega|^{2/(\theta+1)} + \ldots \right].
\]
(75)
From now on, all composite operators are understood to be normal ordered according to Eq. (20) with \( G(\omega, x_{12}) \) replacing \( G_0(\omega, x_{12}) \).

E. Wilsonian effective action vs. quantum effective action

![Fig. 16: A three-loop correction to the quadratic vertex. In the full quantum effective action, this is one of the infinite series of diagrams which is of the same order as the RPA corrections. In the Wilsonian effective action, this is sub-leading (see the text).](image)

How was it possible for us to construct the Wilsonian effective action in Eq. (72) in the strongly coupled field theory? The answer to this question lies in the difference between the quantum effective action and the Wilsonian effective action. In the quantum effective action computed in Ref. [37], quantum fluctuations are fully incorporated, including the contributions from the gapless modes right on the Fermi surface. On the contrary, in the Wilsonian effective action constructed in Eq. (72), only the short-distance quantum fluctuations up to the length scale \( X_0 \) are included. Therefore, the diagrams that are of the same order as the RPA diagrams in the quantum effective action do not necessarily come in the same order in the Wilsonian effective action. In this section, we show that non-RPA diagrams are indeed sub-leading in the Wilsonian effective action although they are not suppressed in the full quantum effective action.

As a concrete example, we consider a three-loop diagram shown in Fig. 16, where three quartic vertices are fused into a quadratic vertex in the Wilsonian effective action. The resulting vertex is given by
\[
\delta S^{(3)}_2 = \int dx \, \frac{d\omega}{(2\pi)^2} \psi'_{i,k}(\omega, x) \Sigma_{ij}^{(3)}(\omega, X_0) \psi_{j,k}(\omega, x),
\]
(76)
where the self-energy is
\[ \Sigma_{ij}^{(3)}(\omega, X_0) = \frac{i}{4\pi^3} \frac{cF}{c_F\gamma} \text{sgn}(\omega) \left| \omega \right|^{2/(\theta+1)} V_{ij',i'j''} V_{i'j'\omega} \left( c_F X_0 \left| \omega \right|^{2/(\theta+1)} \right). \] (77)

The dimensionless function \( f_2(s) \) is

\[
f_2(s) = s \int_0^1 \frac{dx}{|y_1|^{\theta+1} + (t_1 + t_2)} \int_0^{1-t_1} dt_2 \int_{-\infty}^{\infty} dy_1 dy_2 \frac{1}{|y_1 - y_2|} |y_1 - y_2|^{\theta+1} + |t_2 - t_3| \exp \left[ -sx \left\{ 1 - \frac{y_1}{y_2} t_1^{\frac{\theta+1}{2}} + \left( t_2^{\frac{\theta+1}{2}} + (1 - t_1 - t_2)^{\frac{\theta+1}{2}} \right) \right\} \right]. \] (78)

where \( f_2(s) \) is finite for all \( s \). It has the following asymptotic behaviors,

\[
\lim_{s \to 0} f_2(s) \sim s, \quad \lim_{s \to \infty} f_2(s) \sim 1. \] (79) (80)

We note that the exponential factor in the last line of Eq. (78) is less than 1. In order to obtain an upper bound in the small \( s \) limit in Eq. (79), we simply replace the exponential factor by 1. Since the rest of the integrals are finite, \( f_2(s) \) should be proportional to \( s \) in the small \( s \) limit. The limit in Eq. (80) follows from the observation that the function multiplying \( sx \) in the exponent in Eq. (78) is strictly greater than 0 and is \( O(1) \). Therefore, as \( s \to \infty \) the leading order contribution to the \( x \) integral comes from the region \( 0 \leq x \lesssim 1/s \), resulting in the asymptotic behavior in Eq. (80). We numerically compute \( f_2(s) \), and confirm the asymptotic behaviors as is shown in Fig. 17.

In the Wilsonian effective action, we consider the low energy limit with fixed \( X_0 \). In this case, the limit in Eq. (79) applies, and the three-loop self-energy has an extra factor of \( cF X_0 \left| \omega \right|^{2/(\theta+1)} \) compared to the leading order terms in Eq. (64). Therefore, the diagram do not contribute to the Wilsonian effective action to the leading order. In the full quantum effective action, on the other hand, we consider the limit \( X_0 \to \infty \) with fixed external frequency. In this case, the limit in Eq. (80) applies, and the diagram has the same scaling behavior as the RPA contributions. In the renormalization group, only short distance quantum fluctuations are included in every step of coarse graining. In combination with the chiral nature of the theory which constrains the degree of UV/IR singularity of the theory, this allows one to compute the exact Wilsonian effective action to the leading order.

Having said that the Wilsonian effective action can be computed perturbatively in the low momentum/frequency limit with fixed \( X_0 \), we note that physical observables are given by the full quantum effective action. If one wants to compute physical observables with external \( \eta \)-momenta \( k \) using the effective action defined at a scale \( X_0 \) with \( k X_0^{1/2} \ll 1 \), one still has to include the quantum fluctuations between scales \( X_0^{-1/2} \) and \( k \), which are not included in the Wilsonian effective action. Therefore, the exact form of the \( n \)-point function, which is not dictated by the scaling, in general can not be computed perturbatively.

**VII. Renormalization Group**

It is now straightforward to perform the renormalization group analysis by increasing \( X_0 \) by a factor of \( e^{dl} \) in the Wilsonian effective action. The quantum correction obtained by increasing \( X_0 \) can be easily read from

\[
\delta S = dl \frac{\partial S_{X_0}}{\partial \ln X_0}. \] (81)

where \( S_{X_0} \) is the effective action in Eq. (72). The key observation is that \( S_{X_0} \) is independent of \( X_0 \) apart from irrelevant terms. This implies that there is no quantum correction to the leading order terms in the Wilsonian effective action.

Here we show that there is indeed no quantum corrections to the leading order through an explicit calculation. We divide the configuration space of operators into two parts. The first part represents the configurations where no two composite operators are closer than \( X_0 e^{dl} \) along the \( x \)-direction for an infinitesimally small \( dl \). The second part represents the configurations where there is at least one pair of operators whose
shows the channels where two quartic operators fuse into order terms in the Wilsonian effective action at each step of coarse

FIG. 18: The list of quantum corrections generated from the leading order terms in the Wilsonian effective action at each step of coarse graining.

Two operators whose relative separation is in \( \Omega \) are fused into one composite operator. The volume of the phase space where more than two operators fuse simultaneously is at most order of \( dl^2 \), which can be ignored.

Now we compute the quantum corrections explicitly. Fig. 18 shows the channels where two quartic operators fuse into quadratic or quartic operators. The fusions generate the following vertices,

\[
\Omega \equiv \left\{ (x_1, x_2) \mid |x_1 - x_2| \leq X_0 e^{dl} \right\}. \tag{82}
\]

\[
\Gamma^{(a)}_2 = 0, \tag{83}
\]

\[
\Gamma^{(b)}_2 = -\frac{dl}{4\pi^4} c_B \frac{\Theta}{dl} \frac{2}{(2\pi)^2} \int dx \frac{dkd\omega}{(2\pi)^2} V_{m'm';ij} V_{m'j'i'n'} \text{sgn} (\omega) |\omega|^{2/(\theta+1)} : \psi^*_{i,k}(\omega) \psi_{j,k}(\omega) : \times X_0 |\omega|^{\frac{2}{2/\theta}} f^{(b)} \left( X_0 |\omega|^{\frac{2}{2/\theta}} \right), \tag{84}
\]

\[
\Gamma^{(c)}_4 = 0, \tag{85}
\]

\[
\Gamma^{(d)}_4 = \frac{dl}{\pi^2} c_B \frac{\Theta}{dl} \frac{2}{(2\pi)^6} \int dx \frac{dk_1 dk_2 dqd\omega_1 d\omega_2 d\nu}{(2\pi)^6} X_0 |\nu|^{\frac{2}{2/\theta}} f^{(d)} \left( X_0 |\nu|^{\frac{2}{2/\theta}}, \frac{q}{|c_B \nu|^{\frac{2}{2/\theta}}} \frac{\omega_1}{\nu} \right) \times \frac{V_{ij'j't'n'} V_{ij't'n'}}{|q|^{\theta} + c_B |\nu| / |q|} e^{2i\gamma(k_1-k_2)q x} : \psi^*_{i,k_2}(\omega_2) \psi_{j,k_2+q}(\omega_2+\nu) \psi^*_{l,k_1+q}(\omega_1+\nu) \psi_{n,k_1}(\omega_1) :, \tag{86}
\]

\[
\Gamma^{(e)}_4 = -\frac{dl}{2\pi^2} c_B \frac{\Theta}{dl} \frac{2}{(2\pi)^6} \int dx \frac{dk_1 dk_2 dq d\omega_1 d\omega_2 d\nu}{(2\pi)^6} e^{2i\gamma(k_1-k_2)q x} X_0 \frac{\Delta \omega^{(e)} \omega_1}{|\Delta \omega^{(e)}|^{\frac{2}{2/\theta}}} \times f^{(e)} \left( X_0 \frac{\Delta \omega^{(e)}}{|\Delta \omega^{(e)}|^{\frac{2}{2/\theta}}}, \frac{q \text{sgn} (\Delta \omega^{(e)})}{|c_B \Delta \omega^{(e)}|^{\frac{2}{2/\theta}}} \frac{k_2 - k_1}{\omega_2} \omega_2 \nu \Delta \omega^{(e)} \Delta \omega^{(e)} \right) \times V_{ij'j't'n'} V_{ij't'n'} : \psi^*_{i,k_2}(\omega_2) \psi_{j,k_2+q}(\omega_2+\nu) \psi^*_{l,k_1+q}(\omega_1+\nu) \psi_{n,k_1}(\omega_1) :, \tag{87}
\]

\[
\Gamma^{(f)}_4 = \frac{dl}{2\pi^2} c_B \frac{\Theta}{dl} \frac{2}{(2\pi)^6} \int dx \frac{dk_1 dk_2 dq d\omega_1 d\omega_2 d\nu}{(2\pi)^6} e^{2i\gamma(k_1-k_2)q x} X_0 \frac{\Delta \omega^{(f)} 2^{(\theta+1)}}{|\Delta \omega^{(f)}|^{\theta/(\theta+1)}} \times f^{(f)} \left( X_0 \frac{\Delta \omega^{(f)}}{|\Delta \omega^{(f)}|^{\theta/(\theta+1)}} \right), \tag{88}
\]

where the separation along the \( x \)-direction is in
where $\Delta \omega^{(c)} = \omega_2 - \omega_1$ and $\Delta \omega^{(f)} = \omega_1 + \omega_2 + \nu$. Here we suppress the reference to the $x$ coordinate in $\psi_{i,k}(\omega, x)$ to simplify the notation. The universal crossover functions, $f^{(b,d,e,f)}$, are given by

\begin{align}
\times f^{(f)} (s, u, v, x, y) &= \int_{-\infty}^{\infty} dy \int_0^1 dt e^{-c_F s \left[ \frac{1}{\theta + 1} + (1-t) \frac{y}{\theta + 1} \right]} e^{2i \gamma c_B \frac{1}{\theta + 1} y} s r(u + u + y) y \\
&\times \frac{|y|}{|y + u_1|^{\theta + 1} + |v_1 - t|} |y|^{\theta + 1} + |v_1 + v_2 - t| .
\end{align}

(92)

The dynamical critical exponent $z$, the scaling dimension of the fermion field $\Delta \psi$, and the dimension of $y$-momentum $\alpha$ should be determined from the condition that the action is invariant. The condition that the marginal term $\psi^* \partial_x \psi$ should be scale invariant fixes the scaling dimension of the field to be

\begin{equation}
\Delta \psi = -\frac{1}{2} \left( z + \alpha \right).
\end{equation}

(97)

Then the beta functions for $c_F$, $c_B$, $\gamma$ and $V_{ij;ln}$ are given by

\begin{align}
dc_F / dl &= \left( 1 - \frac{2z}{\theta + 1} \right) c_F, \\
dc_B / dl &= \left( \alpha(\theta + 1) - z \right) c_B, \\
d\gamma / dl &= \left( 1 - 2\alpha \right) \gamma, \\
dV_{ij;ln} / dl &= \left[ 1 - z + \alpha(\theta - 1) \right] V_{ij;ln}.
\end{align}

(98)\quad (99)\quad (100)\quad (101)

One can find a fixed point for the beta functions if and only if
we choose
\[ \alpha = \frac{1}{2}, \quad \frac{z}{2} = \frac{(\theta + 1)}{2}. \] (102)

This uniquely fixes the dynamical critical exponent and the scaling dimension of the field.

One can check that higher order vertices that are generated from the quartic vertices are all irrelevant under the scaling in Eqs. (93) - (96). As an example, we compute the quantum correction where two quartic vertices fuse into a sixth order vertex as is shown in Fig. 19. In the small \( X_0 \) limit, it becomes

\[ \mathcal{G}_6 = 4i X_0 dll \int \frac{dk_1 dk_2 dk_3 dq_1 dq_2 dw_1 dw_2 dw_3 d\nu_1 d\nu_2}{(2\pi)^{10}} dx \ e^{2i\gamma \left| (k_1 - k_2)q_1 + (k_3 - k_1)q_2 \right| x} \]
\[ \times \frac{V_{ijin'} V_{in';ms}}{|q_1|^2 + c_B |\nu_1| / |q_1|} \frac{\text{sgn}(\omega_1)}{|q_2|^2 + c_B |\nu_2| / |q_2|} e^{-X_0 |c_x| \omega_1^{2/(\theta + 1)} + 2i\gamma \text{sgn}(\omega_1) |(k_1 - k_3)q_2|} \]
\[ \times : \psi_{i,k_2}^\dagger (\omega_2, x) \psi_{j,k_2+q_1} (\omega_2 + \nu_1, x) \psi_{i,k_1+q_1}^\dagger (\omega_1 + \nu_1, x) \psi_{j,k_1+q_2} (\omega_1 + \nu_2, x) \psi_{m,k_3+q_2}^\dagger (\omega_3 + \nu_2, x) \psi_{s,k_3} (\omega_3, x) :. \] (104)

According to the scaling in Eq. (103) and the expression of \( \Delta_0 \) in Eq. (97), this is irrelevant. This can be readily seen from the fact that the prefactor is proportional to \( X_0 \) which has scaling dimension \(-1\). This is true for any higher order vertices generated during the RG flow. Contributions from these higher order vertices to the quadratic and quartic vertices are also irrelevant.

As expected, the scaling form in the chiral non-Fermi liquid state is fixed by the scaling in Eq. (36) where the interaction is kept invariant while the frequency dependent term in the bare quadratic action is deemed strongly irrelevant. This implies that the theory flows to a strongly interacting non-Fermi liquid fixed point in the low energy limit. It is remarkable that it is possible to obtain the exact scaling relation for the strongly interacting non-Fermi liquid fixed points. The scaling relation in Eq. (103) suggests that the exact fermion Green’s function in the momentum space has the form,

\[ G^{-1}(k) = \delta_k g \left( \frac{|\omega|^{2/(\theta + 1)}}{\delta_k} \right), \] (105)

where \( \delta_k = k_x + \gamma k^2 \) and \( g(x) \) is a universal function. Note that the one-loop Green’s function obeys the scaling form in Eq. (105). In other words, chirality allows us to extract the scaling form of the exact Green’s function, \( G(k) \) from the one-loop Green’s function. However, the dimensionless function \( g(x) \) is not fixed by scaling, and the exact form of \( g(x) \) can be, in principle, very different from what is inferred from the one-loop Green’s function.

**VIII. GENERAL PATCH THEORIES**

The theory with the dynamical critical exponent \( z = \frac{\theta + 1}{2} \) captures the low energy physics near the Fermi surface with nonzero quadratic curvatures. There exist special points where the quadratic curvature vanishes. In particular, the periodicity of the first Brillouin zone in the \( K_y \) direction guarantees that there exist inflection points as is shown in Fig. 20. For example, the dispersion in Eq. (3) has two inflection points at \( K_y = \pm \pi / 2d \). In the neighborhood of one of the inflection points (say \( K_y = -\pi / 2d \)), the dispersion can be written as \( \epsilon_k = k_x - 2tdk_y + (td^3 / 3) k_y^3 + O(k_y^5) \), where \( \tilde{k} \) is a deviation from the inflection point. Defining \( k_x' = k_x - 2tdk_y, k_y' = k_y \), the local dispersion is written as

\[ \epsilon_{k'} = k_x' + \gamma_3 k_y'^3 \] (106)

with the cubic curvature given by \( \gamma_3 = td^3 / 3 \). Henceforth, we will drop the prime in \( k_x', k_y' \). With some extra fine tuning, one can even have a higher inflection points with a local dispersion,

\[ \epsilon_k = k_x + \gamma_1 k_y^u \] (107)
with \( u > 3 \). Therefore, a general patch theory for chiral non-Fermi liquids can be parameterized by \((u, \theta)\),

\[
S^{(u, \theta)} = \int \frac{d\omega d^2 \vec{k}}{(2\pi)^3} \left( i\eta \omega + k_x + \gamma_u k_y^2 \right) \psi_j^+ (\omega, \vec{k}) \psi_j (\omega, \vec{k}) + \frac{1}{2} \int \frac{dv d^2 \vec{q}}{(2\pi)^3} \chi^{-1} (-v, -\vec{q}) \phi_\alpha (-v, -\vec{q}) \phi_\alpha (-\nu, -\vec{q}) + g \int \frac{d\omega d^2 \vec{k} d\omega d^2 \vec{q}}{(2\pi)^6} \phi_\alpha (\nu, \vec{q}) \psi_j^+ (\omega + \nu, \vec{k} + \vec{q}) \psi_j (\omega, \vec{k}) \chi \sum_{l,k} T_{ij} \phi_\alpha (\nu, \vec{q}).
\]

Here \( u \) is a positive integer greater than 1, and \( \theta \) is an even integer for local theories.

### A. UV finiteness and exact scaling

In this section, we show that each of the theory parameterized by \((\theta, u)\) in Eq. (108) describes a distinct and stable non-Fermi liquid fixed point for \(1 < \theta < u + \frac{1}{2}\) and \(u \geq 2\). For \( \theta > u + \frac{1}{2} \), the theory should be modified by \(\lambda \phi^4\) term which becomes relevant at the Gaussian fixed point. The RG analysis for general \( u \) is similar to that for the theory with \( u = 2 \) discussed in Secs. V - VII. In this section, we will quickly recapitulate the key results from the previous sections that apply to general \( u \geq 2 \), and emphasize new features that are absent in the case with \( u = 2 \). In the mixed-space of \( x \)-coordinate and frequency, the action is written as

\[
S^{(u, \theta)} = \int \frac{dk dk d\omega}{(2\pi)^2} \int dx \psi^+_i (\omega, x) \left[ i\eta \omega - i\partial_x \right] \psi_i (\omega, x) + \int \frac{dk_1 dk_2 dq d\omega_1 d\omega_2 d\nu}{(2\pi)^6} \times \frac{\Lambda}{|q x_R|^{1/(u-1)}}.
\]

Again, \( k_i, q \) refer to \( y \)-momenta. Two comments are in order for the general theory in Eq. (109). First, the phase factor in the quartic interaction includes \( u \) powers of \( y \)-momenta which is inherited from the dispersion in Eq. (107). As a result, the sliding symmetry associated with \( \psi_{i,k} \rightarrow \psi_{i,k+\Delta k} \) is absent for \( u > 2 \). Second, the number of points with a common tangent vector determines the representation of the fermion field under the flavor group. For \( u = 3 \), the two inflection points have different tangent vectors as is shown in Fig. 20. Since the two are decoupled at low energies, only one point needs to be kept in the low energy effective theory. As a result, one does not need to double the representation as in Eq. (8).

Now we consider the Wilsonian effective action with a running cut-off scale \( X_0 \), which is obtained by fusing operators whose separation in \( x \)-direction is less than \( X_0 \). As is the case for \( u = 2 \) discussed in Sec. VI, the Wilsonian effective action is finite in the UV limit, it is integrable for \( \eta^{-1} X_1^{(\theta-1)/2} \rightarrow \infty \) and \( \mu X_1^{\theta/2} \rightarrow 0 \) limit. Since the integrations over internal frequencies are insensitive to the value of \( u \), one can use the exactly same argument presented in Sec. VI B to show that they are finite : all internal frequencies are bounded by the external frequencies due to chirality. The integrations over \( y \)-momenta are also UV convergent for \( \theta > 1 \). As is discussed in Sec. VI B, an integration over \( y \)-momentum which goes through a boson propagator is UV convergent because it is suppressed as \( q^{-\theta} \) at large momentum. The only exceptions are the fermion loops which are solely made of fermion propagators. This is because the fermion propagator does not depend on \( y \)-momentum, and the integration over it diverges in the absence of the phase factor which cuts off the divergence. For example, the integration over \( y \)-momentum in the RPA bubble reads

\[
\int_{-\Lambda}^{\Lambda} dp \exp \left( i\gamma_u x_R \sum_{m=1}^{u-1} \left( \frac{u}{m} \right) p^m q^{u-m} \right) \sim \frac{1}{|q x_R|^{1/(u-1)}}.
\]
RPA bubble is order of
\[
\int_{-X_0}^{X_0} dx_R x_R^{-1/(u-1)} \sim X_0^{(u-2)/(u-1)}
\]  
for \( u > 2 \) and a constant independent of \( X_0 \) for \( u = 2 \).

Because the Wilsonian effective action is UV finite, one can take the \( AX_0^{1/2} \to \infty, \eta^{-1} X_0^{(\theta-1)/2} \to \infty \) limit. Since there is no scale in the full quantum theory, the low energy physics should be invariant under the scale transformation which leaves the rest of the terms in Eq. (109) invariant. In other words, the Wilsonian effective action should be invariant under the coarse graining \( X_0 \to X_0 e^{\text{rel}} \) followed by a re-scaling of the field and momenta dictated by the following scaling dimensions,
\[
[x] = -1,
\]  
\[
[k] = \frac{1}{u},
\]  
\[
z_{\theta,u} \equiv [\omega] = \frac{\theta + u - 1}{u},
\]  
\[
[\psi_i] = \frac{-\theta + u}{2u},
\]  
\[
[V] = 0,
\]  
\[
[\eta] = \frac{-\theta - 1}{u}.
\]
Eqs. (112) - (117) give the exact dynamical critical exponent and scaling dimensions.

**B. The Wilsonian effective action**

1. The RPA correction

In this section, we compute the Wilsonian effective action in the small \( X_0 \) limit. Let us estimate the magnitude of an operator generated by fusing \( V \) quartic vertices in the small \( X_0 \) limit. The fusion of \( V \) vertices involves \((V-1)\) relative coordinates that are integrated over the range of \( X_0 \). This leads to a factor of \( X_0^{V-1} \). As discussed in the previous section, each fermion loop gives rise to a UV enhancement factor of \( X_0^{(-1)/(u-1)} \). This gives a net factor of
\[
X_0^{V-1-L_f/(u-1)}
\]  
for a diagram with \( V \) vertices and \( L_f \) fermion loops. Indeed, Eq. (118) is the full answer for \( u = 2 \), as we have seen in in Sec. VI. For \( u > 2 \) we will see that there are corrections to Eq. (118). To see this, we first consider the RPA diagrams which are largest in the small \( X_0 \) limit according to Eq. (118). The RPA bubble dresses the quartic vertex to (see Appendix C1 for derivation)
\[
\chi_{u,\theta}^{(\text{RPA})}(q, \nu, X_0) = \frac{1}{|q|^\theta + c_B^{(u)}(X_0) \xi_u (\text{sgn}(\gamma_u \nu q)) \frac{1}{|q|^{1/(u-1)}}}
\]
with
\[
c_B^{(u)}(X_0) = \left( \frac{g^2}{2\pi^2} \right) X_0^{(u-2)/(u-1)} |\gamma_u|^{1/(u-1)}.
\]
The key difference from the \( u = 2 \) case is that the RPA correction in the dressed quartic vertex vanishes in the \( X_0 \to 0 \) limit for \( u > 2 \) as is shown in Eq. (111). It is crucial to include the leading quantum correction to the boson self-energy to dress the quartic vertex to cure the IR singularity as we have already seen in the \( u = 2 \) case. Because the IR singularity is cut off by the RPA correction, which vanishes in the small \( X_0 \) limit, each integration over \( y \)-momentum that goes through a boson propagator leads to an IR enhancement factor,
\[
\int dq \frac{1}{|q|^\theta + c_B^{(u)}(X_0) \xi_u (\text{sgn}(\gamma_u \nu q)) \frac{1}{|q|^{1/(u-1)}}} \sim X_0^{(-\theta-1)/(u-2)} \to X_0^{(-\theta-1)/(u-1)+1}.
\]

Taking the IR enhancement factor into account, the naive power counting in Eq. (118) is modified as
\[

\begin{align*}
X_0^{(V-1)+\left[\frac{-1}{u-2}\right] L_f} &+ \left[\frac{-\theta-1}{u-2\theta}\right] L_m \\
&= X_0^{\left(E-4\right)+\frac{1}{\theta-1} L_f + \frac{\theta}{\theta-1} L_m},
\end{align*}
\]
where \( L_m \) is the number of ‘mixed loops’ that contain at least one boson propagator in contrast to fermion loops. We use the identity \( V = F + L_m + L_f - 1 \), and assume that only one boson propagator becomes singular at a time within each mixed loop. Since the coefficients of \( L_f \) and \( L_m \) are positive for \( u > 2 \), higher loop diagrams are suppressed in the small \( X_0 \) limit. For the fermion self-energy, the leading correction arises for \( L_f = 0, L_m = 1, V = 1 \) which is order of \( X_0^{(\frac{-2}{2\theta-1})} \). See Appendix C2 for an explicit computation of the leading correction to the quadratic action. Therefore the Wilsonian effective action with the leading order quantum corrections is written as
\[
S_{X_0}^{(u,\theta)} = \int \frac{d\omega}{2\pi} \int \frac{d\nu}{2\pi} dx \frac{\psi_{i,k}^*(\omega, x)}{\omega^{(u-1)/\theta}} - i\partial_x \psi_{i,k}(\omega, x) \right|^\theta \times \left[ i f_{\ell}^{(u)}(X_0) \text{sgn}(\omega^u) \frac{1}{\omega^{(u-1)/\theta}} \right] \frac{1}{\omega^{(u-1)/\theta}} \times \int \frac{d\nu}{2\pi} \int \frac{d\omega}{2\pi} \int \frac{d\nu'}{2\pi} \int \frac{d\omega'}{2\pi} dx \int \frac{d\nu''}{2\pi} \int \frac{d\omega''}{2\pi} \int \frac{d\nu'''}{2\pi} \int \frac{d\omega'''}{2\pi} dx
\]
\[
\times \psi_{i,k}^*(\omega_1, x) \psi_{i,k_1+q}(\omega_2 + \nu, x) \psi_{i,k_2+q}(\omega_3 + \nu, x) \psi_{i,k_3+q}(\omega_4 + \nu, x)
\]
where
\[
c_B^{(u)}(X_0) \propto X_0^{(\frac{-2}{2\theta-1})},
\]
with

\[
\xi_u(\sgn(\gamma_u\nu q)) = \begin{cases} 
\frac{u-1}{u-2} \int_0^\infty dy \cos\left(\frac{y}{u-1}\right) & \text{for even } u \\
\frac{u-1}{u-2} \int_0^\infty dy e^{i\sgn(\gamma_u\nu q)\frac{y}{u-1}} & \text{for odd } u.
\end{cases} 
\]  

(126)

The expression in Eq. (126) is well defined for any \( u \geq 2 \). Note that \( \xi_u \) is complex for odd \( u \) and \( \xi_u(\sgn(\gamma_u\nu q)) = \xi_u^*(-\sgn(\gamma_u\nu q)) \). This appears to break the inversion along the \( y \) direction under which \( q \) is mapped to \(-q\). However, the full theory which includes the other patch with the opposite \( y \)-momentum respects the inversion as explained in Appendix C.3.

It is noted that \( c^{(u)}_F(X_0) \) in the fermion self energy is singular in the \( X_0 \to 0 \) limit for \( u > 2 \), which reflects the fact that the IR divergence is cut off by the quantum correction which vanishes in the \( X_0 \to 0 \) limit in Eq. (119). Although \( c^{(u)}_F(X_0) \) diverges in the \( X_0 \to 0 \) limit for \( u > 2 \), its feedback to the Wilsonian effective action is sub-leading in the small \( X_0 \) limit. This can be seen from the dressed fermion propagator,

\[
G(\omega, x_{12}) = -i \sgn(\omega) \Theta(-x_{12}\omega) \times \exp\left[-c^{(u)}_F(X_0)|x_{12}|/|\omega|^{(1-u)/2}\right].
\]  

(127)

Because \(|x_{12}| < X_0 \) for propagators that enter in OPE’s for the Wilsonian effective action, we have \( c^{(u)}_F(X_0)|x_{12}| < X_0^{\theta+(u-1)/2} \rightarrow 0 \) in the \( X_0 \to 0 \) limit. As a result, one can ignore the exponential factor in Eq. (127) to the leading order in \( X_0 \).

2. Beyond the RPA correction

\[
\Gamma^{(ph)}(k_1, k_2, q, \omega_1, \omega_2, \nu) = \frac{1}{2\pi^2} \int \frac{d^2k_1dk_2dq}{(2\pi)^n} \int \frac{d\omega_1d\omega_2}{(2\pi)^n} \int dx V_{ij',ij';ll'} e^{i\gamma_{u}\sum_{m=1}^{(n-1)} (u_m)(k_1^m-k_2^m)q^{n-m}} \Gamma^{(ph)}(k_1, k_2, q, \omega_1, \omega_2, \nu) \times \psi^*_{l,k_1}(\omega_1, x)\psi_{n,k_1}(\omega_1, x),
\]  

where

\[
f^{(ph)}(s_1, s_2, u_1, u_2, u_3, v_1, v_2) = \int_0^1 dx dt \int_{-\infty}^{\infty} dy e^{is_2\pi\sum_{m=1}^{(n-1)} (u_m)(u_2^m-u_1^m)y^{n-m}} e^{-s_1x\left(\frac{y^{n-1}}{u_1^{n-1}}+1-\frac{y^{n-1}}{u_2^{n-1}}\right)} \times \frac{|y-u_1|^\theta y^{\frac{1}{u_1^\theta}} + \xi_u(\sgn(\gamma_u(t+v_1+v_2)(y-u_1)))|t+v_1+v_2|}{|y-u_2|^\theta y^{\frac{1}{u_2^\theta}} + \xi_u(\sgn(\gamma_u(t+v_2)y))|t+v_2|}. 
\]  

(129)

(130)
Since the cross-over function has complicated dependence on the dimensionless parameters, let us consider a particular limit to compare with the RPA correction. We consider the small frequency limit with fixed $y$-momenta, where $s_i \ll 1$, $u_i \gg 1$ and $v_i \sim 1$. In this limit, the cross-over function becomes

$$f^{(ph)}(0, 0, u_1, u_2, u_3, v_1, v_2) \sim |v_1|^{-\theta},$$  \hspace{1cm} (131)

resulting in the quantum correction,

$$\Gamma^{(ph)}(k_1, k_2, q, \omega_1, \omega_2, \nu) \sim \left[ \frac{g^2}{|\gamma_u|^{1/(u-1)}} \right]^{(u-1)(1-2\theta)/(u-1)}$$

$$\times \left( X_0 |\Delta\omega| \right)^{\frac{6+n-1}{(u-1)(u-3)\theta}} |q|^{-\theta}. \hspace{1cm} (132)$$

This is smaller than the RPA dressed vertex in Eq. (123) in the limit under consideration.

![Diagram](image)

**FIG. 22:** A diagram where two quartic vertices (boson propagator) outside the box carry a same momentum. The double wiggly line represents the RPA dressed quartic vertex.

There are diagrams which do not obey the counting in Eq. (122). For example, the diagram shown in Fig. 22 has a smaller power of $X_0$ than predicted in Eq. (122). In this diagram, there are two boson propagators (the ones outside the box in Fig. 22) which carry exactly same momentum. In the absence of the RPA correction to the quartic vertex, the two boson propagators become singular simultaneously. As a result, the integration over the $y$-momentum that goes through the two boson propagators has a larger IR enhancement factor than predicted in Eq. (121). However, we can not consider this diagram by itself because it is part of an infinite series of diagrams as is shown in Fig. 23. The quartic vertex dressed by higher-loop boson self-energies can be written as

$$\int \frac{dk_1dk_2dq d\omega_1d\omega_2d\nu}{(2\pi)^6} |q|^{\theta} \frac{V_{ij;ln}}{\Pi(k_1, k_2, q, \nu, X_0)}$$

$$\times e^{i\gamma_u \sum_{m=1}^{n-1} \left( \sum_{m} (k_1^{m} - k_2^{m}) q^{m} \right)}$$

$$\times \vartheta_2 i_{k_2}(\omega_2, x)\psi_{k_2, j_2}(\omega_2 + \nu, x)$$

$$\times \psi_{k_1 + q}(\omega_1 + \nu, \nu, \nu, x)$$

$$\times \vartheta_2 \psi_{k_1, j_1}(\omega_1, x) \vartheta_2,$$  \hspace{1cm} (133)

where

$$\Pi(k_1, k_2, q, \nu, X_0) = \Pi_{uRPA}(k_1, k_2, q, \nu, X_0). \hspace{1cm} (134)$$

Here $\Pi_u$ is the RPA correction defined in Eq. (C5) and $\Pi_{uRPA}$ represents the corrections beyond the RPA level. $\Pi_{uRPA}$ includes the sub-diagram inside the box in Fig. 22. The one-particle irreducible non-RPA correction is suppressed compared to $\Pi_u$ according to Eq. (122). Therefore, the RPA diagram dominates in the small $X_0$ limit.

Although, the diagram in Fig. 23(a) is consistent with Eq. (122), we do not have a systematic way of computing the exact dependence on $X_0$ for general diagrams. However, we emphasize that the scaling dimensions in Eq. (117) hold exactly irrespective of the magnitudes of individual diagrams in the small $X_0$ limit.

**IX. THERMODYNAMIC RESPONSE**

One full Fermi surface generally includes multiple patch theories with different values of $u$ that belong to different universality classes. What is then the thermodynamic response of the whole system? Here we consider the case where the quadratic curvature is nonzero except for an isolated inflection point of the $u$-th order.

Suppose there is an inflection, $P^* \equiv (K_x^*, K_y^*)$ at which the fermion dispersion goes as $\epsilon_k = k_x + k_y^{u}$. The $u$-th curvature $\gamma_u$ is scaled to be one. Let us consider a point $P$ on the Fermi surface near $P^*$. Let $q$ be the difference in the $y$-momentum between $P$ and $P^*$. The local energy dispersion around $P$ includes the lower order terms as

$$\epsilon_k = k_x + \sum_{n=2}^{u-1} \gamma_{u}(q) k_y^{u} + k_y^{u}, \hspace{1cm} (135)$$

where the term linear in $k_y$ is absorbed into a redefinition of $k_x$, and the lower order curvatures go to zero near $P^*$ as $\gamma_n(q) \sim q^{u-n}$ with $\gamma_u \sim 1$. Consider the free energy density per unit $y$-momentum at temperature $T$: $f(T, q)$ is the contribution to the free energy density from a unit segment of the Fermi surface at point $P$. The total free energy density is given by an integration over the momentum along the Fermi surface[42, 51].

$$f(T) = \int_{-\Lambda}^{\Lambda} dq \tilde{f}(T, q), \hspace{1cm} (136)$$

where $\Lambda$ is a UV cut-off set by the size of the Fermi surface. Eq. (136) is a consequence of the fact that the $y$-momentum $q$ has a positive scaling dimension and the theory is local in the
momentum space[50]. The scaling at the inflection point, \( P^* \), fixes the form of the free energy density to be

\[
\tilde{f}(T, q) = T^{1+1/z_{\theta,u}} h \left( \frac{q^n}{T^{1+1/z_{\theta,u}}}, \tilde{\gamma}_n \right). \tag{137}
\]

Here we use the fact that the lower order curvatures \( \gamma_n(q) \)'s are relevant perturbations with the scaling dimension \((u - n)/u\) to the inflection point which is described by the theory with the dynamical critical exponent \( z_{\theta,u} \). \( h(x) \) is a universal function that describes the crossover from the high temperature scaling controlled by the inflection point to the low temperature scaling controlled by the points with nonzero quadratic curvatures. Its asymptotic behaviors are given by

\[
h(x, \tilde{\gamma}_n) \sim 1 \quad \text{for } x \to 0, \tag{138}
\]

\[
h(x, \tilde{\gamma}_n) \sim x^{-\frac{(u-2)(\theta-1)}{u(\theta+1)}} \quad \text{for } x \to \infty. \tag{139}
\]

Eq. (138) is determined from the fact that the scaling dimension of \( \tilde{f}(T, q = 0) \) is \( z_{\theta,u} + 1 \) at the inflection point, whereas Eq. (139) follows from the fact that \( \tilde{f}(T, q) \to T^{1+1/z_{\theta,u}} \) in the \( T \to 0 \) limit with \( \tilde{\gamma}_2 \neq 0 \). If there was a hierarchy in the magnitudes of \( \tilde{\gamma}_n \), there could be multiple crossovers. But in this case, there is only one crossover from the multi-critical point dictated by dispersion \( k_y^u \) to the critical point with dispersion \( k_y^2 \) because \( \tilde{\gamma}_n \sim 1 \) for all \( n \), and the quadratic term is most relevant. Upon integrating along the Fermi surface, we obtain two universal terms for the free energy density,

\[
f(T) \sim T^{1+1/z_{\theta,u}} \int_0^{A} \frac{dq}{T^{1+1/z_{\theta,u}}} + T^{1+1/z_{\theta,u}} \int_{T^{1+1/z_{\theta,u}}}^{1} \frac{dq}{T^{1+1/z_{\theta,u}}}
\]

\[
\sim A T^{\theta + 3} + B T^{\theta + 2}, \tag{140}
\]

where \( A, B \) are constants. The \( A \) term is the contribution from the extended region with non-zero quadratic curvatures whereas the \( B \) term is from the region near the inflection point. Therefore the specific heat scales as

\[
c \sim A T^{\frac{2}{\theta+1}} + B T^{\frac{u+1}{\theta+1}}, \tag{141}
\]

where the first term dominates in the low temperature limit. In the presence of the most generic inflection point with \( u = 3 \) for the quadratic dispersion of boson with \( \theta = 2 \), the specific heat of the whole system goes as

\[
c \sim A T^{\frac{2}{3}} + B \frac{1}{T}. \tag{142}
\]

This analysis can be extended to other physical responses.

X. SUMMARY AND DISCUSSIONS

In this paper we considered a class of non-Fermi liquid states without time-reversal and parity symmetries in \((2 + 1)\) dimensions. The chiral non-Fermi liquid states can be potentially realized at quantum critical points where two dimensional chiral Fermi surface is coupled with a critical boson associated with a spontaneous symmetry breaking. Chiral Fermi surface naturally arises on a stack of quantum Hall layers[45] or on the surface of three dimensional Weyl metals[52–55]. The former example, however, is simpler because there are no gapless bulk degrees of freedom. In principle, chiral metals with multiple flavors can be realized by one stack of quantum Hall layers with \( \nu > 1 \). Alternatively, multiple chiral modes can arise at a junction of semiconductors with oppositely charged carriers in a uniform magnetic field.

In two-dimensional non-Fermi liquid states, the local patch description is valid due to the emergent locality in the momentum space[50]. General patch theories for the chiral non-Fermi liquid states can be classified by the local shape of the Fermi surface, the dispersion of the critical boson and the symmetry group. Although the non-Fermi liquid fixed points are described by strongly interacting quantum field theories, the stability of the fixed points can be established non-perturbatively, and the exact critical exponents can be computed. The main ingredient that makes an exact analysis possible is the chiral nature of the theory. Because of chirality, internal frequencies in scattering processes are strictly bounded by the external frequencies. Exploiting this property, it is possible to prove that the theory is UV finite below the upper critical dimension, which is the case for non-Fermi liquid states. The absence of UV divergence guarantees that the theory flows to a fixed point governed by the scaling which leaves the interaction invariant in the bare action. We also confirm the general conclusion by computing the Wilsonian effective action explicitly in the low momentum/frequency limit with a fixed running cut-off.

For the RG analysis, we formulate the low energy excitations near the Fermi surface as a collection of one dimensional fermions with a continuous flavor labelling the momentum along the Fermi surface. In this formalism, the curvature of the Fermi surface manifests itself through a non-commutative structure between a coordinate and momentum in different directions. The emergent non-commutativity leads to a UV/IR mixing in Fermi liquid states, where IR (UV) behavior of the system is sensitively controlled by UV (IR) structures. On the other hand, there is no prominent UV/IR mixing in non-Fermi liquid states due to the UV finiteness of the theory. The absence of non-trivial UV/IR mixing is what makes the patch description valid in the non-Fermi liquid states.

The chiral non-Fermi liquid states are two-dimensional cousins of the chiral Luttinger liquids in one dimension[44] whose stability is guaranteed by the absence of back scatterings. In the chiral Luttinger liquids, the scaling dimension of the fermionic operator is solely determined from the topological property of the system, independent of the microscopic details. Similarly, in the chiral non-Fermi liquids, the critical exponents only depend on the geometrical properties of the local Fermi surface and the dispersion of the critical boson. This is the reason why exact dimensions can be obtained.

Despite the similarity, the two-dimensional state can not be obtained from a finite number of coupled one-dimensional
chains. This is because the low energy limit and the limit of infinite chains do not commute. The two-dimensional non-Fermi liquid state is obtained when one takes the limit of infinite chains before taking a low energy limit. This is manifest from the fact that the momentum along the Fermi surface is continuous, and it has a non-trivial scaling dimension.
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XII. APPENDIX

Appendix A: UV/IR mixing

In this appendix we compute the one-loop vertex function shown in Fig. 4. In this section, we focus on the critical point with $\mu = 0$. The one-loop vertex correction describes a process where a boson with $(\omega_p, \vec{p})$ creates a virtual particle-hole pair at $(\omega_k + \omega_p + \nu, \vec{k} + \vec{p} + \vec{q})$ and $(\omega_k + \nu, \vec{k} + \vec{q})$, which then scatter into the final state of a particle-hole pair with $(\omega_k + \omega_p, \vec{k} + \vec{p})$ and $(\omega_k, \vec{k})$. For convenience, we assume that $\vec{k} = 0, \omega_k = 0$ and the outgoing fermion is also on the Fermi surface, that is, $\epsilon_{k+p} = 0$. Then the resulting vertex function is a function of $\omega_p$ and $p_y$. In order to examine the interplay between UV and IR scales, we assume that the largest momentum along the Fermi surface is given by a finite UV cut-off $\Lambda$. As we will see below, the Fermi liquid states with $\theta < 1$ and the non-Fermi liquid states with $\theta > 1$ show distinct behaviour in terms of UV/IR mixing. In this appendix, we will use the conventional energy-momentum space representation.

First we consider the Fermi liquids with $\theta < 1$. We assume that the Yukawa coupling $g$ is small and use the one-loop dressed propagators given by

$$G^{-1}(\omega, \vec{k}) = i c_F \omega + k_z + \gamma k_y^2, \quad D^{-1}(\nu, \vec{q}) = |q_y|^{\theta} + c_B \frac{|\nu|}{|q_y|}. \quad (A1)$$

where $c_F, c_B$ are constants. The one-loop vertex correction with $\vec{k} = \omega_k = 0$ and $\epsilon_p = 0$ is given by

$$\Gamma_\theta(\omega_p, p_y; \Lambda) = g^3 \int d\nu d\vec{q} \frac{\bar{q}^2}{(2\pi)^3} G(\nu, \vec{q}) G(\omega_p + \nu, \vec{p} + \vec{q}) D(\nu, \vec{q}) \quad (A2)$$

$$= g^3 \frac{\Lambda^{1-\theta}}{2\pi^2} c_F \Upsilon_\theta(\alpha, L), \quad (A3)$$

where the cross-over function is

$$\Upsilon_\theta(\alpha, L) = \frac{\alpha^2}{L^{1-\theta}} \int_0^L dy \frac{y}{y^2 + \alpha^2} \log \left(1 + \frac{1}{y^{\theta+1}}\right) \quad (A5)$$

with

$$L = \frac{\Lambda}{(c_B |\omega_p|)^{1/(\theta+1)}}, \quad (A6)$$

$$\alpha = \frac{c_F \sgn(\omega_p)|\omega_p|^{\theta/(\theta+1)}}{2\gamma c_B^{1/(\theta+1)} |p_y|}. \quad (A7)$$

Here $L$ and $1/\alpha$ correspond to the UV cut-off and the external $y$-momentum scaled by the energy.

![Plot of $\Upsilon_\theta(\alpha, L)$ as a function of $\alpha$ with $L = 10^6$ and $\theta = 0.2$.](image)

Now we examine the behavior of the vertex function as a function of $p_y$. Suppose that $\omega_p$ and $\Lambda$ are fixed such that $L \gg 1$. A typical shape of the cross-over function is shown in Fig. 24 for a fixed value of $L$. In the large $p_y$ limit with $L \gg |\alpha| \gg 1$, the vertex correction vanishes as

$$\Gamma_\theta(\omega_p, p_y; \Lambda) \sim \frac{c_F g^3}{2\gamma} \frac{|\omega_p|}{p_y^2} \log^2 \left(\frac{c_F |\omega_p|^{\theta/(\theta+1)}}{\gamma c_B^{1/(\theta+1)} |p_y|}\right). \quad (A8)$$

As $p_y$ decreases, $\alpha$ grows. For an intermediate regime with $L \gg |\alpha| \gg 1$, the vertex correction becomes

$$\Gamma_\theta(\omega_p, p_y; \Lambda) \sim \frac{g^3}{c_F} \left[\frac{c_F}{\gamma}\right]^{1-\theta} \left|\frac{\omega_p}{p_y}\right|^{1-\theta}. \quad (A9)$$

As $p_y$ decreases, the vertex function tends to diverge as the number of virtual particle-hole pairs that can be excited within the energy provided by the boson increases. When the energy of the boson is $\omega_p$, the range of $q_y$ that the virtual particle and hole can take in the loop is given by $q_y \leq \frac{\omega_p}{2\gamma p_y}$ as is shown in Fig. 5(a). This follows from the condition $\epsilon_{q+p} - \epsilon_q \leq \frac{\omega_p}{2\gamma p_y}$.
\( \omega_p \). The volume of the phase space for the virtual excitations increases as \( p_y \) decreases. However, \( q_y \) is eventually bounded by \( \Lambda \) in the presence of the UV cut-off, and the vertex function saturates to a constant as

\[
\Gamma_\theta(\omega_p, p_y; \Lambda) \sim \frac{g^3}{\gamma_c F} \Lambda^{1-\theta} \tag{A10}
\]

in the small \( p_y \) limit with \( \alpha \gg L \gg 1 \). In other words, the maximum value of \( y \)-momentum that virtual particles can have is determined by the condition,

\[
q_y^{\text{max}} \sim \min \left( \frac{\omega_p}{\gamma_c p_y}, \Lambda \right). \tag{A11}
\]

For \( \frac{\omega_p}{\gamma_c p_y} \ll \Lambda \), the phase space of the virtual particle-hole excitations is controlled by the external momentum \( p_y \). In the opposite limit, the UV cut-off bounds the phase space. The two limits are illustrated in Fig. 5. From Eq. (A11), it is evident that \( p_y \to 0 \) and \( \Lambda \to \infty \) limits do not commute.

It is interesting to note that the IR singularity that is present in Eq. (A9) is eventually cut-off by an IR scale \( \bar{p}_y \sim \frac{\omega_p}{\gamma_c \Lambda} \) which is set by the inverse of the UV cut-off \( \Lambda \). This is a manifestation of UV/IR mixing where the IR behavior of the vertex function depends on the UV structure in a singular manner. The UV/IR mixing can be understood from a different perspective. For fixed \( \omega_p \), the vertex function tends to diverges as \( \Lambda \) increases as far as \( \Lambda \ll \frac{\omega_p}{\gamma_c p_y} \) as is shown in Eq. (A10). However, the UV divergence is cut-off by a scale \( \bar{\Lambda} \sim \frac{\omega_p}{\gamma_c p_y} \) which is set by the inverse of the IR scale \( p_y \). This non-trivial interplay between UV and IR scales is a consequence of the fact that the low energy fermions near \( \vec{k} = 0 \) ‘feel’ the presence of other modes which carry large momenta. This situation commonly arises in quantum field theories above the upper critical dimensions. What is peculiar about the present case is that modes with large momenta are not necessarily high energy modes because gapless modes on the Fermi surface can carry large momenta. Therefore the modes at large momenta affect the low energy behaviour in a singular way. This is the origin of the UV/IR mixing.

In the Fermi liquids, the UV/IR mixing is driven by the UV sensitive volume of the phase space for low energy particle-hole excitation available near the Fermi surface. In the non-Fermi liquid state with \( \theta > 1 \), on the other hand, the couplings that are non-local in momentum space are suppressed. This is due to the fact that the energy of boson increases steeply at large momentum. As a result, the intermediate states of particle-hole pairs with large momenta get dynamically suppressed although those states are equally available as in Fermi liquids. This makes the vertex correction to be insensitive to the virtual processes occurring at large momenta. Therefore the UV cut-off is not important to the low energy processes for \( \theta > 1 \). To see this explicitly, we use the one-loop dressed fermion propagator,

\[
G^{-1}(\omega, \vec{k}) = i c_F \text{sgn}(\omega) \frac{|\omega|^{2/(\theta+1)} + \epsilon_k}{\omega} \tag{A12}
\]

to compute the vertex correction,

\[
\Gamma_\theta(\omega_p, p; \Lambda) = \frac{g^3}{2\pi^2 c_F} \alpha^2 \int_0^1 \frac{dt}{y} \int_0^L \frac{dy}{y^{\theta+1} + t} \times \frac{y^2 + \alpha^2 \left((1 - t)^{\frac{2}{\theta+1}} + t^{\frac{2}{\theta+1}}\right)^2}{y^2 + \alpha^2 \left((1 - t)^{\frac{2}{\theta+1}} + t^{\frac{2}{\theta+1}}\right)^2} \tag{A13}
\]

with

\[
\alpha = \frac{c_F \text{sgn}(\omega_p)}{2\gamma_c L^{1/(\theta+1)}} \frac{|\omega_p|^{1/(\theta+1)}}{p_y} \tag{A14}
\]

and \( L \) is as defined in Eq. (A6). In Eq. (A13), the integration is convergent in the large \( L \) limit even when \( p_y = 0 \) unlike the case in Fermi liquids. For \( L, \alpha \gg 1 \), the vertex function saturates to a constant independent of the ratio \( \frac{\omega_p}{\gamma_c p_y} \) in contrast to the non-trivial crossover that is present in Fermi liquid state. In this case there is no UV/IR mixing in the vertex function. The insensitivity of the physics near \( \vec{k} = 0 \) to the gapless modes at large momenta is the reason for the emergent locality in the momentum space[50]. As a result, one can use the patch description in non-Fermi liquid states. On the contrary, all low energy modes remain coupled with each other in the Fermi liquid state, and one has to keep the entire Fermi surface in the low energy description. Landau Fermi liquid theory indeed includes Landau parameters associated with the forward scattering across the entire Fermi surface as the low energy data.

Appendix B: The RPA correction for the parabolic Fermi surface

In this section we compute the RPA vertex correction, the RPA self-energy, and derive the expressions for \( c_B \) and \( c_F \) in Eq. (60) and Eq. (65), respectively.

1. RPA vertex correction

The four-fermion vertex correction generated from the \( L \)-loop RPA diagram shown in Fig. 14(a) is written as
\[
\delta S_{4}^{(RPA,L)} = \int \frac{dk_{1} \, d\omega_{1} \, dk_{2} \, d\omega_{2} \, dq \, d\nu}{(2\pi)^{6}} \, dx_{1} \, e^{2i\nu(k_{1} - k_{2})q} V_{ij;ln} \, \chi_{\theta}(q) \sum_{\alpha=1}^{(L+1)!} \prod^{L}_{i=1} dx_{i+1,i} \\
\times \left(-\frac{g^{2}}{4\pi^{2}}\chi_{\theta}(q)\right) \prod^{L}_{j=1} \left[\int d\omega_{j} dp_{j} e^{2i\nu x_{j+1,i}(k_{1} - \nu)p} G_{0}(\omega_{j}, -x_{j+1,j}) G_{0}(\omega_{j} + \nu, x_{j+1,j})\right] \\
\times \oint \psi_{i,k_{2}}^{*}(\omega_{2}, x_{1}) \psi_{j,k_{2}+\nu}(\omega_{2} + \nu, x_{1}) \psi_{l,k_{1}+\nu}(\omega_{1} + \nu, x_{L+1}) \psi_{n,k_{1}}(\omega_{1}, x_{L+1})\, d\omega_{1}. \tag{B1}
\]

Here \(x_{i}\) is the coordinate of the \(i\)-th vertex in the chain of RPA bubbles and \(x_{i+1,i} = x_{i+1} - x_{i}\). \(C_{\alpha}\) represents non-overlapping sets of configurations of the \(x\)-coordinates of the vertices whose separations from their neighboring vertices are less than \(X_{0}\). For example, when there are three vertices at \(x_{1}, x_{2}\) and \(x_{3}\), there exist six distinct sets of configurations given by

\[
\begin{align*}
C_{1} &= \{(x_{1}, x_{2}, x_{3}) | x_{1} > x_{2} > x_{3}\}, \\
C_{2} &= \{(x_{1}, x_{2}, x_{3}) | x_{1} > x_{3} > x_{2}\}, \\
&\vdots \\
C_{6} &= \{(x_{1}, x_{2}, x_{3}) | x_{3} > x_{2} > x_{1}\}. \tag{B2}
\end{align*}
\]

In the present case, only two out of the \((L + 1)!\) sets contribute to the diagram due to the chiral nature of the theory. To see this, we first deduce the constraints on the relative coordinates of the vertices. From the \(\Theta\)-functions in the propagators, we have

\[
-\nu x_{j+1,j} > \omega_{j} x_{j+1,j} > 0. \tag{B3}
\]

These inequalities not only put a bound on the internal frequencies \(\{\omega_{j}\}\), but also impose constraints on relative coordinates \(\{x_{ij}\} : \) for any pair \(\{ij\}\) with \(i > j\), \(x_{i}\) and \(x_{j}\) are strictly ordered depending on the sign of \(\nu\), i.e.

- \(x_{L+1} > x_{L} > \ldots > x_{2} > x_{1}\) for \(\nu < 0\),
- \(x_{L+1} < x_{L} < \ldots < x_{2} < x_{1}\) for \(\nu > 0\).

The implication of the strict ordering is that for a fixed \(\nu\) all \(x_{ij}\) possess the same sign and \(|x_{ij}| \in (0, X_{0}]\). The integration over each \(p_{j}\) leads to a \(\delta\)-function whose support is localized in the neighborhood of \(x_{j+1} = x_{j}\). The width of the \(\delta\)-function goes to zero in the limit the UV cutoff of \(p_{j}'s\) is sent to \(\infty\). As a result, the RPA diagram generates a vertex which is ultra-local in the \(x\)-direction,

\[
\delta S_{4}^{(RPA,L)} = \int \frac{dk_{1} \, d\omega_{1} \, dk_{2} \, d\omega_{2} \, dq \, d\nu}{(2\pi)^{6}} \, dx \, e^{2i\nu(k_{1} - k_{2})q} V_{ij;ln} \, \chi_{\theta}(q) \Gamma_{4}^{(RPA,L)}(q, \nu, X_{0}) \\
\times \oint \psi_{i,k_{2}}^{*}(\omega_{2}, x) \psi_{j,k_{2}+\nu}(\omega_{2} + \nu, x) \psi_{l,k_{1}+\nu}(\omega_{1} + \nu, x) \psi_{n,k_{1}}(\omega_{1}, x)\, d\omega_{1}. \tag{B4}
\]

where

\[
\Gamma_{4}^{(RPA,L)}(q, \nu, X_{0}) = \left[-\frac{g^{2}}{4\pi^{2}}\chi_{\theta}(q)\right]^{\nu} \left[\int_{-\infty}^{\infty} dp \, \int_{0}^{X_{0}} dx_{R} \, e^{-2i\nu \text{sgn}(\nu) x_{R}(p-k_{1})q} e^{-\eta|x_{R}||\nu|}\right]^{L} \\
\equiv \left[-\Pi_{2}(q, \nu, X_{0}) \, \chi_{\theta}(q)\right]^{L} \tag{B5}
\]

with

\[
\Pi_{2}(q, \nu, X_{0}) = \left(\frac{g^{2}}{4\pi^{2}}\right) \left[\frac{\eta}{\nu} \int_{0}^{X_{0}} dx_{R} \, \int_{-\infty}^{\infty} dp \, e^{-2i\nu \text{sgn}(\nu) x_{R} p q} e^{-\eta|x_{R}||\nu|}\right] \tag{B6}
\]

\[
= \left(\frac{g^{2}}{4\pi^{2}}\right) \left[\frac{\eta}{\nu} \int_{-\infty}^{\infty} dx_{R} \, \int_{-\infty}^{\infty} dp \, \delta(x_{R}) e^{-\eta|x_{R}||\nu|}\right] \tag{B7}
\]

\[
= c_{B} \left|\frac{\nu}{\eta}\right| \tag{B8}
\]

It is noted that the dependence of \(\Gamma_{4}^{(L)}\) on \(k_{1}\) drops out as \(k_{1}\) is absorbed into the \(p\) in Eq. (B5).

\[
c_{B} = \frac{g^{2}}{8\pi\gamma}. \tag{B9}
\]
2. RPA self-energy

The quantum correction generated from the $L$-loop RPA diagrams shown in Fig. 14(b) is

\[
\delta S_2^{(RPA,L)} = \int \frac{dk \, d\omega}{(2\pi)^2} \, dx_1 \, \Sigma_{ab}^{(RPA,L)}(k, \omega) \circ \psi^*_{a,k}(\omega, x_1) \, \psi_{b,k}(\omega, x_1) \circ ,
\]

(B10)

where

\[
\Sigma_{ab}^{(RPA,L)}(k, \omega) = 2^{L+1} V_{a_1:j_1,i_1} \cdots V_{i_L:j_L,i_L} \int \frac{dq \, d\nu}{(2\pi)^2} \, \int C_{l=1}^L [dx_{l+1,l} P_2(q, \nu, x_{l+1,l})] \left[ \chi_{\theta}(q) \right]^{L+1} \, G_0(\omega + \nu, -x_{L+1,1})
\]

(B11)

with

\[
P_2(q, \nu, x_{l+1,l}) = \int \frac{dp_i \, dp_j}{(2\pi)^2} \, e^{2i\gamma_q(k-p_l)x_{l+1,l}} \, G_0(\nu + \nu_l, x_{l+1,l}) G_0(\nu_l, -x_{l+1,l})
\]

\[= |\nu| \Theta(-\nu x_{l+1,l}) \int \frac{dp_i}{(2\pi)^2} \, e^{2i\gamma q x_{l+1,l}} \, e^{-\eta |x_{l+1,l}|} .
\]

(B13)

The product of the $V$’s in Eq. (B11) yields

\[
V_{a_1:j_1,i_1} \cdots V_{i_L:j_L,i_L} = \delta_{ab} \left(-\frac{g^2 \nu}{2} \right)^L ,
\]

(B14)

where $\nu$ is defined in Eq. (24). Before integrating over $y$-momentum $p_i$ in Eq. (B13), we use the constraints imposed by the $(L+1)$-functions in Eq. (B11) to write

\[
\int C_{l=1}^L [dx_{l+1,l} \Theta(-x_{l+1,l})] \, \Theta(x_{L+1,1}) (\nu + \omega)
\]

\[= \Theta(\nu) \Theta(-\nu - \omega) \int_{-x_0}^0 \prod_{l=1}^L dx_{l+1,l}
\]

\[+ \Theta(-\nu) \Theta(\nu + \omega) \int_0^{x_0} \prod_{l=1}^L dx_{l+1,l} .
\]

(B15)

Now we integrate over $p_i$ and use the property

\[
\int_0^a dx \, \delta(x) = \frac{1}{2}
\]

(B16)

along with results in Eqs. (B13), (B14) and (B15) to obtain

\[
\Sigma_{ab}^{(RPA,L)}(k, \omega) = i\delta_{ab} \text{sgn} (\omega) \frac{g^2 \nu}{(2\pi)^2} \int d|\omega| \, d\nu \chi_{\theta}^{(RPA)}(q, \nu)
\]

\[= i\delta_{ab} c_F \text{sgn} (\omega) |\omega|^{2/(1+\theta)} ,
\]

(B20)

where $\chi_{\theta}^{(RPA)}(q, \nu)$ is given by Eq. (62) and

\[
c_F = \frac{g^2 \nu}{2\pi^2} c_B \int_0^\infty dy \, \log \left(1 + \frac{1}{y^{\theta+1}}\right)
\]

(B21)

for $\mu = 0$. As expected, the quantum corrections removes the spurious IR singularity at $\mu = 0$. 
Appendix C: The RPA correction for general shapes of the local Fermi surface

In this section we compute the RPA correction to the Wilsonian effective action for the patch theory with a general shape of the local Fermi surface.

1. RPA vertex correction

The four-fermion vertex correction generated from the $L$-loop RPA diagrams shown in Fig. 14(a) is

\[
\delta S_{4,u}^{(RPA,L)} = \int \frac{dk_1 \, d\omega_1 \, dk_2 \, d\omega_2 \, dq \, d\nu}{(2\pi)^6} \, dx_1 \, \exp \left( i \gamma_\alpha x_1 \sum_{m=1}^{u-1} \frac{m}{u} \left( k_m^1 - k_m^2 \right) q^{u-m} \right) V_{ij,ln} \chi(q) \sum_{\alpha=1}^{(L+1)!} \int_c^L \prod_{i=1}^L dx_{i+1,i} \\
\times \left( -\frac{g^2}{4\pi} \chi(q) \right)^L \int \prod_{j=1}^L \left[ dw_j dp_j \exp \left( i \gamma_\alpha x_{j+1,j} \sum_{m=1}^{u-1} \frac{m}{u} \left( k_m^{(j+1,j)} - p_m^j \right) q^{u-m} \right) G_0(\omega_j, -x_{j+1,j}) G_0(\omega_j + \nu, x_{j+1,j}) \right] \\
\times \sum_{m=0}^\infty \frac{(x_{(L+1)})^m}{m!} \left[ \psi_{i,k_2}(\omega_2, x_1) \psi_{j,k_2+q}(\omega_2 + \nu, x_1) \psi_{n,k_1}(\omega_1 + \nu, x_1) \psi_{n,k_1}(\omega_1, x_1) \right]^\circ, \tag{C1}
\]

where in the last line we have Taylor expanded the local operator $\psi_{i,k_2}(\omega_2, x_1) \psi_{j,k_2+q}(\omega_2 + \nu, x_1) \psi_{n,k_1}(\omega_1 + \nu, x_1) \psi_{n,k_1}(\omega_1, x_1)$ around $x_1$. We first compute the leading order term in the Taylor expansion which renormalizes the marginal four-fermion vertex in the action (Eq. (109)). Later we will comment on the sub-leading terms in the Taylor expansion.

a. The leading order term

The leading contribution to the four-fermion vertex from the $L$-loop RPA diagram is

\[
\delta S_{4,u}^{(RPA,L)} = \int \frac{dk_1 \, d\omega_1 \, dk_2 \, d\omega_2 \, dq \, d\nu}{(2\pi)^6} \, dx_1 \, \exp \left( i \gamma_\alpha x_1 \sum_{m=1}^{u-1} \frac{m}{u} \left( k_m^1 - k_m^2 \right) q^{u-m} \right) V_{ij,ln} \chi(q) \Gamma_{4,u}^{(RPA,L)}(k_1, q, \nu, X_0) \\
\times \circ \left[ \psi_{i,k_2}(\omega_2, x_1) \psi_{j,k_2+q}(\omega_2 + \nu, x_1) \psi_{n,k_1}(\omega_1 + \nu, x_1) \psi_{n,k_1}(\omega_1, x_1) \right]^\circ, \tag{C2}
\]

where

\[
\Gamma_{4,u}^{(RPA,L)}(k_1, q, \nu, X_0) = \left( -\frac{g^2}{4\pi^2} \chi(q) \right)^L \sum_{\alpha=1}^{(L+1)!} \int_c^L \prod_{i=1}^L dx_{i+1,i} \\
\times \int \prod_{j=1}^L \left[ dw_j dp_j \exp \left( -i \gamma_\alpha x_{j+1,j} \sum_{m=1}^{u-1} \frac{m}{u} \left( p_m^j - k_m^1 \right) q^{u-m} \right) G_0(\omega_j, -x_{j+1,j}) G_0(\omega_j + \nu, x_{j+1,j}) \right]. \tag{C3}
\]

Due to chirality, as discussed in Appendix B, the $x$-coordinates are strictly ordered. Hence, Eq. (C3) factorizes as

\[
\Gamma_{4,u}^{(RPA,L)}(k_1, q, \nu, X_0) = \left[ -\Pi_u(k, q, \nu, X_0) \chi(q) \right]^L, \tag{C4}
\]

where

\[
\Pi_u(k, q, \nu, X_0) = \left( \frac{g^2}{4\pi^2} \right) |\nu| \int_0^\infty dp \int_{X_0}^{X_R} dx_R \exp \left[ i \gamma_\alpha \text{sgn}(\nu) x_R \sum_{m=1}^{u-1} \frac{m}{u} \left( p_m^u - k_m^1 \right) q^{u-m} \right] e^{-\eta|x_R|\nu}. \tag{C5}
\]

Unlike the case with $u = 2$, $\Pi_u(k, q, \nu, X_0)$ in Eq. (C5) for general $u > 2$ depends not only on $q$ but also on one of the external $y$-momentum because $k_m^1$ can not be absorbed by $p_m^u$ in Eq. (C5). This is due to the fact that the inflection point breaks the sliding symmetry along the Fermi surface. By scaling

\[
p \mapsto \frac{y}{|u\gamma_\alpha x_R q|^{1/(u-1)}}, \quad \text{and} \quad x_R \mapsto X_0 x, \tag{C6}
\]
we rewrite Eq. (C5) as

$$
\Pi_u(k, q, \nu, X_0) = \left( \frac{g^2}{4\pi^2} \right) X_0^{\frac{n-2}{u}} \int_0^1 \frac{dx}{|x|^{1/(u-1)}} e^{-i \frac{2\pi x}{|x|} \frac{\gamma_\nu X_0}{\sum_{m=1}^{u-1} (\frac{u}{m})^{u-m}} e^{-\eta X_0|x|/|x|} \sum_{m=1}^{u-1} \left( \frac{u}{m} \right)^{u-m} \gamma_\nu x}
\times h_u \left( \gamma_\nu x q^u x, \text{sgn} (\gamma_\nu \nu), \text{sgn} (q) \right),
$$

where

$$
h_u(\alpha_u, s_{\gamma_\nu}, s_q) = \int_{-\infty}^\infty dy \exp \left[ i \left( u \gamma_\nu \sum_{m=1}^{u-1} \left( \frac{u}{m} \right)^{u-m} \gamma_q x \right) \sum_{m=1}^{u-1} \left( \frac{u}{m} \right)^{u-m} \gamma_q y \right].
$$

(C7)

We can further simplify Eq. (C8) by appealing to the parity of the integer $u$. For even $u$, we have

$$
h_u(\alpha_u, s_{\gamma_\nu}, s_q) = 2 \int_0^\infty dy \exp \left[ i s_{\gamma_\nu} \gamma_q \frac{u}{2m} \gamma_q y \right] \cos \left( y^{u-1} + \sum_{m=1}^{u-1} \left( \frac{u}{m} \right)^{u-m} \gamma_q y^{2m-1} \right),
$$

(C9)

and for odd $u,$

$$
h_u(\alpha_u, s_{\gamma_\nu}, s_q) = 2 \int_0^\infty dy \exp \left[ i s_{\gamma_\nu} \gamma_q \frac{u}{2m} \gamma_q y \right] \cos \left( \sum_{m=1}^{u-1} \left( \frac{u}{m} \right)^{u-m} \gamma_q y^{2m-1} \right).
$$

(C10)

To the leading order in $X_0 q^u \ll 1$, $\Pi_u(k, q, \nu, X_0)$ takes the form,

$$
\Pi_u(k, q, \nu, X_0) = \left( \frac{g^2}{2\pi^2} \right) X_0^{(u-2)/u-1} \int_0^1 \frac{dx}{|x|^{1/(u-1)}} \left[ \xi_u(s_{\gamma_\nu}) + f_u \left( X_0^{1/u} q, X_0^{1/u} k, \eta X_0 |\nu| \right) \right],
$$

where $\xi_u$ was defined in Eq. (126). The dimensionless function $f_u(s, t, v) \to 0$ as $s \to 0$ and is regular in the $t, v \to 0$ limit.

Therefore, to the leading order in $X_0^{1/u} q, X_0^{1/u} k$ and $\eta X_0 |\nu|,

$$
\Gamma^{(RPA, L)}_{4, u}(k, q, \nu, X_0) = \left[ - \left( \frac{g^2}{2\pi^2} \right) X_0^{\frac{n-2}{u}} \xi_u(s_{\gamma_\nu}) \right] \left[ \int_0^1 \frac{dx}{|x|^{1/(u-1)}} \right].
$$

(C12)

It is of note that $\Gamma^{(L)}_{4, u}$ is independent of $k$ to the leading order in $X_0$.

The infinite series of the RPA diagrams combined with the bare four-fermion vertex,

$$
S_{4, u}^{(u, \theta)} = \int \frac{dk_1 dk_2 dq dv \omega_1 \omega_2}{(2\pi)^6} \int dx V_{ij:i:n} \chi_\theta(q) \exp \left( i \gamma_\nu x \gamma_q \sum_{m=1}^{u-1} \left( \frac{u}{m} \right)^{u-m} (k_1^m - k_2^m) q^{u-m} \right) \times \psi_{i, k_2}^* (\omega_1, x) \psi_{j, k_2 + q} (\omega_2 + \nu, x) \psi_{i, k_1 + q} (\omega_1 + \nu, x) \psi_{n, k_1} (\omega_1, x)
$$

(C13)

gives the renormalized four-fermion vertex,

$$
S_{4, u}^{(u, \theta)} + \sum_{L=1}^\infty \delta_S^{(RPA, L)} = \int \frac{dk_1 \omega_1 \omega_2 dq dv}{(2\pi)^6} \int dx \exp \left( i \gamma_\nu x \gamma_q \sum_{m=1}^{u-1} \left( \frac{u}{m} \right)^{u-m} (k_1^m - k_2^m) q^{u-m} \right) V_{ij:i:n} \chi_\theta^{(RPA)} (q, \nu, X_0) \times \psi_{i, k_2}^* (\omega_2, x) \psi_{j, k_2 + q} (\omega_2 + \nu, x) \psi_{i, k_1 + q} (\omega_1 + \nu, x) \psi_{n, k_1} (\omega_1, x),
$$

(C14)

where

$$
\chi_\theta^{(RPA)} (q, \nu, X_0) = \left[ |q|^\theta + c_B^{(u)} (X_0) \xi_u(s_{\gamma_\nu}) \right]^{-1}
$$

(C15)

with

$$
c_B^{(u)} (X_0) = \left( \frac{g^2}{2\pi^2} \right) X_0^{(u-2)/u-1} \left[ \frac{u}{|u|^{1/(u-1)}} \right].
$$

(C16)

b. The sub-leading terms

Now we consider the sub-leading terms with $m > 0$ in Eq. (C1). As we discussed in the main text, for $u = 2$ all the
relative coordinates between vertices in the RPA diagrams are fixed by the \( \delta \)-functions arising from the fermion loops. As a result, the terms with \( m > 0 \) in Eq. (C1) are absent for \( u = 2 \). For \( u > 2 \) the fermion loops do not produce \( \delta \)-functions. Consequently, one has to consider the full gradient expansion in Eq. (C1). In this section, we show that the gradient expansion is well defined when external momenta are small with fixed \( X_0 \). This is less trivial than it naively looks because the two vertices at the end of the \( L \)-loop RPA chains can be as far as \( LX_0 \). Since \( L \) can be arbitrarily large, one has to show that the contribution from large \( L \) is small.

The coefficient of the \( m \) derivative term, \( \psi^* \psi \partial^m [\psi^* \psi] \) in Eq. (C1) is at most

\[
\tilde{C}_{m,L} = \frac{(L \tilde{X}_0)^m}{m!} \tilde{X}_0^{\frac{u-2}{u}L}, \tag{C17}
\]

where \( \tilde{X}_0 \sim X_0 |q|^u, X_0 q_x, X_0 \omega^{1/2} \) are small dimensionless parameter associated with external momentum or frequency \((q, q_x, \omega)\) measured in the unit of \( X_0^{-1} \) (\( q \) refers to \( y \)-momentum). Here we used the fact that \( x_{(L+1)} \leq LX_0 \) and the fact that each fermion loop contributes a factor of \( X_0^{u-2}/(u-1) \). The question is how \( \tilde{C}_{m,L} \) behaves in the large \( m \) and \( L \) limit with a fixed value of \( \tilde{X}_0 \ll 1 \).

From Eq. (C17) it is obvious that at fixed \( m \), \( \tilde{C}_{m,L} \) is exponentially suppressed as a function of \( L \) because of the exponential suppression in \( \tilde{X}_0^{\frac{u-2}{u}L} \). In order to understand the behaviour of \( \tilde{C}_{m,L} \) in the large \( m \) limit, we consider the logarithm of \( \tilde{C}_{m,L} \):

\[
\ln \tilde{C}_{m,L} = - \ln m! - \left( m + \frac{u-2}{u-1}L \right) \ln (\tilde{X}_0^{-1}) + m \ln L
\]
\[
\approx -L \left[ \frac{u-2}{u-1} \ln (\tilde{X}_0^{-1}) + \left( \frac{m}{L} \right) \left( \ln (\tilde{X}_0^{-1}) - 1 \right) + \ln \left( \frac{m}{L} \right) \right]. \tag{C19}
\]

Since \( \tilde{X}_0^{-1} \gg 1 \) and \( x \ln x \) is bounded from below, the expression within the square bracket in Eq. (C19) is positive definite for any \((m/L) \in [0, \infty)\). Consequently, \( \tilde{C}_{m,L} \) is exponentially suppressed as a function of \( m \) when \( m \gg 1 \). This shows that both in the large \( m \) and large \( L \) limits \( \tilde{C}_{m,L} \ll 1 \). Therefore, the derivative terms with \( m > 0 \) in the Taylor expansion in Eq. (C1) are suppressed compared to the leading term at low momentum/frequency limit with fixed \( X_0 \).

2. RPA self-energy

Here we compute the contributions of the RPA diagrams to the quadratic action. The procedure is identical to the one used in Appendix B 2.

The self-energy generated from the \( L \)-loop RPA diagrams is

\[
\delta S_2^{(RPA,L)} = \int \frac{dk \; d\omega}{(2\pi)^2} \; dx \; \sum_{ab} \Sigma_{ab}^{(RPA,L)}(k, \omega, X_0) \psi_a^* \psi_b(\omega, x_1) \psi_b^* \psi_a(\omega, x_1)
\]
\[\tag{C20}
\]

where

\[
\Sigma_{ab}^{(RPA,L)}(k, \omega, X_0) = 2^{L+1} V_{a1;2,i_1} V_{i_1;1;2,i_2} \cdots V_{i_L;L;1;b} \int \frac{dqd\nu}{(2\pi)^2} \left[ \chi q(q) \right]^{L+1} \prod_{l=1}^L \int [dx_{l+1,l}] G_0(\nu + \nu, x_{l+1,l})
\]
\[\times \prod_{l=1}^L \int \frac{dp dp\nu}{(2\pi)^2} G_0(\nu, x_{l+1,l}) G_0(\nu + \nu, x_{l+1,l}) \; e^{i\nu x_{l+1,l}} \sum_{m=1}^{\nu-1} (\nu_m)^2 \sum_{m=1}^{\nu-1} \sum_{m=1}^{\nu-1} (m)(m-p_m) q^{-m} . \tag{C21}
\]

Note that Eq. (C20) is the leading term in the gradient expansion. The terms with derivatives are dropped because they are irrelevant at low momentum as discussed in Appendix C 1 b. Integrating over \( \nu_l \) in Eq. (C21), and using the constraints imposed by the \( \Theta \)-functions in Eq. (C21), we obtain

\[
\Sigma_{ab}^{(RPA,L)}(k, \omega, X_0) = i \delta_{ab} \frac{g^2 v}{(2\pi)^2} \int dq \chi q(q) \int d\nu \left[ \Theta (-\nu) \Theta (\omega + \nu) - \Theta (\nu) \Theta (-\nu) \right] \left[ -\Pi_u(k, q, \omega, \nu, X_0) \chi q(q) \right]^{L}
\]
\[\tag{C22}
\]

\[
= i \delta_{ab} \frac{g^2 v}{(2\pi)^2} \int dq \chi q(q) \int d\nu \left[ \Theta (\omega) \left[ -\Pi_u(k, q, \omega, \nu, X_0) \chi q(q) \right]^{L} - \Theta (-\omega) \left[ -\Pi_u(k, q, \omega, \nu, X_0) \chi q(q) \right]^{L} \right] . \tag{C23}
\]
where

$$\bar{\Pi}_u(k, q, \omega, \nu, X_0) = \left(\frac{g^2}{4\pi^2}\right)|\nu| \int_{-\infty}^{x_0} dx_R \int_{-\infty}^{x_0} dx_R \exp \left[ i \gamma_u \text{sgn}(\nu) x_R \sum_{m=1}^{u-1} \binom{u-1}{m} (p^m - k^m) q^{u-m} \right] e^{-\eta|x_R||\omega|}, \quad (C24)$$

Note that \(\bar{\Pi}_u\) differs from \(\Pi_u\) defined in Eq. (C5) because of the different frequency dependence of the exponential damping factor.

We write the contribution from the Fock diagram in Eq. (23), which is valid for all \(u,\) as

$$S_2 = \delta\delta_{ab} \frac{g^2v}{(2\pi)^2} \int q \omega d\omega d\chi \chi \left[ \delta(\Theta(\omega) - \Theta(-\omega)) \frac{\psi_{u,k}(\omega, x_1) \psi_{b,k}(\omega, x_1)}{1} \right]. \quad (C25)$$

To the Fock diagram we add the contributions \(\delta S_2^{(RPA)}\) from \(L = 1\) to \(L = \infty\) to obtain the RPA self-energy,

$$\Sigma^{(RPA)}_{ab}(k, \omega, X_0) = \delta\delta_{ab} \frac{g^2v}{(2\pi)^2} \int dq \int_0^{\omega} d\nu \left[ \Theta(\omega) \bar{\chi}_{u,\theta}(k, q, \omega, -\nu, X_0) - \Theta(-\omega) \bar{\chi}_{u,\theta}(k, q, \omega, \nu, X_0) \right] \quad (C26)$$

where

$$\bar{\chi}_{u,\theta}(k, q, \omega, \nu, X_0) = \frac{1}{|\nu| + \Pi_u(k, q, \omega, \nu, X_0)} \quad (C27)$$

As in the case of \(\Pi_u\) in Eq. (C11), to the leading order in \(X_0|\nu|\), we have

$$\bar{\Pi}_u(k, q, \omega, \nu, X_0) = c_B^{(u)}(X_0) \xi(\text{sgn}(\gamma_u q\nu)) |\nu| |\eta|^{1/(u-1)} \quad (C28)$$

Accordingly, the renormalized vertex becomes

$$\chi^{(RPA)}_{u,\theta}(k, \omega, X_0) = \frac{1}{|\nu| + \chi_B^{(RPA)}(k, \omega, X_0)} |\nu| |\eta|^{1/(u-1)} \quad (C29)$$

to the leading order. Using Eq. (C29) in Eq. (C26), we obtain the leading order contribution to the self-energy,

$$\Sigma^{(RPA)}_{ab}(k, \omega, X_0) = \delta\delta_{ab} \frac{g^2v}{(2\pi)^2} \text{sgn}(\omega) \int dq \int_0^{\omega} d\nu \chi^{(RPA)}_{u,\theta}(k, \omega, X_0) \quad (C30)$$

$$= \delta\delta_{ab} \frac{g^2v}{(2\pi)^2} \text{sgn}(\omega) \int dq \int_0^{\omega} d\nu \chi^{(RPA)}_{u,\theta}(k, \omega, X_0)$$

$$= i \delta\delta_{ab} c_F^{(u)}(X_0) \text{sgn}(\omega) |\nu| |\eta|^{1/(u-1)} \quad (C31)$$

Here \(c_F^{(u)}(X_0)\) is a constant given by

$$c_F^{(u)}(X_0) = \frac{g^2v}{4\pi^2} \left( c_B^{(u)}(X_0) \times \frac{1}{(u-1)} \right) ^{(u-1)/(u-1)} \int_0^1 dt \int_{-\infty}^{\infty} dy \left[ \frac{g(u-1)}{u-1} + \xi_u(\text{sgn}(\gamma_u yt)) \right].$$

(C32)

Note that \(c_F^{(u)}(X_0)\) depends on \(X_0\) through \(c_B^{(u)}(X_0)\). Since \(c_B^{(u)}(X_0) \propto X_0^{(u-2)/(u-1)}\), we have

$$c_F^{(u)}(X_0) \propto X_0^{(u-2)/(u-1)} \quad (C33)$$

3. Inversion symmetry along the \(y\)-direction in the patch description

FIG. 25: Under the inversion along the \(y\) direction the two patches are exchanged. Momentum defined away from the inversion points in each patch are also exchanged. For example, a particle-hole pair denoted as an arrow in patch \(P_+\) is mapped to the other arrow in patch \(P_-\).

In this section we show that the theory of the full Fermi surface respects the inversion symmetry along the \(y\)-direction as it should be although a single patch theory breaks the symmetry for odd \(u\). The effective action for even \(u\) in Eq. (123) is manifestly invariant under reversing \(y\)-momenta : \(q \rightarrow -q, k_i \rightarrow -k_i\). For odd \(u\), the symmetry is less obvious because the four-fermion vertex includes an imaginary components in \(\xi_u\) which is odd under \(q \rightarrow -q\) transformation as is shown in Eq. (126). In order to see the symmetry of the full theory, one has to include the other patch connected by the inversion. This is necessary even though the two patches are in general...
decoupled at low energies because they have different tangent vectors.

The inversion symmetry of the full Fermi surface guarantees that the inflection points with odd \( u \) arise in pairs. For example, there is a pair of inflection points with \( u = 3 \) in generic chiral Fermi surfaces as is shown in Fig. 25. Suppose that the local dispersions near a pair of such inflection points are given by

\[
e_k^{(\sigma)} = k_x + \gamma_\sigma k_y^u,
\]

(C34)

where \( k \) measures the deviation of momenta away from the inflection points, \( \sigma = +, - \) and \( \gamma_+ = -\gamma_- \), where \( \gamma_+ > 0 \). The fermion field in each local patch is related to the original field through

\[
\psi_i^{(\sigma)}(\omega, k_x, k_y) \equiv \psi_i(\omega, k_x, -\sigma K_y^* + k_y),
\]

(C35)

where we assume that the inflection points are at \((K_x, K_y) = (0, \pm K_y^*)\). Under the inversion of \( y \)-component of momentum, the original field transforms as

\[
\psi_i(\omega, k_x, -K_y^* + k_y) \mapsto \psi_i(\omega, k_x, K_y^* - k_y).
\]

(C36)

Therefore, the inversion exchanges \( \psi_i^{(+)} \) and \( \psi_i^{(-)} \) as

\[
\psi_i^{(+)}(\omega, k_x, k_y) \mapsto \psi_i^{(-)}(\omega, k_x, -k_y).
\]

(C37)

In the mixed-space representation, the effective action for the two patches is given by

\[
S^{(u, \theta)} = \sum_{\sigma = \pm} \int \frac{dk}{(2\pi)^{\alpha}} \int \frac{d\omega}{(2\pi)^{\alpha}} \mathcal{L}_4^{(u, \theta, \sigma)}(x, k, \omega, \omega_0)
\]

(C38)

where

\[
\mathcal{L}_4^{(u, \theta, \sigma)}(x, k, \omega, X_0) = \psi_{i,k}^{(\sigma)}(\omega, x) \times \left[ i\epsilon_P^{(u)}(X_0) \frac{\text{sgn}(\omega)}{\omega^{(m/(m+1))}} - i\partial_x \right] \psi_{i,k}^{(\sigma)}(\omega, x),
\]

(C39)

\[
\mathcal{L}_4^{(u, \theta, \sigma)}(x, k_1, k_2, q, \omega_1, \omega_2, \nu, X_0) = V_{ij:n} \chi_{u,\theta}^{RPA(\sigma)}(q, \nu, X_0)
\]

\[
\times \exp \left( i\gamma_\sigma u \sum_{m=1}^{u-1} \frac{u}{m} (k_1^m - k_2^m) q^{u-m} \right) \psi_{i,k_1}^{(\sigma)}(\omega_1, x) \times \psi_{j,k_2+q}^{(\sigma)}(\omega_2 + \nu, x) \psi_{n,k_1}^{(\sigma)}(\omega_1, x)
\]

(C40)

with

\[
\chi_{u,\theta}^{RPA(\sigma)}(q, \nu, X_0) = \left[ |q|^{\theta} + c_B^{(u)}(X_0) \xi_\sigma (\text{sgn}(\gamma_\sigma \nu q)) |\nu|^{\sigma \theta} \right]^{-1}.
\]

(C41)

It is now easy to check that \( S_X^{(u, \theta)} \) is invariant under inversion of \( y \)-component of momenta because

\[
\chi_{u,\theta}^{RPA(-\sigma)}(-q, \nu, X_0) = \chi_{u,\theta}^{RPA(\sigma)}(q, \nu, X_0).
\]

(C42)
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