SUPERCONVERGENCE IN A DPG METHOD FOR AN ULTRA-WEAK FORMULATION
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ABSTRACT. In this work we study a DPG method for an ultra-weak variational formulation of a reaction-diffusion problem. We improve existing a priori convergence results by sharpening an approximation result for the numerical flux. By duality arguments we show that higher convergence rates for the scalar field variable are obtained if the polynomial order of the corresponding approximation space is increased by one. Furthermore, we introduce a simple elementwise postprocessing of the solution and prove superconvergence. Numerical experiments indicate that the obtained results are valid beyond the underlying model problem.

1. Introduction

The discontinuous Petrov Galerkin method with optimal test functions (DPG method), introduced in the present form by Demkowicz & Gopalakrishnan in a series of papers [10, 12] and [15, 23], has gained much attention due to its inherent stability properties. This makes the method particularly interesting for singularly perturbed problems [2, 16, 20], where the aim is to provide robust error bounds. Other features of the DPG methods are, for instance, its equivalence to a minimal residual method or its “built-in” error estimator, for the latter see [3].

DPG methods use broken test spaces, which allow for an efficient calculation of (nearly) optimal test functions and the feasible evaluation of the residual in the dual norm of the test space. Different variational formulations can be used within the DPG framework. Very popular is the ultra-weak formulation, see [11] for the analysis in the case of a Poisson model problem. For second order elliptic problems, ultra-weak formulations are derived by recasting the PDE into a first-order system, multiplying with test functions, and then integrating by parts elementwise. This requires the introduction of new trace unknowns that only live on the skeleton of the mesh. These variables represent the trace resp. normal flux of the solution on element boundaries. Another DPG method based on a variational formulation without recasting the PDE into a first-order system is introduced and analyzed for the Poisson model problem in [13].

The purpose of this note is to study convergence rates for DPG methods using the ultra-weak formulation. One particular drawback of ultra-weak formulations is that \( u \) and its gradient \( \sigma = \nabla u \) are usually approximated simultaneously with the same order. Therefore, we are interested if higher convergence rates for the scalar field variable \( u \) are possible, either by increasing the polynomial order of the corresponding approximation space or by defining an approximation of the scalar field variable by a suitable postprocessing. The latter issue has been raised and addressed for other numerical schemes too, e.g., the HDG method [6]. In the context of DG methods, the achievement...
of higher convergence rates by postprocessing the solution has been studied thoroughly and is called superconvergence, see, e.g. [3, 8, 9].

Let us also note that convergence rates for primal DPG methods were studied and analyzed in [1]. There, duality arguments have been introduced and used to prove higher convergence rates of the field variable in weaker norms. We point out that by using an ultra-weak formulation, we only have weak norms at hand and thus the ideas from [1] can not directly be transferred to our situation. In particular, higher convergence rates for ultra-weak formulations can only be obtained if we augment the approximation space of the scalar field variable or by a postprocessing of the solution.

1.1. Overview and main contributions of this work. The remainder of this note and the main results are given as follows:

- In Section 2 we introduce the model problem together with the DPG method based on the ultra-weak variational formulation. We also recall some important results from the literature that are used in the proofs that follow.
- Section 3 deals with a priori convergence results for the overall error. We improve the existing analysis in the sense that only minimal regularity of the solution $u$ is required to obtain optimal convergence rates.
- In Section 4 we augment the trial space for approximations $u_h \approx u$, i.e., we seek $u_h$ in a polynomial space of order $p + 1$ and $\sigma_h \approx \sigma = \nabla u$ in a polynomial space of order $p$. We develop duality arguments and prove in Theorem 10 that the error $u - u_h$ in the $L^2(\Omega)$ norm converges at a higher rate than the overall error (which also includes the error for the skeleton unknowns). The practical relevance of augmenting the trial space is that existing finite element codes for DPG methods can be used with minor modification.
- In Section 5 we seek approximations $u_h \approx u$ and $\sigma_h \approx \sigma$ in polynomial approximation spaces of the same order $p$. Then, we introduce the approximation $\tilde{u}_h$ by postprocessing the solution components $u_h, \sigma_h$. To be more precise, $\tilde{u}_h$ is elementwise given as the solution of a discrete Neumann problem. In Theorem 13 we prove superconvergence, i.e., the error $u - \tilde{u}_h$ in the $L^2(\Omega)$ norm converges at a higher rate than the overall error.
- Finally, numerical experiments are presented in Section 6. We consider one problem in a convex domain and one problem in a nonconvex domain. For the latter, reduced convergence rates are predicted by our analysis and also observed in the example.

1.2. Notational convention. In the remainder of this work we will write $A \lesssim B$ resp. $B \lesssim A$ if there exists a constant $C > 0$ that is independent of the maximal mesh-size $h$ such that $A \leq CB$ resp. $B \leq CA$. Moreover, $A \approx B$ means that $A \lesssim B$ and $B \lesssim A$. This notation will be heavily used in the proofs, whereas in all statements of the following theorems and corollaries we explicitly point out the dependence of $C > 0$ on relevant quantities.

2. DPG with ultra-weak formulation

2.1. Model problem. Let $\Omega \subset \mathbb{R}^2$ be a bounded simply connected Lipschitz domain with polygonal boundary $\Gamma = \partial \Omega$. We consider the reaction diffusion problem

\begin{align}
-\Delta u + u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \Gamma.
\end{align}

(1a) \quad (1b)

It is well known that this problem admits for all $f \in L^2(\Omega)$ a unique solution $u \in H^1_0(\Omega)$. Moreover, it is known that for some $s \in (1/2, s_\Omega]$ it holds that

$$u \in H^{1+s}(\Omega) \quad \text{and} \quad \|u\|_{H^{1+s}(\Omega)} \leq C\|f\|,$$
where \( s_\Omega \in (1/2, 1] \) depends on the geometry of \( \Omega \). For a convex domain \( \Omega \) it even holds that

\[
u \in H^2(\Omega) \quad \text{and} \quad \|u\|_{H^2(\Omega)} \leq C\|f\|.
\]

Here, and throughout \( H^t(\Omega) \) denotes the Sobolev space of real order \( t > 0 \) with norm \( \| \cdot \|_{H^t(\Omega)} \) and seminorm \( \cdot \|_{H^t(\Omega)} \).

2.2. Notation. With \( \| \cdot \| \) resp. \( \langle \cdot, \cdot \rangle \) we denote the canonical norm resp. scalar product on \( L^2(\Omega) \).

Let \( T \) denote a mesh on \( \Omega \) consisting of triangles, i.e., \( \bigcup_{T \in T} T = \Omega \). Throughout, we assume that the mesh \( T \) is shape-regular and set \( h := \max_{T \in T} \text{diam}(T) \). With \( \| \cdot \|_T \) resp. \( \langle \cdot, \cdot \rangle_T \) we denote the norm resp. scalar product on \( L^2(T) \) for \( T \in T \).

We use the (broken) spaces

\[
H^1(T) := \{ w \in L^2(\Omega) : w|_T \in H^1(T) \text{ for all } T \in T \},
\]

\[
H(\text{div}; T) := \{ q \in (L^2(\Omega))^2 : q|_T \in H(\text{div}; T) \text{ for all } T \in T \},
\]

where \( H(\text{div}; T) := \{ q \in L^2(T)^2 : \text{div} q \in L^2(T) \} \). The symbols \( \nabla_T \) resp. \( \text{div}_T \) denote the \( T \)-elementwise gradient resp. divergence. The spaces are equipped with the canonical norms

\[
\| v \|_{H^1(T)}^2 := \| \nabla_T v \|^2 + \| v \|^2, \quad \| \tau \|_{H(\text{div}; T)}^2 := \| \text{div}_T \tau \|^2 + \| \tau \|^2.
\]

and scalar products.

The set of all boundaries of all elements is called the skeleton \( S := \{ \partial T : T \in T \} \). By \( n_T \) we mean the outer normal vector on \( \partial T \) for \( T \in T \). We use the skeleton trace spaces

\[
H^{1/2}(S) := \left\{ \hat{u} \in \prod_{T \in T} H^{1/2}(\partial T) : \exists w \in H^1(\Omega) \text{ such that } \hat{u}|_{\partial T} = w|_{\partial T} \forall T \in T \right\},
\]

\[
H^{-1/2}(S) := \left\{ \hat{\sigma} \in \prod_{T \in T} H^{-1/2}(\partial T) : \exists q \in H(\text{div}; \Omega) \text{ such that } \hat{\sigma}|_{\partial T} = (q \cdot n_T)|_{\partial T} \forall T \in T \right\}.
\]

Here, \( H^{-1/2}(\partial T) \) is the dual space of \( H^{1/2}(\partial T) \), where duality is understood with respect to the \( L^2(\partial T) \) scalar product \( \langle \cdot, \cdot \rangle_{\partial T} \). We will use the canonical trace operators \( \gamma_{0,S} : H^1(\Omega) \rightarrow H^{1/2}(S) \) and \( \gamma_{n,S} : H(\text{div}; \Omega) := \{ \tau \in L^2(\Omega)^2 : \text{div} \tau \in L^2(\Omega) \} \rightarrow H^{-1/2}(S) \), i.e., for \( u \in H^1(\Omega) \), \( \sigma \in H(\text{div}; \Omega) \), and all \( T \in T \) it holds that

\[
(\gamma_{0,S} u)|_{\partial T} = u|_{\partial T}, \quad (\gamma_{n,S} \sigma)|_{\partial T} = (\sigma \cdot n_T)|_{\partial T}.
\]

Therefore, \( H^{1/2}(S) = \gamma_{0,S}(H^1(\Omega)) \) and \( H^{-1/2}(S) = \gamma_{n,S}(H(\text{div}; \Omega)) \). These spaces are equipped with the minimal energy extension norms

\[
\| \hat{u} \|_{1/2,S} := \inf \{ \| u \|_{H^1(\Omega)} : u \in H^1(\Omega), \gamma_{0,S} u = \hat{u} \},
\]

\[
\| \hat{\sigma} \|_{-1/2,S} := \inf \{ \| \sigma \|_{H(\text{div}; \Omega)} : \sigma \in H(\text{div}; \Omega), \gamma_{n,S} \sigma = \hat{\sigma} \}.
\]

Furthermore, set \( H^{1/2}_0(S) := \gamma_{0,S}(H^1_0(\Omega)) \).

2.3. Discrete spaces and approximation operators. Let \( P^p(T) \) denote the space of polynomials on \( T \in T \) with degree less than or equal to \( p \in \mathbb{N}_0 \). We use the standard polynomial approximation spaces

\[
P^p(T) := \{ v \in L^2(\Omega) : v|_T \in P^p(T) \text{ for all } T \in T \},
\]

\[
P^p_c(T) := P^p(T) \cap C(\Omega),
\]

\[
RT^p(T) := \{ \tau \in H(\text{div}; \Omega) : \tau|_T \in RT^p(T) \text{ for all } T \in T \},
\]
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where $\mathcal{RT}^p(T)$ is the Raviart-Thomas space of order $p \in \mathbb{N}_0$ on $T \in \mathcal{T}$. For functions in the skeleton spaces $H^1_0(\mathcal{S})$ and $H^{-1/2}(\mathcal{S})$ we use the approximation spaces

$$
P_{c,0}^{p+1}(\mathcal{S}) := \gamma_{c,S}(P_{c}^{p+1}(T) \cap H^1_0(\Omega)) \subseteq H^1_0(\mathcal{S}),$$

$$
P^p(\mathcal{S}) := \gamma_{S,S}(\mathcal{RT}^p(T)) \subseteq H^{-1/2}(\mathcal{S}).$$

We need several approximation operators. For $p \in \mathbb{N}_0$, let $\Pi^p : L^2(\Omega) \rightarrow \mathcal{P}^p(T)$ denote the $L^2$-orthogonal projection. It is known that

$$\Pi^0 v \in \mathcal{P}^0(T),$$

$$\Pi^p v \in \mathcal{P}^p(T),$$

$$\Pi^{p+1} v \in \mathcal{P}^{p+1}(T),$$

$$\Pi^{p+2} v \in \mathcal{P}^{p+2}(T),$$

and

$$\Pi^p v \in \mathcal{P}^p(T).$$

Further, let $\Pi^p_{\mathcal{C}} : H^{1+s}(\Omega) \rightarrow \mathcal{P}^{p+1}(T)$ denote an interpolation operator, such that

$$\Pi^p_{\mathcal{C}} u \in \mathcal{P}^{p+1}(T),$$

$$\Pi^p_{\mathcal{C}} u \in \mathcal{P}^{p+1}(T),$$

$$\Pi^p_{\mathcal{C}} u \in \mathcal{P}^{p+1}(T),$$

$$\Pi^p_{\mathcal{C}} u \in \mathcal{P}^{p+1}(T),$$

and

$$\Pi^p_{\mathcal{C}} u \in \mathcal{P}^{p+1}(T).$$

The constant $C_p = C_p(s) > 0$ in \([2]\) depends on shape-regularity of the mesh $\mathcal{T}$ and the fixed polynomial degree $p \in \mathbb{N}_0$ and $s$, but not on $h$. Different choices for $\Pi^p_{\mathcal{C}}$ are available in the literature. We stress that for some operators even $p$-explicit bounds are known. We refer the interested reader to the discussion in \([11]$, Section 4\] and the references therein. In our analysis we also make use of the commutativity property

$$\div \Pi^p_{\mathcal{C}} = \Pi^p \div.$$

### 2.4. The ideal DPG method.

Define the spaces

$$U := L^2(\Omega) \times L^2(\Omega)^2 \times H^1_0(\mathcal{S}) \times H^{-1/2}(\mathcal{S}),$$

$$V := H^1(\mathcal{T}) \times H(\div;\mathcal{T}),$$

which are equipped with the canonical norms, i.e.,

$$\|u\|^2 := \|u\|^2 + \|\sigma\|^2 + \|\hat{u}\|^2_{1,2,S} + \|\hat{\sigma}\|^2_{1/2,S},$$

$$\|v\|^2 := \|v\|^2 + \|\nabla_T v\|^2 + \|\tau\|^2 + \|\div \tau\|^2$$

for $u = (u, \sigma, \hat{u}, \hat{\sigma}) \in U$, $v = (v, \tau) \in V$.

We rewrite \((1)\) as first-order system

$$\sigma - \nabla u = 0,$$

$$-\div \sigma + u = f \quad \text{in } \Omega.$$

Multiplication with test functions $\tau \in H(\div;\mathcal{T})$, $v \in H^1(\mathcal{T})$, and elementwise integration by parts of the two resulting equations leads to the ultra-weak formulation. Define the ultra-weak bilinear form $b : U \times V \rightarrow \mathbb{R}$ by

$$b(u, v) := (u, \div \tau v + v) + (\sigma, \tau + \nabla_T v) - \langle \hat{u}, \tau \cdot n \rangle_{\mathcal{S}} - \langle \hat{\sigma}, v \rangle_{\mathcal{S}}$$

for all $u = (u, \sigma, \hat{u}, \hat{\sigma}) \in U$, $v = (v, \tau) \in V$, where

$$\langle \hat{u}, \tau \cdot n \rangle_{\mathcal{S}} := \sum_{T \in \mathcal{T}} \langle \hat{u} |_{\partial T}, \tau \cdot n |_{\partial T} \rangle_{\partial T},$$

$$\langle \hat{\sigma}, v \rangle_{\mathcal{S}} := \sum_{T \in \mathcal{T}} \langle \hat{\sigma} |_{\partial T}, v |_{\partial T} \rangle_{\partial T}. $$
Given the exact solution \( u \in H^1_0(\Omega) \) of (1), then \( u = (u, \sigma, \gamma, \tilde{\sigma}) := (u, \nabla u, \gamma_0, S u, \gamma_n, S \nabla u) \in U \) satisfies
\[
(4) \quad b(u, v) = F(v) \quad \text{for all } v \in V,
\]
where \( F(v) := (f, v) \). The bilinear form \( b(\cdot, \cdot) \) is uniformly bounded with bound \( \|b\| \) and satisfies the inf–sup conditions with constant \( C_\varepsilon > 0 \) depending only on \( \Omega \), see [11] for the analysis of the Poisson problem and [17] for the analysis with additional reaction term. Thus, the formulation (4) has a unique solution for all \( f \in L^2(\Omega) \). Furthermore, define \( B : U \to V' \) by \( (Bu)(v) := b(u, v) \) for \( u \in U, v \in V \).

To define the DPG method we need the trial-to-test operator \( \Theta : U \to V \), which is defined by the relation
\[
(5) \quad (\Theta u, v)_V = b(u, v) \quad \text{for all } v \in V.
\]
Here, \((\cdot, \cdot)_V\) denotes the scalar product that induces \( \|\cdot\|_V \).

Let \( U_h \subseteq U \) be a finite-dimensional subspace. The ideal DPG method then reads: Find \( u_h \in U_h \) such that
\[
(6) \quad b(u_h, \Theta w_h) = F(\Theta w_h) \quad \text{for all } w_h \in U_h.
\]
We recall some basic results, see, e.g. [11] for the Poisson problem and [17] for the reaction-diffusion problem.

**Proposition 1.** It holds that
\[
C^{-1} \|u\|_2^2 \leq \|Bu\|_{V'}^2 = b(u, \Theta u) \leq C \|u\|_U^2 \quad \text{for all } u \in U,
\]
where \( C > 0 \) depends only on \( \Omega \). \( \square \)

**Proposition 2.** Let \( f \in L^2(\Omega) \) and \( U_h \subseteq U \) be a finite-dimensional subspace. Let \( u \in U \) denote the unique solution of (1) and let \( u_h \in U_h \) denote the unique solution of (6). Then,
\[
\|B(u - u_h)\|_{V'} = \min_{w_h \in U_h} \|B(u - w_h)\|_{V'}.
\]
In particular, quasi-optimality
\[
\|u - u_h\| \leq C_{\text{opt}} \min_{w_h \in U_h} \|u - w_h\|_U
\]
holds, where \( C_{\text{opt}} > 0 \) depends only on \( \Omega \). \( \square \)

2.5. **Practical DPG method.** In this section we will consider the practical DPG method. The idea is to replace the test space \( V \) by a finite dimensional space \( V_r \subseteq V \). We assume that there exists a so-called Fortin operator \( \Pi : V \to V_r \) with the following properties: There exists \( C_\Pi > 0 \), independent of \( T \), such that
\[
(7) \quad b(u_h, v - \Pi v) = 0 \quad \text{and} \quad \|\Pi v\|_V \leq C_\Pi \|v\|_V \quad \text{for all } u_h \in U_h, v \in V.
\]
Under these assumptions it is known that the following practical DPG method admits a unique solution. Find \( u_h \in U_h \) such that
\[
(8) \quad b(u_h, \Theta_r w_h) = F(\Theta_r w_h) \quad \text{for all } w_h \in U_h,
\]
where the discrete trial-to-test operator \( \Theta_r w_h \in V_r \) is defined through
\[
(\Theta_r w_h, v_r)_V = b(w_h, v_r) \quad \text{for all } v_r \in V_r.
\]
For our analysis below it is more convenient to use the mixed formulation of the practical DPG method: Find \( (u_h, \varepsilon_r) \in U_h \times V_r \) such that
\[
(9a) \quad (\varepsilon_r, v_r)_V + b(u_h, v_r) = F(v_r) \quad \text{for all } v_r \in V_r,
\]
\[
(9b) \quad b(w_h, \varepsilon_r) = 0 \quad \text{for all } w_h \in U_h.
\]
This variational formulation is actually equivalent to (8), see [1] Theorem 2.4 resp. [18] for a proof. Define the bilinear form \( a : (U \times V) \times (U \times V) \to \mathbb{R} \) by
\[
a((u, \varepsilon), (w, v)) := (\varepsilon, v)_V + b(u, v) - b(w, \varepsilon)
\]
for all \((u, \varepsilon), (w, v) \in U \times V\). Note that \( a(\cdot, \cdot) \) is uniformly continuous with boundedness constant \( \|a\| \) depending only on \( \|b\| \). Let \( u \in U \) denote the solution of (4) and set \( \varepsilon := 0 \). Then,
\[
a((u, \varepsilon), (w, v)) = b(u, v) = F(v) \text{ for all } (w, v) \in U \times V.
\]
Particularly, with \((u_h, \varepsilon_r)\) being the solution of (9), we emphasize that Galerkin orthogonality holds:
\[
a((u - u_h, \varepsilon - \varepsilon_r), (w, v_r)) = 0 \text{ for all } (w, v_r) \in U_h \times V_r.
\]
A similar result as in Proposition 2 can be derived for the practical DPG method, see [19, Theorem 2.1] for a proof of the quasi-optimality, and also [18].

**Proposition 3.** Let \( f \in L^2(\Omega) \) and \( U_h \subset U \) be a finite-dimensional subspace. Let \( u \in U \) denote the unique solution of (4) and suppose (7) holds. Let \( u_h \in U_h \) denote the unique solution of (8). Then,
\[
\|B(u - u_h)\|_{V'_r} = \min_{u_h \in U_h} \|B(u - u_h)\|_{V'_r}.
\]
In particular, quasi-optimality
\[
\|u - u_h\|_U \leq C_{\text{opt}} \min_{u_h \in U_h} \|u - u_h\|_U
\]
holds, where \( C_{\text{opt}} > 0 \) depends only on \( \Omega \) and \( C_\Pi \). □

For the remainder of this work we will use the following approximation spaces. We define for \( p \in \mathbb{N}_0 \)
\[
U_{hp} := \mathcal{P}^p(T) \times \mathcal{P}^p(T)^2 \times \mathcal{P}^{p+1}(S) \times \mathcal{P}^p(S),
\]
as well as the augmented space
\[
U_{hp}^+ := \mathcal{P}^{p+1}(T) \times \mathcal{P}^p(T)^2 \times \mathcal{P}^{p+1}(S) \times \mathcal{P}^p(S).
\]

**Remark 4.** In this work we use polynomial spaces \( U_h \in \{U_{hp}, U_{hp}^+\} \) and polynomial spaces \( V_r \) defined on triangular meshes \( T \). Specifically,
\[
V_r := \mathcal{P}^{r_1}(T) \times \mathcal{P}^{r_2}(T)^2, \quad \text{where at least } r_1, r_2 \geq p + 2.
\]
Hence, we have \( \mathcal{P}^{1,c,0}(T) \times \mathcal{R}^0(T) \subseteq \mathcal{P}^{1,c,0}(T) \times \mathcal{R}^1(T) \subseteq V_r \). This property is used in the proofs of Theorem 13 resp. Theorem 10 below. Fortin operators for that particular case exist, see [19] for their definition and analysis. Let us note that in [19], it was proven that \( r_1 = p + 2 \) and \( r_2 = p + 2 \) is enough to guarantee the existence of Fortin operators for the ultra-weak formulation of the Poisson problem in 2D using the trial space \( U_{hp} \). Therefore, it is also guaranteed for the augmented trial space \( U_{hp}^+ \) if \( r_1 = r_2 = p + 3 \), since \( U_{hp}^+ \subset U_{hp}(p+1) \). Nevertheless, for the numerical experiments from Section 6, we choose throughout \( r_1 = r_2 = p + 2 \), see the discussion at the beginning of Section 6. □

### 3. A priori convergence

In this short section we refine the a priori convergence analysis. The standard analysis so far, see, e.g., [11], estimates
\[
\min_{\hat{\tau}_h \in \mathcal{P}^p(S)} \|\hat{\tau} - \hat{\tau}_h\|_{-1/2,S} \leq \|\sigma - \Pi^{p}_{\text{div}}\sigma\|_{H(\text{div};\Omega)},
\]
Corollary 6. the assertion follows from (11). □

and $u$ and for

Using the last two estimates in (12), dividing by $\Pi$, we have

Then, the approximation properties (2) show

$\Pi(\Omega)$

which means regularity assumptions on $f$. This is too rough, but can be sharpened using the following result.

Theorem 5. Let $p \in \mathbb{N}_0$. Let $\sigma \in H^s(\Omega)^2 \cap H(\text{div}; \Omega)$ for some $s \in (1/2, p + 1)$. Then,

$$
\|\gamma_n, s(1 - \Pi^p_{\text{div}})\sigma\|_{-1/2, S} \leq C \left\{ \begin{array}{ll}
\|\sigma\|_{H^s(\Omega)} + h \|\text{div} \sigma\| & \text{if } s \in (1/2, 1), \\
\|\sigma\|_{H^s(\Omega)} & \text{if } s \in [1, p + 1].
\end{array} \right.
$$

The constant $C > 0$ depends only on the constants from (2).

Proof. In (4), Theorem 2.3, the identity

$$
\|\tilde{\sigma}\|_{-1/2, S} = \sup_{0 \neq v \in H^1(T)} \frac{\langle \tilde{\sigma}, v \rangle_T}{\|v\|_{H^1(T)}}
$$

was proven. Since $\sigma \in H^s(\Omega)^2$ for some $s > 1/2$, $\Pi^p_{\text{div}}$ is well-defined and $\gamma_n, s, \Pi^p_{\text{div}} \sigma \in \mathcal{P}^p(S)$. With piecewise integration by parts, the commutativity property (3), and the projection property of $\Pi^p$, we obtain

$$
\langle \gamma_n, s(\sigma - \Pi^p_{\text{div}} \sigma), v \rangle_T = (\sigma - \Pi^p_{\text{div}} \sigma, \nabla_T v) + (\text{div} (\sigma - \Pi^p_{\text{div}} \sigma), v)
$$

$$
= (\sigma - \Pi^p_{\text{div}} \sigma, \nabla_T v) + ((1 - \Pi^p)\text{div} \sigma, v)
$$

$$
= (\sigma - \Pi^p_{\text{div}} \sigma, \nabla_T v) + ((1 - \Pi^p)\text{div} \sigma, (1 - \Pi^p)v).
$$

Then, the approximation properties (2) show

$$
\langle \gamma_n, s(\sigma - \Pi^p_{\text{div}} \sigma), v \rangle_T \leq h^s \|\sigma\|_{H^s(\Omega)} \|\nabla_T v\| + h \|\text{div} \sigma\| \|\nabla_T v\|.
$$

For $s \in (1/2, 1)$ we employ boundedness of $(1 - \Pi^p)$ to see

$$
h \|\text{div} \sigma\| \leq h \|\text{div} \sigma\|,
$$

and for $s \in [1, p + 1]$ we again use (2) to get

$$
h \|\text{div} \sigma\| \leq h^{s-1} \|\text{div} \sigma\|_{H^{s-1}(\Omega)} \leq h^s \|\sigma\|_{H^s(\Omega)}.
$$

Using the last two estimates in (12), dividing by $\|v\|_{H^1(T)}$ and taking the supremum over $H^1(T) \setminus \{0\}$, the assertion follows from (11). □

Corollary 6. Let $f \in L^2(\Omega)$ and let $u \in U$ denote the unique solution of (4). Let $p \in \mathbb{N}_0$. Suppose $u \in H^{1+s}(\Omega)$ for some $s \in (1/2, p + 1)$. Suppose there exist Fortin operators (7) for the spaces $U_{hp}$ and $U_{hp}^+$. Let $u_h \in U_h \in \{U_{hp}, U_{hp}^+\}$ be the unique solution of (8). Then,

$$
\|u - u_h\| \leq C \left\{ \begin{array}{ll}
h^s \|u\|_{H^{1+s}(\Omega)} + h \|f\| & \text{if } s \in (1/2, 1), \\
h^s \|u\|_{H^{1+s}(\Omega)} & \text{if } s \in [1, p + 1].
\end{array} \right.
$$

The constant $C > 0$ depends only on $\Omega$, the constants from (2), and $C_\Pi$. □

Proof. Set $w_h = (\Pi^p u, \Pi^p \nabla u, \gamma_{0, S} \Pi^{p+1} \nabla u, \gamma_{n, S} \Pi^p_{\text{div}} \nabla u) \in U_h$. Then, with the approximation properties (2) we get

$$
\|u - w_h\| \leq h^s \|u\|_{H^{1+s}(\Omega)} + h^s \|\nabla u\|_{H^s(\Omega)} + h^s \|u\|_{H^{1+s}(\Omega)} + \|\gamma_{n, S}(1 - \Pi^p_{\text{div}})\nabla u\|_{-1/2, S} \leq h^s \|u\|_{H^{1+s}(\Omega)} + \|\gamma_{n, S}(1 - \Pi^p_{\text{div}})\nabla u\|_{-1/2, S}.$$


The last term is tackled with Theorem (5). For \( s \geq 1 \) the application is straightforward. For \( s \in (1/2, 1) \) note that \( \text{div} (\nabla u) = u - f \in L^2(\Omega) \) since \( u \) is the solution of \( (1) \). Thus,

\[
h\|\text{div} \nabla u\| \lesssim h\|u\| + h\|f\|
\]

The estimates above together with the quasi-optimality from Proposition 3 finish the proof. \( \square \)

**Remark 7.** If we have regularity \( u \in H^2(\Omega) \), then for the lowest-order case, i.e., \( p = 0 \), we get

\[
\|u - u_h\|_U \lesssim h\|u\|_{H^2(\Omega)}.
\]

In particular, this resembles results for standard FEM schemes. Moreover, the result from Corollary 6 can be derived in the same fashion for other DPG formulations that use the trace space \( H^{-1/2}(S) \), e.g., the primal DPG formulation defined and analyzed in [13]. \( \square \)

### 4. Augmented trial space

In this section we consider discrete solutions \( u_h = (u_h, \sigma_h, \hat{u}_h, \hat{\sigma}_h) \) from the augmented space \( U_h^+ \) and prove with duality arguments that \( \|u - u_h\| \) converges at a higher rate than the total error \( \|u - u_h\|_U \). In Section 4.1 we collect some auxiliary results and in Section 4.2 we state the main result of this section along with its proof.

#### 4.1. Auxiliary results

For the proof of Theorem 10 we need some auxiliary results that we develop in the following.

**Lemma 8.** Let \( g \in L^2(\Omega) \). There exists a unique solution \( v = (v, \tau) \in H^1_0(\Omega) \times H(\text{div} ; \Omega) \) of the first-order system

\[
\begin{align*}
\text{(13a)} & \quad \text{div} \tau + v = g \quad \text{in} \ \Omega, \\
\text{(13b)} & \quad \tau + \nabla v = 0 \quad \text{in} \ \Omega.
\end{align*}
\]

In particular, \( \|v\|_{H^1(\Omega)} + \|	au\|_{H(\text{div}; \Omega)} \lesssim \|g\| \).

There exists a regularity shift \( s' \in (1/2, 1] \) such that

\[
\text{(14)} \quad v \in H^{1+s'}(\Omega) \quad \text{and} \quad \|v\|_{H^{1+s'}(\Omega)} \lesssim \|g\|.
\]

Then, for \( p \in \mathbb{N}_0 \),

\[
\|v - \Pi^1_{\text{v}} v\|_{H^1(\Omega)} + \|	au - \Pi^p_{\text{div}} \tau\| \lesssim h^{s'} \|g\|.
\]

If \( \Omega \) is convex then \( s' = 1 \).

**Proof.** Unique solvability and stability of the first-order system is known, see, e.g., [11] for the analysis of a similar problem in the context of DPG methods.

We note that \( v \in H^1_0(\Omega) \) satisfies the PDE

\[
-\Delta v + v = g.
\]

The existence of \( s' \) and (14) follow directly from the discussion in Section 2.1. The case of convex domains was also discussed there. By (13b) we then have \( \tau \in H^s(\Omega)^2 \). Standard approximation results [2] finish the proof. \( \square \)

**Lemma 9.** Let \( g \in L^2(\Omega) \). There exists \( v \in V \) and \( w \in U \) such that

\[
(u, g) = b(u, v) = b(u, \Theta w) \quad \text{for all} \quad u = (u, \sigma, \hat{u}, \hat{\sigma}) \in U.
\]

In particular,

\[
w = (g, 0, \gamma_0 S v, \gamma_n S \tau),
\]

where \( v = (v, \tau) \in V \) is the unique solution of \( (13) \).
Proof. Let $v = (v, \tau) \in H_0^1(\Omega) \times H(\text{div}; \Omega)$ be the solution of (13). Then,

$$(u, g) = (u, \text{div} \tau + v) = b(u, v).$$

Since $\Theta : U \to V$ is an isomorphism, we find a unique $w \in U$ with $\Theta w = v$.

We can also calculate the function $w$ explicitly. Note that by (5) we have to find $w \in U$ with

$$(v, (\mu, \lambda))_V = b(w, (\mu, \lambda)) \quad \text{for all} \quad (\mu, \lambda) \in V.$$

Recall that $v \in H_0^1(\Omega)$ satisfies

$$-\Delta v + v = g \in L^2(\Omega).$$

Multiplying this equation with $\mu \in H^1(T)$ and integrating by parts (elementwise) we get

$$(\nabla v, \nabla \mu)_T + (v, \mu)_T = (g, \mu)_T + (\nabla v \cdot n_T, \mu)_{\partial T}. $$

Using (13b) and summing over all elements, we obtain

$$(\nabla v, \nabla_T \mu) + (v, \mu) = (g, \mu) - (\gamma_{0, S} \nabla \tau, \mu)_S.$$

Relation (13a) gives

$$(\text{div} \tau, \text{div} \tau \lambda) = (g, \text{div} \tau \lambda) - (v, \text{div} \tau \lambda)$$

and (13b) with integration by parts gives

$$(\tau, \lambda) = -(\nabla v, \lambda) = (v, \nabla \lambda) - (\gamma_{0, S} v \cdot n, \lambda)_S.$$
To estimate the second term set $g := \Pi^{p+1}u - u_h \in \mathcal{P}^{p+1}(\Omega)$ and let $v = (v, \tau) \in H^1_0(\Omega) \times H(\text{div}; \Omega) \subseteq V$ denote the solution of the first-order system \[\text{(13)}.\] It holds that

$$\|g\|^2 = (\Pi^{p+1}u - u_h, g) = (u - u_h, g) = b(u - u_h, v).$$

Using $w \in U$ with $\Theta w = v$ from Lemma \[9\] and the definition \[5\] of the trial-to-test operator, we infer $(v, (\mu, \lambda))_V - b(w, (\mu, \lambda)) = 0$ for $(\mu, \lambda) \in \mathcal{V}$. Then, with the bilinear form $a(\cdot, \cdot)$, we get

$$b(u - u_h, v) = b(u - u_h, v) + (\varepsilon - \varepsilon_r, v)_V - b(w, \varepsilon - \varepsilon_r) = a((u - u_h, \varepsilon - \varepsilon_r), (w, v)).$$

Recall that $\varepsilon = 0$ and that we have Galerkin orthogonality, hence, together with boundedness of $a(\cdot, \cdot)$ this gives for $(w_h, v_r) \in U_h \times V_r$,

$$\|g\|^2 = a((u - u_h, \varepsilon - \varepsilon_r), (w - w_h, v - v_r))$$

$$\lesssim (\|u - u_h\|_U + \|\varepsilon_r\|_V)(\|w - w_h\|_U + \|v - v_r\|_V) \lesssim \|u - u_h\|_U(\|w - w_h\|_U + \|v - v_r\|_V)$$

We also used that the discrete error function $\varepsilon_r$ satisfies the bound $\|\varepsilon_r\|_V \lesssim \|u - u_h\|_U$. This follows from the existence of a Fortin operator, which allows the use of \[3\] Theorem 2.1. We choose $(w_h, v_r)$ as

$$w_h := (g, 0, \gamma_0, \gamma_0 \Pi^0_V, \gamma_0, \gamma_0 \Pi^0_\text{div} \tau) \in U_h = U^+_h,$$

$$v_r := (\Pi^1_V, \Pi^0_\text{div} \tau) \in V_r.$$

Observe that $w - w_h = (0, 0, \gamma_0, \gamma_0 (1 - \Pi^1_V)v, \gamma_0, \gamma_0 (1 - \Pi^0_\text{div}) \tau)$, thus,

$$\|w - w_h\|_U \leq \|\gamma_0, \gamma_0 (1 - \Pi^1_V)v\|_{1/2, S} + \|\gamma_0, \gamma_0 (1 - \Pi^0_\text{div}) \tau\|_{-1/2, S}$$

$$\leq \|\gamma_0, \gamma_0 (1 - \Pi^1_V)v\|_{H^1(\Omega)} + \|\gamma_0, \gamma_0 (1 - \Pi^0_\text{div}) \tau\|_{-1/2, S}.$$

We apply Theorem \[5\] in conjunction with Lemma \[8\] and \[13a\] to see

$$\|(1 - \Pi^1_V)v\|_{H^1(\Omega)} + \|\gamma_0, \gamma_0 (1 - \Pi^0_\text{div}) \tau\|_{-1/2, S} \lesssim h^s\|g\| + h\|\text{div} \tau\|$$

$$\lesssim h^s\|g\| + h\|g\| + h\|v\| \lesssim h^s\|g\|.$$

It remains to estimate $\|v - v_r\|_V$. Again we use Lemma \[8\] to get

$$\|v - v_r\|_V \leq \|(1 - \Pi^1_V)v\|_{H^1(\Omega)} + \|(1 - \Pi^0_\text{div}) \tau\| + \|\text{div} (1 - \Pi^0_\text{div}) \tau\| \lesssim h^s\|g\| + \|\text{div} (1 - \Pi^0_\text{div}) \tau\|.$$

For the last term on the right-hand side observe that, since $g \in \mathcal{P}^{p+1}(\mathcal{T})$ and \[10\],

$$\text{div} (1 - \Pi^0_\text{div}) \tau = (1 - \Pi^0_\text{div}) \text{div} \tau = (1 - \Pi^0_\text{div}) (g - v) = -(1 - \Pi^0_\text{div}) v,$$

Thus,

$$\|\text{div} (1 - \Pi^0_\text{div}) \tau\| \lesssim \|(1 - \Pi^0_\text{div}) v\| \leq \|(1 - \Pi^0_\text{div}) v\| \lesssim h\|g\|.$$ 

Putting all estimates together we obtain

$$\|g\|^2 \lesssim \|u - u_h\|_U(\|w - w_h\|_U + \|v - v_r\|_V) \lesssim \|u - u_h\|_U h^s\|g\|.$$ 

Dividing by $\|g\|$ we further infer for the total error

$$\|u - u_h\| \leq \|u - \Pi^{p+1}u\| + \|g\| \lesssim h^{1+s}\|u\|_{H^{1+s}(\Omega)} + h^s\|u - u_h\|_U.$$

Finally, applying the a priori convergence result from Corollary \[6\] to estimate the global error $\|u - u_h\|_U$ we finish the proof. \[\square\]

The following result is immediate.
Corollary 11. Besides the assumptions of Theorem 10, suppose additionally that $\Omega$ is convex and $u \in H^{p+2}(\Omega)$. Then,

$$\|u - u_h\| \leq C h^{p+2} \|u\|_{H^{p+2}(\Omega)}.$$ 

The constant $C > 0$ depends only on $\Omega$, the constants from (2), and $C_{\Pi}$. \hfill \Box

5. Postprocessing of Solution and Superconvergence

In this section we introduce a postprocessing of the solution $u_h = (u_h, \sigma_h, \hat{u}_h, \hat{\sigma}_h) \in U_h := U_{hp}$ of (8). We define $\tilde{u}_h = (\tilde{u}_h, \sigma_h, \hat{u}_h, \hat{\sigma}_h) \in U_{hp}$, where $\tilde{u}_h \in \mathcal{P}^{p+1}(T)$ is determined on each element $T \in T$ through

(15a) $$(\nabla \tilde{u}_h, \nabla v)_T = (\sigma_h, \nabla v)_T \quad \text{for all } v \in \mathcal{P}^{p+1}(T),$$

(15b) $$(\tilde{u}_h, 1)_T = (u_h, 1)_T,$$

Note that these relations uniquely define $\tilde{u}_h \in \mathcal{P}^{p+1}(T)$. Observe that (15a) is the (discretized) weak formulation of the Neumann problem

$$\Delta \tilde{u} = \text{div} \sigma_h \quad \text{in } T,$$

$$\left. \frac{\partial \tilde{u}}{\partial n_T} \right| \partial T = \sigma_h \cdot n_T.$$

Let us note that the postprocessing technique (15) goes back to [21]. The following result is found in a similar form in [21], resp. [7, Theorem 4.1]. Therefore, the proof is omitted and left to the reader.

Lemma 12. Let $f \in L^2(\Omega)$ and let $u = (u, \sigma, \tilde{u}, \hat{\sigma}) \in U$ be the solution of (1). For $p \in \mathbb{N}_0$, let $u_h = (u_h, \sigma_h, \tilde{u}_h, \hat{\sigma}_h) \in U_{hp}$. Define $\tilde{u}_h \in \mathcal{P}^{p+1}(T)$ as in (15). Suppose $u \in H^{1+s}(\Omega)$ for some $s \in (1/2, p+1]$. Then,

$$\|u - \tilde{u}_h\| \leq C \|u - u_h\|_U + h^s \|u\|_{H^{1+s}(\Omega)} + \|\Pi^0(u - u_h)\|.$$ 

The constant $C > 0$ depends only on the constants from (2). \hfill \Box

Theorem 13. Let $f \in L^2(\Omega)$ and let $u = (u, \sigma, \tilde{u}, \hat{\sigma}) \in U$ denote the solution of (1). Let $p \in \mathbb{N}_0$ and suppose (7) holds with $U_h := U_{hp}$. Let $u_h = (u_h, \sigma_h, \tilde{u}_h, \hat{\sigma}_h) \in U_h$ denote the solution of (8). Suppose $u \in H^{1+s}(\Omega)$ for some $s \in (1/2, p+1]$. Define $\tilde{u}_h \in \mathcal{P}^{p+1}(T)$ as in (15). Moreover, set $g := \Pi^0(u - u_h) \in \mathcal{P}^0(\Omega)$ and let $s' \in (1/2, 2]$ denote the regularity shift (14) of the solution $(v, \tau)$ of (13). Then,

$$\|u - \tilde{u}_h\| \leq C h^{s'} \begin{cases} h^s \|u\|_{H^{1+s}(\Omega)} + h \|f\| & \text{if } s \in (1/2, 1), \\ h^s \|u\|_{H^{1+s}(\Omega)} & \text{if } s = [1, p+1]. \end{cases}$$

The constant $C > 0$ depends only on $\Omega$, the constants from (2), and $C_{\Pi}$. In particular, if $\Omega$ is convex and $u \in H^{p+2}(\Omega)$, it holds that

$$\|u - \tilde{u}_h\| \leq C h^{p+2} \|u\|_{H^{p+2}(\Omega)}.$$ 

Proof. Set $g := \Pi^0(u - u_h)$. Lemma 12 shows

$$\|u - \tilde{u}_h\| \leq h \|u - u_h\|_U + h^{1+s} \|u\|_{H^{1+s}(\Omega)} + \|g\|.$$ 

The term $\|u - u_h\|_U$ can be estimated with Corollary 6. It thus remains to take care of the term $\|g\|$ only. Let $v = (v, \tau)$ be the solution of (13). Then,

$$\|g\|^2 = (\Pi^0(u - u_h), \Pi^0(u - u_h)) = (u - u_h, \Pi^0(u - u_h)) = b(u - u_h, v).$$
We proceed as in the proof of Theorem [10]. With \( w = (g, 0, \gamma_0, S v, \gamma_n, S \tau) \) from Lemma [9] and the bilinear form \( a(\cdot, \cdot) \), we get, using Galerkin orthogonality, \( \varepsilon = 0 \), and the bound \( \| \varepsilon_r \|_V \lesssim \| u - u_h \|_U \) (see [3, Theorem 2.1]), the estimate
\[
 b(u - u_h, v) = a((u - u_h, \varepsilon - \varepsilon_r), (w, v)) = a((u - u_h, \varepsilon - \varepsilon_r), (w - w_h, v - v_r)) \lesssim \| u - u_h \|_V (\| w - w_h \|_U + \| v - v_r \|_V) \quad \text{for } (w_h, v_r) \in U_h \times V_r.
\]
We choose \( w_h = (g, 0, \gamma_0, S \Pi^1_{\div} v, \gamma_n, S \Pi^0_{\div} \tau) \in U_h = U_{hp} \) and \( v_r = (\Pi^1_{\div} v, \Pi^0_{\div} \tau) \in V_r \). Observe that \( w - w_h = (0, 0, \gamma_0, S (v - \Pi^1_{\div} v), \gamma_n, S (\tau - \Pi^0_{\div} \tau)) \). With the latter choices we follow the same lines as in the proof of Theorem [10] to see that
\[
 \| w - w_h \|_U + \| v - v_r \|_V \lesssim h^s \| g \|.
\]
Therefore, the last estimates show
\[
 \| g \| \lesssim h^s \| u - u_h \|_U \| g \|, \quad \text{hence, } \| g \| \lesssim h^s \| u - u_h \|_U.
\]
Applying Corollary [6] to estimate \( \| u - u_h \|_U \) shows [10]. If \( \Omega \) is convex, then \( s' = 1 \) and [17] follows.

6. Numerical experiments

In this section we present some numerical examples with a convex domain (Section 6.1) for \( p = 0, 1, 2, 3 \) and nonconvex domain (Section 6.2) for \( p = 0, 1 \). In Section 6.1 we consider the reaction-diffusion problem [1] and in Section 6.2 we consider the Poisson equation.

Throughout, for \( p \in \mathbb{N}_0 \), we consider an enrichment \( \Delta p = 2 \) for the test space, i.e., we use
\[
 V_r := \mathcal{P}^{p+2}(\mathcal{T}) \times \mathcal{P}^{p+2}(\mathcal{T})^2.
\]
Let us note that by [19] we would have to use a higher enrichment \( \Delta p \) for the reaction-diffusion problem to ensure the existence of a Fortin operator, in particular if we seek the solution \( u_h \) in the augmented test space \( U_{hp} \), see also Remark [4]. However, our experiments indicate that the enrichment \( \Delta p = 2 \) is stable, meaning that there is no significant difference in the results (concerning convergence rates) if \( \Delta p > 2 \). We refer to [1], where the topic of reduced test spaces was addressed for a primal DPG method.

In all the experiments we plot error quantities with respect to the degrees of freedom \( D_h := \dim(U_h) \) in the trial space. Furthermore, experimental convergence rates are indicated with triangles in the plots. The number \( \alpha \) next to the triangle is its negative slope. Note that for uniform refinements it holds that \( D_h^{-1} \approx h^2 \). Thus, a slope \( \alpha \) corresponds to a straight line parallel to \( D_h^{-\alpha} \approx h^{2\alpha} \). Let \( u = (u, \sigma, \hat{u}, \hat{\sigma}) \in U \) be the exact solution of (4). We define the error quantities
\[
 \text{err}(v) := \| u - v \|, \quad \text{err}(\tau) := \| \sigma - \tau \| \quad \text{for } v \in L^2(\Omega), \tau \in L^2(\Omega)^2.
\]
Moreover, for \( (u_h, \varepsilon_r) \in U_h \times V_r \) being the solution of the first-order system [9], let \( \eta := \eta(u_h) := \| \varepsilon_r \|_V \) denote the DPG error estimator. We refer the interested reader to [3] for more information on adaptivity for DPG methods. We will use this localizable estimator to steer an adaptive algorithm in Section 6.2.

6.1. Convex domain. Let \( \Omega = (0, 1)^2 \). We prescribe the exact solution
\[
 u(x, y) = x(1 - x)y(1 - y) \in H^1_0(\Omega).
\]
Note that \( u \) is smooth, thus, \( u \in H^{1+s}(\Omega) \) for all \( s > 1/2 \). Moreover, since \( \Omega \) is convex, the regularity shift [14] satisfies \( s' = 1 \). Therefore, we expect a convergence behavior \( \text{err}(u_h) = O(h^{p+2}) \), if \( u_h \in U_{hp} \) is the solution in the augmented trial space as well as \( \text{err}(\tilde{u}_h) = O(h^{p+2}) \) for the postprocessed solution [15], where \( u_h \in U_{hp} \).
Figure 1. Error plots for the solutions $u_h \in U_{hp}^+$ ($p = 0, 1, 2, 3$) in the augmented trial spaces (Section 4) for the example from Section 6.1.

Figure 1 shows convergence plots for solutions in the augmented space $U_{hp}^+$ for $p = 0, 1, 2, 3$. We observe the optimal rates as predicted by Corollary 11 (convex domain).

Figure 2 shows convergence plots for the postprocessed solution $\tilde{u}_h$ (Section 5) for $p = 0, 1, 2, 3$. Again we observe optimal convergence as predicted by Theorem 13.

6.2. Nonconvex domain. We consider the L-shaped domain visualized in Figure 3 and the Poisson equation

$$-\Delta u = f \quad \text{in } \Omega,$$
$$u = u_\Gamma \quad \text{on } \Gamma.$$ 

The ultra-weak bilinear form is given by (see, e.g., [11])

$$b(u, v) = (u, \text{div } \tau) + (\sigma, \nabla \tau v + \tau) - \langle \tilde{u}, \tau \cdot n \rangle_S - \langle \tilde{\sigma}, v \rangle_S.$$
We incorporate the inhomogeneous Dirichlet data as described in [14]. In this section we only discuss results for the postprocessed solutions. The results for solutions in the augmented space $U_{hp}^+$ are similar.

We prescribe the solution

$$u(r, \varphi) = r^{2/3} \cos(2/3 \varphi),$$

where $(r, \varphi)$ denote the polar coordinates of $(x, y) \in \Omega$. Then, $f := -\Delta u = 0$. It is a straightforward calculation to check that $u \in H^{1+2/3-\varepsilon}(\Omega)$ for all $\varepsilon > 0$. In view of the a priori result from Corollary 6, we expect a (numerical) convergence behavior $\|u - u_h\|_U = O(h^{2/3}) = O(D^{-1/3}_h)$ for the overall error and uniform mesh-refinement ($p = 0$ and $p = 1$). This perfectly fits to the plots in the first row of Figure 4. We note that $\text{err}(u_h) = \|u - u_h\|$ has a higher convergence rate than the overall error, i.e., this error behaves like $h^1$ for $p = 0$ and $h^{3/2}$ for $p = 1$. If we take a look at
the convergence order of $\text{err}(\tilde{u}_h)$ we see that these rates are far from optimal. In particular, for $p = 0$ we get $\text{err}(\tilde{u}_h) = \mathcal{O}(h^{4/3}) = \mathcal{O}(D_h^{-2/3})$. From Theorem 13 we learned that the error of the postprocessed solution depends on the regularity of the solution and the regularity of some dual problem. For the particular domain configuration we stress that one can not expect higher regularity than $H^{1+2/3-\varepsilon}(\Omega)$ for the dual problem and the problem itself. This is also observed in the upper left plot in Figure 4. Moreover, this also shows that the bounds in Theorem 13 can, in general, not be sharpened. For $p = 1$ (upper right plot in Figure 4) we get a slightly better behavior of $h^{3/2}$ compared to $h^{4/3}$.

Finally, since adaptivity is quite a “natural” concept in the context of DPG methods, see [3], we consider also an adaptive algorithm (with local mesh refining) of the type

\[
\text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE}.
\]

The marking step is realized using the bulk criterion: Find a set (of minimal cardinality) $\mathcal{M} \subseteq \mathcal{T}$ such that

$$
\theta \eta^2 \leq \sum_{T \in \mathcal{M}} \eta(T)^2,
$$

where $\theta \in (0, 1)$, and $\eta(T)$ are the local contributions of the DPG error estimator $\eta$, i.e.,

$$
\eta^2 = \sum_{T \in \mathcal{T}} \eta(T)^2.
$$

Throughout, we choose $\theta = \frac{1}{4}$. As refinement rule we use newest-vertex bisection, see, e.g., [22] for details on the refinement strategy.

For this problem we observe that the optimal rates (with respect to $D_h$) for the overall error and for the postprocessed solution are recovered, i.e., $\|u - u_h\|_U = \mathcal{O}(D_h^{-(p+1)/2})$ and $\|u - \tilde{u}_h\| = \mathcal{O}(D_h^{-(p+2)/2})$, see second row of plots in Figure 4.

**References**

[1] T. Bouma, J. Gopalakrishnan, and A. Harb. Convergence rates of the DPG method with reduced test space degree. *Comput. Math. Appl.*, 68(11):1550–1561, 2014.

[2] D. Broersen and R. Stevenson. A robust Petrov-Galerkin discretisation of convection-diffusion equations. *Comput. Math. Appl.*, 68(11):1605–1618, 2014.
Figure 4. Error plots for the postprocessed solution (Section 5) with $p = 0$ (left) and $p = 1$ (right) for the example from Section 6.2. The first row corresponds to uniform refinements, the second to adaptive refinements.

[3] C. Carstensen, L. Demkowicz, and J. Gopalakrishnan. A posteriori error control for DPG methods. *SIAM J. Numer. Anal.*, 52(3):1335–1353, 2014.
[4] C. Carstensen, L. Demkowicz, and J. Gopalakrishnan. Breaking spaces and forms for the DPG method and applications including Maxwell equations. *Comput. Math. Appl.*, 72(3):494–522, 2016.
[5] B. Cockburn, B. Dong, and J. Guzmán. A superconvergent LDG-hybridizable Galerkin method for second-order elliptic problems. *Math. Comp.*, 77(264):1887–1916, 2008.
[6] B. Cockburn, J. Gopalakrishnan, and R. Lazarov. Unified hybridization of discontinuous Galerkin, mixed, and continuous Galerkin methods for second order elliptic problems. *SIAM J. Numer. Anal.*, 47(2):1319–1365, 2009.
[7] B. Cockburn, J. Gopalakrishnan, F. Li, N.-C. Nguyen, and J. Peraire. Hybridization and postprocessing techniques for mixed eigenfunctions. *SIAM J. Numer. Anal.*, 48(3):857–881, 2010.
[8] B. Cockburn, J. Gopalakrishnan, and F.-J. Sayas. A projection-based error analysis of HDG methods. *Math. Comp.*, 79(271):1351–1367, 2010.
[9] B. Cockburn, J. Guzmán, and H. Wang. Superconvergent discontinuous Galerkin methods for second-order elliptic problems. *Math. Comp.*, 78(265):1–24, 2009.
[10] L. Demkowicz and J. Gopalakrishnan. A class of discontinuous Petrov-Galerkin methods. Part I: the transport equation. *Comput. Methods Appl. Mech. Engrg.*, 199(23-24):1558–1572, 2010.

[11] L. Demkowicz and J. Gopalakrishnan. Analysis of the DPG method for the Poisson problem. *SIAM J. Numer. Anal.*, 49(5):1788–1809, 2011.

[12] L. Demkowicz and J. Gopalakrishnan. A class of discontinuous Petrov-Galerkin methods. II. Optimal test functions. *Numer. Methods Partial Differential Equations*, 27(1):70–105, 2011.

[13] L. Demkowicz and J. Gopalakrishnan. A primal DPG method without a first-order reformulation. *Comput. Math. Appl.*, 66(6):1058–1064, 2013.

[14] L. Demkowicz and J. Gopalakrishnan. An overview of the discontinuous Petrov Galerkin method. In *Recent developments in discontinuous Galerkin finite element methods for partial differential equations*, volume 157 of *IMA Vol. Math. Appl.*, pages 149–180. Springer, Cham, 2014.

[15] L. Demkowicz, J. Gopalakrishnan, and A. H. Niemi. A class of discontinuous Petrov-Galerkin methods. Part III: Adaptivity. *Appl. Numer. Math.*, 62(4):396–427, 2012.

[16] L. Demkowicz and N. Heuer. Robust DPG method for convection-dominated diffusion problems. *SIAM J. Numer. Anal.*, 51(5):2514–2537, 2013.

[17] T. Führer, N. Heuer, and J. Sen Gupta. A time-stepping DPG scheme for the heat equation. *Comput. Methods Appl. Math.*, 17(2):237–252, 2017.

[18] J. Gopalakrishnan. Five lectures on DPG methods. arXiv:1306.0557, arXiv.org, 2013.

[19] J. Gopalakrishnan and W. Qiu. An analysis of the practical DPG method. *Math. Comp.*, 83(286):537–552, 2014.

[20] N. Heuer and M. Karkulik. A robust DPG method for singularly perturbed reaction-diffusion problems. *SIAM J. Numer. Anal.*, 55(3):1218–1242, 2017.

[21] R. Stenberg. Postprocessing schemes for some mixed finite elements. *RAIRO Modél. Math. Anal. Numér.*, 25(1):151–167, 1991.

[22] R. Stevenson. The completion of locally refined simplicial partitions created by bisection. *Math. Comp.*, 77(261):227–241, 2008.

[23] J. Zitelli, I. Muga, L. Demkowicz, J. Gopalakrishnan, D. Pardo, and V. M. Calo. A class of discontinuous Petrov-Galerkin methods. Part IV: the optimal test norm and time-harmonic wave propagation in 1D. *J. Comput. Phys.*, 230(7):2406–2432, 2011.

Facultad de Matemáticas, Pontificia Universidad Católica de Chile, Santiago, Chile

E-mail address: tofuhrer@mat.uc.cl