Size Dependence in Flux-Flow Hall Effect using Time Dependent Ginzburg-Landau Equations
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We study the Hall effect in square, planar type-II superconductors using numerical simulations of time dependent Ginzburg-Landau (TDGL) equations. The Hall field in some type-II superconductors displays sign-change behavior at some magnetic fields due to the induced field of vortex flow, when its contribution is strong enough to reverse the field direction. In this work, we use modified TDGL equations which couple an externally applied current, and also incorporate normal-state and flux-flow Hall effects. We obtain the profile of Hall angle as a function of applied magnetic field for four different sizes \((l \times l)\) of the superconductor: \(l/\xi \in \{3, 5, 15, 20\}\). We obtain vastly different profiles for each size, proving that size is an important parameter that determines Hall behavior. We find that electric field dynamics provides an insight into several anomalous features including sign-change of Hall angle, and leads us to the precise transient behavior of order parameter responsible for them.

I. INTRODUCTION

One of the most interesting aspects of superconducting systems is the physics of vortices. Advances in experimental methods have made it possible to probe type-II superconductors at small lengthscales where the behavior of individual vortices becomes visible. Vortices have been imaged with electron spins in diamonds [1, 2], scanning superconducting quantum-interference devices (SQUIDs) [3, 4] and Hall-probe magnetometry [5, 6]. The behavior of a superconducting system is expected to vary significantly if its dimensions are reduced to be comparable to the coherence length. In this work, we theoretically investigate the effect of finite size on the properties of vortices with numerical simulations of solutions of the time dependent Ginzburg-Landau (TDGL) equations. The flux-flow Hall effect in square planar type-II superconductors are studied for different sample sizes, given by \(l/\xi\) ratio of 3, 5, 15 and 20 (where \(l\) is the length of the square and \(\xi\) is the superconducting coherence length). It will be seen that the electric field and hall angle profiles under a unidirectional current are widely different depending upon the dimension of the superconductor.

Hall effect in superconductors has been observed to display anomalous properties below the critical temperature, most significant of which is the sign-reversal of Hall voltage at certain magnetic fields [7–9]. This could not be explained by either the phenomenological models of vortex flow of the time, namely the Bardeen-Stephen (BS) model [10] and the Nozières-Vinen (NV) model [11], or by the microscopic theory [12]. It was later proposed that the induced electric field of magnetic vortex flow could contribute to the Hall field and cause anomalous behavior [9]. Dorsey [12] and Kopnin et al. [13] proved using analytical approximations of a modified time dependent Ginzburg-Landau (TDGL) system, that indeed sign reversal of Hall effect is possible under some circumstances. These theories make use of microscopic quantities (related to the electronic structure) to define the regimes of sign-reversal. Alternatively, one may numerically compute the Hall effect in a superconducting sample governed by the modified TDGL system of Dorsey [12] and Kopnin et al. [13], and find the magnetic field regimes of sign-reversal. This could provide insights into Hall effect behavior of a superconductor, as a function of macroscopic quantities alone (e.g. GL parameter \(\kappa\), sample size, etc.).

In this work, we follow the alternative numerical route mentioned above, which is direct and does not resort to any analytical approximations. We first use standard time dependent Ginzburg-Landau (TDGL) equations [14–16] to numerically compute the time-varying order parameter of a planar superconductor in the vortex state. We benchmark our simulations by comparing the numerically obtained fluxoid value of each vortex against \(\Phi_o\), the superconducting flux quantum, as a rigorous test (IIIA). With these benchmarks in hand, we simulate a modified TDGL system that includes an externally applied current to probe the Hall effect in these systems. Importantly, we go beyond existing literature by incorporating the normal-state Hall conductivity and flux-flow terms into the dynamical equations that we numerically simulate. In this, we have taken inspiration from the analytical works of Dorsey [12] and Kopnin et al. [13] (IIIB). Next, in III C we study the resultant changes in flux-flow and resultant induced electric fields based on the numerical simulation of our modified TDGL system. We compute the Hall angle profile for various sizes of the superconductor, and find vastly different profiles. We find that transient electric fields and related order parameter behavior give us good insight into explaining the anomalous Hall behavior.
II. THEORETICAL MODEL

The TDGL equations are [14–16]:

\[ \gamma \left( \frac{\hbar}{\partial t} \partial \psi + i e_s \Phi \psi \right) + \frac{1}{2m_s} \left( i \hbar \nabla + \frac{e_s}{c} A \right)^2 \psi + \alpha \psi \]
\[ + \beta |\psi|^2 \psi = 0 \quad (1a) \]

\[ \nu \left( \frac{1}{c} \frac{\partial A}{\partial t} + \nabla \Phi \right) + \frac{i e_s \hbar}{2m_s} \left( \psi^* \nabla \psi - \psi \nabla \psi^* \right) + \frac{e_s^2}{m_c c} |\psi|^2 A \]
\[ + \frac{c}{4\pi} \nabla \times \nabla \times A = 0 \quad (1b) \]

where, \( \psi \) is the complex-valued order parameter, \( \alpha \) and \( \beta \) are the phenomenological parameters of Ginzburg-Landau theory [17, 18] and \( \phi, A \) are the electric and magnetic potentials respectively. \( \nu \) is the normal-state conductivity and \( \gamma \) is a relaxation constant for the order parameter. The charge and mass of Cooper pairs are denoted by \( e_s = 2e \) and \( m_s = 2m_e \) respectively.

A. Gauge invariance and normalization

For an arbitrary function \( \chi(x,y,t) \) with well-defined spatial and time derivatives, the gauge invariance can be expressed as \( (\psi \to \psi e^{i\alpha \chi}, A \to A + \nabla \chi, \phi \to \phi - \frac{\partial \chi}{\partial t}) \). We choose the zero electric potential gauge (i.e. \( \phi = 0 \)) [14, 15, 19]. The physical quantities in (1) are renormalized as follows:

\[ x \xrightarrow{\frac{\hbar}{\gamma}} x, \quad t \rightarrow t, \quad A \rightarrow \nabla \chi, \quad \psi \rightarrow \psi \quad (2) \]

where \( H_c = \sqrt{\frac{\gamma \alpha^2}{\beta}} \) and \( \xi \) is the GL coherence length [19]. In the chosen gauge, the resulting dimensionless equations applicable over the superconducting domain are:

\[ \frac{\partial \psi}{\partial t} + \left( i \nabla + \frac{1}{\kappa} A \right)^2 \psi - (1 - |\psi|^2) \psi = 0 \quad (3a) \]

\[ \sigma \frac{\partial A}{\partial t} + \nabla \times \nabla \times A + i \frac{\kappa}{2} \left( \psi^* \nabla \psi - \psi \nabla \psi^* \right) + \frac{1}{\kappa^2} |\psi|^2 A = 0 \quad (3b) \]

where, \( \kappa \) is the GL parameter and \( \sigma \) is normalized normal-state conductivity. When the sample is surrounded by vacuum on all sides and no external current is passed, the following boundary conditions (BCs) apply [14, 19–21]:

\[ \nabla \times A = H_\text{ext}, \quad \left( i \nabla + \frac{1}{\kappa} A \right) \psi \cdot n = 0, \quad -\sigma \frac{\partial A}{\partial t} \cdot n = 0 \quad (4) \]

B. Inclusion of externally applied current

Including an externally applied transport current in the TDGL system entails two tasks: (a) accounting for the magnetic field induced by the transport current and (b) modifying the boundary conditions (4) to account for flow of normal current across boundaries. The former can be achieved by modifying the first boundary condition to \( \nabla \times A = H_\text{tot} \) where \( H_\text{tot} = H_\text{ext} + H_c \) is the sum of applied \( H_\text{ext} \) and induced \( H_c \) magnetic fields [20]. \( H_c \) is to be computed from the current profile (a function of \( \psi, A \)), making the system self-consistent. However, an approximation is frequently used in literature [20, 23–26] to simplify the computation of \( H_c \): the current profile is assumed to be a uniform band, which reduces \( H_c \) to a simple expression involving \( J_a \), the applied (uniform) current density. In this paper, \( J_a \) is assumed to be in the +\( \hat{z} \) direction (fig. 1), which gives us \( H_c \) along all four boundaries as \( H_{c,\text{top, bottom}} = \pm W J_a / 2 \hat{z} \) (where \( W \) is the length of the sample along \( \hat{y} \)) and \( H_c \) right vary linearly between the bottom and top edges.

Secondly, to account for flow of normal current across the boundary, the “vacuum-superconductor” BCs (4) are now replaced by “metal-superconductor” BCs (5b) [20, 26] at the left and right edges, while retaining the former BCs (5a) at the top and bottom edges:

\[ \nabla \times A = H_\text{tot}, \quad \left( i \nabla + \frac{1}{\kappa} A \right) \psi \cdot n = 0, \quad -\sigma \frac{\partial A}{\partial t} \cdot n = 0 \quad (5a) \]

\[ \nabla \times A = H_\text{tot}, \quad \psi = 0, \quad -\sigma \frac{\partial A}{\partial t} \cdot n = J_a \cdot n \quad (5b) \]

In (5b), the third BC accounts for flow of current across the boundary, and the second condition ensures that the density of superconducting electrons is zero at the edges. This ensures that the injected normal current transitions to supercurrent gradually, rather than abruptly, inside the superconductor.
C. Inclusion of Hall effect

Normal state hall effect is a result of the conduction of electrons transverse to applied electric field. This can be incorporated in the TDGL system \( (3), (5) \) by rewriting the normal-state conductivity \( \sigma \) as a tensor:

\[
\sigma = \begin{pmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \end{pmatrix}
\]  

(6)

We assume an isotropic sample \( (\sigma_{xx} = \sigma_{yy}) \), and by symmetry \( \sigma_{yx} = -\sigma_{xy} \). In order to determine \( \sigma_{xx} \) and \( \sigma_{xy} \), we use the following as the model for the normal-state conductivity \([12, 27]\):

\[
\sigma_{xx} = \sigma_0 \frac{1}{1 + \omega_c^2 \tau^2}, \quad \sigma_{xy} = \sigma_0 \frac{\omega_c \tau}{1 + \omega_c^2 \tau^2}
\]  

(7)

where \( \omega_c \) is the cyclotron frequency \( eV_s/(\nabla \times \mathbf{A})/m_s \) and \( \tau \) is the electron scattering time. Under typical conditions, we have \( \omega_c \tau \ll 1 \) (low-field limit) \([12, 27]\). Thus, \( \sigma_{xx} \approx \sigma_0 \) and \( \sigma_{xy} \approx \omega_c \tau \sigma_0 \). Due to the spatially varying magnetic field, cyclotron frequency \( \omega_c \) and consequently, \( \sigma_{xy} \) are also spatially varying. In order to enforce the low-field limit, we take \( \omega_c \tau = 10^{-2} (\nabla \times \mathbf{A}) \), where the pre-factor of \( 10^{-2} \) ensures that \( \omega_c \tau \ll 1 \).

Josephson \([28]\) proved that macroscopically, a vortex moving at velocity \( \mathbf{v}_L \) gives rise to an induced electric field \( \mathbf{E} = -\frac{1}{c} \mathbf{v}_L \times \mathbf{H} \), where all the quantities are spatially and temporally averaged \([9, 12, 13]\). In the Bardeen-Stephen (BS) model \([10]\), under an applied current \( \mathbf{J}_a \), vortices experience a Lorentz force \( \sim \mathbf{J}_a \times \mathbf{H} \) \([9, 12]\). This force gives rise to velocity \( \mathbf{v}_L \) along \( \mathbf{J}_a \times \mathbf{H} \) and in a system such as ours (fig. 1), this results in vortex motion along \( -\hat{y} \). This velocity \( \mathbf{v}_L \) along \( -\hat{y} \) produces a field \( \mathbf{E} = -\frac{1}{c} \mathbf{v}_L \times \mathbf{H} \) along \( \hat{x} \), the same direction as \( \mathbf{J}_a \), thereby causing dissipation. However, if we were to have an additional component of \( \mathbf{v}_L \) along \( \hat{x} \) (the same direction as \( \mathbf{J}_a \)), this would create a field contribution in the Hall direction. Dorsey \([12]\) and Kopnin et al. \([13]\) proved that adding a non-zero imaginary part to the relaxation parameter \( \gamma \) in the TDGL system \( (1) \) produces such flux-flow contribution to the Hall field by lending the vortices a velocity component parallel to the applied current. Thus, we write \( \gamma = \gamma_1 + i\gamma_2 \). In the microscopic picture, the value of \( \gamma_2/\gamma_1 \) has been shown to depend upon the electronic structure of the material \([12, 13]\). The sign of \( \gamma_2/\gamma_1 \) determines whether vortices travel along \( \mathbf{J}_a \) or against, and therefore crucially affects the sign of flux-flow contribution to Hall field. Kopnin et al. \([13]\) proved that a sign reversal in Hall effect would be observed for negative values of \( \gamma_2/\gamma_1 \).

III. RESULTS AND DISCUSSION

We use COMSOL Multiphysics® \([29]\), a commercial finite element tool to numerically simulate TDGL equations \((3) – (5)\). Throughout the paper, we take GL parameter \( \kappa = 2 \) and normalized normal-state conductivity \( \sigma_0 = 1 \). In section III A, we obtain a vortex state solution and propose a procedure to rigorously verify the solution to help identify any numerical errors or artifacts. In sections III B – III C, we study a system with externally applied current and Hall effect included. Throughout these simulations, we apply an external current \( \mathbf{J}_a = 0.04 \hat{x} \).

We consider four geometries: \( l \times l \) square superconductors for \( l/\xi \in \{3, 5, 15, 20\} \). We apply an external magnetic field \( \mathbf{H}_\text{ext} \) along \( \hat{z} \), whose value is swept between 0 and \( H_{c2} = \kappa = 2 \) in steps of 0.05. For each combination of size \( l \) and \( \mathbf{H}_\text{ext} \), we solve the modified TDGL system \((3), (5)\) and compute the time-varying order parameter \( \psi (\mathbf{r}, t) \) and vector potential \( \mathbf{A} (\mathbf{r}, t) \). This gives us a complete insight into the dynamic vortex motion and electric fields \( E_x = -\partial A_x/\partial t \) and \( E_y = -\partial A_y/\partial t \), which form the basis for much of our analysis.

Since we use normalized units throughout the paper, we compute the order of magnitude for these units to understand the typical physical values. We chose \( \kappa = 2 \), which broadly corresponds to Niobium \([30]\). Using the physical parameters of Nb, we compute the time units as \( \sim 10^{-12} \text{s} \) \([31]\), current density units as \( \sim 1 \text{A} \text{m}^{-1} \) \([32, 33]\) and the applied magnetic field units as \( \sim 1 \text{kOe} \) \([33]\).

A. Vortex state and verification

We first solve TDGL equations \((3)\) on a \( 20 \times 20 \) planar sample (GL parameter \( \kappa = 2 \)) with no applied current or Hall effect enabled. Thus, in this case we use the vacuum-superconductor BCs \((4)\) on all four sides, and observe a vortex state solution at \( \mathbf{H}_\text{ext} = 0.92 \) (fig. 2).

We perform a thorough verification of our simulation as described in the following. First, we confirm that the
It states that the fluxoid value under Ginzburg-Landau theory is\( \Phi \). One of the hallmarks of superconducting vortices is the magnetic flux\( \Phi \), driving the superconductor into normal state (after some time) for even low values of applied field\( |H| \). With our chosen value of \( |J_a| = 0.04 \), we find that the system is ultimately driven into normal state for all values of \( |H_{ext}| \geq 0.35 \) in the case of sizes \( l/\xi \in \{15, 20\} \). For the other two smaller sizes, the system is driven into normal state for all values of \( |H_{ext}| \).

For sizes \( l/\xi \in \{15, 20\} \), we observe vortices and their movement, before the system eventually goes into normal state (\( \psi (r) = 0 \)), whereas for sizes \( l/\xi \in \{3, 5\} \), we do not observe vortices for any value of \( |H_{ext}| \). To understand further, we solve the standard TDGL system (3), (4) (with no applied current) for \( l/\xi \in \{3, 5\} \) and sweep the magnetic field\( |H_{ext}| \) as earlier. We do not find a vortex state solution for any value of \( |H_{ext}| \). We conclude that this is a size-effect: the system is smaller than a critical size, forbidding the possibility of a vortex state solution.

Next, we also enable normal-state and flux-flow Hall effects following the discussion in II C, with \( \gamma_2/\gamma_1 = 0.4 \) and \(-0.4 \) as separate cases. The choice of \( |\gamma_2/\gamma_1| \) was made in such a way that the vortices gain a perceivable amount of velocity in the direction of \( J_a \), but not significantly enough, so that vortices still primarily move along \(-\hat{y}\). With Hall effect enabled, we observe complex vortex motion (fig. 5). Vortices enter the system at the top edge and traverse smooth but irregular trajectories through the domain, due to complex vortex-vortex and vortex-boundary interactions. The key difference is that they also obtain velocity in the \( \pm \hat{x} \) direction, unlike when Hall effect is not enabled. We seek to capture the effect of this complex motion on the longitudinal and Hall electric fields and explain the observed behavior.
C. Analysis of electric fields and Hall angle

We obtain the spatially averaged electric field by averaging across the entire domain. We find that the so obtained $\mathbf{E}$ profiles can be grouped into three distinct types (fig. 6) of behavior based on the $l/\xi$ ratio and value of $|\mathbf{H}_{\text{ext}}|$. First, at a large $l/\xi$ of 20 (fig. 6a), the longitudinal field saturates to $\sigma_0 J_a$ (normal state) with observation of a series of spikes prior to that. This spiking occurs due to vortex entry and exit as discussed in Ref. [23]. The Hall field $E_y$ also exhibits similar spiking as a result of the vortex velocity component in the direction of $\mathbf{J}_a$. Such behaviour occurs for sizes $l/\xi \in \{3, 5, 15, 20\}$ and applied field $|\mathbf{H}_{\text{ext}}| \geq 0.35$. For fields lower than 0.35, the system rapidly evolves to the superconducting Meissner state with $E_x$ reaching zero as shown in fig. 6b for $|\mathbf{H}_{\text{ext}}|$ of 0.2. Sizes $l/\xi \in \{3, 5\}$ are always driven into normal state. This results in the third type, with $E_x$ saturating to $\sigma_0 J_a$ (fig. 6c). These differences in electric field behavior produce significantly different Hall effect profiles, which we address next.

We characterize the Hall effect using Hall angle, the ratio of effective transverse to longitudinal conductivity: $\tan \theta_H = \sigma_y'/\sigma_{xx}'$ [12, 13]. These macroscopic effective conductivities are marked with a prime to distinguish them from the normal-state quantities $\sigma_{xx}$ and $\sigma_{xy}$ (7). From the macroscopic equation $\mathbf{J}_a = \sigma' \mathbf{E}$, we have:

$$ \begin{pmatrix} J_a \\ 0 \end{pmatrix} = \begin{pmatrix} \sigma_{xx}' & \sigma_{xy}' \\ -\sigma_{xy}' & \sigma_{xx}' \end{pmatrix} \begin{pmatrix} E_x \\ E_y \end{pmatrix} $$

Thus, we get $\tan \theta_H = \sigma_{xy}'/\sigma_{xx}' = E_y/E_x$, where the fields are both spatially and temporally averaged. We obtain the tangent of Hall angle $\tan \theta_H$ for each combination of applied magnetic field $|\mathbf{H}_{\text{ext}}|$ and size $l/\xi \in \{3, 5, 15, 20\}$ (fig. 7). We first note that the Hall angle profiles resulting from our choice of $|\gamma_2/\gamma_1|$ closely resemble the experimental data with respect to orders of magnitude ($\tan \theta_H \sim 10^{-2}$) [8, 34].

We find that as $|\mathbf{H}_{\text{ext}}| \rightarrow H_c2$, when the superconductor is rapidly driven into normal state, Hall angle varies linearly with $|\mathbf{H}_{\text{ext}}|$, as in the case of normal metals. In this regime, flux-flow contribution is negligible and all sizes $l/\xi \in \{3, 5, 15, 20\}$ have the same profile. This is in agreement with expected behavior because we do not have any size-effect for normal metals. When $|\mathbf{H}_{\text{ext}}| \approx 0$, the Hall angle approaches 0. At these low fields, sizes $l/\xi \in \{3, 5\}$ are driven to normal-state. As normal metals, they have negligible Hall fields at $|\mathbf{H}_{\text{ext}}| \approx 0$, and consequently a very small Hall angle. On the other hand, sizes $l/\xi \in \{15, 20\}$ are in the superconducting state at these low fields, and therefore have negligible $E_y$ and $E_x$. The small non-zero contribution is a result of transient behavior as seen in fig. 6b. Thus, although the Hall angle is small for both groups of sizes at $|\mathbf{H}_{\text{ext}}| \approx 0$, the
underlying states are different.

We next note that the Hall angle profile is completely linear for size $l/\xi = 3$. This is a result of it behaving as a normal metal with no vortex state, and electric field $E_y(t)$ saturating to $\sigma_0 J_a$ for all values of $|H_{ext}|$ (third type shown in fig. 6c). However, size $l/\xi = 5$ also exhibits identical behavior, but we find significant deviations from linearity. To understand further, we look at the difference in transient fields between the two sizes.

Large transients in $E_x(t)$ are common for size $l/\xi = 5$, such as the one shown in fig. 6c, whereas the transient is highly suppressed in size $l/\xi = 3$. In fact, across all values of $|H_{ext}|$, the maximum percentage change in $E_x(t)$ (relative to saturation value $\sigma_0 J_a$) is limited to $\approx 0.02\%$ for $l/\xi = 3$, and to $\approx 760\%$ in the case of size $l/\xi = 5$.

We conclude that this enormous difference in transient levels leads to deviations from linearity in size $l/\xi = 5$, in spite of non-superconducting behavior.

We next look at sign-reversal of Hall angle, a key anomaly in the Hall behavior of some superconductors. For size $l/\xi = 20$, we observe a region of sharp deviation from linear, “normal-conductor” behavior for intermediate values of applied field, i.e. around $|H_{ext}| \approx 0.5$ (fig. 7). This is the region where flux-flow contribution to the Hall effect is most significant, because for higher fields, normal state sets in rapidly, and for lower fields, there are no vortices (Meissner state). We find that strong, negative flux-flow contribution leads to sign-reversal for $\gamma_2/\gamma_1 = -0.4$, and positive contribution leads to a peak for $\gamma_2/\gamma_1 = 0.4$, in agreement with Kopnin et al. [13]. In order to understand the precise transient be-
behavior leading to this vast difference, we look at the spatially averaged fields $E_x$ and $E_y$ as functions of time (for $|\mathbf{H}_{\text{ext}}| = 0.5$). First, we find that for both $\gamma_2/\gamma_1 = 0.4$ and $-0.4$, $E_x$ has an identical profile. This is expected because $\gamma_2$ only influences the motion of vortices along $\mathbf{J}_x$, thus affecting only $E_y$ (ref. II C). On the other hand, we find significant difference in $E_y(t)$ profiles (fig. 8). It is evident that the difference in Hall behavior between $\gamma_2/\gamma_1 = 0.4$ and $-0.4$ can be attributed almost entirely to the transients starting at $t \approx 1500$. Although spiking behavior results in peaks in the opposite direction, they have negligible contribution to the average. Instead, the gradual transient starting at $t \approx 1500$ leads to different profiles for $\gamma_2/\gamma_1 = 0.4$ and $-0.4$, giving a strong positive and negative contribution to Hall field, respectively. We try to relate this transient with order parameter (fig. 5) in order to determine the precise behavior causing such transients. We find that this transient is the induced field resulting from variation in $\mathbf{A}$ during the onset of normal state (fig. 5). This onset occurs from the right boundary for $\gamma_2/\gamma_1 = 0.4$ (as seen in fig. 5), and from the left for $\gamma_2/\gamma_1 = -0.4$ (fig. 8). For both $\gamma_2/\gamma_1 = 0.4$ and $-0.4$, this transient leads ultimately to saturation of $E_y$ to the same, small positive value. This is the non-flux-flow, or normal-state contribution to the Hall field. Interestingly, we find that although size $l/\xi = 15$ exhibits vortex behavior similar to $l/\xi = 20$, we do not find sign-reversal in Hall angle. This is due to the suppressed gradual transient fields in $l/\xi = 15$, leading to a much weaker contribution of flux-flow Hall effect. Therefore, it is evident that along with $\gamma_2$ (whose value depends on the electronic structure) and several other parameters, size alters Hall behavior significantly, adding to the reasoning behind the observation of a diverse variety of Hall angle profiles in various materials.

In summary, we have simulated the anomalous Hall effect using the modified TDGL equations in COMSOL Multiphysics and shown that the solutions provide insights into the precise temporal dynamics of transient fields and vortex behavior that scale with the sample size. We have explored theoretically how features of the anomalous Hall effect evolve with a variation of the linear dimensions when the lengths are only a few times the coherence length. The Hall effect behaviour predicted by these simulations may be probed with advanced experimental techniques that have already been applied to image vortices [1–6, 35]. Such studies would be important for understanding finite-size effects in superconductors and their evolution at microscopic length scales.
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