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Abstract—Data science workers increasingly collaborate on large-scale projects before communicating insights to a broader audience in the form of visualization. While prior work has modeled how data science teams, oftentimes with distinct roles and work processes, communicate knowledge to outside stakeholders, we have little knowledge of how data science workers communicate interactively before delivering the final products. In this work, we contribute a nuanced description of the intermediate communication process within data science teams. By analyzing interview data with 8 self-identified data science workers, we characterized the data science intermediate communication process with four factors, including the types of audience, communication goals, shared artifacts, and mode of communication. We also identified three overarching challenges in the current communication process. We also discussed design implications that might inform better tools that facilitate intermediate communication within data science teams.
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1 INTRODUCTION

Data science communication often refers to conveying the final analysis insights to a broader audience [11, 20, 53]. For example, researchers and companies increasingly communicate information through high-quality interactive visualizations and dashboards. The New York Times leverages its rich visualization to inform the general public about topics including elections, climate change, and sports. To support more effective final-stage communication, researchers and organizations have developed powerful visualization tools such as D3.js, Vega-Lite, Idyll, Tableau, and Microsoft PowerBI to simplify the development cycle, condense large-scale dataset, and enable the final information communication with the audience with highly polished visualization.

However, communication among team members also exists throughout the lifecycle of large-scale data science projects, increasingly in a collaborative fashion [29, 30, 43, 53]. Today, such collaboration involves multiple different team players and separate analysis stages ranging from data cleaning to visualizing sophisticated findings [20, 43]. Similar to communication in the end, communication during the project also involves explaining technical terms to a non-technical audience (e.g., managers). However, compared to final-stage communication, intermediate communication can focus more on communicating and receiving feedback. To add more complexity, individuals might adopt unique tools at the intermediate stages of a data science project [53]. These resulting intermediate artifacts tend to be far less polished and could be produced by a wider range of tools. We seek to answer the question: How do data science workers communicate data immediately before shipping their final product?

We define intermediate communication as the synchronous or asynchronous decision-making process where team members build and iterate on the end artifacts for the target audience. In contrast to prior work that categorizes communication as the final step in the data science workflow [20, 47], we argue that intermediate communication should be a distinct collaboration element where data science workers develop, share, reuse, document, and store analysis with other team members throughout the project lifecycle. Advanced visual analysis authoring tools enable faster data visualization prototyping [4, 9, 45], but they largely tackle the engineering side of the problem (i.e., how to make it easier to make interactive visualization). However, data science is engaged as an exploration process more than an engineering process [18, 29, 53]. This exploration process can be more flexible and diverse, involving different goals, shared artifacts, and audiences.

In this paper, we contribute a more nuanced understanding of the intermediate communication process. For example, how teams share resources, resolve conflicts, and seek help. We conducted eight in-depth interviews with people who self-identify as data scientists/analysts (in industry and academia) and regularly need to communicate and get feedback on their data science work. To answer the overarching research question (i.e. how do data science workers communicate data immediately), we guided our interview with the following questions: Why do data science workers communicate with? Why do they communicate with others? What forms of communication take place in your project? What challenges, if any, hinder intermediate communication?

In the interviews, we focused on participants’ experiences of communicating and receiving feedback, as well as the challenges they encountered in the process. In particular, we identified four major factors influencing intermediate communication in data science projects: (1) common goals of intermediate communication, (2) types of artifacts that are shared in the communication process, (3) modes of communication (i.e., synchronous versus asynchronous), and (4) common audience configurations observed during intermediate communication.

2 RELATED WORK

2.1 Data Science Workers and Stages

Although data science has become a popular term and has gained an increasing amount of attention over recent years [39], there does not exist an agreement on the definition of data scientists including their necessary skills and related work tasks [8]. Prior literature has used data scientists [11, 46], data analysts [20, 24], and data science workers [30] interchangeably. Mueller et al. [30] postulated that data science is a human activity and people involved in data science are therefore data science workers. People who do the work of data science span across multiple job categories and titles, and the definition of data scientists (or data science workers) is likely to become more diverse over time [30]. In our study, we use the term data science workers to refer to anyone whose primary job function deals with or draws meaningful insights from large datasets.

In addition to a variety of data science roles, prior research has proposed frameworks that capture the data analysis process over time. In the knowledge discovery and database (KDD) community, the Cross-Industry Standard Processes for Data Mining (CRISP-DM) established a standard phases for data mining based on a prior KDD model [16]:
business understanding, data understanding, modeling, evaluation, and deployment [49]. Though capturing a generic data science workflow, this early data science model did not have explicit references to communication. Visualization research studies have examined data science workers with similar phases. In an interview with 35 data analysts, Kandel et al. [20] formalized the data analysis process as consisting of the phases: discover, wrangle, profile, model, and report. Batch and Elmqvist [3] conducted a contextual inquiry with 8 practitioners and echoed a similar process but found that visualization is optional at best in analysts’ work. Based on Kandel’s framework, Alspaugh et al. [2] formed a six-step pipeline by considering the increasing explorative data analysis process in practice. Recently, Crisan et al. [11] synthesized a comprehensive model from human-computer interaction, visualization, and data science literature with retrospective analysis, resulting in four higher order processes which are preparation, analysis, deployment, and communication.

However, prior work model communication as a separate stage in the data science workflow, often focusing on the end asynchronous communication to the public, akin to digital journalism. In this work, we argue that communication should be considered throughout a data science project and beyond presentation (explained in Section 2.2).

### 2.2 Collaboration and Communication in Data Science

Recent work recognized that data science is a collaborative process [5, 28] and explored how to support data science stakeholders in the collaboration process [53]. Zhang et al. [53] performed an extensive investigation to understand how data science workers collaborate. In a large-scale survey with 183 employees at IBM, they identified 5 major roles and 6 main stages in collaborative data science workflow as well as tooling and practices for collaboration such as asynchronous data and code documentation. Wang et al. [47] identified a “scatter-gather” pattern of collaboration among data science workers. In the “scatter” phase, workers function individually and communicate high-level ideas rather than artifacts in the ensuing “gather” phases. Previous work has also presented in-depth cases study of practices under the contexts of civic data hackathons [19] and collaboration between domain experts and data scientists [26, 34]. Crisan et al. [12] also identified collaboration as an emerging type of data science work within their data science model with an emphasis on data visualization.

As an important element of collaboration, communication highlights the circulation of artifacts and knowledge. Crisan et al. [11] categorizes two communication processes: documentation and dissemination. Documentation records and describes data science work and its artifacts, often in the form of capturing the data and analysis provenance [11, 20]. In response, recent tools have been developed to address the documentation process, mostly asynchronously capturing the data provenance or documenting analysis processes [13, 31, 36]. For example, code gathering tools enabled data analysts to review all archived versions of code outputs and recover the subsets of code that produce the outputs [17]. USRPRUNG is another transparent provenance collection system designed for data science environments [38]. Tracking the data provenance has also been implemented and tested on computational notebooks to support collaborative data science work [21, 22, 35, 37, 42–44, 51, 52]. Notably, StoryFacets [32] was designed to maintain the visual provenance of the analysis to mitigate barriers to collaboration among audiences (i.e., expert analysts, managers, and laypersons).

Dissemination, on the other hand, conveys the insights derived from the data science work, usually as the form of final presentation [7, 15], reports [50] and interactive visualization [40]. The emphasis on communicating insights to a larger audience motivated enterprise tools, such as Microsoft PowerBI, Tableau, D3.js, and Vega-Lite, as well as research products that enable rapid visualization development, such as Idyll [10], Falx [45], Pl2 [9], and Symphony [4]. In that regard, tooling largely supports the engineering side of the dissemination process, often formalized as communication as the end step [11].

Although collaboration has been categorized as an independent emerging type of work [11], recent work on collaborative data science also emphasized communicating to the lay audience in the final stage of the pipeline by the roles such as communicator [53]. However, Mueller et al. [29] suggested that communication might take place throughout the data analysis process. Brehmer and Kosara [7] contextualized the intermediate communication by interviewing 23 professionals at Tableau. They identified three scenarios involving presentations of data and provided design suggestions to integrate visualization tools for data analysis and slideware tools for data presentation. More recent work started to address the challenges in intermediate communication. For example, Voder [41] treats data facts as interactive widgets to provide insights throughout the analysis, though they are restricted to system-generated descriptive statistics. NB2Slides [54] generates presentation slides from computational notebooks. Yet, this line of work largely focused on performative presentation which requires a presenter to narrate and step through the content. Our work expands on prior works and covers other aspects of communication such as asynchronous messaging and screen sharing.

### 3 Methods

We conducted semi-structured interviews with self-identified data science workers (see Section 2.1 for details) to better understand the intermediate communication process and needs.

#### 3.1 Participants

We recruited eight self-identified data science workers (Table 1) through internal message boards and individual contacts. Of the 8 participants, 4 are current data science professionals, the other 4 are current Ph.D. students but have also been employed at large multinational technology companies. All participants are based in the US. We intentionally recruited participants who have engaged in large data science projects both in academia and industry to holistically extract common themes. Note that our study aims to surface the common goals, practices, and challenges to better formalize in intermediate communication in data science projects. In the future, a large-scale survey would be important to quantitatively verify our findings.

#### 3.2 Interview Procedures

We conducted remote, semi-structured interviews with each participant via Zoom or in-person with a recording device for an hour. Our interview started with our project goal and interview instruction. To contextualize the concept of intermediate communication, we asked participants to recall their recent data science project where they communicated their findings with other team members. We asked open-ended questions and encouraged interviewees to describe their lived experiences [20]. We organized each interview as follows:
4.1 Audience

We observed that data science workers’ intermediate communication generally follows the pattern in Figure 1 except the communicator role. While not explicitly defined in [53], the communicator was described similarly to a project coordinator or designer who is responsible for story telling the final analysis. Our interview surfaced that data science workers regularly initiate communication with other team members throughout the project lifespan. They indicate that communication is an important element in their work, but the audience affects how the intermediate communication. In contrast to distinct data science worker roles [11, 20, 23, 24], our study surfaced two main types of audience that affect how data science workers communicate: audience role in the hierarchy and technical expertise.

4.1.1 Hierarchy

Data science workers have different communication styles in mind for the audience in terms of their job hierarchy.

Top-Down communication occurs when senior data science workers initiate a communication cycle with more junior workers. The communicator may find themselves taking a mentorship role, while the audience has less expertise in technical or project knowledge. P6, a current data scientist manager who mentored two junior data analysts in his previous project, mentioned that he would usually start a conversation to help them “breaking down problems for them and helping them go through them step by step and help them develop their own intuition.” This would often involve giving them a task and then providing verbal explanation as to why that task was being done so they would understand [that] it’s the purpose and be able to apply it on their own in the future. Notably, several participants mentioned that when they are in a top-down communication cycle, they expected that their audience to understand and implement the tasks but rarely track the progress on their own. As P7 indicates, they suggested ideas to previous interns, only to realize until the next meeting that the intern completely misunderstood them.

Bottom-Up communication occurs when data science workers lead the communication with more senior workers, such as executives, customers, or advisors. The communicator needs to synthesize their complex technical work to understandable and concise insight to their audience in order to show the findings or get feedback. The communication is similar to a performative presentation [7] where the audience expects to see the analysis results in a concise manner. To present results, the data science workers create slide decks in an application such as Microsoft PowerPoint or Google Slides. Several participants mentioned presenting their results with the goal to obtain continued support for their project by showcasing only positive improvements of the project. There is less inclination to show positive results in asynchronous communication where participants share screenshots with their managers. As P1 suggested, he felt that it is “safer and more room to make mistakes” when messaging his manager via Slack, though he still tries to “avoid asking questions too many times.”

Peer-to-Peer communication occurred when data science workers actively collaborate with other workers who has a similar role in the hierarchy, with the same ability to determine the project’s direction. This peer might have a similar role in the project and a similar level of expertise, although it could be in a different area. This peer may be working on the same task as the data scientist or in a different area on the same project. Communication between peers is typically very frank and more casual, compared with bottom-up communication. Peers do not make presentations to share results. Instead, screenshots of the visualization or code would be sufficient to understand the context. They might also casually start a synchronous meeting or screen sharing to solicit feedback on their results, learn about the progress of other members, and troubleshoot problems together.

4.1.2 Technical Expertise of Audience

The technical expertise of the audience also has an impact on how data science workers communicate their findings. Non-technical audience focuses more on the big-picture goals of the work and interpretation of the findings rather than specific details. When communicating with
the non-technical audience, data science workers put in considerable effort to make their results understandable to the audience who treat the data processing or modeling process as "basically magic" [P6]. When speaking about a project which involved creating a machine learning model to solve a business problem, P6 mentioned that

"the challenges, at least from my perspective, are trying to explain what was happening to anyone who didn’t have a background in machine learning... What you put in your [slide] deck is ‘we used this method and you don’t even have to name it... They don’t know what Bayesian statistics is. They don’t know what a Gaussian distribution is. They don’t know stochastic gradient descent. So don’t say any of that. Say what they will understand." [P6]

P6 continued, "instead of presenting the confusion matrix to them... I would synthesize the confusion matrix into data that [someone without technical expertise] can process without having to explain any math to them". Similarly, P7 mentioned creating a document for customers "be more high-level because they might not have the technical understanding to care about the specifics of what was trained." Technical audience, however, is able to interpret the concrete data analysis methods. As a result, data science workers often show unedited results either to save time or to receive unbiased feedback about the results. For example, P4 mentioned, "I usually just send [the postdoc] the plot because I don’t want to bias them by sharing my interpretation."

P7 mentioned having internal documentation for the team going into more detail as to how their machine learning models were trained that would not be shared with the customer unless requested.

4.2 Communication Goals

Data science workers have various goals to communicate with teammates (Fig. 2) instead of working individually. While different communication goals are expected to result in different communication processes and outcomes, we observed workers have mixed goals in one instance of communication. For example, reporting progress and soliciting feedback often take place simultaneously. Additionally, individual data science workers also shift goals within a communication cycle (e.g., prioritize soliciting feedback on an unexpected topic while reporting progress). Therefore, the communication goals in Fig. 2 are not mutually exclusive. Below we detail the eight goals of communication.

4.2.1 Defining the Project Goals

Defining the project goals often start the entire communication cycle or the data science work. All team members, including both technical and non-technical members, collectively establish the high-level research questions, the project scope, and the analysis approach. A feature of the communication process surrounding this goal is that it is frequent and quick. For example, P6’s team met at least three times a week with their managers to define the project scope and the client’s needs in the first 2-3 weeks. The meeting frequency usually declined to once a week after the team determined the business goal. P8 commented that he, who is a Ph.D. student, would discuss with his advisor to make decisions on data collection before he started any data analysis. The decisions include how much data to collect and how to collect it. Defining the project goals ahead of analysis is in line with prior work which formalizes data science process [11,12,20,49].

However, data science workers can be motivated to iteratively communicate with their teams throughout the project. This often occurs when the initial project goals started off too ambitious or the unexpected technical analysis blocked the analysis plan. For example, P1, a data engineer in industry, mentioned that they would present to their managers the questions that can be answered by their analysis, and their managers would propose additional questions to ask, which they then integrated into their data analysis plan. P5, a Ph.D. student, also reported defining and updating the overarching project and analysis goals with their advisor throughout the project. Defining, or updating, the project goals, in the middle of the project can be difficult to articulate for junior-level workers, as the entire team has been in sync with prior plan (P7). Concrete findings, sometimes even a bit of courage, are needed to initiate such conversation. For instance, P8 oftentimes brings descriptive statistics and initial visualization of the datasets to meet with his advisor, hoping to get new inspiration in the weekly meeting. He mentioned, "sometimes I wasn’t just sure how to deal with the data, it is a little under pressure to take that to a meeting."

4.2.2 Dividing Tasks

Dividing tasks is a key motivation throughout the project, especially since the team includes multiple data analysts. Based on our interviews, dividing tasks is an essential element for all our participants in the intermediate communication cycle, though it was not explicitly discussed in prior work on the data science process [11,53]. Communication by this goal is usually initiated by managers as all participants from the industry indicated that they were assigned certain main data manipulation tasks. P6, a current data scientist manager who mentored two junior data analysts in his previous project, explicitly mentioned dividing up the tasks is an important element in their daily meetings. He met the analysts regularly to break down the problem into specific coding tasks and checked in to ensure that the analysts did not encounter any roadblocks. Hence, he rarely analyzed the data himself in that project and relied on the daily meeting to understand the progress of the data analysts. However, all Ph.D. students in our sample acknowledged that they need to divide up the tasks on their own, even for their managers (faculty members and collaborators). Common communication channels include short meetings, Slack/Teams messages, or project management tools such as Trello.

4.2.3 Preparing Data

As a unique stage of the data science pipeline, data preparation [11] — from identifying the suitable dataset to data wrangling — is a time-consuming [11,29], error-prone [22,48], yet collaborative [53] process. It is also a common goal for communication. Communication motivated by this goal is more technical, including understanding the data, seeking help, debugging, and clarifying data requirements. As described above, P8 would plot descriptive statistics hoping to gather feedback on the project goal as well as how to narrow down the data requirement. When their team members asked them for help, P6, the data science manager, organized an ad-hoc small meeting to walk through the codebase. Communication is especially necessary if the data or analysis needs to pass to a different data science worker (e.g., if the person in charge of data wrangling is different from the one who builds models). For example, P5, an NLP researcher, described that it took him many efforts in sync with his collaborator who experiments with statistical models. They iterated on data preparation and model building in parallel every time. Whenever he updated the dataset, he also Slack message his collaborator in order to maintain the latest model accordingly. Similarly, P4, also the data cleaner on the team, mentioned that she often communicates with her team members via Slack messages to describe the dataset, check abnormality, and even respond to specific requests (e.g., "certain lines of the data seems to be corrupted, could you check row X?"). Noteworthy, neither P4 nor P5 mentioned that they would test or document their code themselves or by other team members. P5 described an instance where his collaborator failed to incorporate the latest dataset in the model, which resulted in sub-optimal performance of the model.

4.2.4 Reporting Progress

In our interview, all data science workers have weekly progress update meetings. Such meetings were commonly designed to keep team members in sync but differed in terms of formality. Some workers need to present their progress (P1, P2, P3, P7), whereas other teams do not have such a requirement (P4, P5, P6, P8). These meetings often invite both non-technical and technical audiences (discussed in Section 4.1). Participants often share their progress at a high level rather than delve into the analytical details. Unpolished visualization, such as figures and tables, is used to facilitate progress reporting. However, we observed different strategies to select results from different data scientists. For example, while P8 felt comfortable presenting both significant and
insignificant results to his advisor. P1 and P6 reported that they would only report results that are positive or result that are related to a specific question to his managers.

4.2.5 Soliciting Feedback
Soliciting feedback is a known concept that contributes to rapid software development [31] and project management [33]. In intermediate communication, data science workers would like to receive constructive feedback on the working results to remove roadblocks and determine the next direction. P1 and P4 mentioned that they appreciate concrete directional feedback such as “have you tried this [data transformation]”. As P1 mentions, this is a sign that the audience (in this case the manager) understands their analyses and roadblocks while he also can act upon the feedback. To solicit feedback successfully, participants report that it is necessary for the data science workers to give enough context, prepare the right questions, and present themselves in such a way that allows the audience to understand the data and model, though adding necessary contextual cues such as proper legends, baselines, and axis labels might take too much of their time, especially since these figures are likely to change in the future.

4.2.6 Understanding Legacy Models and Codebase
Understanding legacy model and codebase is necessary as the data science projects grow larger [12] and new members join the team. For example, P1 commented that he, as the new team member, often needed to understand the existing data infrastructure [14] such as the APIs and input and output of the models in the existing pipeline. He approached this by first reading the internal BitBucket documentation and followed the URLs to configure the environment and understand the data including features and models. He also communicates with the senior team member via Slack messages for clarification. Despite the detailed internal documentation, P1, who worked at two companies, expressed that it is usually much easier and more common to communicate with other more experienced members on the team. Similarly, P7 also commented that she also needed to work with the people who built the model originally. “(when retraining the model) I interacted a lot with the person who built the original model to determine what sort of data inputs is required or any nuances [of the data] that needs to be considered. For example, whether the data need to be pre-processed in a certain way.”

4.2.7 Troubleshooting
All participants in our study indicated that communication to troubleshoot or debug with their peers happens throughout their project. While it can be a discussion in a weekly meeting, troubleshooting often occurs on an ad-hoc basis. For example, all participants messaged their colleagues when their code failed rather than waited to resolve them in a weekly meeting. P7 remarked that he would “roll my [his] chair over and talk to one of the data analysts” when they asked for help. During the pandemic, P6 switched to Discord where he can “stream our screen to each other...[and] immediately see what was happening.”

Communication to troubleshoot often happens between colleagues who work close to each other. For example, P7 mentioned that the most effective debugging session typically happens with people who know their job well, which are people who work on the same pipeline and not people who are on the same team but work in parallel. Additionally, P3 also mentioned the importance of design for feedback in these sessions. She mentioned that there are regular synchronous code review meetings in her group, where 3-4 attendees from the team participate. These meetings are most effective when people share results not only the code they wrote, but also specific questions that they expect to get answers for. Otherwise, there will be a lot of time wasted in aimlessly browsing through the code.

4.2.8 Refining Final Results
Towards the end of the project, data science teams communicate to refine the final results and storytelling, oftentimes through interactive visualizations and static visualization on presentation. Communication to refine these visualizations often take place at synchronous meetings, where some team members might bring a draft figure and receive feedback from others. P8 mentioned that he meets with his advisor regularly to iteratively refine figures. While the figures used to facilitate intermediate communication (e.g., figures showing descriptive statistics) focus on including enough information, those on the final presentation are better suited to support a story. The final figures often combine multiple earlier figures and remove irrelevant details to highlight the story.

4.3 Shared Artifacts
Data science workers generate artifacts and leverage these artifacts to facilitate the intermediate communication.

4.3.1 Documentation
Documentation refers to any decisions, instructions, code or data comments, and provenance in the data science intermediate communication process. Documentation might be stored in a text or markdown file such as Google Doc, Microsoft Word, Github/GitLab, and Bitbucket. Most participants document their analysis decisions and data instructions, oftentimes as a corollary of data preparation, though P1 wished to have a more explicit way to visualize how decisions change over time. On the other hand, provenance tracking of analysis plans, data, code, and experiments was not under careful documentation. P5 mentioned that experimental setups can be specified in multiple different places which makes data provenance difficult. Documentation on computational notebooks pose even more challenge, as P4 and P5 acknowledged that they do not think computational notebooks are intended to share with other team members. Both participants use computational notebooks (in this case Jupyter notebook) for rapid data manipulation and experimentation and intentionally chose not to share with team members or push to the code repository if not asked.

Documentation would be easier if a documentation structure has been established. Three participants in industry (P3, P6, P7) have
standardized documentation structure. For example, P3 commented “if you get that good structure at the beginning [of the data science project] then I think it will work much better down the line and then people won’t be confused when they join the project for the first time.” P7 echoed their team members “keep a detailed internal Wiki page on projects” and each team members are required to document their experiments and high level takeaways using an existing GitLab issues template. Despite the rigid structure, P7 expressed that she did not document all details and might have missed important findings. She explained “We don’t document everything. Let’s say you run something and it breaks and you try 50 things but then finally something works. We don’t document the 49 that don’t work. We just document the one that did work.”

With a good structure, readable and detailed documentation benefit the audience. P1 mentioned that his team maintains a very thorough documentation, which made his onboarding easy. P3 said that documentation and a readable codebase “really helps people, especially when they’re a new hire. They’ll come to the team and be like ‘Okay, even if I have no clue what these scripts are doing yet, because I haven’t had any chance to look at them, I can still see that there’s a very clear order in which things should be run here’”.

4.3.2 Input Data
Data that is used in analysis and to train models is vital for data science tasks. Often this data is generated by each individual data science worker but is shared among team members. Data is typically stored on a shared server or on a service such as Google Drive. These files are usually in a table format such as an RDS, CSV, or Excel file. Due to the large size of files, they are not usually stored on a version control service such as Git.

Communication — such as data generation, data formatting, and file organization — among data science workers is common. P6 mentioned a large amount of collaboration was required to find suitable data sets for their project. The team met several times per week to brainstorm where they could find data sources and communicate their need for data with others around the organization. Data often needs to be in a specified format before it can go into a machine learning model. One participant said they often communicated with their team to “make sure the data is in the exact format it needs to be in before it goes in between the modeling process”. Having a consistent file structure that all team members could agree on was also an important aspect several participants mentioned. P7 said that at first, her team was experiencing challenges from every person organizing their files and folders differently. The team spent a month discussing the best way to organize their file structures to ensure consistency.

4.3.3 Code
Data scientists often write code in R and Python that they share with others. This code might be stored on a version control system such as Git, a shared server that everyone has access to, or could be shared via other communication channels such as Slack. When troubleshooting, data scientists may share their screens or ssh into a shared machine so others can see their code. Many participants expressed that they had experienced challenges with regard to version control as well as python environments. Keeping code and environments consistent between team members requires considerable effort, especially when many small changes are being made, that they sometimes fall behind on.

4.3.4 Figures and Tables
Many intermediate results consist of descriptive figures or metrics generated by the analysis. These figures and metrics are useful tools for communicating the current progress of the task and the results of the analysis or model. These are output by the tools and then either exported from that tool or saved by taking a screenshot. One participant noted that “most of the visualizations are pretty much just static”, and this seemed to be a consistent sentiment across participants. Figures and metrics will be shared in both the intermediate and final stages of the project. Usually, the final figure is much cleaner and more care decisions are made with regard to the visualization encoding than a figure from the intermediate phase.

4.4 Mode of Communication: Synchronous and Asynchronous

4.4.1 Synchronous Communication
Synchronous, or real-time, communications happen when information is exchanged in real-time, often in the forms of meetings, phone calls, and screen-sharing. In addition to highly organized and formal meetings [7], we highlight the type of impromptu synchronous communication exchanges. This type of communication features a clear and short task (e.g., how to write the code to apply data transformation). For example, P6 mentioned that their team would always sign into the same remote machine in order to work on the same data and code in real-time. Then, he provides quick instruction to the team members or tackles the problem together. The decisions made in synchronous meetings will then be implemented asynchronously.

Our interview surfaced two challenges in synchronous communication: the pressure of peer programming and the difficulty to give feedback on the fly. P8 did not find synchronous work sessions necessarily productive and also found it stressful to code when others were watching. Regardless, they need to do it because current tools, such as Google Collab, do not have real-time updates like Google Docs. You can’t experiment with multiple versions but still maintain a shared version. When it comes to generating visualizations, it often takes a while to generate something meaningful which can feel like a waste of time in a synchronous meeting. P7 talked about the challenges of providing synchronous meetings, “when I see some results I need like 20 minutes to like to think about it. Maybe do some research to determine other interesting areas to pursue. And I think part of it is like when you’re just on the spot it’s often hard to come up with a good answer.”

4.4.2 Asynchronous Communication
Asynchronous Communication happens when messages are not exchanged in real-time. Tools like Slack, MatterMost, or email facilitate this communication. The documentation kept on the experiments and code also serves as a form of asynchronous communication. Since communication in an asynchronous setting may have a large wait time in between messages, workers can have time to produce figures and provide insights without being put on the spot. In addition to challenges to track provenance in computational notebooks [22, 25, 37, 43, 44, 51], asynchronous communications also lack detailed context explanation.

One participant found that it was hard to provide the necessary information to have an in-depth conversation in a Slack session, often resulting in ad-hoc synchronous meetings. Another participant expressed that it was easy to get blocked while waiting for a response from a team member.

Most participants use both modes of communication. Often, feedback provided in synchronous meetings is then implemented and communicated about in asynchronous settings. When a task is taking too long over an asynchronous channel, teams might move to a synchronous channel to resolve issues faster.

5 Discussion & Future Work
Our work presents the notion of intermediate communication in data science collaboration as the synchronous or asynchronous decision-making process where team members build and refine the final artifacts for the audience. Despite the common goal to build one end visualization in the visualization community, the process of intermediate communication that leads to the end artifact involves another level of complexity. This work models this process with four different factors that are not fully captured in the prior characterization of the data science work [11, 20, 29, 53].

Our findings lay the groundwork for thoroughly understanding how various shared artifacts are used, a necessary step before formalizing the specific design requirements for intermediate communication systems. Such a system is crucial as our study shows the complicated picture as different audiences can have different goals. This is different general communication in that this communication surrounds
unique data science shared artifacts. General-purpose artifacts, such as a presentation or a Google Doc, also can be associated with the intermediate results. These intermediate artifacts all have an impact on the end visualization product. In our analysis, we made an initial attempt to surface the current artifact usage in the intermediate communication model, which we use three examples to demonstrate as below.

Sharing static figures and tables for interactive goals: In our interview, all participants indicated that they would share a screenshot of a visualization or analysis table when communicating with colleagues. P2, a Ph.D. student, mentioned that she often shared a screenshot of a static visualization. Specifically, she reported that her most recent experience involves creating scatter plots of millions of data points. During a research meeting, her advisor would always like to check the information of a specific point on the plot. Even though she is aware of interactive data visualization tools such as D3 and Vega-Lite, she feels that it would be adding significant mental and engineering efforts to build a usable interactive application. She said that her goal was not to create only one scatter plot. Instead, she had to constantly change the data frame and the visualization to explore the data. As a result, changing toolkits is simply too much work for her. Similarly, all participants in our interview seem to agree that their focus is on their assigned task (e.g., data cleaning, model building, etc.), making their visualization toolkits and visualization implementation great and greatly improve the quality of their meeting. However, it is “just not the first thing on my mind”, as P6 said. In this example, reporting progress and soliciting feedback might require interactive visualization to rapidly detect outliers of interest. However, mapping static visualization — which is usually an end result by the data science worker — to an interactive visualization requires many engineering efforts that are not central to the worker’s task. In other words, the shared artifacts, currently as they are, do sufficiently support the data science collaborative environment which requires interactive interaction.

Sharing different artifacts with different audiences: Our interviews showed that participants shared different artifacts depending on their audience. In bottom-up communication, workers would synthesize analyses and only showcase minimal analysis to stakeholders, and executives in a form of presentation, whereas peer-to-peer communication, is more holistic. All participants wished to communicate all their intermediate analyses as a bottom-up communicator but only selected ones that showed significant insights. P1 said, “I wish my boss would look at all my analyses to make sure that I don’t miss any important findings, but sometimes I might look silly if I throw everything at him.” Besides communicating in meetings, P5 said that “my teammates know my analysis to avoid duplicate work, but the code on Github doesn’t usually reflect that.” In this example, bottom-up communication requires selected analysis results in the interest of the audience’s time. However, the intentional omission of insignificant results pose threat to the artifact validity due to the reporting bias. In other words, the act of preparing communication artifacts may reveal (or even induce) threats to validity in the underlying analysis. Communication, especially intermediate communication, is not just reporting results; communication is inextricably linked with the analysis itself. Communication sense-making likely influences analytic strategy, just as analytic sensemaking influences communication strategy. Thus, intermediate communication artifacts should be evaluated with a similarly critical lens.

Sharing multiple artifacts asynchronously over the data science lifecycle: Asynchronous communication requires sharing data science artifacts, including input data, analysis code, visualizations, and documentation. However, data scientists need to navigate different tools to maintain the consistency between artifacts. In our interview and the authors’ experiences, input data is usually shared on an online server (e.g., an internal server, Google Drive, etc.). Sometimes, data scientists informally share an intermediate data file over communication channels (e.g., Slack and Email), thus making it difficult to trace the data file version. Data scientists share code and computational notebooks on version control systems (e.g., Git) and online servers. Documentation is maintained on communication channels (e.g., Google Docs and Slack) and code hosting platforms (e.g., README file on Github). However, our interviews revealed that code, visualizations, and document...
diverse set of participants, spanning different seniority on teams, as well as covering different types of scenarios. We can also imagine deploying a survey to validate our findings on a broader population.

6 Conclusion
In this paper, we present analysis results based on interviews with eight data science workers. We identified four factors that affect the data science intermediate communication process, which are goals of communication, artifacts being shared, mode of communication, and audience of communication. We also identified an important future direction to build a framework that comprehensively captures the interaction between four factors in our analysis. We hope that our work can inspire future work to expand on this framework and spark new conversation on tooling design that supports the unique intermediate communication in the data science team.

References
[1] P. Abrahamsson, O. Salo, J. Ronkainen, and J. Warsta. Agile software development methods: Review and analysis. arXiv preprint arXiv:1709.08459, 2017.
[2] S. Alspaugh, N. Zokaei, A. Liu, C. Jin, and M. A. Hearst. Futzling and moseying: Interviews with professional data analysts on exploration practices. IEEE transactions on visualization and computer graphics, 25(1):22–31, 2018.
[3] A. Batch and N. Elmqvist. The interactive visualization gap in initial exploratory data analysis. IEEE transactions on visualization and computer graphics, 24(1):278–287, 2017.
[4] A. Báuerle, Á. A. Cabrera, F. Hohman, M. Maher, D. Koski, X. Snaa, T. Barik, and D. Moritz. Symphony: Composing interactive interfaces for machine learning. In CHI Conference on Human Factors in Computing Systems, pp. 1–14, 2022.
[5] C. L. Borgman, J. C. Wallis, and M. S. Mayernik. Who’s got the data? interdependencies in science and technology collaborations. Computer Supported Cooperative Work (CSCW), 21(6):485–523, 2012.
[6] V. Braun and V. Clarke. Using thematic analysis in psychology. Qualitative research in psychology, 3(2):77–101, 2006.
[7] M. Brehmer and R. Kosara. From jam session to recital: Synchronous communication and collaboration around data in organizations. IEEE Transactions on Visualization & Computer Graphics, 28(3):1313–1328, 2022.
[8] A. T. Chatfield, V. N. Shlemoon, W. Redublado, and F. Rahman. Data scientists as game changers in big data environments, 2014.
[9] Y. Chen and E. Wu. Pi2: End-to-end interactive visualization interface generation from queries. In Proceedings of the 2022 International Conference on Management of Data, SIGMOD ’22, p. 1711–1725. Association for Computing Machinery, New York, NY, USA, 2022. doi: 10.1145/3514221.3526166
[10] M. Conlen and J. Heer. Idyll: A markup language for authoring and publishing interactive articles on the web. In Proceedings of the 31st Annual ACM Symposium on User Interface Software and Technology, pp. 977–989, 2018.
[11] A. Crisan, B. Fiore-Gartland, and M. Tory. Passing the data baton: A retrospective analysis on data science work and workers. IEEE Transactions on Visualization and Computer Graphics, 27(2):1860–1870, 2020.
[12] A. Crisan and T. Munzner. Uncovering data landscapes through data reorganization and task workflowing. In 2019 IEEE Visualization Conference (VIS), pp. 46–50, IEEE, 2019.
[13] S. B. Davidson and J. Freire. Provenance and scientific workflows: challenges and opportunities. In Proceedings of the 2008 ACM SIGMOD international conference on Management of data, pp. 1345–1350, 2008.
[14] Y. Demchenko, Z. Zhao, P. Grosso, A. Wibisono, and C. De Laat. Addressing big data challenges for scientific data infrastructure. In 4th IEEE International Conference on Cloud Computing Technology and Science Proceedings, pp. 614–617. IEEE, 2012.
[15] D. Donoho. 50 years of data science. Journal of Computational and Graphical Statistics, 26(4):745–766, 2017.
[16] U. Feyyad. Data mining and knowledge discovery: Making sense out of data. IEEE expert, 11(5):20–25, 1996.
[17] A. Head, F. Hohman, T. Barik, S. M. Drucker, and R. DeLine. Managing messes in computational notebooks. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, CHI ’19, p. 1–10. Association for Computing Machinery, New York, NY, USA, 2019. doi: 10.1145/3290605.3300500
[18] J. Heer and M. Agrawala. Design considerations for collaborative visual analytics. Information visualization, 7(1):49–62, 2008.
[19] Y. Hou and D. Wang. Hacking with npos: collaborative analytics and broker roles in civic data hackathons. Proceedings of the ACM on Human-Computer Interaction, 1(CSCW):1–16, 2017.
[20] S. Kandel, A. Paepcke, J. M. Hellerstein, and J. Heer. Enterprise data analysis and visualization: An interview study. IEEE Transactions on Visualization and Computer Graphics, 18(12):2917–2926, 2012.
[21] M. B. Kery, A. Horvath, and B. Myers. Variolite: Supporting exploratory programming by data scientists. In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems, CHI ’17, p. 1265–1276. Association for Computing Machinery, New York, NY, USA, 2017. doi: 10.1145/3025453.3025626
[22] M. B. Kery, M. Radensky, M. Arya, B. E. John, and B. A. Myers. The story in the notebook: Exploratory data science using a literate programming tool. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, pp. 1–11, 2018.
[23] N. Khan, I. Yaqoob, I. A. T. Hashem, Z. Inayat, W. K. Mahmoud Ali, M. Alam, M. Shiraz, and A. Gani. Big data: survey, technologies, opportunities, and challenges. The scientific world journal, 2014, 2014.
[24] M. Kim, T. Zimmermann, R. DeLine, and A. Begel. The emerging role of data scientists on software development teams. In 2016 IEEE/ACM 38th International Conference on Software Engineering (ICSE), pp. 96–107. IEEE, 2016.
[25] Y. Liu, T. Althoff, and J. Heer. Paths Explored, Paths Omitted, Paths Obscured: Decision Points Selective Reporting in End-to-End Data Analysis, p. 1–14. Association for Computing Machinery, New York, NY, USA, 2020.
[26] Y. Mao, D. Wang, M. Muller, K. R. Varshney, I. Baldini, C. Dugan, and A. Mojsilovic. How data scientists work together with domain experts in scientific collaborations: To find the right answer or to ask the right question? Proceedings of the ACM on Human-Computer Interaction, 3(GROUP):1–23, 2019.
[27] N. McDonald, S. Schoenebeck, and A. Forte. Reliability and inter-rater reliability in qualitative research: Norms and guidelines for cscc and hci practice. Proceedings of the ACM on human-computer interaction, 3(CSCW):1–23, 2019.
[28] S. Miller. Collaborative approaches needed to close the big data skills gap. Journal of Organization design, 3(1):26–30, 2014.
[29] M. Muller, I. Lange, D. Wang, D. Piorowski, J. Tsay, Q. V. Liao, C. Dugan, and T. Erickson. How data science workers work with data: Discovery, capture, curation, design, creation. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, CHI ’19, p. 1–15. Association for Computing Machinery, New York, NY, USA, 2019. doi: 10.1145/3290605.3300356
[30] M. Muller, I. Lange, D. Wang, D. Piorowski, J. Tsay, Q. V. Liao, C. Dugan, and T. Erickson. How data science workers work with data: Discovery, capture, curation, design, creation. In Proceedings of the 2019 CHI conference on human factors in computing systems, pp. 1–15, 2019.
[31] Y. Pang, K. Reinecke, and R. Just. Apérifit: Scaffolding prerequisites to automatically generate analysis code and methods descriptions. In Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems, CHI ’22, Association for Computing Machinery, New York, NY, USA, 2022. doi: 10.1145/3491102.3517707
[32] D. Park, M. Suhail, M. Zheng, C. Dunne, E. Ragan, and N. Elmqvist. Storyfacets: A design study on storytelling with visualizations for collaborative data analysis. Information Visualization, 21(1):3–16, 2022. doi: 10.1177/14738716211032653
[33] J. K. Pinto and D. P. Slevin. Critical factors in successful project implementation. IEEE transactions on engineering management, 1(22):27–29, 1987.
[34] D. Piorowski, S. Park, A. Y. Wang, D. Wang, M. Muller, and F. Portnoy. How developers overcome communication challenges in a multidisciplinary team: A case study. Proceedings of the ACM on Human-Computer Interaction, 5(CSCW):1–25, 2021.
[35] L. Quaranta, F. Calefato, and F. Lanubile. Eliciting best practices for collaboration with computational notebooks. Proc. ACM Hum.-Comput. Interact., 6(CSCW1), apr 2022. doi: 10.1145/3512934
[36] E. D. Ragan, A. Endert, J. Sanyal, and J. Chen. Characterizing provenance in visualization and data analysis: an organizational framework of provenance types and purposes. IEEE transactions on visualization and computer graphics, 25(1):22–31, 2019.
computer graphics, 22(1):31–40, 2015.

[37] A. Rule, I. Drosos, A. Tabard, and J. D. Hollan. Aiding collaborative reuse of computational notebooks with annotated cell folding. Proceedings of the ACM on Human-Computer Interaction, 2(CSCW):1–12, 2018.

[38] L. Rupprecht, J. C. Davis, C. Arnold, Y. Gur, and D. Bhagwati. Improving reproducibility of data science pipelines through transparent provenance capture. Proceedings of the VLDB Endowment, 13(12):3354–3368, 2020.

[39] B. Schroeder. The data analytics profession and employment is exploding-three trends that matter, Dec 2021.

[40] E. Segel and J. Heer. Narrative visualization: Telling stories with data. IEEE transactions on visualization and computer graphics, 16(6):1139–1148, 2010.

[41] A. Y. Wang, W. Epperson, R. A. DeLine, and S. M. Drucker. Diff in the loop: Supporting data comparison in exploratory data analysis. In CHI Conference on Human Factors in Computing Systems, pp. 1–10, 2022.

[42] A. Y. Wang, A. Mittal, C. Brooks, and S. Oney. How data scientists use computational notebooks for real-time collaboration. Proceedings of the ACM on Human-Computer Interaction, 3(CSCW):1–30, 2019.

[43] A. Y. Wang, Z. Wu, C. Brooks, and S. Oney. Callisto: Capturing the” why” by connecting conversations with computational narratives. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems, pp. 1–13, 2020.

[44] C. Wang, Y. Feng, R. Bodik, I. Dillig, A. Cheung, and A. J. Ko. Flix: Synthesis-powered visualization authoring. In Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems, CHI ’21. Association for Computing Machinery, New York, NY, USA, 2021. doi: 10.1145/3411764.3445249

[45] D. Wang, Q. Y. Liao, Y. Zhang, U. Khurana, H. Samulowitz, S. Park, M. Muller, and L. Amini. How much automation does a data scientist want? arXiv preprint arXiv:2101.03970, 2021.

[46] D. Wang, J. D. Weisz, M. Muller, P. Ram, W. Geyer, C. Dugan, Y. Tausczik, H. Samulowitz, and A. Gray. Human-ai collaboration in data science: Exploring data scientists’ perceptions of automated ai. Proc. ACM Hum.-Comput. Interact., 3(CSCW), nov 2019. doi: 10.1145/3359313

[47] Y. Wu, J. M. Hellerstein, and A. Satyanarayan. B2: Bridging code and interactive visualization in computational notebooks. In Proceedings of the 33rd Annual ACM Symposium on User Interface Software and Technology, pp. 53–56, 2020.

[48] R. Wirth and J. Hipp. Crisp-dm: Towards a standard process model for data mining. In Proceedings of the 4th international conference on the practical applications of knowledge discovery and data mining, vol. 1. Springer-Verlag London, UK, 2000.

[49] K. Wongsuphasawat, Y. Liu, and J. Heer. Goals, process, and challenges of exploratory data analysis: an interview study. arXiv preprint arXiv:1911.00568, 2019.

[50] Y. Wu, J. M. Hellerstein, and A. Satyanarayan. B2: Bridging code and interactive visualization in computational notebooks. In Proceedings of the 33rd Annual ACM Symposium on User Interface Software and Technology, pp. 152–165, 2020.

[51] C. Yang, S. Zhou, J. L. Guo, and C. Kästner. Subtle bugs everywhere: Generating documentation for data wrangling code. In 2021 36th IEEE/ACM International Conference on Automated Software Engineering (ASE), pp. 304–316. IEEE, 2021.

[52] A. X. Zhang, M. Muller, and D. Wang. How do data science workers collaborate? roles, workflows, and tools. Proceedings of the ACM on Human-Computer Interaction, 4(CSCW1):1–23, 2020.

[53] C. Zheng, D. Wang, A. Y. Wang, and X. Ma. Telling stories from computational notebooks: Ai-assisted presentation slides creation for presenting data science work. In CHI Conference on Human Factors in Computing Systems, pp. 1–20, 2022.