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Abstract

Bayesian linear mixed-effects models and Bayesian ANOVA are increasingly being used in the cognitive sciences to perform null hypothesis tests, where a null hypothesis that an effect is zero is compared with an alternative hypothesis that the effect exists and is different from zero. While software tools for Bayes factor null hypothesis tests are easily accessible, how to specify the data and the model correctly is often not clear. In Bayesian approaches, many authors use data aggregation at the by-subject level and estimate Bayes factors on aggregated data. Here, we use simulation-based calibration for model inference applied to several example experimental designs to demonstrate that, as with frequentist analysis, such null hypothesis tests on aggregated data can be problematic in Bayesian analysis.

Specifically, when random slope variances differ (i.e., violated sphericity assumption), Bayes factors are too conservative for contrasts where the variance is small and they are too liberal for contrasts where the variance is large. Running Bayesian ANOVA on aggregated data can - if the sphericity assumption is violated - likewise lead to biased Bayes factor results. Moreover, Bayes factors for by-subject aggregated data are biased (too liberal) when random item slope variance is present but ignored in the analysis. These problems can be circumvented or reduced by running Bayesian linear mixed-effects models on non-aggregated data such as on individual trials, and by explicitly modeling the full random effects structure. Reproducible code is available from https://osf.io/mjf47/.
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Introduction

Bayesian linear mixed-effects models (LMMs, also known as hierarchical or multi-level models) and Bayesian ANOVA are increasingly being used in the cognitive sciences to analyze repeated measures data (Heck et al., 2022). Bayes factors can be used to quantify evidence for an alternative hypothesis (with specific assumptions about the distribution of possible effect sizes detailed in a parameter prior) relative to a null hypothesis that a parameter is zero. Bayes factor null hypothesis tests arguably provide a better alternative to frequentist p-values (Jeffreys, 1939; Kass & Raftery, 1995; Oberauer, 2022; Rouder, Haaf, & Vandekerckhove, 2018; Schad, Nicenboim, Bürkner, Betancourt, & Vasishth, 2022; Tendeiro & Kiers, 2019, 2021; van Doorn, Aust, Haaf, Stefan, & Wagenmakers, 2021; van Ravenzaaij & Wagenmakers, 2021; Wagenmakers, Lodewyckx, Kuriyal, & Grasman, 2010). In recent years, software has been developed that allows easy access to Bayesian hypothesis testing for lay users, such as the Bayesian analysis software WinBUGS (Lunn, Thomas, Best, & Spiegelhalter, 2000), JAGS (Plummer, 2003), PyMC3 (Salvatier, Wiecki, & Fonnesbeck, 2016), Stan (Carpenter et al., 2017), Turing (Ge, Xu, & Ghahramani, 2018), and others. Moreover, easy-to-use tools have been developed to provide access to complex Bayesian analyses for lay users. This includes the R-package brms (Bürkner, 2017, 2018), which provides an interface from R to Stan in combination with the R-package bridgesampling (Gronau, Singmann, & Wagenmakers, 2020), the R-package BayesFactor (Morey & Rouder, 2018), which implements several tools for (default) Bayes factor computations, rstanarm (Goodrich, Gabry, Ali, & Brilleman, 2020), and the GUI-based software JASP (JASP Team, 2022), which is designed as a (frequentist and Bayesian) alternative to SPSS. In the present work, we use the R-packages brms (Bürkner, 2017, 2018) with bridgesampling (Gronau et al., 2020) as well as BayesFactor (Morey & Rouder, 2018). Importantly, how to use these tools responsibly, e.g., how to represent the data and models correctly, is – as it should be –
the responsibility of the user.

When data are clustered by subjects and repeated measures are available per subject (e.g., for different trials/items), one widely used approach in data analysis is to aggregate data to the by-subject level, such that one averaged data point is computed for each subject and each experimental condition. For example, this is standard practice in repeated measures ANOVA. For frequentist tools, it has been demonstrated (Box, 1954; Clark, 1973) that such aggregation can lead to biases in hypothesis tests in two situations that we explain below: (i) when the sphericity assumption is violated; and (ii) when item variance is present in addition to subject variance.

First, the sphericity assumption is important in data aggregation, since sphericity is assumed by classical repeated measures ANOVA. To illustrate the concept using an example: let’s assume a design with one repeated-measures factor with three levels F1, F2, and F3. In this setting, it’s possible to compute for each subject the difference in the dependent variable between two factor levels, e.g., F1-F2, but also F1-F3 and F2-F3. That is, there are three difference variables that can be computed per subject. For each of these difference variables, we can compute the variance across subjects. The sphericity assumption means that these three variances are assumed to be all equal. If there are (true) differences in the variances, the sphericity assumption is violated. In classical repeated measures ANOVA, aggregating data to the by-subject level conflates residual noise with individual differences in an effect, since individual differences in an effect are used as the error term. A violation of the sphericity assumption is known to lead to biased p-values, such that p-values become anti-conservative (Box, 1954). According to standard frequentist procedures for repeated measures ANOVA, violation of sphericity is tested using the Mauchly test of sphericity (Mauchly, 1940), and if violated, corrections to (i.e., reductions of) the degrees of freedom are applied, such as Greenhouse Geisser correction (Greenhouse & Geisser, 1959) or Huynh-Feldt correction (Huynh & Feldt, 1976). Indeed, in our experience, empirically, violations of the
sphericity assumption occur quite frequently in the cognitive sciences (e.g., Greenhouse & Geisser, 1959, have been cited 5745 times in google-scholar in January 2023, and 3390 of these citations contain the word “cognitive”).

The result from an LMM on aggregated fully balanced data is the same as from an ANOVA. Thus, unsurprisingly (Magezi, 2015), the same problem as in repeated measures ANOVA also occurs when fitting frequentist LMMs to aggregated data, namely biased p-values when the sphericity assumption is violated (we show this using simulations in Appendix A). The big advantage with the LMM is that the remedy is easy: estimate all random effects terms by analyzing data in its unaggregated form.

A second factor that can lead to biased hypothesis tests when aggregating data is the presence of a second random factor, e.g., when item variance is present in addition to subject variance. Items play a key role in many psychological and cognitive studies. Some examples of items in cognitive research include stories, sentences, words, pictures, or actors. It is well known for frequentist repeated measures ANOVA that data aggregation (per subject and condition) in the presence of item variance leads to an inflation of type I (alpha) error (Clark, 1973; Forster & Dickinson, 1976). Despite these concerns, some authors still recommend data aggregation (Raaijmakers, Schrijnemakers, & Gremmen, 1999) even if it is not necessary in LMMs. (See Appendix E for simulations showing that this is indeed problematic.)

Implications of sphericity and item variance for Bayes factors analyses

Perhaps surprisingly, here we show that the insights gained from frequentist methods apply to Bayesian methods as well; specifically, Bayes factors end up being biased just as p-values are if sphericity is violated or if item variance is present. This point has gone unappreciated: many authors aggregate data at the by-subject level for Bayes factor analyses (Oberauer, 2022; van Doorn et al., 2021), or discuss the advantages of such an approach. Indeed, such data aggregation has the advantage that Bayesian models require less time for
model fitting and for Bayes factor estimation.

One limitation of prior research on Bayes factors has been that it was often unclear whether a Bayes factor estimate from a complex LMM or from Bayesian ANOVA is accurate, i.e., whether it corresponds to the true Bayes factor, making investigation of potential biases associated with data aggregation difficult. To investigate this issue, we have used simulation-based calibration (SBC) for Bayes factors (Schad et al., 2022) (concerning SBC for parameter posteriors, see Cook, Gelman, & Rubin, 2006; Schad, Betancourt, & Vasishth, 2021; Talts, Betancourt, Simpson, Vehtari, & Gelman, 2018). SBC allows us to test the accuracy of Bayes factor estimates, i.e., whether the estimates are correct and correspond to the true value. Here, we use these new developments and apply them to the question of data aggregation in Bayesian analyses.

Before explaining the details of the performed analyses, we summarize the performed simulation analyses with their results. We first study violations of the sphericity assumption (Issue 1). For this, we use a range of simulations to demonstrate that when the sphericity assumption is violated, Bayes factors estimated from aggregated data are biased, whereas this bias can be reduced by running analyses on non-aggregated data. We demonstrate this for the brms package with LMM analyses, where we compute Bayes factors for individual contrasts, for repeated-measures designs using (a) two designs with a factor with three-levels, (b) one design with a factor with four levels, and (c) one 2 × 2 design. Next, we study omnibus Bayesian ANOVA Bayes factors. Using the brms package to perform ANOVA-type comparisons, we find that a violation of the sphericity assumption does not exhibit biased Bayes factor estimates even when estimated from aggregated data, at least in the two studied example designs (which are taken from a + b above). This may reflect some cancelling-off of different conservative versus liberal biases, which we think cannot be taken for granted to yield accurate results in general.

In an Appendix, we moreover look at the BayesFactor package, which assumes
sphericity for different contrasts coding one factor. In our example analyses, we find that Bayes factors in the \texttt{BayesFactor} package exhibit a conservative bias. While this bias is stronger for aggregated than non-aggregated data, it does not disappear for non-aggregated data. In the simulations, the Bayes factor is only accurate for a simulated data set where the sphericity assumption is not violated. We also use the \texttt{BayesFactor} package to investigate a 2 × 2 design, where we find that Bayes factors from aggregated data are biased when the sphericity assumption is violated. This bias is reduced for non-aggregated analyses. Again, Bayes factor estimates from non-aggregated data are accurate in simulated data sets where the sphericity assumption is not violated.

The second issue we study is data aggregation in the presence of item variability. We use a range of simulations to demonstrate that data aggregation in this context leads to liberal Bayes factor estimates, that this bias increases with larger item variability, and that this bias is avoided or reduced when fitting Bayesian LMMs to non-aggregated data and estimating the maximal random effects structure. We demonstrate that these results hold across a range of experimental designs and software packages (\texttt{brms}, and in the Appendix: \texttt{BayesFactor}). Specifically, these conclusions are supported by analyses of repeated-measures designs with crossed random effects for subjects and items, including (a) a 2-level factor design (for the \texttt{brms} and the \texttt{BayesFactor} packages), (b) a 4-level factor design (\texttt{BayesFactor} package), and (c) a 2 × 2 design (\texttt{brms} package). However, analyses of (c) a 2 × 2 design (\texttt{brms} package) also yielded biased Bayes factors for the non-aggregated analyses, suggesting possible limits of the bridge sampling approach to Bayes factor estimation.

Next, we provide a brief introduction to Bayesian data analysis and simulation-based calibration.
Brief introduction to Bayesian analyses and simulation-based calibration

Before performing the analyses, we provide a brief introduction to Bayesian inference and Bayes factor null hypothesis testing. This introduction is derived from Schad et al. (2022). Many other introductory treatments are available (Chow & Hoijtink, 2017; Etz, Gronau, Dablander, Edelsbrunner, & Baribault, 2018; Etz & Vandekerckhove, 2018; Hoijtink & Chow, 2017; Lee, 2011; Mulder & Wagenmakers, 2016; Nicenboim & Vasishth, 2016; van Doorn et al., 2021; Vandekerckhove, Rouder, & Kruschke, 2018; Vasishth, Nicenboim, Beckman, Li, & Kong, 2018).

A quick review of Bayesian methodology

Statistical analyses in the cognitive sciences often pursue two goals: to estimate parameters and their uncertainty, and to test hypotheses. The present work focuses on inference on hypotheses. Both of these goals can be achieved using Bayesian data analysis. Bayesian analyses focus on an “observational” model $\mathcal{M}$, which specifies the probability density of the data $y$ given the vector of model parameters $\Theta$ and the model $\mathcal{M}$, i.e., $p(y \mid \Theta, \mathcal{M})$, or by dropping the model, $p(y \mid \Theta)$. It is possible to use the observational model to simulate data, by selecting some model parameters $\Theta$ and drawing random samples for the data $\tilde{y}$. When the data is given (fixed, e.g., observed or simulated), then the observational model turns into a likelihood function: $p(y \mid \Theta) = L_y(\Theta)$; this can be used to estimate model parameters or to compute the evidence for the model relative to other models.

**Inference over hypotheses.** Bayes factors provide a way to compare any two model hypotheses (i.e., arbitrary hypotheses) against each other by comparing their marginal likelihoods (Betancourt, 2018; Kass & Raftery, 1995; Ly, Verhagen, & Wagenmakers, 2016; Schad et al., 2022). The Bayes factor tells us, given the data and the model priors, how much we need to update our relative belief between the two models.

To derive Bayes factors, we first compute the model posterior, i.e., the posterior probability for a model $\mathcal{M}_i$ given the data:
\[
p(M_i \mid y) = \frac{p(y \mid M_i) \times p(M_i)}{p(y \mid M_1) \times p(M_1) + p(y \mid M_2) \times p(M_2)} = \frac{p(y \mid M_i) \times p(M_i)}{p(y)}.
\] (1)

Here, \( p(M_i) \) is the prior probability for each model \( i \). Based on the posterior model probability \( p(M_i \mid y) \), we can compute the model odds for one model over another as:

\[
p(M_1 \mid y) \frac{p(M_2 \mid y)}{p(M_2 \mid y)} = \frac{[p(y \mid M_1) \times p(M_1)]/p(y)}{[p(y \mid M_2) \times p(M_2)]/p(y)} = \frac{p(y \mid M_1)}{p(y \mid M_2)} \times \frac{p(M_1)}{p(M_2)}.
\] (2)

In words:

\[
Posterior \ ratio = Bayes \ factor \times prior \ odds
\] (3)

The Bayes factor is thus a measure of relative evidence, the comparison of the predictive performance of one model (\( M_1 \)) against another one (\( M_2 \)). This comparison (\( BF_{12} \)) is a ratio of marginal likelihoods:

\[
BF_{12} = \frac{p(y \mid M_1)}{p(y \mid M_2)}
\] (4)

\( BF_{12} \) indicates the evidence that the data provide for \( M_1 \) over \( M_2 \); in other words, which of the two models is more likely to have generated the data, or the relative evidence that we have for \( M_1 \) over \( M_2 \). Bayes factor values larger than one indicate that \( M_1 \) is more compatible with the data, values smaller than one indicate \( M_2 \) is more compatible with the data, and values close to one indicate that both models are equally compatible with the data.

In the present work, we will consider the case of nested model comparison, where a null model hypothesizes that a model parameter is zero or absent (a point hypothesis), whereas
an alternative model hypothesizes that the model parameter is present with some prior
distribution and has some value different from exactly zero (a “general” hypothesis).

For most interesting problems and models in cognitive science, Bayes factors cannot be
computed analytically; approximations are needed. One major approach is to estimate Bayes
factors based on posterior MCMC draws via bridge sampling (Bennett, 1976; Meng & Wong,
1996), implemented in the R package `bridgesampling` (Gronau et al., 2020), which we use
in the present work. We also use Bayes factors computed by the R package `BayesFactor`
(Morey & Rouder, 2018). However, in general, we expect that similar results can be obtained
using other software packages implementing Bayesian analyses.

Simulation-based calibration (SBC)

We have recently used an SBC-inspired method for Bayes factors (Schad et al., 2022),
which is a statistical technique designed to test whether a Bayes factor estimated in a given
analysis is accurate, or whether it is biased and deviates from the true Bayes factor. Here,
we first provide a short description of SBC for Bayes factors (derived partly from Schad et
al., 2022) and then perform SBC to test the accuracy of Bayes factors for analyses of
non-/aggregated data in the presence of non-spherical random effects.

**Introduction to SBC.** We can formulate an SBC-inspired method for Bayes factors
(i.e., for model inference), where \( M \) is a true model used to simulate artificial data \( y \), and
\( M' \) is a model inferred from the simulated data. SBC for model inference makes use of
model priors \( p(M) \), which are the prior probabilities for each model before observing any
data. SBC can then be formulated as follows (Schad et al., 2022).

\[
p(M') = \sum_{M} \int p(M' \mid y)p(y \mid M)p(M) \, dy
\]  

We can read this equation sequentially (from right to left): first, we sample a model
from the model prior, \( p(M) \). Next, we simulate data based on this model, \( p(y \mid M) \). This in
fact involves two steps: simulating parameters from the parameter prior, \( p(\Theta \mid \mathcal{M}) \), and then simulating artificial data from the parameters and model, \( p(y \mid \Theta, \mathcal{M}) \), i.e.,

\[
p(y \mid \mathcal{M}) = \int p(y \mid \Theta, \mathcal{M}) \times p(\Theta \mid \mathcal{M}) \, d\Theta.
\]

Next, we estimate the posterior model probabilities from the simulated data, \( p(\mathcal{M}' \mid y) \). This again involves several steps: we estimate the model parameters based on the simulated data, \( p(\Theta' \mid y) \), for each of the two models, use this to compute marginal likelihoods, \( p(y \mid \mathcal{M}') \), for both models using bridge sampling, compute Bayes factors, and then compute the posterior probability for each model given the data, \( p(\mathcal{M}' \mid y) \), by adding the model prior. That is, we obtain a posterior model probability for each simulated data set. We can now compare, whether the posterior model probability, \( p(\mathcal{M}' \mid y) \), – averaged across all simulated data sets – is the same as the prior model probability, \( p(\mathcal{M}) \). That is, the average posterior should be exactly the same as the prior.

The key idea is that if the computation of Bayes factors and posterior model probabilities is performed correctly (and of course the data simulation is implemented correctly), then the average posterior probability for a model should be the same as its prior probability. By contrast, if the average posterior probability for a model deviates from its prior probability, then this indicates that the Bayes factor estimate is biased, i.e., that the obtained Bayes factor does not correspond to the true Bayes factor.

For a given run of SBC, to test whether the Bayes factor estimates are biased, we here perform Bayesian t-tests on the posterior model probabilities, i.e., computing null hypothesis Bayes factors to test whether the posterior model probabilities differ from the prior model probability (here either 0.5 or 0.2). For these tests, the t-test in the \texttt{BayesFactor} package is a simpler and faster alternative to the \texttt{brms} package, and we therefore use this here to test whether SBC indicates bias in the estimation of Bayes factors. Crucially, the results from null hypothesis Bayes factor analyses inherently depend on the prior for the effect size of the bias. Therefore, for each Bayesian t-test we perform a sensitivity analysis, where we vary the
width of the prior (i.e., prior scale of a Cauchy distribution) for the standardized effect size of the expected bias and report the corresponding Bayes factors as a function of the prior scale. The results from these sensitivity analyses are reported in Appendix G.

The question of the present work is whether and how data aggregation can bias estimated Bayes factors. In the following sections, we will investigate two issues with data aggregation, namely (issue 1) violations of the sphericity assumption and (issue 2) by-subject aggregation in the presence of item variance.

**Issue 1: Bayes factors for aggregated data are biased if random effects variances are unequal (violated sphericity assumption)**

LMMs do not require aggregated data. However, it is possible to apply them to aggregated data. For such aggregated data, it is not possible to estimate all random effect variances for the different effects (contrasts). Instead, only some of the random effects are informed by the data (Bergh, Wagenmakers, & Aust, 2022). E.g., in a one-factor design, only random intercepts are informed, but not random slopes; in a two-factor design, only random slopes for the main effects are informed by the data, but not random slopes for the interaction. The reason for this is that the aggregation collapses the standard deviation associated with random slopes into the residual standard deviation. The important point here is that this collapsing is due to the data aggregation, and does not only apply to repeated measures ANOVA, but also to LMMs fit on aggregated data. Therefore, LMMs fit to aggregated data also assume sphericity, i.e., they assume that at least some of the random slope variances (which cannot be estimated in the aggregated data) are the same.

At the same time, Bayesian omnibus ANOVA-type comparisons can also be performed for the non-aggregated data. Specifically, it is possible to use Bayesian model comparison for LMMs to compare for example (a) a model where a 4-level factor is modeled via three contrasts to (b) a model where this factor is not captured, i.e., the three contrasts are
removed. The Bayes factor from this model comparison provides a Bayesian omnibus ANOVA-style test.

Here, we show that if the sphericity assumption is violated, Bayes factors based on LMMs and ANOVA for aggregated data can be biased, whereas LMMs/ANOVA for non-aggregated data are accurate or at least less biased when all random effects are included in the model.

**Bayesian LMMs: contrast-based analyses**

**Demonstration via simulations: an exemplary data set.** First, we illustrate a Bayesian LMM analysis using an exemplary simulated data set. The `designr` package (Rabe, Kliegl, & Schad, 2020) allows us to create an artificial experimental design, which specifies a fixed factor $X$ with three levels $X_1$ to $X_3$, a random factor with 20 subjects, and 10 observations for each subject per condition, yielding a total of 600 data points.

The `hypr` package (Rabe, Vasishth, Hohenstein, Kliegl, & Schad, 2020; Schad, Vasishth, Hohenstein, & Kliegl, 2020) can then be used to specify a treatment contrast for the 3-level factor $X$, where experimental conditions $X_2$ and $X_3$ are each compared to the control condition $X_1$, and where the intercept is the grand mean.\(^1\) That the intercept is coded as the grand mean is non-standard for treatment contrasts (by default the intercept assesses the mean response in the baseline condition), but advantageous in LMMs, since the random intercept variance then assesses the variance in mean responses across subjects, which is usually of greater interest than the variance in the baseline condition. The contrasts are coded as numeric covariates in R.

The `designr` package then allows us to simulate artificial data from an LMM using the `simLMM` function. For the fixed effects (see Table 1), we assume an intercept (grand mean) of 200 and treatment effects of 20 for the comparison of each experimental condition with the

\(^1\) The corresponding `hypr-command is: `hypr(X1-X2, X1-X3).`
baseline/control condition. For the subject random effects, we assume a standard deviation of 20 for the intercept. Critically, for the variances of random slopes, we assume that the effect (first contrast) comparing the control to the first experimental group ($X_2$, we will refer to this as $c_{2vs1}$ below) has a large standard deviation of 90 across subjects, whereas the effect (second contrast) comparing the control group to the second experimental group ($X_3$, we will refer to this as $c_{3vs1}$) has a small standard deviation of 10 across subjects. For simplicity, correlations between random effects are set to 0; the standard deviation of the normally distributed residual noise is set to 50.

| Simulation parameters         |       |
|-------------------------------|-------|
| (Intercept)                   | 200   |
| $c_{2vs1}$                    | 20    |
| $c_{3vs1}$                    | 20    |
| Num. obs.                     | 600   |
| Num. groups: subj             | 20    |
| SD: subj (Intercept)          | 20    |
| SD: subj.1 $c_{2vs1}$         | 90    |
| SD: subj.2 $c_{3vs1}$         | 10    |
| SD: Residual                  | 50    |

Table 1

*Parameters used to simulate data from an LMM.*

In the exemplary simulation, we ensure that when fitting a (frequentist) LMM to the simulated data, the fixed effects estimated by the model are exactly the true underlying values. This is implemented by setting the argument `empirical` in the `simLMM` function (`designr`) to `TRUE`. The random effects estimates, however, are not exact.

In Appendix A, we provide results from frequentist analyses using LMMs, that illustrate the biases in frequentist test statistics that arise in aggregated analyses when the
sphericity assumption is violated.

**An exemplary analysis using Bayesian LMMs.** As discussed above, when the sphericity assumption is violated, fitting LMMs on aggregated data yields biased results. Here, we perform Bayesian LMM analyses with null hypothesis Bayes factor testing to illustrate such a bias for the exemplary data set. For the Bayesian modeling, we assume the following priors of the model parameters (equations see below):

\begin{align}
\beta_{\text{Intercept}} & \sim \text{Normal}(200, 20) \\
\beta_{\text{Contrasts}} & \sim \text{Normal}(0, 20) \\
\sigma_{\text{Random slopes}} & \sim \text{Normal}_+(0, 50) \\
\sigma_{\text{Residual}} & \sim \text{Normal}_+(0, 20) \\
\rho_{\text{Random slopes}} & \sim \text{LKJ}(2)
\end{align}

Contrary to frequentist approaches, the priors allow us to estimate random effects correlations in Bayesian models even with limited data, and we therefore include random effects correlations in our Bayesian modeling.

To implement null hypothesis Bayes factor analyses in the present example analysis, one (full) Bayesian LMM implements the alternative hypothesis (H1) by using both contrasts (c2\text{vs}1 and c3\text{vs}1) as fixed effects. Two additional Bayesian LMMs each capture one null hypothesis (H0), where in each Bayesian null model one of the two contrasts is excluded from the set of fixed effects, effectively setting its value to zero.

These Bayes factor analyses are performed for the non-aggregated data and for the aggregated data. For the random effects, we assume random intercepts and slopes as well as their correlations for the non-aggregated data, and for the aggregated data we fit only random intercepts. Random effect specification is unchanged for the Bayesian null models.
The results from these analyses show that when using aggregated data, then the null hypothesis Bayes factors for both contrasts are more or less the same (small differences originate from the sampling process): the null hypothesis Bayes factor for the fixed effect with a large standard deviation of the random slope ($c_2vs1$) has a value of $BF_{10} = 1/1.15$, and the null hypothesis Bayes factor for the fixed effect with a small standard deviation of the random slope ($c_3vs1$) has a value of $BF_{10} = 1/1.14$. Since both Bayes factors are close to 1 they are undecisive. This result exactly mirrors the frequentist result (see Appendix A): the evidence for an effect does not depend on its random slope variance, since the obtained Bayesian LMM (based on aggregated data) cannot capture these differences in random slopes.

By contrast, when analyzing non-aggregated data using Bayesian LMMs, the null hypothesis Bayes factors for the two effects are very different from each other (as they should be): the null hypothesis Bayes factor for the contrast with a large standard deviation of the random slope ($c_2vs1$) has a value of $BF_{10} = 0.93$ ($BF_{01} = 1.08$), and thus does not provide much evidence for either $H_0$ or $H_1$. This is expected since the random slope variance for this effect was very large, such that the small effect size is not supported by the data. By contrast, the null hypothesis Bayes factor for the fixed effect with a small standard deviation of the random slope ($c_3vs1$) has a value of $BF_{10} = 115.80$, indicating strong evidence for the alternative hypothesis ($H_1$). Given that the effect varies only very little across subjects (i.e., small random slope variance), even a small simulated effect of 20 provides strong evidence for the alternative hypothesis in this limited data set. Thus, when non-aggregated data are used, the differences in random slope variances can be captured and modeled via the random effects, and used to compute correct null hypothesis Bayes factors.

One limitation of this exemplary analysis, is that it does not provide a formal test of whether or to what extent the obtained Bayes factors are accurate or biased. Simulation-based calibration (SBC) can be used to investigate this issue.
Running SBC for models fit to non-/aggregated data. Applying SBC to our current example of null-hypothesis testing, we define a prior on the model space, e.g., we can define the prior probabilities for a null and an alternative model, specifying how likely each model is a priori. Here, we specify that a priori the alternative and the null hypotheses are both equally likely with a probability of 50% each. From these priors, we can randomly draw one hypothesis (model), here, \( n_{\text{sim}} = 250 \) times. Thus, in each of 250 draws we randomly choose one model (either H0 or H1), with the probabilities given by the model priors. For each draw, we first sample model parameters from their prior distributions. For this, we use the same priors as in the exemplary analysis shown above. As the only exception, we set the prior for the standard deviation of the random slopes to 150 (instead of 50; for results with a standard deviation of 50 see Appendix B, which show that an overly small prior standard deviation of 50 may produce biases; for an explanation of this, see the Appendix). In the simulation process, we always set the standard deviations for the random slopes to values of 10 and 90 for the two contrasts, where as above, each (treatment) contrast tests the difference between one experimental condition to the baseline condition, and the intercept assesses the grand mean.

Then, we use the sampled model parameters to simulate artificial data. For each simulated artificial data set, we then compute marginal likelihoods and Bayes factors (between the models H1 and H0) using bridge sampling, and we then compute the posterior probabilities for each hypothesis using the true prior model probabilities (i.e., how likely each model is a posteriori). As the last and critical step in SBC, we then compare the posterior model probabilities (averaged across all 250 simulations) to the prior model probabilities of 50%.

A key result in SBC is that if the computation of marginal likelihoods and model posteriors is performed accurately, and does not exhibit bias, then the data-averaged posterior model probabilities should be the same as the prior model probabilities.
Figure 1. Simulation 1.1: Results from SBC for model inference when sphericity is violated. The average posterior model probability together with 95 percent confidence intervals is shown for effects with a small (10) versus a large (90) standard deviation of the random slopes, reflecting small or large variation of the effect across subjects. The horizontal broken line is the prior probability for the H1, and deviations from this line indicate estimation bias. Results are shown from null hypothesis Bayes factor analyses based on aggregated (left panel) versus non-aggregated (right panel) data. They show that aggregating data for null hypothesis tests can lead to biased Bayes factors, which deviate from the true Bayes factor. Bayes factors are more accurate for non-aggregated analyses.

The results (see Fig. 1 and Fig. G1) show that for the aggregated data, the posterior model probabilities differ from the prior probability of 0.5. For the contrast with a large standard deviation of the random slopes (i.e., 90), the average posterior model probability is clearly larger than the prior value of 0.5 (Bayesian t-test using the R-package BayesFactor with default priors: $BF_{10} = 587$), suggesting that the posterior model probability may provide too much evidence for H1, and that the corresponding null hypothesis Bayes factor may accordingly be too large (larger than the true Bayes factor). Moreover, for the contrast with a small standard deviation of the random slopes (i.e., 10), the average posterior model
probability is clearly smaller than the prior value of 0.5 \((BF_{10} = 424)\), demonstrating that the posterior model probability provides too much evidence for H0, and that the corresponding null hypothesis Bayes factor is accordingly too small (smaller than the true Bayes factor). Indeed, the posterior model probabilities strongly differ between the two effects/contrasts: \(BF_{10} = 207260087\). These results clearly show that when the random slope variances differ between contrasts (i.e., the sphericity assumption is violated), then using aggregated data to perform null hypothesis Bayes factors testing leads to biased Bayes factors, mirroring the results from frequentist analyses of empirical type I (\(\alpha\)) errors.

By contrast, the results for non-aggregated analyses (Fig. 1, right panel) with full random effect structure show that the posterior model probability does not seem to differ between the effect with a large (90) versus a small (10) standard deviation of the random slopes \((BF_{01} = 5.30)\), and that both do not seem to differ from the prior value of 0.5 (standard deviation of 10: \(BF_{01} = 9.70\); standard deviation of 90: \(BF_{01} = 8.10\)). Moreover, the evidence suggests that on average these two posterior model probabilities do not differ from the prior value of 0.5 \((BF_{01} = 12.40)\). Indeed, the difference in posterior model probabilities between large versus small random effect variances seemed to be larger for aggregated data than for non-aggregated data \((BF_{10} = 8640)\).

Next, we tested whether our results are specific to our first simulated data set, or whether they also hold for other experimental data from a similar experimental design, and with prior distributions informed by a concrete empirical data set. To this end, we used a data set on Pavlovian-instrumental transfer (PIT, Schad et al., 2020) (see below for a description of PIT). We again used a repeated-measures design with three factor levels, but now prior distributions were directly informed by a concrete empirical data set. The SBC results (see Appendix C) were the same as in our first set of simulations: when the sphericity assumption was violated, null hypothesis Bayes factors computed from aggregated analyses were biased, whereas these biases could be avoided by running Bayesian LMMs on the
non-aggregated data.

**SBC simulations for Pavlovian-instrumental transfer with five factor levels.** We next aimed to investigate a situation with more than three within-subject factor levels. For this, we again studied Pavlovian-instrumental transfer (PIT). The basic finding in PIT studies is that subjects perform more button presses (to instrumentally approach a stimulus) when appetitive Pavlovian conditioned stimuli (CSs; i.e., stimuli previously paired with appetitive outcomes such as the win of money) are presented in the background, and that subjects perform less button presses when aversive CSs (e.g., created by pairing with loss of money) are presented in the background. The experimental PIT design we investigated varied CS value parametrically with values including $-2, -1, 0, +1, +2$ Euros, yielding five levels of a repeated measures factor. We performed SBC for Bayes factors on this parametric experimental design. We coded the five-level factor with a treatment contrast, which compares each factor level to the baseline of 0 Euros.

We used effect size estimates based on data from Schad et al. (2020) (first 30 subjects) to inform prior distribution. The priors were:\(^2\)

\[
\beta_{\text{Intercept}} \sim \text{Normal}(5, 5) \tag{11}
\]

\[
\beta_{\text{Contrasts}} \sim \text{Normal}(0, 2) \tag{12}
\]

\[
\sigma_{\text{Random slopes}} \sim \text{Normal}_+(0, 10) \tag{13}
\]

\[
\sigma_{\text{Residual}} \sim \text{Normal}_+(0, 5) \tag{14}
\]

\[
\rho_{\text{Random slopes}} \sim \text{LKJ}(2) \tag{15}
\]

\(^2\) These were the same priors as in our previous PIT analysis with three factor levels, reported in the Appendix, with the only difference that the prior standard deviation for the residual variance had a smaller standard deviation of 5 instead of 10 ($\sigma_{\text{Residual}} \sim \text{Normal}_+(0, 5)$). This has the advantage that a smaller residual noise term leads to a higher sensitivity of the analysis.
For the simulations, to reduce computing time, we used 10 simulated subjects, 3 trials per condition, and 200 SBC simulation runs. For the four within-subject contrasts, we assumed different variances across subjects: for the contrast comparing +2 to 0 Euros, we assumed a large standard deviation of 10, for the two contrasts comparing +1 and −1 to 0 Euros, we assumed a relatively small standard deviation of 2, and for the contrast comparing −2 to 0 Euros, we assumed a very small standard deviation of 0.1.

The results (see Fig. 2 and Fig. G2) show that Bayes factors are biased in the aggregate analyses for all contrasts. For the contrast with a large standard deviation of the random slopes (SD = 10; +2 vs. 0 Euros) the average posterior model probability was clearly larger than the prior model probability of 0.5, indicating that the Bayes factor was estimated as being too large. For the contrasts with a small standard deviation (SD =2; comparing +1 and −1 vs. 0 Euros) or a very small standard deviation (SD =0.1; comparing −2 vs. 0 Euros) of the random slopes, the average posterior model probability was clearly smaller than the prior value of 0.5, indicating that the Bayes factor was estimated as being too small for these contrasts. Again, no biases are visible in the non-aggregated analyses.

$2 \times 2$ design: analyses of the two-step decision-making task. Next, we wanted to test the influence of violations of the sphericity assumption in a factorial design involving two factors, and we specifically chose a $2 \times 2$ design for analysis. The simulations are based on the two-step decision task (Daw, Gershman, Seymour, Dayan, & Dolan, 2011), and the parameters used are inspired by our own data on the task (Schad et al., 2014). Briefly, in the task, subjects perform decisions in two stages. The key theoretical question is whether subjects repeat first-stage choices from one trial to the next ($1 = \text{repeated}, 0 = \text{not repeated}$), and whether this is influenced by whether the last trial was rewarded (rewarded = 0.5, not rewarded = -0.5), whether there was a common (0.5) or a rare (-0.5) transition, and whether there is an interaction between reward and transition frequency. A main effect of reward is thought to reflect model-free (i.e., habitual) decisions, an interaction of reward × transition is thought to reflect model-based (i.e., goal-directed) decisions, and no main effect
Figure 2. Simulation 1.3: A third simulation example, again on Pavlovian-instrumental transfer, now with 5 factor levels: results from SBC for model inference when sphericity is violated. The average posterior model probability together with 95 percent confidence intervals is shown for contrasts comparing +2 to 0 Euros (SD = 10), +1 to 0 Euros (SD = 2), -1 to 0 Euros (SD = 2), and -2 to 0 Euros (SD = 0.1), reflecting differing variations of the effects across subjects. The horizontal broken line is the prior probability for the H1, and deviations from this line indicate estimation bias. Results are shown from null hypothesis Bayes factor analyses based on aggregated data (left panel) and on non-aggregated data (right panel). They show that aggregating data for null hypothesis tests can lead to biased Bayes factors, which deviate from the true Bayes factor. Bayes factors are accurate for non-aggregated analyses.
of transition is expected. In the present simulations, we assumed that the data consisted of
the proportion of repeated first-stage choices across five blocks for each of 10 subjects,
recorded separately for rewarded/unrewarded trials, as well as for common/rare transitions.
A better analysis of the original two-step task data would involve running a generalized
linear mixed model with a logistic link function on the non-aggregated repetition data, but
for simplicity, here we stick to proportions, assuming they follow a normal distribution
(which in reality they don’t). However, the aim of our simulations was not to provide a
realistic analysis of the two-step data, but simply to use that design to develop prior
distributions in order to use them in a simulation-based calibration analysis.

We assumed the following priors:

\[
\beta_{(\text{Intercept})} \sim \text{Normal}(0.7, 0.1) \\
\beta_{\text{Contrasts}} \sim \text{Normal}(0, 0.2) \\
\sigma_{\text{Random slopes}} \sim \text{Normal}_+(0, 0.2) \\
\sigma_{\text{Residual}} \sim \text{Normal}_+(0, 0.5) \\
\rho_{\text{Random slopes}} \sim LKJ(2)
\]

Prior probabilities for the models were set to 50% each.

When analyzing a $2 \times 2$ design with aggregated data using LMMs, there are different
possible approaches to data analysis. First, we can simply ignore random slopes as we did in
the examples with only one factor level - this is indeed the default setting in Bayesian
repeated measures ANOVA in the R-package \texttt{BayesFactor}, and it used to be the default
approach in JASP (Bergh et al., 2022). However, in a $2 \times 2$ design, there are two data
points available for each subject and each factor level. Therefore, theoretically, it is possible
to estimate random slopes for the two main effects. (These estimates based on two data
points may not be very stable.) The interaction term, however, is confounded with the residual noise again, and random slopes are not fully informed by the data (and cannot be estimated in frequentist LMMs) (Bergh et al., 2022). We expected that although some between-subject variance can be captured in this analysis, two data points are not enough to capture this source of variance fully (i.e., of all random slopes), and we therefore expected that the biases should still exist when the interaction term has large variance. Therefore, we assumed true standard deviations of the random slopes for SD = 0 for the main effects, and of SD = 0.4 for the interaction. We used 200 runs of SBC.

The results (see Fig. 3 and Fig. G3) showed that, as before, when the sphericity assumption was violated, Bayes factors computed using aggregated data were biased. Specifically, the two effects with a small true random slope variance (main effects reward and transition; SD = 0) exhibited a conservative bias, and the effect with a large true random slope variance (the interaction reward × transition; SD = 0.4) exhibited an anti-conservative bias in the Bayes factor. Interestingly, the same biases were present also when random slopes for the main effects were included. Similar biases were absent when estimating Bayes factors using non-aggregated data and estimating all random slope terms. Further simulations (not shown) revealed that when the true random slope variance was mixed for the main effects (SD = 0 and SD = 0.4) and small for the interaction (SD = 0), then using aggregated data and estimating random slopes for the main effects was sufficient to avoid biased estimates.

These results further extend and replicate our previous findings to a new experimental design with more than one factor, supporting our main claim that Bayes factors from aggregated analyses can be biased when the sphericity assumption is violated.

**Interim summary.** Taken together, these analyses suggest that if random slope variances differ between contrasts, then null hypothesis Bayes factor analyses based on aggregated data may yield biased Bayes factors: for contrasts with a large random slope variance, the Bayes factor may be too large (i.e., liberal) compared to its true value, whereas
Figure 3. Simulation 1.4: A fourth simulation example, employing a 2 x 2 design based on the two-step decision task: results from SBC for model inference when sphericity is violated. The average posterior model probability together with 95 percent confidence intervals is shown for the main effects of reward (last trial was rewarded/not rewarded, reflecting model-free choices; SD = 0) and transition frequency (last trial induced a common/rare transition; SD = 0), and their interaction (reflecting model-based choices; SD = 0.4), reflecting differing variations of the effects across subjects. The horizontal broken line is the prior probability for the H1, and deviations from this line indicate estimation bias. Results are shown from null hypothesis Bayes factor analyses based on aggregated data (left panel), on aggregated data with random slopes for the main effects but not the interaction (middle panel), and for non-aggregated data (right panel). They show that aggregating data for null hypothesis tests can lead to biased Bayes factors, which deviate from the true Bayes factor. This effect is present when no random slopes are estimated and when random slopes for the main effects are estimated. Bayes factors are accurate for non-aggregated analyses.
for contrasts with a small random slope variance, the Bayes factor may be too small (i.e., conservative). This problem can be avoided or at least reduced by analyzing the non-aggregated data and using an appropriate random effects structure (Schad et al., 2022).

Next, we turn to Bayesian ANOVA, i.e., omnibus tests of factors, here with more than two levels. Again, we investigate the situation that the sphericity assumption is violated, and we study whether and how omnibus ANOVA Bayes factors are biased when analyzing aggregated versus non-aggregated data.

**Bayesian ANOVA: testing the influence of a factor with more than two levels involving several contrasts when the sphericity assumption is violated**

In the analyses above, we tested Bayes factors for individual a priori contrasts. An alternative approach is to perform a test for the influence of a factor, by comparing a model where all contrasts representing that factor are included to a null model, where all contrasts are simultaneously removed. This is the Bayesian equivalent to an omnibus ANOVA F-test. We and others have previously argued (Hays, 1978; Schad et al., 2020) that in most situations, researchers have very specific hypotheses about the comparisons between different experimental conditions. In this situation, a priori contrasts should be tested *instead* of an omnibus ANOVA test. Omnibus ANOVA tests should only be done when no specific hypotheses are available concerning which condition means differ from which other condition means. Thus, generally speaking, we think that ANOVA omnibus tests are often not needed in cognitive science. However, given that many researchers still use ANOVA omnibus tests, here we investigate their properties in the Bayesian context.

Here we investigate, whether the Bayesian ANOVA - when performed on aggregated data - exhibits biases, when the sphericity assumption is violated (as is happening in frequentist ANOVA). More specifically, we investigated two potential reasons for why violations of the sphericity assumption can lead to biased Bayes factors: (i) data aggregation;
(ii) model assumptions (see Appendix D).

**Biased Bayes factors due to aggregated data.** To investigate the first question, i.e., the role of aggregated data, we used the `brms` package with the same simulations reported above, i.e., those testing a PIT effect. We looked at the simulations testing a three-level factor for PIT (see Appendix C), and next, we looked at the simulations testing a five-level factor for PIT. In each analysis, we used the same parameters as above, with the only difference that there was just a single null model in each analysis, which had all the fixed-effects contrasts for the factor removed, providing a Bayes factor test of the null hypothesis that the condition means don’t differ from each other.

The results showed that the Bayes factor based on aggregated data was not biased, neither for the three-level PIT factor (Fig. 4 and Fig. G4), nor for the five-level PIT factor (Fig. 5 and Fig. G5). This may suggest that the conservative and anti-conservative biases that we observed for a priori contrasts cancel each other out when all contrasts are tested together. This result contrasts with frequentist tests, where a violation of the sphericity assumption is known to lead to an anti-conservative bias. It thus seems that priors and Bayes factors can - at least in the two example analyses shown here - protect against liberal biases.

**Biased Bayes factors due to model assumptions: Bayesian ANOVA using the BayesFactor package.** Next, we aimed to further study the consequences of a violated sphericity assumption in the context of Bayesian ANOVA. For this, we made use of the R-package `BayesFactor` (Morey & Rouder, 2022; Rouder, Morey, Speckman, & Province, 2012). Again, we performed SBC by simulating data based on the model underlying the `BayesFactor` package, which effectively implements a specific type of Bayesian linear mixed-effects model (for details see Appendix D). An important difference of the `BayesFactor` package to the `brms` models discussed above is that it assumes sphericity for all contrasts coding one factor, i.e., it assumes that all these contrasts share the same (prior) standard deviation. Priors were taken as the default priors from the `BayesFactor` package.
Figure 4. Simulation 1.5: Testing evidence for a factor overall, i.e., testing all contrasts at once, by comparing the full model against a null model, where all fixed-effects contrasts are removed. Data are from the simulation reported above, i.e., on Pavlovian-instrumental transfer, with three factor levels. Results show that aggregating data for null hypothesis tests does not lead to biased Bayes factors in this example simulation, possibly suggesting that conservative and anti-conservative biases cancel each other out.

We simulated data from two repeated-measures experiments; for details on simulations and results see Appendix D. For the first experiment, we again assumed one within-subject factor with three levels and again assumed a violation of sphericity in the simulation. The SBC results showed that aggregating data for null hypothesis tests lead to biased Bayes factors that were too small, reflecting a conservative bias. Bias was reduced when fitting the model to non-aggregated data, but it was still present. This may be the case because - as stated above - Bayesian ANOVA in the BayesFactor package assumes that for all contrasts coding the same factor, random slope variances are the same. Bias was absent when the sphericity assumption was not violated in the simulated data.

In a second simulation experiment (Appendix D), we analyzed a $2 \times 2$ repeated measures design. As our previous analysis of the two-step task, we fitted models (a) to
Figure 5. Simulation 1.6: Data are from the simulation reported above, i.e., on Pavlovian-instrumental transfer, with five factor levels. Testing evidence for a factor overall, i.e., testing all contrasts at once, by comparing the full model against a null model, where all fixed-effects contrasts are removed. Results show that aggregating data for null hypothesis tests does not lead to biased Bayes factors in this example simulation, suggesting that conservative and anti-conservative biases cancel each other out.

aggregated data without using random slopes, (b) to aggregated data with random slopes for the main effects, and (c) to non-aggregated data using the full random effects structure. As before, we assumed that the true random slope variances were small for the two main effects (prior scales of 0.001), and were large for the interaction term (prior scale of 1). The results were similar to those from the brms package reported above (see analysis of the two-step task): for the aggregated data, Bayes factor estimates for the main effects were too small, reflecting conservative tests - and this was true irrespective of whether random slopes for the main effects were included in the model. At the same time, the Bayes factor estimates for the interaction term were too large, reflecting anti-conservative tests. The biases for the main effects were absent when fitting the model on non-aggregated data. However, Bayes factors for the interaction term were too small, reflecting a conservative bias. This bias disappeared in simulated data where the sphericity assumption was not violated.
**Summary of Issue 1.** Taken together, these analyses suggest that if random slope variances differ between contrasts, then null hypothesis Bayes factor analyses based on aggregated data can yield biased Bayes factors: for contrasts with a large random slope variance, the Bayes factor may be too large (i.e., liberal) compared to its true value, whereas for contrasts with a small random slope variance, the Bayes factor may be too small (i.e., conservative). Moreover, when performing an omnibus test of the influence of a factor comprising more than two levels (i.e., more than one contrast), where random slope variances differ from each other, we observed conservative biases for the BayesFactor package, presumably (at least partly) because the underlying model assumes sphericity. That biases were absent for the brms models may reflect that the model does not assume sphericity in this test. Moreover, it may reflect a balance between conservative and anti-conservative biases, and should not be taken for granted in general. The problem with biased Bayes factor estimates can be avoided (or at least reduced, see BayesFactor package) by running Bayesian LMMs on unaggregated data and using an appropriate random effects structure (Schad et al., 2022). However, while for the BayesFactor package, fitting the model to non-aggregated data reduced the bias of Bayes factors, the bias was still present and only disappeared if it happened that sphericity was present in the data (i.e., no violation).

**Issue 2: Bayesian hypothesis tests for aggregated data are biased if item variance is present**

A second factor that can lead to biased Bayes factors when aggregating data is the presence of a second random factor, e.g., when item variance is present in addition to subject variance. It is well known for frequentist analyses that data aggregation (per subject and condition) in the presence of item variance leads to an inflation of alpha error (Clark, 1973; Forster & Dickinson, 1976). Importantly, this problem occurs not only for repeated measures ANOVA, but also when fitting LMMs (random intercept-only) to aggregated data.

The traditional (frequentist) procedure for dealing with this situation is to run
repeated measures ANOVA not only with subjects as random factor ($F_1$), but to additionally run a second ANOVA with items as random factor ($F_2$). The min-$F'$ value then provides a traditional frequentist test statistic, which combines results from both ($F_1$ and $F_2$) analyses. LMMs approach this issue by fitting the data on the individual-trial level, and by estimating random effects for subjects and for items simultaneously, providing a single test statistic (i.e., a single t-/p-value) for a given effect.

In Appendix E, we illustrate these issues observed in frequentist analyses of aggregated data using artificial data simulation together with LMM analyses. These results for frequentist models have been reported before (e.g., Clark, 1973; Forster & Dickinson, 1976). In the next step, we demonstrate that this liberal bias in analysis results – when data aggregation is used despite the presence of item variance – is not constrained to frequentist models, but equally applies to Bayes factor null hypothesis tests.

**Exemplary data simulation and analysis**

Aggregating data to the by-subject level, and ignoring item variance even when it is present, leads to a liberal bias in the analysis. To illustrate this effect of by-subject aggregation in the presence of item variance, we simulate data from a simple latin-square design based on Gibson and Wu (2013), which includes one two-level within-subject and within-item factor ($X$; sum-contrast coded, Schad et al., 2020). As in the original data set we assume that the data have 42 subjects and 16 items, yielding a total of 672 data points. We simulate log-normally distributed response times (designr package) in a reading task from a generalized linear mixed-effects model with crossed random effects for subjects and items with the following model parameters (which are defined in log-space; see Table 2). The simulation uses the argument empirical=TRUE such that the simulated fixed effects correspond exactly to the indicated values.

**Bayes factor null hypothesis test.** Here we demonstrate that the same liberal bias observed in frequentist analyses of aggregated data is also present in Bayes factor null
In a first step, we analyze the exemplary artificial data set by computing Bayes factors. As the critical second step, we then perform SBC for model inference to investigate bias in Bayes factor estimates.

For the Bayesian modeling, we assume priors that we had previously derived using prior predictive checks (Schad et al., 2021):
We use \texttt{brms} to fit Bayesian LMMs with a lognormal likelihood to the simulated data – once based on by-subject aggregated data and once on non-aggregated data. For the non-aggregated analysis, we use a full random effects structure, including correlated random intercepts and slopes for subjects as well as for items. For the by-subject aggregated analysis, we estimate only random intercepts for subjects.

The results from this analysis show that the null hypothesis Bayes factor for the non-aggregated analysis is $\text{BF10} = 1.92$, yielding no evidence for the H0 or the H1. By contrast, the null hypothesis Bayes factor for the aggregated analysis is $\text{BF10} = 32.54$, and thus clearly larger, seemingly providing strong evidence for the alternative hypothesis. This shows that in an aggregated analysis ignoring item variance, the evidence against the null hypothesis can be stronger than in a non-aggregated analysis. Again, the question arises as to which of these two Bayes factors is correct / unbiased. To investigate this issue, we turn to SBC.

\textbf{SBC.} We performed SBC by varying the true standard deviation of the random item slopes from 0 to 0.5 in small steps of 0.004 across 125 simulations. The prior probability for the alternative hypothesis was set to a value of 0.2. We chose a smaller prior probability here (previously 0.5) because we expected a liberal bias only (i.e., too large Bayes factors; which might be easiest to see when the prior probability of the H1 is low), whereas in Issue 1, we expected liberal as well as conservative biases (i.e., too small and too large Bayes factors;

\[
\beta_{\text{Intercept}} \sim \text{Normal}(6, 0.6) \quad (21) \\
\beta_X \sim \text{Normal}(0, 0.1) \quad (22) \\
\sigma_{\text{Random slopes}} \sim \text{Normal}+, (0, 0.1) \quad (23) \\
\sigma_{\text{Residual}} \sim \text{Normal}+, (0, 0.5) \quad (24) \\
\rho_{\text{Random slopes}} \sim \text{LKJ}(2) \quad (25)
\]
Figure 6. Results from SBC (simulation 2.1): the posterior probability for the alternative hypothesis (H1) is shown as a function of the true standard deviation of the item random slope. Results are shown for analysis based on by-subject aggregated data (left panel) and for analysis using non-aggregated data (right panel). Error bars are confidence intervals, regression lines are from a logistic regression. The prior probability for the null is set to 0.2 (this is chosen - lower than before, where it was 0.5 - for pragmatic reasons to demonstrate an expected increase in the average posterior probabilities compared to the prior of 0.2 and to avoid potential ceiling effects). The results show that the posterior probability for H1 increases with larger random slope variances, leading to a deviation from the prior, demonstrating that Bayes factor estimates are too large when item variance is ignored in aggregated analyses.
which should be easiest to see with a prior probability of H1 at 0.5). Importantly, the results from SBC should not depend on the choice of the prior probability of the model. The same design and priors as in the exemplary data analyses were used. The results show (see Fig. 6 and Fig. G8) that for aggregated analyses, when the random item slope variance is close to zero (i.e., true values ranging from 0 to 0.10), the null hypothesis Bayes factor is close to the prior of 0.2, suggesting unbiased Bayes factor estimation. However, when the random item slope variance is set to be larger than zero, then the posterior probability for H1 is increasingly larger than the prior value of 0.2 (Bayesian linear regression using the R-package BayesFactor with default priors: $BF_{10} = 8.30$), demonstrating substantial bias in the estimation of Bayes factors, such that estimated Bayes factors are too large, i.e., larger than the true Bayes factor, and are thus incorrect. By contrast, when the same simulated data is analyzed using non-aggregated analyses, then the posterior probability for H1 is on average not different from the prior probability of 0.2 (Bayesian t-test with default priors: $BF_{01} = 5.70$), and does not increase with increasing random item slope variance ($BF_{01} = 3.90$), suggesting that the null hypothesis Bayes factor for non-aggregated analyses using Bayesian LMMs is unbiased.

**Item aggregation in the BayesFactor package.** We next used the BayesFactor package to implement corresponding experimental designs (for details on simulations and results, see Appendix F). We first used the same design as in the previous section, testing a two-level factor, and then we repeated these analyses using a 4-level factor. In both cases, the results showed that Bayes factors were accurate in non-aggregated analyses. However, in aggregated analyses the posterior probability for H1 increased with larger random slope variances, leading to a deviation from the prior, demonstrating that Bayes factor estimates were too large when item variance was ignored.

**Item aggregation when analyzing a $2 \times 2$ design using brms.** As a next step, we used a $2 \times 2$ design with random subject and random item effects (using a latin-square design). To speed up simulations, we used 16 subjects and 8 items, yielding a total of 128
data points. For the priors, we used the values from the two-step analyses reported above.

The results (see Fig. 7 and Fig. G11) using 200 simulations showed that when aggregating over items in the analysis despite the presence of random item slopes, then estimated Bayes factors were too large, i.e., the average posterior was larger than the prior of 0.2, suggesting a liberal bias. This was present for main effects as well as for the interaction. Moreover, when the random item slope variance increased, this liberal bias also increased, suggesting the bias when testing the fixed effect was particularly large when large random slope variances are present.

By contrast, when non-aggregated analyses were used, and item variance was explicitly modeled, then some of these biases were reduced. Importantly, there was still (liberal) bias, since on average the posterior probabilities differed from the prior values of 0.2 (for both main effects and the interaction). However, when the item variance increased, there was no clear increase in posterior model probabilities (Bayes factor sensitivity analyses, see Fig. G11, did not clearly support the H1 of an increase, but also did not provide clear evidence for H0 of no increase). However, the average bias was reduced in the non-aggregated analyses (for main effect A and the interaction; no clear evidence for main effect B). The slopes (capturing the increase with larger item variances) were not clearly reduced in the non-aggregated analyses compared to the aggregated analysis.

We conclude that running non-aggregated analyses reduces the average bias in posterior model probabilities at least for some of the tested effects. However, the results also demonstrate that brms together with bridgesampling exhibits biases in Bayes factor estimation even in the non-aggregated analyses. We (Schad et al., 2022) have pointed out before, that bridge sampling is not guaranteed to yield an unbiased Bayes factor estimate, and that therefore SBC is needed to determine for an individual analysis, whether Bayes factor estimates are unbiased. It seems that in the current 2 x 2 design with crossed random effects for subjects and items, bridge sampling results are biased even for non-aggregated
analyses.

**Interim summary for Issue 2.** Our analyses showed that when an effect varies across items, but items are ignored in the analysis by averaging across them, then Bayes factors are too large, reflecting a liberal bias in the estimation. We demonstrated this for a simple 2-level factor design using the R-packages **brms** and **BayesFactor**, for Bayesian ANOVA using a 4-level-factor (**BayesFactor** package), and for a $2 \times 2$ design (**brms** package).

**Discussion**

We investigated null hypothesis Bayes factor tests using Bayesian hierarchical / linear mixed-effects models and Bayesian ANOVA using aggregated versus non-aggregated data. We used simulation-based calibration (SBC) to demonstrate that analyses based on aggregate data can lead to biases in the resulting null hypothesis tests, and should therefore be avoided. We demonstrated that biases in inferences do not only occur in frequentist approaches, where these are well-known and routinely corrected using frequentist tools, but that they also apply in Bayesian data analysis using Bayes factors, where they are often neglected (Bergh et al., 2022).

We showed that biases in Bayes factors based on aggregated data occur when the sphericity assumption is violated and random effects variances differ between different contrasts / effects. Indeed, in our experience, empirically, violations of the sphericity assumption occur quite frequently in the cognitive sciences. In these cases, using aggregated data without modeling the full random effects structure will yield a biased result for the null hypothesis Bayes factors, and can make the evidence for the H1 look stronger than it actually is (for effects/contrasts with a large random slope variance), or can make the evidence look weaker than it is (for effects/contrasts with a small random slope variance; and when testing a whole factor at once), reducing sensitivity for detecting a real experimental effect or falsely suggesting evidence for the null model when the alternative model may in fact be true.
Figure 7. Simulation 2.4: Analyses of a 2 x 2 repeated measures design. Results from SBC: the posterior probability for the alternative hypothesis (H1) is shown as a function of the true standard deviation of the item random slope for main effects A (upper panels) and B (middle panels) as well as their interaction (lower panels). Results are shown for analysis based on by-subject aggregated data (left panels) and for analysis using non-aggregated data (right panels). Error bars are confidence intervals, regression lines are from a logistic regression. The prior probability for the null is set to 0.2. The results show that when aggregating across items, the posterior probability for H1 increases with larger item random slope variances, leading to a deviation from the prior, demonstrating that Bayes factor estimates are too large when item variance is ignored in aggregated analyses. The results are not unbiased for non-aggregated analyses, but average bias is reduced at least for some analyses (main effect A and interaction A:B).
The best way to proceed is to run a Bayesian LMM / ANOVA on non-aggregated data and to explicitly estimate random slopes for each effect (or to carefully select the random effect structure based on the data, Bates, Kliegl, Vasishth, & Baayen, 2015; Matuschek, Kliegl, Vasishth, Baayen, & Bates, 2017; Oberauer, 2022). This approach was successful in most of our studied approaches - with the exception of two analyses using the BayesFactor package (testing the influence of a factor in Bayesian omnibus ANOVA and testing the interaction in a $2 \times 2$ design), where bias remained even when using non-aggregated data, and the model only yielded unbiased Bayes factors if sphericity was also a property of the data.

We also studied a second factor leading to biased null hypothesis Bayes factors in by-subject aggregated analyses, namely variance associated with items. We showed that when item variance is present but ignored by aggregating the data per subject and condition, then the resulting null hypothesis Bayes factors will be too large. That is, the evidence for an effect will look larger than it actually is. Again, this problem was reduced or disappeared when explicitly modeling random effects associated with subjects and with items simultaneously by fitting the model to the non-aggregated data. However, in a brms analysis of a $2 \times 2$ design, we found that some bias remained even when explicitly modeling random item slopes.

Our results are in line with previous findings (Barr, Levy, Scheepers, & Tily, 2013; Schad et al., 2022) that statistical results can be biased when important random effects variances are ignored, i.e., not explicitly modeled. When random slope variances are not modeled, but left out of the model, this can lead to biases in null hypothesis Bayes factors, resulting in a Bayes factor that is too large (or too small), and that makes the evidence for an effect or against an effect look stronger (or weaker) than it actually is. This is the same issue that Barr et al. (2013) discuss for frequentist LMMs. If a researcher wants to omit random slope variances from a Bayesian LMM, then careful model selection is needed, and only random slope terms that are not supported by the data should be dropped from the
In summary, our work demonstrates that aggregating data to the by-subject level during Bayesian modeling can lead to biased null hypothesis tests based on Bayes factors. There may be some situations (e.g., very large data sets and models), where non-aggregated analyses take an extremely long time, and obtaining stable Bayes factor estimates may be very difficult. In such situations, aggregated analyses may provide a way forward. If an aggregated analysis is used, researchers should provide evidence that the sphericity assumption is justified, i.e., they should make sure that random slope variances do not strongly differ between contrasts/effects. Testing violations of the sphericity assumption in small data sets may run the risk of false negative results, which can again introduce biases in Bayes factor estimation. Therefore, as the most conservative strategy, such biases can be reduced by running non-aggregated analyses. If item variance can in principle be present in a data set, it should be explicitly modeled using non-aggregated Bayesian hierarchical / linear-mixed effects models, software packages for which are easily accessible today (Bürkner, 2017; Carpenter et al., 2017; Morey & Rouder, 2018). Bayesian modeling, and (null hypothesis) Bayes factor analyses have many advantages over frequentist p-values (Rouder et al., 2018; Tendeiro & Kiers, 2019; van Ravenzwaaij & Wagenmakers, 2021; Wagenmakers et al., 2010). However, some of the statistical caveats learned from frequentist tools need to be considered even when running Bayesian models.

A preprint of this manuscript has been published on arXiv (Schad, Nicenboim, & Vasishth, 2022a). Reproducible code is available from OSF (Schad, Nicenboim, & Vasishth, 2022b).
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Appendix A
Frequentist simulations: Sphericity Assumption

An exemplary simulation using frequentist LMMs

A first analysis of one exemplary simulated data set illustrates how LMMs fit to non-aggregated versus aggregated data fare when there is a violation of sphericity. We show that a non-aggregated LMM analysis can estimate the underlying differences in variances, such that the estimated standard errors for the fixed effects can capture this difference in variances, and thus inform the resulting t- and p-values. By contrast, an LMM based on aggregated data cannot capture this difference in random effects variances, such that the difference in random effect variances is neither reflected in the standard errors of the fixed effects, nor in the resulting t- and p-values. This leads to biases in their estimation.

In the exemplary simulation, we ensure that when fitting an LMM to the simulated data, the fixed effects estimated by the model are exactly the true underlying values. This is implemented by setting the argument `empirical` in the `simLMM` function (designr) to TRUE. The random effects estimates, however, are not exact.

The exemplary simulated data set can be analyzed using LMMs on non-aggregated and on aggregated data. The non-aggregated LMM analysis, using the packages `lme4` (Bates, Mächler, Bolker, & Walker, 2015) and `lmerTest` (Kuznetsova, Brockhoff, & Christensen, 2017), estimates fixed effects – for the intercept and for the comparison of each experimental condition to the baseline condition (c2vs1 and c3vs1) – and (uncorrelated) random effects (for the intercept and each comparison) varying across subjects. In frequentist analyses, we specify random effects as uncorrelated, because estimating random effects correlations from limited data often leads to problems with model fitting, and because estimating random effects correlations is not expected to influence test statistics of fixed effects.

The results of the non-aggregated LMM (see Table A1, middle column) show that the
|                | Simulation parameters | Non-aggregated | Aggregated |
|----------------|-----------------------|----------------|------------|
| (Intercept)    | 200                   | 200.00***      | 200.00***  |
|                |                       | (5.07)         | (6.55)     |
| c2vs1          | 20                    | 20.00          | 20.00      |
|                |                       | (21.37)        | (16.05)    |
| c3vs1          | 20                    | 20.00***       | 20.00      |
|                |                       | (5.01)         | (16.05)    |
| Num. obs.      | 600                   | 600            | 60         |
| Num. groups: subj | 20                   | 20             | 20         |
| SD: subj (Intercept) | 20                   | 20.7           | 0.0        |
| SD: subj.1 c2vs1       | 90                   | 92.9           |            |
| SD: subj.2 c3vs1       | 10                   | 0.0            |            |
| SD: Residual            | 50                   | 50.1           | 50.7       |

***p < 0.001; **p < 0.01; *p < 0.05

Table A1

Parameters used to simulate data from an LMM as well as results from frequentist LMM analyses of the exemplary simulated data set using aggregated and non-aggregated data.

Brackets show standard errors.

estimated fixed effects are exactly as specified (i.e., they have a value of exactly 20), due to the argument empirical=TRUE. Moreover, the random effects variances are estimated as 92.90 and as 0, close to the true values of 90 and 10. This reflects the differences assumed in the data simulation, i.e., a violation of sphericity, which is not a problem in the current non-aggregated analysis. Importantly, this difference in random slope variances translates into a difference in the standard errors of the fixed effects, which are estimated as 21.37 and as 5.01. This difference is important for statistical inference: the first contrast varies strongly across subjects; therefore, its standard error is large, as it should be. The second contrast varies very little across subjects; therefore, its standard error is small, as it should be. This difference in standard errors accordingly translates into differences in t- and p-values. Given that both effect estimates have exactly the same size (of 20), if an effect varies strongly
across subjects (i.e., c2vs1), then the p-value should be relatively large, which is the case here. By contrast, if an effect varies very little across subjects (i.e., c3vs1), then the p-value should be relatively small, which is the case here.

These differences disappear when aggregating the data by subject and condition, and running an LMM on the aggregated data.

Table A1 (right column) shows that only the intercept variance can be estimated from the aggregated data, but differences in random slope variances cannot be captured. Therefore, the standard errors of the fixed effects are exactly the same for both effects (i.e., they have a value of 16). Differences in the random effect variances between these effects cannot be separated from the residual noise any more. Accordingly, the t- and p-values are the same for both effects – which is incorrect given the large difference in random slope variances.

**Estimation of type I and type II errors.** One key question from these analyses is whether the p-values obtained based on the LMM analyses of (non-)aggregated data are accurate or biased. To investigate this in frequentist analyses, we need to estimate empirical alpha error rates based on simulating data from the null hypothesis. Specifically, this can be tested by simulating data based on the null hypothesis (i.e., that the estimate is zero for both contrasts) many times (here 1000 times), analyzing the data using LMMs (using aggregated and non-aggregated data), and testing whether the fixed effect estimates are significantly different from zero (at an \( \alpha = 0.05 \) level) in 5% of cases, as is theoretically expected.

The results show (see Fig. A1a, right panel) that for the LMM analyses based on non-aggregated data, the empirical type I (\( \alpha \)) error is roughly at 5% for both effects: i.e., the empirical type I error is at roughly 5% for the effect where the true standard deviation of the random slopes is small (with a value of 10; empirical alpha error = 0.03) and also for the effect where the true standard deviation of the random slopes is large (with a value of 90; empirical alpha error = 0.04). This analysis demonstrates that, as expected, the
non-aggregated analysis yields unbiased p-values.

By contrast, p-values based on the aggregated analysis are biased (see Fig. A1a, left panel): here, the empirical type I (α) error clearly deviates from its normative 5% level for both effects. For the effect where the true standard deviation of the random slopes is small (with a value of 10), the empirical type I (alpha) error has a value of 0 and is thus much too small, leading to an overly and strongly conservative bias in the p-value. For the effect where the true standard deviation of the random slopes is large (with a value of 90), the empirical type I (alpha) error has a value of 0.14, and is thus clearly larger than the normative 5% level, expressing a liberal bias in the p-value, such that effects turn out significant far too often. This shows that the p-values based on the aggregated analysis are biased and should not be used. The reason for this is that the aggregated analysis cannot separate random slope variances from residual noise. For the fixed effect with the larger random slope variance, the standard error is estimated to be too small, and for the fixed effect with the smaller random slope variance, the standard error is estimated to be too large. In both cases, the random slope variance cannot be estimated. By contrast, the non-aggregated analysis estimates the different random slope variances of both effects and can adjust the standard errors accordingly to obtain empirical type I (alpha) errors of roughly 5% for both effects despite their differing random slope variances.

One might argue that for the aggregated analysis, the effect with a small random slope variance has a conservative p-value, which can still be used. However, statistical power (i.e., 1 - type II error) for this effect is much reduced compared to the non-aggregated analysis (see Fig. A1b; the true effect for both contrasts is set to a value of 20 in the simulations). Thus, when sphericity is violated, aggregated analyses can yield either too many false positive results (for the effect with a large random slope variance) or can have low power (for the effect with a small random slope variance).

These analyses demonstrate that when using data aggregation in frequentist LMMs,
Figure A1. Empirical type I (alpha) error and statistical power when the standard deviation of the random slopes is small (10) versus large (90). Results are shown for LMMs fit to aggregated data versus to non-aggregated data. (a) The empirical type I (alpha) error is accurate and roughly at 5 percent for non-aggregated data, but biases are present for the aggregated data, leading to biased p-values, which are either too small (large random slope variance, 90) or too large (small random slope variance, 10). (b) For the effect with a small random slope (standard deviation of 10), statistical power is much reduced for aggregated data, but is good for the non-aggregated analysis. For the effect with a large random slope (standard deviation of 90), there seems to be an artificial increase in power in the aggregated analyses; however, this is increase is invalid since the empirical alpha error is inflated. (a+b) Error bars show 95 percent confidence intervals.

The empirical type I (alpha) error is not at its nominal value when the sphericity assumption is violated, i.e., the p-values are biased. The safest thing to do is not aggregate.
For the first SBC example in issue 1 (simulation 1.1), we performed additional SBC analyses, with slightly changed priors. Here, the standard deviation of the prior normal distribution characterizing the random slopes had a value of 50 (as the prior in the exemplary data analysis) instead of 150 (which was used in the SBC analysis in simulation 1.1).

The results are similar to the analyses with a standard deviation of 150 reported in the main text. There appears to be one difference in the analyses of the non-aggregated data: There seems to be a small difference in the same direction as in the aggregated analysis; specifically, the frequentist 95% confidence interval excludes the prior value of 0.5, suggesting that there is indeed bias present. This result was supported by a significant difference from the prior value of 0.5 in a frequentist t-test \((t(\ 213\ ) = 2.45, \ p = 0.02)\), was not significant in a rank-based Wilcoxon test \((V = 11418, \ p = 0.93)\), and a default Bayes factor showed that the result was inconclusive \((BF_{10} = 1.43)\). We speculate that if this effect should be real, it may derive from the common prior on the standard deviation of random slopes, which in this simulation was assumed to be a truncated normal distribution with mean 0 and standard deviation 50, which may lead to a reduced estimate for the standard deviation of the effect with a large standard deviation (of 90), thus, underestimating the variance and leading to a liberal bias in the Bayes factor analysis. Despite this potential mechanism, the difference seen visually is small. This interpretation is supported by the analyses in the main text, where the prior standard deviation is larger, and the effect was not present.

These analyses suggest that other causes (such as assuming a too small prior standard deviation for the random slopes) might potentially also introduce bias in Bayes factor analyses, even when running Bayesian LMMs on unaggregated data.
Figure B1. Issue 1: Results from SBC for model inference when sphericity is violated, and a smaller prior standard deviation for the random slopes (of 50 instead of 150) is used. The average posterior model probability together with 95 percent confidence intervals is shown for effects with a small (10) versus a large (90) standard deviation of the random slopes, reflecting small or large variation of the effect across subjects. The horizontal broken line is the prior probability for the H1, and deviations from this line indicate estimation bias. Results are shown from null hypothesis Bayes factor analyses based on aggregated (left panel) versus non-aggregated (right panel) data.
Appendix C

SBC simulations using a second experimental design with empirically informed priors: Pavlovian-instrumental transfer

We next aimed to test whether our results are specific to our first simulated data set, or whether they also hold for other experimental data from a similar experimental design, but with prior distributions informed by a concrete empirical data set. To this end, we used a data set on Pavlovian-instrumental transfer (PIT, Schad et al., 2020). The basic finding in PIT studies is that subjects perform more button presses (to instrumentally approach a stimulus) when appetitive Pavlovian conditioned stimuli (CSs; i.e., stimuli previously paired with appetitive outcomes such as the win of money) are presented in the background, and that subjects perform less button presses when aversive CSs (e.g., created by pairing with loss of money) are presented in the background.

We used effect size estimates based on data from Schad et al. (2020) (first 30 subjects) to inform prior distribution. The priors were:

\[
\beta_{\text{Intercept}} \sim \text{Normal}(5, 5) \tag{26}
\]
\[
\beta_{\text{Contrasts}} \sim \text{Normal}(0, 2) \tag{27}
\]
\[
\sigma_{\text{Random slopes}} \sim \text{Normal}_+(0, 10) \tag{28}
\]
\[
\sigma_{\text{Residual}} \sim \text{Normal}_+(0, 10) \tag{29}
\]
\[
\rho_{\text{Random slopes}} \sim \text{LKJ}(2) \tag{30}
\]

We again assumed that the standard deviations of the random slopes differed from each other, i.e., a violation of the sphericity assumption: for the contrast comparing appetitive versus neutral CSs, we assumed a standard deviation of 10, and for the contrast comparing aversive versus neutral CSs, we assumed a standard deviation of 0. For the simulations, we used a small number of subjects ($n_{\text{subj}} = 15$) and a small number of trials
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per subject and condition \( n_{rep} = 3 \); i.e., a total of 135 data points) to speed up computations, and performed \( n_{sim} = 500 \) SBC simulations.

The results (see Fig. C1 and C2) show that again, Bayes factors are biased in the aggregate analyses (Fig. C1, left panel), but are unbiased in the non-aggregated analyses, when all random slopes can be estimated (Fig. C1, right panel).

\[ \text{Figure C1. Simulation 1.2: A second simulation example on a Pavlovian-instrumental transfer paradigm: results from SBC for model inference when sphericity is violated. The average posterior model probability together with 95 percent confidence intervals is shown for effects with a small (0) versus a large (10) standard deviation of the random slopes, reflecting small or large variation of the effect across subjects. The horizontal broken line is the prior probability for the H1, and deviations from this line indicate estimation bias. Results are shown from null hypothesis Bayes factor analyses based on aggregated data (left panel) versus on non-aggregated data (with random slopes; right panel). They show that aggregating data for null hypothesis tests can lead to biased Bayes factors, which deviate from the true Bayes factor. Bayes factors are more accurate when analyzing non-aggregated data.} \]
**Figure C2.** Simulation 1.2: Second simulation example on Pavlovian-instrumental transfer: results from SBC for model inference when the sphericity assumption is violated. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior width is varied across simulations. Results support biased Bayes factors for aggregated analyses, but accurate Bayes factors for non-aggregated analyses. SD = standard deviation; against mu=0.5: comparing the alternative hypothesis against the null that the posterior mean is 0.5.
Appendix D
Bayesian ANOVA using the BayesFactor package: Sphericity assumption

In the BayesFactor package, we used the lmBF function for all analyses. The alternative anovaBF function simply provides a wrapper to the lmBF function. The BayesFactor package focuses on providing ANOVA-type comparisons, and we therefore use Bayes factors to provide evidence for an alternative model where a factor is included, against a null model, where the full factor is excluded, i.e., all condition means are assumed to be equal.

The Bayesian linear mixed-effects model underlying the Bayesian ANOVA in the BayesFactor package assumes the following linear model: \( y = \mu + \sigma \epsilon + X \theta + \epsilon \), where \( \mu \) is an intercept parameter capturing the grand mean, \( X \) is the design matrix, \( \theta \) is a vector of standardized effect parameters, and \( \epsilon \sim N(0, \sigma^2) \) reflects normally distributed residuals with residual standard deviation \( \sigma \). Thus, the model’s coefficients (\( \theta \)) are scaled by the residual standard deviation \( \sigma \), thus providing scaled effect sizes.

What is the hierarchical structure and what are the priors for this model’s parameters? The model implements a Jeffreys-Zellner-Siow (JZS) Bayes factor. In the JZS Bayes factor, the prior on the intercept \( \mu \) is completely flat, and the prior on the residual noise term \( \sigma \) is the noninformative Jeffreys prior \( \sigma^2 \propto 1/\sigma^2 \).

For the scaled effect parameters \( \theta \), they are assumed to come from a normal distribution with mean zero: \( \theta \sim Normal(0, \sigma_\theta) \). The standard deviation of this normal distribution, \( \sigma_\theta \), has as a prior distribution a scaled inverse chi-square distribution with one degree of freedom \( \sigma_\theta \sim InvChiSquare(df = 1, scale = s) \). Combining the normal prior for \( \theta \) with the scaled inverse chi-square distribution for \( \sigma_\theta \) implies a scaled Cauchy prior distribution for \( \theta \).

In the design matrix \( X \), for random effects (e.g., for subjects), each subject has one column, which is coded as 1 for the data points of the given subject, and coded 0 otherwise.
For fixed effects with $\alpha$ conditions, each condition is coded with one column (1/0 coding; $X_\alpha$). Then, a sum-to-zero constraint is imposed. The covariance matrix is defined as:

$$\Sigma_\alpha = I_\alpha - J_\alpha/\alpha;$$

where $I_\alpha$ is the identity matrix, $J_\alpha$ is a square matrix with $\alpha$ rows and columns, and all entries set to one. An eigenvalue decomposition yields $\Sigma_\alpha = Q_\alpha I_{\alpha-1} Q_\alpha'$, where $Q_\alpha$ is a matrix of eigenvectors. A new parameter vector of $\alpha - 1$ effects is defined by $\alpha^* = Q_\alpha'^\top \alpha$.

The new design matrix is $X^*_\alpha = X_\alpha Q_\alpha$. The resulting linear model equation is:

$$y = \mu + \sigma \epsilon + X^*_\alpha \alpha^* + \epsilon.$$  

This parametrization effectively implements a scaled version of Helmert contrasts, where the vector length for each contrast equals 1. For details see Rouder et al. (2012). For simplicity, here we denote all effect parameters for random effects $\theta$ and for fixed effects $\alpha^*$ simply as $\theta$, and the design matrix simply as $X$.

In the BayesFactor package, by default the prior scale for fixed effects is assumed to be 0.5, and the prior scale for random effects is assumed to be 1.

Importantly, in the definition of priors ($\theta \sim \text{Normal}(0, \sigma_\theta)$ or equivalently $\alpha^* \sim \text{Normal}(0, \sigma_\theta)$), the prior standard deviation $\sigma_\theta$ is assumed to be identical for different effects coding the same factor (i.e., drawn from its prior only once), which effectively implements a multivariate Cauchy prior. This means, that the BayesFactor package assumes that the standard deviations of all random slope terms capturing one factor are identical, i.e., it assumes sphericity for different effects coding the same factor. At this level, it cannot capture differences in variance between contrasts coding the same factor.

For effect size parameters coding the effects of different factors, the prior standard deviation $\sigma_\theta$ is assumed to be independent from each other, effectively coding an independent Cauchy distribution. Thus, the standard deviations of contrasts coding different factors are assumed to be independent. They can thus differ from each other, and differences in random slope variances can be explicitly estimated and modeled.

**BayesFactor package: one three-level repeated-measures factor.** We simulated data from a repeated-measures experiment. We again assumed one within-subject
factor with three levels, used a design with 30 subjects, and with three repetitions (trials) per subject and per factor level, leading to a total of nine trials per subject. The priors were taken as the default priors from the BayesFactor package.

The true prior scales for the random slopes were set to values of 0.1 and 10 for the two contrasts. The results were the same when using values of 0.001 and 1 instead.

Figure D1. Simulation 1.7: Simulation-based calibration for the Bayes factor package, using a simple design with one repeated measures factor with 3 levels. Testing evidence for the factor overall, i.e., testing all contrasts at once, by comparing the full model against a null model, where all fixed-effects contrasts are removed. Results show that aggregating data for null hypothesis tests leads to biased Bayes factors that are too small, reflecting a conservative bias. Bias is reduced when fitting the model to non-aggregated data, but it is still present. Bias is absent when the sphericity assumption is not violated - this is shown in the right-most data point. Important: this data point uses a different simulated data set - with no violation of sphericity - whereas the left and middle points use data where the sphericity assumption is violated.

The results showed that when the sphericity assumption was violated, Bayes factors estimated from aggregated data were too small, i.e., they had a conservative bias (see
Fig. D1 and Fig. G6). This bias was reduced when the model was fit to non-aggregated data. However, conservative bias was still present and Bayes factors were not accurate. This may be the case because - as stated above - Bayesian ANOVA in the BayesFactor package assumes that for all contrasts coding the same factor, random slope variances are the same. I.e., the model does not allow us to estimate differences in random slopes between contrasts of the same factor, and thus even the non-aggregated analysis assumes sphericity. Note that the bias is still reduced compared to non-aggregated analyses. One possible reason may be the following: our non-aggregated analyses involve estimation of random slopes. In this case, random effects variance components (characterizing the estimated variance in the population) are assumed to be identical between contrasts, reflecting the sphericity assumption. However, the model also estimates individual random effects for each subject. These individual random effects estimates are not constrained to follow the group-level variance. Instead, they may capture some differences in variances. This may reduce the bias of this analysis compared to our aggregated analyses, where no random slopes were estimated.

Last, in simulations with a different data set built so that sphericity is not violated, we found no bias in Bayes factor estimation, validating our SBC simulations as well as the computation of Bayes factors in the BayesFactor package.

**BayesFactor package: a 2 × 2 repeated-measures design.** Next, we used SBC for the BayesFactor package for analyzing a 2 × 2 repeated measures design. For the simulations, we assumed four repetitions for each of the four design cells, yielding 16 data points for each of 30 subjects. As our previous analysis of the 2 × 2 design (see the two-step task), we fitted models (a) to aggregated data without using random slopes, (b) to aggregated data with random slopes for the main effects, and (c) to non-aggregated data using the full random effects structure. As before, we assumed that the true random slope variances were small for the two main effects (prior scales of 0.001), and were large for the interaction term (prior scale of 1).
The results (see Fig. D2 and Fig. G7) using 1000 simulations were similar to those from the \texttt{brms} package reported above (see analysis of the two-step task): when estimating Bayes factors from the aggregated data (Fig. D2, panels a + b), the Bayes factor estimates for the main effects were too small, reflecting conservative tests - and this was true irrespective of whether random slopes for the main effects were included in the model. At the same time, the Bayes factor estimates for the interaction term were too large, reflecting anti-conservative tests.

The biases for the main effects were absent when fitting the model on non-aggregated data and estimating the full random effects structure (Fig. D2, panel c). This may reflect the fact that in the \texttt{BayesFactor} package, random slope variances are estimated separately for main effects stemming from different factors, such that violations of sphericity can be accounted for by the model. However, Bayes factors for the interaction term were too small, reflecting a conservative bias.

To validate our procedure and the \texttt{BayesFactor} package, we also ran analyses, where sphericity was assumed in the simulation (i.e., no deviation from sphericity). These analyses showed (Fig. D2, panel d) that no bias was present when the sphericity assumption was not violated in the simulated data, and non-aggregated analyses were performed.
Figure D2. Simulation 1.8: Simulation-based calibration for the Bayes factor package, using a 2 x 2 repeated measures design. True random slope variances are simulated to be small for the main effects and large for the interaction. Results show that aggregating data for null hypothesis tests leads to biased Bayes factors that are too small for the main effects, reflecting a conservative bias. For the interaction, the Bayes factors are too large, reflecting a liberal bias. This holds true when fitting the model on aggregated data without random slopes and when including random slopes for the main effects. When fitting the model to non-aggregated data and including all random slopes, there is no bias for main effects; for the interaction, Bayes factors are too small. No bias is present when the sphericity assumption is not violated.
Appendix E

Item aggregation: Frequentist simulations

It is well known for frequentist repeated measures ANOVA that data aggregation (per subject and condition) in the presence of item variance leads to an inflation of type I (alpha) error (Clark, 1973; Forster & Dickinson, 1976). Here, we demonstrate that this problem occurs not only for repeated measures ANOVA, but also when fitting LMMs to aggregated data. The traditional procedure for dealing with this situation is to run repeated measures ANOVA not only with subjects as random factor ($F_1$), but to additionally run a second ANOVA with items as random factor ($F_2$). A min-$F$' value then provides the traditional frequentist test statistic, which combines results from both ($F_1$ and $F_2$) analyses. Here, we demonstrate that in LMMs, this problem can be solved in a more elegant way by fitting the data on the individual-trial level, and by estimating random effects for subjects and for items simultaneously, providing a single test statistic (i.e., a single t-/chi-square-value) for a given effect.

One approach to this data is to ignore item variability, and to perform an LMM analysis using aggregated data: this approach relies on computing the mean reading time for each subject and condition and fitting an LMM (R-packages lme4 / lmerTest) with a fixed effect for factor $X$ to the log-transformed averaged reading times. As discussed above, in the aggregated data it is not possible to estimate random slopes, leaving only random intercepts for subjects in the estimation procedure. The results from this analysis show a highly significant effect of factor $X$ ($b = -0.10, SE = 0.03, t = -3.70, p < .001$). An alternative is to model item variance explicitly in an LMM analysis of the non-aggregated data, which includes random intercepts and slopes for subjects and also for items. With such consideration of item variance, the fixed effect of factor $X$ is no longer significant ($b = -0.10, SE = 0.05, t = -1.90, p = 0.08$).

This exemplary data set leaves unclear which of the two p-values is correct. This can
be tested via empirical type I ($\alpha$) error simulations, where data are simulated based on the null hypothesis of no (fixed) effect of factor $X$. Then, the effect of factor $X$ should be significant in 5% of the simulated data sets at a significance level of $\alpha = 0.05$. We performed 1000 such simulations, while varying the true standard deviation of the random item slopes from 0 to 0.5.

Figure E1. The empirical type I (alpha) error is shown as a function of the true standard deviation of random item slopes for linear mixed-effects models fitted to data aggregated to the by-subject level (left panel), effectively ignoring item variance, versus to non-aggregated data (right panel), where item random effects are explicitly modeled. The x-axis represents the range of variation observed in data sets we have analyzed in the past. Regression lines are from a logistic regression; error bars show 95 percent confidence intervals.

The results from this analysis (see Fig. E1, left panel) show that for aggregated analyses, the empirical type I ($\alpha$) error steadily increases with increasing random slope variance ($b = 6.04, SE = 0.52, z = 11.60, p < .001$). Thus, if the random slope variance is high, the data analysis based on aggregated data will likely yield a significant result even when no effect is present. By contrast, if non-aggregated analysis is used, and item variance is explicitly modeled via item random effects, then the empirical type I ($\alpha$) error does not
increase with increasing random item slope variance \((b = 0.07, SE = 1.01, z = 0.10, p = 0.95)\), and on average does not differ from the nominal 5\%-level \((\chi^2(1) = 0.02, p = 0.88)\), demonstrating that the p-value for non-aggregated data yields an unbiased result.
Appendix F

Item aggregation: BayesFactor package

**Item aggregation in the BayesFactor package, using a two-level repeated measures factor with crossed random effects for subjects and items.** We next used the same experimental design as above (Gibson & Wu, 2013) to investigate the effects of aggregating across items when using the *BayesFactor* package to estimate Bayes factors. We found similar results as with the *brms* package: specifically, we found (see Fig. F1 and Fig. G9) using 500 simulations that when the true prior scale for the random item slopes was close to zero, then Bayes factors estimated from aggregated and from non-aggregated analyses were close to the nominal value of 0.2. However, when the true prior scale for the random item slopes increased to values larger than zero, then Bayes factors estimated from aggregated analyses also increased beyond the prior value of 0.2, to much higher values, reflecting a liberal / anti-conservative bias in the Bayes factor estimates. By contrast, when estimating Bayes factors from non-aggregated data, and estimating the full random effects structure, then estimated Bayes factors did not increase with increasing true prior scales for the item random slopes, indicating unbiased estimates. (However, Bayes factor analyses of the SBC results provided evidence that the Bayes factors exhibited a small but reliable conservative bias, see Fig. G9.)

Next, we were interested in looking at more complex designs with random slopes for subjects and items. Accordingly, we extended the analyses to situations of a four-level factor and to a $2 \times 2$ design.

**Item aggregation in the BayesFactor package using a four-level factor.** As a next step, we used the same design (now using 40 subjects and 20 items) as in the previous simulations, but instead of having a repeated-measures factor with two levels, we expanded this to have a factor with four levels. We used the *BayesFactor* package to test the effect of the whole factor by comparing an alternative model with the factor included to
Figure F1. Simulation 2.2: Repeating the previous analyses using the BayesFactor package. Results from SBC: the posterior probability for the alternative hypothesis (H1) is shown as a function of the true standard deviation of the item random slope. Results are shown for analysis based on by-subject aggregated data (left panel) and for analysis using non-aggregated data (right panel). Error bars are confidence intervals, regression lines are from a logistic regression. The prior probability for the null is set to 0.2. The results show that in aggregated analyses the posterior probability for H1 increases with larger random slope variances, leading to a deviation from the prior, demonstrating that Bayes factor estimates are too large when item variance is ignored in aggregated analyses. Bayes factors are accurate in non-aggregated analyses.
a null model where the fixed-effect of the factor was removed. While the previous analyses focussed on individual contrast coefficients (i.e., capturing the comparison between two means), this example of a four-level factor implements a Bayesian omnibus ANOVA-type test. For the model parameters, we used the default priors of the `BayesFactor` package.

The results (see Fig. F2 and Fig. G10) using 500 simulations showed that when aggregating over items in the analysis despite the presence of random item slopes, then estimated Bayes factors were too large, i.e., the average posterior was larger than the prior of $0.2$, suggesting a liberal bias. Moreover, when random item slope variance increased, this liberal bias also increased, suggesting the bias when testing the fixed effect was particularly large when large random slope variances are present.

By contrast, when non-aggregated analyses were used and item variance was explicitly modeled, then Bayes factor estimates were unbiased, i.e., the posterior mean did not differ from the prior of $0.2$. (In fact, Fig. G10 shows that Bayes factors were slightly too small.) Importantly, in non-aggregated analyses, increasing random item slope variance did not induce a liberal bias (i.e., no increased average posterior model probabilities), in contrast to the aggregated analyses.
Figure F2. Simulation 2.3: Repeating the previous analyses using a 4-level factor, using an omnibus ANOVA-type Bayesian test. Results from SBC: the posterior probability for the alternative hypothesis (H1) is shown as a function of the true standard deviation of the item random slope. Results are shown for analysis based on by-subject aggregated data (left panel) and for analysis using non-aggregated data (right panel). Error bars are confidence intervals, regression lines are from a logistic regression. The prior probability for the null is set to 0.2. The results show that the posterior probability for H1 increases with larger random slope variances, leading to a deviation from the prior, demonstrating that Bayes factor estimates are too large when item variance is ignored in aggregated analyses.
Appendix G

Sensitivity analyses
Figure G1. Simulation 1.1: Results from SBC for model inference when the sphericity assumption is violated. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior width is varied across simulations. Results support biased Bayes factors for aggregated analyses, but accurate Bayes factors for non-aggregated analyses. SD = standard deviation, against 0.5 = comparing an alternative hypothesis against the null hypothesis that the posterior mean is 0.5.
Figure G2. Simulation 1.3: Second simulation example on Pavlovian-instrumental transfer, now with 5 factor levels: results from SBC for model inference when the sphericity assumption is violated. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior width is varied across simulations. Results support biased Bayes factors for aggregated analyses, but accurate Bayes factors for non-aggregated analyses. SD = standard deviation; against mu=0.5: comparing the alternative hypothesis against the null that the posterior mean is 0.5.
Figure G3. Simulation 1.4: Simulations of the two-step task, using a 2 x 2 design: results from SBC for model inference when the sphericity assumption is violated. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior width is varied across simulations. Results support biased Bayes factors for aggregated analyses, but accurate Bayes factors for non-aggregated analyses. Aggreg. = aggregated; non-aggreg. = non-aggregated; no sl. = no random slopes; with sl. = with random slopes for main effects; Int. = Interaction reward x transition; Rew. = reward; Trans. = transition; SD = standard deviation.
**Figure G4.** Simulation 1.5: Testing evidence for a factor overall, i.e., testing all contrasts at once, by comparing the full model against a null model, where all fixed-effects contrasts are removed. Data are from the simulation reported above, i.e., on Pavlovian-instrumental transfer, with three factor levels. Results support accurate Bayes factors overall.

**Figure G5.** Simulation 1.6: Data are on Pavlovian-instrumental transfer with five factor levels. Testing evidence for a factor overall, i.e., testing all contrasts at once, by comparing the full model against a null model, where all fixed-effects contrasts are removed. Results support accurate Bayes factors overall.
Figure G6. Simulation 1.7: Data are on a repeated measures factor with 3 levels. Testing evidence for a factor overall, i.e., testing all contrasts at once, by comparing the full model against a null model, where all fixed-effects contrasts are removed. Results support accurate Bayes factors when the sphericity assumption is not violated, but conservative bias otherwise.
Figure G7. Simulation 1.8: SBC using a 2 x 2 repeated measures design. Shown are results from sensitivity analyses on the posterior model probabilities, where the prior width is varied across simulations. Results support biased Bayes factors for aggregated analyses, but accurate Bayes factors for non-aggregated analyses. Aggr. = aggregated; non-aggr. = non-aggregated; AxB = interaction between factors A and B; A = main effect of factor A; scale = prior scale; no sl. = no random slopes; with sl. = with random slopes; not viol. = not violated; ME = main effects.
**Figure G8.** Simulation 2.1: Results from SBC for model inference when item variance is present. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior scale of the random item slopes is varied across simulations. Results suggest biased Bayes factors for aggregated analyses, but relatively more accurate Bayes factors for non-aggregated analyses.
Figure G9. Simulation 2.2: BayesFactor package: Results from SBC for model inference when item variance is present. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior scale of the random item slopes is varied across simulations. Results suggest biased Bayes factors for aggregated analyses, but relatively more accurate Bayes factors for non-aggregated analyses.
Figure G10. Simulation 2.3: BayesFactor package: Results from SBC for model inference when item variance is present. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior scale of the random item slopes is varied across simulations. Results suggest biased Bayes factors for aggregated analyses, but relatively more accurate Bayes factors for non-aggregated analyses.
Figure G11. Simulation 2.4: brms package: Results from SBC for model inference when item variance is present. Shown are results from a sensitivity analysis on the posterior model probabilities, where the prior scale of the random item slopes is varied across simulations. Results suggest biased Bayes factors for aggregated analyses, that bias is (partly) reduced for non-aggregated analyses, but that also non-aggregated analyses still exhibit bias.