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We consider after-study statistical inference for sequentially designed experiments wherein multiple units are assigned treatments for multiple time points using treatment policies that adapt over time. Our goal is to provide inference guarantees for the counterfactual mean at the smallest possible scale—mean outcome under different treatments for each unit and each time—with minimal assumptions on the adaptive treatment policy. Without any structural assumptions on the counterfactual means, this challenging task is infeasible due to more unknowns than observed data points. To make progress, we introduce a latent factor model over the counterfactual means that serves as a non-parametric generalization of the non-linear mixed effects model and the bilinear latent factor model considered in prior works. For estimation, we use a non-parametric method, namely a variant of nearest neighbors, and establish a non-asymptotic high probability error bound for the counterfactual mean for each unit and each time. Under regularity conditions, this bound leads to asymptotically valid confidence intervals for the counterfactual mean as the number of units and time points grows to infinity together at suitable rates. We illustrate our theory via several simulations and a case study involving data from a mobile health clinical trial HeartSteps.

1. Introduction. There is growing interest in using sequential experiments in a multitude of real-world applications. As examples, the domains and applications using such experiments include mobile health, e.g., to encourage healthy behavior [53, 35, 27, 47], online education, e.g., to enhance learning, [36, 39, 46, 19], legal context, e.g., to encourage court attendance [4], public policy [30, 20], besides personalized ads and news recommendations [33, 45, 11, 7, 44], and the conventional domains like recommender systems [51]. We focus on sequential experiments where in \( N \) units undergo a sequence of treatments for \( T \) time periods. Via such experiments (also referred to as studies), practitioners aim to learn effective treatment that promote a desired behavior (or outcome) with the units in the experiment. A key task for achieving this aim is the after-study estimation of treatment effect that can inform the design of subsequent studies. Here we develop methods to estimate the effect of various treatments at the unit \( \times \) time-level—the smallest possible scale—for a general class of sequential experiments.

More precisely, we consider an experimental setting with finitely many treatments \( A \) (e.g., \( \{0, 1\} \)). Let \( A_{i,t} \) denote the treatment assigned to unit \( i \in [N] \) at time \( t \in [T] \), and let \( Y_{i,t} \) denote the outcome observed for unit \( i \) after the treatment was assigned at time \( t \). We assume the following model:

\[
Y_{i,t}(a) = \theta_{i,t}(a) + \epsilon_{i,t}(a), \quad \text{for} \ a \in A, \quad \text{and} \quad Y_{i,t} = Y_{i,t}(A_{i,t}),
\]

where for each treatment \( a \in A \), the tuple \( (Y_{i,t}(a), \theta_{i,t}(a)) \) denotes the counterfactual outcome (also referred to as the potential outcome) and its mean under treatment \( A_{i,t} = a \), and \( \epsilon_{i,t}(a) \) denotes zero-mean noise. Note that for any at a given time, only one of the outcomes is observed (denoted by \( Y_{i,t} \)). The model (1) follows the classical Neyman-Rubin causal model [38, 41], and as stated already makes two assumptions: (i) The consistency assumption, also known as
the stable unit treatment value assumption (SUTVA), i.e., the observed outcome is equal to
the potential outcome, and (ii) No delayed or spill-over effect, i.e., the counterfactuals at time
\( t \) do not depend on any past treatment.\(^1\) We consider settings where the treatments \( \{ A_{i,t} \}_{i=1}^N \)
are assigned using an adaptive treatment policy \( \pi_t \) that can depend on all the data observed
until time \( t \) (hence the name sequential experiment). In this work, we consider generic se-
quential policies (see Assum. 1 for a formal description), e.g., it can be based on a bandit
algorithm like Thompson sampling, \( \epsilon \)-greedy etc. Notably, we allow policies that pool the
data across units during the experiment. While such pooled policies exhibit promises for ef-
effective treatment delivery during the study in noisy data settings, they introduce non-trivial
challenges for after-study inference \([53, 47]\).

A growing line of recent work has developed methods to estimate average treatment effects
in sequential experiments with stochastic adaptive policies. These works primarily leverage
on knowledge of the policy and use adjustments via inverse propensity weights (the sam-
pling probabilities), see, e.g., \([28, 56, 16]\) for off-policy evaluation, \([59]\) for asymptotic prop-
erties of M-estimators in contextual bandits. These works, however, assume i.i.d potential
outcomes—namely independent units are observed at each time (i.e., there is no joint exper-
iment across units). \([57, 17]\) provide strategies to estimate average treatment effects for non-
stationary settings that include multiple units within an experiment and allow for non-i.i.d
potential outcomes within units over time. Notably these works assume that the experiments
are run independently for each unit so that pooling of units for policy design is not allowed.

This work is motivated by the scientific desires of performing multiple primary and sec-
ondary analyses after-study \([36, 26]\), leading to our goal, namely counterfactual inference
in sequential experiments at the unit×time level. In particular, we want to learn the coun-
terfactual means \( \Theta \triangleq \{ \theta_{i,t}^{(a)} \}_{a \in A, i \in [N], t \in [T]} \) in (1). This goal is more ambitious than
estimating the population-level mean counterfactual mean parameter \( \bar{\theta}^{(a)} = \mathbb{E}[Y_{i,t}^{(a)}] \) (with ex-
pectation over units, and time), since we consider heterogeneity in the means across units,
time and treatments. These estimates can then be used to (i) estimate the treatment effect for
a given unit at a given time (often referred to as the individual treatment effect (ITE)), the
variation in ITE across units, and time, etc., (ii) to adjust the sequential policy updates in
an ongoing experiment, (iii) to assess the regret of the sequential policy, and (iv) off-policy
optimization for the next experiment, etc.

Our contributions. Without any structural assumption on the counterfactuals \( \Theta \), our task is
infeasible, since the number of unknowns (\(|A|NT\)) is more than the number of observations
\((NT)\). We consider a non-linear latent factor model on \( \Theta \) that (i) is a (statistical) model-free
generalization of a broad class of non-linear mixed effects model, (ii) allows heterogeneity in
treatment effects across units and time, and (iii) makes counterfactual inference in sequential
experiments feasible (see Sec. 2.2 for details). To construct the counterfactual estimates for
data from a sequential experiments with a generic sequential policy, sub-Gaussian latent fac-
tors, and noise (Assum. 1 to 5), we use a non-parametric method, namely a variant of nearest
neighbors algorithm (Sec. 2.3). We establish a high probability error bound for our estimate
of \( \theta_{i,t}^{(a)} \) at any time \( t \) and for any unit \( i \) (unit×time-level; Thm. 3.1) that can be applied to
a wide range of factor distributions. For the setting with \( M \) distinct types of units (discrete
units), the squared error is \( \tilde{O}(T^{-1/2} + M/N) \) under regularity conditions (Cor. 1). We then
show that under regularity conditions, our general error guarantee yields an asymptotically
valid prediction interval (Thm. 3.2); which admits a width of \( \tilde{O}(T^{-1/4}) \) for the setting with
discrete units (Cor. 2). We also establish asymptotic guarantees for the population-level mean

\(^1\)See Sec. 4.2 on possible extensions when spillover effects are present.
counterfactual using the unit $\times$ time-level estimates (Thm. 3.3), with width of the intervals similar to that at the unit-level (Cor. 3). Our proof involves a novel sandwich argument to tackle the challenges introduced due to sequential nature of policy (see Sec. 3.5). In Sec. 4, we illustrate how our theory extends to settings with (bounded) spillover effects. Finally, we illustrate our theory via several simulations, and a case study with data from a mobile health trial HeartSteps [35].

Overall, our work compliments the growing literature on statistical inference with adaptively collected data [28, 16, 58, 59] by providing the first guarantee for counterfactual inference under a general non-parametric model that also allows for adaptive sampling policies that depend arbitrarily on all units’ past observed data. En route to establishing our guarantees, we leverage the connection between latent factor models, and matrix completion, and provide the first entry-wise guarantee for non-linear factor models, and under (sequential) missing at random (MAR) settings. Overall, our results advance the literature on factor models [8, 9, 6] with entry-wise inference with non-linear factor models under sequential randomization as well as matrix completion results by complimenting the recent work on entry-wise guarantees for missing completely at random settings (purely exploratory experiment) [34, 21, 23] and missing not at random settings (observational study) [3, 2].

Organization. We start with a description of our set-up and algorithm in Sec. 2, followed by main results in Sec. 3. We discuss multiple extensions of our work in Sec. 4 and present our empirical vignettes of our algorithm in Sec. 5. We conclude with a discussion of future directions in Sec. 6. Detailed proofs and additional details for experiments are deferred to the appendix.

Notation. For $k \in \mathbb{N}, [k] \triangleq \{1, \ldots, k\}$. We use bold symbols (like $\mathbf{N}$, $\mathbf{T}$) to denote sets, and normal font with same letters to denote the size of these sets (e.g., $N = |\mathbf{N}|$ and $T = |\mathbf{T}|$). We write $a_n = O(b_n)$, $a_n \ll b_n$, or $b_n \gg a_n$ to denote that there exists a constant $c > 0$ such that $a_n \leq cb_n$, and $a_n = o(b_n)$ when $\frac{a_n}{b_n} \to 0$ as $n \to \infty$. We use $a_n \lesssim b_n$ or $b_n \gtrsim a_n$ to denote that $a_n = O((\log n)^c b_n)$ for some constant $c$. We use $O\text{-notation}$ to hide logarithmic dependencies on the underlying index set. For a sequence of real-valued random variables $X_n$, we write $X_n = O_P(b_n)$ when $\frac{X_n}{b_n}$ is stochastically bounded, i.e., for all $\delta > 0$, there exist finite $c_\delta$ and $n_\delta$ such that $\mathbb{P}\left(\frac{X_n}{b_n} > c_\delta\right) < \delta$, for all $n > n_\delta$; and we write $X_n = o_P(b_n)$ when $\frac{X_n}{b_n} \to 0$ in probability as $n \to \infty$. We often use a.s. to abbreviate almost surely.

2. Problem set-up and algorithm. In Sec. 2.1, we formally describe the data generating mechanism and the structural assumptions on the counterfactual means, followed by the description of the nearest neighbors algorithm proposed for estimating these means (along with confidence intervals) in Sec. 2.3. We then elaborate two settings in Sec. 2.4 that serve as running illustrative examples for our theoretical results.

Throughout this work, we use the term exogenous to denote that the quantity was generated independent of all other sources of randomness.

2.1. Sequential policy. First, we describe how the treatments are assigned in the sequential experiment. Let $\pi_t$ denote the treatment policy at time $t$ that generates the treatments $\{A_{i,t}\}_{i=1}^N$. We use $\mathcal{F}_{t-1} \triangleq \{Y_{i,t'}, A_{i,t'}, i \in [N], t' \in [t-1]\}$ to denote the sigma-algebra of the data observed till time $t-1$. Our first assumption states that the $\{\pi_t\}_{t=1}^T$ are sequentially adaptive, and in fact the dependence of the policy can be arbitrary on the past data:

**Assumption 1 (Sequential policy).** The treatment policy $\pi_t$ at time $t$ is measurable with respect to the sigma-algebra, $\mathcal{F}_{t-1}$, where $\pi_t(a) = \mathbb{P}(A_{i,t} = a|\mathcal{F}_{t-1})$ for unit $i \in [N]$ and treatment $a \in A$. Conditioned on $\mathcal{F}_{t-1}$, the variables $\{A_{i,t}\}_{i=1}^N$ are drawn independently.
Moreover, for \( a \in \mathcal{A} \), let \( \{\pi_{a,t}\}_{t=1}^{\infty} \) denote a sequence of non-increasing scalars (that can decay to 0) such that

\[
\inf_{t' \leq t, i \in [N]} \pi_{t',i}(a) \geq \pi_{a,t} \quad \text{almost surely for } t \in [T].
\]

Assum. 1 states that the treatments at time \( t \) are assigned based on a policy that depends on the data observed till time \( t-1 \); and conditional on the history, the treatments are independently assigned at time \( t \). Notably Assum. 1 puts no restrictions on how the policy is updated, e.g., it could have pooled the data across units, it could be based on bandit algorithms like Thompson sampling, \( \epsilon \)-greedy, multiplicative weights, softmax etc, or it can come from a non-Markovian algorithm that might use past data in a non-trivial way. The term \( \pi_{a,t} \) captures the rate of decay in the minimum exploration of the underlying sampling policy. E.g., an \( \epsilon \)-greedy or pooled \( \epsilon \)-greedy based treatment policy, with \( \epsilon \) decaying with \( t \) as \( \epsilon_t \), would admit \( \pi_{a,t} = \frac{\epsilon_t}{|A|} \). Assum. 1 is generic and natural in several sequential experiments. In the mobile health trial considered later in Sec. 5.2, for the treatment being sending a notification (or not)—whether or not user \( i \) is sent a notification at time \( t \) is independent of whether any other user \( j \) is sent a notification, conditional on historical data for all users.

**Bounded noise.** We make a standard assumption on the noise variables viz zero mean and bounded variance. To simplify the presentation, we assume bounded noise; and refer to App. G.1 for an extension of our theory for sub-Gaussian noise:

**ASSUMPTION 2 (i.i.d zero mean noise).** The noise \( \{\epsilon_{i,t}^{(a)}; i \in [N], t \in [T]\} \) are exogenous, independent of each other with \( \mathbb{E}[\epsilon_{i,t}^{(a)}] = 0, \mathbb{E}[\epsilon_{i,t}^{(a)}]^2 = \sigma_{\epsilon,a}^2 \), and \( |\epsilon_{i,t}^{(a)}| \leq c_\epsilon \) a.s. for \( a \in \mathcal{A} \).

### 2.2. Non-parametric factor model on counterfactuals.

We impose a non-linear factor model on the collection of mean counterfactual parameters \( \Theta \). Our model involves two sets of \( d \)-dimensional latent factors—\( \mathcal{U} \triangleq \{u_i^{(a)}, a \in \mathcal{A}, i \in [N]\} \), and \( \mathcal{V} \triangleq \{v_t^{(a)}, a \in \mathcal{A}, t \in [T]\} \). In particular, we assume that in the study, given a treatment \( a \in \mathcal{A} \), for each unit we can associate a latent unit factor \( u_i^{(a)} \), and with each time we can associate a latent time factor \( v_t^{(a)} \), such that conditioned on these latent factors

\[
\theta_{i,t}^{(a)} = f^{(a)}(u_i^{(a)}, v_t^{(a)}),
\]

for some fixed but unknown function \( f^{(a)} \). For the sequential experiments motivating our work, the unit latent factors can account for the unobserved unit-specific traits, while the latent time factors encode time-specific causes that might correspond, e.g., to unobserved societal changes. Our model allows the non-linearity, the unit and time factors to vary treatment \( a \). Putting this together with (1), we conclude that our counterfactual model is given by

\[
\gamma_{i,t}^{(a)} = f^{(a)}(u_i^{(a)}, v_t^{(a)}) + \epsilon_{i,t}^{(a)}.
\]

In particular, \( u_i^{(a)} \) and \( v_t^{(a)} \) capture the heterogeneity of counterfactuals for a given treatment \( a \) across units and time respectively, while \( f^{(a)} \) allows for a different non-linear function across treatments. We highlight that (4) is a flexible non-parametric model as it does not assume the knowledge of the non-linear function \( f^{(a)} \) and puts no parametric assumption on the distributions of latent factors and the noise variables. This functional form generalizes the classical (i) non-linear mixed effects model, and (ii) bilinear latent factor model in causal panel data, which we now discuss.

#### 2.2.1. Generalization of prior models.

We first discuss how (4) generalizes a class of non-linear mixed effects models, followed by the bilinear factor model in causal panel data.
Relation with non-linear mixed effects model. Our non-linear latent factor model (4) is a (statistical) model-free generalization of non-linear mixed effect model with no observed covariates. For such a model, we note that the corresponding equation for the counterfactuals is given by [49, Eqn. 2.1], [54, Eqn. 3.1]:

\[
Y_{i,t}^{(a)} = g(\beta, \bar{u}_i^{(a)}, t, a) + \varepsilon_{i,t}^{(a)}.
\]

Here the function \(g\) takes a known non-linear functional form and is parameterized by the unknown parameter \(\beta\), also called the fixed effect; \(\bar{u}_i^{(a)}\) is a zero mean random variable specific to unit \(i\) and treatment \(a\), and is referred to as unit-specific random effect assumed to be drawn i.i.d from a known family of distributions (typically Gaussian distribution with unknown variance); and \(\varepsilon_{i,t}^{(a)}\) denotes i.i.d mean zero noise, that is also typically assumed to be Gaussian with unknown variance. The noise and random effects are assumed to be drawn independent of each other. Some common examples of (5) include the univariate linear mixed effects model:

\[
g(\beta, \bar{u}_i^{(a)}, t, a) = \beta_{a} + \bar{u}_i^{(a)} + \bar{v}_l^{(a)},
\]

where the scalars \(\bar{v}_l^{(a)}\) capture the variation of \(g\) with time \(t\) and \(a\). A multivariate linear mixed effects model is given by

\[
g(\beta, \bar{u}_i^{(a)}, t, a) = \left( u_i^{(a)}, v_t^{(a)} \right),
\]

where \(u_i^{(a)}\) denotes the unit-specific random effect, and \(v_t^{(a)}\) denotes the time-specific random effect. We highlight that (6) can be obtained as a special case of (7) by choosing \(u_i^{(a)} \leftarrow (\beta_{a}, \bar{u}_i^{(a)}, 1)^\top\), and \(v_t^{(a)} \leftarrow (1, 1, \bar{v}_l^{(a)})^\top\). For these models, the quantities of interest include the fixed effect (parameter) \(\beta\), and the unit-specific random effect (random variable) \(\bar{u}_i^{(a)}\) for each unit \(i\). Typical estimation strategies include Expectation-Maximization for maximum likelihood for estimating \(\beta\), followed by empirical Bayes for estimating \(\bar{u}_i^{(a)}\) when the random effects and noise are Gaussian; or Markov chain Monte Carlo for random effects and noise from a general parametric family [31, 54] (see the book [24] for a thorough treatment for random effects models).

Tradeoff between assumptions and estimands. Given the discussion above, we conclude that our model (4) is a generalization of the non-linear mixed effects model (5) since we assume no knowledge of (i) the non-linear function \(f^{(a)}\), (ii) the distribution of \(u_i^{(a)}\), and (iii) the distribution of noise \(\varepsilon_{i,t}^{(a)}\). We tradeoff this increase in the flexibility of the model with a restriction on the quantities of interest from the unknown parameter and random effects to the conditional mean of counterfactuals. E.g., in the setting (6) instead of estimating each of the (fixed and random) effects \(\beta, \bar{u}_i^{(a)}, \bar{v}_l^{(a)}\), we directly estimate the unit-time level conditional mean \(\beta_{a} + \bar{u}_i^{(a)} + \bar{v}_l^{(a)}\). Note that this change of estimand also implies that our latent factors are not necessarily mean zero. This tradeoff in the favor of a weaker assumptions with a weaker estimand is motivated by our main goal in this paper, namely estimating the unit-time-level treatment effect. This choice is well-suited for numerous applications in healthcare, behavioral science and social science, where the functional form of treatment effect is not known due to the lack of well-established mechanistic models between the unobserved random effects and the observed outcomes. (In the mobile health study considered later in this work, the functional form of relationship between the unobserved user traits and the step-counts over time is not well-understood.)
Relation with causal panel data. We note that special cases of model (4) have appeared in prior work in panel data settings, synthetic control and synthetic interventions with a bilinear $f^{(a)}$ and shared unit latent factors across treatments. In particular, the synthetic control literature [1, 52, 5] and the causal panel data literature [6, 10] imposes a bilinear factor model as the counterfactual means under control (treatment 0) as $\theta_{i,t}^{(0)} = \langle u_i, v_t \rangle$ as their primary estimands are the control counterfactuals $\theta_{i,t}^{(0)}$. On the other hand, in synthetic interventions [3], all counterfactuals are modeled via bilinear factor model with shared unit latent factors across treatments, that is, $\theta_{i,t}^{(a)} = \langle u_i, v_t^{(a)} \rangle$. Thus our model (4) is a non-linear generalization of the counterfactual mean model assumed in these works.

We finally state our non-parametric model as a formal assumption for ease of reference throughout the paper. For simplifying the presentation of results for the most of the paper, we state most of our guarantees primarily for a bilinear latent factor model. We highlight that this assumption is not necessary for our analysis and we present a more general result for the non-linear factor model with Lipschitz $f^{(a)}$ in Sec. 4.1.

ASSUMPTION 3 (Latent factorization of counterfactuals). Conditioned on the latent factors $U$ and $V$, the mean counterfactuals satisfy $\theta_{i,t}^{(a)} = \mathbb{E}[\epsilon_{i,t}]$, for $a \in A$. We make a final remark before describing the overall data generating mechanism.

REMARK 1 (Dimensionality reduction). The factorization assumption (4) implicitly serves the purpose of dimensionality reduction as it reduces the effective degrees of freedom for our counterfactual inference task with $N_T$ observed outcomes of estimating $|A|NT$ unknowns in $\Theta$ to estimating $|A|(N + T)d$ unknowns in $(U, V)$. Throughout this work, we treat the dimension $d$ of latent factors as fixed while $N,T$ get large.

2.2.2. Distributional assumptions on latent factors, and data generating mechanism. Next, we state assumptions on how the latent factors are generated—put simply, we assume that all the latent factors are exogenous and drawn i.i.d. For simplicity, we also assume that the latent factors are bounded, and discuss how our results can be easily extended to the setting with sub-Gaussian latent factors in App. G.1.

ASSUMPTION 4 (i.i.d unit latent factors). The unit latent factors $U \triangleq \{ u_i^{(a)}, a \in A \}_{i=1}^N$ are exogenous, and drawn i.i.d from a distribution with bounded support and mean not necessarily zero, and $\| u_i^{(a)} \|_2 \leq c_u \ a.s.$

ASSUMPTION 5 (i.i.d time latent factors). The time latent factors $V \triangleq \{ v_t^{(a)}, a \in A \}_{t=1}^T$ are exogenous, and for each $a \in A$, they are drawn i.i.d from a distribution with bounded support and mean not necessarily zero, $\| v_t^{(a)} \|_2 \leq c_v \ a.s.$, and $\Sigma_v^{(a)} \triangleq \mathbb{E}[ v_t^{(a)} (v_t^{(a)})^\top ] \succeq \lambda_v I_d$ for some constants $c_v, \lambda_v > 0$.

Before discussing Assum. 4 and 5, we note that putting together Assum. 1 to 5 imply the following data generating mechanism:

1. Generate $N|A|$ i.i.d latent factors $U$, $T|A|$ i.i.d time latent factors $V$ and $NT$ i.i.d noise variables $\{ \epsilon_{i,t}^{(a)} \}$, independently of each other. (These random variables determine the $NT|A|$ counterfactual mean parameters $\Theta$, and the counterfactual outcomes in (4).)
2. Initialize the treatment policy at time $t = 1$ to some vector $\pi_1 \in [0,1]^N$.
3. For $t = 1, 2, \ldots, T$:
   (i) Generate treatments $A_{i,t} \sim \text{Multinomial}(\pi_{t,i})$, independently across all units $i \in [N]$.
   (ii) Observe noisy outcomes $\{ Y_{i,t} = \theta_{i,t}^{(A_{i,t})} + \epsilon_{i,t}^{(a)} \}_{i=1}^N$ are observed for all units $i \in [N]$.
   (iii) Update the treatment policy to $\pi_{t+1} \in [0,1]^N$ using all the observed data so far.
This mechanism serves as a simplified but representative setting for several sequential experiments, especially the ones on digital platforms (like mobile health, online education).

Now we discuss Assum. 4 and 5. The i.i.d assumption on the unit latent factors (Assum. 4) is a reasonable assumption when the units in the experiment are drawn in an i.i.d manner from some superpopulation. This assumption is standard in the literature on experiments (as well as its analog that the unit-specific random effects are drawn i.i.d in the literature on mixed-effects models). Such a distributional assumption on the unit factors allows us to easily characterize the neighborhood (number of neighbors, smoothness in how that number varies) around a fixed unit factor as a function of the distance from that unit factor. These distributional assumptions can be relaxed and instead regularity conditions that provide a tight control on the number of neighbors as a function of radius.

The i.i.d assumption on the time latent factors however can be a bit restrictive, as the exogenous time-varying causes might be correlated. We discuss possible extensions to such settings in App. G.3. Moreover, the positive definiteness of $\Sigma_0^{(a)}$ can also be relaxed (App. G.2). The boundedness assumption on latent factors is for simplicity, and can be extended to sub-Gaussian latent factors; see App. G.1. Finally, we remark that even though unit and time latent factors are i.i.d, the counterfactual means in $\Theta$ are not i.i.d, and are correlated across units and time. E.g., for unit $i$, the mean parameters $\{\theta_{i,t}^{(a)}\}_{t=1}^T$ across time are coupled via the unit latent factor $u_i$. We discuss two illustrative examples of latent factor distributions later in Sec. 2.4.

2.2.3. Estimands and terminology. Our main goal is estimating the unit×time-level counterfactual mean $\tilde{\theta}_{i,t}^{(a)}$ (conditioned on $v_t^{(a)}, v_t^{(a)}$) for an arbitrary tuple $(i, t, a)$, and we are interested in quantifying non-asymptotic performance of our estimate as well as constructing asymptotically valid prediction intervals for the estimand. Our secondary goal is to estimate the population-level counterfactual mean—which due to Assum. 3 can be rewritten as $\tilde{\theta}(a) \triangleq \mathbb{E}[u_t^{(a)} v_t^{(a)}]$ for $a \in A$—and establish asymptotic consistency of the estimate and asymptotic validity of the constructed confidence intervals. Note that while $\theta_{i,t}^{(a)}$ is a random variable akin to the unit×time-level random effect in (6), $\tilde{\theta}(a)$ is a parameter akin to the fixed effect in (6). Consequently, we use the terms prediction interval and confidence interval for

---

**Fig 1.** Graphical model for the sequential experiment design considered here. Circles and rectangles denote unobserved and observed variables respectively. Panel (a) illustrates the observation model (1), and the sequential nature of policy (Assum. 1). Panel (b) visualizes the latent factor model assumed on the counterfactual mean parameters $\theta_{i,t}^{(a)}$ in terms of the (treatment-specific) unit and time latent factors $v_t^{(a)}$ and $v_t^{(a)}$ (Assum. 3 and 3)).
the intervals constructed to quantify the uncertainty in the estimation of $\theta_{i,t}^{(a)}$, and $\bar{\theta}^{(a)}$ respectively. Moreover, it is conventional to refer estimating the random variable $\theta_{i,t}^{(a)}$ as a prediction problem, and the corresponding estimate as a predictor. However, for consistency in the language, we continue to use the terms estimation and inference for our task of estimating both these quantities, and quantifying the associated uncertainty.

2.3. Algorithm. We solve the task at hand via a non-parameteric method, namely a variant of nearest neighbors. To estimate $\theta_{i,t}^{(a)}$ for a given tuple $(i,t,a)$, our nearest neighbors estimate is constructed in two simple steps: (i) use all the available data under treatment $a$ to estimate a set of nearest neighbors for $i$, and (ii) compute an average of the observations across these neighbors that also have $A_{i,t} = a$. To perform step (i), we make use of a hyperparameter $\eta$ that needs tuned (that we discuss in App. F). We now state the algorithm for construction our estimates and uncertainty intervals.

2.3.1. Estimates and uncertainty quantification. We start with the unit level estimates, and then describe the population-level estimates.

Estimate and prediction interval for $\theta_{i,t}^{(a)}$. For any $i,j \in [N]$ and $a \in A$ define

$$(8) \quad \rho_{i,j,a} \triangleq \frac{\sum_{s=1}^{T} 1(A_{i,s} = a)1(A_{j,s} = a)(Y_{i,s} - Y_{j,s})^2}{\sum_{s=1}^{T} 1(A_{i,s} = a)1(A_{j,s} = a)}.$$ 

In words, $\rho_{i,j,a}$ denotes the mean squared distance of observed outcomes over time points when both unit $i$ and $j$ were assigned treatment $a$. Next, the set of available nearest neighbors for the tuple $(i, t, a, \eta)$ is defined as

$$(9) \quad N_{i,t,a,\eta} \triangleq \{ j \in [N] \setminus \{i\} \mid \rho_{i,j,a} \leq \eta, A_{j,t} = a \}.$$ 

Denote $N_{i,t,a,\eta} = |N_{i,t,a,\eta}|$. Our estimate for $\theta_{i,t}^{(a)}$ is given by a simple outcome average:

$$(10) \quad \widehat{\theta}_{i,t,\eta}^{(a)} = \frac{1}{N_{i,t,a,\eta}} \sum_{j \in N_{i,t,a,\eta}} Y_{j,t}.$$ 

When the number of available neighbors $N_{i,t,a,\eta} = 0$, the estimate is as follows:

$$(11) \quad \text{if } N_{i,t,a,\eta} > 0 \quad \widehat{\theta}_{i,t,\eta}^{(a)} = \frac{1}{N_{i,t,a,\eta}} \sum_{j=1}^{N} Y_{j,t}, \quad \text{else } \widehat{\theta}_{i,t,\eta}^{(a)} = \frac{\sum_{j=1}^{N} 1(A_{i,t} = a)Y_{j,t}}{\sum_{j=1}^{N} 1(A_{i,t} = a)}.$$ 

That is, when $N_{i,t,a,\eta} = 0$, we return the observed outcome if $A_{i,t} = a$, else we simply return the averaged over all observed outcomes corresponding to treatment $a$ at time $t$. Notably, our guarantees are established for (10) (and not (11)), and we establish regularity conditions such that $N_{i,t,a,\eta} = 0$ happens with small probability.\footnote{While theoretically unit $i$ is allowed to be its own neighbor, in practice we do not include it since the test/validation error in real settings is measured with respect to held out observations and is severely impacted if we allow the unit to be its own neighbor.} Notably, the estimates above do not require any knowledge of the sequential policy $\pi_t$ although when the policy is known, one can instead consider an inverse-propensity-weighted version (see App. G.3).

Next, we construct the prediction interval for $\theta_{i,t}^{(a)}$ conditioned on $(u_{i,t}^{(a)}, v_{i,t}^{(a)})$. For a given level $\alpha > 0$, our estimate for the $(1 - \alpha)$ confidence interval for $\theta_{i,t}^{(a)}$ is provided only if
where \( z_{\frac{\alpha}{2}} \) denotes the \( 1 - \frac{\alpha}{2} \) quantile of standard normal random variable, and \( \tilde{\sigma}_a^2 \) is the estimated noise variance (see App. F).

*Estimate and confidence interval for \( \hat{\theta}^{(a)} \).* Our estimate for the counterfactual mean averaged over all units and time is

\[
\hat{\theta}^{(a)}_\eta = \frac{1}{NT} \sum_{t=1}^T \sum_{i=1}^N (1(A_{i,t} = a)Y_{i,t} + 1(A_{i,t} \neq a)\hat{\theta}^{(a)}_{i,t,\eta}),
\]

Finally, to construct the \((1 - \alpha)\) confidence interval for \( \hat{\theta}^{(a)} \), we randomly sub-sample \( K \) indices (denoted by \( K \)) from the set \([N] \times [T]\) and construct the interval

\[
\left( \hat{\theta}^{(a)}_{\eta,K} - \frac{z_{\frac{\alpha}{2}} \tilde{\sigma}_{a,K}}{\sqrt{K}}, \hat{\theta}^{(a)}_{\eta,K} + \frac{z_{\frac{\alpha}{2}} \tilde{\sigma}_{a,K}}{\sqrt{K}} \right),
\]

where

\[
\hat{\theta}^{(a)}_{\eta,K} \triangleq \frac{1}{K} \sum_{(i,t) \in K} \hat{\theta}^{(a)}_{i,t,\eta} \quad \text{and} \quad \tilde{\sigma}_{a,K}^2 \triangleq \frac{1}{K-1} \sum_{(i,t) \in K} (\hat{\theta}^{(a)}_{i,t,\eta} - \hat{\theta}^{(a)}_{\eta,K})^2.
\]

### 2.4. Two illustrative examples.

Our results for the nearest neighbor algorithm rely on the probability of sampling a nearest neighbor for a given unit.

Given a latent unit factor \( u \) under treatment \( a \), we define the function \( \Phi_{u,a} : \mathbb{R}_+ \to [0, 1] \) that characterizes the probability of sampling a neighboring unit of \( u \):

\[
\Phi_{u,a}(r) \triangleq \mathbb{P}\left[ (u' - u)^\top \Sigma^{(a)}_v (u' - u) \leq r \right], \quad \text{for} \ r \geq 0,
\]

where \( \Sigma^{(a)}_v \) is the covariance matrix of the latent time factors as defined in Assum. 5, and the probability is taken only over the randomness in the draw of the unit factor \( u' \) from the corresponding distribution assumed in Assum. 4.

Next, we describe two distinct examples for the latent factor distributions that are later used to illustrate our theoretical results. We assume \( \Sigma^{(a)}_v = \mathbb{I}_d \) to simplify calculations:

**Example 1** (Discrete unit factors). *Here, we consider a uniform latent unit distribution that over a finite set of \( M \) distinct \( d \)-dimensional vectors (where \( M \) can scale with \( T \); see (a)) so that for any \( u \) in the set, \( \Phi_{u,a}(0) = \frac{1}{M} \).

**Example 2** (Continuous unit factors). *In this setting, the latent unit factors are distributed uniformly over \([0, 1]^d\) so that \( \Phi_{u,a}(\eta) \propto \eta^\frac{d}{2} \) for all \( \eta \leq 1 \), and any \( u \in [0, 1]^d \).*

These two examples cover two different classes of models. The set-up in Ex. 1 is analogous to a parametric model with degree of freedom \( M \), while the set-up in Ex. 2 is representative of a non-parametric model in \( d \) dimensions (the uniformity of distribution in these examples is to simplify computations; see Sec. 3.2.3).

### 3. Main results.

In this section, we present our main results for counterfactual inference. We begin with non-asymptotic guarantee at unit x time-level (Thm. 3.1) in Sec. 3.1, followed by an asymptotic version (Thm. 3.2) in Sec. 3.3. We discuss asymptotic guarantees at the population-level (Thm. 3.3) in Sec. 3.4. We conclude this section with a proof sketch of Thm. 3.1 in Sec. 3.5, while deferring the discussion on variance estimate to App. E.2.
3.1. Non-asymptotic guarantee at the unit×time-level. We use the following shorthands to simplify the presentation of our results:

\begin{equation}
\eta' \triangleq \eta - 2\sigma_a^2 - \epsilon_\delta \quad \text{where} \quad \epsilon_\delta \triangleq \frac{4(c_u c_u + c_v)2\sqrt{2\log(\frac{4NT}{\delta})}}{\tau_{a,t} \sqrt{T}}.
\end{equation}

Recall the definition (15) of \( \Phi_{i,a} \), and note \( C \) denotes a universal constant. We are now well-equipped to state our first main result for unit×time-level estimates.

**Theorem 3.1** (Non-asymptotic error bound for \( \hat{\theta}_{i,t}^{(a)} \)). Consider a sequential experiment with \( N \) units and \( T \) time points satisfying Assum. 1 to 5. Given a fixed \( \delta \in (0,1) \), suppose that for the sequential policy \( \pi_{a,T} \geq T^{-\frac{1}{2}} \sqrt{8\log(2/\delta)} \). Then for any fixed unit with latent factor \( u_i \), any fixed \( t \in [T], a \in A \), and any fixed scalar \( \eta \) such that \( \pi_{a,t}(N-1)\Phi_{i,a}(\eta') \geq 1 \), conditional on \( (u_i^{(a)}, v_i^{(a)}) \) the nearest neighbor estimate \( \hat{\theta}_{i,t}^{(a)} \) (10) satisfies

\begin{equation}
\begin{align*}
(\hat{\theta}_{i,t}^{(a)} - \theta_{i,t}^{(a)})^2 &\leq 2(\bar{B} + \bar{V}) \quad \text{where} \quad \bar{B} \triangleq \frac{2}{\lambda_a}(\eta - 2\sigma_a^2) + \frac{c_v^2 c_\delta}{\lambda_a}, \\
\bar{V} &\triangleq \frac{24\sigma_a^2 \log(\frac{\delta}{\delta})}{\tau_{a,t} \Phi_{i,a}(\eta')(N-1)} \max\left\{ 1, \frac{4\epsilon_\delta^2 \log(\frac{\delta}{\delta})}{\tau_{a,t} \Phi_{i,a}(\eta')(N-1)} \right\} \\
&\quad \pm 72\epsilon_\delta^2 \max\left\{ \left( \frac{\Phi_{i,a}(\eta' + 2\epsilon_\delta)}{\Phi_{i,a}(\eta')} - 1 \right)^2, \frac{C\log^2(\frac{\delta}{\delta})}{(\Phi_{i,a}(\eta')(N-1))^2} \right\},
\end{align*}
\end{equation}

and \( \Phi_{i,a} \triangleq \Phi_{u_i^{(a)},v_i^{(a)}} \), with probability at least \( 1 - \delta - 2e^{-\frac{\tau_{a,t} \Phi_{i,a}(\eta')(N-1)}{10}} \).

See App. A for its proof. Thm. 3.1 provides a high probability error bound on the nearest neighbor estimate for generic sequential experiments, while leveraging entire data. Before we return to discussing the consequences of such a generic guarantee (in Sec. 3.2.1), let us first unpack this general guarantee. We start with a corollary for the two examples discussed earlier Ex. 1 and 2 with a scaling of \( \pi_{a,T} = \Omega(T^{-\beta}) \) for \( \beta \in [0, \frac{1}{2}] \), i.e., the minimum exploration is decaying with a rate bounded below by \( T^{-\beta} \) at time \( T \). E.g., in an \( \epsilon \)-greedy or pooled \( \epsilon \)-greedy with \( \epsilon \) decaying with \( t \) as \( \epsilon_t \), this scaling asserts that \( \frac{T}{|A|} = \Omega(T^{-\beta}) \) and thus as \( \beta \) increases, \( \epsilon_t \) decreases to 0 more rapidly, which translates to faster decay in the exploration rate, and faster increase in the exploitation rate over time. This corollary (proof in App. D.1) treats \( t \) as fixed (while \( T \) gets large) so that \( \tau_{a,t} \) is a constant (while \( \pi_{a,T} \) does decay to 0), and tracks dependency of the error only on \( (N, T) \) in terms of \( \bar{O} \) notation that hides logarithmic dependencies on \( N, T \), and constants that depend on \( (d, \sigma_a^2, c_u, c_v, c_\delta) \).

**Corollary 1.** Consider a sequential experiment satisfying the assumptions of Thm. 3.1, such that the minimum exploration satisfies \( \pi_{a,T} = \Omega(T^{-\beta}) \) for some \( \beta \in [0, \frac{1}{2}] \). Let \( N, T \) are large such that the maximum for each of the last two terms in (17) is achieved by the respective first argument, then the following statements hold true.

(a) For the setting in Ex. 1, if \( N \) and \( T \) are large enough such that \( \epsilon_\delta = o(\min_{u \neq u'} ||u - u'||^2) \), then for \( \eta = 2\sigma_a^2 + \epsilon_\delta \), with probability at least \( 1 - \delta \), we have

\begin{equation}
(\hat{\theta}_{i,t}^{(a)} - \theta_{i,t}^{(a)})^2 = \bar{O}\left( \frac{1}{\sqrt{T^{1-2\beta}}} + \frac{M}{N} \right).
\end{equation}
(b) For the setting in Ex. 2, with \( \eta = 2\sigma_a^2 + (1 + T^2)e_\delta \) and a suitably chosen \( \omega \in (0, 1) \), with probability at least \( 1 - \delta \), we have

\[
(\hat{\theta}_{i,t,\eta}^{(a)} - \theta_{i,t}^{(a)})^2 = \begin{cases} 
\tilde{O}\left(T^{-\frac{1-2d}{3}}\right) & \text{if } N_{-\frac{2}{\pi^2}} \gg \sqrt{T^{1-2\beta}}, \\
\tilde{O}\left(N^{-\frac{2}{\pi^2}}\right) & \text{otherwise.}
\end{cases}
\]

When there are finitely many unit factors, Cor. 1(a) recovers the parametric rate of order \( M/N \) when \( T \) is large. On the other hand, when \( T \) is small, the error rate is of order \( T^{-\frac{1}{2}} \), when the exploration rate does not decay (\( \beta = 0 \)). For continuous factors, Cor. 1(b) demonstrates that our non-parametric approach suffers from the curse of dimensionality and would be effective only when the latent factors lie in low-dimensions. Surprisingly, Cor. 1 recovers the same error rate with an arbitrary sequential policy satisfying Assum. 1 and (2) as that for a non-adaptive, constant policy that satisfies \( \pi_{t,i}(a) \equiv \pi_{T,a} \) for all \( i, t \) (also see Rem. 2).

3.2. Discussion on the generality of Thm. 3.1. We make a few remarks about the robustness (Sec. 3.2.1), bias-variance-adaptivity tradeoff (Sec. 3.2.2) for nearest neighbor in our setting followed by a discussion on the assumptions on latent factor distributions (Sec. 3.2.3).

3.2.1. Robustness of (vanilla) nearest neighbors. Recall that our nearest neighbors algorithm is both model and policy agnostic, i.e., it requires no knowledge of the latent factor model (and dimension \( d \)) and the treatment assignment policies. Yet our guarantees apply to a wide range of factor models and sequential policies. Overall Thm. 3.1 and Cor. 1 (and the results and experiments in the sequel), perhaps surprisingly, immediately reveal two remarkable robustness properties of nearest neighbors.

First, as long as the policies have some sufficient exploration (which can decay over time) and the neighborhood around the unit in consideration is smooth, (vanilla) nearest neighbors already provides non-trivial estimates. Such a property is revealed by two technical innovations in our proof: (i) a martingale-based analysis to show the concentration of distance and (ii) a careful sandwich argument to show that the neighbors estimated at time \( t \) are not too biased despite using observations from time points \( > t \). Sec. 3.2.2 elaborates the bias-variance tradeoff as well as the additional tradeoff introduced by the bias arising due to adaptivity as a function of \( \eta \). Also, see Sec. 3.5 for a sketch of the technical argument that allows us to establish a non-trivial error for the nearest neighbors.

Second, note that while the guarantees in Cor. 1 depend on the latent dimension \( d \) of the factors, running the NN algorithm requires no knowledge about \( d \). Put simply, Thm. 3.1 and Cor. 1 demonstrate that the error guarantee of NN is adaptive to the underlying smoothness structures in the latent factors. In practice, while cross-validation is an easy way to gauge the performance of NN, one may additionally do a spectral value decomposition (see Sec. 5.2 and Fig. 3) of the outcome matrix and check if the eigenvalues decay fast enough to provide a sanity check on whether or not \( d \) can be assumed to be small.

3.2.2. The bias-variance and adaptivity tradeoff in Thm. 3.1. The general error bound (17) comprises of four terms: (i) The first term of order \( \eta - 2\sigma_a^2 \) denotes the squared bias arising due to the threshold hyper-parameter \( \eta \) and it decays to 0 as \( \eta \) decreases to the noise variance \( 2\sigma_a^2 \). (ii) The second term scales as \( \tilde{O}(1/((\pi_{T,a}^2\sqrt{T})) \) and denotes the second source of bias arising due to imperfect estimation of distance \( \rho_{i,j,a} \) between two units using common treatment points that are lower bounded with high probability by \( \pi_{T,a}^2T^{3} \). (iii) The third term

\[\text{The bound for this term is tight (up to log-factors) without further assumptions, as can be verified with a non-adaptive sampling policy that satisfies } \pi_{t,i}(a) \equiv \pi_{T,a}.\]
corresponds to the effective noise variance due to the averaging over "good set" of neighbors
that can be lower bounded by \( \pi_{0,T} \Phi_{i,a}(\eta')(N-1) \) with high probability. (iv) The last term
denotes the worst-case inflation in noise variance—due to the sequentially adaptive policy,
since the neighbors \( N_{i,t,a,\eta} \) are estimated using entire data, the noise \( \{ \varepsilon_{i,t}^{(a)} \} \) at time \( t \) does not remain independent of the estimated set of neighbors.\(^4\)

Overall, the first term of order \( \eta - 2\sigma^2_{a} \) in \( B(17) \) and the first term of order \( 1/(\pi_{0,T} \Phi_{i,a}(\eta')(N-1)) \) in \( V(18) \) characterize the natural bias-variance tradeoff for our estimator as a function of \( \eta \)—as \( \eta \) gets large, the bias increases since the distance of neighboring units for unit \( i \) increases, but the variance decreases since the number of neighboring units increases. The second term appearing in the definition of \( B \) does not depend on \( \eta \), has a very mild logarithmic dependence on \( N \), and decreases polynomially with \( T \) for sampling policies that have a suitable decay rate in their exploration; this bias gets worse as the minimum exploration rate of the policy decays faster.

The second term appearing in (18) introduces another tradeoff for our estimator—and this term arises purely in the presence of adaptive/sequential policies (see Rem. 2). This term is small if the neighbor sampling probability function \( \Phi_{u,a}(r) \) varies smoothly with \( r \) around \( r = \eta' \); and is thereby small whenever \( \eta \) is large. This term captures the worst-case inflation in error caused due to the fact that while constructing our estimates at time \( t \), we used the data from future time points \((> t)\) which is correlated with the observed data at time \( t \) due to sequentially adaptive policies. Put simply, despite sequential adaptivity (and despite any adaptive/importance sampling-based reweighting), we control this error by sandwiching the estimated set of neighbors in an annulus induced by two close radii. So if the number of neighbors does not change too abruptly around the considered value of \( \eta \), this worst-case inflation in error due to adaptivity can be well controlled.

**Remark 2** (Non-adaptive policies). If the policy is non-adaptive and constant, i.e., \( \pi_{t,i}(a) \equiv p \) for some constant \( p \), our analysis can be easily adapted so that the last term in (18) is actually zero. This adaptation of Thm. 3.1 recovers the prior result [34, Thm. 1] (up to constants) that establishes an entry-wise expected error bound for nearest neighbors for matrix completion with entries missing completely at random (MCAR) with probability \( p \).

**Remark 3** (No neighbors means no guarantee). Thm. 3.1 applies to the estimate (10) and is meaningful when there are enough number of neighbors and \( \eta \) is well tuned. It does not provide any guarantee for the estimate (11), i.e., when there are no neighbors. Indeed, if any of \((\eta, N, T, \pi_{a,t})\) are too small, we may have either no neighbors, or no reliable neighbors, in which case the bound (17) (or the probability of its validity) would be vacuous.

### 3.2.3. Non-uniform factor distributions.

The uniformity assumption in Ex. 1 and 2 is for convenience in simplifying the presentation of Cor. 1). For instance, if probability mass function for unit factors in Ex. 1 is non-uniform, we can simply replace \( M \) by the minimum value of the probability mass function in the associated expressions in Cor. 1(a). Similarly, when the distribution in non-uniform with bounded support in Ex. 2, the conclusion of Cor. 1(b) continue to hold as long as the density remains bounded away from 0—up to constants that depend on the density, and dimension \( d \). (Also see the next paragraph for distributions that are not uniformly lower-bounded; and App. G.1 for sub-Gauss distributions.) When the matrix \( \Sigma_{v}^{(a)} \) is not identity, the associated constants would scale with dimension \( d \), the condition

\(^4\)Indeed, this term would be zero if the policy \( \pi_{t,i} \) was non-adaptive.
number, and the minimum eigenvalue of the matrix $\Sigma^{(a)}_i$ —so that the conclusions continue to hold when all these quantities are treated as constants as $N$ and $T$ grow.

When the distribution or the density of the latent unit factors is not lower bounded, i.e., $\inf_u \Phi_{u,a} = 0$, the arguments from the [34, proof of Cor. 3] show that for a general class of distributions, $\Phi_{(a)}_{i,a}$ can be lower bounded suitably with high probability over the draw of $u_i$. For this setting, our proof with minor modifications yields that (a suitably modified version of) the guarantee in Thm. 3.1 yields an analogous high probability error bound for a uniformly drawn estimate from the set $\{\begin{array}{l} \hat{\theta}_{i,t,\eta}^{(a)} \end{array} \}_{i=1}^N$ across units for a fixed time $t$.

3.3. Asymptotic guarantee at the unit$x$time-level. We now turn attention to our asymptotic guarantees for the estimate $\hat{\theta}_{i,t,\eta}^{(a)}$. In this section, we establish (i) an asymptotic consistency guarantee, and (ii) an asymptotic normality guarantee (that can be used to construct confidence intervals). These guarantees are established for a sequence of experiments indexed by the number of time points $T$ in the experiment, such that the $T$-th experiment is run with $N_T$ units for $T$ time points, and the nearest neighbor estimates are constructed with hyper-parameter $\eta_T$. Our guarantees are established under suitable scalings of $(\eta_T, N_T, T)$ with appropriate dependence on the nearest neighbor probability $\Phi_{u,a}$ defined in (10). To simplify the presentation, we use the following shorthand:

$$e_T \triangleq \frac{8(c_u c_a + c_a')^2 \sqrt{\log(N_T T)}}{T u \sqrt{T}}.$$  

For our result, we assume that there exists a common sequence of scalars $\{\tau_{a,t}\}_{t=1}^\infty$ that satisfies (2) for all the experiments. We treat $\tau_{a,t}$ for a fixed $t$ as a constant (i.e., it does not scale with $T$). Moreover, to establish asymptotic normality of our estimator, we make use of a suitable sequence $\{L_T\}_{T=1}^\infty$ that diverges to $\infty$, and serves as a deterministic upper bound on the number of neighbors $N_{i,t,\eta_T}$ in the $T$-th experiment. This constraint can be easily enforced by randomly sub-sampling the available nearest neighbors whenever $N_{i,t,\eta_T}$ is larger than $L_T$, and then averaging over the sampled subset in (10) to compute $\hat{\theta}_{i,t,\eta}^{(a)}$. We now state our asymptotic guarantee (see App. B for the proof).

**Theorem 3.2 (Asymptotic guarantees for $\hat{\theta}_{i,t,\eta}^{(a)}$).** Given a tuple $(i, t, a)$, consider a series of sequential experiments with $N_T$ units and $T$ time points indexed by $T \in \mathbb{N}$ satisfying Assum. 1 to 5 that include the unit $i$ with fixed latent factor $u_i$, time latent factor $v_i^{(a)}$ at time $t$, and policy satisfying $\pi_{a,t} \geq T^{-\frac{1}{2}} \sqrt{8 \log(2T)}$. For any fixed $t \in \mathbb{N}$, let $\hat{\theta}_{i,t,\eta_T}^{(a)}$ denote the nearest neighbor estimate (10) with threshold $\eta_T \geq 2\sigma_a^2 + e_T$ in the $T$-th experiment, and let $\eta_T' \triangleq \eta_T - 2\sigma_a^2 - e_T$, and $\eta_T'' \triangleq \eta_T' + 2e_T$ (where $e_T$ is defined in (19)).

(a) Asymptotic consistency: If the sequence $\{\eta_T, N_T, \tau_{a,t}\}_{T=1}^\infty$ satisfies

$$\max\left\{ \frac{\log T}{N_T \Phi_{u,a}(\eta_T')}, \eta_T' \right\} \overset{(a)}{=} o_T(1), \quad \text{and} \quad \frac{\Phi_{u,a}(\eta_T'')}{\Phi_{u,a}(\eta_T')} - 1 \overset{(b)}{=} o_T(1),$$  

then $\hat{\theta}_{i,t,\eta_T}^{(a)} \overset{p}{\to} \theta_{i,t}^{(a)}$ as $T \to \infty$.

(b) Asymptotic normality: If the number of nearest neighbors in (10) is capped at $L_T$, and the sequence $\{\eta_T, L_T, N_T, \tau_{a,t}\}_{T=1}^\infty$ satisfies $L_T \to \infty$,

$$\max\left\{ \frac{1}{N_T \Phi_{u,a}(\eta_T'')}, L_T \eta_T'' \right\} \overset{(a)}{=} o_T(1), \quad \text{and} \quad \frac{\Phi_{u,a}(\eta_T'')}{\Phi_{u,a}(\eta_T')} - 1 \overset{(b)}{=} o_T(1),$$  

then $\sqrt{\min\{N_{i,t,\eta_T}, L_T\}} (\hat{\theta}_{i,t,\eta_T}^{(a)} - \theta_{i,t}^{(a)}) \overset{d}{\to} \mathcal{N}(0, \sigma_a^2)$ as $T \to \infty$. 


In simple words, (20) and (21) state the regularity conditions, and the scaling of \( \eta \) with \( T \) for asymptotic consistency or normality respectively for \( \hat{\theta}_t^{(a)} \). The condition (20) requires that (i) \( \eta_T \downarrow 2\sigma^2_a \) so that the bias goes to 0, while still ensuring that (ii) the number of neighbors within a ball of size \( \eta_T - 2\sigma^2_a - e_T \) grows to \( \infty \) so that the variances go to 0, and (iii) the probability of sampling a neighbor within radius \( \eta_T - 2\sigma^2_a + e_T \) is close to that within radius \( \eta_T - 2\sigma^2_a - e_T \), so that the worst-case noise variance inflation goes to 0. The condition (i) exhibits a tradeoff with (ii) and (iii), since the latter two require that \( \eta_T \) does not decay to 0 too rapidly. The conditions (21)(a) and (21)(b) represent the stronger analog of (20)(a) and (20)(b) to obtain the stronger normality guarantee. We cap the number of neighbors at \( N \) such a constraint, the number of neighbors can be large when \( N_T \) grows, so that the bias scaled by the number of neighbors may not decay to 0. We remark that the conditions (20) and (21) suffice to provide the first asymptotic guarantee for unit×time-level inference in sequential experiments via our estimator, and identifying the weakest such conditions for an arbitrary estimator is an interesting future direction.

Next, we state the asymptotic analog of Cor. 1 and obtain asymptotic guarantees from Thm. 3.2 for Ex. 1 and 2. See App. D.2 for the proof.

**Corollary 2.** Consider the set-up as in Thm. 3.2 with \( \pi_{a,T} = \Omega(T^{-\beta}) \) for \( \beta \in [0, \frac{1}{2}] \). Then the following statements hold true as \( T, N_T, L_T \to \infty \).

(a) For the setting in Ex. 1 with \( M_T \) number of distinct units in the \( T \)-th experiment, if \( T \) is large enough such that \( e_T = o(\min_{u \neq u'} \| u - u' \|_2^2) \), then with \( \eta_T = 2\sigma_a^2 + e_T \),

\[
1 = o\left( \frac{T^{1-2\beta}}{\log(N_TT)} \right) \quad & \quad M_T = o\left( \frac{N_T}{\log T} \right) \quad \implies \quad (20) \text{ holds, and} \\
(22) \quad L_T^2 = o\left( \frac{T^{1-2\beta}}{\log(N_TT)} \right) \quad & \quad M_T = o(N_T) \quad \implies \quad (21) \text{ holds.}
\]

(b) For the setting in Ex. 2, with \( \eta_T = 2\sigma_a^2 + (1 + T^{1-2\beta})e_T \),

\[
1 = o\left( \frac{T^{1-2\beta}}{\sqrt{\log(N_TT)}} \right) \quad & \quad \left( \frac{T^{1+\beta}}{\log^{3/2}(N_TT)} \right)^{d/6} = o\left( \frac{N_T}{\log T} \right) \quad \implies \quad (20) \text{ holds, and} \\
(24) \quad L_T = o\left( \frac{T^{1-2\beta}}{\sqrt{\log(N_TT)}} \right) \quad & \quad \left( \frac{T^{1+\beta}}{\log^{3/2}(N_TT)} \right)^{d/6} = o(N_T) \quad \implies \quad (21) \text{ holds.}
\]

For the simplified setting of \( \beta = 0 \) and with large enough \( N_T \), Cor. 2 provides a CLT at the rate (i) \( T^{1-\alpha} \) for discrete units (with constant \( M_T \)), and (ii) \( T^{\frac{1}{2} - \alpha} \) for continuous units, where \( \alpha > 0 \) denotes an arbitrary small positive number. We once again note that with \( \mathbb{R}^d \)-valued unit factors, the requirement on \( N_T \) grows exponentially with \( d \), so that our strategy would be effective only with low-dimensional latent factors. We highlight that Cor. 2 allows the minimum exploration rate to decay as fast as \( T^{-\frac{1}{2}} \) up to logarithmic factors.

**Remark 4 (Variance estimate and data-dependent \( \eta \)).** Thm. 3.2(b) implies asymptotic validity of the confidence interval (14) whenever the noise variance estimate \( \hat{\sigma}^2 \) is consistent; see App. E.2 for one such estimate under regularity conditions. While \( \eta \) would be tuned in practice, we do note that currently our theoretical analysis for asymptotics in Thm. 3.2 assumes that the sequence of \( \eta \) is pre-specified. Deriving a central limit theorem for a data-driven sequence of hyperparameter is a very exciting future direction.
Remark 5 (Side product: Guarantees for matrix completion). Thm. 3.2 and Rem. 4 immediately provide an asymptotically valid prediction interval for each entry in a matrix completion task where the entries of a given matrix are missing completely at random (MCAR) with probability \( p \). While the matrix completion literature is rather vast (see the survey [23] for an overview), as noted in [21] the literature for the statistical inference and uncertainty quantification for the matrix entries is relatively sparse. While [21, Thm. 2] does provide a prediction interval for bilinear factor model with MCAR patterns, our work advances such results to a vast number of sequentially missing patterns while also allowing for non-linear factor models (see Sec. 4.1).

3.4. Asymptotic guarantees at the population-level. Next, we state our guarantees for estimating \( \hat{\theta}^{(a)} \). With the same series of experiments as in Thm. 3.2 and \( \{K_T\}_{T=1}^\infty \) denoting a suitable sequence diverging to \( \infty \), we use

\[
\hat{\theta}^{(a)}_{\eta_T}, \quad \text{and} \quad (\hat{\theta}^{(a)}_{\eta_T, K_T}, \hat{\sigma}^2_{K_T}),
\]

to denote the analogs of \( \hat{\theta}^{(a)}_{\eta} \) defined in (13), and \( (\hat{\theta}^{(a)}_{\eta, K}, \hat{\sigma}^2_{K}) \) defined in (14) for the \( T \)-th experiment. Recall that \( \Phi_{u,a} \) was defined in (15), \( \pi_{u,T} \) in (2), and \( e_T \) in (19). In the next result, we abuse notation for \( \eta_T, \eta''_T \), as their definitions in Thm. 3.3 are very slightly different (\( e_T \) replaced by \( \sqrt{2e_T} \)) than those in Thm. 3.2. The proof is provided in App. C.

Theorem 3.3 (Asymptotic guarantees for estimating \( \hat{\theta}^{(a)} \)). Consider the set-up from Thm. 3.2, with \( \eta_T \geq 2\sigma_a^2 + \sqrt{2e_T}, \eta''_T \triangleq \eta_T - 2\sigma_a^2 - \sqrt{2e_T}, \) and \( \eta''_T \triangleq \eta''_T + 2\sqrt{2e_T} \).

(a) Asymptotic consistency: If the sequence \( \{\eta''_T, N_T, \pi_{u,T}\}_{T=1}^\infty \) satisfies

\[
\max \left\{ \eta''_T, N_T \sup_{u} \sum_{t=1}^{T} e^{-\frac{1}{2} \pi_{u,T}(\eta''_T)} \right\} = o_T(1),
\]

then \( \hat{\theta}^{(a)}_{\eta''_T} \xrightarrow{p} \hat{\theta}^{(a)} \) as \( T \to \infty \).

(b) Asymptotic normality: If the sequence \( \{\eta_T, K_T, N_T, \pi_{u,T}\}_{T=1}^\infty \) satisfies

\[
\max \left\{ K_T \eta''_T, N_T \sup_{u} \sum_{t=1}^{T} e^{-\frac{1}{2} \pi_{u,T}(\eta''_T)} \right\} = o_T(1),
\]

then \( \sqrt{K_T} \hat{\theta}^{(a)}_{\eta_T, K_T} \xrightarrow{d} \mathcal{N}(0,1) \) as \( T \to \infty \).

In simple words, (26) and (27) denote the regularity conditions to ensure asymptotic consistency of the estimate (13) and asymptotic validity of the confidence interval (14) for the averaged counterfactual mean. Notably, our current analysis does not yield \( \sqrt{N_T T} \)-rate CLT for \( \hat{\theta}^{(a)}_{\eta} \) due to the \( \Omega(T^{-\frac{1}{2}}) \) bias term (and the lack of decay in bias even after averaging), which diverges after getting multiplied by \( \sqrt{T} \). Consequently, we use subsampling (14) to construct an estimate with CLT at rate slower than \( T^{-\frac{1}{2}} \) (as the examples below demonstrate). In a nutshell, the four terms on the LHS of (26) and (27) exhibit a tradeoff over the
choice of $\eta_T$—as $\eta_T \downarrow 2\sigma_0^2$, the first term decays to 0, while the remaining three terms grow. The second term in both displays denotes the upper bound on the failure probability—for the event of observing enough available nearest neighbors—accumulated over all time and all units. Furthermore, the first (bias), third and fourth terms in (27) constrain how quickly $K_T$ can grow; we note that a large $K_T$ is preferred to obtain narrower intervals for $\hat{\theta}_t^{(a)}$.

Next, we present a corollary (with proof in App. D.3) that states sufficient conditions in simplified terms to apply Thm. 3.3 for Ex. 1 and 2.

**Corollary 3.** Consider the set-up as in Thm. 3.3 with $\pi_{0,T} = \Omega(T^{-\beta})$ for $\beta \in [0, \frac{1}{2}]$. Then the following statements hold true as $T, N_T, K_T \to \infty$.

(a) For the setting in Ex. 1 with $M_T$ number of distinct units in the $T$-th experiment, if $e_T = o(\min_u \|u-u^*\|_2)$ for all $T$ large enough, then with $\eta_T = 2\sigma_0^2 + \sqrt{2}e_T$,

$$1 = o\left(\frac{T^{1-\beta}}{\log(N_T T)}\right) \quad \& \quad M_T = o\left(\frac{N_T}{T^{\beta} \log(N_T T)}\right) \implies (26) \text{ holds, and}$$

$$K_T^2 = o\left(\frac{T^{1-\beta}}{\log(N_T T)}\right) \quad \& \quad M_T = o\left(\frac{N_T}{T^{\beta} \log(N_T T)}\right) \implies (27) \text{ holds.}$$

(b) For the setting in Ex. 2, with $\eta_T = 2\sigma_0^2 + \sqrt{2}(1+T^{-\frac{1}{2}})e_T$, if $\beta \leq \frac{1}{4}$, and

$$1 = o\left(\frac{T^{1-\frac{4\beta}{3}}}{\sqrt{\log(N_T T)}}\right) \quad \& \quad \left(\frac{T^{1-\beta}}{\log^2(N_T T)}\right)^{\frac{4}{3}} T^{\beta} = o\left(\frac{N_T}{T \log(N_T T)}\right) \implies (26) \text{ holds, and}$$

$$K_T = o\left(\frac{T^{1-\frac{4\beta}{3}}}{\sqrt{\log(N_T T)}}\right) \quad \& \quad \left(\frac{T^{1-\beta}}{\log^2(N_T T)}\right)^{\frac{4}{3}} T^{1-\beta} = o\left(\frac{N_T}{\log(N_T T)}\right) \implies (27) \text{ holds.}$$

When $\beta = 0$, Cor. 3 yields the same CLT rates for the $\hat{\theta}_T^{(a)}$ as that from Cor. 2 for a single $\hat{\theta}_t^{(a)}$ in both Ex. 1 and 2 while requiring comparatively larger number of units $N_T$ than those needed in Cor. 2. These constraints are consequences of (i) the need to ensure enough number of neighbors are available throughout all time points, (ii) lack of improvement in the bias due to $\eta$ (first term in (17)) after averaging, (iii) the scaling of the bias due to distance computation (second term in (17)) averaged over time as $\sum_{t=1}^T \pi_{0,t}$ (in contrast to just as $\pi_{0,t}$) (treated as a constant with $t$ fixed) in Cor. 2. In Cor. 3(b), the minimum exploration rate is constrained to be $\Omega(T^{-\frac{1}{2}})$, which is much slower than the $\Omega(T^{-\frac{1}{2}})$ constraint in Cor. 2(b). This worse scaling is a consequence of a poorer scaling of the worst-case inflation in noise variance averaged over time (the fourth term in (17)) with $T$ due to the dependence on $\pi_{0,T}$ (rather than just $\pi_{0,t}$ treated as a constant for a fixed $t$ in Cor. 2). Moreover, the lower bound on $N_T$ getting smaller as $\beta$ gets larger is unconventional due to the unusual choice of $\eta_T$ which increases with $\beta$ to ensure that the aforementioned variance term can decay to 0. We leave the sharpening of constraints on $(\beta, N_T)$ here as an interesting future direction.

We note that while Thm. 3.3 and Cor. 3 derive asymptotic guarantees for estimating the average treatment effect, the same machinery can be easily extended to estimating unit-specific treatment effects averaged over time, or time-specific treatment effects averaged over units.

### 3.5. Proof sketch.

We now provide a sketch of the proof of Thm. 3.1. A key highlight of our proof is a novel sandwich argument with nearest neighbors that may be of independent interest for dealing with adaptively collected data. In particular, this sandwich argument is the key technique that allows us to establish the robustness of nearest neighbors for sequential policies without requiring any knowledge of the policy (as discussed in Sec. 3.2.1).
Overall, our proof proceeds in several steps. First, we decompose the error in terms of a bias ($\mathbb{B}$) and variance term ($\mathbb{V}$) using basic inequalities (41):

$$
B \triangleq \left( \frac{\sum_{j \in N_{i,t,a,\eta}} |\theta_{j,t}^{(a)} - \theta_{j,t}^{(a)}|^2}{N_{i,t,a,\eta}} \right)^2, \quad \text{and} \quad V \triangleq \left( \frac{\sum_{j \in N_{i,t,a,\eta}} \varepsilon_{j,t}^{(a)}^2}{N_{i,t,a,\eta}} \right)^2.
$$

Next, we discuss our strategy to bound the bias $\mathbb{B}$ in Sec. 3.5.1 using martingales, followed by the strategy to bound the variance $\mathbb{V}$ in Sec. 3.5.2 using a sandwich argument.

### 3.5.1. Controlling the bias via martingales

We show that the bias $\mathbb{B}$ bounded by the worst-case distance between unit factor $\|u_i - u_j\|_2$ over $j$ in the nearest neighbor set $N_{i,t,a,\eta}$ (42). To show that this distance is small, we use suitably constructed martingales and establish a tight control on the estimated distance $\rho_{i,j,a}$ leveraging the exogenous nature of latent factors and noise variables despite the sequential nature of policy. In particular, we show that $\rho_{i,j,a}$ concentrates around its suitable expectation denoted by $\rho_{i,j,a}^*$ (see Lem. A.1), which in turn helps us to control the distance between unit factors in terms of $\eta, \sigma_a^2$ and $\lambda_a$ using the fact that $\rho_{i,j,a} \leq \eta$. To provide this tight control on the separation between $\rho_{i,j,a}$ and $\rho_{i,j,a}^*$, we use the condition (2) and a standard Binomial concentration result and establish a lower bound of $\Omega(\frac{\sigma_a^2 T}{N_{i,a,T}})$ on the denominator in (8). Overall, we prove that the first two terms on the RHS of the display (17) upper bound the bias $\mathbb{B}$ (31).

### 3.5.2. Controlling the variance via sandwiching the estimated neighbors

Establishing a bound on $\mathbb{V}$ is more involved due to the sequential nature of policy in Assum. 1 which induces correlations between the neighbor set $N_{i,t,a,\eta}$ and the noise terms $\{\varepsilon_{j,t}^{(a)}\}$. For this part, we use the novel sandwich argument with the estimated set of neighbors. Without loss of generality we set $a = 1$, so that we can use the simplified notation $1(A_{i,t} = a) = A_{i,t}$. The complete argument is provided in Lem. A.1.

We first show that there exists two sets of units denoted by $N_{i,a,\eta}^*$ and $\tilde{N}_{i,a,\eta}^*$ that are contained in the sigma-algebra of the unit factors $U$, and there exists a high probability event conditioned on $U$ (corresponding to the tight control on $\rho_{i,j,a}$ discussed above), such that the estimated set of neighbors $N_{i,a,\eta} \triangleq \{j \in [N] \mid \rho_{i,j,a} \leq \eta\}$ is sandwiched as

$$
N_{i,a,\eta}^* \supseteq N_{i,a,\eta} \subseteq \tilde{N}_{i,a,\eta}^*.
$$

This sandwich relation helps us to provide a tight control on the variance $\mathbb{V}$ despite the arbitrary dependence between the observed noise at time $t$ with the neighbors $N_{i,a,\eta}$ due to (i) the sequential nature of the treatment policy, and (ii) the fact that entire data is used to estimate the neighbors $N_{i,a,\eta}$. In particular, (32) allows to decompose the variance $\mathbb{V}$ in two terms, each of which are easy to control as we now elaborate.

Note that by definition (9), we have $N_{i,t,a,\eta} = \{j \in N_{i,a,\eta} \mid A_{j,t} = 1\}$, which when combined with the sandwich condition (32) implies that the variance $\mathbb{V}$ can be decomposed further in two terms:

$$
\nabla_1 \triangleq \left( \frac{\sum_{j \in N_{i,a,\eta}^* \setminus N_{i,a,\eta}} A_{j,t} \varepsilon_{j,t}^{(a)}}{\sum_{j \in N_{i,a,\eta}^* \setminus N_{i,a,\eta}} A_{j,t}} \right)^2, \quad \text{and} \quad \nabla_2 \triangleq \left( \frac{\sum_{j \in N_{i,a,\eta} \setminus N_{i,a,\eta}^*} A_{j,t} \varepsilon_{j,t}^{(a)}}{\sum_{j \in N_{i,a,\eta} \setminus N_{i,a,\eta}^*}} \right)^2.
$$

In simple words, $\nabla_1$ corresponds to the variance of averaged noise for the units in $N_{i,a,\eta}^*$ that are assigned treatment $a$ at time $t$, and $\nabla_2$ corresponds to the averaged noise in $N_{i,a,\eta} \setminus N_{i,a,\eta}^*$ that are assigned treatment $a$ at time $t$. 
Bounding $\mathbb{V}_1$ and $\mathbb{V}_2$. We argue that the variance $\mathbb{V}_1$ behaves (roughly) like the variance of an average of i.i.d noise variables due to Assum. 1, 2, and 4, so that this averaged noise is of the order $1/(\mathbb{P}_{a,t}(\mathbb{N}_{i,a,\eta}^*))$ and hence decays with the number of neighbors in $\mathbb{N}_{i,a,\eta}^*$ increases.

To bound $\mathbb{V}_2$, first we note that since the policy is sequential, the noise terms at time $t$ affect the observed data in the future, and thereby the noise terms in $\mathbb{N}_{i,a,\eta}^* \setminus \mathbb{N}_{i,a,\eta}^*$ are correlated as their realized values affect the future policy, and thereby the observed data and subsequently which units are included in the set $\mathbb{N}_{i,a,\eta}^*$. Analyzing this term without further assumptions remains non-trivial, and we overcome this challenge by using a worst-case bound on this term in terms of the bound on noise, and the fact that $|\mathbb{N}_{i,a,\eta}^* \setminus \mathbb{N}_{i,a,\eta}^*| \leq |\mathbb{N}_{i,a,\eta}^* \setminus \mathbb{N}_{i,a,\eta}^*|$ due to (32). Overall, we prove that $\mathbb{V}_2$ is of the order of $|\mathbb{N}_{i,a,\eta}^* \setminus \mathbb{N}_{i,a,\eta}^*|/(2\mathbb{P}_{a,t}(\mathbb{N}_{i,a,\eta}^*))^2$, and thereby would decay if the relative difference between the two neighbor sets $\mathbb{N}_{i,a,\eta}^*$ and $\mathbb{N}_{i,a,\eta}^*$ decays. See App. A for the complete argument.

Bounding the size of sets $\mathbb{N}_{i,a,\eta}^*$ and $\mathbb{N}_{i,a,\eta}^*$ \ Theorem. Finally, we prove a lower bound on $|\mathbb{N}_{i,a,\eta}^*|$, and an upper bound on $|\mathbb{N}_{i,a,\eta}^* \setminus \mathbb{N}_{i,a,\eta}^*|$ using i.i.d sampling of units (Assum. 4), the definition of the neighbor sampling probability (15), and a standard Binomial concentration.

Putting the pieces together, we conclude that that the third term and fourth term on the RHS of (17) respectively upper bound $\mathbb{V}_1$, and $\mathbb{V}_2$ defined in (33), which when combined with (31) yields the bound (17) established in Thm. 3.1.

4. Extensions. We now discuss on extension of our theoretical results to non-linear factor model in Sec. 4.1 and a model with bounded spillover effects in Sec. 4.2. We refer the reader to App. G for additional extensions to sub-Gaussian factors, time factors that are non-iid or have singular covariance, and other spillover settings where the spillover effect depends on the entire sequence of treatments.

4.1. Non-linear latent factor model. We now describe how our results do not critically hinge on the bilinearity assumption made in Assum. 3. In particular, we consider the non-linear latent factor model from (3) now stated as an assumption with some regularity conditions. We also simultaneously state a different version of Assum. 5 on the time factor distributions needed for the analysis in this section.

ASSUMPTION 6 (Non-linear factorization of counterfactuals). Conditioned on the latent factors $\mathcal{U}$ and $\mathcal{V}$, the mean counterfactuals satisfy

$$\theta_{i,t}^{(a)} \triangleq \mathbb{E}[Y_{i,t}^{(a)} | \mathcal{U}, \mathcal{V}] = f^{(a)}(u_{i,t}^{(a)}, v_{i,t}^{(a)})$$

for $a \in \mathcal{A}$. Moreover, the non-linearity $f^{(a)}$ is bounded by $G_1$, is $G_2$-Lipschitz in $\| \cdot \|_\infty$-norm in the second coordinate, and $G_3$-Lipschitz in the first coordinate. That is, $\|f^{(a)}\|_\infty \leq G_1$ and the following bounds hold for all $u, u', v, v'$:

$$|f^{(a)}(u, v) - f^{(a)}(u', v')| \leq G_2 \|v - v'\|_\infty \quad \text{and} \quad |f^{(a)}(u, v) - f^{(a)}(u', v)| \leq G_3 \|u - u'\|_\infty.$$

ASSUMPTION 7 (Lower bounded density of time factors). The time latent factors $\mathcal{V} \triangleq \{v_{i,t}^{(a)} | a \in \mathcal{A}\}_{t=1}^T$ are exogenous, and for each $a \in \mathcal{A}$, they are drawn i.i.d from a distribution with support $[0, 1]^d$ with a density that is lower bounded by a constant $c_{\mathcal{V}}, v > 0$.

We note that the choice of $\| \cdot \|_\infty$ for Lipschitzness in Assum. 6 and $[0, 1]^d$ for the support of time factors in Assum. 7 is for convenience in the analysis. The two conditions can respectively be generalized to any $\| \cdot \|_p$-norm for $p \geq 1$ and a compact subset of $\mathbb{R}^d$, and would impact merely the $d$-dependent constants implicit in the following results. The lower bound
on density of time factors serves as the analog of assuming a lower bound on the minimum eigenvalue of the covariance matrix for the time factors in the bilinear setting. We note that the Lipschitzness with respect to the first argument is not required explicitly for the main result below, but useful to argue that any given unit will have a non-trivial number of neighbors.

Given the non-linear model (34), the function \( \Phi_{u,a} : \mathbb{R}_+ \rightarrow [0, 1] \) from (15), that characterizes the probability of sampling a neighboring unit of \( u \) is suitably redefined as

\[
\Phi_{u,a}^{\text{non-lin}}(r) \triangleq \mathbb{P}_u \left[ \mathbb{E}_{v(a)} \left( f^{(a)}(u, v(a)) - f^{(a)}(u', v(a)) \right)^2 \leq r \right], \quad \text{for } r \geq 0,
\]

where the expectation inside is computed only over the latent time factor distribution assumed in Assum. 7 and like (15), the probability is computed only over the randomness in the draw of the unit factor \( u' \) from the corresponding distribution assumed in Assum. 4. One can immediately verify that for Ex. 1, we still have \( \Phi_{u,a}^{\text{non-lin}}(r) = \frac{1}{\pi T} \). Moreover, for Ex. 2, we can also conclude that \( \Phi_{u,a}^{\text{non-lin}}(r) \leq c_d r^{d/2} \) since under Assum. 6, \( \| u - u' \|_\infty \leq \sqrt{T} \) implies that \( |f^{(a)}(u, v(a)) - f^{(a)}(u', v(a))| \leq G_3 \sqrt{T} \).

We are now ready to state our generalization of Thm. 3.1, namely, the non-asymptotic error guarantee, for the non-linear factor model. It makes use of the following error term, which is the analog of \( e_\delta \) from (16) that uses the bound \( G_1 \) on \( \| f^{(a)} \|_\infty \):

\[
e_\delta' \triangleq \frac{4(G_1 + c_e)^2 \sqrt{32 \log (4NT/\delta)}}{\pi a T \sqrt{T}}.
\]

**Theorem 4.1** (Non-asymptotic error bound for \( \hat{\theta}_{t,T,\eta}^{(a)} \) under a non-linear factor model). Consider a sequential experiment with \( N \) units and \( T \) time points satisfying Assum. 1, 2, 4, 6, and 7. Given a fixed \( \delta \in (0, 1) \), suppose that for the sequential policy \( \pi_{a,T} \geq T^{-\frac{1}{2}} \sqrt{\log(2/\delta)} \). Then for any fixed unit with latent factor \( u_i \), any fixed \( t \in [T] \), \( a \in A \), and \( \eta \) such that \( \pi_{a,t}(N - 1)\Phi_{i,a}(\eta') \geq 1 \) and \( \eta - 2\sigma_a^2 + e_\delta' \rightarrow 0 \), conditional on \( (u_i^{(a)}, v_i^{(a)}) \) the nearest neighbor estimate \( \hat{\theta}_{t,T,\eta}^{(a)} \) (10) satisfies

\[
(\hat{\theta}_{t,T,\eta}^{(a)} - \theta_{t,T,\eta}^{(a)})^2 \leq 2(\bar{B}^{\text{non-lin}} + \bar{V}) \quad \text{where} \quad \bar{B}^{\text{non-lin}} \triangleq c_d G_2^{(a)} \left( \frac{\eta - 2\sigma_a^2 + e_\delta'}{c_{P,T}} \right)^{\frac{d}{\pi a}},
\]

\( \bar{V} \) is as in Thm. 3.1, with probability at least \( 1 - \delta - 2e^{-\frac{\eta (N-1)}{10}} \). In this result, we use \( \Phi_{t,a} \triangleq \Phi_{i,a}^{\text{non-lin}} \) (defined in (35)), \( \eta' = \eta - 2\sigma_a^2 - e_\delta' \), and \( c_d \) denotes a \( d \)-dependent constant.

See App. H for the proof. The main difference between Thm. 3.1 and Thm. 4.1 lies in the bias \( B \) term. While, the bias in (37) suffers from the curse of dimensionality with respect to \( \eta, T \), the bias in Thm. 3.1 does not. Such a difference arises since for the bilinear model the expected error and entry-wise error are linearly related (see (45)). On the other hand, for the non-linear model upper bounding entry-wise error with the expected error is not straightforward. However, both results have identical scaling for the variance \( V \) term.

We highlight that the guarantee (37) is the first guarantee on entry-wise recovery of a non-linear Lipschitz latent factor model obtained for a general class of sequential policies specified in Assum. 6. To our knowledge, no entry-wise guarantee in the matrix completion literature with non-linear Lipschitz latent factor model is known even under complete randomization case. Prior works with non-linear factor model [32, 55] establish an expected squared error guarantee, where the expectation is taken over the time factor. Besides allowing for a wider range of missing patterns (as in Assum. 1), Thm. 4.1 innovates on such prior guarantees by converting the expected error guarantee to an entry-wise guarantee (via a technical result Lem. H.2). Note that the inference results from Thm. 3.2 can also be generalized to the non-linear setting; see App. I for a discussion.
4.2. Inference with spillover effects. So far, we assumed that there is no spillover effect since the observed outcome for unit \( i \) at time \( t \) depends only on the treatment assigned to that unit at that time \( A_{i,t} \), i.e., \( Y_{i,t} = Y_{i,t}^{(A_{i,t})} \) in (1). Next, we show how nearest neighbor algorithm and the results can be generalized to several settings with spillover effects.

Bounded spillover effects. Consider a setting, where the potential outcomes at time \( t \) depend on a bounded sequence of treatments. In particular, suppose there exists an integer \( K \), such that for any \((i, t)\) and any treatment sequence \( \bar{\pi} \in \{0,1\}^K \), we have the following potential outcome and observation model:

\[
Y_{i,t}^{(\bar{\pi})} = \theta_{i,t}^{(\bar{\pi})} + \varepsilon_{i,t}^{(\bar{\pi})} \quad \text{and} \quad Y_{i,t} = Y_{i,t}^{(A_{i,t-K+1:t})}, \quad \text{where} \quad A_{i,s_1:s_2} \triangleq (A_{i,s_1}, A_{i,s_2-1}, A_{i,s_1}), s_2 \geq s_1,
\]

where \( \theta_{i,t}^{(\bar{\pi})} \) denotes the mean counterfactual for unit \( i \) at time \( t \) for the sequence of treatments \( \bar{\pi} \), and \( \varepsilon_{i,t}^{(\bar{\pi})} \) denotes exogenous zero-mean noise. This model allows bounded spillover/lagged effects in time since (i) the counterfactual mean parameters are parameterized by \( K \) treatments and (ii) the outcome observed at time \( t \) is the potential outcome corresponding to the sequence of treatments assigned for the last \( K \) time points. The presence of lagged effects necessitates us to define the treatment effects for unit \( i \) at time \( t \) as a function of past \( K \) treatments. For this model, App. G.4 shows how a direct extension of our NN algorithm would yield consistent estimates for \( \theta_{i,t}^{(\bar{\pi})} \) for any \( \bar{\pi} \in \{0,1\}^K \) when \( \pi_{i,t} \in [p, 1 - p] \) and \( \min(p^{K-1}, p^K, N) \to \infty \).

In App. G.4, we also consider a setting with unbounded \( K \), i.e., where the lagged effects at time \( t \) can depend on the entire sequence of treatments till time \( t \), but are moderated by the lagged outcome \( Y_{i,t-1} \).

The two extensions above, while generalizing the factor model set-up to spillover effects, is also complimentary to the growing literature in reinforcement learning for off-policy evaluation [29, 48, 15], which are naturally equipped to handle spillover effects. Recently, [15] leverage a factor model to account for the unobserved confounding in the treatment assignment and outcome models and provides entry-wise guarantees while allowing for spillover effects. However, to our knowledge all these works assume that after conditioning on latent factors and past unit-specific data, the treatments are assigned independently across units—a setting violated for the pooled sequential policies (Assum. 1) motivating this work.

5. Experiments. We now present two vignettes to compliment our theoretical results established so far, one with simulated data and another with data from a mobile health study.

5.1. Simulations. We generate data involving two treatments \( a \in \{0, 1\} \) and \( N \) user latent factors and \( T \) time latent factors per treatment along with i.i.d noise in the observations. The latent factors and noise are generated in an (exogenous) i.i.d manner as follows:

\[
\widetilde{u}_{i}^{(a)} \sim \text{Unif}[-0.5, 0.5]^d, \quad \widetilde{v}_{i}^{(a)} \sim \text{Unif}[-0.5, 0.5]^d \quad \text{for} \quad a \in \{0, 1\}, \quad \text{and} \quad \varepsilon_{i,t}^{(a)} \sim \mathcal{N}(0, \sigma_e^2).
\]

We generate the counterfactual parameters using the model:

\[
\theta_{i,t}^{(a)} = \langle \widetilde{u}_{i}^{(a)}, \widetilde{v}_{i}^{(a)} \rangle + \text{ATE} \cdot 1(a = 1), \quad \text{for} \quad \text{ATE} \in \{0, 0.1\}.
\]

We sample treatments using two sequential policies obtained by different variants of \( \epsilon \)-greedy algorithm: (i) when it is run independently for each unit and (ii) when it is run by pooling the data across all units. See App. F.1 for more details on these sampling algorithms. By default, we set \( N = 512, d = 2, \sigma_e = 0.1, \) and \( \epsilon = 0.5 \), and vary \( T \) in Fig. 2. In Fig. 7 of App. F, we present results that show robustness of the performance to more general settings with different values of \( d, N, \epsilon \) as well as to setting with correlated time factors.
Results. We plot the mean of the errors $|\hat{\theta}_{a,t,\eta}^{(a)} - \theta_{a,t}^{(a)}|$ across all $N = 512$ users for a given treatment $a$ at time $t$ as a function of the total time points $T$. We plot our results with respect to $T$ for a fixed $N$ to verify the sharpness of our analysis with respect to $T$ as its dimension free nature makes it easier to verify the results. We plot a least squares fit for the log error onto the log of study duration $T$ and display the resulting fit and its slope, e.g., when the slope is $-0.3$, we report an empirical decay rate of $T^{-0.3}$ for the mean error. For coverage, we report the fraction of users for which the interval (12) covers the underlying mean $\theta_{a,t}^{(a)}$ for a given $a, t$.

We abbreviate our nearest neighbors strategy as NN and a simple baseline where all users are treated as neighbors as AN (equivalent to NN with $\eta = \infty$). The results are averaged over 8 independent runs along with 1 standard error bars (which are generally too small to be noticeable) for Fig. 2 and 20 runs for Fig. 7. Tuning of $\eta$ and estimation of variance estimate is discussed in App. E.2. To improve coverage of our intervals in finite samples, we add the within neighbors variance to our asymptotic variance estimate (107) and plot these results in the bottom row of Fig. 2. Notably, we use the same estimate for noise variance for both NN and AN.

Results and coverage. We plot the error decay results for the simulations with ATE = 0 in Fig. 2. From the top row we observe that across (i) both the treatments, (ii) both the sampling policies (with or without pooling of users), and (iii) both the first and last time points of...
the experiment, i.e., \( t \in \{1, T\} \), the absolute error decays with \( T \) at rate close to \( T^{-0.3} \). This decay rate is roughly consistent with our theory as for the absolute error the decay rate from Thm. 3.1 is \( O(T^{-0.25}) \). In contrast, the baseline method (AN) that effectively uses sample average over all users provides a trivial error that does not exhibit any decay with \( T \) (as expected). Similar trends are observed for NN and AN in Fig. 5 where the data is generated with \( \text{ATE} = 0.1 \), with one noticeable difference: The error and coverage for \( a = 1 \) is better across all settings when compared with \( a = 0 \). This difference can be explained by the sampled frequency of treatments 0 and 1. Due to non-zero ATE, the (pooled) \( \epsilon \)-greedy samples \( A_{i,t} = 1 \) much more frequently than \( A_{i,t} = 0 \), so that the bias of our nearest neighbor estimates would be smaller for \( a = 1 \) than that for \( a = 0 \). Roughly speaking, a difference is also implied by our theoretical bound (17) since we effectively have \( \pi_{1,T} = 0.75 \) and \( \pi_{0,T} = 0.25 \) (see Assum. 1) for this simulation.

With the asymptotic intervals, the coverage generally improves as \( T \) increases and the 95% intervals provide \( \geq 80\% \) coverage for \( T \geq 128 \) and approach \( 90-95\% \) coverage when \( T = 2048 \). Moreover, the finite sample adjustments (Rem. 8) do provide a significant boost to coverage and the intervals now provide over-coverage for all \( T \geq 128 \). For the baseline approach, although the coverage does improve due to finite sample adjustments, overall it remains poor since the intervals have width \( \Omega(N^{-1/2}) \) as all users are averaged, thereby providing an overconfident estimate. The trends in Fig. 5 are also similar, except for generally improved performance of NN for \( a = 1 \) since there are more observations for that treatment due to the non-zero ATE as noted above.

5.2. HeartSteps case study. We illustrate our approach using data from HeartSteps, a mobile health clinical trial aimed at improving physical activity in users with stage I hypertension [35]. In this trial, users were equipped with a Fitbit tracker and a mobile app that used a contextual bandit variant of the Thompson Sampling (TS) algorithm [43] to decide whether to send activity messages at five daily decision points. The outcome was the logarithm of the user’s step count within 30 minutes after a decision. Treatment \( a = 0 \) denotes not sending a message, while \( a = 1 \) denotes sending one.

We focus on data from 45 participants over a 90-day period from September 14, 2019, to December 5, 2019, where a treatment decision was made 5 times per day. Of the 45 users, 35 were assigned treatments via an individualized TS, a reinforcement learning algorithm based on a Bayesian Gaussian linear model, updated independently for each user using their own data. These 35 are referred to as non-pooled users. The remaining 10 users participated in a feasibility study and were assigned treatments using a pooled variant of TS called Intelligent-Pooling (IP-TS) [47]. IP-TS learns both person-specific and population-level parameters to balance the need for individualization in a heterogeneous population with the need for quick learning from limited data. These users are referred to as pooled users. The IP-TS algorithm was initialized with data from 10 non-pooled users prior to September 14, 2019, and updated nightly using data from all pooled users and the 10 non-pooled users.

5.2.1. Exploratory data analysis. We refer the reader to App. F.2 for data processing details, after which we obtain a data with \( N = 35 \) filtered users (with 27 non-pooled and 8 pooled) and \( T = 450 \) decision times. Fig. 3(a) plots the frequency of the treatments across users and we find that \( a = 0 \) was assigned between 20 to 125 decision times, and \( a = 1 \) between 0 to 50 times. The points are colored by the average dosage, i.e. the fraction of times with \( a = 1 \), which dosage primarily lies below 0.25 and always below 0.5. Overall, we find that \( a = 1 \) is less frequent than \( a = 0 \) (consistent with the goal of HeartSteps team to minimize burden from activity messages). Fig. 3(b) plots the histogram of the outcomes colored by treatment, and shows that the range of outcome values is similar across the two
treatments. To check whether the observed data is low-dimensional, the left y-axis of Fig. 4(c) plots the (ordered) singular values $\sigma_1 \geq \cdots \geq \sigma_{35}$ of the matrix of observed outcomes for the two treatments. To compute these values, the missing values under treatment $a$ due to non-availability or other reasons (e.g., user not wearing their fitbit tracker) with the user-specific mean of the observed values under treatment $a$. The right y-axis in Fig. 3(c) plots the fraction of variance explained given by \( \frac{\sum_{i=1}^{n} \sigma_i^2}{\sum_{i=1}^{n} \sigma_i^2} \) over index $k$. In both cases, the first component accounts for more than 99\% of the variance. The high fraction of non-availability across users (maximum available time points for a user is 164 out of possible 450) makes the singular values sensitive to the choice of imputing the missing outcomes (see Fig. 11).

5.2.2. Our goal and the challenges posed by limited data. Our goal is to estimate counterfactuals for each user across all decision times. In this work, we ignore context information, reducing the signal-to-noise ratio, and treat this as a proof-of-concept for our methodology in inference with adaptively collected data and pooled policies.

The dataset’s limited number of users and decision times presents challenges. Often, there are too few decision times where both users in a pair receive treatment 1, making the distance $\rho_{i,j,a}$ for $a = 1$ unreliable. Therefore, we estimate neighbors only under treatment 0 and use the same neighbors to estimate counterfactuals for $a = 1$. This approach aligns with our framework if counterfactuals follow the latent factor model $\theta^{(a)}_{i,t} = f^{(a)}(u_i, v^{(a)}_t)$.

Since we don’t know the true counterfactuals, we randomly hold out 100 decision times from the 450 as a test set and use the remaining 350 to train our nearest neighbor estimator. We estimate the neighbor set $\{ j : \rho_{i,j,a} \leq \eta \}$ for each user and tune $\eta$. Results are presented by comparing the estimated counterfactuals to the held-out outcomes and evaluating how often the 95\% prediction interval covers the observed outcomes across test decision times.

5.2.3. Results. Due to low availability of the users, the number of decision times with held out estimates is much less than 100, and often we do not have enough neighbors to provide a reliable estimate; the situation is further exacerbated for treatment 1 (due to low dosage as described above). In the sequel, when considering treatment $a$, we limit our attention to test decision times $t$ such that the (i) the user has a positive value of outcome for treatment $a$ at $t$, and (ii) we have at least two nearest neighbors with treatment equal to $a$ at time $t$. We highlight that to add truth-in-advertising, we do not allow a user to be its own neighbor. This filtering and the sparsity of sending activity message led to 6 users having any valid test decision time for $a = 1$, while 30 users have non-zero valid test times for $a = 0$.

We present our results in Fig. 4. First, we note that the tuned $\eta = 8.72$, which leads to a variance estimate of $\hat{\sigma} = 2.08$ which is rather large compared to the scale of outcomes,
FIG 4. Nearest neighbors results for HeartSteps. The top and middle rows of the plot show the results for treatment \( a = 0 \) and \( a = 1 \), respectively. Panels (a, d) display the results for a specific pooled, and panels (b, e) for a specific non-pooled user; the x-axis represents decision time, dark-colored stars denote the observed outcomes, and light-colored circles denote the estimated outcomes. The confidence intervals are displayed as shaded regions. Panels (c) and (f) show histograms of observed and estimated outcomes for all \((i, t)\) pairs from the test outcomes. In panels (a) and (b), we present the results for outcomes averaged across users, with time on the x-axis and values on the y-axis. Observed values are shown in dark colors, estimated values in light colors, and the confidence intervals as light-colored shaded regions. Finally, panel (i) is a scatter plot of the mean outcomes from panels (g) and (h). Observed values are on the x-axis, and estimated values are on the y-axis. Values for \( a = 0 \) are represented by green circles, and values for \( a = 1 \) by purple triangles.

which lie between 0 and 8; see App. E2 for further details on these choices. We plot the unit\( \times \)time-specific results for two users, one pooled user and one non-pooled user respectively, for treatment 0 in panels (a) and (b) of Fig. 4. For the same users, we present the results for treatment 1 in panels (d) and (e) of Fig. 4 respectively. We observe an empirical coverage—defined as the percentage of decision times where the (user-specific) confidence interval covers the observed outcome—of 67%, 86%, 100%, and 88% respectively in panels (a), (b), (d), and (e). The relatively high value of \( \hat{\sigma} \) and the fact that we often have few neighbors leads to relatively wide unit\( \times \)time-specific intervals in panels (a, b, d, e) of Fig. 4. In panels (c) and (f), we plot the histogram of all held out unit\( \times \)time outcome values and the corresponding estimates, respectively for treatment 0 and 1. In panels (c) and (f), we omit the time points where the observed step count is 0. We observe that the estimates for \( a = 0 \) provide a good approximation for the test outcomes, and that of \( a = 1 \) have more discrepancies with respect to the corresponding test outcomes.

Finally, in the bottom row of Fig. 4, we present the results for the mean outcome averaged across all users for the two treatments. For treatment \( a \) at time \( t \), we compute the
mean observed outcome as $Y_t = \sum_{i=1}^{35} Y_{i,t} 1(A_{i,t}=a) / \sum_{i=1}^{35} 1(A_{i,t}=a)$ and the mean estimated outcome as $ar{\theta}_t = \sum_{i=1}^{35} \bar{\theta}_{i,t} 1(N_{i,t,a,a,n} \geq 2) / \sum_{i=1}^{35} 1(N_{i,t,a,a,n} \geq 2)$. We plot these two quantities over time in panels (g) and (h) respectively for treatment 0 and 1, along with a 95% confidence interval $\bar{\theta}_t \pm \hat{\sigma} / \sqrt{\sum_{i=1}^{35} 1(N_{i,t,a,a,n} \geq 2)}$ as a shaded region. We observe an empirical coverage of 91% and 88% respectively for $a = 0$ and $a = 1$. We also provide a scatter plot of the observed means and estimated means in Fig. 4(i), where we observe a correlation of 0.91 and 0.89 (each with p-value $< 10^{-10}$ for a t-test) between the observed and estimated means, for treatment 0 and 1 respectively.

**Remark 6.** For the pooled users, overtime the IP-TS algorithm should learn to depend less on global data for those users who are most unique. Thus, we expect that for the unique users, the NN algorithm would find the fewer number of neighbors. We check this hypothesis by inspecting the correlation between the number of neighbors found by the NN algorithm for a given user, and that user’s random effect (analogous to latent factor $u_i$ in our set-up) estimated by IP-TS by the end of the feasibility study. We expect that as a user’s random effect grows, the user should be more unique and their number of neighbors should decrease. In Fig. 9, we find a correlation of $-0.69$ between the user’s number of neighbors and the user’s estimated random effects across the 8 pooled users (with a p-value of 0.06 for a t-test). This exploratory assessment provides some evidence that both the pooling and the NN algorithms are potentially capturing user heterogeneity across the pooled users.

### 6. Conclusion

In this work, we introduced a non-parametric latent factor model for counterfactual inference at unit × time-level in experiments with sequentially adaptive treatment policies. Using a variant of nearest neighbors algorithm, we estimate each of the counterfactual means and provide a non-asymptotic error bound, and asymptotic normality results for these means. We also use these estimates to construct confidence interval for the average treatment effect. We illustrate our theory via several examples, and then illustrate its benefits via simulations, and two case studies.

Our work naturally opens door to several future directions. While this paper focused on counterfactual inference in sequential experimental design, our unit × time-level results also can be easily extended to provide guarantees for a broad class of panel data settings (like synthetic control [52], synthetic interventions [3], including those with staggered adoption [6]. While our model generalizes the non-linear mixed effects model, and the bilinear factor model considered in prior work, it does not cover the settings where time-varying features for units are available at each decision time (e.g., in contextual bandits). Our model also does not allow spill-over effects of treatment which arises in several real-world settings.

Notably, our algorithm can be applied to tackle two settings easily: (i) categorical context variables by treating each possible covariate category separately and (ii) context variables that themselves follow a factor model structure, by simply treating the variables as latent. In either case, not leveraging the additional known information would necessarily lead to loss of statistical power, and thus developing a better strategy that allows us to learn from contexts is desirable. It would also be interesting to characterize the downstream gains of our unit × time-level estimates and the associated guarantees with adaptively collected data, e.g., in off-policy evaluation, or optimization, when the data is collected using a learning algorithm (like in Assum. 1).

Finally, we note that our work can also be useful for data imputation strategies. Our guarantees can help provide theoretical justification (with a generic non-parametric factor model) for the success of nearest neighbor observed empirically in various missing data settings and multiple imputation strategies [12, 13, 14, 42]— when the data is missing at random in a sequential manner.
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APPENDIX A: PROOF OF THM. 3.1: NON-ASYMPTOTIC ERROR BOUND FOR $\widehat{\theta}_{i,t,\eta}^{(a)}$

We refer the reader to Sec. 3.5 for an overview of our proof strategy, and proceed here directly. We have

$$
(\theta_{i,t}^{(a)} - \widehat{\theta}_{i,t,\eta}^{(a)})^2 = \left(\theta_{i,t}^{(a)} - \frac{\sum_{j \in N_{i,t,a,\eta}} Y_{j,t}}{N_{i,t,a,\eta}}\right)^2
\equiv (i) \left(\frac{\sum_{j \in N_{i,t,a,\eta}} (\theta_{i,t}^{(a)} - \theta_{j,t}^{(a)}) + \varepsilon_{j,t}^{(a)}}{N_{i,t,a,\eta}}\right)^2
\leq 2 \left(\frac{\sum_{j \in N_{i,t,a,\eta}} |\theta_{i,t}^{(a)} - \theta_{j,t}^{(a)}|}{N_{i,t,a,\eta}}\right)^2 + 2 \left(\frac{\sum_{j \in N_{i,t,a,\eta}} \varepsilon_{j,t}^{(a)}}{N_{i,t,a,\eta}}\right)^2 \triangleq 2(B + V)
$$

where step (i) follows from the facts that $(a + b)^2 \leq 2a^2 + 2b^2$ and $(a + b)^2 \leq (|a| + |b|)^2$ for all scalars $a, b$. We use $B$ to denote the bias term and $V$ to denote the variance term in (41).

To control the bias term, using Assum. 3 and 5 and Cauchy-Schwarz’s inequality, we obtain that

$$
\sum_{j \in N_{i,t,a,\eta}} |\theta_{i,t}^{(a)} - \theta_{j,t}^{(a)}| \leq \frac{\sum_{j \in N_{i,t,a,\eta}} |\langle u_i, v_i \rangle - \langle u_j, v_i \rangle|}{\|v_i\|_2 \sum_{j \in N_{i,t,a,\eta}} \|u_i - u_j\|_2}
\leq \frac{c_v \max_{j \in N_{i,t,a,\eta}} \|u_i - u_j\|_2}{\|v_i\|_2}
\leq \frac{c_v \max_{j \in N_{i,t,a,\eta}} \|u_i - u_j\|_2}{\|v_i\|_2}
$$

Recall the notations (16). Define

$$
\rho_{i,j,a}^* \overset{\Delta}{=} \|u_i - u_j\|_2^2 \mathbb{I}_{\sigma_0^2} + 2\sigma_0^2.
$$

Fix $\delta \in (0, 1]$, and define the event $\mathcal{E}_1$ such that

$$
|\rho_{i,j,a} - \rho_{i,j,a}^*| \leq \left(\frac{c_v c_u + c_\varepsilon}{\|\Phi_{i,a}\|_2 T^{1/2}}\right) \mathbb{I}_{\rho_{i,j,a}^2} \leq \varepsilon_\delta, \text{ for all } j \in [N] \setminus \{i\}.
$$

Notably, $\mathcal{E}_1$ denotes the event that the estimated distance between unit $i$ and all other units $j$ concentrates around the expected value $\rho_{i,j,a}^*$. As a direct consequence of Assum. 5, we obtain that on event $\mathcal{E}_1$,

$$
\max_{j \in N_{i,t,a,\eta}} \|u_i - u_j\|_2^2 \leq \max_{j \in N_{i,t,a,\eta}} \frac{\rho_{i,j,a} - 2\sigma_0^2}{\lambda_{\min}(\Sigma_v)} \leq \frac{\rho_{i,j,a} - 2\sigma_0^2 + \varepsilon_\delta}{\lambda} \overset{(i)}{=} \eta - 2\sigma_0^2 + \varepsilon_\delta \overset{(i)}{=} \eta' + 2\varepsilon_\delta,
$$

where step (i) follows from the definition (9) of $N_{i,t,a,\eta}$. Overall, on event $\mathcal{E}_1$, we conclude that

$$
B \leq \frac{c_v}{\lambda_0} (\eta' + 2\varepsilon_\delta) \overset{(i)}{=} \frac{c_v}{\lambda_0} (\eta - 2\sigma_0^2 + 2\varepsilon_\delta)(17) \overset{(i)}{=} B
$$

Next, define the event $\mathcal{E}_2$ that provides a direct bound on the variance:

$$
V \leq \frac{24\sigma_0^2 \log(\frac{\lambda}{\sigma_0^2})}{\|\Phi_{i,a}\|_2(\eta')(N-1) \cdot \max \left\{ 1, \frac{4c_v^2 \log(\frac{\lambda}{\sigma_0^2})/\lambda}{3 \|\Phi_{i,a}\|_2(\eta')(N-1)} \right\}}
$$
Finally, our next lemma shows that the two events $E_1$ and $E_2$ hold with probability:

**Lemma A.1.** *Under the setting of Thm. 3.1, the events $E_1$ (44), and $E_2$ (47) satisfy*

$$
\Pr(E_1|\mathcal{U}) \geq 1 - \frac{\delta}{2}, \quad \text{and} \quad \Pr(E_2, E_1|u_i) \geq 1 - \frac{\delta}{2} - 2\exp\left(-\frac{\pi_{a,t} \Phi_{i,a}(\eta') (N-1)}{8}\right).
$$

(48)

Taking Lem. A.1 as given at the moment, we now proceed to finish the proof. Note that the bound (41) when put together with (46) and (47) implies the bound (17) under events $E_1 \cap E_2$, and

$$
\Pr(E_1 \cap E_2|u_i) = \Pr(E_1|u_i) \cdot \Pr(E_2|E_1, u_i) \geq 1 - \delta - 2\exp\left(-\frac{\pi_{a,t} \Phi_{i,a}(\eta') (N-1)}{8}\right),
$$

which immediately yields the claimed high probability result of Thm. 3.1.

It remains to prove the two high probability bounds in Lem. A.1, which we do one-by-one. In particular, we first establish (48)(a) in App. A.1, and then (48)(b) in App. A.2.

We also make use of the following high probability bound for binomial random variables throughout our proofs:

**Lemma A.2.** *Given $X_\ell \sim \text{Bernoulli}(p_\ell)$ for $\ell \in [N]$, we have*

$$
\Pr\left(\sum_{\ell=1}^{N} X_\ell \leq \frac{\sum_{\ell=1}^{N} p_\ell}{2}\right) \leq \exp\left(-\frac{\sum_{\ell=1}^{N} p_\ell}{8}\right).
$$

PROOF. The standard Binomial-Chernoff bound [37, Thm. 4.2] for independent bernoulli variables $\{X_\ell\}$ with $\mu \triangleq \sum_{\ell=1}^{N} \mathbb{E}[X_\ell] = \sum_{\ell=1}^{N} p_\ell$ is given by

$$
\Pr\left(\sum_{\ell=1}^{N} X_\ell \leq (1 - \delta)\mu\right) \leq \exp\left(-\frac{\delta^2 \mu}{2}\right) \quad \text{for} \quad \delta \in (0, 1).
$$

Substituting $\delta = \frac{1}{2}$ yields the claim. \hfill \Box

**A.1. Proof of Lem. A.1: Proof of inequality (48)(a).** Without loss of generality we can assume $a = 1$, so that we can use the simplified notation $1(A_{i,t} = a) = A_{i,t}$. Our proof makes use of a carefully constructed Martingale argument, so we start with the statement of the concentration bound.

**Azuma Martingale Concentration.** [22, Thm. 16] states the following high probability bound: Given a sequence of variables $\{X_i\}_{i=1}^{n}$ adapted to the filtration $\{\mathcal{F}_i\}_{i=1}^{n}$, we can construct the Martingale $S_i \triangleq \sum_{j=1}^{i} (X_j - \mathbb{E}[X_j|\mathcal{F}_{j-1}])$ for $i \geq 1$, and $S_0 \triangleq 0$. If we have $|X_i - \mathbb{E}[X_i|\mathcal{F}_{i-1}]| \leq M$ almost surely for all $i$, then we have

$$
|S_n| = |\sum_{i=1}^{n} X_i - \sum_{i=1}^{n} \mathbb{E}[X_i|\mathcal{F}_{i-1}]| \leq M \sqrt{n \log(2/\delta)},
$$

(49)

with probability at least $1 - \delta$. 
Furthermore, we also have
\[
\int F_{t}^{1}(t) \Delta 0, \text{ and for } \ell = 1, 2, \ldots, \text{ define}
\]
\[
(t_{\ell}(i, j)) = \begin{cases} \min \{ t : t_{\ell-1}(i, j) < t \leq T, A_{i,t}A_{j,t} = 1 \} & \text{if feasible,} \\ T+1 & \text{otherwise.} \end{cases}
\]
That is, \( t_{\ell}(i, j) \) denotes the time point such that the units \( i \) and \( j \) simultaneously receive the treatment \( 1 \) for the \( \ell \)-th time. We note that \( t_{\ell}(i, j) \) is a stopping time with respect to the filtration \( \{ \mathcal{F}_{t} \}_{t=1}^{T} \), i.e., \( \{ t_{\ell}(i, j) \leq t \} \in \mathcal{F}_{t} \). Let \( \mathcal{H}_{t} \) denote the sigma-field generated by the stopping time \( t_{\ell}(i, j) \).

Now, recall the definition (43) of \( \rho^{*}_{i,j,a} \), and define the sequence
\[
W_{\ell} \equiv \mathbf{1}(t_{\ell}(i, j) \leq T) \left( Y_{i,t_{\ell}(i,j)} - Y_{j,t_{\ell}(i,j)}^{\star} \right)^{2} - \rho^{*}_{i,j,a}, \quad \ell = 1, 2, \ldots
\]
Introduce the shorthand \( D = c_{0}c_{a} + c_{\varepsilon} \). Then clearly have \( |W_{\ell}| \leq 4D^{2} \) for all \( \ell \), almost surely. Furthermore, we also have
\[
\mathbb{E}[W_{\ell} | \mathcal{H}_{t}, \mathcal{U}] = \mathbb{E} \left[ \mathbf{1}(t_{\ell}(i, j) \leq T) \left( (Y_{i,t_{\ell}(i,j)} - Y_{j,t_{\ell}(i,j)}^{\star})^{2} - \rho^{*}_{i,j,a} \right) | \mathcal{H}_{t}, \mathcal{U} \right] = \mathbf{1}(t_{\ell}(i, j) \leq T) \cdot \mathbb{E} \left[ \left( (Y_{i,t_{\ell}(i,j)} - Y_{j,t_{\ell}(i,j)}^{\star})^{2} - \rho^{*}_{i,j,a} \right) | \mathcal{H}_{t}, \mathcal{U} \right] \overset{(i)}{=} 0,
\]
where step (i) when \( 1(t_{\ell}(i, j) \leq T) = 1 \) follows from the fact that conditioned on \( t_{\ell}(i, j) = t \leq T \), the distribution of \( (v_{i}, \varepsilon_{i,t}^{(a)\dagger}, \varepsilon_{j,t}^{(a)\dagger}) \) is independent of the treatments \( \{ A_{j,t} \}_{j \in [N]} \) at that time since the policy is sequential (Assum. 1), and the latent time factors at time \( t \), and noise variables at time \( t \) are exogenous and drawn independently of the policy at time \( t \) (Assum. 2 and 5), so that they are independent of the event \( t_{\ell}(i, j) = t \) and thereby the sigma-algebra \( \mathcal{H}_{t} \), which in turn yields that
\[
\mathbb{E}[Y_{i,t_{\ell}(i,j)} - Y_{j,t_{\ell}(i,j)}^{\star} | t_{\ell}(i, j) = t, \mathcal{H}_{t}, \mathcal{U}] = (u_{i} - u_{j})^{\dagger} \mathbb{E}[v_{i}v_{i}^{\dagger} | t_{\ell}(i, j) = t, \mathcal{H}_{t}, \mathcal{U}] (u_{i} - u_{j}) + \mathbb{E}[(\varepsilon_{i,t}^{(a)} - \varepsilon_{j,t}^{(a)})^{2} | t_{\ell}(i, j) = t, \mathcal{H}_{t}, \mathcal{U}]
\]
\[
+ (u_{i} - u_{j})^{\dagger} \mathbb{E}[v_{i}(\varepsilon_{i,t}^{(a)} - \varepsilon_{j,t}^{(a)}) | t_{\ell}(i, j) = t, \mathcal{H}_{t}, \mathcal{U}]
\]
\[
= (u_{i} - u_{j})^{\dagger} \sum_{v_{i}}^{(a)} (u_{i} - u_{j}) + 2\sigma_{a}^{2} + 0 = \rho^{*}_{i,j,a}.
\]
Putting the pieces together, we conclude that \( \{ W_{\ell} \}_{\ell=0}^{\infty} \) is a bounded Martingale difference sequence with respect to the filtration \( \{ \mathcal{H}_{t} \}_{t=0}^{\infty} \) conditioned on the unit factors \( \mathcal{U} \).

\textbf{Step (ii): Relating the martingale to } \rho_{i,j,a} \textbf{.}\n
Define \( T_{i,j} \equiv \sum_{t=1}^{T} A_{i,t}A_{j,t} \). Under the event \( T_{i,j} > 0 \), we have
\[
\frac{\sum_{t=1}^{T} A_{i,t}A_{j,t} \left( Y_{i,t} - Y_{j,t}^{\star} \right)^{2}}{\sum_{t=1}^{T} A_{i,t}A_{j,t}} - \rho^{*}_{i,j,a} = \frac{\sum_{t=1}^{T} A_{i,t}A_{j,t} \left( Y_{i,t} - Y_{j,t}^{\star} \right)^{2}}{T_{i,j}} - \rho^{*}_{i,j,a}
\]
\[
\overset{(50)}{=} \frac{\sum_{t=1}^{T} \left( Y_{i,t_{\ell}(i,j)} - Y_{j,t_{\ell}(i,j)}^{\star} \right)^{2}}{T_{i,j}} - \rho^{*}_{i,j,a}
\]
\[
\overset{(i)}{=} \sum_{t=1}^{T} \mathbf{1}(t_{\ell}(i, j) \leq T) \left( Y_{i,t_{\ell}(i,j)} - Y_{j,t_{\ell}(i,j)}^{\star} \right)^{2} - \rho^{*}_{i,j,a}
\]
where step (i) follows from the fact that for any $\ell \leq T_{i,j}$, we have $t_\ell(i, j) \leq T$ by definition.

**Step (iii): Applying martingale concentration.** Fix $\delta > 0$. Now, applying Azuma Hoeffding concentration bound (49) for the sequence $\{W_\ell\}_{\ell=0}^\infty$ adapted to the filtration $\{\mathcal{H}_\ell\}_{\ell=0}^\infty$, we find that for any fixed $K > 0$, we have

$$P \left[ \left| \frac{\sum_{\ell=1}^{K} W_\ell}{K} \right| \leq \frac{4D^2 \sqrt{\log(2/\delta)}}{\sqrt{K}} |\mathcal{U}| \right] \geq 1 - \delta.$$ 

Applying a union bound over $K \in [T]$, we find that

$$P \left[ \left| \frac{\sum_{\ell=1}^{K} W_\ell}{K} \right| \leq \frac{4D^2 \sqrt{\log(2/\delta)}}{\sqrt{K}} \text{ for all } K \in [T] |\mathcal{U}| \right] \geq 1 - T\delta. \tag{53}$$

Note that the bound (53) holds uniformly for all $1 \leq K \leq T$. By definition $T_{i,j} \leq T$, so that

$$P \left[ \left| \frac{\sum_{\ell=1}^{T} A_{i,t} A_{j,t} (Y_{i,t} - Y_{j,t})^2}{\sum_{\ell=1}^{T} A_{i,t} A_{j,t}} \right| - \rho_{i,j,a}^* \leq \frac{4D^2 \sqrt{\log(2/\delta)}}{T_{i,j}} , T_{i,j} > 0 |\mathcal{U}| \right] \tag{52}$$

is $\sum_{K'=1}^{T} P \left[ \left| \frac{\sum_{\ell=1}^{K'} W_\ell}{K'} \right| \leq \frac{4D^2 \sqrt{\log(2/\delta)}}{\sqrt{K}} , T_{i,j} = K' |\mathcal{U}| \right]$ \tag{i)}

$$\geq \sum_{K'=1}^{T} P \left[ \left| \frac{\sum_{\ell=1}^{K'} W_\ell}{K'} \right| \leq \frac{4D^2 \sqrt{\log(2/\delta)}}{\sqrt{K}} \text{ for all } K \in [T] , T_{i,j} = K' |\mathcal{U}| \right] \tag{53}$$

$i)$ $P \left[ \left| \frac{\sum_{\ell=1}^{K} W_\ell}{K} \right| \leq \frac{4D^2 \sqrt{\log(2/\delta)}}{\sqrt{K}} \text{ for all } K \in [T] , T_{i,j} > 0 |\mathcal{U}| \right]$ \tag{ii)}

$$\geq P \left[ \left| \frac{\sum_{\ell=1}^{K} W_\ell}{K} \right| \leq \frac{4D^2 \sqrt{\log(2/\delta)}}{\sqrt{K}} \text{ for all } K \in [T] |\mathcal{U}| \right] + P[T_{i,j} > 0 |\mathcal{U}|] - 1 \tag{iii)}$$

where steps (i) and (ii) follow from the law of marginal probability and step (iii) from the fundamental fact that $P(S_1 \cap S_2) = P(S_1) + P(S_2) - P(S_1 \cup S_2) \geq P(S_1) + P(S_2) - 1$ for any two events $S_1$ and $S_2$.

Now, Assum. 1 and (2) imply that

$$E[A_{i,t} A_{j,t} |\mathcal{U}] = E[E[A_{i,t} A_{j,t} |\mathcal{U}, \mathcal{F}_{t-1}] |\mathcal{U}] \overset{A1}{=} E[E[A_{i,t} |\mathcal{F}_{t-1}] E[A_{j,t} |\mathcal{F}_{t-1}] |\mathcal{U}] \overset{(2)}{=} \Pi_{n,t}^2,$$

and that $\Pi_{n,t} \geq \Pi_{n,T}$ for all $t \in [T]$. Thus applying Lem. A.2 with $p_\ell = \Pi_{n,T}^2$, we conclude that for any fixed pair $(i, j)$, we have

$$\tag{54} P \left[ T_{i,j} \geq \frac{\Pi_{n,T}^2 T}{2} |\mathcal{U}| \right] \geq 1 - \delta, \text{ if } \Pi_{n,T}^2 \geq \frac{8 \log(1/\delta)}{T}. $$
Putting the pieces together, and taking a union bound over \( j \in [N]\{i\}, \)
\[
\mathbb{P}\left[ \sum_{t=1}^{T} A_{i,t} A_{j,t} (Y_{i,t} - Y_{j,t})^2 \leq \sum_{t=1}^{T} A_{i,t} A_{j,t} - \rho_{i,j,a}^* \right] \leq \frac{D^2 \sqrt{32 \log(2/\delta)}}{\pi_a T \sqrt{T}}, \text{ for all } j \in [N]\{i\} \cup \mathcal{U}
\]
\[
\geq 1 - (T+1)(N-1)\delta,
\]
which in turn implies that
\[
\mathbb{P}\left[ |\rho_{i,j,a} - \rho_{i,j,a}^*| \leq \frac{D^2 \sqrt{32 \log(2/\delta)}}{\pi_a T \sqrt{T}}, \text{ for all } j \in [N]\{i\} \cup \mathcal{U} \right] \geq 1 - (T+1)(N-1)\delta,
\]
when \( \pi_a^2 T \geq \frac{8 \log(1/\delta)}{T} \). Replacing \( \delta \) by \( \frac{\delta}{2NT} \) yields the inequality (a) in (48).

**A.2. Proof of Lem. A.1: Proof of inequality (48)(b).** We refer the reader to Sec. 3.5.2 for a proof sketch of this part. Without loss of generality, we will assume \( a = 1 \) throughout this proof, and use the simplified notation \( 1(A_{i,t} = a) = A_{i,t} \). We use \( S \Delta T \) to denote the set difference between two sets \( S \) and \( T \).

We proceed in four steps: (I) The sandwich argument to decompose the variance term, (II) upper bounding the variance terms in terms of neighborhood sizes, (III) lower and upper bounding the neighborhood sizes, and (IV) putting the pieces together.

**Step (I): The sandwich argument.** Conditional on \( \mathcal{U} \), define the following sets:
\[
\mathcal{N}_{t,a,\eta}^* = \{ j \neq i : \rho_{i,j,a}^* + e_\eta \leq \eta \}, \quad \mathcal{N}_{i,a,\eta} = |\mathcal{N}_{i,a,\eta}^*|,
\]
\[
\mathcal{N}_{i,a,\eta}^\ast = \{ j \neq i : \rho_{i,j,a}^* - e_\eta \leq \eta \}, \quad \mathcal{N}_{i,a,\eta}^\ast = |\mathcal{N}_{i,a,\eta}^\ast|,
\]
\[
\mathcal{N}_{i,a,\eta} = \{ j \neq i : \rho_{i,j,a} \leq \eta \}, \quad \mathcal{N}_{i,a,\eta} = |\mathcal{N}_{i,a,\eta}|.
\]
Note that the sets \( \mathcal{N}_{t,a,\eta}^* \) and \( \mathcal{N}_{i,a,\eta}^\ast \) are contained (and \( \mathcal{N}_{i,a,\eta} \) is not) in the sigma-algebra of \( \mathcal{U} \). And, by definition,
\[
\mathcal{N}_{t,a,\eta}^* \subseteq \mathcal{N}_{t,a,\eta}^\ast \quad \text{and} \quad \mathcal{N}_{i,a,\eta} \overset{(9)}{=} \{ j \in \mathcal{N}_{i,a,\eta} \mid A_{j,t} = 1 \} \subseteq \mathcal{N}_{i,a,\eta} \quad \text{almost surely}.
\]
We claim that under the event \( \mathcal{E}_1 \), the sets \( \mathcal{N}_{t,a,\eta}^* \) and \( \mathcal{N}_{i,a,\eta}^\ast \) sandwich \( \mathcal{N}_{i,a,\eta} \) as follows:
\[
\mathcal{N}_{t,a,\eta}^* \subseteq \mathcal{N}_{i,a,\eta} \subseteq \mathcal{N}_{i,a,\eta}^\ast.
\]
This claim follows immediately by making the following two observations:
\[
\begin{align*}
\text{if} \quad j \in \mathcal{N}_{t,a,\eta}^* & \implies \rho_{i,j,a} \overset{(55)}{\leq} \rho_{i,j,a}^* + e_\eta \overset{(56)}{\leq} \eta \implies \overset{(58)}{\text{if}} \quad j \in \mathcal{N}_{i,a,\eta}, \quad \text{and} \\
\text{if} \quad j \in \mathcal{N}_{i,a,\eta} & \implies \rho_{i,j,a} \overset{(55)}{\leq} \rho_{i,j,a}^* - e_\eta \overset{(58)}{\leq} \eta \implies \overset{(57)}{\text{if}} \quad j \in \mathcal{N}_{i,a,\eta}^\ast.
\end{align*}
\]
Now, under the event \( \mathcal{E}_1 \) and conditional on \( u_i \), using the definitions (9) and (58), we find that
\[
\mathbb{V} = \left( \frac{\sum_{j \in \mathcal{N}_{i,a,\eta}} e_j^{(a)}}{\mathcal{N}_{i,a,\eta}} \right)^2 
\leq 2 \left( \frac{\sum_{j \in \mathcal{N}_{i,a,\eta}} A_{j,t} e_j^{(a)}}{\sum_{j \in \mathcal{N}_{i,a,\eta}} A_{j,t}} \right)^2
\]
\[
+ 2 \left( \frac{\sum_{j \in \mathcal{N}_{i,a,\eta}} A_{j,t} e_j^{(a)}}{\sum_{j \in \mathcal{N}_{i,a,\eta}} A_{j,t}} \right)^2.
\]
provides a high probability bound for these quantities: additional on just the unit

\[ (60) \]

where step (i) follows from the fact that \((a + b)^2 \leq 2(a^2 + b^2)\) for all scalars \(a, b\), and step (ii) from the fact that \(\sum_{j \in N_{i,a,\eta}} A_{j,t} \geq \sum_{j \in N_{i,a,\eta}^*} A_{j,t}\) since \(N_{i,a,\eta}^* \subseteq N_{i,a,\eta}\) under the event \(\mathcal{E}_1\), and step (iii) from the boundedness of the noise variables assumed in Assum. 2, and step (iv) from the relation \(N_{i,a,\eta} \subseteq N_{i,a,\eta}^*\) under event \(\mathcal{E}_1\).

Step (II): Upper bounding the variance terms \(\mathbb{V}_1\) and \(\mathbb{V}_2\). The following lemma provides a high probability bound on the variance quantities in terms of suitable neighborhood sizes, and notably the probability is established conditional on all the unit latent factors \(U_i\). See App. A.3 for its proof.

**Lemma A.3** (Upper bounds on the variance terms). For any fixed \(\delta \in [0, 1)\), and the event \(\mathcal{E}_3\) such that

\[
(61) \quad \mathbb{V}_1 \leq 6\sigma_a^2 \log(\frac{8}{\delta}) \cdot \max \left\{ 1, \frac{2\epsilon_2^2 \log(\frac{8}{\delta})}{3\sigma_a^2 N_{i,a,\eta}^*} \right\} \quad \text{and} \quad \mathbb{V}_2 \leq \frac{4|N_{i,a,\eta}^*| \Delta N_{i,a,\eta}^*}{\Phi_{a,t}(N_{i,a,\eta})^2},
\]

we have \(\mathbb{P}(\mathcal{E}_3|U_i) \geq 1 - \frac{\delta}{4} - \exp\left(-\frac{\Phi_{i,a}(\eta')}{8}\right)\).

Step (III): Bounding the neighborhood sizes. Given Lem. A.3, our next step is to establish lower bound on the number of neighbors \(N_{i,a,\eta}^*\) and an upper bound on \(|N_{i,a,\eta}^* \Delta N_{i,a,\eta}^*|\) conditional on just the unit \(i\)'s latent factor \(u_i^a\). The following lemma (with proof in App. A.4) provides a high probability bound for these quantities:

**Lemma A.4** (Lower bound on the neighborhood sizes). For any fixed \(\delta \in [0, 1)\), let \(\beta_\delta \triangleq \Phi_{i,a}(\eta' + 2\epsilon_3) - \Phi_{i,a}(\eta')\), and \(\mathcal{E}_4\) denote the event such that

\[
(62) \quad N_{i,a,\eta}^* \geq \frac{\Phi_{i,a}(\eta')(N-1)}{2} \quad \text{and} \quad |N_{i,a,\eta}^* \Delta N_{i,a,\eta}^*| \leq \max \left\{ \frac{3\beta_\delta (N-1)}{2}, C \log(\frac{4}{\delta}) \right\},
\]

for some universal constant \(C > 0\). Then \(\mathbb{P}(\mathcal{E}_4|u_i) \geq 1 - \frac{\epsilon}{4} - \exp\left(-\frac{\Phi_{i,a}(\eta')(N-1)}{8}\right)\).

**Remark 7.** We note in the proof of Lem. A.4 (in App. A.4) that if \(\beta_\delta = 0\), a direct argument yields that \(|N_{i,a,\eta}^* \Delta N_{i,a,\eta}^*| = 0\) almost surely. This fact is used directly in Cor. 1(a), Cor. 2(a), and Cor. 3(a).

Step (IV): Putting it together. Collecting all steps together, we conclude that the event \(\bigcap_{\ell=1}^d \mathcal{E}_\ell\) conditional on \(u_i\), we have

\[
\mathbb{V} \leq \frac{24\sigma_a^2 \Phi_{i,a}(\eta')(N-1)}{\Phi_{i,a}(\eta')(N-1)} \cdot \max \left\{ 1, \frac{4\epsilon_2^2 \log(\frac{8}{\delta})}{3\Phi_{i,a}(\eta')(N-1)} \right\}
\]
the definitions \((60)\) of
\[\Phi_{i,a}(\eta') = \frac{C\log^2(4/\delta)}{(\Phi_{i,a}(\eta')(N-1))^2},\]
with probability at least
\[1 - \frac{\delta}{2} - \exp\left(-\frac{\tau_{a,t} \Phi_{i,a}(\eta')(N-1)}{16}\right) \geq 1 - \frac{\delta}{2} - 2\exp\left(-\frac{\tau_{a,t} \Phi_{i,a}(\eta')(N-1)}{16}\right),\]
as claimed, and we are done.

A.3. Proof of Lem. A.3. First, applying Lem. A.2 we find that
\[P \left( \sum_{j \in N_{i,a}} A_{j,t} \geq \frac{\tau_{a,t} N^*_{i,a,\eta}}{2} | \mathcal{U} \right) \geq 1 - \exp\left(-\frac{\tau_{a,t} N^*_{i,a,\eta}}{8}\right) \]
Next, we note that the noise variables \(\{\varepsilon_{j,t}\}_{j \in [N]}\) are independent of the latent unit factors \(\mathcal{U}\) due to Assum. 2 and hence also of \(N^*_{i,a,\eta}\) and also of the treatments \(\{A_{j,t}\}\) due to Assum. 1. Consequently, an application of Berstein’s concentration inequality\(^5\) yields that
\[P \left[ \left| \sum_{j \in N_{i,a}} A_{j,t} \varepsilon_{j,t} \right| \leq \max \left\{ \frac{\sigma}{\sqrt{K}} \left( 3 \log \left( \frac{8}{\delta} \right) \right), \frac{2c_x \log \left( \frac{8}{\delta} \right)}{K} \right\} \right\} | \mathcal{U}, \{A_{j,t}\}_{j=1}^N, \sum_{j \in N_{i,a}} A_{j,t} = K \]
\[\geq 1 - \frac{\delta}{4}.\]
Since the bound is independent of \(\{A_{j,t}\}_{j=1}^N\) in the above display, we can remove the conditioning, and moreover replace the condition \(\sum_{j \in N_{i,a}} A_{j,t} = K\) with \(\sum_{j \in N_{i,a}} A_{j,t} \geq K\) (since it only makes the bound inside the probability display worse), and combine it with (63) and the definitions (60) of \(\mathbb{V}_1\) and \(\mathbb{V}_2\) to conclude that (61) holds with probability at least \(1 - \frac{\delta}{4}\) conditional on \(\mathcal{U}\). The proof is now complete.

A.4. Proof of Lem. A.4. First, applying Lem. A.2 with \(p_\ell = \Phi_{i,a}(\eta')\) and noting that \(\mathcal{U}\) are drawn i.i.d (Assum. 4), we find that
\[P \left( N^*_{i,a,\eta} \geq \frac{\Phi_{i,a}(\eta')(N-1)}{2} | u_i \right) \geq 1 - \exp\left(-\frac{\Phi_{i,a}(\eta')(N-1)}{8}\right),\]
which establishes the bound (62)(a).

Next, to establish the bound on \(|N^*_{i,a,\eta} - \tilde{N}^*_{i,a,\eta}|\), first note that under Assum. 4, conditional on \(u_i\), the random variables \(\{1(j \in N_{i,a,\eta}^*, j \not\in N_{i,a,\eta}^*)\}_{j \not\in i}\) are i.i.d Bernoulli random variables with success probability \(\beta_\delta\) defined in Lem. A.4. Next applying Lem. A.2 with \(p_\ell \equiv \beta_\delta\), we conclude that
\[P \left( |N^*_{i,a,\eta} - \tilde{N}^*_{i,a,\eta}| \leq \frac{3\beta_\delta(N-1)}{2} \right) \geq 1 - \exp\left(-\frac{\beta_\delta N}{8}\right) \quad \text{if} \quad \beta_\delta N = \Omega(1).\]

\(^5\)If \(|X_i - \mu_i| < b\) a.s., \(Var(X_i) \leq \sigma^2_i\), then \(P(\frac{1}{n} |\sum_{i=1}^n (X_i - \mu_i)| \geq t) \leq 2 \exp(-nt^2/(\sigma^2_i + bt/3))\)
For the case with $\beta_\delta N = O(1)$, we use the following entropy-based concentration bound (see [50, Exer. 2.9] for a reference): For $X_i \overset{i.i.d.}{\sim} \text{Bernoulli}(p)$, we have

\begin{equation}
\Pr \left( \sum_{\ell=1}^{N} X_\ell \leq (p + \epsilon)N \right) \leq \exp(-N \cdot \text{KL}(p + \epsilon\|p)),
\end{equation}

where $\text{KL}(p + \epsilon\|p) \triangleq (p + \epsilon) \log \left(1 + \frac{\epsilon}{p}\right) + (1 - p - \epsilon) \log \left(1 - \frac{\epsilon}{1 - p}\right)$.

Some algebra with the bound (66) implies that

\begin{equation}
\Pr \left( \sum_{\ell=1}^{N} X_\ell \leq C \log(1/\delta) \right) \geq 1 - \delta \quad \text{if} \quad pN = O(1),
\end{equation}

which in turn implies that

\begin{equation}
\Pr \left( |\mathbf{N}_{i,a,\eta}^{*} \Delta \Delta \mathbf{N}_{i,a,\eta}^{*}| \leq C \log(4/\delta) \right) \geq 1 - \frac{\delta}{4} \quad \text{if} \quad \beta_\delta N = O(1).
\end{equation}

Putting the bounds (65) and (67) together, we find that

\begin{equation}
\Pr \left( |\mathbf{N}_{i,a,\eta}^{*} \Delta \Delta \mathbf{N}_{i,a,\eta}^{*}| < \max \left\{ \frac{3\beta_\delta (N-1)}{2}, C \log(\frac{4}{\delta}) \right\} |u_i\right) \geq 1 - \max \left\{ \frac{\delta}{4}, \exp \left( -\frac{\beta_\delta (N-1)}{8} \right) \right\}
\end{equation}

\begin{equation}
\geq 1 - \frac{\delta}{4}.
\end{equation}

thereby yielding the bound (62)(b). Note that if $\beta_\delta = 0$, a direct argument yields that $|\mathbf{N}_{i,a,\eta}^{*} \Delta \Delta \mathbf{N}_{i,a,\eta}^{*}| = 0$ almost surely. Putting (64) and (68) together finishes the proof.

APPENDIX B: PROOF OF THM. 3.2: ASYMPTOTIC GUARANTEES FOR $\widehat{\theta}_{i,t,\eta}^{(a)}$

We prove each part separately. We repeatedly use the following fact for a sequence of random variables $\{X_T\}$ and deterministic scalars $\{b_T\}$:

\begin{equation}
X_T = O_P(b_T) \quad \text{and} \quad b_T = o_T(1) \implies X_T = o_P(1) \quad \text{as} \quad T \to \infty.
\end{equation}

B.1. Proof of part (a): Asymptotic consistency. To prove the claimed result, we need to show that under the conditions (20)

\begin{equation}
|\widehat{\theta}_{i,t,\eta}^{(a)} - \theta_{i,t}^{(a)}| = o_P(1) \quad \text{as} \quad T \to \infty.
\end{equation}

Applying the bound (17) from Thm. 3.1 with $\delta = \frac{1}{T}$, we find that

\begin{equation}
(\widehat{\theta}_{i,t,\eta}^{(a)} - \theta_{i,t}^{(a)})^2 \leq \frac{2c_0^2}{\lambda} \left( \eta - 2\sigma_a^2 + e_T \right) + \frac{48\sigma_a^2 \log(8T)}{\lambda \gamma a,\tau \Phi_u(\eta_T)} (N_T - 1) + \frac{6c_0^2}{\lambda \gamma a,\tau} \left( \Phi_u(\eta_T) + 2e_T \right),
\end{equation}

with probability at least $1 - \frac{1}{T} - \exp \left( -\frac{\Phi_u(\eta_T)(N_T - 1)}{8} \right)$. Using (20)(a), we find that

\begin{equation}
1 - \frac{1}{T} - \exp \left( -\frac{\Phi_u(\eta_T)(N_T - 1)}{8} \right) \to 1 \quad \text{as} \quad T \to \infty,
\end{equation}

so that

\begin{equation}
(\widehat{\theta}_{i,t,\eta}^{(a)} - \theta_{i,t}^{(a)})^2 = O_P \left( \eta_T' + 2e_T + \frac{1}{\lambda \gamma a,\tau \Phi_u(\eta_T)} N_T + \frac{1}{\lambda \gamma a,\tau} \left( \Phi_u(\eta_T') - 1 \right) \right),
\end{equation}

and since $t$ is fixed, $\gamma a,\tau > c$ for some constant $c$, so that (20)(b) implies that the term inside the parentheses in the previous display is $o_T(1)$, thereby yielding the claim due to (69).
B.2. Proof of part (b): Asymptotic normality. We have

\[
\sqrt{N_{i,t,\eta_T}}(\hat{\theta}_{i,t,\eta} - \theta_{i,t}) = \sqrt{N_{i,t,\eta_T}} \left( \frac{1}{N_{i,t,\eta_T}} \sum_{j \in N_{i,t,\eta_T}} (Y_{j,t} - \theta_{i,t}) \right)
\]

\[
= \sum_{j \in N_{i,t,\eta_T}} \left( \frac{\theta_{j,t} - \theta_{i,t}}{N_{i,t,\eta_T}} \right) + \sum_{j \in N_{i,t,\eta_T}} \frac{\varepsilon_{j,t}}{N_{i,t,\eta_T}}
\]

\[
= \sum_{j \in N_{i,t,\eta_T}} \frac{\langle u_j - u_i, v_t \rangle}{N_{i,t,\eta_T}} + \sum_{j \in N_{i,t,\eta_T}} \frac{\varepsilon_{j,t}}{N_{i,t,\eta_T}}.
\]

Next, we note that

\[
\left| \sum_{j \in N_{i,t,\eta_T}} \frac{\langle u_j - u_i, v_t \rangle}{N_{i,t,\eta_T}} \right| \leq \frac{\|u_t\|_2}{N_{i,t,\eta_T}} \max_{j \in N_{i,t,\eta_T}} \|u_j - u_i\|_2 \leq \frac{c_v}{\sqrt{\lambda}} \sqrt{N_{i,t,\eta_T}} \max_{j \in N_{i,t,\eta_T}} \|u_j - u_i\|_{\Sigma(u)}.
\]

From (45), we know that

\[
\max_{j \in N_{i,t,\eta_T}} \|u_j - u_i\|_2^2 = O_P(\eta_{t}^2 + 2e_T),
\]

and from (59), we know that

\[
N_{i,t,\eta_T} \leq N_{i,a,\eta} \leq N_{i,a,\eta}^* \leq O_P(N\Phi u_i(\eta_{t}^2 + 2e_T)).
\]

Putting the pieces together, we find that

\[
\left| \sum_{j \in N_{i,t,\eta_T}} \frac{\langle u_j - u_i, v_t \rangle}{N_{i,t,\eta_T}} \right| = O_P(\sqrt{N_{i,t,\eta_T}}N\Phi u_i(\eta_{t}^2 + 2e_T) \leq O_P(o_T(1)) \leq o_P(1).
\]

Noting this bound, and the next lemma immediately yields the claimed central limit theorem.

**Lemma B.1.** Under the setting of Thm. 3.2(b), we have

\[
\frac{\sum_{j \in N_{i,t,\eta_T}} \varepsilon_{j,t}}{\sqrt{N_{i,t,\eta_T}}} \mid u_i \xrightarrow{d} N(0, \sigma^2_\eta) \text{ as } T \to \infty.
\]

It remains to establish Lem. B.1, which we do in App. B.3.

**B.3. Proof of Lem. B.1.** Adapt the definitions (56) to (58) with \(\eta\) replaced by \(\eta_{T}\), and \(\varepsilon_{\delta}\) by \(\varepsilon_{N, T, 1/(N_{T} T)}\); and still denote the corresponding sets \(N_{i,a,\eta}^*, N_{i,a,\eta}^*\), and \(N_{i,a,\eta}^*\). We have

\[
\frac{\sum_{j \in N_{i,t,\eta_T}} \varepsilon_{j,t}}{N_{i,t,\eta_T}} = \frac{\sum_{j \in N_{i,a,\eta}} A_{j,t} \varepsilon_{j,t}}{\sum_{j \in N_{i,a,\eta}} A_{j,t}}
\]

\[
= \frac{\sum_{j \in N_{i,a,\eta}^*} A_{j,t} \varepsilon_{j,t}}{\sum_{j \in N_{i,a,\eta}^*} A_{j,t}} + \frac{\sum_{j \in N_{i,a,\eta} \setminus N_{i,a,\eta}^*} A_{j,t} \varepsilon_{j,t}}{\sum_{j \in N_{i,a,\eta}} A_{j,t}}.
\]
Then we have (74)

\[
\psi_{\xi|u_i}(r) = \mathbb{E} \left[ \exp \left( \frac{ir}{\sqrt{N_{i,t}^*}} \sum_{j \in N_{i,t}^*} \varepsilon_{j,t}^{(a)} \right) | u_i \right] = \mathbb{E} \left[ \exp \left( \frac{ir}{\sqrt{N_{i,t}^*}} \sum_{j \in N_{i,t}^*} \varepsilon_{j,t}^{(a)} \right) | N_{i,t}^*, u_i \right] | u_i
\]

Next, we claim that conditional to \( u_i \),

(70)

\[
\frac{\sum_{j \in N_{i,a}^*} A_{j,t} \varepsilon_{j,t}^{(a)}}{\sqrt{\sum_{j \in N_{i,a}^*} A_{j,t}}} \rightarrow N(0, \sigma_a^2),
\]

\[
\max \left\{ \frac{\sum_{j \in N_{i,a}^*} A_{j,t} \varepsilon_{j,t}^{(a)}}{\sum_{j \in N_{i,a}^*} A_{j,t}}, \frac{\sum_{j \in N_{i,a}^*} A_{j,t} \varepsilon_{j,t}^{(a)}}{\sum_{j \in N_{i,a}^*} A_{j,t}} \right\} = O_P \left( \frac{1}{\sqrt{N_{i,t,\eta_T}}} \right),
\]

and

(72)

\[
\frac{N_{i,t,\eta_T}}{\sum_{j \in N_{i,a}^*} A_{j,t}} \rightarrow 1 _{p}.
\]

With these claims at hand, we immediately have

\[
\frac{\sum_{j \in N_{i,t,\eta_T}^*} A_{j,t} \varepsilon_{j,t}^{(a)}}{\sqrt{N_{i,t,\eta_T}^*}} | u_i \rightarrow N(0, \sigma_a^2) \quad \text{as} \ T \rightarrow \infty.
\]

as claimed in the lemma. We now prove the three claims (70) to (72) one-by-one.

**Proof of (70).** Let \( \psi_{X}(r) \triangleq \mathbb{E}[e^{irX}] \) denote the characteristic function of a random variable \( X \) where \( i \) in the exponent here denotes the complex number \( \sqrt{-1} \), and let \( N_{i,t}^* \triangleq \{ j \in N_{i,a,\eta} : A_{j,t} = 1 \} \), and \( N_{i,t}^* = |N_{i,t}^*| \). Now, to prove Lem. B.1, it suffices to show that conditional on \( u_i \), we have

\[
X_t \overset{d}{\rightarrow} N(0,1) \quad \text{for} \quad X_t \triangleq \frac{1}{\sigma} \frac{\sum_{j \in N_{i,t}^*} \varepsilon_{j,t}^{(a)}}{\sqrt{N_{i,t}^*}}.
\]

and in turn applying [25, Thm. 3.3.17], it suffices to show that the characteristic function of \( X_t \) converges to that of \( \xi \sim N(0,1) \), i.e.,

(73)

\[
\psi_{X_t | u_i}(r) = \mathbb{E}[e^{irX_t | u_i}] \quad T \rightarrow \infty \quad \psi_{\xi}(r) = e^{-\frac{r^2}{2}} \quad \text{for each} \ r \in \mathbb{R}.
\]

We now prove the claim (73).

Since \( \mathbb{E}[\varepsilon_{j,t}^{(a)}] = 0 \) and \( \mathbb{E}[(\varepsilon_{j,t}^{(a)})^2] = \sigma_a^2 \), [25, Thm. 3.3.20] yields that

(74)

\[
\psi_{\text{noise}}(r) \triangleq \psi_{\varepsilon_{j,t}^{(a)} / \sigma}(r) = 1 - \frac{r^2}{2} + o(r^2).
\]

Then we have

\[
\psi_{X_t | u_i}(r) = \mathbb{E} \left[ \exp \left( \frac{ir}{\sqrt{N_{i,t}^*}} \sum_{j \in N_{i,t}^*} \varepsilon_{j,t}^{(a)} / \sigma \right) | u_i \right] = \mathbb{E} \left[ \exp \left( \frac{ir}{\sqrt{N_{i,t}^*}} \sum_{j \in N_{i,t}^*} \varepsilon_{j,t}^{(a)} / \sigma \right) | N_{i,t}^*, u_i \right] | u_i
\]
where step (i) follows from the fact that the set \( N^*_{i,t} \) depends only on \( \mathcal{U} \), and the observed data till time \( T - 1 \) under Assum. 1, and hence independent of the noise variables \( \{ \varepsilon_{j,t} \} \) generated at time \( T \), and thus under Assum. 2 the noise variables \( \{ \varepsilon_{j,t} \} \) remain independent even conditional on \( N^*_{i,t} \). Next, we have

\[
\psi_{\mathcal{X}|u_i}(r) = \mathbb{E} \left[ \prod_{j \in N^*_{i,t}} \psi_{\text{noise}} \left( \frac{r}{\sqrt{N^*_{i,t}}} \right) \right] = \mathbb{E} \left[ \left( \psi_{\text{noise}} \left( \frac{r}{\sqrt{N^*_{i,t}}} \right) \right)^{N^*_{i,t}} \right]
\]

\[
= \sum_{k=0}^{\infty} \mathbb{P}(N^*_{i,t} = k|u_i) \psi_{\text{noise}}^{k} \left( \frac{r}{\sqrt{k}} \right),
\]

where we also use the fact the noise variables are independent of latent unit factors. Moreover, noting that \( |\psi_{\mathcal{X}}(r)| \leq 1 \) for all \( r \), and any random variable \( \mathcal{X} \), we obtain that

\[
\left| \psi_{\mathcal{X}|u_i}(r) - e^{-\frac{r^2}{2}} \right| = \left| \sum_{k=0}^{\infty} \mathbb{P}(N^*_{i,t} = k|u_i) \psi_{\text{noise}}^{k} \left( \frac{r}{\sqrt{k}} \right) - e^{-\frac{r^2}{2}} \right|
\]

\[
\leq \sum_{k=0}^{K_T} \mathbb{P}(N^*_{i,t} = k|u_i) + \left| \psi_{\text{noise}}^{K_T} \left( \frac{r}{\sqrt{K_T}} \right) - e^{-\frac{r^2}{2}} \right|
\]

\[
\leq \mathbb{P}(N^*_{i,t} \leq K_T|u_i) + \left[ 1 - \frac{r^2}{2K_T} + o \left( \frac{r^2}{K_T} \right) \right]^{K_T} - e^{-\frac{r^2}{2}},
\]

for any arbitrary choice of \( K_T \).

Repeating the arguments around (63) and (64) from App. A.2 yields that

\[
\mathbb{P}(N^*_{i,t} \leq K_T|u_i) \leq \exp \left( -\frac{\pi_{n,t} \Phi_1(\eta_T)(N_T - 1)}{32} \right) + \exp \left( -\frac{\Phi_1(\eta_T)(N_T - 1)}{8} \right),
\]

(75) where \( K_T \triangleq \frac{\Phi_1(\eta_T)}{4} \cdot (N_T - 1) \).

For this choice of \( K_T \) (75), invoking (21) (treating \( \pi_{n,t} \) as a constant as \( T \) scales) we have

\[
\mathbb{P}(N^*_{i,t} \leq K_T|u_i) \to 0 \quad \text{and} \quad K_T \to \infty \quad \text{as} \quad T \to \infty.
\]

(76) Since \( K_T \to \infty \), for small \( r \), using (74), we find that

\[
\left[ 1 - \frac{r^2}{2K_T} + o \left( \frac{r^2}{K_T} \right) \right]^{K_T} - e^{-\frac{r^2}{2}} \leq \left[ 1 - \frac{r^2}{2K_T} + o \left( \frac{r^2}{K_T} \right) \right]^{K_T} - \left( 1 - \frac{r^2}{2K_T} \right)^{K_T} + \left( 1 - \frac{r^2}{2K_T} \right)^{K_T} - e^{-\frac{r^2}{2}} \leq K_T \cdot o \left( \frac{r^2}{K_T} \right) + \left( 1 - \frac{r^2}{2K_T} \right)^{K_T} - e^{-\frac{r^2}{2}} \to 0 \quad \text{as} \quad T \to \infty.
\]

Moreover, for a large \( r \), we can replace the \( o(r^2) \) approximation of (74) by \( \psi_{\text{noise}}(r) \leq 1 - r^2/2 + 2|r|^3 \) (see [25, Proof of Thm. 3.3.20, Eq. 3.3.3]), and repeat the arguments above for
large $|r|$ to find that
\[
\left| 1 - \frac{r^2}{2K_T} + o\left(\frac{r^2}{K_T}\right) \right|^K_T e^{- \frac{r^2}{2}} \leq K_T \cdot O\left(\frac{|r|^3}{K_T^{3/2}}\right) + \left| 1 - \frac{r^2}{2K_T} \right|^K_T e^{- \frac{r^2}{2}} \leq O\left(\frac{|r|^3}{K_T^{3/2}}\right) + \left| 1 - \frac{r^2}{2K_T} \right|^K_T e^{- \frac{r^2}{2}},
\]
which still goes to 0 for any fixed $r$ when $K_T \to \infty$. Putting the pieces together, we conclude that $|\psi_j(x, u(r)) - e^{- \frac{r^2}{2}}| \to 0$ as $T \to \infty$ for all $r$, as required. The proof is now complete.

**Proof of (71).** Define $\mathcal{B}_t \triangleq \sqrt{N_{i,t,\eta_T} \cdot \sum_{j \in N_{i,a,n}} A_{j,t} \cdot e_j^{(a)}} / \sum_{j \in N_{i,a,n}} A_{j,t}$. Then, we have
\[
\sqrt{N_{i,t,\eta_T} \left( \sum_{j \in N_{i,a,n}} A_{j,t} e_j^{(a)} - \sum_{j \in N_{i,a,n}} A_{j,t} e_j^{(a)} \right)} = \mathcal{B}_t \cdot \sum_{j \in N_{i,a,n}} A_{j,t} - \sum_{j \in N_{i,a,n}} A_{j,t}. \tag{77}
\]
Note that (70) and (72) implies that $\mathcal{B}_t = O_P(1)$. Next, we have
\[
\left| \sum_{j \in N_{i,a,n}} A_{j,t} - \sum_{j \in N_{i,a,n}} A_{j,t} \right| \leq O_P\left( \frac{\sum_{j \in N_{i,a,n}} A_{j,t} - \sum_{j \in N_{i,a,n}} A_{j,t}}{\sum_{j \in N_{i,a,n}} A_{j,t}} \right) \leq O_P\left( \frac{|\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*|}{\pi_{a,t} N_{i,a,n}^*} \right). \tag{78}
\]
Moreover, we have
\[
\left| \frac{\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*}{\pi_{a,t} N_{i,a,n}^*} \right| \leq O_P\left( \frac{\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*}{\sqrt{N_{i,t,\eta_T}}} \right) = O_P\left( \frac{\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*}{\sqrt{\pi_{a,t} N_{i,a,n}^*}} \right) \leq O_P(1). \tag{21}
\]
Similarly,
\[
\left| \sqrt{N_{i,t,\eta_T} \sum_{j \in N_{i,a,n} \backslash N_{i,a,n}^*} A_{j,t} e_j^{(a)}} \right| = O_P\left( \frac{|\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*|}{\sqrt{N_{i,t,\eta_T}}} \right) = O_P\left( \frac{|\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*|}{\sqrt{\pi_{a,t} N_{i,a,n}^*}} \right) = O_P(1). \tag{21}
\]
and we have
\[
\frac{|\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*|}{\sqrt{N_{i,a,n}^*}} = O_P\left( \frac{\Phi_{u_i}(\eta_T') + 2e_\delta}{\Phi_{u_i}(\eta_T')} - 1 \right) \sqrt{\Phi_{u_i}(\eta_T')} N_T = o_T(1). \tag{21}
\]

**Proof of (72).** We have
\[
\left| \frac{N_{i,t,\eta_T}}{\sum_{j \in N_{i,a,n}} A_{j,t}} - 1 \right| = \left| \frac{\sum_{j \in N_{i,a,n}} A_{j,t} - \sum_{j \in N_{i,a,n}} A_{j,t}}{\sum_{j \in N_{i,a,n}} A_{j,t}} \right| \leq O_P\left( \frac{|\hat{N}_{i,a,n}^* \Delta N_{i,a,n}^*|}{\pi_{a,t} N_{i,a,n}^*} \right) = O_P(1), \tag{77}
\]
as desired.

**APPENDIX C: PROOF OF THM. 3.3: ASYMPTOTIC GUARANTEES FOR ESTIMATING $\hat{e}^{(a)}$**

We prove the two parts separately, and once again use (69) repeatedly.
C.1. Proof of part (a): Asymptotic consistency. We have

\[
\frac{\hat{\theta}^{(a)}_{\eta_T} - \bar{\theta}^{(a)}_{\eta_T} - \bar{\theta}^{(a)}_{\eta_T}}{\sqrt{\frac{\log(N_T)}{1}} + \frac{\log(N_T)}{1} = \frac{1}{N_T T} \sum_{t=1}^{T} \sum_{i=1}^{N_T} A_{i,t} \epsilon_{i,t}^{(a)} + \frac{1}{N_T T} \sum_{t=1}^{T} \sum_{i=1}^{N_T} (1 - A_{i,t})(\theta^{(a)}_{i,t} - \bar{\theta}^{(a)}_{i,t,\eta_T})}
\]

To control the first term we make use of the following lemma based on martingale arguments similar to that in the proof of Lem. A.1(a) in App. A.1 (see App. C.3 for the proof):

**Lemma C.1.** Under Assum. 1 and 2, for any \(\delta \in (0, 1]\), we have

\[
P \left[ \left| \sum_{i=1}^{N} \sum_{t=1}^{T} A_{i,t} \epsilon_{i,t}^{(a)} \right| \leq c \epsilon \sum_{i=1}^{N} \left( \log(NT/\delta) \sum_{t=1}^{T} A_{i,t} \right)^{1/2} \right] 
\geq 1 - \delta.
\]

Invoking Lem. C.1 with \(\delta = \delta_T = \frac{1}{N_T T}\), we conclude that

\[
\frac{1}{N_T T} \sum_{t=1}^{T} \sum_{i=1}^{N_T} (1 - A_{i,t})(\theta^{(a)}_{i,t} - \bar{\theta}^{(a)}_{i,t,\eta_T}) 
\leq \frac{1}{T} \sum_{t=1}^{T} \max_{\epsilon_{i,t}^{(a)} = 0} \left| \theta^{(a)}_{i,t} - \bar{\theta}^{(a)}_{i,t,\eta_T} \right|
\]

\[
\leq O \left( \sqrt{\eta_T^2 + \frac{\log(N_T / T)}{\sup_{u} \Phi_{u,\eta_T}(\eta_T/N_T - 1)}} + \max_{u} \left| \Phi_{u,\eta_T}(\eta_T/N_T - 1) \right| \right)
\]

with probability at least

\[
1 - \frac{1}{T} - \sum_{t=1}^{T} \sum_{i=1}^{N_T} \sup_{\epsilon_{i,t}^{(a)}} (-\Phi_{u,\eta_T}(\eta_T / T)) (N_T - 1)
\]

which goes to 1 as \(T \to \infty\) due to (26). Furthermore, (26) also implies that the sum inside the parentheses in display (81) is \(o_T(1)\). Putting the pieces together, we conclude that

\[
\frac{1}{N_T T} \sum_{t=1}^{T} \sum_{i=1}^{N_T} (1 - A_{i,t})(\theta^{(a)}_{i,t} - \bar{\theta}^{(a)}_{i,t,\eta_T}) = o_P(1),
\]

which when combined with (79) and (80) yields the claimed consistency result.

C.2. Proof of part (b): Asymptotic normality. Define the averaged quantities

\[
\tilde{\theta}^{(a)}_{\eta_T,full} \triangleq \frac{1}{N_T T} \sum_{t=1}^{T} \sum_{i=1}^{N_T} \tilde{\theta}^{(a)}_{i,t}, \quad \text{and} \quad \hat{\theta}^{(a)}_{T} \triangleq \frac{1}{N_T T} \sum_{t=1}^{T} \sum_{i=1}^{N_T} \theta^{(a)}_{i,t}.
\]
Now we note that

\[
\sqrt{K_T}(\tilde{\theta}^{(a)}_{\eta_T,K_T} - \bar{\theta}^{(a)}) = \sqrt{K_T}(\hat{\theta}^{(a)}_{\eta_T,K_T} - \hat{\theta}^{(a)}_{\eta_T,full}) + \sqrt{K_T}(\tilde{\theta}^{(a)}_{\eta_T,full} - \hat{\theta}^{(a)}_{\eta_T,full}) + \sqrt{K_T}(\bar{\theta}^{(a)}_{\eta_T,full} - \hat{\theta}^{(a)}_{\eta_T,full}).
\]

Since the set \(K_T\) is drawn independently of the data and the estimates are bounded \(\{\tilde{\theta}^{(a)}_{i,t,\eta_T}\}\), a standard triangular array central limit theorem yields that

\[
\frac{\sqrt{K_T}}{\sigma_{K_T}}(\bar{\theta}^{(a)}_{\eta_T,K_T} - \bar{\theta}^{(a)}_{\eta_T,full}) \overset{d}{\Rightarrow} \mathcal{N}(0, 1),
\]

as \(K_T \to \infty\), where we note that a standard argument also yields that \(\hat{\sigma}^2_{a,K_T}\) (14) is a consistent estimate of the variance \(\sigma^2_{a,nn}\) \(\triangleq \lim_{T \to \infty} \frac{1}{NT} \sum_{t=1}^{T} \sum_{i=1}^{N_T} (\hat{\theta}_{i,t,\eta_T} - \bar{\theta}_{i,t,\eta_T})^2\). Furthermore, using arguments similar to that for (81) to (83), we find that

\[
|\sqrt{K_T}(\tilde{\theta}^{(a)}_{\eta_T,full} - \hat{\theta}^{(a)}_{\eta_T,full})| = \sqrt{K_T} \cdot \frac{1}{NT} \left| \sum_{t=1}^{T} \sum_{i=1}^{N_T} (\theta_{i,t}^{(a)} - \bar{\theta}_{i,t,\eta_T}^{(a)}) \right|
\leq \sqrt{K_T} \max_{i,t} |\theta_{i,t}^{(a)} - \bar{\theta}_{i,t,\eta_T}^{(a)}|
= \mathcal{O}_P \left( \frac{\sqrt{K_T} \log(NT)}{\sup_u \sqrt{T} \Phi_{a,u}(T)} \frac{NT}{N_T - 1} \right)
= \mathcal{O}_P(1).
\]

Define

\[
\bar{u}_T \triangleq \frac{1}{NT} \sum_{i=1}^{N_T} u_i \quad \text{and} \quad \bar{v}_T^{(a)} \triangleq \frac{1}{T} \sum_{t=1}^{T} v_t^{(a)}.
\]

Then,

\[
\bar{\theta}_T^{(a)} - \bar{\theta}^{(a)} = \left( \bar{u}_T, \bar{v}_T^{(a)} \right) - \left( \mathbb{E}[u_i], \mathbb{E}[v_t^{(a)}] \right) = \left( \bar{u}_T - \mathbb{E}[u_i], \bar{v}_T^{(a)} \right) + \left( \mathbb{E}[u_i], \bar{v}_T^{(a)} - \mathbb{E}[v_t^{(a)}] \right),
\]

and the i.i.d sampling of the bounded latent factors (Assum. 4 and 5) implies that

\[
\|\bar{u}_T - \mathbb{E}[u_i]\|_2 = \mathcal{O}_P \left( \frac{1}{\sqrt{N_T}} \right) \quad \text{and} \quad \|\bar{v}_T^{(a)} - \mathbb{E}[v_t]\|_2 = \mathcal{O}_P \left( \frac{1}{\sqrt{T}} \right)
\]

so that the condition (27) implies that

\[
\sqrt{K_T}(\bar{\theta}_T^{(a)} - \bar{\theta}^{(a)}) = \mathcal{O}_P \left( \sqrt{\frac{K_T}{N_T}} \right) = \mathcal{O}_P(\sigma_T(1)) = o_P(1).
\]

Putting (84) to (87) together, and noting the assumption \(\sigma^2_{a,nn} > c\), we conclude that

\[
\frac{\sqrt{K_T}}{\sigma_{K_T}}(\tilde{\theta}^{(a)}_{\eta_T,K_T} - \bar{\theta}^{(a)}) \overset{d}{\Rightarrow} \mathcal{N}(0, 1),
\]

which is the desired claim.
C.3. Proof of Lem. C.1. We make use of a martingale concentration argument similar to that in the proof of Lem. A.1(a) in App. A.1. Without loss of generality we can assume \( a = 1 \), so that we can use the simplified notation \( 1(A_{i,t} = a) = A_{i,t} \) henceforth.

Step (i): Constructing the martingale. For any fixed \( i \in [N] \), define the sequence \( \{t(\ell)(i)\}_{\ell=0}^\infty \) as follows: Set \( t(0)(i) \triangleq 0 \), and for \( \ell = 1, 2, \ldots \), define

\[
(88) \quad t(\ell)(i) = \begin{cases} 
\min \{ t : t(t(\ell-1)(i)) < t < T, A_{i,t} = 1 \} & \text{if this problem is feasible,} \\
T & \text{otherwise}
\end{cases}
\]

That is, \( t(\ell)(i) \) denotes the time point such that the unit \( i \) received the treatment 1 for the \( \ell \)-th time. Clearly, \( t(\ell)(i) \leq T \) for all \( \ell \) deterministically, since \( T \) is the total number of time points. Moreover, \( t(\ell)(i) \) is a stopping time with respect to the filtration \( \{\mathcal{F}_t\}_{t=1}^T \), i.e., \( \{t(\ell)(i) \leq t\} \in \mathcal{F}_t \). Let \( \mathcal{H}_\ell \) denote the sigma-field generated by the stopping time \( t(\ell)(i) \). Define the sequence

\[
(89) \quad W_\ell \triangleq \varepsilon^{(a)}_{i,t(\ell)(i)}, \quad \ell = 1, 2, \ldots, T.
\]

We clearly have \( |W_\ell| \leq c_\varepsilon \) for all \( \ell \), almost surely, as well as

\[
(90) \quad \mathbb{E}[W_\ell | \mathcal{H}_\ell] = \mathbb{E}[\varepsilon^{(a)}_{i,t(\ell)(i)} | \mathcal{H}_\ell] = \mathbb{E}[\varepsilon^{(a)}_{i,t(\ell)(i)} | \mathcal{H}_\ell]^{(i)} = 0,
\]

so that \( \{W_\ell\}_{\ell=0}^T \) is a bounded Martingale difference sequence with respect to the filtration \( \{\mathcal{H}_\ell\}_{\ell=0}^T \); here step (i) follows from the fact that conditioned on \( t(\ell)(i) = t \), the distribution of \( \varepsilon^{(a)}_{i,t} \) is independent of the treatment \( A_{i,t} \) at that time since the policy is sequential (Assum. 1), and the latent time factors at time \( t \) and noise variables at time \( t \) are exogenous and drawn independently of the policy at time \( t \) (Assum. 2), so that the noise at time \( t \) is independent of the event \( t(\ell)(i) = t \) (and thereby the sigma-algebra \( \mathcal{H}_\ell \)).

Step (ii): Relating the martingale to \( \sum_{t=1}^T A_{i,t} \varepsilon^{(a)}_{i,t} \). Define \( T_i \triangleq \sum_{t=1}^T A_{i,t} \). Then we have

\[
(91) \quad \sum_{t=1}^T A_{i,t} \varepsilon^{(a)}_{i,t} \overset{(88)}{=} \sum_{\ell=1}^{T_i} \varepsilon^{(a)}_{i,t(\ell)(i)} \overset{(89)}{=} \sum_{\ell=1}^{T_i} W_\ell.
\]

Step (iii): Applying martingale concentration. Fix \( \delta > 0 \). Now, applying Azuma Hoeffding concentration bound (49), we find that for any fixed \( K > 0 \), we have

\[
\mathbb{P} \left[ \sum_{\ell=1}^K W_\ell \leq c_\varepsilon \sqrt{K \log(2/\delta)} \right] \geq 1 - \delta.
\]

Note that if \( K = 0 \), the bound inside the parentheses above applies deterministically. Applying a union bound over \( K \in [T] \), and noting that the event \( T_i > 0 \) implies \( T_i \in [T] \), we conclude that

\[
\mathbb{P} \left[ \sum_{t=1}^{T_i} W_\ell \leq c_\varepsilon \sqrt{\log(2/\delta)} \right] \geq 1 - T\delta.
\]

Putting the pieces together, and taking a union bound over \( i \in [N] \), we obtain that

\[
\mathbb{P} \left[ \sum_{\ell=1}^{T_i} W_\ell \leq c_\varepsilon \sqrt{T_i \log(2/\delta)} \text{ for all } i \in [N] \right] \geq 1 - NT\delta,
\]
Finally, noting that $|\sum_{i=1}^{N} \sum_{t=1}^{T} A_{i,t} e_{i,t}^{(a)}| \leq \sum_{i=1}^{N} |\sum_{t=1}^{T} A_{i,t} e_{i,t}^{(a)}|$ along with (91) we conclude that
\[
P \left[ \left| \sum_{i=1}^{N} \sum_{t=1}^{T} A_{i,t} e_{i,t}^{(a)} \right| \leq \epsilon \sum_{i=1}^{N} \sqrt{\log(NT/\delta)} \sum_{t=1}^{T} A_{i,t} \right] \geq 1 - \delta,
\]
where we have also substituted $\delta$ by $\delta/(NT)$ in the bounds above. The claim now follows.

APPENDIX D: PROOFS OF THE COROLLARIES

In this appendix, we collect the proofs related to all the corollaries presented in the main paper. We remind the reader that the big-O and $\Omega$ notation is taken with respect to $T$.

D.1. Proof of Cor. 1. For brevity, we use the shorthand $\text{Err}_{i,t,a} \triangleq (\bar{\theta}_{i,t,a}^{(a)} - \theta_{i,t,a}^{(a)})^2$, and use $a \gtrsim b$ to denote $a = \widetilde{O}(b)$.

D.1.1. Proof of part (a). Let $N$ and $T$ be large enough such that $\min_{u \neq u', \sum_{i=1}^{N} \sum_{t=1}^{T} |u - u'|^2_{\mathcal{U}_{i,t}}}$ is much larger than $2\epsilon_\delta$. Then choosing $\eta = 2\epsilon_\delta + \epsilon_\delta$, we find that $\Phi_{i,a}(\eta') \gtrsim \frac{1}{M}$ (since $\Phi_{i,a}(0) = \frac{1}{M}$), and $\Phi_{i,a}(\eta' + 2\epsilon_\delta) = \Phi_{i,a}(\eta')$, so that the bound (17) simplifies to
\[
\text{Err}_{i,t,a} \leq \frac{12c_\delta^2(c_\delta \epsilon_\delta + \epsilon_\delta)^2 \sqrt{2\log(\frac{4NT}{\delta})}}{\lambda_{\mathcal{U}_{i,t}} \sqrt{T}} + \frac{12\epsilon_\delta^2 M \log(\frac{8}{\delta})}{\lambda_{\mathcal{U}_{i,t}} (N-1)} \lesssim \left( \frac{1}{\sqrt{T^{1-2\beta}}} + \frac{M}{N} \right).
\]
In simple words, when (i) $N$ and $T$ are large enough such that the error term $\epsilon_\delta$ is smaller than the minimum separation between the distinct unit factors, (ii) $\eta$ is chosen suitably, the error guarantee from Thm. 3.1 decreases as $N$ and $T$ increase, and naturally gets worse when $M$ gets large. In this case, the property (i) ensures that the inflation in the noise variance (fourth term in (17)) can be reduced to zero (see Rem. 7). Moreover, the bound gets worse as the exploration rate decays faster (i.e., as $\beta$ gets larger). And, to ensure a vanishing error with $T$, we allow $\beta \leq \frac{1}{2}$ assuming that the exploration rate decreases slower than $T^{-\frac{1}{2}}$ by poly-logarithmic factors.

D.1.2. Proof of part (b). For readers convenience, we state the results first for $d = 1$ and then a general $d$ with the choice $\eta = 2\epsilon_\delta + \epsilon_\delta + T^\gamma \epsilon_\delta$ and a suitably chosen $\omega \in (0,1)$. For $d = 1$, the bound (17) can be simplified to be of the following order:
\[
\text{Err}_{i,t,a} \lesssim \frac{1}{\sqrt{T^{1-\omega-2\beta}}} + \frac{T^{1-\omega-2\beta}}{N} + \frac{\omega}{T^{\omega}} \begin{cases} T^{-\frac{1-2\beta}{\omega}} & \text{if } N \gg \sqrt{T^{1-2\beta}}, \\ N^{-\frac{2}{\omega}} & \text{otherwise}, \end{cases}
\]
where step (i) is obtained by choosing $\omega = \frac{1-2\beta}{3}$ for the first case, and $\omega = 1 - 2\beta - \delta_1$ with $\delta_1 = \frac{4 \log N}{3 \log T}$ for the second case assuming that $1 - 2\beta > \frac{3\delta_1}{2}$. For a general $d$, similar algebra yields that
\[
\text{Err}_{i,t,a} \lesssim \frac{1}{\sqrt{T^{1-\omega-2\beta}}} + \frac{T^{d(1-\omega-2\beta)}}{N} + \frac{d^2}{T^{\omega}} \lesssim \begin{cases} T^{-\frac{1-2\beta}{\omega}} & \text{if } N^{\frac{1}{d+2}} \gg \sqrt{T^{1-2\beta}}, \\ N^{-\frac{2}{d+2}} & \text{otherwise}, \end{cases}
\]
where step (ii) is obtained by choosing $\omega = \frac{1-2\beta}{3}$ for the first case, and $\omega = 1 - 2\beta - \delta_d$ with $\delta_d = \frac{4 \log N}{(d+2) \log T}$ for the second case assuming that $1 - 2\beta > \frac{3\delta_1}{2}$. When $N$ is exponentially (in $d$) large compared to $T$, the error decays as $T^{-\frac{1-2\beta}{3}}$ so that the exploration rate has to decay
slower than $T^{-\frac{3}{2}}$ to get a decaying error with $T$. On the other hand, when $T$ is large enough (and we can take $\delta_T \to 0$ so that the exploration rate can still be allowed to be close to $T^{-\frac{3}{2}}$), the squared error decays as $N^{-\frac{3}{2}+\varepsilon}$.

**D.2. Proof of Cor. 2.** For brevity, we use $a_T \gg b_T$ to denote that $b_T = o(a_T)$, in this proof. We note that to ensure the requirement (20) for asymptotic consistency, it suffices to ensure that

\begin{equation}
\eta_T'' \leq 1, \quad N_T \gg \frac{\log T}{\Phi_{i,a}(\eta_T')} \quad \text{and} \quad \left| \frac{\Phi_{i,a}(\eta_T''/\eta_T') - 1}{\Phi_{i,a}(\eta_T'')} \right| \ll 1, \tag{92}
\end{equation}

and to ensure the requirement (21) for asymptotic normality, it suffices to ensure that

\begin{equation}
\eta_T'' L_T \leq 1, \quad N_T \gg \frac{1}{\Phi_{i,a}(\eta_T')} \quad \text{and} \quad \left| L_T \frac{\Phi_{i,a}(\eta_T''/\eta_T') - 1}{\Phi_{i,a}(\eta_T'')} \right| \ll 1. \tag{93}
\end{equation}

**D.2.1. Proof of part (a).** First note that $\Phi_{i,a}(0) = \frac{1}{M_T}$. Furthermore, under the assumption $\min_{u \neq u', u \in \mathbb{U}} \|u - u''\|_{\Sigma^{(a)}} \geq 2e_T$, with $\eta_T = 2\sigma^2_a + e_T$ we find that

\begin{equation}
\Phi_{i,a}(\eta_T'') = \Phi_{i,a}(\eta_T') = \Phi_{i,a}(0) = \frac{1}{M_T} \implies \frac{\Phi_{i,a}(\eta_T'')}{\Phi_{i,a}(\eta_T')} = 1, \tag{94}
\end{equation}

since $\eta_T' = 0$ and $\eta_T'' = 2e_T$. Moreover, the condition $1 \gg \pi_{a,T} = \Omega(T^{-\beta})$ implies that

\begin{equation}
\eta_T'' = O\left(\frac{\log(N_T T)}{T^{1-2\beta}}\right) \quad \text{and} \quad \frac{1}{\eta_T''} = O\left(\frac{T}{\log(N_T T)}\right). \tag{95}
\end{equation}

**Consistency conditions.** Now, we can directly verify that (92)(c) is satisfied due to (94), and (92)(a) is satisfied when $e_T = O\left(\pi_{a,T}^{-\frac{1}{2}} T^{-1} \log(N_T T)\right) \ll 1$, which in turn is satisfied when

\begin{equation}
T^{-\beta} \sqrt{T} \gg \sqrt{\log(N_T T)} \quad \text{or} \quad T^{1-2\beta} \gg \log(N_T T) \tag{96}
\end{equation}

since $1 \gg \pi_{a,T} = \Omega(T^{-\beta})$; this condition is feasible only if $\beta < \frac{1}{2}$. Finally, a direct verification yields that (92)(b) is satisfied when

\begin{equation}
N_T \gg M_T \log T. \tag{97}
\end{equation}

Putting together the pieces yields that the conditions (22) implies (92) (which in turn imples (20)).

**Normality conditions.** Next, we establish that (23) implies (93), which in turn implies (21) as desired. Note that (94) implies that (93)(b) holds when $N_T \gg M_T$, and (96) directly implies that (93)(c) holds. Finally, a direct verification using (95) shows that the condition (93)(a) holds when

\begin{equation}
T^{1-2\beta} \gg L^2_T \log(N_T T). \tag{97}
\end{equation}

Putting together the pieces, we conclude that (23) implies (93) (which in turn implies (21)).

**D.2.2. Proof for part (b).** Use the shorthand $\omega \triangleq \frac{1-2\beta}{2}$. Then with $\eta_T = 2\sigma^2_a + e_T + T^{\omega/2}e_T$, we find that

\begin{equation}
\eta_T' = T^{\omega/2}e_T, \quad \eta_T'' = (T^{\omega/2} + 2)e_T, \quad \text{and} \quad \frac{\eta_T''}{\eta_T'} = 1 + \frac{2}{T^{\omega/2}}. \tag{98}
\end{equation}
which when combined with (19) and the fact that $1 \geq \pi_{a,T} = \Omega(T^{-\beta})$ yields

$$\max\{\eta'_T, \eta''_T\} \overset{(i)}{=} O\left(\frac{\sqrt{\log(N_T T)}}{\sqrt{T^{1-\omega - 2\beta}}}\right), \quad \text{and} \quad \max\left\{\frac{1}{\eta'_T}, \frac{1}{\eta''_T}\right\} \overset{(ii)}{=} O\left(\frac{\sqrt{T^{1-\omega}}}{\sqrt{\log(N_T T)}}\right),$$

Next, using (98), we find that

$$\varphi_{i,a}(\eta''_T) \varphi_{i,a}(\eta'_T) \approx \eta''_T \eta'_T \overset{(98)}{=} \left(1 + \frac{2}{T^{\omega/2}}\right)^{\frac{d}{2}},$$

**Consistency conditions.** The display (100) directly implies that

$$\frac{\varphi_{i,a}(\eta''_T)}{\varphi_{i,a}(\eta'_T)} - 1 = \mathcal{O}\left(\frac{d}{T^{\omega/2}}\right) = o_T(1) \quad \text{if} \quad \omega > 0,$$

so that (92)(c) is satisfied. Now, using (99)(i), we find that (92)(a) is satisfied if

$$T^{1-\omega - 2\beta} \gg \log T.$$ 

Next, using $\varphi_{i,a}(\eta'_T) \approx (\eta'_T)^{d/2}$ and (99)(ii), we find that (92)(b) is satisfied when

$$N_T \gg \left(\frac{T^{1-\omega}}{\log(N_T T)}\right)^{\frac{d}{4}} \log(N_T T).$$

Putting the pieces together, and substituting $\omega = \frac{1-2\beta}{3}$ yields the conditions stated in (24). 

**Normality conditions.** Next, we show that (25) implies (93) which in turn implies (21) as needed. First, using (101) we find that

$$\frac{\varphi_{i,a}(\eta''_T)}{\varphi_{i,a}(\eta'_T)} - 1 = \mathcal{O}\left(\sqrt{T^{1-\omega}}\right)$$

which in turn implies that (93)(c) holds when $L_T \ll T^\omega$. Moreover, using (99), we find that (93)(a) holds when

$$L_T \ll \sqrt{T^{1-\omega - 2\beta}} \log(N_T T).$$

Moreover, using (99)(ii), we conclude that (93)(b) is satisfied when

$$N_T \gg \left(\frac{T^{1-\omega}}{\log(N_T T)}\right)^{\frac{d}{4}} \log(N_T T).$$

Putting the pieces together, and substituting $\omega = \frac{1-2\beta}{3}$ yields the conditions stated in (25).

**D.3. Proof of Cor. 3.** For brevity, we use $a_T \gg b_T$ to denote that $b_T = o(a_T)$ in this proof. Next, we note that the slight abuse of notation in the definitions of $\eta''_T, \eta'_T$ in Thm. 3.2 and 3.3, where in a factor of $\sqrt{2}$ is multiplied to $e_T$ in Thm. 3.3 has no real consequence on the discussion to follow. Moreover, several algebraic simplifications done here follow from our arguments in App. D.2.

Since $\pi_{a,T} = \Omega(T^{-\beta})$, we have

$$\sum_{t=1}^T \frac{\pi_{a,T}^{-\frac{1}{2}}}{T} \leq cT^{\frac{\beta}{2}}, \quad \sum_{t=1}^T \frac{\pi_{a,T}^{-1}}{T} \leq c'T^\beta,$$

and

$$\sum_{t=1}^T \exp\left(-\frac{1}{16} \pi_{a,T} \varphi_{u,a}(\eta'_T) N_T\right) \leq T \exp\left(-c''T^{-\beta} \varphi_{u,a}(\eta'_T) N_T\right).$$
for some universal constants $c, c', c''$. Consequently, the following conditions suffice for (26):

\begin{equation}
\eta_T'' \lesssim 1, \quad N_T \gg T^\beta \log(N_T T) \quad \text{and} \quad T^\beta \frac{\Phi_{i,a}(\eta_T'')}{\Phi_{i,a}(\eta_T')} - 1 \lesssim 1.
\end{equation}

Notably, (102)(a) is identical to (92)(a), while (102)(b) has an extra factor of $T^\beta$ on the RHS when compared to the RHS of (92)(b), and (102)(c) has an extra factor of $T^\beta$ on the LHS when compared to the LHS of (92)(c).

Similarly, the following conditions suffice to ensure (27):

\begin{equation}
K_T \eta_T'' \lesssim 1, \quad N_T \gg K_T T^\beta \log(N_T T) \quad \text{and} \quad \inf_u \Phi_{u,a}(\eta_T') = \frac{1}{M_T} \quad \text{and} \quad \Phi_{i,a}(\eta_T'') - 1 \lesssim 1.
\end{equation}

\textbf{D.3.1. Proof for (a): Discrete unit factors.} We repeat some arguments from App. D.2.1.

\textbf{Consistency conditions.} For $\eta_T = 2 \sigma_a^2 + \sqrt{2e_T}$, we have $\eta_T' = 0$, and $\eta_T'' = 2 \sqrt{2e_T}$. Now repeating arguments from App. D.2.1, we conclude that (102)(a) and (c) are immediately satisfied if (28) is satisfied. Next, noting that $\inf_u \Phi_{u,a}(\eta_T') = \frac{1}{M_T}$, we conclude that (102)(b) is satisfied if

\begin{equation}
N_T \gg M_T T^\beta \log(N_T T),
\end{equation}

thereby yields that the conditions in (28) imply the conditions in (102).

\textbf{Normality conditions.} First, note that (94) immediately implies that (103)(c) is satisfied. Next, argument similar to that for (97) implies that (103)(a) is satisfied if

\begin{equation}
T^{1 - 2\beta} \gg K_T^2 \log(N_T T),
\end{equation}

which is feasible only if $\beta \leq \frac{1}{2}$. Finally, we can directly verify that (103)(b) is satisfied if

\begin{equation}
N_T \gg M_T \sqrt{T} \log(N_T T),
\end{equation}

where we assert that (104) holds. Putting the pieces together yields the desired claim.

\textbf{D.3.2. Proof for (b): Continuous unit factors.} In the discussion below, we make use of some arguments from App. D.2.2.

\textbf{Consistency conditions.} For $\eta_T = 2 \sigma_a^2 + \sqrt{2e_T} + \sqrt{2T} \bar{z} e_T$, we have

\begin{equation}
\max\{\eta_T', \eta_T''\} \overset{(i)}{=} O\left(\frac{\sqrt{\log(N_T T)}}{T^{1 - \omega - 2\beta}}\right), \quad \text{and} \quad \max\left\{\frac{1}{\eta_T'}, \frac{1}{\eta_T''}\right\} \overset{(ii)}{=} O\left(\sqrt{\frac{T^{1 - \omega}}{\log(N_T T)}}\right),
\end{equation}

Then, using (101), we conclude that (102)(c) is satisfied if

\begin{equation}
\beta < \omega/2.
\end{equation}

Next, noting that $\inf_u \Phi_{u,a}(\eta_T') \asymp (\eta_T')^{\frac{1}{2}}$, and (105)(ii), (102)(b) is satisfied if

\begin{equation}
N_T \gg \left(\frac{T^{1 - \omega}}{\log(N_T T)}\right)^{\frac{1}{2}} T^\beta \log(N_T T).
\end{equation}

Finally, using (105)(i), we find that (102)(a) is satisfied if

\begin{equation}
T^{1 - \omega - 2\beta} \gg \log(N_T T).
\end{equation}

Putting the pieces together, and substituting $\omega = \frac{1 + 2\beta}{3}$ with $\beta < \text{quarter}$ leads to the sufficient conditions stated in (29).
Normality conditions. Next, we verify that the conditions in (30) imply the conditions in (103). Using similar arguments as above, we find that (103)(c) is satisfied if
\[ K_T \ll T^{\omega - 2\beta}. \]
Using (105)(i), we find that (103)(a) is satisfied if
\[ K_T \ll \frac{T^{1-\omega}}{\sqrt{\log(N_T T)}}. \]
Moreover, (103)(b) is satisfied if
\[ N_T \gg \left( \frac{T^{1-\omega}}{\log(N_T T)} \right)^\frac{3}{2} K_T T^{\beta} \log(N_T T). \]
Substituting \( \omega = \frac{1+2\beta}{3} \), with \( \beta < \frac{1}{4} \) leads to the sufficient conditions stated in (30).

APPENDIX E: DETAILED DEFERRED FROM EXPERIMENTS

We first discuss our strategy for hyper-parameter tuning and variance estimation followed by additional details about the experiments.

E.1. Tuning \( \eta \) and estimating \( \sigma \). We do a data-split to tune \( \eta \). Consider a two-way split of time points \([T]\) — denoted by \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \). First, we compute the distances \( \rho_{vec,a} \triangleq \{ \rho_{i,j,a} \}_{i \neq j} \) for all pairs of units and for each treatment \( a \) using only the data in time \( \mathcal{T}_1 \).

Next, given a threshold \( \eta \), let \( \hat{\theta}^{(a)}_{i,t,\eta} \) denote the estimate for \( \theta^{(a)}_{i,t} \) using neighbors using the distances in \( \rho_{vec,a} \). Now, we compute a grid of \( k \) suitably chosen percentiles from the s the distance vector \( \rho_{vec,a} \), and call this the candidate set \( \eta_{set,a} \triangleq \{ \eta_1, \ldots, \eta_k \} \). Then, for each treatment \( a \), we tune \( \eta \) as

\[ \eta_{tuned,a} = \arg \min_{\eta \in \eta_{set,a}} \hat{\sigma}^2_{a,\eta} \] where \( \hat{\sigma}^2_{a,\eta} = \frac{\sum_{i \in N} \sum_{t \in \mathcal{T}_2} 1(A_{i,t} = a)(Y_{i,t} - \hat{\theta}^{(a)}_{i,t,\eta})^2}{\sum_{i \in N} \sum_{t \in \mathcal{T}_2} 1(A_{i,t} = a)}. \]

Note that \( \hat{\sigma}^2_{a,\eta} \) is effectively the mean squared error on the validation set.

E.2. Consistent estimate for the noise variance. Our next result establishes the consistency of the noise variance estimate obtained using the procedure described above.

THEOREM E.1 (Consistency of variance estimate). Consider the set-up from Thm. 3.3 such that the sequence \( \{ \eta'_T, N_T, \pi_{a,T} \} \) satisfies (26) after substituting \( \pi_{a,T}^{-1/2}, \pi_{a,T}^{-1} \) in place of \( \frac{1}{T} \sum_{t=1}^T \pi_{a,t}^{-1/2}, \frac{1}{T} \sum_{t=1}^T \pi_{a,t}^{-1/2} \) respectively. Then the estimate \( \hat{\sigma}^2_{\eta_T} \) (106) using \( \mathcal{T}_1 = [T/2] \), and \( \mathcal{T}_2 = \{ T/2+1, \ldots, T \} \) satisfies \( \hat{\sigma}^2_{\eta_T} \to \sigma^2_\theta \) as \( T \to \infty \).

Interpretation. Thm. E.1 establishes the consistency of our variance estimate \( \hat{\sigma} \) assuming that a good choice of \( \eta_T \) is already known. However, a good choice of \( \eta_T \) is close to \( 2\sigma^2_\theta \). This requirement is similar in spirit to the analysis of iterative algorithms that require a good initialization. However, this requirement also appears circular as the knowledge of a good \( \eta \) would imply the knowledge of \( \sigma \). Nevertheless, we can construct a practical procedure that builds on this circular reasoning to both tune \( \eta \) and estimate \( \sigma \): (i) Initialize \( \eta \), (ii) estimate \( \sigma \) using (106), (iii) update \( \eta \) to \( 2\hat{\sigma}^2 \), and (iv) iterate steps (ii) and (iii) till the estimate for \( \sigma \) converges. In full generality, our result do not immediately establish that this procedure contracts towards \( 2\sigma^2_\theta \) due to unknown constants that arise in the analysis. However, if the
multiplicative constant in front of $\eta - 2\sigma_a^2$ in display (17) from Thm. 3.1 satisfies $\frac{2c^2}{\lambda_a} \leq C$, then a straightforward modification of the proof of Thm. E.1 would yield that this iterative procedure contracts towards $\sigma_\varepsilon^2$ if the starting guess is bounded by $\frac{2c^2}{\log T - 1} \sigma_a^2$ under suitable regularity conditions like that in Thm. E.1. We note that the constant $c_v^2/\lambda_a$ is necessarily greater than or equal to 1 due to their definitions (see Assum. 5).

**Remark 8.** The condition (26) implies that $\eta_T \to 2\sigma_a^2$ thereby motivating a practical heuristic (with an asymptotic justification) of setting the variance estimate as $\sigma_{\text{mod}}^2 = \frac{\eta_{\text{mod}}}{2}$, where the hyperparameter $\eta$ is tuned as per the discussion above and in App. E.1. In practice, we can also set our estimate for noise variance as $\sigma_{\text{mod}}^2$ given by (106) since asymptotically, for our generative model and under regularity conditions on the decay of $\eta_T$, we would have that $\sigma_{\text{mod}}^2 \approx \frac{\eta_{\text{mod}}}{2}$. We highlight that all the steps are repeated separately for each treatment $a$ in our simulations. To improve finite sample coverage, we add to our asymptotic variance estimate the within neighbor variance estimate. That is, we replace the interval (12) by

$$
(\tilde{\theta}_{i,t,\eta} - \frac{z_{\alpha/2} \sigma_a}{\sqrt{N_i,t,a,\eta}}, \tilde{\theta}_{i,t,\eta} + \frac{z_{\alpha/2} \sigma_a}{\sqrt{N_i,t,a,\eta}}) \quad \text{where} \quad \tilde{\sigma}_a = \tilde{\sigma}_a + \tilde{\sigma}_{i,t,a}
$$

and $\tilde{\sigma}_{i,t,a}^2 = \frac{\sum_{i=1}^N 1(A_i,t=a) (Y_i,t - \tilde{\theta}_{i,t,a})^2}{\sum_{i=1}^N 1(A_i,t=a)}$, where $\tilde{\sigma}_a^2$ is the noise variance estimate. See App. F for empirical results for tuning $\eta$ in our simulations and HeartSteps.

**Examples.** We reconsider the examples (a) and (b), with $\pi_{a,T} = \Omega(T^{-\beta})$. In this case, we find that both $\pi_{a,T}^{-1/2}$ and $\frac{1}{T} \sum_{t=1}^T \pi_{a,t}^{-1/2}$ are $\mathcal{O}(T^{\beta})$, and both $\pi_{a,T}^{-1}$ and $\frac{1}{T} \sum_{t=1}^T \pi_{a,t}^{-1}$ are $\mathcal{O}(T^{\beta})$; these upper bounds are what we used in establishing the sufficient conditions (28) and (29). Thus, we conclude that for examples (a) and (b), with the conditions (28) and (29), Thm. E.1 implies that $\tilde{\sigma}$ is consistent estimator for $\sigma$.

**E.3. Proof of Thm. E.1: Consistency of variance estimate.** Without loss of generality, we can assume $\alpha = 1$, and we use the simplified notation $1(A_i,t = a) = A_i,t$ in the proof. We have

$$
\sum_{i=1}^N \sum_{t>T/2} A_i,t (Y_i,t - (\tilde{\theta}_{i,t,\eta}^{(a)})^\dagger)^2 = \sum_{i=1}^N \sum_{t>T/2} A_i,t \left( (\varepsilon_{i,t}^{(a)})^2 + 2 \varepsilon_{i,t}^{(a)} (\theta_{i,t}^{(a)} - (\tilde{\theta}_{i,t,\eta}^{(a)})) + (\theta_{i,t}^{(a)} - (\tilde{\theta}_{i,t,\eta}^{(a)}))^2 \right)
$$

Next, we make use of the following lemma which can be proven essentially by mimicking arguments from the proof of Lem. C.1 (see the end of this section for a proof sketch).

**Lemma E.1.** Under Assum. 1 and 2, for any $\delta \in (0, 1]$, we have

$$
P \left( \left| \sum_{i=1}^N \sum_{t>T/2} A_i,t ((\varepsilon_{i,t}^{(a)})^2 - \sigma_a^2) \right| \leq c \epsilon \sum_{i=1}^N \left( \log(NT/\delta) \sum_{t=1}^T A_i,t \right)^{1/2} \right) \geq 1 - \delta.
$$

Furthermore, if Assum. 3 to 5 also hold, then

$$
P \left( \left| \sum_{i=1}^N \sum_{t>T/2} A_i,t \varepsilon_{i,t}^{(a)} (\theta_{i,t}^{(a)} - (\tilde{\theta}_{i,t,\eta}^{(a)})) \right| \leq c \sum_{i=1}^N \left( \log(NT/\delta) \sum_{t=1}^T A_i,t \right)^{1/2} \right) \geq 1 - \delta.
$$

for $c = 2c_v(c_u c_v + c_e)$. 

Moreover, Lem. A.2 and a standard union bound implies that
\[
\Pr \left[ \sum_{t>T/2} A_{i,t} \geq \frac{\tau_{a,T} T}{4}, \text{ for all } i \in [N] \right] \geq 1 - \frac{1}{NT}, \quad \text{if } \tau_{a,T} \geq \frac{16 \log(NT)}{T}.
\]

Putting together Lem. E.1 and (110) with \( \delta = \delta_T = \frac{1}{N_T T} \), we conclude that
\[
\begin{align*}
\left| \frac{\sum_{i=1}^N \sum_{t>T/2} A_{i,t} (\varepsilon_{i,t}^{(a)})^2 - \sigma_a^2}{\sum_{i=1}^N \sum_{t>T/2} A_{i,t}} \right| &= \mathcal{O}_P \left( \frac{\log(N_T T)}{\tau_{a,T} \sqrt{T}} \right) \overset{(i)}{=} o_P(1), \\
\left| \frac{\sum_{i=1}^N \sum_{t>T/2} A_{i,t} (\theta_{i,t}^{(a)} - (\hat{\theta}_{i,t})^{(a)})^2}{\sum_{i=1}^N \sum_{t>T/2} A_{i,t}} \right| &= \mathcal{O}_P \left( \frac{\log(N_T T)}{\tau_{a,T} \sqrt{T}} \right) \overset{(ii)}{=} o_P(1),
\end{align*}
\]

where steps (i) and (ii) follow from the the variant of (26) assumed in Thm. E.1. Moreover, applying Thm. 3.1 and mimicking steps from (81) and (82), we find that
\[
\begin{align*}
\sum_{i=1}^N \sum_{t>T/2} A_{i,t} (\theta_{i,t}^{(a)} - (\hat{\theta}_{i,t})^{(a)})^2 \\
\leq \max_{i,t>T/2} (\theta_{i,t}^{(a)} - (\hat{\theta}_{i,t})^{(a)})^2 \\
= \mathcal{O}_P \left( \eta_T'' + \frac{\log(N_T T)}{\tau_{a,T}} \sup_u \Phi_u (\eta_T'' (N_T - 1) + \frac{1}{\tau_{a,T}} \sup_u (\Phi_u (\eta_T'') - 1)^2 \right) \overset{(i)}{=} o_P(1),
\end{align*}
\]

where step (i) follows from the the variant of (26) assumed in Thm. E.1. Putting the pieces together yields the claim.

Proof of Lem. E.1. The proof follows essentially using the same stopping time construction as in the proof of Lem. C.1, so we only sketch out the definitions of \( W_t \) that replace (89). For establishing (108), we use \( W_t = (\varepsilon_{i,t}^{(a)}(i))^2 - \sigma_a^2 \) and repeat arguments from App. C.3 by noting that \( W_t \leq c_6^2 \) almost surely, and \( \mathbb{E}[W_t | \mathcal{H}_t] = 0 \) using the same argument as in (90). Next, to establish (109), we use similar arguments with \( W_t = \varepsilon_{i,t}^{(a)}(i) (\theta_{i,t}^{(a)}(i) - (\hat{\theta}_{i,t}^{(a)}(i), \eta_T)^T \), after noting that \( |W_t| \leq 2c_6 |c_0 c_u + c_6| \) almost surely, and that \( \mathbb{E}[W_t | \mathcal{H}_t] = 0 \) since by construction the estimate \( \hat{\theta}_{i,t}^{(a)}(i, \eta_T) \) does not depend on \( \varepsilon_{i,t}^{(a)}(i) \) (due to the data split).

APPENDIX F: DEFERRED DETAILS AND RESULTS FROM SEC. 5

In this appendix, we collect supplementary information for the experimental results presented in Sec. 5.

F.1. Deferred details for simulations from Sec. 5.1. We start by presenting additional set of results in our simulations in Fig. 5, which is an analog of Fig. 2 except that we now choose a non-zero value of ATE in (40).

F.1.1. Sampling algorithm details. For binary treatments, the sampling policy for the \( \epsilon \)-greedy algorithm relies on a running average of mean outcomes observed for the two treatments, and chooses the better treatment (with higher mean outcome estimate) with probabil-
F.1.2. Bias-variance tradeoff with \( \eta \) in simulations. Fig. 6 illustrates the practical approach used in our experiments to tune \( \eta \). We present the results from the tuning procedure.
FIG 6. Hyperparameter \( \eta \) tuning in our simulations from Fig. 5. We present the results for choosing \( \eta \) for our nearest neighbors estimates for one trial with \( N = T = 512, d = 2, \sigma = 0.1, \text{ATE} = 0.1 \) and \( \epsilon = 0.5 \) with treatments assigned using pooled \( \epsilon \) greedy (same settings as in one of the points in the rightmost plot of top row of Fig. 5). The dashed line denotes the best validation MSE for the better treatment 1. The y-axis on the left side denotes the averaged value of \( (\hat{\eta}(a)_{i,t,\eta} - \theta(a))_t^2 \) across all validation time points \( t \) and users \( i \) with \( N_{i,t,a,\eta} > 0 \) in panel (a), and across all validation time points and all \( N \) users in panel (b) (where we use the estimate (11) whenever \( N_{i,t,a,\eta} = 0 \)). The right y-axis in both panels denotes the fraction of estimates in the validation set (out of total \( N \times (T - 2)/5 = 52,224 \)) that have non-zero neighbors, i.e., \( N_{i,t,a,\eta} > 0 \).

for one of the runs for the trial corresponding to the rightmost plot of top row of Fig. 5 with \( N = T = 512, d = 2, \sigma = 0.1, \text{ATE} = 0.1 \) and \( \epsilon = 0.5 \) with treatments assigned using pooled \( \epsilon \) greedy. In all cases, we exclude the data for test time points \( t = 1, T \). We do a 80%-20% split for the remaining time points (for the above case \( \{2, \ldots, T - 1\} \)) into 402 (80%) training and validation 108 (20%) time points. and we compute the grid of possible values for \( \eta_{\text{set},a} \) using the \( \{0.5, 1, 2, 5, 10, 15, 25, 30, 40, 50\} \) percentile values for the pairwise distances \( \{\rho_{i,j,a}\}_{i \neq j} \). The two panels denote the results (a) using the naive estimate (11) for all \( (i, t) \) pairs with \( N_{i,t,a,\eta} = 0 \) while computing \( \sigma_{a,\eta}^2 \) in (106), and (b) omitting all the \( (i, t) \) pairs with \( N_{i,t,a,\eta} = 0 \) while computing \( \sigma_{a,\eta}^2 \) in (106).

We observe in Fig. 6 that the validation error (same as \( \sigma_{a,\eta}^2 \) (106)) exhibits a \( U \)-shape curve with \( \eta \) as suggested by our theory (see discussion just before Rem. 3). On the right axis, we also plot the fraction of estimates in the validation set that have a non-zero count of neighbors, i.e., \( N_{i,t,a,\eta} > 0 \), and as expected this curve is monotone in \( \eta \).

Empirical support for the theory-inspired variance heuristic. Fig. 6 provides a numerical support to our (theory-inspired) heuristic for setting the variance estimate \( \hat{\sigma} \) equal to \( \min(\hat{\sigma}_{\text{pooled}}, \sqrt{\eta_{\text{tuned}}}/2) \). From Fig. 6(a), we find that for treatment 1, the optimal \( \eta \), i.e., \( \eta_{\text{tuned}} \), is very close to \( 2\sigma^2 = 0.02 \). Moreover, the corresponding validation error, \( \hat{\sigma}_{\text{pooled}}^2 \), is also close to \( \sigma^2 = 0.02 = 0.01 \). In other words, for this treatment both \( \hat{\sigma}_{\text{pooled}} \) or \( \sqrt{\eta_{\text{tuned}}}/2 \) are very close to \( 0.1 \). On the other hand, for treatment 0, we find that \( \min(\hat{\sigma}_{\text{pooled}}, \sqrt{\eta_{\text{tuned}}}/2) \) is a good surrogate for the ground truth of \( \sigma \) = 0.1.

Remark 9. In this paper, all empirical results (except Fig. 6(b)) present results only across users/timepoints such that \( N_{i,t,a,\eta} > 0 \) to ensure that the estimate is reliable. We note that such a filtering, albeit transparent, might introduce some biases. With users, while the validation MSE typically admits a \( U \)-shape curve as in Fig. 6(a), sometimes the MSE graph might look monotonically increasing with \( \eta \) (that is smallest value of \( \eta \) yields the best validation MSE) albeit leading to few estimates with \( N_{i,t,a,\eta} > 0 \). As a middle ground to
tradeoff MSE with the number of reliable estimates, in all of our simulations, we choose the best \( \eta \) that produces at least 70% of the estimates with non-zero neighbors. An alternative choice is to default to (11) for users with no neighbors for a given \( \eta \), although such an estimate would be less reliable. For completeness, we present the results for tuning \( \eta \) for this alternative choice in Fig. 6(b). Note that the grid for \( \eta \) is the same in two panels of Fig. 6 and furthermore. (The fraction curves would be identical in the two panels.)

F.1.3. Robustness to problem parameters. In Fig. 7, we test the impact on the nearest neighbor performance as a function of various problem parameters; all the unspecified parameter/settings are same as in the simulations for Fig. 2. We provide the error plots for \( t = T \) (the analog of Fig. 2(a) except at time \( t = T \)) as we change the total number of units \( N \) in panels (a, b), the dimension of latent factors \( d \) in panels (c, d), the minimum sampling probability for the sampling algorithm—the value of \( \epsilon \) for pooled \( \epsilon \)-greedy—in panels (e, f).

As expected, as we decrease the number of units \( N \) or increase the dimensions \( d \), the estimation error gets worse (in magnitude) due to lesser number of good neighbors; cf. Fig. 2(a) and Fig. 7(a). The decay rate with respect to \( T \) is not affected as long as the bias continues to decrease. However for large values of \( T \) the error begins to flatten, as the variance term (governed largely by \( N \)) becomes dominant; this phenomenon leads to an empirical decay rate that is worse than \( T^{-0.25} \) for small \( N \) or large \( d \). When \( \epsilon \) is reduced, the bias for the better treatment \( (a = 1) \) is smaller due to more observations under it and thereby it hits an error floor sooner leading to a worsening of decay rate with \( T \). On the contrary, the error for \( a = 0 \) is larger due to lesser number of observations; cf. Fig. 7(c).

F.1.4. Autoregressive time factors. In panels (g, h) of Fig. 7, we present results when the time latent factors \( \{v_t\} \) are not drawn i.i.d and instead from an auto-regressive process:

\[
v_{t+1} = \rho v_t + \sqrt{1 - \rho^2} \nu_{t+1},
\]

for \( \rho \in \{0.1, 0.9\} \), where \( v_0, \{\nu_t\}_{t=1}^T \) are drawn i.i.d from \( \text{Unif}[-0.5, 0.5]^d \). Note that \( \rho = 0 \) in (111) leads to i.i.d time factors. Fig. 7(g,h) when contrasted with Fig. 2(a) reveal that the performance of nearest neighbors is nearly unaffected as \( \rho \) varies from 0 and approaches 1. This setting is likely to satisfy the sufficient condition (113) stated earlier for non i.i.d time factors (one can easily verify that (113) holds when in the limit of \( \rho = 1 \)). We leave further investigation of the robustness of nearest neighbors to more general time dependent settings for future work.

F.2. Deferred details for HeartSteps from Sec. 5.2. We now describe additional details and results for the HeartSteps case study.

F.2.1. Data processing. We provide a brief overview of our dataset and refer the readers to [35, 47] for further details. At each decision time, certain features determined if the user was available for randomization, e.g., a suggestion was never sent if the user was driving. We focus on counterfactual inference for such available times and drop all users that are available for less than 20 decision times (out of the maximum possible 450). Such a filtering leaves us with 28 non-pooled, and 7 pooled users, which as a collection are referred to as filtered users. The 5 user-determined decision times a day represent the user’s mid-morning, mid-day, mid-afternoon, mid-evening, and evening. Here, we treat the 5 decision times on each day to be shared across all users, e.g., we use \( t = \{09-14-1,09-14-2, \ldots, 09-14-5\} \) to denote the 5 decision times on September 14, 2019, for all the users. Overall our data includes \( N = 35 \) filtered users (with 27 non-pooled and 8 pooled) and \( T = 450 \) decision times, where each user is available for a (different) subset of \( T \) decision times.
FIG 7. Error as a function of total time points $T$ when different problem parameters are varied. We plot the results for estimates using nearest neighbors (NN-a) (10) and a baseline that treats all units as neighbors (AN-a), for treatments $a \in \{0, 1\}$ at time $t=T$. In all plots, the $y$-axis denotes the mean of the errors $|\hat{\theta}_{i,t}^{(a)} - \theta_{i,t}^{(a)}|$ across all $N = 512$ users for treatment $a$ at time $t$ when the total number of time points $T$ in the trial is equal to the value on the $x$-axis. In panels (a–f), we vary the value of $N$, $\epsilon$, and $d$ one at a time, while keeping all unspecified parameters at default choices: $N=512, d=2, \sigma^2 = 0.1$, and $\epsilon = 0.5$. In panels (g) and (h), we keep all the parameters at default, but generate the latent time factors using AR(1) process with coefficient $\rho$ as in (111).

FIG 8. Additional results for $a = 0$ for HeartSteps. Panels (a) and (b) present the outcomes for a pooled and non-pooled user, respectively. The $x$-axis represents decision time, dark-colored stars represent the observed outcomes, and light-colored circles represent the estimated outcomes. The shaded regions indicate the confidence intervals. Panels (a) and (b) correspond to panels (a) and (b) of Fig. 4, respectively, for two different users. Panel (c) shows a histogram of user-specific empirical coverage for all 35 filtered users where the value on the $y$-axis represents the user count for which the empirical coverage equals the value on the $x$-axis.

F.2.2. Additional results. We start by illustrating some additional user-specific results and the empirical coverage obtained by our estimates for treatment 0, in Fig. 8. The two users in panels (a) and (b) have the worst empirical coverage of 60% and 50%, respectively, among all 8 pooled and 27 non-pooled filtered users. Recall that the empirical coverage is defined as the percentage of decision times where the confidence interval covers the user’s observed outcome.

Relationship to user-heterogeneity. In Fig. 9, we provide a scatter plot of the user-specific random effect estimates by the IP-TS algorithm at the end of the feasibility study, and the number of nearest neighbors obtained from our NN algorithm, for the eight pooled users.
The negative correlation between the two quantities suggests that both IP-TS and nearest neighbors are potentially capturing certain aspects of user heterogeneity.

**Hyperparameter tuning.** Due to limited data, we do not use a validation set and tune the hyperparameter on the training data. We choose a candidate set for \( \eta \) that includes 5 equally-spaced percentiles in the range \([0, 10]\) and 20 equally-spaced percentiles in the range \([10, 100]\) across all the \(\binom{35}{2}\) pairwise distances for treatment 0 across the 35 filtered users. For reference, we provide a histogram of these pairwise distances in Fig. 10(a). The results for tuning \( \eta \) are presented in Fig. 10(b). We find that the best choice of \( \eta \) with at least 70% valid estimates from nearest neighbor strategy (Rem. 9) is the 43-rd percentile value, which is equal to 8.72. We mark this choice, which is used to compute all the results in Fig. 4 and 9, as a vertical dashed-dotted line in panels (a) and (b) of Fig. 10. Note that the tuned choice of \( \eta \) yields 3 or more neighbors for the 35 filtered users as illustrated in Fig. 10(c).

**Additional SVD results for different imputation strategy.** Finally, we discuss analogs of Fig. 3(c), albeit with two alternate strategies for imputing the missing outcomes at non-available times before computing SVD of the outcome matrices (stratified by treatment). However, for missing outcomes at available times, across both strategies, we still use the mean value specific to each user and treatment as in Fig. 3(c). We present the results for the two strategies, respectively, in the two panels of Fig. 11. Note that we use the same strategy for the two treatments in a given panel.

For the first strategy, called “available” imputation, with results in panel (a), we assign an outcome value equal to the recorded outcome in the original data for non-available times. If no outcome value is available, we assign a value of \( \log(0.5) = -0.69 \) (equivalent to 0 step count). For the second strategy, called “zero” imputation, with results in panel (b), we assign a value of \(-0.69\) for all non-available times.

We observe that the first three components in panel (a) account for over 60% of the variance, while around ten components in panel (b) explain the same amount of variance.

**APPENDIX G: OTHER EXTENSIONS**

We now discuss how to extend our theoretical results with possible relaxations of assumptions Assum. 2, 4, and 5 and another setting with spillover effects.
**Hyperparameter \( \eta \) tuning and the resulting number of neighbors for treatment \( a = 0 \) in HeartSteps.** Panel (a) shows a histogram of pair-wise distance across users on the training data with distance on the x-axis and the user-pair count on the y-axis. The left y-axis in panel (b) shows the mean squared error, same as \( \hat{\epsilon}_{a,\eta}^2 \) (106) (on training data), for the threshold \( \eta \) on the x-axis. The right y-axis in panel (b) displays the fraction of estimates with non-zero neighbors (cf. Fig. 6). The tuned choice of \( \eta \) is marked as a vertical dashed-dotted line in panels (a) and (b). Panel (c) plots a histogram of the number of nearest neighbors \( N_{i,a,\eta_{tuned}} \) for \( a = 0 \) across the 35 filtered users.

**Singular values for the observed outcomes in HeartSteps.** In each panel, we display the singular values (in decreasing order) for outcomes colored by two treatments, with the index on the x-axis, values on the left y-axis, and the fraction of variance explained on the right y-axis. Note that compared to Fig. 3(c), the data used here differs only in the imputation strategy to fill missing data at non-available times.

**Sub-Gaussian latent factors, and noise variables.** We now describe how to extend Thm. 3.1 to the setting with sub-Gaussian latent factors and noise variables. If \( u_i \) and \( v_t \) are i.i.d sub-Gaussian random vectors with parameter \( \sigma_u \) and \( \sigma_v \) respectively, and the noise is sub-Gaussian with parameter \( \sigma_\varepsilon \), then standard sub-Gaussian concentration results yield that

\[
\max_{i \in [N]} \| u_i \|_2 \leq 2\sigma_u \sqrt{d(2 + \sqrt{\log(3N/\delta)})},
\]

\[
\max_{t \in [T]} \| v_t \|_2 \leq 2\sigma_v \sqrt{d(2 + \sqrt{\log(3T/\delta)})},
\]

and

\[
\max_{i \in [N], t \in [T]} |\varepsilon_{i,t}^{(a)}| \leq \sigma_\varepsilon \sqrt{2\log(6NT/\delta)},
\]

with at least \( 1 - \delta \). Thus, we can relax the boundedness assumption on the latent factors, and noise variables in Assum. 2, 4, and 5 to sub-Gaussian tails for them, and obtain a modified version of Thm. 3.1, wherein the constants \( c_u, c_v \) and \( c_\varepsilon \) in the bound (17) are replaced.
with the appropriate terms appearing in the display above, and this new bound holds with probability at least \(1 - 2\delta - 2\exp(-\frac{\pi\mathcal{V}_a(q')(N-1)}{16})\). Overall, we find that the error bound (17) is inflated only by logarithmic in \((N,T)\) factors, so that the subsequent results (e.g., Thm. 3.2 and 3.3) would also hold with logarithmic factor adjustments.

G.2. Non-positive definite covariance \(\Sigma^{(a)}_v\). In Assum. 5, we assert that the minimum eigenvalue of \(\Sigma^{(a)}_v\)—the non-centered covariance of latent time factors under treatment \(a\)—is non-zero. We now argue that this assumption is not restrictive. Consider the following eigendecomposition of \(\Sigma^{(a)}_v\) in terms of the sorted eigenvalues \(\lambda(1) \geq \lambda(2) \ldots \geq \lambda(d)\), and the corresponding orthonormal eigenvectors \(\{w_1\}\):

\[
\Sigma^{(a)}_v = \sum_{\ell=1}^{d} \lambda(\ell) w_\ell w_\ell^\top .
\]

In terms of this notation, the RHS of (17) scales with \(\lambda(d)\). Suppose that \(\lambda(d) = 0\) and \(\lambda(d-1) > 0\), then we claim that (17) holds with \(\lambda_a \leftarrow \lambda(d-1)\). To prove the claim, first we note that

\[
0 = \lambda_d = w_d^\top \Sigma^{(a)}_v w_d = w_d^\top \mathbb{E}[v^{(a)}_t (v^{(a)}_t)^\top] w_d = \mathbb{E}[(v^{(a)}_t)^\top w_d]^2,
\]

which implies that \(w_d^\top v^{(a)}_t = 0\) almost surely. Thus in this setting, we can repeat the proof of Thm. 3.1 with the latent unit factors projected on the subspace spanned by the vectors \(\{w_\ell\}_{\ell=1}^{d-1}\). In other words, the effective dimensionality of the problem is \(d-1\) for both the latent time factors and latent unit factors (after projecting on to a suitable subspace). Our claim follows.

G.3. Non-i.i.d latent time factors. As noted earlier, the i.i.d sampling assumption on the latent time factors in Assum. 5 is a bit restrictive, especially for the applications motivating this work. E.g., the latent time factors capture unobserved societal changes over time, and these causes might be correlated, or drawn from a mixing process. We present one illustrative experiment in Sec. 5.1 (see (111) and Fig. 7) that shows that the performance of nearest neighbors does not deteriorate when the i.i.d assumption is violated.

For our analysis, the i.i.d assumption on the latent time factors can be relaxed if we (i) restrict the class of policy (in Assum. 1) to be unit-wise sequential (i.e., the policy is not pooling data across units) and (ii) use the treatment assignment probabilities to adjust our distance computation. Let \(\mathcal{F}_{i,t-1} \triangleq \{Y_{i,t'}, A_{i,t'}; t' \in [t-1]\}\) denote the sigma-algebra of the data observed for unit \(i\) till time \(t-1\). Suppose the treatment policies are sequentially adaptive independently across unit, i.e., at time \(t\), \(A_{i,t}\) is sampled using policy \(\pi_{t,i}\), where \(\pi_{t,i}(a) = \mathbb{P}(A_{i,t} = a | \mathcal{F}_{i,t-1})\), and that (2) holds for some sequence of non-increasing scalars \(\{\rho_{0,t}\}_{t=1}^{\infty}\). Note that under this assumption, treatment assignment to two different units are independent of each other. Next, assuming known \(\pi_t\), we replace the distance (8) by

(112) \[
\rho_{i,j,a}^{\pi} \triangleq \frac{1}{T} \sum_{t=1}^{T} \frac{1(A_{i,t} = a)1(A_{j,t} = a)}{\pi_{t,i}(a)\pi_{t,j}(a)} (Y_{i,t} - Y_{j,t})^2 ,
\]

with neighbors (9) and the estimate (10) defined using this modified distance (112). Then a straightforward adaptation of our proof would yield a guarantee analogous to Thm. 3.1, now conditional on all time latent factors \(\mathcal{V}\), the covariance matrix \(\Sigma^{(a)}_v\) replaced by \(\frac{1}{T} \sum_{t=1}^{T} v^{(a)}_t (v^{(a)}_t)^\top\), and \(\rho_\delta\) replaced by \(e_\delta/\rho_{0,t}\). (The main change needed in the analysis is to establish an appropriate version of the bound (44) with \(e_\delta\) replaced by \(e_\delta/\rho_{0,t}\), which in fact follows directly by using Azuma-Hoeffding concentration.)
More generally, the key challenge is to identify whether there exists a deterministic matrix $B$ and a function $g$ (that decreasing with respect to its second argument $T$) such that

$$
\sup_{i \neq j} \left\| \sum_{t=1}^{T} 1(A_{i,t} = a, A_{j,t} = a) \left[ (1_{i}^{(a)})^{\top} (1_{i}^{(a)}) \right] - B \right\|_{op} \leq g(N, T, \delta)
$$

with probability at least $1 - \delta$. Under this condition, we can establish a modified version of Thm. 3.1 that holds conditional on the latent time factors, with $\Sigma_{\eta}^{(a)}$ and $\epsilon_{\delta}$ replaced by $B$ and $g(N, T, \delta)$ in all relevant terms and definitions. However, it is non-trivial to identify simple conditions on a sequential policy that pools across users, that would imply (113), and we leave a further exploration in this direction for future work.

**G.4. Spillover effects.** We continue our discussion from Sec. 4.2 on how our algorithm can be generalized for inference with spillover effects.

**Bounded spillover effects.** First we extend the nearest neighbor algorithm to estimate $\theta_{i,t}^{(a)}$ for any $\alpha \in \{0, 1\}^K$ for the model (38) with bounded spillover effects. In essence, effectively the same algorithm from Sec. 2.3.1 works once we redefine the treatments at time $t$ by extending the nearest neighbor estimate for $\theta_{i,t}^{(a)}$ and lagged outcome taking value $y$ in this case, an important quantity of interest is the following treatment effect for unit $i$ at time $t$ given treatment $a \in \{0, 1\}$ and lagged outcome taking value $y$ at time $t - 1$. This model allows for lagged treatment effects, where the lagged effect is carried over via the auto-regressive term, $\alpha_{i,t} Y_{i,t-1}$, with $\alpha \in (-1, 1)$ being the auto-regressive coefficient for treatment $a \in \{0, 1\}$. Note that the dependence of $Y_{i,t}$ on $Y_{i,t-1}$ makes $Y_{i,t}$ a function of the entire sequence of treatments till time time $t$.

In this case, $Y_{i,t}^{(a|g)}$ is the potential outcome for unit $i$ at time $t$ given treatment $a \in \{0, 1\}$ and lagged outcome taking value $y$ at time $t - 1$. This model allows for lagged treatment effects, where the lagged effect is carried over via the auto-regressive term, $\alpha_{i,t} Y_{i,t-1}$, with $\alpha \in (-1, 1)$ being the auto-regressive coefficient for treatment $a \in \{0, 1\}$. Note that the dependence of $Y_{i,t}$ on $Y_{i,t-1}$ makes $Y_{i,t}$ a function of the entire sequence of treatments till time time $t$.

In this case, an important quantity of interest is the following treatment effect for unit $i$ and time $t$:

$$
\text{Exc-Eff}_{i,t} \triangleq E\left[ Y_{i,t}^{(1|Y_{i,t-1})} - Y_{i,t}^{(0|Y_{i,t-1})} \mid Y_{i,t-1} = (\alpha^{(1)} - \alpha^{(0)}) Y_{i,t-1} + \theta_{i,t}^{(1)} - \theta_{i,t}^{(0)} \right].
$$

Such effects are analogous to one-step excursion effects [40, 18] for this outcome model. Suppose the outcomes are bounded in magnitude by $C_{y}$ and we are equipped with an estimate $\alpha^{(a)}$ with an error $\max_{\alpha} |\alpha^{(a)} - \alpha^{(a)}| \leq \Delta(\alpha)$ from historical data (e.g., one can using
algorithms from [9, Sec. 5] to estimate the auto-regressive coefficients). Then we can estimate the excursion treatment effect via the formula
\[
\text{Exc-Eff}_{i,t} \triangleq (\widehat{\alpha}^{(1)} - \widehat{\alpha}^{(0)})Y_{i,t-1} + \widehat{\theta}_{i,t,\eta_{t}}^{(1)} - \widehat{\theta}_{i,t,\eta_{t}}^{(0)}
\]
where \(\widehat{\theta}_{i,t,\eta_{t}}^{(a)}\) denote the nearest neighbor estimates obtained from using the residual matrix \(\{Y_{i,t} = Y_{i,t} - \alpha^{(A,i)}Y_{i,t-1}\}_{i \in [N], t \in [T]}\) as the outcome matrix and the originally observed treatment matrix in constructing the estimates. We remark that our analysis can be generalized to account for deterministic/misspecification errors, so that the overall squared error in estimating one-step excursion effects would scale as the sum of errors obtained from Thm. 3.1 for \(a = 0\) and 1, plus \(4\Delta^2(\alpha)C_y^2\).

APPENDIX H: PROOF OF THM. 4.1: NON-ASYMPTOTIC ERROR BOUND FOR \(\widehat{\theta}_{i,t,\eta_{t}}^{(a)}\)

UNDER A NON-LINEAR FACTOR MODEL

The proof of Thm. 4.1 mimics most of the steps from the proof of Thm. 3.1 from App. A, except with one major change: calculating the bias term requires new results.

We start with the decomposition (41) from the proof of Thm. 3.1.
\[
(\theta_{i,t}^{(a)} - \widehat{\theta}_{i,t,\eta_{t}}^{(a)})^2 \leq 2 \left( \sum_{j \in N_{i,t,a,\eta}} |\theta_{i,t}^{(a)} - \theta_{j,t}^{(a)}| \right)^2 + 2 \left( \sum_{j \in N_{i,t,a,\eta}} \varepsilon_{j,t}^{(a)} \right)^2 \triangleq 2(B + V)
\]
Let us replace the definition (43) with
\[
\rho_{i,j,a}^* \triangleq \mathbb{E}(\sigma_{i,a}^2) (f^{(a)}(u_i, v^{(a)}) - f^{(a)}(u_j, v^{(a)}))^2 + 2\sigma_{\varphi}^2
\]
and redefine the event from (44) to be the event \(\mathcal{E}_1\) such that
\[
|\rho_{i,j,a} - \rho_{i,j,a}^*| \leq \frac{(G_1 + c\varepsilon)^2 \sqrt{32\log(4NT/\delta)}}{\pi a T \sqrt{T}} \triangleq \epsilon_{\delta}'^{(a)}, \text{ for all } j \in [N]\setminus\{i\},
\]
where the last step follows from the definition of \(\epsilon_{\delta}'\) as stated in Thm. 4.1. Notably, \(\mathcal{E}_1\) denotes the event that the estimated distance between unit \(i\) and all other units \(j\) concentrates around the expected value \(\rho_{i,j,a}^*\). Moreover let \(\mathcal{E}_2\) be as defined in the proof of Thm. 3.1 (see discussion around (47)). Then with the definitions in place, one can easily derive the following analog of Lem. A.1 by mimicking the proof and simply replacing all the definitions:

**LEMMA H.1.** Under the setting of Thm. 4.1, the events \(\mathcal{E}_1\) and \(\mathcal{E}_2\) satisfy
\[
\mathbb{P}(\mathcal{E}_1|\mathcal{U}) \geq 1 - \frac{\delta}{2} \text{ and } \mathbb{P}(\mathcal{E}_2, \mathcal{E}_1|u_i) \geq 1 - \frac{\delta}{2} - 2\exp\left(-\frac{\pi a T \Phi(\alpha'(\eta')/N - 1)}{8}\right).
\]

With this result in place, the claimed bound in Thm. 4.1 follows as long as we can establish that on event \(\mathcal{E}_1\) from Lem. H.1, we have \(\mathbb{B} \leq \mathbb{B}_{\text{non-lin}}\). To this end, we use the following lemma that relates the \(\|\cdot\|_{\infty}\)-norm of a function with its second moment.

**LEMMA H.2.** Consider a function \(g : [0, 1]^d \to \mathbb{R}\) that is G-Lipschitz with respect to \(\|\cdot\|_{\infty}\)-norm. Let \(X \sim \mathcal{P}\), where \(\mathcal{P}\) denotes a distribution on \([0, 1]^d\) with a density that is lower bounded by \(c\mathcal{P}\) with \(\mu_2 \triangleq \mathbb{E}[g^2(X)]\). Then, we have
\[
\|g\|_{\infty} = O_d(G \pi^{d/2} \cdot \mu_2/c\mathcal{P})\pi^{d/2},
\]
where the big-O notation is indexing sequence of functions such that \(\mu_2 \to 0\), and the constant underlying \(O_d\) can be tracked in the proof.
To apply Lem. H.2, note that Assum. 6 implies that the function $g : v \mapsto f^{(a)}(u, v) - f^{(a)}(u', v)$ is $2G_2$-Lipschitz for any $u, u'$ and the distribution on time factors admits a density with a lower bound $c_{P,v}$. Thus we can apply Lem. H.2 for the functions $g_j : v \mapsto f^{(a)}(u_j, v) - f^{(a)}(u_j, v)$ for any $j \in [N]$, with $c_P = c_{P,v}$ and $G = 2G_2$. Putting the pieces together, on event $\mathcal{E}_1$ we obtain that

$$\max_{j \in \mathbb{N}, t, a, \eta} |f^{(a)}(u_i, v_t) - f^{(a)}(u_j, v_t)| \leq \max_{j \in \mathbb{N}, t, a, \eta} \|g_j\|_\infty,$$

where step (i) follows from Lem. H.2 and the fact that $\mathbb{E}_v g^2(v) = \rho_{i,j,a} - 2\sigma_a^2$ (see (114)), step (ii) follows from the definition (115) of the event $\mathcal{E}_1$, and step (iii) follows from the definition (9) of $\mathbb{N}_{i,t,a,\eta}$. As a result we immediately have

$$\mathbb{B} \leq \max_{j \in \mathbb{N}, t, a, \eta} |f^{(a)}(u_i, v_t) - f^{(a)}(u_j, v_t)|^2 \leq c_d G_2^{2d} \left( \frac{\eta - 2\sigma_a^2 + \epsilon_\delta}{c_{P,v}} \right)^{\frac{2}{\pi^2}} \leq \mathbb{B}_{\text{non-lin}}$$

on the event $\mathcal{E}_1$ and our proof is now complete.

**H.1. Proof of Lem. H.2.** Let $\|g\|_\infty = B$ and $x^* \in [0, 1]^d$ be such that $|g(x^*)| = B$. Then by Lipschitzness of $g$, for any $x \in [0, 1]^d$ we have

$$g^2(x) \geq ((B - G\|x - x^*\|_\infty)_+)^2,$$

and consequently also that

$$\mu_2 \geq c_P \int_{[0,1]^d} ((B - G\|x - x^*\|_\infty)_+)^2 dx.$$

Next, we claim that for any $x^* \in [0, 1]^d$,

$$\int_{[0,1]^d} ((B - G\|x - x^*\|_\infty)_+)^2 dx \geq \int_{[0,1]^d} ((B - G\|x\|_\infty)_+)^2 dx.$$

We prove this claim at the end of the section and now proceed to provide the remainder of the proof. The claim (116) and symmetry of $\|x\|_\infty$ implies that

$$\int_{[0,1]^d} ((B - G\|x\|_\infty)_+)^2 dx = \int_{x_1^d} ((B - Gx_1)_+)^2 dx,
= d \int_0^1 ((B - Gx_1)_+)^2 x_d dx,
= d \int_0^{\min(1,B/G)} (B - Gx_1)^2 x_d dx,
= d \left[ \frac{B^2 x_1^d}{d} + \frac{G^2 x_1^{d+2}}{d+2} - \frac{2BGx_1^{d+1}}{d+1} \right]^{\min(1,B/G)} 0.$$
Putting the pieces together, we find that  

\[ x \]

Noting that \( G \) remains fixed, we conclude that as \( \mu_2 \to 0 \), we must have  

\[ B = \mathcal{O}_d\left(G \frac{x}{\sqrt{\mu_2}} \cdot (\mu_2/c_p)^{\frac{1}{\sqrt{\mu_2}}} \right), \]

as claimed.

**Proof of (116).** Introduce the shorthand \( h(z) = (B - G||z||_\infty)^2 \). Define \( x'_i \equiv \min(x_i^*, 1 - x_i^*) \in [0, 1/2] \) and \( x''_i \equiv \max(x_i^*, 1 - x_i^*) = 1 - x'_i \in [1/2, 1] \). Applying a change of variables with \( y \leftarrow x - x' \), we find that  

\[
\int_{[0,1]^d} h(x - x^*)dx = \int_{0}^{1} \int_{0}^{1} \cdots \int_{0}^{1} h(x - x^*)dx_1dx_2 \cdots dx_d
\]

\[
= \int_{-x_1^*}^{1-x_1^*} \int_{-x_2^*}^{1-x_2^*} \cdots \int_{-x_d^*}^{1-x_d^*} h(y)dy_1dy_2 \cdots dy_d
\]

\[
= \sum_{z_1 \in \{x'_1,x''_1\}} \sum_{z_2 \in \{x'_2,x''_2\}} \cdots \sum_{z_d \in \{x'_d,x''_d\}} \int_{0}^{z_1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d.
\]

Noting that \( x''_i = 1 - x'_i \geq x'_i \), for any fixed \( z_2 \in \{x'_2,x''_2\} \), \( z_d \in \{x'_d,x''_d\} \) in the above display, we have

\[
\sum_{z_1 \in \{x'_1,x''_1\}} \int_{0}^{z_1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d
\]

\[
= \int_{0}^{x'_1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d
\]

\[
+ \int_{0}^{x''_1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d
\]

\[
= \int_{0}^{x'_1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d + \int_{x'_1}^{1-x'_1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d
\]

\[
+ \int_{0}^{x''_1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d
\]

(117) \quad \geq \int_{0}^{1} \int_{0}^{z_2} \cdots \int_{0}^{z_d} h(y)dy_1dy_2 \cdots dy_d

where the last inequality follows from the following argument: For any \( y = (y_1,y_2,\ldots,y_d)^\top \) and \( y' = (1-y_1,y_2,\ldots,y_d)^\top \) such that \( y_1 \in [0,x'_1] \), since \( 1 - y_1 \geq x'_1 \), we have  

\[ ||y'||_\infty \geq ||y||_\infty \quad \Rightarrow \quad h(y) \geq h(y') \]
and consequently that
\[
\int_0^{x_1'} \int_0^{z_2} \cdots \int_0^{z_d} h(y) dy_1 dy_2 \cdots dy_d \geq \int_0^{x_1'} \int_0^{z_2} \cdots \int_0^{z_d} h(y') dy_1 dy_2 \cdots dy_d
\]
\[
= \int_{1-x_1'}^{1} \int_0^{z_2} \cdots \int_0^{z_d} h(y') dy_1 dy_2 \cdots dy_d,
\]
where the last step follows from a change of variables for the first coordinate. Repeating the argument from (117) for the summation over other coordinates one-by-one yields that
\[
\sum_{z_1 \in \{x_1', x_1''\}} \sum_{z_2 \in \{x_2', x_2''\}} \cdots \sum_{z_d \in \{x_d', x_d''\}} \int_0^{z_1} \int_0^{z_2} \cdots \int_0^{z_d} h(y) dy_1 dy_2 \cdots dy_d
\]
\[
\geq \int_0^{1} \int_0^{z_2} \cdots \int_0^{z_d} h(y) dy_1 dy_2 \cdots dy_d
\]
\[
\vdots
\]
\[
\geq \int_0^{1} \int_0^{1} \cdots \int_0^{1} h(y) dy_1 dy_2 \cdots dy_d,
\]
and the desired claim (116) follows.

**APPENDIX I: ASYMPTOTIC RESULTS FOR NON-LINEAR FACTOR MODEL**

In a manner similar to the generalization of Thm. 3.1 to Thm. 4.1 for non-asymptotic guarantees under a non-linear factor model, even our asymptotic guarantees from Thm. 3.2 for the bilinear model can be extended to the non-linear factor model setting. As noted in Sec. 4.1, the primary difference between the bilinear and non-linear model results lies in the scaling of the bias term, where in the bias goes to 0 much more slowly for the non-linear case.

Nevertheless, one can see that given Thm. 4.1, we can generalize Thm. 3.2 to the non-linear setting by making the following changes: (i) Replacing \(c_d c_0\) by \(G_1\) while defining \(e_T\) in (19), (ii) enforcing identically the same regularity conditions as in (20) to derive asymptotic consistency, and (ii) enforcing the regularity conditions same as in (21) to derive asymptotic normality, albeit with one change—replacing the condition \(L_T \eta_T'' \to 0\) with \(L_T (\eta_T')^2 \to 0\), to account for the different scaling of bias for the two settings. Moreover, analogous generalizations for estimating the average treatment effects (like in Thm. 3.3) can be also derived. Given Thm. 4.1, the results and proofs for each case are easily derivable and thus we omit stating and proving formal guarantees.
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