INVARIANT POLYNOMIALS ON TRUNCATED MULTICURRENT ALGEBRAS
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Abstract. We construct invariant polynomials on truncated multicurrent algebras, which are Lie algebras of the form $g \otimes F[t_1, \ldots, t_\ell]/I$, where $g$ is a finite-dimensional Lie algebra over a field $F$ of characteristic zero, and $I$ is a finite-codimensional ideal of $F[t_1, \ldots, t_\ell]$ generated by monomials. In particular, when $g$ is semisimple and $F$ is algebraically closed, we construct a set of algebraically independent generators for the algebra of invariant polynomials. In addition, we describe a transversal slice to the space of regular orbits in $g \otimes F[t_1, \ldots, t_\ell]/I$. As an application of our main result, we show that the center of the universal enveloping algebra of $g \otimes F[t_1, \ldots, t_\ell]/I$ acts trivially on all irreducible finite-dimensional representations provided $I$ has codimension at least two.
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1. Introduction

1.1. Motivation. Suppose $A$ is a finitely-generated commutative associative unital algebra over a field $F$ of characteristic zero. All tensor products will be over $F$. Furthermore, suppose that $\Gamma$ is a finite group acting on $A$ and on a finite-dimensional Lie algebra $g$ by automorphisms. The corresponding equivariant map algebra $(g \otimes A)^\Gamma$ can be viewed as the Lie algebra of $\Gamma$-equivariant algebraic maps from Spec $A$ to $g$. Equivariant map algebras are a large class of Lie algebras generalizing loop algebras and current algebras, which are vital to the theory of affine Lie algebras, and are an extremely active area of research. We refer the reader to the survey [NS13] for an overview of the field.

In the case that $\Gamma$ is abelian and acts freely on maxSpec $A$, $F$ is algebraically closed, and $g$ is semisimple, one can use the twisting and untwisting functors defined in [FKKS12] to reduce the study of finite-dimensional representations of $(g \otimes A)^\Gamma$ to the study of representations of the corresponding untwisted map algebra $g \otimes A$, where $\Gamma$ is trivial (see [FKKS12, Th. 2.10]).
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Now assume that $\Gamma$ is trivial and $\mathfrak{g}$ is semisimple. Since $A$ is finitely generated, we may assume that $A = \mathbb{F}[t_1, \ldots, t_\ell]/I$ for some ideal $I$ of $\mathbb{F}[t_1, \ldots, t_\ell]$. In particular, maximal ideals of $A$ correspond to maximal ideals of $\mathbb{F}[t_1, \ldots, t_\ell]$ containing $I$. It is known that any finite-dimensional $\mathfrak{g} \otimes A$-module is a tensor product of modules supported at single points, that is, modules annihilated by $\mathfrak{g} \otimes (m^N + I)$ for some maximal ideal $m$ of $A$ containing $I$, and some $N \in \mathbb{N}$. (This follows, for example, from [FKKS12, Prop. 2.4].) Suppose $V$ is a $\mathfrak{g} \otimes A$-module annihilated by $\mathfrak{g} \otimes (m^N + I)$. Translating if necessary, we may assume that $m = (t_1, \ldots, t_\ell)$ is the maximal ideal corresponding to the origin. Since $m^N + I$ annihilates $V$, so does $m^N$. Hence, $V$ is naturally a module for the quotient $\mathfrak{g} \otimes \mathbb{F}[t_1, \ldots, t_\ell]/m^N$. It follows that we can reduce the study of finite-dimensional $\mathfrak{g} \otimes A$-modules to the case $A = \mathbb{F}[t_1, \ldots, t_\ell]/I$, where $I$ is an ideal of $\mathbb{F}[t_1, \ldots, t_\ell]$ of finite codimension, generated by monomials. We call these Lie algebras truncated multicurrent algebras.

In the case $\ell = 1$, the Lie algebras $\mathfrak{g} \otimes \mathbb{F}[[t]]/(t^{n+1})$, called truncated current algebras, or generalized Takiff algebras, have appeared in many places in the literature. Most relevant to the current paper is the work of Takiff, who considered invariant polynomials in the case $n = 1$ in [Tak71]. Raïs and Tauvel considered the case of arbitrary $n$ in [RT92], as did Geoffriau in [Geo94, Geo95]. More recently, graded modules for Takiff algebras were investigated in [CG09], highest-weight theory for truncated current algebras were considered by Wilson in [Wil11], and connections to the geometric Langlands program were studied by Kamgarpour in [Kam16].

Motivated by the above discussion, in the current paper we study the structure of truncated multicurrent algebras. A particularly useful tool in the representation theory of Lie algebras has been the action of the center of the universal enveloping algebra. On the other hand, the Duflo isomorphism is an algebra isomorphism between the center of the universal enveloping algebra of a finite-dimensional Lie algebra and the invariants in its symmetric algebra (see [Duf77]). The goal of the current paper is to describe this space of invariants for truncated multicurrent algebras.

1.2. Main results. Suppose $\mathbb{F}$ is a field of characteristic zero, $\mathfrak{g}$ is a finite-dimensional Lie algebra, and $\ell$ is a positive integer. Define a partial order on the set $\Omega = \mathbb{N}^\ell$ by

$$(n_1, \ldots, n_\ell) \preceq (m_1, \ldots, m_\ell) \iff n_i \leq m_i \text{ for all } i \in \{1, \ldots, \ell\}.$$ 

Suppose $\Omega_0$ is a subset of $\Omega$ that is invariant under the action of $\Omega$ on itself by componentwise addition, and such that $\Omega_1 = \Omega \setminus \Omega_0$ is finite. Then the span $\mathbb{F}(t^\omega \mid \omega \in \Omega_0)$ is an ideal of $\mathbb{F}[t_1, \ldots, t_\ell]$ and we define

$$A = \mathbb{F}[t_1, \ldots, t_\ell]/\mathbb{F}(t^\omega \mid \omega \in \Omega_0).$$

In Section 3.1, we associate to any polynomial $p \in S(\mathfrak{g})$ a family $p_\omega$, $\omega \in \Omega_1$, of elements of $S(\mathfrak{g} \otimes A)$. Suppose that $p \in S(\mathfrak{g})^\Theta$, that is, $p$ is invariant under the action of $\mathfrak{g}$ on $S(\mathfrak{g})$ induced by the adjoint action. We then show, in Proposition 3.8, that $p_\omega \in S(\mathfrak{g} \otimes A)^{\omega \otimes A}$ for certain values of $\omega$. In particular, if $\Omega_1$ has a greatest element $\mu$, which we will assume for the remainder of this introduction, then, for all $k \in \mathbb{N}$,

$$p \in S^k(\mathfrak{g})^\Theta \implies p_\omega \in S^k(\mathfrak{g} \otimes A)^{\omega \otimes A} \text{ for } \omega \in k\mu - \Omega_1.$$ 

(Note that $\Omega_1$ has a greatest element if and only if $A$ is a symmetric algebra. If the greatest element is $\mu$, the corresponding trace map is projection onto $A_{\mu}$.) In other words, given invariant polynomials in $S(\mathfrak{g})$, one can construct invariant polynomials in $S(\mathfrak{g} \otimes A)$. Furthermore, in Proposition 3.11, we show that a collection of polynomials

$$p^{(j)} \in S^{kj}(\mathfrak{g}), \quad 1 \leq j \leq r,$$

is algebraically independent if and only if the associated collection

$$p_\omega^{(j)} \in S^{kj}(\mathfrak{g} \otimes A), \quad 1 \leq j \leq r, \quad \omega \in k_j\mu - \Omega_1,$$

is algebraically independent.
Now specialize to the case where $\mathbb{F}$ is algebraically closed and $\mathfrak{g}$ is semisimple. In this case, we may identify $\mathfrak{g}$ with $\mathfrak{g}^*$ via the Killing form, and it is known that $S(\mathfrak{g}^*)^\mathfrak{g}$ is isomorphic to a finitely-generated polynomial algebra. Thus, we may choose algebraically independent generators $p^{(j)}_j \in S_k^*(\mathfrak{g}^*)^\mathfrak{g}$, $j \in \{1, \ldots, r\}$, of $S(\mathfrak{g}^*)^\mathfrak{g}$. Our main result, Theorem 5.4, states that the corresponding polynomials $p^{(j)}_j$, $\omega \in \Omega$, $j \in \{1, \ldots, r\}$, form a system of algebraically independent generators of $S((\mathfrak{g} \otimes A)^*)^\mathfrak{g} \otimes A$. In addition, we describe a transversal slice to the regular orbits in $\mathfrak{g} \otimes A$ under the adjoint action, such that restriction to $\mathfrak{t}$ induces an isomorphism of algebras from $S((\mathfrak{g} \otimes A)^*)^\mathfrak{g} \otimes A$ to $S(\mathfrak{t}^*) = \mathbb{F}[\mathfrak{t}]$. These results generalize [RT92, Th. 4.5], which considers the truncated current (i.e. $\ell = 1$) case. In fact, we also generalize, in Proposition 4.1, two other results from that paper, by computing the index of the Lie algebra $\mathfrak{g} \otimes A$ and characterizing the regular linear forms on $\mathfrak{g} \otimes A$. (Note that Proposition 4.1 does not require the assumption that $\mathbb{F}$ is algebraically closed nor that $\mathfrak{g}$ is semisimple.)

Finally, as an application of our main result, we show, in Theorem 5.7, that the center of the universal enveloping algebra of $\mathfrak{g} \otimes A$ acts trivially (i.e. via the augmentation map) on all irreducible finite-dimensional representations (but not necessarily on all finite-dimensional representations), provided $\mu > 0$. It follows that action of this center does not separate blocks in the category of finite-dimensional representations.

1.3. Future directions. The results of the current paper suggest many natural possible directions of future research. We list some of these here.

(a) Kostant proved that, if $\mathfrak{g}$ is a reductive Lie algebra, then $S(\mathfrak{g}^*)$ is free over $S(\mathfrak{g}^*)^\mathfrak{g}$ (see [Kos63, Th. 11]), and hence that the universal enveloping algebra $U(\mathfrak{g})$ is free over its center $Z(\mathfrak{g})$ (see [Kos63, Th. 21]). In the case that $\mathfrak{g}$ is semisimple and $A = \mathbb{F}[t]/(t^2)$, analogous results were proved in [Geo94, Th. 3.3]. This was generalized to the case $A = \mathbb{F}[t]/(t^{\mu+1})$, $n \in \mathbb{N}$, in [Mus01, Th. A.4]. It is thus natural to ask if one can prove these results more generally in the case where $\mathfrak{g} \otimes A$ is a truncated multicurrent algebra.

(b) If $\mathfrak{g}$ is semisimple, one has the Harish-Chandra isomorphism between $Z(\mathfrak{g})$ and $S(\mathfrak{h})^W$, the algebra of polynomials in a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$, invariant under the action of the Weyl group $W$ (see, for example, [Hum78, §23.3]). An analogue of this result in the case $A = \mathbb{F}[t]/(t^{\mu+1})$, $n \in \mathbb{N}$, was proved in [Geo95, Th. 4.7]. It would be interesting to construct an analogue of the Harish-Chandra isomorphism in the more general setting of truncated multicurrent algebras.

(c) In Section 1.1, we recalled how, when the group $\Gamma$ acts freely on maxSpec $A$, one can reduce the study of finite-dimensional representations of $(\mathfrak{g} \otimes A)^\Gamma$ to the untwisted setting in which $\Gamma$ is the trivial group. However, this procedure fails when $\Gamma$ does not act freely. (We refer the reader to [NSS12] for a discussion of this more general setup.) It is an open problem to examine the structure of the invariant polynomials $S((\mathfrak{g} \otimes A)^\Gamma)^{\mathfrak{g} \otimes A)^\Gamma}$ in general.

(d) The theory of equivariant map algebras was extended to the super case in [Sav14, CMS16, Bag, CM]. It would be interesting to also extend the results of the current paper to that setting.
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2. Preliminaries

We fix a field $\mathbb{F}$ of characteristic zero, and all algebras and tensor products are over $\mathbb{F}$. We assume that all associative algebras possess multiplicative units. If $U$ is a subspace of a vector
space \( V \), then, for \( v_1, v_2 \in V \), we write \( v_1 \equiv v_2 \mod U \) to indicate that \( v_1 - v_2 \in U \) (in other words, the images of \( v_1 \) and \( v_2 \) in \( V/U \) are equal.) We let \( \mathbb{N} = \{0, 1, 2, \ldots \} \) denote the set of nonnegative integers and \( \mathbb{N}_+ = \{1, 2, 3, \ldots \} \) denote the set of positive integers.

### 2.1. Polynomial functions and the adjoint action.

For a vector space \( V \), we let \( S(V) = \bigoplus_{k \in \mathbb{N}} S^k(V) \) denote the symmetric algebra on \( V \) with its usual grading by degree. Let \( \mathfrak{a} \) be an arbitrary Lie algebra. Recall that \( \mathfrak{a} \) acts on itself via the adjoint action:

\[
(2.1) \quad x \cdot y = [x, y], \quad \text{for all } x, y \in \mathfrak{a}.
\]

We then have an action of \( \mathfrak{a} \) on \( S(\mathfrak{a}) \) defined inductively by (2.1) and

\[
x \cdot (p_1 p_2) = (x \cdot p_1) p_2 + p_1 (x \cdot p_2), \quad \text{for all } x \in \mathfrak{a}, \ p_1, p_2 \in S(\mathfrak{a}).
\]

Note that this implies that \( \mathfrak{a} \) acts as zero on \( S^0(\mathfrak{a}) = \mathbb{F} \). We let

\[
S(\mathfrak{a})^a = \{ p \in S(\mathfrak{a}) \mid x \cdot p = 0 \text{ for all } x \in \mathfrak{a} \}
\]

denote the set of \( \mathfrak{a} \)-invariant elements of \( S(\mathfrak{a}) \).

The corresponding dual action of \( \mathfrak{a} \) on \( \mathfrak{a}^* = \text{Hom}_\mathbb{F}(\mathfrak{a}, \mathbb{F}) \) is defined by

\[
(x \cdot f)(y) = -f(x \cdot y) = f([y, x]), \quad x, y \in \mathfrak{a}, \ f \in \mathfrak{a}^*.
\]

Since elements of \( \mathfrak{a}^* \) are \( \mathbb{F} \)-linear maps \( \mathfrak{a} \to \mathbb{F} \), they induce algebra homomorphisms \( S(\mathfrak{a}) \to \mathbb{F} \). (We use here the universal property of the symmetric algebra and the fact that \( \mathbb{F} \) is commutative.) Thus, we have a map

\[
S(\mathfrak{a}) \times \mathfrak{a}^* \to \mathbb{F}, \quad (p, f) \mapsto p(f), \quad p \in S(\mathfrak{a}), \ f \in \mathfrak{a}^*.
\]

In this way, we can view elements of \( S(\mathfrak{a}) \) as polynomial functions on \( \mathfrak{a}^* \).

More generally, fix a commutative associative algebra \( B \). (We shall be particularly interested in the cases \( B = \mathbb{F}[\Gamma] \), \( B = \mathbb{F}[s] \), and \( B = \mathbb{F}[\Gamma] \otimes \mathbb{F}[s] \), where \( \Gamma \) is an abelian group and \( s \) is an indeterminate.) Then we have an \( \mathbb{F} \)-linear map determined by

\[
B \otimes \mathfrak{a}^* \otimes \mathfrak{a} \to B, \quad b \otimes f \otimes x \mapsto f(x) b, \quad \text{for all } b \in B, \ f \in \mathfrak{a}^*, \ x \in \mathfrak{a}.
\]

As above, any element of \( B \otimes \mathfrak{a}^* \) thus induces an algebra homomorphism \( S(\mathfrak{a}) \to B \). So we have a map

\[
S(\mathfrak{a}) \times (B \otimes \mathfrak{a}^*) \to B.
\]

We can therefore also view elements of \( S(\mathfrak{a}) \) as polynomial functions on \( B \otimes \mathfrak{a}^* \), taking values in \( B \). More generally, we view elements of \( S(\mathfrak{a}) \otimes B \) in the same way via

\[
(p \otimes b)(f) = p(f) b, \quad \text{for all } p \in S(\mathfrak{a}), \ f \in \mathfrak{a}^* \otimes B, \ b \in B.
\]

We define the structure of an \( \mathfrak{a} \otimes B \)-module on \( \mathfrak{a}^* \otimes B \) by

\[
(2.2) \quad (x \otimes b_1) \cdot (f \otimes b_2) = (x \cdot f) \otimes b_1 b_2, \quad x \in \mathfrak{a}, \ f \in \mathfrak{a}^*, \ b_1, b_2 \in B,
\]

and extending by linearity. We also define the structure of an \( \mathfrak{a} \otimes B \)-module on \( S(\mathfrak{a}) \otimes B \) by

\[
(2.3) \quad (x \otimes b_1) \cdot (p \otimes b_1) = (x \cdot p) \otimes b_1 b_2, \quad x \in \mathfrak{a}, \ p \in S(\mathfrak{a}), \ b_1, b_2 \in B,
\]

and extending by linearity. It follows immediately from this definition, that if \( p \in S(\mathfrak{a})^a \), then

\[
(a \otimes B) \cdot (p \otimes b) = 0 \quad \text{for all } b \in B.
\]

#### Lemma 2.1.

Let \( s \) be an indeterminate. For all \( P \in S(\mathfrak{a}) \otimes B, \ F \in \mathfrak{a}^* \otimes B, \) and \( X \in \mathfrak{a} \otimes B, \) we have

\[
(2.4) \quad P(F + s(X \cdot F)) \equiv P(F) - s(X \cdot P)(F) \mod s^2 B[s].
\]
Proof. Since both sides of (2.4) are $\mathbb{F}$-linear in $P$, it suffices to prove the result for $P \in S^k(a) \otimes B$, $k \in \mathbb{N}$. Similarly, from the definition (2.3), it suffices to consider $P \in S^k(a) \otimes \mathbb{F} \cong S^k(a)$. In addition, it is enough to consider $X$ of the form $x \otimes b_1$ and $F$ of the form $f \otimes b_2$, where $x \in a$, $f \in a^*$, and $b_1, b_2 \in B$. We use induction on $k$. The $k = 0$ case is trivial.

For $P = y \in a = S^1(a)$, we have
\[
y(f \otimes b_2 + s(x \otimes b_1) \cdot (f \otimes b_2)) = y(f \otimes b_2 + s(x \cdot f) \otimes b_1 b_2) = f(y)b_2 + s(x \cdot f)(y)b_1 b_2 = f(y)b_2 - s f(x \cdot y)b_1 b_2 = y(f \otimes b_2) - s((x \otimes b_1) \cdot y)(f \otimes b_2).
\]

Now suppose that, for some $N \in \mathbb{N}_+$, the result holds for $P$ in $S^k(a)$, $k \leq N$. Let $X \in a \otimes B$, $F \in a^* \otimes B$, $P \in S^k(a)$, and $Q \in S^\ell(a)$, with $k, \ell \leq N$. Then we have
\[
(PQ)(F + s(X \cdot F)) = P(F + s(X \cdot F))Q(F + s(X \cdot F))
\equiv (P(F) - s(X \cdot P)(F))(Q(F) - s(X \cdot Q)(F)) \mod s^2 B[s]
\equiv P(F)Q(F) - s((X \cdot P)(F)Q(F) + P(F)(X \cdot Q)(F)) \mod s^2 B[s]
\equiv (PQ)(F) - s(X \cdot (PQ))(F) \mod s^2 B[s].
\]

This completes the proof of the inductive step. $\square$

2.2. Graded associative algebras. Fix $\ell \in \mathbb{N}$, and define
\[
\Gamma = \mathbb{Z}^\ell, \quad \Omega = \mathbb{N}^\ell.
\]

So $\Gamma$ is an abelian group and $\Omega$ is an abelian monoid under the usual addition. There are natural actions of $\Omega$ and $\Gamma$ on themselves via their operations.

We define a partial order on $\Gamma$ by
\[
(n_1, \ldots, n_\ell) \leq (m_1, \ldots, m_\ell) \iff n_i \leq m_i \quad \text{for all } i \in \{1, \ldots, \ell\}.
\]

We write $(n_1, \ldots, n_\ell) < (m_1, \ldots, m_\ell)$ if $(n_1, \ldots, n_\ell) \leq (m_1, \ldots, m_\ell)$ and $(n_1, \ldots, n_\ell) \neq (m_1, \ldots, m_\ell)$.

Suppose $B = \bigoplus_{\gamma \in \Gamma} B_\gamma$ is a finite-dimensional $\Gamma$-graded commutative $\mathbb{F}$-algebra. For $\nu \in \Gamma$, we define
\[
B_{\nu} = \bigoplus_{\gamma \leq \nu} B_\gamma.
\]

Let
\[
B^* = \bigoplus_{\gamma \in \Gamma} B_\gamma^*, \quad B_\gamma^* = \text{Hom}_\mathbb{F}(B_\gamma, \mathbb{F}),
\]

denote the restricted dual space. This is naturally a $\Gamma$-graded vector space with the elements of $B_\gamma^*$ being of degree $-\gamma$. In other words, $(B^*)_{-\gamma} = B_\gamma^*$. The space $B^*$ is also naturally a $B$-module via the action defined by
\[
(b \cdot f)(b') = f(bb'), \quad b, b' \in B, \quad f \in B^*.
\]

This action is compatible with the $\Gamma$-gradings:
\[
B_{\gamma_1}(B^*)_{\gamma_2} = (B^*)_{\gamma_1 + \gamma_2}.
\]

If $B$ is some subset of $B$, we write
\[
\mathbb{F}\langle B \rangle = \mathbb{F}\langle b \mid b \in B \rangle = \text{Span}_\mathbb{F} B
\]
to denote the $\mathbb{F}$-span of the set $B$.

Consider the polynomial algebra $\mathbb{F}[t_1, \ldots, t_\ell]$ in $\ell$ indeterminates. For $\omega = (\omega_1, \ldots, \omega_\ell) \in \Omega$, we define $t^\omega = t_1^{\omega_1} t_2^{\omega_2} \cdots t_\ell^{\omega_\ell}$. Fix a subset $\Omega_0 \subseteq \Omega$ that is stable under the action of $\Omega$ (i.e. such that
\( \omega + \gamma \in \Omega_0 \) for all \( \omega \in \Omega \) and \( \gamma \in \Omega_0 \), and such that the complement \( \Omega_1 = \Omega \setminus \Omega_0 \) is finite. Thus,

\[
I = F(t^\omega \mid \omega \in \Omega_0)
\]

is an ideal of \( F[t_1, \ldots, t_\ell] \), and we define the \( F \)-algebra

\[
A = F[t_1, \ldots, t_\ell]/I.
\]

Let \( \tau^\omega \) denote the image of \( t^\omega \) in \( A \), for \( \omega \in \Omega \). So \( A \) has a basis \( \{ \tau^\omega \mid \omega \in \Omega_1 \} \).

Let \( \{ e^\omega \mid \omega \in \Omega_1 \} \) denote the dual basis of \( A^\ast \). The algebra \( A \) is naturally \( \Gamma \)-graded, with the element \( \tau^\omega \) being of degree \( \omega \). Similarly, \( A^\ast \) is a \( \Gamma \)-graded vector space, with \( e^\omega \) of degree \( -\omega \).

Consider the group algebra \( F[\Gamma] = \{ q^\gamma \mid \gamma \in \Gamma \} \), written in exponential notation, where \( q \) is a formal symbol. Define an \( F \)-linear map

\[
\iota: A \hookrightarrow F[\Gamma], \quad \tau^\omega \mapsto q^\omega, \quad \omega \in \Omega_1.
\]

This map is manifestly injective. We will continue to use the notation \( \iota \) to denote the tensor product of \( \iota \) with identity maps. For example, if \( a \) is a Lie algebra and \( B \) is an associative algebra, we have the injective \( F \)-linear map

\[
\iota = \text{id}_a \otimes \iota \otimes \text{id}_B: a \otimes A \otimes B \hookrightarrow a \otimes F[\Gamma] \otimes B.
\]

We also define the \( F \)-linear map (which is manifestly injective)

\[
\jmath: A^\ast \hookrightarrow F[\Gamma], \quad e^\omega \mapsto q^{-\omega}, \quad \omega \in \Omega_1,
\]

and use the same notation \( \jmath \) to denote the tensor product with identity maps. Note that the maps (2.5) and (2.6) are both maps that send homogeneous elements to their degrees.

**Remark 2.2.** In the sequel, we shall be especially interested in the case where \( \Omega_1 \) has a greatest element \( \mu \). In this case, we have

\[
\Omega_1 = \{ \omega \in \Omega \mid \omega \leq \mu \}, \quad \Omega_0 = \{ \omega \in \Omega \mid \omega \not\leq \mu \}, \quad \text{and}
\]

\[
A \cong F[t_1]/(t_1^{\mu_1+1}) \otimes F[t_2]/(t_2^{\mu_2+1}) \otimes \cdots \otimes F[t_\ell]/(t_\ell^{\mu_\ell+1}).
\]

### 3. Invariant Polynomials

#### 3.1. Definitions.

Fix a finite-dimensional Lie algebra \( \mathfrak{g} \). Through the paper, we will use the symbols \( X, Y, Z \) to denote elements of \( \mathfrak{g} \otimes A \) or \( \mathfrak{g} \otimes F[\Gamma] \) and the symbols \( F, G, H \) to denote elements of \( \mathfrak{g}^\ast \otimes A^\ast \) or \( \mathfrak{g}^\ast \otimes F[\Gamma] \). We use the corresponding lowercase letters to denote the components of these elements:

\[
X = \sum_{\omega \in \Omega_1} x^\omega \otimes \tau^\omega, \quad F = \sum_{\omega \in \Omega_1} f^\omega \otimes e^\omega, \quad \text{etc.}
\]

Let

\[
a = \sum_{\omega \in \Omega_1} \tau^\omega \in A.
\]

We have the associated \( F \)-linear map

\[
\tau_a: \mathfrak{g} \rightarrow \mathfrak{g} \otimes A, \quad x \mapsto x \otimes a.
\]

This induces an algebra homomorphism

\[
\tau_a: S(\mathfrak{g}) \rightarrow S(\mathfrak{g} \otimes A),
\]
which we denote by the same symbol. Now, the algebra $S(g \otimes A)$ is naturally $\Gamma$-graded (as an algebra). For $p \in S(g)$ and $\gamma \in \Gamma$, we let $p_\gamma$ denote the degree $\gamma$ component of $\tau_a(p)$. Thus, we have

$$\tau_a(p) = \sum_{\gamma \in \Gamma} p_\gamma, \quad p_\gamma \in S(g \otimes A)_\gamma.$$  \hfill (3.4)

For subsets $\Upsilon_1, \ldots, \Upsilon_k \subseteq \Gamma$, define

$$\Upsilon_1 + \Upsilon_2 + \cdots + \Upsilon_k := \{\gamma_1 + \gamma_2 + \cdots + \gamma_k \mid \gamma_i \in \Upsilon_i, \ i \in \{1, \ldots, k\}\} \subseteq \Gamma.$$  \hfill (3.5)

Also, for a subset $\Upsilon \subseteq \Gamma$ and $k \in \mathbb{N}_+$, we define

$$\Upsilon^k = \Upsilon + \cdots + \Upsilon \ (k \text{ factors}), \quad \Upsilon^0 = \{0\},$$

and

$$-\Upsilon = \{-\gamma \mid \gamma \in \Upsilon\} \subseteq \Gamma.$$  \hfill (3.6)

**Remark 3.1.** Note that, for $p \in S^k(g)$, we have $p_\gamma = 0$ for $\gamma \notin \Omega_1$. Since $g$ and $A$ are finite dimensional, we may naturally identify $(g \otimes A)^*$ with $g^* \otimes A^*$. Recall the definition of the map $j$ given in (2.6).

**Lemma 3.2.** For $p \in S(g)$ and $F \in g^* \otimes A^*$, we have

$$p(j(F)) = \sum_{\gamma \in \Omega} p_\gamma(F)q^{-\gamma}.$$  \hfill (3.7)

**Proof.** Since both sides of (3.5) are $\mathbb{F}$-linear in $p$, it suffices to consider $p \in S^k(g)$ for some $k \in \mathbb{N}_+$. Then, for $F = \sum_{\omega \in \Omega_1} f_\omega \otimes \epsilon^\omega$, we have

$$p(j(F)) = p\left(\sum_{\omega \in \Omega_1} f_\omega \otimes q^{-\omega}\right) = \sum_{\omega \in \Omega_1} p(f_\omega) \otimes q^{-k\omega}.$$  \hfill (3.8)

Thus, it suffices to consider the case $F = f \otimes \epsilon^\omega$ for some $f \in g^*$, and $\omega \in \Omega_1$. Since $p_\gamma(F) = 0$ for $\gamma \neq k\omega$, we have

$$\tau_a(p)(F) = p_{k\omega}(F) = p(f) \quad \text{and} \quad p(j(F)) = p(f \otimes q^{-\omega}) = p(f)q^{-k\omega}.$$  \hfill (3.9)

The result follows. 

Notice that, in the setup of Lemma 3.2, we have that $p(j(F))$ is an element of $\mathbb{F}[\Omega^{-1}]$, which is simply a polynomial algebra in $q_i := q_i^{-1}, \ i \in \{1, \ldots, \ell\}$, where $1_i \in \Omega = \mathbb{N}_\ell$ is the element with $i$-th component equal to one and all other components equal to zero. We can thus apply the partial derivatives $\partial_i := \frac{\partial}{\partial q_i}$.

**Corollary 3.3.** For $p \in S(g)$ and $\gamma \in \Omega$, we have

$$p_\gamma = \frac{1}{\gamma_1! \gamma_2! \cdots \gamma_\ell!} \partial_{\gamma_1} \partial_{\gamma_2} \cdots \partial_{\gamma_\ell}(p \circ j),$$  \hfill (3.10)

where the notation $\partial_{\gamma_1} \partial_{\gamma_2} \cdots \partial_{\gamma_\ell}(p \circ j)_0$ denotes evaluation of the iterated derivative at $q_1 = q_2 = \cdots = q_{\ell} = 0$.

**Proof.** This follows immediately from Lemma 3.2. 

**Remark 3.4.** Suppose $\ell = 1$, so that $A \cong \mathbb{F}[t]/(t^{n+1})$ for some $m$. Then it follows from Lemma 3.2 that, for $p \in S^k(g)$, and $i \in \mathbb{N} = \Omega$, the polynomial $p_{km-i} \in S(g \otimes A)_{km-i}$ is equal to $P_i$ as defined in [RT92, §3.1].
The following lemma will be useful in the proof of Proposition 3.11.

**Lemma 3.5.** Assume $\Omega_1$ has a greatest element $\mu$. Suppose $p \in S(g)$ and $\gamma = (\gamma_1, \ldots, \gamma_\ell) \in \Omega$. By Remark 2.2, we have
$$A \cong B \otimes \mathbb{F}[t_\ell]/(t_\ell^{\mu_\ell}), \quad \text{where} \quad B = \mathbb{F}[t_1, \ldots, t_{\ell-1}]/\mathbb{F}\langle t_\omega \mid \omega \not\in (\mu_1, \ldots, \mu_{\ell-1}) \rangle.$$

Identifying $A$ with $B \otimes \mathbb{F}[t_\ell]/(t_\ell^{\mu_\ell})$ via this isomorphism, we can form $p_{(\gamma_1, \ldots, \gamma_{\ell-1})} \in S(g \otimes B)$ and $(p_{(\gamma_1, \ldots, \gamma_{\ell-1})})_{\gamma_\ell} \in S(g \otimes \mathbb{F})$. Then we have $(p_{(\gamma_1, \ldots, \gamma_{\ell-1})})_{\gamma_\ell} = p_\gamma$.

**Proof.** Define
$$b = \pi_B \left( \sum_{\omega \in \mathbb{N}^\ell, \omega \leq (\mu_1, \ldots, \mu_{\ell-1})} t_\omega \right) \in B \quad \text{and} \quad c = \pi_\ell \left( \sum_{\omega \in \mathbb{N}, \omega \leq \mu_\ell} t_\ell^{\omega_\ell} \right) \in \mathbb{F}[t_\ell]/(t_\ell^{\mu_\ell+1}),$$
where $\pi_B : \mathbb{F}[t_1, \ldots, t_{\ell-1}] \rightarrow B$ and $\pi_\ell : \mathbb{F}[t_\ell] \rightarrow \mathbb{F}[t_\ell]/(t_\ell^{\mu_\ell})$ are the canonical projections. We then have the $\mathbb{F}$-linear maps
$$\tau_b : g \rightarrow g \otimes B, \quad x \mapsto x \otimes b$$
$$\tau_c : g \otimes B \rightarrow g \otimes \mathbb{F}, \quad x \mapsto x \otimes c,$$
which induce algebra homomorphisms $\tau_b : S(g) \rightarrow S(g \otimes B)$ and $\tau_c : S(g \otimes B) \rightarrow S(g \otimes \mathbb{F})$. Then the result follows from the fact that $\tau_c \circ \tau_b = \tau_a$, where $a$ is defined as in (3.1). \hfill $\Box$

### 3.2. Invariance

**Lemma 3.6.** For $X \in g \otimes A$ and $F \in g^* \otimes A^*$, we have
$$j(X \cdot F) - i(X) \cdot j(F) \in g^* \otimes \mathbb{F}\langle (\Omega_1 - \Omega_1) \setminus -\Omega_1 \rangle.$$

**Proof.** Since the expression $j(X \cdot F) - i(X) \cdot j(F)$ is $\mathbb{F}$-linear in both $X$ and $F$, it suffices to consider the case $X = x \otimes \tau^\omega$ and $F = f \otimes \epsilon^\lambda$ for some $x \in g$, $f \in g^*$, and $\omega, \lambda \in \Omega$. We split the proof into two cases. First, suppose that $\lambda - \omega \in \Omega$. Then, for $\gamma \in \Omega$, we have
$$\tau^\omega \cdot \epsilon^\lambda(\tau^\gamma) = \epsilon^\lambda(\tau^{\omega+\gamma}) = \delta_{\lambda, \omega+\gamma} = \delta_{\lambda-\omega, \gamma} = \epsilon^{\lambda-\omega}(\tau^\gamma).$$
and so
$$X \cdot F = (x \cdot f) \otimes \epsilon^{\lambda-\omega}.$$Therefore
$$j(X \cdot F) = (x \cdot f) \otimes q^{\omega-\lambda} = i(X) \cdot j(F).$$On the other hand, if $\lambda - \omega \not\in \Omega$, then $X \cdot F = 0$ and
$$i(X) \cdot j(F) = (x \otimes q^\omega) \cdot (f \otimes q^{-\lambda}) = (x \cdot f) \otimes q^{\omega-\lambda} \in g^* \otimes \mathbb{F}\langle (\Omega_1 - \Omega_1) \setminus -\Omega_1 \rangle. \hfill \Box$$

**Lemma 3.7.** Suppose $p \in S^k(g)$ for some $k \in \mathbb{N}_+$. Then, for all $F \in g^* \otimes \mathbb{F}\langle -\Omega_1 \rangle$ and $G \in g^* \otimes \mathbb{F}\langle (\Omega_1 - \Omega_1) \setminus -\Omega_1 \rangle$, we have
$$p(F + G) - p(F) \in \mathbb{F}\langle \Phi_k \rangle,$$
where
$$\Phi_k = \bigcup_{j=1}^k \left( (\Omega_1 - \Omega_1) \setminus -\Omega_1 \right)^j + (\Omega_1)^{k-j}.$$**Proof.** It suffices to consider the case where $p$ is a monomial, since monomials span $S^k(g)$. Therefore, take $p = x_1 x_2 \cdots x_k$, for some $x_1, \ldots, x_k \in g$. Then we have
$$p(F + G) = x_1(F + G) \cdots x_k(F + G) = (x_1(F) + x_1(G)) \cdots (x_k(F) + x_k(G)),$$and the result follows from the fact that $x_i(F) \in \mathbb{F}\langle -\Omega_1 \rangle$ and $x_i(G) \in \mathbb{F}\langle (\Omega_1 - \Omega_1) \setminus -\Omega_1 \rangle$ for all $i \in \{1, \ldots, k\}. \hfill \Box$
Proposition 3.8. Suppose $p \in S^k(g)^0 := S^k(g) \cap S(g)^0$ for some $k \in \mathbb{N}_+$. Then

$$p_\gamma \in S^k(g \otimes A)^{g \otimes A} \quad \text{for all } \gamma \notin -\Phi_k = \bigcup_{j=1}^k \left( (\Omega_1 - \Omega_1) \setminus \Omega_1 \right)^j + \Omega_1^{k-j}.$$ 

Proof. Suppose $p \in S^k(g)^0$ and define $\Phi_k$ as in (3.7). Then, for all $X \in g \otimes A$ and $F \in g^* \otimes A^*$, we have

$$\sum_{\gamma \in \Gamma} (p_\gamma(F) - s(X \cdot p_\gamma)(F))q^{-\gamma} \equiv \sum_{\gamma \in \Omega} p_\gamma(F + sX \cdot F)q^{-\gamma} \mod F[\Gamma] \otimes s^2F[s]$$

$$\equiv p(j(F + sX \cdot F)) \mod F[\Gamma] \otimes s^2F[s]$$

$$\equiv p(j(F) + s(j(X) \cdot F)) \mod (F(\Phi_k) \otimes F[s] + F[\Gamma] \otimes s^2F[s])$$

$$\equiv p(j(F)) - s(i(X) \cdot p)(j(F)) \mod (F(\Phi_k) \otimes F[s] + F[\Gamma] \otimes s^2F[s])$$

$$\equiv p(j(F)) \mod (F(\Phi_k) \otimes F[s] + F[\Gamma] \otimes s^2F[s])$$

$$\equiv \sum_{\gamma \in \Gamma} p_\gamma(F)q^{-\gamma} \mod (F(\Phi_k) \otimes F[s] + F[\Gamma] \otimes s^2F[s])$$

where the first equivalence uses Lemma 2.1 and Remark 3.1, the second and seventh follow from Lemma 3.2, the fourth holds by Lemmas 3.6 and 3.7, the fifth follows from Lemma 2.1, and the sixth follows from the fact that $p$ is $g$-invariant. Therefore, we have $X \cdot p_\gamma = 0$, for all $\gamma \notin -\Phi_k$. □

Remark 3.9. Note that while the main results of the current paper will assume that $\Omega_1$ has a greatest element, Proposition 3.8 does not require this assumption. It would be interesting to investigate the properties of the space $S(g \otimes A)^{g \otimes A}$ more generally, and to determine, for instance, when the invariant polynomials of Proposition 3.8 generate this space. Note also that, since $\Omega_1$ is finite, one can always choose an element $\mu \in \Omega$ such that $\omega \leq \mu$ for all $\omega \in \Omega_1$. Then we have the projection

$$F[t_1, \ldots, t_\ell]/F[t_\omega \mid \omega \in \Omega, \omega \leq \mu] \to A,$$

and so representations of $g \otimes A$ can be pulled back to the setting where we have a greatest element.

Lemma 3.10. If $\Omega_1$ has a greatest element $\mu$, then

$$\Omega_1^k \setminus (-\Phi_k) = k\mu - \Omega_1.$$ 

Proof. If $\Omega_1$ has a greatest element $\mu$, then

$$\Omega_1 = \{ \gamma \in \Gamma \mid 0 \leq \gamma \leq \mu \}, \quad \Omega_1 - \Omega_1 = \{ \gamma \in \Gamma \mid -\mu \leq \gamma \leq \mu \}, \quad \text{and} \quad (\Omega_1 - \Omega_1) \setminus \Omega_1 = \{ \gamma \in \Gamma \mid -\mu \leq \gamma_i \leq \mu_i \text{ for all } i, \text{ and } \gamma_i < 0 \text{ for at least one } i \}.$$ 

Therefore,

$$\Omega_1^k \cap (-\Phi_k) = \Omega_1^k \cap \bigcup_{j=1}^k \left( (\Omega_1 - \Omega_1) \setminus \Omega_1 \right)^j + \Omega_1^{k-j}$$

$$= \Omega_1^k \cap \bigcup_{j=1}^k \{ \gamma \in \Gamma \mid -j\mu \leq \gamma_i \leq k\mu \leq p_i(\mu_i + 1) \text{ for all } i, \text{ and some } p_1, \ldots, p_\ell \text{ with } \sum p_i = j \}$$

$$= \{ \gamma \in \Gamma \mid 0 \leq \gamma_i \leq k\mu \text{ for all } i, \text{ and } \gamma_i < (k-1)\mu \text{ for at least one } i \}.$$ 

It follows that

$$\Omega_1^k \setminus (-\Phi_k) = \{ \omega \in \Omega \mid (k-1)\mu \leq \omega \leq k\mu \} = k\mu - \Omega_1.$$ □
Suppose \( p \in S^k(g)^\delta \), \( k \in \mathbb{N}_+ \), and assume that \( \Omega_1 \) has a greatest element \( \mu \). It follows from Proposition 3.8 and Lemma 3.10 that \( p \) lies in \( S^k(g \otimes A)^{\delta \otimes A} \) and is (potentially) nonzero for \( \gamma \) in the set \( k\mu - \Omega_1 \).

3.3. **Algebraic independence.** Throughout this subsection, we assume that \( \Omega_1 \) has a greatest element \( \mu \).

**Proposition 3.11.** A collection of elements

\[
(3.8) \quad p_{(i)}(x) \in S^{k_i}(g), \quad 1 \leq i \leq r, \ k_i \in \mathbb{N}_+,
\]

is algebraically independent if and only if the collection

\[
(3.9) \quad p_{(i)}(\omega) \in S^{k_i}(g \otimes A), \quad 1 \leq i \leq r, \ \omega \in k_i \mu - \Omega_1,
\]

is algebraically independent.

**Proof.** We prove the result by induction on \( \ell \). If \( \ell = 1 \), then, by Remark 3.4, the result is precisely [RT92, Lem. 3.3(ii)].

Now assume \( \ell \geq 2 \) and consider a collection of elements (3.8). Let \( \nu = (\mu_1, \ldots, \mu_{\ell-1}) \in \mathbb{N}^{\ell-1} \).

By Remark 2.2, we have

\[
(3.10) \quad A \cong B \otimes \mathbb{F}[t]/(t^{\mu_{\ell-1}+1}), \quad \text{where} \quad B = \mathbb{F}[t_1, \ldots, t_{\ell-1}]/\mathbb{F}\langle t^\omega \mid \omega \leq \nu \rangle.
\]

By the inductive hypothesis, the collection (3.8) is algebraically independent if and only if the collection

\[
(3.11) \quad p_{(i)}(\mu_{\nu - \lambda}) \in S^{k_i}(g \otimes B), \quad 1 \leq i \leq r, \ \lambda \in \mathbb{N}^{\ell-1}, \ \lambda \leq \nu,
\]

is algebraically independent. Now, note that \( g \otimes B \) is a finite-dimensional Lie algebra. Therefore, the \( \ell = 1 \) case of the proposition implies that the collection (3.11) is algebraically independent if and only if

\[
\left( p_{(i)}^{(\mu_{\nu - (\lambda_1, \ldots, \lambda_{\ell-1})})} \right)_{\kappa_i \mu - \lambda} \in S^{k_i}(g \otimes A), \quad 1 \leq i \leq r, \ \lambda \in \Omega_1,
\]

are algebraically independent. By Lemma 3.5, we have

\[
\left( p_{(i)}^{(\mu_{\nu - (\lambda_1, \ldots, \lambda_{\ell-1})})} \right)_{\kappa_i \mu - \lambda} = p_{(i)}^{(\mu_{\nu - \lambda})} \quad \text{for all} \ i \ \text{and} \ \lambda,
\]

completing the proof of the inductive step. \( \square \)

**Remark 3.12.** It is clear from the definitions in Section 3.1 that, if \( p \in S^k(g \otimes A) \) is a product of the polynomials (3.8), then, for \( \omega \in \Omega_1 \), \( p_{k_i \mu - \omega} \) is a polynomial in the elements (3.9). Thus, the subalgebra \( T_A \) of \( S(g \otimes A) \) generated by the polynomials (3.9) depends only on the subalgebra \( T \) of \( S(g) \) generated by the polynomials (3.8), and not on the individual polynomials themselves.

4. **Regular elements and bilinear forms**

4.1. **Regular elements.** Suppose \( a \) is a finite-dimensional Lie algebra. For \( f \in a^* \), we define

\[
a^f = \{ x \in a \mid x \cdot f = 0 \} = \{ x \in a \mid f([a, x]) = 0 \}.
\]

The *index* of \( a \) is defined to be

\[
\chi(a) = \inf \{ \dim a^f \mid f \in a^* \}.
\]

We say that \( f \) is *regular* if \( \dim a^f = \chi(a) \).

For an element \( x \in a \), we let

\[
a^x = \{ y \in a \mid [x, y] = 0 \}
\]
be the centralizer of \( x \) in \( a \). An element of \( a \) is said to be regular if its centralizer has minimal dimension. (If \( a^* \) is identified with \( a \) via an invariant nondegenerate bilinear form, this corresponds to the notion of regular element of \( a^* \) given above.)

**Proposition 4.1.** Let \( g \) be a finite-dimensional Lie algebra, \( \mu \in \mathbb{N}^\ell \), and define
\[
A = F[t_1, \ldots, t_\ell] \big/ \langle t_\omega \mid \omega \not\leq \mu \rangle.
\]

(a) We have \( \chi(g \otimes A) = \chi(g) \dim A \).

(b) A linear form \( F = \sum_{\omega \leq \mu} f_\omega \otimes \epsilon_\omega \) on \( g \otimes A \) is regular if and only if \( f_\mu \) is a regular linear form on \( g \).

**Proof.** We prove the result by induction on \( \ell \). If \( \ell = 1 \), the theorem is precisely [RT92, Th. 2.8]. Now assume \( \ell \geq 2 \), and let \( \nu = (\mu_1, \ldots, \mu_{\ell-1}) \in \mathbb{N}^{\ell-1} \). As in the proof of Proposition 3.11, we have the isomorphism (3.10). By the inductive hypothesis, we have
\[
\chi(g \otimes A) = \chi(g) \dim B(\mu_1 + 1) = \chi(g)(\dim B) (\mu_1 + 1) = \chi(g) \dim A,
\]
completing the inductive step in the proof of part (a).

We now prove part (b). Using the isomorphism (3.10) to identify \( A \) with \( B \otimes F[t_\ell]/(t_\ell^{\mu_1+1}) \), we write
\[
F = \sum_{\omega \leq \mu} \left( f_\omega \otimes \epsilon^{(\omega_1, \ldots, \omega_{\ell-1})} \right) \otimes \epsilon_\ell,
\]
where \( \epsilon_\ell^n \), \( 0 \leq n \leq \mu_1 \) is the dual basis to the basis \( \tau_\ell^n \), \( 0 \leq n \leq \mu_\ell \) of \( F[t_\ell]/(t_\ell^{\mu_1+1}) \). Then, by the \( \ell = 1 \) case of the theorem, the linear form \( F \) on \( g \otimes A \) is regular if and only if
\[
\sum_{\omega \leq \mu} f(\omega_1, \ldots, \omega_{\ell-1}, \mu_\ell) \otimes \epsilon^{(\omega_1, \ldots, \omega_{\ell-1})}
\]
is a regular form on \( g \otimes B \). By the inductive hypothesis, this form is regular if and only if \( f_\mu \) is a regular form on \( g \). This completes the proof of the inductive step. \(\square\)

### 4.2. Bilinear forms

In this subsection, we assume that \( \Omega_1 \) has a greatest element \( \mu \). Suppose
\[
\kappa: g \times g \to F
\]
is a bilinear form on \( g \). We extend \( \kappa \) to a bilinear map
\[
\kappa^\Omega: (g \otimes F[\Omega]) \times (g \otimes F[\Omega]) \to F[\Omega], \quad \kappa^\Omega(x \otimes q^\omega, y \otimes q^\gamma) = \kappa(x, y)q^{\omega + \gamma},
\]
extended by bilinearity. For any \( \omega \in \Omega \), we can compose \( \kappa^\Omega \) with the projection onto the \( q^\omega \)-component to obtain a bilinear form \( \kappa_\omega^\Omega \). More precisely, we have
\[
\kappa_\omega^\Omega = \sum_{\omega \in \Omega} \kappa_\omega^\Omega q^\omega,
\]
where, for \( \omega \in \Omega \), we have
\[
\kappa_\omega^\Omega: (g \otimes F[\Omega]) \times (g \otimes F[\Omega]) \to F, \quad \kappa_\omega^\Omega \left( \sum_{\nu \in \Omega} x_\nu \otimes q^\nu \sum_{\nu \in \Omega} y_\nu \otimes q^\nu \right) = \sum_{\nu + \nu' = \omega} \kappa(x_\nu, y_{\nu'}).
\]
Using the injection \( t \) of (2.5), we have the corresponding bilinear forms on \( g \otimes A \). Precisely, for \( \omega \in \Omega \), we have
\[
\kappa_\omega: (g \otimes A) \times (g \otimes A) \to F, \quad \kappa_\omega \left( \sum_{\nu \in \Omega_1} x_\nu \otimes \tau^\nu \sum_{\nu \in \Omega_1} y_\nu \otimes \tau^\nu \right) = \sum_{\nu + \nu' = \omega} \kappa(x_\nu, y_{\nu'}).
\]

**Lemma 4.2.** The bilinear forms defined above have the following properties.
(a) The forms $\kappa_{\omega}^\Omega$ are symmetric for all $\omega \in \Omega$ if and only if $\kappa$ is symmetric.

(b) The forms $\kappa_{\omega}^\Omega$ are invariant for all $\omega \in \Omega$ if and only if $\kappa$ is invariant.

(c) The form $\kappa$ is nondegenerate if and only if $\kappa_\mu$ is nondegenerate.

Proof. Part (a) follows immediately from (4.2) and (4.1).

To prove part (b), suppose $\kappa$ is invariant. Then, for all $x, y, z \in g$ and $\omega, \nu, \lambda \in \Omega$, we have

$$\kappa_{\omega}^\Omega([x \otimes q^\nu, y \otimes q^\nu], z \otimes q^\lambda) – \kappa_{\omega}^\Omega([x \otimes q^\nu, y \otimes q^\nu, z \otimes q^\lambda]) = (\kappa([x, y], z) – \kappa(x, [y, z]))q^{\omega+\nu+\lambda} = 0.$$ 

Thus, $\kappa_{\omega}^\Omega$ is invariant. Conversely, suppose $\kappa_{\omega}^\Omega$ is invariant. Then, since $\kappa$ is simply the restriction of $\kappa_{\omega}^\Omega$ to $g$, it follows that $\kappa$ is invariant. The fact that the forms $\kappa^\Omega_{\omega}$, $\omega \in \Omega$, are invariant if and only if $\kappa^\Omega$ is invariant follows immediately from (4.2). This completes the proof of part (b).

To prove part (c), assume $\kappa$ is nondegenerate and fix an arbitrary nonzero element $\sum_{\omega \in \Omega_1} x_\omega \otimes \tau^\omega \in g \otimes A$. Choose $\nu$ such that $x_\nu \neq 0$. Since $\kappa$ is nondegenerate, there exists $y \in g$ such that $\kappa(x_\nu, y) \neq 0$. Since $\mu$ is a greatest element, we have $\mu - \nu \in \Omega_1$, and

$$\kappa_{\mu} \left( \sum_{\omega \in \Omega_1} x_\omega \otimes \tau^\omega, y \otimes \tau^{\mu-\nu} \right) = \kappa(x_\nu, y) \neq 0.$$ 

Thus $\kappa_{\mu}$ is nondegenerate. Conversely, assume $\kappa_{\mu}$ is nondegenerate and fix an arbitrary nonzero element $x \in g$. Then there exists $y \otimes \tau^\mu \in g \otimes A$ such that $\kappa(x, y) = \kappa_{\mu}(x, y \otimes \tau^\mu) \neq 0$.

So $\kappa$ is nondegenerate. □

Recall that a quadratic Lie algebra is a Lie algebra $g$, together with a symmetric, nondegenerate, invariant, bilinear form.

Corollary 4.3. If $g$ is a quadratic Lie algebra, then so is $g \otimes A$.

Proof. It follows immediately from Lemma 4.2 that if $\kappa$ is a symmetric, nondegenerate, invariant, bilinear form on $g$, then $\kappa_{\mu}$ is a symmetric, nondegenerate, invariant, bilinear form on $g \otimes A$. □

Remark 4.4. Suppose $\kappa$ is a symmetric, nondegenerate, invariant, bilinear form on $g$. Via the form $\kappa_{\mu}$, we can identify elements of $g \otimes A_\omega$ with elements of $(g \otimes A)^*_\mu-\omega$, for all $\omega \in \Omega_1$. In particular, we have the following.

(a) By Proposition 4.1(b), an element $\sum_{\omega \in \Omega_1} x_\omega \otimes \tau^\omega$ of $g \otimes A$ is regular if and only if $x_0$ is a regular element of $g$.

(b) Suppose $p^{(j)} \in S^k_j(g^*)^g$ for $j \in \{1, \ldots, r\}$. Then, by Proposition 3.8 and Lemma 3.10, the polynomials $p^{(j)}_\omega \in S^k_j((g \otimes A)^*)^g$, $\omega \in \Omega_1$, $j \in \{1, \ldots, r\}$, lie in $S((g \otimes A)^*)^g \otimes A$. By Proposition 3.11, the $p^{(j)}_\omega$ are algebraically independent if and only if the $p^{(j)}$ are algebraically independent.

5. The semisimple case

In this section we assume $g$ is semisimple and $\mathbb{F}$ is algebraically closed (still of characteristic zero). Recall that a regular element of $g$ is an element whose centralizer has the minimal dimension $\chi(g)$. An $\mathfrak{sl}_2$-triple is said to be principal if its elements are regular. Fix a principal $\mathfrak{sl}_2$-triple $(x_+, x_-, h)$ of $g$. (For a proof that principal $\mathfrak{sl}_2$-triples always exists, see, for instance, [Bou05, Ch. VIII, §11, no. 4, Prop. 8].) We let

$$t_0 = x_+ + g^x_-$$

be the associated transversal slice. We collect some important well-known properties of this slice in the following lemma.
Lemma 5.1. The transversal slice defined above has the following properties.

(a) Every element of \( t_0 \) is a regular element of \( g \).
(b) The orbit under the adjoint action of every regular element of \( g \) intersects \( t_0 \) at a unique point, and this intersection is transversal. That is, we have
\[
g = g^{x_-} \oplus [g, x] \quad \text{for all } x \in t_0.
\]
(c) Let \( R_0: S(g^*) \to S(t_0^*) = \mathbb{F}[t_0] \) be the operation of restriction of polynomial functions on \( g \) to polynomial functions on \( t_0 \). Then the restriction of \( R_0 \) to invariant polynomials yields an isomorphism of associative algebras \( S(g^*)^g \cong \mathbb{F}[t_0] \).

Proof. A proof of part (a) can be found in [Kos63, Lem. 10 and Lem. 12]. Part (b) follows from [Kos63, Th. 8]. Part (c) is [Kos63, Th. 7]. Although the paper [Kos63] works over the field of complex numbers, the proofs are valid over arbitrary algebraically closed fields of characteristic zero.

It is clear that \( g^{x_-} \otimes A \) is the centralizer of \( x_- \otimes 1 \) in \( g \otimes A \). We define the affine space
\[
t = x_+ \otimes 1 + g^{x_-} \otimes A \subseteq g \otimes A.
\]
By Lemma 5.1(a) and Remark 4.4(a), \( t \) consists of regular elements of \( g \otimes A \). We let
\[
R: S((g \otimes A)^*) \to S(t^*) = \mathbb{F}[t]
\]
denote the restriction of polynomial functions on \( g \otimes A \) to polynomial functions on \( t \). The following result is a generalization of [RT92, Lem. 4.2].

Proposition 5.2. (a) Let \( X \) be a regular element of \( g \otimes A \). Then the orbit of \( X \) under the adjoint action meets \( t \).
(b) The restriction of \( R \) to \( S((g \otimes A)^*)^g \otimes A \) yields an injection of \( S((g \otimes A)^*)^g \otimes A \) into \( \mathbb{F}[t] \).

Proof. Part (b) clearly follows from part (a). To prove part (a), let \( X = \sum_{\omega \in \Omega_1} x_\omega \otimes \tau^\omega \) be a regular element of \( g \otimes A \). By Remark 4.4(a), \( x_\omega \) is a regular element of \( g \). By Lemma 5.1(b), there exists an element \( g \) of the adjoint group (i.e. group of inner automorphisms) of \( g \) such that \( g(x_\omega) \in t_0 \). Since the linear map \( g \otimes id_A \) is an element of the adjoint group of \( g \otimes A \), we may assume without loss of generality that \( x_\omega \in t_0 \). Therefore, by Lemma 5.1(b), we have
\[
g = g^{x_-} \oplus [g, x_\omega].
\]

To complete the proof, we want to show that, perhaps after acting by some element in the adjoint group, we have \( x_\omega \in g^{x_-} \) for all \( \omega \in \Omega_1 \setminus \{0\} \). Let \( \Omega_1' \) be a subset of \( \Omega_1 \setminus \{0\} \) such that
\[
x_\omega \in g^{x_-} \quad \text{for all } \omega \in \Omega_1', \quad \text{and}
\]
\[
\omega \in \Omega_1', 0 < \lambda \leq \omega \implies \lambda \in \Omega_1'.
\]
If \( \Omega_1' = \Omega_1 \setminus \{0\} \), we are done. Therefore, assume \( \Omega_1' \neq \Omega_1 \setminus \{0\} \), and let \( \nu \) be a minimal element of \( \Omega_1 \setminus (\Omega_1' \cup \{0\}) \). By (5.1), there exists \( z \in g \) such that \( x_\nu + [z, x_\nu] \in g^{x_-} \). Then we have
\[
X' := \exp(\text{ad}(z \otimes \tau^\nu))(X) = \sum_{\omega \geq \nu} x_\omega \otimes \tau^\omega + (x_\nu + [z, x_\nu]) \otimes \tau^\nu \mod g \otimes A_{>\nu}
\]
\[
= \sum_{\omega \geq \nu} x_\omega \otimes \tau^\omega + x_\nu' \otimes \tau^\nu \mod g \otimes A_{>\nu},
\]
for some \( x_\nu' \in g^{x_-} \). If \( X' = \sum_{\omega \in \Omega_1} x_\omega' \otimes \tau^\omega \), then \( x_\omega' = x_\omega \) for all \( \omega \not\geq \nu \) (in particular, for all \( \omega \in \Omega_1' \)), and so \( \Omega_1' \cup \{\nu\} \) satisfies (5.2) and (5.3). Since \( \Omega_1 \) is finite, part (a) of the proposition follows by induction on the size of \( \Omega_1' \) (the base case being \( \Omega_1' = \emptyset \)).
For the remainder of this section, we assume that
\[ \Omega_1 \] has a greatest element \( \mu \).

By [Kos63, Th. 6] we can choose a basis \( (u_1, \ldots, u_r) \) of \( g^* \) and a system \( (p(1), \ldots, p(r)) \) of homogeneous, algebraically independent generators of \( S(g^*)^g \) such that \( p(i) \in S^k_j (g^*)^g \), \( k_j \in \mathbb{N}_+ \), and
\[
(5.4) \quad p^{(i)} \left( x_+ + \sum_{i=1}^r c_i u_i \right) = c_j, \quad \text{for all } c_1, \ldots, c_r \in \mathbb{F}.
\]

In other words
\[
p^{(i)}(x) = u_j^*(x - x_+) \text{ for all } x \in t_0,
\]
where \( (u_j^*)_j \) is the dual basis to \( (u_j)_j \).

Consider the basis of \( g^{x-} \otimes A \)
\[
(U_{v,\omega})_{v \in \{1, \ldots, r\}, \omega \in \Omega_1}, \quad U_{v,\omega} = u_i \otimes \tau^\omega,
\]
and let \( (U_{v,\omega}^*) \) denote the corresponding dual basis. Then we have a system of coordinates \( (\varepsilon_{i,\omega})_{i \in \{1, \ldots, r\}, \omega \in \Omega_1} \) on \( t \) given by
\[
(5.5) \quad \varepsilon_{i,\omega}(X) = U_{i,\omega}^*(X - x_+ \otimes 1), \quad i \in \{1, \ldots, r\}, \quad \omega \in \Omega_1.
\]
Thus, we have
\[
X = x_+ \otimes 1 + \sum_{\omega \in \Omega_1} \sum_{i=1}^r \varepsilon_{i,\omega}(X) u_i \otimes \tau^\omega, \quad \text{for all } X \in t.
\]

Suppose \( V \) is a vector space and \( f \in V^* \). Then we can endow \( V \) with the structure of an \( S(V) \)-module by defining
\[
p \cdot v = p(f)v, \quad p \in S(V), \quad v \in V.
\]
Let \( D_f \) be the unique \( f \)-derivation of \( S(V) \) into \( V \) satisfying \( D_f(v) = v \) for all \( v \in V \). (Thus, the Leibniz rule is \( D_f(xy) = D_f(x)f(y) + f(x)D_f(y) \).) More explicitly, \( D_f \) is the unique linear map \( S(V) \rightarrow V \) such that \( D_f(1) = 0 \) and
\[
D_f(v_1^{n_1} \cdots v_k^{n_k}) = \sum_{i=1}^k n_i f(v_1^{n_1} \cdots f(v_{i-1})^{n_{i-1}} f(v_i)^{n_i-1} f(v_{i+1})^{n_{i+1}} \cdots f(v_k)^{n_k} v_i,
\]
for all \( v_1, \ldots, v_k \in V \) and \( n_1, \ldots, n_k \in \mathbb{N}_+ \). Note that for \( p \in S(V) \) and \( f, g \in V^* \), we have
\[
(5.6) \quad (D_f(p))(g) = \frac{d}{dt} \bigg|_{t=0} p(f + tg).
\]

The following result is a generalization of [RT92, Lem. 4.4].

**Lemma 5.3.** For all \( i, j \in \{1, \ldots, r\}, \lambda, \omega \in \Omega_1 \), and \( X \in t \), we have
\[
(5.7) \quad R_{\lambda}(p^{(j)}(x+\otimes 1 + u_i \otimes \tau^\lambda)) = \delta_{i,j} \delta_{\lambda,\omega}.
\]

**Proof.** We have
\[
p^{(j)}(t(x+ \otimes 1 + u_i \otimes \tau^\lambda)) = p^{(j)}(x_+ \otimes 1 + u_i \otimes q^\lambda) = \delta_{i,j} q^\lambda.
\]
It then follows from Lemma 3.2 that
\[
p^{(j)}_{\lambda}(x_+ \otimes 1 + u_i \otimes \tau^\lambda) = \delta_{\lambda,\omega} \delta_{i,j},
\]
proving (5.7).
To prove (5.8), we compute
\[
\left( D_X \left( p^{(j)}_\omega \right) \right) (U_{i,\lambda}) \overset{(5.6)}{=} \left. \frac{d}{dt} \right|_{t=0} p^{(j)}_\omega(X + tU_{i,\lambda}) \overset{(5.7)}{=} \left. \frac{d}{dt} \right|_{t=0} \varepsilon_{j,\omega}(X + tU_{i,\lambda}) = \varepsilon_{j,\omega}(X + tU_{i,\lambda}) = \varepsilon_{j,\omega}(X) = \delta_{ij}\delta_{\lambda,\omega}. \tag{5.5}
\]

We can now state our main result. The special case \( \ell = 1 \) was established in [RT92, Th. 4.5].

**Theorem 5.4.** Recall that \( \mathfrak{g} \) is a semisimple Lie algebra, \( \mathbb{F} \) is an algebraically closed field of characteristic zero, \( \mu \in \mathbb{N}^\ell \), and \( A = \mathbb{F}[t_1, \ldots, t_\ell]/(t_1^{\mu_1 + 1}, \ldots, t_\ell^{\mu_\ell + 1}) \).

(a) The restriction \( R \) induces an isomorphism of algebras \( S((\mathfrak{g} \otimes A)^\ast)^{\otimes A} \to S(T^* A) = \mathbb{F}[t] \).

(b) The polynomials \( p^{(j)}_\omega \in S^k((\mathfrak{g} \otimes A)^\ast), \omega \in \Omega_1, j \in \{1, \ldots, r\} \), form a system of algebraically independent generators of \( S((\mathfrak{g} \otimes A)^\ast)^{\otimes A} \).

(c) The orbit under the adjoint action of every regular element of \( \mathfrak{g} \otimes A \) intersects \( t \) at a unique point, and this intersection is transversal. That is, we have
\[
\mathfrak{g} \otimes A = (\mathfrak{g}^{x-} \otimes A) \oplus [\mathfrak{g} \otimes A, X] \quad \text{for all } X \in t.
\]

**Proof.**

(a) Since \( p^{(j)}_\omega \in S((\mathfrak{g} \otimes A)^\ast)^{\otimes A} \) for all \( \omega \in \Omega_1 \) and \( j \in \{1, \ldots, r\} \), it follows from Lemma 5.3 that \( R \left( S((\mathfrak{g} \otimes A)^\ast)^{\otimes A} \right) = \mathbb{F}[t] \). Proposition 5.2(b) then implies that \( R \) induces an isomorphism of algebras \( S((\mathfrak{g} \otimes A)^\ast)^{\otimes A} \to S(T^* A) = \mathbb{F}[t] \).

(b) This follows immediately from part (a) and Remark 4.4(b).

(c) Suppose \( X \) is a regular element of \( \mathfrak{g} \otimes A \). By Proposition 5.2(a), there exists a point \( X' \) in the intersection of \( t \) and the orbit of \( X \) under the adjoint action. Then we have
\[
p^{(j)}_\omega(X) = p^{(j)}_\omega(X') \overset{(5.7)}{=} \varepsilon_{j,\omega}(X') \quad \text{for all } \omega \in \Omega_1, j \in \{1, \ldots, r\},
\]
where the first equality holds since \( p^{(j)}_\omega \) is \( \mathfrak{g} \otimes A \)-invariant by Remark 4.4(b). It follows that
\[
X' = x_+ \otimes 1 + \sum_{\omega \in \Omega_1} \sum_{j=1}^r \varepsilon_{j,\omega}(X') p^{(j)}_\omega(X) u_j \otimes \tau^\omega,
\]
and so the intersection point \( X' \) is unique.

It remains to prove transversality. Choose \( X \in t \). Then \( X \) is a regular element of \( \mathfrak{g} \otimes A \), and so we have
\[
dim[\mathfrak{g} \otimes A, X] + \dim (\mathfrak{g}^{x-} \otimes A) = \dim \mathfrak{g} \otimes A.
\]
Therefore, it suffices to prove that \( \dim[\mathfrak{g} \otimes A, X] \cap (\mathfrak{g}^{x-} \otimes A) = \{0\} \). Suppose \( Y \in [\mathfrak{g} \otimes A, X] \cap (\mathfrak{g}^{x-} \otimes A) \). Then there exist \( c_{j,\omega} \in \mathbb{F} \) such that \( Y = \sum_{j,\omega} c_{j,\omega} U_{j,\omega} \). On the other hand, every \( P \in S((\mathfrak{g} \otimes A)^\ast)^{\otimes A} \) is constant on orbits under the adjoint action, and thus \( (DX P)(Y) = 0 \), since \( Y \in [\mathfrak{g} \otimes A, X] \). Therefore, for all \( \lambda \in \Omega_1, p \in S(\mathfrak{g}^\ast)^\theta \), and \( i \in \{1, \ldots, r\} \), we have
\[
0 = \left( DX \left( p^{(i)}_\lambda \right) \right)(Y) = \sum_{j,\omega} c_{j,\omega} \left( DX \left( p^{(i)}_\lambda \right) \right)(U_{j,\omega}) = c_{i,\lambda},
\]
where the last equality follows from (5.8). Thus, \( Y = 0 \), completing the proof.

The Killing form \( \kappa \) induces an isomorphism of vector spaces \( K_\kappa : \mathfrak{g} \to \mathfrak{g}^\ast \) given by \( K_\kappa(x) = \kappa(x, -) \). This induces an algebra isomorphism \( K_\kappa : S(\mathfrak{g}) \to S(\mathfrak{g}^\ast) \). For each \( j \in \{1, \ldots, r\} \), let \( \rho^{(j)} = K_\kappa^{-1}(p^{(j)}_\lambda) \in S(\mathfrak{g})^\ast. \) Theorem 5.4(b) then implies the following.
Corollary 5.5. With notation as in Theorem 5.4, the polynomials \( \rho_j^{(\omega)} \in S^{k_j}(\mathfrak{g} \otimes A), \omega \in k_j \mu - \Omega_1, j \in \{1, \ldots, r\}, \) form a system of algebraically independent generators of \( S(\mathfrak{g} \otimes A)^{\otimes \omega A}. \)

Example 5.6. Consider the case \( \mathfrak{g} = \mathfrak{sl}_2, \) and let \( \{x_+, x_-, h\} \) be the standard Chevalley basis. The Casimir element \( c = \frac{1}{12} h^2 + \frac{1}{2} x_- x_+ + \frac{1}{2} x_+ x_- \), which generates the center of \( U(\mathfrak{g}) \) as an algebra, corresponds to the polynomial function \( \rho = \frac{1}{6t}(h^2 + 4x_- x_+) \in S(\mathfrak{g})^\otimes \). Now, given \( \ell > 0 \) and \( \mu \in \mathbb{N}^\ell \), let \( A = \mathbb{F}[t_1, \ldots, t_\ell]/\langle t^\ell \mid \omega \leq \mu \rangle. \) By Corollary 5.5, the polynomials
\[
\rho_{2\mu - \omega} = \sum_{0 \leq \gamma \leq \omega} \left( (h \otimes \tau^{\mu-\gamma})(h \otimes \tau^{\mu-\omega-\gamma}) + 4(x_- \otimes \tau^{\mu-\gamma})(x_+ \otimes \tau^{\mu-\omega+\gamma}) \right), \quad \omega \in \mathbb{N}^\ell, \omega \leq \mu,
\]
form a system of algebraically independent generators of \( S(\mathfrak{g} \otimes A)^{\otimes \omega A}. \)

Now, the dual basis \( \{x^*_+, x^*_-, h^*\} \) of \( \mathfrak{g}^* \) is identified with \( \{t_1, t_2, \frac{1}{t} h\} \) via the Killing form, and the Casimir element \( c \) corresponds to the polynomial function \( p = (h^*)^2 + x^*_+ x^*_- \in S(\mathfrak{g}^*)^\otimes \) (see [Hum78, Example 23.3]). By Theorem 5.4(b), the polynomials
\[
p_\omega = \sum_{0 \leq \gamma \leq \omega} \left( (h^* \otimes e^{\gamma})(h^* \otimes e^{\omega-\gamma}) + (x^*_- \otimes e^{\gamma})(x^*_+ \otimes e^{\omega-\gamma}) \right), \quad \omega \in \mathbb{N}^\ell, \omega \leq \mu,
\]
form a system of algebraically independent generators of \( S((\mathfrak{g} \otimes A)^*)^{\otimes \omega A}. \)

As an application of Theorem 5.4, we have the following result.

Theorem 5.7. If \( \mu > 0 \) (i.e. \( A \neq \mathbb{F} \)), then the center of \( U(\mathfrak{g} \otimes A) \) acts by the restriction of the augmentation map \( U(\mathfrak{g} \otimes A) \rightarrow \mathbb{F} \) on any irreducible finite-dimensional module. In particular, all irreducible finite-dimensional modules have the same central character.

Proof. Let \( \varphi \) be an irreducible finite-dimensional representation of \( \mathfrak{g} \otimes A. \) By [CFK10, Prop. 10] or [NSS12, Cor. 5.8], \( \varphi \) is an evaluation representation. In other words, \( \varphi \) factors through the Lie algebra homomorphism \( \mathfrak{g} \otimes A \rightarrow \mathfrak{g} \otimes A/m, \) where \( m = (\tau_1, \ldots, \tau_\ell) \) is the unique maximal ideal of \( A. \) In particular, \( \mathfrak{g} \otimes m \) acts by zero on the corresponding module.

Consider the \( \mathbb{F} \)-linear symmetrization map
\[
\Psi : S(\mathfrak{g} \otimes A) \rightarrow U(\mathfrak{g} \otimes A), \quad X_1 \cdots X_n \mapsto \frac{1}{n!} \sum_{\sigma \in S_n} X_{\sigma(1)} \cdots X_{\sigma(n)},
\]
where \( S_n \) denotes the symmetric group on the set \( \{1, \ldots, n\} \) and \( U(\mathfrak{g} \otimes A) \) denotes the universal enveloping algebra of \( \mathfrak{g} \otimes A. \) The map \( \Psi \) restricts to an isomorphism of vector spaces from \( S(\mathfrak{g} \otimes A)^{\otimes \omega A} \) to the center \( Z(\mathfrak{g} \otimes A) \) of \( U(\mathfrak{g} \otimes A). \)

Since \( \mu > 0, \) it follows from Corollary 5.5 that \( S(\mathfrak{g} \otimes A)^{\otimes \omega A} \subseteq S(\mathfrak{g} \otimes m). \) Thus
\[
Z(\mathfrak{g} \otimes A) = \Psi \left( S(\mathfrak{g} \otimes A)^{\otimes \omega A} \right) \subseteq \Psi \left( S(\mathfrak{g} \otimes m) \right) \subseteq U(\mathfrak{g} \otimes m).
\]
The result follows. \( \square \)

Remark 5.8. In spite of Theorem 5.7, the center of \( U(\mathfrak{g} \otimes A) \) does not necessarily act by the restriction of the augmentation map on all finite-dimensional modules, since the category of such modules is not semisimple in general. For example, in the adjoint representation \( \mathfrak{sl}_2 \otimes \mathbb{F}[t]/(t^2), \) the center does not act by the restriction of the augmentation map.
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