POISSON SUMMATION FOR HANKEL TRANSFORMS

TAIWANG DENG

Abstract. In this article we study the Poisson summation for Hankel transform in the sense of Braverman-Kazhdan-Ngo in the special case of $L$-embedding $\rho: GL_1 \to GL_2$. We view such a summation formula as the generalization of the classical Voronoi summation formula.
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1. Introduction

The Voronoi summation formula proved by Voronoi is the following: Let $d(n) = \sum_{d\mid n} 1$ be the classical divisor function and $\varphi: \mathbb{R} \to \mathbb{C}$ be a smooth compactly supported function in $(0, \infty)$. Then

$$\sum_{n=1}^{\infty} d(n)\varphi(n) = \int_{0}^{\infty} \varphi(x)(\log x + 2\gamma)dx + \sum_{n=1}^{\infty} d(n)\hat{\varphi}(n),$$

where $\gamma$ is the Euler-Mascheroni constant and the function $\hat{\varphi}$ is the Hankel transform given by

$$\hat{\varphi}(x) = \int_{0}^{\infty} \varphi(y)(4K_0(4\pi|xy|^{1/2}) - 2\pi Y_0(4\pi|xy|^{1/2})dy,$$

where $K_0$ and $Y_0$ are Bessel functions. Later in 1927, Oppenheim gave the following generalization for $\sigma_s = \sum_{d\mid n} d^s$ and $1/4 < \Re(s) < 3/4$,

$$\sum_{n=1}^{\infty} \sigma_{2s-1}(n)n^{1/2-s} \varphi(n)$$
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\[ = \sum_{n=1}^{\infty} \sigma_{2s-1}(n)n^{1/2-s} \mathcal{H}_s \varphi(n) \]

\[ + \int_{0}^{\infty} \varphi(x)(\zeta_{Q}(2s)x^{s-1/2} + \zeta_{Q}(2 - 2s)x^{1/2-s})dx \]

where

\[ \mathcal{H}_s \varphi(x) = \int_{0}^{\infty} \varphi(y)[-2\pi \cos(\pi s)J_{1-2s}(4\pi \sqrt{xy}) - 2\pi \sin(\pi s)Y_{1-2s}(4\pi \sqrt{xy}) + 4\sin(\pi s)K_{1-2s}(4\pi \sqrt{xy})]dy \]

In particular, letting \( s \to 1/2 \) we obtain the original Voronoi formula.

Following Beineke and Bump [2, Discussion after Proposition 6], we can write the above transform in the following way: although the integral

\[ \int_\mathbb{R} |w|^{-2s} \psi(-w - w^{-1}a)dw \]

is never absolutely convergent, it is conditionally convergent if \( 0 < \Re(s) < 1/2 \). Moreover, if we take \( \psi(x) = e^{2\pi ix} \), then

\[ \int_\mathbb{R} |w|^{-2s} \psi(-w - w^{-1}a)dw = \begin{cases} -2\pi a^{1/2-s}[\cos(\pi s)J_{1-2s}(4\pi \sqrt{a}) + \sin(\pi s)Y_{1-2s}(4\pi \sqrt{a})], & \text{if } a > 0; \\ 4|a|^{1/2-s} \sin(\pi s)K_{1-2s}(4\pi \sqrt{a}), & \text{if } a < 0. \end{cases} \]

Letting \( s \to 1/2 \), we get (this is indeed valid in distribution sense)

\[ K(x) := \int_{\mathbb{R}^\times} \psi(-w - w^{-1}x)d^x w = 4K_0(4\pi |xy|^{1/2}) - 2\pi Y_0(4\pi |xy|^{1/2}), \]

where \( d^x x = \frac{dx}{|x|} \). Note that the kernel function appears in the work of Ngo [12, §6] which is termed \( \rho \)-Bessel function for the representation of \( L \)-groups:

\[ \rho : \mathbb{C}^\times \to \text{GL}_2(\mathbb{C}), \quad t \mapsto \begin{bmatrix} t & 0 \\ 0 & t \end{bmatrix}. \]

This is our starting point of developing an adelic version of the Voronoi summation formula as a Poisson summation formula in the sense of Braverman-Kazhdan-Ngo.

More precisely, we consider the Hankel transform associated to the adelic \( \rho \)-Bessel function

\[ K_{\rho}(x, s) = \int_{\mathbb{A}^\times} |w|^{1-2s} \psi(-w - w^{-1}x)d^x w. \]

We introduce the \( \rho \)-Schwartz spaces (local and global) in our setup and show that they are stable under Hankel transform. Our main result is Theorem [4,1] which is both a Poisson summation in the sense of Braverman-Kazhdan-Ngo and an adelic generalization of the Voronoi summation formula. We
will continue along this line to investigate the Poisson summation as well as the generalization of the Voronoi summation formula in later work. Also, a general Poisson summation formula is established for representations of torus in [10], we hope to address the relation to our approach in future work.
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2. Fourier analysis on L-monoid

In this section, let $F$ be a finite extension of $\mathbb{Q}_p$. Let $\mathcal{O}_F$ be the ring of integers of $F$ and $\pi_F$ be its uniformizer. Let $k_F$ be its residue field such that $q = |k_F|$. We fix a valuation $\nu_{\pi_F}$ on $F$ with $\nu_{\pi_F}(\pi_F) = 1$.

Let $G$ be a quasi-split reductive group over a local field $\mathcal{O}_F$. Let $\rho : L^G \to \text{GL}(V_\rho)$ be a representation of $L^G$ such that the image of $\hat{G}$ contains the center of $\text{GL}(V_\rho)$ (equivalently, there is a character of $G$ whose dual induces an central action of $\mathbb{C}^\times$ by scalar on $V_\rho$). From the map $\rho$ Ngo([12, §5.1]) constructed an $L$-Monoid $M_{\rho}$ over $F$ with a non-trivial morphism $\nu_G : M_\rho \to \mathbb{A}^1$.

Moreover, the character (which is $\Gamma_F$-fixed)

$$\hat{\mu}_G : \hat{G} \longrightarrow \text{GL}(V_\rho) \xrightarrow{\det} \mathbb{C}^\times$$

gives rise to a central cocharacter $\mu_G : \mathbb{G}_m \to G$ over $F$. We make the following assumption.

Assumption 2.1. The monoid $M_\rho$, $\nu_G$ and $\mu_G$ admit a model over $\mathcal{O}_F$ (we keep the same notation for their models). And $\nu_G$ is smooth over the open scheme $\mathbb{G}_m = \mathbb{A}^1 \setminus \{0\}$.

Theorem 2.2 (Weil). Let $X/\mathcal{O}_F$ be a smooth scheme of relative dimension $d$. There exists a canonical measure $\mu_{\text{can}}$ on the set $X(\mathcal{O}_F)$, such that for a $k$-rational point $x \in X(k_F)$ we have

$$\text{vol}(e^{-1}(x)) = \frac{1}{q^d},$$

where $e : X(\mathcal{O}_F) \to X(k)$ is the specialization map. In particular, one has

$$\text{vol}(X(\mathcal{O}_F)) = \frac{X(k)}{q^d}.$$  

The above theorem can also be generalized to Deligne-Mumford stacks (cf. [7], [19]).

Let $| \cdot |$ be the absolute value on $F$ induced by $\nu$ such that $| \pi_F | = \frac{1}{q}$. We denote by $C^\infty_c(M_\rho)$ the space of compactly supported and locally constant
functions on $M_\rho(F)$. Similarly let $C_c^\infty(G)$ be the space of compactly supported and locally constants functions on $G(F)$.

By our assumption, $M_\rho \setminus \nu^{-1}_G(0)$ is smooth over $O_F$ hence by Weil’s theorem we can attach a canonical measure to it, which is denoted by $d\mu$. We extend $d\mu$ to $M_\rho(O_F)$ by letting the closed subset $\nu^{-1}_G(0)$ to be of measure zero. We further need to extend the measure to $M_\rho(F)$. To do that, we refer to $\mu_G$.

In fact, the composition $\nu_G \circ \mu_G : G_m \to G_m, t \mapsto t^{n_\rho}$ is a algebraic character which is non-trivial by our assumption. Following Ngo, we know that $n_\rho = \langle 2\eta_G, \lambda_\rho \rangle + 1$ where $\lambda_\rho$ is the highest weight of $\rho$ and $2\eta_G$ is the sum of positive roots of $G$. Anyway, the cocharacter $\mu_G$ induces an action of $F \times$ on $M_\rho(F)$. Finally we have to understand the change of $d\mu$ under the action of $F \times$.

**Lemma 2.3.** We have $d(\pi_F \mu) = |\pi_F|^{n_\rho} r_\rho d\mu$ for some positive number $r_\rho$.

**Proof.** This follows from the definition of Weil measures. \qed

**Remark:** For $G = \{(\lambda, g) \in \text{GL}_1 \times \text{GL}_2 \mid \lambda^n = \det(g)\}$ with

$$\rho : \hat{G} \to \text{Sym}^n(V), \quad V = \mathbb{C}^2$$

with $\hat{G} = \text{GL}_1 \times \text{GL}_2 / \mathbb{G}_m$, where $\mathbb{G}_m$ is identified with the subgroup $\{(t^n, t^{-1} \text{Id})\}$ of $\text{GL}_1 \times \text{GL}_2$ and $\rho$ corresponds to the symmetric power representation of $\text{GL}_2$ extending to $\hat{G}$ via scalar multiplication on the factor $\text{GL}_1$. In this case $r_\rho = 2(n_\rho - 1) = 2n$ with $n_\rho = n + 1$. We also write down the corresponding $\nu_G$ and $\mu_G$.

$$\nu : G \to \mathbb{G}_m, \quad (\lambda, g) \mapsto \lambda$$

$$\mu_G : \mathbb{G}_m \to G, \quad t \mapsto (t^{n_\rho}, t^{- \frac{n_\rho(n_\rho - 1)}{2}} \text{Id}).$$

Let $\nu_s(X) = |\nu(X)|^s$. Fix $f_\rho \in C_c^\infty(M_\rho)$ with the following properties:

1. it is supported on $M_\rho(O_F)$;
2. its restriction to the fibers of $\nu_s$ is constant (so that $f_\rho$ is unramified);
3. the integration $\int_{M_\rho(O_F)} f_\rho \nu_s d\mu$ is a rational function in $q^{-s}$.

**Definition 2.4.** We define for $f \in C^\infty(M_\rho)$,

$$\epsilon(f)(X) = f(\pi_F^{-1} X), \forall X \in M_\rho(F).$$

**Furthermore,** for $P \in \mathbb{C}[\epsilon]$ with $P(\epsilon) = \sum_i a_i \epsilon^i$, we define

$$P(f) = \sum_i a_i \epsilon^i(f).$$

**Proposition 2.5.** There exists $P \in \mathbb{C}[\epsilon]$ such that

$$P(f_\rho) \in C_c^\infty(M_\rho)$$
Proof. We first consider the integration
\[ L(q^{-s}) = \int_{M_{\rho}(F)} f_\rho(X) \nu_s(X) d\mu(X), \]
where \( L(X) \in \mathbb{C}(X) \) is a rational function. By our assumption that \( f_\rho \) is constant along the fiber of \( \nu_1 \), we have
\[ \int_{M_{\rho}(F)} f_\rho(X) \nu_s(X) d\mu(X) = \sum_{i=0}^{\infty} c_i \text{vol}(\nu_1^{-1}(q^i))q^{-is}, \quad c_i = f_\rho|_{\nu_1^{-1}(q^i)}. \]
Moreover, we have
\[ \int_{M_{\rho}(F)} \epsilon(f_\rho)(X) \nu_s(X) d\mu(X) = \int_{M_{\rho}(F)} f_\rho(\pi_F^{-1}X) \nu_s(X) d\mu(X) \]
\[ = \int_{M_{\rho}(F)} f_\rho(X) \nu_s(\pi_F X) d\pi_F \mu(X) \]
\[ = q^{-n_\rho(s+r_\rho)} \int_{M_{\rho}(F)} f_\rho(X) \nu_s(X) d\mu(X) \]
\[ = q^{-n_\rho(s+r_\rho)} L(q^{-s}). \]
Similarly,
\[ \int_{M_{\rho}(F)} \epsilon^n(f_\rho)(X) \nu_s(X) d\mu(X) = q^{-nm_\rho(s+r_\rho) L(q^{-s})} \]
By assumption,
\[ L(q^{-s}) = \frac{R_1(q^{-s})}{R_2(q^{-s})}, \quad R_i(q^{-s}) \in \mathbb{C}[q^{-s}] (i = 1, 2) \]
and we further have
\[ R_2(q^{-s}) = \prod_i (\alpha_i - q^{-s}). \]
Consequently, for \( P \in \mathbb{C}[\epsilon] \),
\[ \int_{M_{\rho}(F)} P(f_\rho)(X) \nu_s(X) d\mu(X) = P(q^{-n_\rho(s+r_\rho)} L(q^{-s})). \]
It follows that there exists \( P \in \mathbb{C}[\epsilon] \) such that \( P(q^{-n_\rho(s+r_\rho)} L(q^{-s}) \in \mathbb{C}[q^{-s}] \).
Since \( P(f_\rho)(X) \) is also constant along fibers of \( \nu_1 \), we have
\[ \int_{M_{\rho}(F)} P(f_\rho)(X) \nu_s(X) d\mu(X) = \sum_{i=0}^{\infty} d_i \text{vol}(\nu_1^{-1}(q^i))q^{-is}, \quad d_i = P(f_\rho)|_{\nu_1^{-1}(q^i)}. \]
It follows that \( P(f_\rho)(X) \) is compactly supported with support contained in \( M_{\rho}(\mathcal{O}_F) \).
\[ \square \]
3. Hankel transform and its basic properties

In this section, we fix a number field $F$. For $v$ a non-archimedean place of $F$, let $\mathcal{O}_v$ be the ring of integers of the local field $F_v$. We also fix a uniformizer $\pi_v$ of $\mathcal{O}_v$. We denote $q_v = |\mathcal{O}_v/\pi_v\mathcal{O}_v|$. Let $\nu_v : F_v^\times \to \mathbb{Z}$ be a valuation with $\nu_v(\pi_v) = 1$ and its associated norm $|x|_v = q_v^{-\nu_v(x)}$. And for $x = (x_v) \in \mathbb{A}_F$, define

$$|x| = \prod_v |x_v|_v.$$ 

Also, for $v$ archimedean let $D_v = (\omega_v)$ denote the different of $F_v$ over $\mathbb{Q}_p$. 

Let us consider the generalized Poisson summation formula on $L$-monoid. We begin with our setup: $V_\rho = \mathbb{C}^2$ and $\rho : G_m \to GL(V_\rho)$ such that $t \mapsto \begin{bmatrix} t & 0 \\ 0 & t \end{bmatrix}$. In this case the $L$-monoid is $M_\rho = \mathbb{A}^1$ the affine line (see [12, §5] for a construction), and 

$$L(s, \text{triv}, \rho) = \zeta_{F_v}^2,$$

where triv denotes the trivial representation of $\mathbb{A}_F^\times$, the idele group of $F$.

Following Ngo, for a non-archimedean place $v$, we define the basic function $f_v$ to be

$$f_v(x) = \begin{cases} \nu_v(x) + 1, & \text{if } x \in \mathcal{O}_v; \\ 0, & \text{otherwise}. \end{cases}$$

It satisfies the property that for any smooth character: $\chi : F_v^\times \to \mathbb{C}^\times$

$$\zeta_{F_v}(1) \int_{F_v} f_v(x) \chi(x) d^\times x = L(s, \chi, \rho) = \begin{cases} 1, & \text{if } \chi \text{ is unramified}; \\ \frac{1}{(1 - \chi(\pi_v))^2}, & \text{otherwise.} \end{cases}$$

In particular,

$$\zeta_{F_v}(1) \int_{F_v^\times} f_v(x) |x_v|^s d^\times x = \frac{1}{(1 - q_v^s)^2} = L_p(s, \text{triv}, \rho).$$

Let us fix some notations for later use. We follow more or less [17]:

1. $\psi_v : \mathbb{A}_F \to \mathbb{C}^\times$ is a fixed self dual additive characters and $d^\times w$ is the product of local measures $d^\times w = \otimes_v d^\times w_v$ such that

$$d^\times w_v = \frac{dw_v}{|w_v|_v}.$$ 

Moreover, when $v$ is non-archimedean, we normalize $\text{vol}(\mathcal{O}_F, dw) = 1$, where $\mathcal{O}_F$ is the ring of integers. If $F_v = \mathbb{R}$, we take $\psi_v(x) = e^{2\pi i x}$ and if $F_v = \mathbb{C}$, take $\psi_v(x) = e^{4\pi i \Re(x)}$.

2. $\nu : \mathbb{A}_F \to GL_2(\mathbb{A}_F)$, $x \mapsto \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix}$.
Poisson Summation for Hankel Transforms

(3) for $g \in \mathrm{GL}_2(\mathbb{A}_F)$, the Iwasawa decomposition gives

$$g = ka(t_1, t_2)n(c), \quad k \in K, a(t_1, t_2) = \begin{bmatrix} t_1 & 0 \\ 0 & t_2 \end{bmatrix}, n(c) = \begin{bmatrix} 1 & 0 \\ c & 1 \end{bmatrix},$$

where $K$ is a maximal compact subgroup of $\mathrm{GL}_2(\mathbb{A}_F)$. We define $t(g) = \left| \frac{t_1}{t_2} \right|^{1/2}$.

Note that here we can choose $\psi_v$ such that its conductor is $e_v$ (by definition $D_v = (\omega_v) = (\pi_v e_v)$ is the different of $F_v$), hence $\psi_v$ is trivial on $\pi_v^{-e_v} \mathcal{O}_v$.

Then self duality implies

$$\text{vol}(\mathcal{O}_v, dx) = q^{-\frac{e_v}{2}}.$$ 

In this case we define the local zeta factor to be (cf. [4, §1])

$$\zeta_{F_v}(s) = q^{\frac{esz_v}{2}} \frac{1}{1 - q^{-s}}.$$ 

For archimedean places take $\zeta_\mathbb{R}(s) = \pi^{-s/2} \Gamma(s/2)$ and $\zeta_\mathbb{C}(s) = (2\pi)^{-s} \Gamma(s)$.

Let us denote by $\mathcal{S}(F_v)$ the space of usual Schwartz functions and $\mathcal{S}(F_v)'$ the space of tempered distributions.

**Definition 3.1.** Let us define $\mathcal{S}(F_v^\times)$ to be the restriction of $\mathcal{S}(F_v)$ to $F_v^\times$.

**Remark:** Let us explain the definition in case $F_v = \mathbb{R}$, then $f \in \mathcal{S}(\mathbb{R}^\times)$ means that there exists $\rho_+, \rho_- \in \mathcal{S}(\mathbb{R})$ such that

$$f(x) = \begin{cases} 
\rho_+(x), & \text{if } x > 0; \\
\rho_-(x), & \text{if } x < 0.
\end{cases}$$

**Definition 3.2.** Locally, we define $\mathcal{S}_p(F_v^\times)$ to be the space $\mathcal{S}(F_v^\times) + |x|_v^{1-2s} \mathcal{S}(F_v^\times)$ if $1 - 2s \neq 0$ and $\mathcal{S}(F_v^\times) + \log(|x|_v) \mathcal{S}(F_v^\times)$ otherwise. Globally, we define $\mathcal{S}_p(\mathbb{A}_F^\times)$ to be the restricted tensor product of the local $p$-Schwartz space: it is generated by

$$f = \otimes f_v, \quad f_v \text{ is basic for all but finitely many } v.$$ 

**Remark:** Our definition mimic that of [11, (1.14)]

**Remark:** Since our definition involves a parameter $s$, so it is reasonable to put the parameter in the notation $\mathcal{S}_p(F_v^\times)$. However we choose not to do so to ease the notation and indicate that we are considering the specific $s$ when necessary.

We introduce our basic function with parameters as follows.

**Definition 3.3.** Let $v$ be a place of $F$, define

$$L_v(u, s) = \zeta_{F_v}(2 - 2s) \int_{F_v} \psi(ux) t(\nu(x))^{2-2s} dx,$$

which converges to a holomorphic function in $s$ if $\Re(s) < 1/2$. In general, it is understood to be a meromorphic continuation.
Lemma 3.4. When $s = 1/2$, $v$ non-archimedean and $v_u = 0$, our definition of basic function coincides with that of Ngo above up to scalar.

Proof. In fact by [17, Lemma 6.2] for $\mathcal{R}(s) < 1/2$, 
\[
(3.2) \quad \int_{F_v} \psi(u)x(t(x))^{2-2s}dx = |\mathcal{D}_v|^{s-1/2}\frac{\sigma_{2s-1}(u\omega_v)}{\zeta_{F_v}(2-2s)}
\]
where $\mathcal{D}_v = (\omega_v)$ is the different of $F_v$ over $\mathcal{Q}_p$ (the discrepancy lies in the definition of the factor $\zeta_{F_v}(s)$) and
\[
\sigma_s(u) = \begin{cases} 
\nu_v(u), & \text{if } |u|_v \leq 1, \\
\sum_{i=0}^{\nu_v(u)} q_v^i, & \text{otherwise.}
\end{cases}
\]

Now the result follows. \(\square\)

We need to know the asymptotic behavior of the basic function near $x = 0$ and $x = \infty$.

Proposition 3.5.

1. For $|x|_v >> 1$, we have
   \[
   \mathbb{L}_v(x, s) \sim \begin{cases} 
   O(|x|^{-s}e^{-2\pi|x|_v}), & \text{if } F_v = \mathbb{R}; \\
   O(|x|^{1/2-2s}e^{-4\pi|x|_v^{1/2}}), & \text{if } F_v = \mathbb{C}; \\
   0, & \text{otherwise;}
   \end{cases}
   \]

2. For $|x|_v << 1$, we have
   \[
   \mathbb{L}_v(x, s) \sim \begin{cases} 
   O(1), & \text{if } v \text{ is archimedean and } \mathcal{R}(s) < 1/2; \\
   O(|x|^{1-2s}), & \text{if } v \text{ is archimedean and } \mathcal{R}(s) \geq 1/2 \text{ and } s \neq 1/2; \\
   O(\log(|x|_v^{1/2})), & \text{if } s = 1/2; \\
   O(|x|^{2s-1}), & \text{if } v \text{ is non-archimedean } \mathcal{R}(s) \leq 1/2 \text{ and } s \neq 1/2.
   \end{cases}
   \]

Proof. If $v$ is archimedean, by [17, §6] that we have
\[
\mathbb{L}_v(x, s) = \begin{cases} 
|x|^{1/2-s}K_{1/2-s}(2\pi|x|_v), & \text{if } F_v = \mathbb{R}; \\
|x|^{1/2-s}K_{1-2s}(4\pi|x|_v^{1/2}), & \text{if } F_v = \mathbb{C};
\end{cases}
\]
where $K_s(x)$ is the modified Bessel function of the second kind. And the asymptotic behavior follows from that of the Bessel functions. And for $v$ non-archimedean, from (3.2) we have
\[
\mathbb{L}_v(x, s) = |\mathcal{D}_v|^{s-1/2}\sigma_{2s-1}(u\omega_v).
\]

As a consequence, we have the following

Corollary 3.6.

1. The basic function $\mathbb{L}_v$ is rapidly decaying when $|x|_v \to \infty$.
2. Assume that $v$ is non-archimedean, then space of functions $U_v = \langle \mathbb{L}(ax, s) : a \in F_v^\times \rangle$ is finite dimensional for $|x|_v << 1$. 


Lemma 3.7. Let $v$ be non-archimedean. For $w \in \mathcal{O}_v^\times$, we have
\[ w \cdot \mathbb{L}_v(u, s) = \mathbb{L}_v(u, s). \]

Proof. Clear from the definition. \hfill \Box

Keep the assumption that $v$ is non-archimedean. We can define an action of $\mathbb{C}[\epsilon]$ on $f(u, s)$ by letting
\[ \epsilon(f)(u, s) = f(\pi_v^{-1}u, s). \]

Now it follows from Proposition 2.5 that there exists $P \in \mathbb{C}[\epsilon]$ such that $P(\mathbb{L}_v) \in C_c^\infty(F_v^\times)$.

In general we define

**Definition 3.8.** Suppose that $v$ is non-archimedean and $f \in S_\rho(F_v^\times)$. Assume that $P_f(\epsilon)$ is the minimal non-trivial polynomial satisfying
\[ P(f) \in C_c^\infty(F_v^\times). \]

The polynomial $P_f(\epsilon)$ is the analogue of Bernstein polynomials in the theory of $D$-modules. We further deduce that

**Proposition 3.9.** Let $v$ be non-archimedean. The space $S_\rho(F_v^\times)$ is finite dimensional at $x = 0$, by which we mean that for $f \in S_\rho(F_v^\times)$,
\[ f = f_0 + \sum_{i=1}^r c_i \mathbb{L}_v, \quad c_i \in \mathbb{C}, f_0 \in C_c^\infty(F_v^\times), \]
where $\{P_1, \cdots, P_r\}$ is a set of representatives for $\mathbb{C}[\epsilon]/(P_L_v)$.

Proof. It follows from the existence of $P_L_v$. \hfill \Box

**Remark 3.10.** Of course, the statement fails for archimedean places, but the function $\mathbb{L}_v(u, s)$ such that $F_v = \mathbb{R}$ does satisfy a second order differential equation: for $\partial = u \frac{d}{du}$,
\[ \partial^2 \mathbb{L}_v + (2s - 1)\partial \mathbb{L}_v - 4\pi^2 u^2 \mathbb{L}_v = 0. \]
Similarly for $F_v = \mathbb{C}$ and $\partial = z \frac{d}{dz}$,
\[ \partial^2 \mathbb{L}_v + (2s - 1)\partial \mathbb{L}_v - 4\pi^2 |z|_v \mathbb{L}_v = 0, \]
and
\[ \partial \mathbb{L}_v = \overline{\partial \mathbb{L}_v}. \]

**Lemma 3.11.** We have
\[ \mathbb{L}_v(x, s) \in S_\rho(F_v^\times). \]
Moreover, for $v$ non-archimedean and $0 < \delta << 1$, the space $\{f|_{\{x:|x|_v<\delta\}} : f \in S_\rho(F_v^\times)\}$ coincides with the space $U_v$ in Corollary 3.6.

Proof. It follows immediately from Proposition 3.5 and its corollary. \hfill \Box
We also need to introduce a $\rho$-Bessel function with parameter $s$ as follows.

**Definition 3.12.** For $v$ a place of $F$, define

\begin{equation}
K_{F_v}(x,s) = \int_{F_v^\times} |w|_{v}^{1-2s} \psi_v(-w-w^{-1}x)dw.
\end{equation}

Let us give another interpretation of the function $K_{F_v}(x,s)$ in terms of gamma factors. Assume that $v$ is archimedean and $F_v = \mathbb{R}$, then the gamma factor is given by

$$
\gamma_v(s,\rho) = \frac{L_v(1-s,\text{triv},\rho)}{L_v(s,\text{triv},\rho)} = (\frac{L_v(1-s,\text{triv})}{L_v(s,\text{triv})})^2,
$$

and we have

$$
K_{\mathbb{R}}(x,1/2) = \frac{1}{2\pi i} \int_{\Re(s)=\sigma} \gamma_v(2s-1,\rho)^{-1}x^{1-2s}ds.
$$

with $\sigma > 1$.

Note that when $v$ is archimedean, the integral

$$
\int_{F_v^\times} |w|_{v}^{1-2s} \psi_v(-w-w^{-1}x)dw
$$

is conditionally convergent for $0 < \Re(s) < 1/2$, hence for $s = 1/2$ we have to understand it in distributional sense. Also, for $v$ non-archimedean, as in [13], it is understood that the integral on the right hand side of (3.6) is taking to be its Principal values:

$$
\lim_{n \to \infty} \int_{q_v^{-n} < |x|_v < q_v^n} |w|_{v}^{1-2s} \psi_v(-w-w^{-1}x)dw.
$$

In particular for $f \in S(F_v^\times)$, we define

**Definition 3.13.** We define

$$
\mathcal{H}_s(f)(x,s) = \int_{F_v^\times} |y|^{2s} f(y)K_{F_v}(xy,s)dy = \int_{F_v^\times} \int_{F_v^\times} f(y)|w|^{1-2s} \psi(-wy-w^{-1}x)dwdy.
$$

**Remark:** The above definition coincides with the Hankel transform in [13] §6 if $\Re(s) = 1/2$. Also it is related to the Hankel transform in [2] (16). Taking $n = 1$ and replacing $s$ by $1-s$ in loc.cit., the kernel function [2] (9) becomes $|x|^sK_{F_v}(x,s)$, if we denote by $H_s$ the Hankel transform in loc.cit., we obtain

$$
H_s(\phi)(x) = |x|^s \int_{F_v} \phi(y)|y|^{s-1/2}K_{F_v}(xy)dy = |x|^s\mathcal{H}_s(|y|^{1/2-s} \phi).
$$

**Proposition 3.14.** The functional

$$
\phi \in S(F_v) \mapsto \langle \phi, y^{2s-1}K_{F_v}(xy) \rangle := \int_{F_v^\times} |y|^{2s-1} \phi(y)K_{F_v}(xy,s)dy
$$

defines a distribution on $S(F_v)$. 
Proof. For \( v \) non-archimedean, it follows from that \( y^{2s-1}K_{F_0}(xy) \) is locally integrable. The latter follows from the computation in [13] Theorem 8. For \( v \) archimedean, it follows from [2] Proposition 3. \( \square \)

**Proposition 3.15.** Assume that \( \Re(s) \leq 1/2 \). For \( \varphi \in \mathcal{S}(F_v) \) be a Schwartz function, then

\[
(3.7) \quad \mathcal{H}_s \varphi(u) = (|x|_v^{2s-2}\hat{\varphi}(1/x))(u)
\]

where \( \hat{\varphi} \) denotes the Fourier transform with respect to \( \psi_v \).

Proof. Note that our definition of Hankel transform coincide with the one in [13] §6 if \( v \) is non-archimedean (although in loc.cit it is assumed that \( \Re(s) = 1/2 \) but the proof will not change). And in this case the lemma follows from Lemma 10 of loc.cit.. The proof for archimedean place follows from the proof of Proposition 4 of [2]. \( \square \)

Remark: It follows from the Proposition that if \( \Re(s) = 1/2 \), we have

\[
||\mathcal{H}_s(f)||_{L^2(F_v, dx)} = ||f||_{L^2(F_v, dx)}.
\]

Let us recall the notion of Sobolev spaces, which are defined to be

\[
H^\mu(F_v) = \{ f \in L^2(F_v, dx) : (1 + |x|_v^2)^{\Re(\mu)/2}\hat{f}(x) \in L^2(F_v, dx) \}, \quad \Re(\mu) \geq 0,
\]

\[
H^\mu(F_v) = \{ f \in \mathcal{S}(F_v)' : (1 + |x|_v^2)^{\Re(\mu)/2}\hat{f}(x) \in L^2(F_v, dx) \}, \quad \Re(\mu) < 0.
\]

And define the norm for \( H^\mu(F_v) \) by

\[
||f||_{H^\mu(F_v)} = ||(1 + |x|_v^2)^{\Re(\mu)/2}\hat{f}||_{L^2(F_v, dx)}.
\]

Note that \( H^\mu(F_v) \) is dual to \( H^{-\mu}(F_v) \).

Remark: In more classical situation when \( v \) is archimedean and \( \mu \in \mathbb{Z}_+ \), we have the following equivalent definition for \( H^\mu(F_v) \):

\[
H^\mu(F_v) = \{ f \in L^2(F_v, dx) : (d/dx)^j f \in L^2(F_v, dx), j = 0, \ldots, \mu \}.
\]

**Proposition 3.16.** For \( f \in \mathcal{S}(F_v) \), we have

\[
||\mathcal{H}_s f||_{H^{1-2s}(F_v)} = ||f||_{H^{1-2s}(F_v)}.
\]

As a consequence, the transform defined by the right hand side of (3.7) extends to an isometry of the Sobolev space \( H^{1-2s}(F_v) \) for any \( s \in \mathbb{C} \) with \( \Re(s) \leq 1/2 \). And this will be our general definition of Hankel transform.

Proof. We will use Proposition 3.15 to argue. Let \( f \in \mathcal{S}(F_v) \). Then

\[
\mathcal{H}_s f(u) = (|x|_v^{2s-2}\hat{f}(1/x))(u).
\]

Then

\[
||\mathcal{H}_s f||_{H^{1-2s}(F_v)} = ||(1 + |x|_v^2)^{1/2-\Re(s)}|x|_v^{2s-2}\hat{f}(1/x)||_{L^2(F_v, dx)}
\]
Now we have
\[
\left\langle \mathcal{H}_{1-s}(f), \phi \right\rangle = \left\langle f, \mathcal{H}_s(\phi) \right\rangle, \quad \mathcal{R}(s) \leq 1/2
\]
for \( f \in H^{1-2s}(F_v) \) and \( \phi \in H^{1-2s}(F_v) \). In this case we still have
\[
\mathcal{H}_{1-s}f(u) = \left( |x_v|^{-2s} \hat{f}(1/x) \right)(u).
\]

**Corollary 3.18.** Assume that \( \mathcal{R}(s) \leq 1/2 \). Then \( \mathcal{S}_\rho(F_v^\times) \) is a subspace of \( H^\delta(F_v) \) for \( 0 \leq \delta < 3/2 - 2\mathcal{R}(s) \). In particular, we can extend the definition of Hankel transform to \( \mathcal{S}_\rho(F_v^\times) \) by applying (3.7).

**Proof.** We note that for \( \mathcal{R}(s) \leq 1/2 \), \( \mathcal{S}_\rho(F_v^\times) \) is a subspace of \( L^2(F_v, dx) \). We first consider the case where \( 1 - 2s \neq 0 \). Note that we only need to show that the space \( |u|^{1-2s}S(F_v) \) is contained in \( H^{1-2s}(F_v) \). Let \( \sigma \in |u|^{1-2s}S(F_v) \), we write
\[
\sigma = |u|^{1-2s}f(u), \quad f \in S(F_v).
\]
And
\[
\hat{\sigma}(x) = \int_{F_v} |u|^{1-2s}f(u)\psi_v(xu)du.
\]
First we note that for \( v \) non-archimedean, \( \hat{\sigma}(x) \) is of compact support, hence
\[
||\mathcal{H}_s\sigma||_{H^\delta(F_v)} = ||(1 + |x_v|^2)^{\delta} \hat{\sigma}(x)||_{L^2(F_v, dx)} < \infty
\]
for any \( \delta > 0 \). It remains to consider the case when \( v \) is archimedean. Since
\[
\frac{dn}{dx^n} \hat{\sigma}(x) = C \int_{F_v} |u|^{1-2s}(u^n f(u))\psi_v(xu)du, \quad C \in \mathbb{C}^\times.
\]
and \( u^n f(u) \) is a Schwartz function, the above integration is always well defined. Therefore \( \hat{\sigma}(x) \) is in the class \( C^\infty(F_v) \). We only need to know its asymptotic behavior when \( |x_v| \to \infty \). Let us show by using dyadic decomposition that \( \hat{\sigma}(x) \) is of decay \( |x_v|^{2\mathcal{R}(s)-2} \) as \( |x_v| \to \infty \). In fact let us consider the decomposition
\[
F_v = \prod_{k=-1}^{\infty} \Delta_k, \quad \Delta_{-1} = \{|x_v| \geq 1\}, \Delta_k = \{x : \frac{1}{2k} < |x_v| \leq \frac{1}{2k-1}\}(k \geq 0).
\]
Now the integral term is bounded by \( \ell \) constants. In all we obtain a bound for the derivative term a bound of order 2 by \( C \).

Recall that the support of \( \eta \) is of rapid decay at infinity. Therefore we can drop the term |\( v \Delta \phi | \) for \( C \ell = C \). We have

\[
\int_{F_v} |u|^{1-2s} \eta_k(u) f(u) \psi_v(xu) du = C_{v} |x|^{-\ell} \int_{F_v} \psi_v(xu) \frac{d^\ell}{du^\ell} (|u|^{1-2s} \eta_k(u) f(u)) du
\]

for \( C_{v} \in \mathbb{C} \) and \( \ell \geq 0 \). The derivative here can be written as

\[
\sum_{m_1+m_2+m_3=\ell} C_{m_1,m_2,m_3} |u|^{1-2s-m_1} \eta_k^{(m_2)}(u) \phi^{(m_3)}(u).
\]

Recall that the support of \( \eta_k \) is \( \Delta_k \cup \Delta_{k+1} \), hence \( |u|^{1-2s-m_1} \) is bounded by \( 2^{k(m_1+2R(s)-1)} \). We further bound the derivatives \( \eta_k \) and \( \phi \) by additional constants. In all we obtain a bound for the derivative term

\[
| \sum_{m_1+m_2+m_3=\ell} C_{m_1,m_2,m_3} 2^{k(m_1+2R(s)-1)} | \leq D_{\ell,s} 2^{k(\ell+2R(s)-1)}
\]

Now the integral term is bounded by

\[
| \int_{F_v} |u|^{1-2s} \eta_k(u) f(u) \psi_v(xu) du |
\leq D_{\ell,s} |x|^{-\ell} \int_{\Delta_k \cup \Delta_{k+1}} 2^{k(\ell+2R(s)-1)} du
= |x|^{-\ell} D_{\ell,s} 2^{k(\ell+2R(s)-2)}.
\]

Note that although the above bound holds for any \( \ell \geq 0 \), but for \( \ell = 0 \) we get a bound of order \( 2^{-k(2-2R(s))} \). We see that taking derivatives only provides improvement on bounds if \( |x|_v \geq 2^k \). Therefore

\[
| \sum_{k=0}^{\infty} \int_{F_v} |u|^{1-2s} \eta_k(u) f(u) \psi_v(xu) du |
\leq \sum_{|x|_v \geq 2^k} D_{\ell,s} |x|^{-\ell} 2^{k(\ell+2R(s)-2)} + \sum_{|x|_v \leq 2^k} D' 2^{k(2R(s)-2)}
\leq D_{\ell,s} |x|^{-\ell} 2^{k(2R(s)-2)} + D' |x|^{2R(s)-2}
= D_{\ell,s} 2^{k(2R(s)-2)}.
\]
Finally we have
\[
\|\mathcal{H}\sigma\|_{H^{\delta}(F_v)}^2 = \|((1 + |x|^\delta)^2\tilde{\sigma}(x))\|_{L^2(F_v, dx)}^2
= \int_{F_v} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx
= \int_{|x|_v \leq 1} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx + \int_{|x|_v \geq 1} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx
\leq \int_{|x|_v \leq 1} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx + D_s \int_{|x|_v \geq 1} |x|^{2\delta} \|x||^{4R(s) - 4} dx
= \int_{|x|_v \leq 1} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx + D_s \int_{|x|_v \geq 1} |x|^{2\delta + 4R(s) - 4} dx.
\]

The condition \( \delta < 3/2 - 2R(s) \) implies that \( 2\delta + 4R(s) - 4 < -1 \), hence the above integral converges absolutely. This finishes the proof of the fact that \( \|\mathcal{H}\sigma\|_{H^{1 - 2s}(F_v)} < \infty \).

Next consider the case when \( s = 1/2 \). We repeat the above computation with \( s = 1/2 \) and obtain
\[
\left| \int_{F_v} \log(|u|_v) \eta_k(u)f(u)\psi_v(xu) du \right| = |x|_v^{-\ell} D_{\ell,s} 2^{k(\ell - 1)},
\]
for \( \ell \geq 1 \). For \( \ell = 0 \) we obtain a bound of order \( 2^{-k} \). And as before,
\[
|\sum_{k=0}^{\infty} \int_{F_v} \log(|u|_v) \eta_k(u)f(u)\psi_v(xu) du|
\leq \sum_{|x|_v \geq 2^k} D_{\ell,s} |x|_v^{-\ell} 2^{k(\ell - 1)} + \sum_{|x|_v \leq 2^k} D' 2^{-k} k
\leq D_{\ell,s} |x|_v^{-\ell} |x|_v^{\ell - 1} + D'|x|_v^{-1} |\log(|x|_v)|
\leq D'|x|_v^{-1 + \epsilon}.
\]
for any \( \epsilon > 0 \). Now for \( 0 \leq \delta < 1/2 \), we have
\[
\|\mathcal{H}\sigma\|_{H^{\delta}(F_v)}^2 = \|((1 + |x|^\delta)^2\tilde{\sigma}(x))\|_{L^2(F_v, dx)}^2
= \int_{F_v} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx
= \int_{|x|_v \leq 1} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx + \int_{|x|_v \geq 1} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx
\leq \int_{|x|_v \leq 1} (1 + |x|^\delta)^2 \tilde{\sigma}(x)^2 dx + D_s \int_{|x|_v \geq 1} |x|^{2\delta} \|x||^{-2 + 2k} dx
\]
\[
= \int_{|x|_v \leq 1} (1 + |x|_v^{2s}) \delta \hat{\sigma}(x) \, dx + D_s \int_{|x|_v \geq 1} |x|_v^{2\delta-2+2\epsilon} \, dx.
\]
This finishes the proof of the fact that \( ||H_s \sigma||_{\hat{H}^{\delta}(F_v)} < \infty \).

Let us recording the following fact.

**Corollary 3.19.** Let \( f \in S_p(F_v^\infty) \), then \( \hat{f} \in C^\infty(F_v) \) decays of order \( |x|_v^{2\Re(s)-2+\epsilon} \) as \( |x|_v \to \infty \) for any \( \epsilon > 0 \).

**Remark:** The constant \( \epsilon \) can be dropped if \( s \neq 1/2 \). Also note that in general for \( f \in L^2(F_v, dx) \) with compact support, it is not true that \( \hat{f} \) is of compact support even if \( v \) is non-archimedean.

**Lemma 3.20.** Assume that \( e_v = 1 \) if \( v \) is non-archimedean. Then we have

\[ H_s(\mathbb{I}_v)(x, s) = \mathbb{I}_v(x, s). \]

**Proof.** Recall that by definition,

\[ \hat{\mathbb{I}}_v(z, s) = \zeta_{F_v}(2 - 2s) \tau(\nu(z))^{2-2s}. \]

By Corollary 3.18,

\[ H_s(\mathbb{I}_v) = \zeta_{F_v}(2 - 2s)(|z|_v^{2s-2} \tau(\nu(z^{-1}))^{2-2s}). \]

For \( v \) non-archimedean, observe that

\[ t(\nu(z)) = \begin{cases} 
|z|_v^{-1}, & \text{if } |z|_v > 1; \\
1, & \text{otherwise.}
\end{cases} \]

Therefore

\[ \int_{F_v} t(\nu(z^{-1}))^{2-2s} |z|_v^{2s-2} \psi_v(zx) \, dz = \int_{|z|_v \leq 1} \psi_v(zx) \, dz + \int_{|z|_v > 1} |z|_v^{2s-2} \psi_v(zx) \, dz \]

where the latter is equal to \( \int_{F_v} t(\nu(z))^{2-2s} \psi_v(zx) \, dz \).

Now let \( v \) be such that \( F_v = \mathbb{R} \) we have \( t(\nu(z)) = (1 + |z|_v^2)^{-1/2} \) while for \( F_v = \mathbb{C} \) we have \( t(\nu(z)) = (1 + |z|_v)^{-1} \). Hence if \( F_v = \mathbb{R} \),

\[ \int_{F_v} t(\nu(z^{-1}))^{2-2s} |z|_v^{2s-2} \psi_v(zx) \, dz = \int_{F_v} (1 + |z|_v^{-2})^{s-1} |z|_v^{2s-2} \psi_v(zx) \, dz \]

\[ = \int_{F_v} (1 + |z|_v)^{s-1} \psi_v(zx) \, dz \]

\[ = \int_{F_v} t(\nu(z))^{2-2s} \psi_v(zx) \, dz. \]

If \( F_v = \mathbb{C} \), we have

\[ \int_{F_v} t(\nu(z^{-1}))^{2-2s} |z|_v^{2s-2} \psi_v(zx) \, dz = \int_{F_v} (1 + |z|_v^{-1})^{2s-2} |z|_v^{2s-2} \psi_v(zx) \, dz \]
Proof. In view of Lemma 3.11, it remains to show the Proposition for then

\[ H = \int_{F_v} (1 + |z|_v^{2s-2}) \psi_v(zx)dz \]

\[ = \int_{F_v} t(\nu(z))^{2-2s} \psi_v(zx)dz. \]

\[ \square \]

Proposition 3.21. Suppose that \( v \) is non-archimedean. Let \( f \in S_\rho(F_v^\times) \), then \( H_s(f) \in S_\rho(F_v^\times) \).

Proof. In view of Lemma 3.11 it remains to show the Proposition for \( f \in C_c^\infty(F_v^\times) \). Assume that \( f \in C_c^\infty(F_v^\times) \). It follows from [13, Theorem 13] that for \( |x| >> 1 \), we have

\[ H_s(f)(x, s) = 0. \]

In fact by definition,

\[ H_s(f)(x, s) = \int_{F_v^\times} |y|_v^{2s} f(y) K_{F_v}(xy, s) d^x y \]

\[ = \int_{F_v^\times} \int_{F_v^\times} f(y)|w|_v^{1-2s} |y|_v^{2s} \psi(-w - w^{-1}xy)d^x wd^x y \]

\[ = \int_{F_v^\times} f(y)|w|_v^{1-2s} \psi(-wy - w^{-1}x)d^x wd^x y, \]

which is exactly the Hankel transform studied in [13 §5]. Next we study the behavior of \( H_s(f)(x, s) \) near \( x = 0 \). Since \( C_c^\infty(F_v^\times) \) is generated by the set of characteristic functions \( 1_{a+\pi^\infty_v \mathcal{O}_v} (a \in \mathcal{O}_v \text{ but } a \not\equiv 0 \text{ mod } \pi_v^\infty) \), we can restrict ourselves to consider \( f = 1_{a+\pi^\infty_v \mathcal{O}_v} \) with \( a \not\equiv 0 \text{ mod } \pi_v^\infty \). Moreover, replacing \( f \) by \( a^{-1} f \) we can further reduce to the case where \( f = 1_{1+\pi^\infty_v \mathcal{O}_v} \). Therefore we have

\[ H_s(f)(x, s) = \int_{1+\pi^\infty_v \mathcal{O}_v} \int_{F_v^\times} |w|_v^{1-2s} \psi_v(-w - w^{-1}xy)d^x wd^x y \]

Note that it suffices to show that for \( |x|_v << 1 \), we have

\[ H_s(f)(x, s) = c(s) \mathbb{L}_v(x, s), \quad c(s) \in \mathbb{C}(q_v^{-s}). \]

In fact, by [13 Theorem 8], if \( |xy| = |x| < |\omega_v|^2 \) (note the difference on the conductor of the additive character chosen), we have

\[ \int_{F_v^\times} |w|_v^{1-2s} \psi(-w - w^{-1}xy)d^x w = |x\omega_v^{-1}|_v^{1-2s} \gamma_v(2 - 2s) + \gamma_v(2s)|\omega_v|_v^{1-2s}. \]

Hence

\[ H_s(f)(x, s) = \text{vol}(1 + \pi^r_v \mathcal{O}_v, d^x y) (|x\omega_v^{-1}|_v^{1-2s} \gamma_v(2 - 2s) + \gamma_v(2s)|\omega_v|_v^{1-2s}). \]

On the other hand, it follows from the formula (3.2) that for \( |x|_v < 1 \),

\[ \int_{F_v} t(\nu(z))^{2-2s} \psi(zx)dz = \frac{1 - |x|_v^{1-2s} q_v^{2s-1}}{\zeta_{F_v}(2 - 2s)(1 - q_v^{2s-1})} \]

\[ = - |\pi_{F_v}^{2s-1} \gamma_v(2 - 2s) + |x|_v^{1-2s} \gamma_v(2 - 2s). \]
Now it is clear that the function
\[ \mathcal{H}_s(f) = \frac{\text{vol}(1 + \pi_v^* \mathcal{O}_v, d^x y)|\omega_v|^{2s-1}}{\zeta_F(2 - 2s)} \mathbb{L}_v. \]
is constant around \( x = 0 \). It remains to show that such functions are in \( \mathcal{S} \rho(F^\times_v) \). Finally, we observe that
\[ |\pi_v|^{2s-1} \mathbb{L}_v - \pi_v \mathbb{L}_v \]
is constant around \( x = 0 \).

\[ \square \]

Remark: One can also apply the Corollary of [13, Lemma 10] to conclude.

**Lemma 3.22.** For any character \( \chi : F^\times_v \to \mathbb{C}^\times \), in \( \mathcal{S}(F_v)' \) we have
\[ \int_{F_v}^\times \chi(u)|u|_v^s \psi_v(u x) d^x u = \chi(x)^{-1} |x|_v^{-s} \gamma_v(-s + 1, \chi^{-1}) \]
where
\[ \gamma_v(s, \chi) = \epsilon(s, \chi) \frac{L_v(1 - s, \chi^{-1})}{L_v(s, \chi)}. \]
In particular, when \( \chi = 1 \) is the trivial character,
\[ \gamma_v(s) = \gamma_v(s, 1) = \frac{\zeta_F(1 - s)}{\zeta_F(s)} . \]

**Proof.** This follows from the local functional equation for the character \( \chi \), cf. [9] Corollary 3.7 and the Remark follows, see [5] for a related discussion.

**Proposition 3.23.** Suppose that \( \Re(s) \leq 1/2 \). Let \( \phi \in \mathcal{S}_\rho(F^\times_v) \), then we have for \( 2\Re(s) - 1 < \Re(\mu) < 1/2 \),
\[ \mathcal{M}(\mathcal{H}_s(\phi))(\chi, \mu) = \gamma_v(1 - \mu, \chi^{-1}) \gamma_v(2s - \mu, \chi^{-1}) \mathcal{M}(\phi)(2s - \mu). \]

**Proof.** Let us determine the Mellin transform \( \mathcal{M}(\mathcal{H}_s(\phi)) \) for a compactly supported function \( \phi \in C_c^\infty(F^\times_v) \). In fact we have for \( \Re(\mu) > 0 \),
\[ \mathcal{M}(\mathcal{H}_s(\phi))(\chi, \mu) \]
\[ = \int_{F_v^\times} \mathcal{H}_s(\phi)(x) \chi(x)|x|_v^s d^x x \]
\[ \text{(3.9)} \]
\[ = \langle (|u|v^{2s-2} \hat{\phi}(1/u)), \chi(x)|x|_v^{\mu-1} \rangle \]
\[ = \langle (|u|v^{2s-2} \hat{\phi}(1/u)), \chi(x)|x|_v^{\mu-1} \rangle \]
\[ \text{(3.10)} \]
\[ = \langle (|u|v^{2s-2} \hat{\phi}(1/u)), \chi(u)^{-1}|u|v^{-\mu} \gamma_v(1 - \mu, \chi^{-1}) \rangle \]
\[ = \langle \hat{\phi}(1/u), \chi(u)^{-1}|u|v^{2s-2-\mu} \gamma_v(1 - \mu, \chi^{-1}) \rangle \]
\[ = \gamma_v(1 - \mu, \chi^{-1}) \langle \hat{\phi}(u), \chi(u)|u|v^{2s+\mu} \rangle \]
\[ = \gamma_v(1 - \mu, \chi^{-1}) \langle \phi(u), (\chi(u)|u|v^{2s+\mu}) \rangle \]
\[ \text{(3.11)} \]
\[ = \gamma_v(1 - \mu, \chi^{-1}) \gamma_v(2s - \mu, \chi^{-1}) \langle \phi(u), (\chi(u)|u|v^{2s-\mu-1}) \rangle \]
\[(3.12) \quad \chi(x)|x|^{-\mu-1} = \gamma_v(1 - \mu, \chi^{-1}) \gamma_v(2s - \mu, \chi^{-1}) \mathcal{M}(\phi)(2s - \mu)\]

where we use the fact that \(\chi(x)|x|^s \in \mathcal{S}(F_v)'(\mathbb{R}(\mu) > 0)\) in (3.9) and apply (3.8) in (3.10) and (3.11). We want to extend this to \(H^s(F_v)(0 \leq s < 3/2 - 2\Re(s))\) by continuity since by Corollary 3.18 the latter contains \(\mathcal{S}_\rho(F_v^\times)\). In fact by (3.8)

\[\chi(x)|x|^{-\mu-1} = \gamma_v(1 - \mu, \chi^{-1}) \gamma_v(2s - \mu, \chi^{-1})\]

Therefore

\[
||\chi(x)|x|^{-\mu-1}||^2_{H^{-\delta}(F_v)} = \int_{F_v} (1 + |x|^{-\delta}) \chi(x)^{-1}|x|^{-\mu} \gamma_v(-\mu + 1, \chi^{-1})^2 du
\]

\[= |\gamma_v(-\mu + 1, \chi^{-1})|^2 \int_{F_v} (1 + |x|^{-\delta}) \gamma_v^{-2\Re(\mu)} du.
\]

Note that for \(1/2 - \delta < \Re(\mu) < 1/2\), the above integral converge absolutely. Hence \(\chi(x)|x|^{-\mu-1} \in H^{-\delta}(F_v) = H^s(F_v)^\prime\), the same argument as in the compactly supported case yields the proposition. \(\square\)

**Corollary 3.24.** For \(\phi \in \mathcal{S}_\rho(F_v^\times)\), we have

\[\mathcal{H}_s(\phi)(x) = \sum_{\chi \in \pi_0(F_v^\times)} \int_\mathbb{R} a_v(\chi, \sigma + it) \mathcal{M}_\phi(\chi^{-1}, 2s - \sigma - it) \chi(x) dt\]

where \(\sigma \gg 0\) and

\[a_v(\chi, \mu) = \gamma_v(2s - \mu, \chi^{-1}) \gamma_v(1 - \mu, \chi^{-1}).\]

**Proof.** Apply the inversion formula to conclude. \(\square\)

**Remark:** The lemma is proved in more general set up in [8] Lemma 5.2

**Definition 3.25.** Following Godment and Jacquet[6, §8], we introduce \(\mathcal{S}_\rho^0(F_v^\times)\) to be the space of functions

\[P(u, \partial)L_v(u, s), P \in \mathbb{C}[u, \partial], \quad \text{if } F_v = \mathbb{R}, a \in F_v^\times\]

and

\[P(z, \bar{z}, \partial)L_v(z, s), P \in \mathbb{C}[z, \bar{z}, \partial], \quad \text{if } F_v = \mathbb{C}, a \in F_v^\times.\]

**Remark 3.26.** In case \(F_v = \mathbb{C}\) we do not include \(\bar{\partial}\) because of (3.3). Furthermore, by (3.4) and (3.5), any element of \(\mathcal{S}_\rho^0(F_v^\times)\) is of the form

\[P_1L_v + P_2\partial L_v\]

where \(P_i(i = 1, 2)\) is in \(\mathbb{C}[u]\) (resp. \(\mathbb{C}[z, \bar{z}]\)) if \(F_v = \mathbb{R}\) (resp. \(F_v = \mathbb{C}\)).

When \(\chi = 1\) is the trivial representation, we will keep writing \(\mathcal{M}(f)(\mu)\) instead of \(\mathcal{M}(f)(1, \mu)\).

**Lemma 3.27.** Assume that \(v\) is archimedean. We have

\[\mathcal{H}_s(\partial \varphi)(u) = -2s \mathcal{H}_s(\varphi) - \partial(\mathcal{H}_s(\varphi)).\]
Proof. We consider the case $F_v = \mathbb{R}$ and the case $F_v = \mathbb{C}$ is similar. Applying Proposition \[3.15\] we have for $\partial = x \frac{d}{dx}$,

$$H_s(\partial \varphi)(u) = (|x|^{2s-2} \hat{\partial} \varphi(1/x))(u) = (|x|^{2s-2}(-\hat{\varphi} - \partial \hat{\varphi})(1/x))(u) = -H_s(\varphi) - (|x|^{2s-3} \frac{d}{dx} \hat{\varphi}(1/x))(u).$$

Note that

$$\frac{d}{dx}(|x|^{2s-1} \hat{\varphi}(1/x)) = (2s - 1)|x|^{2s-2} \hat{\varphi}(1/x) - |x|^{2s-3} \left(\frac{d}{dx} \hat{\varphi}(1/x)\right),$$

and

$$x \frac{d}{dx}(|x|^{2s-2} \hat{\varphi}(1/x)) = \frac{d}{dx}(|x|^{2s-1} \hat{\varphi}(1/x)) - |x|^{2s-2} \hat{\varphi}(1/x).$$

From the above two equality, we obtain

$$\partial(|x|^{2s-2} \hat{\varphi}(1/x)) = (2s - 2)|x|^{2s-1} \hat{\varphi}(1/x) - |x|^{2s-3} \left(\frac{d}{dx} \hat{\varphi}(1/x)\right).$$

Hence

$$H_s(\partial \varphi)(u) = -(2s - 1)H_s(\varphi)(u) + [\partial(|x|^{2s-2} \hat{\varphi}(1/x))](u)$$

Since

$$\hat{\partial} \hat{f} = -\hat{f} - \hat{\partial} \hat{f},$$

we have

$$H_s(\partial \varphi)(u) = -2sH_s(\varphi) - \partial(H_s(\varphi)).$$

\[\square\]

Proposition 3.28. The space $S^0_p(F_v^\times)$ is stable under Hankel transform.

Although we may not need it, we make a detail computation of the the Fourier-Mellin transform of elements of $S^0_p(F_v^\times)$ along the proof of the proposition.

Proof. Here we employ Fourier transform over $F_v^\times$ to show that $S^0_p(F_v^\times)$ is stable under Hankel transform. In fact, the connected component of the unitary dual of $F_v^\times$ are indexed by the characters

$$\chi_n(z) = \begin{cases} 
\left(\frac{z}{|z|^{1/2}}\right)^n, & n \in \mathbb{Z}, \text{ if } F_v = \mathbb{C}, \\
\left(\frac{z}{|z|}\right)^n, & n \in \mathbb{Z}/2\mathbb{Z}, \text{ if } F_v = \mathbb{R}.
\end{cases}$$

Note that we have

$$\mathcal{M}(\mathbb{L}_v)(\chi, \mu) = \int_{F_v^\times} |\chi(u)||u|_v^\mu \mathbb{L}_v(u)d^\times u$$

$$= \begin{cases} 
\zeta_{F_v}(\mu)\zeta_{F_v}(1 - 2s + \mu) & \text{if } \chi = 1, \\
0 & \text{otherwise},
\end{cases}$$

where $\zeta_{F_v}$ is the zeta function of $F_v$.\[\square\]
As a consequence if \( F_v = \mathbb{R} \) and \( m \in \mathbb{Z}/2\mathbb{Z} \), we have
\[
\mathcal{M}(u^n \mathbb{L}_v)(\chi_m, \mu) = \int_{F_v^\times} \chi_m(u) |u|^\mu u^n \mathbb{L}_v(u) \, d^u u
\]
\[
= \begin{cases} 
\mathcal{M}(\mathbb{L}_v)(\mu + n) & \text{if } n = m \text{(mod 2)}, \\
0 & \text{otherwise},
\end{cases}
\]
Similarly, if \( F_v = \mathbb{C} \) and \( m \in \mathbb{Z} \), we have for \( n_1, n_2 \geq 0 \),
\[
\mathcal{M}(u^{n_1} \bar{u}^{n_2} \mathbb{L}_v)(\chi_m, \mu) = \int_{F_v^\times} \chi_m(u) |u|^\mu u^{n_1} \bar{u}^{n_2} \mathbb{L}_v(u) \, d^u u
\]
\[
= \begin{cases} 
\mathcal{M}(\mathbb{L}_v)(\mu + (n_1 + n_2)/2) & \text{if } m = n_2 - n_1, \\
0 & \text{otherwise}.
\end{cases}
\]
Furthermore, we have for \( F_v = \mathbb{R} \),
\[
\mathcal{M}(u^n \partial \mathbb{L}_v)(\chi_m, \mu) = \int_{F_v^\times} \chi_m(u) |u|^\mu u^n \partial \mathbb{L}_v(u) \, d^u u
\]
\[
= \begin{cases} 
-(\mu + n)\mathcal{M}(\mathbb{L}_v)(\mu + n) & \text{if } n = m \text{(mod 2)}, \\
0 & \text{otherwise},
\end{cases}
\]
and if \( F_v = \mathbb{C} \) and \( m \in \mathbb{Z} \), we have for \( n_1, n_2 \geq 0 \),
\[
\mathcal{M}(u^{n_1} \bar{u}^{n_2} \partial \mathbb{L}_v)(\chi_m, \mu)
\]
\[
= \int_{F_v^\times} \chi_m(u) |u|^\mu u^{n_1} \bar{u}^{n_2} \partial \mathbb{L}_v(u) \, d^u u
\]
\[
= \begin{cases} 
-(\mu + (n_1 + n_2)/2)\mathcal{M}(\mathbb{L}_v)(\mu + (n_1 + n_2)/2) & \text{if } m = n_2 - n_1, \\
0 & \text{otherwise}.
\end{cases}
\]
For \( F_v = \mathbb{R} \), it is clear that under the decomposition into even and odd part: \( \mathbb{C}[u] = \mathbb{C}[u]_e \oplus \mathbb{C}[u]_o \) we have isomorphism of vector spaces
\[
\mathbb{C}[u]_e^2 \to \mathbb{C}[\mu], \quad (P_1, P_2) \mapsto \frac{\mathcal{M}(P_1 \mathbb{L}_v + P_2 \partial \mathbb{L}_v)(\mu)}{\mathcal{M}(\mathbb{L}_v)(\mu)}
\]
\[
\mathbb{C}[u]_o^2 \to \mathbb{C}[\mu], \quad (P_1, P_2) \mapsto \frac{\mathcal{M}(P_1 \mathbb{L}_v + P_2 \partial \mathbb{L}_v)(\chi_1, \mu)}{\mathcal{M}(\mathbb{L}_v)(\mu + 1)}.
\]
As for \( F_v = \mathbb{C} \), let us introduce the weight on \( \mathbb{C}[z, \bar{z}] : \text{wt}(z) = -1, \text{wt}(\bar{z}) = 1 \). Let \( \mathbb{C}[z, \bar{z}]_m \) be the weight \( m \)-part of \( \mathbb{C}[z, \bar{z}] \). It follows from the above computation that we have isomorphism of vector spaces
\[
\mathbb{C}[z, \bar{z}]_m^2 \to \mathbb{C}[\mu], \quad (P_1, P_2) \mapsto \frac{\mathcal{M}(P_1 \mathbb{L}_v + P_2 \partial \mathbb{L}_v)(\chi_m, \mu)}{\mathcal{M}(\mathbb{L}_v)(\mu + m/2)}, \quad \text{if } m \geq 0.
\]
\[
\mathbb{C}[z, \bar{z}]_m^2 \to \mathbb{C}[\mu], \quad (P_1, P_2) \mapsto \frac{\mathcal{M}(P_1 \mathbb{L}_v + P_2 \partial \mathbb{L}_v)(\chi_m, \mu)}{\mathcal{M}(\mathbb{L}_v)(\mu - m/2)}, \quad \text{if } m \leq 0.
\]
Finally, let us compute the Fourier(Mellin) transform of \( \mathcal{H}_s(f) \) for \( f \in \mathcal{S}_p(M_p(F_v)) \). We have by Proposition 3.23
\[
(3.13)
\]
\[
\mathcal{M}(\mathcal{H}_s(f))(\chi, \mu)
\]
\[
\begin{align*}
&= \gamma_v(2s - \mu, \chi^{-1})\gamma_v(1 - \mu, \chi^{-1})\mathcal{M}(f)(\chi^{-1}, 2s - \mu) \\
&= \epsilon(1 - \mu, \chi^{-1})\epsilon(2s - \mu, \chi^{-1}) \frac{L_v(\mu, \chi)L_v(1 - 2s + \mu, \chi)}{L_v(1 - \mu, \chi^{-1})L_v(2s - \mu, \chi^{-1})}\mathcal{M}(f)(\chi^{-1}, 2s - \mu).
\end{align*}
\]

Of course, this is just the local functional equation for Hankel transform.

Remark: In fact, one can explicitly determine the image of \( M_\mu \) on a basis without using Fourier transform.

Corollary 3.29. We have for \( F_v = \mathbb{C} \),

\[
\mathcal{H}_s(u^n L_v) = (-1)^n \tilde{u}^n L_v,
\]

\[
\mathcal{H}_s(\tilde{u}^n L_v) = (-1)^n u^n L_v.
\]

For \( F_v = \mathbb{R} \),

\[
\mathcal{H}_s(u^n L_v) = (-1)^n u^n L_v.
\]

Remark: Combining with Lemma 3.27, the map \( \mathcal{H}_s \) on \( S^0_\rho(M_\rho(F_v)) \) are completely determined.

Proposition 3.30. Assume that \( v \) is archimedean and \( \Re(s) \leq 1/2 \). The space \( S^0_\rho(F_v^\ast) \) is dense in \( L^2(F_v, dx) \).

Proof. Assume that \( F_v = \mathbb{R} \). It suffices to show that if \( f \in L^2(F_v, dx) \) and

\[
\int_{F_v^\ast} f(x)P(u, \partial)(L_v)(x)dx = 0
\]

(3.14)
for each polynomial $P$ then $f(x) = 0$ almost everywhere. The Plancherel’s theorem for Mellin transform implies that for $g_1, g_2 \in L^2(F_v, dx)$,
\[
\int_{F_v} g_1(x)\overline{g_2(x)} dx = \int_{\mathbb{R}} \mathcal{M}(g_1)(1/2 + it)\overline{\mathcal{M}(g_2)(1/2 + it)} dt + \int_{\mathbb{R}} \mathcal{M}(g_1)(\chi_1, 1/2 + it)\overline{\mathcal{M}(g_2)(\chi_1, 1/2 + it)} dt.
\]
Note that if we write $P(u, \partial)\mathbb{L}_v = P_1(\partial)\mathbb{L}_v + P_2(\partial)u\mathbb{L}_v$, following the computation in the proof of Proposition 3.28 we have
\[
\mathcal{M}(P(u, \partial)(\mathbb{L}_v))(\mu) = \int_{F_v^\infty} |u|^{\mu}P_1(\partial)(\mathbb{L}_v)(u) d^\times u = \mathcal{M}(\mathbb{L}_v)(\mu)P_1(-\mu),
\]
\[
\mathcal{M}(P(u, \partial)(\mathbb{L}_v))(\chi_1, \mu) = \int_{F_v^\infty} |u|^{\mu}P_2(\partial)(u\mathbb{L}_v)(u) d^\times u = \mathcal{M}(u\mathbb{L}_v)(\mu)P_2(-\mu).
\]
Hence we can rewrite (3.14) as
\[
(3.15) \quad \int_{\mathbb{R}} \mathcal{M}(f)(1/2 + it)\mathcal{M}(\mathbb{L}_v)(1/2 + it)P_1(-1/2 - it) dt = 0,
\]
\[
(3.16) \quad \int_{\mathbb{R}} \overline{\mathcal{M}(f)(\chi_1, 1/2 + it)}\mathcal{M}(\mathbb{L}_v)(\chi_1, 1/2 + it)P_1(-1 - it) dt = 0.
\]
Let us show how to deduce $\mathcal{M}(f)(1/2 + it) = 0$ from (3.15). Let us recall the theorem of Hamburger (cf. [14, Corollary 2.4]): let $dm_N(x)$ be a positive Borel measure over $\mathbb{R}^N$, if $\int_{\mathbb{R}^N} e^{c|x|} dm_N(x) < \infty$ for some $c$, then the polynomials are dense in $L^2(\mathbb{R}^N, dm_N(x))$. In our case, we take
\[
dm(t) = |\mathcal{M}(\mathbb{L}_v)(1/2 + it)| dt
\]
which satisfies the assumption of Hamburger’s theorem due to the Stirling estimate:
\[(3.17) \quad |\Gamma(x + iy)| = \sqrt{2\pi}|y|^{x-1/2}e^{-\pi|y|/2}[1 + O(1/y)], \quad |y| \to \infty,
\]
and (cf. [18, (1.5)])
\[
|\Gamma(z)| \leq |\Gamma(\Re(z))|.
\]
Let
\[
h(t) = \frac{\mathcal{M}(f)(1/2 + it)}{|\mathcal{M}(\mathbb{L}_v)(1/2 + it)|}.
\]
Then
\[
\int_{\mathbb{R}} |h(t)|^2 dm(t) \leq C \int_{\mathbb{R}} |\mathcal{M}(f)(1/2 + it)|^2 dt, \quad C \in \mathbb{R}.
\]
Now apply Hamburger’s theorem to deduce $g(t) = 0$. Hence $\mathcal{M}(f)(1/2 + it) = 0$. Similar proof works to prove $\mathcal{M}(f)(\chi_1, 1/2 + it) = 0$. Hence $f(x) = 0$ for almost all $x$.
Now consider the case $F_v = \mathbb{C}$. Then the connected components of the unitary dual of $F_v^\vee$ is indexed by $\chi_n = (\frac{z}{|z|})^n$. Let $g = P(z, \bar{z}, \partial)\mathbb{L}_v \in$
\[ S_\rho^\circ(M_\rho(F_v)) \] as in \([3,14]\), we still have \( g = \sum_{m>0} P_m(\partial) z^m \mathbb{L}_v + \sum_{m\geq 0} Q_m(\partial) z^m \mathbb{L}_v. \)

And following the computation in the proof of Proposition \([3,28]\) we have,

\[
\mathcal{M}(g)(\chi_m, \mu) = \int_{F_v^\times} |u|_v^\mu \chi_m(u) g(u) d^N u = \mathcal{M}(z^m \mathbb{L}_v)(\mu) Q_m(-\mu) (m \geq 0),
\]

\[
\mathcal{M}(g)(\chi_m, \mu) = \int_{F_v^\times} |u|_v^\mu \chi_m(u) g(u) d^N u = \mathcal{M}(z^{-m} \mathbb{L}_v)(\mu) P_{-m}(-\mu) (m < 0).
\]

Now Plancherel’s theorem implies that

\[
\sum_m \int_{\mathbb{R}} \mathcal{M}(f)(1/2 + it) \mathcal{M}(g)(\chi_m, 1/2 + it) dt = 0,
\]

the left hand side is a finite sum as we remark before. Now arguing as in the case \( F_v = \mathbb{R} \) gives the result.

\[ \square \]

**Proposition 3.31.** The Hankel transform is self-inversive: for \( f \in S_\rho(F_v^\times), \)

\[ \mathcal{H}_s^2(f)(y) = f(y). \]

**Proof.** Note that we already know that \( \mathcal{H}_s \) is an isometry of \( H^{1-2s}(F_v^\times) \)

by Proposition \([3,10]\) and that \( \mathcal{S}_\rho(F_v^\times) \subset H^{1-2s}(F_v^\times) \) by Corollary \([3,18]\). We apply Proposition \([3,15]\). For \( f \in \mathcal{S}_\rho(F_v^\times), \)

\[
(3.18) \quad \mathcal{H}_s^2(f) = (|x|_v^{2s-2} \mathcal{H}_s(f)(1/x)).
\]

Since

\[ \mathcal{H}_s(f)(x) = |x|_v^{2s-2} \widehat{f}(1/x), \]

we obtain

\[ \mathcal{H}_s^2(f) = f. \]

\[ \square \]

**Remark:** Functions in \( \mathcal{S}_\rho(F_v^\times) \) are called special \( \rho \)-functions in \([10]\). It is a small space (although it is dense in \( L^2(F_v, dx) \)) in the sense that it does not contain functions of compactly supported.

**Remark:** To conclude this section, we note that we do not show that the space \( \mathcal{S}_\rho(F_v) \) is stable under Hankel transform. This could be done by analyzing the image of \( \mathcal{S}_\rho(F_v) \) under Mellin transform (i.e., to characterize the asymptotics of \( \mathcal{M}(\phi) \) for \( \phi \in \mathcal{S}_\rho(F_v) \) following \([15, \S 1.2.1]\). However, we feel that this would bring us too far. We hope to come back to this question in the future.

4. Poisson Summation

We keep the same notation as in previous section.

**Theorem 4.1** (Poisson summation). For any \( \phi \in \mathcal{S}(\mathcal{H}_s^\infty) \) we have

\[
\sum_{a \in F_v^\times} \phi(a) = \sum_{a \in F_v^\times} \mathcal{H}_s \phi(a) + \text{other terms}
\]
Remark: The full formula including the extra terms will be determined in
the process of the proof.
We first recall the special Eisenstein series we need and then deduce the
Poisson summation formula from the modular relation of Eisenstein series.
This is the classical approach to Voronoi type summation formula taken up
by Bochner[3].
Our construction of Eisenstein series follows [2, §9]. Let
\[ \phi = \bigotimes_v \phi_v \in S_\rho(A_F^\infty). \]
From \( \phi \) we construct \( f_\phi = \bigotimes_v f_{\phi,v} \) as follows. Let \( B \) be the Borel subgroup
of \( GL_2 \) defined over \( F \) which consists of lower triangular matrices. Consider
the Bruhat decomposition of \( GL_2 = B \bigcup BwB \) with \( w = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \).
First of all, we require that
\[ f_\phi(x \begin{bmatrix} t_1 \\ * \\ t_2 \end{bmatrix}, s) = \frac{t_1}{t_2} |t_1 t_2|^{-s} f_\phi(x,s). \]
Secondly, we let
\[ f_{\phi,v}(\nu(x), s) = \frac{1}{\zeta_{F_v}(2 - 2s)} \int_{F_v} \phi_v(x, s) \psi_v(-ux)dx. \]
By Bruhat decomposition, this uniquely defines \( f \). Note that for all but
finitely many \( v \), \( \phi_v(u, s) = \mathbb{L}_v(u, s) \) is basic. In this case we have
\[ f_{\phi,v}(\nu(x), s) = t(\nu(x))^{2 - 2s}. \]
Note that by Corollary 3.19 \( f_v(\nu(x), s) \) is of decay order \( |x|^2 \Re(s) - 2 \) as \( |x|_v \to \infty \) for \( v \) archimedean.
Finally, by Fourier inversion formula
\[ \phi_v(u, s) = \zeta_{F_v}(2 - 2s) \int_{F_v} f_{\phi,v}(\nu(x), s) \psi_v(ux)dx. \]
We follow [17, §6] to define our Eisenstein series. Then we define
\[ E(f_\phi, s, g) = \sum_{\gamma \in GL_2(F)/B(F)} f_\phi(g\gamma, s), \quad g \in GL_2(A_F). \]
The basic properties are summarized in the following. For related results of
Eisenstein series, we refer [17, Lemma 6.1], [16, §6.2].

**Proposition 4.2.**
(i) \( E(f_\phi, s, g) \) converges absolutely and locally uniformly for \( \Re(s) < 0 \)
and \( g \in G(\mathbb{A}_F) \).
(ii) For \( \Re(s) < 1/2 \), the Eisenstein series has the following convergent
Fourier expansion:
\[ E(f_\phi, s, a(t_1, t_2)n(x_0)) = a_0 \frac{t_1}{t_2} + \frac{|t_1|^{s}}{Z_F(2 - 2s)} \sum_{\alpha \in F^\times} H_s \phi(\alpha t_1/t_2, s) \psi_{\mathbb{A}_F}(\alpha x_0), \]
where
\[ a_0(t) = |t|^{1-s}f_\phi(\text{Id}, s) + \frac{|t|^s}{Z_F(2-2s)} \int_{\mathcal{H}_F} |u|^{2s-1}\phi(u, s)du, \]
with \( Z_F(s) \) the completed zeta function of \( F \)
\[ Z_F(s) = \prod_v \zeta_v(s). \]

(iii) For \( \Re(s) < 1/2 \), the Eisenstein series has the following convergent Fourier expansion:
\[ E(f_\phi, s, wa(t_1, t_2)n(x_0)) = b_0(t_1/t_2) + \frac{|t_1|^s}{Z_F(2-2s)} \sum_{\alpha \in F^\times} \phi(-\alpha t_1/t_2, s) \psi_{\alpha}(\alpha x_0), \]
where \( b_0(t) = |t|^{1-s}f_\phi(w, s) + \frac{|t|^s}{Z_F(2-2s)} \phi(0, s). \)

Proof. The convergence follows from the general theorems cited above. Let us determine the constant term. We have
\[ E_0(f_\phi, s, a(t_1, t_2)n(x_0)) = f_\phi(a(t_1, t_2)n(x_0), s) + \int_{\mathcal{H}_F} f_\phi(a(t_1, t_2)n(x + x_0)w, s)dx \]
\[ = |t_1/t_2|^{1-s}f_\phi(\text{Id}, s) + \int_{\mathcal{H}_F} f_\phi(a(t_1, t_2)n(x)w, s)dx. \]
Since
\[ a(t_1, t_2)n(x)w = \begin{bmatrix} 0 & t_1 \\ t_2 & t_2x \end{bmatrix} = \begin{bmatrix} 1/t_1 & -t_1^{-1}x^{-1} \\ 0 & 1/t_2 \end{bmatrix} \begin{bmatrix} -x^{-1}t_1 & 0 \\ t_2 & t_2x \end{bmatrix} \]
we have
\[ f_\phi(a(t_1, t_2)n(x)w, s) = \frac{t_1}{x^2t_2} |t_1|^{1-s}f_\phi(\nu(t_1t_2^{-1}x^{-1}), s). \]
Hence
\[ \int_{F_v} f_{\phi,v}(a(t_1, t_2)n(x)w, s)dx = \frac{t_1}{t_2} |t_1/v|^{1-s} \int_{F_v} |x|^{2s-2}f_{\phi,v}(\nu(t_1t_2^{-1}x^{-1}), s))dx \]
\[ = \frac{t_1}{t_2} |t_1/v|^{1-s} \int_{F_v} |x|^{-2s}f_{\phi,v}(\nu(x), s)dx. \]
Moreover, we know
\[ \int_{F_v} |x|^{-2s}\psi_v(ux)dx = |u|^{2s-1}\gamma_v(2s), \]
\[ \int_{F_v} f_{\phi,v}(\nu(x), s)\psi_v(ux)dx = \frac{\phi_v(u, s)}{\zeta_{F_v}(2-2s)}, \]
Using the fact that Fourier transform sends product to convolution, we have
\[ \int_{F_v} |x|^{-2s}f_{\phi,v}(\nu(x), s)dx = \frac{\gamma_v(2s)}{\zeta_{F_v}(2-2s)} \int_{F_v} |u|^{2s-1}\phi_v(u, s)du. \]
Note that when $v$ is non-archimedean and $\phi_v(u, s)$ is basic (cf. (3.2)), i.e.,

$$
\phi_v(u, s) = \begin{cases} 
|D_v|^{s-\frac{1}{2}} \sum_{i=0}^{\nu_v(u\omega_v)} q_i^{2s-1}, & \text{if } \nu_v(u\omega_v) \geq 0, \\
0, & \text{otherwise}
\end{cases}
$$

we have

$$
\int_{F_v} |u|^{2s-1} \phi_v(u, s) du = \zeta_{F_v}(2s).
$$

Back to genera case, taking product, we obtain

$$
E_0(f_{\phi}, s, a(t_1, t_2)) = \left| \frac{t_1}{t_2} \right|^{1-s} f_{\phi}(\text{Id}, s) + \frac{1}{|E|} \int_{\mathcal{A}_F} |u|^{2s-1} \phi(u, s) du.
$$

Similarly, for positive terms we have

$$
\int_{F_v} f_{\phi, \nu}(a(t_1, t_2)n(x + x_0)w, s)\psi_v(-ux) dx \\
= \left| \frac{t_1}{t_2} \right|^{1-s} \phi_v(u_0) \int_{F_v} |x|^{2s-2} f_{\phi, \nu}(\nu(t_1 t_2^{-1} x^{-1}, s))\psi_v(-ux) dx \\
= \left| \frac{t_1}{t_2} \right|^{1-s} \phi_v(u_0) \int_{F_v} |x|^{2s-2} f_{\phi, \nu}(\nu(x), s)\psi_v(-ut_1 t_2^{-1} x^{-1}) dx.
$$

Plug in the formula

$$
f_{\phi, \nu}(\nu(x), s) = \frac{1}{\zeta_{F_v}(2 - 2s)} \int_{F_v} \phi_v(z, s)\psi_v(-zx) dz,
$$

we obtain

$$
\int_{F_v} f_{\phi}(a(t_1, t_2)n(x + x_0)w, s)\psi_v(-ux) dx \\
= \left| \frac{t_1}{t_2} \right|^{1-s} \phi_v(u_0) \int_{F_v} \int_{F_v} |x|^{2s-2} \phi_v(z, s)\psi_v(-zx - ut_1 t_2^{-1} x^{-1}) dz dx \\
= \left| \frac{t_1}{t_2} \right|^{1-s} \phi_v(u_0) \int_{F_v} \int_{F_v} |w|^{2s-2} |z|^{2s-1} \phi_v(z, s)\psi_v(-w - ut_1 t_2^{-1} zw^{-1}) dz dw \\
= \left| \frac{t_1}{t_2} \right|^{1-s} \phi_v(u_0) \int_{F_v} H_s \phi_v(ut_1 t_2^{-1}).
$$

Taking product over all places yields the result.

We continue to prove (iii).

Let us determine the constant term. We have

$$
E_0(f_{\phi}, s, wa(t_1, t_2)n(x_0)) = f_{\phi}(wa(t_1, t_2)n(x_0), s) + \int_{\mathcal{A}_F} f_{\phi}(wa(t_1, t_2)n(x + x_0)w, s) dx \\
= \left| \frac{t_1}{t_2} \right|^{1-s} f_{\phi}(w, s) + \int_{\mathcal{A}_F} f_{\phi}(wa(t_1, t_2)n(x)w, s) dx.
$$
Since
\[ wa(t_1, t_2)n(x)w = \begin{bmatrix} t_2 & t_2x \\ 0 & t_1 \end{bmatrix} = \begin{bmatrix} 1 & t_2t_1^{-1}x \\ 0 & 1 \end{bmatrix} \begin{bmatrix} t_2 & 0 \\ 0 & t_1 \end{bmatrix} \]
we have
\[ f_\phi(wa(t_1, t_2)n(x)w, s) = \frac{t_2}{t_1} |1-s| f_\phi(\nu(t_2t_1^{-1}x), s). \]
Hence
\[ \int_{F_v} f_\phi(\nu(x), s) \psi_v(-ux) dx = \frac{t_1}{t_2} |s| \phi_v(0, s), \]
Taking product, we obtain
\[ E_0(f_\phi, s, a(t_1, t_2)n(x)) = \frac{t_1}{t_2} |1-s| f_\phi(w, s) + \frac{|t_1|^s}{\zeta_{F_v}(2-2s)} \phi(0, s). \]
Similarly, for positive terms we have
\[ \int_{F_v} f_\phi(wa(t_1, t_2)n(x + x_0)w, s) \psi_v(-ux) dx \\
= \frac{t_2}{t_1} |1-s| \psi_v(ux_0) \int_{F_v} f_\phi(\nu(t_2t_1^{-1}x), s) \psi_v(-ux) dx \\
= \frac{t_1}{t_2} |s| \psi_v(ux_0) \int_{F_v} f_\phi(\nu(x), s) \psi_v(-ut_1^{-1}t_2^{-1}x) dx. \]
Plug in the formula
\[ \phi_v(u, s) = \zeta_{F_v}(2-2s) \int_{F_v} f_\phi(\nu(x), s) \psi_v(ux) dx. \]
we obtain
\[ \int_{F_v} f_\phi(\nu(x), s) \psi_v(-ux) dx \\
= \frac{|t_1|^s}{t_2 |s| \zeta_{F_v}(2-2s)} \phi_v(-ut_1^{-1}t_2^{-1}, s) \]
Taking product over all places yields the result. \( \Box \)
Proof of Theorem 4.1. From Proposition 4.2 we have
\[ E(f, \phi, s, \text{Id}) = a(1) + \frac{1}{Z_F(2 - 2s)} \sum_{\alpha \in F^\times} \mathcal{H}_s \phi(\alpha, s), \]
and
\[ E(f, \phi, s, w) = b(1) + \frac{1}{Z_F(2 - 2s)} \sum_{\alpha \in F^\times} \phi(\alpha, s). \]
But we have \( E(f, \phi, s, \text{Id}) = E(f, \phi, s, w) \), this gives
\[ Z_F(2 - 2s)a(1) + \sum_{\alpha \in F^\times} \mathcal{H}_s \phi(\alpha, s) = Z_F(2 - 2s)b(1) + \sum_{\alpha \in F^\times} \phi(\alpha, s), \]
which is our desired Poisson summation formula. \( \square \)

Remark: We can further evaluate
\[ f(\phi, \text{Id}, s) = \lim_{u \to 0} f(\phi(\nu(u)), s) = \lim_{u \to 0} \frac{1}{Z_F(2 - 2s)} \int_{\mathbb{A}_F} \phi(x, s) \psi(-ux) dx, \]
\[ f(\phi, w, s) = \lim_{u \to 0} f(\phi(\nu(u)w), s) = \lim_{u \to 0} \frac{1}{Z_F(2 - 2s)} \int_{\mathbb{A}_F} \phi(x, s) \psi(-u^{-1}x) dx. \]
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