METASTABILITY FOR THE ISING MODEL ON THE HEXAGONAL LATTICE
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Abstract. We consider the Ising model on the hexagonal lattice evolving according to Metropolis dynamics. We study its metastable behavior in the limit of vanishing temperature when the system is immersed in a small external magnetic field. We determine the asymptotic properties of the transition time from the metastable to the stable state up to a multiplicative factor and study the mixing time and the spectral gap of the Markov process. We give a geometrical description of the critical configurations and show how not only their size but their shape varies depending on the thermodynamical parameters. Finally we provide some results concerning polyiamonds of maximal area and minimal perimeter.

1. Introduction

A thermodynamical system, subject to a noisy dynamics, exhibits metastable behavior when it remains for a long time in the vicinity of a state that is a local minimum of the energy before reaching a more stable state through a sudden transition. On a short time scale, the system behaves as if it were in equilibrium whereas, on a long time scale, it moves between regions of its state space. This motion, linked to first order phase transitions, is triggered by the appearance of a critical microscopic configuration of the system via a spontaneous fluctuation or some external perturbation.

Several thermodynamical systems, such as magnets immersed into an external magnetic field, supercooled liquids or supersaturated gases, may show metastability. However this phenomenon is not exclusive of thermodynamical systems, but it appears in a plethora of diverse fields including biology, chemistry, computer science, economics.

Given the peculiar features of metastability outlined above, when studying the metastable behavior of a system one is typically interested in studying the properties of the transition time towards the stable state, the features of the critical configurations and the characterization of typical paths along which the transition takes place. This investigation has been carried over, in the literature, using mainly two different approaches: pathwise ([13, 21, 28, 31, 29, 30, 41, 42, 35, 39, 26]) and potential theoretic ([10, 11, 24, 3]). More recently, other techniques have been used in [5, 4, 23] and in [9].

In the context of metastability the stochastic Ising model, on the square and on the cubic lattice, evolving according to Glauber dynamics has been one of the main subjects of investigation (see, for instance, [6, 27, 37, 38]).
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In this paper we consider the Ising model on the hexagonal lattice at very low temperature, with isotropic interactions and in presence of a weak external magnetic field. We let the system evolve according to Glauber dynamics.

We identify both the stable and metastable state and we study the transition from the metastable state to the stable one. Since the system is at very low temperature, the transition probabilities of the dynamics are exponentially small. We compute the asymptotic expected value of the first hitting time of the stable state up to a multiplicative factor and determine its probability distribution. Moreover we provide an estimate of the mixing time of the chain and its spectral gap.

These results are obtained leveraging on both the pathwise and the potential theoretic approach widely adopted in the literature. However the shape of the droplets visited by the typical trajectories from the metastable to the stable state are heavily dependent on the geometry of the underlying lattice.

We give a characterization of the critical configurations triggering the transition and show that they exhibit a gate property. In particular, it is shown that, along with their size, also the shapes of the critical configurations are dependent on the relations between the parameters of the system. This characterization is achieved through a geometrical description of the spin configurations obtained by associating each cluster of spins with a polyiamond, that is a collection of faces of the triangular lattice.

To this end we provide some results concerning polyiamonds of minimal perimeter and maximal area, complementing those already present in the literature (e.g. [22, 33, 20]). In particular we show that quasi-hexagonal polyiamonds are the unique shapes that maximize the area for fixed perimeter and minimize perimeter for fixed area for different notions of perimeter. Recently, some of the authors of this paper studied a class of parallel dynamics (shaken dynamics in [1, 2]) connecting the Ising model on arbitrary graph and the Ising model on suitable bipartite graph. In particular, it has been shown how the shaken dynamics on the square lattice induces a collection of parallel dynamics on a family of Ising models on the hexagonal lattice with non-isotropic interaction where the spins in each of the two partitions are alternatively updated. This work, therefore, wants to serve also as a springboard to tackle the study of metastability for parallel dynamics on a whole family of hexagonal lattices analogously to what has been done for the homogeneous square lattice in [16, 17], see also [7, 15, 19, 34] for other examples.

In Section 2 we define the model and provide the main results. Section 3 is devoted to the description of the Ising configuration in terms of clusters and these are linked to polyiamonds. In Section 4 we prove the theorems concerning the recurrence of the system to either the stable or the metastable state whereas in Section 5 we identify the reference path. The other theorems linked to the metastable behavior of the system are proven in Section 6. Finally, in Section 7, we give our results concerning polyiamonds with the intent of providing a self contained set of tools that may be of use whenever the volume-surface competition plays a role in determining the properties of a statistical mechanics system living on the hexagonal lattice.

2. Model description and main results

2.1. Ising model on hexagonal lattice. Consider the discrete hexagonal lattice $\mathbb{H}^2$ embedded in $\mathbb{R}^2$ and let $T^2$ be its dual ($T^2$ is, therefore, a triangular lattice). Two sites of the discrete hexagonal lattice are said to be nearest neighbors when they share an edge of the lattice, see Figure 1.
Let $\Lambda$ be the subset of $\mathbb{H}^2$ obtained by cutting a parallelogram of side length $L$ along two of the coordinate axes of the triangular lattice. On $\Lambda$ defined as such we impose periodic boundary conditions. Note that $\Lambda$ contains $2L^2$ sites. To each site $i \in \Lambda$ we associate a spin variable $\sigma(i) \in \{-1, +1\}$. We interpret $\sigma(i) = +1$ (respectively $\sigma(i) = -1$) as indicating that the spin at site $i$ is pointing upwards (respectively downwards). On the configuration space $X := \{-1, +1\}^{\Lambda}$ we consider the Hamiltonian function $H : X \to \mathbb{R}$ defined as

\begin{equation}
H(\sigma) := -\frac{J}{2} \sum_{i,j \in \Lambda, d(i,j)=1} \sigma(i)\sigma(j) - \frac{h}{2} \sum_{i \in \Lambda} \sigma(i),
\end{equation}

where $J > 0$ represents the ferromagnetic interaction between two spins, $h > 0$ is the external magnetic field and $d(\cdot, \cdot)$ is the lattice distance on $\mathbb{H}^2$. We will consider the case $h \in (0, 1)$ where, as it will be shown, the system exhibits a metastable behavior. Throughout the paper we will assume that $\frac{J}{2h} - \frac{1}{2}$ is not integer.

We consider a Markov chain $(X_t)_{t \in \mathbb{N}}$ on $X$ defined via the so called Metropolis Algorithm. The transition probabilities of this dynamics are given by

\begin{equation}
P(\sigma, \eta) = q(\sigma, \eta)e^{-\beta[H(\eta) - H(\sigma)]}, \quad \text{for all } \sigma \neq \eta,
\end{equation}

where $[\cdot]_+$ denotes the positive part and $q(\sigma, \eta)$ is a connectivity matrix independent of $\beta$, defined, for all $\sigma \neq \eta$, as

\begin{equation}
q(\sigma, \eta) = \begin{cases} 
\frac{1}{\mathcal{M}} & \text{if } \exists x \in \Lambda : \sigma(x) = \eta \\
0 & \text{otherwise}
\end{cases}
\end{equation}

where

\begin{equation}
\sigma^{(x)}(z) = \begin{cases} 
\sigma(z) & \text{if } z \neq x \\
-\sigma(x) & \text{if } z = x
\end{cases}
\end{equation}

Table 1 shows all possible single spin flip probabilities.
Table 1. Transition probabilities when the local configuration on the right is obtained from the local configuration on the left by changing the value of the central spin for all possible values of the neighboring spins. The probability that the change happens at the site at the center is uniform on all sites of Λ.

It is possible to check that \((X_t)_{t \in \mathbb{N}}\) is an ergodic-aperiodic Markov chain on \(\mathcal{X}\) satisfying the detailed balance condition
\[
\mu(\sigma)P(\sigma, \eta) = \mu(\eta)P(\eta, \sigma),
\]
with respect to the Gibbs measure
\[
\mu(\sigma) = \frac{e^{-\beta H(\sigma)}}{\sum_{\eta \in \mathcal{X}} e^{-\beta H(\eta)}},
\]
where \(\beta := \frac{1}{T} > 0\) is the inverse temperature.

Let
- \(+1\) be the configuration \(\sigma\) such that \(\sigma(i) = +1\) for every \(i \in \Lambda\);
- \(-1\) be the configuration \(\sigma\) such that \(\sigma(i) = -1\) for every \(i \in \Lambda\);

and assume, in the remainder, \(J \gg h > 0\), for \(h\) fixed. Under periodic boundary conditions, the energy of these configurations is, respectively
- \(H(+1) = -2L^2(3J + h)\),
- \(H(-1) = -2L^2(3J - h)\).
It is straightforward to check that $+1$ maximizes both sums in (1) and, consequently, we have the following

**Lemma 2.1.** $+1$ is the global minimum (or ground state) of the Hamiltonian (1).

In the remainder we will show that $-1$ is the unique metastable state, that is the deepest local minimum of the Hamiltonian (see Theorem 2.8).

### 2.2. Metastability: definitions and notation.

The problem of metastability is the study of the first arrival of the process $(X_t)_{t \in \mathbb{N}}$ to the set of the stable states, corresponding to the set of absolute minima of $H$, starting from an initial local minimum. Local minima can be ordered in terms of their increasing stability level, i.e., the height of the barrier separating them from lower energy states. More precisely, for any $\sigma \in \mathcal{X}$, let $\mathcal{I}_\sigma$ be the set of configurations with energy strictly lower than $H(\sigma)$, i.e.,

$$\mathcal{I}_\sigma := \{ \eta \in \mathcal{X} \mid H(\eta) < H(\sigma) \}.$$  

Let $\omega = \{\omega_1, \ldots, \omega_n\}$ be a finite sequence of configurations in $\mathcal{X}$, where, for each $k$ from 1 to $n-1$, $\omega_{k+1}$ is obtained from $\omega_k$ by a single spin flip. We call $\omega$ a path with starting configuration $\omega_1$ and final configuration $\omega_n$ and we denote the set of all these paths as $\Theta(\omega_1, \omega_n)$. We indicate the length of $\omega$ as $|\omega| = n$. We call communication height between two configurations $\sigma$ and $\eta$ the maximal height along the minimal path in $\Theta(\sigma, \eta)$, i.e.,

$$\phi(\sigma, \eta) := \min_{\omega \in \Theta(\sigma, \eta)} \max_{\zeta \in \omega} H(\zeta).$$

By $\Phi(\omega)$ we denote the communication height along the path $\omega = \{\omega_1, \ldots, \omega_n\}$, i.e. $\Phi(\omega) = \max_{i=1,\ldots,n} H(\omega_i)$. Similarly, we also define the communication height between two sets $A, B \subset \mathcal{X}$ as

$$\Phi(A, B) := \min_{\sigma \in A, \eta \in B} \Phi(\sigma, \eta).$$

Now we are able to formally define the stability level as

$$V_\sigma := \Phi(\sigma, \mathcal{I}_\sigma) - H(\sigma).$$

If $\mathcal{I}_\sigma$ is empty, then we define $V_\sigma = \infty$. We denote by $\mathcal{X}^*$ the set of global minima of the energy, and we refer to these as ground states. To define the set of metastable states, we introduce the maximal stability level

$$\Gamma_m := \max_{\sigma \in \mathcal{X} \setminus \mathcal{X}^*} V_\sigma.$$ 

The metastable states are those that attain the maximal stability level $\Gamma_m < \infty$, that is

$$\mathcal{X}^m := \{ y \in \mathcal{X} \mid V_y = \Gamma_m \}.$$ 

Since the metastable states are defined in terms of their stability level, a crucial role in our proofs is played by the set of all configurations with stability level strictly greater than $V$, that is

$$\mathcal{X}_V := \{ x \in \mathcal{X} \mid V_x > V \}.$$ 

We frame the problem of metastability as the identification of metastable states and the computation of transition times from the metastable states to the stable...
ones. To study the transition between $X^m$ and $X^s$, we define the first hitting time of $A \subset X$ starting from $\sigma \in X$

$$\tau^A_\sigma := \inf\{t > 0 \mid X_t \in A\}.$$  

Whenever possible we shall drop the superscript denoting the starting point $\sigma$ from the notation and we denote by $P_\sigma(\cdot)$ and $E_\sigma[\cdot]$ respectively the probability and the average along the trajectories of the process started at $\sigma$.

Now we define formally the energy barrier $\Gamma$ as

$$\Gamma := \Phi(m,s) - H(m)$$

with $m \in X^m$, $s \in X^s$.

In what follows we consider the set of paths realizing the minimal value of the maximal energy in the paths between any metastable state and the set of the stable states. To this end, we define the set of optimal paths.

**Definition 2.2.** We write $(A \to B)_{\text{opt}}$ to denote the set of optimal paths, i.e., the set of all paths from $A$ to $B$ realizing the min-max (8) in $X$ between $A$ and $B$.

Another basic notion is the set of saddles defined as the set of all maxima in the optimal paths between two configurations.

**Definition 2.3.** The set of minimal saddles between $\sigma, \eta \in X$ is defined as

$$\mathcal{S}(\sigma, \eta) := \{\zeta \in X \mid \exists \omega : \sigma \to \eta, \omega \ni \zeta \text{ such that } \max_{\xi \in \omega} H(\xi) = H(\zeta) = \Phi(\sigma, \eta)\}.$$  

$$\mathcal{S}(A, B) := \bigcup_{\Phi(\sigma, \eta) = \Phi(A, B)} \mathcal{S}(\sigma, \eta).$$

We focus on the subsets of saddles that are typically visited during the last excursion from a metastable state to the set of the stable states. To this end, we introduce the gates from metastability to stability, defined as the subsets of $\mathcal{S}$ visited by all the optimal paths. More precisely,

**Definition 2.4.** Given a pair of configurations $\sigma, \eta \in X$, we say that $W = W(\sigma, \eta)$ is a gate for the transition from $\sigma$ to $\eta$ if $W(\sigma, \eta) \subseteq \mathcal{S}(\sigma, \eta)$ and $\omega \cap W \neq \emptyset$ for all $\omega \in (\sigma \to \eta)_{\text{opt}}$.

Moreover,

**Definition 2.5.** A gate $W$ is a minimal gate for the transition from $\sigma$ to $\eta$ if for any $W' \subset W$ there exists $\omega' \in (\sigma \to \eta)_{\text{opt}}$ such that $\omega' \cap W' = \emptyset$.

For a given pair $\eta, \eta'$, there may be several disjoint minimal gates. We denote by $\mathcal{G}(\eta, \eta')$ the union of all minimal gates:

$$\mathcal{G}(\eta, \eta') := \bigcup_{W: \text{minimal gate for } (\eta, \eta')} W.$$  

Obviously, $\mathcal{G}(\sigma, \sigma') \subseteq \mathcal{S}(\sigma, \sigma')$ and $\mathcal{G}(\sigma, \sigma')$ is a gate (but in general it is not minimal). The configurations $\xi \in \mathcal{G}(\eta, \eta') \setminus \mathcal{G}(\eta, \eta')$ (if any) are called dead ends.

In words, a minimal gate is a minimal (by inclusion) subset of $\mathcal{S}(\sigma, \eta)$ that is visited by all optimal paths. The configurations in the minimal gates have the physical meaning of critical configurations and are central objects both from a probabilistic and from a physical point of view.
To study the function $H(\sigma)$ it is convenient to associate to each configuration $\sigma \in \mathcal{X}$ certain geometrical objects and, then, to study their properties.

To this end, recall that $\mathbb{H}^2$ is the discrete hexagonal lattice embedded in $\mathbb{R}^2$ and denote by $\mathbb{T}^2$ its dual, i.e. $\mathbb{T}^2$ is the discrete triangular lattice embedded in $\mathbb{R}^2$. Given a configuration $\sigma \in \mathcal{X}$, consider the set $C(\sigma) \subseteq \Lambda$ defined as the union of the closed triangular faces centered at sites $i$ with the boundary contained in $\mathbb{T}^2$ and such that $\sigma(i) = +1$ (see Figure 1) and look at the maximal connected components $C_1, \ldots, C_m, m \in \mathbb{N}$, of $C(\sigma)$. If a maximal connected component wraps around the torus it is called a plus strip, otherwise it is called a cluster (of pluses). This construction leads to a bijection that associates to each configuration a collection of its clusters and plus strips. Likewise, other geometrical objects may be associated to a configuration $\sigma$ by considering the connected components of triangular faces centered at the sites of the lattice with spin value minus one. Among these, there could be a connected component which contains two or three lines that wrap around the torus parallel to the coordinate axes of $\mathbb{T}^2$. If this is the case, the component is called a sea of minuses. Similarly, if there is only one line that wraps around the torus we call it a minus strip. The other connected components of triangular faces centered at minus spins are called holes.

Given a configuration $\sigma \in \mathcal{X}$ we denote by $\gamma(\sigma)$ its Peierls contour that is the boundary of the clusters. Note that Peierls contours live on the dual lattice $\mathbb{T}^2$ and are the union of piecewise linear curves separating spins with opposite sign in $\sigma$.

In this setting, it is immediate to see that for each configuration $\sigma$ we have

$$H(\sigma) - H(-1) = J|\gamma(\sigma)| - hN^+(\sigma), \tag{19}$$

where

$$N^+(\sigma) = \sum_{x \in \Lambda} \frac{\sigma(x) + 1}{2}, \tag{20}$$

represents the number of plus spins. In this way the energy of each configuration is associated to the area and the length of the boundary of a suitable collection of triangular faces.

Call $r^*$ the critical radius:

$$r^* := \left\lfloor \frac{J}{2h} - \frac{1}{2} \right\rfloor, \tag{21}$$

and let $\delta \in (0, 1)$ be the fractional part of $\frac{J}{2h} - \frac{1}{2}$, that is

$$\delta = \frac{J}{2h} - \frac{1}{2} - r^*. \tag{22}$$

We will show that for our model the energy barrier $\Gamma$ is equal to

$$\Gamma_{\text{Hex}} := \begin{cases} -6r^2h + 6r^*J - 10r^*h + 7J - 5h & \text{if } 0 < \delta < \frac{1}{2} \\ -6(r^* + 1)^2h + 6(r^* + 1)J - 2(r^* + 1)h + 3J - h & \text{if } \frac{1}{2} < \delta < 1 \end{cases} \tag{23}$$

The value of $\Gamma_{\text{Hex}}$ is obtained by computing the energy of the critical configurations. We will see that these configurations consist of a cluster having a shape that is close to a hexagon of radius $r^*$ and, in particular, we will compute the critical area to be

$$A_1^* = 6r^2 + 10r^* + 5 \quad \text{if } 0 < \delta < \frac{1}{2},$$

$$A_2^* = 6(r^* + 1)^2 + 2(r^* + 1) + 1 \quad \text{if } \frac{1}{2} < \delta < 1. \tag{24}$$
2.3. Main results. Our results concerning the metastable behavior of the model are given under the assumption that the torus is large compared to the size of the critical clusters. More precisely, throughout the paper we assume the following

**Condition 2.6.** The magnetic field $h$, the ferromagnetic interaction $J$ and the torus $\Lambda$ are such that $0 < h < 1$, $J \geq 2h$, $\frac{J}{2h} - \frac{1}{2}$ is not integer, and $|\Lambda| \geq (\frac{4J}{\pi})^2$ is finite.

Note that the assumption $\frac{J}{2h} - \frac{1}{2}$ not integer is made so to avoid strong degeneracy of the critical configurations. Similar assumptions are common in literature (see e.g., [6, 12, 19, 14]). Further observe that Theorems 2.8, 2.10, 2.12 and Remark 2.11 are expected to hold also in the case of free boundary conditions. As far as Theorem 2.9 is concerned, then the estimate of the prefactor is a bit more delicate. However it is reasonable to think that an analogous result holds, at least asymptotically, as $|\Lambda| \rightarrow \infty$ (independently of $\beta$).

We say that a function $\beta \mapsto f(\beta)$ is super exponentially small (SES) if

$$\lim_{\beta \to \infty} \log f(\beta) = -\infty.$$ 

With this notation we can state our first theorem concerning the recurrence of the system to either the state $-1$ or $+1$.

**Proposition 2.7.** (Recurrence property). If $V^* = 2J$, then $X_{V^*} = \{-1, +1\}$ and for any $\epsilon > 0$, the function

$$\beta \mapsto \sup_{\sigma \in X} \mathbb{P}_\sigma (\tau_{X_{V^*}} > e^{\beta(V^* + \epsilon)})$$

is SES.

Equation (25) implies that the system reaches with high probability either the state $-1$ (which is a local minimizer of the Hamiltonian) or the ground state in a time shorter than $e^{\beta(V^* + \epsilon)}$, uniformly in the starting configuration $\sigma$ for any $\epsilon > 0$. In other words we can say that the dynamics speeded up by a time factor of order $e^{V^*}$ reaches with high probability $\{-1, +1\}$. In Corollary 4.6 we give a geometrical description of $X_V$ for $V = J - h$ and we discuss the behavior of the speeded up dynamics by a time factor of order $e^{\beta(J-h)}$.
In the next theorem we identify the metastable state and we compute the maximal stability level. Recalling the Definition of \( \Gamma_{\text{Hex}} \) in Equation (23) we have

**Theorem 2.8.** \textit{(Identification of metastable state)} \( X_m = \{-1\} \) and \( \Gamma_m = \Gamma_{\text{Hex}} \).

In the next theorems, we give the asymptotic behavior (for \( \beta \to \infty \)) of the transition time for the system started at the metastable state. In particular, in Theorem 2.9 we estimate the expected value of the transition time and in Theorem 2.10 we give its asymptotic distribution.

**Theorem 2.9.** \textit{(Sharp estimates of \( \tau_{\pm 1} \))} For \( \beta \) large enough, we have

\[
\mathbb{E}_{-1}[\tau_{\pm 1}] = \frac{1}{k} e^{\beta \Gamma_{\text{Hex}}} (1 + o(1)),
\]

where

\[
k = \begin{cases} 
5(r^* + 1) & \text{if } \delta \in (0, \frac{1}{2}), \\
10(r^* + 1) & \text{if } \delta \in (\frac{1}{2}, 1).
\end{cases}
\]

**Theorem 2.10.** \textit{(Asymptotic distribution of \( \tau_{\pm 1} \))}

Let \( T_{\beta} := \inf\{n \geq 1 \mid \mathbb{P}_{-1}(\tau_{\pm 1} \leq n) \geq 1 - e^{-1}\} \)

\[
\lim_{\beta \to \infty} \mathbb{P}_{-1}(\tau_{\pm 1} > t T_{\beta}) = e^{-t}
\]

and

\[
\lim_{\beta \to \infty} \frac{\mathbb{E}_{-1}(\tau_{\pm 1})}{T_{\beta}} = 1.
\]

The two previous Theorems imply the following result.

**Remark 2.11.** \textit{(Asymptotic behavior of \( \tau_{\pm 1} \) in probability)} For any \( \epsilon > 0 \), we have

\[
\lim_{\beta \to \infty} \mathbb{P}_{-1}(e^{\beta (\Gamma_{\text{Hex}} - \epsilon)} < \tau_{\pm 1} < e^{\beta (\Gamma_{\text{Hex}} + \epsilon)}) = 1.
\]

To prove Theorem 2.10 a rather detailed knowledge of the geometry of the critical configurations is required. However, though the result of Remark 2.11 is weaker, it can be proven independently of Theorem 2.10 without such a detailed study.

The following theorem gives an estimate of the mixing time and the spectral gap for our model.

**Theorem 2.12.** \textit{(Mixing time and spectral gap)} For any \( 0 < \epsilon < 1 \) we have

\[
\lim_{\beta \to \infty} \frac{1}{\beta} \log \tau^{\text{mix}}(\epsilon) = \Gamma_{\text{Hex}},
\]

and there exist two constants \( 0 < c_1 < c_2 < \infty \) independent of \( \beta \) such that for every \( \beta > 0 \)

\[
c_1 e^{-\beta (\Gamma_{\text{Hex}} + \gamma_1)} \leq \rho_\beta \leq c_2 e^{-\beta (\Gamma_{\text{Hex}} - \gamma_2)},
\]

where \( \gamma_1, \gamma_2 \) are functions of \( \beta \) that vanish for \( \beta \to \infty \), and \( \rho_\beta \) is the spectral gap.
In the theorems below, we characterize the gate for the transition from $-1$ to $+1$. To do this, we give an intuitive definition of the configurations denoted by $\tilde{S}(A_i^*)$ and $\tilde{D}(A_i^*)$ that play the role of critical configurations. $\tilde{S}(A_i^*)$ is a configuration with a cluster such that its area is $A_i^*$ and its shape is that in Figure 3 (a)-(c); $\tilde{D}(A_i^*)$ is a configuration with a cluster such that its area is $A_i^*$ and its shape is that in Figure 3 (b)-(d). We refer the reader to Notation 3.21 for a precise definition of $\tilde{S}(A_i^*)$ and to Corollary 5.6 for the values of $A_i^*$ with $i \in \{1, 2\}$. We observe that $\Gamma_{Hex}$ is equal to $H(\tilde{S}(A_i^*)) - H(-1)$. See Figure 2 to have the two pictures of standard clusters with area $A_i^*$ according to the values of parameters.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{On the left there are two examples of two configurations $\tilde{S}(A_i^*)$, $\tilde{D}(A_i^*)$ belonging to the gate for $\delta \in (0, 1/2)$. On the right there are other two examples $\tilde{S}(A_i^*)$, $\tilde{D}(A_i^*)$ for $\delta \in (1/2, 1)$.}
\end{figure}

Theorem 2.13. (Gate) Given $\delta \in (0, 1)$, $A_i^* \in \{A_1^*, A_2^*\}$ in (24). We have that any optimal path $\omega \in (-1 \to +1)_{opt}$ visits $\tilde{S}(A_i^*) \cup \tilde{D}(A_i^*)$, i.e. there exists an integer $j$ such that $\omega \ni \omega_j \equiv \tilde{S}(A_i^*)$ or $\omega \ni \omega_j \equiv \tilde{D}(A_i^*)$. In other words $\tilde{S}(A_i^*) \cup \tilde{D}(A_i^*)$ is the union of all minimal gates from $-1$ to $+1$.

From a physical point of view, the configurations in the gate are those that must be visited, for a system at very low temperature, in order for the transition to the stable state to take place. Moreover, the characterization of the gate allows to compute the sharp estimates for the transition time in Theorem 2.9 using a potential theoretic approach. Using solely a pathwise approach, exponential asymptotics for the expected transition time could have been obtained as well without this detailed description of the gate. To this purpose, using the model dependent results of Theorem 2.8, one could apply [32, Theorem 4.9] (setting $\eta_0 = \{-1\}$) to get

$$\lim_{\beta \to \infty} \frac{1}{\beta} \log \mathbb{E}_{-1}[\tau_{+1}] = \Gamma_{Hex}.\tag{33}$$

3. Geometry of the model

Since the faces of a cluster live naturally on the triangular lattice it is beneficial to associate clusters to plane polyforms obtained by joining equilateral triangles along their edges (polyiamonds). In this way it will be possible to characterize spin configurations that are relevant for the dynamics under consideration in terms of the area and the perimeter of the polyiamond associated to their clusters. Though we will consider polyiamonds to study the Ising model on the hexagonal lattice, the properties that will derive may be of use to study other statistical mechanics lattice models for which the notion of clusters may be linked to that of polyiamonds.
Definition 3.1. A polyiamond $P \subset \mathbb{R}^2$ is a finite maximally edge-connected union of faces of the lattice $\mathbb{T}^2$. Each face belonging to the polyiamond is called triangular unit whereas the faces of $\mathbb{T}^2$ outside of $P$ are called empty triangular units.

We remark that two faces are not connected if they share a single point.

Note that with this construction there is a bijection between clusters of plus spins not wrapping around the torus and polyiamonds. Analogously, minus spins are associated to the empty triangular units of the lattice $\mathbb{T}^2$. Strictly speaking, this mapping is different from the one introduced before which is a bijection between the configuration space $\mathcal{X}$ and the set of sea of minuses, strips, clusters and holes. Both these bijections are relevant in the entire paper.

Definition 3.2. An elementary rhombus is a set of two triangular units that share an edge.

In the remainder of the Section we will give those definitions and provide the key results concerning polyiamonds that are used in Sections 4 and 5 whereas a more comprehensive and self-contained discussion on polyiamonds is deferred to Section 7.

Definition 3.3. The area $A$ of a polyiamond is the number of its triangular units. For any polyiamond $P$, we denote its area by $||P||$. Analogously for any cluster $C$, we denote by $||C||$ the number of plus spins in $C$.

Definition 3.4. The boundary of a polyiamond $P$ is the collection of unit edges of the lattice $\mathbb{T}^2$ such that each edge separates a triangular unit belonging to $P$ from an empty triangular unit. The edge-perimeter $p(P)$ of a polyamond $P$ is the cardinality of its boundary.

In other words the perimeter is given by the number of interfaces on the discrete triangular lattice $(\mathbb{T}^2)$ between the sites inside the polyiamond and those outside. If not specified differently, we will refer to the edge-perimeter simply as perimeter.

Definition 3.5. The external boundary of a polyiamond consists of the connected components of the boundary such that for each edge there exists a hexagonal-path in $\mathbb{H}^2$ which connects this edge with infinity without intersecting the polyiamond. The internal boundary of a polyiamond consists of the connected components of the boundary that are not external. The external perimeter, respectively the internal perimeter, of a polyiamond is the cardinality of the external, respectively internal, boundary.

Definition 3.6. A hole of a polyiamond $P$ is a finite maximally connected component of empty triangular units surrounded by the internal boundary of $P$.

We refer to holes consisting of a single empty triangle as elementary holes.

Definition 3.7. Orient the external boundary counter-clockwise and internal boundary clockwise. For each pair of oriented edges, the angle defined rotating counter-clockwise the second edge on the first edge is called internal angle. See Figure 4.

Definition 3.8. A polyiamond is regular if it has only internal angles of $\pi$ and $\frac{2}{3}\pi$ and it has no holes.
Figure 4. An example of polyiamond with in blue the external boundary oriented counter-clockwise, and in green the internal boundary oriented clockwise. In red, some internal angles of the polyiamond.

We note that a regular polyiamond has the shape of a hexagon.

**Definition 3.9.** A polyiamond is a regular hexagon if it is a regular polyiamond with all equal sides. We denote by $E(r)$ the regular hexagon, where $r$ is its radius.

**Definition 3.10.** A bar $B(l)$ with larger base $l$ is a set of $||B(l)|| = 2l - 1$ triangular units obtained as a difference between an equilateral triangle with side length $l$ and another equilateral triangle with side length $l - 1$ (see Fig. 5).

Figure 5. The lightly shaded triangular units form a bar with larger base $l$ and it is obtained as difference between an equilateral triangle with side length $l$ and an equilateral triangle with side length $l - 1$.

**Definition 3.11.** We denote by $E_{B_1}(r)$ the polyiamond obtained by attaching a bar $B(r)$ along its larger base to the a side of the regular hexagon, see Figure 6, so that $E_{B_1}(r)$ is contained in $E(r+1)$. Analogously, we denote by $E_{B_i}(r)$ for $i = 2, \ldots, 5$ the polyiamonds obtained by attaching a bar $B(r + 1)$ along its larger base to a suitable side of $E_{B_{i-1}}(r)$ so that, again, $E_{B_i}(r)$ is contained in $E(r+1)$ Finally, we denote by $E_{B_6}(r)$ the polyiamond obtained by attaching a bar $B(r + 2)$ along its larger base to $E_{B_5}(r)$ so to obtain $E(r + 1)$. We call $E_{B_i}(r)$ a quasi-regular
hexagon, where $r$ is the radius of the regular hexagon $E(r)$ and $i \in \{1, \ldots, 6\}$ is the number of bars attached to it.

Note that $E_{B_i}(r)$ is defined up to translations and rotations of $\frac{z \pi}{3}$ for $z \in \mathbb{Z}$. Moreover $E_{B_0}(r) := E(r)$ and $E(r + 1) \equiv E_{B_6}(r)$.

**Figure 6.** On the left a quasi-regular hexagon $E_{B_1}(4)$. We observe that the cardinality of $B_1$ of $E_{B_1}(3)$ is $||B_1|| = 2r - 1 = 5$. On the right a quasi-regular hexagon $E_{B_4}(3)$. We observe that the cardinality of $B_1$ of $E_{B_4}(3)$ is $||B_1|| = 2r - 1 = 5$, while the cardinality of $B_i$ of $E_{B_4}(3)$ is $||B_i|| = 2r + 1 = 7$ with $i = 2, \ldots, 4$.

**Definition 3.12.** An incomplete bar of cardinality $k < 2l - 1$ is an edge-connected subset of a bar $B(l)$ attached to a hexagon along its longest base, see Figure 7.

Observe that an incomplete bar has either the shape of a trapezoid or of a parallelogram with height of size $\sqrt{3} / 2$.

**Figure 7.** On the left an incomplete bar having the shape of a trapezoid and of cardinality $k = 5$ attached to the regular hexagon $E(4)$. We observe that the cardinality of the bar containing the incomplete bar is $||B_1|| = 7 > k$. On the right an incomplete bar with the shape of a parallelogram of cardinality $k = 4$, attached to the quasi-regular hexagon $E_{B_4}(3)$. We observe that the cardinality of the bar containing the incomplete bar is $||B_6|| = 9 > k$. Both configurations are examples of standard polyiamonds.

**Definition 3.13.** For any $A \in \mathbb{N}$, the minimal quasi-regular hexagon $R_A$ is the smallest quasi-regular hexagon containing at least $A$ triangular units.
Thus, \( R_A \) has area \( A + k \), where \( k \) is the smallest number of triangular units added to \( P \) to build a quasi-regular hexagon.

**Definition 3.14.** For any \( A \in \mathbb{N} \), the maximal quasi-regular hexagon \( R_A' \) is the largest quasi-regular hexagon containing at most \( A \) triangular units.

Thus, \( R_A' \) has area \( A - q \), where \( q \) is the smallest number of triangular units that must be removed from \( P \) to build a quasi-regular hexagon.

**Definition 3.15.** A canonical polyiamond of area \( A \), denoted by \( \tilde{S}(A) \), is a quasi-regular hexagon \( E_{B_i}(r) \), for \( i \in \{0, \ldots, 5\} \), with possibly an additional incomplete bar of cardinality \( k \) and such that it is contained in \( E_{B_{i+1}}(r) \) (see Fig. 7).

**Definition 3.16.** Orient the external boundary clockwise and attach an incomplete bar to \( E_{B_i}(r) \), for \( i \in \{0, \ldots, 5\} \), following this orientation. We call this canonical polyiamond standard polyiamond and denote it by \( S(A) \).

**Definition 3.17.** A polyiamond consisting of a quasi-regular hexagon with two triangular units attached to one of its longest sides at triangular lattice distance 2 one from the other is called defective and is denoted by \( \tilde{D}(A) \), where \( A \) is the area (see the second shape in Figure 14).

Note that a standard polyiamond \( S(A) \) is determined solely by its area \( A \). We characterize \( S(A) \) in terms of its radius \( r \), the number \( i \) of bars attached to the regular hexagon \( E(r) \) to obtain \( E_{B_i}(r) \) and the cardinality \( k \) of the possibly incomplete bar. The values of \( r \), \( i \) and \( k \) for any value of \( A \), together with the minimal and the maximal quasi-regular hexagons \( R_A \) and \( R_A' \), can be obtained with the following:

**Algorithm 3.18.** Construction of standard polyiamond with area \( A \). Given \( A \) as input, the outputs \( r \), \( k \), \( i \), \( R_A \), \( R_A' \) are obtained by:

1) Set \( r = \lceil \sqrt{\frac{A}{6}} \rceil \).

2) Let \( l \) be the difference between \( A \) and \( 6r^2 \), i.e., \( l = A - 6r^2 \):
   a) If \( l = 0 \), then \( R_A = R_A' = E(r) \); \( i = 0 \), \( k = 0 \).
   b) If \( l - (2r - 1) < 0 \), then \( R_A = E_{B_1}(r) \) and \( R_A' = E(r) \); \( i = 0 \), \( k = A - \|R_A'\| \).
   c) If \( l - (2r - 1) = 0 \), then \( R_A = R_A' = E_{B_1}(r) \); \( i = 1 \), \( k = 0 \).
   d) If \( l - ((2r - 1) + (2r + 1)) < 0 \), then \( R_A = E_{B_1}(r) \) and \( R_A' = E_{B_1}(r) \);
      \( i = 1 \), \( k = A - \|R_A'\| \).
   e) If \( l - ((2r - 1) + (2r + 1)) = 0 \), then \( R_A = R_A' = E_{B_2}(r) \); \( i = 2 \), \( k = 0 \).
   f) If \( l - ((2r - 1) + 2(2r + 1)) < 0 \), then \( R_A = E_{B_2}(r) \) and \( R_A' = E_{B_2}(r) \);
      \( i = 2 \), \( k = A - \|R_A'\| \).
   g) If \( l - ((2r - 1) + 2(2r + 1)) = 0 \), then \( R_A = R_A' = E_{B_2}(r) \); \( i = 3 \), \( k = 0 \).
   h) If \( l - ((2r - 1) + 3(2r + 1)) < 0 \), then \( R_A = E_{B_2}(r) \) and \( R_A' = E_{B_2}(r) \);
      \( i = 3 \), \( k = A - \|R_A'\| \).
   i) If \( l - ((2r - 1) + 3(2r + 1)) = 0 \), then \( R_A = R_A' = E_{B_2}(r) \); \( i = 4 \), \( k = 0 \).
For any

\[ l - ((2r - 1) + 4(2r + 1)) < 0, \quad \text{then } R_A = E_{B_i}(r) \text{ and } R'_A = E_{B_i}(r); \]
\[ i = 4, \quad k = A - \|R'_A\|. \]

If \( l - ((2r - 1) + 4(2r + 1)) = 0, \) then \( R_A = R'_A = E_{B_i}(r); \) \( i = 5, k = 0. \)

If \( l - ((2r - 1) + 4(2r + 1) + (2r + 3)) < 0, \) then \( R_A = E_{B_i}(r) \) and \( R'_A = E_{B_i}(r); i = 5, k = A - \|R'_A\|. \)

Once the standard polyiamonds of area \( A \) have been described in the previous terms, it is straightforward to write their perimeter as follows:

**Remark 3.19.** The perimeter of \( S(A) \) is \( p(A) = 6r + i + \mathbb{1}_{\{k>0\}} + \mathbb{1}_{\{k>0 \text{ even}\}} \) with \( r, i \) and \( k \) given by the previous algorithm.

**Notation 3.20.** We denote by \( E(r) \) the configuration \( \sigma \in \mathcal{X} \) such that \( \sigma \) has a unique cluster (of pluses) with shape \( E(r) \). We denote by \( E_{B_i}(r) \) the configuration \( \sigma \in \mathcal{X} \) such that \( \sigma \) has a unique cluster (of pluses) with shape \( E_{B_i}(r) \).

**Notation 3.21.** We denote by \( \tilde{S}(A) \) (respectively \( S(A), \tilde{D}(A) \)) the configuration \( \sigma \in \mathcal{X} \) such that \( \sigma \) has a unique cluster (of pluses) with shape \( \tilde{S}(A) \) (respectively \( S(A), \tilde{D}(A) \)).

Each of these geometrical definitions and properties can be extended from polyiamonds to clusters. So, for example, when we call a cluster standard cluster, our meaning is that the cluster has the shape and the properties of a standard polyiamond.

The next Theorem states that the set of polyiamonds of minimal perimeter and area \( A \) contains the set of standard polyiamonds with area \( A \). In other words, standard polyiamonds minimize the perimeter for any given number of triangular units.

**Theorem 3.22.** For any \( A \in \mathbb{N} \) the perimeter of a polyiamond \( P \) of area \( A \) is at least \( p(S(A)) \) where \( p(S(A)) \) is the perimeter of a standard polyiamond \( S(A) \).

Considering the construction of minimal \( R_A \) and maximal \( R'_A \) quasi-regular hexagon given in the algorithm 3.18, we get immediately the following:

**Corollary 3.23.** For any \( A \) positive integer there exist four positive integers \( r, k_1, k_2 \) and \( k_3 \) such that one of the following conditions applies:

1. \( A = 6r^2 + k_1 \) with \( 0 \leq k_1 < 2r - 1 \). Then the set of polyiamonds of area \( A \) and minimal perimeter contains the polyiamond \( S(6r^2 + k_1) \).
2. \( A = 6r^2 + 2r - 1 + k_2 \) with \( 0 \leq k_2 < 2r + 1 \). Then the set of polyiamonds of area \( A \) and minimal perimeter contains the polyiamond \( S(6r^2 + 2r - 1 + k_2) \).
3. \( A = 6r^2 + 4r + k_2 \) with \( 0 \leq k_2 < 2r + 1 \). Then the set of polyiamonds of area \( A \) and minimal perimeter contains the polyiamond \( S(6r^2 + 4r + k_2) \).
4. \( A = 6r^2 + 6r + 1 + k_2 \) with \( 0 \leq k_2 < 2r + 1 \). Then the set of polyiamonds of area \( A \) and minimal perimeter contains the polyiamond \( S(6r^2 + 6r + 1 + k_2) \).
5. \( A = 6r^2 + 8r + 2 + k_2 \) with \( 0 \leq k_2 < 2r + 1 \). Then the set of polyiamonds of area \( A \) and minimal perimeter contains the polyiamond \( S(6r^2 + 8r + 2 + k_2) \).
(6) $A = 6r^2 + 10r + 3 + k_3$ with $0 \leq k_3 < 2r + 3$. Then the set of polyiamonds of area $A$ and minimal perimeter contains the polyiamond $S(6r^2 + 10r + 3 + k_3)$.

Moreover, the next lemma, proved in Section 7, states that for some specific values of the area $A$ there exists a unique class of polyiamonds that minimize the perimeter, namely the class of quasi-regular hexagons with area $A$.

**Lemma 3.24.** If the area $A$ of a polyiamond is $6r^2 + 2mr + (m - 2)1_{\{m>0\}}$ for $m \in \{0, 1, \ldots, 5\}$ the set of polyiamonds of area $A$ and minimal perimeter contains only the quasi-regular hexagons.

**Proof of Lemma 3.24.** Note that areas of the form $6r^2 + 2mr + (m - 2)1_{\{m>0\}}$ for $m \in \{0, 1, \ldots, 5\}$ are compatible with the area of quasi-regular hexagons. Let $A$ be the area of a quasi-regular hexagon and let $\bar{p}$ be its edge-perimeter. The Lemma is clearly implied by Lemma 7.6. $\Box$

4. Recurrence proposition

The goal of this Section is to prove Proposition 2.7. To achieve it we give some definitions. Recalling (21) and (24), we divide the set of standard clusters into three classes: supercritical, critical and subcritical clusters.

**Definition 4.1.** We call a standard cluster supercritical (respectively subcritical) if it has the shape of $S(A)$ with area $A > A^*_i$ (respectively $A < A^*_i$) for $i \in \{1, 2\}$. A critical standard cluster is a standard cluster which has the shape of $S(A)$ with area $A = A^*_i$.

We will see that supercritical standard clusters have the tendency to grow with high probability, whereas subcritical standard clusters have the tendency to shrink with high probability.

The following Definition distinguishes if two or more regular clusters of a configuration do interact or they do not.

**Definition 4.2.** Two regular clusters $Q$ and $Q'$ are non-interacting if $d(Q, Q') > 2$, where $d$ is the lattice distance. Otherwise, the two regular clusters are called interacting.

We recall Definition 3.7 and we extend it to clusters.

**Definition 4.3.** We call a corner of a standard cluster $C$ the pair of triangular faces of $C$ contained in the internal angle of $\frac{2}{3} \pi$.

4.1. Recurrence property to the set $\mathcal{X}_{J-\alpha}$. In this Section we identify the configurations in $\mathcal{X}_{J-\alpha}$, that is those configurations having a “small” stability level, and partition this set into five subsets. This partition will turn out to be convenient in the next Section.

**Lemma 4.4.** A configuration $\sigma$ that satisfies at least one of the following conditions is not in $\mathcal{X}_0$:

(1) $\sigma$ has either a cluster or a plus strip $C$ with an internal angle of $\frac{5}{3} \pi$;

(2) $\sigma$ has either a cluster or a plus strip $C$ with an internal angle of $\frac{1}{3} \pi$. 
Moreover, a configuration $\sigma$ is not in $X_{J-h}$ if the cluster or the plus strip $C$ has an internal angle of $\frac{4}{3}\pi$.

**Proof of Lemma 4.4.** Suppose that $C$ has an internal angle $\alpha = \frac{5}{3}\pi$. Let $j$ be the site at distance one to a site in $C$ such that $\sigma(j) = -1$ and that belongs to the closed triangular face intersecting the boundary of $C$ in two or more edges, see Figure 8, case (a). Since by Table 1

$$H(\sigma^{(j)}) - H(\sigma) = -(J + h) < 0, \quad \sigma^{(j)} \text{ belongs to } \mathcal{I}_\sigma.$$ 

Thus the stability level is equal to $V_\sigma = 0$ and it follows that $\sigma \notin X_0$.

![Figure 8](https://example.com/figure8.png)

**Figure 8.** On the left hand side (center) we depict the site $j$ as in case 1. (case 2.). On the right hand side we depict the two sites $j_1, j_2$ when $\sigma$ has an internal angle of $\frac{4}{3}\pi$.

Suppose now that $C$ has an internal angle $\alpha = \frac{1}{3}\pi$. Let $j$ be a site such that $\sigma(j) = +1$ and that belongs to the closed triangular face of $C$ intersecting its boundary in two edges, see Figure 8, case (b). Since by Table 1

$$H(\sigma^{(j)}) - H(\sigma) = -(J - h) < 0, \quad \sigma^{(j)} \text{ belongs to } \mathcal{I}_\sigma.$$ 

Thus the stability level is equal to $V_\sigma = 0$ and it follows that $\sigma \notin X_0$.

Next we prove that if a configuration $\sigma$ has a cluster or a plus strip $C$ with an internal angle of $\frac{4}{3}\pi$, then $\sigma \notin X_{J-h}$. Suppose that $C$ has an internal angle $\alpha = \frac{4}{3}\pi$. We construct a path that starts from $\sigma \equiv \omega_0$ and we define $\omega_1$ as follows. Let $j_1, j_2$ be two sites such that $\sigma(j_1) = \sigma(j_2) = -1, d(j_1, j_2) = 1$ and let each of them belong to one closed triangular face intersecting the boundary of $C$ in one edge, see Figure 8, case (c). Pick one of the two sites, for example $j_1$ and flips its spin, i.e., $\omega_1 := \omega_0^{(j_1)}$. Then flip the spin of $j_2$, i.e. $\omega_2 := \omega_1^{(j_2)}$. The stability level is bounded above by

$$V_\sigma \leq H(\omega_1) - H(\omega_0) = J - h,$$

indeed the configuration $\omega_2$ is in $\mathcal{I}_\sigma$ since

$$H(\omega_2) - H(\omega_0) = (H(\omega_2) - H(\omega_1)) + (H(\omega_1) - H(\omega_0)) = -(J + h) + (J - h) = -2h < 0.$$

Thus $\sigma \notin X_{J-h}$.  \hfill $\Box$

**Corollary 4.5.** A configuration $\sigma \in X_{J-h}$ if it only has non-interacting clusters or plus strips with internal angles of $\frac{4}{3}\pi$ or $\pi$ only.
Proof of Corollary 4.5. Suppose $\sigma \in \mathcal{X}_{J-h}$. By Lemma 4.4, it follows that the clusters (or the plus strips) of $\sigma$ do not have angles of $\frac{5}{3}\pi$, $\frac{1}{3}\pi$ and $\frac{4}{3}\pi$. So, either $\sigma \equiv +1$ or the clusters (or the plus strips) of $\sigma$ have only internal angles of $\pi$ and $\frac{2}{3}\pi$.

We observe that if two clusters $C_1$ and $C_2$ are interacting, there exists a triangular face with minus spin that shares a side with the external boundary of $C_1$ and a side with the external boundary of $C_2$. This case can be treated as the case of cluster with an internal angle of $\frac{5}{3}\pi$, therefore by Lemma 4.4 these configurations do not belong to $\mathcal{X}_{J-h}$. □

Partition of $\mathcal{X}_{J-h}$. We partition the set $\mathcal{X}_{J-h}\{-1, +1\}$ into four subsets $Z, R, U, Y$. $Z$ is the set of configurations consisting of a single quasi-regular hexagonal cluster, see Figure 9. More precisely, $Z = Z_1 \cup Z_2$, where:

- $Z_1$ is the collection of configurations such that there exists only one cluster with shape $E_{B_m}(r) \subset \Lambda$ with $r \leq r^*$ and $m \in \{0, 1, 2, 3, 4, 5\}$;
- $Z_2$ is the collection of configurations such that there exists only one cluster with shape $E_{B_m}(r) \subset \Lambda$ with $r \geq r^* + 1$ and $m \in \{0, 1, 2, 3, 4, 5\}$.

We define the set $R$ to be the set of configurations consisting of a single regular cluster see Figure 9. Formally, $R = R_1 \cup R_2$, where:

- $R_1$ is the collection of configurations such that there exists only one cluster with hexagonal shape $E \subset \Lambda$ such that it contains the greatest quasi-regular hexagon with radius $r \leq r^*$;
- $R_2$ is the collection of configurations such that there exists only one cluster with hexagonal shape $E \subset \Lambda$ such that it contains the greatest quasi-regular hexagon with radius $r \geq r^* + 1$.

![Figure 9](image-url) On the left an example of configuration in $Z$, on the right an example of configuration in $R$.

The set $U$ contains all configurations with more than one hexagonal cluster of the types in $Z_1, Z_2, R_1, R_2$, see Figure 10. More precisely, we have $U = U_1 \cup U_2$, where:

- $U_1$ is the collection of configurations such that there exists a family of non-interacting clusters with hexagonal shape such that it contains the greatest quasi-regular hexagon with radius $r \leq r^*$;
• $U_2$ is the collection of configurations such that there exists a family of clusters with at least one having hexagonal shape containing the greatest quasi-regular hexagon with radius $r \geq r^* + 1$.

In other words $U_1$ contains a collection of clusters of the same type of those in $Z_1$ or $R_1$, and $U_2$ contains a collection of clusters where at least one is of the same type of those in $Z_2$ or $R_2$.

The set $Y$ contains all possible (plus or minus) strips with only $\pi$ internal angles on their boundary and, possibly, some hexagonal clusters, see Figure 10.

![Figure 10. On the left an example of configuration in $U$, on the right an example of configuration in $Y$.](image)

Corollary 4.6. We have $X_{J-h} = Z \cup R \cup U \cup Y \cup \{+1, -1\}$ and for any $\epsilon > 0$ and sufficiently large $\beta$,

$$\sup_{\sigma \in \mathcal{X}} \mathbb{P}_\sigma(\tau_{X_{J-h}} > e^{\beta(J-h+\epsilon)}) = \text{SES}. \tag{38}$$

Equation (38) implies that the system visits with high probability a state with a stability level greater than $J - h$ in a time shorter than $e^{\beta(J-h+\epsilon)}$. In other words, the states in $X_{J-h}$ are the relevant ones for a dynamics speeded up by a factor $e^{\beta(J-h)}$.

Proof of Corollary 4.6. By the partition described above, Definition (13) and Corollary 4.5 it follows that $X_{J-h} = Z \cup R \cup U \cup Y \cup \{+1, -1\}$. By [32, Theorem 3.1] for $V = J - h$ and by the partition of $X_{J-h}$, we get (38). □

4.2. Proof of Proposition 2.7.

Lemma 4.7 (Estimate of stability levels). For every $\sigma \in X_{J-h} \setminus \{-1, +1\}$, there exists $V^* = 2J$ such that $V_\sigma \leq V^*$.

Proof of Lemma. We begin by considering the set $Z$. 
Case $Z_1$. For any configuration $\sigma \in Z_1$ we construct a path $\overline{\sigma} \in \Theta(\sigma, I_r \cap (Z_1 \cup \{-1\}))$ that dismantles the bar on one of the shortest sides of the quasi-regular hexagon starting from one of its corners. Starting from $\sigma \equiv \omega_0 \in Z_1$, we will define $\omega_1$ as follows. Consider a corner in one of the shortest sides of the cluster in $E_{B_m}(r)$ and let $j$ be a site belonging to this corner. Flip the spin in $j$, i.e., $\omega_1 := \omega_{(j)}^\perp$. Define $\omega_2 := \omega_{(j)}$, where $j_1$ is the other site belonging to the same corner. From the values in Table 1, $H(\omega_1) - H(\omega_0) = J + h$ and $H(\omega_2) - H(\omega_1) = - (J_h)$. By iterating this procedure along the considered side, a bar of the cluster is erased and we obtain the configuration $\eta \equiv \omega_k$ such that $\eta = E_{B_{m-1}}(r)$ for $m \neq 0$, otherwise $\eta = E_{B_1}(r-1)$ for $m = 0$. Note that the length of the path is equal to the cardinality $k$ of the bar.

In order to determine where the maximum is attained, we rewrite for $n = 2, \ldots, k$
\begin{equation}
H(\omega_n) - H(\omega_0) = \begin{cases} 
\sum_{t=2, \text{even}}^{n} (H(\omega_t) - H(\omega_{t-2})) & \text{if even } n, \\
\sum_{t=2, \text{even}}^{n-1} (H(\omega_t) - H(\omega_{t-2})) + H(\omega_n) - H(\omega_{n-1}) & \text{if odd } n.
\end{cases}
\end{equation}
From the values in Table 1, we obtain for every $s = 2, \ldots, k - 1$
\begin{equation}
H(\omega_s) - H(\omega_{s-2}) = [H(\omega_s) - H(\omega_{s-1})] + [H(\omega_{s-1}) - H(\omega_{s-2})] = 2h.
\end{equation}
The previous can also be obtained by using (19) and observing that flipping two spins, as described above, corresponds to decreasing $N^+(\sigma)$ and leads to a cluster with a Peierls contour of the same length. So, we have
\begin{equation}
H(\omega_n) - H(\omega_0) = \begin{cases} 
2h \frac{n-1}{2} + (J + h) = J + nh & \text{if odd } n = 1, \ldots, k - 2, \\
2h \frac{n}{2} = nh & \text{if even } n = 2, \ldots, k - 1, \\
-J + nh & \text{if } n = k.
\end{cases}
\end{equation}
Since in each case the result is an increasing function of $n$, comparing the three maxima, we see that the absolute maximum is attained in $\omega_{k-2}$. By definitions 3.10 and 3.11, we have
• $k = 2r - 1$, if the initial configuration is $E_{B_1}(r)$;
• $k = 2r + 1$, if the initial configuration is $E_{B_m}(r)$ for $m = 2, 3, 4, 5$;
• $k = 2r + 3$, if the initial configuration is $E(r + 1)$.
So, we have
\begin{equation}
\Phi(\overline{\sigma}) - H(\omega_0) = H(\omega_{k-2}) - H(\omega_0) = J + (k - 2)h.
\end{equation}
Thus $\Phi(\overline{\sigma})$ depends only on the cardinality $k$, that is an increasing function of the radius $r$ of the quasi-regular hexagon. The cardinality of the longest bar among those of the quasi-regular hexagon in a configuration in $Z_1$ is $2r^* + 1$ (obtained removing $B_0$ from $E_{B_{r^*}}(r^*)$). Note that the maximum is not obtained for $k = 2r^* + 3$, since $E(r^* + 1) \notin Z_1$. Let us check that $\omega_k \in I_r \cap (Z_1 \cup \{-1\})$. Since $k \leq 2r^* + 1$ with $r^* = \lfloor J/2h - 1/2 \rfloor$ and by (41), we get
\begin{equation}
H(\omega_0) - H(\omega_k) = J - kh \geq J - (2r^* + 1)h > 0.
\end{equation}
Finally, by equations (43) and (42), we have
\begin{equation}
V_\sigma \leq \Phi(\overline{\sigma}) - H(\sigma) = J + (k - 2)h.
\end{equation}
Thus, we find $V_{Z_1} = \max_{\sigma \in Z_1} V_\sigma$ by choosing $k - 2 = (2r^* + 1) - 2$ and recalling $r^* = \lfloor J/2h - 1/2 \rfloor$, we have
\begin{equation}
V_{Z_1} \leq 2J - 2h.
\end{equation}
Case $Z_2$. For any configuration $\sigma \in Z_2$ we construct a path $\varpi \in \Theta(\sigma, I_\sigma \cap (Z_2 \cup \{\pm 1\}))$. Starting from $\sigma \equiv \omega_0 \in Z_2$, let us define $\omega_1$. Consider a corner in one of the longest sides of the cluster in $E_{B_m}(r)$ and let $j$ be a site belonging to this corner. Let $j_1$ be the site at distance one from $j$ such that $\sigma(j_1) = -1$. We define $\omega_1 := \omega_0^{(j_1)}$, i.e., $\sigma(j_1)$ switches the sign. We consider $j_2$ the site at distance one from $j_1$ such that $\sigma(j_2) = -1$ and $d(j_2, j') = 2$ where $j' \neq j$ is another site of the initial cluster. We define $\omega_2 := \omega_1^{(j_2)}$, $\omega_3 := \omega_2^{(j_3)}$, where $j_3$ is the site at distance one from $j_2$ such that $\sigma(j_3) = -1$ and $d(j, j') = 1$ where $j' \neq j$ is another site of the initial cluster. By iterating this procedure along the considered side, a bar is added to the initial cluster. We obtain the configuration $\eta \equiv \omega_k$ such that $\eta = E_{B_{m+1}}(r)$ for $m \neq 5$, otherwise $\eta = E(r+1)$ for $m = 5$. Note that the length of the path is equal to the cardinality $k$ of the bar.

In order to determine where the maximum is attained, we rewrite for $n = 2, \ldots, k$

$$H(\omega_n) - H(\omega_0) = \begin{cases} \sum_{t=2, t \text{ even}}^{n} (H(\omega_t) - H(\omega_{t-2})) & \text{if even } n, \\ \sum_{t=1, t \text{ even}}^{n-1} (H(\omega_t) - H(\omega_{t-2})) + H(\omega_n) - H(\omega_{n-1}) & \text{if odd } n. \end{cases}$$

From the values in Table 1 we obtain $H(\omega_1) - H(\omega_0) = J - h$, $H(\omega_2) - H(\omega_0) = 2J - 2h$, and for every $s = 3, \ldots, k$

$$H(\omega_s) - H(\omega_{s-2}) = [H(\omega_s) - H(\omega_{s-1})] + [H(\omega_{s-1}) - H(\omega_{s-2})] = 2h.$$

The previous can also be obtained by using (19) and observing that flipping two spins, as described above, corresponds to increase $N^\star(\sigma)$ and leads to a cluster with a Peierls contour of the same length. So, we have

$$H(\omega_n) - H(\omega_0) = \begin{cases} J - h, & \text{if } n = 1, \\ 2J - 2h, & \text{if } n = 2, \\ -2h \frac{n-2}{2} + (2J - 2h) = 2J - nh, & \text{if even } n = 4, \ldots, k-1, \\ -2h \frac{n-1}{2} + (J - h) = J - nh, & \text{if odd } n = 3, \ldots, k. \end{cases}$$

As a function of $n$, the absolute maximum is attained in $\omega_2$. So, we have

$$\Phi(\varpi) - H(\omega_0) = H(\omega_2) - H(\omega_0) = 2J - 2h.$$

Finally, let us check that $\omega_k \in I_\sigma \cap (Z_2 \cup \{\pm 1\})$. If $\sigma \in Z_2 \setminus E(r^\star + 1)$, then the cardinality of the smallest bar among those of the quasi-regular hexagon in a configuration in $Z_2$ is $k_{\min} = 2(r^\star + 1) + 1$. Since $r^\star = \lfloor J/2h - 1/2 \rfloor$ and by (48), we have

$$H(\omega_0) - H(\omega_k) = kh - J \geq k_{\min}h - J > 0,$$

thus

$$V_\sigma \leq \Phi(\varpi) - H(\sigma) = 2J - 2h.$$

Now we consider $E(r^\star + 1)$, we note that $H(E(r^\star + 1)) \leq H(E_{B_1}(r^\star + 1))$. Thus we need to consider a new path $\varpi$ that consists of the previously defined $(E(r^\star + 1), \ldots, E_{B_1}(r^\star + 1))$ connected with an additional part depending on the value of $\delta$, where $\delta \in (0, 1)$ is such that $r^\star = J/2h - 1/2 - \delta$. If $0 < \delta < 1/2$ then we add the bar $B_2$ as we have done above for $B_1$ obtaining $\varpi = (E(r^\star + 1), \ldots, E_{B_1}(r^\star + 1), \ldots, E_{B_2}(r^\star + 1))$. If $1/2 \leq \delta < 1$ in the same manner we add the bars $B_2, B_3, B_4, B_5, B_6$ obtaining $\varpi = (E(r^\star + 1), \ldots, E_{B_1}(r^\star + 1), \ldots, E_{B_6}(r^\star + 1) \equiv E(r^\star + 2))$. In both cases the last
configurations of the new paths belong to $I_{\mathcal{E}}(r^*+1)$, indeed

$$H(\mathcal{E}(r^*+1)) > H(\mathcal{E}_{B_2}(r^*+1)),$$

if $\delta \in (0, \frac{1}{2})$,

$$H(\mathcal{E}(r^*+1)) > H(\mathcal{E}(r^*+2)),$$

if $\delta \in (\frac{1}{2}, 1)$.

Thus, using equations (48), (49) and (51), we obtain

$$V_\sigma \leq 2J - 2h + H(\mathcal{E}_{B_1}(r^*+1)) - H(\mathcal{E}(r^*+1)) = 2J - 2h + 2h\delta < 2J - h, \text{ for } \delta \in \left(0, \frac{1}{2}\right),$$

$$V_\sigma \leq 2J - 2h + H(\mathcal{E}_{B_3}(r^*+1)) - H(\mathcal{E}(r^*+1)) = 2J - 10h + 10h\delta < 2J, \text{ for } \delta \in \left(\frac{1}{2}, 1\right).$$

Thus we find

$$V^*_\sigma \leq \max_{\sigma \in \mathcal{Z}_2} V_\sigma < 2J.$$

In conclusion, we have $V^*_\sigma = \max\{V^*_{R_1}, V^*_{R_2}\} < 2J$.

Case $R_1$. For any configuration $\sigma \in R_1$ we construct a path $\mathcal{E} \in \Theta(\sigma, I_\sigma \cap (R_1 \cup \{1\})).$

Starting from $\sigma \equiv \omega_0 \in R_1$, let us define $\omega_1$. Consider the corner in one of the shortest sides of the cluster and let $j$ be a site belonging to it. We define $\omega_1 := \omega_0^{(j)}$, i.e., $\sigma(j)$ switches the sign. Consider $j'$ the other site belonging to the corner and define $\omega_2 := \omega_0^{(j')}$, in this way $\sigma(j')$ switches the sign. By iterating this procedure along the shortest side, a bar of the cluster is erased and we obtain the configuration $\eta \equiv \omega_l$, where $l$ is the cardinality of the considered bar. We observe that the greatest value of $l$ is always smaller than the cardinality $k$ of the greatest bar of the quasi-regular hexagon contained in the cluster, that is $l < k$. Analogously to the case $Z_1$, $\omega_l \in I_\sigma$. Then $V_\sigma < 2J - 2h$. Therefore,

$$V^*_{R_1} = \max_{\sigma \in R_1} V_\sigma < 2J - 2h.$$

Case $R_2$. For any configuration $\sigma \in R_2$ we construct a path $\mathcal{E} \in \Theta(\sigma, I_\sigma \cap (R_2 \cup Z_2 \cup \{+1\})).$

Starting from $\sigma \equiv \omega_0 \in R_2$, let us define $\omega_1$. Consider the corner in one of the shortest sides of the cluster and let $j$ be a site belonging to it. If the cardinality of the bar $l$ of the shortest side is smaller than $2(r^*+1) - 1$, we define $\omega_1 := \omega_0^{(j)}$, i.e., $\sigma(j)$ switches the sign. Consider the other site $j'$ belonging to the corner and define $\omega_2 := \omega_0^{(j')}$, in this way $\sigma(j')$ switches the sign. By iterating this procedure along the shortest side, a bar of the cluster is erased and we obtain the configuration $\eta \equiv \omega_l$, where $l$ is the cardinality of the considered bar. Since $l < 2(r^*+1) - 1$, we observe that the greatest value of $l$ is always smaller then the cardinality $k$ of the greatest bar of the quasi-regular hexagon contained in the cluster, that is $l < k$. Analogously to the case $Z_1$, $\omega_l \in I_\sigma$. Thus $V_\sigma < 2J - 2h$.

If the cardinality of the bar $l$ of the shortest side is bigger than $2(r^*+1) - 1$, consider the site $j_1$ at distance one from $j$ and such that $\sigma(j_1) = -1$. We define $\omega_1 := \omega_0^{(j_1)}$, i.e., $\sigma(j_1)$ switches the sign. Consider $j_2$ the site at distance one from $j_1$ such that $\sigma(j_2) = -1$ and $d(j_2, j') = 2$ where $j' \neq j$ is another site of the initial cluster. We define $\omega_2 := \omega_1^{(j_1)}$, $\omega_3 := \omega_2^{(j_1)}$, where $j_3$ is the site at distance one from $j_2$ such that $\sigma(j_3) = -1$ and $d(j_3, j') = 1$ where $j' \neq j$ is another site of the initial cluster. By iterating this procedure along the considered side, a bar is added to the initial cluster. Analogously to the case $Z_2$, $\omega_l \in I_\sigma$ since $l > 2(r^*+1) - 1$. Thus $V_\sigma < 2J - 2h$ and

$$V^*_{R_2} < 2J - 2h.$$

In conclusion, we have $V^*_\sigma = \max\{V^*_{R_1}, V^*_{R_2}\} < 2J$. 
Case $U_1$. For every configuration $\sigma$ in $U_1$, all clusters are non-interacting and are of the same type of those in $Z_1$ or $R_1$. If $\sigma$ contains a cluster that is not a quasi-regular hexagon, then we take our path to be the path that cuts a bar, analogously to what has been done for $R_1$. We get a configuration in $\mathcal{I}_s \cap U_1$. Otherwise, if all clusters are quasi-regular hexagons, then we take our path to be the path that cuts a bar of the cluster, analogously to what has been done for $Z_1$. We get a configuration in $\mathcal{I}_s \cap (U_1 \cup Z_1)$. So, we have

\begin{equation}
V^*_{U_1} = \max\{V_{R_1}^*, V_{Z_1}^*\} < 2J - 2h. \tag{55}
\end{equation}

Case $U_2$. For every configuration $\sigma$ in $U_2$, there exists at least a cluster of the same type of those in $Z_2$ or $R_2$. If $\sigma$ contains a cluster of the type of those in $R_2$, i.e. $\sigma$ contains a cluster that is not a quasi-regular hexagon, we take our path to be the path that cuts a bar as it has been done for $R_2$. We get a configuration in $\mathcal{I}_s \cap U_2$. Otherwise, if the cluster is like those in $Z_2$, i.e. the cluster is a quasi-regular hexagon, then we take the path that adds a bar to the quasi-regular hexagon, alike the cases encountered when considering $Z_2$. We get a configuration in $\mathcal{I}_s \cap (U_2 \cup \{\{1\}\})$. So, we have

\begin{equation}
V^*_{U_2} = \max\{V_{R_2}^*, V_{Z_2}^*\} < 2J. \tag{56}
\end{equation}

We conclude that

\begin{equation}
V^*_U = \max\{V_{U_1}^*, V_{U_2}^*\} = V_{Z_2}^*. \tag{57}
\end{equation}

Case $Y$. We analyze four different kinds of configurations.

1. If $\sigma_1 \equiv \omega_0$ is a configuration in $Y$ such that it has a minus strip that contains at least a hexagon of the type of those in $Z_2$ or $R_2$, then we take our path to be as that in the case $U_2$ and we obtain a configuration in $\mathcal{I}_s \cap (Y \cup \{\pm 1\})$. So, we have

\begin{equation}
V_{\sigma_1}^* = V_{U_2}^* < 2J \tag{58}
\end{equation}

2. If $\sigma_2 \equiv \omega_0$ is a configuration in $Y$ such that it contains a plus strip with width greater than one, then we take our path as follows. Pick a site $j$ with $\sigma(j) = -1$ at distance one from the strip. We define $\omega_1 = \omega_0^{(j)}$, i.e., $\sigma(j)$ switches the sign. Then pick a site $j_1$ at distance one from $j$ such that $\sigma(j_1) = -1$ and define $\omega_2 = \omega_1^{(j_1)}$. Consider a site $j_2$ nearest neighbor of $j_1$ such that $\sigma(j_2) = -1$ and define $\omega_3 = \omega_2^{(j_2)}$. By iterating these last two steps, we obtain a configuration in $\mathcal{I}_s \cap (Y \cup \{\pm 1\})$. In order to determine where the maximum is attained we write for $n = 2, \cdots, L - 1$

\begin{equation}
H(\omega_n) - H(\omega_0) = \begin{cases} \sum_{t=2}^{n} H(\omega_t) - H(\omega_{t-2}) & \text{if even } n, \\ \sum_{t=2}^{n} H(\omega_t) - H(\omega_{t-2}) + H(\omega_n) - H(\omega_{n-1}) & \text{if odd } n. \end{cases} \tag{59}
\end{equation}

From the values in Table 1 we obtain

\begin{align}
H(\omega_1) - H(\omega_0) &= J - h, \tag{60} \\
H(\omega_2) - H(\omega_0) &= 2J - 2h, \tag{61} \\
H(\omega_L) - H(\omega_{L-1}) &= -(J + h),
\end{align}

and for every $t = 3, \cdots, L - 1$

\begin{equation}
H(\omega_t) - H(\omega_{t-2}) = [H(\omega_t) - H(\omega_{t-1})] + [H(\omega_{t-1}) - H(\omega_{t-2})] = -2h. \tag{62}
\end{equation}

The previous can also be obtained by using (19) and observing that flipping two spins, as described above, corresponds to increasing $N^+ (\sigma)$ and leads
to a cluster with a Peierls contour of the same length. So, we have

\begin{equation}
H(\omega_n) - H(\omega_0) = \begin{cases} 
J - h, & \text{if } n = 1, \\
2J - 2h, & \text{if } n = 2, \\
-2h \frac{n-2}{2} + (2J - 2h) = 2J - nh, & \text{if even } n = 4, \ldots, L - 1, \\
-2h \frac{n-1}{2} + (J - h) = J - nh, & \text{if odd } n = 3, \ldots, L - 1, \\
-2h \frac{n-2}{2} + (2J - 2h) - (2J + 2h) = -Lh, & \text{if } n = L.
\end{cases}
\end{equation}

The result of the last equations is obtained for \(n = 2\) and it is attained in \(\omega_2\). Using (63), we prove that \(\omega_L \in I_0 \cap (Y \cup \{+1\})\)

\begin{equation}
H(\omega_0) - H(\omega_L) = Lh > 0.
\end{equation}

Thus

\begin{equation}
V_{\sigma_2} \leq H(\omega_2) - H(\omega_0) = 2J - 2h.
\end{equation}

(3) If \(\sigma_3 \equiv \omega_0\) is a configuration in \(Y\) such that it contains a plus strip with width one, then we take our path as follows. Pick a site \(j\) in the strip and define \(\omega_1 := \omega^{(j)}_3\), i.e., \(\sigma(j)\) switches the sign. The difference of the energy given by the Table 1 is \(H(\omega_1) - H(\omega_0) = J + h\). Considering \(j_2, j_3, \ldots\) the nearest sites in the strip, we define \(\omega_2 := \omega^{j_2}_3, \omega_3 := \omega^{(j_3)}_3\) and so on until we obtain a configuration in \(I_0 \cap (Y \cup Z_1 \cup U_1 \cup \{-1\})\). Finally, let us check that \(\omega_L \in I_0 \cap (Y \cup \{+1\})\). Using Table 1, we get

\begin{equation}
H(\omega_L) - H(\omega_0) = |H(\omega_L) - H(\omega_{L-1})| + \sum_{t=2}^{L-1} (H(\omega_t) - H(\omega_{t-1}) + [H(\omega_1) - H(\omega_0)]
\end{equation}

\begin{equation}
= -(3J - h) - (L - 2)(J - h) + (J + h) = -L(J - h) < 0.
\end{equation}

Thus

\begin{equation}
V_{\sigma_3} \leq J + h.
\end{equation}

We conclude that

\begin{equation}
V^*_3 = \max\{V_{\sigma_1}, V_{\sigma_2}, V_{\sigma_3}\} < 2J.
\end{equation}

\(\square\)

**Proof of Proposition 2.7.** By applying [32, Theorem 3.1] for \(V^* = 2J\) and Lemma 4.7, we get (25).

\(\square\)

5. Identification of maximal stability level

5.1. Reference path. In this Section we define our reference path, that is a sequence of configurations from \(-1\) to \(+1\), that are increasing clusters as close as possible to quasi-regular hexagonal shape. We first describe intuitively this path: starting from \(-1\) we flip the spin at the origin and then consecutively filling (flipping the spins from minus to plus) a standard cluster, see Figure 11. Let \(\omega^* \in \Theta(-1, +1)\), we will construct a path in which at each step we flip one spin from minus to plus. Starting from the origin, we add clockwise six triangular units to obtain the first regular hexagon with radius \(r = 1\), that is \(E(1)\). Then for each \(r = 1, \ldots, m\) we construct the bar on the top of the hexagon \(E(r)\), adding consecutive triangular units until we obtain \(E_{B_1}(r)\). Next we fill the bar on the top right adding consecutive triangular units until we get \(E_{B_2}(r)\). We go on in the same manner adding bars clockwise, until we get \(E_{B_3}(r), \ldots, E_{B_k}(r) \equiv E(r + 1)\) (see Figure 11). We iterate this procedure until the hexagon is large enough to wrap around the torus along
one direction, giving rise to two triangles of minuses with side length $\frac{L}{2}$. Now the reference path fills six triangular units “covering” all the $\frac{5}{2}\pi$ angles. As a result, it is possible to identify six bars of length two, each adjacent to one of the filled triangular units. For each initial triangle of minuses choose only one of the previous bars and fill it. We obtain two bars of length three, each intersecting the previous bars in the external boundary. Iterate this procedure filling at each step the bars of length four, five, ..., $\frac{L}{2}$.

![Figure 11. The construction of a standard polyiamond.](image)

All configurations in this path contain a standard cluster with radius $r < \frac{L}{2}$. Note that the standard cluster $E(\frac{L}{2})$ wraps around the torus.

**Proposition 5.1.** The maximum of the energy in $\omega^*$ between two consecutive quasi-regular hexagons $\Phi_{\omega^*}(E_B(r), E_{B_+}(r))$ for every $i = 0, \ldots, 5$ is achieved in the standard polyiamond obtained adding to $E_B(r)$ one elementary rhombus with two pluses along the longest side consecutive to $B_i$ clockwise.

**Proposition 5.2.** The maximum of the energy in $\omega^*$ between two consecutive quasi-regular hexagons $\Phi_{\omega^*}(E_B(r), E_{B_{-1}}(r))$ for every $i = 1, \ldots, 6$ is achieved in the standard polyiamond obtained removing counter-clockwise from $E_B(r)$ a number of triangular units equals to $||B_i|| - 2$.

**Proof of Proposition 5.1.** Let $E_B(r)$ and $E_{B_{+1}}(r)$ be two quasi-regular hexagons for some $r \in \mathbb{N}$ and some $i = 0, \ldots, 5$. Let $A^{(n)}$ be the area obtained adding $n$ triangular units to the area of the quasi-regular hexagon $E_B(r)$, where $n = 0, \ldots, ||B_{i+1}||$. Note that $A^{(n)}$ is the area of the standard polyiamond $S(A^{(n)})$. We observe that $S(A^{(0)}) \equiv E_B(r)$ and $S(A^{||B_{i+1}||}) \equiv E_{B_{+1}}(r)$. By Table 1, we have

$$H(S(A^{(n)})) - H(S(A^{(n-1)})) = \begin{cases} J - h, & \text{if } n = 1, \\ J - h, & \text{if } n \text{ is even}, \\ -(J + h), & \text{if } n \neq 1 \text{ is odd}. \end{cases}$$

(68)

It follows that

$$H(S(A^{(n)})) - H(E_B(r)) = \begin{cases} J - nh, & \text{if } n \text{ is odd}, \\ 2J - nh, & \text{if } n \text{ is even}. \end{cases}$$

(69)
Proposition 5.5. If \( \Phi^6(\) such that

\[ n \] is achieved in a configuration with a standard cluster \( S \)

configuration with a standard cluster such that the number of its triangular units is \( r \) for some \( S \). Note that \( S(A^n) \) can be obtained either by removing \( ||B|| - n \) triangular units from \( E_{B_i}(r) \) or by adding \( n \) triangular units to \( E_{B_i}(r) \). We recall that removing a triangular units means to flip a plus spin into a minus spin.

By Table 1, we have

\[ H(S(A^{n-1})) - H(S(A^n)) = \begin{cases} J + h, & \text{if } n \neq ||B|| \text{ is odd,} \\ -(J - h), & \text{if } n \text{ is even,} \\ -(J - h), & \text{if } n = ||B||. \end{cases} \]

It follows that

\[ H(S(A^n)) - H(E_{B_i}(r)) = \begin{cases} J + nh, & \text{if } n \neq ||B|| \text{ is odd,} \\ nh, & \text{if } n \text{ is even,} \\ -(J - nh), & \text{if } n = ||B||. \end{cases} \]

Since the r.h.s. of the last equation increases with \( n \) in all three cases and since \( ||B|| \) is odd by Definition 3.11, the maximum is attained removing \( ||B|| - 2 \) triangular units from \( E_{B_i}(r) \). So we obtain \( S(A^{(2)}) \).

Recalling (21), from now on the strategy of the proof is to divide the reference path \( \omega^* \) into three regions depending on \( r \):

- the region \( r \leq r^* \) will be considered in Proposition 5.3;
- the region \( r = r^* + 1 \) will be considered in Proposition 5.5;
- the region \( r \geq r^* + 2 \) will be considered in Proposition 5.4.

Proposition 5.3. If \( r \leq r^* \), then the communication height between two consecutive regular hexagons \( \Phi_{\omega^*}(\mathcal{E}(r),\mathcal{E}(r+1)) \) along the path \( \omega^* \) is achieved in a configuration with a standard cluster such that the number of its triangular units is \( \tilde{A} = 6r^2 + 10r + 5 \), that is \( \Phi_{\omega^*}(\mathcal{E}(r),\mathcal{E}(r+1)) = \Phi_{\omega^*}(\mathcal{E}_{B_i}(r),\mathcal{E}(r+1)) = H(S(\tilde{A})) - H(-1) \). Moreover, \( \Phi_{\omega^*}(\mathcal{E}(r^* + 1)) = H(S(A_1)) - H(-1) \) is achieved in a configuration with a standard cluster \( S(A_1) \) such that \( A_1 := 6r^{*2} + 10r^* + 5 \).

Proposition 5.4. If \( r \geq r^* + 2 \), then the communication height between two consecutive regular hexagons \( \Phi_{\omega^*}(\mathcal{E}(r),\mathcal{E}(r+1)) \) along the path \( \omega^* \) is achieved in a configuration with a standard cluster such that the number of its triangular units is \( \tilde{A} = 6r^2 + 2 \), that is \( \Phi_{\omega^*}(\mathcal{E}(r),\mathcal{E}(r+1)) = \Phi_{\omega^*}(\mathcal{E}_{B_i}(r),\mathcal{E}(r+1)) = H(S(\tilde{A})) - H(-1) \). Moreover, \( \Phi_{\omega^*}(\mathcal{E}(r^* + 2),\mathcal{E}(r^* + 3)) = H(S(A_2)) - H(-1) \) is achieved in a configuration with a standard cluster \( S(A_2) \) such that \( A_2 := 6(r^* + 1)^2 + 2(r^* + 1) + 1 \).

Proposition 5.5. If \( r = r^* + 1 \), then \( r = \lfloor J/2h + 1/2 \rfloor \) and the communication height \( \Phi_{\omega^*}(\mathcal{E}(r^* + 1),\mathcal{E}(r^* + 2)) \) along the path \( \omega^* \) is achieved in a configuration with a standard cluster \( S(A_3) \) with \( A_3 := 6(r^* + 1)^2 + 2(r^* + 1) + 1 \).
Proof of Proposition 5.3. Let \( m \) be the number of site pairs \((i, j)\) such that \( d(i, j) = 1\) with \( i, j \in \Lambda\), and let \( p(S(A)) \) be the perimeter of the standard hexagon \( S(A) \).

By Definition 19, we have:

\[
H(S(A)) - H(-1) = Jp(S(A)) - hA.
\]

So, by Remark 3.19 and Definition 19, it follows that:

\[
H(S(A)) - H(-1) = \begin{cases} 
-6r^2h + 6rJ + 2J - 2h & \text{for } A = 6r^2 + 2 \\
-6r^2h + 6rJ - 2rh + 3J - h & \text{for } A = 6r^2 + 2r + 1 \\
-6r^2h + 6rJ - 4rh + 4J - 2h & \text{for } A = 6r^2 + 4r + 2 \\
-6r^2h + 6rJ - 6rh + 5J - 3h & \text{for } A = 6r^2 + 6r + 3 \\
-6r^2h + 6rJ - 8rh + 6J - 4h & \text{for } A = 6r^2 + 8r + 4 \\
-6r^2h + 6rJ - 10rh + 7J - 5h & \text{for } A = 6r^2 + 10r + 5
\end{cases}
\]

We compare \( \Phi_\omega(\mathcal{E}(r), \mathcal{E}_{B_1}(r)) = \Phi_\omega(\mathcal{S}(6r^2), \mathcal{S}(6r^2 + 2r -1)) \) with \( \Phi_\omega(\mathcal{B}(r), \mathcal{B}(r)) = \Phi_\omega(\mathcal{S}(6r^2 + 2r - 1), \mathcal{S}(6r^2 + 4r)) \). By Proposition 5.1, we have: \( \Phi_\omega(\mathcal{E}(r), \mathcal{B}(r)) = H(\mathcal{S}(6r^2 + 2)) - H(-1) \) and \( \Phi_\omega(\mathcal{B}(r), \mathcal{B}(r)) = H(\mathcal{S}(6r^2 + 2r + 1)) - H(-1) \). By (73) it follows

\[
-6r^2h + 6rJ + 2J - 2h \leq -6r^2h + 6rJ - 2rh + 3J - h.
\]

This inequality holds if \( r \leq \frac{d}{2\pi} + \frac{1}{2} \). Since we assume \( r \leq r^* \), the inequality (74) is satisfied.

\[
-6r^2h + 6rJ - 2rh + 3J - h \leq -6r^2h + 6rJ - 4rh + 4J - 2h.
\]

This inequality holds if \( r \leq \frac{d}{2\pi} - \frac{1}{2} \). Since we assume \( r \leq r^* \), the inequality (75) is satisfied.

\[
-6r^2h + 6rJ - 4rh + 4J - 2h \leq -6r^2h + 6rJ - 6rh + 5J - 3h.
\]

This inequality holds if \( r \leq \frac{d}{2\pi} - \frac{1}{2} \). Since we assume \( r \leq r^* \), the inequality (76) is satisfied.

\[
-6r^2h + 6rJ - 6rh + 5J - 3h \leq -6r^2h + 6rJ - 8rh + 6J - 4h.
\]

This inequality holds if \( r \leq \frac{d}{2\pi} - \frac{1}{2} \). Since we assume \( r \leq r^* \), the inequality (77) is satisfied.

\[
-6r^2h + 6rJ - 8rh + 6J - 4h \leq -6r^2h + 6rJ - 10rh + 7J - 5h.
\]

This inequality holds if \( r \leq \frac{d}{2\pi} - \frac{1}{2} \). Since we assume \( r \leq r^* \), the inequality (78) is satisfied.

METASTABILITY FOR THE ISING MODEL ON THE HEXAGONAL LATTICE
This inequality holds if \( r \leq \frac{J}{2\pi} - \frac{1}{2} \). Since we assume \( r \leq r^* \), the inequality (78) is satisfied.

Thus the communication height between two consecutive regular hexagons along the path \( \omega^0 \) is achieved in \( S(6r^2 + 10r + 5) \), that is \( \Phi_{\omega^0}(E(0), E(r+1)) = \Phi_{\omega^0}(E_B(r), E(r+1)) = H(S(\hat{A})) - H(-1) \). The maximum of the function \( H(S(\hat{A})) - H(-1) = -6r^2h + 6rJ - 10rh + 7J - 5h \) is obtained in \( r = \frac{J}{2\pi} - \frac{r}{2} \). However \( r \in \mathbb{N} \) and \( r \leq r^* \), therefore the maximum is attained in \( r^* \) and \( \Phi_{\omega^0}(E(r^*), E(r^*+1)) = H(S(A)) - H(-1) \) is a configuration with a standard cluster such that \( A := 6r^2 + 10r^* + 5 \).

**Proof of Proposition 5.4.** Using Remark 3.19 and Proposition 5.1, we compare
\[
\Phi_{\omega^0}(E_B(r), E_B(r)) = \Phi_{\omega^0}(S(6r^2 + 2r - 1), S(6r^2 + 4r)) = H(S(6r^2 + 2r - 1)) - H(-1) \quad \text{with} \quad \Phi_{\omega^0}(E_B(r), E_B(r)) = \Phi_{\omega^0}(S(6r^2 + 2r - 1), S(6r^2 + 4r)) = H(S(6r^2 + 2r + 1)) - H(-1).
\]
\[
(79) \quad -6r^2h + 6rJ + 2J - 2h \geq -6r^2h + 6rJ - 2rh + 3J - h.
\]
This inequality holds if \( r \geq \frac{J}{2\pi} + \frac{1}{2} \). Since we assume \( r \geq r^* + 2 \), the inequality (79) is satisfied.

Now, we compare
\[
\Phi_{\omega^0}(E_B(r), E_B(r)) = \Phi_{\omega^0}(S(6r^2 + 4r), S(6r^2 + 4r)) = H(S(6r^2 + 4r)) - H(-1) \quad \text{with} \quad \Phi_{\omega^0}(E_B(r), E_B(r)) = \Phi_{\omega^0}(S(6r^2 + 6r + 1), S(6r^2 + 8r + 2)) = H(S(6r^2 + 6r + 3)) - H(-1):
\]
\[
(80) \quad -6r^2h + 6rJ - 2rh + 3J - h \geq -6r^2h + 6rJ - 4rh + 4J - 2h.
\]
This inequality holds if \( r \geq \frac{J}{2\pi} + \frac{1}{2} \). Since we assume \( r \geq r^* + 2 \), the inequality (80) is satisfied.

Now, we compare
\[
\Phi_{\omega^0}(E_B(r), E_B(r)) = \Phi_{\omega^0}(S(6r^2 + 8r + 2), S(6r^2 + 10r + 3)) = H(S(6r^2 + 8r + 4)) - H(-1) \quad \text{with} \quad \Phi_{\omega^0}(E_B(r), E_B(r)) = \Phi_{\omega^0}(S(6r^2 + 10r + 5)) = H(S(6r^2 + 8r + 4)) - H(-1):
\]
\[
(82) \quad -6r^2h + 6rJ - 6rh + 5J - 3h \geq -6r^2h + 6rJ - 8rh + 6J - 4h.
\]
This inequality holds if \( r \geq \frac{J}{2\pi} + \frac{1}{2} \). Since we assume \( r \geq r^* + 2 \), the inequality (82) is satisfied.

Thus the communication height between two consecutive regular hexagons along the path \( \omega^0 \) is achieved in \( S(6r^2 + 2) \), that is \( \Phi_{\omega^0}(E(0), E(r+1)) = \Phi_{\omega^0}(E(r), E_B(r)) = H(S(\hat{A})) - H(-1). \) The maximum of the function \( H(S(\hat{A})) - H(-1) = -6r^2h + 6rJ + 2J - 2h \) is obtained in \( r = \frac{J}{2\pi} \), but \( r \in \mathbb{N} \) and \( r \geq r^* + 2 \), so \( \Phi_{\omega^0}(E(r^* + 2), +1) = \)
\( \Phi_\omega(\mathcal{E}(r^* + 1), \mathcal{E}(r^* + 2)) = H(S(A_2)) - H(-1) \) where \( S(A_2) \) is a configuration with a standard cluster such that \( A_2 := 6(r^* + 2)^2 + 2 \).

\[ \Phi_\omega(\mathcal{E}(r^* + 1), \mathcal{E}(r^* + 2)) = H(S(A_2)) - H(-1) \]

**Proof of Proposition 5.5.** We analyze \( \Phi_\omega(\mathcal{E}(r^* + 1), \mathcal{E}(r^* + 2)) \) using Definition 1, Remark 3.19 and Proposition 5.1. With the same arguments of the proofs of Propositions 5.3 and 5.4, we consider the Equation (79) which holds if and only if \( r \geq \frac{J}{2h} + \frac{1}{2} \). In this case, we consider \( r = r^* + 1 = \lfloor \frac{J}{2h} + \frac{1}{2} \rfloor \), so we have

\[ \Phi_\omega(S(6r^2), S(6r^2 + 2r - 1)) < \Phi_\omega(S(6r^2 + 2r - 1), S(6r^2 + 4r)). \]

Equations (80) - (83) hold if and only if \( r \geq \frac{J}{2h} - \frac{1}{2} \), then the communication height along the path \( \omega^* \) between two consecutive regular hexagons with radius \( r^* + 1 \) is

\[ \Phi_\omega(S(6r^2 + 2r - 1), S(6r^2 + 4r)) > \Phi_\omega(S(6r^2 + 4r), S(6r^2 + 6r + 1)) \]

\[ > \Phi_\omega(S(6r^2 + 6r + 1), S(6r^2 + 8r + 2)) \]

\[ > \Phi_\omega(S(6r^2 + 8r + 2), S(6r^2 + 10r + 3)) \]

\[ > \Phi_\omega(S(6r^2 + 10r + 3), S(6r^2 + 12r + 6)). \]

Let \( \delta \in (0, 1) \) such that \( \frac{J}{2h} - \frac{1}{2} - \delta \) is integer. The maximum \( \Phi_\omega(-1, +1) \) along the path \( \omega^* \) is achieved in a configuration with a standard cluster with area \( A_i^* \) for \( i \in \{1, 2\} \) (see Figures 12 and 13), where

1. \( A_1^* = A_1 = 6r^* + 10r^* + 5 \), if \( 0 < \delta < \frac{1}{2} \);
2. \( A_2^* = A_3 = 6(r^* + 1)^2 + 2(r^* + 1) + 1 \), if \( \frac{1}{2} < \delta < 1 \).

![Figure 12](image-url) An example of the energy landscape between \( \mathcal{E}(r^*) \) and \( \mathcal{E}(r^* + 3) \) for the values of the external magnetic field \( h = 5/7 \) and the ferromagnetic interaction \( J = 7 \), thus \( \delta \in (0, 1/2) \). We zoom in some part of the energy landscape, in order to compare the saddles and we highlight the maximal saddle in blue.
**Proof of Corollary 5.6.** We compare \( \Phi_{\omega},(-1,\mathcal{E}(r^*+1)), \Phi_{\omega},(\mathcal{E}(r^*+1),\mathcal{E}(r^*+2)) \) and \( \Phi_{\omega},(\mathcal{E}(r^*+2),+1) \). By Proposition 5.3, we have

\[
\Phi_{\omega},(-1,\mathcal{E}(r^*+1)) = H(S(A_1)) - H(-1) = -6r^*2h + 6r^*J - 10r^*h + 7J - 5h.
\]  

(85)

By Proposition 5.5, we have

\[
\Phi_{\omega},(\mathcal{E}(r^*+1),\mathcal{E}(r^*+2)) = H(S(A_3)) - H(-1)
\]

(86)

\[
= -6(r^*+1)^2h + 6(r^*+1)J - 2(r^*+1)h + 3J - h.
\]

By Proposition 5.4, we have

\[
\Phi_{\omega},(\mathcal{E}(r^*+2),+1) = H(S(A_2)) - H(-1)
\]

(87)

\[
= -6(r^*+2)^2h + 6(r^*+2)J + 2J - 2h.
\]

Recalling (21) and comparing equations (85), (86), (87), we obtain

(88)

\[
\Phi_{\omega},(-1,\mathcal{E}(r^*+1)) > \Phi_{\omega},(\mathcal{E}(r^*+2),+1),
\]

(89)

\[
\Phi_{\omega},(\mathcal{E}(r^*+1),\mathcal{E}(r^*+2)) > \Phi_{\omega},(\mathcal{E}(r^*+2),+1).
\]

Thus \( \Phi_{\omega},(\mathcal{E}(r^*+2),+1) \) can not be the maximum. As it can be seen in Figures 12 and 13 and by standard computations, we have

(90)

\[
\Phi_{\omega},(-1,\mathcal{E}(r^*+1)) > \Phi_{\omega},(\mathcal{E}(r^*+1),\mathcal{E}(r^*+2)), \quad \text{if } 0 < \delta < \frac{1}{2}
\]

(91)

\[
\Phi_{\omega},(\mathcal{E}(r^*+1),\mathcal{E}(r^*+2)) > \Phi_{\omega},(-1,\mathcal{E}(r^*+1)), \quad \text{if } \frac{1}{2} < \delta < 1
\]

So, if \( 0 < \delta < \frac{1}{2} \), then the maximum \( \Phi_{\omega},(-1,\mathcal{E}(r^*+1)) = \Phi_{\omega},(-1,\mathcal{E}(r^*+1)) \) is achieved in a configuration with the standard cluster \( S(6r^*2 + 10r^* + 5) \). If \( \frac{1}{2} < \delta < 1 \), then the maximum \( \Phi_{\omega},(-1,\mathcal{E}(r^*+1)) = \Phi_{\omega},(\mathcal{E}(r^*+1),\mathcal{E}(r^*+2)) \) is achieved in a configuration with the standard cluster \( S(6(r^*+1)^2 + 2(r^*+1) + 1) \). Moreover, we observe that if \( \delta = \frac{1}{2} \), then the maximum \( \Phi_{\omega},(-1,\mathcal{E}(r^*+1)) = \Phi_{\omega},(\mathcal{E}(r^*+1),\mathcal{E}(r^*+2)) \) is achieved in two configurations with the standard clusters.
\( S(6r^* + 10r^* + 5) \) and \( S(6(r^* + 1)^2 + 2(r^* + 1) + 1) \). Indeed, in this case, both these configurations share the same energy. \( \square \)

5.2. Lower bound of maximal stability level. Given \( \sigma \in \mathcal{X} \), we recall (20) for the number of plus spins in the configuration \( \sigma \). We denote with \( \mathcal{F}(Q) \) the set of ground states in \( Q \subseteq \mathcal{X} \), that is

\[
\mathcal{F}(Q) := \{ y \in Q | \min_{x \in Q} H(x) = H(y) \}.
\]

For \( n \) integer, \( 0 \leq n \leq |\Lambda| \), we introduce the following set

\[
V_n := \{ \sigma \in \mathcal{X} | N^+(\sigma) = n \},
\]

namely \( V_n \) is the set of configurations with a number of plus spins fixed at the value \( n \). The number of plus corresponds to the area of the cluster.

Lemma 5.7. Assume that Condition 2.6 is satisfied. We have

(1) Let \( \sigma \in V_{\Lambda_i}^* \) for \( i \in \{1, 2\} \), we have that the set \( N^+(\sigma) \) is not a nearest neighbor connected subset of \( \Lambda \) winding around the torus \( \Lambda \);

(2) \( V_{\Lambda_i}^* \supset S(A_i^*) \), for \( i \in \{1, 2\} \);

(3) \( H(F(V_{\Lambda_i}^*)) = H(-1) + \Gamma^{Hex} \), for \( i \in \{1, 2\} \).

Proof of Lemma 5.7. (1) Recalling the two cases of critical area in Corollary 5.6 and observing that \( r^* < \frac{J}{2h} \), we have

\[
|N^+(\sigma)| = 6r^* + 10r^* + 5 < 6(r^* + 1)^2 < 6\left(\frac{J}{2h} + 1\right)^2
\]

where in the third inequality we have used that, by Condition 2.6, \( J \geq 2h \). The item follows since, by Condition 2.6, we have that \( |\Lambda| \geq \left(\frac{4J}{\pi}\right)^2 \).

\[
|N^+(\sigma)| = 6(r^* + 1)^2 + 2(r^* + 1) + 1 < 6(r^* + 2)^2 < 6\left(\frac{J}{2h} + 2\right)^2
\]

where in the third inequality we have used that, by Condition 2.6, \( J \geq 2h \). The item follows since, by Condition 2.6, we have that \( |\Lambda| \geq \left(\frac{4J}{\pi}\right)^2 \).

(2) By Equation (93) and Definition 3.16 of standard polyamond \( S(A_i^*) \) and the corresponding cluster in \( S(A_i^*) \), we have \( V_{\Lambda_i}^* \supset S(A_i^*) \), for \( i \in \{1, 2\} \).

(3) Let \( m \) be the number of site pairs of \( \Lambda \) at lattice distance one, and let \( p(C) \) be the perimeter of the cluster \( C \) in a configuration \( \sigma(C) \in V_{\Lambda_i}^* \). By
Definition 1 and (19) we have:

\[
\min_{\sigma(C) \in V_{A_i}^*} H(\sigma(C)) = \min_{\sigma(C) \in V_{A_i}^*} \left[ H(-1) + J p(C) \right] = H(-1) - h A_i^* \] 

(96)

where in the last equality we use Theorem 3.22. Using Remark 3.19 and the values of \( A_i^* \) given in Corollary 5.6, we compute \( p(S(A_i^*)) \) for \( i = 1, 2 \), obtaining

\[
-h A_i^* + J p(S(A_i^*)) = \begin{cases} 
-6 r^* 2 h + 6 r^* J - 10 r^* h + 7 J - 5 h & \text{for } i = 1 \\
-6(r^* + 1)^2 h + 6(r^* + 1)J - 2(r^* + 1)h + 3 J - h & \text{for } i = 2
\end{cases}
\]

Recalling (21), we observe that these values correspond to the Definition 23. Therefore

\[
(97) \quad H(F(V_{A_i}^*)) = H(-1) + \Gamma^{H_{ex}}.
\]

\[ \Box \]

Lemma 5.8. Assume that Condition 2.6 is satisfied. We have that \( \Phi_{\omega^*}(-1, +1) - H(-1) = \Gamma^{H_{ex}}. \)

Proof of Lemma 5.8. By Corollary 5.6, we have two values of \( A_i^* \) depending on the two parameters \( J, h \). We analyze two different cases:

- \( A_1^* = 6 r^* 2 + 10 r^* + 5 \). By Corollary 5.6, we have

\[
(98) \quad \Phi_{\omega^*}(-1, +1) - H(-1) = H(S(A_1^*)) - H(-1) = -6 r^* 2 h + 6 r^* J - 10 r^* h + 7 J - 5 h
\]

and this value corresponds to that of Definition 23.

- \( A_2^* = 6(r^* + 1)^2 + 2(r^* + 1) + 1 \). By Corollary 5.6, we have

\[
(99) \quad \Phi_{\omega^*}(-1, +1) - H(-1) = H(S(A_2^*)) - H(-1) = -6(r^* + 1)^2 h + 6(r^* + 1)J - 2(r^* + 1)h + 3 J - h
\]

and this value corresponds to that of Definition 23.

\[ \Box \]

6. Proofs of other theorems

Proof of Theorem 2.8. In Section 5.1 we computed the value of \( \Gamma \) to be \( \Gamma^{H_{ex}} \), see Definition (23). There, we also proved that

\[
(100) \quad \Phi(-1, +1) - H(-1) = \Gamma^{H_{ex}}.
\]

Thus, the first assumption of [18, Theorem 2.4] is satisfied for the choice of \( A = \{-1\} \) and \( a = \Gamma^{H_{ex}} \). The second assumption of [18, Theorem 2.4] is satisfied thanks to Lemma 4.7, since either \( \mathcal{X} \setminus \{-1, +1\} = \emptyset \) or

\[
(101) \quad V_{\sigma} < \Gamma^{H_{ex}} \text{ for all } \sigma \in \mathcal{X} \setminus \{-1, +1\}.
\]

Finally, by applying [18, Theorem 2.4], we conclude that \( \Gamma_m = \Gamma^{H_{ex}} \) and \( \mathcal{X}^m = \{-1\}. \)

\[ \Box \]
Proof of Theorem 2.10. By Proposition 2.7, the assumptions of [32, Theorem 4.15] are verified taking \( \eta_0 = \{-1\} \) and \( T'_\beta = e^{\beta(V^* + \epsilon)} \). Then (28) and (29) follow from [32, Theorem 4.15]. □

Proof of Remark 2.11. Apply [32, Theorem 4.1] with \( \eta_0 = \{-1\} \) and \( \Gamma = \Gamma_{\text{Hex}} \). □

Proof of Theorem 2.12. By [36, Proposition 3.24 and Example 3], since \( \Gamma_{\text{m}} = \Gamma_{\text{Hex}} \) thanks to Theorem 2.8, we get the result. □

Proof of Theorem 2.13. Recalling the two cases in Corollary 5.6, we analyze for \( i \in \{1, 2\} \) the elements of \( V_{A^*_i} \) with minimal perimeter (otherwise the configuration has, at least, energy \( H(-1) + \Gamma_{\text{Hex}} + 2h \)). By Lemma 7.8, we have that every optimal path from \(-1\) to \(+1\) intersects the configurations with cluster of area \( A^*_i - 2 \) and minimal perimeter (otherwise the configuration has, at least, energy \( H(-1) + \Gamma_{\text{Hex}} + 2h \) consisting of the quasi-regular hexagons \( E_{B_i}(r^*) \) if \( i = 1 \) and \( E_{B_i}(r^* + 1) \) if \( i = 2 \). Adding two triangular units to these quasi-regular hexagons, we obtain an element \( \sigma(C^*) \) of \( V_{A^*_i} \), see Figure 14. \( \sigma(C^*) \) is a configuration with cluster \( C^* \) which is composed by a quasi-regular hexagonal cluster and two triangular units attached to it according to one of the following cases:

1. the two triangular units form an elementary rhombus which is attached to one of the longest sides of the quasi-regular hexagonal cluster, \( \hat{S}(A^*_i) \);
2. the two triangular units are attached to one of the longest sides of the quasi-regular hexagonal cluster at triangular lattice distance 2, \( \hat{D}(A^*_i) \);
3. the two triangular units are attached to the same side of the quasi-regular hexagonal cluster at triangular lattice distance greater than 2;
4. the two triangular units are attached to two different sides of the quasi-regular hexagonal cluster;
5. the two triangular units form an elementary rhombus which is attached to one of the sides, other than the longest, of the quasi-regular hexagonal cluster;
6. the two triangular units are attached at triangular lattice distance 2 to the same side, other than the longest, of the quasi-regular hexagonal cluster.

We note that in all the above cases \( C^* \) has minimal perimeter, since \( C^* \) has the same perimeter of a standard hexagon with the same area. In the remainder we analyze the previous cases from a dynamical point of view. We will show that all optimal paths must go through a configuration as in case (1) or (2), whereas optimal paths visiting configurations as those of cases (3), (4), (5), and (6) (dead ends) must go back to configurations as those of the first two cases before reaching \(+1\).

Let \( \omega_0 \) be the configuration that contains the quasi-regular hexagon of area \( A^*_i - 2 \). \( \omega_1 \) is obtained from \( \omega_0 \) flipping a minus spin adjacent to the cluster and \( \omega_2 \) is obtained from \( \omega_1 \) flipping another minus spin to reach a configuration as those of the cases described above. By Table 1, we have

\[
H(\omega_2) - H(\omega_0) = [H(\omega_2) - H(\omega_1)] + [H(\omega_1) - H(\omega_0)] = 2J - 2h.
\]

We observe that \( H(\omega_2) - H(-1) = H(\sigma(C^*)) - H(-1) \) is equal to \( \Gamma_{\text{Hex}} \) by Corollary 5.6, Lemma 5.7 and Lemma 5.8. Next, we consider a configuration \( \omega_3 \) obtained from \( \omega_2 \) flipping another minus spin. We observe that the perimeter of the cluster
Thus, we have when we add another triangular unit, the energy of the system can only increase. 

Figure 14. From left to right we depict configurations in cases (1),(2),(3),(4) where two triangular units are added to the quasi-regular hexagon. In red the third triangular unit that can be added only in cases (1) and (2) decreasing the energy.

cover the internal angle of $\frac{2}{3}\pi$. Therefore, the energy of the system is lowered by $J + h$, see Table 1:

\begin{equation}
H(\omega_3) - H(\omega_2) = -(J + h).
\end{equation}

Thus, we have

\begin{equation}
H(\omega_3) - H(-1) = [H(\omega_3) - H(\omega_2)] + [H(\omega_2) - H(-1)] = -(J + h) + \Gamma^{\text{Hex}} < \Gamma^{\text{Hex}}.
\end{equation}

In cases (3) and (4) the cluster does not have an angle of $\frac{2}{3}\pi$. This implies that when we add another triangular unit, the energy of the system can only increase. Thus, we have

\begin{equation}
H(\omega_3) - H(\omega_2) \geq J - h,
\end{equation}

and

\begin{equation}
H(\omega_3) - H(-1) = [H(\omega_3) - H(\omega_2)] + [H(\omega_2) - H(-1)] \geq J - h + \Gamma^{\text{Hex}} > \Gamma^{\text{Hex}}.
\end{equation}

To rule out cases (5) and (6), we show that the two triangular units have to be attached along one of the longest sides of the quasi-regular hexagon. In particular, recalling Corollary 5.6 and Definition 24, if $\delta \in (0, \frac{1}{4})$ must attach the two triangular units along the longest side of $E_{B_6}(r^*)$. Indeed, recalling Definition 3.11, the longest side of $E_{B_6}(r^*)$ has length $r^* + 2$ and it has the same length of the larger base of the bar $B_6$, that has cardinality $2r^* + 3$. Any other side $s$ of $E_{B_6}(r^*)$ has length $r^* + 1$, so the bar $B$ with the larger base $r^* + 1$ has cardinality $l = 2r^* - 1$. Suppose by contradiction that there exits a path $\tilde{\omega} := (\omega_0, \omega_1, \omega_2, \ldots, \omega_{r^*+1}, \omega_{2r^*+3})$ that intersects the configurations described in case (5) and (6) with $\Phi_\omega \leq H(-1) + \Gamma^{\text{Hex}}$. Let $\omega_0 := E_{B_6}(r^*)$, $\omega_2$ be the configuration with the two triangular units attached along $s$, $\omega_3, \ldots, \omega_l$ be the configurations obtained filling the new bar $B$ and let $\omega_{l+2}$ be the configuration obtained from $\omega_l$ by attaching two triangular units. Recalling (48) and (21), we have the following contradiction

\begin{equation}
H(\omega_{l+2}) - H(-1) = [H(\omega_{l+2}) - H(\omega_l)] + [H(\omega_l) - H(\omega_2)] + [H(\omega_2) - H(-1)] \\
= [2J - 2h] + [-J - (l - 2)h] + \Gamma^{\text{Hex}} = J - h + \Gamma^{\text{Hex}} = \]
\begin{equation}
J - (2r^* - 1)h + \Gamma^{\text{Hex}} = 2h(\delta + 1) + \Gamma^{\text{Hex}} > \Gamma^{\text{Hex}}.
\end{equation}
Analogously, if \( \delta \in (\frac{1}{2}, 1) \) we must attach the two triangular units along one of the longest sides of \( E_{B_1}(r^* + 1) \). Indeed, recalling Definition 3.11, there exists two longest sides of \( E_{B_1}(r^* + 1) \) with length \( r^* + 2 \) and each of these sides has the same length of the larger base of a bar with cardinality \( 2(r^* + 1) + 1 \). The other sides \( s \) of \( E_{B_1}(r^* + 1) \) have length \( r^* + 1 \) and the corresponding bars have cardinality \( 2(r^* + 1) - 1 \). Suppose by contradiction that there exists a path \( \tilde{\omega} := (\omega_0, \ldots, \omega_2, \ldots, \omega_l, \ldots, \omega_{l+1}, \ldots, \omega_{2r+3}) \) that intersects the configurations described in case (5) and (6) with \( \Phi_{\tilde{\omega}} \leq \, H(-1) + \Gamma_{\text{Hex}} \). Let \( \omega_0 := E_{B_1}(r^* + 1) \), \( \omega_2 \) be the configuration with the two triangular units attached along \( s \), \( \omega_3, \ldots, \omega_l \) be the configurations obtained filling the new bar \( B \) and let \( \omega_{l+2} \) be the configuration obtained from \( \omega_l \) by attaching two triangular units. Recalling (48) and (21), we have the following contradiction

\[
H(\omega_{l+2}) - H(-1) = [H(\omega_{l+2}) - H(\omega_1)] + [H(\omega_1) - H(\omega_2)] + [H(\omega_2) - H(-1)]
= [2J - 2h] + [-J - (l - 2)h] + \Gamma_{\text{Hex}} = J - lh + \Gamma_{\text{Hex}}
= J - (2(r^* + 1) - 1)h + \Gamma_{\text{Hex}} = 2h + \Gamma_{\text{Hex}} > \Gamma_{\text{Hex}}.
\]

Therefore, the two triangular units have to be attached along one of the longest sides of the quasi-regular hexagon as in case (1) and (2). Recalling Definition 2.4 and 2.5, let \( \mathcal{W}(-1,+1) \) be a minimal gate for the transition from \(-1 \) to \( +1 \). By the previous analysis, we have that all configurations as those in the cases (3), (4), (5), (6) are not in \( \mathcal{W}(-1,+1) \). Moreover, observing that configurations as those of case (1) correspond to the configurations \( \tilde{S}(A^*_1) \) and configurations as those of case (2) correspond to the configurations \( \tilde{D}(A^*_1) \) (see Figure 3), we conclude \( \mathcal{W}(-1,+1) = \tilde{S}(A^*_1) \cup \tilde{D}(A^*_1) \).

6.1. Proof of Theorem 2.9. To prove Theorem 2.9, we estimate the capacity between \(-1 \) and \(+1 \) which is linked to the mean hitting time of the stable state through the following formula (see [10, Corollary 7.11]):

\[
\mathcal{E}_{-1}[\tau_{+1}] = \frac{1}{\text{CAP}(-1,+1)} \sum_{\sigma \in \mathcal{X}} \mu(\sigma) h_{-1,+1}(\sigma).
\]

For a detailed discussion of the strategy outlined below to estimate the capacity refer to [10].

Capacity as the minimum of the Dirichlet form. Let \( h : \mathcal{X} \to \mathbb{R} \) and consider the following Dirichlet form

\[
\mathcal{E}(h) = \frac{1}{2} \sum_{\sigma, \eta \in \mathcal{X}} \mu(\sigma) p(\sigma, \eta)[h(\sigma) - h(\eta)]^2
\]

\[
= \frac{1}{2} \sum_{\sigma, \eta \in \mathcal{X}} \frac{e^{-\beta H(\sigma)} e^{-\beta |H(\eta) - H(\sigma)|}}{Z} \frac{|A|}{|\mathcal{X}|} [h(\sigma) - h(\eta)]^2
\]

where \( Z \) is the partition function \( Z := \sum_{\eta \in \mathcal{X}} e^{-\beta H(\eta)} \).

Given two non-empty disjoint sets \( A, B \) the capacity of the pair \( A, B \) is defined by

\[
\text{CAP}(A, B) := \min_{h, A \to [0,1]} \mathcal{E}(h).
\]

From this definition it follows immediately that the capacity is a symmetric function of the sets \( A \) and \( B \).

The right hand side of (112) has a unique minimizer \( h^*_{A,B} \) called equilibrium potential of the pair \( A, B \) given by

\[
h^*_{A,B}(\eta) = \mathbb{P}_{\eta}(\tau_A < \tau_B),
\]
for any $\eta \in A \cup B$.

Hence, inserting a general test function $h$ in the Dirichlet form, one obtains an upper bound for the capacity. Obviously, the closer $h$ is to the equilibrium potential, the sharper is the bound.

Capacity as the maximum of the expectation of a flow dependent variable. A remarkable property of capacity is that it can be characterized also by another variational principle, useful to obtain a lower bound. Think to $X$ as the vertex set of a graph $(X, L)$ whose edge set $L$ consists of all pairs $(\sigma, \eta)$ with $\sigma, \eta \in X$ for which $P(\sigma, \eta) > 0$ (see also [34, 11, 8] for further details and applications to several models).

**Definition 6.1.** Given two non-empty disjoint sets $A, B \subset X$, a loop-free non-negative unit flow, $f$, from $A$ to $B$ is a function $f : E \to [0, \infty)$ such that:

- (a) $f(\epsilon) > 0 \implies f(-\epsilon) = 0$ $\forall \epsilon \in E$.
- (b) $f$ satisfies Kirchoff’s law:

$$\sum_{\sigma' \in X} f(\sigma, \sigma') = \sum_{\sigma'' \in X} f(\sigma'', \sigma'), \quad \forall \sigma \in X \setminus (A \cup B).$$

- (c) $f$ is normalized:

$$\sum_{\sigma \in A} \sum_{\sigma' \in X} f(\sigma, \sigma') = 1 = \sum_{\sigma \in X \setminus B} \sum_{\sigma' \in B} f(\sigma', \sigma).$$

- (d) Any path from $A$ to $B$ along edges $e$ such that $f(e) > 0$ is self-avoiding, that is, visits each configuration at most once.

The space of all loop-free non-negative unit flows from $A$ to $B$ is denoted by $U_{A,B}$. A loop-free non-negative unit flow $f$ is naturally associated with a probability measure $P^f$ on self-avoiding paths. To see this, define $F(\sigma) = \sum_{\sigma' \in X} f(\sigma, \sigma')$, $\sigma \in X \setminus B$. Then $P^f$ is the Markov chain $(\sigma_n)_{n \in \mathbb{N}_0}$ with initial distribution $P^f(\sigma_0) = F(\sigma_0) \cdot \mathbb{1}_A(\sigma_0)$, transition probabilities

$$q^f(\sigma, \sigma') = \frac{f(\sigma, \sigma')}{F(\sigma)}, \quad \sigma \in X \setminus B,$

such that the chain is stopped upon arrival in $B$. In terms of this probability measure, we have the following proposition:

**Proposition 6.2** (Berman–Konsowa principle: flow version). Let $A, B \subset X$ be two non-empty disjoint sets. Then, with the notation introduced above and denoting by $\gamma$ a self-avoiding path from $A$ to $B$,

$$\text{CAP}(A,B) = \sup_{f \in U_{A,B}} \mathbb{E}^f \left( \sum_{e \in \gamma} \frac{f(e_l, e_r)}{\mu(e_l)p(e_l, e_r)} \right)^{-1},$$

where $e_l$ and $e_r$ are the endpoints of edge $e$ and the expectation is taken with respect to the measure $P^f$ on self-avoiding paths.

Thanks to this variational principle, any flow provides a computable lower bound for the capacity.
Upper bound. Consider the following sets:

- $\mathcal{X}^* \subset \mathcal{X}$ defined as the subgraph obtained by removing all vertices $\sigma$ with $\Phi(-1, \sigma) > \Gamma^{Hex} + H(-1)$ or with $\Phi(+1, \sigma) > \Gamma^{Hex} + H(+1)$ together with all edges incident to these vertices (note that, in particular, $\mathcal{X}^*$ does not contain vertices with $H(\sigma) > \Gamma^{Hex} + H(-1)$); and all edges incident to these vertices;

- $A := \{ \sigma \in \mathcal{X} \mid \Phi(-1, \sigma) < \Gamma^{Hex} + H(-1) \} \subset \mathcal{X}^*$;

- $B := \{ \sigma \in \mathcal{X} \mid \Phi(+1, \sigma) < \Gamma^{Hex} + H(-1) \} \subset \mathcal{X}^*$;

- $G_i \subset \mathcal{X}^*, i = 1, \ldots, I$ a collection of sets such that, for all $i$, $\Phi(-1, \sigma) = \Phi(+1, \sigma)$ and $\sigma \sim \eta$ and $\sigma \sim \eta'$, for all $\eta \in A, \eta' \in B$ for all $\sigma \in G_i$;

- $N^A_j \subset \mathcal{X}^*, j = 1, \ldots, J_A$ a collection of sets such that, for all $j$ and for all $\sigma \in N^A_j, \Phi(-1, \sigma) = \Phi(+1, \sigma)$ and any path $\omega : \sigma \to +1$ must be such that $\omega \cap A \neq \emptyset$;

- $N^B_j \subset \mathcal{X}^*, j = 1, \ldots, J_B$ a collection of sets such that, for all $j$ and for all $\sigma \in N^B_j, \Phi(+1, \sigma) = \Phi(-1, \sigma)$ and any path $\omega : \sigma \to -1$ must be such that $\omega \cap B \neq \emptyset$.

In words, sets $A$ and $B$ are the cycles with stability level $\Gamma^{Hex}$ around $-1$ and $+1$ respectively. Further sets $G_i$ consists of those configurations belonging to some minimal gate whereas $N^A_j$ and $N^B_j$ are dead ends, that is, to achieve a transition between $-1$ and $+1$ starting from one of these sets the dynamics must go back to $A$ or $B$.

Note that sets $G_i$, $N^A_j$ and $N^B_j$ are not connected via allowed moves.

By standard arguments (see [10, Chapter 16]) it is straightforward to check that the sum over $\sigma, \eta \in \mathcal{X}$ in (110) can be substituted by a sum over $\mathcal{X}^*$ at the price of a factor $[1 + o(1)]$.

To find an upper bound for the capacity we choose a test function $h^U$ defined in the following way:

\[
h^U(\sigma) := \begin{cases} 
1 & \sigma \in A \cup \{ \bigcup_{j=1}^{J_A} N^A_j \} \\
eq i & \sigma \in G_i, i = 1, \ldots, I \\
0 & \sigma \in B \cup \{ \bigcup_{j=1}^{J_B} N^B_j \} 
\end{cases}
\]

(118)

It is convenient to call $\mathcal{X}_A := A \cup \{ \bigcup_{j=1}^{J_A} N^A_j \}$, $\mathcal{X}_B := B \cup \{ \bigcup_{j=1}^{J_B} N^B_j \}$.

Consider the case $\delta \in (0, \frac{1}{2})$. By Theorem 2.13, it follows that $I = 2$ and $G_1 \equiv \tilde{S}(A^*_1)$ and $G_2 \equiv D(A^*_1)$. Define $(C^*)^{-}$ as the set of configurations where the cluster has the shape of $E_{B_3}(r^*)$ with attached a triangular unit along the longest side and $(C^*)^{+}$ as the set of configurations where the cluster has the shape of $E_{B_3}(r^*)$ with an incomplete bar of cardinality 3 along the longest side. Note that $(C^*)^{-} \subset A$ and
(C*)+ \subset B.

\[
\text{CAP}(A, B) \leq (1 + o(1)) \left[ \min_{c_1, c_2 \in [0, 1]} \min_{h: X^* \to [0, 1]} \frac{1}{2} \sum_{\sigma, \eta \in X^*} \mu(\sigma) P(\sigma, \eta) [h(\sigma) - h(\eta)]^2 \right]
\]

\[
= (1 + o(1)) \left[ \min_{c_1, c_2 \in [0, 1]} \sum_{\sigma \in X_A, \eta \in G, i=1,2} \frac{e^{-\beta H(\sigma)}}{|A|} (1 - c_1)^2 + \sum_{\sigma \in X_B, \eta \in G, i=1,2} \frac{e^{-\beta H(\sigma)}}{|A|} c_i^2 \right]
\]

\[
= (1 + o(1)) \left[ \frac{e^{-\beta H_{\text{Hex}}}}{Z[A]} \min_{c_1, c_2 \in [0, 1]} \sum_{\eta \in G_1, i=1,2} (1 - c_1)^2 + \sum_{\eta \in G_2, i=1,2} c_i^2 \right]
\]

where we used the definition of the Gibbs measure (6) and the expression of the transition probability (2) and we observed that \(\sigma \in X_A\) and \(\eta \in G_1\) are neighbors only if \(\sigma \in (C^*)^-\) and \(\sigma \in X_B\) and \(\eta \in G_2\) are neighbors only if \(\sigma \in (C^*)^+\).

For all \(\eta \in G_1\) we have that \(|(C^*)^- \sim \eta| = 1\), whereas for all \(\eta \in G_2\) we have that \(|(C^*)^+ \sim \eta| = 2\). Moreover, we have \(|(C^*)^+ \sim \eta| = 1\) for all \(\eta \in G_1 \cup G_2\). Therefore, we obtain

\[
\text{CAP}(A, B) \leq (1 + o(1)) \left[ \frac{e^{-\beta H_{\text{Hex}}}}{Z[A]} \min_{c_1, c_2 \in [0, 1]} \left( (1 - c_1)^2 + c_1^2 + \sum_{\eta \in G_1} 2(1 - c_2)^2 + c_2^2 \right) \right]
\]

\[
(120) \quad \leq (1 + o(1)) \left[ \frac{e^{-\beta H_{\text{Hex}}}}{Z[A]} \min_{c_1, c_2 \in [0, 1]} \left| G_1 \right| (2c_1^2 - 2c_1 + 1) + \left| G_2 \right| (3c_2^2 - 4c_2 + 2) \right]
\]

The functions \(f(c_1) := 2c_1^2 - 2c_1 + 1\) and \(f(c_2) := 3c_2^2 - 4c_2 + 2\) are minimized respectively at \(c_1 = \frac{1}{2}\) and \(c_2 = \frac{2}{3}\). Moreover, \(|G_1| = 6(l - 1)|A|\) and \(|G_2| = 3(l - 1)|A|\) where \(l\) is the length of the longest side of \(E_{B_3}(r^*), \) i.e., \(l = r^* + 2\). Finally, we have

\[
\text{CAP}(A, B) \leq (1 + o(1)) \left[ \frac{e^{-\beta H_{\text{Hex}}}}{Z[A]} \left( (6(l - 1)|A|) \frac{1}{2} + 3(l - 1)|A| \frac{2}{3} \right) \right]
\]

\[
(121) \quad \leq (1 + o(1)) \left[ 5(l - 1) \frac{e^{-\beta H_{\text{Hex}}}}{Z} \right] .
\]

The case \(\delta \in (\frac{1}{2}, 1)\) can be treated likewise with the following modifications: the critical area \(A^*_c\) becomes \(A^*_c; E_{B_3}(r^*)\) is replaced by \(E_{B_3}(r^* + 1); |G_1| = 12(l - 1)|A|\) and \(|G_2| = 6(l - 1)|A|\) where \(l\) is the length of the longest side of \(E_{B_3}(r^* + 1), \) i.e., again \(l = r^* + 2\). We these changes we get

\[
(122) \quad \text{CAP}(A, B) \leq (1 + o(1)) \left[ 10(l - 1) \frac{e^{-\beta H_{\text{Hex}}}}{Z} \right] .
\]

Lower bound. By the symmetry of the capacity, \(\text{CAP}(-1, +1) = \text{CAP}(+1, -1)\).

We consider a loop-unitary flow from \(+1\) to \(-1\) to estimate \(\text{CAP}(+1, -1)\).

Let \((C^*)^+, \) respectively \((C^*)^-\), be the set of configurations that contain a cluster with the shape of a quasi-regular hexagon \(E_{B_3}(r^*)\) with an incomplete bar of cardinality 3, respectively 1, attached along its longest side. If \(\delta \in (0, 1/2)\), choose the unitary
flow \( f \) as follows. Distribute the mass of the test flow equally among a suitable subset of optimal paths. Consider a configuration \( \sigma \in (C^*)^+ \) and observe that the triangular units in the incomplete bar of \( \sigma \) are of two types: the first type consists of those triangular units at lattice distance one from \( E_{B_0}(r^*) \) (the two extreme of the incomplete bar) whereas the second type consists of those triangular units at lattice distance two from \( E_{B_0}(r^*) \) (the central triangular unit of the incomplete bar). Each \( \sigma \in (C^*)^+ \) can be univocally identified by two coordinates \( x, y \): \( x \) is the coordinate of the center of \( E(r^* + 1) \) and \( y \) is the coordinate of the first triangular unit of the incomplete bar. Further, for each \( \sigma \in (C^*)^+ \), there exists an optimal path from \( \sigma \) to \( +1 \). In this way it is possible to find a bijection between the set of configurations \((C^*)^+\) and the set of paths from \( \sigma \) to \( +1 \) for \( \sigma \in (C^*)^+ \). Call \( \gamma_{x,y} \) the time reversal of the deterministic path from the configuration \( \sigma \) (identified by \( x, y \)) to \( +1 \). Note that from \((C^*)^+\) the path \( \gamma_{x,y} \) can be extended towards \( -1 \) by flipping one of the spins of the incomplete bar with probability \( 1/3 \). If one of the two spins of the first type is flipped, creating an elementary rhombus, then the path is extended deterministically by flipping the remaining spins from plus to minus starting from the spin belonging to the second type. Otherwise, if the flipped spin is that of the second type, then the path can be extended by flipping one of the spins of the first type with probability \( 1/2 \), and then proceeding deterministically to flip the remaining spins from plus to minus.

Let \( K \) be the number of negative spins in configurations in \((C^*)^+\), and let \( \nu_0 := \frac{1}{3^{(K-1)}} \) be the number of possible configurations in \((C^*)^+\). Consider the following unitary flow from \(+1\) to \(-1\), see Figure 15.

\[
(123) \quad f(\sigma', \sigma'') = \begin{cases} 
\nu_0 & \text{if } \sigma' = \gamma_{x,y}(k), \sigma'' = \gamma_x(k+1) \\
\frac{1}{3} & \text{if } \sigma' = \gamma_{x,y}(K), \sigma'' = \gamma_{x,y}(K+1) \in \tilde{D}(A_i^*) \\
\frac{1}{3} & \text{if } \sigma' = \gamma_{x,y}(K), \sigma'' = \gamma_{x,y}(K+1) \in \tilde{S}(A_i^*) \\
\frac{1}{3} & \text{if } \sigma' = \gamma_{x,y}(K+1) \in \tilde{D}(A_i^*), \sigma'' = \gamma_{x,y}(K+2) \\
\frac{1}{3} & \text{if } \sigma' = \gamma_{x,y}(K+1) \in \tilde{S}(A_i^*), \sigma'' = \gamma_{x,y}(K+1) \\
\nu_0 & \text{if } \sigma' = \gamma_{x,y}(k), \sigma'' = \gamma_{x,y}(k+1) \\
0 & \text{otherwise.}
\end{cases}
\]

where \( \gamma_{x,y}(k) \) is the \( k \)-th configuration visited by the path \( \gamma_{x,y} \).

The flow described above can be used to assign to each path \( \gamma = (\gamma(0), \ldots, \gamma(|\Lambda|)) \) with \( \gamma(0) = +1 \) and \( \gamma(|\Lambda|) = -1 \) a probability \( \mathbb{P}(\gamma) \) defined as

\[
(124) \quad \mathbb{P}(\gamma) := \mathbb{P}(\chi = \gamma) = \prod_{i=1}^{(|\Lambda|)} f(\gamma(i-1), \gamma(i)) / \prod_{i=1}^{(|\Lambda|)} F(\gamma(i-1)).
\]

Non null probability paths \( +1 \to -1 \) can be partitioned into two sets \( \mathcal{I}_S \) and \( \mathcal{I}_D \). \( \mathcal{I}_S \) contains those paths such that \( \gamma(K + 1) \) is in \( \tilde{S}(A_i^*) \) whereas \( \mathcal{I}_D \) contains those paths such that \( \gamma(K + 1) \) is in \( \tilde{D}(A_i^*) \).
Figure 15. The chosen flow from \((C^*)^+\) to \((C^*)^-\). In particular, starting from the top, the second flow crosses a configuration in \(\tilde{D}(A^*_1)\), the first and the last one cross a configuration in \(\tilde{S}(A^*_1)\). The color red and the blue represent the left and the right triangular units of the first type respectively.

By Proposition 6.2 and by the choice of the flow (123), we have

\[
\text{CAP}(+1, -1) \geq \sum_{\gamma \in I_{\tilde{S}} \cup I_{\tilde{D}}} P(\gamma) \left[ \frac{\sum_{k=0}^{\lvert A \rvert-1} f(\gamma(k), \gamma(k+1))}{\mu(\gamma(k))p(\gamma(k), \gamma(k+1))} \right]^{-1} \\
\geq \sum_{\gamma \in I_{\tilde{S}}} P(\gamma) \frac{e^{-\beta \Gamma^{Hex}}} {Z\lvert A \rvert} \left[ f(\gamma(K), \gamma(K+1)) + f(\gamma(K+1), \gamma(K+2)) \right]^{-1} (1 + o(1)) \\
+ \sum_{\gamma \in I_{\tilde{D}}} P(\gamma) \frac{e^{-\beta \Gamma^{Hex}}} {Z\lvert A \rvert} \left[ f(\gamma(K), \gamma(K+1)) + f(\gamma(K+1), \gamma(K+2)) \right]^{-1} (1 + o(1)) \\
\geq \sum_{\gamma \in I_{\tilde{S}}} P(\gamma) \frac{e^{-\beta \Gamma^{Hex}}} {Z\lvert A \rvert} \left[ f(\gamma(K), \gamma(K+1)) + f(\gamma(K+1), \gamma(K+2)) \right]^{-1} (1 + o(1)) \\
+ \sum_{\gamma \in I_{\tilde{D}}} P(\gamma) \frac{e^{-\beta \Gamma^{Hex}}} {Z\lvert A \rvert} \left[ f(\gamma(K), \gamma(K+1)) + f(\gamma(K+1), \gamma(K+2)) \right]^{-1} (1 + o(1))(1 + o(1)).
\]

Observe that there are \(\lvert A \rvert/2\) hexagons in \(A\), 6 choices for the longest side of \(E_{B_r}(r^*)\), and \(l-1\) positions for the incomplete bar of cardinality three. Moreover, from \((C^*)^+\) there are two possible choices to obtain \(\tilde{S}(A^*_1)\) by removing one of two spins of the first type. From \((C^*)^+\) there is only one choice to obtain \(\tilde{D}(A^*_1)\) by removing the spin of the second type, but to the next step there are two choices to obtain a configuration with only one triangular unit. Thus, the number of the paths in both \(I_{\tilde{S}}\) and \(I_{\tilde{D}}\) is equal to 6\(\lvert A \rvert/(l-1)\). Furthermore, by (124) we have

\[
P(\gamma) = f(\gamma(K), \gamma(K+1)) = \nu_0/3,
\]
if \(\gamma \in I_{\tilde{S}}\). Otherwise, if \(\gamma \in I_{\tilde{D}}\), we have

\[
P(\gamma) = f(\gamma(K+1), \gamma(K+2)) = \nu_0/6.
\]

Hence, it follows

\[
\text{CAP}(+1, -1) \geq \frac{e^{-\beta \Gamma^{Hex}}} {Z} 5(l-1)(1 + o(1)).
\]

that matches the upper bound (121).
If $\delta \in (1/2, 1)$, it is possible to construct the same flow described above. In this case, the incomplete bar of length 3 can be attached on one of the two longest sides of $E_{B_1}(r^* + 1)$. Thus, the number of the paths in both $I_S$ and $I_D$ is equal to $12|\Lambda| (l - 1)$. The same arguments allow us to write

$$\text{CAP}(1, -1) \geq \frac{e^{-\beta \Gamma_{Hex}}}{Z} 10(l - 1)(1 + o(1)),$$

which matches the upper bound (122).

7. Polyiamonds with minimum edge-perimeter and maximal area

The problem of finding the shape minimizing the perimeter of a polyiamond given its area is relevant in a handful of fields and a vast literature on the topic has flourished in several communities (see for instance [22, 25, 33, 20, 40]). However, depending on the application, different definitions of perimeter may be taken into account. For instance, one may wish to consider, for the perimeter of a polyiamond, the number of neighboring vertices or, as we do above, the number of boundary edges. The problem of minimizing the perimeter might, therefore, be different.

In this Section we leverage on the results in [22] where the properties of the site-perimeter of polyiamonds are studied. More formally,

**Definition 7.1.** Given a polyiamond $P$, its site-perimeter $s(P)$ is the number of empty triangular units sharing at least one edge with the polyiamond.

In [22] both polyiamonds with fixed site-perimeter and maximal area and polyiamonds with fixed area and minimal site-perimeter are identified. In particular, they prove that those polyiamonds referred to as quasi-regular hexagons in the previous Sections have both maximal area for fixed site-perimeter and minimal site-perimeter for fixed area. Moreover, they show that those polyiamonds that here we called standard have minimal site-perimeter and provide an explicit formula for its value. Here we will show, on one hand, that quasi-regular hexagons are the only polyiamonds of maximal area for fixed site-perimeter and, on the other hand, that standard polyiamonds not only minimize the site-perimeter for fixed area, but they also minimize the edge-perimeter establishing Theorem 3.22. Moreover, we show that quasi-regular hexagons maximize the area for fixed edge-perimeter as well.

In the remainder of this Section we first recall the definitions and the results of [22] (see Subsection 7.1) and then we show how these results can be extended as mentioned above (see Subsection 7.2). Finally we give the proof of Theorem 3.22.

7.1. Site-perimeter of polyiamonds: known results. In [22] hexagons, living on the triangular lattice, are identified starting from an equilateral triangle and “cutting the corners” (see [22, Definition 2.1]). In particular hexagons are parametrized by quadruples $(a, b, c, d)$ and $T^d_{a, b, c}$ denotes a hexagon obtained from an equilateral triangle with side length $d$ and removing from its corners the equilateral triangles of side lengths $a, b$ and $c$ (see Figure 17). This parametrization allows to express in a straightforward manner the area and the site-perimeter of any hexagon as follows:

$$s(T^d_{a, b, c}) = 3d - a - b - c$$

$$||T^d_{a, b, c}|| = d^2 - a^2 - b^2 - c^2$$

Note that degenerate hexagons are included in this definition. If this is the case the “hexagon” may, indeed, be a triangle, a quadrilateral or a pentagon (see Figure 16).
Figure 16. Examples of degenerate hexagons.

Figure 17. The side lengths of the hexagon obtained from the equilateral triangle of side length \(d\) cutting the equilateral triangles of side lengths \(a\), \(b\) and \(c\).

Remark 7.2. In general there exist two possible parametrizations identifying the same hexagon.

In [22, Proposition 3.4] the shape of those polyiamonds maximizing the area for a given site-perimeter is identified. In the following we show that these shapes are those that in this paper we called quasi-regular hexagons.

Order the set of quasi-regular hexagons by increasing values of their area and note that going from one quasi-regular hexagon to the next in this sequence, the perimeter (both edge and site) increases by exactly one unit. Consequently each quasi-regular hexagon can be identified univocally by its perimeter. Write all possible values of the site-perimeter of a quasi-regular hexagon as

\[
s = 6r + i, \quad r \geq 1, \quad i \in \{0, 1, 2, 3, 4, 5\}.
\]

Note that here \(s(P)\) denotes the site-perimeter of polyiamond \(P\) whereas in [22] the same notation identifies the area of \(P\).

Since \(s = 6r\) is the site-perimeter of the regular hexagon of radius/side length \(r\), \(s = 6r + i\) is the site-perimeter of the quasi-regular hexagon obtained by adding \(i\) bars to the regular hexagon of radius \(r\).

By constructing, explicitly, the shapes referred to in [22, Proposition 3.4], it is straightforward to check that these are the quasi-regular hexagons (see Fig. 18). In particular there is the following correspondence between the notation used in [22]
and the notation used in the previous Sections to denote quasi-regular hexagons

\begin{align*}
T^\lfloor s/2 \rfloor_{r,r}, i = 0 & \text{ corresponds to } E(r), \\
T^\lfloor s/2 \rfloor_{r-1,r,r}, i = 1 & \text{ corresponds to } E_{B_1}(r), \\
T^\lfloor s/2 \rfloor_{r,r,r+1}, i = 2 & \text{ corresponds to } E_{B_2}(r), \\
T^\lfloor s/2 \rfloor_{r,r+1,r}, i = 3 & \text{ corresponds to } E_{B_3}(r), \\
T^\lfloor s/2 \rfloor_{r+1,r,r+1}, i = 4 & \text{ corresponds to } E_{B_4}(r), \\
T^\lfloor s/2 \rfloor_{r,r+1,r+1}, i = 5 & \text{ corresponds to } E_{B_5}(r).
\end{align*}

(132)

Since there is only a quasi-regular hexagon for each value of \( s \), the Proposition amounts to saying that quasi-regular hexagons maximize the area for a given site-perimeter.

As a consequence, [22, Proposition 4.5] states, in our notation, that the minimal site-perimeter for a polyiamond of area \( A \) is the site-perimeter of the smallest quasi-regular hexagon of area at least \( A \).

7.2. Site-perimeter of polyiamonds: further results. We extend the result of [22, Proposition 3.4] as follows

**Proposition 7.3.** Quasi-regular hexagons are the unique polyiamonds of maximal area for fixed site-perimeter.

**Proof.** Let \( s = 6r + i \) be the site-perimeter of a hexagon \( T^d_{a,b,c} \) and consider the function \( M = s^2 - 6\|T^d_{a,b,c}\| \). If the site-perimeter is fixed, polyiamonds of maximal area are those that minimize \( M \). By (130) one can compute \( M \) in terms of the parameters identifying the hexagon as \( M = 3(d - a - b - c)^2 + 2((a - b)^2 + (a - c)^2 + (b - c)^2) \). In [22] it is shown that the minimum of \( M \) depends on the value of the remainder \( i \) (modulo 6). Calling \( M^* \) the minimum of \( M \), by the proof of [22,
it must be either
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solution of this equation is $i$
from $T$
The parameters $a,b$
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we have $0 = \alpha = d - a - b - c = \frac{1}{3}(s - 2(a + b + c)) = \frac{1}{3}(s - 6v)$. The unique solution of this equation is $v = r$. This yields $d = 3r = \frac{s}{2} \in \mathbb{N}$ and, therefore, the unique quadruple $(a,b,c,d)$ parametrizing a hexagon for which the minimum of $M$ is attained is $(r,r,r,\frac{s}{2})$.

If $i$, from (133) we have $M^* = 7$ amounting to saying $a^2 = 1$ and $\beta = 2$.
Assuming, without loss of generality, $a \leq b \leq c$, the latter implies that, for some $v$
it must be either $a = v - 1$; $b = c = v$ or $a = b = v - 1$; $c = v$.
Consider, first, the case, $a = v - 1$; $b = c = v$. We have $\alpha = \frac{1}{3}(s - 2(a + b + c)) = \frac{1}{3}(6(r - v) + 3)$. If $\alpha = +1$, then the solution of the equation is $v = r$ implying $d = 3r = \lfloor \frac{s}{2} \rfloor$. This solution corresponds to the quadruple $(r - 1, r, r, \lfloor \frac{s}{2} \rfloor)$. If $\alpha = -1$, then it must be $v = r + 1$ and the associated quadruple is $(r, r + 1, r + 1, \lfloor \frac{s}{2} \rfloor)$.
If we consider the case $a = b = v - 1$; $c = v$, then $\alpha = \frac{1}{3}(6(r - v) + 5)$. However no acceptable quadruple can be obtained in this case since $\alpha$ must be integer and $\frac{1}{3}(6(r - v) + 5) \notin \mathbb{N}$.
Arguing in the same manner for $i = 2, 3, 4, 5$ it is possible to determine all quadruples for which the minimum of $M$ is attained. In particular we have:
if $i = 2$ the only quadruple minimizing $M$ is $(r, r, r + 1, \frac{s}{2})$;
if $i = 3$ the two quadruples minimizing $M$ are $(r, r, r, \lfloor \frac{s}{2} \rfloor)$ and $(r + 1, r + 1, r + 1, \lfloor \frac{s}{2} \rfloor)$;
if $i = 4$, $M$ is minimized only by the quadruple $(r, r + 1, r + 1, \frac{s}{2})$;
if $i = 5$ the two quadruples minimizing $M$ are $(r, r, r + 1, \lfloor \frac{s}{2} \rfloor)$ and $(r + 1, r + 1, r + 2, \lfloor \frac{s}{2} \rfloor)$.
Note that, for $i$ even, there is only one quadruple minimizing $M$ and, therefore, in these cases the hexagon maximizing the area for fixed site-perimeter is obviously unique.

On the other hand, for $i$ odd, there are two quadruples minimizing $M$. However, these two quadruples identify the same hexagon. To see this we argue as follows.
The parameters $a,b$ and $c$ are the lengths of three non consecutive sides of the hexagon. Therefore there is another parametrization $T_{a',b',c'}^d$, in principle different from $T_{a,b,c}^d$, for a hexagon with site-perimeter $s$, given in terms of the lengths of the other three non consecutive sides for a suitable value $d'$. Since $i$ is odd, $\frac{s}{2} \notin \mathbb{N}$ thus it is not possible to have $a = a'$, $b = b'$ and $c = c'$ because $s = a + a' + b + b' + c + c'$ would be even. Thus for each hexagon with odd site-perimeter there are, indeed,
two quadruples. Since for $i$ odd the minimum of $M$ is always attained only in two quadruples they must identify the same hexagon (if the two quadruples identify different hexagons, then there should exist four quadruples minimizing $M$).

7.2.1. **Proof of Theorem 3.22.** Edge-perimeter and site-perimeter are closely related. It is straightforward to check that $s(P) \leq p(P)$. Indeed, as shown in Figure 19, an empty triangular unit, giving unitary contribution to the site-perimeter, may share 1, 2 or 3 edges with the polyiamond each giving a unitary contribution to the edge-perimeter. More precisely the following proposition holds:

**Proposition 7.4.** Let $\nu(P)$ be the number of $\frac{7\pi}{3}$ internal angles that are not part of an elementary hole and $e(P)$ the number of elementary holes in $P$. Then

$$p(P) = s(P) + \nu(P) + 2e(P)$$

(134)

Proposition 7.4 immediately implies

**Proposition 7.5.** If $s(P)$ is minimal (that is there is no polyiamond with the same area and a smaller site-perimeter) and $p(P) = s(P)$, then $p(P)$ is minimal as well (that is there is no polyiamond with the same area and a smaller edge-perimeter).

The proof of this statement is straightforward, indeed, call $\alpha(P) = \nu(P) + 2e(P)$ and note that $\alpha(P) \geq 0$. Let $\bar{P}$ be a minimizer of $s$ such that $\alpha(\bar{P}) = 0$ (it, obviously, exists). Assume there is a polyiamond $\tilde{P}$ such that $p(\tilde{P}) < p(\bar{P})$. This is equivalent to saying $s(\tilde{P}) + \alpha(\tilde{P}) < s(\bar{P}) + \alpha(\bar{P}) = s(\bar{P})$ and this is clearly a contradiction since $\alpha \geq 0$.

**Proof of Proposition 7.4.** For the proof we refer to Figure 19. Note that in case (c) the contribution of the empty triangular unit to the site-perimeter of the polyiamond is the same (one unit) that the shared edge gives to the edge-perimeter. In case (a) the three edges on the boundary of the polyiamond are adjacent to the same empty triangular unit. Therefore, for each elementary hole the edge-perimeter of the polyiamond increases by two extra units with respect to the site-perimeter.
Finally, in case (b) the two edges on the boundary are adjacent to the same empty triangular unit. Hence, for each $\frac{5}{4}\pi$ angle the edge-perimeter of the polyiamond increases by one extra unit with respect to the site-perimeter.

We have already seen that all quasi-regular hexagons have minimal site-perimeter for fixed area and maximal area for fixed site perimeter. Thanks to Proposition 7.4 it is possible to show that these two properties holds also for the edge-perimeter. Moreover, we show that quasi-regular hexagons are the unique polyiamonds of maximal area for fixed edge-perimeter. Denote by $Q$ the set of all quasi-regular hexagons. More formally we have:

**Lemma 7.6.** Let $E$ be a quasi-regular hexagon and $P \not\in Q$ a polyiamond such that $\|P\| \geq \|E\|$. Then $p(P) > p(E)$ and $s(P) > s(E)$.

**Proof of Lemma 7.6.** We give the proof for $p(P)$. The proof for $s(P)$ is analogous. Let $A$ be the area of the quasi-regular hexagon of edge-perimeter $p^*$. We prove the equivalent statement: if $p(P) \leq p^*$, then $\|P\| < A$ for all $P \not\in Q$.

Denote by $s(P)$ the site-perimeter of $P$ and by $A^{\text{max}}(s)$ the largest possible value of the area for a polyiamond of site-perimeter $s$. We consider the cases $p(P) < p^*$ and $p(P) = p^*$ separately.

Let $p(P) < p^*$. By Proposition 134, we have $s(P) \leq p(P) < p^*$. Then $\|P\| \leq A^{\text{max}}(s(P)) < A^{\text{max}}(p^*) = A$. The last inequality follows from [22, Proposition 3.6] stating that $A^{\text{max}}(\cdot)$ is a strictly increasing function.

Let $p(P) = p^*$, then $s(P) \leq p^*$ and $\|P\| \leq A^{\text{max}}(s(P)) \leq A^{\text{max}}(p^*) = A$ for all $P \not\in Q$ by Lemma 7.3 and, again, by noting that $A^{\text{max}}(\cdot)$ is increasing. □

The previous results serve as building blocks to show that, fixing the area, also all standard polyiamonds, other than quasi-regular hexagons, have minimal edge-perimeter establishing Theorem 3.22.

**Proof of Theorem 3.22.** Let $E$ be a quasi-regular hexagon of edge-perimeter $p(E)$ and area $\|E\|$. Consider, at first, the standard polyiamonds obtained by adding an incomplete bar with an odd number of triangular units to $E$. These polyiamonds have edge-perimeter $p(E) + 1$ and area strictly larger than $\|E\|$ and, therefore, their edge-perimeter is minimal by Lemma 7.6. It remains to show that also standard polyiamonds obtained by adding an incomplete bar with an even number of triangular units to a quasi-regular hexagon have minimal edge-perimeter.

Write $A = A_0 + \ell$ where $A_0$ is the area of the greatest quasi-regular hexagon $R'_A$ containing, at most, $A_0$ triangular units (that can be obtained via Algorithm 3.18) and $\ell \geq 2$ is the (even) number of triangular units in the incomplete bar.

Let $p^* = p(R'_A)$ and consider a standard polyiamond $\tilde{P}$ with area $A$ and perimeter $p(\tilde{P}) = p^* + 2$. We will show that there is no polyiamond $P$ such that $\|P\| = A$ and $p(P) < p(\tilde{P}) = p^* + 2$.

If a $P$ as such existed, then it would be immediate to check that it could not have neither $\frac{5}{4}\pi$ internal angles nor elementary holes. Indeed, the polyiamond $P_+$ obtained by adding a triangular unit in the “corner” or in the elementary hole would have perimeter $p(P_+) < p^* + 1$ and area $\|P_+\| = A_0 + \ell + 1 > A_0$. This would contradict Lemma 7.6. Similarly, it can be seen that $P$ can not have “protuberances” ($\frac{5}{4}\pi$ internal angles). Indeed, the polyiamond $P_-$ obtained from $P$ by removing the
proto
turcance would have perimeter $p(P_\ell) < p^* + 1$ and area $\|P_\ell\| = A_0 + \ell - 1 > A_0$, since $\ell \geq 2$ and, also in this case, Lemma 7.6 would be contradicted. Therefore $P$ can only have $\frac{2}{3}\pi$ and $\frac{4}{3}\pi$ internal angles. Consider the sequence of polyiamonds $P =: P_0, P_1, \ldots, P_m$ where each $P_i$ is obtained from $P_{i-1}$ by adding an elementary rhombus to a corner corresponding to a $\frac{4}{3}\pi$ internal angle until no $\frac{4}{3}\pi$ internal angle is present. Then $p(P_i) = p(P_{i-1})$ for all $i$ and $\|P_i\| = \|P_{i-1}\| + 2 = \|P\| + 2i$. Note that, if some of the $P_i$ had elementary holes, $\frac{2}{3}\pi$ or $\frac{4}{3}\pi$ internal angles we could argue as above and obtain a contradiction. Then $P_m$ should be, necessarily, a (non-degenerate) hexagon.

To conclude, we rely on the following

**Lemma 7.7.** Area and perimeter (both site and edge) of every hexagon have the same parity.

**Proof of Lemma 7.7.** As already mentioned above, the area and both the site-perimeter and edge-perimeter of a hexagon $E$ are computed to be $\|E\| = d^2 - (a^2 + b^2 + c^2)$ and $p(E) = 3d - (a + b + c)$ respectively, where $a, b, c, d$ are parameters identifying the hexagon. The conclusion follows by observing that $d$ has the same parity of $d^2$ and $(a + b + c)$ has the same parity of $(a^2 + b^2 + c^2)$. \qed

Observe that $\|P_m\|$ has the same parity of $\|R^*_A\|$ (both $\ell$ and $2i$ are, indeed, even) whereas the edge-perimeters of these two polyiamonds differ by one and, hence, have different parities. Since $P_m$ is a proper hexagon, this contradicts Lemma 7.7 completing the proof. \qed

We conclude this section by providing a lower bound for the edge-perimeter of non-standard polyiamonds with area equal to the area of a quasi-regular hexagon.

**Lemma 7.8.** Let $\bar{p}$ be the edge-perimeter of a quasi-regular hexagon and let $\bar{A}$ be its area. Then, for all $P \notin \mathcal{Q}$ such that $\|P\| = \bar{A}$, $p(P) \geq \bar{p} + 2$.

**Proof.** The proof can be done following the same strategy of the proof of Theorem 3.22. Let $P \notin \mathcal{Q}$ be a polyiamond of area $\bar{A}$ where $\bar{A}$ is the area of a quasi-regular hexagon. By Lemma 7.6 it follows that $p(P) \geq \bar{p} + 1$. We will show that $p(P) = \bar{p} + 1$ can not hold.

To this end, suppose $p(P) = \bar{p} + 1$. Then $P$ can not have neither $\frac{5}{3}\pi$ internal angles nor elementary holes. Indeed, if it were the case, the polyiamond obtained by filling the angle or the hole would have area $\bar{A} + 1$ and edge-perimeter at most $\bar{p}$ contradicting Proposition 7.3.

Consider, then, the sequence of polyiamonds $P =: P_0, P_1, \ldots, P_m$ where each $P_i$ is obtained from $P_{i-1}$ by adding an elementary rhombus to a corner corresponding to a $\frac{4}{3}\pi$ internal angle until no $\frac{4}{3}\pi$ internal angle is present. Then $p(P_i) = p(P_{i-1})$ for all $i$ and $\|P_i\| = \|P_{i-1}\| + 2 = \|P\| + 2i$. Note that, if some of the $P_i$ had either elementary holes or $\frac{2}{3}\pi$ internal angles we could argue as above and obtain a contradiction. Then $P_m$ must be, necessarily, a hexagon, possibly degenerate, and, therefore, $p(P_m)$ and $\|P_m\|$ must have the same parity by Lemma 7.7. By construction, $\|P_m\|$ has the same parity of $\bar{A}$ and $p(P_m)$ has the same parity of $\bar{p} + 1$. Since $\bar{p}$ is the edge-perimeter of a quasi-regular hexagon of area $\bar{A}$, $\bar{p} + 1$ and $\bar{A}$ have different parities contradicting the hypothesis that $P_m$ is a hexagon. \qed
Remark 7.9. Note that, in the case of site-perimeter, the analogue of the property of the previous lemma does not hold.

Indeed, a counterexample is given by the polyiamond obtained by removing an elementary rhombus from one corner of the hexagon and moving it on top of a side of the hexagon. The polyiamond obtained in this way has site-perimeter $\bar{p} + 1$.
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