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Summary
Edge computing is a new way of computing that uses resources at the edge of a network to solve the problem of communication delays in applications that require immediate responses. This field has received a lot of attention from the research community over the past few decades, leading to a significant increase in publications. To better understand the field, a systematic mapping study (SMS) was conducted using a three-tier search method that involved defining quality criteria to extract relevant search spaces and studies. This resulted in the selection of 112 search spaces out of 805 and 1440 studies out of 8725. The SMS addressed 8 research questions to identify the main topics, architectures, techniques, and other important aspects of edge computing.
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1 | INTRODUCTION

As the number of internet-based applications and the amount of data they handle continues to grow, the remote computational resources offered by cloud computing data centers have become an effective solution for data storage and processing needs. However, for applications that require mobility support, location awareness, and low latency, this model is not suitable. This is because the heavy computation and data of such applications need to be transferred to cloud data centers that are geographically far from the users running them. The resulting long communication latency makes it impractical for such applications.

Edge computing has emerged as a potential solution to the aforementioned problem. The core idea of edge computing is to place computing and storage resources in close proximity to end-users and at the network’s edge. This approach significantly reduces communication latency. Researchers have extensively studied edge computing for approximately two decades. The concept was initially introduced by Akamai, who created cache servers at the network’s edge.1 This approach has also been used in peer-to-peer (P2P) systems to distribute tasks and workloads among peers. Over time, the concept of edge computing has evolved, and various architectures have been developed to support it.

The literature on edge computing includes various definitions.2-4 In this SMS, we focus on research that involves sending processing or storage tasks to devices located near the end-user, which falls under the category of edge computing. While edge computing shows promise for meeting the quality requirements of new applications, there are still many operational challenges. However, due to the increasing use of IoT applications and the significant rise in mobile and wearable devices, research on edge computing has experienced substantial growth. Given the large number of papers published in this field, conducting a literature survey can help researchers identify the primary areas of focus in edge computing. In essence, we need a guide to assist researchers in conducting more effective searches on each aspect of edge computing. Given the vastness of research on edge computing, we require a sophisticated research methodology that can comprehensively cover relevant studies and be impartial, thorough, and auditable (traceable). To the best of our knowledge, while many research studies survey existing work in the field, none of them utilize a standardized and systematic approach to searching and reviewing papers.

To perform an advanced and comprehensive literature review, evidence-based software engineering recommends two well-known research techniques: systematic literature review (SLR) and systematic mapping study (SMS).5,6 Although these two systematic reviews employ the same search and data extraction methodology, they differ in their goals, which determine their usage.7 In an SMS, researchers seek to obtain general
information on a specific research field. Specifically, they aim to classify topics and identify existing trends in that field without delving into the details of each paper. In contrast, an SLR investigates a primary subset of research studies and extracts more specific data from them to analyze a topic (sub-topic) in-depth and identify the advantages and shortcomings of different proposals. This difference stems from the research questions (RQs) in each of these two techniques. The research questions for an SMS are high level, such as which sub-topics have been addressed, and provide an overview of the literature in specific topic areas. Therefore, an SMS should be used when identifying scopes and categorizing a large number of studies, while an SLR should be employed when specific data from a limited number of studies is required. It is worth noting that an SMS can be performed as a pre-SLR review.

In order to carry out an SMS on edge computing, a structured approach is necessary to identify relevant research studies in this area. This involves extracting search spaces and publications related to the topic, and then selecting a subset of these studies that meet appropriate quality criteria. To achieve this, we used a well-established methodology as described in previous studies. The key aspect of this methodology is to use an appropriate search method to identify a large number of studies related to edge computing. This was done by conducting searches at three different levels: manual searches, backward snowballing, and database searches. We also defined quality criteria to select studies that are relevant and of high quality for further analysis. These criteria were used to evaluate and select the most suitable studies from the extracted items. The process of extracting studies was evaluated separately to ensure accuracy and completeness of the data. A supplementary file containing comprehensive and complete information is available at https://github.com/jalalsakhdari/SMS. In conducting this SMS, we drew upon our past experiences and feedback from previous reviews to ensure a high-quality and comprehensive review of the literature on edge computing.

In this work, we use an SMS to investigate the topic of edge computing. We have classified the various topics related to edge computing and also categorized relevant research studies within each topic. Our ultimate objective is to help researchers interested in this field to easily identify research trends by specifying topics and sub-topics, similar to what has been done in previous SMS studies.

In order to achieve this, we have formulated 8 research questions which we endeavored to answer and scrutinize throughout the systematic review procedure. These questions were formulated with the aim of accomplishing various objectives such as identifying crucial topics in the realm of edge computing, recognizing the architectures that are utilized, identifying the techniques that are commonly employed, examining the applications of edge computing in other domains, identifying researchers who are currently active in this field, and determining the current search spaces in the domain of edge computing. The results of this investigation will serve as a valuable resource for researchers and developers who are interested in the subject of edge computing.

The rest of this article is organized as follows: Section 2 outlines the steps involved in an SMS process, followed by a description of the research methodology employed in this article, and a discussion of potential threats to the validity of this review. Section 3 presents and analyzes the results obtained from our SMS, while Section 4 compares our SMS with other secondary studies. In Section 5, we present some implications of our SMS results for researchers, practitioners, and educators interested in the field under study. Finally, in Section 6, we conclude our review.

To enhance the clarity of our findings, we have also included a comprehensive supplementary document which provides detailed information (accessible from https://github.com/jalalsakhdari/SMS). Throughout this article, we will refer to specific sections of this document which may be of interest to readers seeking more information on the method and data extracted. These documents are labeled with the prefix SupFile, followed by a postfix indicating the relevant table. For example, if we reference [SupFile]_(E1,T1), it refers to Table T1 of the Excel file E1. Additionally, to avoid confusion, all abbreviations used in this article are summarized in Table 1.

### 2 RESEARCH METHODOLOGY

This article employs a methodology that relies on the updated SMS guidelines described in Reference. The SMS process of this article is composed of three main phases: planning, evaluation, and conducting. Due to space limitations, we provide a brief summary of each step below. A more comprehensive explanation of these steps can be found in Appendix A (available in the Appendix A file at https://github.com/jalalsakhdari/SMS).

1. Specifying the Scope and RQs (each RQ along with its rationality is summarized in Table 2),
2. Planning of the search strategy which involves specifying the search strategy, search spaces, and search strings,
3. Specifying the search spaces,
4. Specifying the search strings,
5. Planning the study selection process,
6. Specifying the search and study selection evaluation strategy,
7. Planning the data extraction and classification process.

After completing the previous steps of identifying the included studies, it is important to investigate and analyze the data to respond to the RQs of the SMS accurately. The primary objective of this SMS is to identify the primary topics and sub-topics in the field of edge computing, and the research tree obtained during this process is shown in Figure 1. Appendix A provides a detailed description of how to extract the research tree.
TABLE 1 Summary of abbreviations.

| Abbr. | Term                  | Abbre. | Term                      |
|-------|-----------------------|--------|---------------------------|
| EC    | Edge Computing        | D2D    | Device-to-Device          |
| FC    | Fog Computing         | M2M    | Machine-to-Machine        |
| CO    | Computation Offloading | BS     | Base Station              |
| Ac.   | Architecture          | SDN    | Software-Defined Network  |
| DM    | Data Management       | NFV    | Network Function Virtualization |
| RM    | Resource Management   | TDMA   | Time Division Multiple Access |
| NM    | Network Management    | FDMA   | Frequency Division Multiple Access |
| Ec.   | Economic              | CDMA   | Code Division Multiple Access |
| S&P   | Security & Privacy    | P2P    | Peer to Peer              |
| UE    | User Equipment        | RAN    | Radio Access Network      |
| MD    | Mobile Device         | BBU    | Base Band Unit            |
| VM    | Virtual Machine       | RRH    | Radio Remote Head         |
| RQ    | Research Question     | ANET   | Vehicular Ad-hoc Network  |
| MEC   | Mobile Edge Computing | QoS    | Quality of Service        |
| MCC   | Mobile Cloud Computing| QoE    | Quality of Experience     |
| IoT   | Internet of Things    | -      | -                         |

TABLE 2 Defined research questions (RQs).

| No. | Research question                                                                 | Rationale                                                                                                                                                                                                 |
|-----|----------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1   | What is the level of activity in the field of edge computing, and how are studies distributed across different types and publication years? | By examining the current volume of research and general trends, we can gain a better understanding of the appeal of this field. Comparing the amount of research conducted in different publication years can also provide insight into the maturity of edge computing. |
| 2   | Who are the most active researchers and research venues in the field of edge computing, and how are they distributed geographically? | Understanding the demographics of edge computing research is a useful starting point for researchers who want to explore this field, as it can identify the most active scholars, venues, and countries involved in this research area. |
| 3   | What are the primary research topics being studied in the field of edge computing? | In order to gain insight into the current state of research, it is necessary to identify and categorize these topics, evaluate and analyze their distribution, and identify potential trends in the field. |
| 4   | How are applications distributed among the various research topics?               | To gain a better understanding of the importance and practicality of each research topic, it is necessary to identify the percentage of studies published for each application within a given research topic relative to the total number of studies. |
| 5   | How are various architectures distributed across different research topics?       | Architecture can be Fog Computing, Cloudlet, MEC and so on.                                                                                                                                              |
| 6   | Which techniques are commonly utilized in the field?                              | To gain a better understanding of the various research topics, it is necessary to identify the primary techniques used within each topic and analyze their relationship with other aspects. These techniques may include game theory, heuristics, and others. |
| 7   | What forms of empirical evaluation have been employed in the field?               | By empirical evaluation, we refer to whether the environment being studied is real, simulated, or a testbed.                                                                                               |
| 8   | Which qualitative requirements (QoS) have primarily been considered in the move towards edge computing? | Answering this research question can provide insight into when researchers should use edge computing. QoS considerations may include factors such as time, cost, energy consumption, and more. |
During the search process (including the planning and conducting phases), various factors may affect the validity of the SMS. Therefore, it is crucial to discuss potential threats to validity as a rubric to ensure the credibility of the study. The primary purpose of the validation process is to provide evidence to address any threats that the systematic review process may encounter. Appendix A presents some salient evidence related to these threats.

3 | RESULTS OF THE STUDY

The previous sections have outlined the search process and its particulars. In this section, the results of the review of the edge computing field are discussed in accordance with the research questions (RQs) presented in Section 2, as listed in Table 2. Additionally, the questions are addressed and analyzed according to the levels of the research tree.

3.1 | What is the level of activity in the field of edge computing, and how are studies distributed across different types and publication years?

This section presents a statistical analysis of the number of publications in various years, as well as the percentage of studies conducted on different topics. Figure 2 depicts the number of papers published in the field of edge computing over the years, where the horizontal axis represents the years and the vertical axis represents the number of published papers. The data utilized to generate the diagrams in this section are derived from the [SupFile]_(E2,T1) and [SupFile]_(E1,T5) files.

Figure 2 illustrates that prior to 2014, only a handful of papers had been published in the field of edge computing. In previous years, studies had been conducted on performing computations in proximity to the user, such as cloudlets,10 cyber foraging,11 and nomadic computing.12 However, the emergence of formal and standardized edge computing can be traced back to the period of 2013–2015. In 2013, IBM and Nokia introduced...
the Joint Radio Applications Cloud Server (RACS) project, which was a platform for edge computing over 4G/LTE networks. Following this, efforts began to standardize edge computing under the guidance of the European Telecommunications Standards Institute (ETSI). The first Mobile Edge Computing congress took place in London in 2015, followed by the first IEEE/ACM Symposium on Edge Computing a year later. These events marked the beginning of edge computing as a new avenue of research, providing numerous research opportunities for academics and industry professionals alike.

Figure 2 also highlights a noticeable point, which is the sharp increase in the number of publications in recent years. This surge in research activity can be attributed to various factors that justify the increasing popularity of this field. Some of these factors include:

**Maturity of IoT and emergence of new applications:** With the widespread use of smartphones and the growing prevalence of IoT-based technologies, a variety of applications such as healthcare, smart communities, social networks, and VANETs have become increasingly popular. Consequently, a large number of studies have been conducted to adapt these applications to the edge computing paradigm, leveraging edge and fog computing to improve their quality.

**Existence of several operational challenges:** As an emerging area of research, edge computing faces numerous challenges in areas such as resource management, networking, and QoS assurance. These challenges have caught the attention of many researchers in the field, driving increased research activity in recent years.

**Advantages of edge over remote cloud:** The proliferation of billions of internet-connected devices has made remote cloud computing impractical for new applications. It can result in heavy traffic on the backbone network, leading to communication delays. Consequently, a significant amount of research has been conducted to migrate and adapt remote cloud services and applications to distributed edge resources.

**Close relationship to other research area and technologies:** Edge computing is a rapidly developing research field that is closely related to various other areas of research, including cloud computing, networking, data analysis and processing, security, artificial intelligence, medicine, and more. As a result, many researchers from these different fields have published papers in edge computing, leading to interdisciplinary research and the discovery of new insights.

Figure 3 illustrates the number of published papers on edge computing over the years, segmented by topic. The horizontal axis represents the years, while the vertical axis indicates the number of published papers. As the graph depicts, there has been an upward trend in research publications across all topics. However, the resource management and computation offloading topics have experienced the highest acceleration compared to other topics. Resource management is a critical issue in edge computing due to the limited and heterogeneous resources with variable loads. Hence, the number of researches in resource management has grown more sharply than other topics. Computation offloading is also an active research area with various challenges such as mobility management, partitioning, and decision making, making it a subject of great interest. Following resource management and computation offloading topics, the data management topic has experienced the highest growth in the number of publications. This growth can be attributed to the typical applications in this field, as most edge computing applications such as healthcare, crowdsourcing, streaming, and social networks involve user data. Therefore, there is a strong need to provide methods for storing, processing, and analyzing data in a distributed edge environment, making data management one of the fastest-growing topics in this field.

### 3.2 Who are the most active researchers and research venues in the field of edge computing, and how are they distributed geographically?

This section provides an introduction to active journal researchers and journals focused on edge computing. The information contained in this section can serve as a useful starting point for new researchers. To identify active researchers, the number of studies published by each author is tallied. The top ten authors with the highest number of publications are selected as active researchers, and the number of their publications in each
The information about active researchers is presented in the form of a bubble diagram, as shown in Figure 4. The horizontal axis in the diagram represents different topics while the vertical axis shows the top ten authors who have published the highest number of journal articles. The size of the bubbles corresponds to the number of papers published on each topic. According to the statistics shown in this diagram, Dr. F. Richard Yu and Dr. Victor C. M. Leung have the highest number of published papers among all the other authors. The majority of their published papers are related to resource management and offloading, which are currently hot research areas in the field of edge computing. On the other hand, some other authors, such as Dr. Chunlin Li, Dr. Mohsen Guizani, and Dr. Tian Wang, have focused more specifically on security and privacy topics.

To identify active journals in the field of edge computing, similar to the process for active researchers, the number of papers published in each journal was tallied. The top ten journals with the highest number of relevant publications were then selected as active journals. The journal column in [SuppFile]_(E2T2) was used for this purpose. Additionally, information on the number of studies published by other journals per topic is available in [SupFile]_(E4T5). Figure 5 illustrates the active journals in edge computing along with the number of papers published in each one. "IEEE Access," "IEEE Internet of Things Journal," and "Future Generation Computer Systems" are the journals with the largest number of published papers. There are several reasons for the popularity of these journals.

"IEEE Access Journal" is a multidisciplinary journal that covers all IEEE fields, with a review and publication time of 4 to 6 weeks. This feature can be of great interest as papers on edge computing are being published at a high speed. After "IEEE Access," "IEEE Internet of Things Journal" has the largest number of papers. This journal’s main area covers all aspects related to the Internet of Things, including IoT system architecture, IoT communication, networking protocols, and applications such as smart cities, smart environments, and smart homes, which are closely related to edge computing. Since no specific journal has been established to cover edge computing, this journal can be considered one of the most specialized journals in the field of edge computing. The third journal is "Future Generation Computer Systems," which is one of the oldest and most popular journals in computing, covering a wide range of computer systems.

Another analysis presented in this section is the proportion of papers published in journals per topic. As there is a broad thematic diversity in edge computing research, analyzing this information can aid in the search for specific sub-topics. Figure 6 illustrates the percentage of papers published in various topics for each of the leading journals. In this figure, the horizontal axis represents the journals, and the vertical columns represent the percentage of publications in each topic for the corresponding journal. Since some papers may belong to multiple topics, the sum of the percentages in certain journals may exceed 100. Based on this chart, most of the papers published in the "Future Generation Computer Systems" and "Sensors" journals relate to security and privacy topics. The network management topic has a higher percentage in journals such as "Journal of Network and Computer Applications," "IEEE Journal on Selected Areas in Communications" and "IEEE Transactions on Wireless Communications,"
which focus more on computer networks. The resource management topic, which is widely regarded as the most challenging topic in this field, also accounts for the highest percentage of published papers in most of the journals.

The next analysis of this section belongs to the geographical distribution of research in the field of edge computing. The purpose of this analysis is to help researchers identify the leading countries in this area. To produce the statistics, data from the [SupFile]_(E1,T1) was used. Table 4 displays some of the contents of this file. It’s worth noting that the geographical location of authors is determined based on the countries mentioned in their affiliations, as different authors from various countries may have participated in each paper. Figure 7 presents the percentage of participation of different countries in the reviewed studies. The top ten countries with the highest number of papers are shown in this figure, while the countries with low frequency are grouped under the ‘Other’ category. The [SuppFile]_(E4,T7) file provides information on the number of papers published from other countries.

The chart in Figure 7 demonstrates that China is responsible for the majority of published papers on edge computing, accounting for approximately one-third of all papers. There are a number of reasons why this is the case. One reason is the existence of densely populated cities in China and the widespread use of smartphones among the Chinese population. As of the end of 2018, China had the highest number of mobile users in the world, with 850 million smart mobile users, which is more than double the number in the second country, India.\textsuperscript{15} This fact has increased the demand for new technologies such as 5G and ultradense networks in order to ensure access to the data network for users. In addition, there is a
growing need for edge computing to improve user Quality of Service (QoS). On the other hand, the Chinese are leaders in using technologies such as the Internet of Things (IoT), smart homes, and mobile applications based on artificial intelligence (AI). Various technologies, including semantic analysis, speech and image recognition, have been rapidly implemented in the Chinese smartphone market. The ownership of various smart home related products in China is also significantly higher than the global average. Since the operation of these technologies and applications requires fast processing with low communication delays on edge resources, edge computing has received much attention from Chinese researchers. Following China, the United States, Canada, Australia, South Korea, the United Kingdom, Italy, India, Spain, and Japan have the highest number of papers on edge computing, and these countries are often ranked as the most technologically advanced in the SCImago country rank.

The final analysis in this section pertains to the keywords and common terms that have been gathered from the reviewed papers. Familiarity with these keywords and common terms gives researchers a better understanding of the subject matter and assists them in conducting more effective
FIGURE 8 Main keywords in the field of edge computing.

searches. To conduct this analysis, the observed keywords in the keywords section of all papers have been collected. For some papers that lack a keyword section, an expert has proposed some keywords related to the content of the paper. Figure 8 displays a cloud diagram of the keywords with the highest frequency, representing the most common terms in this field based on the reviewed papers. The size of each word reflects the number of times it has been repeated.

3.3 What are the primary research topics being studied in the field of edge computing?

In this section, we will discuss the existing research scopes in the field of edge computing from the perspective of reviewed papers. Figure 1 displays these scopes in a research tree, which organizes them into topics and sub-topics. If certain studies cover multiple subjects, they are categorized into more than one topic. Additionally, there is a sub-topic named "miscellaneous," which includes fields that do not fit into any of the other sub-topics. To ensure that we properly covered all of the topics in the research tree, some other review papers have been examined. However, we limited our review to journal articles, and we discuss the effects and threats of this limitation in our article in Section 3.1.4 of Appendix A. Even though these review papers covered conference papers, our obtained research tree indicates that the topics were covered appropriately. Furthermore, to accurately extract the topics and sub-topics, we selected the covered topics for each included article by analyzing the title, abstract, and full text. The complete information about these topics is reported in [Sup-File] [E2T4]. In the following sections, we will explain each topic and its sub-topics in detail.

3.3.1 Computation offloading

This research topic focuses on papers that introduce innovative methods in the field of offloading. Among the reviewed papers, this topic has received the second-highest attention from the research community, after resource management. Mobile Devices (MDs) are often constrained by limitations in CPU processing power, memory, and battery life. Offloading is a critical aspect of edge computing, which enables users to execute resource-intensive applications on MDs through edge resources. The primary objective of offloading is to enhance task execution speed and power efficiency, either individually or together. Offloading can be directed towards remote cloud resources, edge resources, or a combination of both (known as collaborative offloading). Network communication is necessary when using cloud and edge resources. In cases where network instability occurs, collaborative offloading is a beneficial alternative. However, it is important to note that papers that solely utilize cloud resources as a destination, such as, are outside the scope of this research. Such papers generally belong to the field of mobile cloud computing (MCC). Sub-topics related to offloading research are discussed in the following sections.

Decision making

This particular sub-topic encompasses studies that explore situations where users are faced with various choices when it comes to offloading and are thus required to make a decision. In these studies, the problem of decision making plays a crucial role in achieving a balance between the user’s benefits and reducing offloading overhead. Various approaches have been proposed to address this issue. In some studies, the decision making
problem involves choosing between local execution, limited resource execution on cloudlets or edge devices, or remote execution on unlimited cloud resources with high access latency.\textsuperscript{20,21} Additionally, if it is possible to connect to other users’ devices through a Mobile Adhoc Network (MANET), this can also be considered as another offloading option.\textsuperscript{22,23} Another decision making scenario involves selecting from multiple resources of the same provider that are available near the user. This type of decision making is more common in ultra-dense networks where users may have access to multiple macro or small cell base stations simultaneously.\textsuperscript{24,25}

Mobility management

Mobile edge computing is constructed upon cellular networks and Wi-Fi access points, making mobility an inherent feature and an essential factor in distributed cloud computing and edge computing. User mobility can lead to failures in offloaded requests, making it necessary to develop an appropriate mechanism for mobility management to enhance QoS in edge computing applications. The reviewed papers propose various solutions to address the mobility issue. The most significant of these solutions involve predicting mobility and user paths using methods such as,\textsuperscript{26,27} modeling user mobility with Markov chains,\textsuperscript{28} and analyzing movement patterns.\textsuperscript{29} User mobility, coupled with limited coverage of edge servers, may result in reduced performance, service continuity, and consequently, QoS violations. In such cases, service migration is considered a suitable solution, which will be further discussed in the resource management topic.

Partitioning

Partitioning is another area of research within the computation offloading topic. Partitioning involves dividing computation tasks or data to execute on different devices separately. This allows for parallelization, resulting in more efficient application performance. A crucial issue in partitioning is the type of computational tasks. In general, researches consider two common models: binary tasks and partial tasks.\textsuperscript{30} Binary tasks are highly integrated and cannot be decomposed; hence they must be executed entirely on a single resource. On the other hand, partial tasks can be broken down into smaller tasks and executed in parallel. Partitioning a task can be performed by breaking the code and executing independent processes and components on different resources,\textsuperscript{31} or dividing input data into different sections.\textsuperscript{32} Partitioning can be done based on various criteria such as energy\textsuperscript{33,34} or resource efficiency.\textsuperscript{31}

Computation migration

Computation migration involves dynamically transferring computing tasks (in whole or in part) from User Equipments (UEs) to nearby or remote sources. There are several methods for achieving this, such as the system VM method used in cloudlets\textsuperscript{35} and ThinkAir,\textsuperscript{36} application-level virtualization in MAUI,\textsuperscript{37} and Instruction Set Architecture (ISA) command emulation in Reference 38. In the system VM method proposed in Reference 35, the user’s application is migrated as a VM from the UE to an edge resource. This method involves migrating the entire VM with the program, resulting in higher overhead than other methods.\textsuperscript{38} In MAUI, application-level virtualization is used to reduce overhead. In these methods, specific parts of the code, such as functions or classes that need to be offloaded, are identified through annotation and offloaded using application-level virtualization, such as Dalvik VM in Android.\textsuperscript{39} In the ISA emulation method (process migration), the amount of data to be offloaded is much less compared to VM and application-level virtualization. However, due to the difference between the architecture of mobile devices (usually ARM) and the architecture of servers (generally Intel), ISA emulation is required while offloading the process state between heterogeneous processors.\textsuperscript{38}

3.3.2 Resource management

Resource management is one of the most critical issues in edge computing and has therefore received a lot of attention from the research community, as observed in the reviewed papers. Resources in edge computing can be classified into three categories: computational resources, storage resources, and network resources. These resources are available to users in a heterogeneous, limited, and distributed manner, unlike cloud resources. Moreover, they are more dynamic and, in some cases, distributed competitively among users.\textsuperscript{40} Resource management in edge computing involves a set of control processes for allocating and reclaiming resources to user tasks or requests based on various criteria such as latency, cost, and energy. The main research subfields in this area include resource allocation and scheduling, migration and placement, load balancing, resource estimating and utilization, and resource sharing, which are discussed below.

Resource allocation and scheduling

Resource allocation and scheduling refer to the process of assigning resources to specific tasks or requests based on predefined criteria and constraints. In edge computing, improper resource allocation can result in reduced resource efficiency, energy constraint violations, or missed user deadlines. Various scheduling methods have been proposed in the reviewed papers, including task execution on VMs\textsuperscript{41} or containers on the edge,\textsuperscript{42} assigning user sessions to application samples,\textsuperscript{43} running services on edge resources,\textsuperscript{44} and network resource allocation.\textsuperscript{45}
Resourcemigration and placement
The process of selecting an appropriate location for a service, VM, or computing resource is handled by a placement algorithm. Additionally, live migration refers to transferring a VM from one host to another without disrupting the VM service. These processes can be performed either proactively (offline) or reactively (online). In proactive methods, like the one described in Reference, multiple versions of the service are pre-placed on various hosts. Reactive methods, such as the one outlined in Reference, rely on user mobility and select the most suitable edge node for migration or placement based on this mobility. The complexities associated with user mobility, path uncertainty, and the dynamic and heterogeneous nature of resources at the edge of the network make edge resource placement and migration more challenging than cloud computing.

Load balancing
Load balancing is a crucial mechanism that ensures the even distribution of workload among nodes, preventing overload on a single or a few nodes. This directly impacts the reduction of users’ response time. In edge computing, where computational nodes are distributed geographically, load balancing becomes a primary concern. In the reviewed papers, the load balancing problem is predominantly addressed by creating and distributing multiple versions of a program or service on fog nodes or different cloudlets, and then routing data and requests to these nodes based on the level of load.

Resource sharing
Resource sharing is a crucial solution to overcome the limitations of resources at the edge of the network, particularly the limited resources of UEs. Generally, resource sharing addresses three main issues: (1) insufficient specific types of resources in UEs to execute tasks, (2) insufficient overall resources in UEs, and (3) the use of additional resources to accelerate task completion. Resource sharing can be accomplished between UEs through technologies like D2D introduced by 5G, Mobile ad-hoc, Wi-Fi, and Bluetooth, or by creating clusters between edge resources. In the case of resource sharing between UEs, computing, network, or storage resources are shared for better, more secure, and faster execution. For instance, to enhance network reliability, edge devices can use not only their communication resources but also the heterogeneous network resources of other UEs to meet QoS requirements. Leveraging resource sharing techniques at the edge can not only improve resource efficiency but also enable the execution of resource-intensive applications.

Resource estimation
This sub-topic focuses on reviewing papers related to resource estimation, which is one of the initial steps in resource management. Resource estimation involves predicting the number of resources needed to complete a task or handle a computational workload. It is also essential for managing fluctuations in resource demands and ensuring QoS. Effective resource estimation can improve efficiency and fairness in resource management.

Resource utilization
Resource utilization involves maximizing the use of available resources while taking into account important factors such as time, energy, and cost. Typically, multiple criteria are considered simultaneously in resource optimization studies. To achieve this goal, resource provisioning and consumption processes are often modeled using various optimization methods. Linear programming, PSO, Lyapunov, game theory, heuristic, and meta-heuristic are among the most commonly used methods for optimizing resource usage.

3.3.3 Architecture
Some of the papers that were reviewed have proposed an architecture for conducting distributed computations on edge resources, or have enhanced existing edge architectures with additional capabilities. This has led to the recognition of architecture as a distinct area of research. The papers in this field aim to identify the different components of an architecture and explore their interactions, with the goal of enabling new capabilities or simplifying the implementation of specific applications. The research in this area can be classified into two sub-topics: Application-specific architecture and General-purpose architecture, which will be described in further detail below.

Application-specific
This sub-topic focuses on research that propose an architecture for running a specific application in an edge computing environment. Since each application has unique features and requirements in terms of resource allocation and network traffic, some studies have modified the infrastructure or topology of the elements in the edge architecture to meet these specific needs. Examples of these modifications include the presentation of architectures designed for healthcare applications, crowdsensing applications, and automated monitoring systems.
General-purpose
This research sub-topic is focused on the design of a general-purpose architecture that can serve as a baseline configuration for distributed edge computing. The aim of these studies is to create a new or modified architecture that adheres to new criteria or incorporates new capabilities to previously established architectures. Some examples of these studies include proposing an architecture for achieving agreement and consensus between nodes within a specific community, developing a trust evaluation architecture, reducing energy consumption in edge computing systems, and presenting a blockchain-based architecture for ensuring security.

3.3.4 Network management
One of the key foundations identified in the reviewed papers is network management. This research area is dedicated to optimizing parameters related to network infrastructure and applying new generation cellular network technologies to the edge computing paradigm. This topic also encompasses all aspects of modifying current standard network architectures to accommodate the capabilities of edge computing. The reviewed papers showcase several research studies in the field of network management, which have been classified into several sub-topics based on standard network technologies. The following paragraphs provide a detailed explanation of each sub-topic.

Access control
The field of communication encompasses two prominent concepts—network access architecture and multiple access schema. The access network, also referred to as the Radio Access Network (RAN), is responsible for connecting a mobile device to its core network (CN) by residing between them. On the other hand, multiple access schema, also known as channel access method, facilitates sharing a communication channel or physical communication medium between numerous users using multiplexing. The reviewed papers focused on both these concepts and are discussed below.

Access network architectures: The Radio Access Network (RAN) is a well-known architecture in mobile and cellular networks that has developed over the years alongside advancements in mobile communications. Its main function is to connect devices such as M2Ms or computers to the CN by acting as a middleman. The RAN is composed of a collection of base stations (BS) that each cover a specific area depending on their transmission power. Each BS is further divided into a Remote Radio Unit (RRU) for handling radio functions and a Base Bound Unit (BBU) for processing the baseband and channels. The data transmission between the RRU and BBU is carried out through the Common Public Radio Interface (CPRI). Cloud-RAN (C-RAN) is a variation of the RAN that has the potential to handle as many BS as required by using virtualization technology. In C-RAN, the BBUs are virtualized and shared among operators in a centralized BBU pool. The Fog RAN (F-RAN) architecture takes the central computing concept of C-RAN and transfers it to the network’s edge. In this architecture, a fog node can cache content and provide computation capabilities. Cisco first introduced this concept to take advantage of local signal processing, computing, collaborative resource management, and distributed storage and caching at the edge of the network. Since then, research in the field of edge computing has focused on combining the Multi-access Edge Computing (MEC) with this technology. Research in this area has often focused on designing new F-RAN-based architectures for resource management, adding mobility management mechanisms, or providing methods to increase resource efficiency.

Multiple access schemas: There are two well-known Multiple Access (MA) schemes in wireless communication systems: Orthogonal Multiple Access (OMA) and Non-Orthogonal Multiple Access (NOMA). The main difference between them is that in OMA, the bandwidth is divided among UEs based on frequency (such as FMDA), time (TDMA), or code (CDMA), while in NOMA, it is divided fairly among all UEs. For example, connecting thousands of IoT devices, such as vehicles in vehicular adhoc networks for intelligent transportation, with OMA would require thousands of bandwidth channels, but with NOMA, they can be served using a single channel. However, in NOMA networks, some users with poor channel conditions may experience low data rates. Despite this, NOMA is considered one of the most promising radio access techniques for next-generation wireless communications, including 5G. Cognitive radio (CR) is another form of wireless communication where the transceiver can intelligently detect which communication channels are in use and move into vacant ones while avoiding occupied ones. In fact, NOMA is a special case of CR.

Network abstraction and orchestration
This sub-topic discusses the research related to utilizing Software-Defined Networking (SDN) technology in edge computing environments. SDN is a centralized network configuration architecture that allows centralized programming and control of network traffic. In this configuration method, the control plane is separated from the data plane and is managed by a central module with a global view of the traffic and network’s overall state.

Network Function Virtualization (NFV) is a technology that is typically used in conjunction with SDN. NFV involves virtualizing the network equipment functions, allowing networking functions to be performed on computing resources like VMs or containers located in the cloud or at the network’s edge. The use of these two technologies has rapidly transformed the development of network functions and the evolution of network-based architectures. They offer significant benefits, including cost reduction, increased network flexibility and scalability, and reduced time-to-market for new applications and services.
The decentralized nature of the edge computing environment is a fundamental issue that results in several problems related to computing, storage, security, and traffic control. To address this issue, researchers have explored the use of centralized control, decision making capabilities, and programmability offered by SDN. SDN has become increasingly popular in edge computing research, as it offers several solutions such as resource management, cloudlet management, traffic control, and mobility management.

Traffic management and engineering
This research sub-topic is concerned with traffic modeling optimization and engineering in edge computing, which is a crucial aspect of network operations. One of the most significant characteristics of edge computing is the heavy traffic load at the network’s edge caused by a large number of user requests for various services. As a result, many researchers in the field of edge computing have focused on traffic management and engineering. Traffic engineering is a process that optimizes network resources by allocating bandwidth and selecting traffic routes to meet service requirements. In the reviewed literature, video streaming applications were the most frequently studied applications in the field of traffic management and engineering as video streaming traffic accounts for the largest portion of network traffic.

Slicing and overlaying
Network slicing is a technology that has been proposed to address the diverse applications and business models in 5G, and it has received significant attention in both academia and industry. The concept behind network slicing is to divide physical network infrastructure entities into isolated logical network components with specific functions that can meet different application requirements. Each of these network components is designed for a particular purpose or service.

As the requirements of edge-based computing services are highly diverse, network slicing provides a flexible and promising solution to meet the needs of various services. In the papers reviewed, network slicing has been utilized for different purposes, including separating MEC services from traditional services, dividing computational resources based on energy criteria for various user-requested services, and providing application-based QoS.

3.3.5 Security and privacy

Similar to any other infrastructure, edge computing is not immune to hostile and aggressive agents. Edge computing is based on a distributed and mostly unreliable platform. Therefore, security is a major concern in edge computing, and has been discussed at various levels in the literature. The most critical security issues in this field include the design of access control mechanisms, privacy preservation, trust management, and attack prevention, which are explained in more detail below.

Access control
Access control is a crucial security feature, particularly for applications that involve user data, such as storage applications. The aim of access control is to design a mechanism to monitor and ensure that data is accessible only to authorized individuals who have permission to access it. Attribute-based encryption is a well-known technique for providing access control, but it comes with a significant computation overhead for encryption/decryption. Some researchers focus on reducing this overhead by outsourcing the encryption/decryption computation to edge servers. In addition, blockchain technology, which has recently gained the attention of researchers in various industries, is also being considered in this area.

Attack detection
In the realm of edge computing, there are numerous possible attacks that can target different levels of the network or application, and can cause damage to varying degrees. The main goal of this research sub-topic is to prevent or detect these attacks. Some examples of common attacks in this area include the "Man in the Middle Attack," "Selective Forwarding Attack," and "Data Injection Attack."

Trust evaluation
Measuring trust values between components in a community is an important security feature used to detect attacks and secure systems. In edge computing, determining the degree of trust between pairs is particularly important due to the presence of low-reliable heterogeneous edge nodes. Consequently, several studies have been conducted on the topic of trust in edge computing. Trust in social networks has been one of the applications considered in this field. In social networks, trust can be verified by a user, a service provider, or by observing the connection between two entities.
Privacy
Most applications of edge computing involve uploading content, making the privacy of users vulnerable to threats. This issue has gained more attention in personal data-driven applications like crowdsensing and healthcare applications. In healthcare applications, the health-related data measured by wearable sensors on users is sent to nearby edge servers for analysis. In crowdsensing applications, data sensed by volunteer user devices are collected for use in a specific application. In both scenarios, private user data may be accessible to application providers. Another type of private user data that can be compromised through edge computing applications is the user’s location, which is used for navigation or map-based applications. Preserving user location privacy has also received more attention in research.

3.3.6 Data management
Due to the rise of IoT and the significant increase in smart devices generating data, data management has become a crucial issue in the field of edge computing. As a result, efficient methods for data management have received considerable attention in recent years. These methods include collecting, storing, caching, and processing data. Previously, these operations were performed in remote clouds with satisfactory results. However, due to the surge in data volume and the bandwidth limitations of the backbone network, this is no longer feasible. Edge computing offers a solution to this problem by sending data to the nearest edge equipment instead of a remote cloud. After reviewing papers in this field, several research sub-topics were identified, which we will explain below.

Caching
This research sub-topic pertains to network edge caching. Caching is a widely used technique to improve data access speed, decrease the load on backbone networks, and enhance user experience on the edge. This technique involves caching frequently used data such as videos, news, weather updates, and other popular content at the network’s edge. Consequently, the content access delay and the load on the backbone network are reduced for the users. Moreover, the implementation of caching can significantly enhance performance. Predicting the popularity of the content that should be cached is one of the primary issues in caching. Various methods have been utilized in the reviewed papers to address this problem, such as learning techniques, location utilization, and social network-based methods. Furthermore, caching can improve the performance of computation offloading in wireless networks. The objective is to cache the results of computation and avoid processing the same task again.

Data analysis
In the field of IoT, various services and applications, including smart cities, smart transportation, and healthcare, rely on data. To analyze and extract knowledge from data collected from UEs or sensors, it is necessary to send the data to data centers. Edge computing is an effective solution that allows performing some or all of the data analysis operations at the network’s edge. This approach reduces the amount of data sent to data centers and enhances the users’ request response time. Data analysis at the edge can include various operations, from simple tasks such as data aggregation, preprocessing, matchmaking, and filtering to more complex ones such as data mining applications. Researchers have also explored the use of big data techniques, such as stream processing, and their adaptation to the edge infrastructure in this field.

Data distribution
With the rise of new applications, cloud-based data storage has become practically inefficient due to high traffic between the user and the cloud, as well as high latency and cost. To solve this problem, the distribution of data between partner devices at the edge can be used, despite the limited storage resources available at the edge compared to the cloud. However, significant challenges must be considered in this field, including node mobility and the determination of the geographical location of data. For example, in Reference, an architecture is presented for distributing large volumes of data across automotive networks for content sharing. Content placement is also a challenge in most CDN applications, including which involves distributing content appropriately between resources and devices at the edge.

Data dissemination
Data dissemination refers to the process of determining the optimal path for data transfer, which can occur between UEs, nodes at the edge of the network, and between edge nodes and remote cloud. In one study, a k-means clustering algorithm was used to transmit data efficiently over longer distances with less energy consumption in a Low-Power Wide-Area Network (LPWAN). Devices were clustered based on traffic priorities to optimize data transfer. Another study proposed a combined data propagation framework using SDN and Delay-Tolerant Networking (DTN) to reduce data costs and traffic between fog and cloud nodes. The control plane is located in the cloud, while the data plane resides at the fog nodes.

Data replication
Data replication is a widely used technique in cloud computing, where a particular set of data is stored in multiple data centers with different geographic locations to enhance its availability and reliability. This method is also employed in edge computing to improve access speed, QoS,
and bandwidth consumption. However, the replication mechanisms designed for cloud computing may not be appropriate for edge servers due to limited resources and diverse traffic in edge RANs. Therefore, new replication methods need to be developed for the edge computing paradigm.

### 3.3.7 Economics

This topic pertains to research that considers economic factors alongside other criteria. The number of papers published in this field is comparatively low, indicating significant research opportunities in this area. In the reviewed papers, economic theories are utilized to enhance resource productivity, maximize profits, and create a fair environment between providers and customers.

The primary economic research problem examined in the reviewed papers is pricing, which deals with designing mechanisms to determine the price of resources and establishing penalties for violating the guaranteed QoS. Pricing is a strategic issue between the supplier and the buyer, with the supplier aiming to increase resource productivity and profit, while the buyer seeks to minimize costs while adhering to time and energy constraints. To address this, matching and game theory techniques, such as the Stackelberg game, coalition game, and market game, have been widely employed.

Auction-based pricing is a well-known and widely used technique in the edge computing environment, owing to the limitation of edge server resources and the fluctuation of user requests, which may create a competitive environment, especially during peak times. An auction is one of the most common ways to allocate resources efficiently and fairly in such cases. In an auction, there are typically two main agents: the seller and the buyers. In edge computing, buyer agents are often mobile users, and seller agents are service providers or cloudlets. However, in some cases, the mobile users themselves can also play the role of the seller. When a buyer agent needs a resource, he/she sends a request with a bid price. Then, the sellers select the buyers based on the offered bid prices and provide resources to the winning buyers. In edge computing, auctioned items can be either processing resources alone or processing and communication resources together.

### 3.4 How are applications distributed among the various research topics?

In this section, we will discuss the common applications that are suitable for running on the edge platform and investigate the distribution of these applications in the field of edge computing. These applications have been extracted from various papers and are listed in Table 5. It is important to note that papers that introduce their innovation in a general way without limiting it to a specific area are categorized as General, and papers with very few repetitions that cannot be classified into any existing categories are categorized as Other. In the following comparison between applications, we will focus on the most commonly used applications and neglect the Other and General categories to provide a more detailed analysis.

**Table 5** The distribution of applications per topic

| Application      | Co | RM | DM | Ar. | NM | S&P | Ec. |
|------------------|----|----|----|-----|----|-----|-----|
| General          | 185| 311| 114| 99  | 140| 92  | 28  |
| IoT              | 76 | 132| 60 | 75  | 55 | 75  | 9   |
| Smart Community  | 9  | 30 | 22 | 36  | 13 | 20  | 1   |
| Vehicular        | 28 | 50 | 32 | 38  | 39 | 24  | 3   |
| Healthcare       | 8  | 14 | 30 | 28  | 8  | 19  | 0   |
| Streaming        | 10 | 18 | 19 | 7   | 8  | 3   | 0   |
| Industria        | 14 | 12 | 9  | 12  | 6  | 4   | 0   |
| Crowdsensing     | 2  | 5  | 3  | 8   | 2  | 10  | 0   |
| AR/VR            | 2  | 9  | 3  | 4   | 3  | 0   | 0   |
| Other            | 10 | 15 | 25 | 16  | 11 | 12  | 1   |

*Smart community includes smart city, smart home, smart grid, etc.*
3.4.1 IoT applications

IoT refers to the process of connecting a large number of physical devices to the internet to sense, collect and share data. In recent years, IoT has gained significant attention and has been utilized in various applications. However, the high volume of data collected by IoT devices, which usually have limited memory and processing power, has made data processing challenging. Initially, cloud computing was suggested as a solution to this issue, but it had some limitations. The most critical barriers to using cloud computing in IoT applications are bandwidth and latency problems in sending and receiving data. Therefore, edge computing has emerged as a promising solution. Edge computing can overcome network-related issues and reduce latency by transmitting data to computing resources located at the edge of the network. As shown in Table 5, IoT papers have the highest number of publications, indicating the strong compatibility of IoT applications with edge computing. These papers are mainly categorized into resource management, security, architecture, and computation offloading topics.

3.4.2 Vehicular applications

Vehicular applications are designed to enhance the driving experience, and they are among the most frequently discussed applications in edge computing research papers. Researchers have come up with various useful applications in fields such as traffic management and parking reservation to amaze vehicle drivers. However, many of these applications, including autonomous driving and traffic management, require specific processing, storage, and communication capabilities. Edge computing offers an excellent solution to meet the requirements of vehicular applications with its proximity to users, low latency, high mobility support, real-time communication, context-awareness support, and low development costs. Nevertheless, network stability issues due to vehicles' mobility and the fast response requirement of these applications are among the most important challenges. As a result, most papers on this application fall into the resource management, network management, and architecture topics, which deal with these issues.

3.4.3 Smart community

This category encompasses all applications that have utilized artificial intelligence techniques to enhance their capabilities in the smart community. Most papers related to these applications belong to the architecture topic. Some examples of such papers are managing smart city applications, connecting IoT devices to a smart hospital, and presenting an architecture for managing big data in real-time for smart transportation applications. All of these architectures are based on edge/fog computing.

3.4.4 Healthcare

Healthcare applications involve monitoring systems that collect patient data either directly from the patient or through wearable sensors. These systems analyze the patient’s daily activities, eating habits, and sleeping patterns to provide helpful recommendations for a healthy lifestyle or to detect medical emergencies. The large amount of data generated by continuous sensing and the need for rapid response in emergency situations have made healthcare applications a popular topic in edge computing research. Due to the personal nature of health data, privacy is a crucial concern. Therefore, data management, architecture, security, and privacy are important topics in this field.

3.4.5 Streaming

This category encompasses applications that require continuous and real-time processing of data streams. One of the most common examples of such applications is multimedia streaming. These applications demand real-time processing, and high latency during execution can significantly degrade the user experience. Edge computing can be leveraged to enhance the quality of multimedia services by bringing processing and storage resources closer to user devices. Resource management and bandwidth allocation to control latency and jitter, as well as managing cached data, are crucial issues in this category of applications. Therefore, articles related to these applications are mostly classified in the resource management and data management topics.

3.4.6 Industrial

Industry applications are another category that researchers of edge computing have targeted. With the transition to the fourth revolution of manufacturing, also known as Industry 4.0, issues such as communication between industrial equipment and data analysis have been raised in order to
increase automation in decision-making and reduce human involvement. However, these applications require the rapid processing and analysis of large volumes of generated data, which can be conveniently performed through edge computing.

3.4.7 Crowdsensing

Crowdsensing is an application category that involves distributing large-scale tasks among a group of individuals who voluntarily participate through their mobile devices. These tasks often involve sensing data through mobile sensors, reporting on a situation, or completing a small part of a larger job. Companies use crowdsensing to acquire large amounts of low-cost data for their online services. However, due to the widespread adoption of this application and the increase in sensed data traffic, edge computing has become a suitable option for implementing crowdsensing. Nonetheless, this type of application faces various threats due to its voluntary nature, including sabotage, false data submissions, and user privacy concerns. Therefore, privacy and security are major challenges in this field, and many articles related to this application focus on privacy and security topics. To address these challenges, several reputation management and privacy-preserving techniques have been presented in the literature on edge computing.

3.4.8 AR/VR

Augmented and virtual reality applications have gained significant attention in recent years. Augmented reality tags and identifies objects, or adds extra elements to live videos captured on user smartphones, while virtual reality allows users to experience virtual interactions through VR headsets. These applications require fast data communication and analysis to provide users with immersive, real-time interactions, making them a popular research topic in edge computing. Similar to streaming applications, augmented and virtual reality are highly delay-sensitive, and reducing latency is crucial to improve the quality of service. Proper resource allocation, task placement, and decision-making policies can achieve this. Therefore, the majority of articles related to these applications are classified under the resource management topic.

3.5 How are various architectures distributed across different research topics?

In this section, we present a statistical analysis of edge architectures used in different topics among the reviewed papers. Figure 9 displays the frequency of utilization of different architectures by researchers. The horizontal axis represents the topics, the vertical axis represents the architectures, and the volume of the bubbles represents the number of articles utilizing the related architecture in the relevant topics. The primary edge computing architectures include fog, MEC, and cloudlet. However, in some edge computing studies, none of these architectures are explicitly mentioned, and only the term “edge computing” is used. In this study, we have categorized these articles as general architecture and investigated them under the same heading as edge computing.

Among the reviewed papers, various architectures have been proposed to exploit nearby resources. The most widely used and well-known architectures include fog, cloudlet, mobile edge computing (also referred to as multi-access edge computing), and mist computing. Although these concepts have similarities and are sometimes used interchangeably in the literature, there are some differences between them.

Fog computing is an architecture that utilizes devices located near the user, including servers, computers, routers, and switches on the network edge, to process or pre-process data before transmitting it to the cloud. This architecture is hierarchical, where all available processing capabilities...
along the user’s path to the remote cloud are utilized. On the other hand, the cloudlet architecture employs high-power computers or clusters of computers that are situated close to the user. These cloudlets are often virtualized, and their resources can be used by surrounding mobile devices to boost their processing power. Cloudlet operators can be cloud service providers who aim to offer their services in proximity to the user.

MEC is an evolution of mobile computing that incorporates edge computing, where IT and cloud computing capabilities are delivered through the RAN (Radio Access Network) in 5G and 4G. This architecture provides edge computing services such as processing, storage, and network through the telecommunication network infrastructure. It was subsequently expanded to encompass a broader range of applications beyond the specific functions of mobile phones and is now known as Multi-access Edge Computing. Lastly, Mist computing is a computational model that enables scattered computing to be carried out at the most end nodes, that is, the IoT devices themselves. Since this architecture is managed by the devices themselves, it presents more complexities compared to other architectures.

The diagram in Figure 9 reveals that the cloudlet architecture has received relatively less attention compared to the other three architectures. While the cloudlet architecture was an important early model for improving the speed and quality of mobile devices by bringing cloud services closer to users, newer and more versatile architectures have emerged, leading the research community to explore alternative options. Fog computing, for instance, offers a more flexible solution by enabling resources to be located anywhere along the edge of the network, from edge devices to the remote cloud. In addition, recent advancements in mobile networks have prompted operators to focus on MEC as the main edge server technology, replacing cloudlets. Furthermore, there are significant variations in the number of papers on different architectures in different topics, which may be attributed to differences in their structures, features, and applications. We will discuss some of these features in the following sections.

There have been numerous research studies conducted on the MEC architecture in relation to offloading, as shown by a significant number of publications on this topic. Offloading is a technique that is commonly used to reduce energy consumption and increase the speed of execution for mobile applications that are constrained by limited memory, processing power, and energy. A considerable proportion of the publications on offloading are concerned with mobility management, decision making, and partitioning for mobile applications, particularly those that operate on cellular networks and the MEC architecture.

In the resource management topic, the number of publications in three main architectures has a high number as it is the most challenging topic in the edge computing. In the data management topic, the studies conducted on the MEC architecture is also less than the other two architectures. According to this study, MEC applications are mostly related to mobile applications and less used for data-intensive applications. One reason for this is the constraints on the location of the servers in the MEC architecture. The MEC architecture is placed on a RAN, in which the servers must be adjacent to the cellular network base stations, but in the other architectures, there is no such limitation. In MEC architecture, it is not possible to bring servers closer to the data source. Another reason for the fog preference to MEC architecture in data management topic is that the multi-layered architecture of fog and the presence of cloud support so that, fog nodes can be used to pre-process or filter data before sending it to the cloud for storage or analysis.

In the architecture topic, MEC had a lower number of publications compared to fog and edge architectures. Research in this category aims to increase the efficiency of a specific application or improve a general parameter by modifying standard architectures. MEC architecture is more structured and less flexible than other architectures because it is designed to exist within a regulated telecommunications infrastructure. This means that MEC architecture has limited flexibility for structural changes. On the other hand, other architectures provide more flexibility to incorporate new architectural ideas and make changes.

Finally, in the security and privacy topic, fog architecture has the highest number of publications. Unlike MEC architecture, fog nodes are not owned by a provider and are provided by independent individuals. Since fog nodes are often deployed in areas with relatively weak protection, they may encounter various malicious attacks. In addition, devices in the fog are usually deployed without strict monitoring and protection. Therefore, security issues in this architecture have received more attention than in other architectures. Another notable point in Figure 9 is that the number of publications on the economic topic is lower than in other areas, but the two paradigms of MEC and edge are more favored than others. This indicates the particular need for designing pricing and auction models in the edge computing environment.

The papers also mentioned paradigms such as osmotic computing, mist computing, and application-centric computing, which did not have significant statistical representation. For instance, Sharma et al. used osmotic computing to propose a trust management framework for social network applications. Rahman et al. proposed integrating a five-tier cloud, fog, and mist computing environment for IoT applications in healthcare and next-generation e-healthcare systems. Their method aims to handle and route offline/batch data in real-time with high QoS and low end-to-end latency.

3.6 Which techniques are commonly utilized in the field?

The emergence of edge computing has brought about new challenges in distributed resource development and management. Moving storage and computation to the edge of the network improves Quality of Service (QoS) and Quality of Experience (QOE), particularly in applications where low latency is critical. However, efficiently utilizing heterogeneous resources to meet user needs is a challenging task. To address these challenges, various techniques have been proposed in the literature, which are summarized in Figures 10 and Table 6. Figure 10 and Table 6 show the
percentage of techniques used in different topics. As some articles may be categorized into more than one topic, the sum of the percentages may exceed one hundred. Figure 11 shows the number of publications per topic. In the following section, we will explain these techniques and their wide usage in edge computing related issues.

3.6.1 Heuristic techniques

Heuristic techniques are a useful solution for finding near-optimal values in situations where full optimization is difficult and time-consuming. The term “heuristic” refers to a method that, based on experience or judgment, is likely to produce a near-optimal solution to a problem. These techniques start with a well-defined mathematical representation of a problem. In edge computing applications, where time is a critical QoS criterion, heuristic methods that can find near-optimal solutions quickly have been widely used by researchers in this field. The key features of heuristic methods are their ease of implementation, ability to show improvement in each iteration, fast production of results, and robustness. Heuristic techniques are most commonly used in resource management, where studies have attempted to optimize energy, latency, cost, and computational complexity. Heuristic techniques are generally applicable methods for solving scientific problems, and therefore, this technique is commonly used in almost all topics, particularly in resource management.
3.6.2 Linear and non-linear programming

Linear programming is a mathematical approach used for solving complex optimization problems by modeling objective functions and constraints with linear functions. However, if any of the functions in the problem statement involve non-linear variables, it becomes a non-linear optimization problem. Linear programming falls under the category of convex optimization problems, which are formulated as a set of objectives and constraints. Some non-linear problems, such as MINLP, are non-convex in nature and can be challenging to solve. The difficulty in solving these problems lies in the fact that local optimal solutions may not be equivalent to global optimal solutions.

Convex and non-convex optimizations are centralized methods, meaning that they require a centralized agent to gather all necessary information and make decisions on behalf of all involved. As a result, they are not scalable and are only suitable for small scenarios. Additionally, due to their static nature, they are not well-suited for dynamic applications. However, as previously mentioned, they can achieve global or near-global optimization.

As illustrated in Figure 10 and Table 6, this technique has garnered significant attention in the resource management field compared to other topics because it is a common method for solving a wide range of optimization problems in resource management. For instance, some of these optimization problems include balancing energy consumption and delay at the edge, efficiently and effectively transporting, storing, placing, and processing vast amounts of IoT data, maximizing storage utilization while simultaneously reducing service latency and improving energy savings, and optimizing task offloading in mobile edge computing environments.

3.6.3 Game theory

In IoT-based computing environments, such as edge and fog computing, game theory techniques are used to address the competition among different entities. In such networks, there are distributed resources that need to be allocated fairly among IoT devices and users while also taking into account the profit of service providers. To tackle this challenge, researchers have turned to game theory, which has become widely adopted in papers after heuristic and learning techniques. Game theory techniques are decentralized, meaning that each user makes their own decisions locally. As a result, these methods are scalable and can handle large and dynamic scenarios. However, a limitation of game theory techniques is that they only lead to the Nash equilibrium, which may not always be optimal.

An important observation from Table 6 is the relatively high proportion of economic articles that utilize this technique compared to other techniques. Within the economic topic, most articles pertained to pricing, a strategic issue in which each agent aims to maximize their benefits. Game theory techniques, therefore, offer an effective solution for such problems. Stakelberg game, coalitional game, and matching games are among the most commonly used techniques in edge computing research papers. They are well-suited to addressing common edge problems such as resource allocation, sharing, and pricing.

3.6.4 Meta-heuristic techniques

Meta-heuristic techniques are a well-known group of optimization techniques that are widely used in scientific research to find good solutions for NP-hard problems. These techniques are often inspired by nature, and many problems can be effectively modeled using them. The fast convergence
feature of meta-heuristic algorithms makes them a great solution for time-constrained edge problems such as resource management and task allocation.

As can be seen in Table 6, similar to heuristic techniques, meta-heuristic techniques are predominantly used in resource management and offloading topics for the same reasons. Some widely used meta-heuristic algorithms in edge computing research include genetic algorithms, ant colony optimization, simulated annealing, and particle swarm optimization.

3.6.5 Markov decision process

The Markov Decision Process (MDP) is a mathematical technique used to model sequential decision-making problems under uncertainty. It involves the interaction of an agent with the environment and consists of a sequence of decision problems. MDPs can be used to model the state evolution dynamics of a stochastic system controlled by an agent that selects actions at each time step. The process of selecting such actions is called an action policy, which can be history-dependent or only consider the current state.

One advantage of MDP is that it can be used in both distributed and centralized scenarios, making it suitable for modeling problems in edge computing. However, it faces two main challenges. First, to reach the optimal state, decision makers need knowledge of the system state to make informed decisions, which requires addressing the data collection problem. Second, MDPs face the problem of curse of dimensionality, meaning the state space of the corresponding dynamic problem is intractably large, making it not scalable. As a result, classic MDP algorithms such as value iteration policy and policy iteration policy are not suitable for addressing the MDP problem. In reviewed studies, methods such as reinforcement learning have been used to solve these problems.

Table 6 shows that the percentage of articles about offloading is significantly higher than the other topics, which is likely because this technique is a useful option for modeling a wide range of edge computing decision-making problems that are raised in offloading topics. For example, some of these problems include task offloading decision-making, selecting the next hop in a software-defined vehicular network, and random access processes in M2M communications.

3.6.6 Lyapunov optimization

The Lyapunov optimization technique is a useful method for optimizing performance objectives subject to queue stability, either real or virtual. This technique is particularly effective in solving problems that deal with the tradeoff between utility maximization and delay or any time-average constraints. Edge computing problems, such as resource management and offloading, can be highly complex. Using this optimization method, the computational complexity of edge computing problems can be significantly reduced. For this reason, the use of Lyapunov optimization in modeling edge computing problems is widespread. Although Lyapunov optimization is a centralized modeling method, due to its low computational complexity, it can be used in large-scale scenarios. However, Lyapunov optimization only achieves local optimization because it is a single step optimization method and does not repeat the process.

The Lyapunov optimization technique is widely employed in solving optimization problems in edge computing, with various criteria. For instance, some works utilize this technique to minimize power consumption while adhering to quality of service constraints for users, while others minimize communication resource consumption subject to delay constraints. Additionally, some works aim to minimize energy consumption for task execution while preventing free-riding behavior of users by imposing incentive constraints.

Table 6 reveals that this technique has been predominantly used in resource management, offloading, and network management topics, where stabilizing and balancing the system along with other criteria are common issues. Therefore, using the Lyapunov optimization technique is a suitable option for optimizing such problems.

3.6.7 Graph theory

Graph theory is a mathematical field concerned with studying problems that involve graphs, and it finds applications in a variety of scientific and engineering domains. Graph-based techniques offer an effective way to solve problems that can be represented by objects and their relationships. In edge computing, graph-based techniques are among the most commonly employed, with many articles modeling the edge computing platform as a graph, where nodes represent computing servers and edges represent the links between them. Additionally, some applications in this field are represented by graphs where nodes signify tasks or functions, and edges denote the dependencies between them.

According to the statistics presented in Table 6, the use of graph theory techniques in resource management is significantly higher than in other topics. This is likely due to the fact that resources in edge computing are distributed and can often be modeled as graphs. Among the reviewed papers, the most commonly used graph theory techniques are graph coloring, graph matching, and partitioning.
3.6.8 Learning techniques

Learning techniques refer to the process of equipping computers with the ability to learn from data without requiring explicit programming.\textsuperscript{218} These techniques aim to improve computer systems automatically through experience.\textsuperscript{219} Machine learning techniques are particularly effective in handling complex problems, such as those involving high dimensions, where they can overcome the curse of dimensionality in MDP. Moreover, online learning techniques, which are especially suitable for dynamic environments, can be applied to both centralized and distributed applications. Since the edge computing environment is highly dynamic due to user mobility and workload changes, researchers have explored the use of learning methods to predict the state of the environment and make intelligent decisions. Additionally, learning methods are widely used to extract valuable information from raw data. This is particularly relevant in the context of edge computing and IoT devices, which generate large volumes of raw data that must be analyzed to derive meaningful insights. Therefore, the widespread adoption of learning techniques in research papers is motivated, in part, by the need to address this issue.

According to Table 6, data management articles have made greater use of this method, as these techniques are closely tied to data, both for discovering new information and improving accuracy. Reinforcement learning,\textsuperscript{220,221} neural networks,\textsuperscript{222,223} and clustering\textsuperscript{110,224} are among the most commonly used learning techniques in the field of edge computing literature.

3.7 What forms of empirical evaluation have been employed in the field?

Figure 12 presents an overview of the different evaluation methods employed in the reviewed articles. Among the most common methods found in research papers were simulation, real-system implementation, implementation on a testbed, and proof of concept methods. Notably, the majority of proposed methods were tested and evaluated using simulation, likely due to the lack of real-world edge infrastructure or the high costs and complexity associated with real-world evaluations. Examples of simulation tools used in edge and cloud computing research include FogNet-Sim,\textsuperscript{225} iFogSim,\textsuperscript{226} EdgeCloudSim,\textsuperscript{227} and IoTsim.\textsuperscript{228} Real-system implementation, on the other hand, encompasses a range of approaches, including the development of prototypes (21%) and scenarios (4%), designing a case study (12%), utilizing a real dataset (5%), using benchmarks (5%), use cases (5%) and platforms (1%).

3.8 Which qualitative requirements have primarily been considered in the move towards edge computing?

Figure 13 illustrates the different QoS categories frequently reported in the reviewed papers. This section presents statistics on the primary QoS category based on the SMI\textsuperscript{229} and ISO 9126\textsuperscript{230} quality models as they relate to the edge environment. Efficiency emerged as the most commonly cited category among the studies. Efficiency is defined as “a set of attributes that bear on the relationship between the level of performance of the software and the amount of resources used, under stated conditions.”\textsuperscript{230} Time (49%), energy consumption (26%), utilization (22%), and throughput (3%) had the most frequency among the efficiency criteria. As previously mentioned, applications in the edge computing environment are latency-sensitive, and reducing this delay has been the impetus for their migration from the cloud to the network’s edge. Therefore, it is natural that the time criterion, specifically delay and latency, should be regarded as the primary consideration when evaluating the QoS of such programs.

![Figure 12](image-url) Evaluation methods in edge computing.
The second category, following the efficiency category, is the financial category, which focuses on the amount of money spent by the client on the service.\(^{229}\) In this category, cost is the only criterion considered. The performance category, on the other hand, concentrates on the "attributes of the features and functions of the provided service."\(^{229}\) It is worth noting that 52% of studies only reported performance as their quality criterion without any mention to its sub-criteria. Some studies reported accuracy (48%) as a performance criterion in their evaluation.

The next category relates to assurance, which is concerned with the "attributes that indicate how likely it is for the service to be available as specified."\(^{229}\) Reliability (50%), Availability (26%), Failure (1%), Stability (19%) and Robustness (4%) are the most frequent criterion in this category. Agility is defined as "attributes including the impact of a service upon a client’s ability to change direction, strategy, or tactics quickly and with minimal disruption."\(^{229}\) Agility parameters such as flexibility (29%), elasticity (2%) is reported frequently in studies.

### 4 COMPARISON WITH SIMILAR REVIEW RESEARCHES

As previously mentioned, at the start of the search process, the expert randomly selected several secondary studies (surveys and reviews) as a starting point. As the search process progressed, additional review studies were discovered. A list of these studies is provided in [SuppFil]_E2,T2). Among the review studies, those that were specific to a particular sub-topic were excluded. For the remaining studies, we extracted the covered topics in the field of edge computing, and the details of this information are provided in [SuppFile]_E2,T6). Table 7 presents a comparison between our SMS and other review studies. Note that PID column represents Paper ID which can be found in [SuppFil]_E2,T2). Unlike our SMS, none of these studies used a systematic approach to cover all the related journal studies in the field of edge computing.

However, we selected seven papers, namely References 1,2,40,231-233, and 234 for comparison as they are relatively more comprehensive and cover a wider range of aspects in the field of edge computing. Table 8 illustrates the differences between our SMS and the other studies being compared. For each of the studies, we extracted the necessary information about the number of covered venues and studies. As shown in Table 7, our SMS, indicated in the last row, reviewed and covered a significantly larger collection of related studies compared to the other reviews. For instance, in the review paper,\(^{2}\) only 120 papers out of 450 cited were used in the taxonomy. Furthermore, these studies in the field of edge computing were not subjected to a systematic process and addressed fewer topics and sub-topics, as detailed in [Supp-File]_E2,T3). In contrast, our SMS employed a comprehensive and complete process to find related studies in a collection of high-quality journals.

### 5 IMPLICATIONS OF FINDINGS

This paper presents the results of a systematic mapping study (SMS) aimed at creating a guide for researchers, practitioners, and professors working in the field of edge computing. The findings of this study can be valuable to a diverse range of audiences. The paper is expected to be of interest to three primary categories of readers, namely researchers, industry practitioners, and university professors involved in this field. As such, this section provides specific tips and guidelines tailored to the needs of each of these three main groups of audiences.
### Table 7: Comparison between this SMS and other related reviews.

| PID*  | Topic | Scope | Ac. | NM | DM | RM | Ec. | CO | S&P |
|-------|-------|-------|-----|----|----|----|-----|----|-----|
| 68    | FOG   | ✓     | x   | x  | ✓  | x  | ✓   | x  | x   |
| 1610  | MEC   | ✓     | x   | x  | ✓  | x  | ✓   | x  | x   |
| 1611  | EC    | ✓     | x   | x  | ✓  | x  | x   | x  | ✓   |
| 1618  | MEC   | ✓     | x   | x  | ✓  | x  | ✓   | x  | x   |
| 5439  | FOG   | ✓     | ✓   | x  | ✓  | x  | x   | x  | x   |
| 6838  | EC    | ✓     | x   | x  | x  | x   | x  | x   |
| 5715  | EC    | ✓     | x   | ✓  | ✓  | ✓  | x   | ✓  | x   |
| 7906  | FOG   | ✓     | x   | x  | ✓  | ✓  | x   | ✓  | ✓   |
| 7907  | FOG   | ✓     | x   | ✓  | ✓  | ✓  | x   | x  | ✓   |
| 8044  | EC    | ✓     | ✓   | x  | ✓  | x   | x  | x   |
| 8242  | EC    | ✓     | ✓   | x  | ✓  | ✓  | x   | x  | ✓   |
| 8587  | EC    | ✓     | x   | x  | ✓  | ✓  | x   | ✓  | x   |
| 8775  | EC    | ✓     | x   | ✓  | ✓  | ✓  | x   | x  | ✓   |
| This SMS | EC      | ✓     | ✓   | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   |

*PID means Paper ID which can be found in [SuppFile] (E2T6).

### Table 8: Statistical comparison between this SMS and other selected reviews.

| Reference | Type | Studies# | Venue# | Searching method | QC | Eval | Period |
|-----------|------|----------|--------|------------------|----|------|--------|
| 231       | Survey | 22/169   | 41     | N/A              | x  | x    | 2013–2017 |
| 2         | Survey | 120/450  | 40     | Manual           | x  | x    | 2013–2017 |
| 1         | Survey | 37/137   | 29     | N/A              | x  | x    | 2004–2017 |
| 232       | Survey | 27/99    | 14     | N/A              | x  | x    | 2002–2019 |
| 233       | Survey | 97/296   | 55     | N/A              | x  | x    | 2002–2019 |
| 40        | Survey | 70/200   | 43     | N/A              | x  | x    | 2009–2019 |
| 234       | Survey | 36/101   | 19     | N/A              | x  | x    | 2009–2019 |
| This SMS  | SMS   | 1440/1440 | 112   | Manual-Snowballing-Database | ✓  | ✓    | 2001-2019 |

Abbreviations: Eval, Search Evaluation; QC, Quality Criteria.

### 5.1 Implications for researchers

In recent years, the field of edge computing has gained immense popularity, and a substantial amount of research has been carried out in this area. In this SMS, we identified active research topics in the field of edge computing by reviewing a large number of articles. This study can serve as an excellent starting point for new researchers who are interested in edge computing (RQ3). Our analysis also revealed significant differences in the number of studies conducted across different countries (RQ2). China, the United States, and Canada are the countries with the highest percentage of published articles, accounting for 31%, 11%, and 7% respectively. These countries have advanced technology in their industries compared to other nations, and there is a strong connection between their industries and academia. Furthermore, the study identifies the leading researchers in each field (RQ2), which is valuable information for researchers seeking international collaborations.

Over the past decade, the field of edge computing has made significant progress, and numerous architectures for utilizing edge resources have been proposed (RQ5). However, some researchers may misunderstand these architectures or use them interchangeably in the literature. Thus, it is essential for researchers in this field to have a complete understanding of standard edge architectures and to pay attention to the differences and
characteristics of each of them. This knowledge helps researchers to gain a deep understanding of the fundamental concepts and propose effective and accurate solutions.

Most of the reviewed papers in the field of edge computing use simulation-based evaluation methods (RQ7). This is because the complete infrastructure for edge computing is not yet available in many parts of the world, and simulation provides a simple and inexpensive way to evaluate research in this area. As a result, various simulators such as FogNetSim++ and iFogSim have been proposed to facilitate research in this field. However, simulations often involve simplifications and hypotheses that may not reflect reality accurately. To address this, real testbeds and small prototypes can be implemented at the laboratory level to more accurately assess and identify operational challenges and problems. For instance, the Raspberry Pi can be used to build a realistic platform for researchers to create desired scenarios.

Another goal of this study was to identify and introduce common applications and techniques used in edge computing research. Optimization methods are widely used for load balancing and increasing efficiency, and knowledge of machine learning, optimization, meta-heuristics, or game theory can be practical for researchers in this field. A separate section of the study explored common applications in edge computing papers, which researchers can use to become familiar with the techniques and applications in this field (RQ6). Familiarity with these applications and techniques can aid researchers in reading and understanding articles in this field.

5.2 | Implications for practitioners

After years of research, the field of edge computing is approaching maturity. In academia, extensive research has been conducted to leverage resources in proximity to users and to address various challenges in this field (RQ1). As a result, a vast source of scientific solutions, ideas, and applications has been developed. To apply this knowledge to real-world problems and enhance daily life quality, industrial organizations must collaborate with scientific and academic departments. Such collaboration can be achieved by participating in conferences related to edge computing, facilitating knowledge transfer from researchers to industry professionals and vice versa. This connection can expedite the realization of edge computing solutions in the real world.

The emergence of the Internet of Things (IoT) has introduced new applications, some of which cannot be implemented without utilizing edge resources (RQ4). Since these applications are expected to become an integral part of people's daily lives in the future, developing and advancing edge computing platforms will be a necessity. Application and service developers should consider utilizing edge resources and distributed platforms in their designs. Additionally, data network operators and network equipment manufacturers should consider integrating the edge computing model in the design of future network infrastructure or communication equipment.

5.3 | Implications for teachers

Edge computing has emerged as a promising solution in the past decade to enhance service quality and decrease response time by bringing resources closer to users' devices. The field has witnessed substantial growth in recent years, making it a vast, independent, and popular research domain among scholars (RQ1). Therefore, it is crucial to introduce students and novices to the concepts of edge computing, to facilitate knowledge transfer and disseminate research accomplishments of recent years. Professors who specialize in cloud computing and computer networks can incorporate edge computing concepts into courses such as “cloud computing” and “distributed systems,” or refer to them indirectly in related courses such as “computer networks” and “internet engineering.” Professors can also utilize the concepts presented in section (RQ3) and the statistical results derived from the reviewed papers in sections (RQ2, RQ3) to familiarize themselves with edge computing concepts and develop educational content.

6 | CONCLUSION

As the trend towards edge computing continues to rise and the number of studies in this field increases dramatically, there is a need for a systematic review of the literature. In this paper, we conducted a SMS in the field of edge computing from 2001 to 2020. To achieve this aim, we used well-established methodologies for systematic reviews, as well as our previous experience in publishing such studies. The SMS methodology we used primarily focused on providing a robust search method. We conducted the search at three levels, including manual search, backward snowballing search, and database search. We defined criteria for selecting studies based on their quality and relevance to the field of edge computing. Out of the 8725 studies obtained, we selected 1440 studies that met these criteria. We also evaluated the search methodology to ensure that it provided adequate coverage of the studies.

Based on the methodology used, we developed eight research questions, which we answered during the SMS. The first three questions focused on reviewing the number of studies done (RQ1), introducing the most important researchers and pioneers in the field of edge computing (RQ2), and extracting the most important topics and subtopics in this field (RQ3). The next three questions (RQ4, RQ5, and RQ6) reviewed and analyzed
the most crucial applications of edge computing in each topic, the most important architectures used in each topic, and the techniques used in each topic, respectively. Questions RQ7 and RQ8 focused on reviewing the most important evaluation methods and quality criteria used in research to advance the field of edge computing. Additionally, we compared our SMS with several reviews in the field of edge computing to examine the depth of the methodology used and the various aspects considered.

Our research shows that edge computing is an active and growing research field in various geographical areas. Although the number of studies in this field has significantly increased, there are still challenges, and the development of methods and paradigms is necessary to address these challenges. Systematic review studies such as our SMS can provide more detailed reviews of each aspect using systematic literature reviews (SLRs). For future work, each of the high-level topics extracted in this paper can be explored in-depth to answer more specific research questions.
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