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Abstract
We derive the first law of black hole mechanics for physical theories based on a local, covariant and gauge-invariant Lagrangian where the dynamical fields transform non-trivially under the action of some internal gauge transformations. The theories of interest include General Relativity formulated in terms of tetrads, Einstein–Yang–Mills theory and Einstein–Dirac theory. Since the dynamical fields of these theories have some internal gauge freedom, we argue that there is no natural group action of diffeomorphisms of spacetime on such dynamical fields. In general, such fields cannot even be represented as smooth, globally well-defined tensor fields on spacetime. Consequently the derivation of the first law by Iyer and Wald cannot be used directly. Nevertheless, we show how such theories can be formulated on a principal bundle and that there is a natural action of automorphisms of the bundle on the fields. These bundle automorphisms encode both spacetime diffeomorphisms and internal gauge transformations. Using this reformulation we define the Noether charge associated to an infinitesimal automorphism and the corresponding notion of stationarity and axisymmetry of the dynamical fields. We first show that we can define certain potentials and charges at the horizon of a black hole so that the potentials are constant on the bifurcate Killing horizon, giving a generalised zeroth law for bifurcate Killing horizons. We further identify the gravitational potential and perturbed charge as the temperature and perturbed entropy of the black hole which gives an explicit formula for the perturbed entropy analogous to the Wald entropy formula. We then obtain a general first law of black hole mechanics for such theories. The first law relates the perturbed Hamiltonians at spatial infinity and the horizon, and the horizon contributions take the form of a ‘potential times perturbed charge’ term. We also comment on the ambiguities in defining a prescription for the total entropy for black holes.
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1. Introduction

In [1] Lee and Wald provided a construction of the phase space, Noether current and Noether charge for Lagrangian field theories where the dynamical fields can be viewed as tensor fields on spacetime (or more generally maps from spacetime into another finite-dimensional manifold). Using this construction, Iyer and Wald [2, 3] have given a derivation of the first law of black hole mechanics for arbitrary (in particular non-stationary) perturbations off a stationary axisymmetric black hole in any diffeomorphism covariant theory of gravity where the gravitational dynamical field is a Lorentzian metric and the matter fields are smooth tensor fields on the spacetime manifold. They also identified the corresponding entropy as the integral over a horizon cross-section of the Noether charge associated with the action of diffeomorphisms generated by the horizon Killing field. This formulation of the Noether charges and first law has been useful in analysing solutions to Einstein-matter theories [4–9], and stability of black holes [10, 11] and perfect fluid stars [12].

Even though the results of [1–3] encompass a wide variety of theories, there are situations of physical interest where their analysis cannot be directly applied. In particular, we would like to derive a first law of black hole mechanics for gravity formulated in terms of orthonormal coframes (i.e. vielbeins), Einstein–Yang–Mills theory and Einstein–Dirac theory. In all these cases the dynamical fields of the theory have some internal gauge freedom under the action of a group. As we will discuss below this internal gauge freedom is the main reason we cannot directly use the results of [1–3] to derive a first law. Since all the ‘fundamental’ fields in the Standard Model of particle physics have such gauge freedom, it is of interest to formulate the first law when such dynamical fields are present in the theory. The main obstructions to using the formalism of [1–3] for charged fields are as follows.

The first obstruction is that fields with internal gauge transformations cannot, in general, be represented as globally smooth tensor fields on spacetime. A typical example from Maxwell electrodynamics is when the source is a magnetic monopole. In the presence of a magnetic monopole the Maxwell gauge field (or vector potential) $A_\mu$ cannot be chosen to be smooth everywhere (in any choice of gauge; see problem 2 section Vbis [13]). As is well-known, this ‘singularity’ in the Maxwell gauge field is an artefact of trying to make a global choice of gauge. Even in the absence of monopoles, the most ‘convenient’ choice of gauge might make the Maxwell vector potential singular; see [14] for a discussion of the Reissner–Nordström black hole where, in the traditional choice of gauge, the vector potential is singular on the bifurcation surface. Similarly, in Yang–Mills theories the dynamical gauge fields $A'_\mu$ might not be representable as smooth tensor fields on spacetime. The analysis of [1] assumes from the outset that a global choice of gauge can be made to represent Yang–Mills gauge fields as tensor fields on spacetime. To derive the first law for Yang–Mills theory, Sudarsky and Wald [4, 5] also assume that a choice of gauge has been made so that the ‘gauge-fixed’ fields are smooth everywhere, and moreover, are stationary (i.e. $\mathcal{L}_\chi A'_\mu = 0$) in that choice of gauge. Similarly, for a coframe formulation of gravity (and also to describe spinor fields), one introduces a Lorentz gauge field (or spin connection) $\omega'^{\sigma}_{\mu}$ which might not be smooth everywhere in some chosen gauge (see section III [15]). In fact, for non-parallelisable manifolds, there does not even exist a globally smooth choice of coframes $e^\mu_a$. In all of these cases the obstruction is that a globally smooth choice of gauge can only be made under certain topological restrictions.
we can make a global gauge choice it is far from obvious that a gauge choice can be made such that the gauge-fixed fields are stationary in that gauge (see section 4 [14] for a related discussion). Thus, it is of interest to have a formulation of the first law for theories like Yang–Mills and coframe gravity that does not require a choice of gauge a priori.

The second obstruction arises in defining the action of diffeomorphisms of spacetime on dynamical fields with internal gauge transformations. To formulate a first law of black hole mechanics, we need a notion of a stationary solution to the equations of motion. When the dynamical fields are usual tensor fields on the spacetime $M$, there is a natural action of the diffeomorphism group of the spacetime $M$ on tensor fields which can be used to define stationarity by the action of the Lie derivative with respect to the corresponding vector fields. However, when the dynamical fields transform under some internal gauge transformation, we cannot distinguish the action of a diffeomorphism of the spacetime manifold from the action of a diffeomorphism along with an arbitrary (spacetime dependent) internal gauge transformation. That is, we only have a notion of ‘diffeomorphisms up to a gauge transformations’. Similarly in general, a stationary (axisymmetric) black hole will only be ‘stationary (axisymmetric) up to an internal gauge transformation’ i.e. $£ \psi = \text{gauge where } \psi \text{ denotes the charged dynamical fields}$.

Thus, the full group of transformations of the dynamical fields of the theory is not simply a product group of diffeomorphisms and internal gauge transformations. Without such a separation of diffeomorphisms and internal gauge transformations we have to consider the full group of transformations to define the appropriate notion of Noether charge to obtain a first law.

There have been numerous attempts to sidestep this problem. One approach is to use the usual Lie derivative on spacetime, ignoring the internal gauge structure of the fields [20–23]. A straightforward computation shows that such a Lie derivative (acting on the Yang–Mills gauge fields $A_I^\mu$, for instance) depends on the gauge choice made. Thus any definition of Noether charges, stationarity and first law using such Lie derivatives on charged fields will also depend on the choice of gauge used. In [4, 5] stationarity of the Yang–Mills gauge fields was defined by requiring a global choice of gauge so that the gauge-fixed fields $A_I^\mu$ on spacetime are annihilated by the Lie derivative along the stationary Killing field. It is far from obvious that such a global choice of gauge exists, even when a global gauge choice can be made, and as we will show, this assumption is actually a restriction on the types of Yang–Mills fields considered in [4, 5].

One could alternatively attempt to define the infinitesimal action of a diffeomorphism of spacetime by a ‘gauge covariant Lie derivative’ and use the vanishing of this Lie derivative to define stationarity and axisymmetry. For example in chapter 10 [24] the action of a diffeomorphism along a vector field $X \equiv X^\nu \in TM$ is defined through a ‘gauge covariant Lie derivative’ of a Yang–Mills gauge field $A_I^\mu$ (here the $I$ index only refers to the Yang–Mills Lie algebra) as

$$\hat{\mathcal{L}}_X A_I^\mu := X^\nu F_I^{\nu\mu} \quad (1.1)$$

where $F_I^{\mu\nu}$ is the curvature 2-form for the gauge field $A_I^\mu$. Similarly, to obtain a first law for a coframe formulation of gravity, Jacobson and Mohd [15] use a Lorentz–Lie derivative for the coframes by2 (see also [25] and in [15])

\[1\] Such a notion of ‘stationarity up to gauge’ was already used in [16–19] where nevertheless, the dynamical fields are assumed to be tensor fields on spacetime.

\[2\] [15] define the Lorentz–Lie derivative to act on arbitrary tensors, including the Lorentz connection, carrying a representation of the Lorentz group, but we only present the coframes to be brief. They also use the symbol $\mathcal{K}$ to denote the Lorentz–Lie derivative in honour of Kosmann.
\[ \hat{\mathcal{L}}_X \mathcal{E}^\mu = \mathcal{L}_X \mathcal{E}^\mu + \lambda^\mu_i \mathcal{E}^i \]

with \( \lambda^{ab} := [E^a Y^b + E^b Y^a, X] \) (1.2)

where the \( \mathcal{L}_X \) is computed ignoring the internal indices and \( \omega^{ab} \) is the Lorentz connection on spacetime. Likewise, there have been many attempts to define a Lie derivative for spinor fields (viewed as fields on spacetime). A definition of Lie derivative for spinors with respect to a Killing field of the metric was put forth by Lichnerowicz [26], and then generalised for arbitrary vector fields by Kosmann [27] by prescribing that one use the same formula as that given by Lichnerowicz but for any vector field (see also [25] and supplement 2 [28]). The Kosmann prescription can be formalised on a principal bundle through the notion of a Kosmann lift (see [29, 30] and the references therein)\(^3\). The Lichnerowicz–Kosmann-Lie derivative acts on Dirac spinor fields \( \Psi \) according to

\[ \hat{\mathcal{L}}_X \Psi := X^\mu D_\mu \Psi - \frac{1}{8} \nabla^\mu X_\mu \gamma^\mu, \gamma^\nu \Psi \]

(1.3)

where \( D_\mu \) is the covariant spin derivative on Dirac spinor fields with respect to a torsionless spin connection. Even though these definitions of Lie derivative are gauge covariant, it is a straightforward computation to verify that

\[ [\hat{\mathcal{L}}_X, \hat{\mathcal{L}}_Y] = \hat{\mathcal{L}}_{[X, Y]} + \text{gauge} \]

(1.4)

and the gauge-term does not vanish except when \( E^\mu = 0 \) for ‘Lie derivative’ in equation (1.1) either \( X^\mu \) or \( Y^\mu \) is a conformal Killing field of the metric for the Lorentz–Lie derivative equation (1.2) and the Lichnerowicz–Kosmann-Lie derivative equation (1.3) (see [25] for a proof). Thus even though, the linear maps \( X^\mu \mapsto \hat{\mathcal{L}}_X \) in equations (1.1)–(1.3) are gauge-covariant, none of the above prescriptions for the Lie derivative implement the Lie algebra for the diffeomorphism group of spacetime and the Noether currents derived from these notions of a Lie derivative cannot be interpreted as Noether currents associated to diffeomorphisms.

Further, if the dynamical fields \( \psi \) of the theory are chosen to be stationary with respect to these modified Lie derivatives, i.e. \( \hat{\mathcal{L}}_X \psi = 0 \) then they are obviously ‘stationary up to internal gauge transformations’. But it might not be possible to choose a globally smooth gauge representative of the dynamical fields so that they are stationary in this modified sense, particularly when we cannot make a global choice of gauge.

The main aim of this work is to address these issues directly, by formulating physical theories with charged dynamical fields on a principal bundle (see appendix A.1 for details). All the charged fields are legitimate (globally well-defined and smooth) tensor fields on the principal bundle. A smooth global choice of gauge exists only when the principal bundle is trivial, and only in that case can we write the charged fields as smooth tensor fields on spacetime. However, working directly on a principal bundle avoids the issue of making any choice of gauge, and thus, we can handle theories defined on non-trivial principal bundles where there is no way to represent the fields as smooth tensor fields on spacetime. We shall similarly formulate the Lagrangian, Noether currents and charges directly on the principal bundle without making any gauge choices. The principal bundle also provides the necessary structure to consider the full group of transformations of the dynamical fields as the group of automorphisms of the bundle manifold. The automorphisms of the bundle then encode both diffeomorphisms and internal gauge transformations, and we will not need to ‘artificially’ single out the action

\(^3\) Also note that the ‘spinorial Lie derivative’ prescription in [31] annihilates the metric for any vector field—making every vector field a ‘Killing field’ and all spacetimes stationary—which is clearly not desirable.
of just diffeomorphisms. Infinitesimal actions of these automorphisms are then generated by (standard) Lie derivatives with respect to vector fields on the bundle. Using this we define the appropriate notions of ‘stationarity (and axisymmetry) up to gauge transformations’ for charged dynamical fields as automorphisms of the bundle that project down to the stationary (axisymmetric) diffeomorphisms of spacetime (see definition A.3). We then generalise the constructions of [1] to define the symplectic form on arbitrary (non-stationary) perturbations of the dynamical fields, and the Noether current and Noether charge associated with any bundle automorphism. Next, we describe the main results of this paper, which include a derivation of a generalised zeroth law for bifurcate Killing horizons, and the first law of black hole mechanics for stationary and axisymmetric black holes which arise from solutions to the equations of motion, for theories with charged dynamical fields.

We are interested in static or stationary-axisymmetric, asymptotically flat black hole spacetimes with bifurcate Killing horizons determined by dynamical fields which have non-trivial internal gauge transformations. We expect our results can be generalised to spacetimes with different asymptotics but we stick to the asymptotically flat case. We refer the reader to section 3 for a more detailed description of the spacetimes under consideration.

As our first result we show in theorem 1 that on any bifurcate Killing horizon in spacetime (not necessarily a solution to any equations of motion) we can define certain potentials $\mathcal{V}_\Lambda$ at the horizon which are constant along the entire bifurcate Killing horizon. This can be viewed as a generalised zeroth law for bifurcate Killing horizons. These potentials are defined solely in terms of the dynamical gauge fields of the theory (for instance, a Yang–Mills gauge field or the Lorentz gauge field for gravity) and get no direct contributions from any other matter fields. In corollary 3.1, we show that the perturbed Hamiltonian $\delta H_K$ associated to the horizon Killing field $K^\mu$ at the bifurcation surface can be put into a ‘potential times perturbed charge’ form where the charges are determined by the dependence of the Lagrangian on the curvatures of the dynamical gauge fields of the theory. Then, in theorem 2, we provide a new perspective on the temperature $T_{\rho^\mu}$ and perturbed entropy $\delta S$ of the black hole by identifying them with the potential and perturbed charge, respectively, corresponding to the Lorentz connection in a first-order formulation of gravity. Thus, the temperature and perturbed entropy can be viewed on the same footing as any other potentials and perturbed charges of any matter gauge fields (like Yang–Mills gauge fields) in the theory. This also gives us an explicit formula for the perturbed entropy in direct parallel with the Wald entropy formula [2, 3].

Our main result (theorem 3) is a general formulation of the first law of black hole mechanics for theories with charged dynamical fields, where the dynamical fields solve the equations of motion obtained from a gauge-invariant Lagrangian. The first law is obtained as an equality between the perturbed boundary Hamiltonian $\delta H_K$ evaluated at the bifurcation surface and at spatial infinity, and takes the form

$$T_{\rho^\mu} \delta S + \mathcal{V}_\Lambda \delta \rho^\Lambda = \delta E_{\text{can}} - \Omega^{(i)} \delta I_{(i),\text{can}}$$

for any perturbation which solves the linearised equations of motion off a stationary, axisymmetric (up to internal gauge transformations) black hole background which solves the equations of motion. The left-hand-side terms are the potentials and charges of the black hole on the bifurcation surface defined in theorem 1 and corollary 3.1. The first term consists of the temperature and perturbed entropy of the black hole, identified with the gravitational potential and perturbed charge (theorem 2), while the second term is the contribution of the non-gravitational gauge fields (such as Yang–Mills fields). The quantities on the right-hand-side are the perturbed canonical energy (associated to the stationary Killing field $t^\mu$) and angular momenta (associated to the axial Killing fields $\phi_{ij}^\mu$; here the index $(i)$ is used to denote the
multiple axial Killing fields in greater than 4-spacetime dimensions) defined at spatial infinity (equation (4.1)). The form of the perturbed canonical energy and angular momenta at infinity depends on the theory under consideration and also the asymptotic fall-off conditions on the fields, and they contain contributions from both the gravitational dynamical fields and other matter dynamical fields in the theory. For instance, in Einstein–Yang–Mills theory, $\delta E_{\text{can}}$ contains both the perturbed ADM mass and a ‘potential times perturbed charge’ term from the Yang–Mills gauge field at infinity (see section 5.2). Similarly, $\delta J_{\text{can}}$ contains both the perturbed ADM angular momentum and the perturbed angular momentum of the Yang–Mills fields.

Note that for Einstein–Yang–Mills theory, Sudarsky and Wald [4] get a vanishing Yang–Mills potential term at the horizon because of their assumption that there exists a smooth choice of gauge such that the gauge-fixed Yang–Mills fields are stationary $\mu A^I = 0$. We will argue that in general such a gauge choice cannot be made, and the ‘potential times perturbed charge’ at the horizon can be set to vanish only in special situations (at the cost of changing the contributions to perturbed canonical energy and angular momenta at infinity; see remark 5.2). The existence of this non-vanishing term at the horizon was also pointed out in [14], though they could not write the term in terms of potentials and perturbed charges for non-abelian Yang–Mills fields.

We also show that the ambiguities in defining the Noether charge for a Lagrangian do not affect the first law and the perturbed entropy. We also discuss the ambiguities in defining a total entropy for a stationary axisymmetric black hole. We argue that a second law of black mechanics could fix at least some of these ambiguities in the total entropy. Since we do not know of a general derivation of the second law for arbitrary theories of gravity (except in the case of General Relativity), we do not make an attempt to define the total entropy or a notion of dynamical black hole entropy in this paper.

Even though we use a first-order coframe formulation for gravity, the general form of the first law described above is applicable to any Lagrangian theory for gravity where some fields with internal gauge freedom are considered as dynamical fields instead of the metric [32–34] including, higher-derivative theories of gravity [35] with Lagrangians depending on torsion, curvature and finitely many of their derivatives. One can also include ‘non-metricity’, metric-affine theories of gravity [36, 37] by a simple extension of the formalism. On the matter side, we can include all the charged matter fields in the Standard Model of particle physics. We also expect that our results can be generalised to include supersymmetric theories following, for instance, [38].

Despite this generality, there remain some potentially physically interesting theories that are not covered by our formalism. These include higher $p$-form gauge theories in the presence of magnetic charges (see [17, 39, 40] for work in this direction) and Chern–Simons Lagrangians which are only gauge-invariant up to a total derivative term. The entropy contribution of gravitational Chern–Simons Lagrangians was computed from a spacetime point of view in [41, 42] (using a ‘modified Lie derivative’), and in [43] (using a modification of the symplectic current). We shall defer the analysis of Chern–Simons theories from a bundle point of view to a forthcoming paper [44].

The remainder of this work is organised as follows. We describe the principal bundle formulation of dynamical fields and gauge-invariant Lagrangians in section 2 and give a general form for the symplectic potential, symplectic current, and Noether charge for any bundle automorphism (i.e. combined diffeomorphisms and gauge transformations) for such theories. We define the horizon potentials and charges, and derive a generalised zeroth law for bifurcate Killing horizons in section 3. In section 4 we give a formulation of the first law of black hole mechanics for the theories under consideration. In section 5 we use this formalism to derive a first law for General Relativity in a first-order tetrad formulation, Einstein–Yang–Mills theory.
and Einstein–Dirac theory. The appendix collects some technical definitions and formulae along new results which will be used in the main arguments of the paper.

1.1. Notation

We will use an abstract index notation for vector spaces and tensor fields whenever convenient. Tensor fields on spacetime (or some base space for a principal bundle) will be denoted by indices \( \mu, \nu, \lambda, \ldots \) from the middle of the lower case Greek alphabet, e.g. \( X^\mu \) is a vector field and \( \sigma_\mu \) is a covector field on spacetime. Similarly, lower case Latin indices \( m, n, l, \ldots \) denote tensors on a principal bundle, e.g. \( X^m \) is a vector field and \( \sigma_m \) is a covector field on a principal bundle.

It will be convenient to often use an index-free notation for differential forms and vector fields. We will use the factor and sign conventions of Wald [45] when translating differential forms to and from an index notation and use the symbol \( \equiv \) to denote such a translation. When using an index-free notation we denote differential forms by a bold-face symbol, for instance, a differential \( k \)-form on a principal bundle is denoted by \( \sigma \equiv \sigma_{\mu_1 \ldots \mu_k} \). We will also use an underline to distinguish between functions, differential forms and vector fields on the base space from those on the principal bundle i.e. \( \varphi \) is a function, and \( \sigma \equiv \sigma_{[\mu_1 \ldots \mu_k]} \) a \( k \)-form, respectively on \( M \), and \( X \cdot \sigma \) is the interior product, on the base space.

Upper case indices \( I, J, K, \ldots \) from the beginning of the Latin alphabet denote elements of a finite-dimensional Lie algebra \( \mathfrak{g} \) e.g. \( X^I \) is an element of a Lie algebra and \( c^{IJK} = c^{[IJK]} \) denotes the structure constants. We write the Lie bracket on \( \mathfrak{g} \) as \( [X, Y]^K = c^{KIJ} X^I Y^J \). The Killing form on \( \mathfrak{g} \) is a bilinear, symmetric form defined by

\[
k_{IJ} := c^{JK} c^{KL}.
\]

The Killing form is invariant under the adjoint action of the group \( G \) on its Lie algebra \( \mathfrak{g} \). It is non-degenerate if and only if \( \mathfrak{g} \) is semisimple, and hence defines a metric on the Lie algebra. Further, when the group \( G \) is compact the Killing form is negative definite. Throughout the paper we stick to the semisimple case and use \( k_{IJ} \) and its inverse \( k^{IJ} \) to raise and lower the abstract indices on elements of \( \mathfrak{g} \).

Upper case letters \( A, B, \ldots \) from the beginning of the Latin alphabet denote elements of a vector space \( V \) with some representation \( R \) of a finite-dimensional group \( G \). The action of any \( g \in G \) on any element \( \varphi^A \in V \) under the representation \( R \) is denoted by \( R(g)\varphi \); omitting the indices for simplicity. The corresponding action \( r \) of a Lie algebra element \( X^I \in \mathfrak{g} \) is denoted (using the abstract index notation) by \( X^I r^A_{\ B} \varphi^B \). We shall also use \( \alpha, \beta, \ldots \) as indices to denote some collection of fields, each of which can be tensor fields valued in different vector spaces (for example in equations (2.5) and (2.7)).

2. Dynamical fields and Lagrangian theories on a principal bundle

Fields with internal gauge freedom under the action of a group \( G \) (which we assume to be semisimple) are usually written as tensor fields on spacetime \( M \) valued in some vector space which transforms under a representation of \( G \). As noted in the Introduction, in general such fields can only be represented locally as smooth tensor fields. Since we are interested in the first law of black hole mechanics which is a global equality relating quantities defined at the horizon to those defined at spatial infinity, it will be very convenient to have globally well-defined smooth dynamical fields to describe the physical theory. Such fields with internal
gauge transformations under some group $G$ can be defined globally on a $G$-principal bundle $P$. For details of principal bundle formalism we refer to the classic treatment of [13, 28, 46–48].

We briefly recall the essential concepts needed below, while some new technical results are collected in appendix.

Let $\pi : P \to M$ be a $G$-principal bundle over $M$. Denote the space of vertical vector fields by $VP$ containing vector fields $X^m$ whose projection vanishes i.e. $(\pi)_m^*X^m = 0$. The space of horizontal $k$-forms is denoted $\Omega_{\text{hor}}^k P$ containing differential forms $\sigma$ such that $X \cdot \sigma = 0$ for all vertical vector fields $X^m$. Recall that differential forms on the base space that are invariant under internal gauge transformations are isomorphic to horizontal differential forms on the bundle i.e. $\pi^* \Omega^k M \cong \Omega_{\text{hor}}^k P$ (see Example 5.1 in section II.5 [47]). Similarly, the space of horizontal $k$-forms which are valued in a vector space $V$ transforming under a representation $R$ of the group $G$ is denoted $\Omega_{\text{hor}}^k P(\mathbb{V}, R)$; these correspond to gauge-covariant differential forms on spacetime.

Since we are interested in theories with gravity described by some orthonormal coframes, we choose $P$ to have the structure

$$P = P_O \oplus P'$$

(2.1)

where $P_O$ is a Lorentz bundle, and $P'$ is a principal bundle with structure group $G'$ corresponding to other internal gauge transformations of the matter fields; the structure group of $P$ is then $G = O(d - 1, 1) \times G'$. As described in appendix A.1, the coframes $e^a$ are horizontal forms on $P$, while the frames $E_a^m$ are represented by vector fields. The gauge fields of the theory are represented by a connection $A^I$ on $P$ which is a 1-form valued in the Lie algebra $g$ transforming in the adjoint representation Ad. For the bundle $P$ in equation (2.1) it is of the form

$$A^I = \left( \omega^a_{\mu A} , A^I \right) \in \Omega^1 P(g, \text{Ad})$$

(2.2)

where $\omega^a_{\mu A}$ is a Lorentz $SO(d - 1, 1)$-connection on $P_O$ and $A^I$ is a $G'$-connection on $P'$.

Now we describe our strategy to write charged fields with internal gauge transformations as tensor fields on the bundle $P$ instead of the spacetime $M$. First let us consider the case of a charged scalar field i.e. a (local) function $\varphi^A$ on $M$ valued in some vector space $V$ which has a representation $R$ of the internal gauge group $G$. The field $\varphi^A$ is represented on the principal bundle $P$ as an equivariant function valued in $V$ i.e. by $\varphi^A \in \Omega^0 P(\mathbb{V}, R)$. The main example of such a charged scalar field we’ll consider is the Dirac spinor field in section 5.3 in which case the group $G$ is the spin group $Spin(0,3,1)$ and the corresponding bundle is a spin bundle $P_{Spin}$ (described in appendix A.1). Another example of such a field is the Higgs field of the Standard Model where the group $G$ is taken to be $SU(2) \times U(1)$.

To write more general charged tensor fields on $P$ it will be convenient to express them in terms of their frame components as follows. Let $\sigma^A_a$ be a charged covector field and $\eta^A_a$ a charged vector field on $M$ valued in some vector space $V$ with some internal gauge transformation. Locally choosing a set of frames and coframes, we write the frame components as

$$\sigma^A_a := \sigma^A_{\mu} E^{\mu}_a ; \quad \eta^A_a := \eta^A_{\mu} E^{\mu}_a$$

(2.3)

Note that these references may use different conventions for numerical factors and signs for differential forms when converting to and from an index notation. Throughout this paper we use the conventions of [45].

Most of our results generalise straightforwardly to the more general case where the Lorentz bundle $P_O$ is simply a subbundle of principal bundle $P$.
Now we can view the frame components $\sigma_a^A$ and $\eta_a^A$ as scalar fields valued in $\mathbb{R}^d \otimes \mathbb{V}$ with internal gauge transformations under both $O(d-1,1)$ and $G'$. Then, we can consider the frame components as globally smooth functions valued in $\mathbb{R}^d \otimes \mathbb{V}$ on the bundle $P$, in the same manner as the charged scalar field discussed above. Similarly, we can write any charged tensor field—with arbitrary tensor structure and with internal gauge transformations under the full structure group $G = O(d-1,1) \times G'$—on $P$ in terms of its frame components, the frames and coframes. Henceforth we will always represent charged tensor fields defined on spacetime $M$ by their frame components on the bundle $P$ written as charged scalars $\varphi^A$ where now the $A$ index includes the frame component indices.

Using the covariant exterior derivative $D$ associated to the connection $A^I$ in equation (2.2) we can similarly represent the covariant derivatives of any charged tensor field in terms of their frame components on the principal bundle. We write the frame components of the $k$-derivatives of $\varphi^A$ on the bundle $P$ using the shorthand $\varphi^A_{a_1 \ldots a_k}$ where

$$\varphi^A_{a_1 \ldots a_k} := E_{a_1} \cdot D(\ldots E_{a_k} \cdot D_\varphi) = E_{a_1} \cdot D \varphi^A_{a_1 \ldots a_k}.$$ 

Thus we can describe all the dynamical fields with internal gauge transformations and their covariant derivatives as globally smooth tensor fields on the bundle $P$ without making any choice of gauge.

The other problem that arises if the dynamical fields have some internal gauge freedom is that we can only define a notion of ‘diffeomorphisms up to a gauge transformation’, and consequently there is only notion of ‘stationarity up to internal gauge transformations’. As discussed in the Introduction section 1, if one uses the ordinary Lie derivative on spacetime (ignoring the internal gauge transformations), the result is not gauge-invariant. Also, the various attempts at defining ‘covariant Lie derivatives’ (equations (1.1)–(1.3)) do not implement the Lie algebra of diffeomorphisms of spacetime (see equation (1.4)).

Since we have defined the dynamical fields on a principal bundle $P$, the source of this problem becomes more apparent. For theories with dynamical tensor fields defined on spacetime $M$, the group of transformations is the group of diffeomorphisms of spacetime i.e. $\text{Diff}(M)$. Similarly, for theories with dynamical fields defined on the bundle $P$ the group of transformations consists of automorphisms of the principal bundle (see section I.5 [47]). The automorphism group of $P$ has the semi-direct product structure $\text{Aut}(P) \cong \text{Diff}(M) \ltimes \text{Aut}_V(P)$. Here $\text{Aut}_V(P)$ is the normal subgroup of vertical automorphisms that do not move the points in the base space $M$ i.e. these correspond to internal gauge transformations. Since, $\text{Aut}_V(P)$ is a normal subgroup, the action of internal gauge transformations leaving the spacetime points fixed is well-defined. However, without picking a gauge choice there is only a notion of ‘diffeomorphisms up to internal gauge transformations’ and any attempt to define an action of just diffeomorphisms of $M$ on charged fields is doomed to fail. In fact from equation (1.4) we see that even when one defines some ‘gauge covariant Lie derivative’ one has to consider diffeomorphisms and internal gauge transformations simultaneously. Thus, again we are lead to work directly with fields defined on the principal bundle with $\text{Aut}(P)$ acting as the full group of transformations. The corresponding Lie algebra of infinitesimal automorphisms $\text{aut}(P)$ consists of vector fields on the bundle which act on charged fields by the usual Lie derivative. We then define stationary (axisymmetric) charged fields as fields that are preserved under those automorphisms of the bundle $P$ which project to stationary (axisymmetric) diffeomorphisms of spacetime $M$ (see definition A.3). Viewed from the base spacetime this gives the appropriate notion of dynamical fields being stationary (axisymmetric) up to gauge. This point of view has the further advantage that we can treat both diffeomorphisms and gauge transformations simultaneously using standard tools of differential calculus on the bundle.
Even though in general there is no unique way to associate a given diffeomorphism of spacetime to an automorphism of the bundle, if we require that the automorphism preserves a given connection on the bundle, we can prove that the non-uniqueness is given by a global symmetry (if any exist) which keeps the chosen connection fixed at every point (see lemma A.1 and remark A.1). As we will show, in Einstein–Yang–Mills theory, when such a global symmetry of the solution Yang–Mills connection does not exist we cannot set the Yang–Mills potential at the horizon to vanish and we get a new non-vanishing ‘potential times perturbed charge’ term at the horizon for the first law, generalising the results of [4, 5, 14] on the first law for Einstein–Yang–Mills theory.

Similarly, if an automorphism of the Lorentz bundle $P_O$ is required to preserve the coframes, then it is uniquely determined by the corresponding isometry of the spacetime metric (see lemma A.2). This uniqueness essentially implies that for a Killing field of the spacetime metric, the Lie derivative on the bundle coincides with the Lorentz–Lie derivative equation (1.2) on coframes and the Lichnerowicz–Kosmann–Lie derivative equation (1.3) on spinors (see equations (A.28) and (A.35)). Thus, even though our Noether charges for arbitrary automorphisms differ from those derived by [15] for a coframe formulation of gravity, we get the same first law for stationary spacetimes for the first-order formulation of gravity.

Now that we have defined the dynamical fields (and the Lagrangian of the theory; see the next section 2.1) on the bundle $P$ instead of the spacetime $M$, we can derive a first law of black hole mechanics. Note that we do not make any choice of gauge and consider the full group $\text{Aut}(P)$ instead of just diffeomorphisms of $M$. Most of the computations proceed in direct analogy to the computations of [1–3] except they are carried out on the bundle. The only additional task is to check that the relevant quantities are in fact gauge-invariant (or covariant), which is easily done by verifying that the computations yield horizontal forms on the bundle.

2.1. The form of the gauge-invariant Lagrangian

On spacetime the Lagrangian is a $d$-form $L \in \Omega^d M$ and we further assume that the Lagrangian is invariant under internal gauge transformations. Thus we can pullback the Lagrangian $L$ from the spacetime $M$ to the bundle $P$ that is, we consider the Lagrangian of the theory as a real horizontal $d$-form on the $P \in \Omega^d_{\text{hor}} P$.

We will take the Lagrangian to depend on the frames $E^m_a$, the coframes $e^a$, the connection $A^I$ equation (2.2), the frame components $\varphi^A$ of charged tensor fields, and their finitely many covariant derivatives $\varphi_{\ldots}^{A}_{a_{1}\ldots a_{n}}$ (written as functions on $P$; see the discussion above). We also allow dependence on the curvature $F^I$ and the torsion $T^a$, and finitely many of their covariant derivatives.

Any antisymmetrisation in the derivatives of the tensor fields $\varphi^A$ can be converted to terms with lower order derivatives and torsion and curvature terms using

$$2\varphi_{[ab]} = -T^c_{\ ab} \varphi^A_c + F^I_{\ ab} \varphi^A_B \varphi^B$$

(2.4)

where $T^c_{\ ab} = E_b \cdot E_a \cdot T^c$ and $F^I_{\ ab} = E_b \cdot E_a \cdot F^I$ are the frame components of the torsion and curvature. Using this on higher order antisymmetrised derivatives we can write all derivative terms in terms of completely symmetrised derivatives and derivatives of torsion and curvature. Then in a similar manner we can eliminate any antisymmetrised derivatives of the torsion and curvature. Finally, using equation (A.17) we eliminate any dependence of the Lagrangian on

\[6\] For instance, in this paper we do not consider theories with a Chern–Simons Lagrangian deferring their analysis to future work [44].
in favour of the Lorentz curvature $\mathbf{R}^a_{\;b}$ and the coframes $e^a$. For later convenience we introduce the shorthand

$$\chi^\alpha := \{ \varphi^A, T^c_{\;ab}, F^d_{\;ab} \}$$

and the frame components of their completely symmetrised derivatives by $\chi^\alpha_{\;a_1 \ldots a_i}$.

Thus the dependence of the Lagrangian on the dynamical fields can be written as$^7$

$$L(E^m_a, e^a, A^I, \{ \chi^\alpha_{\;a_1 \ldots a_i} \}) \in \Omega^d_{\text{for} \; P}$$

where $0 \leq i \leq k$ counts the number of completely symmetrised derivatives of the corresponding fields in equation (2.5). As discussed above the frames $E^m_a$ on the bundle are only defined up to vertical vector fields, so we also demand that the Lagrangian depend on the frames so that $L(E^m_a) = L(E^m_{a'})$ whenever $E^m_{a'} - E^m_a$ is a vertical vector field. The full set of dynamical fields of the theory then includes the coframes $e^a$, the connection $A^I$ and the frame components of the charged tensor fields $\varphi^A$ which we collectively denote as a differential form on $P$ valued in a collective vector space $V$

$$\psi^\alpha := \{ e^a, A^I, \varphi^A \} \in \Omega^{\deg(\alpha)} P(V)$$

Here and henceforth, we use the notation $\deg(\alpha)$ to denote the degree of the differential form corresponding to the dynamical field $\psi^\alpha$ with an $\alpha$ index i.e.

$$\deg(\alpha) = \{ \deg(a), \deg(I), \deg(A) \} = \{ 1, 1, 0 \}$$

The Lagrangian is further required to be a local and covariant functional of the fields in the sense of definition A.4 i.e. for any automorphism of the bundle $f \in \text{Aut}(P)$ we have

$$f^* L[\psi] = L[f^* \psi] \quad \forall f \in \text{Aut}(P)$$

where it is implicit that on the right-hand-side that $f$ also acts on the derivatives of $\psi$. If $X^m \in \text{aut}(P)$ is the vector field generating the automorphism $f$ then the above equation implies that

$$\mathcal{L}_X L[\psi] = L[\mathcal{L}_X \psi] \quad \forall X^m \in \text{aut}(P)$$

Note that since we assume that the Lagrangian is gauge-invariant, we have

$$\mathcal{L}_X L[\psi] = 0 \quad \forall X^m \in \text{aut}_V(P)$$

2.2. Equations of motion, the symplectic potential and symplectic current

With the above described Lagrangian the equations of motion of the theory are obtained by a variation of the Lagrangian with respect to the dynamical fields equation (2.7). To consider such variations, we take any smooth 1-parameter family of dynamical fields $\psi^\alpha(\lambda)$ with $\psi^\alpha(0) = \psi^\alpha$ corresponding to the background dynamical fields of interest. Define the first variation or perturbation about $\psi^\alpha$ by

$$\delta \psi^\alpha := \left. \frac{d}{d\lambda} \psi^\alpha(\lambda) \right|_{\lambda=0}$$

We also use the symbol $\delta$ to denote variations of any functional $\mathcal{F}$ of the dynamical fields defined in the same way i.e.

$^7$ Note that we simply assume that the Lagrangian is independent of any background fields and do not attempt to prove a ‘Thomas replacement theorem’ as done in lemma 2.1 [3].
\[ \delta \mathcal{F}[\psi] := \frac{d}{d\lambda} \mathcal{F}[\psi(\lambda)] \bigg|_{\lambda=0} \]  

(2.13)

Since the difference of two connections is horizontal and all the other dynamical fields are already horizontal the perturbations of the dynamical fields equation (2.7) given by \( \delta \phi^a \in \Omega^\text{deg}(\alpha)_{\text{hor}} P(V) \) are all horizontal forms on \( P \). Further, since \( E_a \cdot e^b = \delta^b_a \) holds at each \( \lambda \) of the 1-parameter family of frames and coframes, we have \( \delta E_a \cdot e^b = -E_a \cdot \delta e^b \). Since the frames are considered equivalent if their difference is vertical we have

\[ \delta E^m_a = -(E_a \cdot \delta e^b)E^m_b = -E^m_b E^p_d \delta e^p_a \]  

(2.14)

and we can convert all variations of the Lagrangian of the form equation (2.6) obtained from frame variations to variations of the dynamical coframe fields as

\[ \frac{\delta L}{\delta E^m_a} \delta E^m_a = \left( -\frac{\delta L}{\delta E^m_b} E^p_d E^m_b \right) \delta e^p_a \]  

(2.15)

The variation of the Lagrangian can be written in the form (we will prove this in lemma 2.1):

\[ \delta L = \tilde{\varepsilon}^{m_1 \ldots m_{\text{deg}(\alpha)}}_{\alpha} \delta \psi^a_{m_1 \ldots m_{\text{deg}(\alpha)}} + d\theta(\psi; \delta \psi) \]  

(2.16)

where the equations of motion \( \tilde{\varepsilon}^{m_1 \ldots m_{\text{deg}(\alpha)}}_{\alpha} : \Omega^\text{deg}(\alpha)_{\text{hor}} P(V) \to \Omega^d_{\text{hor}} P(V^\ast) \) are the following functional derivative

\[ \tilde{\varepsilon}^{m_1 \ldots m_{\text{deg}(\alpha)}}_{\alpha} = \frac{\delta L}{\delta \psi^a_{m_1 \ldots m_{\text{deg}(\alpha)}}} \]  

(2.17)

The symplectic potential \( \theta \) denotes the ‘boundary term’ in the variation and depends locally and covariantly on the background \( \psi \) and linearly on the perturbation \( \delta \psi \) and its derivatives.

For subsequent computations it will be very convenient to express the equations of motion purely as differential forms rather than linear maps valued in differential forms as in equation (2.17). Defining the equations of motion \( \varepsilon^{\alpha} \) corresponding to the variation of each dynamical field \( \psi^a \) (equation (2.7)), with \( k \in \text{deg}(\alpha) = \{1, 1, 0\} \) (equation (2.8)) by

\[ \varepsilon^{\alpha} \equiv (\mathcal{E}_\alpha)_{m_1 \ldots m_{\text{deg}(\alpha)}} = \frac{(d-k)!}{d!} \delta \psi^a_{m_1 \ldots m_{\text{deg}(\alpha)}} \delta_{m_1 \ldots m_{\text{deg}(\alpha)}} \delta_{m_1 \ldots m_{\text{deg}(\alpha)}}^a \in \Omega^d_{\text{hor}} P(V^\ast) \]  

(2.18)

a straightforward computation shows that the variational principle can be written in the more convenient form

\[ \delta L = \mathcal{E}_\alpha(\psi) \wedge \delta \psi^a + d\theta(\psi; \delta \psi) \]  

(2.19)

This rewriting of the variational principle (as opposed to equation (2.16)) will simplify a lot of the later computations as compared to similar ones in [1, 3]. That the equations of motion equation (2.18) are horizontal forms expresses the well-known fact that gauge-invariant Lagrangians give gauge-covariant equations of motion. The dynamical fields \( \psi^a \) which satisfy the equations of motion \( \mathcal{E}_\alpha(\psi) = 0 \) form the subspace of solutions. Given a solution \( \psi^a \), any perturbation \( \delta \psi^a \) is called a linearised solution if it satisfies the linearised equations of motion \( \delta \mathcal{E}_\alpha = 0 \) at \( \psi^a \).

The variational principle equation (2.19) implies that \( d\theta \) is a horizontal form but we can show \( \theta \) itself can be chosen to be horizontal (i.e. gauge-invariant) in the following lemma which is an extension of lemma 3.1 [3] to the bundle.
Lemma 2.1 (Horizontal symplectic potential). For any Lagrangian of the form specified in equation (2.6), the symplectic potential \( \Theta(\psi; \bar{\psi}) \) can be chosen to be a horizontal form on \( P \) of the form

\[
\Theta = (-)^{d-2}Z_I \wedge \delta A^I + (-)^{d-2}Z_a \wedge \delta e^a + \Theta' \in \Omega^{d-1}_\text{hor} \ P
\]

with

\[
\Theta' = - \sum_{i=1}^k (E_{a_i} \cdot Z_{\alpha_i}^{a_i}) \delta \chi_{\alpha_i a_i} \tag{2.21}
\]

Here

\[
Z_I \equiv (Z_I)_{m_1 \ldots m_{d-2}} = \frac{(d-2)!}{d!} \frac{\delta L_{m_1 \ldots m_{d-2} \delta k \delta l}}{\delta F_{mnpq}^{a_I}} \in \Omega^{d-2}_\text{hor} \ P(\mathfrak{g}^*) \tag{2.22a}
\]

\[
Z_a \equiv (Z_a)_{m_1 \ldots m_{d-2}} = \frac{(d-2)!}{d!} \frac{\delta L_{m_1 \ldots m_{d-2} \delta k \delta l}}{\delta T_{mnpq}^a} \in \Omega^{d-2}_\text{hor} \ P(\mathfrak{g}^{d+1}) \tag{2.22b}
\]

would be the equations of motion obtained if the curvature \( F^I \) and torsion \( T^a \), respectively, are viewed as independent fields. Similarly

\[
Z_{\alpha_i a_i}^{a_i a_i} = \frac{\delta L}{\delta \chi_{\alpha_i a_i}} \tag{2.23}
\]

would be the equations of motion if all the derivatives up to the \( i \)th derivative of \( \chi^a \) equation (2.5) (but not higher derivatives) are viewed as independent fields.

Proof. The proof proceeds by varying the Lagrangian equation (2.6) considering all the fields and their derivatives as independent and then ‘integrating by parts’ the variations due to the derivatives. Write the variation of the Lagrangian as

\[
\delta L = \sum_{i=0}^k U_{\alpha_i a_i}^{a_i a_i} \delta \chi_{\alpha_i a_i} + \ldots \tag{2.24}
\]

where here (and throughout the rest of this proof) \( \ldots \) denotes terms proportional to \( \delta e^a \) and \( \delta A^I \)

\[
U_{\alpha_i a_i}^{a_i a_i} := \frac{\partial L}{\partial \chi_{\alpha_i a_i}} \tag{2.24}
\]

is a horizontal \( d \)-form valued in the appropriate representation of the structure group and we fix the index permutation symmetries of \( U \) to be the same as the corresponding field \( \chi \). Note that we have used \( \delta \) in equation (2.24) to emphasise that we have not performed any ‘integration by parts’ yet. To get the form of the variational principle we have to rewrite the terms obtained by a variation of the derivatives of \( \chi^a \) in terms of variations of \( \chi^a \) by ‘integrating by parts. Consider the variation due to the \( i \)th derivatives as
where the second line uses equation (2.14). The term \( Y \) then contributes to the variation with respect to the \((i-1)\)th derivative term. Thus define recursively, for any \( 0 \leq i \leq k \), the term obtained by a variation of the Lagrangian considering the derivatives up to the \(i\)th derivative of \( \chi^\alpha \), but not higher derivatives, as independent

\[
\Psi_i^{\mu_1\ldots\mu_i} := \begin{cases} U_{\alpha_{\mu_1}\ldots\mu_i} & \text{for } i = k \\ U_{\alpha_{\mu_1}\ldots\mu_i} + D(E_{\alpha_{i+1}} \cdot Z_{\alpha_{\mu_1}\ldots\mu_i}^{i+1}) & \text{for } 0 \leq i < k \\ \end{cases}
\]

Using this the variation due to the \(i\)th derivative term has the terms

\[
Y_{\alpha_{\mu_1}\ldots\mu_i} = D(E_{\alpha_{i+1}} \cdot Z_{\alpha_{\mu_1}\ldots\mu_i}^{i+1})
\]

\[
\Psi^{(i)} = -\left(E_{\alpha_{i}} \cdot Z_{\alpha_{\mu_1}\ldots\mu_i}^{i+1}\right) \delta \chi^\alpha_{\mu_1\ldots\mu_i}
\]

Iterating the above computation for each derivative order we can write

\[
\delta L = Z_{\alpha} \delta \chi^\alpha + \sum_{i=1}^{k} d\Psi^{(i)} + [\cdots]
\]

The second term above gives us the term in \( \Psi^i \) in equation (2.21). From the collective notation equation (2.5), the first term has variations of the charged tensor fields \( \phi^A \) (which contribute to the equation of motion) as well as those of the curvature and torsion. We then convert the terms obtained from the variations of the curvature and torsion to variations of the connection and coframes.

\[
Z_{\alpha_1} \delta F_{\alpha_2} = Z_{\alpha_1} \delta\left(E_{\alpha_2} \cdot E_{\alpha_3} \cdot F_{\alpha_4}\right) = \left(-y^{d-2} d(Z_{\alpha_2} \wedge \delta A^i) + [\cdots]\right)
\]

\[
Z_{\alpha_2} \delta T^{\alpha_3}_{\alpha_4} = Z_{\alpha_2} \delta\left(E_{\alpha_3} \cdot E_{\alpha_4} \cdot T^i\right) = \left(-y^{d-2} d(Z_{\alpha_3} \wedge \delta e^\alpha) + [\cdots]\right)
\]

where \( Z_{\alpha_2} = E_{\alpha_2} \cdot Z_{\alpha_1}^{\alpha_2} \) and \( Z_{\alpha_3} = E_{\alpha_3} \cdot E_{\alpha_2} \cdot Z_{\alpha_1}^{\alpha_2} \), and are explicitly given by equation (2.22).

Thus, in the total variation of the Lagrangian we can collect all terms proportional to \( \delta e^a \), \( \delta A^I \), and \( \delta \varphi^A \) into the respective equations of motion and an exact form

\[
\delta L = E_{\alpha} \wedge \delta \psi^\alpha + d\Psi
\]

with \( \Psi \) given by the claim of the lemma.

The above algorithm for choosing a horizontal \( \Psi \) has some ambiguities which we enumerate next.

1. For some \( \mu(E^m, e^a, A^I, \{\chi^\alpha_{\mu_1\ldots\mu_i}\}) \in \Omega^{d-1} P \), we can add a exact form \( d\mu \in \Omega^{d-1}_\text{hor} P \) to the Lagrangian without changing the equations of motion (i.e. the dynamical content of the theory) as

\[
L \mapsto L + d\mu
\]
Since we restrict to horizontal Lagrangians, we only consider $d\mu$ that are horizontal forms, but we do not demand that $\mu$ itself be horizontal i.e. gauge-invariant in contrast to [3]. For instance, $d\mu$ could be the integrand of a topological invariant of the bundle (for example, the Euler density), in which case $\mu$ itself would not be horizontal. This shifts the symplectic potential as

$$\theta(\delta\psi) \mapsto \theta(\delta\psi) + \delta\mu$$

Note that we can apply lemma 2.1 to the Lagrangian $L + d\mu$ and conclude that $\delta\mu$ is horizontal i.e. invariant under internal gauge transformations, even if $\mu$ is not.

(2) Given a choice of Lagrangian, the variational principle equation (2.19) only determines the symplectic potential up to the addition of a local, covariant and horizontal $(d-1)$-form $\lambda(\psi; \delta\psi)$ which is linear in the perturbation $\delta\psi$ and $d\lambda = 0$. Using lemma A.3 (with $\psi^\alpha$ as the ‘background field’ and $b\psi^\alpha$ as the ‘dynamical field’) we get, $\lambda = d\lambda$ for some local and covariant horizontal form $\lambda(\psi; \delta\psi) \in \Omega_d^{d-2} P$. Thus, this additional ambiguity in the symplectic current is

$$\omega(\psi; \delta\psi, \delta\psi) := \delta_1\theta(\delta\psi) - \delta_2\theta(\delta\psi) - \theta(\delta_1, \delta_2) \psi \in \Omega_{d-1}^{d-1} P \quad (2.28)$$

In the above definition we have considered the perturbations $\delta\psi$ as vector fields on the space of field configurations evaluated at the background given by $\psi$. The commutator $[\delta_1, \delta_2] \psi := \delta_1\delta_2\psi - \delta_2\delta_1\psi$ depends on how one chooses to extend these vector fields away from the background $\psi$ in configuration space, even though the symplectic current $\omega$ at $\psi$ is independent of this choice. If the variations $\delta_1$ and $\delta_2$ are extended to correspond to ‘independent’ one-parameter families of dynamical fields then the commutator vanishes, which suffices for most situations. On the other hand, if the variations are extended to correspond to the same infinitesimal action of bundle automorphisms the commutator is non-vanishing in general (this is useful, for instance, when considering Einstein-fluid systems; see [12]).

Note that the symplectic current equation (2.28) is a horizontal form and hence gauge-invariant, in the sense that it is invariant under any vertical automorphism $f \in Aut_V(P)$ of the bundle. However, it does not vanish if we substitute one of the perturbations, say $\delta_2\psi$, by a perturbation $X_f\psi$ generated by an infinitesimal vertical automorphism $X^\alpha \in \mathfrak{aut}_V(P)$ (see lemma 2.5).

By taking a second variation of the Lagrangian the symplectic current can be shown to be a closed form on solutions (see [1, 49]) that is

**Lemma 2.2 (Closed symplectic current).** The symplectic current is closed when restricted to solutions and linearised solutions.

**Proof.** Consider a second variation of the Lagrangian equation (2.6)

$$\delta_2^2L = \delta_1\epsilon_{\alpha} \wedge \delta_2\psi^\alpha + \epsilon_{\alpha} \wedge \delta_2\psi^\alpha + d\delta_1\theta(\delta_2\psi)$$

Using the identity $([\delta_1, \delta_2] - \delta_2\delta_1 - [\delta_1, \delta_2])L = 0$ we have:

$$0 = \delta_1\epsilon_{\alpha} \wedge \delta_2\psi^\alpha - \delta_2\epsilon_{\alpha} \wedge \delta_1\psi^\alpha - \epsilon_{\alpha} \wedge [\delta_1, \delta_2]\psi^\alpha + d\omega \quad (2.29)$$

Restricting the above on solutions $\psi$ and linearised solutions $\delta\psi$ we have $d\omega = 0$. □
Since the symplectic current $\omega$ is a horizontal form on $P$ there is a corresponding gauge-invariant form on spacetime which we denote by $\omega$. Given a Cauchy surface $\Sigma$, the symplectic current defines a symplectic form $W_\Sigma$ on perturbations as

$$W_\Sigma(\psi; \delta_1\psi, \delta_2\psi) := \int_\Sigma \omega(\psi; \delta_1\psi, \delta_2\psi) \tag{2.30}$$

From lemma 2.2 we can conclude that the symplectic form is conserved on linearised solutions i.e. if $\Sigma_t$ is a time-evolved Cauchy surface then $W_\Sigma(\psi; \delta_1\psi, \delta_2\psi) = W_\Sigma(\psi; \delta_1\psi, \delta_2\psi)$, whenever $\psi$ is a solution, $\delta_1\psi$ and $\delta_2\psi$ are linearised solutions with boundary conditions such that there is no symplectic flux at infinity.

The $\mu$-ambiguity in the Lagrangian equation (2.26) does not affect the symplectic current and from the $\lambda$-ambiguity equation (2.27) we have

$$\omega(\delta_1\psi, \delta_2\psi) \mapsto \omega(\delta_1\psi, \delta_2\psi) + d[\delta_1\lambda(\delta_2\psi) - \delta_2\lambda(\delta_1\psi) - \lambda([\delta_1, \delta_2]\psi)]$$

which adds a boundary term to the symplectic form $W_\Sigma$:

$$W_\Sigma \mapsto W_\Sigma + \int_{\partial \Sigma} \lambda(\delta_2\psi) - \delta_2\lambda(\delta_1\psi) - \lambda([\delta_1, \delta_2]\psi)$$

where $\lambda$ is the unique gauge-invariant differential form on $M$ corresponding to $\lambda$.

Following [3], we will use the symplectic form to derive the first law of black hole mechanics and show that the above ambiguities do not effect the first law. At this point one can generalise the entire analysis of [1] to construct the phase space and Poisson brackets for such theories which is certainly of independent interest. Since we are primarily interested in the first law of black hole mechanics, we turn next to the definition of the Noether charge for any bundle automorphism. The first law then follows from the relation between the symplectic form defined above and the Noether charge (see lemma 2.5).

### 2.3. Noether current, Noether charge and boundary Hamiltonians

As is well known, Noether’s theorem associates gauge symmetries of a Lagrangian theory to conserved currents and charges (see [1] for instance). The Lagrangians we are considering are both covariant under diffeomorphisms of the base spacetime $M$ as well as invariant under internal gauge transformations. Though, as discussed earlier, there is no natural group action of the diffeomorphisms of $M$ on the dynamical fields with non-trivial internal gauge transformations and we only have a notion of ‘diffeomorphism up to internal gauge’. Thus, we cannot separately define Noether currents associated to only diffeomorphisms and have to consider the full gauge group of the theory given by the group of automorphisms $\text{Aut}(P)$ of the principal bundle $P$. Thus, we will define Noether currents associated to any automorphism in $\text{Aut}(P)$ by adapting the procedure used in [1] to work directly on the principal bundle instead of the base spacetime.

We denote the variation obtained by the bundle automorphism generated by a vector field $X^m \in \mathfrak{aut}(P)$ as $\delta_X \phi := \xi_X \phi$. Since we have assumed that the Lagrangian is covariant under such automorphisms, to each automorphism we can associate a Noether current as follows. For the gauge-invariant Lagrangians under consideration $dL \in \Omega^{d+1}_\text{hor} P$, and hence $dL = 0$. Then for the variation of the Lagrangian under an automorphism we have

$$\delta_X L = \xi_X L = X \cdot dL + d (X \cdot L) = d (X \cdot L)$$

The Noether current corresponding to any $X^m \in \mathfrak{aut}(P)$ is defined by (see [1]):

$$J_X := \theta(\delta_X \psi) - X \cdot L \tag{2.33}$$
Here we note that if \( X^m \in \mathfrak{aut}_0(P) \) generates vertical automorphisms of the bundle i.e. internal gauge transformations we have \( X \cdot L = 0 \).

We can define the Noether charge associated to the Noether current \( J_X \) as follows. Consider the following computation:

\[
\begin{align*}
\mathbf{d}J_X &= d\theta(\delta_X \psi) - d(X \cdot L) = \delta_X L - \mathcal{E}_\alpha \wedge \delta_X \psi^\alpha - \delta_X L \\
&= -\mathcal{E}_\alpha \wedge \mathcal{L}_X \psi^\alpha 
\end{align*}
\]

(2.34)

By adapting the procedure in [49] to work on the bundle we can define a Noether charge without using the equations of motion (‘off-shell’). To do this, we first define the following linear maps from infinitesimal automorphisms of the bundle to horizontal forms, which are generalised versions of the constraints and Bianchi identities (see [1, 49]).

The constraints are linear maps \( C : \mathfrak{aut}(P) \to \Omega^{d-1}_{\text{hor}} P \) given by

\[
\begin{align*}
\mathcal{C}(X) := (d-\deg X+1) \mathcal{E}_\alpha \wedge X \cdot \psi^\alpha \\
&= (d-1) \left[ \mathcal{E}_\alpha(X \cdot \varepsilon^a) + \mathcal{E}_\alpha(X \cdot A^I) \right] 
\end{align*}
\]

(2.35)

and in the second line we have used equations (2.7) and (2.8). Since \( \mathcal{C}(X) \) is a horizontal form on the bundle we can consider the corresponding gauge-invariant \((d-1)\)-form \( \mathcal{C}(X) \) on spacetime. The pullback of \( \mathcal{C}(X) \) to any Cauchy surface then are the constraint equations that hold for any initial data for dynamical fields which correspond to a solution to the equations of motion. Note that none of the charged tensor fields \( \varphi^A \) and their equations of motion contribute to the constraints, since we consider the frame components of tensor fields as the dynamical fields. Further, if \( X^m \in \mathfrak{aut}_0(P) \) then from equation (2.7) only the connection \( A^I \) and its equation of motion contribute to the constraints corresponding to gauge transformations.

The Bianchi identities \( B : \mathfrak{aut}(P) \to \Omega^d_{\text{hor}} P \) are linear maps given explicitly by

\[
\begin{align*}
\mathcal{B}(X) := -\mathcal{E}_\alpha \wedge X \cdot d\psi^\alpha + (d-\deg X-1) d\mathcal{E}_\alpha \wedge X \cdot \psi^\alpha \\
&= -\mathcal{E}_\alpha \wedge (X \cdot T^a) + (d-1) \mathcal{E}_\alpha \wedge (X \cdot \varepsilon^a) + \mathcal{E}_\alpha \wedge \varepsilon^b(X \cdot \omega^a b) \\
&- E_I \wedge (X \cdot F^I) + (d-1) \mathcal{E}_\alpha \wedge X \cdot (A^I) \\
&- \mathcal{E}_\alpha \wedge X \cdot D\varphi^A + \mathcal{E}_\alpha \varphi^B(X \cdot A^I) \gamma^a_{~B} 
\end{align*}
\]

(2.36)

where in the second equality we have used equation (2.7) and written all terms as manifestly horizontal forms. Note that the second line only depends on the gravitational connection \( \omega^a b \) while the rest depend on the full connection \( A^I \) on \( P \) (see equation (2.2)). These Bianchi identities above are a generalisation of the ones for diffeomorphism covariant theories given in [1, 49] to include all automorphisms of the bundle i.e. both gauge transformations as well as diffeomorphisms.

Using equations (2.35) and (2.36), we can rewrite equation (2.34) in the following form

\[
\mathbf{d}[J_X - \mathcal{C}(X)] = \mathcal{B}(X)
\]

(2.37)

Using the arguments in section IV [49], we can show that the Bianchi identities \( \mathcal{B}(X) \) vanish identically on all dynamical fields even those that do not satisfy the equations of motion.

**Proposition 2.1 (Bianchi identities).** The Bianchi identities \( \mathcal{B}(X) \) vanish for any dynamical field \( \psi^\alpha \) for all \( X^m \in \mathfrak{aut}(P) \).

**Proof.** Since \( \mathcal{B}(X) \) is a horizontal form denote the corresponding gauge-invariant form on spacetime by \( \mathcal{B}(X) \in \Omega^d P \). Then we can show that \( \mathcal{B}(X) = 0 \) using same argument as in section IV [49]. Thus \( \mathcal{B}(X) = \pi^* \mathcal{B}(X) = 0 \) for any \( \psi \) and all \( X \in \mathfrak{aut}(P) \).

\[\square\]
Using the above we can define the Noether charge without using any equations of motion.

**Lemma 2.3 (Noether charge).** For any infinitesimal automorphism $X^m \in \text{aut}(P)$ there exists a horizontal $(d - 2)$-form $Q_X \in \Omega^{d-2}_{\text{hor}} P$ called the Noether charge, such that the Noether current $J_X$ can be written in the form

$$J_X = dQ_X + C(X) \quad (2.38)$$

**Proof.** Since $B(X) = 0$, from equation (2.37) we have $d[J_X - C(X)] = 0$. Then using lemma A.3 (with $X^m$ as the ‘dynamical field’ and $X^\alpha$ as a ‘background field’) we conclude that there exists a $Q_X \in \Omega^{d-2}_{\text{hor}} P$ (which depends linearly on $X^m$ and finitely many of its derivatives) such equation (2.38) holds.

Lemma 2.3 shows that the Noether charge exists but for any theory based on a Lagrangian of the form equation (2.6) we can obtain an explicit useful expression for the Noether charge (this generalises proposition 4.1 [3]) as follows

**Lemma 2.4 (Form of the Noether charge).** The Noether charge $Q_X$ for $X^m \in \text{aut}(P)$ can be chosen to be of the form

$$Q_X = Z_l(X \cdot A') + Z_a(X \cdot e^a) \in \Omega^{d-2}_{\text{hor}} P \quad (2.39)$$

where $Z_l$ and $Z_a$ are as in lemma 2.1 and can be computed directly from the Lagrangian using equation (2.22).

**Proof.** To get an explicit form for the Noether charge we start with equation (2.33) and use the form of the symplectic current given by lemma 2.1 to compute

$$\theta(\delta \psi) = (-)^{d-2}Z_l \wedge \epsilon_X A' + (-)^{d-2}Z_a \wedge \epsilon_X e^a + \theta'(\delta \psi)$$

Using equation (A.4) for the Lie derivatives of the connection and coframes, we can write the first two terms as

$$(-)^{d-2}Z_l \wedge [X \cdot F^l + D(X \cdot A')] + (-)^{d-2}Z_a \wedge [X \cdot T^a + D(X \cdot e^a) - (X \cdot A'_h)e^a]$$

$$= d[Z_l(X \cdot A') + Z_a(X \cdot e^a)] + [\cdots]$$

where thoughout this proof the $[\cdots]$ represents a local, covariant, and horizontal $d - 1$ form which is linear in $X^m$ and independent of its derivatives. A similar computation for the $\theta'$ term only gives $[\cdots]$-type terms since the $\chi^a_{\alpha i a_i}$ are all functions i.e. 0-forms. Thus, using equation (2.33) the Noether current can be written as

$$J_X = d[Z_l(X \cdot A') + Z_a(X \cdot e^a)] + [\cdots]$$

where we have again absorbed $X \cdot L$ into the $[\cdots]$-term. Adding the constraints $C(X)$ in equation (2.35), which are also of $[\cdots]$-type, to both sides we get

$$J_X - C(X) = d[Z_l(X \cdot A') + Z_a(X \cdot e^a)] = [\cdots]$$

Since $d[J_X - C(X)] = 0$ from equation (2.37) and proposition 2.1, we get that the right-hand-side is a closed horizontal $(d - 1)$-form that does not depend on derivatives of $X^m$. Using lemma A.3 (with $X^m$ as the ‘dynamical field’ and $X^\alpha$ as a ‘background field’) we conclude that right-hand-side vanishes and we get
\[ J_X = C(X) + d [Z_i(X \cdot A^i) + Z_{\alpha}(X \cdot e^\alpha)] \]

Thus the Noether charge can be chosen to be of the form in equation (2.39).

Note here that only the coframes and connection contribute explicitly to the form of the Noether charge since we have converted all other tensor fields and their derivatives into functions (using the coframe and frames). Consequently the form of the Noether charge given by lemma 2.4 is much simpler than the corresponding one in Prop. 4.1 [3]. Further the expression equation (2.39) for the Noether charge is completely specified by the dependence of the Lagrangian on the curvature and torsion.

The ambiguities equations (2.26) and (2.27) in the Lagrangian and the symplectic potential lead to the following ambiguities in the Noether current and Noether charge

\[ J_X \mapsto J_X + d(X \cdot \mu) + d\lambda(\delta \psi) \]
\[ Q_X \mapsto Q_X + X \cdot \mu + \lambda(\delta \psi) + d\rho \]

(2.40)

where \( \rho \) is an extra ambiguity in the Noether charge, since the charge is defined by the Noether current only up to a closed and hence exact form (see lemma A.3). We note that the form of the Noether charge given by lemma 2.4 is not unambiguous. If the terms \( \mu \) and \( \lambda \) have suitable dependence on the curvature and torsion they can contribute non-trivially to the Noether charge.

The utility of the above formalism in deriving a first law stems from the following relation between the symplectic current and the Noether charge. The proof follows by a simple computation on the bundle \( P \), in exact parallel to the ones on spacetime in [1, 3, 10, 49].

**Lemma 2.5.** For any perturbation \( \delta \psi \) and \( X^m \in \text{aut}(P) \), the symplectic current \( \omega(\delta \psi, L_X \psi) \) is related to the Noether charge \( Q_X \) by

\[ \omega(\delta \psi, L_X \psi) = d [\delta Q_X - X \cdot \Theta(\delta \psi)] + \delta C(X) + X \cdot (E_\alpha \wedge \delta \psi^\alpha) \]

(2.41)

**Proof.** Consider a variation of equation (2.33) with a given fixed \( X^m \)

\[ \delta J_X = \delta \Theta(\delta \psi) - X \cdot \delta L \]
\[ = \delta \Theta(\delta \psi) - X \cdot d\Theta(\delta \psi) - X \cdot (E_\alpha \wedge \delta \psi^\alpha) \]
\[ = \delta \Theta(\delta \psi) - X \cdot \Theta(\delta \psi) + d(X \cdot \Theta(\delta \psi)) - X \cdot (E_\alpha \wedge \delta \psi^\alpha) \]

(2.42)

The first two terms on the right-hand-side can be rewritten in terms of the symplectic current using equation (2.28) to get

\[ \omega(\delta \psi, L_X \psi) = \delta J_X - d(X \cdot \Theta(\delta \psi)) + X \cdot (E_\alpha \wedge \delta \psi^\alpha) \]
\[ = d [\delta Q_X - X \cdot \Theta(\delta \psi)] + \delta C(X) + X \cdot (E_\alpha \wedge \delta \psi^\alpha) \]

(2.43)

From lemma 2.5 we see that for linearised solutions \( \delta \psi^\alpha \) we have

\[ \omega(\delta \psi, L_X \psi) = d [\delta Q_X - X \cdot \Theta(\delta \psi)] \]

(2.44)

and the corresponding symplectic form equation (2.30) on a Cauchy surface \( \Sigma \) is an integral of a boundary term on \( \partial \Sigma \).

\[ W_X(\psi; \delta \psi, L_X \psi) = \int_{\partial \Sigma} \delta Q_X - X \cdot \Theta(\delta \psi) \]

(2.45)
Here we have used the fact that both $Q_X$ and $\theta$ are horizontal (i.e. gauge-invariant) forms on $P$ and thus can be represented as gauge-invariant forms $\overline{Q}_X$ and $\overline{\theta}$ on spacetime $M$. Further, since $\theta$ is horizontal, only the projection $\overline{X} \equiv X^\mu = (\pi_1)^\mu_\nu X^\nu$ contributes in the second term, but the Noether charge $Q_X$ depends on the full vector field $X^\mu \in \mathfrak{aut}(P)$.

As discussed in [3], a boundary Hamiltonian for the dynamics generated by $X^\mu$ exists if and only if there is a function $H_X$ on the space of solutions such that its variation is given by

$$\delta H_X = W_\Sigma(\psi; \delta \psi, \mathcal{L}_X \psi) = \int_{\partial \Sigma} \delta Q_X - \mathcal{X} \cdot \Theta(\delta \psi)$$

(2.46)

which is equivalent to the existence of $\Theta(\psi) \in \Omega^{d-1} M$ so that

$$\int_{\partial \Sigma} \mathcal{X} \cdot \Theta(\delta \psi) = \delta \int_{\partial \Sigma} \mathcal{X} \cdot \Theta(\psi)$$

(2.47)

Note here that $\Theta$ need not be covariant or gauge-invariant in its dependence on the dynamical fields. Thus the boundary Hamiltonian becomes

$$H_X = \int_{\partial \Sigma} \overline{Q}_X - \mathcal{X} \cdot \Theta(\psi)$$

(2.48)

The existence of the Hamiltonian $H_X$ is intimately related to the boundary conditions at $\partial \Sigma$ on the dynamical fields $\psi$, the perturbation $\delta \psi$, and the vector field $X^\mu$; for general field configurations and arbitrary perturbations the Hamiltonian might not exist or may not be unique. Imposing boundary conditions so that the symplectic form $W_\Sigma(\psi; \delta \psi, \mathcal{L}_X \psi)$ is finite ensures that the perturbed Hamiltonian $\delta H_X$ is also well-defined. But, even if we choose boundary conditions so that $\delta H_X$ is well-defined (it is manifestly covariant and gauge-invariant as it is defined in terms of horizontal forms on $P$) there still might not exist a unique, or covariant, or gauge-invariant Hamiltonian $H_X$.

3. Horizon potentials and charges, and the zeroth law for bifurcate Killing horizons

We describe next the spacetimes for which we will derive a zeroth law for bifurcate Killing horizons and a first law of black hole mechanics.

To formulate the zeroth law for bifurcate Killing horizons, we will consider dynamical fields $\psi^\mu$ which determine a $d$-dimensional spacetime $M$ with a bifurcate Killing horizon $\mathcal{H} := \mathcal{H}^+ \cup \mathcal{H}^-$ and let the bifurcation surface be $B := \mathcal{H}^+ \cap \mathcal{H}^-$. The horizon Killing field $K^\mu$ is null on $\mathcal{H}$ and vanishes on $B$. We denote the corresponding infinitesimal automorphism on the bundle by $K^\mu$, which preserves the background dynamical fields i.e. $\mathcal{L}_K \psi^\mu = 0$.

The possible ambiguity in the choice of such $K^\mu$ is given in lemma A.1, remark A.2 and lemma A.2. For the zeroth law, we do not demand that the spacetime described above be determined by solutions to the equations of motion $E_\mu = 0$ (equation (2.18)) nor do we require any asymptotic conditions.

For the first law of black hole mechanics we will consider stationary and axisymmetric dynamical fields $\psi^\mu$ (equation (2.7)) which determine a $d$-dimensional, asymptotically flat, stationary and axisymmetric black hole spacetime with Lorentzian metric $g_{\mu\nu}$ with a bifurcate Killing horizon as described above. For the bundle $P$ (equation (2.1)) on which we have formulated the theory, we choose as the base space $M$, the exterior (including the horizon) of the black hole (see figure 1). The metric $g_{\mu\nu}$ on $M$ is determined by the coframes $e^\mu$ in the standard manner. Thus, we can now identify the abstract Lorentz bundle $P_O$ in equation (2.1) with the bundle $P_{OM}$ of orthonormal frames determined by $g_{\mu\nu}$. 

\[20\]
Since, the dynamical fields $\psi^\alpha$ are defined on the bundle $P$ we define stationarity and axisymmetry of $\psi^\alpha$ using definition A.3 which we summarise as follows. Let $t^m$ denote the time translation Killing field, i.e. the Killing field that is timelike near infinity, and $\phi^m_i$, the axial Killing fields (we use the index $(i)$ to account for more than one axial Killing fields at infinity in greater than 4 dimensions). Then, there exist infinitesimal automorphisms, $t^m, \phi^m_i \in \text{Aut}(P, \psi)$ which preserve the dynamical fields i.e. $\mathcal{L}_t \psi^\alpha = 0 = \mathcal{L}_{\phi^m_i} \psi^\alpha$ on the bundle $P$, which project to the corresponding stationary and axial Killing fields $t^i$ and $\phi^i_i$ respectively. The ambiguity in the choice of such $t^m$ and $\phi^m_i$ is given in lemmas A.1 and A.2. In this case, the horizon Killing field is $K^m = t^m + \Omega^i_i \phi^m_i$ (where $\Omega^i_i$ are constants representing the horizon angular velocities) is null on $\mathcal{H}$ and vanishes on $B$. We denote the corresponding infinitesimal automorphism on the bundle by $K^m = t^m + \Omega^i_i \phi^m_i$.

We will use the notion of asymptotic flatness defined as follows. There exist asymptotically Minkowskian coordinates $(t, \overline{x}^i)$ near spatial infinity, with $\overline{r} := \sqrt{\sum (\overline{x}^i)^2}$ being the asymptotic radial coordinate and $g_{\overline{\mu} \overline{\nu}} \equiv \text{diag}(-1, 1, \ldots, 1)$ be the asymptotic flat metric in these coordinates. We require the asymptotic fall-off of the metric to be

$$g_{\overline{\mu} \overline{\nu}} = \eta_{\overline{\mu} \overline{\nu}} + O(1/\overline{r}^{d-3})$$

with each derivative of the metric falling-off faster by a factor of $1/\overline{r}$. To prescribe the fall-off conditions for the dynamical fields defined on the bundle, we lift the asymptotic radial coordinate $\overline{r}$ (viewed as a function on $M$ near infinity) to the bundle near spatial infinity. Then, the fall-off conditions on dynamical fields on the bundle are prescribed as their behaviour in $1/\overline{r}$; the precise fall-off conditions are chosen depending on the equations of motion of the theory under consideration so that the solution metric behaves as in equation (3.1). We expect our results can be generalised to spacetimes with different asymptotics but we stick to the asymptotically flat case.

In the formulation of the first law we will also consider an asymptotically flat Cauchy surface $\Sigma$ which smoothly terminates at the bifurcation surface $B$. We further assume that the embeddings of $\Sigma$ and $B$ in $M$ are regular i.e. they admit smooth no-where vanishing normals.

Next, we show that the black hole spacetime described above satisfies a generalisation of the zeroth law for bifurcate Killing horizons in the sense that, we can define certain potentials which are constant on the bifurcate Killing horizon $\mathcal{H}$. The term ‘zeroth law’ for this result is

---

8 One could define asymptotic flatness for principal bundles more rigorously, generalising those in chapter 11 [45], however for our purposes it will suffice to specify the fall-off of the fields in terms of some asymptotic radial coordinate.
justified by theorem 2 (see remark 3.4), where we show that the horizon potential contributed by the gravitational Lorentz connection can be identified with the surface gravity of the black hole.

To prove the zeroth law we first show that the Lie-algebra-valued function \( K \cdot A^I \) is covariantly constant on the bundle over the bifurcate Killing horizon.

**Proposition 3.1.** Let the principal bundle \( P \) restricted to the bifurcate Killing horizon \( \mathcal{H} \) be \( P_\mathcal{H} \). Then, the pullback of \( D(K \cdot A^I) \) to \( P_\mathcal{H} \) vanishes i.e.

\[
D(K \cdot A^I)|_{P_\mathcal{H}} = 0
\]  

(3.2)

**Proof.** First let \( P_B \) be the restriction of the principal bundle to the bifurcation surface \( B \). Since the horizon Killing field satisfies \( \mu K^0 = 0 \), the corresponding vector field \( K_m \) is vertical on \( P_B \). As a result we have

\[
\frac{\partial}{\partial x^i} K^0 = 0
\]

along the flow generated by the vector field \( K_m \) on the bundle \( H \). Clearly, the pullback of \( K \cdot F^I \) to the integral curves of \( K^m \) vanishes, and so consider then \( K \cdot F^I|_{P_\mathcal{H}} \). Taking the limit of \( K \cdot F^I|_{P_\mathcal{H}} \) as \( P_\mathcal{H} \rightarrow P_B \), we have \( K \cdot F^I|_{P_\mathcal{H}} \rightarrow 0 \). Since, \( K^m \) is an infinitesimal automorphism which preserves the connection \( A^I \), \( \epsilon_K(K \cdot F^I)|_{P_\mathcal{H}} = 0 \) and since the curvature and \( K^m \) are smooth on the bundle \( P_\mathcal{H} \) we must have

\[
K \cdot F^I|_{P_\mathcal{H}} = 0
\]  

(3.3)

Thus, using equation (A.4) for the Lie derivative along \( K^m \) of the connection we have

\[
0 = \epsilon_K(A^I)|_{P_\mathcal{H}} = K \cdot F^I|_{P_\mathcal{H}} + D(K \cdot A^I)|_{P_\mathcal{H}}
\]  

(3.4)

To define the horizon potentials we will expand the covariantly constant Lie-algebra-valued function \( K \cdot A^I \) on \( P_\mathcal{H} \) in a suitable choice of basis of the Lie algebra \( \mathfrak{g} \). To motivate the construction first consider the case where \( \mathfrak{g} = su(2) \) (which can be thought of as the Lie algebra of 3-dimensional Euclidean rotations) and the basis of \( su(2) \) given by the Pauli matrices \( \{ \sigma_1, \sigma_2, \sigma_3 \} \) where \( \sigma_3 \) is diagonal. Now, we note that any given element of \( su(2) \) can be aligned with \( \sigma_3 \) by the adjoint action of some element in the group \( SU(2) \) (i.e. any direction in 3-dimensional Euclidean space can be rotated to align with the Z-axis). In particular, we align \( K \cdot A^I \) with \( \sigma_3 \) and define the corresponding ‘potential’ \( \mathcal{Y} \) by the expansion \( K \cdot A^I = \mathcal{Y} \sigma_3 \).

The above construction for \( su(2) \) can be generalised to any semisimple Lie algebra \( \mathfrak{g} \) by picking a maximal abelian subalgebra of diagonalisable elements called a Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \) by the Cartan subalgebra (for \( su(2) \) the Cartan subalgebra can be chosen to be spanned by \( \sigma_3 \) as done above) and the corresponding Weyl–Chevalley basis of \( \mathfrak{g} \), the relevant properties of this construction are recalled in appendix. In the following we assume that a Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \) has been picked and denote the basis of \( \mathfrak{h} \) by \( h^\Lambda \) where the index \( \Lambda \) enumerates the chosen basis.
Using the properties of a Cartan subalgebra of $\mathfrak{g}$ (see appendix) we define the horizon potentials $\mathcal{Y}^\Lambda$ at a point of the bifurcate Killing horizon $\mathcal{H}$ as follows\(^9\).

**Proposition 3.2 (Horizon potentials at a point).** Let $\mathfrak{h}$ be some fixed choice of Cartan subalgebra of $\mathfrak{g}$ and let $h^I_\Lambda$ given by the simple coroots be a choice of basis of $\mathfrak{h}$ (see property (3)). For any point $x \in \mathcal{H}$ on the horizon there exists a point $u \in \mathcal{P}_\mathcal{H}$ such that $\pi(u) = x$ and $K \cdot A^I(u) \in \mathfrak{h}$. Thus, in the chosen basis of $\mathfrak{h}$ we can write

$$K \cdot A^I(u) = \mathcal{Y}^\Lambda h^I_\Lambda$$

(3.5)

The set of coefficients $\mathcal{Y}^\Lambda$ is determined up to the action of the Weyl group of $\mathfrak{g}$ (see property (4)), irrespective of the chosen point $u \in \pi^{-1}(x)$ and the chosen simple coroots $h^I_\Lambda$. We call the coefficients $\mathcal{Y}^\Lambda$ in the above expansion, the horizon potentials.

**Proof.** For any point $x \in \mathcal{H}$, the fibre of the principal bundle $\mathcal{P}_\mathcal{H}$ over $x$ is $\pi^{-1}(x) \cong G$. Note that $K \cdot A^I$ is a $\mathfrak{g}$-valued function with the adjoint representation of $G$. Using property (5), there exists some point $u \in \pi^{-1}(x)$ in the fibre where $K \cdot A^I(u) \in \mathfrak{h}$. Then, using the chosen basis of $\mathfrak{h}$ we can define the coefficients $\mathcal{Y}^\Lambda$ as in equation (3.5) at the point $u \in \mathcal{P}_\mathcal{H}$.

Suppose there exists another point $\tilde{u} \in \pi^{-1}(x)$ such that $K \cdot A^I(\tilde{u}) \in \mathfrak{h}$ and hence equation (3.5) holds with some other set of coefficients $\mathcal{Y}^\Lambda$. From property (5), the new set of potentials $\mathcal{Y}^\Lambda$ are related to the original set $\mathcal{Y}^\Lambda$ by the action of some element of the Weyl group on $\mathfrak{h}$. Similarly by property (4), the possible choice of simple coroots are given by the action of the Weyl group on the original choice $h^I_\Lambda$.

Thus, the potentials $\mathcal{Y}^\Lambda$ are well-defined at any point on the horizon up to the action of the Weyl group of $\mathfrak{g}$. \(\square\)

By parallel-transporting the covariant constant $K \cdot A^I$ (from proposition 3.1) and using proposition 3.2 as the definition of the horizon potentials we show that the potentials can be consistently chosen to be constant over the entire horizon. This gives us the following generalised zeroth law for bifurcate Killing horizons.

**Theorem 1 (The zeroth law for bifurcate Killing horizons).** The horizon potentials $\mathcal{Y}^\Lambda$ given by proposition 3.2 can be chosen to be constant on the horizon

$$d\mathcal{Y}^\Lambda = 0$$

(3.6)

**Proof.** Let $x, x' \in \mathcal{H}$ be any two points on the horizon connected by a path $\gamma$, and let equation (3.5) hold at some choice of $u \in \pi^{-1}(x)$ as discussed in proposition 3.2. Let $\Gamma$ be the unique path in $\mathcal{P}_\mathcal{H}$ starting at $u$ which is horizontal with respect to the given connection $A^I$ and projects to the path $\gamma$ (see proposition 3.1 section II.3 [47]), and let $u' \in \pi^{-1}(x')$ be the endpoint of $\Gamma$. From proposition 3.1 we have $D(K \cdot A^I)|_{\mathcal{P}_\mathcal{H}} = 0$. This implies that we can obtain $K \cdot A^I(u')$ by parallel-transporting $K \cdot A^I(u)$ along $\Gamma$ to always point in the same Lie algebra direction, and further since $K \cdot A^I$ is covariantly constant on $\mathcal{P}_\mathcal{H}$, the result is independent of the choice of path $\gamma$ on the horizon. Thus, $K \cdot A^I(u') \in \mathfrak{h}$ and equation (3.5) holds at the point $u' \in \pi^{-1}(x')$ with the same set of potentials $\mathcal{Y}^\Lambda$. Since the chosen points $x, x'$ are arbitrary and $K \cdot A^I$ is smooth, the potentials $\mathcal{Y}^\Lambda$ must be constant on the entire horizon. \(\square\)

---

\(^9\)Our strategy to define the horizon potentials in terms of the Cartan subalgebra parallels the one used in section V [51] to define global charges in Yang–Mills theory.
Remark 3.1 (Ambiguity in the horizon potentials). The first set of ambiguities in the horizon potentials arises due to our choice of a fixed Cartan subalgebra $\mathfrak{h}$. From property (1) we see that different choices of $\mathfrak{h}$ will lead to equivalent sets of horizon potentials.

The other ambiguity in the horizon potentials arises due to our choice of the vector field $K^m$ on the bundle. From lemma A.1, given the horizon Killing field $K^\mu$ on spacetime $M$, the ambiguity in the corresponding vector field $K^m$ on $P$ is given by $K^m \mapsto \tilde{K}^m = K^m + Y^m$ where $Y^m$ is a vertical vector field so that $Y^m A^i \in \mathfrak{g}$ is covariantly constant everywhere (not just on the horizon) on $P$. Further, if there are other dynamical charged tensor fields (such as the $\phi^A$ in equation (2.7)) in the background, then $Y^m$ is also required to preserve them i.e. $Y^m$ must also satisfy equation (A.8). If a non-trivial $Y^m$ exists for the given dynamical fields $\psi^\alpha$ (equation (2.7)), the new choice $\tilde{K}^m$ will define a new set of potentials $\nabla^{\Lambda}$ at the horizon. This ambiguity in the potentials does not affect the zeroth law equation (3.6) since $\nabla^{\Lambda}$ are also constant on the horizon. However, there might exist some $Y^m$ so that we can reduce the number of linearly independent potentials. From remarks A.1 and A.2 we see that this ambiguity $Y^m$ corresponds to a global symmetry of all the dynamical fields $\psi^\alpha$. Thus, the number of linearly independent horizon potentials are ambiguous if the dynamical fields $\psi^\alpha$ have a global symmetry on $P$. In that case, we can use $Y^m$ to redefine the vector field $K^m$ on $P$ so that some, or all, of the horizon potentials vanish. This redefinition of the horizon potentials also changes the terms at infinity in the first law (see remark 5.2 for the case of Einstein–Yang–Mills theory). Note however, for some given choice of $\psi^\alpha$ that there might not exist any global symmetries and in general one cannot set the horizon potentials to vanish. Also from lemma A.2, $K^m$ is uniquely determined on the Lorentz bundle part of $P$ (equation (2.1)) and so this ambiguity does not affect the potentials due to the gravitational Lorentz connection.

Remark 3.2 (Independent potentials). From property (1), the maximum number of non-zero horizon potentials $\nabla^{\Lambda}$ is the dimension of $\mathfrak{h}$ i.e. the rank of $\mathfrak{g}$. Thus, there are at most $l$ non-zero potentials for each of the simple Lie algebras of rank $l$ in Cartan’s classification (see theorem A section 2.14 [52]). For $SU(2)$-Yang–Mills theory, this reduces to the case considered by Sudarsky and Wald [4], where they find only one Yang–Mills potential. The analysis can be easily extended to include abelian Lie algebras (which are, by definition, neither simple nor semisimple) to find $l$ horizon potentials for an abelian Lie algebra of dimension $l$.

Using the horizon potentials defined in proposition 3.2 we show that the perturbed boundary Hamiltonian $\delta H_K$ on $B$ associated to the infinitesimal automorphism $K^m$ can be put into a ‘potential times perturbed charge’ form for any theory under consideration, when the dynamical fields $\psi^\alpha$ satisfy the equations of motion and the perturbation $\delta \psi^\alpha$ satisfies the linearised equations of motion.

Corollary 3.1 (Perturbed Hamiltonian and charges on the bifurcation surface). The perturbed Hamiltonian on the bifurcation surface $B$ associated to $K^m$ can be written as a ‘potential times perturbed charge’ term of the form

$$\delta H_K|_B = \nabla^{\Lambda} \delta \mathcal{R}_\Lambda$$

(3.7)

where the horizon potentials $\nabla^{\Lambda}$ are as defined in proposition 3.2 and the charges $\mathcal{R}_\Lambda$ are defined by

$$\mathcal{R}_\Lambda := \int_B Z_{\mathfrak{h}}^{\Lambda}$$

(3.8)
where \( Z^I \) is the gauge-invariant \((d-2)\)-form on \( M \) such that \( Z^I h^I_{\Lambda} = \pi^* (Z^I h^I_{\Lambda}) \), with \( Z^I \) given by equation (2.22a).

**Proof.** We first evaluate the perturbed Hamiltonian on the bifurcation surface using equation (2.46). By lemma 2.1, the symplectic potential \( \theta \) is horizontal and the second term in equation (2.46) vanishes at the bifurcation surface since \( K^m |_{\partial B} \) is vertical. Similarly, the second term in the form of the Noether charge equation (2.39) for \( K^m \) vanishes. Thus, the perturbed horizon Hamiltonian associated to \( K^m \) is

\[
\delta H_{K^m |B} = \int_B \delta Q_K = \int_B \delta Z^I (K \cdot A')
\]

where in the last equality we again use the fact that \( K^m \) is vertical and \( \delta A' \) is horizontal.

Then, using the definition of the horizon potentials (equation (3.5)) and the zeroth law (equation (3.6)) we get the form of the perturbed Hamiltonian in equation (3.7) with the charges \( Q^I \) given by equation (3.8).

**Remark 3.3 (Independent charges).** We note, from property (3), that only the projection of \( Z^I \) to the chosen Cartan subalgebra contributes to the charges in equation (3.8). Further, from property (2), the maximum number of non-zero charges \( Z^I \) is the dimension of the Cartan subalgebra \( h \) i.e. the rank of \( g \). For \( SU(2) \)-Yang–Mills theory there is only one Yang–Mills charge as found in [4].

We can show that the ambiguities in the symplectic potential equations (2.26) and (2.27) and the Noether charge equation (2.40) do not affect the perturbed Hamiltonian \( \delta H_{K^m |B} \) (the following argument also apply to the perturbed Hamiltonian at spatial infinity). These ambiguities give rise to the following change

\[
\delta Q_K - K \cdot \theta(\delta \psi) \mapsto \delta Q_K - K \cdot \theta(\delta \psi) + \delta \lambda(\delta_k \psi) + d \delta \rho - K \cdot d \lambda(\delta \psi)
\]

Since \( K^m \) is an infinitesimal automorphism which preserves the background dynamical fields \( \psi^0 \) we have

\[
\delta \lambda(\delta_k \psi) = \delta \lambda(\psi; \delta_k \psi) = \lambda(\psi; \delta_k \psi) = [\lambda(\psi; \delta_k \psi) = \lambda_k \lambda(\delta \psi)
\]

and thus

\[
\delta Q_K - K \cdot \theta(\delta \psi) \mapsto \delta Q_K - K \cdot \theta(\delta \psi) + d [K \cdot \lambda(\delta \psi) + \delta \rho]
\]

Since \( \lambda \) and \( \rho \) are local and covariant horizontal forms, the integral of \( \delta Q_K - K \cdot \theta(\delta \psi) \) over a closed surface (the bifurcation surface \( B \)), and consequently the perturbed boundary Hamiltonian \( \delta H_{K^m |B} \) (from equation (2.46)), is unambiguous. Since the potentials are defined independently of these ambiguities, from equation (3.7) we see that the charges \( Z^I \) are also unaffected by these ambiguities.

### 3.1. Temperature and entropy as the horizon potential and charge for gravity

In the following, we show that the gravitational potential and the perturbed gravitational charge corresponding to the Lorentz connection \( \omega^a_{\ b} \) can be identified (up to conventions of numerical factors) with the temperature and perturbed entropy of the black hole respectively. Thus, the first-order formulation of gravity in terms of the coframes \( e^a \) and the Lorentz connection \( \omega^a_{\ b} \) on the Lorentz bundle \( P_O \) gives a new point of view on the temperature and
perturbed entropy of the horizon. In particular, the temperature and perturbed entropy can be viewed on the same footing as the potentials and perturbed charges of any matter gauge fields in the theory. Further, we give an explicit formula for the gravitational charge which is a direct parallel of the Wald entropy formula [2, 3].

**Theorem 2 (Temperature and perturbed entropy).** The gravitational potential (corresponding to the Lorentz connection $\omega^{a\mu}b$ on the Lorentz bundle $P_B$ in equation (2.1)) at the bifurcation surface $B$ only has non-vanishing values in a 1-dimensional vector space spanning the abelian Lie algebra $\mathfrak{so}(1,1)$ corresponding to local Lorentz boosts of the frames $\tilde{E}_a^m$ normal to $B$ in $M$. Let $\tilde{e}^{ab} = \tilde{E}^b \cdot \tilde{E}^a \cdot \tilde{e}_2$ be the frame components of the binormal to $B$ along normal frames $\tilde{E}_a^m$. Then, $-\tilde{e}^{ab}$ forms a basis of $\mathfrak{so}(1,1)$ so that the gravitational potential and charge can be written as

$$\mathcal{V}_{\text{grav}} = \kappa \cdot \mathcal{D}_{\text{grav}} = -\int_B Z_{ab} \tilde{e}^{ab}$$

(3.9)

where $\kappa$ is the surface gravity of $B$. In equation (3.9) $Z_{ab} \tilde{e}^{ab}$ is the unique gauge-invariant form on spacetime that pullbacks to $Z_{ab} \tilde{e}^{ab}$ on the bundle. $Z_{ab}$ can be computed from equation (2.22) for the Lorentz connection $\omega^{a\mu}b$, and thus, the gravitational charge formula is in direct parallel to the Wald entropy formula [2, 3].

Thus, we can define the temperature and the perturbed entropy of the bifurcate Killing horizon as

$$T_\varphi := \frac{1}{2\pi} \mathcal{V}_{\text{grav}} ; \delta S := 2\pi \delta \mathcal{D}_{\text{grav}}$$

(3.10)

**Proof.** Since, for a stationary axisymmetric black hole, $K^m \in \text{aut}(P_B)$ is an infinitesimal automorphism which preserves the coframes, we have from lemma A.2

$$K \cdot \omega^{ab} = \frac{1}{2} E_a \cdot E_b \cdot d\xi + (K \cdot e^c) C_{cab}$$

where $\xi = (K \cdot e^a) e_a$ is the pullback to the bundle of the Killing form $\xi \equiv \xi_{\mu} = g_{\mu\nu}K^\nu$ and the contorsion $C_{abc}$ is defined in equation (A.20). The vector field $K^m$ is vertical on $P_B$ and using usual definition of the surface gravity $\kappa$ we can write the Killing form on the bifurcation surface as $d\xi_{|B} = 2\kappa \tilde{e}_2$, where $\tilde{e}_2$ is the binormal to $B$ (see section 12.5 [45]). Thus we have

$$K \cdot \omega^{ab}|_{P_B} = -\kappa E^b \cdot E^a \cdot \tilde{e}_2$$

(3.11)

where $\tilde{e}_2$ is the binormal $\tilde{e}_2$ lifted to the bundle $P_B$. Note that the torsion terms vanish due to $K^m$ being a vertical vector field on $P_B$.

The surface gravity is constant on a bifurcate Killing horizon (see [50] and also remark 3.5 below) i.e. $d\kappa|_{P_B} = 0$, and using equation (3.4) for the Lorentz connection, we get $D(E^b \cdot E^a \cdot \tilde{e}_2)|_{P_B} = 0$. Thus the Lorentz bundle $P_B|_{\mathcal{B}}$ identified with the orthonormal frame bundle $F_{O(1,1)}$ of the background solution metric, can be reduced to the bundle of adapted orthonormal frames (see section VII.1 [48]) i.e. $P_B|_{\mathcal{B}} \equiv F_{O(1,1)}$ where $F_{O(1,1)}$ is the orthonormal frame bundle of $B$ and $F_{O(1,1)}$ is the $O(1,1)$-bundle of frames normal to $B$ in $M$. Denote the adapted normal frames in $F_{NB}$ by $\tilde{E}_a^m$. 


From proposition 1.4 in section VII.1 [48] we see that the connection $\omega^a_{\ b}|_{\mathcal{P}_B}$ can be written as a direct sum of an $O(d-2)$-connection on $\mathcal{F}_{\mathcal{O}_B}$ and an abelian $O(1,1)$-connection $\omega_N$ on $\mathcal{F}_{\mathcal{K}_B}$. The invariant tensor $\tilde{\epsilon}^{ab} = E^b \cdot \tilde{E}^a \cdot \bar{\epsilon}_2$ acts as a projector to this abelian $O(1,1)$-connection as $\omega_N := \frac{1}{2} \omega_{ab} \tilde{\epsilon}^{ab}$. Thus, equation (3.11) becomes $K \cdot \omega_N = \kappa$ i.e. the surface gravity is the vertical part of $K^a$ (with respect to the background connection) in the normal frame bundle of $B$.

A choice of Cartan subalgebra $\mathfrak{h}$ of the Lorentz Lie algebra is spanned by boosts in $\mathfrak{so}(1,1)$ normal to $B$ and some choice of commuting rotations in $\mathfrak{so}(d-2)$. Since, $K \cdot \omega^{ab}$ only points in the $\mathfrak{so}(1,1)$-part we have (choosing $-\tilde{\epsilon}^{ab}$ as a basis of $\mathfrak{so}(1,1)$)

$$\gamma_{\text{grav}} = K \cdot \omega_N = \kappa$$

and the corresponding charge, using equation (3.8)

$$\mathcal{Q}_{\text{grav}} = - \int_B Z_{ab} \tilde{\epsilon}^{ab}$$

and $Z_{ab}$ is given by equation (2.22a) for the Lorentz connection $\omega_i^a$. Thus, the gravitational charge is determined in direct parallel to the Wald entropy formula [2, 3] for any theory of gravity formulated in terms of the coframes and a Lorentz connection.

Note that since the coframes completely fix the form of the infinitesimal automorphism $K^a$ (see lemma A.2) we cannot eliminate the temperature and the perturbed entropy by a redefinition of $K^a$ in any spacetime. For General Relativity, the gravitational charge can be computed to be $\mathcal{Q}_{\text{grav}} = \frac{1}{8\pi} \text{Area}(B)$ (see section 5.1) and we get the usual notion of temperature and perturbed entropy for black holes.

**Remark 3.4 (Zeroth law).** The gravitational potential i.e. the surface gravity $\kappa$, was shown to be constant on bifurcate Killing horizons in [50] without using the Einstein equations. Thus, in view of theorem 2, we can see that theorem 1 can be seen as a ‘generalised zeroth law for bifurcate Killing horizons’ (analogous to the result of [50]) showing that the potentials defined in proposition 3.2 are always constant on a bifurcate Killing horizon without using any equations of motion.

**Remark 3.5 (Other versions of the zeroth law).** Rácz and Wald [53] showed that if the surface gravity has non-vanishing gradient on any null geodesic generator of a (not necessarily bifurcate) Killing horizon then there necessarily exists a parallel-propagated curvature singularity on the horizon, without using the Einstein equations. If one uses the Einstein equations and the dominant energy condition on matter fields, then the surface gravity was shown to be constant on any (not necessarily bifurcate) Killing horizon in [54]. The results of [53, 54] can also be viewed as different versions of ‘the zeroth law’.

### 4. The first law for gauge-invariant Lagrangians

Next, we formulate the first law of black hole mechanics for a stationary-axisymmetric black hole solution described at the beginning of section 3. The first law is obtained by evaluating the symplectic form on any Cauchy surface $\Sigma$ for $X^m = K^m$ where $K^m$ is the infinitesimal automorphism that projects to the horizon Killing field $K^\mu$. Since the black hole is stationary and axisymmetric $\delta \kappa \delta \psi = 0$, using equation (2.45) for the symplectic form, the first law is an equality of the perturbed boundary Hamiltonians $\delta H_K$ evaluated at the bifurcation surface and at spatial infinity.
The perturbed Hamiltonian on the bifurcation surface was already put into a ‘potential times perturbed charge’ form in corollary 3.1. Near spatial infinity, we can lift the asymptotic Minkowski radial coordinate \( r \) (viewed as a gauge-invariant function) to the bundle \( P \). We choose the dynamical fields and their perturbations to fall-off suitably in \( 1/r \) so that the symplectic form \( W_\Sigma \) is finite. The particular choice of fall-off in general depends on the specific Lagrangian theory under consideration. For the infinitesimal automorphisms \( t^m \) and \( \phi^m_{(i)} \) we define the canonical energy and canonical angular momentum as the corresponding Hamiltonians (whenever they exist) at infinity (see [3]).

\[
E_{\text{can}} := H|_{\infty} = \int_{\infty} Q \cdot t \cdot \Theta
\]
\[
J_{(i),\text{can}} := -H_{(\phi^m)}|_{\infty} = -\int_{\infty} Q_{(\phi^m)} - \phi^m_{(i)} \cdot \Theta
\]

(4.1)

where \( \Theta \) is as described by equation (2.47). Thus, the perturbed Hamiltonian at infinity associated to \( H^m = t^m + \Omega^j_{,j} \phi^m_{(i)} \) becomes \( \delta H^m|_{\infty} = \delta E_{\text{can}} - \Omega^j_{,j} \delta J_{(i),\text{can}} \). In all the examples we consider in section 5, only the Einstein-Hilbert Lagrangian contributes a non-zero \( \Theta \) at infinity and for all other cases \( K \cdot \theta \) falls off fast enough that we can choose \( \Theta = 0 \). Note that in 4-dimensions, we might need to impose faster fall-off conditions or some suitable generalisation of the Regge-Teitelboim parity conditions [55] on the dynamical fields and their perturbations for the \( J_{(i),\text{can}} \) to be well-defined; we assume that such choices have been made to get a well-defined canonical angular momentum.

This leads to our main result in the following theorem which gives us a general formulation of the first law of black hole mechanics.

**Theorem 3 (The first law of black hole mechanics).** Consider any theory with a local, covariant and gauge-invariant Lagrangian of the form equation (2.6). Let \( \psi^m \) be a solution corresponding to a stationary axisymmetric black hole with a bifurcate Killing horizon (described at the beginning of section 3) and \( \delta \psi^m \) be an arbitrary linearised solution. Then the first law of black hole mechanics takes the form

\[
T^\mu \delta S + \gamma^{\mu \nu} \delta \mathcal{D}^\nu = \delta E_{\text{can}} - \Omega^j_{,j} \delta J_{(i),\text{can}}
\]

(4.2)

where, on left-hand-side the first term consists of the temperature and perturbed entropy of the black hole as described in theorem 2 and the second term is the potential and perturbed charge of the connection \( A^T \) (see equation (2.2)) described in proposition 3.2 and equation (3.8), and the terms on the right-hand-side being defined at infinity by equation (4.1).

**Proof.** The first law is obtained by evaluating the expression equation (2.45) with \( X^m = K^m \) on a hypersurface \( \Sigma \) which goes from the bifurcation surface \( B \) to spatial infinity. For a stationary axisymmetric black hole \( \mathcal{L}_K \psi^m = 0 \) and the left-hand-side of equation (2.45) vanishes and then the first law equates the perturbed boundary Hamiltonian of \( K^m \) at \( B \) to the one at infinity.

\[
\delta H_K|_B = \delta H|_{\infty} - \Omega^j_{,j} \delta J_{(i),\text{can}}|_{\infty}
\]

(4.3)

Using corollary 3.1, equation (2.2), theorem 2 and equation (4.1) we get the first law equation (4.2).

At this point, we emphasise that we have not assumed any choice of gauge in the above form of the first law, and in fact this form holds even when the principal bundle is non-trivial and no choice of gauge can be made.
As discussed after corollary 3.1, the perturbed Hamiltonian at infinity is not affected by the ambiguities in the Lagrangian and the symplectic potential. However, there is an ambiguity in choosing the vector field $K^m$ on the bundle $P$ (see lemma A.1 and remarks A.1 and A.2) corresponding to a global symmetry of the background dynamical fields $\psi^\alpha$ if any exists. Note that the vector field $K^m$ is uniquely determined over the Lorentz bundle $P_\theta$ part (from lemma A.2) and thus, the temperature and perturbed entropy, as well as, the gravitational contributions to the canonical energy and canonical angular momentum are unambiguous.

Thus, the possible ambiguity in choosing $K^m$ leads to a simultaneous redefinition of the horizon potentials $V'\Lambda$ and charges $Q'\Lambda$, and the contributions to the canonical energy and angular momenta at infinity of any non-gravitational fields. One can use such an ambiguity to set some, or possibly all, of the horizon potentials at the horizon to vanish (see remark 3.1) at the cost of changing the contributions to the canonical energy and canonical angular momenta (see also remark 5.2 for Einstein–Yang–Mills theory). Even though this ambiguity affects the individual terms, the form of the first law equation (4.2) holds for any choice of $K^m$ on the bundle.

Even though $\delta H_K$ is unambiguously defined (given a choice of $K^m$), the Hamiltonian $H_K$ (if it exists) is not. Consider first the Hamiltonian at the bifurcation surface $B$ (the analysis proceeds similarly for spatial infinity). Since the $\Theta$ contribution vanishes at $B$, the choice of $\Theta$ has the ambiguity

$$\int B K \cdot \Theta \mapsto \int B K \cdot \Theta - \int B K \cdot \Delta$$

where $\int B K \cdot \Delta$ is some topological invariant of $B$ (possibly depending on the embedding of $B$ in $M$) and does not change under variations. Similarly for the Noether charge at $B$ we have the ambiguities

$$\int B Q_K \mapsto \int B Q_K + \int B K \cdot \mu$$

Thus the ambiguity in the Hamiltonian $H_K$ is of the form

$$H_K \mapsto H_K + \int B K \cdot \Delta + \int B K \cdot \mu$$

But we have already shown that $\delta H_K$ is unambiguous. Thus, any contribution of the ambiguities $\mu$ and $\Delta$ to the boundary Hamiltonian can be considered as a topological charge. Similarly, we can have topological charge contributions to the Hamiltonian at spatial infinity. In the gravitational case, the topological charges at spatial infinity can be fixed by requiring that flat Minkowski spacetime have vanishing ADM mass and ADM angular momentum. Nevertheless, it is possible to have topologically non-trivial solutions to Yang–Mills theory which result in non-trivial topological charges (e.g. magnetic monopole charges) at the horizon. In fact such topological charges do arise in Yang–Mills theory when we add the $\mu$-ambiguity to the Lagrangian (section 5.2). Similarly, the addition of the Euler density to the Einstein-Hilbert Lagrangian corresponds to the $\mu$-ambiguity equation (2.26) where $\mu$ is not horizontal10 (see section 5.1) and does contribute a topological term to the Noether charge at $B$ [56]. Even though these topological charges do not affect the first law of black hole mechanics for stationary black holes, they do affect any attempt to define a total entropy and charge for stationary black holes purely from the first law, as we shall discuss later.

---

10 Iyer and Wald [3] only considered $\mu$ that were gauge-invariant in which case the $\mu$-ambiguity does not affect the Hamiltonian at $B$. 
Since the perturbed entropy is given by the perturbed gravitational charge, Iyer and Wald [2, 3] prescribe that the total entropy (known as the Wald entropy) for a stationary axisymmetric black hole be defined as the gravitational charge

\[ S_{\text{Wald}} := J_{\text{grav}} = - \int_\Sigma Z_{ab} \varepsilon^{ab} \] (4.4)

This prescription has the advantage that the entropy \( S_{\text{Wald}} \) satisfies the first law and is the same on any cross-section of the horizon of a stationary axisymmetric black hole since, \( \mathbf{J}_c = 0 \) on the horizon [57]. But this prescription is not unambiguous. For instance, an alternative definition of the entropy as \( S = S_{\text{Wald}} + C(B) \) where \( C(B) \) is a topological invariant of the bifurcation surface \( B \) also satisfies the first law, since \( C(B) \) does not change under linearised variations [58]. In fact the \( \mu \)-ambiguity equation (2.26) in the Lagrangian contributes a topological charge of precisely this nature. In the case of General Relativity, as pointed out by [56, 58], the gravitational charge does acquire such a topological contribution (the Euler number of \( B \)) when the Euler density is added to the Einstein-Hilbert Lagrangian in 4-dimensions even though the equations of motion are unaffected (also see section 5.1). The area theorem for General Relativity in 4-dimensions (along with an energy condition) guarantees that the entropy defined as the area of a horizon cross-section always increases and thus satisfies the second law of black hole mechanics (see [59], proposition 9.2.7 [60] or theorem 12.2.6 [45]). If one includes the topological charges of the horizon in the definition of the entropy then the second law is violated even for General Relativity (see [15, 58, 61]).

Thus, it seems that a version of the second law is needed to fix at least some of the ambiguities in defining the total entropy even for a stationary black hole. To consider the second law one has to consider non-stationary black hole configurations where the entropy prescription equation (4.4) can have more ambiguities which vanish only in the stationary case [57]. Unfortunately, a general formulation of the second law for an arbitrary theory of gravity including arbitrary matter fields remains out of reach; though it has been investigated in special situations for higher curvature gravity [62, 63]. In the absence of a second law, the first law equation (4.2) only determines the perturbed entropy \( \delta S \). In light of this we will refrain from giving a prescription for the total entropy \( S \) for stationary black holes or for a dynamical entropy for non-stationary ones.

5. Examples

In this section we use the formalism described above to derive the first law of black hole mechanics for the first-order coframe formulation of General Relativity, Einstein–Yang–Mills theory and Einstein–Dirac theory. The Lagrangians considered in this section are of the form \( L = L_{\text{grav}} + L_{\text{matter}} \), where the gravitational Lagrangian \( L_{\text{grav}} \) only depends on the coframes \( e^a \) and a Lorentz connection \( \omega^a_b \) on the Lorentz bundle \( \mathcal{P}_O \) and not on the matter fields\(^{11}\). It will be convenient to work in the first-order formalism where we consider the coframes \( e^a \) and the Lorentz connection \( \omega^a_b \) as independent fields. We will write the equations of motion obtained by varying the Lagrangian with respect to the coframes and the Lorentz connection as

\[ \mathcal{E}_a - \mathcal{T}_a = 0 ; \mathcal{E}_{ab} - \mathcal{S}_{ab} = 0 \] (5.1)

where the gravitational contributions to the equations of motion are

\(^{11}\)For the case of dilaton gravity considered in [3] the gravitational Lagrangian does depend on an additional scalar field. We will not consider such examples in this section but they are covered in the more general formulation in section 4.
\[
\mathcal{E}_a \equiv (\mathcal{E}_a)_{m_1 \ldots m_{d-1}} = \frac{1}{d} \frac{\delta (L_{\text{grav}})_{m_1 \ldots m_{d-1}}}{\delta e^a_n} \delta^l_n
\]

\[
\mathcal{E}_{ab} \equiv (\mathcal{E}_{ab})_{m_1 \ldots m_{d-1}} = \frac{1}{d} \frac{\delta (L_{\text{grav}})_{m_1 \ldots m_{d-1}}}{\delta \omega^a_{n}} \delta^l_n
\]

and the matter contributions are

\[
\mathcal{T}_a \equiv (\mathcal{T}_a)_{m_1 \ldots m_{d-1}} = -\frac{1}{d} \frac{\delta (L_{\text{matter}})_{m_1 \ldots m_{d-1}}}{\delta e^a_n} \delta^l_n
\]

\[
\mathcal{S}_{ab} \equiv (\mathcal{S}_{ab})_{m_1 \ldots m_{d-1}} = -\frac{1}{d} \frac{\delta (L_{\text{matter}})_{m_1 \ldots m_{d-1}}}{\delta \omega^a_{n}} \delta^l_n
\]

(5.2)

(5.3)

i.e. \(\mathcal{T}_a\) is the energy-momentum and \(\mathcal{S}_{ab}\) is the spin current of the matter fields, both written as \((d-1)\)-forms. We note here that when the matter Lagrangian depends on the gravitational Lorentz connection used, \(\mathcal{T}_a\) does not give the usual symmetric energy-momentum tensor [36, 37].

**Remark 5.1 (Second-order formalism).** If one insists on having vanishing torsion from the outset (i.e. one works in the second-order formalism) then the Lorentz connection is completely determined by the coframes (see remark A.3) and one can use equation (A.18) (and equation (2.14)) to convert all the variations of the torsionless connection to variation of the coframes. In that case, the second equation of motion in equation (5.1) is deleted but the “new” energy-momentum tensor \(\mathcal{T}_a\) gets contributions from the spin current [36, 37].

We consider the first-order formulation of General Relativity with the gravitational Lagrangian to be given by the Palatini–Holst Lagrangian. We show that the gravitational charge equation (3.9) is given by the area of the bifurcation surface and thus we reproduce the usual identification between the perturbed entropy and perturbed area of the bifurcation surface. Similarly, (up to terms involving torsion) equation (4.1) reproduces the ADM mass and ADM angular momentum and we get the usual first law of black hole mechanics for General Relativity. For the matter Lagrangian we consider the two cases of Yang–Mills Lagrangian for gauge fields of any semisimple group, and the free Dirac Lagrangian for spinor fields. These examples can be generalised to include chiral spinor fields with Yang–Mills charge, charged scalar fields such as the Higgs field, and thus, the entire Standard Model of particle physics. We shall work out the details in 4-spacetime dimensions but the computations can be easily generalised to other dimensions. We also illustrate the topological charge ambiguities that arise in the definitions of the Hamiltonian and the entropy.

### 5.1. Palatini–Holst

To start let us consider the first-order formulation of General Relativity in 4-spacetime dimensions in vacuum. A derivation of the first law in this case was recently given in [15] by using a generalised notion of Lie derivatives of the coframes called the Lorentz–Lie derivative. As discussed in section 2 the Lorentz–Lie derivative defined in [15] depends non-linearly on the coframes and does not form a Lie algebra for diffeomorphisms of spacetime. Thus, the Lorentz–Lie derivative is not the generator of any group action on the coframes. We will write the first-order Palatini–Holst action on the oriented Lorentz bundle i.e. for this section \(P = PO\) over spacetime \(M\) and use the notion of the Lie derivative on the bundle to obtain a first law. When a vector field \(X^m\) is an automorphism which preserves the coframes
the bundle notion of Lie derivative coincides with the Lorentz–Lie derivative defined by \[15\]. Thus, even though the Noether charge we define for arbitrary automorphisms of the frame bundle in not equivalent to that of \[15\] we get the same results for the first law for stationary axisymmetric black holes.

The dynamical fields for the first-order formulation of General Relativity are the coframes \(e^a \in \Omega^1_{\text{hor}} P(\mathbb{R}^4)\) and the Lorentz connection \(\omega^{ab} \in \Omega^1 P(\mathfrak{so}(3, 1))\). The \textit{Palatini–Holst Lagrangian} for General Relativity can be written as:

\[
L_{\text{PH}} = \frac{1}{32\pi} \phi_{abcd} e^a \wedge e^b \wedge R^{cd} \in \Omega^2_{\text{hor}} P \tag{5.4}
\]

where \(\phi_{abcd} := \epsilon_{abcd} + \frac{2}{\gamma} \eta_{[a} \eta_{|d|b]}\) is an \(SO(3,1)\)-invariant tensor with \(\gamma\) being the Barbero-Immirzi parameter. This tensor satisfies the index symmetries \(\phi_{abcd} = \phi_{cdab}\) and \(\phi_{abcd} = -\phi_{bacd} = -\phi_{abcd}\). The \(\epsilon\)-term is the usual Palatini–Einstein–Hilbert Lagrangian and the \(\gamma\)-term corresponds to the Holst Lagrangian [64]. The corresponding Lagrangian form on spacetime is

\[
\mathcal{L}_{\text{PH}} = \frac{1}{16\pi} \mathcal{E}_a \left( R - \frac{\gamma}{2} R_{\mu\nu\lambda\rho} \right)
\]

Note that the last term vanishes (using equation (A.17)) when one restricts, \textit{a priori}, to a torsionless connection.

A variation of the Lagrangian gives \(\delta L_{\text{PH}} = \mathcal{E}_a \wedge \delta e^a + \mathcal{E}_{ab} \wedge \delta \omega^{ab} + d\theta\) where:

\[
\mathcal{E}_a = -\frac{1}{16\pi} \phi_{abcd} e^b \wedge R^{cd}
\]

\[
\mathcal{E}_{ab} = \frac{1}{16\pi} \phi_{abcd} e^c \wedge T^{cd}
\]

\[
\theta = \frac{1}{32\pi} \phi_{abcd} e^a \wedge e^b \wedge \delta \omega^{cd} \tag{5.5}
\]

while the symplectic current is:

\[
\omega = \frac{1}{16\pi} \phi_{abcd} e^a \wedge (\delta e^b \wedge \delta \omega^{cd} - \delta e^b \wedge \delta \omega^{cd}) \tag{5.6}
\]

In vacuum the equation of motion \(\mathcal{E}_{ab} = 0\) implies that \(T^a = 0\) [64]. Since we define the Noether current and Noether charge ‘off-shell’ we will not make use of this fact. Also, in section 5.3 the torsion can be sourced by the spin current of matter fields and so it will be useful to keep this term to analyse the effects of torsion.

A straightforward computation gives the Noether current equation (2.33) for \(X^m \in \mathfrak{aut}(P)\) as:

\[
J_X = \delta_X + X \cdot L = dQ_X + \mathcal{E}_a (X \cdot e^a) + \mathcal{E}_{ab} (X \cdot \omega^{ab}) \tag{5.7}
\]

with the Noether charge \(Q_X = \frac{1}{32\pi} \phi_{abcd} e^a \wedge e^b \wedge (X \cdot \omega^{cd}) \in \Omega^2_{\text{hor}} P\).

Now, consider \(X^m \in \mathfrak{aut}(P; e^a, \omega^{ab})\) i.e. an infinitesimal automorphism that preserves the coframes and the connection. From lemma A.2 such an automorphism is uniquely determined by a Killing field of the spacetime metric determined by the coframes. The Noether charge for such an \(X^m\) becomes:
\[ Q_X = \frac{1}{16\pi} \frac{1}{4} \phi_{ab}^{\cdot e^a} e^b \wedge (E_c \cdot E_d \cdot d\xi + 2(X \cdot e^e)C_{cd}) \]

\[ = -\frac{1}{16\pi} \left( \ast [d\xi - 2(X \cdot e^e)C_a] + \frac{1}{\gamma} [d\xi - 2(X \cdot e^e)C_a] \right) \]  

(5.8)

where \( \xi = (X \cdot e^a)e_a \). \( \ast \) is the horizontal Hodge dual operation on differential forms on the Lorentz bundle equation (A.14) and we have written the contorsion equation (A.20) as a horizontal 2-form as \( C_a := \frac{1}{\gamma} C_{ab} e^b \wedge e^c \).

To get the first law for a stationary axisymmetric black hole solution (see section 4) we use the infinitesimal automorphism \( X^a = K^a = t^a + \Omega_{\xi} e^a \) which projects to the horizon Killing field \( K^a \) on \( M \). Since \( K^a \) vanishes on the bifurcation surface the \( \Theta \)-term and the contorsion terms do not contribute. Using \( \ast d\xi_{ab} = -2\kappa e_2 \) where \( e_2 \) is the volume form on \( B \) we have:

\[ \int_B Q_X = -\frac{1}{16\pi} \int_B \ast d\xi + \frac{1}{\gamma} \int_B e_2 = \frac{\kappa}{8\pi} \int_B e_2 = \frac{\kappa}{2\pi} \frac{1}{4} \text{Area}(B) \]  

(5.9)

Thus, following theorem 2, the perturbed entropy for General Relativity is

\[ \delta S = \frac{1}{4} \delta \text{Area}(B) \]  

(5.10)

Next we compute the canonical energy and angular momentum using equation (4.1) and show that they correspond to the ADM mass and ADM angular momentum up to torsion terms. Since the spacetime is asymptotically flat, near spatial infinity the spacetime is asymptotically Minkowskian, and the Lorentz bundle is asymptotically trivial. Then, near infinity there is a section (i.e. choice of gauge) \( s_\infty : M \rightarrow P \) such that the pullbacks \( e^a = (s_\infty^a)^e e^e \) and \( \omega^a_{\cdot b} = (s_\infty^a)^{\cdot \cdot e} \omega^e_{\cdot b} \) satisfy the asymptotic conditions

\[ e^a \equiv e^a_M + O(1/r) \quad ; \quad \omega^a_{\cdot b} = O(1/r^2) \]  

(5.11)

where the asymptotic coframes \( e^a_M \) are adapted to the asymptotic Minkowskian coordinates as

\[ e^a_M = \left( dt, dx, dy, dz \right) \]  

(5.12)

To compute the canonical energy equation (4.1), consider the pullback of \( t \cdot \Theta(\delta, \varphi) \) through the section \( s_\infty \) at infinity. Using the fall-off conditions on the pullback of the dynamical fields at infinity (5.11) we can write \( s_\infty^a(t \cdot \Theta) = b(t \cdot \Theta) \) where:

\[ t \cdot \Theta = t \cdot \left( \frac{1}{32\pi} \phi_{abcd} e^a \wedge e^b \wedge e^c \wedge e^d \right) = \frac{1}{16\pi} \phi_{abcd} (t \cdot e^a) e^b \wedge e^c \wedge e^d \wedge Q_X \]  

(5.13)

Note, that \( \Theta \) is not gauge-invariant under the action of the Lorentz group \( O(d - 1, 1) \). Using equation (4.1) the canonical energy at infinity is given by

\[ E_{\text{can}} = -\frac{1}{16\pi} \int_{\infty} \phi_{abcd} (t \cdot e^a) e^b \wedge e^c \wedge e^d \]

Note here that the Noether charge contribution to the canonical energy actually cancels out. As discussed in [3] this accounts for the ‘factor of 2’ discrepancy in the Komar formula for the ADM mass relative to the one for ADM angular momentum. Also note that this cancellation is much more easily obtained in the computation presented here than the corresponding
one in [3]. We next show that the above expression for the canonical energy reproduces the well-known ADM mass formula.

Let \( r_\mu \) be the outward pointing spatial conormal to a 2-sphere at infinity with the volume form \( \varepsilon_\mu \) and \( h_{\mu\nu} \) be the asymptotic spatial metric on the Cauchy surface \( \Sigma \). The Einstein-Hilbert term gives

\[
-\frac{1}{16\pi} \int_\infty \epsilon_{abcd}(1 \cdot e^b) e^d \omega^c = -\frac{1}{16\pi} \int_\infty \varepsilon_\mu \epsilon_{abcd} e^a e^b e^d e^c t_1 f_c e^\gamma e^\mu
\]

\[
= -\frac{1}{16\pi} \int_\infty \varepsilon_\mu \epsilon_{abcd} e^a e^b e^d e^c t_1 f_c e^\gamma e^\mu
\]

\[
= \frac{1}{8\pi} \int_\infty \varepsilon_\mu \epsilon_{abcd} e^a e^b e^d e^c (t^\gamma t_1 E_d^\mu - t^\mu t_1 E_d^\gamma)
\]

\[
= \frac{1}{8\pi} \int_\infty \varepsilon_\mu \epsilon_{abcd} e^a e^b e^d e^c (-2\gamma - t t^\gamma)
\]

\[
= \frac{1}{8\pi} \int_\infty \varepsilon_\mu \epsilon_{abcd} e^a e^b e^d e^c (t^\gamma t_1 E_d^\mu - t^\mu t_1 E_d^\gamma)
\]

\[
\tag{5.14}
\]

where in the third line we written the Lorentz connection in terms of the derivatives of the coframes and in the last line in terms of the Christoffel symbols.

Using the asymptotic conditions equation (5.11) the first term can be written as

\[
-\frac{1}{8\pi} \int_\infty \varepsilon_\mu \partial_\gamma (e^\mu) e_\nu \epsilon_\mu = -\frac{1}{16\pi} \int_\infty d * [r \cdot (\epsilon^\mu \epsilon_\nu)] = 0
\]

\[
\tag{5.15}
\]

where \( H^\mu_\nu \) is the flat spatial Cartesian metric on the asymptotic Cauchy surface and \(*_2\) is the 2-dimensional Hodge dual on the asymptotic sphere. The second term, depending on the Christoffel symbols, can be written as

\[
\int_\infty \varepsilon_\mu \epsilon_{abcd} e^a e^b e^d e^c (t^\gamma t_1 E_d^\mu - t^\mu t_1 E_d^\gamma)
\]

\[
\tag{5.16}
\]

using the definition of the Christoffel symbols (with torsion)

\[
\Gamma_{\nu\mu} = \frac{1}{2} (\partial_\mu g_{\omega\lambda} + 2\partial_\nu g_{\lambda\mu}) + \frac{1}{2} (-T_{\mu\nu} + 2T_{\nu\mu})
\]

Now computing the Holst-term contribution to the canonical energy we have

\[
-\frac{1}{8\pi\gamma} \int_\infty (t \cdot e^\mu) e^b \omega^\mu = -\frac{1}{8\pi\gamma} \int_\infty (t \cdot e^\mu) (d e_a - \Gamma_{ab})
\]

\[
= \frac{1}{16\pi\gamma} \int_\infty \varepsilon_\mu e^\lambda T_{\mu\nu\lambda}
\]

\[
\tag{5.17}
\]

Thus we get the total canonical energy as:

\[
E_{\text{can}} = \frac{1}{16\pi} \int_\infty \varepsilon_\mu \epsilon_{abcd} e^a e^b e^d e^c (t^\gamma t_1 E_d^\mu - t^\mu t_1 E_d^\gamma) + \frac{1}{16\pi} \int_\infty \varepsilon_\mu \left(-r^\mu h_{\gamma\nu} + \frac{1}{\gamma} t^\mu e^\lambda\right) T_{\mu\nu\lambda}
\]

\[
\tag{5.18}
\]

The first term can be recognised as the usual formula for the ADM mass \( M_{\text{ADM}} \), while the second is the canonical energy contributed by the presence of any torsion at infinity.

Now for the canonical angular momentum, the \( \phi \cdot \theta \)-term does not contribute when pulled back to the sphere at infinity and we get (here \( \phi \equiv \phi_\mu \))
\[ J_{\text{can}} = -\int_{\infty}^{\infty} Q_\phi = \frac{1}{16\pi} \int_{\infty}^{\infty} \ast \left[ d\phi - 2\phi^\mu C_\mu \right] + \frac{1}{\gamma} \left[ d\phi - 2\phi^\mu C_\mu \right] \]

\[ = \frac{1}{16\pi} \int_{\infty}^{\infty} *d\phi - \frac{1}{16\pi} \int_{\infty}^{\infty} \epsilon^\lambda \left[ -\epsilon_\lambda + \frac{1}{\gamma} \epsilon^\lambda \right] \phi^\mu C_{\mu\lambda} \tag{5.19} \]

where the first term is the Komar formula for the ADM angular momentum \( J_{\text{ADM}} \) and second is the angular momentum due to any torsion at infinity \((\epsilon^\mu)\) is the binormal to the 2-sphere at infinity).

As noted before in vacuum, the equation of motion \( \mathcal{E}_{ab} = 0 \) ensures that the torsion vanishes everywhere and the canonical energy and angular momentum are exactly the ones given by the ADM quantities. This is also the case if any matter sources for torsion fall-off suitably at infinity, as happens in the case of the Dirac field section 5.3. We note that, when the torsion due to matter sources does not fall-off fast enough the Barbero-Immirizi parameter \( \gamma \) does contribute to the canonical energy and angular momentum at infinity.

Thus, we get the usual first law for vacuum General Relativity

\[ \frac{\kappa}{2\pi} \frac{1}{4} \delta \text{Area}(B) = \delta M_{\text{ADM}} = \Omega_{\phi} \delta J_{\text{ADM}} \tag{5.20} \]

To illustrate the \( \mu \)-ambiguity equation (2.26), we consider the following three topological terms, that can be added to the Palatini–Holst Lagrangian in 4 dimensions.

\[ L_E = \frac{1}{2} \epsilon_{abcd} R^{ab} \wedge R^{cd} \]

\[ L_P = R_{\beta}^{a} \wedge R_{\alpha}^{b} = -R_{\alpha}^{a} \wedge R_{\beta}^{b} \]

\[ L_{NY} = T^{\alpha} \wedge T_{\alpha} - e^{\alpha} \wedge e^{\beta} \wedge R_{\alpha}^{a} \]

The first is the Euler character of the Lorentz bundle over \( M \) (also known as the Gauss–Bonnet invariant), the second is the corresponding Pontryagin character, and the third is the Nieh-Yan character [65–67], which exists only for a connection with torsion. Each of these terms are exact forms \( L = d\mu \) where the corresponding \( \mu \)'s can be computed to be\(^{12}\)

\[ \mu_E = \frac{1}{2} \epsilon_{abcd} \omega^{ab} \wedge \left( R^{cd} - \frac{1}{3} \omega^{c}_{\ ;c} \wedge \omega^{d} \right) \]

\[ \mu_P = \omega^{a}_{\ ;b} \wedge \left( R_{\beta}^{a} - \frac{1}{3} \omega^{b}_{\ ;b} \wedge \omega^{a}_{\ ;a} \right) \]

\[ \mu_{NY} = e^{\alpha} \wedge T_{\alpha} \]

Note that \( \mu_P \) is just the Chern–Simons term for the Lorentz bundle, \( \mu_E \) is similar but with the ‘trace’ taken with a \( \epsilon_{abcd}\), and \( \mu_{NY} \) can be viewed as the Chern–Simons term for torsion. These terms contribute the following additional terms to the Noether charge at the bifurcation surface

\[ Q_{K_{\text{El}}} = \epsilon_{abcd} R^{cd}(K \cdot \omega^{ab}) = \frac{1}{2} \epsilon_{abcd} R^{cd}(E^a \cdot E^b \cdot d\xi) \]

\[ Q_{K_{\text{Ep}}} = -2R_{ab}(K \cdot \omega^{ab}) = -R_{ab}(E^a \cdot E^b \cdot d\xi) \]

\[ Q_{K_{\text{NY}}} = -e_a \wedge e_b (K \cdot \omega^{ab}) = -\frac{1}{2} e_a \wedge e_b (E^a \cdot E^b \cdot d\xi) \]

\(^{12}\)The explicit expression for \( \mu_E \) seems to be largely absent from the literature except in [22], and in [68] where it is given in terms of the Dirac matrices.
and hence integrating the corresponding gauge-invariant forms over $B$ gives
\[
\begin{align*}
\int_B \mathcal{Q}_{\kappa} & = -2\kappa \int_B \ast \tilde{\epsilon}_{ab} R^{ab} = 2\kappa \int_B \epsilon_{ab} R^{ab} \\
\int_B \mathcal{Q}_{\kappa} \big|_{NY} & = \int_B \text{d}\xi = 0
\end{align*}
\]
(5.21)

The Euler contribution is the Euler class of the tangent bundle $TB$ i.e. the Euler characteristic of $B$. The Pontryagin contribution is, similarly, the Euler class of the normal bundle of $B$ in $M$. Since, we have smooth, no-where vanishing normals to $B$, the Euler class of the normal bundle must vanish (see proposition 11.17 in [69])\textsuperscript{13}. Further, we see that the Holst Lagrangian is $L_{Holst} \sim -L_{NY} + T^a \wedge T_a$, and is thus an exact form up to terms not involving the curvature. This explains why the Holst term does not contribute to the Noether charge at the horizon\textsuperscript{14}. The Noether charge contributions equation (5.21) are purely topological and do not contribute to the perturbed entropy, and due to the asymptotic fall-off conditions they do not contribute to the canonical energy and angular momentum at infinity. Hence none of the above terms affect the first law. But they do affect a prescription for a total entropy as discussed towards the end of section 4. As shown in [56, 58], the Euler term in the Noether charge leads to violations of the second law in General Relativity if one prescribes that the total entropy be given by the gravitational charge.

5.2. Yang–Mills

Next let us consider Einstein–Yang–Mills theory where the Yang–Mills connection $A^I_I$ in equation (2.2) is a dynamical field governed by the Yang–Mills Lagrangian equation (5.22). Since we have worked out the gravitational contribution in section 5.1 in this section we only deal with the Yang–Mills connection, and so, for simplicity omit the ‘primes’ and write the Yang–Mills connection as $A^I_I$.

The contribution of Yang–Mills fields to the first law was worked out by Sudarsky and Wald [4, 5] under the assumption that one can pick a global choice of gauge i.e. an everywhere smooth section $s : M \to P$ (see appendix A.1)\textsuperscript{15}. They then consider the pullback $A^I_I = (s^*)^m_A A^I_m$ of the Yang–Mills connection as a tensor field on spacetime. They further assume that the section $s$ can be chosen so that for a given connection $A^I_I$, the pullback $s^*A^I_I \equiv A^I_I$ is stationary with respect to the horizon Killing field $K^\nu$. As discussed in section 2, these assumptions are too restrictive to cover all Yang–Mills fields that are of interest. As noted before, sections on a principal bundle exist if and only if the bundle is trivial. For a non-trivial bundle there exist no global sections and the Yang–Mills connection cannot be considered as a globally well-defined tensor field on spacetime. It is far from clear that even for a trivial bundle a section $s$ can be chosen so that for a given connection $A^I_I$, the pullback $s^*A^I_I \equiv A^I_I$ is both smooth everywhere and is annihilated by the Lie derivative with the horizon Killing field $K^\nu$. Using this assumption Sudarsky and Wald conclude that the Yang–Mills fields do not contribute to the first law at the bifurcation surface as the Yang–Mills potential on $B$ vanishes since $K^\nu A^I_I \big|_B = 0$. In fact, as argued by Gao [14], the Maxwell gauge

\textsuperscript{13}This can also be shown by an explicit computation of this term, and the fact that the extrinsic curvature of $B$ in $M$ vanishes (see [15]).

\textsuperscript{14}See [70] for an Euclidean path integral approach to the Holst and Nieh-Yan terms in the Lagrangian.

\textsuperscript{15}Sudarsky and Wald also assume that the Yang–Mills group $G$ is compact, and is $SU(2)$, but this restriction can be easily removed.
field on the Reissner–Nøstrem spacetime, in the standard choice of gauge, is singular on the bifurcation surface. Working instead on some other cross-section of the horizon where the Maxwell vector potential is smooth, Gao finds a ‘potential times perturbed charge’ term at the horizon for Maxwell fields. Gao [14] also finds that Yang–Mills fields do contribute at the horizon but their contribution cannot be put into a ‘potential times perturbed charge’ form without additional gauge choices which might be incompatible with the assumed stationarity of $A'_I$ (see section 4 [14]).

Our formalism allows us to work on arbitrary non-trivial bundles for Yang–Mills fields without any choice of gauge, and we only assume that the Yang–Mills connection on the principal bundle is Lie-derived up to a gauge transformation i.e. $\varepsilon_k A'_I = 0$ where $K^\alpha$ is an infinitesimal automorphism of the bundle which projects to the horizon Killing field $K^\mu$. Using this, we find potentials for the Yang–Mills fields that are constant on the horizon (theorem 1) and that the Yang–Mills fields do contribute a ‘potential times perturbed charge’ term at the bifurcation surface (corollary 3.1) without assuming any choice of gauge. Thus, the following will be a generalisation of the results of [4, 5, 14].

The Yang–Mills Lagrangian can be written for any structure group $G$ using a non-degenerate, symmetric bilinear form on its Lie algebra $\mathfrak{g}$, which is invariant under the adjoint action of $G$ on its Lie algebra. Since we have assumed that the Lie algebra $\mathfrak{g}$ of the structure group is semisimple we will use the Killing form $k_{IJ}$ (equation (1.6)) as such a non-degenerate, symmetric, invariant bilinear form$^{16}$. Further, any semisimple Lie algebra can be decomposed uniquely into a direct sum of simple Lie algebras (see section 1.10 [52] or section 11.2 [71]), and thus the Yang–Mills Lagrangian for $\mathfrak{g}$ can be written as a sum of Yang–Mills Lagrangians of the same form for each simple factor (with possibly different coupling constants). We can also include abelian groups (which, by definition, are neither simple nor semisimple) into the theory by using the natural product on their Lie algebra $\mathbb{R}^n$. For instance, to get Maxwell electromagnetism we can use $k_{IJ} \rightarrow -2$ and $g^2 \rightarrow \mu_0$ in equation (5.22).

With the above discussion, we write the Yang–Mills Lagrangian on the bundle as:

$$L_{YM} = \frac{1}{4 g^2} (\varepsilon F_I) \wedge F^I = \frac{1}{8 g^2} \varepsilon_\mu (F^\mu) \in \Omega^4_{hor} P$$

(5.22)

where $F^\mu := (E^\mu \wedge E^\nu)(E_{\nu} \wedge F_I)$ and $g^2$ is the Yang–Mills coupling constant. On spacetime $M$ we get the usual Lagrangian $L_{YM} = \frac{1}{8 g^2} \varepsilon_\mu F^\mu F^\nu$. The first variation gives $\delta L_{YM} = \delta T_a \wedge \delta e^a + \delta \mathcal{E}_1 \wedge \delta A^I + d\theta^{(YM)}$ with:

$$\mathcal{E}_I = -\frac{1}{2 g^2} D \ast F_I$$

$$\theta^{(YM)} = \frac{1}{2 g^2} \ast F_I \wedge \delta A^I$$

(5.23)

where we have used the first form of the Lagrangian. The symplectic current contribution takes the form $\omega^{(YM)} = \frac{1}{2 g^2} [\delta (\ast F_I) \wedge \delta A^I - \delta \ast (F_I) \wedge \delta A^I]$. To compute the energy-momentum 3-form $T_{\mu \nu}$, it is convenient to use the second form of the Lagrangian equation (5.22). Varying with the tetrad we have

$^{16}$ Our convention for the Killing form differs from that of [4] by a sign and a factor of 2.
\[
\frac{1}{8g^2} \delta_a (\epsilon_a F^2) = \frac{1}{8g^2} \frac{1}{3!} \epsilon_{abcd} \delta^a \land e^b \land e^c \land e^d \land F^2 + \frac{1}{8g^2} \epsilon_a \delta_a \left[ (E^a \cdot E^b \cdot F^d)(E_a \cdot E_b \cdot F_I) \right] \\
= \frac{1}{8g^2} \left[ -\frac{1}{3!} \epsilon_{abcd} e^b \land e^c \land e^d \land F^2 \right] \land \delta e^a + \frac{1}{2g^2} (E^a \cdot E^b \cdot F^d) (\delta E_a \cdot E_b \cdot F_I)
\]

The first term can be written in the form
\[
\frac{1}{8g^2} \left[ -\frac{1}{3!} \epsilon_{abcd} e^b \land e^c \land e^d \land F^2 \right] \land \delta e^a = \frac{1}{2g^2} \left[ *e_a \left( -\frac{1}{4} F^2 \right) \right] \land \delta e^a
\]
and the second term as (using equation (2.14))
\[
\epsilon_a \frac{1}{2g^2} (E^a \cdot E^b \cdot F^d) (\delta E_a \cdot E_b \cdot F_I) = -\epsilon_a \frac{1}{2g^2} (E^a \cdot E^b \cdot F^d) (E_a \cdot E_b \cdot F_I) e^c \land \delta e^a \\
= \frac{1}{2g^2} \left[ (E^c \cdot \epsilon_e) (E^c \cdot E^b \cdot F^d) (E_a \cdot E_b \cdot F_I) \right] \land \delta e^a \\
= \frac{1}{2g^2} \left[ *e_a (E^a \cdot E^b \cdot F^d) (E_a \cdot E_b \cdot F_I) \right] \land \delta e^a
\]
putting these together we have
\[
\mathcal{T}_a = -\frac{1}{2g^2} *e^c \left[ (E_a \cdot E_b \cdot F_I) (E_a \cdot E_b \cdot F^d) - \frac{1}{4} \eta_{ab} F^2 \right]
\]
To find the Noether current consider the following computation for some \( X^m \in \text{aut}(P) \):
\[
X \cdot L_{\text{YM}} = \frac{1}{8g^2} X \cdot (\epsilon_a F^2) = \frac{1}{8g^2} \frac{1}{3!} \epsilon_{abcd} (X \cdot e^a) e^b \land e^c \land e^d \land F^2 \\
= -\frac{1}{2g^2} \left[ *e_a \left( -\frac{1}{4} F^2 \right) \right] (X \cdot e^a)
\] (5.24)

\[
\theta_X^{(\text{YM})} = \frac{1}{2g^2} *F_I \land X A^I = \frac{1}{2g^2} *F_I \land (X \cdot F^I + D(X \cdot A^I)) \\
= \frac{1}{2g^2} *F_I \land X \cdot F^I \land \frac{1}{2g^2} D(*F_I) (X \cdot A^I) - \frac{1}{2g^2} D \land F_I (X \cdot A^I)
\] (5.25)
The first term in \( \theta_X^{(\text{YM})} \) can be written as
\[
\frac{1}{2g^2} *F_I \land X \cdot F^I = \frac{1}{2g^2} *F_I \land \frac{1}{2!} X \cdot (e^a \land e^b)(E_a \cdot E_b \cdot F_I) \\
= \frac{1}{2g^2} \frac{1}{2!} \epsilon_{abcd} e^c \land e^d (E^f \cdot E^e \cdot F^I) \land e^b (E_b \cdot E_a \cdot F_I) (X \cdot e^a) \\
= \frac{1}{2g^2} *e^c (E^b \cdot E_c \cdot F^I) (E_b \cdot E_a \cdot F_I) (X \cdot e^a)
\]
This gives the Noether current:
\[
J_{X}^{(YM)} = \frac{1}{2g^2} \star e^J \left[ (E_b \cdot E_c \cdot F^d)(E_b \cdot E_a \cdot F_I) - \frac{1}{4} \eta_{ab} F^2 \right] (X \cdot e^a) + \mathcal{E}_I(X \cdot A') + \frac{1}{2g^2} D(\star F_I(X \cdot A'))
\]
\[
= dQ_{\delta}^{(YM)} + \mathcal{E}_I(X \cdot A') - \mathcal{T}_a(X \cdot e^a) \tag{5.26}
\]

The terms with \( \mathcal{E}_I \) and \( \mathcal{T}_a \) contribute to the constraints of Einstein–Yang–Mills theory (see equation (2.38)) and the Noether charge contribution is:
\[
Q_{X}^{(YM)} = \frac{1}{2g^2} \star F_I(X \cdot A') \tag{5.27}
\]

which is of the general form given in lemma 2.4.

Now consider a stationary-axisymmetric connection \( A' \) which satisfies the Einstein–Yang–Mills equations on a stationary axisymmetric black hole spacetime. This means that the horizon Killing field \( K^m \) is an infinitesimal automorphism that preserves the Yang–Mills connection \( \mathcal{L}_K A = 0 \). The extent to which \( K^m \) is determined by its projection \( K^\alpha \) on \( M \) is given by lemmas A.1 and A.2. Following the computations in theorem 1–corollary 3.1 we can write the Noether charge of Yang–Mills fields at the horizon as
\[
\int_B Q^{(YM)} = \varphi^{\Lambda} \delta\mathcal{A}_\Lambda \nonumber
\]
where \( \mathcal{A}^{\Lambda} \) is the Yang–Mills potential and \( \mathcal{A}_\Lambda \) is the Yang–Mills electric charge (also see [51]) given by
\[
\mathcal{A}_\Lambda = \frac{1}{2g^2} \int_B \star F_I h^I_\Lambda \tag{5.28}
\]
where the \( h^I_\Lambda \) are some fixed basis of a fixed choice of Cartan subalgebra on the horizon as defined in section 3, and the contribution to the first law at \( B \) becomes
\[
d \int_B Q^{(YM)} = \varphi^{\Lambda} \delta\mathcal{A}_\Lambda \tag{5.29}
\]

To compute the contribution at infinity, first consider the vector field \( t^m \) which gives the canonical energy \( E_{\text{can}} \). We choose the Yang–Mills fields to satisfy the asymptotic conditions
\[
F = O(1/r^2)
\]
which also gives \( \delta A^l = O(1/r) \). We immediately see that \( \Theta^{(YM)} = \frac{1}{2g^2} \star F_I \wedge \delta A^l = O(1/r^3) \) and does not contribute to the first law.

Since \( \delta a^l \) is an infinitesimal automorphism which preserves the connection we see that
\[
0 = (\mathcal{L}_F F^l)|_K = D(t \cdot F^l) - c^l J_0(t \cdot A^l) F^k
\]
\[
= -c^l J_0(t \cdot A^l) F^k + O(1/r^3)
\]
\[
0 = (\mathcal{L}_A^l)|_K = t \cdot F^l + D(t \cdot A^l)
\]
\[
= D(t \cdot A^l) + O(1/r^2)
\]

Up to higher order terms in \( 1/r \), we can repeat the procedure in theorem 1–corollary 3.1 to get contribution of Yang–Mills fields to the canonical energy as
with the Yang–Mills electric charge equation (5.28) but evaluated at infinity. Note that asymptotically the Yang–Mills equation of motion at infinity becomes

\[ 0 = \mathcal{E}_I \big|_{P_\infty} = -\frac{1}{2g^2}D \ast F_I = O(1/r^3) \]

\[ \implies D(\ast F'_I) = d(\ast F'_I) = O(1/r^3) \]

where we used the basis \( h'_A \) of the fixed Cartan subalgebra defined in section 3. Thus, the Yang–Mills charge can be computed over any ‘sufficiently large’ surface homologous to a sphere. Further

\[ \delta(t \cdot A'_I) \big|_{\infty} = (t \cdot \delta A'_I) \big|_{\infty} = O(1/r) \]  

(5.30)

and the variation of the potential term falls off faster at infinity and we have the first law contribution at infinity as

\[ \delta F_{\text{can}}^{(YM)} = \delta \int_{\infty} \mathcal{Q}_{\phi}^{(YM)} = \mathcal{V} \wedge \delta \mathcal{P}_A \]  

(5.31)

In a similar manner (assuming faster fall-off for the asymptotic fields if necessary), the Yang–Mills contribution to the canonical angular momentum is

\[ J_{\text{can}}^{(YM)} = -\int_{\infty} \mathcal{Q}_{\phi}^{(YM)} = -\frac{1}{2g^2} \int_{\infty} (\phi \cdot A'_I) \ast E_I \]  

(5.32)

The first law of black hole mechanics in Einstein–Yang–Mills then can be written as

\[ T_{\mu\nu}\delta S + (\mathcal{V} \wedge \delta \mathcal{P}_A) \big|_{Bf} = \delta M_{\text{ADM}} + (\mathcal{V} \wedge \delta \mathcal{P}_A) \big|_{\infty} - \Omega_{,\phi} (\delta J_{\text{ADM}} + \delta J_{\text{can}}^{(YM)}) \]  

(5.33)

Remark 5.2 (Yang–Mills potentials at horizon and infinity). When the Yang–Mills structure group is abelian the charge at \( B \) and infinity are equal (using the abelian Yang–Mills equation of motion). Thus, the abelian Yang–Mills term in the first law can be written as a ‘difference in potentials times perturbed charge’ \((\mathcal{V} \wedge \Lambda) \big|_{\infty} - \mathcal{V} \wedge \Lambda \big|_{Bf}\). Further, the ambiguity in the choice of the vector field \( K^m \) (for a given horizon Killing field \( K^m \)) is given by a \( \mathbb{R}^n \)-valued constant function \( \lambda \); here \( n \) is the dimension of the abelian structure group (see remark A.1). By a suitable choice of \( \lambda \) we can always set the potentials at the horizon to vanish, while shifting the potentials at infinity by a constant.

Even for a non-abelian structure group, if there exists a vertical vector field \( Y^m \in VP \) corresponding to a global symmetry of \( A'_I \) (which is a solution to the Einstein–Yang–Mills equations) as described in lemma A.1, we can use \( Y^m \) to redefine our choice of the horizon Killing field \( K^m \) on the bundle. Using this freedom we can set some, or possibly all, of the horizon potentials to zero but at the cost of changing the potentials at infinity. The cases where we can set all potentials at the horizon to vanish correspond to the analysis of Sudarsky and Wald [4, 5]. For arbitrary connections \( A'_I \), which solve the Einstein–Yang–Mills equations, there may not exist any such global symmetry (which corresponds to the existence of global solutions to \( D \lambda^I = 0 \), see remark A.1). Thus, it seems that the first law as derived in [4, 5] applies only to special cases and in general, the first law for Einstein–Yang–Mills takes the form above (also see the related discussion in [14]).
As an illustration of the \( \mu \)-ambiguity (equation (2.26)) we add a topological term to the Yang–Mills Lagrangian using the Chern character of the bundle as\(^{17}\)

\[
L_C := \frac{1}{2} F_i \wedge F^i = d\mu_C
\]  
(5.34)

where \( \mu_C \) is the Chern–Simons form

\[
\mu_C = \frac{1}{2} \left( A_i \wedge F^i - \frac{1}{6} \epsilon_{ijk} A^j \wedge A^k \wedge A^k \right)
\]  
(5.35)

The corresponding Noether charge for \( K_m \) then gets an additional contribution

\[
\int_B Q = \mathcal{V}^\lambda \omega^\lambda
\]  
(5.36)

where the Yang–Mills magnetic charge is

\[
\omega^\lambda = \int_B \tilde{F}^\lambda
\]  
(5.37)

The magnetic charge is purely a topological charge that does not vary under perturbations and hence does not contribute to the first law.

5.3. Dirac spinor

As the third case of interest we consider spinor matter fields in Einstein–Dirac theory. The principal bundle of interest in this case is \( P_{\text{Spin}} \) with the structure group \( \text{Spin}^0(3,1) \) (see appendix A.1 for details). The Dirac Lagrangian can be written as:

\[
L_{\text{Dirac}} := \varepsilon_4 \left( \frac{1}{2} \overline{\Psi} D \Psi - \frac{1}{2} D \overline{\Psi} \Psi - m \overline{\Psi} \Psi \right)
\]  
(5.38)

where \( \varepsilon_4 \) is the horizontal volume 4-form on \( P_{\text{Spin}} \) equation (A.13) and \( D \) is the Dirac operator equation (A.32). Note that we have admitted a connection with torsion and so this Lagrangian is not equivalent to usual Dirac Lagrangian which uses the torsionless Levi–Civita connection equation (A.18) (see section V.B.4 [72]); the dynamics of the Dirac field does depend on the choice of spin connection used. If one assumes that the connection is torsionless from the outset, then one has to work in the ‘second-order formulation’. Since the following computations are easier in the first-order formalism, we will continue to use an independent connection with torsion to obtain a first law for Einstein–Dirac theory. The computations in the second-order formalism can be performed in exactly the same manner (see remark 5.1).

To get the Dirac equation and the symplectic potential compute first the variation with the Dirac spinor fields:

\[
\varepsilon_4 \left( \overline{\Psi} D \delta \Psi \right) = \varepsilon_4 \left( \overline{\Psi} \gamma^a E_a \cdot D \delta \Psi \right) = -\left( \varepsilon_4 \cdot E_a \right) \overline{\Psi} \gamma^a D \delta \Psi
\]

\[
= D \left[ \left( E_a \cdot \varepsilon_4 \right) \overline{\Psi} \gamma^a \delta \Psi \right] - D \left[ \left( E_a \cdot \varepsilon_4 \right) \overline{\Psi} \gamma^a \right] \delta \Psi
\]  
(5.39)

where the second equality in the first line uses the vanishing of a horizontal 5-form. The first term in the last line contributes to the symplectic potential \( \theta \) while, using equation (A.13) the second term can be written as:

\(^{17}\) In particle physics literature this is also known as the \( \theta \)-term; where the \( \theta \) refers to the conventional coupling constant in front of \( L_C \) and is unrelated to the symplectic potential.
\[ -D \left[ (E_a, \varepsilon_a) \overline{\nabla} \gamma^a \right] \delta \Psi = -\frac{1}{3!} D(\overline{\nabla} \gamma^a \varepsilon_{abcd} e^b & e^c & e^d) \delta \Psi \\
= -\varepsilon_a (D \overline{\nabla} \delta \Psi) - \frac{1}{3!} \overline{\nabla} \gamma^a \varepsilon_{abcd} T^b & e^c & e^d \delta \Psi \] (5.40)

Similarly computing the variation with respect to the Dirac cospinor field $\Psi$ we have $\delta_\theta L_{\text{Dirac}} = \overline{E} \delta \Psi + \delta \overline{E} + \alpha \theta^{(\text{Dirac})}$ with

\[
\mathcal{E} = \left[ (\hat{D} - m)\Psi - \frac{1}{3!} T^b \varepsilon_{bc}(\gamma^a \Psi) \right] \varepsilon_4 \\
\overline{\mathcal{E}} = \left[ (-\hat{D} - m)\overline{\Psi} + \frac{1}{3!} T^b \varepsilon_{bc}(\overline{\Psi} \gamma^a) \right] \varepsilon_4 \\
\theta^{(\text{Dirac})} = \frac{1}{2} (E_a \cdot \varepsilon_a) (\overline{\Psi} \gamma^a \delta \Psi - \delta \overline{\Psi} \gamma^a \Psi) \\
= \frac{1}{2} (\ast \varepsilon_a)(\overline{\Psi} \gamma^a \delta \Psi - \delta \overline{\Psi} \gamma^a \Psi) \] (5.41)

where we have used the frame components of the torsion $T^\gamma_{\mu \nu} = E^b \cdot E^a \cdot T^c$ and the horizontal Hodge dual equation (A.14). On spacetime $M$, the Dirac equation $\overline{\mathcal{E}}$ takes the form

\[
\overline{\mathcal{E}} = \left[ (\hat{D} - m)\Psi - \frac{1}{3!} T^\gamma_{\nu \mu} \gamma^\mu \Psi \right] \varepsilon_4 \\
\]

We again, note that this is not equivalent to the usual Dirac equation since we chose a spin connection with torsion [72]—setting the torsion to vanish however does give us the standard Dirac equation.

For the energy-momentum form we have to compute the variation with the tetrad. For this we rewrite

\[
\varepsilon_a \overline{\Psi} D \Psi = \frac{1}{4!} \varepsilon_{abcd} e^b & e^c & e^d & (\overline{\Psi} \gamma^a E_a \cdot D \Psi) \\
= -\frac{1}{3!} \varepsilon_{abcd} e^b & e^c & e^d & (\overline{\Psi} \gamma^a D \Psi) \\
\]

Then

\[
\delta_\theta (\varepsilon_a \overline{\Psi} D \Psi) = -\frac{1}{2} \varepsilon_{abcd} e^b & e^c & e^d & (\overline{\Psi} \gamma^a D \Psi) \wedge \delta e^a \\
\]

and

\[
-\delta_\theta (\varepsilon_a m \overline{\Psi} \Psi) = \frac{1}{3!} \varepsilon_{abcd} e^b & e^c & e^d & (m \overline{\Psi} \Psi) \wedge \delta e^a \\
\]

Thus, we have $\delta_\theta L_{\text{Dirac}} = -T_a \wedge \delta e^a$ with the energy-momentum

\[
T_a = \varepsilon_{abcd} e^b & e^c & e^d & \left[ \frac{1}{4} (\overline{\Psi} \gamma^d D \Psi - D \overline{\Psi} \gamma^d \Psi) - \frac{1}{3!} e^d m \overline{\Psi} \Psi \right] \\
= (\ast e_a) \left( \frac{1}{2} \overline{\Psi} D \Psi - \frac{1}{2} D \overline{\Psi} \Psi - m \overline{\Psi} \Psi \right) - \frac{1}{2} (\ast e_a) (\overline{\Psi} \gamma^b E_a \cdot D \Psi - E_a \cdot D \overline{\Psi} \gamma^b \Psi) \\
\]
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For the spin current compute the variation due to the connection:

$$\delta \frac{1}{2} (\varepsilon_a \Psi \Gamma^a \Psi) = -\frac{1}{16} \varepsilon_a (\Psi \gamma^a \gamma^b \gamma^c \gamma^d \gamma^e \theta_a \gamma^b \gamma^c \gamma^d \gamma^e \gamma^f \theta_b \gamma^g \gamma^h \gamma^i \theta_c \gamma^j \gamma^k \theta_d) = \frac{1}{16} (E_c \cdot \varepsilon_a) (\Psi \gamma^a \gamma^b \gamma^c \gamma^d \gamma^e \theta_a \gamma^b \gamma^c \gamma^d \gamma^e \gamma^f \theta_b \gamma^g \gamma^h \gamma^i \theta_c \gamma^j \gamma^k \theta_d) \wedge \delta \omega^{ab}$$

(5.42)

where the last equality uses the vanishing of a horizontal 5-form. Thus we have

$$\delta \mathbf{L} = -S_{ab} \wedge \delta \omega^{ab}$$

where the spin current is:

$$S_{ab} := -\frac{1}{16} (E_c \cdot \varepsilon_a) (\Psi \gamma^a \gamma^b \gamma^c \gamma^d \gamma^e \theta_a \gamma^b \gamma^c \gamma^d \gamma^e \gamma^f \theta_b \gamma^g \gamma^h \gamma^i \theta_c \gamma^j \gamma^k \theta_d)$$

(5.43)

To compute the Noether current and Noether charge we need a notion of a ‘Lie derivative’ for spinor fields. As discussed in section 1 the prescriptions for defining a Lie derivative on spinors in the existing literature [29–31] are not satisfactory. Since we view spinors as fields defined on the spin bundle $P_{Spin}$ we can use the natural notion of Lie derivatives with respect to a vector field $X \in \mathfrak{aut}(P)$ on the bundle which we will show (see equation (A.35)) reduces to the definition given by Lichnerowicz [26] in the case $X^m$ projects to a Killing vector field. Using equation (A.4) the Lie derivative on spinor fields on the bundle can be written as

$$\mathfrak{L}_X \Psi := X \cdot d\Psi = X \cdot D\Psi + \frac{1}{8} X \cdot \omega^{ab} [\gamma^a, \gamma^b] \Psi.$$ The Noether current then is

$$J^{(Dirac)}_X = -T_a (X \cdot e^a) - S_{ab} (X \cdot \omega^{ab})$$

(5.44)

The energy-momentum and spin current terms on the right-hand-side contribute to the constraints. Thus the Noether charge contribution of the Dirac fields can be chosen to vanish i.e. $Q_{X}^{(Dirac)} = 0$, as we expect from the general formula in lemma 2.4.

For the first law, stationary axisymmetric Dirac fields i.e. $\mathfrak{L}_X \Psi = 0$ do not explicitly contribute to the black hole entropy since the Dirac field contribution to the Noether charge vanishes identically. Near infinity, the Dirac field $\Psi$ falls off faster than $1/r^{3/2}$, in which case $t \cdot \theta^{(Dirac)}$ falls-off faster than $1/r^3$. Since the Noether charge contribution of the Dirac field vanishes, the Dirac field does not explicitly contribute to boundary integral defining the canonical energy (equation (4.1)). These fall-offs also ensure that the torsion terms in the gravitational canonical energy in equation (5.18) vanish. Similarly, there is no explicit Dirac contribution to the boundary integral for the canonical angular momentum and the torsion terms in the gravitational canonical angular momentum equation (5.19) also vanish. Thus, the first law of black hole mechanics with spinor fields governed by the Einstein–Dirac Lagrangian equation (5.38) retains the form equation (5.20).
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Appendix. Mathematical aside

In this section we collect some useful mathematical formulae and new results needed in the main arguments of the paper.

First we recall the definition of a Cartan subalgebra and the properties of the corresponding Weyl–Chevalley basis for a semisimple Lie algebra $g$, which are needed to define the horizon potentials in section 3.

Definition A.1 (Cartan subalgebra). A Cartan subalgebra $h$ of a complex semisimple Lie algebra $g$ is a maximal abelian Lie subalgebra such that the adjoint action of $h$ on $g$ (given by the Lie bracket) is diagonalisable (see section 2.1 [52]).

Proposition A.1 (Properties of a Cartan subalgebra). We list below the key properties of Cartan subalgebras we will need in the following.

1. Any two Cartan subalgebras of a semisimple complex Lie algebra $g$ are isomorphic under the adjoint action of some element of the corresponding group $G$ (theorem F section 2.10 [52]); the dimension of the Cartan subalgebras is called the rank of $g$.

2. The Killing form $k_{IJ}$ is non-degenerate on any Cartan subalgebra of $g$ (section 2.3 [52]).

3. For any given choice of Cartan subalgebra $h$ (of dimension $l$), there exists a choice of basis for $g$ (of dimension $n$)—the Weyl–Chevalley basis—by $\{ h^I, a^i_I \}$. Here, $h^I$ with $I = 1, 2, ..., l$ are a choice of simple coroots (see section 2 [52]) and form a basis of $h$.

The remaining basis elements $a^i_I$ for $i = 1, 2, ..., n - l$ are orthogonal to $h$ with respect to the Killing form $k_{IJ}$ (see section 2.8 and 2.9 [52] for details).

4. Given a choice of the simple coroots $h^I$ any other choice can be obtained by the action of a finite subgroup of $G$—called the Weyl group of $g$ (section 2.11 [52]). The action of the Weyl group elements on the $h^I$ is generated by certain permutations and sign changes (see section 2.14 [52] for a description of the simple coroots and the Weyl group for simple Lie algebras).

5. Any given element $X^I \in g$ can be mapped into a chosen Cartan subalgebra $h$ by the adjoint action of some element of the group $G$ [73]. For a given $X^I \in g$, all possible choices of the corresponding element in $h$ under the above map, are related by the action of the Weyl group on $h$; since the Weyl group is a finite group there are only finitely many possible choices.\footnote{This last statement can be proved by writing an element of $h$ in a basis given by the simple coroots, and then applying the results of the first theorem in section 10.3 [74].}

The above properties of a Cartan subalgebra strictly hold for a complex semisimple Lie algebra. When, the Lie algebra $g$ of the theory under consideration is a real semisimple Lie algebra, we first take its complexification (which is also semisimple; see section 11.3 [71]) to apply the Cartan subalgebra construction above, and then in the end take the real form corresponding to the original real Lie algebra $g$ (see section 11.10 [71]).

A.1. Principal fibre bundles

Consider a $G$-principal bundle $\pi : P \rightarrow M$. Let $A^I \in \Omega^1 P(g, \text{Ad})$ be a connection on $P$ and let the corresponding covariant exterior derivative $D : \Omega^k P(\nabla; R) \rightarrow \Omega^{k+1}_\text{equiv} P(\nabla; R)$ on equivariant differential forms valued in a vector space $\nabla$ on $P$ (see section II.5. [47] and section
If \( \sigma^A \in \Omega^k_{\text{hor}} P(V; R) \) is a horizontal equivariant form (corresponding to gauge covariant fields on spacetime) then

\[
D \sigma^A = d \sigma^A + (A^I r^I_{\ A_B}) \wedge \sigma^B
\]

where \( r \) is the representation of the Lie algebra \( g \) on \( V \). The covariant derivative \( D \) acting on the connection itself defines the curvature 2-form \( F^I \in \Omega^2_{\text{hor}} P(g, \text{Ad}) \) as

\[
F^I := DA^I = dA^I + \frac{1}{2} c^I_{\ JK} A^J \wedge A^K
\]

where \( c^I_{\ JK} \) are the structure constants of the Lie algebra. The curvature further satisfies the Bianchi identity

\[
DF^I = dF^I + c^I_{\ JK} A^J \wedge F^K = 0
\]

which can be directly checked using equation (A.2).

If \( f : P \to P \) is an automorphism of the principal bundle \( P \) we denote the corresponding diffeomorphism of \( M \) by \( \tilde{f} \) so that \( \pi \circ f = \pi \circ \tilde{f} \). Let the group of automorphisms of \( P \) be \( \text{Aut}(P) \) and the corresponding \( \text{Lie} \) algebra of vector fields \( \mathfrak{aut}(P) \subseteq T \mathcal{P} \). A vertical automorphism is an \( f \in \text{Aut}(P) \) which projects to the identity on the base space \( M \) i.e. \( \tilde{f} = 1_M \). The vector fields in the \( \text{Lie} \) algebra \( \mathfrak{aut}(P) \) act on equivariant differential forms by the usual Lie derivative. Using equations (A.1) and (A.2) we can write the Lie derivative of equivariant forms in terms of the covariant exterior derivative as

\[
\begin{align*}
\mathcal{L}_X \sigma^A &= X \cdot DA^A + D(X \cdot \sigma^A) - (X \cdot A^I) r^I_{\ A_B} \sigma^B \\
\mathcal{L}_X A^I &= X \cdot F^I + \mathcal{L}_X A^I
\end{align*}
\]

for \( \sigma^A \in \Omega^k_{\text{hor}} P(V; R) \) and the connection \( A^I \). Note both \( \mathcal{L}_X \sigma^A \) and \( \mathcal{L}_X A^I \) are horizontal forms (and hence gauge covariant). When \( X^m \in \mathfrak{aut}(P) \) this corresponds to infinitesimal internal gauge transformations.

Given some equivariant differential form \( \sigma^A \) there might exist some bundle automorphisms which keep \( \sigma^A \) invariant.

**Definition A.2 (Automorphism which preserves \( \sigma^A \)).** An automorphism of the bundle \( f \in \text{Aut}(P) \) is an automorphism which preserves some given equivariant differential form \( \sigma^A \in \Omega^k_{\text{hor}} P(V; R) \). Similarly, \( X^m \in \mathfrak{aut}(P) \) is an infinitesimal automorphism which preserves \( \sigma^A \) if \( \mathcal{L}_X \sigma^A = 0 \). For a given \( \sigma^A \), denote the subgroup of the automorphisms preserving \( \sigma^A \) by \( \text{Aut}(P; \sigma^A) \subseteq \text{Aut}(P) \), and the corresponding Lie subalgebra of infinitesimal automorphisms \( \mathfrak{aut}(P; \sigma^A) \subseteq \mathfrak{aut}(P) \).

Since for the first law we are interested in stationary and axisymmetric field configurations, we define a notion of stationarity (axisymmetry) for a charged field \( \sigma^A \) defined on a bundle \( P \) over a base space \( M \) with a stationary (axisymmetric) metric as bundle automorphisms which preserve \( \sigma^A \) and project to the stationary (axisymmetric) isometries of some given metric \( g_{\mu\nu} \) on \( M \).

**Definition A.3 (Stationary and/or axisymmetric field).** For a stationary and/or axisymmetric spacetime \( M \) with a metric \( g_{\mu\nu} \), a charged field \( \sigma^A \) defined on a bundle \( P \to M \) is called stationary if there exists a one-parameter family \( f_j \in \text{Aut}(P; \sigma^A) \) which projects to a one-parameter family \( f_j \) of stationary isometries of \( g_{\mu\nu} \). Similarly, \( \sigma^A \) is axisymmetric if there exists a one-parameter family \( f_\phi \in \text{Aut}(P; \sigma^A) \) which projects to a one-parameter family \( f_\phi \) of axisymmetric isometries of \( g_{\mu\nu} \).
The corresponding stationary (and axial) infinitesimal automorphism vector field \( t^m \) (and \( \phi^m \)) projects to the stationary (and axial) Killing vector \( \mu_t \) (and \( \phi_{\mu} \)) of \( g_{\mu\nu} \), respectively.

A diffeomorphism of the base space does not uniquely determine an automorphism of the bundle. But if we require that the automorphism preserve the connection (for example, if the Yang–Mills connection is stationary) then we can classify this ambiguity as follows.

**Lemma A.1 (Uniqueness of an infinitesimal automorphism that preserves a connection).** For a given connection \( A^I \) on \( P \), any \( X^m \in \text{aut}(P;A^I) \) is uniquely determined by its projection \( (\pi^p)_m^m X^m \in TM \) up to a vertical vector field \( Y^m \in \text{aut}_V(P) \) such that

\[
D(Y \cdot A^I) = 0
\]  

(A.5)

if any such non-trivial \( Y^m \) exists on \( P \).

**Proof.** Any \( X^m \in \text{aut}(P;A^I) \) satisfies (using equation (A.4))

\[
0 = \xi^\lambda A^I = X \cdot F^I + D(X \cdot A^I) \tag{A.6}
\]

If \( X^m \in VP \) i.e. \( (\pi^p)_m^m X^m = 0 \) this means \( X \cdot A^I \) is a covariantly constant \( g \)-valued function (since \( F^I \) is a horizontal form). So if \( X^m \) and \( X'^m \) are such that \( X^\nu = (\pi^p)_m^m X^m = (\pi^p)_m^m X'^m \), then \( Y^m = X^m - X'^m \in VP \) and \( A^I = Y^I \cdot A^I \) satisfies equation (A.5). Since the connection is an isomorphism between \( VP \) and \( \Omega^P(P,g) \), any such choice of \( A^I \) uniquely fixes the ambiguity \( Y^m \).

**Remark A.1.** The ambiguity \( Y^m \) in the above lemma corresponds to a global symmetry of the chosen connection in the following sense. Taking Lie derivative of the connection with respect to \( Y^m \) we have

\[
\xi^\lambda A^I = D(Y \cdot A^I) = 0
\]

i.e. the gauge transformation \( f_c \in \text{Aut}_V(P) \) generated by \( Y^m \) keeps the connection invariant and hence \( A^I \) and \( f_c A^I \) correspond to the same physical field configuration at every point. Connections with such a non-trivial automorphism \( f_c \) are called reducible while connections for which no such non-trivial automorphism exists are called irreducible (see section 4.2.2 [75]).

For a compact structure group, the space of irreducible connections is known to be an open and dense subspace of the space of all connections [76–78].

**Remark A.2 (Infinitesimal automorphism that preserves some charged fields).** Consider the case where we have both a connection \( A^I \) and some charged field \( \sigma^A \) (we consider a scalar field for simplicity) which transforms under a representation \( r \) of the Lie algebra \( g \) on the bundle \( P \). If \( X^m \) is an infinitesimal automorphism that preserves both \( A^I \) and \( \sigma^A \) then, in addition to equation (A.6), we have

\[
0 = \xi^\lambda \sigma^A = X \cdot D\sigma^A - (X \cdot A^I) r_I^A g_{\sigma^B} \tag{A.7}
\]

This imposes a further restriction on the ambiguity \( Y^m \in \text{aut}_V(P) \) in the choice of \( X^m \) given by lemma A.1 i.e. \( Y^m \) has to satisfy the additional condition

\[
0 = (Y \cdot A^I) r_I^A g_{\sigma^B} \tag{A.8}
\]

i.e. the gauge transformation generated by \( Y^m \) keeps both the connection \( A^I \) and the field \( \sigma^A \) invariant at every point. The question of whether any non-trivial \( Y^m \) exists depends on the chosen connection \( A^I \) and field \( \sigma^A \). As we will see in lemma A.2, for the Lorentz connection \( \omega^a_b \) and the coframes \( e^a \), there is no non-trivial ambiguity.
To derive a first law for a coframe formulation of gravity we write the orthonormal coframes and the Lorentz gauge field on a principal bundle over spacetime $M$. Since our treatment is a bit non-standard, we review the relevant constructions in this section.

Consider the *linear frame bundle* $FM$ which is a $GL(d, \mathbb{R})$-principal bundle over $M$; the details can be found in section I.5 [47], section III.B.2 and Vbis.A.5. [13]. The fibre of $FM$ over any point $x \in M$ is the set of all possible choices of linearly-independent frames $E_a^m$ at $x$. When writing Lagrangians that depend explicitly on the frames $E_a^m$ it would be convenient to have an explicit dependence on the point in $FM$. To avoid this, we consider the frames as vector fields (instead of points) on the frame bundle as follows. Locally, at any point $u = (x, E_a^m) \in FM$ and for any $X^a \in \mathbb{R}^d$ define a $\mathbb{R}^d$-valued vector field $E_a^m \in T_xFM(\mathbb{R}^d)$ by

$$ (\pi_x)_m^a(X^aE_a^m) = X^a E_a^m $$  \hspace{1cm} (A.9)

This construction can be extended globally to define frames $E_a^m$ as smooth vector fields on $FM$. Note we consider two frames $E_a^m$ and $E_b^m$ as equivalent (defined as vector fields on $FM$) iff $E_a^m - E_b^m \in VP(\mathbb{R}^d)$ since they project to the same frame $E_a^m$ on $M$. The frames $E_a^m$ are non-degenerate on horizontal forms in the sense

$$ E_a^m \cdot \sigma = 0 \iff \sigma = 0 \quad \forall \sigma \in \Omega^1_\text{hor} P $$  \hspace{1cm} (A.10)

We define the coframes $e^a$ on $FM$ in the standard way as the *canonical form* or *soldering form* (see proposition 2.1 section 3.2 [47]). The coframes are non-degenerate in the sense

$$ X \cdot e^a = 0 \iff X^m \in VP $$  \hspace{1cm} (A.11)

Choosing a preferred Lorentzian metric $\eta_{ab} = \text{diag}(-1, 1, \ldots, 1)$ on $\mathbb{R}^d$ the bundle $FM$ can be reduced to an *orthonormal frame bundle* $FOM$ with structure group $O(d - 1, 1)$ i.e. the *Lorentz group*. Any choice of a reduction of the frame bundle $FM$ to an orthonormal frame bundle $FOM$ gives rise to a metric on $M$ and conversely a choice of metric $g_{\mu\nu}$ on $M$ gives a reduction of the frame bundle to some subbundle of orthonormal frames (see example 5.7 chapter I [47]). The orthonormal frame bundle $FOM$ determined by $g_{\mu\nu}$ then consists precisely of those frames that are orthonormal in the sense

$$ g_{\mu\nu} E_a^m E_b^n = \eta_{ab} $$  \hspace{1cm} (A.12)

Thus, to formulate a theory of gravity in terms of orthonormal coframes, it seems one should work on some choice of orthonormal frame bundle $FOM$, but such a choice will necessarily give us a fixed metric $g_{\mu\nu}$ on spacetime. Since the orthonormal coframes $e^a$ are dynamical fields of the theory, we do not have an *a priori* fixed metric on spacetime. Moreover, consider an automorphism $f$ of the frame bundle $FM$. In general, the corresponding projection $\hat{f} \in \text{Diff}(M)$ need not preserve a given metric $g_{\mu\nu}$ on $M$. Thus, an arbitrary automorphism $f \in \text{Aut}(FM)$ will map the subbundle $FOM$ determined by $g_{\mu\nu}$ to $FOM$ determined by $g'_{\mu\nu} = (f^*)^{-1} g_{\mu\nu}$. Thus, it will be problematic to pick a particular orthonormal frame bundle if one wants to consider the coframes as dynamical fields and the action of diffeomorphisms on the dynamical fields of the theory.

We circumvent this issue as follows. We will consider an abstract principal *Lorentz bundle* $PO$ with structure group $O(d - 1, 1)$ which has globally well-defined coframes $e^a = e^a_m$ and frames $E_a^m$, which are non-degenerate in the sense of equations (A.10) and (A.11), similar to the ones defined on the frame bundle above. Once, we have some specific choice of coframes $e^a$ obtained by solving the equations of motion of the theory, we can identify the abstract bundle $PO$ with the orthonormal frame bundle $FOM$ determined by the solution metric $g_{\mu\nu} = \eta_{ab} e^a_m e^b_n$. 
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We can similarly construct the oriented Lorentz bundle $P_{SO}$ (by choosing a preferred orientation $\epsilon_{a_1 \ldots a_d}$) and the proper Lorentz bundle $P^0_{SO}$ (by choosing a time-orientation) as abstract principal bundles with structure groups $SO(d - 1, 1)$ and $SO^0(d - 1, 1)$. Henceforth, we will always work on the above defined Lorentz bundle instead of the frame bundle. We will use the Lorentz bundle $P_O$ to formulate general theories of gravity in terms of the coframes. For the Lagrangian of General Relativity (section 5.1) we will need to introduce an orientation and hence we work on the oriented Lorentz bundle $P_{SO}$. Similarly to define spinor fields we will need the proper Lorentz bundle $P^0_{SO}$ (section 5.3).

On the oriented Lorentz bundle $P_{SO}$ we have a preferred orientation $\epsilon_{a_1 \ldots a_d}$ given by the completely anti-symmetric symbol with $\epsilon_{a_1 \ldots a_d} = \epsilon_{a_1 \ldots a_d}^\dagger$. Using this orientation we can define the horizontal volume form on $P_{SO}$ as

$$e^a := \frac{1}{d!} \epsilon_{a_1 \ldots a_d} e^{a_1} \wedge \cdots \wedge e^{a_d} \in \Omega^d_{\text{hor}} P_{SO}$$

(A.13)

which is the lift through $\pi$ of the volume form $e^a \equiv \epsilon_{a_1 \ldots a_d}$ on $M$. For a horizontal form $\sigma^A \in \Omega^k_{\text{hor}} P_{SO}(V, R)$ define the horizontal Hodge dual $*_{\pi} : \Omega^k_{\text{hor}} P_{SO}(V, R) \to \Omega^{d-k}_{\text{hor}} P_{SO}(V, R)$ as:

$$*_{\pi} \sigma^A := \frac{1}{(d-k)!} \epsilon^{b_1 \cdots b_k} E_{ab_1} \cdots E_{ab_k} \sigma^A e^{b_1} \wedge \cdots \wedge e^{b_k}$$

(A.14)

or in terms of the frame components as

$$(*_{\pi} \sigma^A)^{b_1 \cdots b_k} = \frac{1}{k!} \epsilon^{a_1 \cdots a_k} b_1 \cdots b_k \sigma^{A}_{a_1 \cdots a_k}$$

(A.15)

Note, that the horizontal Hodge dual maps equivariant horizontal forms to equivariant horizontal forms. It is straightforward to verify that for an invariant form $\sigma$, if $\sigma = \pi^* \sigma$ then $*_{\pi} \sigma = \pi^*(*)_{\pi} \sigma$ where $*_{\pi}$ is the Hodge dual acting on differential forms on $M$.

The $O(d - 1,1)$-connection on the Lorentz bundle $P_O$ is $\omega^a_b \in \Omega^1 P_O^0(\mathfrak{g})$ with $\omega^a_b = -\omega^b_a$. The curvature and torsion of $\omega^a_b$ are defined by

$$R^a_{\ b} := D \omega^a_b = d \omega^a_b + \omega^a_c \wedge \omega^c_b$$

(A.16a)

$$T^a := De^a = d e^a + \omega^a_b \wedge e^b$$

(A.16b)

and satisfy

$$DT^a = R^a_{\ b} \wedge e^b$$

(A.17)

**Remark A.3 (Levi–Civita connection).** In the torsionless case $T^a = 0$, there is a unique Lorentz connection, the Levi–Civita connection $\tilde{\omega}^a_b$ which can be expressed as

$$\tilde{\omega}^a_b = -E^a \cdot d e^b + \frac{1}{2} (E^a \cdot E^b \cdot d e^c) e^c$$

(A.18)

Any Lorentz connection with torsion can be written in terms of the Levi–Civita connection as

$$\omega^a_b = \tilde{\omega}^a_b + C^a_c b^c$$

where contorsion $C_{cab} = C_{c[ab]}$ is defined by

$$C_{cab} := \frac{1}{2} (T_{cab} - T_{abc} - T_{bca})$$

(A.20)
with $T_{cab} = E_b \cdot E_a \cdot T_c$ being the frame components of the torsion form equation (A.16b). One can work with coframes and the contorsion (or the torsion) as independent dynamical fields instead of the coframes and the connection $\omega^a{}_b$. However, the computations are much simpler in the latter case. Thus, in the main body of the paper we will always consider the Lorentz connection $\omega^a{}_b$ as independent of the coframes $e^a$ i.e. we work in the first-order formalism, but we provide equations (A.18)–(A.20) for readers interested in the second-order formalism for gravity.

Next we consider the possible automorphisms of the Lorentz bundle $P_O$ that preserve the orthonormal coframes. From lemma A.1 we know that an infinitesimal automorphism preserving the connection is determined only up to a covariantly constant function but we can show that if $X^m$ is an infinitesimal automorphism that preserves the coframes, it is completely determined by a Killing vector field on $M$ as follows (see [18] for a spacetime version of this result).

**Lemma A.2 (Uniqueness of the infinitesimal automorphism which preserves orthonormal coframes).** Given an automorphism which preserves some chosen orthonormal coframes $X^m \in \text{aut}(P_O; e^a)$ so that $\mathcal{L}_X e^a = 0$, the projection $X^\mu = (\pi_\mu)^m X^m$ is a Killing vector field for the metric $\eta_{ab} = \eta_{\mu\nu} e^a e^b$ on $M$ determined by the chosen coframes.

Further, given any connection $\omega^a{}_b$ on $P_O$, $X^m$ is uniquely determined by $X^\mu$ as follows. Denote the Killing form corresponding to the Killing vector field $X^\mu$ as $\xi = \eta_{\mu
u} X^\nu$ and its lift to $P_O$ as $\xi^m := \pi^a \xi = (X \cdot e^a) e_a$ then the vertical part of $X^m$ with respect to the chosen connection $\omega^a{}_b$ is given by

$$X \cdot \omega^a{}_b = \frac{1}{2} E_a \cdot E_b \cdot d\xi + (X \cdot e^c) C_{cab} \tag{A.21}$$

where the contorsion $C_{cab}$ is defined by equation (A.20).

**Proof.** For some chosen coframes $e^a$ let, $X^m \in \text{aut}(P_O; e^a)$ be an infinitesimal automorphism preserving $e^a$ i.e. $\mathcal{L}_X e^a = 0$. It immediately follows that the projection $X^\mu = (\pi_\mu)^m X^m$ satisfies

$$\mathcal{L}_X (\eta_{ab} e^a e^b) = \mathcal{L}_X (g_{ab}) = 0 \tag{A.22}$$

Thus, $X^m$ projects to a Killing vector for $g_{ab}$.

Using equations (A.4) and (A.16b) we have

$$0 = \mathcal{L}_X e^a = X \cdot T^a + D(X \cdot e^a) - (X \cdot \omega^a{}_b) e^b \tag{A.23}$$

and taking the interior product of equation (A.23) with $E^c$ we immediately get

$$X \cdot \omega^a{}_b = E^b \cdot D(X \cdot e^a) + E^b \cdot T^a \tag{A.24}$$

For the Killing form $\xi = (X \cdot e^a) e_a$ we have

$$d\xi = D\xi = D(X \cdot e^a) \wedge e_a + (X \cdot e^a) T_a$$

$$\implies E^a \cdot E^b \cdot d\xi = 2E^b \cdot D(X \cdot e^a) + (X \cdot e^a) E^a \cdot E^b \cdot T_a \tag{A.25}$$

Substituting this into equation (A.24) we can write
Using the frame components of the torsion 2-form and equation \( (A.20) \), we get equation \( (A.21) \). The right-hand-side depends only on \( X^a \) (and its first derivative) and the torsion of the chosen connection. So we see that any \( X^m \in \text{null}(P_X; e^a) \) is uniquely determined by its projection. \( \square \)

Using lemma A.2 we show that for an automorphism preserving some orthonormal coframes, the Lie derivative on the bundle coincides with the Lorentz–Lie derivative of [15, 25]. We consider a scalar field \( \sigma^a \) that transforms under the local Lorentz transformations for simplicity. The Lie derivative on the bundle with respect to \( X^m \in \text{null}(P_X; e^a) \) is then (using equations \( (A.4) \) and \( (A.21) \))

\[
\ell_X \sigma^a = X^i D_i \sigma^a - \left( \frac{1}{2} E_{ab} \cdot d\xi + (X \cdot e^c) C_{cab} \right) \sigma^b
\]

(Picking a local section and denoting the projection \( X \equiv X^a = (\pi_a)^m X^m \) we get (in the torsionless case)

\[
\ell_X \sigma^a = X^i D_i \sigma^a + (E_{ab} \cdot \nabla^b X^a) \sigma_b
\]

The first line is (up to differences in sign and factor conventions) the Lie derivative on Lorentz tensors defined in [25]. In the second line, \( \ell_X \) is the Lie derivative computed by ignoring the internal index \( a \) and the second term coincides with \( \lambda^a \) (equation (1.2)) used by [15].

Next we collect our notational conventions for spinor fields (see [79–81], problem 4 of section Vbis [13], and chapter 1 [28] for details of the construction of spinor fields). We note that these references use the ‘mostly minus’ signature for the Lorentzian metric but to conform to the earlier sections we stick to the ‘mostly plus’ signature making appropriate changes in signs according to remark 3.8 [79]. We will stick to the case of a 3 + 1-dimensional spacetime (for general dimensions and signature see [28]).

Consider the Clifford algebra generated by an identity element \( \mathbb{I} \) and the Dirac matrices \( \gamma^a \) which satisfy (see [79]):

\[
\{ \gamma^a, \gamma^b \} := \gamma^a \gamma^b + \gamma^b \gamma^a = -2\eta^{ab} \mathbb{I}
\]

The group \( \text{Spin}^0(3, 1) \) is embedded in the Clifford algebra according to definition 2.4 of [79]. The Dirac matrices also implement the double cover homomorphism \( \text{Spin}^0(3, 1) \to SO^+(3, 1) \) as detailed in proposition 2.6 of [79]. The complex representation of the Clifford algebra as a matrix group on \( \mathbb{C}^4 \) (see theorem 2.2 of [79]), induces a representation of \( \text{Spin}^0(3, 1) \) on \( \mathbb{D}^* \cong \mathbb{C}^4 \) which is the vector space of Dirac spinors. Similarly, we denote the dual vector space of Dirac cospinors by \( \mathbb{D}^* \cong \mathbb{C}^4 \). To avoid a proliferation of indices, we will use the standard ‘matrix-type notation’ for spinors.

We denote the Dirac adjoint map or Dirac conjugation by \( \gamma \), so that in our conventions for \( u \in \mathbb{D}^* \) and \( v \in \mathbb{R} \)

\[
(\bar{\gamma} u) = \gamma \bar{u}; \quad (\overline{\gamma^a}) = -\gamma^a; \quad (\overline{\gamma v}) = \gamma v \in \mathbb{R}
\]

To consider spinor fields on spacetime we need the notion of a spin structure on \( M \) that is a \( \text{Spin}^0(3, 1) \)-principal fibre bundle \( F_{\text{spin}}M \) of spin frames together with a 2-to-1 bundle homomorphism to the proper orthonormal frame bundle \( F^0_{\text{SO}}M \) which is equivariant with respect to
the double cover map on the respective structure groups. To formulate Dirac fields on a spacetime \( M \) with a fixed metric \( \gamma_{\mu\nu} \) and orientation, we can choose some spin structure \( F_{\text{Spin}} M \) corresponding to the proper frame bundle \( F^0_{\text{SO}} M \) determined by the given metric and orientation on \( M \). However, as discussed before for the Lorentz bundle, this is problematic when considering theories where the metric (or the coframes) themselves are dynamical fields. As before we circumvent this, by considering a choice of spin bundle \( P_{\text{Spin}} \) corresponding to a proper Lorentz bundle \( P^0_{\text{SO}} \) in a manner similar to the spin structure \( F_{\text{SO}} \) corresponding to \( F_{\text{SO}} \). Once we have solved the equations of motion to get a metric, we can identify \( P_{\text{Spin}} \) with a spin structure \( F_{\text{Spin}} M \) given by that metric.

On the spin bundle \( P_{\text{Spin}} \), we can lift the Lorentz connection \( \omega_{ab} \) on \( P^0_{\text{SO}} \) to a connection on \( P_{\text{Spin}} \) as \[
\omega_{ab}^\gamma = -\frac{1}{8} \omega_{ab} [\gamma^a, \gamma^b]
\]
and the Dirac operator \( D \) on Dirac spinor fields and cospinor fields is given by

\[
D\Psi = \partial\Psi - \frac{1}{8} \left( \omega_{ab} [\gamma^a, \gamma^b] \right) \Psi \ ; \ D\Phi = \partial\Phi + \frac{1}{8} \left( \omega_{ab} [\gamma^a, \gamma^b] \right)
\]

(A.31)

and the Dirac operator \( D \) on Dirac spinor fields and cospinor fields is given by

\[
D\Psi := \gamma^a E_a \cdot D\Psi ; \ D\Phi := (E_a \cdot D\Phi) \gamma^a
\]

(A.32)

Note that in our conventions \( D\Psi = -D\Psi \).

Any infinitesimal automorphism \( X^m \in \text{aut}(P_{\text{Spin}}) \) then acts on the Dirac spinor field through the Lie derivative

\[
\mathcal{L}_X \Psi := X \cdot D\Psi = X \cdot \partial\Psi + \frac{1}{8} \{X \cdot \omega_{ab} \} [\gamma^a, \gamma^b] \Psi
\]

(A.33)

Consider now an \( X^m \) preserving some orthonormal frames. By lemma A.2, such an \( X^m \) always projects to a Killing field \( X^\mu \) of the metric on \( M \) determined by the chosen coframes, and is uniquely determined using equation (A.21). For such vector fields the Lie derivative (A.33) on the bundle of the Dirac spinor field reads (in the torsionless case)

\[
\mathcal{L}_X \Psi = X \cdot D\Psi + \frac{1}{8} \left( \frac{1}{2} E_a \cdot E_b \cdot d\xi \right) [\gamma^a, \gamma^b] \Psi
\]

(A.34)

Viewed on spacetime with \( X \equiv X^\mu \) being a Killing field of the given metric, this becomes

\[
\mathcal{L}_X \Psi = X^\mu D_\mu \Psi - \frac{1}{8} (\nabla_\mu X_\nu) [\gamma^\mu, \gamma^\nu] \Psi
\]

(A.35)

which is equation (1.3), the Lie derivative of spinors with respect to the Killing field \( X^\mu \) as defined by Lichnerowicz [26] (see also [25, 27]).

A.2. Local and covariant functionals on a principal bundle

In constructing physical theories on the bundle we will require that the Lagrangian be a locally and covariantly constructed functional of the dynamical fields on the bundle which we define as follows.
Definition A.4 (Local and covariant functional). A functional $\mathcal{F}[\Phi]$ on a $G$-principal bundle $P$ depending on a set of fields $\Phi$ and finitely many of its derivatives (with respect to an arbitrary derivative operator which is taken to be part of $\Phi$) is a local and covariant functional if for any $f \in \text{Aut}(P)$ we have

$$(f^\ast \mathcal{F})[\Phi] = \mathcal{F}[f^\ast \Phi]$$

(A.36)

where it is implicit that on the right-hand-side $f$ also acts on the derivatives of $\Phi$. If $X^m$ is the vector field generating the automorphism $f$ then the above equation implies that

$$\mathcal{L}_X \mathcal{F}[\Phi] = \mathcal{F}[\mathcal{L}_X \Phi]$$

(A.37)

Each of $\mathcal{F}$ and $\Phi$ can have arbitrary tensorial structure on $P$ and be valued in some representation of the structure group.

For many of the crucial results in the main body we will need to ensure that a closed differential form on $P$ is in fact, (globally) exact. For instance, such a result is used in the classification of the ambiguities in the symplectic potential (equation (2.27)), and is needed to ensure that a horizontal (i.e. gauge-invariant) Noether charge exists for any Noether current (lemma 2.3). Under certain assumptions on a differential form $\sigma$ and its dependence on certain fields $\Phi$, which we detail next, we show that if $\sigma$ is closed then it is exact. We shall show this in direct analogy to lemma 1 [82] (this result can also be derived using jet bundle methods and the variational bicomplex; see theorem 3.1 [83]) and the assumptions on $\sigma$ given below are geared towards generalising the algorithm of lemma 1 [82] to work with differential forms on the bundle $P$.

Assumptions A.1 (Assumptions for lemma A.3). Let $\Phi = \{\phi, \psi\}$ be a collection of two types of fields—$\phi$ are the ‘dynamical fields’ and $\psi$ are the ‘background fields’ (distinguished by the assumptions listed below), and let $\sigma[\Phi] \in \Omega^p P$ with $p < d$ (where $d$ is the dimension of the base space $M$) be a $p$-form on a principal bundle $P$ so that

1. $\sigma$ is a horizontal form on $P$ which is invariant under the action of the structure group $G$ on $P$ i.e. $\sigma[\Phi] \in \Omega^p_{\text{hor}} P$.
2. $\sigma[\Phi]$ is a local and covariant functional of the fields $\Phi = \{\phi, \psi\}$ as in definition A.4.
3. The ‘dynamical fields’ $\phi$ are sections of a vector bundle over $P$ which is equivariant under the group action $G$ on $P$, and the action of any automorphism $f \in \text{Aut}(P)$ on $\phi$ is linear (i.e. preserves the vector bundle structure).
4. $\sigma[\Phi]$ depends linearly on up to $k$-derivatives of the ‘dynamical fields’ $\phi$.

With the above assumptions on $\sigma$ we can prove the following (generalising lemma 1 [82])

Lemma A.3 (Generalised lemma 1 [82]). Let $\sigma[\Phi] \in \Omega^p_{\text{hor}} P$ and $\Phi = \{\phi, \psi\}$ be as assumed in assumption A.1. If $d\sigma[\Phi] = 0$ for all ‘dynamical fields’ $\phi$ and any given ‘background fields’ $\psi$, then there exists (globally) a differential form $\eta[\Phi] \in \Omega^{p+1}_{\text{hor}} P$ which, similarly satisfies assumption A.1 but depends linearly on at most $(k - 1)$-derivatives of $\phi$ such that $\sigma = d\eta$.

Further, if $k = 0$ i.e. $\sigma$ does not depend on derivatives of the ‘dynamical fields’ $\phi$, then $\sigma = 0$. 
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Proof. To begin, we note that connections on a principal bundle $P$ are not sections of a vector bundle, (see remark 1, chapter IV [46]). Thus, any choice of connection on $P$ would be part of the ‘background fields’ $\psi$. We assume that a choice of such a connection has been made and denote the corresponding (horizontal) covariant derivative operator on $P$ by $D_m$ and the covariant exterior derivative by $D$.

By assumption (3), the derivative operator $D_m$ can be used to take horizontal derivatives of $\phi$; the derivatives of $\phi$ along the vertical directions are fixed by the equivariance requirement. Furthermore, any antisymmetric derivatives of $\phi$ can be written in terms of lower order derivatives and the curvature (and possibly torsion on a Lorentz bundle) of the chosen connection; thus, we only need to consider totally symmetrised derivatives of $\phi$. Thus, using assumptions (2) and (4) we can write the $p$-form $\sigma$ as

$$\sigma \equiv \sigma_{m_1 \ldots m_p} = \sum_{i=0}^{k} S^{(i)}_{m_1 \ldots m_p} D_{(m_1} \ldots D_{m_i)} \phi^A$$

(A.38)

where, each of the tensors $S^{(i)}$ are local and covariant functionals of the ‘background fields’ $\psi$ and we have used an abstract index notation on the ‘dynamical fields’ $\phi \equiv \phi^A$. equation (A.38) is the direct analogue of equation (2) [82] on the principal bundle $P$. Note here that, since all of the $m$-indices are horizontal and the $n,A$-indices are contracted away, $\sigma$ tranforms as a horizontal form under the action of any automorphism $f \in \text{Aut}(P)$ as required in assumption (1).

Again using assumption (1) we have

$$d\sigma = D\sigma \equiv (p+1) \sum_{i=0}^{k} D_{[m_1} S^{(i)}_{m_2 \ldots m_p]} D_{m_1} \ldots D_{m_i]} \phi^A$$

(A.39)

Since, $d\sigma = 0$ for all ‘dynamical fields’ $\phi$ and the horizontal symmetrised derivatives of $\phi$ can be specified independently at any point of $P$, we can directly apply the arguments of lemma 1 [82] to equation (A.39). Note, that in each step of the algorithm of lemma 1 [82], the $m$-indices are always horizontal and the $n,A$-indices are contracted away. Thus the algorithm of [82] gives us a horizontal $(p-1)$-form $\eta$ on $P$ so that $\sigma = d\eta$ where $\eta$ has an expansion similar to equation (A.38) except that it depends linearly on at most, $(k-1)$-derivatives of $\phi$. Thus, the form $\eta$ manifestly satisfies assumption A.1 and the claim of this lemma.

The algorithm of [82] further shows that when $k = 0$ we have $\sigma = 0$. □

We point out that all of assumption A.1 are crucial to prove lemma A.3. Assumption (1) was used in the first equality in equation (A.39) to convert the exterior derivative $d$ to the covariant exterior derivative $D$ (which does not hold if $\sigma$ is, either not invariant under the $G$-action, or not horizontal) to get an expansion in terms of derivatives of $\phi$ which is the first step in using the algorithm of [82]. As already noted, assumptions (2) and (4) are needed to write down the expansion equation (A.38). Finally, assumption (3) is already used to formulate assumption (4), since a vector bundle structure is necessary for the notion of $\sigma$ depending linearly on $\phi$ and its derivatives as in equation (A.38). Similarly, the assumptions of equivariance of $\phi$ and linear action of $f \in \text{Aut}(P)$ on $\phi$ in assumption (3), are necessary to ensure that the expansion equation (A.38)—and the corresponding expansion for $\eta$ obtained by applying the algorithm of [82]—give us horizontal forms on $P$. Assumption (3) also ensures that we can use any connection, as part of the background fields $\psi$, to define the horizontal covariant derivatives of $\phi$.  

19 Note, that even though [82] assumes in the beginning that the ‘background fields’ $\psi$ also are sections of a vector bundle, it is not required for the proof of lemma 1 [82] as discussed towards the end of section II [82].
This is crucial since only the horizontal derivatives of $\phi$ can be freely specified at any point of $P$ and one needs a connection to define horizontal derivatives.

In our applications of lemma A.3 in the main body of the paper, the ‘dynamical fields’ $\phi$ will either be the perturbations $\delta \phi^\alpha$ of the dynamical fields $\psi^\alpha$ (equation (2.7)) of the theory which are equivariant horizontal forms valued in some vector space carrying a representation of $G$, or infinitesimal automorphisms $X^m \in \text{aut}(P)$ of the principal bundle $P$. In both cases the ‘dynamical fields’ $\phi$ can be considered as sections of vector bundles over $P$ in accordance with assumption (3).
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