Simulating Trends in Artificial Influence Networks

Abstract

We present a study of the spreading of trends in artificial social influence networks using agent based models. We concentrate on basic properties of the agents which describe their individual attitudes towards a trend, as well as the influence which they exert in their social neighbourhood. Using a simple random network, we investigate the impact of network dynamicity, situations of opposing trends, and the disappearance of trends. A 'community' network is used to study the impact of group cohesiveness and connectors for the spreading of trends in social communities.
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Introduction

1.1 Observing and imitating others help us to ensure that our social interactions run smoothly in situations where no identifiable legal or moral rules are at hand. When we decide how to behave as social beings in such a situation, different aspects play a role, namely what we would prefer to do if the decision depended only on ourselves, what other people are doing, and how strong our desire for identification with these other people is. Someone who acts according to alleged expectations in such circumstances is influenced by the behaviour of other people. If this influence is strong enough it might lead to situations where we subordinate our possibly deviating personal preferences. These situations guide a large domain of our social life, and studying them is therefore a relevant way to a more profound understanding of human behaviour.

1.2 Some of these interdependent social interactions may lead to the development of certain rules or norms which are not legal or moral in nature, but rather behavioural. A large class of these rules is known as social norms. In this work, however, we want to focus on a type of behavioural rule which is not unambiguously counted among social norms but rather among so-called descriptive norms (Section Trends as Descriptive Norms). The norms we are interested in are connective behavioural patterns which vary on short timescales, i.e. on timescales that are short as compared to one's lifetime. To get an idea of how such a short-lived, variable behavioural pattern might manifest itself, one might for example think of a fashion trend. We will use the term 'trend' to refer to these patterns for the remainder of this paper.

1.3 Although trends individually are not able to explain our societal life, their superabundance in all areas of our every-day life is striking. So, while the single trend is irrelevant for our understanding of human behaviour from a philosophical point of view, trends as a whole have an enthralling impact on society. They are characterised by their emergence and their sinking into (temporal) obscurity, they are like manners of behaviour which wave through a population or social group. Trends are very interesting phenomena as they are simultaneously characterised on the one hand by uniformity of behaviour and by change of behaviour on the other hand. Every trend implies a societal transition, a shift from some currently established behaviour to some alternative behaviour in the absence of any compelling reasons for this to happen. Even so, a trend does not have to come up with something completely new. Fashion trends, for instance, are very cyclical in their nature. Although trends are passing and highly momentary phenomena, one should not be fooled into believing that they are not important. When a trend is current it usually has great influence on those who come in touch with it. It then seems important to each of us to position ourselves with
The literature on the explicit modelling of descriptive norms is limited. A recent example is Muldoon et al. (2014), where they study the structure and emergence of a standing ovation. In their model, however, the authors use a lattice environment which allows only for a restricted neighbourhood of an agent and thus confines the straightforward transferability of the model to real-life situations (see also Section The Basic Model). Network effects on the spreading of two social norms, of which one of them might be associated with what we call trends (their ‘opinion’), are studied by Nakamura and Levin (2004) and found to be important. But also these authors consider only fixed social networks. Dynamically changing network topologies in a general context of norm emergence have been studied, for instance, by Savarimuthu et al. (2009) (see also the references cited therein). In their model, however, agents are only allowed to increase the number of their links. Rewiring of links is taken into account e.g. by Villatoro et al. (2011), although in the context of convention emergence.

In this work, we present a study of the spreading of descriptive norms in (fixed and dynamically changing) artificial social networks using agent based models. The aim of this work is to formulate simple models for the evolution of trends, and to test if processes described by empirical studies of highly complex real-life situations can be captured by them. We concentrate on basic, simplified properties of the agents which describe their individual attitude towards a trend, as well as the influence which they exert in their social neighbourhood. Our systems evolve in time using a discretised decision rule for the agents. Apart from the spreading of a trend itself, we also study situations of opposing trends, and of the abatement of trends. We note that we are not aware of any previous work which has studied the disappearance of trends systematically. Through the analysis of our model results, we are able not only to draw conclusions regarding the conditions for a trend to spread or vanish, but also to classify certain equilibrium situations for a trend to exist for a certain period in a social network. Besides, we focus on dynamical aspects of networks as well as on the role of network structure. Although our models are simplistic and do not represent real-world social networks and conditions, we can nevertheless infer general results from them which help us to understand the dynamics of trends in social networks.

This paper is organised as follows: In Section Trends as Descriptive Norms we introduce the relevant theoretical background for our characterization of trends as descriptive norms. We give a short overview of our models at the beginning of Section Modelling Trends. In Sections The Basic Model, The Equilibrium Model, and The Stability Model we present results based on simple, dynamically changing random networks which are designed for the study of certain situations and effects that might be associated with the spreading and the disappearance of trends. A model inspired by theoretical and empirical findings related to network structure is presented in Section The Community Model. Our main findings are discussed in Section Discussion and Outlook, where we also give an outlook on possible future work.

## Trends as Descriptive Norms

### 2.1 Trends as introduced in Section Introduction and as they should be understood in the context of this work can be characterised as descriptive norms. The term ‘descriptive norm’ was first introduced for ‘norms that characterize the perception of what most people do’ (Cialdini et al. 1990). Due to societal and cultural diversity, however, descriptive norms are not ‘right’ or ‘wrong’, and they are not ‘better’ than some alternative norms. In our understanding, someone decides to follow a descriptive norm – whilst taking into account his personal preferences – because he believes[4] that a relevant subset of the social group in consideration conforms to the respective behavioural pattern. We want to stress that, although there is no explicit exertion of peer pressure present in our models, we yet would classify the sort of influence that is wielded onto the individual members of the group as a slight form of group pressure, as soon as it results in someone changing his behaviour regardless of his own deviant attitude.[5] People conform to descriptive norms for many reasons, e.g. because of the desire to be part of a certain group of people, or just to adapt oneself to a social situation. People will look for descriptive norms when entering hitherto unfamiliar social situations, or if they have reason to believe that the appropriate behavioural rule is different from what they assumed so far. By following descriptive norms, we are driven to act according to the information we infer from other people’s behaviour. Therefore, the apparent social approval of a practice can be sufficient for us to engage in it. Descriptive norms can be highly specific to the social environment, even if it is only represented by a small group of people. One or few individuals can be sufficient to trigger the spreading of a descriptive norm[6] as it will be the case in the situations we are going to investigate in this work.

### 2.2 When adopting a descriptive norm, one acts as a consequence of social influence, which can be differentiated in normative and informational influence (Deutsch & Gerard 1955). Normative influence usually comes into play if someone is afraid of embarrassing himself or wishes to ‘be like the others’ and therefore to be accepted within a social context. Changes in someone’s behaviour due to normative influence are regarded as to be strongly correlated with the actual situation of influence. That means that the changes are merely temporary and might be reverted after leaving the situation of wielded influence. We will see this effect in some of our models which we investigate later on, when someone with a rather deprecating private attitude regarding a certain trend is influenced by a trendsetter to follow the trend, and then again stops following the trend after the social tie to the trendsetter is removed (cf. the ‘basic model’, the ‘equilibrium model’ without conversion, and the ‘stability model’). Informational influence, on the other hand, is likely to have more serious impact on the individual. It normally occurs when people are insecure about how to behave correctly in a certain situation and therefore observe other group members for guidance. A person reacting to informational influence accredits his group members a higher degree of information about the respective
situation, assuming that they know better what to do or how to behave. Although informational influence is primarily related to situations of decision-making or to social circumstances which are genuinely new to the affected person, we will study a model with similar consequences for the individual regarding the permanent and irreversible change in the subject’s beliefs (cf. the ‘equilibrium model with conversion’).

2.3 In our understanding, the emergence and the spreading of a trend takes place as follows: In a social group one or a few people begin to do something new (with regard to their social environment) or in a different way, e.g. they start to wear flared pants. These are the people to set the trend. To be considered a trend, the new behaviour necessarily has to be adopted by a sufficient number of other members of the social group. In the most general sense, the conditions for the spreading of the new behaviour are a combination of positionality and influenceability of the individuals in the group. However, from an observer’s point of view a trend occurs (i) if the behaviour is new (for the social group considered) and (ii) if a sufficiently large fraction of the social group begins to adjust to the behaviour after its emergence. One could add a third point which is related to the novelty value of the trend namely the fact that a trend is short-lived. This is often due to the behaviour of the original trendsetters which after some time lose interest in the subject and come up with something new which then possibly replaces the old trend. These three points outline the defining feature of a trend as it is understood in this work: it’s dynamicity. Concisely, a trend is a short-lived descriptive norm which spans from its emergence over its diffusion to its disappearance. It is often triggered by individuals which have a tendency to do something new and it spreads through a social group governed by individual attitudes in a network of social influence.\[8\]

Modelling Trends

3.1 In what follows, we give a short outline of the four models studied in this paper, and of the purpose of these models. The first three models are based on simple random networks, whilst the fourth model is based on a group structure.\[5\]

3.2 The basic model consists of a trendsetter and a certain number of initially unconcerned agents. Individual agents decide if to follow the trend or not depending on their personal attitude towards the trend and on the behaviour of their neighbours. Unconcerned agents as well as trendsetters are asked to rewire themselves during the simulation, i.e. to drop existing links and to establish new ones. Agents may reconsider their decision to follow the trend depending on changes in the physical structure of the network. Using this model, we want to investigate the underlying dynamics of our networks.

3.3 In the equilibrium model we introduce an agent who sets an anti-trend and has influence within the social group comparable to that of the original trendsetter. Using this model, we want to investigate possible equilibria of two opposing norms within a social group. In this model agents may also be ‘converted’, meaning that they do not only act in accordance with a trend but actually start to modify their personal attitudes towards the trend. This might convert a trend to a convention.

3.4 In the stability model the trendsetter loses his interest in supporting the trend if too many group members start to follow it. Using this model, we want to investigate the stability of an existing trend after losing its initial support. The model is relevant for the understanding of the nature of trends, because it realistically models how trends come and go.

3.5 Finally, we use the community model as a simplified, but more realistic, representation of an actual social group. We study the role of close-knit agent communities with similar attitudes towards the subject of interest, the impact of bridge ties between these communities, and the role of the associated agents, the connectors. This model is motivated by empirical and theoretical findings regarding social influence networks.

3.6 The individual models are built upon common assumptions about the two parameters we think primarily relevant for the emergence and spreading of trends, namely the internal propensity of an agent to follow the trend, and a measure for the social influence of individual agents within the social group. This approach follows basic ideas outlined in Muldoon et al. (2014). However, we significantly differ from this study in the choice of the influential social environment of the agents which we model as a network structure. This ansatz allows us to detach the agents from any influences unrelated to the trend in question, and it represents an environment which is more suitable to compare to many real-life situations which are not restricted to a fixed geometry. Also, in contrast to Muldoon et al. (2014), we do not fix the internal propensity of the agents to a single value: The internal propensity of an agent can attain values between zero and two, \( f \in [0; 2] \), where a value of zero means that the agent does by no means want to follow the trend, and a value of two means that the agent definitely wants to follow the trend. Therefore, this parameter represents the individual attitude of an agent regarding the trend. We choose \( f = 2 \) as initial value for the trendsetter. If not stated otherwise, the distribution of the internal propensity of the unconcerned agents is described by a truncated normal distribution with a mean of \( f = 1 \) and a standard deviation of 0.35, i.e. \( f \sim (1, 0.35) \) with \( f \in [0; 2] \),\[10\] thus making sure that most agents are not particularly inclined to follow the trend at the beginning of the simulation, nor to not do so. We choose a normal distribution assuming that the internal propensities of the agents are initially independent from one another. The influence parameter is determined by the social environment of the agent as it is measured by the degree of the agent, i.e. by his number of links. Although the influence values are set initially, they may change as agents are allowed to rewire themselves during the simulation. There is a third parameter \( T \in [0; 1] \) which observes if the agent follows the trend \( T = 1 \) or not \( T = 0 \). At the beginning of the simulation only the trendsetter follows the trend whereas all unconcerned agents do not do so.

3.7 In general, the decision of agents to follow the trend or not is dependent on their own internal propensity and on what all of their neighbours are doing. This latter point basically implies a certain social threshold for an agent to join the trend, which is also
unique for every agent due to his internal propensity and the number of his neighbours. We choose this model of social influence to simulate the spreading of trends as it corresponds to a conformity behaviour.\[11\]

3.8 The time evolution of our systems is discretised and starts with the setup of the simulation at time step \(t = 0\). Now, at every time step each unconcerned agent \((T = 0)\) decides if to follow the trend or not. To do so, an agent compares the social influence of his neighbours who follow the trend, weighted by his own internal propensity, and the influence of his neighbours who do not follow the trend. Let \(T\) be the set of all agents in the setup. The decision process of agent \(i \in T\) at time step \(t = n\) is then described by a step function for the parameter \(T\),

\[
T^a(n) = \begin{cases} 
1 & \text{if} \sum_{j \in T} N_{ij}^{(n)} (n - 1) > \sum_{j \notin T} N_{ij}^{(n)} (n - 1), \\
0 & \text{otherwise},
\end{cases}
\]

where \(N_{ij}^{(n)}\) is the number of neighbours of agent \(i\) at time step \(t = n\) who follow the trend at time step \(t = n - 1\), and \(N_{ij}^{(n)}\) is the number of neighbours of agent \(j\) at time step \(t = n\) who do not follow the trend at time step \(t = n - 1\). Therefore, \(i_k\) sums up the influence of all neighbours of agent \(j\) who follow the trend \((T = 1)\) at time step \(t = n - 1\), and \(i_j\) sums up the influence of all neighbours of agent \(j\) who do not follow the trend \((T = 0)\) at the time step \(t = n - 1\).

3.9 If this were the only ingredients in the model, i.e. if agents were not allowed to rewire themselves, then a model described by Equation (1) would be purely deterministic, and a simulation time step would always be reached when no more changes in the social network could be observed. In such a static model, the eventual fraction of followers drops rapidly with increasing network size, because the influence of the trendsetter can reach only a limited number of agents.

The Basic Model

3.10 A common characteristic of many kinds of social groups is that they are not static. Because socializing is the natural phenomenon which leads to the creation of social groups as well as to their existence, its impact should not be ignored in the modelling of social groups and interactions as well. One side effect of socializing is the modification of a social network with time. This means that new relationships can come into existence and already existing ones can die out.\[12\] To take such events into account in our model, we modify the network structure over time by asking agents to rewire their links. The trendsetter is asked once per time step to drop one of his links and to create a new trend link with a random agent. Similarly, one agent per time step is asked to drop one of his links and to create a new agent link with a random agent.\[13\]

3.11 As the network is dynamic and thus the respective neighbourhoods of the agents change over time, the agents are not only asked if they want to follow the trend, but also if they want to reconsider their decision to follow the trend if they already do so \((T = 1)\). This is implemented according to the decision rule as

\[
T^a_{m}(n) = \begin{cases} 
1 & \text{if} \sum_{j \in T} N_{ij}^{(n)} (n - 1) < \sum_{j \notin T} N_{ij}^{(n)} (n - 1), \\
0 & \text{otherwise},
\end{cases}
\]

with \(m \in \{T = 1\}\). Using this rule together with Equation (1) in principle allows the agents to change their decision if to follow the trend or not several times during the simulation. Agents who stop following the trend are referred to as 'turncoats'.

3.12 For the basic model, we investigate network sizes ranging from an initial number of 50 up to 1000 unconcerned agents and setups with 1/20/2 and 1/20/3, where the labelling is 'number of trendsetters' / 'number of links of a trendsetter' ('trend links') / 'average number of links of regular agents \((N_{ij})\).\[14\] Simulations are terminated at time step \(t = 1000\), or before if every agent follows the trend.\[15\] Each simulation was repeated a 100 times, it not stated otherwise, to collect sufficient statistics.

Main Results

i. The fraction of followers is highly affected by the dynamism of the model inasmuch as it is always higher as compared to a static model. The rewiring of agents and especially of the trendsetter has such a huge effect because it is the only non-deterministic element in a population with fixed attitudes. The trendsetter can influence, directly or indirectly, every other group member, as a matter of principle. Even if he might not be able to do so until the end of a simulation, the rewiring process enables him to spread his attitude all over the place.

ii. Increasing the connectivity of the initially unconcerned agents favours the spreading of the trend only for small network sizes and high numbers of trend links, but impedes it in all remaining cases. This is exemplarily shown for the fraction of followers in Fig. 1. The important difference in the two setups for networks larger than 500 agents lies in the evolution of the fraction of followers in the individual runs: For 1/20/2, the trendsetter would be able to convince all agents to follow the trend if he only had more time, whereas in the 1/20/3 run he would never be able to convince more than a few
percent of the group (cf. Fig. 2). This underlines the importance of group cohesiveness.iii. The number of time steps until all agents follow the trend are highly dependent on the network size, as shown in Fig. 3. No saturation level was found within the limiting factors of the basic model, namely the network size limit (1000) and the time step limit (1000), although it can already be anticipated for larger networks with a higher time limit.

Figure 1. Fraction of followers as a function of network size for the basic model with a 1/20/2 setup (green), and a 1/20/3 setup (blue). 1σ confidence intervals are shown as the shaded areas. The fraction of followers drops much more rapidly with increasing network size for the runs with higher $N_{ul}$.

Figure 2. Number of agents of different agent types as a function of time for a typical run with 1/20/2 (left panel) and one with 1/20/3 (right panel) for a network size of 1000 for the basic model. Followers are shown in red, turncoats in turquoise, and unconcerned agents in blue. Both simulations are terminated at $t = 1000$. See the main text for a discussion.

Figure 3. Number of time steps until all agents follow the trend as a function of network size for the basic model with a 1/20/2 setup (green), and a 1/20/3 setup (blue). 1σ confidence intervals are shown as the shaded areas. Runs with lower $N_{ul}$ converge in general faster to a state where all agents follow the trend, except for small networks. For network sizes of $>500$ the trendsetter is no longer able to convince all agents within the given time.

The Equilibrium Model

3.13 In the basic model we considered situations where only a single trend was at stake against the background of an otherwise unconcerned social group. We now extend this model by introducing an additional, opposing trend in the equilibrium model. Here, we want to investigate if people tend to favour one of the trends, or if all trends on average have comparable numbers of followers. We also include the possibility of conversion in this model, meaning that the agents become positive about following the trends after some time, which we discussed as a potential reaction to informational influence in Section Trends as Descriptive Norms. Conversion is taken into consideration in this specific model because we assume that the need for people to feel convinced and reassured of their attitude is higher in situations where one has to position himself not only in favour of some behaviour but also against another behaviour. In this context it is important to understand that a true establishment of any kind of coexistence of different behavioural patterns, as it can be achieved through the conversion of agents, does convert a trend to a convention.iii.

3.14 To implement the opposing trend, we introduce a so-called 'oppositionist', who tries to establish an anti-trend. The value of the internal propensity of an oppositionist is set to $f = 0$, and the parameter $T$ is set to $T = -1$, meaning that the agent opposes the trend. Unconcerned agents who decide to follow the anti-trend are referred to as 'boycotters'. In this model, both boycotters and followers who stop following the (anti-)trend are referred to as 'turncoats'. To account for the new agent types we have to modify the time evolution of the system accordingly. Now, at every time step each unconcerned agent decides if to follow the trend, to
adjustment of the agents’ internal propensity with time. To do so, we count the time steps during which an agent is already i.e. if he is converted. We assume that agents, after deciding to follow or boycott a trend, start to adjust their individual attitude to trend at time step \( t \). The factor \( 2 - f_j \) is caused by the highest possible value for the internal propensity of an agent, \( f = 2 \) in our models.

### 3.15
The rule which describes the reconsideration of an agent’s decision has to be modified likewise. For an agent who follows the trend at \( t = n - 1 \) this is implemented as

\[
\tau^{(n)}_{f} = \begin{cases} 
1 & \text{if } f_j \cdot \sum_{l=0}^{N_{i}^{(j)}}(n-1) + \sum_{m=0}^{N_{i}^{(j)}}(n-1) - (2 - f_j) \sum_{l=0}^{N_{i}^{(j)}}(n-1), \\
-1 & \text{if } (2 - f_j) \sum_{l=0}^{N_{i}^{(j)}}(n-1) > \sum_{m=0}^{N_{i}^{(j)}}(n-1) - (2 - f_j) \sum_{l=0}^{N_{i}^{(j)}}(n-1), \\
0 & \text{otherwise.} 
\end{cases} 
\]

and for an agent who boycotts the trend at \( t = n - 1 \) this is implemented as

\[
\tau^{(n)}_{b} = \begin{cases} 
0 & \text{if } (2 - f_j) \cdot \sum_{m=0}^{N_{i}^{(j)}}(n-1) < \left( \sum_{l=0}^{N_{i}^{(j)}}(n-1) + \sum_{m=0}^{N_{i}^{(j)}}(n-1) \right), \\
-1 & \text{otherwise.} 
\end{cases} 
\]

with \( p \in \{ \mid T = 1 \} \) and \( q \in \{ \mid T = -1 \} \).  

### 3.16
In this model, as already mentioned, we also want to study in more detail what happens if an agent does not only climb on the bandwagon for reasons of peer pressure, but if he starts to believe that he himself actually wants to follow the trend/anti-trend i.e. if he is converted. We assume that agents, after deciding to follow or boycott a trend, start to adjust their individual attitude to their outwardly projected behaviour after some time. In the framework of our model this can be realised through a continuable adjustment of the agents’ internal propensity with time. To do so, we count the time steps during which an agent is already following/boycotting the trend for every individual agent. For every ten successive time steps during which an agent follows the trend, his internal propensity is increased by 0.05 until it reaches 2. Analogously, it is reduced by 0.05 until it reaches 0 for every ten successive time steps during which an agent boycotts the trend.\(^{[18]}\) If the internal propensity of an agent reaches 2 or 0, we classify him as ‘fully converted’ and he is removed from the decision making and reconsidering processes. \(^{[19]}\) Using this model, we can study the conditions under which an equilibrium of two opposing behaviours in a social group can be established.\(^{[20]}\) We find that the conditions for reaching an equilibrium depend on network size as well as on making the conversion of the agents possible. Surprisingly, the fractions of followers/boycotters within the reached equilibria are highly different, even for models with equal total numbers of trend/opposition links.

### 3.17
For the equilibrium model, we investigate network sizes ranging from 50 up to 1000 regular agents. Simulations are terminated if all agents are converted, or at \( r = 1000 \). In the equilibrium model, we concentrate on setups with one trendsetter and one oppositionist, both owing 20 links each \( (1/20/1/20) \), and \( N_{id} = 2 \).

**Main Results**

1. Although the fraction of followers/boycotters is *on average* the same for setups with as many trend links as opposition links (cf. Fig. 4), the outcomes of individual simulations are generally strongly dominated by one of the two groups (cf. Fig. 5). This is true for network sizes up to \( \text{– 750 agents for the model without conversion and up to \textendash 950 agents for the model with conversion. The determining factor is the actual physical structure of the network which is less uniform for smaller network sizes and therefore more inclined to allow bandwagon effects (in both directions). For models with conversion, the initial conditions (i.e. the random network structure) determine the outcome of the simulation.}

2. For all network sizes the fraction of agents who either support or oppose a trend is higher in the model with conversion as compared to the model without conversion (cf. Fig. 4). In the model with conversion (right panel), almost all agents (\( > 90\% \)) are converted at the end of a simulation run.

3. Equilibrium situations for the two opposing behaviours can be reached in the model with as well as without conversion of
agents, but they are by construction less stable in the model without conversion. If a significant group of agents is fully converted in the equilibrium model with conversion, then the original trend has evolved into a convention. This usually occurs within a simulation run.

The Stability Model

![Figure 4](http://jasss.soc.surrey.ac.uk/19/1/2.html)

**Figure 4.** Fraction of agent type as a function of network size for a 1/20/1/20 setup of the equilibrium model without (left panel) and with (right panel) conversion. The crossed grey areas indicate combined 1σ confidence levels for followers and boycotters (left panel) and for converted agents (right panel). In general, the followers/boycotters make up for almost a 100 percent in the runs with conversion.

![Figure 5](http://jasss.soc.surrey.ac.uk/19/1/2.html)

**Figure 5.** Number of agents of different agent types as a function of time for a 1/20/1/20 run of the equilibrium model without conversion and a network size of 100. Although the trendsetter and the oppositionist have the same number of links, the number of followers are not comparable but one group dominates the field for a certain time span. In many cases, however, no group is able to dominate for long times but eventually the other group will take over, and so forth.

3.18 In the stability model we focus again on only one trend within the social group. So far, we investigated situations of trend emergence and spreading only. Now we want to study what happens if a trend loses its initial support after some time, i.e. if the trendsetter’s support for the trend vanishes as more and more agents join the trend. The idea behind this is that a trendsetter as understood in this work is someone who, on the one hand, wants to perceive his influence within the social group, but, on the other hand, has an eagerness to be characterised by a unique ‘selling point’, e.g. the setting or leading of a trend. However, if the fraction of followers of the trend increases within the social group of interest, it seems plausible that the trendsetter loses interest in supporting the trend and rather devotes himself to another cause. To study if, and, if so, under which conditions a trend can live on within a social group without further support from its initiator, we investigate the following situation: The support of the trendsetter for the trend is described by a decay function which depends on the fraction of trend followers. After exceeding a certain fraction of followers, the trendsetter’s support will vanish as the number of followers increases further. This means that his internal propensity will decrease until it reaches \( f = 1 \), i.e. until the trendsetter can be described as unconcerned regarding the trend. The decision process of agents is described by Equation (1).

3.19 For the stability model, we investigate network sizes ranging from an initial number of 50 up to 1000 unconcerned agents. Simulations are terminated at time step \( t = 1000 \), or before if either every agent follows the trend, or if the number of followers goes down to zero after the trendsetter stops supporting the trend.

3.20 We fix the threshold of the fraction of followers from which on, if it is ever reached, the trendsetter starts losing interest in spreading the trend at \( \phi_{th} = 0.25 \). We relate the first-time eventuation of this event with the respective time step \( t = t_{th} \). We further fix the fraction of followers from which on, if it is ever reached, the trendsetter is eventually indifferent to spreading the trend (i.e., \( f_{ts} = 1 \)) to \( \phi_{ins} = 0.5 \). Again, we relate the first-time eventuation of this event with the respective time step \( t = t_{ins} \). The latter is our boundary condition. In the style of a solution to a differential equation which describes an exponential decay we arrive at the following general equation describing the trendsetter’s internal propensity:

\[
f_{ts}(t, \phi) = f_{b0} \cdot e^{-\lambda \phi} \quad \text{for} \quad t \in [t_{th}, t_{ins}].
\]

3.21 If we insert the boundary conditions, we get a value of \( \lambda \approx 1.39 \). This leads to the following description of \( f_{ts} \):

http://jasss.soc.surrey.ac.uk/19/1/2.html
3.22 If the trendsetter continues to be an agent with above-average influence but who is now unconcerned with respect to the trend, then he strongly influences other agents into behaving indifferently regarding the trend and thus convinces already following agents to now stop following the trend. Consequently, the number of followers decreases again. An equilibrium might be reached after the trendsetter stops supporting the trend if he is afterwards treated like a common agent, i.e. if he is not asked, as before, to rewire himself at every time step. In this case, the fraction of followers usually decreases a few percent as soon as the trendsetter stops supporting the trend but stays more or less constant afterwards. This shows that after the loss of the initial support the determining factor in the decay model for the trend is not just the influence of the (former) trendsetter, but his ability to reach out to so many individuals in the social group.

Main Results

i. The fraction of followers decreases inexorably as soon as the trendsetter’s internal propensity reaches \( f = 1 \) if the trendsetters keeps on rewiring himself, as a matter of principle. This is exemplarily shown in the left panel of Fig. 6.
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Figure 6. Number of agents of different agent types as a function of time for a 1/20/2 run and a network size of 750 for the stability model. Left panel: Stop of support - the internal propensity of the trendsetter decays from \( f = 2 \) to \( f = 1 \) within the time range of \( t_{bh} = 114 \) and \( t_{ins} = 279 \). The fraction of followers decreases inexorably as soon as the trendsetter stops supporting the trend. Right panel: Stop of support and forfeiture of the trendsetter’s ability to reach out to the group - the internal propensity of the trendsetter decays from \( f = 2 \) to \( f = 1 \) within the time range of \( t_{bh} = 102 \) and \( t_{ins} = 274 \). The fraction of followers decreases a few percent as soon as the trendsetter stops supporting the trend but stays more or less constant afterwards, as the trendsetter is not longer asked to rewire himself at every time step.

ii. A more or less stable equilibrium of the followers and the unconcerned agents might be reached if the trendsetter is treated as a regular agent regarding the rewiring of his links after he stopped supporting the trend. This is exemplarily shown in the right panel of Fig. 6.

iii. The determining factor for the spread and the disappearance of a trend with regard to the trendsetter is not just his influence, but his ability to reach out to so many individuals in the social group. This ability allows him to exercise his influence in large social groups in the first place.

The Community Model

Empirical and Theoretical Studies

3.23 After getting a well-founded impression of several different network dynamics and their interaction with the time evolution of our systems in the previous sections, we now investigate a different type of model, the community model. This model is motivated by some insights from theoretical and empirical studies regarding social influence networks.

3.24 Our treatment of trendsetters as presented in the previous models has support from early work regarding ‘opinion leaders’ (e.g. Lazarsfeld et al. 1968). Several studies on the diffusion of innovation, however, found that ‘pioneers’, who are by tendency not opinion leaders, are important for the widespread adoption of innovations. We explicitly allow for the emergence of autonomous trend followers in one version of the community model. We will also be able to confirm with our model claims from recent work that large-scale changes in public opinion, as realised through a trend, are more likely to be driven by the existence of easily influenced people as compared to influentials (Watts & Dodds 2007).

3.25 Instead of modelling the spreading of a trend in a single homogenous group we now use a so-called ‘community structure’, which is assumed to be common among social networks. A network exhibits a community structure if it consists of several close-knit groups, which then are connected through comparably fewer links on the larger scale. The community structure of networks is also hold liable for the unique characteristics of real-world social networks, such as assortative mixing (e.g. Newman & Park 2003). Our community model supports homophily through our choice of group-dependent distributions of the internal propensity

\[
f_{ih}(t, \phi) = \begin{cases} 
2 & \text{if } t < t_{bh} \text{ and } \phi < \phi_{bh}, \\
2 \cdot e^{-1.39/\phi} & \text{if } t_{bh} \leq t < t_{ins} \text{ and } \phi_{bh} \leq \phi < \phi_{ins}, \\
1 & \text{if } t \geq t_{ins}.
\end{cases}
\]
3.26 In completion to the community structure we pay heed to empirical findings which emphasise the role of the connecting agents and links between different close-knit social groups (e.g. Granovetter 1973; Burt 1992). Not only are these links more crucial for the structure of a network as compared to connections between agents of one group, but also more effective in any kind of information processing. We take this into account through a modified computation of an agent’s influence which is now also dependent on the agent’s betweenness centrality\[23].

Model Description

3.27 Due to the higher complexity and the more sophisticated implementation of the parameters which describe the individual agents we do not consider the dynamic effects in the community model which we already have presented in the previous models. This means that the network remains static in time (i.e. the influence distribution is fixed), neither the agents change their private attitude towards the trend, nor the trendsetter (i.e. the internal propensity is fixed), and no opposing norms are included.

3.28 The community model includes the agent types 'trendsetter' and 'unconcerned agent'. As before, agents who decide to follow the trend are referred to as 'followers'. The network generally consists of several subgroups which are somehow connected among each other. The time evolution is discretised and described through Equation (1). However, the implementation of the internal propensity and the influence of the agents differ from what we had in the previous models.

3.29 As for the random model, the distribution of the internal propensity \( f \) is generally described by a normal distribution with parameters \( (1, 0.35) \). However, we now distribute the internal propensity adjusted to the subgroups in the model.\[24\] To do so, we proceed as follows: Firstly, we draw distinct values \( f \) for each group in the network from a \( (1, 0.35) \) distribution. Secondly, we draw values for the individual group members from a \( (f, 0.15) \) distribution. As the single mean values of the distributions can get close to 0 or 2, we set values below 0 to 0 and values above 2 to 2. The resulting individual distributions for the internal propensity may look quite differently. Naturally, the distribution of \( f \) based on the community structure of the network has a huge impact on the outcome of individual simulation runs, as a trend can possibly spread much faster in a group with an above-average value of \( f \), or not at all in a group with a very low \( f \). From a statistical point of view, however, the differences between simulations with a group-based distribution of \( f \) and simulations with a simple normal distribution of \( f \) for all agents are not very large, but still observable.\[25\] We also modify the influence of an agent: it is now given by an agent's degree divided by the maximal degree present in the network, and the agent's betweenness centrality divided by the maximal betweenness centrality present in the network. This means that the influence of an agent is no longer solely determined by his number of connections to other members of the social group, but also by his strategic location within the network. The more important an agent is in connecting other agents, the higher is his influence.

3.30 In the simulation runs which are analysed in the following we choose as trendsetter (or initiator) the agent with the maximal betweenness centrality in the network. In the majority of cases this agent owes a bridge link, i.e. he embodies a connector role between his own community and some other community.

3.31 In some of our runs we implemented another new feature, namely the emergence of agents who decide on their own to follow the trend, so-called 'autonomous agents'. Agents who are qualified for becoming such a follower and possible trendsetter have to have an internal propensity towards the trend of \( f \geq 1.8 \), i.e. they have to be strongly inclined to follow the trend. At each time step, the probability for these agents to openly pursue the trend is \( p_{\text{aut}} = 0.5 \). It is clear that not in every run where the emergence of autonomous followers is in principle possible they do in fact emerge. The probability for them to actually arise increases with network size and decreases with group size, as the probability to get a group with a well above average mean internal propensity increases with increasing number of groups. The fraction of runs where autonomous followers emerge, if this possibility is activated, is lower than 20 percent for the smallest network sizes and all group sizes. For a network of 500 agents, however, we found fractions of about 60 percent (group size 50), above 80 percent (group size 25), and about 95 percent (group size 10) of runs where autonomous followers actually came into existence. Even in the latter case, though, their share of all following agents is under 20 percent, which accounts for seven autonomous followers on an average for a network of 500 agents in groups of 10 agents.

3.32 For the community model, we investigate network sizes ranging from 50 up to 500 agents. The size of the communities, \( N_g \), varies between 10, 25, and 50 agents. Each simulation is repeated 200 times for reasons of statistics.

Main Results

i. The fraction of followers decreases with increasing network size, but increases with increasing group size, as shown in Fig. 7.

ii. The number of followers as well as the timespan until the simulation stops are relatively independent of network size. However, if the emergence of autonomous followers is possible, both quantities increase with increasing network size.

iii. Even if a group as a majority does not adopt the trend, a single agent can be sufficient to pass the trend on to another group, as shown exemplarily in Fig. 8. This underlines the importance of connectors and weakens the role of the original trendsetter.
Figure 7. Fraction of followers as a function of network size for group sizes (gs) of 10 (green), 25 (blue), and 50 agents (red), and runs without (ne; solid lines) and with (we; dashed lines) the emergence of autonomous followers in the community model. Shaded regions indicate a standard deviation of $1 \sigma$ for runs without emergence. The fraction of followers decreases with increasing network size and increases with increasing group size.

Figure 8. A community network of size 100 with four groups of 25 agents each at the simulation setup (left panel), at $t=1$ (middle of the groups are $f=0.80$ (blue), $f=0.38$ (green), $f=1.24$ (yellow), $f=1.62$ (red). Agents who own bridge links to other groups are indicated as squares, except for the trendsetter which is indicated as a black star (green group). He is located in a group with low internal propensity towards the trend where he is not able to spread the trend. In spite propensity where it spreads out.

Discussion and Outlook

4.1 We have proposed a family of models of private attitude and social influence concerning the spreading of a “trend”, that is, in this context, a temporary, behavioural pattern within a social group. Our models allow for situations where bandwagon effects occur, as well as situations where a new behaviour is not able to manifest itself as a trend. To study the emergence and the spreading of trends in social groups, we have used two different types of artificial networks, namely the dynamic random model with three subtypes, and the community model. While we have kept up the terminology of trends throughout the analysis of our models, it is safe to say that the models do not only apply to situations involving trends, but to situations where social influence comes to play in general. These are exactly the situations described in Section Trends as Descriptive Norms, with people behaving according to descriptive norms, be it or not because they actually experience social influence or even some form of pressure. We have built our models on well-founded theoretical work regarding social influence and common reactions to it, as well as, for the community model, on a number of insights from theoretical and empirical studies which deal with trends and influence structures in society. While we do not claim for our models to be able to explain every facet of a trend or to even comprehensively reflect the complexities of human behaviour in situations of engagement with social movements, we do nevertheless think that they successfully reproduce key aspects of trend evolution in general. Although both our models and their variations are but simplified representations of the highly complex real-world situations in which trends occur, we believe that we have been able to capture typical patterns of the flow of influence in the absence of coercion in social networks.

4.2 Using the random model, we have been able to study the general concepts of different dynamical effects which can be associated with behavioural change triggered by some source of influence. Although the network under consideration is biased regarding the spreading of a trend by the explicit implementation of a trendsetter who has considerably more influence than a regular agent in the network (i.e. about a factor 3-10), the model is very useful for studying the time evolution of the system. We investigated three variations of the random model in this paper, i.e. the basic model, the equilibrium model, and the stability model.

4.3 With the basic model we have studied dynamic networks which are a common form of social networks due to the making and dropping of social contacts. This kind of dynamicity usually leads to a far-reaching spreading of the trend in the network.
4.4 The equilibrium model has been used to study situations where two opposing trends are at stake. We have found that, although in a statistical sense both trends have comparable numbers of followers, the individual social situation is always dominated by one of these trends. This indicates that a permanent equilibrium situation is more likely to occur if the majority favours one of the trends. In this model we have also included the conversion of the agents, meaning that they become positive about following the trends after some time, thus converting the trend to a convention. Naturally, we have found higher fractions of followers (about twice as high) and an increased number of equilibrium situations if the conversion of agents is possible.

4.5 Our third random model, the stability model, deals with the loss of the initial support of the trend which is a process common to the nature of trends. The evolution of individual simulations after the removal of a trendsetter is very sensitive to the particular situations in the network, and to the treatment of the trendsetter. The trend might decline if the trendsetter continues to socialize with his fellow group members. This can be related to the establishment of a new trend or the re-establishment of an old one. By contrast, the trend might live on or even keep on spreading throughout the network if the trendsetter ceases his social activities. The stability model is relevant for the study of trends because it describes realistically how trends come and go.

4.6 The second type of network we are using, the community model, is inspired by the empirical results which we have presented at the beginning of Section . The two most influential factors on the development of this model are (i) the community structure of social networks and (ii) the importance of connectors and weak ties in influence networks. Community structure was found to be a feature of many different social networks. While not all types of communities necessarily imply a solidarity of interest, commonality of some kind usually plays a crucial role in their formation. The idea that connectors or weak ties are vital in spreading information between otherwise distinct social groups is easily understandable: Whereas in a close-knit group an individual receives a piece of information several times from different sources, a connector can pass information to another group where it is still ‘new’. The importance of weak ties becomes even clearer if one thinks about the effects of removing such links in a network. We have taken these ideas into account by measuring the influence of agents in the network not only by their number of social contacts but also by their betweenness score which quantifies how important an agent is in connecting the other agents.

Using the community model we have also been able to reproduce other empirical findings presented at the beginning of Section The Community Model. We have been able to catch two observations regarding how information or influence flow in a community network, and what kind of persons the initiators of such flows are. Many studies have found that such occurrences as trends or innovations are not necessarily triggered by influential people or so-called opinion leaders, but are often driven by people which are easily influenced, or alternatively by so-called innovators. Both situations are captured in our model: If a trendsetter passes the trend to a relatively isolated group, it might be able to spread because the easily influenced people pass it along to other easily influenced people. If, simultaneously, the trend does not spread in the trendsetter’s own group, then it is safe to say that the cascade itself is not driven by the trendsetter. Comparable is a situation where individual agents ‘emerge’ as followers and convince their neighbours to join the trend. To sum up, we believe that the community model, regardless of its simplifications and flaws, constitutes a good enough representation of a real-world social influence network to study and capture intrinsic features of the flow of influence in such networks, as well as to simulate more specific situations regarding the spreading of trends.

4.7 Trends are a fascinating phenomenon in human society. People are often influenced by what others are doing, and the phenomenon of trends provides a unique and excellent opportunity to investigate this important aspect of human nature. Many empirical studies have concentrated on the conditions of the emergence of trend behaviour. Recent work specifically addresses the regime of online social communities which goes beyond the scope of our models. However, there is a big domain of social life where trends might occur, e.g. friendship circles, schools, working places, or simply the social environment of the place one lives at. Although empirical work in this field is usually dedicated to one specific trend and not to the phenomenon of trends in general, it is possible to deduce certain general characteristics. All the same, if a new behaviour will be successful in spreading through a considerably large part of a population or social group, thereby becoming a trend, is difficult or even impossible to predict. The situations of the emergence of trends are highly unique, and the social relations of people are too changeable to pin down a ‘standard situation’ of trend emergence. However, some general remarks can be made: (i) a trend is more likely to spread if influential persons engage in joining it, and (ii) people are prone to subordinate their personal attitudes if they recognize a trend through its support in their social neighbourhood. We have tried to capture these features in our models. Precisely because of the uniqueness of social situations in empirical studies, the method of using simulations allows us to purposefully study the general mechanisms of trend emergence, spreading, and disappearance in a statistically comprehensive way. Another characteristic feature of trends is that they appear to be relatively independent of their content. Our models take this important aspect into account through their general formulation of agents’ internal propensities and through their emphasis on the role of social influence on human behaviour.

4.8 We hope that we have succeeded in motivating why the study of trends takes us one step further in the understanding of human behaviour and its complex peculiarities, and that we have been able to illuminate some of the key features of trends in this work.

4.9 There is room for exploration and improvement. Although we believe that our model of social influence captures many important aspects of how influence is experienced and exerted in real life, certainly there are modifications one could think of. One obvious modification would be, for instance, to abandon purely equivalent bidirectional influence relations and to allow for asymmetric relations where one person has higher influence on someone than the other way around. However, it does not seem to be an
easy task to define and model such circumstances. Another point would be to explicitly model possible expense factors related to a trend which we only subsumed into the personal attitudes of the agents. A more detailed modelling of the agents’ cognitive processes and their effects on the acceptance of trends would constitute an enthralling continuation of our present efforts.

4.10 Besides improvements regarding the model itself, there are still open questions regarding trends one might want to answer. For instance, how high is the significance we ascribe to our private attitudes as compared to public opinion, and to what extent are we aware of the society’s influence on our behaviour? There are other aspects which have been left out in our proposed model and related models of norm emergence, namely the different stages of life or the social background of agents and their impact on their estimation of private attitude, public opinion, and behaviour. It would be an interesting task to address these questions. Further comparison of possibly improved models with empirical data extending beyond the presented discussion would certainly represent an important contribution.

4.11 Much progress can be expected in this field in the upcoming years. With the extended abilities to conduct surveys or to monitor social behaviour due to the increasing networking activities of people and due to the enormous amount of data which is provided by the internet, there is a potential for major advance regarding the evaluation of social influence and related behaviour. The study of trends is a promising field for future research in philosophy and in the social sciences, thereby linking up-to-date technology to the very foundations of our human nature.
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Notes

1 There are varying conceptions in the literature of how a social rule or norm is defined, many of them emphasizing the role of expected or existing sanctions. For a recent review of social norms, see e.g. Bicchieri and Muldoon (2014). For surveys on the modelling of (social) norms, see e.g. Savarimuthu and Cranefield (2011), Andrighetto et al. (2013), and Elsenbroich and Gilbert (2014). The latter point out the distinction between social norms and descriptive norms which is elucidated in Bicchieri (2006).

2 It is assumed that a trend might be opposed in two different ways: either by ignoring it, i.e. by just not following it, or by actively bucking the trend.

3 We note that the concept of a trend by itself may suffice to serve miscellaneous personality traits. Opposing a trend is generally some sort of social protest. But whilst following a trend satisfies our need to fit in, the (possibly unintentional) initiating of a trend might as well be a form of alienation or separation from the crowd.

4 For experimental evidence on the discrepancy between how people perceive norms, and what the norms actually are, see e.g. Borsari and Carey (2003).

5 We note that there is literature stating a descriptive norm exists if people prefer to conform to the norm without assuming that the other group members share any common position regarding how oneself should act (Bicchieri 2006).

6 Especially cases where a descriptive norm is triggered by one person or very few people might lead to the kick off of a ‘bandwagon effect’ or an ‘informational cascade’ (Bikhchandani et al. 1992). These terms describe a situation where a large group of people aligns its behaviour to that of other people, independently of the personal attitude of the individuals towards this behaviour, and where this alignment proceeds the faster the more people are joining.

7 Of course, one could think of various other aspects which might play a role, e.g. the cost of the new behaviour. For reasons of simplicity we only consider the personal attitude and the influence of the group in our models. Positive and negative expense factors of any kind are assumed to be subsumed under the positionality of a person, e.g. resulting in a more indifferent or negative attitude towards the trend if following it requires noticeable financial involvement.

8 A social influence network represents the influential relations among members of a social group. A theoretical approach can be found in, for instance, Friedkin and Johnsen (2014).

9 The models presented in this work are written in NetLogo. We use the NW Extension for network analysis to generate and utilise the networks used in our models. The simulation code can be obtained from the first author upon request.

10 We note that the truncated normal distribution contains 99.6 percent of the volume of the full normal distribution.

11 We believe that a social threshold model for the adoption of trends is realistic because people usually consult several other people before engaging in a new behaviour. This might be due to possible expense factors or to reasons of conformity. The
threshold level itself could be argued about.

12 Another kind of modification would be the strengthening or weakening of existing social ties. Although this might be an important mechanism regarding changes in social influence, it is not clear how its effects could be tested in a controlled manner in our models. Therefore, these processes are not incorporated in our models for reasons of simplicity.

13 The choice of ‘one agent per time step’ is arbitrary. An alternative option would be to ask a certain fraction of agents per time step to rewire themselves. In the manner presented here, the impact of the rewiring process on the network structure is higher for smaller networks as compared to larger ones. This can also be observed in real life social networks, e.g. the impact of a broken friendship in a school class vs. a new contact in a much larger, computer mediated social network.

14 We also tested different numbers of links for the trendsetter. Unsurprisingly, the trend spreads faster, the higher the number of trend links. Likewise, the trend spreads faster if more trendsetters are incorporated.

15 For all our models, the time interval represented by one time step may be variable for different social settings, depending on the nature of the trend. A trend coming up in a school class, for instance, might spread within a few days or weeks, whereas the spreading of a fashion trend in a whole society might go on for months. Regarding the duration of our simulations, we found the number of 1000 (500, cf. Section “The Community Model”) time steps to be sufficient to identify the effects studied in our models.

16 This confirms a similar result by Villatoro et al. (2011) regarding the higher resistance of highly clustered networks to rewiring in a context of convention emergence. They also investigate different rewiring mechanisms and network topologies.

17 Conventions are brought into existence if a descriptive rule is actually followed, and if it is stable over a certain timespan long enough (cf. Bicchieri 2006).

18 Of course, these values could be chosen in a different way. For our simulations, however, we want to mimic the process of conversion on timescales comparable to a typical simulation run. Increasing or decreasing the parameters would only affect the timescales on which agents are converted, except for a high number of required successive time steps which might prevent the conversion of agents in general. With our choice of parameters, there are, on average, still a few percent of agents left who are not fully converted at the end of a simulation run with conversion (cf. right panel in Fig. 4).

19 We note that there is literature on conversion which states that the process of conversion occurs only as long as the influential social group is a minority, as otherwise people would just start to conform without rethinking their behaviour (e.g. Moscovici 1985).

20 A related issue is a setup with a minority group which is immune to influence from the remaining, influenceable population. This setup allows to address the question how high the minimum fraction of this minority has to be to successfully convince the rest of the group to adopt their behavioural pattern (see e.g. Xie et al. 2011, for a respective study considering complete and random graphs, as well as scale-free networks, and references therein).

21 See Rogers (2003) for an overview of related research.

22 There are several studies of social networks where a distinctive community structure was revealed. They address e.g. networks of communication (e.g. Guimerà et al. 2003), collaboration and citation networks (e.g. Ravasz & Barabási 2003), friendship networks (e.g. Moody 2001), or online social communities (e.g. Porter et al. 2009). See also Scott (2000), and references therein.

23 The betweenness centrality of an agent in a network is determined by the number of all shortest paths between two other agents in the network of which the agent is a part of.

24 A different approach to model the influential relations of agents with similar attitudes is the so-called bounded confidence model where agents adjust their ‘opinion’ based on similar opinions of other agents only (e.g. Hegselmann & Krause 2002).

25 The latter specifically applies to simulation runs where the emergence of additional trendsetters during the simulation is possible. In general, it holds that the larger the network and the individual groups, the more similar the distribution of f will be to (1, 0.35).
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