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Abstract—Massive machine-type communications protocols have typically been designed under the assumption that coordination between users requires significant communication overhead and is thus impractical. Recent progress in efficient activity detection and collision-free scheduling, however, indicates that the cost of coordination can be much less than the naive scheme for scheduling. This work considers a scenario in which a massive number of devices with sporadic traffic seek to access a massive multiple-input multiple-output (MIMO) base-station (BS) and explores an approach in which device activity detection is followed by a single common feedback broadcast message, which is used both to schedule the active users to different transmission slots and to assign orthogonal pilots to the users for channel estimation. The proposed coordinated communication scheme is compared to two prevalent contention-based schemes: coded pilot access, which is based on the principle of coded slotted ALOHA, and an approximate message passing scheme for joint user activity detection and channel estimation. Numerical results indicate that scheduled massive access provides significant gains in the number of successful transmissions per slot and in sum rate, due to the reduced interference, at only a small cost of feedback.

Index Terms—Internet-of-Things (IoT), massive random access, massive multiple-input multiple-output (MIMO), pilot assignment, scheduling.

I. INTRODUCTION

FUTURE wireless networks need to support massive connectivity in the form of the Internet of Things (IoT) and massive machine-type communications (mMTC). In a massive connectivity scenario, a single cellular base station (BS) must support a large number of \( N \) devices (in the order of \( 10^4 \sim 10^5 \)). A salient characteristic of IoT and mMTC traffic is that devices typically seek to access the network only sporadically and only to transmit small payloads, so that at any given time only a small random subset of \( K \ll N \) users are active [1], [2].
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ifying non-orthogonal pilots; the BS performs sparse activity detection based on compressed sensing. In the second stage, the BS transmits a common feedback message to the active users. In the final phase, the active users transmit additional pilots for channel estimation as well as the payload, while making use of the feedback message both for assigning pilots and for scheduling data transmission into orthogonal slots, in order to avoid interference. This scheme differs from grant-free schemes by focusing on the prevention of interference, rather than mitigating its effects.

The main goal of this paper is to show the significant throughput improvement that can be obtained for the scheduled scheme as compared to the contention scheme for massive random access, and that such benefit comes only at a small cost of feedback.

A. Related Work

The classic strategy for implementing contention-based random access is Slotted ALOHA (SA) [12]. In classic SA users randomly transmit in orthogonal slots and re-transmit in the case of collision. In these systems, the largest fraction of orthogonal slots that can be effectively utilized for user transmission is 1/e, resulting in a significant waste of resources. There are many modern variations of SA that seek to remedy this by including redundancy in the user transmission (typically through the repeated transmission of the payload) and by utilizing information from collisions via successive interference cancellation (SIC). Most of these methods [13]–[15] fall into the category of Coded Slotted ALOHA (CSA) [16]. These schemes can utilize a much higher fraction of the available resources. In particular, the scheme presented in [15] exploits a connection to the erasure decoding of fountain codes. By making use of the soliton distribution in the design of collision resolution codes, it is shown that CSA can asymptotically approach perfect utilization as the number of slots and users approach infinity. This advantage however comes at a cost, as these schemes often require a long block length and require the users to transmit the same packet multiple times, resulting in additional energy consumption.

The CSA protocol describes random access at a packet level, ignoring the underlying physical layer. To utilize CSA methods in a practical setting, one must also account for the physical layer transmission concerns. In particular, massive MIMO [17], where each BS is equipped with a large number of antennas, has emerged as a key technology for future wireless systems, making random access for massive MIMO an important research direction. Critically, the design of massive MIMO systems must address the important issue of channel estimation. Toward this end, [5] introduces a random access protocol for massive MIMO known as Coded Pilot Access (CPA), which uses randomly selected orthogonal pilots for channel estimation, as well as the concepts of CSA to resolve collisions. CPA is a benchmark against which the methods proposed in this paper are compared.

In contrast to the contention-based strategies, this paper explores alternatives that are based on the scheduling of the active users in orthogonal slots. Conventionally, scheduling \( K \) users out of a potential pool of \( N \) users would require a feedback message of \( K \log(N) \) bits. Surprisingly, in [11], it is revealed that if only \( K \) active users out of \( N \) total users are listening to the feedback message, and each active user is only interested in knowing its own scheduled slot, then the fundamental bound on the size of the common feedback message required to ensure collision-free scheduling can be much smaller. Information theoretically, it is shown in [11] that scheduling \( K \) users into \( K \) slots while avoiding collision only requires approximately \( \log(e)K \) bits of common feedback, plus an additive term that scales as \( O(\log\log(N)) \) if fixed-length code is used. The fact that the optimal collision-free feedback can be highly efficient is a main motivation for the present work.

The use of scheduling and feedback for massive connectivity has already been considered in several recent works [18], [19], but for a different context of unsourced random access [20]–[22], where user identification is abstracted, and the goal is to decode a list of transmitted messages. The unsourced paradigm is most suitable when the messages themselves, rather than the identities of the transmitters, are important.

This present paper considers the sourced approach, in which the BS is made aware of the identities of the active users through an activity detection process, then uses a feedback strategy to schedule the active users. In the activity detection process, each user is assigned a unique signature sequence. Due to the large number of devices in the user pool, the signature sequences cannot be orthogonal. But because of the sporadic nature of the device activities, compressed sensing techniques can be used to recover the identities of the active users. In [8], [23], [24] the AMP algorithm is proposed for activity detection in multi-antenna systems. Importantly, the performance of these activity detection methods that employ AMP can be predicted by an analytic framework called state evolution [25]. The AMP algorithm works by performing joint user activity detection and instantaneous channel state information (CSI) estimation. We note however that when the number of antennas is large, the problem of instantaneous CSI estimation from non-orthogonal pilots becomes more difficult, and the convergence of the AMP algorithm becomes considerably slower.

In [10], an alternative approach to activity detection is considered based on the key insight that the sample covariance matrix of the received signal is a sufficient statistic for detecting the active users. This approach, known as the covariance approach, forgoes CSI estimation and has several advantages when the number of antennas is large. In [6], [26] the performance of the covariance approach is studied asymptotically via a phase transition analysis and numerically for finite parameters, showing that in the massive MIMO setting, it outperforms AMP.

Additionally, the idea of joint activity and data detection is considered in [27]. To achieve this, each user is assigned multiple signature sequences and selects one based on the data it wishes to transmit. This is advantageous because it does not require any coordination and can be implemented as a straightforward extension of activity detection. However, since the total number of required sequences grows exponentially...
with the size of the data payload, it is suitable only for very small payloads.

B. Main Contributions

This paper studies the use of feedback to improve massive random access schemes in a massive MIMO system. We allow for a single common feedback message from the BS to the users to enable scheduling. The main contributions are as follows:

- We propose a three-phase random access scheme that exploits activity detection and feedback to enable coordination. In the first phase, active users transmit non-orthogonal uplink pilots for activity detection. After the BS has determined the set of active users, it broadcasts a common downlink feedback message to assign each user a slot and an orthogonal pilot. Importantly, we utilize this feedback not just to schedule users, but also to assign orthogonal pilots, which resolves the critical issue of channel estimation in massive MIMO design. In the final phase, the users transmit their orthogonal pilots and data in the scheduled slot.
- For the case where the communications occur over multiple coherence blocks, we compare the proposed scheduled approach to random access with contention-based CPA [5]. Numerical results indicate that the significant performance gains in terms of number of successful transmissions and in system efficiency can be obtained at a cost of only a small amount of feedback.
- For the case where the communications occur over a single coherence block, we first show that the feedback rate required for scheduling users into different transmission slots as proposed in [9] is very small, then show that if a moderately higher feedback rate is used to allocate orthogonal pilots for channel estimation, then additional gains in system sum rate can be obtained as compared to the AMP-based joint user activity detection and channel estimation scheme described in [9].

Together, these results quantify the benefit and the cost of scheduling orthogonal resources for both channel estimation and data transmission in massive random access for massive MIMO systems.

C. Organization

The rest of the paper is organized as follows. Section II presents the system model and the problem formulation. In Section III, we review two compressed sensing algorithms for device activity detection for massive random access. In Section IV, fundamental bounds for collision-free feedback scheduling are presented. We then propose the coordinated random access scheme that uses common feedback from the BS to the users for scheduling and for pilot assignment for channel estimation, and numerically compare its performance with the uncoordinated contention-based alternatives for the fast-fading scenario in Section V and for the slow-fading scenario in Section VI. The paper concludes with Section VII.

D. Notation

Throughout the paper standard upper and lower-case symbols denote scalars. Lower-case and upper-case bold face symbols denote vectors and matrices respectively. Calligraphy letters denote sets. Superscripts $(\cdot)^T$ and $(\cdot)^H$ denote transpose and conjugate transpose respectively. Further, $I$ represents the identity matrix with appropriate dimensions, and $\mathcal{CN}(\mu, \Sigma)$ denotes a complex Gaussian distribution with mean $\mu$ and covariance $\Sigma$. The set $[N]$ denotes the set $\{1, \ldots, N\}$ and $|\cdot|$ denotes the number of elements of a set. All logarithms are base 2 unless otherwise stated.

II. Problem Formulation

Consider the uplink of an mMTC system consisting of a single BS with $M$ antennas, and $N$ potential users with a single antenna each. Communications occur over a frame, corresponding to the time scale in which the users’ activities are fixed. The length of the frame can also be thought of as the latency constraint within which the active users must be served. We assume that among a large number of $N$ potential users, a random subset of $K$ users are active and seek to transmit a small payload to the BS. Let $\mathcal{A} \subset [N]$ with $|\mathcal{A}| = K$ denote the set of indices of the active users.

The uplink channels are modelled as an independently and identically distributed (i.i.d.) block-fading wireless channel, where the users’ small-scale fading coefficients remain stable for a fixed coherence block. We consider two different scenarios:

(i) In the fast-fading scenario, the coherence block is shorter than the frame length, and each frame can be thought of as consisting of $\Delta$ consecutive coherence blocks, each of length $D$ channel uses, resulting in a total of $T = D\Delta$ channel uses per frame.

(ii) In the slow-fading scenario, the coherence length is longer than the frame length, so that without loss of generality, we can assume $\Delta = 1$ and $T = D$.

Fig. 1 illustrates the relations between the frame length and the coherence length for the two cases. Note that the user activity detection needs to take place within each frame length $T$, while channel estimation needs to take place within each coherent length $D$. Note that the block length corresponding to coding and modulation would typically be much smaller than $D$, i.e., each coherence block would consist of many transmission symbols.

![Fig. 1. Relationship between frame length $T$ and coherence length $D$ for the fast-fading and slow-fading channel models.](image-url)
The fading channel between the $i$th user and the BS in the $d$-th coherence block is denoted as $g_i h_{d,i} = g_i [h_{d,i}(1) h_{d,i}(2) \ldots h_{d,i}(M)]^T$ where $h_{d,i} \in \mathbb{C}^{M \times 1}$, $h_{d,i} \sim \mathcal{CN}(0, I)$ is the Rayleigh fading component and $g_i \in \mathbb{R}_+$ is the large-scale fading. In each coherence block, some (or all) of the active users would choose or be scheduled to transmit to the BS. Let $A_d \subseteq A$ denote the set of transmitting users in the $d$-th coherence block. We can write the received signal at the BS in the coherence block $Y_d \in \mathbb{C}^{M \times D}$ as:

$$Y_d = \sum_{j \in A_d} g_i h_{d,j} x_{d,j} + Z_d, \quad d = 1, \ldots, \Delta,$$  \hspace{1cm} (1)

where $x_{d,j}$ is the signal transmitted by user $j \in A_d$, and $Z_d \in \mathbb{C}^{M \times D}$ is the additive white Gaussian noise (AWGN) with i.i.d. elements distributed according to $\mathcal{CN}(0, \sigma_z^2)$. At the end of the frame, the BS would use all $Y_d$, $d = 1, \ldots, \Delta$, to determine the set of active users and their associated payloads. Note that this formulation is distinct from unsourced random access [20], for which only a list of payloads is required to be decoded.

For protocols that involve feedback, we assume that it takes the form of a single common broadcast message from the BS to the users. The feedback message occurs at some point during the frame. When $\Delta > 1$, we assume that feedback occurs between the coherence blocks, and in the slow-fading model with $\Delta = 1$, we assume that feedback occurs within the coherence block. In this work, we avoid modelling the physical feedback channel, and instead quantify the cost of feedback through a characterization of the minimum amount of information (i.e., number of bits) required to be broadcast in order to achieve the scheduling objective.

We consider the two distinct fading models in order to compare the proposed scheduled scheme with existing random access protocols. A summary of the models along with the existing and proposed new protocols is presented in Table I.

The assumptions made above falls in line with most works on massive MIMO. We remark that the massive MIMO system has also been studied under more realistic propagation conditions involving correlation between channels and partial line-of-sight propagation [28], [29]. For consistency and to capture the fundamental aspect of the problem, this paper considers the i.i.d. fading model only. A study of the benefits of feedback and scheduling in models with correlation is left to future work.

### III. Sparse Activity Detection

Activity detection is the process by which the BS determines the identities of the $K$ active users among the $N$ potential users in each frame. There are two well-known approaches, one using the AMP algorithm, and the other, based on a covariance estimation formulation. Both approaches have been shown to be theoretically and practically viable under a range of system parameters. Throughout this work, we assume to operate in regimes where activity detection is feasible.

We take a sourced random access approach in which each of the $N$ potential users are assigned uniquely identifying non-orthogonal pilot sequences $s_1, s_2, \ldots, s_n \in \mathbb{C}^L$. In the pilot phase, the active users in $A$ transmit their pilots to the BS. In this case, the received signal can be expressed as:

$$Y^T = \sum_{i \in A} s_i g_i h_i^T + Z$$  \hspace{1cm} (2)

$$\approx ST^\dagger H + Z, \hspace{1cm} (3)$$

where $Y \in \mathbb{C}^{M \times L}$ is the received signal, $S \triangleq [s_1, \ldots, s_N] \in \mathbb{C}^{L \times N}$ is the signature sequence matrix, $T \triangleq \text{diag} \{\gamma_1, \ldots, \gamma_N\} \in \mathbb{R}^{N \times N}$ where $\gamma_i = (a_i g_i)^2$ and $a_i = 1$ if $i \in A$ and otherwise 0, and $H \in \mathbb{C}^{N \times M}$ is the combined channel for all users, and $Z \in \mathbb{C}^{N \times M}$ is the AWGN noise matrix. We assume that $S$ is known at the BS.

#### A. AMP Approach

One way to formulate the problem of activity detection is to note that the effective CSI matrix $X \triangleq T^\dagger H$ is row-sparse, and the non-zero rows correspond to the active users. Rewriting (3) as

$$Y^T = SX + Z,$$  \hspace{1cm} (4)

the problem of estimating the user activities can now be formulated as that of estimating the sparsity pattern of $X$ from the observation $Y$, which can be seen as a multiple measurement vector (MMV) compressed sensing problem [30]. One way to solve this problem is to use the AMP algorithm, which yields not only the sparsity pattern but also an estimate of the matrix $X$. Thus, the AMP approach in fact amounts to joint sparsity activity detection and channel estimation [8], [9]. This is useful in the slow-fading scenario, because the instantaneous CSI remains constant within the frame so the channel estimated from the pilot stage can then be used to design the receiver for data reception. In contrast, for the fast-fading case, where the data transmission occurs in a separate coherence block from activity detection, the estimated value for $X$ would not be useful since the instantaneous CSI would have changed and would need to be re-estimated when data transmissions occur.

### TABLE I

| Fading Model | Benchmark Protocol | Proposed Scheduled Approach |
|--------------|--------------------|-----------------------------|
| Fast Fading  | Coded Pilot Access [5] | Activity Detection, Feedback and Scheduled Transmission |
| Slow Fading  | Joint Activity and Channel Estimation with Non-Orthogonal Pilots Using AMP [9] | Activity Detection with Covariance Method and Scheduled Orthogonal Pilots for Channel Estimation |

The assumptions made above falls in line with most works on massive MIMO. We remark that the massive MIMO system has also been studied under more realistic propagation conditions involving correlation between channels and partial line-of-sight propagation [28], [29]. For consistency and to capture the fundamental aspect of the problem, this paper considers the i.i.d. fading model only. A study of the benefits of feedback and scheduling in models with correlation is left to future work.

Activity detection is the process by which the BS determines the identities of the $K$ active users among the $N$ potential users in each frame. There are two well-known approaches, one using the AMP algorithm, and the other, based on a covariance estimation formulation. Both approaches have been shown to be theoretically and practically viable under a range of system parameters. Throughout this work, we assume to operate in regimes where activity detection is feasible.

We take a sourced random access approach in which each of the $N$ potential users are assigned uniquely identifying non-orthogonal pilot sequences $s_1, s_2, \ldots, s_n \in \mathbb{C}^L$. In the pilot phase, the active users in $A$ transmit their pilots to the BS. In this case, the received signal can be expressed as:

$$Y^T = \sum_{i \in A} s_i g_i h_i^T + Z$$  \hspace{1cm} (2)

$$\approx ST^\dagger H + Z, \hspace{1cm} (3)$$

where $Y \in \mathbb{C}^{M \times L}$ is the received signal, $S \triangleq [s_1, \ldots, s_N] \in \mathbb{C}^{L \times N}$ is the signature sequence matrix, $T \triangleq \text{diag} \{\gamma_1, \ldots, \gamma_N\} \in \mathbb{R}^{N \times N}$ where $\gamma_i = (a_i g_i)^2$ and $a_i = 1$ if $i \in A$ and otherwise 0, and $H \in \mathbb{C}^{N \times M}$ is the combined channel for all users, and $Z \in \mathbb{C}^{N \times M}$ is the AWGN noise matrix. We assume that $S$ is known at the BS.

#### A. AMP Approach

One way to formulate the problem of activity detection is to note that the effective CSI matrix $X \triangleq T^\dagger H$ is row-sparse, and the non-zero rows correspond to the active users. Rewriting (3) as

$$Y^T = SX + Z,$$  \hspace{1cm} (4)

the problem of estimating the user activities can now be formulated as that of estimating the sparsity pattern of $X$ from the observation $Y$, which can be seen as a multiple measurement vector (MMV) compressed sensing problem [30]. One way to solve this problem is to use the AMP algorithm, which yields not only the sparsity pattern but also an estimate of the matrix $X$. Thus, the AMP approach in fact amounts to joint sparsity activity detection and channel estimation [8], [9]. This is useful in the slow-fading scenario, because the instantaneous CSI remains constant within the frame so the channel estimated from the pilot stage can then be used to design the receiver for data reception. In contrast, for the fast-fading case, where the data transmission occurs in a separate coherence block from activity detection, the estimated value for $X$ would not be useful since the instantaneous CSI would have changed and would need to be re-estimated when data transmissions occur.
B. Covariance Approach

When the instantaneous CSI is not needed and only the device activities are of interest, an alternative approach is to consider $H$ as random, and to treat $\gamma_i = a_i g_i$ as deterministic unknown parameters to be estimated. This approach is proposed in [6], [10], in which the maximum-likelihood estimation (MLE) of $\gamma$ from $Y$ is formulated as the following non-linear optimization problem:

$$
\min_{\gamma} \log |\Sigma| + \text{tr} \left( \Sigma^{-1} \Sigma \right) \\
\text{s.t. } \gamma \geq 0,
$$

(5)

where $\Sigma \triangleq S \Gamma S^H + \sigma^2 I$ and $\Sigma = \frac{1}{\gamma} Y^H Y$ are in $C^{L \times L}$. This approach is most effective in the massive MIMO regime, where the channel hardening effect takes place and $\Sigma \rightarrow 1$ as $M \rightarrow \infty$. Although the problem (5) is non-convex, there are relatively simple and highly effective algorithms for numerically finding (local optimal) solutions [10]. Because this problem formulation works in the covariance domain for $Y$, it is termed covariance approach in the literature.

C. Performance

Both the AMP and the covariance approach have a strong theoretical foundation and analysis. For the AMP algorithm, the state evolution provides theoretical guarantees on its asymptotic performance as $L$, $N$ and $K$ go to infinity (at fixed $M$) [9]. For the covariance approach, a phase transition analysis has been developed in the regime of large $M$ [6], [26].

While the AMP algorithm is suited for moderate $M$ and has the benefit of being able to provide an estimate of the instantaneous CSI, the covariance approach has a distinct advantage at large $M$, because it takes advantage of the channel hardening effect in the massive MIMO regime. The problem formulation (4) aims to detect $K \times M$ non-zero entries in $X$ from $L \times M$ observations in $Y$, so the AMP algorithm is expected to be able to estimate $X$ well only in the regime where $L$ is comparable or larger than $K$. In contrast, the problem formulation (5) aims to detect $K$ non-zero entries in $\Gamma$ from $L \times L$ observations in $\Sigma$, so it can work in the regime where $K = O(L^2)$. This phase transition phenomenon is rigorously established in [6], [26]. Numerical simulations comparing the activity detection performance of AMP versus covariance approach can be found in [26, Figs. 9 and 10].

The choice of whether to use AMP versus the covariance approach in practice depends on the system setup and the operating regime. When $L < K$, the covariance approach would significantly outperform AMP. When $L > K$, the two have comparable performance, with the covariance approach having slightly better detection error performance, but with the AMP having the benefit of being able to provide an estimate of the channel in addition. In the fast-fading scenario where the estimated channel is not useful, (because the data transmission would have occurred in a different coherence block), it is preferable to use the covariance method. In the slow-fading scenario, the AMP has the advantage of being able to provide an estimate of the channel, but since non-orthogonal sequences are used in the pilot phase, the channel estimation error based on AMP alone can be large [9]. Thus, a subsequent channel estimation stage that uses additional feedback to assign orthogonal pilot sequences to the active users can further improve the performance.

D. Complexity

An equally important consideration for activity detection algorithms is complexity, as practical activity detection algorithms must have a run-time comparable to the time scale of the transmission frame and remain feasible even as the number of users $N$ and the number of antennas $M$ grow large.

In this respect, we first note that the AMP is based on the observation of an $L \times M$ matrix, while the covariance approach is based on an $L \times L$ matrix. The AMP algorithm has a manageable complexity only when $M$ is small; its convergence speed slows down considerably as $M$ increases. In the regime of large $M$, the covariance approach has a significant advantage.

Consider the coordinate descent algorithm for solving (5) for the covariance approach. As noted in [26], the complexity of each coordinate update is $O(L^2)$. Suppose that the coordinate descent algorithm requires each of the $N$ coordinates of $\gamma$ to be updated $U$ times. Then, the overall complexity is $O(L^2 N W)$. Note that since the covariance approach involves averaging over the antennas, the algorithm does not directly scale in complexity with $M$, making it well suited for the massive MIMO setting. In contrast, the MMV compressed sensing problem (4) involves estimating the row-sparse $N \times M$ matrix $X$, so the run-time of the AMP algorithm has a strong scaling with $M$. This can be observed in Fig. 2, which shows a run-time comparison of both algorithms using the same computing hardware with increasing $M$.

It should be noted that the expression for the complexity of the covariance approach does not necessarily imply that the complexity increases quadratically with $L$. This is because the number of iterations needed for convergence strongly depends on how close the operating point is from the phase transition boundary. For example, at fixed $M$, $N$ and $K$, if $L$ increases, then $W$, the number of iterations required to converge to the optimal solution $\gamma$, would decrease, as the operating point is now further away from the feasibility boundary.

IV. Minimum Feedback for Collision-Free Scheduling

Once the set of active users has been detected (with the result denoted here as $\tilde{A}$), the BS can then transmit a common feedback message to schedule the active users into the
transmission slots within the frame. A naive feedback scheme is to send a list of indices of the $K$ active users in the order in which they should transmit. This requires $K \log(N)$ bits of feedback. It turns out that this naive scheme is not the most efficient feedback mechanism. In this section, we explore the optimal collision-free feedback strategy and characterize the minimum feedback rate.

A. Fundamental Limits of Collision-Free Feedback

The naive feedback strategy is not the most efficient feedback mechanism for several reasons. First, if the objective of the scheduling is to avoid collision, then the BS can choose any of the $K!$ permutations of the list of users—removing this freedom can reduce the feedback rate. This improvement already leads to a more efficient enumerative source coding [18], [31] method of feedback, but even this is still far from optimal. To approach the fundamental limit, the key observation of [11] is that the only information required by an active user is which slot it is scheduled in and any information about the other users is redundant. Thus, the full list of active users contains more information than what each user needs for collision-free scheduling. Additionally, the naive scheme also informs the inactive users that they are not on the list of active users. Since inactive users are not listening to the feedback message, this information is also redundant. These observations can be exploited when investigating the fundamental limit of collision-free feedback.

Specifically, we define a collision-free scheduling code as the following: For any set of active users $\hat{A}$ as determined by the BS (with $|\hat{A}| \leq K$) that need to be scheduled into $B$ slots, there must exit a codeword $c$ in the feedback code of size $C$ such that:

$$q_i(c) \neq q_j(c), \quad \forall i \neq j \in \hat{A}$$

where $q_i, i \in [N]$ are the feedback decoders for each user that map the user into one of the $B$ available slots. Given a set of active users, the output of the feedback encoder is simply the index of such a codeword. The rate of the feedback code is defined to be $\log(C)$ if the feedback message must have a fixed length, or the entropy of the output of the encoder, if the feedback can have variable lengths.

The fundamental limit of collision-free feedback is found in [11] as follows. If the number of available slots $B = K$, for the variable-length case, an achievable rate for the collision-free feedback code is $\log(e)(K+1)$ bits. Remarkably, this feedback rate is independent of $N$. The proof relies on a random set partitioning argument. In addition, converse results are also available, which indicate that for sufficiently large $N$ and $K$, this bound is tight to within $\log(e)$ bits. For the case of fixed-length feedback codes, it can be shown that the problem can be directly mapped to the perfect hashing problem. From this connection, similar bounds on the feedback rate can be found, which have the same dominant $\log(K)K$ scaling, plus a small $O(\log \log(N))$ term.

Furthermore, in certain applications, it is also of interest to consider the case where the available slots $B > K$, or the case where $B < K$ and up to $[K/B]$ users are permitted per slot and can be resolved subsequently via other means. In these cases, even fewer bits of feedback are required (see [11]).

The above fundamental limit for collision-free feedback is significantly less than the naive scheme. For example, for $N = 10^6$ and $K = B = 1000$, the naive scheme would require $K \log(N) = 20000$ bits, while an optimal feedback code would only require at most $\log(e)(K+1) = 1444$ bits. Fig. 3 plots the achievable bounds for the rate of variable-length feedback codes as function of $B$ for $K = 1000$, which shows that if the number of slots is larger than $K$ or if multiple users can occupy the same slot, then the feedback rate can be significantly reduced. Exact expressions for these bounds can be found in [11]. It can be seen from the figure that with just two users per slot, or with number of slots 15% larger than the number of users, the minimum required feedback is already less than one bit per user!

B. Feedback Scheduling for Massive MIMO Systems

The possibility of highly efficient feedback is the main motive for this paper to consider the benefit of scheduling for massive random access as compared to the conventional contention based random access. Indeed, the aforementioned results show that the cost of scheduling can in theory be as low as at most 1.44 bits per active user for the $B = K$ case.

The goal of scheduling for random access is to eventually separate users and to avoid collision. Note that the above discussion has thus far referred to the concept of “slots” in a deliberately abstract manner. For example, the notion of slot does not need to be limited to simple temporal or frequency dimensions and can also include the spatial or code domain.

There are also situations in which multiple users can be scheduled into the same time-frequency slot, and they can be subsequently separated in the spatial domain using beamforming or multiuser detection. This scenario corresponds to the case of $B < K$.

Moreover, a key challenge of the massive MIMO system is in channel estimation. Specifically, it is desirable to assign orthogonal pilots to the active users in order to avoid pilot
contamination in the channel estimation process. Note that the pre-assignment of orthogonal pilots to all potential users is not feasible, because there are too many potential users in the overall system and not enough orthogonal pilots.

This paper proposes the use of efficient feedback codes for pilot assignment by considering a correspondence between slots and unique orthogonal pilots. For massive MIMO systems in both the slow and fast-fading settings, we show that the use of a feedback strategy to assign unique orthogonal pilots to users for channel estimation can improve the system sum rate.

C. Practical Implementations

We now discuss the viability of practical implementation for the optimal collision-free feedback scheme. Fundamentally, the efficient feedback strategy amounts to constructing a list of algorithms for sensing-based activity detection, and for each given set of active users, searching for a hash function in the list that can map all the active users to distinct hashed values, then using the index of the hash function as the codeword.

A practical implementation of such feedback code can be based on a procedure known as the compressed hash-displace (CHD) method for perfect hashing [32]. The encoding procedure is effectively a two-level random hashing strategy of first hashing users into bins, then starting from the bin with the most users, hashing users into slots. The random hash functions are drawn from an infinite sequence of hash functions. A greedy strategy is used to search for the hashing functions that result in no collision. The indices of the hashing functions, properly compressed, is the feedback message.

In [32], it is shown that this compression results in a code with a linear scaling in $K$. The scaling coefficient depends on the choice of how many bins are used. Numerically it can be observed that having a larger number of bins makes the encoder faster, but at a cost of higher feedback rate. Indeed, when there is only one bin, the algorithm is exactly random hashing and requires an exponentially complex search over the sequence of hash functions but can achieve the $\log(e)K$ feedback rate. In practice, the choice of how many bins to use can be optimized to balance the trade-off between the complexity of encoding at the BS and the feedback rate.

Note that the feedback considered here is distinct from the traditional concept of a grant [7] issued by the BS to the active user to acknowledge that its request for transmission has been received. The feedback scheduling codeword considered in this paper does not provide acknowledgement of detection to the active user and instead only serves to schedule the active users. If positive acknowledgement of detection is desired, the enumerative source coding scheme of [18] can be used, requiring $\log(K^3)$ bits of feedback. In many scenarios this is significantly more costly than the optimal feedback needed for avoiding collision. For a more detailed discussion of feedback for acknowledgement, see [33]. The lack of positive acknowledgement places fairly stringent requirement for user activity detection, because in the event of missed detection, the undetected active user would be unaware of the detection error and would transmit according to its decoded slot, leading to collision. For the falsely detected users, an allocated slot would be unoccupied, thus wasted. Fortunately, compressed sensing-based activity detection algorithms can operate at an error rate of $10^{-3}$ or less, thus alleviating these concerns.

V. SCHEDULED RANDOM ACCESS IN FAST-FADING SCENARIO

In this section, we present the proposed three-phase random access scheme for the fast-fading channel model. An important point of reference for our proposed scheme is CPA. CPA is a variant of CSA for massive MIMO [5]. CPA operates by allowing users to contend for resources and potentially to collide with one another, but it then uses SIC to resolve the collisions. In contrast, the proposed scheduled approach to massive random access exploits activity detection and feedback to enable scheduling and to prevent contention for resources between the users in the first place. Before presenting the scheduled approach random access, we present a brief summary of CPA to provide context for the discussion that follows.

A. Coded Pilot Access

CPA [5] uses a simple repetition CSA scheme [13] to add redundancy to user transmissions and to enable collision resolution. In this scheme each active user in $\mathcal{A}$ transmits the same payload multiple times across multiple coherence blocks. In each coherence block $d$, whether a user transmits or not is based on the outcome of an independent Bernoulli trial with probability $p$ (where the value of $p$ can be optimized) such that each user transmits an average of $\beta = \Delta p$ times. Let the set of transmitting users in block $d$ be denoted as $\mathcal{A}_d$. Inevitably, there would be collisions where two or more users transmit in the same coherence block, i.e., $|\mathcal{A}_d| > 1$. In standard ALOHA, this would mean the loss of the payload and the waste of a resource block. In CSA, however, the redundant transmissions may allow the collisions to be resolved. For example, if the payload of one of the users involved in the collision can be decoded in a different block where there is no collision, the contribution from that user’s transmission can be subtracted from the collision. To resolve as many collisions as possible, a graph based decoding scheme like those used for the erasure channel is used.

CPA implements this coding scheme in massive MIMO by accounting for the need for channel estimation, and by providing a method for interference cancellation between coherence blocks. That is, even though user transmissions occur in a different coherence block where the channels are
different, by incorporating a pilot, a payload decoded from one coherence block can still be used to subtract that user’s contribution from the other blocks.

As shown in Fig. 4, in the CPA scheme, the received signal \( Y_{d} \in \mathbb{C}^{M \times D} \) contains two portions within each coherence block: \( Y_{d}^{(p)} \in \mathbb{C}^{M \times \tau}, \) which is the pilot signals for channel estimation, and \( Y_{d}^{(u)} \in \mathbb{C}^{M \times (D - \tau)}, \) which is the user payload. In the pilot transmission phase of the coherence block, each active user \( j \in \mathcal{A}_d \) selects a pilot \( \phi_j \in \mathbb{C}^{1 \times \tau} \) uniformly at random from the set of orthogonal pilots \( \{\phi_i\}_{i=1}^{\tau} \). The signal received by the BS in this phase can be written as:

\[
Y_d^{(p)} = \sum_{j \in \mathcal{A}_d} g_j h_{d,j} \phi_j + Z_d^{(p)}, \quad d = 1, \ldots, \Delta, \tag{7}
\]

where \( Z_d^{(p)} \) is an AWGN matrix. At this stage, if only a single user has selected a given orthogonal pilot \( \phi_j \) in a coherence block, that user’s channel may be estimated from the received signal. If multiple users select the same \( \phi_j \) in the same block, however, a collision is declared.

Following the transmission of pilots, users transmit their payloads:

\[
Y_d^{(u)} = \sum_{j \in \mathcal{A}_d} g_j h_{d,j} x_j + Z_d^{(u)}, \quad d = 1, \ldots, \Delta. \tag{8}
\]

If a user’s channel can be estimated in a given coherence block (i.e., it is not involved in a collision), the BS can then attempt to decode its payload via receive beamforming. Each user’s payload contains information about all the different blocks throughout the frame where the user has made transmissions as well as the identification information for that user. Even though the user’s instantaneous CSI would differ between transmissions in different blocks, [5] shows that by exploiting the properties of massive MIMO, specifically channel hardening and the temporal power stability of the instantaneous channel, once a payload has been decoded, the associated user’s contribution to the received signal in other blocks can be subtracted. Decoding then proceeds in the graph as in erasure decoding.

Although CPA can outperform traditional SA based random access schemes, it still may not be able to fully utilize all the coherence blocks. For example, the way the users choose slots for transmission in an i.i.d. fashion as in [5] induces a binomial degree distribution on the user nodes in the decoding graph. This is suboptimal even with an optimized Bernoulli trial probability \( p \). It is well known that for erasure decoding, the soliton distribution [15] is an asymptotically optimal degree distribution, achieving perfect utilization as the number of blocks and number of users go to infinity. But as the number of coherence blocks in a frame is typically small in practical systems, this asymptotic performance cannot typically be achieved. Finally, as in all SA schemes, the fact that each user transmits in multiple coherence blocks results in unnecessary additional energy consumption.

B. Scheduled Random Access

Scheduled random access offers an alternative to the contention-based CPA. Rather than using redundancy to resolve contention, the proposed scheduled approach instead allocates an initial block for activity detection, followed by a short feedback message from the BS to the users for scheduling. Then, all remaining blocks are perfectly utilized, with no slots wasted for unresolved collisions. Fig. 5 depicts this three-phase procedure for the fast-fading channel model. This scheme offers multiple advantages over CPA. First, in the scheduled approach, all slots are perfectly utilized, with the only overhead being the initial activity detection phase and the feedback, while in CPA, perfect utilization cannot be achieved, and the overhead is more significant. Additionally, this scheduled approach only requires the users to transmit twice: once to transmit non-orthogonal pilots for activity detection and once for data transmission. In contrast, to maximize throughput with CPA, the users often must transmit more than twice, resulting in excess power consumption, which is a critical issue for IoT applications.

Below we describe the proposed scheme in more detail.

1) Activity Detection: The first coherence block is dedicated to activity detection. In this block, all active users simultaneously transmit pre-assigned non-orthogonal pilot sequences. We use the covariance approach for activity detection. This is because as mentioned in Section III, in the fast-fading model, CSI changes between the activity detection and data transmission phases, thus the CSI estimate provided by the AMP algorithm is not useful in subsequent blocks. Further, due to the complexity scaling of AMP with respect to the number of antennas \( M \), the covariance approach offers a lower complexity and generally superior detection performance.

It may be the case, depending on system parameters, that one coherence block is insufficient for accurate activity detection. For example, if the SNR is too low, a single coherence block may not allow the active users to transmit pilot sequences long enough to enable accurate activity detection. In such settings, more than one coherence block in the frame can be dedicated to activity detection, at the cost of decreasing the number of remaining slots for payload transmission. In this paper, the system parameters are chosen such that a single
coherence block is sufficient for activity detection, as shown in the next section.

2) Scheduled Transmission: Collision occurs when two or more users select the same coherence block for transmission and the same pilot for channel estimation. Thus, in scheduled transmission the BS needs to use feedback to allocate the transmission blocks as well as the pilots for all the active users. To this end, consider a pool of $\tau$ orthogonal pilots $\phi_1, \phi_2, \ldots, \phi_{\tau} \in \mathbb{C}^\tau$ for channel estimation in each coherence block. We use feedback from the BS to assign each active user a unique block-pilot pair $(d, t) \in [2, \Delta] \times [\tau]$. Thus, the number of effective slots for the purpose of scheduling is $B = \tau(\Delta - 1)$. To avoid collision, we must have $B \geq K$, so $\tau$ should be chosen accordingly. Since each user requires a unique pair, the minimum amount of feedback required is approximately $\log(e) K$ bits. Note that up to $\tau$ users can transmit in the same coherence block, as long as they are assigned distinct orthogonal pilots, so that their channels can be properly estimated. This allows their payloads to be resolved spatially in the massive MIMO system.

Let $(d_i, t_i), i \in \mathcal{A}$ be the block-pilot pair decoded by the active users based on the feedback from the BS. Let $\mathcal{A}_d \triangleq \{i \mid d_i = d\}$ be the set of active users that have been scheduled to transmit in the coherence block $d$. Just as in CPA, each user’s data transmission within a block is split into two parts. Let $Y^{(p)}_d \in \mathbb{C}^{M \times \tau}$ denote the signal received by the BS, we have

$$Y^{(p)}_d = \sum_{j \in \mathcal{A}_d} g_j h_{d,j} \phi_{t_j} + Z^{(p)}_d, \quad d = 2, \ldots, \Delta. \quad (9)$$

Immediately after transmitting a pilot, each user in $\mathcal{A}_d$ transmits their payloads simultaneously. Let $Y^{(u)}_d \in \mathbb{C}^{M \times (D-\tau)}$ denote the signal received by the BS in this stage, we have

$$Y^{(u)}_d = \sum_{j \in \mathcal{A}_d} g_j h_{d,j} x_j + Z^{(u)}_d, \quad d = 2, \ldots, \Delta. \quad (10)$$

If activity detection is perfect, for each user $i \in \mathcal{A}$ the BS can obtain a channel estimate $\hat{h}_{d,i}$ based on $Y^{(p)}_d$ (e.g., via a least-squares estimator [5]). Finally, the estimated channel is used to separate the transmitted signals in $Y^{(u)}_d$ via receive beamforming so that all the payloads can be decoded.

C. Performance Evaluation

In this section we numerically compare the performance of the proposed scheduled random access scheme with CPA. We follow [5] by assuming that the users apply inverse power control so $g_i = 1$, and further assume that the SNR is 10dB. In addition, the base station is equipped with $M = 400$ antennas and employs maximum ratio combining. Furthermore, there are $N = 10000$ potential users. We assume a channel bandwidth and coherence time of 1MHz and 0.3ms respectively, meaning $D = 300$ symbols can be transmitted in each coherence block. We assume a latency constraint such that $\Delta = 15$. We fix the number of orthogonal pilots in the frame to be $\tau = 64$, where each pilot consists of $\tau$ symbols. Furthermore, to simplify simulation we assume perfect interference cancellation in CPA, so the performance plot serves as an upper bound for CPA.

For scheduled random access, simulation results indicate that with activity detection pilots of length $L = 300$ and $K = 1000$, the user activity detector based on the covariance approach can achieve a probability of false alarm $P_{FA} = 10^{-3}$ and a probability of missed detection $P_{MD} = 10^{-4}$. Thus, a single coherence block provides sufficiently accurate activity detection in this setting.

Fig. 6 compares the performance of CPA and scheduled random access under these settings. We use the number of successful transmissions per slot as the performance metric. For scheduled random access, this is the number of active users that are detected, scheduled, and transmit without collision, divided by $\Delta$. For CPA, this is the number of “singleton” users that are successfully decoded, divided by $\Delta$. Note that the performance of CPA depends crucially on the average number of transmissions per user, which is a parameter denoted as $\beta$.

For scheduled random access, we assume that a user that transmits a pilot not used by any other user in the same slot would always be able to successfully transmit their payload. This effectively assumes perfect channel coding. In CPA, we make a similar assumption, and further assume that SIC can be done perfectly. Note that these assumptions favor CPA, because a payload suffering a decoding failure due to insufficient channel coding only impacts that particular payload in the scheduled random access, while in CPA it can prevent SIC and impact the ability to decode other payloads as well.

The interpretations of the simulation results presented in Fig. 6 are as follows:

1) Scheduled Random Access: Since we operate in the regime where activity detection is accurate, the impact of detection error is negligible. Thus, so long as the number of users is less than the maximum number of available slots, i.e., $K \leq \tau(\Delta - 1)$, all users can be accommodated, and the number of successful transmissions grows linearly in $K$ in this regime as can be seen in Fig. 6. If $K > \tau(\Delta - 1)$ there are more users than can be scheduled. If the feedback message does not provide positive acknowledgement (e.g., as in a CHD-based
feedback coding scheme [11] as discussed in Section IV-C), then the BS cannot prevent active users from transmitting. In this case, despite that the BS schedules only a subset of detected users of size $\tau(\Delta - 1)$, due to the collision from the active users not explicitly scheduled, the number of successful transmissions would decrease in the regime $K > \tau(\Delta - 1)$ as plotted in Fig. 6. However, if positive acknowledgment is provided (e.g., as in [33]) at the cost of additional feedback bits, then the BS can use feedback to ensure that only the maximum number of supported users would transmit, resulting in no drop-off. Note that the scheduled random access performs best when $K = \tau(\Delta - 1)$, however, as in general the number of active users may vary from frame to frame based on the arrival process, it is not possible to always operate at this setting.

The amount of feedback required to achieve this performance is given in [11, Section V] (e.g., Fig. 3 for $B = 1000$). This scheme requires $B$ to be known prior to the start of the frame, which is also a requirement in CPA. For the setting of Fig. 6, the amount of feedback is at most 1.3 kbits, which is a small fraction (typically <1%) of the overall throughput.

2) CPA: Fig. 6 presents several plots depicting the performance of CPA. The dashed curve presents the number of successful transmissions per slot after optimizing over $\beta$, the average number of transmissions per user. The dashed curve increases with $K$ until $K \approx 0.9\tau\Delta$, at which point performance begins to sharply drop off, showing that the approach requires additional slots to be effective, and does not perform well if too many users attempt access. This dashed curve serves as an upper bound on the performance of CPA and is generally unattainable without an accurate estimation of $K$, as the optimal $\beta^*$ in general depends on $K$.

We also plot the performance of CPA at different power levels. When $\beta = 2$, each user transmits twice, and the average uplink power requirement matches that of scheduled random access. But for most values of $K$, $\beta = 2$ is less than the optimal value $\beta^*$, and the performance degradation is significant. We also present results for $\beta = 3$, which is closer to optimal. For $K \gtrapprox 880$, $\beta^* > 3$ and for $K \gtrapprox 880$, $\beta^* < 3$.

3) Comparison: Fig. 6 shows that there are many more available slots than active users, CPA with $\beta^*$ and scheduled random access perform similarly, but optimal CPA requires on average up to 50% more power in the uplink, while scheduled random access requires feedback from the BS to the users. Furthermore, decreasing $\beta$ in this regime leads to significant degradation in the performance of CPA.

As the number of users approaches the maximum number of available slots, however, the performance gain of the scheduled approach over CPA becomes apparent. The performance of CPA begins to diminish rapidly around $K \approx 0.9\tau\Delta$, while the performance of scheduled random access is significantly more stable, peaking at $K = \tau(\Delta - 1)$.

These results show that when operating in a regime where $K$ is close to the maximum, scheduled random access has a considerable advantage. For CPA to maximize the number of successful transmissions per slot, it requires an additional overhead of some fraction of slot-pilot pairs. In general, we may wish to operate at $(K, \tau\Delta)$ for which the number of successful transmissions per slot is maximized. However, in practice, user activities vary with time depending on the arrival process (e.g., as modeled by a Poisson or Beta arrival model) with inherent randomness in $K$. Thus, a random access protocol must perform well not only for one choice of $K$, but also over a range of potential values of $K$. In other words, the stability of the random access scheme around its optimal operating point is important, so that the system can be loaded more aggressively. This is a consideration that would favor the proposed scheduled approach as compared to CPA.

Note that the above analysis does not account for the extra overhead in the payload of CPA, which requires each user to transmit identification information, as well as pointers needed for interference cancellation. Although the cost of pointers can be considered negligible, the cost of identification is $\log(N) \approx 13$ bits per user, which must be included in the payload in CPA, but not in the proposed scheduled approach. In conclusion, a small amount of feedback can significantly improve the overall number of successful transmissions per slot in scheduled random access, while using less power per user as compared to contention-based schemes for a massive MIMO system in the fast-fading scenario.

VI. SCHEDULED RANDOM ACCESS IN SLOW-FADING SCENARIO

In this section we investigate the case of the slow-fading channel model, where all communications occur over a single coherence block. This situation occurs when the CSI changes slowly relative to the time scale of user activities. For example, the system may have a latency requirement dictating that an active user must be served in a period of time shorter than the coherence block. As compared to the fast-fading case, the main difference in slow fading is that each user’s instantaneous CSI is the same in both the activity detection and data transmission phases. This means that any pilot symbols initially used for activity detection can subsequently be re-used for channel estimation. In this section, we discuss two protocols. One uses non-orthogonal pilots to estimate the user channels, while the second scheme uses feedback to assign orthogonal pilots to different users for channel estimation.

A. Joint Activity Detection and Channel Estimation Using Non-Orthogonal Pilots

The paradigm of joint activity detection and channel estimation is investigated in [8], [9]. In that work, a frame of length $T$ symbols is separated into two phases, with $L$ symbols for joint activity detection and channel estimation, and the remaining
$T - L$ symbols for data transmission. The activity detection phase remains identical as in Section III, but additionally, because the problem is formulated as an MMV compressed sensing problem (4), the estimated value of the CSI matrix $\mathbf{X}$, can be useful for receiver design in the subsequent data transmission phase. This scheme does not require feedback, because in the data transmission phase all users can transmit simultaneously and the BS can separate their signals using receive beamforming based on the previously estimated CSI.

One of the problems with this approach is that when too many users are transmitting simultaneously, interference can lead to a significant degradation in the overall rate. Specifically, when the system is overloaded, meaning $K/M > 1$, it can be advantageous to temporally schedule users, i.e., the transmission phase is divided into $B$ non-overlapping slots of $T_B$ symbols, such that in each slot only at most $\lceil K/B \rceil$ users are scheduled for transmission. The spectral efficiency for each user averaged over the frame can be written as:

$$R^{NO}_k = \frac{T - L}{TB} \log(1 + \gamma_k^{NO}), \quad (11)$$

where $\gamma_k^{NO}$ is the signal-to-interference-and-noise-ratio (SINR), which includes the interference terms due to the users who transmit in the same slot as well as the effect of the channel estimation error and the AWGN. The asymptotic value of $\gamma_k^{NO}$ can be computed via the state evolution of AMP. It can be shown that when MMSE receive beamforming is used, scheduling can improve the achievable sum rate of an overloaded system [9]. This means that we can optimize the system over $B$ to determine the optimal $B^*$ that maximizes the user sum rate.

Although this scheme is already investigated in [9], the minimum cost of scheduling and feedback has not been previously quantified. In this work, we note that this is a case of scheduling multiple users per slot as investigated in [11], so the information-theoretic bounds from [11] can be used to determine the amount of feedback required for scheduling. Since the BS is equipped with many antennas, in most cases we have $B^* \ll K$. In this regime, Fig 3 shows that significantly less than $K \log(e)$ bits of feedback are needed. Note that when $B = 1$, this approach reduces to the previous no feedback case.

### B. Scheduling of Orthogonal Pilots for Channel Estimation

Despite the promise of using non-orthogonal pilots for both activity detection and channel estimation, one of the key conclusions of [9] is that the bottleneck in performing joint activity detection and channel estimation lies in the use of non-orthogonal pilots for channel estimation, which leads to a significantly larger channel estimation error as compared to if orthogonal pilots are used, resulting in lower achievable rates.

We propose to resolve this issue via a natural extension to the previously discussed scheduling strategy. Since effective activity detection for $K$ users requires shorter pilots than channel estimation for those same $K$ users, we propose to perform activity detection using non-orthogonal pilots of length $L_1$ via the covariance approach, then subsequently to provide a feedback message as in Section IV to assign orthogonal pilots of length $L_2$ to each of the active users for a second channel estimation phase. Here the covariance approach is suitable for the first phase, because the BS does not require estimates of the channels at the intermediate stage after the non-orthogonal pilot transmissions. After the orthogonal pilots are transmitted by the active users, the BS can use both the non-orthogonal pilots in the first phase and the orthogonal pilots in the second phase to perform channel estimation using a linear MMSE channel estimator [34]. Explicitly, we can write the estimate of the channels between the $K$ active users and the $M$ BS antennas $\hat{\mathbf{H}}^T_{MMSE} \in \mathbb{C}^{K \times M}$ as

$$\hat{\mathbf{H}}^T_{MMSE} = \mathbf{Y} (\mathbf{P}^H \mathbf{R}_H \mathbf{P} + \sigma_n^2 \mathbf{I})^{-1} \mathbf{P}^H \mathbf{R}_H, \quad (12)$$

where $\mathbf{Y} \in \mathbb{C}^{M \times L}$ is the received signal during the channel estimation phase, $\mathbf{R}_H = \mathbf{E}[\mathbf{H}^H \mathbf{H}]$ is the channel correlation matrix, and $\mathbf{P} \in \mathbb{C}^{K \times L}$ is a matrix that has rows equal to the pilots of the $K$ active users. These pilots can be either non-orthogonal, or a concatenation of orthogonal and non-orthogonal pilots transmitted by the active users.

The use of orthogonal pilots eliminates pilot contamination between the users, resulting in an overall sum rate gain due to the improved channel estimates. In addition, the same feedback message used to assign pilots can be re-used to schedule users across $B$ slots, and the optimal $B^*$ can be chosen to maximize the user sum rate. The overall scheme is shown in Fig 8.

The per-user spectral efficiency averaged over the frame for the proposed scheme can be characterized as:

$$R^O_k = \frac{T - L_1 - L_2}{TB} \log(1 + \gamma_k^O) \quad (13)$$

where $\gamma_k^O$ is the SINR which includes the effect of the channel estimation error when both non-orthogonal and orthogonal pilots are used. As with the previous case, MMSE receive beamforming is used for data transmission. To compute the SINR, we follow the method in [35, Appendix A] but with the MMSE beamforming. The method accounts for the choice of the pilots, the resultant channel estimation error, as well as the distribution of the channels, in computing the SINR.

The proposed scheme assigns an orthogonal pilot to each user, so it requires more feedback than the case of using only non-orthogonal pilots. Since the pilot indices are unique, at least $K \log(e)$ bits of feedback would be required. No additional feedback is needed to schedule users into the $B$ slots as the pilot index can be re-used to determine the slot. For example, a user who is assigned pilot index $k$ can be assigned
to transmit in slot \( b = k \mod B \). All the users are then distributed uniformly over the \( B \) slots.

### C. Performance Evaluation

To evaluate the benefit of assigning orthogonal pilots for channel estimation in the slow-fading scenario, we consider a simulation setup like that in [9]. Let \( r_n \) denote the distance between user \( n \) and the BS, \( \forall n \). It is assumed that each \( r_n \) is randomly distributed in the range \([0.8,1]\) km. The path-loss model of the wireless channel for user \( n \) is given as \( -128.1 - 36.7 \log_{10} r_n \) in dB \( \forall n \). The bandwidth and coherence time of the channel are 1MHz and 2ms respectively, thus there are a total of \( T = 2000 \) symbols per frame. The transmit power is constant across the coherence block and is set to be 13dBm. The power spectral density of the AWGN at the BS is \(-169\)dBm/Hz.

First, we investigate the impact of the number of temporal slots \( B \) used for scheduling data transmission for both the case that non-orthogonal pilots are used and the case that orthogonal pilots are used for channel estimation. The optimal \( B \) is a function of the frame length \( T \), the pilot length \( L \), and the other system parameters. As an example, consider a scenario with \( M = 64 \) antennas at the BS and \( K = 150 \) of the \( N = 2000 \) users are active. (This smaller value of \( M \) is chosen so that we operate in a regime where the complexity of the AMP algorithm remains tractable.) In the case that orthogonal pilots are assigned for channel estimation, we first use non-orthogonal pilots of length \( L_1 = 200 \) for activity detection, then we use feedback to assign orthogonal pilots of length \( L_2 = L - L_1 \) to the active users for channel estimation. With \( L_1 = 200 \) and under these conditions, simulation results show that if the covariance approach is used for activity detection, the probability of false alarm is \( p_{FA} < 10^{-5} \) and the probability of missed detection is \( p_{MD} = 10^{-4} \). This shows that \( L_1 = 200 \) is adequate.

Under the above parameters, we first show an example of optimizing \( B \) assuming a value of \( L = 600 \); subsequently, we present simulations that also optimize over \( L \). Fig. 9 shows the user sum rate versus the number of scheduled slots \( B \) assuming that the MMSE receive beamforming is used at the BS for the case of \( L = 600 \). In this overloaded system both the cases of using the orthogonal and the non-orthogonal pilots for channel estimation benefit from having \( B > 1 \) scheduled slots for data transmission. It can be observed that the optimal \( B \) occurs when the system is close to fully loaded and \( K_B \) < 1.

Fig. 10 compares the sum rate of the three approaches for scheduled random access discussed in this section plotted against the total pilot length \( L \), where for each value of \( L \), we numerically find the optimal \( B \) (when applicable) and use this \( B^* \) when evaluating the sum rate. These numerical results are summarized along with the required feedback in Table II. Note that increasing the length of the pilots improves the channel estimation error and increases the achievable rate for the remaining symbols but decreases the number of slots available for data transmission, thus creating a trade-off. We observe that for joint activity and channel estimation using non-orthogonal pilots via AMP without feedback (\( B = 1 \)), there is little gain from using longer pilots. This is because the bottleneck is the significant interference due to having all users transmit simultaneously in an overloaded system. The sum rate can be significantly improved by scheduling users over an optimized number of \( B^* \) slots. Furthermore, when orthogonal pilots are assigned to the users, we see a higher sum rate due to the improved channel estimation from the use of orthogonal pilots.

These benefits come at only a small cost of feedback as summarized in Table II. For the case of assigning orthogonal pilots and the scheduling slots to the \( K \) users, the amount of feedback required is \( K \log(e) \), or roughly 216 bits per frame, and this remains the same regardless of \( B \). This works out to be 108 kbps. If non-orthogonal pilots are used for channel
TABLE II
SUM RATE AND FEEDBACK COST FOR SCHEDULED RANDOM ACCESS SCHEMES IN SLOW FADING

| Algorithm | Feedback (kbps) | Sum Rate (Mbps) |
|-----------|-----------------|-----------------|
| Joint Activity and Channel Estimation with Non-Orthogonal Pilots Using AMP ($B = 1$) | 0 | 87 |
| Joint Activity and Channel Estimation with Non-Orthogonal Pilots Using AMP ($B = B^*$) | 9 | 112 |
| Covariance Method for Activity Detection and Orthogonal Pilots for Channel Estimation ($B = B^*$) | 108 | 121 |

estimation, by referring to the fundamental bounds in [11], the minimum feedback needed to assign users to $B^* = 4$ slots is only 18 bits per frame of feedback, or 9 kbps.

VII. CONCLUSION

This paper investigates the benefit of scheduling for massive random access in massive MIMO systems—an approach made possible by recent advancements in efficient activity detection and feedback. We propose a three-phase scheduled random access procedure that begins with activity detection using non-orthogonal pilots, followed by BS feedback for scheduling, and finally, data transmission for the scheduled users. User activities are detected from the non-orthogonal pilots using either the AMP algorithm, which also provides a channel estimate, or via the covariance approach. Scheduling is implemented via a single common feedback message from the BS to the active users. Specifically, we quantify the cost of feedback needed for scheduling, and point out that the feedback message can be used to schedule users to distinct transmission slots to avoid collision, as well as to assign orthogonal pilots to different users for channel estimation. Leveraging the results in [11], we show that the minimum feedback rate to ensure collision-free scheduling can be very low.

We investigate the performance of the proposed scheduled approach to massive random access in comparison to contention-based or non-scheduled approaches in both the fast-fading setting where activity detection and data transmission occur in different coherence blocks, and the setting where fading is slow relative to the latency requirements of the system, so activity detection and data transmissions occur within a single coherence block.

In the fast-fading setting, the proposed scheduled random access approach is compared to the uncoordinated coded-ALOHA-based CPA approach. We show that the use of activity detection and feedback to enable scheduling can lead to notable improvements in system performance, such as the increased average number of transmissions per slot and the decreased overall power consumption, at a cost of only a small amount of feedback. In the slow-fading setting, the proposed scheduled approach is compared with the approach of joint activity detection and channel estimation via AMP [9]. We show that in an overloaded system, scheduling users to different transmission slots requires a very small amount of feedback. In addition, assigning orthogonal pilots to the users for channel estimation can lead to further improvement in sum rate at a moderate cost of feedback.

These results establish that the use of relatively small amounts of feedback in random access protocols can lead to significant gains in system performance and efficiency, indicating that feedback should be considered in the development of future random access protocols.
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