Synthetic chiral magnets promoted by the Dzyaloshinskii–Moriya interaction
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ABSTRACT

The ability to engineer the interactions in assemblies of nanoscale magnets is central to the development of artificial spin systems and spintronic technologies. Following the emergence of the Dzyaloshinskii–Moriya interaction (DMI) in thin film magnetism, new routes have been opened to couple the nanomagnets via strong chiral interactions, which is complementary to the established dipolar and exchange coupling mechanisms. In this Perspective, we review recent progress in the engineering of synthetic magnets coupled by the interlayer and intralayer DMI. We show how multilayer chiral magnetic structures and two-dimensional synthetic antiferromagnets, skyrmions, and artificial spin systems can be realized by simultaneous control of the DMI and magnetic anisotropy. In addition, we show that, with the combination of DMI and current-induced spin–orbit torques, field-free switching of synthetic magnetic elements is obtained as well as all-electric domain wall logic circuits.
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Synthetic magnets are assemblies of coupled magnetic elements whose dimensions, position, and properties can be tuned to fix the relative orientation of their magnetization and determine their response to external stimuli, such as magnetic fields and electric currents. A Halbach array, initially developed to focus particle beams,1 is an example of a macroscopic assembly of permanent magnets interacting via the dipole interaction, that augments and confines the magnetic stray field outside the array. At the microscopic scale, synthetic arrays of magnets with dimensions ranging from micrometers down to a few tens of nanometers can be designed to obtain magnetic configurations with a well-defined hierarchy of energy levels and degeneracies that is determined by the competing dipolar interactions among the elements of the array.2–4 These microscopic arrays are extensively investigated for a wide range of uses including nanomagnetic logic gates,5 magnetic metamaterials,6 magnetic micromachines,7 and artificial spin ices.8–10 The dipolar-coupled synthetic magnets that make up these arrays include both vertically stacked and coplanar structures, as schematically shown in Figs. 1(a) and 1(b), respectively.

As dipolar interactions decrease when reducing the volume of the magnetic elements, it is not practical to realize ultrathin synthetic magnets based on these interactions for applications in electronics and spintronics. Instead, short-ranged quantum mechanical interactions provide suitable alternatives to couple magnetic films in multilayers and nanostructures. These include the exchange bias between a ferromagnetic and an antiferromagnetic layer15 [Fig. 1(c)] and the oscillatory Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction between two magnetic layers separated by a nonmagnetic metal16 [Fig. 1(d)]. Synthetic antiferromagnets consisting of RKKY-coupled ferromagnetic layers, for example, are widely employed to tune the magnetic hysteresis of spin valves and magnetic tunnel junctions used in sensing and data storage applications.17–19 The possibility to design synthetic magnets for specific applications is, thus, intimately related to the ability to induce and tune the couplings between the individual magnetic elements.

With the emergence of the Dzyaloshinskii–Moriya interaction (DMI)20,21 as a tool to engineer the magnetic texture of thin films with asymmetric interfaces,22–24 fascinating prospects are now open for realizing novel types of synthetic magnets, which are the subject of this Perspective. The DMI arises in magnetic systems that lack a center of inversion and exhibit strong spin–orbit coupling. This can occur in bulk crystalline materials25 and amorphous alloys with a composition gradient,26 as well as in thin magnetic films where the conditions for...
the emergence of the DMI are naturally fulfilled at asymmetric interfaces, such as for ferromagnets in contact with heavy metals \(^2\), graphene\(^3\),\(^4\) or ferrimagnetic garnets grown on nonmagnetic substrates.\(^33\),\(^34\) This interaction can be represented by the Hamiltonian

\[
H_{\text{DMI}} = -\sum_{ij} D_{ij} \times (S_i \times S_j),
\]

where two neighboring spins \(S_i\) and \(S_j\) are indirectly coupled via a heavy metal atom. The DMI, thus, favors an orthogonal alignment between adjacent magnetic moments with the sense of rotation of the magnetic moments in space determined by the direction of the vector \(D\). Therefore, in stark contrast to the dipolar and exchange interactions, the DMI is chiral and the resulting magnetic textures are chiral too. Depending on the magnitude of \(D\) relative to the exchange interaction and magnetic anisotropy, the DMI can induce the formation of chiral Néel domain walls\(^33\),\(^35\)–\(^40\) or non-collinear magnetic ground states, such as spin helices, cycloids, or skyrmions.\(^41\)–\(^49\)

The fact that the DMI favors the noncollinear alignment of neighboring spins results in a twist in the magnetic texture. The extension of such a twist in systems with spatially homogeneous magnetic properties is given to a first approximation by the competition between the exchange interaction, DMI and magnetic anisotropy\(^50\) and is typically on the order of 10 nm.\(^46\),\(^35\),\(^33\)–\(^40\) Conversely, magnetic systems that are designed with nonhomogeneous properties, such as magnetic multilayers and planar arrays of nanomagnets, provide an ideal playground to investigate the DMI-mediated chiral coupling for a wider range of length scales and geometries. In such structures, the magnetization of neighboring magnetic regions follows the specific chirality inherited from the DMI. This magnetic chirality can take place either in vertical stacks via the so-called interlayer DMI coupling\(^55\),\(^56\) [Fig. 1(e)] or in planar nonhomogeneous structures, where the magnetic textures are connected via intralayer lateral chiral coupling\(^56\),\(^57\) [Fig. 1(f)].

The interlayer DMI coupling exploits the antisymmetric part of the RKKY interaction.\(^22\),\(^56\) Early reports provided evidence of this type of coupling in Dy/Y magnetic multilayers, which possess a helical spin structure with a predominant chirality induced by an in-plane (IP) magnetic field.\(^53\),\(^54\) More recently, interlayer chiral coupling has also been demonstrated in transition metal systems. For example, a CoFeB layer with in-plane (IP) magnetic anisotropy coupled via a PtRuPt spacer to a thin Co layer with out-of-plane (OOP) anisotropy displays chirally canted magnetic configurations due to the interplay of antiferromagnetic RKKY coupling and DMI.\(^55\) Similarly, ferromagnetically [Fig. 2(a)] and antiferromagnetically [Fig. 2(b)] coupled synthetic magnets consisting of two Co layers separated by a PtRuPt spacer have asymmetric OOP hysteresis loops in the presence of a static in-plane magnetic field, which is consistent with the chirality of the DMI.\(^57\) Although the interlayer DMI is weaker than the collinear RKKY interaction in these systems, further tuning of the composition and thickness of the nonmagnetic spacer might lead to larger net interlayer DMI energies.\(^56\) This, in turn, would enable the realization of three-dimensional topological multilayer structures. Moreover, functionalities might be integrated in synthetic magnets, such as asymmetric effects in the propagation of domain walls and spin waves.\(^57\)

The intralayer DMI is typically stronger than the interlayer DMI. Whereas the first gives a surface energy contribution of the order of 1–2 mJ m\(^{-2}\) in metallic ferromagnets in contact with heavy metals such as Co/Pt,\(^50\),\(^52\) the second is at least one order of magnitude smaller owing to the presence of a nonmagnetic spacer layer between the two ferromagnetic layers.\(^57\) In combination with high-resolution patterning and nanofabrication techniques, the lateral chiral coupling promoted by the intralayer DMI can lead to unprecedented control of the magnetic interactions in planar arrays of nanomagnets. This has been recently demonstrated for different arrangements of nanomagnets with IP and OOP magnetization patterned out of a continuous Pt/Co/Al triayer,\(^60\) as shown in Fig. 3. Here, the different regions with IP and OOP anisotropy are defined by selective oxidation of the Al capping layer.\(^60\) Whereas the anisotropy of the as-grown films has been adjusted to be IP, the contribution to the interfacial anisotropy from the Co/AlO\(_x\) interface can generate an OOP magnetization. Additionally, the Pt underlayer connects the regions with...
different anisotropies via the DMI, which leads to a left-handed chiral alignment of the magnetic moments in the neighboring IP–OOP regions, such that the left-handed $\text{IC}_12$ and $\text{IC}_10$ orientations are energetically favored over the right-handed $\text{IC}_12$ and $\text{IC}_10$ orientations [Fig. 1(f)]. It has been shown that the strength of the chiral coupling can be significantly larger than the energy barrier for magnetization reversal between $\text{IC}_12$ and $\text{IC}_10$ states or $\text{IC}$ and $\text{IC}$ states. Thus, chiral ordering spontaneously appears in elongated nanomagnets composed of one or more sequences of IP–OOP elements [Figs. 3(a)–3(c)]. Moreover, switching of the IP (OOP) element with an external IP (OOP) magnetic field automatically leads to the switching of the OOP (IP) element attached to it. The energetic imbalance between IP–OOP magnetic orientations with opposite chirality also leads to the appearance of a lateral exchange bias, as seen in Fig. 4(a), and to the appearance of stable and metastable multistate magnetic configurations.60

![Fig. 2](image1.png)  
**Fig. 2.** The interlayer DMI in an unbalanced synthetic magnet is shown to reduce or enhance the energy barrier to reverse the magnetization of the thicker layer with a lower anisotropy, as reflected by the shift of the hysteresis loops with respect to each other by $\Delta \mu_0 H_{SW}$. The magnetization tilts differently in (a) ferromagnetically and (b) antiferromagnetically coupled magnetic layers under application of positive (red) and negative (black) in-plane magnetic fields. Reproduced with permission from Han et al., Nat. Mater. 18, 703 (2019).57 Copyright 2019 Springer Nature.
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**Fig. 3.** Synthetic chiral magnets in 2D structures: (a)–(c) scanning electron micrographs (left panel) and x-ray photoemission electron micrographs (right panel) of (a) IP–OOP magnet, and (b) and (c) OOP–IP–OOP lateral synthetic antiferromagnets. The dark and bright contrast in the out-of-plane regions corresponds to $\text{IC}$ and $\text{IC}$ states, respectively. The blue and red coloring of scanning electron images corresponds to IP and OOP magnetized regions, respectively. (d) Magnetic force microscopy images of synthetic skyrmions. The IP 50 nm-wide magnetized parts are indicated by blue dashed lines; the boundary of the magnetic disk is indicated by the white dashed line. (e) and (f) Realization of an artificial spin system arranged on (e) a kagome and (f) a square lattice. All scale bars are 500 nm. Reproduced with permission from Luo et al., Science 363, 1435 (2019).60 Copyright 2019 AAAS.
The lateral chiral coupling can be tuned by material and interface engineering as well as by changing the size of the nanomagnets, since the strength of the lateral coupling depends on the length of the quasi-one-dimensional domain wall separating the OOP and IP elements.

The strength of the coupling will in turn define the obtainable magnetic configurations as demonstrated by the lateral synthetic antiferromagnets in Figs. 3(b) and 3(c). As long as the IP spacer is shorter than about 100 nm and retains a monodomain state, the two OOP elements effectively interact with each other. Thus, reversing the magnetization of one OOP element with an OOP field causes the reversal of the IP spacer and subsequently the reversal of the other OOP element.

Furthermore, such coupled OOP and IP elements can be used as building blocks of more complex spin systems with a well-defined symmetry and topology. For example, synthetic Néel skyrmions with an arbitrary number of windings can be realized by coupling concentric OOP rings with 50 nm wide IP rings [Fig. 3(d)]. In addition, it is possible to design mesoscopic two-dimensional structures with a well-defined symmetry and topology. For example, synthetic Néel skyrmions with an arbitrary number of windings can be realized by coupling concentric OOP rings with 50 nm wide IP rings [Fig. 3(d)]. In addition, it is possible to design mesoscopic two-dimensional structures with a well-defined symmetry and topology.

In planar systems, the heavy metal underlayer offers more than a platform for creating chirally coupled structures. If an electric current is passed through the Pt, spin–orbit coupling promotes the scattering and polarization of spins, as in the spin Hall and Rashba–Edelstein effects, leading to a spin accumulation at the interface with an adjacent ferromagnet. The spin–orbit torque resulting from the diffusion and absorption of the spin current inside the ferromagnet can be used to switch the magnetization of both OOP and IP layers. However, OOP magnetized elements generally require a static in-plane magnetic field to break the torque symmetry and achieve deterministic switching. For chirally coupled OOP–IP nanomagnets, the built-in symmetry-breaking mechanism means that the OOP (and therefore the coupled IP) magnetization can be switched by an electric current in the absence of external fields [Fig. 4(a)]. Since the state of such a magnetic element can be readout via the anomalous Hall effect [Fig. 4(a)], chirally coupled magnets constitute a basic unit for data storage.

The chiral coupling can also be incorporated into magnetic tracks where the spin–orbit torques can be further exploited for several different applications, which can be directly implemented in racetrack memories. Controllable and efficient domain wall injection and deletion is a prerequisite for memories relying on domain wall motion. One possibility is to insert coupled IP–OOP boundaries as domain wall injectors [Fig. 4(b)], where the switching of the magnetization of the IP region within a racetrack by an external magnetic field can enable or disable the injection of a magnetic domain wall in an OOP track. This has been realized by patterning nanowires comprising of a short IP region at the beginning of the track followed by a longer OOP region, with width ranging from 100 nm to 4 μm and length up to several μm. The switching of the IP part was achieved by an external magnetic field of a few mT, which in principle can be replaced also by a local spin–orbit torque. In addition, magnetic tunnel
junctions patterned on top of the racetrack can be used to control the orientation of the IP region or directly inject domain walls in the OOP region. The patterning of IP regions inside OOP tracks can further be used to pin domain walls at specific locations and tune the domain wall chirality.

The current-induced switching and propagation of magnetic domains combined with the multiplicity of magnetic states that can be stabilized in chirally coupled OOP-IP elements opens entirely new opportunities for the realization of all-electric nanomagnetic logic circuits. The key point here is that lateral chiral coupling provides a way to design magnetic domain wall inverters and majority logic gates that are otherwise difficult to implement in racetrack structures. When a narrow IP region is incorporated into an OOP magnetized track, it couples to its surrounding, leading to the antiferromagnetic alignment of the OOP magnetization on the left and right of the IP region. When a domain wall propagating in the track encounters such a region and the current-induced spin–orbit torque driving the domain wall is large enough, the magnetization of the IP region flips, leading to the annihilation of the incoming domain wall and the nucleation of a new domain wall of opposite polarity on the other side of the IP region [Figs. 5(a) and 5(b)]. The chiral OOP–IP–OOP structure therefore serves as an inverter capable of transforming an up-down (down-up) domain wall into a down-up (up-down) domain wall. If the down and up magnetization directions in the racetrack represent the Boolean logic “1” and “0,” respectively, this process is equivalent to the NOT logical operation. Hence, the magnetic track not only serves as a data storage device, but can also perform logic operations. Based on this principle, one can design a majority gate where three OOP tracks (two inputs and one bias) meet at a common point delimited by an IP region that is connected to an output track [see Fig. 5(c)]. Depending on the magnetization direction of the OOP input tracks next to the IP boundary, the output magnetization flips according to the truth table of either a NAND or a NOR gate, where the logic function is determined by the magnetization of the bias terminal. As these gates are functionally complete and can be cascaded on the same current line, in principle, any type of logic operation can be performed, as exemplified by the full adder gate shown in Fig. 5(d). Chirally coupled logic gates thus provide a means to integrate memory and logic functions in a single platform. These gates are downscalable, operated by electric currents, and are compatible with back-end-of-line processes established for the fabrication of magnetic random access memories.

In order to optimize chiral synthetic magnets for specific applications, key design requirements must be met, including the ability to tune the DMI and/or the magnetic anisotropy of the individual magnetic elements with a high spatial accuracy. In magnetic multilayers, this can be achieved by changing the thickness of the nonmagnetic spacers and engineering the anisotropy of the individual layers in the stack. In planar structures, the DMI and interfacial magnetic anisotropy can be engineered to achieve the desired magnetic properties. The design of such structures requires careful consideration of the material properties and the fabrication process to ensure the desired magnetic behavior.

FIG. 5. Current-driven magnetic domain-wall logic circuits. (a) Schematics showing the principle of current-driven domain-wall inversion (NOT gate). A \( \sigma \sigma \) domain wall is inverted to give a \( \sigma \sigma \) domain wall. (b) Magneto-optical Kerr effect images of domain-wall inverters before and after application of a series of electric pulses. A \( \sigma \sigma \sigma \) domain is inverted to give a \( \sigma \sigma \sigma \) domain. The inverter is indicated by a white line. (c) Magnetic force microscopy images of NAND gates with inputs of “11” and “10” resulting in 0 and 1 outputs, respectively. (d) Left panel: schematic of a full adder gate obtained by cascading several NAND gates. Right panel: full adder gate with “a = 0” and “b = 1” inputs resulting in “sum = 1” with a “carry = 0.” Reproduced with permission from Luo et al., Nature 579, 214 (2020). Copyright 2020 Springer Nature.
anisotropy are often not independent of each other. Starting from a system with strong DMI, the most effective approach to design such a synthetic magnet relies on the patterning of the magnetic anisotropy. This patterning can be achieved in a controlled way by spatially varying the degree of oxidation of the magnetic interfaces. In addition, three-dimensional chiral structures can be realized by patterned curvilinear shapes and present unusual optical, magnetoelectric, and magnetoresistive properties. These topics provide interesting avenues of research in the field of synthetic chiral magnets.

In conclusion, the multiplicity of magnetic states that can be stabilized in interlayer and intralayer chirally coupled structures opens the way to design synthetic magnets with great flexibility, scalability, and tunable collective behavior that is complementary to other long-established methods. The possibility to combine current-driven magnetic switching with the propagation of domain walls in such structures means that novel spintronic devices can be realized, such as nanomagnetic gates and neuro-inspired circuits. Furthermore, the topology and magnetic landscape of synthetic media can be reconfigured by electric currents or gating.
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