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Abstract—Despite being an old language feature, Java exception handling code is one of the least understood parts of many systems. Several studies have analyzed the characteristics of exception handling code, trying to identify common practices or even link such practices to software bugs. Few works, however, have investigated exception handling issues from the point of view of developers. None of the works have focused on discovering exception handling guidelines adopted by current systems – which are likely to be a driver of common practices. In this work, we conducted a qualitative study based on semi-structured interviews and a survey whose goal was to investigate the guidelines that are (or should be) followed by developers in their projects. Initially, we conducted semi-structured interviews with seven experienced developers, which were used to inform the design of a survey targeting a broader group of Java developers (i.e., a group of active Java developers from top-starred projects on GitHub). We emailed 863 developers and received 98 valid answers. The study shows that exception handling guidelines usually exist (70%) and are usually implicit and undocumented (54%). Our study identifies 48 exception handling guidelines related to seven different categories. We also investigated how such guidelines are disseminated to the project team and how compliance between code and guidelines is verified; we could observe that according to more than half of respondents the guidelines are both disseminated and verified through code inspection or code review. Our findings provide software development teams with a means to improve exception handling guidelines based on insights from the state of practice of 87 software projects.
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I. INTRODUCTION

Current applications have to cope with an increasing number of abnormal computation states that arise as a consequence of faults in the application itself (e.g., access of null references), noisy user inputs or faults in underlying middleware or hardware. Therefore, techniques for error detection and handling are not an optional add-on to current applications but a fundamental part of them. The exception handling mechanism [1], embedded in most modern programming languages, is one of the most used techniques for detecting and recovering from such exceptional conditions.

In Java, approximately 10% of the source code is dedicated to exception handling and signaling [2]. However, some studies have found that exception handling code is not only difficult to implement [3] but also one of the least understood parts of the system [4].

On the one hand, due to this lack of understanding regarding the exception handling behavior developers may think that by just sprinkling the code with catch-blocks in all places where exceptions may potentially be thrown, they are adequately dealing with the exceptional conditions of a system [5]. It may turn exception handling code into a generalized “goto” mechanism, making the program more complex and less reliable [5].

On the other hand, some guidelines have been proposed on how to use Java exceptions [5]–[9]. Such practices propose ways to implement the exception handling code in Java. However, there is a lack of empirical studies that try to investigate the motivations and decisions behind Java exception handling code and how these decisions can impact software development.

In this work, we present a qualitative study whose goal is to discover which guidelines have been used by Java developers to guide the development of exception handling code. This work aims at investigating the following research questions: Which exception handling guidelines are being used by Java projects? How are such guidelines disseminated among project members? How is the compliance between such guidelines and the code checked?

Firstly, we performed semi-structured interviews with seven experienced developers from different companies, as an initial investigation into the exception handling guidelines being used. Based on the interview findings we designed a survey. The survey was sent to 863 GitHub developers and we received responses from 98 developers who were collaborating on 87 distinct projects. The survey contained both open and closed questions. The responses were then analyzed using the Grounded Theory techniques of open coding, axial coding and memoing [10]. Our study leads to the following contributions:

- A characterization of the guidelines related to exception handling code that have been adopted in Java projects (Sec. IV-A).
- An understanding of how such guidelines have been disseminated and checked against the code (Sec. IV-B and Sec. IV-C).
- A set of practical implications related to the study findings (Sec. V-A).
II. BACKGROUND

A. Java Exception Handling Model

In Java, exceptions are represented according to a class hierarchy, in which every exception is an instance of the Throwable class. Java exceptions can be of one of three kinds: checked exception (extends Exception), runtime exception (extends RuntimeException) [6], and errors (extends Error). Checked exceptions must be declared in the method’s exception interface (i.e., the list of exceptions that a method might raise during its execution) and the compiler statically checks if appropriate handlers are provided within the system. Runtime exceptions are also known as “unchecked exceptions”, as they do not need to be specified in the method exception interface and do not trigger any compile time checking. There is a long-lasting debate about the pros and cons of using such kinds [11]–[13] for the user-defined exceptions. Finally, errors are used by the JVM to represent resource restrictions and are also “unchecked exceptions”.

An exception can be explicitly signaled using the throw statement or implicitly signaled by the runtime environment (e.g., NullPointerException, OutOfMemoryError). Once an exception is thrown, the runtime environment looks for the nearest enclosing exception handler (Java’s try-catch block), and unwinds the execution stack if necessary. This search for the handler on the invocation stack aims at increasing software reusability since the invoker of an operation can handle the exception in a wider context [14]. A common way of propagating exceptions in Java programs is through exception chaining [15], also called remapping. The exception remapping happens when one exception is caught and a different one is thrown; the new exception can wrap the exception originally caught or can be thrown without storing the caught exception.

B. Exception Handling Patterns and Practices

Sets of good and bad practices on how to use Java exceptions have been documented, such as the ones documented by: Gosling [6], Wirfs-Brock [7], Bloch [8] and Adamson [16]. Moreover, some tools have been proposed to automatically identify bad practices related to the exception handling code, such as Robusta [17], SpotBugs [18], SonarLint [19] and PMD [20]. While some of the good and bad practices are agreed upon by a majority of developers (such as, Exception Swallowing should be avoided [8], [16], [17]), others depend on individual opinions of authors/developers (such as, User-defined exceptions should be checked [6]). A compiled set of such practices can be found in [9].

III. RESEARCH METHOD

In this section, we present the research questions and the research methods adopted to collect and analyze the data to respond to them. The research questions are as follows:

- RQ1: Which exception handling guidelines are adopted by Java developers?
- RQ2: How are such guidelines being disseminated among team members?
- RQ3: How is the compliance between the source code and such guidelines checked?

To answer these questions, we conducted a survey-based study as described next.

A. Preliminary Studies

The first phase of this study was based on a set of semi-structured interviews. The questions asked during the interviews were derived from our research questions. We asked interviewees questions such as “In the projects you worked on so far, was there any documentation, formal recommendation, or informal (spoken) recommendation about how exceptions should be used in the project?” Seven experienced developers from different companies were contacted and a set of semi-structured interviews were conducted remotely. The group of interviewees were selected opportunistically, via networks of collaborators and colleagues. Each interview lasted from 40 to 80 minutes, and after that, the interviews were transcribed and analyzed. Although the data analysis did not reach the saturation point, these interviews were useful as a preliminary study to get initial insights into the exception handling guidelines being used in Java projects and helped us to design the initial version of a survey targeting a broader group of developers.

The second phase of the study was based on a survey targeting GitHub developers. We chose GitHub since it is the most popular and widely used project hosting site, which also provides some public email addresses of software developers working on these projects. We designed the first version of a questionnaire and sent it to 50 GitHub Java developers selected at random from our sample. This first survey had six respondents, but the responses were difficult to relate to the research questions. Based on this observation, we refined the questions and sent the survey to another 50 developers. We got 9 responses, all coherent with the questions, which led us to send the questionnaire to the remainder of the sample.

B. Survey

In this section, we introduce our method for participant selection, the design of the questionnaire, and our data analysis process.

1) Participants Selection: In this work, we selected a subset of GitHub developers, following the guidelines proposed by [21] and [22]. We used the Java API provided by GitHub, and the search was performed from the 10th to 15th of March 2018. The search stopped when we reached 5000 GitHub repositories. The repository with the least number of stars had 24. On average the repositories had 1356 stars. The selection criteria are detailed below.

- Repository Selection
  - Ordered by the numbers of stars – As stars are a strong indicator of project quality, and can also be used to filter out toy projects.
  - Repositories created before 01/01/2018 – As a way to exclude projects that are too young.
Repositories whose last commit on master branch was performed 30 days ago at most – As a way to exclude projects without recent activity.
Repositories that were not Android – Since the exception handling code of projects using the Android framework has specific characteristics that differ from non-Android projects [23].

- Developer Selection
  - have performed at least 5 commits in the last month – As a way to contact active developers.
  - have committed changes to Java code – As a way to select Java developers.
  - have a public email address on GitHub.

Some of the selection criteria may sound too strict such as selecting developers who have performed at least 5 commits in the last month. However, we intended to contact active and highly engaged developers who could be more aware of the guidelines adopted by the project. We could find 4449 repositories according to the repository selection criteria, and after applying the developer selection criteria, we collected the email addresses of 863 developers. We then sent the survey to all of them and received 98 responses (11% response rate).

In this section, we present the demographic information about the participants of the survey. Figure 1 shows the number of years of software development experience per developer. Only 6% of the participants have two years of experience or less, and 72% have six years or more.

We also investigated the dedication of participants regarding the development of exception handling code. Figure 2 shows the agreement of participants to the following statement: “While developing, I dedicate part of my time to read, write, or think about exception handling.” The minority of participants, 11%, disagrees or strongly disagrees. The majority, 77%, agree or strongly agree with the statement.
TABLE I
SURVEY QUESTIONS

|   | Question                                                                 |
|---|--------------------------------------------------------------------------|
| 1 | How many years of experience do you have in software development?        |
| 2 | While developing, I dedicate part of my time to read, write, or think about exception handling. |
| 3 | My project has rules which define what exceptions should be thrown by methods and classes. |
| 4 | If yes, could you describe one of these rules?                           |
| 5 | My project has rules which define what classes or layers should catch exceptions. |
| 6 | If yes, could you describe one of these rules?                           |
| 7 | My project has rules which define what actions should be taken after an exception is caught. |
| 8 | If yes, could you give an example of handling action?                     |
| 9 | How is such knowledge disseminated to other contributors?                 |
| 10| How do you verify that such rules/guidelines are being used correctly?   |

IV. FINDINGS

In this section, we present the survey findings. Section IV-A answers RQ1 by presenting the exception handling guidelines that emerged from our qualitative analysis. Sections IV-B and IV-C provide answers to RQ2 and RQ3.

A. RQ1: Which exception handling guidelines are adopted by Java developers?

In the questionnaire, we asked the developers about the existence of guidelines for signaling exceptions, for catching exceptions, and for performing the handling actions (i.e., the actions performed after the exceptions are caught). There were four possible answers: (i) there were no guidelines; (ii) s/he did not know about them; (iii) there were documented and hence “explicit” guidelines; or (iv) there were “implicit” guidelines (i.e., developers know and use them, but they are not documented in any way, not even in code comments). Table II presents the responses.

TABLE II
EXISTENCE OF GUIDELINES RELATED TO EXCEPTIONS

| Option       | Signaling | Catching | Handling |
|--------------|-----------|----------|----------|
| No           | 29 (30%)  | 43 (44%) | 40 (41%) |
| Yes - implicit | 53 (54%) | 39 (40%) | 38 (39%) |
| Yes - explicit | 16 (16%) | 12 (12%) | 19 (19%) |
| Don’t know   | 0 (0%)    | 4 (4%)   | 1 (1%)   |

Most of the responses revealed that the projects have exception handling rules (70% for exception signaling, 51% for catching, and 59% for handling actions). Among the projects that have rules, most of these rules are implicit (54% for signaling, 40% for catching, and 39% for handling). Fewer responses mentioned the existence of explicit (i.e., documented) rules (16% for signaling, 12% for catching, and 19% for handling). Other responses revealed that a considerable amount of projects do not have rules for exception signaling (30%), catching (44%), or handling actions (41%). Moreover, few participants were unable to answer (0% for signaling, 4% for catching, and 1% for handling). Next, we detail the guidelines (mentioned by developers as either implicit or explicit) that emerged from our qualitative analysis based on open coding, axial coding and memoing as described before.

Figure 3 presents an overview of the guidelines that emerged. The numbers in the diagram represent the number of distinct participants that mentioned the given guideline, although occasionally one participant mentions the same guideline multiple times. The guidelines were divided in seven categories as follows:

1) signaling – guidelines related to situations in which exceptions are thrown;
2) catching – guidelines related to when and where exceptions should be caught;
3) handling actions – guidelines related to the actions that should be performed when an exception is caught;
4) checked or unchecked – guidelines related to the exception types that should be adopted;
5) communication – guidelines suggesting how exceptions can be used to communicate with the user;
6) remapping – guidelines detailing how and when exceptions should be remapped inside the system; and
7) avoiding exceptions – guidelines suggesting to avoid the use of exceptions.

In the remainder of this section, we discuss the guidelines that emerged in this study and associate the participants who mentioned them; we also provide a selection of representative quotes to illustrate each finding. To ensure participants’ anonymity, they are identified with the convention P#.

1) Signaling Guidelines: Exceptional behavior starts when an exception is signaled with the throw clause. In this way, the type of the exception and its attributes, such as the message, will represent the failure that occurred and determines how this failure should be managed within the code. From our qualitative analysis, six core guidelines emerged for signaling exceptions: use Java built-in exceptions,
custom exceptions, throw specific exceptions, use exceptions to represent bad input, throw exceptions according to the component or layer, and add contextual information. The following sections explain each guideline.

a) Use Java built-in exceptions: Java provides a wide variety of built-in exceptions. These exceptions are used by the Java core API, but can also be reused by developers. In our study, some (P28 P30 P48 P61 P73 P74 P86 P91) participants mentioned that the reuse of built-in exceptions was a guideline that should be adopted in their systems. The Callable of IllegalArgumentException and IllegalStateException was mentioned by participants (P30 P61 P73 P74 P91). The IllegalArgumentException is used to validate the input arguments of a method. The IllegalStateException validates the state of the operation or related objects. The reuse of NullPointerException was also cited by 1 participant (P28).

“I try to use Java’s built-in exception classes as much as I can before creating my own exception classes. For example, IllegalArgumentException exceptions are thrown when a method parameter has an invalid value. IllegalStateExceptions (less common) are thrown when there is something wrong with the internal state of an object.” P61

In addition to the direct reuse of Java types in signaling, some respondents (P48 P86) indicated that such built-in exceptions should be extended, creating specific custom exceptions.

“Use project specific sub class of generic Java Exceptions, i.e. <AnonymizedSQLException> which extends java.sql.SQLException.” P86

b) Define custom exceptions: The creation of custom exceptions was one of the guidelines mentioned by the participants (P8 P13 P35 P49 P56 P66 P74 P76 P86 P91). The answers indicated that custom exceptions could be used in different ways in a project. One way is to have a custom exception to be a super type of project exceptions (P8 P35 P74 P76).

“All domain-specific exceptions are a subclass of a single special abstract exception.” P76

A second reason for defining custom exceptions was to use a single custom exception for the entire project (P49 P66).

“... all exceptions are encapsulated in a customized exception...” P66

A third reason for defining custom exceptions was to create specific exceptions (P8 P74 P76).

“(Throw) As specific as possible, including custom exceptions if needed” P13

c) Throw specific exceptions: Exceptions, just like any class, can be defined at different levels of abstraction. Types such as Exception, RuntimeException, or a custom type that represents the root of failures in a project are generic exceptions. Specific exceptions are the opposite. They represent a well-defined fault, such as IllegalArgumentException. Participants (P8 P12 P13 P56 P69 P74 P76) reported that the creation and use of specific exceptions was a guideline in their projects.
Among these 12 participants that mentioned that exceptions should be caught in a boundary layer, four of them (P38 P46 P49 P52) described a pattern for handling exceptions known as “protect entry-point” or “Safety Net” [25]. To protect the entry-point, all method code must be encapsulated by a large try block. This block must be associated with a generic catch block, such as Exception or even Throwable, thus ensuring the catching of any exceptions that may still be flowing, preventing the program to crash in an unpredictable way. Because the catch is generic, and the context in which the catch occurs is generally too broad (the catch of the main method can catch exceptions from all program locations), the handling actions usually log the exception, notify the user that a failure has occurred (if there is a user), and perform cleaning actions. This set of handling actions is also known as “graceful shutdown”. Although none of the responses explicitly use the phrase “protect entry-point”, they describe what the pattern suggests, as in the following responses:

“A non-caught exception should be caught at the top-most level block and be managed or be logged or reported, the program should gracefully shut down.”
P38

“Exceptions should be caught at the level they can be dealt with, sometimes this means they bubble up all the way to the start of an application which catches all exceptions, logs them and then exits with a failure code.”
P49

“All thread entry points must catch and log throwable.”
P49.

b) Avoid catching at low level: Instead of indicating where the exception should be caught, some participants (P6 P14 P17 P27 P61 P70) reported that catching and handling exceptions should not occur in low-level classes or layers.

“Low-level code should propagate exceptions to higher level clients; error handling policy does not belong in low level code.”
P14

c) Catch when you can handle: Participants (P13 P33 P48 P61 P70 P92 P95) mentioned the catching of exceptions should only occur if a meaningful response can be given. Some of the participants (P61 P70) are specific in saying that the exception catching should happen if it is possible to send a message to the user.

“If the layer can respond in a useful way to the exception (e.g. displaying an error message to the user), then handle it. Otherwise, pass it up the stack.”
P61

d) Avoid bad practices: Some known bad practices such as generic catches [8] and exception swallowing [8] were mentioned by some developers (P9 P34 P41 P80) as practices to be avoided. However, some developers accepted some bad practices such as exception swallowing given that comments were added to mention the reason why this was done.

“Never catch generic Exception.”
P9

“Don’t ignore them, but if you do add a comment why it’s okay.”
P41
3) Handling Actions Guidelines: When an exceptional condition is detected, and an exception is signaled, the ideal scenario is one in which the exception is caught, and the program manages to recover automatically, delivering what had been planned. In many cases, however, recovery needs to be assisted by the user, or recovery is by no means possible. We asked developers if there are rules that define what actions should be taken after an exception is caught. The themes that emerged were the following: (i) let the program fail, (ii) log the exception, (iii) perform recovery or custom actions, (iv) send to a global or default handler, and (v) remap the exception being caught (discussed in Section IV-A4).

a) Let the program fail: Some participants (P1 P9 P33 P48 P89 P91 P98) have indicated that letting the program fail or explicitly shutting down the program in an error state are ways to deal with a signaled exception. Some of them (P33 P91 P98) even mentioned the “fail fast” technique [26], in which the program is finalized as soon as it identifies an exceptional condition, avoiding that the cause of the failure distances itself from its manifestation, and also avoiding side effects such as data corruption in a database. Allowing the program to fail does not occur in all cases, however. Sometimes (P33 P48) a recovery action is attempted, or the technique is used for some types of exceptions.

“Generally we log the exception with a custom message plus the stack trace of the exception and then either continue (if possible) or exit the application (if not).” P48

b) Log the exception: The most common handling action mentioned by the participants (P3 P6 P9 P13 P14 P17 P29 P34 P43 P49 P56 P67 P69 P78 P80 P84 P91 P92 P95) was to log the exception, which means persisting at least the exception name, message, and stack trace. Depending on the type of the exception, especially if it is a custom exception, other data can also be persisted. Some participants (P5 P48 P61) mentioned an extra effort given to logging the exception, making the log easier to understand.

“In many cases, the stack trace should be logged, along with a short description of what was happening at the time.” P61

c) Perform recovery or custom actions: Participants indicated that there are rules for program recovery (P9 P13 P33 P36 P38 P48 P56 P66 P77 P89) or custom actions (P27 P32 P83 P95) if a failure occurs. Some of them (P9 P36) described that the component that presents the fault is identified and disabled, thus keeping the rest of the program running.

“Fail out the functionality that can’t work in the error condition. Contain the error and allow the rest of the system and experience to succeed.” P9

Other participants (P13 P33 P38 P48 P56 P66 P69) mentioned that an attempt to recover is made.

“ ’retrying logic’ is also allowed to catch an exception and retry the number of times (if the exception is a transient error)...” P56

Other participants (P27 P32 P83 P95) described that there are custom actions, which are executed depending on the type of failure, but did not explain in detail what these actions do.

“Handle it properly and fail based on the exception.” P95.

d) Send to a global or default handler: Some participants (P42 P52 P60 P65 P69) indicated that in their projects there is a class or component of global access that is responsible for handling the exceptions.

“An uncaught exception handler is used for each thread and thread pool.” P52

One of them (P52) mentioned the Java interface UncaughtExceptionHandler, which is used to handle exceptions that occur in threads. Two other participants (P60 P65) indicated that the global handler is used to deal with unexpected exceptions.

“Methods that should not throw but do throw report errors to a global exception handler.” P65

4) Remapping Guidelines: In Java, it is possible to signal exceptions in the catch block. Java allows three re-signaling strategies: (1) an exception is caught and re-signalized without modification; (2) the exception is caught, and another exception is signaled; and (3) the exception caught is wrapped into a new exception, which is then signaled. The term remapping (or chaining [15]) is used for the last two cases. The guidelines that emerged from our qualitative study and were related to remapping were the following: save the cause, convert to unchecked, convert library exceptions, convert to a single exception, and adjust abstraction.

a) Save the cause: Four participants (P6 P22 P71 P91) indicated that they should always wrap the caught exception in the new exception before re-signaling it, avoiding to lose the cause of the original fault.

“If an exception is caught and re-wrapped into another exception type, you should always attach the original exception to the cause so that the stack trace is not lost.” P71

b) Convert to unchecked: Five participants (P6 P26 P38 P74 P98) reported that one guideline in their projects is to remap caught exceptions into unchecked types. Two of them (P6 P26) said this should be done after catching IOExceptions.

“Re-throw IOExceptions as RuntimeExceptions.” P6

One participant (P74) said this should be done for very rare or impossible exceptions, and another (P98) justified this by saying that this practice avoids method signature pollution caused by checked exceptions.

“If the exception is impossible or extremely rarely thrown by a method, I try/catch it and throw a RuntimeException if it does happen.” P74

“Wrap checked exceptions in RuntimeExceptions to avoid polluting signatures.” P98

c) Convert library exceptions: Two participants (P14 P38) reported that exceptions from libraries should be wrapped after being caught.
“Low level classes should wrap library exceptions in class-specific [exceptions] for expressiveness.” P14

d) Convert to a single exception: Two participants (P49 P66) reported that in their projects the exceptions are wrapped and re-sighaled into a single exception.

“Collect low level exceptions into a single high level exception.” P49

e) Adjust abstraction: Four participants (P27 P32 P38 P91) reported that exception remapping is done to adjust the level of abstraction of the exception that is flowing. One participant (P38) said that library exceptions are converted to custom project exceptions.

“Third party library exceptions must be caught and processed either to be recovered with a default value or to be wrapped inside an unchecked exception from the program's domain.” P38

The other three mentioned that the remapping occurs in specific layers of their projects.

“Do not propagate checked exceptions from lower layers to upper layers, either handle them or throw a layer specific exception.” P91

5) Communication Guidelines: The use of the exception handling mechanism as a means of communication was observed in the answers to the three questions that asked about exception handling rules. Such communication can happen between the program and a human user or between the program and client code.

a) Between the program and a human user: When communication is perfomed with the user, the program must, in some way, convert the exception object into a message or other information that the user can understand. How accurate and informative this communication should be, will depend on multiple factors. Most participants (P14 P17 P37 P46 P56 P60 P61 P66 P67 P70 P77 P85 P89 P96) have described simple multiple factors. Most participants (P14 P17 P37 P46 P56 P60 P61 P66 P67 P70 P77 P85 P89 P96) have described simple multiple factors.

“notify the user with a ‘user-friendly’ message if user is present.” P14

There are cases (P60 P85 P96) where exception information is used to give detailed information and even provide hints on how to correct the error.

“The error reports what steps are needed to avoid this error.” P96

There are also situations (P60 P66 P77) where the program interacts with the user in the event of a failure, receiving a new input from the user or providing additional information about the failure.

“Exceptions that we do not know how to handle (unexpected) are presented on the User Interface in friendly manner; followed by a link on which the user can report further details about the problem that just happened.” P60

b) Between the program and client code: Three participants (P26 P27 P66) stated that the exception object is sent to the client of their code. In these cases, these participants were developing libraries.

“These (internal exceptions) are then converted to a suitable exception before being sent to the client.” P27

6) Avoid Exceptions: Some participants (P9 P30 P38 P42 P78 P95) stated that they avoid using exceptions in their projects. One way to achieve this, which is described by P30, P38, and P78, is to return null or another default value, rather than signaling the exception.

“Instead of an exception, I prefer returning null (or better, a sensible default value like an empty string).” P30

Two participants (P9 P42) simply indicated that they swallowed the exceptions.

“If exceptions do happen, just catch it and continue running the program.” P42

Two other participants (P30 P95) said that there is a preference for preventing or handling failure, rather than signaling an exception.

“we tend not to re-throw exception but to catch them.” P95

7) Checked or Unchecked guidelines: Some of the guidelines mentioned by participants (P6 P7 P26 P32 P33 P38 P44 P46 P51 P56 P70 P74 P84 P87 P91 P92 P97) were related to the type of the exception that should be used (either checked or unchecked). Most of the participants preferred runtime (unchecked) exceptions over checked exceptions. Six participants (P38 P46 P51 P70 P92 P97) mentioned that in their systems developers should only throw runtime exceptions (or should not throw checked exceptions). Only one participant (P84) mentioned that in his/her system developers should only throw checked exceptions. Five participants (P32 P33 P56 P87 P91) mentioned that developers should favor runtime exceptions over checked.

“No checked exceptions must be thrown.” P38

Five participants (P6 P26 P38 P74 P98) indicated that developers should convert checked exceptions into runtime exceptions. Some of them specified the situations: when dealing with IOExceptions (P26 P74); or when dealing with unrecoverable situations (P7 P44). Six participants mentioned that checked exceptions should be thrown in specific situations, such as for recoverable conditions (P91), environmental problems (P32), and exceptions signaled by APIs (P28).

“Throw checked exceptions only for exceptional states that the client code could/should recover from.” P91

Some developers (P97 P98) mentioned that by using runtime exceptions, the method signature does not get polluted as illustrated in the quote below.

“Wrap checked exceptions in RuntimeExceptions to avoid polluting signatures.” P98
B. RQ2: How are such guidelines being disseminated among team members?

One survey question asked about what strategies are used to disseminate guidelines among the development team (see Question 9 in Table I). This question got responses from 96 out of 98 participants (two of them did not answer this question), and respondents could select more than one option or add a new answer in an “Other” field – but no respondent added an answer different from the presented ones. The most cited strategy was “Code inspection / Peer Code Review”, showing up in 59% of the answers; then “Informal discussions”, in 52%; and “Reading related code from the same project”, in 48% (see Figure 4). Similar results on exception handling guidelines dissemination were found by [27].

C. RQ3: How is the compliance between the source code and such guidelines checked?

The question which asked about the strategies used to verify the compliance between the guidelines and the code was a multiple choice question (see Question 10 in Table I), for which respondents could select more than one option, and also add a new answer in an “Other” field – but no respondent added an answer different from the presented ones. The number of developers who indicated that they perform specific tests to exercise the exceptional behavior is similar to the result found in [28].

V. DISCUSSIONS

A. Practical Implications

a) On the guidelines being used: The study revealed that most of the projects do have exception handling rules (70% for exception signaling, 51% for catching, and 59% for handling actions). Such information is spread over several projects and is usually undocumented and implicitly defined. The study also revealed a considerable amount of projects that do not have guidelines for exception signaling (30%), catching (44%), or handling actions (41%). The guidelines discussed in our study refer to the practices adopted by highly-starred GitHub projects. It was not our intent to judge if these practices follow the recommendations of literature or if they follow Java best practices for exception handling. Other studies [23], [28]–[31] investigate the impact of some of the identified guidelines, but more work needs to be done on this subject.

b) On the contribution to the debate about checked and unchecked exceptions: Although the analyzed survey questions did not focus on issues relating to checked and unchecked exceptions, we could observe that several respondents mentioned guidelines related to the use of checked and unchecked exceptions inside the system. From such responses we could observe a tendency to favor runtime exceptions over checked exceptions. Most of the guidelines related to checked and unchecked exceptions advocated developers only to throw runtime exceptions or to favor runtime exceptions over checked exceptions. Only one respondent advocated the exclusive use of checked exceptions. The use of runtime exceptions is a characteristic of other languages (e.g., C++, C#, Python, PHP, Javascript, VB.Net, Perl, Ruby), which may be influencing Java developers’ preferences. However, further studies need to be conducted to investigate this issue.

c) On ways used to disseminate the guidelines: Most of the respondents mentioned that the guidelines were disseminated while performing code inspection or review, or just by reading related code or in informal meetings. This can indeed result in code that does not follow the intended guidelines. On the other hand, we have witnessed an increasing number of Linters that besides looking for non-conformances provide hints about the reasons for the non-conformity (e.g., SpotBugs [18], SonarQube [19]). Such tools provide a way of disseminating best practices during coding. The previously mentioned tools are general purpose tools; in the context of exception handling code, there are also a few specific Linters (e.g., Robusta [17], Exception Policy Expert [32]).
d) On the compliance checking of guidelines: Most of the respondents mentioned that the compliance check between the guidelines and the code was performed by code inspection and review, which may result in a project that does not actually follow the exception handling guidelines. Hence, solutions aiming at automating the compliance checking of such guidelines (or part of them) and the code seem promising. Some work has been proposed in this direction [32]–[35]. However, in this work, the only guidelines that can be specified and automatically checked are the ones that can be expressed as: which elements should (or should not) throw and which elements should (our should not) catch exceptions. In our work, most of the mentioned guidelines were related to the way exceptions should be handled which cannot be expressed by the existing research work.

B. Threats to Validity

a) Projects: Mining GitHub data represents a threat since many projects on Github may be inactive and/or personal [22]. We mitigate this threat by selecting mature and active projects, as presented in section III-B1.

b) Qualitative analysis: We chose methods from Grounded Theory to answer our research questions due to the exploratory nature of these questions. We perform collaborative coding in order to mitigate the bias of qualitative analysis.

c) Guidelines: Although we achieved saturation when analyzing the survey responses (during collaborative coding), we cannot claim that we could get all possible guidelines adopted by GitHub developers since the general population on GitHub might have different characteristics and opinions.

d) Project vs personal guidelines: Although we designed the questions to explicitly ask about project’s guidelines, we cannot guarantee that developers’ responses are related to project guidelines instead of personal guidelines.

e) Developers: We cannot claim that our results generalize to all GitHub developers nor to closed-source developers nor to the entire population of Java developers. Despite this, they are representative of real guidelines actually being used.

VI. RELATED WORK

a) Qualitative studies on how developers deal with exception handling code: Previous studies have investigated how developers deal with the exception handling code of a system [4], [27], [28]. Shah et al. [4] interviewed nine Java developers to gather an initial understanding of how they perceive exception handling and what methods they adopt to deal with exception handling constructs while implementing their systems. Their study revealed that developers tend to ignore the proper implementation of exception handling in the early releases of a system, postponing it to future releases, or until defects are found in the exception handling code. In a subsequent study, Shah et al. [27] interviewed more experienced developers in order to contrast the viewpoints of experienced and inexperienced developers regarding exception handling. The authors observed that although experienced developers consider exception handling code indistinguishable or inseparable from the development of the program’s main functionality, they recognize that they also adopted the “ignore for now” approach previously in their career. Their work focused on implementation issues of exception handling code, they did not investigate what are the handling guidelines used during development. In our study we conducted a set of interviews and a survey focusing on the exception handling guidelines that may support the implementation decisions regarding exception handling code.

b) Exception handling code analysis: Several works [31], [36]–[44] analyzed Java source code or Java bytecode through Static Analysis to identify and classify patterns in the exception handling code. The analyzed data ranges from simple code metrics, such as number of throw statements and catch blocks to complex data-flow analysis results such as the number of exceptional flows. The number of projects analyzed ranges from four [36] to hundreds of thousands [41]–[43]. These works show how exception handling is used in practice, but do not investigate what decisions the developers took that led to those practices. Some work [23], [28]–[31], [45] examines the evolution of the exception handling code in Open Source projects to identify the major causes of Exceptions Handling code failures. These works identify bad smells in exception handling code, but do not investigate what decisions led to that exception handling code.

VII. CONCLUDING REMARKS

In this paper, we reported on a qualitative study designed to investigate which exception handling guidelines are being used by Java developers, how such guidelines are disseminated to the project team and how the compliance between the code and the guidelines is checked. We performed a semi-structured interview with seven experienced developers that guided the design of a questionnaire used to survey a group of GitHub developers. We defined the selection criteria to choose highly-starred projects and active developers. We then contacted 863 GitHub developers and obtained 98 responses. The questionnaire was composed of closed and open questions. The open questions were analyzed using Grounded Theory techniques (open coding, axial coding and memoing).

The study shows that exception handling guidelines usually exist (70% of the respondents reported at least one guideline) and such guidelines are usually implicit and undocumented (54% of exception signaling guidelines, 40% of exception catching guidelines, and 39% of handling actions guidelines – see Table II). Our study identifies 48 exception handling guidelines related to seven different categories. We also investigated how such guidelines are disseminated to the project team and how compliance between code and guidelines is verified; we could observe that according to more than half of respondents the guidelines are both disseminated and verified through code inspection or code review. Our findings provide software development teams with a means to improve exception handling guidelines based on insights from the state of practice of 87 software projects.
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