Revealing Dynamic Communities in Networks using Genetic Algorithm with Merging and Splitting Operators
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Community structure is pervasive in various real-world networks, portraying the strong local clustering of nodes. Unveiling the community structure of a network is deemed to a crucial step towards understanding the dynamics on the network. Actually, most of the real-world networks are dynamic and their community structures are evolutionary over time accordingly. How to revealing the dynamical communities has recently become a pressing issue. Here, we present an evolutionary method for accurately identifying dynamical communities in the networks. In this method, we first introduced a fitness function that is a compound of asymptotic surprise values on the current and previous snapshots of the network. Second, we developed ad hoc merging and splitting operators, which allows for large-scale searching while preserving low cost. Third, this large-scale searching coupled with local mutation and crossover enhanced revealing a better solution to each snapshot of the network. This method does not require specifying the number of communities advanced, and free from resolution limit while satisfying temporal smooth constraint. Experimental results on both model and real dynamic networks show that the method can find a better solution compared with state-of-art approaches.

I. INTRODUCTION

Networks or graphs are widely used to model various complex systems, and network analysis has found many applications in diverse contexts [1–5]. It has been discovered that many real-world networks possess some common structure characteristics [6–8]. An interesting characteristic is community structure [9], i.e., the nodes in a network can be clustered in groups, with dense internal connection but sparse external connections. A number of approaches to identify community structure have been presented for static networks, such as modularity optimization [10–13], propagation [14], non-negative matrix fraction [15], information theory methods [16, 17], and inference-based methods [18, 19] (see the literature [20] for a detail review). Nevertheless, real-world networks almost always vary, and their community structures evolve over time accordingly. For instance, sometimes a researcher in a scientist coauthor network may coauthor a paper with one never worked together before, which could indicate that she (or he) is moving towards a new academic circle.

In essence, a dynamic network consists of a series of snapshots at different time steps. A plain strategy for coping with dynamic networks is first to detect communities on their snapshot networks separately using static methods. And tracking community evolution can thus be achieved by successively matching community structures between adjacent snapshots. There are two disadvantages, however, in such methods. Firstly, network data is gathered with some noises. Secondly, a given network has many good partitions which compete with each other while disagree on the partition structure [21]. This will cause the couples of matched communities endure abrupt changes, which is undesirable in the practical context.

To capture the real evolution of community structure, a better alternative is to use a so-called evolutionary clustering framework that was first proposed by Chakrabarti et al. [22]. This framework assumes that clustering should consider temporal smoothness between adjacent snapshots. Specifically, community structure at time \( t \) is influenced by the clusters at time \( t-1 \). Recently, this framework has become popular in the study of dynamical community detection [23–28].

Lin et al. [23] proposed FacetNet framework for systemic analyzing communities and their evolution, which uses the already identified community structure at time \( t-1 \) to regularize the community structure at current time \( t \). The
cost function to optimize was thus defined as the combination of the snapshot cost and temporal cost. To identify community structure at each snapshot, the authors presented a method based on non-negative matrix factorization to optimize the cost function. Incorporating the temporal smoothness in spectral clustering, Chi et al. [24] presented two frameworks for evolutionary spectral clustering, PCQ (Preserving Cluster Quality) and PCM (Preserving Cluster Membership). Qin et al. [27] proposed a multi-similarity spectral clustering (MSSC) method and a dynamic co-training algorithm for community detection in dynamic networks. This method preserves the evolutionary information of community structure by combining the current data and historic partitions. Wang et al. [28] defined a new similarity by combing structural perturbation and topological features. Based on this similarity, they defined a cost function incorporating temporal smoothness to be optimized for dynamic community detection. An practical limitation for most of these method is that it is required specifying the number of communities \( k \) in advance. For instance, Lin et al. [23] suggested to execute FacetNet with different \( k \), and then select the partition with the highest modularity as the best one.

Another paradigm for considering temporal smoothness is to formulate it as one objective to optimize. Dynamic community detection can thus be formulated as a multiobjective optimization problem, in which temporal cost is given by the mutual information between the partitions on adjacent snapshots. Gong et al. [29] proposed a multiobjective immune algorithm, where simultaneously optimize the modularity and normalized mutual information. Folino et al. [26] presented an evolutionary multiobjective approach, DYNMOGA, for dynamic community detection. The work also used the mutual information as the temporal cost, while the snapshot cost is measured by four quality functions including modularity, conductance [30], normalized cut [31], and community score [32]. To get a single solution out of the Pareto front, DYNMOGA selects the partition with the highest modularity.

As we can see, these evolutionary clustering methods rely on a temporal cost function to be optimized. Hence, the accuracy of an evolutionary clustering method depends on two crucial points. First of all, a temporal cost function is desirable which can accurately measuring quality of a partition on snapshots. The second, an efficient and accurate method need to be selected or developed for optimization of the cost function.

Here, we present an evolutionary approach for dynamic community detection by employing a genetic algorithm, named MSGA (Genetic Algorithm with Merging and Splitting operators). Based on the asymptotical surprise [33] and temporal smoothness constraint, we introduced asymptotical surprise that can accurately measure the quality of partitions on the dynamic network and be quickly calculated. The dynamic community detection thus is formulated as a problem of maximizing the temporal asymptotic surprise. To efficiently optimize the cost function, we developed ad hoc split operator and merge operator with a low time cost. Using locus-based adjacency encoding, this approach has an advantage that it does not require specifying an assumed number of communities. Moreover, the method is free of resolution limit which makes it can reveal community structure accurately, compared with state-of-art approaches.

II. PROPOSED METHOD

A. Fitness function

The most popular measure for the evaluating the quality of a partition on a static network is modularity [34]. However, it is not a good choice to extend this measure to the dynamic network, since this measure has an inherent resolution limit [35]. To confront with the resolution limit, some alternative measures have been developed, such as modular density [36], absolute Potts model [37] and Surprise [38]. It has been shown that Surprise can break the resolution limit [39] and surprise maximization can be used to precisely reveal the community structure of networks [40]. However, optimizing Surprise is a difficult task due to the high computation complexity. To our best knowledge, FASGO [41] is so far the unique algorithm to optimize Surprise, which is devised using greedy strategy.

Recently, Traag et al. [33] proposed an accurate asymptotical formulation of Surprise, called as asymptotical Surprise (AS). Let the number of nodes in the network of interest be \( n \), and the number of links be \( m \). The total number of possible links is \( M = \frac{n \times (n - 1)}{2} \). Given a partition \( \pi \), we can obtain the total numbers of internal links \( m_{int} \) and possible internal links \( M_{int} \). The asymptotical Surprise

\[
AS(\pi, G) = mD(q || < q >),
\]

where \( q \) is the ratio of total internal links \( q = \frac{m_{int}}{M_{int}} \), and \( < q > \) is the ratio of total possible internal links, and \( D(x||y) \) is the KL divergence. It is easily to find that AS can be quickly calculated with complexity \( O(m) \).

To deal with dynamic community detection, we extend AS to temporal asymptotical Surprise (TAS). A dynamic network \( G \) is given by a series of network snapshots, \( G = \{G_1, G_2, \ldots, G_T\} \). For a given partition \( \pi \), temporal asymptotical Surprise at time step \( t \) is defined as Eq. (II A), where \( 1 \leq k \leq t - 1 \).
\[
TAS(\pi, G, t) = \begin{cases}
    AS(\pi, G_1), & t = 1; \\
    \sum_{i=1}^{k} (1 - \beta)^i \cdot AS(\pi, G_{t-i}) + \beta \cdot AS(\pi, G_t), & t = 2, 3, \ldots, T
\end{cases}
\]

\[
TAS(\pi, G, t) = \begin{cases}
    AS(\pi, G_1), & t = 1 \\
    \beta \cdot AS(\pi, G_t) + (1 - \beta) \cdot AS(\pi, G_{t-1}), & t = 2, 3, \ldots, T
\end{cases}
\]

That is, temporal asymptotical Surprise at time step \( t \) depends on the AS of \( t, t-1, \ldots, t-k \). Furthermore, the more distant from current time step, the less contribution to the current TAS is. To effectively calculate TAS, \( k \) takes the value 1, and TAS is then reduced to Eq. (1).

In MSGA, the reduced version of TAS is used as fitness function of a chromosome with complexity \( O(m) \). Let \( \Delta^+ \) denote the set of new established links against previous time step, and \( \Delta^- \) denote the set of removed links. When the links difference set(\( \Delta^+, \Delta^- \)) between \( G_t \) and \( G_{t-1} \) has been figured out, the reduced TAS can be further speedup.

### B. Genetic algorithm with merging and splitting operators

As opposed to other heuristics, evolutionary approaches have a stronger ability of global search originated from the search mechanism based on population, which allow us to find a better solution. It was recently witnessed that evolutionary methods succeed in the community detection problem \([42-44]\). Here, we presented an evolutionary approach for dynamic community detection, MSGA, which is based on the elite genetic algorithm, and equipped with ad hoc merging and splitting operators. As DYNMOGA and other evolutionary approaches for community detection, MSGA uses locus-based adjacency encoding schema. This schema brings to these approaches an advantage that they do not require specifying the number of communities in advance. Under the encoding schema, a community in a partition encoded by a chromosome is represented as an approximate span tree.

Merging operator consists of two steps: selecting two groups of nodes and performing merging. The first group is randomly picked out, and the second is the group that has the high link density to the first group. If the total degree of nodes in the first group is \( D_1 \), then the complexity to select the second group is \( O(D_1) \). To perform merging the two groups amounts to construct a spanning tree likewise that encompasses all the nodes in the two groups by modifying the loci associated these nodes. Let \( D_2 \) be the total degree of the nodes in the second group. The complexity of performing merging is \( O(D_1 + D_2) \) since it involves traversing all the links of these nodes. Hence, the total complexity of merging operator is \( O(D_1 + D_2) \).

The splitting operator is to divide a group into two subgroups. This operator is also composed of two steps: selecting a group of nodes to split randomly and performing splitting. We can randomly pick a node \( i \) out, and select the group \( C_i \) to be split which node \( i \) is assigned to in the partition encoded by a chromosome. In this way, the first step can be implemented in time \( O(1) \). To split the group, we can use spectral bipartition method \([10]\) to obtain two subgroups and then construct two approximate span trees to encode the two subgroups. It can be verified the overall complexity is \( O(|C_i|) \).

Algorithm 1 describes the overall process of the algorithm for dynamic community detection.

This algorithm is fed with the dynamic network \( G \), the number of time steps \( T \), population size \( popuSize \), and \( crossRate \). It outputs the best partition for each time step. The main operations for each snapshot are listed as follows:

1. Initializing population. For the first time step each chromosome are randomly generated in the initialization population. However, for other time steps most of individuals are randomly generated and with the rest are best individuals duplicated from previous time step. Furthermore, it requires computing the difference set of links between the current and previous time steps.
2. Calculating the fitness of each individual. We decoded a chromosome into a partition and then calculate the TAS associated the current partition using equation (1).
3. Generating a new population. The 10% of the population come from the previous time step. The 90% individuals are reproduced in the following way: \( crossRate \) individuals are generated with crossover operation, the remaining are obtained by performing mutation, merging and splitting operations.

The merging and splitting operator are important in the algorithm. Compared with mutation operation, these two operations perform large-scale searching as crossover but are more targeted, which facilitates to find a better solution.
Algorithm 1 MSGA (Genetic algorithm with merge and split operation)

\[ \text{Input: } G, T, \text{GEN, popuSize, crossRate} \]
\[ \text{Output: } \pi_1, \pi_2, ..., \pi_T \]
1: SET \( t = 1 \)
2: \textbf{while} \( t \leq T \) \textbf{do}
3: \hspace{1em} \textbf{if} \( T = 1 \) \textbf{then}
4: \hspace{2em} Initialize population with random individuals;
5: \hspace{1em} \textbf{else}
6: \hspace{2em} Initialize population with part of members being of best individuals from \( t - 1 \) generation;
7: \hspace{2em} Evaluate the set of links difference (\( \Delta^+, \Delta^- \)) between \( G_t \) and \( G_{t-1} \)
8: \hspace{1em} \textbf{end if}
9: \hspace{1em} Evaluate the fitness of each individual in the population;
10: \hspace{1em} \textbf{i} = 2;
11: \hspace{1em} \textbf{while} \( i \leq \text{GEN} \) \textbf{do}
12: \hspace{2em} Top 10\% individuals in the previous population are duplicated to the current population
13: \hspace{2em} \textbf{j} = 0;
14: \hspace{2em} \textbf{while} \( j < 0.9 \times \text{popuSize} \) \textbf{do}
15: \hspace{3em} Select two individuals \( I_1 \) and \( I_2 \) from the previous population
16: \hspace{3em} \textbf{r} \leftarrow \text{rand}() \hspace{1em} \text{if} \textbf{r} \leq \text{crossRate} \hspace{1em} \text{then}
17: \hspace{4em} Perform crossover on the pair of individuals
18: \hspace{4em} \textbf{else}
19: \hspace{5em} Perform mutation on \( I_1 \) and \( I_2 \)
20: \hspace{5em} Randomly choose \( I_1 \) or \( I_2 \) to perform merging and splitting operations
21: \hspace{1em} \textbf{end if}
22: \hspace{2em} \textbf{j} \leftarrow \textbf{j} + 2
23: \hspace{2em} \textbf{end while}
24: \hspace{2em} Evaluate the fitness of each individual in the population
25: \hspace{2em} \textbf{i} \leftarrow \textbf{i} + 1
26: \hspace{2em} \textbf{end while}
27: \hspace{1em} \textbf{t} \leftarrow \textbf{t} + 1
28: \hspace{1em} \textbf{end while}

III. EXPERIMENTAL RESULTS AND ANALYSIS

An extensively used measure for the distance between an identified partition and the ground truth is normalized mutual information (NMI) \[45\]. This measure takes its maximum value 1 when the found division perfectly matches the ground truth, while it takes the minimum value 0 if they are totally independent of each other. Recently, error rate \[23\] is frequently coupled with NMI for evaluating the distance between an identified partition and the ground truth. Let the number of nodes in the network be \( n \). If the number of communities in an identified partition is \( k \), then we can use an \( n \times k \) matrix \( Z \) to indicate the partition. Likewise, we can use an \( n \times m \) matrix \( G \) to indicate the ground truth if the true number of communities is \( m \). So the error rate is just the norm \( \| ZZ^T - GG^T \| \), which can be proved that the value equals to the number of the nonzero entries of \( ZZ^T - GG^T \).

To evaluate the effectiveness of MSGA, we first test this algorithm on several benchmarks of dynamic networks. We compare MSGA with DYNMOGA and FacetNet, which are two well-known evolutionary clustering approaches for dynamic community detection. As an evolutionary method, it requires to setting several parameters advanced like DYNMOGA. We set crossover rate=0.7, mutation rate=0.7, population size=100 and number of generations is fixed 500.

Synthetic dataset #1

In order to evaluate the performance of an algorithm, Girvan and Newman \[9\] proposed a benchmark network that consists of 4 communities of 32 nodes. Each node has a fixed average degree 16 and an adjustable number of external links \( z \) that controls the strength of community structure of the network. Increasing \( z \) the community structure becomes more fuzzy and the difficulty to recover true partitions increase until to a threshold that any algorithm cannot find meaningful modular structure. To introduce dynamics to a network, we can switch the memberships of \( nC\% \) nodes at each time step. The instance network can be conveniently generated by the tools provided by Greene \[46\].
Figure 1 shows the performance of these algorithms over twenty time steps. As we can see from Figure 1 (a), any of these algorithms can find a good partition because at almost all time steps the NMI of all algorithms are greater than 0.9. However, MSGA significantly outperforms FacetNet at all time steps and outperform DYMOGA at most time steps. At 18 time steps, the NMI of MSGA exceed 0.99 and are greater than those of DYMOGA. In contrast, only for time step 10 and 19 the NMI of DYMOGA are slightly greater than MSGA, with the values of 0.9805 and 0.9855 (for MSGA, 0.9743 and 0.9848) while for other steps below 0.98. Figure 1 (b) demonstrates the result of performance comparison in terms of error rate. As we can see, the result is in perfect accordance with that on NMI. MSGA exhibits a higher accuracy than DYMOGA and FacetNet. Error rates of MSGA are less than 100 at all time steps except time step 10. At this step the error rate is 135, which is the unique time step slightly higher than that of DYMOGA but evidently less than the maximum value of DYMOGA 533 at time step 9. Furthermore, the error rates of DYMOGA fluctuate relatively frequently and with relatively high values.

To be aware of the performance of MSGA on the network with other parameters, we checked two cases: (1) Z=6, p=10% and (2) Z=5, p=30%. Figure 2 and 3 show the performance of these algorithm under the two cases.

**Synthetic dataset #2**

For real-world networks both the distributions of node degree and size of communities are observed to commonly followed power-law distribution. LFR benchmark is more close to real-world networks by imposing power-law distributions on node degrees and community sizes. Based on LFR benchmark, Greene et al developed a network generator that is able to generate dynamic network instances with power-law distributions and embedded community events. The embedded community events include:

- Birth and Death: starting from the second time step, 10% of existing communities are randomly removed and 10% of new communities are created by removing nodes from other communities.
- Merging and splitting: starting from the second time step, 10% of communities are split, 10% of communities are chosen and are pairwise merged.
FIG. 2: Performances of the algorithms on switch network (Z=6,P=10%) over 20 time steps.

- Expansion and contraction: starting from the second time step, 10% of communities are randomly chosen and then expanded or contracted by 25% of their size. When expanded, the new nodes come from other communities.
- Intermittent communities: starting from the second time step, 10% of communities disappear and then reappear at the next time step.

By Greene’s tool, we generated with the same parameters four data sets combined the dynamic events respectively. Each network consists of 1000 nodes, with mean degree of 15, maximum degree 50 each and mixing coefficient fixed to 0.2. The power exponents for degree and community size are set to -1 and -2, respectively.

Figure 4 illustrates the performance of these algorithms on the birth and death network. As shown in the figure 4(a), MSGA exhibits a greater accuracy than DYNMOGA and FacetNet in terms of NMI. In figure 4(b) log-2 scaling of y axis is used to distinguish the performance between MSGA and DYNMOGA in term of error rate.

Figure 5 shows the performance variations of these algorithms on expand and contraction network over 10 time steps. Overall, the performance of each algorithm is good and slightly fluctuates around own average value over all the time steps. At all the time steps MSGA has the best accuracy on the network in terms of both NMI and error rate. At any time step, MSGA is with the lowest error rate of around 300, DYNMOGA with around 2000, while FacetNet is with around 8000.

Figure 6 illustrates the performance comparison among these algorithms on merge and split network. As a whole, the performance of FacetNet linearly degrade over the time steps in terms of both NMI and error rate. In contrast, the performance curves of MSGA and DYNMOGA are relatively flat.

Figure 7 illustrates the performance comparison among these algorithms on intermittent network. Clearly, MSGA exhibited a better performance than DYNMOGA and FacetNet at any time step in terms of both NMI and error rate.
FIG. 3: Performances of the algorithms on switch network (Z=5,P=30%) over 20 time steps.

FIG. 4: Performances of the algorithms on birth and death network over 10 time steps.

Real-world Network: Enron Email Network

To test the performance of MSGA on real-world network, we applied this algorithm on the dataset of an email network. The network was established based on the communication record more than 150 senior employees of Enron corporation over three years (from 1999 to 2002). The original dataset involves about 517431 emails owned by 151 users. We employed the version reduced by Folino et al. [26], which only includes internal emails exchanged among the employees. We concentrated on analyzing the dataset on 2001 as Folino et al did, which contains the maximum number of emails.

At the beginning, an overall network $G_0$ was first constructed according to the communication record occurred in 2001 in the following way: a node represented an employee and a link was establish between a pair of nodes when the corresponding employees exchanged a mail in this year. Next, the communication record was divided into 12 subsets on the basis of the occurrence time, one for each month. And each subset was use to build a network as above-
mentioned. In this way, we obtained 12 snapshots of a dynamic network, $G_1, G_2, \ldots, G_{12}$. To evaluate the accuracy of an algorithm at any time step, the ground truth should be known advanced. However, in practice the truth partition at each time step is unknown. We followed the same strategy of Lin et al [23] in which a best identified partition on the overall network $G_0$ is viewed as the benchmark partition for any time step. We applied MSGA on the $G_0$ and obtained a best partition including 14 communities.

Table I lists the statistics of characteristics of each snapshot and information about the best partitions obtained by MSGA and DYNMOGA respectively [48]. $T$ denotes a time step, $|E|$ indicates the number of weighted links, $|E^*|$ represents the number of different links, $Z$ is the average of the node, $CC$ is clustering coefficient. $Q$ and $|C|_D$ are modularity and the number of communities in a best partition identified by DYNMOGA respectively, while $TAS$ and $|E|_M$ indicate the temporal asymptotic surprise and the number of communities obtained by MSGA.

### Table I: Statistics and community partition on email network at each time step

|   |  $|V|$ |  $|E|$ |  $|E^*|$ |  $|Z|$ |  $CC$ |  $Q$ |  $|C|_D$ |  $TAS$ |  $|E|_M$ |
|---|---|---|---|---|---|---|---|---|---|
| 1 | 95 | 988 | 166 | 3.4947 | 0.2927 | 0.5637 | 12 | 188.896 | 16 |
| 2 | 92 | 1418 | 190 | 4.1304 | 0.4466 | 0.5761 | 8 | 190.658 | 14 |
| 3 | 94 | 1723 | 199 | 4.2340 | 0.3707 | 0.5076 | 12 | 181.11 | 13 |
| 4 | 107 | 1691 | 240 | 4.486 | 0.3602 | 0.5332 | 11 | 244.199 | 19 |
| 5 | 123 | 1718 | 272 | 4.4228 | 0.4181 | 0.4827 | 12 | 250.551 | 23 |
| 6 | 120 | 864 | 218 | 3.6333 | 0.3068 | 0.6013 | 11 | 281.117 | 20 |
| 7 | 130 | 2063 | 371 | 5.7077 | 0.4011 | 0.4646 | 11 | 314.223 | 21 |
| 8 | 128 | 2967 | 342 | 5.3438 | 0.4293 | 0.5110 | 9 | 329.668 | 21 |
| 9 | 133 | 8143 | 531 | 7.985 | 0.4696 | 0.4191 | 11 | 376.546 | 16 |
| 10 | 127 | 5861 | 438 | 6.8976 | 0.4623 | 0.4430 | 10 | 346.673 | 17 |
| 11 | 121 | 1944 | 306 | 5.4159 | 0.3919 | 0.5105 | 9 | 304.025 | 20 |
As we can see, the email network varies the number of nodes and links at each time step, coupled with the variations of average degree and clustering coefficient. As expected, the partitions identified by MSGA and DYNMOGA evolve over the time. At each time step DYNMOGA identified a partition with high modularity, implying that the network is with strong community structure for each snapshot in 2001. Apart from step 3, there exist significant differences between the number of communities that MSGA and DYNMOGA identified for other steps. This is mainly because one objective for DYNMOGA to optimize and the selector for the best solution from the Pareto front is modularity which has the resolution limit.

Figure 8 (a) and (b) reports the average performance in terms of NMI and error rate of MSGA and DYNMOGA, respectively. Compared with DYNMOGA, MSGA has a higher NMI apart from time step 7, and has a lower error rate at all time steps. Furthermore, figure 8(c) shows the mutual information between adjacent partitions identified by MSGA and DYNMOGA. It can be observed that both MSGA and DYNMOGA exhibit good agreement between partitions on adjacent time steps. MSGA shows a bit strong stability over all the time steps because for DYNMOGA the values at time steps 5, 6, 9 are significantly lower than those at other time steps.

To further gain insights into community evolution in depth, we analyzed the community structure of snapshots at time steps 1–3. Table II lists the best partitions identified by the MSGA at the first and second time steps. It can be easily observed that several types of community events occurred at these time steps.

- Community contraction: for instance, the community \( C_1^t = \{ 1 21 32 54 66 69 73 74 123 139 140 151 \} \) contracted to the community \( C_2^t = \{ 1 69 73 123 129 139 151 \} \) owing to the movement of the nodes 21, 32, 54, and 140 to other different communities and the disappearance of the nodes 66 and 74 at the second time step.

- Community expansion: typically, community expansion was trigged by the participation of the existing nodes from other communities or (and) new emerging nodes. For instance, the community \( C_4^t = \{ 5 89 \} \) expanded to the community \( C_4^t = \{ 5 37 89 \} \) with the participation of the existing nodes 37 in the Community \( C_4^t \).

- Community merging: the community \( C_4^t = \{ 2 19 28 70 141 \} \) and \( C_3^t = \{ 3 4 18 29 68 137 \} \) are merged into a larger community \( C_3^t = \{ 2 3 4 18 19 28 29 32 49 68 70 137 141 \} \), where nodes 32 and 49 joined from other communities.
TABLE II: Community structure identified by MSGA at time steps 1 and 2.

| Comm. No. | Members                  | Time Step: 1 | Comm. No. | Members                  | Time Step: 2 |
|-----------|--------------------------|--------------|-----------|--------------------------|--------------|
| 1         | 1 21 32 54 66 69 73 74 123 139 140 151 | Time Step: 1 | 1         | 1 69 73 123 129 139 151 | Time Step: 2 |
| 2         | 2 19 28 70 141            | Time Step: 1 | 2         | 2 3 4 18 19 28 29 32 49 68 70 137 141 | Time Step: 2 |
| 3         | 3 4 18 29 68 137          | Time Step: 1 | 3         | 5 37 89                  | Time Step: 2 |
| 4         | 5 89                     | Time Step: 1 | 4         | 9 13 27 48 50 52 57 67 147 | Time Step: 2 |
| 5         | 9 48 50 57 67 147        | Time Step: 1 | 5         | 11 38 75 110             | Time Step: 2 |
| 6         | 11 75                    | Time Step: 1 | 6         | 15 86 93 97 115 130 132 133 140 148 149 | Time Step: 2 |
| 7         | 13 27 52                 | Time Step: 1 | 7         | 17 21 25 26 40 59 61 71 90 125 146 | Time Step: 2 |
| 8         | 17 25 26 40 49 56 59 61 71 91 100 125 128 145 146 | Time Step: 1 | 8         | 33 76 136 142             | Time Step: 2 |
| 9         | 33 58 76 136 142         | Time Step: 1 | 9         | 44 91 100 102 104 11113 27 52 | Time Step: 2 |
| 10        | 34 35 108 124            | Time Step: 1 | 10        | 45 54 78 107 122 150     | Time Step: 2 |
| 11        | 36 37 38 53 90           | Time Step: 1 | 11        | 47 62 63 81 96 114 128   | Time Step: 2 |
| 12        | 42 44 47 62 84 96 102 104 111 | Time Step: 1 | 12        | 53 58 77 118             | Time Step: 2 |
| 13        | 45 78 107 122 150        | Time Step: 1 | 13        | 85 87 131 135 138        | Time Step: 2 |
| 14        | 63 81 110 114            | Time Step: 1 | 14        | 101 145                 | Time Step: 2 |
| 15        | 85 138                   | Time Step: 1 | 15        |                         | Time Step: 2 |
| 16        | 86 87 93 97 115 130 132 133 135 149 | Time Step: 1 | 16        |                         | Time Step: 2 |

- Community death: it can be observed that there existed two possible cases for such type of event. The first case is that most of nodes in a community disappeared together and the remaining moved to other communities. For instance, the isolated community $C_{9}^{1}$: \{34 35 108 124\} entirely disappeared at the second time step. The second case is that the community dissolved owing to the member moving to other different communities or disappearing. An typical example of this is the community $C_{11}^{2}$: \{36 37 38 53 90\}.

Moreover, figure 9–11 visualized the best partitions identified by the MSGA on the first three time steps. As we can see, at these time steps the MSGA indeed identified the community structure accurately while preserving good consistence in adjacent time steps.

FIG. 9: Email network snapshot and the best partition at 1 time step. For each node, the centering number is the community label and the neighboring number is the node label.
FIG. 10: Email network snapshot and the best partition at 2 time step. For each node, the centering number is the community label and the neighboring number is the node label.

FIG. 11: Email network snapshot and the best partition at 3 time step. For each node, the centering number is the community label and the neighboring number is the node label.

IV. CONCLUSION

Dynamic community detection is important for analyzing and predicting evolution of networked systems, as various dynamics has been discovered to be tightly correlated with community structure. In this paper, we presented an effective method for dynamic community detection using genetic algorithm. We have introduced a cost function called as temporal asymptotic surprise, TAS, that is used as the fitness function to optimize. TAS can be used to precisely reveal dynamic community structure with temporal smoothness and free of resolution limit. To effectively optimize TAS, we developed ad hoc merging and splitting operators for large-scale searching which are coupled with crossover and operation to find a better partition for each snapshot of a dynamic network.

Experimental results on synthetic networks and a real-world network show the method can more accurately reveal
dynamic community structure than DYNMOGA and FacetNet. It also may suggest that temporal asymptotic surprise be a good cost function for dynamic community detection, and developing ad hoc merging and splitting operators with low cost be of benefit to the effectiveness of an evolution approach for community detection.

In summary, this method has three merits: It is free from the resolution limit; The adjacent community structures identified are temporal smoothness; There is no need to specify the number of communities in advance. We are looking forward to this method being applied to analyze the evolution of various real-world networks in the future.
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