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ABSTRACT. Let $M$ be a Hopf–von Neumann algebra with the predual $M_*$ and $WAP(M)$ the subspace in $M$ composed of weakly almost periodic functionals on $M_*$. The main example of such an algebra is $M = L^\infty(G)$ for a locally compact quantum group $G$. We define a pair of left/right spaces $WAP_{iso,l}(M)$ and $WAP_{iso,r}(M)$ inside $WAP(M)$ and prove that they carry invariant means. These spaces are currently the widest known to admit invariant means in the quantum setting. In the case when $M = L^\infty(G)$ and $G$ is a locally compact group, these spaces are equal to $WAP(G)$.

1. Introduction

The notion of a weakly almost periodic function is stated naturally in the context of semitopological semigroups, though it appeared first in the group case. A semigroup $S$ is called semitopological if it is endowed with a topology such that left and right multiplication maps $l_a : t \mapsto at, r_s : t \mapsto ts$ are continuous on $S$ for every $s \in S$. This condition is strictly weaker than the joint continuity of multiplication. Let $C_b(S)$ be the space of continuous bounded functions on $S$. The semigroup acts on it by translations: $L_s(f) = f \circ l_s, R_s(f) = f \circ r_s$ for $f \in C_b(S), s \in S$. A function $f \in C_b(S)$ is weakly almost periodic if its orbit $Orb_B(f) = \{L_s(f) : s \in S\}$ is relatively weakly compact in $C_b(S)$. Considering the right orbit instead leads to the same class of functions.

In the case when $S = G$ is a locally compact group, this allows also a linearized formulation. In fact [11], a function $f$ is weakly almost periodic exactly when the map $\mu \mapsto \mu * f$, equivalently $\mu \mapsto f * \mu$, is weakly compact from $L^1(G)$ to $C_b(G)$. This motivated the following, more general definition [14]. If $A$ is a Banach algebra and $A^*$ its dual, then $A^*$ is a module over $A$: for $\varphi \in A^*$ and $a \in A$, we define $a.\varphi \in A^*$ by $(a.\varphi)(b) = \varphi(ab)$, and respectively $(\varphi.a)(b) = \varphi(ab), b \in A$. Now $\varphi$ is weakly almost periodic if the map $a \mapsto \varphi.a, A \to A^*$, is weakly compact (the image of the unit ball of $A$ is relatively weakly compact). In this paper, we denote by $WAP(A^*)$ the space of weakly almost periodic functionals on $A$ (and not $WAP(A)$, because the focus will be on the dual).

Our context is between the two. The main object is a Hopf–von Neumann algebra $M$, that is, a von Neumann algebra with a comultiplication (a normal unital coassociative $*$-homomorphism $\Delta : M \to M \otimes M$). In this case, the predual $M_*$ is a Banach algebra with the multiplication $\mu * \nu(x) = (\mu \otimes \nu)(\Delta(x))$, $\mu, \nu \in M_*, x \in M$. The space $WAP(M)$ is thus well defined. The principal example is the space $WAP(\mathbb{G})$ of a locally compact quantum group $\mathbb{G}$, corresponding to the algebra $A = L^1(\mathbb{G})$ with the dual $M = A^* = L^\infty(\mathbb{G})$. If $G$ is a locally compact group, the space is the same as the usual space $WAP(G)$.

Despite the naturality of this definition, the space $WAP(M)$ appears to be difficult to work with, as shown by V. Runde [18] [19]: while being self-adjoint, it might not be an algebra; also, there is no clue as to whether it carries invariant means, even in the case of $M = L^\infty(G)$ for a locally compact quantum group $G$. An invariant mean here is a positive linear functional $m$ which is invariant under left or right module action of $M_*$. This motivated M. Daws [6] to introduce a more restricted space $wap(M)$ which is a $C^*$-algebra and is contained in $WAP(M)$ (in fact, its maximal $C^*$-subalgebra). There are however no results on invariant means on this space. The largest space known to admit an invariant mean is the Eberlein algebra [2] which is the closure of the space of coefficients of unitary representations of $M_*$. In the commutative case, this algebra is the uniform closure of the Fourier–Stieltjes algebra $B(G)$.
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The present work addresses this question by proposing a pair of other, smaller spaces contained in $WAP(M)$ which do carry left and right invariant means respectively. The definition is based on yet another description of the space $WAP(S)$ in the case of a semitopological semigroup $S$, the reflexive representation theorem of M. Megrelishvili [15] Theorem 4.6: a function $f \in C_b(S)$ is weakly almost periodic if and only if it is a coefficient of a contractive representation of $S$ on a reflexive Banach space. (A more precise citation is given in Section 2.)

In the case of a Hopf–von Neumann algebra $M$, a special rôle is played by the unit ball $S$ of $M_*$ which is a semigroup. Every $x \in M$ defines a function $f_x \in C_b(S)$ by the natural identification $f_x(\mu) = \mu(x)$. One can check that $x \in WAP(M)$ if and only if $f_x \in WAP(S)$. The theorem of Megrelishvili gives therefore a description of $WAP(M)$ as the space of coefficients of contractive reflexive representations of $M_*$.

Inside $WAP(M)$, we distinguish the subspace of coefficients of so called $\ell_2$-bounded representations (Definition 2.5). This is a non-Hilbert analogue of complete boundedness. Further, it contains the space of coefficients of representations having an isometric generator (Definitions 2.4 and 2.8), and it turns out that one has to consider left and right versions of this space, that is, a pair of spaces $WAP_{iso,l}(M)$ and $WAP_{iso,r}(M)$.

The main result is the existence of invariant means on these spaces. In Section 3, we show that the space $WAP_{iso,l}(M)$ carries a right invariant mean, and on the space $WAP_{iso,r}(M)$, there is a left invariant mean. In general, one cannot say more; but if the comultiplication of $M$ is nontrivial (Definition 2.2), each of these means is both left and right invariant. This is the case in particular if $M = L^\infty(G)$ where $G$ is a locally compact quantum group. The spaces in question are so far the largest known to admit invariant means in the quantum context.

In the case of a classical locally compact group $G$ and $M = L^\infty(G)$, we have $WAP(G) = WAP_{iso}(M)$ (left and right spaces are the same). This is shown in Section 4.
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2. Completely bounded representations and the space $WAP_{iso}(M)$

From now on, we fix a Hopf–von Neumann algebra $M$, with its comultiplication $\Delta$. In $M_*$, the unit ball $S = \{ \mu \in M_* : ||\mu|| \leq 1 \}$ and the set of normal states $P = \{ \mu \in S : \mu(1) = 1 \}$ are semigroups. We consider them with the weak topology, in which they are both semitopological semigroups.

For any subspace $N \subset M$, $N^{sa}$ is the subset of self-adjoint elements in it. $M$ is called coamenable if $M_*$ has a bounded approximate identity.

If $V$ is a Banach space, then $V_1$ denotes its unit ball and $B(V)$ the space of bounded linear operators on $V$. For $\eta \in V^*$ and $v \in V$, we write the value of $\eta$ on $v$ as $\langle v, \eta \rangle$.

We also use notations introduced in the Introduction.

2.1. Correspondence between $WAP(M)$ and $WAP(S)$. Every $x \in M$ defines a continuous function $f_x$ on $S$, $f_x(\mu) = \mu(x)$. The set $F = \{ f_x : x \in M \}$ is exactly the space of affine functions on $S$ vanishing at 0, and the map $J : x \mapsto f_x$ is isometric and a homeomorphism with respect to the weak topology on $C_b(S)$ and the weak topology in $M$.

The translates of $f_x$ are related to the module action of $M_*$ as $L_\mu(f_x) = f_{x,\mu}$, $R_\mu(f_x) = f_{\mu,x}$, $\mu \in M_*$, so that the orbits $S.x = \{ \mu.x : \mu \in S \}$ and $J(S.x) = Orb_S(f_x)$ are simultaneously relatively weakly compact or not in $M$ and $C_b(S)$ respectively. It follows that $x \in WAP(M)$ if and only if $f_x \in WAP(S)$. Of course, we do not obtain in this way all weakly almost periodic functions on $S$, but only affine ones vanishing at 0.

It is known [24, 17] that $WAP(M)$ is the space of coefficients of representations of $M_*$ on reflexive Banach spaces. A subtlety here is however that this is valid in the case when $W_*$ is unital (at least with a bounded approximate identity), or otherwise requires adding an external unit. This is not essential for the space $WAP(M)$ by itself, but when speaking of “isometric” representations (our space $WAP_{iso}(M)$ defined in Section 2.2), the space can change significantly, as shown in Example 2.6.
For this reason we adhere to another, more general description of the space $WAP(M)$ as coefficients of covariant pairs of a representation and a cocycle, given below.

We need an adaptation to our special case of the reflexive representation theorem of Megrelishvili [15 Theorem 4.6]. Apart from the fact that we do not need its full generality, there are two points to change: our spaces are complex, and we should arrive at linear maps $\pi$ and $\xi$. Since the proof is not long, it is easier to rewrite it in full making necessary modifications on the way, rather than commenting on the original one.

**Theorem 2.1.** Let $M$ be a Hopf–von Neumann algebra and $S = \{s \in M_* : \|s\| \leq 1\}$. For every $x \in WAP(S)$ there exists a reflexive Banach space $V$, a contractive homomorphism $\pi$ from $M$, to the space of bounded operators on $V$, and a contractive linear map $\xi$ from $M$ to $V$ such that the pair $(\pi, \xi)$ is left covariant: $\xi(st) = \pi(s)\xi(t)$, and $x(t) = \langle \xi(t), \eta \rangle$, $t \in S$, with some $\eta \in V^*$.

**Proof.** Denote $\mathbb{D} = \{\lambda \in C : |\lambda| \leq 1\}$. Recall that a subset $A$ of a complex vector space is called circled if $\lambda A \subset A$ for every $\lambda \in \mathbb{D}$.

Fix $x \in M$. The weak closure $x.S$ of $x.S$ is weakly compact, convex and circled. Next, the convex hull $C_* x.S \cup \mathbb{D}\{x\}$ is weakly compact again (in a Hausdorff topological vector space, the convex hull of a finite family of compact convex sets is compact [22, II.10.2]). Set $W = J(C_* x)$; it is weakly compact as the continuous image of a weak compact. Let $E$ be the (norm) closed linear span of $W$ in $C_0(S)$. $W$ is also weakly compact in $E$ in its weak topology, which is the same as induced by the weak topology of $C_0(S)$. $W$ is also convex and circled, so the Davies–Figueroa–Johnson–Pelczynski [11] factorisation procedure applies to it: for $n \in \mathbb{N}$, set $U_n = 2^n W + 2^{-n} E_1$ and let $\|\cdot\|_n$ be the Minkowski functional of $U_n$: $\|f\|_n = \inf\{\lambda > 0 : f \in \lambda U_n\}$. Define next for $f \in E$

$$N(f) = \left(\sum_{n=1}^{\infty} \|f\|_n^2 \right)^{1/2}$$

and $V = \{f \in E : N(f) < \infty\}$. By [1], $V$ is a reflexive Banach space such that $V \subset V_1$, and $V$ is continuously embedded into $E$, so that there exists a constant $C$ such that $\|f\| \leq C N(f)$ for $f \in V$. This constant can be estimated more exactly: we have $2 W + \frac{1}{2} E_1 \subset (2\|x\| + \frac{1}{2}) E_1$ so that $\|f\| \leq (2\|x\| + \frac{1}{2}) \|f\|_1$ and $C \leq 2\|x\| + \frac{1}{2}$.

In the notations used already in the introduction, $S$ acts on $C_0(S)$ by left translations: $L_s f(t) = f(st)$ for $s, t \in S$, $f \in C_0(S)$ (note that $L_{st} = L_t L_s$). This action is weakly continuous, and $L_s J(x.(s)) = J(x.(t))$ for every $s, t \in S$. Also, $L_s J(x) = J(x.s)$, and $W$ is invariant under every $L_s$. The same is true for $E_1$, as $L_s$ is contractive. Now, $L_s U_n \subset U_n$ for every $n$, so $f \in \lambda U_n$ implies $L_s f \in \lambda U_n$ whenever $\|L_s f\|_n \leq \|f\|_n$. It follows that $L_s$ is contractive on $V$. We set $\pi(s) = L_s^*$, acting on $V^*$.

The semigroup $S$ is embedded into $V^*$ as $\xi(s) : f \mapsto f(s)$, with the bound $|\|\xi(s)(f)\| | = |\|f(s)\| | \leq \|f\|_\infty = \|f\|_E \leq C N(f)$. It follows that $\xi(S) \subset C(V^*)_1$. For $f \in V$ and $s, t \in S$, $\langle f, \xi(st) \rangle = f(st)$, and $\|f\|_1 \leq 2\|x\| + \frac{1}{2}$, so that $\|\xi(st)\| \leq C \|s\|_1$. We have $s(x) = (Jx)(s) = \langle \xi(s), Jx \rangle = \langle \xi(s), \eta \rangle$ for every $s \in S$. Every function in $J(M)$ is affine on $S$ with $Jf(0) = 0$. The same is true by continuity for every $f \in E$. For every $f \in V$, we have thus $\langle \xi(s), f \rangle = f(s)$ is affine in $s$ and $\langle \xi(0) \rangle = 0$. It follows that $\xi$ is affine on $S$ and vanishes at 0. It follows that $\xi$ extends to a linear (bounded) map from $M_* \to V^*$. Similarly, $\pi$ extends to a linear map on $M_*$. It is clearly still a homomorphism. By construction, $V \subset E \subset J(M)$; this shows that $\xi : M_* \to V^*$ is weakly continuous.

Finally, set $\eta = Jx \in W \subset V$. Note that $\|\xi\| \leq 1$ as $W \subset V_1$, and $\|\xi(s)\| \leq C\|s\|$ where $C \leq 2\|x\| + \frac{1}{2}$. The statement of the theorem follows after replacing $(\xi, \eta)$ with $(\xi/C, C\eta)$ and then exchanging $V$ and $V^*$.

**Definition 2.2.** A left covariant representation of $M_*$ on a Banach space $V$ is a pair $(\pi, \xi)$ where $\pi$ is a contractive representation of $M_*$ on $V$, $\xi : M_* \to V$ is a contractive linear map, and $\xi(\mu\nu) = \pi(\mu)\xi(\nu)$ for every $\mu, \nu \in M_*$. A right covariant representation is defined in the same way except that $\xi(\mu\nu) = \pi(\nu)\xi(\mu)$ for every $\mu, \nu \in M_*$. A coefficient of $(\pi, \xi)$ is any functional on $M_*$ of the form $\mu \mapsto \langle \xi(\mu), \eta \rangle$, with some $\eta \in V^*$. We identify it with the corresponding element of $M$.

The reasoning above, with its obvious converse, shows that $WAP(M)$ is the space of coefficients of all left covariant representations of $M_*$ on reflexive Banach spaces.
One can prove also the right version of Theorem 2.1 and show that every $x \in WAP(M)$ is also a coefficient of a right covariant representation of $M_\ast$ on a reflexive Banach space. For this, one starts with the orbit $S.x$ instead of $x.S$, next considers right translations on $C_0(S)$, $R_\ast f(t) = f(ts)$, having this time $R_\ast = R_\ast R_\ast$ and $R_\ast Jx = J(s.x)$. The construction of $V$ and the inclusion $\xi : S \to V^\ast$ are the same, while $\pi(s) = R^\ast_s$. One verifies finally that $\xi(st) = \pi(t)\xi(s)$ for all $s, t \in S$.

If $M$ coamenable then there is no difference between left and right covariant pairs and one can assume $\xi$ to be constant. To see this, suppose that $a_i \in M_\ast$ is a bounded approximate identity, and let $(\pi, \xi)$ be a left covariant representation. The net $\langle \xi(a_i) \rangle$ is contained in $V_1$ which is weakly compact; let $\langle \xi(a_{i_j}) \rangle$ be a subnet weakly converging to $\xi_0 \in V_1$. For every $\mu \in M_\ast$, we have $\mu a_{i_j} \to \mu$, in norm and weakly. By the weak continuity of $\xi$, then

$$\xi(\mu) = \lim \xi(\mu a_{i_j}) = \lim \pi(\mu)\xi(a_{i_j}) = \pi(\mu)\xi_0.$$  

The same formula is proved in a similar way for a right covariant representation.

Let us now discuss the constants appearing in the proof. Writing $\|\xi\| = \sup_{s \in S} \|\xi(s)\|$, we always have $\|x\| \leq \|\xi\|\|\eta\|$ if $x(\mu) = \langle \xi(s), \eta \rangle$, be the pair $(\xi, \eta)$ realized by the construction above or not. In the theorem, before renorming we have $\|\eta\| \leq 1$ and $\|\xi\| \leq C \leq 2\|x\| + 1/2$, so that $\|x\| = 1$ implies $\|\xi\|\|\eta\| \leq 3\|x\|$. We can obtain moreover the last inequality for any $x \in WAP(M)$ by applying the construction to $x/\|x\|$ (and then multiplying $\eta$ by $\|x\|$). Finally, if we set

$$\|x\|_{\text{coef}} = \inf\{\|\xi\|\|\eta\| : x = \langle \xi(s), \eta \rangle\}$$

where the infimum is taken over all $\xi, \eta$ appearing in left covariant representations of $M_\ast$ on reflexive Banach spaces, then we have:

$$\frac{1}{3}\|x\|_{\text{coef}} \leq \|x\| \leq \|x\|_{\text{coef}}.$$  

This might seem unexpected as compared to the norm of the Fourier or Fourier-Stieltjes algebra of a locally compact group $G$ which is defined in a similar way; however this reflects the fact that the space $WAP(G)$ is always uniformly closed.

This is a norm indeed; the triangular inequality follows from the fact that if $x, y \in WAP(M)$ and $(V_x, \pi_x, \xi_x, \eta_x), (V_y, \pi_y, \xi_y, \eta_y)$ are associated to them, then to $x + y$ one can associate $(V_x \oplus V_y, \pi_x \oplus \pi_y, \xi_x \oplus \xi_y, \eta_x \oplus \eta_y)$, the $\ell^2$-direct sum $V_x \oplus V_y$ being reflexive. Considering right covariant representations, we arrive at the same equivalence.

2.2. $\ell^2$-bounded representations of $M_\ast$. The theory of operator spaces [9] has proved itself very meaningful in noncommutative harmonic analysis, starting with the theorem of Ruan on the equivalence of the amenability of a locally compact group $G$ to the operator space amenability of its Fourier algebra $A(G)$ [10]. One can turn to the survey of Runde [17] for more on this topic.

An important point is however that we are working with non-Hilbert Banach spaces. Recall that the theory of operator spaces begins with the notion of matrix norms which exist naturally on the space $B(H)$ of bounded operators on a Hilbert space $H$. If the space is non-Hilbert, there is no natural operator space structure on $B(V)$. (In the prepublication version, we collect in the Appendix some calculations showing why several possible definitions fail.) However, certain elements of the theory of operator spaces do work in this context, and we will use them.

Notations 2.3. Let $V$ be a Banach space and $H$ a Hilbert space of dimension $d$ with a basis $\{e_\alpha\}_{\alpha \in \mathcal{D}}$. We consider the space $\ell_2,\mathcal{D}(V)$ as a tensor product:

$$\ell_2,\mathcal{D}(V) = \{ \sum_{\alpha \in \mathcal{D}} e_\alpha \otimes v_\alpha : v_\alpha \in V, \sum_{\alpha} \|v_\alpha\|^2 < \infty \}$$

with the norm $\|e_\alpha \otimes v_\alpha\| = (\sum_{\alpha} \|v_\alpha\|^2)^{1/2}$. We denote it also as $H \otimes V$. The notation $x \otimes v$ has an obvious sense for $x \in H, v \in V$. If $V$ is a Hilbert space, we get the usual Hilbert space tensor product.

Denote by $H$ the antilinear copy of $H$, and let $h \mapsto \bar{h}$ be the canonical map from $H$ to $\bar{H}$. We allow ourselves to denote in the same way the inverse map from $\bar{H}$ to $H$. If $V$ is reflexive, $H \otimes V$ is also reflexive with the dual $H \otimes V^\ast$, and note that the duality is linear in both arguments. We will use sometimes the original scalar product on $H$, and if we do, we denote it as $\langle h, k \rangle_H$. For $h, k \in H$, we have
\(\xi \in V, \eta \in V^*\) we have thus \((h \otimes \xi, k \otimes \eta) = (h, \overline{k})_{H}(\xi, \eta)\). In general, it will be natural to denote vectors in \(H \otimes V^*\) as \(h \otimes \eta, h \in H, \eta \in V^*\).

From now on, we suppose that \(M\) is a Hopf–von Neumann algebra acting on a Hilbert space \(H\) with a basis \(\{e_\alpha\}_{\alpha \in A}\). For \(h, k \in H\), we denote by \(\mu_{hk} \in M_*\) the vector functional \(\mu_{hk}(x) = (xh, k)_H\), \(x \in M\).

It is known that completely bounded representations of \(M_*\) on Hilbert spaces are characterized by their generators (the definition is identical to the following one), and in the case of quantum groups, often generators themselves are called (co-)representations:

**Definition 2.4.** Let \(\pi : M_* \rightarrow B(V)\) be a linear map. We say that \(\pi\) has a generator \(U \in B(H \otimes V)^2\) if for every \(h, k \in H, v \in V, \eta \in V^*\)

\[\langle U(h \otimes v), \overline{k} \otimes \eta \rangle = \langle \pi(\mu_{kh})v, \eta \rangle.\] (1)

One can choose different realizations of \(M\) as an algebra of operators on a Hilbert space, and this would lead to different generators. It is known that in the case then \(V\) is a Hilbert space, \(\pi\) is completely bounded if and only if it has a generator. (Note that we assume nothing more than boundedness of \(U\).)

In the non-Hilbert case, this notion is also very useful, and our next step is to establish a sufficient condition for the existence of a generator.

Let \(n\) be a natural number, and let \(\ell_{2,n}\) denote the space \(\mathbb{C}^n\) with the euclidean norm. The space of matrices \(M_n(B(V))\) is linearly isomorphic to the space \(B(\ell_{2,n} \otimes V)^2\), with the isomorphism \(\varphi_n : M_n(B(V)) \rightarrow B(\ell_{2,n} \otimes V)^2\) given by

\[\varphi_n(u)(\xi) = \sum_{k,j=1}^n e_j \otimes u_{jk} \xi_k\] (2)

for \(u = (u_{jk}) \in M_n(B(V))\) and \(\xi = \sum_{k=1}^n e_k \otimes \xi_k \in \ell_{2,n} \otimes V\). This defines a family of matrix norms on \(B(V)\) (which satisfy the first but in general not the second axiom of an operator space). We get the usual operator space structure if \(V\) is a Hilbert space.

**Definition 2.5.** Let \(E\) be an operator space, \(V\) a Banach space, and let \(\pi : E \rightarrow B(V)\) be a bounded linear map. We say that \(\pi\) is \(\ell_{2}\)-bounded if there exists a constant \(C \geq 0\) such that \(\|\pi(u_{ij})\| \leq C\|u\|\) for every \(u \in \mathbb{N}\) and \(u = (u_{ij}) \in M_n(E)\), with the matrix norms on \(B(V)\) defined above. If this holds with \(C = 1\), then \(\pi\) is said to be \(\ell_{2}\)-contractive.

Of course this is the usual definition of a completely bounded map if \(V\) is a Hilbert space.

We always consider \(M_*\) with the structure dual to that of \(M\).

**Lemma 2.6.** For every finite set \(A \subset \mathfrak{A}\) the norm of the matrix \(\left(\mu_{e\alpha e\beta}\right)_{\alpha, \beta \in A}\) in \(M_n(M_*)\), \(n = |A|\), is at most 1.

**Proof.** This norm is defined by duality [9] (3.2.3) as

\[\sup\{\|(\mu_{e\alpha e\beta}(x_{kl}))\|_{M_n(C)} : x \in M_n(M), \|x\| \leq 1\}\].

To estimate this norm, fix \(x = (x_{kl}) \in M_n(M)\) and \(\xi \in \mathbb{C}^n\). We write \(\xi = (\xi_{\beta l})_{1 \leq \beta \leq n}\) and calculate

\[\|(\mu_{e\alpha e\beta}(x_{kl}))(\xi)\|_{\ell^2_{2,n}}^2 = \|\sum_{\beta, l} \mu_{e\alpha e\beta}(x_{kl}) \xi_{\beta l}\|_{\ell^2_{2,n}}^2 = \|\sum_{\beta, l} (x_{kl} e_{\beta l} e_\alpha) \xi_{\beta l}\|_{\ell^2_{2,n}}^2\]

\[= \sum_{\alpha, k} \|\sum_{l} (x_{kl} \xi_{\beta l} e_\beta, e_\alpha)\|^2 \leq \sum_{\alpha, k} \|\sum_{l} x_{kl} \xi_{\beta l} e_\beta\|_H^2\]

\[= \sum_{k} \|\sum_{l} x_{kl} (\sum_{\beta} \xi_{\beta l} e_\beta)\|_H^2 = \|\sum_{l} (x_{kl} (\sum_{\beta} \xi_{\beta l} e_\beta))_{1 \leq \beta \leq n}\|_{H^n}\]

\[\leq \|x\|^2_{M_n(M)} \|\left(\sum_{\beta} \xi_{\beta l} e_\beta\right)_{1 \leq \beta \leq n}\|_{H^n}\]
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Proposition 2.7. If a linear map \( \pi : M_* \to B(V) \) is \( \ell_2 \)-bounded, then it has a generator \( U \in B(H \otimes V) \) of norm \( \| U \| \leq \| \pi \|_cb \).

Proof. Suppose that \( \pi \) is \( \ell_2 \)-bounded. Pick \( v = \sum_{\alpha \in A} e_{\alpha} \otimes v_{\alpha} \in H \otimes V \), where \( A \) is finite; we set also \( v_{\alpha} = 0 \) for \( \alpha \notin A \). According to (5), we should set

For every finite \( B \supset A \) of cardinality \( n = |B| \) we have, by Lemma

This implies the convergence of the series (5), with the estimate \( \| Uv \| \leq \| \pi \|_{cb} \| v \| \). Next, \( U \) can be extended by continuity to a bounded operator on \( H \otimes V \), which satisfies (3) by construction.

2.3. Definitions of \( WAP_{cb}(M) \) and \( WAP_{iso}(M) \).

Definition 2.8. We define the space \( WAP_{cb,l}(M) \) (\( WAP_{cb,r}(M) \)) as the space of coefficients of all left (right) covariant representations of \( M_* \) on reflexive Banach spaces in which \( \pi \) is \( \ell_2 \)-contractive. Next, \( WAP_{iso,l}(M) \) (respectively \( WAP_{iso,r}(M) \)) is the subspace of \( WAP_{cb,l}(M) \) (\( WAP_{cb,r}(M) \)) consisting of coefficients of left (respectively right) covariant representations for which the generator is isometric onto. If \( M \) is coamenable, the left and right spaces are the same and we denote them \( WAP_{cb}(M) \) and \( WAP_{iso}(M) \) respectively.

There is no reason to expect in general that these spaces would be norm closed in \( M \). But the invariant means constructed later will of course extend to the closure.

The next example shows that the left/right versions can be very different:

Example 2.9. Consider \( M = B(H) \) with the trivial comultiplication \( \Delta(x) = 1 \otimes x \). This induces on \( M_* = N(H) \) (the space of trace class operators) the multiplication \( \mu \nu = \mu(1) \nu \). One has then \( \mu x = \mu(x)1 \) and \( x \mu = \mu(1) x \) for any \( x \in M, \mu \in M_* \).
Fix $x \in M$ and define $\xi : M_+ \to \mathbb{C}$ by $\xi(\mu) = \mu(x)$. This map is left covariant with respect to the trivial representation $\pi(\mu) = \mu(1)$: $\xi(\mu\nu) = \mu(1)\nu(x) = \pi(\mu)\xi(\nu)$. Next, $\pi$ has an isometric generator: with the identity operator $\mathbb{I}$ on $H \otimes \mathbb{C}$, the identity (1) holds:

$$(\|h \otimes v\|, \overline{k} \otimes \eta) = \langle \eta, k \rangle_H \langle v, \eta \rangle = \mu_{kh}(1)\nu\eta = \langle \pi(\mu \nu)v, \eta \rangle.$$ 

Thus, $x \in WAP_{iso}(M)$, so that $WAP_{iso}(M) = M$ (and also equal to $WAP(M)$).

Any functional $\varphi$ on $M$ is clearly right invariant, so any positive functional will serve as a right invariant mean. But (if only $M \notin \{ \mathbb{C} \}$) there is no left invariant mean on $M$, as $\varphi(x,\mu) = \mu(x)\varphi(1)$ is not equal to $\varphi(x)\mu(1)$ for $x, \mu$ such that $\varphi(x) \neq 0$ but $\mu(x) = 0 \neq \mu(1)$.

Let us suppose now that $x \in M$ is such that $\mu(x) = \langle \pi(\mu)\xi, \eta \rangle$ for every $\mu \in M_+$, where $\pi$ is a representation of $M_+$ on a reflexive Banach space $V$ and $\xi, \eta \in V^*$. Let $V_0$ denote the closure of $\pi(M_+)V$. For every $\mu, \nu \in M_+$, $v \in V$ we have $\pi(\mu\nu)v = \pi(\mu)\pi(\nu)v = \mu(1)\pi(\nu)v$, whence $\pi(\mu) = \mu(1)\mathbb{I}$ on $V_0$. If $x \notin \mathbb{C}$, we cannot have $\xi \in V_0$, thus $V_0 \neq V$.

Suppose now that $\pi$ has an isometric generator $U$. For $v \in V_0$, we have

$$U(e_\alpha \otimes v) = \sum_{\beta} e_{\beta} \otimes \pi(e_{\beta}e_\alpha)v = \sum_{\beta} e_{\beta} \otimes \mu_{\beta}\mu_\alpha v = e_\alpha \otimes v,$$

so that $U$ acts as the identity on $H \otimes V_0$. On the other hand, $e_\alpha \otimes \xi \notin H \otimes V_0$, but we have clearly $U(e_\alpha \otimes \xi) \in H \otimes V_0$. This implies that $U$ cannot be isometric.

This shows that if we defined the space $WAP_{iso}(M)$ without considering covariant pairs, in this case it would equal $\mathbb{C}$!

**Remark 2.10.** It follows from the proof of [2] that the Eberlein algebra $E(\mathbb{G})$ of a locally compact quantum group $\mathbb{G}$ is the closure in $L^\infty(\mathbb{G})$ of coefficients of unitary representations of $L^1(\mathbb{G})$. As a consequence, $E(\mathbb{G}) \subset WAP_{iso}(L^\infty(\mathbb{G}))$.

**Notations 2.11.** By definition, for every $x \in WAP_{ch,b}(M)$ (respectively $WAP_{ch,r}(M)$) there exists a reflexive Banach space $V$, an $\varepsilon_2$-bounded left (right) covariant representation $(\pi, \xi)$ of $M_+$ on $V$ and a vector $\eta \in V^*$ such that $\mu(x) = \langle \xi(\mu), \eta \rangle$ for every $\mu \in M_+$. We will say that the quadruple $(V, \pi, \xi, \eta)$ is associated to $x$.

The subspace $V_x = \xi(M_+)$ is $\pi$-invariant and reflexive, thus we can consider the restriction of $\pi$ onto $V_x$ instead. In the sequel, we will always suppose that $V = V_x$.

All these spaces are invariant under left and right actions of $M_+$. Indeed, let for example $(V, \pi, \xi, \eta)$ be associated to $x \in WAP_{ch,b}(M)$. Then $\nu(\mu,x) = \langle \xi(\nu\mu), \eta \rangle = \langle \pi(\nu)\xi(\mu), \eta \rangle$ for $\mu, \nu \in M_+$, so that setting $\xi_{\nu}(\nu, \mu) = \pi(\nu)\xi(\mu)$ we get $\mu,x \in WAP_{ch,b}(M)$ with the quadruple $(V, \pi, \xi_{\nu}(\nu, \mu), \eta)$ associated to it. At the same time, $\nu(x,\mu) = \langle \xi(\mu x), \eta \rangle = \langle \xi(\nu), \pi(\mu)\eta \rangle$, so that $x,\mu \in WAP_{ch,b}(M)$ with the quadruple $(V, \pi, \xi, \pi(\mu)\eta)$. The representation $\pi$ remains thus the same, and it is $\varepsilon_2$-bounded or with isometric generator respectively.

**Notations 2.12.** Fix $x \in WAP(M)$, and let $(V, \pi, \xi, \eta)$ be associated with it, with $(\pi, \xi)$ being left covariant. As in the classical case [19], we can define a continuous map $L : V \to M$ as follows. Set first $L(\xi(\mu)) = \mu.x$ for $\mu \in M_+$. If $\xi(\mu) = \xi(\nu)$, then for every $\lambda \in M_+$ we have $\lambda(\mu.x) = (\lambda\mu)(x) = \langle \xi(\lambda\mu), \eta \rangle = \langle \pi(\lambda)\xi(\mu), \eta \rangle = \langle \pi(\lambda)\xi(\nu), \eta \rangle = \lambda(\nu.x)$, so that $\mu.x = \nu.x$ and $L$ is well defined. Moreover, by the same calculations

$$\|L(\xi(\mu))\| = \sup_{\lambda \in S} |\lambda(\mu.x)| = \sup_{\lambda \in S} |\langle \pi(\lambda)\xi(\mu), \eta \rangle| \leq \|\eta\| \|\xi(\mu)\|.$$ 

It follows that $L$ extends to $V$ by continuity (recall that we suppose that $V$ is the closure of $\xi(M_+)$). In a similar way, we define a map $R' : V^* \to M$ by $R'(\pi(\mu)\eta) = x.\mu$ and check that it is well defined and extends by continuity to the closure of $\pi(M_+)V^*$ (we need nothing more from it).

If the pair $(\pi, \xi)$ is right covariant, two other maps are defined: $R : V \to M$ by $R(\xi(\mu)) = x.\mu$ and $L' : \pi(M_+)V^* \to M$ by $L'(\pi(\mu)\eta) = \mu.x$, $\mu \in M_+$.

It is unclear whether $WAP_{ab}(M)$ is closed under multiplication. It is known that $WAP(M)$ is not, in general; the article [19] gives some partial results and can show the level of complexity of the question.
3. Invariant means on WAP_{iso}(M)

3.1. Existence of constants in P-orbits. Recall that we denote by P the set of normal states of M, that is, \( P = \{ \mu \in \mathcal{S} : \mu(1) = 1 \} \). This is a subsemigroup in \( \mathcal{S} \).

Note that \( P.x \) is convex for every \( x \in M \), so that its norm and weak closures are the same. We denote this closure by \( \overline{P.x} \). The same applies to \( \overline{x.P} \).

**Proposition 3.1.** For every \( x \in WAP_{iso}(M) \) there is a constant \( c \in \mathbb{C} \) such that \( c1 \) is in \( \overline{P.x} \).

**Proof.** Let \( K_0 \) be the norm closure of \( \xi(P) \), and let \( K \) be the subset of vectors of minimal norm in \( K_0 \). It is nonempty since \( V \) is reflexive and \( K_0 \) is convex and bounded. By definition, \( K_0 \) is \( \pi(P) \)-invariant. Since \( \pi(\mu) \) is contractive for every \( \mu \in P \), it sends \( K \) to itself and preserves the norm of every \( v \in K \). \( K \) is convex, bounded and norm closed, so it is weakly compact.

If \( v \in K \), then for every \( \alpha \) we have by \( 3 \) \( U(\epsilon_\alpha \otimes v) = \sum_\beta \epsilon_\beta \otimes \pi(\mu_\beta \epsilon_\alpha) v \), with the norm
\[
\|U(\epsilon_\alpha \otimes v)\| = \left( \sum_\beta \|\pi(\mu_\beta \epsilon_\alpha) v\|^2 \right)^{1/2}.
\]
Since \( U \) is isometric, this is equal to \( \|\epsilon_\alpha \otimes v\| = \|v\| \), and as \( \mu_\beta \epsilon_\alpha \in P \), this equals also to \( \|\pi(\mu_\beta \epsilon_\alpha) v\| \).

It follows that \( \pi(\mu_\beta \epsilon_\alpha) v = 0 \) if \( \beta \neq \alpha \).

The maps \( U_\alpha = \pi(\mu_\beta \epsilon_\alpha) \) are thus isometric on \( K \); if \( u, v \in K \) then
\[
\|U_\alpha(u - v)\| = \|U(\epsilon_\alpha \otimes (u - v))\| = \|\epsilon_\alpha \otimes (u - v)\| = \|u - v\|.
\]
We are therefore in the assumptions of the Ryll-Nardzewsky theorem \( \text{[1]} \) Theorem A.24] with the semigroup generated by \((U_\alpha)\), and it follows that \((U_\alpha)\) have a common fixed point \( \tilde{\xi} \in K \).

For every \( \alpha \) we have thus \( U(\epsilon_\alpha \otimes \tilde{\xi}) = \epsilon_\alpha \otimes \tilde{\xi} \), and therefore \( U(u \otimes \tilde{\xi}) = u \otimes \tilde{\xi} \) for every \( u \in H \). This implies that for every \( v \in H, \eta \in V^* \)
\[
\langle \pi(\mu_\nu) \tilde{\xi}, \eta \rangle = \langle U(u \otimes \tilde{\xi}) \otimes \eta \rangle = \langle u \otimes \tilde{\xi}, \tilde{\xi} \otimes \eta \rangle = \langle u, \tilde{\xi} \rangle \langle \tilde{\xi}, \eta \rangle = \pi(\mu_\nu)(1) \langle \tilde{\xi}, \eta \rangle,
\]
so that \( \pi(\mu_\nu) \tilde{\xi} = \mu_\nu(1) \tilde{\xi} \), which implies that \( \pi(\mu) \tilde{\xi} = \mu(1) \tilde{\xi} \) for general \( \mu \in M \). In particular, \( \tilde{\xi} \) is a fixed vector of \( \pi(P) \).

Let \( L \) be the map defined in Notations \( 2.12 \). We show next that \( L(\tilde{\xi}) \in C1 \). Pick a sequence \( (\mu_n) \subset M_* \) such that \( \tilde{\xi} = \lim \xi(\mu_n) \). For every \( \mu \in M_* \), we have
\[
\mu(L\tilde{\xi}) = \lim \mu(L\xi(\mu_n)) = \lim \mu(\mu_n x) = \lim \langle \xi(\mu_n) \eta \rangle = \langle \pi(\mu) \tilde{\xi}, \eta \rangle = \mu(1) \langle \tilde{\xi}, \eta \rangle,
\]
so that \( L\tilde{\xi} = \mu(1) \tilde{\xi} \).

By construction, \( \tilde{\xi} \in \overline{\xi(P)} \), so that \( L\tilde{\xi} \in \overline{P.x} \). In particular, \( \|L\tilde{\xi}\| \leq \|x\| \). \( \square \)

It is clear that if \( x \in WAP_{iso,r}(M) \) then in the same way one shows that there is a constant \( c \in \mathbb{C} \) such that \( c1 \) in \( \overline{x.P} \).

**Definition 3.2.** Let \( M \) be a Hopf–von Neumann algebra. Say that its comultiplication \( \Delta \) is left (right) nontrivial if for \( x \in M \) the identity \( \Delta(x) = x \otimes 1 \) (respectively \( \Delta(x) = 1 \otimes x \)) implies \( x \in C1 \). As in the case of a locally compact quantum group, we say that a Hopf–von Neumann algebra \( M \) is coamenable if \( M_* \) has a bounded approximate identity. This condition is always satisfied if \( M = L^\infty(G) \) with a locally compact group \( G \); for the group von Neumann algebra \( M = VN(G) \) it is equivalent to \( G \) being amenable.

**Proposition 3.3.** If \( M \) is coamenable, then its comultiplication is left and right nontrivial.

**Proof.** Let \( (u_i) \) be a bounded approximate unit in \( M_* \). Suppose that \( x \in M \) and \( \Delta(x) = x \otimes 1 \). For every \( \mu \in M_* \), we have \( \mu(x) = \lim_i (u_i \mu)(x) = \lim_i (u_i \otimes \mu)(\Delta(x)) = \lim_i u_i(x) \mu(1) \). In particular, the limit \( c = \lim_i u_i(x) \) does exist, and one obtains \( x = c1 \). The right nontriviality is proved similarly. \( \square \)

**Proposition 3.4.** Suppose that the comultiplication of \( M \) is right nontrivial. Then for every \( x \in WAP_{iso,l}(M) \) there exists a constant \( c \in \mathbb{C} \) such that \( c1 \) is in \( \overline{x.P} \).
Proof. We can start similarly: Let $K_0$ be the norm closure of $\pi(P)^*\eta$ in $V^*$, and let $K$ be the subset of minimal norm in $K_0$. For every $\mu \in P$, the map $\pi(\mu)^*$ sends $K$ to itself and preserves the norm on it.

Using the decomposition $U^*(\epsilon_\alpha \otimes u) = \sum_\beta \epsilon_\beta \otimes \pi(\mu_{\epsilon_\alpha \epsilon_\beta})^* u$ dual to (3) and the fact that $U^*$ is isometric, we conclude in the same way that the maps $\tilde{U}_\alpha = \pi(\mu_{\epsilon_\alpha \epsilon_\beta})^*$ are isometric on $K$. Applying again the Ryll-Nardzewski theorem to the semigroup generated by $\tilde{U}_\alpha$, we obtain a common fixed point $\tilde{\eta} \in K$, for which $U^*(\tilde{u} \otimes \tilde{\eta}) = \tilde{u} \otimes \tilde{\eta}$ for any $u \in H$.

It follows that for every $u, v \in H$ and $\nu \in M_*$

$$\langle \xi(\nu), \pi(\mu_{\nu})^* \tilde{\eta} \rangle = \langle U(u \otimes \xi(\nu)), \tilde{v} \otimes \tilde{\eta} \rangle = \langle u \otimes \xi(\nu), U^*(\tilde{v} \otimes \tilde{\eta}) \rangle = \langle u, v \rangle_H \langle \xi(\nu), \tilde{\eta} \rangle = \mu_{\nu}(1) \langle \xi(\nu), \tilde{\eta} \rangle.$$  

By density of $\xi(M_*)$ in $V$ and by density of the linear span of $(\mu_{\nu})$ in $M_*$ it follows that $\pi(\mu)^* \tilde{\eta} = \mu(1) \tilde{\eta}$ for any $\mu \in M_*$. Proving that $R^* \tilde{\eta}$ is a constant (with the map $R^*$ defined in Notations (2.12)) is more delicate than for the left orbit. Let $(\mu_n) \subset P$ be a sequence such that $\pi(\mu_n)^* \eta \to \tilde{\eta}$; it exists because $\tilde{\eta}$ is in the closure of $\pi(P)^* \eta$. For every $\mu \in M_*$ we have

$$\mu(R^* \tilde{\eta}) = \lim \mu(R(\pi(\mu_n)^* \eta)) = \lim \mu(x_n \mu_n) = \lim \mu(\mu_n \nu)(x) = \lim \langle \pi(\mu_n) \xi(\mu), \eta \rangle = \langle \xi(\mu), \tilde{\eta} \rangle.$$  

For every $\mu, \nu \in M_*$ then

$$\mu((R^* \tilde{\eta}) \nu) = (\nu \mu)(R^* \tilde{\eta}) = \langle \xi(\nu \mu), \tilde{\eta} \rangle = \langle \xi(\mu), \pi(\nu)^* \tilde{\eta} \rangle = \langle \xi(\mu), \nu(1)^* \tilde{\eta} \rangle = \mu(\nu(1)^* R^* \tilde{\eta}),$$

which implies $(R^* \tilde{\eta}) \nu = \nu(1)^* R^* \tilde{\eta}$ and $\Delta(R^* \tilde{\eta}) = 1 \otimes R^* \tilde{\eta}$. By assumption, there exists then $c \in \mathbb{C}$ such that $R^* \tilde{\eta} = c1$. \hfill $\square$

Similarly, one proves that if the comultiplication of $M$ is left nontrivial then for every $x \in WAP_{iso,r}(M)$ there exists a constant $c \in \mathbb{C}$ such that $c1$ is in $\overline{P.x}$.

3.2. Invariant means. We prove below the existence of a right invariant mean on $WAP_{iso,l}(M)$, and under the condition of right nontriviality of the comultiplication, its left invariance as well. This asymmetry can appear indeed, as shown in Example (2.3).

The following proof is close to the classical one [1 Theorem 1.25].

Lemma 3.5. For every $x, y \in M$ the following inclusions hold:

1. If $x \geq 0$ then every constant in $\overline{P.x}$ is nonnegative;
2. If $x = x^*$ then every constant in $\overline{P.x}$ is real;
3. If $x, y \in WAP(M)$, then $\overline{P.(x + y)} \subset P.x + P.y$.
4. If $x \in WAP(M)$ and $\mu \in P$, then the only possible constant in $\overline{P.(x, \mu - x)}$ is zero.

Proof. (1) If $x \geq 0$ then $\nu(\mu.x) = (\nu \mu)(x) \geq 0$ for every $\mu, \nu \in P$, so that $\mu.x \geq 0$. It follows that $\overline{P.x} \subset M_+$.  

(2) Let $x_+, x_-$ be the positive and negative part of $x$ respectively. As in (1), we notice that $\mu.x_\pm$ is positive on $P$ for every $\mu$, so that $\mu.x$ is real-valued. If $c1 \in \overline{P.x}$, then the constant function $c$ on $P$ is the pointwise limit of a net of functions $\mu_{\alpha, x}$ with $\mu_{\alpha, x} \in P$, and it is real-valued as well.

(3) If $z \in \overline{P.(x + y)}$ then there exists a net $(\mu_{\alpha}) \subset P$ such that $\mu_{\alpha}(x + y) \to z$. By weak compactness of $\overline{P.x}$, passing to a subnet if necessary, we can assume that $\mu_{\alpha, x}$ converges to $u \in \overline{P.x}$. Now $\mu_{\alpha, y} = \mu_{\alpha}(x + y) - \mu_{\alpha, x} \to z - u \in \overline{P.y}$.  

(4) Suppose that $(\mu_{\alpha})$ is a net in $P$ such that $\mu_{\alpha, x}(x, \mu - x) \to c1$, $c \in \mathbb{C}$. Passing to a subnet if necessary, we can assume that $\mu_{\alpha, x} \to y \in \overline{P.x}$. Next, $\mu_{\alpha, x}(x, \mu) = (\mu_{\alpha, x})_{\mu} \to y, \mu$, which implies $y, \mu - y = c1$. Moreover,

$$y, \mu^k - y = \sum_{j=1}^k (y, \mu - y), \mu^j - 1 = kc1,$$

while the norm of this expression is bounded by $\|\mu^k.y\| + \|y\| \leq 2\|x\|$. We conclude that $c = 0$. \hfill $\square$
Denote $\text{WAP}_{iso,l}(M) = \{ x \in \text{WAP}_{iso,l}(M) : x = x^* \}$. Now we can set, for $x \in \text{WAP}_{iso,l}(M)$,
$$p(x) = \sup\{ c \in \mathbb{R} : c1 \in \overline{P}x \},$$
knowing by Proposition 3.3.1 that this set of constants is nonempty.

We have the following properties:

**Lemma 3.6.** For every $x, y \in \text{WAP}_{iso,l}(M)$,
1. $p(cx) = cp(x)$, $c \geq 0$;
2. $|p(x)| \leq \|x\|$;
3. $p(x + y) \leq p(x) + p(y)$;
4. $p(x) \geq 0$ if $x \geq 0$.

**Proof.** (1) Obvious.

(2) For every $\mu \in \mathcal{P}$, we have $\|\mu \cdot x\| \leq \|\mu\|\|x\| = \|x\|$.

(3) If $c1 = \mu \cdot (x + y)$, $c \in \mathbb{R}$, then by Lemma 3.3.1 $c1 = u + v$ with $u \in \overline{P}x$, $v \in \overline{P}y$. Let $(\mu_\alpha)$ be a net such that $\mu_\alpha \cdot u \to d1 \in \mathbb{R}1$. Then $\mu_\alpha \cdot v \to (c - d)1 \in \overline{P}y$ so that $c1 = (c - d)1 + d1 \in \overline{P}x + \overline{P}y$.

(4) Follows from Lemma 3.3.1.

**Theorem 3.7.** On $\text{WAP}_{iso,l}(M)$ there exists a right invariant mean. If the comultiplication of $M$ is right nontrivial, then this mean is also left invariant.

**Proof.** Exactly as in the classical case [1, Theorem 1.25], the properties in Lemma 3.6 allow us to apply a version of the Hahn-Banach theorem to obtain a real-valued linear functional $m$ on $\text{WAP}_{iso,l}(M)$ such that $m(c1) = c$, $c \in \mathbb{R}$, and $m(\|x\|) \leq p(x)$ for any $x \in \text{WAP}_{iso,l}(M)$. We extend then $m$ to $\text{WAP}_{iso,l}(M)$ by linearity.

By Lemma 3.3.1, if $x \geq 0$ then $p(-x) \leq 0$ so that $m(-x) \leq 0$, which implies $m(x) \geq 0$. Thus, $m$ is positive.

By Lemma 3.3.4, for every $x \in \text{WAP}_{iso,l}(M)$ and $\mu \in \mathcal{P}$ we have $p(x, \mu - x) = 0$. This implies that $m(x, \mu) \leq m(x)$ and similarly $m(-(x, \mu)) \leq m(-x)$ whence $m(x, \mu) \geq m(x)$. Together, these imply the right invariance of $m$ on $\text{WAP}_{iso,l}(M)$, and by linearity on $\text{WAP}_{iso,l}(M)$.

If now $\Delta$ is right nontrivial, then by Proposition 3.3.3 for every $x \in \text{WAP}_{iso,l}(M)$ there exists a constant $c \in \mathbb{C}$ such that $c1 \in \overline{xP}$. Let $d \in \mathbb{C}$ be such that $d \in \overline{P}x$. Since $\overline{P}x$ and $\overline{xP}$ are norm closures, we can choose sequences $(\mu_n), (\nu_m)$ in $P$ such that $\mu_n \cdot x \to d1$, $x \cdot \nu_m \to c1$ in norm. For $\varepsilon > 0$, let $n, m$ be such that $\|\mu_n \cdot x - c1\| < \varepsilon$ and $\|\nu_m \cdot x - c1\| < \varepsilon$. Then $\|\mu_n \cdot x \cdot \nu_m - c\| < \varepsilon$ and $\|\mu_n \cdot x \cdot \nu_m - d\| < \varepsilon$; $\varepsilon$ being arbitrary, it follows that $c = d$. Thus, there is a unique constant in $\overline{xP} \cup \overline{P}x$, which is clearly $m(x)$. Since $\overline{P}(\mu \cdot x) \subset \overline{P}x$ for any $\mu \in \mathcal{P}$, the unique constant in $\overline{P}(\mu \cdot x)$ is also $m(x)$, so that $m$ is also left invariant.

Of course there is a symmetric theorem which states that $\text{WAP}_{iso,r}(M)$ admits a left invariant mean, and if the comultiplication of $M$ is left nontrivial, this mean is also right invariant. Moreover, these means extend by continuity to the norm closure of the respective spaces in $M$.

It is well known that in $L^\infty(G)$, where $G$ is a locally compact quantum group, the comultiplication is both left and right nontrivial, so that the spaces $\text{WAP}_{iso,l}(L^\infty(G))$ and $\text{WAP}_{iso,r}(L^\infty(G))$ have two-sided invariant means.

**4. The commutative case**

In this section we define another space $\text{WAP}_{cb}(M)$. It has sense only in the presence of an involution on $M_\ast$, so for example, it is not defined on $C_b(S)^{**}$ for a general semigroup $S$. In return, every locally compact quantum group, and moreover its universal version do fall into this category. Maybe most general class of such algebras is the class of quantum semigroups with involution [13], but we do not go here up to that generality. The space $\text{WAP}_{cb}(M)$ is close to $\text{WAP}_{cb}(M)$, which is shown by the fact that they are trivially equal if $M = L^\infty(G)$ is a Kac algebra.
4.1. **Automatic ℓ₂-boundedness.** Let \( M \) be a commutative Hopf-von Neumann algebra. We consider as always \( M \), with the dual structure of an operator space, which is the maximal structure \([9]\). It is known that every bounded map from \( M \) into an operator space is automatically completely bounded. As \( B(V) \) is not an operator space in general, we have to reprove the same fact in our context.

**Proposition 4.1.** Let \( V \) be a Banach space and \( E \) an operator space with the maximal structure. Every bounded map from \( E \) to \( B(V) \) is \( ℓ₂ \)-bounded.

**Proof.** We should check the condition in Definition 2.5: there exists a constant \( C \geq 0 \) such that \( ||(\pi(u_{ij}))|| \leq C||u|| \) for every \( n \in \mathbb{N} \) and \( u = (u_{ij}) \in M_n(E) \). The norm of \( \pi(u) \) is the operator norm on \( ℓ_{2,n} \otimes V \):

\[
||\pi(u)|| = \sup_{||\xi||=1} \sum_{k,j=1}^n e_j \otimes \pi(u_{jk})\xi_k = \sup_{||\xi||=1} \sum_{k,j=1}^n (\pi(u_{jk})\xi_k,\eta_j),
\]

where we write \( \xi = \sum_{k=1}^n e_k \otimes \xi_k \in ℓ_{2,n} \otimes V \) and \( \eta = \sum_{k=1}^n e_k \otimes \eta_k \in ℓ_{2,n} \otimes V^* \). Fix \( \xi, \eta \) and set \( \bar{\xi}_k = ||\xi_k|| \|\eta\| \) (or 0 if \( \xi_k = 0 \)), and \( \bar{\eta}_k = ||\eta||/\|\eta_k\| \) (respectively 0 if \( \eta_k = 0 \)). Define now a map \( f : E \to M_n(\mathbb{C}) \) by

\[
f(a)_{kl} = (\pi(a)\xi_k,\bar{\eta}_l).
\]

It is bounded, and for \( a \in E \)

\[
||f(a)|| = \sup_{||a||=1} \sum_{k,l} (\pi(a)\xi_k,\bar{\eta}_l)x_k\bar{y}_l \leq ||a|| ||\xi|| ||\eta|| = \sup_{||a||=1} \||\xi_k|| \|\eta\| = ||\pi|| ||a|| ||\xi|| ||\eta||.
\]

It follows that \( f \) is completely bounded. For \( u \in M_n(E) \) we get, using the notations of [9] where \( f_n(u) \) is the matrix with coefficients \( (f(u_{ij})_{kl}) \), the inequality

\[
||f_n(u)|| \leq ||\pi|| ||\xi|| ||\eta|| ||u|| = ||\pi|| ||u||.
\]

Now we can use this to estimate the norm of \( \pi(u) \) in \( M_{ij}(\mathbb{C}) \). Define \( x, y \in \mathbb{C}^n \) by \( x_k = \delta_{ik}\bar{\xi}_k \) and \( y_{ij} = \delta_{ij}\|\eta\| \). Then \( ||x|| = ||\xi|| = 1 \) and \( ||y|| = ||\eta|| = 1 \), and

\[
\sum_{k,j=1}^n (\pi(u_{jk})\xi_k,\bar{\eta}_j)\|\xi_k\| ||\eta_k|| = \sum_{i,j,k,l=1}^n \langle \pi(u_{ij})\bar{\xi}_k,\bar{\eta}_l \rangle x_{ik}y_{jl} = \sum_{i,j,k,l=1}^n f(u_{ij})_{kl}x_{ik}y_{jl} \leq ||f_n(u)|| ||x|| ||y|| \leq ||\pi|| ||u||.
\]

This proves the proposition. \( \square \)

**Corollary 4.2.** If \( M \) is commutative then \( WAP(M) = WAP_{cb}(M) \).

4.2. **Multiplication in \( WAP_{cb}(M) \).** As it was said before, it is unknown whether \( WAP_{cb}(M) \) is a subalgebra in \( M \). In the commutative case this is however true, by the equality of this space to \( WAP(M) \). In addition to this fact, we will need an explicit description of the arising representations and their generators.

Let \( M \) be commutative and coamenable, properties satisfied by \( L^\infty(G) \) and \( C_0(G)^{**} \) (the dual of the measure algebra) of a locally compact group \( G \). Fix \( x, y \in WAP_{cb}(M) \), and let \( (V_i, \pi_i, \xi_i, \eta_i) \), \( i = 1, 2 \), be associated to \( x \) and \( y \) respectively. By assumption, \( \xi_1 \) and \( \xi_2 \) are constant.

Intuitively, the representation corresponding to \( xy \) is \( \pi = (\pi_1 \circ \pi_2)\Delta_M \). But the difference of available tensor products does not allow us to give a strict sense to this equality. Instead, we can construct a generator for \( \pi \), similarly to [7], and then deduce \( \pi \) from it. All necessary properties are then to be obtained by coordinate calculations.

Let \( \otimes_r \) be a tensor product which preserves reflexivity, for example one of the Chevet-Saphar tensor products [21]. We set \( V = V_1 \otimes_r V_2 \). The maps \( \tilde{\pi}_1 = \pi_1 \otimes 1 \) and \( \tilde{\pi}_2 = 1 \otimes \pi_2 \) are bounded homomorphisms from \( M \) to \( B(V) \). They have therefore generators \( \tilde{U}_1, \tilde{U}_2 \subset B(H \otimes V) \). Set \( U = \tilde{U}_1 \tilde{U}_2 \), \( \xi = \xi_1 \otimes \xi_2, \eta = \eta_1 \otimes \eta_2 \). One defines first a map \( \pi \) on \( B(H) \), via \( U \) by Definition 2.4 (extended by linearity and continuity). This gives, for \( k, h \in H, v_i \in V_i, \varphi_i \in V_i^* \), \( i = 1, 2 \):

\[
(\pi(\mu_{kh})(v_1 \otimes v_2), \varphi_1 \otimes \varphi_2) = (U(h \otimes v_1 \otimes v_2), \bar{k} \otimes \varphi_1 \otimes \varphi_2) = (\tilde{U}_2(h \otimes v_1 \otimes v_2), \tilde{U}_1^*(k \otimes \varphi_1 \otimes \varphi_2))
\]
\[
\begin{align*}
&= \sum_{\alpha} e_\alpha \otimes \tilde{\pi}_2(\mu_{e_\alpha,h})(v_1 \otimes v_2), \\
&= \sum_{\alpha} e_\alpha \otimes v_1 \otimes \tilde{\pi}_2(\mu_{e_\alpha,h})v_2, \\
&= \sum_{\alpha} (\tilde{\pi}_1(\mu_{e_\alpha,h})v_1, \varphi_1)(\tilde{\pi}_2(\mu_{e_\alpha,h})v_2, \varphi_2).
\end{align*}
\]
If we denote \( x_i(\mu) = (\pi_i(\mu)v_i, \varphi_i) \), \( i = 1, 2 \), then we get \( x_{1,2} \in M \) and
\[
(\pi(\mu_{kk})(v_1 \otimes v_2), \varphi_1 \otimes \varphi_2) = \sum_{\alpha} \mu_{ke_\alpha}(x_1)\mu_{ke_\alpha}(x_2) = \mu_{kk}(x_1x_2)
\]
(the last equality follows from the scalar product decomposition in \( H \)), which shows in particular that this expression defines indeed a functional on \( M_* \) and not just on \( B(H)_* \), so that the map \( \pi : M_* \rightarrow B(V) \) is well defined. Moreover, the equality
\[
(\pi(\mu)(v_1 \otimes v_2), \varphi_1 \otimes \varphi_2) = \mu(x_1x_2)
\]
holds for every \( \mu \in M_* \).

Next, fix \( a, b, c, d \in H \). Since \( v_{1,2} \), \( \varphi_{1,2} \) above are arbitrary, we can decompose below \( \pi(\mu_{cd}) \) and \( \pi(\mu_{ab})^* \) in weakly absolutely converging series and obtain
\[
(\pi(\mu_{ab})\pi(\mu_{cd})(v_1 \otimes v_2), \varphi_1 \otimes \varphi_2) = \sum_{\alpha, \beta} (\pi_1(\mu_{ac}) \otimes \pi_2(\mu_{cd})(v_1 \otimes v_2), \pi_1(\mu_{bc}) \otimes \pi_2(\mu_{cd})(v_1 \otimes v_2), \varphi_1 \otimes \varphi_2)
\]
It follows that \( \pi \) is a homomorphism.

\[4.3. \textbf{Equality WAP}(M) = WAP_{sc}(M). \] Though the final result of this section is proved only for the algebra \( L^\infty(G) \) on a locally compact group \( G \), certain parts are valid in more generality.

Suppose that \( M \) is a Hopf–von Neumann algebra such that an involution is defined on a subalgebra \( M_{eq} \) of \( M \) containing all \( \mu_{ae,c} \). This is the case if \( M \) is a quantum semigroup with involution \[33\], but the main examples are \( L^\infty(G) \) and \( C_0(G)^{**} \) on a locally compact quantum group \( G \).

Call an \( \ell_2 \)-contractive representation \( \pi \) of \( M_* \) admissible if the map \( \bar{\pi} : \mu \mapsto \pi(\mu^*)^* \) extends from \( M_{eq} \) to an \( \ell_2 \)-contractive homomorphism on \( M_* \). Let \( WAP_{eq}(M) \) be the space of coefficients of admissible reflexive representations of \( M_* \).

This is close to the notion of admissibility of unitary representations of quantum groups as introduced by Soltan \[23\]. The question of whether every finite-dimensional unitary representation is admissible is now known as the admissibility conjecture and has not yet a final answer \[5, 3\].

Suppose that \( M \) is coamenable, \( \pi \) is admissible, with the generator \( U \), and let \( \bar{U} \) be the generator of \( \bar{\pi} \). For every \( \xi \in V, \eta \in V^* \) we have a decomposition in an absolutely converging series
\[
(\bar{U}(\mu_{\alpha} \otimes \xi), \bar{U}(\mu_{\beta} \otimes \eta)) = \sum_{\gamma} e_\gamma \otimes \bar{\pi}(\mu_{e_\gamma,\alpha})\xi, \sum_{\xi} e_\xi \otimes \bar{\pi}(\mu_{e_\xi,\beta})\eta)
\]
\[
\pi(\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta}) = \sum_{\gamma} (\pi(\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta}))
\]
\[
\text{with the estimate}
\]
\[
\sum_{\gamma} (\pi(\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})) \leq \|U(e_\alpha \otimes \xi)\| \|U(e_\beta \otimes \eta)\| \leq \|\xi\| \|\eta\|.\]

If \(x \in M\) is the corresponding coefficient of \(\pi\), \(\mu(x) = \langle \pi(\mu)\xi, \eta \rangle\), then
\[
\sum_{\gamma} (\pi(\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})) = \sum_{\gamma} (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(x).
\]

In this form, this expression does not depend on the realization of \(x\), so we can set, for \(x \in WAP_{cb}(M)\),
\[
h_{\alpha\beta}(x) = \sum_{\gamma} (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(x), \tag{7}
\]
the series converging absolutely. If we set \(\|x\|_{cb} = \inf \|\xi\| \|\eta\|\), infimum taken over all \(\ell_2\)-bounded realizations of \(x\) (this is a norm, similarly to \(\| \cdot \|_{cof} \)), then we have \(h_{\alpha\beta}(x) \leq \|x\|_{cb}\).

Similarly, we can define \(h_{\alpha\beta}^\ast\) by
\[
\langle U^\ast(e_\beta \otimes \xi), U^\ast(e_\alpha \otimes \eta) \rangle = \sum_{\gamma} e_\gamma \otimes \pi(\mu_{e_\gamma e_\delta}^\ast) \xi, \eta = \sum_{\gamma} (\pi(\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})) = h_{\alpha\beta}^\ast(x)
\]
for \(x \in WAP_{cb}(M)\).

We calculate next (all series absolutely converging) with \(x, y \in WAP_{cb}(G)\)
\[
h_{\alpha\beta}(xy) = \sum_{\gamma} (\pi(\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta}))
\]
\[
= \sum_{\gamma, \xi, \lambda} (\pi_1 \otimes \pi_2) (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta}) (\mu_{e_\gamma e_\delta} \otimes \mu_{e_\lambda e_\eta})(\xi_1 \otimes \lambda, \eta_1 \otimes \eta_2)
\]
\[
= \sum_{\gamma, \xi, \lambda} (\pi_1 (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(\xi_1, \eta_1) \pi_2 (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(\xi_2, \eta_2)
\]
\[
= \sum_{\xi, \lambda} h_{\lambda\xi}(x)(\pi_2 (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(\xi_2, \eta_2).
\]

For the rest of the section, we consider the algebra \(M = L^\infty(G)\) where \(G\) is a locally compact group. Every representation of \(M_\ast\), is admissible. We fix still a basis \((e_\alpha)\) in \(L^2(G)\). The usual representation of \(B(G)\) on \(L^2(G)\) by pointwise multiplication is unitary (has a unitary generator \(W\); it is given by \(WF(s, t) = W(s^{-1} t, F) \in L^2(G \times G)\)). It follows that for every \(x \in B(G)\)
\[
\sum_{\gamma} (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(x) = \sum_{\gamma} (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(x) = \delta_{\alpha\beta} x(e).
\]
This is considered for example in general case in [12] or can be verified directly, similarly to the formula [3]. We write below \(\varepsilon(x) = x(e)\) for \(x\) in the uniform closure \(B(G)\) of \(B(G)\) (the Eberlein algebra), so that \(h_{\alpha\beta}(x) = \delta_{\alpha\beta} \varepsilon(x)\) for \(x \in B(G)\). Since the uniform norm on \(WAP^\pi\) is equivalent to the norm \(\| \cdot \|_{cof}\), the functionals \(h_{\alpha\beta}\) are continuous with respect to the uniform norm, and the equality \(h_{\alpha\beta} = \delta_{\alpha\beta} \varepsilon\) holds on \(B(G)\).

If \(x \in B(G)\), we have also
\[
h_{\alpha\beta}(xy) = \sum_{\xi, \lambda} \delta_{\xi\lambda} \varepsilon(x)(\pi_2 (\mu_{e_\gamma e_\delta}^\ast \mu_{e_\gamma e_\delta})(\xi_2, \eta_2) = \varepsilon(x) h_{\alpha\beta}(y).
\]

For a given \(y \in WAP(G)\), pick \(x \in A(G)\) such that \(\varepsilon(x) \neq 0\), then we have \(xy \in C_0(G) \subset B(G)\), and
\[
h_{\alpha\beta}(y) = \frac{h_{\alpha\beta}(xy)}{\varepsilon(x)} = \frac{\varepsilon(xy)}{\varepsilon(x)} = \delta_{\alpha\beta} \varepsilon(y).
\]
Returning to (4), we get
\begin{equation}
(U(e_\alpha \otimes \xi), \check{U}(\check{e}_\beta \otimes \eta)) = \delta_{\alpha\beta} \varepsilon(x) \varphi(x) = \delta_{\alpha\beta} \langle \xi, \eta \rangle = \langle e_\alpha \otimes \xi, e_\beta \otimes \eta \rangle.
\end{equation}
This is valid for all \( \xi \in V, \eta \in V^* \), and extending this equality by linearity and continuity, we see that \((U_s, \check{U}_t) = (s, t)\) for all \( s \in H \otimes \frac{1}{2} V, t \in H \otimes \frac{1}{2} V^* \), so that \( \check{U}^* U = \mathbb{I}_{H \otimes \frac{1}{2} V} \). Similarly, we show that \( h_{\alpha\beta}' = \varepsilon \delta_{\alpha\beta} \), and
\begin{equation}
\langle \check{U}^* (e_\beta \otimes \xi), U^* (e_\alpha \otimes \eta) \rangle = \langle e_\alpha \otimes \xi, e_\beta \otimes \eta \rangle,
\end{equation}
which implies \( U \check{U}^* = \mathbb{I}_{H \otimes \frac{1}{2} V} \).

\( U \) is thus invertible, and \( U, \check{U} \) being contractive, \( U \) is isometric onto. This proves the following:

**Corollary 4.3.** If \( G \) is a locally compact group, then \( WAP_{iso}(M) = WAP(M) \) for \( M = L^\infty(G) \).

There remains of course the question whether the equality \( WAP_{iso}(M) = WAP(M) \) holds on a larger class of Hopf–von Neumann algebras.

**References**

[1] R. Burckel, *Weakly Almost Periodic Functions on Semigroups*, Gordon and Breach, 1970.
[2] B. Das, M. Daws, Quantum Eberlein compactifications and invariant means, *Indiana Univ. Math. J.* 65 No. 1 (2016), 307–352.
[3] B. Das, M. Daws, P. Salmi, Admissibility Conjecture and Kazhdan’s Property (T) for quantum groups, *J. Funct. Anal.* 276 (2019), 3484–3510.
[4] W.J. Davies, T. Figiel, W.B. Johnson, A. Pelczynski, Factoring weakly compact operators, *J. Funct. Anal.* 17 (1974), pp. 311–327.
[5] M. Daws, Remarks on the quantum Bohr compactification, *Illinois J. Math.* 57, no.4 (2013), 1131–1171.
[6] M. Daws, Non-commutative separate continuity and weakly almost periodicity for Hopf von Neumann algebras, *J. Funct. Anal.* 289 Iss. 3 (2015), 683–704.
[7] M. Daws, Weakly almost periodic functionals on the measure algebra, *Math. Zehrst. 265* (2010), 285–296.
[8] C. Dunkl, D. Ramirez, Weakly almost periodic functionals on the Fourier algebra, *Trans. AMS* 185 (1973), 501–514.
[9] E. G. Effros, Zh.-J. Ruan, *Operator spaces*, Oxford, 2000.
[10] R. Godement, Les fonctions de type positif et la théorie des groupes, *Trans. AMS* 63 no. 1 (1948), 1–84.
[11] J.W. Kitchen, Normed modules and almost periodicity, *Monatshefte Math.* 70 (1966), 233–243.
[12] Yu. Kuznetsova. A duality of locally compact groups that does not involve the Haar measure. *Math. Scand.* 116 (2015), 250–286.
[13] Yu. Kuznetsova, Duals of quantum semigroups with involution, *Adv. Oper. Theory* 5(1), 167–203 (2020).
[14] A. T.-M. Lau, R. J. Loy, Weak amenability of Banach algebras on locally compact groups. *J. Funct. Anal.* 145 (1997), 175–204.
[15] M. Megrelishvili, Fragmentability and representation of flows, *Topology Proc.* 27 no. 2 (2003), 497–544.
[16] Z. J. Ruan, The operator amenability of A(G). *Amer. J. Math.* 117 (1995), 1449–1474.
[17] V. Runde, Applications of operator spaces to abstract harmonic analysis. *Expo. Math.* 22 (2004), 317–363.
[18] V. Runde, Uniform continuity over locally compact quantum groups, *J. London Math. Soc.* 80, Iss. 1 (2009), 55–71.
[19] V. Runde, Factorization of completely bounded maps through reflexive operator spaces with applications to weak almost periodicity, *J. Math. Anal. Appl.* 385 (2012), 477–484.
[20] W. Ruppert, *Compact semantological semigroups: an intrinsic theory*, Lecture Notes Math. 1079, Springer, 1984.
[21] R.A. Ryan, *Introduction to Tensor Products of Banach Spaces*, Springer, 2002.
[22] H. Schaefer, *Topological Vector Spaces*, Springer, 1971.
[23] P. M. Sołtan, Quantum Bohr compactification, *Illinois J. Math.* 49 (2005), no. 4, 1245–1270.
[24] N.J. Young, Periodicity of functionals and representations of normed algebras on reflexive spaces, *Proc. Edinburgh Math. Soc.* 20 Iss. 2 (1976), 99–120.

5. Appendix

This section is intended for prepublication only. We show by detailed calculations why the axioms of the operators space do not hold for three natural choices of matrix norms on the space \( B(V) \) with a general Banach space \( V \).

Let \( n \) be a natural number, and let \( \ell_{2,n} \) denote the space \( \mathbb{C}^n \) with the euclidean norm. The space of matrices \( M_n(B(V)) \) is linearly isomorphic to the space \( B(\ell_{2,n} \otimes V) \) via the isomorphism \( \varphi_n \) given by (2). The resulting matrix norms on \( M_n(B(V)) \) depend on the choice of the norm on \( \ell_{2,n} \otimes V \).

Consider first the tensor product \( \ell_{2,n} \otimes \ell_{2,n} \) introduced in Section 2. The first axiom of an operator space \( \|u \otimes v\| = \max(\|u\|, \|v\|) \)
is easy to check: if \( u \in M_n(B(V)), v \in M_m(B(V)) \), then
\[
\|u \otimes v\| = \sup_{\|\xi\|_2 \leq 1} \left\| \sum_{k=1}^{n+m} e_k \otimes \sum_j u_{kj} \xi_j + \sum_{k=n+1}^{n+m} e_k \otimes \sum_j v_{kj} \xi_j \right\|
\]
\[
= \sup_{\|\xi\|_2 \leq 1} \left( \sum_{k=1}^{n} \| \sum_j u_{kj} \xi_j \|^2 + \sum_{k=n+1}^{n+m} \| \sum_j v_{kj} \xi_j \|^2 \right)^{1/2}
\]
\[
\leq \sup_{\|\xi\|_2 \leq 1} \left( \|u\|^2 \sum_{j=1}^{n} \|\xi_j\|^2 + \|v\|^2 \sum_{j=n+1}^{n+m} \|\xi_j\|^2 \right)^{1/2} \leq \max(\|u\|, \|v\|).
\]
Choosing \( \xi \) to maximize each of the two norms separately, we see that this is in fact an equality.

The second axiom reads
\[
\|\alpha u \beta\| \leq \|\alpha\| \|u\| \|\beta\|
\]
for \( \alpha \in M_{m,n}(\mathbb{C}), \beta \in M_{m,n}(\mathbb{C}), u \in M_n(B(V)) \). For \( \xi = \sum_j e_j \otimes \xi_j \in \ell_2 \otimes V \)
\[
\varphi_n(\alpha u \beta)(\xi) \equiv \sum_i \sum_{j,k,l} \alpha_{ij} e_{ik} \otimes \xi_{lj}.
\]
Suppose first that \( m = 1 \). The map \( a : \ell_2 \otimes V \to \ell_2 \otimes \mathbb{C} \), \( a(\xi) = \sum_j \alpha_j \otimes \sum_l \alpha_{jl} \xi_l \), can alternatively be written as
\[
a(\xi) = \sum_j \alpha e_j \otimes \xi_j = \left( \alpha \otimes 1 \right) (\sum_j e_j \otimes \xi_j),
\]
so we are to show that \( \|\left( \alpha \otimes 1 \right) u(\beta \otimes 1)\| \leq \|\alpha\| \|u\| \|\beta\| \).

The problem is that \( \otimes \) is not a tensor norm, that is, in general \( \|\alpha \otimes 1\| \neq \|\alpha\| \). An easy example is provided by \( n = 2 \) and \( e_1 = e_1 - e_2, e_2 = e_1 + e_2 \). For every \( u, v \in V \) we have
\[
\|e_1 \otimes u + e_2 \otimes v\|^2 = \|u\|^2 + \|v\|^2,
\]
\[
\|\left( \alpha \otimes 1 \right) (e_1 \otimes u + e_2 \otimes v)\|^2 = \|e_1 - e_2\| \otimes (e_1 + e_2) \otimes v\|^2
\]
\[
= \|e_1 \otimes (u + v) + e_2 \otimes (v - u)\|^2 = \|u + v\|^2 + \|u - v\|^2.
\]
If we had \( \|\alpha \otimes 1\| \leq \|\alpha\| = \sqrt{2} \), then we would have \( \|u + v\|^2 + \|u - v\|^2 \leq 2(\|u\|^2 + \|v\|^2) \) for any \( u, v \in V \). This holds only if \( V \) is a type 2 space, which is not the case already for \( \ell_p, p < 2 \). Thus, the axiom does not hold in general.

Next, we consider the Chevet-Saphar tensor products \( \otimes_{d_2} \) or \( \otimes_{g_2} \), and refer to [21] for the definitions. In this case, the second axiom will hold, as both \( d_2 \) and \( g_2 \) are tensor norms.

The problem will be the first one. Let us start with the norm \( g_2 \) and \( V = \ell_p, 1 < p < 2 \); we denote by \( p' \) the conjugate exponent to \( p \). Let \( \{ \ell_2 \} \) be the standard basis of \( \ell_2 \), and \( \{ e_n : n \in \mathbb{N} \} \) of \( \ell_p \).

Set \( n = m = 1 \), \( u_{e_1} = e_2, u_{e_2} = e_1, u_{e_n} = e_n \) if \( n > 2 \). Set also \( v = 1 \). We have \( \|u\| = \|v\| = 1 \). Let us estimate the norm of \( u \otimes v \) on \( \ell_2 \otimes \mathbb{C} \) and show that it is greater than 1. We have
\[
(u \otimes v)(\tilde{e}_1 \otimes c_2 + \tilde{e}_2 \otimes c_2) = \tilde{e}_1 \otimes e_1 + \tilde{e}_2 \otimes e_2,
\]
Obviously, \( \|\tilde{e}_1 \otimes e_2 + \tilde{e}_2 \otimes e_2\| = \|\tilde{e}_1 + \tilde{e}_2\| \otimes e_2 \) \( = \sqrt{2} \). Let us now estimate the norm of \( \tau = \tilde{e}_1 \otimes e_1 + \tilde{e}_2 \otimes e_2 \) in \( E = \ell_2 \otimes \mathbb{C} \). This space is [21] p.142 isomorphic to \( (\ell_2 \otimes d_2 \ell_p)^* \), but also to the space of 2-summing (Hilbert-Schmidt) operators \( P_2(\ell_2, \ell_p) \) from \( \ell_2 \) to \( \ell_p \), and the operator corresponding to \( \tau \) is
\[
T : y_1 \tilde{e}_1 + y_2 \tilde{e}_2 \mapsto y_1 e_1 + y_2 e_2.
\]
that is, the identical embedding of \( \ell_2 \) into \( \ell_p \). Its Hilbert-Schmidt norm is the least constant \( C \) such that for every weakly summable sequence \( (x_n) \subset \ell_2 \)
\[
\sum \|T x_n\|_p^p \leq C^2 \sup \sum \|\varphi(x_n)\|^2,
\]
where \( \varphi = \varphi_1 \tilde{e}_1 + \varphi_2 \tilde{e}_2 \in \ell_2 \) with \( \|\varphi\|_2 = 1 \). Set \( x_1 = \tilde{e}_1 + \tilde{e}_2, x_2 = \tilde{e}_1 - \tilde{e}_2, \) then \( \|T x_1\|_p^2 + \|T x_2\|_p^2 = 2^{1+2/p} \), and since in \( \ell_2 \) the vectors \( x_1, x_2 \) are orthogonal of norm \( \sqrt{2} \), for every \( \varphi \) we have \( |\varphi(x_1)|^2 + |\varphi(x_2)|^2 = 2 \). We obtain now \( 2^{1+2/p} \leq 2C^2 \), and \( C \geq 2^{1/p} \), that is, \( \|\tau\| \geq 2^{1/p} \).

Returning to \( u \otimes v \), we have
\[
\|u \otimes v\| \geq \|\tau\| / \|\tilde{e}_1 \otimes e_2 + \tilde{e}_2 \otimes e_2\| \geq 2^{1/p-1/2} > 1.
\]
For the norm $d_2$, we choose $p > 2$ and the same $u, v, \tau$. We have still $\|(\tilde{e}_1 + \tilde{e}_2) \otimes e_2\| = \|(u \oplus v) \tau\| = \sqrt{2}$. The norm of $\tau$ in $\ell_{2,2} \otimes_{d_2} \ell_p$ can be estimated as

$$\|\tau\| = \frac{1}{2} \|(\tilde{e}_1 + \tilde{e}_2) \otimes (e_1 + e_2) + (\tilde{e}_1 - \tilde{e}_2) \otimes (e_1 - e_2)\| \\
\leq \frac{1}{2} \sup_{\|\phi\|_{\ell_{2,2}}=1} \left(|\phi(\tilde{e}_1 + \tilde{e}_2)|^2 + |\phi(\tilde{e}_1 - \tilde{e}_2)|^2\right)^{1/2} \left(\|e_1 + e_2\|_p^2 + \|e_1 - e_2\|_p^2\right)^{1/2} \\
= \frac{1}{2} \sup_{\|\phi\|_{\ell_{2,2}}=1} \left(2|\phi(\tilde{e}_1)|^2 + 2|\phi(\tilde{e}_2)|^2\right)^{1/2} \left(2 \cdot 2^{2/p}\right)^{1/2} = 2^{-1+1/2+1/2+1/p} = 2^{1/p}.$$

Now $\|u \oplus v\| \geq \sqrt{2}/\|\tau\| \geq 2^{1/2-1/p} > 1$.