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Abstract

Given two couplings between “primal” and “dual” sets, we prove a general implication that relates an inequality involving “primal” sets to a reverse inequality involving the “dual” sets. More precisely, let be given two “primal” sets $C, D$ and two “dual” sets $C^\sharp, D^\sharp$, together with two coupling functions $\Phi: C \leftrightarrow C^\sharp$ and $\Psi: D \leftrightarrow D^\sharp$. We define a new coupling $\Phi + \Psi$ between the “primal” product set $C \times D$ and the “dual” product set $C^\sharp \times D^\sharp$. Then, we consider any bivariate function $K: C \times D \to [-\infty, +\infty]$ and univariate functions $f: C \to [-\infty, +\infty]$ and $g: D \to [-\infty, +\infty]$, all defined on the “primal” sets. We prove that $f(c) \geq \inf_{d \in D} (K(c, d) + g(d)) \Rightarrow f^\Phi(c^\sharp) \leq \inf_{d^\sharp \in D^\sharp} (K^\Phi\cdot + \Psi(c^\sharp, d^\sharp) + g^\Psi(d^\sharp))$, where we stress that the Fenchel-Moreau conjugates $f^\Phi$ and $g^\Psi$ are not necessarily taken with the same coupling. We study the equality case, after having established the classical Fenchel inequality but with a general coupling. We display several applications. We provide a new formula for the Fenchel-Moreau conjugate of a generalized inf-convolution. We obtain formulas with partial Fenchel-Moreau conjugates. Finally, we consider the Bellman equation in stochastic dynamic programming and we provide a “Bellman-like” equation for the Fenchel conjugates of the value functions.

1 Introduction

In convex analysis, the Fenchel conjugate plays a central part. It is involved in many equalities and inequalities, like the well known Fenchel (in)equalities or the Fenchel conjugate of an inf-convolution. The classical Fenchel conjugate was extended by J. J. Moreau [10], by replacing the bilinear pairing, between a vector space and its algebraic dual, with a more...
general coupling. This gives the so-called Fenchel-Moreau conjugate (see Chapter 11L and the Commentary in [16] with a brief historical perspective and references). In abstract convexity [17, 20, 11, 8], affine functions are replaced by another class of functions (related to the coupling), and so are convex functions (replaced by so-called abstract convex functions), by taking the supremum. In this way, generalized Fenchel conjugation formulas are obtained, as well as duality for abstract convex functions. Generalized Fenchel conjugation also appears in the dual formulation of optimal transport problems [6, 18].

In this paper, we provide a main Fenchel-Moreau conjugation inequality with three couplings, and applications. In Sect. 2, we establish our main inequality. Then, we provide sufficient conditions for the equality case, after having established the classical Fenchel inequality, but with a general coupling. In Sect. 3, we display several applications. First, we provide a definition of a generalized inf-convolution, and new formulas for its Fenchel-Moreau conjugate (inequality and equality). Second, we obtain formulas with partial Fenchel-Moreau conjugates. Finally, we consider the Bellman equation in stochastic dynamic programming and we provide a “Bellman-like” equation for the Fenchel conjugates of the value functions.

2 Duality inequality with three Fenchel-Moreau conjugates

Given two couplings between “primal” and “dual” sets, we prove a general implication that relates an inequality involving “primal” sets to a reverse inequality involving the “dual” sets.

In what follows, we rely upon background on J. J. Moreau lower and upper additions and on Fenchel-Moreau conjugacy with respect to a coupling, that can be found in Appendix A.

2.1 Main duality inequality

Let be given two “primal” sets \( C, D \) and two “dual” sets \( C^\#, D^\# \), together with two coupling functions

\[
\Phi : C \times C^\# \to [-\infty, +\infty], \quad \Psi : D \times D^\# \to [-\infty, +\infty].
\]

We will call \( C \) and \( D \) “primal” sets, whereas \( C^\# \) and \( D^\# \) are “dual” sets.

We define the sum coupling \( \Phi + \Psi \) — coupling the “primal” product set \( C \times D \) with the “dual” product set \( C^\# \times D^\# \) — by

\[
\Phi + \Psi : (C \times D) \times (C^\# \times D^\#) \to [-\infty, +\infty],
\]

\[
((c, d), (c^\#, d^\#)) \mapsto \Phi(c, c^\#) + \Psi(d, d^\#).
\]

With any bivariate function \( K : C \times D \to [-\infty, +\infty] \), defined on the “primal” product set \( C \times D \), we associate the conjugate, with respect to the coupling \( \Phi + \Psi \), defined on the
In what follows, we will call the function $K$ a kernel (or a potential). Indeed, consider the expression in the left hand side assumption in (4). If we translate it from the (min,+) algebra to the usual (+,$\times$) algebra, it stands as an integration with respect to a kernel.

**Theorem 1** For any bivariate function $K : \mathbb{C} \times \mathbb{D} \rightarrow [-\infty, +\infty]$ and univariate functions $f : \mathbb{C} \rightarrow [-\infty, +\infty]$ and $g : \mathbb{D} \rightarrow [-\infty, +\infty]$, all defined on the “primal” sets, we have that

$$f(c) \geq \inf_{d \in \mathbb{D}} \left( K(c, d) + g(d) \right), \quad \forall c \in \mathbb{C} \Rightarrow \quad f^\Phi(c^\sharp) \leq \inf_{d^\sharp \in \mathbb{D}^\sharp} \left( K^\Phi+\Psi(c^\sharp, d^\sharp) + g^-\Psi(d^\sharp) \right), \quad \forall c^\sharp \in \mathbb{C}^\sharp. \quad (4)$$

Notice that the left hand side assumption in (4) is a rather weak inequality (upper bound for an infimum), whereas the right hand side assumption in (4) is a rather strong inequality (lower bound for an infimum).

**Proof.**

$$f^\Phi(c^\sharp) = \sup_{c \in \mathbb{C}} \left( \Phi(c, c^\sharp) + ( - f(c) ) \right)$$

by definition (54) of the conjugate $f^\Phi(c^\sharp)$

$$\leq \sup_{c \in \mathbb{C}} \left( \Phi(c, c^\sharp) + ( - \inf_{d \in \mathbb{D}} ( K(c, d) + g(d) ) ) \right)$$
by the left hand side assumption in (4) and by the property (50b) that the operator $\cdot +$ is monotone [this inequality is an equality when the left hand side assumption in (4) is an equality]

$$= \sup_{c \in C} \left( \Phi(c, c^\sharp) + \sup_{d \in D} \left( - (\mathcal{K}(c, d) + g(d)) \right) \right)$$

by $- \inf = \sup -$

$$= \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \left( - (\mathcal{K}(c, d) + g(d)) \right) \right)$$

by the property (50e) that the operator $\sup$ is linear in $\cdot +$

$$\leq \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \left( - (\mathcal{K}(c, d) + g(-\Psi(-\Psi)(d))) \right) \right)$$

because $g(-\Psi(-\Psi) \leq g$ by (56) and by the property (50b) that the operator $\cdot +$ is monotone [this inequality is an equality when $g(-\Psi(-\Psi) = g$]

$$= \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \left( - \left( \mathcal{K}(c, d) + (\sup_{d^\sharp \in D^\sharp} \left( ( - \psi(d, d^\sharp) + ( - g(-\Psi(d^\sharp))) \right) \right) \right) \right)$$

by definition (55) of the biconjugate $g(-\Psi(-\Psi)$

$$\leq \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \left( - \sup_{d^\sharp \in D^\sharp} \left( \mathcal{K}(c, d) + ( - \psi(d, d^\sharp) + ( - g(-\Psi(d^\sharp))) \right) \right) \right)$$

by the property (51f) that the operator $\sup$ is sublinear in $\cdot +$, and by the property (51b) that the operator $\cdot +$ is monotone [this inequality is an equality when $-\infty < \mathcal{K}(c, d)$ by (51g)]

$$= \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \inf_{d^\sharp \in D^\sharp} \left( - \left( \mathcal{K}(c, d) + ( - \psi(d, d^\sharp) + ( - g(-\Psi(d^\sharp))) \right) \right) \right)$$

by $- \sup = \inf -$ 

$$\leq \sup_{c \in C, d \in D, \psi \in \mathcal{D}^\sharp} \left( \Phi(c, c^\sharp) + \left( - \left( \mathcal{K}(c, d) + ( - \psi(d, d^\sharp) + ( - g(-\Psi(d^\sharp))) \right) \right) \right)$$

by the property (50f) that the operator $\inf$ is sublinear in $\cdot +$ [this inequality is an equality when $\Phi(c, c^\sharp) \leq +\infty$ by (50g)]

$$= \sup_{c \in C, d \in D, \psi \in \mathcal{D}^\sharp} \left( \Phi(c, c^\sharp) + ( - \mathcal{K}(c, d) + ( - \psi(d, d^\sharp) + ( - g(-\Psi(d^\sharp))) \right) \right)$$

4
by the correspondence (52b) between + and + by means of $a \mapsto -a$

\[
= \sup_{c \in C, d \in D} \inf_{d' \in D} \left( \Phi(c, c^\sharp) + \left( - K(c, d) \right) + \left( \Psi(d, d^\sharp) + g^{-\Psi}(d^\sharp) \right) \right)
\]

by the correspondence (52b) between + and + by means of $a \mapsto -a$

\[
= \sup_{c \in C, d \in D} \inf_{d' \in D} \left( \left( \Phi(c, c^\sharp) + \left( - K(c, d) \right) \right) + \left( \Psi(d, d^\sharp) + g^{-\Psi}(d^\sharp) \right) \right)
\]

by associativity of +

\[
\leq \sup_{c \in C, d \in D} \inf_{d' \in D} \left( \left( \Phi(c, c^\sharp) + \left( - K(c, d) \right) \right) + \Psi(d, d^\sharp) + g^{-\Psi}(d^\sharp) \right)
\]

by the inequality (52c) [this inequality is an equality when $-\infty < \Phi(c, c^\sharp) + \left( - K(c, d) \right) < +\infty$ and $-\infty < \Psi(d, d^\sharp) < +\infty$]

\[
= \sup_{c \in C, d \in D} \inf_{d' \in D} \left( \left( \Phi(c, c^\sharp) + \left( - K(c, d) \right) \right) + \Psi(d, d^\sharp) + g^{-\Psi}(d^\sharp) \right) \quad (5a)
\]

by associativity of +

\[
\leq \inf_{d' \in D} \sup_{c \in C, d \in D} \left( \left( \Phi(c, c^\sharp) + \left( - K(c, d) \right) \right) + \Psi(d, d^\sharp) + g^{-\Psi}(d^\sharp) \right) \quad (5b)
\]

by sup inf \leq inf sup

\[
= \inf_{d' \in D} \left( \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \left( - K(c, d) \right) \right) + \Psi(d, d^\sharp) + g^{-\Psi}(d^\sharp) \right)
\]

by the property (50c) that the operator sup is linear in +

\[
= \inf_{d' \in D} \left( K^\Phi + \Psi(c^\sharp, d^\sharp) + g^{-\Psi}(d^\sharp) \right)
\]

by the definition (3) of $K^\Phi + \Psi$. This ends the proof. \hfill \Box

### 2.2 Fenchel inequality with a general coupling

In the next §2.3, we will provide sufficient conditions for the equality case in (4). However, we first prove two useful results: we establish the classical Fenchel inequality, but with a general coupling; we provide stronger estimates of the terms in the Fenchel inequality.
2.2.1 Fenchel inequality with a general coupling

Let be given two sets $\mathbb{D}$, $\mathbb{D}^\sharp$, together with one coupling function

$$\Psi : \mathbb{D} \times \mathbb{D}^\sharp \to [-\infty, +\infty].$$

Proposition 2 For any two functions $h : \mathbb{D} \to [-\infty, +\infty]$ and $g : \mathbb{D} \to [-\infty, +\infty]$, we have that

$$\sup_{d \in \mathbb{D}} \left( (h(d)) \right) \leq \inf_{d^\sharp \in \mathbb{D}^\sharp} \left( h^\Psi(d^\sharp) + g^-^\Psi(d^\sharp) \right),$$

or, equivalently, that

$$-\inf_{d \in \mathbb{D}} \left( h(d) + g(d) \right) \leq \inf_{d^\sharp \in \mathbb{D}^\sharp} \left( h^\Psi(d^\sharp) + g^-^\Psi(d^\sharp) \right),$$

or, equivalently, that

$$0 \leq \inf_{d^\sharp \in \mathbb{D}^\sharp} \left( h^\Psi(d^\sharp) + g^-^\Psi(d^\sharp) \right) + \inf_{d \in \mathbb{D}} \left( h(d) + g(d) \right).$$

Proof. We take singleton sets $C = \{c\}$ and $C^\sharp = \{c^\sharp\}$, with the null coupling $\Phi(c, c^\sharp) = 0$. Then, we use Theorem 1 with $K(c, d) = h(d)$ and $f$ the constant function with value $\inf_{d \in \mathbb{D}} \left( K(c, d) + g(d) \right) = \inf_{d \in \mathbb{D}} \left( h(d) + g(d) \right)$. We easily see that $f^\Phi(c^\sharp) = -\inf_{d \in \mathbb{D}} \left( h(d) + g(d) \right)$ and that $K^\Phi +^\Psi(c^\sharp, d^\sharp) = h^\Psi(d^\sharp)$. We deduce Inequality (7b) from (4).

To end the proof, equivalence between the three inequalities follows from Equations (52b) and (52c). □

2.2.2 Stronger estimates in the Fenchel inequality

Now, we provide stronger estimates of the terms in the Fenchel inequality (2).

Proposition 3 Consider any two functions $h : \mathbb{D} \to [-\infty, +\infty]$ and $g : \mathbb{D} \to [-\infty, +\infty]$. When any of the equivalent inequalities (7a), (7b) or (7c) in Proposition 2 is an equality, we have the following equality

$$\sup_{d \in \mathbb{D}} \inf_{d^\sharp \in \mathbb{D}^\sharp} \left( \left( -h(d) + \Psi(d, d^\sharp) \right) + g^-^\Psi(d^\sharp) \right) = \inf_{d^\sharp \in \mathbb{D}^\sharp} \sup_{d \in \mathbb{D}} \left( \left( -h(d) + \Psi(d, d^\sharp) + g^-^\Psi(d^\sharp) \right) \right)$$

The proof is a straightforward consequence of the following Proposition.
Proposition 4 For any two functions \( h : D \to [-\infty, +\infty] \) and \( g : D \to [-\infty, +\infty] \), we have that

\[
\sup_{d \in D} \left( ( - h(d) ) \vee ( - g(d) ) \right) \leq \sup_{d \in D} \inf_{d^* \in D^*} \left( \left( - h(d) \right) + \Psi(d, d^*) + g^{-\Psi}(d^*) \right),
\]

[with equality when \(-\infty < h \) and \( g = g^{(-\Psi)(-\Psi)} \), and]

\[
\inf_{d^* \in D^*} \sup_{d \in D} \left( \left( - h(d) \right) + \Psi(d, d^*) + g^{-\Psi}(d^*) \right) \leq \inf_{d^* \in D^*} \left( h^\Psi(d^*) + g^{-\Psi}(d^*) \right),
\]

[with equality when \(-\infty < g^{-\Psi} \).

If, in addition, we suppose that the functions \( h : D \to [-\infty, +\infty] \) and \( g : D \to [-\infty, +\infty] \) are such that

\[
1 - \infty < h, \quad g = g^{(-\Psi)(-\Psi)}, \quad -\infty < g^{(-\Psi)},
\]

then the two assumptions

\[
\sup_{d \in D} \left( ( - h(d) ) \vee ( - g(d) ) \right) = \inf_{d^* \in D^*} \left( h^\Psi(d^*) + g^{-\Psi}(d^*) \right)
\]

(11a)

and

\[
\sup_{d \in D} \inf_{d^* \in D^*} \left( \left( - h(d) \right) + \Psi(d, d^*) + g^{-\Psi}(d^*) \right) = \inf_{d^* \in D^*} \sup_{d \in D} \left( ( - h(d) ) + \Psi(d, d^*) + g^{-\Psi}(d^*) \right)
\]

(11b)

are equivalent.

**Proof.** First, we prove Inequality (9a). We have that

\[
( - h(d) ) \vee ( - g(d) ) \leq ( - h(d) ) + ( - g^{(-\Psi)(-\Psi)}(d) )
\]

by the inequality \([56]\) between a function and its biconjugate, and by the property \([50b]\) that the operator \( \vee \) is monotone

\[
= ( - h(d) ) + \left( \sup_{d^* \in D^*} \left( ( - \Psi(d, d^*) ) + \left( ( - g^{(-\Psi)}(d^*) ) \right) \right) \right)
\]

by definition \([55]\) of the biconjugate \( g^{(-\Psi)(-\Psi)} \)

\[
= ( - h(d) ) + \inf_{d^* \in D^*} \left( \Psi(d, d^*) + g^{(-\Psi)}(d^*) \right)
\]

\footnote{Note that when \( g < +\infty \) and \( \Psi < +\infty \), we have that \(-\infty < g^{(-\Psi)} \).}
by \(-\sup = \inf \) and by the correspondence \((\ref{eq:supinf})\) between \(+\) and \(\sup\) by means of \(a \mapsto -a\)
\[
\leq \inf_{d^\sharp \in D^\sharp} \left( \left( - h(d) \right) + \left( \Psi(d, d^\sharp) + g^{-\Psi}(d^\sharp) \right) \right)
\]
by the property \((\ref{eq:inf_mon})\) that the operator \(\inf\) is sublinear in \(+\) [this inequality is an equality when \((- h(d)) < +\infty\) by \((\ref{eq:inf_sup})\)],
\[
\leq \inf_{d^\sharp \in D^\sharp} \left( \left( - h(d) \right) + \Psi(d, d^\sharp) \right) + g^{-\Psi}(d^\sharp)
\]
by \((\ref{eq:inf_mon})\) [this inequality is an equality when \((- h(d)) < +\infty\)].

Then, we take \(\sup_{d \in D}\) on both sides of the obtained inequality to obtain Inequality \((\ref{eq:supinf})\) [this inequality is an equality when \(g = g^{-\Psi}(\Psi)\) and \(-\infty < h\)].

Second, we prove Inequality \((\ref{eq:supinf})\). We have that
\[
h^{\Psi}(d^\sharp) + g^{-\Psi}(d^\sharp) = \sup_{d \in D} \left( \left( - h(d) \right) + \Psi(d, d^\sharp) \right) + g^{-\Psi}(d^\sharp)
\]
by the definition \((\ref{eq:conj})\) of the conjugate
\[
\geq \sup_{d \in D} \left( \left( - h(d) \right) + \Psi(d, d^\sharp) \right) + g^{-\Psi}(d^\sharp)
\]
by the property \((\ref{eq:sup_mon})\) that the operator \(\sup\) is sublinear in \(+\), and by the property \((\ref{eq:sup_mon})\) that the operator \(\sup\) is monotone [this inequality is an equality when \(-\infty < g^{-\Psi}(d^\sharp)\) by \((\ref{eq:sup_sup})\)].

Then, we take \(\inf_{d^\sharp \in D^\sharp}\) on both sides of the obtained inequality to obtain Inequality \((\ref{eq:supinf})\) [this inequality is an equality when \(-\infty < g^{-\Psi}\)].

The rest of the proof follows easily. \(\square\)

### 2.3 The duality equality case

Let be given two coupling functions \(\Phi : \mathbb{C} \times \mathbb{C}^\sharp \to [-\infty, +\infty]\) and \(\Psi : \mathbb{D} \times \mathbb{D}^\sharp \to [-\infty, +\infty]\).

The equality case in \((\ref{eq:supinf})\) is the property that
\[
f(c) = \inf_{d \in D} \left( \mathcal{K}(c, d) + g(d) \right), \quad \forall c \in \mathbb{C} \Rightarrow 
\]
\[
f^\Phi(c^\sharp) = \inf_{d^\sharp \in D^\sharp} \left( \mathcal{K}^\Phi(c^\sharp, d^\sharp) + g^{-\Psi}(d^\sharp) \right), \quad \forall c^\sharp \in \mathbb{C}^\sharp. \tag{12}
\]

We will now provide sufficient conditions under which the equality case \((\ref{eq:supinf})\) holds true in different cases: with real-valued couplings and real-valued kernel; with extended couplings and extended kernel; with one bilinear coupling and extended kernel.

In \cite{ref9}, the equation \(f(c) = \inf_{d \in D} \left( \mathcal{K}(c, d) + g(d) \right)\) with unknown function \(g\) is studied.
2.3.1 With real-valued couplings and real-valued kernel

In that case, both the couplings and the kernel take real values, whereas all the other functions can take extended values.

**Corollary 5** Consider any bivariate function $\mathcal{K} : \mathbb{C} \times \mathbb{D} \to [-\infty, +\infty]$ and univariate functions $f : \mathbb{C} \to [-\infty, +\infty]$ and $g : \mathbb{D} \to [-\infty, +\infty]$, all defined on the “primal” sets. Suppose that

1. $g(-\Psi)(-\Psi) = g$;
2. the equality between (5a) and (5b) holds true as, for instance, when the following function has a saddle point (or has no duality gap)
   \[
   ((c, d), d^\sharp) \in (\mathbb{C} \times \mathbb{D}) \times \mathbb{D}^\sharp \mapsto \left( \Phi(c, c^\sharp) + ( - \mathcal{K}(c, d)) + \Psi(d, d^\sharp) \right) + g^{-\Psi}(d^\sharp) ,
   \]
3. the two coupling functions $\Phi : \mathbb{C} \times \mathbb{C}^\sharp \to \mathbb{R}$ and $\Psi : \mathbb{D} \times \mathbb{D}^\sharp \to \mathbb{R}$, and the kernel $\mathcal{K} : \mathbb{C} \times \mathbb{D} \to \mathbb{R}$ all take finite values.

Then, we have that the equality case (12) holds true.

**Proof.** Following the proof of Theorem 1 all but one inequality — namely $\sup \inf \leq \inf \sup$ between (5a) and (5b) — become equalities when the functions $\Phi : \mathbb{C} \times \mathbb{C}^\sharp \to \mathbb{R}$, $\Psi : \mathbb{D} \times \mathbb{D}^\sharp \to \mathbb{R}$, and $\mathcal{K} : \mathbb{C} \times \mathbb{D} \to \mathbb{R}$ take real values and when $g^{-\Psi}(-\Psi) = g$. Once we have the equality between (5a) and (5b), we obtain that the equality case (12) holds true. \(\square\)

2.3.2 With extended couplings and extended kernel

In that case, the couplings, the kernel and all the other functions can take extended values.

**Corollary 6** Consider any bivariate function $\mathcal{K} : \mathbb{C} \times \mathbb{D} \to [-\infty, +\infty]$ and univariate functions $f : \mathbb{C} \to [-\infty, +\infty]$ and $g : \mathbb{D} \to [-\infty, +\infty]$, all defined on the “primal” sets. We define

\[
\mathcal{K}_{c^\sharp}(d) = -\left( \mathcal{K}(\cdot, d)^\Psi(c^\sharp) \right) = \inf_{c \in \mathbb{C}} \left( - \Phi(c, c^\sharp) + \mathcal{K}(c, d) \right) , \forall (c^\sharp, d) \in \mathbb{C}^\sharp \times \mathbb{D} .
\]

Suppose that

1. $g^{-\Psi}(-\Psi) = g$;
2. $-\infty < g^{-\Psi}$;
3. $-\infty < \mathcal{K}_{c^\sharp}(d)$, for all $(c^\sharp, d) \in \mathbb{C}^\sharp \times \mathbb{D}$.

Then, we have that the equality case (12) holds true.
Proof. First, to prove the equality result (12), we start by giving a new proof of (4) in Theorem 1. 

\[ f^\Phi(c^\sharp) = \sup_{c\in C} \left( \Phi(c, c^\sharp) + (- f(c)) \right) \]

by definition (54) of the conjugate \( f^\Phi(c^\sharp) \)

\[ \leq \sup_{c\in C} \left( \Phi(c, c^\sharp) + \left( - \inf_{d\in D} (\mathcal{K}(c, d) + g(d)) \right) \right) \]  \hspace{1cm} (15a)

by the left hand side assumption in (4) and by the property (50b) that the operator \(+\) is monotone

\[ = \sup_{c\in C} \left( \Phi(c, c^\sharp) + \sup_{d\in D} \left( - (\mathcal{K}(c, d) + g(d)) \right) \right) \]

by \(- \inf = \sup -\)

\[ = \sup_{c\in C, d\in D} \left( \Phi(c, c^\sharp) + \left( - (\mathcal{K}(c, d)) \right) \right) \]

by the property (50c) that the operator \(\sup\) is linear in \(+\)

\[ = \sup_{c\in C, d\in D} \left( \Phi(c, c^\sharp) + \left( - (\mathcal{K}(c, d)) \right) \right) \]

by (52b) and by associativity of \(+\)

\[ \leq \inf_{d^\sharp\in D^\sharp} \left( \left( - \sup_{c\in C} \left( \Phi(c, c^\sharp) + ( - \mathcal{K}(c, \cdot)) \right) \right)^\Psi (d^\sharp) + g^\Psi (d^\sharp) \right) \] \hspace{1cm} (15b)

by Fenchel inequality (7a) where \( h(d) = \mathcal{K}_{c^\sharp}(d) = - \sup_{c\in C} \left( \Phi(c, c^\sharp) + ( - \mathcal{K}(c, d)) \right) \) by (14)

\[ = \inf_{d^\sharp\in D^\sharp} \left( \sup_{d\in D} \left( \Psi(d, d^\sharp) + \sup_{c\in C} \left( \Phi(c, c^\sharp) + ( - \mathcal{K}(c, d)) \right) \right) \right) + g^\Psi (d^\sharp) \]

by definition of the Fenchel-Moreau \(\Psi\)-conjugate
by the property (50e) that the operator sup is linear in \(+\), and by associativity of \(\cdot\)

\[
\inf_{d^\sharp \in D^\sharp} \left( K^{\Phi+\Psi}(c^\sharp, d^\sharp) + g^{-\Psi}(d^\sharp) \right)
\]

by the definition (3) of \(K^{\Phi+\Psi}\). This ends the new proof of Theorem 1.

Second, to end the proof of Corollary 6, we just check two points. That inequality (15a) is an equality, by the left hand side assumption in (12). That inequality (15b) is also an equality, as Proposition 4 applies under the assumptions of Corollary 6. \(\square\)

2.3.3 With one bilinear coupling and extended kernel

In that case, one of the two couplings is bilinear, whereas the other coupling, the kernel and all the other functions can take extended values.

Let \(D\) be a locally convex Hausdorff topological vector space over the real numbers \(\mathbb{R}\), with its algebraic dual \(D^\sharp\) made of linear forms on \(D\). The coupling is the duality bilinear form \(\langle \cdot, \cdot \rangle\), and the conjugacy operator on functions is denoted by \(\ast\). Let be given \(C\) and \(C^\sharp\) two sets and a coupling function \(\Phi : C \times C^\sharp \to [-\infty, +\infty]\).

Corollary 7 Consider any bivariate function \(K : C \times D \to [-\infty, +\infty]\) and univariate functions \(f : C \to [-\infty, +\infty]\) and \(g : D \to ]-\infty, +\infty]\), all defined on the "primal" sets. Suppose that

1. the coupling \(\Psi : D \times D^\sharp \to \mathbb{R}\) is the duality bilinear form \(\langle \cdot, \cdot \rangle\) between \(D\) and its algebraic dual \(D^\sharp\),

2. the function \(g\) is a proper\(^2\) convex function,

3. for any \(c^\sharp \in C^\sharp\), the function \(K_{c^\sharp}\) in (14) is a proper convex function,

4. for any \(c^\sharp \in C^\sharp\), the function \(g\) is continuous at some point where \(K_{c^\sharp}\) is finite.

Then, we have that the equality case (12) holds true.

Proof. The equality case (12) follows by checking that the inequalities (15a) and (15b) turn out to be equalities, under the assumptions of Corollary 7. Indeed, the left hand equality in (12) gives an equality in (15a). The equality in (15b) is a consequence of the equality

\[
\inf_{d \in D} \left( K_{c^\sharp}(d) + g(d) \right) = -\inf_{d^\sharp \in D^\sharp} \left( K^{\Psi}_{c^\sharp}(d^\sharp) + g^{-\Psi}(d^\sharp) \right),
\]

which holds true by [14, Theorem 1], under the assumptions made on the functions \(g\) and \(K_{c^\sharp}\), where the coupling \(\Psi : D \times D^\sharp \to \mathbb{R}\) is the duality bilinear form \(\langle \cdot, \cdot \rangle\) between \(D\) and its algebraic dual \(D^\sharp\). \(\square\)

\(^2\)The function \(g\) never takes the value \(-\infty\) and is not identically equal to \(+\infty\).
Remark 8 We can weaken the assumptions in Corollary 7 in two ways.

- Some of the assumptions in item 3 in Corollary 7 — that bear on the marginal function $\mathcal{K}_{c^\#}$ in (14) — can be obtained from assumptions on the basic elements $\mathcal{K}$ and $\Phi$. Indeed, if both the functions $\mathcal{K} : \mathbb{C} \times \mathbb{D} \to [-\infty, +\infty]$ and $\Phi(\cdot, c^\#) : \mathbb{C} \to [-\infty, +\infty]$ are convex, for any $c^\# \in \mathbb{C}$, then the function $\mathcal{K}_{c^\#}$ in (14) is convex.

- The assumptions in item 4 in Corollary 7 can be replaced by the following assumptions (using [2, Proposition 15.13]): $g$ is a proper l.s.c. (lower semi-continuous) convex function, the marginal function $\mathcal{K}_{c^\#}$ in (14) is a proper l.s.c. convex function, and $0 \in \text{sri}(\text{dom}(\mathcal{K}_{c^\#}) - \text{dom}(g))$, for any $c^\# \in \mathbb{C}$. Moreover, for any given $c^\# \in \mathbb{C}$, the marginal function $\mathcal{K}_{c^\#}$ in (14) is a l.s.c. convex function under the following assumptions (see [1]): the function $\mathcal{K}$ is l.s.c. convex; the function $\Phi(\cdot, c^\#)$ is proper u.s.c. (upper semi-continuous), and the minimization in the definition (14) of $\mathcal{K}_{c^\#}$ is performed on a compact set.

3 Applications

We now display three applications of our main result in Theorem 1. We provide a new formula for the Fenchel-Moreau conjugate of a generalized inf-convolution. We obtain formulas with partial Fenchel-Moreau conjugates. Finally, we consider the Bellman equation in stochastic dynamic programming and we provide a “Bellman-like” equation for the Fenchel conjugates of the value functions.

3.1 Fenchel-Moreau conjugate of generalized inf-convolution

We generalize the inf-convolution, and provide an inequality and an equality with Fenchel-Moreau conjugates involving three coupling functions.

Definition 9 Let be given three sets $\mathbb{C}$, $\mathbb{D}_1$ and $\mathbb{D}_2$. For any trivariate convoluting function

$$\mathcal{I} : \mathbb{D}_1 \times \mathbb{C} \times \mathbb{D}_2 \to [-\infty, +\infty] ,$$

we define the $\mathcal{I}$-inf-convolution of two functions $g_1 : \mathbb{D}_1 \to [-\infty, +\infty]$ and $g_2 : \mathbb{D}_2 \to [-\infty, +\infty]$ by

$$(g_1 \square \overline{g}_2)(c) = \inf_{d_1 \in \mathbb{D}_1, d_2 \in \mathbb{D}_2} \left( g_1(d_1) + \mathcal{I}(d_1, c, d_2) + g_2(d_2) \right) , \ \forall c \in \mathbb{C} .$$

To any convoluting function $\mathcal{I}$ in (16), we can easily attach

1. a coupling function $\overline{\mathcal{I}} : \mathbb{C} \times (\mathbb{D}_1 \times \mathbb{D}_2) \to [-\infty, +\infty]$ between $\mathbb{C}$ and $\mathbb{D}_1 \times \mathbb{D}_2$ defined by

$$\overline{\mathcal{I}}(c, (d_1, d_2)) = \mathcal{I}(d_1, c, d_2) , \ \forall (c, d_1, d_2) \in \mathbb{C} \times \mathbb{D}_1 \times \mathbb{D}_2 ,$$
2. a kernel function $\mathcal{I} : \mathbb{C} \times \mathbb{D}_1 \times \mathbb{D}_2 \to [-\infty, +\infty]$ defined by
\[
\mathcal{I}(c, d_1, d_2) = \mathcal{I}(d_1, c, d_2) , \quad \forall (c, d_1, d_2) \in \mathbb{C} \times \mathbb{D}_1 \times \mathbb{D}_2 . \quad (19)
\]

We provide an inequality with Fenchel-Moreau conjugates involving three coupling functions.

**Proposition 10** Let be given three “primal” sets $\mathbb{C}, \mathbb{D}_1, \mathbb{D}_2$ and three “dual” sets $\mathbb{C}^\sharp, \mathbb{D}_1^\sharp, \mathbb{D}_2^\sharp$, together with three coupling functions
\[
\Phi : \mathbb{C} \times \mathbb{C}^\sharp \to [-\infty, +\infty] , \quad \Psi_1 : \mathbb{D}_1 \times \mathbb{D}_1^\sharp \to [-\infty, +\infty] , \quad \Psi_2 : \mathbb{D}_2 \times \mathbb{D}_2^\sharp \to [-\infty, +\infty] . \quad (20)
\]
For any univariate functions $f : \mathbb{C} \to [-\infty, +\infty]$, $g_1 : \mathbb{D}_1 \to [-\infty, +\infty]$ and $g_2 : \mathbb{D}_2 \to [-\infty, +\infty]$, all defined on the “primal” sets, we have that
\[
f(c) \geq \left( g_1 \circ \mathcal{I} \circ g_2 \right)(c) , \quad \forall c \in \mathbb{C} \Rightarrow f^\Phi(c^\sharp) \leq \left( g_1(\Psi_1) \circ \mathcal{I} \circ g_2(\Psi_2) \right)(c^\sharp) , \quad \forall c^\sharp \in \mathbb{C}^\sharp , \quad (21)
\]
where the convoluting function $\mathcal{I}^\sharp$ on the “dual” sets is given by
\[
\mathcal{I}^\sharp = \mathcal{I}^{\Phi+\Psi_1+\Psi_2} , \quad (22a)
\]
that is, by
\[
\mathcal{I}^\sharp(d_1^\sharp, c^\sharp, d_2^\sharp) = \sup_{(d_1, c, d_2) \in \mathbb{D}_1 \times \mathbb{C} \times \mathbb{D}_2} \left( \Phi(c, c^\sharp) + \Psi_1(d_1, d_1^\sharp) + \Psi_2(d_2, d_2^\sharp) + \left( - \mathcal{I}(d_1, c, d_2) \right) \right) . \quad (22b)
\]

**Proof.** The left hand side assumption in (21) can be rewritten as
\[
f(c) \geq \inf_{d_1 \in \mathbb{D}_1, d_2 \in \mathbb{D}_2} \left( \mathcal{I}(c, d_1, d_2) + \left( g_1(d_1) + g_2(d_2) \right) \right) , \quad \forall c \in \mathbb{C} . \quad (23)
\]
Now, we apply Theorem 11 with
\[
\mathbb{D} = \mathbb{D}_1 \times \mathbb{D}_2 , \quad \mathbb{D}^\sharp = \mathbb{D}_1^\sharp \times \mathbb{D}_2^\sharp \\
\Psi((d_1, d_2), (d_1^\sharp, d_2^\sharp)) = \Psi_1(d_1, d_1^\sharp) + \Psi_2(d_2, d_2^\sharp) \\
g(d_1, d_2) = g_1(d_1) + g_2(d_2) \text{ and } K = \mathcal{I} \text{ by (19)} .
\]
We first prove that
\[
g^{-\Psi_1+\Psi_2}(d_1^\sharp, d_2^\sharp) \leq \left( g_1^{-\Psi_1}(d_1^\sharp) + g_2^{-\Psi_2}(d_2^\sharp) \right) . \quad (24)
\]
For this, we let the reader check that the following preliminary inequality always holds true
\[
(- (u_1 + u_2)) + (- (v_1 + v_2)) \leq ((-u_1) + (-v_1)) + ((-u_2) + (-v_2)) . \quad (25)
\]
Then, we have that

\[
g^{-(\Psi_1 + \Psi_2)}(d_1^*, d_2^*) = \sup_{d_1 \in \mathbb{D}_1, d_2 \in \mathbb{D}_2} \left( \left( - (\Psi_1(d_1, d_1^*) + \Psi_2(d_2, d_2^*)) \right) + \left( - (g_1(d_1) + g_2(d_2)) \right) \right)
\]

\[
\leq \sup_{d_1 \in \mathbb{D}_1} \left( - (\Psi_1(d_1, d_1^*)) \right) \quad \text{by definition (17)}
\]

\[
\leq \sup_{d_2 \in \mathbb{D}_2} \left( - g_1(d_2) \right) \quad \text{by preliminary inequality (25)}
\]

by the preliminary inequality (25)

\[
= g_1^{(-\Psi_1)}(d_1^*) + g_2^{(-\Psi_2)}(d_2^*)
\]

We now obtain, by (14),

\[
f^\Phi(c^*) \leq \inf_{d_1^* \in \mathbb{D}_1^*, d_2^* \in \mathbb{D}_2^*} \left( T^{\Phi + (\Psi_1 + \Psi_2)}(c^*, d_1^*, d_2^*) + g^{-(\Psi_1 + \Psi_2)}(d_1^*, d_2^*) \right)
\]

\[
\leq \inf_{d_1^* \in \mathbb{D}_1^*, d_2^* \in \mathbb{D}_2^*} \left( T^{\Phi + (\Psi_1 + \Psi_2)}(c^*, d_1^*, d_2^*) + \left( g_1^{(-\Psi_1)}(d_1^*) + g_2^{(-\Psi_2)}(d_2^*) \right) \right) \quad \text{(by (21))}
\]

\[
= (g_1^{(-\Psi_1)} T^\ast g_2^{(-\Psi_2)})(c^*)
\]

by definition (17) of the generalized inf-convolution. This ends the proof. \(\square\)

We check our result in Theorem 1 on the classical inf-convolution. Suppose that \(\mathbb{C} = \mathbb{D} = \mathbb{R}^n\) and \(\mathbb{C}^* = \mathbb{D}^* = \mathbb{R}^n\), with coupling given by the scalar product \(\langle \cdot, \cdot \rangle\). The conjugacy operator on functions is denoted by \(*\).

Now, when we take

\[
\mathcal{I}(d_1, c, d_2) = \delta_{d_1 + d_2}(c) \quad \Phi(c, c^*) = \langle c, c^* \rangle \quad \Psi_i(d_i, d_i^*) = - \langle d_i, d_i^* \rangle, \quad i = 1, 2
\]

we find that, by (22b)

\[
\mathcal{I}^\ast(d_1^*, c^*, d_2^*) = \delta_{d_1^* + d_2^*}(c^*) \quad \left( g_1^{(-\Psi_1)} T^\ast g_2^{(-\Psi_2)} \right)(c^*) = g_1^*(c^*) + g_2^*(c^*)
\]

We conclude with (21) that we indeed obtain the well known property of the inf-convolution:

\[
f \geq g_1 \Box g_2 \Rightarrow f^* \leq (g_1 \Box g_2)^* = g_1^* + g_2^*.
\]

To end up, we provide an expression of the inf-convolution as a Fenchel-Moreau conjugate, and we obtain an equality with Fenchel-Moreau conjugates involving three coupling functions.

**Proposition 11** The \(\mathcal{I}\)-inf-convolution in (17) is given by

\[
\mathcal{I}^\ast g_1 \Box g_2 = -(g_1 + g_2)^{-\mathcal{I}}.
\]

(28)
Proof. For any $c \in \mathbb{C}$, we have that
\[
(g_1 \square g_2)(c) = \inf_{d_1 \in \mathbb{D}_1, d_2 \in \mathbb{D}_2} \left( g_1(d_1) + \mathcal{I}(d_1, c, d_2) + g_2(d_2) \right)
\]
by definition (17) of the generalized inf-convolution
\[
= \inf_{d_1 \in \mathbb{D}_1, d_2 \in \mathbb{D}_2} \left( \mathcal{T}(c, (d_1, d_2)) + (g_1(d_1) + g_2(d_2)) \right)
\]
by definition (18) of the coupling function $\mathcal{T}$
\[
= - \sup_{d_1 \in \mathbb{D}_1, d_2 \in \mathbb{D}_2} \left( \left( - \mathcal{T}(c, (d_1, d_2)) \right) + \left( - (g_1(d_1) + g_2(d_2)) \right) \right)
\]
\[
= - \left( (g_1 + g_2)^{-\mathcal{T}}(c) \right).
\]
\[
\square
\]
Proposition 12 If there exist two coupling functions
\[
\Gamma_1 : \mathbb{C}^2 \times \mathbb{D}_1 \to [-\infty, +\infty], \quad \Gamma_2 : \mathbb{C}^2 \times \mathbb{D}_2 \to [-\infty, +\infty],
\]
such that the $\Phi$-Fenchel-Moreau conjugate of the conving function $\mathcal{I}$ splits as
\[
\mathcal{I}(d_1, \cdot, d_2)^\Phi(c^\sharp) = \Gamma_1(c^\sharp, d_1) + \Gamma_2(c^\sharp, d_2), \quad \forall(c^\sharp, d_1, d_2) \in \mathbb{C}^2 \times \mathbb{D}_1 \times \mathbb{D}_2,
\]
then the $\Phi$-Fenchel-Moreau conjugate of the inf-convolution $g_1 \square g_2$ is given by a sum as
\[
(g_1 \square g_2)^\Phi = g_1^{\Gamma_1} + g_2^{\Gamma_2}.
\]
Proof.
\[
(g_1 \square g_2)^\Phi(c^\sharp) = \left( - (g_1 + g_2)^{-\mathcal{T}} \right)^\Phi(c^\sharp)
\]
( by (28))
\[
= (g_1 + g_2)^{(-\mathcal{T})+\Phi}(c^\sharp)
\]
( by (60))
\[
= \sup_{(d_1, c, d_2) \in \mathbb{D}_1 \times \mathbb{C} \times \mathbb{D}_2} \left( \left( - \mathcal{I}(d_1, c, d_2) \right) + \Phi(c, c^\sharp) + \left( - (g_1(d_1) + g_2(d_2)) \right) \right)
\]
\[
= \sup_{(d_1, d_2) \in \mathbb{D}_1 \times \mathbb{D}_2} \sup_{c \in \mathbb{C}} \left( \left( - \mathcal{I}(d_1, c, d_2) \right) + \Phi(c, c^\sharp) + \left( - (g_1(d_1) + g_2(d_2)) \right) \right)
\]
\[
= \sup_{(d_1, d_2) \in \mathbb{D}_1 \times \mathbb{D}_2} \left( \mathcal{I}(d_1, \cdot, d_2)^\Phi(c^\sharp) + \left( - (g_1(d_1) + g_2(d_2)) \right) \right)
\]
\[
= \sup_{(d_1, d_2) \in \mathbb{D}_1 \times \mathbb{D}_2} \left( \Gamma_1(c^\sharp, d_1) + \Gamma_2(c^\sharp, d_2) + \left( - (g_1(d_1) + g_2(d_2)) \right) \right)
\]
( by assumption)
\[
= \sup_{(d_1, d_2) \in \mathbb{D}_1 \times \mathbb{D}_2} \left( \Gamma_1(c^\sharp, d_1) + \Gamma_2(c^\sharp, d_2) + \left( - g_1(d_1) \right) + \left( - g_2(d_2) \right) \right)
\]
\[
= g_1^{\Gamma_1}(c^\sharp) + g_2^{\Gamma_2}(c^\sharp).
\]
3.2 Exchanging partial Fenchel-Moreau conjugates

Let be given two “primal” sets \( C, D \) and two “dual” sets \( C^\sharp, D^\sharp \), together with two coupling functions
\[ \Phi : C \times C^\sharp \to [-\infty, +\infty], \quad \Psi : D \times D^\sharp \to [-\infty, +\infty]. \] (34)

In (4), all Fenchel-Moreau conjugates stand on the right side of the implication. We show formulas where they appear on both sides. For this purpose, for any exchange function
\[ E : C \times D^\sharp \to [-\infty, +\infty], \] (35a)
we introduce the partial Fenchel-Moreau conjugates
\[ (-E(c, \cdot))^{\Psi}(d) = \sup_{d^\sharp \in D^\sharp} \left( \Psi(d, d^\sharp) + E(c, d^\sharp) \right), \quad \forall (c, d) \in C \times D, \] (35b)
\[ E(\cdot, d^\sharp)^{\Phi}(c^\sharp) = \sup_{c \in C} \left( \Phi(c, c^\sharp) + (-E(c, d^\sharp)) \right), \quad \forall (c^\sharp, d^\sharp) \in C^\sharp \times D^\sharp. \] (35c)

We prove the following implication.

**Proposition 13** For any function \( E : C \times D^\sharp \to [-\infty, +\infty] \), we have that
\[ f(c) \geq \inf_{d \in D} \left( E(c, \cdot)^{\Psi}(d) + g(d) \right), \quad \forall c \in C \Rightarrow \]
\[ f^{\Phi}(c^\sharp) \leq \inf_{d^\sharp \in D^\sharp} \left( (-E(c, \cdot))^{\Phi}(c^\sharp) + g^{-\Psi}(d^\sharp) \right), \quad \forall c^\sharp \in C^\sharp. \] (36)

**Proof.** We use the following Lemma 14. We apply Theorem 1 with the function \( \mathcal{K}(c, d) = (-E(c, \cdot))^{\Psi}(d) \) defined by equality in the left hand side inequality in (37). Then, we insert the right hand side inequality in (37) into implication (4). \( \square \)

**Lemma 14** For any function \( E : C \times D^\sharp \to [-\infty, +\infty] \), we have that
\[ \mathcal{K}(c, d) \geq (-E(c, \cdot))^{\Psi}(d), \quad \forall (c, d) \in C \times D \Rightarrow \]
\[ \mathcal{K}^{\Phi + \Psi}(c^\sharp, d^\sharp) \leq E(\cdot, d^\sharp)^{\Phi}(c^\sharp), \quad \forall (c^\sharp, d^\sharp) \in C^\sharp \times D^\sharp. \] (37)

**Proof.** Supposing that
\[ \mathcal{K}(c, d) \geq (-E(c, \cdot))^{\Psi}(d), \quad \forall (c, d) \in C \times D, \] (38)
we calculate, for all \((c^\sharp, d^\sharp) \in C^\sharp \times D^\sharp\),

\[ K_{\Phi^\sharp + \Psi^\sharp}(c^\sharp, d^\sharp) = \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \Psi(d, d^\sharp) + ( - K(c, d)) \right) \]

by the definition (3) of \(K_{\Phi^\sharp + \Psi^\sharp}\)

\[ \leq \sup_{c \in C, d \in D} \left( \Phi(c, c^\sharp) + \Psi(d, d^\sharp) + ( - \mathcal{E}(c, \cdot)^\Psi(d)) \right) \]

by inequality (38) for \(K\)

\[ = \sup_{c \in C} \left( \Phi(c, c^\sharp) + \sup_{d \in D} \left( \Psi(d, d^\sharp) + ( - \mathcal{E}(c, \cdot)^\Psi(d)) \right) \right) \]

by the property (50) that the operator \(\sup\) is linear in \(+\)

\[ = \sup_{c \in C} \left( \Phi(c, c^\sharp) + ( - \mathcal{E}(c, \cdot)^\Psi(d^\sharp)) \right) \]

by definition (55) of the biconjugate

\[ \leq \sup_{c \in C} \left( \Phi(c, c^\sharp) + ( - \mathcal{E}(c, d^\sharp)) \right) \]

by the inequality (56) between a function and its biconjugate, and by the property (50b) that the operator \(\cdot^\Psi\) is monotone

\[ = \mathcal{E}(\cdot, d^\sharp)^\Phi(c^\sharp) \]

by the definition (55) of partial Fenchel-Moreau conjugate. \(\square\)

### 3.3 Fenchel conjugates of Bellman functions

We consider the Bellman equation in stochastic dynamic programming and we provide a “Bellman-like” equation for the Fenchel conjugates of the value functions.

#### 3.3.1 Basic sets and couplings

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. Let \(1 \leq p < +\infty\) and \(q\) be defined by \(1/p + 1/q = 1\). Adopting the notation of Sect. 2, we put \(C = \mathbb{X} = \mathbb{R}^{nx}\) and \(D = L^p((\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^{nx})\) the space of \(p\)-integrable random variables with values in \(\mathbb{R}^{nx}\). Elements of \(D\), that is, \(p\)-integrable random variables with values in \(X\), will be denoted by bold letters like \(X\) and elements of \(D^\sharp = L^q((\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^{nx})\) by \(X^\sharp\).
The coupling $\Phi$ between $C = X = \mathbb{R}^{nx}$ and $C^2 = X^2 = \mathbb{R}^{nx}$ is the usual scalar product $\langle \cdot, \cdot \rangle$. The coupling $\Psi$ between $D = L^p((\Omega, F, P), \mathbb{R}^{nx})$ and $D^2 = L^q((\Omega, F, P), \mathbb{R}^{nx})$ is naturally derived in such a way that

$$
\Phi(x, x^2) = \langle x, x^2 \rangle, \quad \Psi(X, X^2) = E[\langle X, X^2 \rangle].
$$

In that case, the conjugates $f^\Phi, g^\Psi, g^{-\Psi}$ and $\mathcal{K}^\Phi(=\Psi)$ are denoted by $f^*, g^*, g^{(-*)}$ and $\mathcal{K}^*,(=-*).$ One can find such a difference coupling in [21].

### 3.3.2 Bellman functions and Bellman equation

Let time $t = 0, 1, \ldots, T$ be discrete, with $T \in \mathbb{N}^*$. Consider a stochastic optimal control problem with state space $X = \mathbb{R}^{nx}$, control space $U = \mathbb{R}^{nu}$, noise process $\{W_t\}_{t=1,\ldots,T}$ taking values in $W = \mathbb{R}^{nw}$ and defined over the probability space $(\Omega, F, P)$.

For each time $t = 0, 1, \ldots, T - 1$, we have a dynamics $F_t : X \times U \times W \rightarrow X$ and an instantaneous cost $L_t : X \times U \times W \rightarrow [0, +\infty]$; we also have a final cost $K : X \rightarrow [0, +\infty]$. These two costs can take the value $+\infty$, so that we can easily handle state and control constraints.

**Assumption 15** We make the following assumptions:

1. for any $(x, u) \in X \times U$, the $\mathbb{R}^{nx}$-valued random variable $F_t(x, u, W_{t+1})$ belongs to $L^p((\Omega, F, P), \mathbb{R}^{nx}),$

2. the instantaneous costs $L_t : X \times U \times W \rightarrow [0, +\infty]$, for $t = 0, \ldots, T - 1$, and the final cost $K : X \rightarrow [0, +\infty]$ are nonnegative measurable functions.

By item 2 in Assumption 15 we can define Bellman functions by, for all $x \in X$,

$$
V_T(x) = K(x),
$$

$$
V_t(x) = \inf_{X, U} \mathbb{E}\left[\sum_{s=t}^{T-1} L_s(X_s, U_s, W_{s+1}) + K(X_T)\right], \quad t = T - 1, \ldots, 0,
$$

where $X_t = x \in X$, $X_{s+1} = F_s(X_s, U_s, W_{s+1})$ and $\sigma(U_s) \subset \sigma(X_s)$, for $s = t, \ldots, T - 1$. In addition, the Bellman functions are nonnegative.

**Assumption 16** We suppose that the Bellman functions in (41) are measurable and satisfy the backward Bellman equation

$$
V_t(x) = \inf_{u \in U} \mathbb{E}\left[L_t(x, u, W_{t+1}) + V_{t+1}(F_t(x, u, W_{t+1}))\right], \quad t = T - 1, \ldots, 0.
$$

This is the case when the noise process $\{W_t\}_{t=1,\ldots,T}$ is a white noise and under technical assumptions [3, 4].

---

3We could also consider functions that are uniformly bounded below. However, for the sake of simplicity, and without loss of generality, we will deal with nonnegative functions.
3.3.3 Fenchel conjugates of the Bellman functions

Now, we provide a “Bellman-like” equation for the Fenchel conjugates of the value functions (see [12] for related considerations).

Proposition 17  The Bellman functions in (41) satisfy the backward equalities

\[ V_t(x) = \inf_{X \in D} \left( \inf_{u \in U} \left( (-H(x,u,\cdot))^{(\cdot)}(X) + \mathbb{E}[V_{t+1}(X)] \right) \right) \quad \forall t = T - 1, \ldots, 0, \quad (43) \]

where the Hamiltonian \( H \) is defined by

\[ H(x,u,X^\sharp) = \mathbb{E}[L_t(x,u,W_{t+1}) + \langle F_t(x,u,W_{t+1}), X^\sharp \rangle] \quad \forall (x,u,X^\sharp) \in \mathbb{C} \times \mathbb{U} \times \mathbb{D}^2. \quad (44) \]

Moreover, letting \( \{V^*_t\}_{t=0,1,\ldots,T} \) be the Fenchel conjugates of the Bellman functions, we have, for all \( x^\sharp \in X^\sharp \),

\[ V^*_t(x^\sharp) \leq \inf_{X^\sharp}( \sup_{u \in U} \left( H(\cdot,u,X^\sharp)^*(x^\sharp) + \mathbb{E}[V^*_{t+1}(X^\sharp)] \right) ) \quad \forall t = T - 1, \ldots, 0. \quad (45) \]

Proof. In what follows, we will manipulate mathematical expectations of random variables that are either nonnegative (by item 2 in Assumption 15), or nonpositive (by taking the opposite), or integrable (by item 1 in Assumption 15, giving random variables resulting from a scalar product between an element of \( L^p((\Omega,F,P),\mathbb{R}^n) \) and one of \( L^q((\Omega,F,P),\mathbb{R}^n) \). We will be careful to remain in the conditions where the usual rules of algebra apply [7].

By the Bellman equation (42), we have that

\[ V_t(x) = \inf_{X \in D, u \in U} \mathbb{E}[L_t(x,u,W_{t+1}) + V_{t+1}(X)] \]

s.t. \( X = F_t(x,u,W_{t+1}) \)

\[ = \inf_{X \in D, u \in U} \sup_{X^\sharp \in \mathbb{D}^2} \left( \mathbb{E}[L_t(x,u,W_{t+1}) + V_{t+1}(X) + \langle F_t(x,u,W_{t+1}) - X, X^\sharp \rangle] \right) \]

by using item 1 in Assumption 16

\[ = \inf_{X \in D, u \in U} \left( \sup_{X^\sharp \in \mathbb{D}^2} \left( \mathbb{E}[L_t(x,u,W_{t+1}) + \langle F_t(x,u,W_{t+1}) - X, X^\sharp \rangle] + \mathbb{E}[V_{t+1}(X)] \right) \right) \]

by (51g) with \( 0 \leq \mathbb{E}[V_{t+1}(X)] \) since the Bellman functions are nonnegative, and as \( \mathbb{E} \) and + commute because, by Assumption 15 all terms inside the expectation \( \mathbb{E} \) are either nonnegative or integrable

\[ = \inf_{X \in D, u \in U} \left( \sup_{X^\sharp \in \mathbb{D}^2} \left( \mathbb{E}\left[ -X, X^\sharp \right] + H(x,u,X^\sharp) \right) + \mathbb{E}[V_{t+1}(X)] \right) \]
by definition (44) of the Hamiltonian
\[= \inf_{X \in \mathbb{D}, u \in U} \left( \sup_{X^t \in X^d} \left( E \left[ \langle -X, X^t \rangle \right] + H(x, u, X^2) \right) + E[V_{t+1}(X)] \right)\]
as Moreau upper and lower additions coincide above because \(-\infty < E\left[ \langle -X, X^2 \rangle \right] < +\infty\) by definition of the spaces \(\mathbb{D}\) and \(\mathbb{D}^d\) and of the coupling (10) between them
\[= \inf_{X \in \mathbb{D}, u \in U} \left( \sup_{X^t \in X^d} \left( E \left[ \langle -X, X^t \rangle \right] + \left( \left( -H(x, u, X^2) \right) \right) \right) + E[V_{t+1}(X)] \right)\]
by definition of the Fenchel conjugate of \(X^2 \mapsto -H(x, u, \cdot)\) with respect to the opposite coupling \((-\ast)\) defined by \((X, X^t) \mapsto E\left[ \langle -X, X^t \rangle \right]\), so that we have proven (13)
\[= \inf_{X \in \mathbb{D}} \left( \inf_{u \in U} \left( \left( -H(x, u, \cdot) \right)^{-\ast}(X) + E[V_{t+1}(X)] \right) \right)\]
by the property (51e) that the operator \(\inf\) is linear in +
\[= \inf_{X \in \mathbb{D}} \left( \inf_{u \in U} \left( \inf K_u(x, X) + E[V_{t+1}(X)] \right) \right),\]
where we have defined
\[K_u(x, X) = \left( -H(x, u, \cdot) \right)^{-\ast}(X), \forall u \in U, \forall (x, X) \in C \times \mathbb{D}. \quad (46)\]
By (37), we obtain that
\[K_u^{+\ast(-\ast)}(x^2, X^2) \leq H(\cdot, u, X^2)^\ast(x^2), \forall u \in U, \forall (x^2, X^2) \in C^2 \times \mathbb{D}^2. \quad (47)\]
Therefore, as we have just established that \(V_t(x) = \inf_{X \in \mathbb{D}} \left( \inf_{u \in U} K_u(x, X) + E[V_{t+1}(X)] \right)\), we deduce from implication (11) that
\[V_t^*(x^2) \leq \inf_{X^2} \left( \inf_{u \in U} K_u^{+\ast(-\ast)}(x^2, X^2) + E[V_{t+1}(\cdot)]^\ast(X^2) \right)\]
\[= \inf_{X^2} \left( \sup_{u \in U} \left( K_u^{+\ast(-\ast)}(x^2, X^2) \right) + E[V_{t+1}(\cdot)]^\ast(X^2) \right)\]
since \(\inf_{u \in U} K_u^{+\ast(-\ast)} = \sup_{u \in U} K_u^{\ast\ast(-\ast)}\) by the formula (58b)
\[\leq \inf_{X^2} \left( \sup_{u \in U} \left( H(\cdot, u, X^2)^\ast(x^2) \right) + E[V_{t+1}(\cdot)]^\ast(X^2) \right)\]
as $\mathcal{K}_n^{(\cdot)}(x^\sharp, X^\sharp) \leq \mathcal{H}(\cdot, u, X^\sharp)^*(x^\sharp)$ by (17)

$$\leq \inf_{X^\sharp} \left( \sup_{u \in U} \left( \mathcal{H}(\cdot, u, X^\sharp)^*(x^\sharp) + \mathbb{E}[V_{t+1}^*(X^\sharp)] \right) \right),$$

as soon as we prove that $\mathbb{E}[V_{t+1}(\cdot)^*(X^\sharp)] \leq \mathbb{E}[V_{t+1}^*(X^\sharp)]$.

Indeed, we have that

$$\mathbb{E}[V_{t+1}(\cdot)]^*(X^\sharp) = \sup_{X \in \mathcal{D}} \left( \mathbb{E} \left[ \langle X, X^\sharp \rangle \right] + ( - \mathbb{E}[V_{t+1}(X)]) \right)$$

$$= \sup_{X \in \mathcal{D}} \left( \mathbb{E} \left[ \langle X, X^\sharp \rangle \right] + ( - V_{t+1}(X))) \right)$$

because $-\infty < \mathbb{E} \left[ \langle -X, X^\sharp \rangle \right] < +\infty$ by definition of the spaces $\mathcal{D}$ and $\mathcal{D}^{\sharp}$ and of the coupling (40) between them

$$\leq \mathbb{E} \left[ \sup_{X \in \mathcal{D}} \left( \langle X, X^\sharp \rangle \right) + ( - V_{t+1}(X)) \right] \right) = \mathbb{E}[V_{t+1}^*(X^\sharp)],$$

by definition of $V_{t+1}^*(X^\sharp)$. This ends the proof. \[ \square \]

Proposition (17) may be useful to obtain upper and lower estimates in approximations of Bellman functions. We just provide a sketch of the argument.

1. Suppose that the Bellman functions $\{V_t\}_{t=0, 1, \ldots, T}$ satisfy the Bellman equation (42) and are convex l.s.c.. This is the case in Stochastic Dual Dynamic Programming (SDDP), when the dynamics $F_t$ are jointly linear in state and control, the instantaneous costs $L_t$ are jointly convex in state and control, the final cost $K$ is convex, together with technical assumptions (see details in [19, 5] and references therein).

2. The Fenchel conjugates $\{V_t^*\}_{t=0, 1, \ldots, T}$ of the Bellman functions are convex l.s.c., by construction. Suppose that they satisfy a “Bellman like” equation

$$V_t^*(x^\sharp) = \inf_{X^\sharp} \left( \sup_{u \in U} \left( \mathcal{H}(\cdot, u, X^\sharp)^*(x^\sharp) + \mathbb{E}[V_{t+1}^*(X^\sharp)] \right) \right), \quad \forall t = T - 1, \ldots, 0, \tag{48}$$

which is (43), where the inequality is an equality. For this, one needs assumptions of the kind described in [2, 3] as well as the equality $\mathbb{E}[V_{t+1}(\cdot)]^*(X^\sharp) = \mathbb{E}[V_{t+1}^*(X^\sharp)]$ (see [13, 15]).

3. With the Bellman operators deduced from the Bellman equation (42) and “Bellman like” equation (43), one can easily produce piecewise linear lower bound functions $\tilde{V}_{t,(k)} \leq V_{t,(k+1)} \leq V_t$ and $\tilde{V}_{t,(k)} \leq \tilde{V}_{t,(k+1)} \leq V_t^*$, for $k \in \mathbb{N}$, by a proper algorithm (like the SDDP algorithm).
4. Since the Bellman functions \( \{V_t\}_{t=0,1,\ldots,T} \) are convex l.s.c. and proper\(^4\), we deduce that

\[
V_{t,(k)} \leq V_{t,(k+1)} \leq V_t^* \leq \hat{V}_{t,(k+1)} \leq \hat{V}_{t,(k)}.
\]  

(49)

Thus, we can control the evolution of the algorithm.
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A Appendix

A.1 Background on J. J. Moreau lower and upper additions

When we manipulate functions with values in \( \mathbb{R} = [-\infty, +\infty] \), we adopt the following Moreau lower addition or upper addition, depending on whether we deal with sup or inf operations. We follow [10]. In the sequel, \( u, v \) and \( w \) are any elements of \( \mathbb{R} \).

Moreau lower addition

The Moreau lower addition extends the usual addition with

\[
(+\infty) \oplus (-\infty) = (-\infty) \oplus (+\infty) = -\infty.
\]  

(50a)

With the lower addition, \( (\mathbb{R}, \oplus) \) is a convex cone, with \( \oplus \) commutative and associative. The lower addition displays the following properties:

\[
\begin{align*}
\quad u &\leq u' \quad \text{and} \quad v \leq v' \implies u \oplus v \leq u' \oplus v', \quad (50b) \\
\quad (-u) + (v) &\leq -(u \oplus v), \quad (50c) \\
\quad (-u) + u &\leq 0, \quad (50d) \\
\quad \sup_{a \in A} f(a) + \sup_{b \in B} g(b) &= \sup_{a \in A, b \in B} (f(a) + g(b)), \quad (50e) \\
\quad \inf_{a \in A} f(a) + \inf_{b \in B} g(b) &\leq \inf_{a \in A, b \in B} (f(a) + g(b)), \quad (50f) \\
\quad t < +\infty &\implies \inf_{a \in A} f(a) + t = \inf_{a \in A} (f(a) + t). \quad (50g)
\end{align*}
\]

Moreau upper addition

The Moreau upper addition extends the usual addition with

\[
(+\infty) \ominus (-\infty) = (-\infty) \ominus (+\infty) = +\infty.
\]  

(51a)

\(^4\) They are nonnegative and we exclude the degenerate case where they would have an empty domain.
With the upper addition, \((\mathbb{R}, +)\) is a convex cone, with \(+\) commutative and associative. The upper addition displays the following properties:

\[
\begin{align*}
    u \leq u', \ v \leq v' & \Rightarrow u + v \leq u' + v', \quad (51b) \\
    (-u) + (-v) & \geq -(u + v), \quad (51c) \\
    \inf_{a \in A} f(a) + \inf_{b \in B} g(b) & = \inf_{a \in A, b \in B} \left(f(a) + g(b)\right), \quad (51d) \\
    \sup_{a \in A} f(a) + \sup_{b \in B} g(b) & \geq \sup_{a \in A, b \in B} \left(f(a) + g(b)\right), \quad (51e) \\
    -\infty < t & \Rightarrow \sup_{a \in A} f(a) + t = \sup_{a \in A} \left(f(a) + t\right). \quad (51f)
\end{align*}
\]

Joint properties of the Moreau lower and upper addition

We obviously have that

\[
    u \cdot v \leq u \uplus v. \quad (52a)
\]

The Moreau lower and upper additions are related by

\[
    -(u \uplus v) = (-u) \downarrow (-v), \quad -(u + v) = (-u) \downarrow (-v). \quad (52b)
\]

They satisfy the inequality

\[
    (u \downarrow v) \downarrow w \leq u \downarrow (v + w). \quad (52c)
\]

with

\[
    (u \downarrow v) \downarrow w < u \downarrow (v + w) \iff \begin{cases} 
        u = +\infty \text{ and } w = -\infty, \\
        \text{or} \\
        u = -\infty \text{ and } w = +\infty \text{ and } -\infty < v < +\infty.
    \end{cases} \quad (52d)
\]

Finally, we have that

\[
    u \downarrow (-v) \leq 0 \iff u \leq v \iff 0 \leq v \downarrow (-u). \quad (52e)
\]

A.2 Background on Fenchel-Moreau conjugacy with respect to a coupling

Let be given two sets \(C\) and \(C^\sharp\). Consider a coupling function \(\Phi : C \times C^\sharp \to [-\infty, +\infty]\). We also use the notation \(C \leftrightarrow C^\sharp\) for a coupling, so that

\[
    C \leftrightarrow C^\sharp \iff \Phi : C \times C^\sharp \to [-\infty, +\infty]. \quad (53)
\]

**Definition 18** The Fenchel-Moreau conjugate of a function \(f : C \to [-\infty, +\infty]\), with respect to the coupling \(\Phi\) in \((53)\), is the function \(f^\Phi : C^\sharp \to [-\infty, +\infty]\) defined by

\[
    f^\Phi(c^\sharp) = \sup_{c \in C} \left(\Phi(c, c^\sharp) + \left(-f(c)\right)\right), \quad \forall c^\sharp \in C^\sharp. \quad (54)
\]
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The Fenchel-Moreau biconjugate is the function \( f^{\Phi\Phi} : \mathbb{C} \to [-\infty, +\infty] \) defined by
\[
f^{\Phi\Phi}(c) = \sup_{c^\sharp \in \mathbb{C}^\sharp} \left( \Phi(c, c^\sharp) + ( - f^\Phi(c^\sharp) ) \right), \quad \forall c \in \mathbb{C}.
\] (55)

The following property is well known.

**Proposition 19** For any function \( f : \mathbb{C} \to [-\infty, +\infty] \), we have that
\[
f^{\Phi\Phi}(c) \leq f(c).
\] (56)

**Proof.** We prove (56) as follows.
\[
f^{\Phi\Phi}(c) + ( - f(c) ) = \sup_{c^\sharp \in \mathbb{C}^\sharp} \left( \Phi(c, c^\sharp) + ( - f^\Phi(c^\sharp) ) \right) + ( - f(c) ) \quad \text{(by (55) and (50e))}
\]
\[
= \sup_{c^\sharp \in \mathbb{C}^\sharp} \left( \Phi(c, c^\sharp) + ( - f^\Phi(c^\sharp) ) \right) \quad \text{(by (50e))}
\]
\[
= \sup_{c^\sharp \in \mathbb{C}^\sharp} \left( \Phi(c, c^\sharp) \right) \quad \text{(by associativity of \( + \))}
\]
\[
\leq \sup_{c^\sharp \in \mathbb{C}^\sharp} \left( \sup_{c \in \mathbb{C}} \left( \Phi(c, c^\sharp) \right) \right) \quad \text{(by (50b))}
\]
\[
= \sup_{c \in \mathbb{C}} \left( f^\Phi(c) \right) \quad \text{(by (54))}
\]
\[
\leq 0. \quad \text{(by (50d))}
\]

We have obtained that \( f^{\Phi\Phi}(c) + ( - f(c) ) \leq 0 \). Now, using (52d), we obtain (56). This ends the proof. \( \square \)

The following properties are easy to establish.

**Proposition 20** For any family \( \{ f_u \}_{u \in U} \) of functions \( f_u : \mathbb{C} \to [-\infty, +\infty] \), we have that
\[
\left( \inf_{u \in U} f \right)^\Phi(c) = \sup_{u \in U} f^\Phi(c) \quad \text{(58a)}
\]
\[
- \left( \inf_{u \in U} f \right)^\Phi(c) = \inf_{u \in U} \left( - f^\Phi(c) \right). \quad \text{(58b)}
\]

**Proposition 21** Let be given two “primal” sets \( \mathbb{C}, \mathbb{D} \) and two “dual” sets \( \mathbb{C}^\sharp, \mathbb{D}^\sharp \), together with two coupling functions
\[
\Phi : \mathbb{C} \times \mathbb{C}^\sharp \to [-\infty, +\infty], \quad \Psi : \mathbb{D} \times \mathbb{D}^\sharp \to [-\infty, +\infty].
\] (59)

For any bivariate function \( K : \mathbb{C} \times \mathbb{D} \to [-\infty, +\infty] \), we have that
\[
\left( - \left( c \mapsto K(c, \cdot)^\Phi \right) \right)^\Phi = K^{\Phi + \Psi} = \left( - \left( d \mapsto K(\cdot, d)^\Psi \right) \right)^\Psi. \quad \text{(60)}
\]
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