Circuit implementation of bucket brigade qRAM for quantum state preparation
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In this short review I aim to explain how we can construct a circuit implementation of the bucket brigade qRAM first proposed in [1]. Used with classical data, this qRAM model can be used in combination with the quantum accessible data structure [2] to prepare arbitrary quantum states quickly and repeatedly, once the data to be prepared is in memory.
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As shown in the figure, it consists on a routing algorithm which makes use of qutrits. Initially all nodes are in state $|\cdot\rangle$, except the memory cells. Suppose that the query state to the qRAM is $|i\rangle_{\text{dir}}|0\rangle_{\text{dat}}$. Then, iteratively one sends the direction bits through the tree with the following rules:

- a node in state $|0\rangle$, pass the signal right.
- a node in state $|1\rangle$, pass the signal left.
- a node in state $|\cdot\rangle$, save the arriving bit in the node.

After the entire direction has been sent through the tree, only $n(n - 1)/2$ operations have been performed, and only $n$ qutrits have been entangled. The information can be passed via swap or C-not gates. Swap gates might be more costly, but C-not gates require to uncompute the Information Bus, that is, the qubits that move the information across the qRAM. In any case it is important to remember that the quantum state will remain entangled with the qRAM, so amplitude changes in the state will result in amplitude changes in the qRAM.

In each memory cell an arbitrary quantum state might be encoded, such that it can be quickly recovered. This however, will eliminate such state from the memory cell, since quantum states cannot be cloned. More information in the qRAMs can be found in [4].

However, one important use of the qRAM is to work with classical data. In such case information will be encoded in the computational basis, and so can be copied. Why is this so interesting? Because, as we shall see, there is a method that leverages the use of qRAMs to prepare quantum states with real amplitudes very quickly. The theorem comes from [2]

**Theorem 1.** [2, 5]: Let $M \in \mathbb{R}^{n \times n'}$ be a matrix. If $w$ is the number of nonzero entries, there is a quantum accessible data structure of size $O(w \log^2(n^2))$, which takes time $O(\log(n^2))$ to store or update a single entry. Once the data structure is set up, there...
are quantum algorithms that can perform the following maps to precision $\epsilon^{-1}$ in time $O(\text{polylog}(n'/\epsilon))$:

$$U_M : |i\rangle |0\rangle \rightarrow \frac{1}{||M_i||} \sum_j M_{ij} |ij\rangle;$$  

(2)

$$U_N : |0\rangle |j\rangle \rightarrow \frac{1}{||M||F} \sum_i ||M_i|| |ij\rangle;$$  

(3)

where $||M_i||$ is the $l_2$-norm of row $i$ of $M$. This means in particular that given a vector $f$ in this data structure, we can prepare an $\epsilon$ approximation of it, $1/||f|| 2 \sum_i v_i |i\rangle$, in time $O(\text{polylog}(n'/\epsilon))$.

Proof: To construct the classical data structure, create $n'$ trees, one for each row of $M$. Then, in leaf $j$ of tree $B_j$ one saves the tuple $(M_{ij}^2, \text{sgn}(M_{ij}))$. Also, intermediate nodes are created (that join nearby branches) so that node $l$ of tree $B_j$ at depth $d$ contains the value

$$B_{i,l} = \sum_{j_1,\ldots,j_d=l} M_{ij}^2.$$

(4)

Notice that $j_1,\ldots,j_d$ is a string of values 0 and 1, as is $l$. The root node contains the value $||M_i||^2$.

An additional tree is created taking the root nodes of all the other trees, as the leaves of the former. One can see that the depth of the structure is polylogarithmic on $n'$, and so a single entry of $M$ can be found or updated in time polylogarithmic on $n'$.

Now, to apply $U_M$, we perform the following kind of controlled rotations

$$|i\rangle |l\rangle |0\rangle \rightarrow$$

$$|i\rangle |l\rangle \frac{1}{\sqrt{B_{i,l}}} \left( \sqrt{B_{i,2l}} |0\rangle + \sqrt{B_{i,2l+1}} |1\rangle \right) |0\rangle \ldots |0\rangle ,$$

(5)

except for the last rotation, where the sign of the leaf is included in the coefficients. It is simple to see that $U_N$ is the same algorithm applied with the last tree, the one that contains $||M_i||$ for each $i$. Finally, for a vector, we have just one tree, and the procedure is the same.

Let us see an example: suppose we want to encode the following quantum state:

$$\frac{1}{\sqrt{10}} \left(-2 |000\rangle + 2 |010\rangle + |110\rangle - |111\rangle \right)$$

(6)

As prescribed by the theorem, we would construct a data structure of figure 2.

The procedure that the theorem indicates is the following:

$$|000\rangle \rightarrow$$

$$\left( \sqrt{\frac{8}{10}} |0\rangle + \sqrt{\frac{2}{10}} |1\rangle \right) \otimes |0\rangle \rightarrow$$

$$\left( \sqrt{\frac{8}{10}} |0\rangle \left[ \sqrt{\frac{2}{8}} |0\rangle + \sqrt{\frac{4}{8}} |1\rangle \right] + \sqrt{\frac{2}{10}} |1\rangle |1\rangle \right) \otimes |0\rangle \rightarrow$$

$$- \sqrt{\frac{4}{10}} |000\rangle + \sqrt{\frac{4}{10}} |010\rangle$$

$$+ \sqrt{\frac{1}{5}} |11\rangle \left( \sqrt{\frac{1}{2}} |0\rangle + \sqrt{\frac{1}{2}} |1\rangle \right)$$

$$= \frac{1}{\sqrt{10}} \left(-2 |000\rangle + 2 |010\rangle + |110\rangle - |111\rangle \right)$$

(7)

which is effectively what we were looking for. However notice that in order to perform the rotations quickly we need to access the quantum accessible database in superposition.

Let us see it in the last rotation of the previous example. If before the rotation we have state

$$\sqrt{\frac{4}{10}} |0\rangle + \sqrt{\frac{4}{10}} |01\rangle + \sqrt{\frac{2}{10}} |11\rangle,$$

(8)

then we need to query how much we want to rotate...
FIG. 3. qRAM structure for the last row of the data structure. The blue squares indicate the switches, that can be in state \( |\rangle; |0\rangle \) and \( |1\rangle \). The red square stands for the data Bus of the qRAM structure. The orange square means the sign (1 for \(-\)) and green to encode the square of the amplitude we want to prepare

the following qubit, for each of the current components. That is, we need to prepare

\[
\begin{aligned}
\left(\frac{4}{10}|00\rangle|2\rangle_a|4\rangle_b + \frac{4}{10}|01\rangle|2\rangle_a|4\rangle_b \\
+ \sqrt{\frac{2}{10}}|11\rangle|1\rangle_a|2\rangle_b \right) \otimes |0\rangle,
\end{aligned}
\]

(9)

where we want the amplitude of last qubit in state \( |0\rangle \) to be \( \sqrt{\frac{2}{5}} \). To do this quickly we need to query a qRAM for both \( |\rangle_a \) and \( |\rangle_b \). So, each row of the quantum accessible data structure must be saved in a qRAM.

Let us now see how we would do it. We have first to prepare the qRAM of figure 3. Then, we have to load both the registers \( a \) and \( b \) the operation shown in figure 4. Notice that the operations at each level can be parallelized and performed in 2 time steps, one for the gate controlled on \( |0\rangle \), and another for the gate controlled on \( |1\rangle \). That means that even if the qRAM contains \( O(2^n) \) qubits and switches, its operation can be performed in \( O(n) \) time.

Then, once we have prepared

\[
\begin{aligned}
\left(\frac{4}{10}|00\rangle|4\rangle_a|4\rangle_b + \frac{4}{10}|01\rangle|4\rangle_a|4\rangle_b \\
+ \frac{2}{10}|11\rangle|1\rangle_a|2\rangle_b \right) \otimes |0\rangle,
\end{aligned}
\]

(10)

one performs the operation

\[
\begin{aligned}
\left(\frac{4}{10}(000)|4\rangle_a|4\rangle_b + \frac{4}{10}(010)|4\rangle_a|4\rangle_b \\
+ \frac{2}{10}|11\rangle|1\rangle_a|2\rangle_b \right) \otimes |0\rangle,
\end{aligned}
\]

(11)

and finally uncomputes the registries \( a \) and \( b \) using the qRAMs again. That is

- Prepare in register \( b \) the state corresponding to the direction given by the previous \( l - 1 \) bits if we are performing the \( l \)-th rotation. In our case, we have to query the qRAM with values \( (4, 4, 0, 2) \).

- To uncompute register \( a \) do the same with the \( l \)-th level qRAM (in our case \( (4, 0, 4, 0, 0, 1, 1) \), inputing the first \( l - 1 \) bits of the state as direction bits, and \( |0\rangle \) as the least significant bit (eg \( (4, 4, 0, 1) \)).

Notice that during the rotations, amplitude of ancilla registries \( a \) and \( b \) has not been modified, so the qRAMs will be back to their original state.

Finally, we use the sign qRAM to perform a controlled \( \pi \)-phase rotation

\[
\begin{aligned}
\frac{1}{\sqrt{10}}(2|000\rangle + 2|010\rangle \\
+ |110\rangle + |111\rangle) |0\rangle_c \rightarrow \\
\frac{1}{\sqrt{10}}(2|000\rangle |1\rangle_c + 2|010\rangle |0\rangle_c \\
+ |110\rangle |0\rangle_c + |111\rangle |1\rangle_c) \rightarrow \\
\frac{1}{\sqrt{10}}(-2|000\rangle |1\rangle_c + 2|010\rangle |0\rangle_c \\
+ |110\rangle |0\rangle_c - |111\rangle |1\rangle_c) \rightarrow \\
\frac{1}{\sqrt{10}}(-2|000\rangle |1\rangle_c + 2|010\rangle |0\rangle_c \\
+ |110\rangle |0\rangle_c - |111\rangle |1\rangle_c) \rightarrow \\
\frac{1}{\sqrt{10}}(-2|000\rangle |1\rangle_c + 2|010\rangle |0\rangle_c \\
+ |110\rangle |0\rangle_c - |111\rangle |1\rangle_c)
\end{aligned}
\]

(12)

In fact, for the sign this might be overworking, since once the input is entangled with the qRAM one may use a \( Z \) gate to perform the phase before disentangling. This technique is called a phase quickback.

So, overall we can see that the qRAMs help us prepare a quantum state without erasing the information in the qRAM in the process. This is very interesting because we can prepare the qRAMs upfront (cost \( O(2^n) \)) and then use them as much as one wishes at low cost each time, \( O(n) \).
[1] V. Giovannetti, S. Lloyd, and L. Maccone, “Quantum random access memory,” Physical review letters, vol. 100, no. 16, p. 160501, 2008.

[2] I. Kerenidis and A. Prakash, “Quantum recommendation systems,” in Proceedings of the 8th Innovations in Theoretical Computer Science Conference, 2017.

[3] V. Giovannetti, S. Lloyd, and L. Maccone, “Architectures for a quantum random access memory,” Physical Review A, vol. 78, no. 5, p. 052310, 2008.

[4] A. Green and E. Kaplitz, “Quantum random access memory,” 2019.

[5] S. Chakraborty, A. Gilyén, and S. Jeffery, “The power of block-encoded matrix powers: improved regression techniques via faster hamiltonian simulation,” arXiv preprint arXiv:1804.01973, 2018.
FIG. 4. Example of how does the qRAM load a value. For easiness we have copied the direction register twice even though it is not necessary, the amplitudes will not be changed during the process. a) The most significant bit of the direction is saved in the first switch bit. b) The second bit of the direction is loaded in the data bus, and then directed using the first direction bit, either upwards or downwards. c) The third bit follows the same procedure: it is loaded in the data bus, and directed using the previous bit directions. d) The qRAM extracts the data.