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Abstract: The objective of this work is to develop an optimal management strategy to improve the energetic efficiency of a hybrid electric vehicle. The strategy is built based on an extensive experimental study of mobility in order to allow trips recognition and prediction. For this experimental study, a dedicated autonomous acquisition system was developed. On working days, most trips are constrained and can be predicted with a high level of confidence. The database was built to assess the energy and power needed based on a static model for three types of cars. It was found that most trips could be covered by a 10 kWh battery. Regarding the optimization strategy, a novel real time capable energy management approach based on dynamic vehicle model was created using Energetic Macroscopic Representation. This real time capable energy management strategy is done by a combination of cycle prediction based on results obtained during the experimental study. The optimal control strategy for common cycles based on dynamic programming is available in the database. When a common cycle is detected, the pre-determined optimum strategy is applied to the similar upcoming cycle. If the real cycle differs from the reference cycle, the control strategy is adapted using quadratic programming. To assess the performance of the strategy, its resulting fuel consumption is compared to the global optimum calculated using dynamic programming and used as a reference; its optimality factor is above 98%.
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1. Introduction

To reduce the environmental impact of the transportation sector, governments and institutions introduce more and more stringent legislation and pollutant emissions limits. To respect these drastic limits and reduce fuel consumption and pollutant emissions, car manufacturers have to develop more environmentally sensible powertrains and cost efficient solutions. Due to the high battery cost, electric vehicles are still not able to fully answer the demands. Furthermore, limited battery lifetime, long recharge times and the lack of recharge infrastructure also limit their development [1]. Moreover, drivers fear to run out of electricity, also called range anxiety [2]. To face this anxiety, Plug-in Hybrid Electric Vehicles (PHEV), associating a thermal engine and an electric motor, are expected to be the missing link from conventional thermal to full electric vehicles in order to reduce emissions [3–5]. Since their energy comes from both liquid fuel and electricity, 60% of the driving cycles can be covered electrically, due to their electric autonomy of 30–50 km [6–9] and longer ranges can be achieved.
thanks to the internal combustion engine. However, to fully benefit from their potential and globally reduce CO$_2$ emissions, electrical energy from renewable sources should be available at destination and PHEV should arrive there just at the moment when its battery is discharged [10,11]. A non-optimum energy management system may lead to an excessive use of the thermal engine and associated fuel consumption, whereas the driving cycle could have been fully performed using electric energy. In the worst case, the battery could be empty before arriving at the destination and the internal combustion engine will have to cover all vehicle needs. Due to the use of non-optimal working points, this would create non-necessary pollution, reduces the global efficiency and increases fuel consumption [12,13].

Numerous control strategies have been developed in order to optimize the energy management inside the hybrid powertrain for different on-road and off-road applications [14–20]. The optimization strategy is either based on Pontryagin’s Minimum Principle (PMP) [21] or Dynamic Programming (DP) [5]. Wirasingha and Emadi [12] presented an exhaustive analysis of control strategies for PHEVs. They reviewed the state-of-the-art control strategies and showed the algorithm are either rule-based or optimization-based but they did not focus their analysis on the prediction aspects. More recently, Zhang et al. and Chrenko et al. reviewed the different control strategies based on bibliometrics and showed that the driving cycle highly influence the control strategy [22,23]. Therefore, it is highly important to predict the energy use in order to optimize the efficiency. Numerous authors state that model predictive control has already shown its potential for optimizing energy use in a hybrid electric vehicle (HEV) [24]. Recently, Shen et al. [25] proposed an energy management strategy for a PHEV bus using speed profile predictions based on Markov’s chain. They were able to reduce fuel consumption by 3.11%–7.9% by using Model Predictive Control. Liu et al. [26] also developed an energy management based on Markov’s chain to generate probability matrices of power demand for an hybrid vehicle.

The goal of the present study is to provide the most adapted energy management for a particular driving cycle under real driving conditions based on a predicted cycle and the corresponding control strategy. The trip includes the itinerary, which corresponds to the position of the vehicle between departure point and arrival as a function of time, the speed profile as a function of time and drivers habits. A same trip might be realized numerous times and each realization is called an occurrence. The driving cycle takes into account speed profiles, elevation and driver’s habits. The objective is to develop an energy management tool to optimize the energy distribution inside a plug-in series hybrid vehicle. This is done by a real-time control system, based on usual trips recognition, which adapts on-line the DP based control strategy for a previously recorded reference driving cycle in order to reach the best energy distribution along the particular forthcoming driving cycle. The work will lead to an innovative predictive management.

The following section presents a summary of vehicle usage in France and focuses on the analysis of the use in the Nièvre area due to an intensive measurement campaign. The innovative energy management based on driving cycle prediction is presented in Section III, including the optimization approach based on off-line and real-time strategies with the corresponding results. Finally, the article ends with Conclusions and Perspectives in Section 4.

2. Assessment of Vehicle Use

2.1. General Survey of Passenger Car Use in France

Creating the optimal control strategy for a PHEV first requires one to confirm that the mobility is mainly motivated by habits and constraints. According to previous surveys in France in 1994 and 2008 [27], more than 50% of trips are constrained by the needs to go working, studying or shopping (Figure 1). Such a stable distribution suggests that it could be possible to recognize and predict the trips, including destination and itinerary, during working days.

Furthermore, on a daily basis, the average distance travelled is below 30 km (Table 1), which is within the electric range of a PHEV. These values are averaged over numerous drivers and do not take into account driver behavior (speed profile and acceleration). Hence, it does not reflect the dependency
on driving style, road load and the car’s characteristics (power, weight, etc.). As previously mentioned by many authors [7,28,29], these parameters have a strong impact on the power demand and affect energy consumption. Therefore, they have to be considered for the energy management in order to reduce fuel consumption. Creating artificial realistic speed cycles is possible due to modeling [30]. Moreover, studying the use of vehicles under real driving conditions allows identifying whether a reduced number of trips are frequently reproduced. Thus, in the following we performed an identification of frequent trips, their associated speed profiles and a study of the influence of the driver behavior. The results from this mobility study are presented in the next subsection.

Figure 1. Distribution of local displacement motive on working days in France (adapted from [27]).

|                      | Ref. [13] | This Study |
|----------------------|-----------|------------|
| Daily Trips          | 3.15      | 2.95       |
| Distance (km)        | 29        | 40.8       |
| Duration (min)       | 49        | 61         |
| Average speed (km/h) | 35        | 39.2       |

The mobility survey presented in this study first aimed at comparing the previous statistics for France with the statistics in the rural context of the Nièvre department in France. The goal was to record, due to an autonomous acquisition system, real driving cycles and recognize frequent trips.

2.2. Design of the Experimental Study

In order to get statistical results in agreement with the previous census from the INSEE (Institut National de la Statistique et des Etudes Economiques) [31] in 2008, a representative panel, of 40 people, representing the working population in Nièvre has been defined to fulfill the criterion based on the quota method (age and sex). This is a required condition to obtain significant results. The detailed composition of the panel is presented in Table 2 and included 47% of women and 53% of men. The age distribution was nearly spread evenly between 20 and 60. To take into account the amount of working people older than 60 (French legal retirement age is 62), only one driver represented this age group. Each volunteer received a fully autonomous acquisition system fixed in the car during one month. Overall, the mobility study was performed during 4 months.
Table 2. Selection of tested driver by age and sex (male/female).

| Age Group | Percentage by Age | Distribution (M/F) | INSEE Data |
|-----------|-------------------|-------------------|------------|
| 20–30     | 18%               | 4/3               | 18.7%      |
| 30–40     | 25%               | 5/5               | 24.7%      |
| 40–50     | 29%               | 6/5               | 29.0%      |
| 50–60     | 26%               | 6/5               | 25.2%      |
| 60–70     | 2%                | 0/1               | 2.4%       |
| overall   |                   | 21/19             | 53% (M)/47% (F) |

Arduino systems were used to develop ten identical on-board data acquisition systems (Table 3). These autonomous systems works without any action from the driver once placed inside the vehicle, usually below the driver’s seat. Thus, the driver cannot see the acquisition system while driving and this reduces any potential bias due to a change of driving style. Each acquisition device includes a 9 axis inertial unit, a GPS and a 32 Go micro SD card for data storage. To avoid any power failure, 18 lithium-ion batteries (BRC 18,650, 3.7 V) ensure a one-month autonomy. The acquired data, recorded during one month at a frequency of 10 Hz, consist of date, time, GPS coordinates, speed and acceleration over 3 axes. Such a frequency corresponds to the frequency previously used in Ericsson’s study [8]. Greater acquisition frequencies (up to 500 Hz) were tested but they did not increase accuracy but increased the storage capacity needed. Moreover, the agreement between the 10 data acquisition systems and the comparison with a RTK GPS, which has a precision of a few centimeters, was validated on the same trip and showed very good agreement since the maximum difference between the data acquisition systems and the RTK GPS was less than 0.5 m. The energy difference generated over the trip was less than ±3%.

Table 3. Data acquisition system specifications.

| Function          | Component                  |
|-------------------|----------------------------|
| Platform          | Arduino                    |
| Position sensor   | GPS MT3339—accuracy: ±3 m  |
| Speed sensor      | GPS MT3339                 |
| Acceleration sensor| Inertial unit MPU9250     |
| Acquisition Frequency | 10 Hz                   |
| Data Storage      | SD card 32 Go              |
| Energy            | Battery pack 27 Ah—7.4 V   |

2.3. Results of the Mobility Study

The measurement campaign lasted 4 months and included 40 drivers. Overall, the database includes 2013 trips, which corresponds to 19,000 km (Table 4). Most trips were performed during week days. On a daily basis, the results presented in this study were in good agreement with a previous broader study performed in French rural areas [27] (Table 1). Even if the number of trips was very similar, the average daily distance was increased since the employment area and the housing area were often not close one from another and a motorway crossed the Nièvre. This also explains the increase of the average driving time and the average speed because 61.5% of the drivers used this motorway.

As previously mentioned, it can be noticed (Figure 2) that, on average, majority of drivers travelled around 30–40 km daily. This is in agreement with the previous study [27] and such a distance can be covered using the electric energy supply of a PHEV [6,9]. However, the distribution is quite large and a significant part of the drivers travelled up to 60 km per day. Finally, since this study also included travel performed during weekends, it can be noticed that longer trips were performed (more than 100 km) and this justified the use of a range extender since the autonomy of the battery was no longer sufficient. During this experimental study, the longest distance performed per day was 441 km.
Since, as shown by Figure 1, an important part of the trips is constrained, it should be possible to identify usual trips for each driver. This is the first step to optimize the energy use. To this end, a normalized cross-correlation factor, $\sigma$ (equation 1), was determined for each driver considering daily repetition based on the vehicle position during the trip. In this equation, which compares two trips ($f$ and $g$), $x,y$ and $u,v$ correspond to the coordinate ($x,u$: latitude and $y,v$: longitude) giving the vehicle position for the two respectively compared trips $f$ and $g$. In order to be compared, the length of trip $f$ has to be greater than the length of trip $g$. $\overline{f}_{u,v}$ is the average position of $f(x,y)$ in the region covered by $u$ and $v$.

$$
\sigma = \frac{\sum_{x,y} [f(x,y) - \overline{f}_{u,v}] [g(x_u,y - v) - \overline{g}]}{\sqrt{\sum_{x,y} [f(x,y) - \overline{f}_{u,v}]^2 \sum_{x,y} [g(x_u,y - v) - \overline{g}]^2}} \quad (1)
$$

Trips are considered identical if $\sigma$ is greater than 0.9. This level for the cross-correlation factor is chosen since the car location may differ from one trip to another for example due to different available parking spots, as previously mentioned by Pasaoğlu et al. [32] and two identical trips cannot be perfectly reproducible. Overall, the minimum and maximum distances between the departure or arrival points were respectively 1.5 m and 312 m. A difference was noticed between rural and urban areas since the maximum distance was greater in urban areas (312 m vs. 256 m for departure point and 151 m vs. 50 m for arrival points). This is probably due to the use of public or private parking place. Thus, for all different trips, it is possible to calculate the number of occurrences and evaluate the predictability of the trips.

For each starting point, the predictability is defined as the proportion of identical or similar trips ($\sigma > 0.9$) in the total number of trips starting from this point.

Table 4. Comparison of driving habits of 4 typical drivers during working days and weekends and overall database results.

|                | Working Days |        |        |        | Weekends |        |        |
|----------------|--------------|--------|--------|--------|----------|--------|--------|
|                | Number of   | Average | Predictability | Number of | Average  | Predictability |
|                | Trips       | Distance |         | Trips       | Distance |         |
| W 20/30        | 53          | 15 km   | 87%      | 2          | 119 km   | 28%      |
| M 30/40        | 70          | 9.9 km  | 90%      | 13         | 12.0 km  | 36%      |
| W 40/50        | 80          | 7.5 km  | 60%      | 21         | 10.6 km  | 10%      |
| M 50/60        | 35          | 5.6 km  | 80%      | 4          | 104 km   | 17%      |
| Overall database | 1563        | 8.9 km  | 82%      | 450        | 11.4 km  | 24%      |

Figure 2. Daily distance distribution for the drivers in the present study.
Since mobility is mostly constrained, a distinction is performed between working days and weekends when analyzing the results and identifying repetition of trips. First, the distinction shows that more than 75% (1563 trips out of 2013 trips) of the trips were performed during working days. A further analysis (Figure 3) revealed that, on working days, a majority of trips shows more than 10 repetition whereas on weekends, 50% of the trips were performed only once. Considering working days, 75% of the trips were repeated more than 5 times. Hence, this allows the identification of similarities, as presented in Table 4 for a selection of typical drivers and all the database. Overall, the correlation factor was greater than 82% during working days. However, some discrepancies appeared between a driver’s behavior since, for example, the trips performed by the woman between 40 and 50 (Table 4) were more numerous, had a limited distance and had a higher number of destinations. A deeper analysis shows that most trips were performed in urban areas and the driver may have used different itineraries to avoid traffic jams. This strongly reduced the possibility to identify similar trips and the predictability fell down to 60%.

Due to a reduced number of trips and repetitions during the weekend, prediction was also more difficult and the predictability dropped below 25%.

2.4. Evaluation of the Energy Needs

The measurements obtained during the mobility study were used in order to evaluate the energy and power needs using a static model. This static model calculated, based on vehicle characteristics and the vehicle speed, \( V_{\text{vehicle}} \), the forces that were applied on the vehicle due to Equation (2) where \( F_{\text{drag}} \) is the drag force, \( F_{\text{inertia}} \) the force needed to accelerate the vehicle due to its weight (no slope) and \( F_{\text{rolling}} \) the rolling resistance force. These forces are compensated by the powertrain power, \( P_{\text{powertrain}} \). With regard to the PHEV aspect, in the static model, the vehicle is equipped with a Li-ion battery and the energy management is a simple rule-based strategy (charge depleting mode until SOC = 20% followed by the charge sustaining mode). The internal combustion engine is modeled by the simple equation proposed by Asus et al. [33]. However, since the study was anonymous and no data were recorded about the vehicle characteristics, three reference vehicles have been chosen: a city car, a sedan and a SUV whose characteristics are presented in Table 5.

\[
P_{\text{powertrain}} = F_{\text{powertrain}}V_{\text{vehicle}} = \left( F_{\text{drag}} + F_{\text{inertia}} + F_{\text{rolling}} \right) V_{\text{vehicle}} \tag{2}
\]
Each vehicle performed all the 2013 recorded speed cycles and 19,000 km. Based on the static model, it is possible to compute the energy needed to perform each cycle and, due to the date information of cycle, to add all the energy needed during one day and calculate the overall daily energy needs. Figure 4 presents the energy distribution that is required to perform the trips on a daily basis for the three types of vehicles. For a city car, the results show that 95% of the daily energy needs would be covered by a 10 kWh battery, whereas a SUV requires at 14 kWh to cover 95% of the usual daily energy needs.

![Distribution of the daily energy needs](image)

**Figure 4.** Distribution of the daily energy needs.

With regard to the power requirements, a 100 kW powertrain would be sufficient to cover 95% of the power needed (Figure 5a). Of course, these values were impacted by the type of car used and the driver behavior during the experimental campaign. However, it can notice that a 50 kW powertrain covered 83% of the needs for a city car. As expected, the energy and power needs increase with the size of the car due to greater car weight and aerodynamic resistance.

In the case of an electric car equipped with a 40 kWh battery (Figure 5b), the power requirements were increased due to the weight of the battery, which was approximately 300 kg. Hence, in order to cover the same proportion, an 80 kW powertrain was needed to cover 86% of the power requirements of a city car and a 120 kW was required to 95% of the needs. However, such a battery electric vehicle would present a greater electric autonomy as evaluated along the WLTC cycle (Figure 6). The cost of the battery also increased (specific energy 120 Wh/kg, cost: 150 €/kWh). Therefore, in order to reduce the power requirements and the weight, it is more efficient to reduce the size of the battery and use a PHEV with an adaptive energy management.
3. Energy Management Based on Speed Cycle Prediction

The important objective of energy management of a PHEV is to meet the energy needs in a best way respecting real time constrains. This requires the knowledge of the driving cycles. As shown above a huge part of the trips were predictable. Those predictions could then be used to anticipate the energy needs during those common trips after accurately predicting the coming speed profile (see Section 3.1) and the calculation of the energy and power needs during the selected cycle based on a vehicle model (see Section 3.2). These elements were used to present a real time capable energy management (see Section 3.3). Results (see Section 3.4) show that the optimality could be as high as 98%.

3.1. Cycle Prediction

Based on their repetition, trips are sorted and stored as a function of the destination. Thus, it is possible, from a particular starting point and depending on the day, not only to identify potential destinations but also to identify the best energy distribution for this trip. First, depending on the day and the origin point, the trip presenting the highest likelihood was selected. It corresponds to the trip that is performed with the highest frequency (Figure 7). Second, each trip necessitates a characteristic speed cycle, which includes the driver behavior. Creating a speed cycle by averaging of the different
occurrence of the speed cycle cannot be used. Such a methodology artificially smooths the speed fluctuations and removes the driver behavior. Additionally, the use of a Markov chain process based on acceleration characteristics of the driver around the mean speed profile, similar to Souffran et al. [34], was tested but eliminated since the resulting speed cycle presents a higher speed fluctuation frequency than the real speed cycle and is not similar to a real speed cycle. The third way is to use a recorded real speed cycle, which has to be representative of all the recorded speed cycles stored for each trip. To find this most representative speed cycle among the stored ones, a cross-correlation is performed between all the cycles based on the velocity profile. The cross-correlation equation is analogous to Equation (1) but instead of comparing positions, the cross-correlation was performed based on speed profile as a function of time. Dynamic programming is realized offline on this real speed cycle in order to identify the most efficient energy distribution. After each new occurrence of a trip, the new speed cycle is compared to previously stored cycles using the cross-correlation and stored if its cross-correlation level is high enough. In order to converge to a highly representative speed cycle and reduce the influence of stochastic traffic issues (traffic jams, accident and road work), only the ten cycles with the highest cross-correlation criteria are kept.

Figure 7. Noao series hybrid race car.

3.2. Vehicle Model

The dynamic vehicle model of the PHEV used in this study was based on Energetic Macroscopic Representation (EMR). This representation has been developed based on the action/reaction rule between connected elements. It is widely used for hybrid vehicle and energy systems [35–37] due to its Inversion Based Control (IBC), which allows the development of control strategies for complex systems such as PHEV [38]. The model has been previously validated for the series hybrid electric racing car Noao (Figure 7) developed and tested in Magny-Cours [39] and whose characteristics are presented in Table 6. As the study was only concentrating on the use profile, no information about the vehicles used during the study was recorded. Moreover, due to the limited implementation in the market it is unlikely that a driver participating in the study used a PHEV. Therefore, the following investigation was done on the basis of the Noao vehicle. However, it could be adapted quite easily to any other kind of series hybrid plug-in hybrid vehicle by adapting the vehicle parameters.

Table 6. NOAO characteristics.

|                        |               |
|------------------------|---------------|
| Vehicle Weight         | 990 kg        |
| Frontal area           | 2 m²          |
| Drag coefficient       | 0.35          |
| Wheel friction coefficient | 0.012      |
| Internal combustion engine | 3 cylinders, displacement 1.0 L, direct injection |
| Generator characteristics | 54 kW at 4500 rpm, 120 Nm |
| Electric engine characteristics | 280 kW, 800 Nm |
| Battery pack           | 3 Li-ion batteries, 520 V and 39 Ah |
Due to the different blocks (Figure 8), all the different components of the powertrain (thermal and electrical) were modeled. In order to respect the speed cycle, the vehicle had to overcome all the applied efforts (aerodynamics, inertia and friction), which were used to calculate energy and power needs. Thus, the model calculated the fuel mass flow rate and the state-of-charge (SOC) of the battery.

\[
V_{oc} = -1.031e^{-35 \text{SOC}} + 3.685 + 0.2156 \text{SOC} - 0.1178 \text{SOC}^2 + 0.321 \text{SOC}^3
\]

(3)

\[
V_{bat} = n_{cell}(V_{oc} - R_{int}i_{bat})
\]

(4)

The mass flow rate of fuel, \(m_{fuelr}\), is linked to the torque delivered by the engine, \(T_{ICE}\), due to the very simple Equation (5) proposed by Asus et al. [33], which takes into account the indicated efficiency of the engine, \(\eta_i\), the lower heating value of the fuel, \(LHV\), the friction losses, \(P_{fr}\), and the engine speed, \(\omega\) (Equation (5)).

\[
T_{ICE} = \frac{\eta_i m_{fuel} LHV - P_{fr}}{\omega}
\]

(5)

First, to validate the model, the rule-based energy management of the Noao was used in the dynamic model. The model is able to accurately reproduce the power profile of the electric motor and the fuel consumed by the spark ignition engine. Thus, with regard to the state-of-charge profile over the speed cycle, the maximum error between the real experimentally recorded profile and the numerically modeled profile was below 1%.

3.3. Optimization Strategy

3.3.1. Off-Line Strategy

It is generally understood that the optimum energy management can be achieved using Dynamic Progaraming (DP) [12,23]. However, this strategy is based on a backward calculation, which needs the a priori knowledge of the entire driving cycle. Both the a priori aspect and the long computing time make it impossible to use DP in real time. Even for off-line calculation, in order to reduce the computation time, the equations modeling the electric engine and the generator are replaced by lookup tables providing the efficiency as a function of the rotating speed and torque. These simplifications of the model did however not introduce noticeable difference with regard to fuel consumption and SOC. Therefore, the optimized energy management along a performed trip is determined off-line a
posteriori using Dynamic Programming. It takes into account the trip characteristics (speed cycle, SOC and fuel consumption). In the reminder of the work in order to assess the quality of a control, the DP for each cycle is used as reference.

The algorithm used is based on the one developed by Sundström and Guzzella [41], which is modified in order to minimize the cost function, $J$, corresponding to the mass of fuel used for the trip (Equation (6)) It is calculated based on the mass flow rate of fuel, $m_{fuel}$ during the time-step $T_s$. The state variable in this study corresponds to the SOC (Equation (7)) and the input variable to be adjusted is the power distribution, which corresponds to the ratio between the power delivered by the internal combustion engine and the total power needed.

$$J = \int_0^{N-1} m_{fuel} T_s$$ (6)

$$SOC_{k+1} = SOC_k + \frac{V_{bat} - \sqrt{V_{bat}^2 - 4 P_{bat} R_{int}}}{2 R_{int} Q}$$ (7)

$P_{bat}$ corresponds to the power (in W) delivered by the battery, which has a capacity, $Q$, (in Ah).

The results for a selection of five similar speed cycles corresponding to five different occurrences of the same trip (19.2 km with an average speed of 44 km/h) are presented in Table 7. In order to promote the use of the internal combustion engine and avoid a cycle performed only using the battery, the starting SOC was reduced down to 0.54. Thus, the goal is to reach destination with the lowest SOC considering that a charging infrastructure will be available. As such, the final SOC was 0.37. Now the question occurs if the energy management identified for the most representative speed cycles (i.e., cycle 5 determined by cross-correlation) can be applied successfully for all occurrences of the same trip. Therefore, the energy distribution determined using DP for the most representative speed cycle was applied directly on the other occurrences of this trip. The resulting fuel consumption was up to 7% higher than the optimal fuel consumption obtained due to DP. The example presented in Table 7 for a trip is representative of the whole database since the same procedure applied to all trips with at least double occurrence the database results in an average increase of the fuel consumption by 5.8%. Therefore, applying the DP results from another speed cycle did not lead to the optimal energy management and an adaptive real time strategy is needed.

| Cycle Number | 1 | 2 | 3 | 4 | 5 |
|--------------|---|---|---|---|---|
| Correlation factor $\sigma$ (speed) | 0.983 | 0.979 | 0.976 | 0.981 | 1 |
| DP Fuel consumption (L) | 0.73 | 0.64 | 0.61 | 0.73 | 0.70 |
| Cycle 5 strategy (L) | 0.79 | 0.67 | 0.65 | 0.77 | 0.70 |
| Fuel consumption increase (%) | 7.5 | 4.4 | 6.1 | 5.2 | / |

3.3.2. Real Time Strategy

One promising approach for real-time control is based on Model Predictive Control (MPC), which uses an explicit model and a prediction of the future in order to generate a control, minimizing a cost function [42,43]. The potential of MPC has been demonstrated for the energy management of hybrid vehicles [44,45] and other energy management applications [46–48]. The energy management strategy is highly dependent on environmental parameters such as traffic or weather. Therefore, the speed cycle is commonly cut in time steps in order to obtain a prediction horizon over a foreseeable window and optimize the strategy over this window [49,50]. The novel real-time energy management strategy is combining the DP results of the most representative cycle and the MPC. Therefore, it minimizes the difference between (i) the actual fuel consumption achieved with the energy distribution selected at time t and (ii) the optimal energy distribution over the most representative cycle determined due to the DP of the reference cycle. Then, the energy management is calculated over the prediction horizon.
An optimality factor, \( OF \), compares the fuel consumption obtained using the presented strategy with the minimum fuel consumption computed off-line due to DP (Equation (8)).

\[
OF = \frac{DP\ Fuel\ consumption}{Optimised\ Fuel\ consumption}
\]

As previously discussed by Debert et al. [51], the length of the prediction window has an impact on the optimization strategy and a trade-off between the optimality, the computing time and the adaptation to new events has to be taken into account. To evaluate its impact, the duration of the prediction window has been changed from 10 s up to the entire cycle duration, which corresponds to the direct use of the dynamic programming strategy and the optimality factor has been calculated (Table 8). The speed cycle used for this study (Figure 9) includes an urban part (up to \( t = 60 \) s), an extra-urban part (between 60 and 135 s) and a motorway part (between 135 and 470 s). A window with a length of 60 s gives a reasonable optimality factor and has been chosen for the strategy. This length is greater than the duration previously used by Debert et al. [51] but seems reasonable since the trip is predicted with good confidence. A greater length would lead to longer computation time and would prevent the use of this strategy in real time.

Table 8. Impact of the window length on the optimality factor.

| Duration of Prediction Window | 10 s | 20 s | 30 s | 40 s | 50 s | 60 s | 120 s |
|------------------------------|------|------|------|------|------|------|-------|
| Optimality factor (OF)       | 0.92 | 0.934| 0.951| 0.960| 0.971| 0.987| 0.991 |

![Figure 9](image-url) Speed cycle used for the impact of the window length (blue solid line) and speed cycle with speed limit change (red dashed line).

3.3.3. Strategy Implementation

Figure 10 presents a flow chart that details the different steps of the use of this novel real-time strategy. The first part (in red) corresponds to the prediction of the forthcoming cycle as presented in Section 3.3.1. The second part (in blue) presents the practical application of the pre-determined strategy due to the use of the MPC during the trip. Finally, at the end of the trip, the database was updated based on the newly performed speed cycle.

The goal of the strategy is to forecast which will be the energy needs during the forthcoming cycle in order to adapt and optimize the energy distribution. Typically, the energy management is able to promote the use of the electric motor in order to reduce the SOC prior to a forecasted regenerative braking, as applied by Li et al. on buses [45]. Thus, the available kinetic energy and/or potential energy can be stored in the battery.

With regard to the implementation, the energy management will need some time in order to create the database and store the potential trips. Once the database is filled with enough occurrences,
based on the starting point position, it will be possible to forecast with a high level of confidence the forthcoming speed cycle. However, in order to limit the size of data storage and reduce the impact of perturbed speed cycles for each trip, only the ten cycles with the highest correlation factor were kept as stated in Section 3.1.

![Optimization strategy flow chart](image)

**Figure 10.** Optimization strategy flow chart (red: prediction; blue: real-time strategy due to Model Predictive Control (MPC); green: update and DP calculation performed off-line).

### 3.4. Results

The novel real-time strategy based on a combination of the DP of the reference cycle and a MPC using the actual cycle was applied on all trips with more than one occurrence in the database. As an example, the reference cycle of a trip is presented in Figure 8, corresponding to cycle 5 in Table 7. The results applying the novel control strategy to all trips recorded in the database are presented in Figure 11. In conclusion, it can be seen that an optimality factor of 0.95 was reached for all trips of the database recorded during week days and more the 50% of the trips present an optimality factor greater than 0.98.

![Distribution of the optimality factor over the database](image)

**Figure 11.** Distribution of the optimality factor over the database.

However, probably the biggest shortcoming of the proposed energy management strategy is the fact that the speed cycle that was predicted may not be correct. In fact, many different trips might exist from the same starting point. In this case, once the deviation is detected a new selection of possible trips is performed in order to select the trip with the next highest probability and the associated energy distribution calculated by DP. As the actual energy distribution might not correspond to the optimum at the beginning of the trip, this leads to a decrease of the optimality factor (Figure 12). However, even if in this case the energy management strategy was not optimized it still stayed robust and the PHEV could finish its trip securely.
Finally, it has to be studied what happens when some unpredicted speed changes occur during the trip due to perturbed traffic. In this case a perturbation resulting in a speed reduction from 110 to 90 km/h (Figure 9) was studied. In such a case the optimality factor will be reduced. However, the energy management strategy might be adapted in the future for example due to the integration of road signs recognition and/or Intelligent Traffic System (ITS).

4. Conclusions and Perspectives

As revealed by an extensive experimental mobility study including 40 drivers during 4 months during which more than 19,000 km were performed, mobility is mostly constrained during working days. The experimental study also revealed that, on a daily basis, each driver performed three trips covering a total distance of 40 km. Such a distance could be covered using the battery of a plug-in series hybrid vehicle. In addition, a 10 kWh battery would be sufficient to cover 95% of the driver’s needs. From this analysis, it is possible to predict the journey based on drivers habits recognition and apply an optimization strategy in order to reduce fuel consumption. Thus, a novel energy management strategy based on MPC and DP for the predicted trip has been developed for a plug-in series hybrid vehicle. It includes the prediction of the journey based on a cross correlation calculation and a cycle prediction based on the selection of the journey with the highest occurrence number from the location of the current starting point and the DP result of this trip.

Finally, it has to be studied what happens when some unpredicted speed changes occur during the trip due to perturbed traffic. In this case a perturbation resulting in a speed reduction from 110 to 90 km/h (Figure 9) was studied. In such a case the optimality factor will be reduced. However, the energy management strategy might be adapted in the future for example due to the integration of road signs recognition and/or Intelligent Traffic System (ITS).

4. Conclusions and Perspectives

As revealed by an extensive experimental mobility study including 40 drivers during 4 months during which more than 19,000 km were performed, mobility is mostly constrained during working days. The experimental study also revealed that, on a daily basis, each driver performed three trips covering a total distance of 40 km. Such a distance could be covered using the battery of a plug-in series hybrid vehicle. In addition, a 10 kWh battery would be sufficient to cover 95% of the driver’s needs. From this analysis, it is possible to predict the journey based on drivers habits recognition and apply an optimization strategy in order to reduce fuel consumption. Thus, a novel energy management strategy based on MPC and DP for the predicted trip has been developed for a plug-in series hybrid vehicle. It includes the prediction of the journey based on a cross correlation calculation and a cycle prediction based on the selection of the journey with the highest occurrence number from the location of the current starting point and the DP result of this trip.

Finally, it has to be studied what happens when some unpredicted speed changes occur during the trip due to perturbed traffic. In this case a perturbation resulting in a speed reduction from 110 to 90 km/h (Figure 9) was studied. In such a case the optimality factor will be reduced. However, the energy management strategy might be adapted in the future for example due to the integration of road signs recognition and/or Intelligent Traffic System (ITS).

Based on an existing dynamic vehicle model, which includes the modeling of the internal combustion engine and the electric powertrain (from battery to electric engine and generator). The proposed strategy for the energy management is applied and tested. It proves to be efficient and allows one to reach a fuel consumption only 5% higher than the optimal fuel consumption calculated due to DP. This optimality depends on the window length for the prediction and the correct prediction of the speed cycle. A reduced window length or a cycle change results in a decrease of the optimality.

In order to improve the prediction, it could be useful to take into account calendar data like day of week or starting time and to compare the instantaneous car location to the previously stored starting position. In this case, the prediction can be improved. Additionally, it could be useful to integrate road signs recognition and/or Intelligent Traffic System (ITS). Finally, this optimization strategy only focuses on fuel consumption and does not consider the pollutant emissions. A more global optimization tool should take them into account in order to find the best trade-off between fuel consumption and pollutant emissions.
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