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Abstract

Aim: The idea of combining predictions from different models into an ensemble has gained considerable popularity in species distribution modelling, partly due to free and comprehensive software such as the R package BIOMOD. However, despite proliferation of ensemble models, we lack oversight of how and where they are used for modelling distributions, and how well they perform. Here, we present such an overview.

Location: Global.

Methods: Since BIOMOD is freely available and widely used by ensemble species distribution modellers, we focused on articles that apply BIOMOD, filtering the initial 852 papers identified in our structured literature search to a relevant final subset of 224 eligible peer-reviewed journal articles.

Results: BIOMOD-based ensembles are used across many taxa and locations, with terrestrial plants being the most represented group of species (n = 72) and Europe being the most represented continent (n = 106). These studies often focus on forecasting distributions in the future (n = 109), and commonly use presence-only species data (n = 139) and climatic environmental predictors (n = 219). An average of six models are used in ensembles, and approximately half of ensembles weight contributions of models by their cross-validation performance. However, discussion about choices made in the modelling process and unambiguous information on the performance of ensemble models versus individual models are limited. The use of independent data to validate model performance is particularly uncommon.

Main conclusions: We document the breadth of ensemble applications, but could not draw strong quantitative conclusions about the predictive performance of ensemble models, due to lack of unambiguous information reported. Understanding how and where ensembles are best used when modelling species distributions is important for enabling best choices for different applications. To enable this objective to be achieved, we provide recommendations for thorough reporting practices in a BIOMOD-based ensemble workflow.
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Species distribution models (SDMs) are an increasingly important tool in ecology, biogeography and conservation sciences. Correlative SDMs are models that use species–environment relationships to explain and predict distributions of species. SDMs have broad applications, including exploring ecological and evolutionary hypotheses, invasive species management, reserve planning and predicting the impact of past and future climate change on species and communities (Guillera-Arroita et al., 2015; Guisan & Thuiller, 2005; Hijmans & Graham, 2006). There are now many methods used for distribution modelling, varying in how they approach model selection, how they define fitted functions and interactions, whether they can handle imperfect detection and sampling biases and so on (Franklin, 2010; Guisan, Thuiller, & Zimmermann, 2017; Peterson et al., 2011). For example, statistical regression models such as generalized linear models (GLMs, McCullagh, 1984) compute species occurrence as parametric functions of environmental variables whereas random forests (RF, Breiman, 2001) are based on machine-learning decision tree approaches. Predictive outcomes across SDM methods are known to be variable, and the choice of modelling method can significantly affect model predictive performance. However, no one method is consistently superior in performance across species, regions and applications (Elith et al., 2006; Pearson et al., 2006; Segurado & Araújo, 2004). This makes it difficult to choose which method (individual model hereafter) to use, prompting the idea of combining predictive outputs from different models in a so-called ensemble (Araújo & New, 2007).

The underlying philosophy of ensemble modelling is that each individual model carries both some true “signal” about the relationships the model is aiming to capture, and some “noise” created by errors and uncertainties in the data and the model structure. Ensembles combine models with the intention of obtaining better separation of the signal from noise (Araújo & New, 2007; Dormann et al., 2018). Ensemble modelling has a history in other fields dealing with complex and dynamic systems, such as economics (Gregory, Smith, & Yetman, 2001) and meteorology (Sanders, 1963), and is thought to be traceable to the earliest days of statistical sciences (de Laplace, 1818). The concept of ensemble is widely used in machine learning, often with complex classifiers built by combining many simple modelling units. These types of ensembles have been shown in many cases to have superior predictive performance to individual models (Friedman & Popescu, 2008; Seni & Elder, 2010). They use a variety of methods (including bagging and boosting, Dietterich, 2000) to form the ensemble and are integral to a number of methods used in species distribution modelling (e.g., Cutler et al., 2007; Elith, Leathwick, & Hastie, 2008; Hardy, Lindgren, Konakanchi, & Huettmann, 2011).

A popular variant of SDM ensembles emerged over a decade ago from within the species distribution modelling research community, and here, we are interested to study that variant. Early ideas emphasised use of SDM ensembles for forecasting species distribution changes under future climates (the term “consensus forecast” is often used in this context, Araújo & New, 2007; Thuiller, Lafourcade, Engler, & Araújo, 2009) and focused on ensembles across modelling methods. This contrasts with the idea of ensembles or averages across multiple instances of the same method, such as in model averaging of regression models with different combination of predictors (Burnham & Anderson, 2003), or ensembles of trees such as boosted trees or RF (Hastie, Tibshirani, & Friedman, 2009). From here on we focus on the ensembles-across-methods ideas that have emerged in the SDM literature, in the interest of targeting a widely used approach in species distribution modelling and understanding its use and performance. We note that, within this literature, some users focusing on climate change view the consensus forecast as consensus across model predictions and future climate change scenarios (e.g., combinations of emission scenarios and global circulation models). However, to enable review across the range of applications, we focus here on ensembles-across-methods (i.e., algorithms), regardless of whether they are also across future climate scenarios.

Various strategies exist to combine predictions from individual models into an ensemble, the most intuitive of which is simply taking the mathematical mean or median across predictions, irrespective of whether such predictions are binary or continuous. More complex approaches involve “weighting,” scaling predictions of different models by weights based on some measure of predictive performance (Araújo & New, 2007). These weights are often derived by validating predictions from individual models on some test data. Weighting is thought to improve how well the ensemble predicts (Araújo & New, 2007; Marmion, Parviainen, Luoto, Helikoinen, & Thuiller, 2009), although weighted ensembles also require more effort to produce as the individual models need to be validated before they can be combined (although users of unweighted ensembles may also choose to do so).

We choose BIOMOD (Thuiller, 2003; Thuiller et al., 2009) as our focus because BIOMOD is the most well-known and well-established ensemble software created within the SDM community, it is freely available, and we expect its use to continue. Other approaches are also available but often tailor-made by specific groups of researchers, and not necessarily widely used by the broader community. BioEnsembles is a notable example (Diniz-Filho et al., 2009), but there are also several ensemble modelling examples without specialised tool sets (e.g., Crimmins, Dobrowski, & Mynsberge, 2013; Hardy et al., 2011). Mention of BIOMOD-based ensembles is increasingly popular in the SDM literature. A search of citations of the two BIOMOD introductory papers (Thuiller, 2003; Thuiller et al., 2009) on ISI Web of Science database (searched on 07/06/2017) yields 829 unique results, with 254 of them published in the 3 years prior to June 2017. Despite this proliferation, there is not yet an overview of published studies employing these types of ensemble methods. Such an overview is an important part of understanding modelling approaches and how they perform. Here, we aim to fill this knowledge gap by providing a review of SDM studies that used BIOMOD-like ensemble modelling. We summarize these in terms of their studied
species, geography, data and choices in modelling methods, as a prelude to analysing evidence on model performance of both the ensembles and the individual models, as reported in these studies. As we started this study, our ultimate aim was to enhance understanding of how these types of ensemble models perform in their applications, how sensitive they are to choices made in the modelling process, and whether they are particularly suited to some situations over others.

## 2 | BACKGROUND: USE OF ENSEMBLES LIKE BIOMOD

Many users cite the superior predictive performance of ensembles over individual models (as seen in Crossman & Bass, 2008; Marmion et al., 2009) as justification for choosing them. However, individual models have also been shown to outperform ensemble models (Crimmins et al., 2013). It is reasonable to believe another important contributor to the popularity of ensembles is the existence of comprehensive free ensemble modelling tools, such as BIOMOD.

BIOMOD provides a suite of methods and tools relevant to the problem of modelling distributions, such as the ability to quickly build individual models and to combine them in different ways. BIOMOD was first developed in the S-Plus language environment in 2003 (Thuiller, 2003) and was later ported to the R statistical language environment (R Core Team, 2016) as a package under the name “biomod2.” The latest version of “biomod2” (ver. 3.3-7; Thuiller, Georges, Engler, & Breiner, 2016) is capable of computing SDMs with up to 10 different modelling methods (for a full list, including abbreviations of model names used from here on, see Table 1). “biomod2” can combine these individual models using various approaches to form ensembles, including: Weighted Mean, Mean, Median, and Committee Averaging. The first three approaches correspond to the ensemble strategies previously introduced, while the last one, Committee Averaging, transforms probabilistic predictions from the single models into binary predictions using a threshold, and then averages them. Users of “biomod2” can choose which individual models they want to include in the ensemble. For example, they could use all individual models available, or use only models that performed better than a specified threshold on a selected metric.

Another major module in “biomod2” is model evaluation. The evaluation statistics, useful in their own right, are also used as a basis for weighting models in Weighted Mean ensembles, and for determining which individual models to exclude from the ensemble due to poor performance. “biomod2” allows evaluation of models based on several metrics derived from a confusion matrix, including sensitivity (proportion of true positives correctly identified), specificity (proportion of true negatives correctly identified), area under curve (AUC) of receiver operating characteristics (Hanley & McNeil, 1982), and true skill statistics (TSS; Allouche, Tsoar, & Kadmon, 2006). These latter two evaluation metrics are indicators of discrimination capacity, which quantifies how well the

### Table 1 Classes of SDM modelling methods available in BIOMOD

| Name                              | Abbreviation<sup>a</sup> | Required data<sup>b</sup> | References            |
|-----------------------------------|---------------------------|---------------------------|-----------------------|
| Generalized linear models         | GLM                       | Presence/absence          | McCullagh (1984)      |
| Generalised additive models       | GAM                       | Presence/absence          | Hastie and Tibshirani (2004) |
| Multivariate adaptive regression splines | MARS                  | Presence/absence          | Friedman (1991)       |
| Classification tree analysis      | CTA                       | Presence/absence          | Breiman (1984)        |
| Mixture discriminant analysis     | MDA                       | Presence/absence          | Hastie, Tibshirani, and Buja (1994) |
| Artificial neural networks        | ANN                       | Presence/absence          | Ripley (2007)         |
| Random forests                    | RF                        | Presence/absence          | Breiman (2001)        |
| Boosted regression tree           | BRT                       | Presence/absence          | Elith et al. (2008)   |
| Maximum Entropy                   | MaxEnt                    | Presence-background       | Phillips, Anderson, and Schapire (2006) |
| Bioclimatic envelope              | BIOCLIM                   | Presence-only             | Busby (1991)          |

<sup>a</sup>Note that the “biomod2” package uses different names for some of the classes (cf. Thuiller et al., 2009), that is generalized boosted model (GBM) instead of boosted regression tree (BRT), and surface-range envelope (SRE) instead of BIOCLIM. <sup>b</sup>Presence-only data can be supplied to some presence/absence methods by selecting background points, however one should interpret model outputs in these situations as relative but not absolute probability of species occurrence, consistent with other presence-background methods.
model can distinguish presences from absences (or presences from background samples, when absences are unavailable). As held-out subsets of the original dataset are often used for model evaluation (known as cross-validation, CV), strategies for partitioning data into subsets are provided in “biomod2.” The package also allows users to define their own subsets or use a completely independent dataset for evaluation.

3 | METHODS FOR LITERATURE REVIEW

To scan for BIOMOD-relevant studies, we considered those articles that have cited any of the two introductory BIOMOD papers (Thuiller, 2003; Thuiller et al., 2009). We searched the literature using both ISI Web of Science and Google Scholar, with our own search protocol modified from the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) scheme for systematic reviews and meta-analyses (Moher, Liberati, Tetzlaff, & Altman, 2009). We directly searched for all citing articles (up to October 2016 when this review was initiated) of Thuiller (2003) and Thuiller et al. (2009) in the Web of Science database, yielding 443 and 475 results respectively (787 in total after removing duplicates). We complemented this search result with Google Scholar database, where we searched for the keyword “ensemble” within the citing articles of Thuiller (2003) and Thuiller et al. (2009), yielding 260 and 577 results each (648 in total after removing duplicates). These were a pruned subset of all returned in Google Scholar: We manually excluded grey literature and non-eligible results (non-English publications and inaccessible articles). Alternative keywords “model averaging” and “consensus” were also tested in Google Scholar but the SDM-relevant results tended to be a subset of the “ensemble” search results and thus these terms were not pursued further.

After combining the pools of results and removing duplicates, we further removed any publication that was not a peer-reviewed journal article (theses, book chapters etc.). We then screened the abstracts of remaining articles, removing any that did not include a specific study using correlative SDMs. These removed papers were generally either not SDM-oriented or were SDM discussion/review papers that did not include actual analysis. After screening, 694 papers were retained and then read in full (see Supporting Information Appendix S1 for the complete list of assessed papers). From these, we only retained those papers that unambiguously used an SDM ensemble of the type we defined earlier. On this basis 473 were rejected; for a visualisation of the selection workflow and further details of reasons for rejection, see Figure 1.

Our literature search resulted in a final sample of 224 eligible papers which were reviewed in detail (including reviewing Appendices and Supplementary Materials where applicable, Appendix S2). From the 224 papers retained for synthesis, we documented the following items of information:

3.1 | Target species
We categorised modelled species into eight broad categories: plants, birds, herpetofauna (amphibians and reptiles), mammals, invertebrates, fish, mixed taxa and viruses or bacteria; we also made the distinction between marine and terrestrial/freshwater species.

3.2 | Data details
The quality and quantity of data is especially important for performance of models (Araújo & Guisan, 2006) and to their suitability for particular end-uses (Guiller-Arroita et al., 2015). Therefore, we documented: (a) the number of species records; (b) whether species absence records were used in modelling; and (c) spatial extent and resolution of data.

3.3 | Predictor variables
We documented the number of predictors considered by studies, and broadly categorised predictors into four classes based on the nature of predictors: (a) climatic: climate and vegetation; (b) biological: presence of another species (excluding those relating to vegetation); (c) geological: topography (including bathymetry and hydrology for non-terrestrial studies), landcover types, soil and geology; and (d) anthropogenic: presence of human activities (including human-modified landcover types).

3.4 | Model transfer
Some applications of SDMs, such predicting species responses to climate change or potential biological invasions, require prediction to new times and places (referred to as model transfer hereafter; Randin et al., 2006; Sequeira, Bouchet, Yates, Mengersen, & Caley, 2018). Model transfer often involves extrapolation of species–environment relationships outside the environments sampled by the species data. The performance of SDMs for such applications is known to be affected by several factors, and predictions often deemed less reliable (Dormann, Gruber, Winter, & Herrmann, 2010; Elith & Leathwick, 2009; Fitzpatrick & Hargrove, 2009; Guisan & Thuiller, 2005; Thuiller, 2004). As ensemble modelling is proposed as a useful approach for dealing with the uncertainties of extrapolation (Araújo & New, 2007; Marmion et al., 2009; Thuiller et al., 2009), we aimed to assess whether the majority of ensemble modelling papers indeed involved model transfer, and to summarize why transfer was required.

3.5 | Modelling methodology
We documented the various choices made in the process of modelling: (a) Number and type of individual models built; (b) Tuning of individual models, meaning the approach and settings used for fitting individual models; options vary with algorithms, and include aspects such as choice of model selection technique for a GLM
We documented results on model performance where provided. In particular, we noted if ensemble models were compared to individual models, and whether models were cross-validated or validated on independent data (here we define independent data as data that are independently collected from data used in model fitting; e.g., data collected in a different time period or location, or data collected by a different group of recorders).

4 | RESULTS AND DISCUSSION

We observe that BIOMOD-like ensembles have been used in a diverse range of applications; here, we summarize the main aspects of these ensemble SDM studies.

4.1 | Species and geography

A wide variety of species are modelled. The most represented taxonomical group is terrestrial plants, followed by invertebrates and...
birds (Figure 2a), consistent with the broader applications of SDMs (Elith & Leathwick, 2009). Seventy reviewed studies model distribution of a single species and the remaining 154 model more than one species (no. of species in multispecies models ranges from 2 to 8,472 with median = 29 and mean = 434). Among reviewed studies, 26 model species across taxonomical groups, or model distribution of response variables other than biological species (e.g., landform processes in Aalto & Luoto, 2014). The geographical focus of reviewed studies is heavily biased towards Europe (106 studies, Figure 2b), which in some studies also include surrounding regions (the Mediterranean areas of Asia and North Africa). Terrestrial or freshwater species are modelled more often than marine species (208 and 16 studies, respectively). Data used in these studies vary greatly in raster resolution, with grid cell size ranging from 5 by 5 m in small scale regional studies, for example Engler et al., (2013) to ~110 by 110 km (or 1-degree longitude/latitude) commonly used in global models. The median value for cell size is ~5 by 5 km and the mean value is ~16 by 16 km. The above summary of cell size excludes 30 studies that use stream segments as spatial units to model aquatic species or that do not make spatial predictions.

4.2 | Data and predictors

Among reviewed studies, 85 use species absence data in their models (among which two also use data on species abundance, or density in grid cells). The remaining 139 studies build their models with only species presence information. The quantity of species records used in modelling varies, and in multispecies modelling studies it is often difficult to discern the exact number of records used per species, therefore here we summarize only for single species studies (n = 70): presence-absence (PA) records used range from 19 to 39,645 (median = 1,002 and mean = 4,347) and presence-only (PO) records range from 14 to 128,653 (median = 360 and mean = 3,851). Nearly all studies use climatic predictors (n = 219), unsurprisingly as

FIGURE 2 (a) Summary of studied species and data type among a sample of 224 ensemble species distribution model studies identified through reviewing literature citing BIOMOD. Floating numbers represent total count of single/multispecies studies within each taxonomical group. For abbreviation of taxonomical groups: B = Birds, F = Fish, M = Mammals, H = Herpetofauna (reptiles and amphibians), I = Invertebrates, P = Plants, V = Viruses, Mix = organisms from more than one of the aforementioned categories, or non-biological response variables. (b) Frequency of continental or oceanic bodies being targeted by sampled studies. Floating numbers represent count of papers
climate likely drives distribution patterns of most species at large scales. Geological and anthropogenic predictors are used less frequently ($n = 113$ and $42$, respectively), and biological predictors are only used in three studies. The median and mean number of predictors fitted to models are $8$ and $8.8$, respectively (excluding studies that do not specify the predictor used or use varying numbers of predictors to fit multiple sets of models, $n = 26$).

### 4.3 Model transfer

We observe that the scope of ensemble SDM applications has expanded beyond the initial dialogue around forecasting distribution changes into the future, although predicting species responses to future climate change is still the most common motivation for users of BIOMOD-like ensembles (109 studies). Sixteen model-transfer studies project distribution to past conditions (e.g., past climatic conditions simulated by global circulation models or past land-use conditions prior to human modification), and seven studies predict distribution in both past and future conditions. Other studies focus on transferring predictions across spatial horizons, with eight studies predicting invasion or expansion outside native habitats, and two predicting invasions under climate change scenarios (spatial and temporal transfer). Finally, three studies predict to new environments in which species data have been collected (different time period or invaded range) to specifically evaluate the transferability of their models (e.g., Crimmins et al., 2013). The remaining 79 studies do not transfer their models.

### 4.4 Methodology

In contrast to the diverse applications of models, modelling methodologies employed by these studies are generally similar. This is largely a consequence of how we construct our review set, and the consistency in approach across ensemble applications. Among reviewed studies, 12 explicitly report not using BIOMOD but using their own codes or other toolboxes such as BioEnsembles. However, the methodologies employed by these 12 studies are closely related to those of BIOMOD and thus relevant to our review focus. The remaining studies all use BIOMOD, likely in the form of the package “biomod2” implemented in R (specific version number of BIOMOD reported in 57 studies).

On average six individual models are used in ensembles (median = 6 and mean = 6.2). Regarding specific modelling approaches (see details and acronyms, Table 1), GLMs are most frequently used, with BRTs, RFs and GAMs closely following behind (Figure 3a); BIOCLIM is least frequently used (excluding the non-BIOMOD studies). The MaxEnt algorithm, popular among SDM users using PO data (Morales, Fernández, & Baca-González, 2017), was not implemented in BIOMOD until 2012 (as inferred from documentation of the “biomod2” package, Thuiller et al., 2016). It is not possible to unequivocally analyse choice of methods among those available because users often do not always specify what methods were available or what version of BIOMOD they used. Using the 2012 inclusion date as a cut-off (Figure 3a) MaxEnt can be seen to be a popular choice among the set of methods used for PO data. Other methods (e.g., GLM, GAM, BRT, RF) are more often used, perhaps because users prefer them or perhaps because—despite the post-2012 date—their analyses use earlier versions of BIOMOD without MaxEnt. While all reviewed studies report the algorithms used for their individual models, we are largely unable to identify procedures used to tune these algorithms, or the tuned parameters used in final individual models. This hinders our ability to understand approaches taken by modellers (Golding et al., 2018; Naimi & Araújo, 2016). Only 47 out of 224 reviewed papers report tuning information, either by listing the specific tuning parameters used or by providing codes used for analyses. Furthermore, 40 studies report the use of default tuning options in BIOMOD. However, unless the default parameters are specified, our ability to faithfully reproduce these default models is limited, because BIOMOD defaults may have and may continue to change over time with ongoing development of the software, and default settings for older versions are not necessarily easy to determine even when version numbers are specified.

In our reviewed studies, individual models are often subject to an initial round of validation before they are combined, as a mean to provide weighting scores for Weighted Mean ensembles and to inform if some models should be excluded from ensembles due to poor performance. These procedures often assess predictive accuracy using one or more measures of discrimination derived from a confusion matrix (e.g., 168 studies using AUC and 116 studies using TSS). It is noteworthy that when “biomod2” is used to validate models, by default sensitivity and specificity are always reported, although not all users choose to discuss these results. In rare cases ($n = 7$), some measures of model calibration (how well predicted values fit observed values) are also used to assess individual model performance (e.g., Root Mean Square Error in Folmer et al., 2016). None of these seven studies use BIOMOD, which does not provide functionality for estimating calibration performance. Cross-validation is used in most of these individual model validations ($n = 204$). In cross-validation, different strategies can be used to divide data into calibration and validation subsets (Roberts et al., 2017), but the vast majority in our sample ($n = 198$) use BIOMOD’s default strategy of repeatedly and randomly resampling data into a calibration set and a validation set (e.g., dividing all data by 70/30% into each set, repeated 10 times). The remaining six use either jack-knife (holding a single data record out for validation each time; $n = 2$), or $k$-fold CV (dividing data into $k$ equal sized folds and cycling through folds with one being used for validation each time; $n = 4$). Although CV is often used in the initial validation of individual models, final individual models are often trained with all data available before they are combined in an ensemble. Aside from these 204 cross-validating studies, three studies use independent data to validate their individual models, and 10 studies use both independent validation and CV. The remaining seven studies do not explicitly report validating their individual models. Furthermore, we note that individual model performance is used to guide selection of models.
in ensembles by some studies (n = 85). In these cases, modelers either exclude individual models from ensembles based on a pre-selected arbitrary cut-off threshold of performance (e.g., AUC > 0.8), or choose to ensemble only the best-performing individual models (e.g., the top four algorithms out of eight).

In terms of ensemble methods, Weighted Mean, used by 113 studies, is by far the most popular (Figure 3b), possibly because it has been suggested to perform best (Marmion et al., 2009). The next most popular approaches were unweighted Mean and Committee Averaging (58 and 20 studies, respectively).

4.5 | Performance

Perhaps the most interesting result scientifically is how these ensemble models perform. Here the review results are disappointing. Despite the large number of papers (694 in our literature search) referring to BIOMOD, our review reveals that there is limited unambiguous information on the performance of ensemble models relative to individual modelling approaches. Only 46 out of 224 reviewed studies report the performance of ensemble models to individual models, predominantly by comparing ensemble models to the individual models used within the ensemble (rather than to independently tuned individual models). This is common practice in the BIOMOD applications, since most applications are not primarily exploring ensemble performance in comparison with that of other models or other model selection approaches. Furthermore, as many of our reviewed studies involve model transfer into novel environments, the performance of those models could not be directly evaluated in the unobserved prediction space.

Results from the 46 studies that do compare performance (Figure 4) generally favour ensembles over individual models: Ensembles are the best performing models in 21 studies, and in 17 studies while they do not always outperform the best performing individual models (i.e., are not always the best across species or across different metrics of model validation) they are still the best in some instances. Only eight studies provide evidence that ensembles are consistently, across species and metrics, worse than
at least one individual model. Among the 46 studies, 20 report performing both initial validations for individual models and additional final validations for both individual and ensemble models. The final validations use different data from those used in initial validations (eight use a held-out proportion of original data different from those used in initial validation, and 12 use independent data). The remaining 26 studies use the same data for validating both initial individual models and final ensemble models. In theory, we can expect that model performance assessed in this way could be biased towards "performance-informed" ensembles (i.e., Weighted Mean or ensembles selecting models performing best on evaluation data). This is because these ensembles could favour individual models that performed better on the held-out evaluation data, and therefore are primed to behave well on that held-out dataset in the final validation. However, we do not observe evidence of such a bias in the studies reviewed (there is no evidence that the performance of ensembles relative to individual models is different between those 26 studies and the other 20 studies; Pearson's chi-squared test, \( p \)-value = 0.40; also see Figure 4).

In our selected set of papers, two studies specifically aim to compare performances between ensemble and individual models (Crimmins et al., 2013; Marmion et al., 2009). Using a held-out proportion of original data for evaluation, Marmion et al. (2009) find ensemble models to outperform their individual counterparts. In contrast, using temporally independent data, Crimmins et al. (2013) find ensembles to be outperformed by GLMs. The remaining papers in our selected set report performance of both ensemble and individual models either because they investigate other factors affecting model performance (e.g., Breiner, Guisan, Bergamini, & Nobis, 2015 investigate performance of generic ensemble models vs. ensembles of single-predictor models), or perhaps because BIOMOD functions provide performance results by default (when using the same initial validation procedures for individual models and ensembles). In summary, while we were highly interested in understanding model performance and were initially planning a quantitative analysis of results to understand whether ensembles perform better in some circumstances or with some data compared with others, the evidence is insufficient for such analysis. The main problems

---

**FIGURE 4** Evidence of ensemble model performance relative to individual model performance, based on 46 studies reporting such information among a sample of 224 papers identified through reviewing literature citing BIOMOD. We distinguish whether ensemble models were validated on the same set of data as those used in initial validations for individual models, or whether an additional round of final validation is performed for all models, using a different set of data. Performance comparison results are categorised as: \( Y \) = ensembles are the best performing models; \( \text{MIX} \) = ensembles do not always outperform the best performing individual models (i.e., are not always the best across species or across different metrics of model validation) but are still the best in some instances; \( N \) = ensembles are consistently, across species and metrics, worse than at least one individual model.
are lack of evaluation on data not used to tune the ensembles and, more generally, lack of reporting of model performance.

4.6 | Use of ensembles

In the Introduction, we noted the continual growth in popularity of the ensemble approach in SDMs, and this review provides relevant data. Figure 5 presents the number of reviewed papers published each year since the initial release of BIOMOD in 2003. The figure also shows some key events in the development of ensemble SDMs, which may have contributed to the proliferation of ensembles.

The results above summarize the main trends in ensemble SDM use. Further specifics that may be of interest to particular readers are available in Supporting Information Appendix S2.

5 | LEARNING MORE

Our review provides a broad overview of the patterns and habits of BIOMOD ensemble users. However, we were unable to insightfully characterize these studies in terms of modelling choices and predictive performance of models, because documentation on these aspects is often lacking or ambiguous. For instance, while most studies reported what algorithms are included in the ensemble, relatively few detailed the version of BIOMOD being used and whether they used default settings or how they fine-tuned the individual models. We know that these methodological details are not central to the main aim of many authors, but documenting this information would create a deposit of knowledge on ensemble modelling that would enable meaningful meta-analyses regarding performance. Particularly, it could help to build-up a strong, data-driven picture of how ensembles perform under different conditions, and how the choices made in the modelling process affect model performance. This opportunity would only be possible if data and modelling methods were thoroughly documented by authors, and code and data made available. In this section, we discuss the methodological choices less explored and documented by authors in our sampled studies, and give suggestions to BIOMOD users on how to more usefully report their modelling processes, so that their publications can be used to provide substantial evidence about performance and to support best practice modelling.

Among modelling choices, data partitioning for cross-validation and model tuning are least discussed among the sampled papers. A suite of methods exists for partitioning data into training and evaluation sets, such as k-fold cross-validation or bootstrapping (Hastie et al., 2009). However, we observe most of our sampled studies (198 of the 217 studies providing details on validation) use repeated random splitting of data, which is the default strategy in “biomod2.” There is growing recognition that different cross-validation strategies test different aspects of model performance, and that the strategy should match the application of the models—for

![Figure 5](image)

**Figure 5** The number of papers published each year from 2003 to 2016 in a sample of 224 BIOMOD-related papers. Some key events in BIOMOD’s timeline are marked: the initial release for BIOMOD 1 (Thuiller, 2003), the publication of Araújo and New, (2007) laying a popular theoretical framework for ensemble modelling in SDMs, Marmion et al., (2009) demonstrating predictive superiority of ensemble models (particularly weighted ensembles), the release of “biomod2” (Thuiller et al., 2009), and implementation of the popular MaxEnt algorithm in “biomod2” (Thuiller et al., 2016)
instance, at times it may be appropriate to spatially or environmentally separate the folds using block cross-validation (Roberts et al., 2017; Valavi, Elith, Lahoz-Monfort, & Guillera-Arroita, 2018). Different strategies will impact how models are weighted in a weighted ensemble, and thus, potentially affect how the ensemble models predict. We suggest this is well worth exploring further for users of BIOMOD ensembles, to build understanding of optimal strategies for the range of likely applications. In addition, for users who aim to fairly compare performance of “performance-informed” ensembles to other models but who do not have independent validation data, we suggest a “two-step” internal validation approach (Figure 6), which we observe in Marmion et al. (2009) and Meller et al. (2014). This approach involves first dividing all data into “outer” training and testing sets, and then further dividing outer training sets into “inner” training and testing sets. The inner sets are used to train and test individual models to provide weights to Weighted Mean ensembles. In the next step, all training data are used to train the final individual and ensemble models, which are all validated on outer testing sets. This approach avoids informing ensembles about individual model performance on final testing data, and therefore ensures fair comparison.

We gathered limited evidence from our sampled studies on if and how model tuning affects performance of these types of ensembles. The lack of information on model tuning may reflect a belief among authors that when an ensemble approach is used, tuning of individual models is no longer relevant, or it may the practical difficulty of implementing both tuning and ensemble procedures, as both can be complex. However, one would expect model tuning to be important because: (a) there is strong evidence that model tuning affects performance of individual models (e.g., Anderson & Gonzalez, 2011); and (b) it has been repeatedly suggested that ensemble model performance is dependent on the quality of individual models that compose the ensemble (Araújo & New, 2007; Araújo, Whittaker, Ladle, & Erhard, 2005; Marmion et al., 2009). Presumably many authors used BIOMOD defaults, either due to inexperience with the modelling methods, or because they assumed these settings to be the optimal tuning. Evidence is lacking for whether these defaults are optimal. By extension, we also cannot discern based on the available literature how ensembles with default tuning of individual models predict compared to well-tuned individual models or ensembles of well-tuned models.

To increase our knowledge regarding how performance of these types of ensembles is affected by choices in the modelling process, it would be beneficial for future ensemble SDM literature to have thorough coverage about these methodological choices. We emphasise again that, while model performance is not the main focus of many SDM studies, reporting methodological details is both beneficial to the accumulation of knowledge in the area and to the reproducibility of SDM studies in general. We provide an outline of the types of information that could be documented in Figure 6. This figure is by no means an exhaustive checklist of all possible choices in an ensemble modelling workflow, especially if the modelling workflow is very different from that of BIOMOD. However, with either explicit reporting of software version and selected methodology, or ideally with published code and data, one could fully reproduce ensemble SDM studies and build a comprehensive picture of the performance of ensembles across datasets and applications. We encourage authors publishing new work to provide such details to support an enhanced understandability.
understanding of how these models perform across the breadth of applications.
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