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Abstract. Given a pair of matrices $X$ and $B$ and an appropriate class of structured matrices $S$, we provide a complete solution of the structured inverse least-squares problem $\min_{A \in S} \|AX - B\|_F$. Indeed, we determine all solutions of the structured inverse least-squares problem as well as those solutions which have the smallest norm. We show that there are infinitely many smallest norm solutions of the least squares problem for the spectral norm whereas the smallest norm solution is unique for the Frobenius norm.
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1 Introduction

Let $S$ be a class of structured matrices in $K^{n \times n}$, where $K = \mathbb{R}$ or $\mathbb{C}$. We consider $S$ to be either a Jordan algebra or a Lie algebra associated with an appropriate scalar product on $K^n$. This provides a general setting that encompasses important classes of structured matrices such as Hamiltonian, skew-Hamiltonian, symmetric, skew-symmetric, pseudosymmetric, persymmetric, Hermitian, Skew-Hermitian, pseudo-Hermitian, pseudo-skew-Hermitian, to name only a few, see [9].

Given a pair of matrices $X$ and $B$ in $K^{n \times p}$ and a class $S$ of structured matrices, finding a matrix $A \in S$ such that $AX = B$ is known as the structured mapping problem [2, 9, 10]. Structured mapping problem arises in many applications [4, 7, 3, 12, 9]. For example, the passivation problem for a stable linear time-invariant (LTI) control system

$$\dot{x} = Ax + Bu, \quad x(0) = 0,$$
$$y = Cx + Du,$$

(1)

gives rise to a structured mapping problem for Hamiltonian matrices [3], where $A \in K^{n \times n}$, $B \in K^{n \times p}$, $C \in K^{p \times n}$, $D \in K^{p \times p}$, $u$ is the input, $x$ is the state and $y$ is the output. A complete solution of the structured mapping problem has been provided in [2] when the class of structured matrices $S$ is either a Jordan algebra or a Lie algebra associated with an orthosymmetric scalar product on $K^n$, see also [9, 12]. It is shown that the matrix equation $AX = B$ admits a structured solution $A \in S$ if and only if $X$ and $B$ satisfy appropriate conditions [2, 1].

We consider a more general problem, namely, the structured inverse least-squares problem (SILSP) which minimizes $\|AX - B\|_F$ when $A$ varies in $S$, where $\| \cdot \|_F$ is the Frobenius norm. Note that if $AX = B$ admits a solution $A \in S$ then $A$ is also a solution of the SILSP.
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Problem-I. (Structured inverse least-squares problem) Let \( S \subset \mathbb{K}^{n \times n} \) be a class of structured matrices and let \( X, B \in \mathbb{K}^{n \times p} \). Set
\[
\rho^S(X, B) := \inf \{ \|AX - B\|_F : A \in S \},
\]
\[
\sigma^S(X, B) := \inf \{ \|A\| : A \in S \text{ and } \|AX - B\|_F = \rho^S(X, B) \}.
\]
Determine all matrices in \( S \) such that \( \|AX - B\|_F = \rho^S(X, B) \). Also determine all optimal solutions \( A_o \) in \( S \) such that \( \|A_oX - B\|_F = \rho^S(X, B) \) and \( \|A_o\| = \sigma^S(X, B) \), where \( \| \cdot \| \) is either the spectral norm or the Frobenius norm.

Structured inverse least-squares problem arises in many applications such as in particle physics and geology, inverse problems of vibration theory, inverse Sturm-Liouville problem, control theory, and in multidimensional approximation, see \([5, 8, 13]\) and references therein. Structured inverse least-squares problem has been considered for positive semidefinite solutions in \([13]\) and for skew-Hermitian Hamiltonian solutions in \([14]\).

We provide a complete solution of the structured inverse least-squares problem when the class \( S \subset \mathbb{K}^{n \times n} \) of structured matrices is either a Jordan algebra or a Lie algebra associated with an orthosymmetric scalar product on \( \mathbb{K}^n \). We characterize solutions of the structured inverse least-squares problem and show that for the spectral norm there are infinitely many optimal structured solutions (that is, structured solutions having the smallest spectral norm). On the other hand, we show that for the Frobenius norm the optimal structured solution (that is, structured solution having the smallest Frobenius norm) is unique. We determine all optimal solutions of the structured inverse least-squares problem (Problem-I) for the spectral and the Frobenius norms.

Notation. Let \( \mathbb{K}^{m \times n} \) denote the set of all \( m \)-by-\( n \) matrices with entries in \( \mathbb{K} \), where \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{C} \). We denote the transpose of a matrix \( X \in \mathbb{K}^{m \times n} \) by \( X^T \), the conjugate transpose by \( X^H \) and the complex conjugate by \( \bar{X} \). We often write \( A^* \) for \( \{ T, H \} \) to denote the transpose \( A^T \) or the conjugate transpose \( A^H \). We denote the spectral norm and the Frobenius norm of \( X \) by \( \|X\|_2 \) and \( \|X\|_F \), respectively, and are given by
\[
\|X\|_2 := \max \{ \|Xu\|_2 : \|u\|_2 = 1 \} \quad \text{and} \quad \|X\|_F := \sqrt{\text{Tr}(X^H X)}.
\]

2 Structured matrices

We now briefly define structured matrices that we consider in this paper; see \([9]\) for further details. Let \( M \in \mathbb{K}^{n \times n} \) be unitary. Assume further that \( M \) is either symmetric or skew-symmetric or Hermitian or skew-Hermitian. Define the scalar product \( \langle \cdot, \cdot \rangle_M : \mathbb{K}^n \times \mathbb{K}^n \rightarrow \mathbb{K} \) by
\[
\langle x, y \rangle_M := \begin{cases} y^T M x, & \text{bilinear form}, \\ y^H M x, & \text{sesquilinear form}. \end{cases} \tag{2}
\]
Then for \( A \in \mathbb{K}^{n \times n} \) there is a unique adjoint operator \( A^* \) relative to the scalar product \( (2) \) such that \( \langle Ax, y \rangle_M = \langle x, A^* y \rangle_M \) for all \( x, y \in \mathbb{K}^n \). The adjoint \( A^* \) is explicitly given by
\[
A^* = \begin{cases} M^{-1} A^T M, & \text{bilinear form}, \\ M^{-1} A^H M, & \text{sesquilinear form}. \end{cases} \tag{3}
\]
Consider the Lie algebra \( \mathbb{L} \) and the Jordan algebra \( \mathbb{J} \) associated with the scalar product \( (2) \) given by
\[
\mathbb{L} := \{ A \in \mathbb{K}^{n \times n} : A^* = -A \} \quad \text{and} \quad \mathbb{J} := \{ A \in \mathbb{K}^{n \times n} : A^* = A \}. \tag{4}
\]
In this paper, we consider \( S = \mathbb{L} \) or \( S = \mathbb{J} \), and refer to the matrices in \( S \) as structured matrices. The Jordan and Lie algebras so defined provide a general framework for analyzing many important classes of structured matrices including Hamiltonian, skew-Hamiltonian,
symmetric, skew-symmetric, pseudosymmetric, persymmetric, Hermitian, Skew-Hermitian, pseudo-Hermitian, pseudo-skew-Hermitian matrices, to name only a few, see (Table 2.1, [9]).

For the rest of the paper, we set

\[ \text{sym} := \{ A \in \mathbb{K}^{n \times n} : A^T = A \}, \quad \text{skew-sym} := \{ A \in \mathbb{K}^{n \times n} : A^T = -A \}, \]

\[ \text{Herm} := \{ A \in \mathbb{C}^{n \times n} : A^H = A \}, \quad \text{skew-Herm} := \{ A \in \mathbb{C}^{n \times n} : A^H = -A \}. \]

Also define the set \( MS \) by \( MS := \{ MA : A \in \mathcal{S} \} \). Then, in view of (3) and (4), it follows that

\[ \mathcal{S} \subseteq \{ \mathcal{J}, \mathcal{L} \} \iff MS \subseteq \{ \text{sym}, \text{skew-sym}, \text{Herm}, \text{skew-Herm} \}. \] (5)

This shows that the four classes of structured matrices, namely, symmetric, skew-symmetric, Hermitian and skew-Hermitian matrices are prototypes of more general structured matrices belonging to the Jordan and Lie algebras given in (4).

Let \( A, B, C \) and \( D \) be matrices. Then the matrix \( T := \begin{bmatrix} A & C \\ B & D \end{bmatrix} \) is called a dilation of \( A \).

The norm preserving dilation problem is then stated as follows. Given matrices \( A, B, C \) and a positive number

\[ \mu \geq \max \left( \| [A] \|_2, \| [A] \|_2 \right), \] (6)

find all possible \( D \) such that \( \| [A C] \|_2 \leq \mu \).

**Theorem 2.1 (Davis-Kahan-Weinberger, [9])** Let \( A, B, C \) be given matrices. Then for any positive number \( \mu \) satisfying (1), there exists \( D \) such that \( \| [A C] \|_2 \leq \mu \). Indeed, those \( D \) which have this property are exactly those of the form

\[ D = -KAH + \mu(I - KK^H)^{1/2}Z(I - L^H L)^{1/2}, \]

where \( K^H := (\mu^2 I - A^H A)^{-1/2}B^H, \quad L := (\mu^2 I - AA^H)^{-1/2}C \) and \( Z \) is an arbitrary contraction, that is, \( \| Z \|_2 \leq 1 \).

We mention that when \( (\mu^2 I - A^H A) \) is singular, the inverses in \( K^H \) and \( L \) are replaced by their Moore-Penrose pseudo-inverses (see, [11]). An interesting fact about Theorem 2.1 is that if \( T(D) \) is symmetric (resp., skew-symmetric, Hermitian, skew-Hermitian) then the solution matrices \( D \) is symmetric (resp., skew-symmetric, Hermitian, skew-Hermitian).

Let \( \mathcal{S} \subseteq \{ \text{sym}, \text{skew-sym}, \text{Herm}, \text{skew-Herm} \} \) and \( A \in \mathcal{S} \) be given by

\[ A := \begin{bmatrix} A_{11} & \pm A_{12}^* \\ A_{12} & A_{22} \end{bmatrix}, \quad \text{then} \quad \| A \|_F = 2 \left( \| A_{11} \|_F^2 - \| A_{11} \|_F^2 + \| A_{22} \|_F^2 \right)^{1/2}, \] (7)

where \( * \in \{ T, H \} \). We repeatedly use this fact in the sequel.

## 3 Structured inverse least-squares problem

Consider the set of structured matrices \( \mathcal{S} \subseteq \{ \mathcal{J}, \mathcal{L} \} \), where \( \mathcal{J} \) is the Jordan algebra and \( \mathcal{L} \) is the Lie algebra given in (4). Let \( X \) and \( B \) be a pair of matrices in \( \mathbb{K}^{n \times p} \). Then, since \( M \) is unitary and \( AX - B \) is a pair of matrices in \( \mathbb{K}^{n \times p} \). Then, since \( M \) is unitary and \( \| AX - B \|_F = \| MAX - MB \|_F \) for \( A \in \mathcal{S} \), it follows that

\[ \min_{A \in \mathcal{S}} \| AX - B \|_F = \min_{G \in MS} \| GX - MB \|_F. \]

Consequently, in view of (5), we only need to consider PROBLEM-I for the special case when \( \mathcal{S} \subseteq \{ \text{sym}, \text{skew-sym}, \text{Herm}, \text{skew-Herm} \} \). Further, if \( G(X, B) \) denotes a solution of PROBLEM-I
Lemma 3.1

Let \( \rho_M \) be real numbers and \( b_1, b_2 \in \mathbb{C} \). Then \( \min_{x \in \mathbb{C}} (|x\alpha - b_1|^2 + |x\beta - b_2|^2) \) is attained at \( x = \frac{\alpha b_1 + \beta b_2}{\alpha^2 + \beta^2} \).

The next result determines \( \rho_M(X, B) \) and characterizes argmin \( \| AX - B \|_F \).

Theorem 3.2

Let \( (X, B) \in \mathbb{K}^{n \times k} \times \mathbb{K}^{n \times p} \) and \( S \in \{ \text{sym, skew-sym, Herm} \} \). Suppose that \( \text{rank}(X) = r \) and consider the “trimmed” SVD \( X = U_1 \Sigma_1 V_1^H \), where \( \Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_r) \). Let \( D \in \mathbb{C}^{r \times r} \) be given by \( D_{ij} = 1/(\sigma_i^2 + \sigma_j^2) \). For the rest of this section, define

\[
\mathcal{F}_S^T(X, B) := U_1 D \circ (\Sigma_1 U_1^T B V_1 + V_1^T B^T U_1 \Sigma_1) U_1^H (I - XX^H) (I - XX^H) + (I - XX^H) B X^H
\]

\[
\mathcal{F}_S^H(X, B) := U_1 D \circ (\Sigma_1 U_1^T B V_1 + V_1^T B^T U_1 \Sigma_1) U_1^H (I - XX^H) (I - XX^H) + (I - XX^H) B X^H
\]

where \( \circ \) denotes the Hadamard product.

We repeatedly employ the following elementary result in the sequel.

Let \( (X, B) \in \mathbb{K}^{n \times k} \times \mathbb{K}^{n \times k} \). Suppose that \( \text{rank}(X) = r \) and consider the SVD \( X = U_1 \Sigma_1 V_1^H \), where \( \Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_r) \). Let \( D \in \mathbb{C}^{r \times r} \) be given by \( D_{ij} = 1/(\sigma_i^2 + \sigma_j^2) \). For the rest of this section, define

\[
\rho_S^T(X, B) = \begin{cases} 
\sqrt{\| (D \circ (\Sigma_1 U_1^T B V_1 + V_1^T B^T U_1 \Sigma_1)) \Sigma_1 - U_1^T BV_1 \|_F^2 + \| BV_1 \|_F^2}, & \text{if } S \in \{ \text{sym, Herm} \}, \\
\sqrt{\| (D \circ (\Sigma_1 U_1^T B V_1 - V_1^T B^T U_1 \Sigma_1)) \Sigma_1 - U_1^T BV_1 \|_F^2 + \| BV_1 \|_F^2}, & \text{if } S = \text{skew-sym},
\end{cases}
\]

where * = T when \( S = \text{sym} \), and * = H when \( S = \text{Herm} \). Here \( D \in \mathbb{C}^{r \times r} \) is given by \( D_{ij} := \frac{1}{\sigma_i^2 + \sigma_j^2} \) and \( \circ \) denotes the Hadamard product.

Further, \( A_0 \in S \) and \( \| A_0 X - B \|_F = \rho_S^T(X, B) \) if and only if \( A_0 \) is of the form

\[
A_0 = \begin{cases} 
\mathcal{F}_S^T(X, B) + (I - XX^H) Z (I - XX^H), & \text{if } S = \text{sym} \\
\mathcal{F}_S^H(X, B) + (I - XX^H) Z (I - XX^H), & \text{if } S = \text{skew-sym} \\
\mathcal{F}_S^T(X, B) + (I - XX^H)^H Z (I - XX^H), & \text{if } S = \text{Herm}
\end{cases}
\]

for some \( Z \in S \).

Proof: Suppose that \( S = \text{sym} \). Then we have

\[
A = U U^H A U U^H = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} A_{11} & A_{12}^T \\ A_{12} & A_{22} \end{bmatrix} \begin{bmatrix} U_{1}^H \\ U_{2}^H \end{bmatrix}
\]
where \( A_{11} = A_{11}^T \in \mathbb{C}^{r \times r} \) and, \( A_{12} \) and \( A_{22} = A_{22}^T \) are matrices of compatible sizes. Then

\[
\|AX - B\|_F^2 = \|U^T A U U^H X - U^T B\|_F^2 = \left\| \begin{bmatrix} A_{11} & A_{12}^T \\ A_{12} & A_{22} \end{bmatrix} \begin{bmatrix} U_{11}^T X \\ 0 \end{bmatrix} - \begin{bmatrix} U_{11}^T B \\ U_{12}^T B \end{bmatrix} \right\|_F^2.
\]

Note that

\[
\|A_{12} U_{11}^T X - U_{12}^T B\|_F^2 = \|A_{12} U_{11}^T U \Sigma V^H - U_{12}^T B\|_F^2 = \|A_{12} U_{11}^T U \Sigma - U_{12}^T B V\|_F^2
\]

and the minimum is attained when \( A_{12} \Sigma_1 - U_{12}^T B V_1 = 0 \), that is, when \( A_{12} = U_{12}^T B V_1^{-1} \). Also note that

\[
\|A_{11} U_{11}^T X - U_{11}^T B\|_F^2 = \|A_{11} \Sigma_1 - U_{11}^T B V_1\|_F^2 + \|U_{11}^T B V_2\|_F^2
\]

is minimized when \( \|A_{11} \Sigma_1 - U_{11}^T B V_1\|_F^2 \) is minimized over the symmetric matrices \( A_{11} \).

Suppose that \( A_{11} = [a_{ij}] \) and \( U_{11} V_1 = [b_{ij}] \). Then by Lemma 3.1

\[
\|A_{11} \Sigma_1 - U_{11}^T B V_1\|_F^2 = \sum_{i<j=1}^r \sum_{j=1}^r (|a_{ij} \sigma_j - b_{ij}|^2 + |a_{ij} \sigma_i - b_{ij}|^2)
\]

is minimized when

\[
a_{ij} = \frac{\sigma_j b_{ij} + b_{ji} \sigma_i}{\sigma_i^2 + \sigma_j^2}, \text{ for } i, j = 1 : r.
\]

This yields

\[A_{11} = D \circ (U_{11}^T B V_1 \Sigma_1 + \Sigma_1 V_{11}^T B^T U_1)\]

Hence

\[
\rho^\beta(X, B) = \sqrt{\|D \circ (U_{11}^T B V_1 + V_{11}^T B^T U_1 \Sigma_1) \Sigma_1 - U_{11}^T B V_1\|_F^2 + \|U_{11}^T B V_2\|_F^2 + \|U_{12}^T B V_2\|_F^2}
\]

as desired.

Now, substituting \( A_{11} \) and \( A_{12} \), we have

\[
A = \underline{U} \begin{bmatrix} D \circ (U_{11}^T B V_1 + V_{11}^T B^T U_1 \Sigma_1) & \Sigma_1^{-1} V_{11}^T B^T U_2 \\ U_{11}^T B V_1 \Sigma_1^{-1} U_{12} & A_{22} \end{bmatrix} U^H
\]

(10)

which upon simplification yields

\[
A = \underline{U} \begin{bmatrix} D \circ (U_{11}^T B V_1 + V_{11}^T B^T U_1 \Sigma_1) & \Sigma_1^{-1} V_{11}^T B^T U_2 \\ U_{11}^T B V_1 \Sigma_1^{-1} & A_{22} \end{bmatrix} U^H
\]

as desired.

Next, suppose that \( S = \text{skew-sym} \). Then we have

\[
A = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} A_{11} & -A_{12}^T \\ A_{12} & A_{22} \end{bmatrix} \begin{bmatrix} U_{11}^H \\ U_{12}^H \\ U_{21}^H \\ U_{22}^H \end{bmatrix}
\]

where \( A_{11} = -A_{11}^T \in \mathbb{C}^{r \times r} \) and, \( A_{12} \) and \( A_{22} = -A_{22}^T \) are matrices of compatible sizes. Then

\[
\|AX - B\|_F^2 = \|A_{11} U_{11}^T X - U_{12}^T B\|_F^2 + \|A_{12} U_{11}^T X - U_{22}^T B\|_F^2.
\]
is minimized when $A_{12} = U_{12}^T B V_{1} \Sigma_1^{-1}$ and $\|A_{11} U_{11}^T X - U_{11}^T B\|_F^2$ is minimized over all skew-symmetric matrices $A_{11}$. Again by Lemma 3.1, a minimizer is given by

$$a_{ij} = \frac{\sigma_i b_{ij} - \sigma_j b_{ji}}{\sigma_i^2 + \sigma_j^2}, \quad a_{ji} = -a_{ij} \text{ for } i, j = 1 : r,$$

where $U_{11}^T B V_{1} = [b_{ij}]$, that is, $A_{11} = D \odot (U_{11}^T B V_{1} - \Sigma_1 V_{1}^T B^T U_{1})$. Consequently, we have

$$\rho^S(X, B) = \sqrt{\|D \odot (\Sigma_1 U_{11}^T B V_{1} - V_{1}^T B^T U_{1} \Sigma_1)\|_F^2 + \|U_{11}^T B V_{1}\|_F^2}$$

and

$$A = U \left[ D \odot (\Sigma_1 U_{11}^T B V_{1} - V_{1}^T B^T U_{1} \Sigma_1) - \Sigma_1^{-1} V_{1}^T B^T U_{2} \right]_{22} U^H$$

which upon simplification yields the desired form of $A$.

Finally, suppose that $S = \text{Herm}$. Then we have

$$A = U U^H A U^H = [U_1 \ U_2] \left[ A_{11} \ A_{12}^H \ A_{12} \ A_{22}^H \right] U^H,$$

where $A_{11}^H = A_{11} \in \mathbb{C}^{r \times r}$ and, $A_{12}$ and $A_{22}^H = A_{22}$ are matrices of compatible sizes. Again note that

$$\|A X - B\|_F^2 = \|A_{11} U_{11}^T X - U_{11}^T B\|_F^2 + \|A_{12} U_{11}^T X - U_{22}^T B\|_F^2$$

is minimized when $A_{12} = U_{11}^T B V_{1} \Sigma_1^{-1}$ and $\|A_{11} U_{11}^T X - U_{11}^T B\|_F^2$ is minimized over all Hermitian matrices $A_{11}$. In view of Lemma 3.1, a minimizer is given by

$$a_{ij} = \frac{\sigma_i b_{ij} + \sigma_j b_{ji}}{\sigma_i^2 + \sigma_j^2}, \quad a_{ji} = \pi_{ij} \text{ for } i, j = 1 : r,$$

where $U_{11}^T B V_{1} = [b_{ij}]$. In other words, $A_{11} = D \odot (U_{11}^T B V_{1} + \Sigma_1 V_{1}^T B^T U_{1})$. Thus, we have

$$\rho^S(X, B) = \sqrt{\|D \odot (\Sigma_1 U_{11}^T B V_{1} + V_{1}^T B^T U_{1} \Sigma_1)\|_F^2 + \|U_{11}^T B V_{1}\|_F^2}$$

and

$$A = U \left[ D \odot (\Sigma_1 U_{11}^T B V_{1} + V_{1}^T B^T U_{1} \Sigma_1) + \Sigma_1^{-1} V_{1}^T B^T U_{2} \right]_{22} U^H$$

which upon simplification yields the desired form of $A$. This completes the proof. ■

The next result characterizes solutions in $\text{argmin}_{A \in S} \|A X - B\|_F$ which have the smallest norms and determines the norms.

**Theorem 3.3** Let $(X, B) \in \mathbb{K}^{n \times p} \times \mathbb{K}^{n \times p}$ and $S \in \{\text{sym}, \text{skew-sym}, \text{Herm}\}$. Suppose that $\text{rank}(X) = r$ and consider the SVD $X = U \Sigma V^H$. Partition $U = [U_1 \ U_2]$ and $V = [V_1 \ V_2]$, where $U_1, V_1 \in \mathbb{K}^{n \times r}$. Let $\Sigma_1 := \Sigma(1 : r, 1 : r) = \text{diag}(\sigma_1, \ldots, \sigma_r)$.

1. **Frobenius norm:** We have

$$\sigma^S(X, B) = \begin{cases} \sqrt{\|D \odot (\Sigma_1 U_{11}^T B V_{1} + V_{1}^T B^* U_{1} \Sigma_1)\|_F^2 + 2\|U_{11}^T B V_{1}\|_F^2}, & \text{if } S \in \{\text{sym}, \text{Herm}\}, \\ \sqrt{\|D \odot (\Sigma_1 U_{11}^T B V_{1} - V_{1}^T B^* U_{1} \Sigma_1)\|_F^2 + 2\|U_{11}^T B V_{1}\|_F^2}, & \text{if } S \in \text{skew-sym}, \end{cases}$$

where $* = T$ when $S = \text{sym}$, and $* = H$ when $S = \text{Herm}$. Here $D \in \mathbb{C}^{r \times r}$ is given by $D_{ij} := \frac{1}{\sigma_i^2 + \sigma_j^2}$ and $\odot$ denotes the Hadamard product.
There is a unique $A_o \in \mathcal{S}$ such that $\|A_o X - B\|_F = \rho^*(X, B)$ and $\|A_o\|_F = \sigma^*(X, B)$ and is given by

$$A_o = \begin{cases} 
\mathcal{F}_+(X, B), & \text{if } \mathcal{S} = \text{sym}, \\
\mathcal{F}_+(X, B), & \text{if } \mathcal{S} = \text{skew-sym}, \\
\mathcal{F}_+(X, B), & \text{if } \mathcal{S} = \text{Herm}.
\end{cases}$$

2. Spectral norm: We have

$$\sigma^*(X, B) = \begin{cases} 
\left\| \left[ D \circ \left( \Sigma_1 U_1^T B V_1 + V_1^T B^* U_1 \Sigma_1 \right) \right] \right\|_2 = \mu_1, & \text{if } \mathcal{S} \in \{\text{sym, Herm}\}, \\
\left\| \left[ D \circ \left( \Sigma_1 U_1^T B V_1 - V_1^T B^* U_1 \Sigma_1 \right) \right] \right\|_2 = \mu_2, & \text{if } \mathcal{S} = \text{skew-sym},
\end{cases}$$

where $* = T$ when $\mathcal{S} = \text{sym}$, and $* = H$ when $\mathcal{S} = \text{Herm}$.

Further, $A_o \in \mathcal{S}$ such that $\|A_o X - B\|_F = \rho^*(X, B)$ and $\|A_o\|_2 = \sigma^*(X, B)$ if and only if $A_o$ is of the form

$$A_o = \begin{cases} 
\mathcal{F}_+(X, B) - (I - XX^T)^T K [D \circ \left( \Sigma_1 U_1^T B V_1 + V_1^T B^* U_1 \Sigma_1 \right)] K^T (I - XX^T) + \phi(Z), & \text{if } \mathcal{S} = \text{sym}, \\
\mathcal{F}_+(X, B) - (I - XX^T)^T K [D \circ \left( \Sigma_1 U_1^T B V_1 - V_1^T B^* U_1 \Sigma_1 \right)] K^T (I - XX^T) + \phi(Z), & \text{if } \mathcal{S} = \text{skew-sym}, \\
\mathcal{F}_+(X, B) - (I - XX^T)^H K [D \circ \left( \Sigma_1 U_1^T B V_1 + V_1^T B^* U_1 \Sigma_1 \right)] K^H (I - XX^T) + \phi(Z), & \text{if } \mathcal{S} = \text{Herm},
\end{cases}$$

where

$$K = \begin{cases} 
BX^1 U_1 [\mu_1^1 I - (D \circ \left( \Sigma_1 U_1^T B V_1 + V_1^T B^* U_1 \Sigma_1 \right)) (D \circ \left( \Sigma_1 U_1^T B V_1 + V_1^T B^* U_1 \Sigma_1 \right))]^{-1/2}, & \text{if } \mathcal{S} = \text{sym}, \\
BX^1 U_1 [\mu_2^1 I - (D \circ \left( \Sigma_1 U_1^T B V_1 - V_1^T B^* U_1 \Sigma_1 \right)) (D \circ \left( \Sigma_1 U_1^T B V_1 - V_1^T B^* U_1 \Sigma_1 \right))]^{-1/2}, & \text{if } \mathcal{S} = \text{skew-sym}, \\
BX^1 U_1 [\mu_3^1 I - (D \circ \left( \Sigma_1 U_1^H B V_1 + V_1^H B^* U_1 \Sigma_1 \right)) (D \circ \left( \Sigma_1 U_1^H B V_1 + V_1^H B^* U_1 \Sigma_1 \right))]^{-1/2}, & \text{if } \mathcal{S} = \text{Herm},
\end{cases}$$

and

$$\phi(Z) = \begin{cases} 
\mu_1 U_2 [I - U_2^T K^H U_2]^{1/2} Z [I - U_2^T K K^T U_2]^{1/2} U_2^H, & Z = Z^T, \|Z\|_2 \leq 1, \text{ if } \mathcal{S} = \text{sym}, \\
\mu_2 U_2 [I + U_2^T K K^T U_2]^{1/2} Z [I + U_2^H K K^T U_2]^{1/2} U_2^H, & Z = -Z^T, \|Z\|_2 \leq 1, \text{ if } \mathcal{S} = \text{skew-sym}, \\
\mu_3 U_2 [I - U_2^H K K^H U_2]^{1/2} Z [I - U_2^H K K^H U_2]^{1/2} U_2^H, & Z = Z^H, \|Z\|_2 \leq 1, \text{ if } \mathcal{S} = \text{Herm}.
\end{cases}$$

Proof: Suppose that $\mathcal{S} = \text{sym}$. Then by Theorem 3.2 and (10) we have

$$A_o = \mathcal{U} \left[ D \circ \left( \Sigma_1 U_1^T B V_1 + V_1^T B^* U_1 \Sigma_1 \right) \right] U^H.$$ 

This shows that

$$\|A_o\|_F = \sqrt{\|D \circ \left( \Sigma_1 U_1^T B V_1 + V_1^T B^* U_1 \Sigma_1 \right)\|_F^2 + 2\|U_2^T B^* V_1 \Sigma_1^{-1}\|_F^2 + \|A_{22}\|_F^2}.$$
is minimized when \( A_{22} = 0 \) which yields the desired results for the Frobenius norm.

For spectral norm, note that \( \| A_o \|_2 \geq \mu_1 \), where

\[
\mu_1 = \left\| \left[ \begin{array}{cc}
D (\Sigma_1 U_1^T B V_1 + V_1^T B^T U_1 \Sigma_1) \\
U_1^T B V_1 \Sigma_1^{-1}
\end{array} \right] \right\|_2.
\]

By Theorem 2.1, we have \( \| A_o \|_2 = \mu_1 \) when

\[
A_{22} = -K(D (\Sigma_1 U_1^T B V_1 + V_1^T B^T U_1 \Sigma_1)) K^T + \mu_1 (I - K K^T) Z (I - K K^T)^{1/2}
\]

where

\[
K = U_2^T B X U_1 \left( \mu_1^2 I - (D (\Sigma_1 U_1^T B V_1 + V_1^T B^T U_1 \Sigma_1))(D (\Sigma_1 U_1^T B V_1 + V_1^T B^T U_1 \Sigma_1))^{-1/2}
\]

and \( Z \) is an arbitrary contraction such that \( Z = Z^T \). Hence the desired form of \( A_o \) follows for the spectral norm.

The proof is similar when \( S = \text{Herm} \) and follows from Theorems 3.2 and 3.3. So, suppose that \( S = \text{skew-sym} \). Then by Theorem 3.2 and (12), we have

\[
A_o = U \left[ D (\Sigma_1 U_1^T B V_1 - V_1^T B U_1 \Sigma_1) - \Sigma_1^{-1} V_1^T B U_2 \right] A_{22}^{-1} U^H.
\]

As before, setting \( A_{22} = 0 \), the desired results follow for the Frobenius norm. On the other hand, applying Theorem 2.1 to the matrix \( A_o \) and following steps similar to those in the case when \( S = \text{sym} \), we obtain the desired results for the spectral norm.

**Remark 3.4** We mention that the inverses in the expression of \( K \) in Theorem 3.3 are replaced by their Moore-Penrose pseudo-inverses when the matrices are singular.

Now, we consider the special case of a pair of nonzero vectors \( x \) and \( b \) in \( \mathbb{K}^n \). It is well known that there always exists a symmetric matrix \( A \) such that \( Ax = b \). Consequently, we only need to consider Problem-I for skew-symmetric and Hermitian matrices. We have the following result which follows from Theorems 3.2 and 3.3.

**Theorem 3.5** Let \( x \) and \( b \) be nonzero vectors in \( \mathbb{K}^n \) and \( S \in \{\text{skew-sym}, \text{Herm}\} \). Let \( P_x := I - \frac{x x^H}{\|x\|_2^2} \). Then we have

\[
\rho^S(x, b) = \begin{cases} 
\frac{|x^T b|}{\|x\|_2}, & \text{if } S = \text{skew-sym}, \\
\frac{|\text{im}(x H b)|}{\|x\|_2}, & \text{if } S = \text{Herm},
\end{cases}
\]

Further, we have \( A \in S \) and \( \| Ax - b \|_F = \rho^S(x, b) \) if and only if \( A \) is of the form

\[
A = \begin{cases} 
\frac{1}{\|x\|_2^2} [P_x b x^T - x b^T P_x] + P_x Z P_x, & \text{if } S = \text{skew-sym}, \\
\frac{\text{re}(x H b)}{\|x\|_2} x x^H + \frac{1}{\|x\|_2^2} [x b^T P_x + P_x b x^H] + P_x Z P_x, & \text{if } S = \text{Herm},
\end{cases}
\]

for some \( Z \in S \).

**a) Frobenius norm:** We have

\[
\sigma^S(x, b) = \begin{cases} 
\sqrt{2} \|P_x b\|_F = \sqrt{2} \sqrt{\|b\|_2^2 - |x^T b|^2/\|x\|_2^2}, & \text{if } S = \text{skew-sym}, \\
\sqrt{2} |P_x b|_F = \sqrt{2} \sqrt{\|b\|_2^2 - |x H b|^2/\|x\|_2^2}, & \text{if } S = \text{Herm}.
\end{cases}
\]
Further, there is a unique matrix $A_o \in \mathcal{S}$ such that $\|Ax-b\|_F = \rho^\mathcal{S}(x,b)$ and $\|A_o\|_F = \sigma^\mathcal{S}(x,b)$, and is given by

$$A_o = \begin{cases} 
\frac{1}{\|x\|_2^2} \left[ P^T b \bar{x}^T - \bar{x}b^T P_x \right], & \text{if } \mathcal{S} = \text{skew-sym}, \\
\frac{\text{re}(x^H b)}{\|x\|^4_2} x^T x + \frac{1}{\|x\|_2^2} \left[ b^H P_x + P_x b x^H \right], & \text{if } \mathcal{S} = \text{Herm}.
\end{cases}$$

(b) Spectral norm: We have

$$\sigma^\mathcal{S}(x,b) = \begin{cases} 
\|P_x b\|_2 = \sqrt{\|b\|^2 - |x^T b|^2/\|x\|^2} =: \mu, & \text{if } \mathcal{S} = \text{skew-sym}, \\
\|P_x b\|_2 = \sqrt{\|b\|^2 - |H b|^2/\|x\|^2} =: \mu, & \text{if } \mathcal{S} = \text{Herm}.
\end{cases}$$

Further, we have $A_o \in \mathcal{S}$ such that $\|Ax-b\|_F = \rho^\mathcal{S}(x,b)$ and $\|A_o\|_2 = \sigma^\mathcal{S}(x,b)$ if and only if $A_o$ is of the form

$$A_o = \begin{cases} 
\frac{1}{\|x\|_2^2} \left[ P^T b \bar{x}^T - \bar{x}b^T P_x \right] + \mu Q_1 (I - KK^H)^{1/2} Z (I - K K^T)^{1/2} Q^H_1, & \text{if } \mathcal{S} = \text{skew-sym}, \\
\frac{\text{re}(x^H b)}{\|x\|^4_2} x^T x + \frac{1}{\|x\|_2^2} \left[ b^H P_x + P_x b x^H \right] - \frac{\text{re}(x^H b) P_x b H P_x}{\mu^2 \|x\|^2 - (\text{re}(x^H b))^2} + \\
\mu Q_1 (I - KK^H)^{1/2} Z (I - KK^H)^{1/2} Q^H_1, & \text{if } \mathcal{S} = \text{Herm},
\end{cases}$$

where $Z \in \mathcal{S}$ is a contraction, $Q_1 \in \mathbb{C}^{n \times (n-1)}$ is an isometry such that $Q_1^H x = 0$, $K = \frac{Q^T_1 b}{\mu \|x\|_2}$ when $\mathcal{S} = \text{skew-sym}$, and $K = \frac{Q^H_1 b}{\|x\|_2} \left( \mu^2 - \frac{\text{re}(x^H b)^2}{\|x\|^4_2} \right)^{-1/2}$ when $\mathcal{S} = \text{Herm}$.

**Conclusion.** We have provided a complete solution of the structured inverse least-squared problem $\min_{A \in \mathcal{S}} \|AX - B\|_F$ when $\mathcal{S}$ is either a Jordan algebra or a Lie algebra associated with an appropriate scalar product. We have characterized (Theorem 3.2) solutions of the SILSP and have determined all optimal solutions (Theorem 3.3) of the SILSP.

**References**

[1] B. Adhikari, *Backward perturbation and sensitivity analysis of structured polynomial eigenvalue problem*, PhD thesis, Department of Mathematics, Indian Institute of Technology Guwahati, India, 2008.

[2] B. Adhikari and R. Alam, *Structured mapping problems for linearly structured matrices*, Linear Algebra Appl., 444(2014), pp.132-145.

[3] R. Alam, S. Bora, M. Karow, V. Mehrmann, and J. Moro, *Perturbation theory for Hamiltonian matrices and the distance to bounded-realness*, SIAM J. Matrix Anal. Appl., 32(2011), pp.484514.

[4] A. C. Antoulas, *Approximation of Large-Scale Dynamical Systems*, SIAM, Philadelphia, 2005.

[5] H. Dai and P. Lancaster, *Linear matrix equations from an inverse problem of vibration theory*, Linear Algebra Appl., 246(1996), pp.31-47.
[6] C. Davis, W. M. Kahan and H.F. Weinberger, *Norm-preserving dialations and their applications to optimal error bounds*, SIAM J. Numer. Anal., 19(1982), pp.445-469.

[7] S. Grivet-Talocia, *Passivity enforcement via perturbation of Hamiltonian matrices*, IEEE Trans. Circuits Syst. I. Regul. Pap., 51 (2004), pp. 1755-1769.

[8] D. W. Fausett and C. T. Fulton, *Large least squares problems involving Kronecker products*, SIAM J. Matrix Anal. Appl., 15(1994), pp.219-227.

[9] D. S. Mackey, N. Mackey and F. Tisseur, *Structured mapping problems for matrices associated with scalar products, Part I: Lie and Jordan algebras*, SIAM J. Matrix Anal. Appl., 29(2008), pp.1389-1410.

[10] C. Khatri and S. K. Mitra, *Hermitian and nonnegative definite solutions of linear matrix equations*, SIAM J. Appl. Math., 31(1976), pp. 579-585.

[11] J. Meinguet, *On the Davis-Kahan-Weinberger solution of the norm-preserving dialation problem*, Numer. Math., 49(1986), pp. 331-341.

[12] F. Tisseur, *A chart of backward errors and condition numbers for singly and doubly structured eigenvalue problems*, SIAM J. Matrix Anal. Appl., 24 (2003), pp. 877-897.

[13] K. G. Woodgate, *Least-squares solution of $F = PG$ over positive semidefinite symmetric $P$*, Linear Algebra Appl., 245(1996), pp.171-190.

[14] Z. Zhang and C. Liu, *Least-squares solutions of the equation $AX = B$ over anti-Hermitian generalized Hamiltonian matrices*, Numer. Math., A Journal of Chinese Universities(English Series), 15(2006), pp. 60-66.