DETERMINISTIC ALGORITHM WITH AGGLOMERATIVE HEURISTIC FOR LOCATION PROBLEMS*
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Abstract. Authors consider the clustering problem solved with the k-means method and p-median problem with various distance metrics. The p-median problem and the k-means problem as its special case are most popular models of the location theory. They are implemented for solving problems of clustering and many practically important logistic problems such as optimal factory or warehouse location, oil or gas wells, optimal drilling for oil offshore, steam generators in heavy oil fields. Authors propose new deterministic heuristic algorithm based on ideas of the Information Bottleneck Clustering and genetic algorithms with greedy heuristic. In this paper, results of running new algorithm on various data sets are given in comparison with known deterministic and stochastic methods. New algorithm is shown to be significantly faster than the Information Bottleneck Clustering method having analogous preciseness.

The k-means problem can be classified as a continuous problem of the location theory [1, 2, 3]. The aim is to find k points (centers, centroids, medoids) in a d-dimensional space such that the total distance from each of the data vectors (known points, measurement result vectors) to the nearest of k chosen centers reaches its minimum:

\[ F(X_1, ..., X_k) = \sum_{i=1}^{N} \min_{k \in \{1, ..., k\}} w_i \| A_i - X_k \|_2^2. \]  

(1)

Here, \( w_i \) are nonnegative weight coefficients. If all weight coefficient are equal to 1 then we have a k-means problem.

Euclidean metric is commonly used for logistic problems concerned with real objects location on a plane or in a 3D space. Such objects are factories, warehouses [1], gas or oil wells [4, 5, 6], steam generators in heavy oil fields [7], transportation or telecommunication nodes [1].

In case of clustering problems, the squared Euclidean norm is most popular distance metric.
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used for calculating differences (distances) in a normalized space of characteristics [1]. Using the rectilinear (Manhattan) [8] norm as a distance metric in the k-means model allows to reach results of the same precision as the precision of data vectors. In this case, the value of each coordinate of the result coincides with the value of the same coordinate of one of the data vectors [1, 9]. Moreover, the result of the k-means problem rectilinear metric are more stable under the influence of the outliers in the data which exist due to measurement errors and defective components in the lot. Other approach which allows to achieve the results of the same precision as data vectors is solving the k-medoid problem [8, 9]. In this problem, the cluster centers which minimize the total distance are searched among the data vectors only.

The k-means method uses the ALA procedure (Alternating Location-Allocation) which includes two simple steps:

**Algorithm 1.** ALA procedure.

Required: data vectors $A_1, \ldots, A_N$, $k$ initial cluster centers $X_1, \ldots, X_k$.

1. For each center $X_i$, determine its cluster $C_i$ as a subset of the data vectors for which this center $X_i$ is the closest one.
2. For each cluster $C_i$, recalculate its center $X_i$.

$$X_i = \arg \min_x \sum_{y \in C_i} \|x - y\|$$

3. Repeat Step 1 unless Steps 1, 2 made no change in data.

Traditional usage of the $k$-means method with squared Euclidean metric ($l^2$) has one important advantage: in this case, calculating a center of a cluster is a simple problem solved in one iteration as calculating the mean value for each coordinate of all data vectors in the cluster. These mean values are coordinates of the new cluster center [1]. If the $i$-th cluster center $X_i=(x_{i,1}, \ldots, x_{i,d})$ is a vector in a $d$-dimensional space and data vectors $A_j=(a_{j,1}, \ldots, a_{j,d})$, $j=1,N$ also have $d$ dimensions then the new cluster center for a $k$-means problem with squared Euclidean metric is calculated as [1]:

$$x_{i,k} = \sum_{y \in C_i} y_k / |C_i| k = 1,d .$$

In the ALA procedure with the rectilinear metric, each coordinate of the cluster center is calculated as the median value of this coordinate among all data vectors which belong to the cluster. This process can be described as follows.

**Algorithm 2.** Calculating $i$-th cluster center (median) in case of the $l_1$ metric.

1. For each $k = 1,d$ do:
   1.1. Sort vectors $A_i=(a_{i,1}, \ldots, a_{i,d}) \in C_i$ in an increasing order of the $k$-th coordinate, form a sequence $a_{i,k}^{1}, \ldots, a_{i,k}^{|C_i|}$ . Here, $|C_i|$ is the power of the set (cluster).
   1.2. Calculate $m = \left[ |C_i| / 2 \right]$ . Store $x_{i,k} = a_{m,k}^{i}$ . Here, $[\bullet]$ is the integer part.

1.3. Next iteration 1.
2. Return $X_i=(x_{i,1}, \ldots, x_{i,d})$

This algorithm returns a value of new center which has values of each coordinate coinciding with a coordinate of some data vector.

In the case of the $k$-medoid problem, procedure of determining of each cluster center requires the exhaustive search among all data vectors in the cluster. However, many researchers propose faster analogous local search procedures [11, 12, 13] which do not guarantee an exact solution.
Except special cases, the \( k \)-means and \( k \)-medoids problems are \( NP \) hard and require global search [14].

The result of the ALA procedure depends on the choice of the initial cluster centers. Known \( k \)-means++ algorithm [15] has an advantage in comparison with the chaotic choice of the initial centers and guarantees the statistical preciseness of the result \( O(\log(p)) \). However, such preciseness is insufficient for many practically important problems. For such cases, researchers propose various recombination techniques for initial center sets [1].

The ALA procedure can be optimized with use of many techniques. For example, sampling procedures [16] solve the \( k \)-means problem for the randomly selected subset of the data vectors and use the achieved result as an initial set of centers for solving the original problem. Authors propose various algorithms for streaming data processing [17] applicable for big data analysis and many other methods.

The dependence of the results of the ALA procedure on the initial centers seeding is a serious problem for the reproducibility of the classification algorithm results: depending on the initial centers seeding, different algorithm starts classify the same data vectors as elements of various clusters. Thus, an algorithm for solving \( k \)-means problem which returns a stable result is preferred.

The Information Bottleneck Clustering method (IBC) is a deterministic method for solving the cluster analysis and classification problems able to achieve perfect results in many cases [18]. This algorithm starts from considering each data vector as a separate cluster. Then, clusters are removed one-by-one until the desired clusters quantity remains. Each time, the algorithm eliminates such cluster that its elimination gives the smallest increment of the objective function value. For the \( k \)-means problem, this algorithm eliminates the cluster center which gives the smallest total distance from data vectors to the closest remaining centers. Such algorithms are extremely slow [18]. The genetic algorithms with greedy heuristic initially designed for the discrete \( k \)-median problem on a network [19] are compromise variants. However, they are not determined algorithms. In [20], author proposes an approach for adaptation of these algorithms for the continuous location problems. The idea of such approach can be described as follows [17].

**Algorithm 3.** Genetic algorithm with greedy heuristic for \( k \)-median problems.

**Required:** data vectors \( A_1 \ldots A_N \), population size \( N_p \).

1. Form (randomly or using the \( k \)-means++ procedure) \( N_p \) various initial solutions \( \chi_1 \ldots \chi_{N_p} \subset [1,N] \), \( |\chi_i|=k \forall i \in [1,N_p] \). Each of such solutions is a set of \( k \) data vectors used as the initial solutions of the ALA procedure. Calculate the fitness function value (total distance) \( F_{\text{fitness}}(\chi) \) for each of the initial solutions using Algorithm 3 and store the fitness function values to \( f_1 \ldots f_{N_p} \).

2. If the stop conditions are satisfied then STOP. Return solution \( \chi_{i^*} \), with the smallest value \( f_i \). For the final solution, the ALA procedure (Algorithm 1) runs.

3. Choose randomly two indexes \( k_1, k_2 \in [1,N], k_1 \neq k_2 \).

4. Form an interim solution \( \chi_c = \chi_{k_1} \cup \chi_{k_2} \).

5. If \( |\chi_c| > k \) then go to Step 7:

6. Calculate \( j^* = \arg\min_{j \in \chi_c} F_{\text{fitness}}(\chi_c \setminus \{j\}) \). Exclude \( j^* \) from \( \chi_c : \chi_c = \chi_c \setminus \{j^*\} \). Go to Step 5.
7. If $\exists i \in \{1, N_p\}: \chi_i = \chi_c$ then go to Step 2.
8. Choose index $k_3 \in \{1, N\}$. First, two indexes $k_4, k_5 \in \{1, N\}$ are chosen randomly, then if $f_{k_4} > f_{k_5}$ then $k_3 = k_4$ else $k_3 = k_5$.

9. Replace $\chi_{k_3}$ and the corresponding fitness function value: $\chi_{k_3} = \chi_c$, $f_{k_3} = F_{\text{fitness}}(\chi_c)$. Go to Step 2.

Steps 5-6 of this algorithm realize the greedy heuristic, the successive elimination of the centers from an interim solution.

An analogous heuristic was proposed by Kuehn and Hamburger in 1963 [21]. The IBC method is based on the same principle of the successive elimination of the clusters from an interim solution [22]. Both method of Kuehn and Hamburger and the IBC chose an unfeasible solution coinciding with the whole data vectors set as the initial solution.

The fitness function for the $k$-means problem can be calculated for an initial or interim solution as follows:

Algorithm 4. Calculating fitness function value $F_{\text{fitness}}(\chi)$.

Required: solution $\chi$.

1. Run Algorithm 1 with initial centers set $\{A_i|i \in \chi\}$ resulting with centers set $\{X_1, ..., X_p\}$.
2. Return $F_{\text{fitness}}(\chi) = \sum_{i=1}^{N} \sum_{j=1}^{k} w_j \frac{m_{ij}}{m_{ij}^{\chi_i}} L(X_j, A_i)$.

This algorithm is a computationally intensive procedure. Other approach [20] is based on the immediate usage of the total distance from data vectors to the closest center in the interim solution as the fitness function value for Algorithm 3. In this case, Step 1 of Algorithm 4 is omitted. In fact, this approach solves a $k$-medoid problem and adjusts the solution with the ALA procedure at the final iteration of the greedy heuristic. Such approach is much faster. However, it reduces the preciseness.

An advantage of the IBC method is its determinacy. This method does not use any random values and each start of the algorithm results in the same set of cluster centers. The exact reproduction of the results is impossible when using algorithms which include random search elements. The IBC method slows down the calculation.

In [3], authors propose a modification of the greedy heuristic used in Step 6 of Algorithm 3. This method uses points in the $d$-dimensional space instead of data vector indexes as an alphabet of the genetic algorithm. Such points represent the cluster centers. Authors entitle this modification Algorithm with Floating Point Alphabet. Results of the genetic algorithm with this heuristic are much more precise than results of the modification described in [20] (in [20], authors propose solving a $k$-medoid problem). At the same time, the iterations in Algorithm 3 with this heuristic are performed much faster than Algorithm 4 as the greedy heuristic. Moreover, decrease of the computational complexity of Step 6 of Algorithm 3 makes solving large-scale problems possible. In [3], authors report results of solving problems with up to 560000 data vectors. Such heuristic can be described as follows.

Algorithm 5. Greedy heuristic for the GA with floating point alphabet (used instead of Steps 4-7 of Algorithm 3).

Required: set of data vectors $V = (A_1, ..., A_N) \in \mathbb{R}^d$, number $k$ of clusters, two “parent” center sets $\chi_{k_1}$ and $\chi_{k_2}$, parameter $\alpha$. 
1. Form interim solution \( \chi_c = \chi_{k_1} \cup \chi_{k_2} \). Run ALA algorithm from initial solution \( \chi_c \). Store its result to \( \chi_c \).
2. If \( |\chi_c| = k \) then start ALA procedure from initial solution \( \chi_c \), STOP and return \( \chi_c \).

2.1. Calculate distances to the closest element of \( \chi_c \):
\[
d_i = \min_{x \in \chi_c} L(X, A_i) \quad \forall i = 1, N.
\]
Form clusters around each center in \( \chi_c \). \( C_i = \arg \min_{x \in \chi_c} L(X, A_i) \quad \forall i = 1, N \).

3. For each center \( X \in \chi_c \), calculate \( \delta_X = F(\chi_c \setminus \{X\}) = \sum_{i : X \in C_i} (D_i - d_i) \).
4.1. Calculate \( \delta_X = \max_{i \in \chi_c} \left\{ \alpha \left| \chi_c \setminus \chi_{\min} \right| \right\} \).
Sort values \( \delta_X \) in ascending order and choose a subset \( \chi_{\min} = \{X_1, ..., X_{n_{\min}}\} \) of \( n_{\min} \) data vectors with minimal values \( \delta_X \).
4.2. For each \( j \in \{1, 2, ..., \chi_{\min}\} \) do: if \( \exists q \in \{1, (j-1)\} : L(X_j, X_q) < L_{\min} \) then eliminate \( X_j \) from set \( \chi_{\min} \).

4.3. Set \( \chi_c = \chi_c \setminus \chi_{\min} \).

4.4. Reallocate data vectors to the closest centers: \( C_i^* = \arg \min_{x \in \chi_c} L(X, A_i) \quad \forall i = 1, N \).

4.5. For each \( X \in \chi_c \) if \( \exists i \in \{1, N\} : C_i = X \) and \( C_i^* \neq X \) then recalculate center \( X^* \) of cluster \( C_X^{\text{clus}} = \{A_i | C_i^* = X, i = 1, N\} \). Store \( \chi_c = (\chi_c \setminus \{X^*\}) \cup \{X\} \).

5. Go to Step 2.

Value \( \alpha \) is an important parameter of this heuristic. This value determines the percentage of the superfluous cluster centers eliminated in a single iteration. Authors propose value 0.2. Bigger values make the algorithm run faster and reduce its preciseness. Small values \( \alpha \) make it work as Algorithm 4 and eliminate a single center at each iteration. We used \( \alpha = 0.25 \).

This heuristic combines the greedy heuristic [19, 20, 23] with elements of the modified ALA procedure performed at each iteration and allows to eliminate up to 20-25% superfluous cluster centers until the required quantity of centers remains. Algorithm 4 requires performing \( p(k_0-k) \) runs of the ALA procedure (here, \( k_0 \) is the initial centers quantity). Algorithm 5 reduces quantity of iterations down to \( O(\log(k_0-k)) \). Moreover, each iteration does not require perform the whole ALA procedure. Instead, its separate optimized elements (location – allocation) are performed.

It can be easily seen that if \( k_0 = N \) then both Algorithm 5 and IBC method start their initial iterations analogously: number of cluster centers coincides with the number of data vectors. Moreover, if \( k_0 = N \) then choosing initial centers is not random: all data vectors are chosen as the initial centers. Thus, the following deterministic algorithm can be proposed.

**Algorithm 6.** New deterministic greedy heuristic algorithm.

Required: set of data vectors \( V = (A_1, ..., A_N) \in \mathbb{R}^d \), number \( k \) of clusters, parameter \( \alpha \).
1. Set \( \chi_c = V \).
2. Run Algorithm 5 starting from Step 2.
Such algorithm was successfully applied for middle-scale problems, up to \( N = 6500 \) data vectors. The results are gathered in Table 1. We used example problems from the UCI library [23] and problems with real data of EEE components examination [1]. For small-scale problems, the results are shown in comparison with the IBC method, genetic algorithm with greedy heuristic and genetic algorithm with recombination of fixed length subsets [24]. We used various distance metrics. In addition, \( k \)-medoid problems [9, 10] were solved. For several problems, the results of new algorithm are insignificantly worse than the results of the IBC. At the same time, time needed for problem solution reduces many times. In Table 1, all results of new algorithm are shown for \( \alpha = 0.25 \) and \( \alpha = 0.001 \). Last value makes the algorithm work as an IBC procedure which eliminates exactly one center at a time. At the same time, the approach to the inclusion of elements of the ALA procedure in this greedy heuristic remains unchanged and the new algorithm with \( \alpha = 0.001 \) works slower than one with \( \alpha = 0.25 \) and still much faster than the IBC algorithm which uses Algorithm 4 for fitness function evaluation on each iteration. In addition, Table 1 shows results of the simplified IBC method which evaluates the fitness function value without running ALA or another local search procedures. In fact, this simplified IBC procedure solves a \( k \)-medoid problem and then adjusts the result with ALA procedure. Such algorithm is entitled “IBC w/o local search”. Such algorithm can be constructed after excluding Steps 3 and 4.5 from Algorithm 5 with \( \alpha = 0.001 \). If we remain \( \alpha = 0.25 \), i.e. we allow simultaneous eliminating several centers, we have a new deterministic algorithm entitled “IBC w/o local search, \( \alpha = 0.25 \)”. This version of the algorithm shows the best time and the worst preciseness.

For all inspected problems except those with the Jaccard metric, new algorithm shows the best results among all considered deterministic algorithms except IBC with local search which exceeds new algorithm by preciseness in several problems. However, new algorithm takes much less time. Results of new algorithm are less precise than the results of evolutionary algorithms. However, except problems with the Jaccard metric, the difference does not exceed 2.3% for problems with real data vectors and 3.8% for problems with Boolean data vectors.

Note that new algorithm has one important feature for solving a problem of automatic classification of the EEE components. Such problem is solved [23] as series of the \( k \)-means problems with \( k = k_{\text{min}}, k_{\text{max}} \) where \( k_{\text{min}} = 1 \) (a single production batch without clusters assumed) and \( k_{\text{max}} \) is chosen by a decider equal to some reasonable number. Algorithm 6 can be used for the \( k \)-means problem with \( k = k_{\text{max}} \). Then, starting from Step 2, Algorithm 5 can run again for solving the succeeding problems until \( k = k_{\text{min}} \). Thus, results for all values \( k = k_{\text{min}}, k_{\text{max}} \) can be calculated in a single run.

### Table 1. Comparative results of new algorithm

| Data set, quantity of data vectors, dimension, data type | Clusters q-ty k, metric, problem type | Algorithm | Result | Time, sec. | Std. dev. of 10 runs |
|--------------------------------------------------------|--------------------------------------|-----------|---------|-----------|---------------------|
| Chess (UCI), \( N = 3197, d=50, \) Boolean           | 50, \( l_i \), \( k \)-means          | Local search multistart   | 10015.89 | 30        | 19.08               |
|                                                       | GA with fixed subsets recomb.        | GA with float, point alphabet  | 9331.8  | 30        | 6.074               |
|                                                       | IBC                                  | IBC w/o local search         | 9286    | 30        | 9.135               |
|                                                       | IBC w/o local search, \( \alpha = 0.25 \) | IBC w/o local search, \( \alpha = 0.25 \) | 9796    | 29.18     | -                   |
|                                                       | New algorithm, \( \alpha = 0.25 \)   | New algorithm, \( \alpha = 0.25 \) | 10057   | 0.688     | Determin.           |
|                                                       |                                      |                                      | 9649    | 0.696     | Determin.           |
### Conclusion

Proposed algorithm allows solving $k$-means and $k$-medoids problems in appropriate time. Achieved results are insignificantly less precise than the results of the evolutionary algorithms. However, new algorithm is deterministic and this fact makes its results easy for checking and interpreting by all concerned parts.
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