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ABSTRACT

Wikidata is rapidly emerging as a key resource for a multitude of online tasks such as Speech Recognition, Entity Linking, Question Answering, or Semantic Search. The value of Wikidata is directly linked to the rich information associated with each entity – that is, the properties describing each entity as well as the relationships to other entities. Despite the tremendous manual and automatic efforts the community invested in the Wikidata project, the growing number of entities (now more than 100 million) presents multiple challenges in terms of knowledge gaps in the graph that are hard to track. To help guide the community in filling the gaps in Wikidata, we propose to identify and rank the properties that an entity might be missing. In this work, we focus on entities with a dedicated Wikipedia page in any language to make predictions directly based on textual content. We show that this problem can be formulated as a multi-label classification problem where every property defined in Wikidata is a potential label. Our main contribution, Wiki2Prop, solves this problem using a multimodal Deep Learning method to predict which properties should be attached to a given entity, using its Wikipedia page embeddings. Moreover, Wiki2Prop is able to incorporate additional features in the form of multilingual embeddings and multimodal data such as images whenever available. We empirically evaluate our approach against the state of the art and show how Wiki2Prop significantly outperforms its competitors for the task of property prediction in Wikidata, and how the use of multilingual and multimodal data improves the results further. Finally, we make Wiki2Prop available as a property recommender system that can be activated and used directly in the context of a Wikidata entity page.

CCS CONCEPTS

• Human-centered computing → Wikis; • Information systems → Incomplete data; Network data models; • Computing methodologies → Supervised learning.

Figure 1: Predictions of properties by Wiki2Prop on the Wikidata entity Q7270702. With a Wikidatagadget, the relevant new properties can be presented directly on the page of the respective Wikidata entry to support editors with completing the entry.
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1 INTRODUCTION

Knowledge graphs are used to improve a multitude of online tasks such as Speech Recognition, Entity Linking, Question Answering, or Entity-centric Search. Wikidata, in particular, is a free collaborative knowledge graph maintained by a community of editors who take great care in manually curating the resource, and by a set of automated agents (a.k.a. bots) that extract properties relating to entities from Wikipedia and external sources. The bulk of the bots collect their information from (semi-)structured data contained
in Wikipedia, e.g., Infoboxes, Tables, Lists, and Categories. Consequently, popular entities that have an extensive Wikipedia page have been enriched using a number of semi-automated methods and are therefore well-established in terms of their properties on Wikidata. Conversely, less popular entities that have Wikipedia articles with little to no structured content, do not benefit from the application of automated structured information extraction methods. For instance, Queenie (the water-skiing elephant) Wikipedia page\(^1\) contains at the time of writing no structured information.

The distribution of property count among Wikidata entities follows a heavy-tailed distribution, with an average of 3.93 different properties per entity; this observation also applies to those entities that have corresponding Wikipedia pages across multiple language editions, with a slightly higher average of 4.96 property per entity [12]. The problem is compounded for entities that belong to rare classes. For instance, Queenie belongs to classes *mammal living in captivity* and *Asian elephant*, which are relatively under-represented in Wikidata. Conversely, Wikipedia articles tend to include a larger amount of unstructured information – as well as multimedia elements, such as images. For instance, the article about Queenie describes a fair amount of facts, but these are not structured in any way (e.g., it contains no Infobox, which is typical for long-tail entities [40]). Furthermore, the article also includes a picture of the elephant – an information-rich element that is currently not exploited by these automated methods. Actually, most of Queenie’s\(^2\) properties were manually entered by a Wikidata Editor, including *place of birth*, *sex or gender*, *occupation*, *date of birth* and *date of death*, which were all available in the Wikipedia article, although in an unstructured form.

In this paper, we propose a new method that can propose missing properties, whose values can later be filled by human editors or bots, for a given entity by analysing the unstructured textual content of Wikipedia. Formally, our method, coined Wiki2Prop, tackles the problem of correctly predicting relevant properties of an input entity through a multimodal approach that leverages its related Wikipedia article. One key ingredient of our approach is to consider properties as *labels*, and to model the problem as an instance of multi-label learning with incomplete class assignments [5]. In this setting, each entity is associated with one or more feature vectors, which are assumed to contain information related to the entities (unknown) collection of potential properties. Wiki2Prop learns a model to generate a probability for each label defined in Wikidata. As such, once the labels of an input entity are ranked using the output probabilities of our model, the editors (or bots) can focus on the more incomplete entities and the more promising properties first in order to fill out missing information on Wikidata efficiently and effectively. Additionally, an entity might have varying amounts of complementary information present across Wikipedia pages and languages, or in non-textual format, such as images. One main advantage of our proposed architecture is that it can work with an arbitrary number of available input from non-English languages, i.e., our method is both able to perform well with English-only embeddings while being able to seamlessly integrate features from additional languages (e.g., German and French embeddings), when available, to achieve even better performance. Moreover, Wiki2Prop can also extract information contained into the entity *image of interest* to improve its predictions – as it has been shown that images are a key source of additional information (see e.g. [13, 39]).

To summarize, we introduce the following contributions:

1. We tackle the question of property recommendation in large scale collaborative knowledge base construction. Unlike existing approaches, our method does not rely on hard-coded rule-sets or heuristics, instead it performs information extraction from unstructured content related to entities of interest. The properties predicted by Wiki2Prop can be used to enrich Wikidata (See an example of the functionality in Figure 1).

2. We introduce a new Multi Modal Neural Network architecture that is able to combine the embedding information originating from Wikipedia entries in multiple languages – namely English, German and French (EN, DE, and FR for short) – and non textual data (images) to produce a confidence vector and predict relevant properties. Furthermore, we learn directly from a large set of existing Wikidata instances and do not require a manually labeled dataset.

3. We report on an extensive performance evaluation campaign of our method on real Wikidata and Wikipedia data, and show that it consistently outperforms the state of the art across a wide range of metrics that measure properties predictions, ranking and coverage.

4. We build a property recommender system based on Wiki2Prop, and deploy it on the Wikimedia infrastructure. Wiki2Prop recommendations are available through an API, and is integrated into Wikidata interface (as a Gadget) for the Wikidata users who enable it.

The rest of this paper is organised as follows. In Section 2, we briefly present the state of research in predicting Wikidata properties. We also discuss the state of the art in entity embeddings, multi-label learning and multi methods, whose fields Wiki2Prop is at the intersection of. In Section 3, we detail the inner working of each part of Wiki2Prop. Finally, in Section 4 we extensively evaluate Wiki2Prop using a large collection of metrics before concluding.

---

\(^1\)https://en.wikipedia.org/wiki/Queenie_(waterskiing_elephant)
\(^2\)https://www.wikidata.org/wiki/Q7270702
2 RELATED WORK

Word and Entity Embeddings. Word2Vec[21] is an established method to embed unstructured text in a multidimensional vector space that represents inherent semantic concepts. Since its inception, multiple specialized embeddings based on Word2Vec where developed. As input for our methods, we use the Wikipedia2Vec framework described in [42]. Wikipedia2Vec combines three sub-models to learn embeddings from Wikipedia. The text of each article is embedded with a word-based skip-gram model. This model is combined with a Link Graph model that embeds entities that are neighbors in the link graph. Finally, an anchor context model aims to place the entity and word embeddings close to each other in the vector space. It does so by embedding the words adjacent to Wikipedia’s internal links.

Image Embeddings. Deep Neural Network architecture have been shown to be extremely effective at extracting information from images [33]. One of the most popular network to achieve this is DenseNet, who has shown good results on challenging image classification tasks [16]. In particular, multiple previous works have successfully used pretrained versions of DenseNet for a large variety of image related tasks, such as early tumor detection [6, 37]. Following these promising results, we used the pretrained DenseNet-121 network [16, 30] to extract information from the Wikipedia images. Image embeddings are used to situate and relate images as first class citizens in a knowledge graph [26] and also to build same as relationships[18] between different knowledge graphs. Both works report about a additional expressive power which aligned images bring to knowledge graph entries.

Property Recommender Systems. Wikidata provides an API3 for suggesting missing properties. The approach used by this property recommender is based on Association Rules, inspired by [1], but enhanced with contextual information like the class membership of the entity for which properties are suggested. In [46], a formal evaluation comparing state-of-the-art recommender systems for this task is provided, including [14], where the authors improved previous results by using a tree-based method. However, to the best of our knowledge, Wiki2Prop is the first to use external information (Wikipedia) to enrich Wikidata. In [34], the task of property ranking in Wikidata is discussed. To compare the different property ranking approaches, a crowdsourced ground-truth dataset is created by comparing properties pair-wise in regard to their importance in the context of a single entity. While this dataset can be used to evaluate the property ranking task, it is unfortunately not suitable for the property prediction task we tackle. This is due the low number of only pair-wise comparisons in this ground-truth dataset. Recoin [2] is a method that provides a ranking of missing properties based on the probability that a property appears in the class the entity belongs to. Furthermore, the method classifies the entities in regards to completeness. This method directly depends on the correct classification of the entity it is applied to (knowing that roughly 7% of the entities in Wikidata also present in Wikipedia do not belong to any class). Also, the method works best on classes that use properties uniformly. To counteract this, Recoin applies a set of heuristics, namely on the class of Humans (q5), to introduce more fine-grained classes. We formally evaluate Recoin and compare it to our proposed method in Section 4. In [31], meta-information on the completeness of Wikidata are discussed. The method focuses on evaluating the completeness of entities per property (e.g., are all cantons (states) of Switzerland available through the statement “contains administrative territorial entity”?)). At this point, we would also like to point to two meta-studies that embed this work in a broader context of research conducted on Wikidata. [11] provide an overview of the research performed on Wikidata through a systematic study, where the authors identify current research topics as well as research gaps that require further attention. [29] specifically tackles data quality in Wikidata. The paper surveys prior literature and show that a number of quality dimensions (e.g., accuracy and trustworthiness) have not been adequately covered yet.

Other Knowledge Gap Tasks. Incomplete data in knowledge graphs is a severe problem, especially in collaborative setups, where human editors spend a significant amount of time identifying and fixing the gaps in the knowledge base. Several tasks have been defined and tackled in the literature. For example, predicting entity types aims at recommending a type for new instances, Moon et al. [22], propose to learn embeddings for entity types. Lugneg et al. [19] proposed to tackle the task of identifying incomplete classes in a knowledge graph by leveraging editor activity patterns. Another line of work focuses on link prediction or identifying the relationship between two input entities. Here, a series of works proposed advanced methods to build joint entity and relation embeddings (see e.g., [17] and references therein). Knowledge graph integration aims at connecting repositories in Linked Open Data (LOD) to obtain complementary information about the same entity in different databases [9]. Wikipedia articles in conjunction with Wikidata properties are further used in a multi-class document classification to discovery semantic relations between Wikipedia Articles [28]. Another knowledge gap related task is entity mapping which aims at identifying snippets of text in Wikipedia discussing a specific entity [27]; this information has the potential to help build robust joint entity-text embeddings for tail entities and thus improve property prediction.

Multi-Label Classification. The Multi-Label Classification framework, also called Multi-Label Learning (MLL), is hardly new, and has been linked to text categorization since its inception (see e.g., [36]). Multiple approaches specifically designed for MLL have been proposed, and we give below a brief overview of recent contributions to this field below, focusing on neural network-based approaches (we refer the reader to e.g., [23] for a complete review of other methods). In the seminal work of [47], the authors introduced a new MLL tuned loss function, called BPMLL (Backpropagation for Multi-Label Learning), and showed that even simple networks using this loss function yield good performance on text categorization tasks. Similarly, [24] showed that on large-scale datasets, their properly tuned neural network NNAD with one hidden layer achieved state-of-the-art performance. More recently, [50] proposed a method that first uses a Deep Learning approach to learning a proper embedding of the underlying labels network, and then uses the resulting manifold to train a k-Nearest Neighbours algorithm. This method can capture complex networks of label dependencies, but cannot be
Multi-Modal Learning. In recent years, Multi-Modal Learning – and in particular the fusion of information originating from different sources – has received increased attention from the research community, as it been shown that this approach can lead to significantly improved performance in real world scenarios [3, 13]. [45] used a tensor product of all the embedded modalities, while [38] used Gaussian restricted Boltzmann machines to model the relation between the modalities. More recently, [35] used text-only multimodal techniques to show that the combination of different word embeddings can improve the performance of sentiment analysis on short texts, and [41] proposed a multimodal approach that combines relationship triplets and images to improve knowledge representation. However, to the best of our knowledge, Wiki2Prop is the first method that uses multi language embeddings and images. Additionally, Wiki2Prop is able to account for missing modalities, a task that is still challenging the Multi-Modal Learning community. Indeed, most previous contributions in these domains try to infer missing modalities before prediction (see e.g., [7, 15] and references therein), which leads to significant error compounding. Conversely, Wiki2Prop fusing layer (see Section 3.3.2) directly merges available modalities and avoids the negative impact of missing modalities on both training and prediction tasks by transferring additional information from the input to the fusion layer using Dirac δ functions.

### 3 METHOD

This section introduces and details the inner working of Wiki2Prop, as summarized in Figure 2. We start by discussing the embedding of the unstructured data of Wikipedia entities in multiple languages in Section 3.1. In Section 3.2, we briefly recall the Multi-Label Learning framework, while we detail the architecture of the neural network part of Wiki2Prop in Section 3.3.

#### 3.1 Data processing

As aforementioned, Wiki2Prop extracts unstructured information from the English, German, and French versions of Wikipedia articles, as well as included images. Our model requires that a given entity from Wikidata has a corresponding English Wikipedia article to predict its potential properties. The model can integrate multiple additional language resources as well as images. However, we limit our experiments to the German and French wikis since, together with English, these capture the largest overlap with Wikidata.

**Wikidata Structure Primer.** Entities in Wikidata are complex elements that possess a unique Identifier (an integer prefixed with Q), Labels, Descriptions and Aliases as meta information, the latter three in multiple Languages. Every entity further owns multiple Statements which are combined by a Property, and Literal or a Link to another Entity. Each of the Statements posses further Qualifiers (e.g., time period of validity) and References (a link to an external source of the statement). Finally, each entity may possess Sitelinks, which are links to other Wikimedia projects, foremost to multiple languages versions of Wikipedia articles, constituting a high-quality mapping between Wikipedia and Wikidata for all languages.

**Embedding Wikipedia with Wikipedia2Vec.** To extract unstructured information from Wikipedia articles, we proceed as follows. First, we use Wikipedia2Vec⁴ to train an embedding on the complete English, French, and German Wikipedia dumps. Wikipedia2Vec uses an extension of the Skip-gram model proposed by [43] that jointly optimizes a Wikipedia link graph model, a word-based skip-gram model, and an anchor context model. We compute multiple embeddings of the Wikipedia dumps using varying parameters. We used the default parameters of the embedding framework, except for

- the window size was set to 10 for the skip gram model which improves the performance on all methods;
- the min entity count was set to 1 to enable the inclusion of all entities in the embedding regardless of their occurrence count.

After an initial evaluation on the number of dimensions we choose to embed with 300 dimensions, this is also a frequent choice for word embeddings (see [4]). Additionally, we evaluated the influence of the Wikipedia link graph model component in order to estimate the importance of the Wikipedia network on our task. Our tests show that the use of the graph model in the embeddings consistently improves the prediction performance on the applicable baselines and our proposed model.

**Extracting Wikimedia Commons Images.** We downloaded a representative image per article from Wikimedia Commons, which is the sister-project of Wikipedia storing the media assets. For each entity, we used the image linked from its Wikidata property P18: `image`⁵ (when available). The property P18 is described as: “image of relevant illustration of the subject”. For the minority (less than one percent) of entries which have more than one image attached, we choose the first image linked from the entry. In total, a \(n = 1'156'380\) images have been collected. Similar to [16] we prepare the images as follows, the images were resized to a width of 224 pixels (if height > width) or a height of 224 pixels otherwise, before being cropped to a size \(224 \times 224\).

**Extracting the properties.** To extract the labels \(y\) associated with each entity \(x\), we proceed as follows. First, we extract all the properties of each entity of Wikidata that have an EN representation in Wikipedia (more specifically an enwiki sitelink), for a total of \(n = 7'768'807\) entities. Then, these pieces of data are filtered using the following set of rules:

- we extract only distinct properties, regardless of the number of times they are attached to a single entity;
- all Qualifiers and Reference information attached to the statements are discarded, as they are not part of our model;
- each Property of the type external links is dismissed, as those properties can generally be efficiently populated by importing⁶ from the target databases. This specific rule reduces

- [4]: https://www.wikidata.org/wiki/Property:P18
- [5]: https://wikipedia2vec.github.io/
- [6]: https://www.wikidata.org/wiki/Wikidata:Dataset_Imports
Joining the final dataset. Finally, we generate the final dataset by matching the collected properties with their corresponding entity vectors from the embedding, in each of the available languages, as well as the resized image. When an entity has an EN embedding but is missing DE and FR embeddings or has no image, those missing representations are replaced with 0-values vectors during the training/testing of Wiki2Prop.

To further improve the performance of property predictions, we removed all properties that are currently extremely rare (i.e., that occur less than 100 times in the entirety of Wikidata). We note that extremely rare properties cannot be learned effectively, as they occur in less than 0.02% of the entities, and can hinder the learning process of more popular properties by creating large gradient deviations in optimizers such as AdaGrad. Following this property pruning, we remove from the dataset entities which do not own any properties anymore, resulting in \( n = 4'680'290 \) entities featuring \( k = 991 \) distinct properties. For the empirical evaluation of our result (Section 4), the resulting dataset is then split into a training set (70%) and a test set (30%). The training set is used to train Wiki2Prop, as well as other methods that are compared to it, while the test set is used to evaluate the performance of the different methods.

We source the datasets of Wikipedia\(^7\) (for the respective languages en, de, fr) and Wikidata\(^8\) from a dump. The images were downloaded individually from Wikimedia Commons\(^9\). We provide the source code\(^10\) build for the performance evaluation of Wiki2Prop. The above described data processing steps are resource intensive. Therefore we also provide intermediate snapshot steps of the datasets used for the evaluation.

### 3.2 Multi-Label Learning

In this work, the property prediction task is modeled as a Multi-Label Learning problem. Formally, this framework is defined as follows: let \( X \) a Polish space (here \( X = \mathbb{R}^{d} \)) and \( Y = \{0,1\}^{k} \) be respectively the entities and the label spaces. The label space encodes the presence or absence of \( k \) knowledge graph properties for a given entity. Let \( D \subset X \times Y \) be a dataset of \( N \) pairs of an entity-labels \((x,y)\). In the following, we denote by \( y_i \) the value of the \( i \)-th label: \( y_i = 1 \) if and only if the label \( i \) is present (i.e., the entity has the \( k \)-th property). The objective is to learn a function \( \ell : X \mapsto Y \) that is able to predict the labels of entities, i.e., \( \ell(x) \approx y \), even for an entity-label pair \((x,y)\) unseen in \( D \).

While this problem can easily be rewritten as a multi-class classification problem, by considering each element of \( Y \) – i.e., each possible combination of labels – as a different class, this approach leads to an exponential number of classes, which quickly becomes intractable (approximately \( 2^{991} \approx 10^{300} \) classes in the Wikidata dataset). Instead, previous works in multi-label learning (such as \[17\]) have focused on learning a confidence function

\[
\ell : X \mapsto [0,1]^{k}, \quad x \mapsto h(x) = (h(x)_1, \ldots, h(x)_k)
\]

where \( 0 \leq h(x)_i \leq 1 \) is the confidence that \( x \) has the label \( i \). Intuitively, a confidence function \( h \) is deemed good if \( h(x)_i \) is close to 1 if \( i \) is a true label, and is close to 0 otherwise. This function naturally induces for each entity \( x \) a ranking of labels, where the label \( i \) is deemed more likely than the label \( j \) if \( h(x)_i > h(x)_j \). This interpretation is particularly useful when evaluating the predictions (see Section 4.2). A label prediction function can be derived from \( h \) by choosing a threshold \( \tau \in [0,1] \), and defining

\[
h_{\tau}(x) = (\mathbb{I}(h(x)_1 > \tau), \ldots, \mathbb{I}(h(x)_k > \tau)),
\]

where \( \mathbb{I} \) denotes the indicator function. Note that the proper choice of \( \tau \) is key to obtain good precision/recall performance (see Section 4). Following previous works (see \[10, 24\]) we use a threshold \( \tau(x,i) \) that is both label and entity-dependent.

#### 3.3 Multimodal Multi-Label Learning: Wiki2Prop

While several previous works have used Neural Network-based algorithms for Multi-Label Learning (see \[50\] and references therein), Wiki2Prop introduces a new multimodal multi-language approach to the problem that is robust to incomplete data, i.e., data points for which at least one language is missing. More precisely, the multimodal architecture developed in Section 3.3.2 takes advantage of the additional information contained in Wikipedia entries in other languages as well as images when they are available while being able to predict labels from the English embedding alone if other data are missing.

To obtain this flexibility, Wiki2Prop requires a multi-step training that first trains the Neural Network architecture to use each language embedding separately all four layers from top to bottom and then in a second step trains the final Wiki2Prop model.
to combine the available multimodal embeddings. The first step in training Wiki2Prop, whose architecture is detailed in Figure 4, relies on training smaller language-specific networks.

3.3.1 Language Specific embedding. For each chosen language (EN, DE, and FR), we train a dedicated Neural Network to predict the entity labels \( y \) using the available (i.e., non-zero) language embedding (resp. \( x^{EN} \), \( x^{DE} \) and \( x^{FR} \)). Similarly to [24], we only use fully connected layers. The network uses three consecutive dense layers, with either Rectified Linear Units (ReLU) [8] or Sigmoid as activation functions (see Figure 3 for the details of the network’s architecture). Before the training, each layer weights and biases are randomly initialized using the uniform distribution over \([-1,1]\).

Training process. The network is trained using the subset of the training set that has the corresponding language embedding; consequently, the size of the training set is different for each language. We use the stochastic gradient descent algorithm with Nesterov momentum [25] to optimize the \( L^2 \)-regularized Binary Cross-Entropy loss.

\[
\text{BCE}(y, h(x)) = \sum_{i=1}^{K} (1 - y_i) \log(1 - h(x)_i) + \sum_{i=1}^{K} y_i \log(h(x)_i) + \lambda \| W \|_2^2
\]

where \((x, y)\) is an entity label pair in the training set, \( h(x) \) is the output of the network for \( x \), \( W \) is the vector containing all the network weights and biases, and \( \lambda \) is the regularization parameter. Each network was trained using Early Stopping [32], and their hyperparameters were optimized using a 10-fold cross validation, resulting in a learning rate \( \eta = 0.1 \), and \( \lambda = 10^{-5} \).

3.3.2 Seamless Multimodal Fusion. The Wiki2Prop architecture – detailed in Figure 4 – is composed of two successive groups of layers. The first group includes the first two layers of each previously trained language-specific network, as well as the pretrained Densenet 121 network [16] for the image embedding. Each language specific network outputs an embedding of their respective Wikipedia page of dimension \( d = 2048 \), and Densenet produces an image embedding of dimension \( d = 1024 \). The second group includes a Fusion layer that combined all the outputs of the first groups (see below), and one additional dense layer. For the second part of the training, the weights of each layers of the first group are initialized using their pretrained weights (see Section 3.3.1). These weights are then frozen, following neural network transfer learning techniques [44]. The weights of the second group are randomly initialized using the uniform distribution over \([-1,1]\). The idea behind this two-step training process is that through the first step, the first group of layers are trained to extract features from each of the language and from images separately, while in the second step, Wiki2Prop learns to combine these features to achieve a better prediction of the entity property.

Fusion Layer. The Fusion Layer combines the outputs of the previous layers as follows:

\[
\text{FUSION} \left[ \delta^{EN}, \delta^{DE}, \delta^{FR}, \delta^{IMG}, \delta^{EN}, \delta^{DE}, \delta^{FR}, \delta^{IMG} \right] = \delta^{EN} W^{EN} \delta^{EN} + \delta^{DE} W^{DE} \delta^{DE} + \delta^{FR} W^{FR} \delta^{FR} + \delta^{IMG} W^{IMG} \delta^{IMG} + b_{\text{FUSION}}
\]
where

- $\delta^E$ (resp. $\delta^D$, $\delta^F$, $\delta^{IM}$) is the output of dense layers that follows the EN embedding (resp. DE and FR, and the second to last layer of DenseNet 121),
- $\delta^E$ (resp. $\delta^D$, $\delta^F$, $\delta^{IM}$) $\in \{0, 1\}$ is the Dirac delta function that is equal to 1 if this entity has a EN embedding (resp. DE, FR, and a image) and 0 otherwise,
- $W^E, W^D, W^F, W^{IM}$ (resp. $b^{FUSION}$) are weight matrices (resp. bias vector) updated during back-propagation.

The main difference between the Fusion layer and a Dense layer applied to the concatenation of $\delta^E$, $\delta^D$, $\delta^F$ and $\delta^{IM}$ are the Dirac delta functions. They ensure that if, for instance, the FR embedding is missing, the corresponding weight matrix $W^F$ is not used for prediction neither updated during back-propagation (since the gradient is canceled). This effect is key for the following reason. First, note that $x F = 0$ does not imply $\delta F = 0$, due to the bias of the first dense layer. Henceforth, without $\delta F$, $W^F$ would be updated at each back-propagation, even when the FR embedding is uninformative. Since entities with FR embeddings represent only a fraction of the total entities ($1\,185\,590$ of $7\,768\,807$), $W^F$ would be heavily biased by uninformative updates. In summary, the use of $\delta F$ implies that $W^F$ is only used and updated when FR embeddings are available, and is not penalizing the network when only EN embeddings are present.

**Training process.** Before the training of Wiki2Prop, the training set is augmented as follows: for each entity, each combination of available embeddings and modes that includes EN is added to the training set. For instance, if EN and DE embeddings are available, then both EN & DE and EN only are added to the training set. This augmentation step allows Wiki2Prop to learn to predict labels even when only EN embeddings are available, while still learning to take advantage of the additional information. Similarly to Section 3.3.1, we use the stochastic gradient descent algorithm with Nesterov momentum to optimize the $L^2$-regularized Binary Cross-Entropy loss (1), using Early Stopping. The network hyperparameters were optimized using a 10-fold cross validation, resulting in a learning rate of $\eta = 0.1$, and $\lambda = 10^{-7}$.

## 4 EVALUATION

In this section, we perform an extensive experimental analysis of Wiki2Prop and highlight the improvement it can bring to Wikidata property prediction. We first produce an ablation analysis of our model, and show that the inclusion of multiple languages and images increase its performance. We compare the performance of Wiki2Prop to a state-of-the-art method used for Wikidata completion, namely Recoin [2], as well as recent contributions in Multi-Label predictions (BPMLL [47] and NNAD [24]). The results show that Wiki2Prop performs significantly better than all the other methods.

### 4.1 Datasets

To train and evaluate our model and baselines, we utilize the existing Wikidata (keeping entities having a Wikipedia sitelink as described in section 3.1) and their current set of properties. Since Wikidata is by default incomplete, properties that would apply to some entities may be missing. Moreover, it would be unreasonable to manually build a ground truth, as the total number of entities of Wikidata is too large and the set of properties virtually unbounded.

As mentioned in section 3, our dataset is composed of $\approx 5M$ entities. Given the large size of this dataset, we use a holdout evaluation by splitting it into a training set (70%) and a test set (30%). Note that the training set is used both to train Wiki2Prop and the other methods that are compared to it, and to select hyperparameters using cross validation. In addition, to analyse the behaviour of the methods in regard to their existing property count per entity, which is a proxy for how complete an entity is, we create the subsets from the test set of entities with at least 1, 5, 10, 15, 20 and 25 properties respectively.

### 4.2 Evaluation Metrics

One of the most challenging aspects of the multi-label learning setting is the proper evaluation of the results. Contrary to a regular classification problem, a large range of metrics has been designed to evaluate different aspects of the results (see e.g., [49]). To assess the performance of the different methods, we use the two following collections of metrics, one to assess the quality of label prediction, and one to evaluate the quality of the ranking estimation.

- **Label Prediction Evaluation.** These metrics directly assess the quality of label prediction $h_i(x)$. We included the commonly used Micro version of Recall, Precision and F1 (see [48] for an extended definition of these metrics in the Multi Label prediction setting). We also used the Hamming Loss – defined as the number of modifications necessary to transform the predicted sequence of labels into the true sequence of labels $y$ [48].
- **Ranking Evaluation.** These metrics evaluate the ranking of labels induced by the confidence vector $h(x)$, where the labels are ranked by decreasing order of confidence (and thus, the label with the highest confidence is ranked first). The idea behind these metrics is that true labels should have a better ranking than false labels. We included the Instance-AUC [5] – where the predicted label scores for each entity are ranked, and the resulting AUCs is averaged over all the entities. We also used Mean Reciprocal Rank (MRR) [20], which computes the average of the inverse of the rank of true labels. Finally, we chose to include the Coverage metric [36], which is defined as the rank of the last true label, i.e. the relevant property that was given the smallest amount of confidence.

### 4.3 Baselines

In our experiments, we compare the performance of Wiki2Prop to five different methods, including Wiki2Prop without images, and Wiki2Prop restricted to English only – to highlight the flexibility of our algorithm with respect to additional languages as well as the benefits they bring. The other methods are Recoin [2], the current state-of-the-art method for property prediction in Wikidata, BPMLL [47] and NNAD [24], two recent contributions from the multi label prediction community.
Wiki2Prop was almost always correct.

Table 1: The performance of W2P (Wiki2Prop full model with text and images) compared to W2Ptxt (Wiki2Prop multilingual text only and without images), W2PEn (Wiki2Prop with English text only and without images), Recoin, NN\textsubscript{AD} and BPMLL, on the test set (n = 1'404'090), and subsets with entities featuring at least a minimum number of properties (\(P_z\)). The best scores are written in bold. A MRR of 1.0 means that the property predicted with the highest confidence by Wiki2Prop was almost always correct.

| \(P_z\) | W2P | W2P\textsubscript{txt} | W2P\textsubscript{En} | NN\textsubscript{AD} | BPMLL | Recoin |
|---|---|---|---|---|---|---|
| 1 | 2.601 | 2.632 | 2.969 | 3.667 | 9.958 | 3.394 |
| 5 | 3.051 | 3.083 | 3.488 | 4.165 | 10.28 | 4.124 |
| 10 | 3.836 | 3.936 | 4.541 | 5.234 | 11.50 | 5.911 |
| 15 | 5.130 | 5.131 | 6.143 | 6.907 | 15.51 | 8.785 |
| 20 | 6.645 | 6.652 | 8.111 | 9.025 | 21.96 | 11.90 |
| 25 | 8.790 | 8.876 | 10.90 | 12.12 | 28.49 | 15.94 |

| \(P_z\) | Micro - F1 | Micro - Recall | Micro - Precision | Coverage | Hamming Loss | Instance-AUC |
|---|---|---|---|---|---|---|
| 1 | 0.790 | 0.764 | 0.730 | 0.686 | 0.296 | 0.726 |
| 5 | 0.828 | 0.790 | 0.757 | 0.723 | 0.356 | 0.699 |
| 10 | 0.851 | 0.817 | 0.783 | 0.758 | 0.400 | 0.743 |
| 15 | 0.853 | 0.832 | 0.790 | 0.770 | 0.335 | 0.698 |
| 20 | 0.849 | 0.838 | 0.794 | 0.775 | 0.2200 | 0.675 |
| 25 | 0.838 | 0.831 | 0.781 | 0.760 | 0.143 | 0.640 |

| \(P_z\) | Micro - F1 | Micro - Recall | Micro - Precision | Coverage | Hamming Loss | Instance-AUC |
|---|---|---|---|---|---|---|
| 1 | 0.795 | 0.788 | 0.765 | 0.675 | 0.249 | 0.748 |
| 5 | 0.866 | 0.838 | 0.822 | 0.746 | 0.346 | 0.844 |
| 10 | 0.896 | 0.875 | 0.867 | 0.809 | 0.498 | 0.891 |
| 15 | 0.904 | 0.890 | 0.886 | 0.840 | 0.552 | 0.902 |
| 20 | 0.899 | 0.890 | 0.887 | 0.847 | 0.482 | 0.938 |
| 25 | 0.884 | 0.880 | 0.879 | 0.842 | 0.429 | 0.946 |

4.4 Performance of Wiki2Prop

In Table 1, we compare the baseline methods against our proposed method Wiki2Prop (W2P) on the complete test set consisting of 1'404'090 entities. Besides the baseline methods, and for ablation analysis, we also report a version of our method trained without images, but with all additional languages (W2P\textsubscript{txt} for Text-Only), as well as a version trained solely with the English Wikipedia embeddings and no images (W2P\textsubscript{En}). Each column represents a method, each row represents a metric, where the sub-rows \(P_z\) (from 1 to 25) represent the resp. sub-sets of entities which have at least the shown amount of properties.

Instance-AUC. First, note that all methods tested in our experiments achieved very high instance-AUC. This is due to the fact that only a handful of properties are relevant for each entity, and all methods were able to easily eliminate the major part of the irrelevant properties (out of 987 candidates properties), resulting in an overall high AUC. Yet, subtle but crucial improvement can be seen at the top of the ranking between the different algorithms. This difference is further explored by the other metrics, such as Coverage.

Ablation Analysis. First, it is interesting to note that Wiki2Prop also improves on all metrics when provided with the embeddings of the additional languages and images compared to W2P\textsubscript{txt} (i.e. without images). Moreover, W2P\textsubscript{txt} in turn outperforms the model trained with only the English embedding (W2P\textsubscript{En}). This improvement is consistent regardless of the number of properties \(P\) of the entities. This shows that both the inclusion of images, and the multilanguage approach improve the performance of W2P, even when the number of available languages – or the presence of relevant images – is not consistent across entities.

Comparison with Baselines. Wiki2Prop outperforms the baselines on all metrics (except for Recoin in one particular case discussed below), highlighting the advantages of using Wikipedia embeddings and multimedia data to learn which of the properties can be attached to an entity. Importantly, the advantage of Wiki2Prop is particularly visible for the Micro-Rank and Micro-Precision metrics. This is key as these values represent the capacity of a method to predict most of the missing property (Micro-Rank) correctly (Micro-Precision). Note that the difference between Wiki2Prop Macro Recall and other methods increases significantly with \(P\) (the minimum number of properties in the subset). This is particularly interesting, as when \(P\) increases, so does the average number of properties per entity, and hence achieving a high Micro-Rank is more challenging. Wiki2Prop achieves a MRR very close to 1 for \(P \geq 15\). This means that for entities with at least 15 properties, the property predicted with the highest confidence was almost always correct.

Finally, Recoin has a better Micro-Precision than Wiki2Prop for \(P \geq 20\), while having a very low Micro-Rank. This is a direct result of the Recoin algorithm: as it predicts the properties that are the most common in a class, entities that belongs to that class and have a large number of properties are very likely to have these frequent properties. Notably, we observe that the discriminating power of all ranking methods is high (instance-AUC > 0.95), where Wiki2Prop scores near perfect instance based ranking of the properties, achieving a new state of the art result on this problem.
4.5 Deployment

The resulting model of Wiki2Prop is deployed on ToolForge\textsuperscript{11} for easier integration and querying. In contrast to the model trained for our evaluation, our deployed model is trained with the complete available dataset. It consists in an API service, which provides predictions for all entities present in the model. The service can be queried interactively\textsuperscript{12}. The service also features a filter for already present entities based on the live version of Wikidata. The second component, depicted in Figure 1, is a so called gadget\textsuperscript{13}, which can be integrated with the Wikidata website itself. With the help of the gadget, Wikidata contributors can identify and complete missing properties.

4.6 Examples

To illustrate how Wiki2Prop outperforms statistical approaches such as Recoin, we look at some hand-picked examples originating from our predictions.

- **Johnny Depp**\textsuperscript{14} has an actively maintained page in Wikipedia, and had 32 properties in Wikidata. Wiki2Prop recommends two additional properties offcient website and sibling. The former could be inferred from the class Actor, but the property sibling is clearly an entity specific information which can not be predicted through class based statistical analysis.

- **Star Trek: The Original Series**\textsuperscript{15} has 36 properties in Wikidata; Wiki2Prop predicts 10 additional properties for it: director, screenwriter, follows, original network, publication date, narrative location, main subject, executive producer, list of characters, aspect ratio. From the proposed predicates, we observe that all except follows are relevant properties for the entity.

- **Ohio LinuxFest**\textsuperscript{16} is an entity that did not have an associate class at the time of our data collection. Wiki2Prop predicts instance of, official website, country, logo image and coordinate location, which are all sensible propositions.

- **Queenie (the waterskiing elephant)** This entity has (as of today\textsuperscript{17}) a comparatively short, English only, Wikipedia article. Nevertheless, Wiki2Prop is able to identify the following relevant properties: country of origin, image and further still provides specific properties from the TV show domain as mentioned in the article: original language of film or TV show, genre and publication date.

A qualitative study on the effects originating from the added modality of images shows that diverse image features have a direct influence on specific Wikidata properties. The following selected examples illustrate potentially learned features from images. A strong effect can be seen on protein drawings boosting the properties in the same context. Further could we discover a correlation between black and white pictures of people and the prediction of the property date of death. Finally we observed that pictures of buildings and places significantly boost the property coordinate location.

5 CONCLUSION AND FUTURE WORK

In this work, we focused on the task of property prediction in a knowledge graph by leveraging textual and image information about the entities whenever available. We apply our work to Wikidata with the explicit goal to guide the community efforts in filling in missing information.

We tackle this problem by training neural networks to transfer information from pre-existing entity embeddings onto the space of predefined properties defined by Wikidata. To our knowledge, this is the first attempt to infer relevant properties from embeddings obtained from unstructured, multimodal and multilingual content. Our model, Wiki2Prop, improves upon existing type-based methods by modeling complex semantic information that is not necessarily captured by the type hierarchy alone. Moreover, and since the Wikidata structure is language-agnostic, we seamlessly combine multiple language and image resources to enrich entities regardless of their origin. Our experiments show that Wiki2Prop consistently outperforms state-of-the-art methods on a variety of metrics.

Our proposed method does not control for biases which are learned from the input data. Properties underrepresented in Wikidata, for example of a minority group, will have an effect on the prediction. We advice to control for potential biases dependent on the specific task solved with the predictions. In our presented use case of finding missing properties, bias effects are mitigated since human editors make the final decision on which information shall be added to Wikidata or not.

For future work, we plan to consider alternative sources of information, beyond Wikipedia and Wikimedia Commons. For example, the graph structure of Wikidata itself – whenever the entity is already typed and/or is connected to other entities in the graph – can be used, in addition to the fusion of further forms of external information such as audio and video, which could bootstrap or enrich the initial text-based embeddings we leverage. We also plan on deploying a property recommendation tool, based on Wiki2Prop predictions, that could directly be integrated into the Wikidata interface upon activation by any user.

Another promising avenue of future work would be to use our model in combination with information extraction methods; that is, our extended model could also generate candidate values in addition to predicting which entities and properties to focus on.
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