Abstract. Let $K$ be an infinite field. We prove that if a variety of anti-commutative $K$-algebras—not necessarily associative, where $xx = 0$ is an identity—is locally algebraically cartesian closed, then it must be a variety of Lie algebras over $K$. In particular, $\text{Lie}_K$ is the largest such. Thus, for a given variety of anti-commutative $K$-algebras, the Jacobi identity becomes equivalent to a categorical condition: it is an identity in $\mathcal{V}$ if and only if $\mathcal{V}$ is a subvariety of a locally algebraically cartesian closed variety of anti-commutative $K$-algebras. This is based on a result saying that an algebraically coherent variety of anti-commutative $K$-algebras is either a variety of Lie algebras or a variety of anti-associative algebras over $K$.

1. Introduction

The aim of this article is to prove that, if a variety of anti-commutative algebras—not necessarily associative, where $xx = 0$ is an identity—over an infinite field admits algebraic exponents in the sense of James Gray’s Ph.D. thesis [17], so when it is locally algebraically cartesian closed (or (LACC) for short, see [19, 8]), then it must necessarily be a variety of Lie algebras. Since, as shown in [18], the category $\text{Lie}_K$ of Lie algebras over a commutative unitary ring $K$ is always (LACC), this condition may be used to characterise Lie algebras amongst anti-commutative algebras.

The only other non-abelian “natural” examples of locally algebraically cartesian closed semi-abelian [22] categories we currently know of happen to be categories of group objects in a cartesian closed category [19], namely

(1) the category $\text{Grp}$ of groups itself;
(2) the category $\text{XMod}$ of crossed modules, which are the group objects in the category $\text{Cat}$ of small categories [24, 20]; and
(3) the category $\text{Hopf}_{K, \text{coc}}$ of cocommutative Hopf algebras over a field $K$ of characteristic zero [16, 11], the group objects in the category $\text{CoAlg}_{K, \text{coc}}$ of cocommutative coalgebras over $K$.

At first with our project we hoped to remedy this situation by finding further examples of (LACC) categories of (not necessarily associative) algebras. However, all of our attempts at constructing such new examples failed. Quite unexpectedly, in the end we managed to prove that, at least when the field $K$ is infinite, amongst those algebras which are anti-commutative, there are no other examples: the condition (LACC) implies that the Jacobi identity holds. Thus, in the context of...
anti-commutative algebras, the Jacobi identity is characterised in terms of a purely categorical condition. This is the subject of Section 2.

We do not study here what happens when the algebras considered are not anti-commutative. The category of Leibniz algebras is not (LACC), so at least one of the implications in our characterisation fails in that case. We make a few additional observations in Section 3, and leave the main question for the article [14].

1.1. Cartesian closedness. Algebraic exponentiation is a categorical-algebraic version of the concept of exponentiation familiar from set theory, linear algebra, topology, etc. In its most basic form, exponentiation amounts to the task of equipping the set $\text{Hom}_C(X,Y)$ of morphisms from $X$ to $Y$ with a suitable structure making it an object $Y^X$ in the category $C$ at hand, while at the same time making the evaluation map $\text{ev}: X \times Y^X \to Y$ into a morphism.

Depending on the given category $C$, this may or may not be always possible. A category with binary products $C$ is said to be cartesian closed when every object $X$ is exponentiable, which means that the functor $\times (-): C \to C$ admits a right adjoint $(-)^X: C \to C$, so that for all $Y$ and $Z$ in $C$, the set $\text{Hom}_C(X \times Z, Y)$ is naturally isomorphic to $\text{Hom}_C(Z, Y^X)$. This condition may be formulated in terms of a universal property as follows—see, for instance, [23, Section A1.5]: an object $X$ is exponentiable if and only if for every $Y$ there exists an object $Y^X$ and a morphism $\text{ev}: X \times Y^X \to Y$ (called the evaluation) such that for every $h: X \times Z \to Y$ there is a unique $\overline{h}: Z \to Y^X$ for which the triangle

$$
\begin{array}{ccc}
X \times Z & \xrightarrow{1_X \times \overline{h}} & X \times Y^X \\
\downarrow{h} & & \downarrow{\text{ev}} \\
Y & \\
\end{array}
$$

commutes.

The category $\text{Set}$ of sets is cartesian closed, with $Y^X$ the set $\text{Hom}_{\text{Set}}(X,Y)$ of functions from $X$ to $Y$. The evaluation map $\text{ev}: X \times Y^X \to Y$ takes a couple $(x,f) \in X \times Y^X$ and sends it to $f(x) \in Y$. Also the category $\text{Cat}$ of small categories is cartesian closed. The category $Y^X$ has functors $X \to Y$ as objects, and natural transformations between them as morphisms. For any commutative ring $k$, the category $\text{CoAlg}_{k,\text{co}}$ of cocommutative coalgebras over $k$ is cartesian closed by a result in [2].

1.2. Closedness in general. The categories occurring in algebra are seldom cartesian closed. The concept of closedness has thus been extended in several different directions. One option is to replace the cartesian product by some other product, such as for instance the tensor product $\otimes_k$ when $C$ is the category $\text{Vect}_k$ of vector spaces over a field $k$. In that case the result is the well-known tensor/hom adjunction, where the object $Y^X$ in the isomorphism $\text{Hom}_k(X \otimes_k Z, Y) \cong \text{Hom}_k(Z, Y^X)$ is the set of $k$-linear maps $\text{Hom}_k(X,Y)$ with the pointwise $k$-vector space structure.

1.3. An alternative approach. Another option, fruitful in non-abelian algebra, is to keep the cartesianness aspect of the condition, but to make it algebraic in an entirely different way [17, 19, 8]. To do this, we first need to understand what is local cartesian closedness by reformulating the condition in terms of slice categories. Here we follow Section A1.5 of [23].

1.4. Bundles and their global sections. Let $\mathcal{C}$ be any category. Given an object $B$ of $\mathcal{C}$, we write $(\mathcal{C} \downarrow B)$ for the slice category or category of bundles over $B$.
in which an object \( x \) is an arrow \( X \to B \) in \( \mathcal{C} \), and a morphism \( f: x \to y \) is a commutative triangle

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow x & & \downarrow y \\
B & \xleftarrow{f} & B
\end{array}
\]

in \( \mathcal{C} \), so that \( y \circ f = x \).

A global section of a bundle \( y: Y \to B \) is the same thing as a global element of this object \( y: 1 \to y \), where \( 1 \) is the terminal object \( 1_B \) of \( (\mathcal{C} \downarrow B) \). In other words, it is a section \( f: B \to Y \) of \( y: Y \to B \), so that \( y \circ f = 1_B \).

1.5. Local cartesian closedness. Assuming now that \( \mathcal{C} \) is finitely complete, given a morphism \( a: A \to B \), we write

\[
a^* : (\mathcal{C} \downarrow B) \to (\mathcal{C} \downarrow A)
\]

for the change-of-base functor which takes an arrow \( x: X \to B \) in \( \mathcal{C} \) and sends it to its pullback \( a^*(x) \) as in the diagram

\[
\begin{array}{ccc}
A \times_B X & \xrightarrow{a^*(x)} & X \\
\downarrow & & \downarrow x \\
A & \xrightarrow{a} & B
\end{array}
\]

If \( B \) is the terminal object \( 1 \) of \( \mathcal{C} \) then \( (\mathcal{C} \downarrow B) = (\mathcal{C} \downarrow 1) \cong \mathcal{C} \). Any object \( A \) of \( \mathcal{C} \) now induces a unique morphism \( a = !_A: A \to 1 \), and the functor \( ![A]: \mathcal{C} \to (\mathcal{C} \downarrow A) \) sends an object \( Y \) to the product \( A \times Y \) (considered together with its projection to \( A \)). It is easily seen that the category \( \mathcal{C} \) is cartesian closed if and only if for every \( X \) in \( \mathcal{C} \), the functor \( ![A] \) admits a right adjoint.

A category with finite limits \( \mathcal{C} \) is said to be locally cartesian closed or (LCC) when for every morphism \( a: A \to B \) in \( \mathcal{C} \) the change-of-base functor \( a^* \) has a right adjoint. Equivalently, all slice categories \( (\mathcal{C} \downarrow B) \) are cartesian closed—so that \( \mathcal{C} \) is cartesian closed, locally over \( B \), for all \( B \) in \( \mathcal{C} \). This condition is stronger than cartesian closedness (the case \( B = 1 \)); examples include any Grothendieck topos, in particular the category of sets, while for instance the category \( \mathbf{Cat} \) is not (LCC), even though it is cartesian closed.

1.6. Categories of points. We may now mimic the concept of (local) cartesian closedness in such a way that it applies to global sections of bundles instead of the bundles themselves. The idea is that, where slice categories are very useful in non-algebraic settings, for certain applications in algebraic categories a similar role may be played by categories of points.

Let \( \mathcal{C} \) be any category. Given an object \( B \) of \( \mathcal{C} \), we write \( \text{Pt}_B(\mathcal{C}) \) for the category of points over \( B \) in which an object \((x,s)\) is a split epimorphism \( x: X \to B \) in \( \mathcal{C} \), together with a chosen section \( s: B \to X \), so that \( x \circ s = 1_B \). So a point is a bundle \( x \) together with a global section \( s \) of it. Given two points \((x: X \to B, s: B \to X)\) and \((y: Y \to B, t: B \to Y)\) over \( B \), a morphism between them is an arrow \( f: X \to Y \) in \( \mathcal{C} \) satisfying \( y \circ f = x \) and \( f \circ s = t \).

Change of base is done as for slice categories: since sections are preserved, given any morphism \( a: A \to B \) in a finitely complete category \( \mathcal{C} \), we obtain a functor

\[
a^*: \text{Pt}_B(\mathcal{C}) \to \text{Pt}_A(\mathcal{C}).
\]
1.7. **Protomodular and semi-abelian categories.** A finitely complete category \( \mathcal{C} \) is said to be **Bourn protomodular** [4] [6] [3] when each of the change-of-base functors \( a^*: \text{Pt}_B(\mathcal{C}) \to \text{Pt}_A(\mathcal{C}) \) reflect isomorphisms. If \( \mathcal{C} \) is a pointed category, then this condition may be reduced to the special case where \( A \) is the zero object and \( a = 1_B: 0 \to B \) is the unique morphism. The pullback functor \( 1_B^*: \text{Pt}_B(\mathcal{C}) \to \mathcal{C} \) then sends a split epimorphism to its kernel. Hence, protomodularity means that the **Split Short Five Lemma** holds: suppose that in the commutative diagram

\[
\begin{array}{ccc}
K & \xrightarrow{k} & X & \xrightarrow{x} & B \\
\downarrow{g} & & \downarrow{f} & & \downarrow{t} \\
L & \xrightarrow{l} & Y & \xrightarrow{y} & B,
\end{array}
\]

the morphism \( k \) is the kernel of \( x \) and \( l \) is the kernel of \( y \), while \( f \) is a morphism of points \( (x, s) \to (y, t) \): if now \( g \) is an isomorphism, then \( f \) is also an isomorphism.

A pointed protomodular category which is Barr exact and has finite coproducts is called a **semi-abelian** category [22]. This concept unifies earlier attempts (including, for instance, [21] [15] [30]) at providing a categorical framework that extends the context of abelian categories to encompass non-additive categories of algebraic structures such as groups, Lie algebras, loops, rings, etc. In this setting, the basic lemmas of homological algebra—the 3 \( \times \) 3 Lemma, the Short Five Lemma, the Snake Lemma—hold [6] [3], and may be used to study, say, (co)homology, radical theory, or commutator theory for those non-additive structures.

In a semi-abelian category, any point \((x, s)\) with its induced kernel \( k \) as above gives rise to a split extension, since \( x \) is also the cokernel of \( k \), so that \((k, x)\) is a short exact sequence. By the results in [9], split extensions are equivalent to so-called **internal actions** by means of a semi-direct product construction. Through this equivalence, there is a unique internal action \( \xi: B_0 K \to K \) such that \( X \cong K \times K B \). Without going into further details, let us just mention here that the object \( B_0 K \) is the kernel of the morphism \((1_B 0): B + K \to B \), that the functor \( B_0(-): \mathcal{C} \to \mathcal{C} \) is part of a monad, and that an internal \( B \)-action is an algebra for this monad. The category \( \text{Pt}_B(\mathcal{C}) \) is monadic over \( \mathcal{C} \), and its equivalence with the category of \( B_0(-) \)-algebras bears witness of this fact.

1.8. **Examples.** All **Higgins varieties of \( \Omega \)-groups** [20] are semi-abelian, which means that any pointed variety of universal algebras whose theory contains a group operation is an example. In particular, we find categories of all kinds of (not necessarily associative) algebras over a ring as examples, next to the categories of groups, crossed modules, and groups of a certain nilpotency or solvability class. Other examples include the categories of Heyting semilattices, loops, compact Hausdorff groups and the dual of the category of pointed sets [22] [4].

1.9. **Algebraic cartesian closedness and the condition (LACC).** A category with finite limits \( \mathcal{C} \) is said to be **locally algebraically cartesian closed** or **(LACC)** when for every morphism \( a: A \to B \) in \( \mathcal{C} \), the change-of-base functor \( a^*: \text{Pt}_B(\mathcal{C}) \to \text{Pt}_A(\mathcal{C}) \) has a right adjoint [17]. This condition is much stronger than **algebraic cartesian closedness** or **(ACC)** which is the case \( B = 1 \).

When a semi-abelian category is (locally) algebraically cartesian closed, this has some interesting consequences [19] [8] [11]. For one thing, (ACC) is equivalent to the condition that every monomorphism in \( \mathcal{C} \) admits a centraliser. The property (LACC) implies categorical-algebraic conditions such as **peri-abelianess** [7], **strong protomodularity** [6], the **Smith is Huq condition** [27], normality of Higgins commutators [12], and **algebraic coherence**. We come back to the latter condition (which implies all the others mentioned) in detail, in Subsection 1.11 below.
The condition (ACC) is relatively weak, and has all Orzech categories of interest [39] for examples. In comparison, (LACC) is very strong: as mentioned above, we have groups, Lie algebras, crossed modules, and cocommutative Hopf algebras over a field of characteristic zero as “natural” semi-abelian examples, next to all abelian categories. An example of a slightly different kind—because it is non-pointed—is any category of groupoids with a fixed object of objects [8].

In what follows, we shall need the following characterisation of (LACC), valid in semi-abelian varieties of universal algebras. Instead of checking that all change-of-base functors $a^*_B: \text{Pt}_B(\mathcal{V}) \to \text{Pt}_A(\mathcal{V})$ have a right adjoint, it suffices to check that some change-of-base functors preserve binary sums.

**Theorem 1.10.** For a semi-abelian variety of universal algebras $\mathcal{V}$, the following are equivalent:

(i) $\mathcal{V}$ is locally algebraically cartesian closed;
(ii) for all $B$ in $\mathcal{V}$, the pullback functor $\text{Pt}_B(\mathcal{V}) \to \mathcal{V}$ preserves all colimits;
(iii) for all $B$ in $\mathcal{V}$, the functor $\text{Pt}_B$ preserves binary sums;
(iv) the canonical comparison $(B\text{pt}_X, B\text{pt}_Y): B\text{pt}_X + B\text{pt}_Y \to B\text{pt}(X + Y)$ is an isomorphism for all $B$, $X$ and $Y$ in $\mathcal{V}$.

**Proof.** This combines Theorem 2.9, Theorem 5.1 and Proposition 6.1 in [19].

Via the equivalence between split extensions and internal actions, condition (ii) means that the forgetful functor from the category of $B$-actions in $\mathcal{V}$ to $\mathcal{V}$ preserves all colimits. Hence in this varietal context, (LACC) amounts to the property that colimits in the category of internal $B$-actions in $\mathcal{V}$ are independent of the acting object $B$, and computed in the base category $\mathcal{V}$.

1.11. **Algebraic coherence.** The concept of an algebraically coherent category was introduced in [11] with the aim in mind of having a condition with strong categorical-algebraic consequences such as the ones mentioned above for (LACC), while at the same time keeping all Orzech categories of interest as examples. It is to coherence in the sense of topos theory [23, Section A1.4] what algebraic cartesian closedness is to cartesian closedness: a condition involving slice categories has been replaced by a condition in terms of categories of points.

The formal definition is that all change-of-base functors $a^*: \text{Pt}_B(\mathcal{C}) \to \text{Pt}_A(\mathcal{C})$ preserve jointly strongly epimorphic pairs of arrows. This is clearly weaker than asking that the $a^*$ preserve all colimits. We shall only need the following characterisation, which is essentially Theorem 3.18 in [11]: algebraic coherence is equivalent to the condition that for all $B$, $X$ and $Y$, the canonical comparison $(B\text{pt}_X, B\text{pt}_Y): B\text{pt}_X + B\text{pt}_Y \to B\text{pt}(X + Y)$

from Theorem 1.10 is a regular epimorphism.

Algebraic coherence has somewhat better stability properties than (LACC). For instance, any subvariety of a semi-abelian algebraically coherent variety is still algebraically coherent. We shall come back to this in the next section.

Some examples of semi-abelian varieties which are not algebraically coherent are the varieties of loops, Heyting semilattices, and non-associative algebras (the category $\text{Alg}_K$ defined below).

2. **Main result**

The aim of this section is to prove Theorem 2.17 which says that any (LACC) variety of anti-commutative algebras over an infinite field $K$ is a category of Lie algebras over $K$. On the way we fully characterise algebraically coherent varieties of anti-commutative algebras (Theorem 2.14). This is an application of a more
general result telling us that a variety of $\mathbb{k}$-algebras is algebraically coherent if and only if it is an Orzech category of interest (Theorem 2.12).

2.1. Categories of algebras and their subvarieties. Let $\mathbb{k}$ be a field. A (non-associative) algebra $A$ over $\mathbb{k}$ is a $\mathbb{k}$-vector space equipped with a bilinear operation $[-,-]: A \times A \to A$, a linear map $A \otimes A \to A$. We use the notations $[x,y] = x \cdot y = xy$ depending on the situation at hand, always keeping in mind that the multiplication need not be associative. We write $\text{Alg}_K$ for the category of algebras over $\mathbb{k}$ with product-preserving linear maps between them. It is a semi-abelian category which is not algebraically coherent. A subvariety of $\text{Alg}_K$ is any equationally defined class of algebras, considered as a subcategory $\mathcal{V}$ of $\text{Alg}_K$.

The category of associative algebras over $\mathbb{k}$ is the subvariety of $\text{Alg}_K$ satisfying $x(yz) = (xy)z$.

The category $\text{ACA}_K$ of anti-commutative algebras over $\mathbb{k}$ is the subvariety of $\text{Alg}_K$ satisfying $xy = 0$. If the characteristic of the field $\mathbb{k}$ is different from 2, then this is easily seen to be equivalent to the condition $xy = -yx$, whence the name “anti-commutative”.

The category $\text{AAA}_K$ of anti-associative algebras over $\mathbb{k}$ is the subvariety of $\text{Alg}_K$ satisfying $x(yz) = -(xy)z$.

The category $\text{Lie}_K$ of Lie algebras over $\mathbb{k}$ is the subvariety of anti-commutative algebras satisfying the Jacobi identity $x(yz) + z(xy) + y(xz) = 0$.

An algebra is abelian when it satisfies $xy = 0$. The subvariety of $\text{Alg}_K$ determined by the abelian algebras is isomorphic to the category $\text{Vect}_K$ of vector spaces over $\mathbb{k}$. An algebra $A$ is abelian if and only if $+: A \times A \to A$ is an algebra morphism, which makes $(A, +, 0)$ an internal abelian group, so an abelian object in the sense of [3].

2.2. Algebras over infinite fields. We assume that the field $\mathbb{k}$ is infinite, so that we can use the following result (Theorem 2.3, which is Corollary 2 on page 8 of [31]). We first fix some terminology. For a given set $S$, a polynomial with variables in $S$ is an element of the free $\mathbb{k}$-algebra on $S$. Recall that the left adjoint $\text{Set} \to \text{Alg}_K$ factors as a composite of the free magma functor $M: \text{Set} \to \text{Mag}$ with the magma algebra functor $\mathbb{k}[-]: \text{Mag} \to \text{Alg}_K$. The elements of $M(S)$ are non-associative words in the alphabet $S$, and the elements of $\mathbb{k}[M(S)]$, the polynomials, are $\mathbb{k}$-linear combinations of such words. A monomial in $\mathbb{k}[M(S)]$ is any scalar multiple of an element of $M(S)$. The type of a monomial $\varphi(x_1, \ldots, x_n)$ is the element $(k_1, \ldots, k_n) \in \mathbb{N}^n$ where $k_i$ is the degree of $x_i$ in $\varphi(x_1, \ldots, x_n)$. A polynomial is homogeneous if its monomials are all of the same type. Any polynomial may thus be written as a sum of homogeneous polynomials, which are called its homogeneous components.

Theorem 2.3. [31] If $\mathcal{V}$ is a variety of algebras over an infinite field, then all of its identities are of the form $\phi(x_1, \ldots, x_n) = 0$, where $\phi(x_1, \ldots, x_n)$ is a (non-associative) polynomial, each of whose homogeneous components $\psi(x_1, \ldots, x_n)$ again gives rise to an identity $\psi(x_1, \ldots, x_n) = 0$ in $\mathcal{V}$. \hfill $\Box$

2.4. Description of $BbX$ in $\text{Alg}_K$. Let $B$ and $X$ be free $\mathbb{k}$-algebras. Then the object $BbX$, being the kernel of the morphism $(1_B 0): B + X \to B$, consists of those polynomials with variables in $B$ and in $X$ which can be written in a form where all of their monomials contain variables in $X$. For instance, given $b, b' \in B$ and $x \in X$, the expression $(b(xx))b'$ is allowed, but $bb'$ is not.

2.5. The reflection to a subvariety $\mathcal{V}'$ of $\text{Alg}_K$. Let $B$ and $X$ be free $\mathbb{k}$-algebras. We write $\overline{B}$ and $\overline{X}$ for their respective reflections into $\mathcal{V}'$, which are free $\mathcal{V}'$-algebras.
These induce short exact sequences in $\text{Alg}_k$ such as

$$
\begin{array}{cccccc}
0 & \rightarrow & [X] & \rightarrow & X & \overset{\eta_X}{\rightarrow} & X & \rightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
& & \left( B\delta X \right) \cap [B + X] & \rightarrow & [B + X] & \rightarrow & [B] & \rightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow \rho_{B,X} & & \\
& & \downarrow \eta_{B,X} & & \downarrow \eta_{B + X} & & \downarrow \eta_B & & \\
0 & \rightarrow & \overline{B\delta X} & \rightarrow & \overline{B + X} & \overset{[1,0]}{\rightarrow} & \overline{B} & \rightarrow & 0 \\
& & \downarrow & & \downarrow \rho_B & & \downarrow \rho_B & & \\
& & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & \overline{B\delta X} & \rightarrow & \overline{B + X} & \overset{[1,0]}{\rightarrow} & \overline{B} & \rightarrow & 0 \\
\end{array}
$$

in $\text{Alg}_k$, where the sum $\overline{B + \gamma X} \cong B + X$ is taken in $\gamma$. Using, for instance, the $3 \times 3$ Lemma, it is not difficult to see that the induced dotted arrow $\rho_{B,X}$ is a surjective algebra homomorphism. In fact, the upper left square is a pullback, and we have three vertical short exact sequences. The one on the left allows us to view the elements of $\overline{B\delta X}$ as polynomials in $B\delta X$, modulo those identities which hold in $\gamma$ that are expressible in $B\delta X$. In particular, an element $\phi(x_1, \ldots, x_n, b_1, \ldots, b_m)$ of $B\delta X$ belongs to the top left intersection if and only if $\phi(x_1, \ldots, x_n, b_1, \ldots, b_m) = 0$ is an identity of $\gamma$. We freely use this interpretation in what follows, abusing terminology and notation by making no distinction between the equivalence class of polynomials that is an element in the quotient $\overline{B\delta X}$, and an element in $B\delta X$ which represents it.

2.6. **Subvarieties of Lie$_k$ need not be** (LACC). Subvarieties of locally algebraically cartesian closed categories need no longer be such: we may take the variety of Lie algebras that satisfy $x(yz) = 0$ as an example.

**Proposition 2.7.** Let $\gamma$ be a variety of non-associative algebras in which $x(yz) = 0$ is an identity. If $\gamma$ is locally algebraically cartesian closed, then it is abelian.

**Proof.** Let $B$, $X$ and $Y$ be free algebras in $\gamma$, respectively generated by their elements $b$, $x$ and $y$. Then the split epimorphisms

$$(1_B: B + X \rightarrow B, \quad \iota_B: B \rightarrow B + X)$$

and

$$(1_B: B + Y \rightarrow B, \quad \iota_B: B \rightarrow B + Y)$$

correspond to the free $B$-actions respectively generated by $x$ and $y$. Their sum in $\text{Pt}_B(\gamma)$ is

$$(1_B: B + X + Y \rightarrow B, \quad \iota_B: B \rightarrow B + X + Y).$$

Applying the kernel functor, (LACC) tells us that the canonical morphism

$$(B\delta X \ B\delta Y): B\delta X + B\delta Y \rightarrow B\delta (X + Y)$$

is an isomorphism (Theorem 2.10). When considering the sum $B\delta X + B\delta Y$, we write $b_1$ and $b_2$ for the generators of the two distinct copies of $B$; then $(B\delta X \ B\delta Y)$ maps the $b_1$ to $b$, sends $x$ to $x$ and $y$ to $y$.

Now $x \in B\delta X$ and $yb_2 \in B\delta Y$ are such that $x \cdot yb_2$ is sent to zero by the above isomorphism, since the identity $x(yz) = 0$ holds in $\gamma$. As a consequence, $x \cdot yb_2$
is zero in the sum $B\delta X + B\delta Y$. Recall that $b_2 \notin B\delta Y$, so that $yb_2$ cannot be decomposed as a product of $y$ and $b_2$ in $B\delta Y$. By Theorem 2.3, $yb_2$ can also not be written as a product in which more than one $y$ or $b_2$ appears, unless $yb_2$ is zero in $B\delta Y$. As a consequence, $x \cdot yb_2$ can only be zero if either $yb_2$ is zero in $B\delta Y$, or $xz = 0$ is an identity in $\mathcal{V}$. In the former case, $yb_2$ is zero in the sum $B + Y$, which is a free algebra on $\{b_2, y\}$; then $yz = 0$ is an identity in $\mathcal{V}$. In either case, $\mathcal{V}$ is abelian.

2.8. (Anti-)associative algebras. Essentially the same argument gives us two further examples, which we shall need later on:

**Proposition 2.9.** If a variety of either associative or anti-associative algebras is locally algebraically cartesian closed, then it is abelian.

**Proof.** In the anti-associative case we have $x, -xb_1 \in B\delta X$ and $b_2y, y \in B\delta Y$ such that $x \cdot b_2y$ and $-xb_1 \cdot y$ are sent to the same element in $B\delta(X + Y)$ by the above isomorphism $(B\delta_X B\delta_Y) : B\delta X + B\delta Y \rightarrow B\delta(X + Y)$.

Similarly, in the associative case, we see that $xb_1 \cdot y$ and $x \cdot b_2y$ are two distinct elements of the sum $B\delta X + B\delta Y$ which the morphism $(B\delta_X B\delta_Y)$ sends to one and the same element of $B\delta(X + Y)$.

**Lemma 2.10.** Any variety of anti-commutative $\mathbb{K}$-algebras that satisfies the identity $x(xy) = 0$ is a subvariety of $\text{AAAlg}_K$.

**Proof.** Taking $x = a + b$ and $y = c$ gives us

$$0 = (a + b)((a + b)c) = a(ac) + b(ac) + a(bc) + b(bc) = b(ac) + a(bc)$$

so that $a(bc) = -b(ac)$. It follows that $(uv)w = -w(uv) = u(vw) = -u(vw)$ is an identity in $\mathcal{V}$, and $\mathcal{V}$ is a variety of anti-associative algebras.

2.11. Algebraic coherence. Theorem 2.3 gives us a characterisation of algebraic coherence for varieties of $\mathbb{K}$-algebras.

**Theorem 2.12.** Let $\mathbb{K}$ be an infinite field. If $\mathcal{V}$ is a variety of non-associative $\mathbb{K}$-algebras, then the following are equivalent:

(i) $\mathcal{V}$ is algebraically coherent;

(ii) there exist $\lambda_1, \ldots, \lambda_{16}$ in $\mathbb{K}$ such that

$$z(xy) = \lambda_1(yzx) + \lambda_2(yzy) + \lambda_3(yxz) + \lambda_4(xzy) + \lambda_5(xzx) + \lambda_6(yzx) + \lambda_7(zxz) + \lambda_8(yzy)x$$

and

$$(xy)z = \lambda_9(yzx) + \lambda_{10}(yzy) + \lambda_{11}(yxz) + \lambda_{12}(xzy) + \lambda_{13}(zxz) + \lambda_{14}(yzx) + \lambda_{15}(zxy) + \lambda_{16}(zyx)$$

are identities in $\mathcal{V}$;

(iii) $\mathcal{V}$ is a 2-variety in the sense of [22]; for any ideal $I$ of an algebra $A$, the subalgebra $I^2$ of $A$ is again an ideal;

(iv) $\mathcal{V}$ is an Orzech category of interest [30].

**Proof.** From the results of [31] we already know that (iv) implies (i). It follows immediately from the definition of an Orzech category of interest that (ii) implies (iv). The equivalence between (ii) and (iii) is well known [31]. To see that (i) implies (ii), we take free $B$-actions as in the first part of the proof of Proposition 2.7 and obtain the regular epimorphism

$$(B\delta_X B\delta_Y) : B\delta X + B\delta Y \rightarrow B\delta(X + Y).$$
Any element \(b(xy)\) of \(B\theta(X + Y)\) is the image through this morphism of some polynomial \(\psi(b_1, x, b_2, y)\) in \(B\theta X + B\theta Y\). Note that this polynomial cannot contain any monomials obtained as a product of a \(b_i\) with \(xy\) or \(yx\). This allows us to write, in the sum \(B + X + Y\), the element \(b(xy)\) as
\[
\lambda_1 y(bx) + \lambda_2 x(yb) + \lambda_3 y(xb) + \lambda_4 x(by) + \lambda_5 (bx)y + \lambda_6 (yb)x + \lambda_7 (xb)y + \lambda_8 (by)x + \nu \phi(b, x, y)
\]
for some \(\lambda_1, \ldots, \lambda_8, \nu \in K\), where \(\phi(b, x, y)\) is the part of the polynomial in \(b, x\) and \(y\) which is not in the homogeneous component of \(b(xy)\). Since \(B + X + Y\) is the free \(\mathcal{V}\)-algebra on three generators \(b, x\) and \(y\), from Theorem 2.8 we deduce that the first equation in (ii) is again an identity in \(\mathcal{V}\). Analogously for \((xy)b\) we deduce the second equation in (ii).

\[\square\]

**Remark 2.13.** This result may be used to prove the claim made in [11] that the category of Jordan algebras—commutative and such that \((xy)(xx) = x(y(xx))\)—is not algebraically coherent. Indeed, as explained in [29], it is not a category of interest.

In the case of anti-commutative algebras, this characterisation becomes more precise:

**Theorem 2.14.** Let \(K\) be an infinite field. If \(\mathcal{V}\) is a subvariety of \(\text{ACAlg}_K\), then the following are equivalent:

1. \(\mathcal{V}\) is algebraically coherent;
2. \(\mathcal{V}\) is a subvariety of either \(\text{AAAAlg}_K\) or \(\text{Lie}_K\).

**Proof.** (ii) implies (i) since \(\text{AAAAlg}_K\) and \(\text{Lie}_K\) are Orzech categories of interest [30], so their subvarieties are algebraically coherent. To see that (i) implies (ii), we first use anti-commutativity to simplify the identity given in Theorem 2.12 to
\[
z(xy) = \lambda y(xz) + \mu x(yz)
\]
for some \(\lambda\) and \(\mu\) in \(K\). Choosing, in turn, \(y = z\) and \(x = z\), we see that

1. either \(\lambda = -1\) or \(z \cdot xz = 0\) is an identity in \(\mathcal{V}\), and
2. either \(\mu = -1\) or \(x \cdot xy = 0\) is an identity in \(\mathcal{V}\).

In any of the latter cases, \(\mathcal{V}\) is a variety of anti-associative algebras by Lemma 2.10. We are left with the situation when \(\lambda = \mu = -1\), which means that the Jacobi identity holds in \(\mathcal{V}\), so that \(\mathcal{V}\) a variety of Lie algebras.

\[\square\]

**Example 2.15.** The variety of anti-commutative associative algebras is an example. We have that \(0 = x(yy) = (xy)y\) is an identity, so that by Lemma 2.10 those algebras are anti-associative as well.

When \(\text{char}(K) \neq 2\), this implies that \(xyz = 0\) is an identity. We regain a variety as in Proposition 2.7, so since it is not abelian, it cannot be (LACC).

2.16. **A characterisation of Lie algebras amongst anti-commutative algebras.** The condition (LACC) eliminates one of the two options in Theorem 2.14.

**Theorem 2.17.** Let \(K\) be an infinite field. If \(\mathcal{V}\) is a locally algebraically cartesian closed variety of anti-commutative \(K\)-algebras, then it is a subvariety of \(\text{Lie}_K\). In other words, \(\text{Lie}_K\) is the largest (LACC) variety of anti-commutative \(K\)-algebras. Thus for any variety \(\mathcal{V}\) of anti-commutative \(K\)-algebras, the following are equivalent:

1. \(\mathcal{V}\) is a subvariety of a (LACC) variety of anti-commutative \(K\)-algebras;
2. the Jacobi identity holds in \(\mathcal{V}\).

**Proof.** This combines Theorem 2.14 with Proposition 2.9.

**Remark 2.18.** By Proposition 2.7, the condition
is strictly stronger than the equivalent conditions (i) and (ii).

Remark 2.19. We could not find any non-abelian examples of (LACC) strict sub-varieties of Lie$_K$. In the article [14], it is explained why such varieties cannot exist.

3. Non-anti-commutative algebras

An important question which we have to leave open for now, is what happens when the algebras we consider are not anti-commutative. We end this note with some of our preliminary findings, and study the question in detail in the article [14].

3.1. Some of the results and techniques used in the previous section are valid for non-anti-commutative algebras of course. For instance, Proposition 2.7, Proposition 2.9 and Theorem 2.12 are.

3.2. Proposition 2.7 contradicts—in spirit only, since we are working over a field—Proposition 6.9 in [19], which claims that the category of all commutative non-unitary rings satisfying $xyz = 0$ is locally algebraically cartesian closed. It turns out that the argument given in Proposition 2.7 is still valid in this case, and shows that the variety under consideration, should it be (LACC), would be abelian—which is false.

We noticed that the functor $R$ constructed in the proof of [19] Proposition 6.9] is not well defined on morphisms. Let us give a concrete example showing this in detail. We follow the notations from [19] Proposition 6.9. Let $B = \langle b \rangle = \mathbb{Z}[b]$ act on the commutative ring

$$X = \langle x, y \mid xx = xy = yy = 0 \rangle = \mathbb{Z}[x, y]/(xx, xy, yy)$$

by $bx = y$ and $by = 0$. Consider

$$M = \langle m, p, q \mid mp = q, mq = pq = mm = pp = qq = 0 \rangle$$

with the trivial $B$-action, and let $g: X \to M$ be the ring homomorphism sending $x$ and $y$ to $m$. Let $f \in R(X)$ be defined by $f(n, b) = nx + bx$. Then

$$R(g)(f)(0, b) \cdot p = (g\cdot f)(0, b) \cdot p = g(y) \cdot n = mp = q \neq 0,$$

which shows that $R(g)(f)$ is not an element of $R(M)$.

3.3. The category Leib$_K$ of (right) Leibniz algebras [25] over $K$ is the subvariety of Alg$_K$ satisfying the (right) Leibniz identity $(xy)z = (xz)y$. This identity is clearly equivalent to the Jacobi identity when the algebras are anti-commutative, so that a Lie algebra is the same thing as an anti-commutative Leibniz algebra. However, examples of non-anti-commutative Leibniz algebras exist. Analogously, we can consider the category of (left) Leibniz algebras, with corresponding identity $x(yz) = (xy)z + y(xz)$. Both categories are of course equivalent.

We do not know whether Theorem 2.17 extends to the non-anti-commutative case. What is certain, though, is that the category of Leibniz algebras is not locally algebraically cartesian closed. Indeed, using the notations of Proposition 2.7, the Leibniz identity allows us to deduce

$$\begin{cases} (xy)b = x(yb) + (xb)y \\ (xy)b = -x(by) + (xb)y \end{cases}$$

so that $x \cdot yb = -x \cdot by$ in $B + X + Y$. This means that $x \cdot yb_2$ and $-x \cdot b_2y$ are two distinct elements of $B_2X + B_2Y$ which are sent to the same element of $B_2(X + Y)$ by the morphism $(B_2X + B_2Y)$. Hence this morphism cannot be an isomorphism, and Leib$_K$ is not (LACC).
We may ask ourselves what happens in the “intersection” between right and left Leibniz algebras. They are called symmetric Leibniz algebras and, as shown in [28], the chain of inclusions $$\text{Lie}_K \subseteq \mathcal{S}\text{Leib}_K \subseteq \text{Leib}_K$$ is strict. Doing a rearrangement of terms as in

$$b(xy) = (bx)y + x(by) = b(xy) + (by)x + x(by),$$

we see that $$(by)x + x(by) = 0.$$ From this we may conclude that, in order to be (LACC), a variety of symmetric Leibniz algebras must either be anti-commutative or abelian. We thus regain the known cases of Lie algebras and vector spaces.

3.4. A variety of algebras is anti-commutative precisely when the free algebra on a single generator is abelian: $$xx = 0$$ is an identity in the variety, if and only if the bracket vanishes on the algebra freely generated by $$\{x\}$$. This corresponds to the condition that the free algebra on a single generator admits an internal abelian group structure. This condition makes sense in arbitrary semi-abelian varieties, and we may ask ourselves whether perhaps it is implied by (LACC), as in the case of symmetric Leibniz algebras. This would allow us to drop the condition that $$\mathcal{V}$$ is anti-commutative in Theorem 2.17.

The example of crossed modules proves that this is false. In [10] it is shown that on the one hand, a crossed module $$\bar{\gamma}: T \to G$$ with action $$\xi$$ admits an internal abelian group structure if and only if the groups $$T$$ and $$G$$ are abelian and the action $$\xi$$ is trivial. On the other hand, the free crossed module on a single generator is the inclusion $$\kappa_{Z,\mathbb{Z}}: \mathbb{Z} \xrightarrow{\kappa} \mathbb{Z} \xrightarrow{} \mathbb{Z}$$, equipped with the conjugation action. We see that in this case the free object on one generator is not abelian, even though $$\mathbb{X}\text{Mod}$$ is a locally algebraically cartesian closed semi-abelian variety. However, it is not a variety of non-associative algebras of course.

3.5. Perhaps this is not the right conceptualisation, and we must think of other ways of making the identity $$xx = 0$$ categorical. The question then becomes whether (LACC), or any other appropriate categorical-algebraic condition, would imply this new characterisation.
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