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Abstract. We show that there exists a 1-parameter family of positive-definite and conserved energy functionals for axially symmetric Newman-Penrose-Maxwell scalars on the maximal spacelike hypersurfaces in the exterior of Kerr black holes. It is also shown that the Poisson bracket within this 1-parameter family of energies vanishes on the maximal hypersurfaces.

1. Background and Introduction

The Kerr metric \((\bar{M}, \bar{g})\) is a 2-parameter \((a, m)\) solution of the vacuum Einstein equations that represents massive, rotating black holes for \(0 < |a| \leq m\):

\[
\bar{g} = -\left(\frac{\Delta - a^2 \sin^2 \theta}{\Sigma}\right) dt^2 - \frac{2a \sin^2 \theta (r^2 + a^2 - \Delta)}{\Sigma} dtd\phi + \frac{(r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta}{\Sigma} \sin^2 \theta d\phi^2 + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2
\]

where,

\[
\Sigma : = r^2 + a^2 \cos^2 \theta
\]

\[
\Delta : = r^2 - 2mr + a^2,
\]

with the real roots \(\{r_-, r_+\}\).

As it is evident from (1), the Kerr metric admits two Killing vectors \(\partial_t\) and \(\partial_\phi\). The problem of stability of the Kerr metric for perturbations within the class of vacuum Einstein equations is the subject of a long-standing research program in theoretical and mathematical general relativity. Two of the important issues in the stability problem of Kerr black holes are

1. The lack of a positive-definite and conserved energy functional for the perturbations and the related superradiance effect (for \(a \neq 0\))

2. A gauge-invariant characterization of stability.

In the case of Maxwell (spin \(|s| = 1\)) perturbations of Schwarzschild black holes (with \(a = 0\) in (1)), a positive-definite energy functional can be constructed from the energy-momentum tensor (see e.g., [5]). If one moves into the higher spin (gravitational) perturbations, even in the case of Schwarzschild black holes – which do not contain the ergo-region – the construction of a positive-definite energy for
the gravitational perturbations is not trivial. Using Hamiltonian methods and mode decomposition, a positive-definite energy functional for linear perturbations of the Schwarzschild black holes was first constructed in the pioneering work of Moncrief [26] for both even and odd parity perturbations (see also [27, 28, 25]). In the recent complete proof of the linear stability of Schwarzschild black holes by Dafermos, Holzegel and Rodnianski [8], an important role is played by a positive-definite energy functional, which was constructed without the mode decomposition restriction (see also [20]). Subsequently, this energy functional was independently recovered by Prabhu-Wald [30], by applying the methods of ‘canonical energy’, previously constructed by Hollands-Wald [19]. The linear stability based on the Cauchy problem for metric coefficients was established in [21, 22]. Likewise, the Morawetz estimate for linearized gravity on Schwarzschild was established in [3], by extending the classic works [32, 41, 26].

In the case of Kerr black holes with non-vanishing angular momentum, the presence of the ergo-region causes significant difficulties in the construction of a positive-definite energy. Indeed, at the outset, it is the ergo-region and the lack of positivity of energy that results in phenomena such as the Penrose process, irreducible mass [7] and superradiance [36, 17]. Furthermore, from a PDE perspective, the lack of a positive-definite energy poses considerable obstacles in proving asymptotic boundedness and decay of perturbations.

A usual technique to overcome this issue is to construct a positive-definite energy functional from a linear combination of the $\partial_t$ and $\partial_\phi$ vector fields. However, since this energy is not necessarily conserved, a separate Morawetz or spacetime integral estimate is needed to control this energy in time. Along these lines, a variety of powerful techniques are used to prove uniform boundedness and decay of spin $s = 0, 1, 2$ fields on Kerr for ‘small’ or ‘very small’ angular momentum [1, 2, 10, 37, 23, 24, 9]. Mode stability of Kerr black holes was established in the celebrated work of Whiting [40], which was recently extended in [4] to the real axis. Using spectral methods [14], the decay of linear wave equation for fixed azimuthal modes was established in [15, 17, 16] for large $|a| < m$. The decay for a general linear wave equation for large $|a| < m$ was established in [11]. However, relatively little is known about the global behaviour of higher spin ($|s| = 1, 2$) fields for large $|a|$.

The special case of an axially symmetric linear wave equation admits a positive-definite energy and energy density (for $|a| < m$) directly from the energy-momentum tensor. However, this simplification does not carry forward to Maxwell or gravitational perturbations, where counter examples for positivity of energy density can be constructed (see the discussion in Section 2 of [29]). Based on the Brill mass formula for axially symmetric initial data [12], a positive-definite energy functional for perturbations of extremal Kerr black holes was first constructed in [13]. Subsequently, using Hamiltonian methods, a positive-definite energy functional was constructed in [29] for Einstein-Maxwell perturbations of Kerr-Newman black holes for the full subextremal range ($|a|, |Q| < m$). A detailed discussion of the evolution of methods can be found therein.

Although the Einstein’s equations themselves are diffeomorphism invariant, the fact that the choice of gauge for the perturbations of the metric is not unique causes many problems in the perturbative theory. Therefore, the characterization of perturbations of Kerr in terms of (locally) gauge-invariant variables is crucial.
Taking advantage of the special algebraic properties of Kerr black holes, the
gauge-invariant quantities are constructed and studied in detail in several classic
works. These results are summarized and streamlined in the much revered mono-
graph of Chandrasekhar[6]. We refer the reader to this work for a detailed develop-
ment of the subject. Recently, the (minimal) complete set of local gauge-invariant
perturbative quantities of Kerr black holes was obtained in [35]. The ad
joint opera-
tors that relate the Teukolsky variables to the symmetry operators of both Maxwell
and linearized gravity of Kerr are discussed in [34], which builds on [39]. In this
context, it may be noted that the ergo-region, the lack of positivity of energy and
superradiance also affect the dynamics of these gauge-invariant variables.

The aim of this work is to reconcile the positive-definite energy constructed in
[29] with the issue 2). In particular, we shall construct a positive-definite and
conserved energy functional for the Newman-Penrose-Maxwell scalars. We would
like to remark that this energy offers a significant ‘short cut’ in the analysis of
stability, in that it bypasses the need for the technical Morawetz or spacetime
integral estimates to control a positive-definite energy in time. Furthermore, the
fact that the fundamental energy is of ‘$\| \cdot \|_{L^2}$ type’ in terms of the Maxwell scalars
$\Phi_0, \Phi_1, \Phi_2$ is particularly convenient in proving the explicit decay rates of the fields.
The problem of establishing decay rates of perturbations using the positive-definite
energy functionals is being pursued in a separate series of works.

In this work we shall restrict to the pure Maxwell case and the case of gravita-
tional (Einstein) perturbations of Kerr, which is a bit more technical, shall be
considered in a subsequent article. Actually, the Maxwell perturbations on Kerr
black holes are directly diffeomorphism invariant and in the case of axial symmetry,
also electromagnetic-gauge invariant. Nevertheless, in view of the similarity in the
structure of the Newman-Penrose scalars for Maxwell and gravitational perturba-
tions, the motivation for the current work is that it shall serve as a prelude to the
gravitational case.

In the current article, we shall use the results of a forthcoming article [29] for
a few peripheral aspects, but the main results hold independently and are built
from the foundations. Suppose $\ell$ and $n$ are two null vectors of $\left( \bar{M}, \bar{g} \right)$ such that
$\ell(n) = -1$ and let $e_x$ and $e_y$ be two (unit) orthonormal spacelike vectors, then
define
\begin{equation}
    m := \frac{1}{\sqrt{2}}(e_x + ie_y) \quad m^* := \frac{1}{\sqrt{2}}(e_x - ie_y).
\end{equation}

For concreteness and convenience, let us choose the Kennerly frame for the tetrad
$(\ell, n, m, m^*)$ in the Newman-Penrose formalism:
\begin{align}
    \ell :&= \frac{1}{\Delta}((r^2 + a^2)\partial_t + \Delta \partial_r + a \partial_\phi), \quad (4a) \\
    n :&= \frac{1}{2\Sigma}((r^2 + a^2)\partial_t - \Delta \partial_r + a \partial_\phi), \quad (4b) \\
    m :&= \frac{1}{\Sigma\sqrt{2}}(ia \sin \theta \partial_t + \partial_\theta + i \csc \theta \partial_\phi), \quad (4c) \\
    m^* :&= \frac{1}{\Sigma^*\sqrt{2}}(-ia \sin \theta \partial_t + \partial_\theta - i \csc \theta \partial_\phi), \quad (4d)
\end{align}
represented in the Boyer-Lindquist coordinates \((t, r, \theta, \phi)\), where
\[
\Sigma := r + ia \cos \theta, \quad \Sigma^* := r - ia \cos \theta,
\]
so that, we have
\[
\bar{g}^\mu{}\nu = -\ell^\mu n^\nu - n^\mu \ell^\nu + m^\mu m^\nu + m^* m^\nu
\]
and
\[
\ell(n) = n(\ell) = -1, \quad \text{and} \quad m^*(m) = m(m^*) = 1,
\]
a unit timelike vector. In this work, we shall be interested in the Maxwell fields, governed by the Faraday tensor \(F\) which is the critical point of the following functional
\[
S_M := -\frac{1}{4} \int \|F\|^2 \bar{g}
\]
for compactly supported variations of the vector potential \(A\), where \(F = \partial A\). As a consequence, we also have the Bianchi identities:
\[
\nabla_\gamma [\gamma F_{\mu\nu}] = 0, \quad \mu, \nu, \gamma = 0, 1 \cdots 3 \quad \text{(Bianchi Identities)}
\]
\(\nabla\) is the covariant derivative of \((\tilde{M}, \tilde{g})\). The variational principle of (8) results in the Maxwell field equations
\[
\nabla_\mu F_{\mu\nu} = 0, \quad \text{on} \quad (\tilde{M}, \tilde{g}), \quad \mu, \nu = 0, 1 \cdots 3.
\]
The variational principle (8) also results in the stress-energy tensor
\[
T_{\mu\nu} := \frac{\partial S_M}{\partial g_{\mu\nu}} - \bar{g}_{\mu\nu} S_M
\]
\[
= F_{\mu\nu} F^{\alpha\beta} - \frac{1}{4} \bar{g}_{\mu\nu} F^{\alpha\beta} F_{\alpha\beta}
\]
which is \((\tilde{M}, \tilde{g})\)– divergence and trace-free, as it is well known. Let us now define the Newman-Penrose-Maxwell scalars in the \((n, \ell, m, \bar{m})\) tetrad as follows:
\[
\Phi_0 := F_{\mu\nu} \ell^\mu m^\nu
\]
\[
\Phi_1 := \frac{1}{2} F_{\mu\nu} (\ell^\mu n^\nu + m^\mu m^\nu)
\]
\[
\Phi_2 := F_{\mu\nu} m^* m^\nu.
\]
In general, on a globally hyperbolic, asymptotically flat manifold there are significant advantages in studying the dynamics of the Maxwell tensor \(F\) using the Maxwell scalars \(\Phi_0, \Phi_1, \Phi_2\). Firstly, due to their analogous structure to the Weyl scalars, historically, the Maxwell scalars are considered to be a suitable ‘testing ground’ to study gravitational problems. Secondly, the qualitative behaviour of the \(F\) tensor is neatly separated in Maxwell scalars: \(\Phi_0, \Phi_2\) encode the ‘radiative’ properties and \(\Phi_1\) encodes the ‘Coulombic’ properties of the Maxwell tensor \(F\). Now consider a 3+1 decomposition of the Kerr metric such that \((\tilde{M}, \tilde{g}) = \mathbb{R} \times \Sigma,\)
\[
\tilde{g} = -\tilde{N}^2 dt^2 + \tilde{q}_{ij}(dx^i + \tilde{N}^i dt) \otimes (dx^j + \tilde{N}^j dt),
\]
where $\bar{q}$ is the (Riemannian) metric of $\Sigma$. Upon a Legendre transformation of the Lagrangian action (8), we get an ADM variational principle in the Hamiltonian framework,

$$I_{ADM} := \int (A_i \partial_t \mathcal{E}^i - NH - N^i H_i) d^4x \quad (15)$$

for the phase space $X^{Max} := \{(A_i, \mathcal{E}^i), i = 1, 2, 3\}$, where

$$H := \frac{1}{2} \bar{q}^{-1}_{ij} \bar{q}_{ij} (\mathcal{E}^i \mathcal{E}^j + \mathcal{B}^{i} \mathcal{B}^{j}), \quad (16)$$

$$H_i := - \epsilon_{ijk} \mathcal{E}^j \mathcal{B}^k, \quad (17)$$

$$\mathcal{B}^i := \frac{1}{2} \epsilon^{ijk} (\partial_j A_k - \partial_k A_j). \quad (18)$$

As we already remarked, the Kerr metric ($M, \bar{g}$) is axially symmetric with the vector $\partial_\phi$ as the Killing field that generates the $SO(2)$ action on ($\Sigma, \bar{q}$). We construct the quotient $\Sigma$ such that $\Sigma := \Sigma / SO(2)$ and we denote the fixed point set of the $SO(2)$ action with $\Gamma$. It may be noted that $\bar{g}(\partial_\phi, \partial_\phi) \equiv 0$ on $\Gamma$. Finally, define $M$ such that $M := \Sigma \times \mathbb{R} = \bar{M} / SO(2)$. With the above notation, define the metric $g$ on $M$ such that

$$\bar{g} = e^{-2\gamma} g + e^{2\gamma}(d\phi + A_\phi dx^\nu)^2, \quad (\text{Weyl-Papapetrou form}) \quad (19)$$

in a suitably aligned coordinate system, where $e^{2\gamma} := \bar{g}(\partial_\phi, \partial_\phi)$ and $g, \gamma, A_\nu$ are independent of $\phi$. In explicit terms, the Kerr metric (1) can be represented in the Weyl-Papapetrou form (19) as follows (cf. Appendix A in [29]):

$$\bar{g} = \left( \sum \frac{1}{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta} \right) (-\Delta dt^2 + R^{-2}(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta) (d\rho^2 + dz^2)$$

$$+ \Sigma^{-1} \sin^2 \theta ((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta) \left( d\phi - \frac{2amr}{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta} dt \right)^2, \quad (20)$$

where $R := \frac{1}{2}(r - m + \Delta^{1/2}), \rho := R \sin \theta, z := R \cos \theta$. Under the above assumptions and away from the axes $\Gamma$, the Kerr metric satisfies the wave map equations, $L_1 = 0, L_2 = 0$ with

$$L_1 := e^{2\gamma} (2(\partial_b(N \bar{\mu}_q q^{ab} \partial_a \gamma) + Ne^{-4\gamma} \bar{\mu}_q q^{ab} \partial_a \omega \partial_b \omega) \quad (21)$$

$$L_2 := - \partial_b(N \bar{\mu}_q q^{ab} e^{-4\gamma} \partial_b \omega) \quad (22)$$

upon the standard dimensional reduction procedure, where $\omega$ is the (gravitational) twist potential such that

$$\partial_a A_0 + Ne^{-4\gamma} \epsilon_{ab} \bar{\mu}_q q^{bc} \partial_c \omega = 0. \quad (23)$$

$N, q^{ab}, \bar{\mu}_q$ are such that, upon the ADM decomposition of $(M, g) = (\Sigma, q) \times \mathbb{R}$

$$g = -N^2 dt^2 + q_{ab}(dx^a + N^a dt) \otimes (dx^b + N^b dt), \quad (24)$$

$N$ is the lapse in (24) and $\bar{\mu}_q$ is the square root of the determinant of the metric $q_{ab}$ of $\Sigma$. In this work we shall be interested in the Maxwell tensor $F$ such that it is derived from an axially symmetric $A$. In axial symmetry, we define the twist potentials $\eta, \lambda$ as follows $\lambda := A_\phi$ and from the Gauss constraint:
The existence of $\eta : (\Sigma, q) \rightarrow \mathbb{R}$ is ensured by Poincaré Lemma on $(\Sigma, q)$. We would like to emphasize that even though the Kerr manifold has non-trivial second (de Rham) cohomology class in the 3+1 dimensional sense, there is no need to impose a global condition for the Poincaré Lemma used in (25). This is due to the special feature of our axisymmetric problem that the quotient $(\Sigma, q)$ is itself a simply connected (topologically trivial) manifold, where the first cohomology class is indeed trivial. This aspect manifests itself in several contexts in our problem. Equally importantly, we would like to remark that, even though we have defined the quantity $\eta$ on $\Sigma$ in the above, it lifts up smoothly and globally to (the Lorentzian) $(M, g)$ and transforms as a spacetime scalar (cf. Appendix D in [29]). Let us define $u$ and $v$ such that $u := B\phi$, $v := -E\phi$ so that we form the phase space

$$X =: \{ (\lambda, v), (\eta, u) \}.$$  

(26)

For convenience, let us choose $\eta = \lambda = 0$ on $\Gamma$. It follows from standard arguments that global regularity holds for the initial value problem of Maxwell’s equations in the domain of outer communications of Kerr black holes. As a consequence, we have $\partial_n \lambda = \partial_n \eta = 0$ and $u = v = 0$ on $\Gamma$, where $\partial_n$ is the derivative normal to $\Gamma$. One approach to infer the spatial decay rate of $\eta$ from the decay rate of $E$ is shown below. It follows from the global regularity and the conditions on the axes $\Gamma$ and the horizon $H^+$ that the components of $E$ admit the decomposition:

$$E^\theta =: \sum_{n=0}^{\infty} E^\theta_n \cos n\theta, \quad E^r =: \sum_{n=0}^{\infty} E^r_n \sin n\theta.$$  

(27)

We have from the Gauss constraint equation, $\partial_t E^r_n - n E^\theta_n = 0$. The decay rate of $\eta$ can now be inferred from the equation $\partial_t \eta = \epsilon_{ab}\epsilon^b\partial_t \eta$ in particular, it follows that if $E$ is compactly supported, then $(\eta, v)$ also vanish outside the support of $E$, which in turn implies the finite propagation speed of $(\eta, u)$. A similar argument applies for $(\lambda, v)$. The dynamical field equations in $X$ can be locally represented as follows:

$$\partial_t \eta = N e^{2\gamma} \tilde{\mu}_q^{-1} u, \quad \partial_t u = \partial_b (N \tilde{\mu}_q q^{ab} e^{-2\gamma} \partial_a \eta) - N \tilde{\mu}_q q^{ab} e^{-4\gamma} \partial_a \omega \partial_b \lambda,$$

$$\partial_t \lambda = N e^{2\gamma} \tilde{\mu}_q^{-1} v, \quad \partial_t v = \partial_b (N \tilde{\mu}_q q^{ab} e^{-2\gamma} \partial_a \lambda) + N \tilde{\mu}_q q^{ab} e^{-4\gamma} \partial_a \omega \partial_b \eta.$$  

(28a)

(28b)

It is well known that the Hamiltonian energy density in the phase space $X^{\text{Max}}$ has indefinite sign. In Section 2 in [29] it is shown that, the Hamiltonian energy

$$H := \int_{\Sigma} \left( \frac{1}{2} N e^{2\gamma} \tilde{\mu}_q^{-1} (u^2 + v^2) + \frac{1}{2} N \tilde{\mu}_q q^{ab} e^{-2\gamma} (\partial_a \eta \partial_b \eta + \partial_a \lambda \partial_b \lambda) + Ne^{-4\gamma} \tilde{\mu}_q q^{ab} \partial_a \omega \partial_b \eta \lambda \right) d^2 x,$$

(29)

using the transformations adapted from the Robinson’s identity [33], can be transformed into a positive-definite, regularized Hamiltonian energy functional
\[ H_{\text{Reg}} := \int_{\Sigma} \left( \frac{1}{2} N \tilde{\mu}^{-1}(u^2 + v^2) + \frac{1}{2} N \tilde{\mu} q^{ab} (\partial_a \gamma \partial_b \gamma + \frac{1}{4} e^{-4\gamma} \partial_a \omega \partial_b \omega) (\lambda^2 + \eta^2) \\
+ \frac{1}{2} N \tilde{\mu} q^{ab} (\partial_a \Delta - \frac{1}{2} e^{-2\gamma} \partial_a \omega)(\partial_b \Delta - \frac{1}{2} e^{-2\gamma} \partial_b \omega) \\
+ (\partial_a \eta + \frac{1}{2} \lambda e^{-2\gamma} \partial_a \omega)(\partial_b \eta + \frac{1}{2} \lambda e^{-2\gamma} \partial_b \omega) \right) d^2x, \] 

(30)

represented in the regularized phase space \( X := \{(\Delta, v), (\eta, u)\} \), where

\[ \Delta := e^{-\gamma} \lambda, \quad \eta := e^{-\gamma} \eta, \quad v := e^{\gamma} v, \quad u := e^{\gamma} u \] 

such that \( H_{\text{Reg}} \) is a Hamiltonian for \( X \) i.e.,

\[ D_{\Delta} \cdot H_{\text{Reg}} = -\partial_t \Delta, \quad D_v \cdot H_{\text{Reg}} = -\partial_t v \] 

(32a)

\[ D_\eta \cdot H_{\text{Reg}} = \partial_t \Delta, \quad D_u \cdot H_{\text{Reg}} = -\partial_t \eta \] 

(32b)

Furthermore, the aforementioned Hamiltonian \( H_{\text{Reg}} \) has been used to construct a divergence-free vector field density:

\[ (J_{\text{Reg}})^0 := e_{\text{Reg}} \] 

(33)

\[ (J_{\text{Reg}})^b := -\left( N^2 q^{ab} \eta (\partial_a \eta + \frac{1}{2} \lambda e^{-2\gamma} e^{-2\gamma} \partial_a \omega) + N^2 q^{ab} \eta (\partial_a \Delta - \frac{1}{2} e^{-2\gamma} \partial_a \omega) \right), \] 

(34)

where \( e_{\text{Reg}} \) is the energy density i.e., \( H_{\text{Reg}} = \int_{\Sigma} e_{\text{Reg}} d^2x \). The divergence-free vector field density \( J_{\text{Reg}} \) has additional information than (32) in that it can be used to relate the boundary fluxes through any region using the Stokes theorem. These results were later extended to the Maxwell equations on Kerr-de Sitter in \([18]\). In this case, the Hamiltonian contains an additional term (cf. eq (32) in \([18]\)) involving the cosmological constant \( \Lambda \), but it nevertheless generates the flow of the original Hamiltonian equations (28). This is due to the special internal coupling in the equations.

Separately, in \([31]\) a 1-parameter family of energy functionals was constructed for axially symmetric Maxwell’s equations on Kerr black holes. In the following, we shall reconcile their results with the Robinson’s identity and also show that the energy functionals form a 1-parameter family of Hamiltonians for the dynamics in the phase space \( X \), which also shows that the Poisson bracket for different values of the parameter vanishes.

It may be noted that the expression (30) is not symmetric with respect to a permutation in the phase space \( X \) (or \( X \)). If we consider an alternative form of the original Hamiltonian energy:

\[ H_{\text{Alt}} := \int_{\Sigma} \left( \frac{1}{2} N e^{-2\gamma} \tilde{\mu}^{-1}(u^2 + v^2) + \frac{1}{2} N \tilde{\mu} q^{ab} e^{-2\gamma} (\partial_a \eta \partial_b \eta + \partial_a \lambda \partial_b \lambda) \\
- N e^{-4\gamma} \tilde{\mu} q^{ab} \partial_a \omega \partial_b \lambda \eta \right) d^2x \] 

(35)
a modified form of the original Robinson’s identity applies:

\[
\begin{align*}
\frac{1}{2} Ne^{-2\gamma} \bar{\mu} q^{ab} (\partial_a \lambda \partial_b \lambda + \partial_a \eta \partial_b \eta) - N \bar{\mu} q^{ab} e^{-4\gamma} \partial_a \omega \partial_b \lambda \eta + \frac{1}{4} L_1 (\lambda^2 + \eta^2) + \frac{1}{2} L_2 \lambda \eta \\
+ \frac{1}{2} \partial_b (N \bar{\mu} q^{ab} e^{-4\gamma} \partial_b \omega \lambda \eta - N \bar{\mu} q^{ab} e^{-2\gamma} \partial_a \gamma (\eta^2 + \lambda^2)) \\
= \frac{1}{4} Ne^{-2\gamma} \bar{\mu} q^{ab} (\partial_a \eta + \lambda e^{-2\gamma} \partial_a \omega)(\partial_b \eta + \lambda e^{-2\gamma} \partial_b \omega) + (\partial_a \lambda - \eta e^{-2\gamma} \partial_a \omega)(\partial_b \lambda - \eta e^{-2\gamma} \partial_b \omega)) \\
+ \frac{1}{4} Ne^{-2\gamma} \bar{\mu} q^{ab}((\partial_a \lambda - 2\lambda \partial_a \gamma)(\partial_b \lambda - 2\lambda \partial_b \gamma) + (\partial_a \eta - 2\eta \partial_a \gamma)(\partial_b \eta - 2\eta \partial_b \gamma)).
\end{align*}
\]

(36)

It may be noted that, in view of the fact that these modifications occur only in the background and divergence terms, the final energy expression remains the same as in (30). However, we shall use this modification together with the original Robinson’s identity to obtain a 1-parameter family of generalized Robinson’s identities, which results in an energy expression that is more symmetric upon a permutation in the phase space \(X\). In the process we shall recover the energy expression obtained in [31].

**Corollary 1.1.** Suppose \(F\) is compactly supported and axially symmetric (with \(\mathcal{L}_\phi A \equiv 0\)), with smooth initial data, then the following statements hold for the initial value problem of \(F\) in \((\bar{\mathcal{M}}, \bar{\mathcal{g}})\) with \(|a| < m\):

1. There exists a 1-parameter family of positive-definite Hamiltonian functionals \(H_{S}^\text{Alt}(s), s \in [0, 1]\) in the phase-space \(X\), in particular,

\[
\left\{ H_{S}^\text{Alt}(s), H_{S}^\text{Alt}(\tau) \right\} \equiv 0
\]

(37)

where \(H_{S}^\text{Alt}(s)\) and \(H_{S}^\text{Alt}(\tau)\) are such that \(s \neq \tau\) with \(s, \tau \in [0, 1]\) and \(\{\cdot, \cdot\}\) is the Poisson bracket in the phase space \(X\).

2. There exists a 1-parameter family of (spacetime) divergence-free vector field densities \(J_{S}(s), s \in [0, 1]\) such that its flux through \(t-\)constant hypersurfaces is positive-definite.

**Proof.** Consider the linear sum of the sub-Hamiltonians (29) and (35) for \(s \in [0, 1]\) as follows

\[
H_{S}(s) := \int_{\Sigma} \left( \frac{1}{2} N \bar{\mu} q^{-1} e^{2\gamma} (u^2 + v^2) + \frac{1}{2} N \bar{\mu} q^{ab} e^{-2\gamma} (\partial_a \lambda \partial_b \lambda + \partial_a \eta \partial_b \eta) \\
+ s Ne^{-4\gamma} \bar{\mu} q^{ab} \partial_a \omega \partial_b \eta \lambda - (1 - s) Ne^{-4\gamma} \bar{\mu} q^{ab} \partial_a \omega \partial_b \lambda \eta \right) d^2 x
\]

(38)
Introduce the quantity $I(s)$ such that

$$I(s) = \frac{1}{4} N \mu_q e^{-2\gamma} q^{ab} \left( (\partial_a \eta - 4(1-s)\eta \partial_a \gamma)(\partial_b \eta - 4(1-s)\eta \partial_b \gamma) + (\partial_a \lambda - 4s\lambda \partial_a \gamma)(\partial_b \lambda - 4s\lambda \partial_b \gamma) \right) + \frac{1}{4} N \mu_q e^{-2\gamma} q^{ab} \left( (\partial_a \eta + 2s\lambda e^{-2\gamma} \partial_a \omega)(\partial_b \eta + 2s\lambda e^{-2\gamma} \partial_b \omega) + (\partial_a \lambda - 2(1-s)e^{-2\gamma} \partial_a \omega)(\partial_b \lambda - 2(1-s)e^{-2\gamma} \partial_b \omega) \right)$$

(39)

$$- \frac{1}{2} N \mu_q q^{ab} e^{-2\gamma} (\partial_a \eta \partial_b \eta + \partial_a \lambda \partial_b \lambda)$$

(40)

and

$$II(s) = - \partial_b \left( N \mu_q q^{ab} e^{-2\gamma} \partial_a \gamma (s \lambda^2 + (1-s)\eta^2) \right)$$

(41)

such that $I(s) - II(s)$ can be expressed as, after the imposition of the background field equations

$$I(s) - II(s) = s N e^{-4\gamma} \bar{\mu}_q q^{ab} \partial_a \omega \partial_b \eta \lambda - (1-s) N e^{-4\gamma} \bar{\mu}_q q^{ab} \partial_a \omega \partial_b \eta \lambda$$

$$- 2N \mu_q q^{ab} e^{-2\gamma} (\partial_a \gamma \partial_b \gamma + 4 e^{-4\gamma} \partial_a \omega \partial_b \omega) (s(1-2s)\lambda^2 + (1-s)(1-2(1-s))\eta^2)$$

(42)

As a consequence, we shall transform the original Hamiltonian into the positive-definite form for $s \in [0,1]$: 

$$H_{\Sigma}^{\text{Alt}}(s) = \int \left( \frac{1}{2} N e^{2\gamma} \bar{\mu}_q^{-1} (u^2 + v^2) + \frac{1}{4} N \mu_q e^{-2\gamma} q^{ab} \left( (\partial_a \eta - 4(1-s)\eta \partial_a \gamma)(\partial_b \eta - 4(1-s)\eta \partial_b \gamma) + (\partial_a \lambda - 4s\lambda \partial_a \gamma)(\partial_b \lambda - 4s\lambda \partial_b \gamma) \right) + \frac{1}{4} N \mu_q e^{-2\gamma} q^{ab} \left( (\partial_a \eta + 2s\lambda e^{-2\gamma} \partial_a \omega)(\partial_b \eta + 2s\lambda e^{-2\gamma} \partial_b \omega) + (\partial_a \lambda - 2(1-s)e^{-2\gamma} \partial_a \omega)(\partial_b \lambda - 2(1-s)e^{-2\gamma} \partial_b \omega) \right) + 2N \mu_q q^{ab} e^{-2\gamma} (\partial_a \gamma \partial_b \gamma + 4 e^{-4\gamma} \partial_a \omega \partial_b \omega) (s(1-2s)\lambda^2 + (1-s)(1-2(1-s))\eta^2) \right) d^2 x$$

(43)

where we have effectively constructed a generalized 1-parameter family of Robinson’s identities. We would like to remark that, interestingly, in the construction above we are not directly imposing the $L_2$ wave map equation, in contrast with (36) and (2.32) in [29]. We shall now prove that $H_{\Sigma}^{\text{Alt}}(s)$ has the Hamiltonian structure. We recover:

$$D_u \cdot H_{\Sigma}^{\text{Alt}}(s) = N e^{2\gamma} \bar{\mu}_q^{-1} u, \quad D_v \cdot H_{\Sigma}^{\text{Alt}}(s) = N e^{2\gamma} \bar{\mu}_q^{-1} v.$$  

(44)

Now consider the quantities, $D_\lambda \cdot H_{\Sigma}^{\text{Alt}}(s)$ and $D_\eta \cdot H_{\Sigma}^{\text{Alt}}(s)$ respectively. The following terms constitute $D_\lambda \cdot H_{\Sigma}^{\text{Alt}}(s)$:

$$N e^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \lambda \partial_b \lambda' = \partial_b (N e^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \lambda \lambda') - \partial_b (N e^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \lambda \lambda'), \quad -(1-s)N \mu_q e^{-4\gamma} q^{ab} \eta \partial_a \lambda' \partial_b \omega = -(1-s) \partial_b (\eta N \mu_q e^{-4\gamma} q^{ab} \partial_a \omega \lambda')$$

$$+ (1-s) \partial_b (\eta N \mu_q e^{-4\gamma} q^{ab} \partial_a \omega \lambda'),$$

(45)
\[ -2sN\bar{\mu}_q e^{-2\gamma} q^{ab} \partial_a \lambda' \partial_b \gamma - 2s\lambda' N\bar{\mu}_q e^{-2\gamma} q^{ab} \partial_a \lambda \partial_b \gamma = -2s\partial_b (\lambda N\bar{\mu}_q e^{-2\gamma} q^{ab} \partial_a \lambda') + 2s\partial_b (\lambda N\bar{\mu}_q e^{-2\gamma} q^{ab} \partial_a \gamma) \lambda' - 2s\lambda' N\bar{\mu}_q e^{-2\gamma} q^{ab} \partial_a \lambda \partial_b \gamma; \] (46)

\[ sN\bar{\mu}_q e^{-4\gamma} q^{ab} \partial_a \omega \partial_b \eta' \gamma, \] (47)

and

\[ 4N\bar{\mu}_q q^{ab} e^{-2\gamma} (\partial_a \gamma \partial_b \gamma + \frac{1}{4} e^{-4\gamma} \partial_a \omega \partial_b \omega)(s\lambda') \] (48)

where \( \lambda' \) is the first variation of \( \lambda \). Likewise, \( D_\eta \cdot H_S^{\text{Alt}}(s) \) is made of the terms

\[ Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \eta \partial_b \eta' = \partial_b (Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \eta') - \partial_b (Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_b \eta) \eta', \]
\[ sN\lambda \bar{\mu}_q e^{-4\gamma} q^{ab} \partial_a \eta' \partial_b \omega = s\partial_b (\lambda N\bar{\mu}_q e^{-4\gamma} q^{ab} \partial_a \omega) - s\partial_b (\lambda N\bar{\mu}_q e^{-4\gamma} q^{ab} \partial_a \omega) \eta', \] (49)

\[ -2(1-s)Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \eta \partial_b \gamma \eta' - 2(1-s)Ne^{-2\gamma} \bar{\mu}_q q^{ab} \eta \partial_a \gamma \partial_b \eta' = -2(1-s)Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \eta \partial_b \gamma \eta' - 2(1-s)\partial_b (\eta Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \gamma) \eta' \\
+ 2(1-s)\partial_b (\eta Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \gamma) \eta', \] (50)

\[ -(1-s)e^{-4\gamma} N\bar{\mu}_q q^{ab} \partial_a \omega \partial_b \lambda \] (51)

and

\[ 4N\bar{\mu}_q q^{ab} e^{-2\gamma} (\partial_a \gamma \partial_b \gamma + \frac{1}{4} e^{-4\gamma} \partial_a \omega \partial_b \omega)(1 - s) \eta \eta' \] (52)

for the first variation \( \eta' \) of \( \eta \). Collecting all the expressions above and using the background field equations, we recover the Hamiltonian field equations:

\[ D_\lambda \cdot H_S^{\text{Alt}}(s) = - \partial_b (Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \lambda) + N\bar{\mu}_q q^{ab} e^{-4\gamma} \partial_b \omega \partial_b \eta, \] (53a)
\[ D_\eta \cdot H_S^{\text{Alt}}(s) = - \partial_b (Ne^{-2\gamma} \bar{\mu}_q q^{ab} \partial_a \eta) - N\bar{\mu}_q q^{ab} e^{-4\gamma} \partial_a \omega \partial_b \lambda. \] (53b)

In principle, if we have two conserved quantities, their Poisson bracket provides another conserved quantity. However, it follows immediately from (44) and (53), that the Poisson bracket

\[ \{ H_S^{\text{Alt}}(s), H_S^{\text{Alt}}(\tau) \} = 0 \] (54)

for any fixed \( s, \tau \in [0, 1] \), \( s \neq \tau \). In other words, the 1—parameter family \( H_S^{\text{Alt}}(s), s \in [0, 1] \) are in involution.
If we consider the phase space $X$, we can transform the aforementioned Hamiltonian energy density as follows

$$\begin{align*}
\frac{1}{4} Ne^{-2\gamma} \mu_q q^{ab} &\left( (\partial_a \lambda - 4s \lambda \partial_a \gamma) (\partial_b \lambda - 4s \lambda \partial_b \gamma) + (\partial_a \eta - 4(1-s) \eta \partial_a \gamma) (\partial_b \eta - 4(1-s) \eta \partial_b \gamma) \right) \\
+ \frac{1}{4} Ne^{-2\gamma} \mu_q q^{ab} &\left( (\partial_a \eta + 2s \lambda e^{-2\gamma} \partial_a \omega) (\partial_b \eta + 2s \lambda e^{-2\gamma} \partial_b \omega) \\
+ (\partial_a \lambda - 2(1-s) \eta e^{-2\gamma} \partial_a \omega) (\partial_b \lambda - 2(1-s) \eta e^{-2\gamma} \partial_b \omega) \right) \\
+ 2N \mu_q q^{ab} e^{-2\gamma} &\left( (\partial_a \gamma \partial_b \gamma + \frac{1}{4} e^{-4\gamma} \partial_a \omega \partial_b \omega) s(1-2s) \lambda^2 + (1-s)(1-2(1-s)) \eta^2 \right)
\end{align*}$$

$$= \frac{1}{2} N \mu_q q^{ab} \left( (\partial_a \Delta - 2(s - \frac{1}{2}) \lambda \partial_a \gamma - (1-s) \eta e^{-2\gamma} \partial_a \omega) (\partial_b \lambda - 2(s - \frac{1}{2}) \lambda \partial_b \gamma - (1-s) \eta e^{-2\gamma} \partial_b \omega) \right)$$

$$+ (\partial_a \eta - 2(\frac{1}{2} - s) \eta \partial_a \gamma + s \lambda e^{-2\gamma} \partial_a \omega) (\partial_b \eta - 2(\frac{1}{2} - s) \eta \partial_b \gamma + s \lambda e^{-2\gamma} \partial_b \omega)$$

$$+ 2(s_1 - s) N \mu_q q^{ab} (\partial_a \gamma \partial_b \gamma + \frac{1}{4} e^{-4\gamma} \partial_a \omega \partial_b \omega) (\lambda^2 + \eta^2).$$

So that we have the expression,

$$H_{s \text{Reg}}^\text{Reg}(s) := \int_\Sigma \left( \frac{1}{2} N \mu_q^{-1} (\mu^2 + \omega^2) + 2s(1-s)N \mu_q q^{ab} (\partial_a \gamma \partial_b \gamma + \frac{1}{4} e^{-4\gamma} \partial_a \omega \partial_b \omega) (\lambda^2 + \eta^2) \right)$$

$$\left( \frac{1}{2} N \mu_q q^{ab} \left( (\partial_a \Delta - 2(s - \frac{1}{2}) \lambda \partial_a \gamma - (1-s) \eta e^{-2\gamma} \partial_a \omega) (\partial_b \lambda - 2(s - \frac{1}{2}) \lambda \partial_b \gamma - (1-s) \eta e^{-2\gamma} \partial_b \omega) \right)$$

$$+ (\partial_a \eta - 2(\frac{1}{2} - s) \eta \partial_a \gamma + s \lambda e^{-2\gamma} \partial_a \omega) (\partial_b \eta - 2(\frac{1}{2} - s) \eta \partial_b \gamma + s \lambda e^{-2\gamma} \partial_b \omega) \right) d^2 x$$

which also serves as a Hamiltonian for the dynamics of $X$, i.e.,

$$D_\Delta \cdot H_{s \text{Reg}}^\text{Reg}(s) = -\partial_t v, \quad D_u \cdot H_{s \text{Reg}}^\text{Reg}(s) = -\partial_u u, \quad (58)$$

$$D_\omega \cdot H_{s \text{Reg}}^\text{Reg}(s) = \partial_\lambda, \quad D_\omega \cdot H_{s \text{Reg}}^\text{Reg}(s) = -\partial_\eta. \quad (59)$$

Upon appropriate adjustment of notation, this energy functional matches with the one obtained in [31]. Let us now calculate the $\mu_q \mu_q \text{Reg}(s)$, where $\mu_q \text{Reg}(s)$ is the energy density i.e., $H_{s \text{Reg}}^\text{Reg}(s) = \int_\Sigma \mu_q \text{Reg}(s) d^2 x$. Define the quantities $u := N \mu_q^{-1} u$ and $v := N \mu_q^{-1} v$, then the $\partial_u (\partial_\eta)$ and $\partial_u (\partial_\lambda)$ terms can be represented as

$$N \mu_q q^{ab} \partial_a \eta \left( \partial_a \eta - 2(1-s) \eta \partial_a \gamma + s \lambda e^{-2\gamma} \partial_a \gamma \right)$$

$$+ 2u N \mu_q q^{ab} \partial_a \gamma \left( \partial_a \eta - 2(1-s) \eta \partial_a \gamma + s \lambda e^{-2\gamma} \partial_a \gamma \right)$$

and

$$N \mu_q q^{ab} \partial_a \delta \left( \partial_a \lambda - 2s \lambda \partial_a \gamma - (1-s) e^{-2\gamma} \partial_a \gamma \right)$$

$$2u N \mu_q q^{ab} \partial_a \gamma \left( \partial_a \lambda - 2s \lambda \partial_a \gamma - (1-s) e^{-2\gamma} \partial_a \gamma \right)$$

(60)
respectively. Likewise, the \( \partial_t \eta \) and \( \partial_\lambda \) terms can be represented as

\[
\begin{align*}
\bar{u} &\left( \partial_b (N \bar{\mu}_q q^{ab} \partial_a \eta) + N \bar{\mu}_q q^{ab} (-2 \partial_a \eta \bar{\omega}_b \gamma + e^{-2\gamma} \partial_a \omega \lambda - 2(1-s) \partial_a \gamma (\partial_a \eta - 2(1-s) \eta \partial_\lambda \gamma + s \lambda e^{-2\gamma} \partial_\omega \lambda) \\
&\quad - (1-s) e^{-2\gamma} \partial_\omega (\partial_b \lambda - 2s \lambda \partial_\gamma \gamma - (1-s) \eta e - 2\gamma) \partial_\omega \lambda + 4s(1-s) (\partial_a \gamma \partial_b \gamma + e^{-4\gamma} \partial_\omega \omega \partial_\omega \lambda) \right)
\end{align*}
\]

and

\[
\begin{align*}
\bar{v} &\left( \partial_b (N \bar{\mu}_q q^{ab} \partial_a \lambda) + N \bar{\mu}_q q^{ab} (-2 \partial_a \gamma \partial_b \lambda + e^{-2\gamma} \partial_a \omega \partial_b \eta + s \lambda e^{-2\gamma} \partial_a \omega (\partial_a \eta - 2(1-s) \eta \partial_\lambda \gamma + s \lambda e^{-2\gamma} \partial_\omega \lambda) \\
&\quad - 2s \partial_a \gamma (\partial_b \lambda - 2s \lambda \partial_\gamma \gamma - (1-s) \eta e^{-2\gamma} \partial_\omega \lambda) + 4s(1-s) (\partial_a \gamma \partial_b \gamma + e^{-4\gamma} \partial_\omega \omega \partial_\omega \lambda) \right).
\end{align*}
\]

Collecting the \( \partial_t \bar{u}, \bar{u} \) and \( \partial_t \bar{v}, \bar{v} \) separately in the above, we get

\[
\begin{align*}
\frac{\partial}{\partial t} e^{\text{Reg}}_S (s) &= \partial_b \left( N \bar{\mu}_q q^{ab} \bar{u}(\partial_a \eta - 2(1-s) \eta \partial_\lambda \gamma + s \lambda e^{-2\gamma} \partial_\omega \lambda) \\
&\quad + N \bar{\mu}_q q^{ab} \bar{v}(\partial_a \lambda - 2s \lambda \partial_\gamma \gamma - (1-s) \eta e^{-2\gamma} \partial_\omega \lambda) \right) \\
&= \partial_b \left( N^2 q^{ab} \bar{u}(\partial_a \eta - 2(1-s) \eta \partial_\lambda \gamma + s \lambda e^{-2\gamma} \partial_\omega \lambda) \\
&\quad + N^2 q^{ab} \bar{v}(\partial_a \lambda - 2s \lambda \partial_\gamma \gamma - (1-s) \eta e^{-2\gamma} \partial_\omega \lambda) \right). 
\end{align*}
\]

Therefore, the vector field density \( J^{\text{Reg}}_S (s) \) defined as

\[
\begin{align*}
(J^{\text{Reg}}_S (s))^t &= e^{\text{Reg}}_S (s) \\
(J^{\text{Reg}}_S (s))^a &= - N^2 q^{ab} \left( \bar{u}(\partial_a \eta - 2(1-s) \eta \partial_\lambda \gamma + s \lambda e^{-2\gamma} \partial_\omega \lambda) \\
&\quad + \bar{v}(\partial_a \lambda - 2s \lambda \partial_\gamma \gamma - (1-s) \eta e^{-2\gamma} \partial_\omega \lambda) \right)
\end{align*}
\]

is (spacetime) divergence free. As we already noted, the divergence-free \( J^{\text{Reg}}_S \) has additional information than (58) in that it can be used to relate the fluxes through various hypersurfaces, without a bulk term. \( \square \)

2. A **Conserved Energy For Newman-Penrose-Maxwell Scalars**

For convenience, let us now represent the tetrad 1-forms in Boyer-Lindquist coordinates, that are consistent with the normalization introduced above:

\[
\begin{align*}
\ell &= \frac{1}{\Delta} (-\Delta dt + \Sigma dr + a \sin^2 \theta \Delta d\phi), \\
n &= \frac{1}{2\Sigma} (-\Delta dt - \Sigma dr + a \sin^2 \theta \Delta d\phi), \\
m &= \frac{1}{\Sigma \sqrt{2}} (-ia \sin \theta dt + \Sigma d\theta + i(r^2 + a^2) \sin \theta d\phi), \\
m^* &= \frac{1}{\Sigma \sqrt{2}} (ia \sin \theta dt + \Sigma d\theta - i(r^2 + a^2) \sin \theta d\phi),
\end{align*}
\]

so that,

\[
g_{\mu \nu} = -\ell \mu n_\nu - n_\mu \ell_\nu + m_\mu m^*_\nu + m^*_\mu m_\nu. \quad (67)
\]
In this work, we shall use the following convention for the anti-symmetric sum $X_a Y_b := X_a Y_b - X_b Y_a$ (i.e., without the factor of 2). Upon the inversion of basis and taking advantage of the tetrad form (67), the $E$ and $B$ fields can be represented in terms of the Maxwell scalars as follows:

$$E^i = 2e^{-2\gamma}N\tilde{\mu}_q \left( \text{Re}(\Phi_0 m_*^i + \Phi_1 (n^0 m^i) + \Phi_2 (\ell^0 m^i)) \right),$$

$$\Phi^i = e^{ijk} \text{Re}(\Phi_0 m_{jk}^i + \Phi_1 (n_{ij} \ell_k^i + m_{ij} \ell_k^i)) + \Phi_2 (\ell_{ij} m_{jk}^i), \quad i, j = 1, 2, 3. \quad (69)$$

where $\text{Re}(z) = 2^{-1}(z + z^*)$. For later use, let us collect the following quantities in Boyer-Lindquist coordinates:

$$\ell^0 m^3 = \frac{i}{\sqrt{2\Sigma}} (-a^2 \sin^2 \theta + \csc \theta (r^2 + a^2)) \quad (70a)$$

$$m_*^0 m^3 = \frac{i}{2\sqrt{2\Sigma}} (\csc \theta (r^2 + a^2) - a^2 \sin \theta) \quad (70b)$$

$$\ell^1 m^2 = \frac{1}{2\Sigma}, \quad m_*^1 n^2 = -\frac{\Delta}{2\sqrt{2\Sigma}m_*} \quad (70c)$$

$$\ell^0 n^3 = 0, \quad m_*^0 m^3 = 0, \quad \ell^1 n^2 = 0, \quad m_*^1 m^2 = 0. \quad (70d)$$

In the following, we shall represent the Maxwell scalars $\Phi_0$, $\Phi_1$, $\Phi_2$ in terms of the phase space variables $X = \{(\lambda, v), (y, u)\}$ and dimensionally reduced form.

$$\Phi_0 = Ne^{2\gamma}m_*v - \frac{i}{\sqrt{2\Sigma}} \left( -a^2 \sin^2 \theta + \csc \theta (r^2 + a^2) \right) + \frac{1}{\sqrt{2\Sigma}} \right) \ell^0 m^3 \right),$$

$$\Phi_1 = \frac{1}{2} \left( \frac{(-N^2 e^{-2\gamma} + e^{2\gamma} A_0^2)N^{-1} \tilde{\mu}_q - q_{abc} \partial_{\theta} \eta}{1 - N^{-2} e^{4\gamma} A_0^2} - A_0 \partial_{\theta} \lambda \right) \left( \ell^0 n^3 + m_*^0 m^3 \right),$$

$$\Phi_2 = Ne^{2\gamma}m_*v - \frac{i}{2\sqrt{2\Sigma}} \left( (r^2 + a^2) \csc \theta - a^2 \sin \theta \right) + \frac{\Delta}{2\sqrt{2\Sigma}m_*} \right) \left( \ell^0 m^3 \right),$$

and

$$(71a)$$

$$(71b)$$

$$(71c)$$

**Derivative Operators and Spin Coefficients.** Let us define the (directional) derivative operators along the tetrad $(\ell, n, m, m^*)$ as follows

$$D := \ell^\mu \partial_\mu, \quad \Delta := n^\mu \partial_\mu, \quad \delta := m^\mu \partial_\mu, \quad \delta^* := m^\mu \partial_\mu. \quad (72)$$

In consistancy with our Hamiltonian framework, we had to choose the $(-++++)$ sign convention for our metric. As a consequence, the null tetrad has ‘$(-+++)$’ sign convention (cf. (7)), which in turn alters the definitions of spin coefficients.
Using the Bianchi identities (9), we get correspondingly

\[
\rho := -m^\mu m^\nu \nabla_\nu \ell_\mu = \frac{1}{\Sigma}, \tag{73a}
\]

\[
\tau := -m^\mu n^\nu \nabla_\nu \ell_\mu = \frac{ia \sin \theta}{\sqrt{2} \Sigma} \tag{73b}
\]

\[
\mu := m^* \mu m^\nu \nabla_\nu n_\mu = \frac{\Delta}{2 \Sigma \Sigma^*} \tag{73c}
\]

\[
\pi := m^* \mu \ell^\nu \nabla_\nu n_\mu = \frac{ia \sin \theta}{\sqrt{2} \Sigma^2} \tag{73d}
\]

\[
\gamma := \frac{1}{2} (-n^\mu n^\nu \nabla_\nu \ell_\mu + m^* \mu n^\nu \nabla_\nu m_\mu) = \frac{\Delta}{2 \Sigma \Sigma^*} - \frac{r - m}{2 \Sigma} \tag{73e}
\]

\[
\beta := \frac{1}{2} (-n^\mu m^\nu \nabla_\nu \ell_\mu + m^* \mu m^\nu \nabla_\nu m_\mu) = -\frac{\cot \theta}{2 \sqrt{2} \Sigma} \tag{73f}
\]

\[
\alpha := \frac{1}{2} (-n^\mu m^\nu \nabla_\nu \ell_\mu + m^* \mu \ell^\nu \nabla_\nu m_\mu) = -\frac{ia \sin \theta}{\sqrt{2} \Sigma^2} + \frac{\cot \theta}{2 \Sigma^*} \tag{73g}
\]

From the definitions and in view of the fact that the Kerr metric is of Petrov type D, we have

\[
\kappa := -\ell^\mu \nabla_\nu \ell_\mu \equiv \sigma := -m^\mu \sigma \nabla_\nu \ell_\mu \equiv \lambda := m^* \mu \sigma \nabla_\nu n_\mu \equiv 0,
\]

\[
\nu := m^* \mu \sigma \nabla_\nu n_\mu \equiv \epsilon := \frac{1}{2} (-n^\mu \epsilon \nabla_\nu \ell_\mu + m^* \mu \epsilon \nabla_\nu m_\mu) \equiv 0 \tag{74}
\]

for Kerr metrics.

**Maxwell’s equations.** The Maxwell field equations

\[
\nabla^\mu F_{\mu \nu} = 0 \tag{75}
\]

can be written in the tetrad form as,

\[
-\nabla_\ell F_{\ell n} + \nabla_{m^*} F_{\ell m} + \nabla_m F_{\ell m^*} = 0 \tag{76a}
\]

\[
-\nabla_n F_{m \ell} + \nabla_m F_{n \ell} + \nabla_m F_{n m^*} = 0 \tag{76b}
\]

\[
-\nabla_n F_{m \ell} - \nabla_\ell F_{mn} + \nabla_m F_{mm^*} = 0 \tag{76c}
\]

\[
-\nabla_n F_{m \ell} - \nabla_\ell F_{m n} + \nabla_m F_{m m^*} = 0 \tag{76d}
\]

Using the Bianchi identities (9), we get correspondingly

\[
\nabla_\ell \Phi_1 = \nabla_{m^*} \Phi_0, \quad \nabla_m \Phi_2 = \nabla_n \Phi_1, \tag{77a}
\]

\[
\nabla_\ell \Phi_2 = \nabla_{m^*} \Phi_1, \quad \nabla_m \Phi_1 = \nabla_n \Phi_0 \tag{77b}
\]

in the clockwise order. Now, eliminating the covariant derivatives acting on Maxwell scalars in favour of the directional derivatives, we get the following

\[
\nabla_\alpha \Phi_1 = \partial_\nu \Phi_1 - m^\nu (e_\alpha) \nabla_\nu \ell_\mu \Phi_2 - m^* \mu (e_\alpha) \nabla_\nu n_\mu \Phi_0, \tag{78}
\]

from the standard literature (e.g., [6]). We shall now define spin coefficients from first principles and evaluate them for the Kerr metrics as per our conventions, for the convenience of the reader. We shall also derive the Maxwell’s equations for \(\Phi_0, \Phi_1, \Phi_2\) accordingly.
Proposition 2.1. Suppose $F = dA$ is a Maxwell tensor that satisfies the Maxwell’s equations and is axially symmetric $\mathcal{L}_o F \equiv 0$. Then,

1. The Maxwell scalars $\Phi_0, \Phi_1, \Phi_2$ are also axially symmetric $\mathcal{L}_o \Phi_i \equiv 0, i = 0, 1, 2$

2. Suppose, $\psi = \Phi_0$ or $\Sigma^o \Phi_2$, then

$$\left(\frac{r^2 + a^2}{\Delta} - a^2 \sin^2 \theta \right) \partial^2 \psi - \Delta^{-s} \partial_r (\Delta^{s+1} \partial_r \psi) - \frac{1}{\sin \theta} \partial_\theta (\sin \theta \partial_\theta \psi)$$

$$- 2s \left(\frac{m(r^2 - a^2)}{\Delta} - r - ia \cos \theta \right) \partial_t \psi + (s^2 \cot^2 \theta - s) \psi = 0$$  \hspace{1cm} (81)

for $s = \pm 1$.

Proof. Part 1) follows by inspection, while noting that our tetrad is also axially symmetric and part 2) is the famous Teukolsky’s master equation [38] with axial symmetry, for which, the case $|s| = 1$ corresponds to Maxwell’s equations. The ‘extreme’ components $\Phi_0$ and $\Phi_2$ are also related by the celebrated Teukolsky-Starobinsky differential identities. □

We would like to remark that the Maxwell perturbations are governed by the two independent degrees of freedom, corresponding to the Maxwell scalars $\Phi_0$ and $\Phi_2$. However, the transformation of the Maxwell field equations to the field equations (Teukolsky’s equation (81)) for these extreme components are governed by the higher order differential operators. In this work we shall focus on the total energy of the fundamental Maxwell field equations (80), so it involves all the Maxwell scalars. It may be noted that the lack of positivity of energy also affects the dynamics of the Maxwell scalars $\Phi_0, \Phi_1, \Phi_2$. This is evident if we represent the original Maxwell energy, corresponding to the Hamiltonian flow of $\partial_t$, in terms of the axially symmetric NP scalars on the Kerr metric:
\[ E(\Phi_0, \Phi_1, \Phi_2) = \int_\Sigma \left( \frac{1}{2} Ne^{\gamma} \mu_q^{-1} \left( (2e^{-\gamma} N \mu_q (\text{Re}[\Phi_0 m^*[0] n^3] + \Phi_1 (n^0 \ell^3 + m^0 m^3)) + \Phi_2 (n^0 \ell^3 + m^0 m^3) \right) + (2\text{Re}(\Phi_0 m^*[a] n^3) + \Phi_1 (n^a \ell^3 + m^a m^3) + \Phi_2 (n^a \ell^3 + m^a m^3) \right) \right) dx. \]

\[ \text{(82)} \]

In the following we shall construct a positive-definite and conserved energy functional using a non-local canonical transformation from the twist potential variables.

We would like to remark that the energy expression (82) has a similar structure to the original Bel-Robinson energy of the Weyl scalars corresponding to the gravitational perturbations (cf. Appendix I in [29]). However, in contrast with the Maxwell case, Weyl scalars differ in two orders of derivatives from the twist potentials such that \[ \text{E} = \int_\Sigma \left( \frac{1}{2} Ne^{\gamma} \mu_q^{-1} \left( (2e^{-\gamma} N \mu_q (\text{Re}[\Phi_0 m^*[0] n^3] + \Phi_1 (n^0 \ell^3 + m^0 m^3)) + \Phi_2 (n^0 \ell^3 + m^0 m^3) \right) + (2\text{Re}(\Phi_0 m^*[a] n^3) + \Phi_1 (n^a \ell^3 + m^a m^3) + \Phi_2 (n^a \ell^3 + m^a m^3) \right) \right) dx. \]

\[ \text{(83)} \]

**Theorem 2.2.**

1. Suppose, \( \eta : (\Sigma, q) \to \mathbb{R} \) and \( \lambda : (\Sigma, q) \to \mathbb{R} \) are the twist potentials such that \( \mathcal{A}^a = c^{ab} \partial_b \eta \) and \( \mathcal{B}^a = c^{ab} \partial_b \lambda \) then \( \eta \) and \( \lambda \) are uniquely given by

\[ \eta = \partial_0 (2Ne^{\gamma} \mu_q \epsilon_{ca} \text{Re}(\Phi_0 m^*[0] n^3 + \Phi_1 (n^0 \ell^3 + m^0 m^3)) + \Phi_2 (n^0 \ell^3 + m^0 m^3)) \ast K, \]

\[ \lambda = \partial_0 (2\mu_q \epsilon_{ca} \text{Re}(\Phi_0 m^*[a] n^3 + \Phi_1 (n^a \ell^3 + m^a m^3)) + \Phi_2 (n^a \ell^3 + m^a m^3)) \ast K, \]

respectively, where \( K \) is the fundamental solution of the 2–Laplacian and \( \ast \) is the convolution in \( \Sigma \) with the flat metric.

2. There exists a 1–parameter family of positive-definite and conserved energy functionals for the initial value problem of the Maxwell scalars \( \Phi_0, \Phi_1, \Phi_2 \)

\[ \text{(84)} \]

**Proof.** In this work we shall use the coordinate system \( (\bar{\rho}, \bar{z}) \) on \( (\Sigma, q) \) such that \( \mathcal{H}^+ \cup \Gamma = \{ \bar{\rho} = 0 \} \) but the results extend to other coordinates (cf. Appendices G and H in [29]). Likewise, we shall restrict to \( \eta \) and the proof is similar for \( \lambda \). It follows from the definition of \( \eta \) and the regularity conditions on the axes \( \Gamma \) that

\[ (2) \Delta \eta = \partial_a (\mu_q \epsilon_{ca} \text{Re}(\mathcal{A}^c), (\Sigma, q) \]

\[ \eta = 0, \quad \Gamma \]

\[ \eta = 0, \quad \mathcal{H}^+ \]

\[ \text{(85a)–(85c)} \]
with $\partial_a e^a = 0$, $(\Sigma, q)$, where
\[
(\Sigma, q) = \frac{\partial^2}{\partial \vec{r}^2} + \frac{1}{\vec{r}} \frac{\partial}{\partial \vec{r}} + \frac{1}{\vec{r}^2} \frac{\partial^2}{\partial \theta}, \quad \vec{\rho} = \vec{r} \cos \theta, \quad \vec{z} = \vec{r} \sin \theta.
\]

It follows from the method of images that the fundamental of solution $K$ of the Laplacian on $\Sigma$

\[
(\Sigma, q) K = \delta(\vec{r}), \quad K = 0, \quad \Gamma \quad (86a)
\]

\[
(\Sigma, q) K = 0, \quad K = 0, \quad \mathcal{H}^+ \quad (86b)
\]

is

\[
K = \frac{1}{2\pi} \log \rho - \frac{1}{2\pi} \log \rho' \quad (87)
\]

where $\rho, \rho'$ are the (Euclidean) distances from $(\vec{\rho}, \vec{z}) \in \Sigma$ and its ‘image point’ $(-\vec{\rho}, \vec{z})$ respectively and $\delta(\vec{r})$ is the Dirac delta function on $\Sigma$ with flat metric. $K$ has faster decay rate than the fundamental solution of the Laplacian on $\mathbb{R}^2$.

Likewise, we can represent $\lambda$ as follows

\[
(\Sigma, q) \lambda = 0, \quad \Gamma \quad (88a)
\]

\[
(\Sigma, q) \lambda = 0, \quad \mathcal{H}^+ \quad (88b)
\]

The representation formulas (83) and (84) follow immediately. It may be noted that, in a strict sense, the representation formulas for $\eta$ and $\lambda$ correspond to their definitions only if the Gauss constraint equations are satisfied. In our work, we are only interested in the Maxwell scalars which satisfy the Maxwell equations, so this condition is automatically satisfied. Now, eliminating the variables in $X$ in favour of the Maxwell scalars $\Phi_0, \Phi_1, \Phi_2$, we get a positive-definite energy expression for
their dynamics:

\[
\mathcal{H}_{\text{NPM}}^{\mu}(\Phi_0, \Phi_1, \Phi_2) \equiv \int \left\{ \frac{1}{2} N e^{2\gamma} \bar{\Phi}_{\mu}^{-1} \left( 2 e^{-2\gamma} N \bar{\mu}_{\mu} (\text{Re}(\Phi_0 m\Phi_0^* n^3) + \Phi_1 (n^{[0]} \ell^3) + m^{[0]} m^{*3}) \\
+ \Phi_2 \ell^{[0]} m^{[3]} \right) \right\}^2 + \left( 2 \text{Re}(\Phi_0 m^{[1]} n^2) + \Phi_1 (n^{[1]} \ell^2) + m^{[1]} m^{*2}) + \Phi_2 \ell^{[1]} m^{[2]} \right)^2 \right\} \\
+ \frac{1}{2} N \bar{\mu}_{\mu} q^{ab} e^{-2\gamma} \left\{ 2 \left( \text{Re}(\Phi_0 m_{[a} n_{3]} + \Phi_1 (n_{[a} \ell_{3]} + m_{[a]} m_{3}^*) + \Phi_2 \ell_{[a]} m_{3}^*) \right) \\
- 2 s \partial_{\alpha} \gamma \partial_{\ell} (2 \bar{\mu}_{\mu} q^{dc} \text{Re}(\Phi_0 m^{[d]} n^3) + \Phi_1 (n_{[d]} \ell_{3]} + m_{[d]} m_{3}^*) + \Phi_2 \ell_{[d]} m_{3}^*) * K \\
- (1 - s) e^{-2\gamma} \bar{\partial}_{\omega} \partial_{\ell} (2 Ne^{2\gamma} \bar{\mu}_{\mu} q^{dc} \text{Re}(\Phi_0 m^{[0]} n^3) + \Phi_1 (n^{[0]} \ell^3) + m^{[0]} m^{*3}) \\
+ \Phi_2 \ell^{[0]} m^{[3]} \right) * K \right\} + \left( 2 e^{-2\gamma} N \bar{\mu}_{\mu} \epsilon_{cd} \text{Re}(\Phi_0 m^{[c]} n^3) + \Phi_1 (n^{[c]} \ell^3) + m^{[c]} m^{*3}) \\
+ \Phi_2 \ell^{[0]} m^{[3]} \right) - 2 s \partial_{\alpha} \gamma \partial_{\ell} (2 Ne^{2\gamma} \bar{\mu}_{\mu} q^{dc} \text{Re}(\Phi_0 m^{[c]} n^3) + \Phi_1 (n^{[c]} \ell^3) + m^{[c]} m^{*3}) + \Phi_2 \ell^{[0]} m^{[3]} \right) \\
+ \Phi_2 \ell^{[0]} m^{[3]} \right) * K \right\} + \left( 2 e^{-2\gamma} N \bar{\mu}_{\mu} \epsilon_{cd} \text{Re}(\Phi_0 m^{[c]} n^3) + \Phi_1 (n^{[c]} \ell^3) + m^{[c]} m^{*3}) + \Phi_2 \ell^{[0]} m^{[3]} \right) \right\} \\
+ \frac{1}{4} (\partial_{\ell} (2 \bar{\mu}_{\mu} q^{ab} \text{Re}(\Phi_0 m_{[a} n_{3]} + \Phi_1 (n_{[a]} \ell_{3]} + m_{[a]} m_{3}^*) + \Phi_2 \ell_{[a]} m_{3}^*) * K)^2 \\
+ \frac{1}{4} (\partial_{\ell} (2 Ne^{2\gamma} \bar{\mu}_{\mu} q^{ab} \epsilon_{cd} \text{Re}(\Phi_0 m^{[c]} n^3) + \Phi_1 (n^{[c]} \ell^3) + m^{[c]} m^{*3}) + \Phi_2 \ell^{[0]} m^{[3]} \right) * K)^2 \right\} d^2x.
\]

(89)

In contrast with (82), the energy functional (89) is nonlocal in the Maxwell scalars \( \Phi_0, \Phi_1, \Phi_2 \). If desired, the \( \partial_{\omega} \) terms can be eliminated using (23) to obtain a completely 3+1 representation of the energy functional (89).

Acknowledgements. I express my gratitude to Vincent Moncrief for the enjoyable discussions and the feedback.

References

[1] L. Andersson and P. Blue. Hidden symmetries and decay for the wave equation on the Kerr spacetime. Ann. Math., 182(3):787–853, 2015.

[2] L. Andersson and P. Blue. Uniform energy bound and asymptotics for the Maxwell field on a slowly rotating Kerr black hole exterior. J. Hyper. Differential Equations, 12(4):689–743, 2015.
[3] L. Andersson, P. Blue, and J. Wang. Morawetz estimate for linearized gravity on Schwarzschild. arXiv, 1708.06943, 2017.

[4] L. Andersson, S. Ma, C. Paganini, and B. Whiting. Mode stability on the real axis. arXiv, 1607.02759, 2016.

[5] P. Blue. Decay of the Maxwell field on the Schwarzschild manifold. J. Hyper. Differential Equations, 5(4):807–856, 2008.

[6] S. Chandrasekhar. The mathematical theory of black holes. Oxford university press, 1983.

[7] D. Christodoulou. Reversible and irreversible transformations in black-hole physics. Phys. Rev. Lett, 25(22):1596–1597, 1970.

[8] M. Dafermos, G. Holzegel, and I. Rodnianski. The linear stability of the Schwarzschild solution to gravitational perturbations. arXiv, 1601.06467, 2016.

[9] M. Dafermos, G. Holzegel, and I. Rodnianski. Boundedness and decay for the Teukolsky equation on Kerr spacetimes i: the case |a| ≪ m. arXiv, 1711.07944, 2017.

[10] M. Dafermos and I. Rodnianski. A proof of the uniform boundedness of solutions to the wave equation on slowly rotating Kerr backgrounds. Invent. Math., 185(3):467–559, 2011.

[11] M. Dafermos, I. Rodnianski, and Y. Shlapentokh-Rothman. Decay for solutions of the wave equation on Kerr exterior spacetimes iii: The full sub-extremal case |a| < m. Ann. Math., 183(3):787–913, 2016.

[12] S. Dain. Axisymmetric evolution of Einstein equations and mass conservation. Class. Quantum Grav., 25(14):145021 (18pp), 2009.

[13] S. Dain and I. Gentile de Austria. On the linear stability of the extreme Kerr black hole under axially symmetric perturbations. Class. Quantum. Grav., 31(19):195009–, 2014.

[14] F. Finster, N. Kamran, J. Smoller, and S.-T. Yau. An integral spectral representation of the propagator for the wave equation in the Kerr geometry. Comm. Math. Phys., 260(2):257–298, 2005.

[15] F. Finster, N. Kamran, J. Smoller, and S.-T. Yau. Decay of solutions of the wave equation in the Kerr geometry. Comm. Math. Phys., 264(2):465–503, 2006.

[16] F. Finster, N. Kamran, J. Smoller, and S.-T. Yau. Decay of solutions of the wave equation in the Kerr geometry; erratum to Comm. Math. Phys. 264(2):465–503. Comm. Math. Phys., 280(2):563–573, 2008.

[17] F. Finster, N. Kamran, J. Smoller, and S.-T. Yau. A rigorous treatment of energy extraction from a rotating black hole. Comm. Math. Phys., 287(3):829–847, 2008.

[18] N. Gudapati. A positive-definite energy functional for axially symmetric Maxwell’s equations on Kerr-de Sitter black hole spacetimes. arXiv, 1710.11294, 2017.

[19] S. Hollands and R. Wald. Stability of black holes and black branes. Comm. Math. Phys., 321(3):629–689, 2013.

[20] G. Holzegel. Conservation laws and flux bounds for gravitational perturbations of the Schwarzschild metric. Class. Quantum Grav., 33(20), 2016.

[21] P.-K. Hung, J. Keller, and M.-T. Wang. Linear stability of Schwarzschild spacetime subject to axially symmetric perturbations. arXiv, 1610.08547, 2017.

[22] P.-K. Hung, J. Keller, and M.-T. Wang. Linear stability of Schwarzschild spacetime: The Cauchy problem of metric coefficients. arXiv, 1702.02843, 2017.

[23] S. Ma. Uniform energy bound and Morawetz estimate for extreme components of spin fields in the exterior of a slowly rotating Kerr black hole i: Maxwell field. arXiv, 1705.06621, 2017.

[24] S. Ma. Uniform energy bound and Morawetz estimate for extreme components of spin fields in the exterior of a slowly rotating Kerr black hole ii: linearized gravity. arXiv, 1708.07385, 2017.

[25] V. Moncrief. Gauge invariant perturbations of Reissner-Nordstrom black holes. Phys. Rev. D., 12:1526–1537, 1974.

[26] V. Moncrief. Gravitational perturbations of spherically symmetric systems. I. the exterior problem. Ann. Phys., 88(2):323–342, 1974.

[27] V. Moncrief. Odd-parity stability of a Reissner-Nordstrom black hole. Phys. Rev. D., 9:2707–2709, 1974.

[28] V. Moncrief. Stability of Reissner-Nordstrom black holes. Phys. Rev. D., 10:1057–1059, 1974.

[29] V. Moncrief and N. Gudapati. On axisymmetric Einstein-Maxwell perturbations of Kerr-Newman black hole spacetimes. in preparation (title tentative).

[30] K. Prabhu and R. Wald. unpublished (private communication).
[31] K. Prabhu and R. Wald. Stability of stationary-axisymmetric black holes in vacuum general relativity to axisymmetric electromagnetic perturbations. arXiv, 1708.03248, 2017.
[32] T. Regge and J.A. Wheeler. Stability of a Schwarzschild singularity. Phys. Rev., 108(4):1063–1069, 1957.
[33] D. C. Robinson. Classification of black holes with electromagnetic fields. Phys. Rev. D, 10(2):458–460, 1974.
[34] S. Aksteiner and T. Backdahl. Symmetries of linearized gravity from adjoint operators. arXiv, 1609.04584, 2017.
[35] S. Aksteiner and T. Backdahl. All local gauge invariants for perturbations of the Kerr spacetime. arXiv, 1803.05341, 2018.
[36] A.A. Starobinsky. Amplification of waves during reflection from a black hole. Soviet Physics JETP, 37:38–32, 1973.
[37] D. Tataru and M. Tohaneanu. A local energy estimate on Kerr black hole backgrounds. Int. Math. Res. Notices, 2:248–292, 2011.
[38] S.A. Teukolsky. Perturbations of a rotating black hole. I. Fundamental equations for gravitational, electromagnetic, and neutrino-field perturbations. Astrophys. J., 185:635–647, 1973.
[39] R. Wald. Construction of solutions of gravitational, electromagnetic, or other perturbation equations from solutions of decoupled equations. Phys. Rev. Lett, 41:203–206, 1978.
[40] B. Whiting. Mode stability of the Kerr black hole. J. Math. Phys., 30(6):1301–1305, 1989.
[41] F.J. Zerilli. Effective potential for even parity Regge-Wheeler gravitational perturbation equations. Phys. Rev. Lett, 24(13):737–738, 1970.

DEPARTMENT OF MATHEMATICS, YALE UNIVERSITY, 10 HILLHOUSE AVENUE, NEW HAVEN, CT-06511, USA
E-mail address: nishanth.gudapati@yale.edu