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Abstract

In this paper, we develop an asymptotic-preserving and energy-conserving (APEC) Particle-In-Cell (PIC) algorithm for the Vlasov-Maxwell system. This algorithm not only guarantees that the asymptotic limiting of the discrete scheme is a consistent and stable discretization of the quasi-neutral limit of the continuous model, but also preserves Gauss’s law and energy conservation at the same time, thus it is promising to provide stable simulations of complex plasma systems even in the quasi-neutral regime. The key ingredients for achieving these properties include the generalized Ohm’s law for electric field such that the asymptotic-preserving discretization can be achieved, and a proper decomposition of the effects of the electromagnetic fields such that a Lagrange multiplier method can be appropriately employed for correcting the kinetic energy. We investigate the performance of the APEC method with three benchmark tests in one dimension, including the linear Landau damping, the bump-on-tail problem and the two-stream instability. Detailed comparisons are conducted by including the results from the classical explicit leapfrog and the previously developed asymptotic-preserving PIC schemes. Our numerical experiments show that the proposed APEC scheme can give accurate and stable simulations both kinetic and quasi-neutral regimes, demonstrating the attractive properties of the method crossing scales.

Key words: Vlasov-Maxwell system, quasi-neutral limit, particle-in-cell method, asymptotic-preserving, energy-conserving.

1 Introduction

Accurate simulation of collisionless plasma plays an important role in a broad range of applications, such as astrophysics, nuclear physics, inertial confinement fusion and material processing [26, 34, 20]. When classical continuum fluid models such as the magnetohydrodynamic equations fail to characterize the behavior of the plasmas under thermal or chemical non-equilibrium conditions, the Vlasov-Maxwell (VM) system serves as a viable kinetic description under such circumstances.

There has been a longstanding interest among mathematicians and physicists in designing numerical algorithms that inherent some intrinsic properties of the Vlasov-Maxwell equations [40, 39, 13, 14, 17, 33, 46], such as the preservation of conservation laws of total energy,
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momentum and charge [11, 12, 49, 37, 48, 44, 41, 4], mimicking the asymptotic transition among multiple scales at the discrete level [32, 22, 21, 4, 28, 42], or the exploration of modern exascale computer architectures for high performance computing [25].

Despite the simplicity in its formulation, the VM system is notoriously difficult to solve numerically due to the high dimensionality of the Vlasov equation. In real simulations, if one adopts grid-based numerical methods to solve the six-dimensional Vlasov equation, the computational cost will be prohibitively expensive due to “the curse of dimensionality”. One well-established way to tackle this issue is the Particle-In-Cell (PIC) method [35, 30, 5, 19, 18, 38, 3], in which Newton’s second law of motion for a sequence of macro particles is solved in stead of the Vlasov equation. The charge and current densities in the source term of the Maxwell equations are then calculated through a particle-to-grid assignment technique. Once the electromagnetic fields are updated, they can be interpolated back to evaluate the Lorentz force to update the velocities and positions of the macro particles.

Besides the high dimensionality of the Vlasov equation, another extremely challenging issue for numerically simulating the VM system is the existence of multi-scale transitions [9, 8]. For instance, non-neutral and quasi-neutral regions could coexist in the domain of interest and evolve with time together. To be more specific, there are two typical physical parameters of plasma, i.e. the Debye length and the electron plasma period [10]. The former characterizes the average distance between ions and electrons, and the latter represents the oscillation period of the electrons. When both parameters are relatively small compared with the typical macroscopic scales of the system, the corresponding system is called the quasi-neutral limit. When quasi-neutral areas exist and the kinetic description is applied, one needs to adopt very small spatial and temporal steps in order to obtain accurate and stable simulations. This is time consuming and practically prohibitive.

In order to overcome this numerical obstacle and accelerate the calculation where non-neutral and quasi-neutral areas coexist, the asymptotic-preserving (AP) method has been widely used in plasma physics [21, 22, 23, 16, 24, 47, 15, 1]. In Degond et al. [21], a reformulated VM system is proposed, which unifies the models of non-neutral and quasi-neutral limit in a single set of equations by a generalized Ohm’s law, allowing for a smooth transition from one model to the other. The PIC method designed based on this reformulated VM system has proven to be stable in both numerically resolved and under-resolved cases, which makes it possible to simulate multiscale and complex systems with much less computational cost.

However, when one approximates the probability distribution function in the reformulated VM system via macro particles, the generalized Ohm’s law and Newton’s second law for particle motion both exist in the resultant particle-Maxwell system which can be viewed as a continuous and kinetic description of the same set of equations. This redundancy destroys the energy conservation of the reformulated particle-Maxwell system. To the best of our knowledge, there is no asymptotic-preserving schemes for the PIC discretization that also preserve the energy conservation law. With the help of the reformulated VM model [21], in this paper we develop an asymptotic-preserving and energy-conserving scheme that are efficient in both quasi-neutral and non-neutral systems. The main idea draws inspiration from the Lagrange multiplier method proposed by Antoine et al. [2]. However, a direct application of this technique will destroy the discrete Gauss’ law, which makes the side effects outweigh the benefits. In this work, we properly introduce a nonlocal Lagrange parameter at each time step to correct the kinetic energy, without destroying the physical properties, such as the charge conservation and the asymptotic-preserving nature of the discrete algorithm. The Lagrange parameter is solved through a scalar quadratic equation and the computational complexity of this APEC scheme is almost the same as the original AP algorithm. We perform many numerical results to demonstrate the attractive feature of the scheme in this paper.

The organization of this paper is as follows. In Section 2, we introduce the classical VM system and the reformulated Vlasov-Maxwell system proposed in Ref. [21]. In Section 3, the original AP scheme is recast into an operator-splitting framework and the APEC scheme is proposed. Specifically, we show the detailed steps of the APEC scheme for the Vlasov-Poisson system. The numerical tests are performed with three classical plasma problems in
the electrostatic limit, including the linear Landau damping, the bump-on-tail problem and the two-stream instability in Section 4, together with a detailed analysis of these results. Finally, concluding remarks are made in Section 5.

2 The Vlasov-Maxwell system and its reformulated form

In this section, we will introduce the classical VM system and review the reformulated VM system [21] which is consistent with the quasi-neutral limit. Then, we will briefly show the PIC method used to approximate the continuous Vlasov equation and the energy-conserving properties of the related models.

2.1 The Vlasov-Maxwell system

Consider the collisionless plasma where the density distribution function \( f_s(x, v, t) \) of species \( s \) satisfies the Vlasov equation. The electric field \( E \) and magnetic field \( B \) satisfy the Maxwell equations where the source terms, namely, the current density \( J \) and electric charge density \( \rho \), are calculated by the density distributions of all species. The whole Vlasov-Maxwell system is given by,

\[
\begin{align*}
\partial_t f_s(x, v, t) + v \cdot \nabla_x f_s(x, v, t) + \frac{q_s e}{m_s} (E(x, t) + v \times B(x, t)) \cdot \nabla_v f_s(x, v, t) &= 0, \\
\nabla \cdot E(x, t) - \nabla \times B(x, t) &= -\mu_0 J(x, t), \\
\nabla \cdot B(x, t) + \nabla \times E(x, t) &= 0, \\
\n\nabla \cdot E(x, t) &= \frac{\rho(x, t)}{\epsilon_0}, \\
\n\nabla \cdot B(x, t) &= 0,
\end{align*}
\]

where \( (x, v, t) \in \Omega_x \times \Omega_v \times \mathbb{R}^+ \) are spatial, velocity and temporal variables, \( m_s \) and \( q_s \) are the mass and valence of species \( s \), \( e \) is the elementary charge, \( c \) is the speed of light, \( \epsilon_0 \) and \( \mu_0 \) are the permittivity and permeability in the vacuum. The electron number density \( n_e(x, t) \), the electric charge density \( \rho(x, t) \), the current density \( J(x, t) \) and the stress tensor \( S_s(x, t) \) are defined as follows:

\[
n_s = \int_{\Omega_v} f_s(x, v) dv, \quad \rho = \sum_s q_s e n_s, \quad J = \sum_s q_s e \int_{\Omega_v} f_s v dv, \quad S_s = \int_{\Omega_v} f_s v \otimes v dv.
\]

2.2 The reformulated Vlasov-Maxwell system

We briefly describe the non-dimensionalization of physical variables and parameters by using the assumptions of magneto-hydrodynamic (MHD) model to derive the dimensionless form [27, 6, 21]. Let \( x_0 \) denote a typical length scale, \( t_0 \) a time scale, \( v_0 \) a velocity scale, \( n_0 \) a density scale, \( T_0 \) a temperature scale, \( E_0 \) and \( B_0 \) the electric field and magnetic field scales, respectively. Under the MHD assumptions, one has \( e x_0 E_0 = m_e v_0^2, \quad v_0 B_0 = E_0, \quad v_0 \ll c, \) and \( v_0 = v_{0,th} \), with \( v_{0,th} \) being the thermal velocity, \( m_e \) being the mass of electrons. Especially, one sets the dimensionless ratio \( v_0/c \) to be equal to the dimensionless Debye length \( \lambda_D = \sqrt{m_e e^2 v_{0,th}^2/(e^2 n_0)} / x_0 \), that is, \( v_0/c = \lambda \). By consistently normalizing the physical variables and parameters based on the normalization constants given in Table 1, the resultant dimensionless problem takes the form:

\[
\begin{align*}
\lambda^2 \partial_t f_s + v \cdot \nabla f_s + \frac{q_s}{m_s} (E + v \times B) \cdot \nabla_v f_s &= 0, \\
\lambda^2 \partial_t E - \nabla \times B &= -J, \\
\partial_t B + \nabla \times E &= 0, \\
\lambda^2 \nabla \cdot E &= \rho, \\
\nabla \cdot B &= 0.
\end{align*}
\]
This system (2.3) obeys the energy conservation law as described in Theorem 1.

### Table 1: Normalization of variables and simulation parameters

| Variables or parameters | Normalization constant | Variables or parameters | Normalization constant |
|-------------------------|------------------------|-------------------------|------------------------|
| \( x \) | \( x_0 \) | \( t \) | \( t_0 \) |
| \( v \) | \( v_0 \) | \( f_s \) | \( n_0/v_0 \) |
| \( n_s \) | \( n_0 \) | \( J \) | \( en_0v_0 \) |
| \( E \) | \( E_0 \) | \( B \) | \( B_0 \) |

**Theorem 1** (Energy conservation law of the VM system.). *Under natural or periodic boundary conditions, the total energy of the VM system is preserved. Namely, the following relation holds,*

\[
\frac{d}{dt} \left( \frac{1}{2} \sum_s \int_{\Omega_x} \int_{\Omega_v} f_s v^2 dx dv + \frac{\lambda^2}{2} \int_{\Omega_x} |E(x)|^2 dx + \frac{1}{2} \int_{\Omega_x} |B(x)|^2 dx \right) = 0. \tag{2.4}
\]

For this dimensionless form, the system is said to be in the quasi-neutral limit if one takes the Debye length \( \lambda \to 0 \). In this case, the Gauss law degenerates to \( \rho(x, t) = 0 \). By a combination of Faraday’s law and Ampère’s law, one obtains

\[
\nabla \times \nabla \times E = -\partial_t J, \tag{2.5}
\]

which is not well-posed since the irrotational part of \( E \) is undetermined. In order to deal with the degeneracy of the quasi-neutral limit, Degond *et al.* [21] proposed to combine the generalized Ohm’s law, which is obtained by taking the first order momentum of the Vlasov equation with respect to the velocity variable and incorporating with the Maxwell system to obtain a reformulated system. This new system can degrade to the quasi-neutral limit system without degeneracy when \( \lambda \) takes the zero limit. Here, we adopt this reformulated model and readers can refer to [21] for more details. The reformulated system reads,

\[
\begin{align*}
\partial_t f_s + v \cdot \nabla f_s + \frac{q_s}{m_s} (E + v \times B) \cdot \nabla_v f_s &= 0, \\
\lambda^2 \partial_t^2 E + n_s E + \nabla \times (\nabla \times E) &= J \times B - \nabla \cdot S, \\
\partial_t B + \nabla \times E &= 0, \\
\lambda^2 \nabla \cdot E &= \rho, \\
\nabla \cdot B &= 0.
\end{align*} \tag{2.6}
\]

The reformulated VM system (2.6) is equivalent to the original one (2.3), thus it also obeys the energy conservation law (2.4). Nevertheless, once the density distribution function \( f_s(x, v, t) \) is approximated by the macro particles, the Vlasov equation will be replaced by Newton’s equations of motion for these particles and the generalized Ohm’s law becomes an redundant equation in the system of the particle motion. Thus, though the original particle-Maxwell system satisfies an energy conservation law, the reformulated particle-Maxwell system may violate the conservation law. This will be discussed below.

### 2.3 The reformulated particle-Maxwell system

In the PIC method, the distribution function \( f_s \) of species \( s \) is discretized as a summation of \( N_s \) computational (or macro) particles,

\[
f_s(x, v, t) = \sum_{p=1}^{N_s} w_p S(x - x_{s,p}(t)) \delta(v - v_{s,p}(t)), \tag{2.7}
\]
where $\delta$ is the Dirac-delta function, $S$ is the shape function of spatial variable $x$, and $x_{s,p}$ and $v_{s,p}$ are the position and velocity of the $p$th particle of species $s$, respectively. $w_p$ is the weight of the macro particle and hereafter it is assumed to be a constant. In common PIC algorithms, the shape functions are usually assumed to be B-spline functions [25, 36], Gaussians, cut-off cosines or polynomials [31, 43], which are symmetric and compactly supported, and satisfy the property $\int_{\Omega_s} S(x) dx = 1$.

Under the macro-particle approximation (2.7), if one takes the first order momentum of the Vlasov equation in Eq. (2.6) with respect to the velocity field and uses the properties of the shape function, the following system of Newton’s equations of motion for the macro particles [5, 19, 30] can be obtained,

$$\frac{dv_{s,p}}{dt} = \frac{q_s m_e}{m_s} [E(x_{s,p}) + v_{s,p} \times B(x_{s,p})],$$

$$\frac{dx_{s,p}}{dt} = v_{s,p},$$

for $p = 1, \ldots, N_s$, where $E(x_{s,p})$ and $B(x_{s,p})$ will be calculated by the interpolation of electromagnetic fields calculated from the Maxwell equations. Here, for simplicity we assume that there is only a species of particles in the system $s = 1$ and the ions are taken into account as background, if no ambiguity is introduced. As a consequence, the original particle-Maxwell system takes the form:

$$\frac{dv_p}{dt} = -E(x_p) - v_p \times B(x_p),$$

$$\frac{dx_p}{dt} = v_p,$$

$$\lambda^2 \partial_t E - \nabla \times B = -J,$$

$$\partial_t B + \nabla \times E = 0,$$

$$\lambda^2 \nabla \cdot E = 1 - n,$$

$$\nabla \cdot B = 0,$$

with $p = 1, \ldots, N$ and $n$ being the density of electrons. It is not difficult to prove that this standard particle-Maxwell model is energy-conserving, shown in Theorem 2.

**Theorem 2** (Energy conservation law of the particle-Maxwell system). *Under natural or periodic boundary conditions, the total energy of the particle-Maxwell system is preserved.*

$$\frac{d}{dt} \left( \sum_{p=1}^{N} \frac{1}{2} w_p v_p^2 + \frac{\lambda^2}{2} \int_{\Omega_s} |E(x)|^2 dx + \frac{1}{2} \int_{\Omega_s} |B(x)|^2 dx \right) = 0.$$  (2.10)

However, as mentioned in the previous section, the above system is not well-posed at the quasi-neutral limit of $\lambda \to 0$. By taking the first-order momentum of the Vlasov equation in (2.6) with respect to the velocity field and using the definitions in (2.2), one arrives at the generalized Ohm’s law,

$$\partial_t J = \nabla \cdot S + nE - J \times B$$  (2.11)

Combing the Faraday’s law and the Ampère’s law together with equation (2.8), one finally arrives at the reformulated particle-Maxwell system:

$$\frac{dv_p}{dt} = -E(x_p) - v_p \times B(x_p),$$

$$\frac{dx_p}{dt} = v_p, \quad p = 1, \ldots, N,$$

$$\lambda^2 \partial_t^2 E + nE + \nabla \times (\nabla \times E) = J \times B - \nabla \cdot S,$$

$$\partial_t B + \nabla \times E = 0,$$

$$\lambda^2 \nabla \cdot E = 1 - n,$$

$$\nabla \cdot B = 0.$$  (2.12f)
Once one approximates the Vlasov equation by Newton’s equations of motion, the resulting reformulated particle-Maxwell system is not equivalent to the original particle-Maxwell system any more, and the energy conservation for this reformulated system cannot be simply proved anymore.

**Remark 1.** One can conjecture the existence of the energy conservation law under these boundary conditions for finite \( \lambda \) due to the equivalence between the reformulated Vlasov-Maxwell system and the standard Vlasov-Maxwell system. Under natural or periodic boundary conditions, it can be shown that the total energy of the reformulated particle-Maxwell system satisfies the following balance equation,

\[
\frac{d^2}{dt^2} \left[ \sum_{p=1}^{N_p} \frac{1}{2} w_p v_p^2 + \frac{\lambda^2}{2} \int_{\Omega} |E|^2 dx \right] = \int_{\Omega} J \cdot \partial_t E dx + \lambda^2 \int_{\Omega} (\partial_t E)^2 dx - \int_{\Omega} (\partial_t B)^2 dx.
\]

A rigorous proof of energy conservation remains an open problem.

It is then reasonable to make attempt to develop a numerical scheme started from the reformulated particle-Maxwell system and make it preserve the Gauss law and total energy at the same time, achieving both the asymptotic preserving and energy conserving. In our scheme, the violation of Gauss law will be corrected by the Boris correction. The energy conservation will be satisfied through the Lagrange multiplier method which is illustrated in following section.

# 3 AP and APEC schemes

Before introducing the numerical scheme, we should emphasize that the reformulated Maxwell system integrates the generalized Ohm’s law, the Faraday equation and the Ampère equation to derive a new equation Eq.(2.6b) which avoids the degeneracy of the quasi-neutral limit [21]. In this section, we design the APEC algorithm from the classical Maxwell equations and the generalized Ohm’s law. Then we will prove that this numerical algorithm is the discretization of the reformulated Vlasov Maxwell system (2.12).

## 3.1 The AP scheme

We briefly review the first-order AP algorithm developed in Ref. [21] for the reformulated VM system and recast it into a semi-Lagrangian operator-splitting framework such that higher-order schemes can be developed straightforwardly.

We start with the generalized Ohm’s law (2.11) and use the operator splitting technique to split the above equation into the following two subproblems:

\[
\begin{align*}
\partial_t J &= \nabla \cdot S - J \times B, \\
\partial_t J &= nE. 
\end{align*}
\]

By the definitions of \( J \) and \( S \) in Eq. (2.2), using macro particles to approximate \( f(x,v,t) \), and taking integral of Eq. (3.1a) over the spatial domain, one arrives at a sequence of ODEs for the macro particles

\[
\begin{align*}
\frac{dx}{dt} &= v_p, \\
\frac{dv}{dt} &= -v_p \times B(x_p).
\end{align*}
\]

Denote \( X = (x_1, \cdots, x_N)^T \) and \( V = (v_1, \cdots, v_N)^T \). Given the values of the \( m \)th time step, one can discretize Eqs. (3.2) by a first-order scheme as follows:

\[
\begin{align*}
\frac{x_p^{m+1,*} - x_p^m}{\Delta t} &= v_p^{m+1,*}, \\
\frac{v_p^{m+1,*} - v_p^m}{\Delta t} &= -v_p^m \times B^m(x_p^m),
\end{align*}
\]

\[\text{Eq. } 3.3\text{b} \]
By the charge conservation law, one has preserving Gauss’s law. One introduces an auxiliary variable $P$ such that
\begin{equation}
\frac{\lambda^2 \tilde{E}^{m+1} - \tilde{E}^m}{\Delta t} - \nabla \times B^{m+1} = -\tilde{J}^{m+1},
\end{equation}
which can be reformulated as the following coupled system,
\begin{equation}
\begin{pmatrix}
\lambda^2 / \Delta t + \Delta t n^m \\
\nabla \times \nabla & 1 / \Delta t
\end{pmatrix}
\begin{pmatrix}
\tilde{E}^{m+1} \\
\B^{m+1}
\end{pmatrix}
= \begin{pmatrix}
\lambda^2 / \Delta t & 0 \\
0 & 1 / \Delta t
\end{pmatrix}
\begin{pmatrix}
E^m \\
B^m
\end{pmatrix}
+ \begin{pmatrix}
-\tilde{J}^{m+1,*} \\
0
\end{pmatrix}.
\end{equation}
This is a linear system, to be solved in each time step to obtain $\tilde{E}^{m+1}$ and $B^{m+1}$. In the second step, one updates the electric field $E^{m+1}$ via the Boris correction [7] for preserving Gauss’s law. One introduces an auxiliary variable $P$ such that
\begin{equation}
E^{m+1} = \tilde{E}^{m+1} - \nabla P.
\end{equation}
By the charge conservation law, one has $\partial_t n = \nabla \cdot J$, which can be discretized as
\begin{equation}
\frac{n^{m+1} - n^m}{\Delta t} = \nabla \cdot J^{m+1}.
\end{equation}
Here, $J^{m+1}$ is obtained by discretizing Eq. (3.1b) by
\begin{equation}
\frac{J^{m+1} - J^{m+1,*}}{\Delta t} = n^m E^{m+1},
\end{equation}
where $J^{m+1,*}$ can be obtained upon $X^{m+1,*}$ and $V^{m+1,*}$ once they are given. Note that the form of $J^{m+1}$ is different from $J^{m+1}$ in Eq. (3.4), which is crucial for the numerical algorithm to remain non-degenerate when the Debye length $\lambda$ tends to 0. Inserting Eq. (3.7) into Gauss’s law $\lambda^2 \nabla \cdot E^{m+1} = 1 - n^{m+1}$, one arrives at a Poisson equation with variable coefficients for variable $P$:
\begin{equation}
-\nabla \left[ \left( \frac{\lambda^2}{\Delta t^2} + n^m \right) \nabla P \right] = 1 - n^m \frac{1}{\Delta t^2} - \nabla \left[ \left( \frac{\lambda^2}{\Delta t^2} + n^m \right) \tilde{E}^{m+1} \right] - \frac{1}{\Delta t} \nabla \cdot J^{m+1,*}.
\end{equation}
Taking divergence on both sides of Eq. (3.5) and inserting the resultant into the above equation, one finally obtains
\begin{equation}
-\nabla \cdot \left[ \left( \frac{\lambda^2}{\Delta t^2} + n^m \right) \nabla P \right] = 1 - n^m \frac{1}{\Delta t^2} - \frac{\lambda^2}{\Delta t^2} \nabla \cdot E^m.
\end{equation}
The correction $P$ is then determined by solving this equation.

Finally, one advances the Newton’s equations of motion to obtain the positions and velocities of macro particles at the $t^{m+1}$ by using the following scheme,
\begin{align}
\frac{v^{m+1}_{p} - v^{m}_{p}}{\Delta t} &= -E^{m+1}(x^{m}_{p}) - \frac{v^{m+1}_{p} + v^{m}_{p}}{2} \times B^{m}(x^{m}_{p}), \\
\frac{x^{m+1}_{p} - x^{m}_{p}}{\Delta t} &= v^{m+1}_{p},
\end{align}
for $p = 1, \cdots, N$, where the fields at the particle positions are obtained by the interpolation using the shape function.
3.2 The APEC scheme with Lagrange multiplier

We now proceed to construct an APEC algorithm based on the above AP scheme. The main idea for achieving the energy conservation is the decomposition of the electric force into two contributions and introducing a Lagrange multiplier to adjust the kinetic energy in the current step so that the total energy is conserved. The corrected velocities in the current step will then influence the computation of the electromagnetic fields.

The first step for the APEC scheme resembles that of the AP scheme in the previous section, i.e., \( \mathbf{J}^{m+1} \) is computed using Eqs. (3.3)-(3.4).

We then solve Eq. (3.6). To be convenient, we split the electric and magnetic fields into two contributions, \( \mathbf{E}^{m+1} = \mathbf{\tilde{E}}^{m+1} + \mathbf{\tilde{E}}^{m+1} \) and \( \mathbf{B}^{m+1} = \mathbf{B}^{m+1} + \mathbf{B}^{m+1} \), and they are governed by:

\[
\left( \frac{\lambda^2}{\Delta t} + \Delta t n^m \right) \nabla \times \frac{\mathbf{\tilde{E}}^{m+1}}{1/\Delta t} = \left( \frac{\lambda^2}{\Delta t} + 0 \right) \mathbf{E}^m \quad (3.12)
\]

and

\[
\left( \frac{\lambda^2}{\Delta t} + \Delta t n^m \right) \nabla \times \frac{\mathbf{\tilde{B}}^{m+1}}{1/\Delta t} = \left( -\mathbf{J}^{m+1} \right) \quad (3.13)
\]

After obtaining \( \{ \mathbf{\tilde{E}}^{m+1}, \mathbf{\tilde{E}}^{m+1} \} \) and \( \{ \mathbf{B}^{m+1}, \mathbf{B}^{m+1} \} \), one uses Boris correction Eq. (3.10) to update the electric field. Here, the main difference from the previous AP scheme is that we have two parts of the corrected electric field \( \mathbf{E}^{m+1} \),

\[
\mathbf{E}_1^{m+1} = \mathbf{\tilde{E}}_1^{m+1} \quad \text{and} \quad \mathbf{E}_2^{m+1} = \mathbf{\tilde{E}}_2^{m+1} - \nabla P.
\]

The position and velocity of each macro particle is also split into two contributions according to the forces induced by \( \{ \mathbf{\tilde{E}}_1^{m+1}, \mathbf{\tilde{E}}_2^{m+1} \} \) and \( \{ \mathbf{B}^{m+1}, \mathbf{B}^{m+1} \} \). The discretization schemes become,

\[
\frac{v_{p,1}^{m+1} - v_p^m}{\Delta t} = -E_{1}^{m+1}(x_p^m) - \frac{v_p^{m+1} + v_p^m}{2} \times B^m(x_p^m), \quad (3.14a)
\]

\[
\frac{v_p^{m+1} - 0}{\Delta t} = -E_{2}^{m+1}(x_p^m) - \frac{v_p^{m+1} + v_p^m}{2} \times B^m(x_p^m), \quad (3.14b)
\]

Finally, one corrects the velocities of the macro particles by introducing a Lagrange multiplier. In each step, we determine a scalar constant \( \xi^{m+1} \) to correct the velocities of all particles

\[
v_p^{m+1} = v_p^{m+1} + \xi^{m+1} v_{p,2}^{m+1}, \quad (3.16)
\]

for \( p = 1, \cdots, N \), such that the total energy is conserved. By the energy conservation law, \( \xi^{m+1} \) satisfies,

\[
\int (\lambda^2 |E^{m+1}|^2 + |B^{m+1}|^2) + \sum p w_p (|v_{p,1}^{m+1}|^2 + 2v_{p,1}^{m+1} \cdot v_{p,2}^{m+1} \xi^{m+1} + |v_{p,2}^{m+1}|^2 (\xi^{m+1})^2) = \lambda^2 \int |E^0|^2 + \int |B^0|^2 + \sum p w_p |v_p^0|^2 := 2W_0,
\]

with \( W_0 \) being the initial total energy. This is a quadratic equation for the scalar value \( \xi^{m+1} \), and the exact solution close to 1 is adopted in our calculations. One then updates the velocity field by equation (3.16) and the electromagnetic fields and the positions of the macro
particles by \( E^{m+1} = E_1^{m+1} + E_2^{m+1}, B^{m+1} = B_1^{m+1} + B_2^{m+1} \) and \( x^{m+1} = x_{p,1}^{m+1} + x_{p,2}^{m+1} \).

Note that the fields and particle positions remain unchanged in order to preserve Gauss’s law.

**Remark 2.** The Boris correction is equivalent to a Lagrange multiplier method to enforce Gauss’s law [3], where the correction field \( P \) is the multiplier. Here in our APEC scheme, the Lagrange multiplier \( \xi \) to enforce the energy conservation is a scalar constant. It satisfies a quadratic equation and can be easily determined by an explicit formula. It is noted that the Gauss law is preserved during the correction of the total energy. It is essential in order that the PIC scheme can work accurately.

The steps of the APEC PIC scheme are summarized in Algorithm 1.

**Algorithm 1** APEC PIC algorithm for Vlasov-Maxwell equations

1: Initialization: Given \( \Delta t, \Delta x \) and total time \( T \), assign velocities and positions of all particles and magnetic field. Calculate initial charge densities through the particle-to-grid assignment. Solve the Poisson equation to obtain Gauss-Law-satisfying initial electric field.

2: While \( t^{m+1} < T \)

3: Calculate \( J^{m+1} \) by the particle-to-grid assignment, and then solve the two splitting parts of \( \tilde{E}^{m+1} \) and \( \tilde{B}^{m+1} \) by Eqs. (3.12) and (3.13).

4: Calculate \( P \) with the Boris correction by Eq. (3.10), and then obtain the two parts, \( E_1^{m+1} = \tilde{E}_1^{m+1} + \xi \) and \( E_2^{m+1} = \tilde{E}_2^{m+1} - \nabla P \).

5: Interpolate the electromagnetic fields on macro particles to get \( E_1^{m+1}(x_p^m), E_2^{m+1}(x_p^m), B_1^{m+1}(x_p^m) \) and \( B_2^{m+1}(x_p^m) \).

6: Evolve velocities and positions of particles by Eqs. (3.14) and (3.15).

7: Sum up two contributions of the electromagnetic fields and particle positions. Update the velocities of macro particles by \( v_{p}^{m+1} = v_{p,1}^{m+1} + \xi v_{p,2}^{m+1} \), where parameter \( \xi^{m+1} \) is determined by solving Eq. (3.17).

8: Calculate the charge densities \( I - n^{m+1} \) through the particle-to-grid assignment.

9: \( m = m + 1 \).

10: End While

The AP particle scheme in Section 3.1 is consistent with the reformulated particle-Maxwell system in both the non-neutral and the quasi-neutral regimes [21]. Similarly, our APEC algorithm also starts from the particle-Maxwell system and the current is calculated from the generalized Ohm’s law. Theorem 3 shows that the APEC scheme is consistent with the reformulated particle-Maxwell system with the Boris correction for both finite \( \lambda \) and at the quasi-neutral limit \( \lambda \to 0 \).

**Theorem 3.** The APEC scheme developed in Section 3.2 is consistent with the reformulated particle-Maxwell system with the Boris correction:

\[
\frac{dv_p}{dt} = -E(x_p) - v_p \times B(x_p), \quad (3.18a)
\]
\[
\frac{dx_p}{dt} = v_p, \quad (3.18b)
\]
\[
\lambda^2 \partial_t^2 \tilde{E} + n \tilde{E} + \nabla \times (\nabla \times \tilde{E}) = J \times B - \nabla \cdot S, \quad (3.18c)
\]
\[
\partial_t B + \nabla \times E = 0, \quad (3.18d)
\]
\[
-\lambda^2 \partial_t^2 \Delta P - \nabla \cdot (n \nabla P) = -\lambda^2 \partial_t^2 \nabla \cdot \tilde{E} - \nabla^2 S - \nabla \cdot (n \tilde{E}) + \nabla \cdot (J \times B), \quad (3.18e)
\]
\[
\nabla \cdot B = 0, \quad (3.18f)
\]
\[
E = \tilde{E} - \nabla P. \quad (3.18g)
\]

with \( p = 1, \ldots, N \), for both finite \( \lambda \) and the quasi-neutral limit \( \lambda \to 0 \).
Proof. Since Eqs. (3.18)(df) are the same as those in the standard particle-Maxwell system, we only need to prove that the APEC algorithm is the discretization of Eqs. (3.18)(abce). The current \( J^{m+1,*} \) can be equivalently written as

\[
J^{m+1,*} = J^m + \Delta t \nabla \cdot S^m - \Delta t J^m \times B^m,
\]

which was shown by Degond et al. [21] (the moment form therein). This expression will be used below.

In the APEC scheme, the electromagnetic fields are the summation of the two contributions, \( E^{m+1} = E^{m+1}_1 + E^{m+1}_2 \), and \( B^{m+1} = B^{m+1}_1 + B^{m+1}_2 \). The electromagnetic fields from Eqs. (3.12) and (3.13) are equal to those solutions from Eq. (3.5). By Eq. (3.5)(b), one has \( B^{m+1} = B^m - \Delta t \nabla \times E^{m+1} \). Substituting this expression into the Ampère equation and using Eqs. (3.4) and (3.19), one obtains,

\[
\lambda^2 (E^{m+1} - E^m) / \Delta t^2 = \nabla \times B^m - J^m - \nabla \times \nabla \times E^{m+1} - n^m \nabla \times E^{m+1} - \nabla \cdot S^m - J^m \times B^m.
\]

(3.20)

Since the Faraday equation has the following discretization,

\[
\lambda^2 (E^m - E^{m-1}) / \Delta t = \nabla \times B^m - J^m,
\]

(3.21)

Eq. (3.20) can be further expressed as,

\[
\lambda^2 (E^{m+1} - 2E^m + E^{m-1}) / \Delta t^2 + \nabla \times \nabla \times E^{m+1} + n^m \nabla \times E^{m+1} + \nabla \cdot S^m - J^m \times B^m = 0.
\]

(3.22)

Apparently, this equation is the discretization of Eq. (3.18c) which is the reformulated Ampère law.

The Boris correction \( P \) satisfies,

\[
-\nabla \cdot \left[ \left( \lambda^2 / \Delta t^2 + n^m \right) \nabla P \right] = 1 - n^m - \nabla \cdot \left[ \left( \lambda^2 / \Delta t^2 + n^m \right) \nabla E^{m+1} \right] - \frac{1}{\Delta t} \nabla \cdot J^{m+1,*}.
\]

(3.23)

If one inserts Eq.(3.19) into this elliptic equation, one derives,

\[
-\nabla \cdot \left[ \left( \lambda^2 / \Delta t^2 + n^m \right) \nabla P \right] = 1 - n^m - \lambda^2 \nabla \cdot E^{m+1} - \nabla \cdot \left( n^m \nabla E^{m+1} \right) - \frac{1}{\Delta t} \nabla \cdot J^m - \nabla \cdot S^m + \nabla \cdot (J^m \times B^m).
\]

(3.24)

The corrected electric field at the \( m \)th step satisfies the Gauss law and Ampère equation, i.e.,

\[
1 - n^m = \lambda^2 \nabla \cdot E^m,
\]

\[
-\frac{1}{\Delta t} \nabla \cdot J^m = \frac{\lambda^2}{\Delta t^2} \nabla \cdot (E^m - E^{m-1}).
\]

With these two expressions, Eq.(3.24) can be rearranged as

\[
-\nabla \cdot \left[ \left( \lambda^2 / \Delta t^2 + n^m \right) \nabla P \right] = - \frac{\lambda^2}{\Delta t^2} \left( \nabla \cdot E^{m+1} - 2 \nabla \cdot E^m + \nabla \cdot E^{m-1} \right) - \nabla \cdot \left( n^m \nabla E^{m+1} \right) - \frac{1}{\Delta t} \nabla \cdot J^m - \nabla \cdot S^m + \nabla \cdot (J^m \times B^m).
\]

This is the discretization of Eq. (3.18c).

The particle velocities \( \mathbf{v}_{p,1}^{m+1}, \mathbf{v}_{p,2}^{m+1} \) and positions \( \mathbf{x}_{p,1}^{m+1}, \mathbf{x}_{p,2}^{m+1} \) are updated with two parts of the electric fields from Eqs. (3.14) and (3.15). This splitting operation is consistent.
with the discretization of the un-splitting motion equations. The additional advantage of this splitting technique, i.e., \( v^{m+1}_p + \xi^{m+1}_p v^{m+1}_{p,2} \), is the energy conservation being preserved exactly. Moreover, \( v^{m+1}_{p,2} \) and \( x^{m+1}_{p,2} \) in Eq. (3.15) vanish at the \( \Delta t \to 0 \) limit, implying that a finite \( \xi^{m+1} \) does not affect the consistency of the discretization for Newton’s equations of motion. Therefore, the whole algorithm is first-order consistent with the reformulated particle-Maxwell system with the Boris correction, and the energy is preserved exactly at the same time.

\[ \]

4 Numerical results

We perform numerical results of the APEC PIC method. We focus on numerical solutions of the one-dimensional electrostatic model of two species with ions being motionless treated as the uniform background and only electrons present in the model. At the electrostatic limit, the magnetic field is disregarded \( B = 0 \) and the Faraday equation \( \partial_t B + \nabla \times E = 0 \) reduces to \( \nabla \times E = 0 \), which indicates that the electric field is irrotational. The electric field can be solved through the gradient of the electric potential, \( E = -\nabla \phi \). Thus, in 1D, the original Vlasov-Maxwell system is reduced to the Vlasov-Poisson system,

\[
\begin{align*}
\partial_t f + v \partial_x f - E \partial_v f &= 0, \\
- \lambda^2 \partial_x \phi &= 1 - n.
\end{align*}
\]

Correspondingly, the particle-Poisson equations read,

\[
\begin{align*}
\frac{dx_p}{dt} &= v_p, \\
\frac{dv_p}{dt} &= -E(x_p), p = 1, \ldots, N, \\
- \lambda^2 \partial_x^2 \phi &= 1 - n.
\end{align*}
\]

With periodic or homogeneous Dirichlet boundary condition of the Poisson equation, the particle-Poisson system has the following conservation law of energy,

\[
\frac{d}{dt} \left[ \sum_{p=1}^{N_x} \frac{1}{2} w_p v_p^2 + \frac{\lambda^2}{2} \int_{\Omega} E(x)^2 dx \right] = 0.
\]

The APEC PIC algorithm for the 1D Vlasov-Poisson equations can be obtained by following Algorithm 1 with the magnetic field set to be zero. We use central finite-difference scheme to solve the Poisson equation with the space domain \([a, b]\) being equidistantly divided into \( N_x \) cells. We use the fourth-order B-spline function as the shape function [25]. For the enforcement of the energy conserving, the quadratic equation of \( \xi \) is simplified to, \( \bar{A} \xi^2 + \bar{B} \xi + \bar{C} = 2W_0 \), with coefficients

\[
\bar{A} = w_p \sum_p (v_{p,2}^{m+1})^2, \quad \bar{B} = 2 \sum_p w_p v_{p,1}^{m+1} v_{p,2}^{m+1}, \quad \text{and},
\]

\[
\bar{C} = \lambda^2 \sum_i (E_i^{m+1})^2 \Delta x + w_p \sum_p (v_{p,1}^{m+1})^2.
\]

This equation has two roots and we take the one close to 1 as the Lagrange multiplier. If there are no real roots, we set \( \xi = 1 \) which reduces to the AP scheme described in Section 3.1.

We perform numerical calculations for three benchmark problems including the linear Landau damping, the bump-on-tail problem and the two-stream instability. Besides the APEC scheme, we also do the calculation with the AP particle scheme shown in Section 3.1 and the classical explicit scheme [5] for a comparison study. The classical explicit scheme is
built on the leapfrog scheme both the particle motion and the Maxwell equations together with a Boris correction for the enforcement of Gauss law. However, this explicit algorithm is not exactly energy conserving, despite that the energy variation will be small for smaller temporal and spatial steps [37]. Algorithm 2 displays the classical explicit PIC scheme for Vlasov-Poisson equations.

Algorithm 2 The classical explicit PIC scheme for Vlasov-Poisson equations

1: Initialization: Given $\Delta t$, $\Delta x$ and total time $T$, assign velocities and positions of all particles. Calculate initial charge densities through the particle-to-grid assignment. Solve the Poisson’s equation to obtain Gauss-Law-satisfying initial electric field.

2: While $t^{m+1} < T$

3: Update particle velocities by $v_p^{m+1/2} = v_p^{m-1/2} - \Delta t E^m(x_p^m)$ and positions by $x_p^{m+1} = x_p^m + \Delta t v_p^{m+1/2}$.

4: Calculate current and charge densities on grid sites, $J^{m+1} = J(X^{m+1}, V^{m+1/2})$ and $n^{m+1} = n(X^{m+1})$, through the particle-to-grid assignment.

5: Update the electric field by $\lambda^2 (\tilde{E}^{m+1} - E^m) = -\Delta t J^{m+1}$ and obtain the Boris correction $\nabla P$ through $\lambda^2 \Delta P = \lambda^2 \nabla \cdot (\tilde{E}^{m+1} - (1 - n^{m+1})$.

6: Correct the electric field, $E^{m+1} = \tilde{E}^{m+1} - \nabla P$.

7: $m = m + 1$.

8: End While

4.1 Landau damping

To investigate our APEC algorithm, we first test the performance with a classical experiment in plasma physics, the linear Landau damping [21, 11, 29, 4]. The uniformly distributed electrons are slightly disturbed with an initial distribution function,

$$f_0(x, v) = \left[1 + \alpha \cos \left(\frac{x}{2}\right)\right] \frac{1}{\sqrt{2\pi}} e^{-\frac{v^2}{2}},$$

where $\alpha$ is a small constant and we take $\alpha = 0.05$ in the test. Ions are motionless and form a uniform background. The space domain is $[0, 4\pi]$ and the dimensionless parameter takes $\lambda = 1$. The Poisson equation is solved with the periodic boundary condition. Figure 1(a) displays the results of the classical explicit, the AP and the APEC algorithms for the resolved case with $N_x = 250$, $\Delta t = 0.05$ and $N = 1 \times 10^6$. All PIC algorithms capture the correct damping rate of the perturbed plasma. The results of APEC and explicit algorithms give almost the same rate as the theoretical rate (the dotted line) during the damping period, while the AP algorithm is slightly overdamping. Figure 1(b) indicates the change of the total energy ($\Delta W = W - W_0$) during the simulations and in this case $W_0 = 6.3176$. One can observe that the energy of the proposed APEC algorithm is exactly preserved, but the results of AP and the classical explicit methods monotonically decrease with time with different dissipative rates.
Figure 1: Resolved case of the Landau damping calculated by the classical explicit, the AP and the APEC schemes. (a) Electric energy with time; (b) Total energy change with time.

For practical applications, it is important to validate the effectiveness of the PIC methods for simulations with large time steps. Figure 2 presents the results of the under-resolved case for the three PIC schemes with the same $\lambda$, $N_x$ and $N$ but a large time step $\Delta t = 2$. Apparently, both the AP and APEC algorithms are stable while the explicit algorithm is unstable when the time step is too large. The results of the AP-type schemes are consistent with those of energy-conserving schemes [11].

Figure 2: Under-resolved case of the Landau damping calculated by the classical explicit, the AP and the APEC schemes. (a) Electric energy with time; (b) Total energy with time.

4.2 Bump-on-tail instability

In the second benchmark test, we consider the bump-on-tail instability problem, where the velocity distribution has multiple peaks. The initial density of the Vlasov-Poisson equations is given by,

$$f_0(x, v) = g(v) \left[ 1 + \delta \cos(\kappa x) \right],$$

where function $g$ is the summation of two normal distributions with different means and variances,

$$g(v) = C e^{-\nu^2/2} + \alpha e^{-(v-v_d)^2/(2\sigma^2)},$$

with constant $C$ being determined to satisfy $\int g(v) dv = 1$. Here we use the similar settings as in Ref. [22] with $\Omega = (0, 20\pi)$, $\delta = 0.04$, $\kappa = 0.3$, $v_d = 4.5$, $v_t = 0.5$ and $\alpha = 2/9$. The Poisson equation is endowed with a homogeneous Dirichlet boundary condition. For the resolved case, we set the Debye length $\lambda = 1$, the plasm period $\tau_p = \lambda$, the total time $T = 200$, the number of macro particles $N = 1 \times 10^5$ and the grid parameters $N_x = 500$. 
and $\Delta t = 0.01$. Figure 3 displays the electric energy and the total energy change with time evolution. One can observe similar evolutions of the electric energy for the three PIC algorithms, which are consistent with literature results [22, 11, 4]. Specifically, the instability increases rapidly from $t = 10$ and the electric energy attains the same maximum value at $t = 20$ for all numerical schemes. The initial total energy of this system is $W_0 = 92.0822$. Panel (b) of the figure shows that the total energy of the APEC method is conserved for the simulation time up to $T = 200$, but the AP scheme dissipates the energy to $\sim 95\%$ of the initial energy at time $T$. The explicit scheme performs well in the energy conservation for this resolved case and the total energy has a small oscillation around $W_0$.

In Figure 4, the velocity distributions for different times are displayed. Obviously, the results of the three PIC algorithms are nearly the same, and in agreement with those in literature [4]. There are two peaks at earlier times and then the smaller one gradually disappeared from $t = 10$ when the instability increases.

![Figure 3: Resolved case of the bump-on-tail instability calculated by the classical explicit, the AP and the APEC schemes. (a) Electric energy with time; (b) Total energy change with time.](image)

![Figure 4: Velocity distributions at different times for the resolved case of the bump-on-tail instability. (a) the classical explicit algorithm; (b) the AP algorithm; and (c) the APEC algorithm.](image)

The results of the under-resolved case are shown in Figure 5, where we set the simulation parameters as the Debye length $\lambda = 0.1$ and the number of macro particles $N = 1 \times 10^6$. The grid parameters are $N_x = 20$ and $\Delta t = 0.4$, which satisfy $\Delta x > \lambda$ and $\Delta t > \tau_p$. In this setup, the initial total energy is $W_0 = 106.1615$. As expected, the classical explicit algorithm is unstable and blows up in this case due to the large time step, while both AP and APEC algorithms provide the stable results. Again, the total energy of the APEC algorithm is conserved for the whole simulation time for this under-resolved case. With the same setup, the velocity distributions at different times are displayed in Figure 6. One can see that the explicit algorithm heats up the system quickly such that the macro particles with smaller velocities vanish soon. One can see that the AP and APEC algorithms give similar results,
in consistent with those in Refs. [4, 22]. Since the APEC scheme has no energy dissipation, the number of the macro particles with large velocities ($v_p > 8$) is slightly bigger that the results of the AP scheme. This is in agreement with our intuition.

Additionally, in order to validate the APEC method with different time steps, we show in Figure 7 the results of parameters $\lambda = 0.1$ and $N_x = 20$ for $\Delta t = 0.01, 0.1$ and 0.2, where the electric energy with the time evolution is calculated. One can clearly observe that the APEC algorithm is stable and the electric energy curve has similar behavior for different time steps.

![Figure 5: Under-resolved case of the bump-on-tail instability calculated by the classical explicit, the AP and the APEC schemes. (a) Electric energy with time; (b) Total energy with time.](image)

![Figure 6: Velocity distributions at different times for the under-resolved case of the bump-on-tail instability. (a) the classical explicit algorithm; (b) the AP algorithm; and (c) the APEC algorithm.](image)

![Figure 7: Electric energy with time by the APEC algorithm for the bump-on-tail instability with different time steps $\Delta t = 0.01, 0.1$ and 0.2.](image)
4.3 Two-stream instability

The third benchmark test is the two-stream instability which has been often studied in plasma literature [29, 11, 45]. The initial density distribution is

\[ f_0(x, v) = \frac{1}{2\sqrt{2\pi}\sigma} \left[ e^{-\frac{(v+v_b)^2}{2\sigma^2}} + e^{-\frac{(v-v_b)^2}{2\sigma^2}} \right] (1 + \alpha \cos x), \]

with \( v_b = \sqrt{3}/2 \) being the beam speed, \( x \in (0, 2\pi) \) and \( \sigma = 0.008 \). For the resolved case, we set \( \lambda = 0.5, \alpha = 0.005, N_x = 64, N = 1 \times 10^5 \) and \( \Delta t = 0.02 \). The initial total energy is 2.3565. The periodic boundary condition is used for the Poisson equation. The results are displayed in Figure 8. Again, all the methods give similar results and have similar growing rates on the electric energy at the begin. However, when \( t \) is about 9, the total energies change significantly for the results predicted by the explicit and the AP algorithms due to the interaction of plasmas of opposite speeds. During the interaction and the following run, the APEC method conserves the energy and shows the best performance among the algorithms. Without the energy conservation, the AP algorithm has dissipation. Interestingly, the explicit method dissipates the energy during the interaction, but returns to the initial energy at later time. Figure 9 presents the distributions of the macro particles in the phase space for three snapshots. Clearly, during the growth period of the instability with the same rate shown in Figure 8(a), the three PIC algorithms predict similar results. But after the instability getting saturated at \( t \approx 10 \), the particle distributions of the three methods become pretty different in some portions of the phase space.

Figure 8: Resolved case of the two-stream instability calculated by the classical explicit, the AP and the APEC schemes. (a) Electric energy with time; (b) Total energy with time.
We then consider the under-resolved case by setting $\lambda = 0.005$, $N_x = 64$ and $\Delta t = 0.1$. The other parameters are the same as the resolved case. Figures 10 displays the results of the electric energy and the total energy evolutions with time. Figure 11 shows the APEC results for different time steps. Here, the initial total energy is $W_0 = 5.021160162244403$. Similar performance as the bump-on-tail instability can be observed for the three algorithms, i.e., the AP-type methods present stable simulations, but the explicit method is unstable. One can see from Figure 11(b) that the energy charge of the APEC algorithm is at the machine precision, demonstrating the promising performance of this algorithm.

Figure 9: Phase-space distributions of the macro particles at time $T = 10, 15$ and 20 for the two-stream instability. (abc) the classical explicit algorithm; (def) the AP algorithm; and (ghi) the APEC algorithm.

Figure 10: Under-resolved case of the two-stream instability calculated by the classical explicit, the AP and the APEC schemes. (a) Electric energy with time; (b) Total energy with time.
Figure 11: The APEC algorithm for the two-stream instability with different time steps $\Delta t = 0.005, 0.01$ and $0.05$. (a) Electric energy with time; (b) Total energy change with time.

5 Conclusion

We have proposed an asymptotic-preserving and energy-conserving PIC algorithm for the Vlasov-Maxwell system. The algorithm can give accurate numerical solutions on both non-neutral and quasi-neutral regimes and the total energy is preserved exactly. In the quasi-neutral regimes, the APEC method is still stable with large time steps and can capture the main mechanism of the system while the reference explicit scheme will blow up. Several numerical tests are performed to demonstrate the attractive performance of the new algorithm. In future, we will extend the PIC algorithm to high dimensional Vlasov-Maxwell systems for more complex plasma applications.
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