ShuffleUNet: Super resolution of diffusion-weighted MRIs using deep learning
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Abstract—Diffusion-weighted magnetic resonance imaging (DW-MRI) can be used to characterise the microstructure of the nervous tissue, e.g. to delineate brain white matter connections in a non-invasive manner via fibre tracking. Magnetic Resonance Imaging (MRI) in high spatial resolution would play an important role in visualising such fibre tracts in a superior manner. However, obtaining an image of such resolution comes at the expense of longer scan time. Longer scan time can be associated with the increase of motion artefacts, due to the patient’s psychological and physical conditions. Single Image Super-Resolution (SISR), a technique aimed to obtain high-resolution (HR) details from one single low-resolution (LR) input image, achieved with Deep Learning, is the focus of this study. Compared to interpolation techniques or sparse-coding algorithms, deep learning extracts prior knowledge from big datasets and produces superior MRI images from the low-resolution counterparts. In this research, a deep learning based super-resolution technique is proposed and has been applied for DW-MRI. Images from the IXI dataset have been used as the ground-truth and were artificially downsampled to simulate the low-resolution images. The proposed method has shown statistically significant improvement over the baselines and achieved an SSIM of 0.913 ± 0.045.

Index Terms—super-resolution, deep learning, DWI, DTI, MRI

I. INTRODUCTION

Non-invasive brain imaging techniques have been advancing for the past few decades and are used for detecting various diseases, to study brain anatomy and its functions [1]. Diffusion tensor imaging (DTI) or diffusion-weighted imaging (DWI) is one of the MR techniques, which is employed in diagnosing white matter diseases, cancer or stroke. The proportion of water in the human body is approximately 60 – 70% and it is distributed over intra- and extracellular compartments. Different tissues in the human body exhibit varying diffusion characteristics. DWI is a technique, which generates signals based on changes in Brownian motion and it provides information regarding the diffusion properties. Axon membranes present in brain white matter limit the molecular movement perpendicular to the fibre thus resulting in anisotropic diffusion in white matter. DWI uses this property to provide information on white matter integrity and structural details of white matter tracts [2], [3]. Though DWI is advancing rapidly and used widely in medical diagnosis, obtaining high-resolution scans is rather difficult since it requires longer acquisition times, which may lead to motion artefacts. Single Image Super-Resolution (SISR), a technique aimed to obtain high-resolution (HR) details from one single low-resolution (LR) input image, is the focus of this study.

A. Related Work

Deep learning has emerged in recent times as one of the most important tools for various applications, and SISR is one of the hot topics in the world of deep learning. Various deep learning based SISR techniques have been developed over the years [4], [5]. UNet [6], [7], originally proposed for image segmentation, has gained popularity in a wide array of applications since its inception, including as a solution of inverse problems such as SISR of MRI reconstruction [8], [9]. Han et al. [10] proposed a tight-frame UNet architecture exploiting wavelet decomposition, which improves the performance of UNet for inverse problems (shown for 2D sparse-view CT). Even though UNet (and its variants) is one of the most common architectures for the task of SISR and other inverse problems, it has its limitations, such as smoothed output and checker-board artefacts. Aitken et. al [11] attributed such problems to the following components of UNet - deconvolution layer for upsampling, strided convolutions or max-pooling for downsampling and random weight initialisation. It has been observed that upsampling from low-resolution feature maps to higher resolution, commonly referred to as deconvolution step, can produce checker-board patterns. Sub-pixel convolution [12] is observed to have an upper hand over the other methods in avoiding such artefacts [11]. Max-
pooling is conventionally used for downsampling operations in UNet-based models, which chooses the maximum value in the given kernel and there is a loss of pixel information which is not desirable as there can be a high possibility for loss of sensitive information. Toutounchi et al. \cite{13} proposed a lossless pooling layer to deal with the blurring problem (loss of information) of the max-pool operation. Furthermore, it has been shown that batch normalisation layers (part of the UNet architecture) can negatively impact the result as they restrict the range flexibility of the networks by normalising the features and also increase the GPU memory requirements by around 40\% \cite{14}, \cite{15}. One final point to be noted is that typically deep learning based techniques require large training datasets. Employing patch-based techniques (such as patch-based super-resolution; PBSR) might be able to deal with the problem of limited training data \cite{16}, while also reducing the GPU memory requirements.

B. Contribution

This research work proposes ShuffleUNet architecture for 3D volumetric images, inspired by tight frame UNet, which addresses the aforementioned problems of blurred or smoothed output and checker-board artefacts by replacing the strided convolutions with lossless pooling layers (pixel unshuffle), by replacing deconvolution (transposed convolution or interpolation) with a sub-pixel convolution operation (pixel shuffle) and by removing the batch normalisation layers. This paper validates the proposed model by performing patch-based single-image super-resolution of diffusion-weighted images and shows the advantage of such an approach in the visualisation of fibre tracts and other derived data.

II. METHODOLOGY

A. Network Architecture

The proposed ShuffleUNet consists of four blocks in the contraction path, each of them downsamples the input by half in all dimensions. Each block consists of three sub-blocks: double convolution, convolutional decomposition, and pixel unshuffle. The input goes to double convolution and its output serves as the input of the convolutional decomposition sub-block. The input of this sub-block is provided to each convolution of this block and four different outputs are obtained - these outputs are referred to as convolutional decomposition of the input of this sub-block. Pseudo-loss-less downsampling operation, pixel unshuffle (see Eq.\ref{eq1}), is applied on the fourth output, which down-samples the input by a factor of two in all dimensions, and the rest of the outputs are directly forwarded as skip-connection to the expansion path.

\[
I^D = f^l(I^L) = PU(W^l \times f^{l-1}(I^L) + b^l)
\]  \hspace{1cm} (1)

Where \(PU\) denotes the pixel-unshuffling operation, which rearranges all the elements of a tensor of dimension \((n, c, rH, rW, rD)\) tensor to a tensor of dimension \((n, r^3 \times c, H, W, D)\), \(r\) is the scaling factor. After the contraction path, one double convolution sub-block is applied to the output of the final pixel unshuffle as the latent convolution. The output of this latent convolution is passed to the expansion path.

Similar to the contraction path, the expansion path also contains four blocks - each of them upsamples the input by a factor of two in all dimensions. Each of these blocks contains three sub-blocks: pixel shuffle, convolutional decomposition, and double convolution. Pixel shuffle sub-blocks upscale the given input by a factor of \(k\) (here \(k=2\)) in all dimensions by reducing the number of filters by a factor of \(1/k^3\). A tensor of dimensions \((n, r^3 \times c, H, W, D)\) is upsampled with periodic shuffling operation in feature space as explained by the following equation:

\[
I^S = f^l(I^L) = PS(W^l \times f^{l-1}(I^L) + b^l)
\]  \hspace{1cm} (2)

where \(PS\) denotes pixel-shuffling operation which shuffles and arranges all the pixel elements of a tensor with dimensions \((n, k^3 \times c, H, W, D)\) to a tensor with dimensions \((n, c, kH \times kW \times kD)\), \(k\) is the scaling factor. \(W^l, b^l\) denotes the weights and bias matrices and \(f^{l-1}\) represents feature maps from low-resolution feature space from the previous layer and \(f^l\) represents upsampled feature space after pixel shuffling. The output of the pixel shuffle sub-block is forwarded to the convolutional decomposition sub-block to obtain four different outputs which are then added with the incoming skip-connections from the same level of the contraction path, and finally, these four results are concatenated together. Then, this is further concatenated together with the output of the skip-connection coming from the pixel unshuffle operations of the contraction path, which is then forwarded to the double convolution sub-block. The final output of the model is obtained after the fully-connected convolution layer.

The initial number of filters of the network (first convolution layer) is 64 and the number of features is doubled by each of the contraction path blocks after every down-sampling step and is reduced by half in every up-sampling process in the expansion path. Also, it is noteworthy that here both pixel shuffle and pixel unshuffle operators have learnable parameters. Furthermore, the weight initialisation (convolution, pixel shuffle and pixel unshuffle layers) was performed using a normal distribution (also known as Kaiming Normal) \cite{17}, rather than the typical choice of uniform distribution (Kaiming Uniform), to help the convergence and to avoid degrading effects arising from random weight initialisation \cite{11}.

B. Implementation

The implementation was done using PyTorch and was trained using an Nvidia V100 GPU. The volumes were divided into patches with a patch size of \(96 \times 96 \times 48\) with the help of TorchIO \cite{18}. The network was trained for 80 epochs (when it converged) with a batch size of four. The loss was calculated using L1 loss (mean absolute error) and was optimised using the Adam optimiser with a learning rate of \(1e-4\).

C. Evaluation

The results of the proposed model and the baselines (Sinc interpolation, trilinear interpolation and UNet model) were
compared to the ground truth data using three metrics: structural similarity index (SSIM) [19], root-mean-square error (RMSE), and universal quality index (UQI) [20]. Furthermore, derived voxel-wise data, such as axial diffusivity (AD), fractional anisotropy (FA), mean diffusivity (MD), and diffusion tensors (E) [21], were obtained using DIPY [22]. These derived data can be utilised to generate the fibre tracts and assess the integrity of white-matter microstructure [21]. The derived data from the ShuffleUNet results and baseline results were compared against the derived data obtained from the ground-truth volumes quantitatively using RMSE and UQI.

D. Dataset

For this research, DWIs from the IXI dataset [1] were used, which were acquired with 1.5T and 3T MRI scanners with 16 diffusion directions for 399 healthy subjects. The volumes in the dataset are originally of anisotropic spatial resolutions 1.75 × 1.75 × 2.35 mm³ and 1.75 × 1.75 × 2 mm³. The 3D volumes were under-sampled to simulate the low-resolution dataset, by a factor of two in all dimensions using FSL [23] to a spatial resolution of 3.5 × 3.5 × 4.7 mm³, 3.5 × 3.5 × 4.0 mm³ respectively, which is 12.5% of the original data. UNet based models require the same size for input and output, hence the low-resolution dataset was then interpolated using sinc interpolation to achieve the same pixel dimensions as the high-resolution volumes before supplying as input. The dataset was split into three subsets: training, test and validation with 300, 50 and 49 subjects respectively.

III. Results

The results have been quantitatively and qualitatively compared initially using the actual structural output of the models and then by comparing the derived data obtained.

1IXI Dataset: [https://brain-development.org/ixi-dataset/](https://brain-development.org/ixi-dataset/)

A. Output Evaluation

Fig. 2 portrays the resultant SSIM, RMSE and UQI values for the three baselines (trilinear, sinc and UNet) and for ShuffleUNet, while comparing the structural results against the high-resolution ground-truth volumes. It can be observed that trilinear resulted in the lowest values for all three metrics (0.788 ± 0.052, 0.076 ± 0.024, 0.568 ± 0.049), while ShuffleUNet outperformed all the baselines (0.913 ± 0.045, 0.017 ± 0.007, 0.702 ± 0.060). It is to be noted that for two of the metrics (RMSE and UQI), UNet achieved the second position after ShuffleUNet, but for SSIM, UNet achieved the third position behind sinc interpolation.

B. Evaluation of the Derived Data

Fig. 3 shows the results of the derived data for qualitative analysis and Fig. 5 shows the resultant UQI and RMSE while comparing the derived data obtained from the baseline and ShuffleUNet results against the ground-truth. It can be
Observed from both metrics that the proposed ShuffleUNet outperformed all the baselines for all four types of derived data. Moreover, Fig. 4 shows an example of obtained fibre tracks from a ShuffleUNet result.

Fig. 3. Comparison of derived data (ShuffleUNet, baseline methods and ground-truth). AD: Axial Diffusivity, FA: Fractional Anisotropy, MD: Mean Diffusivity, and E1 to E6: Diffusion Tensors

Fig. 4. Three dimensional visualisation of the fibre tracts, generated from the derived data obtained from a ShuffleUNet result

Fig. 5. Quantitative evaluation of the derived data obtained from the ShuffleUNet and the baseline methods
C. Statistical Hypothesis Testing

The significance of the improvements observed by the ShuffleUNet were analysed using the independent two-sample t-test, on the basis of the resultant UQI values. Initially, the structural output of the methods was compared and then, the derived data. The resultant p-values obtained while comparing the UQI values of ShuffleUNet against the values of the three baseline methods were always < 0.01. Hence, it can be said that ShuffleUNet achieved significant (p-values < 0.05) improvements over all the baseline methods explored here - for the structural output and also the derived data.

IV. CONCLUSION

This paper presents a modified tight-frame UNet architecture, ShuffleUNet, by incorporating pixel unshuffle and pixel shuffle operations for improved down- and upsampling capabilities of the network, thereby reducing artefacts introduced by UNet-based processing pipelines. The method has been evaluated for the task of patch-based single-image super-resolution of diffusion-weighted MRIs. Images from the IXI dataset were downsampled by a factor of two in all dimensions, resulting in a theoretical MRI acceleration factor of eight. The proposed model successfully super-resolves such low-resolution images and achieved statistically significant improvements over the baselines. The evaluation metrics obtained on the derived data indicate that after super-resolving the artificially downsampled images, similar fibre tracts can be derived as the ground-truth images. Hence, images can be acquired with those downsampled resolutions, which will reduce the scan time.
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