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Abstract—The abundance of rich varieties of data is enabling many transformative applications of big data analytics that have profound societal impacts. However, there are also increasing concerns regarding the improper use of individual users’ private data. Many argue that the technology that customizes our experience in the cyber domain is threatening the fundamental civil right to privacy.

In this paper, we propose PrivacyGuard, a system that leverages smart contract in blockchain and trusted execution environment to enable individuals’ control over other parties’ access and use of their private data. In our design, smart contracts are used to specify data usage policy (i.e. who can use what data under which conditions along with how the data can be used), while the distributed ledger is used to keep an irreversible and non-repudiable record of data usage. To address the contract execution efficiency problem, as well as to prevent exposing user data on the publicly viewable blockchain, we construct a novel off-chain contract execution engine which realizes trustworthy contract execution off-chain in a trusted execution environment (TEE). By running the contract program inside a hardware-assisted TEE, the proposed off-chain trustworthy contract execution improves system efficiency significantly, as its correctness does not rely on distributed consensus which essentially requires the contract program be executed on all miner nodes. In order to leverage TEE in off-chain execution, PrivacyGuard has to several technical challenges such as synchronous function completion and scalability mitigation in blockchain platform. We build and deploy a prototype of PrivacyGuard using Ethereum and Intel SGX, and our experiments demonstrate the feasibility to support data-intensive applications using data from a large number of users.

I. INTRODUCTION

The recent emergence of big data analytics and artificial intelligence has made life-impacting changes in many sectors of society. For example, deep-learning trained physical assistant has demonstrate higher accuracy in pneumonia diagnosis than expert radiologists working alone [1]. One of the fundamental enabling components for the recent advancements in artificial intelligence is the abundance of data. However, as more and more information on individuals is collected, shared, and analyzed, there is an increasing concern on the privacy implication. In the 2018 Facebook-Cambridge Analytica incident, an API, originally designed to allow a third party app to access the personality profile of participating users, was misused by Cambridge Analytica to collect information on 50 million of Facebook profiles without the consent of the users [2]. These illicit harvested private data are later used to create personalized psychology profiles for political purposes [2].

With increasing exposure on the privacy risks of big data, many now consider the involuntary collection of personal information a step backward in fundamental civil right of privacy, or even in humanity [3], [4]. Yet, driven by economic force, the collection and analysis of the personal data continue to grow at an amazing pace.

Individuals share personal information with people or organizations within a particular community for specific purposes; this is often referred to as the context of privacy [5]. For example, individuals may share their medical status with healthcare professionals, product preferences with retailers, and real-time whereabouts with their loved ones. When information shared within one context is exposed in another unintended one, people may feel a sense of privacy violation [6]. The purposes and values of those contexts are also undermined. The contextual nature of privacy implies that privacy protection techniques need to address at least two aspects: 1) what kind of information can be exposed to whom, under what conditions; and 2) what is the “intended purpose” or “expected use” of this information. Much research has been done to address the first privacy aspect, focusing on data access control [7], [8], [9], [10] and data anonymization [11], [12], [13], [14]. Only recently, there have been a few works that attempted to address the second aspect of privacy from the architecture perspective [15], [16], [17], [18], [19], [20]. In fact, many people used to believe that the prevention of this kind of “second-hand” data (mis)use can only be enforced by legal methods [21]. With the current practice, once an authorized user gains access to the data, there is little control over how this user would use the data. Whether or not he/she would use the data for purposes not consented by the user, or pass the data to another party (i.e., data monetization) is entirely up to this new "data owner", and is no longer enforceable by the original data owner.

In this paper, we propose PrivacyGuard to address this very challenging privacy problem—how to empower individual users with full control of the use of his/her personal data. The data owner should not only be able to control who can have what access to his/her data, but also be ensured that the data are used only for the intended purposes. To realize the
envisioned functionality of PrivacyGuard, there are three key requirements. First, users should be able to define their own data access policy in terms of to whom they will share the data, at what price, and for what purpose. Second, data usage should be recorded in a platform that offers non-repudiation. Third, actual use of user data should have a verifiable proof that it is compliant to the policy defined by the user.

Blockchain, the technology behind Bitcoin and Ethereum, has emerged as a popular technology in recent years. To provide these security services, smart contract on blockchain platform is adapted in PrivacyGuard. The distributed ledger enabled by distributed consensus in blockchain has the unique time-stamped property that is non-repudiable once recorded. Smart contract is a program that runs on the blockchain and has its correct execution enforced by the consensus protocol. PrivacyGuard leverages the distributed ledger to provide transparent and tamper-proof recording of data usage. Furthermore, smart contract is adopted in PrivacyGuard to enable individual users to control their data access and use, by establishing a data usage contract between the users and potential data consumers.

While smart contract and blockchain appear to be the perfect solution logically, there are fundamental limitations if we directly apply those technologies to implement the proposed framework. First of all, data used by smart contracts have to be on the blockchain and recorded as a transaction. Yet, Bitcoin network produces one block with size of 1 MB every ten minutes. Furthermore, the transaction capacity is not the only forbidden factor. Smart contracts are small programs that have to be executed by all participants in the network, which raises serious efficiency concern. Platforms such as Ethereum often require payment in the form of gas for executing a smart contract that is metered based on the complexity of the invoked function. This implies that executing a large, complex data analytics program as a smart contract will not only be a waste of energy for the network but also economically infeasible. Last but not least, data used by smart contracts are available to every participant on blockchain by design. If user’s private data are used directly in smart contract, existing secure computation techniques to preserve confidentiality and utility of data, such as functional encryption, can be prohibitively expensive for the network.

To tackle data and computation scalability problems, we build on the intuition that blockchain is a powerful primitive to enable users to transact based on mutually agreed contracts, but not a platform for heavy computation on large volume of data. PrivacyGuard splits the private data use enforcement problem into two domains: the control plane and the data plane. Individuals publish the availability as well as the use policy of their private data as smart contracts on Blockchain, which is part of the control plane in the PrivacyGuard system. The policy can include authorized users, intended computation, triggering condition, as well the price, etc. Data consumers interact with the smart contract to obtain authorization to use the data. However, the actual data of the users are never exposed on the blockchain. Instead, they are stored in the Cloud in the encrypted form. The computation on those private user data as well as the provision of secrets are accomplished off-chain in the data plane using a trusted execution environment on the Cloud.

When a data contract is split into control and computation, where the computation actually takes place off-chain, there are several challenges that need to be addressed. First, the correctness of the contract execution can no longer be guaranteed by the consensus of the network. To this end, we propose “local consensus” using remote attestation among contracting parties. Second, the execution of contract is no longer atomic when the computation slice is executed off-chain. We design a multi-step commitment protocol to ensure that result release and data transaction remain an atomic operation, where if the computation results were tampered with, the data transaction would abort gracefully. Lastly, using a secure container, private data are protected inside the trusted execution environment and secrets are only provisioned when approved according to the contract binding.

Finally, contract execution is not the only limiting factor. Even when the decentralized blockchain platform is used in the control plane, the current transaction rate remains too low to accommodate studies that involve data from millions of users. To that end, we propose data broker, to which individual data owners can delegate the control of their data. Individual data owners’ trust on the data broker can be bootstrapped by remote attestation on the data broker system and examination of broker smart contract. To reduce the transaction volume on the main chain, data broker records individual data uses in off-chain storage backed by recorded hash value in the main chain. Second-level chain or payment channel can then be used to distribute the reward back to individual users. The delegation system offers the trade-off between decentralization and performance without degrading trust, as we move towards highly scalable blockchain solutions.

We implemented a prototype of PrivacyGuard using Intel SGX as the trusted execution environment and Ethereum as the smart contract platform. We chose these two technologies for implementation due to their wide adoption. Our design generally applies to other types of trusted execution environments and blockchain platforms. We show that it is possible to enable large complex data computations automatically with the security protection as specified by the smart contract. Furthermore, we also analyze the security of the system and share our empirical measurement of the platform.

We make the following contributions in this paper:

- We propose PrivacyGuard, a framework for trustworthy private data computation and data usage tracking that aims to address one of the most pressing problems in big data analytics—private data usage control. PrivacyGuard builds on latest advancements in trustworthy computing and decentralized platforms. PrivacyGuard is an open platform that allows any user to contribute his/her data into the ecosystem, and allows the user to specify the context under which his/her data can be used, i.e. what
the data can be used for, when it can be used, where it can be used, and by whom it can be used.

- We propose a novel construction of off-chain contract execution engine to support the vision of PrivacyGuard. The proposed off-chain trustworthy contract execution is the key to improve the execution efficiency of smart contract technology, enabling trustworthy execution of more complex contract program without solely relying on costly network consensus. Private data computation in PrivacyGuard is split into the control plane and data plane. The control plane on blockchain provides high-level data exchange negotiation and control, while computationally expensive tasks are off-loaded to trusted environments for confidential data processing in the data plane. Remote attestation is used to create local consensus among the contract parties.
- We implemented a prototype of PrivacyGuard using Intel SGX and Ethereum smart contract. Our evaluation of the system shows that PrivacyGuard is capable of processing large volumes of data without incurring significant overhead.

II. BACKGROUND

A. Blockchain and Smart Contract

Blockchain is a recently emerged technology used in popular cryptocurrencies such as Bitcoin [23] and Ethereum [24]. It enables a wide range of distributed applications as a powerful primitive. With a blockchain in place, applications that could previously run only through a trusted intermediary can now operate in a fully decentralized fashion without the need for a central authority, and achieve the same functionality with comparable reliability. When the majority of the nodes in the network follow the protocol honestly, the shared blockchain becomes an authenticated and timestamped record of the network’s activities. The conceptual idea of programmable electronic “smart contracts” dates back nearly twenty years [28]. When implemented in the blockchain platform, smart contracts are account-holding objects that can receive transfers, make decisions, store data or even interact with other contracts. Due to its ability to enable various forms of business logic, smart contract has become a newly-emerged killer application of blockchain technology. Ethereum is among the firsts to offer a Turing-complete decentralized smart contract platform. The blockchain and the smart contract platform however have several drawbacks in transaction capacity [29], computation cost [30], [31], as well as privacy of user and data [32], [33].

B. Trusted Execution Environment

Creating vulnerability-free software has long been considered a very challenging problem [33]. To tackle this problem, researchers in the architecture community in both academia [24] and industry [27], [28] have shifted a new paradigm of limiting the trusted computing base (TCB) to only the hardware. The Intel SGX is a newly developed instruction set extension to provide secure execution [26]. Applications are executed in secure containers, called enclaves. The hardware guarantees the integrity and confidentiality of the protected application, even if the privileged software is compromised. This protection is accomplished by integrating multiple technologies into processor, such as software attestation and memory encryption. Programs executed within the enclave are executed as user space programs. Memory of the enclave is encrypted automatically by the hardware, while I/O functionalities are supported by the potentially untrusted host operating system. The Intel SGX has recently been adapted as a powerful primitive to build secure systems [35], [36], [37], [38].

III. PRIVACYGUARD OVERVIEW: A FRAMEWORK ENABLING USER CONTROL ON PRIVATE DATA

The abundance of data has been the catalyst for recent transformative changes to society with the application of artificial intelligence and machine learning. However, at the same time, there is an increasing concern on the use/misuse of the data. PrivacyGuard aims to provide a platform to enable end-to-end control of data for individual data owners, including all subsequent use of data after collection.

A. System Goal

1) Confidentiality Protection on User Data: When data is generated under the current paradigm, it is stored in the vendor’s cloud storage. Access control on user data generally relies on the vendor system. This lack of confidentiality guarantee often discourages individual data sharing among individual users. User-controlled, rather than service provider-controlled, encryption/decryption is fundamental for broad participation in data contribution.

2) User-controlled Fine-grained Verifiable Data Access and Usage Recording: Under the current paradigm, once the data is uploaded to the vendor cloud, it belongs to the vendor under a service agreement. A user might be able to grant or deny others access to her data. There is, however, no way for the user to verify who actually accessed her private data, not to mention the purpose of the access. The lack of transparency and verifiability on data access often discourages users from sharing data [38]. A public service that keeps track of user data usage and makes it auditable by data owners is therefore essential to not only protecting user privacy but also promoting data sharing in the community.

3) Enforceable Legal Binding on User Data Usage: Service-level agreements and legal contracts are often the only protection a user has for how his/her data is stored, shared, and used. However, these agreements are often very difficult to understand, not to mention enforce. A security system that can capture user-defined privacy policies and then enforce the compliance of the policy during the execution of the data access is instrumental in enabling broader data sharing.

B. System Overview

Fig. 1 shows the system architecture of PrivacyGuard. Although we have been using the term users to refer to both individuals and organizations, we differentiate two roles that
an user in the data market can take. We refer to the individual or organization that owns the data as data owner (DO) and the entity that needs to access the data as data consumer (DC). We call the entity trusted by an individual data owner for data management the iDataAgent. We call the entity that acts as broker for a collection of users the data broker (DB). Individual data owners extend their trust to the data broker via a smart contract along with remote attestation.

Classified by the assigned responsibility, there are three main components in the PrivacyGuard framework: 1) data market, 2) iDataAgent and data broker, 3) off-chain contract execution.

1) **Data Market**: Essential to PrivacyGuard, data market is the subsystem that will support the supply, demand and exchange of data on top of blockchain. For data access control, a data owner can encode the terms and conditions regarding the access to his/her personal data in a smart contract, and publish it on a blockchain platform such as Ethereum [24]. Data usage by DC is recorded via a transaction that interacts with the data smart contract.

2) **iDataAgent and Data Broker**: Individual data agent (iDataAgent) is a trusted program that represents the data owner. The iDataAgent is responsible for key management for the user. It also participates in contract execution by only provisioning the data key material to attested remote entities. The iDataAgent can be the user’s smart home hub or a trusted program running in a TEE hosted by the Cloud. Since it is often not realistic to expect individual data owner to be connected all the time, iDataAgent can also be a trusted program hosted by the Cloud platform. To address the inherent transaction bandwidth of current blockchain implementation, data broker is introduced to collectively represent a group of users.

3) **Trusted Off-chain Contract Execution**: This component executes data operations that were negotiated between the data owner and data consumer in smart contracts from the control plane. The off-chain contract execution should also provide the correctness guarantee as that of on-chain, which turns out to be quite challenging.

C. **PrivacyGuard High-Level Workflow**

In what follows we outline the workflow of PrivacyGuard. The workflow has three stages: 1) data generation, encryption, and key management, 2) data access policy generation and contract negotiation, 3) data utilization and contract execution.

1) **Data Generation, Encryption, and Key Management**: In this stage, user data are collected and uploaded to the cloud storage. In PrivacyGuard, user data are generated by user device and encrypted by iDataAgent, who then passes the encrypted data to the Cloud for storage. The iDataAgent program can either be hosted in a trusted Edge node or in a TEE hosted by the Cloud. Keys used for data encryption are generated by users via interface to iDataAgent, but they will be managed by iDataAgent.

2) **Policy Generation and Contract Negotiation**: In PrivacyGuard, individual owners can define their own access and usage policies for their private data. The policy that is encoded in the smart contract on the blockchain usually includes the essential components for privacy context. For example, a policy can contain [data type, data range, operation, consumer, expiration, cost], where the intended use of data of certain type, range is encoded as operation, which can be arbitrary computer programs attestable by iDataAgent. While this construction provides a mechanism for an individual to contribute data with fine-grained access and usage policy, the
D. Threat Model and Assumptions

The end goal of PrivacyGuard is to provide a methodology using technology rather than ambiguous legal agreements for users to understand and control how their data can be used, and to enable a market of fair and transparent information exchange. As a result, we assume that the data owners are honest and trustworthy, while all the other entities act based on self-interest and may not follow the protocol. However, we do assume the security system, i.e. the blockchain and TEE are trustworthy and are free of vulnerability. More specifically, our model for the control plane and data plane are as follows.

In the control plane, we assume the blockchain infrastructure is secure that adversaries do not control enough resources to disrupt distributed consensus. It is also assumed that smart contract implementations are free of software vulnerabilities. Data consumers might attempt to use the data without paying or leaving a record of use. They may also attempt to perform operations that are not allowed by the smart contract. We also assume that the data owner will not attempt to sell falsified data to the data consumer. There are mechanisms to build penalize dishonest data owners using smart contracts, but is out of the scope of this paper.

In the data plane, we assume trusted execution environment is updated, particularly, Intel SGX, is secure against malicious attack from the operating system. We recognize that trusted execution environment is not always perfect [39], [40], [41], [42], [43], [44], [45], and there has been numerous work demonstrating side channel information leakage on the SGX platform alone [39], [40], [43], [44]. We believe our design in this work leverages SGX as a generic trusted execution environment, and generally applies to other implementation of the execution environment. Preventing attacks against specific platform is an important but orthogonal challenge. Furthermore, our work relies on TEE to provide data confidentiality protection as well as computation integrity, it inherits certain limitations of TEE while using it as primitive. We also assume the cloud platform outside the TEE can be compromised, and collude with either the data consumer or the data owner. All the communication links are assumed to be secure. We also assume that there exists a node in the blockchain network that accepts secure connection for data broker to submit transactions. However, we do not make any other assumption on the availability of the network for the TEE.

IV. ENABLING FREE MARKET OF USER-DEFINED ACCESS TO DATA WITH BLOCKCHAIN

The high level idea of data market is illustrated in Fig. 2. The intuition behind is to leverage the Blockchain platform to enable autonomous and transparent data transactions. The sales of the knowledge extracted from the data are traded autonomously via smart contracts in our system such that the data owner obtains the negotiated compensation immediately. Furthermore, the recording of the data transaction on the blockchain makes the data use transparent. More specifically,
smart contract detailing how data can be used by data consumers are generated by either individual data owner or data broker. To search for data availability, data consumers such as Netflix or Google can parse the data contracts on the chain. Base on the data availability and operations permitted at the associated price, they can select the data set for the study. To start the data operation, data consumer pays a deposit to the data broker by invoking the data contract. Instead of completing the data transaction on the blockchain, the computation is off-loaded to a trusted contract execution environment (CEE) that is off-chain. At the end of data computation, CEE releases the result to the data consumer while completing the data transaction via an on-chain smart contract invocation.

A. Encoding Data Access Policy with Smart Contract

1) Basic Data Contract: While blockchain and smart contracts are both relatively mature technology, how to make use of these primitives requires careful considerations, since different design and implementation of the data policy could lead to significantly overhead costs. From the data sharing perspective, a rule in the data access policy often includes attributes such as type of the data, range or repository of the data, owner of the data DO and consumer of the data DC. For example, if a patient X with public key pair \( (pk_X, sk_X) \) has three types of medical records, radiology record \( M_r \), blood test record \( M_b \), and psychological mental record \( M_p \), and he is only willing to share his radiology record and blood test with urology specialist \( S \) with public key \( pk_S \), he can specify such an access policy \( P \) in a data contract \( C_{DA} \) that includes at least the following information: \( C_{DA} = \{ P = \{ M_r, M_b, pk_s \}, \text{Sig}_{sk_X}(P) \} \). However, the rule above specifies only access control but not the obligations of the data consumer once access is granted. The data consumer could share the data with other parties against the original intention of the data owner. To enable fine-grained control of how user data is used, obligations such as allowable function \( f \) can be included in the policy. If patient X only wants the specialist to run anomaly detection operation \( Op \) on the data, then the new data contract will be \( C_{DA} = \{ P = \{ M_r, M_b, Op, pk_s \}, \text{Sig}_{sk_X}(P) \} \).

2) Transparent Tracking of Data Consumption: One of the main objectives is to support trustworthy tracking of data consumption. To achieve this goal, the system needs to enforce that only authorized operations in the data usage contract can be executed, and each data transaction is recorded in a tamper-resistant storage. In PrivacyGuard, transactions in blockchain are used to facilitate the recording of data utilization. Since the ledger is publicly verifiable and unforgeable, data function invocations encoded in the transactions can provide non-repudiation on data consumption.

3) Enabling Data Market Economy—Addressing the Incentive: Data is the source of knowledge for many recent advances in data mining and artificial intelligence. The ownership of data is often considered an asset of great monetary value in modern society. It is therefore important to provide adequate incentives for both the data owners and the data consumers to participate in the platform. Through PrivacyGuard, users can reclaim the ownership of their data by enforcing who and how other entities can use the private data. This ownership requires additional infrastructure for storage and access control mechanisms, ultimately at an additional monetary cost. On the other hand, the platform also encourages more individual users to share their private data for the greater good and personal benefit without any concerns regarding privacy leakage or data misuse. Building on top of the success of cryptocurrency, data owner and data consumer cannot only transact on the use of data, the platform can also enable financial purchase for the use of the data. This can create a vibrant economic sustainable environment to support the continuous operation of the platform. To add financial value for data, we further augment our model with cryptocurrency denoted by \( \$f \) and the policy can be defined as \( \{ M_r, M_b, Op, \$f, pk_s \}, \text{Sig}_{sk_X}(\text{DataUse}) \}. \) Using the construction above, data owners can specify a price for data based on the expected utility of the data as well as its demand.

4) Encoding the Data Contract: The data contract captures the concepts discussed in earlier in this section, such as the information that who can access which dataset for what purpose at what price. The pseudo code of data contract \( C_{DA} \) is shown in Algorithm 1. Let \( Op \) be the operation requested by the data consumer, \( D_{target} \) is the data requested by \( DC \). Additionally, \( \$f \) denotes the currency a \( DC \) deposits to refund gas expenditure for data use. \( W_{DO} \) is the wallet of \( DO \), and \( W_{DC} \) is the wallet of \( DC \). A contract should have several key functions such as \( \text{Init}, \text{RequestDataUse}, \text{ComputationComplete}, \text{and CompleteTransaction} \), where \( \text{Init} \) initializes the policy, \( \text{RequestDataUse} \) takes a frozen deposit of amount \( \$f \) from the \( DC \) and proceeds to the next stage of contract execution. \( \text{ComputationComplete} \) is used by \( DC \) to signal the completion of an off-chain data operation, and \( \text{CompleteTransaction} \) is called by \( DO \) to record the data usage and completes the cryptocurrency transaction. Lastly, \( \text{Revoke} \) invalidates the contract and can be called only by \( DO \).

Note that privacy policy writing by itself is a research topic. Although a relevant topic, it is not the focus of this paper. Our focus in this paper is the enforcement mechanism. We use the above-described simple privacy policy to demonstrate our enforcement mechanism. We envision data consumers who need to use individual users’ private data can use services similar to Google Play or Apple App Store to publish their applications (such as big data analytic app) together with the applications’ hash values. Individual users can then request that only the program with the specific hash value, from certain entity, could execute on their private data, when satisfying certain conditions. Furthermore, a user can also specify that his data can only be used if only a certain level of differential privacy is satisfied, but implementation of the differential privacy mechanism has to be built into the data analytic app and become approved but this policy can be enforced. Ultimately, PrivacyGuard binds the expected behavior of the data use to the computer program.
Algorithm 1: Data Access and Utilization Smart Contract $C_{DA}$ for DO

```
Init: Initialize with policy from DO
parse policy as (pDataset, price, operation, authorizedList);
dataSet ← pDataset;
dataPrice ← price;
authorizedOperation ← operation;
authorizedDataConsumer ← authorizedList;
/
// Handling data use request (callable by DC) /*
RequestDataUse: Receive the authorization request req
parse req as (Op, DC, D_target);
if isAuthorized(Op, DC, D_target) then
    frozenCashForData ← $f$
else
    terminate;
/
// Atomic result release & commitment /*
/ * Signaling completion (callable by DC) */
ComputationComplete: Receive K_result from DC
Save Hash(K_result) internally;
/ * Recording usage & finish (callable by DO) */
CompleteTransaction: Receive K_result from DO
if K_result = Hash(K_result) then
    send deposit to DO;
else
    exit;
/ * Callable by DC */
Cancel: parse req as (ID_transaction)
if ID_transaction = 0 then
    exit;
if sender = DB then
    cancelTransaction(ID_transaction);
else if sender = DC && requestTimeoutFlag = true
    cancelTransaction(ID_transaction);
/ * Callable by DO */
RevokeContract: if sender = owner then
    selfdestruct;
```

B. Using Data Broker To Mitigate Scalability Challenge

While the blockchain technology is the core security building block behind the world’s largest cryptocurrency networks, it faces a significant scalability barrier in terms of transaction capacity. For comparison, popular blockchain systems such as Bitcoin and Ethereum can process an average of 3–20 transactions per second [25, 29], while VISA can handle an average of 24,000 transactions per second [47]. If Bitcoin were to replace VISA today, the sheer number of transactions would bring the blockchain network to a halt. The maximum rate of transaction processing by blockchain is fundamentally limited by the choice of the rate of block generation as well as the size of the block [23, 29]. Increasing the block size could lead to longer block propagation delays while increasing the block generation rate could lead to instability (high fork rate, thus decreased consensus security) in the network [48]. Recognizing this challenge, there have been several proposals to solve this problem [43, 49, 50, 51]. One of the promising approaches is the off-chain processing [49, 51], which aims to shift transactions off the main blockchain by creating a network of payment channels among individual parties and only updating the main chain upon consolidation. However, this technique cannot be directly applied to data consumption tracking in PrivacyGuard since we want to record all instances of data usage.

While there are many ongoing efforts to improve the scalability of distributed consensus platform, we take a different but complementary approach in PrivacyGuard to address this issue. A trusted delegate, which we call data broker, is used to represent a group of users. A data contract is also generated on the control plane for the data broker. However, different from a single data owner contract, the data broker contract also provides the functionality to allow individual users to delegate secret provisioning to the data broker. The related functions are listed in Algorithm 2. When a data owner wants to make use of the data broker, he will first invoke `RegisterUserDataSource` to initiate the registration of his data in the data broker. In the data plane, the data owner will need to remotely attest the data broker. If the data broker can be trusted, the data owner will then provision the data secret key to the data broker. This, however, is not the end of data registration, because the data source and quality still need to be verified by the data broker. Once verified, the data broker invokes `ConfirmUserDataSourceRegistry` to complete the data registration. Furthermore, certain functions used in result commitment are also different for data broker. The `CompleteTransaction` now needs to record the data usage for all the data owners for which the data transaction covers. And the financial reward should be redistributed to the data owner. The other data related functions are identical to that presented in Algorithm 1. Another motivation for using data broker is to address the scalability challenge in remote attestation for establishing local consensus among a large group of data owners, which will be discussed in detail in the next section.

Algorithm 2: Data Broker (DB) Smart Contract $C_{DB}$

```
Init: Initialize from DB the contract creator
pendingDataSourceList[] ← null;
dataSourceList[] ← null;
/ * Callable by DO */
RegisterUserDataSource:
Receive registerRequest(operation, price, authorizedList)
add (ID_dataowner, registerRequest) to pendingDataSourceList;
/ * Callable by DB */
ConfirmUserDataSourceRegistry:
if sender = ID_databroker then
    add pendingDataSourceList[ID_dataowner] to dataSourceList
/ * Callable by DB */
CompleteTransaction: Receive K_result from DB
if K_result = Hash(K_result) then
    Record data usage [Op, DC, D_target, timestamp] ;
    Distribute $f$ to W_DO for all involved DOs;
else
    exit;
RequestDataUse: (same as in $C_{DA}$)
ComputationComplete: (same as in $C_{DA}$)
Cancel: (same as in $C_{DA}$, callble by DB)
RevokeContract: (same as in $C_{DA}$, callble by DB)
```
V. Off-Chain Contract Execution

PrivacyGuard leverages blockchain to provide the control mechanisms for valued data exchanges. While the technology offers a distributed time-stamped ledger which is ideal in providing a transparent recording of individual data use, smart contract suffers from several prohibiting drawbacks when it comes to confidential data computation. First, data has to be decrypted and stored on the chain. Second, a smart contract is executed by all participating nodes in the network, therefore the cost to run complex algorithm is prohibitive even assuming data storage is not an issue.

To tackle this problem, we introduce the concept of off-chain contract execution in PrivacyGuard to bring both the computation and data provisioning off-chain. Intuitively, we decompose smart contract into two portions, the control part and the computation part. The execution of a contract function will, therefore, be broken into multiple segments. As shown in Fig. 3, control flow will stop at the computation task and continue off-chain. The function is then resumed with another smart contract invocation when the off-chain computation task is finished. While the idea is simple, there are several unique challenges in maintaining the security of the decomposed smart contract functions, especially when the availability of the off-chain execution can be manipulated by the adversary.

A workflow of off-chain contract execution is shown in Fig. 4, the system has three stages from the high level, the off-chain contract initialization (step 1 to 4) that takes contract execution flow from the blockchain to trusted execution environment, off-chain contract execution (step 5), and lastly the off-chain contract completion with the result release (step 6 – 10) that takes contract execution flow from trusted execution environment back to the blockchain. In the remainder of the section, instead of elaborating on the workflow details, we will highlight our design principles in addressing challenges in executing contracts off-chain.

A. Establishing Trust with Local “Consensus”

The first challenge is correct execution of the contracted function. When smart contracts are executed on blockchain platform, the correctness of the execution is guaranteed by the entire network. Every node in the network executes the same contract and reaches consensus on the result. The fundamental problem is the method of consensus. If the computation task has to be repeated by all nodes to reach consensus, then not only will there be prohibitive cost, but there will also be confidentiality problem. Furthermore, not all the nodes are equipped with the right hardware to perform those data computation at a reasonable cost.

Our observation is that the correctness of one particular computation instance only matters to the participating parties of the data transaction, i.e. the data provider (data owner or data broker) and the data consumer. Suppose if a data consumer, such as an election strategy office, is interested in analyzing the demographic data from a voting district which is polled by a dedicated data broker, then the correctness of the analysis (e.g. voting tendency) matters to the election office, since he is the direct consumer of the data. On the other hand, the correctness of the analysis also matters to the data broker, because he wants to make sure it was only the analysis result that’s released, not individual users’ data. Other than the data consumer and the data broker, no one needs to be concerned about the analysis. As a result, we don’t need the entire network to acknowledge the correctness of the data computation and the consensus can be narrowed to only the participants of the data transaction.

In the conventional setting of distributed consensus, both the data consumer and data provider will perform the data operation and expect the same result from each other. However, it contradicts our initial goal of fine grain control on data usage if the data are directly provided to data consumers. To tackle this problem, we rely on the software remote attestation, which is widely available as primitive in trusted execution environments [26], [27]. By specifying the configuration hash in the smart contract, all of the participating parties can remotely attest the program in trusted execution environment to verify the authenticity of the loaded program, and gain confidence in the correctness of the execution. As a result, as shown in Fig. 4, the first step immediately after data transaction request is to perform remote attestation on the off-chain contract execution environment (CEE). Once correctly verified, both sides of the contracting parties can then extend their trust to CEE, knowing the environment will allow the attested
program to execute securely till termination, and therefore results produced by this entity would be the consensus of both the data consumer and data broker.

B. Enforcement of Contracted Data Operation

Enforcement of data operation is the second challenge we address in our design. One of the primary motivations to employ trusted execution environment for the off-chain contract execution environment is its ability to allow a remote party to measure the computation to be performed inside the container. Furthermore, the computation will be executed with minimal influence from external environment even if the adversary can control the operating system. The measurement process is often referred to as remote attestation. More specifically, as one of the building blocks for TEEs, remote attestation allows a verifier to authenticate the enclave configuration of the prover remotely, including code and data of the software as well as the platform configuration. During this process, the prover generates a unique cryptographically signed proof of the current configuration. The verifier first verifies the authenticity of the proof by examining the signature, then checks to see if the configuration is as expected.

In PrivacyGuard, we propose to employ the remote attestation capability in Intel SGX to verify that the binary loaded in the enclave (i.e. the operation to be executed) is compliant with the contract. The configuration checksum, which represents the type of computation that can be performed on data is stored in the smart contract as a variable. During the initialization of the off-chain contract execution, each contracting party individually verifies that the configuration of the program loaded in the CEE enclave is indeed the one that is specified by the contract. Only when all entities involved in the contract reach the local consensus via remote attestation, will the execution of off-chain smart contract continue. As shown in Figure 4, only after the successful remote attestation of the off-chain CEE by DC in step 2 and by DO in step 4, will the DB provision to off-chain CEE the data decryption key, which enables the data operation program inside CEE to decrypt the data and continue.

C. Enforcement of Data Obligation

With the two components above, the data intensive computation can be offloaded to off-chain computing platform while maintaining the correctness of computation. However, in order to achieve the privacy goals of PrivacyGuard, computation itself has to fulfill the data obligation, which we refer to as the obligations of the data consumer for utilizing the user data. More specifically, it follows the general requirement of secure computation, wherein only the computation result is accessible by the data consumer, not the original source data. This requirement has several implications on the data computation program. First, it should not output any decrypted source data or any intermediate results that are derived from the source data. Second, at the end of the computation, all decrypted data and intermediate results should be sanitized.

Despite recent breakthrough in fully homomorphic encryption, performing arbitrary computation over encrypted data remains impractical for generic computation. In PrivacyGuard, we make use of trusted execution environment, such as Intel SGX, to create the environment for confidential computing, where the $k_{data}$ will only be provisioned to the container if it can be cryptographically verified via remote attestation. The hardware, the processor specifically, enforces the isolation between the platform and the container. Since memory contents are encrypted in Intel SGX, once the keying material is removed, the data can effectively be considered sanitized. Therefore, we want to make sure that the program inside the enclave container will terminate once the contracted task is completed.

Algorithm 3: Program for Off-chain Contract Execution

\begin{algorithm}
\begin{algorithmic}
\Function{Initialize}{(ReqDataOp)}
\State parse request as $(DC, DO, Op, data, sig)$;
\State send $ReqDataOp$ and $\sigma_{att}$ to $DO$;
\State send $ReqDataOp$ and $\sigma_{att}$ to $DC$;
\EndFunction

\Function{Function OnDataOperationApproval}{$(approval)$}
\State Parse approval as $(pk_{approver}, OpUid, sk_{op}, sig_{approver})$;
\If{$\neg SigVerify(sig_{approver})$}
\State terminate;
\EndIf
\If{$approver_{DC}$}
\State $sk_{ec} \leftarrow sk_{op}$
\EndIf
\If{$approver_{DO}$}
\State $sk_{dc} \leftarrow sk_{op}$
\EndIf
\If{$\neg approval_{DO} \lor \neg approval_{DC}$}
\State terminate;
\EndIf
\State $C_{Data} \leftarrow loadFromStorage$;
\State $Data \leftarrow \Sigma.Decrypt(C_{Data}, sk_{ec})$;
\State result $\equiv Op(Data)$;
\State $\sigma \equiv \Sigma.Sign(sk_{dc})$;
\EndFunction
\end{algorithmic}
\end{algorithm}

The pseudo-code for off-chain CEE is listed in Algorithm. 3. $C_{exeProg_{enclave}}$ denotes the contract execution enclave program. Additionally, $k_{data}$ is the decryption key from $DO$ for data under contract. Upon initialization, $CEE$ will receive key materials from $DO$ providing the attestation report $\sigma_{att}$ is successfully verified. The program will continue to run using the encrypted data from Cloud storage, and $k_{data}$ from $DO$. When the data operation is completed, the results will be written to Cloud storage and the enclave program will terminate, thus sanitizing all the original data and immediate results.

D. Ensuring Atomicity in Off-Chained Contract Execution

The last challenge is ensuring the atomicity of the contract, which arises from the off-chain contract loading. Contract functions that were previously executed in a single block are now completed via multiple function invocations that are executed in multiple blocks. Furthermore, there is no guarantee on the execution time of the off-chain computation, because an adversary controlling the platform can always interrupt the computation. This is one of the challenges for our proposed
method of “local consensus”. Specifically, two issues need to be addressed: contract function runtime and atomic result release.

The first issue is the contract function runtime. When the adversary has control of the off-chain computation platform, he can pause or delay the computation. For many data computations, the result can be time-sensitive. For example, in real-time location-aware advertising, if the advertisement is not delivered to the consumer while she is still in the vicinity, the advertising effectiveness can be significantly reduced. To tackle this problem, we add a time limit data operation function in the data contract. After the time limit, either of the participating parties, namely DC or DO can cancel the contract after this time limit, thus protecting their investment.

The second issue is the atomic completion of the contract, in which we would like to allow both the DO to get the payment in the control plane while allowing DC to get the computation results. This particularly challenging due to the lack of availability guarantee on the platform for off-chain computing. Using local consensus where correctness is now guaranteed using remote attestation from participating parties, computation is only executed at one location. When that platform is compromised, the availability can no longer be guaranteed. The implication of this is that the adversary can intercept and modify any external I/O from the container, including both the network and storage. Our design for the atomic completion can be observed from the last two steps shown in Fig. 4. The key idea is that result release and contract completion should be done as a single message in the control platform. To prevent DC from getting the result and not complete the payment to DO. The results are encrypted and signed before being written to the Cloud storage. Since the platform can corrupt any output from the TEE, the results include cryptographic checksum that can be authenticated. The DC obtains this result and verify its integrity. To make sure that DO will not be able to complete the transaction with an arbitrary key, DC will also receive a commitment of the key that is used to encrypt the data operation results. In PrivacyGuard, we use a hash as commitment, however, any type of commit protocol should apply. DC then invokes the smart contract in the control plane stating that it has the encrypted result and is ready to finish the data transaction if and only if the final result key that is bound by the commitment is released. Upon observing the proof of publication of the message from DC, DO will then send a message to the data contract completing the transaction including the result key \( k_{\text{result}} \) in the function invocation. Only when the hash of the key matches the commitment, will the contract write the data usage into records, release the payment to DO, and finally conclude the data transaction.

E. Using Data Broker for Scalability

One of the challenges in PrivacyGuard is the scalability limitation in the blockchain platform, which we discussed in the previous section. To alleviate the pressure on the control infrastructure, we introduced data broker. Another scalability challenge originates from the need to use a large amount of different types of data from different users, which results in a large number of remote attestations for the local consensus. When CEE needs to use data from a large number of users, naive use of remote attestation would require each iDA to individually attest and verify CEE, resulting in significant cost in both computation and network throughput. One solution to address this scalability problem is to create a trusted intermediate using SGX enclave to attest CEE for all the associated iDAs. The cost is then constant instead of linear to the number of DOs for data DC uses. We will incrementally experiment with prototypes and designs to enable efficient and scalable remote attestation.

Algorithm 4: Program for data broker TEE

```plaintext
Function OnRecvDataUseRequest (request)
   Parse request as (pk_{DC}, data, op, \sigma_{att}, pk_{ce}, T);
   \/* verify the access right on the contract */
   if ~CheckAccessRight(pk_{DC,data}) then
      terminate;
   if ~VerifyAttestation(pk_{DC,\sigma_{att}}[CExeProgEnclave]) then
      terminate;
   transmit(list(k_{data}), Addr_{CEE});
   storeDataAccessOffChainForAllUsers();
   storeDataAccessOnChainForTheContractedUsage();

Function OnRegisteringForData (request)
   Parse request as (pk_{DC}, link_{data}, op list, sk_{data},\sigma_{att}, T);
   if ~CheckDataRegisterOnChain(pk_{DC,link_{data}}) then
      terminate;
   if ~VerifyData(link_{data},sk_{data}) then
      terminate;
   completeOnChainDataRegister();

Function OnCompletionOfDataTransaction (request)
   parse request as (k_{result})
```

VI. IMPLEMENTATION AND EVALUATION SETTING

We implemented a prototype of PrivacyGuard. There are five main applications, namely iDataAgent (iDA), Data Broker (DB), Data Consumer (DC), Contract Execution Environment (CEE), Data Owner (DO). All of them are implemented in C++ using Intel SGX SDK v2.3.1 on top of Ubuntu 16.04 LTS. The total software lines of code (SLOC) for C++ components is 37,788. The on-chain components, namely the DO contract and the DB contract, are implemented in Solidity with 144 and 162 SLOC respectively. However, even though our system is fully compatible with Ethereum, we implemented and tested our prototype in the Rinkeby testnet, a proof-of-authority based blockchain offering faster and more stable transaction confirmation than the proof-of-work based main chain [52]. Table II summarizes the system implementation and evaluation parameters. The source code of the project is available at XXX1.

1Will be revealed at publication.
TABLE I
A SUMMARY OF SYSTEM SETTINGS FOR EVALUATION

| Item | Description | Value/Size |
|------|-------------|------------|
| N    | Number of DOs | 1 → 128    |
| Pₐ   | Price of one data item | 0.01 ethers |
| Pₖ   | Gas price | 1e-9 ethers |
| Mₐ    | Neural Net Classifier Model | 14 × 8 × 8 × 2 |
| Mₐ,EPC | Max training epoch number | 10,000 |
| Mₐ,ERR | Desired training error | 0.001 |
| DSₐ adult | UCI ML Repo’s Adult dataset | 48842 data points |
| d_size | # of data points for each DO | 500 |

A. Multi-thread Implementation

Enclave based applications often need to handle concurrent enclave operations. For example, DB may need to attest to multiple DOs at the same time, while the CEE may be required to execute parallel data operation tasks. Our implementation achieves these by harnessing the multi-threading capability of SGX enclave. The maximum thread number for CEE enclave (TCSNUM) is configured accordingly to accommodate the expected load [53].

Parallel Attestation: In the remote attestation protocol provided by Intel, a variable named attestation context operates in a state-machine manner to mark the progress of the protocol. In our implementation of DB, every attestation thread creates its own attestation context. In the end, every thread will result in the same attestation context and establish a secure channel between the enclave and the corresponding DO. Note that although CEE is primarily responsible for executing data operations, it is also capable of handling concurrent attestation requests from DOs if they choose not to rely on DB.

B. Data Operation

We use the adult dataset DSₐ adult from UCI Machine Learning Repository [54] which contains 48,842 records of consensus income data across 40 countries. Each data record contains 14 attributes and an income label of either <= 50K or > 50K. To simulate the data generation of DOs, each DO randomly sampled 500 data points from DSₐ adult to be its private data.

We designed a simple data operation task for the CEE: training a 14 × 8 × 8 × 2 neural network classifier with training epoch number Mₐ,EPC = 10,000 and the desired training error Mₐ,ERR = 0.001, which makes the training task moderately time consuming. Other detailed model parameters can be found in our source code.

VII. EVALUATION RESULT

We aim to analyze the high level performance cost and overhead of conducting data operations using PrivacyGuard. Up to 160 DOs and the DC are running on a non-SGX machine while the Data Broker, iDataAgent, and CEE are running on an SGX-machine (Intel NUC KIT NUC7I5BNH). Table II summarizes the detailed hardware specification. The two machines are connected in a gigabyte LAN. The evaluation was conducted in three parts: control plane runtimes, control plane costs, and data plane runtimes.

A. Control Plane Runtimes

We ran the control flow of PrivacyGuard ten times to obtain the average runtime of each control operation. The ten runs were evenly spread out from 8:00am to 5:00 pm on the day of 11/1/2018 to reflect the varying nature of the response times of the underlying blockchain. From the results shown in Table III, we find that non-contract-call operations typically have much shorter runtimes, meanwhile the contract calls may take up to 20 seconds to be written in the blockchain, which is consistent with the 15-second block interval of Rinkeby. Due to the varying network conditions, contract call runtimes also tend to have higher variations.

To evaluate the scalability of the remote attestations to multiple DOs, we tested the scenario where N DOs simultaneously attest the DB or CEE. The experiment was repeated under different maximum thread numbers (TCSNUM). The attestation becomes a sequential process with no parallelism when TCSNUM=1. The result is shown in Fig. 5(a) and 5(b). For both DB or CEE, multi-thread attestation is significantly faster than sequential attestation. When N=128, the 28-thread DB and the 4-thread CEE take less than 1/18 and 1/3 attestation time of their sequential counterparts respectively.

To further evaluate the performance constraints imposed by the underlying blockchain network, we measured the average transaction finalization delay in a congested environment. To
simulate the congestion as much as possible, we set up 160 DOs to simultaneously send out a transaction calling the Register() function in the DB contract and their own DO contracts. The result is shown in Fig. 5(c). As more DOs send transactions at the same time, the average time to finalize a transaction increases dramatically. Since the scalability of the underlying blockchain is an orthogonal problem, an alternative solution is to require DOs to call the Register() function according to a time schedule that minimizes congestion.

B. Control Plane Cost

The monetary cost of the control plane mainly comes from the gas cost of operating smart contracts. At the start, every DO registers its data item on its own contract and the DB contract. The DB fetches data from whoever registered with its contract and routinely confirms all new registries. The Data Consumer then requests for the data items from all N DOs simultaneously starts the attestation. The zig-zags in a curve are the result of batch operations when the requests outnumber the available threads. (c) Average time to finalize when N DOs simultaneously call the register() function in their own DO contracts or the DB contract.

DataConsumer, which is a scalable trend for the system, as the Data Consumer always has more incentives to pay for data usage.

To evaluate the scalability gain brought by the DB, here we compare the base case where individual DOs share individual data via their own contracts versus via the DB contract. In both cases, the total amount of data requested by the DC and subsequently operated with by the CEE are the same. We counted the costs of all function calls except for the contract creation (calling Constructor()) and computed the total cost. The result in Fig. 6(b) shows that it costs the DB based system much less gases to accommodate one extra DO ($0.04242) compared to that of the iDataAgent based system ($0.08522). This result together with the result of control plane runtimes (Fig. 5) have verified DB’s ability to provide financial and performance scalability to PrivacyGuard in face of a growing number of DOs.

C. Data Plane Cost

The security provided by SGX enclave comes at a cost of efficiency. To evaluate such cost, we implemented an untrusted version (outside enclave) of the data operation task that runs on the same Linux machine. Since in the trusted version the enclave takes in encrypted data and decrypts it before data operation, in this test we directly fed unencrypted data to
Fig. 6. (a) Gas costs of the DB contract’s scale-dependent function calls. (b) Total gas costs of the DB based system and the iDataAgent based system. The dollar equivalents are computed based on the gas price of $10^{-9}$ ethers and the ether price of $197.85 on 10/31/2018. (c) Runtimes of training a $14 \times 8 \times 8 \times 2$ neural network classifier for different training data sizes under four hardware settings.

TABLE V

| Avg. Runtime Overhead | HTT Enabled | HTT Disabled | *Marginal |
|------------------------|-------------|--------------|-----------|
| Outside Enclave        | 196.55%     | 341.37%      | 48.83%    |
| Inside Enclave         | 17.99%      | 48.83%       |           |
| *Marginal              | –           | 274.13%      | –         |

*Marginal overhead is the relative runtime overhead for the specific row/column.

In the discussion below, the focus will be on issues in harmonizing the trusted execution environment and blockchain. More specifically, in PrivacyGuard, a single on-chain contract function is partitioned into multiple functions with both on-chain and off-chain components with the proposed off-chain execution technique. This technique has opened new avenues for adversaries that are not previously available on conventional blockchain platform.

A. Exploiting Control of Cloud Platform

Off-chain contract execution significantly reduces the computation load on the network, but at the same time, also provides a single point of failure for the adversary to launch attack. When the attacker is able to compromise the cloud platform, there are several attacks she can launch. During the execution of the off-chain contract stage, the adversary can stop the program at any point of time, and also drop or reorder any message. However, he cannot tamper with the content of the network message as long as the connection is secured. Anticipating the execution of the data contract can be halted by the adversary at any stage, our design on the data contracts allows any party to abort the data transaction without incurring financial loss. The attacker may also attempt to launch side channel attack or directly attempt to exploit a software vulnerability in the data analytic program within the SGX enclave, and is out of the scope of this paper. It should however be noted that, system implementations are often imperfect. Due to the use of TEE to provide secure execution environment for the data analytic program, our
system inherits vulnerabilities of in implementation of both TEE and data analytic program.

B. Exploiting the Incoherence Between Data Plane and Control Plane in Result Commitment

There are three main players in the last stage (result commitment and release) of the data operation contract: \textit{DO}, \textit{DB} and the Cloud. Ideally, the release of the data and the deposit should be an atomic decision. However, with the separation of control plane and the data plane, these operations have become inherently non-atomic. This is further complicated by the fact that there is lack of availability guarantee for the TEE technology we choose to implement PrivacyGuard, Intel SGX. Transactions on blockchain is used to signal the completion of the data operations and enable the completion of the financial transaction for the data use. On the other hand, this does not necessarily guarantee the delivery of result to the data consumer who has already paid for the service using the control plane operation on the blockchain. There are several ways an adversary can attack our result commitment and release protocol.

1) \textit{DO} controls the cloud: The \textit{DO} or \textit{DB} can attempt to complete the data transaction without uploading the experiment result. Using the control of the Cloud platform, the \textit{DO} can either maliciously modify the data operation result or he can simply deny the output of results. This attack is thwarted by having the \texttt{dataOperationComplete} contract function to enforce the result commitment before completing the data transaction.

2) \textit{DC} controls the cloud: Under unlikely circumstances, if a malicious \textit{DC} is powerful enough to compromise the platform which \textit{DB} and \textit{DO} are running on, he might be able to capture the last commitment message to get the result release key, but never forward the blockchain invocation message to the network. This way, the \textit{DC} can obtain the result without completing the payment. However, with an increasing number of nodes accepting transaction broadcasts in secure manner, even though the adversary might be able to block all the connection, he cannot break the secure connection by launching man-in-the-middle attack. This attack is thwarted by our system sending the \texttt{CompleteTransaction} message to a collection of transaction recipients in secure channels. The \texttt{CompleteTransaction} message, which contains the result release key, will only be transmitted if the secure channel can be established. Therefore the adversary would have to block all of the traffic, otherwise he cannot block the transaction broadcasts. When all the network connections are blocked, the result will never be released, which is not a problem for \textit{DB} and \textit{DO}. When the adversary can only block a subset of the result broadcast messages, the data transaction will continue to complete and thus is not an issue either. Furthermore, it is also possible to add functionality to verify the proof of publication in data broker instead of relying on broadccasting via secure channel.

IX. RELATED WORK

A. Privacy Protection

Privacy-preserving computation has been an active area of research in the past decade [32], [50], [57], [58], [59]. With the increasing reliance on rich data, there has been a significant amount of research on applying cryptographic techniques to perform privacy preserving computation [61], [25], [58], [59]. Recently, hardware-assisted secure environment has also become a popular component in these privacy-preserving computation system due to its attractive security features, such as enabling application level secure container in the Intel SGX. Secure enclave technology [26] has been adapted in numerous works to achieve privacy-preserving computation [57], [37], [56], [62], [63], [64]. Ryoan [37] is closely related to PrivacyGuard. It combines native client sandbox and Intel SGX to confine data processing module. Similar to PrivacyGuard, it protects the confidentiality of data using trusted execution environment. However, Ryoan aims to achieve data confinement with a user-defined directed acyclic graph that specifies information flow. In comparison, PrivacyGuard allows data user and consumer to negotiate data usage using smart contract, and provides transparent recording on the data usage.

When the data processing system can be trusted, there is a large body of work studying privacy languages and their enforcement systems [17], [18], [19]. Unlike the aforementioned systems, PrivacyGuard aims to enable secure processing without relying on the integrity of the platform.

B. Blockchain Application

The idea of moving computation off-chain to improve the performance and security is mentioned in [65], [31], [20], [30]. Choudhuri et al. [65] combines blockchain with TEE to build one-time programs that resemble to smart contracts but only aim for a restricted functionality. Arbitrum [31], is a system that delegates the task of smart contract verification to a small subset of managers that are incentivized to execute the virtual machines honestly. Different from Arbitrum, PrivacyGuard focuses on moving computation off-chain using trusted execution and local consensus that involve only the contract participating parties. The Intel Private Data Object (PDO) project [20] and the Ekiden [30] are two concurrently developed projects that are closely related to PrivacyGuard. Similar to PrivacyGuard, Ekiden aims to combine trusted computing and distributed ledger to enable confidential contract execution. However, Ekiden [30] aims to modify the blockchain ecosystem to enable the off-chain execution in a collection of computer nodes. In comparison, PrivacyGuard is designed, implemented and evaluated on existing blockchain infrastructure. The Intel PDO [20] is another project that aims to combine Intel SGX and distributed ledger to allow distrusting parties to work on the data in a confidential manner. However, the system focuses heavily on a permission-based model with significant overhead for bootstrapping trust.

Several other related works aim to guarantee the computation integrity but not the privacy [66], [67]. Others use
blockchain as a platform for incentives and penalties [68], [69], [70], [71]. Compared to the aforementioned methods, PrivacyGuard is designed to enable large-scale and complex data market operations using TEE. There have also been several research work that utilize blockchain as a platform to enable flexible data access control [71], [72], [73]. However, none of them provide a concrete design and implementation that would allow fine-grained control of data usage.

The confidentiality issue of smart contracts has also attracted a significant amount of attention in the past few years. Researchers attempt to use cryptographic techniques to fix the problems [65], [28], [29]. [30], [31]. The possibility of using trusted hardware for blockchain process is discussed in Hawk [32], and also realized in [30], [65], [75], [20], [76]. The Coco framework [76] is proposed to use trusted execution environment to protect the confidentiality of smart contracts in Ethereum. However, there is only a high-level description in its whitepaper.

X. Conclusion

In this paper, we proposed PrivacyGuard, a data exchange platform that combines blockchain and secure execution environment to enable fine-grained data use control and tracking. Our system provides a technical solution to address one of the most important privacy issues in data analytics—transparency of data use. Blockchain can not only be used as a tamper-proof platform that records data use, but also facilitate financial transactions to incentivize data sharing. To enable complex and confidential operations on private data, PrivacyGuard splits smart contract function into control operations and data operations. Remote attestation and trusted execution environment are used to achieve local consensus of all contract participating parties on the data operating platform. Atomicity of the contract completion is facilitated by a commitment protocol before the result release. We implemented and open-sourced our PrivacyGuard platform and evaluated it in a simulated data market. Our evaluation result shows the feasibility of executing complex data operations in a confidential manner using the platform. In the future, we plan to further investigate the economic aspect of the private data market enabled by PrivacyGuard.
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