Social network extraction based on Web: A Review about Supervised Methods
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Abstract. The extraction of social networks from specific sources of information is essential. It relates to the disclosure of social structures with prevailing behavior in accordance with that information source. It, of course, requires methods that are generally in a supervised stream. The method changes based on the demands of data modeling, which are generally textual, but do not rule out other types of information, such as databases or different literacy. This paper reviews the methods that have been developed and the types of information sources involved as input to the social network extraction process. This brief review follows the literature related to social network extraction involving supervised methods. Based on different information sources, there are different models in supervised stream.

1. Introduction

Social network extraction can have commented as something mapping entity relationships among all entities [1, 2], represent patterns of relationships between entities [3], measuring social capital, i.e., the value obtained by social actors individually or in groups [4], and present a variety of social structures appropriate to its importance and implementation in different domains or sources of information [5]. In this regard, the extraction of social networks is to produce technology to identify and explain especially content from information sources that are actors and their relationships and provide a way to find social structure. That is, a way to identify social actors and tie relationships between social actors.

Regarding the extraction of social networks from information sources and application for dealing with next issues [6, 7, 8], it is necessary to review as a first step to reveal various issues related to social network extraction [9, 10, 11], i.e. about paradigm, strategy, and information source. In related cases, this paper will provide a review of the interests about and supervised methods for extracting social networks from information sources based on a study [12] and expand it through next literatures, by aiming to reveal possible other model in same stream.

2. Background

Classically, the extraction of social networks is carried out through data on social relations by social scientists done with care and trust, carefully and meticulously [13]. Accordingly, the extraction involves a long time [14]. Classical methods typically entangle questionnaires,
Figure 1. A tree of the social networks where an author as central - Source: https://sinta.ristekbrin.go.id/authors/detail?id=56676&view=network

interviews, live observations, manually filtering archival records, or diverse experimental results [15]. So finding who has a relationship with whom in a large-scale information space becomes a complex problem. Furthermore, asking each individual about their relationship is impractical, given the large number of individuals involved with the dynamic change of relationships that may exist [16].

Advances in information technology in terms of natural language processing have allowed more information about individual activities to be gathered from documents [17]. In general, all these documents do not have the same structure as a database and lack semantics in their interpretation [18]. In this case, the social network extraction method requires not only a tested formulation but also items related to that formulation. Evaluation and testing reveal the trustworthy level of information.

3. An Approach
The purpose of reviewing social network extraction is to see from a broad perspective were the target of social network research that involves name recognition and the identification of relationships between social actors [19]. However, this social network extraction research only focuses on individual names in web documents, and some social network studies either involve different domains or other online information sources, which may take consideration [20]. There are also some studies from online sources of information related to famous people, such as artists and leaders or other entities in the company. For example, see Figure 1, a social network (tree) that shows one’s centrality based on online database as an information source. Any network always consists of two components as a base, namely nodes and edges. Therefore, social network extraction also bases on two tasks, namely identifying actors for nodes and the relationship between actors for edges.

The source of information contains the name of the actor ambiguity (ambiguity), which requires the process of name disambiguation [21, 22]. In this case, each actor’s name well identifies in the various patterns of name labels that may be available and take into account the appropriate pattern as a preliminary consideration for performing the obscurity process. A list
of the names of the identified actors is a basis for identifying the relationship between a couple of actors. While name disambiguation supports the trusted relationship between the actor couple [2].

Generally, information extraction is the process of filling in fields and database records (structured) from unstructured text (information sources) or loose formatting [23, 24] and involves task criteria: segmentation, classification/clustering, consolidation, normalization, and deduplication. So is the extraction of social networks, that is, assuming social networks as information to be generated from a heterogeneous source of information, then social network extraction also takes into account the five criteria of the above information extraction task.

4. Results and Discussion

In the field of artificial intelligence, there are two streams of research to extract social networks from various sources of information. One of them is supervised method [4, 5, 25, 26, 27, 28, 29, 30, 31].

The supervised method uses a function $\lambda$ to classify $Z$, namely $\lambda : Z \rightarrow C$ is like $\lambda(z) = c$, i.e., $z$ in $Z$, and $c$ in $C$ is the class label, i.e., $C = \{c_1, c_2, \ldots, c_{|C|}\}$ is the data set as a target attribute, $|C| \geq 2$ is the number of classes, and $Z \cap C = \emptyset$. This method involves corpus analysis to identify labels from relationships in social networks, in which each actor takes and gives various labels extracted from sources of information [32, 33]. Formally the corpus, latent, and triplet variables are defined as follows.

T1 Corpus:
Corpus $D$ is a collection of $n$ documents represented by $D = \{d_k|k = 1, \ldots, n\}$, where $d$ is the document [34].

T2 Latent variables:
The relationship between actor names, documents, and words are interpreted by a set of latent variables $Z = \{z_1, \ldots, z_l\}$, $l$ is size of $Z$ and each element of $Z$ represents a latent topic [35].

T3 Triplet:
Triplet $\{A, D, W\}$ is an aspect model called a generative model, through $a \times d \times w$, or $P(a, d, w) = P(d)P(a, w|d)$, where $P(a, w|d) = \sum_{z \in Z} P(a, w|z)P(a|D)$, $P(d)$ is the probability of document $d$ in corpus $D$, latent class $z$ with probability $P(z|d)$, word $w$ with probability $P(w|z)$, and the name $a$ with the probability $P(a|z)$ [36].

There are many supervised method strategies that can be used in information extraction such as Bayesian, decision tree, induction tips, and support vector machine (SVM). However, most social network extraction methods involve a generative probabilistic model (GPM) strategy [37].

In the supervised research stream, each actor matches a variety of labels extracted from sources of information related to the actor, and appropriate labels will classify the relationship between the actors. Statistical language processing is statistically an analysis to master the richness of language content from interactions involving words, topics, and other dimensions that derive from interactions between actors [38]. Statistically, probability models have been constructed and used on End-to-End systems [5] to analyze corpus and group actors based on attribute and connection parameters. The corpus built from various sources of information such as email [4, 5, 25, 26, 27, 39, 40], Web [5, 41, 42, 43], working paper group [29, 44] or documents [28, 30, 31], databases [29, 44], different services [41, 42, 43] or homepage [5]. The researchers propose methods. It involves strategies for using machine learning and training conditional random field (CRF). It is to recursively recognize the actor’s name and produce a network with the concept of "friend of friend": That is a system of defining seed actors from email and subsequently generating other actors and relationships between actors from the seed homepage.
Table 1. Summary of reviews on supervised research papers/articles

| References | Paradigm | Strategy | Information Source |
|------------|----------|----------|--------------------|
| [5]        | End to Eng system | Probability: email, Web, homepage |                     |
| [25, 29]   | ART      | Bayesian network-Monte Carlo Gibbs sampling | email |
| [4, 23, 26, 29] | RART    | Bayesian network-Stochastic block-structures | email |
| [30, 31]   | GT       | Bayesian network | Text US senate dataset |
| [40]       | DART     | Bayesian network-CRF, MMR, and TF.IDF | email |
| [28]       | GOT      | Bayesian network-GSI | Text US senate dataset |
| [29, 44]   | APT      | Bayesian network-Rexa database, papers |                      |
| [41, 42, 43] | ArnetMiner system and ACT | Bayesian network-CRF, EM and HMMF | Web, Web Services |

In other words, using parameters generally is to gain knowledge from the corpus, which is a modality of information that can be combined to discover hidden structures based on triplet definitions, involving Bayesian probabilities, for which such a network is called a Bayesian network. Based on those parameters, generative probabilistic models (GPM) can determine the relationship between actors in pairs. The author recipient topic (ART) model, for example, from GPM, is specially designed to capture the meaning of the language used to generate a network of direction by invoking the Monte Carlo Gibbs sampling strategy to obtain a sequence of observations more or less as defined [25]. As an extension of the ART model, role-ART (RART) model groups actors with similar roles using the Stochastic Blockstructures strategy [23]. While, the group topic (GT) model takes into account the characteristics of the relationship text and enables group discovery through new topics that appear in the text [30, 31]. As a modification of the RART model, the discriminative ART (DART) model uses mean reciprocal rank (MRR) for defining latent variables. It involves term frequency-inverse document frequency (TF.IDF) to obtain document vectors and trains CRF to represent hidden predictors of performance for some users [40]. In specific cases combining time and text modalities is to identify topic trends over time by involving group switch index (GSI) indexing strategies, and this is known as the group over time (GOT) model [28]. While exploring the expertise modality through the author-persona-topic (APT) model only is to match the reviewers of the research paper to be submitted to the appropriate person as an implicit form of social network [44].

Although a surge of importance and complexity in the models that reveal the role-based relationship of the actors. Nevertheless, the stream of supervised research involves corpus analysis to identify the descriptions of relationships given in social networks with increased and pre-determined parameters. Nevertheless, the stream of supervised research involves corpus analysis to identify the descriptions of relationships given in social networks with increased and
pre-determined parameters. The use of the corpus in identifying the relationship between
the actors causes disambiguation in parallel can do during the collection of documents. Such as
in the specific case, social networks of the academic, some models from GPM are proposed by
adding and modifying some parameters for the ArnetMiner system [41], but only concerning
topic and conference model implementation strategies. The model is known as the author
conference-topic (ACT) model, and it has a supporter by the use of a hidden Markov random
field (HMRF) in name disambiguation and expectation maximization (EM) as a framework for
assessing parameters in the form of triplets [42]. Nevertheless, the ArnetMiner system uses
the ACT model as the basis for the generation of social networks, where the mining of social
networks of academics is enhanced by involving unregulated methods [43].

The ACT model and the ART model generally have the same concept. The fundamental
difference between these two models is that ART involves a group of documents with a log
system, i.e., email [25]. While the ACT base on a list of papers presented at a scientific conference
(not involving a log system). Thus, it makes possible sources of information come directly
from the Web, although it involves the limited representation of documents [42, 43]. Another
difference between the two is that ART models sometimes produce asymmetric relationships
when messages do not respond. While ACT models always reveal symmetrical relationships
because of the existence of relationships bases on co-occurrence.

A summary of the existed research work on the supervised research stream likes in Table
1. A table that describes, in general, the method of social network extraction with contact
naming involving document groups (corpus), and to further serve as a guide to generate labels
for contact naming involves different methods.

The sources of information involved in Table 1 contain social actors with different roles. In
a specific case, emails as the information source where actors can become the recipients and the
senders of messages or both at once, and they are connected by the existence of communication
via email [4, 5, 25, 26, 27, 29, 40]. At Web information sources, social actors act as authors, and
it will generate relationships through the concept of the existence of two or more actor names in
a document or co-occurrence [5, 41, 42, 43]. Similarly, by involving the source of information on
the homepage (personal site), each actor is represented by his/her homepage where the concept
of relationship as generation from the record defects of other actors that exist on the homepage
or hyperlinks to other Web sites or homepage [5]. Using the concept of co-occurrence also in
the list of working papers (databases) representing any scientific conferences [29, 44] or other
sources of information [41, 42, 43], with which generating relationships through the presence
of actors or co-authors of working papers. The concept of similarity of discussion topics will
connect senators as social actors or group them into different groups [28, 30, 31].

Also, on different occasions, using the same stream of methods, social network extraction is
based on a strategy by marking the link of the event-participant community [45, 46]. The use of
relational databases has also become a target source of information from social networks, namely
the graph operation strategy [47]. In a different research, the development of a methodology
to analyze several social data individually into a tree structure and then collecting it into a
social network [48]. Using novel sources, literature, social network extraction using character
name truncation, and detecting conversations as determinants of relationships between actors
in novels, which reveal different things about influential characters [49]. The adjustment of the
method to information sources for extracting social networks also applies to data sources for
literary works that vary in style and writing every era. Adjustments, in this case, involve the
approach of artificial intelligence [50].

By considering the historical and literary literature, social network extraction involving
supervised stream has its challenges, especially when expressing the identity of each community,
social structure, and the ups and downs of a culture.
5. Conclusion

The supervised method is one of the streams in extracting social networks, which has its own characteristics, especially with regard to the concept of network shared probability. The methods are developed by involving one parameter after another to reveal a social structure that is richer with meaning. The modeling approach is to deal with data models from information sources, especially with regard to tracing entities that are social actors. Each method of forming a social community is different according to the information revealed. Obviously, it is through this the development of sustainable methods when dealing with literature that does not behave in the same way.
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