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ABSTRACT

An important challenge in robotics is understanding the interactions between robots and deformable terrains that consist of granular material. Granular flows and their interactions with rigid bodies still pose several open questions. A promising direction for accurate, yet efficient, modeling is using continuum methods. Also, a new direction for real-time physics modeling is the use of deep learning. This research advances machine learning methods for modeling rigid body-driven granular flows, for application to terrestrial industrial machines as well as space robotics (where the effect of gravity is an important factor). In particular, this research considers the development of a subspace machine learning simulation approach. To generate training datasets, we utilize our high-fidelity continuum method, material point method (MPM). Principal component analysis (PCA) is used to reduce the dimensionality of data. We show that the first few principal components of our high-dimensional data keep almost the entire variance in data. A graph network simulator (GNS) is trained to learn the underlying subspace dynamics. The learned GNS is then able to predict particle positions and interaction forces with good accuracy. More importantly, PCA significantly enhances the time and memory efficiency of GNS in both training and rollout. This enables GNS to be trained using a single desktop GPU with moderate VRAM. This also makes the GNS real-time on large-scale 3D physics configurations (700x faster than our continuum method).

1. Introduction

Granular flows and their interactions with rigid bodies still pose several open questions. Their modeling is complex as they can experience various solid-like, fluid-like and gas-like deformations in time. Engineering applications of machine-terrain interactions include earthwork using industrial excavators, bulldozers, etc. as well as agricultural vehicles. Accurately modeling how these machines interact with granular materials can lead to the development of better training simulators and to the automation of tasks. Robot-terrain interactions are also very important in space exploration, where rovers drive over granular regolith in the reduced-gravity environments of Mars and the Moon. The entrapment of the Mars Exploration Rover Spirit in soft regolith and the tears and punctures in the Mars Science Laboratory Curiosity rover’s wheels demonstrate some of the current challenges of such reduced-gravity granular terrains. Therefore, a real-time and accurate simulation method is essential for robot mobility control, training operators, or for eventually automating aspects of these operations in the construction and space industries.

Current robot-terrain interaction models have very high computational complexity, depend on many difficult to measure parameters, and/or have insufficient predictive power. In terms of high accuracy, one current direction of research is the discrete element method (DEM), which demonstrates promise in modeling granular flows. But it is so computationally intensive as to be infeasible for online applications (Zhu, Wu and Yu, 2005), and for large physical domains can be untenably expensive even in offline applications (Dunatunga and Kamrin, 2017). On the other end of the complexity spectrum, several researchers today highlight the insufficient predictive power of classical terramechanics models (Kumar, Lakshmana Rao and Massoudi, 2003; Lun, Savage, Jeffrey and Chepurniy, 1984), and their limitations to specific flow geometries (Haeri, Tremblay, Skonieczny, Holz and Teichmann, 2020), though they can be real-time. Even modern continuum methods such as material point method (MPM), that simultaneously achieve accuracy and relative efficiency, still may not be real-time for 3D configurations with existing computer processors, especially in hardware-constrained applications like planetary rovers Haeri and Skonieczny.
However, data-driven methods have begun to be applied to similar (especially fluid) simulations. Some researchers (Holden, Duong, Datta and Nowrouzezahrai, 2019; Harmon and Zorin, 2013; Huang, Tong, Zhou, Bao and Desbrun, 2011; Sifakis and Barbic, 2012; von Radziewsky, Eisemann, Seidel and Hildebrandt, 2016) are applying dimensionality reduction methods, such as principal component analysis (PCA) (Hotelling, 1933), to get a lower-dimensional representation of the physics data. Others (Sanchez-Gonzalez, Heess, Springenberg, Merel, Riedmiller, Hadsell and Battaglia, 2018; Li, Wu, Tedrake, Tenenbaum and Torralba, 2019) are using graph neural networks (GNNs) (Gori, Monfardini and Scarselli, 2005; Scarselli, Gori, Tsoi, Hagenbuchner and Monfardini, 2008, 2009; Li, Zemel, Brockschmidt and Zou, 2018; Li, Wu, Tedrake, Tenenbaum and Torralba, 2019), to learn the underlying physical dynamics more accurately. Metrics of success for these methods have to date focused on qualitative visual appearance. In the following, three important aspects of such approaches are reviewed: data, reduced data, and learning.

**Data:** Since machine learning physics simulation methods require hours of data at various initial and boundary conditions, numerical methods will be needed to complement and may even outweigh the use of experiments. To generate fluid simulations as training data, several lines of work have utilized smoothed particle hydrodynamics (SPH (Monaghan, 1992)) (Sanchez-Gonzalez et al., 2018), fluid implicit particle (FLIP (Bridson, 2015)) (Kim, Azevedo, Thuerey, Kim, Gross and Solenthaler, 2019; Um, Hu and Thuerey, 2018), finite volume method (FVM) (Thuerey, Weißenow, Prantl and Hu, 2020), or finite difference method (FDM) (Özbay, Laizet, Tzirakis, Rizos and Schuller, 2019). Also, some general methods such as position based dynamics (PBD (Macklin, Müller, Chentanez and Kim, 2014)) (Holden et al., 2019; Li et al., 2019), and projective dynamics (PD (Bouaziz, Martin, Liu, Kavan and Pauly, 2014)) (Narain, Overby and Brown, 2016; Weiler, Koschier and Bender, 2016) can be used for different types of material simulation (e.g. sand, snow, jelly). However, the continuum hybrid (i.e. particle and mesh-based) force-based material point method (MPM) with an accurate material model (e.g. nonlocal granular fluidity, NGF (Henann and Kamrin, 2014)), is as one of the most accurate and efficient methods for our purpose of granular flow modeling. MPM (Hu, Fang, Ge, Qu, Zhu, Pradhan and Jiang, 2018) has also been recently used to produce sand simulations for the purpose of training a simulator (Sanchez-Gonzalez et al., 2018).

**Reduced Data:** In physics simulations, model reduction methods are utilized to capture the effective degrees of freedom of a physics system (Harmon and Zorin, 2013; Huang et al., 2011; Sifakis and Barbic, 2012; von Radziewsky et al., 2016). This is with the hope to reduce both processing time and memory space usage corresponding to the system. Some work has also applied subspace methods to the equations of motion in FEM solvers (An, Kim and James, 2008; Pan, Bao and Huang, 2015). However, it is difficult to handle collisions in such approaches, and further modifications (Teng, Meyer, DeRose and Kim, 2015) significantly reduce its efficiency. Recent literature (Holden et al., 2019) has shown that principal component analysis (PCA) could be an effective choice to capture the primary modes of elastic object deformations.

**Learning:** Machine learning methods have been recently shown as real-time alternatives to traditional numerical methods to learn from data. One crucial challenge here is to properly learn the underlying dynamics principles in the physical systems automatically. Some methods have been applied to differential equations such as Poisson equation (Özbay et al., 2019). Several recent methods have also been utilized for fluid simulations, including: regression forest (Ladicky, Jeong, Bartolovic, Pollefeys and Gross, 2017; Ladicky, Jeong, Solenthaler, Pollefeys and Gross, 2015), multi layer perceptron (MLP) (Wiewel, Becher and Thuerey, 2019; Um et al., 2018), autoencoder (AE) (Thuerey et al., 2020; Wang, Kashinath, Mustafa, Albert and Yu, 2020; Morton, Jameson, Kochenderfer and Witherden, 2018) convolutional neural network (CNN) (Kim et al., 2019; Tompson, Schlachter, Sprechmann and Perlin, 2017), continuous convolution (CCConv) (Ummelhofer, Prantl, Thuerey and Koltun, 2020), generative adversarial network (GAN) (Xie, Franz, Chu and Thuerey, 2018), and loss function-based method (Prantl, Chentanez, Jeschke and Thuerey, 2020). These methods are useful for a specific state of materials (gas-like, solid-like, or specifically fluid-like). They would likely need modifications to the architecture itself (not to mention additional data as well, of course) to make them work in the other states. However, graph networks (GN) (Battaglia et al., 2018), a type of graph neural network (Scarselli et al., 2008), have been shown to be capable of simulating different states of materials while being simple to implement. Dynamic interaction network (Li et al., 2019), as a GN variant, has been proposed for general simulations including elastic and rigid objects. But, it also requires additional computations and data to simulate elasto-plastic materials. In fact, the current position and velocity are no longer sufficient as inputs; additionally, the resting position and an extra network type (hierarchical modeling) are required. Recent state-of-the-art research has developed graph network simulator (GNS) (Sanchez-Gonzalez et al., 2018), which has outperformed some other recent methods (Li et al., 2019;
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Figure 1: Left: A sample graph with nodes, directed edges, and features. Right: Illustration of one-step computational graph of node A in graph shown in Figure 1.

Ummenhofer et al., 2020) in terms of accuracy and ease of implementation.

This research achieves accurate real-time engineering simulations of large-scale rigid body-driven granular flows. The metrics for accuracy include the positions of granular particles as well as the reaction forces on the rigid body. This is accomplished by integrating a high-accuracy machine learning approach, graph network simulator (GNS), with principal component analysis (PCA) into a subspace graph network simulator. GNS was customized to deal with subspace physics, to use a single fully-connected message passing step, and to predict interaction forces. The system is trainable via a single desktop GPU with moderate VRAM. There are two distinct contributions here: (1) extensive training data generated via an accurate MPM verified by experimental data (Haeri et al., 2020; Haeri and Skonieczny, 2021), and (2) significantly reducing the training and rollout runtime and memory usage of GNS by learning the subspace dynamics (i.e. subspace learning (Champion, Lusch, Kutz and Brunton, 2019)) using the reduced data obtained by applying PCA to high-dimensional physics data.

This paper is organized in the following manner: we will first provide a background on graph neural networks (GNN). Then, it will develop various modules in the training phase of the subspace graph network simulator (GNS). The paper will end by providing quantitative and qualitative rollout results compared with the ground truth MPM results. The source code of the developed algorithm is available on GitHub as referred in the context.

2. Graph Neural Networks

This section provides a background on graph neural networks (GNNs). We introduce graph machine learning, and explain the GNNs (under the field of graph machine learning) and their necessity. Furthermore, we discuss the expressive power of GNNs and introduce graph network as generalized GNNs. We also explain one limitation of GNNs and why a non-learning model reduction method can help.

Graphs are general data structures for describing complex systems. Graphs are composed of entities (also known as nodes) and pairwise interactions (edges). In many cases, graph objects can have attribute (feature) information differentiating them from each other. A sample graph is shown in Figure 1(Left). Machine learning with graphs enables us to do different node-, edge-, and graph-level tasks on graph data. These include, but are not limited to, node classification (Jumper, Evans, Pritzel, Green, Figurnov, Tunyasuvunakool, Ronneberger, Bates, Zidek, Bridgland, Meyer, Kohl, Potapenko, Ballard, Cowie, Romera-Paredes, Nikolov, Jain, Adler, Back, Petersen, Reiman, Steinegger, Paccholska, Silver, Vinyals, Senior, Kavukcuoglu, Kohli and Hassabis, 2020), relation prediction (Ying, He, Chen, Eksombatchai, Hamilton and Leskovec, 2018; Zitnik, Agrawal and Leskovec, 2018), graph generation (Konaklieva, 2014; Stokes, Yang, Swanson, Jin, Cubillos-Ruiz, Donghia, MacNair, French, Carfrae, Bloom-Ackermann, Tran, Chiappino-Pepe, Badran, Andrews, Chory, Church, Brown, Jaakkola, Barzilay and Collins, 2020), and graph evolution (Sanchez-Gonzalez et al., 2018). Traditional machine learning pipelines require hand-engineered features extracted based on manually computed graph statistics and kernels (e.g. node degree, neighborhood overlap). These hand-engineered features are non-adaptive through a learning process, and time-consuming to process (Hamilton, 2020). Graph representation learning is an alternative approach to learning over graphs. In this approach, the aim is to automatically learn the features from encoded graph structural information.

Graph neural networks (GNNs), in their basic form, are the generalization of convolutional neural network (CNN) beyond structured grid and sequence data to non-Euclidean data (Bruna, Zaremba, Szlam and LeCun, 2014). In fact,
GNNs can handle data with arbitrary size and complex topological structure, varying node ordering, and often dynamic features. In a deep message-passing framework, GNNs determine a node’s computational graph and propagate information through the graph. Below, we summarize how to propagate information across a graph to compute node features using a neural network.

2.1. Message-Passing Framework

In this framework, a graph is defined as \( G = (E, V, u) \). The \( u \) is a global feature. The \( V = \{ v_i \}_{i=1}^{N^v} \) is a set of nodes where \( v_i \) are node features. The \( E = \{ (e_l, r_i, s_j) \}_{l=1}^{N^e} \) is a set of edges where \( e_l \) are edge features, \( r_i \) is the index of receiver node, and \( s_j \) is the index of sender node. Also, \( N^e \) and \( N^v \) are the number of edges and nodes, respectively. Here the global, node and edge feature embeddings are \( h_u = f_u(u) \), \( h_{vj} = f_v(v_i) \) and \( h_{ej} = f_e(e_l) \), respectively, where \( f(.) \)'s are arbitrary functions. Note that the global and edge embeddings are only used in the graph network as a generalized message-passing framework.

Every node has its own computational graph based on its local neighbourhood. The computational graph forms a tree structure by unfolding the neighborhood around the target node (Hamilton, 2020). It can have arbitrary depth (i.e. message-passing steps). A one-step computational graph for a single node is shown in Figure 1(Right). The message-passing framework is defined upon the computational graph. A basic framework consists of arbitrary differentiable node Update and Aggregate functions as follows

\[
    h_{vj}^{(k+1)} = \text{Update}^{(k)}(h_{vj}^{(k)}, \text{message}^{(k)}_{N(v_i)})
\]

for

\[
    \text{message}^{(k)}_{N(v_i)} = \text{Aggregate}^{(k)}(\{h_{vj}^{(k)}|\forall v_j \in N(v_i)\})
\]

where \( \text{message}^{(k)}_{N(v_i)} \) is the message that is aggregated from node \( v_i \)'s graph neighborhood, \( N(v_i) \), at message-passing step \( k \). Also, the Update function combines the aggregated message with the previous target node embeddings.

The Update and Aggregate functions are applied per node. The Update function can be defined via a neural network (with nonlinear activation(s) to add expressiveness) in the GNN message-passing framework. There are different ways to aggregate the features, such as mean pooling in graph convolutional network (GCN) (Kipf and Welling, 2016), and max pooling in GraphSage (Hamilton, Ying and Leskovec, 2017). Also, since the Aggregate function takes a set as input, the framework is permutation equivariant by design. This means that the Aggregate function output is permuted in a consistent way in response to permutations of the input (Hamilton, 2020). The expressiveness power of the Update function and the choice of the Aggregate function will be discussed later in the current section.

In this framework GNN is inductive: (1) the parameters are shared, (2) the number of parameters is sublinear within the size of graph (e.g. node features size, \(|V|\)), and (3) it can be generalized to unseen nodes. Specifically, GNNs are a certain class of general neural architectures. It means that graph structure is the input to the neural architecture (instead of being part of it), and the model parameters are shared to respect the invariance properties of the input graph (You, Leskovec, He and Xie, 2020). GNN examples include GCN, GraphSage, and Graph Attention Network (GAT) (Veličković, Cucurull, Casanova, Romero, Liò and Bengio, 2018) with different message-passing architectures.

2.2. Expressiveness (Theory)

It is desirable for GNNs to have a high level of expressiveness. The expressive power of GNNs is specified as the ability to distinguish different computational graphs (i.e. graph structures). Isomorphic nodes are defined as the nodes that have the same computational graphs (i.e. same features and neighbourhood structure). GNNs are unable to distinguish two isomorphic nodes since they consider node features, not node IDs/indexes. Also, an injective function maps every unique input to a different output. The most expressive GNN maps every computational graph into different node embeddings, injectively.

Hence, the Aggregate function should be injective. That is, the expressiveness of GNNs can be characterized by the expressiveness of the Aggregate function over multisets (i.e. sets with repeating elements). For instance, GCN and GraphSage are not maximally powerful GNNs as they use non-injective mean and max pooling functions for aggregation, respectively. On the other hand, Theorem 1 recently proposed by Xu, Hu, Leskovec and Jegelka (2019) indicates that a sum pooling operation is an injective function over multisets.
Theorem 1. Assume $\mathcal{X}$ is countable. There exists a function $f : \mathcal{X} \rightarrow \mathbb{R}^n$ so that $h(X) = \sum_{x \in X} f(x)$ is unique for each multiset $X \subset \mathcal{X}$ of bounded size. Moreover, any multiset function $g$ can be decomposed as $g(X) = \Phi \left( \sum_{x \in X} f(x) \right)$ for some function $\Phi$.

Also, the universal approximation theorem (Hornik, Stinchcombe and White, 1989) states that a multi-layer perceptron (MLP) with sufficiently large hidden dimensionality (i.e. from 100 to 500 nodes) and appropriate non-linearity (e.g. ReLU activation) can approximate any continuous function with an arbitrary accuracy. The Graph Isomorphism Network (GIN), developed based on the aforementioned theorems (Xu et al., 2019), is one of the most expressive GNNs in the class of message-passing GNNs, where its expressiveness is upper bounded by Weisfeiler-Lehman Isomorphism Test. It has the following relation:

$$h_{vi}^{(k+1)} = \text{MLP}^{(k)} \left( h_{vi}^{(k)}, \text{Sum}^{(k)} \left( \{ h_{vj}^{(k)} | \forall v_j \in N(v_i) \} \right) \right)$$ (3)

Therefore, sum pooling (Sum) and MLP will be used in a generalized message-passing framework. Note that we can also add rich node features to improve the expressiveness of the GNNs.

2.3. Graph Networks

A generalized message-passing framework is known as a graph network (GN) (Battaglia et al., 2018). The important aspect in graph networks is that, during message passing, in addition to node embeddings $h_{vi}$, we generate the edge embeddings $h_{ej}$, as well as a global embedding $h_u$ corresponding to the entire graph. This allows the framework to easily integrate edge- and graph-level features. Also, recent work (Barceló, Kostylev, Monet, Pérez, Reutter and Silva, 2020) has shown GN to have benefits in terms of expressiveness compared to a standard GNN. Generating edge and global embeddings during message-passing also makes it trivial to define loss functions based on graph or edge-level classification tasks (Hamilton, 2020).

As already discussed, multi-layer perceptrons (MLPs) and element-wise sum pooling (Sum) are selected as the Update and Aggregate functions for maximal expressiveness. The message-passing neural network (MPNN, also called interaction network) architecture (Gilmer, Schoenholz, Riley, Vinyals and Dahl, 2017), a simplified version of the full GN architecture, will be used for the physics simulator explained in §3.3.

2.4. Limitation and Proposed Approach

GNNs might be infeasible for large-scale applications on a GPU with mid-level limits on memory (i.e. VRAM of 10-20GB). Aside from mini-batch, one solution to this is to consider linear activation functions in GNNs. This has worked well for node classification benchmark (Wu, Zhang, de Souza Jr. au2, Fifty, Yu and Weinberger, 2019). Using this, one can pre-process graph features on a CPU (with large memory capability) offline.

However, this will limit the expressive power of GNNs due to the lack of non-linearity in generating the embeddings. In this research, we propose applying a non-learning, CPU-runnable dimensionality reduction method, PCA, to physics graph data in order to:

1. Significantly reduce the size of graph data,
2. Reduce the required message-passing steps to only one, and
3. Eliminate the need for computationally expensive edge construction algorithms.

3. Subspace Graph Network Simulator

For engineering applications, the underlying physics govern the system response. A learning physics simulation can be discussed and assessed in terms of the following factors:

1. Accuracy: An accurate method ideally learns from clean and accurate datasets (§3.1).
2. Speed: A fast method can be achieved via reduced, memory-efficient data and/or by using reusable modules that can be run on modern accelerator hardware such as GPU (§3.2).
3. Generalization: Strong generalization is achievable by imposing relational inductive bias on the learning model. Models with strong inductive biases are more data efficient and can generalize much better to unseen scenarios (§3.3).
4. Differentiability: Differentiable models such as neural networks are appropriate for inverse problems (e.g. control systems).
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Figure 2: Training in subspace GNS. Data $X$ includes time series of flow states $S$, rigid states $R$, and interaction forces $F$. Also, $S'$ and $Z$ are reduced flow states and reduced system states. Here, states are particle positions.

Figure 3: Rollout in subspace GNS. Initial Data $X(0)$ includes initial flow states $S_0$ and (initial) rigid states $R(0)$. Also, $S'_{0}$ and $Z_{0}$ are reduced initial flow states and reduced (initial) system states. In the end, results $X$ include time series of flow states $S$, rigid states $R$, and interaction forces $F$. Also, $S'$ and $Z$ are reduced flow states and reduced system states. Here, states are particle positions.

In this section, we develop a real-time learning simulation approach for modeling rigid body-driven elasto-viscoplastic (and sometimes stress-free) granular flows. Focus on this application does not limit its potential applicability to other materials, not considered here. The approach will benefit from material point method (MPM), principal component analysis (PCA), and graph network simulator (GNS), and is decomposed to a training phase and a rollout phase. Such an approach has not been developed for granular flows before.

The training phase is illustrated in Figure 2. First, we generate training datasets via material point method (MPM) verified by experiments. Then, we apply PCA to the full data in a pre-processing step (on CPU). As a result, depending on the application, a desired quality (i.e. considering both accuracy and memory-efficiency) can determine the number of PCA modes. Finally, we train GNS (a GN model with Encoder-Processor-Decoder scheme on GPU) using data representing subspace elasto-viscoplastic granular flow. The modules shown in the figure including Data (§3.1), Reduced Data (§3.2), and Learning (§3.3) will be elaborated in the following sections.

In the rollout phase, depicted in Figure 3, we use the learned subspace model to compute the granular flow-rigid body interaction forces (on CPU). Also, the fullspace granular flows are computed in a post-processing step (on GPU) which is useful for visualization purposes. The rollout phase will be explained in §3.4.

3.1. Data

Material point method (MPM) has been shown to provide good matching with experimental results (Haeri et al., 2020; Haeri and Skonieczny, 2021) with runtime on the order of 10 to hundreds of times real-time. Therefore, hundreds of numerical simulations can be produced for the proposed machine learning approach. Here, we generate two datasets:
Table 1
Datasets specifications. Motion types include (1) a discrete ramp-horizontal-ramp motion, and (2) a continuous curved motion. Also, Grav., Fric., and Dia. stand for gravity, soil internal friction angle, and wheel diameter.

| Dataset  | Angle [deg]  | Depth [cm]  | Speed [cm/s] | Motion |
|----------|--------------|-------------|--------------|--------|
| Excavation | {0,4,10,31,45} | {2,4,5,8,10} | {1,4,8,10,15} | {1,2} |
| Wheel | {1.62,3.72,9.81} | {30,37,43} | {100,164,225} | {5,15,30} | {20,40,70} |

Excavation and Wheel. Each dataset has ∼75000 data frames gathered with 60 Hz of data acquisition rate (as temporal discretization is not constrained by stability conditions, in data-driven methods). The Excavation dataset contains 250 examples with a single soil type and a blade cutting at various depths, speeds, rake angles (i.e. relative to vertical), and motion types. The Wheel dataset is slightly more complex. This includes 243 examples with soils having different internal friction angles, and wheels with various diameters operating at various normal load and slip (percentage of the wheel’s rotary motion not translating to forward linear motion). There are also multiple gravity conditions representing the Moon, Mars, and Earth. These variables are summarized in Table 1. Moreover, some examples are shown in Figure 4.

A dataset $X = \{X_i\}_{i=1:n}$ includes $c$ examples of $X_i = \{S_i, R_i, F_i\}$ consisting of a time series of the positions of granular flow $S_i$ and the rigid body $R_i$ interacting with it, and a time series of the total interaction forces $F_i$ (applied to the center of mass of the rigid body), where

$$S_i = \begin{bmatrix} x_1^1 & y_1^1 & z_1^1 & \ldots & x_1^m & y_1^m & z_1^m \\ x_2^1 & y_2^1 & z_2^1 & \ldots & x_2^m & y_2^m & z_2^m \\ \vdots & \ddots & \vdots & \ldots & \vdots & \ddots & \vdots \\ x_n^1 & y_n^1 & z_n^1 & \ldots & x_n^m & y_n^m & z_n^m \end{bmatrix}^{T \times 3}_{m \times n}$$

with $m$ and $n$ as the numbers of timesteps (frames) and flow particles, respectively. In fact, each column in $S_i$ represents a time series of particle positions in 3D. The $R_i$ has also a similar structure. Moreover, the interaction forces $F_i$ are given by

$$F_i = \begin{bmatrix} F_{x1}^1 & F_{y1}^1 & \ldots & F_{x1}^m \\ F_{x2}^1 & F_{y2}^1 & \ldots & F_{x2}^m \\ \vdots & \ddots & \vdots & \ldots & \vdots & \ddots & \ddots & \vdots & \vdots & \ddots \end{bmatrix}_{1 \times 3}$$

We divide the dataset into two subsets: the training split including 90% and test split including 10% of the examples. We work with the training split in the training phase, and with the test split in the rollout phase. Also, a validation split is not required as we will use the model hyperparameters already tuned.

Note that as we separately construct the $S_i$ and $R_i$ data matrices, the particle types (i.e. flow, rigid/boundary, etc.) are recognizable. They are used as node features in the graph network explained in §3.3.

3.2. Reduced Data
Physical systems in MPM can be described by particles each with three coordinates (degrees of freedom) in 3D. The minimum number of particles are subject to stability conditions. Thus, such systems are often high-dimensional for large scale problems. Note, to conserve the particle coordinates, we define the dimensions by the particles rather than the system’s degrees of freedom. However, the effective dimensions of a physical system can be far smaller than the system dimensionality.

Principal Component Analysis (PCA) is a non-parametric linear dimensionality reduction method (Pearson, 1901; Hotelling, 1933). It provides a data-driven, hierarchical coordinate system to re-express high-dimensional correlated...
data. The resulting coordinate system geometry is determined by principal components. These are sometimes called bases, modes or latent variables of the data. These modes are uncorrelated (orthogonal) to each other, but have maximal correlation with the observations (Brunton and Kutz, 2019). Particularly, the goal of this method is to compute a subset of ranked principal components to summarize the high-dimensional data while retaining trends and patterns. PCA, as a model reduction method, can capture the effective dimensions of the physical system. In fact, PCA enables us to calculate the complexity of the system. It should be noted that both the strength and weakness of PCA is that it is a non-parametric method. In cases where standard PCA fails due to the existence of non-linearly in data, kernel PCA (Schölkopf, Smola and Müller, 1998) can be used. Compared to an autoencoder neural network, kernel PCA still does not require learning/optimization and prior specification of size of the latent space.

**Reduced Data Computation:** We aim to apply PCA to the granular flow data, and pass the rigid body as is ((Holden et al., 2019)). Therefore, we compute the PCA transformation matrix $U_{n \times r}$ where $r$ is the number of modes we select, and the data matrix is $S_{\text{train}}$ including the flow states of each example in the training split as follows

$$S_{\text{train}} = \begin{bmatrix} S_1 & S_2 & \cdots & S_{c_{\text{train}}} \end{bmatrix}^{T}_{n \times c_{\text{train}}}$$

(6)

where $c_{\text{train}}$ is the number of examples in the training split. Now we can compute the reduced flow states $S' = \{S'_i\}_{i=1}^{c}$ by applying the PCA transformation $U_{n \times r}$ separately to each example in $S = \{S_i\}_{i=1}^{c}$ as follows

$$S'_i = (S_i - \bar{S}_{\text{train}})U.$$ 

(7)
Finally, we construct the system states $Z = \{ Z_i \}_{i=1:c}$, where

$$Z_i = \begin{bmatrix} S_i' & R_i \end{bmatrix}.$$  \hspace{1cm} (8)

We omit the subscript $i$ hereinafter for simplicity, and decompose the states for each example, $Z_i$, into multiple $(d + 1)$ timestep windows of states $Z^{t-(d-1)}$ as the inputs to the Learning module (in §3.3). Note, the $Z^{t+1}$ are as the target (or label) states. The $F^{t+1}$ is also passed to the Learning module as the target interaction force.

**Mode Number Selection:** Each example in the Excavation and Wheel datasets is composed of $27000$ and $6000$ particles (or dimensions), respectively. To quantitatively determine the complexity of the physics data, we compute the normalized cumulative sum of the (sorted) eigenvalues corresponding to the columns (i.e. modes) of the transformation matrix $U$ via

$$\text{Energy} = \frac{\sum_{i=1}^{r} \lambda_i}{\sum_{i=1}^{n} \lambda_i}.$$ \hspace{1cm} (9)

This is used to select an appropriate number of modes, ($r$), that can capture most of the Energy (i.e. variance) of the data (Brunton and Kutz, 2019). Figure 5(outset) shows that the very first modes ($< 10$ out of $27K$ and $6K$ dimensions) can be used to construct the Excavation and Wheel data in subspace (i.e. PCA space) while keeping more than $99\%$ of the data variance. Moreover, to measure the position mean squared error (MSE), we (1) map the data to the subspace using different numbers of modes ($r = 1, 2, 4, \ldots, 256$), (2) map back the reduced data to the fullspace, and (3) compare the mapped-back data with the original data. Based upon the results shown in Figure 5(inset), we choose 8 modes to use as inputs to the graph network (discussed in §3.3) for learning the subspace dynamics of the granular flows. This will reduce the time and memory complexity of the graph network in both the training and rollout phases, while keeping position MSE below $10^{-4}$.

3.3. Learning

Graph neural networks (GNNs) should “express” as many inductive biases as possible. Inductive biases allow learning algorithms to prioritize one solution over another, independent of the observed data (Mitchell, 1980). Also, relational reasoning involves manipulating structured representations (graphs) of entities (nodes) and relations (edges), using rules (functions) for how they can be composed (Battaglia et al., 2018). Graph networks (GNs) carry strong relational inductive biases which guide their approach towards learning about entities and relations (Battaglia et al., 2018). They, in fact, impose constraints on relationships among graph nodes in a learning process. Furthermore, some non-relational inductive biases are used in deep learning, including non-linear activations, dropout (Srivastava, Hinton, Krizhevsky, Sutskever and Salakhutdinov, 2014), normalization (Ioffe and Szegedy, 2015), etc. all imposing constraints on the outcome of learning.
The inductive biases can improve the *combinatorial generalization* of GNs, an important aspect of a learning physics simulation approaches (factor #3 listed in §3). The principle of combinatorial generalization is constructing new predictions from known observation. This has been at the heart of the broader field of artificial intelligence (Chomsky, 1957). In addition, the GNS’ node- and edge-level functions are shared across all edges and nodes, respectively. This means GNS automatically support a form of combinatorial generalization (Battaglia et al., 2018).

In terms of physics modeling, GNs have analogies with physical systems (in Newtonian mechanics) (Shlomi, Battaglia and Vlimant, 2021; Cranmer, Sanchez-Gonzalez, Battaglia, Xu, Cranmer, Spergel and Ho, 2020). If we assume that the graph nodes are like particles, then the particle internal forces, net internal forces, and accelerations, are analogous to the graph edges, Sum functions, and node Update function, respectively. These can be used iteratively to compute the positions in the next timestep. Here we aim to learn the subspace dynamics of the physical systems via graph network simulator (GNS) proposed by (Sanchez-Gonzalez et al., 2018). GNS has an Encoder-Processor-Decoder scheme which is a combination of the Encoder-Decoder and message-passing frameworks introduced in §2.

GNS is a simulator $s_\theta : Z^{t-(d-1),...t-1,t} \rightarrow Z^{t+1}$ with learning parameters $\theta$. It predicts the future states of a physical system $\hat{Z}^{t+1}$ given a finite time history ($d$ timesteps) of the states $Z^{t-(d-1),...t-1,t}$. As mentioned in §3.2, $Z$ includes subspace particle positions and particle type information. GNS modules including Encoder, Processor, and Decoder will be described below along with minor but effective customization given our reduced data. Afterwards, the training specifications will be detailed.

### 3.3.1. Encoder

The Encoder : $Z^{t-(d-1),...t-1,t} \rightarrow G^{(0)}$ embeds the particle states $Z^{t-(d-1),...t-1,t}$ as an initial latent graph $G^{(0)} = (E^{(0)}, V^{(0)})$ in the current timestep $t$. The $V^{(0)} = \{h_{v_i}^{(0)}\}_{i=1:N}$ is a set of node embeddings $h_{v_i}^{(0)} = \text{MLP}_{\text{enc}, v}(v_i^{(0)})$ where $v_i^{(0)}$ are node features. The $E^{(0)} = \{(h_{e_i}^{(0)}, r_i, s_i)\}_{i=1:N}$ is a set of edge embeddings $h_{e_i}^{(0)} = \text{MLP}_{\text{enc}, e}(e_i^{(0)})$ where $r_i$ is the index of receiver node, $s_i$ is the index of sender node, and $e_i$ are edge features. Note that the global feature $u$ (such as gravity and internal friction angle) has been omitted, as all required features can be incorporated into the node embeddings in our application.

Here, particle types and a finite time history of particle velocities ($d-1$; velocities computed from particle positions) are considered as the node features $v_i$. Also, relative positions between the sender and receiver nodes are added as the edge features $e_i$. This choice of feature augmentation makes the position encoding spatial equivariant. In other words, this causes GNNs to perform better in position-aware tasks as GNNs have limited power in capturing the position of a given node with respect to all other nodes of the graph (You, Ying and Leskovec, 2019). The general solution is known to construct the relative positions by anchoring a fixed point as reference. Here in GNS instead, the anchoring points are dynamic as they are the sender nodes.

In the current approach, we construct a complete graph (i.e. all nodes are connected with all other nodes via two-way directed edges). This is because we are using physics particles as nodes in subspace and their relationships in this space might not be proximity-based (this is an open question for us). As a result, it eliminates the need to use a nearest neighbor algorithm for edge construction.

### 3.3.2. Processor

The Processor : $G^{(0)} \rightarrow G^{(1)}$ is used as a message-passing step to compute the updated latent graph $G^{(1)} = (E^{(1)}, V^{(1)})$ given the initial latent graph $G^{(0)}$. This uses interaction network architecture (Gilmer et al., 2017) – a simplified version of the full GN architecture. The equations in the interaction network are shown in Algorithm 1.

In addition to the spatial equivariance inductive bias (in the Encoder, already described above), the Processor introduces other physics-informed inductive biases including:

1. Permutation equivariance: The Update functions (MLPs) are over a set of embeddings. The set representation does not impose ordering (whereas a vector does).
2. Pairwise interactions: The edge Update function (MLP$_{\text{proc}, e}$) captures the pairwise interactions between nodes (inter-particle forces in physics).
3. Superposition principle: The sum pooling as the Aggregate function behaves similar to superposition (superposition principle in physics).
4. Local interactions: The node Update function (MLP$_{\text{proc}, v}$) captures the local interaction. It means that the effects of nearby nodes are larger than the farther nodes on a target node (nonlocality in physics).
5. Universal rules: The node and edge Update functions (MLPs) are shared for each node and edge, respectively. Hence they can learn the underlying universal rules (the laws of physics).
Algorithm 1: Interaction network

| Input  | Output |
|--------|--------|
| $E^{(0)}, V^{(0)}$ | $E^{(1)}, V^{(1)}$ |

for $i = 1$ to $N^e$ do

$h_{e_i}^{(1)} \leftarrow \text{MLP}_{\text{proc},e} \left( h_{e_i}^{(0)}, h_{v_{e_i}}^{(0)}, h_{l_{e_i}}^{(0)} \right)$

for $j = 1$ to $N^u$ do

$h_{e_j}^{(1)} \leftarrow \text{MLP}_{\text{proc},o} \left( h_{e_j}^{(0)}, h_{e_j}^{(1)} \right)$

$h_{v_{e_i}}^{(1)} \leftarrow \text{MLP}_{\text{proc},e} \left( h_{v_{e_i}}^{(0)}, h_{v_{e_i}}^{(1)} \right)$

Also, another inductive bias (inertial motion) will be incorporated in the Decoder. These physics-informed inductive biases make GNS as general-purpose as possible for physics simulations. Note that, as a customization specific to modeling subspace physics, we use one message-passing step ($N^k = 1$) since our graph is complete and thus messages can reach any node from any other node in a single step.

3.3.3. Decoder

The Decoder: $G^{(1)} \rightarrow \hat{\mathbf{z}}^{t+1}$ extracts the dynamics information $\hat{\mathbf{z}}^{t+1}$ from the updated latent graph $G^{(1)}$. We define and compute the output $\hat{\mathbf{z}}^{t+1}$ via

$$\hat{\mathbf{z}}^{t+1} : = \left[ \hat{\mathbf{a}}^{t+1} \quad \cdots \quad \hat{\mathbf{a}}^{t+1}_{N^v} \quad \hat{\mathbf{F}}^{t+1}_{1} \quad \cdots \quad \hat{\mathbf{F}}^{t+1}_{N^v} \right]_{6 \times N^v} = \text{MLP}_{\text{dec}} \left( G^{(1)} \right)$$

as a combination of particle (node) accelerations $\hat{\mathbf{a}}^{t+1}$ and particle interaction force contributions $\hat{\mathbf{F}}^{t+1}$ to the total interaction force $\hat{\mathbf{F}}^{t+1} = \sum_{i=1}^{N^v} \hat{F}_i^{t+1}$ applied to the center of mass of the rigid body. The MLP_{dec} is applied to each particle separately. Also, the predicted particle states $\hat{\mathbf{z}}^{t+1}$ can then be computed based on the predicted particle positions $\hat{\mathbf{z}}^{t+1}$ given by

$$\hat{z}_i^{t+1} = z_i^t + \Delta t \frac{z_i^t}{\Delta t} + \frac{1}{2} \Delta t^2 \hat{z}_i^{t+1}$$

where $\hat{z}_i^t = (z_i^t - z_i^{t-1}) / \Delta t$, $\hat{z}_i^{t+1} = \hat{a}_i^{t+1}$, and $\Delta t = 1$. Basically, GNS focuses on the non-trivial, higher-order term (i.e. particle acceleration $\hat{z}$) of equation (11). In fact, this term is a function of the particle internal force $f$ (as $f = m \frac{z}{\Delta t}$, with $m$ here being mass). And $f$ is a function of particle stress tensor $T$ including the effect of all elasto-visco-plastic (or sometimes stress-free) deformations (as $f = V \text{div} T$, with constant particle mass and volume, $V$; not to be confused with the set of nodes $V$). In GNS, it is also possible to include the effect of external forces by adding gravity, external friction coefficient, etc. to the node features. With these, GNS fundamentally becomes a force-based simulator like MPM by predicting the right hand-side of the momentum equation (as opposed to position-based methods like PBD).

From another point of view, GNS predicts the deviation from the current position leading to a more stable prediction. Note that here, the accelerations are assumed to be constant between the timesteps. So the accelerations between timesteps $t$ and $t + 1$ are shown by $\hat{a}_i^{t+1}$ (or $\hat{a}_i^{t+1}$). Also in equation (11), it is not necessary to include the 1/2 coefficient since $\hat{z}_i^{t+1}$ is the output of an MLP that can learn this coefficient.

3.3.4. Specifications

As explained above, five MLPs are used as the Update functions in GNS. These include MLP_{enc,e}, MLP_{enc,v}, MLP_{proc,e}, MLP_{proc,o}, and MLP_{dec} whose parameters (i.e. weights) $\theta$ should be optimized. Each MLP has two hidden layers (with ReLU activations) and an output layer each with size of 128, except for the MLP_{dec} whose output layer size is 6 given our defined output vector (i.e. concatenated vector of particle acceleration and interaction force contribution).

We define the loss function $L$ as the sum of the mean squared error (MSE) of the accelerations $a$ and squared error...
of the interaction force $F$ given by

$$L(Z^t, Z^{t+1}; \theta) = \left( \sum_{i=1}^{N^v} ||\dot{a}_i^{t+1} - \dot{a}_i^{t+1}||^2 / N^v + ||\dot{F}_t^{t+1} - F_t^{t+1}||^2 \right)$$

where $F^{t+1}$ is the target interaction force, and the target accelerations $\dot{a}_i^{t+1}$ are approximated using a temporal second-order central finite difference scheme on the positions given by

$$\dot{a}_i^{t+1} = \frac{z_i^{t+1} - 2z_i^{t} + z_i^{t-1}}{\Delta t^2}$$

where $z_i^{t+1}$ are the target positions and $\Delta t = 1$. Adam optimizer (Kingma and Ba, 2017) is used to minimize the loss function over a mini-batch of size 2. The exponential learning rate is set to decay from $10^{-4}$ to $10^{-6}$ through a maximum of 20M training steps. We used the tuned model hyperparameters from Sanchez-Gonzalez et al. (2018).

To accelerate the training process, the data is element-wise normalized to zero mean and unit variance with pre-computed means and variances of the training split. Also, a random-walk noise, Normal(0, 0.0003), is applied to the node positions and velocities (Sanchez-Gonzalez et al., 2018). This can resolve error accumulation issues; a roughly steady-state rollout Position MSE was achieved, as shown in Figure 6(right), for both Excavation and Wheel. The training loss convergence achieved in ~ 15M steps is also shown in Figure 6(left).

The training was performed on an NVIDIA GeForce RTX 3080 10GB GDDR6X graphics card. The post-processing visualizations that will be described in §3.4, were done in Python. The open-source code of the GNS model has been developed primarily via TensorFlow (Abadi, Agarwal, Barham, Brevdo, Chen, Citro, Corrado, Davis, Dean, Devin, Ghemawat, Goodfellow, Harp, Irving, Isard, Jia, Jozefowicz, Kaiser, Kudlur, Levenberg, Mane, Monga, Moore, Murray, Olah, Schuster, Shlens, Steiner, Sutskever, Talwar, Tucker, Vanhoucke, Vasudevan, Viegas, Vinyals, Warden, Wattenberg, Wicke, Yu and Zheng, 2016) and Graph Nets library (Battaglia et al., 2018) and published by Google DeepMind (Sanchez-Gonzalez et al., 2018). We have, however, customized it in a way to be feasible and appropriate for robotics applications by adding real-time 3D force prediction functionality. Our code is publicly available on GitHub here.

### 3.4. Rollout

The training phase described in the previous section prepares the model for the rollout phase depicted in Figure 3. The rollout consists of the Initial Data, pre-processing Reduced Data, Learned Model, and post-processing Results modules.

Initial Data includes an initial $d$-timestep history of flow states $S_0$. Also, the rigid states should be included. The rigid states can be either initialized ($R_0$) or scripted/interactive ($R$). The former means that the model will predict the trajectory of the rigid body interacting with flow as well; this choice should be consistent with the model already
Table 2
MPM (Physics), subspace GNS (Ours) and fullspace GNS (Ref) runtime comparison. GPU¹, GPU², CPU¹, and CPU² are NVIDIA GeForce RTX 3080 10GB, NVIDIA Tesla P6 16GB, Intel Core i7-10700 2.9GHz 8-Core, and Intel Core i7-6700 3.4GHz Quad-Core, respectively. One CPU¹ core and four CPU² cores are used.

| Dataset | Method | Training [sec/step] | Rollout [sec/sec] | Simulation [sec/sec] |
|---------|--------|---------------------|-------------------|---------------------|
|         |        | GPU¹ | GPU² | CPU¹ | GPU¹ | CPU² | GPU¹ | CPU² | GPU¹ | CPU² |
| Excavation | Physics | – | – | – | – | – | – | – | – | – |
|          | Ref     | OOM | 1.000 | – | OOM | – | – | – | – | – |
|          | Ours    | 0.016 | 0.064 | 0.350 | 0.440 | – | – | – | – | – |
| Wheel    | Physics | – | – | – | – | – | – | – | – | – |
|          | Ref     | OOM | 0.500 | – | OOM | – | – | – | – | – |
|          | Ours    | 0.017 | 0.068 | 0.380 | 0.460 | – | – | – | – | – |

trained. Next, in Reduced Data, the initial flow states is reduced to a subspace representation \((S'_{0})\) using PCA (see equation (7)). The flow and rigid states \(Z(0) = \{S'_{0}, R(0)\}\) are then input to the learned GNS model. This model predicts reduced flow states \(S'\) and full interaction forces \(F\) applied to the center of mass of the rigid body (and full rigid states \(R\) if applicable). The reduced flow states can then be mapped back \((S)\) using PCA Inverse as follows

\[
S = (S'U^T) + \bar{S}\text{train}.
\]

For interactive applications, the pre-processing PCA and post-processing PCA Inverse steps can be performed using GPU, and the subspace GNS using CPU (Holden et al., 2019). Note that here states include particle positions.

In the following, we will examine the efficiency and accuracy of our approach using an example in the test split of the Excavation and Wheel datasets. Then, we present some further results to compare the ground truths and predictions in subspace and over multiple examples in the test split.

### 3.4.1. Efficiency

Table 2 provides the runtime of our approach, subspace GNS, in training and rollout phases using CPU (with one core) and GPU (including TFRecord file deserialization). It also includes the fullspace GNS runtime as reference. Due to out-of-memory (OOM) issue, the fullspace GNS with our large-scale configurations was not trainable on the aforementioned GPU (RTX 3080 10GB). However, using an NVIDIA Tesla P6 16GB graphics card, we were able to measure the fullspace GNS runtime on the Excavation and Wheel datasets. The results show that our approach is real-time (also \(\sim 700x\) faster than MPM) whereas the fullspace GNS is not even feasible for large-scale 3D physics configurations.

### 3.4.2. Accuracy

We separately assess the accuracy of PCA and GNS. To this end, we compare the distribution of PCA and GNS position MSEs in Excavation and Wheel configurations. Particularly, we compute the MSE of each particle’s positions through time (using 8 PCA modes). To obtain the PCA error, we (1) apply PCA to the original MPM data, (2) apply PCA Inverse to the resulting reduced MPM data, and (3) compute the MSE between the resulting mapped-back data (i.e. PCA Inverse(PCA(MPM))) and original MPM data. To obtain the GNS error, we (1) perform GNS using the reduced MPM data (one example in test split), (2) apply PCA Inverse to the resulting predicted reduced GNS data, and the reduced data, and (3) compute the MSE between resulting mapped-back predicted data (i.e. PCA Inverse(predicted GNS); recall GNS works in the reduced subspace) and mapped-back data (i.e. PCA Inverse(PCA(MPM))). Thus they are separate errors.

The histograms shown in Figure 7 indicate that the position MSE ranges from \(10^{-6}\) to \(10^{-2}\) in PCA, and from \(10^{-9}\) to \(10^{-5}\) in GNS. But most particles have the lowest error in these ranges. This is somehow expected as most of the particles are stationary in both the Excavation and Wheel configurations. However, the notable point here is that the order of PCA error is higher than the GNS error. This suggests that a more accurate dimensionality reduction method
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**Figure 7:** Distribution of PCA and GNS position MSEs in Excavation and Wheel configurations. Note that the varying width of bars is only due to logarithmic scaling of the x-axis.

**Table 3**
Test example specifications. Motion type 2 indicates blade has continuous curved motion. Also, Grav., Fric., and Dia. stand for gravity, soil internal friction angle, and wheel diameter.

| Dataset  | Variables                  |
|----------|----------------------------|
| Excavation | Angle [deg] | Depth [cm] | Speed [cm/s] | Motion |
|          | 45           | 10         | 10           | 2      |
| Wheel    | Grav. [m/s^2] | Fric. [deg] | Load [N] | Dia. [cm] | Slip [%] |
|          | 3.72         | 30         | 100         | 15     | 40      |

with the same mode number can improve the accuracy of the final particle positions. The rest of the current section will focus on the accuracy of GNS in predicting the reduced data (i.e. in subspace learning).

The specifications of each example chosen from the Excavation and Wheel test splits are shown in Table 3. Note that in the Wheel configuration, the model learns the motion of the rigid body (i.e. wheel) as well. Also, the properties of flow (i.e. soil) and rigid body in the Wheel dataset are varying. These make the Wheel configuration more challenging for the GNS to learn.

Now we assess the GNS accuracy in predicting particle positions and velocities in subspace. Figure 8 shows side views of the Excavation and Wheel ground truth and predicted simulations in time (using the test examples introduced above). Red to black colors indicate the particle velocity magnitudes. There is a good agreement between the ground truth and predicted elasto-viscoplastic flows.

Note that the results have been mapped back by PCA Inverse. Also, arrows with blue to green colors represent the directions and magnitudes of interaction forces applied to the center of mass of the blade or wheel.

We further assess the GNS accuracy in predicting interaction forces in subspace through time. It should be noted that the PCA accuracy does not directly affect the GNS force prediction accuracy as the force prediction is done in subspace via GNS. In other words, as long as the GNS learns the subspace dynamics accurately the force prediction will be accurate as well. Figure 9 shows the ground truth and prediction interaction forces in the aforementioned test examples of the Excavation and Wheel datasets. The GNS model has predicted the Excavation forces more accurately than the Wheel forces (see Table 4). As mentioned the Wheel dataset is more challenging to learn. Therefore, we suggest training multiple Wheel GNS models separately by datasets each with the same soil properties and/or gravity condition (like the Excavation dataset).

Finally, we summarize each example’s position and force prediction errors in Table 4. It includes position MSE and force MPE (mean percentage error) of the 9 examples in the test split. Also, MPM force MPEs (relative to experiment) are provided for reference. Forces are in forward and vertical directions in the Excavation and Wheel configurations, respectively. As already discussed, force prediction is more accurate in the Excavation dataset due to no variation in
Figure 8: Side views of the Excavation and Wheel (cross-section) ground truth and predicted simulations in time (at 1, 3, and 5 second marks). Red to black colors indicate the particle velocity magnitudes. Arrows with blue to green colors represent directions and magnitudes of interaction forces.

Figure 9: Ground truth and predicted Excavation and Wheel interaction forces. They are plotted in forward (drawbar pull), vertical (wheel load), and lateral directions.

the soil and blade properties in this dataset (i.e. only the blade motion is varying). Also, because of higher motion in the Excavation dataset, the mean position MSE is higher in Excavation than in Wheel. Additional results are presented in Appendix A.

4. Conclusion

This research considered the advancement of a subspace machine learning simulation approach. To generate training datasets, we utilized our high-fidelity (non-real-time) continuum method comprising MPM and NGF verified by experiments. Principal component analysis (PCA) was used to reduce the dimensionality of data. This showed that the first few principal components (< 10 out of thousands of dimensions) can be used to construct the physics data in subspace while keeping more than 99% of the data variance. A graph network simulator (GNS) was trained to learn the underlying subspace dynamics. In subspace GNS, we constructed a complete graph due to the fact that the relationship between physics particles as nodes in subspace might not be proximity-based. The complete graph allowed
Table 4
Position MSE and force MPE of test examples in subspace GNS rollout. MSEs (mean squared error) and MPEs (mean percentage errors) are specified relative to MPM. Also, MPM force MPEs are relative to experiment. Forces are in forward and vertical directions in Excavation and Wheel respectively.

| Test Example | Position MSE $\times 10^{-4}$ | Force MPE [%] |
|--------------|-------------------------------|---------------|
|              | Excavation | Wheel | Excavation | Wheel |
| 1            | 0.01       | 0.01  | 4.5        | 10.9  |
| 2            | 0.01       | 0.02  | -5.3       | -16.2 |
| 3            | 0.00       | 0.00  | 0.3        | -18.5 |
| 4            | 0.02       | 0.03  | -10.5      | -22.8 |
| 5            | 2.41       | 0.05  | 11.6       | -21.7 |
| 6            | 0.02       | 0.09  | -2.4       | -5.1  |
| 7            | 2.86       | 0.03  | -17.2      | 0.2   |
| 8            | 0.01       | 0.02  | -1.9       | 26.6  |
| 9            | 0.03       | 0.03  | -5.1       | -31.0 |
| Mean         | 0.60       | 0.03  | -0.5       | 5.2   |
| MPM          | —          | —     | -0.5       | 5.2   |

us to use only one message-passing step, and to omit the use of a time-consuming nearest neighbor algorithm for edge construction. The learned subspace GNS was then able to predict subspace particle accelerations and fullspace interaction forces with good accuracy and roughly steady-state rollout error (position MSE below $10^{-4}$). Force prediction was more accurate in the Excavation dataset due to no variation in the flow and rigid body properties in this dataset. More importantly, PCA significantly enhanced the time and memory efficiency of GNS in both training and rollout. That is, using 8 principal components enabled GNS to be trained using a single desktop GPU with moderate 10GB of VRAM. This also made the GNS real-time on large-scale 3D physics configurations (i.e. 700x faster than our continuum method which were used to produce the datasets).

Although significant progress has been made in accurate and real-time simulation of rigid-body driven granular flows, several improvements can still be made for more accurate and efficient approaches including:

1. An autoencoder can be used to reduce the dimensionality of data while capturing non-linearity in data. However, it requires learning procedure and an a priori defined size of latent space. These are important limiting factors for high-dimensional data using limited-memory GPU hardware. As an alternative, kernel PCA can be employed to capture non-linearity in data without the above-mentioned restrictions (Schölkopf et al., 1998).

2. Since particle relations might not be proximity-based in subspace, a complete graph is constructed in subspace GNS. However, it may be more memory-efficient to find the potential relations between the selected principal components and construct the effective edges e.g. using the neural relational inference (NRI) model proposed by Kipf, Fetaya, Wang, Welling and Zemel (2018). It can be even more computationally efficient if one can find an analytical relation between the (sorted) principal components (as the time complexity of GNS edge update is proportional to edge number, $O(N^e)$).

3. The existence of subspace dynamics has recently been discussed in (Champion et al., 2019). Also, a combination of fullspace GNS and symbolic regression has recently been proposed to extract dynamics equations using pure data (Cranmer et al., 2020). So such approaches can be used to capture the potential subspace analytical governing equation for further analysis, and for potentially even better generalization than subspace GNS (Cranmer et al., 2020).

4. More research should be done to explore the generalization of subspace GNS. For instance, we might be able to (1) train the subspace GNS using a specific number of principal components, and then (2) perform rollouts with different number of principal components depending on the accuracy required.

5. To potentially further reduce the GNS steady-state rollout error, a loss function over a finite next time horizon can be used as suggested by (Holden et al., 2019).

6. Combining GNS with numerical solvers and/or physics-informed loss functions will also be a promising direction for even better generalization in specific applications. Such approaches have already been developed...
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A. Additional Results

Here, we first visualize GNS subspace prediction in 3D. Figure A.1 reveals the underlying subspace dynamics predicted by GNS in time (at 1, 3, and 5 second marks) for both the Excavation and Wheel configurations. The subspace velocities of the 8 particles as well as the fullspace interaction forces are shown. This demonstrates the existence of dynamics in subspace that GNS has been able to learn. Such subspace dynamics have also been discussed in (Champion et al., 2019). Methods such as symbolic regression can be used to extract the potential subspace parametric governing equation for further analysis (Cranmer et al., 2020).

In addition, the 3D mapped-back results (by PCA Inverse) are shown in Figure A.2. As already explained and shown in these figures, the forces themselves are not reduced by PCA. The forces are not inputs to the GNS model; they are predicted based on the learned subspace dynamics.

We also provide the results of multiple examples in test splits. Figures A.3 and A.4 show the mapped-back particle positions and velocities, and interaction forces at 3 second mark of 6 test examples in Excavation and Wheel datasets, respectively. As observed in the Excavation results, we can even change the discretization of the rigid body and still achieve accurate results (there are 20 rigid particles in number 2 and 4 whereas 15 in others). Although this should be examined further, in the current research this could be an indication that GNS models the particle interactions similarly to how a physics simulation approach such as MPM does. More research on this has been detailed in (Sanchez-Gonzalez et al., 2018).

Finally, the time history of Excavation and Wheel interaction forces in 9 test examples are shown in Figures A.5 and A.6, respectively. Each plot of the figures include forces in forward, vertical and lateral directions. In most of the examples, the predictions are very well matched with the ground truths (in the test split).
Figure A.2: Underlying fullspace dynamics predicted by GNS at 3 second mark for both the Excavation and Wheel configurations (vs ground truth). Fullspace particle velocity magnitudes and interaction forces are visualized.

Figure A.3: Side views of 6 Excavation test examples at 3 second mark. Red to black colors indicate the particle velocity magnitudes. Arrows with blue to green colors represent directions and magnitudes of interaction forces.
Figure A.4: Side views of 6 Wheel test examples at 3 second mark. Red to black colors indicate the particle velocity magnitudes. Arrows with blue to green colors represent directions and magnitudes of interaction forces.

Figure A.5: Interactions forces in 9 Excavation test examples. Each plot contains forces in forward, vertical and lateral directions.
Figure A.6: Interactions forces in 9 Wheel test examples. Each plot contains forces in forward, vertical and lateral directions.