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Abstract
We consider a two-station cascade system in which waiting or externally arriving customers at station 1 move to the station 2 if the queue size of station 1 including an arriving customer itself and a customer being served is greater than a given threshold level $c_1 \geq 1$ and if station 2 is empty. Assuming that external arrivals are subject to independent renewal processes satisfying certain regularity conditions and service times are i.i.d. at each station, we derive necessary and sufficient conditions for a Markov process describing this system to be positive recurrent in the sense of Harris. This result is extended to the cascade system with a general number $k$ of stations in series. This extension requires certain traffic intensities of stations 2, 3, …, $k - 1$ for $k \geq 3$ to be defined. We finally note that the modeling assumptions on the renewal arrivals and i.i.d. service times are not essential if the notion of the stability is replaced by a certain sample path condition. This stability notion is identical with the standard stability if the whole system is described by the Markov process which is a Harris irreducible $T$-process.
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1 Introduction

We are interested in the stability of a service system with two single server stations, numbered as 1, 2, where the stability means that a Markov process describing this system is positive recurrent in the sense of Harris (see Definition 2.1). We assume the following system dynamics for this queueing model. Each station has renewal arrivals and i.i.d. service times. Both stations have single servers, which are independently working in parallel, but waiting or exogenously just arriving customers at station 1 moves to the station 2 if the queue size of station 1 including a customer being served is greater than a given threshold level $c_1 \geq 1$ and if station 2 is empty, where an exogenously arriving customer is counted in the queue. The customer arriving from station 1 immediately starts its service at station 2 and gets service only when no other customer is in station 2. We refer to this queuing system as a 2-station cascade system. Since this system naturally arises in practice, but its analysis is not easy, its stability is attracting researchers of queueing systems.

For station $i = 1, 2$, let $\lambda_i$ be the arrival rate of exogenously arriving customers, and let $\mu_i$ is the service rate of those customers. Let $\rho_i = \lambda_i/\mu_i$. Since some of arriving customers at station 1 may move to station 2, $\rho_1$ is not an actual traffic intensity (the mean amount of service processed per unit time), so it is nominal. We define $\rho_1^*(\xi)$ as the time average of the probability that the station 1 is not empty for an arbitrarily given initial distribution $\xi$ of the system at time 0, which is formally defined as (3.11) in Sect. 3. We refer to $\rho_1^*(\xi)$ as an effective traffic intensity at station 1 given $\xi$.

In this setting, it is expected that the system is stable if and only if $\rho_1^*(\xi) < 1$ for some $\xi$ and $\rho_2 < 1$. We prove this characterization of the stability in our framework (see Lemma 3.3), but it is less tractable because $\rho_1^*(\xi)$ is hard to compute. In the literature, a computable condition has been studied (e.g., see [13]), but the stability is not fully answered. For the cascade system with more than two stations, necessary and sufficient conditions are separately considered in [6], but there are gaps between those conditions.

In this paper, we solve this stability problem for the 2-station cascade system, assuming certain regularity conditions on the inter-arrival time distributions of exogenous customers at each station. This extends the known results. For example, [13] obtain tractable sufficient conditions for the stability under the extra assumption that the 1st station has Poisson arrivals. We show that, not assuming Poisson arrivals, those conditions are necessary and sufficient. We further extend this result for a $k$-station cascade system for a general integer $k \geq 3$ using the effective traffic intensities $\rho_i^*(\xi)$ for $i = 2, 3, \ldots, k - 1$. As those traffic intensities are hard to compute, it is preferable to have tractable stability conditions. Such conditions are conjectured in [11], but they are disproved by [7].

Both papers of those papers [7, 11] are based on Theorem 3.1 of the preprint [12]. This theorem is correct, but some arguments in [11] are not accurate. These motivate us to write the present paper updating [11] taking [7] into account.

Thus, main contributions of this paper are a proof technique for the stability problem and the full characterization of the stability for $k = 2$. The proof technique is a combination of sample path analysis similar to fluid approximation and the characterization of the stability based on the so-called Harris irreducibility of a Markov...
$T$-process with a general state space (see Proposition 2.2). This approach is different from the method of [13], which is based on a regenerative process, so is restrictive in applications. Another typical approach to stability problems is to use fluid approximation and Lyapunov functions (see, e.g., [4]). The fluid approximation largely depends on strong law of large numbers, strong LLN for short. However, it may have certain limitations. For example, [14] shows insufficiency for studying stability through fluid approximation (see also [3]). We encounter a similar situation because the stability condition for $k \geq 3$ requires $\rho^*_j(\xi)$ for downward stations, which cannot be obtained from the fluid approximation. The counterexamples of [7] support this situation.

This paper is made up by six sections. In Sect. 2, we introduce the well-known framework for a Markov process to be positive Harris recurrent, which provides a base for our analysis. In Sect. 3, the 2-station cascade system is detailed, and its stability conditions are presented in Theorem 3.1, which are proved in Sect. 4. The general $k$-station cascade system is considered in Sect. 5. Finally, Sect. 6 remarks the possibility to relax the renewal assumptions on the 2-station cascade system concerning its stability. The proofs for some auxiliary results are given in Appendix.

2 Markov process and Harris recurrence

Our main concern is the stability of the 2-station cascade system, which will be described by a Markov process. For formally discussing it, we use the following basic notations. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space on which a continuous-time stochastic process $X(\cdot) \equiv \{X(t); t \geq 0\}$ with state space $S$ is defined, where $S$ is a separable and locally compact metric state space. We assume that its sample path is right-continuous and has left-limits, and $X(\cdot)$ is adapted to a filtration $\mathbb{F} \equiv \{\mathcal{F}_t; t \geq 0\}$, that is, $X(t)$ is $\mathcal{F}_t$-measurable for all $t \geq 0$. Assume that $X(\cdot)$ is a strong Markov process with respect to $\mathbb{F}$.

For this Markov process $X(\cdot)$, we briefly introduce Harris irreducibility and (null and positive) recurrence. Let $\mathcal{B}(S)$ be the Borel field on $S$, that is, the $\sigma$-field on $S$ generated by all open sets of $S$, and let $\mathbb{P}_x(A) = \mathbb{P}(A|X(0) = x)$ for $x \in S$ and $A \in \mathcal{B}(S)$. The following definitions are taken from [10] (for their discrete counterparts, see Section 8.3 of [8]). In what follows, a measure $\varphi$ on $S$ means that it is defined on measurable space $(S, \mathcal{B}(S))$, and it is said to be non-trivial if $\varphi(S) > 0$.

Definition 2.1 (Irreducibility and recurrence) For the Markov process $X(\cdot)$, let

$$\tau_A = \inf\{t \geq 0; X(t) \in A\}, \quad \eta_A = \int_0^\infty 1(X(u) \in A)du, \quad A \in \mathcal{B}(S),$$

where $1(\cdot)$ denotes the indicator function of proposition “.”. Then, $X(\cdot)$ is called Harris irreducible, Harris recurrent, positive Harris recurrent if the following conditions (a), (b) and (c) are satisfied, respectively.

(a) There is a non-trivial $\sigma$-finite measure $\varphi$ on $S$, called an irreducibility measure, such that, for $\forall B \in \mathcal{B}(S), \varphi(B) > 0$ implies that $\mathbb{E}_x(\eta_B) > 0$, for $\forall x \in S$. In this case, $X(\cdot)$ is called $\varphi$-irreducible if $\varphi$ is specified.
There is a non-trivial $\sigma$-finite measure $\varphi$ on $S$ such that $\varphi(B) > 0$ implies that $\mathbb{P}_x(\tau_B = \infty) = 1$ for $\forall x \in S$, which is equivalent to that there is a non-trivial $\sigma$-finite measure $\varphi$ on $S$ such that $\varphi(B) > 0$ implies that $\mathbb{P}_x(\tau_B < \infty) = 1$ for $\forall x \in S$. In this case, there exists a unique invariant measure on $S$ up to a multiplication constant, where $\sigma$-finite measure $\nu$ on $S$ is called an invariant measure if

$$
\nu(A) = \int_S \nu(dx) \mathbb{P}_x(X(t) \in A), \quad \forall A \in \mathcal{B}(S), \forall t > 0.
$$

(c) $X(\cdot)$ is Harris recurrent, and there is an invariant probability measure on $S$, that is, $\nu$ of (b) is a probability measure.

In particular, we call $X(\cdot)$ and the stochastic model described by it to be stable if $X(\cdot)$ is positive Harris recurrent.

**Definition 2.2 (K-chain and T-process)** (i) For a probability measure $a$ on $(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$, define kernel $K_a$ as

$$
K_a(x, A) = \int_0^\infty \mathbb{P}_x(X(t) \in A) a(dt), \quad x \in S, A \in \mathcal{B}(S),
$$

then $K_a$ is called a $K$-chain with sampling distribution $a$.

(ii) The Markov process $X(\cdot)$ is called a $T$-process if there is a kernel $T(x, A)$ for $x \in S$ and $A \in \mathcal{B}(S)$ such that $T$ is non-trivial, that is, $T(x, S) > 0$ for $\forall x \in S$, $T(x, A)$ is lower semi-continuous in $x \in S$, that is, $T(x, A) \leq \lim \inf_{y \to x} T(y, A)$, and the following inequality holds for some probability measure $a$ on $\mathbb{R}_+$.

$$
K_a(x, A) \geq T(x, A), \quad \forall x \in S, \forall A \in \mathcal{B}(S).
$$

We first note some basic facts for a Harris recurrent Markov process. They are not only used in our proofs, but also helpful to better understand our arguments.

**Lemma 2.1** [The continuous-time counterpart of Proposition 3.4 of [15]] Assume that the Markov process $X(\cdot)$ is a Harris recurrent $T$-process. Denote its $\sigma$-finite invariant measure by $\nu$. Then, $\nu(C)$ is finite for each compact set $C$ of $S$.

This lemma can be proved in the exactly same way as Proposition 3.4 in [15] for a discrete-time Markov process. This is because the $K$-chains play the exactly same role in both cases. The essence here is that $\{x \in S; T(x, A) > 0\}$ is an open set of $S$ because $T(x, A)$ is lower semi-continuous in $x \in S$ for each $A \in \mathcal{B}(S)$.

The next fact is known as the ratio limit (or ergodic) theorem.

**Proposition 2.1** (Remark 1 for Theorems II.1 and II.2 of [1]) Assume that the Markov process $X(\cdot)$ is Harris recurrent, and denote its $\sigma$-finite invariant measure on $S$ by $\nu$. Let $L_{+1}(\nu)$ be the set of all nonnegative measurable functions $f$ on $S$ such that $\langle \nu, f \rangle \equiv \int_S f(y) \nu(dy) < \infty$, then, for $f, g \in L_{+1}(\nu)$ satisfying $\langle \nu, g \rangle > 0$,

$$
\lim_{t \to \infty} \frac{\int_0^t f(X(u))du}{\int_0^t g(X(u))du} = \frac{\langle \nu, f \rangle}{\langle \nu, g \rangle}, \quad a.s. \mathbb{P}_x, \forall x \in S. \tag{2.1}
$$
Remark 2.1  (i) If $X(\cdot)$ is positive recurrent, then $\nu(S) < \infty$, so, for any compact set $C \subset S$, $\nu(C) \leq \nu(S) < \infty$. Hence, normalizing $\nu$ as $\nu(S) = 1$, the dominated convergence theorem and (2.1) with $f(x) = 1(x \in C)$ and $g(x) = 1$ for $x \in S$ yield

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t P_x(X(u) \in C)du = E_x \left( \lim_{t \to \infty} \frac{1}{t} \int_0^t 1(X(u) \in C)du \right) = \nu(C). \quad (2.2)$$

(ii) If $X(\cdot)$ is null recurrent, then $\nu(S) = \infty$. Since $\nu$ is $\sigma$-finite, there is a sequence of sets $\{S_i \in \mathcal{B}(S); i \geq 1\}$ such that $\nu(S_i) < \infty$ for each $i \geq 1$, $S_i \uparrow S$ and $\nu(S_i) \to \infty$ as $i \to \infty$. Since, for any compact set $C \subset S$, $\nu(C) < \infty$ by Lemma 2.1, we have, by (2.1), under $P_x$,

$$\lim sup_{t \to \infty} \frac{1}{t} \int_0^t 1(X(u) \in C)du \leq \lim_{t \to \infty} \frac{1}{t} \int_0^t 1(X(u) \in S_i)du = \frac{\nu(C)}{\nu(S_i)} \to 0, \text{ as } i \to \infty.$$ 

This implies that $\lim_{t \to \infty} \frac{1}{t} \int_0^t 1(X(u) \in C)du = 0 \ a.s. \ P_x$. Hence, by the dominated convergence theorem, $\lim_{t \to \infty} E_x \left( \frac{1}{t} \int_0^t 1(X(u) \in C)du \right) = 0$. Since this limit can be replaced by limit supremum,

$$\lim sup_{t \to \infty} \frac{1}{t} \int_0^t P_x(X(u) \in C)du = \lim sup_{t \to \infty} E_x \left( \frac{1}{t} \int_0^t 1(X(u) \in C)du \right) = 0. \quad (2.3)$$

The following proposition is obtained in [10], which will be a key for our approach.

Proposition 2.2  ((ii) of Theorem 3.2 and the second half of (iv) of Theorem 3.4 of [10]) Assume that the Markov process $X(\cdot)$ is a $T$-process and Harris irreducible, then the following three conditions are equivalent.

(a) $X(\cdot)$ is positive Harris recurrent.
(b) For any $x \in S$ and any $\varepsilon > 0$, there is a compact set $C \subset S$ such that

$$\lim inf_{t \to \infty} \frac{1}{t} \int_0^t P_x(X(u) \in C)du \geq 1 - \varepsilon. \quad (2.4)$$

(c) For some $x \in S$ and some compact set $C \subset S$,

$$\lim sup_{t \to \infty} \frac{1}{t} \int_0^t P_x(X(u) \in C)du > 0. \quad (2.5)$$

Remark 2.2  The condition (b) is called bounded in probability in [10], but we call it tight on average.

This proposition is a subset of Theorems 3.2 and 3.4 of [10] and follows from Proposition 2.1. However, the equivalence of (a) and (c) is not fully proved in [10]. We prove this equivalence in Appendix A.1 because it is particularly important for this research.
3 Two-station cascade system

We focus on the two-station cascade system. This is a queueing system with single-server stations 1, 2 and infinite-buffers. The servers are working in parallel, and, for \( i = 1, 2 \), exogenous customers arrive at station \( i \), and are called class-\( i \) customers. Let \( \{\tau_{e,i}(n); n \geq 1\} \) be the arriving times of class-\( i \) customers, which are assumed to be a renewal process with \( i.i.d. \) interarrival times \( \tau_{e,i}(n) = \tau_{e,i}(n) - \tau_{e,i}(n - 1) > 0, n \geq 1 \), where \( \tau_{e,i}(0) = 0 \). Denote the generic element of \( \tau_{e,i}(n) \) by \( \tau_{e,i} \), and the arrival rate by

\[
\lambda_i \equiv 1/\mathbb{E}(\tau_{e,i}) \in (0, \infty), \quad i = 1, 2.
\]

This convention \( \tau_{e,i} \) for \( \tau_{e,i}(n) \) will be used for other random variables indexed by \( n \). Class-\( i \) customers are served in the first-come-first-served manner, and their service times \( \{\tau_s,i(n), n \geq 1\} \) are \( i.i.d. \), and the service rate is denoted by \( \mu_i \equiv 1/\mathbb{E}(\tau_s,i) > 0 \) for \( i = 1, 2 \).

Let \( Q_1(t) \) be the number of class-1 customers at station 1 including customers being served at time \( t \). There is a switching rule for a class-1 customer in such a way that if a class-1 customer who is waiting for service or just arrives from the outside observes queue size including itself to be greater than \( c_1 \geq 1 \) (a given threshold) and if station 2 is empty, then it immediately goes to station 2 as a class-1|2 customer and gets service immediately with \( i.i.d. \) service times \( \{\tau_s,1|2(n); n \geq 1\} \) with rate \( \mu_{1|2} \equiv 1/\mathbb{E}(\tau_s,1|2) \). We assume that class-1|2 customer is always preempted in service by class-2 customers and resumes its service when no class 2 customer is in station 2. Thus, there is at most one class-1|2 customer in station 2 who can get service only when there is no class-2 customer. All customers who completed their service leave the system.

To consider the stability, we describe the 2-station cascade system by a Markov process. For \( v = 1, 2, 1|2 \), let \( Q_v(t) \) be the number of class-\( v \) customers in the system at time \( t \), which is called a queue \( v \) at time \( t \). Define \( L_i(t) \) for \( i = 1, 2 \) as

\[
L_1(t) = Q_1(t), \quad L_2(t) = Q_2(t) + Q_{1|2}(t), \quad t \geq 0.
\]

Thus, \( L_i(t) \) is the total number of customers in station \( i \) at time \( t \) for \( i = 1, 2 \). For time \( t \geq 0 \), let \( R_{e,i}(t) \) and \( R_{s,i}(t) \) be the remaining arrival and service times, respectively, of class-\( i \) customers for \( i = 1, 2 \), and let \( R_{s,1|2}(t) \) be the remaining service time of a class-1|2 customer, where the remaining service times vanish if there is no customer of the corresponding class in the system. Let \( S = \mathbb{Z}_+^2 \times \{0, 1\} \times \mathbb{R}_+^5 \), which can be considered as a separable complete metric space, where the discrete topology is taken on \( \mathbb{Z}_+^2 \times \{0, 1\} \). Define \( X(\cdot) = \{X(t); t \geq 0\} \) as

\[
X(t) = (Q(t), R_e(t), R_s(t), R_{s,1|2}(t)) \in S,
\]

where \( Q(t) = (Q_1(t), Q_2(t), Q_{1|2}(t)) \), \( R_e(t) = (R_{e,1}(t), R_{e,2}(t)) \) and \( R_s(t) = (R_{s,1}(t), R_{s,2}(t)) \). We take the natural filtration \( \mathbb{F} \equiv \{\mathcal{F}_t; t \geq 0\} \) for \( X(\cdot) \). Namely,
\( F_t \) is defined as
\[
F_t = \sigma(\{X(u); u \in [0, t]\}), \quad t \geq 0,
\]
where \( \sigma(\cdot) \) is the minimal \( \sigma \)-field including all events in \( F \) generated by \( \cdot \). Then, clearly \( X(\cdot) \) is a continuous-time Markov process with respect to \( F \). Since its sample paths are piecewise deterministic, \( X(\cdot) \) is a strong Markov processes with respect to \( F \) (e.g., see [5]). This process fully describes the 2-station cascade system, and we refer to it as a 2-station cascade process. Similarly, we define
\[
X_2(\cdot) = \{(Q_2(t), R_{e,2}(t), R_{s,2}(t); t \geq 0), \quad (3.7)
\]
which is a strong Markov process describing the queue of class-2 customers.

For the Markov process \( X(\cdot) \), we apply the framework introduced in Sect. 2. The following assumption enables it to be a \( T \)-process and Harris irreducible.

**Assumption 3.1** For \( i = 1, 2 \), (a) \( \mathbb{P}(\tau_{e,i} > x) > 0 \) for all \( x > 0 \), and (b) there is a function \( p_i(x) \geq 0 \) such that \( \int_0^{\infty} p_i(x)dx > 0 \) and, for some integer \( j_i \geq 1 \),
\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(Q_i(u) \leq \ell_i)du > 0, \quad i = 1, 2.
\] (3.8)

This lemma is proved in Appendix A.3. We are ready to answer to the stability of the 2-station cascade system.

**Theorem 3.1** Under Assumption 3.1, the Markov process \( X(\cdot) \) is positive recurrent if and only if
\[
\tilde{\rho}_1 = \frac{\lambda_1}{\mu_1 + \mu_1 |2(1 - \rho_2)|} < 1, \quad (3.9)
\]
\[
\rho_2 < 1. \quad (3.10)
\]
Remark 3.1 [13, Theorem 3] show that the essentially same condition is sufficient for the stability under the assumption that station 1 has \( m_1 \geq 1 \) servers and Poisson arrivals and the switching level \( c_1 = m_1 \). The extension from a single server to multiple servers at stations is not hard in our arguments (see Sect. 4.3). Thus, the sufficiency of (3.9) and (3.10) is essentially known under the assumption that \( X(\cdot) \) is a regenerative process, but their necessity is only considered in some cases in [13]. For the general \( k \)-station cascade system at least for the Poisson arrivals, [6] study its stability, assuming \( c_i = 1 \). They use a fluid approximation, and their sufficient conditions for \( k = 2 \) agree with ours. They also derive the necessary conditions, which are different from the sufficient ones. Namely, there is a gap in those conditions even for \( k = 2 \).

One may interpret \( \tilde{\rho}_1 \) of (3.9) as a kind of the traffic intensity of exogenously arriving customers at station 1 provided station 1 is saturated (permanently busy). Hence, it is different from the actual traffic intensity which agrees with the stationary probability that station 1 is not empty when the system is stable. Thus, it may be interesting to compare \( \tilde{\rho}_1 \) with \( \rho_i^*(\xi) \), which is intuitively introduced as the effective traffic intensity in Sect. 1. We now formally define it for a distribution \( \xi \) on \( S \) for \( i = 1, 2 \) by

\[
\rho_i^*(\xi) = \liminf_{t \to \infty} \frac{1}{t} \int_0^t \left( \int_S \mathbb{P}_x(Q_i(u) \geq 1)\xi(dx) \right) du,
\]

which is called an effective traffic intensity of \( Q_i(\cdot) \). We note the following basic facts on \( \rho_i^*(\xi) \). They may look intuitively obvious, but have the important message that the stability problem on \( X(\cdot) \) can be answered by the effective traffic intensities.

Lemma 3.3 Under Assumption 3.1, (i) if \( X(\cdot) \) is positive recurrent, then, for any distribution \( \xi \) on \( S \),

\[
\rho_i^*(\xi) = 1 - \mathbb{P}_v(Q_i(0) = 0), \quad i = 1, 2,
\]

where \( v \) is the stationary distribution of \( X(\cdot) \), and \( \mathbb{P}_v(A) = \int_S \mathbb{P}_x(A)v(dx) \) for \( A \in \mathcal{F} \). Hence, \( \rho_i^*(\xi) \) is independent of \( \xi \) when \( X(\cdot) \) is positive recurrent, (ii) \( X(\cdot) \) is positive recurrent if and only if \( \rho_i^*(\xi) < 1 \) for \( i = 1, 2 \) and some distribution \( \xi \) on \( S \).

This lemma is proved in Appendix A.4, independently of Theorem 3.1, and will be used to prove the necessity of (3.9) in Theorem 3.1. Thus, \( \rho_1^*(\xi) \) is hard to compute, but still useful.

4 System dynamics and proof of Theorem 3.1

To prove Theorem 3.1, we first detail the dynamics of the Markov process \( X(\cdot) \).

4.1 Dynamics of the 2-station cascade system

Recall that \( t_{e,i}(n) \) is the \( n \)-th arriving time of class-\( i \) customer at station \( i \) for \( i = 1, 2 \), and let \( t_{e,1|2}(n) \) be the \( n \)-th arriving time of class-1|2 customer at station 2 from station 1. For \( v = 1, 2, 1|2 \), define \( A_v(\cdot) = \{ A_v(t); t \geq 0 \} \) as
\[ A_v(t) = \sum_{n=1}^{\infty} 1(0 < t_v(n) \leq t). \]

That is, \( A_v(\cdot) \) is the counting process of arrivals of class-\( v \) customers.

We similarly introduce notations for departures. Let \( \{t_{d,i}(n); n \geq 1\} \) be departure instants of class-\( i \) customers to the outside for \( i = 1, 2 \), and let \( \{t_{d,1|2}(n); n \geq 1\} \) be departure instants of class-1\|2 customers at station 2. We denote the corresponding counting processes by \( D_v(\cdot) = \{D_v(t); t \geq 0\} \) for \( v = 1, 2, 1\|2 \), that is

\[ D_v(t) = \sum_{n=1}^{\infty} 1(0 < t_v(n) \leq t). \]

Note that \( A_v(0) = D_v(0) = 0 \) by those definitions. Since there is at most one class-1\|2 customer at station 2, we have

\[ D_{1\|2}(t) \leq A_{1\|2}(t) \leq D_{1\|2}(t) + 1, \quad t \geq 0. \]  \hspace{1cm} (4.1)

We also have the following flow balance equations.

\[ Q_1(t) = Q_1(0) + A_1(t) - (D_1(t) + A_{1\|2}(t)), \]  \hspace{1cm} (4.2)

\[ Q_{1\|2}(t) = Q_{1\|2}(0) + A_{1\|2}(t) - D_{1\|2}(t), \]  \hspace{1cm} (4.3)

\[ Q_2(t) = Q_2(0) + A_2(t) - D_2(t). \]  \hspace{1cm} (4.4)

To describe departures by service times, we introduce the following notations.

\[ B_i(t) = \int_0^t 1(1_Q(u) > 0)du, \quad t \geq 0, i = 1, 2, \]

\[ B_{1\|2}(t) = \int_0^t 1(1_{Q_{1\|2}}(u) > 0, Q_2(u) = 0)du \]

and let \( I_2(t) = t - B_2(t) \). We also introduce

\[ J_{1\|2}(t) = \int_0^t 1(1_Q(u) > c_1, Q_2(u) = 0)du, \quad t \geq 0, \]

where \( c_1 \) is the threshold for switching from station 1 to station 2. Obviously,

\[ J_{1\|2}(t) \leq B_{1\|2}(t) \leq I_2(t), \quad t \geq 0. \]  \hspace{1cm} (4.5)

Denote by \( N_v(t) \) the counting processes for potential numbers of class-\( v \) customers served up to time \( t \), namely,

\[ N_v(t) = \sup \left\{ n \geq 0; \sum_{\ell=1}^{n} \tau_{s,v}(\ell) \leq t \right\}, \quad t \geq 0, v = 1, 2, 1\|2. \]  \hspace{1cm} (4.6)
where \( \tau_{s,1|2}(0) = 0 \) and \( \tau_{s,1|2}(n) = t_{s,1|2}(n) - t_{s,1|2}(n - 1) \) for \( n \geq 1 \). Since \( D_v(t) = N_v(B_v(t)) \) and

\[
\{ Q_1(u) > c_1, Q_2(u) = 0 \} = \{ Q_1(u) > c_1, Q_2(u) = 0, Q_{1|2}(u) > 0 \}, \quad u \geq 0,
\]

it follows from (4.5) that

\[
N_{1|2}(J_{1|2}(t)) \leq D_{1|2}(t) \leq N_{1|2}(I_{2}(t)), \quad t \geq 0.
\] (4.7)

### 4.2 Auxiliary lemmas

Recall the definition (3.7) of \( X_2(\cdot) \). Under Assumption 3.1, \( X_2(\cdot) \) is a Harris irreducible Markov process with state space \( \mathbb{Z}_+ \times \mathbb{R}_2^+ \), and describes the \( GI/G/1 \) queue with traffic intensity \( \rho_2 = \lambda_2/\mu_2 \). As is well known, \( X_2(\cdot) \) is positive recurrent if and only if \( \rho_2 < 1 \). Assume that \( \rho_2 < 1 \), then, by Little’s law for a customer in service,

\[
\mathbb{P}_{v_2}(Q_2(0) \geq 1) = \lambda_2/\mu_2 = \rho_2,
\]

where \( \mathbb{P}_{v_2}(Q_2(0) \geq 1) = \int_{\mathbb{Z}_+ \times \mathbb{R}_2^+} \mathbb{P}(Q_2 \geq 1|X_2 = y)v_2(dy) \) for the stationary distribution \( \nu_2 \) of \( X_2(\cdot) \), and therefore (i) of Remark 2.1 yields

\[
\lim_{t \to \infty} \frac{1}{t} I_2(t) = \lim_{t \to \infty} \frac{1}{t} \int_0^t 1(Q_2(u) = 0)du = 1 - \rho_2, \quad w.p.1. \tag{4.8}
\]

**Lemma 4.1** If \( \rho_2 = \lambda_2/\mu_2 < 1 \), then

\[
\overline{D}_{1|2} \equiv \limsup_{t \to \infty} \frac{1}{t} D_{1|2}(t) \leq \mu_{1|2}(1 - \rho_2), \quad w.p.1, \tag{4.9}
\]

and therefore

\[
\lambda_{1|2} \equiv \mathbb{E}(\overline{D}_{1|2}) \leq \mu_{1|2}(1 - \rho_2). \tag{4.10}
\]

**Proof** Since

\[
\sum_{\ell = 1}^{N_{1|2}(t)} \tau_{s,1|2}(\ell) \leq t < \sum_{\ell = 1}^{N_{1|2}(t)+1} \tau_{s,1|2}(\ell),
\]

strong LLN yields

\[
\lim_{t \to \infty} \frac{1}{t} N_{1|2}(t) = \mu_{1|2}, \quad w.p.1. \tag{4.11}
\]

Combining this with (4.7) and (4.8), we have

\[
\overline{D}_{1|2}(t) \leq \limsup_{t \to \infty} \frac{1}{t} I_2(t) \frac{1}{I_2(t)} N_{1|2}(I_2(t)) = \mu_{1|2}(1 - \rho_2), \quad w.p.1,
\]

\( \circ \) Springer
which proves (4.9).

We will prove Theorem 3.1 by applying Lemmas 3.2 and 3.3. For the sufficiency of the conditions (3.9) and (3.10), we will use the following lemma.

**Lemma 4.2** Assume that $\rho_2 = \lambda_2 / \mu_2 < 1$ and

$$\limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(Q_1(u) \leq \ell)du = 0, \quad \forall x \in S, \forall \ell \geq 0. \quad (4.12)$$

Then, there exists a nonnegative sequence $\{s_n; n \geq 1\}$ such that $s_n \uparrow \infty$ and, under $\mathbb{P}_x$,

$$\liminf_{t \to \infty} \frac{1}{s_n} D_{1|2}(s_n) \geq \mu_{1|2}(1 - \rho_2), \quad w.p.1. \quad (4.13)$$

**Proof** In what follows, we fix $X(0) = x$. Define $K_1(t)$ as

$$K_1(t) = \int_0^t 1(Q_1(u) \leq c_1)du, \quad t \geq 0.\$$

Then, from the Markov inequality, for each $\varepsilon > 0$,

$$\mathbb{P}(K_1(t) > t\varepsilon) \leq \frac{1}{\varepsilon} \mathbb{E}\left(\frac{1}{t} K_1(t)\right),$$

so (4.12) implies that

$$\limsup_{t \to \infty} \mathbb{P}\left(\frac{1}{t} K_1(t) > \varepsilon\right) \leq \frac{1}{\varepsilon} \limsup_{t \to \infty} \mathbb{E}\left(\frac{1}{t} K_1(t)\right) = \lim_{t \to \infty} \frac{1}{\varepsilon t} \int_0^t \mathbb{P}(Q_1(u) \leq c_1)du = 0.$$

Hence, $\frac{1}{t} K_1(t)$ converges to 0 in probability as $t \to \infty$. Then, as is well known (e.g., see Corollary 6.1.2 of [2]), we can choose a subsequence $\{s_n; n \geq 1\}$ from $\mathbb{R}_+$ such that $s_n \to \infty$ as $n \to \infty$ and

$$\lim_{n \to \infty} \frac{1}{s_n} K_1(s_n) = 0, \quad w.p.1. \quad (4.14)$$

Since

$$J_{1|2}(t) = \int_0^t 1(Q_2(u) = 0)du - \int_0^t 1(Q_1(u) \leq c_1, Q_2(u) = 0)du$$

and $\int_0^t 1(Q_1(u) \leq c_1, Q_2(u) = 0)du \leq K_1(t)$, (4.8) and (4.14) yield

$$\lim_{n \to \infty} \frac{1}{s_n} J_{1|2}(s_n) = \lim_{n \to \infty} \frac{1}{s_n} \int_0^{s_n} 1(Q_2(u) = 0)du = 1 - \rho_2, \quad w.p.1,$$
because \( X_2(\cdot) \) is positive Harris recurrent by \( \rho_2 < 1 \). Hence, this together with (4.7) and (4.11) implies that

\[
\liminf_{n \to \infty} \frac{1}{s_n} D_{1|2}(s_n) \geq \liminf_{n \to \infty} \frac{J_{1|2}(s_n)}{s_n} \frac{1}{J_{1|2}(s_n)} N_{1|2}(J_{1|2}(s_n)) = (1 - \rho_2) \liminf_{t \to \infty} \frac{1}{J_{1|2}(s_n)} N_{1|2}(J_{1|2}(s_n)) = (1 - \rho_2) \mu_{1|2}, \quad \text{w.p.} 1,
\]

where the last equality is obtained by (4.11). Thus, we have proved (4.13).

### 4.3 The proof of Theorem 3.1

We now start to prove Theorem 3.1. We first prove the sufficiency of (3.9) and (3.10). We apply reduction to the absurdity. For this assume (4.12) for all \( x \in S \) and \( \ell \geq 0 \). Since \( \rho_2 < 1 \), it follows from Lemmas 4.1 and 4.2 that, for the nonnegative sequence \( \{s_n; n \geq 1\} \) obtained in Lemma 4.2,

\[
\lim_{n \to \infty} \frac{1}{s_n} A_{1|2}(s_n) = \lim_{n \to \infty} \frac{1}{s_n} D_{1|2}(s_n) = \mu_{1|2}(1 - \rho_2), \quad \text{w.p.} 1. \quad (4.15)
\]

Since \( B_1(t) = t - \int_0^t 1(Q_1(u) = 0)du \), we have, by (4.14),

\[
\lim_{n \to \infty} \frac{1}{s_n} B_1(s_n) = 1 - \lim_{n \to \infty} \frac{1}{s_n} \int_0^{s_n} 1(Q_1(u) = 0)du = 1, \quad \text{w.p.} 1. \quad (4.16)
\]

Furthermore, because \( D_v(t) = N_v(B_v(t)) \), strong LLN and (4.16) yield

\[
\lim_{n \to \infty} \frac{1}{s_n} A_1(s_n) = \lambda_1, \quad \text{w.p.} 1, \quad (4.17)
\]

\[
\lim_{n \to \infty} \frac{1}{s_n} D_1(s_n) = \lim_{n \to \infty} \frac{1}{s_n} B_1(s_n) \frac{1}{B_1(s_n)} N_1(B_1(s_n)) = \mu_1, \quad \text{w.p.} 1. \quad (4.18)
\]

Hence, (4.2) yields

\[
\lambda_1 - \mu_1 - \mu_{1|2}(1 - \rho_2) = \lim_{n \to \infty} \frac{1}{s_n} Q_1(s_n) \geq 0, \quad \text{w.p.} 1, \quad (4.19)
\]

which implies that

\[
\lambda_1 \geq \mu_1 + \mu_{1|2}(1 - \rho_2). \quad (4.20)
\]

Consequently, (4.12) for all \( x \in S \) and \( \ell > 0 \) implies (4.20). Thus, taking the contrapositive of this implication,

\[
\lambda_1 < \mu_1 + \mu_{1|2}(1 - \rho_2) \quad (4.21)
\]
implies that (4.12) does not hold, that is, for some \( x \in S \) and some \( \ell \geq 0 \),

\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(\mathcal{Q}_1(u) \leq \ell) \, du > 0. \tag{4.22}
\]

Hence, \( X(\cdot) \) is positive Harris recurrent by Lemma 3.2.

For the necessity of (3.9) and (3.10), assume that \( X(\cdot) \) is positive Harris recurrent. As noted at the beginning of Sect. 4.2, this implies that \( \rho_2 < 1 \). So, we only need to show the necessity of (3.9). From the positive recurrence of \( X(\cdot) \), we have \( \rho^*_1(\xi) = 1 - \mathbb{P}_\nu(Q_1(0) = 0) < 1 \) by Lemma 3.3. By Lemma 4.1, \( \mathcal{D}_1 \leq \mu_{1|2}(1 - \rho_2) \). Hence, applying Little’s law to the class-1 customers who are served at station 1 and their mean number in service, which is \( \rho^*_1(\xi) \), we have

\[
\mu_1 \rho^*_1(\xi) = \lambda_1 - \lambda_{1|2} \geq \lambda_1 - \mu_{1|2}(1 - \rho_2). \tag{4.23}
\]

On the other hand, from the definition (3.9) of \( \tilde{\rho}_1 \),

\[
\mu_{1|2}(1 - \rho_2)(\lambda_1 - \mu_1 \tilde{\rho}_1) = \lambda_1 - \mu_1 \tilde{\rho}_1.
\]

Hence, it follows from (4.23) that

\[
\mu_1 \rho^*_1(\xi) \tilde{\rho}_1 \geq \lambda_1 \tilde{\rho}_1 - \mu_{1|2}(1 - \rho_2) \tilde{\rho}_1 = \lambda_1 \tilde{\rho}_1 - \lambda_1 + \mu_1 \tilde{\rho}_1,
\]

which is equivalent to \( \lambda_1(1 - \tilde{\rho}_1) \geq \mu_1 \tilde{\rho}_1(1 - \rho^*_1(\xi)) \). Thus, \( \rho^*_1(\xi) < 1 \) implies \( \tilde{\rho}_1 < 1 \). This proves that (3.9) is necessary for the stability, and the proof of Theorem 3.1 is completed.

5 General \( k \)-station cascade system

We next consider an extension of Theorem 3.1 to a cascade system with \( k \)-stations, which are numbered as 1, 2, \ldots, \( k \) from top to bottom. Each station \( i \) has exogenous arrivals, called class-\( i \) customers, and served in the manner of first come first served. If the number of class-\( i \) customers is greater than \( c_i \) and if station \( i + 1 \) is empty, then one class-\( i \) customer not in service immediately moves to station \( i + 1 \) as a class-\( i \mid i + 1 \) customer at station \( i + 1 \) for \( i \leq k - 1 \), where \( c_i \) is a positive integer. It is assumed that a class-\( i \mid i + 1 \) customer is only served when there is no class-\( i + 1 \) customer, and its service is resumed when class-\( i + 1 \) customers vanish at station \( i + 1 \). All customers leave the system when their service is completed. We refer to this system as a \( k \)-station cascade system.

Note that the system is stochastically independent of which class-\( i \) customer not in service moves to station \( i + 1 \) as a class-\( i \mid i + 1 \) customer. Furthermore, an exogenously arriving class-\( i \mid i + 1 \) customer preempts class-\( i \mid i + 1 \) customer when the latter is being served at station \( i + 1 \). Hence, the stability of station \( i \) is independent of the dynamics of stations 1, 2, \ldots, \( i - 1 \), but it is influenced from downward stations \( i + 1, i + 2, \ldots, k \). Let \( Q_i(t) \) be the number of class-\( i \) customers in station \( i \) at
time $t \geq 0$ and let $Q_{i-1|i}(t)$ the number of class-$(i - 1)|i$ customers in station $i$ at time $t$. The remaining times $R_{e,i}(t)$, $R_{s,i}(t)$ for $i = 1, 2, \ldots, k$ and $R_{s,i}(i+1)(t)$ for $i = 1, 2, \ldots, k - 1$ are defined for each time $t \geq 0$ similarly to the case of $k = 2$.

As for the regularity condition, we need to replace Assumption 3.1 by its $k$-station version. Namely,

**Assumption 5.1** For $i = 1, 2, \ldots, k$, the conditions (a) and (b) of Assumption 3.1 hold.

Similarly to the case of $k = 2$, we can construct the Markov process $X(\cdot) \equiv \{X(t); t \geq 0\}$ by using the remaining arrival and service times, where

$$X(t) = (Q_{1,k}(t), R_{e,1,k}(t), R_{s,1,k}(t), R_{s,1,k}^{+}(t)) \in S \equiv \mathbb{Z}_{+}^{2k} \times \{0, 1\}^{k-1} \times \mathbb{R}_{+}^{3k-1},$$

(5.1)

where, for $i = 1, 2, \ldots, k$,

$$Q_{i,k}(t) = (Q_{i}(t), Q_{i+1}(t), \ldots, Q_{k}(t), Q_{i}(i+1)(t), Q_{i}(i+1)(i+2)(t), \ldots, Q_{k}(i-1)(k)(t)),
$$

$$R_{e,i,k}(t) = (R_{e,i}(t), R_{e,i+1}(t), \ldots, R_{e,k}(t)),
$$

$$R_{s,i,k}(t) = (R_{s,i}(t), R_{s,i+1}(t), \ldots, R_{s,k}(t)),
$$

$$R_{s,i,k}^{+}(t) = (R_{s,i}(i+1)(t), R_{s,i}(i+1)(i+2)(t), \ldots, R_{s,k}(i-1)(k)(t)).$$

To describe the system dynamics, we also introduce counting processes. For $v = i$ and $v = (i - 1)|i$, let $A_{v}(t)$ be the number of arrivals of class-$v$ customers up to time $t \geq 0$, and let $N_{v}(t)$ be the number of potential service completions of class-$v$ customers by time $t$ for $v = 1, 2, \ldots, k$ and $v = 1|2, 2|3, \ldots, (k - 1)|k$. It is assumed that $A_{i}(\cdot)$ and $N_{i}(\cdot)$ for $i = 1, 2, \ldots, k$ and $N_{(i-1)|i}(\cdot)$ for $i = 2, 3, \ldots, k$ are independent renewal processes. Their rates are denoted by $\lambda_{i}$, $\mu_{i}$ and $\mu_{(i-1)|i}$, respectively.

Let $D_{v}(t)$ be the number of departures of class-$v$ customers by time $t \geq 0$. Let

$$L_{i}(t) = Q_{i}(t) + Q_{(i-1)|i}(t)(t \geq 2), \quad i = 1, 2, \ldots, k.$$  

Note that class-$i$ and class-$(i - 1)|i$ customers have different service time distributions for $i \geq 2$. From the modeling assumptions, we have, for $i = 1, 2, \ldots, k$,

$$Q_{i}(t) = Q_{i}(0) + A_{i}(t) - (D_{i}(t) + A_{i|i+1}(t)), \quad t \geq 0,$$

(5.2)

$$Q_{(i-1)|i}(t) = Q_{(i-1)|i}(0) + A_{(i-1)|i}(t) - D_{(i-1)|i}(t), \quad t \geq 0,$$

(5.3)

where $A_{0|1}(t) = A_{k|(k+1)}(t) = 0$. Note that the term $A_{(i-1)|i}(t) - D_{(i-1)|i}(t)$ has no influence on the stability of $Q_{i}(t)$ because the assumption on class-$(i - 1)|i$ customers implies

$$0 \leq A_{(i-1)|i}(t) - D_{(i-1)|i}(t) \leq 1, \quad t \geq 0.$$  

(5.4)
Let \( \rho_i = \frac{\lambda_i}{\mu_i} \) for \( i = 1, 2, \ldots, k \). Similar to (3.11), we define \( \rho_i^*(\xi) \) for a distribution \( \xi \) as

\[
\rho_i^*(\xi) \equiv \liminf_{t \to \infty} \frac{1}{t} \int_0^t \left( \int_S \mathbb{P}_x (Q_i(u) \geq 1)\xi(dx) \right) du, \quad i = 2, 3, \ldots, k. \tag{5.5}
\]

We also define a Markov process describing the last \( k-i+1 \) stations by

\[
X_{i,k}(\cdot) \equiv \{(Q_{i,k}(t), R_{e,i,k}(t), R_{s,i,k}(t), R_{s,i,k}^+(t)); t \geq 0\}, \quad i = 1, 2, \ldots, k.
\]

Then, the following lemma is proved in the exactly same way as Lemmas 3.3 and 4.1.

**Lemma 5.1** Under Assumption 5.1, for each \( i = 1, 2, \ldots, k \), \( X_{i,k}(\cdot) \) is positive Harris recurrent if and only if \( \rho_j^*(\xi) < 1 \) for \( j = i, i+1, \ldots, k \) for some distribution \( \xi \) on \( S \). Furthermore, particularly when this is the case for \( i \geq 2 \),

\[
\overline{D}_{(i-1)i} \equiv \limsup_{t \to \infty} \frac{1}{t} D_{(i-1)i}(t) \leq \mu_{(i-1)i}(1 - \rho_i^*(\xi)), \quad \text{w.p.1,} \tag{5.6}
\]

\[
\lambda_{(i-1)i} \equiv \mathbb{E} \left( \overline{D}_{(i-1)i} \right) \leq \mu_{(i-1)i}(1 - \rho_i^*(\xi)). \tag{5.7}
\]

Then, we have the following result similar to Theorem 3.1.

**Theorem 5.1** Under Assumption 5.1, the Markov process \( X(\cdot) \) which describes the \( k \)-station cascade system is positive recurrent if and only if the following conditions hold for some distribution \( \xi \) on \( S \).

\[
\tilde{\rho}_i(\xi) \equiv \frac{\lambda_i}{\mu_i + \mu_{i|i+1}(1 - \rho_{i+1}^*(\xi))} < 1, \quad i = 1, 2, \ldots, k-1, \tag{5.8}
\]

\[
\rho_k^*(\xi) = \rho_k < 1. \tag{5.9}
\]

This theorem is proved in the exactly same way as Theorem 3.1 using the induction on \( i \) from \( i = k-1 \) to 1. We outline this proof below.

The necessity of (5.8) and (5.9) can be proved in the same way as the proof of Theorem 3.1 using Lemma 5.1 instead of Lemma 3.3. To see their sufficiency, suppose that \( \tilde{\rho}_i(\xi) < 1 \) and \( \rho_j^*(\xi) < 1 \) for \( j = i+1, i+2, \ldots, k \), then \( X_{i,k}(\cdot) \) is positive recurrent by a similar proof in Theorem 3.1 and Lemma 5.1. Hence, \( \rho_i^*(\xi) < 1 \) by Lemma 5.1. Inductively repeating this argument from \( i = k-1 \) to \( i = 1 \), we can conclude that \( X_{1,k}(\cdot)(= X(\cdot)) \) is positive recurrent.

**Remark 5.1** Theorem of [7] formulates the stability problem in a slightly different way that the stability condition is checked backward induction from \( k \) to 1. Then, Theorem 1 of [7] says that \( X_{i,k}(\cdot) \) is stable if and only if \( \tilde{\rho}_i(\xi) < 1 \) and \( X_{i+1,k}(\cdot) \) is stable. Obviously, this is essentially rephrasing Theorem 3.1 of [12] (also of this paper). Theorem 5.1 is a little more than it due to Lemma 5.1.
6 Concluding remarks

We have assumed that the exogenous arrival processes $A_i(\cdot)$ at station $i$ are independent renewal processes with finite arrival rates and the service times of each class of customers are i.i.d.. However, from the proof of Theorem 3.1, those assumptions can be relaxed in proving that (3.9) implies (4.22) under the assumption $\rho_2 < 1$, which is the core part in the proof of Theorem 3.1. Namely, this implication is valid as long as the following conditions hold.

\[
\lim_{t \to \infty} \frac{1}{t} A_i(t) = \lambda_i, \quad i = 1, 2, \ w.p.1, \tag{6.1}
\]

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{\ell=1}^{n} \tau_{s,v}(\ell) = \mu_v, \quad v = 1, 2, 1|2, \ w.p.1, \tag{6.2}
\]

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t 1(Q_2(s) = 0) ds = \max(0, 1 - \rho_2), \quad w.p.1, \tag{6.3}
\]

where $\rho_2 = \lambda_2/\mu_2$.

The condition (4.22) is much weaker than the existence of the stationary distribution of $Q_1(\cdot)$, but it may be interpreted as a certain stability property of the process $Q_1(\cdot)$. Hence, it may be interesting to investigate the stability of the 2-station cascade system in a weaker sense for more general exogenous arrival processes based on the conditions (6.1), (6.2) and (6.3).
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Appendix

A.1 The equivalence of (a) and (c) in Proposition 2.2

We prove that (a) is equivalent to (c) in Proposition 2.2. We first note that, under the assumption that $X(\cdot)$ is a Harris irreducible $T$-process, $X(\cdot)$ is either Harris recurrent or $\sigma$-transient by the irreducibility and the Doeblin decomposition (see Theorem 3.1 of [16]), where $X(\cdot)$ is said to be $\sigma$-transient if $S$ is a countable union of measurable sets $A_i$ for $i \geq 1$ such that $E_x(\eta_{A_i}) < \infty$ for all $x \in S$ and for all $i \geq 1$, in which case each $A_i$ is said to be uniformly transient. If $X(\cdot)$ is positive Harris recurrent, then it has an invariant probability measure. Denote it by $\nu$. Then, (2.5) is immediate from (2.2) in Remark 2.1 because there exists a compact set $C \subset S$ such that $\nu(C) > 0$ by the tightness of $\nu$ on $S$.

Conversely, if (2.5) holds, then $E_x(\eta_C) = \infty$ for the compact set $C$. Hence, $X(\cdot)$ cannot be $\sigma$-transient, and therefore it is Harris recurrent by the Doeblin decomposition. Thus, there is a unique invariant measure. Suppose that this $X(\cdot)$ is null recurrent,
then it follows from (2.3) in Remark 2.1 that, for all \( x \in S \) and any compact set \( C \subset S \),

\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(X(u) \in C)du = 0.
\] (A.1)

This contradicts (2.5), so \( X(\cdot) \) must be positive Harris recurrent.

### A.2 Proof of (ii) of Lemma 3.1

By (i) of Lemma 3.1 \( X(\cdot) \) is a \( T \)-process. Let \( \varphi(B) = T(x^*, B) \), then \( T(x^*, B) > 0 \) implies that \( T(y, B) > 0 \) for all \( y \) in some open set \( V(x^*) \) containing \( x^* \) by the lower semi-continuity of \( T(\cdot, B) \). Furthermore, let \( e \) be the exponential distribution with unit mean, then

\[
K_e(x, V(x^*)) = \int_0^\infty \mathbb{P}_x(X(u) \in V(x^*))e^{-u}du > 0 \quad \text{for all} \quad x \in S
\]

since \( x^* \) is reachable from any \( x \in S \). Hence, for the sampling distribution \( a \) by which \( X(\cdot) \) is a \( T \)-process,

\[
K_{es\alpha}(x, B) \geq \int_{V_e(x^*)} K_e(x, dy)K_a(y, B)
\]

\[
\geq \int_{V_e(x^*)} K_e(x, dy)T(y, B) > 0, \quad \forall x \in S,
\]

where \( e \ast a \) is the convolution of distributions \( e \) and \( a \) on \( \mathbb{R}_+ \), and \( K_{es\alpha}(\cdot, \cdot) \) is \( e \ast a \)-sampling \( K \)-chain. This proves that \( X(\cdot) \) is \( \varphi \)-irreducible because distribution \( e \ast a \) has an absolutely continuous component with respect to Lebesgue measure on \( \mathbb{R}_+ \).

### A.3 Proof of Lemma 3.2

Obviously, (2.5) implies (3.8) for \( X(\cdot) = X(\cdot) \), so we only need to prove that (3.8) implies (2.5). Recall that \( X_2(\cdot) \) is the Markov process describing the queue of class-2 customers. We first show that \( X_2(\cdot) \) is a positive Harris recurrent if (3.8) holds for \( i = 2 \). Since \( R_{e,2}(\cdot) \) is a regenerative process with cycles \( \tau_{e,2}(\cdot) \) and \( R_{s,2}(\cdot) \) is dominated by such a regenerative process \( Y(\cdot) \) with cycles \( \tau_{s,2}(\cdot) \) in the sense that

\[
\int_0^t 1(R_{s,2}(u) \leq x)du \leq \int_0^t 1(Y(u) \leq x)du, \quad x \geq 0, t \geq 0.
\]

both of \( R_{e,2}(\cdot) \) and \( R_{s,2}(\cdot) \) are tight on average. Hence, by Proposition 2.2, for any \( x_2 \in S \), any \( \varepsilon > 0 \) and \( v = e, s \), there is a compact subset \( C_{v,2} \subset \mathbb{R}_+ \) such that

\[
\liminf_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_{x_2}(R_{v,2}(u) \in C_{v,2})du \geq 1 - \varepsilon. \quad (A.2)
\]

Let \( \widetilde{C}_2 = C_{2,e} \times C_{2,s} \), then

\[
\mathbb{P}_{x_2}(X_2(u) \in \{0\} \times \widetilde{C}_2) \geq \mathbb{P}_{x_2}(Q_2(u) = 0) - \mathbb{P}_{x_2}(R_{e,2}(u), R_{s,2}(u)) \notin \widetilde{C}_2)
\]
\begin{align*}
\geq \mathbb{P}_{x_2}(Q_1(u) = 0) - \left(\mathbb{P}_{x_2}(R_{e,2}(u) \notin C_{e,2}) + \mathbb{P}_x(R_{s,2}(u) \notin C_{s,2})\right) \\
\geq \mathbb{P}_{x_2}(Q_1(u) = 0) - 2\epsilon.
\end{align*}

Integrating this inequality for \( u \in [0, t] \), it follows from (3.8) for \( i = 2 \) that there is some \( x_2' \in S \),

\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_{x_2'}(X_2(u) \in [0] \times \tilde{C}_2) du > 0.
\]

By Proposition 2.2, this proves that \( X_2(\cdot) \) is positive recurrent. Furthermore, it is tight on average by (b) of Proposition 2.2. Since \( Q_{1|2}(t) \leq 1 \) for all \( t \geq 0 \), \( \{Q_{1|2}(t); t \geq 0\} \) is obviously tight on average. Similar to \( R_{e,2}(\cdot) \) and \( R_{s,2}(\cdot) \), \( R_{e,1}(\cdot) \), \( R_{s,1}(\cdot) \) and \( R_{s,1|2}(\cdot) \) are also tight on average. Hence, by a similar argument to \( X_2(\cdot) \), (3.8) for \( i = 1 \) implies (2.5) for \( X(\cdot) = X(\cdot) \).

### A.4 Proof of Lemma 3.3

Note that, under Assumption 3.1, \( X(\cdot) \) is \( \varphi \)-irreducible \( T \)-process by Lemma 3.1. (i) Since \( X(\cdot) \) is positive Harris recurrent, it has the stationary distribution \( \nu \), and, by (2.2) in Remark 2.1,

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(Q_i(u) \geq 1) du = \mathbb{P}_\nu(Q_i \geq 1), \quad \forall x \in S, i = 1, 2.
\]

Integrating both sides of this equation by \( \xi \) and applying the dominated convergence theorem, we have

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t \left( \int_S \mathbb{P}_x(Q_i(u) \geq 1) \xi(dx) \right) du = 1 - \mathbb{P}_\nu(Q_i(0) = 0).
\]

This and the definition of \( \rho^*_i(\xi) \) prove (3.12).

(ii) By Lemma 3.2, we only need to show that \( \rho^*_i(\xi) < 1 \) for \( i = 1, 2 \) is equivalent to (3.8) for some \( x \in S \) and some \( \ell \geq 0 \). Assume that \( \rho^*_i(\xi) < 1 \) for \( i = 1, 2 \). Because, by Fatou’s lemma,

\[
\rho^*_i(\xi) \geq \int_S \left( \liminf_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(Q_i(u) \geq 1) du \right) \xi(dx),
\]

we have

\[
\int_S \left( \limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(Q_i(u) = 0) du \right) \xi(dx)
\]

\[
= \int_S \left( 1 - \liminf_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x(Q_i(u) \geq 1) du \right) \xi(dx) \geq 1 - \rho^*_i(\xi) > 0.
\]

Hence, (3.8) holds for \( i = 1, 2, \ell = 0 \) and some \( x_i(\cdot) \in S \).
Conversely, assume (3.8) for \( i = 1, 2 \) and some \( x_i \in S \) and some \( \ell = 0 \). Then, \( X(\cdash) \) is positive Harris recurrent by Lemma 3.2. Hence, (3.12) holds by (i) of Lemma 3.3, and therefore we only need to show that \( \mathbb{P}_\nu(Q_i(0) = 0) > 0 \) for \( i = 1, 2 \). To prove this, we first note that \( X(\cdash) \) is Harris \( \varphi \)-irreducible for \( \varphi(B) = T(x^*, B) \) by Lemma 3.1. Hence, \( \varphi(B) > 0 \) implies \( K_a(x, B) > 0 \) for \( \forall x \in S \) for some sampling distribution \( a \) by Definition 2.2. Then, for the stationary distribution \( \nu \) of \( X(\cdash) \), for any sampling distribution \( a \) on \( \mathbb{R}_+ \),

\[
\nu(B) \geq \int_S \nu(dx) K_a(x, B) > 0.
\]

Hence, \( \varphi(B) > 0 \) implies \( \nu(B) > 0 \) for any \( B \in \mathcal{B}(S) \). From the definition of \( \varphi \), \( \varphi(G) > 0 \) for any open set \( G \) containing \( x^* \) of Lemma 3.1. As this \( G \), we choose \( G_0 \) defined by

\[
G_0 = \{0\} \times \mathbb{Z}_+ \times \{0, 1\} \times \mathbb{R}_+^5 \subset S,
\]

which obviously contains \( x^* \). Since the discrete topology is taken on \( \mathbb{Z}_+^2 \times \{0, 1\} \), \( G_0 \) is an open set. Hence, \( \varphi(G_0) > 0 \), which implies that \( \mathbb{P}_\nu(Q_1(0) = 0) = \nu(G_0) > 0 \). This proves that \( \rho_1^*(\xi) < 1 \). Similarly, \( \rho_2^*(\xi) < 1 \) is proved.
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