Abstract

In this paper we consider diffusions on the half line \((0, \infty)\) such that the expectation of the arrival time at the origin is uniformly bounded in the initial point. This implies that there is a well defined diffusion process starting from infinity, which takes finite values at positive times. We study the behaviour of hitting times of large barriers and in a dual way, the behaviour of the process starting at infinity for small time. In particular we prove that the process coming down from infinity is in small time governed by a specific deterministic function. Suitably normalized fluctuations of the hitting times are asymptotically Gaussian. We also derive the tail of the distribution of the hitting time of the origin and a Yaglom limit for the diffusion starting from infinity. We finally prove that the distribution of this process killed at the origin is absolutely continuous with respect to the speed measure. The density is expressed in terms of the eigenvalues and eigenfunctions of the generator of the killed diffusion.
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1 Introduction and main results

In this paper we are interested in the descent from infinity for continuous diffusion processes without explosion. This article is also a refinement about the study of quasi-stationary distributions (q.s.d.) when \( \infty \) is an entrance boundary. Although, there is a large literature of q.s.d. for one dimensional diffusions killed at 0, there are not many results on the behaviour of these processes near infinity and the main works we use in this article can be found in [4], [13], [11] and [9]. On the other hand, this article was inspired by the results in [2] in the context of birth-and-death processes and is linked to the approximation by flows coming from infinity in [1].

For convenience, we consider diffusion processes which are stopped at a regular point chosen to be the origin. More precisely we consider the flow \( X \) of diffusions on \( \mathbb{R}^+ \) stopped at 0 satisfying for any \( x \in \mathbb{R}^+ \)

\[
\begin{align*}
\frac{dX^x_t}{dt} &= dB_t - q(X^x_t)dt, \\
X^x_0 &= x,
\end{align*}
\]

where \( B \) is a standard B.M. and \( q \) is assumed to be \( C^1([0, \infty)) \). In particular 0 is a regular boundary point, as well as any \( z \in \mathbb{R}^+ \), when considering the diffusion on \([z, \infty)\). In our exposition 0 will play no fundamental role and most of the results only depend on the behaviour of \( q \) near infinity. Without loss of generality we assume that \( B \) is the coordinate process in the canonical space \((C([0, \infty)), \mathcal{F}, \mathbb{F}, \mathbb{P})\), where \( \mathbb{P} \) is the Wiener measure. We also denote by \( \mathbb{E} \) the associated expectation. Similarly, we denote by \( \mathbb{P}_x \) the distribution of the process \( X^x \) and \( \mathbb{E}_x \) its associated expectation.

The hitting time of a point \( z \) by the process \( X^x \) is denoted by \( T_z^{(x)} = \inf\{t \geq 0 : X^x_t = z\} \). To avoid overly burdensome notation, when the initial condition \( x \) of the diffusion \( X \) is clear, we use \( T_z = T_z^{(x)} \). This will be of particular use when computing moments of \( T_z^{(x)} \).

The scale function \( \Lambda \) of \( X \) is given by

\[
\Lambda(z) = \int_0^z e^{\gamma(y)} dy, \quad \text{where} \quad \gamma(y) = 2 \int_0^y q(\xi) d\xi.
\]

Throughout the paper we shall assume the following main hypothesis

\[
\mathbb{H}_1 : \quad \int_0^\infty e^{\gamma(y)} \int_y^\infty e^{-\gamma(z)} dz \, dy < \infty.
\]

We also introduce the associated Lyapunov function

\[
m(z) := 2 \int_z^\infty e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} d\xi \, dy,
\]

which is positive and decreasing and it will play a major role in what follows.
The speed measure $\mu$ is given by $d\mu(y) = 2e^{-\gamma(y)}dy$. By $\mathbb{H}_1$, $\int_y^\infty e^{-\gamma(z)}dz < \infty$ for $dy$-a.e., which implies that $\int_y^\infty e^{-\gamma(z)}dz < \infty$ for all $y > 0$. Therefore $\mu$ is a finite measure. Moreover, the following inequality

$$(x - 1)^2 = \left( \int_1^x e^{\gamma(y)/2}e^{-\gamma(y)/2}dy \right)^2 \leq \int_1^x e^{\gamma(y)}dy \int_1^x e^{-\gamma(y)}dy$$

leads immediately to $\Lambda(\infty) = \infty$. That implies (see [3]) that the process does not explode and attains 0 almost surely.

The next result gives properties equivalent to $\mathbb{H}_1$ and it will be proven in Section 2.

**Proposition 1.1.** Assume that $q$ is $C^1([0, \infty))$, then the following are equivalent

(i) $\mathbb{H}_1$ holds,

(ii) $\sup_{x \geq 0} E(T_x(0)) < \infty$,

(iii) there exists $a > 0$ such that $\sup_{x \geq 0} E(e^{\lambda T_x(0)}) < \infty$, for any $\lambda \leq a$.

(iv) $\infty$ is an entrance boundary, that is, there exists $y \geq 0, t > 0$ such that

$$\lim_{x \to \infty} P(T_x^{(x)} < t) > 0.$$

In Section 3 we define $X^\infty$ by monotonicity of the flow and prove that when $x \to \infty$, the process $X^x$ converges a.s., uniformly on compact sets of $(0, \infty)$ (in time) to $X^\infty$ that satisfies: for all $0 < s < t \leq T_0(\infty) = \lim_{x \to \infty} T_x(0)$,

$$X^\infty_t = X^\infty_s + B_t - B_s - \int_s^t q(X^\infty_u)du, X^\infty_0 = \infty.$$

We denote by $\mathbb{P}_\infty$ the distribution of $X^\infty$ and $E_\infty$ the associated expectation. Similarly, we define $T_z(\infty) = \lim_{x \to \infty} T_z^{(x)}$, which results on the hitting time of $z$ for the process $X^\infty$.

We will quantify the speed of convergence using the Lyapunov function $m$. The process $X^\infty$ provides a relevant approximation of the diffusion when the initial state is large. In particular, it yields the large population approximation of diffusion processes where the demographic parameters are fixed but the initial size of the population is large. As in [1], we consider the image of the flow under a diffeomorphism which gives a natural distance to compare the stochastic flow with its limit at infinity and a deterministic function. But here we can exploit the Lyapunov function $m$ and its regularity, which provides a relevant and tractable compactification of the space.
The spectral study of the semigroup of \( X \) as well as a fine study of the behavior of this process near \( \infty \) will be done under an extra assumption on the asymptotic behavior of \( q \).

\[ H_2 : \quad \lim_{x \to \infty} q(x) = \infty \quad \text{and} \quad \lim_{x \to \infty} \frac{q'(x)}{q^2(x)} = 0. \]

An important and interesting remark is that under \( H_2 \) it holds

\[ 2q(y)e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} \, d\xi \to 1, \]

which is a direct consequence of l'Hôpital's rule, see Corollary A.2. In particular, under \( H_1 \) and \( H_2 \), we have for large \( z \)

\[ \int_z^\infty \frac{1}{q(x)} \, dx < \infty. \quad (1.2) \]

Noting that

\[ M(z) = \int_z^\infty \frac{1}{q(y)} \, dy \quad (1.3) \]

is the time it takes for the deterministic flow \( (\dot{y} = -q(y)) \) starting at infinity to reach the point \( z \), we have that \( m(z) = E(T_{z}^{(\infty)}) \) is asymptotically equivalent to \( M(z) \) (see Corollary A.2 (ii)) and

\[ \lim_{z \to \infty} \frac{m(z)}{M(z)} = 1. \quad (1.4) \]

We can now state the main results of this article. First, we describe the behavior of the hitting of large integers and deduce an approximation of the process starting from infinity for small times. We follow [2] in the gradual regime and prove a Law of Large Numbers (LLG) and a Central Limit Theorem (CLT). The main difference is the fact that the state space is continuous, which makes the study of the moments of hitting times and the derivation of the position of the process more involved. On the other hand, we are able here to make all the assumptions explicit in terms of \( q \) using finer estimates.

**Theorem 1.2.** Assume that \( H_1 \) and \( H_2 \) hold, then in probability

\[ \lim_{z \to \infty} \frac{T_z^{(\infty)}}{E(T_z^{(\infty)})} = 1. \]

If we assume further that

\[ \int_{z_0}^\infty \frac{1}{q^2(y)(\int_y^\infty q^{-1}(x) \, dx)^2} \, dy < \infty, \quad (1.5) \]

then the convergence is almost sure.
Notation: We use the short hand notation $f \approx g$ to mean that $0 < \liminf_{z \to \infty} \frac{f(z)}{g(z)} \leq \limsup_{z \to \infty} \frac{f(z)}{g(z)} < \infty$.

Remark 1.1. The hypothesis (1.5) is satisfied in the following cases

- $q(x) = e^{p(x)}$, with $p(x) \to \infty$, $p'(x)e^{-p(x)} \to 0$, $p''(x)/(p'(x))^2 \to 0$ as $x \to \infty$ and $\int_0^{\infty} [(p'(x))^2 \vee 1] e^{-p(x)} \, dx < \infty$. Indeed, consider $H = e^{-p}$, then

$$H' = -p'H, \quad H'' = -p''H + (p')^2H,$$

and

$$\frac{HH''}{(H')^2} = \frac{(-p'' + (p')^2)H^2}{{(p')^2}^2} \to 1 \text{ at } \infty.$$

So, by Lemma [A.7] we get

$$\int_0^{\infty} \frac{1}{q(y)} \, dy \approx \frac{H^2(x)}{-H'(x)} = \frac{e^{-p(x)}}{p'(x)},$$

and (1.5) follows from $\int_0^{\infty} (p'(x))^2 e^{-p(x)} \, dx < \infty$.

- $q(x) \approx x^a$ for $a > 1$. It is clear that $\int_0^{\infty} \frac{1}{q(x)} \, dx \approx \frac{1}{a-1} y^{1-a}$ so

$$\int_0^{\infty} \frac{1}{q^3(y)} \left( \int_0^{\infty} q^{-1}(x) \, dx \right)^2 \, dy \approx (a-1)^2 \int_0^{\infty} \frac{1}{y^{a+2}} \, dy < \infty$$

Corollary 1.3. Assume that $H_1$ and $H_2$ hold, then the following limits exist

(i) For all $\lambda < 1$, we have

$$\lim_{z \to \infty} \mathbb{E}_\infty \left( \exp \left( \lambda \frac{T_z}{\mathbb{E}_\infty(T_z)} \right) \right) = e^\lambda$$

(ii) For all $n \geq 1$,

$$\lim_{z \to \infty} \frac{\mathbb{E}_\infty(T_z^n)}{(\mathbb{E}_\infty(T_z))^{n}} = 1.$$

Theorem 1.4. Assume that $H_1$ and $H_2$ hold. Then, we have the limit in distribution

$$\frac{T_z^{(\infty)} - \mathbb{E}(T_z^{(\infty)})}{\sqrt{\text{Var}(T_z^{(\infty)})}} \xrightarrow{\mathcal{D}} Z,$$

where $Z$ has a standard Gaussian distribution.
We shall see in Appendix B that
\[
\lim_{z \to \infty} \text{Var}(T_z^\infty) \int_z^\infty \frac{1}{q(y)} dy = 1.
\] (1.6)

We can now invert in a sense this result and derive the fluctuations of the process starting from infinity.

**Theorem 1.5.** Assume \( \mathbb{H}_1 \), \( \lim_{x \to \infty} q(x) = \infty \), together with
\[
0 < \Sigma := \lim_{z \to \infty} \frac{\int_z^\infty q(x)^{-1} dx}{q^2(z) \int_z^\infty q(x)^{-3} dx} < \infty,
\] (1.7)
and
\[
\lim_{z \to \infty} q'(z) \sqrt{\int_z^\infty \frac{1}{q(x)} dx} = 0.
\] (1.8)

Then \( \mathbb{H}_2 \) holds and
\[
\frac{X_t^\infty - m^{-1}(t) \varphi}{\sqrt{\Sigma t}} \overset{t \to 0}{\to} Z,
\]
where \( Z \) has a standard Gaussian distribution.

**Remark 1.2.** We shall prove that under \( \mathbb{H}_1 \) if \( q \) converges to \( \infty \) at infinity and (1.8) holds, then \( \mathbb{H}_2 \) holds (see Lemma A.1). On the other hand under \( \mathbb{H}_1 \) and \( \mathbb{H}_2 \) the hypothesis
\[
b = \lim_{z \to \infty} q'(z) \int_z^\infty \frac{1}{q(x)} dx \in \mathbb{R},
\]
implies: \( b \geq 0 \), (1.7) and (1.8), with \( \Sigma = 2b + 1 \).

The proofs of the theorems will be based on an extensive computation of the moments of the hitting times. In what follows, we denote by \( \mathcal{L} \) the second order differential operator given by
\[
\mathcal{L}u = \frac{1}{2} u''(x) - q(x) u'(x),
\]
for all \( u \in C^2([0, \infty)) \). The function \( m \) defined in (1.1) satisfies
\[
\mathcal{L}m = 1,
\]
and by Corollary A.2 (i) its derivative \( m' \) is bounded on \([0, \infty] \).

Until now we have studied the law of \( T_z^\infty \) when \( z \) tends to \( \infty \). We now assume \( z \) fixed and describe the tail of the law of \( T_z^\infty \). Our objective is
the study of the domain of attraction of the unique q.s.d. including initial distributions that put mass at infinity. We complement this result with a spectral decomposition for the transition densities of the process starting at infinity and its approximation with the densities starting at a large finite initial condition.

To understand these results we introduce some notations and facts. It is recalled in Appendix C (see also [4]) that under \( H_1 \) and \( H_2 \), the generator \( L_z \) on \( L^2([z, \infty), \mu_z) \) of the semigroup associated with the process \( X \) killed at \( z \), has a discrete spectrum \( (-\lambda_i(z))_{i \in \mathbb{N}} \) and the bottom of the spectrum of \( -L_z \) is denoted by \( \lambda_1(z) > 0 \). The associated eigenfunction \( \psi_{z,1} \) is \( C^2([z, \infty)) \) and satisfies

\[
L \psi_{z,1}(x) = -\lambda_1(z) \psi_{z,1}(x),
\]

with the normalization

\[
\int_z^\infty \psi_{z,1}^2(x) 2e^{-(\gamma(x) - \gamma(z))} \, dx = 1, \quad \psi_{z,1}(z) = 0,
\]

and \( \psi_{z,1} \) is positive on \((z, \infty)\). The next result is an extension of Theorem 5.6 in [4] (see also [11] for the case the drift is singular at 0). It allows to extend the support of the initial distribution to \( \infty \) in Yaglom limit. We write \( P_\eta \) for the probability associated to an initial condition \( X_0 \) distributed as \( \eta \).

**Theorem 1.6.** Assume \( H_1 \) and \( H_2 \) hold. Let \( z \geq 0 \) and \( \eta \) be any probability measure on \([z, \infty)\).

(i) Then

\[
\lim_{t \to \infty} \left. e^{\lambda_1(z)t} P_\eta(T_z > t) \right| = \int_z^\infty \psi_{z,1}(x) \, d\eta(x) \int_z^\infty \psi_{z,1}(x) 2e^{-(\gamma(x) - \gamma(z))} \, dx.
\]

(ii) For every Borel set \( A \subset [z, \infty) \), we have

\[
\lim_{t \to \infty} P_\eta(X_t \in A|T_z > t) = \frac{\int_A \psi_{z,1}(x)e^{-\gamma(x)} \, dx}{\int_z^\infty \psi_{z,1}(x)e^{-\gamma(x)} \, dx}.
\]

We now provide a formula for the density of \( P(X_\infty^t \in dx, T_0^\infty > t) \) with respect to the speed measure \( d\mu(x) = 2e^{-\gamma(x)} dx \).

In [4] Theorem 2.3, it is proved that for any finite \( z > 0 \),

\[
P(X_t^y \in dx, T_0^y > t) = r(t, y, x) 2e^{-\gamma(x)} dx
\]

where, writing \( \lambda_k = \lambda_k(0) \) and \( \psi_k = \psi_{0,k} \) for any integer \( k \geq 1 \),

\[
r(t, y, x) = \sum_{k \geq 1} e^{-\lambda_k t} \psi_k(y) \psi_k(x).
\]
In order to control this sum, we require an extra hypothesis on \( q \). This hypothesis prevents \( q \) to have deep valleys when approaching infinity.

\[ H_3 : \exists a > 0, x_0 \geq 0 \text{ such that } \forall x \geq x_0, \inf\{ q(y) : y \geq x \} \geq aq(x). \]

Of course we have \( a \leq 1 \). Moreover, \( a = 1 \) is equivalent to assume \( q \) is increasing in \([x_0, \infty)\). We are in position to show the following characterization of \( r(t, \infty, \bullet) \).

**Theorem 1.7.** Assume \( H_1, H_2 \) and \( H_3 \) hold. Then for all \( t > 0 \),

(i) as \( y \) converges to \( \infty \), the function \( r(t, y, \bullet) = \sum_k e^{-\lambda_k t} \psi_k(y) \psi_k(\bullet) \) converges to \( r(t, \infty, \bullet) = \sum_k e^{-\lambda_k t} \psi_k(\infty) \psi_k(\bullet) \), in all \( L^p(\mu) \) for \( p \geq 1 \). In particular, \( r(t, \infty, \bullet) \in L^p(\mu) \) and it is a bounded continuous function.

(ii) For any bounded measurable function \( f : \mathbb{R}_+ \rightarrow \mathbb{R} \), we have

\[
E \left( f(X^\infty_t) ; T_0^{(\infty)} > t \right) = \int_0^\infty r(t, \infty, x) f(x) 2e^{-\gamma(x)} dx.
\]

Thus, \( r(t, \infty, x) 2e^{-\gamma(x)} dx \) is a density for \( \mathbb{P}(X^\infty_t \in \bullet ; T_0^{(\infty)} > t) \).

(iii) For all \( p \geq 1 \) and all \( f \in L^p \), we have

\[
\lim_{z \rightarrow \infty} \mathbb{E}(f(X^z_t) ; T_0^{(z)} > t) = \mathbb{E}(f(X^\infty_t) ; T_0^{(\infty)} > t) = \int_0^\infty r(t, \infty, x) f(x) 2e^{-\gamma(x)} dx.
\]

We also have the following strong ratio limit result.

**Theorem 1.8.** Assume \( H_1, H_2 \) and \( H_3 \) hold, then

\[
\lim_{z \rightarrow \infty} \sup_{x \geq 0} \left| \frac{r(t, \infty, x)}{r(t, z, x)} - 1 \right| = 0.
\]

2 \hspace{1cm} The moments of \( T_z \)

Under \( H_1 \), we shall derive a recurrence formula for the moments \( \mathbb{E}_x(T_z^n) \), for all \( n \geq 1 \) and all \( x \geq z \). We also develop some useful bounds for the moments. It is clear that, outside of a global set of \( \mathbb{P} \)-measure 0, the flow \( X^x \) is well defined and it is increasing in \( x \), by strong uniqueness and continuity. Then for any \( z \), \( T_z^{(x)} \) is also strictly increasing in \( x \), for \( x \geq z \).
**Theorem 2.1.** Assume $\mathbb{H}_1$.

(i) We have for all $x \geq z$,

$$E_x(T_z) = 2 \int_z^x e^{\gamma(y)} \,dy \int_y^\infty e^{-\gamma(\xi)} \,d\xi$$

and the recurrence formula: for any $n \geq 1$,

$$E_x(T_z^n) = 2n \int_z^x e^{\gamma(y)} \int_y^\infty E_\xi(T_z^{n-1}) e^{-\gamma(\xi)} \,d\xi.$$  

In particular,

$$E_\infty(T_z) = m(z).$$

(ii) For all $\lambda < \frac{1}{m(z)}$, for all $x \geq z$,

$$E_x(e^{\lambda T_z}) \leq \frac{1}{1 - \lambda m(z)}.$$  

**Proof.** (i) We develop a proof by induction.

Case $n=1$. Consider for any fixed $z \geq 0$ the following function

$$u_1(x) = 2 \int_z^x e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} \,d\xi,$$

which is a $C^2([0, \infty))$ positive increasing and bounded function, solution of

$$Lu = -1, \quad u(z) = 0.$$  

By Itô’s formula we get

$$u_1(x) - E_x(t \wedge T_z) = E_x(u_1(X_{t \wedge T_z})) = E_x(u_1(X_t)1_{t < T_z}),$$

because $u_1(z) = 0$. The boundedness of $u_1$ implies that $T_z$ is finite a.s. and the Monotone Convergence Theorem gives

$$E_x(T_z) = u_1(x) = 2 \int_z^x e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} \,d\xi.$$  

Case $n=2$. Consider now the following function

$$u_2(x) = 2 \int_z^x e^{\gamma(y)} \int_y^\infty u_1(\xi) e^{-\gamma(\xi)} \,d\xi,$$

which is a $C^2([0, \infty))$, positive, increasing and bounded solution to $Lu = -u_1$, $u(z) = 0$. Itô’s formula gives

$$u_2(x) - E_x \left( \int_0^{t \wedge T_z} u_1(X_s) \,ds \right) = E_x(u_2(X_t), t < T_z).$$
By binomial expansion, we get
\[ u_2(x) = \int_0^\infty E_x(\mathbb{1}_{s < T_z}) ds = E_x\left(\int_0^{T_z} (T_z - s) ds\right) = \frac{1}{2}E_x(T_z^2) \]

since the strong Markov property implies that \( E_x(\mathbb{1}_{s < T_z}) = E_x((T_z - s) \mathbb{1}_{s < T_z}) \). In summary, we get
\[ E_x(T_z^2) = 2u_2(x) = 4 \int_x^\infty e^{\gamma(y)} \int_y^\infty E_{\xi}(T_{\xi}) e^{-\gamma(\xi)} d\xi dy. \]

Case \( n \). Consider \( u_n(x) = 2(n - 1) \int_x^\infty e^{\gamma(y)} \int_y^\infty u_{n-1}(\xi) e^{-\gamma(\xi)} d\xi dy \) which is a \( C^2([0, \infty)) \), positive, increasing and bounded solution of \( Lu_n = -(n - 1)u_{n-1}, \ u_n(z) = 0 \). The inductive step assumes that \( (n - 1)u_{n-1}(x) = E_x(T_{z,n-1}) \). Once again, Itô’s formula (and the boundedness assumptions) implies that \( u_n(x) = \int_0^\infty E_x(\mathbb{1}_{s < T_z}) ds \). By binomial expansion, we get
\[ u_n(x) = \sum_{k=0}^{n-1} \binom{n-1}{k} (-1)^{n-1-k} E_x(T_z^k \int_0^{T_z} s^{n-1-k} ds) = \sum_{k=0}^{n-1} \binom{n-1}{k} (-1)^{n-1-k} E_x(T_z^k) \sum_{k=0}^{n-1} \binom{n-1}{k} (-1)^{n-1-k} = \frac{1}{n} E_x(T_z^n). \]

We get for \( n \geq 1 \)
\[ E_x(T_z^n) = nu_n(x) = 2n(n - 1) \int_x^\infty e^{\gamma(y)} \int_y^{\infty} u_{n-1}(\xi) e^{-\gamma(\xi)} d\xi dy \]
\[ \leq 2n \int_x^\infty e^{\gamma(y)} \int_y^{\infty} E_{\xi}(T_{\xi}^{n-1}) e^{-\gamma(\xi)} d\xi dy. \]

(ii) Notice that \( E_x(T_z) = u_1(x) < m(z) \), see \([1.1]\). Then, we get that \( E_x(T_z^n) \leq 2m(z)^2 \) and inductively we get for \( n \geq 1 \)
\[ E_x(T_z^n) \leq n! m(z)^n. \]

With these bounds we can prove that
\[ E_x(e^{\lambda T_z}) = 1 + \sum_{n=1}^\infty \frac{\lambda^n}{n!} E_x(T_z^n) \leq 1 + \sum_{n=1}^\infty (\lambda m(z))^n \leq \frac{1}{1 - \lambda m(z)}, \]

which is finite for all \( \lambda < \frac{1}{m(z)} \). Using the Monotone Convergence Theorem and the previous induction formula, we also conclude that
\[ E_x(e^{\lambda T_z}) = 1 + 2\lambda \int_x^\infty e^{\gamma(y)} \int_y^{\infty} E_{\xi}(e^{\lambda T_z}) e^{-\gamma(\xi)} d\xi dy, \]

which ends the proof. \( \square \)

**Notation:** Some of the computations require to prove a chain of implications about the existence of limits and for that reason we write \( f \sim g \) to mean that when \( \lim_{z \to \infty} g(z) \) exists then \( \lim_{z \to \infty} f(z) = \lim_{z \to \infty} g(z) \).
Corollary 2.2. Assume $\mathbb{H}_1$ and $\mathbb{H}_2$, then

$$
\lim_{z \to \infty} \frac{E_\infty(T_z^2)}{(E_\infty(T_z))^2} = 1. \tag{2.4}
$$

Proof. Let us introduce $m_2(z) = E_\infty(T_z^2)$. By (2.2) and Markov property, we have

$$
m_2(z) = 4 \int_z^\infty e^{\gamma(y)} \int_y^\infty (E_\infty(T_z) - E_\infty(T_\xi))e^{-\gamma(\xi)} d\xi dy
$$

by recalling that $m(z) = E_\infty(T_z) = 2 \int_z^\infty e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} d\xi dy$. The asymptotic behavior of $m_2(z) = E_\infty(T_z^2)$ turns out to be the same as $m^2(z)$. For this purpose, it is enough to study the ratio

$$
\frac{4 \int_z^\infty e^{\gamma(y)} \int_y^\infty m(\xi)e^{-\gamma(\xi)} d\xi dy}{m_2(z)}
$$

which by l’Hôpital’s rule is equivalent to study the ratio $\frac{\int_z^\infty m(\xi)e^{-\gamma(\xi)} d\xi}{m(z) \int_z^\infty e^{-\gamma(\xi)} d\xi}$. We iterate this argument to get

$$
\frac{\int_z^\infty m(\xi)e^{-\gamma(\xi)} d\xi}{m(z) \int_z^\infty e^{-\gamma(\xi)} d\xi} \xrightarrow{\mathcal{H}} \frac{m(z) \int_z^\infty e^{-\gamma(\xi)} d\xi}{m(z) \int_z^\infty e^{-\gamma(\xi)} d\xi + 2 \int_z^\infty e^{-\gamma(\xi)} d\xi)^2}. \tag{2.4}
$$

Thanks to Corollary A.2(i) (whose proof uses $\mathbb{H}_2$), we have

$$
e^{2\gamma(z)} \left( \int_z^\infty e^{-\gamma(\xi)} d\xi \right)^2 \xrightarrow{\mathcal{H}} 1 - 2q(z)e^{\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} d\xi,
$$

which converges to 0. Combining these formulas yields (2.4). \qed

We are now able to prove Proposition 1.1

Proof of Proposition 1.1. The equivalences of (i), (ii) and (iv) are proved in [4, Proposition 7.6]. Remark that (i) ⇔ (ii) means that $m(0) < \infty$. We have shown in Theorem 2.1 that if $\lambda < m(0)$, we have

$$
E_\infty(e^{\lambda T_0}) = \sup_{x \geq 0} E_x(e^{\lambda T_0}) \leq \frac{1}{1 - \lambda m(0)} < \infty.
$$

Then (ii) ⇒ (iii) and the converse is obvious. \qed
The next proposition gives a more general recurrence result.

**Proposition 2.3.** Assume that \( f : \mathbb{R}_+ \to \mathbb{C} \) is a \( C^1 \) function such that \( |f'(x)| \leq A + B e^{\lambda x} \), where \( \lambda < \frac{1}{m(z)} \), then for all \( x \geq z \) we have

\[
E_x(f(T_z)) = f(0) + 2 \int_x^z e^{\gamma(y)} \int_y^\infty \mathbb{E}_\xi(f'(T_z)) e^{-\gamma(\xi)} \, d\xi \, dy. \tag{2.5}
\]

**Proof.** According to what we have proved, this relation holds for any polynomial \( f \). Then, the result is obtained by approximating \( f' \) by polynomials and passing to the limit, thanks to the growth condition on \( f' \) and (2.3).

As a particular case, we have the following relation

\[
E_x(e^{i\theta T_z}) = 1 + 2i\theta \int_z^\infty e^{\gamma(y)} \int_y^\infty \mathbb{E}_\xi(e^{i\theta T_z}) e^{-\gamma(\xi)} \, d\xi \, dy \tag{2.6}
\]

for the characteristic function of \( T_z \).

**Remark 2.1.** We can reinterpret these formulas using the Green function. Recall that the Green function \( g_z : [z, \infty) \to \mathbb{R}_+ \), for the process \( (X_t \wedge T_z : t \geq 0) \) on the domain \([z, \infty)\), is given by (see [7])

\[
g_z(x,y) = \int_z^x e^{\gamma(w)} - e^{\gamma(z)} \, dw
\]

and satisfies for any measurable function \( h \) either positive or integrable with respect to \( g(x,\xi)e^{-\gamma(\xi)} \, d\xi \) with \( h(z) = 0 \), that

\[
\int_0^\infty \mathbb{E}_x(h(X_s)1_{s<T_z}) \, ds = \int_z^\infty g(x,\xi)h(\xi) 2e^{-\gamma(\xi)-\gamma(z)} \, d\xi. \tag{2.7}
\]

Notice that (2.7) can be rewritten as

\[
\mathbb{E}_x \left( \int_0^{T_z} h(X_s) \, ds \right) = 2 \int_z^\infty e^{\gamma(y)} \int_y^\infty h(\xi)e^{-\gamma(\xi)} \, d\xi \, dy. \tag{2.8}
\]

So, if we take \( h(\xi) = 1_{(z,\infty)}(\xi) \), we recover (2.1). On the other hand, if we take \( h(\xi) = \mathbb{E}_\xi(f'(T_z)) \) with \( f \) as in the statement of Proposition 2.3, we obtain Formula (2.5), using the strong Markov property.

### 3 The limit process \( X^\infty \)

First, we introduce the process starting from infinity and check that it satisfies the expected properties.

**Theorem 3.1.** Assume that \( \mathbb{H}_1 \) holds. The following limit exists \( \mathbb{P} \)-almost-surely for any \( t \geq 0 \),

\[
X_t^\infty = \lim_{x \to \infty} X_t^x \in [0, \infty].
\]
The process $X^\infty$ is continuous, $X^\infty_0 = \infty$, $X^\infty_t < \infty$ for all $t > 0$ and $T_z^{(\infty)} = \inf\{t \geq 0 : X^\infty_t = z\} = \lim_{x \to \infty} T_z^{(x)}$ has some exponential moments for all $z \geq 0$.

For all $0 < s \leq T_0^{(\infty)}$, the process $X^\infty$ satisfies
\[
X^\infty_t = X^\infty_s + B_t - B_s - \int_s^t q(X^\infty_u) \, du.
\] (3.1)

**Proof.** Using that outside a set of $\mathbb{P}$-measure 0, for every $t \geq 0$, $X^x_{t,T_0^{(\infty)}(x)}$ is increasing in $x$, the following limit exists $\mathbb{P}$-almost surely for all $t$,
\[
X^\infty_t = \lim_{x \to \infty} X^x_{t,T_0^{(\infty)}(x)} \in [0, \infty].
\]

Moreover $T_z^{(x)}$ is increasing in $x$ and we set $T_z = \lim_{x \to \infty} T_z^{(x)}$. Let us first check that $T_z = T_z^{(\infty)}$ for any $z \geq 0$. Since $T_0^{(x)} \leq T_0$, we have $X^x_T = 0$ for all $x$ and then $X^\infty_T = 0$. Thus, $T^{(\infty)} \leq T_0$. On the other hand, if $t < T_0$, we have $t < T_0^{(x)}$ for all large $x \geq x_0 = x_0(t, \omega)$, which implies that $0 < X^x_T \leq X^\infty_T \leq X^\infty_T$ by monotonicity of the flow. We conclude that $T^{(\infty)} = T_0 = \lim_{x \to \infty} T_z^{(x)}$ and (2.21)–(2.3) ensure by monotone convergence that
\[
\mathbb{E}(T_0^{(\infty)}) = \lim_{x \to \infty} \mathbb{E}(T_0^{(x)}) = 2 \int_0^\infty e^\gamma(y) \int_y^\infty e^{-\gamma(\xi)} \, d\xi \, dy < \infty
\]
\[
\mathbb{E}((T_0^{(\infty)})^2) = \lim_{x \to \infty} \mathbb{E}((T_0^{(x)})^2) = 4 \int_0^\infty e^\gamma(y) \int_y^\infty \mathbb{E}(T_0^{(\xi)}) e^{-\gamma(\xi)} \, d\xi \, dy < \infty.
\]

Similarly, one can prove that $T_z^{(\infty)} = \lim_{x \to \infty} T_z^{(x)}$ holds, for all $z$, outside a set of $\mathbb{P}$-measure 0. Since $T_z^{(\infty)} \geq T_z^{(x)}$, we conclude that $T_z^{(\infty)}$ are positive random variables. On the other hand, $z \to T_z^{(\infty)}$ is non increasing and bounded by the integrable function $T_0$, which implies
\[
\mathbb{E} \left( \lim_{z \to \infty} T_z^{(\infty)} \right) = \lim_{z \to \infty} \mathbb{E}(T_z^{(\infty)}) = \lim_{z \to \infty} 2 \int_z^\infty e^\gamma(y) \int_y^\infty e^{-\gamma(\xi)} \, d\xi \, dy = 0,
\]
and therefore $\lim_{z \to \infty} T_z^{(\infty)} = 0$ a.s..

Now, we shall deduce that almost surely, $X^\infty_t < \infty$ for all $t > 0$. Indeed, for any $0 < t_0 < t_1$, the event $\{\sup_{t \in [t_0,t_1]} X^\infty_t > A\}$ increases to $\{\sup_{t \in [0,t_1]} X^\infty_t > A\}$ as $x \to \infty$ and
\[
\mathbb{P} \left( \sup_{t \in [t_0,t_1]} X^\infty_t > A \right) = \lim_{x \to \infty} \mathbb{P} \left( \sup_{t \in [t_0,t_1]} X^x_t > A \right).
\]
Let us fix $\varepsilon > 0$ and introduce $z = z(\varepsilon)$ such that for any $x \geq z$ large enough $\mathbb{P}(T^x_z > t_0) < \varepsilon$, using that $\lim_{z \to \infty} T^{(\infty)}_z = 0$ and $T^x_z \leq T^{(\infty)}_z$ a.s. We obtain
\[
\mathbb{P} \left( \sup_{t \in [t_0,t_1]} X^\infty_t > A \right) \leq \varepsilon + \lim_{x \to \infty} \mathbb{P}(T^{(x)}_z \leq t_0, \sup_{t \in [t_0,t_1]} X^x_t > A).
\]
By the strong Markov property at time $T^x_z$, we obtain for $A > x \geq z(\varepsilon)$,

$$P(T^x_z \leq t_0, \sup_{t \in [t_0, t_1]} X_t^x > A) \leq P(\sup_{0 \leq t \leq t_1 - t_0} X_t^x > A).$$

We then let $A$ tend to infinity and this term vanishes since $X^z$ does not explode in finite time, which concludes the proof of $X_t^\infty < \infty$ for all $t > 0$.

We now prove that $X^\infty$ is a continuous process. We first apply the Itô's formula to $m(X^x_{t \land T^x_0})$ and get

$$m(X^x_{t \land T^x_0}) = m(x) + \int_0^{t \land T^x_0} m'(X^x_s) dB_s + t \land T^x_0$$

because $\mathcal{L} m = 1$. As mentioned in the introduction, the functions $m$ and $m'$ are bounded and continuous functions on $[0, \infty]$. Let us now consider the well defined process on $\mathbb{R}^+$:

$$\mathcal{M}_t = \int_0^{t \land T^\infty_0} m'(X^\infty_s) dB_s + t \land T^\infty_0.$$

Using Doob inequality we get for every $t_0 > 0$ fixed

$$\mathbb{E}(\sup_{t \leq t_0} |m(X^x_{t \land T^x_0}) - \mathcal{M}_t|^2)$$

$$\leq 4(m(x))^2 + 16 \mathbb{E}\left(\int_{t_0}^{t_0 \land T^\infty_0} \left(m'(X^x_{s \land T^x_0}) - m'(X^\infty_s)\right)^2 ds\right)$$

$$+ 16 \mathbb{E}\left(\int_{t_0 \land T^\infty_0} m'(X^\infty_s)^2 ds\right) + 4 \mathbb{E}(T^\infty_0 - T^x_0)^2. \quad (3.2)$$

When $x$ tends to infinity, the first term of the RHS tends to 0 by $H_1$. The second term tends to 0 by dominated convergence theorem (since $m'$ is bounded). The third term is bounded (up to a constant) by $\mathbb{E}(T^\infty_0 - T^x_0)$. It tends to 0 as the forth term by dominated convergence theorem. We have thus proved that almost-surely, for any $t$,

$$\mathcal{M}_t = \lim_{x \to \infty} m(X^x_{t \land T^x_0}).$$

By continuity of $m$, we deduce

$$m(X^\infty_t) = \int_0^{t \land T^\infty_0} m'(X^\infty_s) dB_s + t \land T^\infty_0.$$

This implies that the process $t \to m(X^\infty_t)$ is continuous and since $m$ is a diffeomorphism, we conclude that the process $t \to X^\infty_t$ is also continuous.

We conclude then easily that for all $0 < s \leq t \leq T^\infty_0$, the process $X^\infty_t$ satisfies the SDE (3.1) for any $t > s > 0$, by letting $x \to \infty$ and using $m'$ bounded. \qed
We obtain now the convergence of processes when the initial condition goes to infinity and provide the speed of this convergence in terms of the Lyapunov function \( m \). For that purpose, we introduce the distance \( d_m(x, y) = |m(x) - m(y)| \) and endow \( \mathbb{R}_+ \cup \{\infty\} \) with this distance which makes it a Polish space.

**Theorem 3.2.** Under \( \mathbb{H}_1 \), for any \( T > 0 \), the law of \( (X^x_{t \wedge T_0}: t \in [0, T]) \) converges to the law of \( (X^\infty_t: t \in [0, T]) \) as \( x \to \infty \) in the space of probabilities on \( C([0, T], \mathbb{R}_+ \cup \{\infty\}) \).

Assuming further

\[
\lim_{x \to \infty} q(x) = \infty \quad \text{and} \quad \limsup_{x \to \infty} \frac{|q'(x)|}{q(x)} < \infty,
\]

there exist \( c_1, c_2 > 0 \) such that for any \( x \geq 0 \) and \( T > 0 \),

\[
\mathbb{E} \left( \sup_{t \leq T \wedge T_0^{(x)}} d_m(X^x_t, X^\infty_t)^2 \right) \leq c_1 m^2(x)e^{c_2 T}.
\]

Thus, \( m(x) = d_m(x, \infty) \) provides the speed of the convergence of the flow when \( x \to \infty \). Letting \( T = 0 \) in this inequality shows that it is sharp.

**Proof.** We recall that \( \mathcal{M}_t = m(X^\infty_t) \) where \( X^\infty_t = X^\infty_{t \wedge T_0^{(\cdot)}} \). Then, (3.2) is given by

\[
\mathbb{E} \left( \sup_{t \leq T} d_m \left( X^x_{t \wedge T_0}, X^\infty_t \right)^2 \right) \leq 4m^2(x) + 16 \mathbb{E} \left( \int_0^T \left( m'(X^x_{s \wedge T_0^{(x)}}) - m'(X^\infty_s) \right)^2 ds \right) + 16 \| m' \|_\infty \mathbb{E} \left( T_0^{(x)} - T_0^{(\cdot)} \right) + 4 \mathbb{E} \left( (T_0^{(x)} - T_0^{(\cdot)})^2 \right),
\]

where each term of the right hand side goes to 0. This ends up the proof of the first part of the statement. Similarly, as in (3.2) we have (using that \( T_0^{(x)} \leq T_0^{(\infty)} \) ),

\[
\mathbb{E} \left( \sup_{t \leq T \wedge T_0^{(x)}} d_m \left( X^x_t, X^\infty_t \right)^2 \right) = \mathbb{E} \left( \sup_{t \leq T \wedge T_0^{(x)}} |m(X^x_t) - \mathcal{M}_t|^2 \right) \leq 4m^2(x) + 16 \mathbb{E} \left( \int_{T \wedge T_0^{(x)}} \left( m'(X^x_s) - m'(X^\infty_s) \right)^2 ds \right)
\]

Moreover, our assumptions here ensure that \( m''/m' \) is bounded, see Lemma \( \text{A.5} \) for the proof. Then there there exists \( c_1 > 0 \) such that for any \( y \geq x \geq 0 \),

\[
|m'(x) - m'(y)| \leq \int_x^y |m''(z)| ds \leq c_1 \int_x^y |m'(z)| dz = c_1 d_m(x, y),
\]
since $m'$ has a constant sign. The second part of the statement then follows from Gronwall inequality.

\[ \square \]

4 Proofs of Theorem 1.2 and Corollary 1.3

Let us assume in this section that $\mathbb{H}_1$ and $\mathbb{H}_2$ hold. We have seen in the previous section that $\lim_{z \to \infty} T_z(\infty) = 0$ a.s. and $\lim_{z \to \infty} \mathbb{E}(T_z(\infty)) = 0$.

Proof of Theorem 1.2. The first statement follows immediately from the behavior of the second moment. Indeed let $\epsilon > 0$ and use Markov inequality to get
\[
\mathbb{P} \left( \left| \frac{T_z(\infty)}{\mathbb{E}(T_z(\infty))} - 1 \right| \geq \epsilon \right) \leq \frac{1}{\epsilon^2} \left( \frac{\mathbb{E}((T_z(\infty))^2)}{(\mathbb{E}(T_z(\infty)))^2} - 1 \right).
\]

This right hand side converges to zero from (2.4), and the result is proved.

The second statement is more involved. Recall that the function $m(w) = \mathbb{E}(T_w(\infty))$ is positive and decreasing. Hence, for $0 < \rho < 1$, we can define recursively $z_n$ for $n \geq 0$ by
\[
z_n = \inf \{ w > z_{n-1} : m(w) = (1 - \rho) m(z_{n-1}) \}.
\]

It is clear that $(z_n : n \geq 0)$ is a strictly increasing sequence. Let us prove that $z_n \to \infty$. Indeed, we have for $n \geq 1$, $m(z_n) = (1 - \rho)^n m(z_0)$, which tends to 0 as $n$ tends to infinity, implying that $z_n \to \infty$.

We first prove that
\[
\lim_{n \to \infty} \frac{T_z(\infty)}{\mathbb{E}(T_z(\infty))} = 1 \quad (4.1)
\]
holds a.s. using the decomposition
\[
T_z(\infty) = \sum_{k \geq n+1} \tau_k, \quad \text{with} \quad \tau_k = T_{z_k(\infty)} - T_{z_{k-1}(\infty)}.
\]

Since the process $X^\infty$ satisfies the strong Markov property, the random variables $(\tau_k)_{k \geq 0}$ are independent with the same distribution as $T_{z_k(\infty)}$. Recalling that $\mathbb{E}(T_z(\infty)) = m(z)$, we shall prove that
\[
\lim_{n \to \infty} \frac{1}{m(z_n)} \sum_{k \geq n+1} (\tau_k - \mathbb{E}(\tau_k)) = 0 \text{ a.s.}
\]


to get (4.1). We will first prove that
\[
\sum_{k \geq 1} \frac{\text{Var}(\tau_k)}{m^2(z_{k-1})} < \infty,
\]
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and using that \( m(z_k) \) is decreasing, we apply Proposition 1 in Klesov [8]. Note that since the \((\tau_k)_{k \geq 0}\) are independent,

\[
\begin{align*}
\frac{\text{Var}(\tau_k)}{m^2(z_{k-1})} &= \frac{\text{Var}(T_{z_{k-1}}^{(\infty)}) - \text{Var}(m_{z_k})}{m^2(z_{k-1})}.
\end{align*}
\]

Since by (1.2), \( V(w) = \text{Var}(T_w^{(\infty)}) \) is a decreasing function, we get

\[
\sum_{k \geq 1} \frac{\text{Var}(\tau_k)}{m^2(z_{k-1})} = \sum_{k \geq 1} \frac{\int_{z_{k-1}}^{z_k} -V'(w) \, dw}{m^2(z_{k-1})} \leq \sum_{k \geq 1} \frac{\int_{z_{k-1}}^{z_k} -V'(w) \, dw}{m^2(w)} = \int_z^\infty \frac{-V'(w) \, dw}{m^2(w)}.
\]

This last integral is finite (or infinite) if it is finite (or infinite) for an equivalent function (see Corollary A.1 (i),(ii) and (iii))

\[
\frac{-V'(w)}{m^2(w)} = 8 \int_w^\infty e^{\gamma(w)} \left( \int_x^{\infty} e^{-\gamma(n)} \, dn \right)^2 \frac{d\xi}{m^2(w)} \approx \frac{1}{q^3(w)(\int_w^\infty q^{-1}(x))^2 \, dx}.
\]

Our extra hypothesis ensures that this last function is integrable. This yields the a.s. convergence for the desired ratio along the subsequence \((z_n)_n\).

Now, we prove that this sequence dominates the full path. Indeed, we consider \( z > z_0 \) and \( n \geq 1 \) such that \( z \in [z_{n-1}, z_n[. \) Then by the obvious monotonicity of \( T_{z}^{(\infty)} \) and \( m(z) \) on \( z \), we get

\[
\frac{T_{z_{n-1}}^{(\infty)}}{m(z_{n-1})} \geq \frac{T_{z}^{(\infty)}}{m(z)} \geq (1 - \rho) \frac{m_{z}}{m(z)} \geq (1 - \rho) \frac{T_{z_{n}}^{(\infty)}}{m(z_n)} = (1 - \rho)^2 \frac{T_{z_{n}}^{(\infty)}}{m(z_n)}.
\]

Therefore almost surely,

\[
1 - \rho \leq \liminf_{z \to \infty} \frac{T_{z}^{(\infty)}}{m(z)} \leq \limsup_{z \to \infty} \frac{T_{z}^{(\infty)}}{m(z)} \leq \frac{1}{1 - \rho}.
\]

Taking \( \rho \to 0 \) ends the proof of Theorem 1.2.

**Proof of Corollary 1.3.** Inequality (2.3) shows that for all \( \lambda < 1 \), we have

\[
\mathbb{E} \left( \exp \left( \lambda \frac{T_{z}^{(\infty)}}{\mathbb{E}(T_{z}^{(\infty)})} \right) \right) \leq \frac{1}{1 - \lambda}.
\]

This means that \( \left( \exp \left( \lambda \frac{T_{z}^{(\infty)}}{\mathbb{E}(T_{z}^{(\infty)})} \right), z \geq 1 \right) \) is a tight family (consider \( \lambda < \lambda' < 1 \)) and the result follows from the convergence in probability of \( \frac{T_{z}^{(\infty)}}{\mathbb{E}(T_{z}^{(\infty)})} \) to 1. Finally, (ii) is shown similarly.
5 Proof of Theorem 1.4

We will use Lévy’s Theorem and prove that for all \( t \) small enough and all \( z \) large enough,

\[
E \left( \exp \left( \frac{it}{\var(T_z^{\infty})^{1/2}} \right) \right) = \exp \left( -\frac{t^2}{2} \right) (1 + o(1)).
\]

As for Theorem 1.2, the proof relies on the fact that \( T_z^{\infty} \) can be seen as a sum of independent random variables, which are adapted to estimate the variance. For that purpose, we consider \( \rho \in (0, 1) \) and define recursively another sequence \( z_n \) by \( z_0 = z \) and for \( n \geq 1 \)

\[ z_n = \inf \{ x > z_{n-1} : \var(T_z^{(x)} z_{n-1}) = \rho \var(T_z^{\infty}) \}. \]

Note that the function \( x \to \var(T_z^{(x)} z_{n-1}) \) is continuous, vanishing at \( z_{n-1} \) and positive at infinity. The sequence \( (z_n : n \geq 0) \) is well defined and it is strictly increasing. We denote by \( \bar{z} \in (z, \infty] \) its limit and first prove that \( \bar{z} = \infty \).

As in the proof of Theorem 1.2, \( \tau_n = T_z^{\infty} z_n - T_z^{\infty} z_{n-1} \) are independent and

\[ \var(\tau_n) = \rho \var(T_z^{\infty}), \]

by construction, since \( \tau_n \) is distributed as \( T_z^{(z_n)} z_{n-1} \). This implies \( \var(T_z^{\infty}) = \rho \var(T_z^{\infty}) + \var(T_z^{\infty}) \) and by induction

\[ \var(T_z^{\infty}) = (1 - \rho)^n \var(T_z^{\infty}). \]

Letting \( n \to \infty \) and using that \( \var(T_z^{\infty}) \to \var(T_z^{\infty}) \) from (B.2), we get

\[ \lim_{n \to \infty} z_n = \bar{z} = \infty. \]

Moreover, writing \( \sigma(z) = \var^{1/2}(T_z^{\infty}) \), we have

\[ \var(\tau_n) = \rho(1 - \rho)^{n-1} \sigma(z)^2. \quad (5.1) \]

Now we turn to the proof of the convergence of characteristic function. Recalling that \( T_z^{\infty} - \var(T_z^{\infty}) = \sum_{k \geq 1} (\tau_k - \var(\tau_k)) \), we have for a fixed \( t \in \mathbb{R} \),

\[
E \left( e^{it \frac{T_z^{(\infty)} - \var(T_z^{\infty})}{\sigma_z}} \right) = \prod_{k \geq 1} E \left( e^{it \frac{\tau_k - \var(\tau_k)}{\sigma_z}} \right). \]
Using (5.1) and estimate (27-11) in [3], we get
\[
\left| E \left( e^{i t \frac{\tau_k - E(\tau_k)}{\sigma_k}} \right) - e^{-\frac{t^2}{2} \rho (1-\rho)^{k-1}} \right| \leq \frac{|t|^3}{\sigma(z)^3} E \left( \left| \tau_k - E(\tau_k) \right|^3 \right) + C t^4 \rho^2 (1-\rho)^{2k},
\]
where \( C \) is a positive constant such that \( |e^{-x} - 1 + x| \leq Cx^2 \) for any \( x \geq 0 \). Then,
\[
\left| E \left( e^{i t \frac{\tau_k - E(\tau_k)}{\sigma_k}} \right) - e^{-\frac{t^2}{2} \rho (1-\rho)^{k-1}} \right| = \prod_{k \geq 1} \left| E \left( e^{i t \frac{\tau_k - E(\tau_k)}{\sigma_k}} \right) - e^{-\frac{t^2}{2} \rho (1-\rho)^{k-1}} \right|
\leq \frac{|t|^3}{\sigma(z)^3} \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^3 \right) + C t^4 \frac{\rho}{2 - \rho}.
\]
It remains to estimate \( \frac{1}{\sigma_k^2} \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^3 \right) \) and let \( \rho \) go to 0 to check that the right hand side vanishes. We notice that using twice Cauchy-Schwartz inequality
\[
\frac{1}{\sigma(z)^3} \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^3 \right)
\leq \sum_{k \geq 1} \left( \frac{1}{\sigma(z)^2} E \left( \left| \tau_k - E(\tau_k) \right|^4 \right) \right)^{1/2} \left( \frac{1}{\sigma(z)^2} E \left( \left| \tau_k - E(\tau_k) \right|^2 \right) \right)^{1/2}
\leq \left( \frac{1}{\sigma(z)^2} \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^4 \right) \right)^{1/2} \left( \frac{1}{\sigma(z)^2} \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^2 \right) \right)^{1/2}
= \left( \frac{1}{\sigma(z)^2} \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^4 \right) \right)^{1/2},
\]
where the last equality comes from \( \sigma(z)^2 = \text{Var}(T_z^{(\infty)}) = \sum_{k \geq 1} \text{Var}(\tau_k) \) or (5.1). Theorem 1.4 follows now from the next lemma by letting \( \rho \) tend to 0.

**Lemma 5.1.** We have for any \( \rho \in (0, 1) \),
\[
\lim_{z \to \infty} \frac{1}{\sigma(z)^3} \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^4 \right) = \frac{3\rho}{2 - \rho}.
\]

**Proof.** Since the random variables \( \tau_k - E(\tau_k) \) are independent and centered, and since \( T_z^{(\infty)} = \sum_{k \geq 1} \tau_k \) has finite moments, we can write
\[
E \left( \left| T_z^{(\infty)} - E(T_z^{(\infty)}) \right|^4 \right) = \sum_{k \geq 1} E \left( \left| \tau_k - E(\tau_k) \right|^4 \right) + 3 \sum_{k \neq j} E \left( \left| \tau_k - E(\tau_k) \right|^2 \right) E \left( \left| \tau_j - E(\tau_j) \right|^2 \right).
\]
Then, using (5.1),
\[ \mathbb{E} \left( \left| T_z^{(\infty)} - \mathbb{E}(T_z^{(\infty)}) \right|^4 \right) \]
\[ = \sum_{k \geq 1} \mathbb{E} \left( |\tau_k - \mathbb{E}(\tau_k)|^4 \right) + 3 \sum_{k,j} \text{Var}(\tau_k)\text{Var}(\tau_j) - 3 \sum_{k \geq 1} (\text{Var}(\tau_k))^2 \]
\[ = \sum_{k \geq 1} \mathbb{E} \left( |\tau_k - \mathbb{E}(\tau_k)|^4 \right) + 3 \left( \text{Var}(T_z^{(\infty)}) \right)^2 - 3 \rho^2 \left( \text{Var}(T_z^{(\infty)}) \right)^2 \sum_{k \geq 1} (1 - \rho)^{2(k-1)} \]
\[ = \sum_{k \geq 1} \mathbb{E} \left( |\tau_k - \mathbb{E}(\tau_k)|^4 \right) + 3 \left( \text{Var}(T_z^{(\infty)}) \right)^2 \frac{\rho^2}{1 - (1 - \rho)^2} \]
\[ = \sum_{k \geq 1} \mathbb{E} \left( |\tau_k - \mathbb{E}(\tau_k)|^4 \right) + 3 \left( \text{Var}(T_z^{(\infty)}) \right)^2 \left( 1 - \frac{\rho}{2 - \rho} \right). \]

It is proved in Lemma B.2 that
\[ \lim_{z \to \infty} \mathbb{E} \left( \left| T_z^{(\infty)} - \mathbb{E}(T_z^{(\infty)}) \right|^4 \right) = 3 \]
and we conclude by dividing the last identity by \( \sigma_z^4 = (\text{Var}(T_z^{(\infty)}))^2 \).

\[ \square \]

6 Proofs of Theorem 1.5 and Remark 1.2

We first derive some consequences of the assumptions of Theorem 1.5 and recall from (1.3) the notation \( M(z) = \int_{z}^{\infty} \frac{1}{q(x)} \, dx \).

Lemma 6.1. Assume \( H_1 \), \( \lim_{x \to \infty} q(x) = \infty \) and (1.8). Then

(i) \( \lim_{z \to \infty} q(z) \sqrt{M(z)} = \infty. \)

(ii) \( H_2 \) holds.

(iii) \( \lim_{z \to \infty} \frac{m'(z)}{m(z)} = 0. \)

Proof. Condition (1.8) can be reformulated as
\[ \lim_{z \to \infty} \frac{M''(z)}{M'(z)} \sqrt{M(z)} = 0. \] (6.1)

In other words, for any \( \epsilon > 0 \) there exists \( z(\epsilon) > 0 \) such that for any \( z > z(\epsilon) \) we have \( M'(z) < 0 \) and \( M''(z) < -\epsilon M'(z) / \sqrt{M(z)} \). Integrating between \( z > z(\epsilon) \) and infinity we get \( 0 \leq -M'(z) \leq 2 \epsilon \sqrt{M(z)} \). This implies
\[ \lim_{z \to \infty} \frac{M'(z)}{\sqrt{M(z)}} = 0, \] (6.2)
which is assertion (i).

We observe that
\[
\frac{q'(z)}{q(z)^2} = \left( \frac{M''(z)}{M'(z)} \sqrt{M(z)} \right) \left( -\frac{M'(z)}{\sqrt{M(z)}} \right)
\]
and therefore \( \mathbb{H}_2 \) holds and (ii) is proved. Furthermore, using Corollary A.2 (i),(ii) and (6.2) we deduce \( \lim_{z \to \infty} \frac{m'(z)}{\sqrt{m(z)}} = 0 \) and (iii) is proven.

We can now prove Theorem 1.5. According to Lemma 6.1, see Remark 1.2, we can assume that \( \mathbb{H}_2 \) holds. For \( y \in \mathbb{R} \) fixed, we define the function
\[
r_y(t) = m^{-1}(t) + y \sqrt{T}
\]
for \( t \in \mathbb{R}_+ \).

Recall that \( m(z) = \mathbb{E}(T_\infty^z) \) and \( \sigma(z) = \text{Var}^{1/2}(T_\infty^z) \).

First, we observe that
\[
\left\{ \frac{X_t^\infty - m^{-1}(t)}{\sqrt{t}} < y \right\} \subset \{ T_{r_y(t)} < t \}
\]
and the derivation of the upperbound of the CLT comes from the CLT for \( T \). Indeed \( r_y(t) \to \infty \) as \( t \to 0 \) since by \( \mathbb{H}_1 \), \( m(z) \to 0 \) as \( z \to \infty \) and by Lemma A.4 (i),
\[
\lim_{t \to 0} \frac{t - m(r_y(t))}{\sigma(r_y(t))} = \sqrt{\Sigma} y.
\]

Then Theorem 1.4 ensures that
\[
\lim_{t \to 0} \mathbb{P}(T^{(\infty)}_{r_y(t)} < t) = \lim_{t \to 0} \mathbb{P}\left( \frac{T^{(\infty)}_{r_y(t)} - m(r_y(t))}{\sigma(r_y(t))} < \frac{t - m(r_y(t))}{\sigma(r_y(t))} \right)
= \Phi(\sqrt{\Sigma} y),
\]
where \( \Phi \) is the cumulative distribution function of the standard normal distribution. From (6.3), we then obtain
\[
\limsup_{t \to 0} \mathbb{P}\left( \frac{X_t^\infty - m^{-1}(t)}{\sqrt{t}} < y \right) \leq \Phi(\sqrt{\Sigma} y)
\]
and we now prove a reverse estimate. Let \( \epsilon > 0 \), we have
\[
\{ T^{(\infty)}_{r_y(t)} \leq t \} \subset A_t \cup \{ X_t^\infty \leq r_y,\epsilon(t) \},
\]
where \( r_y,\epsilon(t) = r_y(t) + \epsilon \sqrt{T} \) and the event \( A_t \) is defined by
\[
A_t = \{ T^{(\infty)}_{r_y(t)} \leq t ; \exists u \in [T^{(\infty)}_{r_y(t)}, t], X_u^\infty > r_y,\epsilon(t) \}.
\]
By the strong Markov property we have
\[ P(A_t) \leq P(T_{r_y(t)}^{(\infty)} \leq t) P_{r_y(t)}(\exists s \in [0, t], X_s > r_y, \epsilon(t)) \]
and using \( P_{r_y(t)}(\exists s \in [0, t], X_s > r_y, \epsilon(t)) \leq P_{r_y(t)}(T_{r_y(t)} \leq T_0) \) since 0 is absorbing, we get from (6.6)
\[ P(X_t^{\infty} \leq r_y, \epsilon(t)) \geq P(T_{r_y(t)}^{(\infty)} \leq t) (1 - P_{r_y(t)}(T_{r_y(t)} \leq T_0)). \]
As \( \{X_t^{\infty} < r_y, \epsilon(t)\} = \{(X_t^{\infty} - m^{-1}(t))/\sqrt{t} < y + \epsilon\}, \) we now need to check that for any \( \epsilon > 0, \)
\[ \lim_{t \searrow 0} P_{r_y(t)}(T_{r_y, \epsilon}(t) \leq T_0) = 0 \] (6.7)
and using (6.5), we will get
\[ \liminf_{t \searrow 0} P\left(\frac{X_t^{\infty} - m^{-1}(t)}{\sqrt{t}} < y + \epsilon\right) \geq \Phi\left(\sqrt{\Sigma} \epsilon\right) \]
and complete the proof of Theorem 1.5 (replace \( y \) by \( y - \epsilon \)).

We finish this section with a proof of the fact given in Remark 1.2 about the hypotheses of Theorem 1.5.

**Proposition 6.2.** Assume that \( H_1 \) and \( H_2 \) hold. We also assume that
\[ b = \lim_{z \to \infty} q'(z) \int_z^\infty \frac{1}{q(x)} \, dx \in \mathbb{R}. \] (6.8)
Then, \( b \geq 0 \) and (1.7) and (1.8) hold with \( \Sigma = 2b + 1. \)

**Proof.** Notice first that since \( q(z) \to \infty \), when \( z \to \infty \), we conclude there exists a sequence \( z_n \to \infty \) for which \( q'(z_n) > 0 \), which together with the existence of the limit in (6.8) imply that \( b \geq 0 \).

Let us prove (1.8), that is, \( \lim_{z \to \infty} \frac{q'(z)}{q(z)} \sqrt{\int_z^\infty \frac{1}{q(x)} \, dx} = 0. \) Notice that
\[ \left(\frac{q'(z)}{q(z)}\right)^2 \int_z^\infty \frac{1}{q(x)} \, dx = \frac{q'(z)}{q^2(z)} q'(z) \int_z^\infty \frac{1}{q(x)} \, dx, \]
which converges to 0 by $\mathbb{H}_2$ and (6.8).

Let us now show (1.7). By l'Hôpital's rule, we get that

$$\Sigma = \lim_{z \to \infty} \int_{\infty}^{\infty} z q(z) \frac{dx}{f_z(x)^{\lambda(z)} - q^{-3}(z)} = \lim_{z \to \infty} 2 q'(z) \int_{z}^{\infty} q(x)^{-1} \, dx + 1 = 2b + 1.$$ 

The result is shown.

7 Proof of Theorem 1.6

We refer to Appendix C and to [4] for all results recalled in this section and the next one.

We assume that $H_1$ and $H_2$ hold. We begin by noticing that

$$\lambda_1(z) = \lambda_1(x) < \lambda_1(x) \text{ (see [4] Corollary 7.9)}$$

$\sup_{y \geq x} E_y (e^{\lambda_1(z) T_x}) < \infty.$

An important result for our proof is the following lemma.

**Lemma 7.1.** For every $z \geq 0$, the process $(e^{\lambda_1(z) (t \wedge T_x)} \psi_{z,1}(X_{t \wedge T_x}) : t \geq 0)$ is a nonnegative martingale and for any $z < x < w \leq \infty$

$$\psi_{z,1}(x) E_w \left( e^{\lambda_1(z) T_x} \right) = \psi_{z,1}(w).$$

**Proof.** Recall that $L \psi_{z,1} = -\lambda_1(z) \psi_{z,1}$ and then the process is a local martingale for any initial condition. In Appendix Theorem C.1 and Proposition C.2 (ii), it is proved that $\psi_{z,1}$ is positive and bounded. We recall that $\lambda_1(\bullet)$ is strictly increasing, so $\lambda_1(z) < \lambda_1(x)$. On the other hand under $H_1, H_2$ for any $\lambda' < \lambda_1(x)$ (see [4] Corollary 7.9)

$$\sup_{y \geq x} E_y (e^{\lambda' T_x}) < \infty.$$
In particular, $E_x(e^{\lambda^T_x}) = \sup_{y \geq x} E_y(e^{\lambda^T_y}) < \infty$, which gives the needed uniform integrability. In what follows we consider $\lambda(z) < \lambda' < \lambda_1(x)$.

For a large $M > x$, the Itô’s formula shows that $(e^{\lambda_1(z)(M \wedge T_x \wedge T_M)} \psi_{z,1}(X_{t \wedge T_x \wedge T_M}) : t \geq 0)$ is a martingale and therefore for every $x < w < M$ we get (by Doob’s sampling Theorem)

$$
\psi_{z,1}(w) = E_w(e^{\lambda_1(z)(M \wedge T_M)} \psi_{z,1}(X_{T_x \wedge T_M})) = \psi_{z,1}(M) E_w(e^{\lambda_1(z)T_M}, T_M < T_x) + \psi_{z,1} E_w(e^{\lambda_1(z)T_x}, T_x < T_M).
$$

The first term tends to zero, as $M \to \infty$, because: $\psi_{z,1}$ is a bounded function;

$$
E_w(e^{\lambda_1(z)T_M}, T_M < T_x) \leq E_w(e^{\lambda^T_x}, T_M < T_x)
$$

and $P_w(T_M < T_x) \to 0$ (notice that $e^{\lambda^T_x}$ is integrable). The second term converges to $\psi_{z,1}(x) E_w(e^{\lambda_1(z)T_x})$ by the Monotone Convergence Theorem and the result is shown for finite $w$. Using again that $\psi_{z,1}(\bullet)$ is increasing and bounded, we can pass to the limit $w \to \infty$ to include this case as well

$$
\psi_{z,1}(\infty) = \psi_{z,1}(x) E_\infty(e^{\lambda_1(z)T_x}).
$$

\[\square\]

**Proof of Theorem 1.6.** We shall give a proof of (i) for the extreme measure $\eta = \delta_\infty$. For the sake of simplicity we take $z = 0$ and we denote by $\lambda = \lambda_1(0), \psi = \psi_{0,1}$. For any $x > 0$ we have that $\lambda_1(x) > \lambda$. As we have seen, $H_1$ and $H_2$ imply that for any $\lambda' < \lambda_1(x)$

$$
C(\lambda') = E_\infty(e^{\lambda' T_x}) = \sup_{w \geq x} E_w(e^{\lambda' T_x}) < \infty,
$$

and we conclude that

$$
\limsup_{t \to \infty} e^{\lambda' t} P_\infty(T_x > t) \leq C(\lambda').
$$

Now, we fix $\lambda'$ such that $\lambda < \lambda' < \lambda_1(x)$ and we use the strong Markov property to get

$$
P_\infty(T_0 > t) = P_\infty(T_x > t) + \int_0^t P_x(T_0 > u) P_\infty(T_x \in d(t - u)).
$$

On the other hand, for every $\epsilon > 0$, we have the bound

$$
\int_0^t P_x(T_0 > u) P_\infty(T_x \in d(t - u)) \leq P_\infty(T_x > (1 - \epsilon)t) = O(e^{-\lambda'(1-\epsilon)t}).
$$

So, if we take $\epsilon = \epsilon(x) > 0$ small enough such that $\lambda < \lambda'(1-\epsilon)$, we get

$$
\int_0^t P_x(T_0 > u) P_\infty(T_x \in d(t - u)) = o(e^{-\lambda'}).
$$
We also have that $\mathbb{P}_\infty(T_x > t) = o(e^{-\lambda t})$.

Now, we use Theorem 5.2 in [4] that gives
\[
\lim_{s \to \infty} e^{\lambda s} \mathbb{P}_x(T_0 > s) = \psi(x) \int_0^\infty \psi(y) 2e^{-\gamma(y)} \, dy.
\]
Thus, for every $\delta > 0$ there exists $t_0 = t_0(x)$, such that for all $s > t_0$
\[
\left| \frac{\mathbb{P}_x(T_0 > s)}{e^{\lambda s} \psi(x) \int_0^\infty \psi(y) 2e^{-\gamma(y)} \, dy} - 1 \right| \leq \delta.
\]
Hence, if $\epsilon t > t_0$ we have
\[
\int_t^\infty \mathbb{P}_x(T_0 > u) \mathbb{P}_\infty(T_x < d(t - u))
\leq (1 + \delta) \left( \psi(x) \int_0^\infty \psi(y) 2e^{-\gamma(y)} \, dy \right) \int_t^\infty e^{-\lambda u} \mathbb{P}_\infty(T_x \in d(t - u))
= 2e^{-\lambda t}(1 + \delta) \int_0^\infty \psi(y) e^{-\gamma(y)} \, dy \left( \psi(x) \int_0^{(1+\delta)t} e^{\lambda u} \mathbb{P}_\infty(T_x \in du) \right).
\]
The conclusion is
\[
\limsup_{t \to \infty} e^{\lambda t} \mathbb{P}_\infty(T_0 > t) \leq 2(1 + \delta) \int_0^\infty \psi(y) e^{-\gamma(y)} \, dy \left( \psi(x) \mathbb{E}_\infty(e^{\lambda T_x}) \right).
\]
We can take $\delta \downarrow 0$ and use $\psi(x) \mathbb{E}_\infty(e^{\lambda T_x}) = \psi(x)$ (see Lemma 7.1) to get
\[
\limsup_{t \to \infty} e^{\lambda t} \mathbb{P}_\infty(T_0 > t) \leq 2\psi(x) \int_0^\infty \psi(y) e^{-\gamma(y)} \, dy
= \int_0^\infty \psi(x) \delta_\infty(dx) \int_0^\infty \psi(y) e^{-\gamma(y)} \, dy.
\]
The same lower bound is obtained for the lim inf and (i) is shown.

Part (ii) of Theorem 1.6 is shown in the same way, using again Theorem 5.2 in [4].

\[\square\]

**Remark 7.1.** Obviously we have $\mathbb{P}_\rho(T_z > t) \leq \mathbb{P}_\infty(T_z > t)$ and we can show that both tail distributions are equivalent, namely
\[
\mathbb{P}_\rho(T_z > t) \leq \mathbb{P}_\infty(T_z > t) \leq m(z)\mathbb{P}_\rho(T_z > t - 1).
\]
For this purpose we use formula (2.2), with the function $f(T) = (T - t)_+$, we obtain
\[
\mathbb{E}_\infty((T_z - t)_+) = 2 \int_z^\infty e^{\gamma(y)} \int_y^\infty \mathbb{E}_\xi(T_z > t) e^{-\gamma(\xi)} \, d\xi \, dy.
\]
This relation can be written as $\mathbb{E}_\infty((T_z - t)_+) = m(z)\mathbb{P}_\rho(T_z > t)$, where $\rho$ is the probability measure whose density is $\frac{1}{m(z)} \int_z^\infty e^{\gamma(y)} \, dy \mathbb{1}_{x \geq z}$, with respect to the speed measure $2e^{-(\gamma(x) - \gamma(z))} \, dx$. In this way we get
\[
\mathbb{P}_\infty(T_z > t + 1) \leq \mathbb{E}_\infty((T_z - t)_+) = m(z)\mathbb{P}_\rho(T_z > t).
\]
8 Proofs of Theorems 8.1 and 1.8

Recall that (see [4]) for finite $z > 0$, we have

$$
\mathbb{P}_z(X_t \in dx, T_0 > t) = \Gamma(t, z, x)dx = r(t, z, x)2e^{-\gamma(x)}dx
$$

(8.1)

with

$$
r(t, z, x) = \sum_{k \geq 1} e^{-\lambda_k t} \psi_k(z) \psi_k(x),
$$

where $\lambda_k = \lambda_{0,k}$ and $\psi_k = \psi_{0,k}$. This series is convergent in $L^2(d\mu)$ for all $t > 0$ and

$$
\|r(t, z, \cdot)\|_{L^2}^2 = \int_0^{\infty} r(t, z, x)^2 2e^{-\gamma(x)} dx = \sum_{k \geq 1} e^{-2\lambda_k t} \psi_k(z)^2 < \infty.
$$

So, a natural candidate for a density of $\mathbb{P}_\infty$ is the series

$$
r(t, \infty, x) = \sum_{k \geq 1} e^{-\lambda_k t} \psi_k(\infty) \psi_k(x).
$$

The quantities $\psi_k(\infty)$ are well defined, see Proposition C.2(ii). The first thing to show is that this series converges in $L^2$, that is,

$$
\sum_{k \geq 1} e^{-2\lambda_k t} \psi_k(\infty)^2 < \infty.
$$

Then, we shall show that $r(t, \infty, \cdot)$ is in fact the desired density.

It is clear that we require a control on the growth of $(\psi_k(\infty))_k$ and more generally we need a control on $(\|\psi_k\|_\infty)_k$. Theorem 8.1 provides this control using the extra hypothesis $\mathbb{H}_3$ on $q$.

Proof of Theorem 8.1. Part (i) is an immediate consequence of the bounds provided by Proposition C.3 and Corollary C.4. The fact, that $r(t, z, \cdot)$ and $r(t, \infty, \cdot)$ are bounded continuous functions follows from the uniform convergence (in the $x$ variable) of the partial sums

$$
\sum_{k=1}^{n} e^{-\lambda_k t} \psi_k(z) \psi_k(x) \text{ and } \sum_{k=1}^{n} e^{-\lambda_k t} \psi_k(\infty) \psi_k(x).
$$

On the other hand

$$
\sup_{y \geq z; x \geq 0} |r(t, \infty, x) - r(t, y, x)| \leq \sum_{k} e^{-\lambda_k t} \|\psi_k\|_\infty \sup_{y \geq z} |\psi_k(\infty) - \psi_k(y)| \to 0
$$

as $z \to \infty$. Hence $r(t, \infty, \cdot)$ is a bounded continuous function and the convergence of $r(t, z, \cdot)$ to $r(t, \infty, \cdot)$ holds in all $L^p$. 
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(ii) Recalling the monotone convergence of $X^z$ to $X^\infty$, we have
\[
\mathbb{E}_\infty(f(X_t), T_0 > t) = \lim_{z \to \infty} \mathbb{E}_z(f(X_t), T_0 > t) = \lim_{z \to \infty} \int_0^\infty f(x) r(t, z, x) 2e^{-\gamma(z)} dx = \int_0^\infty f(x) r(t, \infty, x) 2e^{-\gamma(x)} dx
\]
for any non-decreasing function and then for any bounded and continuous function $f$. This shows that $r(t, \infty, x) 2e^{-\gamma(x)} dx$ is a density for the measure $\mathbb{P}_\infty(X_t \in \bullet; T_0 > t)$. The rest follows directly.

\[
\square
\]

**Remark 8.1.** Notice that $\|r(t, \infty, \bullet)\|_{L^2} = \sum_k e^{-2\lambda_k t} \gamma_k(\infty)$.

As consequence of Corollary C.4, the function $r(t, \bullet, \bullet)$ is uniformly continuous in $\mathbb{R}_+$. Indeed, we have
\[
|r(t, x, y) - r(t, x', y')| \leq \sum_k e^{-\lambda_k t} \|\gamma_k\|_{\infty} (|\gamma_k(x) - \gamma_k(x')| + |\gamma_k(y) - \gamma_k(y')|) \\
\leq A \sum_k e^{-\lambda_k t} \|\gamma_k\|_{\infty} (\int_{x'}^x \frac{1}{\psi(\xi) + \gamma(\xi)} d\xi + \int_{y'}^y \frac{1}{\psi(\xi) + \gamma(\xi)} d\xi).
\]

An important conclusion is that
\[
\mathcal{H}(z, y) := \inf_{[z, \infty] \times [y, \infty]} r(t, \bullet, \bullet) > 0,
\]
for $z > 0, y > 0$. Indeed, by continuity we have $\mathcal{H}(z, y) = r(t, x^*, u^*)$ for some $(x^*, u^*) \in [z, \infty] \times [y, \infty]$. If $x^*$ and $u^*$ are finite, the positivity of $r(t, x^*, u^*)$ is a consequence of Maximum Principle. Indeed $\Gamma(\bullet, \bullet, x)$ defined in (8.1) is a non-negative solution of the heat equation $Lv = \frac{\partial}{\partial t} v$. If $x^* = \infty$ but $u^*$ finite, the function $r(\bullet, \infty, \bullet)$ also satisfies a heat equation and we conclude similarly. The symmetry of $r$ yields then the result in the case $x^*$ finite and $u^* = \infty$. Finally, the last case $x^* = u^* = \infty$ is obtained from $r(t, \infty, \infty) = \sum_k e^{-\lambda_k t} \gamma_k^2(\infty) > 0$.

Now, we control the behavior of $r(t, z, x)$ for $x$ near 0. Of course we have $r(t, z, 0) = 0$. Let us prove that $\frac{\partial}{\partial x} r(t, z, 0) > 0$ for all $t > 0, z > 0$. Indeed,
\[
\frac{\partial}{\partial x} r(t, z, 0) = \sum_k e^{-\lambda_k t} \gamma_k(z) \psi_k'(0) = 2 \int_0^\infty \sum_k \lambda_k e^{-\lambda_k t} \psi_k(z) \psi_k(\xi) e^{-\gamma(\xi)} d\xi \\
= -\int_0^\infty \sum_k e^{-\lambda_k t} \psi_k(z) \gamma_k(\xi) 2e^{-\gamma(\xi)} d\xi = -\mathbb{E}_z \mathbb{P}_z(T_0 > t) \geq 0.
\]
The last inequality holds, because $\mathbb{P}_z(T_0 > t)$ is decreasing. Actually, we have proved that $\frac{\partial}{\partial x} r(t, z, 0)$ is the density of $T_0$ starting from $z$ (a relation that holds under quite general conditions). On the other hand, $v(t, z) = \frac{\partial}{\partial x} r(t, z, 0)$ is the density of $T_0$ starting from $z$ (a relation that holds under quite general conditions). On the other hand, $v(t, z) = \frac{\partial}{\partial x} r(t, z, 0) \geq 0$ satisfies the heat equation $Lv = \frac{\partial}{\partial t} v$, with boundary condition $v(t, 0) = 0$, for all $t > 0$. Therefore, Maximum Principle proves that $\frac{\partial}{\partial x} r(t, z, 0) > 0$ on $(0, \infty)^2$.
Similarly, \( \frac{\partial}{\partial x} r(t, \infty, 0) \) is the density of \( T_0 \) under \( \mathbb{P}_\infty \). So, we conclude it is not negative and we prove now it is strictly positive. For that purpose consider \( 0 < s < t \) and recall (1.9), so
\[
\mathbb{P}_\infty(T_0 > t) = \mathbb{E}_\infty(\mathbb{P}_{X_0}(T_0 > t-s); T_0 > s) = \int_0^\infty r(s, \infty, z)2e^{-\gamma(z)} \mathbb{P}_z(T_0 > t-s) \, dz.
\]
The conclusion is
\[
\frac{\partial}{\partial x} r(t, \infty, 0) = \int_0^\infty r(s, \infty, z)2e^{-\gamma(z)} \frac{\partial}{\partial x} r(t-s, z, 0) \, dz > 0.
\]

**Proof of Theorem 1.5.** We notice that for \( z \geq z_0, y_0 > 0 \) and some finite constants \( A, B \) (see Corollary C.4)
\[
\sup_{x \geq y_0; w \geq z} \left| \frac{r(t, \infty, x)}{r(t, w, x)} - 1 \right| \leq \frac{1}{\mathcal{H}(z_0, y_0)} \sup_{x \geq y_0; w \geq z} \left| r(t, \infty, x) - r(t, w, x) \right|
\]
\[
\leq \frac{A}{\mathcal{H}(z_0, y_0)} \sum_k e^{-\lambda k t}\|\psi_k\|^2 \lambda_k \int_z^\infty \frac{1}{q(u) + B} \, du,
\]
which converges to 0 as \( z \) converges to \( \infty \), recalling (1.2).

To finish the proof we need to bound, for some \( y_0 > 0 \) and large \( z \), the ratio
\[
\sup_{x \leq y_0, w \geq z} \left| \frac{r(t, \infty, x)}{r(t, w, x)} - 1 \right|.
\]
Let us estimate, for \( w \wedge w' \geq z, 0 \leq x \wedge x' \leq x \vee x' \leq y_0 \),
\[
\left| \sum_k e^{-\lambda k t}\psi_k(w)\psi_k'(x) - \sum_k e^{-\lambda k t}\psi_k(w')\psi_k'(x') \right| \leq \sum_k e^{-\lambda k t}|\psi_k(w) - \psi_k(w')| \max_{0 \leq y \leq y_0} |\psi_k'(y)| + \sum_k e^{-\lambda k t}|\psi_k|\infty|\psi_k'(x) - \psi_k'(x')|.
\]
Letting \( 0 \leq x \leq x' \leq y_0 \) and using the expression of \( \psi_k \) given in (C.2),
\[
|\psi_k'(x) - \psi_k'(x')| = 2\lambda_k e^{\gamma(x)} \left[ \int_x^\infty e^{-\gamma(\xi)}|\psi_k(\xi)| \, d\xi - e^{\gamma(x') - \gamma(x)} \int_{x'}^\infty e^{-\gamma(\xi)}|\psi_k(\xi)| \, d\xi \right]
\]
\[
\leq \lambda_k e^{\gamma(x)}|e^{\gamma(x') - \gamma(x)} - 1| \left[ \int_x^\infty 2e^{-\gamma(\xi)}|\psi_k(\xi)| \, d\xi + \lambda_k e^{\gamma(x)} \int_x^{x'} 2e^{-\gamma(\xi)}|\psi_k(\xi)| \, d\xi \right] \leq C\lambda_k|x - x'|,
\]
where \( C = C(y_0) \). Similarly, \( |\psi_k'(y)| \leq D\lambda_k \), for \( 0 \leq y \leq y_0 \) and some finite constant \( D = D(y_0) \). We use Proposition C.3 and Corollary C.4 with \( \epsilon = t/4 \) to get, for \( w \wedge w' \geq z, 0 \leq x \wedge x' \leq x \vee x' \leq y_0 \)
\[
\left| \frac{\partial}{\partial x} r(t, w, x) - \frac{\partial}{\partial x} r(t, w', x') \right| \leq F \left( \int_w^\infty \frac{1}{q(u) + B} \, du + |x - x'| \right),
\]
for some finite constant \( F = F(t, y_0) \) (notice that \( F \) gets larger as \( t \) gets smaller). We use this bound for \( w' = \infty, x' = 0, y_0 \leq 1 \) to get
\[
\left| \frac{\partial}{\partial x} r(t, w, x) - \frac{\partial}{\partial x} r(t, \infty, 0) \right| \leq F \left( \int_w^\infty \frac{1}{q(u) + B} \, du + y_0 \right).
\]
and \( \mathcal{F} = F(t, 1) \). Hence, if \( z_0 \) is large enough and \( y_0 \) is small enough (depending on \( t \)), we get
\[
\frac{1}{2} \frac{\partial}{\partial x} r(t, \infty, 0) \leq \frac{1}{2} \frac{\partial}{\partial x} r(t, \infty, 0) > 0.
\]
This bound gives the inequality
\[
\sup_{w \geq z \geq z_0} \left| \frac{r(t, \infty, x)}{r(t, w, x)} - 1 \right| \leq \sup_{w \geq z \geq z_0} \left| \frac{\partial}{\partial x} r(t, \infty, \xi) - 1 \right| \leq \frac{2F}{\frac{\partial}{\partial x} r(t, \infty, 0)} \int_{z}^{\infty} \frac{1}{q(u) + B} du.
\]
The result is shown. \( \square \)

**Remark 8.2.** We have proved: For all \( t > 0 \) there exist \( z_0 = z_0(t) > 0, G = G(t) < \infty \) such that for all \( z \geq z_0 \),
\[
\sup_{x \geq 0} \left| \frac{r(t, \infty, x)}{r(t, z, x)} - 1 \right| \leq G \int_{z}^{\infty} \frac{1}{q(u)} du.
\]

A First basic estimations

In this section we shall get some basic asymptotic relations among different quantities that we use in the rest of the article. The first tool is a consequence of L'Hôpital’s rule.

**Lemma A.1.** Assume that \( H \) is an integrable (eventually) strictly decreasing positive function that satisfies
\[
\lim_{z \to \infty} \frac{H^2(z)}{H'(z)} = 0 \quad \text{and} \quad \lim_{z \to \infty} \frac{H(z)H''(z)}{(H'(z))^2} = a \in \mathbb{R} \setminus \{2\},
\]
then
\[
\lim_{z \to \infty} \frac{\int_{z}^{\infty} H(y) dy}{H^2(z)} = \frac{1}{2 - a}.
\]
For \( a = 2 \), the result holds assuming also \( \frac{H(z)H''(z)}{(H'(z))^2} \neq 2 \) for \( z \) large enough.

**Proof.** Using L'Hôpital’s rule, we get
\[
\frac{\int_{z}^{\infty} H(y) dy}{H^2(z)} \xrightarrow{z \to \infty} \frac{-H}{2H'(z)^2 + H''(z)H'} = \frac{1}{2 - \frac{H''}{H'}}
\]
and the lemma is shown. \( \square \)
Corollary A.2. Assume that $q$ satisfies $\mathbb{H}_1$ and $\mathbb{H}_2$. Then, the following limits hold

\begin{align}
(i) \quad \lim_{z \to \infty} q(z) m'(z) &= \lim_{z \to \infty} 2q(z)e^{\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} \, d\xi = 1, \quad (A.1) \\
(ii) \quad \lim_{z \to \infty} \frac{m(z)}{M(z)} &= \lim_{z \to \infty} \frac{\int_z^\infty 2e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} \, d\xi \, dy}{\int_z^\infty \frac{1}{q(y)} \, dy} = 1, \quad (A.2) \\
(iii) \quad \lim_{z \to \infty} \int_z^\infty e^{\gamma(y)} \left( \int_y^\infty e^{-\gamma(\xi)} \, d\xi \right)^2 \, dy &= 1, \quad (A.3) \\
(iv) \quad \lim_{z \to \infty} \frac{8 \int_z^\infty e^{\gamma(y)} \int_y^\infty e^{\gamma(\eta)} \left( \int_\eta^\infty e^{-\gamma(\xi)} \, d\xi \right)^2 \, d\eta \, dy}{\int_z^\infty \frac{1}{q(y)} \, dy} &= 1. \quad (A.4)
\end{align}

Proof. (i) Notice that $H(z) = e^{-\gamma(z)}$ is positive and strictly decreasing. Also, it satisfies $\lim_{z \to \infty} H'(z) = 0$. On the other hand

$$H''(z) H(z) = \left( \frac{4q^2(z) - 2q(z)e^{-2\gamma(z)}}{4q^2(z)e^{-2\gamma(z)}} \right) 
\to 1 \quad z \to \infty,$$

because $\mathbb{H}_2$. Hence, Lemma [A.1] implies that

$$\lim_{z \to \infty} \frac{\int_z^\infty e^{-\gamma(\xi)} \, d\xi}{2q(z)e^{-\gamma(z)}} = 1. \quad (A.5)$$

(ii) is a consequence of (i) by L'Hôpital’s rule.

(iii) Consider $H(z) = e^{\gamma(z)} \left( \int_z^\infty e^{-\gamma(\xi)} \, d\xi \right)^2$, whose derivative is

$$H'(z) = 2q(z)e^{\gamma(z)} \left( \int_z^\infty e^{-\gamma(\xi)} \, d\xi \right)^2 - 2 \int_z^\infty e^{-\gamma(\xi)} \, d\xi = (2q(z)e^{\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} \, d\xi - 2) \int_z^\infty e^{-\gamma(\xi)}.$$

Therefore, $H$ is eventually strictly decreasing. On the other hand

$$H(z) H''(z) \quad \frac{\left( (4q^2(z) + 2q(z)) e^{2\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} \, d\xi - 4q(z)e^{\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} \, d\xi + 2 \right) \left( 2q(z)e^{\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} \, d\xi - 2 \right)}{(2q(z)e^{\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} \, d\xi - 2)^2} \to 1.$$ 

Hence, we need to compute

$$\frac{H^2(z)}{H'(z)} = \frac{e^{2\gamma(z)} \left( \int_z^\infty e^{-\gamma(\xi)} \, d\xi \right)^4}{(2q(z)e^{\gamma(z)} \int_z^\infty e^{-\gamma(\xi)} \, d\xi - 2) \int_z^\infty e^{-\gamma(\xi)} \, d\xi} \to -e^{2\gamma(z)} \left( \int_z^\infty e^{-\gamma(\xi)} \, d\xi \right)^3,$$

which by (i) converges to 0 and (iii) is shown.

(iv) is a consequence of (i) and (iii).
Lemma A.3. Assume $H_1$, $\lim_{x \to \infty} q(x) = \infty$ and (L.8). Then

(i) For any $y \in \mathbb{R}_+$,

$$
\lim_{z \to \infty} \sup_{|x-z| \leq y \sqrt{m(z)}} \left| \log \left( \frac{q(z)}{q(x)} \right) \right| = 0.
$$

(ii) For any $y \in \mathbb{R}$,

$$
\lim_{z \to \infty} q(z) \frac{\int_z^{z+y \sqrt{m(z)}} dx}{\sqrt{m(z)}} = y.
$$

Proof. We first give an upper and a lower bound for $q(z)/q(x)$ for large $z$ and $|x-z| < y \sqrt{m(z)}$. Note that if $y$ is fixed and $z$ tends to infinity, any point $\xi \in [z - y \sqrt{m(z)}, z + y \sqrt{m(z)}]$ also tends to infinity.

We have

$$
\log \left( \frac{q(z)}{q(x)} \right) = \int_x^z \frac{q'(u)}{q(u)} \, du.
$$

Therefore by the mean value Theorem there exists $\xi \in [x,z]$ (if $x < z$, $\xi \in [z,x]$ if $x > z$) such that

$$
\log \left( \frac{q(z)}{q(x)} \right) = (z-x) \left( \frac{q'(\xi)}{q(\xi)} \right) = \left( \frac{z-x}{\sqrt{M(\xi)}} \right) \left( \frac{q'(\xi)}{q(\xi)} \sqrt{M(\xi)} \right).
$$

By condition (L.8) the second term tends to zero when $z$ (and hence $x$ and $\xi$) tends to infinity and we now prove that the first factor is of bounded modulus. We have for any $x \in [z - y \sqrt{m(z)}, z + y \sqrt{m(z)}]$,

$$
\left| \frac{z-x}{\sqrt{M(\xi)}} \right| \leq y \sqrt{M(\xi)} \leq y \sqrt{M(z-y \sqrt{m(z)})}
$$

since $M$ is decreasing. Recalling that $H_1$ and $H_2$ hold, by Corollary A.2 (ii) it is enough to prove that

$$
\lim_{z \to \infty} \frac{M(z)}{M(z-y \sqrt{m(z)})} = 1.
$$

For that purpose, we observe that

$$
\left| \frac{M(z-y \sqrt{m(z)})}{M(z)} - 1 \right| = \frac{\int_{z-y \sqrt{m(z)}}^{d} du / q(u)}{M(z)} \leq y \sqrt{M(z)} \sup_{[z-y \sqrt{m(z)},z]} \frac{1}{q}.
$$

Using again Corollary A.2 (ii) and the monotonicity of $M$, there exists $C > 0$ such that

$$
\left| \frac{M(z-y \sqrt{m(z)})}{M(z)} - 1 \right| \leq \frac{C}{\sqrt{M(z)}} \sup_{[z-y \sqrt{m(z)},z]} \frac{1}{q} \leq C \sup_{[z-y \sqrt{m(z)},z]} \frac{1}{\sqrt{Mq}}.
$$
and the last term goes to 0 as \( z \to \infty \) by Lemma 6.1(i). We obtain (i), which immediately implies (ii).

Recall notation \( \sigma(z) = \sqrt{\text{Var}(T_z^{(\infty)})} \), \( r_y(t) = m^{-1}(t) + y\sqrt{t} \) and \( r_{y,\epsilon}(t) = r_y(t) + \epsilon \sqrt{t} \) for \( t \in \mathbb{R}_+ \).

**Lemma A.4.** Assume \( H_1 \), \( \lim_{x \to \infty} q(x) = \infty \), (1.7) and (1.8).

\[
\begin{align*}
(i) \quad & \lim_{t \searrow 0} \frac{t-m(r_y(t))}{\sigma(r_y(t))} = \sqrt{\sum y}. \\
(ii) \quad & \frac{1}{z} \leq \liminf_{x \to \infty} \frac{\Lambda(x)}{e^{\gamma(x)/q(x)}} \leq \limsup_{x \to \infty} \frac{\Lambda(x)}{e^{\gamma(x)/q(x)}} \leq 1. \\
(iii) \quad & \lim_{t \to \infty} \frac{q(r_{y,\epsilon}(t))}{q(r_y(t))} = 1. \\
(iv) \quad & \lim_{t \searrow 0} \frac{e^{\gamma(r_y(t))}}{e^{\gamma(r_{y,\epsilon}(t))}} = 0.
\end{align*}
\]

**Proof.** From (1.1) and Theorem 2.1 (i), we have

\[
\begin{align*}
m(r_y(t)) &= \mathbb{E}(T^{(\infty)}_{r_y(t)}) = t - 2 \int_{m^{-1}(t)}^{m^{-1}(t)+y\sqrt{t}} e^{\gamma(u)} du \int_u^{\infty} e^{-\gamma(\xi)} d\xi
\end{align*}
\]

and we have to compute

\[
\lim_{t \searrow 0} \frac{\int_{m^{-1}(t)}^{m^{-1}(t)+y\sqrt{t}} e^{\gamma(u)} du \int_u^{\infty} e^{-\gamma(\xi)} d\xi}{\sigma(r_y(t))} = \lim_{z \to \infty} \frac{\int_z^{z+y\sqrt{m(z)}} e^{\gamma(u)} du \int_u^{\infty} e^{-\gamma(\xi)} d\xi}{\sigma(z + y\sqrt{m(z)})}.
\]

Let us prove now that

\[
\lim_{z \to \infty} \frac{\sigma(z + y\sqrt{m(z)})}{\sigma(z)} = 1. \tag{A.6}
\]

Using (A.6) it is equivalent to prove

\[
\lim_{z \to \infty} \frac{\int_z^{\infty} \sqrt{m(z)} q^{-3}(x) dx}{\int_z^{\infty} q^{-3}(x) dx} = 1.
\]

Using l’Hôpital’s rule we need to study the ratio

\[
\left(1 + \frac{m'(z)}{2\sqrt{m(z)}}\right) \left(\frac{q(z)}{q(z+y\sqrt{m(z)})}\right)^3.
\]

Using respectively Lemma 6.1 (iii) and Lemma A.3 (i), both factors converge to 1, when \( z \to \infty \). This shows (A.6) and therefore

\[
\lim_{t \searrow 0} \frac{\int_{m^{-1}(t)}^{m^{-1}(t)+y\sqrt{t}} e^{\gamma(u)} du \int_u^{\infty} e^{-\gamma(\xi)} d\xi}{\sigma(r_y(t))} = \lim_{z \to \infty} \frac{\int_z^{z+y\sqrt{m(z)}} e^{\gamma(u)} du \int_u^{\infty} e^{-\gamma(\xi)} d\xi}{\sigma(z)}.
\]
Using again Corollary \(\Box{\text{A.2}}\) (i) and relation 1.5 this last limit is equal to

\[
\lim_{z \to \infty} \frac{\int_{2}^{z+y \sqrt{m(z)}} q(x)^{-1} dx}{2 \sqrt{f_{\infty}^\prime(z) q(x)^{-1} dx}} = \lim_{z \to \infty} q(z) \int_{2}^{z+y \sqrt{m(z)}} q(x)^{-1} dx 
\]

The first factor in the above expression, converges to \(y\) by Lemma \(\Box{\text{A.3}}\) (ii). On the other hand, the second factor converges to \(\sqrt{\Sigma}\) by hypothesis \(\Box{\text{1.4}}\) and the fact that \(m(z)/M(z) \to 1\) (Corollary \(\Box{\text{A.2}}\) (ii)).

Let us now prove (ii). From \(\Box{\text{H}_1, H_2}\), we can choose \(A \in (0, \infty)\), such that

\[
\inf_{x \geq A} q(x) > 1, \quad \sup_{x \geq A} \left| \frac{q'(x)}{q^2(x)} \right| < \frac{1}{2}.
\]

Using integration by parts, we have

\[
\Lambda(x) - \Lambda(A) = \int_{A}^{x} \frac{1}{2 q(\xi)} 2q(\xi) e^{\gamma(\xi)} d\xi = \frac{e^{\gamma(x)}}{2 q(x)} - \frac{e^{\gamma(A)}}{2 q(A)} + \int_{A}^{x} \frac{q'(\xi)}{q(\xi)^2} e^{\gamma(\xi)} d\xi.
\]

Therefore from our choice of \(A\) we have for \(x > A\)

\[
\frac{1}{2} \left( \frac{e^{\gamma(x)}}{2 q(x)} - \frac{e^{\gamma(A)}}{2 q(A)} \right) \leq \Lambda(x) - \Lambda(A) \leq 2 \left( \frac{e^{\gamma(x)}}{2 q(x)} - \frac{e^{\gamma(A)}}{2 q(A)} \right).
\]

Since \(\Lambda(x)\) diverges with \(x\) (by \(\Box{\text{H}_1}\)), we obtain (ii).

Using Lemma \(\Box{\text{A.3}}\) (i) and replacing \(y\) by \(y + \epsilon\) and taking \(z = m^{-1}(t)\), we get (iii).

We have from the definition of the function \(\gamma\)

\[
\log \left( \frac{e^{\gamma(r_y(t))}}{e^{\gamma(r_y(t))}} \right) = -2 \int_{r_y(t)}^{r_y(t)} q(\xi) d\xi.
\]

Using again Lemma \(\Box{\text{B.1}}\) (iii), for small \(t\), this quantity is equivalent to

\[-2 \epsilon \sqrt{t} q(r_y(t)) = -2 \epsilon \sqrt{m(z)} q(z + y \sqrt{m(z)}),
\]

by setting \(t = m(z)\). Finally,

\[
\sqrt{m(z)} q(z + y \sqrt{m(z)}) = \frac{\sqrt{m(z)}}{\sqrt{f_{\infty}^\prime(z) q(\xi)}} q(z + y \sqrt{m(z)}) \frac{q(z) \sqrt{r_y(t)}}{q(\xi)} \sqrt{f_{\infty}^\prime(z) q(\xi)},
\]

tends to \(\infty\), when \(z \to \infty\), for any \(\epsilon > 0\) by Corollary \(\Box{\text{A.2}}\) (ii), Lemma \(\Box{\text{B.1}}\) (iii) and Lemma \(\Box{\text{B.1}}\) (i). It proves (iv).

\[\square\]
Lemma A.5. Assume $\mathbb{H}_1$, $\lim_{x \to \infty} q(x) = \infty$ and $\limsup_{x \to \infty} \frac{|q'(x)|}{q(x)} < \infty$. Then there exists a constant $\mathcal{S} > 0$ such that
\[
\sup_{x \in (0, \infty)} \frac{|m''(x)|}{m'(x)} \leq \mathcal{S}.
\]

Proof. From $\mathcal{L} \mathfrak{m} = 1$ we derive $\frac{1}{2} \ m'' = q \ m' + 1$. Moreover
\[
m'(x) = -2 e^{\gamma(x)} \int_{x}^{\infty} e^{-\gamma(\xi)} d\xi = e^{\gamma(x)} \int_{x}^{\infty} \frac{1}{q(\xi)} \ d \left( e^{-\gamma(\xi)} \right)
\]
by integration by parts. Therefore
\[
\frac{1}{2} \ m''(x) = q(x) \ e^{\gamma(x)} \int_{x}^{\infty} \frac{q'(\xi)}{q(\xi)^2} e^{-\gamma(\xi)} d\xi
\]
and writing $g(x) = e^{\gamma(x)} \int_{x}^{\infty} \frac{q'(\xi)}{q(\xi)^2} d\xi$, there exists $\mathfrak{A} > 0$ such that
\[
|m''(x)| \leq \mathfrak{A} q(x) g(x).
\]
Moreover, by integration by parts,
\[
g(x) = \frac{1}{2 q^2(x)} - e^{-\gamma(x)} \int_{x}^{\infty} \frac{q'(\xi)}{q(\xi)^3} e^{-\gamma(\xi)} d\xi = \frac{1}{2 q^2(x)} - g(x) o(1)
\]
as $x \to \infty$, using that $|q'(x)|/q(x)^2 = |q'(x)|/q(x).1/q(x) \to 0$. Then $g(x) \sim 1/(2q^2(x))$ and we get
\[
\limsup_{x \to \infty} \frac{|m''(x)|}{m'(x)} \leq \frac{\mathfrak{A}}{2} \limsup_{x \to \infty} \frac{1}{q(x) m'(x)} < \infty
\]
by Corollary A.2 $(i)$. The Lemma follows by observing that in any compact set $|m''|$ is bounded and $m'$ does not vanish.

B Central moments estimations.

In this section we study the asymptotic behavior for the moments of the random variable $T_z$, under $P_\infty$, assuming that $\mathbb{H}_1, \mathbb{H}_2$ holds. We will derive results stronger that those of Corollary 1.3 $(ii)$.

The following limits exist, for all $n \geq 1$ and all $z \geq 0$,
\[
E_\infty(T_z^n) = \lim_{x \to \infty} E_x(T_z^n) = 2n \int_{z}^{\infty} e^{\gamma(y)} \int_{y}^{\infty} E_{\xi}(T_z^{n-1}) e^{-\gamma(\xi)} \ d\xi \ dy.
\]
The main difficulty to get the asymptotic behavior, on $z$, for these moments is that the dependence on $z$ in both the limits of integration and the integrand. To simplify the dependence on the integrand we shall prove the following equality.
Proposition B.1. For all \( n \geq 1 \) and all \( z < \xi \), we have

\[
\mathbb{E}_\xi(T^n_z) = \sum_{k=0}^{n} (-1)^k \sum_{\ell \in \Delta^n_k} \prod_{i=1}^{k} \left( \mathbb{E}_\infty(T^n_{\ell_i}) - \mathbb{E}_\infty(T^n_{\ell_i}) \right) \mathbb{E}_\infty(T^n_{\ell_{n-\ell}}),
\]

(B.1)

where \( \Delta^n_k = \{ \ell = (\ell_0, \ell_1, \ldots, \ell_k) \in \mathbb{N}^{k+1} : 0 \leq \ell_k < \cdots < \ell_1 < n = \ell_0 \} \) (an empty product is taken to be 1).

Proof. Let us consider \( z < \xi < x \). During the proof we will denote for convenience (when it is necessary) by \( T_{x \rightarrow z} \) the time for the process to go from \( x \) to \( z \) for any \( x > z \).

The strong Markov property ensures that \( \mathbb{E}_\xi((T_z)^n) = \mathbb{E}_\xi((T_z - T_\xi)^n) \) and therefore

\[
\mathbb{E}_\xi(T^n_z) - \mathbb{E}_x(T^n_z) = \sum_{j=0}^{n-1} (-1)^{n-j} \binom{n}{j} \mathbb{E}_x \left( T^{n-j}_{\xi} (T_x \rightarrow \xi + T_{\xi \rightarrow z})^j \right)
\]

\[
= \sum_{j=0}^{n-1} (-1)^{n-j} \binom{n}{j} \sum_{r=0}^{j} \binom{j}{r} \mathbb{E}_x \left( T^{n-r}_{\xi} (T_{\xi \rightarrow z}^r) \right) \mathbb{E}_\xi(T_x^j)
\]

\[
= \sum_{j=0}^{n-1} (-1)^{n-j} \binom{n}{j} \sum_{j=0}^{n-r-1} (-1)^{n-r-j'} \binom{n-r}{j'} \mathbb{E}_x \left( T^{n-r}_{\xi} (T_{\xi \rightarrow z}^r) \right) \mathbb{E}_\xi(T_x^{j'})
\]

\[
= \sum_{r=0}^{n-1} \binom{n}{r} \mathbb{E}_x(T^{n-r}_{\xi}) \mathbb{E}_\xi(T_x^r) \sum_{j=0}^{n-r-1} (-1)^{n-r-j'} \binom{n-r}{j'} = - \sum_{r=0}^{n-1} \binom{n}{r} \mathbb{E}_x(T^{n-r}_{\xi}) \mathbb{E}_\xi(T_x^r).
\]

Therefore, we have proven that

\[
\mathbb{E}_\xi(T^n_z) = \left( \mathbb{E}_x(T^n_z) - \mathbb{E}_x(T^n_z) \right) - \sum_{r=1}^{n-1} \binom{n}{r} \mathbb{E}_x(T^{n-r}_{\xi}) \mathbb{E}_\xi(T_x^r).
\]

Taking the limit as \( x \to \infty \) yields a similar recurrence formula with \( \mathbb{E}_\infty \) instead \( \mathbb{E}_x \). This recurrence relation can be solved by considering the formal power series \( \sum_{n \geq 1} \frac{\mathbb{E}_x(T^n_z)}{n!} u^n \) (in the variable \( u \)).

\[
\square
\]

We are now interested in the moments of the normalized ratio under \( \mathbb{P}_\infty \)

\[
\frac{T_{z} - \mathbb{E}_\infty(T_z)}{\sqrt{\text{Var}_\infty(T_z)}},
\]

where \( \text{Var}_\infty(T_z) = \mathbb{E}_\infty(T_z^2) - (\mathbb{E}_\infty(T_z))^2 \). We start by estimating this quantity

\[
\text{Var}_\infty(T_z) = 4 \int_z^\infty e^{\gamma(y)} \int_y^\infty \mathbb{E}_\xi(T_z)e^{-\gamma(\xi)} d\xi dy - (\mathbb{E}_\infty(T_z))^2
\]

\[
= (\mathbb{E}_\infty(T_z))^2 - 4 \int_z^\infty e^{\gamma(y)} \int_y^\infty \mathbb{E}_\xi(T_z)e^{-\gamma(\xi)} d\xi dy.
\]
In particular, we have
\[(e^{-\gamma(z)} \text{Var}_\infty(T_z)')' = 8e^{\gamma(z)} \left( \int_{\infty} e^{-\gamma(\xi)} d\xi \right)^2.\]

Integrating this equality yields
\[\text{Var}_\infty(T_z)' = 8e^{\gamma(z)} \int_{\infty} e^{\gamma(\xi)} \left( \int_{\infty} e^{-\gamma(\eta)} d\eta \right)^2 d\xi,\]
and finally
\[\text{Var}_\infty(T_z) = 8\Psi(z) \quad (B.2)\]

with
\[\Psi(z) = \int e^{\gamma(y)} \int_{\infty} e^{\gamma(\xi)} \left( \int_{\infty} e^{-\gamma(\eta)} d\eta \right)^2 d\xi dy.\]

The formula (1.6) follows from (B.2) and from Corollary A.2 (iv).

**Lemma B.2** (Fourth moment estimation).

\[\lim_{z \to \infty} \frac{E_{\infty} \left( [T_z - E_{\infty}(T_z)]^4 \right)}{(\text{Var}_{\infty}(T_z))^2} = 3.\]

*Proof.* We write \(T = T_z^{(\infty)}, \ S = T_{\xi}^{(\infty)}, \ m = E(T) \ Var = Var(T).\) We also introduce the notation
\[e^\gamma = e^{\gamma(z)}, \ \int e^{-\gamma} = \int_{\infty} e^{-\gamma(\xi)} d\xi, \ \ e^\gamma \int e^{-\gamma} = e^{\gamma(z)} \int_{\infty} e^{-\gamma(\xi)} d\xi,\]

and
\[\int \int [\bullet] = \int_{\infty} e^{\gamma(y)} \int_{\xi} e^{-\gamma(\xi)} d\xi dy, \ \int [\bullet] = \int_{\infty} e^{-\gamma(\xi)} d\xi.\]

We start by noticing that from (2.2) and (B.1)
\[E(T_4) = 8 \int_E \left[ E_\xi(T^3) \right] \]
\[= 8 \int \left[ E(T^3) - E(S^3) \right] - 3E(S)\left( E(T^2) - E(S^2) \right) - 3E(S^2)\left( E(T) - E(S) \right) + 6E(S)^2\left( E(T) - E(S) \right)\]
\[= 4E(T^3) m - 24m \int \left[ E(S^2) - 2E(S)^2 \right] - 24E(T^2) \int \left[ E(S) \right] + 8 \int \left[ -E(S^3) \right]
+ 6E(S)^2E(S) - 6E(S)^3\]
\[= 4E(T^3) m - 24m \int \left[ E(S^2) - 2E(S)^2 \right] + 6 \text{Var}^2 - 6m^4
+ 8 \int \left[ -E(S^3) + 6E(S^2)E(S) - 6E(S)^3 \right].\]
Here, we have used that \( 4 \int \int [E(S)] = 4 \int \int [E(T) - E_\xi(T)] = 2 m^2 - E(T^2). \)

With these relations we can compute the fourth central moment

\[
E((T - m)^4) = E(T^4) - 4E(T^3) m + 6E(T^2) m^2 - 3m^4
\]

\[
= 6 \text{Var}^2 - 24 m \int \int [E(S^2) - 2E(S)^2] + 8 \int \int [-E(S^3) + 6E(S^2)E(S) - 6E(S)^3] - 6 m^4 + 6 \left( 2m^2 - 4 \int \int [E(S)] \right) m^2 - 3 m^4
\]

\[
= 6 \text{Var}^2 - 24 m \int \int [E(S^2) - 2E(S)^2] - 24 m^2 \int \int [E(S)] + 3 m^4 + 8 \int \int [-E(S^3) + 6E(S^2)E(S) - 6E(S)^3].
\]

We define \( Q = Q(z) = E_\infty((T_z - m)^4) - 6 (\text{Var}_\infty(T_z))^2. \) Hence,

\[
Q' = 48 e^\gamma f e^{-\gamma} \int \int [E(S^2) - 2E(S)^2] + 24 e^\gamma m \int [E(S^2) - 2E(S)^2]
\]

\[
+ 96 m e^\gamma f e^{-\gamma} \int \int [E(S)] + 24 e^\gamma m^2 \int [E(S)] - 24 m^3 e^\gamma f e^{-\gamma}
\]

\[
- 8 e^\gamma \int \int [-E(S^3) + 6E(S^2)E(S) - 6E(S)^3].
\]

Once more we compute

\[
(e^{-\gamma} Q')' = -48 e^{-\gamma} \int \int [E(S^2) - 2E(S)^2] - 96 e^\gamma f e^{-\gamma} \int \int [E(S^2) - 2E(S)^2]
\]

\[
- 24 m e^\gamma f e^{-\gamma} [E(T^2) - 2E(T)^2] - 192 e^{-\gamma} e^\gamma f e^{-\gamma} \int \int [E(S)] + 96 m e^{-\gamma} \int \int [E(S)]
\]

\[
- 192 m e^\gamma f e^{-\gamma} \int \int [E(S)] + 144 m^2 e^\gamma (f e^{-\gamma})^2 + 8 e^{-\gamma} (E(T^3) + 6E(T^2) m - 6 m^3).
\]

Let us compute the last term in this expression

\[
8 e^{-\gamma} \left( -3E(T^2) m + 12 m \int \int [E(S)] + 6 \int \int [E(S^2) - 2E(S)^2] + 6E(T^2) m - 6 m^3 \right)
\]

\[
= 8 e^{-\gamma} \left( -3E(T^2) m + 3 m (2 m^2 - E(T^2)) + 6 \int \int [E(S^2) - 2E(S)^2] + 6E(T^2) m - 6 m^3 \right)
\]

\[
= 48 e^{-\gamma} \int \int [E(S^2) - 2E(S)^2].
\]

Then, we conclude

\[
Z = \frac{(e^{-\gamma} Q')'}{e^\gamma f e^{-\gamma}}
\]

\[
= -96 \int \int [E(S^2) - 2E(S)^2] - 192 e^{-\gamma} \int \int [E(S)] - 192 m \int [E(S)] + 144 m^2 e^\gamma f e^{-\gamma}.
\]

The derivative of \( Z \) is given by

\[
Z' = 96 e^{-\gamma} (E(T^2) - 2E(T)^2) + 192 e^{-\gamma} \int \int [E(S)]
\]

\[
+ 576 e^\gamma f e^{-\gamma} \int \int [E(S)] + 48 m^2 e^{-\gamma} - 576 m e^\gamma (f e^{-\gamma})^2
\]

\[
= 48 \int \int [E(S)] + 576 e^\gamma f e^{-\gamma} \left( \int \int [E(S)] - m \int e^{-\gamma} \right).
\]

Notice that

\[
\frac{\int \int [E(S)] - m \int e^{-\gamma}}{\int e^\gamma (f e^{-\gamma})^2} \to \frac{-m e^{-\gamma} + me^{-\gamma} + 2e^\gamma (f e^{-\gamma})^2}{-e^\gamma (f e^{-\gamma})^2} \to -2.
\]

Therefore, we get from Corollary A.2 (iii),

\[
Z' \approx 48 e^{-\gamma} \text{Var} - 1152 \left( e^\gamma \int e^{-\gamma} \right) \int e^\gamma \left( \int e^{-\gamma} \right)^2
\]

\[
\approx 48 e^{-\gamma} \text{Var} - 1152 e^{3\gamma} \left( \int e^{-\gamma} \right)^4.
\]
On the other hand, we know that \((\text{Var})^2 \sim 64 \Psi^2\). So to study the asymptotic behavior of the central fourth moment, it is enough to follow the same steps for \(64 \Psi^2\). We get 
\[
64 (e^{-\gamma} (\Psi^2)'')' = 128 e^{\gamma} (fe^{\gamma}(fe^{-\gamma})^2) + 128 \Psi e^{\gamma} (fe^{-\gamma})^2 \sim 128 \Psi e^{\gamma} (fe^{-\gamma})^2.
\]
Call now \(G\) this last quantity divided by \(e^{\gamma} \int e^{-\gamma}\) and take a further derivative to obtain
\[
G' = -128 \Psi e^{-\gamma} - 128 e^{\gamma} (fe^{-\gamma}) = -128 \Psi e^{-\gamma} \sim -16 \text{Var } e^{-\gamma}.
\]
Putting all these estimations together yield to
\[
\frac{\text{E}_\infty ((T_z - m)^4)}{(\text{Var}_\infty (T_z))^2} \sim 3 + 9 \frac{e^{4\gamma} (fe^{-\gamma})^4 \Psi}{16q^4 \int q^{-3}} \sim 3 + 9 \frac{q^2}{4q^2} \rightarrow 3,
\]
which is the fourth moment of a \(N(0,1)\) distribution.

C Some basic spectral properties

In this section we present the basic spectral properties of the semigroup associated to \(X\) in the interval \([z, \infty)\), where \(z \geq 0\).

When the process is restricted to \([z, \infty)\), the speed measure is
\[
\mu_z(dx) = 2e^{-\gamma(x) - \gamma(z)} dx, \quad x \in [z, \infty).
\]
The scale function is given by \(\Lambda_z(x) = \int_x^\infty e^{\gamma(y) - \gamma(z)} dy = e^{-\gamma(z)}(\Lambda(x) - \Lambda(z))\).

In what follows, we denote by \(\mathcal{L}\) the second order differential operator given by
\[
\mathcal{L}u = \frac{1}{2} u''(x) - q(x)u'(x),
\]
for all \(u \in C^2([z, \infty))\). On \(C^2_0([z, \infty))\) this operator is symmetric with respect to \(\mu_z\) and it has a minimal closed symmetric extension on \(L^2(\mu_z)\), which we shall denote by \(L_z\). This operator is the infinitesimal generator of the semigroup associated to the process \((X_t : t \geq 0)\) killed when it attains \(z\) (see [4]).

The main result about the spectral decomposition of \(L_z\) is Theorem 3.2 in [4], which we summarize here.

**Theorem C.1.** Assume \(H_1\) and \(H_2\) holds. Then, \(-L_z\) has purely discrete spectrum \(\{\lambda_i(z) : i \geq 1\}\) that satisfies
(i) \(0 < \lambda_1(z) < \lambda_2(z) < \ldots\) is an increasing sequence of simple eigenvalues of \(-L_z\);

(ii) For every \(\lambda_i(z)\) there exists an eigenfunction \(\psi_{z,i} \in C^2(z, \infty)\), unique up to a multiplicative constant, which also satisfies
\[
\mathcal{L}\psi_{z,i}(\bullet) = -\lambda_i(z)\psi_{z,i}(\bullet), \quad \psi_{z,i}(z) = 0
\]
\[
\int_z^\infty \psi_{z,i}^2(x) 2e^{-(\gamma(x) - \gamma(z))} \, dx = 1.
\]
The set \(\{\psi_{z,i} : i \geq 1\}\) forms an orthonormal basis of \(L^2(\mu_z)\). Moreover, we can choose \(\psi_{z,1}\) to be positive in \((z, \infty)\).

The process \((X_t \wedge \tau_z : t \geq 0)\) has a unique q.s.d. in \([z, \infty)\) (see [4] Theorems 5.2 and 7.2), which is given by
\[
\nu_z(dx) = \frac{\psi_{z,1}(x)e^{-\gamma(x)} \, dx}{\int_z^\infty \psi_{z,1}(y)e^{-\gamma(y)} \, dy} \mathbb{1}(z, \infty)(x).
\]
The fact there is a gap in the spectrum of \(L_z\) implies that \((X_t \wedge \tau_z : t \geq 0)\) is \(R\)-positive, which means that the associated \(Q\)-process is positive recurrent.

For this article we need extra properties of the principal eigenvalue and eigenfunctions.

**Proposition C.2.** Under \(\mathbb{H}_1\) and \(\mathbb{H}_2\) we have

(i) If \(0 \leq z < x\) then \(\lambda_1(z) < \lambda_1(x)\), that is the principal eigenvalue is a strictly increasing function. Moreover, for all \(x \geq 0\)
\[
\lambda_1(x) \geq \frac{(\inf\{q(y) : y \geq x\} \lor 0)^2}{2}.
\]
In particular, \(\lim_{x \to \infty} \lambda_1(x) = \infty\).

(ii) For all \(z \geq 0\) the functions \(\psi_{z,i}, \psi'_{z,i}\) are bounded, for every \(i \geq 1\).
The functions \(\psi_{z,i}, \psi'_{z,i}\) have exactly \(i, i - 1\) zeros respectively. \(\psi_{z,i}\) is eventually monotone and the following limits exist
\[
\lim_{x \to \infty} \psi_{z,i}(x) = \psi_{z,i}(\infty) \neq 0 \quad \text{and} \quad \lim_{x \to \infty} \psi'_{z,i}(x) = 0.
\]

(iii) For all \(z \geq 0\), there exists a constant \(A = A(z) > 0\) such that \(\lambda_i(z) \geq Ai\) holds for all \(i \geq 1\).
Proof. (i) It is clear that $\lambda_1(z) \leq \lambda_1(x)$ because for every $y > x$ we have

$$\lambda_1(z) = \lim_{t \to \infty} \frac{-\log P_y(T_z > t)}{t} \leq \lim_{t \to \infty} \frac{-\log P_y(T_x > t)}{t} = \lambda_1(x).$$

The first equality in the above expression is well known (see for example Theorem 5.1 or [4] Theorem 5.1). Let us assume that $\lambda_1(z) = \lambda_1(x)$ and we will arrive to a contradiction. We denote by $\lambda = \lambda_1(z)$ and by $g = \psi_{z,1}, f = \psi_{x,1}$. Notice that, even if the eigenvalues are equal, these two functions are not because $0 < g(x), f(x) = 0$.

Consider $W$ the Wronskian of these two functions $W = g'f - gf'$. The derivative of $W$ on $(x, \infty)$ is

$$W'(y) = g''f - gf'' = 2(q(y)g'(y) - \lambda g(y))f(y) - 2(q(y)f'(y) - \lambda f(y))g(y) = 2q(y)W(y).$$

In particular we have $W'(y) = W(x) e^{\gamma(y) - \gamma(x)} = -g(x)f'(x) e^{\gamma(y) - \gamma(x)}$. Since $f$ is increasing we must have $f'(x) > 0$ (otherwise $f \equiv 0$ since it is solution of a second order linear differential equation) and therefore $W(x) < 0$. Using that $(g/f)' = W/f^2$, we get for $y > y_0 > x$

$$0 < \frac{g(y)}{f(y)} = \frac{g(y_0)}{f(y_0)} + W(x) \int_{y_0}^{y} \frac{e^{\gamma(w) - \gamma(x)}}{f^2(w)} dw = \frac{g(y_0)}{f(y_0)} - g(x)f'(x) \int_{y_0}^{y} \frac{e^{\gamma(w) - \gamma(x)}}{f^2(w)} dw.$$  \hspace{1cm} (C.1)

The Cauchy-Schwarz inequality shows that

$$(y - y_0)^2 = \left( \int_{y_0}^{y} \frac{f(w)e^{-\frac{1}{2}(\gamma(w) - \gamma(x))}}{f(w)e^{-\frac{1}{2}(\gamma(w) - \gamma(x))}} dw \right)^2 \leq \int_{y_0}^{y} f(w)^2 e^{-\gamma(w) - \gamma(x)} dw \int_{y_0}^{y} \frac{e^{\gamma(w) - \gamma(x)}}{f^2(w)} dw.$$  \hspace{1cm} (C.1)

Since $\int_{x}^{\infty} f(w)^2 e^{-\gamma(w) - \gamma(x)} dw < \infty$, we conclude that

$$\int_{y_0}^{\infty} \frac{e^{\gamma(w) - \gamma(x)}}{f^2(w)} dw = \infty.$$  \hspace{1cm} (C.1)

This is a contradiction with (C.1) and therefore $\lambda_1(z) < \lambda_1(x)$.

We now prove the lower bound for $\lambda_1(x)$. Here we use a comparison with a diffusion with constant drift and idea developed for example in [12]. We consider $M = \inf\{q(y) : y \geq x\}$. If $M \leq 0$ the result is obvious. So assume that $M > 0$. We compare the process $X$ with the process $Y$ which has constant drift $-M$, that is,

$$Y_t = Y_0 + B_t - Mt.$$  

40
If $Y_0 = X_0 > x$ then we have $X_t \leq Y_t$ for all $0 \leq t \leq T(x)$, showing that $\mathbb{P}_x(T_x(X) > t) \leq \mathbb{P}_x(T_x(Y) > t)$. In particular the exponential rates of absorption at zero are comparable

$$\lambda_1(x) \geq \lambda_Y^Z(x) = \frac{M^2}{2},$$

showing the desired property and also that $\lim_{x \to \infty} \lambda_1(x) = \infty$.

(ii) We first prove that $\mathcal{L}$ is of limit point type at $\infty$, that is, for some $\lambda \in \mathbb{C}$ (equivalently for all $\lambda \in \mathbb{C}$) the equation $\mathcal{L}f = -\lambda f$ has a solution which is not in $L^2(\mu_x)$ near $\infty$, which means for all $x > z$

$$\int_x^\infty f^2(y)e^{-\gamma(y)}\,dy = \infty.$$

To show this property, it is enough to consider $\lambda = 0$ and $f(y) = \Lambda(y)$. Here we use an argument taken from [11]. For $M > 0$ and $x > z$

$$M = \int_x^{M+x} \mathbb{1}_{e^{-\gamma(y)} \Lambda^2(y) > 1} + \mathbb{1}_{e^{-\gamma(y)} \Lambda^2(y) \leq 1} \,dy$$

$$\leq \int_x^{M+x} \Lambda^2(y) e^{-\gamma(y)} \,dy + \int_x^{M+x} \frac{e^{-\gamma(y)}}{\Lambda^2(y)} \,dy$$

$$= \int_x^{M+x} \Lambda^2(y) e^{-\gamma(y)} \,dy - \frac{1}{\Lambda(y)} \int_x^{M+x} \Lambda^2(y) e^{-\gamma(y)} \,dy + \frac{1}{\Lambda(x)}.$$ 

This implies that $\int_x^\infty \Lambda^2(y)e^{-\gamma(y)}\,dy = \infty$, showing the claim.

We use this fact for $\lambda = \lambda_i(z)$. In what follows we shall prove the existence of a nonzero bounded solution to the equation $\mathcal{L}u = -\lambda u$ on $[z, \infty)$. Notice that this equation has two linearly independent solutions and one of them is chosen to be $\psi_{z,i}$. The other one can be chosen to be the solution of $\mathcal{L}v = -\lambda v, v(z) = 1, v'(z) = 0$. Since $\psi_{z,i}$ is in $L^2(\mu_x)$ near $\infty$ then necessarily $v$ cannot be in $L^2(\mu_x)$ near $\infty$.

On the other hand, $u = a\psi_{z,i} + bv$ for some $a, b \in \mathbb{R}$, but the fact that $u$ is bounded implies $u$ is in $L^2(\mu_x)$ near $\infty$. The conclusion is that $b = 0$ and therefore $u = a\psi_{z,i}$ for some $a \neq 0$, which implies that $\psi_{z,i}$ is bounded, showing the result.

So, let us construct this bounded solution $u$. Here we follow the ideas of [10]. Consider a large $x_0 > z$ such that for all $x \geq x_0$ the following properties hold (these are consequences of our hypotheses $\mathbb{H}_1, \mathbb{H}_2$)

1. $\frac{\lambda x^2}{q^2(x)} < \frac{1}{4}$;
2. $(\lambda + 1) \left| \frac{q'(x)}{q^2(x)} \right| \leq \frac{1}{4}$;
we show that each \( \psi \) terlapping Cauchy Theorem. Recall that the function \( \psi \) have
\[
\psi(x) = \frac{\lambda}{q(x)}, \quad S''(x) = \frac{\lambda q(x)}{q^2(x)}
\]
and a fortiori we obtain
\[
|S''(x) + S'(x)| \leq \frac{1}{2}.
\]
Now, consider the integral \( I(x) = \int_x^\infty e^{\gamma(y) - 2S(y)} \int_y^\infty e^{-\gamma(\xi) + 2S(\xi)} \, d\xi \, dy \). The fact that \( S \) is bounded near \( \infty \) and \( H_1 \) holds, show that \( I(x) \) is finite. We have
\[
I(x) = \int_x^\infty e^{\gamma(y) - 2S(y)} \int_y^\infty \frac{-1}{2q(\xi)} \, d\xi \, dy,
\]
Integrating by parts the second integral we get
\[
I(x) = \int_x^\infty e^{\gamma(y) - 2S(y)} \int_y^\infty \frac{q'(\xi)}{q(\xi)} - \frac{1+\lambda q'(\xi)}{(1-\lambda/q^2(\xi))^2} e^{-\gamma(\xi) + 2S(\xi)} \, d\xi \, dy
\]
\[
\leq \frac{1}{2} + \frac{1}{2} \int_x^\infty e^{\gamma(y) - 2S(y)} \int_y^\infty e^{-\gamma(\xi) + 2S(\xi)} \, d\xi \, dy.
\]
Thus, \( I(x) \leq 1/4 \). In the space \( \mathcal{B} = \{ u \in C([x_0, \infty)) : \lim_{x \to \infty} u(x) = 0 \} \), we define the affine operator
\[
\mathcal{A} h(x) = - \int_x^\infty e^{\gamma(y) - 2S(y)} \int_y^\infty [S''(\xi) + S'(\xi)] [1 + h(\xi)] e^{-\gamma(\xi) + 2S(\xi)} \, d\xi \, dy.
\]
This operator is a contraction on the unit ball of \( \mathcal{B} \). Thus, there exists a unique fixed point \( \mathcal{A} h = h \) in the unit ball. It is straightforward to show that the function \( u(x) = e^{S(x)}(1 + h(x)) \), for \( x \geq x_0 \), satisfies the equation \( \mathcal{L} u = -\lambda u \) on \([x_0, \infty)\) and it is bounded there. Now, extend this solution to the interval \([z, x_0 + 1]\) by solving the equation
\[
\mathcal{L} \tilde{u} = -\lambda \tilde{u}, \quad \tilde{u}(x_0 + 1) = u(x_0 + 1), \quad \tilde{u}'(x_0 + 1) = u'(x_0 + 1).
\]
Gluing these functions together provides a \( C^2 \) bounded solution of \( \mathcal{L} u = -\lambda u \) on \([z, \infty)\) as desired.

The fact that each \( \psi_{z,i} \) has exactly \( i \) zeros is a consequence of the interlacing Cauchy Theorem. Recall that \( \psi_{z,1} \) vanishes only at \( x = z \). Now, we show that each \( \psi_{z,l} \) has a limit at infinity. We denote by \( \lambda = \lambda_i(z) \) and \( \psi = \psi_{z,l} \). We also take \( z = 0 \) to keep notation simple. Notice that
\[
(\psi' e^{-\gamma})' = -2\lambda \psi,
\]
which implies that
\[
\psi(x) = \int_0^x e^{\gamma(y)} (\psi'(0) - 2\lambda \int_0^y e^{-\gamma(\xi)} \psi(\xi) \, d\xi) \, dy.
\]
If \( \psi'(0) \neq 2\lambda \int_0^\infty e^{-\gamma(x)} \psi(x) \, dx \) then \(|\psi|\) grows like \( \Lambda \) at infinity and therefore \( \psi \) is not in \( L^2(d\mu) \), which is a contradiction. Therefore, we conclude

\[
\psi(x) = 2\lambda \int_0^x e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} \psi(\xi) \, d\xi \, dy,
\]

\[
\psi'(x) = 2\lambda e^{\gamma(x)} \int_x^\infty e^{-\gamma(\xi)} \psi(\xi) \, d\xi, \quad \psi'(0) = 2\lambda \int_0^\infty e^{-\gamma(\xi)} \psi(\xi) \, d\xi.
\]

(C.2)

For large values of \( x \) the function \( \psi \) has constant sign (recall that \( \psi \) has a finite number of zeros). Then, changing \( \psi \) to \(-\psi\), if necessary, we can assume that \( \psi \) is eventually positive. Hence, \( \psi' \) is eventually positive and \( \psi \) is eventually increasing. Since it is bounded, we conclude that \( \psi(\infty) > 0 \) exists.

That \( \psi' \) converges to 0 at infinity follows from Corollary \( A.2 \) (i) and the fact that \( \psi \) is bounded. On the other hand, if \( \psi'(x) = 0 \) then either \( \psi''(x) = -2\lambda \psi(x) < 0 \) and \( x \) is a local maximum for \( \psi \) and \( \psi(x) > 0 \) or \( \psi''(x) = -2\lambda \psi(x) > 0 \) and \( x \) is a local minimum for \( \psi \) and \( \psi(x) < 0 \). The case \( \psi(x) = 0 \) is ruled out because in this case we would have \( \psi \equiv 0 \). The conclusion is that between two consecutive zeros of \( \psi' \) there exists a unique zero of \( \psi \). This together with the fact that \( \psi \) has \( i \) zeros and it is eventually monotone, show that \( \psi' \) has exactly \( i - 1 \) zeros.

(iii) The lower bound for the eigenvalues is taken from [11], where it is shown that

\[
\lambda_i(z) \geq \frac{i - 1}{C_z},
\]

with \( C_z = 2 \int_z^\infty \Lambda(x)e^{-\gamma(x)-\gamma(z)} \, dx = 2 \int_z^\infty \Lambda(x)e^{-\gamma(x)} \, dx \). Using that \( \lambda_1(z) > 0 \) and replacing \( i - 1 \) by \( i \) for \( i \geq 2 \), we conclude

\[
\lambda_i(z) \geq Ai,
\]

for some positive constant \( A = A(z) \).

Recall that \( \lambda_k = \lambda_k(0) \) and \( \psi_k = \psi_{0,k} \) for any integer \( k \geq 1 \). The estimation we need is given in the next result.

**Proposition C.3.** Assume that \( q \) satisfies \( H_1, H_2, H_3 \). Then, for every \( \epsilon > 0 \) there exists a finite constant \( A = A(\epsilon) \) such that, for all \( k \geq 1 \)

\[
\|\psi_k\|_\infty \leq Ae^{\lambda_k}.
\]

**Proof.** We recall that \( (\psi_k)_k \) and \( (\lambda_k) \) satisfy the following basic properties: Each \( \psi_k \) is a bounded continuous function with \( k \) zeros, \( \psi_k \) is eventually increasing with a finite positive limit at infinity \( \psi_k(\infty) > 0 \), \( \psi'_k \) is a bounded function, eventually positive with zero limit at infinity and

\[
\psi'_k(x) = 2\lambda_k e^{\gamma(x)} \int_x^\infty e^{-\gamma(\xi)} \psi_k(\xi) \, d\xi, \quad \psi_k(x) = 2\lambda_k \int_0^x e^{\gamma(y)} \int_y^\infty e^{-\gamma(\xi)} \psi_k(\xi) \, d\xi \, dy.
\]
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Also for some finite constant \( B > 0 \) it holds \( \lambda_k \geq B k \). We also recall the function \( m(z) = E_\infty(T_z) = 2 \int_0^\infty e^{\gamma(y)} \int_0^{\gamma(\xi)} e^{-\gamma(\xi)} d\xi dy \), which is a continuous decreasing function that satisfies \( m(\infty) = 0 \) and

\[
\lambda_1(z) m(z) > 1.
\]

The first important thing to introduce is \( \zeta_k \), the largest zero of \( \psi_k \). Notice that \( \zeta_1 = 0 \). The function \( \psi_k \) is positive in \((\zeta_k, \infty)\) and satisfies \( \mathcal{L}\psi = -\lambda_k \psi, \ \psi(\zeta_k) = 0 \) and

\[
\int_{\zeta_k}^\infty 2e^{-(\gamma(x)-\gamma(\zeta_k))}\psi_k^2(x) \, dx \leq e^{\gamma(\zeta_k)} \int_0^\infty 2e^{-\gamma(x)}\psi_k^2(x) \, dx < \infty.
\]

The conclusion is that \( \psi_k \) is proportional to \( \psi_{\zeta_k,1} \) and \( \lambda_k = \lambda_1(\zeta_k) \), that is \( \lambda_k \) is the exponential absorption rate for \( X \) in \([\zeta_k, \infty)\). One important conclusion is

\[
\lambda_k m(\zeta_k) > 1. \tag{C.3}
\]

One can see that \((\zeta_k)_k\) is an increasing sequence. Let us show it converges to infinity. Indeed, if this sequence is bounded, let us say by \( z > 0 \), then we will obtain that \( \lambda_k \leq \lambda_1(z) < \infty \). This is not possible, because \((\lambda_k)_k\) is the spectrum of the unbounded operator \( \mathcal{L} \).

Now, we produce our first crude estimation on \( \psi_k \). Notice that \( q \) is eventually positive, so \( \gamma \) is eventually increasing. This gives, for some finite constant \( C \) independent of \( k, x \)

\[
|\psi_k(x)| \leq C \lambda_k e^{\gamma(x)} \int_0^x \int_0^{\gamma(\xi)} e^{-\gamma(\xi)} |\psi_k(\xi)| \, d\xi dy
\]

\[
\leq C \lambda_k e^{\gamma(x)} \int_0^x \left( \int_0^{\gamma(\xi)} e^{-\gamma(\xi)} \psi_k^2(\xi) \, d\xi \right)^{1/2} \left( \int_0^{\gamma(\xi)} e^{-\gamma(\xi)} \, d\xi \right)^{1/2} dy
\]

\[
\leq C \lambda_k e^{\gamma(x)} \int_0^x \left( \int_0^{\gamma(\xi)} e^{-\gamma(\xi)} \, d\xi \right)^{1/2} dy
\]

\[
= C \lambda_k e^{\gamma(x)} \int_0^x e^{-\gamma(y)/2} \left( e^{\gamma(y)} \int_y^{\gamma(\xi)} e^{-\gamma(\xi)} \, d\xi \right)^{1/2} dy.
\]

Corollary A.2 gives the asymptotic \( e^{\gamma(y)} \int_y^{\infty} e^{-\gamma(\xi)} \, d\xi \approx \frac{1}{2q(y)} \). Therefore for some finite constants \( D, E \) we have, for all \( y \geq 0 \)

\[
e^{\gamma(y)} \int_y^{\infty} e^{-\gamma(\xi)} \, d\xi \leq D \frac{1}{q(y) + E}. \tag{C.4}
\]

Back to our bound for \( \psi_k \), we obtain

\[
|\psi_k(x)| \leq CD^{1/2} \lambda_k e^{\gamma(x)} \int_0^x \frac{e^{-\gamma(y)/2}}{\sqrt{q(y) + E}} dy
\]

\[
\leq CD^{1/2} \lambda_k e^{\gamma(x)} \left( \int_0^{\infty} e^{-\gamma(y)} dy \int_0^{\infty} \frac{1}{q(y) + E} dy \right)^{1/2}.
\]
So far, we have for some finite $F$ the following bound holds

$$|\psi_k(x)| \leq F \lambda_k e^{\gamma(x)}.$$  

(C.5)

The next step is to use hypothesis $H_3$ to get the result. For that purpose we take a large constant $H$ (for the moment larger than 1), that will depend on $a$ given in hypothesis $H_3$ and that we will make explicit later. We now choose $x_1 = x_1(a) \geq x_0$ such that the following conditions hold

$$q(x_1) \geq \max\{q(z) : z \leq x_1\} \lor 1; \quad (C.6)$$

$$S(x_1) := \left(\frac{2H}{a^2} + \sqrt{H}\right) \int_{x_1}^{\infty} \frac{1}{q(y)} dy \leq \frac{\epsilon}{3}. \quad (C.7)$$

For example $x_1 = \inf\{x \geq x_0 : q(x) \geq \max\{q(z) : z \leq x_0\} \lor 1 + 1, S(x) \leq \frac{\epsilon}{3}\}$ will work. The next step is to find $\chi_k$ such that $\zeta_k < \chi_k$ and

$$q(\chi_k) = \sqrt{H\lambda_k}.$$  

For that purpose, we notice that for $x \geq x_1$ we have

$$\Lambda(x) \geq \frac{1}{2} (\inf\{q(z) : z \geq x\})^2 \geq \frac{a^2}{2} q^2(x).$$

In particular, $\sqrt{\lambda_k} \geq \frac{a}{\sqrt{2}} q(\zeta_k)$. So, if $H > \frac{2}{a^2}$ we deduce that

$$\chi_k := \inf\{x > \zeta_k : q(x) \geq \sqrt{H\lambda_k}\} > \zeta_k.$$

Now, we estimate $\psi_k(y)$ for $0 \leq y \leq \chi_k$. This will done under the assumption that $x_1 < \chi_k$. Notice that since $\zeta_k < \chi_k$, we have $x_1 < \chi_k$ for all large $k \geq k_0$. According to our basic estimation we need to bound $\gamma$ in this interval. For $x_1 \leq y \leq \chi_k$, we have

$$\gamma(y) = \gamma(x_1) + \int_{x_1}^{y} 2q(z) dz \leq \gamma(x_1) + \int_{x_1}^{\chi_k} 2q(z) dz = \gamma(x_1) + \int_{x_1}^{\chi_k} 2 q^2(z) q(z) dz.$$  

Using $H_3$ if $x_1 \leq z \leq \chi_k$, we have $q(\chi_k) \geq \inf\{q(x) : x \geq z\} \geq aq(z)$ and therefore

$$\gamma(y) \leq \gamma(x_1) + \frac{2}{a^2} q^2(\chi_k) \int_{x_1}^{\infty} \frac{1}{q(y)} dy = \gamma(x_1) + \frac{2}{a^2} H \lambda_k \int_{x_1}^{\infty} \frac{1}{q(y)} dy.$$

This gives the desired bound for all $k \geq k_0$ and $0 \leq y \leq \chi_k$

$$|\psi_k(y)| \leq F e^{\max\{\gamma(z) : z \leq x_1\} \lambda_k} \exp\left(\frac{\epsilon}{3} \lambda_k\right).$$

The final step is to estimate $\psi_k(y)$ on the interval $[\chi_k, \infty)$. This is done by estimating the ratio $R = \psi'_k / \psi_k$. Assume there exists $y$ in this interval
one has $R(y) > \sqrt{H} \lambda_k / q(y)$. Since $R(z)$ converges to 0 as $z \to \infty$, we can find a first value $y < z$ such that

$$R(z) = \frac{\sqrt{H} \lambda_k}{q(y)}.$$ 

Obviously, we have $R'(z) \leq 0$. On the other hand

$$0 \geq R'(z) \psi_k^2(z) = \psi_k^2(z) \psi_k(z) - (\psi_k'(z))^2 = (2q(z) \psi_k'(z) - 2\lambda_k \psi_k(z)) \psi_k(z) - (\psi_k'(z))^2 = 2q(z) \frac{\sqrt{H} \lambda_k}{q(y)} \psi_k^2(z) - 2\lambda_k \psi_k^2(z) - (\frac{\sqrt{H} \lambda_k}{q(y)})^2 \psi_k'(z).$$

Since $\psi_k(z) > 0$, we get

$$2q(z) \frac{\sqrt{H} \lambda_k}{q(y)} \leq 2\lambda_k + \left( \frac{\sqrt{H} \lambda_k}{q(y)} \right)^2.$$

Recall that $q(y) \geq a\gamma(z)$ and therefore $\left( \frac{\sqrt{H} \lambda_k}{q(y)} \right)^2 \leq \frac{1}{a^2} \lambda_k$. In other words, we get the inequality

$$aq(y) \leq q(z) \leq \frac{(2 + 1/a^2)^2}{2\sqrt{H}} q(y)$$

which is not possible if $H > H_0 = \left( \frac{2 + 1/a^2}{2\sqrt{H}} \right)^2 > \frac{2}{a^2}$. Hence,

$$\frac{\psi_k'(y)}{\psi_k(y)} \leq \frac{\sqrt{H} \lambda_k}{q(y)},$$

for all $y \geq \chi_k$ and a fortiori

$$\psi_k(y) = \psi_k(\chi_k) \exp \left( \int_{\chi_k}^y R(z) dz \right) \leq \psi_k(\chi_k) \exp \left( \frac{\sqrt{H} \lambda_k}{q(z)} \right) \leq \psi_k(\chi_k) \exp \left( \frac{\epsilon \lambda_k}{3} \right).$$

Putting these pieces together, we get for all $k \geq k_0$ and all $y \in [0, \infty]$,

$$|\psi_k(y)| \leq Fe^{\max\{\gamma(z) : z \leq x_1\}} \lambda_k \exp \left( \frac{2\epsilon}{3} \lambda_k \right).$$

Since $x \leq e^x$, we may change this inequality to

$$|\psi_k(y)| \leq \frac{3}{\epsilon} Fe^{\max\{\gamma(z) : z \leq x_1\}} \exp \left( \epsilon \lambda_k \right).$$

To include the finite number of functions $\psi_k : k \leq k_0$ we define

$$A = \max \{\|\psi_k\|_{\infty} : k \leq k_0\} \wedge \frac{3}{\epsilon} Fe^{\max\{\gamma(z) : z \leq x_1\}},$$

to get the desired bound, for all $k \geq 1$, $\|\psi_k\|_{\infty} \leq A \exp (\epsilon \lambda_k)$.
Corollary C.4. Assume that \( q \) satisfies \( H_1, H_2, H_3 \). There are finite constants \( A, B \) such that for all \( k \geq 1, x \geq 0 \)

\[
|\psi_k'(x)| \leq A \|\psi_k\|_\infty \lambda_k \frac{1}{q(x) + B}.
\]

In particular, for all \( w \geq z \geq 0 \) (including \( w = \infty \))

\[
\sup_{w \geq x \vee y \geq x \wedge y \geq z} |\psi_k(x) - \psi_k(y)| \leq A \|\psi_k\|_\infty \lambda_k \int_z^w \frac{1}{q(u) + B} du.
\]

Finally, for all \( \epsilon > 0 \) there exist \( C = C(\epsilon), z_0 = z_0(\epsilon) \) such that, for all \( z \geq z_0, k \geq 1 \)

\[
\sup_{x \wedge y \geq z} |\psi_k(x) - \psi_k(y)| \leq C e^{\epsilon \lambda_k}.
\]

Proof. The result follows from the fact

\[
|\psi_k'(x)| \leq 2 \|\psi_k\|_\infty e^{\gamma(x)} \int_x^\infty e^{-\gamma(y)} dy \leq A \|\psi_k\|_\infty \lambda_k \frac{1}{q(x) + B},
\]

for some finite constants \( A, B \). The rest of the proof is a consequence of the previous proposition and the integrability of \( 1/q \) near infinity.
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