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Abstract

Repeatedly solving the parameterized optimal mass transport (pOMT) problem is a frequent task in applications such as image registration and adaptive grid generation. It is thus critical to develop a highly efficient reduced solver that is equally accurate as the full order model. In this paper, we propose such a machine learning-like method for pOMT by adapting a new reduced basis (RB) technique specifically designed for nonlinear equations, the reduced residual reduced over-collocation (R2-ROC) approach, to the parameterized Monge-Ampère equation. It builds on top of a narrow-stencil finite different method (FDM), a so-called truth solver, which we propose in this paper for the Monge-Ampère equation with a transport boundary. Together with the R2-ROC approach, it allows us to handle the strong and unique nonlinearity pertaining to the Monge-Ampère equation achieving online efficiency without resorting to any direct approximation of the nonlinearity. Several challenging numerical tests demonstrate the accuracy and high efficiency of our method for solving the Monge-Ampère equation with various parametric boundary conditions.

1 Introduction

The Optimal Mass Transport (OMT) problem has received significant attention in recent years thanks to its wide applicability in areas such as image retrieval [39, 46], shape and image registration [30, 37], super-resolution reconstruction [35], cancer detection [4, 42], machine learning [25, 2, 16, 24, 36, 41] and adaptive grid generation [47], just to name a few. Among these applications, an interesting scenario emerges when the OMT problem needs to be solved repeatedly and often in a real-time manner. For example, in image processing, solving an OMT problem provides the optimal transformation between one pair of images out of potentially many that are closely related. Another example is that one OMT problem needs to be resolved for determining the grid movement in adaptive grid generation [47] for every round of a posterior error estimation. Given appropriate parameterizations, these problems can be modeled by a pOMT problem, the focus of the current paper.

Initially proposed by Gaspard Monge [40] in the 18th century, OMT seeks the optimal mass-preserving transform between two distributions of mass for a given cost of transportation. Given two bounded and open domains $X, Y \in \mathbb{R}^d$, let $\nu_X(x, \mu)$ be a probability measure on $X$, parameterized by a $p$-dimensional parameter $\mu \in \mathcal{D} \subset \mathbb{R}^p$. $\nu_Y(y, \mu) = T_# \nu_X$ is its push-forward on $Y$ with a measurable map $T : X \mapsto Y$ satisfying

$$\forall h \in \mathcal{C}(Y) \int_Y h(y) d\nu_Y(y, \mu) = \int_X h(T(x)) d\nu_X(x, \mu).$$
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OMT seeks a minimizer of the cost functional $I(T) = \int_X c(x, T(x)) d\nu_X(x, \mu)$, where $c(x, y)$ denotes the cost of transporting a unit of mass from the point $x \in X$ to the point $y \in Y$. If the measures are absolutely continuous with (parametric) positive densities $f_X(x, \mu), f_Y(y, \mu)$, that is,

$$d\nu_X(x, \mu) = f_X(x, \mu) dx, \quad d\nu_Y(y, \mu) = f_Y(y, \mu) dy,$$

by simple calculation, the mass balance condition could be rewritten as

$$\det (DT(x)) f_Y(T(x), \mu) = f_X(x, \mu),$$  \hfill (1.1)

where $\det (DT(x))$ denotes the determinant of the Jacobian of $T(x)$. Although there are other formulations of this problem such as Kantorovich formulation [34], we focus on the Monge formulation in this paper and aim to develop a fast solver for it. In the special case of the quadratic cost function $c(x, y) = \frac{1}{2} |x - y|^2$, the minimizing map $T(x)$ can be expressed as the gradient of a convex function $f$ [17, 18] justifying a substitution of $T$ by $\nabla u$ in (1.1). This results in the following parametric Monge-Ampère equation which is augmented by the convexity constraint on $u$ for uniqueness and stability [11, 27]. We also enforce the so-called transport or second boundary condition.

$$\det (D^2 u(x, \mu)) = \frac{f_X(x, \mu)}{f_Y(\nabla u(x, \mu), \mu)}, \quad x \in X,$$

$$\nabla u(X, \mu) = Y,$$  \hfill (1.2a)

$$u(x, \mu) \text{ is convex in } X.$$  \hfill (1.2b)

Here, $D^2 u(x)$ denotes the Hessian of the function $u$. The challenge in solving (1.2) resides in the strong nonlinearity, the convexity constraint, the difficulty of approximating the transport boundary condition, and the low regularity of its solution. The literature of numerical methods is therefore rather scarce. Benamou and Brenier [3] presented a fluid flow approach which was further developed by Haber et. al. [29]. The method is computationally expensive due to the introduction of an additional dimension. More recently, Froese [22] proposed an approach for solving (1.2) by iteratively solving a sequence of Neumann boundary value problems of the Monge-Ampère equation and proved that the numerical solution converges to the viscosity solution. Benamou et. al. [6] developed an approach by reformulating the transport boundary condition by an implicit Hamilton-Jacobi equation and gave the proof of convergence.

The situation is exacerbated by the need to solve the problem for a large number of parameter values. To the best of our knowledge, there is no existing work based on systematic model order reduction for the parameterized Monge-Ampère equation. In this article, we aim to provide first such work. Our first contribution is the proposal of a truth solver by extending the narrow-stencil finite difference scheme of [18], originally designed for the Hamilton-Jacobi-Bellman equations, to our context. An improvement of the standard finite difference scheme, this narrow-stencil scheme is amenable to the RB framework while being more robust in handling singular solutions thanks to the introduction of the artificial viscosity and numerical moment. In addition, we adopt the framework of [22] in dealing with the transport boundary. The R2-ROC method proposed in [12] serves as our reduced order modeling approach. The R2-ROC is a class of Reduced Basis Method (RBM) [44, 41, 28] specifically designed for nonlinear and nonaffine problems. Like RBM but based on an underlying scheme of a nodal form, it features an offline/online decomposition strategy, a posteriori error estimator/indicator, and a classical greedy algorithm. The main task of the offline phase is to construct a problem-dependent, low-dimensional surrogate space and set the stage for the online computations. After the (time consuming) offline stage, the full speed of the method will then be appreciated online when the reduced solver is performed on demand and usually with a cost only dependent on the (much lower) RB space dimension. Due to the strong nonlinearity of the Monge-Ampère equation, the classical RBM will suffer on its online complexity resulting from its dependence on the number of EIM/DEIM decomposition [3, 11, 26] terms. The R2-ROC method eliminates this dependence by augmenting and extending the EIM approach as a direct PDE solver, judiciously determining a set of over-collocation points, and taking advantage of the simplicity of evaluating the hyper-reduced well-chosen residuals. It achieves offline/online computation efficiency and, more interestingly, the independence on the number of EIM/GEIM expansion terms.
Our second contribution of this paper is to adapt the R2-ROC, designed for the classical Dirichlet or Neumann boundary conditions, for the much more intricate transport boundary condition imposed by the Monge–Ampère equation.

The organization of this paper is as follows. In Section 2, we review some theoretical results for the Monge–Ampère equation before describing an iterative algorithm for implementing the transport boundary condition and a narrow-stencil finite difference scheme for approximating the Monge–Ampère equation. The combination of them provides an efficient full order model for the transport boundary problem of the Monge–Ampère equation. In Section 3, we introduce the R2-ROC method and our adaptation to the transport boundary case toward our reduced order model. In Section 4, we present numerical results for the Monge–Ampère equation and the parameterized Monge–Ampère equation to demonstrate the efficiency and accuracy of our methods. Concluding remarks are made in Section 5.

2 A narrow-stencil finite difference method for \( L^2 \) optimal mass transport problem

This section is devoted to a detailed description of our truth solver, an extension of the narrow-stencil finite difference scheme of [18] to the Monge–Ampère equation adopting the framework of [22] in dealing with the transport boundary condition. In order to properly inform the numerical scheme, it is important to know when a classical \( C^2 \) solution exists. Toward that end, we first review some regularity results for the Monge–Ampère equation.

2.1 Regularity

The classical \( C^2 \) solution of the Monge–Ampère type equation exist under certain regularity conditions on the data and computational domains. We present below the regularity results for the Dirichlet boundary value problem

\[
\det(D^2 u(\mathbf{x})) = f(\mathbf{x}), \quad \mathbf{x} \in X, \tag{2.3a}
\]

\[
u u(\mathbf{x}) = g(\mathbf{x}), \quad \mathbf{x} \in \partial X. \tag{2.3b}
\]

and then the transport boundary value problem [1.2].

Theorem 1. [49, 7] Suppose that \( X \) is strictly convex with boundary \( \partial X \in C^{2,\alpha} \). Suppose also that the function \( f \in C^{\alpha}(X) \) is strictly positive and the boundary values \( g \in C^{2,\alpha}(\partial X) \). Then the Dirichlet boundary value problem of Monge–Ampère equation (2.3) has a unique \( C^{2,\alpha} \) solution.

Theorem 2. (Interior Regularity [8, 9]) Suppose that \( X, Y \) are bounded, connected, open sets and \( Y \) is convex. Suppose also that the density functions

\[
f_X : X \to (0, \infty), \quad f_Y : Y \to (0, \infty)
\]

are bounded away from 0 and \( \infty \). Then the solution of the Monge–Ampère equation (1.2) belongs to \( C^{1,\alpha}(X) \) for some \( 0 < \alpha < 1 \). If, in addition, the density function \( f, g \in C^\beta \) for some \( 0 < \beta < 1 \) then the solution of the Monge–Ampère equation belongs to \( C^{2,\alpha} \) for every \( 0 < \alpha < \beta \).

2.2 Transport boundary condition

In this section, we describe an efficient algorithm proposed in [22] for dealing with the transport condition (1.2b). Indeed, when \( X, Y \) are both convex, the transport condition can be enforced by requiring that the boundary points of \( X \) are mapped to the boundary points of \( Y \) [13, 18, 50]. That is,

\[
\nabla u(\mu) : \partial X \mapsto \partial Y.
\]

Assuming that the boundary of target region \( \partial Y \) can be represented as the zeroth level set of a function \( \Phi \), we have that the transport map must satisfy

\[
\Phi(\nabla u(\mathbf{x}; \mu)) = 0, \quad \mathbf{x} \in \partial X. \tag{2.4}
\]
The appearance of the gradient and the simplicity of implementing a Neumann boundary condition motivated the authors of [22] to replace the condition (2.4) by the Neumann boundary condition

\[ \nabla u(x; \mu) \cdot n(x) = \phi(x; \mu), \]

where \( \phi(x; \mu) \) is a function to be determined and \( n \) denotes the unit outward normal. [22] further proposes the following iterative approach for approximating the function \( \phi(x; \mu) \). Given the \( k \)-th iterate \( u^k(x; \mu) \) of the approximate solution to the Monge-Ampère equation with transport boundary condition, we proceed to the next iterate as follows. We first compute

\[ \phi^k(x; \mu) = \mathbb{P}_{\partial Y}(\nabla u^k(x; \mu)) \cdot n(x), \]

(2.5)

where \( \mathbb{P}_{\partial Y}(v) \) denotes the shortest-distance projection of \( v \) onto the set \( \partial Y \). After that, we find a convex function \( u^{k+1}(x; \mu) : X \mapsto \mathbb{R} \) and a constant \( \sigma^{k+1}(\mu) \in \mathbb{R}^+ \) such that

\[
\begin{align*}
\det(D^2u^{k+1}(x; \mu)) &= \sigma^{k+1}(\mu) \frac{f_X(x; \mu)}{f_Y(\nabla u^{k+1}(x; \mu); \mu)}, \\
\int_X u^{k+1}(x; \mu) dx &= 0, \\
\nabla u^{k+1}(x; \mu) \cdot n(x) &= \phi^k(x; \mu), \quad x \in \partial X.
\end{align*}
\]

(2.6a, 2.6b, 2.6c)

Here, \( \hat{f}_Y(y; \mu) \) is the extended target density function of \( f_Y(y; \mu) \) defined as

\[ \hat{f}_Y(y; \mu) = \begin{cases} f_Y(y; \mu), & y \in Y, \\ f_Y(y_0; \mu), & y \notin Y, \end{cases} \]

where \( y_0 \) is a point in the interior of the target set \( Y \). This extension assigns positive values outside of \( Y \) to accommodate the fact that it is a density and, during iterations, \( \nabla u^{k+1} \) in (2.6a) may map (part of) \( X \) out of \( Y \). It’s worth noting that more complex extensions with higher regularity may be required for the convergence of the Monge-Ampère solver, see [22]. We adopt this simple position extension of \( f_Y(y; \mu) \) which is enough for our solver introduced in Section 2.3. This iteration proceeds until the difference between \( u^k \) and \( u^{k+1} \) is sufficiently small. To start it, we simply let \( \phi^{-1}(x; \mu) = Bx \cdot n \), where \( B > 0 \) is large enough to ensure the set \( \{ Bx \mid x \in X \} \) contains \( Y \).

**Remark 1.** As is well known, the solution of the Neumann boundary value problems may not exist. Even if it exists, the solution is unique only up to a constant. For these reasons, the variable \( \sigma^{k+1}(\mu) \) in (2.6a) and the mean-zero condition (2.6b) are introduced. The projection \( \mathbb{P}_{\partial Y}(v) \) is introduced to mitigate the misalignment of \( \nabla u^k(\partial X; \mu) \) and \( \partial Y \), which contributes to obtain the correct choice of \( \phi(x; \mu) \).

**Remark 2.** An \( L^2 \) optimal mapping does not lead to twisting or rotation. When we consider the simple case of mapping a rectangle to another rectangle, each side of \( X \) will be mapped to the corresponding sides of \( Y \). Since the directional derivative of \( u \) at each \( x \in \partial X \) is determined, we obtain an exact Neumann boundary condition. In this case, the transport boundary problem becomes a Neumann boundary problem.

### 2.3 Discretization for the Monge-Ampère equation

With the iterative framework for the transport problem, we propose to incorporate a finite difference solver [33, 13] for the Neumann boundary value problems (2.6) which would conclude the description of our full order model. This finite difference solver adopts artificial viscosity and moment terms to regularize a standard finite difference scheme. To describe it in detail, we first fix some notations. Assume that \( X \) is a \( d \)-dimensional hypercube, i.e. \( X = \prod_{i=1}^d (a_i, b_i) \). We distribute \( N_i \) grid points uniformly on the \( i \)-th dimension and define

\[ h_i = \frac{b_i - a_i}{N_i - 1}, \quad N = \prod_{i=1}^d N_i, \quad \Theta = \{ \theta = (\theta_1, \theta_2, \cdots, \theta_d) \mid 1 \leq \theta_i \leq N_i, i = 1, 2, \cdots, d \}. \]
Then we denote the rectangular mesh by $\mathcal{T}_h = \{ \prod_{i=1}^d (a_i + (\theta_i-1)h_1, a_i + \theta_i h_1) | \theta \in \Theta \}$ and the grid points set by $X^N = \{ x_\theta = (a_1 + (\theta_1-1)h_1, a_2 + (\theta_2-1)h_2, \ldots, a_d + (\theta_d-1)h_d) | \theta \in \Theta \}$. The finite difference approximation of $u(x;\mu)$ on the grid $\mathcal{T}_h$ is denoted by $u^N(x_\theta;\mu)$ represents. With appropriate rearrangement, the approximation $u^N(\mu) = u^N(X^N;\mu)$ can be regarded as a $N \times 1$ vector and representing our numerical solution.

2.3.1 Difference operators

We first introduce several difference operators for approximating the first and second derivatives. Let $\delta_{x_i}^\pm u^N(x_\theta;\mu)$ denote the standard forward and backward finite difference operators. That is

$$\delta_{x_i}^+ u^N(x_\theta;\mu) := \frac{u^N(x_\theta + h e_i;\mu) - u^N(x_\theta;\mu)}{h}, \quad \delta_{x_i}^- u^N(x_\theta;\mu) := \frac{u^N(x_\theta - h e_i;\mu) - u^N(x_\theta;\mu)}{h},$$

where $\{ e_i \}_{i=1}^d$ denote the canonical basis vectors for $\mathbb{R}^d$. The central difference operator is $\delta_{x_i}^c := \frac{1}{2}(\delta_{x_i}^+ + \delta_{x_i}^-)$. Naturally, we can define the gradient operators $\nabla_h^+, \nabla_h^-$ and $\nabla_h$ by

$$\nabla_h := \left[ \delta_{x_1}^+, \delta_{x_2}^+, \ldots, \delta_{x_d}^+ \right]^T, \quad \nabla_h := \left[ \delta_{x_1}, \delta_{x_2}, \ldots, \delta_{x_d} \right]^T.$$

Various compositions of these operators will approximate the second derivatives $\partial_{x_i,x_j}^2$. Indeed, for $\mu, \nu \in \{ +, - \}$, $D_{h,ij}^{\mu\nu} := \delta_{x_j}^\mu \delta_{x_i}^\nu$ are approximations of $\partial_{x_i,x_j}^2$. They naturally induce the approximations of the Hessian operator

$$D_h^{\mu\nu} := [D_{h,ij}^{\mu\nu}]_{i,j=1}^d, \quad \mu, \nu \in \{ +, - \}.$$

For our purpose, we will adopt the following two second order accurate approximations.

$$\overline{D}_h^2 := \frac{D_{h}^{++} + D_{h}^{--}}{2}, \quad \overline{D}_h^2 := \frac{D_{h}^{++} + D_{h}^{--}}{2}.$$

2.3.2 The narrow-stencil finite difference scheme

We are now ready to describe the narrow-stencil finite difference scheme for the Monge-Ampère equation. We start by rewriting the Monge-Ampère operator in (2.6a) as the following form:

$$G(D^2 u(x;\mu), \nabla u(x;\mu), u(x;\mu), x, \sigma(\mu)) := \sigma(\mu) \frac{f_X(x;\mu)}{f_Y(\nabla u(x;\mu);\mu)} - \det(D^2 u(x;\mu)).$$

Then the narrow-stencil finite difference scheme seeks a grid function $u^N(x_\theta;\mu)$ for all $x_\theta \in X^N$ such that $\tilde{G}(u^N(x_\theta;\mu), x_\theta, \sigma(\mu)) = 0$ where the numerical Monge-Ampère operator is defined as

$$\tilde{G}(u^N(x_\theta;\mu), x_\theta, \sigma(\mu)) = G(\overline{D}_h^2 u^N(x_\theta;\mu), \nabla_h u^N(x_\theta;\mu), u^N(x_\theta;\mu), x_\theta, \sigma(\mu)) + 2 A(u^N) : (\overline{D}_h^2 u^N(x_\theta;\mu) - \overline{D}_h^2 u^N(x_\theta;\mu)) - b(u^N) \cdot (\nabla_h u^N(x_\theta;\mu) - \nabla_h u^N(x_\theta;\mu)).$$

Here $A : \mathbb{R}^N \times X^N \to \mathbb{R}^{d \times d}$ is a matrix-valued function and $b : \mathbb{R}^N \times X^N \to \mathbb{R}^d$ vector-valued. In this article, we simply choose $A(u^N(x_\theta;\mu), x_\theta) = \alpha I$ and $b(u^N(x_\theta;\mu), x_\theta) = \beta e$ for $\alpha \geq 0$ and $\beta \geq 0$, where $I$ denotes the $d \times d$ identity matrix and $e$ the $d$-dimensional column vector with all elements equal to 1.

Next we introduce the discretization of the boundary condition and uniqueness condition (2.6b) and (2.6c). Since (2.7) is an approximation of the fourth order PDE, we have to introduce an additional boundary condition to guarantee that the discrete problem is well-posed. As [20] has done, here we introduce one discrete additional boundary condition

$$\nabla_h(\Delta_h u^N(x_\theta;\mu)) \cdot n(x_\theta) = 0, \quad x_\theta \in X^N \cap \partial X,$$

where discrete operator $\Delta_h$ is defined by the nine points finite difference scheme. For the Neumann boundary condition, we simply discretize it by the central difference

$$\nabla_h u^N(x_\theta;\mu) \cdot n(x_\theta) = \phi(x_\theta), \quad x_\theta \in X^N \cap \partial X.$
Finally, the uniqueness condition is simply approximated by the mean value of each component of vector \( u^{N}(\mu) \), which is defined as

\[
\sum_{x \in X^{N}} u^{N}(x; \mu) = 0. \tag{2.10}
\]

The above procedure presents the discretization of the subproblem (2.6a-2.6c), by which we can obtain a system of equations. The equations can be solved by the Newton’s method efficiently, with details on initialization provided in Section 2.4.

We note here that handling the boundary conditions (2.8,2.9) will require the introduction of two layers of ghost points as depicted in Figure 2.1. The values at the first layer of ghost points near the boundary are determined by the Neumann boundary condition. For instance, the normal derivative in the direction \( n_{x_2} \) at point \( x_{1,1} \) can be discretized as

\[
u_{n_{x_2}}(x_{1,1}; \mu) \approx \frac{1}{2h_{2}}(u^{N}(x_{-1,1}; \mu) - u^{N}(x_{2,1}; \mu)).
\]

In the general case, we define the normal derivative in the diagonal direction at the four corners by the sum of the normal derivative in two orthogonal outward directions and still apply the the central difference scheme to discretize the derivative.

\[
\begin{align*}
u_{n_{x_2}}(x_{1,1}; \mu) & \approx \frac{1}{2h_{1}^{2}}(u^{N}(x_{-1,1}; \mu) - u^{N}(x_{2,1}; \mu)) = \frac{1}{\sqrt{2}}(u_{n_{x_1}}(x_{1,1}; \mu) + u_{n_{x_2}}(x_{1,1}; \mu)).
\end{align*}
\]

The values of the most outer ghost points are determined by the additional boundary condition (2.8) since for example

\[
0 = \frac{\partial \Delta_{h} u^{N}(x_{1,1}; \mu)}{\partial n_{x_2}} = \frac{(u^{N}(x_{-2,1}; \mu) - 2u^{N}(x_{-1,1}; \mu) + u^{N}(x_{1,1}; \mu)) + \delta_{x_1}^{2} u^{N}(x_{-1,1}; \mu) - (\delta_{x_1}^{2} + \delta_{x_2}^{2}) u^{N}(x_{2,1}; \mu)}{2h_{2}}
\]

means that

\[
u^{N}(x_{-2,1}; \mu) = -u^{N}(x_{1,1}; \mu) + 2u^{N}(x_{-1,1}; \mu) + h_{2}^{2}(-\delta_{x_1}^{2} u^{N}(x_{-1,1}; \mu) + (\delta_{x_1}^{2} + \delta_{x_2}^{2}) u^{N}(x_{2,1}; \mu))
\]

Remark 3. This scheme only entails a 14-point stencil in two dimension. By contrast, the monotone FDM of [23] needs more points because of the discrete-direction error. For this reason, it is called the narrow-stencil scheme. We next examine the last two terms in the scheme (2.7) to reveal that the narrow-stencil FDM introduces the stabilization terms, i.e., numerical moment and numerical viscosity [19,24,31]. Indeed, a direct calculation shows that

\[
(\delta_{x_1}^{+} - \delta_{x_1}^{-}) u^{N}(x_{0}; \mu) = \frac{h_{1}}{h_{1}^{2}}u^{N}(x_{0} - h_{1}e_{1}; \mu) - 2u^{N}(x_{0}; \mu) + u^{N}(x_{0} + h_{1}e_{1}; \mu)
\]

Therefore \( \beta e \cdot (\nabla_{h}^{+} - \nabla_{h}^{-}) u^{N}(x_{0}; \mu) \approx \beta h \Delta u(x_{0}; \mu) \), which amounts to addition of numerical viscosity, a known technique for constructing convergent difference scheme, see e.g. [19]. Further, we can show that, for all \( i, j \in \{1, 2, \ldots, d\} \)

\[
(\bar{D}_{h,i,j}^{2} - \bar{D}_{h,i,j}^{2}) u^{N}(x_{0}; \mu) = \frac{h_{1}h_{2}}{2}(\delta_{x_1}^{+} \delta_{x_2}^{+} + \delta_{x_1}^{+} \delta_{x_2}^{-} - \delta_{x_1}^{-} \delta_{x_2}^{+} - \delta_{x_1}^{-} \delta_{x_2}^{-}) u^{N}(x_{0}; \mu) = \frac{h_{1}h_{2}}{2}(\delta_{x_1}^{+} \delta_{x_2}^{+} + \delta_{x_1}^{+} \delta_{x_2}^{-} - \delta_{x_1}^{-} \delta_{x_2}^{+} - \delta_{x_1}^{-} \delta_{x_2}^{-}) u^{N}(x_{0}; \mu).
\]

This means that

\[
\alpha I : (\bar{D}_{h}^{2} - \bar{D}_{h}^{2}) u^{N}(x_{0}; \mu) \approx \alpha h^{2} \Delta^{2} u(x_{0}; \mu),
\]

which introduces the numerical moment in the vanishing moment method of [19]. Synthesizing the above observations, it is clear that the proposed scheme is an approximation of the following fourth order quasilinear PDE

\[
\alpha h^{2} \Delta^{2} u(x; \mu) - \beta h \Delta u(x; \mu) + G(D^{2} u(x; \mu), \nabla u(x; \mu), u(x; \mu), x, \sigma(\mu)) = 0,
\]

which is a regularization of the original nonlinear PDE.
2.4 The algorithm for the transport boundary problem

Integrating the iterative approach for the transport boundary condition with the narrow-stencil finite difference scheme for the Neumann boundary subproblem, we are ready to present our full order model for the transport boundary problem of the Monge-Ampère equation. For notational simplicity, we define the nonlinear approximate equations (2.7) with the boundary condition (2.9), (2.8) and the uniqueness condition (2.10) as the following system of equations

\[ F(u^N(\mu), \sigma(\mu); \phi(X^N \cap \partial X; \mu)) = 0, \]

where \( F(\cdot, \cdot, \cdot) \) is a nonlinear system with \((N + 1)\) equations on \( (u^N(X^N; \mu), \sigma(\mu))^T \). At each boundary iteration in Section 2.2, the Newton’s method is used to solve the above system of equations which is recalled as

\[ F(u^{N,k}(\mu), \sigma(\mu); \phi^k(X^N \cap \partial X; \mu)) = 0. \]

To assist with the convergence of the Newton’s method, an initialization sufficiently close to the exact solution is necessary. We adopt the approach of [23] and take the initial value of the \( k \)-th iteration, \((u_0^{N,k}(X^N; \mu), \sigma_0^k(\mu))^T\), as the solution of

\[
\Delta_h u^N(x_0; \mu) = \sigma(\mu) \left( \frac{2f(x_0; \mu)}{f_Y(x_0 - y_0; \mu)} \right)^{1/2}, \quad x_0 \in X^N, \\
\sum_{x_0 \in X^N} u^N(x_0; \mu) = 0, \\
\nabla_h u^N(x_0; \mu) \cdot n(x_0) = \phi^k(x_0), \quad x_0 \in X^N \cap \partial X,
\]

We are now ready to present the algorithm for solving the problem (1.2) for a given value of \( \mu \), in Algorithm 1.

Algorithm 1 The algorithm for the transport boundary problem of Monge-Ampère equation

1: Set \( \phi^{-1}(x; \mu) = Bx \cdot n \) for sufficient large \( B \), the error tolerance \( \epsilon \) and the maximum number of iterations \( K \). Compute \((u^{N,0}(\mu), \sigma^0(\mu))^T\) by solving \( F(u^N(\mu), \sigma(\mu); \phi^{-1}(X^N \cap \partial X; \mu)) = 0 \).
2: Initialize \( k = 0 \) and \( r = 1 \).
3: while \( r \geq \epsilon \) and \( k < K \) do
4: Compute \( \phi^k(x_0; \mu) = \frac{\partial Y}{\partial X}(\nabla_h u^{N,k}(x_0; \mu)) \cdot n \), for \( x_0 \in X^N \cap \partial X \).
5: Compute \((u^{N,k+1}(\mu), \sigma^{k+1}(\mu))^T\) by solving \( F(u^N(\mu), \sigma(\mu); \phi^k(X^N \cap \partial X; \mu)) = 0 \).
6: Compute the relative error \( r = ||u^{N,k+1}(\mu) - u^{N,k}(\mu)||_{\infty(\mathbb{R}^N)} \).
7: Let \( k = k + 1 \).
8: end while

3 The Reduced Residual Reduced Over-Collocation (R2-ROC) Method

Following the full order model presented in the last section, we introduce our proposed Reduced Order Model (ROM) for the transport boundary problem of the Monge-Ampère equation. Specifically, we adopt the Reduced Over Collocation (ROC) approach [12] developed for parametrized nonlinear partial differential equations. The unique feature is the immunity of the degradation in online efficiency suffered by classical RBM as a result of the EIM-like expansion of the nonlinear and nonaffine terms. To illustrate the algorithm, we first recall that we denote by \( u(x; \mu) \) the exact solution of the Monge-Ampère equation (1.2) which is nonlinear and parameterized in a nonaffine fashion by \( \mu \). Moreover, the resulting FOM solution corresponding to parameter \( \mu \) is denoted by \( u^N(X^N; \mu) \) which we assume is close enough to the exact solution \( u(x; \mu) \) for us to adopt as a reference for the ROM. Now we are ready to briefly review the R2-ROC algorithm. It has two components: an online (reduced) solver of size \( n \) that is between 1 and \( N \) with \( N \) usually much smaller than \( N \), and an offline training component which repeatedly calls the online solver of increasing size \( n \) to build up a surrogate solution space from scratch dimension-by-dimension.
Online solver

Given the reduced space $W_n$ and a collocation set $X^m$, a subset of the full grid $X^N$, of cardinality $m$ that is comparable to $n$, R2-ROC identifies a surrogate solution for any specific parameter $\mu$ in the following form

$$\hat{u}_n(\mu) = W_n c_n(\mu).$$

Here, for simplicity of notation, we also adopt $W_n$ for the snapshot matrix whose column space forms the reduced space $W_n$. We then subject this surrogate solution to the FOM equation (2.11) which encompasses equations (2.7) - (2.10). Note however that $\hat{u}_n(\mu)$ automatically satisfies the uniqueness condition (2.10) due to that the constraint

$$\sum_{x \in X^N} \hat{u}_n(x^N; \mu) = 0,$$

is linear and that all RB snapshots $\{u_i\}_{i=1}^N$ satisfy it by definition. Therefore, we just need to subject $\hat{u}_n(\mu)$ to (2.7) - (2.9) a nonlinear system

$$F_r(W_n c_n(\mu), \sigma(\mu); \phi^k(X^N \cap \partial X; \mu)) = 0,$$

with $N$ equations for unknown $(c_n(\mu), \sigma(\mu))^T$. The $k$th iterate of the solution, $c^k_n(\mu) \in \mathbb{R}^{n \times 1}$ and $\sigma^k(\mu)$, is obtained by minimizing a subsampled residual

$$(c^k_n(\mu), \sigma^k(\mu))^T = \arg \min \| P_r (F_r(W_n c_n(\mu), \sigma(\mu); \phi^k(X^N \cap \partial X; \mu))) \|_{L^2(\mathbb{R}^m)}.$$

The RB space $W_n$, the reduced collocation set $X^m$, and subsampling matrix $P_r \in \mathbb{R}^{m \times N}$ that is constructed according to $X^m$, will be generated in the offline process that is described next. The online algorithm is presented in Algorithm 2.

**Algorithm 2** Online algorithm: The reduced algorithm for the transport boundary value problem of Monge-Ampère equation

1. Set $\phi^{-1}(x; \mu) = Bx \cdot n$ for sufficient large $B$, the error tolerance $\epsilon$ and the maximum number of iterations $K$. Compute $(c^0_n(\mu), \sigma^0(\mu))^T$ by solving $P_r F_1(W_n c_n(\mu), \sigma(\mu); \phi^{-1}(X^N \cap \partial X; \mu)) = 0$.
2. Initialize $k = 0$ and $r = 1$.
3. while $r \geq \epsilon$ and $k < K$ do
4. Compute $\phi^k(x^N; \mu) = \mathbb{P}_{\partial Y}(\nabla h \hat{u}_n^k(\mu) \cdot x^N; \mu) \cdot n$, for some $x^N \in S^k(\mu)$, where $\hat{u}_n^k(\mu) = W_n c_n^k(\mu)$.
5. Compute $(c^k_n + 1(\mu), \sigma^{k+1}(\mu))^T$ by solving $\| P_r F_1(W_n c_n(\mu), \sigma(\mu); \phi^k(X^N \cap \partial X; \mu)) \|_{L^2(\mathbb{R}^m)} = 0$.
6. Compute the relative error $r = \| c^k_n + 1(\mu) - c^k_n(\mu) \|_{L^\infty(\mathbb{R}^m)}$.
7. Let $k = k + 1$.
8. end while

Online efficiency and robustness with respect to the shortest-distance projection $\mathbb{P}_{\partial Y}$

The RB method is said to be online-efficient if the RB solver can be assembled and RB approximation solved in complexity independent of $N$ in the online stage and the error estimator can be computed, via an offline-online decomposition if necessary, in complexity independent of $N$ online [10]. R2-ROC method is online-efficient as established by [12]. Our version of R2-ROC for solving the parameterized Monge-Ampère equation with a transport boundary features the added layer of iteration and the shortest-distance projection $\mathbb{P}_{\partial Y}$ in (2.5). We note that the iteration is up to a fixed number $K$ and that $\mathbb{P}_{\partial Y}$ is only carried out for part of the boundary points, $S^k(\mu) \subset X^N \cap \partial X$, whose cardinality only depends on $m$. Therefore, we conclude that our R2-ROC remains online-efficient.

Moreover, we emphasize that the shortest-distance projection $\mathbb{P}_{\partial Y}(\nabla u^k(x; \mu))$ at each iteration must be calculated whenever possible exactly, that is, without discretizing $\partial Y$. This is straightforward when, for example, the target boundary $\partial Y$ is a polygon or a circle. In fact if $\partial Y$ is discretized as $\partial Y_N$, that is we calculate $\mathbb{P}_{\partial Y}(\nu)$ as $\arg \min_{\nu \in \partial Y_N} \| y - \nu \|$, our reduced solver is much less robust.
Offline training

The offline component utilizes the classical parameter-greedy framework with an error indicator based on the hyper-reduced residual \([12]\) to classically construct the reduced basis space \(W_n\) and subsequently enrich the collocation set \(X^m\) which determines the subsampling matrix \(P_s\). The algorithm judiciously identifies parameter values \(\{\mu^1, \ldots, \mu^N\}\) one-by-one and construct the reduced basis space via the corresponding snapshots. With these notations set, we start the greedy procedure with a randomly chosen \(\mu^1\) and obtain the snapshots \(u^N(X^N; \mu^1)\) by the high fidelity algorithm. The RB space \(W_1\) is then set as \(W_1 = \{u_1\} = \{u^N(X^N; \mu^1)\}\), and the first collocation point chosen as the EIM point of the first basis \(x_1 = \arg \max_{x \in X^N} |u_1|\). We then use the online procedure described above to obtain an RB approximation \(\hat{u}_n(\mu)\) for each parameter \(\mu\) in \(\Xi_{\text{train}}\) (a discretization of the parameter domain \(D\)) and compute its error estimator \(\Delta_n^{RR}(\mu)\).

\[
\Delta_n^{RR}(\mu) := \|P_s r_n(\mu)\|_{\infty}.
\]

Here, \(r_n(\mu) = F_1(W_n c^K_n(\mu)(\mu), \sigma^K_n(\mu)(\mu); \phi^K_n(\mu)^{-1}(X^N \cap \partial X; \mu))\) is the full residual for the current RB approximation \(\hat{u}_n(\mu)\) of parameter \(\mu\), and \(K_n(\mu)\) is the corresponding number of iterations. \(P_s r_n(\mu) \in \mathbb{R}^{m \times 1}\) then represents its reduced (subsampled) version \(\hat{r}_n(\mu)\) whose evaluation is independent of \(N\). After these error indicators are evaluated, we proceed as follows to enrich the RB space and expand the collocation sets.

1. **Greedy in \(\mu\):** The greedy choice is through maximizing \(\Delta_n^{RR}(\mu)\) over the training set \(\Xi_{\text{train}}\):

\[
\mu^{n+1} = \arg \max_{\mu \in \Xi_{\text{train}}} \Delta_n^{RR}(\mu).
\]

2. **\(X^m\) expansion:** With the newly selected \(\mu^{n+1}\), we solve for the truth approximations \(u_{n+1}\). We then obtain the first additional collocation point from the EIM process of \(u_{n+1}\), and the second additional point by the EIM process of the full residual \(r_n(\mu^{n+1})\).

The offline algorithm of the ROC method is shown in Algorithm\([3]\). We refer the readers to \([12]\) for more details including the analysis which demonstrates the importance of retaining these two sets of points for producing accurate approximations for both the reduced solution and the residual corresponding to each parameter.

4 Numerical results

In this section, we present the computational results to verify two main works of this paper: the proposed narrow-stencil FDM is effective in solving the transport boundary problem of the Monge-Ampère equation and the adapted R2-ROC method can efficiently solve the parameterized transport boundary problem.

4.1 FDM results

In this section, we focus on our Monge-Ampère equation solver. The results of four tests are presented to gauge the performance of the proposed approach for approximating the viscosity solutions. The problems are described in Table\([11]\) which lists the original density \(f_X(x)\), the target density \(f_Y(y)\), and the exact mapping \(\nabla_x u\). The first one maps the square \((-0.5, 0.5) \times (-0.5, 0.5)\) onto the rectangle \((0.5, 1.5) \times (-0.25, 0.25)\). The second one maps the square \((-0.5, 0.5) \times (-0.5, 0.5)\) onto the same square where we define the following auxiliary function

\[
q(z) = \left( -\frac{1}{8\pi} z^2 + \frac{1}{256\pi^2} + \frac{1}{32\pi} \right) \cos(8\pi z) + \frac{1}{32\pi^2} z \sin(8\pi z).
\]

\(^1\)The conventional error estimate calculates the negative-order norm of the residual and scales it by the (parametric) stability factor. It is challenging to compute for the nonlinear and nonaffine case with EIM expansion due to the involvement of the successive constraint method\([32], [33]\) used to efficiently estimate the parametric stability factor, and the delicacy of evaluating the residual norm even for the linear problem\([10], [14]\). This simple error estimator based on the reduced residual\([12]\) has shown to be promising for nonlinear and nonaffine problems without the need of EIM expansion.
in this section, we present numerical results on the following five problems to demonstrate the applicability of our approach for transporting a rectangular boundary to a circular one, a nontrivial task.

Algorithm 3 Online algorithm: the reduced over-collocation methods the transport boundary value problem of Monge-Ampère equation

1. Choose \( \mu_1 \) randomly in \( \Sigma_{\text{train}} \) and obtain \( u^N(\mu_1) \) by Algorithm 1.
2. Find \( x^2_\star = \arg\max_{x \in \Sigma} [u^N(x; \mu_1)] \) and \( x^1_\star = \arg\max_{x \in \Sigma} [u^N(x; \mu_1) - u^N(x^2_\star; \mu_1)] \). Then let \( n = 1 \), \( X_1 = X_\star^1 = \{x^1_\star, x^2_\star\} \), and \( u_1 = u(x^2_\star)/u(x^1_\star; \mu_1) \).
3. Initialize \( W_1 = \{u_1\} \) and \( X_1^0 = \emptyset \).
4. for \( n = 2, \ldots, N \) do
5. Solve \( c_{n-1}(\mu) \) by Algorithm 2 with \( W_{n-1}, X_1^m \) and obtain the corresponding number of iterations \( K_n(\mu) \) and calculate \( \Delta_{n-1}^{RR} \) for every \( \mu \in \Sigma_{\text{train}} \).
6. Find \( \mu^n = \arg\max_{\mu \in \Sigma_{\text{train}}} \Delta_{n-1}(\mu) \).
7. Solve \( u_n := u^N(\mu^n) \) by Algorithm 1. Orthogonalize \( \{o_j\} \) and let \( u_n = u_n - \sum_{j=1}^{n-1} o_j u_j \) such that \( u_n(X_1^{n-1}\backslash \{x^1_\star\}) = 0 \).
8. Find \( x^n_{\star+1} = \arg\max_{x \in \Sigma} [u_n(x)] \), \( u_n = u_n / u_n(x^n_{\star+1}) \), and let \( X^n_1 = X_1^{n-1} \cup \{x^n_{\star+1}\} \).
9. Assume that \( \sigma(\mu^n), \phi(X_1^n \cap \partial X; \mu^n) \) are obtained when solving \( c_{n-1}(\mu^n) \) in Step 2, then compute the full residual vector \( r_{n-1} = F_1(W_{n-1}c_{n-1}(\mu^n), \sigma(\mu^n); \phi(X_1^n \cap \partial X; \mu^n)) \) and orthogonize \( r_{n-1} \): find \( \{o_j\} \) and let \( r_{n-1} = r_{n-1} - \sum_{j=1}^{n-2} o_j r_j \) so that \( r_{n-1}(X_1^{n-2}) = 0 \).
10. Find \( x^n_{\star-1} = \arg\max_{x \in \Sigma} [r_{n-1}(x)] \). Let \( r_{n-1} = r_{n-1}/r_{n-1}(x^n_{\star-1}) \) and \( X_1^{n-1} = X_1^{n-2} \cup \{x^n_{\star-1}\} \).
11. Update \( W_n = [W_{n-1}, u_n], X_1^m = X_1^n \cup X_1^{n-1}. \)

The third one maps a uniform density on the unit square \((0,1) \times (0,1)\) onto a density that blows up at a point on the same square. The last one maps a uniform density on the square \((-0.5,0.5) \times (-0.5,0.5)\) onto a Gaussian density on the disk \(y_1^2 + y_2^2 \leq 0.5^2\). This last test is meant to verify the effectiveness of our approach for transporting a rectangular boundary to a circular one, a nontrivial task.

Table 4.1: Setup of the test problems for the transport boundary case.

| Test | Original density | Target density | Exact mapping |
|------|-----------------|----------------|--------------|
| 1    | \( f_X(x) = \frac{1}{0.16} \exp \left(-\frac{x_1^2}{0.16^2} - \frac{x_2^2}{0.16^2}\right) \) | \( f_Y(y) = \frac{1}{0.16} \exp \left(-\frac{(y_1 - 0.5)^2}{0.16^2} - \frac{(y_2 - 0.5)^2}{0.16^2}\right) \) | \( \nabla u = (x_1 + 1, \frac{y_2}{2}) \) |
| 2    | \( f_X(x) = 1 + 4q'(x_1)q(x_2) + q(x_1)q'(x_2) + \frac{1}{16}(q(x_1)q(x_2)q'(x_1)x_2^2q'(x_2)^2 - q'(x_1)x_2q'(x_2)x_2^2 \) | \( f_Y(y) = \exp(-y_1 - \frac{1}{0.7}y_2 - \frac{y_2^2}{0.7^2}) \) | \( u_{x_1} = x_1 + 4q'(x_1)q(x_2) \) \( u_{x_2} = x_2 + 4q'(x_2)q(x_2) \) |
| 3    | \( f_X(x) = 1 \) | \( f_Y(y) = \frac{1}{0.16} \exp \left(-\frac{y_1^2}{0.16} - \frac{y_2^2}{0.16}\right) \) | \( - \) |
| 4    | \( f_X(x) = 1 \) | \( f_Y(y) = 1 + \frac{1}{0.16} \exp \left(-\frac{y_1^2 + y_2^2}{0.16}\right) \) | \( - \) |

4.2 RBM results for the parameterized transport boundary problem

In this section, we present numerical results on the following five problems to demonstrate the applicability and the efficiency of the R2-ROC method for the parameterized transport boundary problem of the Monge-Ampère equation.
Table 4.2: The number of iterations, CPU time, error of numerical solution and order with respect to $N$ for the transport boundary case.

| $N$  | Test 1 ($\alpha = \beta = 0$) | Test 2 ($\alpha = 0$) | Test 3 ($\alpha = 1, \beta = 0$) | Test 4 ($\alpha = 10, \beta = 0$) |
|------|-------------------------------|-----------------------|-------------------------------|-------------------------------|
|      | time(s) | max error | order | time(s) | max error | order | time(s) | max error | order | time(s) | max error | order |
| 15$^2$ | 0.48 | 2.44E-01 | – | 1.92E-02 | 0.07 | 7.1E-02 | – | 1.92E-02 | 0.07 | 7.1E-02 | – |
| 31$^2$ | 0.11 | 5.86E-15 | – | 3.19E-03 | 0.13 | 3.0E-02 | – | 1.92E-02 | 0.07 | 7.1E-02 | – |
| 65$^2$ | 0.75 | 7.1E-04 | 1.63 | 8.39E-04 | 1.23 | 1.0E-02 | 1.40 | 1.55E-04 | 10.39 | 4.1E-03 | 1.45 |
| 127$^2$ | 1.2 | 3.1E-04 | 1.92 | 1.55E-04 | 10.39 | 4.1E-03 | 1.45 | 20.0E-04 | 130.04 | 1.2E-03 | 1.75 |
| 255$^2$ | 90.70 | 5.68E-14 | 1.98 | 2.00E-04 | 130.04 | 1.2E-03 | 1.75 | 20.0E-04 | 130.04 | 1.2E-03 | 1.75 |
| 511$^2$ | 2052.19 | 3.58E-06 | 2.00 | 8.05E-05 | 2052.19 | – | – | 20.0E-04 | 130.04 | 1.2E-03 | 1.75 |

Figure 4.2: A uniform Cartesian mesh and its images under the map $\nabla u$ for the second and third test.

**RB-Test 1** Transporting the following density to a uniform density on the square $(-0.5, 0.5)^2$

$$f_X(x, \mu) = 1 - \frac{0.031}{\mu},$$

where the auxiliary function is given by $q_\mu(z) = (-\frac{1}{\mu} z^2 + \frac{1}{4\mu^2} + \frac{1}{4\mu^2} \cos(8\pi z) + \frac{1}{4\mu^2} z \sin(8\pi z)$ and the exact solution is provided as $\nabla u = (x_1 + 4q(x_1, \mu)q(x_2, \mu), x_2 + 4q(x_2, \mu)q(x_1, \mu))$.

**RB-Test 2** Transporting a uniform density to a density that blows up at a moving point $(\mu_1, \mu_2)$ on the square $(0, 1)^2$,

$$f_Y(y, \mu) = \frac{\exp(-2\sqrt{(y_1 - 0.5)^2 + (y_2 - 0.5)^2})}{\sqrt{(y_1 - \mu_1)^2 + (y_2 - \mu_2)^2}}.$$

**RB-Test 3** Transporting a uniform density to the following density function on the square $(0, 1)^2$

$$f_Y(y, \mu) = 1 + 5 \exp(-50([y_1 - 0.5 - \mu]^2 + [y_2 - 0.5 - \mu]^2 - 0.09)).$$

**RB-Test 4** Transporting a uniform density to the following density function on the square $(0, 1)^2$

$$f_Y(y, \mu) = 1 + 5 \exp(-50([y_1 - 0.5 - 0.25 \cos(2\pi \mu)]^2 + [y_2 - 0.5 - 0.25 \cos(2\pi \mu)]^2 - 0.01)).$$

**RB-Test 5** Transporting a uniform density on the square $(-0.5, 0.5)^2$ to the following density on the disk $y_1^2 + y_2^2 \leq 0.5^2$,

$$f_Y(y, \mu) = 1 + \exp(-\frac{y_1^2 + y_2^2}{2\mu^2})/(2\pi \mu^2).$$

Figure 4.3 shows the truth approximations at representative parameter values that are generated with the narrow-stencil FDM on a mesh of size $N = 127^2$ and $(\alpha, \beta)$ values given in Table 4.3. Parametric variations are clearly visible for each example. In particular, we aim to capture a moving singular point for RB-Test 2 and a circle of denser measure moving to the right for RB-Test 3.

For these calculations, the error tolerance $\epsilon$ is $10^{-8}$, the maximum number of iterations $K$ is 100. Using the training and testing sets specified in Table 4.3 for the R2-ROC method, we generate the reduced basis space and the collocation set, with which we compute the RB solution $\hat{u}_N(\mu)$, where $N$ is the number of basis functions that we used. To test the R2-ROC method, we compute the maximum
Figure 4.3: The image of the truth solutions at representative parameter values for test 1 to test 5 of Table 4.3 (from Top to Bottom).
Table 4.3: Test problems setup for the parametric transport boundary case.

| RB-Test | $(\alpha, \beta)$ | $\Xi_{train}$ | $\Xi_{test}$ |
|---------|------------------|----------------|-------------|
| 1       | (0, 0)           | (5 : 0.2 : 20) | (5.1 : 0.2 : 19.9) |
| 2       | (200, 0)         | (0.1 : 0.04 : 0.9)$^2$ | (0.13 : 0.08 : 0.89)$^2$ |
| 3       | (50, 0)          | (0 : 0.02 : 1)  | (0.01 : 0.02 : 9) |
| 4       | (50, 0)          | (0 : 0.02 : 1)  | (0.01 : 0.02 : 9) |
| 5       | (10, 0)          | (0.1 : 0.01 : 0.3) | (0.105 : 0.01 : 0.295) |

The left column of Figures 4.4 shows the maximum errors that are plotted against the number of basis functions. Exponential convergence is observed for all cases. The three tests RB-Test 2 to 4 are challenging due to moving singularities (i.e. the regions of low regularity vary with the parameter $\mu$). The convergence is noticeably slower. The same can be seen for the RB-Test 5 featuring a more challenging transport from a rectangular to a non-rectangular target domain. However, it is clearly still worthwhile to invest in the offline process of the R2-ROC for all cases even when only a modest number of inquiries are needed. To demonstrate the efficiency, we compute the cumulative run time as a function of the number of queries $N_{run}$ for the full and reduced solver with $N$ basis, plotted in the middle column of Figures 4.4. The offline cost is counted as an overhead for the reduced solver. We then evaluate the break-even number of queries $N_{run}^e$ above which it is more costly to run the full simulations for each query (and thus worthwhile to invest the overhead cost training the reduced solver). These quantities and the computation time of the R2-ROC and the full order model are presented in Table 4.4. As we can see, the break-even numbers of queries $N_{run}^e$ are modest across the board thanks to that the computation time of the R2-ROC online solver is hundreds of times smaller than that of the full solver.

Table 4.4: Offline and Online computational times for different tests.

| Test | $N$ | $N_{run}^e$ | R2-ROC | FDM |
|------|-----|-------------|---------|-----|
|      |     |             | Offline | Online |
| 1    | 7   | 10          | 29.48   | 0.0091   |
| 2    | 20  | 30          | 193.24  | 0.011   |
| 3    | 15  | 17          | 118.53  | 0.0093   |
| 4    | 15  | 17          | 122.32  | 0.0088   |
| 5    | 10  | 12          | 1023.16 | 0.5303  |

Table 4.5: Density function, exact solution, and computational domain.

4.3 Dirichlet boundary value problem of the Monge-Ampère equation

For completeness, we test our methods on the Dirichlet boundary value problem of Monge-Ampère equation (2.3) and report the results in this section. In this case, the narrow-stencil FDM could be applied directly without the need of an iterative procedure for boundary enforcement. We consider three tests of decreasing regularities. Listed in Table 4.5 are their density function $f(x)$, exact solution $u(x)$ (which induces the boundary condition $g(x)$), and computational domain $X$. The relative $L^\infty$ error between exact solution $u(x)$ and its approximation $u^N(X^N)$, and its convergence orders together with the penalization parameters $\alpha$ and $\beta$ are presented in Table 1.6. This verifies that the method converges with the expected order of 2 when the first derivative is continuous.
Figure 4.4: R2-ROC results for the parameterized transport boundary problem of the Monge-Ampère equation: The histories of convergence (Left), comparison in cumulative run time (Middle), and the collocation points for the R2-ROC method (Right). On the top is for the test 1 and the bottom for the test 5 of Table 4.3.
To test our reduced order solver, we consider two parameterized Monge-Ampère equations listed in Table 4.5, corresponding to two of the non-parametric cases in Table 4.3. Truth approximations are generated with $\alpha = 1$ and $\beta = 0$ on a uniform cartesian mesh of size $N = 127^2$. Figure 4.5 shows two representative solutions for each example. For the first example, solutions for $\mu = 0.1$ and $\mu = 1$ differ the most around the $(1, 1)$-corner of the domain while, for the second example is more challenging with the parameter $\mu$ dictating the location of the regularity change in the solution.

The R2-ROC results are presented in Figure 4.6. We can see, from the left column, that the errors steadily decrease for the first test while it plateaus for the more challenging second test. The middle column displays the comparison in cumulative computation time for R2-ROC (with 15 bases for the first run $\alpha = 1 : 0$ and 200 runs for the second) and finite difference method as we increase the number of simulations $N_{\text{run}}$. We see that R2-ROC starts to save time when the number of simulations is above 18 or 8 for the two tests respectively, and that the savings become more dramatic as $N_{\text{run}}$ increases due to the negligible marginal expense of R2-ROC.

| $\mathcal{N}$ | Test $C^\infty$ ($\alpha = 1, \beta = 0$) | Test $C^1$ ($\alpha = 10, \beta = 0$) | Test $C^0$ ($\alpha = 200, \beta = 0$) |
|---------------|--------------------------------|--------------------------------|--------------------------------|
| $15^2$        | 0.03 8.98E-03  -              | 0.02 8.54E-02  -              | 0.02 1.14E-00  -              |
| $31^2$        | 0.07 2.38E-03  1.83            | 0.05 2.07E-02  1.95           | 0.07 1.00E-00  0.19           |
| $65^2$        | 0.63 5.97E-04  1.87            | 0.56 5.38E-03  1.82           | 0.63 4.92E-01  0.96           |
| $127^2$       | 4.48 1.65E-04  1.92            | 5.52 3.05E-03  0.85           | 4.69 2.03E-01  1.32           |
| $255^2$       | 45.74 4.28E-04  1.94           | 68.23 1.70E-03  0.84          | 80.14 1.04E-01  0.96          |
| $511^2$       | 688.69 1.09E-05  1.96          | 1029.31 8.14E-04  1.06        |  -  -  -                  |

Table 4.6: Computation time, maximum error and rates of convergence for the FDM solutions of the Dirichlet case.

| RB-Test | $(f(x), u(x))$ | $\Xi_{\text{train}}$ | $\Xi_{\text{test}}$ |
|---------|----------------|---------------------|---------------------|
| $C^\infty(\mu)$ | $f(x) = 4\mu^2(1 + 2\mu(x_1^2 + x_2^2)) \exp(2\mu(x_1^2 + x_2^2))$ | $(0.1 : 0.02 : 1)$ | $(0.11 : 0.02 : 0.99)$ |
| $C^1(\mu)$ | $f(x) = \left(1 - \frac{\mu}{\|x_1 - 0.5, x_2 - 0.5\|}\right)^+$ | $(0.1 : 0.01 : .5)$ | $(0.105 : 0.01 : 0.495)$ |

Table 4.7: Setup of the test problems for the parametric Dirichlet case.
Figure 4.5: Truth solutions at representative parameter values for $C^\infty(\mu)$ test ((a) and (b)) and $C^1(\mu)$ test ((c) and (d)).

Figure 4.6: R2-ROC results for the parameterized Dirichlet boundary problem of the Monge-Ampère equation: The histories of convergence (Left), comparison in cumulative run time (Middle), and the collocation points for the R2-ROC method (Right). On the top is for the $C^\infty(\mu)$ test and the bottom for the $C^1(\mu)$ test of Table 4.7.
5 Conclusion

In this article, we develop a fast algorithm for the nonlinear parameterized Monge-Ampère equation with transport boundaries which models the optimal transport problem with $L^2$ cost function. It features a novel extension of the narrow-stencil finite difference scheme [18] to our setting incorporating the projection-iteration method [22] to deal with the transport boundary. The resulting solver is shown to be effective and accurate even when facing low-regularity. Building on this truth approximation solver, we adapt the R2-ROC algorithm [12, 13] to the parameterized Monge-Ampère equation with transport boundaries. Several challenging tests with different parameter delineations are provided to demonstrate the method’s capability in efficiently producing an accurate and reliable mapping induced by the RB solution.
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