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Abstract

In this paper we investigate Erdős-Ko-Rado theorems in ovoidal circle geometries. We prove that in Möbius planes of even order greater than 2, and ovoidal Laguerre planes of odd order, the largest families of circles which pairwise intersect in at least one point, consist of all circles through a fixed point. In ovoidal Laguerre planes of even order, a similar result holds, but there is one other type of largest family of pairwise intersecting circles.

As a corollary, we prove that the largest families of polynomials over $\mathbb{F}_q$ of degree at most $k$, with $2 \leq k < q$, which pairwise take the same value on at least one point, consist of all polynomials $f$ of degree at most $k$ such that $f(x) = y$ for some fixed $x$ and $y$ in $\mathbb{F}_q$.

We also discuss this problem for ovoidal Minkowski planes, and we investigate the largest families of circles pairwise intersecting in two points in circle geometries.
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1 Introduction

In their seminal paper [EKR61], Erdős, Ko, and Rado proved their famous theorem which states the following.

**Theorem 1.1 (EKR61).** Choose integers $k$ and $n$ such that $0 < k \leq n/2$. Let $\mathcal{F}$ be a family of subsets of size $k$ of $\{1, \ldots, n\}$ such that for each $F, G \in \mathcal{F}$, $F \cap G \neq \emptyset$. Then

$$|\mathcal{F}| \leq \binom{n-1}{k-1}.$$ 

Moreover, if $k < n/2$, then equality holds if and only if $\mathcal{F}$ is the family of all $k$-sets through a fixed element of $\{1, \ldots, n\}$.

This theorem inspired many generalisations. Most of these can be formulated in terms of incidence structures. Consider a set $\mathcal{P}$, whose elements are called points, and let $\mathcal{B}$ be a collection of $k$-element subsets of $\mathcal{P}$ for some constant $k$. The elements of $\mathcal{B}$ are called blocks. We call two blocks $B_1$ and $B_2$ $t$-intersecting if $|B_1 \cap B_2| \geq t$. We say that a family $\mathcal{F} \subseteq \mathcal{B}$ is $t$-intersecting if any two of its members are $t$-intersecting. We call a 1-intersecting family simply an intersecting family. Then we are interested in two questions:

1. What size do the largest $t$-intersecting families in $(\mathcal{P}, \mathcal{B})$ have?
2. What structure do the largest $t$-intersecting families have?

Given a $t$-element subset $S$ of $\mathcal{P}$, define $F(S) = \{B \in \mathcal{B} \mid S \subseteq B\}$. Then $F(S)$ is clearly a $t$-intersecting family. We say that the $t$-intersecting families in $(\mathcal{P}, \mathcal{B})$ satisfy the weak EKR property if the largest $t$-intersecting families have size $|F(S)|$ for some $t$-element set $S$, and that they satisfy the strong EKR property if all $t$-intersecting families of maximum size are of the form $F(S)$.

The above theorem deals with the case where $\mathcal{P} = \{1, \ldots, n\}$, $\mathcal{B}$ consists of all $k$-element subsets of $\mathcal{P}$, and $t = 1$. It states that intersecting families satisfy the weak EKR property if $k \leq n/2$, and the strong EKR
property if \( k < n/2 \). In the same paper, the authors prove that \( t \)-intersecting families in this incidence structure satisfy the strong EKR property if \( n \) is large enough with respect to \( k \) and \( t \). There have been a lot of improvements on finding the correct bound on \( n \). Eventually, Ahlswede and Kachatrian \[AK97\] completed the study and characterised the largest \( t \)-intersecting families for all values of \( n, k, \) and \( t \).

The \( q \)-analogue of this problem can be formulated as finding the largest families \( F \) of \( k \)-dimensional subspaces of \( \mathbb{F}_q^n \), such that for all \( A, B \in F \), \( \dim(A \cap B) \geq t \). Hsieh \[Hsi75\] proved that the weak EKR property holds for \( t \)-intersecting families if \( n \geq 2k + 2 \). This was the first step to studying the Erdős–Ko–Rado problem in finite vector spaces, or equivalently in finite projective spaces, which received a lot of attention since, see e.g. \[DM89\]. Related structures such as the finite classical polar spaces have also been investigated, see e.g. \[PSV11\].

Another example of incidence structures where these questions have been posed are graphs of functions. Consider two finite sets \( A \) and \( B \), and consider a subset \( \Phi \) of functions \( \varphi : A \to B \). For each function \( \varphi \), define its graph to be \( \{(a, \varphi(a)) \mid a \in A\} \). Consider the incidence structure with \( A \times B \) as points, and the graphs of the elements of \( \Phi \) as blocks. Then we can ask what the largest \( t \)-intersecting families are. This problem can be reformulated without explicit mention of the graphs of the functions, by calling two functions \( \varphi \) and \( \psi \) \( t \)-intersecting when their graphs are \( t \)-intersecting, i.e. when there are at least \( t \) values \( a \in A \) for which \( \varphi(a) = \psi(a) \). Frankl and Deza \[FD77\] proved that intersecting families in the symmetric group satisfy the weak EKR property. Cameron and Ku \[CK93\] proved that they satisfy the strong EKR property. One of the most general results in this context is due to Meagher, Spiga and Tiep \[MST16\], who proved that intersecting families in any faithful \( 2 \)-transitive permutation group satisfy the weak EKR property. These are just a few of the numerous results inspired by Erdős, Ko, and Rado. We refer to interested reader to \[GM16\], which to author cannot but recommend as an excellent introduction into this subject and into the algebraic techniques that will be used in this paper.

Now we can formulate the main theorems of this paper. The first one concerns polynomials of bounded degree over finite fields.

**Theorem 1.2.** Assume that \( t \leq k < q \). Consider a \( t \)-intersecting family \( F \) of polynomials over \( \mathbb{F}_q \) such that the degree of each polynomial in \( F \) is at most \( k \). Then \( |F| \leq q^{k+1-t} \). Furthermore, if \( t = 1 \) and \( k \geq 2 \), then equality holds if and only if there are elements \( x, y \in \mathbb{F}_q \) such that \( F = \{ f \in \mathbb{F}_q[X] \mid \deg f \leq k, f(x) = y \} \).

In other words, \( t \)-intersecting families of polynomials of degree at most \( k \) satisfy the weak EKR property. If \( k \geq 2 \) and \( t = 1 \), then they satisfy the strong EKR property.

The other main results of this paper concern the so-called circle geometries. There are three types of circle geometries, the Möbius planes, Laguerre planes, and Minkowski planes. We refer to \[Ea83\] for the definitions. These are certain types of incidence structures in which the blocks are often referred to as circles.

**Theorem 1.3.** Let \( M = (\mathcal{P}, \mathcal{B}) \) be a Möbius plane of even order \( q > 2 \). Let \( F \subseteq \mathcal{B} \) be an \( t \)-intersecting family. Then \( |F| \leq q(q+1) \). Equality occurs if and only if \( F \) consists of all circles through a point of \( \mathcal{P} \).

**Theorem 1.4.** Let \( L = (\mathcal{P}, \mathcal{B}) \) be an ovoidal Laguerre plane of order \( q \), \( q \) odd. Let \( F \subseteq \mathcal{B} \) be an \( t \)-intersecting family. Then \( |F| \leq q^2 \). Equality occurs if and only if \( F \) consists of all circles through a point of \( \mathcal{P} \).

**Theorem 1.5.** Let \( L = (\mathcal{P}, \mathcal{B}) \) be an ovoidal Laguerre plane of order \( q \), \( q > 2 \) even. Let \( F \subseteq \mathcal{B} \) be an \( t \)-intersecting family. Then \( |F| \leq q^2 \). Equality occurs if and only if \( F \) consists of all circles through a point of \( \mathcal{P} \) or \( F \) consists of a circle \( c \) in \( \mathcal{B} \) and all circles intersecting \( c \) in exactly one point.

In other words, intersecting families in Möbius planes of even order greater than 2 and ovoidal Laguerre planes of odd order satisfy the strong EKR property. The same holds in ovoidal Minkowski planes, which follows from a result by Meagher and Spiga \[MS11\], see Theorem 7.1. On the other hand, intersecting families in ovoidal Laguerre planes of even order satisfy the weak EKR-property, but not the strong EKR-property.

We also give upper bounds on the size of \( 2 \)-intersecting families in Laguerre and Minkowski planes. We use the same arguments as Blokhuis and Bruen \[BB99\] used for the Möbius planes. The general bounds
are approximately $\frac{q^2}{2}$. However, computations show that for small values of $q$, the size of a 2-intersecting family doesn’t exceed $2q$. We only find a satisfactory upper bound on the size of 2-intersecting families in ovoidal Laguerre planes of even order, where the weak EKR property is satisfied.

In §2, we give the necessary preliminaries, in §3 we give an overview of the rest of the paper.

## 2 Preliminaries

### 2.1 Notation

Throughout this article, $q$ denotes a prime power, $\mathbb{F}_q$ denotes the finite field of order $q$, and $\mathbb{F}_q^*$ denotes $\mathbb{F}_q \setminus \{0\}$. If $V_1, \ldots, V_n$ is a sequence of subsets of some vector space or projective space, their span is denoted by $\langle V_1, \ldots, V_n \rangle$. The $n \times n$ all-one matrix is denoted as $J_n$, the all-one vector of length $n$ is denoted as $1_n$, the $n \times n$ identity matrix is denoted as $I_n$, and we drop the indices if they are clear from context. If the rows and columns of a matrix $A$ are indexed by sets $X$ and $Y$ respectively, then we will denote the entry in $A$ in the row corresponding to $x \in X$ and in the column corresponding to $y \in Y$ by $A(x,y)$. The smallest eigenvalue of $A$ is denoted by $\tau(A)$. The corresponding eigenspace is called the $\tau$-eigenspace. The column space of $A$ is denoted by $\text{col}(A)$. The projective space of (projective) dimension $n$ over $\mathbb{F}_q$ is denoted as $\text{PG}(n,q)$. Given a point set $Q$ in $\text{PG}(n,q)$, we call a line skew, tangent, or secant to $Q$ if it intersects $Q$ in 0, 1, or 2 points respectively. More generally, we call a line an $i$-secant if it intersects $Q$ in exactly $i$ points.

### 2.2 Quadratic sets in projective spaces

A **quadric** in $\text{PG}(n,q)$ is the set of points $(x_0, \ldots, x_n)$ in $\text{PG}(n,q)$ which satisfy some homogeneous equation of degree two $\sum_{i,j=0}^n a_{i,j} x_i x_j = 0$, for some $a_{i,j} \in \mathbb{F}_q$. A quadric is called **non-degenerate** if its equation is irreducible, or equivalently if it has no singular point. A point is singular if it only lies on tangent lines and lines contained in the quadric. A non-degenerate quadric in $\text{PG}(2,q)$ is called a **conic**.

An oval $O$ in $\text{PG}(2,q)$ is a set of $q + 1$ points, no three collinear. One of the most fundamental results in finite geometry states that if $q$ is odd, the only ovals in $\text{PG}(2,q)$ are the conics. This result was proven by Segre [Seg55].

If $q > 8$ is even, then other examples of ovals in $\text{PG}(2,q)$ are known. However, in this case, every oval $O$ has a nucleus [Seg55]. This is a point $N \notin O$ such that the tangent lines to $O$ are exactly the lines through $N$. It readily follows that every point $P \notin O \cup \{N\}$ lies on $\frac{q}{2}$ skew lines, one tangent line, and $\frac{q}{2}$ secant lines to $O$.

For both $q$ odd and even, there are $\binom{q+1}{2}$ secant lines, $q + 1$ tangent lines, and $\binom{q}{2}$ skew lines to $O$. If $q$ is odd, the tangent lines to $O$ form a dual conic. Therefore, the points not in $O$ consist of $\binom{q+1}{2}$ so-called external points, which lie on 2 tangent and $\frac{q+1}{2}$ secant and skew lines, and $\binom{q}{2}$ internal points, which lie on no tangents, and $\frac{q+1}{2}$ secant and skew lines. Dually, a secant line contains $\frac{q+1}{2}$ external and internal points. We also remark that up to isomorphism, there is only one conic in $\text{PG}(2,q)$, which has equation $X_0 X_2 = X_1^2$.

Buekenhout [Bue69] defined the more general concept of a **quadratic set** as a set $Q$ in $\text{PG}(n,q)$ satisfying the following properties.

1. Any line that intersects $Q$ in more than two points is contained in $Q$.

2. Given a point $P \in Q$, the union $Q_P$ of the lines $l$ through $P$ for which $l \cap Q$ is either $\{P\}$ or $l$, is either a hyperplane (called the tangent hyperplane to $P$) or the entire space.

If $Q_P$ is the entire space for some point $P \in Q$, we call $P$ a **singular** point. If there are no singular points, then $Q$ is a **non-degenerate** quadratic set.

Now suppose that $Q$ is a quadratic set in $\text{PG}(3,q)$, which is not the union of two (not necessarily distinct) subspaces. Then there are three options:
1. First assume that $Q$ is non-degenerate and does not contain a line. Barlotti [Bar59, §5.2] proved that if $q > 2$, then a set of points, no three of which are collinear, contains at most $q^2 + 1$ points. Sets of size $q^2 + 1$ with no triple of collinear points are called ovoids. Barlotti also showed that if $q > 2$, every plane intersects an ovoid in either a point or an oval, proving that all ovoids are quadric sets. Extending Segre’s result, Barlotti [Bar59] proved that if $q$ is odd, every ovoid of $PG(3,q)$ is a so-called elliptic quadric. Up to isomorphism $PG(3,q)$ contains only one elliptic quadric, which has equation $g(X_0, X_1) + X_2X_3 = 0$ for some irreducible quadratic form $g$.

The only known ovoids which are not elliptic quadrics are the Suzuki-Tits ovoids, constructed in [Tit69], which exist for $q = 2^h$, $h > 1$ odd.

If $q = 2$, then the complement of a plane is a collection of $q^3$ points, no three collinear, which is the reason why we make the distinction.

2. Now assume that $Q$ is non-degenerate and $Q$ does contain a line. Buekenhout [Bue69] proved that any non-degenerate quadratic set in $PG(n,q)$, $n \geq 3$, which contains a line, is a non-degenerate quadric. In $PG(3,q)$ the only such quadrics are the hyperbolic quadrics, which are isomorphic to the quadric with equation $X_0X_1 + X_2X_3 = 0$.

3. Lastly, assume that $Q$ is degenerate. Let $R$ be a singular point. Thus, the lines through $R$ which contain another point of $Q$ are completely contained in $Q$. Take a plane $\pi$ not through $R$. Let $O$ be the intersection of $\pi$ and $Q$. Then it is easy to check that $Q$ is the cone with base $O$ and vertex $R$, i.e. $Q = \bigcup_{P \in O} \langle R, P \rangle$. The fact that $Q$ is a quadratic set implies that $O$ is a quadratic set. The only option is that $O$ is an oval, otherwise $Q$ is the union of two subspaces. We will refer to this type of quadratic set as an oval cone. Moreover, if the oval $O$ is a conic, then $Q$ is a quadric, to which we will refer as a quadric cone.

2.3 Circle geometries

There are three types of circle geometries, also referred to as Benz planes, due to Benz’s large contribution to the theory [Ben73]. We give a description of these circle geometries, which can be found in [Har04]. In this paper, we are only interested in the finite case. The three geometries can be defined in a unified fashion.

Every circle geometry is an incidence structure ($P$ is a set of points, every pair of points is contained in a circle. A circle contains $q^2 + q$ points, no three of which are collinear, and every parallel class contains $q^2 + q$ points.

A M"obius plane of order $q$ has $q^3 + 1$ points and $q(q^2 + 1)$ circles. A Laguerre plane of order $q$ has $q(q+1)$ points and $q^3$ circles. A Minkowski plane of order $q$ has $(q+1)^2$ points and $(q-1)q(q+1)$ circles.

The quadratic sets described above can be used to construct the ovoidal circle geometries. Let $Q$ be a quadratic set in $PG(3,q)$, which is not the union of two subspaces. Call a plane $\pi$ an oval plane if $Q$
intersects \( \pi \) in an oval. Consider the incidence structure \((\mathcal{P}, \mathcal{B})\), where \( \mathcal{P} \) are the non-singular points of \( \mathcal{Q} \), and \( \mathcal{B} \) are the intersections of \( \mathcal{Q} \) with the oval planes. If \( \mathcal{Q} \) is an ovoid, oval cone, or hyperbolic quadric, then the circle geometry is respectively a Möbius plane, Laguerre plane, or Minkowski plane.

There is an extra axiom for circle geometries, called the Bundle Theorem, which states the following.

**Bundle Theorem.** Consider 8 pairwise non-parallel points \( A_1, A_2, A_3, A_4, B_1, B_2, B_3, B_4 \). Define for \( i < j \) the set \( Q_{i,j} = \{ A_i, A_j, B_i, B_j \} \). Assume that for 5 of the 6 choices for \((i,j)\), the four points of \( Q_{i,j} \) are concyclic, and at least 4 of these circles are distinct. Then for the sixth choice of \((i,j)\), the points of \( Q_{i,j} \) are concyclic as well.

Kahn \[Kah80\] proved that a circle geometry is ovoidal if and only if it satisfies the Bundle Theorem. Often this result is compared with the fact that a projective plane satisfies the Theorem of Desargues if and only if it arises from a vector space over a skewfield. Moreover, there is a stronger axiom, which plays a similar role.

**Theorem of Miquel.** Take eight points \( P_1, \ldots, P_8 \) and assign them to the vertices of a cube. Assume that for 5 faces of the cube, its 4 vertices are concyclic. Then the same holds for the 6th face of the cube.

Chen \[Che70, Che74\] proved that a circle geometry satisfies the Theorem of Miquel if and only if it is ovoidal, and the quadratic set used to construct the geometry is a quadric. This can be seen as an analog of the Theorem of Pappus for projective planes, which holds in a projective plane if and only if it arises from a vector space over a skewfield. Moreover, there is a stronger axiom, which plays a similar role.

**Result 2.2** \([Dem64]\). Any finite Möbius plane of even order is ovoidal.

The interested reader is also referred to \[Dem68\] §6 for a treatise on Möbius planes. We remark that Möbius planes appear there under the name “inversive planes”.

### 2.4 Association schemes

Many tools have been developed to tackle EKR problems, the strongest of which might be the theory of association schemes, which we revise here. The most important contributions were made by Delsarte \[Del73\]. The interested reader is also referred to the surveys \[God10\], \[GM16\] §3, \[BCN89\] §2.

**Definition 2.3.** Given a set \( X \), a (symmetric) \( \mathcal{d} \)-class association scheme on \( X \) is a partition \( R_0, \ldots, R_d \) of \( X \times X \) such that

1. \( R_0 = \{(x,x) \mid x \in X\} \),
2. for each \( x, y \in X \) and each \( i = 0, \ldots, d \), if \( (x,y) \in R_i \), then \( (y,x) \in R_i \),
3. given \( (x,y) \in R_k \), the number of elements \( z \in X \) such that \( (x,z) \in R_i \) and \( (z,y) \in R_j \) is some number \( p_{i,j}^k \), which is independent of \((x,y)\).

The numbers \( p_{i,j}^k \) are called the intersection numbers of the association scheme. Note that condition (2) and (3) imply that \( p_{i,j}^k = p_{j,i}^k \).

Ofttimes, the definition is reformulated in terms of adjacency matrices. With each relation \( R_i \), one can associate a matrix \( A_i \) such that the rows and columns of \( A \) are indexed by \( X \), and

\[
A_i(x,y) = \begin{cases} 1 & \text{if } (x,y) \in R_i, \\ 0 & \text{otherwise}. \end{cases}
\]

Then the conditions imposed on \( R_0, \ldots, R_d \) in order to be an association scheme, translate to the following equivalent conditions on the matrices \( A_0, \ldots, A_d \).
1. $A_0 = I$,
2. for each $i = 0, \ldots, d$, $A_i^t = A_i$,
3. $A_i A_j = \sum_{k=0}^d P_{i,j}^k A_k$.

Note that conditions (2) and (3) imply that $A_i$ and $A_j$ commute.

The matrices $A_0, \ldots, A_d$ are also called an association scheme, since they convey the same information as $R_0, \ldots, R_d$. The fact that $R_0, \ldots, R_d$ is a partition of $X \times X$ is equivalent with $A_0 + \cdots + A_d = J$.

Since $A_0, \ldots, A_d$ are symmetric and commute, they can be diagonalised simultaneously. The association scheme encodes important information about this simultaneous diagonalisation. We call a matrix $E$ an orthogonal projection if $E^2 = E$, and $\text{col}(E) = \ker(E)^\perp$.

**Theorem 2.4.** Given a $d$-class association scheme $A_0, \ldots, A_d$ of $n \times n$-matrices, there exist a basis $E_0 = \frac{1}{n}J_n$, $E_1, \ldots, E_d$ of orthogonal projections of $\langle A_0, \ldots, A_d \rangle$ such that $E_0 + \cdots + E_d = I_n$.

A direct corollary of this theorem is that if we define $V_i = \text{col}(E_i)$, then $V_i$ are pairwise orthogonal subspaces, spanning the entire space. Every eigenspace of each matrix in the association scheme is a direct sum of some of these spaces. The spaces $V_i$ will be referred to as the eigenspaces of the association scheme.

Now suppose that $A_0, \ldots, A_d$ is a $d$-class association scheme on a set $X$ with eigenspaces $V_0, \ldots, V_d$.

Let $P$ be the $(d+1) \times (d+1)$-matrix indexed by $\{0, \ldots, d\}$, such that $P_{i,j}$ is the eigenvalue of $A_j$ on the eigenspace $V_i$. $P$ encapsulates the essential information of the association scheme. We call $P$ the matrix of eigenvalues of the association scheme, and $Q := |X|P^{-1}$ the dual matrix of eigenvalues. It is well-known that the first row of $Q$ is $(\dim V_0, \ldots, \dim V_d)$.

Throughout this article, given an association scheme $R_0, \ldots, R_d$, we will use the notation $A_i$ and $V_i$ for the adjacency matrices and eigenspaces as introduced above.

## 2.5 Bounds on cocliques

Suppose that $A$ is a symmetric 01-matrix whose rows and columns are indexed by the same set $X$, and whose diagonal is zero. Then we can associate to $A$ the graph $G$ whose vertices are the elements of $X$ and where two vertices $x$ and $y$ are adjacent if and only if $A(x,y) = 1$. We call $A$ the adjacency matrix of $G$. A clique in $G$ is a set of pairwise adjacent vertices, a coclique is a set of pairwise non-adjacent vertices. Let $\omega(G)$ and $\alpha(G)$ denote the size of the largest clique and coclique respectively of the graph $G$. The characteristic vector of a subset $K$ of the vertices of $G$ is the 01-vector indexed by the vertices of $G$, which has 1 exactly in the positions corresponding to the elements of $K$. The following bound is known as the ratio bound or as Hoffman’s bound. As explained in a recent note by Haemers [Hae21], it is tricky to give a correct reference for this bound. A proof can be found e.g. in [GM16, Theorem 2.4.2].

**Theorem 2.5** (Hoffman’s Ratio Bound). Let $G$ be a $k$-regular graph on $n$ vertices with adjacency matrix $A$. Denote $\tau = \tau(A)$. Then

$$\alpha(G) \leq \frac{n}{1 + \frac{1}{\tau}}.$$  

Moreover, if $K$ is a coclique attaining this bound, then the characteristic vector of $K$ lies in the sum of the $k$- and $\tau$-eigenspaces of $A$.

There is another interesting bound on the size of cliques and cocliques. This bound is due to Delsarte [Del73, Theorem 3.9] in the context of association schemes, but holds for some other classes of graphs as well (see e.g. [GM16, Corollary 2.1.2] for a proof).

**Theorem 2.6** (Clique-coclique bound). If $G$ is a vertex-transitive graph on $n$ vertices, then $\alpha(G)\omega(G) \leq n$. 
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2.6 Intersection matrices of an association scheme

Let $R_0, \ldots, R_d$ be the relations of an association scheme on a set $X$ of size $n$. Let $p_{i,j}^k$ be the intersection numbers. Let $A_i$ denote the adjacency matrix of $R_i$, and $G_i$ the corresponding graph. Now take a vertex $x \in X$. Partition $X$ in the classes $T_i = \{ y \in X \mid (x, y) \in R_i \}$. Let $T_x$ denote the $n \times (d+1)$-matrix whose columns are the characteristic vectors of $T_0, \ldots, T_d$. Consider the matrix $A_i T_x$. The rows of $A_i T_x$ correspond to elements of $X$ and the columns to the classes $T_j$. The entry in position $(y, T_j)$ equals the number of elements $z \in X$ such that $(y, z) \in R_i$ and $(x, z) \in R_j$. Therefore, this number equals $p_{i,j}^k$ if $(x, y) \in R_k$, or equivalently if $y \in T_k$. Hence, if $B_i$ denotes the matrix $(p_{i,j}^k)_{i,j}$, then $A_i T_x = T_x B_i$. In the words of graph theory, $T_0, \ldots, T_d$ are an equitable partition of each graph $G_i$.

As described in [BCN89, Proposition 2.2.2], the matrices $B_0, \ldots, B_d$, called the intersection matrices, can be simultaneously diagonalised by the columns of the matrix $Q$ of dual eigenvalues. Furthermore, if $v$ is an eigenvector for $B_i$ with eigenvalue $\lambda$, then $A_i T_x v = T_x B_i v = \lambda T_x v$. Hence, $T_x v$ is an eigenvector of $A_i$ with eigenvalue $\lambda$. We call $T_x v$ a lift of the eigenvector $v$. For each column $Q_j$ of $Q$ and for each $x \in X$, $T_x Q_j$ is an eigenvector which lies in the eigenspace $V_j$. Therefore, $Q^{-1} B_i Q$ is a diagonal matrix with as diagonal the $i$th column of $P$.

Since $Q$ is invertible, $Q(w_0, \ldots, w_d)^t = (1, 0, \ldots, 0)^t$ for some vector $(w_0, \ldots, w_d)$. Therefore,

$$w_0 T_x Q_0 + \cdots + w_d T_x Q_d = T_x Q \begin{pmatrix} w_0 \\ \vdots \\ w_d \end{pmatrix} = T_x \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}.$$ 

Note that $T_x(1, 0, \ldots, 0)^t$ is the unit vector with a 1 in the position corresponding to $x$. Thus, all the lifts of all the columns of $Q$ generate $\mathbb{C}^n$. As a consequence, all the lifts of $Q_j$ must generate $V_j$.

We can use the intersection matrices in this way to determine the matrix $P$, and lift the columns of $Q$ to find generating sets of the eigenspaces of the association scheme.

2.7 Kronecker products

Given two matrices $A$ and $B$, we denote their Kronecker product by $A \otimes B$. This means that $A \otimes B$ is the matrix obtained by replacing every entry $a_{i,j}$ of $A$ by the matrix $a_{i,j} B$. We use the following property of the Kronecker product, see e.g. [SS97, page 65].

Lemma 2.7. For any matrices $A, B, C, D$ for which the following products are well-defined, $(A \otimes B)(C \otimes D) = (AC) \otimes (BD)$.

Suppose that $A$ and $B$ are square matrices, that $v_1, \ldots, v_n$ is a basis of eigenvectors of $A$ with $Av_i = \lambda_i v_i$, and $w_1, \ldots, w_m$ is a basis of eigenvectors for $B$ with $Bw_j = \mu_j w_j$. Then $(A \otimes B)(v_i \otimes w_j) = (A v_i) \otimes (B w_j) = (\lambda_i \mu_j)(v_i \otimes w_j)$. Furthermore, if $V$ is the matrix with columns $v_1, \ldots, v_n$ and $W$ is the matrix with columns $w_1, \ldots, w_m$, then $(V^{-1} \otimes W^{-1})(v_i \otimes w_j) = e_i \otimes e_j$, where $e_i$ and $e_j$ denote the standard unit vectors. Since the vectors $e_i \otimes e_j$ are a basis, the vectors $v_i \otimes w_j$ are a basis of eigenvectors of $A \otimes B$.

3 Overview

As mentioned in the introduction, the main goal of this paper is proving that a large class of circle geometries satisfy the strong EKR property for intersecting families. This will be done in three different settings, but the proofs will follow the same outline. First we define the following relations.

Definition 3.1. Let $(\mathcal{P}, \mathcal{B})$ be a circle geometry. We define the following relations on $\mathcal{B}$.

- $R_0 = \{(c, c) \mid c \in \mathcal{B}\}$,
- $R_1 = \{(c, c') \in \mathcal{B}^2 \mid |c \cap c'| = 1\}$,
- $R_2 = \{(c, c') \in \mathcal{B}^2 \mid |c \cap c'| = 2\}$,
- $R_3 = \{(c, c') \in \mathcal{B}^2 \mid |c \cap c'| = 0\}$. 
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We will prove that these constitute an association scheme for some classes of circle geometries. This will enable us to use the machinery of algebraic graph theory. The relations are evidently symmetric and a partition of $B \times B$, so we will only need to prove that the intersection numbers are well-defined. First consider the numbers $p_{i,j}^k$. Let $A_i$ denote the adjacency matrix of $R_i$. Then a coclique in the graph $G$ with adjacency matrix $A_3$ is exactly the same thing as an intersecting family in the circle geometry. We will use Hoffman’s ratio bound to determine the maximum size of a coclique in $G$, and to determine the subspace in which the characteristic vectors of the maximum cocliques lie. We will prove that the characteristic vectors of the largest intersecting families lie in the column space of the so-called incidence matrix.

**Definition 3.2.** The incidence matrix of an incidence structure $(\mathcal{P}, \mathcal{B})$ is the 01-matrix, whose rows are indexed by the elements of $\mathcal{B}$, whose columns are indexed by the elements of $\mathcal{P}$, and whose entry in position $(B, P)$ is 1 if $P \in B$, and 0 otherwise.

Then we need to prove that the only characteristic vectors of intersecting families of the appropriate size in the column space of the incidence matrix, are the the columns of the matrix itself.

In §4 we use this strategy to prove Theorem 1.3 which states that intersecting families in Möbius planes of even order greater than two satisfy the strong EKR property. In §5 we use this strategy to prove Theorem 1.4 and 1.5, and classify all the largest intersecting families in ovoidal Laguerre planes. We also give bounds on 2-intersecting families in Laguerre planes. For $q$ even, we find a sharp bound for the maximal size of a 2-intersecting family. In §6 we use our results on ovoidal Laguerre planes to prove that intersecting families in the set of polynomials over $F_q$ of degree at most $k \in [2, q - 1]$ satisfy the strong EKR-property, i.e. Theorem 1.2. In §7 we briefly discuss these problems for Minkowski planes. We make some concluding remarks in §8.

### 4 Möbius planes of even order

Let $M = (\mathcal{P}, \mathcal{B})$ be a Möbius plane of even order $q > 2$. By Result 2.2, $M$ is ovoidal. Let $Q$ be the ovoid in $PG(3, q)$ from which $M$ is constructed. Then $\mathcal{P} = Q$ as point set, and $\mathcal{B}$ corresponds to the oval planes. There are $q^3 + q$ oval planes, since there are $q^3 + q^2 + q + 1$ planes in $PG(3, q)$, of which $|\mathcal{P}| = q^2 + 1$ are tangent planes. If $\pi$ is an oval plane, the $\pi \cap Q$ has a nucleus $N$. We say that $N$ is the nucleus of $\pi$.

**Lemma 4.1.** Every point $P \notin Q$ is the nucleus of a unique oval plane.

**Proof.** Take a point $P \notin Q$, and let $x$ denote the number of tangent planes through $P$. Every point of $Q$ lies on $q + 1$ planes through $P$, and the total number of planes through $P$ equals $q^2 + q + 1$, whence

$$x + (q^2 + q + 1 - x)(q + 1) = (q^2 + 1)(q + 1).$$

This implies that $P$ lies in $x = q + 1$ tangent planes. Since each such tangent plane contains a unique point of $Q$, $P$ lies on $q + 1$ tangent lines. The plane $\pi$ spanned by two such tangent lines must be an oval plane, and $P$ lies on two tangent lines to this oval. Therefore, $P$ is the nucleus of this oval, and the tangent lines through $P$ are exactly the lines in $\pi$ through $P$. 

An easy counting argument shows that a skew, tangent, and secant line lies on respectively 2, 1, and 0 tangent planes.

#### 4.1 The association scheme

We will now show that the relations from Definition 3.1 give us an association scheme. We will do this by proving that the intersection numbers are well-defined. First consider the numbers $p_{i,j}^0$. Given an oval plane $\pi$, this is the number of oval planes $\rho$ such that $(\pi, \rho) \in R_i$ and $(\pi, \rho) \in R_j$. Obviously, this is zero if $i \neq j$.

- If $i = j = 0$, then the only such plane $\rho$ is $\pi$ itself, hence $p_{0,0}^0 = 1$.
- Now suppose that $i = j = 1$. There are $q + 1$ tangent lines in $\pi$, which all lie on a unique tangent plane, thus on $q - 1$ oval planes $\rho \neq \pi$. Therefore, $p_{0,1}^0 = (q + 1)(q - 1)$.
- Assume that $i = j = 2$. There are $(q^2 + 1)$ secants to $Q$ in $\pi$, each lying on no tangent planes, thus $p_{2,2}^0 = (q + 1)^2$. 
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Let $i$ and $j$ be 3. There are $\binom{3}{2}$ skew lines to $Q$ in $\pi$, each lying on 2 tangent planes, hence $p^0_{i,j} = q(q-1)\frac{q^2-2}{2}$.

Take two oval planes $\pi_1$ and $\pi_2$. Let $N_1$ and $N_2$ denote their respective nuclei. Denote $l = \pi_1 \cap \pi_2$. Then for each $i$ and $j$ in $\{0, 1, 2\}$, we need to determine the number of oval planes $\pi$ that intersect $\pi_1$ in and $i$-secant and $\pi_2$ in a $j$-secant. Such a plane $\pi$ either intersects $\pi_1$ and $\pi_2$ in $l$, or in distinct lines, which intersect in a point of $l$. Vice versa, given a point $P$ of $l$, and lines $l_1$ in $\pi_1$ and $l_2$ in $\pi_2$ through $P$, the lines $l_1$ and $l_2$ span a unique plane. If this plane is an oval plane, its relation to $\pi_1$ and $\pi_2$ only depends on whether $l_1$ and $l_2$ are an skew, tangent or secant line to $Q$. Therefore, we can compute the intersection numbers by counting the number of $i$- and $j$-secants in $\pi_1$ and $\pi_2$ which intersect, and taking into account that we need to disregard the tangent planes.

First suppose that $l \cap Q$ is a single point $Q$. Then $N_1$ and $N_2$ are distinct points of $l$. We compute the numbers $p^1_{i,j}$.

- $p^1_{1,1} = q - 2$: an oval plane intersects $\pi_1$ and $\pi_2$ in one point of $Q$ if and only if it contains $N_1$ and $N_2$, hence if and only if it contains $l$. The line $l$ lies on $q$ oval planes, two of which are $\pi_1$ and $\pi_2$.

- $p^1_{1,2} = \frac{q^2}{2}$. A plane intersects $\pi_1$ in one point and $\pi_2$ in two points if and only if it intersects $\pi_1$ in a tangent line (through $N_1$), distinct from $l$, which gives $q$ options, and $\pi_2$ in secant line through $N_1$ which gives $\frac{q^2}{2}$ options.

- $p^1_{1,3} = \frac{q^2-2}{2}$. There are $q$ ways to choose a tangent line $t \neq l$ in $\pi_1$ (through $N_1$). Then $t \cap Q = P$. Through $N_1$ there are $\frac{q^2}{2}$ skew lines in $\pi_2$. One of these skew lines is excluded from our count because it is the intersection of the tangent plane through $P$ and $\pi_2$.

- $p^1_{2,2} = \frac{q^2}{2} (q + 2)$: We count the number of secant lines in $\pi_1$ and $\pi_2$ that intersect $l$ in the same point. Through each of the $q - 2$ points of $l \setminus \{N_1, N_2, Q\}$ there are $\frac{q^2}{2}$ secant lines in $\pi_1$ and $\pi_2$, through $Q$ there are $q$ secant lines in either plane, through $N_1$ and $N_2$ there are none. Thus, $p^1_{2,2} = (q - 2)\frac{q^2}{2} + q^2$.

- $p^1_{2,3} = \frac{q^2}{2} (q - 2)$: Analogous to $p^1_{2,2}$, except there are no skew lines through $Q$.

- $p^1_{3,3} = \frac{q^2}{2}(q-2)(q-4)$: There are $q - 2$ points on $l \setminus \{Q, N_1, N_2\}$, each on $\frac{q^2}{2}$ skew lines in both planes, thus $(q - 2)\frac{q^2}{2}$ planes that intersect $\pi_1$ and $\pi_2$ in skew lines. These include the $(q^2 + 1) - (2q + 1)$ tangent planes of the points of $Q \setminus (\pi_1 \cup \pi_2)$.

Now assume that $l \cap Q$ are two distinct points $Q_1$ and $Q_2$. Then $N_1, N_2 \notin l$. We compute the numbers $p^2_{i,j}$.

- $p^2_{1,1} = q - 1$: For each point $P \in l$, the plane $\{P, N_1, N_2\}$ is the only plane through $P$ intersecting $\pi_1$ and $\pi_2$ in tangents. If $P \neq Q_1, Q_2$, then this plane intersects $\pi_1$ and $\pi_2$ in distinct points of $Q$, hence is an oval plane. If $P$ equals $Q_1$ or $Q_2$, then this plane is the tangent plane to $P$.

- $p^2_{1,2} = (q - 1)\frac{q^2}{2} + 1$: Take $P \in l$. Then $P$ lies on a unique tangent in $\pi_1$. The number of secants distinct from $l$ in $\pi_2$ through $P$ equals $q - 1$ if $P \in \{Q_1, Q_2\}$, and $\frac{q}{2} - 1$ otherwise.

- $p^2_{1,3} = (q - 1)\frac{q^2}{2} - 1$: Every point $P \in l$ lies on a unique tangent in $\pi_1$. If $P \neq Q_1, Q_2$, let $R$ be the unique point of $Q$ on this tangent. Then $P$ lies on $\frac{q}{2}$ skew lines in $\pi_2$. We disregard one of these, since it lies on the tangent plane through $R$. If $P \in \{Q_1, Q_2\}$, then $P$ lies on no skew lines.

- $p^2_{2,2} = \frac{q}{2}(q - 1)(q + 4)$: There are $q - 1$ oval planes through $l$ distinct from $\pi_1$ and $\pi_2$. The number of secants distinct from $l$ through a point $P \in l$ in $\pi_1$ or $\pi_2$ equals $q - 1$ if $P \in \{Q_1, Q_2\}$, and $\frac{q}{2} - 1$ otherwise.

- $p^2_{2,3} = \frac{q}{2}(q - 1)(q - 2)$: Take a point $P \in l$. If $P \in \{Q_1, Q_2\}$, then $P$ lies on no skew lines. Otherwise, $P$ lies on $\frac{q}{2} - 1$ secants distinct from $l$ in $\pi_1$, and $\frac{q}{2}$ skew lines in $\pi_2$.

- $p^2_{3,3} = (q - 1)\frac{q^2}{2} - 1$: Every point $P \in l \setminus \{Q_1, Q_2\}$ lies on $\frac{q}{2}$ skew lines in $\pi_1$ and $\pi_2$. Note that for each of the $(q^2 + 1) - 2q$ points of $Q \setminus (\pi_1 \cup \pi_2)$, we also counted its tangent plane.

Finally, assume that $l \cap Q = \emptyset$. We compute $p^3_{i,j}$. Then no point of $l$ doesn’t contain $N_1, N_2$, or any point of $Q$.  
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\begin{itemize}
  \item $p_{3,1}^3 = q + 1$: Every point of $l$ lies on a unique tangent in $\pi_1$ and $\pi_2$. The plane through two such tangents intersects $\pi_1$ and $\pi_2$ in distinct points of $Q$, hence is an oval plane.
  \item $p_{1,2}^3 = (q + 1)\frac{q}{2}$: Every point of $l$ lies on a unique tangent in $\pi_1$ and $\frac{q}{2}$ secants in $\pi_2$.
  \item $p_{2,3}^2 = (q + 1)\frac{q}{4}$: Take a point $P \in l$, and let $R$ be the unique point of the tangent $\langle P, N_1 \rangle$ in $\pi_1$. There are $\frac{q}{2} - 1$ skew lines distinct from $l$ through $P$ in $\pi_2$. One of these lines lies in the tangent plane through $R$.
  \item $p_{2,2}^3 = (q + 1)\frac{q}{4}(q - 2)$: Each point of $l$ lies on $\frac{q}{2}$ secants in each of the planes $\pi_1$ and $\pi_2$.
  \item $p_{3,3}^3 = (q + 1)\frac{q}{4}(q - 3) + 1$: There are $q - 1$ other planes through $l$, and each point of $l$ lies on $\frac{q}{2} - 1$ skew lines distinct from $l$ in both of the planes $\pi_1$ and $\pi_2$. For each of the $(q^2 + 1) - 2(q + 1)$ points of $Q \setminus (\pi_1 \cup \pi_2)$, we have counted its tangent plane.
\end{itemize}

Thus, we have shown that the intersection numbers are well-defined, and therefore that $R_0, R_1, R_2, R_3$ constitutes an association scheme. We can use the intersection numbers as described in Section 2.6 to construct the intersection matrices. Consider the matrices

$$P = \begin{pmatrix}
1 & q^2 - 1 & \frac{q^2}{2}(q + 1) & \frac{q}{2}(q - 1)(q - 2) \\
q - 1 & -q & 2q - 2 & q \\
2 & q - 1 & -q & 0 \\
1 & 0 & q - 1 & q + 1
\end{pmatrix}, \quad Q = \begin{pmatrix}
1 & \frac{q}{2}(q^2 + 1) & q^2 & (q^2 + 1)\frac{q^2-2}{q+1} \\
1 & q - 2 & q^2 - 2 & (q - 2)\frac{q^2-2}{q+1} \\
1 & -2\frac{q}{q+1} & q^2 - 2 & 0 \\
1 & 0 & -q^2 + 2 & q^2 + 1
\end{pmatrix}.$$

Then $Q$ diagonalizes the intersection matrices, the corresponding eigenvalues are given in the columns of $P$, and $PQ = q(q^2 + 1)I_4$. If we define the matrix $D = \text{diag}(1, q + 1, q^2 - 1, q - 1)$, and let $P_0, \ldots, P_3$ denote the columns of $P$, then these assertions can be reformulated as $B_iQD = QD\text{diag}(P_i)$, and $PQD = q(q^2 + 1)D$. All these assertions are polynomial identities of degree at most 8. Therefore, it suffices to check that they hold for at least 9 distinct values of $q$, which has been done by computer.

4.2 Intersecting families in Möbius planes of even order

Let $A_3$ denote the adjacency matrix corresponding to $R_3$. Let $G$ denote the corresponding graph. Then intersecting families in the Möbius plane are equivalent to cocliques in $G$. We can find the eigenvalues of $A_3$ in the last column of $P$. Hoffman’s ratio bound tells us that

$$\alpha(G) \leq \frac{q^3 + q}{1 + \frac{2(q - 1)(q - 2)}{q(q + 1)}} = q(q + 1).$$

Note that each point of $Q$ lies on one tangent plane and $q^2 + q$ oval planes. Therefore, we know that this bound is tight, and we find the weak EKR property. The $\tau$-eigenspace of $A_3$ is $V_2$, which has dimension $q^2$, as can be seen in the top row of $Q$. Hence, by equality in Hoffman’s ratio bound, if $K$ is an intersecting family of size $q(q + 1)$ in the Möbius plane, then its characteristic vector lies in the $(q^2 + 1)$-dimensional space $\langle V_2, 1 \rangle$.

Let $W$ be the incidence matrix of the Möbius plane (see Definition 3.22). Thus, the columns of $W$ are characteristic vectors of the sets of all circles through a point. These are characteristic vectors of intersecting families of size $q(q + 1)$, which implies that $\text{col}(W) \leq \langle V_2, 1 \rangle$. On the other hand, $W^TW$ is the square matrix indexed by the points of $Q$, whose $(P, Q)$-entry gives the number of oval planes through $P$ and $Q$. Since each plane through a secant line is an oval plane, this number equals $q + 1$ if $P \neq Q$, and $q(q + 1)$ if $P = Q$. Thus, $W^TW = (q^2 - 1)I_{q^2 + 1} + (q + 1)I_{q^2 + 1}$, which has full rank. Since $\text{rk}(W) = \text{rk}(W^TW)$, this means that $\text{rk}(W) = q^2 + 1 = \dim \langle V_2, 1 \rangle$. Therefore, $\text{col}(W) = \langle V_2, 1 \rangle$.

Hence, if $K$ is a maximum intersecting family, then its characteristic vector lies in $\text{col}(W)$, or equivalently, equals $W\kappa$ for some vector $\kappa$. Now take an oval plane $\pi \in K$, and let $W_\pi$ be the submatrix of $W$ obtained by deleting the rows corresponding to oval planes intersecting $\pi$ in at least one point of $Q$. Since $K$ only contains oval planes intersecting $\pi$, its characteristic vector has zeroes in all positions corresponding to
oval planes not intersecting \( \pi \), which index the rows of \( W_\pi \). This means that \( W_\pi \kappa = 0 \). Note that every column in \( W_\pi \) corresponding to a point of \( \pi \) is a zero column. Therefore, we also remove these columns from \( W_\pi \), and let \( \kappa_\pi \) denote the vector obtained by deleting the positions in \( \kappa \) corresponding to the points of \( \pi \). Then it still holds that \( W_\pi \kappa_\pi = 0 \) since we only removed zero columns from \( W_\pi \).

Consider the matrix \( W_\pi^2W_\pi \). It is a square matrix, indexed by the points of \( Q \setminus \pi \). Its entry in the \((P, Q)\) position equals the number of oval planes through \( P \) and \( Q \) not intersecting \( \pi \). First suppose that \( P = Q \). There are \((q - 1)\frac{q-2}{2} \) skew lines in \( \pi \), thus equally many planes through \( P \) whose intersection with \( \pi \) doesn’t contain a point of \( Q \). One of these planes is the tangent plane through \( P \) and the \((P, Q)\)-entry of \( W_\pi^2W_\pi \) equals \((q - 1)\frac{q-2}{2} - 1 = (q + 1)\frac{q-2}{2} - 1 \). Now suppose that \( P \neq Q \). The line \((P, Q)\) intersects \( \pi \) in a point \( R \) outside of \( Q \). If \( R \) is the nucleus \( N \) of \( \pi \), then every plane through \((P, Q)\) intersects \( \pi \) in a tangent line. If \( R \neq N \), then there are \( \frac{q}{2} \) skew lines through \( R \). Note that no plane through the secant line \((P, Q)\) is tangent. Therefore,

\[
W_\pi^2W_{\pi P, Q} = \begin{cases} 
(q + 1)\frac{q-2}{2} & \text{if } P = Q, \\
0 & \text{if } P \neq Q \text{ and } \langle P, Q \rangle \cap \pi = N, \\
\frac{q}{2} & \text{otherwise.}
\end{cases}
\]

The only tangent lines through \( N \) lie in \( \pi \). This means that for every point \( P \in Q \setminus \pi \), \((P, N)\) is a secant line. Thus, there is a unique point \( Q \in Q \setminus \pi \) such that \( \langle P, Q \rangle \cap \pi = N \). We can choose in which way we order the columns of \( W_\pi \). This corresponds to ordering the points of \( Q \setminus \pi \). Suppose that the ordering is \( P_1, P_2, \ldots, P_{q^2-q} \), such that \( N \in \langle P_1, P_2 \rangle, N \in \langle P_3, P_4 \rangle, \ldots, N \in \langle P_{q^2-q-1}, P_{q^2-q} \rangle \). Then

\[
W_\pi^2W_\pi = I_\frac{q}{2} \otimes \begin{pmatrix} (q + 1)\frac{q-2}{2} & 0 \\
0 & (q + 1)\frac{q-2}{2} \end{pmatrix} + (J_\frac{q}{2} \otimes I_\frac{q}{2} - I_\frac{q}{2} \otimes J_\frac{q}{2}) \otimes \begin{pmatrix} \frac{q}{2} & J_\frac{q}{2} \\
0 & \frac{q}{2} \\
\end{pmatrix}
\]

\[
= I_\frac{q}{2} \otimes \begin{pmatrix} (q + 1)\frac{q-2}{2} - \frac{q}{2} & -\frac{q}{2} \\
-\frac{q}{2} & (q + 1)\frac{q-2}{2} - \frac{q}{2} \end{pmatrix} + \frac{q}{2} J_\frac{q}{2} - q
\]

The eigenvalues of \( M \) are given by \( M \begin{pmatrix} 1 \\
1 \end{pmatrix} = ((q + 1)\frac{q-2}{2} - q) \begin{pmatrix} 1 \\
1 \end{pmatrix} \) and \( M \begin{pmatrix} -1 \\
-1 \end{pmatrix} = ((q + 1)\frac{q-2}{2} \frac{1}{2} \begin{pmatrix} -1 \\
-1 \end{pmatrix} \).

Since, \( q \geq 4 \), the eigenvalues of \( M \) are greater than zero. As described in \([2.7]\) \( I \otimes M \) must then be positive definite. Then \( W_\pi^2W_\pi \) is the sum of a positive definite and a positive semi-definite matrix, and therefore itself positive definite. In particular, the kernel of \( W_\pi^2W_\pi \), which is equal to the kernel of \( W_\pi \), is trivial. Thus, \( \kappa_\pi = 0 \). Hence, \( \kappa(P) = 0 \) for all \( P \in Q \setminus \pi \).

This means that for every point \( P \in Q \), if there is an oval plane \( \pi \in K \) such that \( P \notin \pi \), then the \( P \)-entry of \( \kappa \) is zero. Since \( W_\pi \neq 0 \), there must be a point \( P \) on all oval planes of \( K \). Since \(|K|\) equals the number of oval planes through \( P \), \( K \) must consist of all oval planes through \( P \). This proves Theorem \([1.3]\).

There is a unique Möbius plane of order 2 \([Har04, \S 3.2]\). This plane has 5 points, and 10 circles of size 3. Therefore, all circles pairwise intersect, and no EKR property holds for this Möbius plane.

### 4.3 2-intersecting families in Möbius planes

Blokhuys and Bruen \([BB89]\) proved that a 2-intersecting family in a Möbius plane of order \( q \) has at most \( \frac{1}{4}q(q+1)+1 \) elements. If we apply Hoffman’s ratio bound to the weighted adjacency matrix \( A_1 + A_3 \) (see \([GM16\) Theorem 2.4.2] for details), then we also find this bound. Unfortunately, the information provided by equality in Hoffman’s ratio bound doesn’t seem to tell us anything about the structure of a set attaining this bound, that cannot already be derived from the simple combinatorial proof by Blokhuys and Bruen.

For ovoidal Möbius planes of odd order \( q \), Blokhuys and Bruen improved the bound for 2-intersecting families to \( \frac{1}{4}q(q+1) - \frac{1}{2} \). They also proved that every ovoidal Möbius plane of order \( q \) has a 2-intersecting family of size \( 3\frac{q^2}{2} + 2 \). With a computer search, they found that in the classical Möbius planes (i.e. ovoidal Möbius planes constructed from an elliptic quadric) of order \( q \leq 9 \), 2-intersecting families are of size at most \( 2q \), with equality if and only if \( q \) is even.

### 5 Laguerre planes

We characterise all intersecting families of maximum size in ovoidal Laguerre planes. Recall that an ovoidal Laguerre plane of order \( q \) is constructed from an oval cone in \( \text{PG}(3, q) \). This cone has a unique
singular point $R$, also called the vertex of the cone. The oval planes are exactly the planes which don’t contain $R$.

Again, we will prove that the relations from Definition 3.1 constitute an association scheme. We need to make a distinction between Laguerre planes of odd and even order, because ovals behave quite differently in projective planes of odd and even order. Before proceeding we make the following remarks which hold for all values of $q$.

**Remark 5.1.** Let $Q$ be an oval cone in $PG(3,q)$ with vertex $R$. Take two planes $\pi$ and $\rho$ not through $R$. Consider the map $\Psi_{\pi,\rho}$ which maps a point $P \in \pi$ to the point $(R,P) \cap \rho$. One easily checks that this is an isomorphism from $\pi$ to $\rho$, which maps $Q \cap \pi$ to $Q \cap \rho$. Therefore, $\Psi_{\pi,\rho}$ maps an $i$-secant of $Q \cap \pi$ to an $i$-secant of $Q \cap \rho$. Likewise, the number of $i$-secants to $Q \cap \rho$ through $P$ equals the number of $i$-secants to $Q \cap \rho$ through $\Psi_{\pi,\rho}(P)$. Also note that if $l$ is a line in $\pi$, then $(l, \Psi_{\pi,\rho}(l))$ contains $R$, hence it is the unique non-oval plane through $l$.

**Remark 5.2.** The classical construction of a Laguerre plane is as follows [Har04, §4]: Consider the set $U = \{ f \in \mathbb{F}_q[X] \mid \deg f \leq 2 \}$ of polynomials over $\mathbb{F}_q$ of degree at most 2. For each polynomial $f(X) = aX^2 + bX + c \in U$, define $f(\infty) = a$. Then we can see $f$ as a function $\mathbb{F}_q \cup \{ \infty \} \to \mathbb{F}_q$. Define the incidence structure $(P, B)$ where $P = (\mathbb{F}_q \cup \{ \infty \}) \times \mathbb{F}_q$ and the elements of $B$ are the graphs \{(x,f(x)) \mid x \in \mathbb{F}_q \cup \{ \infty \} \} of all polynomials $f$ in $U$. This incidence structure is isomorphic to the Laguerre plane arising from the quadric cone [Har04 §4.4].

It is not hard to check that both descriptions of the Laguerre plane are isomorphic. There are coordinates $(X_0, X_1, X_2, X_3)$ of $PG(3,q)$ such that the quadric cone $Q$ has equation $X_0X_2 = X_1^2$. The vertex of $Q$ is the point $R = (0,0,0,1)$. The non-singular points of this quadric are of the form $(s^2, s, 1, a)$ and $(1, 0, 0, a)$, with $s, a \in \mathbb{F}_q$. The oval planes are exactly the planes missing $R$, which are the planes with an equation of the form $X_3 = aX_0 + bX_1 + cX_2$. We can identify the points $(s^2, s, 1, a)$ and $(1, 0, 0, a)$ with $(s, a)$ and $(\infty, a)$ respectively in $(\mathbb{F}_q \cup \{ \infty \}) \times \mathbb{F}_q$, and identify $X_3 = aX_0 + bX_1 + cX_2$ with (the graph of) the polynomial $aX^2 + bX + c$. It’s straightforward to check that this gives the desired isomorphism.

We have two descriptions of this Laguerre plane. The geometrical description, using the non-singular points and oval planes of a quadric cone, and the polynomial description, using $(\mathbb{F}_q \cup \{ \infty \}) \times \mathbb{F}_q$ and $U$.

**Remark 5.3.** In a Laguerre plane of order $q$, the points are partitioned into $q+1$ parallel classes of $q$ points each. Every circle contains a unique point of each parallel class. In an ovoidal Laguerre plane, constructed from an oval cone $Q$ with vertex $R$, the parallel classes are lines through $R$ with $R$ removed. For each point $P$ we denote its parallel class as $\overline{P}$, which equals $(P,R) \setminus \{ R \}$.

### 5.1 The association scheme for ovoidal Laguerre planes of odd order

Assume that $q$ is odd. Since there is only one oval in $PG(2,q)$ up to isomorphism, there is only one oval cone in $PG(3,q)$ up to isomorphism, namely the quadric cone. Thus, there is a unique ovoidal Laguerre plane of order $q$ and it has a geometrical and a polynomial description. We will switch between the two descriptions, and use the most suitable one for our computations.

The first step is to prove that $R_0, R_1, R_2, R_3$ constitutes an association scheme. In the polynomial interpretation, two distinct polynomials $f$ and $g$ are in relation $R_1$, $R_2$, or $R_3$ if and only if there are respectively $1$, $2$, or $0$ values $x \in \mathbb{F}_q \cup \{ \infty \}$ such that $f(x) = g(x)$. (Strictly speaking the vertices of the association scheme are graphs of the polynomials, but we can identify each function with its graph.)

Take $a, b \in \mathbb{F}_q^*$, $c \in \mathbb{F}_q$, and $f_0 \in U$. Consider the permutation

$$\sigma_{a,b,c,f_0}: U \to U : f(X) \mapsto af(bX + c) + f_0(X).$$

We also define the permutation

$$\varphi : U \to U : aX^2 + bX + c \mapsto cX^2 + bX + a.$$  

Let $\Sigma$ denote the group generated by the permutations $\sigma_{a,b,c,f_0}$ and $\varphi$ (with composition as operation). Then $\Sigma$ acts on $U$. In a natural way, $\Sigma$ also acts on $U \times U$, by defining $(f,g)\sigma = (f^{\sigma},g^{\sigma})$. The orbits of the action of $\Sigma$ on $U \times U$ are called the **orbits**.

**Lemma 5.4.** The orbits of $\Sigma$ are the relations $R_0, R_1, R_2, R_3$. 
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Proof. Take two polynomials \( f \) and \( g \) in \( U \). Take \( \sigma = \sigma_{a,b,c,f} \) in \( \Sigma \) and \( x \in \mathbb{F}_q \). Then \( f^{\sigma}(x) = g^{\sigma}(x) \) if and only if \( f(bx + c) = g(bx + c) \), and \( f^{\sigma}(\infty) = g^{\sigma}(\infty) \) if and only if \( f(\infty) = g(\infty) \). Since \( X \mapsto bX + c \) is a permutation of \( \mathbb{F}_q \), we see that \( (f,g)^\sigma \) is in the same relation \( R_i \) as \( (f,g) \). Analogously, \( f^{\sigma}(x) = g^{\sigma}(x) \) if and only if \( f(x^{-1}) = g(x^{-1}) \) (with the convention that 0 and \( \infty \) are each others inverses). Therefore, the relations \( R_i \) are unions of orbits of \( \Sigma \).

Now consider the subgroup \( \Sigma_0 \) of \( \Sigma \), consisting of the elements \( \sigma_{a,b,c,0} \). Partition \( U \) in the sets \( Q_{-1} = \{ 0 \} \), \( Q_0 \) are non-zero the constant polynomials, \( Q_1 \) are the polynomials of degree 1, and for \( i = 0, 1, 2 \), \( Q^i_2 \) are the polynomials of degree 2, with \( i \) distinct roots. We claim that these 6 sets are the orbits of the action of \( \Sigma_0 \) on \( U \). For every polynomial \( f \) and every \( \sigma \in \Sigma_0 \), \( deg f^\sigma = deg f \). This means that \( \theta^0 = 0 \), and therefore \( (f,0)^\sigma = (f^\sigma,0) \) are in the same relation \( R_i \). In other words, every element of \( \sigma \) leaves the degree and the number of roots over \( \mathbb{F}_q \cup \{ \infty \} \) invariant. Thus, \( \Sigma_0 \) leaves the 6 set in which we partitioned \( U \) invariant, which means they are unions of orbits of \( \Sigma_0 \). Therefore, it suffices to prove that \( \Sigma_0 \) works transitively on each of these sets.

It is obvious that \( Q_{-1} \) and \( Q_0 \) are orbits of \( \Sigma_0 \). Each polynomial \( f \in Q_1 \) is of the form \( a(X + c)^2 = (X^2)^{\sigma_{a,c,0}} \). Thus, \( \Sigma_0 \) works transitively on \( Q_1 \) and \( Q^2_2 \). Now take a non-zero element \( \gamma \in \mathbb{F}_q^\times \) and suppose that \( (X^2 - \gamma)^{\sigma_{a,b,c,0}} = X^2 - \gamma \). Then \( ab^2X^2 + 2abcX + a(c^2 - \gamma) = X^2 - \gamma \), or equivalently

\[
\begin{align*}
ab^2 &= 1, \\
2abc &= 0, \\
a(c^2 - \gamma) &= -\gamma.
\end{align*}
\]

This is equivalent to \( c = 0, a = 1, \) and \( b = \pm 1 \), hence there are two choices. Therefore, the orbit of \( X^2 - \gamma \) has size \( \frac{|\Sigma_0|}{2} = q(q-1)^2/2 \). On the other hand, \( aX^2 + bX + c \) is in \( Q^2_2 \) (respectively \( Q^1_2 \)) if and only if \( a \) is non-zero and \( D = b^2 - 4ac \) is not a square (respectively a non-zero square). From this we can calculate that \( |Q^2_2| = |Q^1_2| = q(q-1)^2/2 \). \( X^2 - \gamma \) is in \( Q^2_2 \) or \( Q^1_2 \) depending on whether \( \gamma \) is a square. This proves that \( \Sigma_0 \) acts transitively on \( Q^2_2 \) and \( Q^1_2 \).

Now let \( \Sigma_1 \) denote the stabiliser of the zero polynomial in \( \Sigma \). Then \( \Sigma_1 \) contains \( \Sigma_0 \) and \( \varphi \). Note that \( \varphi \) maps a constant non-zero polynomial to an element of \( Q^1_2 \), and maps \( X + 1 \) to \( X(X + 1) \in Q^2_2 \). Therefore, the orbits of the action of \( \Sigma_1 \) on \( U \) are unions of \( Q_{-1}, Q^1_2, Q^2_0 \cup Q^1_2, \) and \( Q^1_2 \cup Q^2_2 \). By previous considerations \( f \) and \( f^{\sigma} \) are in the same relation w.r.t. \( 0 \) for each \( \sigma \in \Sigma_1 \). Therefore \( Q_{-1}, Q^1_2, Q^2_0 \cup Q^1_2, \) and \( Q^1_2 \cup Q^2_2 \) are exactly the orbits of \( \Sigma_1 \).

To finish the proof, we need to show that if \( (f,g) \) and \( (h,p) \) are in the same relation, then \( (f,g) \) and \( (h,p) \) are in the same orbit of \( \Sigma \). Note that \( (f,g) \) is in the same orbital as \( (f - g,0) \) (apply \( \sigma_{1,0,0,-g} \)), and likewise \( (h,p) \) is in the same orbital as \( (h - p,0) \). This means that \( f - g \) and \( h - p \) are in the same relation w.r.t. \( 0 \), which means that \( f - g = (h - p)^\sigma \) for some \( \sigma \in \Sigma_1 \). Therefore \( (f - g,0) \) and \( (h - p,0) \) are in the same orbital of \( \Sigma \).

Suppose that \( (f,g) \) and \( (h,p) \) are both in \( R_k \). Then \( (h,p) = (f,g)^\sigma \). A polynomial \( t \) satisfies \( (f,t) \in R_i \) and \( (t,g) \in R_i \) if and only if \( (h,\ell^t) \in R_i \) and \( (\ell^t, p) \in R_i \). This shows that the intersection numbers are well-defined, and therefore proves that \( R_0, R_1, R_2, R_3 \) is an association scheme. To find the matrices \( P \) and \( Q \), we still need to compute the intersection numbers. But knowing that the relations \( R_i \) are an association scheme allows us to use the known identities. Let \( n_i \) denote the number \( p_{k,j}^i \), called the valency of \( R_i \). Then \( n_1 = |Q_0 \cup Q^1_2| = q^2 - 1, n_2 = |Q_1 \cup Q^2_2| = q^{2^2-1}/2 \), and \( n_3 = |Q^2_0| = q^{(2^2-1)^2}/2 \).

Lemma 5.5 ([BCN95, Lemma 2.1.1]).

1. \( p_{0,j}^i = \delta_{j,k} \).
2. \( p_{1,k}^j n_k = p_{j,k}^i n_j \).
3. \( \sum_{j=0}^{3} p_{i,j}^k = n_i \).

We determine the intersection numbers in the geometrical description of the ovoidal Laguerre plane. Take two oval planes \( \pi \) and \( \rho \), and let the line \( l \) be their intersection. Let \( \Psi \) denote the map \( \Psi_{\pi,\rho} \) defined in Remark 5.1. Note that \( \Psi(l) = l \).

- \( p_{1,1}^i = q - 2 \): Assume that \( l \) contains a unique point \( Q \) of \( Q \). There are \( q - 2 \) oval planes through \( l \), distinct from \( \pi \) and \( \rho \), which are all in relation \( R_1 \) to \( \pi \) and \( \rho \). Suppose that \( \pi \) is a plane not through \( l \) that intersects \( \pi \) and \( \rho \) in a unique point of \( Q \). Then \( \pi \) intersects \( l \) in a point \( P \), which
must lie on a tangent line \( l_1 \neq l \) in \( \pi \) and \( l_2 \neq l \) in \( \rho \). Then \( P \neq Q \), so \( P \) is external and \( l_i \) is the only tangent distinct from \( l \) through \( P \) in \( \pi \). Thus \( \Psi(l_i) \) must be \( l_2 \), which implies that \( \tau \) contains \( R \). Hence, \( p_{1,1}^1 = q - 2 \).

- \( p_{1,1}^2 = q - 1 \): Now assume that \( l \) intersect \( Q \) in two points \( Q_1 \) and \( Q_2 \). Then \( Q_1 \) only lies on unique tangents \( l_1 \neq l \) in \( \pi \) and \( l_2 \neq l \) in \( \rho \). As above, the plane \( \{l_1,l_2\} \) contains \( R \) so \( Q_1 \) (and likewise \( Q_2 \)) lies on no oval planes intersecting \( \pi \) or \( \rho \) in a tangent. There are \( \frac{q^2-1}{2} \) external points on \( l \) (by applying \( \Psi \) we see that a point of \( l \) is external to \( Q \cap \pi \) if and only if it is external to \( Q \cap \rho \)). Take such a point \( P \). There are two choices for a tangent line \( t \) through \( P \) in \( \pi \). Then \( P \) lies on a unique tangent line distinct from \( \Psi(t) \) in \( \rho \). Thus, each tangent line through \( P \) gives a unique oval plane intersecting \( \pi \) and \( \rho \) in a tangent. Therefore, \( p_{1,1}^2 = 2 \frac{q^2-1}{2} \).

- \( p_{1,2}^2 = q^2 - \frac{q-1}{2} \): Assume again that \( Q \cap l = \{Q_1,Q_2\} \). We count the number of planes \( \tau \) which intersect \( \pi \) in a tangent line \( l_1 \) and \( \rho \) in a secant line \( l_2 \). Then \( \Psi(l_1) \) cannot be \( l_2 \), and \( \tau \) must be an oval plane. Note that \( \tau \) cannot contain \( l \). Therefore, it suffices to take the sum over all points \( P \in l \) of the number of tangent lines \( l_1 \) through \( P \) in \( \pi \) times the number of secant lines \( l_2 \neq l \) through \( P \) in \( \rho \).

Thus, take a point \( P \) on \( l \). First assume that \( P \in \{Q_1,Q_2\} \). Then \( P \) lies on a unique tangent in \( \pi_1 \), and \( q-1 \) secants \( l_2 \neq l \) in \( \rho \). Now assume that \( P \) is one of the \( \frac{q^2-1}{2} \) external points. Then \( P \) lies on 2 tangents in \( \pi \) and \( \frac{q^2-1}{2} - 1 \) secants \( l_2 \neq l \) in \( \rho \). We can disregard internal points, since they do not lie on tangents. Thus,

\[
p_{1,2}^2 = 2 \cdot 1 \cdot (q-1) + q - 1 \cdot 2 \cdot \left( \frac{q-1}{2} - 1 \right) = \frac{q^2 - 1}{2}.
\]

- \( p_{1,3}^3 = (q+1)\frac{(q-1)^2}{4} \): Assume that \( l \) is skew to \( Q \). Similarly as the previous calculation, we need to take the sum over all points \( P \in l \) of the number of secants through \( P \) in \( \pi \) multiplied with the number of skew lines distinct from \( l \) through \( P \) in \( \rho \). \( l \) contains \( \frac{q^2-1}{2} \) external points, which lie on \( \frac{q^2-1}{2} \) secants in \( \pi \) and \( \frac{q^2-1}{2} \) skew lines in \( \rho \), and \( \frac{q^2-1}{2} \) internal points which lie on \( \frac{q^2-1}{2} \) secants in \( \pi \) and \( \frac{q^2-1}{2} \) skew lines in \( \rho \). Thus,

\[
p_{1,3}^3 = \frac{q+1}{2} \cdot \frac{q-1}{2} \left( q - 1 - 1 \right) + \frac{q+1}{2} \cdot \frac{q+1}{2} \left( q + 1 - 1 \right) = (q+1)\frac{(q-1)^2}{4}.
\]

These four intersection numbers, together with the identities from Lemma 5.3 suffice to calculate all intersection numbers, or equivalently the intersection matrices. Consider the matrices

\[
P = Q = \begin{pmatrix}
1 & q^2 - 1 & q^2 - 1 \\
1 & -1 & q^2 - 1 \\
1 & q - 1 & -q \\
1 & -(q + 1) & q
\end{pmatrix},
\]

Then \( Q \) diagonalises the intersection matrices, the columns of \( P \) give the corresponding eigenvalues, and \( PQ = q^3I_4 \). Therefore, \( P \) and \( Q \) are the matrices of eigenvalues and dual eigenvalues of the association scheme. These assertions have been checked by formulating them as polynomial identities of degree at most 6 and checking that they hold for at least 7 values of \( q \).

The association scheme in question is an example of a \textit{self-dual translation scheme}, see [BCN89 §2.10B]. Self-dual refers to \( P = Q \), translation scheme refers to the fact that the graphs in the association scheme are Cayley graphs on an abelian group.

### 5.2 Intersecting families in ovoidal Laguerre planes of odd order

Let \( A_i \) denote the adjacency matrices of the association scheme, and \( V_i \) the eigenspaces. Let \( G \) denote the graph with adjacency matrix \( A_3 \). The cocliques of \( G \) are exactly the intersecting families of circles in the ovoidal Laguerre plane. We apply Hoffman’s ratio bound (the eigenvalues of \( A_3 \) can be found in the last column of \( P \)).

\[
\alpha(G) \leq \frac{q^3}{1 + q^{2(q-1)/2}} = q^2.
\]
The matrix $A_2$ attains its smallest eigenvalue on the eigenspace $V_1$. This space has dimension $q^2 - 1$, as can be read from the top row of $Q$.

The number of planes through a point $P$ in $PG(3,q)$ that miss a fixed point $R$ also equals $q^2$. Thus, we have proven the weak EKR property. Now we prove the strong EKR property, using the polynomial description.

Let $W$ denote the incidence matrix of the Laguerre plane (see Definition 3.2). Consider the matrix $WW^t$. Its rows and columns are indexed by the polynomials in $U$, and give the number of points on which the polynomials take the same value. Therefore,

$$WW^t = (q + 1)I + A_1 + 2A_2.$$ 

Its eigenvalues are given by $P(q + 1, 1, 2, 0)^t$. One can calculate from this that $\ker(WW^t) = \langle V_2, V_3 \rangle$, and $\text{col}(WW^t) = \text{col}(W) = \langle 1, V_1 \rangle$.

Now take an intersecting family of size $q^2$. We have proven the weak EKR property. Now we prove the strong EKR property, using the polynomial description.

**Lemma 5.7.**

Take $x \in \mathbb{F}_q \cup \{\infty\}$, and $y \in \mathbb{F}_q^*$. Then the number of $h \in Q_2$ with $h(x) = y$ equals $q^{\frac{2}{2}}$.

**Proof.** Take $h \in Q_2$. Then there is a unique $a \in \mathbb{F}_q^*$ such that $ah(x) = y$. Therefore, the number of $h \in Q_2$ with $h(x) = y$ equals $|Q_2^2|/(q - 1) = q^{\frac{2}{2}}$. \hfill \Box

Now take two points $(x_1, y_1)$ and $(x_2, y_2)$ in $(\mathbb{F}_q \cup \{\infty\}) \times \mathbb{F}_q^*$, with $x_1 \neq x_2$. Let $m_i$ denote the number of $h \in U$ such that $h(x_1) = y_1$, $h(x_2) = y_2$, and $h$ has exactly $i$ roots over $\mathbb{F}_q \cup \{\infty\}$. Let $S$ and $\overline{S}$ denote the sets of non-zero squares and of non-squares of $\mathbb{F}_q$ respectively.

**Lemma 5.7.**

1. $m_1 = \begin{cases} 2 & \text{if } \frac{y_1}{y_2} \in S, \\ 0 & \text{if } \frac{y_1}{y_2} \in \overline{S}, \end{cases}$

2. $m_0 + m_1 + m_2 = q$.

3. $m_1 + 2m_2 = q - 1$.

**Proof.** (1) The number $m_1$ gives the number of $h \in Q_0 \cup Q_2^2$ such that $h(x_1) = y_1$, and $h(x_2) = y_2$. There is one such $h \in Q_2$ if $x_1, x_2 \neq \infty$ and $y_1 = y_2$, and no such $h$ otherwise.

Next we determine the number of $h \in Q_2$. These are of the form $h(X) = a(X - b)^2$, with $a \neq 0$.

First suppose that $x_1, x_2 \neq \infty$. We are interested in the number of solutions to the system of equations

$$\begin{cases} y_1 = a(x_1 - b)^2, \\ y_2 = a(x_2 - b)^2. \end{cases}$$

We can rewrite this as

$$\begin{align*}
\frac{y_1}{y_2} &= \frac{(x_1 - b)^2}{(x_2 - b)^2}, \\
\alpha &= \frac{x_1 - b}{x_2 - b}.
\end{align*}$$

If we find a solution $b$ for the first equation, then there exists a unique $a$ that solves the second equation. Hence, we are interested in the number of solutions to the first equation. Evidently, there are no solutions if $y_1/y_2$ is not a square. If $y_1 = y_2$, then this equation reduces to $(x_1 - b)^2 = (x_2 - b)^2$. Since $x_1 \neq x_2$, this is equivalent to $x_1 - b = b - x_2$, which has a unique solution. Therefore, the only remaining case is the case where $y_1/y_2$ is a square $\alpha^2 \neq 0, 1$. Note that $\frac{x_1 - b}{x_2 - b} = \frac{x_1 - x_2}{x_2 - b} + 1$. Therefore, we are looking for values of $b$ such that $\frac{x_1 - b}{x_2 - b} + 1 = \pm \alpha$, or equivalently $b = x_2 - \frac{x_1 - b}{\alpha}$. This permitted because $\alpha^2 \neq 1$, so $\pm \alpha - 1 \neq 0$. This way we see that there are 2 solutions for $b$. 
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Secondly suppose that \( x_1 \) or \( x_2 \) equals \( \infty \). Without loss of generality, we may assume that \( x_1 = \infty \). Then \( m_1 \) is the number of polynomials \( h = y_1(X - b)^2 \in Q_1^1 \) such that \( y_1(x_2 - b)^2 = y_2 \), or equivalently \( (x_2 - b)^2 = y_2/y_1 \). There are two options if \( y_2/y_1 \) is a square, and none otherwise.

Now take a value \( x \neq x_1, x_2 \) in \( F_q \cup \{\infty\} \). Consider the Vandermonde matrix

\[
V = \begin{pmatrix}
x^2 & x & 1 \\
x_1^2 & x_1 & 1 \\
x_2^2 & x_2 & 1
\end{pmatrix}.
\]

If \( x, x_1, \) or \( x_2 \) equals infinity, then replace the row \((\infty^2 \ \infty \ 1)\) by \((1 \ 0 \ 0)\). The matrix \( V \) is non-singular.

(2) \( m_0 + m_1 + m_2 \) gives the number of polynomials \( h = aX^2 + bX + c \) such that \( h(x_1) = y_1 \) and \( h(x_2) = y_2 \). Take \( x \in (F_q \cup \{\infty\}) \setminus \{x_1, x_2\} \). For every value of \( y \in F_q \), there is a unique such \( h \) with \( h(x) = y \), since \( V(a, b, c)^t = (y, y_1, y_2)^t \) has a unique solution for \( a, b, \) and \( c \). Thus, the number in question equals \( q \).

(3) Consider the set

\[
Z = \{(h, x) \mid h \in U, \ x \in F_q \cup \{\infty\}, h(x) = 0, h(x_1) = y_1, h(x_2) = y_2\}.
\]

Given a value \( x \), the number of solutions to \( V(a, b, c)^t = (0, y_1, y_2)^t \) is 1 if \( x \neq x_1, x_2 \), and 0 otherwise. Therefore, \( |Z| = q - 1 \). On the other hand, \( |Z| \) is clearly \( m_1 + 2m_2 \).

| \( m_0 \) | \( S \) |
| \( m_1 \) | \( 0 \) | \( 2 \) |
| \( m_2 \) | \( \frac{q-1}{2} \) | \( \frac{q+1}{2} \) |

Table 1: Given two points \((x_1, y_1)\) and \((x_2, y_2)\) in \((F_q \cup \{\infty\}) \times F_q^* \) with \( x_1 \neq x_2 \), this table gives the number \( m_i \) of polynomials \( h \) with \( i \) roots over \( F_q \cup \{\infty\} \) such that \( h(x_1) = y_1 \) and \( h(x_2) = y_2 \), depending on whether \( y_1/y_2 \in S \) or \( y_1/y_2 \in S^c \).

This gives us Table 2. This implies that

\[
W_f^t W_f((x_1, y_1), (x_2, y_2)) = \begin{cases} 
\frac{q-1}{2} & \text{if } (x_1, y_1) = (x_1, y_2), \\
0 & \text{if } x_1 = x_2 \text{ and } y_1 \neq y_2, \\
\frac{q-1}{2} & \text{if } x_1 \neq x_2 \text{ and } \frac{y_1 - f(x_1)}{y_2 - f(x_2)} \in S, \\
\frac{q+1}{2} & \text{if } x_1 \neq x_2 \text{ and } \frac{y_1 - f(x_1)}{y_2 - f(x_2)} \in S^c.
\end{cases}
\]

Now suppose that the ordering of the columns of \( W_f \) is as follows: there are \( q + 1 \) consecutive blocks consisting of the \( q - 1 \) points with the same \( x \)-coordinate. In each such block, the first \( \frac{q-1}{2} \) points \((x, y)\) satisfy \( y - f(x) \in S \), the next \( \frac{q+1}{2} \) points satisfy \( y - f(x) \in S^c \). Then

\[
W_f^t W_f = q \frac{1}{2} I_{q^2-1} + (J_{q+1} - I_{q+1}) \otimes \begin{pmatrix} \frac{q-1}{2} & \frac{q+1}{2} \\
\frac{q-1}{2} & \frac{q+1}{2} \\
\end{pmatrix} \otimes J_{\frac{q-1}{2}}.
\]

We use \( \text{ker}(W_f) \) to determine \( \ker(W_f^t W_f) \). This kernel equals the eigenspace of \((J - I) \otimes M\) with eigenvalue \(-q\frac{q+1}{2}\).

\[
\begin{pmatrix} \frac{q-1}{2} & \frac{q+1}{2} \\
\frac{q-1}{2} & \frac{q+1}{2} \\
\end{pmatrix} \begin{pmatrix} 1 \\
1 \\
\end{pmatrix} = q \begin{pmatrix} 1 \\
1 \\
\end{pmatrix}, \quad \begin{pmatrix} \frac{q-1}{2} & \frac{q+1}{2} \\
\frac{q-1}{2} & \frac{q+1}{2} \\
\end{pmatrix} \begin{pmatrix} 1 \\
-1 \\
\end{pmatrix} = - \begin{pmatrix} 1 \\
-1 \\
\end{pmatrix}.
\]

The eigenvectors of \( J_{\frac{q-1}{2}} \) are \( 1 \) with eigenvalue \( \frac{q+1}{2} \) and the vectors of \((1)^t\) with eigenvalue 0. Therefore, \( M \) has the following eigenvectors with non-zero eigenvalue:

- \( 1_{q-1} \) with eigenvalue \( q\frac{q+1}{2} \).
• \((\frac{1}{-1}) \otimes 1_{q+1}^{-1}\) with eigenvalue \(-\frac{3}{2}\).

\(J_{q+1} - I_{q+1}\) has eigenspaces \((1_{q+1})^\perp\) with eigenvalue \(q\) and \((1_{q+1})^\perp\times\) with eigenvalue \(-1\). Let \(v_1, \ldots, v_q\) be a basis for \((1_{q+1})^\perp\). Then \(v_1 \otimes 1_{q-1}, \ldots, v_q \otimes 1_{q-1}\) and \(1_{q+1} \otimes \left(\frac{1}{-1}\right) \otimes 1_{q-1}\) are a basis for the eigenspace of \((J - I) \otimes M\) with eigenvalue \(-q\frac{2}{q+1}\), which equals \(\ker(W_f^TW_f) = \ker(W_f)\). Thus,

\[
\kappa_f = a_f 1_{q+1} \otimes \left(\frac{1}{-1}\right) + v_f \otimes 1_{q-1},
\]

where \(a_f\) is a constant and \(v_f \in (1_{q+1})^\perp\). This holds for every \(f \in K\). We can interpret this as follows: \(a_f\) is a constant and \(v_f\) is a vector, whose positions are indexed by \(F_q \cup \{\infty\}\) and whose entries sum to zero, such that \(\kappa(x, y)\) equals \(a_f + v_f(x)\) if \(y - f(x) \in S\) and \(-a_f + v_f(x)\) if \(y - f(x) \in \mathcal{F}_q\). We don’t get any information about \(\kappa(x, f(x))\).

**Lemma 5.8.** If \(q\) is odd, then for every two distinct elements \(a\) and \(b\) in \(F_q\), there exists an element \(c\) such that of the two numbers \(c - a\) and \(c - b\), exactly one belongs to \(S\) and the other one to \(\mathcal{F}_q\).

**Proof.** First assume that \(q \equiv 1\) (mod 4). Then the number \(c\) must be a neighbour of exactly one of the elements \(a\) and \(b\) in the Paley graph of order \(q\) (see e.g. [GM16, §5.8]). There are \(\frac{q-1}{2}\) common neighbours of \(a\) and \(b\), and \(\frac{q+1}{2}\) common non-neighbours of \(a\) and \(b\), which leaves \(q - 2 - \frac{q-1}{2} = \frac{q+1}{2}\) elements which are a neighbour of \(a\) or \(b\) but not both.

Now assume that \(q \equiv 3\) (mod 4). Then \(c - a\) and \(c - b\) are of different quadratic type if and only if \(z := \frac{c - a}{\sqrt{q}}\) and \(z := \frac{c - b}{\sqrt{q}}\) are different of different quadratic type. Thus, we need to find a number \(z\) such that \(z\) and \(-z\) are non-zero and of different quadratic type. Let \(p\) denote the characteristic of \(F_q\). Consider the pairs \((1, 2), (2, 3), \ldots, (p - 2, p - 1)\) in \(F_q\). Since \(p \equiv 3\) (mod 4), 1 is a square and \(-1\) is a non-square. So at least one of these pairs consists of a square and a non-square, which give us the desired numbers \(z\) and \(-z\).

**Lemma 5.9.** For every \(f \in K\), \(a_f = 0\).

**Proof.** Take \(f\) and \(g\) in \(K\). Then there exists some \(x \in F_q \cup \{\infty\}\) for which \(f(x) = g(x)\). Choose \(y_1\) and \(y_2\) such that \(y_1 - f(x) \in S\) and \(y_2 - f(x) \in \mathcal{F}_q\). Then

\[
\kappa(x, y_1) = a_f + v_f(x) = a_g + v_g(x),
\]

\[
\kappa(x, y_2) = -a_f + v_f(x) = -a_g + v_g(x).
\]

Therefore, \(\kappa(x, y_1) - \kappa(x, y_2) = 2a_f = 2ag\). This means that \(a_f\) is equal for all \(f \in K\). This also means that \(v_f(x) = v_g(x)\) if \(f(x) = g(x)\). Suppose that \(a_f = a\) for all \(f \in K\).

There exist \(f\) and \(g\) in \(K\) which are intersecting, but not 2-intersecting. Otherwise, \(K\) would be a 2-intersecting family, and \(|K| < q^2\) (see Theorem 5.10). There are \(q\) values of \(x \in F_q \cup \{\infty\}\) for which \(f(x) \neq g(x)\). Take such a value \(x\), then by Lemma 5.8 there exists a \(y \in F_q\) such that of the two numbers \(y - f(x)\) and \(y - g(x)\), one is in \(S\), and the other one is in \(\mathcal{F}_q\). Thus, \(\kappa(x, y) = v_f(x) + \varepsilon a = v_g(x) - \varepsilon a\) with \(\varepsilon = \pm 1\). This means that \(v_f(x) - v_g(x) = \pm 2a\). Let \(n_+\) denote the number of \(x\) for which \(v_f(x) - v_g(x) = 2a\). Then there are \(q - n_+\) values of \(x\) for which \(v_f(x) - v_g(x) = -2a\), and one for which \(v_f(x) = v_g(x)\). Then \((v_f - v_g) \cdot 1_{q+1} = n_+ \cdot 2a + (q - n_+) \cdot (-2a) = 2a(2n_+ - q)\). On the other hand, \(v_f\) and \(v_g\) both lie in \((1)^\perp\), which means that \(2a(2n_+ - q) = (v_f - v_g) \cdot 1 = 0\). If \(a \neq 0\), then \(n_+ = q/2\), which is impossible since \(q\) is odd and \(n_+\) is an integer. Hence, \(a = 0\).

The previous lemma implies that \(\kappa_f = v_f \otimes 1_{q-1}\) for every \(f \in K\), \(v_f \in (1)^\perp\). This means that for every \(x \in F_q \cup \{\infty\}\) and every \(f \in K\), \(\kappa\) takes the value \(v_f(x)\) on all points \((x, y)\) with \(y \neq f(x)\) and \(\sum_y v_f(y) = 0\). Take two functions \(f\) and \(g\) in \(K\). For each \(x \in F_q \cup \{\infty\}\) there exists an \(y\) with \(f(x) \neq y \neq g(x)\), since \(q \geq 3\). Then \(v_f(x) = \kappa(x, y) = v_g(x)\). This means that \(v_f\) is equal for all \(f \in K\), and we drop the subscript. Assume that for each point \((x, y) \in (F_q \cup \{\infty\}) \times F_q\) there exists a polynomial \(f \in K\) with \(f(x) \neq y\). Then for each point \((x, y)\), \(\kappa(x, y) = v(x)\). Now take the row \(w\) in \(W\) corresponding to a certain polynomial \(g\). Then \(\sum v(x) = \sum_{x \in F_q \cup \{\infty\}} \kappa(x, g(x)) = \sum_v v(x) = 0\), since \(v \in (1)^\perp\). But then \(\sum w = 0\) for each row \(w\) in \(W\) which means that the characteristic vector of \(K\) is \(W\kappa = 0\). This is a contradiction, so there must exist a point \((x, y)\) such that \(f(x) = y\) for all \(f \in K\). Since there are only \(q^2\) polynomials that satisfy this condition, \(K\) consists of all polynomials \(f\) with \(f(x) = y\). This proves Theorem 5.3.
5.3 2-intersecting families in Laguerre planes

The spectral methods to bound the size of a 2-intersecting family in a Laguerre plane of odd order (the Delsarte LP clique and coclique bounds) yield as bound \( \frac{q^2}{2} \). We can also prove this bound using more or less the same arguments as Blokhuis and Bruen [BB89] used for Möbius planes. The advantage of the second method is that it works for all Laguerre planes, only uses elementary arguments, and can easily be proven to not be feasible.

So suppose that \( K \) is a 2-intersecting family in a Laguerre plane of order \( q \). Take a point \( P \) and look in the residue at \( P \). The circles through \( P \) form an intersecting family in this residue. This residue is an affine plane of order \( q \), and the circles through \( P \) are the lines in this affine plane, excluding one parallel class. Since lines intersect if and only if they are in a different parallel class, and there are \( q + 1 \) parallel classes in an affine plane of order \( q \), this means that there are at most \( q \) circles through \( P \) in \( K \). Now fix a circle \( c \in K \). Perform a double count on the set \( Z = \{(P,c') \mid c' \in K \setminus \{c\}, P \in c \cap c'\} \). Since \( K \) is 2-intersecting, \(|Z| = 2(|K| - 1)\). On the other hand, \( c \) contains \( q + 1 \) points, and every point lies on at most \( q - 1 \) other circle of \( K \), thus \(|Z| \leq (q + 1)(q - 1)\). Therefore, \(|K| \leq 1 + \frac{(q + 1)(q - 1)}{q} = \frac{q^2 + 1}{q} \).

If this bound were tight, then every point would lie on either \( q \) or 0 circles of \( K \). Therefore, the number of points covered by the circles of \( K \) would equal

\[
\frac{(q + 1) \cdot \frac{q^2 + 1}{q}}{q} = \frac{1}{2} \left( q^2 + q + 1 + \frac{1}{q} \right),
\]

which isn’t an integer. Thus we have proven the following theorem

**Theorem 5.10.** If \( F \) is a 2-intersecting family in a Laguerre plane of order \( q \), then \(|F| < \frac{q^2 + 1}{2} \).

For ovoidal Laguerre planes of even order, this bound can be improved substantially. In section 5.6 we prove a weak EKR bound for these Laguerre planes. For ovoidal Laguerre planes of order \( q \), \( q \) odd and small, the size of the largest 2-intersecting family has been determined through computer search. These values can be found in Table 2. This table suggests that the true size is probably more or less linear in \( q \), not quadratic.

| \( q \) | 3 | 5 | 7 | 9 | 11 | 13 |
|-------|---|---|---|---|----|----|
| size  | 4 | 7 | 10 | 13 | 19 | 19 |
| \( \frac{q^2 - 1}{2} \) | 4 | 12 | 24 | 40 | 60 | 84 |

Table 2: This table gives the size of the largest 2-intersecting families in an ovoidal Laguerre plane of order \( q \), for \( q \leq 13 \) odd. We compare it with the bound of Theorem 5.10.

5.4 The association scheme for ovoidal Laguerre planes of even order

Throughout the rest of this section, we will assume that \( q > 2 \) is even. Let \( L \) denote an ovoidal Laguerre plane of order \( q \). Let \( Q \) denote the oval in PG(3, \( q \)) from which \( L \) is constructed. Let \( R \) be the vertex of this cone. Take an oval plane \( \pi \). Since \( \pi \) intersects \( Q \) in an oval and \( q \) is even, this oval has a nucleus \( N \). We call \( N \) the nucleus of \( \pi \). Take another oval plane \( \rho \). Then \( \Psi_{\pi,\rho} \) as defined in Remark 5.1 is an collineation from \( \pi \) to \( \rho \), which maps \( \pi \cap Q \) to \( \rho \cap Q \). Therefore, it must map the nucleus of \( \pi \) to the nucleus of \( \rho \). This means that the nucleus of \( \rho \) lies on the line \( \nu = \langle N, R \rangle \). Thus, for every oval plane \( \rho \), the nucleus of \( \rho \) lies on \( \nu \).

We can make a slight modification to the incidence structure \( L \) of the Laguerre plane. Let \( Q_+ \) denote the set \( (Q \cup \nu) \setminus \{R\} \). Consider the incidence structure \( L_+ \) with \( Q_+ \) as point set, and the oval planes as blocks. (Technically, a block in this incidence structure is the intersection of \( Q_+ \) and an oval plane.) In the original Laguerre plane \( L \), two oval planes \( \pi \) and \( \rho \) intersect in a unique point of \( Q \) if and only if the line \( \pi \cap \rho \) is a tangent, and thus contains the nuclei of \( \pi \) and \( \rho \). This happens if and only if \( \pi \) and \( \rho \) have the same nucleus. Therefore, no two circles in \( L_+ \) intersect in exactly one point. An intersecting family of circles in \( L \) is the same thing as a 2-intersecting family in \( L_+ \).

We prove that the relations \( R_0, R_2, R_3 \) define an association scheme on the circles of \( L_+ \). We do this by using a link between two-weight codes and strongly regular graphs, first explored by Delsarte [Del71, Del72]. We also refer to the survey of Calderbank and Kantor [CK86].
Result 5.11 (CKNS Theorem 3.2, Corollary 3.5]). Let \( A \) be a set in \( \mathrm{PG}(k-1, q) \) that spans the entire space. Let \( \Omega \) denote the set \( \{ v \in \mathbb{F}_q^k \mid (v) \in A \} \). Let \( G(\Omega) \) denote the graph with as vertices the vectors of \( \mathbb{F}_q^k \), where two vertices \( v \) and \( w \) are adjacent if and only if \( v - w \in \Omega \). Then the following are equivalent:

1. \( |A| = n \) and \( A \) intersects every hyperplane of \( \mathrm{PG}(k-1, q) \) in \( n - w_1 \) or \( n - w_2 \) points.

2. The adjacency matrix of \( G(\Omega) \) has eigenvalues \( n(q-1) \) with \( \{1\} \) as eigenspace, \( n(q-1) - qw_1 \), and \( n(q-1) - qw_2 \).

We can choose coordinates of \( \mathrm{PG}(3, q) \) in such a way that \( R = (0, 0, 0, 1) \). The oval planes are exactly the planes missing \( R \), hence the planes \( \pi_{a,b,c} \) with equation \( X_3 = aX_0 + bX_1 + cX_2 \). Now let \( \mathcal{O} \) denote the intersection of \( Q_+ \) and \( \pi_{0,0,0} \). Then \( \mathcal{O} \) is a so-called hyperoval, i.e. a set of \( q + 2 \) points in a projective plane of order \( q \), such that each line intersects \( \mathcal{O} \) in 0 or 2 points. There are \( \binom{q+2}{2} \) secant lines and \( \binom{q}{2} \) skew lines. Define the set \( \mathcal{O} = \{(a,b,c) \in \mathbb{F}_q^3 \mid (\forall(x,y,z,0) \in \mathcal{O})(ax + by + cz \neq 0)\} \).

Then a line in \( \pi_{0,0,0} \) is skew to \( \mathcal{O} \) if and only if this line has an equation of the form \( X_3 = aX_0 + bX_1 + cX_2 = 0 \) with \( (a,b,c) \in \mathcal{O} \). A point \( P \in \mathcal{O} \) lies on no skew lines to \( \mathcal{O} \), a point \( P \in \mathcal{O} \) lies on \( \frac{q}{2} \) skew lines to \( \mathcal{O} \). Dually, this means that if \( A \) denotes the set \( \{(v) \mid v \in \mathcal{O}\} \) in \( \mathrm{PG}(2, q) \), then every line in \( \mathrm{PG}(2, q) \) intersects \( A \) in 0 or \( \frac{q}{2} \) points. Thus, \( A \) and \( \mathcal{O} \) are as in Result 5.11 with \( n = \binom{q}{2} \), \( n - w_1 = \frac{q}{2} \), and \( n - w_2 = 0 \).

Now let \( G \) denote the graph with adjacency matrix \( A_3 \), i.e. the vertices of \( G \) are the oval planes, and two vertices \( \pi \) and \( \rho \) are adjacent if and only if \( \pi \cap \rho \cap Q_+ = \emptyset \).

Lemma 5.12. The graph \( G(\mathcal{O}) \) is isomorphic to \( G \).

Proof. We map the vertex \( \pi_{a,b,c} \) of \( G \) to the vertex \( (a, b, c) \) of \( G(\mathcal{O}) \). To prove that this is a graph isomorphism, we need to show that \( \pi_{a,b,c} \cap \pi_{a',b',c'} \cap Q_+ = \emptyset \) if and only if \( (a, b, c) - (a', b', c') \in \Omega \).

So take two distinct oval planes \( \pi_{a,b,c} \) and \( \pi_{a',b',c'} \). They intersect in the line \( l \) with equation \( X_3 = aX_0 + bX_1 + cX_2 \) and \( (a - a')X_0 + (b - b')X_1 + (c - c')X_2 = 0 \). Note that \( l \cap Q_+ = \emptyset \) if and only if \( (l,R) \cap Q_+ = \emptyset \). The plane \( (l,R) \) has equation \( (a - a')X_0 + (b - b')X_1 + (c - c')X_2 = 0 \). The set \( Q_+ \) consists of all the points \( (x, y, z, u) \) with \( (x, y, z, 0) \in \mathcal{O} \) and \( u \in \mathbb{F}_q \). Thus, no point of \( Q_+ \) lies in \( (l,R) \) if and only if there are no solutions to \( (a - a')x + (b - b')y + (c - c')z = 0 \) with \( (x, y, z, 0) \in \mathcal{O} \). This is equivalent to \( (a, b, c) - (a', b', c') \in \Omega \).

Hence, we can use Result 5.11 to calculate the spectrum of \( A_3 \). In the notation of Result 5.11 \( n = w_2 = \binom{q}{2} \), \( w_1 = (q - 2)\frac{q}{2} \), which means that the eigenvalues of \( A_3 \) are \( n(q-1) = (q-1)^2 \frac{q}{2} \), \( n(q-1) - qw_1 = \frac{q^2}{2} \), and \( n(q-1) - qw_2 = -(q-1)^2 \). Regular graphs with only three distinct eigenvalues can be found in the literature under the name strongly regular graphs, see e.g. [GM16 §5], [BCNS9 §1.3]. There is a simple and well-known way to calculate the multiplicities of the eigenvalues. Let \( m_1 \) and \( m_2 \) denote the multiplicities of \( \frac{q}{2} \) and \( -(q+1)\frac{q}{2} \) respectively. The sum of the multiplicities of the eigenvalues of \( A_3 \) equals the size of \( A_3 \), hence \( 1 + m_1 + m_2 = q^2 \). The sum of the eigenvalues of \( A_3 \) counted with multiplicity equals the trace of \( A_3 \), hence \( 1 \cdot (q-1)^2 \frac{q}{2} + m_1 \frac{q}{2} - m_2(q-1)\frac{q}{2} = 0 \). This implies that \( m_1 = (q+1)(q-1)^2 \) and \( m_2 = (q-1)(q+1) \). Then \( A_2 = J - I - A_3 \), and it is easy to check that \( I, A_2, A_3 \) constitute a 2-class association scheme. Let \( V_1 \) and \( V_2 \) denote the eigenspace of \( A_3 \) for eigenvalue \( \frac{q}{2} \) and \( -(q+1)\frac{q}{2} \) respectively. Then \( A_2 \) has eigenvalue \( (q^2 - 2) \) on \( \{1\} \), \( \frac{-2q^2}{q^2} \) on \( V_1 \), and \( \frac{q^2 - 2}{2} \) on \( V_2 \).

5.5 Intersecting families in ovoidal Laguerre planes of even order

Let \( G \) still denote the graph with adjacency matrix \( A_3 \). Then 2-intersecting families in \( L_+ \) are equivalent to cocliques in \( G \). We apply Hoffman’s ratio bound.

\[
\alpha(G) \leq \frac{q^3}{1 + \frac{(q-1)^2 \frac{q}{2}}{(q-1)^2}} = q^2.
\]

A coclique attaining this bound has its characteristic vector in \( \{1, V_2\} \). Consider the incidence matrix \( W \) of \( L_+ \). Then \( WW^t \) is a symmetric matrix, indexed by the oval planes, and \( WW^t(\pi, \rho) \) equals the number of points in \( \pi \cap \rho \cap Q_+ \). Therefore,

\[
WW^t = (q+2)I + 2A_2.
\]

Hence, \( \ker(WW^t) = V_1 \), and \( \col(W) = \col(WW^t) = \ker(WW^t)^+ = \{1, V_2\} \).
Thirdly, suppose that oval plane \(\pi\) parallel. 

Secondly suppose that \(m\) the rows corresponding to oval planes in relation \(\pi\). Then \(W_\pi\kappa_\pi = 0\). We determine \(\ker(W_\pi) = \ker(W_\pi^2W_\pi)\). The \((P,Q)\)-entry of \(W_\pi^2W_\pi\) equals the number of oval planes through \(P\) and \(Q\), intersecting \(\pi\) in a skew line. We extend the parallel relation of \(L\) by taking \(\nu \setminus \{R\}\) as parallel class. In other words, any two points \(P\) and \(Q\) of \(Q_+\) are parallel if and only if \(P, Q, R\) are collinear.

First suppose that \(P = Q\). Each of the \((q - 1)\frac{q}{2}\) skew lines in \(\pi\) lies in a unique plane through \(P\). Every plane through \(P\) and \(R\) contains the point parallel to \(P\) in \(\pi\), and hence doesn’t intersect \(\pi\) in a skew line. Therefore, there are \((q - 1)\frac{q}{2}\) oval planes through \(P\) intersecting \(\pi\) in a skew line.

Secondly suppose that \(P \neq Q\), but \(P\) and \(Q\) are parallel. Then no plane through \(P\) and \(Q\) is an oval plane.

Thirdly, suppose that \(P\) and \(Q\) are not parallel. Consider the line \(m = \langle P, Q \rangle\). Since \(P\) and \(Q\) are not parallel, \(R \not\in m\). Then \(m\) can contain at most two points of \(Q_+\), thus \(m \cap Q_+ = \{P, Q\}\). In particular, \(m \cap \pi \notin \{P, Q\}\). Thus, \(m \cap \pi\) is a point outside of \(Q_+\), and therefore lies on \(\frac{q}{2}\) skew lines in \(\pi\), each giving us a unique plane through \(m\). All these planes are oval planes, since there is only one plane through \(m\) and \(R\), and this plane contains the points of \(\pi \cap Q_+\) parallel to \(P\) and \(Q\). We may conclude that

\[
W_\pi^2W_\pi(P, Q) = \begin{cases} \frac{(q - 1)q}{2} & \text{if } P = Q, \\ 0 & \text{if } P \neq Q, \text{ and } P \text{ and } Q \text{ are parallel}, \\ \frac{q}{2} & \text{if } P \text{ and } Q \text{ aren’t parallel}. \end{cases}
\]

Suppose that the ordering of the columns of \(W_\pi\) consists of \(q + 2\) consecutive blocks, each of \(q - 1\) parallel points. Then

\[
W_\pi^2W_\pi = \frac{q}{2}\left((q - 1)I_{(q+2)(q-1)} + (J_{q+2} - I_{q+2}) \otimes J_{q-1}\right).
\]

Hence, the kernel of \(W_\pi^2\) equals the eigenspace of \((J_{q+2} - I_{q+2}) \otimes J_{q-1}\) with eigenvalue \((-q - 1)\). The matrix \(J_{q+2} - I_{q+2}\) has eigenvalue \(q + 1\) on \((1_{q+1})^\perp\), and eigenvalue \(-1\) on \((1_{q+2})^\perp\). The matrix \(J_{q-1}\) has eigenvalue \(q - 1\) on \((1_{q-1})^\perp\), and eigenvalue \(0\) on \((1_{q-2})^\perp\). As can be deduced from (2.7) the eigenvectors of \((J_{q+2} - I_{q+2}) \otimes J_{q-1}\) with eigenvalue \((-q - 1)\) are the from \(v \otimes 1_{q-1}\), with \(v \in \langle 1_{q+2} \rangle^\perp\). Thus, \(\kappa_\pi = v_\pi \otimes 1_{q-1}\) for some \(v_\pi \in \langle 1_{q+1} \rangle^\perp\). This means the following. We can interpret \(v_\pi\) as a function on the parallel classes. Recall that we denote the parallel class containing a point \(P\) as \(\mathcal{P}\). For each point \(P \in Q_+ \setminus \pi\), \(\kappa(P) = v_\pi(P)\), and \(\sum_{P \in \pi \cap Q_+} v_\pi(P) = 0\). Such a vector \(v_\pi\) exists for each \(\pi \in K\).

The end of the proof is analogous to the end of the proof for ovoidal Laguerre planes of odd order. Take two planes \(\pi\) and \(\rho\) in \(K\). Take a point \(P \in \pi \cap \rho\), and let \(Q\) be the point parallel with \(P\) in \(\rho\). Since we assumed that \(q > 2\), there exists a point \(T \in \mathcal{P} \setminus \{P, Q\}\). Then \(v_\pi(P) = \kappa(T) = v_T(P)\). Thus, \(v_\pi\) is equal for all \(\pi \in K\). We drop the subscript and denote this vector as \(v\). If for each point \(P \in Q_+\) there exists a plane \(\pi \in K\) with \(P \notin \pi\), then \(\kappa(P) = v(T)\) for all points \(P\). Take the row \(w\) of \(W\) corresponding to the oval plane \(\rho\). Then \(\forall \pi \in \pi \cap Q_+ \kappa(P) = \sum_{P \in \pi \cap Q_+} v_\pi(P) = 0\) since \(v \in \langle 1 \rangle^\perp\). But then \(W\kappa = 0\), which means that \(K = 0\). This is a contradiction, thus there must exist a point \(P\) that lies in all planes of \(K\). Since \(|K| = q^2\) equals the number of oval planes through a point, \(K\) consists exactly of all oval planes through \(P\).

Therefore, the 2-intersecting families of size \(q^2\) in \(L_+\) are exactly the families consisting of all oval planes through a fixed point. This means that there are two types of intersecting families in the Laguerre plane \(L\).

**Theorem 5.13.** Let \(\mathcal{F}\) be an intersecting family in an ovoidal Laguerre plane \(L = (\mathcal{P}, \mathcal{B})\) of even order \(q > 2\). Then \(|\mathcal{F}| \leq q^2\). Equality holds if and only if \(\mathcal{F}\) consists of all circles through a fixed point of \(\mathcal{P}\), or all circles with a fixed nucleus.

Since two circles in \(L\) intersect in a unique point of \(Q\) if and only if they share a nucleus, this theorem is clearly equivalent to Theorem 1.5.

What can we say for \(q = 2\)? The only ovals in \(PG(2, 2)\) are the conics, so we can use the polynomial description for the Laguerre plane of order 2. Two polynomials \(f\) and \(g\) are in relation \(R_3\) if and only if \(f - g\) has no roots in \(F_2 \cup \{\infty\}\). The only polynomial of degree at most 2 with no roots over \(F_2 \cup \{\infty\}\) is \(X^2 + X + 1\). Thus, an intersecting family is the same set as a set of polynomials \(K\) such that for any \(f \in K\), \(X^2 + X + 1 - f \notin K\). Therefore, to make an intersecting family, we need to choose at
most 1 polynomial from each of the 4 pairs of the form \( \{ f, X^2 + X + 1 - f \} \). This way we see that the maximum size is \( 4 = q^2 \). However, there are \( 2^4 = 16 \) options to create such a family. On the other hand, there are only 6 points in \((\mathbb{F}_2 \cup \{\infty\}) \times \mathbb{F}_2\), and 2 nuclei in the geometrical description of the Laguerre plane. Hence, the “classical” intersecting families only account for 8 of the 16 intersecting families of size 4. This gives us a weak, but definitely not a strong EKR property.

### 5.6 2-intersecting families in ovoidal Laguerre planes of even order

2-intersecting families in ovoidal Laguerre planes of odd order satisfy the weak EKR-property, which can be proven very easily.

**Theorem 5.14.** Let \( \mathcal{F} \) be a 2-intersecting family in an ovoidal Laguerre plane of even order \( q \). Then \( |\mathcal{F}| \leq q \), and this bound is tight.

**Proof.** If two oval planes share a nucleus, they are intersecting. Since there are only \( q \) nuclei, \( \mathcal{F} \) is a 2-intersecting family. The largest intersecting family is the set of all polynomials. The graph of any two polynomials in \( \mathcal{F} \) are adjacent if and only if \( f - g \) has at least \( t \) distinct roots. Call a family \( \mathcal{F} \) of polynomials \( t \)-intersecting if any two polynomials in \( \mathcal{F} \) are \( t \)-intersecting. Call \( \mathcal{F} \) non-\( t \)-intersecting if no two distinct elements of \( \mathcal{F} \) are \( t \)-intersecting. We are interested in the largest set of pairwise \( t \)-intersecting polynomials.

**Lemma 6.1.** Assume that \( t \leq k < q \). The largest \( t \)-intersecting family in \( U_{q,k} \) has size \( q^{k+1-t} \). The largest non-\( t \)-intersecting family in \( U_{q,k} \) has size \( q^t \).

**Proof.** Consider the graph \( G \) with \( U_{q,k} \) as vertices, and where \( f \) and \( g \) are adjacent if and only if \( f \) and \( g \) are \( t \)-intersecting. Cliques and cocliques in this graph are exactly the \( t \)-intersecting and non-\( t \)-intersecting families of \( U \) respectively. Thus, we need to prove that \( \omega(G) = q^{k+1-t} \) and that \( \alpha(G) = q^t \). Choose \( t \) distinct values \( x_1, \ldots, x_t \) in \( \mathbb{F}_q \), and \( t \) (not necessarily distinct) numbers \( y_1, \ldots, y_t \) in \( \mathbb{F}_q \). Then all polynomials \( f \) such that \( (\forall i \in [1,t])(f(x_i) = y_i) \) are a set of \( q^{k+1-t} \) pairwise \( t \)-intersecting polynomials, hence \( \omega(G) \geq q^{k+1-t} \). On the other hand, \( U_{q,t-1} \) is a non-\( t \)-intersecting family of size \( q^t \), hence \( \alpha(G) \geq q^t \).

We can easily prove that \( G \) is vertex transitive, since it is a Cayley graph: for each \( f \in U \), the map \( U \to U : g \mapsto g + f \) is an automorphism of \( G \), and these automorphisms work sharply transitive on the vertices of \( G \). Furthermore, \( G \) has \(|U| = q^{k+1} \) vertices, hence the clique-coclique bound implies that \( \omega(G)\alpha(G) \) is at most \( q^{k+1} \), which finishes the proof.

This proves the weak EKR-property for \( t \)-intersecting families of polynomials. For 1-intersecting families in \( U_{q,k} \), \( 2 \leq k < q \), the strong EKR-property holds. To state the theorem, let \( \mathcal{F}_{x,y} \) denote the set \( \{ f \in U_{q,k} || f(x) = y \} \), \( x, y \in \mathbb{F}_q \).

**Theorem 6.2.** Assume that \( 2 \leq k < q \). Then the intersecting families of size \( q^k \) in \( U_{q,k} \) are exactly the families \( \mathcal{F}_{x,y} \), for \( x, y \in \mathbb{F}_q \).

**Proof.** The theorem will be proven through induction on \( k \). First assume that \( k = 2 \). Let \( \mathcal{F} \) be an intersecting family in \( U_{q,2} \) of size \( q^2 \). If we extend each function \( f : \mathbb{F}_q \to \mathbb{F}_q : X \mapsto aX^2 + bX + c \) to a function on \( \mathbb{F}_q \cup \{\infty\} \) by defining \( f(\infty) = a \), then the polynomials of \( U_{q,2} \) represent the circles of an ovoidal Laguerre plane (see Remark 5.2). Note that in this interpretation \( \mathcal{F} \) is still an intersecting family. Suppose that \( q \) is odd. By Theorem 1.4 the strong EKR property holds and \( \mathcal{F} = \mathcal{F}_{x,y} \), for some \( x \in \mathbb{F}_q \cup \{\infty\} \), and \( y \in \mathbb{F}_q \). If \( x = \infty \), then \( \mathcal{F} \) contains \( yX^2 \) and \( y^2X^2 + 1 \), which are not intersecting in our original interpretation. Thus, \( x \neq \infty \). Now suppose that \( q \) is even. The assumptions from the theorem imply that \( q > 2 \). By Theorem 1.5 \( \mathcal{F} = \mathcal{F}_{x,y} \), for some \( x \in \mathbb{F}_q \cup \{\infty\} \), and \( y \in \mathbb{F}_q \), or \( \mathcal{F} \) consists of a polynomial \( f \) and all polynomials which are exactly 1-intersecting with \( f \) in the Laguerre interpretation. Two polynomials belong to a family of the latter type if and only if their linear coefficient is equal. This
means that such a family contains polynomials $f$ and $f + 1$, which aren’t intersecting in our original interpretation. Thus $\mathcal{F}$ is of the former type. We can exclude $x = \infty$ as we did for $q$ odd. Thus, the case $k = 2$ is proven.

Assume that $U_{q,k}$ satisfies the strong EKR property, $k \leq q - 2$. This assumption is the induction hypothesis. Take an intersecting family $K$ in $U = U_{q,k+1}$ of size $q^{k+1}$. Divide $K$ into $q$ classes $K_{\alpha, \gamma}$, where $f \in K_{\alpha, \gamma}$ if and only if the leading coefficient of $f$ is $\alpha$. Note that $K_{\alpha, \gamma}$ is isomorphic to $U_{q,k}$ with respect to the property of being $\gamma$-intersecting (for any value of $t$). Therefore, since $K_{\alpha, \gamma}$ is an intersecting family, $|K_{\alpha, \gamma}| \leq q^k$ by Lemma 6.1. Since $|K| = q^{k+1}$, this implies that $|K_{\alpha, \gamma}| = q^k$ for each $\alpha$. Thus we know from the induction hypothesis that for every $\alpha$ there exist $x_\alpha$ and $y_\alpha$ such that $f(x_\alpha) = y_\alpha$ for all $f \in K_{\alpha, \gamma}$.

Case 1: $x_\alpha = y_\alpha = 0$.

We want to show that $x_\alpha = y_\alpha = 0$ for all other $\alpha$’s. In other words, given $f \in K_{\alpha, \gamma}$, we must show that the constant term of $f$ is zero. Assume by contradiction that there is a polynomial $f \in K_{\alpha, \gamma}$ with $f(X) = \alpha X^{k+1} + \sum_{i=1}^k \beta_i X^i + \gamma$, and $\gamma \neq 0$. We prove that there exists a polynomial $g \in K_{\alpha, \gamma}$ not intersecting $f$. Note that the set $\{f - g \mid g \in K_{\alpha, \gamma}\}$ are all polynomials with leading coefficient $\alpha$ and constant term $\gamma$. Thus, fixing $\alpha$ and $\gamma$, it suffices to show that we can choose the values $\beta_i$ such that $f$ has no roots over $\mathbb{F}_q$. It follows from the theory of Vandermonde matrices that if we choose distinct non-zero values $x_1, \ldots, x_j \in \mathbb{F}_q^*$, $j \leq k$, then the matrix

$$V = \begin{pmatrix} 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 1 \\ \vdots & \vdots & & \vdots & \vdots \\ x_{j+1} & x_j & \cdots & x_1 & 1 \\ \end{pmatrix}$$

has full rank. This means that given $\alpha$ and $\gamma$ and predetermined values of $f$ in $x_1, \ldots, x_j$, there are $q^{k-j}$ ways to choose the $\beta_i$ coefficients. Given $k + 1$ values $x_1, \ldots, x_{k+1}$, there is a unique polynomial with leading coefficient $\alpha$ and $x_1, \ldots, x_{k+1}$ as roots, namely $\alpha(X - x_1) \cdots (X - x_{k+1})$. Its constant coefficient is $\alpha(-1)^{k+1} x_1 \cdots x_{k+1}$. Let $(\mathbb{F}_q^*)_j$ denote all subsets of $\mathbb{F}_q^*$ of size $j$. By the inclusion-exclusion principle,

$$\left| \bigcap_{1 \leq i \leq j} N_{x_i} \right| = \begin{cases} q^{k-j} & \text{if } j \leq k, \\
1 & \text{if } j = k + 1 \text{ and } x_1 \cdots x_{k+1} = (-1)^{k+1} \frac{\alpha}{\gamma}, \\
0 & \text{otherwise.} \end{cases}$$

(1)

Let $(\mathbb{F}_q^*)_j$ denote all subsets of $\mathbb{F}_q^*$ of size $j$. By the inclusion-exclusion principle,

$$\left| \bigcap_{1 \leq i \leq j} N_{x_i} \right| = \sum_{j=1}^{k+1} (-1)^{j-1} \sum_{A \in \binom{\mathbb{F}_q^*}{j}} \left| \bigcap_{x \in A} N_{x} \right| = \sum_{j=1}^{k} (-1)^{j-1} \binom{q-1}{j} q^{k-j} + (-1)^k s,$$

(1)

where $s$ is the number of $(k+1)$-sets of $\mathbb{F}_q^*$ for which the product of the elements equals $(-1)^{k+1} \alpha/\gamma$. Note that $0 \leq s \leq \frac{1}{k+1} \binom{q-1}{k}$, since each $k$-set can be extended in at most one way to a $(k + 1)$-set with prescribed product, and every $(k+1)$-set has $k+1$ subsets of size $k$. Also note that

$$\frac{(q-1)^{q-k-j}}{(q+1)^{q-k-(j+1)}} = \frac{\binom{q}{j} \binom{q-j-1}{k-j}}{\binom{q}{j+1} \binom{q-j}{k-j}} = \frac{q(j+1)}{q-1-j} \geq j + 1.$$

Hence, the right hand side of (11) is an alternating series where the terms decrease in absolute value. Thus, we can bound it from above by the first term $(q-j)q^{k-1} < q^{k}$. Therefore, there exists a polynomial $f$ with leading coefficient $\alpha$ and constant term $\gamma$, which is not a member of $\bigcup_{x \in \mathbb{F}_q^*} N_{x}$, meaning $f$ has no roots. This completes the contradiction.

Case 2: $x_\alpha \neq y_\alpha$.

Consider the bijection $\sigma : U \to U : f \mapsto f(X + x_\alpha) - y_\alpha$. Note that $\sigma$ maps $K$ to an intersecting set where $x_0 = y_0 = 0$. Therefore, as was proven in Case 1, $x_\alpha = y_\alpha = 0$ for all $(\sigma(K))_\alpha$. Reversing, $\sigma$, this means that $x_\alpha = x_\alpha$ and $y_\alpha = y_\alpha$ for all $\alpha$, proving the strong EKR property.

Hence, we have proven Theorem [7,2].
7 Minkowski planes

7.1 Intersecting families in ovoidal Minkowski planes

An ovoidal Minkowski plane arises from the points and oval planes of a quadratic set in $\text{PG}(3,q)$, with no singular points, containing a line. By Buekenhout’s result [Bue69], the only such sets are the hyperbolic quadrics (see [Har4]). The corresponding Minkowski plane can be represented as the graphs of the elements of $\text{PGL}(2,q)$ [Har4, §5]. In other words, as the incidence structure $(\mathcal{P}, \mathcal{B})$ with $\mathcal{P} = \text{PG}(1,q) \times \text{PG}(1,q)$, and the elements of $\mathcal{B}$ are the graphs $\{(P,f(P)) \mid P \in \text{PG}(1,q)\}$ of $f \in \text{PGL}(2,q)$. As a consequence, the main theorem of [MS11] is equivalent to the following theorem.

**Theorem 7.1.** Let $M = (\mathcal{P}, \mathcal{B})$ be an ovoidal Minkowski plane of order $q$. Let $\mathcal{F}$ be an intersecting family in $M$. Then $|\mathcal{F}| \leq q(q-1)$. Equality occurs if and only if $\mathcal{F}$ consists of all circles through a point of $\mathcal{P}$.

For ovoidal Minkowski planes of even order, the relations of Definition 5.11 constitute an association scheme. This does not hold for odd values of $q$, because the graph corresponding to relation $R_3$ has 5 distinct eigenvalues (see [MS11] Table 3). For the sake of completion, we mention that the matrices of eigenvalues and dual eigenvalues of the association scheme for $q$ even are

$$P = \begin{pmatrix} 1 & q^2 - 1 & q(q + 1)^2/2 & (q - 1)^2/2 \\ 1 & q - 1 & -q & 0 \\ 1 & -(q + 1) & 0 & q \\ 1 & 0 & q^2/2 & -(q - 1)^2/2 \end{pmatrix}, \quad Q = \begin{pmatrix} 1 & (q + 1)^2/2 & (q - 1)^2/2 & q^2 \\ 1 & (q + 1)^2/2 & -(q - 1)^2/2 & 0 \\ 1 & -(q + 1) & 0 & q \\ 1 & 0 & q - 1 & -q \end{pmatrix}.$$

The proof that these are the correct matrices works similar to the previous ones, by calculating the intersection numbers and the intersection matrices. Since we will not really use the association scheme here, we omit this proof from this paper.

7.2 2-intersecting families in Minkowski planes

Using spectral techniques for bounding the size of 2-intersecting families an ovoidal Minkowski plane of even order $q$ yields $1 + (q + 1)^2/2$. Again, this can also be proven by a Blokhuis-Bruen type argument, as was the case for Theorem 5.10.

Take a 2-intersecting family $K$ is a Minkowski plane of order $q$. Take a point $P$, and look in the residue at $P$. This residue is an affine plane of order $q$ in which two parallel classes correspond to the parallel classes of the Minkowski plane. Therefore, there are at most $q - 1$ circles of $K$ through $P$. Double count the set $Z$ as we did for Theorem 5.10. This yields the bound $|K| \leq 1 + (q + 1)^2/2$.

We can improve this bound if $q > 2$. If it were tight, then every point is covered by $q - 1$ or 0 circles of $K$. This implies that the circles of $K$ cover $(q + 1)^2/2$ points (perform a double count). Assume that there are $q - 1$ circles of $K$ through $P$. How many points do they contain? Interpret them as lines in the affine residue through $P$. These circles then become lines pairwise intersecting in a point. Denote these lines as $l_1, \ldots, l_{q-1}$. Then $l_1$ covers $q$ points, adding $l_2$ gives us $q - 1$ extra points, adding $l_3$ gives us at least $q - 2$ extra points etc. In total, they cover at least $q + (q - 1) + \cdots + 2 = (q - 1)^2/2$ points. Note that $(q - 1)^2/2 = (q + 1)^2/2 - 1$. Thus, all points covered by the circles in $K$ distinct from $P$, must lie in the residue at $P$. This means that no point parallel to $P$ is covered. Therefore, if every point lies on 0 or $q - 1$ circles of $K$, then the points covered by the circles of $K$ are pairwise not parallel, which implies that there are at most $q + 1$ such points. This gives a contradiction since $q + 1 < (q + 1)^2/2$ if $q > 2$.

If $q = 2$, the bound states $|K| \leq 1$, which is evidently tight.

**Theorem 7.2.** If $\mathcal{F}$ is a 2-intersecting family in a Minkowski plane of order $q > 2$, then $|\mathcal{F}| \leq (q + 1)^2/2$.

A computer search found the size of the largest 2-intersecting families in the ovoidal Minkowski planes of order $q$ for small values of $q$, see Table 3. The correct size seems to be more or less linear in $q$, in contrast to the quadratic bound from Theorem 7.2.

8 Concluding remarks

This article can serve as an illustration of the potency of the linear algebraic approach to solving EKR-type problems. Some open problems remain.
Table 3: This table gives the size of the largest 2-intersecting family in the ovoidal Minkowski plane of order $q \leq 17$. We compare it with the bound from Theorem 7.2 which holds for $q > 2$.

| $q$ | 2  | 3  | 4  | 5  | 7  | 8  | 9  | 11 | 13 | 16 | 17 |
|-----|----|----|----|----|----|----|----|----|----|----|----|
| size | 1  | 2  | 4  | 5  | 8  | 10 | 12 | 17 | 17 | 28 | 23 |
| $(q + 1)^{\frac{q-2}{2}}$ | 2  | 5  | 9  | 20 | 27 | 35 | 54 | 77 | 119 | 135 |

- Do intersecting families satisfy the strong EKR property in ovoidal Möbius planes of odd order?
- What can we say about non-ovoidal circle geometries?
- What are the largest 2-intersecting families in circle geometries?
- Can we classify the largest $t$-intersecting families of polynomials in $U_{q,k}$?

It is remarkable that the algebraic approach is very fruitful to study 1-intersecting families in ovoidal circle geometries, but is easily surpassed by elementary combinatorial arguments to study 2-intersecting families.

We also mention that there is a natural correspondence between $U_{q,k}$ and Reed-Solomon codes over $\mathbb{F}_q$ of dimension $k + 1$ and length $q$. Therefore, the results in this paper can be translated to results on Reed-Solomon codes. The classical Laguerre planes corresponds to the extended Reed-Solomon codes of dimension 3. This raises the question whether we can say something in general about the EKR properties for MDS codes.
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