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Abstract

We compute the resummed on-shell $W^+W^-$ production cross section under a jet-veto at the LHC to partial N$^3$LL order matched to the fixed order NNLO result. Differential NNLO cross sections are obtained from an implementation of $q_T$ subtraction in Sherpa. The two-loop virtual corrections to the $qar{q} \to W^+W^-$ amplitude, used in both fixed order and resummation predictions, are extracted from the public code qqvamp. We perform resummation using soft collinear effective theory (SCET), with approximate beam functions where only the logarithmic terms are included at two-loop. In addition to scale uncertainties from the hard matching scale and the factorization scale, rapidity scale variations are obtained within the analytic regulator approach. Our resummation results show a decrease in the jet-veto cross-section compared to NNLO fixed order predictions, with reduced scale uncertainties compared to NNLL+NLO resummed predictions. We include the loop-induced $gg$ contribution with jet veto resummation to NLL+LO. The prediction shows good agreement with recent LHC measurements.
I. INTRODUCTION

Run 1 and Run 2 of the LHC represent an unprecedented reach in the energy frontier. This resulted in the Higgs discovery and also opened up opportunities for electroweak precision measurements. While precision electroweak processes are important in their own right, they also serve as the largest backgrounds to the important Higgs decays. Thus it is imperative to confirm electroweak predictions.

The WW channel is particularly interesting because it tests the structure of the three gauge boson vertex and is extremely sensitive to anomalous gauge boson couplings. Furthermore, the $W^+W^-$ channel is a significant background for many beyond the standard model searches (BSM). The $h \rightarrow W^+W^-$ signal has the standard model (SM) $W^+W^-$ production as an irreducible background. All of these considerations make it crucial to understand $W^+W^-$ production as accurately as possible [1–6].

The 7 and 8 TeV run, while confirming the Higgs prediction, provided little evidence in terms of BSM physics, with most electroweak channels agreeing exactly with the SM predictions. Comparing with the NLO fixed order calculation, a $3\sigma$ excess in the $W^+W^-$ channel was initially reported by both ATLAS and CMS [7–10] and this led to speculation about the existence of new physics [11–16]. Recent experimental results at 8 [17, 18] and 13 TeV [19, 20], however, show good agreement with NNLO predictions [1, 2].

It is interesting to note that the $W^+W^-$ channel has a large top quark background. In order to tame this background, events containing jets with transverse momentum above 25 (30) GeV for ATLAS (CMS) are vetoed. This jet veto cut necessary to obtain the fiducial cross section is unique to the $W^+W^-$ channel among electroweak processes. The presence of a new scale (the jet-veto scale) different from the typical energy scale $\sim 2m_W$ introduces large logarithms in perturbation theory. In fact, the average $m_{WW}$ is about 50% larger than the absolute threshold $2m_W$, making the scale disparity even larger. These effects can be significant and increase the theoretical prediction for the fiducial cross section compared with NLO parton shower predictions [21–26]. Including jet veto effects, along with the NNLO fixed order calculation of Ref. [1] creates better agreement with experimental results and indeed this is confirmed by CMS [17]. These developments are summarized in [27].

The availability of two-loop matrix elements for $W^+W^-$ production [28, 29] has made possible NNLO predictions for the $W^+W^-$ production total cross section [1] and differ-
ential distributions \[2\]. Furthermore, it is possible to extend both transverse momentum resummation\[30\] to NNLL +NNLO (equivalent to NNLL’+NNLO in our log-counting convention) and jet-veto resummation calculations to partial N^{3}LL+NNLO. The latter is carried out in this paper using soft collinear effective theory \[31\]-\[37\]. (We include in our partial N^{3}LL resummation only the logarithmic contributions to the beam functions at two-loop.) This leads to more precise results with smaller scale uncertainties as compared to the NLO matched to NNLL jet-veto resummed results\[23, 25\] which subsequently results in better tests of experiment-theory agreement. We also include the loop-induced gg initial state (which starts at α_{s}^{2}) \[38\]-\[40\] with the jet-veto resummation performed at NLL+LO. The NLO contribution to the gg initial state is known\[41\], but not needed at the order we are working. Our numerical results are new, and provide an important test of the structure of the electroweak theory.

The paper is organized as follows. In Section II we review the implementation of differential NNLO diboson production in Sherpa \[42\], and in Section III the SCET formalism for jet veto resummation. In Section IV we present our numerical results, along with a comparison with experimental results, followed by concluding remarks.

II. \textbf{FIXED ORDER}

We make NNLO predictions for on-shell $W^{+}W^{-}$ production with arbitrary cuts, using an implementation of $q_{T}$ subtraction \[31\]-\[43\] in Sherpa \[42\] with matrix element generators AMEGIC++ \[44\] and Comix \[45\]. We use the SCET transverse momentum factorization formalism \[46\], with the 2-loop transverse parton distribution functions calculated in \[47\], to predict the NNLO cross section below a given $q_{T}^{\text{cut}}$ for the $W^{+}W^{-}$ pair momentum. This is implemented as a $K$ factor multiplying the Born cross section in Sherpa. The NNLO cross section above the $q_{T}$ cut corresponds to an NLO cross section for $W^{+}W^{-}j$ production \[48\]-\[50\], obtained using Sherpa’s built-in NLO capability based on Catani-Seymour dipole subtraction \[51\] and the OpenLoops implementation \[52\] of one-loop virtual matrix elements (a customized version with $n_{f} = 4$ flavors is used). We extract the two-loop virtual correction from the public code \texttt{qqvvamp} \[28\] for diboson production, together with appropriate coupling factors specific to the $W^{+}W^{-}$ process. In Ref. \[28\], Eq. (6.2)-(6.5) defines the IR-divergent, UV renormalized amplitude in the standard $\overline{\text{MS}}$ scheme at the renormalization
scale $\mu_r = m_{WW}$,
\[ \Omega(\epsilon) = \Omega^{(0)} + \left( \frac{\alpha_s}{2\pi} \right) \Omega^{(1)} + \left( \frac{\alpha_s}{2\pi} \right)^2 \Omega^{(2)}. \]  
(1)

Eq. (6.6) of Ref. [28] defines the IR-finite amplitude in the scheme of [53], and can be re-written as
\[ \Omega^{\text{finite}} = \Omega(\epsilon) \cdot I(\epsilon), \]  
(2)
where
\[ I(\epsilon) = 1 - \left( \frac{\alpha_s}{2\pi} \right) I_1(\epsilon) - \left( \frac{\alpha_s}{2\pi} \right)^2 I_2(\epsilon). \]  
(3)

Several checks are performed to confirm the validity of our extraction of virtual amplitudes from the \texttt{qqvamp} library. First, when only Drell-Yan type diagrams are taken into account by the code, we reproduce the well-known 1-loop and 2-loop hard functions for the Drell-Yan process [3, 54]. Second, we are able to reproduce known 1- and 2-loop diphoton production virtual corrections [55] from \texttt{qqvamp}, by setting the outgoing boson mass close to zero. Third, the one-loop $W^+W^-$ virtual correction extracted from the library agrees with the known results in [4].

We adopt the $n_f = 4$ scheme in both the fixed order and resummed calculations, to avoid complications from top resonances. In the $n_f = 5$ scheme, effects from the top resonance first enter the $W^+W^-$ rate at NLO[1]. We use MSTW 2008 NNLO $n_f = 4$ parton distributions [56]. To speed up the numerical evaluation, we fit the 2-loop virtual correction for both $d$-type and $u$-type quarks, as a function of the pair invariant mass $m_{WW}$ and the polar angle $\theta$. We use cubic interpolation on a two-dimensional grid of size $34 \times 89$, achieving an accuracy of $10^{-4}$ in almost all phase space points. We use the physical constants $G_F = 1.1663787 \times 10^{-5}$ GeV$^{-2}$, $m_W = 80.399$ GeV, and $m_Z = 91.1876$ GeV.

Though we will present cross sections with kinematic cuts in latter parts of the paper, we first check that the total cross section from our implementation reproduces known results, at the renormalization scale and factorization scale $\mu_r = \mu_f = m_{WW}$. For the 13 TeV $pp \to W^+W^-$ total cross section, we obtain $(118.4 \pm 0.4)$ pb with $q_T^{\text{cut}} = m_{WW}/200$ and 46 million integration points, or $(118.8 \pm 0.8)$ pb with $q_T^{\text{cut}} = m_{WW}/2000$ and 342 million integration points, demonstrating excellent $q_T^{\text{cut}}$ independence through one order of magnitude. Both of the above results agree with the known NNLO results in [1] within statistical errors. For the rest of this paper, we will use $q_T^{\text{cut}} = m_{WW}/200$, and omit the uncertainty from $q_T^{\text{cut}}$ dependence, estimated to be around 0.34% from the two numbers above. For 8 TeV, we
obtain \((59.94 \pm 0.16)\) pb with \(q_T^{\text{cut}} = m_{WW}/200\), again in close agreement with Ref. [1]. For the purpose of comparison, these results include the \(gg\) box diagram (without the small interference effect from Higgs intermediate states), which contributes \(3.9\) pb at 13 TeV and \(1.5\) pb at 8 TeV.

III. JET VETO RESUMMATION

We study the process \(q\bar{q}(gg) \to W^+W^- + X\) where \(X\) are hadronic jets satisfying the jet-veto condition, \(p_T^{\text{jet}} < p_T^{\text{veto}}\). The core Born process \(q\bar{q} \to W^+W^-\) starts at \(O(\alpha_s^0)\), while the core Born process \(gg \to W^+W^-\) is loop-induced and starts at \(O(\alpha_s^2)\). Notice that the resummed corrections to \(q\bar{q} \to W^+W^-\) also include \(gg\) initial state contributions, in e.g. the \(O(\alpha_s^2)\) order double-real part, but this is distinct from the loop-induced \(gg \to W^+W^-\) which may be considered as a separate process. Due to the presence of multiple scales, large logarithms of the form \(\alpha_s^n \ln^m \lambda (m \leq 2n)\) arise at higher orders in perturbation theory, with \(\lambda \equiv \left(\frac{p_T^{\text{veto}}}{m_{WW}}\right) \ll 1\) being the ratio of two scales. Methods for resumming these large logarithms are developed in Refs. [57–63]. We employ SCET formalism with \(\lambda\) as the power-counting parameter of the effective theory. While we work at leading order in SCET, the expansion in \(\alpha_s\) in the context of resummation has differing conventions in the literature that we wish to clarify. Counting large logarithms \(\log \lambda \sim \alpha_s^{-1}\), we define \(N^{n+1}\)LL resummation as the expansion in \(\alpha_s^n\) up to and including \(O(\alpha_s^n)\) terms.

Using the SCET formalism with an analytic regulator to deal with rapidity divergences, the jet-veto cross-section factorizes as [62] [64],

\[
\frac{d\sigma}{dm_{WW}dyd\cos\theta} = \sum_{i,j=q,g} \mathcal{H}_{ij}(m_{WW},\mu_f,\mu_b,\cos\theta) \\
\times \mathcal{B}_i(\xi,p_T^{\text{veto}},\mu_f,\nu_B,R) \mathcal{B}_j(\bar{\xi},p_T^{\text{veto}},\mu_f,\bar{\nu}_B,R) \\
\times \left(\frac{\nu_S\bar{\nu}_S}{\nu_B\bar{\nu}_B}\right)^{g(\mu_f)} \mathcal{S}(p_T^{\text{veto}},\mu_f,\nu_S,\bar{\nu}_S,R),
\]

where \(\mathcal{H}, \mathcal{B}\) and \(\mathcal{S}\) are the hard, beam and soft functions, respectively, \(R\) is the jet radius and first enters at two-loops, and \(\nu_S, \bar{\nu}_S, \nu_B, \bar{\nu}_B\) are rapidity renormalization scales. The function \(g(\mu_f)\) is defined in Eq. [26]. In principle, the beam function could depend on an independent scale, \(\mu_b\), but we always take \(\mu_b = \mu_f\). We ignore factorization-violating effects which start at \(O(\alpha_s^4)\) [65] [67].
A. Hard function

The hard function $H$ is roughly speaking the square of the SCET Wilson coefficient $C$ which is obtained by matching SCET to QCD at a hard scale, $\mu_h \sim m_{WW}$, and then by renormalization group (RG) evolving down to the factorization scale, $\mu_f \sim p_T^{\text{soft}}$.

For the NLL+LO resummation of $gg \to W^+W^-$, we only need the LO hard function, which may be easily extracted from the Born-level distributions generated by Sherpa. For the rest of this subsection, we will focus on the 2-loop hard function for $q\bar{q} \to W^+W^-$, needed for $N^3\LL$ resummation.

The SCET hard matching coefficient $C$ is given by,

$$C = \frac{\Omega(\epsilon)}{\Omega_{sc}(\epsilon)} = \Omega(\epsilon) \cdot I_{\text{SCET}}^{\epsilon},$$

(5)

where,

$$I_{\text{SCET}}^{\epsilon} = 1 - \left(\frac{\alpha_s}{2\pi}\right) I_1^{\text{SCET}}(\epsilon) - \left(\frac{\alpha_s}{2\pi}\right)^2 I_2^{\text{SCET}}(\epsilon).$$

(6)

In Eq. (5), $\Omega$ is the full QCD amplitude defined in Eq. (1), and $\Omega_{sc}$ is the amplitude obtained from the SCET Lagrangian by setting the hard matching coefficient to 1. For massless parton scattering, $\Omega_{sc}$ is a dimensionless integral at every non-zero loop order, and contains pure IR poles after MS UV subtraction (here “pure poles” means there are no $\epsilon$-independent constant terms).

In other words, the main difference between the definition of the SCET hard function and the IR subtraction scheme used in qqvvamp is the fact that SCET uses pure poles for subtraction. The amplitude $\Omega^{\text{finite}}$ from qqvvamp can be squared and converted into the SCET hard function $\mathcal{H}$ at the central hard scale $\mu_h = m_{WW}$ by using the relation,

$$\mathcal{H}(\mu_h = m_{WW}) = |\Omega^{\text{SCET}}|^2$$

$$= |\Omega^{\text{finite}}|^2 \left[ 1 + \left(\frac{\alpha_s}{2\pi}\right) \hat{I}_1(\epsilon) + \left(\frac{\alpha_s}{2\pi}\right)^2 \hat{I}_2(\epsilon) \right],$$

(7)

where,

$$\hat{I}_1 = \frac{\pi^2 C_F}{6},$$

$$\hat{I}_2 = \frac{1}{72} C_F \left( \pi^4 C_F + 36\delta_{q_T}^{(1)} + 12\pi^2 K + 48\beta_0 C_F \zeta_3 \right),$$

(8)

and $\delta_{q_T}^{(1)}$ and $K$ are defined in Eq. (6.11) of Ref. [28]. Once we have the 1-loop and 2-loop hard function $\mathcal{H}$ at the scale $m_{WW}$, we use SCET RG running to restore the full dependence
on the scale $\mu_h$. Writing

$$H = H^{(0)} + H^{(1)} a_s + H^{(2)} a_s^2,$$

(9)

where $a_s = \alpha_s/(4\pi)$, and

$$L_h = \log \frac{\mu_h}{m_{WW}},$$

(10)

the $\mu_h$ dependence of $H^{(2)}$ is

$$H^{(2)}(\mu_h) = H^{(2)}(m_{WW}) + 2H^{(1)}(m_{WW}) \gamma_0 L + 2\gamma_1 L$$

$$- 2\Gamma_1 L^2 - 2H^{(1)}(m_{WW}) \Gamma_0 L^2 + 2\gamma_0^2 L^2$$

$$- 4\Gamma_0 \gamma_0 L^3 + 2\Gamma_0^2 L^4 + 2\beta_0 \left( H^{(1)}(m_{WW}) L + \gamma_0 L^2 - \frac{2}{3} \Gamma_0 L^3 \right),$$

(11)

where $\Gamma_n$ and $\gamma_n$ are the perturbative expansions of the cusp and non-cusp part of the anomalous dimension for the Drell-Yan like hard function, found in e.g. [68].

The SCET Wilson coefficients $C$ satisfy the RG equation,

$$\frac{\mu}{\mu} \frac{dC(\mu)}{d\mu} = \left( \Gamma_i^{\text{cusp}} \log \left( \frac{-m_{WW}^2 - i\epsilon}{\mu_h^2} \right) + 2\gamma_i \right) C(\mu),$$

(12)

where $\gamma$ and $\Gamma^{\text{cusp}}$ are the anomalous and cusp-anomalous dimensions, respectively, with $i = F$ for a $q\bar{q}$ initiated process, while $i = A$ for a $gg$ initiated-process. For brevity, we have suppressed Lorentz indices as well as external particle momentum dependence in the Wilson coefficients. $N^3LL$ accuracy requires 3-loop anomalous dimensions which are known and 4-loop cusp anomalous dimensions for which we use the Pade approximation. Up to 3-loops, the gluon anomalous dimensions can be obtained from the quark anomalous dimensions by replacing $C_F$ with $C_A$.

The solution to the RG evolution of the SCET Wilson coefficients can be written as [68],

$$C(\mu) = U(\mu, \mu_h) C(\mu_h),$$

(13)

where the evolution function $U$ is given by,

$$U(\mu, \mu_h) = \exp \left[ 2S(\mu, \mu_h) - 2a_\gamma(\mu, \mu_h)$$

$$- a_\Gamma(\mu, \mu_h) \log \left( \frac{-m_{WW}^2 - i\epsilon}{\mu_h^2} \right) \right],$$

(14)

and expressions for $S$, $a_\gamma$ and $a_\Gamma$ can be found in Ref. [68].

Using Eq. [13], we get the following result for the resummed hard function

$$H(\mu, \mu_h) = |U(\mu, \mu_h)|^2 \tilde{H}(\mu_h)$$

(15)
B. Beam function

The beam functions, at lowest order are simply the PDFs, \( B_i = \phi_i \), while at higher orders the PDFs are convoluted with kernels as follows,

\[
B_i(\xi, p_T^{\text{veto}}, \mu, R) = \int_{\xi}^{1} \frac{dz}{z} \sum_k I_{i-k}(z, p_T^{\text{veto}}, \mu, R) \phi_k(\frac{\xi}{z}, \mu).
\]  

(16)

Expanding the kernels in \( \alpha_s \), we have

\[
I_{i-k}(z, p_T^{\text{veto}}, \mu, R) = \hat{I}^{(0)}_{qi} + a_s \hat{I}^{(1)}_{qi} + a_s^2 \hat{I}^{(2)}_{qi} + \cdots
\]  

(17)

where \( a_s \equiv \alpha_s(\mu)/(4\pi) \). The kernels \( \hat{I} \) are in general functions of \( \{z, \mu, p_T^{\text{veto}}, R\} \). The \( \mathcal{O}(\alpha_s) \) kernels are

\[
\hat{I}^{(1)}_{qq} = -\left[\left(\frac{d_1}{2} + \gamma_0\right) L_\perp + \Gamma_0 \frac{L_\perp^2}{4}\right] \delta(1-z)
- \mathcal{P}^{(1)}_{qq} \frac{L_\perp}{2} + \mathcal{R}^{(1)}_{qq}(z),
\]  

(18)

\[
\hat{I}^{(1)}_{qg} = -\mathcal{P}^{(1)}_{qg} \frac{L_\perp}{2} + \mathcal{R}^{(1)}_{qg}(z),
\]  

(19)

where we define \( L_\perp = 2 \log(\mu/p_T^{\text{veto}}) \), \( \gamma_n \) and \( \Gamma_n \) denote the non-cusp and cusp anomalous dimensions for the hard function at order \( n \), and \( \mathcal{P}^{(n)}_{ij} \) denotes the DGLAP splitting kernel at order \( n \). The non-logarithmic terms in the above equations, denoted by \( \mathcal{R}^{(n)}_{ij} \), can be deduced from Ref. [46], and are given by

\[
\mathcal{R}^{(1)}_{qq}(z) = C_F \left[ 2(1-z) - \frac{\pi^2}{6} \delta(1-z) \right],
\]  

\[
\mathcal{R}^{(1)}_{qg}(z) = 4T_F z(1-z).
\]  

(20)

In addition, we include approximate NNLO kernels by solving RG evolution equations to obtain the terms that depend on \( L_\perp \). Here, \( d_1 = 0 \) while \( d_2 \) depends on the jet radius \( R \) and can be found in Ref. [63]. The \( N^3LL \) ingredient \( d_3 \) also depends on \( R \). The leading \( \log R \) terms in \( d_3 \) are known and can be extracted from [70, 71]. We include these terms in our numerical results.

---

\footnote{Approximate NNLO beam functions have been previously obtained in a different rapidity regularization scheme in Ref. [69].}
The result for \( \hat{i}^{(2)}_{qq} \), describing the quark beam function corresponding to the quark PDF of the same flavor, is

\[
\hat{i}^{(2)}_{qq} = \frac{\Gamma_0^2}{2} \left( \frac{L_\perp}{2} \right)^4 + \left[ (d_1 - 4\beta_0 + 2\gamma_0)\delta(1-z)\mathcal{P}_{qq}^{(1)}(z) \right] \Gamma_0 \left( \frac{L_\perp}{2} \right)^3 + \left\{ \frac{d_1}{2}(d_1 + 4\gamma) - 2\beta_0(d_1 + \gamma) + 2\gamma_0^2 - \Gamma_1 \right\} \times \delta(1-z) - \Gamma_0 \mathcal{R}^{(1)}_{qq}(z) + (d_1 - \beta_0 + 2\gamma_0)\mathcal{P}^{(1)}_{qq}(z) + \frac{\mathcal{P}^{(1)}_{qq}(z) \otimes \mathcal{P}^{(1)}_{qq}(z)}{2} + \frac{\mathcal{P}^{(1)}_{qq}(z) \otimes \mathcal{P}^{(1)}_{qq}(z)}{2} \right\} \left( \frac{L_\perp}{2} \right)^2
\]

\[+ \left\{ - (d_2 + 2\gamma_1)\delta(1-z) - (d_2 - 2\beta_0 + 2\gamma_0)\mathcal{R}^{(1)}_{qq} - \mathcal{P}^{(2)}_{qq}(z) - \mathcal{R}^{(1)}_{qq}(z) \otimes \mathcal{P}^{(1)}_{qq}(z) \right\} \left( \frac{L_\perp}{2} \right) + \mathcal{R}^{(2)}_{qq}(z) \left( \frac{L_\perp}{2} \right)^0,
\]

where,

\[
f(z, \ldots) \otimes g(\xi, \ldots) = \int_{\xi}^{1} \frac{dz}{z} f(z, \ldots) g(\xi/z, \ldots).
\]

The result for \( \hat{i}^{(2)}_{qg} \), describing the quark/anti-quark beam function involving the gluon PDF, is

\[
\hat{i}^{(2)}_{qg} = \Gamma_0 \mathcal{P}^{(1)}_{qg}(z) \left( \frac{L_\perp}{2} \right)^3
\]

\[+ \left\{ - \Gamma_0 \mathcal{R}^{(1)}_{qg}(z) + (d_1 - \beta_0 + 2\gamma_0)\mathcal{P}^{(1)}_{qg}(z)
\right\} \mathcal{P}^{(1)}_{qg}(z) \otimes \mathcal{P}^{(1)}_{qg}(z) + \mathcal{P}^{(1)}_{qg}(z) \otimes \mathcal{P}^{(1)}_{qg}(z) \right\} \left( \frac{L_\perp}{2} \right)^2
\]

\[+ \left\{ - (d_1 - 2\beta_0 + 2\gamma_0)\mathcal{R}^{(1)}_{qg}(z) - \mathcal{P}^{(2)}_{qg}(z)
\right\} \mathcal{R}^{(1)}_{qg}(z) \otimes \mathcal{P}^{(1)}_{qg}(z) \right\} \left( \frac{L_\perp}{2} \right)
\]

\[+ \mathcal{R}^{(2)}_{qg}(z) \left( \frac{L_\perp}{2} \right)^0.
\]
Finally, the result for $\hat{j}_{qq}'^{(2)}$, describing the quark beam function corresponding to the PDF of an anti-quark or a quark of a different flavor, is

$$
\hat{j}_{qq}'^{(2)} = \left\{ \frac{\mathcal{P}_{qq}^{(1)}(z) \otimes \mathcal{P}_{gq}'^{(1)}(z)}{2} \right\} \left( \frac{L_\perp}{2} \right)^2
+ \left\{ -\mathcal{P}_{qq}'^{(2)}(z) - \mathcal{R}_{qq}^{(1)}(z) \otimes \mathcal{P}_{gq}'^{(1)}(z) \right\} \left( \frac{L_\perp}{2} \right)^1
+ \mathcal{R}_{qq}^{(2)}(z) \left( \frac{L_\perp}{2} \right)^0.
$$

The coefficients of $(L_\perp/2)^0$ in the above three equations are unknown, and are set to zero in our calculation. Due to the missing non-logarithmic contributions in the beam functions, we can not claim full N$^3$LL accuracy. We term our resummation with approximate two-loop beam functions as partial N$^3$LL, abbreviated as N$^3$LL$_p$.

C. Rapidity Renormalization Group

We adopt a regularization scheme for rapidity divergences where the soft-function $S = 1$ to all orders in perturbation theory. In the language of the rapidity renormalization group \cite{11, 12}, the factor $(\nu_S\nu_S/\nu_B\nu_B)^{\alpha(n)}$ in Eq. \cite{4} is the result of the RG evolution of the rapidity scale $\nu$ between soft modes ($\nu_S \sim \nu_B \sim \mu_f$) and collinear modes ($\nu_B \sim \nu_B \sim m_{WW}$). Suppressing the $p_T^{\text{veto}}$, $R$ and $\xi$ dependence of the beam functions for brevity, the rapidity scale variation around their central values at the boundaries of the rapidity RG can be summarized as \cite{64},

$$
\left( \frac{\nu_S\nu_S}{\nu_B\nu_B} \right)^{\alpha(n)} \mathcal{B}_i(\mu_f, \nu_B) \mathcal{B}_j(\mu_f, \nu_B)
= \left( \frac{\mu_f^2}{m_{WW}^2} \right)^{\alpha(n)} \left[ r^{-g(\mu_f)} \mathcal{B}_i(\mu_f) \mathcal{B}_j(\mu_f) \right] \mathcal{O}(\alpha_s^n)
$$

where $1/2 < r < 2$ contributes to the rapidity scale uncertainty. The quantity inside the square bracket is expanded to $\mathcal{O}(\alpha_s^n)$ for N$^{n+1}$LL resummation while $g(\mu_f)$ outside the square bracket must be evaluated to $\mathcal{O}(\alpha_s^{n+1})$. For the central scale $r = 1$, Eq. \cite{25} reduces to a form given in Ref. \cite{62} where the factor $(\mu_f^2/m_{WW}^2)^{g(\mu_f)}$ has been termed the ‘collinear anomaly’.
Writing \( g(\mu) \) as a polynomial in \( L_\perp \equiv 2 \log(\mu/p_T^{\text{veto}}) \),
\[
g(\mu) \equiv \sum_{p=0}^{\infty} g^{(p)} L_\perp^p ,
\]
the perturbative expansions for \( g^{(p)} \) are given by [64],
\[
\begin{align*}
g^{(0)} &= a_s d_1 + a_s^2 d_2 + a_s^3 d_3 \\
g^{(1)} &= a_s \Gamma_0 + a_s^2 (\beta_0 d_1 + \Gamma_1) + a_s^3 (2 \beta_0 d_2 + \beta_1 d_1 + \Gamma_2) \\
g^{(2)} &= a_s^2 \beta_0 \Gamma_0 \frac{1}{2} + a_s^3 (\beta_0^2 d_1 + \frac{\beta_1 \Gamma_0}{2} + \beta_0 \Gamma_1) \\
g^{(3)} &= a_s^3 \beta_0^2 \Gamma_0 \frac{1}{3}
\end{align*}
\]
where \( \Gamma_n \) and \( \beta_n \) denote the cusp anomalous dimension and the QCD beta function at order \( n \).

The jet-veto resummed result can be combined with the fixed order result,
\[
\sigma_{\text{matched}}^{\text{N^3LLp+NNLO}} = \sigma_{\text{res}}^{\text{N^3LLp}} + \sigma_{\text{NNLO}} - \sigma_{\text{res}}^{\text{N^3LLp}}|_{\text{exp.}},
\]
and \( \sigma_{\text{res}}^{\text{exp.}} \) is the resummed result expanded up to \( O(\alpha_s^2) \). For the loop-induced \( gg \) contribution, we only match to LO, in which case the matching is trivial. These results can be directly compared with experiment for a given jet veto cut.

### IV. RESULTS

Applying the formalism described in the above sections, we compute fixed-order and resummed \( W^+W^- \) cross section under a jet veto.

We present the fixed order NLO and NNLO cross sections with a jet veto at 13 TeV for two different central scale choices in Tab. [I] Our default choice in the remainder of this section is \( \mu_f = \mu_r = p_T^{\text{veto}} \), which is convenient because we match resummation and fixed order results at the central scale \( \mu_f = p_T^{\text{veto}} \). We see, however, that if we had chosen a larger scale, say \( \mu_f = \mu_r = 2m_W \), the fixed order results would not be much changed. We will comment on the smallness of the scale dependence later. The scale uncertainties in the NLO and NNLO results are obtained by simultaneously varying \( \mu_r \) and \( \mu_f \) up and down by a factor of 2 around the central value \( p_T^{\text{veto}} \).

The central hard scale is taken to be \( \mu_h^2 = m_{WW}^2 \) for the resummation of \( q\bar{q} \to W^+W^- \), but the time-like scale choice \( \mu_h^2 = -m_{WW}^2 \) is used for the loop-induced \( gg \) channel to resum...
TABLE I: Fixed order 13 TeV jet veto cross-sections for two disparate factorization/beam function central scale choices ($p_T^{\text{veto}}$ and $2m_W$) for the ATLAS configuration $p_T^{\text{veto}} = 25$ GeV and $R=0.4$ and CMS configuration $p_T^{\text{veto}} = 30$ GeV and $R=0.5$ for on-shell $W^+W^-$ production. The scale variations are symmetrized, i.e. they are averages over the absolute values of the fluctuations at twice the central scale and half the central scale. All cross section numbers are listed in pb. These numbers do not include the $gg$ initial state.

| Scale Choice | ATLAS       | CMS         |
|--------------|-------------|-------------|
| NLO ($\mu_f = \mu_r = p_T^{\text{veto}}$) | 71.18 ± 2.17 | 74.68 ± 0.77 |
| NLO ($\mu_f = \mu_r = 2m_W$)       | 72.82 ± 1.69 | 77.26 ± 1.30 |
| NNLO ($\mu_f = \mu_r = p_T^{\text{veto}}$) | 70.01 ± 1.09 | 73.46 ± 0.16 |
| NNLO ($\mu_f = \mu_r = 2m_W$)       | 69.68 ± 0.88 | 74.89 ± 0.79 |

The qualitative features of this table also hold true at 8 TeV and for the ATLAS jet veto cuts at both 8 and 13 TeV.
TABLE II: 8 and 13 TeV scale variations for the CMS configuration $p_T^{\text{veto}} = 30$ GeV and $R=0.5$ for on-shell $W^+W^-$ production. The scale variations are symmetrized, i.e. they are averages over the absolute values of the fluctuations at twice the central scale and half the central scale. All cross section numbers are listed in pb. These numbers do not include the $gg$ initial state.

| $\{\mu_h/m_{WW}, \mu_b/p_T^{\text{veto}}, r\}$ | NNLL+NLO | $N^3LL_p+$NNLO |
|---------------------------------|----------|----------------|
| $\sigma\{1, 1, 1\}$            | 67.49    | 71.18          |
| $\Delta\sigma\{1, (2, \frac{1}{2}), 1\}$ | 0.93    | 1.58          |
| $\Delta\sigma\{(2, \frac{1}{2}), 1, 1\}$ | 1.92    | 0.84          |
| $\Delta\sigma\{1, 1, (2, \frac{1}{2})\}$ | 1.31    | 0.04          |
| $\Delta\sigma\{1, \frac{1}{2}, (2, \frac{1}{2})\}$ | 1.83    | 0.79          |

TABLE III: 8 and 13 TeV Jet veto cross sections for the ATLAS configuration $p_T^{\text{veto}} = 25$ GeV and $R=0.4$ for on-shell $W^+W^-$ production. All cross section numbers are listed in pb. The first error bar following each number denotes the scale uncertainty, while the 2nd error bar, if present, denotes the statistical error from Monte Carlo integration in the implementation of NNLO in Sherpa with the $q_T$ subtraction cutoff $M_{WW}/200$.

| Order                      | 8 TeV            | 13 TeV           |
|----------------------------|------------------|------------------|
| NLO                        | 38.68 ± 0.26     | 71.18 ± 2.17     |
| NNLL+NLO                   | 35.70 ± 1.73     | 62.88 ± 3.01     |
| NNLO ($\mu = p_T^{\text{veto}}$) | 38.53 ± 0.09 ± 0.09 | 70.01 ± 1.04 ± 0.34 |
| $N^3LL_p+$NNLO             | 37.36 ± 1.46 ± 0.09 | 65.60 ± 2.61 ± 0.34 |
| $gg$ NLL                   | 0.35 ± 0.11      | 0.80 ± 0.12      |
| $gg$ NLL (with $\pi^2$)    | 0.57 ± 0.21      | 1.31 ± 0.43      |
| Total $N^3LL_p+$NNLO +$gg$ NLL | 37.45 ± 1.47    | 66.40 ± 2.63    |
| Total $N^3LL_p+$NNLO +$gg$ NLL (with $\pi^2$) | 37.93 ± 1.48    | 66.91 ± 2.67    |

in the plot, Figure 1. We note the effects of the $\pi^2$ resummation by presenting our final results both with and without this resummation (the last 2 lines in Tabs. III and IV). This effect can be seen to be small.

Going to one higher order, i.e. NNLL+NLO $\rightarrow N^3LL_p+$NNLO, has an appreciable effect
| Order                        | 8 TeV       | 13 TeV     |
|------------------------------|-------------|------------|
| NLO                          | 41.50 ± 0.12| 74.68 ± 0.77|
| NNLL+NLO                     | 37.90 ± 1.50| 67.49 ± 2.81|
| NNLO ($\mu = p_T^{\text{veto}}$) | 41.20 ± 0.03 ± 0.09 | 73.46 ± 0.19 ± 0.18 |
| $N^3$LL$_a$+NNLO            | 39.95 ± 1.13 ± 0.09 | 71.13 ± 1.96 ± 0.18 |
| $gg$ NLL                    | 0.43 ± 0.37  | 1.01 ± 0.29 |
| $gg$ NLL (with $\pi^2$)     | 0.71 ± 0.25  | 1.65 ± 0.54 |
| Total $N^3$LL$_p$+NNLO +$gg$ NLL | 40.38 ± 1.19 | 71.42 ± 1.99 |
| Total $N^3$LL$_p$+NNLO +$gg$ NLL (with $\pi^2$) | 40.66 ± 1.16 | 72.78 ± 2.04 |

TABLE IV: Same as Table III, but for the CMS configuration $p_T^{\text{veto}} = 30$ GeV and R=0.5 for on-shell $W^+W^-$ production. All cross section numbers are listed in pb.

on the jet veto cross section prediction, due to both the higher accuracy in the resummation and the matching to higher fixed order calculations. We observe that there is a reduction in scale uncertainties. We also present the corresponding fixed order results in order to illustrate the effects of resummation. One notices that the scale dependence of the corresponding fixed order calculations are much smaller than those of the resummed results, and in fact much smaller (as a percentage) than the uncertainties in the $W^+W^-$ total cross section reported in Ref. [1]. This is because of the under-estimation of the scale dependence due to an accidental cancellation, as observed in Ref. [62].

Finally we compare the total $q\bar{q} + gg$ cross-section under a jet-veto with full luminosity Run-1 experimental results from the LHC. For CMS, the unfolded result, available in Table 6 of [17], is $44.0 \pm 0.7$ (stat) $\pm 2.5$ (exp) $\pm 1.4$ (theo) $\pm 1.1$ (lumi), in picobarns. This is in good agreement with our theoretical prediction of $(40.66 \pm 1.16)$ pb. For ATLAS, our theoretical prediction is $(37.93 \pm 1.48)$ pb, which may be compared with experimental data once an unfolded jet vetoed cross section is produced by ATLAS.

V. CONCLUSIONS

We performed partial $N^3$LL$_a$+NNLO resummation for on-shell $W^+W^-$ production at the LHC using soft collinear effective theory. We relied on the publicly available two-loop
FIG. 1: Summary of jet veto resummation results for $q\bar{q} \rightarrow W^+W^-$. We include results at 8 TeV and 13 TeV, under ATLAS or CMS jet veto cuts.

virtual corrections, as well as the capability of the Sherpa framework for computing differential NNLO diboson production cross sections via $q_T$ subtraction. The small loop-induced $gg$ contribution has been resummed to NLL+LO, including $\pi^2$ resummation to simulate the large K factor corrections to the LO cross section. Our predicted fiducial cross sections show higher central-scale values than the NNLL+NLO results, with reduced scale uncertainties which albeit overlap with the uncertainty band of NNLL+NLO. Our results show qualitative agreement with Ref. [30] which simulated jet veto effects using transverse momentum resummation matched to NNLO results for $W^+W^-$ production. In particular, we confirm that resummation reduces the jet veto efficiency compared with NNLO, and our results show percentage errors that are comparable with Ref. [30]. However, our resummation formalism also takes the jet algorithm and jet radius dependence into account. The $gg$ contribution is included at NLL to obtain the total jet-veto cross section for the $W^+W^-$ process. The final result is in good agreement with experimental results. A possible future direction would
be matching parton shower to NNLO for diboson production in Sherpa, as has been done for Drell-Yan and Higgs production [74, 75], and compare with the analytic resummation results of this paper.
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