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Abstract: This article considers the unique threat of information warfare and the challenges posed to defense establishments in democratic states that are typically legally limited in their ability to operate in domestic affairs. This author argues that military strategy on information warfare must be informed by understanding the systems of social and political function being targeted by foreign adversaries. Looking to theories of political communication, the author locates such understanding in describing democracies as information systems whose functionality resides in the countervailing operation of key social forces. Defense establishments would do well to develop greater analytic capacity for prediction of attack based on such societal—rather than strategic—factors and incorporate these predictions into efforts to shape adversary behavior in cyberspace, the primary medium via which information warfare is prosecuted today. Keywords: information warfare, cyber, democracy, persistent engagement, subversion

In following professional conversations and punditry on national security in recent years, it would be hard to escape the conclusion that information warfare and political interference—often enabled and augmented by offensive
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cyber operations—has rapidly become one of the most pressing threats facing Western democracies. Since at least 2013, nearly two dozen countries across the West and the former Soviet sphere have been victims of interference operations conducted by the Russian Federation.\(^1\) These campaigns, substantially prosecuted via the manipulative use of social media platforms, troll farms, and fabricated news content, have targeted all manner of sociopolitical process—from preelection and referenda debates to issue-specific political marketing efforts—and have often included the application of other elements of state power, including cyber operations, human espionage, dark money, and limited military force.\(^2\) The Russian Federation is not the only world power to have turned to political warfare augmented by sophisticated digital methods with such gusto. The People's Republic of China, the Islamic Republic of Iran, Syria, and the so-called Islamic State have all prosecuted political warfare principally via digital platforms and often augmented by cyber means against Western polities with increasing intensity and sophistication during just the past few years.\(^3\)

Beyond simply the rising tide of information operations enabled by the internet, interference operations wherein information is weaponized to disrupt democratic social and political processes are concerning because near-term developments promise to make them both more robust and accessible. Machine learning techniques used to create deepfake media content, where fabrication is immensely difficult to distinguish from reality, for instance, is not only worrying because of the fidelity of the fake news product.\(^4\) The underlying algorithms involved are adversarial, which means that attempts to make better tools for analyzing the authenticity of video or imagery—even utilizing machine learning approaches to do so—will simply strengthen the fabricated production over time.\(^5\) Moreover, the software needed to create deepfakes is becoming more widespread, with applications to produce reasonable quality fake productions even now available for little to no cost in easy-to-access web stores. In short, information warfare is, by the very nature of the technologies that now enable it within the modern global media environment, likely to become a more common feature of international affairs even as Western states take steps to defend against and deter unwanted foreign interference.

This article considers the unique threat of information warfare and the singular challenges posed to defense establishments in democratic states that, while tasked to secure national interests and ensure the integrity of the polity, are typically legally limited in their ability to operate in domestic affairs. Even more so than has been true with the pivot toward greater effectiveness in defining the mission of national militaries that are increasingly operating in the cyber domain, the specter of broad-scoped influence operations dictates an expansion of the national security enterprise that can be difficult to onboard. For example, the term *information warfare* is often used by military practitioners to
simply refer to the range of security actions—from military deception efforts to electronic warfare and sensor manipulation—that involve the employment of information as the principal tool of active engagement. In the digital age, many practitioners have written of information warfare and cyberspace explicitly in terms of countercommand/control warfare, wherein the value of offensive use of the internet is in those distinct opportunities for disruption or manipulation of the military control cycle. By contrast with such usage, the references to information warfare made in the remainder of this article reflect a colloquial pivot toward the description of broad-scoped psychological operations (psyops) that blend the use of different elements together to influence information systems less tangible than servers and computers—those of democratic process.

For state militaries, this shift in the form of information warfare threats is problematic. Arguably the most significant obstacle for defense planners lies in the fact that most democracies legally distinguish between the role and responsibilities of military forces versus law enforcement, intelligence entities, and other elements of civilian government. Given the manner in which the attack surface of a country inevitably encompasses diverse elements of civil society, private industry, and civilian government with influence operations, such constraints can be limiting. Hardening of the attack surface of democracies must inevitably emerge in large part from partnerships between civil society and civilian government, with militaries operating in support. And yet, militaries cannot simply take points from civilian authorities. After all, interference operations often portend direct consequences for military power and often take the form of hybrid strategies that involve the blended use of military force alongside other activities. How then should defense establishments strategize to deter such malicious foreign behavior?

Even as they consider their posture and strategy for dealing with information warfare threats, most military analysts remain woefully unclear on the nature of the threat being faced. Simply thinking of information warfare as being leveraged in influence operations to disrupt democratic discourse and cause instability awards no explanatory capacity for strategists that are interested in understanding what kind of punitive measures and defensive actions might impose greater cost on foreign adversaries than others. In short, if the specter of information warfare seen in recent years is not paired with an appropriate understanding of the function of the systems being targeted, then defense officials cannot effectively design deterrent plans that effectively reduce the promise of continued interference from abroad. This is especially the case given those characteristics of modern influence operations that make them such an appealing strategy to begin with, namely that they are cheap, deniable, and exist below the threshold of violence. As such, this article addresses the notion that militaries in democratic states are both constitutionally and operationally limited in their
ability to address the threat of information warfare from belligerent foreign powers, offering both theoretical context and subsequent recommendations for military planning.

The remaining sections of this article offer insights to help alleviate this gap in thinking on information warfare in the context of prospective military strategies for defense and deterrence in democratic societies. In the first section, the author offers a perspective on the form and function of such operations informed by literature in the political communications field of studies, describing democracies as information systems that have discrete information assurance processes that information warfare campaigns aim to disrupt. The article then describes the evolving threat of such campaigns in the context of a dynamic game often used by computer scientists to describe information security within complex information systems. Finally, the article addresses the question of defense strategy in an age of advancing techniques for interference and uses the foregoing analysis to suggest opportunities for when military force might be successfully applied to shape adversarial behavior below the threshold of armed conflict in this form. Specifically, recent developments in cyber conflict doctrine in the United States are offered as context for the discussion.

Understanding “Democracy Hacking”:
A Communications Perspective

Information warfare is the manipulation of information to gain strategic or battlefield advantage over opponents. The term information warfare is often used interchangeably with others such as political warfare. Though there are some differentiations one might make between the terms, both invite thought of activities that fall outside the realm of declared hostilities between states. Indeed, political warfare involves the full range of mechanisms of state power other than—though sometimes inclusive of—military power to secure national interests in international affairs. George F. Kennan called political warfare “the logical application of Clausewitz’s doctrine in time of peace . . . the employment of all means at a nation’s command, short of war, to achieve its national objectives.” This includes operations that “range from such covert actions as political alliances, economic measures, and white propaganda to such covert operations as clandestine support to friendly foreign elements, black psychological warfare and even encouragement of underground resistance in hostile states.” The purpose of political warfare is to augment state positioning and capabilities in the forum of high level international engagement by, among other things, enhancing the credibility of threats, exerting lateral pressures, and addressing the micro-foundations of state power.

In the digital age, information warfare has thus far generally been viewed—rightly so—in terms of the attack surface of network-enabled information and
communications systems. In the past, this has made substantial sense because the ability of adversaries to manipulate the value of information, alter informational conditions, disrupt or subvert communications channels, and generate uncertainty in victims has substantially emerged from considerations of design and usage of those underlying platforms. Whether the decision-making target is a military or civilian political one and that decision making largely relies on the function of internet-enabled infrastructure—from sensors employed on the battlefield to data stored in computers and code that makes them work—that infrastructure becomes singularly significant insofar as most potential attack vectors can be found.

With recent campaigns aimed at “election hacking” or “democracy hacking” that have so fully captured the attention of Western security establishments in recent years, the significance of such systems’ security features and mechanisms is secondary. After all, the attack surface of political systems emerges from the processes that allow the normal operation thereof. Conceptually, this realization does not imply a fundamental shift away from assessing vulnerabilities to information warfare on informational grounds for analysts. It simply implies a different set of empirical criteria that pertain to the relative effectiveness of strategies aimed more generally at societal processes than at specific organizational or battlefield communications systems.

The Strategic Logic of Digital Age Disinformation Operations

Democracies are information systems. As an extensive literature in political communication and international relations holds, democracies variably employ mechanisms that move popular discourse—and, subsequently, public and foreign policy—toward moderate outcomes. To be clear, democratic discourse does not naturally lead toward truth or fact. The process of debating significant issues that are handled and interpreted across a wide array of perspectives does, however, tend to moderate participant views and allow for the emergence of prudent undertones that thereafter influence policy.

Mechanically, democracies rely on a series of countervailing institutions that assure the proper function of the information environment. In traditional treatments of the marketplace of ideas in democracies, these institutions include state leaders; elected officials and representatives; experts; other popular influential voices; the statements of official intelligence sources; and a robust, independent watchdog media ecosystem. Taken together, these elements ensure that information pertinent to any particular issue under debate is sufficiently handled, dissected, and framed so as to allow for Bayesian updating, or updating the process by which someone updates the probability that a hypothesis is accurate as more information becomes available to them (i.e., when individuals reconsider their position or beliefs based on new evidence), and
decision making among the broader population. The system only breaks down when one of these mechanisms fails to behave normally, which is what occurred during the debate leading up to the 2003 Iraq War, where the George W. Bush administration inflated the threat of Iraqi weapons of mass destruction and elected legislators were too unwilling to go against the patriotic feeling of the nation in the year and a half following the 11 September 2001 attacks to push back against uncertain facts.

In reality, these institutions are only themselves significant to the function of democracies as information systems insofar as they assure the handling and integrity of information four distinct ways. Whereas much classical literature in the political communications field assesses that democratic functionality is substantially about ensuring diversity of voices in a given environment, this is only one element of the challenge. Certainly, the quality of information provided to broader debate processes matters a great deal. Democracies thrive and observe prudent discursive and policy outcomes, particularly when accurate and extensive information is available to the public and to interpreters thereof. For this reason, even “spin” media that politicizes facts for one or another perspective to aid an agenda is not undesirable in democracies; under normal conditions, such information handling should ultimately contribute to the overall health of debate as citizens encounter more diverse perspectives on established information.

However, the function of the system also requires handling of information in ways that allow for attribution of the information’s origins. For democracies to work, it has to be reasonably easy to figure out whose voice is actually behind the publication of information, at least within reason. Even where corporations or political action entities sponsor advocacy or advertisements, there should be restrictions on the use of capital for political activity sufficient to ensure that the median voter could discover the source of information via a reasonable amount of additional information search. This requirement parallels information assurance requirements commonly applied in design science for computer systems in that democracies do not have to be free from any form of manipulation, such as political spin or special interests’ influence; rather, it simply has to be possible for such tampering to be discoverable or exposable. If this is not the case, then it becomes difficult to fundamentally assure the quality of underlying information being handled in popular debates.

The function of democratic information systems also relies on effective safeguards of the credibility of information. This manifests in two ways. First, and clearly related to the attribution requirement above, it is necessary that democratic populations trust that discourse is discourse. In other words, it is critical that citizens believe their speech is not artificially being manipulated. Here, the best way to think about this requirement may be to consider the case of vibrant civil society discourse around significant issues in China, wherein
much popular debate emerges as the result of astroturfing. In that case, the aim of Chinese authorities is simple—to simulate a relatively free civil society landscape so as to dissuade social forces from unrest. In democratic systems, it is critical that broad-scoped discourse remain credibly free from outside control, lest policy not reflect popular sentiment. And, second, it is similarly necessary that citizenry believe that all points of view—with exceptions only at the extreme fringes of societal norms and beliefs be allowed. If trust in the freedom of citizens to express themselves cannot be sufficiently maintained, then voices required to help moderate discussion may cease normal operation and skew the outputs of democratic processes.

The weak points of democratic societies are the sum of those mechanisms whose operation is critical to ensure the quality, origination, credibility, and freedom of information. Sophisticated disinformation and propaganda campaigns target those mechanisms of functionality so as to prevent both social and political processes from functioning normally. When those processes cease to function normally, one might expect discursive outcomes to differ significantly from what would be seen under “normal” operating conditions. Naturally, with any individual campaign, there is context in the parochial machinations of the adversary. Vladimir Putin’s vendetta against the candidacy of Hillary R. Clinton clearly flavored the effort of the Internet Research Agency (IRA) and affiliated cyber threat actors in interference efforts targeting the 2016 American election season. However, the best way to understand the different tactics developed and strategies employed is by understanding the landscape of vulnerabilities of the system under attack, in this case the democracy of the United States.

Given that framework, the element of the information revolution that has up until recently been placed front and center in analyses of information warfare upgraded by the internet—the development of infrastructure that underwrites core functions of global society but that is fundamentally insecure—becomes a secondary consideration. Of greater relevance to the conduct and prospects for influence operations in the digital age is the construction of new systems of information generation, which allows the presentation and dissemination of information that today allows for easy distribution without traditional media gatekeepers.

For prosecutors of information warfare, the implication herein is twofold. First, diffusion of the mechanical function of democratic information environments means new attack vectors for disinformation efforts. This is particularly relevant given that the potential for such interference has been until recently—and arguably remains so up to the point of writing—dramatically unrealized, even given the construction of an entire command structure for combating cyber threats and the promulgation of a new strategic posture in cyberspace, which is discussed below. Second, the coupling of new media systems that offer
users direct access to a diverse ecosystem with the rise of commercial owners of such mediums of discourse means unique opportunities for the subversion of the process. In recent experiences with so-called democracy hacking across Europe and North America, this reality has played out in the sophisticated manipulation of new media functions aimed at influencing discourse in national populations. As recent work has concluded, fake content deployed in platforms such as Facebook were targeted to specific audiences using in-built advertiser tools provided by the company. Moreover, directed influence efforts on Twitter, Instagram, and YouTube were designed with the function of redistribution algorithms in mind. Tweets were optimized so as to stand a greater chance of appearing as a suggested result for users with certain social or political inclinations. Fake new content would be published with clickbait titles and, at least sometimes, benefited from click fraud that raised the chances of broader viewership. In these ways, armed in some instances with the stolen data products of cyber intrusions, the IRA and other entities were able to attempt interference and to sell disinformation to democratic polities writ large.

**Byzantine Failures of Democracy**

Why is disinformation enabled by the internet such a seemingly intractable problem for Western states to deal with? From one perspective, of course, one might argue that the diverse smorgasbord of relevant actors that must coordinate to defend against such threats is the problem, one that authoritarian states do not have in as meaningful ways. This article argues that such issues are preceded by another, however. Simply put, from technology companies to numerous media entities, those stakeholders whose collaboration would ensure an ability to combat sophisticated foreign information warfare efforts are not themselves—at least, not all—necessarily aware of the role they play as mechanical elements of democratic process. Though a company such as Google is certainly aware that manipulation of search algorithm fundamentals by malicious parties to seed sensational content is broadly problematic, it is likely that there is no direct acknowledgment that such problems are most directly rooted in the company’s role in assuring normal democratic discourse. The result is a dissonance wherein corrective policies on the part of the company, such as those efforts made by Google to deweight websites in search results based on low traffic, PageRank scores, and more since 2018 reflect an interest in the removal of disruptive content rather than removal of content that aids the subversion of marketplace mechanisms. Left unaddressed, this dynamic makes the national security interests and coercive mechanisms within a state secondary to the interests of business, political advocacy, and other social causes. The challenge for Western states is, as this section illustrates via reference to a seminal game theoretic model employed by information security experts, to better design in-
formation assurance mechanisms that limit the likelihood that such dissonance will manifest.

As noted above, democracies are complex systems wherein functionality is determined by mechanisms for ensuring information. The role and importance of these mechanisms differs depending on how a democracy is structurally designed and works in practice. Given a parliamentary system of government, for instance, the voice of significant cabinet members may constitute a more relevant reference point for the general public than might be the case with presidential or hybrid majoritarian systems. Likewise, where regulatory power is deeply embedded in bureaucratic establishments—such as in the immense federal institutions in democratic states such as Brazil that have been labeled a form of “bureaucratic authoritarianism”—such figures might similarly play a role as a countervailing mechanism of democratic discourse that might be considered unusual elsewhere.

More than simply understanding which people, organizations, and institutions matter in any one given system, however, it is important to remember that these mechanisms—bureaucrats, experts, executives, media entities, etc.—enable certain functional conditions that allow for this structuring of democratic society to work as intended. As described above, the moderating function of democracies emerges from the reasonable provision of capacity to ensure the origination, credibility, quality, and freedom of information in the environment. We might generalize these requirements of proper system function as consensus on what information, in a functional sense, is. The traditional mechanisms described by the classical theory of the “marketplace of ideas” are merely the corollaries of such provision.

This article has laid out the function of democracies as information systems because it is insufficient to simply work from past examinations of information warfare as an activity that disrupts discourse or is constructed around situation-specific goals (e.g., favoring one candidate over others). Those works have laid a valuable groundwork but do fail in being flexible insofar as they often overgeneralize about the static significance of certain people or institutions, such as American presidents. Some studies have acknowledged that changes to the information environment due to exogenous shocks like war or technological innovation can change the behavior of particular countervailing institutions of democratic process. Remarkably little work, however, has thought to emphasize the notion that democratic functionality rests on the underlying conditions of information assurance in democracies, which mechanically present in the actions of certain social and political forces. Subversion of the interests and motivations of such forces, which is traditionally thought of only where war or some other outside context is encountered, endangers the normal operation of the political system as a whole. Modern digitally enabled information warfare
threats constitute such a prospective subversion but do not manifest in such obvious fashion as the exogenous concerns typically written about by scholars.

This theoretical clarification is critical to unpack the nature of risks involved in democracy hacking such that a better perspective on relevant military strategy might be obtained. Though the direct outcomes of Russian efforts to interfere in the United States during the 2016 presidential election remain unclear at the time of writing, the dynamics of the broader effort are evidence enough that new internet-enabled services and methods for communicating impact the ability of the system to reach consensus on the integrity and functional utility of information. In the past half-decade in the United States and elsewhere, the design and management of new media service platforms created a new space in which the system could be hacked. Specifically, these conditions created a recently underrealized space wherein interfering with the mechanical elements of democratic information assurance that ensure a reasonable consensus on the underlying nature of information is more possible than it has ever been. Because pre-internet communications mediums concentrated control of information presentation in the hands of certain institutional gatekeepers, potential failure of the marketplace could reasonably be said to come down to one of a few deviant outcomes, including the blatant dereliction of duty of the watchdog media or executive threat inflation. These new information conditions—meaning not only the now-decades-old appearance of the internet, but the more recent revolution in social media services and platforms built to work on the internet—change that calculus.

Perhaps the best illustration of how they have changed the dynamics of communication platforms is the paradigmatic example of the Byzantine Generals Problem game that is used by computer scientists and others to describe the security challenges inherent in designing fault-tolerant systems. In the game’s scenario, multiple generals lead armies that must work together to successfully attack a city. If all armies attack simultaneously, their assault will succeed; if not, the fraction that attacks will fail and the remainder will not be able to succeed in the future. The critical task before the general of each army is one of communication. They must guarantee the integrity of the message they send to their counterparts so as to be sure that their own attack will not end in failure. In part, the challenge is one of developing the means to communicate effectively—using codes, trusted couriers, or novel methods of transmission, for instance, to better secure messages. More broadly, however, the challenge is the same socio-psychological issue identified by realists in the problem of other minds. How can one ensure that there are not traitors of one kind or another among the other generals? Such an individual might lie about their intended action, may tamper with messaging being forwarded to other commanders, or may lie because they themselves believe another actor is untrustworthy. If that
problem cannot be overcome, then the entire enterprise is vulnerable to what is known as a “Byzantine” fault, wherein the system breaks down but in ways that are not easily detectable and seem arbitrary to the victim.

The Byzantine General’s Problem, at least in the terms of the on-paper representation of the scenario facing the different armies’ commanders, is unsolvable. Within the confines of the game, there is simply no way to guarantee the integrity and privacy of messages in such a way as to satisfy the suspicious (by necessity) minds of each general. Moreover, there is no way to guarantee knowledge of where the system has failed. Much like the bargaining theory of war, however, the point of the game is to emphasize the difficulties and subsequent implemental requirements for those seeking to design well-functioning information systems. A Byzantine fault-tolerant system is one that remains dependable during some system failure even where there is uncertainty about where or how the failure has manifested.27

Traditionally, democratic information systems—idealized classically in the concept of the marketplace of ideas—are remarkably resilient. Above almost anything else, subversion of the proper information functions of democratic societies is difficult at scale. This is because of the manner in which broad-scoped, diverse popular participation and contestation is traditionally directed through limited channels over time in the form of a relatively small constellation of media outlets reporting the words of important political voices, celebrities, and experts. In particular, because the function of democracy does not require perfect information but rather a reasonable enough consensus understanding of the value of information to spur moderating effects, defense against Byzantine failure is generally possible as electorates observe, dissect, and update their understanding. As a resultant, the only failures that democracies are commonly prone to are those wherein a prominent mechanism of information assurance ceases to function, such as when executives falsify or sensationalize information.

In the recent experience of the United States with foreign-based, cyber-enabled information warfare, the important role of quiet countervailing institutions and an executive proxy in then-presidential candidate Donald J. Trump, whose rhetorical approach to politics embraced sensationalism cannot be overlooked. Nevertheless, it seems clear that the design and use of modern internet-enabled media platforms, coupled with a limited ability by relevant stakeholders and citizenry to attribute and validate information consumed thereon, are the critical factors that make the threat of information warfare in the digital age novel.

The ability of meddling foreign threat actors to covertly enter domestic conversations via use of fake accounts, to spread false narratives and facts in a manner that is generally hard to track for the average citizen, and to strategically inject information to counter the moderating effect of time on national delib-
erations create an attribution challenge for the marketplace of ideas that opens space for Byzantine failures of the system. Moreover, regardless of whether or not such failures took place as a result of Russian information warfare from 2014 onward, it seems clear that a lack of oversight on the manner in which design characteristics of new information dissemination platforms and the unfamiliarity of elites and media actors with discourse channeled through such mediums particularly magnify the potential for their occurrence. Simply put, though the failure of traditional marketplace mechanisms is still substantially needed for major disruptions to democratic process to occur, the confluence of circumstances brought about by new environmental conditions clearly create new space within which information attribution and subsequent assurance is unprecedentedly difficult.

**Countering Information Warfare: The Defense Establishment Perspective**

This short article has made two simple arguments. First, the targeting strategies of sophisticated information warfare campaign should not be understood in terms of the specific platforms, voices, or issues that are victimized. Rather, they should be informed and contextualized by understanding of the democratic process. This argument is not a controversial one. After all, the first step in any threat mitigation effort is to understand how the force being employed impacts the function of the targeted system, whether that system is a computer, a military organization, or an entire national political apparatus. Here, it is simply the case that scholars and practitioners have largely avoided—surprisingly—the immense body of knowledge generated within the communications and political science fields of study that offer perspective on how democracies handle and use information to reach prudent deliberative outcomes.\(^28\) By understanding the potential vulnerabilities of Western democracies as mechanisms that are more or less significant to the task of assuring the quality, origination, credibility, and freedom of information, defense planners are better situated to develop both defensive and deterrent solutions to the threat of information warfare.

Second, the article has argued that the unique threat posed by counterpopulation information warfare (i.e., the integrity of societal information processes are being targeted) is not only a function of novel attack vectors and a diffuse attack surface, but of the dissonance that organically emerges among actors in civil society and private industry when there is no recognition of the link between their interests and their functional position within the marketplace of ideas. In other words, such circumstances, which are more readily brought about given new internet-enabled dynamics of societal interaction, make it hard to see failures of the system actually are failures of the system. This, of course, adds to the challenge of national defenders insofar as the case-specific challenges of modern
information warfare are not simply complex but also sometimes undetectable.

These dynamics suggest two distinct operating criteria for military forces interested in deterring threats of information warfare from organized foreign adversaries such as the Russian Federation, Islamic State, and the People’s Republic of China. Naturally, as mentioned in the introduction, most Western states face a challenge in meeting the requirements of such an imperative that is not shared by counterpart institutions in authoritarian countries in that national law tends to limit the ability of militaries to take those domestic actions that would be of use in this particular case. Instead, military forces must be employed to aid domestic law enforcement and intelligence entities in their missions insomuch as national statutes permit. In many cases, this will involve resource sharing that does not violate the requirement of most national constitutions across North America and Western Europe that armed forces cannot operate offensively in the homeland.29

In other cases, this might involve joint training with civilian government agencies, the sponsorship of education programming, and more—some of which already exists. Indeed, military institutions that have often led in developing new educational curricula and methods of training large populations stand to be effective as standard-bearers for national efforts to further make Western populations resilient to the effects of information warfare. If information war is not simply a set of new tricks and tactics practiced by belligerent foreign powers, but rather the manifestation of an entrenched commitment by malicious actors to manipulate as a pillar of modern great power conflict, then the institutions of national security must lead by example even where they cannot directly specific elements of the national defense. Moreover, another distinct opportunity for greater military involvement in defensive efforts vis-à-vis information warfare would be in cases where new platforms and infrastructure—perhaps even some currently in private hands—are designated as critical assets for national security purposes, thus opening the doorway for the direct provision of technical and operational expertise. These actions, however, fall beyond the scope of the following suggestions.

First, efforts to deter digital threats using cyber operations and related instruments of state power would do well to incorporate an understanding of the information assurance mechanisms of democratic process described in brief above into targeting strategies.30 As of 2018, the United States’ approach to combating digital threats changed in a significant fashion with the promulgation of a strategy for cyberspace that calls for “defending forward.”31 The strategy, which many democratic partner nations are now adopting in some fashion, defines cyberspace as a domain of persistent engagement where adversaries are constantly interacting.32 Given this dynamic, the traditional trappings of deterrence theory do not seem to strictly apply. Restraint and a strong notion of sov-
ereign territory are concepts ill-suited to threats that manifest via the internet, necessitating a domain-specific alternative. By defending forward, the United States now aims to shape adversary behavior by consistently engaging digital threats wherever they are found, particularly when they can be engaged beyond American networks. The idea, not indistinct from the strategy of deterrence by punishment with cyber-specific characteristics, is to force and reinforce preferred modes of digital interaction with adversaries such that other threat mitigation efforts—such as the diplomatic construction of norms of nonaggression in online conflict—are considered instead of an ever-expanding information warfare race in the cyber realm.

Naturally, given the manner in which modern information warfare emerges mainly from the spread of the internet and the possibilities of web technologies, it has been suggested that a strategy of deterrence similar to that now being practiced with cyber conflict should apply. Indeed, it seems obvious that the line between the two is substantially blurred given the degree to which cyber operations are sometimes used to augment influence campaigns.

The analysis in the sections above imply, perhaps more than anything else, that an effective military posture on information warfare should reference analytics on what specific actions most threaten the several information-assuring mechanisms of the marketplace of ideas. Counteroffensive cyber operations intended to set behavioral red lines on whether acceptable information warfare practices, for instance, might be employed where a bot campaign is employed rapidly and at scale to stoke doubts about the statements made by national political candidates for executive office, but not when those same bots attempt to spread clickbait malware to their follower base. The idea of such a strategy is not to eliminate the practice of interference operations, but to shape the behavior of foreign adversaries such that their efforts are unlikely to be effective. By imposing costs specifically around actions linked to core functional mechanisms of the system under attack (i.e., the democracy itself) militaries can effectively enhance the potential of other defensive efforts, such as industry attempts to harden social media platforms against fake news infiltration or diplomatic attempts to build constraining norms against political warfare.

Second, the above analysis suggests that the response tempo of Western efforts to deter hybrid threats—particularly those encountered in cyberspace—should be governed by analysis of how foreign adversaries use cyberspace for information warfare, irrespective of detectability of specific operations underway. A significant fear of strategic planners who supported a more defensive posture for the United States in cyberspace through 2018 was that cyber aggression might lead to escalation in hostilities with other countries across other domains.

The logic behind defending forward holds that escalation is not particularly concerning, particularly because tactical actions can be designed so as to lever-
age strategic gains. Counteroffensive cyber operations that are not determined by incidence of foreign aggression but rather by probabilistic analysis of the likelihood that cyber power is being employed in aid of information warfare should be embraced as an acceptable and expected outcome of the prevailing line of thinking. Not only does such punitive action—employed clearly against targets linked to information warfare efforts—help mitigate the challenge of Byzantine failure as an inevitable condition of being targeted for interference by foreign adversaries, but it also reinforces disapproval of certain approaches over and above incident-specific reactions.

Conclusions
Few threats to national security loom as large in the eyes of defense strategists and scholars as the specter of political warfare augmented by advancing information technologies. In recent years, cyber operations have enhanced deft manipulation of the algorithmic underpinnings of modern media platforms to reinforce and project attempts to sell prejudice, skew opinion, and coerce and distract democratic populations. In the future, it is a certainty that information warfare will continue to prove a significant challenge. Undoubtedly, recent manifestations of political warfare appear to have caused such widespread alarm in part because the space was previously underrealized. Going forward, however, it seems likely that advancing smart systems for producing fabricated content and for shaping the informational inputs made available to democratic populations will widen that space and invite further foreign interference in Western sociopolitical processes.

For defense establishments, addressing the threat of modern information warfare aimed at entire populations is a daunting one, not least because the expanded attack surface of democratic states does not align with the statutory limitations placed on many military institutions vis-à-vis their defensive mandate. Nevertheless, addressing such challenges is possible. This article has argued that the analytic foundation on which military perspectives on hybrid threats are formed must diversify to combat emerging threats. Understanding information warfare aimed at entire populations demands greater in-depth understanding of the function of those political and social systems being targeted. Such understanding then lends itself to an ability to more effectively gauge the categories of threat and types of incidents that can be targeted under the auspices of deterrent strategies to impose costs and reduce—if not the actual incidence of information warfare efforts by multiform foreign threat actors—the potential for meaningful interference in the process of democratic governance.
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