NON-ASSOCIATIVE FROBENIUS ALGEBRAS OF TYPE $G_2$ AND $F_4$
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Abstract. Very recently, Maurice Chayet and Skip Garibaldi have introduced a class of commutative non-associative algebras, for each simple linear algebraic group over an arbitrary field (with some minor restriction on the characteristic). We give an explicit description of these algebras for groups of type $G_2$ and $F_4$ in terms of the octonion algebras and the Albert algebras, respectively. As a byproduct, we determine all possible invariant commutative algebra products on the representation with highest weight $2\omega_1$ for $G_2$ and on the representation with highest weight $2\omega_4$ for $F_4$.

It had already been observed by Chayet and Garibaldi that the automorphism group for the algebras for type $F_4$ is equal to the group of type $F_4$ itself. Using our new description, we are able to show that the same result holds for type $G_2$.

1. Introduction

Very recently, Maurice Chayet and Skip Garibaldi have introduced a class of commutative non-associative algebras, for each simple linear algebraic group over an arbitrary field (with some minor restriction on the characteristic); see [CG21]. This construction is quite remarkable, because it applies to all simple linear algebraic groups up to isogeny, regardless of type and form.

In particular, this provides a new 3875-dimensional algebra, the automorphism group of which is precisely a group of type $E_8$. This algebra is particularly interesting because it lives on the second smallest representation for $E_8$; the smallest one is the adjoint representation (of dimension 248).

The same 3875-dimensional algebra had also been constructed almost simultaneously by Tom De Medts and Michiel Van Couwenbergh in [DMVC21], but the construction of Chayet and Garibaldi in [CG21] is more general and includes the non-simply-laced case, in contrast to the results from [DMVC21]. In addition, the results from both papers focus on different aspects of these algebras and are therefore largely complementary.

The construction of this class of algebras is explicit in the sense that it is constructed from the symmetric square of the Lie algebra. However, it seems desirable to find constructions of these algebras that do not already start from the adjoint representation but that use other algebraic structures instead. This is hinted at in [CG21, Proposition 10.5], but other than the tiny example of type $A_2$ in [CG21, Example 10.9], Chayet and Garibaldi do not investigate this further.

The aim of our paper is precisely to obtain an explicit description of these algebras for groups of type $G_2$ and $F_4$. Not surprisingly, we will use octonion algebras for the case $G_2$ and Albert algebras for the case $F_4$, but we need a substantial number of other ingredients to arrive at our final description. Our main results are Theorems 3.11 and 5.16.

Date: September 30, 2022.

2020 Mathematics Subject Classification. 20F29, 20G41, 17B10, 17D99, 17A36.

Key words and phrases. non-associative algebras, exceptional groups, Lie algebras, Frobenius algebras, $G_2$, $F_4$. 

1
Using our new description, we also prove that the automorphism group for the algebras of type $G_2$ is again of type $G_2$ (and nothing more), a fact that was already observed in [CG21, Proposition 9.1] for the algebras for type $F_4$ and $E_8$. This is the content of Theorem 4.8.

Outline of this paper. In Section 2 we first recall some basic representation theory and the results of [CG21]. Of these results, [CG21, Proposition 10.5] will be the key to this article. After that we introduce the octonion algebras, the Albert algebras and all identities satisfied in these algebras that are needed in this paper.

Then, in Section 2.5 we give some properties of standard derivations of the octonion algebras and the Albert algebras, a concept introduced by Richard D. Schafer (see [Sch95, Identities (3.70) and (4.6)]). These standard derivations will be the key to describing the algebras in a different way.

After a short section about symmetric operators we turn to the case of $G_2$, where we describe an isomorphism from the algebra to the symmetric square of the pure octonions, the 7-dimensional natural representation on which $G_2$ acts. This is done using the standard derivations from Section 2.5 and [CG21, Proposition 10.5], which provides us with an embedding $\sigma$ of the algebra into the endomorphism ring of the 7-dimensional representation. The solution works in 4 steps:

(i) Describe $\sigma$ explicitly using only the bilinear form and the Malcev product on the pure octonions, instead of the abstract Lie algebra,
(ii) determine the underlying vector space image of $\sigma$,
(iii) using the explicit image of $\sigma$ from (ii) and character computations, determine all $G_2$-equivariant multiplications on this representation explicitly,
(iv) determine an explicit formula for the multiplication defined by Chayet and Garibaldi, in terms of the multiplications found in (iii).

Using this novel description, we prove in Section 4 that the group of type $G_2$ is the full automorphism group of the algebra, using arguments similar to the ones in [GG15]. Essentially this is a case-by-case elimination of all other possibilities.

In Section 5 we reuse the recipe proposed for $G_2$ to also describe the algebra for type $F_4$, but with the Albert algebras instead. Here, both step (i) and (iii) come with more difficulties. In step (i), it does not seem feasible to obtain a closed formula for the embedding, though we can easily compute the embedding for some particular elements in $A(\mathfrak{g})$. In step (iii), the multiplications on the algebra are not as easily defined as for the $G_2$ case, and we need some new symmetric identities of degree 4 that are satisfied by the Albert algebra to construct them.
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Assumptions and notations. In this paper, $k$ will denote a field, $G$ an absolutely simple linear algebraic group and $\mathfrak{g}$ its associated Lie algebra. We use the same restrictions on the
characteristic as \([CG21]\), i.e. \(\text{char } k \geq h + 2\) or 0 with \(h\) the Coxeter number of the Dynkin diagram. In this case, the Weyl modules of highest weight \(2\omega_1\) for \(G_2\) and highest weight \(2\omega_4\) for \(F_4\) are irreducible, as are the Weyl modules of weight \(2\tilde{\alpha}\), where \(\tilde{\alpha}\) is the highest root, by \([Li01]\). In particular, we can do character computations for these representations independent of the field \(k\).

2. Preliminaries

2.1. Representation theory of simple algebraic groups and Lie algebras. The irreducible representations of a split simple algebraic group over a field \(k\) are classified by the dominant weights of the associated root system (\([Mil17]\ Theorem 22.2\)). To any dominant weight \(\lambda\) we can also associate a so-called Weyl module \(V(\lambda)\). When the characteristic is zero or large enough, these Weyl modules turn out to be irreducible (as is the case for the Weyl modules we are considering under the characteristic assumptions above).

We will often represent a representation by its associated dominant weight using labelling as in \([Bou02, Plates I-IX, p.264-290]\). As mentioned in \([CG21, §7, p.10-11]\), for not necessarily split simple groups there is a unique representation that becomes isomorphic to \(V(\lambda)\) when base changing to \(\bar{k}\), so we will denote that representation by the same notation. For further discussion on irreducible representations of simple (or more generally, reductive) groups, see \([Jan03]\).

We will work with the representations of algebraic groups as representations of their Lie algebras. (Note that not every representation of the Lie algebra corresponds to a representation of the associated algebraic group.) We will use the same notation \(V(\lambda)\) for the Weyl module when considered as a Lie algebra representation.

We will use the characters of representations of Lie algebras to compute dimensions of certain representations (\([FH91, Corollary 24.6]\)) and morphism spaces (the argument for finite groups is given in \([FH91, p.12]\), but also holds for Lie algebras), as well as decompositions of symmetric powers (\([FH91, Exercise 23.39]\)).

**Remark 2.1.** Characters of representations of Lie algebras (in particular the Weyl modules, over algebraically closed fields) can be computed using Sage \([DSJ+20]\).

We will also need the following known result, see e.g. \([Bou05, VIII.§6.4]\) (for the positive characteristic proof, see the slightly more general \([CG21, Lemma 2.9]\)). Here the Killing form will be denoted by \(K\), and \(\langle , \rangle\) is the canonical bilinear form on the weight lattice of the root system as in \([Bou02, §VI.1.12]\).

**Proposition 2.2.** Let \(\mathfrak{g}\) be a simple Lie algebra (associated to an algebraic group \(G\)) over \(k\). Let \(\pi: \mathfrak{g} \to \text{End}(V)\) be equivalent to the Weyl module \(V(\lambda)\) over an algebraic closure of \(k\), with \(\lambda\) a dominant weight. Denote by \(\delta\) half the sum of the positive roots. Then:

\[
\sum \pi(X_i)\pi(Y_i) = \langle \lambda | \lambda + 2\delta \rangle \cdot \text{id}_V \quad \text{for dual bases } \{X_i\} \text{ and } \{Y_i\} \text{ with respect to the Killing form,}
\]

\[
\text{for all } X, Y \in \mathfrak{g} \text{ we have } \text{Tr}(\pi(X)\pi(Y)) = \frac{\langle \lambda | \lambda + 2\delta \rangle \cdot \dim V}{\dim \mathfrak{g}}K(X,Y).
\]

2.2. Construction of the algebras. To construct \(A(\mathfrak{g})\), we will start from the symmetric square \(S^2 \mathfrak{g}\) of the Lie algebra. However, the representation \(S^2 \mathfrak{g}\) is too large, and the resulting algebra will not be simple. To resolve this issue, Chayet and Garibaldi introduced a “projection” operator \(S: S^2 \mathfrak{g} \to \text{End}(\mathfrak{g})\).

**Definition 2.3** (\(A(\mathfrak{g})\) as a vector space).
(i) We define a linear map $S:S^2\mathfrak{g} \to \text{End}(\mathfrak{g})$ by

$$S(XY) := h^\vee \cdot \text{ad} X \cdot \text{ad} Y + \frac{1}{2}(XK(Y,\omega) + YK(X,\omega)),$$

where $h^\vee$ is the dual Coxeter number of the associated root system, and $\cdot$ denotes the usual Jordan product $a \cdot b = \frac{1}{2}(ab + ba)$. This is well-defined, since it is symmetric in $X$ and $Y$.

(ii) We define $A(\mathfrak{g}) := \text{Im}(S)$.

To construct an algebra, we of course need to describe a product on the vector space.

**Definition 2.4 (The product $\diamond$).** We define a product $\diamond:A(\mathfrak{g}) \times A(\mathfrak{g}) \to A(\mathfrak{g})$ by

$$S(AB) \diamond S(CD) := h^\vee (S(A, (ad C \cdot ad D)B) + S((ad C \cdot ad D)A, B) + S(C, (ad A \cdot ad B)D) + S((ad A \cdot ad B)C, D) + S([A, C][B, D]) + S([A, D][B, C]))$$

$$+ \frac{1}{4}(K(A, C)S(BD) + K(A, D)S(BC) + K(B, C)S(AD) + K(B, D)S(AC)) \quad \forall A, B, C, D \in \mathfrak{g},$$

and linearly extending this product in both terms.

There is a bilinear form $\tau$ on these algebras that associates with the product defined above. An element $a$ of the algebra $A(\mathfrak{g})$ is an endomorphism of the Lie algebra $\mathfrak{g}$. Thus the algebra comes equipped with a trace form. We denote $\varepsilon(a) := \frac{1}{\dim \mathfrak{g}} \text{Tr}(a)$. Note that we can invert $\dim \mathfrak{g} = \text{rk}(\mathfrak{g})(h + 1)$, since $\text{rk}(\mathfrak{g}), h + 1 < h + 2$.

**Definition 2.5 (The bilinear form $\tau$).** Define the bilinear form $\tau: A(\mathfrak{g}) \times A(\mathfrak{g}) \to k$ by

$$\tau(a, a') := \varepsilon(a \diamond a').$$

**Lemma 2.6 ([CG21, Lemma 6.1]).** The bilinear form $\tau$ on $A(\mathfrak{g})$ associates with $\diamond$, i.e. for all $a, a', a'' \in A(\mathfrak{g})$,

$$\tau(a \diamond b, c) = \tau(a, b \diamond c).$$

In [CG21], the module structure of $A(\mathfrak{g})$ was completely identified as well.

**Proposition 2.7 ([CG21, Proposition 7.2]).** Let $\mathfrak{g}$ be a Lie algebra associated to an absolutely simple algebraic group $G$ appearing in Table 1 and assume that $\text{char } k = 0$ or $\text{char } k \geq h + 2$. As a representation of $G$, we have $A(\mathfrak{g}) = k \oplus V(\lambda)$, where $\lambda$ is as in Table 7 and the Weyl module $V(\lambda)$ is irreducible.

| type of $G$ | $A_2$ | $G_2$ | $F_4$ | $E_6$ | $E_7$ | $E_8$ |
|------------|-------|-------|-------|-------|-------|-------|
| dual Coxeter number $h^\vee$ | 3 | 4 | 9 | 12 | 18 | 30 |
| Coxeter number $h$ | 3 | 6 | 12 | 12 | 18 | 30 |
| Dominant weight $\lambda$ | $\omega_1 + \omega_2$ | $2\omega_1$ | $2\omega_4$ | $\omega_1 + \omega_6$ | $\omega_6$ | $\omega_1$ |
| Dimension of $V(\lambda)$ | 8 | 27 | 324 | 650 | 1539 | 3875 |

Table 1. The table from [CG21]. The fundamental dominant weights are labelled using Bourbaki labelling.

In the last section of [CG21], the authors described an embedding of these algebras into the endomorphism ring of a natural representation for the groups of type $A_2, G_2, F_4, E_6$.
and $E_7$. It is this embedding that we will use to obtain new descriptions for the algebras in question.

**Proposition 2.8** ([CG21 Proposition 10.5]). If $G$ has type $A_2, G_2, F_4, E_6$ or $E_7$ and $\pi: G \to \text{GL}(W)$ is the natural irreducible representation of dimension $3, 7, 26, 27$ or $56$ respectively, then the formula

$$\sigma(S(XY)) = 6h^\vee \pi(X) \bullet \pi(Y) - \frac{1}{2} K(X,Y)$$

defines an injective $G$-equivariant linear map

$$\sigma: \mathfrak{a}(g) \rightarrow \text{End}(W).$$

Moreover, $\sigma$ maps the identity $\text{id}_A$ to the identity $\text{id}_W$.

In the following subsections, we introduce the irreducible representations for types $G_2$ and $F_4$ to the unfamiliar reader.

### 2.3. The octonion algebra.

Though octonion algebras can be defined over any characteristic, we restrict ourselves to $\text{char } k \neq 2$. In this case, it is a well-known fact that the 7-dimensional representation of $G_2$ arises naturally from the theory of composition algebras, and more precisely the octonion algebras. That is why we will outline some results about these objects that will be of use later, to determine what the constructed algebra of type $G_2$ looks like.

The treatment given in this section is based on [SV00].

**Definition 2.9** (Octonion algebra).

(i) An *octonion algebra* is an 8-dimensional $k$-algebra $A$ equipped with a nondegenerate quadratic form $N: A \to k$ such that

$$N(ab) = N(a)N(b),$$

for all $a, b \in A$. We call $N$ the *norm* of the composition algebra. We denote its associated bilinear form by $\langle \cdot, \cdot \rangle$, so $\langle x, y \rangle = N(x + y) - N(x) - N(y)$ for any two octonions $x, y \in A$. We will say two octonions $a, b \in A$ are orthogonal and write $a \perp b$ whenever $\langle a, b \rangle = 0$.

(ii) Let $A$ be an octonion algebra with identity $e$. We define the *standard involution* $\tau: A \to A$ by

$$\tau = \langle x, e \rangle e - x,$$

for all $x \in A$. The standard involution is an anti-automorphism of the octonion algebra.

To reach our goal of an alternate description of $A(g_2)$, we will need certain identities satisfied by octonion algebras. We have collected them in the proposition below.

**Proposition 2.10.** For $x, y, z \in A$ we have the following identities:

(i) $xy + yx - \langle x, e \rangle y - \langle y, e \rangle x + \langle x, y \rangle e = 0$,

(ii) $\langle xy, z \rangle = \langle y, \tau z \rangle, \langle xy, z \rangle = \langle x, \tau y \rangle, \langle xy, \tau \rangle = \langle yz, \tau \rangle$,

(iii) $x(\tau y) = N(x)y, (x\tau)y = N(y)x$.

(iv) (Moufang identities): $(xz)(yz) = z((xy)z), z(x(zy)) = (z(xz))y, x(z(yz)) = ((xz)y)z$.

**Proof.** These are [SV00 Proposition 1.2.3, Lemma 1.3.2, Lemma 1.3.3 and Proposition 1.4.1], respectively. $\square$
The octonion algebras are examples of so-called *alternative algebras*, i.e. the associator 
\{x_\pi(1), x_\pi(2), x_\pi(3)\} = \text{sgn}(\pi)\{x_1, x_2, x_3\}
for every permutation \(\pi \in S_3\).

It will be convenient to make use of a standard basis.

**Proposition 2.11.** Any octonion algebra \(A\) over a field \(k\) with \(\text{char } k \neq 2\) has an orthogonal basis of the form \(e, e_1 = a, e_2 = b, e_3 = ab, e_4 = c, e_5 = ac, e_6 = bc, e_7 = (ab)c\), with \(N(a)N(b)N(c) \neq 0\).

**Proof.** See [SV00, Corollary 1.6.3]. \(\square\)

**Remark 2.12.** In case \(k\) is algebraically closed, we can assume \(N(a) = N(b) = N(c) = 1\), and we call such a basis a *standard basis* for the octonions. For a basis of this form, the multiplication is encoded by the Fano plane (see Figure 1).

![Figure 1. The Fano plane mnemonic. If one follows the arrows when multiplying, then the outcome is equal to the third point on the line. Otherwise it is equal to minus the third point on the line, e.g. \(e_6 e_2 = e_4\).](image)

From the viewpoint of the algebraic group of type \(G_2\), it is more natural to work with the 7-dimensional irreducible representation of the *pure octonions* \(W = e^\bot\). To do this, we need to modify the octonion multiplication to a multiplication on \(W\).

**Definition 2.13.** We will define the *Malcev product* on the octonions by 
\[ a \ast b := ab - ba \quad \text{for all } a, b \in A. \]

If \(a, b \in W\), then we have \(a \ast b = 2ab + \langle a, b \rangle e \in W\).

**Remark 2.14.** The product \(\ast\) is called the Malcev product because it turns the pure octonions into a *Malcev algebra*, see e.g. [Myu13].

The product \(\ast\) is anticommutative. It is easy to see that Proposition 2.10(ii) extends to the Malcev product, in the following way.

**Lemma 2.15.** For \(x, y, z \in W\) pure octonions, we have 
\[ \langle x \ast y, z \rangle = \langle x, y \ast z \rangle. \]

The following result will simplify many of the computations in the next section. The proof is due to Tom De Medts.

**Lemma 2.16.**
(i) If \( a, b, x \in W \) are pure octonions, then
\[
\{a, x, b\} = \frac{1}{2} x \ast (a \ast b) + \langle a, x \rangle b - \langle b, x \rangle a.
\]

(ii) If \( a, b, x \in W \) are pure octonions, then
\[
(x \ast a) \ast b + (x \ast b) \ast a = 2\langle a, x \rangle b + 2\langle b, x \rangle a - 4\langle a, b \rangle x.
\]

**Proof.** (i) Using Proposition 2.10(i) we get for two pure octonions \( a, b \in W \) that
\[
ab + ba = \langle a, b \rangle e.
\]
With this identity, we compute:
\[
\{a, x, b\} = (ax)b - a(xb) = (-xa - \langle a, x \rangle e)b - a(-bx - \langle b, x \rangle e) = 2\{a, x, b\} - x(ab) + (ab)x - \langle a, x \rangle b + \langle b, x \rangle a.
\]
Reordering the terms gives
\[
x \ast (ab) = \{a, x, b\} - \langle a, x \rangle b + \langle b, x \rangle a.
\]
Now note that
\[
x \ast (a \ast b) = x \ast (2ab + \langle a, b \rangle e) = 2x \ast (ab).
\]
Using this, we get the formula in (i).

(ii) The second item follows from the first by applying it to both \( \{x, a, b\} \) and \( \{x, b, a\} \), then summing the equations and noting the left hand side is zero by the alternativity of the octonions. \(\Box\)

2.4. The Albert algebras. We will only consider the Albert algebras over fields \( k \) with \( \text{char} \ k \neq 2, 3 \). In this case, the 26-dimensional representation for type \( F_4 \) can be constructed as matrices over the octonions. We give a short overview in this subsection.

We regard the split Albert algebra as the hermitian matrices \( H_3(\mathbb{O}) \), where \( \mathbb{O} \) denotes the split octonions. We write
\[
1_1 := \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad 1_2 := \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad 1_3 := \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix},
\]
and for octonions \( a, b, c \in \mathbb{O} \)
\[
a_1 := \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & a \\ 0 & a & 0 \end{bmatrix}, b_2 := \begin{bmatrix} 0 & 0 & a \\ 0 & a & 0 \\ a & 0 & 0 \end{bmatrix}, c_3 := \begin{bmatrix} 0 & c & 0 \\ c & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]
A generic element of \( H_3(\mathbb{O}) \) is then of the form
\[
\begin{bmatrix} a_1 & c & b \\ \bar{c} & a_2 & a \\ b & \bar{a} & a_3 \end{bmatrix} = a_11_1 + a_21_2 + a_31_3 + a_1 + b_2 + c_3,
\]
with \( a_1, a_2, a_3 \in k \) and \( a, b, c \in \mathbb{O} \). To keep the notation uniform with the octonion algebras, the unit of the algebra \( 1_1 + 1_2 + 1_3 \) will be denoted \( e \).

**Definition 2.17.**

(i) We define the split Albert algebra to be the hermitian matrices over the split octonions \( H_3(\mathbb{O}) \), equipped with the Jordan product, i.e. for \( a, b \in H_3(\mathbb{O}) \):
\[
a \cdot b := \frac{ab + ba}{2},
\]
where the multiplication on the right-hand side is the usual matrix multiplication.

(ii) We define a nondegenerate bilinear form \( \langle \cdot, \cdot \rangle : H_3(\mathbb{O}) \times H_3(\mathbb{O}) \to k \) by the formula
\[
\langle x, y \rangle := \text{Tr}(xy).
\]
We will sometimes refer to this bilinear form as the trace form.
(iii) Over an arbitrary field \( k \), an Albert algebra is a \( k \)-algebra equipped with a bilinear form \( \langle \cdot , \cdot \rangle_A \) and a trilinear form \( \langle \cdot , \cdot , \cdot \rangle_A \) such that there is an isomorphism of algebras \( A \otimes_k \mathcal{O} \cong \mathcal{H}_3(\mathbb{O}) \) sending the extension of the bilinear form \( \langle \cdot , \cdot \rangle_A \) to \( \langle \cdot , \cdot \rangle \) and the extension of the trilinear form \( \langle \cdot , \cdot , \cdot \rangle_A \) to the trilinearisation \( \langle \cdot , \cdot , \cdot \rangle \) of the usual determinant form \( \det \) on the \( 3 \times 3 \) matrices over \( \mathbb{O} \).

We will omit writing the index \( A \) throughout this article for convenience.

**Remark 2.18.** We will write both the trace form on the Albert algebra and the bilinear form on the octonions as \( \langle , \rangle \). This should not cause any confusion however, as for two octonions \( a, b \in \mathbb{O} \) and \( i, j \in \{1, 2, 3\} \) we have \( \langle a_i, b_j \rangle = \delta_{i,j} \langle a, b \rangle \), where the \( \langle \cdot , \cdot \rangle \) in the left hand side and right hand side are bilinear forms in different algebras.

We immediately have some routine computations we will use regularly.

**Lemma 2.19.** The following multiplication rules hold in the Albert algebra over an algebraically closed field \( k \).

(i) \( 1_i^2 = 1_i \) for \( i \in \{1, 2, 3\} \),
(ii) \( 1_i \cdot 1_j = 0 \) for \( i \neq j \) and \( i, j \in \{1, 2, 3\} \),
(iii) \( 1_i \cdot a_j = 0 \) for \( i \in \{1, 2, 3\} \) and \( a \in \mathbb{O} \),
(iv) \( 1_i \cdot a_j = \frac{1}{2} a_j \) for \( i, j \in \{1, 2, 3\} \) with \( i \neq j \) and \( a \in \mathbb{O} \),
(v) \( a_i \cdot b_i = \frac{1}{2} \langle a, b \rangle (1_j + 1_k) \) for \( i, j, k \in \{1, 2, 3\} \) and \( a, b \in \mathbb{O} \),
(vi) \( a_i \cdot b_j = \frac{1}{2} \langle ab \rangle k \) for \( i, j, k \) a cyclic permutation of \( 1, 2, 3 \).

**Proof.** These are precisely \cite{Sch95} Identities (4.26)-(4.31) adapted to our notation. \( \square \)

The following lemma will be essential for our treatment of the \( F_4 \) case.

**Lemma 2.20.** For \( x, y, z \in A \) with \( A \) an Albert algebra over a field \( k \), we have

\[
\begin{align*}
x \cdot (y \cdot z) + y \cdot (x \cdot z) + z \cdot (x \cdot y) &= \langle x, e \rangle y \cdot z + \langle y, e \rangle x \cdot z + \langle z, e \rangle x \cdot y + \frac{1}{2} ((\langle x, y \rangle - \langle x, e \rangle \langle y, e \rangle)z \\
&\quad + \frac{1}{2} ((\langle x, z \rangle - \langle x, e \rangle \langle z, e \rangle)y + \frac{1}{2} ((\langle y, z \rangle - \langle y, e \rangle \langle z, e \rangle)x + 3 \langle x, y, z \rangle e.
\end{align*}
\]

**Proof.** This is \cite{SV00} Equation 5.12]. \( \square \)

**2.5. Standard derivations.** In this section, we will use so-called standard derivations, introduced and studied by R. D. Schafer both for the octonion algebras and the Albert algebras in \cite{Sch95}, to make sense of the embedding given in \cite{CG21}. They are defined over arbitrary fields \( k \).

The reason we look at the derivations of these algebras is because the derivation algebra of an octonion algebra (respectively an Albert algebra) is equal to the Lie algebra of the automorphism group of type \( G_2 \) (respectively \( F_4 \)) by \cite{SV00} Proposition 2.4.5 and Corollary 7.2.2].

Unlike Schafer, we will denote composition of operators from right to left, i.e. \( \phi \psi (x) = \phi (\psi (x)) \) for two operators \( \phi, \psi : U \rightarrow U \) on a vector space \( U \) and \( x \in U \). Note that due to this different convention, the definition of \( D_{a,b} \) differs by a minus sign.

**Definition 2.21.**
(i) Let \( a, b \in A \) be octonions. We define the standard derivation \( D_{a,b} \) by
\[
D_{a,b} := [L_a, L_b] + [L_b, R_a] + [R_a, R_b],
\]
where \( L_a \) (respectively \( R_a \)) stands for left (respectively right) multiplication by \( a \) for all \( a \in A \).

(ii) Let \( a, b \in A \), where \( A \) is an Albert algebra. We define the standard derivation \( D_{a,b} \) by
\[
D_{a,b} := [L_a, L_b],
\]
where \( L_a \) stands for left multiplication by \( a \).

**Lemma 2.22.** Let \( a, b \in A \) where \( A \) is either an octonion algebra or an Albert algebra with identity \( e \). The following hold:

(i) \( D_{a,b} \) is a derivation of \( A \),
(ii) \( D_{a,b} = -D_{b,a} \),
(iii) \( D_{a,a} = 0 \),
(iv) \( D_{e,b} = 0 \),
(v) \( D_{a,b} \) is skew-symmetric with respect to \( \langle \cdot, \cdot \rangle \), i.e.
\[
\langle D_{a,b}(u), v \rangle = -\langle u, D_{a,b}(v) \rangle.
\]

**Proof.**

(i) This is proven in [Sch95, Identity (3.70), p.77] and [Sch95, Identity (4.6), p.92].

(ii) For \( A \) an octonion algebra, this follows immediately from the fact that octonion algebras are alternative. For \( A \) an Albert algebra, it is even easier.

(iii) All commutators in the definitions become zero.

(iv) All commutators in the definitions become zero.

(v) We prove this for \( A \) an octonion algebra. The Albert algebra case is analogous but easier. We get
\[
\langle D_{a,b}(u), v \rangle = \langle a \cdot (b \cdot u) - b \cdot (a \cdot u), v \rangle + \langle a \cdot (u \cdot b) - (a \cdot u) \cdot b, v \rangle + \langle (u \cdot b) \cdot a - (u \cdot a) \cdot b, v \rangle
\]
\[
= \langle b \cdot u, \bar{a} \cdot v \rangle - \langle a \cdot u, \bar{b} \cdot v \rangle + \langle u \cdot b, \bar{a} \cdot v \rangle - \langle a \cdot u, v \cdot \bar{b} \rangle + \langle u \cdot b, v \cdot \bar{a} \rangle - \langle a \cdot v, v \cdot \bar{b} \rangle
\]
\[
= \langle u, \bar{b} \cdot (\bar{a} \cdot v) \rangle - \langle u, \bar{a} \cdot (\bar{b} \cdot v) \rangle + \langle u, (\bar{a} \cdot v) \cdot \bar{b} \rangle - \langle u, (\bar{a} \cdot (v \cdot \bar{b}) \rangle + \langle u, (v \cdot \bar{a}) \cdot \bar{b} \rangle - \langle u, (v \cdot \bar{b}) \cdot \bar{a} \rangle
\]
\[
= \langle u, -D_{a,b}(v) \rangle.
\]

Now by (iv) and the definition of the involution, we have \( D_{a,b} = D_{a,b} \), ending our proof.

**Remark 2.23.** As an anonymous referee correctly points out, we can prove the first item directly by the formulas in this article. By computing characters, we know that for the space of traceless octonions \( W \), the exterior square decomposes as \( \wedge^2 W = g_2 \oplus \{ R^*_c \mid c \in W \} \), where \( R^*_c \in \text{End}(W) \) is the operator sending a pure octonion \( a \) to \( a \cdot x \), i.e. \( R^*_c \) is right Malcev multiplication by \( x \). These two subspaces are orthogonal by the usual trace form, as this is also an equivariant bilinear form. Thus, using Lemma 2.16 (i) and (ii) we can prove that \( \text{Tr}(R^*_c \cdot D_{a,b}) = 0 \) for all \( a, b, c \in W \), and thus that all \( D_{a,b} \) are in fact derivations.

These standard derivations span the entire derivation space.

**Theorem 2.24** (Schafer). Every derivation of an octonion algebra or an Albert algebra over a field \( k \) with \( \text{char} k \neq 2,3 \) is a linear combination of standard derivations.

**Proof.** See [Sch95, Corollary 3.29] and [Sch95, Corollary 4.10].
We can easily describe the commutator product of standard derivations.

**Lemma 2.25.** Let $D$ be a derivation of $A$, and $a,b \in A$ with $A$ an octonion or an Albert algebra. Then we have

$$[D, D_{a,b}] = D_{Da,b} + D_{a,Db}.$$

**Proof.** These are [Sch95, Identities (3.72) and (4.62)]. □

We end this section with the following remark.

**Proposition 2.26.** Let $\sigma$ denote the embedding from Proposition 2.8 for $G = G_2$ or $G = F_4$. Then $\text{Im}(\sigma)$ is contained in the subspace $S(W)$ of symmetric operators with respect to $\langle \cdot, \cdot \rangle$.

**Proof.** By the last item of Lemma 2.22, any standard derivation of the algebra representation is skew-symmetric with respect to the bilinear form. Since any derivation is a linear combination of standard derivations, any derivation is skew-symmetric. This, combined with the defining equation (2.1) of $\sigma$ tells us that $\text{Im}(\sigma)$ is contained in $S(W)$. □

**Remark 2.27.** This can be seen more abstractly, as both $G_2$ and $F_4$ stabilise a nondegenerate bilinear form on the representation of $2\omega_1$ and $2\omega_4$ respectively, and are thus contained in a special orthogonal group. But the Lie algebra of the special orthogonal group is precisely the Lie algebra of skew-symmetric matrices, thus the Lie algebra of derivations is contained in the skew-symmetric matrices.

### 2.6. Symmetric operators and the symmetric square.

In this short section, let $W$ be an arbitrary finite-dimensional vector space equipped with a nondegenerate bilinear form $\langle \cdot, \cdot \rangle$.

We denote the space of symmetric operators on $W$ with respect to the associated bilinear form with $S(W)$, and the symmetric square $S^2 W := W \otimes W / (a \otimes b - b \otimes a | a, b \in W)$.

**Lemma 2.28.** We have an isomorphism

$$\varphi : S^2 W \to S(W)$$

$$ab \mapsto \frac{a\langle b, \cdot \rangle + b\langle a, \cdot \rangle}{2}.$$

Moreover, for a group $G$ acting on $W$ and stabilising the bilinear form, this isomorphism is $G$-equivariant.

**Proof.** It suffices to observe that for any $\omega \in G$, due to the $G$-invariance of the bilinear form,

$$\frac{\omega a\langle \omega b, \cdot \rangle + \omega b\langle \omega a, \cdot \rangle}{2} = \omega \circ \left( \frac{a\langle b, \cdot \rangle + b\langle a, \cdot \rangle}{2} \right) \circ \omega^{-1}.$$

By the nondegeneracy of the bilinear form, $\varphi$ is injective. By dimension count, it is also an isomorphism. □

As an anonymous referee points out, this is the identification $S^2 W \leftrightarrow S^2 W \oplus \wedge^2 W \cong W \otimes W \cong \text{End}(W)$, where the last identification is given by the inner product.

**Notation 2.29.** This isomorphism will play a key role in the following. For simplicity, we will write $ab$ as a shorthand for the operator $\varphi(ab) = \frac{a\langle b, \cdot \rangle + b\langle a, \cdot \rangle}{2}$. 

In Equation (2.1), the Killing form of two derivations occurs, which we can regard as a multiple of the trace form by Proposition 2.2. The following lemma will be useful to compute the embedding \( \sigma \); see Proposition 3.3 below.

**Lemma 2.30.** With the notation from above, we have

\[
\text{Tr}(ab) = \langle a, b \rangle.
\]

**Proof.** Extend \( \{a, b\} \) to a basis \( B \) of \( W \) and write \( ab \) as a matrix with respect to the basis \( B \). Then the only diagonal elements that are non-zero appear in the columns associated to \( a \) and \( b \). These non-zero entries are both equal to \( \frac{1}{2} \langle a, b \rangle \), so the trace of the matrix is equal to \( \langle a, b \rangle \). \( \square \)

Given the isomorphism from Lemma 2.28 and an orthonormal basis, we will use two constructions in the following sections.

**Lemma 2.31.** Let \( \{b_1, \ldots, b_n\} \) be an orthonormal basis for \((W, \langle \cdot, \cdot \rangle)\). Then (using the identification in Notation 2.29)

(i) \( \text{id}_W = \sum_i b_i b_i \),

(ii) The elements \((b_1 + b_i)(b_1 - b_i), b_i b_j \) for \( i \in \{2, \ldots, n\}, i \neq j \in \{1, \ldots, n\} \) form a basis for the space of traceless symmetric operators.

**Proof.** For the first item, let \( v = \sum_k \lambda_k b_k \in W \) be arbitrary. Then we have \( (\sum_i b_i b_i)(v) = \sum_k \lambda_k (\sum_i b_i)(b_k) = \sum_k \lambda_k b_k = v \). Since \( v \) was arbitrary, we have \( \text{id}_W = \sum_i b_i b_i \).

For the second item, we can use Lemma 2.30 to see that the proposed elements are all traceless symmetric operators. They are clearly linearly independent (using for example the isomorphism from Lemma 2.28), thus they span the space of traceless symmetric operators, since its dimension is equal to \( \frac{n(n + 1)}{2} - 1 = \frac{(n + 2)(n - 1)}{2} \). \( \square \)

3. **The algebra of type \( G_2 \)**

Recall that the assumption on the characteristic in this section is \( \text{char } k = 0 \) or \( \text{char } k > 7 \).

In this part, \( W \) denotes the 7-dimensional \( G_2 \)-representation formed by the pure octonions, and \( V \) denotes the 27-dimensional representation with highest weight \( 2 \omega_1 \). In this setting, the embedding from Proposition 2.8 becomes, using Proposition 2.2,

\[
(3.1) \quad \sigma(S(XY)) = 24X \cdot Y - 2 \text{Tr}(XY)\text{id}_W.
\]

In this formula, we do not write the embedding \( \pi \) of the Lie algebra explicitly.

This part is dedicated to studying the embedding \( \sigma \) more deeply, using the octonions. More specifically, we will determine a formula for \( \sigma \) in terms of standard derivations, and the bilinear form on the octonions. In this way, we find an alternate description for the algebra \( A(g_2) \). Our main result is Theorem 3.11.

3.1. **A formula for standard derivations and their Jordan products.** To find a formula for the embedding \( \sigma: A(g_2) \hookrightarrow \text{End}(W) \), we try to give a formula for the derivations in terms of the bilinear form on the octonions and the Malcev product; see Proposition 3.1.

The proof of the following proposition is due to Tom De Medts.

**Proposition 3.1.** For \( a, b, x \in W \) pure octonions, we have

\[
D_{a,b}(x) = 3\langle a, x \rangle b - 3\langle b, x \rangle a + \frac{x \ast (a \ast b)}{2}.
\]
Proof. We will prove this using Lemma 2.16 and Proposition 2.10. Using these equations, the formula we have to prove is equivalent to

\[ D_{a,b}(x) = \{a, x, b\} + 2\langle a, x\rangle b - 2\langle b, x\rangle a. \]

Now, using the definition of \( D_{a,b}(x) \), this is equivalent to proving

\[
 a(bx) - b(ax) + a(xb) - (ax)b + (xb)a - (xa)b = (ax)b - a(xb) + 2\langle a, x\rangle b - 2\langle b, x\rangle a
\]

\[
 \iff - \langle x, b\rangle a - b(ax) + \langle x, a\rangle b + (xb)a = (ax)b - a(xb) + 2\langle a, x\rangle b - 2\langle b, x\rangle a
\]

\[
 \iff - b(ax) + (xb)a = (ax)b - a(xb) - (ax + xa)b + a(bx + xb)
\]

\[
 \iff (xb)a + (xa)b = a(bx) + b(ax).
\]

The last equality in this string of equivalences holds, by linearising the equality \( c(cx) = -N(c)c \) for any pure octonion \( c \) and any octonion \( x \).

**Notation 3.2.** By \( R^*_{a,b} \in \End(W) \), with \( x \in W \) a pure octonion, we denote the operator sending a pure octonion \( a \) to \( a * x \), i.e. \( R^*_{a,b} \) is right Malcev multiplication by \( x \). Using this notation, we can rephrase the previous corollary into the equality

\[ D_{a,b} = 3\langle a, \cdot \rangle b - 3\langle b, \cdot \rangle a + \frac{1}{2} R^*_{a,b}. \]

Using Proposition 3.1 and Lemma 2.16, we can give an explicit formula for the embedding in Proposition 2.8.

**Proposition 3.3.** If \( a, b, c, d \in W \) are pure octonions, then for the image of \( S(D_{a,b}D_{c,d}) \) under the embedding \( \sigma \), we find

\[
 \sigma(S(D_{a,b}D_{c,d})) = -216 \langle (a, c)bd - \langle a, d\rangle bc + \langle b, d\rangle ac - \langle b, c\rangle ad \rangle
\]

\[
 - 36 ((a * (c * d))b - (b * (c * d))a + (c * (a * b))d - (d * (a * b))c)
\]

\[
 + 12(a * b)(c * d)
\]

\[
 + 18 (2\langle a, c\rangle \langle b, d\rangle - 2\langle a, d\rangle \langle b, c\rangle - \langle a * b, c * d\rangle) \id_{W}.
\]

Proof. We compute \( D_{a,b} \cdot D_{c,d} \) using Proposition 3.1. To reduce the amount of terms involved, we first compute \( D_{a,b} \circ D_{c,d} \) and get, making use of Lemma 2.16.

\[
 D_{a,b} \circ D_{c,d} = \left( 3b\langle a, \cdot \rangle - 3a\langle b, \cdot \rangle + \frac{1}{2} R^*_{a,b} \right) \left( 3d\langle c, \cdot \rangle - 3c\langle d, \cdot \rangle + \frac{1}{2} R^*_{c,d} \right)
\]

\[
 = 9b\langle a, d\rangle \langle c, \cdot \rangle - 9b\langle a, c\rangle \langle d, \cdot \rangle - 9a\langle b, d\rangle \langle c, \cdot \rangle + 9a\langle b, c\rangle \langle d, \cdot \rangle
\]

\[
 - \frac{3}{2}b(a * (c * d), \cdot ) + \frac{3}{2}a(b * (c * d), \cdot ) + \frac{1}{2}d(a * b)\langle c, \cdot \rangle - \frac{3}{2}c(a * b)\langle d, \cdot \rangle
\]

\[
 + \frac{1}{4} R^*_{a,b} \circ R^*_{c,d}.
\]

By symmetry, we see that

\[
 D_{a,b} \cdot D_{c,d} = -9 \langle (a, c)bd - \langle a, d\rangle bc + \langle b, d\rangle ac - \langle b, c\rangle ad \rangle
\]

\[
 - \frac{3}{2} ((a * (c * d))b - (b * (c * d))a + (c * (a * b))d - (d * (a * b))c)
\]

\[
 + \frac{1}{4} R^*_{a,b} \cdot R^*_{c,d}.
\]

Now we use Lemma 2.16. Rephrasing the second item of this Lemma into the language of operators and using the notation introduced in Notation 2.20, we get

\[ R^*_{a,b} \cdot R^*_{c,d} = 2(a * b)(c * d) - 2(a * b, c * d) \id_{W}. \]
To compute the trace of this expression, we use Lemmas 2.15 and 2.30.
\[
\text{Tr}(D_{a,b} \bullet D_{c,d}) = -9(2\langle a, c \rangle \langle b, d \rangle - 2\langle a, d \rangle \langle b, c \rangle) - 3\langle a \ast b, c \ast d \rangle \\
- \frac{3}{2}(\langle a \ast (c \ast d), b \rangle - \langle b \ast (c \ast d), a \rangle + \langle c \ast (a \ast b), d \rangle - \langle d \ast (a \ast b), c \rangle) \\
= -18(\langle a, c \rangle \langle b, d \rangle - \langle (a, b), d \rangle) + 3\langle a \ast b, c \ast d \rangle.
\]

The corollary then follows from plugging these computations into Equation (3.2). □

For convenience, we also prove a shorter formula in a special case.

**Corollary 3.4.** Let \(a, b, c \in W\) be pure octonions. Then
\[
(3.2) \quad \sigma(S(D_{a,b}D_{c,b})) = 12(-6\langle a, c \rangle bb - 12N(b)ac + 6\langle a, b \rangle cb + 6\langle c, b \rangle ab + (a \ast b)(c \ast b)).
\]

**Proof.** We have
\[
(3.3) \quad \sigma(S(D_{a,b}^2)) = -216(\langle a, a \rangle bb - \langle a, b \rangle ab + \langle b, b \rangle aa - \langle a, b \rangle ab) \\
- 72((a \ast (a \ast b))b - (b \ast (a \ast b))a) + 12(a \ast b)(a \ast b) \\
+ 18(2\langle a, a \rangle \langle b, b \rangle - 2\langle a, b \rangle \langle a, b \rangle - \langle a \ast b, a \ast b \rangle) id_W.
\]

We can use Lemma 2.14(b) to simplify the second line:
\[
(a \ast (a \ast b))b - (b \ast (a \ast b))a + (a \ast (a \ast b))b - (b \ast (a \ast b))a \\
= -8N(a)bb + 4\langle a, b \rangle ab - 8N(b)aa + 4\langle a, b \rangle ab.
\]

For the terms on the fourth line, we get
\[
2\langle a, a \rangle \langle b, b \rangle - 2\langle a, b \rangle \langle a, b \rangle - \langle a \ast b, a \ast b \rangle \\
= 2\langle a, a \rangle \langle b, b \rangle - 2\langle a, b \rangle \langle a, b \rangle - 2ab - (a, b)e, 2ab - (a, b)e \\
= 2\langle a, a \rangle \langle b, b \rangle - 2\langle a, b \rangle \langle a, b \rangle - 2\langle a, a \rangle \langle b, b \rangle + 4\langle a, b \rangle \langle a, b \rangle - 2\langle a, b \rangle \langle a, b \rangle = 0.
\]

Plugging these computations into (3.3), we obtain
\[
\sigma(S(D_{a,b}^2)) = 12\left(-12N(a)bb - 12N(b)aa + (a \ast b)(a \ast b) + 12\langle a, b \rangle ab\right).
\]

Linearising this equation gives us (3.2). □

As another corollary, we get a nice formula for a preimage of very basic elements.

**Corollary 3.5.** If \(a, c \in W\) are orthogonal pure octonions, then we have
\[
\sigma(S(D_{a,a*}D_{c,a*})) = -768N(a)N(c)ac.
\]

**Proof.** We specialise Equation (3.2) to the case where \(a \perp c\) and \(b = a \ast c = 2ac\) hold. Notice that in this case we also have \(a \perp ac \perp c\), because both \(a\) and \(c\) are pure octonions. Thus we get
\[
\sigma(S(D_{a,a*}D_{c,a*})) = 12(-12N(2ac)ac + (a \ast (a \ast c))(c \ast (a \ast c))) \\
= 12(-48N(a)N(c)ac - 16N(a)N(c)ca).
\]

We want to find the multiplication \(\ast\), defined by
\[
\sigma(v) \ast \sigma(w) := \sigma(v \circ w)
\]
for all \(v, w \in A(g_2)\). With the formulas derived above, we can compute the multiplication for specific elements in \(A(g_2)\), which we will need in the proof of Theorem 3.11.
Proposition 3.6. Let $a, b$ be orthogonal, pure octonions. Then

\[(3.4) \quad ab \star ab = \frac{1}{48} (a \star b)(a \star b) + \frac{1}{12} ([b, b]a + (a, b)bb).\]

Proof. First assume $a, b$ are anisotropic. For $X, Y \in g_2$ we have by Definition [2.4]

\[(3.5) \quad S(XY) \circ S(XY) = 2 (S(X, (ad Y \circ ad X)(Y)) + S(Y, (ad X \circ ad Y)(X)) - S([X, Y], [X, Y])) + \frac{1}{4} K(X, X)S(Y^2) + \frac{1}{2} K(X, Y)S(XY) + \frac{1}{4} K(Y, Y)S(X^2).\]

We want to substitute $X = D_{a,ab}, Y = D_{b,ab}$, so we compute the involved commutator brackets using Lemma [2.25] and Proposition [3.3]

\[
\begin{align*}
[D_{a,ab}, D_{b,ab}] &= D_{b, -16N(a)b}a, \\
[D_{a,ab}, D_{b,a}] &= D_{b,4N(a)a}a, \\
[D_{b,ab}, D_{a,b}] &= D_{a,4N(b)b}b.
\end{align*}
\]

Substituting $X = D_{a,ab}$ and $Y = D_{b,ab}$ in (3.5), we get

\[(3.6) \quad S(XY) \circ S(XY) = 128N(a)N(b)^2S(D_{a,ab}^2) + 128N(a)^2N(b)S(D_{b,ab}^2) - 512N(a)^2N(b)^2S(D_{a,b}^2) + \text{Tr}(D_{a,ab}^2)S(D_{b,ab}^2) + \text{Tr}(D_{b,ab}^2)S(D_{a,ab}^2).
\]

Now we can use Corollary [3.4] to get

\[
\begin{align*}
\sigma(S(D_{a,ab}^2)) &= 12 (-12N(a)bb - 12N(b)aa + (a \star b)(a \star b)), \\
\sigma(S(D_{b,ab}^2)) &= 12 (-48N(a)N(b)aa - 12N(a)(a \star b)(a \star b) + 16N(a)^2bb), \\
\sigma(S(D_{a,b}^2)) &= 12 (-48N(a)N(b)bb - 12N(b)(a \star b)(a \star b) + 16N(b)^2aa).
\end{align*}
\]

We also have, by Proposition [3.3]

\[
\begin{align*}
\text{Tr}(D_{a,ab}^2) &= -192N(a)^2N(b), \\
\text{Tr}(D_{b,ab}^2) &= -192N(a)N(b)^2.
\end{align*}
\]

Plugging all of this information in (3.6), we get

\[
768^2N(a)^2N(b)^2ab \star ab = 96 \cdot 4^2 \cdot N(a)^2N(b)^2(64(N(b)aa + N(a)bb) + 8(a \star b)(a \star b)) \iff ab \star ab = \frac{1}{48} (a \star b)(a \star b) + \frac{1}{12} ([b, b]a + (a, b)bb).
\]

Dividing both sides by $768^2N(a)^2N(b)^2$ gives us (3.4). For arbitrary $a, b \in W$, note that we can find a basis of anisotropic elements by Proposition [2.7] Then the same formula holds for arbitrary linear combinations of these anisotropic elements by linearity.

This is all we will need to determine the product on $\sigma(A(g_2))$.

3.2. An isomorphism to the symmetric square of the traceless octonions. In the case of $G_2$, we obtain a very nice isomorphism for the embedding $\sigma$.

Proposition 3.7. The map

\[\sigma: A(g_2) \rightarrow S(W)\]

is an isomorphism.

Proof. Since $\sigma$ is injective and the two underlying vector spaces have the same dimension by Proposition [2.7] we conclude $\sigma$ is an isomorphism.
3.3. Defining multiplications on $V$. Recall from Proposition 2.7 that $A(g_2) = k \oplus V$, where $V$ is the irreducible 27-dimensional representation of $G_2$. By [CG21, Example A.6], multiplication is of the form

\[(\lambda, u) \star (\mu, v) = (\lambda \mu + f(u, v), \lambda v + \mu u + u \circ v),\]

for a certain invariant symmetric bilinear form $f$ and invariant symmetric multiplication $\circ$ on $V$. Note that under the embedding $\sigma$, $V$ is sent to the subspace of trace zero elements, i.e.

\[\sigma(V) = \left\{ \sum_i a_i b_i \mid \sum_i \langle a_i, b_i \rangle = 0 \right\}.\]

**Proposition 3.8.** Define for $ab, cd \in S^2 W$

\[(3.8) \quad ab \circ_1 cd := (a \ast c)(b \ast d) + (a \ast d)(b \ast c) + \frac{2}{7}(\langle a, c \rangle b, d) + \langle a, d \rangle \langle b, c \rangle) \text{id}_W,\]

and

\[(3.9) \quad ab \circ_2 cd := \langle a, c \rangle bd + \langle a, d \rangle bc + \langle b, c \rangle ad + \langle b, d \rangle ac - \frac{2}{7}(\langle a, c \rangle \langle b, d \rangle + \langle a, d \rangle \langle b, c \rangle) \text{id}_W.\]

Then the space of commutative $G_2$-equivariant products on $\sigma(V)$ is spanned by $\circ_1$ and $\circ_2$, restricted to $\sigma(V)$.

**Proof.** Both products are clearly commutative. The multiplication $\circ_2$ on $\sigma(V)$ is well-defined (meaning that the image of $\circ_2$ is contained in $\sigma(V)$), by Lemma 2.30. For $\circ_1$, we have the following computation, where in the second equality we use Lemma 2.16 (for $\sum_i a_i b_i, \sum_j c_j d_j \in \sigma(V)$ and suppressing summation):

\[
\langle (a \ast c, b \ast d) + (a \ast d, b \ast c) \rangle = -\langle a, (b \ast d) \ast c + (b \ast c) \ast d \rangle \\
= -\langle a, 2(c, b) d + 2(d, b) c - 4(c, d) b \rangle \\
= -2\langle a, c \rangle \langle b, d \rangle - 2\langle a, d \rangle \langle b, c \rangle + 4(c, d) \langle a, b \rangle \\
= -2\langle a, c \rangle \langle b, d \rangle - 2\langle a, d \rangle \langle b, c \rangle.
\]

This proves that the right hand side of Equation (3.8) is again an element of $\sigma(V)$.

The products are $G_2$-equivariant since both $*$ and $\langle \cdot, \cdot \rangle$ are and $\text{id}_W$ is $G_2$-invariant.

It can easily be seen that these two multiplications are linearly independent, since $e_1 e_2 \circ_1 e_1 e_2 = -4e_3 e_3 + \frac{8}{7} \text{id}_W$ and $e_1 e_2 \circ_2 e_1 e_2 = 2e_1 e_1 + 2e_2 e_2 - \frac{8}{7} \text{id}_W$. They span the product space because it is 2-dimensional (see Remark 2.1). \(\square\)

3.4. Calculating parameters. Before proving the main result of this section we have a technical lemma that will be useful both in this case, and in the $F_4$ case.

The following proof is due to an anonymous referee.

**Lemma 3.9.** Let $k$ be an algebraically closed field. For $a, b \in W$ we have

\[\sum_{i=1}^{7} (e_i \ast a)(e_i \ast b) = 2\langle a, b \rangle \sum_{i=1}^{7} e_i e_i - 4ab.\]
Proof. Note that $\sum e_i e_i = \sum e_i \langle e_i, \cdot \rangle = 2\text{id}_W$. Then the left hand side of the equation in the lemma is equal to

$$
\sum_{i=1}^7 (e_i \ast a)(e_i \ast b) = \sum_{i=1}^7 \frac{1}{2} ((e_i \ast a) \langle e_i \ast b, \cdot \rangle + (e_i \ast b) \langle e_i \ast a, \cdot \rangle) = (-R^*_a \cdot R^*_b) \circ 2\text{id}_W = -2R^*_a \cdot R^*_b,
$$
as the Malcev product is skew symmetric with respect to $\langle \cdot , \cdot \rangle$. By Lemma 2.16 (ii), the last expression is precisely equal to the right hand side of the equation in the lemma. $\square$

Remark 3.10. Using this, one can also prove that for any orthonormal basis $B$ of the octonions (with unit this time!), we have for $a,b \in O$:

$$
\sum_{x \in B} (x \cdot a)(x \cdot b) = \frac{1}{2} \langle a,b \rangle \sum_{x \in B} xx = \sum_{x \in B} (a \cdot x)(b \cdot x).
$$

We have finally gathered enough information to prove the main theorem of this section.

Theorem 3.11. The algebra $A(g_2)$ is isomorphic to the symmetric square of the pure octonions $S^2 W$, with multiplication given by

$$
ab \ast cd = \frac{1}{12} ((a,c)bd + (a,d)bc + (b,c)ad + (b,d)ac + \langle a,b \rangle cd + \langle c,d \rangle ab)
$$

$$
- \frac{1}{48} ((a \ast c)(b \ast d) + (a \ast d)(b \ast c)).
$$

Proof. By Lemma 2.28 and Proposition 3.7, it only remains to show that $\ast$ satisfies the formula above.

We may assume without loss of generality that $k$ is algebraically closed. We denote a standard basis as in Remark 2.12.

We will determine explicitly the product $ab \ast cd$ for $a,b,c,d$ pure octonions. By Equation (3.7), we have

$$
(3.10) \quad ab \ast cd = \left( \frac{1}{12} \langle a,b \rangle \langle c,d \rangle + f \left( ab - \frac{1}{7} \langle a,b \rangle \text{id}_W , cd - \frac{1}{7} \langle c,d \rangle \text{id}_W \right) \right) \text{id}_W
$$

$$
+ \frac{1}{7} \langle a,b \rangle \left( cd - \frac{1}{7} \langle c,d \rangle \text{id}_W \right) + \frac{1}{7} \langle c,d \rangle \left( ab - \frac{1}{7} \langle a,b \rangle \text{id}_W \right)
$$

$$
+ \left( ab - \frac{1}{7} \langle a,b \rangle \text{id}_W \right) \circ \left( cd - \frac{1}{7} \langle c,d \rangle \text{id}_W \right).
$$

The multiplication $\circ$ on $\sigma(V)$ should be a linear combination of the products $\circ_1$ and $\circ_2$, defined in Proposition 3.3. By comparing $\circ_1$ and $\circ_2$ with Proposition 3.6, we determine that $\circ = -\frac{1}{48} \circ_1 + \frac{1}{12} \circ_2$. Explicitly, we have for $ab,cd \in \sigma(V)$:

$$
(3.11) \quad ab \circ cd = \frac{1}{12} ((a,c)bd + (a,d)bc + (b,c)ad + (b,d)ac)
$$

$$
- \frac{1}{48} ((a \ast c)(b \ast d) + (a \ast d)(b \ast c)) - \frac{5}{24} \cdot 7 (\langle a,c \rangle \langle b,d \rangle + \langle a,d \rangle \langle b,c \rangle) \text{id}_W.
$$
We can extend this product to the entire symmetric square by this same formula, and we will denote the extension by $\odot$ as well. Lemma \[\text{(3.9)}\] gives us

\[
\text{id}_W \odot ab = \sum_i -\frac{1}{48}((e_i \ast a)(e_i \ast b)) - \frac{2}{48 \cdot 7}((e_i, a)\langle e_i, b \rangle)\text{id}_W \\
+ \frac{1}{12}(\langle e_i, a \rangle e_i b + \langle e_i, b \rangle e_i a) - \frac{2}{12 \cdot 7}(\langle e_i, a \rangle\langle e_i, b \rangle)\text{id}_W \\
= -\frac{1}{24}(2\langle a, b \rangle\text{id}_W - 2ab) - \frac{1}{12 \cdot 7}\langle a, b \rangle\text{id}_W + \frac{1}{3}ab - \frac{1}{21}\langle a, b \rangle\text{id}_W \\
= \frac{5}{12}ab - \frac{1}{7}\langle a, b \rangle\text{id}_W.
\]

For generic $ab, cd \in S^2 W$ we get (using \[\text{(3.11)}\])

\[
\text{(3.12)} \quad (ab - \frac{1}{7}\langle a, b \rangle\text{id}_W) \odot \left(cd - \frac{1}{7}\langle c, d \rangle\text{id}_W\right) \\
= ab \odot cd + \frac{1}{72}(ab, c)\langle c, d \rangle\text{id}_W \odot \text{id}_W - \frac{1}{7}\langle c, d \rangle\text{id}_W \odot ab - \frac{1}{7}(ab, c)\text{id}_W \odot cd \\
= ab \odot cd - \frac{1}{12 \cdot 7}(ab, c)\langle c, d \rangle\text{id}_W \\
- \frac{1}{7}\langle c, d \rangle\left(\frac{5}{12}ab - \frac{1}{7}\langle a, b \rangle\text{id}_W\right) - \frac{5}{7}\langle a, b \rangle\left(\frac{5}{12}cd - \frac{1}{7}\langle c, d \rangle\text{id}_W\right) \\
= \frac{17}{12 \cdot 7}((ab, c)\langle c, d \rangle\text{id}_W - \frac{5}{12 \cdot 7}(ab, cd) - \frac{5}{12 \cdot 7}\langle a, b \rangle\langle c, d \rangle\text{id}_W) \\
+ \frac{1}{12}((a, c)bd + (a, d)bc + \langle b, c \rangle ad + \langle b, d \rangle ac) \\
- \frac{1}{48}((a \ast c)(b \ast d) + (a \ast d)(b \ast c)) - \frac{5}{24 \cdot 7}((a, c)\langle b, d \rangle + \langle a, d \rangle\langle b, c \rangle)\text{id}_W.
\]

Now, the only thing that remains is to determine the invariant bilinear form $f$ in Equation \[\text{(3.10)}\]. However, we again know that there is only one invariant symmetric bilinear form (Remark \[\text{2.1}\]) on the irreducible 27-dimensional representation of $G_2$, defined up to a scalar. We can thus see that

\[f(ab, cd) = \lambda(\langle a, c \rangle\langle b, d \rangle + \langle a, d \rangle\langle b, c \rangle),\]

where $\lambda$ is a scalar factor. Again using Proposition \[\text{3.6}\] above, we get that $\lambda = \frac{5}{24 \cdot 7}$. We have

\[f(\text{id}_W, ab) = \frac{5}{12 \cdot 7}\langle a, b \rangle,\]

thus

\[
\text{(3.13)} \quad f\left(ab - \frac{1}{7}\langle a, b \rangle\text{id}_W, cd - \frac{1}{7}\langle c, d \rangle\text{id}_W\right) \\
= \frac{5}{24 \cdot 7}((a, c)\langle b, d \rangle + \langle a, d \rangle\langle b, c \rangle) - \frac{10}{12 \cdot 7 \cdot 2}(a, b)\langle c, d \rangle + \frac{5}{12 \cdot 7 \cdot 2}(a, b)\langle c, d \rangle \\
= \frac{5}{24 \cdot 7}((a, c)\langle b, d \rangle + \langle a, d \rangle\langle b, c \rangle - 2\langle a, b \rangle\langle c, d \rangle).
\]

Plugging Equations \[\text{(3.12)}\] and \[\text{(3.13)}\] into Equation \[\text{(3.10)}\] and cancelling out terms, we obtain the formula in the statement of the theorem. \[\square\]
4. The automorphism group of type $G_2$

In [CG21] Remark 9.2, it was noted we do not know the automorphism group yet of the algebra $A(g_2)$. This section aims to resolve that issue. The techniques used in this section are inspired by [GG15]. In this section, we work over an algebraically closed field $k$, so we can conflate smooth algebraic groups with their $k$-points ([Mil17, Corollary 1.17 and Proposition 1.26]). We continue with the notation of the previous section, so $V$ denotes the 27-dimensional irreducible representation, and $G$ is the (adjoint) group of type $G_2$ associated to $A(g_2)$. The assumption on the characteristic remains the same as in the previous section, i.e. char $k = 0$ or char $k > 7$.

We will need the following fact:

**Proposition 4.1.** Any automorphism of $G$ is inner.

**Proof.** This follows from [Hum75] Theorem 27.4 and the fact that the Dynkin diagram of $G_2$ has no symmetries. □

We will denote the identity component of the stabilizer of the nondegenerate bilinear form $\tau|_V$ by $B = \text{SO}(V)$.

The work done in [Sei87] is instrumental in our argument. We lay out the results we need from [Sei87] in the following proposition.

**Proposition 4.2.** Let $G$ be a group of type $G_2$ and $V$ its unique irreducible 27-dimensional representation. Suppose $G < H \leq \text{SL}(V)$, and moreover that $H$ is smooth and connected. Then one of the following occurs:

(i) $H = \text{SL}(V)$,
(ii) $H = \text{SO}(V)$,
(iii) $H$ is of type $B_3$ and acts on $V$ with highest weight $2\omega_1$,
(iv) $H$ is of type $E_6$ and acts on $V$ with highest weight $\omega_6$.

**Proof.** This is [Sei87] Theorem 2], in case $X$ is of type $G_2$ and $V$ is the 27-dimensional irreducible representation of highest weight $2\omega_1$. □

For the $B_3$ case we can prove uniqueness. We will first need an explicit model of the representation of highest weight $2\omega_1$. Note that any group of type $B_3$ acting faithfully on this representation has to be isomorphic to $\text{SO}_7$, the adjoint group of type $B_3$.

**Lemma 4.3.** Let $H$ be a group of type $B_3$. Let $W'$ be the 7-dimensional representation of $H$. Denote the associated bilinear form (unique up to a scalar) by $\langle \cdot, \cdot \rangle'$. Then construct the symmetric square $S^2 W'$ and restrict to the subspace

$$V_H = \left\{ \sum_i a_i b_i \in S^2 W' \left| \sum_i \langle a_i, b_i \rangle' = 0 \right. \right\}.$$  

This is the representation of $B_3$ with highest weight $2\omega_1$. It comes equipped with the $H$-equivariant bilinear form

$$\tau_H(ab, cd) = \frac{5}{7 \cdot 24}(\langle a, c \rangle' \langle b, d \rangle' + \langle a, d \rangle' \langle b, c \rangle').$$

**Proof.** The symmetric square of the natural representation of $B_3$ is equal to $V_H \oplus k$. Then we can compare the characters of the representations to check this representation is the irreducible representation of highest weight $2\omega_1$. □
When we have two groups of type \( G_2 \) inside of a group isomorphic to \( \text{SO}(W) \), we can always prove they are conjugate. The reference for this fact was brought to our attention by Skip Garibaldi.

**Lemma 4.4.** Suppose \( G, G' \) are two (adjoint) groups of type \( G_2 \) contained in a group \( \text{SO}(W) \), with \( W \) a 7-dimensional vector space. Then \( G \) and \( G' \) are conjugate in \( \text{SO}(W) \).

**Proof.** This is a special case of [Mal44, Theorem 1 p.14], originally proven by Frobenius. The proof is done over the complex numbers and for Lie groups instead of algebraic groups, though the proof still holds as long as \( \text{char } k \neq 2 \) and the field has square roots, and it also works for algebraic groups. \( \square \)

**Proposition 4.5.** The group \( G \) is contained in exactly one group \( B' \) isomorphic to \( \text{SO}_7 \) in \( B \).

**Proof.**

1. **Existence:**
   As we realised \( A(\mathfrak{g}_2) = S^2 W \) as the symmetric square of the pure octonions, we can consider the action of \( B' = \text{SO}(W) \) stabilising the bilinear form on the pure octonions. Then this stabilises \( \tau|_V \) in particular.

2. **Uniqueness:**
   Suppose \( H \sim \text{SO}_7 \) is another overgroup of \( G \) in \( B \). Then it also has to stabilise the bilinear form \( \tau|_V \).

   Let \( W', V_H, \tau_H \) be as in Lemma 4.3. Then the representation \( \text{SO}(W') \to \text{GL}(V_H) \) is isomorphic to the representation \( H \to \text{GL}(V) \) by Lemma 4.3 and Proposition 4.2. Thus we can find an isomorphism \( \varphi : V_H \to V \) with \( H = \varphi \text{SO}(W') \varphi^{-1} \). Moreover, since both \( H \) and \( \text{SO}(W') \) stabilise only a 1-dimensional space of bilinear forms, the isomorphism sends \( \tau_H \) to a scalar multiple of \( \tau \). We can assume without loss of generality that the isomorphism sends \( \tau_H \) to \( \tau \).

   Now pick an orthonormal basis \( a_1, \ldots, a_7 \in W' \) and an orthonormal basis \( b_1, \ldots, b_7 \in W \). Then we have an element \( \rho \in \text{O}(V) \) such that
   \[
   \rho (\phi((a_1 + a_i)(a_1 - a_i))) = (b_1 + b_i)(b_1 - b_i),
   \]
   \[
   \rho (\phi(a_i a_j)) = b_i b_j.
   \]

   The map \( \rho \) is well defined by Lemma 2.31(ii). But then we have \( B' = \rho A \rho^{-1} \), and conjugation by \( \rho \) stabilises \( B \cong \text{SO}(V) \), as \( \text{SO}(V) \) is normal in \( \text{O}(V) \).

   Then \( G, \rho G \rho^{-1} \) are two groups of type \( G_2 \) contained in \( \text{SO}(W) \). By Lemma 4.4 we can find a \( \psi \in \text{GL}(W) \) such that conjugation by \( \psi \) stabilises \( \text{SO}(W) \) and sends \( \rho G \rho^{-1} \) to \( G \).

   The automorphism \( \psi \) also acts on \( V \), by sending \( ab \) to \( \psi(a) \psi(b) \). We will denote this map by \( \psi \) as well.

   Composing \( \phi, \rho \) and \( \psi \), we find an element \( \theta \in \text{GL}(V) \) such that conjugation by \( \theta \) sends \( A \) to \( B' \) and stabilises \( G \).

   However, by Proposition 4.1 this means that there is an \( h \in G \) such that for all \( g \in G \)
   \[
   \theta g \theta^{-1} = h g h^{-1}.
   \]

   By replacing \( \theta \) with \( h^{-1} \theta \), we can assume \( \theta \) commutes with \( G \). By Schur’s Lemma then, \( \theta \) acts as a scalar multiplication on \( V \), since \( G \) acts irreducibly on \( V \). But then conjugation by \( \theta \) is simply the identity isomorphism, so we conclude that \( A = B' \). \( \square \)
This proposition essentially gives us a very strong uniqueness property for case (iii) in Proposition 4.2. Using this, we can prove the automorphism group of the algebra is precisely $G$.

**Proposition 4.6.** The algebra product is not invariant under $\text{Lie}(B')$. Then the group $B'$ does not stabilise the algebra product either.

**Proof.** As we have an explicit action of $B'$ on $V$, we can compute its Lie algebra by the Lie functor. We get

$$\text{Lie}(B') = \left\{ \sum_i a_i b_i \mapsto \sum_i (D'(a_i) b_i + a_i D'(b_i)) \mid D' \in \mathfrak{so}(W) \right\}.$$

It is easy to compute the algebra product is not invariant under $\text{Lie}(B')$. Indeed, take a standard basis as in Remark 2.12 (this is possible since $k$ is algebraically closed). Let $T \in \mathfrak{so}(W)$ be defined by sending $e_1$ to $e_2$, $e_2$ to $-e_1$ and all other basis vectors to 0. Then $2T(e_1) e_1 \circ e_4 e_4 + 2e_1 e_1 \circ T(e_4) e_4 = -\frac{1}{3} e_5 e_6 + 0 \neq 0$. If the algebra product would then be invariant under $B'$, it should also be Lie invariant under $\text{Lie}(B')$ but this is not the case.

The author wishes to thank Skip Garibaldi for clarifying the arguments made in [GG15, Lemma 5.1], and providing substantial comments on the following proof.

**Corollary 4.7.** The group scheme $G$ is the identity component of $\text{Aut}(A(\mathfrak{g}_2))$. In particular, it is a normal subgroup, and $\text{Aut}(A(\mathfrak{g}_2))$ is smooth.

**Proof.** To prove this, we specialise (and expand on) the argument of [GG15, Lemma 5.1] to this particular case. Let us look at the identity component $S$ of $\text{Aut}(A(\mathfrak{g}_2))$. Any automorphism has to stabilise the bilinear form $\tau$ by [CG21, Example A.6].

If $S_{\text{red}}$ is not equal to $G$, then by Proposition 4.2, it is either of type $B_3$ with highest weight $2\omega_1$, of type $E_6$ with highest weight $\omega_6$ or equal to $SO(V), SL(V)$. But none of these possibilities can occur, since $SO(V), SL(V)$ and type $E_6$ do not stabilise algebra products on this representation, and type $B_3$ cannot occur by Propositions 4.3 and 4.6.

We still need to show that $\text{Lie}(S) = \text{Lie}(X)$ to prove the group is smooth. The argument in the second half of [GG15, Lemma 5.1] ensures that if $\text{Lie}(S) \neq \text{Lie}(X)$, we can find a simple connected algebraic group $H$ and a representation $\phi : H \rightarrow \text{SL}(V)$ such that $d\phi(\text{Lie}(H))$ is contained in $\text{Lie}(S)$, and $\phi(H(k))$ has to be one of the options in Proposition 4.2 so $H$ has to be the corresponding simple simply connected algebraic group.

Now note that the algebra product $\circ$ on $V$ and $\tau|_V$ are Lie invariant under $d\phi(\text{Lie}(H)) \leq \text{Lie}(S)$. For $H = \text{Spin}(V), SL(V)$ or $H$ of type $E_6$, this is impossible by [GG15, Lemma 2.4] (see also [BGL13, Table A]). Type $B_3$ is impossible by the following reasoning: suppose that $H$ is of type $B_3$. As $G \leq \phi(H)$, and $G$ and $H$ both only stabilise a 1-dimensional space of bilinear forms on $V$, we need $\phi(H) \leq \text{SO}(V, \tau)$. But this means $\phi(H(k)) = B'$ by Proposition 4.3, so $d\phi(\text{Lie}(H)) = \text{Lie}(B')$. But by Proposition 4.3, we obtain a contradiction. Thus none of the possibilities for $H$ are possible, and $\text{Lie}(S) = \text{Lie}(X)$. □

**Theorem 4.8.** We have

$$\text{Aut}(A(\mathfrak{g}_2)) = G.$$
Proof. Let $\theta \in \text{Aut}(A_{2}) \setminus G$. Then, because of Corollary 4.7, conjugation by $\theta$ is an automorphism of $G_2$. By Proposition 4.1, this means that there is an $h \in G$ such that for all $g \in G$

$$\theta g\theta^{-1} = hgh^{-1}$$

holds. In other words, $h^{-1}\theta$ commutes with $G$.

But if $\phi = h^{-1}\theta$ commutes with $G$, this also holds after restricting to $V = V(2\omega_1)$. This means $\phi$ acts as a scalar $a$ on $V$ by Schur’s Lemma. The multiplication on $V$ is non-zero, and $\phi$ stabilises this multiplication, so we have $a^2 = a$. $\phi$ is in particular a bijection, thus $a = 1$ and $\phi$ is the identity. This implies $\theta = h$, which contradicts our choice of $\theta$. \hfill \square

5. The algebra of type $F_4$

We can reuse our recipe for the treatment of the $G_2$ case to obtain similar results for $F_4$. However, when trying to define multiplications on the irreducible representation of highest weight $2\omega_4$, some more care is needed, as hinted towards in the introduction.

Recall that the assumption on the characteristic in this section is $\text{char } k = 0$ or $\text{char } k > 13$. From this point onwards, $W$ is the 26-dimensional natural representation of $F_4$, and $V$ is the 324-dimensional irreducible representation of highest weight $2\omega_4$ of $F_4$.

For $F_4$, the embedding from Proposition 2.8 becomes, using Proposition 2.2

$$\sigma(S(XY)) = 54X \cdot Y - \frac{3}{2} \text{Tr}(XY)\text{id}_W.$$ 

As in the $G_2$ case, we do not write the embedding $\pi$ of the Lie algebra explicitly.

This part is dedicated to studying the embedding $\sigma$ more deeply, using the Albert algebras. We will not be able to find an explicit formula for $\sigma$ in terms of the standard derivations and the bilinear form on the Albert algebras, as in the $G_2$ case. But we will derive enough formulas to compute a proposition similar to Proposition 3.6 for $G_2$. In this way, we find an alternate description for the algebra $A(f_4)$. Our main result is Theorem 5.16. In this section, we will denote the split octonions by $\mathbb{O}$.

5.1. Computing some derivations and their Jordan products. In this section, we will compute all the derivations and their Jordan products necessary in Section 5.4.

Lemma 5.1. Let $k$ be algebraically closed, and $A = \mathcal{H}_3(\mathbb{O})$ an Albert algebra.

(i) For $i, j \in \{1, 2, 3\}$, we have $D_{1_i, 1_j} = 0$.

(ii) for $i \in \{1, 2, 3\}$ and $a \in \mathbb{O}$, we have $D_{1_i, a_i} = 0$.

(iii) for $i \neq j \in \{1, 2, 3\}$ and $a \in \mathbb{O}$, we have

(a) $D_{1_i, a_j}(1_i) = -\frac{1}{4}a_j$,

(b) $D_{1_i, a_j}(1_j) = 0$,

(c) $D_{1_i, a_j}(1_k) = \frac{1}{4}a_j$ with $k \neq i, j$,

(d) $D_{1_i, a_j}(b_k) = \frac{1}{2}a_j \cdot b_k$ with $b \in \mathbb{O}$,

(e) $D_{1_i, a_j}(b_k) = \frac{1}{4}(a, b)(1_i - 1_k)$ with $b \in \mathbb{O}$,

(f) $D_{1_i, a_j}(b_k) = -\frac{1}{2}a_j \cdot b_k$ with $b \in \mathbb{O}$ and $k \neq i, j$.

(iv) for $i \in \{1, 2, 3\}$ and $a, b \in \mathbb{O}$, we have

(a) $D_{a_i, b_i}(1_i) = 0$,

(b) $D_{a_i, b_i}(1_j) = 0$ with $j \neq i$,
We compute these last terms using the Moufang identities (Proposition 2.10(iv)).

\[ D_{a_i, b_i}(c_i) = \frac{1}{2}((b, c)a_i - (a, c)b_i) \text{ with } c \in \mathbb{O}, \]
\[ D_{a_i, b_i}(c_j) = a_i \cdot (b_i \cdot c_j) - b_i \cdot (a_i \cdot c_j) \text{ with } b \in \mathbb{O} \text{ and } j \neq i. \]

**Proof.** This can be computed using Lemma 2.19. \(\square\)

**Lemma 5.2.** Let \( k \) be algebraically closed, and \( A = \mathcal{H}_3(\mathbb{O}) \) an Albert algebra. Suppose \( \{i, j, k\} = \{1, 2, 3\} \) and \( a, b, c \in \mathbb{O} \). Then we have

\[ \begin{align*}
    (i) & \quad (a) \quad D_{1, a_j} \cdot D_{1, b_j}(1_i - 1_j) = -\frac{1}{16}(a, b)(1_i - 1_k), \\
    & \quad (b) \quad D_{1, a_j} \cdot D_{1, b_j}(1_i - 1_k) = -\frac{1}{8}(a, b)(1_i - 1_k), \\
    & \quad (c) \quad D_{1, a_j} \cdot D_{1, b_j}(c_i) = -\frac{1}{32}(a, b)c_i, \\
    & \quad (d) \quad D_{1, a_j} \cdot D_{1, b_j}(c_j) = -\frac{1}{16}((a, c)b_j + ⟨b, c⟩a_j), \\
    & \quad (e) \quad D_{1, a_j} \cdot D_{1, b_j}(c_k) = -\frac{1}{32}(a, b)c_k, \\
    (ii) & \quad (a) \quad D_{1, a_j} \cdot D_{1, b_j}(1_i - 1_k) = \frac{1}{16}(a, b)(1_i - 1_k), \\
    & \quad (b) \quad D_{1, a_j} \cdot D_{1, b_j}(1_i - 1_k) = \frac{1}{8}(a, b)(1_i - 1_k), \\
    & \quad (c) \quad D_{1, a_j} \cdot D_{1, b_j}(c_i) = \frac{1}{32}(a, b)c_i, \\
    & \quad (d) \quad D_{1, a_j} \cdot D_{1, b_j}(b_j) = \frac{1}{16}((a, c)b_j + ⟨b, c⟩a_j), \\
    & \quad (e) \quad D_{1, a_j} \cdot D_{1, b_j}(c_k) = \frac{1}{32}(a, b)c_k, \\
    (iii) & \quad (a) \quad D_{2, a_j}^2(1_i - 1_j) = 0, \\
    & \quad (b) \quad D_{2, a_j}^2(c_i) = \frac{1}{16}(b, c)(b, a)a_i - \frac{1}{4}(b, c)(a, a)b_i - \frac{1}{4}(a, c)(b, b)a_i + \frac{1}{4}(a, c)(b, a)b_i, \\
    & \quad (c) \quad D_{2, a_j}^2(c_j) = \frac{1}{16}((a, b)^2 - ⟨a, a⟩⟨b, b⟩)c_j.
\end{align*} \]

**Proof.** There is only one case that is hard to compute, and it is \( D_{a_i, b_i}(c_j) \), with \( i \neq j \) and \( a, b, c \in \mathbb{O} \). We do this one as an example, the others are analogous but easier. We also assume \( i, j, k \) is a cyclic permutation of 1, 2, 3; the other case is completely analogous. We would have to multiply the octonions to the right instead of to the left in the upcoming computation. This does not make a difference for the end result.

\[ D_{a_i, b_i}^2(c_j) = D_{a_i, b_i}\left(\frac{1}{4}(\overline{a} \cdot (b \cdot c) - \overline{b} \cdot (a \cdot c))c_j\right) \]
\[ = \frac{1}{16}\left((\overline{a} \cdot (b \cdot (\overline{a} \cdot (b \cdot c) - \overline{b} \cdot (a \cdot c))))c_j - (\overline{b} \cdot (a \cdot (\overline{a} \cdot (b \cdot c) - \overline{b} \cdot (a \cdot c))))c_j\right) \]
\[ = \frac{1}{16}\left(-2N(a)N(b) + (\overline{a} \cdot (b \cdot (\overline{a} \cdot (b \cdot c))) + \overline{b} \cdot (a \cdot (\overline{b} \cdot (a \cdot c))))c_j\right) \]

We compute these last terms using the Moufang identities (Proposition 2.10(iv)).

\[ (\overline{a} \cdot (b \cdot (\overline{a} \cdot (b \cdot c)))) = ((\overline{a} \cdot b) \cdot \overline{a}) \cdot (b \cdot c) = ((a, b)e - \overline{a} \cdot a) \cdot (b \cdot c) = (a, b)\overline{a} \cdot (b \cdot c) - N(a)N(b)c. \]
By switching the roles of \( a \) and \( b \) we get (using [SV00] Lemma 1.3.3(iii) in the last step)
\[
\bar{a} \cdot (b \cdot (\bar{a} \cdot (b \cdot c))) + \bar{b} \cdot (a \cdot (\bar{b} \cdot (a \cdot c))) = \langle a, b \rangle \bar{a} \cdot (b \cdot c) + \bar{b} \cdot (a \cdot c) - 2N(a)N(b)c
\]
This finally results in
\[
D^2_{a,b_i}(c_j) = \frac{1}{16} \left( \langle a, b \rangle^2 - \langle a, a \rangle \langle b, b \rangle \right) c_j.
\]

We can bundle this lemma into some compact formulas. Similarly to the \( G_2 \) case, we use the notation from Notation 2.29.

**Definition 5.3.** Let \( k \) be algebraically closed. Let \( B \) be an orthonormal basis for the (split) octonions \( \mathcal{O} \). We define for \( i \in \{1, 2, 3\} \) the operator \( I_i \) as
\[
I_i = \sum_{x \in B} x_i x_i.
\]
Note that the operator \( I_i \) acts as an indicator function for the subspace \( \{a_i | a \in \mathcal{O}\} \) in the Albert algebra.

**Corollary 5.4.** Let \( \{i, j, k\} = \{1, 2, 3\} \) and \( a, b \in \mathcal{O} \). We have the following identities:
\[
\begin{align*}
\text{(i)} \quad & \quad \sigma(S(D^2_{a,b_i})) = \frac{9}{4} \left( \frac{3}{2}(I_j + I_k)(\langle a, b \rangle^2 - \langle a, a \rangle \langle b, b \rangle) + 12\langle a, b \rangle a_i b_i \\
& \quad \quad \quad - 6\langle b, b \rangle a_i a_i - 6\langle a, a \rangle b_i b_i - (\langle a, b \rangle^2 - \langle a, a \rangle \langle b, b \rangle) \text{id}_{W} \right), \\
\text{(ii)} \quad & \quad \sigma(S(D_{1,a_j}D_{1,b_i})) = -\frac{9}{8} \left( \frac{3}{2}(I_j + I_k) \langle a, b \rangle - 3\langle a, b \rangle (I_j - I_k)(I_j - I_k) \\
& \quad \quad \quad + 6a_j b_j - \langle a, a \rangle \text{id}_{W} \right), \\
\text{(iii)} \quad & \quad \sigma(S(D_{1,a_j}D_{1,b_i})) = \frac{9}{8} \left( \frac{3}{2}(I_j + I_k) \langle a, b \rangle + 3\langle a, b \rangle (I_j - I_k)(I_j - I_k) \\
& \quad \quad \quad + 6a_j b_j - \langle a, a \rangle \text{id}_{W} \right).
\end{align*}
\]

To find the parameters of the multiplication in Section 5.4, we will explicitly compute the multiplication \( \ast : \sigma(A(f_4)) \times \sigma(A(f_4)) \to A(f_4) \) for certain specific elements in \( A(f_4) \) with the formulas derived above.

**Proposition 5.5.** Let \( k \) be algebraically closed. Let \( a, b \in \mathcal{O} \) be two isotropic octonions with \( \langle a, b \rangle \neq 0 \) and \( \{i, j, k\} = \{1, 2, 3\} \). Then
\[
(5.2) \quad a_j a_j \ast b_j b_j = \frac{1}{36} (12\langle a, b \rangle a_j b_j + \frac{3}{2} \langle a, b \rangle^2 (I_j + I_k) - \langle a, b \rangle^2 \text{id}_{W}).
\]

**Proof.** In this case, we have
\[
\sigma(S(D_{1,a_j}D_{1,a_j})) = -\frac{27}{4} a_j a_j.
\]
by Corollary 5.4 and analogously, \( \sigma(S(D^2_{1,b_j})) = -\frac{27}{4} b_j b_j \).

Now, by Definition 2.4 and Proposition 2.2 we have
\[
S(X^2) \circ S(Y^2) = 9 \left( S((ad X)^2 Y, Y) + S((ad Y)^2 X, X) \right) \\
+ 9S([X, Y][X, Y]) + 3 \text{Tr}(X, Y) S(XY).
\]
To compute this with $X = D_{1, a_j}$ and $Y = D_{1, b_j}$, we first compute $[X, Y] = [D_{1, a_j}, D_{1, b_j}]$.

$$[D_{1, a_j}, D_{1, b_j}] = D_{D_{1, a_j}(1), b_j} + D_{1, D_{1, a_j}(b_j)} = -\frac{1}{4}D_{a_j, b_j} + \frac{(a, b)}{4}D_{1, 1, 1 - 1_k}$$

Using this computation, we also get

$$X = -\frac{1}{4}D_{a_j, b_j},$$

and reversing the roles of $X$ and $Y$, we have $(ad X)^2 Y = \frac{1}{16} (a, b)D_{1, 1, 1 - 1_k, b_j}$.

Plugging this information into Equation (5.1) we get

$$S(X^2) \circ S(Y^2) = \frac{9}{16} (a, b) \left( S(D_{1, 1 - 1_k, a_j}, D_{1, b_j}) + S(D_{1, 1 - 1_k, b_j}, D_{1, a_j}) \right)$$

$$+ \frac{9}{16} S \left( D_{a_j, b_j}^2 \right) - \frac{9}{4} (a, b)S \left( D_{1, a_j}, D_{1, b_j} \right)$$

where the last equality holds due to Corollary 5.4. Now we let $\sigma$ act on both sides to get

(5.2)

Using Corollary 5.4

$$\sigma(S(X^2) \circ S(Y^2)) = \frac{9}{16} S \left( \frac{3}{4} a_ja_j \cdot b_j \right)$$

So eventually we have (5.2).

5.2. An embedding into the symmetric square of the Albert algebra. Recall that $A(f_3) = k \oplus V$, where $V$ is the irreducible representation with highest weight $2\omega_4$.

By Section 2.6 we can embed the algebra into the symmetric square of the 26-dimensional traceless Albert algebra

$$\sigma: A(f_3) \hookrightarrow S^2 W.$$

However, when looking at the character of $S^2 W$, we see that

$$S^2 W \cong k \oplus V \oplus W \cong A(f_3) \oplus W.$$

This is because the Albert product (after projecting to $W$) is non-zero. In fact, by this reasoning, $k \oplus V$ is the kernel of the Albert product. Thus we have

$$\sigma(A(f_3)) = \left\{ \sum_i X_i Y_i \in S^2 W \left| \pi \left( \sum_i X_i \cdot Y_i \right) = 0 \right\} \right.,$$

where $\pi: A \to W$ is the projection by the trace form, i.e. $\pi(a) = a - \frac{(a, e)}{3} e$. 

Notation 5.6. We denote the projection after multiplication by $\ast$, i.e. for $X,Y \in A$ we have
\[ X \ast Y := \pi(X \cdot Y). \]

5.3. Defining multiplications on $V$. One can compute the characters of the representation $V$ (and of $S^2 V$) to deduce that the product space on $V$ is 2-dimensional and that there is just one symmetric bilinear form (up to a scalar multiple) on $V$. By the previous section, we can actually deduce that
\[ \sigma(V) = \left\{ \sum_i X_i Y_i \in S^2 W \left| \sum_i X_i \cdot Y_i = 0 \right. \right\}. \]

In the $G_2$ case, we had two fairly easy multiplications on the entire symmetric square. However, in this case we do not work with the entire symmetric space. We will need to be more careful in defining the multiplications, as products similar to the $G_2$ case would not be well-defined.

Remark 5.7. Suppose $\odot$ is a multiplication on $\sigma(A(f_4))$. Then for any $a,b,c,d \in W$ such that $ab,cd \in \sigma(A(f_4))$, we can write
\[ ab \odot cd = \sum_i u_i(a,b,c,d)v_i(a,b,c,d), \]
with $u_i(a,b,c,d),v_i(a,b,c,d) \in W$. We know that we will have $\sum_i u_i(a,b,c,d) \ast v_i(a,b,c,d) = 0$. This means we can try to find degree 4 identities that are invariant under the permutations $(a,b), (a,c)(b,d)$ and the group $G$, and hope to lift them to multiplications on $\sigma(A(f_4))$. This is how we found the multiplications in 5.3.1 and 5.3.2.

5.3.1. Finding multiplication $\odot_1$. To find the first multiplication, we translate Lemma 2.20 to the projected product.

Lemma 5.8. Let $x,y \in W$ be traceless Albert elements. Then
\[ (z \ast x) \ast y + (z \ast y) \ast x + (x \ast y) \ast z = \frac{1}{6}(\langle z,x \rangle y + \langle z,y \rangle x + \langle x,y \rangle z). \]

Proof. By Lemma 2.20 we have
\[ (z \cdot x) \cdot y + (z \cdot y) \cdot x + (x \cdot y) \cdot z = \frac{1}{2}(\langle x,y \rangle z + \frac{1}{2}(\langle z,x \rangle y + \frac{1}{2}(\langle z,y \rangle x + 3\langle z,x,y \rangle e). \]

On the other hand we also have
\[ (z \cdot x) \cdot y + (z \cdot y) \cdot x + (x \cdot y) \cdot z \]
\[ = (z \ast x + \frac{1}{3}(\langle z,x \rangle e) \cdot y + (z \ast y + \frac{1}{3}(\langle z,y \rangle e) \cdot x + (x \ast y + \frac{1}{3}e) \cdot z \]
\[ = (z \ast x) \cdot y + (z \ast y) \cdot x + (x \ast y) \cdot z + \frac{1}{3}(\langle z,x \rangle y + \frac{1}{3}(\langle z,y \rangle x + \frac{1}{3}(\langle x,y \rangle z). \]

Equating Equations (5.3) and (5.4), and then projecting to $W$ leaves us with the desired identity. \hfill \square

Lemma 5.9. For $a,b,c,d \in W$ traceless Albert elements, we have the following identity:
\[ (a \ast c) \ast (b \ast d) - \frac{1}{6}\left(\langle b,d \rangle (a \ast c) + \langle c,a \ast b \rangle d + \langle a,c \ast d \rangle b \right) + b \ast ((a \ast c) \ast d) + d \ast ((a \ast c) \ast b) = 0. \]
Proposition 5.11. We can simplify the terms on the last two lines using Lemma 5.8 four times to get the desired identity.

Proof. Using Lemma 5.8 with \(x = a \ast c, y = b, z = d\) gives
\[
(a \ast c) \ast (b \ast d) + b \ast (d \ast (a \ast c)) + d \ast (b \ast (a \ast c)) = \frac{1}{6} (b, d) a \ast c + \frac{1}{6} \langle c, a \ast b \rangle d + \frac{1}{6} (a, c \ast d) b.
\]
Rearranging the terms immediately gives the desired identity. \(\square\)

Proposition 5.10. For \(a_i, b_i, c_j, d_j \in W\) traceless elements with \(i = 1, \ldots, n\) and \(j = 1, \ldots, m\) such that \(\sum_i a_i b_i = \sum_j c_j d_j = 0\), we have the following identity:
\[
\sum_{i,j} \left( 2 \left( (a_i \ast c_j) \ast (b_i \ast d_j) + (a_i \ast d_j) \ast (b_i \ast c_j) \right) + \frac{1}{6} (a_i, c_j) b_i \ast d_j + \langle a_i, d_j \rangle b_i c_j + \langle b_i, c_j \rangle a_i b_j + \langle b_i, d_j \rangle a_i c_j \right) = 0.
\]

Proof. For simplicity of notation, we assume \(m = n = 1\). Plugging in \(a, b, c, d\) into Lemma 5.9 we get
\[
(a \ast c) \ast (b \ast d) - \frac{1}{6} (b, d) (a \ast c) + b \ast ((a \ast c) \ast d) + d \ast ((a \ast c) \ast b) = 0.
\]
By switching the roles of \(a\) and \(b\) in Equation (5.5), switching the roles of \(a, b\) and \(c, d\), and doing both, we get 4 different equations. Adding them all up we get
\[
2 ((a \ast c) \ast (b \ast d) + (a \ast d) \ast (b \ast c))
- \frac{1}{6} ((a, c) b \ast d + \langle a, d \rangle b \ast c + \langle b, c \rangle a \ast d + \langle b, d \rangle a \ast c)
+ a \ast ((b \ast d) \ast c) + d \ast ((a \ast c) \ast b) + b \ast ((a \ast c) \ast d) + c \ast ((b \ast d) \ast a)
+ a \ast ((b \ast c) \ast d) + d \ast ((b \ast c) \ast a) + b \ast ((a \ast d) \ast c) + c \ast ((a \ast d) \ast b)
= 0.
\]
We can simplify the terms on the last two lines using Lemma 5.8 four times to get the desired identity. \(\square\)

Proposition 5.11. Define for \(a, b, c, d \in S^2 W\) the product
\[
ab \odot_1 cd := \frac{1}{6} ((a, c) bd + \langle a, d \rangle bc + \langle b, c \rangle ad + \langle b, d \rangle ac)
+ 2 ((a \ast c)(b \ast d) + (a \ast d)(b \ast c)) - \frac{2}{3 \cdot 26} (a, c) \langle b, d \rangle + \langle b, c \rangle \langle d, a \rangle) W.
\]
Then \(\odot_1\) restricted to \(\sigma(V)\) is a well-defined, \(F_4\)-equivariant commutative product on \(\sigma(V)\).

Proof. First we prove that
\[
\left( \sum_i a_i b_i \right) \odot_1 \mid_{\sigma(V)} \left( \sum_j c_j d_j \right)
:= \sum_{i,j} \Pi \left( 2 ((a_i \ast c_j)(b_i \ast d_j) + (a_i - i \ast d_j)(b_i \ast c_j))
+ \frac{1}{6} (a_i, c_j) b_i d_j + \langle a_i, d_j \rangle b_i c_j + \langle b_i, c_j \rangle a_i d_j + \langle b_i, d_j \rangle a_i c_j \right),
\]
where \(\Pi\) is the projection \(\sigma(V) \oplus k \rightarrow \sigma(V)\), is an \(F_4\)-equivariant product with image in \(\sigma(V)\). The fact that the image is in \(\sigma(V)\) follows immediately from Proposition 5.10. The \(F_4\)-equivariance follows from the \(F_4\)-equivariance of both \(\ast, \langle \cdot, \cdot \rangle\) and \(\Pi\).
Next we prove that this definition is equal to Equation (5.6) when restricted to $\sigma(V)$. We can write for $\sum_i a_i b_i, \sum_j c_j d_j \in \sigma(V)$

$$\left( \sum_i a_i b_i \right) \odot_1 \left( \sum_j c_j d_j \right) := \sum_{i,j} \left( \frac{1}{6} (a_i, c_j) b_i d_j + (a_i, d_j) b_i c_j + (b_i, c_j) a_i d_j + (b_i, d_j) a_i c_j \right)$$

$$+ 2 ((a_i * c_j) (b_i * d_j) + (a_i * d_j) (b_i * c_j)) - f_1(a_i b_i, c_j d_j) \text{id}_W,$$

where $f_1$ is a symmetric bilinear $F_4$-equivariant form on $\sigma(V)$. But we only have one such form (up to a scalar multiple), so the equality

$$f_1(ab, cd) = \lambda_1 (\langle a, c \rangle \langle b, d \rangle + \langle a, d \rangle \langle b, c \rangle)$$

holds for a certain $\lambda_1 \in k$. By computing this product for $a_1 a_1$ and $b_1 b_1$ where $a$ and $b$ are arbitrary isotropic octonions, we obtain $\lambda_1 = \frac{2}{3} \cdot 26$. □

### 5.3.2. Finding multiplication $\odot_2$

To find the second multiplication, we are going to have to be a little more creative. First note that for any orthonormal basis $X$ of $W$, we have $\text{id}_W = \sum_{x \in X} xx$ (this is Lemma 2.31(i)). On the entire symmetric square, we can define the following product

$$ab * cd := (a * c)(b * d) + (a * d)(b * c).$$

This product is clearly $F_4$-equivariant and symmetric. We will somehow try to modify this to something that is well-defined on the smaller subspace $V$.

**Proposition 5.12.** Let $k$ be algebraically closed. Suppose $B$ is an orthonormal basis for the traceless Albert algebra $W$, and $a, c \in W$. Then we have the following identity:

$$\sum_{x \in B} (a * x) * (c * x) + a * c = 0.$$

**Proof.** First note that $\sum_{x \in B} xx = \text{id}_V \in \sigma(A(f_1))$ by Proposition 2.8. Because of the considerations in the beginning of this section, this implies $\sum_{x \in B} x * x = 0$. We can also assume $a = c$, then the more general statement follows from linearisation. By Lemma 5.9 we have

$$\sum_{x \in B} a * x = \frac{7}{3} a,$$

and

$$\sum_{x \in B} (a * x) \star x = \frac{7}{3} a,$$

By Lemma 5.8 we have

$$\sum_{x \in B} (a * x) \star x = \frac{7}{3} a,$$

and

$$\sum_{x \in B} (a * x) \star a = \frac{1}{2} (a * a) \star x + \frac{1}{24} (a, x) a + \langle a, a x \rangle.$$
Summing over \( B \) and plugging in Equations (5.8) and (5.9) into Equation (5.7), we get

\[
\sum_{x \in B} \left( (a * x) * (a * x) - \frac{1}{6} (a, x) (a * x) + \langle x, a * a \rangle x + \langle a, x * x \rangle a \right) + a * (a * x) + x * (a * x) a \right) \\
= \sum_{x \in B} \left( (a * x) * (a * x) - \frac{1}{2} x * (x * (a * a)) \right) - \frac{1}{3} a * a + \frac{7}{3} a * a + \frac{1}{6} a * a \\
= \sum_{x \in B} (a * x) * (a * x) + a * a = 0. \quad \square
\]

This lemma is enough to define our next multiplication.

**Proposition 5.13.** Define for \( ab, cd \in S^2 W \) the product

\[
(5.10) \quad ab \odot_2 cd := \frac{1}{2} \left( \langle a, c \rangle (bd * \text{id}_W + 2bd) + \langle a, d \rangle (bc * \text{id}_W + 2bc) \right. \\
+ \langle b, c \rangle (ad * \text{id}_W + 2ad) + \langle b, d \rangle (ac * \text{id}_W + 2ac) \\
- \frac{20}{3 \cdot 26} (\langle a, c \rangle (b, d) + \langle a, d \rangle (b, c)) \text{id}_W, \\
\]

Then \( \odot_2 \) restricted to \( \sigma(V) \) is a well-defined, \( F_4 \)-equivariant commutative product on \( \sigma(V) \).

**Proof.** First we prove that

\[
\left( \sum_i a_i b_i \right) \odot_2 |_{\sigma(V)} \left( \sum_j c_j d_j \right) \\
:= \sum_{i,j} \frac{1}{2} \Pi \left( \langle a_i, c_j \rangle (b_i d_j * \text{id}_W + 2b_i d_j) + \langle a_i, d_j \rangle (b_i c_j * \text{id}_W + 2b_i c_j) \right. \\
+ \langle b_i, c_j \rangle (a_i d_j * \text{id}_W + 2a_i d_j) + \langle b_i, d_j \rangle (a_i c_j * \text{id}_W + 2a_i c_j), \\
\]

where \( \Pi: \sigma(V) \oplus k \to \sigma(V) \) is the projection to \( \sigma(V) \), is an \( F_4 \)-equivariant product with image in \( \sigma(V) \). We can assume \( k \) is algebraically closed, so we can find an orthonormal basis for \( W \). For any orthonormal basis \( X \) of \( W \) we have by Lemma 2.31

\[
\sum_{x \in X} x x = \text{id}_W. \\
\]

So for any \( b, d \in W \), we get

\[
bd * \text{id}_W = 2 \sum_{x \in X} (b * x)(d * x). \\
\]

By this expression, Proposition 5.12 then tells us that \( \odot_2 \) is well-defined on \( \sigma(V) \).

As \( \text{id}_W^g = \text{id}_W \) for any \( g \in F_4 \), \( \odot_2 \) is also \( F_4 \)-equivariant. It is clear from the definition that this product is also commutative. Next we prove that the definition above coincides with Equation (5.10). We can write

\[
ab \odot_2 cd = \frac{1}{2} \left( \langle a, c \rangle (bd * \text{id}_W + 2bd) + \langle a, d \rangle (bc * \text{id}_W + 2bc) \\
+ \langle b, c \rangle (ad * \text{id}_W + 2ad) + \langle b, d \rangle (ac * \text{id}_W + 2ac) \right) - f_2(ab, cd) \text{id}_W, \\
\]
where $f_2$ is a symmetric bilinear $F_4$-equivariant form on $V$. But we only have one such form (up to a scalar multiple), so the equality
\[ f_2(ab, cd) = \lambda_2((a, c)\langle b, d \rangle + \langle a, d \rangle\langle b, c \rangle) \]
holds for a certain $\lambda_2 \in k$. By computing this product for $a_1a_1$ and $b_1b_1$ where $a$ and $b$ are arbitrary isotropic octonions, we obtain $\lambda_2 = \frac{20}{3 \cdot 26}$.

**Proposition 5.14.** The space of commutative $F_4$-equivariant products on the representation of highest weight $2\omega_4$ is spanned by $\odot_1$ and $\odot_2$, defined in Propositions 5.11 and 5.13.

**Proof.** By Remark 2.11 the commutative product space is 2-dimensional. One can check easily that $\odot_1$ and $\odot_2$ are linearly independent. \qed

Now all that remains is to determine the parameters belonging to the multiplication.

5.4. Calculating parameters. We will now compare the result of Proposition 5.5 to the multiplications found in the previous section.

**Lemma 5.15.** For $k$ an algebraically closed field and two arbitrary isotropic octonions $a, b \in \mathbb{O}$ and $j \in \{1, 2, 3\}$ we have
\[ a_ja_j \odot_1 b_jb_j = \frac{(a, b)^2}{9}(1 + 1_k - 21_j)(1 + 1_k - 21_j) + \frac{2}{3}(a, b)\frac{a_jb_j - 4(a, b)^2}{3 \cdot 26}id_W, \]
and
\[ a_ja_j \odot_2 b_jb_j = \frac{14(a, b)}{3}a_jb_j + \frac{(a, b)^2}{9}(1 + 1_k - 21_j)(1 + 1_k - 21_j) + \frac{2}{3}(a, b)\frac{a_jb_j - 4(a, b)^2}{3 \cdot 26}id_W. \]

**Proof.** The first formula is a straightforward computation from Proposition 5.11.

For the second multiplication $\odot_2$, we get from Proposition 5.13 (with $X$ an orthonormal basis for $W$)
\[ a_ja_j \odot_2 b_jb_j = 4(a, b)\left(\sum_{x \in X}(a_j * x)(b_j * x) + a_jb_j\right) - \frac{40(a, b)^2}{3 \cdot 26}id_W. \]

Let $B$ be an orthonormal basis for the octonions. We can use the following basis to compute this product:
\[ X = \{b_i \mid b \in B, i \in \{1, 2, 3\}\} \cup \{\frac{1}{\sqrt{2}}(1_k - 1_2), \frac{1}{\sqrt{6}}(1_k + 1_2 - 21_3)\}. \]

Then, using Remark 3.10 and Lemma 2.19 we get the formula in the statement of the lemma. \qed

Comparing these two multiplications to our obtained result for $\ast$ in Proposition 5.5, we can see the following.

**Theorem 5.16.** Let $\ast : S^2W \times S^2W \to S^2W$ be the multiplication given by
\[
ab \ast cd = \frac{1}{24}((a, c)(bd \ast id_W + bd) + (a, d)(bc \ast id_W + bc) + (b, c)(ad \ast id_W + ad) + (b, d)(ac \ast id_W + ac))
+ \frac{1}{36}(a, c)bd + (a, d)bc + (b, c)ad + (b, d)ac + (a, b)cd + (c, d)ab
- \frac{1}{6}ab \ast cd - \frac{1}{72}((a, c)(\langle b, d \rangle + (a, d)(\langle b, c \rangle)id_W),
\]
and let \( A = \left\{ \sum_i X_i Y_i \in S^2 W \mid \sum_i X_i \ast Y_i = 0 \right\} \). Then \( a \ast a' \in A \) for all \( a, a' \in A \), and the algebra \( A(\Om_2) \) is isomorphic to \( A \) with multiplication \( \ast \).

**Proof.** As in Theorem 3.11 we may assume \( k \) is algebraically closed. As in the \( G_2 \) case, multiplication is of the form

\[
ab \ast cd = \left( \frac{1}{26^2} \langle a, b \rangle \langle c, d \rangle + f \left( ab - \frac{1}{26} \langle a, b \rangle \id_W, cd - \frac{1}{26} \langle c, d \rangle \id_W \right) \right) \id_W 
\]

or explicitly

\[
ab \circ cd = \frac{1}{24} \left( \langle a, c \rangle bd \ast \id_W + \langle a, d \rangle bc \ast \id_W + \langle b, c \rangle ad \ast \id_W + \langle b, d \rangle ac \ast \id_W \right) 
+ \frac{5}{72} \left( \langle a, c \rangle bd + \langle a, d \rangle bc + \langle b, c \rangle ad + \langle b, d \rangle ac \right) 
- \frac{1}{6} \langle ab \ast cd \rangle 
- \frac{1}{2 \cdot 26} \left( \langle a, c \rangle \langle b, d \rangle + \langle a, d \rangle \langle b, c \rangle \right) \id_W.
\]

Computing \( ab \circ \id_W \) gives

\[
ab \circ \id_W = \sum_{x \in X} \frac{1}{24} \left( \langle a, x \rangle bx \ast \id_V + \langle a, x \rangle bx \ast \id_V + \langle b, x \rangle ax \ast \id_V + \langle b, x \rangle ax \ast \id_V \right) 
+ \sum_{x \in X} \frac{5}{72} \left( \langle a, x \rangle bx + \langle a, x \rangle bx + \langle b, x \rangle ax + \langle b, x \rangle ax \right) 
- \frac{1}{6} \langle ab \ast \id_W \rangle 
- \sum_{x \in X} \frac{1}{2 \cdot 26} \left( \langle a, x \rangle \langle b, x \rangle + \langle a, x \rangle \langle b, x \rangle \right) \id_W
\]

We get

\[
(5.12) \quad \left( ab - \frac{1}{26} \langle a, b \rangle \id_W \right) \circ \left( cd - \frac{1}{26} \langle c, d \rangle \id_W \right) 
= \frac{1}{24} \left( \langle a, c \rangle bd \ast \id_W + \langle a, d \rangle bc \ast \id_W + \langle b, c \rangle ad \ast \id_W + \langle b, d \rangle ac \ast \id_W \right) 
+ \frac{5}{72} \left( \langle a, c \rangle bd + \langle a, d \rangle bc + \langle b, c \rangle ad + \langle b, d \rangle ac \right) 
- \frac{1}{6} \langle ab \ast cd \rangle - \frac{5}{18 \cdot 26} \langle a, b \rangle cd - \frac{5}{18 \cdot 26} \langle c, d \rangle ab 
- \frac{1}{2 \cdot 26} \left( \langle a, c \rangle \langle b, d \rangle + \langle a, d \rangle \langle b, c \rangle \right) \id_W + \frac{23}{18 \cdot 26^2} \langle a, b \rangle \langle c, d \rangle \id_W.
\]
The bilinear form \( f(ab,cd) \) is given by
\[
f(ab,cd) = \left( \frac{1}{2} - \frac{1}{36} \right) \frac{1}{2} (\langle a,c \rangle \langle b,d \rangle + \langle a,d \rangle \langle b,c \rangle).
\]
Then for arbitrary \( a,b,c,d \in W \), we get
\[
(5.13) \quad f \left( ab - \frac{1}{26} \langle a,b \rangle id_W, cd - \frac{1}{26} \langle c,d \rangle id_W \right)
= \left( \frac{1}{2} - \frac{1}{36} \right) \left( \frac{1}{2} (\langle a,c \rangle \langle b,d \rangle + \langle a,d \rangle \langle b,c \rangle) - \frac{1}{26} \langle a,b \rangle \langle c,d \rangle \right).
\]
Plugging Equations (5.12) and (5.13) into Equation (5.11) and cancelling out terms, we obtain the formula in the statement of the theorem. \( \square \)

Remark 5.17. As an anonymous referee correctly points out, we can write \( ab \ast id_W = 2 \sum_{x \in B} (a \ast x)(b \ast x) = 2R_a^\ast \cdot R_b^\ast \), since \( \ast \) is symmetric with respect to \( \langle \cdot, \cdot \rangle \). But by Lemma 5.8, this is precisely equal to \( -R_{ab}^\ast + \frac{1}{3} \langle a,b \rangle id_W \). This provides another way of describing the expression for the product in Theorem 5.16.
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