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Abstract

In this paper a numerical methodology for surface tension modeling is presented, with an emphasis on the implementation in the OpenFOAM® framework. The methodology relies on a combination of (i) a well-balanced approach based on the Ghost Fluid Method (GFM), including the jump of density and pressure directly in the numerical discretization of the pressure equation, and (ii) Height Functions to evaluate the interface curvature, implemented, to the authors’ knowledge, for the first time in OpenFOAM®. The method is able to significantly reduce spurious currents (almost to machine accuracy) for a stationary droplet, showing second order convergence both for the curvature and the interface shape. Accurate results are also obtained for additional test cases such as translating droplets, capillary oscillations and rising bubbles, for which numerical results are comparable to what obtained by other numerical codes in the same conditions. Finally, the Height Functions method is extended to include the treatment of contact angles, both for sessile droplets and droplets suspended under the effect of gravity, showing a very good agreement with the theoretical prediction.

The code works in parallel mode and details on the actual implementation in OpenFOAM® are included to facilitate the reproducibility of the results.
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1. Introduction

The research on multiphase flows is of practical and fundamental interest for the scientific community, especially regarding energy and propulsion science. Liquid sprays and atomization processes are ubiquitous and the fundamental understanding of the physical phenomena involved
paves the way to a more rational and focused design of many engineering devices (e.g. for combustion, irrigation, coating). The transformation of a macro-scale liquid structure into small droplets involves several physical steps, including break-up, fragmentation and droplet coalescence, in addition to the phase-change process. Bubbly flows are also present in numerous applications, including boiling heat transfer, gas absorption and stirring in chemical engineering processes. The correct design of these systems requires a knowledge on the collective rising velocity of the bubbles, their distribution and the interaction with the liquid phase. The numerical analysis of these phenomena is very complex and requires a multiphase code able to efficiently handle the interface transport (based on VOF, level-set or front-tracking methods), large density ratios and a detailed description of the surface tension force. In particular, this latter will be the main focus of this paper.

The accurate representation of surface tension is extremely delicate, especially at small scales, due to the singular nature of this force. This makes its implementation within a continuum mechanics context very challenging, in particular:

- The surface tension force only exists at the liquid-gas interface, posing a great problem concerning its discretization. It is well known that incorrect, approximate or trivial discretizations of the surface tension force lead to the formation of unphysical velocities around the interface (called spurious currents) due to the local numerical imbalance between the pressure gradient and the surface tension force. Conversely, well-balanced numeric schemes are able to recover equilibrium solutions of specific cases. The simplest case is given by a motionless spherical droplet at zero gravity, described by the following (continuous) equation:

$$\frac{\partial (\rho \mathbf{v})}{\partial t} = -\nabla p + \sigma \kappa \delta_s \mathbf{n} = 0$$  \hspace{1cm} (1)

where $\delta_s$ is a Dirac delta of the interface position, $\kappa$ is the curvature and $\mathbf{n}$ is the normal to the interface. The equilibrium solution for a two-dimensional droplet of diameter $D$ is a discontinuous pressure field, with a pressure jump $[p]$:
\[ [p] = \frac{2\sigma}{D} \]  

(2)

If the numerical discretizations of the pressure gradient \( \nabla p \) and surface tension force \( \sigma \kappa \delta_s n \) do not cancel out:

\[
\frac{\partial (\rho v)}{\partial t} = -\nabla p + \sigma \kappa \delta_s n \neq 0
\]

(3)

a non-physical flow field (spurious current) will be generated as a consequence of this numerical imbalance. This flow generally grows in time, eventually destroying the droplet. The Continuum Surface Force (CSF) method [11] suffers particularly from this issue, due to the volumetric representation of the surface tension force via delta functions. Alternative methods directly approach the sharp discontinuity, such as the Ghost Fluid Method (GFM). The main strategy is an explicit treatment of the discontinuity, including the jump conditions directly in the numerical discretization. Introduced by Fedwik et al. [12] to handle discontinuities in compressible solvers, it has been extended to study detonations [13], to efficiently solve variable coefficients Poisson equations [14] and finally to treat the large density ratio typical of multiphase flows [15, 16, 17, 18], as well as the pressure jump due to surface tension (Equation (2)). An extensive review by Lalanne et al. [19] analyzes the treatment of the viscosity jump with the GFM approach, based on the works of Kang [20] and Sussmann [21]:

- The surface tension force is directly proportional to the interface curvature (Equation (1)).

Even if the surface tension force is discretized with a perfectly balanced method, this is generally not enough to eliminate spurious currents. The curvature gradients along the interface generate a flow, which may be physical (e.g. when a deformed droplet tends towards a spherical shape) or unphysical, when these variations are actually due to numerical errors in the curvature evaluation [11, 22]. This unphysical flow (spurious current) deforms the droplet, further complicating the curvature computation. This issue is particularly evident within a VOF method, because it requires the differentiation of a discontinuous function.
(i.e. $\alpha$):

$$\kappa = \nabla \cdot \mathbf{n} = \nabla \cdot \left( \frac{\nabla \alpha}{|\nabla \alpha|} \right)$$

(4)

On the other hand, level-set methods adopt an iso-contour of a smooth function to track the interface, allowing an easier evaluation of the curvature through Equation 4. The first solutions relied on the filtering of $\alpha$, in order to handle smoother functions. However, many studies showed the inaccuracy and non-consistency of these methods [23, 24]. Widely used are Height Functions [22, 25], in which local heights are computed (from volume fractions) and differentiated in order to obtain the curvature. The main conditions is to have well defined heights, usually available when the droplet is well resolved. When this is not possible, least-squares methods can be used, based on discrete surfaces differentiation [26, 27, 16]. The interface is locally approximated by a quadratic form, from which the curvature can be analytically computed;

- Finally, the numerical treatment of gas-liquid-solid contact points is particularly important. The study of the contact angle between the solid and the interface is fundamental in many applications such as sessile and suspended droplets. In particular, in this latter the contact angle is provided by the equilibrium between surface tension force and the droplet weight. In case of transient systems, it also depends on the liquid and gas velocity fields (which ultimately act as additional forces on the droplet). It is necessary to use a stable methodology to predict the interface contact angle, depending on the local operating conditions. While it is relatively easy to deal with static contact angles [28], the description of a moving contact line implies a paradox: Navier Stokes equations with no-slip conditions produce an infinite viscous dissipation [29]. This has been addressed in several works [30, 31, 32] regarding contact angle hysteresis.

These aspects have been extensively treated in many works and recent numerical implementations efficiently include all of them (e.g. Gerris [9], NGA [16]). In this work we want to focus on the OpenFOAM® framework, which lacks for a general comprehensive solver for surface tension driven
flows. Most of the recent attempts are mainly based on smoothing-filtering techniques [33, 34] or simplified coupled VOF-Level Set methods [35, 36], which can be hardly generalized (uncertainty on the number-type of filters, choice of the interface thickness, re-initialization method etc.). Comprehensive reviews on the capabilities of the main multiphase solver in OpenFOAM® (interFOAM) for microfluidic applications [37, 38] clearly show large errors in the pressure jump prediction, a significant presence of spurious currents (Figure 1) and no mesh convergence (even first order) on the interface curvature. The objective of this paper is to fill this gap, providing a stable and accurate numerical methodology for OpenFOAM® able to overcome the aforementioned issues, allowing to correctly represent the surface tension effects in common systems. This is implemented as an extension of the DropletSMOKE++ solver [39], a CFD multiphase code specifically conceived for the analysis of fuel droplets vaporization. Therefore:

- The Ghost Fluid Method (GFM) has been implemented to handle the density and the pressure gradients at the interface, providing a balanced and sharp discretization of these fields. This is based on the work of Vukcevic and Jasak [18], which has been further extended in this work to account for the pressure jump due to surface tension;

- The Height Functions method has been implemented to evaluate the interface curvature, to the authors’ knowledge for the first time in OpenFOAM®. This method has been chosen due to its simplicity, good convergence properties and accurate results for sufficiently resolved interfaces;

![Figure 1: Spurious currents on a droplet of water (D = 1 mm, white contour) using the interFoam multiphase solver available in OpenFOAM®. Times t = 0 (a), 0.04 (b), 0.1 (c) and 0.2 (d) s.](image)
• The Height Functions method is extended to treat contact lines, in order to predict contact angles for static (sessile droplets) and dynamic (suspended droplets) systems. This is partially based on the work of Dupont et al. [40] and Afkhami et al. [28].

The paper organization includes: (i) the main mathematical model, (ii) a detailed description of the Ghost Fluid Method and (iii) the Height Functions method. Details about the specific implementation in OpenFOAM® are also provided. The methodology is validated with classical test cases, including: static droplet equilibrium, translating droplets, capillary oscillations and bubbles rising in a dense fluid. Many of these tests have been already carried out by other authors and the comparison of their results with ours is provided as well. Finally, the contact angle treatment is presented, with applications to sessile droplets and suspended droplets. The manuscript finishes with the conclusions.

2. Main mathematical model

2.1. Interface advection

The VOF methodology is adopted to transport the interface. The two phases are treated as a single fluid whose properties vary abruptly at the phase boundary. A scalar marker function \( \alpha \) represents the liquid volumetric fraction, varying from value 0 in the gas-phase to value 1 in the liquid phase. The \( \alpha \) advection equation is:

\[
\frac{\partial \alpha}{\partial t} + \nabla \cdot (\mathbf{v} \alpha) = 0
\] (5)

The interface transport is solved using the isoAdvector library developed by Roenby and Jasak [41]. isoAdvector performs a geometric advection of the interface, whose quality is superior to the MULES (Multidimensional Universal Limiter with Explicit Solution) compressive scheme by Weller [42] usually used in the OpenFOAM® multiphase solvers.

2.2. Navier-Stokes equations

A single Navier-Stokes equation is solved for both phases (one-fluid approach):
\[
\frac{\partial (\rho \mathbf{v})}{\partial t} + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v}) = \nabla \cdot \mu (\nabla \mathbf{v} + \nabla \mathbf{v}^T) - \nabla p + \rho \mathbf{g} + \sigma \kappa \delta_n \tag{6}
\]

Taking out the continuity equation \(\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0\):

\[
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = \beta \nabla \cdot \mu (\nabla \mathbf{v} + \nabla \mathbf{v}^T) - \beta \nabla p + \mathbf{g} + \beta \sigma \kappa \delta_n \tag{7}
\]

where \(\beta = \frac{1}{\rho}\). Following the work of Vukcevic and Jasak [18], we can write Equation 7 as:

\[
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = \beta \nabla \cdot \mu (\nabla \mathbf{v} + \nabla \mathbf{v}^T) - \beta \nabla p_d \tag{8}
\]

where \(p_d = p - \frac{1}{\beta} \mathbf{g} \cdot \mathbf{x} - \sigma \kappa \Theta_s\) is the dynamic pressure (\(\Theta_s\) is the Heaviside function of the interface). In this way gravity and surface tension are considered as contributions to the dynamic pressure jump. The main novelty of this work with respect to that of Vukcevic et al. [18] is the introduction of the surface tension term \(\sigma \kappa \Theta_s\), which was not considered in their work.

2.3. Pressure equation

The PIMPLE algorithm [43], a combination between SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) and PISO (Pressure Implicit Splitting of Operators) is used to manage the pressure-velocity coupling in OpenFOAM\textsuperscript{(R)}, computing a velocity field which satisfies both momentum and continuity equation through an iterative procedure. Equation 8 is written in a semi-discretized form [44]:

\[
a_P \mathbf{v}_P = \mathbf{H} (\mathbf{v}_N) - \beta \nabla p_d \tag{9}
\]

where \(\mathbf{H} (\mathbf{v}_N)\) matrix includes neighbor transport coefficients and source terms, while \(a_P\) are the diagonal coefficients of the matrix. The pressure gradient is not discretized at this point. We can derive the velocities at the cell centers:

\[
\mathbf{v}_P = \frac{\mathbf{H} (\mathbf{v}_N)}{a_P} - \frac{1}{a_P} \beta \nabla p_d \tag{10}
\]

and the face fluxes \(\phi_f\):
\[ \phi_f = \frac{H(v_N)_f}{a_{P,f}} \cdot S_f - \left( \frac{1}{a_P} \right)_f \beta_f (\nabla p_d)_f \cdot S_f \] (11)

The continuity equation for incompressible flows is:

\[ \nabla \cdot \mathbf{v} = 0 \] (12)

The final form of the pressure equation is (substituting Equation 10 in Equation 12):

\[ \nabla \cdot \left( \frac{H(v_N)}{a_P} \right) - \nabla \cdot \left( \frac{1}{a_P} \beta \nabla p_d \right) \] (13)

The finite volume discretization of this equation is [14]:

\[ \sum_f \frac{H(v_N)_f}{a_{P,f}} \cdot S_f = \sum_f \left( \frac{1}{a_P} \right)_f \beta_f (\nabla p_d)_f \cdot S_f \] (14)

The solution of Equation 14 gives a pressure field \( p_d \) that, inserted in 8, provides a conservative velocity field. The face fluxes \( \phi_f \) are then reconstructed based on the new pressure gradient via Equation 11.

The pressure equation (Equation 14) involves three discontinuous fields at the free surface: (i) \( \beta_f = \left( \frac{1}{\rho} \right)_f \), (ii) the dynamic pressure \( p_d \) and (iii) the viscosity \( \mu \) included in the matrix \( H(v_N) \).

Their jump \([\ ]\) at the interface \( f \) is:

\[ \left[ \frac{1}{\beta_f} \right] = \rho_L - \rho_G \] (15)

\[ H_f = [p_d] = - \left[ \frac{1}{\beta_f} \right] g \cdot x_f - \sigma \kappa_f = - (\rho_L - \rho_G) g \cdot x_f - \sigma \kappa_f \] (16)

\[ [\mu] = \mu_L - \mu_G \] (17)

The density and pressure discontinuities will be treated with the GFM. Due to the inherent complexity of treating the viscosity jump within a GFM approach [19], a Continuum Surface
Figure 2: Pressure jump at the interface $\Gamma$, defined on the cell face $f$. $\lambda$ is the relative interface position.

Force method (CSF) is adopted for this term. The jump is smoothed across a few interfacial cells, making the viscosity field continuous:

$$\mu = \alpha \mu_L + (1 - \alpha) \mu_G$$  \hspace{1cm} (18)

3. The Ghost Fluid Method (GFM)

Figure 2 reports a qualitative plot of the pressure jump $[p]$ at the free surface $\Gamma$. In OpenFOAM® every face $f$ is shared between two adjacent cells called owner (O) and a neighbour (N). Following Vukcevic et al. [18], an interfacial face $f$ is defined when two adjacent cells $N$ (neighbour) and $O$ (owner) are respectively "wet" ($\alpha > 0.5$) and "dry" ($\alpha < 0.5$), satisfying the following equation:

$$(\alpha_N - 0.5)(\alpha_O - 0.5) < 0$$  \hspace{1cm} (19)

The interface $\Gamma$ will be between the cells $O$ and $N$, but we do not know where. The dimensionless relative position of the interface (with respect to cell $O$) is $\lambda$ and it is defined as:

$$\lambda = \frac{\alpha_O - 0.5}{\alpha_O - \alpha_N}$$  \hspace{1cm} (20)

In Equation 14 the term $bf(\nabla p_d)_f$ is the only one which requires special attention. An ordinary discretization of the pressure gradient at the cell face $(\nabla p_d)_f$ would be (for orthogonal meshes):
Figure 3: Ordinary interpolation in presence of a jump at the free surface, leading to incorrect gradients (Figure a). Correct gradient evaluation through one-sided extrapolation of interface values (Figure b).

\[
(\nabla p_d)_f = \frac{p_O - p_N}{|d|}
\]  

where \(d\) is the distance vector (from \(O\) to \(N\)). As can be seen in Figure 3(a), this implementation leads to incorrect values of the face gradient. On the other hand, the GFM exploits the knowledge of the pressure jump at the interface \(\Gamma\) (Equation 16), allowing to derive one-sided extrapolated values of the pressure field which can be used to discretize the pressure gradient. Let us refer to Figure 3(b), considering cell \(N\) a liquid cell. Knowing the values of \(p_N\) and \(p^+\) it is easy to derive the value \(p^+_O\) at cell \(O\) by linear extrapolation. This latter is called ”ghost value”, since it is defined on the other side of the interface \(\Gamma\) (on the gas phase in this case). The same is valid for the gas side (cell \(O\)) and its liquid side extrapolation \(p^-_N\) at cell \(N\). The pressure gradient has now two different formulations, depending on the position with respect to the interface \(\Gamma\):

\[
(\nabla p_d)_f \bigg|_N = \frac{p^+_O - p_N}{|d|}
\]

\[
(\nabla p_d)_f \bigg|_O = \frac{p^-_N - p_O}{|d|}
\]

where the extrapolated values \(p^+_O\) and \(p^-_N\) are linked by interfacial pressure jump \(H_f\) (Equation 16). The jump \(H_f\) requires the position vector \(\mathbf{x}_f\) of the interface \(\Gamma\) (easily defined based on \(\lambda\):
\[ x_f = x_O + \lambda |d| \] (24)

and the face interpolated values of the curvature \( \kappa_f \) (accessible knowing the cell-centered curvature values in cells \( N \) and \( O \)). The interfacial jump \( H_f \) is therefore directly included in the discretization of the pressure equation. The detailed derivation of the extrapolated values \( p^+_O \) and \( p^-_N \) can be found in the reference work of Vukcevic et al. [18]. The final GFM discretization of the pressure Laplacian (for orthogonal meshes) in Equation [13] is the following:

- If the owner cell \( O \) is "wet" \( (\alpha > 0.5) \):

\[
\nabla \cdot \left( \frac{1}{a_P} \beta \nabla p_d \right) \bigg|_O = \sum_f \left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \frac{\beta^L \beta^G}{\beta_w} (p_N - p_O - H_f) \quad (25)
\]

\[
\nabla \cdot \left( \frac{1}{a_P} \beta \nabla p_d \right) \bigg|_N = \sum_f \left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \frac{\beta^L \beta^G}{\beta_w} (p_O - p_N + H_f) \quad (26)
\]

where \( \beta_w = \lambda \beta^G + (1 - \lambda) \beta^L \).

- If the owner cell \( O \) is "dry" \( (\alpha < 0.5) \):

\[
\nabla \cdot \left( \frac{1}{a_P} \beta \nabla p_d \right) \bigg|_O = \sum_f \left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \frac{\beta^L \beta^G}{\beta_d} (p_N - p_O - H_f) \quad (27)
\]

\[
\nabla \cdot \left( \frac{1}{a_P} \beta \nabla p_d \right) \bigg|_N = \sum_f \left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \frac{\beta^L \beta^G}{\beta_d} (p_O - p_N + H_f) \quad (28)
\]

where \( \beta_d = \lambda \beta^L + (1 - \lambda) \beta^G \).

The face flux \( \phi_f \) is reconstructed based on the new pressure gradient (discretized explicitly with GFM) according to Equation [11]:

- If the owner \( O \) is "wet":
\[ \phi_f = \frac{H(v_N)_f}{a_{P,f}} \cdot \mathbf{S}_f - \left( \frac{1}{a_P} \right)_f \frac{\mathbf{S}_f}{|\mathbf{d}|} \beta_L \beta_G \frac{\beta_L \beta_G}{\beta_d} (p_N - p_O - H_f) \] (29)

- If the owner \( O \) is "dry":

\[ \phi_f = \frac{H(v_N)_f}{a_{P,f}} \cdot \mathbf{S}_f - \left( \frac{1}{a_P} \right)_f \frac{\mathbf{S}_f}{|\mathbf{d}|} \beta_L \beta_G \frac{\beta_L \beta_G}{\beta_d} (p_N - p_O - H_f) \] (30)

Finally, the cell-centered velocity \( \mathbf{v} \) can be reconstructed from the face fluxes \( \phi_f \). Equations 25 to 30 have to be used for interfacial faces only (defined by Equation 19). For the other faces, ordinary discretization applies.

3.1. Details on the OpenFOAM\textsuperscript{®} implementation

The main algorithm for the implementation of the Ghost Fluid Method in OpenFOAM\textsuperscript{®} is here reported, including the main code lines:

1. Localize the interfacial faces: create a surface scalar field \textit{interfacialFace}, which assumes value 1 if Equation 19 is satisfied and 0 otherwise;
2. Construct the surface scalar field \( \lambda \), the relative position of the interface (Equation 20);
3. Construct the surface vector field \textit{interfacePosition}, the interface position \( \mathbf{x}_f \) (Equation 24);
4. Compute the interpolated value of the curvature \( \kappa_f = \kappa_O \lambda + \kappa_N (1 - \lambda) \). The cell values of \( \kappa \) are computed with the Height Functions method, as explained in the dedicated section. Construct the surface scalar field \textit{surfaceTensionJump} as \( \sigma \kappa_f \);
5. Construct the surface scalar field \textit{Jump}, the jump \( H_f \) across the interfacial face (Equation 16). Consider that the jump on the face has opposite sign depending if it is "seen" from the owner side or from the neighbour side. In OpenFOAM\textsuperscript{®} we have:

\[
\text{if (alpha1.ref()[owner[facei]] > 0.5) } \\
\text{Jump.ref()[facei] = } \\
\text{(rhoL.ref()[owner[facei]]-rhoG.ref()[neighbour[facei]])}
\]
*(g.value() & interfacePosition.ref()[facei])
+ surfaceTensionJump.ref()[facei];

else
Jump.ref()[facei] =
-(rhoL.ref()[neighbour[facei]]-rhoG.ref()[owner[facei]])
*(g.value() & interfacePosition.ref()[facei])
- surfaceTensionJump.ref()[facei];

6. Compute the values $\beta_w = \lambda \beta^G + (1 - \lambda) \beta^L$ and $\beta_d = \lambda \beta^L + (1 - \lambda) \beta^G$;

7. Construct the Laplacian finite volume matrix fvmLaplacian (Equations 25 to 28):
   (a) The resulting discretization matrix is symmetric, it is sufficient to specify the upper
   matrix coefficient $a_{upp}$ of the Laplacian (describing the effect of the neighbour cell on
   the owner). If not defined, the lower coefficient will be automatically set the same. For
   every face:
   • If the owner is "wet":
     \[
     a_{upp} = \left( \frac{1}{a_P} \right) \frac{S_f}{\|d\|} \frac{\beta^L \beta^G}{\beta_w} 
     \] (31)
     in OpenFOAM® the term $\left( \frac{1}{a_P} \right) f S_f$ is called raUfMagSf. So:
     \[
     \text{fvmLaplacian.upper()[facei]} = \text{deltaCoeff.ref()[facei]}*\text{raUfMagSf.ref()[facei]}* \\
     \text{betaL.ref()[facei]}*\text{betaG.ref()[facei]}/\text{betaW.ref()[facei]};
     \]
   • If the owner is "dry":
     \[
     a_{upp} = \left( \frac{1}{a_P} \right) \frac{S_f}{\|d\|} \frac{\beta^L \beta^G}{\beta_d} 
     \] (32)
     in OpenFOAM®:
     \[
     \text{fvmLaplacian.upper()[facei]} = \text{deltaCoeff.ref()[facei]}*\text{raUfMagSf.ref()[facei]}* \\
     \]
• If the face is not interfacial, standard interpolation applies to $\beta$:

$$a_{upp} = \left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \beta_f$$

in OpenFOAM®:

$$fvmLaplacian.upper()[facei] = \text{deltaCoeff.ref()[facei]} \times \text{raUfMagSf.ref()[facei]} \times \text{beta.ref()[facei]};$$

(b) The diagonal term $d$ is:

$$d = - \sum_f a_{upp}$$

It is very easy in OpenFOAM® to do this operation:

$$fvmLaplacian.negSumDiag();$$

(c) The source terms are antisymmetric. This means that for each interfacial face the additional flux (due to the jump $H_f$) from the owner $O$ and the neighbour $N$ cancel out, providing a perfectly balanced scheme. For every interfacial face:

• If the owner cell $O$ is wet (Equations 25 and 26):
  
  – Owner contribution:

$$\left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \frac{\beta_L \beta_G}{\beta_w} H_f$$

  – Neighbour contribution:

$$- \left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \frac{\beta_L \beta_G}{\beta_w} H_f$$

• If the owner cell $O$ is dry (Equations 27 and 28):

  – Owner contribution:

$$\left( \frac{1}{a_P} \right)_f \frac{|S_f|}{|d|} \frac{\beta_L \beta_G}{\beta_d} H_f$$
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– Neighbour contribution:

\[- \left( \frac{1}{a_P} \right) \frac{|S_f|}{d} \beta^L \beta^G \beta_d H_f \quad (38)\]

The face contributions must be summed to provide the cell centered source term. In OpenFOAM® we created a volume scalar field `sourceLaplacian` in which:

```cpp
forall(owner, facei)
{
    sourceLaplacian.ref()[owner[facei]]
    += fvmLaplacian.upper()[facei]*Jump.ref()[facei];
    sourceLaplacian.ref()[neighbour[facei]]
    -= fvmLaplacian.upper()[facei]*Jump.ref()[facei];
}
```

There is no need to distinguish between wet and dry cells, it has been already done constructing `fvmLaplacian`. Finally:

```
fvmLaplacian.source() = sourceLaplacian;
```

8. Solve the pressure equation (Equation 14) using `fvmLaplacian`;

9. Reconstruct the face fluxes \( \phi \) on the faces (Equations 29 and 30). In OpenFOAM®:

```
phi.ref()[facei]
= phiHbyA.ref()[facei] - fvmLaplacian.upper()[facei]*
  (p.ref()[neighbour[facei]]-p.ref()[owner[facei]]-Jump.ref()[facei])
```

again, no need to distinguish between wet and dry cells, the difference is included in `fvmLaplacian.upper()`;

10. Reconstruct the cell-centered velocity values \( \mathbf{v} \). In OpenFOAM®:

```
U = fvc::reconstruct(phi);
```
Figure 4: Numerical equilibrium solution (pressure $p$) for a 2D droplet at zero gravity using the Ghost Fluid Method (GFM) for pressure discretization. The curvature is prescribed $\kappa_f = 2000 \text{ m}^{-1}$, providing a pressure jump equal to $[p] = 240 \text{ Pa}$. Three droplet resolutions $\frac{D}{\Delta x} = 10$ (a), 20 (b), 40 (c) at time $t = 0.01 \text{ s}$.

It is important to follow these steps not only for the internal faces, but also for the boundary ones, in order to be able to perform parallel computations.

3.2. Static test case

As reported by Francois et al. [8], a consistent discretization method should be able to recover an exact balanced solution for a static droplet (Equation 1) when the interface curvature $\kappa_f$ is prescribed exactly. A 2D droplet ($D = 1 \text{ mm}$) is considered, with equal density and viscosity for both gas and liquid $\rho = 1 \text{ kg/m}^3$, $\mu = 10^{-4} \text{ Pa} \cdot \text{s}$. The curvature $\kappa_f$ is imposed equal to the analytical value $\frac{1}{R} = 2000 \text{ m}^{-1}$. The surface tension is $\sigma = 0.012 \text{ N/m}$. The relative Laplace number $La$:

$$La = \frac{\rho D \sigma}{\mu^2} \quad (39)$$

is equal to 1200. The pressure jump due to surface tension equals the total pressure jump (since gravity is zero):

$$H_f = \sigma \kappa_f = 240 \text{ Pa} \quad (40)$$

Four droplet resolutions have been adopted $\frac{D}{\Delta x} = 10, 20, 40, 100$. The results are presented in Figure 4 and in Table 1 in terms of maximum velocity $|v|_{max}$ and capillary number $Ca$:  
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Table 1: Spurious currents analysis for a Laplace number $La = 1200$ at four different droplet resolutions $D/\Delta x = 10, 20, 40, 100$, by means of $|v|_{\text{max}}$ and capillary number $Ca$. Time $t = 0.01$ s.

| $La$ | $D/\Delta x$ | $|v|_{\text{max}}$ [m/s] | $Ca$ |
|------|---------------|--------------------------|------|
| 1200 | 10            | $2.60 \cdot 10^{-13}$    | $2.16 \cdot 10^{-15}$ |
|      | 20            | $1.60 \cdot 10^{-12}$    | $1.33 \cdot 10^{-14}$ |
|      | 40            | $2.72 \cdot 10^{-12}$    | $2.27 \cdot 10^{-14}$ |
|      | 100           | $1.44 \cdot 10^{-12}$    | $1.20 \cdot 10^{-14}$ |

The equilibrium solution is numerically well recovered, providing a perfectly sharp pressure field. Spurious currents are reduced to machine precision (round off), because of the well-balanced discretization adopted. This holds for all the grid resolutions.

3.3. Dynamic test case

In order to test (only qualitatively) a dynamic case, gravity has been activated maintaining the same initial conditions (Figure 4). The surface tension pressure jump across the interface is still $\sigma \kappa_f = 240$ Pa. Figure 5 reports the pressure field of the falling droplet at four different times, for three droplet resolutions $\frac{D}{\Delta x} = 20, 40, 100$. Differently from the static case, the total pressure jump $H_f$ is not constant because it includes the gravity contribution (Equation 16). The GFM maintains a perfectly sharp representation of the pressure field. The droplet falls as if there was no surface tension acting on the interface, because we are disregarding the variation of curvature along the interface. This will be the focus of the next section.

4. Curvature evaluation: Height Functions

Every interfacial face $f$, defined in Equation 19, is shared between two adjacent cells: owner $O$ and neighbour $N$. As stated in Equation 16, the jump at the interface $H_f$ requires the value of the face interpolated curvature $\kappa_f$, therefore the cell-centered values of the curvature $\kappa$ are necessary in cells $O$ and $N$ for every interfacial face $f$. We will call these cells ”interfacial cells”. In this work, we implemented the Height Functions method for the cell-centered curvature calculation. In the Height Functions method the curvature is obtained by a direct differentiation of local
Figure 5: Numerical simulation of a falling droplet at three different droplet resolutions $\Delta x = 20$ (a, b, c, d), $\Delta x = 40$ (e, f, g, h) and $\Delta x = 100$ (i, j, k, l). The surface tension pressure jump is imposed equal $[p] = 240$ Pa. Times $t = 0.002$ s (a, e, i), $t = 0.012$ s (b, f, j), $t = 0.024$ s (c, g, k), $t = 0.036$ s (d, h, l).
heights, defined for every interfacial cell. Referring to Figure 6, a 3x7 vertical stencil is constructed for every interfacial cell \((i,j)\). The liquid volume fractions (VOF function) are summed up for every cell (multiplied by the vertical cell size \(\Delta y\)) for each of the \(i\) columns, obtaining three local heights \(h_i\):

\[
h_i = \sum_{j=3}^{j+3} \alpha_{i,j} \Delta y
\]  

(42)

In order to avoid differentiating multi-valued functions, we can also choose an horizontal stencil: the choice is based on the largest component of the interface normal \(n\) in the \((i,j)\) cell:

- if \(|n_y| > |n_x|\) we choose a 3x7 vertical stencil;
- if \(|n_x| > |n_y|\) we choose a 3x7 horizontal stencil.

The heights represent the position of the interface with respect to the stencil base. Adopting a second order finite difference scheme, we can calculate the first derivative \(h'_{i,j}\):

\[
h'_{i,j} = \frac{h_{i+1} - h_{i-1}}{2\Delta x}
\]  

(43)

the second derivative \(h''_{i,j}\):
and finally the cell-centered curvature $\kappa_{i,j}$ (in 2D):

$$\kappa_{i,j} = \frac{h''_{i,j}}{(1 + h'^2_{i,j})^{3/2}} \quad (45)$$

The curvature is then interpolated at the interface $\Gamma$, based on the relative interface position $\lambda$ (Equation 20):

$$\kappa_f = \lambda \kappa_N + (1 - \lambda) \kappa_O \quad (46)$$

Finally, this face-centered curvature value can be used to construct the pressure jump in Equation 16 for the GFM pressure discretization.

This is a standard Height Functions method, because it adopts a fixed stencil for every interfacial cell $(i, j)$. Alternative methods include adaptive stencils \[9, 45\], for which the size changes depending on the local interface topology (using from 3x3 up to 3x9 stencils) and rotated stencil which are aligned to the interface normal \[46\].

4.1. Details on the OpenFOAM® implementation

The concept behind the use of Height Functions is simple and relatively easy to implement (if compared to discrete surface fitting or spline interpolation \[47, 48\]). As described before, we use fixed 3x7 stencils (vertical or horizontal, depending on the interface normal $\mathbf{n}$ direction) for all the interfacial cells. To our knowledge there was no attempt in literature to develop a Height Functions method for the OpenFOAM® framework. While in structured finite-difference CFD codes it is immediate to construct a stencil around a cell (using the $(i, j)$ indices), the polyMesh mesh description of OpenFOAM® (based around faces) makes it more difficult. Hence, the need of a specific description.
4.1.1. Stencils construction

In this work we build all the necessary stencils in pre-processing, to be more efficient during the simulation. The main algorithm for the stencils construction is coded in a pre-processing function, which only requires the mesh:

1. For every cell in the entire domain construct a 3x3 square stencil around it. This is easily done creating an object of the class CPCCellToCellStencil, for which only the mesh information is needed:

   CPCCellToCellStencil initialStencil(mesh);
   labelList squareStencil = initialStencil[celli];

   The squareStencil list contains the global indices of the initial 3x3 stencil in celli;

2. Extend the stencil in the vertical direction, adding two rows at the top and at the bottom. For each cell cellj in the 3x3 stencil (squareStencil):

   (a) Find the 4 adjacent cells:

       labelList adjacentCells = mesh.cellCells(squareStencil[cellj]);

   (b) Choose the cell cellk in the vertical direction, checking that the vector:

       vector normal = mesh.C(adjacentCells[cellk]) - mesh.C(squareStencil[cellj]);
points upwards (or downwards) and that cell$k$ is not already included in the stencil.

We have now a 3x5 stencil;

(c) Repeat the extension (a, b) using the 3x5 stencil, to obtain a 3x7 stencil;

3. Store the 21 cells indices of the vertical stencil in a 3x7 matrix $V$. The matrix elements are sorted as presented in Figure 7(b);

4. Do the same operation on the squareStencil (point 2) in the horizontal direction (adding two columns to the left and two columns to the right);

5. Store the 21 cells indices of the horizontal stencil in a 3x7 matrix $H$. The matrix elements are sorted as presented in Figure 7(c);

6. If a cell in the domain does not allow to build the complete stencil (e.g. close to the boundary), ignore the cell. We will focus on these cells when dealing with contact angles.

Adopting this pre-processing methodology, every cell in the domain is already linked to its two stencils ($V$ and $H$). Therefore, we do not need to construct a stencil at every iteration during run-time, since everything is already tabulated. The great advantage arises when parallel computations are handled. A single processor only has access to its internal cells and to the boundary cells of adjacent processors, making the stencil construction difficult and expensive. In our case this is not necessary, since the stencils are already pre-computed for every cell before the domain partitioning and remain available to the processor throughout the simulation.

4.1.2. Heights calculation

At this point we have two matrices for every cell $cell_i$ of the domain:

- a 3x7 matrix $V$ containing the 21 global indices of the vertical stencil (Figure 7(b));

- a 3x7 matrix $H$ containing the 21 global indices of the horizontal stencil (Figure 7(c));

During the simulation, the stencil cells (and their $\alpha$ values) must be called. For each interfacial face (Equation 19):

1. Select the owner and neighbour cell of the face. For each one:
2. Calculate the interface normal as \( \mathbf{n} = \frac{\nabla \alpha_s}{|\nabla \alpha_s|} \). \( \alpha_s \) is a smoothed \( \alpha \) field, which helps to calculate the normals with better accuracy. A recursive interpolation smoothing is used in this work:

\[
\text{alphaSmooth} = \text{fvc::average(fvc::interpolate(alpha))};
\]

which is repeated a few times (3-4 times is enough);

3. Choose the correct stencil:
   (a) If \( n_y \) is the largest component of the interface normal \( \mathbf{n} \), choose the vertical stencil matrix \( \mathbf{V} \);
   (b) If \( n_x \) is the largest component of the interface normal \( \mathbf{n} \), choose the horizontal stencil matrix \( \mathbf{H} \);

4. Calculate the heights (Equation 42), and the cell-centered curvature (Equation 45);

5. Interpolate the curvature to the face \( f \) (Equation 46) to obtain \( \kappa_f \);

6. Proceed to the GFM discretization of the pressure equation.

It is important to point out that sometimes 3x3 or 3x5 stencils are sufficient to compute discrete heights and obtain a the same curvature value provided by the 3x7 stencil (if the upper/lower rows only add full/empty cells). However, as stated by Popinet [9] 3x7 stencils may not be enough in some cases and 3x9 stencils can be necessary. In the cases presented in this work strong deformations of the interface are not present and 3x7 stencils are safe to compute build consistent heights for curvature calculation. Moreover, in order to have defined heights for all interfacial cells, the droplet must be well resolved. If the curvature radius approaches the mesh size, switching to curve fitting methods would be the best option.

5. Equilibrium of a circular droplet

In a circular droplet at zero gravity the pressure jump at the interface should perfectly balance the surface tension force. The test case from Popinet [9] is adopted and used for comparison: a circular interface is initialized at the center of the domain and it is given enough time to relax to its numerical equilibrium shape. Only a quarter of the circle is considered. In order to reach the numerical equilibrium (Equation 2) three conditions are required:
Figure 8: Four possible configurations for the intersection between a quarter of a circular interface and the cell.

Table 2: Computation of the grey area for the four cases in Figure 8

| Case | Area |
|------|------|
| 1    | \( F(x_{p,1}) - F(x_1) - (x_{p,1} - x_1)y_1 \) |
| 2    | \( F(x_2) - F(x_1) - (x_2 - x_1)y_1 \) |
| 3    | \( F(x_2) - F(x_{p,2}) + (x_{p,2} - x_1)y_2 - (x_2 - x_1)y_1 \) |
| 4    | \( F(x_{p,1}) - F(x_{p,2}) + (x_{p,2} - x_1)y_2 - (x_{p,1} - x_1)y_1 \) |

- A perfectly balanced discretization method;
- An accurate methodology for curvature calculation;
- An exact initialization of the circular interface.

The Ghost Fluid Method and the Height Functions are used for pressure discretization and curvature calculation. The last point requires a brief discussion.

5.1. Interface initialization

A circular interface at rest has a constant curvature. An equilibrium solution (\( \mathbf{v}=0 \)) can be reached if the curvature deviations are minimized along the interface, providing a uniform \( \kappa \) value. However, this does not imply that the actual curvature value will be accurate (i.e converging). In fact, mesh convergence towards the exact value is usually not achievable, unless the droplet is exactly initialized \[49, 50\]. This is not a trivial task and many recent works aimed at giving an accurate methodology for general surfaces initialization on polyhedral meshes \[51, 52\]. In this work we propose a relatively simple methodology, based on the direct integration of the analytical
expression $f(x)$ of a quarter of a circle:

$$f(x) = \sqrt{R^2 - x^2} dx$$  \hspace{1cm} (47)

where $R$ is the radius. The following algorithm is implemented for the circle initialization. For each cell in the domain:

- The four vertex coordinates $w_1(x_1, y_1)$, $w_2(x_2, y_1)$, $w_3(x_2, y_2)$, $w_4(x_1, y_2)$ of the cell are extracted;

- For each vertex $w_i$ the distance function $\psi_i$ is computed:

$$\psi_i = |w_i| - R$$  \hspace{1cm} (48)

- If all the vertices are inside the droplet ($\psi < 0$), set $\alpha = 1$;

- If all the vertices are outside the droplet ($\psi > 0$), set $\alpha = 0$;

- Otherwise, the cell contains the interface. In this case:

  - Calculate the intersections $x_{p,1}, x_{p,2}, y_{p,1}, y_{p,2}$ of the circle with the cell faces $x_1, x_2, y_1, y_2$;

  - Depending on the position of the intersections (Figure 8), compute the area delimited by the curve and the cell faces. The integration of $f(x)$ is analytical:

$$F(x) = \int_0^x f(x) = \frac{R^2}{2} \left[ \frac{x}{R} \sqrt{1 - \left(\frac{x}{R}\right)^2} + \arcsin \left(\frac{x}{R}\right) \right]$$  \hspace{1cm} (49)

The area formulae are reported in Table 2.

This methodology can be rapidly implemented, it is very accurate and does not depend on the mesh adopted. The obvious drawback is the non-generality of the method, only valid for this specific case.
5.2. Test case setup

The droplet diameter is \( D = 1 \text{ mm} \). Density and viscosity are equal for gas and liquid: \( \rho = 1 \text{ kg/m}^3 \), \( \mu = 10^{-4} \text{ Pa } \cdot \text{s} \). Three surface tension values are used \( \sigma = 0.0012, 0.012, 0.12 \text{ N/m} \) to obtain three cases at different Laplace numbers \( \text{La} = 120, 1200, 12000 \). As reported by Popinet [9] the velocity scale of the problem regards the capillary waves originated from the droplet:

\[
v_\sigma = \sqrt{\frac{\sigma}{\rho D}}
\]  

(50)

while the dissipation of this velocity occurs in a time scale \( T_\nu \):

\[
T_\nu = \frac{D^2}{\nu}
\]  

(51)

where \( \nu \) is the kinematic viscosity. In order to test the accuracy of the surface tension implementation it is fundamental to run the test case for a time \( t \sim T_\nu \), in order to properly dissipate the initial interface perturbation. The surface tension implementation is explicit and the CFL condition for surface tension driven flows requires a minimum time step size [11] for stability:

\[
\Delta t_{\text{min}} = \sqrt{\frac{\rho \Delta x^3}{\pi \sigma}}
\]  

(52)

The numerical result are presented in terms the following error norms, for velocity \( \mathbf{v} \):

\[
L_\infty (\mathbf{v}) = \max (|\mathbf{v}|)
\]  

(53)

curvature \( \kappa \):

\[
L_\infty (\kappa) = \frac{1}{\kappa_{\text{ex}}} \max (|\kappa_i - \kappa_{\text{ex}}|)
\]  

(54)

and interface shape:

\[
L_2 (\text{shape}) = \sqrt{\frac{\sum_i (\alpha_i - \alpha_{\text{ex}})^2}{\sum_i}}
\]  

(55)
Table 3: Spurious currents analysis for the 2D static droplet. Results at $La = 120, 1200, 12000$ and four different droplet resolutions $D/\Delta x = 10, 20, 40, 100$, by means of $L_\infty (v)$ error norm $|\mathbf{v}|_{\text{max}}$ and capillary number $Ca$. Time $t = T_\nu = 0.01$ s.

\[
L_\infty (\text{shape}) = \max (|\alpha_i - \alpha_{\text{ex}}|) \quad (56)
\]

where $\alpha_{\text{ex}}$ is the exact $\alpha$ field from the initialization. The three cases ($La = 120, 1200, 12000$) are run at four different droplet resolutions $D/\Delta x = 10, 20, 40, 100$ to investigate the mesh convergence.

5.3. Spurious currents

Table 3 reports the $L_\infty$ error norm for the velocity field $|\mathbf{v}|_{\text{max}}$ and the relative capillary number $Ca$ for the three Laplace numbers (120, 1200, 12000) at four different resolution of the droplet. The residual parasitic currents are extremely low, even reaching the machine precision in some cases. As expected, the $|\mathbf{v}|_{\text{max}}$ values are located along the diagonal axis (at $\sim 45^\circ$, where $n_y \sim n_x$) due to the lower accuracy of Height Functions in this region [9]. The capillary number remains well below $10^{-9}$ and the result do not significantly change further reducing the time step size.

Parasitic currents are also analyzed over time in Figure 9 for $La = 1200$. The RMS velocity is made dimensionless using $v_\sigma$, while the dimensionless time $\tau$ is referred to $T_\nu$. The RMS velocity initially shows a strong exponential decrease (due to viscous dissipation) followed by a slower one,
Figure 9: Dimensionless root mean square (RMS) velocity profile over time, for $La = 1200$. Comparison with the results from Popinet [9] and Coquerelle [49].

Figure 10: Mesh convergence analysis for the $L_\infty$ error norm for curvature $\kappa$ (a) at different Laplace numbers. $L_\infty$ and $L_2$ error norms for shape (b) at $La = 12000$. 
around the value $\sim 10^{-10}$. The same occurs for all $La$ numbers. The results are between the ones obtained by Popinet [9] and Coquerelle [49] for the same case. Even though parasitic currents do not completely vanish within $T_\nu$, they remain very low and we did not notice any interference with the accuracy of the curvature calculation.

5.4. Mesh convergence

The accuracy of the simulations is assessed by a mesh convergence analysis on the curvature $\kappa$ and the numerical droplet shape. Results are presented in Figure 10. We observe close to second-order accuracy both for curvature and droplet shape, with a very weak dependence on the Laplace number. The $L_2(\kappa)$ norm (not shown) coincides with $L_\infty(\kappa)$, indicating a very uniform value of the curvature along the interface. Even for coarse resolutions the error values remain very small and comparable to what obtained by other studies [9].

Concerning the velocity field, in Table 3 spurious currents become close to round off errors refining the mesh for $La = 120$. However, we could not recover a similar mesh convergence for $La = 1200$ and $La = 12000$, in which spurious currents slightly increase with mesh refinement. This behavior is not new in literature [55] and apparently tends to occur at high Laplace numbers. To better investigate this aspect we compared our results at $La = 12000$ with other available studies in Figure 11 in terms of capillary number $Ca$. The works of Desjardins [16], Herrmann [54] and Coquerelle [49] are based on a Level-Set approach and show mesh convergence at different

![Figure 11: Capillary number convergence with mesh refinement, $La = 12000$. Comparison with the works of Abadie [53], Desjardins [16], Coquerelle [49] and Herrmann [54]. Dashed lines for level-set based methods, solid lines for VOF methods.](image-url)
orders (from ∼1 to ∼3). Abadie \cite{53} instead performed a large comparative study on the effect of the interface advection on surface tension modeling, showing that a combination of a geometric interface reconstruction for VOF (i.e. PLIC) and Height Functions for curvature can actually lead to a non-decreasing velocity error for higher resolutions (Figure 5 in \cite{53}, also reported here in Figure 11 for comparison). Similar results have been reached by Popinet and Zaleski comparing front-tracking methods and PLIC/VOF (Figure 6 in \cite{56}). Owkes and Desjardins also show non-converging capillary numbers for a standard mesh-aligned height functions method (Table 1 in \cite{46}). Interestingly, they could avoid this adopting normal-aligned stencil in order to reduce curvature errors (especially when $n_x \sim n_y$), even though the issue seems to persist at high $La$ numbers (> $10^6$).

As reported by Abadie (Table 1 in \cite{53}), residual spurious currents for VOF methods coupled with Height Functions are most likely due to numerical errors in the advection step rather than inaccurate curvature calculation. Indeed, accurate methods such Height Functions are able to capture small fluctuations of the interface position due to advection errors. In our case isoAdvector by Roenby and Jasak \cite{41} is used to reconstruct and advect the interface. The authors report slightly worse results in the advection for low time steps ($Co < 0.5$) and this was also previously observed by Ubbink and Issa \cite{57}. In our case the time step is controlled by surface tension and it is orders of magnitude lower than the one dictated by the Courant number. Refining the mesh further enhances this effect (since $\Delta t \sim \Delta x^{3/2}$) and we believe it probably introduces additional errors in the advection step. The effect of the interface advection on spurious currents is further analyzed in the next section.

6. Translating droplet

In order to investigate the combined accuracy of the advection scheme, the curvature calculation and surface tension discretization, a droplet subjected to a uniform constant velocity field $v_0$ is considered, as firstly proposed in \cite{9}. The exact solution in the moving reference frame is the same as for the static case. This test case is much more problematic, since the advection errors directly impact the curvature estimation and therefore the velocity field. The new time scale of
Table 4: Spurious currents analysis for the 2D translating droplet. Results at $La = 120, 1200, 12000$ and four different droplet resolutions $D/\Delta x = 10, 20, 40, 100$, by means of relative velocity error norm $|v - v_0|_{\text{max}}$ and capillary number $Ca$. Time $t = T_U$.

| $La$  | $D/\Delta x$ | $|v - v_0|_{\text{max}}$ [m/s] | $Ca$        |
|-------|---------------|-------------------------------|-------------|
| 120   | 10            | $7.76 \cdot 10^{-3}$          | $6.46 \cdot 10^{-4}$ |
|       | 20            | $4.69 \cdot 10^{-3}$          | $3.39 \cdot 10^{-4}$ |
|       | 40            | $5.25 \cdot 10^{-3}$          | $4.37 \cdot 10^{-4}$ |
|       | 100           | $1.52 \cdot 10^{-2}$          | $1.26 \cdot 10^{-3}$ |
| 1200  | 10            | $2.55 \cdot 10^{-2}$          | $2.10 \cdot 10^{-4}$ |
|       | 20            | $1.88 \cdot 10^{-2}$          | $1.56 \cdot 10^{-4}$ |
|       | 40            | $2.31 \cdot 10^{-2}$          | $1.92 \cdot 10^{-4}$ |
|       | 100           | $8.80 \cdot 10^{-2}$          | $7.33 \cdot 10^{-4}$ |
| 12000 | 10            | $8.21 \cdot 10^{-2}$          | $6.84 \cdot 10^{-5}$ |
|       | 20            | $6.15 \cdot 10^{-2}$          | $5.12 \cdot 10^{-5}$ |
|       | 40            | $1.03 \cdot 10^{-1}$          | $8.58 \cdot 10^{-5}$ |
|       | 100           | $4.04 \cdot 10^{-1}$          | $3.36 \cdot 10^{-4}$ |

the problem is:

$$T_U = \frac{D}{|v_0|}$$  \hspace{1cm} (57)

As for the static droplet test, three Laplace numbers $La = 120, 1200, 12000$ are considered. Gas and liquid properties are unchanged. The velocity is prescribed in the horizontal direction and it is chosen in order to maintain a constant Weber number:

$$We = \frac{\rho |v_0|^2 D}{\sigma} = 0.4$$  \hspace{1cm} (58)

meaning that for higher surface tensions (i.e. higher $La$ numbers) a stronger velocity field is imposed. We have:

- $|v_0| = 0.69$ m/s for $La = 120$
- $|v_0| = 2.19$ m/s for $La = 1200$
- $|v_0| = 6.93$ m/s for $La = 12000$

The simulations are run for a total time $t = T_U$ at four different droplet resolutions $D/\Delta x = 10, 20, 40, 100$. The capillary number $Ca$ is based on the moving reference frame:
The results are summarized in Table 4. The capillary numbers in this case are 7-8 orders of magnitudes higher than for the static test, clearly indicating that the main spurious currents magnifier is the advection scheme. This is in agreement to what obtained by Abadie (Figure 18 in [53]): in particular for VOF/PLIC/Height Functions methods he shows that the ratio between the capillary number of translating and static droplet can reach up to $10^9$, while it is close to unity for level-set based approaches. We also compared the dimensionless RMS velocity profile to Popinet results [9] in Figure 12(a), showing very similar results: oscillations of frequency $\sim |v_0|_\Delta x$ and no convergence towards the exact solution. On overall, the maximum error on the relative velocity is below 5% for all the cases, which is usually acceptable for common applications. In Figure 12(b) the $L_\infty$ norm on the curvature is shown for $La = 12000$. Mesh convergence cannot be reached, both for this work and the results from Popinet [9]. These results underline the need of a tighter coupling between surface tension scheme and interface advection, in order to reach more accurate solutions in more representative cases.
7. Oscillating droplet

A slightly elliptical shape is imposed as initial condition for a 2D liquid droplet, which tends to recover a spherical geometry due to surface tension-induced oscillations. The perturbed surface of the droplet is given in polar coordinates:

\[ R(\theta) = R_0 [1 + \epsilon \cos(2\theta)] \]  

(60)

The droplet \((D = 1\, \text{mm})\) is centered at \((0,0)\) and it is deformed by a factor \(\epsilon = 0.04\). The surface tension is \(\sigma = 0.07\, \text{N/m}\), while the density ratio is 100. The viscosity of both fluids is set to zero. The inviscid condition makes the test case more stringent, since spurious currents cannot be limited by a physical viscosity. In fact, oscillations decay is present anyway due to numerical dissipation. The analytical solution for small perturbations has been derived by Lamb [58]. The oscillation frequency \(\omega\) for a 2D droplet is:

\[ \omega = \sqrt{\frac{6\sigma}{(\rho_L + \rho_G)R^3}} \]  

(61)

Four droplet resolutions have been adopted \(\frac{D}{\Delta x} = 10, 20, 40, 100\). The results are reported in Figure 13 in terms of maximum relative position on the \(x\) axis (a) and convergence of the relative error on the oscillation frequency:

\[ \text{error} = \frac{|\omega - \omega_{\text{ex}}|}{\omega_{\text{ex}}} \]  

(62)

where the numerical frequency is averaged over the first three periods.

The oscillation of the interface position is in very good agreement with the analytical solution, reaching an error of \(\sim 1\%\) at the finest level. The mesh convergence analysis shows first order convergence on the frequency. The coarse solution suffers from significant numerical diffusion, which is almost totally recovered refining the mesh.
Figure 13: Oscillations of a 2D inviscid liquid droplet (a): comparison between analytical solution (black line) and numerical results on the coarsest (grey line) and finest (dashed line) mesh. Mesh convergence in (b).

| Test case | $\rho_L$ | $\rho_G$ | $\mu_L$ | $\mu_G$ | $|g|$ | $\sigma$ | $E_0$ |
|-----------|---------|---------|---------|---------|------|---------|-------|
| 1         | 1       | 1000    | 10      | 1       | 0.98 | 24.5    | 10    |

Table 5: Physical parameters for the bubble rising test case.

8. Rising bubble

A more complex test case is represented by a gas bubble rising in a dense liquid under the effect of gravity. Analytical solutions are not available for this case and a simple comparison of the bubble shapes with experimental or other numerical works is not sufficient to verify the accuracy of the results [10]. Hysing et al. [59] provided an accurate reference solution for this test, adopting different numerical codes under different conditions, representing a valid numerical benchmark for comparison. The domain is $[1 \times 2]$ m and the bubble ($D = 0.5$ m) is initially positioned at $(0.5, 0.5)$. The physical parameters are defined in Table 5. The Eotvos number (based on the liquid properties) is defined as:

$$E_0 = \frac{\rho_L g D^2}{\sigma} \quad (63)$$

The quantitative results are given in terms of center of mass $y_c$ of the bubble:

$$y_c = \frac{\int_S y dS}{\int_S dS} \quad (64)$$
Figure 14: Numerical results for the bubble center of mass \( y_c \) (a), rising velocity \( v_c \) (b), circularity \( c \) (c) and final bubble shape (d) (at \( t = 3 \) s). Coarsest mesh (orange line) and finest mesh (black line) compared with the reference results from Hysing et al. \[59\] (circles).

rising velocity of the bubble \( v_c \):

\[
v_c = \frac{\int_S v_y dS}{\int_S dS} \tag{65}
\]

and bubble circularity \( c \):

\[
c = \frac{\pi D}{p} \tag{66}
\]

The bubble perimeter \( p \) is calculated as:

\[
p = \int_S |\nabla \alpha| dS \tag{67}
\]
where $S$ is the planar surface occupied by the bubble. These parameters allow to track the motion of the bubble and to quantitatively evaluate the quality of the numerical results and the comparison with reference numerical works. A mesh convergence analysis is also performed, running the simulations at four different resolutions $D/\Delta x = 20, 40, 80, 160$. The results are presented in Figure 14 and Table 6.

In the work of Hysing et al. [59] three different numerical codes are used to assess the convergence of the results: TP2D (Transport Phenomena in 2D) [60], FreeLIFE (free-Surface Library of Finite Element) [61] and MoonNMD (Mathematics and object-oriented Numerics in MagDeburg) [62]. All of the three codes give almost identical results, therefore only the TP2D code will be used as a comparison in this work. It is based on a finite-element discretization method, adopting a level-set approach for the interface advection. The interface re-initialization (always needed for level-set approaches) is based on the fast marching method, while surface tension is included by a direct integration over the interface contour. The comparison in Figure 14 shows a very good agreement between the results, especially regarding the center of mass of the bubble $y_c$ (a) (almost coincident). The rising velocity $v_c$ (b) in our work shows a slight delay in the maximum value, whereas the terminal velocity (asymptotic value) is well recovered. Most deviations are found in the circularity profile (c), probably due to the difficulty of using Equation 67 to calculate the bubble perimeter: in fact, the bubble shape and position (d) is in excellent agreement with the reference work. It is worth noticing that quite good results are already obtained with the coarsest solution and they further improve with the refinement level.

Table 6 shows the sensitivity of the results to the refinement level and the approximate order of
convergence of the main measures. The numerical results converge towards a solution (with orders from $\sim 1$ to $\sim 3$) which is slightly different from the one obtained by Hysing et al. 59: while the final bubble position $y_c|t=3$ and the maximum velocity $v_{c,max}$ are very similar, small deviations are present in the other quantities. Similar discrepancies from the reference work have been noticed by Coquerelle et al. 49, especially regarding the minimum in the circularity profile. Nevertheless, we believe the results are satisfactory and in line with the reference work, especially considering the multiple differences in the numerical codes (advection method, discretization approach, surface tension treatment, flow solvers etc.) which makes a complete adherence of the results very difficult.

9. Contact angles

Referring to Figure 15, the contact angle is defined as the angle given by the intersection of the gas-liquid interface with the solid line. This defines a boundary condition for the VOF function, in which at the boundary cell the interface normal must satisfy the contact angle condition. As reported in the introduction, working with interface normals can be dangerous due to the large numerical errors arising from differentiating a discontinuous function. In this work the contact angle boundary condition is implemented as an extension of the Height Functions method for curvature calculation, following the work of Afkhami et al. 28. The Height Functions method requires three heights $h_0, h_1$ and $h_2$ for the curvature calculation. At the boundary cell only two heights are available $h_1, h_2$, requiring the construction of a ”ghost” height $h_0$ which includes the contact angle condition:

$$h_0 = h_1 + \Delta x \tan \theta$$  \hspace{1cm} (68)

It is very easy to implement this in OpenFOAM®:

1. In pre-processing, if a cell belongs to the boundary a complete stencil cannot be built. Fill the missing column (ghost) with a representative label (e.g. -1);
2. During runtime, if a stencil contains the value -1 it means that the relative cell is at the boundary. Calculate the two available heights as usual, while the remaining one as:
heights[0] = heights[1]+DeltaX*Foam::tan(theta);

where \textbf{theta} is the assigned contact angle;

3. Once the three heights are available, the curvature at the boundary cell can be easily calculated (Equation \ref{eq:45}).

9.1. 2D Sessile droplets

A semicircular 2D liquid droplet ($D = 1$ mm, $D/\Delta x = 100$) is placed on a horizontal surface (sessile drop). The contact angle condition (Equation \ref{eq:68}) is enforced at the boundary cell curvature calculation. The total simulation time is set to $t = 0.1$ s. The curvature gradient at the boundary induces a flow, deforming the interface until a steady-state condition is reached (in which the curvature is uniform). The resulting circular cap is analyzed by means of apparent radius $R$, height $e$, length $L$ and residual spurious currents. The analytical solution is available \cite{40}:

$$R = R_0 \sqrt{\frac{\pi}{2 (\theta - \sin\theta \cos\theta)}}$$ \hspace{1cm} (69)

$$e = R (1 - \cos\theta)$$ \hspace{1cm} (70)
Figure 16: Comparison between analytical and numerical solutions for static droplets contact angles in terms of $e/R_0$ (black line) and $L/R_0$ (gray line).

| $\theta$ [deg] | $|v|_{max}$ [m/s] | Ca            |
|---------------|-----------------|---------------|
| 50            | $2.2 \cdot 10^{-4}$ | $3.14 \cdot 10^{-7}$ |
| 70            | $2.4 \cdot 10^{-4}$ | $3.42 \cdot 10^{-7}$ |
| 90            | $2.9 \cdot 10^{-4}$ | $4.14 \cdot 10^{-7}$ |
| 112           | $3.2 \cdot 10^{-4}$ | $4.57 \cdot 10^{-7}$ |
| 135           | $3.8 \cdot 10^{-4}$ | $5.42 \cdot 10^{-7}$ |

Table 7: Residual spurious currents for 2D static sessile droplets (Figure 17).

\[ L = 2R \sin \theta \quad (71) \]

The qualitative results (VOF function) are reported in Figure 17 for different static contact angles $\theta$. The comparison with the analytical solution is very good for both for the $e, L$ parameters (Figure 16). The residual spurious currents and the relative capillary number are reported in Table 7. Compared to the results for the equilibrium of a circular droplet (Table 3) we notice an increase in the capillary number, which however remains under $10^{-6}$ for all the cases. This has also been reported by Dupont et al. [40].

9.2. Droplet suspension on a vertical fiber

A very stringent test is the suspension of small droplets against the gravity field on a thin vertical fiber, as usually done in many experimental works (Figure 18a). In this case the contact angle with the solid fiber cannot be fixed, since it depends on multiple factors such as the droplet
Figure 17: \( \alpha \) initial condition for static contact angles analysis (a). Steady-state droplet shapes for \( \theta = 50^\circ \) (b), \( \theta = 70^\circ \) (c), \( \theta = 90^\circ \) (d), \( \theta = 112^\circ \) (e) and \( \theta = 135^\circ \) (f).

weight, the fiber geometry, the surface tension etc. For a 2D droplet having a radius \( R \) and length \( L \) it is possible to derive the equilibrium contact angle with a balance of forces:

\[
\rho_L \pi R^2 L = 2L \sigma \cos \theta \tag{72}
\]

\[
\cos \theta = \frac{\rho_L \pi R^2}{2\sigma} \tag{73}
\]

As described in the previous section (Figure 15), at the boundary cell we need to find the value of the "ghost height" \( h_0 \) that satisfies the contact angle condition (Equation 68). Imposing Equation 73 as a boundary condition is not sufficient, since it is an equilibrium solution which does not account for transient situations (e.g. convective flow around the droplet). In fact, the numerical model should predict the contact angle dynamics depending on the local conditions (droplet weight and shape, surface tension, velocity etc.) and automatically find a steady-state situation independently of Equation 73. Referring to Figure 18 (b), the numerical strategy consists in finding the value of the "ghost height" \( h_0^* \) at the boundary cell (point A) that cancels the local momentum balance \( [40] \). For each boundary cell cut by the interface:
1. We derive the pressure jump $H^*_f$ which provides $\phi_f = 0$. The reconstructed face flux is given by Equations 29 and 30:

   - if the owner is wet:
     \[
     H^*_f = p_N - p_O - \frac{H(v_N)_f}{a_P,f} \cdot \frac{S_f}{\frac{1}{a_P}_f \frac{S_f}{d} \frac{\beta_L, \beta_G}{\beta_w}}
     \]
     \label{eq:74}

   - if the owner is dry:
     \[
     H^*_f = p_N - p_O - \frac{H(v_N)_f}{a_P,f} \cdot \frac{S_f}{\frac{1}{a_P}_f \frac{S_f}{d} \frac{\beta_L, \beta_G}{\beta_d}}
     \]
     \label{eq:75}

In OpenFOAM®:

```plaintext
Jump.ref()[facei] = p.ref()[neighbour[facei]] - p.ref()[owner[facei]]

- phiHbyA.ref()[facei]/laplacian.upper()[facei];
```

where the surfaceScalarField $\phi_{HbyA} = \frac{H(v_N)_f}{a_P,f} \cdot S_f$;

2. We calculate the value of the face-centered curvature $\kappa^*$ which provides an interfacial jump equal to $H^*_f$ (Equation 16):
\[ \kappa^* = - \frac{H^*_f + (\rho_L - \rho_G) \mathbf{g} \cdot \mathbf{x}_f}{\sigma} \]  

(76)

In OpenFOAM:\

```c
if (alpha1.ref()[owner[facei]] > 0.5)
    double curvature = (Jump.ref()[facei] - 
    (rhoL.ref()[owner[facei]]-rhoG.ref()[neighbour[facei]]) 
    *(g.value() & interfacePosition.ref()[facei]))/ 
    surfaceTension.ref()[facei];
else
    double curvature = -(Jump.ref()[facei] + 
    (rhoL.ref()[owner[facei]]-rhoG.ref()[neighbour[facei]]) 
    *(g.value() & interfacePosition.ref()[facei]))/ 
    surfaceTension.ref()[facei];
```

The face-centered value \textit{curvature} is then assigned to both the owner and the neighbour of the interfacial face \textit{facei};

3. The value of the ”ghost” height \( h_0^* \) is obtained by solving the following non-linear algebraic equation:

\[
\kappa^* - \frac{h_2-2h_1+h_0^*}{\Delta x^2} = 0
\]

(77)

4. Finally, the contact angle can be easily derived as:

\[
\theta^* = \arctan \left( \frac{h_0^* - h_1}{\Delta x} \right)
\]

(78)

It is important to specify that only Equations 74, 75 are necessary for the method to work, since the jump \( H_f^* \) the only information actually used by the GFM method. Equations 76
Figure 19: 2D computational mesh used for suspended droplets simulations (a). VOF initial condition (b) for the droplet, with boundary conditions for contact angles.

77 and 78 are however useful to know the value of $\theta^*$ that cancels the momentum balance, which can be compared with the theoretical prediction.

This is an iterative procedure, since the interfacial jump $H_f^*$ is derived explicitly, adopting the pressure field of the previous time step (Equations 74 and 75). Multiple iterations of the Poisson equation are needed to find the correct pressure field that cancels the local momentum balance. However, we noticed that a single iteration is actually enough for the procedure to work. The actual face flux $\phi_f$ is slightly different from zero, but it tends to cancel over time. This allows to save significant computational time, avoiding the iterations.

9.2.1. 2D droplet suspension

To validate the method, a 2D liquid droplet ($D = 1$ mm, $\rho_L = 1000$ kg/m$^3$) is placed on a thin vertical fiber as shown in Figure 19. Only half of the droplet is modeled due to symmetry conditions. At the symmetry boundary the contact angle is imposed equal to $\theta_2 = 90^\circ$ (using the method reported for the sessile droplets). The fiber boundary is a wall, where a noSlip condition
apply for velocity. On this boundary, the contact angle \( \theta_1^* \) is calculated as just described in this section. The other boundaries are open. Three different surface tension values have been adopted (\( \sigma = 0.005, 0.01, 0.07 \) N/m) and the numerical results are compared with the analytical solution given by Equation 73. The results are reported in Figure 20.

As expected, lower surface tensions provide a more deformed droplet shape. The contact point is not perfectly fixed due to the choice of avoid multiple iteration within the same time step. This is especially true for the lowest surface tension case (\( \sigma = 0.005 \) N/m), because of the longer dynamics needed to reach the steady-state condition. The agreement with the theoretical prediction is good, with a slight deviation for \( \sigma = 0.07 \) N/m. In Table 8 the residual spurious currents are reported, showing results comparable to the sessile droplets cases.

### 9.2.2. 2D axisymmetric droplet suspension

The axisymmetric geometry is often used to save computational time with respect to full 3D simulations. In particular, suspended droplets usually exhibit axisymmetric geometry if a vertical
support fiber is adopted. From the theoretical and numerical points of view, the only difference is that a second curvature must be accounted for (perpendicular to the interface and to the plane containing the droplet). This is easily calculated from the 2D heights already available [64]:

\[ \kappa_2 = \frac{1}{|x| \sqrt{1 + h'^2}} \]  

where \( x \) is the distance of the interface perpendicularly to the symmetry axis. The interface position is defined by the exact location of the height, which must be used to compute \( |x| \).

Therefore:

- if a vertical stencil is adopted for the cell \((i, j)\):
  \[ |x| = x_{i,j} \]  

- if a horizontal stencil is adopted for the cell \((i, j)\):
  \[ |x| = x_{i,j} - 3.5 \Delta x + h_i \]  

where \( x_{i,j} \) is the \( x \) coordinate of the interfacial cell center.

At the cell \((i, j)\) the total curvature \( \kappa_{i,j} \) is then the sum of the two principal curvatures:

\[ \kappa_{i,j} = \frac{h''_{i,j}}{(1 + h'^2_{i,j})^{3/2}} + \frac{1}{|x| \sqrt{1 + h'^2_{i,j}}} \]  

This second curvature represents an additional contribution to the pressure jump, which is then handled by the GFM. All the treatment of the contact angles remains the same. The only difference is that Equation [77] becomes:

\[ \kappa^* = \frac{h_2 - 2h_1 + h_0^2}{\Delta x^2} \left( \frac{h_2 - h_0}{2\Delta x} \right)^2 \frac{1}{|x| \sqrt{1 + (h_2 - h_0^2)^2 / (2\Delta x)^2}} = 0 \]  

45
in order to account for the second curvature. The theoretical value of the contact angle for 2D axisymmetric droplets (or 3D ones) can be easily derived by a balance of forces on the suspended droplet:

\[
\frac{4}{3} \pi R^3 \rho_L = \sigma \pi d_F \cos \theta
\]  

(84)

where \(d_F\) is the fiber diameter. We obtain:

\[
\cos \theta = \frac{4 \rho_L g R^3}{3 \sigma d_F}
\]  

(85)

We repeat the same test done for 2D droplets, suspending 2D axisymmetric droplets on a vertical fiber for different surface tension values (\(\sigma = 0.04, 0.05, 0.07 \text{ N/m}\)). The computational mesh in Figure 19 (a) remains the same, but the symmetry plane is collapsed into a symmetry axis. In this configuration the new domain is a slice of a cylinder with a thin vertical cylindrical fiber on the axis on which the droplet is suspended. The results are reported in Figure 21 and Table 9.

The droplet deformation is now much less evident and only localized close to the contact point. The agreement with the theoretical value is satisfactory for all the three cases. The residual spurious currents are comparable to what obtained for the 2D droplet suspension.
Table 9: Residual spurious currents for 2D axisymmetric droplets (Figure 21).

| $\sigma$ [N/m] | $v_{\text{max}}$ [m/s] | Ca         |
|----------------|------------------------|------------|
| 0.04           | $1.1 \cdot 10^{-4}$    | $2.7 \cdot 10^{-7}$ |
| 0.05           | $6.5 \cdot 10^{-5}$    | $1.3 \cdot 10^{-7}$ |
| 0.07           | $6.6 \cdot 10^{-4}$    | $9.4 \cdot 10^{-7}$ |

10. Conclusions

In this work we presented an accurate methodology for the modeling of surface tension driven flows in the OpenFOAM® framework. The Ghost Fluid Method (GFM) is implemented for the numerical discretization of the pressure equation, including the jump due to surface tension and gravity, while the cell-centered values of the curvature are evaluated adopting Height Functions. The methodology shows a significant reduction of spurious currents for a 2D stationary droplet, close to machine accuracy. The curvature and the interface shape show second order convergence towards the exact solution, with a weak dependence on the Laplace number. The capillary number does not always converge with mesh refinement, especially at high Laplace numbers, probably due to the sensitivity of Height Functions to errors in the interface advection. This is confirmed by the translating droplet test case, which clearly indicates the interface advection as the main spurious currents magnifier rather than the curvature calculation errors, in line to what reported by other authors.

The methodology is also tested to analyze (i) capillary oscillations in a perturbed liquid droplet, exhibiting first order convergence on the frequency value and (ii) a bubble rising in a dense fluid, showing excellent agreement with the reference numerical solution in terms of bubble position, rising velocity and interface shape. Finally, the Height Functions method is extended for the modeling of contact angles, with applications to sessile droplets and suspended droplets, both in 2D and 2D axisymmetric configurations. The agreement with the theoretical solution is satisfactory.

Future works will focus on the extension of the methodology to variable fluid properties and the implementation of phase-change.
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Nomenclature

Acronyms

CSF Continuum Surface Force

GFM Ghost Fluid Method

PLIC Piecewise Linear Interface Calculation

RMS Root Mean Square

VOF Volume Of Fluid

Greek letters

\( \alpha \) VOF marker function [−]

\( \beta \) reciprocal of density \( \left[ \frac{m^3}{kg} \right] \)

\( \Delta x, y \) cell size [m]

\( \delta_s \) Dirac delta \( \left[ \frac{1}{m} \right] \)

\( \epsilon \) deformation factor [−]

\( \kappa \) curvature \( \left[ \frac{1}{m} \right] \)

\( \lambda \) relative position of the interface [−]

\( \mu \) dynamic viscosity \( \left[ \frac{kg}{m \cdot s} \right] \)

\( \nu \) kinematic viscosity \( [m/s^2] \)

\( \omega \) frequency \( [s^{-1}] \)
\( \phi \) velocity face flux \([m^3/s]\)

\( \psi \) distance \([m]\)

\( \rho \) density \([kg/m^3]\)

\( \sigma \) surface tension \([N/m]\)

\( \theta \) angle [degree, rad]

\( \Theta_s \) Heaviside function [-]

**Roman letters**

\( d \) distance vector \([m]\)

\( g \) gravitational acceleration \([m/s^2]\)

\( n \) interface normal [-]

\( S \) surface vector \([m^2]\)

\( v \) velocity \([m/s]\)

\( w \) vertex position vector \([m]\)

\( x \) position vector \([m]\)

\( c \) circularity [-]

\( Ca \) capillary number [-]

\( D \) diameter \([m]\)

\( Eo \) Eotvos number [-]

\( F \) integral function

\( H \) total pressure jump \([Pa]\)
\( h \) height \([m]\)

\( L \) error norm

\( La \) Laplace number \([-]\)

\( p \) perimeter \([m]\)

\( p \) pressure \([Pa]\)

\( p_d \) dynamic pressure \([Pa]\)

\( R \) radius \([m]\)

\( T \) time scale \([s]\)

\( t \) time \([s]\)

\( v_\sigma \) capillary wave velocity \([m/s]\)

\( We \) Weber number \([-]\)

**Subscripts**

0 initial, reference

d dry

ex exact

f face-centered value

G gas

L liquid

N neighbour

O owner
\( P \) cell-centered value

\( s \) smoothed

\( w \) wet
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