Fate of a topological invariant for correlated lattice electrons at finite temperature
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Electrons on a two-dimensional (2d) lattice which is exposed to a strong uniform magnetic field show intriguing physical phenomena. The spectrum of such systems exhibits a complex (multi-)band structure known as Hofstadter’s butterfly. For fillings at which the system is a band insulator one observes a quantized integer-valued Hall conductivity $\sigma_{xy}$ corresponding to a topological invariant, the first Chern number $C_1$. This is robust against many-body interactions as long as no changes in the gap structure occur. Strictly speaking, this stability holds only at zero temperatures $T$ while for $T > 0$ correlation effects have to be taken into account. In this work, we address this question by presenting a dynamical mean field theory (DMFT) study of the Hubbard model in a uniform magnetic field. The inclusion of local correlations at finite temperature leads to (i) a shrinking of the integer plateaus of $\sigma_{xy}$ as a function of the chemical potential and (ii) eventually to a deviation from these integer values. We demonstrate that these effects can be related to a correlation-driven narrowing and filling of the band gap, respectively.

I. INTRODUCTION

Topological states of matter and strongly correlated electron systems are two of the most intriguing subjects in frontier condensed matter research. The increasing interest in materials which are featuring such properties is driven by their fascinating physical phenomena which are potentially also of high technological relevance. More specifically, physical properties emerging from a topologically non-trivial band structures are typically very stable against perturbations due to topological protection. Correlation effects on the other hand are responsible for some of the most fascinating physical phenomena such as the Mott metal-to-insulator transition1,2 or high-temperature superconductivity3. A physical observable which is of equally high importance in both research areas is the current response function perpendicular to an applied electric field $E$ in the presence of a transverse magnetic field $B$, i.e., the Hall conductivity $\sigma_{xy}$.

Experimentally, it has been shown4 that $\sigma_{xy}$ of a 2d electron gas exhibits plateaus as a function of $B$ which correspond to integer multiples of the flux quantum $\Phi_0$. This can be understood in terms of filled Landau levels for an electron in a uniform magnetic field. In a lattice system, these Landau levels acquire a finite dispersion (i.e., momentum dependence) which gives rise to a complex band structure known as the Hofstadter butterfly5. Remarkably, in this situation $\sigma_{xy}$ corresponds to a topological invariant of this band structure, namely, the integral over its Berry curvature6 equal to the first Chern number $C_1$ which makes this observable robust against small perturbations.

In the presence of correlations on the other hand, an unexpected behavior of $\sigma_{xy}$ as a function of temperature and/or density of charge carriers has been found. For instance, for electron-doped high-temperature superconducting cuprates a temperature-dependent sign change occurs in the Hall conductivity7,8 for parameter regimes where the spectral function indicates a purely hole-like Fermi surface. These findings have inspired a number of theoretical studies7,9,10 of the Hall coefficient at small magnetic fields in one of the most basic models for electronic correlations, i.e., the Hubbard Hamiltonian11,12. It has been demonstrated13 that the anomalous sign change in $\sigma_{xy}$ occurs indeed in this model system close to half-filling and is purely due to correlation effects. The interplay between correlations and the above mentioned topology behind $\sigma_{xy}$ has been, however, not discussed so far.

This question has, in fact, stimulated several studies for the Hall and the Spin Hall conductivity for other topologically non-trivial systems (for a recent review see11,12), especially after Kane-Mele’s seminal paper13 where a topologically nontrivial time-reversal symmetric model has been introduced. The effect of Hubbard interactions on two-dimensional topological matter was studied in many possible settings including the Kane-Mele-Hubbard model14 or the Bernevig-Hughes-Zhang-Hubbard (BHZH) model15,16 (more references in17). Different approaches of treating the interaction term including cluster extensions of the Dynamical Mean Field Theory (DMFT18) or numerically exact Quantum Monte Carlo calculations19,20 have been used to calculate phase diagrams for these models. The temperature dependence of the Hall conductivity has been addressed in the BHZH model19. There, it was found that due to interaction effects quasiparticle peaks are getting closer (corresponding to a narrowing of the gap) which renders the Spin-Hall Conductivity more sensitive to changes in the temperature. Another example of a topological system is the time-reversal invariant Hofstadter model which has been studied with negative and positive Hubbard interaction21,22. The probably most natural framework for the analysis of the Hall conductivity $\sigma_{xy}$ is the Hubbard model in a finite magnetic field, i.e., the standard Hofstadter model with broken time-reversal symmetry, which has –to the best of our knowledge– not been addressed so far.

In this paper, we fill this gap by presenting a study of the Hall effect in the Hubbard-Hofstadter model. Using the dynamical mean field theory (DMFT) approach we show that a combined effect of the Hubbard interaction and finite temperatures strongly affects the Hall conductivity and eventually leads to a breakdown of the integer quantum Hall regime. Moreover, we are able to recover the above discussed change of sign of the Hall conductivity close to half-filling.

The plan of our paper is the following: In Sec. II A we introduce the 2d Hubbard model in a uniform magnetic
field. In Sec. II B we discuss the Hall conductivity \( \sigma_{xy} \) at zero temperature from a topological perspective, while in Sec. II C we address the most general situation of finite temperatures and interactions in the framework of DMFT. In Sec. III we present our numerical results and Sec. IV is devoted to conclusions and an outlook.

II. MODEL AND METHODS

A. Hubbard Hamiltonian in a magnetic field

We consider the Hubbard model on a two-dimensional square lattice (in the \( xy \) plane) with a lattice constant \( a = 1 \) in a uniform magnetic field \( B = B e_x \) in \( z \) direction (i.e., perpendicular to the 2d lattice):

\[
H = - \sum_{\langle i,j \rangle, \sigma} \left( \tilde{t}_{ij} c_{i\sigma}^\dagger c_{j\sigma} + h.c. \right) + \sum_{i} U n_{i\uparrow} n_{i\downarrow},
\]

where \( c_{i\sigma}^\dagger \) annihilates (creates) an electron with spin \( \sigma \) at the lattice site \( R_i \), \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \) and \( U > 0 \) denotes the constant Coulomb repulsion between two electrons at the same lattice site. The magnetic field is coupled to the system by means of the Peierl’s substitution which introduces a site-dependent phase factor in the hopping matrix

\[
t_{ij} = t \cdot e^{i \frac{\Phi_0}{\hbar c} A(r) \cdot \mathbf{R}_i},
\]

where \( t \) denotes the hopping amplitude between neighboring sites \( (ij) \), \( A(r) = -B(y,0,0) \) is the vector potential in the Landau gauge and \( \Phi_0 = \frac{\hbar}{e} \) corresponds to the flux quantum.

Let us remark that the introduction of the Peierl’s phase formally destroys the translational invariance of the system in \( y \)-direction. However, as the magnetic field is uniform, this should not affect any physical quantities for which translational invariance has to be recovered. Nevertheless, the formal breaking of translational symmetry poses technical problems for the actual calculations which usually exploit the existence of a well-defined (crystal)momentum quantum number in both \( x \) and \( y \) directions. Remarkably, the lattice obeys translational invariance with an increased period for a special set of values for the magnetic field \( B \). In fact, if \( B \) corresponds to a rational multiple of the magnetic flux quantum \( \Phi_0 \), i.e., \( B = \frac{p}{q} \Phi_0 \) (per unit cell \( a^2 \equiv 1 \)), with \( p, q \in \mathbb{N} \) and \( \gcd(p, q) = 1 \), periodicity in \( y \)-direction is restored with a period of \( q \) sites after which the phase factor becomes an integer multiple of \( 2\pi \). Hence, we can define a translational invariant lattice of so-called magnetic unit cells which contain 1 site in \( x \)- and \( q \) sites in \( y \)-direction (see Fig. 1). The total flux which then penetrates such a magnetic unit cell is \( p \Phi_0 \).

Introducing a lattice vector \( \mathbf{R}_i \) of the unit cell position allows us now to perform a Fourier transformation as follows:

\[
c_{i\sigma}^{(1)} = \sum_{k} c_{k\sigma}^{(1)} e^{i k \mathbf{R}_i},
\]

where the \( k \)-integral has to be taken over the magnetic Brillouin zone \( k_x \in (-\pi, \pi) \), \( k_y \in (-\frac{\pi}{q}, \frac{\pi}{q}) \) and the “orbital” index \( l \) denotes the position inside the unit cell (see Fig. 1). The noninteracting part of the Hamiltonian in this representation takes the form:
B. The Hall conductivity at zero temperature

In this section we will discuss the Hall conductivity \( \sigma_{xy} \) from the topological perspective, which is applicable at zero temperature for both non-interacting and interacting systems. The only limitations are a non-degenerate ground state and no changes in the gap structure.

In their seminal article, Thouless \textit{et al.}\cite{40,41} demonstrated, that in the noninteracting case the Kubo formula\cite{39} for the Hall conductivity implies that its quantization can be explained by topological arguments. In fact, in this situation \( \sigma_{xy} \) corresponds to the first Chern number \( \Theta_1 \) of the \( U(1) \) fiber bundle of the eigenvectors of the Hamiltonian on the torus defined by the Brillouin zone. More concretely, this topological invariant is an integral over the corresponding curvature for all filled bands which corresponds to an integer number if the chemical potential is located within a band gap, i.e., when each band is either contributing as a whole or not at all. In this way, an integer number can be assigned to each gap in the spectrum of the Hofstadter model which corresponds to the sum of all Chern numbers of the lower-lying bands and, hence, represents the Hall conductivity which is then associated to this gap. In this section, we will discuss the Hall conductivity at zero temperature.

In this respect, a central question concerns the effect of interactions between the particles on the \( \sigma_{xy} \) since electrons are typically subject to a (strong) Coulomb repulsion among each other. For the temperature \( T = 0 \) the topological considerations can be extended to the case of interacting electrons\cite{36} by representing \( \sigma_{xy} \) in terms of a winding number\cite{36} of the single-particle Green’s functions:

\[
\sigma_{xy} = C \epsilon_{ijl} \int d^3 k \text{Tr}(G \partial_k G^{-1} G \partial_k G^{-1} G \partial_k G^{-1}),
\]

where \( k_0 = \omega \) in order to obtain this symmetric form with respect to frequency and momentum variables and \( C \) is a normalization constant. This formula can be derived under the assumption of a non-degenerate ground state\cite{42} which is not true in the case of the Fractional Quantum Hall Effect. Mathematically, the Green’s function \( G(k) \) in the framework of Eq. (5) can be interpreted as a map from the momentum space to the \( GL(N, \mathbb{C}) \). The expression on the r.h.s. of this equation is referred to as winding number since, loosely speaking, it counts the number of times the momentum space is wrapped around the target space \( GL(N, \mathbb{C}) \). Note that a general rigorous mathematical proof of the topological invariance of (5) is not that simple, especially taking into account that the domain \( T^2 \times \mathbb{R} \) is not compact from the first glance (a schematic justification of the fact is given in\cite{43,44}). In the noninteracting limit, Eq. (5) indeed reduces to the above discussed first Chern number\cite{36}. With that in mind, let us now analyze, what happens upon switching on the Hubbard interaction \( U \).

It was shown that as long as \( G(\omega, k) \) has no singularities at \( \omega = 0 \) one can smoothly deform it and obtain a Green function of a non-interacting model with the same value of \( \sigma_{xy} \). So the effect of non-zero \( U \) corresponds to a shift and/or smooth deformation of the noninteracting bandstructure w.r.t. the related non-interacting model. This picture holds, in particular, if no symmetry breaking occurs at low temperatures and the system is a Fermi Liquid (FL) at \( T = 0 \). In this situation, the above mentioned requirements are fulfilled and the gap structure as well as the associated topological invariant integer values for \( \sigma_{xy} \) remain stable.

A further simplification occurs if one assumes the locality of the self-energy function \( \Sigma(\omega_n) \), which is the case for the DMFT analysis presented below. In this situation, only the positions and the sizes of the gaps can be changed through an energy dependent renormalization of the chemical potential by the real part of the self-energy Re\( \Sigma(\omega = 0, \mu) \) (where \( \mu \) denotes the chemical potential). The only possibility to qualitatively modify the physical picture in this case is the emergence of a zero in the Green’s function as it is observed for the onset of a Mott insulating phase.

It has to be stressed, that the above considerations are only valid at \( T = 0 \) where for a FL the lifetime of the corresponding quasi particles is infinite. In the following, we are
however interested in the combined effect of interaction and finite temperature on $\sigma_{xy}$. In this situation Eq. (5) is not applicable any more since it requires continuous Matsubara frequencies which are well defined only at $T = 0$.

C. The Hall conductivity at finite temperatures

In order to treat the interacting system Eq. (1) at finite temperature we apply the DMFT approximation. Within this approach, the actual lattice is replaced by a single interacting site embedded into a self-consistent bath. This corresponds to an Anderson impurity model (AIM) whose non-interacting part is defined by the requirement that the one-particle Green’s function of the AIM is identical to the local (i.e., $k$-integrated) one-particle Green’s function of the lattice:

$$G_{\text{AIM}}(i\omega_n) = \sum_k \left[ \left( i\omega_n + \mu - \Sigma(i\omega_n) \right) \delta_{
u'} - \varepsilon_{\nu'}(k) \right]^{-1} \bigg|_{\nu' = \nu} ,$$

where $\omega_n = (2n+1)\pi T$, $n \in \mathbb{Z}$, denotes a fermionic Matsubara frequency and $\Sigma(i\omega_n)$ is the local self-energy of the auxiliary AIM. As in Eq. (5), $\sum_k$ denotes the momentum integration over the magnetic Brillouin zone. Let us emphasize that, although formally we are concerned with a multi-orbital systems, $G_{\text{AIM}}(i\omega_n)$ and $\Sigma(i\omega_n)$ are scalars. From a general physical perspective, this simplification is obvious since the magnetic field is uniform and, hence, the auxiliary AIM has to be the same for all lattice sites which reduces the multi- to a single-orbital DMFT problem (i.e., $G_{\text{DMFT}}^{ll} = G_{\text{AIM}}(i\omega_n)$, and the same for $\Sigma$). A more formal argument for this simplifications follows from the gauge invariance of the system: While the entire lattice Green’s function appears to be different for different choices of the gauge, its local part does not vary under a gauge transformation. This is only possible if the local part of Green’s function is the same for all lattice sites within the magnetic cluster. Therefore the AIM for different sites within the cluster are identical.

In order to calculate the Hall conductivity for $T > 0$ and $U > 0$, we start from the most general form of the linear response Kubo formula\cite{Kubo} for the optical conductivity in the dipole approximation $q = 0$ which is given by

$$\text{Re} \sigma^{\alpha\beta}(\nu, q = 0) = -\frac{\text{Im} \chi^{\alpha\beta}(\nu, q = 0)}{\nu} = -\frac{\text{Im} \chi^{\alpha\beta}(i\nu_m \to \nu + i0^+, q = 0)}{\nu} ,$$

where $\nu$ denotes a frequency on the real frequency axis while $i\nu_m = \frac{2\pi m}{T}$, $m \in \mathbb{Z}$, is a bosonic Matsubara frequency and $i\nu_m \to \nu + i0^+$ indicates the analytical continuation of the function from the upper complex half plane to the real axis. $\chi^{\alpha\beta}(i\nu_m, q = 0)$ is the (paramagnetic) current-current correlation function which reads

$$\chi^{\alpha\beta}(i\nu_m, q = 0) = -\frac{e^2}{\hbar} \sum_{kk'} \sum_{\mathbf{l}_1 \mathbf{l}_2 \mathbf{l}_3 \mathbf{l}_4} \text{Tr} v_{\mathbf{k}, \mathbf{l}_1 \mathbf{l}_2}^{\alpha} v_{\mathbf{k}', \mathbf{l}_3 \mathbf{l}_4}^{\beta} \times \int_0^\beta e^{i\nu_m \tau} \left( \mathcal{T} c_{\mathbf{k}_{l_1 \sigma}}(\tau) c_{\mathbf{l}_2 \sigma}(\tau) c_{\mathbf{k}_{l_3 \sigma'}}(0) c_{\mathbf{l}_4 \sigma'}(0) \right) ,$$

where $\mathcal{T}$ denotes the time-ordering operator, $c^{(1)}_{\mathbf{k}_{l \sigma}}$ are the (creation) annihilation operators in momentum representation and $\sum_{\mathbf{k}}$ corresponds to a normalized momentum integration over the magnetic Brillouin zone. The Fermi velocities are given by:

$$v^{\alpha}_{\mathbf{k}, \nu'} = \frac{\partial E^{\nu'}_{\mathbf{k}}}{\partial k_{\alpha\beta}} - i(\rho^{\alpha}_l - \rho^{\alpha}_r)\varepsilon^{\nu'}_{\mathbf{k}} ,$$

where $\rho^{\alpha}_l$ denotes the relative position of the site $l$ inside the magnetic unit cell. The matrix element $\langle \ldots \rangle$ in Eq. (9) corresponds to the full two-particle Green’s function of the system. It can be decomposed\cite{Matsubara} into the bubble term\cite{Kubo} $-\langle \mathcal{T} c_{\mathbf{k}_{l_1 \sigma}}(\tau) c_{\mathbf{l}_2 \sigma}(0) \rangle \langle \mathcal{T} c_{\mathbf{k}_{l_3 \sigma'}}(0) c_{\mathbf{l}_4 \sigma'}(\tau) \rangle = G_{\mathbf{l}_1 \mathbf{l}_2}(\nu, \mathbf{k}) G_{\mathbf{l}_3 \mathbf{l}_4}(\nu, \mathbf{k})$ and a contribution containing vertex corrections.

Let us present a generic argument why vertex corrections are absent for the system under consideration. When calculating the susceptibility $\chi^{\alpha\beta}(i\omega_n + \varepsilon), \varepsilon \to 0^+$ to the external electric field $\mathcal{E}$, the vertex corrections appear because the self-energy part $\Sigma$ varies with $\varepsilon$. Within DMFT, the self-energy originates from the self-consistent AIM defined by Eq. (6). Therefore the vertex correction vanishes if the AIM does not vary under the (infinitesimal) external electric field. Let us introduce a uniform d.c. field along the $x$-direction by a (time dependent) Peierls phase in the corresponding hopping terms: \( t_{x,x+1} \rightarrow t_{x,x+1}e^{-i\mathcal{E}s} \) and conjugate for $t_{x+1,x}$, where $s$ denotes the time. The system remains periodic in $x$-direction with the initial lattice constant (remember that, in the chosen gauge, the magnetic unit cell extends along the $y$ direction). In momentum space, the effect of the applied electric field is a “drift” of the energy levels of the noninteracting Hamiltonian $H_0$: Its part associated with the hopping in $z$-direction equals $H_0^z = \sum_{k} 2t \cos(k_x - \mathcal{E}s)$. Now we observe that $H_0^z$ contains a sum over all possible $k_x$. Clearly, the time-dependent offset $\mathcal{E}$ does not affect the value of the sum. Therefore $\mathcal{E}$ drops out from the DMFT self-consistency condition, and the AIM is independent of it. This proofs that vertex corrections drop out in the calculation of $\sigma^{xy}$ within the single-site DMFT. In principle, these considerations apply also for a time-dependent field. As far as we know, such a generic argument has not been presented so far. Without magnetic field, this fact is known as a result of the antisymmetry of the Fermi velocity under $\mathbf{k} \rightarrow -\mathbf{k}$. Appendix A generalizes this more explicit proof to our case with a magnetic field.

With the DMFT simplification the actual expression for the current-current correlation function reads

$$\chi^{\alpha\beta}(\nu, q = 0) = \frac{2e^2}{\hbar} \sum_{\omega_n} \sum_{\mathbf{k}} \sum_{\mathbf{l}_1 \mathbf{l}_2 \mathbf{l}_3 \mathbf{l}_4} v^{\alpha}_{\mathbf{l}_1 \mathbf{l}_2} \mathcal{G}_{\nu, \mathbf{k}}^{\nu, \mathbf{l}_3 \mathbf{l}_4}(i\omega_n, \mathbf{k}) \times v^{\beta}_{\mathbf{k}, \mathbf{l}_3 \mathbf{l}_4} \mathcal{G}_{\nu, \mathbf{l}_1 \mathbf{l}_2}(i\omega_n + i\nu_m, \mathbf{k}) ,$$

where the sum over $l_1 \ldots l_4$ corresponds to the trace in orbital space. This trace is invariant under a transformation to an orbital basis in which $\mathcal{G}_{\nu}^{\nu'}(i\omega_n, \mathbf{k})$ and $\varepsilon^{\nu'}_{\mathbf{k}}$ are diagonal. Moreover, we can represent $\mathcal{G}_{\nu}^{\nu'}(i\omega_n, \mathbf{k})$ by its spectral representation which yields
\[
\chi^{\alpha\beta}(\nu, q = 0) = -\frac{2e^2}{\hbar} \sum_\mathbf{k} \sum_{l_1l_2} \int d\omega \int d\omega' \frac{f(\omega') - f(\omega)}{\omega - \omega' + \nu + i\delta} \left[ \tilde{v}_{k,l_1l_2}^{\alpha\beta} A_{l_2}(\omega, \mathbf{k}) \tilde{v}_{k,l_1l_1}^{\alpha\beta} A_{l_1}(\omega', \mathbf{k}) \right],
\]
(11)
where \( f(\omega) = (1 + e^{\beta\omega})^{-1} \) denotes the Fermi function. The spectral functions \( A_{l}(\omega, \mathbf{k}) = -\frac{1}{\pi} \text{Im} G_{ll}(i\omega_n \to \omega + i\delta, \mathbf{k}) \) are defined in the standard way whereas \( G_{ll}(i\nu_n, \mathbf{k}) = \tilde{G}_{ll}(i\nu_n, \mathbf{k})\delta_{l}\nu \) and \( \tilde{v}_{k,l\nu}^{\alpha\beta} \) correspond to the Green’s function and the Fermi velocity in the transformed orbital space, respectively (where the Green’s functions are diagonal). In order to calculate the optical conductivity \( \sigma^{x\beta}(\nu) \) we have to consider the imaginary part of \( \chi^{\alpha\beta}(\nu, q = 0) \). To this end we note that \( 1/(\omega - \omega' + \nu + i\delta) = P \left( \frac{1}{\omega - \omega' + \nu} - i\pi\delta(\omega - \omega' + \nu) \right) \).

For the standard case of the direct conductivity (\( \alpha = \beta \)) in systems without magnetic field the second (trace) term of Eq. (11) is typically purely real and, hence, all contributions originate from \( i\pi\delta(\omega - \omega' + \nu) \) which for small values of \( \nu \) is mainly governed by the spectral weight at the Fermi level. In our case, however, such contribution vanishes for symmetry reasons.

Instead, for the Hall conductivity (\( \alpha = x \), \( \beta = y \)) the orbital trace in Eq. (11) acquires an imaginary part and, hence, the principal value \( P \left( \frac{1}{\omega - \omega' + \nu} - i\pi\delta(\omega - \omega' + \nu) \right) \) yields a finite contribution to the Hall conductivity which for \( \nu \to 0 \) becomes

\[
\sigma^{xy}(\nu = 0) = -\frac{2e^2}{\hbar} \sum_\mathbf{k} \sum_{l_1l_2} \tilde{v}_{k,l_1l_2}^{x} A_{l_2}(\omega, \mathbf{k}) \tilde{v}_{k,l_1l_1}^{y} A_{l_1}(\omega', \mathbf{k}).
\]
(12)

This term acquires contributions mainly from energies away from the Fermi level and, hence, will be finite also if the system is gaped (in contrast to the \( \delta \)-like term discussed above whose \( \nu = 0 \) contribution would vanish in this case). A straightforward calculation shows that for \( U \to 0 \) and \( T \to 0 \) Eq. (12) indeed reduces (up to a prefactor) to the topological invariant, i.e., the first Chern number \( C_1 \) discussed in the previous section. Hence, Eq. (12) allows us to study how \( \sigma^{xy}(\nu = 0) \) is modified by a combination of finite temperatures and interactions and, in particular, how deviations from its topologically determined integer values emerge.

### III. RESULTS

We have calculated the dc Hall conductivity \( \sigma^{xy}(\nu = 0) \equiv \sigma^{xy} \) within the DMFT approximation for different values of the Hubbard interaction \( U \), the temperature \( T \) and the particle density \( n \) (or, correspondingly, the chemical potential \( \mu \)) by means of Eq. (12). For the calculation of the DMFT self-energy \( \Sigma(i\omega_n) \) on the imaginary frequency axis we have adopted an exact diagonalization (ED) algorithm with 5 bath sites whose stability has been checked w.r.t. larger bath sizes. In principle, within ED, results for \( \Sigma \) could be directly obtained also on the real frequency axis. However, in this case the corresponding spectral function consists just in a number of \( \delta \)-peaks which reflects the artificial nature of the finite bath. In order to obtain more physical (i.e., continuous) expressions for \( \Sigma(i\omega_n \to \omega + i\delta) \) we have performed an analytic continuation of the Matsubara data to the real frequency axis by means of a Padé fit which, in turn, have been then used for the calculation of \( A_{l}(\omega, \mathbf{k}) \) and \( \sigma^{xy} \) in Eq. (11). In the following, we present our numerical results for \( \sigma^{xy} \) in units of \( e^2/2\pi\hbar \). The energy scale is set by \( t = 0.25 \).

![FIG. 4: Hall conductivity vs. chemical potential for different values of \( U \) and \( T \). The insets in the right upper corner show the electron density vs. the chemical potential at \( T = 0.25 \). For the two interacting cases \( (U \neq 0) \) the imaginary part of self-energy at half-filling are also presented for \( T = 0.025 \) in the left bottom insets.](image)
A. The Hall conductivity for different values of $U$

We have selected a rather large magnetic field strength $B = \frac{1}{2} \Phi_0$ for which the system is described by $q = 3$ bands and, hence, exhibits two (band) gaps (orange curve in Fig. 5) which at $T = 0$ correspond to the quantized Hall conductivities (and first Chern number $C_1$) $-2$ and $2$ (where a factor of $2$ originates from the spin). In Fig. 4 the results for $\sigma^{xy}$ for three different temperatures $T$ and values of the interaction strength $U$ are presented as a function of the chemical potential $\mu$.

For the non-interacting case $U = 0$ (upper panel) and the lowest temperature $T = 0.025$, we can clearly identify the two plateaus of $\sigma^{xy}(\nu = 0)$ at $2$ and $-2$ which correspond to the two gaps in the system. Upon increasing the temperature, we find a suppression of $\sigma^{xy}$ which originates solely from the broadening due to the Fermi functions in Eq. (12) since the spectral functions are temperature independent in the non-interacting case.

For the weak-to-intermediate coupling $U = 1.0$ (middle panel) one observes a narrowing of the plateaus at $2$ and $-2$ which corresponds one-to-one to a correlation-driven narrowing of the two gaps in the spectral function in Fig. 5. For this value of $U$, the system is still metallic at half-filling as it can be seen from the corresponding self-energy on the Matsubara axis in the lower left inset of the figure. Hence, for this value of the interaction, correlation effects do not qualitatively change the physical picture but just lead to a renormalization w.r.t. the noninteracting case. This is also illustrated in the upper panel of the Fig. 6 where the value of the quasiparticle renormalisation factor $Z$ close to $1$ ($Z \sim 0.9$) in the middle of the first gap indicates the coherence of the system and the rather small narrowing of the gap (as in the case of Fermi liquid $\Delta = Z \Delta^0$ where $\Delta$ and $\Delta^0$ are the gap width for the interacting and noninteracting system, respectively). This coherence is also reflected in the very small value of the quasiparticle scattering rate (inverse lifetime) $\gamma$ inside the first gap which is of the order $10^{-3}$.

Finally, at the largest value of $U = 3.0$ at $T = 0.025$ the plateaus which indicate the integer quantum Hall effect have almost disappeared. Interestingly, at this value of $U$ there is still a sizable gap in the spectral function. This suggests that the suppression of $\sigma^{xy}$ is not only due to the redistribution of spectral weight but also strongly influenced by the incoherence in the system. In fact, the quasiparticle weight in the center of the first gap (see lower panel of Fig. 6) is already reduced to $Z \sim 0.6$ and the scattering rate $\gamma$ is an order of magnitude larger than for $U = 1$ (see inset in the lower panel of Fig. 6). In addition, the Hall conductivity exhibits a plateau around half-filling ($\mu = 1.5$) which corresponds to the incompressibility of the system and indicates that at half-filling the system is already in the Mott phase. This is also confirmed by the self-energy at half-filling (see lower left inset in Fig 4) which exhibit
already an insulating behavior.

Another interesting observation for \( U = 3 \) is the unexpected sign change of the Hall conductivity right before (and, correspondingly) after half-filling. This corresponds to a change in the type of charge-carriers from electrons to holes even before half-filling is reached (where such a sign change is obvious). In\[^{13}\] it has been demonstrated that such a sign-change can be attributed to an anomalous behavior of the kinetic energy as a function of the density. Moreover, such a behavior is also consistent with the classical intuition about the slightly hole-doped Hubbard model, where almost all sites are single-occupied and only the holes can move. Let us, however, point out that this effect is reduced upon decreasing the temperature\[^{13}\] and the sign of the hole-doped system becomes again electron-like since according to Fermi liquid theory the scattering rate scales as \( \sim T^2 \) and the system becomes metallic again (for \( T \to 0 \)). In our case, such low temperatures can hardly be reached due to the limitations of ED. Nevertheless, one can observe the overall tendency in the lowest panel of Fig. 4, where the interval of the anomalous sign of the Hall conductivity becomes smaller with decreasing temperatures.

For the \( U \) values considered so far, we have observed a reduction of the size of the integer quantum Hall plateaus due to correlation effects. It is, however, still unclear whether correlations can lead also to deviations from these integer values. This question is addressed in the upper panel of Fig. 7 where the Hall conductivity is shown as a function of \( U \) fixing the value of \( \mu \) to the corresponding maximum of \( \sigma^{xy} \) (within the gap). This corresponds to fixing the value \( \mu - \text{Re} \Sigma(\omega = 0) \) so that the Fermi level remains in the center of the first gap (or what remains from this gap). On the suitably chosen scale, we indeed observe a tiny but clearly visible decrease of \( \sigma^{xy} \) upon increasing \( U \). This reduction can be attributed to a correlation induced filling of the gap which can be observed by a related increase of \( A(\omega = 0) \) as function of \( U \) shown in the lower panel of Fig. 7. In fact, correlation effects begin to fill the gap starting from a value of \( U \sim 2 \) which exactly coincides with the interaction value at which \( \sigma^{xy} \) begins to decrease, indicating a breakdown of the integer quantum Hall regime (which was still present at \( U = 1.0 \) in Fig. 4).

From a more general perspective we can argue, that the onset of correlations due to interactions between the particles suppresses the Hall conductivity \( \sigma^{xy} \). The very same effect is typically observed for the normal dc conductivity \( \sigma^{xx} \) in a metallic system, however, for the opposite reason. While for \( \sigma^{xy} \) the suppression occurs due to the correlation induced transfer of spectral weight to the Fermi level at which we would otherwise have a perfect gap, \( \sigma^{xx} \) is reduced by transferring spectral weight away from the Fermi level. This is consistent with the fact, that \( \sigma^{xx} \) is mainly determined by contributions from the Fermi level while \( \sigma^{xy} \) is governed by the bands away from the Fermi level, as it has been discussed below Eq. (12).

Let us finally address the temperature dependence of the Hall conductivity w.r.t. to \( A(\omega = 0) \) as depicted in Fig. In the lower panel, one can clearly see, that the rate at which the first gap in the system is filled with temperature strongly depends on \( U \). Again, this is well reflected in a corresponding suppression of \( \sigma^{xy} \) and eventually a deviation from the integer values. This demonstrates that for intermediate-to-low temperatures a combined effect of the temperature itself [given by the Fermi functions in Eq. (11)] and the shift of spectral weight due to interactions [represented by the spectral functions \( A(\omega, k) \) in Eq. (11)] is responsible for the destruction of the integer quantum Hall state and the corresponding suppression of \( \sigma^{xy} \).

**IV. CONCLUSION**

We have studied the dc Hall conductivity \( \sigma^{xy} \) in the 2d Hubbard model on a square lattice in a uniform transverse magnetic field at finite temperatures \( T \) and Hubbard interactions \( U \) in the framework of DMFT. In the noninteracting case at \( T = 0 \), \( \sigma^{xy} \) corresponds to an integer topological invariant of the magnetic band structure of the system, i.e., the first Chern number \( C_1 \). We have analyzed, how the combined effect of finite temperature and correlations can modify this picture and were able to identify two main effects: (i) First, we have observed a shrinking of the size of the integer plateaus upon increasing \( U \) w.r.t. the noninteracting case. This has been related one-to-one to the correlation driven renormalization of the band structure and, consequently, the reduction of the band gap width. (ii) Sec-
ond, we have shown that for large values of the interaction the gap gets gradually filled which leads to a reduction of $\sigma^{xy}$ from its integer values and, hence, to a breakdown of the integer quantum Hall regime.

Moreover, we have observed an anomalous change of sign in $\sigma^{xy}$ for fillings just before the Mott transition (at half filling). This confirms previous studies where such a change of charge carriers from electrons to holes has been attributed to an correlation-driven anomaly of the kinetic energy as a function of the particle density close to the Fermi level.

In this work, he has neglected the effect of the magnetic field on the spin degrees of freedom. It is indeed a very interesting question for future research work how the inclusion of Zeeman splitting will modify the physical picture outlined in this paper. Another natural question concerns the improvement of the method which has been used for the calculations. In fact, DMFT can provide only a purely frequency dependent self-energy which clearly cannot change the topological structure of the bands in momentum space.

An extension of the present study by means of diagrammatic extension of DMFT, i.e., it does not depend on the momenta and represents, hence, a very promising future research direction.
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Appendix A: Vanishing of vertex correction for $\sigma^{xy}$ within DMFT

In this Appendix, we present an explicit proof for the vanishing of vertex corrections in the calculation of $\sigma^{xy}(\nu)$ for the Hubbard model in a magnetic field within DMFT. Our considerations rely on a main feature of the model itself as well as on the properties of the DMFT approach which has been used to solve it: (i) the gauge invariance of the Hamiltonian and (ii) the locality of the self-energy $\Sigma$ and, in particular, of the irreducible (charge) vertex $\Gamma_{\text{ch}}$

$$F_{l_1 l_2 l_3 l_4, \text{ch}}^{\nu \nu'}(k, k', 0) = \Gamma_{l_1 l_2 l_3 l_4, \text{ch}}^{\nu \nu'} \delta_{l_1 l_2} + \frac{\delta_{l_1 l_2}}{\beta} \sum_{\omega_n k \not \in \mathbb{Z}_o} \Gamma_{l_1 l_2 l_3 l_4, \text{ch}}^{\nu \nu'} G_{l_5 l_6}(\omega_n + i \nu_n, k) F_{l_5 l_6 l_7 l_8, \text{ch}}^{\nu \nu'}(k, k', 0),$$

(A4)

where we have taken into account that $\Gamma_{\text{ch}}$ is purely local within DMFT, i.e., it does not depend on the momenta and is also diagonal in all orbital indices, since they just represent different lattice sides within the magnetic unit cell. The right hand side of Eq. (A3) does not depend on $k$ and, hence, $F_{\text{ch}}$ is independent of this momentum. Moreover, within DMFT (19) we will pursue the following strategy for our proof: (i) We will perform the calculation of $\sigma^{xy}(\nu)$ for two different gauges and then (ii) show they yield the same result only for the bubble contribution while for terms including vertex corrections they differ in sign (and, hence, have to be zero).

In a first step, let us introduce an alternative version of the Landau gauge, i.e., $\vec{A}(r) = B(0, x, 0)$. The corresponding dispersion relations and Fermi velocities are related as

$$\bar{\epsilon}_{l \nu}(k_x, k_y) = \epsilon_{l \nu}(-k_x, k_y),$$

(A1a)

$$\bar{\nu}^{l \nu}_{l \nu}(k_x, k_y) = \nu^{l \nu}_{l \nu}(-k_x, k_y)$$

(A1b)

$$\bar{\nu}^{l \nu}_{l \nu}(k_x, k_y) = -\nu^{l \nu}_{l \nu}(-k_x, k_y).$$

(A1c)

Next, we rewrite the term in the second line in Eq. (8) in order to dissect it into bubble contributions and terms containing vertex corrections:

$$\sum_{\sigma} \int_0^\beta e^{i \nu \sigma} \left< T_{l_1 l_2 l_3 l_4, \sigma} \right> = \frac{1}{\beta^2} \sum_{\omega_n \omega'_n} G_{l_1 l_2 l_3 l_4, \text{ch}}^{\nu \nu'}(k, k', q = 0),$$

(A2)

where (taking into account SU(2) spin symmetry) $G_{\text{ch}} = G_{l_1 l_2}^{(2)} + G_{l_1 l_3}^{(2)} + G_{l_1 l_4}^{(2)} + G_{l_1 l_5}^{(2)}$ is the two-particle Green’s function in the (ch)arge channel and $\omega_n^{(l)} = (2n(l) + 1) \frac{\pi}{2}, n(l) \in \mathbb{Z}$, denotes fermionic Matsubara frequencies [the additional sum over $\sigma$ in Eq. (8) yields just an overall factor of 2]. In the next step, we will split $G_{\text{ch}}^{(2)}$ into its different diagrammatic contributions, i.e., into bubble terms and a term containing the vertex correction (15):

$$G_{l_1 l_2 l_3 l_4, \text{ch}}^{\nu \nu'}(k, k', q = 0) = 2G_{l_1 l_2}(i \omega_n, k) G_{l_3 l_4}(i \omega_n', k') \delta_{\nu_0}$$

$$- G_{l_1 l_2}(i \omega_n, k) G_{l_3 l_4}(i \omega_n + i \nu_n, k) \delta_{\nu_0}$$

$$- G_{l_1 l_2}(i \omega_n, k) G_{l_3 l_4}(i \omega_n + i \nu_n, k) F_{l_5 l_6 l_7 l_8, \text{ch}}^{\nu \nu'}(k, k', q = 0)$$

$$\times G_{l_5 l_6}(i \omega_n', k') G_{l_7 l_8, \text{ch}}^{\nu \nu'}(i \omega_n' + i \nu_n', k'),$$

(A3)

where the Einstein summation convention has been adopted for the orbital indices $l_i$. $F_{ch}$ denotes the full (charge) vertex of the system which can be expressed by using the Bethe-Salpeter equations (16) in in terms of the irreducible vertex $\Gamma_{\text{ch}}$.
where we have adopted the notation $\hat{l}_1 = \hat{l}_2 = l$ and $\hat{l}_3 = \hat{l}_4 = l'$. Let us point out that $F_{l''l',\chi}^{\nu,\omega,\omega_\nu}$ fulfills the symmetry relation

$$F_{l''l',\chi}^{\nu,\omega,\omega_\nu} = F_{l'l',\chi}^{\nu,\omega,\omega_\nu}. \quad (A6)$$

This can be seen in the following way: First, the irreducible vertex of the AIM does not include a magnetic field and is, hence, time reversal invariant which is expressed by the relation $\Gamma_{l''l'}^{\omega,\omega_\nu} = \Gamma_{l'l'}^{\omega,\omega_\nu}$. The symmetry w.r.t. the $l'$'s can be seen most easily by iterating Eq. (A4). The Green’s functions inside the sum then become $G_{l''l'}^{l''l'}(i\omega_n,\vec{k})G_{l''l'}^{l''l'}(i\omega_n + i\nu_n,\vec{k})$. If we exchange $\hat{l}_1 \leftrightarrow \hat{l}_3$ and $\hat{l}_2 \leftrightarrow \hat{l}_4$ (which corresponds to the exchange $l \leftrightarrow l'$ in Eq. (A6)) we obtain (considering that $\hat{l}_1 = \hat{l}_2$ and $\hat{l}_3 = \hat{l}_4$) $G_{l''l'}^{l''l'}(i\omega_n,\vec{k})G_{l''l'}^{l''l'}(i\omega_n + i\nu_n,\vec{k})$. Due to the special structure of the matrix $G_{l''l'}$ in orbital space we have the relation $G_{l''l'}(i\omega_n,\vec{k}_x,\vec{k}_y) = G_{l'l'}(i\omega_n,\vec{k}_x,\vec{k}_y)$, i.e., transposition of this matrix changes only the sign of $\nu$. This sign change, however, can be easily compensated by a transformation of the integration variable $k_y \to -k_y$ which proves Eq. (A6) up to the 2nd order in $\Gamma_{\chi}$. The extension to higher orders is obvious.

We will now proceed with the calculation of $\chi(xy)(i\nu_n)$ where we consider the three different contributions to $G_{\chi}^{(2)}$ [in the first, second and third line of Eq. (A3), respectively] separately. To this end, let us first note that the contribution in the first line of Eq. (A3) is proportional to $\delta_{\nu,0}$. Hence, if we perform the analytic continuation $\nu_n \to 0$ this term vanishes.

As for the contribution in the second line of Eq. (A3), we obtain

$$\chi(xy)(i\nu_n) = \frac{2e^2}{h} \sum_{\omega_n,k_{l'l'l'l'}} \sum_{\omega_\nu,k_{l'l'l'l'}} \bar{v}_{k_{l'l'l'l'}} v_{k_{l'l'l'l'}} G_{l'l'}(i\omega_n,\vec{k})G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}). \quad (A7)$$

Let us now perform the same calculation using the alternative gauge $\vec{A}(r)$ which yields:

$$\chi(xy)(i\nu_n) = \frac{2e^2}{h} \sum_{\omega_n,k_{l'l'l'l'}} \sum_{\omega_\nu,k_{l'l'l'l'}} \bar{v}_{k_{l'l'l'l'}} v_{k_{l'l'l'l'}} G_{l'l'}(i\omega_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}). \quad (A8)$$

where $\bar{G}$ is the Green’s function constructed from $\bar{\Sigma}_{l'l'}(\vec{k})$ in Eq. (A1a). We can now recast Eq. (A8) into the form of Eq. (A7) by means of the following steps: (i) First, using Eqs. (A1), we can replace all quantities in the new gauge (x) with the corresponding quantities in the original gauge (x). This introduces an additional minus sign for the $k_y$ variable which, however, can be readily eliminated by the variable transformation $k_y \to -k_y$ inside the k-sum. Next,

we can also exchange $k_x$ with $k_y$ which leads to

$$\chi(xy)(i\nu_n) = -\frac{2e^2}{h} \sum_{\omega_n,k_{l'l'l'l'}} \sum_{\omega_\nu,k_{l'l'l'l'}} \bar{v}_{k_{l'l'l'l'}} v_{k_{l'l'l'l'}} G_{l'l'}(i\omega_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}). \quad (A9)$$

i.e., we obtain an additional minus sign w.r.t. Eq. (A7) and the Fermi velocities $x$- and $y$-directions are interchanged. We can now perform the index transformation $l_1 \leftrightarrow l_3$ and $l_2 \leftrightarrow l_4$ to obtain

$$\chi(xy)(i\nu_n) = -\frac{2e^2}{h} \sum_{\omega_n,k_{l'l'l'l'}} \sum_{\omega_\nu,k_{l'l'l'l'}} \bar{v}_{k_{l'l'l'l'}} v_{k_{l'l'l'l'}} G_{l'l'}(i\omega_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}). \quad (A10)$$

Finally, we transform the fermionic frequency as $\omega_n \to \omega_n - \nu_n$ which yields that

$$\chi(xy)(i\nu_n) = -\chi(xy)(-i\nu_n). \quad (A11)$$

For the limit $i\nu_n \to \nu + i\delta$ [see Eqs. (11) and (12) in the main text], the relevant part of $\chi(xy)$ is proportional to $\nu$ and, hence, the minus sign in front of $\chi(xy)$ is canceled. One can see this also more directly by going through the steps in Eqs. (11)–(12) for both gauges. In the final expression (12), the $\nu^x$ and $\nu^y$ are then exchanged for the $\vec{A}$-gauge and one has an additional minus sign due to Eq. (A1c). In order to restore the original order, one can use the cyclic property of the trace which however leads then to an exchange of the order of $\omega$ and $\omega'$. This can be compensated by an additional exchange of the Fermi functions in the first line of Eq. (12) which yields a further minus sign which cancels the first one. This shows that (after the before mentioned manipulations) we arrive at the exactly same expression for $\chi(xy)$ in both gauges.

**1. The vertex correction contribution $\chi_{\nu}^{xy}(i\nu_n)$**

Let us now calculate the contribution to of the vertex part [see Eq. (A5)] to $\chi^{xy}$:

$$\chi_{\nu}^{xy}(i\nu_n) = \frac{2e^2}{h} \sum_{\omega_n,k_{l'l'l'l'}} \sum_{\omega_\nu,k_{l'l'l'l'}} \bar{v}_{k_{l'l'l'l'}} v_{k_{l'l'l'l'}} G_{l'l'}(i\omega_n,\vec{k}) \times G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}). \quad (A12)$$

The corresponding expression in the other gauge $\vec{A}$ reads:

$$\chi_{\nu}^{xy}(i\nu_n) = \frac{2e^2}{h} \sum_{\omega_n,k_{l'l'l'l'}} \sum_{\omega_\nu,k_{l'l'l'l'}} \bar{v}_{k_{l'l'l'l'}} v_{k_{l'l'l'l'}} G_{l'l'}(i\omega_n,\vec{k}) \times G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) \times G_{l'l'}(i\omega_n + i\nu_n,\vec{k}) G_{l'l'}(i\omega_n + i\nu_n,\vec{k}). \quad (A13)$$
We can express $\chi_{xy}^{\nu'}$ in terms of quantities in the original gauge by using Eqs. (A14) and performing the variable transformations $k_y^{(t)} \rightarrow -k_y^{(f)}$ and $k_l^{(f)} \leftrightarrow k_l^{(t)}$ inside the $k$-sums (note that $F^l_{\nu', \chi}$ is gauge invariant). This yields

$$\chi_{xy}^{\nu'}(i\nu_n) = -2e^2/h \sum_{\omega_n} \sum_{n} \sum_{n'} \sum_{l,l'} v_{\nu}^{n'n'}(k_l l_2 k_{l+1} l_4) G_{l_1 l_4}(i\omega_n, k)$$

$$\times G_{l_2 l_3}(i\omega_n + i\nu_n, k) F^{l_1 l_2}_{\nu', \chi} G^{l_3 l_4}(i\omega'_n, k') G_{l_4 l_1}(i\omega'_n + i\nu_n, k').$$

(A14)

We can now proceed with relabeling $l_1 \leftrightarrow l_3$, $l_2 \leftrightarrow l_4$, $l \leftrightarrow l'$, $\omega_n \leftrightarrow \omega'_n$, and $k \leftrightarrow k'$ which gives

$$\chi_{xy}^{\nu'}(i\nu_n) = -2e^2/h \sum_{\omega_n} \sum_{n} \sum_{n'} \sum_{l,l'} v_{\nu}^{n'n'}(k_l l_2 k_{l+1} l_4) G_{l_1 l_4}(i\omega_n, k)$$

$$\times G_{l_2 l_3}(i\omega_n + i\nu_n, k) F^{l_1 l_2}_{\nu', \chi} G^{l_3 l_4}(i\omega'_n, k') G_{l_4 l_1}(i\omega'_n + i\nu_n, k').$$

(A15)

and, hence, this term vanishes.
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