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Abstract

Burchnall and Chaundy showed that if two ordinary differential operators (ODOs) \( P, Q \) with analytic coefficients commute then there exists a polynomial \( f(\lambda, \mu) \) with complex coefficients such that \( f(P, Q) = 0 \), called the BC-polynomial. This polynomial can be computed using the differential resultant for ODOs. In this work we extend this result to matrix ordinary differential operators, MODOs. Our matrices have entries in a differential field \( K \), whose field of constants \( C \) is algebraically closed and of zero characteristic. We restrict to the case of order one operators \( P \), with invertible leading coefficient. We define a new differential elimination tool, the matrix differential resultant. We use it to compute the BC-polynomial \( f \) of a pair of commuting MODOs, and we also prove that it has constant coefficients. This resultant provides the necessary and sufficient condition for the spectral problem \( PY = \lambda Y, QY = \mu Y \) to have a solution. Techniques from differential algebra and Picard-Vessiot theory allow us to describe explicitly isomorphisms between commutative rings of MODOs \( C[P, Q] \) and a finite product of rings of irreducible algebraic curves.
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1 Introduction

The main contribution of this paper is the construction of a new differential elimination tool, a differential resultant for matrix ordinary differential operators (MODOs). Our main goal is to prove that this tool provides an effective criterion to guarantee the solvability of the eigenvalue problem for commuting MODOs

\[ LY = \lambda Y, \quad BY = \mu Y. \tag{1} \]

We restrict to the case where \( L \) is monic and has order one, since according to Wilson [38], this situation is interesting because \( L \) does have order 1 in practically all the most interesting examples [39], see also [10]. Furthermore, it should
be noted that by means of the Cyclic Vector Lemma, there is a correspondence between systems of order 1 and size $\ell \times \ell$ and differential operators of order $\ell$, see for example Churchill and Kovacic [8], or Katz [18].

Differential resultants were first defined for ordinary differential operators, as the natural generalization to a non commutative environment of the algebraic resultant of two univariate polynomials, see for instance [7]. A few years ago the theory of differential resultants was formalized for multivariate differential polynomials and reviewed in two recent reports [25] and [23]. See also [16, 17] for differential resultants in the case of partial differential operators. We provide here the first definition of a differential resultant for MODOs. Every previously existing notion of differential resultant provides a condition on the coefficients of the differential operators (or differential polynomials) that guarantees the existence of common nontrivial solutions. The tool we develop here provides such a condition in the case of MODOs, but many difficulties emerge in trying to extend previous methods to the present situation. These are a consequence of two main facts: matrix coefficient rings are non commutative and, in addition, rings of MODOs are not euclidean domains.

Throughout this paper we use the language of differential algebra and Picard-Vessiot theory. For the main definitions and notation we recommend the following references [35], [20], [36], [7], and [26]. The essential terminology has been summarized in the Appendix. We consider the ring $\mathcal{R}_\ell$ of $\ell \times \ell$ matrices with entries in an ordinary differential field $K$, whose field of constants $C$ is algebraically closed. The derivation of $K$ can be extended to a derivation $D$ on $\mathcal{R}_\ell$. The MODOs of this paper belong to the ring of differential operators $\mathcal{R}_\ell[D]$, for details see Section 2.

In this article, we define in Section 3 (see Definition 1) the differential resultant $D\text{Res}(P,Q)$ of two MODOs $P$ and $Q$ in $\mathcal{R}_\ell[D]$, in the case where $P = A_0 + A_1 D$, with $A_1$ invertible, and prove the following result.

**Theorem A.** Given MODOs $P$ and $Q$ in $\mathcal{R}_\ell[D]$, $P$ of order 1 with invertible leading coefficient matrix. The following statements hold:

1. If there exists a common nontrivial solution in some differential field extension of $K$ of $PY = \overline{0}$ and $QY = \overline{0}$ then $D\text{Res}(P,Q) = 0$.

2. If $P$ and $Q$ commute, and if $D\text{Res}(P,Q) = 0$, then the matrix differential system $PY = \overline{0}$, $QY = \overline{0}$, has a solution $\psi = (\psi_1, \ldots, \psi_\ell)^t$ with every $\psi_i$ in a differential extension of finite algebraic transcendence degree $\Sigma$ of $K$.

These results motivate the definition of the differential resultant for MODOs in the general case, where $P$ has arbitrary order. For that purpose the Picard-Vessiot theory of MODOs needs further development that could benefit from results about the factorization of MODOs such as those obtained by A. Kasman in [15].

The classical problem of describing pairs of commuting differential operators was first studied by Burchnall and Chaundy [5], [6], and Baker in [3], for ODOS.
The work of Grinevich in [13] generalizes this problem to the case of MODOs, assuming that they are in so called general position and for matrix coefficients in the field of analytic complex functions. The effective construction of commuting matrix differential operators has been also addressed in Oganesyan’s article [30].

This paper contributes to a generalization to the case of MODOs, of the famous results by Burchnall and Chaundy in [5], which establish a correspondence between rings of commuting ordinary differential operators and planar algebraic curves, see also [21]. For a commuting pair $L, B$ of ODOs, it is easy to observe the existence of a polynomial $h(\lambda, \mu)$ with constant coefficients such that $h(L, B) = 0$: Burchnall and Chaundy showed that the opposite is also true in the specific situation they studied, see [14] for recent contributions on this matter. This is the defining polynomial of a plane algebraic curve $\Gamma$, commonly known as the spectral curve, and it can be computed by means of the differential resultant of $L - \lambda$ and $B - \mu$. These facts are an important motivation to develop differential resultants for MODOs to study the spectral problem (1).

Next we consider $P = L - \lambda$ and $Q = B - \mu$ as MODOs with matrix coefficients in the differential field $K(\lambda, \mu)$, for algebraic variables $\lambda$ and $\mu$, whose field of constants is $C(\lambda, \mu)$. We generalize Previato’s theorem on differential resultants for ODOs, see [32] and [28], to prove the next analogous result for MODOs, showing that the differential resultant of $L - \lambda$ and $B - \mu$ is a polynomial with differentially constant coefficients.

**Theorem B.** Let us consider matrix differential operators $L$ and $B$ in $R_\ell[D]$, and assume that $L$ has order one with invertible leading coefficient. If $L$ and $B$ commute then the differential resultant

$$f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu)$$

(2)

is a polynomial in $C[\lambda, \mu]$.

Coming back to Theorem A, for a commuting pair $L, B$, the spectral problem (1) has a nontrivial solution, for $\lambda = \lambda_0$ and $\mu = \mu_0$, if and only if $f(\lambda_0, \mu_0) = 0$, see Corollary 2. Thus (1) is in fact a coupled problem since $\lambda$ and $\mu$ are not free parameters. The algebraic curve $\Gamma$ defined by $f(\lambda, \mu) = 0$, which guarantees the solvability of the eigenvalue problem, is the so-called spectral curve, see [13]. In other words, each point of $\Gamma$ provides a spectral problem associated to a pair of commuting operators, $L, B$ that admits a common solution.

The present work studies the so called direct problem for commutative algebras $C[L, B]$ associated with a commuting pair of MODOs $L, B$, for the first time in the case of an arbitrary differential field $K$. More precisely, given $L, B$ in $R_\ell[D]$, assuming that $L$ has order one and invertible leading coefficient matrix, we prove in Theorem C a decomposition theorem for the algebra $C[L, B]$ in terms of the irreducible components of the spectral curve in this context. The tool we develop, the differential resultant for MODOs, plays a crucial role. It is important to note that we do not restrict to the case of irreducible curves or
nonsingular curves. Working in an arbitrary differential field and using Picard-Vessiot theory allows to reduce the hypothesis on the leading coefficient of $L$, in comparison with previous works, see for instance [13]. Similar benefits are expected for $L$ of arbitrary order, after an appropriate differential resultant for MDOs is defined.

We define the Burchnall-Chaundy ideal of the pair $L, B$ to be the set

$$BC(L, B) := \{ g \in C[\lambda, \mu] \mid g(L, B) = 0 \},$$

whose elements are Burchnall-Chaundy (BC) polynomials, in analogy with the theory of ODOs. We assume that the differential resultant $f$ is a BC polynomial, being this assumption very likely to happen as explained in Remark 4. Moreover, once $f$ has been computed, its decomposition in irreducible factors $f = h_1^{r_1} \cdots h_s^{r_s}$ will allow us to give the Algorithm $BC$-generator to compute a polynomial $F$ such that $BC(L, B) = (F)$.

We establish the ring structure of the commutative algebra $C[L, B]$ by means of an isomorphism

$$C[L, B] \simeq C[\lambda, \mu]_{BC(L, B)}.$$ 

The next decomposition theorem is by itself important and allows to classify the commutative algebras $C[L, B]$ as products of quotient rings related with the irreducible components $\Gamma_i$ of the spectral curve $\Gamma$.

**Theorem C.** Let us consider commuting matrix differential operators $L$ and $B$ in $R_\ell[D]$, and assume that $L$ has order one with invertible leading coefficient. Let $f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu)$ and assume that $f(L, B) = 0$. Then there exists a polynomial $F = h_1^{r_1} \cdots h_s^{r_s}$ that divides $f$ such that $BC(L, B) = (F)$. Furthermore the following isomorphism can be established

$$C[L, B] \simeq C[\lambda, \mu]_{(h_1^{r_1})} \times \cdots \times C[\lambda, \mu]_{(h_s^{r_s})},$$

whose ring structure is componentwise addition and multiplication.

These results can be used to classify the commutative algebras $C[L, B]$ in terms of the irreducible components of the spectral curve, more precisely the irreducible factors of its defining polynomial $f$, the differential resultant. In particular, if $\Gamma$ is an irreducible curve then

$$C[L, B] \simeq C[\lambda, \mu]_{(h^r)}$$

where $h$ is the unique irreducible factor of $f = h^\sigma$, $1 \leq r \leq \sigma$. For matrix coefficients of size $\ell = 2$ the classification is then clear and can be applied to pairs of operators $L$ and $B$ defining the famous AKNS hierarchy. We finish this paper illustrating our results with a computed example, the first non trivial case of the AKNS hierarchy, since $f(L, B) = 0$ in this case. All computations were performed in Maple [21].
The paper is organized as follows. Section 2 includes important notation and definitions, together with the context of the problems studied in relation to the work of other authors using different approaches. Section 3 is dedicated to the construction of the differential resultant for MODOs and the proof of Theorem A. The spectral curve $\Gamma$ is defined in Section 4 after proving Theorem B. It is shown that problem (1) is a coupled spectral problem, that admits a solution whenever $\lambda = \lambda_0$ and $\mu = \mu_0$ are related through $f(\lambda_0, \mu_0) = 0$. It is in Section 5 that the ideal of BC polynomials $\mathcal{BC}(L, B)$ is canonically associated to the operators $L, B$. In Theorem 1 we prove that the differential resultant $f(\lambda, \mu) = D\text{Res}(L - \lambda, B - \mu)$ provides a MODO $f(L, B)$, which is zero on the solution space of $L - \lambda$. Under the assumption $f(L, B) = 0$, in Theorem 2 it is proved that the ideal $\mathcal{BC}(L, B)$ is bounded by ideals defined by $f$. Section 6 contains the proof of Theorem C and the Algorithm BC-generator to compute its decomposition as a product of rings associated with irreducible curves. Finally, we illustrate our results in Section 7 by applying them to the AKNS hierarchy, where all hypothesis are fulfilled.

Professor Emma Previato passed away on June 29, 2022 while we were preparing the final version of this article. This work has been carried out under her constant inspiration even after her untimely passing. We sincerely wish her rest in peace, and we fulfill her wish that this work be published in the special volume in honor of H. Flaschka.

2 Matrix coefficient ODOs

Let $K$ be a differential field with derivation $\partial$, whose field of constants $C$ is algebraically closed of characteristic zero. Given $a \in K$ we denote $\partial(a)$ by $a'$. The commutation rule in the ring of differential operators $K[\partial]$ is then defined by $\partial a = a\partial + a'$.

Let us consider the ring $\mathcal{R}_\ell = M_{\ell}(K)$ of $\ell \times \ell$ matrices with coefficients in $K$. Given $A = (a_{\alpha, \beta}) \in \mathcal{R}_\ell$, let us denote by $A' = (a'_{\alpha, \beta})$. Thus we can extend the derivation $\partial$ to a derivation $D$ in $\mathcal{R}_\ell$ as $D(A) := A'$. We will work with matrix coefficient differential operators as elements of $\mathcal{R}_\ell[D]$, called matrix ordinary differential operators or MODOs, where the commutation rule is naturally defined by $DA := AD + A'$. In addition, we will denote by $0$ the matrix with all entries equal to $0$. Observe that we can identify $\mathcal{R}_\ell[D]$ with $M_{\ell}(K[\partial])$.

The ring of scalar differential operators $K[\partial]$ is embedded in the ring of matrix differential operators $\mathcal{R}_\ell[D]$ by sending a scalar differential operator $\sum a_i \partial^i$ to the matrix differential operator $\sum a_i I_\ell D^i$, for the identity matrix $I_\ell$ of $\mathcal{R}_\ell$. In the scalar case, ODOs enjoy many properties that are essential to the classification of commutative rings of ODOs. In the matrix-coefficient case, it is not known whether such properties hold. We list the main ones:

1. The commutator of two operators of orders $m$ and $n$ has order strictly less than $n + m$. 

3
II If two operators commute with an operator $L$ of order at least 1, then they commute among themselves, since the centralizer of $L$ is a commutative ring. \[12\].

Observe that, in the matrix case, Property II does not hold. For a counterexample, let us consider operators $MD, ND$, where $M, N$ are two constant non-commuting matrices

$$[MD, ND] = [M, N]D^2 + (N' - M')D.$$ 

One might wonder whether in the algebraic case the property might hold; in fact, the assumption in \[38\] is that the leading coefficients are diagonal. In addition, Property II fails. In fact, $MD, ND$ as above both commute with $I_\ell D$.

These observations bring out the intrinsic interest of studying commutative subrings of matrix differential operators; however, given the difficulties that arise, some special assumptions are usually considered. We review below some of the existing literature to highlight the contributions of the present paper.

Observe that the ring $\mathcal{R}_\ell[D]$ of MODOs is included in the algebra of pseudo-differential operators with matrix coefficients

$$\mathcal{R}_\ell[D, D^{-1}] := \left\{ \sum_{i=-\infty}^{n} A_i D^i \mid A_i \in \mathcal{R}_\ell, n \in \mathbb{Z} \right\}.$$ 

For a pseudo-differential operator $L = \sum_{i=-\infty}^{n} A_i D^i$, we call $A_n$ its leading coefficient, whenever it is non-zero, and $n$ is called its order. Furthermore, we will say that $L$ is in normal form if $A_{n-1} = 0$.

The above construction has been generalized as follows. Given $L = \sum_{i=0}^{n} U_i D^i$, with $U_i = (u_{i,\alpha\beta})_{1 \leq \alpha, \beta \leq l}$ if we consider $u_{i,\alpha\beta}$ as differential variables over $C$, we can define the ring of differential polynomials

$$\mathcal{B} = C\{u_{i,\alpha\beta} : 1 \leq \alpha, \beta \leq l, \ 0 \leq i \leq n, \ j \geq 0 \}.$$ 

In \[38\], Wilson studied the centralizer $Z(L)$ of $L$ in $M_l(\mathcal{B})[D, D^{-1}]$, and it is in this algebra that some of the properties of scalar ODOs persist. In \[38\], Proposition 2.19, he shows that $Z(L)$ is commutative, i.e. that Property II holds under the following assumptions:

(a) The leading coefficient $U_n$ is an invertible diagonal matrix, $\text{diag}(c_1, \ldots, c_k)$, the $c_\alpha$ being non-zero constants.

(b) If $c_\alpha = c_\beta$, then $u_{n-1,\alpha\beta} = 0$.

As Wilson writes, one can conjugate $L$ into its leading term by a suitable ‘integral operator’ (formula (5.1) in \[38\]). This is what gives the affine ring of a curve.
In Mulase et al. [19], a correspondence is established between integral algebras of MODOs (those containing an operator in normal form) and geometric data related to an algebraic curve, assuming that the differential field \( K \) is \( C((x)) \), the field of formal Laurent series in the variable \( x \) with coefficients in \( C \). In this framework, there exists a classification of commutative elliptic algebras of MODOs, in the Verdier sense [37]. In Mulase et al. [24] an equivalence of categories provides such a classification: On one hand the category of algebras of commuting MODOs; on the other, coverings of algebraic curves (spectral curves) together with some associated geometric data.

This type of rings occurred in the study of the so-called inverse spectral problem for an algebraic curve with some extra geometric data. The problem was initially studied by Krichever [22]. He established a method to use MODOs to construct a pair of matrix operators whose spectral curve is some given curve \( \Gamma \), based on the configuration of its points at infinity. One can observe that the matrices associated to a curve by Krichever’s construction are of Wilson’s type, [31].

Given \( L \in R_\ell[D] \), one can consider the centralizer \( C(L) \) of \( L \) in \( R_\ell[D] \) or the centralizer \( Z(L) \) of \( L \) in \( R_\ell[D, D^{-1}] \). In this paper we study the algebras \( C[L, B] \), for \( B \) in \( C(L) \). One first observation is that the algebra \( C[L, B] \) is not in general a maximal commutative subalgebra of \( R_\ell[D] \). The following inclusion

\[
C[L, B] \subset C(L) = R_\ell[D] \cap Z(L).
\]

in general proper, suggests the interest in studying the centralizer \( C(L) \) of \( L \) in \( R_\ell[D] \). The results of K. Goodearl in [12] concerning centralizers of ODOs have proven to be important for the effective computational approaches in [34, 28, 29]. In this sense, a generalization to the case of MODOs of Goodearl’s results would give an effective description of \( C(L) \), but we emphasize that we do not pursue such a description in this paper.

In this work, as in the scalar case, we will use the concept of differential resultant to establish a correspondence between pairs of commuting matrix differential operators \( L, B \) and algebraic curves [5]. More precisely, we will assign to each commutative algebra \( C[L, B] \) a plane algebraic curve, the spectral curve. This is the goal of the second part of this paper from Section 4 onward. For this purpose, let us consider algebraic variables \( \lambda \) and \( \mu \) with respect to \( \partial \). To complete this brief overview of the general situation for MODOs, we would like to indicate that by using Picard-Vessiot extensions, we obtain a representation of the centralizer \( C(L) \). Let \( E \) be a Picard-Vessiot field of the differential equation \( LY = \lambda Y \), for details see Remark 3. Since \( L - \lambda = L - \lambda I_\ell \) and \( B - \mu = B - \mu I_\ell \) commute, the operator \( B - \mu \) acts linearly on the solution space of \( L - \lambda \), and this action provides an \( \ell \times \ell \) matrix \( M(L - \lambda, B - \mu) \), as constructed in Section 4. Moreover, the null space of \( M(L - \lambda, B - \mu) \) provides a representation of the space of common solutions at each point of the spectral curve.

It was E. Previato who glimpsed for the first time the power of a triple approach combining differential algebra, Picard-Vessiot extensions and representation theory, in her important work [33] on the generalization of Burchnall
and Chaundy’s ideas to ODOs in several variables. The present work is written in this philosophy, unifying these techniques for the study of coupled spectral problems for MODOs.

3 Characterizing common solutions

In this section we present the construction of the main tool that allows for our characterization of the existence of common solutions for MODOs. This tool is the differential resultant and we define it under some hypotheses. Let us consider matrix differential operators in $\mathcal{R}_\ell[D]$,

$$P = A_0 + A_1 D \quad \text{and} \quad Q = \sum_{j=0}^{n} B_j D^j, \quad \text{where} \quad n \geq 1,$$

with $A_i, B_j$ in the differential ring $\mathcal{R}_\ell$. We will assume that the leading coefficient matrix $A_1$ of $P$ is invertible, allowing for the consideration of a monic operator.

In this section we will investigate necessary and sufficient conditions on the entries of the coefficient matrices of $P$ and $Q$ for the system

$$\begin{cases}
PY = \overline{0} \\
QY = \overline{0}
\end{cases}, \quad Y = (y_1, \ldots, y_\ell)^t, \quad \overline{0} = (0, \ldots, 0)^t,$$

with all the $\psi_i$ in some differential extension $\Sigma$ of the differential field $K$. To guarantee the existence of such an extension, we will associate to system (5) a differential field, the classical Picard-Vessiot field extension of $K$ for the system $PY = 0$, a differential extension of finite algebraic transcendence degree containing the entries of a fundamental solution matrix $[36]$.

First, observe that the differential equation $PY = \overline{0}$ can be rewritten as

$$DY = NY \quad \text{with} \quad N = -A_1^{-1}A_0 \in \mathcal{R}_\ell.\quad (6)$$

Next consider the matrix differential recursion in $\mathcal{R}_\ell$:

$$p_0(N) := I_\ell, \quad p_j(N) := p_{j-1}(N)N + (p_{j-1}(N))^t, \quad j \geq 1, \quad (7)$$

and denote by $M(P, Q)$ the $\ell \times \ell$ matrix in $\mathcal{R}_\ell$ defined by

$$M(P, Q) := \sum_{j=0}^{n} B_j p_j(N).\quad (8)$$

Remark 1. Let us consider a Picard-Vessiot extension $\Sigma$ of $K$ for the differential system $[36]$. Hence, if $\psi$ is a solution of this system, then $\psi$ is a solution of $PY = \overline{0}$ and reciprocally. Observe that $\Sigma$ is a differential extension of finite algebraic transcendence degree of $K$, see the Appendix.
Given a solution $\psi = (\psi_1, \ldots, \psi_\ell)^t$ of system (6), we have $\psi \in \Sigma^\ell$ and observe that
$$D^j \psi = p_j(N)\psi, \quad j \geq 1,$$
with $p_j(N)$ defined by (7). Thus in $\Sigma^\ell$ the derivation is defined by the differential system $DY = NY$.

From the previous remark the following essential lemma is obtained. It will be used to prove the main results of this paper.

**Lemma 1.** Let $P$ and $Q$ be matrix differential operators as in (4). Let $\Psi$ be a fundamental solution matrix for system (6). Then,
$$Q\Psi = M(P, Q)\Psi.$$  \hfill (9)

**Proof.** Let us consider a solution $\psi = (\psi_1, \ldots, \psi_\ell)^t$ of system (6). By Remark 1, we have $\psi \in \Sigma^\ell$. Consequently we obtain
$$Q\psi = \sum_{j=0}^{n} B_j D^j \psi = \sum_{j=0}^{n} B_j p_j(N)\psi = M(P, Q)\psi. \hfill (10)$$

**Definition 1.** With notations as above, we define the matrix differential resultant of two matrix differential operators $P$ and $Q$ in $\mathbb{R}_\ell$, with $P$ of order one and invertible leading coefficient matrix, to be
$$\text{DRes}(P, Q) = \det M(P, Q). \hfill (11)$$

We are ready to prove Theorem A from the introduction. This theorem ensures that the vanishing of the differential resultant of $P$ and $Q$ is a necessary and sufficient condition on the entries of the coefficient matrices of $P$ and $Q$ for the existence of a common nontrivial solution of (5), whenever $P$ and $Q$ commute.

**Proof of Theorem A.** 1. Let us assume that there is a nonzero common solution $\psi$ of system (5), $\psi \in \Sigma^\ell$. By Lemma 1 $Q\psi = M(P, Q)\psi$. Thus the linear map defined by $M(P, Q)$ on $\Sigma^\ell$ has a non trivial kernel, and then its determinant is zero.

2. Suppose now that the determinant of the matrix $M(P, Q)$ is zero. Let $\Psi$ be a fundamental matrix of system (6), that is an invertible matrix in $M_\ell(\Sigma)$, whose columns form a fundamental system of solutions. By Lemma 1 it holds that $Q\Psi = M(P, Q)\Psi$ and therefore the matrix $Q\Psi$ has zero determinant.

Let us now consider the columns $\{Q\phi_1, \ldots, Q\phi_\ell\}$ of the matrix $Q\Psi$. They form a system of linearly dependent vectors in $\Sigma^\ell$ over the differential field $K$, but also over the field of constants $C$. To verify this we can proceed as follows.
Up to a change of the order of the variables, we can assume that any proper subset of \( \{Q\phi_1, \ldots, Q\phi_r\} \) is linearly independent over \( K \) and

\[
Q\phi_1 = \sum_{i=2}^{r} c_i Q\phi_i \quad \text{with} \quad c_i \in K. \tag{12}
\]

Since \( P \) and \( Q \) commute then \( Q\phi_j \) is also a solution of \( P \) and by Remark 1 then \( D(Q\phi_j) = N(Q\phi_j) \). So, differentiating (12) we get

\[
\overline{0} = D(Q\phi_1) - \sum_{i=2}^{r} c'_i Q\phi_i - \sum_{i=2}^{r} c_i D(Q\phi_i) =
\]

\[
= N(Q\phi_1) - \sum_{i=2}^{r} c'_i Q\phi_i - \sum_{i=2}^{r} c_i N(Q\phi_i).
\]

Then, the equality \( \overline{0} = \sum_{i=2}^{r} c'_i Q\phi_i \) implies that \( c'_i = 0 \), so they are constants in \( C \).

Finally we have obtained that the vectors \( \{Q\phi_1, \ldots, Q\phi_r\} \) are linearly dependent over \( C \). Then, for some constants \( c_i \in C \) not all zero, we can consider the vector in \( \Sigma^d \) defined by \( \psi := c_1 \phi_1 + \cdots + c_\ell \phi_\ell \) verifying

\[
P\psi = \sum_{i=1}^{\ell} c_i P\phi_i = \overline{0} \quad , \quad Q\psi = \sum_{i=1}^{\ell} c_i Q\phi_i = \overline{0}.
\]

So \( \psi \) is a common solution, and it is not the null solution because \( \Psi \) is a fundamental matrix.

\[
\square
\]

**Corollary 1.** Let \( P \) and \( Q \) be commuting matrix differential operators as in (4). The space of common solutions of (5) in a Picard-Vessiot extension \( \Sigma \) of \( K \) for the differential system (6) is non trivial if and only if \( \text{DRes}(P,Q) = 0 \). Moreover, the subspace of solutions of \( QY = 0 \) within the space of solutions of \( PY = 0 \) is defined by the equation

\[
M(P,Q)Y = \overline{0}. \tag{13}
\]

Moreover, its solutions \( \psi = (\psi_1, \ldots, \psi_\ell)^t \) have entries belonging to a differential extension of finite algebraic transcendence degree \( \Sigma \) of \( K \).

**Proof.** The result follows by Theorem A and Lemma 1. \( \square \)

**Remark 2.** Observe that equation (13) together with the structure of \( \Sigma \), a Picard-Vessiot field for the system (6), determines the space of common solutions of (5).

The previous results indicate the interest of developing a theory of differential resultants for matrix differential operators in \( \mathcal{R}_\ell[D] \), which we initiate in this work and plan to develop in the near future. To define a Sylvester style matrix whose determinant is the resultant, the notion of wronskian for MDOs developed in [15] will be useful. In the remaining parts of this paper we will apply Theorem A to guarantee the solvability of matrix-type spectral problems.
4 Spectral curves for MODOs

Let us consider algebraic variables $\lambda$ and $\mu$ with respect to $\partial$. Thus $\partial \lambda = 0$ and $\partial \mu = 0$ and we can extend the derivation $\partial$ of $K$ to the polynomial ring $K[\lambda, \mu]$. Hence $(K[\lambda, \mu], \partial)$ is a differential ring whose ring of constants is $(C[\lambda, \mu], \partial)$. Since $I_\ell \lambda$ is a matrix in $M_\ell(K[\lambda, \mu])$, given a matrix differential operator $L$ in $R_\ell[D]$ we will denote by $L - \lambda$ the matrix differential operator $L - I_\ell \lambda$ in the matrix ring $M_\ell(K(\lambda, \mu))[D]$, extending the derivation $D$ to matrices with entries in the differential field $K(\lambda, \mu)$.

Given differential operators $L$ and $B$ in $R_\ell[D] = M_\ell(K)[D]$, we consider the spectral problem

$$LY = \lambda Y, \quad BY = \mu Y, \quad Y = (y_1, \ldots, y_\ell)^t. \quad (14)$$

The spectral problem (14) can be studied using Theorem A for $L = A_0 + A_1 D$ and $B = \sum_{j=0}^n B_j D^j$, where $n \geq 1$.

Let $N_\lambda$ be the matrix $N_\lambda = - A_1^{-1}(A_0 - I_\ell \lambda)$ in $M_\ell(K(\lambda, \mu))$, and consider the differential system

$$DY = N_\lambda Y \quad \text{with} \quad N_\lambda = - A_1^{-1}(A_0 - I_\ell \lambda). \quad (17)$$

We will consider next the matrix differential resultant defined in (11) for $P = L - \lambda$ and $Q = B - \mu$,

$$\text{DR} \text{es}(L - \lambda, B - \mu) = \det M(L - \lambda, B - \mu) \quad (18)$$

where

$$M(L - \lambda, B - \mu) = B_0 - I_\ell \mu + \sum_{j=1}^n B_j p_j(N_\lambda), \quad (19)$$

with $p_j$ defined by the recursion (7). With the above assumptions we have the following statements.

**Lemma 2.** The differential resultant $\text{DR} \text{es}(L - \lambda, B - \mu)$ is a polynomial $f(\lambda, \mu)$ in $K[\lambda, \mu]$, of degrees $\ell$ in $\mu$ and less than or equal to $\ell n$ in $\lambda$. More precisely

$$f(\lambda, \mu) = (-1)^\ell \mu^\ell + \det(B_n) \det(A_1^{-1} n \lambda^n + q(\lambda, \mu), \quad (20)$$

where the degree of $q$ is less than $\ell$ in $\mu$ and less than $n \ell$ in $\lambda$. Thus the degree in $\lambda$ is exactly $n \ell$ if and only if $\det(B_n) \neq 0$. 
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Proof. By (19) $M(L - \lambda, B - \mu)$ is an $\ell \times \ell$ matrix with entries in $K[\lambda, \mu]$. Thus $f(\lambda, \mu) = \det M(L - \lambda, B - \mu)$ is a polynomial in $K[\lambda, \mu]$. Let us use (19) to obtain (20).

1. We will prove by induction the following claim:

   $$p_j(N_\lambda) = (A_1^{-1})^j \lambda^j + \Delta_j, \quad \text{for every } j \geq 1$$

   (21)

   where $\Delta_j$ is a matrix whose entries are polynomials in $\lambda$ of degree less than or equal to $j - 1$.

   By (1) we know that $p_1(N_\lambda) = N_\lambda = A_1^{-1} \lambda + \Delta_0$ with $\Delta_0 = -A_1^{-1} A_0$.

   Let us assume (21) to compute

   $$p_{j+1}(N_\lambda) = p_j(N_\lambda) N_\lambda + p_j(N_\lambda)' =$$

   $$= ((A_1^{-1})^j \lambda^j + \Delta_j - 1)(A_1^{-1} \lambda + \Delta_0) + p_j(N_\lambda)' =$$

   $$= (A_1^{-1})^j \lambda^{j+1} + \Delta,$$

   where

   $$\Delta = (A_1^{-1})^j \Delta_0 \lambda^j + \Delta_j - 1 A_1^{-1} \lambda + \Delta_0 + p_j(N_\lambda)'$$

   is a matrix whose entries are polynomials in $\lambda$ of degree less than or equal to $j$.

2. We can now prove (20). The $\ell \times \ell$ matrix

   $$M = M(L - \lambda, B - \mu) = B_0 - I_\ell \mu + \sum_{j=1}^n B_j p_j(N_\lambda) =$$

   $$= B_0 - I_\ell \mu + \sum_{j=1}^n B_j (A_1^{-1})^j \lambda^j + B_j \Delta_j$$

   has entries $\alpha_{i,j} \lambda^n + \beta_{i,j}(\lambda) - \delta_{ij} \mu$ where $\delta_{ij}$ is the Kronecker delta,

   $$B_n(A_1^{-1})^n = (\alpha_{i,j}) \in M_\ell(K)$$

   and

   $$B_0 + \sum_{j=1}^{n-1} B_j p_j(N_\lambda) = (\beta_{i,j}(\lambda)) \in M_\ell(K[\lambda]).$$

   It is now immediate that (20) follows from

   $$\det(M) = \det(\alpha_{i,j} \lambda^n + \beta_{i,j}(\lambda) - \delta_{ij} \mu) = (-\mu)^\ell + \det(\alpha_{i,j}) \lambda^{n\ell} + q(\lambda, \mu).$$

\qed
Remark 3. We can consider the operators $P = L - \lambda$ and $Q = B - \mu$ with matrix coefficients with entries in $\mathcal{F} = K(\lambda, \mu)$. Let $\overline{\mathcal{F}}$ be an algebraic closure of the differential field $\mathcal{F}$, and $C$ its field of constants, which is known to be algebraically closed, see (70) in the Appendix. In consequence, by Remark 5 in the Appendix, there exists a fundamental matrix $\Psi_\lambda$ of (17) in $M_\ell(E)$ such that $D\Psi_\lambda = N_\lambda \Psi_\lambda$, or equivalently

$$L \Psi_\lambda = \lambda \Psi_\lambda,$$

(22)

where $E$ is a Picard-Vessiot extension of $\overline{\mathcal{F}}$ for this differential system.

To be more precise, the matrix coefficients of $P$ and $Q$ have entries in the differential ring $K[\lambda, \mu]$, whose ring of constants is $C[\lambda, \mu]$. Observe that $C[\lambda, \mu] \subset C$ and $K[\lambda, \mu] \cap C = C[\lambda, \mu]$. For details, see Lemma 6 in the Appendix.

The next lemmas will be necessary to prove the main result in this section.

Lemma 3. Given a solution $\psi$ of (17) in $E^\ell$, the next identity holds

$$(B - \mu)(\psi) = M(L - \lambda, B - \mu) \cdot \psi. \quad (23)$$

Proof. By Remark 3 and Lemma 1 for $P = L - \lambda$ and $Q = B - \mu$ the equality follows.

Lemma 4. Let us assume that $L$ and $B$ commute. Given a fundamental matrix of solutions $\Psi_\lambda$ of $LY = \lambda Y$ in $M_\ell(E)$ the next identity holds

$$(B - \mu)(\Psi_\lambda) = \Psi_\lambda \cdot \Delta, \quad (24)$$

for some $\ell \times \ell$ matrix $\Delta$ with entries in the field of constants $C$ of $E$.

Proof. With notations as above, we consider $\Psi_\lambda$ a fundamental matrix satisfying (22). Moreover, observe that $(B - \mu)\Psi_\lambda$ satisfies (22) as well, since

$$(L - \lambda)((B - \mu)\Psi_\lambda) = (B - \mu)((L - \lambda)\Psi_\lambda) = 0.$$

Hence, $\Delta = \Psi_\lambda^{-1} \cdot (B - \mu)\Psi_\lambda$ is differentially constant.

We are ready to prove Previato’s Theorem for MODOs in this situation, see [32] and [28] for Previato’s Theorem for ODOs.

Proof of Theorem B. With the previous notations, we consider $\Psi_\lambda$ a fundamental matrix satisfying (22). By Lemma 3

$$(B - \mu)\Psi_\lambda = \Psi_\lambda \cdot \Delta, \quad (25)$$

for some matrix $\Delta$ with entries in $C$. On the other hand, by Lemma 3

$$(B - \mu)\Psi_\lambda = M(L - \lambda, B - \mu)\Psi_\lambda.$$

Therefore, since the fundamental matrix $\Psi_\lambda$ is an invertible matrix, we obtain that $\text{det}(M(L - \lambda, B - \mu) = \text{det}(\Delta)$, so $\text{DRes}(L - \lambda, B - \mu)$ is a polynomial in $C[\lambda, \mu]$, since $K[\lambda, \mu] \cap C = C[\lambda, \mu]$. \qed
From now on in this paper we will assume that $L$ and $B$ commute. Therefore, using the matrix differential resultant we compute

$$f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu), \quad (26)$$

the defining polynomial of the affine plane algebraic curve

$$\Gamma = \{(\lambda, \mu) \in \mathbb{C}^2 \mid f(\lambda, \mu) = 0\}. \quad (27)$$

We will call $\Gamma$ the spectral curve of the pair $L, B$. In sections 5 and 6 we establish an isomorphism between the ring of this curve and the commutative subring $C[L, B]$ of the ring of MODOs, under an appropriate hypothesis on $\Gamma$.

In general $\Gamma$ is not an irreducible curve, that is, $\Gamma$ may have more than one irreducible component. In Section 7 we give Example 1 with an irreducible spectral curve and Example 2 where the spectral curve has two irreducible components. Thus one open issue is to characterize the irreducibility of the curve $\Gamma$ or study the role of the irreducible components of $\Gamma$ in the study of the direct and inverse spectral problems.

We finish this section applying Theorem A to the pair $L - \lambda_0$ and $B - \mu_0$, for some arbitrary point $P = (\lambda_0, \mu_0)$ in $\mathbb{C}^2$. We conclude that the spectral problem

$$LY = \lambda_0 Y, \quad BY = \mu_0 Y. \quad (28)$$

is a coupled problem by the algebraic relation $f(\lambda_0, \mu_0) = 0$.

**Corollary 2.** Given commuting matrix differential operators $L$ and $B$ in $R_\ell[D]$, with $L = A_0 + A_1 D$ and invertible leading coefficient, let us consider the polynomial $f(\lambda, \mu)$ defined by $\text{DRes}(L - \lambda, B - \mu)$. Let $P = (\lambda_0, \mu_0) \in \mathbb{C}^2$. The spectral problem

$$LY = \lambda_0 Y, \quad BY = \mu_0 Y. \quad (29)$$

has a nontrivial solution if and only if $f(P) = 0$, that is $P$ is a point on the spectral curve $\Gamma$ defined in (27). Moreover the common solution $\psi$ belongs to $\Sigma_0^\ell$, where $\Sigma_0$ is a Picard-Vessiot extension for the linear differential system

$$DY = N_{\lambda_0} Y \quad \text{with} \quad N_{\lambda_0} = -A_1^{-1}(A_0 - \lambda_0 I_\ell). \quad (30)$$

## 5 The ideal of Burchnall-Chaundy polynomials

Let us consider commuting matrix differential operators $L$ and $B$ in $R_\ell[D]$, of respective orders $1$ and $n \geq 1$. We assume that the leading coefficient of $L$ is an invertible matrix. Using the matrix differential resultant we compute

$$f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu), \quad (31)$$

the defining polynomial of the spectral curve $\Gamma$ of the pair $L, B$, see (27). We will prove next that $f$ is a good candidate as a polynomial of Burchnall-Chaundy type for the pair of commuting MODOs $L, B$. We propose below the next
conjecture: when $\lambda$ is replaced by $L$ and $\mu$ is replaced by $B$ then $f$ becomes the zero matrix differential operator, see Conjecture 1.

Consider the natural ring homomorphism

$$\rho : C[\lambda, \mu] \to \mathcal{R}_\ell[D],$$

defined by $\rho(c) = cI_\ell$, for every $c \in C$,

$$\lambda \mapsto L \text{ and } \mu \mapsto B.$$  \hfill (32)

Thus

$$\sum a_{i,j} \lambda^i \mu^j \mapsto \sum a_{i,j} L^i B^j.$$  \hfill (33)

Observe that the image of $\rho$ is a commutative subalgebra of $\mathcal{R}_\ell[D]$, namely the commutative algebra

$$C[L,B] := \{ \sum a_{i,j} L^i B^j \mid a_{i,j} \in C \}.$$ \hfill (34)

Given $g \in C[\lambda, \mu]$ we will denote its image $\rho(g)$ by $g(L,B)$.

Let us consider the kernel $\text{Ker}(\rho)$ of $\rho$ and observe that the polynomials in $\text{Ker}(\rho)$ play the role of Burchnall-Chaundy polynomials in the case of ODOs [5].

**Definition 2.** Given a pair of commuting MODOs $L$ and $B$ in $\mathcal{R}_\ell[D]$, with $L$ of order 1 and invertible leading coefficient matrix, we will say that $g \in C[\lambda, \mu]$ is a Burchnall-Chaundy (BC) polynomial of the pair $L,B$ if

$$g(L,B) = 0.$$ \hfill (35)

We will prove next that $f(L,B)$, for $f$ defined in (31), is a MODO, that becomes zero when considering its action on solutions of $L - \lambda$.

**Theorem 1.** Given commuting MODOs $L$ and $B$ in $\mathcal{R}_\ell[D]$, we assume that $L$ has order 1, with invertible leading coefficient. Let us consider the polynomial $f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu)$ in $C[\lambda, \mu]$. Then $f(L,B)(\Psi_\lambda) = 0$, for any fundamental matrix $\Psi_\lambda$ of the system $LY = \lambda Y$.

**Proof.** Let us prove that $f$ belongs to $\text{Ker}(\rho)$. We denote by $V_\lambda$ the eigenspace of $L$ corresponding to the eigenvalue $\lambda$,

$$V_\lambda = \{ \psi \in \mathcal{E}_\ell \mid D\psi = N_\lambda \psi \}.$$  \hfill (35)

By Remark 3 and Picard-Vessiot theory [30], $V_\lambda$ is an $\ell$-dimensional $C$-vector space. We define $B_\lambda$ as the restriction of $B$ to the eigenspace $V_\lambda$:

$$B_\lambda : V_\lambda \to V_\lambda, \quad B_\lambda(\psi) = B(\psi) = (B - \mu)(\psi) + \mu \psi = (M + \mu I_\ell)\psi,$$ \hfill (36)

where $M = M(L - \lambda, B - \mu)$ by Lemma 3. In consequence, the matrix differential resultant is the characteristic polynomial of $B_\lambda$ since the following equality holds

$$\det(B_\lambda - \mu I_\ell) = \det(M) = f(\lambda, \mu).$$ \hfill (37)
By the Cayley-Hamilton Theorem, $f(\lambda, B) = 0$. In consequence for $\Psi_\lambda$ a fundamental matrix of (10) the Burchnall–Chaundy type equality holds:

$$0 = f(\lambda, B)(\Psi_\lambda) = f(L, B)(\Psi_\lambda).$$

(38)

Remark 4. The conclusion of Theorem 1 can be improved in some cases. In [13], Grinevich studied commuting MODOs $L_1$ and $L_2$, of orders $m$ and $n$ respectively, with analytic coefficients, under some assumptions on their leading terms. In particular, for $L_1 = L$, with $m = 1$ and $L_2 = B$ and matrix coefficients in $M_t(\mathbb{C}\{x\})$, with entries in the ring $\mathbb{C}\{x\}$ of convergent power series, [13], Lemma 1, states that $f(L, B)$ is the zero operator. In this case, observe that our approach allows the computation of a defining polynomial $f$ of the spectral curve.

In Section 4 we show that $f(L, B)$ is the zero MODO, that is $f$ is a BC-polynomial, for the first case of the AKNS hierarchy.

The previous remark motivates the following conjecture, the proof of which is a challenging open problem.

Conjecture 1. Let $K$ be a differential field, whose field of constants $C$ is algebraically closed and of zero characteristic. Let us consider commuting MODOs $L$ and $B$ with coefficients in $M_\ell(K)$, of respective orders 1 and $n \geq 1$ as in (15). Then the differential resultant (31) is a BC-polynomial, that is $f(L, B) = 0$.

Definition 3. With notations as above, we define the Burchnall–Chaundy (BC) ideal of the pair $L, B$ to be the ideal in $C[\lambda, \mu]$ defined by

$$BC(L, B) = \text{Ker}(\rho) = \{g \in C[\lambda, \mu] \mid g(L, B) = 0\}.$$ 

(39)

Under the assumption $f(L, B) = 0$ then $f$ is a BC polynomial and $BC(L, B)$ is a nonzero ideal. From the definition of $\rho$ in (32) we can now consider the isomorphism

$$\frac{C[\lambda, \mu]}{BC(L, B)} \simeq C[L, B].$$

A natural question is whether $C[L, B]$ is isomorphic to the ring of the curve $\Gamma$ defined in (27), but one encounters some difficulties related with the algebraic nature of the situation described. More precisely, since we are working with matrices, $C[L, B]$ is not in general an integral domain. In fact, from the previous isomorphism, we know that $C[L, B]$ is an integral domain if and only if $BC(L, B)$ is a prime ideal. The next technical lemma will allow us to obtain some conclusions about this issue.
Lemma 5. Let us assume that $L$ and $B$ commute, and let us consider a fundamental matrix of solutions $Ψ_λ$ of $LY = λY$ in $M_ℓ(ℂ)$. Given a polynomial $g(λ, μ) = \sum_{i=0}^{p} a_i(λ)μ^i$ in $C[λ, μ]$ the next identity holds

$$g(λ, μ)Ψ_λ = g(L, B)(Ψ_λ) + Θ(g)Ψ_λΔ,$$ (40)

for some matrix $Θ(g)$ with entries in $K[λ, μ]$ and some matrix $Δ$ with entries in $ℂ$, whose determinant equals $DRes(L − λ, B − μ)$.

Proof. By Lemma 4, we can define the constant matrix

$$Δ := Ψ_λ^{-1} · (B − μ)(Ψ_λ) ∈ M_ℓ(ℂ).$$

Let us define the $ℂ$-linear operator

$$\hat{Δ} : M_ℓ(ℂ) → M_ℓ(ℂ),$$

by $\hat{Δ}(S) = S · Δ$, on the $ℂ$-vector space $M_ℓ(ℂ)$. Thus $Ψ_λ$ is a $μ$ eigenvector for $B − \hat{Δ}$ and it follows immediately that

$$(B − \hat{Δ})^i(Ψ_λ) = μ^iΨ_λ, \ i ≥ 1.$$ (41)

In addition observe that the $ℂ$-linear operators $B$ and $\hat{Δ}$ commute, since $Δ$ has constant entries. The following formula is a consequence of this fact,

$$(B − \hat{Δ})^i(Ψ_λ) := \sum_{k=0}^{i} (-1)^{i-k} \binom{i}{k} B_k(Ψ_λ) · Δ^{i-k}, \ i ≥ 1.$$ (42)

Given a matrix $A$ of size $ℓ × ℓ$ we assume that $A^0 = I_ℓ$.

Now, consider an arbitrary polynomial of degree $p$ in $μ$, $g(λ, μ) = \sum_{i=0}^{p} a_i(λ)μ^i$ in $C[λ, μ]$. Then, applying (11) we obtain

$$g(λ, μ)Ψ_λ = \sum_{i=0}^{p} a_i(λ)μ^iΨ_λ = \sum_{i=0}^{p} a_i(λ)(B − \hat{Δ})^i(Ψ_λ) = \sum_{i=1}^{p} a_i(λ)(B − \hat{Δ})^i − B^i)(Ψ_λ).$$ (43)

Let $M = M(L − λ, B − μ)$ and $M_λ = M + I_ℓμ$. By Lemmas 3 and 4 we have

$$M · Ψ_λ = Ψ_λ · Δ$$

and $M_λ · Ψ_λ = Ψ_λ · (Δ + μI_ℓ)$. (44)

Since $B(Ψ_λ) = M_λ · Ψ_λ$ these by induction on $k$ implies

$$B_k(Ψ_λ) = M_λ^k · Ψ_λ, \ k ≥ 1.$$ By (12), for $1 ≤ i ≤ p$

$$[(B − \hat{Δ})^i − B^i](Ψ_λ) = \left(\sum_{k=0}^{i-1} (-1)^{i-k} \binom{i}{k} B_k(Ψ_λ) · Δ^{i-1-k}\right) · Δ = Θ_i · Ψ_λ · Δ,$$
where, by (44) we have matrices
\[
\Theta_i = \sum_{k=0}^{i-1} (-1)^{i-k} \binom{i}{k} M_{\lambda}^k M^{i-1-k} \in M_i(K[\lambda, \mu]).
\]

Finally, from (43) and equality \(L\Psi_\lambda = \lambda \Psi_\lambda\) the result follows
\[
g(\lambda, \mu) \Psi_\lambda = g(L, B)(\Psi_\lambda) + \Theta(g) \cdot \Psi_\lambda \cdot \Delta. \tag{45}
\]
where \(\Theta(g) = \sum_{i=1}^p a_i(\lambda) \Theta_i \in M_i(K[\lambda, \mu]).\)

**Theorem 2.** Let us consider commuting MODOs \(L\) and \(B\) in \(R_\ell[D]\), with \(L\) of order one and invertible leading coefficient. Given the polynomial \(f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu)\) in \(C[\lambda, \mu]\), then the following inclusions of ideals in \(C[\lambda, \mu]\) hold
\[
\mathcal{B}(L, B) \subseteq (f_{\text{red}}),
\]
where \(f_{\text{red}} = h_1 \cdots h_s\), with \(h_1, \ldots, h_s\) the distinct irreducible factors of \(f\). Moreover, if \(f(L, B) = 0\) then
\[
(f) \subseteq \mathcal{B}(L, B) \subseteq (f_{\text{red}}). \tag{47}
\]

**Proof.** Given \(g \in \mathcal{B}(L, B) = \text{Ker}(\rho)\), by Lemma 5
\[
g(\lambda, \mu) \Psi_\lambda = \Theta(g) \Psi_\lambda \Delta. \tag{48}
\]
Taking determinants on both sides we obtain \(g^\ell = \det(\Theta(g)) f(\lambda, \mu)\), since \(\det(\Delta) = f(\lambda, \mu)\). It follows that \(\det(\Theta(g)) \in C[\lambda, \mu]\). This implies that the square free part \(f_{\text{red}}\) of \(f\) divides the square free part of \(g\) and proves that \(\text{Ker}(\rho) \subseteq (f_{\text{red}})\). In addition, if we assume \(f(L, B) = 0\), then \((f) \subseteq \mathcal{B}(L, B)\). \(\square\)

Since the polynomial \(f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu)\) may not be irreducible, see Example 2 in Section 7 the ideal \((f)\) may not be a prime ideal. The next corollary presents the conclusions in a particular situation.

**Corollary 3.** Let us consider commuting MODOs \(L\) and \(B\) in \(R_\ell[D]\), with \(L\) of order one and invertible leading coefficient. Given \(f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu)\), then the following statements hold for some polynomial \(h = \mu - R(\lambda)\) in \(C[\lambda, \mu]\):

1. If \(B \in C[L]\) then \(\mathcal{B}(L, B) = (h)\) and \(f(\lambda, \mu) = h^\ell\).

2. If \(f = h^\ell\) and \(f(L, B) = 0\) then \(\mathcal{B}(L, B) = (h^r)\), for \(r\) minimal such that \(h(L, B)^r = 0\), \(1 \leq r \leq \ell\). In particular, if \(r = 1\) then \(B \in C[L]\).

**Proof.** Recall that by Lemma 2 the polynomial \(f\) has degree \(\ell\) in \(\mu\). Observe that if \(B \in C[L]\) then \(B - R(L) = 0\), for some \(R(\lambda) \in C[\lambda]\). Thus \(h = \mu - R(\lambda)\) belongs to \(\mathcal{B}(L, B)\) and by Theorem 2 then \(f_{\text{red}} = h\). Thus \(f = h^\ell\). Similarly we can prove 2. \(\square\)
6 Commutative algebras of MODOs

As in the previous sections, let us consider $L$ in $\mathcal{R}_d[D]$ of order one and invertible leading coefficient matrix. Given $B$ in the centralizer of $\mathcal{C}(L)$ of $L$ in $\mathcal{R}_d[D]$, let us assume that $B$ is non trivial, that is $B \notin C[L]$, see Corollary 3. From now on, we will assume that $f(L, B) = 0$. In Remark 2 we provided evidences showing that this hypothesis is satisfied in important families of examples.

In this section we give an algorithm to describe the commutative algebras $C[L, B]$ of MODOs in terms of products of rings of irreducible algebraic curves. We start with the case where $\Gamma$ is an irreducible plane algebraic curve, that is, its defining polynomial $f$ has a unique irreducible factor $h$, and then $f = h^\sigma$.

**Theorem 3.** Let us consider commuting MODOs $L$ and $B$ in $\mathcal{R}_d[D]$, with $L$ of order one and invertible leading coefficient. Let us assume that $\Gamma$ is an irreducible plane algebraic curve defined by $f = h^\sigma$ as in (31) and that $f(L, B) = 0$. Then $BC(L, B) = (h^r)$ for a positive integer $r$ minimal such that $h(L, B)^r = 0$, $1 \leq r \leq \sigma$. Moreover,

$$C[L, B] \simeq C[\lambda, \mu] \left( \frac{h^r}{h^r} \right).$$

(49)

If in addition $f$ is irreducible in $C[\lambda, \mu]$, the algebra $C[L, B]$ is an integral domain whose maximal spectrum is isomorphic to $\Gamma$.

**Proof.** By Theorem 2 we know that $(h^\sigma) \subset BC(L, B) \subset (h)$. Then there exists $r$ minimal verifying $1 \leq r \leq \sigma$ and $h(L, B)^r = 0$. Thus $BC(L, B) = (h^r)$. Therefore, if $f$ is irreducible, then $r = 1$, and the result follows.

We conclude that if $\Gamma$ is an irreducible and reduced plane algebraic curve, then the commutative ring of MODOs $C[L, B]$ is isomorphic to the ring of regular functions on $\Gamma$ and therefore is an integral domain. In addition Theorem 3 indicates that if $f$ is not irreducible, we can check whether its irreducible square free part is a BC polynomial, and otherwise we can find a minimal power $h^r$ which is a BC polynomial for the pair $L, B$.

The previous result allows to complete the classification of commutative algebras of MODOs $C[L, B]$ for order one operators $L$ with invertible leading coefficient matrix when $K$ is any differential field with algebraically closed field of constants $C$, in the zero characteristic case. See Mulase et al. [19] for the differential field $K = C((x))$.

For a non irreducible curve $\Gamma$, whose defining polynomial is $f = h_1^{\sigma_1} \cdots h_s^{\sigma_s}$, where each $h_i$ is irreducible, we consider now each irreducible component

$$\Gamma_i = \{ (\lambda, \mu) \in C^2 \mid h_i(\lambda, \mu) = 0 \}.$$

(50)

We repeat the argument of Theorem 3 for each irreducible component $\Gamma_i$ of the curve $\Gamma$. 
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Algorithm BC-generator. Given commuting MODOs $L$ and $B$ in $\mathcal{R}_d[D]$, with $L$ of order one and invertible leading coefficient, return a polynomial $F$ in $C[\lambda, \mu]$ such that $BC(L, B) = (F)$.

1. Compute the differential resultant $f(\lambda, \mu) = \text{DRes}(L - \lambda, B - \mu)$.

2. If $f(L, B) = 0$ then factor $f$ to obtain $h_1^{r_1} \cdots h_s^{r_s}$, each $h_i$ irreducible in $C[\lambda, \mu]$.

3. For each $i = 1, \ldots, s$, compute the minimal integer $r_i$, with $1 \leq r_i \leq \sigma_i$, such that

\[
\prod_i h_i(L, B)^{r_i} = 0.
\]

4. Return $F = h_1^{r_1} \cdots h_s^{r_s}$.

We prove the correctness of Algorithm BC-generator in the next proof of Theorem C. Observe that by Remark 4 the condition $f(L, B) = 0$ is always satisfies for matrices whose entries are analytic functions.

Proof of Theorem C. By Theorem 2 we have $(f) \subset BC(L, B) \subset (h_1 \cdots h_s)$. Since $f(L, B) = 0$, there exist minimal integers $r_i$, with $1 \leq r_i \leq \sigma_i$ such that

\[
\prod_i h_i(L, B)^{r_i} = 0.
\]

Thus $F = h_1^{r_1} \cdots h_s^{r_s} \in BC(L, B)$ and $BC(L, B) = (F)$.

We can establish the isomorphism in (3), using the classical decomposition of the quotient

\[
C[L, B] \simeq \frac{C[\lambda, \mu]}{BC(L, B)} = \frac{C[\lambda, \mu]}{(h_1^{r_1} \cdots h_s^{r_s})},
\]

see for instance [2] pag. 7. \qed

7 The AKNS system

In 1974, Ablowitz, Kaup, Newell and Segur introduced in [1], a system of integrable nonlinear evolutionary equations called the AKNS system, whose stationary version is the nonlinear differential system

\[
\frac{1}{2}v_{xx} + w^2 u = 0,
\]

\[
\frac{1}{2}u_{xx} + vw^2 = 0,
\]

which can be regarded as the complexified nonlinear stationary Schödinger (nS) equation

\[
-\frac{i}{2}u_{xx} \pm i|u|^2 u = 0,
\]

for $v = \mp u^*$ and $u^*$ the complex conjugate of $u$. In [11], Gesztesy and Holden provide a matrix recursion for an integrable matrix hierarchy, called the AKNS
hierarchy, whose first non trivial member has equations \(51\) as integrability conditions. Its matrix presentation provides a pair of MODOs \(L, B\) in \(\mathcal{R}_2[\mathcal{D}]\) for matrix coefficients with entries in the differential field \(K = \mathbb{C}\langle u, v \rangle\), where \(u\) and \(v\) satisfy \(51\), see examples \(1\) and \(2\) of this section. Specifically, let \(L\) be the \(2 \times 2\) matrix

\[
L = i \begin{bmatrix} D & u \\ v & -D \end{bmatrix} = A_0 + A_1 D, \quad \text{with} \ A_0 = i \begin{bmatrix} 0 & u \\ v & 0 \end{bmatrix}, \quad A_1 = i \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \tag{53}
\]

Next consider the second order matrix differential operator

\[
B = i \begin{bmatrix} -2D^2 - uv & -2uD - u_x \\ -2vD - v_x & 2D^2 + uv \end{bmatrix} = B_0 + B_1 D + B_2 D^2, \tag{54}
\]

where

\[
B_0 = i \begin{bmatrix} -uv & -ux \\ -vx & uv \end{bmatrix}, \quad B_1 = i \begin{bmatrix} 0 & -2u \\ -2v & 0 \end{bmatrix}, \quad B_2 = i \begin{bmatrix} -2 & 0 \\ 0 & 2 \end{bmatrix}.
\]

This matrix \(B\) is matrix \(Q_2\) in [11], p. 180, for integration constants \(c_1 = 0\) and \(c_2 = 0\) and potentials \(p = v\) and \(q = -u\). The matrices \(53\) and \(54\) can be found in [31] as \(L_1\) and \(L_2\) respectively, and in that context, \(u\) and \(v\) are solutions to a complexified non-linear Schrödinger (NLS) system, so that below we will take \(v\) to be the complex conjugate of \(u\), denoted by \(u^*\),

\[
u'' + 2u^2v = 0, \quad v'' + 2v^2u = 0. \tag{55}
\]

In fact, it is easy to check that the commutator of these operators is the zero order operator

\[
[L, B] = \begin{bmatrix} 0 & -u'' - 2u^2v \\ v'' + 2v^2u & 0 \end{bmatrix}. \tag{56}
\]

which is the zero operator by \(55\).

Next we will study the spectral problem associated with the pair of operators \(L, B\). This is the coupled eigenvalue problem

\[
(L - \lambda I_2)Y = \overrightarrow{0}, \quad (B - \mu I_2)Y = \overrightarrow{0}. \tag{57}
\]

The \(\mathbb{BC}\)-ideal in this case is described by the following result.

**Theorem 4.** Let us consider commuting MODOs \(L\) and \(B\) in \(\mathcal{R}_2[\mathcal{D}]\), with \(L\) of order one and invertible leading coefficient. If \(B \notin C[L]\) and \(f(L, B) = 0\), then \(\mathbb{BC}(L, B) = (f)\), for \(f(\lambda, \mu) = Dres(L - \lambda, B - \mu)\).

**Proof.** In the case of matrix coefficients of size \(\ell = 2\), the polynomial \(f\) has degree 2 in \(\mu\), see Lemma \(2\). Hence the options are limited to:

1. By Theorem \(2\), if \(f\) is irreducible or has two different irreducible components then \(\mathbb{BC}(L, B) = (f)\).
2. If $f$ is the square of a polynomial of type $h = \mu - R(\lambda)$, then by Corollary 3, $BC(L, B) = (h)$ if and only if $B = R(L)$. Hence, for $B$ not a polynomial in $L$, we obtain $BC(L, B) = (f)$.

\[ \square \]

The classification of algebras $C[L, B]$ for MODOs of size $\ell = 2$ follows from Theorem $4$: If $f$ has one irreducible component then, by Theorem $3$, $C[L, B] \cong C[\lambda, \mu]/(f)$; If $f = h_1 \cdot h_2$, by Theorem C, then $C[L, B] \cong C[\lambda, \mu]/(h_1) \times C[\lambda, \mu]/(h_2)$.

The differential resultant $DRes(L - \lambda, B - \mu)$ is the determinant of the $2 \times 2$ matrix defined in (11) for $N_{\lambda}$,

\begin{align*}
N_{\lambda} &= -A_1^{-1}(A_0 - \lambda I_2) \\
M(L - \lambda, B - \mu) &= B_0 - \mu I_2 + B_1 N_\lambda + B_2 (N_\lambda^2 + N_\lambda') = \\
&= \begin{bmatrix}
-uvv + 2i\lambda^2 - \mu & u' + 2u\lambda \\
u' - 2v\lambda & uvv - 2i\lambda^2 - \mu
\end{bmatrix}.
\end{align*}

Moreover,

\[ f(\lambda, \mu) = DRes(L - \lambda, B - \mu) = \mu^2 + 4\lambda^4 + I_0 \lambda + I_1 \quad (61) \]

where the differential polynomials $I_0 = u^2v^2 + v'u'$ and $I_1 = -2iv'u' + 2iu'v$ are first integrals of the NLS equation (55), since

\[ I_0' = 2uu'v^2 + 2u^2v'v + v''u' + vu'' = 0, \quad I_1' = -2v'v'u + 2uu''v = 0. \]

Consequently, the polynomial (61) defines a plane algebraic curve $\Gamma$ in $C^2$, the spectral curve. Moreover, $f(L, B)$ is a MODO of zero order, equal to

\[ f(L, B) = \begin{bmatrix}
2v(2u^2v + u'') & 2(2u^2v + v'')' \\
-2(2v^2u + v'')' & 2u(2v^2u + v'')
\end{bmatrix}, \quad (62) \]

which is the zero operator by (55).

Next we will study the spectral problem associated with the pair of operators $L, B$ at a point $P = (\lambda_0, \mu_0)$. The spectral problem (57) has associated the plane algebraic curve defined by $f(\lambda, \mu) = Dres(L - \lambda, B - \mu)$. Let us consider a point $P$ on the curve $\Gamma$ with $\mu_0 \neq 0$ (i.e. a nonbranching point). In particular, $P$ is a non-singular point. Let $E$ be a Picard-Vessiot field for the system $DY = N_{\lambda_0}Y$. Let $V_{\lambda_0}$ be kernel of $L - \lambda_0$. It is a 2-dimensional $C$-vector space. If we consider the operator $B - \mu_0$ restricted to $V_{\lambda_0}$, we obtain

\[ (B - \mu_0)(\psi) = (B_0 - \mu_0 I)(\psi) + B_1 D(\psi) + B_2 D^2(\psi) = M(L - \lambda_0, B - \mu_0) \cdot \psi. \quad (63) \]
In addition, the matrix $M(L - \lambda_0, B - \mu_0)$ has zero determinant since $f(P) = 0$. Thus the linear map

$$
\xi : V_{\lambda_0} \rightarrow V_{\lambda_0}, \quad \xi(\psi) := M(L - \lambda_0, B - \mu_0) \cdot \psi,
$$

(64)

has a nontrivial kernel $\mathcal{L}_P$,

$$
\mathcal{L}_P = \{(\psi_1, \psi_2) : (-uv + 2i\lambda_0^2 - \mu_0) \psi_1 + (u' + 2u\lambda_0) \psi_2 = 0 \}.
$$

(65)

This kernel $\mathcal{L}_P$ defines the one dimensional $C$-linear space of the common solutions of the linear differential systems $LY = \lambda_0 Y$, $BY = \mu_0 Y$, and the rational function in the fraction field of $K[\lambda, \mu]/(f)$

$$
\phi(\lambda, \mu, u, v) = \frac{-uv + 2i\lambda^2 - \mu}{u' + 2u\lambda} \quad \text{satisfies} \quad \phi_P := \phi(P, u, v) = \frac{\psi_2}{\psi_1}
$$

(66)

as $(\lambda - \lambda_0, \mu - \mu_0)/(f)$ is a maximal ideal of the ring $K[\lambda, \mu]/(f)$. Moreover $\phi_P$ satisfies the Riccati-type equation $\phi'_P - u\phi^2_P - 2i\lambda_0\phi_P - v = 0$, since

$$
\phi' - u\phi^2 - 2i\lambda\phi - v = -u \cdot f(\lambda, \mu),
$$

in total agreement with [11], formula (3.62) with $p = v$ and $q = -u$.

**Example 1.** If we consider $K = \mathbb{C}(e^{2ix})$ and the NLS potentials $u(x) = e^{-2ix}$, $v(x) = 2e^{2ix}$, then

$$
L = i \begin{bmatrix} D & e^{-2ix} \\ 2e^{2ix} & -D \end{bmatrix}, \quad B = i \begin{bmatrix} -2D^2 - 2 & -2e^{-2ix}D + 2ie^{-2ix} \\ -4e^{2ix}D - 4ie^{2ix} & 2D^2 + 2 \end{bmatrix}.
$$

Consequently, the spectral curve is $f(\lambda, \mu) = \mu^2 + 4(\lambda + 1)^2(\lambda^2 - 2\lambda + 3) = 0$. Its branching points are obtained for $\lambda_0 = -1, 1 + i\sqrt{2}, 1 - i\sqrt{2}$. Observe that this curve is an irreducible singular curve. The algebra $C[L, B]$ is isomorphic to the domain $\frac{C[\lambda, \mu]}{f}$. The common solution of the coupled spectral problem (57) at a nonbranching point $P = (\lambda_0, \mu_0)$ is

$$
\Psi = \begin{pmatrix} 1 \\ \phi_P \end{pmatrix} \quad \text{with} \quad \phi_P = \frac{-2i + 2i\lambda_0^2 - \mu_0}{2 + 2\lambda_0} \cdot e^{2ix}.
$$

**Example 2.** Next consider $K = \mathbb{C}(x)$ and the NLS potentials $u(x) = x$ and $v(x) = 0$. Then $f(\lambda, \mu) = \mu^2 + 4\lambda^4$ and $\phi = \frac{-2i\lambda^2 - \mu}{i + 2i\lambda}$. Observe that in this case the branching point is $P = (0, 0)$.

We know that $f(L, B) = 0$ but one can easily check that none of the irreducible components of $f$, namely $h_1(\lambda, \mu) = \mu - 2i\lambda^2$ nor $h_2(\lambda, \mu) = \mu + 2i\lambda^2$ are BC polynomials for the pair $L, B$. The decomposition [3] in Theorem C gives the ring structure of $C[L, B] \cong C[\lambda, \mu]/(\mu^2 + 4\lambda^4)$ as the product of $C[\lambda, \mu]/(h_i)$. In other words, for a polynomial $g \in C[\lambda, \mu]$ we have

$$
g(L, B) = 0 \iff h_1 | g \quad \text{and} \quad h_2 | g.
$$
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Appendices

A Differential Algebra Complements

Let $\mathbb{N}$ be the set of positive integers including 0. For concepts in differential algebra we refer the reader to [36], [9], or [27].

A differential ring is a ring $R$ with a derivation $\partial$ on $R$. A differential ideal $I$ is an ideal of $R$ invariant under the derivation. A differential ring $R$ is called a simple differential ring if it has no proper non zero differential ideals. We denote by

$$\text{Const}(R) = \{ r \in R \mid \partial(r) = 0 \},$$

which is called the ring of constants of $R$. Assuming that $R$ is a differential domain, its field of fractions $Fr(R)$ is a differential field with extended derivation

$$\partial(f/g) = (\partial(f)g - f\partial(g))/g^2.$$

A differential field $(K, \partial)$ is a differential ring which is a field. Given $a \in K$ we denote $\partial(a)$ by $a'$. Note that $\text{Const}(K)$ is a field whenever $K$ is. We assume that $C := \text{Const}(K)$ has characteristic 0.

Let $\alpha$ be an algebraic element over $K$. The derivation $\partial$ of $K$ can be extended to $K(\alpha)$, the minimum field generated by $\alpha$ and $K$, with extended derivation

$$\partial(\alpha) = -\frac{P^{(d)}(\alpha)}{P'(\alpha)}, \quad (67)$$

where $P(T) \in K[T]$ is the minimal polynomial of $\alpha$, $P^{(d)}(T)$ denotes the polynomial obtained from $P(T)$ by derivating each one of its coefficients, and $P'(T)$ stands for the formal derivative of $P(T)$ with respect to the variable $T$. In particular, if $\alpha$ is algebraic over $C$ then $\alpha$ is a constant of $K$.

Moreover, we can extend the derivation $\partial$ of $K$ to an algebraic closure $\overline{K}^{alg}$ of $K$ using (67). Then, this algebraic closure has an algebraically closed field of constants, since

$$\text{Const}(\overline{K}^{alg}) = \overline{C}^{alg}. \quad (68)$$

See for instance [4], Corollary 3.3.1.
For an ordinary differential system of equations, the above algebraic theory can be applied as follows. Let us fix \( \ell \in \mathbb{N}, \ell \neq 0 \). The derivation \( \partial \) is extended to a derivation \( D \) in the ring \( M_\ell(K) \) of matrices with coefficients in \( K \), as follows. Given \( A = (a_{\alpha,\beta}) \in M_\ell(K) \) then \( D(A) := A' \), with \( A' = (a'_{\alpha,\beta}) \). Consider an ordinary differential system

\[
DY = AY, \quad \text{with } A \in M_\ell(K),
\]

and \( Y = (y_1, \ldots, y_\ell)^t, \ D Y = (y'_1, \ldots, y'_\ell)^t \).

Let \( R \) be a differential ring containing the differential field \( K \) and having \( C \) as its field of constants. A matrix \( \Phi \in M_\ell(R) \) is called a fundamental matrix for the equation (69) if \( \Phi \) is invertible and the equality \( D\Phi = A\Phi \) holds. Furthermore, if \( \Phi \) and \( \Psi \) are both fundamental matrices, then, applying the derivation, we obtain that \( \Delta = \Phi^{-1}\Psi \) is a constant matrix. Consequently, \( \Phi = \Psi\Delta \) for a matrix \( \Delta \in M_\ell(C) \).

The following definition establishes the necessary requirements so that a differential field contains the solutions of the given differential system, and that it is the smallest differential field with this property keeping the field of constants fixed.

**Definition 4.** A Picard-Vessiot ring over \( K \) for the equation (69), is a differential ring \( R \) over \( K \) satisfying:

1. \( R \) is a simple differential ring.

2. There exists a fundamental matrix \( \Psi \) for (69) with coefficients in \( R \), i.e., the matrix \( \Psi \in GL_\ell(R) \) satisfies \( \Psi' = A\Psi \).

3. \( R \) is generated as a ring by \( K \), the entries of a fundamental matrix \( \Psi \) and the inverse of the determinant of \( \Psi \).

Its fraction field \( \Sigma \) is called the **Picard-Vessiot field** of this differential system.

**Remark 5.** Observe that any Picard-Vessiot ring \( R \) for the equation (69) is a domain, since \( R \) has no proper maximal differential ideals. See [32], Proposition 1.20. Moreover, assuming that the field of constants \( C \) is algebraically closed, a classical theory (Picard-Vessiot Theory) guarantees the existence and uniqueness of the Picard-Vessiot field for the equation (69). See [32], Proposition 1.22.

In this work we apply the previous considerations to the following framework.

Let \( \lambda \) and \( \mu \) be algebraic variables with respect to \( \partial \). Thus \( \partial \lambda = 0 \) and \( \partial \mu = 0 \). The derivation \( \partial \) of \( K \) can be extended to the polynomial ring \( K[\lambda, \mu] \), and then \( (K[\lambda, \mu], \partial) \) is a differential ring whose ring of constants is \( (C[\lambda, \mu], \partial) \).

We define \( \mathcal{F} \) to be the differential field \( \mathcal{F} = Fr(K[\lambda, \mu]) = K(\lambda, \mu) \) and \( \overline{\mathcal{F}} \) an algebraic closure of \( \mathcal{F} \). By formula (68) applied to the differential field \( \mathcal{F} \), the field of constants of \( \overline{\mathcal{F}} \) is algebraically closed and equal to

\[
\mathcal{C} \,:= \overline{\text{Const}(\mathcal{F})}^{\text{alg}}.
\]
Given a differential operator $L$ in $M_\ell(K)\langle D \rangle$, we consider the spectral problem

$$LY = \lambda Y, \quad Y = (y_1, \ldots, y_\ell)^t.$$

This spectral problem can be studied for $L = A_0 + A_1 D$, assuming that $A_1$ is invertible. Let $N_\lambda$ be the matrix $N_\lambda = -A_1^{-1}(A_0 - I_\ell \lambda)$ in $M_\ell(K[\lambda, \mu])$, and consider the differential system

$$DY = N_\lambda Y \quad \text{with} \quad N_\lambda \in M_\ell(\mathcal{F}). \quad (71)$$

Let $\mathcal{E}$ be a Picard-Vessiot extension of $\mathcal{F}$ with field of constants $\mathcal{C}$, for the differential system (71), see Remark 5. Then, there exits a fundamental matrix $\Psi$ such that

$$D\Psi = N_\lambda \Psi \quad \text{with} \quad \Psi \in M_\ell(\mathcal{E}). \quad (72)$$

Furthermore, the polynomial ring $C[\lambda, \mu]$ can be recovered from $\mathcal{C}$ as read in formula (73).

**Lemma 6.** The polynomial ring $C[\lambda, \mu]$ equals

$$C[\lambda, \mu] = K[\lambda, \mu] \cap \mathcal{C}. \quad (73)$$

**Proof.** Obviously we have $C[\lambda, \mu] \subset K[\lambda, \mu] \cap \mathcal{C}$. But the converse is also true since the ring of constants of $K[\lambda, \mu]$ is $C[\lambda, \mu]$. Consequently we obtain the required equality. \qed
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