Blow-up patterns for a reaction-diffusion equation with weighted reaction in general dimension
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Abstract

We classify all the blow-up solutions in self-similar form to the following reaction-diffusion equation
\[ \partial_t u = \Delta u^m + |x|^\sigma u^p, \]
posed for \((x, t) \in \mathbb{R}^N \times (0, T)\), with \(m > 1, 1 \leq p < m\) and \(-2(p-1)/(m-1) < \sigma < \infty\). We prove that there are several types of self-similar solutions with respect to the local behavior near the origin, and their existence depends on the magnitude of \(\sigma\). In particular, these solutions have different blow-up sets and rates: some of them have \(x = 0\) as a blow-up point, some other only blow up at (space) infinity. We thus emphasize on the effect of the weight on the specific form of the blow-up patterns of the equation. The present study generalizes previous works by the authors limited to dimension \(N = 1\) and \(\sigma > 0\).
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1 Introduction

The goal of this paper is to complete the picture of the solutions in self-similar form to the following quasilinear reaction-diffusion equation
\[ u_t = \Delta u^m + |x|^\sigma u^p, \]
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posed for \((x, t) \in \mathbb{R}^N \times (0, T)\) for some \(T > 0\) and with the following conditions on the exponents \(m, p\) and \(\sigma\)

\[
m > 1, \quad 1 \leq p < m, \quad -\frac{2(p-1)}{m-1} < \sigma < \infty,
\]

(1.2)

which in particular includes the whole range \(\sigma \geq 0\) but also some values of \(\sigma < 0\). With respect to the dimension \(N\), our main focus will be on \(N \geq 2\), since the case \(N = 1\) has been considered for \(\sigma > 0\) in a previous work \[34\]. However, we will also study the case of dimension \(N = 1\) linked to negative values of \(\sigma\), restricted in this case to the range \(-1 < \sigma < 0\) in order to satisfy the usual condition \(N + \sigma > 0\). In the range of exponents (1.2), we consider self-similar solutions which present finite time blow-up, meaning that there exists a finite time \(T \in (0, \infty)\) such that the solution \(u(t) \in L^\infty(\mathbb{R}^N)\) for any \(t \in (0, T)\), but \(u\) becomes unbounded at time \(T\). This time \(T\) is called the blow-up time of \(u\). Here and in the sequel we use the standard notation \(u(t)\) for the application \(x \mapsto u(x, t)\) for a fixed \(t > 0\). Our interest will be focused on those properties of the solutions related to the blow-up and depending strongly on the weight and the magnitude of \(\sigma\).

Reaction-diffusion equations such as Eq. (1.1) but without a weight at the reaction term are rather well studied by now, a lot of information being available in monographs such as \[46\] for the semilinear case \(m = 1\) and \(p > 1\) and \[47, Chapter 4\] for \(m > 1\) and \(p > 1\) including all the relative positions of \(m\) and \(p\). In particular, it is shown that for \(\sigma = 0\) all the solutions to Eq. (1.1) blow up in finite time for \(1 < p < m\) but not also for \(p = 1\), which is a trivial limit case where solutions present exponential grow-up as \(t \to \infty\) but are all global. A deeper study of self-similar solutions to Eq. (1.1) with \(\sigma = 0\) is performed in \[47, Chapter 4\], where existence and some properties of such solutions are established, while some further functional properties in higher space dimensions are given in \[13, 14\], see also references therein.

Considering a weight on the reaction term came as a natural step forward once the theory in the spatially homogeneous case was developing with a fast pace. Some nowadays classical papers concerning the semilinear case \(m = 1\) of Eq. (1.1) jointly with weighted reaction terms are, for example, \[39\] concerning the \(\omega\)-limit sets of solutions and \[6, 4, 43, 44\] where finite time blow-up is considered and the life-span of solutions is studied in dependence on their initial condition and the weight. Andreucci and DiBenedetto study in the long but deep paper \[1\] the local well-posedness, initial traces and regularity of local solutions to equations such as (1.1) but with weight \((1 + |x|)^\sigma\) for a very general range of exponents \(m \geq 1, p > 1\) and \(\sigma \in \mathbb{R}\), thus including both bounded and unbounded weights. Results related to properties of the exponents \(m, p, \sigma\) and of the initial condition \(u_0(x)\) for the solutions to blow up in finite time or to exist globally in time are given for Eq. (1.1) with \(m > 1\) in \[45, 49\], the former establishing the Fujita-type exponent, while the existence of global (in time) solutions for \(p > m\) sufficiently large is obtained in form of forward self-similar solutions. Moreover, \[49\] also analyzes the interval of existence of solutions to the Cauchy problem with respect to the decay rate of \(u_0(x)\) as \(|x| \to \infty\), proving that for \(p\) sufficiently large, “fat tails” lead to finite time blow-up, while rapidly decaying initial conditions give solutions that exist globally in time. We also quote in this paragraph the paper \[2\] where a blow-up rate of solutions is given, and works such as \[11, 20, 3, 15\] where the case of localized, compactly supported weights is considered and quite complete results, including blow-up sets, rates and asymptotic convergence are obtained.

The presence of a spatially dependent coefficient in Eq. (1.1) produces a second competition in the mechanism of the equation, apart from the already existing one between the diffusion and the reaction effects: it is a competition between the dynamics of the equation near \(x = 0\) (where
formally the weight is very small, tending to zero) and the dynamics of it for large values of \(|x|\),
where the weight becomes very strong. Thus, a very interesting question related to these models
of equations such as Eq. (1.1) is related to the blow-up set, which can be influenced strongly by
the strength of the weighted part. For the semilinear case \(m = 1\) and in bounded domains, this
question has been considered in a series of papers [23, 24, 25, 26] where some conditions for the
blow-up to occur at \(x = 0\) (and more general at the zeros of a generic weight \(V(x)\)) are given.
As a by-product of our analysis, we also give an answer to this question for Eq. (1.1) by showing
that both blowing up or not at \(x = 0\) is possible and it depends strongly on the magnitude of \(\sigma\).

Another natural problem is to consider a weight which is unbounded at \(x = 0\) instead of
as \(|x| \to \infty\). This is usually called a singular potential and its interest stems, in mathematics,
from a number of functional inequalities that lead to properties of the solutions, such as, for
example, the Hardy inequality. This has been exploited by Baras and Goldstein in their classical
work [3], generalized later in [9], to show that letting \(m = p = 1\) and \(\sigma = -2\) produces a
very interesting and unexpected balance between existence and non-existence (explained as an
instantaneous complete blow-up) of the solutions. Later on, singular potentials were considered
in a number of different equations and models, such as for example fast diffusion \(0 < m < 1\) in
[20, 21] and doubly nonlinear diffusion in [37]. Recently, the functional analysis of solutions to
the semilinear problem with singular potential \(|x|^\sigma\) with \(-2 < \sigma < 0\) became fashionable, with
a number of works studying this problem, see for example [8, 7, 11, 12, 50, 27]. Similarity solutions
and behavior near blow-up for general solutions were addressed by Filippas and Tertikas [17] in
the semilinear case \(m = 1\) with \(\sigma > -2\). Their analysis has been completed very recently by
Mukai and Seki [40] with a study of the so-called Type II blow-up for \(p\) sufficiently large.

The present paper extends, on the one hand, to dimension \(N \geq 2\), in the range \(\sigma \geq 0\), previous
results by two of the authors [32, 34] concerning the classification of self-similar solutions to Eq.
(1.1). This generalization, as we shall see, introduces rather tough technical challenges, since
some techniques used in dimension \(N = 1\) do no longer apply for \(N \geq 2\) and some previous
results for \(\sigma = 0\) were no longer available in higher space dimension. This led us to consider new
and rather difficult geometric barriers for the flow in the dynamical system, as seen in Sections
5 and 6 below. On the other hand, we have noticed that a natural limit for \(\sigma\) for many technical
steps to hold true is not \(\sigma = 0\) but \(\sigma = -2\), and thus we extend our analysis and classification to
the whole range \(\sigma > -2\). However, some differences in the form and local behavior of a part of
the profiles appear also when passing through \(\sigma = 0\). The results obtained here for \(\sigma = -2\) also
complete the remaining ranges after previous works by two of the authors such as [30], where the
opposite range for \(\sigma\), namely \(-2 < \sigma < -2(p-1)/(m-1)\), is analyzed and it is proved that finite
time blow-up should not occur in this range, or the short note [33] for \(\sigma = -2, p = m\) where an
interesting phenomenon of blow-up only at \(x = 0\) but with suitable integrability properties has
been evidenced.

It is now the moment to explain with more rigor our main results and techniques.

**Main results.** As previously explained, we are looking for self-similar solutions to (1.1) present-
ing finite time blow-up, that is, in backward form

\[
    u(x,t) = (T-t)^{-\alpha} f(\xi), \quad \xi = |x|(T-t)^{\beta},
\]

(1.3)

where the exponents \(\alpha, \beta\) and the profiles \(f\) are to be determined. Inserting the ansatz (1.3) into
Eq. (1.1), we readily obtain that the self-similarity exponents are both explicit and positive

\[
    \alpha = \frac{\sigma + 2}{\sigma(m - 1) + 2(p - 1)}, \quad \beta = \frac{m - p}{\sigma(m - 1) + 2(p - 1)},
\]

(1.4)
while the profiles \( f(\xi) \) solve the following differential equation

\[
(f^m)'(\xi) + \frac{N-1}{\xi}(f^m)'(\xi) - \alpha f(\xi) + \beta \xi f'(\xi) + \xi^\sigma f(\xi)^p = 0, \quad \xi \in [0, \infty). \tag{1.5}
\]

This differential equation will be our main object of study in the present work. Similarly as in the one-dimensional case \[34\], we introduce our concept of profile we are looking for in the next Definition 1.1.

We say that a solution \( f \) to (1.5) is a good profile if it fulfills one of the following two properties related to its behavior at \( \xi = 0 \):

\begin{enumerate}
  \item[(H1)] \( f(0) = a > 0 \) if \( N \geq 2 \) or \( f(0) = a > 0 \) and \( f'(0) = 0 \) if \( N = 1 \).
  \item[(H2)] \( f'(0) = 0 \), \( (f^m)'(0) = 0 \).
\end{enumerate}

A good profile \( f \) is called a good profile with interface at some point \( \eta \in (0, \infty) \) if

\[
f(\eta) = 0, \quad (f^m)'(\eta) = 0, \quad f > 0 \text{ on } (\eta - \delta, \eta), \quad \text{for some } \delta > 0.
\]

Our first result is an existence theorem in which we do not make any difference between the local behavior of profiles.

**Theorem 1.2.** Let \( m, p \) and \( \sigma \) be as in (1.2). Then there exists at least one good profile with interface to Eq. (1.1), according to Definition 1.1.

However, the most interesting part of the analysis is, in our opinion, the classification of the good self-similar profiles with interface (and thus of the self-similar solutions to Eq. (1.1) according to (1.3)) with respect to their local behavior as \( \xi \to 0 \). An outcome of the analysis in this work will give that there are exactly three possible local behaviors of the good profiles according to their behaviors at \( \xi = 0 \), namely

- Profiles with positive value at \( \xi = 0 \), that is \( f(0) > 0 \) and

\[
f(\xi) \sim \begin{cases} 
K + \frac{\alpha(m-1)}{2mN} \xi^2 \frac{1}{m-1}, & \text{if } \sigma > 0, \\
K + (m-1)(\alpha-Km^{p-1}+1)(m-1) \xi^2 \frac{1}{m-1}, & \text{if } \sigma = 0, \\
K - \frac{m-p}{m(mN+\sigma)(\sigma+2)} \xi^{\sigma+2} \frac{1}{m-p}, & \text{if } \sigma < 0
\end{cases} \tag{1.6}
\]

as \( \xi \to 0 \), where \( K > 0 \) is an arbitrary constant.

- Profiles with \( f(0) = 0 \) and local behavior given in a first order approximation by

\[
f(\xi) \sim \frac{m-1}{2m(mN-N+2)} \frac{1}{(m-1)} \xi^{2/(m-1)} \tag{1.7}
\]

as \( \xi \to 0 \).

- Profiles with \( f(0) = 0 \) and local behavior given in a first order approximation by

\[
f(\xi) \sim K \xi^{(\sigma+2)/(m-p)} \tag{1.8}
\]

as \( \xi \to 0 \), where \( K > 0 \) is an arbitrary constant.
Let us remark at this point that there is a qualitative difference between the profiles with positive value \( f(0) > 0 \). Indeed, for \( \sigma > 0 \) all these profiles start increasingly in a right neighborhood of \( \xi = 0 \) (a fact similar to the case \( N = 1 \) in \[34\]), for \( \sigma < 0 \) the profiles start in a decreasing way in a right neighborhood of \( \xi = 0 \), while in the limiting case \( \sigma = 0 \) (also noticed in \[47, \text{Chapter 4}\]) there exists a constant solution \( f(\xi) = \frac{\alpha}{p-1} = K^* \) and the profiles might start either in an increasing way or in a decreasing way according to whether \( f(0) > K^* \) (decreasing) or \( f(0) < K^* \) (increasing).

It is immediate to check that profiles with local behavior \((1.7)\) and \((1.8)\) satisfy assumption \((H2)\) in Definition \(1.1\), provided \((1.2)\) holds true. The natural question that arises in view of Theorem \(1.2\) and the previous list of local behaviors is to classify the good profiles with interface with respect to their local behavior at the origin. This is where the magnitude of \( \sigma \) comes into play. More precisely, we have the following classification:

**Theorem 1.3.** Let \( m, p \) and \( \sigma \) be as in \((1.2)\). We then have

1. There exists \( \sigma_0 > 0 \) such that if
   \[
   -\frac{2(p - 1)}{m - 1} < \sigma < \sigma_0,
   \]
   all the good profiles with interface to Eq. \((1.5)\) present the local behavior \((1.6)\) as \( \xi \to 0 \).

2. There exists \( \sigma_1 > \sigma_0 \) sufficiently large such that if \( \sigma \in (\sigma_1, +\infty) \), all the good profiles with interface to Eq. \((1.5)\) present the local behavior \((1.8)\) as \( \xi \to 0 \).

3. There exists at least one \( \sigma^* \in [\sigma_0, \sigma_1] \) such that, for \( \sigma = \sigma^* \), there exists a good profile with interface to Eq. \((1.5)\) presenting the local behavior \((1.7)\) as \( \xi \to 0 \).

We leave here as a conjecture that in fact \( \sigma_0 = \sigma_1 = \sigma^* \), hence the uniqueness of the value of \( \sigma \) for which the behavior \((1.7)\) is taken. Both intuition and numerical evidence suggest that this is true, and there is thus a continuous process of change of the geometric form of the profiles as \( \sigma \) increases. However, in order to prove this conjecture rigorously, some monotonicity properties of the dynamics of the equation \((1.5)\) with respect to \( \sigma \) are needed, and proving such monotonicity is usually a very difficult problem when one deals with self-similar solutions in backward form. We leave below some comments and remarks related to the classification.

**Blow-up sets.** A very important influence of the classification given in Theorem \(1.3\) appears in relation to the blow-up sets of the self-similar solutions \((1.3)\) with good profiles \( f(\xi) \) as in Theorem \(1.3\). We recall below the definition of the blow-up set adapted from \[46, \text{Section 24}\]: for any solution \( u \) to Eq. \((1.1)\) with finite blow-up time \( T \in (0, \infty) \), the blow-up set of \( u \) is defined as

\[
B(u) = \{ x \in \mathbb{R}^N : \exists (x_k, t_k) \in \mathbb{R}^N \times (0, T), \ t_k \to T, \ x_k \to x, \ \text{and} \ |u(x_k, t_k)| \to \infty, \ \text{as} \ k \to \infty \}.
\]

On the one hand, we readily notice that for either a good profile with local behavior \((1.6)\), or for a good profile with local behavior \((1.7)\) as \( \xi \to 0 \), the blow-up set is the whole space \( \mathbb{R}^N \). Indeed, we infer from \((1.3)\) that either

\[
u(x, t) = (T - t)^{-\alpha} f(|x|(T - t)^{\beta}) \sim a(T - t)^{-\alpha}, \ \text{as} \ t \to T,\]
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for self-similar solutions with good profiles presenting the local behavior at the origin given by (1.6) with $a = K^{1/(m-1)}$ if $\sigma \geq 0$ or $a = K^{1/(m-p)}$ if $\sigma < 0$, or
\[ u(x, t) \sim C(T - t)^{-\alpha + 2\beta/(m-1)}|x|^{2/(m-1)} = C(T - t)^{-1/(m-1)}|x|^{2/(m-1)}, \text{ as } t \to T, \] (1.11)
for self-similar solutions with good profiles presenting the local behavior at the origin given by (1.7). It is obvious from (1.10), (1.11) and the definition (1.9) that in both cases the blow-up set is the whole space, but the blow-up rate over fixed compact sets is different in the two cases. On the other hand, for self-similar solutions whose profiles behave locally as in (1.8) as $\xi \to 0$, a sharp difference appears: indeed, for any $x \in \mathbb{R}^N$ fixed, we find
\[ u(x, t) \sim C(T - t)^{-\alpha + (\sigma + 2)/m - 2} \text{ for } m - 2 < \sigma, \]
hence these solutions remain bounded forever at any finite point. However, finite time blow-up still occurs at $t = T$ but only on curves $x(t)$ depending on $t$ such that $x(t) \to \infty$ as $t \to T$. This phenomenon is known in literature as blow-up at (space) infinity, see also [38, 18, 19] for other examples when it occurs in the semilinear case. Let us thus end this discussion by stressing here that in particular the origin can be a blow-up point for a solution to Eq. (1.1) or not, and this depends on how large is $\sigma$, giving thus a partial answer to the question discussed in this introduction.

**Remark.** The results in this paper generalize, on the one hand, the ones obtained in [32, 34] in the one-dimensional case for $\sigma > 0$, proving a similar classification for the profiles. For the admitted range of negative values of $\sigma$ according to (1.2), our analysis shows that there is a single type of good profiles with interface, that will be decreasing with respect to $\xi$ and thus completing the outcome of the recent paper [30] with the complementary range of negative $\sigma$, that is, when the important constant
\[ L := \sigma(m - 1) + 2(p - 1) \] (1.12)
is positive. We show that in this case finite time blow-up may occur when $L > 0$, while this is not true for $L < 0$ as shown in [30]. Finally, we also provide an alternative and independent proof of the existence of a self-similar solution for the homogeneous case $\sigma = 0$, established in [47, Chapter 4].

**Organization of the paper.** The main tool of this work is a phase-space analysis applied to a quadratic dynamical system of three equations into which (1.5) is mapped through a change of variable that is introduced in Section 2. The critical points in the phase space will be classified in Section 2 for the finite part of the space, respectively Section 3 for the infinity of the phase space. Once the local analysis has been understood, it is time for the global analysis of the connections in the phase space, which will cover the rest of the work. In a first step, the proof of the existence Theorem 1.2 is performed in Section 4 using a strategy of backward shooting from the interface point but which in this case will be technically different from the analogous result in [34]: in the latter, an analysis directly in terms of profiles and using arguments of continuity near $x = 0$ was used, while in the present paper, such arguments are no longer valid at least for exponents $\sigma < 0$ where continuity with respect to $\sigma$ cannot be used anymore. Thus, all the proofs in this paper are performed at the level of the quadratic dynamical system, where the possible singularity at $x = 0$ is removed, and this also allows us to have an independent proof also for $\sigma = 0$ of the previous results in the book [47]. The proof of Theorem 1.3 is split into Section 5 and Section 6 in both being used geometric arguments such as barriers for the flow of the dynamical system in forms of
planes or surfaces, but generating very different invariant regions according to whether \( \sigma \) is small or large. Notice here that the proofs in these sections strongly depart from their analogous results in dimension \( N = 1 \) and \( \sigma > 0 \), and are far more involved technically. We end this presentation by stressing that the fact that for \( \sigma \) large there exist only good profiles with behavior as \( \xi \to 0 \) given by (1.8) is novel also in dimension \( N = 1 \), as we were not able to prove it in the dedicated paper [34] with the tools developed therein.

2 The phase space. Local analysis of the finite critical points

As explained in the Introduction, we focus on the differential equation (1.5) satisfied by the self-similar profiles \( f(\xi) \). Since this equation is non-autonomous and not easy to study by direct methods, we employ a phase space analysis. More precisely, we introduce the following change of variables also used in previous works such as [32, 30]

\[
X(\eta) = \frac{m}{\alpha} \xi^{-2} f(\xi)^{m-1}, \quad Y(\eta) = \frac{m}{\alpha} \xi^{-1} f(\xi)^{m-2} f'(\xi), \quad Z(\eta) = \frac{1}{\alpha} \xi^{\sigma} f(\xi)^{p-1},
\]

(2.1)

with a new independent variable \( \eta \) defined implicitly in terms of \( \xi \) as

\[
\eta(\xi) = \frac{\alpha}{m} \int_0^\xi \zeta f(\zeta)^{1-m} \, d\zeta.
\]

(2.2)

By expressing \( f'(\xi) \) in terms of \( Y \) from the second equation in (2.1) and then performing some direct calculations, we find that Eq. (1.5) is mapped by (2.1) into the following three-dimensional dynamical system:

\[
\begin{align*}
\dot{X} &= X[(m-1)Y - 2X], \\
\dot{Y} &= -Y^2 - \frac{\beta}{\alpha} Y + X - NXY - XZ, \\
\dot{Z} &= Z[(p-1)Y + \sigma X].
\end{align*}
\]

(2.3)

Let us first observe that the planes \( \{X = 0\} \) and \( \{Z = 0\} \) are invariant for the system (2.3) and also infer from (2.1) that \( X \geq 0, \ Z \geq 0 \). Assume now that \( p > 1 \) (the limit case \( p = 1 \) being very similar and treated at the end of the current section). The critical points in the finite part of the phase space associated to the system (2.3) are then

\[ P_0 = (0, 0, 0), \quad P_1 = \left(0, -\frac{\beta}{\alpha}, 0\right), \quad P_2 = (X(P_2), Y(P_2), 0) \quad \text{and} \quad P_\gamma = (0, 0, \gamma), \]

for any \( \gamma > 0 \), where

\[
X(P_2) = \frac{m-1}{2\alpha(mN - N + 2)}, \quad Y(P_2) = \frac{1}{\alpha(mN - N + 2)}.
\]

(2.4)

Let us remark at this point that \( Y(P_2) < 1/N \), since

\[
\frac{1}{N} - Y(P_2) = \frac{2(N(m-p) + \sigma + 2)}{N(\sigma + 2)(mN - N + 2)} > 0.
\]

(2.5)

We next analyze the flow of the system (2.3) near these critical points.
Lemma 2.1 (Local analysis near $P_0$). In a neighborhood of the critical point $P_0$ the system (2.3) has a one-dimensional stable manifold and a two-dimensional center manifold. The connections tangent to the center manifold go out of $P_0$ and contain profiles with the local behavior (1.8) as $\xi \to 0$.

Proof. The linearization of the system (2.3) near $P_0$ has the matrix

$$M(P_0) = \begin{pmatrix} 0 & 0 & 0 \\ 1 & -\frac{\beta}{\alpha} & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

with one negative eigenvalue and a two-dimensional center manifold. We introduce a new change of variable by setting $U = \left(\frac{\beta}{\alpha}\right)Y - X$ in order to replace the variable $Y$ and get a canonical form:

$$\begin{align*}
\dot{X} &= \frac{1}{\beta}X^2 + \frac{(m-1)\alpha}{\beta}XU, \\
\dot{U} &= -\frac{\beta}{\alpha}U - \frac{\alpha(m+1)N\beta}{\beta}XU - \frac{(N-2)\beta + ma}{\beta}X^2, \\
\dot{Z} &= \frac{1}{\beta}XZ + \frac{\alpha(p-1)}{\beta}ZU.
\end{align*}$$

(2.6)

According to [10, Theorem 3, Section 2.5], we look for a center manifold in form of a surface whose first order Taylor approximation has the form

$$U = h(X, Z) = aX^2 + bXZ + cZ^2 + O(|(X, Z)|^3),$$

with $a$, $b$ and $c$ coefficients to be determined later. By replacing this expression into the equation of the center manifold given in [42, Theorem 1, Section 2.12] and identifying the similar quadratic terms, we find the expansion of the center manifold near $P_0$ as

$$h(X, Z) = -\frac{\alpha}{\beta^2}[(N-2)\beta + om]X^2 - XZ + XO(|(X, Z)|^2),$$

(2.7)

where the fact that the higher order terms are all multiples of $X$ follows from an easy argument by induction based on the non-appearance of pure powers of $Z$ alone in the vector field of the system (2.3). We omit these straightforward but rather long calculations, more details are given in [34, Section 2]. By replacing next $U$ by $h(X, Z)$ in the first and third equation of the system (2.6), we infer from the same theoretical result [42, Theorem 1, Section 2.12] that the flow on the center manifold is given by the reduced system

$$\begin{align*}
\dot{X} &= \frac{1}{\beta}X^2 + X^2O(|(X, Z)|), \\
\dot{Z} &= \frac{1}{\beta}XZ + XO(|(X, Z)|^2),
\end{align*}$$

(2.8)

in a neighborhood of its origin $(X, Z) = (0, 0)$. It thus follows that the orbits on the center manifold go out of the point $P_0$. The local behavior of the profiles contained in these orbits is deduced by direct integration of the system (2.8), leading to $Z \sim KX$ in a first approximation for any free constant $K > 0$ and then to (1.8) by replacing $Z$ and $X$ with their definitions in (2.1). Since $X \to 0$ at $P_0$, we get that

$$X(\xi) = \frac{m}{\alpha} \xi^{-2}f(\xi)^{m-1} \sim \xi^{-2+(m-1)(\sigma+2)/(m-p)} = \xi^{\sigma(m-1)+2(p-1)/(m-p)} \to 0,$$

thus the behavior (1.8) is taken as $\xi \to 0$ owing to the fact that $\sigma(m-1) + 2(p-1) > 0$ in our range (1.2). Finally, the one-dimensional stable manifold of $P_0$ is contained in the $Y$ axis, as
indicated by the eigenvector $e_2 = (0, 1, 0)$ corresponding to the eigenvalue $-\beta/\alpha$ of the matrix $M(P_0)$ and by the uniqueness of the stable manifold [22, Theorem 3.2.1], and no profiles are contained in it. □

It is now the turn for the point $P_1$, which will codify the interface behavior.

**Lemma 2.2** (Local analysis near $P_1$). The system (2.3) in a neighborhood of $P_1$ has a two-dimensional stable manifold and a one-dimensional unstable manifold. The orbits entering $P_1$ on the two-dimensional manifold correspond to an interface at a point $\xi_0 \in (0, \infty)$, with the more precise local behavior

$$f(\xi) \sim \left[C - \frac{\beta(m-1)}{2m} \xi^2\right]^{1/(m-1)}_+, \quad \text{as } \xi \to \xi_0 = \sqrt{\frac{2mC}{\beta(m-1)}}, \xi < \xi_0, \quad (2.9)$$

where $C > 0$ is a free constant.

**Proof.** The linearization of the system (2.3) in a neighborhood of $P_1$ has the matrix

$$M(P_1) = \begin{pmatrix}
-\frac{(m-1)\beta}{\alpha} & 0 & 0 \\
1 + \frac{N\beta}{\alpha} & \frac{\beta}{\alpha} & 0 \\
0 & 0 & -\frac{(p-1)\beta}{\alpha}
\end{pmatrix}$$

thus the two-dimensional stable manifold and the one-dimensional unstable manifold are obvious.

The local behavior near $P_1$ is given by the fact that $Y \to -\beta/\alpha$ on the orbits entering $P_1$, together with the fact that $X \to 0$ and $Z \to 0$. If this behavior would be taken as $\xi \to \infty$, since $Y(\xi) = m\xi^{-1}(f(\xi)^{m-1})'(\xi)/(m-1)$, the fact that

$$\xi X'(\xi) = -2X(\xi) + (m-1)Y(\xi)$$

together with an application of [28, Lemma 2.9] for the function $X(\xi)$ would imply that there exists a sequence $\xi_k \to \infty$ such that $(m-1)Y(\xi_k) \to 0$, which is a contradiction. We thus deduce that the local behavior is taken, in terms of profiles, as $\xi \to \xi_0 \in (0, \infty)$ from the left, which gives first that $f(\xi_0) = 0$ and then

$$(f^{m-1})'(\xi) \sim \frac{\beta(m-1)\xi}{m}, \quad \text{as } \xi \to \xi_0,$$

whence the local behavior given by (2.9) follows by integration on a generic interval $(\xi, \xi_0)$.

We now turn our attention to the next critical point $P_2$.

**Lemma 2.3** (Local analysis near $P_2$). The system (2.3) in a neighborhood of the critical point $P_2$ has a two-dimensional stable manifold and a one-dimensional unstable manifold. The stable manifold is included in the plane $\{Z = 0\}$. There exists a unique orbit going out of $P_2$, which contains profiles with local behavior given by (1.7) as $\xi \to 0$.

**Proof.** Setting

$$\varphi := \alpha(mN - N + 2),$$
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we compute the matrix of the linearization of the system (2.3) near $P_2$ as follows

$$M(P_2) = \frac{1}{\varphi} \begin{pmatrix} -(m-1) & \frac{(m-1)^2}{2} & 0 \\ \varphi - N & -\frac{\beta \varphi}{\alpha} - \frac{mN-N+4}{2} & \sigma(m-1) + 2(p-1) \\ 0 & 0 & \sigma(m-1) + 2(p-1) \end{pmatrix}$$

with eigenvalues $\lambda_1, \lambda_2$ and

$$\lambda_3 = \frac{2(p-1) + \sigma(m-1)}{\varphi} > 0, \quad \text{for } \sigma > \frac{2(p-1)}{m-1}.$$ 

Since $M(P_2)$ is a block matrix, by standard linear algebra results related to the trace and the determinant we have

$$\lambda_1 + \lambda_2 < 0, \quad \lambda_1 \lambda_2 = \frac{m-1}{2\alpha \varphi} > 0,$$

hence either $\lambda_1 < 0$ and $\lambda_2 < 0$ or $\lambda_1, \lambda_2$ are conjugated complex numbers with negative real parts. Moreover, the eigenvectors $e_1$ and $e_2$ of $M(P_2)$ corresponding to these eigenvalues have zero $Z$-component, thus the critical point $P_2$ is a local stable node or stable focus inside the invariant plane $\{Z = 0\}$. Since $\lambda_3 > 0$, there exists a unique orbit going out of $P_2$ towards the interior of the phase space, tangent to the eigenvector $e_3$ corresponding to the eigenvalue $\lambda_3$, whose components are

$$X(\sigma) = -(m-1)^3 < 0, \quad Y(\sigma) = -(m-1)[(\sigma + 2)(m-1) + 2(p-1)] < 0, \quad Z(\sigma) = (\sigma + 2)^2(m-1)^2 + (\sigma + 2)[(N-2)(m-1)^2 + 4p(m-1)] + 2N(m-1)^2 + 4(p-1)^2 - 4(m-2)(p-1) > 0.$$ 

(2.10)

We thus deduce that the orbit going out of $P_2$ starts in a small neighborhood of the point decreasingly in $X$ and $Y$ and (of course) increasingly in $Z$. Moreover, this orbit contains profiles such that, in a first approximation, $X(\xi) \sim X(P_2)$, which readily leads to (1.7). Since $Z(\xi) = \frac{1}{\alpha} \xi^\sigma f(\xi)^{p-1} \sim K\xi^{(\sigma(m-1)+2(p-1))/m-1} \to 0,$

we infer that the local behavior (1.7) is taken as $\xi \to 0$, ending the proof. □

We are left with the family of critical points $P_\gamma$.

**Lemma 2.4** (Local analysis near $P_\gamma$). For

$$\gamma = \gamma_0 := \frac{1}{\alpha(p-1)},$$

(2.11)

the critical point $P_{\gamma_0}$ behaves as an attractor for the orbits approaching it from the half-space $\{X > 0\}$. The profiles contained in the orbits entering $P_{\gamma_0}$ have a tail at infinity

$$f(\xi) \sim \left(\frac{1}{p-1}\right)^{1/(p-1)} \xi^{-\sigma/(p-1)}, \quad \text{as } \xi \to \infty.$$ 

(2.12)

For $\gamma \in (0, \infty)$ with $\gamma \neq \gamma_0$, there is no profile contained in any orbit either entering or going out of $P_\gamma$. 

For $\gamma \in (0, \infty)$ with $\gamma \neq \gamma_0$, there is no profile contained in any orbit either entering or going out of $P_\gamma$. 
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Proof. We follow similar steps as in the proof of [34, Lemma 2.4] or [30, Lemma 2.3]. We first translate the critical point to the origin by letting \( Z = \bar{Z} + \gamma \) and obtaining the new system

\[
\begin{align*}
\dot{X} &= X[(m-1)Y - 2X], \\
\dot{Y} &= -Y^2 - \frac{\beta}{\alpha} Y + (1 - \gamma)X - NXY - X\bar{Z}, \\
\dot{Z} &= \bar{Z}[(p-1)Y + \alpha X] + \sigma \gamma X + (p-1)\gamma Y.
\end{align*}
\tag{2.13}
\]

The linearization of the system (2.13) near the origin has a one-dimensional stable manifold and a two-dimensional center manifold. As usual, the most involved part of the analysis is the study of the center manifold. We next perform a double change of variable in (2.3) in order to reduce some linear terms and to put it into a canonical form, by replacing \( Y \) and \( Z \) with the new variables \( W \) and \( V \) defined by

\[
W = \frac{\beta}{\alpha} Y - (1 - \gamma)X, \quad V = \bar{Z} + kY, \quad k = \frac{\alpha(p-1)\gamma}{\beta},
\]

to get the following new system in variables \((X, W, V)\):

\[
\begin{align*}
\dot{X} &= \left[\frac{(m-1)\alpha(1-\gamma)}{\beta} - 2\right] X^2 + \frac{(m-1)\alpha}{\beta} W X, \\
\dot{W} &= -\frac{\beta}{\alpha} W - \frac{\alpha}{\beta} W^2 + \frac{\beta}{\alpha} V X - D_1 X^2 - D_2 X W, \\
\dot{V} &= (\gamma \sigma + k(1 - \gamma)\alpha) X + D_3 X V - D_4 X^2 - \frac{\alpha^2 \beta}{\beta^2} W^2 - D_5 X W + \frac{\alpha(p-1)}{\beta} V W,
\end{align*}
\tag{2.14}
\]

with coefficients

\[
D_1 = \frac{(1 - \gamma)[(N - 2)\beta + m\alpha(1 - \gamma) - \alpha\gamma(p - 1)]}{\beta}, \quad D_2 = \frac{N\beta + \alpha(m + 1) - \alpha\gamma(m + p)}{\beta},
\]

\[
D_3 = \sigma - k + \frac{(p - 1)\alpha(1 - \gamma)}{\beta}, \quad D_4 = \frac{(1 - \gamma)\alpha^2 \gamma(p - 1)[(N + \sigma)\beta + \alpha(\gamma + p - 2p\gamma)]}{\beta^3},
\]

\[
D_5 = \frac{\alpha^2 \gamma(p - 1)[(N + \sigma)\beta + \alpha(\gamma + 2p - 3p\gamma)]}{\beta^3}.
\]

By applying the center manifold theorem [42, Theorem 1, Section 2.12] to the system (2.14), we obtain that the two-dimensional center manifold at the origin in (2.14) has the form

\[
W = AX^2 - XV + XO([X, V]^2), \quad A = \frac{\alpha}{\beta} [\gamma \sigma + k(1 - \gamma) - D_1],
\]

where \( D_1 \) is the first coefficient in (2.15) and the fact that the higher order terms are multiple of \( X \) follows by induction taking into account the non-appearance of pure powers of \( V \) in the vector field of the system (2.14). Therefore, the flow on the center manifold is given by the following reduced system

\[
\begin{align*}
\dot{X} &= \left[\frac{(m-1)\alpha(1-\gamma)}{\beta} - 2\right] X^2 + X^2 O([X, V]), \\
\dot{V} &= [\sigma \gamma + k(1 - \gamma)] X + \left[\sigma - k + \frac{k(1 - \gamma)}{\gamma}\right] XV - DX^2 + XO([X, V]^2),
\end{align*}
\tag{2.16}
\]

with

\[
D = \frac{k(1 - \gamma)\alpha[(N + \sigma - k)\beta + \alpha p(1 - \gamma)]}{\beta^2}.
\]
We omit here the detailed calculations leading to all the previous expressions, since they are rather tedious but straightforward. We next introduce a new independent variable by setting, for $X > 0$,

$$d\theta = Xd\eta,$$

mapping the reduced system (2.16) into the system obtained by dividing by $X$ its both equations.

We then notice that $(X, V) = (0, 0)$ remains a critical point with respect to this new variable and there are orbits connecting to it if and only if the linear term in the equation for $\dot{V}$ vanishes, that is

$$\sigma \gamma + k(1 - \gamma) = \frac{\gamma}{\beta} [\sigma \beta + (1 - \gamma)\alpha(p - 1)] = 0,$$

which leads to either $\gamma = 0$ (not of interest here) or $\gamma = \gamma_0$ defined in (2.11). Let us fix now $\gamma = \gamma_0$. Then the reduced system (2.16) becomes with respect to the new variable $\theta$

$$\begin{cases}
\dot{X} = -\frac{\sigma(m-1)+2(p-1)}{p-1}X + XO(|(X, V)|), \\
\dot{V} = -\frac{1}{\beta}V - DX + O(|(X, V)|^2),
\end{cases}$$

(2.17)

thus the origin of it is a stable node. It follows that the center manifold is in fact stable and thus the point $P_{\gamma_0}$ behaves like an attractor for all orbits coming from the half-space $\{X > 0\}$ according to [10, Lemma 1, Section 2.4], since also the only nonzero eigenvalue is negative. The orbits entering this point contain profiles such that $Z \sim \gamma_0$, which leads to the tail behavior (2.12) after undoing the change of variable (2.1). Moreover, since $X \to 0$ at $P_{\gamma_0}$, we also infer that this behavior is taken as $\xi \to \infty$. For $\gamma \neq \gamma_0$, a simple integration of (2.16) in a neighborhood of $P_{\gamma}$ and in the half-space $\{X > 0\}$ leads in a first approximation to

$$\frac{dV}{dX} \sim \frac{C}{X}, \quad C = \sigma \gamma + k(1 - \gamma) \neq 0,$$

whence $V \sim C \ln X$ and this is no longer an orbit passing through the origin $(X, V) = (0, 0)$. We thus infer that there are no orbits either entering or going out of $P_{\gamma}$ with $\gamma \neq \gamma_0$ except for the ones fully included in the invariant plane $\{X = 0\}$, which do not contain profiles.

**Changes for $p = 1$.** In the case $p = 1$ there is a first change with respect to the critical point $P_1$, which now expands into a critical line

$$P_1^\gamma = \left(0, -\frac{\beta}{\alpha}, \gamma\right), \quad \gamma > 0.$$

**Lemma 2.5 (Local analysis near $P_1^\gamma$ for $p = 1$).** For any $\gamma > 0$, the critical point $P_1^\gamma$ has a one-dimensional stable manifold, a one-dimensional unstable manifold and a one-dimensional center manifold. The orbits entering $P_1^\gamma$ on the stable manifolds of these points contain profiles with interface behaving as in (2.9), while the unstable manifolds are all contained in the invariant plane $\{X = 0\}$ and the center manifold is unique for each $\gamma \in (0, \infty)$ and contained in the line $\{X = 0, Y = -\beta/\alpha\}$.

We omit here the proof, as it is given in [32, Lemma 2.2], where the interface point of the profile entering $P_1^\gamma$ is related to $\gamma$ by $\xi_0 = (\alpha \gamma)^{1/\sigma}$.

Another significant change in the case $p = 1$ comes from the analysis of the critical points $P_{\gamma}$. Indeed, $\gamma_0$ as in (2.11) is no longer well defined for $p = 1$, and the expectation is that the
attractor moves to the infinity of the phase space, a fact already noticed in [32, Lemma 2.10] in dimension $N = 1$. This specific case will be addressed in Section 3. This also means that, for $p = 1$ and any $\gamma \in (0, \infty)$, the critical points $P_{\gamma}$ do not contain interesting orbits, according to the proof of Lemma 2.4.

3 Local analysis of the critical points at infinity

In order to understand all the possible local behaviors of the profiles, a local analysis of the critical points of the system (2.3) lying at infinity is also required. For this analysis we follow the theory in [42, Section 3.10] by passing to the Poincaré hypersphere through the new variables $(X, Y, Z, W)$ defined as

\[
X = \frac{X}{W}, \quad Y = \frac{Y}{W}, \quad Z = \frac{Z}{W}
\]

and obtaining that the critical points at space infinity solve the following system

\[
\begin{align*}
X(XZ + (N - 2)XY + mY^2) &= 0, \\
XZ[(\sigma + 2)X + (p - m)Y] &= 0, \\
Z[pY^2 + (\sigma + N)XY + XZ] &= 0,
\end{align*}
\]

(3.1)

together with the condition of belonging to the equator of the hypersphere, which leads to the additional equation $X^2 + Y^2 + Z^2 = 1$. Taking into account that we are considering only points with coordinates $X \geq 0$ and $Z \geq 0$ and that we are working in dimension $N \geq 2$ (or $N = 1$ with $\sigma > -1$), we find the following critical points on the Poincaré hypersphere:

\[
\begin{align*}
Q_1 &= (1, 0, 0, 0), \quad Q_{2,3} = (0, \pm 1, 0, 0), \quad Q_4 = (0, 0, 1, 0), \\
Q_5 &= \left( \frac{m}{\sqrt{(N - 2)^2 + m^2}}, -\frac{N - 2}{\sqrt{(N - 2)^2 + m^2}}, 0, 0 \right).
\end{align*}
\]

For the main part of this section, and in order to avoid exceptional cases, we assume (unless specified something else) that $N \geq 3$ and $p > 1$. Under these assumptions, we analyze one by one the critical points below.

**Local analysis near $Q_1$ and $Q_5$.** In order to analyze the flow of the system (2.3) near these points, we introduce a new change of variable following [42, Theorem 5(a), Section 3.10] in order to translate them into the finite part of a new phase space topologically equivalent to the original one. We thus let

\[
y = \frac{Y}{X}, \quad z = \frac{Z}{X}, \quad w = \frac{1}{X},
\]

(3.2)

to obtain the system

\[
\begin{align*}
\dot{y} &= -(N - 2)y - z + w - my^2 - \frac{\beta}{X}yw, \\
\dot{z} &= (\sigma + 2)z + (p - m)yz, \\
\dot{w} &= 2w - (m - 1)yw,
\end{align*}
\]

(3.3)

where the minus sign has been chosen in the general framework of [42, Theorem 5, Section 3.10], since in the equation for $\dot{X}$ in the original system (2.3) it occurs that $\dot{X} < 0$ in a neighborhood of $Q_1$ (which is obvious since $|X/Y| \to +\infty$ near this point). We thus notice that in the new system (3.3) the critical point $Q_1$ is mapped into its origin $(y, z, w) = (0, 0, 0)$ and the critical point $Q_5$ into the point $(y, z, w) = (-(N - 2)/m, 0, 0)$. 
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Lemma 3.1 (Local analysis near $Q_1$). Let $N \geq 3$. The system (3.3) in a neighborhood of $Q_1$ has a two-dimensional unstable manifold and a one-dimensional stable manifold. The orbits going out on the unstable manifold contain profiles with the local behavior (1.6) as $\xi \to 0$.

Proof. The linearization of the system (3.3) in a neighborhood of $(y,z,w) = (0,0,0)$ has the matrix

$$M(Q_1) = \begin{pmatrix} -(N-2) & -1 & 1 \\ 0 & \sigma + 2 & 0 \\ 0 & 0 & 2 \end{pmatrix},$$

with two positive eigenvalues and one negative eigenvalue. The stable manifold is contained in the plane \{w = 0\}, corresponding to $X = \infty$. The orbits going out on the unstable manifold satisfy $dz/dw \sim (\sigma + 2)z/2w$, which after integration reads $z \sim Cw^{(\sigma+2)/2}$. By undoing the change of variable (3.2) we find that $Z \sim KX^{-\sigma/2}$, $K > 0$, which in terms of profiles gives $f(\xi) \sim K$ for some $K > 0$, and this asymptotic behavior is taken as $\xi \to 0$ since $X \to \infty$ at $Q_1$. The analysis splits now into three cases with respect to the range of $\sigma$ as follows:

- if $\sigma < 0$, we have $z/w \sim Cw^{\sigma/2} \to +\infty$ in a neighborhood of $Q_1$, thus in a first approximation the $w$ term in the first equation in (3.3) is dominated by the $z$ term and the following asymptotic approximation holds true

$$\frac{dy}{dz} \sim \frac{N-2y}{\sigma + 2z} - \frac{1}{\sigma + 2}.$$

This can be integrated to deduce next that

$$y \sim \frac{z}{N + \sigma} + Kz^{-(N-2)/(\sigma+2)}. \quad (3.4)$$

We have to take $K = 0$ in (3.4), since we are looking for orbits passing through the origin, hence $y/z = Y/Z \sim -1/(N + \sigma)$. Translating this in terms of profiles via (2.1) and integrating the resulting differential equation, we are led to the local behavior given by (1.6) with $\sigma > 0$.

- if $\sigma > 0$, we have $z/w \sim Cw^{\sigma/2} \to 0$ in a neighborhood of $Q_1$, thus in a first approximation the $z$ term in the first equation in (3.3) is dominated by the $w$ term and the following asymptotic approximation holds true

$$\frac{dy}{dw} \sim \frac{N-2y}{2w} + \frac{1}{2},$$

which gives after integration

$$y \sim \frac{w}{N} + Kw^{-(N-2)/2}. \quad (3.5)$$

We have to take again $K = 0$ in (3.5), as we are looking for orbits passing through the origin, hence $y/w = Y \sim 1/N$ in a neighborhood of $Q_1$. Recalling the definition of $Y$ in (2.1) and integrating, we obtain the local behavior (1.6) with $\sigma > 0$.

- if $\sigma = 0$, we observe that $z \sim Cw$ in a neighborhood of $Q_1$, and the constant $C > 0$ is connected at the level of profiles with the value of $f(0)$. Indeed, we get $z/w = Z \to C$ as $\xi \to 0$, and recalling that we are in the case $\sigma = 0$, we get $f(0) = (\alpha C)^{1/(p-1)}$. We furthermore deduce from the first and third equations of the system (3.3) and the local approximation $z = Cw$ that

$$\frac{dy}{dw} \sim \frac{N-2y}{2w} + \frac{1-C}{2},$$

which gives by integration

$$y \sim \frac{(1-C)w}{N} + Kw^{-(N-2)/2}. \quad (3.6)$$
We notice again that we have to take $K = 0$ in (3.6) and then undoing the change of variable, we are left with $Y \sim (1 - C)/N$. A final integration step gives the local behavior (1.6) in this case. In particular, for $C = 1$ we obtain a profile included in the plane $\{Y = 0\}$ leading to the constant solution mentioned in the Introduction.

**Remark.** Let us emphasize here that in a neighborhood of $Q_1$ and with $\sigma > 0$, we have found that $Y \sim 1/N$. This information will be very important in the last section of the paper.

**Lemma 3.2** (Local analysis near $Q_5$). Let $N \geq 3$. The critical point $Q_5$ is an unstable node. The orbits going out of it into the finite part of the phase space contain profiles with a vertical asymptote at $\xi = 0$ and the local behavior

$$f(\xi) \sim C\xi^{-(N-2)/m}, \quad \text{as } \xi \to 0, \quad C > 0 \text{ free constant.} \quad (3.7)$$

Since the local analysis near $Q_5$ does not depend on $\sigma$, the proof is completely identical to the one of [30, Lemma 3.2].

**Bifurcation in dimension $N = 2$.** We notice that the points $Q_1$ and $Q_5$ coincide in dimension $N = 2$. Keeping for convenience the label $Q_1$ for this mixed point, its local analysis is different.

**Lemma 3.3** (Local analysis near $Q_1$ for $N = 2$). Let $N = 2$. Then the critical point $Q_1$ is a saddle-node in the sense of the theory in [22, Section 3.4]. There exists a two-dimensional unstable manifold on which the orbits contain good profiles with local behavior given by (1.6) as $\xi \to 0$. All the rest of the orbits going out of $Q_1$ contain profiles with a vertical asymptote at $\xi = 0$ given by

$$f(\xi) \sim K(-\ln \xi)^{1/m}, \quad \text{as } \xi \to 0, \quad K > 0 \text{ free constant.} \quad (3.8)$$

**Sketch of the proof.** It is immediate to see that at $N = 2$ the critical point $Q_1 = Q_5$ is a saddle-node and $M(Q_1)$ has eigenvalues $\lambda_1 = 0$, $\lambda_2 = \sigma + 2$ and $\lambda_3 = 2$. The two-dimensional unstable manifold tangent to the vector space spanned by the eigenvectors $e_2 = (-1, \sigma + 2, 0)$ and $e_3 = (1, 0, 2)$ (corresponding to the eigenvalues $\lambda_2$ and $\lambda_3$) contains orbits whose analysis leads to the local behavior (1.6) exactly as in Lemma 3.1. All the other orbits go out tangent to the direction of the eigenvector $e_1 = (1, 0, 0)$ corresponding to the zero eigenvalue, according to the theory in [22, Section 3.4]. This implies that $|y/w| \to \infty$ and $|y/z| \to \infty$ on these orbits in a neighborhood of $Q_1$. With the aid of this limit behavior, one can show in a first step that along these orbits one has $Y \to -\infty$ and $Y/Z \to -\infty$ in a neighborhood of the point $Q_1$ and then use this information to prove that the last three terms in Eq. (1.5) are negligible with respect to the terms involving $(f^m)''$ and $(f^m)'$. Hence, the local behavior as $\xi \to 0$ of the profiles contained in these orbits is given by equating

$$(f^m)''(\xi) + \frac{1}{\xi}(f^m)'(\xi) \sim 0,$$

leading to (3.8) after an integration. A detailed proof is given in [31, Lemma 3.5].

As a remark, if we think of the dimension $N$ as a parameter in the system (3.3), we are dealing with a transcritical bifurcation of this system at $N = 2$ in the sense of [48, 22].

**Differences for $N = 1$ with $-1 < \sigma < 0$.** Letting $N = 1$, one can easily observe that $Q_1$ becomes an unstable node (as an effect of the previously analyzed bifurcation at $N = 2$) while
$Q_5$ passes to have a two-dimensional unstable manifold. The orbits going out of $Q_1$ contain profiles with $f(0) = K > 0$ and with any possible value for $f'(0) \in \mathbb{R}$, while the orbits going out of $Q_5$ contain profiles with the local behavior

$$f(\xi) \sim K\xi^{1/m}, \quad \text{as } \xi \to 0,$$

with $K > 0$ arbitrary constant. This is proved in detail in [30] Section 6, where an analysis of the more complicated situation that appears in dimension $N = 1$ and with $\sigma \in (-2, -1]$ (introducing a new bifurcation and a new critical point) is also performed.

**Lemma 3.4** (Local analysis near $Q_2$ and $Q_3$). We translate these points into the finite part of a phase space following [12] Theorem 5(b), Section 3.10. We thus set

$$x = \frac{X}{Y}, \quad z = \frac{Z}{Y}, \quad w = \frac{1}{Y}$$

and obtain the new system in variables $(x, z, w)$

$$\begin{align*}
\pm \dot{x} &= -m x - (N - 2)x^2 - \frac{\beta}{m} x w + x^2 w - x^2 z, \\
\pm \dot{z} &= -p z - \frac{\beta}{m} z w - (N + \sigma) z x - x z^2 + x z w, \\
\pm \dot{w} &= -w - \frac{\beta}{m} w^2 + x w^2 - N x w - x z w
\end{align*}$$

(3.10)

where the signs have to be chosen according to the direction of the flow as follows: in a neighborhood of $Q_2$ one has to choose the minus sign in (3.10), while in a neighborhood of $Q_3$ one has to choose the plus sign, since $\dot{Y}$ is negative near both $Q_2$ and $Q_3$ but the direction of the flow is reversed. We thus identify $Q_2$ with the origin of (3.10) when taken the minus sign and $Q_3$ with the origin of (3.10) when taken the plus sign. We next deduce that $Q_2$ is an unstable node, while $Q_3$ is a stable node and the local behavior is given in the next lemma.

**Lemma 3.4** (Local analysis near $Q_2$ and $Q_3$). The orbits going out of $Q_2$ to the finite part of the phase space contain profiles $f(\xi)$ which change sign at some $\xi_0 \in (0, \infty)$ in the sense that $f(\xi_0) = 0$, $(f^m)'(\xi_0) > 0$. The orbits entering the point $Q_3$ from the finite part of the phase space contain profiles $f(\xi)$ which change sign at some $\xi_0 \in (0, \infty)$ in the sense that $f(\xi_0) = 0$, $(f^m)'(\xi_0) < 0$.

We omit here the proof of this Lemma, since it follows the proof of the similar Lemma in previous works such as for example [34] Lemma 2.6].

**No connections to or from $Q_4$ for $p > 1$.** We are left with the analysis of the critical point $Q_4$. The general theory is not helpful for this study, since an intent to use [12] Theorem 5(b), Section 3.10 in order to translate this point to the origin of an equivalent phase space produces a critical point whose linearization has all the eigenvalues equal to zero and an analysis of it would be extremely involved. We thus prove that there are no interesting orbits connecting (in any way) to this point in a direct way, working with Eq. (1.5).

**Lemma 3.5.** Let $p > 1$. Then there are no profiles $f(\xi)$ contained in any orbit either going out or entering the critical point $Q_4$.

**Proof.** Assume for contradiction that there are orbits connecting to $Q_4$ and containing solutions to Eq. (1.5). On such an orbit, the component $Z$ is dominating, thus we have $Z \to \infty, X/Z \to 0$ and $Y/Z \to 0$ when approaching $Q_4$. These limits read in terms of profiles

$$\xi^\sigma f(\xi)^{p-1} \to \infty, \quad \xi^{-2-\sigma} f(\xi)^{m-p} \to 0, \quad \xi^{1-\sigma} f(\xi)^{m-p-1} f'(\xi) \to 0.$$

(3.11)
The limits in (3.11) can be taken simultaneously either as $\xi \to 0$, or as $\xi \to \infty$, or as a third option as $\xi \to \xi_0 \in (0, \infty)$. We will rule out one by one all these possibilities below.

**Case 1:** $\xi \to 0$. If $\sigma \geq 0$, we infer on the one hand from the first limit in (3.11) and the fact that $p > 1$ that $f(\xi) \to \infty$. On the other hand, the second limit in (3.11) readily gives that $f(\xi) \to 0$, since $m > p$, and we reach a contradiction. If $\sigma < 0$, we again infer from the first two limits in (3.11) that there exists $\epsilon \in (0, 1)$ sufficiently small such that

$$\xi^{-\sigma/(p-1)} < f(\xi) < \xi^{(\sigma+2)/(m-p)}, \quad \text{for } \xi \in (0, \epsilon).$$

This in particular implies that

$$\xi^{-\sigma/(p-1)} < \xi^{(\sigma+2)/(m-p)}$$

and, taking into account that $\xi \in (0, 1)$, we further find that

$$-\frac{\sigma}{p-1} < \frac{\sigma + 2}{m-p},$$

which leads to a contradiction with the fact that in our range (1.2) we have $\sigma(m-1) + 2(p-1) > 0$.

**Case 2:** $\xi \to \xi_0 \in (0, \infty)$. This is very easy to be ruled out, since we infer immediately from the first two limits in (3.11) and the fact that $\xi \to \xi_0$ that on the one hand $f'(\xi) \to \infty$ and on the other hand $f''(\xi) \to 0$, leading to a contradiction since both $p-1$ and $m-p$ are positive.

**Case 3:** $\xi \to \infty$. This last case is more involved, and its discussion will be split into several steps for the reader’s convenience.

**Case 3, Step 1.** We prove first that there exists $R > 0$ sufficiently large such that $f(\xi)$ is monotone on $(R, +\infty)$. Assume for contradiction that there exists a sequence of local minima $\xi_{0,n}$ of the profile $f(\xi)$ such that $\xi_{0,n} \to \infty$ as $n \to \infty$. We then have $f'(\xi_{0,n}) = 0$ and $(f^m)'(\xi_{0,n}) = 0$ for any $n$, and also

$$(f^m)'(\xi_{0,n}) = m(m-1)f(\xi_{0,n})^{m-2}f'(\xi_{0,n})^2 + mf(\xi_{0,n})^{m-1}f''(\xi_{0,n}) \geq 0.$$  

By evaluating (1.5) at $\xi = \xi_{0,n}$ we find

$$f(\xi_{0,n})(\xi_{0,n}^\sigma f(\xi_{0,n})^{p-1} - \alpha) = -(f^m)''(\xi_{0,n}) \leq 0,$$

which is a contradiction with the fact that

$$\lim_{n \to \infty} \xi_{0,n}^\sigma f(\xi_{0,n})^{p-1} = \infty.$$  

It thus follows that the profile $f(\xi)$ must be monotone on some interval $(R, +\infty)$ and thus have a limit as $\xi \to \infty$, which we denote by $L \in [0, \infty]$.

**Case 3, Step 2.** Assume now for contradiction that $L = \lim_{\xi \to \infty} f(\xi) \in (0, \infty)$. We apply twice a calculus result stated rigorously as [28, Lemma 2.9], in a first step to the function

$$h(\xi) = \begin{cases} f(\xi) - L, & \text{if } f \text{ is increasing,} \\ L - f(\xi), & \text{if } f \text{ is decreasing,} \end{cases}$$
in order to deduce that there is a subsequence \( \xi_k \) such that \( \xi_k \to \infty \) and \( \xi_k h'(\xi_k) \to 0 \) as \( k \to \infty \), and then to the function \( \xi h'(\xi) \), showing that there exists a subsequence (relabeled as \( \xi_k \) for simplicity) such that at the same time we have

\[
\lim_{k \to \infty} \xi_k = +\infty, \quad \lim_{k \to \infty} h(\xi_k) = \lim_{k \to \infty} \xi_k h'(\xi_k) = \lim_{k \to \infty} \xi_k^2 h''(\xi_k) = 0,
\]

which gives in terms of the initial function \( f \) that

\[
\lim_{k \to \infty} f(\xi_k) = L, \quad \lim_{k \to \infty} \xi_k f'(\xi_k) = \lim_{k \to \infty} \xi_k^2 f''(\xi_k) = 0.
\] (3.12)

In particular, we also infer from (3.12) that

\[
\lim_{k \to \infty} (f^m)'(\xi_k) = \lim_{k \to \infty} \frac{N - 1}{\xi_k} (f^m)'(\xi_k) = 0,
\]

whence, by evaluating (1.5) at \( \xi = \xi_k \), we are left with

\[
\lim_{k \to \infty} f(\xi_k)[\xi_k^2 f(\xi_k) - \alpha] = 0,
\]

which is a contradiction to the first limit in (3.11).

**Case 3, Step 3.** Assume now for contradiction that \( \lim_{\xi \to \infty} f(\xi) = \infty \). A previous step in the proof gives that \( f \) is in this case increasing on some interval \( (R, \infty) \), that is, \( f'(\xi) > 0 \) and \( (f^m)'(\xi) > 0 \) for any \( \xi \in (R, \infty) \). We then infer from (1.5) and the first limit in (3.11) that

\[
(f^m)'(\xi) \leq f(\xi)[\alpha - \xi^\sigma f(\xi)^{p-1}] \to \infty \quad \text{as} \quad \xi \to \infty,
\]

for any \( \xi \in (R, \infty) \). There exists thus some \( R_1 > R \) such that \( (f^m)''(\xi) < -1 \) for any \( \xi \in [R_1, \infty) \). The mean-value theorem then gives

\[
(f^m)'(\xi) < (f^m)'(R_1) - (\xi - R_1), \quad \text{for any} \quad \xi > R_1,
\]

and by letting \( \xi \) very large we reach a contradiction with the fact that \( (f^m)'(\xi) > 0 \) for any \( \xi \in (R_1, \infty) \).

**Case 3, Step 4.** Assume now for contradiction that \( \lim_{\xi \to \infty} f(\xi) = 0 \), and from the previous steps we also obtain that \( f \) is in this case decreasing on some interval \( (R, \infty) \). If \( \sigma \leq 0 \) we get that \( \xi^\sigma f(\xi)^{p-1} \to 0 \) as \( \xi \to \infty \), contradicting the first limit in (3.11). Let now \( \sigma > 0 \). We then write Eq. (1.5) in the following form

\[
(f^m)''(\xi) + \frac{N - 1}{\xi} (f^m)'(\xi) + \left[ \frac{\xi^\sigma f(\xi)^{p-1}}{2} - \alpha \right] f(\xi) + \frac{\xi^\sigma f(\xi)^{p}}{2} + \beta f'(\xi) = 0.
\] (3.13)

The first limit in (3.11) implies that

\[
\left[ \frac{\xi^\sigma f(\xi)^{p-1}}{2} - \alpha \right] f(\xi) > 0
\] (3.14)
for \( \xi \) sufficiently large, while the third limit in (3.11) gives that

\[
\frac{N - 1}{\xi} (f^m)'(\xi) + \frac{\xi^\sigma f(\xi)^p}{2} + \beta \xi f'(\xi) = \xi^\sigma f(\xi)^p \left[ \frac{1}{4} + m(N - 1)\xi^{-1-\sigma} f(\xi)^{m-p-1} f'(\xi) \right] + f(\xi) \left[ \frac{1}{4} \xi^\sigma f(\xi)^{p-1} + \frac{\beta \xi f'(\xi)}{f(\xi)} \right] = f(\xi)(T_1 + T_2),
\]

where

\[
T_1 := \xi^\sigma f(\xi)^{p-1} \left[ \frac{1}{4} + m(N - 1)\xi^{-1-\sigma} f(\xi)^{m-p-1} f'(\xi) \right]
\]

and

\[
T_2 := \frac{1}{4} \xi^\sigma f(\xi)^{p-1} + \frac{\beta \xi f'(\xi)}{f(\xi)}.
\]

We immediately infer from the first and third limits in (3.11) that \( T_1(\xi) \to +\infty \) as \( \xi \to \infty \), while a calculus exercise based on the first limit in (3.11) and the definition of the limit readily gives that \( T_2 \) is non-negative in a neighborhood of \( +\infty \). We thus conclude from (3.13), (3.14), (3.15) and the previous considerations that \( (f^m)'(\xi) < 0 \) in some interval \((R, \infty)\) for sufficiently large \( R \), which is an obvious contradiction with the fact that the function \( f^m \) has \( y = 0 \) as a horizontal asymptote.

The critical point \( Q_4 \) for \( p = 1 \). This is a special case which introduces important changes, in line with the analysis performed in dimension \( N = 1 \) for the case \( p = 1 \) in [32, Lemma 2.10]. We will generalize this analysis to the \( N \)-dimensional case below. Notice first that for \( p = 1 \) we are restricted only to \( \sigma > 0 \), according to (1.2).

**Lemma 3.6.** Let \( p = 1 \) and \( \sigma > 0 \). The critical point \( Q_4 \) behaves like a stable node for the orbits coming from the finite part of the phase space associated to the system (2.3). The orbits entering this critical point contain profiles presenting a tail at infinity with the decay rate

\[
f(\xi) \sim K\xi^{(\sigma+2)/(m-1)}e^{-\xi^\sigma}, \quad \text{as} \ \xi \to \infty.
\]

**Sketch of the proof.** Notice first that, since \( p = 1 \), we have \( Z = \xi^\sigma \to \infty \) on all the orbits connecting to \( Q_4 \), thus this point can be reached only by orbits entering it as \( \xi \to \infty \). The proof of their local behavior follows very closely the proofs of [32, Lemma 2.9 and Lemma 2.10] to which we refer, and we only give here the differences with respect to the above mentioned proofs. In a first step, it is shown that if \( f(\xi) \) is a solution to Eq. (1.5) with \( p = 1 \) and such that \( f(\xi) > 0 \) for any \( \xi > 0 \), then there exists \( R > 0 \) and \( K(R) > 0 \) such that

\[
f(\xi) \leq K(R)\xi^{(\sigma+2)/(m-1)}e^{-\xi^\sigma}, \quad \text{for any} \ \xi > R.
\]

In order to prove the estimate (3.17), one can follow verbatim the proof of [32, Lemma 2.9] to show that necessarily a profile such that \( f(\xi) > 0 \) for any \( \xi > 0 \) has to decrease to zero in an interval \((R, \infty)\) for some \( R > 0 \) large. Moreover, by an argument of contradiction with sequence
of zeros also given in [32, Lemma 2.9], one can also get that \((f^m)'(\xi) \geq 0\) for any \(\xi \in (R, \infty)\) (by taking \(R\) larger in order to fulfill both conditions). We infer from (1.5) that
\[
(\xi^\sigma - \alpha)f(\xi) + \beta \xi f'(\xi) + \frac{N-1}{\xi}(f^m)'(\xi) \leq 0, \quad \xi \in (R, \infty).
\] (3.18)

Fixing \(\epsilon > 0\) sufficiently small, we can increase \(R > 0\) further in order to have
\[
-\frac{(N-1)m(f^{m-1})'(\xi)}{(m-1)\beta} < \epsilon, \quad \xi > R,
\]
and the estimate (3.18) can (by dividing it by \(\beta f(\xi)\)) be written in an equivalent form as
\[
\frac{f'(\xi)}{f(\xi)} \leq -\sigma \xi^{\sigma-1} + \frac{\sigma + 2}{(m-1)\xi} + \frac{\epsilon}{\xi^2},
\]
which leads after an integration on \((\xi_0, \xi), \xi_0 > R\) fixed, to
\[
f(\xi) \leq K(\xi_0)\xi^{(\sigma+2)/(m-1)}e^{-\xi^{\sigma}/\xi}e^{-\epsilon/\xi},
\]
for any \(\xi > R\). The inequality (3.17) follows then by noticing that, for \(\xi > R\) large enough, \(e^{\epsilon/\xi} < 2\) and thus doubling the constant \(K(\xi_0)\). In a second step, we show that the local behavior (3.16) is actually taken on orbits entering \(Q_4\). To this end, we proceed as in [32, Lemma 2.10] by performing the change of variable \(W = XZ\) to find a new dynamical system
\[
\begin{align*}
\dot{X} &= X[(m-1)Y - 2X], \\
\dot{Y} &= -Y^2 - \frac{2}{\alpha}Y + X - NXY - W, \\
W &= W[(m-1)Y + (\sigma - 2)X].
\end{align*}
\] (3.19)

Notice that with this change of variable the point \(Q_4\) “moves” at the origin. More precisely, we infer from the estimate (3.17) that any orbit entering \(Q_4\) in the phase space associated to the system (2.3) will now enter the origin of the system (3.19) as
\[
W = XZ \sim \xi^{\sigma-2}f(\xi)^{m-1} \to 0, \quad \text{as} \ \xi \to \infty.
\]

The local analysis of the flow of the system (3.19) in a neighborhood of the origin is completely similar to the analysis performed in [32, Lemma 2.10] in dimension \(N = 1\), since a simple inspection of the proof shows that the term \(NXY\) in the second equation of (3.19) is completely irrelevant for the flow on the center manifold in a neighborhood of the origin. We thus refer the reader to the proof of [32, Lemma 2.10] for the rest of the argument.

4 Existence of good profiles with interface

This section is devoted to the proof of Theorem 1.2 based on a shooting technique in backward sense from the interface point. Such a technique has been used also in the one-dimensional case with \(\sigma > 0\) [34, Section 3], but based on continuity arguments with respect to parameters directly for the solutions to Eq. (1.5). This approach is no longer valid here at least for \(\sigma < 0\) due to the singular coefficient at \(\xi = 0\), then we will perform all the shooting argument in the phase space. We are thus interested in monitoring where do the orbits entering the critical point \(P_1\) come from.
Proof of Theorem 1.2. We divide the proof into several steps.

**Step 1. The two-dimensional manifold.** As we know from Lemma 2.2, there exists a two-dimensional stable manifold of orbits entering $P_1$ generated by the eigenvalues corresponding to the first and third equation in the system (2.3). Since $P_1$ is a hyperbolic critical point, the Hartman-Grobman theorem implies that the orbits entering $P_1$ on the stable manifold are tangent to the directions of the system obtained by keeping only the linear terms. Thus, recalling that $Y = -\beta/\alpha$ at $P_1$, we can write

\[
\frac{dZ}{dX} \sim \frac{(p-1)YZ}{(m-1)XY} = \frac{p-1}{m-1} \frac{Z}{X},
\]

thus the orbits enter $P_1$ tangent to the curves obtained by integration, that is

\[
Z = K X^{(p-1)/(m-1)}, \quad K \in (0, \infty),
\]

having thus two limits: one included in the invariant plane $\{Z = 0\}$ corresponding to $K = 0$ and one included in the invariant plane $\{X = 0\}$ corresponding to the limit $K \to \infty$.

**Step 2. Limit in the plane $\{Z = 0\}$.** When restricted to the invariant plane $\{Z = 0\}$, the system (2.3) reduces to

\[
\begin{align*}
\dot{X} &= X[(m-1)Y - 2X], \\
\dot{Y} &= -Y^2 - \frac{2}{\alpha}Y + X - NXY,
\end{align*}
\]

and it is easy to see that the critical point $P_1 = (0, -\beta/\alpha)$ is a saddle point, thus there exists a unique orbit entering this point in the phase plane associated to the system (4.2). We show that this orbit remains always negative and in fact it stays in the half-plane $\{Y \leq -\beta/\alpha\}$. To this end, we first notice that the flow of the system (4.2) on the line $\{Y = -\beta/\alpha\}$ is given by the sign

\[
X \left(1 + \frac{N\beta}{\alpha}\right) > 0,
\]

thus this line can be only crossed from left to right (in the positive direction with respect to $Y$) by orbits of the system. But we know that the orbit entering $P_1$ arrives tangent to the eigenvector corresponding to the negative eigenvalue $\lambda_1 = -(m-1)\beta/\alpha$ of the critical point $P_1$, which is

\[e_1 = (m\beta, -(\alpha + N\beta)),\]

hence it enters the point from the half-plane $\{Y < -\beta/\alpha\}$ and thus it lies forever in this half-plane. Coming back to the global analysis of the space, it follows that this orbit comes either from the unstable node $Q_5$ (for $N \geq 3$) or from the node-sector of the saddle-node $Q_1$ (for $N = 2$).

**Step 3. Limit in the plane $\{X = 0\}$.** Let us introduce the change of variable $\bar{Z} = XZ$ in the system (2.3), before restricting ourselves to the plane $\{X = 0\}$, similarly to the analysis in [34, Proposition 3.4]. Letting then $X = 0$ in the newly obtained system, we are left with the following reduced system

\[
\begin{align*}
\dot{Y} &= -Y^2 - \frac{2}{\alpha}Y - \bar{Z}, \\
\dot{\bar{Z}} &= (m + p - 2)Y\bar{Z},
\end{align*}
\]

which is (modulo a rescaling of the coefficients) exactly the same system as in Step 1 of [34, Proposition 3.4], as it does not depend on the dimension $N$. The analysis of this system has been
performed in the proof of the above quoted result, to which we refer for details. Its outcome is that there exists a unique orbit of the system (4.3) entering the saddle point $P_1$, and this unique orbit comes from the critical point $Q_2$.

**Step 4. The three-sets argument.** Recalling that all the orbits entering $P_1$ on the stable manifold are tangent to the one-parameter family of curves in (4.1), we define the following three

$$\mathcal{A} = \{ K \in (0, \infty) : \text{the orbit with parameter } K \text{ in (4.1) comes from } Q_5 \},$$

$$\mathcal{C} = \{ K \in (0, \infty) : \text{the orbit with parameter } K \text{ in (4.1) comes from } Q_2 \},$$

$$\mathcal{B} = \{ K \in (0, \infty) : \text{the orbit with parameter } K \text{ in (4.1) does neither come from } Q_5 \text{ nor } Q_2 \},$$

with the obvious adaptation of the node-sector of $Q_1$ instead of $Q_5$ if $N = 2$. Since both $Q_5$ and $Q_2$ are unstable nodes, the sets $\mathcal{A}$ and $\mathcal{C}$ are both open. The orbit entering $P_1$ and contained in the invariant plane $\{ Z = 0 \}$ comes from $Q_5$ which is an unstable node, thus we infer from standard continuity arguments that $\mathcal{A}$ is non-empty and contains an interval of the form $(0, K_*)$ for some $K_* > 0$. A similar argument using the orbit included in the plane $\{ X = 0 \}$ coming from $Q_2$ proves that $\mathcal{C}$ is also non-empty and contains an interval of the form $(K^*, \infty)$ for some $K^* > K_* > 0$. We deduce that the set $\mathcal{B}$ is non-empty (and closed) by standard topology. Thus, there exists at least a parameter $K \in \mathcal{B}$. The orbit tangent to the curves in (4.1) with parameters $K \in \mathcal{B}$ cannot come from either $Q_5$ or $Q_2$, thus they should go out from one of the remaining critical points $Q_1$, $P_2$ or $P_0$, or from an $\alpha$-limit set.

**Step 5. End of the proof.** We are left with ruling out the possibility of an $\alpha$-limit set as the origin of the orbits entering $P_1$ with parameters $K \in \mathcal{B}$. To this end, we derive from [12, Theorem 1, Section 3.2] that any $\alpha$-limit set has to be a compact set in the phase space. We show first that a profile $f(\xi)$ solution to Eq. (1.5) and contained in an orbit starting from an $\alpha$-limit set may only have damped oscillations. Assume for contradiction that this is not true. We can thus extract convergent subsequences of minima, respectively maxima, of $f(\xi)$

$$\xi_{n, \min} \to \xi_{\min}, \quad \xi_{n, \max} \to \xi_{\max} \in [0, \infty), \quad \text{as } n \to \infty,$$

such that their terms are alternated (that is, a maximum point lies between two minima and viceversa) and $\xi_{\min} \neq \xi_{\max}$. We then deduce that there exist points

$$\xi_n \in (\xi_{n, \max}, \xi_{n, \min}), \quad (f^m)''(\xi_n) = 0, \quad \xi_n \to \xi_0,$$

where the latter is obtained by eventually restricting ourselves to a subsequence. Evaluating Eq. (1.5) at $\xi = \xi_n$ we get

$$\lim_{n \to \infty} \left[ \frac{m(N - 1)}{\xi_n} f(\xi_n)^m - \beta \xi_n \right] f'(\xi_n) = \alpha f(\xi_0) - \xi_0^m f(\xi_0)^m \in \mathbb{R}. \quad (4.4)$$

Since $\xi_{\min} \neq \xi_{\max}$, we readily obtain from the mean-value theorem that $f'(\xi_n) \to \pm \infty$ and $(f^m)'(\xi_n) \to \pm \infty$ as $n \to \infty$ (the sign depending on whether the function oscillates from minima to maxima or viceversa when passing through $\xi_n$) and this leads to a contradiction with the limit in (4.4). We find that the oscillations that a profile $f(\xi)$ may present are either finite or damped. Let us now go back to the phase space associated to the system (2.3) and assume for contradiction that there exists an orbit entering $P_1$ with parameter $K \in \mathcal{B}$ and starting from an
α-limit set which is not reduced to a critical point. It is easy to show that, if both \( X \) and \( Z \) have a limit as \( \eta \to -\infty \) along this orbit and only the \( Y \) coordinate oscillates in a compact interval \([a, b]\), then the extremal points with \( Y = a \) and \( Y = b \) (together with the limits of \( X \) and \( Z \)) are critical points. A detailed argument, based on subsequences of maxima and minima of \( Y \) on the trajectory converging to \( a \) and \( b \), can be found in [29, Proposition 4.10]. But this is impossible, as there are no different critical points in the system, with different finite values of \( Y \) and unstable local behavior, hence the α-limit is reduced to a single point. We are now left with the following two possibilities:

- There exist \( X_{\text{min}} < X_{\text{max}} \in [0, \infty) \) such that

\[
\lim_{\eta \to -\infty} X(\eta) = X_{\text{min}}, \quad \limsup_{\eta \to -\infty} X(\eta) = X_{\text{max}}.
\]

Expressing the above in terms of profiles and going back to the independent variable \( \xi \), it follows that

\[
\frac{\alpha}{m} X_{\text{min}} \xi^2 \leq f(\xi)^{m-1} \leq \frac{\alpha}{m} X_{\text{max}} \xi^2,
\]

and the extremal values in (4.5) are taken along subsequences. We then conclude from the fact that oscillations must be damped in terms of \( f(\xi) \) that the α-limit is taken as \( \xi \to 0 \). This fact, together with the definition of \( Z \) in (2.1) and the range of \( \sigma \) in (1.2), readily implies that \( Z \to 0 \) along the orbit going out of the α-limit. The invariance of the plane \( \{Z = 0\} \) then entails that the compact α-limit set lies in the plane \( \{Z = 0\} \), and we further infer from the Poincaré-Bendixon’s Theorem [12, Theorem 1, Section 3.7] that the α-limit set must be either a closed union of orbits between finite critical points (which is obviously impossible) or a periodic orbit inside the invariant plane \( \{Z = 0\} \). We prove next that this is not possible by using the Dulac’s Criteria [12, Theorem 2, Section 3.9]. Indeed, if we restrict ourselves to the invariant plane \( \{Z = 0\} \), where the system (2.3) reduces to (4.2) and we set \( \theta = (3 - m)/(m - 1) \), we find by direct calculation that the divergence of the vector field of the system (4.2) multiplied by \( X^\theta \), namely

\[
\text{div}X^\theta(\dot{X}, \dot{Y}) = -\frac{\beta}{\alpha} X^\theta - \left[ N + \frac{2(m + 1)}{m - 1} \right] X^{\theta + 1}
\]

is strictly negative on all the half-plane \( \{X > 0, Z = 0\} \), thus no periodic orbits may exist in this region.

- There exist \( Z_{\text{min}} < Z_{\text{max}} \in [0, \infty) \) such that

\[
\lim_{\eta \to -\infty} Z(\eta) = Z_{\text{min}}, \quad \limsup_{\eta \to -\infty} Z(\eta) = Z_{\text{max}}.
\]

Expressing the above in terms of profiles and going back to the independent variable \( \xi \), it follows that

\[
\alpha Z_{\text{min}} \xi^{-\sigma} \leq f(\xi)^{p-1} \leq \alpha Z_{\text{max}} \xi^{-\sigma},
\]

and the extremal values in (4.6) are taken along subsequences. We then conclude from the fact that oscillations must be damped in terms of \( f(\xi) \) that the α-limit is taken as \( \xi \to 0 \) (and it may only happen when \( \sigma < 0 \)). This fact, together with the definition of \( X \) in (2.1) and the range of \( \sigma \) in (1.2), readily implies that \( X \to \infty \) along the orbit going out of the α-limit. We can thus translate ourselves to the system (3.3) which maps the limit \( X \to \infty \) onto \( w \to 0 \).
and argument as above to conclude from the Poincaré-Bendixon’s Theorem that there should be either a countable union of closed orbits between finitely many critical points or a periodic orbit inside the invariant plane \( \{ w = 0 \} \) of the system (3.3). But the system (3.3) reduces in the plane \( \{ w = 0 \} \) to

\[
\begin{align*}
\dot{y} &= -(N - 2)y - z - my^2, \\
\dot{z} &= (\sigma + 2)z + (p - m)yz,
\end{align*}
\]

which has no critical points in the half-plane \( \{ z > 0 \} \) of it. Since, according to [42, Theorem 5, Section 3.7], any periodic orbit must contain a critical point in the interior region of it, both a closed union of orbits between critical points or a periodic orbit cannot exist and thus the \( \alpha \)-limit is reduced to a point, as desired.

5 Classification of the profiles: \( \sigma \) small

In this section we prove the first part of Theorem 1.3, the rest of its proof being completed in the next Section 6. We will thus show in this section that there exists \( \sigma_0 > 0 \) such that for any \( \sigma \in (-2, \sigma_0) \), the orbits going out of both \( P_2 \) and \( P_0 \) cannot reach the critical point \( P_1 \) (and in fact they have to enter the critical point \( P_\gamma \)). This proof as a whole is probably the most technical one in the present work, thus, before entering into precise details, we will explain here its strategy for a better understanding. We will change our look during this proof by fixing \( \sigma \) and moving \( p \), more precisely letting

\[-2 < \sigma \leq 0, \quad 1 - \frac{\sigma(m - 1)}{2} < p < m.\]

The main difficulty, as we see in Figure 1, is that for \( p \) closer to 1, the orbits going out of \( P_2 \) enter the critical point \( P_\gamma \) in a monotone way, while as \( p \) approaches \( m \), oscillations of them start to occur.

![Figure 1: Orbits from \( P_2 \) going to \( P_\gamma \) for \( p \) is close to 1 and \( p \) close to \( m \). Experiments for \( m = 3, N = 3, \sigma = 0.2 \) and \( p = 2 \), respectively \( p = 2.99 \).](image)
Owing to this fact, we are unable to cover the whole interval of $p$ with a single geometrical construction in the phase space, thus our strategy in the proof is *tending a bridge* from $p \sim 1$ to $p \sim m$. More precisely, when $p$ is small, we will employ as barrier for the flow in the phase space associated to the system (2.3) a similar construction to the one that proved successful when dealing with $p \leq 1$ in [32, 31], while for $p$ closer to $m$, we will use a different and much more involved construction, limiting the orbits by means of a special surface that was very successful exactly in the limit case $p = m$, see [35]. The joining point of the “bridge” built with the two estimates from both sides lies at the following exponent

$$p_c(\sigma) := \frac{mN + \sigma + 2}{N + \sigma + 2}. \tag{5.1}$$

It is now the moment to go to the detailed proof, which starts with a general, preparatory lemma.

**Lemma 5.1.** At any point different from $P_2$ lying on any of the orbits going out of $P_2$ and of $P_0$ in the phase space associated to the dynamical system (2.3), it holds true that $X < X(P_2)$ and $Y < Y(P_2)$.

**Proof.** Let us consider the region $R_1 = \{X < X(P_2), Y < Y(P_2)\}$ in the phase space associated to the system (2.3). On the one hand, the direction of the flow of the system across the plane $\{X = X(P_2)\}$ is given by the sign of the expression

$$F(X, Z) = -Y(P_2)^2 - \frac{\beta}{\alpha} Y(P_2) + X - NXY(P_2) - XZ < X[1 - NY(P_2)] - Y(P_2) \left[Y(P_2) + \frac{\beta}{\alpha}\right] < 0,$$

provided $X < X(P_2)$. On the other hand, the direction of the flow of the system across the plane $\{Y = Y(P_2)\}$ is given by the sign of the expression

$$F(X, Z) = -Y(P_2)^2 - \frac{\beta}{\alpha} Y(P_2) + X - NXY(P_2) - XZ < X[1 - NY(P_2)] - Y(P_2) \left[Y(P_2) + \frac{\beta}{\alpha}\right] < 0,$$

provided $X < X(P_2)$. This shows that an orbit entering the region $R_1$ cannot go out of it later on. Since the unique orbit going out of $P_2$ follows the direction of the eigenvector $e_3$ with components given by (2.10), it goes into the interior of the region $R_1$ and will stay there forever. The same happens in a more obvious way to all the orbits going out of $P_0$.

The next step in the proof is the first part of the “bridge”, that is, to prove that for $p \in (1, p_c(\sigma))$ the orbits starting from $P_2$ and $P_0$ cannot reach $P_1$.

**Lemma 5.2.** Let $N \geq 2$. There exists $\sigma_s > 0$ such that for any $\sigma \in (-2, \sigma_s)$ and any $p \in (1 - \sigma(m - 1)/2, p_c(\sigma))$, the orbits going out of $P_0$ and of $P_2$ cannot enter the critical point $P_1$.

**Proof.** The proof is divided into several steps for easiness. Notice that, in what follows, the fact that $N + \sigma > 0$ is fundamental, thus we have to let $N \geq 2$.

**Step 1. Analysis for $\sigma \in (-2, 0)$.** We already know from Lemma 5.1 that $X < X(P_2)$ and $Y < Y(P_2)$ on these orbits. We next consider the plane

$$Y + \frac{1}{N + \sigma} Z = \frac{1}{N}. \tag{5.2}$$
in the phase space associated to the system (2.3). The direction of the flow of the system across this plane is given by the sign of the expression

\[ G(Z) = -\frac{p}{(N + \sigma)^2} Z^2 + \frac{N(m - p) + (\sigma + 2)(p + 2)}{N(N + \sigma)(\sigma + 2)} Z - \frac{N(m - p) + \sigma + 2}{\sigma + 2}, \quad (5.3) \]

which is a parabola with negative dominating coefficient and having the following roots

\[ Z_1 = \frac{N + \sigma}{N}, \quad Z_2 = \frac{(N + \sigma)[N(m - p) + \sigma + 2]}{Np(\sigma + 2)}. \]

We readily notice that, on the one hand, the root \( Z_1 \) corresponds in the plane (5.2) exactly to \( Y = 0 \), and on the other hand, that \( Z_1 \leq Z_2 \) provided \( 1 < p \leq p_c(\sigma) \), where \( p_c(\sigma) \) has been defined in (5.1). It follows that \( G(Z) \leq 0 \) for \( Y \geq 0 \) and \( 1 < p \leq p_c(\sigma) \) and thus the flow of the system (2.3) through the plane (5.2) has negative direction. Taking into account that \( Y(P_2) < 1/N \) by (2.5), it follows that the orbit going out of \( P_2 \) (and the same happens with all the orbits going out of \( P_0 \), as they enter first the half-space \( \{ Y > 0 \} \) as proved in Lemma 2.1) starts in the half-space \( \{ Y/Z/(N + \sigma) < 1/N \} \) and it will remain there at least until it crosses the plane \( \{ Y = 0 \} \) as it cannot cross the plane (5.2) from below. In particular, this implies that if this orbit crosses the plane \( \{ Y = 0 \} \), it must do it at a point with coordinate \( Z < (N + \sigma)/N \).

We notice that, for \( \sigma \in (-2, 0) \), \( (N + \sigma)/N \leq 1 \), and since the plane \( \{ Y = 0 \} \) can be crossed only in the region \( \{ Z > 1 \} \) according to the direction of the flow on it (given by the sign of \( X(1 - Z) \)), it follows that all the orbits going out of \( P_0 \) and \( P_2 \) will remain forever in the half-space \( \{ Y \geq 0 \} \) if \( \sigma \leq 0 \).

**Step 2.** \( \sigma > 0 \) small. The next step in the proof is to consider \( \sigma > 0 \) but sufficiently small and work in the region \( \{ Y < 0 \} \). Consider the surface of equation

\[ X(Z - 1) = k_1^2, \quad k_1 = \frac{\beta}{2\alpha}. \quad (5.4) \]

The normal vector to this surface is \( \mathbf{n} = (Z - 1, 0, X) \) and the direction of the flow of the system (2.3) on the surface (5.4) is given by the sign of

\[ H(X, Y) = (\dot{X}, \dot{Y}, \dot{Z}) \cdot \mathbf{n} = \left[ \sigma X + \frac{(\sigma - 2)\beta^2}{4\alpha^2} \right] X + \left[ (p - 1)X + \frac{(m + p - 2)\beta^2}{4\alpha^2} \right] Y. \]

From now on, we will always compute the flow across planes or surfaces as the scalar product between the vector field of the system and the normal vector. Since we work now in the region \( \{ Y \leq 0 \} \), it is easy to see that the second term in the expression of \( H(X, Y) \) is always negative, while the first term in the expression of \( H(X, Y) \) is also negative provided \( X < X(P_2) \) and

\[ 0 < \sigma < \frac{2\beta^2}{4\alpha^2 X(P_2) + \beta^2}, \quad (5.5) \]

an inequality that is compatible on some interval \( \sigma \in (0, \sigma_s) \) despite the fact that the right-hand side also depends on \( \sigma \) but has a positive minimum on some interval \( (0, \sigma_s) \) with \( \sigma_s > 0 \) sufficiently small. Thus, for such interval of \( \sigma \), the flow on the surface (5.4) has negative direction. Moreover, since we have shown in the previous step that any orbit going out of \( P_0 \) or \( P_2 \) has to cross the
plane \( \{Y = 0\} \) at a height \( Z \leq (N + \sigma)/N \), that is \( Z - 1 \leq \sigma/N \), it follows that if we let \( \sigma > 0 \) sufficiently small such that it satisfies the estimate (5.5), we infer that also

\[
0 < \sigma < \frac{N \beta^2}{4\alpha^2 X(P_2)}
\]

and thus \( X(Z - 1) < k_1^2 \), which implies that the orbit we are analyzing will enter the region \( \{Y < 0\} \) (and thus remain forever) below the surface (5.4) due to its negative direction of the flow.

**Step 3. Barrier by vertical plane.** Finally, considering the plane \( Y = -k_1 \), the direction of the flow on this plane is given by the sign of the expression

\[
L(X, Z) = -X(Z - 1) + \frac{\beta^2}{4\alpha^2} + \frac{N\beta}{2\alpha} X > 0,
\]

in the region lying below the surface (5.4), where our orbits lie for \( \sigma \) as in (5.5). This gives that the orbits going out of \( P_2 \) and \( P_0 \) cannot cross the plane \( Y = -\beta/2\alpha \) and thus cannot reach the critical point \( P_1 \). 

The main problem comes with noticing that, for \( p > p_c(\sigma) \), the plane (5.2) is no longer a good barrier for the flow, as then \( Z_2 < Z_1 \) and orbits can escape in the interval \((Z_2, Z_1)\) while still in the half-space \( \{Y > 0\} \). This is why, we need a different construction, which comes from a surface that was very successful in the limiting case \( p = m \). Let us perform first the change of variable \( W = XZ \) in (2.3) to obtain the following system we will work with in the rest of this section

\[
\begin{align*}
\dot{X} &= X[(m - 1)Y - 2X], \\
\dot{Y} &= -Y^2 - \frac{\beta^2}{4\alpha^2} Y + X - NXY - W, \\
\dot{W} &= W[(m + p - 2)Y + (\sigma - 2)(\sigma + 2)X].
\end{align*}
\]

We define in these variables the following surface, similar to the one that has been used as a barrier for the flow in the case \( p = m \) in (35):

\[
W = \left( -N - \frac{\sigma}{2} + 1 \right) XY - mY^2 - \frac{(2N + \sigma - 2)(\sigma + 2)}{8m} X^2 + \frac{2m}{m + 1} X
\]

with normal vector

\[
\pi(X, Y, W) = \left( \frac{\partial W}{\partial X}, \frac{\partial W}{\partial Y}, -1 \right),
\]

where the partial derivatives correspond to the right hand side of the expression (5.7). The reader can see a picture of this surface in Figure 2. The main technical step in the proof of Theorem 1.3 part 1, is the following

**Lemma 5.3.** Let \( N \geq 2 \). Then for any \(-2 < \sigma \leq 0\) and for any \( p \in (p_c(\sigma), m) \), the direction of the flow of the system (5.6) through the portion of the surface (5.7) with \( X < X(P_2) \) is in the decreasing direction with respect to the \( W \) coordinate.

Some of the calculations in the following proof of Lemma 5.3 have been performed with the aid of a symbolic computing software.
Proof. Somehow tedious but direct calculations give that the direction of the flow of the system (5.6) over the surface (5.7) is given by the following seven-term expression

\[
F(X, Y) = -m(m-p)Y^3 - \frac{1}{2}(m-p)(2N + \sigma - 2)XY^2 + \frac{2m(m-p)}{(\sigma + 2)}Y^2 \\
- \frac{(m-p)(\sigma + 2)(2N + \sigma - 2)}{8m}X^2Y + \frac{(m-p)(2mN + 2N + 5m\sigma + 6m + \sigma - 2)}{2(\sigma + 2)(m+1)}XY \\
- \frac{(2N + \sigma - 2)(\sigma + 2)(2N - \sigma - 6)}{16m}X^3 + \frac{2(N-1)(m-1) - (3m+1)\sigma}{2(m+1)}X^2.
\]

(5.8)

The rest of the proof will consist of a careful compensation between terms in (5.8) in order to show that \(F(X, Y) > 0\) for any \((X, Y)\) such that \(0 \leq X < X(P_2)\) and \(Y < Y(P_2)\), of course with \(\sigma\) and \(p\) as in the statement of Lemma 5.3. The analysis will be also split on the regions \(\{Y > 0\}\) and \(\{Y < 0\}\) of the surface we consider, the latter being more involved. We divide it into a number of technical steps for the easiness of the reading.

Step 1. Terms in \(X^2\) and \(X^3\), taking a half of the term in \(X^2\). We deal with the last two terms in (5.8). In fact, optimizing a bit, we will show that it is enough to take only a half of the term in \(X^2\). By dividing by \(X^2\), the sign of their combination is the same as the sign of the expression

\[
E_1(X) = -\frac{(2N + \sigma - 2)(\sigma + 2)(2N - \sigma - 6)}{16m}X + \frac{2(N-1)(m-1) - (3m+1)\sigma}{4(m+1)}.
\]

Notice that for \(\sigma \in (-2, 0]\) the free term in \(E_1(X)\) (which is the same as \(E_1(0)\)) is positive, and it is then sufficient to show that \(E_1(X(P_2)) > 0\) to complete the proof, since \(E_1(X)\) is a linear function. We then have

\[
E_1(X(P_2)) = -\frac{L_1(m, p, N, \sigma)}{32m(m + 1)(mN - N + 2)}.
\]

where \(L_1(m, p, N, \sigma)\) is an expression that can be written as a third degree polynomial with respect to \(\sigma\) as follows

\[
L_1(m, p, N, \sigma) = -(m + 1)(m - 1)^2\sigma^3 - 2(m - 1)(m + 1)(2m + p - 3)\sigma^2 \\
+ [4(m + 1)(m - 1)^2N^2 + 8(m - 1)(m^2 + m + 2)N + 12m^3 - 8m^2p + 44m^2 + 4m + 8p + 4]\sigma \\
- 8(m - 1)(N - 1)\{(m + 1)(m - p) + (m - 1)^2\}N + 3mp + m + 3(p - 1).
\]

We notice that for \(\sigma \in (-2, 0]\), all the summands are negative except for the first one. But it is very easy to see that we obtain a negative result by coupling the first two terms in \(L_1(m, p, N, \sigma)\), namely

\[-(m + 1)(m - 1)\sigma^2([m - 1](\sigma + 2) + 2(m + p - 2)] < 0.\]

We then infer that \(E_1(X(P_2)) > 0\), as desired.

Step 2. Region \(\{Y > 0\}\), terms in \(X^2Y\) and \(XY\). The idea is the same as in the previous step, noticing that we can divide by \(XY > 0\) and the sign of this combination of terms in (5.8) is the same as the sign of the following expression

\[
E_2(X) = -\frac{(m-p)(\sigma+2)(2N+\sigma-2)}{8m}X + \frac{(m-p)(2mN + 2N + 5m\sigma + 6m + \sigma - 2)}{2(\sigma + 2)(m+1)}.
\]
This is again a linear function in $X$ with $E_2(0) > 0$ in an obvious way, thus it suffices to prove that also $E(X(P_2)) \geq 0$. We have

$$E(X(P_2)) = \frac{(m - p)L_2(m, p, N, \sigma)}{16m(mN - N + 2)(m + 1)(\sigma + 2)},$$

where $L_2(m, p, N, \sigma)$ is linear with respect to $p$. It is then enough to show that it is positive for $p = m$ and $p = 1$. In the former case, we have

$$L_2(m, m, N, \sigma) = -(m + 1)(m - 1)^2\sigma^3 - (2(m + 1)(m - 1)^2N + 2(m + 1)(m - 1)^2)\sigma^2$$
$$+ (8(m - 1)(4m^2 + m + 1)N + 4m^3 + 76m^2 + 12m + 4)\sigma$$
$$+ 16m(m - 1)(m + 1)N^2 + (40m^3 - 24m^2 + 56m - 8)N + 8m^3 + 88m^2 - 40m + 8,$$

which is a cubic polynomial with respect to $\sigma$. We readily find that at $\sigma = 0$ it gives

$$L_2(m, m, N, 0) = 16m(m - 1)(m + 1)N^2 + (40m^3 - 24m^2 + 56m - 8)N + 8m^3 + 88m^2 - 40m + 8 > 0,$$

while its evaluation at $\sigma = -2$ gives

$$L_2(m, m, N, -2) = 16m(m + 1)(N - 2)(Nm - N + 2) \geq 0,$$

for $N \geq 2$. Moreover, its second derivative with respect to $\sigma$ has the following expression

$$-2(m + 1)(m - 1)^2[2(N + \sigma) + 2 + \sigma] < 0, \quad \text{for } \sigma \in (-2, 0),$$

thus by basic calculus arguments we infer that $L_2(m, m, N, \sigma) \geq 0$ for any $\sigma \in (-2, 0]$. A similar analysis holds true for $p = 1$, where

$$L_2(m, 1, N, \sigma) = -(m + 1)(m - 1)^2\sigma^3 - 2(m + 1)(m - 1)^2N\sigma^2$$
$$+ (4(m - 1)(9m^2 + 2m + 1)N + 4m^3 + 76m^2 + 12m + 4)\sigma$$
$$+ 16m(m - 1)(m + 1)N^2 + 16m(3m^2 - 2m + 3)N + 32m(3m - 1).$$

We then have

$$L_2(m, 1, N, 0) = 16m(m - 1)(m + 1)N^2 + 16m(3m^2 - 2m + 3)N + 32m(3m - 1) > 0,$$

while

$$L_2(m, 1, N, -2) = 16m(m + 1)(N - 2)(Nm - N + 2) \geq 0, \quad \text{for } N \geq 2.$$

Moreover, the second derivative of the polynomial $L_2(m, 1, N, \sigma)$ with respect to $\sigma$ is

$$-2(m + 1)(m - 1)^2(3\sigma + 2N)$$

which is obviously negative for $N \geq 3$ in our range of $\sigma$. Finally, for the case $N = 2$ we consider the first derivative with respect to $\sigma$ of $L_2(m, 1, 2, \sigma)$, which is a second degree polynomial in $\sigma$ with dominating negative coefficient, and observe that

$$\frac{\partial L_2}{\partial \sigma} \bigg|_{\sigma=2} = 16m^2(5m + 1) > 0, \quad \frac{\partial L_2}{\partial \sigma} \bigg|_{\sigma=0} = 76m^3 + 20m^2 + 4m - 4 > 0,$$
whence $L_2(m, 1, 2, \sigma)$ is increasing for $\sigma \in (-2, 0]$ for $N = 2$, which leads to its positivity.

**Step 3. Region $\{Y > 0\}$, terms in $Y^3$, $Y^2$ and $X Y^2$.** We are left with the sign of the combination of the first three terms in (5.8), which after dividing by $Y^2$, is the same as the sign of the expression

$$E_3(X, Y) = -\frac{m - p}{2(\sigma + 2)} [(2N + \sigma - 2)(\sigma + 2)X + 2m(\sigma + 2)Y - 4m]$$

and since the term in brackets is linearly increasing in both $X$ and $Y$, it is sufficient to show that $E_3(X(P_2), Y(P_2)) > 0$. To this end, we find that

$$E_3(X(P_2), Y(P_2)) = -\frac{m - p}{2(\sigma + 2)} \left[ 2(m - 1)^2 \sigma - 4(m - 1)(2m - p + 1) \right] N + L_3(m, p, \sigma),$$

where

$$L_3(m, p, \sigma) = (m - 1)^2 \sigma^2 + 2m - 1)(m + p)\sigma + 4mp - 20m + 4p - 4.$$  

Notice that the numerator of $E_3(X(P_2), Y(P_2))$ is a linearly decreasing expression of $N$, thus it suffices to prove that this numerator is negative for $N = 1$. And this is achieved by standard calculus tools, noticing that the expression giving the sign can be written, for $N = 1$, as

$$P(\sigma) = (m - 1)^2 \sigma^2 + 2m - 1)(2m - 1 + p)\sigma - 8m(m - p + 2),$$

which is a second degree polynomial with dominating positive coefficient and such that

$$P(0) = -8m(m - p + 2) < 0, \quad P(-2) = -4(3m - p)(m + 1) < 0,$$

thus $P(\sigma) < 0$ for any $\sigma \in (-2, 0]$. It then follows that $E_3(X(P_2), Y(P_2)) > 0$ and thus $E_3(X, Y) > 0$ in the region we are interested in. The analysis of the case $Y > 0$ is completed, since the remaining half of the term in $X^2$ in (5.8) is obviously positive for $\sigma \in (-2, 0]$.

**Step 4. Compensation of the term in $X^3$ in (5.8) by one third of the term in $X^2$, for $m \geq 3$.** This is a technical improvement over Step 1 above (where we were taking a half of the term in $X^2$ needed in order to deal with the region of the surface 5.7 lying in the half-space $\{Y < 0\}$, but only works for $m \geq 3$. We proceed as in Step 1, and deduce that the sign of this combination of terms is given by the following expression

$$\tilde{E}_1(X) = -\frac{(2N + \sigma - 2)(\sigma + 2)(2N - \sigma - 6)}{16m} X + \frac{2(N - 1)(m - 1) - (3m + 1)\sigma}{6(m + 1)},$$

and once more we wish to show that $\tilde{E}_1(X(P_2)) > 0$. We then have

$$\tilde{E}_1(X(P_2)) = -\frac{\tilde{L}_1(m, p, N, \sigma)}{96m(mN - N + 2)(m + 1)},$$

where $\tilde{L}_1(m, p, N, \sigma)$ can be written as a third degree polynomial in $\sigma$ as follows:

$$\tilde{L}_1(m, p, N, \sigma) = -3(m + 1)(m - 1)^2 \sigma^3 - 6(m - 1)(m + 1)(2m + p - 3)\sigma^2$$

$$+ [12(m + 1)(m - 1)^2 N^2 + 16(m + 3)(m - 1)N + 36m^3 - 24m^2 p + 84m^2 - 4m + 24p + 12] \sigma$$

$$- 8(m - 1)(N - 1)[(4m^2 - (3p + 1)m - 3p + 3)N + (9p - 1)m + 9(p - 1)].$$
We easily observe that, for \( \sigma = 0 \), we are left with the free term in the expression of \( \tilde{L}_1 \) and this is a linear function of \( p \). Letting \( p = m \), respectively \( p = 1 \), we get

\[
\frac{\tilde{L}_1(m, m, N, 0)}{8(m-1)(N-1)} = -(m-1)(m-3)N - 9m^2 - 8m + 9, \quad \frac{\tilde{L}_1(m, 1, N, 0)}{8(m-1)(N-1)} = -4m(m-1)N - 8m
\]

and both are negative provided that \( m \geq 3 \). By linearity, we infer that \( \tilde{L}_1(m, p, N, 0) < 0 \). On the other hand, similar calculations for \( \sigma = -2 \), respectively \( p = m \) and \( p = 1 \) give

\[
\tilde{L}_1(m, m, N, -2) = -32m(Nm - N + 2m + 2)(Nm - N + 2) < 0
\]

and

\[
\tilde{L}_1(m, 1, N, -2) = -8(7m + 3)(m-1)^2N^2 + 32(m-1)(m^2 - 4m - 3)N - 32(m+1)(3m^2 - 2m + 3)
\]

which is straightforward to see that it is negative for \( N > 1 \). We again infer by linearity that \( \tilde{L}_1(m, p, N, -2) < 0 \). The final argument is to see that \( \tilde{L}_1(m, p, N, \sigma) \) is monotone increasing with respect to \( \sigma \) for \( \sigma \in (-2, 0) \). Indeed, its derivative with respect to \( \sigma \)

\[
\frac{\partial \tilde{L}_1}{\partial \sigma} = -9(m+1)(m-1)^2\sigma^2 - 12(m-1)(m+1)(2m + p - 3)\sigma + 12(m+1)(m-1)^2N^2 + 16(m+3)(m-1)N + 36m^3 - 24m^2p + 84m^2 - 4m + 24p + 12
\]

is a second degree polynomial in \( \sigma \) with negative dominating coefficient and such that it is positive at \( \sigma = 0 \) and \( \sigma = -2 \). The former is obvious by examining the free term, while the latter follows from noticing that

\[
\frac{\partial \tilde{L}_1}{\partial \sigma}(m, p, N, -2) = 12(m+1)(m-1)^2N^2 + 16(m+3)(m-1)N + 48m^3 + 48m^2 - 16m + 48
\]

which is obviously positive.

**Step 5. Region \( \{Y < 0\} \), compensation of terms in \( XY^2 \), \( Y^3 \) and one half of the term in \( Y^2 \) in (5.8).** We take the full terms in \( Y^3 \) and \( XY^2 \) in (5.8) and only a half of the term in \( Y^2 \) in (5.8). After dividing by \( Y^2 \), we notice that the sign of the combination of these terms is the same as the sign of

\[
E_4(X, Y) = -\frac{(m-p)[(2N + \sigma - 2)(\sigma + 2)X + 2m(\sigma + 2)Y - 2m]}{2(\sigma + 2)}.
\]

Since now \( Y < 0 \), it suffices to show that

\[
L_4(m, p, N, \sigma) = (2N + \sigma - 2)(\sigma + 2)X(P_2) - 2m < 0
\]

for any \( \sigma \in (-2, 0) \). We then have

\[
L_4(m, p, N, \sigma) = \frac{1}{2(mN - N + 2)} \left[ (m-1)^2\sigma^2 + [2(m-1)^2N - 2(m-1)(m-p)]\sigma - 4(m-1)(m-p+1)N - 4mp - 4m + 4p - 4 \right]
\]

31
which is again a second degree polynomial in $\sigma$ with positive dominating coefficient. Noticing
that at the endpoints one gets

$$L_4(m,p,N,0) = -\frac{2(m-1)(m-p+1)N + 2mp + 2m - 2p + 2}{mN - N + 2} < 0,$$

$$L_4(m,p,N,-2) = -\frac{2(m-1)(2m-p)N - 4m^2 + 4mp + 8m - 4p}{mN - N + 2},$$

and that the numerator of $L_4(m,p,N,-2)$ is a linear expression in $N$ with negative coefficient
such that at $N = 1$ we have

$$L_4(m,p,1,-2) = -\frac{2mp + 4m - 2p}{m + 1} < 0,$$

we infer that $L_4(m,p,N,\sigma) < 0$ for any $\sigma \in (-2,0]$ and thus $E_4(X,Y) > 0$.

**Step 6. Region $\{ Y < 0 \}$, compensation of terms in $XY^2$, $Y^3$ and one third of the term
in $Y^2$ in (5.3) if $m \leq 3$.** In the same way as in the previous step, the sign of this combination
of terms is the same as the sign of the expression

$$\tilde{E}_4(X,Y) = -\frac{(m-p)[3(2N + \sigma - 2)(\sigma + 2)X + 6m(\sigma + 2)Y - 4m]}{6(\sigma + 2)}$$

and we are interested to prove that the expression

$$\tilde{L}_4(m,p,N,\sigma) = 3(2N + \sigma - 2)(\sigma + 2)X(P_2) - 4m < 0$$

for any $\sigma \in (-2,0)$, provided that $m \leq 3$. We have

$$\tilde{L}_4(m,p,N,\sigma) = \frac{1}{2(mN - N + 2)} \left[ 3(m-1)^2\sigma^2 + [6(m-1)^2N - 6(m-1)(m-p)]\sigma - 4(m-1)(2m - 3p + 3)N - 12mp - 4m + 12p - 12 \right],$$

which is again a second degree polynomial in $\sigma$ with positive dominating coefficient. At the
endpoint $\sigma = -2$ we notice that

$$\tilde{L}_4(m,p,N,-2) = -\frac{4(m-1)(5m - 3p)N - 24m^2 + 24mp + 40m - 24p}{2(mN - N + 2)}$$

and this is negative for any $N \geq 2$, since its numerator is a linear expression with respect to $N,
with positive coefficient, and at $N = 2$ we readily have $\tilde{L}_4(m,p,2,-2) = -4m < 0$. Things are
a bit more complicated at the endpoint $\sigma = 0$, since

$$\tilde{L}_4(m,p,N,0) = -\frac{4(m-1)(2m - 3p + 3)N + 12mp + 4m - 12p + 12}{2(mN - N + 2)}$$

whose coefficient as a function of $N$ might change sign. But we notice that its numerator is a
linear function of $p$ and that at $p = m$ and at $p = 1$

$$\tilde{L}_4(m,m,N,0) = \frac{4(m-1)(m-3)N - 12m^2 + 8m - 12}{2(mN - N + 2)}, \tilde{L}_4(m,1,N,0) = \frac{-8(m-1)mN - 16m}{2(mN - N + 2)}$$
both expressions have negative signs. It then follows that $\tilde{L}_4 < 0$ for any $\sigma \in (-2,0]$ and thus $E_4(X,Y) > 0$ for any $m \in [1,3]$.

**Step 7. Compensation of the terms in $X^2$, $Y^2$ and $XY$ in (5.8).** End of the proof for $N \geq 5$. From previous steps, we were left with some parts of the terms in $X^2$ and $Y^2$, as either one half or one third of them (according to each step) have been used in different other balances of terms. We are thus interested in showing that an expression of the form

$$\frac{2m(m-p)}{\sigma+2}Y^2 + \frac{(m-p)(2Nm + 5m\sigma + 2N + 6m + \sigma - 2)}{2(\sigma + 2)(m+1)} XY$$

$$+ b \frac{2(N-1)(m-1) - (3m+1)\sigma}{2(m+1)} X^2$$

$$= \frac{(m-p)[(2Nm + 5m\sigma + 2N + 6m + \sigma - 2)X + 8(m+1)amY]}{32\sigma + 2(m+1)^2 abm} (5.9)$$

with $a$ and $b$ to be fixed according to each case, has positive sign. Let us notice that the first term in the right hand side of the equality (5.9) is a square, thus it is sufficient to prove that the terms in the final line of (5.9) give a positive contribution. Noticing that this sign only depends on the value of the product $ab$, we begin with $a = 1/2$ and $b = 2/3$ and find that the combination of the terms in the last line of (5.9) gives

$$\frac{X^2}{48m(m+1)^2(\sigma + 2)} L_5(m,p,N,\sigma),$$

where $L_5(m,p,N,\sigma)$ is a linear term with respect to $p$ (whose expression we omit here for simplicity). It is then sufficient to show that it is negative at $p = m$ and at $p = p_c(\sigma)$ in order to conclude that it has negative sign in the middle, where we recall that $p_c(\sigma)$ has been introduced in (5.1). We indeed have

$$L_5(m,m,N,\sigma) = 16[2(N-1)(m-1) - (3m+1)\sigma](\sigma + 2)(m+1)m > 0.$$ 

It is right now where the lower limit $p = p_c(\sigma)$ already established in Lemma 5.2 comes into action. Indeed, evaluating $L_5$ at $p = 1$ does not lead to the desired positive sign, but instead, since we already covered the interval $p \in [1,p_c(\sigma)]$, we can work starting from $p = p_c(\sigma)$. We thus have

$$L_5(m,p_c(\sigma),N,\sigma) = \frac{P(m,N,\sigma)(\sigma + 2)}{N + \sigma + 2},$$

where $P(m,N,\sigma)$ is a polynomial of second degree in $\sigma$ as follows

$$P(m,N,\sigma) = -(3m-1)(41m^2 + 20m + 3)\sigma^2$$

$$- [4(m+1)(19m^2 - 3)N + 308m^3 - 76m^2 + 12m + 12] \sigma$$

$$+ 4(m-1)(5m-3)(m+1)N^2 - 2(5m-3)(m+1)N - 43m^2 + 2m - 3.$$ 

Notice that $P(m,N,\sigma)$ has negative dominating coefficient and by analyzing $P(m,N,0)$ which is the free term (as a polynomial with respect to $N$) we easily notice that it is positive for any
\( N \geq 5 \) (but unfortunately not for \( N = 2, 3, 4 \), cases that have to be considered separately in forthcoming steps). Moreover,

\[
P(m, N, -2) = 4(m + 1)[(5m - 3)(m - 1)N^2 + 4(m + 1)(7m - 3)N - 12(m - 1)(m + 1)]
\]
is obviously positive for \( N \geq 5 \). Thus \( P(m, N, \sigma) > 0 \) for any \( \sigma \in (-2, 0) \), which implies also the positivity of the combination of terms we started with in this step. Thus, for \( N \geq 5 \), if \( m \geq 3 \) we complete the proof of the Lemma by using the fractions of terms as in Step 4, Step 5, together with \( a = 1/2 \) and \( b = 2/3 \) in the current step, while if \( m \leq 3 \) we complete the proof by using the fractions of terms as in Step 1, Step 6 together with \( a = 2/3 \) and \( b = 1/2 \) in the current step.

**Step 8. Dimensions \( N = 3, 4 \). Compensation of the terms in \( X^2 \), \( Y^2 \) and \( XY \) in (5.8).** We are left with dimensions \( N = 3 \) and \( N = 4 \) where Step 7 above did not work with the coefficients \( a = 1/2 \) and \( b = 2/3 \). We thus work in a completely similar manner but letting \( a = 1/2 \) and \( b = 9/10 \) in (5.9). In this case, the relevant term for the sign (given by the combination of terms in the last line of (5.9)) gives

\[
- \frac{Q(m, p, N, \sigma)}{80m(m + 1)^2(\sigma + 2)} X^2,
\]

where \( Q(m, p, N, \sigma) \) is a linear function with respect to \( p \) and at the same time a second degree polynomial in \( \sigma \). On the one hand, for \( p = m \) and \( \sigma \in (-2, 0] \), we compute

\[
Q(m, m, N, \sigma) = -36m(m + 1)(\sigma + 2)[2(N - 1)(m - 1) - (3m + 1)\sigma] < 0.
\]

On the other hand, if \( p = p_\epsilon(\sigma) \), we get

\[
Q(m, p_\epsilon(\sigma), N, \sigma) = -\frac{\sigma + 2}{N + \sigma + 2} R(m, N, \sigma),
\]

where \( R(m, N, \sigma) \) is a second degree polynomial in \( \sigma \), more precisely

\[
R(m, N, \sigma) = -(233m^3 + 69m^2 - 9m - 5)\sigma^2
\]

\[
- (136Nm^3 + 164Nm^2 + 588m^3 + 8Nm - 52m^2 - 20N + 20m + 20)\sigma
\]

\[
+ 4(m - 1)[(m + 1)(13m - 5)N^2 - 2(m + 1)(6m - 5)N - 81m^2 - 6m - 5].
\]

It is easy to see that \( R(m, N, 0) \) (that is, the free term) is positive for \( N \geq 3 \). Moreover,

\[
R(m, N, -2) = 4(m + 1)[(13m - 5)(m - 1)N^2 + 4(m + 1)(14m - 5)N - 20(m - 1)(m + 1)] > 0
\]

provided \( N \geq 3 \). It then follows that \( R(m, N, \sigma) > 0 \) and thus \( Q(m, p, N, \sigma) < 0 \) for any \( \sigma \in (-2, 0] \), as desired.

**Step 9. Dimensions \( N = 3, 4 \). Compensation of the term in \( X^3 \) with one tenth of the term in \( X^2 \) in (5.8).** Since we had to use \( b = 9/10 \) in front of the term involving \( X^2 \) in Step 8, we are only left with 1/10 of the term involving \( X^2 \) in (5.8) in order to compensate the term in \( X^3 \), thus we need to improve Step 1 for dimensions \( N = 3 \) and \( N = 4 \). We again divide by \( X^2 \) and then notice that it is sufficient to prove that the remaining term is positive evaluated at
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$X = X(P_2)$, as we did in Step 1. Proceeding exactly the same as in Step 1, we obtain that the term whose sign we have to study is given by

$$P_3(m, p, \sigma) = 5(m+1)(m-1)^2\sigma^3 + 10(m-1)(m+1)(2m+p-3)\sigma^2$$
$$+ (-72m^3 + 40m^2p - 40m^2 + 8m - 40p + 40)\sigma + 32m(3m-1)(m-1),$$

for $N = 3$ and

$$P_3(m, p, \sigma) = 5(m+1)(m-1)^2\sigma^3 + 10(m-1)(m+1)(2m+p-3)\sigma^2$$
$$+ (-156m^3 + 40m^2p + 36m^2 + 76m - 40p - 20)\sigma + 24(m-1)(8m^2 - 5p(m+1) + m + 5),$$

for $N = 4$. Since for $p \in [1, m]$ we have

$$8m^2 - 5p(m-1) + m + 5 \geq 8m^2 - 5m(m-1) + m + 5 = 3m^2 - 4m + 5 > 0,$$

we notice that all the summands but the first one are positive for $\sigma \in (-2, 0]$ in both polynomials $P_3$ and $P_4$, but the first term is dominated by the second term since

$$5(m+1)(m-1)^2\sigma^3 + 10(m-1)(m+1)(2m+p-3)\sigma^2 = 5(m-1)(m+1)\sigma^2[(\sigma+4)(m-1)+2(p-1)]$$

is a positive contribution. The proof is now complete also for dimensions $N = 3$ and $N = 4$.

**Step 10. Dimension** $N = 2$. We are left with the case of dimension $N = 2$, which is easier than the previous ones. Let us notice that on the one hand Steps 2 and 3 (regarding the region \{Y > 0\}) also hold true for $N = 2$, while on the other hand the term in $X^3$ in (5.8) is now positive, since $2N - \sigma - 6 = -(\sigma + 2) < 0$ for $N = 2$. We are thus left with the region \{Y < 0\}, but as we shall see below, the argument now follows just by completing squares. Thus, the terms in $Y^3$, $XY^2$ and $X^2Y$ in (5.8) give for $N = 2$

$$- \left[ m(m-p) \left( Y + \frac{(\sigma+2)X}{4m} \right)^2 + \frac{(\sigma+2)(m-p)X^2}{16m} \right] \text{ for } Y > 0,$$

since we are working on the region \{Y < 0\}. We are left with the terms in $X^2$, $Y^2$ and $XY$ in (5.8). Their joint contribution gives after completing squares the following term

$$H(X, Y) = \frac{2m(m-p)}{\sigma+2} \left[ Y + \frac{5m+10m+\sigma+2}{8m(m+1)}X \right]^2$$
$$+ \left[ \frac{2(m-1)-(3m+1)\sigma}{2(m+1)} - \frac{(m-p)(5m+1)}{32m(m+1)^2} \right] X^2. \quad (5.10)$$

It is then enough to show that the coefficient multiplying $X^2$ in (5.10) is positive in order to complete the proof. This is obvious at $p = m$ where the only negative term is canceled. Since this coefficient is a linear function of $p$, it suffices to prove its positivity also at $p = p_c(\sigma)$, where its expression is

$$\frac{2(m-1)-(3m+1)\sigma}{2(m+1)} - \frac{(m-p_c(\sigma))(5m+1)}{32m(m+1)^2} = -\frac{R(m, \sigma)}{32m(m+1)^2(\sigma+4)},$$

where

$$R(m, \sigma) = (73m^3 + 49m^2 + 7m - 1)\sigma^2 + (260m^3 + 196m^2 + 60m - 4)\sigma - 4(m-1)(7m^2 + 22m - 1).$$
We readily observe that
\[ R(m,0) = -4(m-1)(7m^2 + 22m - 1) < 0, \quad R(m,-2) = -256m^2(m+1) < 0, \]
hence \( R(m,\sigma) < 0 \) for any \( \sigma \in (-2,0] \) as a second degree polynomial with positive dominating coefficient. It thus follows that \( H(X,Y) > 0 \) and the proof is complete. \( \square \)

We infer from Lemma 5.1 and Lemma 5.3 that, for \( \sigma \in (-2,0] \) and \( p \in (p_\sigma, m) \), the region \( W \) limited by the planes \( X = X(P_2), Y = Y(P_2) \), \( W = 0 \) and the surface \( (5.6) \) is positively invariant for the flow of the system \( (5.6) \): once an orbit enters it, it cannot go out afterwards. We then analyze the orbits going out of \( P_2 \) and \( P_0 \).

**Lemma 5.4.** Let \( N \geq 2 \), \( \sigma \in (-2,0] \) and \( p_\sigma(\sigma) \leq p < m \). Then the orbits going out of \( P_2 \) and \( P_0 \) in the phase space associated to the system \( (5.6) \) enter the region \( W \).

**Proof.** We prove first that the critical point \( P_2 \) lies itself “below” the surface \( (5.6) \). To this end, it is enough to evaluate \( (5.6) \) at \( (X,Y) = (X(P_2), Y(P_2)) \) and show that \( W = W(X(P_2), Y(P_2)) > 0 = W(P_2) \). We thus have at \( (X,Y) = (X(P_2), Y(P_2)) \)
\[
W = \frac{S(m,p,N,\sigma)}{32m(m+1)(mN - N + 2)^2(\sigma + 2)^2},
\]
where \( S(m,p,N,\sigma) \) is a rather long expression (whose exact form we omit here for simplicity) which is linear in \( p \). Moreover, we obtain at \( p = m \)
\[
S(m,m,N,\sigma) = (m-1)^2(\sigma + 2) [ (m-1)(m+1)\sigma^2 +2(m+1)(m-1)N + 4m)\sigma - 4(m-1)(3m-1)(N-1)].
\]
and the factor in brackets is negative both at \( \sigma = 0 \) and at \( \sigma = -2 \), where it gives \(-16m(mN - N + 2) < 0 \). Since this factor is a second degree polynomial in \( \sigma \) with positive dominating coefficient, we infer that \( S(m,m,N,\sigma) < 0 \) for any \( \sigma \in (-2,0] \). Evaluating now at \( p = 1 \), we get
\[
S(m,1,N,\sigma) = (m+1)(m-1)^3\sigma^3 + 2(m-1)(m+1)(m-1)N + 4m)\sigma^2 - 4(m-1)(3m-1)(N-1)\sigma - 64(m-1)m^2(mN - N + 2),
\]
which is a cubic polynomial in \( \sigma \) such that the values at the endpoints \( \sigma = 0 \) and \( \sigma = -2 \)
\[
S(m,1,N,0) = -64(m-1)m^2(mN - N + 2), \quad S(m,1,N,-2) = -32m(m-1)(m+1)(mN - N + 2),
\]
are both negative and its second derivative is positive for any \( \sigma \in [-2,0] \) (we leave to the reader the verification of this rather easy fact). By standard calculus results it follows that \( S(m,1,N,\sigma) < 0 \) and thus \( S(m,p,N,\sigma) < 0 \) for any \( \sigma \in (-2,0] \) and \( p \in (p_\sigma, m) \). This proves that the point \( P_2 \) lies below the surface \( (5.6) \) and thus Lemmas 2.3 and 5.1 imply that the orbit from \( P_2 \) goes out into \( W \).

We draw now our attention to the orbits going our of \( P_0 \). We recall from Lemma 2.4 that these orbits go out tangent to the center manifold \( (2.7) \), which in variables \( (X,Y,W) \) writes
\[
W_0 = X - \frac{\beta}{\alpha}Y - \frac{\alpha}{\beta^2}[(N - 2)\beta + m\alpha]X^2. \quad (5.11)
\]
We then notice that
\[ W - W_0 = \frac{m - 1}{m + 1} X + \frac{m - p}{\sigma + 2} Y - \frac{2N + \sigma - 2}{2} XY - mY^2 + \frac{\sigma + 2}{8m(m - p)^2} A(m, p, N, \sigma)X^2, \]
\[ A(m, p, N, \sigma) = (7m^2 + 2mp - p^2)\sigma + 2(3m + p)(m - p)N + 2m^2 + 12mp + 2p^2, \]
hence in a small neighborhood of the critical point \( P_0 \) we find \( W - W_0 > 0 \), since the orbits going out of \( P_0 \) enter the positive half-space \( \{ Y > 0 \} \). This shows that the orbits go out directly into \( \mathcal{W} \).

We represent in the Figure 2 the surface defined in (5.7) and the center manifold given in (5.11), and we see that for \( X \) sufficiently small, the center manifold lies in the region \( \mathcal{W} \), as proved.

![Figure 2: The surface defined in (5.7) and the center manifold (5.11).](image)

**Differences in dimension** \( N = 1 \). We are left with dimension \( N = 1 \), where the previous analysis does not work. In change, we introduce a *different surface* for this special case:

\[ W = -\frac{(m + p)\sigma(2m\sigma + 3m + p)}{2m(3m + p)^2} X^2 - \frac{(m + p)\sigma}{3m + p} XY - \frac{m + p}{2} Y^2 \]
\[ + \frac{2(m + p)[(m + p)\sigma + 3m + p]}{(m + 1)(3m + p)(\sigma + 2)} X. \]

The following result shows that the surface (5.12) does the desired job for \( N = 1 \).

**Lemma 5.5.** Let \( N = 1 \). Then for any \( \sigma \in (-2, 0) \) and any \( p \in [1, m) \), the region \( \mathcal{V} \) limited by the planes \( X = X(P_2) \), \( Y = Y(P_2) \), \( W = 0 \) and the surface (5.12) is positively invariant for the flow of the system (5.6) and the orbits going out of \( P_0 \) and \( P_2 \) enter this region.
Sketch of the proof. The flow of the system (2.3) on the surface (5.12) is given by the sign of the expression

$$F_1(X,Y) = \frac{(m+p)(m-p)}{\sigma+2} Y^2 + \frac{(m+p)\sigma}{(3m+p)^2} X^2 \times \left[ \frac{(2m+3m+p)(m\sigma+3m+p)}{m(3m+p)} X - \frac{(7m^2+5mp+3m+p)\sigma+2(3m+1)(3m+p)}{(m+1)(\sigma+2)} \right]$$

(5.13)

and in order to prove that the sign of $F_1(X,Y)$ is positive for $\sigma \in (-2,0)$ it is sufficient to check that the factor in brackets in the second line of (5.13) is negative, which is analyzed at $X = X(P_2)$ in a similar way as in Step 1 in the proof of Lemma 5.3. Moreover, rather similar calculations as in the proof of Lemma 5.4 give that $P_2$ lies “below” the surface (5.12), while the orbits going out of $P_0$ tangent to the center manifold (2.7) do it also inside the region $\mathcal{V}$, since the coefficients of the linear terms in $X$ and $Y$ in the difference of surfaces are still positive for any $\sigma \in (-2,0)$. We omit here the technical details, since they follow the same arguments as in the proofs of Lemmas 5.3 and 5.4.

We are finally in a position to complete the proof of Theorem 1.3, Part 1.

Proof of Theorem 1.3, Part 1. We infer from Lemmas 5.1, 5.2, 5.3, and 5.4 in dimension $N \geq 2$, respectively Lemma 5.5 in dimension $N = 1$, that for any $p \in [1,m]$ and for any $\sigma \in (-2,0]$, the orbits going out of both $P_0$ and $P_2$ have to remain forever inside the positively invariant regions $\mathcal{W}$, respectively $\mathcal{V}$ and thus cannot reach the critical point $P_1$. Moreover, this property can be extended by standard continuity arguments up to some $\sigma_0 > 0$. We then infer from Theorem 1.2 that the only orbits entering $P_1$ and containing good profiles must necessarily come from the critical point $Q_1$ and we are done.

Remarks. (a) In particular, we have given an alternative proof (to the one in [47, Theorem 2, Section 1.3, Chapter 4]) of the existence of solutions stemming from the critical point $Q_1$ (in our notation) for the non-weighted case $\sigma = 0$. Let us stress here that we also show that solutions with $f(0) > 0$, $f'(0) = 0$ are the only possible solutions for $\sigma = 0$.

(b) It is very likely that the orbits going out of $P_0$ and $P_2$ for $\sigma \in (-2,\sigma_0)$ will actually enter the critical point $P_1$. In order to prove rigorously this fact, we have to avoid the existence of limit cycles, which is not an easy problem in three-dimensional dynamical systems and when no coordinate among $X$, $Y$, $Z$ (or $W$) is monotone along the orbits we are looking at. We have dealt with such a situation in the recent work [31, Section 2.3] and we believe that similar arguments might be used to avoid the existence of limit cycles, but we do not wish to enter this discussion here. We will go back to this question only for $\sigma > 0$ (when some monotonicity is granted on the orbit going out of $P_2$) at the end of the next section.

6 Classification of the profiles: $\sigma$ large

In this final section, we complete the proof of Theorem 1.3 by proving the remaining two items of it, dealing with values of $\sigma$ much larger than zero. Some parts of the proof might look a bit tedious and some of the calculations were performed with the aid of a symbolic calculation tool. We first need a preparatory result.
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Lemma 6.1. Let $\sigma > 0$. Then the coordinate $X$ is decreasing and the coordinate $Y$ is also decreasing in the half-space $\{ Y \geq 0 \}$ along the unique orbit going out of $P_2$ in the phase space associated to the system (2.3).

The proof is totally similar to the one of [34, Lemma 5.3] where the same result is proved in the case $N = 1$, or [31, Lemma 5.1]. We are now in a position to proceed to the proof of the remaining items of Theorem 1.3 and we begin with the last one of them.

Proof of Theorem 1.3, Part 3. The proof is again divided into several steps for the reader’s convenience. The scheme of the proof is based on constructing a region in the phase space, limited by two planes passing through $P_2$, such that any orbit entering this region has to go very far away in the sense of negative values of $Y$ in order to get out of it, and thus be forced to connect to $Q_3$. We then show that all the orbits stemming from $P_2$ and $Q_1$ for sufficiently large $\sigma$ cannot enter the critical point $P_1$, thus Theorem 1.2 implies that the good profiles contained in orbits entering $P_1$ must come from the remaining point $P_0$. Let us set $Y_0 = (m-1)/2$.

Step 1. Plane of no return. In this step, we show that, if an orbit of the system (2.3) crosses the plane $\{ Y = -Y_0 \}$, then it has to enter the critical point $Q_3$. The direction of the flow of the system across the plane $\{ Y = -Y_0 \}$ is given by the sign of the expression

$$R(X, Z) = \frac{mN - N + 2}{2}X - \frac{(m - 1)[\sigma(m - 1) + 2(p - 1)]}{4(\sigma + 2)} - XZ,$$

and since $0 \leq X \leq X(P_2)$ over the orbit going out of $P_2$, we observe that

$$R(0, Z) = -\frac{(m - 1)[\sigma(m - 1) + 2(p - 1)]}{4(\sigma + 2)} < 0, \quad R(X(P_2), Z) = -X(P_2)Z < 0,$$

hence $R(X, Z) < 0$ for any $X \in [0, X(P_2)]$. It follows that the plane $\{ Y = -Y_0 \}$ cannot be crossed from the negative part, thus an orbit entering the region $\{ Y < -Y_0 \}$ will stay there forever. We then infer from the first and the second equation in the system (2.3) that in the region $\{ Y < -Y_0 \}$ both components $X$ and $Y$ are monotone over any orbit, thus the orbit going out of $P_2$ cannot end up in a limit cycle. It has then to enter the stable node $Q_3$.

Step 2. Definitions of the two limiting planes. We introduce the following planes

$$DY + Z = E, \quad D = \frac{2(mN - N + 2)}{m - 1}, \quad E = \frac{2(mN - N + 2)}{\sigma(m - 1)}; \quad (6.1)$$

and

$$X = BY + C, \quad B = \frac{m(m - 1)}{2(m - 1)^2N^2 + 7(m - 1)N + 2(m + 3)}, \quad C = \frac{(2mN - 2N + 3)(m - 1)[\sigma(m - 1) + 2(p - 1)]}{2(\sigma + 2)[2(m - 1)^2N^2 + 7(m - 1)N + 2(m + 3)]}; \quad (6.2)$$

It is easy to check that both planes (6.1) and (6.2) contain the critical point $P_2$. We show next that the following region limited by them

$$D := \{(X, Y, Z) \in \mathbb{R}^3 : X > BY + C, Z > E - DY, 0 \leq X \leq X(P_2), -Y_0 \leq Y \leq Y(P_2)\} \quad (6.3)$$
is almost invariant for the flow of the system (2.3), in the sense that it can be left only by crossing the plane \( \{ Y = -Y_0 \} \). We plot the region \( D \) in Figure 3.

**Step 3. Flow on the first plane.** The direction of the flow of the system (2.3) over the plane (6.1) is given by the sign of the following rather complicated expression

\[
F(X, Y) = -\frac{2(mN - N + 2)^2}{m - 1} p Y^2 \\
- \frac{2(mN - N + 2)[-(p - 1)(m - 1)\sigma + (m - 1)(m - p)N - 2p^2 + 2m + 2p - 2]}{(m - 1)(\sigma + 2)} Y \\
+ \frac{2(mN - N + 2)^2[2(m - 1)^2 N^2 + 7(m - 1)N + 8 - (m - 1)\sigma]}{(m - 1)^2} XY \\
- \frac{2(mN - N + 2)L(m, p, N, \sigma)}{(m - 1)^2(\sigma + 2)} X \\
= K(Y)X - \frac{2(mN - N + 2)^2 p Y^2}{m - 1} \\
- \frac{2(mN - N + 2)[-(p - 1)(m - 1)\sigma + (m - 1)(m - p)N - 2p^2 + 2m + 2p - 2]}{(m - 1)(\sigma + 2)} Y,
\]

where

\[
L(m, p, N, \sigma) = -(m - 1)^2 \sigma^2 + [2(m - 1)^3 N^2 + 7(m - 1)^2 N - 2(p - 4)(m - 1)]\sigma \\
+ 4(m - 1)^2(p - 1)N^2 - 2(m - 1)(m - 8p + 7)N - 4m + 16p - 12
\]
and
\[ K(Y) = \frac{2(mN - N + 2)[2(m - 1)^2N^2 + 7(m - 1)N + 8 - (m - 1)\sigma]}{(m - 1)^2}Y - \frac{2(mN - N + 2)\sigma}{(m - 1)^2(\sigma + 2)}. \]

Let us notice first that, for \( \sigma \) sufficiently large, the coefficient of \( Y \) in the expression of \( K(Y) \) is negative, while the free term is positive. It thus follows that \( K(Y) > 0 \) for \( Y \leq 0 \) and \( \sigma \) large enough. Moreover, we are interested in the invariant region \( D \) defined in (6.3), thus \( Y \leq Y(P_2) \) and we further have
\[ K(Y(P_2)) = \frac{4(mN - N + 2)(mN - pN + \sigma + 2)}{(m - 1)(\sigma + 2)} > 0, \]
hence by linearity we infer that \( K(Y) > 0 \) for any \( Y \in (-\infty, Y(P_2)) \). Therefore, the coefficient of \( X \) in the expression of the flow (6.4) is positive in the region of interest and this implies that, in the region \( D \), we get
\[ F(X, Y) > F(BY + C, Y) = \frac{(mN - N + 2)^2(Y - Y(P_2))}{(\sigma + 2)(m - 1)[2(m - 1)^2N^2 + 7(m - 1)N + 2(m + 3)]}A(Y; \sigma), \]
where
\[ A(Y; \sigma) = -[2m(m - 1)Y + (m - 1)^2(2mN - 2N + 3)]\sigma^2 + K_1(Y)\sigma + K_2(Y), \]
with \( K_1 \) and \( K_2 \) continuous functions of \( Y \) (thus bounded for \( Y \in [-Y_0, Y(P_2)] \)) whose expressions we omit here since for \( \sigma \) sufficiently large the first term in \( A(Y; \sigma) \) is the dominating one. Since
\[ -2m(m - 1)Y_0 + (m - 1)^2(2mN - 2N + 3) = -(m - 1)^2(2N - 1)(m - 1) + 2 < 0, \]
the coefficient of \( \sigma^2 \) is always negative for \( Y \in [-Y_0, Y(P_2)] \) and thus \( F(X, Y) > F(BY + C, Y) > 0 \) for \( Y \in [-Y_0, Y(P_2)] \) and \( X > BY + C \). This implies that orbits cannot leave the region \( D \) by crossing its wall given by the plane (6.1) as the flow across it points towards the interior of \( D \).

**Step 4. Flow on the second plane.** We want in this step to prove a similar property as in Step 3 but for the wall of the region \( D \) given by the plane (6.2). The direction of the flow of the system (2.3) over the plane (6.2) is given by the sign of the expression
\[ H(Y, Z) = \frac{(m - 1)(H_1(Y)Z + H_2Y^2 + (\sigma + 2)(mN - N + 2)H_3Y + H_4)}{2(\sigma + 2)^2[2(m - 1)^2N^2 + 7(m - 1)N + 2(m + 3)]^2}, \]
with
\[ H_1(Y) = 2m^2(\sigma + 2)^2(m - 1)Y + m(m - 1)(\sigma + 2)(2mN - 2N + 3)[\sigma(m - 1) + 2(p - 1)], \]
\[ H_2 = 4m^2(\sigma + 2)^2(mN - N + 2)^2, \]
and the lower order terms
\[ H_3 = [4(m - 1)^4N^2 + 2(m - 1)^2(7m - 6)N - (2m - 3)^2(m - 1)]\sigma + 8(m - 1)^2(p - 1)N^2 + 4(m - 1)^2(m + 6p - 6)N - 8m^2p + 14m^2 + 18mp - 24m - 18p + 18 \]
and finally

\[ H_A = (2mN - 2N + 3)(m - 1)(\sigma(m - 1) + 2(p - 1)) \times [(2(m - 1)^2N + 4m - 3)\sigma + 4(p - 1)(m - 1)N + 2m + 6(p - 1)]. \]

We notice that \( H_1(Y) \) is an affine function of \( Y \) which is increasing, therefore

\[ H_1(Y) > H_1(-Y_0) = m(m - 1)(\sigma + 2) \left[ (2(m - 1)^2N - (m - 1)(m - 3))\sigma + 4(p - 1)(m - 1)N - 2m^2 + 2m + 6p - 6 \right] \]

which is positive for \( \sigma \) sufficiently large. We infer that the coefficient of \( Z \) in \( (6.5) \) is positive and thus \( H(Y, Z) > H(Y, E - DY) \) in the region \( D \) introduced in \( (6.3) \). Since

\[ H(Y, E - DY) = \frac{(m - 1)(mN - N + 2)(2mN - 2N + 3)(Y(P_2) - Y)}{2(\sigma + 2)(2(2(m - 1)^2N + 4m - 3)\sigma + 4(p - 1)(m - 1)N + 2m + 6(p - 1))^2} \times \left[ (2mN - 2N + 3)(m - 1)\sigma + 4(p - 1)(m - 1)N - 2m^2 + 2mp + 6(p - 1) \right] > 0 \]

provided \( \sigma > 0 \) is taken sufficiently large, we infer that an orbit entering the region \( D \) cannot leave it by crossing its wall defined by the plane \( (6.2) \).

**Step 5. The orbit from \( P_2 \) enters the region \( D \).** We prove here that for \( \sigma \) sufficiently large, the unique orbit going out of \( P_2 \) enters the region \( D \) introduced in \( (6.3) \). We know that the orbit goes out tangent to the eigenvector \( e_3 \) whose components \( (X(\sigma), Y(\sigma), Z(\sigma)) \) are given in \( (2.10) \). We only need to compute the product between the direction of this vector and the normal directions to these planes and study its sign for \( \sigma \) sufficiently large. For the plane \( (6.2) \) we get

\[ (1, -B, 0) \cdot (X(\sigma), Y(\sigma), Z(\sigma)) = \frac{m(m - 1)^3}{(2(m - 1)^2N + 4m - 3)\sigma + 4(p - 1)(m - 1)N + 2m + 6(p - 1)} \]

\[ + \frac{2m(m - 1)^2(m + p - 2)}{(2(m - 1)^2N + 4m - 3)\sigma + 4(p - 1)(m - 1)N + 2m + 6(p - 1)} - (m - 1)^3, \]

while for the plane \( (6.1) \) we get

\[ (0, D, 1) \cdot (X(\sigma), Y(\sigma), Z(\sigma)) = (m - 1)^2\sigma^2 - (m - 1)[2(m - 1)^2N^2 + 7(m - 1)N - 2(m + 2p - 5)]\sigma \]

\[ - 4(m - 1)^2(m + p - 2)N^2 - 4(m - 1)(3m + 4p - 7)N \]

\[ + 4mp + 4p^2 - 12m - 24p + 28, \]

and both scalar products in \( (6.6) \) and \( (6.7) \) are positive for \( \sigma \) large, ending this step.

**Step 6. No \( \omega \)-limits. The orbit from \( P_2 \) enters \( Q_3 \).** We established in Step 5 that the orbit going out of \( P_2 \) for \( \sigma \) sufficiently large must enter the region \( D \) and once there, it has two alternatives: either go out of \( D \) in some way, or remain there and go to a stable \( \omega \)-limit, if any. We prove here that the latter is not possible. We infer from Lemma \( 6.1 \) that coordinates \( X \) and \( Y \) are monotone along the orbit going out of \( P_2 \) as long as \( Y > 0 \), thus no \( \omega \)-limit different from critical points can exist in the region \( D \cap \{ Y > 0 \} \). Assume for contradiction that the orbit from
\[ P_2 \text{ ends up in a } \omega\text{-limit orbit lying in the region } \mathcal{D} \cap \{ -Y_0 < Y \leq 0 \} \text{ for some } \sigma_0 > 0 \text{ sufficiently large (such that the previous steps of the proof are fulfilled). This } \omega\text{-limit is invariant for the flow according to } [12, \text{ Theorem 2, Section 3.2}]. \text{ Since } X \text{ is monotone decreasing along all the orbit going out of } P_2, \text{ it should have a finite limit, thus}

- either } X(\eta) \to \delta > 0 \text{ as } \eta \to \infty \text{ along the orbit from } P_2, \text{ which means that the periodic } \omega\text{-limit is included in the plane } \{ X = \delta \} \text{ and by invariance, it is itself a solution to the system (hence, to (1.5) if translated into profiles). But } X = \delta \text{ implies}

\[
f(\xi) = \delta \xi^{2/(m-1)}, \quad \text{for any } \xi > 0,
\]

and it is easy to check by direct calculation that there are no solutions to (1.5) having this form, reaching a contradiction.

- or } X(\eta) \to 0 \text{ as } \eta \to \infty, \text{ which implies the existence of a periodic orbit lying in the plane } \{ X = 0 \} \text{ and the region } \{ -Y_0 < Y < 0 \}. \text{ But this is easy to be ruled out, for example by noticing that on such orbit}

\[
\dot{Z} = (p-1)YZ \leq 0,
\]

hence the component } Z \text{ is either decreasing or constant, leading again to a contradiction.}

We thus find that the orbit going out of } P_2 \text{ has to quit the region } \mathcal{D} \text{ for } \sigma \text{ sufficiently large, and this is mandatory to be done by crossing the plane } \{ Y = -Y_0 \}, \text{ as shown in the previous steps. Then the orbit has to enter the attractor } Q_3, \text{ as proved in Step 1.}

**Step 7. No orbits from } Q_1 \text{ to } P_1. \text{ Good orbits only from } P_0.** \text{ In order to complete the proof of Part 3 of Theorem } [1,3] \text{ we are left with showing that for } \sigma \text{ sufficiently large, no orbit going out of } Q_1 \text{ might enter } P_1. \text{ We in fact show that all the orbits going out of } Q_1 \text{ end up in the region } \mathcal{D} \text{ introduced in (6.3). To this end, we recall from the Remark after Lemma 3.1 that the orbits going out of } Q_1 \text{ start with } Y = 1/N > Y(P_2) \text{ by (2.5). This shows that, on the one hand, on such orbits } Z > E - DY \text{ for any } Y \geq Y(P_2), \text{ since } E - DY \leq 0 \text{ if } Y \geq Y(P_2). \text{ On the other hand, we go back to the system (3.3) centered in } Q_1 \text{ and consider in variables } (y, z, w) \text{ the cylinder of equation}

\[
-(N - 2)y + w - my^2 - \frac{\beta}{\alpha}yw = 0, \tag{6.8}
\]

which connects } Q_1 \text{ to } P_2. \text{ The idea of this cylinder is given by the isocline of the reduced system (3.3) in the invariant plane } \{ z = 0 \}. \text{ The direction of the flow of the system (3.3) across this cylinder is given by the sign of}

\[
T(y, z, w) = z \left[ N - 2 + 2my + \frac{\beta}{\alpha}w \right] + \left( 1 - \frac{\beta}{\alpha}y \right) w(2 - (m - 1)y) > 0,
\]

provided } 0 \leq y \leq y(P_2) \text{ where } y(P_2) = 2/(m - 1) \text{ is the first coordinate of the critical point } P_2 \text{ in variables } (y, z, w). \text{ Since the direction of the normal vector to the cylinder (6.8) is given by}

\[
\bar{n} = \left( -(N - 2) - 2my - \frac{\beta}{\alpha}w, 0, 1 - \frac{\beta}{\alpha}y \right),
\]

it follows that this cylinder cannot be crossed from inside to its exterior while } 0 \leq y \leq y(P_2) = 2/(m - 1). \text{ Moreover, by analyzing the matrix } M(Q_1) \text{ given in the proof of Lemma 3.1, it follows that the orbits going out of } Q_1 \text{ go out (in a small neighborhood of } Q_1) \text{ with a slope given by}

\[
\frac{w}{y} = \frac{1}{Y} \sim N,
\]
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while the slope of the cylinder (6.8) in a neighborhood of $Q_1$ (where the linear terms dominate over the quadratic ones) is given by $w/y \sim (N - 2) < N$. We thus infer that all the orbits going out of $Q_1$ are interior to the cylinder (6.8) in a small neighborhood of $Q_1$ and thus will remain in the same situation while $y \leq y(P_2)$. It is then easy to see from the expression of (6.8) and the form $X = BY + C$ of the plane (6.2), which translates into $1 = By + Cw$ in terms of the variables of the system (3.3), that the cylinder (6.8) and thus also the orbits going out of $Q_1$ stay in the region $1 > By + Cw$ (that is, $X > BY + C$) up to arriving at $Y = Y(P_2)$. We have thus shown that all the orbits going out of $Q_1$ enter the region $D$ and thus for $\sigma$ sufficiently large they cannot reach $P_1$. Theorem 1.2 then gives that the only good profiles for $\sigma$ sufficiently large have to belong to orbits coming from $P_0$, as claimed.

We are left with the second statement in Theorem 1.3, which is proved below.

**Proof of Theorem 1.3, Part 2.** We want to show that there exists at least a value $\sigma^* > 0$ such that the orbit going out of $P_2$ enters $P_1$ in the phase space associated to the system (2.3). To this end, let $\sigma > 0$. We infer from Lemma 6.1 that the $X$ coordinate is decreasing along the orbit going out of $P_2$, and the same happens for the $Y$ coordinate while $Y \geq 0$. This, together with an argument completely similar to Step 6 in the above proof, gives that the orbit going out of $P_2$ cannot enter a limit cycle: indeed, due to the monotonicity in $X$, this limit cycle should lie in the invariant plane $\{X = 0\}$. Since the line $\{Y = 0\}$ is invariant in the plane $\{X = 0\}$ and $Z = (p - 1)YZ$, it follows that $Z$ is monotone in both half-planes $\{Y > 0\}$ and $\{Y < 0\}$, thus no limit cycles may exist inside $\{X = 0\}$. We then infer that the orbits going out of $P_2$ must reach a critical point among $P_\gamma$, $P_1$ and $Q_3$. We thus define the three sets, with respect to $\sigma$

$$A = \{\sigma \in (0, \infty) : \text{the orbit from } P_2 \text{ enters } P_\gamma\},$$
$$B = \{\sigma \in (0, \infty) : \text{the orbit from } P_2 \text{ enters } P_1\},$$
$$C = \{\sigma \in (0, \infty) : \text{the orbit from } P_2 \text{ enters } Q_3\}.$$

Since $P_\gamma$ is asymptotically stable for orbits coming from the positive part of the phase space and $Q_3$ is a stable node, sets $A$ and $C$ are open. We furthermore infer from Step 6 and the above considerations on the orbits from $P_2$ that these two sets are also non-empty. It follows by basic topology that the set $B$ is non-empty and closed, thus it contains at least an element $\sigma^*$, as claimed.
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