Characterization of User-Centered Security in Telehealth Services
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Abstract: Emerging information and communication technologies are expected to foster new, efficient and accessible services for citizens, while guaranteeing the core principles of equality and privacy. Telehealth services are a clear example of a service in which technology can help enhance efficiency. The security of telehealth services is essential due to their critical nature. However, although ample efforts have been made to characterize security requirements for healthcare facilities, users are often worried because they are not aware of or do not understand the guarantees provided by the technology they are making use of. This paper describes the concept of User-Centered Security and characterizes it in the form of requirements. These requirements have been formalized in the form of a security architecture that should be utilized for each telehealth service during its design stage. Thus, such sensitive services will adequately manage patient fears regarding their correct operation. Finally, these requirements and the related security architecture have been validated by means of a test-case that is based on a real home telehealth service in order to ensure their consistency, completeness, realism and verifiability.
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1. Introduction

Telehealth aims to increase the efficiency of current healthcare services while it provides a basis for the provision of new services that improve quality of life [1]. However, telehealth services must overcome a number of challenges related to both the interaction of users with highly complex technologies and the compliance of these services with the standards of society [2]. Moreover, telehealth services are impacted by two key issues involved in the study of the relationship of people with technology [3,4]. First, users need to use the services implemented using these technologies because their health and quality of life depend on it; second, technical and technological skills among these users could be weak and impede their ability to interact with these types of complex services.

Figure 1 depicts some of the typical concerns of a user of a telehealth service that is used from home (a remote monitoring service) that go unaddressed. Although transmission using Information and Communication Technologies (ICTs) and management of data using a health center may be suitable from the point of view of security, a number of fears may arise due to a lack of face-to-face contact with clinical personnel. In the absence of information and direct support from health personnel,
patients may doubt that their data are being handled properly, that their therapy is being used correctly, or that they will receive an alert in the event of danger.
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**Figure 1.** Generic representation of some user fears related to inclusion and deployment of telehealth services in the digital home [5,6].

Furthermore, users of a telehealth service, as well as practically any other ICT-based service, usually lack the means to verify, as per the rules applicable in a given location, whether a transaction has been completed successfully. This leads to a lack of security in the event that conflicts occur during a transaction, as only the service provider possesses the telematics evidence, and this evidence is usually not secure against alteration [5]. These related to the security of information and patient privacy are especially critical for the promotion of the viability and acceptance of these services by society.

There are numerous studies, recommendations and rules pertaining to matters of security in services and systems that manage healthcare [7–10]. However, key R&D work and regulations [11–13] have focused on the transmission and management of information by entities charged with the task of processing and storing this information. The common situation of disregarding users as active decision-makers within these systems is related to the fact that they are seen as the weakest link in the security chain [14,15], and this naturally hinders acceptance by intended users of services [16]. Unfortunately, the fact remains that the majority of services based on new technologies have not been designed to properly manage the fears of users [17,18].

This paper provides a comparative analysis of the security requirements that must be satisfied by telehealth services in order to properly manage user fears and expectations. The verification of the proposed requirements is focused on home telehealth services, as these are the type that are most often deployed. Thus, this study has yielded a series of semi-formal requirements, set forth below, that define the minimum features that a home-based telehealth service should have in order to fulfill the expectations of user-oriented security, which takes into account the personal, legal and regulatory aspects identified by the authors of this paper. The resulting set of requirements obtained from this systematic research is translated into the design of a security architecture centered on the user and mainly oriented towards the management of the concerns of users of home-based telehealth services. To verify the viability of this architecture and ensure the tacit validation of the underlying requirements, a mature home-based telenephrology system has been used [19–21]. In addition, this architecture has been used as a basis for security management for a case described in a previously reported study [22].

To facilitate understanding, the paper is organized as follows. After this introduction, the concept of User-Centered security is described in Section 2. Section 3 presents a systematic study of laws, regulations and security ethics codes that are relevant to healthcare environments in order to inform the conceptualization of User-Centered security requirements for telehealth services that is described in
Section 4. Section 5 depicts the formalization of this theoretical design framework by defining a security software architecture that could be used within a real-world home telehealth system. Subsequently, the functionality of this architecture in terms of the security concerns under discussion is verified in Section 6. Finally, the discussion and conclusions reached by this study are presented in Section 7.

2. User-Centered Security

Security is a broad concept that is difficult to analyze and therefore clearly allows for several non-exclusive interpretations. Pau, in his dissertation [5], performed a systematic analysis of different security concepts that established the approach adopted by the authors of this article. This section summarizes this approach.

2.1. Need for More Accessible and Usable Security

Human interactions that are considered to be fair within a society are subject to certain norms, whether explicit or not, that give them a status of "sufficiently secure". Via these rules, the entities involved, whether they be individuals or other entities, acquire commitments and rights to maintain a certain status. Developed societies even have mechanisms of tutelage that are usually articulated in the form of laws and regulations.

While ICT-based services must improve and/or discover new interactions that will enable the advancement of society by ensuring the rights of their members, they must also contribute to increasing their level of security. However, to attain this objective, telematics services must overcome, at minimum, the following goals:

- Providing value-based security that supports the achievement of the expected benefits for society in a fair way for all members [23].
- Satisfying the confidence needs of users related to the use of these services by offering perceptible and understandable guarantees of function [22].

In this sense, addressing these challenges incorrectly could lead to a situation where a telehealth service, which is potentially useful and necessary for users, is not allowed to operate if a sufficient level of confidence is not achieved in its operation or if it will entail a diminishment of any rights such as the right to privacy or the right to control one's own image. In addition, it must be taken into account that this type of service is usually deployed within intimate user environments, such as the home. This generates a level of demand that is higher than that in other contexts in terms of rights to privacy and intimacy [22]. Hence, it is important that these types of sensitive services, in addition to performing their tasks in a secure and private manner, encourage the perception of security for its users. This explains why security concerns constitute one of the main impediments to the adoption of ICT technologies or other services provided through them [24–26].

To ensure acceptance by users of the security solutions offered by ICT services, these solutions must be included during the initial stages of telehealth service development instead of being mere adaptations of existing security mechanisms [27]. Thus, the services will be created based on security criteria that can be understood and managed by users and that are also compatible, without any ambiguity, with user rights. Therefore, this requires that user-oriented security principles be included in the development of telehealth services.

2.2. Evolution of User-Centered Security

The first definition of user-oriented security given in 1996 by Zurko described it as being composed of “security models, mechanisms, systems, and software that have usability as a primary motivation or goal” [28]. During the same time in which this concept was defined, a series of studies was undertaken to evaluate the usability of existing security mechanisms in ICT services [29,30]. These security usability studies have continued, uninterrupted, into the present [7,31–33].
However, several years after the introduction of the concept of user-oriented security, a change in focus emerged [34]. Previously, a majority of efforts had sought to evaluate and enhance existing mechanisms by lending them greater usability. In contrast, some authors began to argue for the need to redesign security mechanisms from the ground up and integrate them into an application as a functional component and not as an element to be added afterwards [35]. This approach attempted to avoid the conception of the functionality of the service and the security mechanisms separately. Thus, when functionality is designed, secure behavior is inherent and natural to the service or system and, in collaboration with the user, is able to reflect existing social interactions. The need to involve the user in security functions became even more apparent with the arrival of Ubiquitous Computing and the development of pervasive sensitive services [36,37].

Since 2003, a critical trend has developed related to traditional ideas regarding security and acceptance models [38]. This new trend has attempted to sensitize researchers and developers of sensitive services to the need of giving final users a type of control they are capable of understanding and thus prepare them for the dynamic and ubiquitous environments of the future [6,39,40]. The need to involve users in the evolution of systems stemming from the advance of technology is closely related to the increasing tendency to orient services towards the user. Because ICT services have become more present in users’ social interactions, they must be governed by the same conventions and social rules as other services in society. This implies an obligation on the part of ICT services to comply with established ethical and legal requirements to prevent users from being left helpless in situations arising from the use of these services.

2.3. Redefining User-Centered Security

Considering all of the new nuances that play a role in User-Centered Security, the definition given by Zurko in [28,41] may be insufficient. In addition to maintaining a high degree of usability, it is desirable for security mechanisms to be adequate in supporting the user during the use of services. Hence, in addition to offering an understandable, efficient and usable authentication system to the user, these mechanisms must also be adequate for all the services that the user requires, provide guarantees in terms of system operation and other users, and be compatible with prevailing laws, norms and ethical standards. Thus, the design of a system that includes User-Centered Security must be implemented not only using broadly tested mechanisms to ensure acceptance among users but must also be developed, from the beginning, in conformity with existing laws and regulations. This is the approach that is set forth in this paper.

3. Analysis of User-Centered Security in Telehealth Systems

One of the main objectives of this study is to introduce security restrictions in e-health systems in general, and telehealth services in particular, that will allow users to be aware of the secure nature of the transaction being made. These restrictions must coexist with those currently imposed by health centers and complement them. The goals, therefore, are to improve traditional security models that have already been implemented, strengthen global security and, possibly, ensure the psychological acceptance of patients. Due to the strong dependence of health services on legal regulations, our analysis focuses on the Spanish health system and takes into account pertinent legislation. This health system, which is compatible with European Union regulations, is sufficiently restrictive to be considered a significant case, and its analysis can be extended to other countries.

3.1. Ethical and Legal Facets

The analysis of the ethical and legal aspects that was performed at this point used, as a basis, the Guide to Information Security in Health Care [42]. The main purpose of this guide is as follows: “To assist health care professionals and managers in their task of safeguarding citizens’ rights and to foster a view of ICT as one of the essential components for protecting information.”
To meet these goals, the report covers the ethical, legal, organizational and technical facets of information security in health care. The ethical study in the report is of great interest for the attainment of security requirements. The concept of ethics is treated as a set of principles that orient the conduct of health professionals that are committed to providing patients with quality care. Ideally, ethics and law should go hand in hand, and this occurs with great efficiency in health care. However, there are certain matters that are difficult for the law to resolve, and others in which professional ethics take on special importance in terms of safeguarding patients’ rights.

The fundamental component of a patient’s clinical information is the electronic clinical documentation, also known as the electronic medical record, the electronic health record or the electronic personal health record. A clinical document, according to [42], “expresses the reality of the patient throughout a timeframe and includes physical, mental and social aspects.” At a technical level, it includes “all information generated in relation to the doctor and other professionals in all medical acts.” The report provides a verbatim quote from the Spanish Commission of Professional Ethics when it states, in [43] (in Spanish): “the goods and values related to a clinical document are of extraordinary importance, as they are directly related to an individual’s fundamental rights, such as the right to privacy, to physical integrity, health, freedom and confidentiality.”

The section on ethics in the report contains an important statement: “The purpose of the clinical document—to facilitate the medical care of the patient and record it [44] (in Spanish)—determines the professional ethics which govern it and condition access to this record.” It is important to note that, although the priority use of a clinical history is to facilitate both medical acts and the relationship between health professionals and the patient, other uses are also conceivable, including those related to the administration of justice, insurance claims, academic matters, and disease research. In any case, the clinical document contains information that is extraordinarily difficult to manage.

3.1.1. Reliability

The reliability of health information is a right guaranteed by law for patients in most countries and a duty for professionals who must handle or store it. Although the law adequately protects these rights, professionals must be responsible in their use of information due to the vulnerability of patients, even when lodging a claim in defense of their rights. There are, nevertheless, a number of situations in which healthcare stakeholders are obligated to disclose a patient’s confidential data. Ultimately, professionals must take care to divulge only the information necessary to the proper persons for reasons of health.

3.1.2. Availability and Treatment

Another important issue is the availability of data and its treatment. For patients, access to information is a legally recognized right in many countries, among them Spain [11–13]. But not only do patients have a right of access to their own clinical documents, their legal representatives or duly authorized family members may also be entitled to have access.

For their part, professionals must be able to share information from clinical documents in order to make a diagnosis or provide clinical treatment. This must be specified a priori via the explicit consent of the patient to guarantee his or her integrity. Secure official channels must be used to share this information and informal methods must, out of respect for the patient, be completed avoided.

Of course, the obligations and rights established in the consent or contract for treatment may be limited, through legislative measures, as long as the situation requires. These kinds of special situations are addressed in several international regulations, such as Article 23 of the EU General Data Protection Regulation (GDPR) [11]. In this regard, it is worth remembering that it is possible for people who have custody of a patient’s clinical information to transfer the data due to public health or legal regulations for purposes that include avoiding damage to third parties, injunctions, or requirements related to birth or death certificates.
3.1.3. Information Security

With respect to information security—which encompasses general confidentiality, integrity and
conservation—a previous report [42] states: “From the point of view of ethics, the protection of
clinical documents is entrusted to both professionals and health care systems.” The computerization
of health care documents has led to the creation of the position of “Health Care Data Administrator.”
This administrator must ensure the security, conservation and integrity of clinical documents.

With regard to telemedicine, the Spanish Society for Health Care and Information Technology
points out in [42] that neither distance nor the interposition of instruments may diminish the
relationship of complete trust that must exist between a medical professional and the patient or
weaken the interpersonal nature of that relationship. To prevent technology from becoming an obstacle
and to ensure its compatibility with the enhancement of the quality of care provided to the patient
without undermining the relevant values, the implications of incorporating technology must be
analyzed both for users and for organizations that are adopting services.

A previous report [20] (in Spanish) provides an in-depth description of the characteristics
technology must offer in order for it to be used in healthcare. In its evaluation of medical
technology, the report cites Van Wick [45], who identifies four essential features for the analysis
of healthcare technologies:

• Technology is a phenomenon that must be created by people, as it does not arise on its own. This
distinguishes it from natural phenomena, which are not the result of human creation.
• Technology is a means and is not an end in itself. This distinguishes it from art or other
intellectual creations.
• Technology resides in entities composed of devices that include hardware and software and that
also rely on human abilities. These entities may be useful for the study of technology.
• While the definition of technology includes human abilities as they relate to these entities, it does
not involve the human being itself.

At a more technical level, the report [20] indicated the types of information included in clinical
documents set several challenges and identified weak areas in the management of these records.
Challenges include the treatment of clinical documents as a form of shared information in a way that
can safeguard the legal and moral rights of all involved.

Legal issues, which are basic to systems in which users may be at a clear disadvantage, are
also addressed in [42]. The report states that, given the present importance of matters related to
security, standards for good practices in terms of information security have been developed, such
as International Organization for Standardization (ISO) 17799:2005. This standard is designed to
facilitate compliance with the law and the implementation of information security in systems where
it is applicable. Out of all the recommendations given in the report, the following are of particular
relevance to this study:

• Identification of applicable laws.
• Protection of personal data.
• Prevention of the abuse of information systems.
• Use of cryptographic controls, including electronic signatures and the encryption of information.

3.2. Security and Human Factors

Petersen discusses in [46] mutual influences on security and human factors. An analysis was
conducted that evaluated patient needs in relation to eHealth systems, bearing in mind that these
systems are in different locations and that the people using them may have serious difficulties
in understanding the reliability of the technological process, rising several fears that affect their
acceptation of the solution. A special emphasis is placed on the security-related aspects, which are
essential for providing confidence.
Among the possible difficulties encountered by users of eHealth systems, [46] points out the following:

- Management of sensitive data: the use of information that can result in rejection if the required trust is absent.
- Adaptation of systems for professionals: systems are created to meet the needs of professionals rather than patients.
- Understanding of difficulties by patients and stakeholders: such concepts are difficult to grasp for the majority of users.
- Integration with other eHealth systems and derived Telehealth services: integration of multiple systems often implies multiple functionalities that must be learned by patients and stakeholders.
- Use of special processes for initial configuration: most systems are designed to operate in a stable manner, but few are designed to provide adequate usability during their initial installation.

Personalization is one of the major challenges and a possible solution to many of the problems found in eHealth systems. Personalization not only means adapting the configuration according to the type of user but also altering the concepts used by the system to enable users to understand them sufficiently. Hence, the European Telecommunications Standards Institute (ETSI) has been working on defining a system of profiles applicable to ICT services. A previous report [47] includes a recommendation that defines the concept of user profile that is employed by the ETSI. This document provides a description of what a user profile is conceived to be, how it can help the user and some examples of its use. The ETSI has continued to develop the profile concept [48] and has defined the information that a user profile must include for the expression of preferences. This information includes not only applicable values and operations but also a language of rule definition that enables the specification of a new functionality in the profile, such as the automatic modification of profiles according to the device or context. In [49], the ETSI once again proposed an architectonic framework that could be used to support the personalization and management of user profiles in a manner that is consistent with [48]. The definition of the architectonic framework includes network requirements and processes in addition to aspects of privacy and security. The functionalities envisaged in the architecture include the management of the lifecycle of profile data, storage, synchronization, backup copies and access control. Of special interest are the security requirements imposed on the management of user profiles and profile storage. Both will be addressed in the definition of the security requirements included in the architecture of the telenephrology system.

In continuance of its work on personalization using profiles, ETSI also recently presented a very early draft that contextualizes all issues related to user profiles in eHealth systems [50]. Owing to the as-yet undeveloped status of the draft, no clear conclusions can be drawn based on the proposals, as the document itself states that further in-depth study is required, particularly in regard to security. However, the draft does indicate that issues related to privacy and the provision of user assurances will adhere to the same principles as the user experience guide for telecare services [50], a document that is fundamental to facilitating acceptance of ICT services by final users.

### 3.3. Standardizing Security in Telehealth Services

The present standards for health information systems reflect security considerations that must be taken into account. Healthcare systems include many organizations that are focused on the generation of standards for the introduction of new technology. Quite often, these organizations develop standards that are incompatible with other standards, and often will define, in a manner that is similar but not reusable, recommendations for the same functionalities. To expedite this inefficient process, a working group known as the eHealth Standardization and Coordination Group (eHSCG) was created in 2003. The eHSCG presently has members as influential as the World Health Organization (WHO), the Technical Committee of the ISO, which is charged with ensuring the compatibility of independent eHealth applications (ISO TC/215.), the Health Level 7 (HL7) and the Technical Committee of the
CEN, which is charged with standardizing systems related to electronic medical records, knowledge representation, and messaging (CEN/TC 251).

The objective of the eHSCG is to promote cooperation between the leading entities in the field of eHealth. The starting point of its work is the voluntary acceptance of all entities, as it has no legal authority. The ITU Telecommunication Standardization Sector (ITU-T) released a technical document on telemedicine in 2006 [51]. This document addresses security in telemedicine and telehealth and is divided into two parts: the first part addresses security in telecommunications and information technology in general using generic and well-known concepts of security, while the second part concerns the information managed by health care systems. Specifically, it discusses issues of privacy and confidentiality of information. Thus, it offers a review of the different agencies engaged in the standardization of security (many of which have been cited previously as members of the eHSCG) and identifies existing directions in the development of the security field. The report states that the main lines of development relate to the security of the exchange of data, access of informational records by patients and professionals and access control with the possibility of audits. The conclusions in the section on security make it clear that the integration of different specifications, solutions and standards presented the greatest challenge as of the date of the report.

Finally, the Personal Connected Health Alliance (PCHAlliance), a non-profit organization formed by HIMSS, presented in 2008 a guidelines for ensuring the interoperability of health devices and Electronic Health Records through specific secure networks, the Continua Design Guidelines (CDG) [52]. This document points out a secure end-to-end ICT framework for personal connected health and care using open standards, to create a secure and interoperable health data exchange in personal connected health. Nowadays, PCHAlliance maintains this framework with the last version of the document [53] where they are expanded its capabilities to support cloud computing, HL7-FHIR, end-to-end security and new device specifications, among other features related with interoperability.

4. Conceptualization of User-Oriented Security for Telehealth Services

The analysis of the context and needs that have been previously described, as well as the knowledge acquired by authors of previous reports [22], have been conceptualized in the form of semi-formal requirements. These requirements define a design framework for telehealth services that has the objective of maximizing the perception of security and privacy by users. These requirements are set forth below:

R1. The aim of telehealth is to generalize healthcare services to make them more accessible and affordable to citizens, regardless of their spatiotemporal or socio-economic situation [54–56]. Existing security conditions must not alter or limit this objective.

R2. The system must ensure custody over all information related to the medical issues of the patient, independently of their origin or source [29,31,42]. This information will be stored in an electronic clinical document [57,58]. Moreover, this information, which will increase throughout the patient’s life, must remain integrated to enable the system to access it in a unique manner; however, it must also be logically segmented for the purposes of access restrictions.

R3. Certain data in clinical documents may be disclosed in legally mandated situations, such as in response to court orders, express authorization that is provided by the patient to certain users, or in circumstances of public risk [11,12]. All data disclosed will be recorded as will the circumstance in which it occurred, how the patient can track it and check it at any time.

R4. The communication between the patient and the health professional must follow the criteria of confidentiality, authentication, non-repudiation and integrity [51].

R5. The patient’s data, after an adequate process of loss of traceability (provision of anonymity), can be used for research purposes. To do this, the ethics committee or the Data Protection Officer, if exist, of each entity will make a final decision in this regard.
R6. The possibility of sharing data from a patient’s clinical documents with other healthcare centers or units should be offered in order to provide better overall treatment and care. This data sharing must follow certain rules and policies [11,12]. The sharing policy must provide the necessary mechanisms to allow audits by users or external legal entities.

R7. Patients have the right to be in possession of their clinical documentation (owner). In turn, they may authorize the processing of this information for a specific purpose, which is established a priori, in a way that safeguards the rights of the owner (patient). However, consideration should be given to limiting the scope of the consent obligations and the owner’s rights for certain special situations in a way that is covered and protected according to current legislation (GDPR: Article 23).

R8. Patients must be able to eliminate all information or traces related to him or her (GDPR: Article 17).

R9. The patient must be aware of what is occurring in their interactions with a doctor. The patient must also be able to expressly confirm the data exchange.

R10. Security hardware must be used as the basis for identification of the patient, and the public key infrastructure (PKI) must be used for the certification of credentials.

R11. Secure terminals must be used for generation of an electronic signature pursuant to Spanish law. The requirements of Spanish law are sufficiently generic and, at the same time, sufficiently demanding to comply with European laws and regulations.

R12. The security measures that are implemented must enable mechanisms of personalization that enhance the perception of security by the user and, consequently, favor usability.

5. Formalization of User-Centered Security in Telehealth Services

The conceptualization of User-Centered Security described in the previous section can be used as a structured solution to guide future implementations. This structured solution is based on two main concepts: a security reference architecture and an information exchange model.

5.1. Security Reference Architecture

The reference architecture represents a type of template that meets all of the functional and operational requirements that are involved in the development of a specific type of system [59]. According to the guidelines given by the International Organization for Standardization (ISO), it has been assumed that the best basic reference model is service-based. Based on this, the presented reference architecture has translated the above requirements into a minimum and sufficient set of services [60]. Figure 2 depicts a service-based architecture that is based on the proposed User-Centered security concept.

![Figure 2](image-url)
Defining the requirements in the form of services will facilitate their identification and implementation, either as part of telehealth services or as independent and reusable elements in other contexts. Thus, this formalization is designed to be included in already completed systems in order to improve them based on the concepts of User-Centered security. The main functions of each of the proposed services are described in Table 1.

Table 1. Description of the services that comprise the reference architecture.

| Service | Name                               | Description                                                                                                                                 |
|---------|------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------|
| 1       | Secure management of user information | This is the location where the user can deposit all information considered critical from the point of view of security. The safe user space must protect information to safeguard the rights of the user. |
| 2       | Credentials management              | This manages all the necessary credentials to guarantee the identity of the user and the services accessed. It must offer mechanisms for obtaining new credentials, updating them and classifying them according to their usefulness. |
| 3       | Evidence management                 | It gathers all the necessary functionalities to create a system of evidence that guarantees security for users. It will also provide adequate storage and facilitate the recovery of evidence. |
| 4       | User acceptance management          | This service formalizes the mechanisms necessary to improve psychological acceptance of the user. To do this, the elements must be incorporated in a way that improves the understanding of the transaction by the user, increases confidence that the service is being provided properly, and ensures the continuity of the service at any time. |
| 5       | User Confirmation management        | This encompasses all functionality required for user confirmation (user interaction) to be conducted in a secure environment. The user must perform this confirmation in a centralized manner and with secure devices. |
| 6       | User Support management             | Using this service, the user may request help from third parties prior to a transaction.                                                  |

5.2. Information Exchange Model Based on the Contract-Document

The concept of the Contract-Document (C-D) is defined in [22] and has been used in this study as the basis of information exchange between entities and to offer a security and privacy guarantee to users.

In many applications, the semantics of the transaction are implicit in the exchange of messages without being reflected in the pieces of information that are held by each user. The information model based on the proposed C-D avoids this situation using the incremental creation of an electronic document that includes all the entities involved in a transaction. All actions are recorded in the document, with adequate security guarantees. This allows for knowledge of not only the final state of the transaction but also how and by whom it was performed.

As shown in Figure 3, at the end of a transaction, both the hospital and the patients will have a copy of the transaction that faithfully reflects, in an understandable manner, both the content of the transaction and the actions that were carried out by both parties. Using this approach, the interaction between the entities is controlled by the document itself via the content that must be provided by both entities. The design of the fields to be used in the document, as well as the protection given to each of the fields, depends on the application in question.
6. Case Study: A Confident Telenephrology System

The case study in which the proposed reference architecture was used is based on a telenephrology system that was first described in [19] and implemented in [21]. The objective of this telehealth service was to ensure that patients engage in telehealth sessions with healthcare personnel in which information about their state of health was transmitted. However, during the trials, certain fears as to whether services was being performed properly were voiced, especially if the session did not include a videoconference with health personnel. Based on this, the security components within the architecture were redesigned based on several of the User-Centered security ideas presented in this report to improve acceptance among users.

6.1. Overview of the Case Study

A telenephrology system is a special type of telemonitoring system that monitors and records the biomedical variables of patients with renal insufficiency. Patients treated in a hospital nephrological service, specifically patients with renal failure, can greatly benefit from constant monitoring of biomedical variables such as blood pressure or weight. Health specialists can examine the alterations and trends in these variables in order to detect anomalies occurring during the treatment of these patients. Therefore, it is necessary to transmit measurements from the home to the hospital in a way that is secure and understandable by patients, similarly to how this would occur at the hospital.

6.2. Security Module Used in the System under Study

In this system, described in [19], patients use measuring devices (scale and tensiometer), and when the measurement is finished, they transmit it to the data acquisition center (media center). In the media center, the measures are stored until all the necessary measures to be sent during that session are obtained. When the measurements are received, the specialist can provide confirmation to the patient via a teleconference system. The system will indicate to the patients, by way of the television to which the system is connected, the status of the measurements, and patients can even view a history of all the measurements taken. The information transmissions are sent via email using S/MIME encapsulation to encrypt the data.

As has been previously mentioned, in response to the lack of confidence described by the users of the system, it was proposed to update the security manager using the proposed User-Centered security ideas.
security architecture. This architecture proposes a number of functionalities that must be included; for this purpose, three new security elements have been defined for the telenephrology system: the UPM, the USD and the USE. These elements provide for both usable and secure cryptographic credential management and information storage focused on security for the user. These elements, combined with the principles used for the information exchange model based on the previously described C-D, allow for the coverage of all services defined in the reference security architecture, and therefore, all User-Centered security requirements that have been previously proposed. Figure 4 depicts the relationships of these elements within the telenephrology service. Each component is described in the following.

6.2.1. Telehealth System

The telehealth system continues to offer users (the patients and the hospital) the same services. The patients’ measurements are obtained and sent by e-mail (encapsulated by S/MIME) to the hospital. However, there are two other entities with which it interacts directly: the User Security Device (USD), through which the user can obtain information regarding the security of the transaction, and the User Secure Environment (USE), which stores and allows access to the C-Ds generated during transactions.

6.2.2. User Security Device (USD)

Critical security interactions are performed using an independent device that is separate from the terminal from which the service was accessed. The aim of this device is to offer a suitable interface for users, prevent Man-In-The-Middle (MITM) problems and enable personalization of the User Presence Module (UPM). Currently, multiple possibilities are available for the implementation of this kind of device: smartphones, Smart Card readers, USB tokens, and many others. The selected technology for USD functionality is the Smart Card reader.

6.2.3. User Presence Module (UPM)

This module should be closely integrated with the USD. It implements personalization and secure storage of user credentials. The cryptographic credentials and available profiles for a user are stored on the device with guaranteed security. The USD communicates with this device to execute information exchange operations and transactions required by users and the C-D. Within the current architecture, this has been implemented on a Smart Card.
6.2.4. User Secure Environment (USE)

The USE is a secure repository of information for the user. The system stores, manages and retrieves all the security information produced by the telenephrology system during transactions in the form of a C-D. Users can store and securely retrieve this information at any time. Clinicians and other medical stakeholders can also retrieve user information if they have the express permission to do so. Thus, it is possible that the environment may provide clinical information from patients that have been previously anonymized for the purposes of research.

6.3. Description of the Operation of the System after Improving the Security Module

By including the User-Centered security module, which is implemented using the architecture described in this paper, the operation of the telenephrology system should be conducted as follows.

As noted previously, a basis of the new security model is the C-D. The hospital generates a C-D that is properly validated using traditional security methods, such as PKI, digital signatures or a unique reference number. The C-D will contain nothing within the section that is to be filled in by the patient or in other sections that are to be filled in by the final party. This template must first be in the possession of the patient (the process will be further discussed below). When the patient obtains measurements at home, the system fills in the C-D with the measurements and then sends the C-D to the USD. The USD verifies that the user has validated the measurements with a signature and gives the user, in a clear and unambiguous manner, the option to validate the document. If the user accepts, the USD will request a UPM signature and fill in the appropriate field in the C-D.

Once the patient portion of the document has been filled in with the clinical measurements and the necessary security measures have been completed, it is sent via S/MIME to the hospital. It is also sent via S/MIME to the USE for storage for future use. The system at the hospital processes the S/MIME message, obtains the C-D and verifies that a single field remains to be filled in, which approval is provided for its receipt (again, with a signature). It fills in the field and sends the patient’s final C-D via S/MIME. Attached to the same message, a new blank C-D is sent with a new reference number for subsequent use. If the patient should lack a blank C-D to start a new transaction, one may be requested at any time using a specific S/MIME. The interface of the telenephrology system must enable this action. When the document is received by the telenephrology system, it is displayed on the interface and sent to the USD for verification. The USD will again provide the user with clear information that indicates that the process has been completed successfully and will ask the telenephrology system to send the new information to the USE. In the USE, the previously-acquired, incomplete information will be replaced with the new information (identified with a reference number).

6.4. Verification of Requirements

In order to begin the validation of the fulfillment of the requirements established in this study, Table 2 indicates which elements in the new architecture satisfy each User-Centered security requirement.
Table 2. Analysis of which elements in the new security manager address each User-Centered security requirement that has been proposed.

| Requirement | Elements Involved | Description |
|-------------|-------------------|-------------|
| 1           | All               | Security is not an aim in itself but should be customized to the final application. The C-D format must be specific to telenephrology. |
| 2, 3, 5, 6, 7, 8 | USE              | The USE enables users to manage their own clinical documents. For a telenephrology system, this implies the management of medications and the entities to which they have been sent. Also, this enables the disclosure of data to third parties under previously agreed conditions. |
| 4           | C-D, S/MIME       | The security services discussed are provided at two levels: first, the C-D must be designed to satisfy security requirements; and second, the S/MIME wrapping also provides several of the security services that are required. |
| 9           | C-D               | By its very nature, the C-D describes all the events in a transaction. |
| 10          | UPM               | The UPM is implemented using Smart Cards as a way to enhance the security and usability of the system for users. |
| 11          | UPM and USD       | Devices responsible for interacting with the user must be reliable and trusted. Both the UPM and the USD must be constructed according to established computing principles. |
| 12          | UPM and USD       | Using the personalization information in the UPM, the USD adapts to the patient’s capacity in terms of accessibility and comprehension. |

7. Discussion and Conclusions

Our analysis of regulations related to security in health services found no documents that explicitly addressed the relationship between ICT services and users in terms of user skills and expectations. The majority of security mechanisms have been created to be understood by users with a sufficient technical background. This reduces the final users’ trust in critical services such as telemedicine services. It also tends to reinforce the axiom that states that final users are the weakest link in the security chain, even though security has not been designed with users in mind despite the fact that they are the party that most requires protection.

The absence of multidisciplinary teams focused on the implementation of security has prevented the inclusion of security solutions that can be directly beneficial to users. In an effort to remedy this failing, this paper presents a User-Centered security concept and its characterization in the form of semiformal requirements. The viability of this characterization has been analyzed via its formalization in a security software architecture. This reference architecture, based on services, offers a design guide or template that can be used to implement the User-Centered Security concept during the development of telehealth systems or services.

In terms of the validation of the requirements [60], these requirements do not offer a different description of the same functionality (consistency), but instead represent the minimum set of needs that are addressed (completeness) and can be implemented using the current resources (realism). Also, by means of a case study, it has been possible to analyze how that formalization can be applied to a real-world scenario and how every requirement that has been proposed is addressed by this new solution (verifiability). In this sense, this research proposes the use of a new Security Module/Manager for the implementation of the proposed reference architecture.
In the context of a telenephrology system, this system tends to minimize the risks to which users are exposed by supporting specific security devices (UPM and USD) and the use of an external entity to protect users’ rights and interests (USE). This external entity also ensures that medical information is available to both the user who owns the information and external entities that must make use of it. External entities must adhere to a strict access policy that has been designed to safeguard user rights and that is known to users for accessing the information, such as the GDPR.

However, the inclusion of the proposed reference security architecture in a real telehealth service and a previously implemented telenephrology service has been possible but has led to a drastic change in the original design that involved the modification of not only the security module but most of the subsystems that were present. This strengthens the idea that security must be treated as a system functionality and should be included in the initial design of a telehealth service. For that reason, User-Centered security, its characterization and the proposed software architecture all offer to the stakeholder proper tools that can be used to address this problem in collaboration with final users. Thus, this study may help teams that are developing services to consider security issues during the earliest stages of a project. Both the process of analysis and the characterization of the User-Centered Security concept yielded insights, and their formalization within an implementable telematics architecture can be extended to areas outside of healthcare in which sensitive ICT services are managed.

Finally, it is necessary to analyze the compatibility of the characterization of the User-Centered Security concept presented with the GDPR. The GDPR is a European regulation that ensures the protection of natural persons regarding the processing of personal data and the rules regarding the free circulation of these data. In addition, when dealing with telehealth applications and services, we are faced with a special category of personal data, which are data concerning health. To deal with this issue, the GDPR defines the consent that must be obtained to manage this type of personal data [61], which must be explicit, informed and revocable (GDPR: Article 4 (11)). Thus, this consent establishes a type of contract between the natural person and the information processor, which facilitates their supervision and management under the current legislation.

In this sense, the C-D defined in this paper offers the possibility of establishing explicit consent between the interested parties and the establishment of an information register in which all the actions performed by the entities involved in a processing are reflected. Thus, the C-D allows an entity to know the status of information processing at any time, which facilitates monitoring by the natural person and owner of the information, as well as an audit if necessary. A future improvement of the C-D could include the integration with Blockchain technologies. Blockchain has several challenges when applied to telehealth systems [62]. The integration of the immutable capabilities of Blockchain, with the flexibility offered by the C-D, could address all the security requirements proposed in this paper in a suitable and reliable way. The other elements of the defined reference architecture provide a solution for ensuring security within this model of information exchange and empower the natural person before all other entities.

**Author Contributions:** Conceptualization, M.V.-B. and I.P.; Investigation, M.V.-B. and I.P.; Methodology, M.V.-B.; Supervision, I.P. and F.S.; Validation, M.V.-B. and F.S.; Writing—original draft, M.V.-B. and I.P.; Writing—review & editing, I.P. and F.S.

**Funding:** This research received no external funding.

**Acknowledgments:** This work has been supported by the research carried out in the context of TALISec+: Framework for knowledge based management of accessible security guarantees for personal autonomy (BES-2011-044568).

**Conflicts of Interest:** F. Seoane is co-founder and co-owner of Z-Health Technologies AB. Rest of the authors declare no conflict of interest.
References

1. Borg, S.W. History of Telemedicine: Evolution, Context, and Transformation. *JAMA* 2009, 302, 1815–1816. [CrossRef]
2. Mantas, J.; Hasman, A. Recommendations for implementing telemedicine in the developing world. *Inform. Manag. Technol. Healthc.* 2013, 190, 118–120.
3. Cohen, J.F.; Kangethe, J.M. The Relationship between User Satisfaction, System Attributes and the Motivating Potential of System Use. *J. Organ. End User Comput.* 2015, 27, 55–79. [CrossRef]
4. Taiwo, A.A.; Downe, A.G. The theory of user acceptance and use of technology (utaut): A meta-analytic review of empirical findings. *J. Theor. Appl. Inf. Technol.* 2013, 49, 48–58.
5. Pau, I. Arquitectura de Referencia Para la Provisión de Servicios On Seguridad Centrada en el Usuario en el Contexto del Hogar Digital; Universidad Politécnica de Madrid: Madrid, Spain, 2010.
6. Vega-Barbas, M. Accessible Interaction Solution Based on Confidence for the Deployment of Pervasive Sensitive Services in Intelligent Environments. Ph.D. Thesis, ETSIS de Telecomunicacion and School of Technology and Health (STH), Universidad Politécnica de Madrid, Madrid, Spain, 2016.
7. Watzlaf, V.J.M.; DeAlmeida, D.R.; Zhou, L.; Hartman, L.M. Protocol for Systematic Review in Privacy and Security in Telehealth: Best Practices for Healthcare Professionals. *Int. J. Telerhabil.* 2015, 7, 15. [CrossRef] [PubMed]
8. Martínez-Pérez, B.; de la Torre-Díez, I.; López-Coronado, M. Privacy and security in mobile health apps: A review and recommendations. *J. Med. Syst.* 2015, 39, 181. [CrossRef] [PubMed]
9. Chen, S.; Cheng, A.; Mehta, K. A review of telemedicine business models. *Telemed. e-Health* 2013, 19, 287–297. [CrossRef] [PubMed]
10. Jin, Z.; Chen, Y. Telemedicine in the Cloud Era: Prospects and Challenges. *IEEE Pervasive Comput.* 2015, 14, 54–61. [CrossRef]
11. General Data Protection Regulation. Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46. *Off. J. Eur. Union* 2016, 59, 294.
12. The Health Insurance Portability and Accountability Act of 1996 (HIPAA). Available online: http://www.C.hhs.gov/hipaa (accessed on 25 March 2018).
13. Parliament of Canada. *Personal Information Protection and Electronic Documents Act; Consolidated Acts SC 2000; Department of Justice Canada*: Ottawa, ON, Canada, 2000.
14. Severance, C. Bruce Schneier: The Security Mindset. *Computer* 2016, 49, 7–8. [CrossRef]
15. Schneier, B. *Secrets and Lies: Digital Security in a Networked World*; John Wiley & Sons: Hoboken, NJ, USA, 2011.
16. Doarn, C.R.; Merrell, R.C. Accessibility and Vulnerability: Ensuring Security of Data in Telemedicine. *Telemed. e-Health* 2015, 21, 143–144. [CrossRef] [PubMed]
17. Flinn, S.; Stoyles, S. *Omnivore: Risk Management through Bidirectional Transparency*; ACM: New York, NY, USA, 2004.
18. Cocosila, M. Role of user a priori attitude in the acceptance of mobile health: An empirical investigation. *Electron. Mark.* 2013, 23, 15–27. [CrossRef]
19. Pau, I.; Seoane, F.; Lindecrantz, K.; Valero, M.A.; Carracedo, J. Home e-health system integration in the smart home through a common media server. In Proceedings of the 2009 Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Minneapolis, MN, USA, 3–6 September 2009; pp. 6171–6174.
20. Valero, M.Á. *Modelo de Provisión de Servicios Interactivos de Telemedicina en el Hogar Sobre Redes de Banda Ancha*; Universidad Politécnica de Madrid: Madrid, Spain, 2001.
21. Seoane, F.; Valero, M.A.; García-Perez, A.; Gallar, P. Implementation of an Open Telenephrology Platform to Support Home Monitoring. In Proceedings of the 4th European Conference of the International Federation for Medical and Biological Engineering, Antwerp, Belgium, 23–27 November 2008; Springer: Berlin/Heidelberg, Germany, 2009; pp. 1026–1029.
22. Vega-Barbas, M.; Pau, I.; Martin-Ruiz, M.L.; Seoane, F. Adaptive software architecture based on confident HCI for the deployment of sensitive services in smart homes. *Sensors* 2015, 15, 7294–7322. [CrossRef] [PubMed]
23. Dhillon, G.; Oliveira, T.; Susarapu, S.; Caldeira, M. Deciding between information security and usability: Developing value based objectives. *Comput. Hum. Behav.* **2016**, *61*, 656–666. [CrossRef]

24. Cimperman, M.; Brenčić, M.M.; Trkman, P.; de Leonni Stanonik, M. Older adults’ perceptions of home telehealth services. *Telemed. e-Health* **2013**, *19*, 786–790. [CrossRef] [PubMed]

25. Sanders, C.; Rogers, A.; Bowen, R.; Bower, P.; Hirani, S.; Cartwright, M.; Fitzpatrick, R.; Knapp, M.; Barlow, J.; Hendy, J.; et al. Exploring barriers to participation and adoption of telehealth and telecare within the Whole System Demonstrator trial: A qualitative study. *BMC Health Serv. Res.* **2012**, *12*, 220. [CrossRef] [PubMed]

26. Taylor, J.; Coates, E.; Brewster, L.; Mountain, G.; Wessels, B.; Hawley, M.S. Examining the use of telehealth in community nursing: Identifying the factors affecting frontline staff acceptance and telehealth adoption. *J. Adv. Nurs.* **2015**, *71*, 326–337. [CrossRef] [PubMed]

27. Garfinkel, S.; Lipford, H.R. Usable security: History, themes, and challenges. *Synth. Lect. Inf. Secur. Priv. Trust* **2014**, *5*, 1–124. [CrossRef]

28. Zurko, M.E. User-centered security: Stepping up to the grand challenge. In Proceedings of the 21st Annual Computer Security Applications Conference (ACSAC’05), Tucson, AZ, USA, 5–9 December 2005; p. 14.

29. Adams, A.; Sasse, M.A. Users are not the enemy. *Commun. ACM* **1999**, *42*, 40–46. [CrossRef]

30. Whitten, A.; Tygar, J.D. Why Johnny Can’t Encrypt: A Usability Evaluation of PGP 5.0. In Proceedings of the 8th USENIX Security Symposium, Washington, DC, USA, 23–36 August 1999.

31. Hagen, J. Human relationships: A never-ending security education challenge? *IEEE Secur. Priv.* **2009**, *7*, 65–67. [CrossRef]

32. Uzun, E.; Karvonen, K.; Asokan, N. Usability analysis of secure pairing methods. In *Financial Cryptography and Data Security*; Springer: Berlin, Germany, 2007; pp. 307–324.

33. Sommerville, I.; Dewsbury, G. Dependable domestic systems design: A socio-technical approach. *Interact. Comput.* **2007**, *19*, 438–456. [CrossRef]

34. Smetters, D.K.; Grinter, R.E. Moving from the design of usable security technologies to the design of useful secure applications. In Proceedings of the 2002 Workshop on New Security Paradigms, Virginia Beach, VA, USA, 23–26 September 2002; pp. 82–89.

35. Smetters, D.K. Cyber Security Technology Usability and Management. In *Wiley Handbook of Science and Technology for Homeland Security*; Wiley: Hoboken, NJ, USA, 2014.

36. Vega-Barbas, M.; Pau, I.; Seoane, F. From General Services to Pervasive and Sensitive Services. In *Encyclopedia of Information Science and Technology*, 4th ed.; IGI Global: Hershey, PA, USA, 2018; pp. 7754–7764.

37. Weiser, M. The computer for the 21st century. *Sci. Am.* **1995**, *272*, 78–89.

38. Lipner, S. The trustworthy computing security development lifecycle. In *Proceedings of the 20th Annual Computer Security Applications Conference*, Tucson, AZ, USA, 6–10 December 2004; pp. 2–13.

39. Hale, T.M.; Kvedar, J.C. Privacy and security concerns in telehealth. *Virtual Mentor* **2014**, *16*, 981–985. [PubMed]

40. Garg, V.; Brewer, J. Telemedicine security: A systematic review. *J. Diabetes Sci. Technol.* **2011**, *5*, 768–777. [CrossRef] [PubMed]

41. Zurko, M.E.; Simon, R.T. User-centered security: Identifying the factors affecting frontline staff acceptance and telehealth adoption. *IEEE Secur. Priv.* 2009, *7*, 65–67. [CrossRef] [PubMed]

42. Parra, J.B.; Alamillo, I.D. Seguridad de la Información en Entornos Sanitarios; Sociedad Española de Informática de la Salud: Madrid, Spain, 2008.

43. Organización Colegial Médica Española. *Ética en la Historia Clínica: Su Propiedad, Conservación y el Acceso a ella de Pacientes o Terceros*; Consejo General de Colegios Médicos de España (CGCom): Madrid, Spain, 2002.

44. Organización Médica Colegial. *Código de Ética y Deontología Médica*; Organización Médica Colegial: Madrid, Spain, 1999.

45. Van Wyk, R.J. A macro-map of medical technologies: Introductory thoughts. *Int. J. Healthc. Technol. Manag.* **2000**, *2*, 204–217.

46. Petersen, F. Security and personalized eHealth systems. *Sophia* **2009**, *13*, 14.

47. *Human Factors (HF), Personalization and User Profile Management*; ETSI ES 202 746; ETSI: Niza, France, 2005.

48. *Human Factors (HF), Personalization and User Profile Management*; ETSI EG 202 325; ETSI: Niza, France, 2009.

49. *ETSI. Human Factors (HF), Personalization and User Profile Management, Architectural Framework*; ETSI TS 102 747 V1.1.1; ETSI: Niza, France, 2009.

50. Draft ETSI. *Human Factors (HF), eHealth*; ES 202 642 V0. 0.28; ETSI: Niza, France, 2010.
51. ITU-T, Series F: Non-Telephone Telecommunication Services. Audiovisual Services. Roadmap of Telemedicine; ITU: Geneva, Switzerland, 2006.
52. PCHAlliance. Continua Design Guidelines; PCHAlliance: Arlington, VA, USA, 2008.
53. PCHAlliance. Continua Design Guidelines; PCHAlliance: Arlington, VA, USA, 2017.
54. Wade, V.A.; Karnon, J.; Elshaug, A.G.; Hiller, J.E. A systematic review of economic analyses of telehealth services using real-time video communication. *BMC Health Serv. Res.* 2010, 10, 233. [CrossRef] [PubMed]
55. Tuerk, P.W.; Fortney, J.; Bosworth, H.B.; Wakefield, B.; Ruggiero, K.J.; Acierno, R.; Frueh, B.C. Toward the development of national telehealth services: The role of Veterans Health Administration and future directions for research. *Telemed. e-Health* 2010, 16, 115–117. [CrossRef] [PubMed]
56. Rialle, V.; Duchene, F.; Noury, N.; Bajolle, L.; Demongeot, J. Health “smart” home: Information technology for patients at home. *Telemed. J. e-Health* 2002, 8, 395–409. [CrossRef] [PubMed]
57. HSTP-H810-XCHF. Fundamentals of Data Exchange within ITU-T H.810 Continua Design Guideline Architecture; 16 ITU-T; ITU: Geneva, Switzerland, 2014.
58. Allen, T.A. Security-Health Information Technology; NIST: Gaithersburg, MD, USA, 2017.
59. Meier, J.D.; Hill, D.; Homer, A.; Jason, T.; Bansode, P.; Wall, L.; Bogawat, A. *Microsoft Application Architecture Guide*; Microsoft Corporation: Redmond, WA, USA, 2009.
60. International Organization for Standardization. *ISO/IEC 7498-1: 1994 Information Technology—Open Systems Interconnection—Basic Reference Model: The Basic Model*; International Organization for Standardization: Geneva, Switzerland, 1996; Volume 74981, p. 59.
61. Politou, E.; Alepis, E.; Patsakis, C. Forgetting personal data and revoking consent under the GDPR: Challenges and proposed solutions. *J. Cybersecur.* 2018, 4, tyy001. [CrossRef]
62. Esposito, C.; de Santis, A.; Tortora, G.; Chang, H.; Choo, K.-K.R. Blockchain: A Panacea for Healthcare Cloud-Based Data Security and Privacy? *IEEE Cloud Comput.* 2018, 5, 31–37. [CrossRef]