Abstract

It is a strong prerequisite to access source data freely in many existing unsupervised domain adaptation approaches. However, source data is agnostic in many practical scenarios due to the constraints of expensive data transmission and data privacy protection. Usually, the given source domain pre-trained model is expected to optimize with only unlabeled target data, which is termed as source-free unsupervised domain adaptation. In this paper, we solve this problem from the perspective of noisy label learning, since the given pre-trained model can pre-generate noisy label for unlabeled target data via directly network inference. Under this problem modeling, incorporating self-supervised learning, we propose a novel Self-Supervised Noisy Label Learning method, which can effectively fine-tune the pre-trained model with pre-generated label as well as self-generated label on the fly. Extensive experiments had been conducted to validate its effectiveness. Our method can easily achieve state-of-the-art results and surpass other methods by a very large margin. Code will be released.

1. Introduction

In practical applications, a deep model trained on source domain is usually deployed in edge devices to test unlabeled images from unknown target domain. The data distribution of target domain is rather different from source domain due to agnostic domain shift, such as diverse illumination, complex weather, etc. This is the main factor of model performance degradation in real-world scenarios. Recently, there are more and more researchers delving into unsuper-

Figure 1. Source-free UDA can be viewed as pseudo label de-noising. Here \((X_s, Y_s)\) denote the source data and the annotated label. \(X_t\) is the unlabeled target data. The pre-generated pseudo label \(Y_t^p\) is denoised into a cleaner one \(Y_t'\) after source-free UDA.

Most of previous UDA methods aim to align the labeled source data and unlabeled target data in a common representation space, so that the classifier trained on source domain can be well generalized to target domain (Long et al., 2015; Sun & Saenko, 2016; Haeusser et al., 2017). These vanilla UDA methods always assume that source data is accessible and thus can be used with target data for domain transferring. However, it is ill-suited in some practical applications, e.g., source data is inaccessible and only the model pre-trained on source domain is available due to the expensive data transmission and data privacy protection. Such situation is termed as source-free UDA, where only unlabeled target data is provided for model optimization (Li et al., 2020; Liang et al., 2020; Li et al., 2021). Note that we only discuss image classification task in this paper.

How to solve source-free UDA? Although the pre-trained model performs not so well on target domain, it still contains informative cues of the task. Naturally, it can be exploited to pre-generate pseudo labels for target data via network
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Inference. Inevitably, the pre-generated labels are not exactly correct, where the false-labeled ones can be viewed as noisy labels. In this way, as shown in Fig.1, source-free UDA can also be regarded as another form of noisy label learning. From this viewpoint, we propose a simple yet effective approach named Self-Supervised Noisy Label Learning (SSNLL) to address this problem, which is strongly inspired by unsupervised image classification and noisy label learning.

First of all, we walk from Unsupervised Image Classification (UIC) method (Chen et al., 2020b), which is an unsupervised technique to train the classification network by self-generating pseudo label. Similar to other self-supervised learning methods (He et al., 2020; Chen et al., 2020a; Caron et al., 2018), a critical step is to avoid model collapse of classifying all images into one category. Besides, the classification results achieved in a totally unsupervised way cannot be directly used in downstream tasks. Hence, we consider to incorporate noisy label learning to eliminate these problems.

Since the pre-generated noisy label contains informative cues of the task, it can regularize UIC towards a task-specific optimization direction. Considering what if we can split target data into a true-labeled part and a false-labeled part? The true-labeled part trained with pre-generated labels can regularize the false-labeled part trained with self-generated labels. Only when the self-generated label in false-labeled part matches to the pre-generated pseudo label in true-labeled part with consistent semantic information can it achieve optimal solution.

To achieve this objective, inspired by the small-loss trick used in noisy label learning (Jiang et al., 2018; Shu et al., 2019; Han et al., 2018), we split the target data $\mathcal{X}_t$ into a cleaner part $\mathcal{X}_{cl}$ with smaller loss and a noisier part $\mathcal{X}_{no}$ with greater loss with respect to the pre-generated label. To avoid the aforementioned model collapse problem, we further develop it into a label-wise dataset splitting method, which ensures no empty classes in the cleaner part $\mathcal{X}_{cl}$. After that, we sample images from $\mathcal{X}_{cl}$ and $\mathcal{X}_{no}$ uniformly to train the network with pre-generated label and self-generated label, respectively. As the training goes, the loss with respect to the fixed pre-generated label will get smaller in true-labeled samples and get larger in false-labeled samples. To fully exploit this positive feedback, the dataset splitting operation and network training operation are alternated epoch by epoch so as to progressively boost the performance.

Actually, UIC and noisy label learning in our approach are promoted by each other. The former one can help refine the pre-generated noisy label, whilst the latter one can regularize self-generated label and prevent UIC from model collapsing and class mismatching. Besides, in order to initially reduce the noise ratio, we also introduce two label denoising tricks during the process of pre-generating pseudo labels, including Adaptive Batch Normalization (AdaBN) (Li et al., 2016) and Deep Transfer Clustering (DTC) (Kai et al., 2019).

Our method can well-solve the source-free UDA problem. Extensive experiments had been carried out on several popular UDA benchmarks, which show our method can easily achieve state-of-the-art results on these benchmarks. It surpasses other methods even the source data-based ones by a very large margin. For instance, on VisDA-C (Peng et al., 2017), one of the most challenging datasets in UDA, our method can achieve 85.8% accuracy and surpass the second place more than 3% accuracy.

2. Related Work

Unsupervised Domain Adaptation. Vanilla unsupervised domain adaptation means that the model is trained on labeled source data and unlabeled target data jointly, and then the knowledge of source domain can be transferred to target domain adaptively without any extra annotations. In early stage, some discrepancy-based methods are proposed to minimize the well-defined distance loss functions of two domains (Long et al., 2015; Sun & Saenko, 2016; Haeusser et al., 2017). Specifically, adversarial learning is also used in UDA, where domain gap is minimized in feature-level by gradient reversal layer (Ganin & Lempitsky, 2015), generative adversarial networks (Liu & Tuzel, 2016; Boussalis et al., 2017; Hoffman et al., 2018), or hybrid methods (Saito et al., 2018c; Shu et al., 2018).

However, some special situations are occurred that source data is inaccessible and only a source domain pre-trained model is available due to the constraints of data transmission and data privacy protection. This kind of source-free UDA problem can be considered as unsupervised target domain learning, which is more difficult to resolve than vanilla UDA because of less supervision information. Model adaptation (Li et al., 2020) employs source model as an auxiliary classifier of GAN to synthesize target-style false images, and these false images are used to fine-tune source classifier. SHOT-1M (Liang et al., 2020) utilizes DeepCluster (Caron et al., 2018) to generate pseudo labels fine-tuning source model. Different from the above methods, we treat source-free UDA as a noisy label learning task, which eases the problem and achieves superior performance.

Noisy Label Learning. A phenomenon called memorization effects is discovered in noisy label learning that deep networks are prone to fit easy (clean) samples, and gradually over-fit hard (noisy) samples (Arpit et al., 2017). Hence, sample selection is proposed to solve noisy label learning problem (NLL) by selecting clean samples according to some rules. SELF (Nguyen et al., 2020) uses the prediction consistency between the ensemble network outputs and la-
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3. Method

3.1. Problem Setup

Source-free UDA can be regarded as a two-stage framework. Firstly, source data $X_s$ is collected and annotated as $Y_s$ to train the model $f$. For image classification task, cross-entropy loss $L_{ce}$ is usually selected to train $f$:

$$
\min L_{ce}(f|X_s, Y_s)
$$

Secondly, given the pre-trained model $f$, it is a great challenge to optimize $f$ with unlabeled target data $X_t$ merely.

Figure 2. The framework of Self-Supervised Noisy Label Learning for source-free unsupervised domain adaptation. Two steps are alternated epoch by epoch: 1) Target data $(X_t, Y_t)$ is split into a cleaner part $(X_{cl}, Y_{cl})$ and a noisier part $X_{no}$ according to a small-loss trick. 2) During training, the former part is optimized with pre-generated label while the latter part is optimized with self-generated label on the fly.

In this paper, it is formulated as a noisy label learning task. We exploit $f$ to pre-generate noisy label $Y_t$ for target data $X_t$:

$$
Y_t = \arg \max f(X_t)
$$

In this way, the second stage of source-free UDA is exactly turned into how to fine-tune $f$ with pre-generated noisy label $(X_t, Y_t)$:

$$
\min \mathcal{L}(f|X_t, Y_t)
$$

Different from traditional noisy label learning task, in source-free UDA, $f$ is pre-trained on labeled source data at first and the noisy label of target data is naturally generated rather than manually or randomly setting.

3.2. Label Denoising Preprocessing

Can we rectify the pre-generated noisy label $Y_t$ before fine-tuning $f$? A lower noise ratio can naturally bring benefit to the following noisy label learning process. Here we adopt two label denoising tricks:

Adaptive Batch Normalization. As illustrated in AdaBN (Li et al., 2016), the population statistics ($\mu$, mean and variance $\sigma$) of Batch Normalization (BN) layers encode the domain-specific information. When the data distribution is changed from source domain to target domain, the population statistics of BN layer should be recalculated, such that the feature representation will be transferred adaptively.
which benefits to achieve cleaner pseudo label $\hat{y}_t$ on target domain. It is prone to implement AdaBN by feeding batches of target data into the pre-trained model $f$ to calculate batch statistics, and the population statistics is updated by a momentum-based moving average of batch statistics:

$$\{\mu, \sigma\} = \lambda \{\mu, \sigma\} + (1 - \lambda) \{\mu, \sigma\}_{\text{batch}}$$  \hspace{1cm} (4)

where $\{\mu, \sigma\}_{\text{batch}}$ denotes the statistics of current batch on target domain, and $\{\mu, \sigma\}$ is the population statistics initialized by the statistics from source domain. After updated on the whole target data, the population statistics are utilized to pre-generate pseudo labels via network inference.

**Deep Transfer Clustering.** Under the assumption that the distribution of features is consistent to the corresponding labels (Rui & Ii, 2005; Rebbapragada & Brodley, 2008), we use deep transfer clustering (DTC) (Kai et al., 2019) to denoise pre-generated pseudo labels $\hat{Y}$. Through this operation, the samples in the same cluster are forced to share the same labels.

Specifically, we extract the features of target data for $k$-means clustering, where the feature extractor $e$ is separated from the pre-trained source model $f$:

$$\min_{\mathcal{M} \in \mathbb{R}^{d \times k}} \frac{1}{N} \sum_{n=1}^{N} \min_{c_n \in \{0,1\}^k} ||e(x_n) - \mathcal{M}c_n||^2 \text{ s.t. } c_n^T 1_k = 1$$  \hspace{1cm} (5)

where $x_n$ and $c_n$ denote the $n$-th target sample and its cluster assignment, respectively. $N$ is the sample number. $\mathcal{M} \in \mathbb{R}^{d \times k}$ is the cluster centroid matrix with size of $d \times k$, where $d$ is the feature dimension and $k$ is the cluster number. To ensure the sample consistency within each cluster, over-clustering is necessary. We set $k$ as $10 \times$ of the class number in the corresponding tasks. After clustering, the pseudo labels are denoised through aggregating the probability distributions within each cluster:

$$\hat{p}_n = \frac{1}{|\Omega|} \sum_{i \in \Omega} p_i \text{ where } \Omega = \{ j \mid c_j = c_n \}$$  \hspace{1cm} (6)

$$\hat{y}_n = \arg \max \hat{p}_n$$  \hspace{1cm} (7)

where $p_n$ is the classification probability of $x_n$ (the output of softmax) and $\hat{p}_n$ is the refined one after aggregation. We rebuild a cleaner label set $\hat{Y}_t = \{\hat{y}_n\}$ to conduct the following self-supervised noisy label learning process.

### 3.3. Self-Supervised Noisy Label Learning

Before introducing our approach, we first review the recent development of unsupervised image classification (UIC) (Chen et al., 2020b). It has become a mature technique nowadays, which generates pseudo label to drive image classification in a self-supervised way:

$$\hat{y}_n = \arg \max f(x_n^1)$$  \hspace{1cm} (8)

![Figure 3. Label-wise dataset splitting method. According to small-loss trick, the target data is splitted into a cleaner part $X_{cl}$ and a noisier part $X_{no}$ with a hyper-parameter split ratio $r$. To prevent empty classes in $X_{cl}$, the dataset is splitted in a label-wise way.](image)

An important training trick in this learning process is to prevent model collapsing that all input samples tend to be classified into one category. In (Chen et al., 2020b), they prevent model collapsing via avoiding empty class and ensuring balanced sampling. Besides, UIC is not directly developed for downstream tasks. In source-free UDA, the pre-generated noisy label is given to incorporate with UIC to learn task-specific image classification.

Our idea is intuitive, which splits the entire dataset into a cleaner part $X_{cl}$ and a noisier part $X_{no}$, and trains these two parts with pre-generated and self-generated label, respectively. According a small-loss trick, which is a popular criterion to select true-labeled samples during noisy label learning, the samples with small loss tend to be true-labeled samples. Therefore, these two parts can be splitted guided by the loss with respect to the pre-generated label:

$$\{(X_{cl}, \hat{Y}_{cl})\}, \{X_{no}\} \leftarrow \mathcal{L}_{ce}(f(X_t), \hat{Y}_t)$$  \hspace{1cm} (11)

To make sure there is no empty classes in $\{(X_{cl}, \hat{Y}_{cl})\}$ so as to avoid the aforementioned model collapse, we propose a label-wise dataset splitting method, which divides the dataset into several groups based on pseudo label and then sort the loss within each group. Given a split ratio $r$ as a
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hyper-parameter, the samples in each group can be split into two parts to construct \( \mathcal{X}_{cl} \) and \( \mathcal{X}_{no} \) as shown in Fig.3.

After dataset splitting, \( \mathcal{X}_{cl} \) is directly trained with \( \hat{Y}_{cl} \) pre-generated by the pre-trained model, while \( \mathcal{X}_{no} \) is trained with the self-generated label on the fly as shown in Eqn.10. The training of the former one actually regularizes the latter one to learn task-specific information. To balance these two terms, \( \mathcal{X}_{cl} \) and \( \mathcal{X}_{no} \) are sampled and packed into one batch uniformly for training in each iteration. The training objective of this process can be formulated as follows:

\[
\min_{f} \mathcal{L}_{ce}(f(\mathcal{X}_{cl}), \hat{Y}_{cl}) + \mathcal{L}_{ce}(f(\mathcal{X}_{no}), \arg \max f(\mathcal{X}_{no}))
\]

Eqn.11 and Eqn.12 are alternated epoch by epoch. As the training goes, the false-labeled samples will get greater loss while the true-labeled samples will get smaller loss with respect to the pre-generated label. Therefore, the false-labeled samples in \( \mathcal{X}_{cl} \) and the true-labeled samples in \( \mathcal{X}_{no} \) will be swapped in each alternation according to small-loss trick so as to progressively drive a better optimization.

To make the training process more stable, we utilize exponential-momentum-average (EMA) model \( f_{ema} \) to self-generate pseudo label. It is inspired by Mean Teacher (Tarvainen & Valpola, 2017), which has been widely used in many self-supervised and semi-supervised methods (Grill et al., 2020). It helps generate more robust pseudo label via temporal ensemble. Therefore, the second term in Eqn.12 can be reformulated as:

\[
f_{ema} = \lambda f_{ema} + (1-\lambda)f
\]

\[
\min_{f} \mathcal{L}_{ce}(f(\mathcal{X}_{no}), \arg \max f_{ema}(\mathcal{X}_{no}))
\]

The entire learning process is visualized in Fig.2.

3.4. Framework Overview

Algorithm 1 SSNLL for source-free UDA.

| Input: | Source domain pre-trained model \( f \), unlabeled target data \( \mathcal{X}_t \) |
|-------|------------------------------------------------------------------|
| Output: | Optimized model \( f \) |
| | Update the statistics of BN layer via AdaBN (Eqn.4) |
| | Pre-generate pseudo label \( \hat{Y}_t \) (Eqn.2) |
| | Refine the pseudo label \( \hat{Y}_t \) via DTC (Eqn.5,6,7) |
| for \( e = 1 \) to epochs do |
| | Split \( \mathcal{X}_t \) into \( \mathcal{X}_{cl} \) and \( \mathcal{X}_{no} \) via small-loss trick (Eqn.11) |
| | Fine-tune \( f \) via training \( \mathcal{X}_{cl} \) with pre-generated label and \( \mathcal{X}_{no} \) with self-generated label (Eqn.12,13,14) |
| end for |

To summarize, as shown in Algorithm.1, our framework is composed of three parts, including pseudo label pre-generating, label denoising preprocessing, and self-supervised noisy label learning.

4. Experiments

4.1. Datasets

Digit datasets. We evaluate our method on three popular digit datasets, including: MNIST (LeCun et al., 1998), USPS (Hull, 1994), and Street View House Numbers (SVHN) (Netzer et al., 2011). MNIST contains 70K grayscale handwritten digit images with clean background (60K for training and 10K for testing). USPS provides 9298 grayscale handwritten digit images with unconstrained conditions (7291 for training and 2007 for testing). SVHN includes cropped color digit images from a significantly harder, unsolved, real world scenes (73K for training and 26K for testing). These digit datasets share 10 classes (0–9). However, the feature distributions are rather different, which is challenging for UDA evaluation. Concretely, following previous work (Saito et al., 2018b; Lu et al., 2020), we set the UDA tasks as MNIST→USPS, USPS→MNIST, SVHN→MNIST.

Traffic sign datasets. Our method is also evaluated on two traffic sign datasets: Synthetic Signs (Syn.Signs) (Moisseev et al., 2013) and German Traffic Sign Recognition Benchmark (GTSRB) (Stallkamp et al., 2011). Both of them share 43 classes, where Syn.Signs contains 100K synthetic generated traffic sign images and GTSRB provides more than 50K traffic sign images collected from unconstrained natural scenes. Following previous work (Saito et al., 2018b; Lu et al., 2020), we set the UDA task as Syn.Signs→GTSRB.

VisDA-C dataset. VisDA-C (Peng et al., 2018) is also a popular UDA evaluation benchmark, where the task is set as synthetic domain (train set) transferred to real domain.
(validation set) with 12 shared classes. The train set contains 152K synthetic images generated by rendering 3D models, and validation set consists of 55K real images sampled from a complex scene context dataset, namely MSCOCO (Lin et al., 2014). Since source domain contains large amount of data and target domain is extraordinary complex, this benchmark is one of the most challenging tasks for unsupervised domain adaptation, let alone source-free one. On the other hand, it can stress the superiority of our method without accessing source data during unsupervised adaptation.

4.2. Experimental Settings

Network architectures. In ours experiments, we strictly follow MCD (Saito et al., 2018c) to design network architectures so as for fair performance comparison, which had also been adopted in many other related work (Lu et al., 2020; Saito et al., 2018a; Xu et al., 2019a; Liang et al., 2020). Specifically, we adopt different modified LeNet networks for digit and traffic sign recognition tasks. One can refer to the code of MCD (Saito et al., 2018c) in github\(^1\). As for VisDA-C, we directly use vanilla ResNet-101 (He et al., 2016) pre-trained on ImageNet as the baseline model.

Training hyper-parameters. We also follow MCD (Saito et al., 2018c) to set the training hyper-parameters. Concretely speaking, for digit and traffic sign datasets, we utilize Adam to optimize all the networks with fixed learning rate \(2e^{-4}\), weight decay \(1e^{-4}\), batch size 128, and training epoch 200. For VisDA-C, we fine-tune the given pre-trained ResNet-101 by using mini-batch SGD with learning rate \(1e^{-3}\), momentum 0.9, batch size 32, training epoch 100 as well as cosine learning rate decaying policy. Besides, split ratio \(r\) is the only one hyper-parameter used in SSNLL. Without any specific statement, we set it as 0.2 in all experiments in a conservative way.

Implementation Details. In each iteration during training, we evenly sample images from \(X_{cl}\) and \(X_{no}\) to form each batch (1:1). To avoid regularizing the refined label in \(X_{no}\) to the most frequently appearing label in \(X_{cl}\), we use balanced sampling strategy to sample images of each class in \(X_{cl}\). To further mitigate the negative effects from noisy label and avoid over-fitting to the noisy label, an extra softmax layer is added at the top of the base network \(f\) for prediction blurring during network training.

4.3. Experiments on Digit and Traffic Sign Recognition

In this section, we conduct four adaptation tasks to validate our approach, including SVHN→MNIST, MNIST→USPS, USPS→MNIST, and Syn.Signs→GTSRB. The detailed experimental results and performance comparison are shown in Tab.1. Our results are reported by averaging five repetitions with exactly the same settings under single-view inference. In the tasks of SVHN→MNIST and USPS→MNIST, our method surpasses other state-of-the-art methods by a large margin, no matter source-based or source-free UDA. In the task of MNIST→USPS, the performance is a bit weaker, and we impute it to the reason that USPS is a small-scale dataset while self-supervised learning requires large-scale dataset. In the task of traffic sign adaptation task Syn.Signs→GTSRB, our method surpasses most of state-of-the-art methods by a large margin and is comparable with SWD (Lee et al., 2019) which is a source data-based UDA method. In general, considering our method is a source-free one, we believe the advantage is very remarkable.

Label Denoising Preprocessing. An important assumption in all source-free UDA methods is that the ratio of true-labeled samples should be larger than any other false-labeled classes. In this way, it is intuitive that to increase the initial ratio of true-labeled samples is beneficial for solving source-free UDA problem. As shown in Tab.1, we present the benefit of AdaBN and DTC for label denoising. We take USPS→MNIST as an example for illustration. Before AdaBN and DTC, the accuracy is only 29.7%, which is nearly randomly labeled and is extremely difficult for source-free unsupervised adaptation. After label denoising, the initial accuracy is improved to 53.8% and 56.5%, respectively, which makes the following source-free adaptation solvable.

Training Stability. Accuracy is not the only one metric to evaluate the performance of UDA methods. How to achieve the results as steadily as supervised counterpart is much more important. We train four adaptation tasks for 200 epochs and present the accuracy curve w.r.t each epoch. As shown in Fig.5, the accuracy trends are improved
Table 1. Performance on digit and traffic sign datasets compared with other state-of-the-art methods. Our result is reported by averaging five repetitions. Red bold font and blue bold font denote the best results of source-free and source-based UDA methods, respectively. S2M, M2U, U2M, S2G are short for SVHN→MNIST, MNIST→USPS, USPS→MNIST, and SynSigns→GTSRB, respectively. ‘-’ means the result is not reported in the original paper.

| METHODS                  | SOURCE | S2M   | M2U   | U2M   | S2G   |
|--------------------------|--------|-------|-------|-------|-------|
| CDAN + E(LONG† ET AL., 2017) | ✓      | 89.2  | 95.6  | 98.0  | -     |
| ADR (SAITO ET AL., 2018A)      | ✓      | 95.0±1.87 | 93.2±2.46 | 96.1±0.29 | -    |
| MCD (SAITO ET AL., 2018B)      | ✓      | 96.2±0.4 | 96.5±0.3 | 94.1±0.3 | 94.4±0.3 |
| CDAN + BSP (XU ET AL., 2019A)   | ✓      | 92.1  | 95.0  | 98.1  | -     |
| RREVGRAD + CAT (DENG ET AL., 2019) | ✓    | 98.8±0.0 | 94.0±0.7 | 96.0±0.9 | -    |
| STAR (LU ET AL., 2020)        | ✓      | 98.8±0.05 | 97.8±0.1 | 97.7±0.05 | 95.8±0.2 |
| S2M (LEE ET AL., 2019)        | ✓      | 98.9±0.1 | 98.1±0.1 | 97.1±0.1 | 98.6±0.3 |
| SHOT (LIANG ET AL., 2020)     | x      | 98.9±0.1 | 97.9±0.3 | 98.2±0.7 | -     |

| METHODS | SOURCE      | S2M   | M2U   | U2M   | S2G   |
|---------|-------------|-------|-------|-------|-------|
| SOURCE ONLY | /          | 74.9±0.3 | 48.1±3.0 | 29.7±5.0 | 86.5±3.1 |
| SOURCE ONLY + ADABN | /          | 75.0±0.2 | 88.5±2.5 | 53.8±3.3 | 84.8±2.3 |
| SOURCE ONLY + ADABN + DTC | /          | 76.1±0.2 | 89.8±1.7 | 56.5±3.5 | 85.3±2.5 |
| SSNLL (OURS) | x       | 99.3±0.05 | 97.1±0.1 | 98.8±0.1 | 98.4±0.1 |

**Figure 6.** t-SNE visualization of the target features from the last second fully-connected layer. (a) is the USPS→MNIST task before and after adaptation. (b) is the Syn.Sign→GTSRB task before and after adaptation. Different colors denote different classes.

**t-SNE Visualization.** Since our objective loss is composed of supervised and self-supervised classification loss, the features in target domain will get more discriminative after learning. As shown in Fig.6, we extract the features from the last second fully-connected layer for t-SNE visualization in the target domain of the tasks USPS→MNIST and Syn.Signs→GTSRB. The feature distribution in target domain is in a mess before adaptation. After our proposed SSNLL, the features with similar semantic information are well-grouped into one class tightly after adaptation.

### 4.4. Experiments on Object Recognition

In this section, we conduct experiments on VisDA-C (Peng et al., 2018), which is one of the most challenging datasets in UDA problems. The challenges lie in that the source data is synthesized by rendering 3D model while the target data is sampled in real scenarios. Also, some classes in this task share similar features, like bus, car, train, and truck, which transform it into a fine-grained classification problem. The experimental results and performance comparison are reported in Tab.2. Following (Saito et al., 2018c; Lu et al., 2020), here we only report the class-wise accuracy under single-view inference.

First of all, our two label denoising tricks, AdaBN and DTC, can improve the baseline accuracy from 42.9% to 64.4% and 69.2%, respectively. Before label denoising preprocessing, the accuracy of some classes is even lower to 0.1%, which is nearly impossible to optimize in an unsupervised way. After label denoising preprocessing and our proposed SSNLL, the accuracy can be improved to 85.8%, which surpasses other state-of-the-art methods by a very large margin (more than 3.1%), including those source data-based approaches.

**Performance on fine-grained classes.** We note that four fine-grained classes (bus, car, train, truck, as shown in Fig.4) on VisDA-C are quite easy to mix-classified into each other. Through carefully comparing the existing methods, as shown in Tab.3, SHOT (Liang et al., 2020) and Model Adaptation (Li et al., 2020) perform not well on bus and car, respectively. SAFN (Xu et al., 2019b), SWD (Lee et al., 2019) and STAR (Lu et al., 2020) perform not well on truck.
We find that our method can well-improve the accuracy of VisDA-C with $r$ varying from 0.1 to 1.0, where 1.0 means that we directly only the influence of the noisy ratio of the pre-generated pseudo label. Unfortunately, the noisy ratio is unknown in practical scenarios. Therefore, we mainly set $r$ as a small value 0.2 in a conservative way. In the experiments on VisDA-C, we find $r = 0.4$ can achieve the best results. To thoroughly analyze the influence of $r$, we carry out extensive experiments on VisDA-C with $r$ varying from 0.1 to 1.0. As shown in Fig.7, only $r = 1.0$ and $r = 0.9$ perform the worse. The accuracy of other settings are all greater than 80.0%. Specifically, the accuracy of $r = 0.2 \sim 0.5$ is greater than 85.0%. In general, it is safe to set $r$ as a small value.

5. Conclusion

In this paper, we model source-free unsupervised domain adaptation problem into learning from noisy label. From this perspective, we propose a Self-Supervised Noisy Label Learning method, which is mainly composed of two critical steps. One is to split the target data into a cleaner subset and a noisier subset via small-loss trick. Another is to uniformly sample the image from these two subsets equipped with pre-generated label and self-generated label to fine-tune the given source domain pre-trained model. The former one regularizes the latter one to refine their self-generated labels.

Table 2. Performance on VisDA-C dataset compared with other state-of-the-art methods. Red bold font and blue bold font denote the best results of source-free and source-based UDA methods, respectively. (Best viewed in color.)

| METHODS                        | SOURCE PLANE | BICYCL | BUS | CAR | HORSE | KNIFE | MCVCL | PERSON | PLANT | SKTBRD | TRAIN | TRUCK | AVG |
|--------------------------------|--------------|--------|-----|-----|-------|-------|-------|--------|-------|--------|-------|-------|-----|
| MCD (SAITO ET AL., 2018b)     | ✓            | 87.0   | 60.9| 83.7| 64.0  | 88.9  | 79.6  | 84.7   | 76.9  | 88.6   | 40.3  | 83.0  | 25.8| 71.9|
| ADR (SAITO ET AL., 2018a)     | ✓            | 94.2   | 48.5| 84.0| 72.9  | 90.1  | 74.2  | 92.6   | 72.5  | 80.8   | 61.8  | 82.2  | 28.8| 73.5|
| CDAN (LONG† ET AL., 2017)     | ✓            | 95.2   | 66.9| 83.0| 50.8  | 84.2  | 74.9  | 88.1   | 74.5  | 83.4   | 76.0  | 81.9  | 38.0| 73.9|
| CDAN + BSP (XU ET AL., 2019a) | ✓            | 92.4   | 61.0| 81.0| 57.5  | 89.0  | 80.6  | 90.1   | 77.0  | 84.2   | 77.9  | 82.1  | 38.4| 75.9|
| SAFN (XU ET AL., 2019b)       | ✓            | 93.6   | 61.3| 84.1| 70.6  | 94.1  | 79.0  | 91.8   | 79.6  | 89.9   | 55.6  | 89.0  | 24.4| 76.1|
| SWD (LEE ET AL., 2019)        | ✓            | 90.8   | 82.5| 81.7| 70.5  | 91.7  | 69.5  | 86.3   | 77.5  | 87.4   | 63.6  | 85.6  | 29.2| 76.4|
| STAR (LU ET AL., 2020)        | ✓            | 95.0   | 84.0| 84.6| 73.0  | 91.6  | 91.8  | 85.9   | 78.4  | 94.4   | 84.7  | 87.0  | 42.2| 82.7|
| SHOT (LIANG ET AL., 2020)     | ×            | 92.6   | 81.1| 80.1| 58.5  | 89.7  | 86.1  | 81.5   | 77.8  | 89.5   | 84.9  | 84.3  | 49.3| 79.6|
| MODEL ADAPTATION (LI ET AL., 2020) | ×         | 94.8   | 73.4| 68.8| 74.8  | 93.1  | 95.4  | 88.6   | 84.7  | 89.1   | 84.7  | 83.5  | 48.1| 81.6|

Table 3. Performance comparison of four challenging fine-grained classes on VisDA-C. Red bold font and blue bold font denote the best results of source-free and source-based UDA methods, respectively. The accuracy on this table is extracted from Tab.2.

| METHODS                        | SOURCE PLAN | BUS | CAR | TRAIN | TRUCK | AVG |
|--------------------------------|------------|-----|-----|-------|-------|-----|
| SAFN                           | ✓          | 84.1| 70.6| 89.0  | 24.4  | 67.0|
| SWD                            | ✓          | 81.7| 70.5| 85.6  | 29.2  | 66.8|
| STAR                           | ✓          | 84.6| 73.0| 87.0  | 42.2  | 71.7|
| SHOT                           | ×          | 80.1| 58.5| 84.3  | 49.3  | 68.1|
| MODEL ADAPTATION               | ×          | 68.8| 74.8| 83.5  | 48.1  | 68.8|

Table 3 (continued).

| METHODS                        | SOURCE PLAN | BUS | CAR | TRAIN | TRUCK | AVG |
|--------------------------------|------------|-----|-----|-------|-------|-----|
| SAFN                           | ✓          | 84.1| 70.6| 89.0  | 24.4  | 67.0|
| SWD                            | ✓          | 81.7| 70.5| 85.6  | 29.2  | 66.8|
| STAR                           | ✓          | 84.6| 73.0| 87.0  | 42.2  | 71.7|
| SHOT                           | ×          | 80.1| 58.5| 84.3  | 49.3  | 68.1|
| MODEL ADAPTATION               | ×          | 68.8| 74.8| 83.5  | 48.1  | 68.8|

Figure 7. The ablation study of the hyper-parameter split ratio $r$ on VisDA-C varying from 0.1 to 1.0, where 1.0 means that we directly use all samples with noisy label for fine-tuning. We compute the accuracy on the validation set of VisDA-C at each epoch.

We find that our method can well-improve the accuracy of these fine-grained classes and perform the best among the existing methods.

Ablation study on split ratio $r$. Split ratio $r$ is an important hyper-parameter in SSNLL. Intuitively, $r$ is strongly related to the noisy ratio of the pre-generated pseudo label. Unfortunately, the noisy ratio is unknown in practical scenarios. Therefore, we mainly set $r$ as a small value 0.2 in a conservative way. In the experiments on VisDA-C, we find $r = 0.4$ can achieve the best results. To thoroughly analyze the influence of $r$, we carry out extensive experiments on VisDA-C with $r$ varying from 0.1 to 1.0. As shown in Fig.7, only $r = 1.0$ and $r = 0.9$ perform the worse. The accuracy
Self-Supervised Noisy Label Learning for Source-Free Unsupervised Domain Adaptation

label. These two steps are alternated epoch by epoch to progressively boost the performance. Our method surpasses other methods even source data-based methods by a very large margin. We hope our approach can bring inspirations for the UDA community.
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