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Abstract

In this paper, we study the sharp oracle bounds for Slope and Lasso and generalize the results in [1] to allow the case that the parameter vector is not exactly sparse and obtain the optimal bounds for $\ell_q$ estimation errors with $1 \leq q \leq \infty$ by using some extended Restricted Eigenvalue type conditions.
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1. Introduction

In high-dimensional linear regression [2], we aim to estimate the $s$-sparse parameter vector $\beta^* \in \mathbb{R}^p$ (i.e., $\|\beta^*\|_0 \leq s$) from few noisy observations $y = X \beta^* + \xi$, where $y \in \mathbb{R}^n (n \ll p)$, $X \in \mathbb{R}^{n \times p}$ is the design matrix and $\xi \in \mathbb{R}^n \sim N(0, \sigma^2 I_{n \times n})$ is the Gaussian noise. The best prediction and $\ell_2$ estimation rate achieved by the well-known polynomial time algorithms such as the Lasso [12] and the Dantzig selector [2] is $(s/n) \log(p)$, while the minimax rate for the problem is $(s/n) \log(p/s)$ [9]. Until recently, [10] has shown that for i.i.d. standard normal regressor this optimal rate can be asymptotically achieved by a computable in polynomial time method called Sorted L-One Penalized Estimator (Slope) [3]. For the high-dimensional linear regression problem, Slope is defined as a solution of the minimization problem:

$$\arg \min_{\beta \in \mathbb{R}^p} \frac{1}{n} \|y - X \beta\|_2^2 + 2 \|\beta\|_*,$$

where the norm $\|\beta\|_* = \sum_{j=1}^{p} \lambda_j \beta_j^2$, the tuning parameters satisfy $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \geq 0$, $(\beta_1^*, \beta_2^*, \cdots, \beta_p^*)$ is a non-increasing rearrangement of $(|\beta_1|, |\beta_2|, \cdots, |\beta_p|)$: [8] extends the results in [10] to the subgaussian designs and obtains a non-asymptotic bound with this optimal rate by using the small ball method. Nevertheless, the strong assumption that the covariance matrix of the design is proportional to the identity matrix (namely the design is isotropic) is required in both of these works. In order to relax this restriction, [1] shows that under the Restricted Eigenvalue (RE) type conditions a Lasso estimator with adaptively chosen tuning parameters and a Slope estimator can achieve the non-asymptotic minimax prediction and $\ell_2$ estimation rate $(s/n) \log(p/s)$ both in probability and in expectation. The RE type conditions imposed on the design are satisfied for a large class of random matrices with independent and possibly anisotropically distributed rows with high probability. The Slope method has attracted more and more research interest. Among them, [6]...
discussed the Squared-Root Slope method. \( \text{[\text{4}] \text{ extended to the Group Slope for handling the group sparse}} \) regression problem, while \( \text{[\text{4}]} \) proposed the Sorted Concave Penalized method through combining the Slope and Concave Penalized method.

However, we notice that all the existing literature on the Slope only discussed the case that the parameter vector to be estimated is exactly sparse and the bounds are merely obtained for the \( \ell_q \) estimation errors with \( 1 \leq q \leq 2 \). In this paper, we aim to generalize the results in \( \text{[\text{1}]} \) to allow the case that the parameter vector is not exactly sparse and derive the optimal bounds for \( \ell_q \) estimation errors with \( 1 \leq q \leq \infty \) via the extended RE type conditions.

The paper is organized as follows. In Section 2, we study the estimation performance of the Lasso estimator. In Section 3, we present the results for the Slope estimator. In Section 4, we discuss the optimality of the derived upper bounds. In Section 5, we investigate the proposed RE conditions. In Section 6, we give the conclusion.

### 2. Lasso estimator

In this section, we denote the Lasso estimator by \( \hat{\beta} \in \text{arg min}_{\beta \in \mathbb{R}^p} \frac{1}{n} \|y - X\beta\|_2^2 + 2\lambda \|\beta\|_1 \), where \( \lambda > 0 \) is a tuning parameter. We use some notations in \( \text{[\text{1}]} \) in order to facilitate the presentation of the results. For a given \( \delta_0 \in (0,1) \) and for any \( u = (u_1, u_2, \ldots, u_p) \in \mathbb{R}^p \), we set

\[
H(u) := (4 + \sqrt{2}) \sum_{j=1}^p u_j^2 \sigma \sqrt{\frac{\log(2p/j)}{n}}, \quad G(u) := (4 + \sqrt{2})\sigma \sqrt{\frac{\log(1/\delta_0)}{n}} \|Xu\|_2/\sqrt{n},
\]

where \( (u_1^\sharp, u_2^\sharp, \ldots, u_p^\sharp) \) is a non-increasing rearrangement of \((|u_1|, |u_2|, \ldots, |u_p|)\). For a vector \( \beta \in \mathbb{R}^p \) and a set \( S \subset \{1, 2, \ldots, p\} \), we denote by \( \beta_S \) the vector which coincides with \( \beta \) on the indices in \( S \) and is extended to zero outside \( S \).

First, as an extension of LEMMA A.1 in \( \text{[\text{1}]} \), we have the following key lemma that allows the parameter vector to be not exactly sparse.

**Lemma 1.** Let \( s \in \{1, \ldots, p\} \), \( \tau \in [0,1] \), \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \geq 0 \) and the error of the best \( s \)-term approximation of \( \beta \) with respect to \( \|\cdot\|_s \) is defined by \( \sigma_s(\beta)_s = \min_{\|z\|_s \leq s} \|\beta - z\|_s \). For any two \( \beta, \hat{\beta} \in \mathbb{R}^p \) and \( 1 < q \leq \infty \), we have

\[
\tau \|u\|_s + \|\beta\|_s - \|\hat{\beta}\|_s \leq (1 + \tau) \sum_{j=1}^s \lambda_j u_j^\sharp - (1 - \tau) \sum_{j=s+1}^p \lambda_j u_j^\sharp + 2\sigma_s(\beta)_s
\]

\[
\leq (1 + \tau) \left( \sum_{j=1}^s \lambda_j^{1-q} \right)^{1-1/q} \|u\|_q - (1 - \tau) \sum_{j=s+1}^p \lambda_j u_j^\sharp + 2\sigma_s(\beta)_s,
\]

where \( u = \hat{\beta} - \beta = (u_1, u_2, \ldots, u_p)^T \) and \( (u_1^\sharp, u_2^\sharp, \ldots, u_p^\sharp) \) is a non-increasing rearrangement of \((|u_1|, |u_2|, \ldots, |u_p|)\).
In particular, if $\lambda_1 = \lambda_2 = \cdots = \lambda_p = \lambda$ for some $\lambda > 0$, then $\| \cdot \|_* = \lambda \| \cdot \|_1$ and we have

$$
\tau \lambda \| u \|_1 + \lambda \| \beta \|_1 - \lambda \| \hat{\beta} \|_1 \leq (1 + \tau) \lambda \sum_{j=1}^s u_j^s - (1 - \tau) \lambda \sum_{j=s+1}^p u_j^p + 2 \lambda \sigma_s(\beta)_1
$$

$$
\leq (1 + \tau) \lambda s^{1-1/q} \| u \|_q - (1 - \tau) \lambda \sum_{j=s+1}^p u_j^p + 2 \lambda \sigma_s(\beta)_1. \quad (4)
$$

Proof. Let $S$ be the index set of $s$ largest absolute entries of $\beta$ so that $\sigma_s(\beta)_* = \| \beta_S \|_*$. Assume $\phi$ is any permutation of $\{1, \cdots, p\}$ such that

$$
\| \beta_S \|_* = \sum_{j=1}^s \lambda_j |\beta_{\phi(j)}| \text{ and } |u_{\phi(s+1)}| \geq |u_{\phi(s+2)}| \geq \cdots \geq |u_{\phi(p)}|.
$$

Then by using the definition of $\| - \|_*$ and the Triangle inequality, we have

$$
\| \beta \|_* - \| \hat{\beta} \|_* \leq \| \beta_S \|_* + \| \beta_{S^c} \|_* - \| \hat{\beta} \|_*
$$

$$
\leq \sum_{j=1}^s \lambda_j (|\beta_{\phi(j)}| - |\hat{\beta}_{\phi(j)}|) - \sum_{j=s+1}^p \lambda_j |\hat{\beta}_{\phi(j)}| + \| \beta_{S^c} \|_*
$$

$$
\leq \sum_{j=1}^s \lambda_j |u_{\phi(j)}| - \sum_{j=s+1}^p \lambda_j |\hat{\beta}_{\phi(j)}| + \| \beta_{S^c} \|_*
$$

$$
\leq \sum_{j=1}^s \lambda_j |u_{\phi(j)}| - \sum_{j=s+1}^p \lambda_j |u_{\phi(j)}| + \sum_{j=s+1}^p \lambda_j |\beta_{\phi(j)}| + \| \beta_{S^c} \|_*
$$

$$
\leq \sum_{j=1}^s \lambda_j |u_{\phi(j)}| - \sum_{j=s+1}^p \lambda_j |u_{\phi(j)}| + 2 \| \beta_{S^c} \|_*
$$

$$
\leq \sum_{j=1}^s \lambda_j u_j^s - \sum_{j=s+1}^p \lambda_j u_j^s + 2 \sigma_s(\beta)_*.
$$

since $\sum_{j=s+1}^p \lambda_j |\beta_{\phi(j)}| \leq \| \beta_{S^c} \|_* \sum_{j=1}^s \lambda_j |u_{\phi(j)}| \leq \sum_{j=1}^s \lambda_j u_j^s$ and $\sum_{j=s+1}^p \lambda_j u_j^s \leq \sum_{j=s+1}^p \lambda_j |u_{\phi(j)}|$. Finally, (3) follows from

$$
\sum_{j=1}^s \lambda_j u_j^s \leq \left( \sum_{j=1}^s \lambda_j u_j^s \right)^{1-1/q} \| u \|_q \text{ by the Hölder’s inequality.}
$$

To be self-contained, here we list two technical lemmas given in [4], which will be used for establishing the main results in what follows.

Lemma 2. (Lemma A.2 in [4]) Let $h : \mathbb{R}^p \to \mathbb{R}$ be a convex function, let $f, \xi \in \mathbb{R}^n$, $y = f + \xi$ and let $X$ be any $n \times p$ matrix. If $\hat{\beta}$ is a solution of the minimization problem $\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{n} \| X \beta - y \|_2^2 + h(\beta) \right\}$, then $\hat{\beta}$ satisfies for all $\beta \in \mathbb{R}^p$

$$
\frac{1}{n} \| X \hat{\beta} - f \|_2^2 - \frac{1}{n} \| X \beta - f \|_2^2 \leq \frac{2}{n} \xi^T X (\hat{\beta} - \beta) + h(\beta) - h(\hat{\beta}) - \frac{1}{n} \| X (\hat{\beta} - \beta) \|_2^2. \quad (5)
$$

Lemma 3. (Theorem 4.1 in [4]) Let $\delta_0 \in (0, 1)$ and let $X \in \mathbb{R}^{n \times p}$ be a matrix such that $\max_{j=1, \ldots, p} \| X e_j \|_2 / \sqrt{n} \leq 1$ where $(e_1, e_2, \cdots, e_p)$ is the canonical basis in $\mathbb{R}^p$. Let $H(\cdot)$ and $G(\cdot)$ be defined in [3]. If $\xi \sim N(0, \sigma^2 I_{n \times n})$, then

$$
\frac{1}{n} \| X \hat{\beta} - f \|_2^2 - \frac{1}{n} \| X \beta - f \|_2^2 \leq \frac{2}{n} \xi^T X (\hat{\beta} - \beta) + h(\beta) - h(\hat{\beta}) - \frac{1}{n} \| X (\hat{\beta} - \beta) \|_2^2. \quad (5)
$$
then the random event
\[
\left\{ \frac{1}{n} \xi^T X u \leq \max(H(u), G(u)), \forall u \in \mathbb{R}^p \right\}
\]
is of probability of at least \(1 - \delta_0/2\).

In order to obtain the bounds for \(\ell_q\) estimation errors with any \(q \in [1, \infty]\), we generalize the Strong Restricted Eigenvalue (SRE) condition in [1] to involve the variable \(q\) lying in \([2, \infty]\). When \(q = 2\), the following \(SRE(q, s, c_0)\) condition reduces to the \(SRE(s, c_0)\) condition used in [1]. In fact, we notice that the SRE condition is exactly equivalent to the constrained minimal singular values (CMSV) condition proposed in [1]. Thus, it’s natural to propose the following general \(SRE(q, s, c_0)\) condition, which is essentially the same as the \(q\)-ratio CMSV condition studied in [13] for the sparse signal recovery. For any \(s \in [1, p]\) and \(q \in (1, \infty]\), the \(q\)-ratio CMSV of a design matrix \(X \in \mathbb{R}^{n \times p}\) is defined as
\[
\rho_{q,s}(X) = \min_{\delta \neq 0, \delta = 0} \frac{\|X \delta\|_q}{\sqrt{n} \delta_q} \in \{1, \ldots, p\}.
\]

For any \(2 \leq q \leq \infty\), the design matrix \(X\) satisfies \(\|X e_j\|_2 / \sqrt{n} \leq 1\) for all \(j = 1, \ldots, p\) and
\[
\theta_q(s, c_0) := \min_{\delta \neq 0, \delta \in C_{SRE(q,s,c_0)}} \frac{\|X \delta\|_2}{\sqrt{n} \delta_q} > 0,
\]
where \(C_{SRE(q,s,c_0)} := \{\delta \in \mathbb{R}^p : \|\delta\|_1 \leq (1 + c_0) s^{1-1/q} \|\delta\|_q\}\) is a cone in \(\mathbb{R}^p\).

Under the new proposed SRE condition, we now present our main result for the Lasso estimator. Let \(\gamma \in (0, 1)\) be a constant. For any tuning parameter \(\lambda > 0\), we set
\[
\delta(\lambda) := \exp\left( -\left( \frac{\gamma \lambda \sqrt{n}}{(4 + \sqrt{2})\sigma} \right)^2 \right) \quad \text{so that} \quad \lambda = \frac{(4 + \sqrt{2})\sigma}{\gamma} \sqrt{\frac{\log(1/\delta(\lambda))}{n}}.
\]

For a given \(s \in \{1, \ldots, p\}\), the following theorem holds under the condition
\[
\lambda \geq \frac{(4 + \sqrt{2})\sigma}{\gamma} \sqrt{\frac{\log(2ep/s)}{n}} \quad \text{or equivalently} \quad \delta(\lambda) \leq s/(2ep).
\]

**Theorem 1.** Let \(s \in \{1, \ldots, p\}\), \(\gamma \in (0, 1)\) and \(\tau \in [0, 1 - \gamma)\). For any \(2 \leq q \leq \infty\), assume that the \(SRE(q, s, c_0)\) condition holds with \(c_0 = c_0(\gamma, \tau) = \frac{1 + \gamma + \tau}{1 - \gamma} - \frac{1}{\tau}\). Let \(\lambda\) be a tuning parameter such that (9) holds. Let \(\delta_0 \in (0, 1)\). Then, on the event \(E\), the Lasso estimator \(\hat{\beta}\) with tuning parameter \(\lambda\) satisfies
\[
2\tau \lambda \|\beta - \beta\|_1 + \frac{1}{n} \|X \beta - f\|_2^2 \leq \frac{1}{n} \|X \beta - f\|_2^2 + C_{\gamma,\tau}(q, s, \lambda, \delta_0) \lambda^2 s^2 + 4\lambda \sigma_s(\beta) + C_{\gamma,\tau}(q, s, \lambda, \delta_0) \lambda \sigma_s(\beta) + \frac{C_{\gamma,\tau}(q, s, \lambda, \delta_0) \lambda}{1 + \gamma},
\]
for all \(\beta \in \mathbb{R}^p\) and all \(f \in \mathbb{R}^n\), where
\[
C_{\gamma,\tau}(q, s, \lambda, \delta_0) := (1 + \gamma + \tau)^2 \left( \frac{\log(1/\delta_0)}{s \log(1/\delta(\lambda))} \sqrt{\frac{s^{1-2/q}}{\theta_q^2(s, c_0(\gamma, \tau))}} \right).
\]

Furthermore, if \(f = X \beta^*\) for some \(\beta^*\), then on the event \(E\), we have
\[
\|\hat{\beta} - \beta^*\|_1 \leq \frac{C_{\gamma,\tau}(q, s, \lambda, \delta_0)}{2\tau} \lambda s + \frac{2\tau}{\tau} \sigma_s(\beta^*)_1,
\]
\[
\|\hat{\beta} - \beta^*\|_q \leq \frac{C_{\gamma,\tau}(q, s, \lambda, \delta_0)}{1 + \gamma} \lambda s^{1/q}, \quad \text{(when \(\beta^*\) is \(s\)-sparse)}
\]
\[
\|\hat{\beta} - \beta^*\|_q \leq \left( \frac{2}{1 + \gamma} \vee \frac{1 - \gamma - \tau}{4\tau} \right) C_{\gamma,\tau}(q, s, \lambda, \delta_0) \lambda s^{1/q} + \left( \frac{1}{1 + \gamma} \vee \frac{1 - \gamma - \tau}{\tau} \right) s^{1-1/q} \sigma_s(\beta^*)_1.
\]
Proof. By using (18) with \( h(\cdot) = 2\lambda \| \cdot \|_1 \), we get that for all \( \beta \in \mathbb{R}^p \) and all \( f \in \mathbb{R}^n \)
\[
2\tau \lambda \| \hat{\beta} - \beta \|_1 + \frac{1}{n} \| X \hat{\beta} - f \|_2^2 \leq \frac{1}{n} \| X \beta - f \|_2^2 - \frac{1}{n} \| X(\hat{\beta} - \beta) \|_2^2 + \Delta^*,
\]
where
\[
\Delta^* := 2\tau \lambda \| \hat{\beta} - \beta \|_1 + \frac{2}{n} \epsilon^T X(\hat{\beta} - \beta) + 2\lambda \| \beta \|_1 - 2\lambda \| \hat{\beta} \|_1.
\]
We let \( u = \hat{\beta} - \beta \) and define
\[
\bar{H}(u) := \frac{(4 + \sqrt{2})\sigma}{\sqrt{n}} \left( \| u \|_q \left[ \sum_{j=1}^s \left( \sqrt{\log(2p/j)} \right)^{\frac{1}{q}} \right]^{1-1/q} + \sum_{j=s+1}^p u_j^p \sqrt{\log(2p/j)} \right).
\]
For any \( 2 \leq q \leq \infty \), using the Hölder’s inequality and the fact that \( \sum_{j=1}^n \log(2p/j) \leq s \log(2ep/s) \), it’s easy to verify that
\[
H(u) = \frac{(4 + \sqrt{2})\sigma}{\sqrt{n}} \sum_{j=1}^p u_j^p \sqrt{\log(2p/j)} \leq \bar{H}(u) \leq \lambda\gamma \left( s^{1-1/q} \| u \|_q + \sum_{j=s+1}^p u_j^p \right) =: F(u), \forall u \in \mathbb{R}^p.
\]
On the event \([\xi] \), by using Lemma 1 we have
\[
\Delta^* \leq 2\tau \lambda (\tau \| \hat{\beta} - \beta \|_1 + \| \beta \|_1 - \| \beta \|_1) + 2 \max(H(u), G(u))
\]
\[
\leq 2\lambda \left( (1 + \tau) s^{1-1/q} \| u \|_q - (1 - \tau) \sum_{j=s+1}^p u_j^p + 2\sigma_s(\beta)_1 \right) + 2 \max(F(u), G(u)).
\]
By the definition of \( \delta(\lambda) \), i.e., \( \lambda = \frac{(4 + \sqrt{2})\sigma}{\sqrt{n}} \sqrt{\frac{\log(1/\delta(\lambda))}{n}} \), we have
\[
G(u) = \lambda \sqrt{s} \sqrt{\frac{\log(1/\delta_0)}{s \log(1/\delta(\lambda))}} \| X u \|_2 / \sqrt{n}.
\]
As the arguments in Proof of Theorem 4.2 in [1], we consider the following two cases:

(i) Case \( G(u) > F(u) \): Then it holds that
\[
\| u \|_q \leq s^{1/q-1/2} \sqrt{\frac{\log(1/\delta_0)}{s \log(1/\delta(\lambda))}} \| X u \|_2 / \sqrt{n}.
\]
Thus,
\[
\Delta^* \leq 2\lambda (1 + \tau) s^{1-1/q} \| u \|_q + 2G(u) + 4\lambda\sigma_s(\beta)_1
\]
\[
\leq 2\lambda (1 + \tau) s^{1-1/q} \| u \|_q + 2\lambda \sqrt{s} \sqrt{\frac{\log(1/\delta_0)}{s \log(1/\delta(\lambda))}} \| X u \|_2 / \sqrt{n} + 2\lambda \sqrt{s} \sqrt{\frac{\log(1/\delta_0)}{s \log(1/\delta(\lambda))}} \| X u \|_2 / \sqrt{n} + 4\lambda\sigma_s(\beta)_1
\]
\[
\leq 2\lambda s (1 + \tau + \gamma) \sqrt{\frac{\log(1/\delta_0)}{s \log(1/\delta(\lambda))}} \| X u \|_2 / \sqrt{n} + 4\lambda\sigma_s(\beta)_1
\]
\[
\leq \lambda^2 s (1 + \tau + \gamma)^2 \sqrt{\frac{\log(1/\delta_0)}{s \log(1/\delta(\lambda))}} \| u \|_2^2 + 4\lambda\sigma_s(\beta)_1.
\]
(ii) Case \( G(u) \leq F(u) \): In this case it follows that

\[
\Delta^* \leq 2\lambda \left( (1 + \gamma + \tau)s^{1-1/q} \|u\|_q - (1 - \gamma - \tau) \sum_{j=s+1}^{p} u_j^s \right) + 4\lambda \sigma_s(\beta)_1.
\]

If \( \Delta > 0 \), then \( \|u\|_1 = \sum_{j=1}^{s} u_j^s + \sum_{j=s+1}^{p} u_j^s \leq (1 + c_0(\gamma, \tau))s^{1-1/q} \|u\|_q \), i.e., \( u \) belongs to the cone \( C_{SRE}(q, s, c_0) \).

The \( SRE(q, s, c_0) \) condition yields \( \|u\|_q \leq \frac{\|u\|_2}{\theta_q(s, c_0)\sqrt{n}} \). Therefore,

\[
\Delta^* \leq \Delta + 4\lambda \sigma_s(\beta)_1 \leq \frac{2\lambda(1 + \gamma + \tau)s^{1-1/q} \|Xu\|_2/\sqrt{n}}{\theta_q(s, c_0)} + 4\lambda \sigma_s(\beta)_1
\]

\leq \left( \frac{\lambda(1 + \gamma + \tau)s^{1-1/q}}{\theta_q(s, c_0)} \right)^2 + \frac{1}{n} \|Xu\|_2^2 + 4\lambda \sigma_s(\beta)_1. \tag{19}

If \( \Delta \leq 0 \), then (19) holds trivially.

The proof of (19) is completed by combining (16) and (19) with (14).

Now let \( f = X\beta^* + \beta = \beta^* \) in (10), then

\[
2\tau \lambda \|\hat{\beta} - \beta^*\|_1 \leq 2\tau \lambda \|\hat{\beta} - \beta^*\|_1 + \frac{1}{n} \|X(\hat{\beta} - \beta^*)\|_2^2 \leq C_{\gamma, \tau}(q, s, \lambda, \delta_0)\lambda^2 s + 4\lambda \sigma_s(\beta^*)_1,
\]

which immediately implies (11).

Next, to prove (12), when the true parameter vector \( \beta^* \) is exactly \( s \)-sparse (i.e., \( \sigma_s(\beta^*)_1 = 0 \)), we take \( \tau = 0 \) and consider the Cases (i) and (ii) as above with \( u = \hat{\beta} - \beta^* \).

- If \( G(u) > F(u) \), then (14) and (15) implies that

\[
\frac{1}{n} \|X(\hat{\beta} - \beta^*)\|_2^2 \leq \lambda^2 (1 + \gamma)^2 \frac{\log(1/\delta_0)}{\log(1/\delta)}.
\]

By this and (17), we get

\[
\|\hat{\beta} - \beta^*\|_q \leq s^{1/q-1/2} \sqrt{\frac{\log(1/\delta_0)}{s \log(1/\delta)}} \cdot \sqrt{\frac{\lambda^2 (1 + \gamma)^2 \log(1/\delta_0)}{\log(1/\delta)}} \leq \frac{C_{\gamma, 0}(q, s, \lambda, \delta_0)}{(1 + \gamma)^2} \leq \frac{C_{\gamma, 0}(q, s, \lambda, \delta_0)}{1 + \gamma} \lambda s^{1/q}. \tag{20}
\]

- If \( G(u) \leq F(u) \), we have \( \Delta \geq \Delta^* \geq 0 \), i.e., \( u = \hat{\beta} - \beta^* \in C_{SRE(q, s, \frac{1+\gamma}{1-\gamma})} \) such that

\[
\frac{1}{n} \|Xu\|_2^2 \leq \left( \frac{(1 + \gamma)\lambda s^{1-1/q}}{\theta_q(s, \frac{1+\gamma}{1-\gamma})} \right)^2.
\]
Thus we can apply the \( SRE(q, s, \frac{1+\gamma}{\gamma}) \) condition, which yields that

\[
\| \hat{\beta} - \beta^* \|_q \leq \frac{\| X u \|_2 / \sqrt{\pi}}{\theta_q(s, \frac{1+\gamma}{\gamma})} \leq \frac{1}{\theta_q(s, \frac{1+\gamma}{\gamma})} \sqrt{\frac{(1+\gamma)\lambda s^{1-1/q}}{\theta_q(s, \frac{1+\gamma}{\gamma})}} \\
\leq \frac{\sqrt{C_{\gamma, \varnothing}(q, s, \lambda, \delta_0)}}{1+\gamma} s^{1/q-1/2} \sqrt{\lambda^2 s C_{\gamma, \varnothing}(q, s, \lambda, \delta_0)} \\
\leq C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) \lambda s^{1/q}. 
\] (21)

Putting together (20) and (21) yields \( \| \hat{\beta} - \beta^* \|_q \leq \frac{C_{\gamma, \varnothing}(q, s, \lambda, \delta_0)}{1+\gamma} \lambda s^{1/q} \), which completes the proof of (12).

As for the result (13) that allows the true parameter vector \( \beta^* \) to be not exactly sparse, we let \( f = X \beta^* \), \( \beta = \beta^* \) and \( u = \hat{\beta} - \beta^* \) in (11), then

\[
2\tau \lambda \| u \|_1 + \frac{1}{n} \| X u \|_2^2 \leq \lambda^2 s C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) + 4\lambda s \sigma_s(\beta^*)_1. 
\] (22)

If \( u \in \mathcal{C}_{SRE}(q, s, c_0 = c_0(\gamma, \tau) = \frac{1+\gamma}{1-\gamma \tau}) \), then the \( SRE(q, s, c_0) \) condition implies that

\[
\| u \|_q \leq \frac{\| X u \|_2 / \sqrt{\pi}}{\theta_q(s, c_0(\gamma, \tau))} \sqrt{\lambda^2 s C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) + 4\lambda s \sigma_s(\beta^*)_1} \\
\leq \frac{\sqrt{C_{\gamma, \varnothing}(q, s, \lambda, \delta_0)}}{1+\gamma} s^{1/q-1/2} \sqrt{\lambda^2 s C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) + 4\lambda s \sigma_s(\beta^*)_1} \\
\leq \frac{C_{\gamma, \varnothing}(q, s, \lambda, \delta_0)}{1+\gamma} \lambda s^{1/q} + \frac{1}{1+\gamma} \left( 2\sqrt{\lambda C_{\gamma, \varnothing}(q, s, \lambda, \delta_0)} s^{1/q} + s^{1/q} \left( \sqrt{s \sigma_s(\beta^*)_1} \right) \right) \\
\leq \frac{2}{1+\gamma} \lambda C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) s^{1/q} + \frac{1}{1+\gamma} \left( \sqrt{\lambda^2 s C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) + 4\lambda s \sigma_s(\beta^*)_1} \right). 
\] (23)

Otherwise, namely \( u \notin \mathcal{C}_{SRE}(q, s, c_0 = c_0(\gamma, \tau) = \frac{1+\gamma}{1-\gamma \tau}) \), by using (11) we have

\[
\| u \|_q < \frac{1}{1+\gamma} \lambda C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) s^{1/q} + \frac{1}{1+\gamma} \left( \sqrt{\lambda^2 s C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) + 4\lambda s \sigma_s(\beta^*)_1} \right) \\
< \frac{1-\gamma - \tau}{4\tau} \lambda C_{\gamma, \varnothing}(q, s, \lambda, \delta_0) s^{1/q} + \frac{1-\gamma - \tau}{\tau} s^{1/q} \sigma_s(\beta^*)_1. 
\] (24)

Then, (13) follows immediately from (23) and (24).

By letting \( q = 2 \) in Theorem 1, and adopting the norm interpolation inequality \( \| \hat{\beta} - \beta^* \|_q \leq \frac{\| \hat{\beta} - \beta^* \|_1}{\| \hat{\beta} - \beta^* \|_2} \| \hat{\beta} - \beta^* \|_q^2 \) for any \( 1 \leq q \leq 2 \), we can obtain the following corollary immediately, which is exactly the Theorem 4.2 in [1].

**Corollary 1.** Under the same conditions of Theorem 1 and for any \( 1 \leq q \leq 2 \), then on the event (6), if \( \beta^* \) is \( s \)-sparse, we have

\[
\| \hat{\beta} - \beta^* \|_q \leq \left( \frac{C_{\gamma, \varnothing}(2, s, \lambda, \delta_0)}{2\tau} \right)^{2/q-1} \left( \frac{C_{\gamma, \varnothing}(2, s, \lambda, \delta_0)}{1+\gamma} \right)^{2-2/q} \lambda s^{1/q}. 
\] (25)
In addition, if we use the particular choice of constants with \( \gamma = \frac{1}{2}, \tau = \frac{1}{4}, \delta_0 = \delta_0^\ast = (\delta(\lambda))^\frac{2}{q} (s, 7) \) for Corollary 1 while \( \delta_0 = \delta_0^\ast = (\delta(\lambda))^\frac{2}{q} (s, 7) \) for Theorem 2, then we are able to derive the Corollary 4.3 in [1] and the corollary as follows.

**Corollary 2.** Let \( s \in \{1, \cdots, p\} \). For any \( 2 \leq q \leq \infty \), assume that the SRE\((q, s, 7)\) condition holds. Let \( \lambda \) be a tuning parameter such that \( \left( \frac{2 - 2/q}{q} \right)^{\lambda \tau (s, 7)} \leq \left( \frac{2 - 2/q}{q} \right)^{\lambda (s, 7)} \) for Corollary 2.

The Lasso estimator \( \hat{\beta} \) with tuning parameter \( \lambda \) satisfies
\[
\frac{\lambda}{2} \| \hat{\beta} - \beta \|_1 + \frac{1}{n} \| X \hat{\beta} - f \|_2^2 \leq \frac{1}{n} \| X \beta - f \|_2^2 + \frac{49 \lambda^2 s^{2 - 2/q}}{16 \theta_2^2 (s, 7)} + 4 \lambda \sigma_s (\beta)_1,
\]

for all \( \beta \in \mathbb{R}^p \) and all \( f \in \mathbb{R}^n \). Furthermore, if \( f = X \beta^* \) for some \( \beta^* \), then with probability at least \( 1 - \frac{1}{2} \left( \frac{2}{2 - 2/q} \right)^{\lambda (q, s, 7)} \), we have
\[
\| \hat{\beta} - \beta^* \|_1 \leq \frac{49 \lambda s^{2 - 2/q}}{8 \theta_2^2 (s, 7)} + 8 \sigma_s (\beta^*)_1,
\]
\[
\| \hat{\beta} - \beta^* \|_q \leq \frac{49 \lambda s^{1 - 1/q}}{24 \theta_2^2 (s, 7)} \quad \text{(when \( \beta^* \) is \( s \)-sparse)}
\]
\[
\| \hat{\beta} - \beta^* \|_q \leq \frac{49 \lambda s^{1 - 1/q}}{12 \theta_2^2 (s, 7)} + s^{1/q - 1} \sigma_s (\beta^*)_1.
\]

3. Slope estimator

In this section, we study the Slope estimator \( \hat{\beta} \) given as a solution of the minimization problem (1) with weights
\[
\lambda_j = A \sigma \sqrt{\log(2p/j)} \quad (26)
\]
for any constant \( A > 4 + \sqrt{2} \). Hereafter, we let \( \Lambda_q (s) = \left( \sum_{j=1}^s \lambda_j^\tau \right)^{1 - 1/q} \). We use the following condition on the design matrix \( X \) called WRE\((q, s, c_0)\) condition with \( 2 \leq q \leq \infty \), which acts as an extension of the Weighted Restricted Eigenvalue (WRE) condition used in [1].

**Definition 2.** (WRE\((q, s, c_0)\) condition) Let \( c_0 > 0 \) and \( s \in \{1, 2, \cdots, p\} \). For any \( 2 \leq q \leq \infty \), the design matrix \( X \) satisfies \( \| X e_j \|_2 / \sqrt{n} \leq 1 \) for all \( j = 1, \cdots, p \) and
\[
\nu_q (s, c_0) := \min_{\delta \neq 0, \delta \in \mathbb{C}_{WRE(q,s,c_0)}} \frac{\| X \delta \|_2}{\sqrt{n} \| \delta \|_q} > 0,
\]
where \( \mathbb{C}_{WRE(q,s,c_0)} := \{ \delta \in \mathbb{R}^p : \| \delta \|_s \leq (1 + c_0) \| \delta \|_q \Lambda_q (s) \} \) is a cone in \( \mathbb{R}^p \).

This WRE\((q, s, c_0)\) condition is defined for any weights \( \lambda_1 \geq \cdots \geq \lambda_p \geq 0 \), while we only focus on the weights given in (26) here. In this case, the cone is equivalently defined as
\[
\mathbb{C}_{WRE(q,s,c_0)} := \left\{ \delta \in \mathbb{R}^p : \sum_{j=1}^p \delta_j^2 \sqrt{\log(2p/j)} \leq (1 + c_0) \| \delta \|_q \left[ \sum_{j=1}^s \left( \sqrt{\log(2p/j)} \right)^{\tau(q,s,c_0)} \right]^{1 - 1/q} \right\}.
\]
Thus, if \( \delta \in C_{SRE(q, s, c_0)} \) (i.e., \( \|\delta\|_1 \leq (1 + c_0)s^{1-1/q}\|\delta\|_q \)), we have \( \sum_{j=s+1}^p \delta_j^2 \leq (1 + c_0)s^{1-1/q}\|\delta\|_q \) and hence
\[
\sum_{j=s+1}^p \delta_j^2 \sqrt{\log(2p/j)} \leq \sqrt{\log(2p/s)} \sum_{j=s+1}^p \delta_j^2 \leq (1 + c_0)\|\delta\|_q s^{1-1/q} \sqrt{\log(2p/s)}
\]
\[
\leq (1 + c_0)\|\delta\|_q \left[ s \left( \sqrt{\log(2p/s)} \right)^{q/s} \right]^{1-1/q}
\]
\[
\leq (1 + c_0)\|\delta\|_q \left[ \sum_{j=1}^s \left( \sqrt{\log(2p/j)} \right)^{q/s} \right]^{1-1/q}.
\]

In addition, the Hölder’s inequality implies that
\[
\sum_{j=1}^s \delta_j^2 \sqrt{\log(2p/j)} \leq \|\delta\|_q \left[ \sum_{j=1}^s \left( \sqrt{\log(2p/j)} \right)^{q/s} \right]^{1-1/q}.
\]

Combining these two statements, we obtain that \( \delta \in C_{WRE(q, s, 1+c_0)} \), which leads to \( C_{SRE(q, s, c_0)} \subseteq C_{WRE(q, s, 1+c_0)} \).

Therefore, the \( WRE(q, s, 1+c_0) \) condition implies the \( SRE(q, s, c_0) \) condition. But the converse is not true, which means that there is no equivalence between these two conditions. A simple sufficient condition for \( WRE(q, s, c_0) \) is given in Proposition 3 in Section 4.

Now we are ready to state the main result for the Slope estimator, which acts as an extension of Theorem 6.1 in [1].

**Theorem 2.** Let \( s \in \{1, \cdots, p\} \), \( \gamma \in (0, 1) \) and \( \tau \in [0, 1 - \gamma) \). For any \( 2 \leq q \leq \infty \), assume that the \( WRE(q, s, c_0) \) condition holds with \( c_0 = c_0(\gamma, \tau) = \frac{1+\gamma+\tau}{1-\gamma-\tau} \). Let the tuning parameters \( \{\lambda_j\} \) be defined by (29) with constant \( A > \left( 4 + \sqrt{2} \right) / \gamma \). Let \( \delta_0 \in (0, 1) \). Then, on the event \( \mathcal{F} \), the Slope estimator \( \hat{\beta} \) with tuning parameters \( \{\lambda_j\} \) satisfies
\[
2\tau\|\hat{\beta} - \beta\|_s + \frac{1}{n} \|X\hat{\beta} - f\|_2^2 \leq \frac{1}{n} \|X\beta - f\|_2^2 + C'_{\gamma, \tau}(q, s, \delta_0)\Lambda_q^2(s) + 4\sigma_s(\beta)_s,
\]
for all \( \beta \in \mathbb{R}^p \) and all \( f \in \mathbb{R}^n \), where
\[
C'_{\gamma, \tau}(q, s, \delta_0) := (1 + \gamma + \tau)^2 \left( \frac{\log(1/\delta_0)}{s \log(2p/s)} + \frac{1}{\nu^2_q(s, c_0(\gamma, \tau))} \right).
\]

Furthermore, if \( f = X\beta^* \) for some \( \beta^* \), then on the event \( \mathcal{F} \), we have
\[
\|\hat{\beta} - \beta^*\|_s \leq C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q^2(s) + \frac{2}{\tau} \sigma_s(\beta^*)_s,
\]
(29)
\[
\|\hat{\beta} - \beta^*\|_q \leq C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q(s), \quad \text{(when \( \beta^* \) is \( s \)-sparse)}
\]
(30)
\[
\|\hat{\beta} - \beta^*\|_q \leq \left( \frac{2}{1+\gamma} \vee \frac{1 - \gamma - \tau}{4\tau} \right) C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q(s) + \left( \frac{1}{1+\gamma} \vee \frac{1 - \gamma - \tau}{\tau} \right) \Lambda_q(s)^{-1} \sigma_s(\beta^*)_s.
\]
(31)

Here, note that since the tuning parameters \( \{\lambda_j\} \) satisfy (29), so we have
\[
\Lambda_q(s) = \left( \sum_{j=1}^s \lambda_j^{q/s} \right)^{1-1/q} \leq s^{1/2-1/q} \left( \sum_{j=1}^s \lambda_j^2 \right)^{1/2} \leq s^{1/2-1/q} \sqrt{\frac{\log(2p/s)}{n}} = A\sigma s^{1/q} \sqrt{\frac{\log(2p/s)}{n}}.
\]
(32)
Proof. The proof follows the same route as the Proof of Theorem 1 with some careful modifications. Adapting (3) with $h = 2\|\cdot\|_*$, we have for all $\beta \in \mathbb{R}^p$ and all $f \in \mathbb{R}^n$,

$$2\tau\|\hat{\beta} - \beta\|_* + \frac{1}{n}\|X\hat{\beta} - f\|_2^2 \leq \frac{1}{n}\|X\beta - f\|_2^2 - \frac{1}{n}\|X(\hat{\beta} - \beta)\|_2^2 + \Delta^*, \tag{33}$$

where $\Delta^* = 2\tau\|\hat{\beta} - \beta\|_* + \frac{2}{n}\xi^T X(\hat{\beta} - \beta) + 2\|\beta\|_* - 2\|\hat{\beta}\|_*$. Let $u = \hat{\beta} - \beta$, then on the event $\Upsilon$, Lemma 1 implies that

$$\Delta^* \leq 2(\tau\|\hat{\beta} - \beta\|_* + \|\beta\|_* - \|\hat{\beta}\|_*) + 2\max(\hat{H}(u), G(u)) \leq 2 \left( (1 + \tau)\|u\|_q \Lambda_q(s) - (1 - \tau) \sum_{j=s+1}^p \lambda_j u_j^q + 2\sigma_s(\beta)_* \right) + 2\max(\hat{H}(u), G(u)).$$

(i) If $\hat{H}(u) \leq G(u)$, then the definitions of $\hat{H}(u)$ and $G(u)$ yield

$$\|u\|_q \leq \frac{G(u)}{\frac{4 + \sqrt{q}}{\sqrt{n}} \sigma \left( \sum_{j=1}^s (\sqrt{\log(2p/j)})\frac{s}{2} \right)^{1-1/q}} \leq \frac{G(u)}{\frac{4 + \sqrt{q}}{\sqrt{n}} \sigma \sqrt{s \log(2p/s)}} \leq \frac{\log(1/\delta_0)}{s \log(2p/s)} \frac{\|Xu\|_2}{\sqrt{n}},$$

where we use the facts that $q \in [2, \infty]$ and $\sum_{j=1}^s \log(2p/j) \geq s \log(2p/s)$. In addition, the setting of weights leads to

$$G(u) \leq \gamma \Lambda_2(s) \frac{\log(1/\delta_0)}{s \log(2p/s)} \frac{\|Xu\|_2}{\sqrt{n}} \leq \gamma \Lambda_q(s) \frac{\log(1/\delta_0)}{s \log(2p/s)} \frac{\|Xu\|_2}{\sqrt{n}}, \tag{34}$$

since $\Lambda_2(s) \leq \Lambda_q(s)$ for any $q \in [2, \infty]$. Therefore, we obtain that

$$\Delta^* \leq 2(1 + \tau)\|u\|_q \Lambda_q(s) + 4\sigma_s(\beta)_* + 2G(u)$$

$$\leq 2(1 + \gamma + \tau)\Lambda_q(s) \sqrt{\frac{\log(1/\delta_0)}{s \log(2p/s)} \frac{\|Xu\|_2}{\sqrt{n}}} + 4\sigma_s(\beta)_*$$

$$\leq (1 + \gamma + \tau)^2 \Lambda_q^2(s) \sqrt{\frac{\log(1/\delta_0)}{s \log(2p/s)} \frac{\|Xu\|_2^2}{n}} + 4\sigma_s(\beta)_*.$$

(ii) If $\hat{H}(u) > G(u)$, in which case $\hat{H}(u) \leq \gamma(\|u\|_q \Lambda_q(s) + \sum_{j=s+1}^p \lambda_j u_j^q)$, then we have

$$\Delta^* \leq 2 \left( (1 + \tau)\|u\|_q \Lambda_q(s) - (1 - \tau) \sum_{j=s+1}^p \lambda_j u_j^q + 2\sigma_s(\beta)_* \right) + 2\hat{H}(u)$$

$$\leq 2(1 + \gamma + \tau)\|u\|_q \Lambda_q(s) - 2(1 - \gamma - \tau) \sum_{j=s+1}^p \lambda_j u_j^q + 4\sigma_s(\beta)_*.$$

If $\Delta \leq 0$, then the statement (23) holds trivially in view of (33). If $\Delta > 0$, then $\sum_{j=s+1}^p \lambda_j u_j^q \leq \frac{\lambda \gamma}{\lambda \gamma - 1} \|u\|_q \Lambda_q(s)$. 
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Furthermore, as a result of \( \sum_{j=1}^{p} \lambda_j u_j^2 \leq \| u \|_q A_q(s) \), it holds that
\[
\| u \|_s = \sum_{j=1}^{p} \lambda_j u_j^2 \leq (1 + \frac{1 + \gamma + \tau}{1 - \gamma - \tau}) \| u \|_q A_q(s) = (1 + c_0) \| u \|_q A_q(s).
\]

Hence, \( u \) belongs to the cone \( C_{WRE}(q, s, c_0) \). Then by using the \( WRE(q, s, c_0) \) condition we have
\[
\Delta^* \leq \Delta + 4 \sigma_s(\beta)_* \leq 2(1 + \gamma + \tau) \| u \|_q A_q(s) + 4 \sigma_s(\beta)_*
\]
\[
\leq \frac{2(1 + \gamma + \tau) A_q(s) \| X u \|_2/\sqrt{n}}{\nu_q(s, c_0)} + 4 \sigma_s(\beta)_*
\]
\[
\leq \frac{(1 + \gamma + \tau)^2 A_q^2(s)}{\nu_q^2(s, c_0)} + \frac{\| X u \|_2^2}{n} + 4 \sigma_s(\beta)_*.
\]

Consequently, for both cases it holds that
\[
\Delta^* \leq (1 + \gamma + \tau)^2 \left( \frac{\log(1/\delta_0)}{s \log(2p/s)} \lor \frac{1}{\nu_q^2(s, c_0(\gamma, \tau))} \right) A_q^2(s) + \frac{\| X u \|_2^2}{n} + 4 \sigma_s(\beta)_*,
\]
\[
\text{for all } \beta \in \mathbb{R}^p \text{ and all } f \in \mathbb{R}^n. \text{ The proof of } (36) \text{ is completed.}
\]

To prove (29), let \( f = X \beta^* \) and \( \beta = \beta^* \) in (28), we immediately obtain that
\[
2\tau \| \hat{\beta} - \beta^* \|_2 \leq \frac{1}{n} \| X \hat{\beta} - f \|_2^2 + C_{\gamma, \tau}^*(q, s, c_0) A_q^2(s) + 4 \sigma_s(\beta)_*.
\]

As for (30), when \( \beta^* \) is \( s \)-sparse (i.e., \( \sigma_s(\beta^*)_* = 0 \)), we set in what follows \( u = \hat{\beta} - \beta^* \), \( \tau = 0 \) so that \( c_0 = \frac{1 + \gamma}{1 - \gamma} \) and consider the same two Cases as above.

(i) If \( \hat{H}(u) \leq G(u) \), then it is derived from
\[
\frac{1}{n} \| X \hat{\beta} - f \|_2^2 \leq \frac{1}{n} \| X \beta^* - f \|_2^2 - \frac{1}{n} \| X \hat{\beta} - f \|_2^2 + \Delta^*,
\]
that
\[
\frac{1}{n} \| X u \|_2^2 = \frac{1}{n} \| X (\hat{\beta} - \beta^*) \|_2^2 \leq (1 + \gamma)^2 A_q^2(s) \left( \frac{\log(1/\delta_0)}{s \log(2p/s)} \right).
\]

Combining this inequality and the fact that
\[
\| u \|_q \leq \sqrt{\frac{\log(1/\delta_0)}{s \log(2p/s)} \| X u \|_2^2 / \sqrt{n}},
\]
we get
\[
\| u \|_q \leq \sqrt{\frac{\log(1/\delta_0)}{s \log(2p/s)}} \cdot \sqrt{\frac{(1 + \gamma)^2 A_q^2(s)}{s \log(2p/s)}} \left( \frac{\log(1/\delta_0)}{s \log(2p/s)} \right)
\]
\[
\leq \sqrt{\frac{C_{\gamma,0}^*(q, s, \delta_0)}{(1 + \gamma)^2}} \sqrt{\frac{(1 + \gamma)^2 A_q^2(s)}{s \log(2p/s)}} \frac{C_{\gamma,0}^*(q, s, \delta_0)}{(1 + \gamma)^2} = \frac{C_{\gamma,0}^*(q, s, \delta_0)}{1 + \gamma} \Lambda_q(s).
\]
(ii) If $\tilde{H}(u) > G(u)$, then $\Delta \geq \Delta^*$. It follows from (30) with $\beta = \beta^*$ and $f = X\beta^*$ that $\Delta^* \geq \frac{2}{n} \| Xu \|_2^2$. Thus $\Delta \geq 0$, which implies that $u$ belongs to the cone $C_{WRE}(q, s, \frac{1+\gamma}{1-\gamma})$. By applying the $WRE(q, s, \frac{1+\gamma}{1-\gamma})$ condition, we obtain that

$$\| u \|_q \leq \frac{\| Xu \|_2}{\sqrt{n} \nu_q(s, \frac{1+\gamma}{1-\gamma})}.$$ 

Combining this bound and the fact that

$$\frac{1}{n} \| Xu \|_2^2 \leq \frac{(1+\gamma)^2 \Lambda_2^2(s)}{\nu_q(s, \frac{1+\gamma}{1-\gamma})},$$

we have

$$\| u \|_q \leq \frac{\| Xu \|_2}{\sqrt{n} \nu_q(s, \frac{1+\gamma}{1-\gamma})} \leq \frac{1}{\nu_q(s, c_0(\gamma, \tau))} \sqrt{\frac{(1+\gamma)^2 \Lambda_2^2(s)}{\nu_q(s, \frac{1+\gamma}{1-\gamma})}} \leq \frac{C'_{\gamma,0}(q, s, \delta_0)}{1+\gamma} \sqrt{C'_{\gamma,0}(q, s, \delta_0) \Lambda_q^2(s)} = \frac{C'_{\gamma,0}(q, s, \delta_0)}{1+\gamma} \Lambda_q(s),$$

which completes the proof of (30).

Finally, regarding the result (31) that allows $\beta^*$ to be not exactly sparse, we let $f = X\beta^*, \beta = \beta^*$ and $u = \hat{\beta} - \beta^*$ in (28) and obtain

$$2\tau \| u \|_\ast + \frac{1}{n} \| Xu \|_2^2 \leq C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q^2(s) + 4\sigma_s(\beta^*)_\ast.$$  (37)

Then, if $u \in C_{WRE}(q, s, c_0 = c_0(\gamma, \tau) = \frac{1+\gamma+\gamma}{1-\gamma-\gamma})$, the $WRE(q, s, c_0)$ condition implies that

$$\| u \|_q \leq \frac{\| Xu \|_2}{\sqrt{n} \nu_q(s, c_0(\gamma, \tau))} \leq \frac{1}{\nu_q(s, c_0(\gamma, \tau))} \sqrt{C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q^2(s)}}{1+\gamma} \leq \frac{C'_{\gamma, \tau}(q, s, \delta_0)}{1+\gamma} \Lambda_q(s) + \frac{1}{1+\gamma} \left( 2 \sqrt{C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q(s)} \cdot \Lambda_q(s)^{-3/2} \sqrt{\sigma_s(\beta^*)_\ast} \right) \leq \frac{2}{1+\gamma} C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q(s) + \frac{1}{1+\gamma} \Lambda_q(s)^{-1/2} \sigma_s(\beta^*)_\ast.$$  (38)

Otherwise, if $u \not\in C_{WRE}(q, s, c_0 = c_0(\gamma, \tau) = \frac{1+\gamma+\gamma}{1-\gamma-\gamma})$, then by using (30) we have

$$\| u \|_q \leq \frac{1}{1+c_0} \Lambda_q(s)^{-1} \| u \|_\ast \leq \frac{1-\gamma-\tau}{2} \Lambda_q(s)^{-1} \left( \frac{C'_{\gamma, \tau}(q, s, \delta_0)}{2\tau} \right. \Lambda_q^2(s) + \frac{2}{\tau} \sigma_s(\beta^*)_\ast \left. \right) \leq \frac{1-\gamma-\tau}{4\tau} C'_{\gamma, \tau}(q, s, \delta_0) \Lambda_q(s) + \frac{1-\gamma-\tau}{\tau} \Lambda_q(s)^{-1} \sigma_s(\beta^*)_\ast.$$  (39)

As a consequence, (31) holds due to (38) and (39).

With $\gamma = 1/2, \tau = 1/4$ and $\delta_0 = (1/2)^{\frac{1}{1+\gamma}}$, it is straightforward to get the following corollary.

**Corollary 3.** Let $s \in \{1, \ldots, p\}$. For any $2 \leq q \leq \infty$, assume that the $WRE(q, s, 7)$ condition holds. Let the tuning parameters $\{\lambda_j\}$ be defined by (26) with constant $A > 2(4 + \sqrt{2})$. Then, with probability at least $1 - \frac{1}{2}(\frac{1}{2p})^{\frac{q}{2}(s, 7)}$, the Slope estimator $\hat{\beta}$ with tuning parameters $\{\lambda_j\}$ satisfies

$$\frac{1}{2} \| \hat{\beta} - \beta \|_\ast + \frac{1}{n} \| Xu - f \|_2^2 \leq \frac{1}{n} \| X\beta - f \|_2^2 + \frac{49\Lambda_q^2(s)}{16n^2(s, 7)} + 4\sigma_s(\beta)_\ast,$$
for all $\beta \in \mathbb{R}^p$ and all $f \in \mathbb{R}^n$. Furthermore, if $f = X\beta^*$ for some $\beta^*$, then with probability at least $1 - \frac{1}{2} \left( \frac{s}{2p} \right)^{\frac{q}{q-1}}$, we have

$$
\|\hat{\beta} - \beta^*\|_s \leq \frac{49\Lambda^2(s)}{8s^2\nu^2(s,7)} + 8s\sigma_s(\beta^*),
$$

$$
\|\hat{\beta} - \beta^*\|_q \leq \frac{49\Lambda_q(s)}{24s^2\nu^2(s,7)}, \quad \text{(when $\beta^*$ is $s$-sparse)}
$$

$$
\|\hat{\beta} - \beta^*\|_q \leq \frac{49\Lambda_q(s)}{12s^2\nu^2(s,7)} + A_q(s)^{-1}\sigma_s(\beta^*).
$$

4. Matching Lower Bounds

In this section, we move on to discuss the lower bounds for the $\ell_q$ estimation error over both the $\ell_0$-ball $B_0(s) := \{\beta \in \mathbb{R}^p : \|\beta\|_0 \leq s\}$ and the $\ell_r$-balls $B_r(R_r) := \{\beta \in \mathbb{R}^p : \|\beta\|^r_r = \sum_{j=1}^p |\beta_j|^r \leq R_r\}$ with $0 < r < 1$.

4.1. Over the $\ell_0$-ball

In what follows, we borrow the main result from Section 7 in [1]. Let us introduce the maximal $s$-sparse eigenvalue of the design matrix $X$ defined as

$$
\hat{\theta}_{\max}(X, s) = \max_{\delta \in B_0(s) \setminus \{0\}} \frac{\|X\delta\|_2}{\sqrt{n}||\delta||_2},
$$

(40)

with $\hat{\theta}_{\max}(X, 1) = \max_{j=1,\ldots,p} ||Xe_j||_2/\sqrt{n}$, and $\psi_{n,q} = \sigma^{1/q} \sqrt{\frac{\log(ep/s)}{n}}$ for any $1 \leq q \leq \infty$. Then, according to Theorem 7.1 of [1], we have the following lemma, which establishes the minimax lower bound for the $\ell_q$ estimation error over the $\ell_0$-ball $B_0(s)$ for any design matrix $X$.

**Lemma 4.** Let $p \geq 2$, $s \in [1,p/2]$, $n \geq 1$ be integers and $1 \leq q \leq \infty$. Assume that $y = X\beta^* + \xi$ with $\xi \in \mathbb{R}^n \sim N(0, \sigma^2 I_{n \times n})$, $\sigma > 0$. Then it holds that there exist positive constants $\overline{b}, \overline{c}$ depending on $q$ such that

$$
\inf_{\hat{\beta}} \inf_{X} \sup_{\beta^* \in B_0(s)} P\left(\|\hat{\beta} - \beta^*\|_q \geq \psi_{n,q} \overline{b}^{-1}\hat{\theta}_{\max}^{-1}(X,1)\right) \geq \overline{c},
$$

(41)

where $\inf_{\hat{\beta}}$ denotes the infimum over all estimators $\hat{\beta}$ of $\beta^*$ and $\inf_{X}$ denotes the infimum over all matrices $X \in \mathbb{R}^{n \times p}$.

Hence, when the true parameter vector $\beta^*$ is exactly $s$-sparse, the upper bounds for the Lasso and Slope estimators obtained in the previous sections show that both the Lasso estimator with a tuning parameter of order $\sqrt{\log(p/s)/n}$ and the Slope estimator with weights defined by (20) achieve the minimax optimal rate $\sqrt{s \log(p/s)/n}$ for the $\ell_2$ estimation error. In fact, the Lasso estimator with a tuning parameter of order $\sqrt{\log(p/s)/n}$ achieves the minimax optimal rate $s^{1/q} \sqrt{\log(p/s)/n}$ for the $\ell_q$ estimation error with $1 \leq q \leq 2$, while a near-optimal rate $s^{1-1/q} \sqrt{\log(p/s)/n}$ for the $\ell_q$ estimation error with $2 < q \leq \infty$. The Slope estimator with weights defined by (20) achieves the near-optimal rate $s^{1-1/q} \sqrt{\log(p/s)/n}$ for the $\ell_q$ estimation error with $2 < q \leq \infty$ as well.
4.2. Over the \( \ell_r \)-balls

As shown in the following proposition, when the true parameter vector \( \beta^* \) is not exactly sparse, the error of its best \( s \)-term approximation with respect to \( \| \cdot \| \) can be well controlled by its \( \ell_r \) norms with \( 0 < r < 1 \) so that the non-convex \( \ell_r \)-balls \( B_r(R_\ell) \) serve as good models for vectors that are not exactly sparse.

**Proposition 1.** For any \( s \in \{1, \cdots, p\} \), \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \geq 0 \), \( 0 < r < 1 \) and \( \beta \in \mathbb{R}^p \),

\[
\sigma_s(\beta)_* \leq \lambda_s \cdot s^{\frac{1-r}{r}} \| \beta \|_r.
\]

(42)

In particular, if \( \lambda_1 = \lambda_2 = \cdots = \lambda_p = \lambda \) for some \( \lambda > 0 \), then \( \sigma_s(\beta)_* = \lambda \sigma_s(\beta)_1 \), and we have

\[
\sigma_s(\beta)_1 \leq s^{\frac{1-r}{r}} \| \beta \|_r.
\]

(43)

**Proof.** Based on the definition of \( \sigma_s(\beta)_* \), we have

\[
\sigma_s(\beta)_* = \sum_{j=s+1}^p \lambda_j \beta_j^* \leq (\beta_j^*)^{1-r} \sum_{j=s+1}^p \lambda_j (\beta_j^*)^r
\]

\[
\leq \left( \frac{1}{s} \sum_{j=1}^s (\beta_j^*)^r \right)^{\frac{1}{1-r}} \cdot \sum_{j=s+1}^p \lambda_j (\beta_j^*)^r
\]

\[
\leq \left( \frac{1}{s} \| \beta \|_r \right)^{\frac{1}{1-r}} \cdot \lambda_s \| \beta \|_r
\]

\[
\leq \lambda_s \cdot s^{\frac{1-r}{r}} \| \beta \|_r,
\]

which completes the proof.

Unfortunately, how to generalize Lemma 4 mentioned above and thus obtain the non-asymptotic minimax lower bound for the \( \ell_q \) estimation error with general \( 1 \leq q \leq \infty \) and for any design matrix \( X \) over the \( \ell_r \)-balls remains open. The corresponding discussion is left for future work.

5. Restricted Eigenvalue Conditions

In this section, we study the relationships between the proposed RE conditions.

**Proposition 2.** Let \( c_0 > 0 \) and \( s \in \{1, \cdots, p\} \). For any \( q \in [2, \infty] \) we have if condition \( SRE(\frac{2(q-1)}{q}, c_0) \) holds, then condition \( SRE(q, s, c_0) \) holds and \( \theta_q(s, c_0) \geq \theta(\frac{2(q-1)}{q}, c_0) \).

**Proof.** For any \( q \in [2, \infty] \), the cone \( C_{SRE(q,s,c_0)} \) of the \( SRE(q,s,c_0) \) is the set of all non-zero \( \delta \in \mathbb{R}^p \) such that \( \| \delta \|_1 \leq (1 + c_0)s^{1-q/2} \| \delta \|_q \). By using the fact that \( \| \delta \|_q \leq \| \delta \|_2 \), we have \( \| \delta \|_1 \leq (1 + c_0)\sqrt{s^{2-2/q}} \| \delta \|_2 \), so that \( C_{SRE(q,s,c_0)} \subseteq C_{SRE(2-2/q,s,c_0)} \). As a consequence,

\[
\theta_q(s, c_0) := \min_{\delta \neq 0, \delta \in C_{SRE(2-2/q,s,c_0)}} \frac{\| X \delta \|_2}{\sqrt{n} \| \delta \|_q} \geq \min_{\delta \neq 0, \delta \in C_{SRE(2-2/q,s,c_0)}} \frac{\| X \delta \|_2}{\sqrt{n} \| \delta \|_2} \geq \theta(\frac{2(q-1)}{q}, c_0).
\]
Hence, based on this proposition and the results in [1] for the $SRE(s,c_0)$ condition, we can conclude that for a large class of random matrices with i.i.d. rows, the $SRE(q,s,c_0)$ condition holds with high probability when $s^{\frac{2(q-1)}{q}} \log(ep/s) \leq cn$ with $c > 0$ being a constant. In addition, by using the following proposition we are able to obtain that the $WRE(q,s,c_0)$ holds with high probability whenever $s^{\frac{2(q-1)}{q}} \log^2(ep/s) \leq Cn$ with $C > 0$ being some constant.

**Proposition 3.** Let $c_0 > 0$, $s \in \{1, \cdots, p\}$ and $s_q = \lceil s \left( \sqrt{\log(2ep/s)} / \log 2 \right)^{\frac{q}{q-1}} \rceil$. For any $q \in [2, \infty]$ we have if condition $SRE(q,s_q,c_0)$ holds, then condition $WRE(q,s,c_0)$ holds and $v_q(s,c_0) \geq \theta_q(s_q,c_0)$.

**Proof.** If $\delta \in \mathcal{C}_{WRE(q,s,c_0)}$, then

$$(1 + c_0) \left( \sum_{j=1}^{s} \lambda_j^{\frac{q}{q-1}} \right)^{1-1/q} \|\delta\|_q \geq \|\delta\|_s = \sum_{j=1}^{p} \lambda_j^{\frac{q}{q-1}} \|\delta_j\|_q \geq \lambda_p \sum_{j=1}^{p} \delta_j^{\#} = \lambda_p \|\delta\|_1 = \frac{A\sigma}{\sqrt{n}} \sqrt{\log 2} \|\delta\|_1.$$

Meanwhile, $\left( \sum_{j=1}^{s} \lambda_j^{\frac{q}{q-1}} \right)^{1-1/q} \leq s^{1/2-1/q} \left( \sum_{j=1}^{s} \lambda_j^{2} \right)^{1/2} \leq \frac{A\sigma}{\sqrt{n}} s^{1/2-1/q} \sqrt{s \log(2ep/s)} = \frac{A\sigma}{\sqrt{n}} \left( s \left( \sqrt{\log(2ep/s)} / \log 2 \right)^{\frac{q}{q-1}} \right)^{1-1/q}.$

Thus, we have $\|\delta\|_1 \leq (1 + c_0) \left[ s \left( \sqrt{\log(2ep/s)} / \log 2 \right)^{\frac{q}{q-1}} \right]^{1-1/q} \|\delta\|_q$ and $\delta \in \mathcal{C}_{SRE(q,s,q,c_0)}$, which implies $\mathcal{C}_{WRE(q,s,c_0)} \subseteq \mathcal{C}_{SRE(q,s,q,c_0)}$ and completes the proof.

6. Conclusion

In this paper, we have generalized the sharp results for the Lasso and the Slope estimators in [1] to allow the case that the true parameter vector is not exactly sparse, and obtained the results for any $q \in [1, \infty]$ by using the corresponding extended Restricted Eigenvalue conditions. What we have done could be further developed to other Slope type estimators including the Square-Root Slope [6], the Group Slope [4] and the Sorted Concave Penalized estimator [7], which are left for future works.
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