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Abstract

This work presents a novel approach to the mean-square analysis of the normalized least mean squares (NLMS) algorithm for circular complex colored Gaussian inputs. The analysis is based on the derivation of a closed-form expression for the Cumulative Distribution Function (CDF) of random variables of the form $\left(||u||_D^2 \right) \left(||u||_{D^2}^2 \right)^{-1}$ where $u$ is an isotropic vector and $D_1$ and $D_2$ are diagonal matrices and using that to derive some moments of these variables. These moments in turn completely characterize the mean-square behavior of the NLMS algorithm in explicit closed-form expressions. Specifically, the transient, steady-state, and tracking mean-square behavior of the NLMS algorithm is studied.

I. INTRODUCTION

The most widely used algorithm for adaptive filters is the Least Mean Squares (LMS) [1] algorithm which provides a solution to the optimal Weiner Filter criterion minimizing the mean square value of the error in a stochastic approximation sense. Since the LMS algorithm belongs to such a class of gradient-type algorithms whose convergence properties depend on the input correlation, it inherits slow convergence, especially when operating on highly correlated signals like speech. This dependency is removed by the input normalization in the NLMS algorithm [2] which results in a great improvement in convergence compared to the LMS algorithm [1]. However, the normalization complicates the performance analysis of the algorithm.

Many researchers have attempted to study the performance of the NLMS [1], [3]–[9] and to understand why it has superior performance over that of the LMS. In [3], closed-form expressions for the transient analysis and the steady-state mean-square error (MSE) of the NLMS
algorithm are developed but these expressions are in terms of multidimensional moments which \cite{3} falls short of evaluation. Other prior work has attempted to evaluate these moments but the corresponding analyses do not result in closed form performance expressions \cite{1}, \cite{3}, \cite{4}, or rely on strong assumptions. Examples of these assumptions include the separation principle \cite{5}, \cite{6}, approximations \cite{7}, white input \cite{4}, \cite{7}, \cite{8}, specific structure of input regressor’s distribution \cite{5}, \cite{10}, small step size \cite{5}, long filters \cite{7}, approximate solutions using Abelian integrals \cite{5} and partial evaluation of moments \cite{11}.

In this work, we obtain the closed form expressions for the required multidimensional input moments. Our approach is based on evaluating the CDF and the moments of random variables of the form \[ (\|u\|^2_{D_1}) (\|u\|^2_{D_2})^{-1} \] where \( u \) is a white Gaussian vector and \( D_1 \) and \( D_2 \) are diagonal matrices, by expressing them as ratios of quadratic forms \((\|\phi\|^2_{D_1}) (\|\phi\|^2_{D_2})^{-1}\) in isotropic random vector \( \phi \). We then use complex integration to evaluate the CDF and the moments of these ratios.

The closed-form expressions obtained in this work permit the transient, steady-state, and tracking mean-square analyses of the NLMS algorithm in a (non) stationary environment for colored circular Gaussian inputs. Unlike existing work, our approach neither uses the separation principle nor the small step-size assumption. As a by-product of our approach, we demonstrate how to statistically characterize indefinite quadratic forms in isotropic random vectors using complex integration. These quantities are of vital importance in signal processing, communications, and information theory and researchers have resorted to non-traditional techniques to study these forms \cite{12}–\cite{14}. To the best of our knowledge, this is the first work that provides the closed-form expressions for the performance of the NLMS.

The paper is organized as follows. Following this introduction, we carry out the transient, tracking, and steady-state mean-square analyses of the NLMS algorithm in Section \[ II \] and point out the moments that need to be evaluated to express the performance in closed form. In Section \[ III \], the approach of our work is outlined. Derivation for the CDF of the random variable of the form \((\|\phi\|^2_{D_1}) (\|\phi\|^2_{D_2})^{-1}\) as well as the derivation of its moments are carried out in Section IV. In Section \[ V \], we present the simulation results to verify the analysis, followed by our conclusion in Section \[ VI \].

For any matrix \( D \), the quadratic form \( \|a\|^2_D \) is defined as \( \|a\|^2_D \triangleq a^* Da \).
II. PERFORMANCE ANALYSIS OF THE NLMS ALGORITHM

A. System Model

Given a sequence of desired response \( \{d_i\} \) and a sequence of regressor (row) vectors \( \{u_i\} \), an adaptive filter generates a weight vector \( w_i \) at each instant so that \( u_i w_i \) is a good estimate of \( d_i \). In the NLMS algorithm, the weight vector starting from \( w_{-1} = 0 \) is updated according to

\[
w_i = w_{i-1} + \mu \frac{u_i^*}{||u_i||^2} e_i, \quad i \geq 0,
\]

where \( e_i = d_i - u_i w_{i-1} \) is the estimation error and \( \mu \) is the step-size. In performing the analysis of the NLMS algorithm, we consider the time variant case\(^2\) and hence, \( d_i \) is generated by the time-variant system identification model \( d_i = u_i w_i^o + v_i \), where \( v_i \) is a zero mean i.i.d. noise sequence with variance \( \sigma_v^2 \) and \( w_i^o \) varies according to

\[
w_i^o = w_{i-1}^o + q_i,
\]

and where \( q_i \) is assumed to be i.i.d. colored circular complex Gaussian \( q_i \sim \mathcal{CN}(0, R_q) \). The \( w_i \) generated by the adaptive filter attempts to track the time variant system \( w_i^o \). Let \( \tilde{w}_i = w_i^o - w_i \) denote the weight error vector, then

\[
e_i = u_i (w_i^o - w_{i-1}) + v_i = u_i \tilde{w}_{i-1} + v_i + u_i q_i,
\]

and, by subtracting \( w_i \) from both sides of (2) and substituting the value of \( w_i \) from (1), the NLMS update can be equivalently written as

\[
\tilde{w}_i = \tilde{w}_{i-1} - \mu \frac{u_i^*}{||u_i||^2} e_i + q_i, \quad i \geq 0.
\]

We assume that the sequences \( \{v_i\} \), \( \{u_i\} \), and \( \{q_i\} \) are mutually independent which is well justified in real practice. In addition, we will restrict our attention in this work to circularly symmetric Gaussian inputs, i.e. \( u_i \sim \mathcal{CN}(0, R_u) \). We also assume that the input vectors are independent but their entries are correlated. For the sake of mean-square analysis, the autocorrelation matrix \( R_u \) can be assumed to be diagonal, that is, \( R_u = \Lambda = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_M) \), without loss of generality \([3], [4]\).

\(^2\)Note that time invariant case is a special scenario of time variant case which is obtained by setting \( q_i = 0 \) for all \( i \).
B. Mean Square Performance of the NLMS Algorithm

Starting from the recursion (4) and using an approach similar to that of [1], [3], we can show that the weighted variance relation of the NLMS weight error vector results in

$$E[||\tilde{w}_i||^2/\sigma] = E[||\tilde{w}_{i-1}||^2/F\sigma] + \mu^2\sigma_i^2 E\left[\frac{||u_i||^2/\sigma}{(||u_i||^2)^2}\right] + E[||q_i||^2/F\sigma],$$

(5)

where $\sigma$ is an $M \times 1$ parameter weight vector that can provide different performance measures by choosing its value appropriately. The matrix $F$ is defined as

$$F \triangleq I - \mu A + \mu^2 B,$$

(6)

where $I$ is the identity matrix and $A$ and $B$ are the multidimensional input moment matrices

$$A \triangleq 2 E\left[\frac{u_i^* u_i}{||u_i||^2}\right], \quad B \triangleq E\left[\frac{(u_i^* u_i)^T \odot (u_i^* u_i)}{(||u_i||^2)^2}\right],$$

(7)

where the notation $\odot$ denotes an element-by-element (Hadamard) product. Equation (5) can be used to describe both the transient and steady-state performance of the NLMS algorithm. In order to derive an expression for the steady-state EMSE ($\zeta$), we evaluate (5) by taking the limit of both sides of (5) as $i \to \infty$ and utilizing the fact that the terms $E[||\tilde{w}_i||^2/\sigma]$ and $E[||\tilde{w}_{i-1}||^2/F\sigma]$ can be combined to $E[||\tilde{w}_\infty||^2/(I-F)\sigma]$ at $i \to \infty$. Thus, by setting $\sigma = (I - F)^{-1}\lambda$ (where $\lambda$ is a vector defined as $\lambda = \text{diag}(\Lambda)$), we can show that the steady-state EMSE of the NLMS is given by

$$\zeta_{\text{track}} = \mu^2\sigma_v^2 \text{Tr}(CG) + \text{Tr}(R_q G_q),$$

(8)

where $C$ is the multidimensional moment

$$C \triangleq E\left[\frac{u_i^* u_i}{(||u_i||^2)^2}\right],$$

(9)

and $G$ and $G_q$ are diagonal matrices such that $\text{diag}(G) = (I - F)^{-1}\lambda$ and $\text{diag}(G_q) = F(I - F)^{-1}\lambda$. It can be noted that the steady-state EMSE of the time invariant case can be directly deduced from (8) by setting $q_i$ to zero.

A summary of the various mean-square performance measures of the NLMS algorithm obtained from (5) is shown in Table I.

3Here, $u_i$ has diagonal correlation matrix $A$ and $q_i$ has rotated correlation matrix $R_q$. 

---

Table I: Summary of Mean-Square Performance Measures of the NLMS Algorithm
TABLE I: Summary of analytical results for various performance measures of the NLMS algorithm.

| Performance Measure          | Analytical Result                                                                 | Moments Required |
|------------------------------|----------------------------------------------------------------------------------|------------------|
| EMSE Learning Curve          | $E[||\tilde{w}_i||_2^2] = E[||w_o||_F^2 + \mu^2\sigma_v^2 E\left[\frac{||u_i||_F^2 + \ldots + F^{-1}u_i||_F^2}{||u_i||_F^2}\right]]$ | A, B, C          |
| MSD Learning Curve           | $E[||\tilde{w}_i||_2^2] = E[||w_o||_F^2 + \mu^2\sigma_v^2 E\left[\frac{||u_i||_F^2 + \ldots + F^{-1}u_i||_F^2}{||u_i||_F^2}\right]]$ | A, B, C          |
| Mean Stability               | $0 < \mu < 2/\lambda_{max}(\frac{1}{2}A)$                                      | A                |
| Mean Square Stability        | $0 < \mu < 1/\lambda_{max}(A^{-1}B)$                                           | A, B             |
| Steady-state EMSE            | $\mu^2\sigma_v^2 E\left[\frac{||u_i||_F^{2(1-F)}-1}{||u_i||_F^2}\right]$          | A, B, C          |
| Steady-state MSD             | $\mu^2\sigma_v^2 E\left[\frac{||u_i||_F^{2(1-F)}-1}{||u_i||_F^2}\right] + E\left[\frac{||\bar{q}_i||_F^2}{||u_i||_F^{2(1-F)}-1}\right]$ | A, B, C          |
| Tracking EMSE                | $\mu^2\sigma_v^2 E\left[\frac{||u_i||_F^{2(1-F)}-1}{||u_i||_F^2}\right] + E\left[\frac{||\bar{q}_i||_F^2}{||u_i||_F^{2(1-F)}-1}\right]$ | A, B, C          |

III. OUR METHODOLOGY

By inspecting Table I, we see that all the MSE performance measures are completely determined by the moment matrix $F$ (and hence the moment matrices $A$ and $B$) and by the moment matrix $C$. In order to evaluate these moment matrices, we rewrite them as follows

$$A = \Lambda\bar{A}, \quad B = \Lambda\bar{A}\Lambda, \quad \text{and} \quad C = \Lambda\bar{C}; \quad (10)$$

where $\bar{A}$, $\bar{B}$, and $\bar{C}$ stand for the “whitened” versions of the matrices $A$, $B$, and $C$, respectively, i.e.,

$$\bar{A} \triangleq 2E\left[\frac{\bar{u}_i\bar{u}_i}{||u_i||^2}\right], \quad \bar{B} \triangleq E\left[\frac{(\bar{u}_i\bar{u}_i)^T \otimes (\bar{u}_i\bar{u}_i)}{||u_i||^2}\right], \quad \text{and} \quad \bar{C} \triangleq E\left[\frac{\bar{u}_i\bar{u}_i}{||u_i||^2}\right]. \quad (11)$$

Here $\bar{u}_i(k)$ is the whitened version of $u_i(k)$, i.e. $u_i(k) = \sqrt{\lambda_k}\bar{u}_i(k)$, where $\lambda_k$ are the eigenvalues of the autocorrelation of the input sequence making the vector $\bar{u}_i$ of identity correlation matrix, i.e., $\bar{u}_i \sim \mathcal{CN}(0, I)$. Note that $||u_i||_F^2 = ||\bar{u}_i||_\Lambda^2$. Thus, from (11), it can be easily deduced that the entries of the moment matrices $\bar{A}$, $\bar{B}$, and $\bar{C}$ are completely determined by the expectation

$\text{Table I}$ contains entries of the form $E\left[\frac{||u_i||^2}{||u_i||_F^2}\right]$ for some weighting matrix $G$. Knowing that $C$ is a diagonal matrix (see Table III), it is easy to show that $E\left[\frac{||u_i||_G^2}{||u_i||_F^2}\right] = \text{Tr}(CG)$.
of the following

\[
\frac{|\bar{u}(k)|^2}{||\bar{u}||_A^2}, \quad \frac{|\bar{u}(k)|^2|\bar{u}(\bar{k})|^2}{(||\bar{u}||_A^2)^2}, \quad \frac{|\bar{u}(k)|^2}{(||\bar{u}||_A^2)^2}, \quad \text{(with } k \neq \bar{k}),
\]

where \( k \) and \( \bar{k} \) denote the \( k^{th} \) and \( \bar{k}^{th} \) distinct positions of the regressor elements in the input vector \( \bar{u} \). Here we have dropped the subscript \( i \) for convenience of notation. To evaluate these moments, we will express them in terms of moments of ratios of quadratic forms as it is relatively easy to characterize these ratios statistically (i.e. to determine their pdf/CDF). The first random variable

\[
s_k \triangleq \frac{|\bar{u}(k)|^2}{||\bar{u}||_A^2},
\]

is already a ratio of quadratic forms. The second random variable in (12) can be expressed with the aid of the binomial expansion as

\[
\frac{|\bar{u}(k)|^2|\bar{u}(\bar{k})|^2}{(||\bar{u}||_A^2)^2} = \frac{1}{2} s_{kk}^2 - \frac{1}{2} \lambda_k s_k - \frac{1}{2} \lambda_{\bar{k}} s_{\bar{k}}^2,
\]

where \( s_{\bar{k}} \) is defined as

\[
s_{kk} \triangleq \frac{\sqrt{\lambda_k |\bar{u}(k)|^2} + \sqrt{\lambda_{\bar{k}} |\bar{u}(\bar{k})|^2}}{||\bar{u}||_A^2},
\]

and so (15) is a sum of two ratios of quadratic forms. Finally, in order to evaluate the moment of third random variable in (12), we define the following two new variables

\[
z_k \triangleq \frac{|\bar{u}(k)|^2 + 1}{||\bar{u}||_A^2}, \quad \text{and} \quad r \triangleq \frac{1}{||\bar{u}||_A^2}.
\]

Thus, the required random variable \( \frac{|\bar{u}(k)|^2}{(||\bar{u}||_A^2)^2} \) can be obtained using binomial expansion as follows:

\[
\frac{|\bar{u}(k)|^2}{(||\bar{u}||_A^2)^2} = \frac{1}{2} \left( \frac{|\bar{u}(k)|^2 + 1}{||\bar{u}||_A^2} \right)^2 - \frac{1}{2} \left( \frac{|\bar{u}(k)|^2}{||\bar{u}||_A^2} \right)^2 - \frac{1}{2} \left( \frac{1}{||\bar{u}||_A^2} \right)^2 = \frac{1}{2} z_k^2 - \frac{1}{2} s_k - \frac{1}{2} r^2.
\]

Thus, all required moments are expressed as function of the moments of \( s_k, s_{kk}, r, \) and \( z_k \) as in Table II With this, the entries of the matrices \( \bar{A}, \bar{B}, \) and \( \bar{C} \) can be expressed directly in terms of the moments of these random variables as shown in Table III In the remaining part of the paper, we derive the CDF’s of \( s_k, s_{kk}, r, \) and \( z_k \) and subsequently use them to derive the moments listed in Table III.
TABLE II: Required moments and their relations to \( s_k, s_{k\bar{k}}, r, \) and \( z_k \).

| Required Moments | Required Expressions |
|------------------|----------------------|
| \( E |\bar{u}(k)|^2 \) \( \|\bar{u}\|^2 \) | \( E [s_k] \) |
| \( E |\bar{u}(k)|^2 |\bar{u}(k)|^2 \) \( \|\bar{u}\|^2 \) | \( \frac{1}{2} E [s_{k\bar{k}}^2] - \frac{1}{2} \frac{\lambda_k}{\lambda_k} E [s_k^2] - \frac{1}{2} \frac{\lambda_{k\bar{k}}}{\lambda_{k\bar{k}}} E [s_{k\bar{k}}^2] \) |
| \( E \left( \frac{1}{\|\bar{u}\|^2} \right)^2 \) | \( E [r^2] \) |
| \( E \left( \frac{|\bar{u}(k)|^2+1}{\|\bar{u}\|^2} \right)^2 \) | \( E [z_k^2] \) |
| \( E \left[ \left( \frac{|\bar{u}(k)|^2}{\|\bar{u}\|^2} \right)^2 \right] \) | \( \frac{1}{2} E [z_k^2] - \frac{1}{2} E [s_k^2] - \frac{1}{2} E [r^2] \) |

TABLE III: Relation of entries of moment matrices \( \bar{A}, \bar{B}, \) and \( \bar{C} \) to \( s_k, s_{k\bar{k}}, r, \) and \( z_k \).

| Matrix Entries | Required Moments |
|----------------|------------------|
| \( \bar{A}(k, k) \) | \( 2E [s_k] \) |
| \( \bar{A}(k, k') \) | 0 |
| \( \bar{B}(k, k) \) | \( E [s_k^2] \) |
| \( \bar{B}(k, \bar{k}) \) | \( \frac{1}{2} E [s_{k\bar{k}}^2] - \frac{1}{2} \frac{\lambda_k}{\lambda_k} E [s_k^2] - \frac{1}{2} \frac{\lambda_{k\bar{k}}}{\lambda_{k\bar{k}}} E [s_{k\bar{k}}^2] \) |
| \( \bar{C}(k, k) \) | \( \frac{1}{2} E [z_k^2] - \frac{1}{2} E [s_k^2] - \frac{1}{2} E [r^2] \) |
| \( \bar{C}(k, k') \) | 0 |

IV. EVALUATION OF THE CDF AND MOMENTS

In this section, we derive the CDF and moments for all the required variables defined in previous section.

A. The CDF of \( s_k \) and \( s_{k\bar{k}} \)

The key to evaluating the CDF of \( s_{k\bar{k}} \) is to first define \( s_{k\bar{k}} \) in terms of isotropic random variables. By using the definition \( \Phi = \left[ \bar{u}(1)_{\|\bar{u}\|}, \bar{u}(2)_{\|\bar{u}\|}, \ldots, \bar{u}(M)_{\|\bar{u}\|} \right] \), we can rewrite \( s_{k\bar{k}} \) as

\[
s_{k\bar{k}} = \sqrt{\frac{\lambda_k}{\lambda_k}} |\bar{u}(k)|^2 + \sqrt{\frac{\lambda_{k\bar{k}}}{\lambda_{k\bar{k}}}} |\bar{u}(\bar{k})|^2 \quad = \frac{\|\Phi\|^2 \Sigma_{k\bar{k}}}{\|\Phi\|^2 \Sigma_{k\bar{k}}} \quad k \neq \bar{k},
\]

where \( \Sigma_{k\bar{k}} \) is an \( M \times M \) matrix with all elements set to zero except the \( k^{th} \) and \( \bar{k}^{th} \) elements on the main diagonal which are set to \( \sqrt{\frac{\lambda_k}{\lambda_k}} \) and \( \sqrt{\frac{\lambda_{k\bar{k}}}{\lambda_{k\bar{k}}}} \), respectively. The random vector \( \Phi \) in (18)
is known as an isotropic random vector \[14\] and has the pdf
\[
p(\phi) = \frac{\Gamma(M)}{\pi^M} \delta(\|\phi\|^2 - 1).
\] (19)

We can now express the CDF of \(s_{k\bar{k}}\) using the isotropic random variable \(\phi\). Specifically,
\[
F_{s_{k\bar{k}}}(x) = \Pr\{s_{k\bar{k}} \leq x\} = \Pr\{\|\phi\|^2_{x\Lambda - \Sigma_{k\bar{k}}} \geq 0\} = \int_{\|\phi\|^2_{x\Lambda - \Sigma_{k\bar{k}}} \geq 0} p(\phi) d\phi. \tag{20}
\]
This is an \(M\)-dimensional integral over the region defined by the inequality \(\|\phi\|^2_{x\Lambda - \Sigma_{k\bar{k}}} \geq 0\) which is difficult to evaluate. To go around this, we rewrite (20) as an unconstrained integral by using the unit step function as
\[
F_{s_{k\bar{k}}}(x) = \int_{-\infty}^{\infty} p(\phi) \tilde{u}(\|\phi\|^2_{x\Lambda - \Sigma_{k\bar{k}}}) d\phi. \tag{21}
\]
This multidimensional integral is evaluated in Appendix A, where we show that
\[
F_{s_{k\bar{k}}}(x) = \sum_{i=1}^{M} \left( \lambda_i x - \tilde{\sigma}_{k\bar{k}}^{i} \right)^{M-1} \frac{M-1}{(\tilde{\sigma}_{k\bar{k}}^{i} - \sigma_{k\bar{k}}^{i})} \frac{\lambda_i}{\lambda_k} \prod_{j=1,j\neq i}^{M} \left[ 1 - (\sigma_{k\bar{k}}^{j} - \sigma_{k\bar{k}}^{i}) \right] \prod_{j=1,j\neq k,i}^{M} \left[ 1 - (\lambda_j - \lambda_i) x \right]. \tag{22}
\]
Here \(\sigma_{k\bar{k}}^{i}\) is the \(i\)th diagonal element in matrix \(\Sigma_{k\bar{k}}\) and it is given by
\[
\sigma_{k\bar{k}}^{i} = \begin{cases} \sqrt{\frac{\lambda_i}{\lambda_k}}, & \text{for } i = k \\ \sqrt{\frac{\lambda_k}{\lambda_i}}, & \text{for } i = \bar{k} \\ 0, & \text{otherwise.} \end{cases} \tag{23}
\]

The CDF of \(s_k\), denoted by \(F_{s_k}(x)\), can be derived using the same approach and is found to be the same expression as given in (22) with \(\sigma_{k\bar{k}}^{i}\) set to 1 for \(i = k\) and 0 otherwise. Thus, \(F_{s_k}(x)\) can be shown to be
\[
F_{s_k}(x) = \frac{(\lambda_k x - 1)^{M-1} \tilde{u}(\lambda_k x - 1)}{\prod_{j=1,j\neq k}^{M} \left[ 1 - (\lambda_j - \lambda_k) x \right]} + \sum_{i=1,i\neq k}^{M} \frac{\lambda_i^{M-1} x^{M-1} \tilde{u}(\lambda_i x)}{\prod_{j=1,j\neq i,k}^{M} \left[ 1 - (\lambda_i - \lambda_j) x \right].} \tag{24}
\]

\textbf{B. Moments of }s_k\

From (13), it is easy to see that \(s_k\) is a positive random variable whose support is the interval \([0, \frac{1}{\lambda_k}]\). Thus, by employing integration, the first moment of \(s_k\) can be evaluated as
\[
E[s_k] = \int_{0}^{\infty} (1 - F_{s_k}(x)) \, dx = \int_{0}^{\frac{1}{\lambda_k}} (1 - F_{s_k}(x)) . \tag{25}
\]
Using (22) and (25) and applying partial fraction expansion, we can show after tedious but straightforward algebraic manipulations that

$$E[s_k] = \frac{1}{\lambda_k} - \sum_{i=1,i\neq k}^{M} p_i \left( \frac{1}{\lambda_k} - \frac{\ln(\lambda_{ik})}{(\lambda_i - \lambda_k)} \right),$$  \hspace{1cm} (26)$$

where $\ln(.)$ represents the natural logarithm while $\lambda_{ij}$ and $p_i$ are defined as

$$\lambda_{ij} \stackrel{\Delta}{=} \frac{\lambda_i}{\lambda_j}, \forall \ i, j \quad \text{and} \quad p_i \stackrel{\Delta}{=} \frac{\lambda_i^{M-1}}{\prod_{j=1,j\neq i}^{M}(\lambda_i - \lambda_j)}, \forall \ i.$$  \hspace{1cm} (27)$$

Now, observe that $\sum_{i=1}^{M} p_i = 1$. Thus, we can use $1 - \sum_{i=1,i\neq k}^{M} p_i = p_k$. As a result, the expression for $E[s_k]$ in (26) is simplified to

$$E[s_k] = \frac{p_k}{\lambda_k} + \sum_{i=1,i\neq k}^{M} p_i \frac{\ln(\lambda_{ik})}{(\lambda_i - \lambda_k)}. \hspace{1cm} (28)$$

In a similar manner, we can express the second moment of $s_k$ as

$$E[s_k^2] = \int_{0}^{\frac{1}{\lambda_k \lambda_{k'}}} 2x \left(1 - F_{s_k}(x)\right) dx. \hspace{1cm} (29)$$

Thus, together with CDF expression in (22), we get the following expression

$$E[s_k^2] = \frac{1}{\lambda_k^2} - \sum_{i=1,i\neq k}^{M} p_i \left( \frac{1}{\lambda_k^2} - \frac{2}{\lambda_k(\lambda_i - \lambda_k)} + \frac{2\ln(\lambda_{ik})}{(\lambda_i - \lambda_k)^2} \right). \hspace{1cm} (30)$$

Finally, by using $1 - \sum_{i=1,i\neq k}^{M} p_i = p_k$, we find

$$E[s_k^2] = \frac{p_k}{\lambda_k^2} + \sum_{i=1,i\neq k}^{M} \frac{2p_i}{\lambda_k(\lambda_i - \lambda_k)} - \sum_{i=1,i\neq k}^{M} \frac{2p_i \ln(\lambda_{ik})}{(\lambda_i - \lambda_k)^2}. \hspace{1cm} (31)$$

C. Second Moment of $s_{kk}$

We only need the second moment of $s_{kk}$. We evaluate it using a similar approach that was used to evaluate the second moment of $s_k$. Specifically, we use the fact that $s_{kk}$ has support over $\left[0, \frac{1}{\sqrt{\lambda_k \lambda_{k'}}}\right]$. Thus, after some tedious algebraic manipulations the second moment of $s_{kk}$ can be
shown to be

\[
E[s_{kk}^2] = \int_0^1 \frac{2x}{\sqrt{\lambda_k^k \lambda_k^k}} \left( 1 - F_{s_{kk}}(x) \right) dx,
\]

\[
= \frac{p_k}{\lambda_k^k \lambda_k^k} - \sum_{i=1, i \neq k}^M p_i \left( \frac{2c_{ki} + 2c_{ki}^c}{\sqrt{\lambda_k^k \lambda_k^k}} - \ln(\lambda_{ki}) \right)^2 - \ln(\lambda_{ki})^2 c_{ki}^c, \quad (32)
\]

where \( \bar{\sigma}_{ji} \), \( c_k \) and \( c_{ki} \) are defined as

\[
\bar{\sigma}_{ji} = \frac{\sigma_{ji}^{(k)}}{\lambda_i - \lambda_j}, \quad c_k = \frac{(-\bar{\sigma}_{ki})^{M-1}}{(\bar{\sigma}_{ki} - \bar{\sigma}_{ki})} \quad \text{and} \quad c_{ki} = \frac{(-\bar{\sigma}_{ki})^{M-1}}{(\bar{\sigma}_{ki} - \bar{\sigma}_{ki})}. \quad (33)
\]

Thus, using the expression for \( \bar{\sigma}_{ji} \), the expressions for \( c_k \) and \( c_{ki} \) can be reformulated as

\[
c_k = \frac{(-1)^{M-1}(M-2)\lambda_{kk}^M}{(\lambda_i - \lambda_k)^{M-2} \left( 1 - \frac{\lambda_i^k (\lambda_i - \lambda_k)}{(\lambda_i - \lambda_k)} \right)}, \quad \text{and} \quad c_{ki} = \frac{(-1)^{M-1}(M-2)\lambda_{kk}^M}{(\lambda_i - \lambda_k)^{M-2} \left( 1 - \frac{\lambda_i^k (\lambda_i - \lambda_k)}{(\lambda_i - \lambda_k)} \right)}. \quad (34)
\]

Finally, by utilizing the above expressions, we can express \( E[s_{kk}^2] \) as

\[
E[s_{kk}^2] = \frac{p_k}{\lambda_k^k \lambda_k^k} - \frac{2(-1)^{M-1}\lambda_{kk}^M}{\sqrt{\lambda_k^k \lambda_k^k}} \left\{ \sum_{i=1, i \neq k}^M p_i \left( 1 + \ln(\lambda_{ki}) \right) \frac{\lambda_{kk}^M}{(\lambda_i - \lambda_k)^{M-2} \left( 1 - \frac{\lambda_i^k (\lambda_i - \lambda_k)}{(\lambda_i - \lambda_k)} \right)} \right\} + \sum_{i=1, i \neq k}^M p_i \left( 1 + \ln(\lambda_{ki}) \right) \frac{\lambda_{kk}^M}{(\lambda_i - \lambda_k)^{M-2} \left( 1 - \frac{\lambda_i^k (\lambda_i - \lambda_k)}{(\lambda_i - \lambda_k)} \right)}. \quad (35)
\]

\[D. \quad \text{The pdf and second moment of } r\]

Consider the random variable \( r \) defined in (16). Its CDF can be evaluated using the approach outlined above for the CDF of \( s_k \) and \( s_{kk} \) and is found to be (derivation is omitted for brevity)

\[
F_r(x) = \sum_{m=1}^M \lambda_{m}^M \frac{1}{\prod_{i=1, i \neq m}^M (\lambda_{m_i} - 1)} e^{-\frac{x}{\lambda_{m}}} \tilde{u}(x). \quad (36)
\]

Consequently, the pdf of \( r \) is given by

\[
p_r(x) = \sum_{m=1}^M \frac{\lambda_{m}^{M-1}}{x^2 \prod_{i=1, i \neq m}^M (\lambda_{m_i} - 1)} e^{-\frac{x}{\lambda_{m}}}. \quad (37)
\]

We can use the above pdf to show that

\[
E[r^2] = \sum_{m=1}^M \frac{\lambda_{m}^{M-1}}{\prod_{i=1, i \neq m}^M (\lambda_{m_i} - 1)} \int_0^\infty x^2 e^{-\frac{x}{\lambda_{m}}} dx = \sum_{m=1}^M \frac{\lambda_{m}^M}{\prod_{i=1, i \neq m}^M (\lambda_{m_i} - 1)}. \quad (38)
\]
E. The pdf and second moment of \( z_k \)

The second moment of \( z_k \) is evaluated in this section by first deriving its pdf. However, we cannot derive the pdf of \( z_k \) directly and so we derive the conditional pdf of \( z_k \) conditioned on \( a_k \) defined as

\[
a_k = \sum_{m=1, m \neq k}^{M} |u(m)|^2
\]

Thus, we can rewrite \( z_k \) as

\[
z_k = \frac{(1/\lambda_k)|u(k)|^2 + 1}{|u(k)|^2 + a_k} = \frac{||u||_{\hat{H}_k}^2 + 1}{||u||_{H_k}^2 + a_k},
\]

where \( \hat{H}_k \) and \( H_k \) are the \( M \times M \) matrices with all elements set to 0 except the \( k^{\text{th}} \) element on the diagonal which is set to \( \frac{1}{\lambda_k} \) and 1, respectively. By applying an approach similar to the one used with \( s_k \), we can show that

\[
f_{z_k|a_k}(x) = \left[ \frac{a_k}{(\lambda_k x - 1)} + \frac{\lambda_k (1 - a_k x)}{(\lambda_k x - 1)^2} \right] e^{-\frac{(1-a_k x)}{\lambda_k x - 1}} \left[ \tilde{u} \left( x - \frac{1}{\lambda_k} \right) - \tilde{u} \left( x - \frac{1}{a_k} \right) \right],
\]

which allows us to evaluate the conditional moment \( E[z_k^2 | a_k] \) as

\[
E[z_k^2 | a_k] = \int_0^\infty x^2 f_{z_k|a_k}(x) dx = \int_{\frac{1}{\lambda_k}}^{\frac{1}{a_k}} x^2 \frac{(\lambda_k - a_k)}{(\lambda_k x - 1)^2} e^{-\frac{(1-a_k x)}{\lambda_k x - 1}} \Gamma(0, \frac{a_k}{\lambda_k}) + \frac{(\lambda_k - a_k)^2}{\lambda_k^4} e^{-\frac{a_k}{\lambda_k}} \Gamma(-1, \frac{a_k}{\lambda_k}),
\]

Here, we have utilized the fact that the support of \( z_k \) is between \( \min \left( \frac{1}{\lambda_k}, \frac{1}{a_k} \right) \) and \( \max \left( \frac{1}{\lambda_k}, \frac{1}{a_k} \right) \).

Now, by applying change of variable and using partial fraction expansion, the above integral is found to be

\[
E[z_k^2 | a_k] = \frac{1}{\lambda_k^2} + \frac{2(\lambda_k - a_k)}{\lambda_k^3} e^{\frac{a_k}{\lambda_k}} \Gamma(0, \frac{a_k}{\lambda_k}) + \frac{(\lambda_k - a_k)^2}{\lambda_k^4} e^{-\frac{a_k}{\lambda_k}} \Gamma(-1, \frac{a_k}{\lambda_k}),
\]

where \( \Gamma(\alpha, x) \triangleq \int_x^\infty t^{\alpha-1} e^{-t} dt \) is the Incomplete Gamma function. The unconditional moment \( E[z_k^2] \) is obtained by averaging the conditional moment \( E[z_k^2 | a_k] \) over the pdf of \( a_k \). The pdf of \( a_k \) can be obtained using the approach of random variable \( r \) and is found to be

\[
f_{a_k}(a_k) = \frac{\lambda_k}{|\Lambda|} \sum_{m=1, m \neq k}^{M} \frac{e^{-\frac{a_k}{\lambda_m}}}{\prod_{l=1, l \neq k,m}^{M} \left( \frac{1}{\lambda_l} - \frac{1}{\lambda_m} \right)}.
\]
Thus, by using (43) and (44), the moment $E[z_k^2]$ is found to be

$$E[z_k^2] = \sum_{m=1, m \neq k}^{M} \ln(\lambda_m) \left[ \prod_{l=1, l \neq k, m}^{M} \left( \frac{1}{\lambda_l} - \frac{1}{\lambda_m} \right) \right] \lambda_m \left( 1 + 2 \theta_1 (1, 1; 2; \eta_{mk}) - 2 \theta_1 (1, 1; 3; \eta_{mk}) \right)$$

$$+ \sum_{m=1, m \neq k}^{M} \lambda_m \left( \frac{1}{3} 2 \theta_1 (1, 2; 4; \eta_{mk}) - 2 \theta_1 (1, 2; 3; \eta_{mk}) \right) \lambda_k \left[ \prod_{l=1, l \neq k, m}^{M} \left( \frac{1}{\lambda_l} - \frac{1}{\lambda_m} \right) \right]$$

$$+ \sum_{m=1, m \neq k}^{M} \lambda_m^2 \left[ \prod_{l=1, l \neq k, m}^{M} \left( \frac{1}{\lambda_l} - \frac{1}{\lambda_m} \right) \right] \left( \frac{1}{3} 2 \theta_1 (1, 2; 4; \eta_{mk}) - 2 \theta_1 (1, 2; 3; \eta_{mk}) \right), \quad (45)$$

where $\eta_{mk} = 1 - \lambda_{mk}$ and $\theta_1 (\alpha, \beta; \gamma; x)$ is the Hypergeometric Function defined as

$$\theta_1 (\alpha, \beta; \gamma; x) \triangleq \frac{1}{B(\beta, \gamma - \beta)} \int_0^1 x^{\beta - 1} (1 - x)^{\gamma - \beta - 1} (1 - x \tau)^{-\alpha} \, dx, \quad \Re(\gamma) > \Re(\beta) > 0, \quad (46)$$

and $B(x, y)$ is the Beta Function defined as

$$B(x, y) \triangleq \int_0^1 t^{x - 1} (1 - t)^{y - 1} \, dt, \quad \Re(x) > 0, \quad \Re(y) > 0. \quad (47)$$

V. Simulation Results

In this section, the performance analysis of the NLMS algorithm is investigated for an unknown system identification problem. The system noise is a zero mean i.i.d. sequence with variance 0.01 which sets the SNR to 20 dB. Throughout the simulation, the adaptive filter used has the same length as that of the unknown system. The optimal weight vector is $w^o = [0.227, 0.460, 0.688, 0.460, 0.227]^T$ as we assume $q_i = 0, \forall i$. The input to the adaptive filter and unknown system is correlated complex Gaussian input which is generated with correlation matrix with entries $R(i, j) = \alpha_c^{i-j}$ with correlation factor $\alpha_c$ ($0 < \alpha_c < 1$). The numerical results are averaged over 100 independent runs. The objective of our simulations is to validate the derived analytical results for both steady-state and transient analysis. In order to validate the derived analytical result for the transient behavior, the MSE of the NLMS algorithm is analyzed in Fig. 1 for two different values of step-size which are 0.1 and 0.01. The value of correlation factor $\alpha_c$ is set to 0.5. It can be easily seen that the results validate our theoretical findings for both step-sizes.

$^5$The case $\alpha_c = 0$ corresponds to the white case while $\alpha_c = 1$ corresponds to the fully correlated case.
VI. CONCLUSION

We analyzed the NLMS adaptive filter driven by correlated circularly symmetric Gaussian input. The paper demonstrates that the MSE performance can be articulated in terms of the moments of ratios of quadratic forms in isotropic random variables. The CDFs of these ratios then obtained using novel complex integration techniques, which are then used to evaluate the corresponding moments in closed form expressions. Our MSE results apply to the transient, stead-state, and tracking results. Our proposed approach for the analysis of the NLMS could be extended other normalized adaptive filters (e.g. Recursive Least Square (RLS) and affine projection algorithms).

APPENDIX A: EVALUATING THE CDF OF $s_{kk}$

In order to evaluate the integral in (21), we utilize the following integral representations of the step and the delta functions [14]

$$\tilde{u}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{x(j\omega+\beta)}}{(j\omega+\beta)} d\omega$$

and

$$\delta(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{x(\alpha+j\omega)} d\omega;$$

(48)

These are valid for any $\alpha, \beta > 0$ which are free parameters that we can conveniently choose [15]. After replacing the delta and the step functions with their equivalent integral representations, the pdf $p(\phi)$ and $\tilde{u}(\|\phi\|_{\Sigma_{kk}}^2)$ in (21) can be rewritten as

$$p(\phi) = \frac{\Gamma(M)}{2\pi^{M+1}} \int_{-\infty}^{\infty} e^{(\|\phi\|_{\Sigma_{kk}}^2 - 1)(\alpha+j\omega)} d\omega;$$

(49)
and
\[
\tilde{u}(\|\phi\|_A^2 - \sigma_k^2) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{\frac{1}{2}(\|\phi\|_A^2 - \sigma_k^2)(j\omega + \beta)} d\omega,
\]
which allows us to set up the CDF of \( s_{kk} \) in (21) as
\[
F_{s_{kk}}(x) = \frac{\Gamma(M)}{4\pi^{M+2}} e^{-\alpha} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\Phi^*(\alpha I + (\Sigma_{kk} - x A)(j\omega_1 + \beta) - j\omega_2 I) \Phi} d\Phi e^{-j\omega_2 d\omega_2} \frac{1}{j\omega_1 + \beta} d\omega_1.
\]

Next, we first focus on the inner integral
\[
\int_{-\infty}^{\infty} e^{-\Phi^* (\alpha I + (\Sigma_{kk} - x A)(j\omega_1 + \beta) - j\omega_2 I) \Phi} d\Phi.
\]
By inspecting the above, we note that it is similar to the Gaussian density integral with a covariance \( \Sigma_c \) given by
\[
\Sigma_c = (\alpha I + (\Sigma_{kk} - x A)(j\omega_1 + \beta) - j\omega_2 I)^{-1}.
\]
Note that \( \Sigma_c \) is complex. Hence, \( \alpha \) should be chosen to make the real part of \( \Sigma_c \) positive definite. Thankfully, the final result will not depend on the value of \( \alpha \) we choose. Here, we are just making an analogy to the Gaussian integral (see [16] for a formal proof) which gives
\[
\frac{1}{\pi^M} \int_{-\infty}^{\infty} e^{-\Phi^* (\alpha I + (\Sigma_{kk} - x A)(j\omega_1 + \beta) - j\omega_2 I) \Phi} d\Phi = \frac{1}{| - \alpha I + (\Sigma_{kk} - x A)(j\omega_1 + \beta) - j\omega_2 I |}.
\]
Consequently, the CDF will take the following form
\[
F_{s_{kk}}(x) = \frac{\Gamma(M)}{4\pi^2} e^{-\alpha} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-j\omega_2} \frac{1}{| - \alpha I + (\Sigma_{kk} - x A)(j\omega_1 + \beta) - j\omega_2 I |} d\omega_2 \frac{1}{j\omega_1 + \beta} d\omega_1.
\]
At this stage, we focus on the second inner integral with respect to \( \omega_2 \). To evaluate this integral, we use partial fraction expansion to represent the determinant as
\[
\Pi_{i=1}^{M} \frac{1}{(-\alpha + (\sigma_{kk}^k - \lambda_i x)(j\omega_1 + \beta) - j\omega_2)} = \frac{1}{(j\omega_1 + \beta)^M} \sum_{i=1}^{M} \frac{\eta_i}{(-\alpha + (\sigma_{kk}^k - \lambda_i x)(j\omega_1 + \beta) - j\omega_2)},
\]
where constant $\eta_i$ is given by

$$
\eta_i = \frac{1}{\prod_{j=1, j \neq i}^{M}[(\sigma_{jj}^{kk} - \sigma_i^{kk}) - (\lambda_j - \lambda_i)x]^\gamma},
$$

(57)

and $\sigma_i^{kk}$ is defined in (23). We can now use residue theory to evaluate the integral with respect to $\omega_2$. Specifically, we use the following integral solutions [15]

$$
\int_{-\infty}^{\infty} (\beta + ix)^{-\nu} e^{-ipx} dx = \frac{2\pi(-p)^{\nu-1}e^{\beta p}}{\Gamma(\nu)} \tilde{u}(-p),
$$

(58)

and

$$
\int_{-\infty}^{\infty} (\beta - ix)^{-\nu} e^{-ipx} dx = \frac{2\pi p^{\nu-1}e^{-\beta p}}{\Gamma(\nu)} \tilde{u}(p),
$$

(59)

which is valid for Re($\nu$) > 0 and Re($\beta$) > 0. Thus, by employing the above relations, solution of the integral with respect to $\omega_2$ is found to be

$$
\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-j\omega_2}}{-\alpha I + (\Sigma_{kk} - xA)(j\omega_1 + \beta) - j\omega_2 I} d\omega_2 = \frac{1}{(j\omega_1 + \beta)^M} \sum_{i=1}^{M} \eta_i e^{-(\sigma_i^{kk} - \lambda_i x)(j\omega_1 + \beta)},
$$

(60)

Eventually, the CDF of $s_{kk}$ can be set up as follows

$$
F_{s_{kk}}(x) = \frac{\Gamma(M)}{2\pi} \sum_{i=1}^{M} \eta_i \int_{-\infty}^{\infty} \frac{1}{(j\omega_1 + \beta)^M} e^{-((\sigma_i^{kk} - \lambda_i x)(j\omega_1 + \beta))} d\omega_1
$$

(61)

Finally, after again using the residue theory and (57), the CDF of $s_{kk}$ given in (22) is found.
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