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Abstract. The paper presents parameter estimation algorithm and application in industry design, it proposes low order autoregressive algorithm, and it presents the parameter estimation model. Experiments show that the proposed algorithm can make parameter estimation effective. The parameter estimation algorithm can be used in more industry design cases.

1. Introduction

One of the most important objectives of statistical inference is to estimate unknown model parameters based on an observed data. There are many applications of industry design involves parameter estimation algorithm [1-6]. Syed Shahnawazuddin [7] has explored the Spectral Moment time-frequency distribution Augmented by features in severe pitch mismatch task. The estimation only can realize the frequency estimation of the stationary process, and the adaptive kernel function is used to improve the algorithm in time-frequency domain, it can realize time-frequency distribution under stable distribution noise environment, and has a certain practical significance.

Parameter estimation is a kind of statistical inference. The process of estimating unknown parameters in the population distribution based on random samples extracted from the population. From the form of estimation, it can be divided into point estimation and interval estimation: from the method of constructing estimators, there are moment estimation, least square estimation, likelihood estimation, Bayesian estimation and so on. There are two problems to be solved: (1) finding the estimators of unknown parameters; (2) pointing out the accuracy of the estimators under certain reliability. Reliability is generally expressed by probability, such as 95% credibility; accuracy is measured by the proximity or error between the estimator and the estimated parameters (or parameters to be estimated).

2. The Parameter Estimation Algorithm of Model

Parameter distribution can use Gaussian distribution, the process variable, and its characteristic function is:

$$\theta(t) = \exp\{n - n[1 + \text{sign}(t)\alpha(t, \alpha)]\}$$

(1)

Where, $$\alpha(t, \alpha) = \begin{cases} \tan(\alpha) & \text{if } \alpha \neq 1 \\ \log|t| & \text{if } \alpha = 1 \end{cases}$$, $\text{sign}(t) = \begin{cases} 1 & t > 0 \\ 0 & t = 0 , \text{ when } 0 < \alpha < 2 . \\ -1 & t < 0 \end{cases}$
When the system model structure is known, then the process of calculating the parameters of the system model will use the input and output data of the system. At the end of the 18th century, the German mathematician C.F. Gauss first proposed the method of parameter estimation. He used the least square method to calculate the orbit of celestial bodies. In the 1960s, with the popularity of computers, parameter estimation has developed rapidly. There are many methods for parameter estimation, such as moment estimation, maximum likelihood method, uniform minimum variance unbiased estimation, minimum risk estimation, covariant estimation, least squares method, Bayesian estimation, maximum posteriori method, minimum risk method and minimum maximum entropy method. The most basic methods are least square method and maximum likelihood method.

The covariance of distribution does not exist because its variance is not limited. It is similar to covariance of Gaussian random process. In probability theory and statistics, Gaussian process is a stochastic process, it makes every finite collection of those random variables has a multivariate normal distribution. Optimisation software will be used to fit the Gaussian process. The distribution random variable \( X \) and distribution random variable \( Y \) can be defined as [8]:

\[
[X,Y]_\alpha = \int x y \mu(d) , \quad 1 < \alpha \leq 2
\]  

The least squares method and the maximum likelihood method have recursive forms. In addition, the recursive generalized least squares method, the recursive auxiliary variable method and the recursive extended least squares method are all improved forms of the recursive least squares method.

It can be used to estimate the system with noise interference. In addition, stochastic approximation algorithm, Kalman filter method and Landau recursive estimation are recursive parameter estimation methods from different starting points (see recursive estimation algorithm). The consistency of most recursive parameter estimation algorithms can be proved by martingale convergence, stability of ordinary differential equation, positive and real respectively.

The parameter estimation variable \( x[n] \) is defined,

\[
x[n] = -\sum_{i=1}^{M} \sum_{l=-L}^{L} a_{i,l} e x[n-i] = -\sum_{i=1}^{M} \sum_{l=-L}^{L} a_{i,l} (x)[n]
\]  

(3)

It also defines parameter estimation variable as

\[
X[n] = -\sum_{i=1}^{M} \sum_{l=-L}^{L} a_{i,l} e = -\sum_{i=1}^{M} \sum_{l=-L}^{L} a_{i,l} (x)[n]
\]  

(4)

Where it is stationary distribution process, it define the effective of parameter estimation process as

\[
\gamma[n] = \sum_{i=0}^{m} x_i e^{n/}
\]  

(5)

It can get the coefficient \( \gamma[n] \) of the parameter estimation. It uses minimum mean square error estimation algorithm for the solution.

The parameter estimation variable \( X[n] \) is:

\[
T_\alpha(e^f) = \frac{m}{1 - \sum_{i=1}^{M} a_i e^{-f}}
\]  

(6)
3. Experiment Results
It will formulate algorithm for comparing the performance of the model method. The model parameters estimation are analysed, the specific simulations are as follows.

![Figure 1. The parameter estimation in time domain](image)

4. Conclusions
The performance of the time-frequency model parameter estimation algorithm and spectrum estimation algorithm degenerate under stable distribution environment. Experiment shows that the proposed parameter estimation algorithm is effective; the proposed algorithm has wider applicability. In future, we will apply the parameter estimation algorithm in industry design cases.
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