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Abstract

We study the tensor prediction problem, where the goal is to accurately predict the entries of a low rank, third-order tensor (with noise) given as few observations as possible. We give algorithms based on the sixth level of the sum-of-squares hierarchy that work with $m = \tilde{O}(n^{3/2})$ observations, and we complement our result by showing that any attempt to solve tensor prediction with $m = O(n^{3/2-\epsilon})$ observations through the sum-of-squares hierarchy needs $\Omega(n^\epsilon)$ rounds and consequently would run in moderately exponential time. In contrast, information theoretically $m = \tilde{O}(n)$ observations suffice.

This work is part of a broader agenda of studying computational vs. statistical tradeoffs through the sum-of-squares hierarchy. In particular, for linear inverse problems (such as tensor prediction) the natural sum-of-squares relaxation gives rise to a sequence of norms. Our approach is to characterize their Rademacher complexity. Moreover, both our upper and lower bounds are based on connections between this, the task of strongly refuting random 3-XOR formulas, and the resolution proof system.
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1 Introduction

One of the major recent advances in machine learning has been the development of a broad range of algorithms for solving linear inverse problems based on convex optimization. These are algorithms that recover an unknown object \( M \in \mathbb{R}^N \) from \( m \) linear measurements (where \( m \ll N \)) based on the assumption that \( M \) possesses some special structure. Perhaps the most famous examples are compressed sensing and matrix completion. In the former, it was shown that an \( n \)-dimensional, \( k \)-sparse vector can be recovered from \( O(k \log n/k) \) random linear measurements \([26, 25, 34]\). In the latter, it was shown that an \( n \times n \) matrix that is incoherent and has rank \( r \) can be recovered from observing \( O(nr \log^2 n) \) of its entries \([24, 27, 67]\).

The general form of a linear inverse problem can be thought of as attempting to solve the following optimization problem:

\[
(P_0) \quad \min_{X} \text{obj}_0(X) \quad \text{s.t.} \quad L_i(X) = L_i(M) \quad \text{for} \quad i = 1, 2, \ldots, m
\]

where each \( L_i(\cdot) \) is a known linear function, corresponding to an observation of \( M \). In compressed sensing, we choose \( \text{obj}_0(X) = \|X\|_0 \) (i.e., the number of nonzero entries of \( X \)) and our goal is to find the sparsest solution to a given linear system. In matrix completion, we choose \( \text{obj}_0(X) = \text{rank}(X) \) and our goal is to find the lowest rank matrix that agrees with the entries we have observed. The challenge is that for these and many other linear inverse problems, the natural formulation is computationally hard in the worst-case. However, it turns out that in many cases one can obtain a relaxation

\[
(P_1) \quad \min_{X} \text{obj}_1(X) \quad \text{s.t.} \quad L_i(X) = L_i(M) \quad \text{for} \quad i = 1, 2, \ldots, m
\]

which can be solved efficiently, and for many settings of interest succeeds in recovering \( M \) exactly. The results for compressed sensing are achieved by setting \( \text{obj}_1(X) = \|X\|_1 \). And the results for matrix completion are achieved by setting \( \text{obj}_1(X) = \|X\|_* \), where \( \| \cdot \|_* \) is the nuclear norm which is given by the sum of the singular values. The resulting algorithms for both of these problems are computationally efficient, and succeed in recovering \( M \) from a number of measurements that is close to the information theoretic minimum. In contrast, there are some problems where the number of measurements for the best known efficient recovery is significantly more than the information theoretic minimum. In this paper, we study perhaps the most natural such problem — the tensor prediction problem, which we define in the next subsection.

We remark that there have been many further successes in using simple convex programs to solve linear inverse problems, such as for phase retrieval \([20]\), sparse principal component analysis \([22]\), super-resolution \([21]\) and compressed sensing off-the-grid \([73]\). In fact, all of these algorithms can be thought of as using the following general recipe \([30]\): First, define \( \mathcal{A} \) to be the convex hull of all \( X \) satisfying \( \text{obj}_0(X) = 1 \) as well as some normalization condition. Then, solve the optimization problem

\[
(A) \quad \min \|X\|_{\mathcal{A}} \quad \text{s.t.} \quad L_i(X) = L_i(M) \quad \text{for} \quad i = 1, 2, \ldots, m
\]

where \( \|X\|_{\mathcal{A}} \) is the minimum \( \alpha \) such that \( X/\alpha \in \mathcal{A} \) (the norm \( \| \cdot \|_{\mathcal{A}} \) is often called the atomic norm). All of the above algorithms for solving linear inverse problems can thought of as being derived from this common framework\(^2\) and operating in a setting where \( (a) \) the atomic norm is easy to compute and \( (b) \) it is possible to recover the underlying object \( M \) efficiently, using close to the information theoretic minimum number of measurements (or observations). In contrast, in our setting the atomic norm is hard to compute and it turns out that even powerful hierarchies of approximations to it will not be able to approach the information theoretic limits in polynomial time.

We will show that using the optimization problem \((A)\), it is possible to solve the tensor prediction problem for an \( n \times n \times n \) tensor that is incoherent and has rank \( r \) with \( m = O(nr) \) observations, but the resulting algorithm runs in exponential time. Our main algorithmic result is that the sixth level of the sum-of-squares hierarchy \([65, 59]\) can solve the tensor prediction problem with \( m = O(n^{3/2}r) \) observations. Our main negative result is that for \( r = O(1) \) and for any \( c > 0 \), if \( m = O(n^{3/2-c}) \) then the \( n^{2c} \) level fails to give any non-trivial prediction. Hence any attempt to solve tensor prediction with fewer observations through the

\(^1\)For every \( p \geq 1 \), we use \( \|X\|_p \) to denote the \( L_p \)-norm of \( X \), defined as \( (\sum_i |X_i|^p)^{1/p} \).

\(^2\)This is because the \( L_1 \) norm is the atomic norm corresponding to the convex hull of unit \( L_2 \) norm, 1-sparse vectors, while the nuclear norm is the atomic norm corresponding to the convex hull of all unit Frobenius norm, rank one matrices.
sum-of-squares hierarchy would run in moderately exponential time. Both our upper and lower bounds are obtained by connecting the tensor prediction problem to the task of refuting random constraint satisfaction problems, and the resolution proof system. This connection is made via bounding the Rademacher complexity of the sequence of norms that arise from the sum-of-squares hierarchy. We now introduce the tensor prediction problem in more detail.

1.1 Tensor Prediction

Here we introduce the tensor prediction problem, where there is an unknown third-order tensor that is close to low-rank and we would like to accurately predict its entries. Our goal is to do so while making use of as few observations as possible. In particular, let

\[ M = \sum_{\ell=1}^{r} a_\ell \otimes a_\ell \otimes a_\ell + H \]  

be a third order tensor\(^3\) that has a low-rank component of rank \(r\) and where \(H \in \mathbb{R}^{n^3}\) is tensor whose entries represent noise in our observations. In particular, its \((i,j,k)\)th entry will be denoted by \(h_{i,j,k}\). All of our results will generalize to asymmetric tensors, and to higher-order tensors. See Appendix A and Appendix B.

In our model, we will assume that each vector \(a_\ell\) is a unit vector in \(\mathbb{R}^n\) and that each vector \(a_\ell\) has all of its entries bounded by \(\frac{C}{\sqrt{n}}\) for some parameter \(C\).\(^4\) This should be thought of as being in the spirit of the usual incoherence assumptions [24]. Let \(\Omega \subset [n] \times [n] \times [n]\) represent the locations of the entries that we observe and \(\eta = \frac{1}{n^3} \sum_{(i,j,k) \in \Omega} |h_{i,j,k}|\) be the average noise in a typical observation. In our model, we will assume that our observations are chosen uniformly at random and without repetition, and throughout this paper we set \(|\Omega| = m\). We let \(T = \sum_{\ell=1}^{r} a_\ell \otimes a_\ell \otimes a_\ell\) be the low rank component of \(M\). The goal in the tensor prediction problem is to approximately recover \(T\) from as few observations as possible.

Further Motivation. Tensor completion is a natural generalization of matrix completion, as well as a canonical example of a hard linear inverse problem, and thus understanding its complexity is interesting as a mathematical problem. But it is also a basic learning problem in its own right. There are many types of data (e.g., clinical tests) where each observation is described by three or more attributes, it which case it makes sense to organize these observations into a tensor and to try to predict the missing entries. Moreover the natural assumption is that these tensors are close to low rank, and this is what makes it possible to predict the missing entries accurately, from few observations (just as in the matrix case). See Section 1.4 for further discussion and its relation to tensor decomposition.

A few remarks are in order. First, note that the usual tensor completion problem is simultaneously weaker in that it assumes \(\eta = 0\) and stronger in that it asks to exactly recover the original low rank component. The prediction task is arguably better suited to many realistic applications, where the tensors are only approximately low rank. We also remark that unlike some prior works on tensor completion [56], we do not require the vectors \(a_\ell\)’s to be orthogonal to one another, or even to have small pairwise inner-products. The factors can have arbitrary overlap, and this is a crucial aspect of the generality of our results.

Now that we have described the model, let us formally describe our prediction goal. We will work within the framework of statistical learning theory, where our goal is to output a hypothesis \(X\) that has low error:

\[ \text{err}(X) = \frac{1}{n^3} \sum_{i,j,k} \left| X_{i,j,k} - M_{i,j,k} \right| \]

We remark that if \(r = O(1)\) then the maximum entry in \(M\) is \(O(1/n^{3/2})\) and so the estimate \(X = 0\) already achieves error \(O(1/n^{3/2})\). And our goal will be to understand when we can achieve asymptotically smaller error. This type of guarantee has a number of appealing properties, such as allowing us to obtain a \((1 \pm o(1))\) multiplicative factor approximation for almost all entries of a typical tensor (see Corollary 1.2).

---

\(^3\)Recall that for two vectors \(a \in \mathbb{R}^n, b \in \mathbb{R}^m\), \(a \otimes b\) denotes their tensor product which is a vector in \(\mathbb{R}^{nm}\) such that \((a \times b)_{i,j} = a_i b_j\) for all \(i, j\).

\(^4\)We think of \(C\) as a large constant. However this parameter can be chosen to be polylogarithmic at the expense of increasing the sample complexity in our bounds by comparable polylogarithmic factors.
Our algorithms will be based on solving the following optimization problem:

$$(K) \quad \min_{X} \|X\|_K \text{ s.t. } \frac{1}{m} \sum_{(i,j,k) \in \Omega} |X_{i,j,k} - M_{i,j,k}| \leq 2\eta$$

where $\| \cdot \|_K$ is some norm. We will often use $K_k$ to emphasize that we are interested in a sequence of norms and that $K_k$ comes from the $k$th level of the sum-of-squares relaxation to the atomic norm. In the above optimization problem, our goal is to find a low-complexity hypothesis $X$ that has error at most $2\eta$ on the training set (empirical error), where $\| \cdot \|_K$ is used to measure the complexity.

The key question we should ask, when analyzing a norm is: “How well does it generalize?” Thus we are interested in the following quantity:

$$E \left[ \sup_{\|X\|_K \leq 1} \left| \text{err}(X) - \frac{1}{m} \sum_{(i,j,k) \in \Omega} |X_{i,j,k} - M_{i,j,k}| \right| \right]$$

which governs, over all hypotheses, what is the largest gap between its true error and its empirical error. It is standard to work with the Rademacher complexity — $R_m(K)$ — to bound this quantity. Roughly, the Rademacher complexity of $K$ is a measure of its complexity based on how well it correlates with a random labeling of the data points in our sample, which for us reside in the domain $[n] \times [n] \times [n]$. That is, $R_m(K)$ is the expectation of $\sup_{X \in K} \frac{1}{m} \sum_{\omega \in \Omega} \sigma_\omega X_\omega$ where each $\sigma_\omega$ is a $\pm 1$ random variable (see Definition 4.1). Bounds on it in turn can be used to get bounds on the generalization error that hold with high probability (see Theorem 4.2). Srebro and Shraibman [72] used this framework for matrix completion, but in our case bounding the Rademacher complexity will turn out to be much more involved.

1.2 Our Results

1.2.1 Upper bounds

We obtain a number of algorithmic results for a variety of interrelated problems. These results all utilize a common analysis. Once we bound the Rademacher complexity of a particular norm that arises from the sixth level of the sum-of-squares hierarchy, we can immediately obtain results for achieving low error rates for tensor prediction (Theorem 1.1), algorithms for strongly refuting random 3-XOR (Theorem 1.4), and achieving $2\eta + o(n^{-3/2})$ error with $m = \omega(n^{3/2} \log^4 n)$ observations. This algorithm comes from solving (K) with an appropriately chosen norm. We prove:

**Theorem 1.1** (Main theorem). Suppose that $\text{max}_{i,j,k} |\eta_{i,j,k}| \leq \sqrt{\frac{m}{\log 2/\delta}} \eta$. There is a polynomial time algorithm that, when given $m$ observations distributed uniformly at random (and without repetition) from the entries of the tensor $M$ in $(*)$, outputs a hypothesis $X$ that with probability $1 - \delta$ satisfies

$$\text{err}(X) \leq C^3 r \sqrt{\frac{\log^4 n}{mn^{3/2}}} + 2C^3 r \sqrt{\frac{\log 2/\delta}{mn^3}} + 2\eta$$

The crucial fact is that the error is $o(r^{1/2}/n^{3/2})$, when $m = \omega(n^{3/2} r \log^4 n)$, and so this type of error is asymptotically smaller than the magnitude of a typical entry. In fact, we can explicitly apply our algorithm to a random tensor, and obtain the following interesting corollary. Let $T = \sum_{i=1}^r \sigma_i a_i \otimes a_i \otimes a_i$, where $\sigma_i$ are $\pm 1$ random variables. We will further assume just for the following corollary that each factor $a_i$ has each of its entries at least $\frac{1}{D\sqrt{n}}$ for some parameter $D$ that is not necessarily a constant. Finally suppose that $\text{max}_{i,j,k} |\eta_{i,j,k}|$ is asymptotically smaller than the magnitude of a typical entry in $T$. Then:

$$\text{err}(X) \leq C^3 r \sqrt{\frac{\log^4 n}{mn^{3/2}}} + 2C^3 r \sqrt{\frac{\log 2/\delta}{mn^3}} + 2\eta$$

This is standard to work with the Rademacher complexity — $R_m(K)$ — to bound this quantity. Roughly, the Rademacher complexity of $K$ is a measure of its complexity based on how well it correlates with a random labeling of the data points in our sample, which for us reside in the domain $[n] \times [n] \times [n]$. That is, $R_m(K)$ is the expectation of $\sup_{X \in K} \frac{1}{m} \sum_{\omega \in \Omega} \sigma_\omega X_\omega$ where each $\sigma_\omega$ is a $\pm 1$ random variable (see Definition 4.1). Bounds on it in turn can be used to get bounds on the generalization error that hold with high probability (see Theorem 4.2). Srebro and Shraibman [72] used this framework for matrix completion, but in our case bounding the Rademacher complexity will turn out to be much more involved.

1.2 Our Results

1.2.1 Upper bounds

We obtain a number of algorithmic results for a variety of interrelated problems. These results all utilize a common analysis. Once we bound the Rademacher complexity of a particular norm that arises from the sixth level of the sum-of-squares hierarchy, we can immediately obtain results for achieving low error rates for tensor prediction (Theorem 1.1), algorithms for strongly refuting random 3-XOR (Theorem 1.4), and achieving $2\eta + o(n^{-3/2})$ error with $m = \omega(n^{3/2} \log^4 n)$ observations. This algorithm comes from solving (K) with an appropriately chosen norm. We prove:

**Theorem 1.1** (Main theorem). Suppose that $\text{max}_{i,j,k} |\eta_{i,j,k}| \leq \sqrt{\frac{m}{\log 2/\delta}} \eta$. There is a polynomial time algorithm that, when given $m$ observations distributed uniformly at random (and without repetition) from the entries of the tensor $M$ in $(*)$, outputs a hypothesis $X$ that with probability $1 - \delta$ satisfies

$$\text{err}(X) \leq C^3 r \sqrt{\frac{\log^4 n}{mn^{3/2}}} + 2C^3 r \sqrt{\frac{\log 2/\delta}{mn^3}} + 2\eta$$

The crucial fact is that the error is $o(r^{1/2}/n^{3/2})$, when $m = \omega(n^{3/2} r \log^4 n)$, and so this type of error is asymptotically smaller than the magnitude of a typical entry. In fact, we can explicitly apply our algorithm to a random tensor, and obtain the following interesting corollary. Let $T = \sum_{i=1}^r \sigma_i a_i \otimes a_i \otimes a_i$, where $\sigma_i$ are $\pm 1$ random variables. We will further assume just for the following corollary that each factor $a_i$ has each of its entries at least $\frac{1}{D\sqrt{n}}$ for some parameter $D$ that is not necessarily a constant. Finally suppose that $\text{max}_{i,j,k} |\eta_{i,j,k}|$ is asymptotically smaller than the magnitude of a typical entry in $T$. Then:

$$\text{err}(X) \leq C^3 r \sqrt{\frac{\log^4 n}{mn^{3/2}}} + 2C^3 r \sqrt{\frac{\log 2/\delta}{mn^3}} + 2\eta$$
**Corollary 1.2.** There is a polynomial time algorithm that, when given \( m = \tilde{\Omega}(n^{3/2}D^6C^6r) \) observations from \( M \) outputs a hypothesis \( X \) that with probability \( 1 - o_r(1) \) satisfies
\[
x_{i,j,k} = (1 \pm o(1))T_{i,j,k}
\]
for a \( 1 - o_r(1) \) fraction of the entries \((i,j,k)\).

Here we use the notation \( o_r(1) \) to denote a term that goes to zero when \( r \) is super-constant. We emphasize that the factors \( a_i \) are not themselves random, and can have arbitrary inner product. We only require that their signs \( \sigma_i \) are random. Our algorithm allows us to predict almost all of the entries of a weakly random tensor, within a multiplicative \( 1 \pm o(1) \) factor, and works even in the presence of some modest amount of noise. Moreover we only need to observe an \( o(1) \) fraction of the entries even for high rank tensors where \( r = n^{3/2 - \epsilon} \). This is well beyond linear! In fact, these results do not actually require a lower bound on each of the entries in \( a_i \), but rather that the entries of \( T \) are anti-concentrated. In the setting above, we use the results of [35] to establish this; and our results also hold for a random tensor via [28].

**Rademacher Complexity and Random 3-XOR.** As we discussed, our results are obtained by bounding the Rademacher complexity of a particular norm — \( K_6 \) — that arises from the sixth level sum-of-squares hierarchy. The full set of inequalities that define this norm is somewhat involved (Definition 3.4), in contrast to the nuclear norm that has proven to be so effective in the context of matrix completion. Nevertheless, one can compute this norm efficiently by solving an \( O(n^6) \)-sized semidefinite program. Our main technical theorem is the following:

**Theorem 1.3.** \( R^m(K_6) \leq O(\sqrt{\frac{\log^3 n}{mn^{3/2}}}) \)

It turns out that such a bound is also intimately related to the task of strong refutation for random 3-XOR. We define this task precisely in Section 2, but informally the goal is to give a polynomial time algorithm to certify that a random 3-XOR formula has no satisfying assignment that gets a non-trivial advantage over random guessing. Hence we obtain the following corollary:

**Theorem 1.4 (informal).** There is a polynomial time algorithm to strongly refute random 3-XOR, with \( m = \omega(n^{3/2}\log^4 n) \) clauses.

This result complements the well-known lower bound of Grigoriev [47] that \( n^{2.8} \) level sum-of-squares relaxation cannot (even weakly) refute a random 3-XOR with \( m = n^{3/2 - \delta} \) clauses. Our results show that with just a few more clauses, even the sixth level sum-of-squares relaxation is no longer fooled and in fact can strongly refute random 3-XOR. See Corollary 6.5. We discuss previous work on refuting random CSPs in Section 2.

### 1.2.2 Lower Bounds

While our tensor prediction algorithm of Theorem 1.1 runs in polynomial time, it is possible to do much better and approach the information theoretic limit, but with an algorithm that runs in exponential time. Let \( \| \cdot \|_A \) denote the atomic norm (Definition 3.2). Its Rademacher complexity satisfies the following bound:

**Lemma 1.5.** \( R^m(A) = O(\frac{1}{\sqrt{mn^2}}) \)

We prove this result in Section 4. Note that this quantity is \( o(1/n^{3/2}) \) when \( m = \omega(n) \), and hence if we plug it into \( \| \cdot \|_A \) into (K) then we could get an analogue of Theorem 1.1 whose generalization error is much smaller. In particular, we could improve Corollary 1.2 to use \( m = \tilde{O}(nr) \) samples instead. The difficulty is that there is no known polynomial time algorithm to compute it (even approximately), and moreover it is closely related to the injective norm of a tensor which is known to be \( NP \)-hard to approximate [48, 50]. Nevertheless there was optimism that there would be a sequence of semidefinite programs to approximate the atomic norm whose performance would approach the information theoretic limit for tensor prediction/completion [30]. No quantitative bounds were known for how many levels we need to get a good enough approximation, and in fact here we show a lower bound that matches our upper bound. Again, connecting our problem to the task of strongly refuting random 3-XOR formulas, appealing to known results [47, 69] we show:
Theorem 1.6. For any $\epsilon > 0$ and any $c < 2$ and $k = \Omega(n^c)$, the $k$-round sum-of-squares relaxation — $K_k$ — for the atomic norm has $R^m(K_k) \geq \frac{1 - o(1)}{m^{3/2}}$ for $m = n^{3/2 - \epsilon}$.

We prove this result in Section 7.

In particular even if our observations are chosen randomly to be either $+1/\sqrt{n}$ or $-1/\sqrt{n}$ and do not come from a low-order tensor at all, there is still a hypothesis $X$ with $\|X\|_{K_k} \leq 1$ that agrees exactly with $1 - o(1)$ of our observations. The sum-of-squares hierarchy has been proposed as a natural, universal algorithm that for a broad range of problems encapsulates the limits of what we know how to accomplish in polynomial time [14]. To this end, it is natural to believe that our upper and lower bounds characterize a sharp phase transition in the tradeoff between sample complexity and computational complexity. Moreover this sort of tradeoff is not present in any of the previous work on solving linear inverse problems.

1.3 Tradeoffs via Hierarchies?

There has been considerable recent interest in understanding tradeoffs between sample complexity and computational complexity [17, 29]. This is an exciting area, but the question is: How do we know whether some problem possesses an inherent tradeoff or we just have not found the right algorithm that runs efficiently and solves the problem with the information-theoretic minimum number of samples? We could hope to prove computational lower bounds under widely believed assumptions such as $P \neq NP$. However there are fundamental obstructions to using such assumptions to prove lower bounds for average case problems such as those that arise in learning [6, 19]. We could also hope to derive many lower bounds from a single assumption. But despite some early successes [17], as a rule reductions tend not to preserve the “naturalness” of the input distribution.

In this sense, we can think of the present work as the natural next step: Can we take a powerful family of algorithms, and prove sample complexity vs. computational complexity tradeoffs? Indeed, a wide range of algorithm design can be thought of as happening within the sum-of-squares hierarchy, so methodologically it is a powerful way to explore the intersection between machine learning, statistics and algorithm design. Moreover, any new algorithm that accomplishes something in this domain that is provably well beyond the reach of the sum-of-squares hierarchy would be a breakthrough in its own right. Here we have shown that the sixth level of the sum-of-squares hierarchy achieves essentially the best sample complexity, and that there is a sharp phase transition when given fewer than $n^{3/2}$ observations. We believe that there will be many further examples where imposing (rough) computational constraints will create new phase transitions in the amount of data we need.

1.4 Further Related Work

We discuss related work on refuting random CSPs in Section 2, but here we discuss tensor decompositions. Tensor decompositions have numerous applications in learning, specifically learning the parameters of various latent variable models. See Chapter 3 in [62], which includes an exposition of the applications to phylogenetic reconstruction [63], HMMs [63], mixture models [54], topic modeling [3] and community detection [4]. The setting for these problems is that one is given access to the entire tensor (perhaps up sampling noise from estimating the moments of a distribution from random samples) and the goal is to find its low rank decomposition. In contrast, in our setting of tensor prediction one observes a tiny fraction of the tensor, and our goal is to (approximately) fill in the missing entries. Thus, algorithms for these two tasks of tensor prediction and decomposition are highly complimentary ways to work with tensor data, first to fill it in from few observations, then to use it to estimate the parameters of a model.

We remark that in most if not all of the applications of tensor decompositions, it is crucial that the factors are not constrained to be orthogonal and this generality is what enables tensor decompositions to have so many further applications in learning, in comparison to matrix decompositions. Finally, most algorithms for tensor decomposition work up to $r = n$ for third order tensors, but here we are able to work with tensors whose rank is $r = n^{3/2 - \epsilon}$. (There is recent work on third order tensor decomposition, for $r = n^{3/2 - \epsilon}$ however these works require the tensor to be random [44, 52].)
2 Connections Between Tensor Prediction and 3-XOR

Before we begin our analysis, let us elaborate on the connections between tensor prediction and the task of strongly refuting random 3-XOR formulas. We do so because it is useful to keep both views of this problem in mind, and each offers different sorts of insights. Our key observation is the following connection:

Observation 1. Any norm $K_k$ that satisfies $R^n(K_k) = o(1/n^{3/2})$ can be used to strongly refute a random 3-XOR formula.

Let us make this more precise: Throughout this paper, it will be more convenient to think of a 3-XOR formula as a collection of constraints of the form $v_i v_j v_k = Z_{i,j,k}$ where $v_i, v_j, v_k, Z_{i,j,k} \in \{\pm 1\}$. This is a standard transformation where $-1$ is associated with the value true and $1$ is associated with the value false.

Now we can transform a 3-XOR formula with $m$ clauses into a collection of $m$ observations according to the following rules:

(a) A clause $v_i \cdot v_j \cdot v_k = Z_{i,j,k}$ is mapped to an observation at location $(i,j,k)$ whose value is $Z_{i,j,k}$.

(b) We solve the following optimization problem

\[
\max \eta \text{ s.t. } \|X\|_{K_k} \leq 1 \text{ and } \frac{1}{m} \sum_{(i,j,k) \in \Omega} X_{i,j,k} Z_{i,j,k} \geq \frac{2\eta}{n^{3/2}}
\]

which (informally) asks to find $X$ with $\|X\|_{K_k} \leq 1$ that has maximal agreement with the observations.

(c) Let $opt$ be the optimum value, and output $val = 1/2 + opt$.

The key is that the fact that $A \subseteq K_k$ together with any bound $R^n(K_k) = o(1/n^{3/2})$ readily implies that the quantity $val$ satisfies:

(a) $val$ is an upper bound on the fraction of clauses that can be satisfied

(b) $val$ is $1/2 + o(1)$ with high probability

We refer to this as strong refutation. See Corollary 6.5 for further details.

In this language, our approach is to find an algorithm for strongly refuting a random 3-XOR formula with $m \geq cn^{3/2} \log^4 n$ clauses. We then embed it into the sixth level of the sum-of-squares hierarchy. Our results are inspired by the algorithm of Coja-Oghlan, Goerdt and Lanka [31] which provides an upper bound on the fraction of clauses that can be satisfied in a random 3-SAT formula, where $val$ is $7/8 + o(1)$ with high probability provided that $m \geq cn^{3/2} \log^4(1/n)$. We remark that their result improves on a long line of work on refuting a random 3-SAT formula [46, 40, 39, 41] with roughly the same number of clauses, and one of the consequences of our work is that algorithms that go further and provide strong bounds on the fraction of clauses that can be satisfied can actually have algorithmic implications in machine learning.

Our lower bounds also follow from this connection. We make use of the results in [47, 69] which brought powerful tools [16] from proof complexity to bear, to show that the Lasserre hierarchy needs $\Omega(n^{2c})$ rounds to refute a random 3-XOR formula where $m \leq n^{3/2 - \epsilon}$. We then give straightforward reductions between the hierarchy that these results were originally proved for, and the natural hierarchy in our setting. We remark that both the upper and lower bounds extend to all order $d$ tensors (see Section 6, Section 7). In the case of even $d$, the upper bounds were known and follow from unfolding the tensor into an $n^{d/2} \times n^{d/2}$ matrix. This seems to have been observed by several authors. Here our contribution is in completing the picture for odd $d$.

3 Norms and Pseudo-expectation

Here we will introduce the various norms that we work with throughout this paper. We will be interested in bounding their Rademacher complexity. In many cases, these norms will arise from the sum-of-squares hierarchy which will allow us to take a parallel view where we think of an element $X$ with $\|X\|_{K} \leq 1$ as defining a pseudo-expectation operator (see below).
Definition 3.1. A vector $a$ is $C$-balanced if $a$ is a unit vector in $\mathbb{R}^n$ and $\|a\|_\infty \leq \frac{C}{\sqrt{n}}$.

We will be interested in the following family of convex optimization problems:

$$(K) \quad \min \|X\|_K \text{ s.t. } \frac{1}{m} \sum_{(i,j,k) \in \Omega} |X_{i,j,k} - T_{i,j,k}| \leq 3\eta$$

where $\Omega$ is the set of observed entries and $\|\cdot\|_K$ is a norm. This type of convex optimization problem plays a crucial role in designing algorithms for a wide range of linear inverse problems [68, 24, 27, 22, 20, 30], and the general recipe is to define an atomic norm (see [30]) which in our case is the following:

Definition 3.2 (atomic norm). Let $A \subseteq \mathbb{R}^3$ be defined as

$$A = \{X_{i,j,k} \mid X_{i,j,k} = \mathbb{E}_{a \sim \mu}[a_i a_j a_k]\}$$

where $\mu$ is a distribution on $C$-balanced vectors. The atomic norm of $X$ is the infimum over $\alpha$ such that $X/\alpha \in A$.

The difficulty is that there are no known algorithms to compute this norm (even approximately), and the resulting optimization problem $(K)$ for this choice of norm may very well be computationally hard. In fact, if we remove the restriction that $\mu$ be a distribution on $C$-balanced vectors and only require it to be a distribution on unit vectors then this norm is dual to the injective norm, and both it and its dual are known to be $NP$-hard to approximate for third order tensors [48, 61, 45, 50].

Instead, we will work with the norm — $K_\alpha$ — induced by the sixth level sum-of-squares relaxation to the atomic norm. Next we introduce the notion of a pseudo-expectation operator from [10, 11, 14]:

Definition 3.3 (Pseudo-expectation [10]). Let $k$ be even and let $P_k^n$ denote the linear subspace of all polynomials of degree at most $k$ on $n$ variables. A linear operator $\mathcal{L} : P_k^n \rightarrow \mathbb{R}$ is called a degree $k$ pseudo-expectation operator if it satisfies the following conditions:

“normalization”: $\mathcal{L}(1) = 1$.

“nonnegativity”: $\mathcal{L}(P^2) \geq 0$, for any degree at most $k/2$ polynomial $P$.

Moreover suppose that $p \in P_k^n$ with $\deg(p) = k'$. We say that $\mathcal{L}$ satisfies the constraint $\{p = 0\}$ if $\mathcal{L}(pq) = 0$ for every $q \in P_{k-k'}^n$. And we say that $\mathcal{L}$ satisfies the constraint $\{p \geq 0\}$ if $\mathcal{L}(pq^2) \geq 0$ for every $q \in P_{[k-k']/2}^n$.

The rationale behind this definition is that if $\mu$ is a distribution on vectors in $\mathbb{R}^n$ then the operator $\mathcal{L}(p) = \mathbb{E}_{Y \sim \mu}[p(Y')]$ is a degree $d$ pseudo-expectation operator for every $d$ — i.e. it meets the conditions of Definition 3.3. However the converse is in general not true. Nonetheless, we will often use the suggestive notation $\mathbb{E}[p]$ to denote the value $\mathcal{L}(p)$. We are now ready to define the norm that will be used in our upper bounds:

Definition 3.4 ($SOS_k$ norm). We let $K_k$ be the set of all $X \in \mathbb{R}^{n^3}$ such that there exists a degree $k$ pseudo-expectation operator on $P_k^n$ satisfying the constraints

(a) $\{\sum_{i=1}^n Y_i^2 = 1\}$

(b) $\{Y_i^2 \leq C^2/n\}$ for all $i \in \{1, 2, \ldots, n\}$ and

(c) $X_{i,j,k} = \mathbb{E}[Y_i Y_j Y_k]$ for all $i, j$ and $k$.

The $SOS_k$ norm of $X \in \mathbb{R}^{n^3}$ is the infimum over $\alpha$ such that $X/\alpha \in K_k$.

---

5Here we have made a shift in convention, where the constraints are on how close the entries of $X$ are to those in $T$. Recall that we do not have access to $T$ but rather to $M$ where $M_{i,j,k} = T_{i,j,k} + \eta_{i,j,k}$. However any solution to the optimization problem $(K)$ as defined in the introduction, will with probability $1 - \delta$ be a feasible solution to the optimization problem above (by the triangle inequality and a Chernoff bound), and moreover it will have the same norm. Our main interest is in showing that a feasible solution with low norm has nearly as good true error as its empirical error.
Throughout most of this paper, we will be interested in the case $k = 6$.

The constraints in Definition 3.3 can be expressed as an $O(n^6)$-sized semidefinite program. This implies that given any set of polynomial constraints of the form \{ $p = 0$, $p \geq 0$ \}, one can efficiently find a degree $k$ pseudo-distribution satisfying those constraints if one exists. This is often called the degree $k$ Som-of-Squares algorithm [71, 64, 59, 65]. Hence we can compute the SOS6 norm of any tensor $X$ within arbitrary accuracy in polynomial time. We emphasize that the SOS6 norm is a relaxation for the atomic norm and $A \subseteq K_6$. In particular, this implies that $\|X\|_A \leq \|X\|_{k_6}$ for every tensor $X$.

## 4 Rademacher Complexity

Our first goal is to bound the Rademacher complexity of the resolution norm. The following are standard arguments from empirical process theory, and we repeat them here for completeness. See [58, 15] for further details. Let

$$\Omega = \{(i_1, j_1, k_1), (i_2, j_2, k_2), \ldots, (i_m, j_m, k_m)\}$$

be a random set of $m$ samples (chosen uniformly at random and without repetition) which correspond to observed entries of the tensor $T$. Similarly let $\Omega'$ be an independent set of $m$ samples from the same distribution, again without repetition. Then we are interested in bounding the worst generalization error over the concept class, as given below:

$$\mathbb{E}_{\Omega} \left[ \sup_{\|X\|_K \leq 1} \left| \frac{1}{m} \sum_{\ell=1}^{m} |X_{i_\ell,j_\ell,k_\ell} - T_{i_\ell,j_\ell,k_\ell}| - \mathbb{E}_{\Omega'} \left[ |X_{i,j,k} - T_{i,j,k}| \right] \right| \right]$$

Then we can write

$$(*) \leq \mathbb{E}_{\Omega,\Omega'} \left[ \sup_{\|X\|_K \leq 1} \left| \frac{1}{m} \sum_{\ell=1}^{m} |X_{i_\ell,j_\ell,k_\ell} - T_{i_\ell,j_\ell,k_\ell}| - \mathbb{E}_{\Omega'} \left[ X_{i,j,k} - T_{i,j,k} \right] \right| \right]$$

where the last line follows by the concavity of $\sup(\cdot)$. Now we can introduce Rademacher (random $\pm 1$) variables $\{\sigma_\ell\}_\ell$ in which case we can rewrite the right hand side of the above expression as follows:

$$(*) \leq \mathbb{E}_{\Omega,\Omega',\sigma} \left[ \sup_{\|X\|_K \leq 1} \left| \frac{1}{m} \sum_{\ell=1}^{m} \sigma_\ell \left( |X_{i_\ell,j_\ell,k_\ell} - T_{i_\ell,j_\ell,k_\ell}| - |X_{i'_\ell,j'_\ell,k'_\ell} - T_{i'_\ell,j'_\ell,k'_\ell}| \right) \right| \right]$$

$$\leq \mathbb{E}_{\Omega,\Omega',\sigma} \left[ \sup_{\|X\|_K \leq 1} \left| \frac{1}{m} \sum_{\ell=1}^{m} \sigma_\ell |X_{i_\ell,j_\ell,k_\ell} - T_{i_\ell,j_\ell,k_\ell}| \right| + \frac{1}{m} \sum_{\ell=1}^{m} \sigma_\ell |X_{i'_\ell,j'_\ell,k'_\ell} - T_{i'_\ell,j'_\ell,k'_\ell}| \right| \right]$$

$$\leq 2 \mathbb{E}_{\Omega,\sigma} \left[ \frac{1}{m} \sum_{\ell=1}^{m} \sigma_\ell |T_{i_\ell,j_\ell,k_\ell}| \right] + 2 \mathbb{E}_{\Omega,\sigma} \left[ \sup_{\|X\|_K \leq 1} \frac{1}{m} \sum_{\ell=1}^{m} \sigma_\ell |X_{i_\ell,j_\ell,k_\ell}| \right]$$

where the second and fourth inequalities use the triangle inequality. The second term above is called the Rademacher complexity (of $K$). Our goal is to bound it.

**Definition 4.1.** The Rademacher complexity $R^m(\mathcal{H})$ of a class of hypotheses $\mathcal{H}$ is

$$\mathbb{E}_{\Omega,\sigma} \left[ \sup_{f \in \mathcal{H}} \frac{1}{m} \sum_{\ell=1}^{m} \sigma_\ell |f(i_\ell,j_\ell,k_\ell)| \right]$$
The following result is well-known, and allows us to bound the generalization error (with high probability) using the Rademacher complexity.

**Theorem 4.2.** Let \( \delta \in (0, 1) \) and suppose each \( f \in \mathcal{H} \) has bounded loss — i.e. \( |f(i,j,k) - T_{i,j,k}| \leq a \) and that samples are drawn i.i.d. Then with probability at least \( 1 - \delta \), for every function \( f \in \mathcal{H} \), we have

\[
\mathbb{E}[|f(i,j,k) - T_{i,j,k}|] \leq \frac{1}{m} \sum_{\ell=1}^{m} |f(i_{\ell},j_{\ell},k_{\ell}) - T_{i_{\ell},j_{\ell},k_{\ell}}| + 2 R^m(\mathcal{H}) + 2a \sqrt{\frac{\ln(1/\delta)}{m}}
\]

This follows by applying McDiarmid’s inequality to the above symmetrization argument. See for example [8].

We also remark that in our setting, samples are not drawn i.i.d. from a distribution because our observations are chosen without replacement. However for our setting of \( m \), each observed entry is expected to be seen a total of \( 1 + o(1) \) times and we can move back and forth between both sampling models at negligible loss in our bounds, and hence we can still make use of the above theorem.

Note that since the values of \( T_{i,j,k} \) and \( X_{i,j,k} \) are invariant under re-ordering their indices, it will actually be more convenient to think of \( \Omega \) as a collection of ordered triples of indices. We can do this by choosing an ordering of the indices, for each observation, uniformly at random. Then we will be interested in the following random tensor, whose values are determined by \( \Omega \) and \( \{\sigma_{\ell}\}_{\ell} \):

**Definition 4.3.** Let \( Z \) be an \( n \times n \times n \) random tensor such that

\[
Z_{i,j,k} = \begin{cases} 
0, & \text{if } (i,j,k) \notin \Omega \\
\sigma_{\ell} & \text{where } (i,j,k) = (i_{\ell},j_{\ell},k_{\ell})
\end{cases}
\]

Then according to our convention, \( Z_{i,j,k} \) is not a symmetric tensor because the triples in \( \Omega \) are ordered. This change will actually simplify our calculations, because in the next sections, when we sum over indices \( i,j,k \) we can consider these as sums over all ordered triples. In particular we have

\[
\sum_{\ell=1}^{m} \sigma_{\ell} X_{i_{\ell},j_{\ell},k_{\ell}} = \sum_{i,j,k} Z_{i,j,k} X_{i,j,k} = \langle Z, X \rangle
\]

where the sum is over all ordered triples, and we have introduced the notation \( \langle \cdot, \cdot \rangle \) to denote the natural inner-product between tensors.

We remark that it is straightforward to bound the Rademacher complexity of the atomic norm.

**Lemma 4.4.** \( R^m(\mathcal{A}) = O\left( \frac{c^3}{\sqrt{mn^2}} \right) \)

**Proof.** Using the definition of \( Z \) above, it is easy to see that

\[
\mathbb{E}_{\Omega, a} \left[ \sup_{\|X\|_A \leq 1} \left| \sum_{\ell=1}^{m} \sigma_{\ell} X_{i_{\ell},j_{\ell},k_{\ell}} \right| \right] = \sup_{C\text{-balanced } a} |\langle Z, a \otimes a \otimes a \rangle| \]

We can now adapt the discretization approach in [42], although our task is considerably simpler because we are constrained to \( C\)-balanced \( a \)'s. In particular, let

\[
T = \left\{ a \big| a \text{ is } C\text{-balanced and } a \in \left( \epsilon \mathbb{Z} \sqrt{m} \right)^n \right\}
\]

Then \( |T| \leq O(1/\epsilon)^n \). It will be more convenient to work with the asymmetric case. In particular, suppose that \( |\langle Z, a \otimes b \otimes c \rangle| \leq M \) for all \( a, b, c \in T \). Then for an arbitrary, but balanced \( a \) we can expand it as \( a = \sum_{i} \epsilon^i a^i \) where each \( a^i \in T \) and similarly for \( b \) and \( c \). And now

\[
|\langle Z, a \otimes b \otimes c \rangle| \leq \sum_{i} \sum_{j} \sum_{k} \epsilon^i \epsilon^j \epsilon^k |\langle Z, a^i \otimes b^j \otimes c^k \rangle| \leq (1 - \epsilon)^{-3} M
\]
Moreover since each entry in $a \otimes b \otimes c$ has magnitude at most $\frac{C^3}{m^{3/2}}$ and we can apply a Chernoff bound to obtain that for any particular $a, b, c \in T$ we have

$$|\langle Z, a \otimes b \otimes c \rangle| \leq O\left(\frac{C^3 \sqrt{m \log 1/\delta}}{n^{3/2}}\right)$$

with probability at least $1 - \delta$. Finally, if we set $\delta = (\Omega(\epsilon))^{-n}$ and we set $\epsilon = 1/2$ we get that

$$R_m^a(A) \leq (1 - \epsilon)^{-3} m \max_{a, b, c \in T} |\langle Z, a \otimes b \otimes c \rangle| = O\left(\frac{C^3 \sqrt{mn^2}}{n^{3/2}}\right)$$

and this completes the proof.

The important point is that the Rademacher complexity is $o\left(\frac{1}{n^{3/2}}\right)$ as soon as $m = \omega(n)$, which is nearly the best we could hope for. However the only known algorithm for solving $(K)$ with this norm runs in exponential time.

## 5 Resolution in $K_6$

Here we will reduce the question of bounding the Rademacher complexity of $K_6$ to a question about the spectral norm of a random matrix, albeit one whose entries are dependent. We can think of the arguments in this section as embedding a particular algorithm (based on resolution) for strongly refuting a random 3-XOR formula into the sum-of-squares hierarchy.

Let $X \in K_6$. Then there is a degree six pseudo-expectation meeting the conditions of Definition 3.4. Using Cauchy-Schwartz we have:

$$\left(\langle Z, X \rangle\right)^2 = \left(\sum_i \sum_{j,k} Z_{i,j,k} \mathbb{E}[Y_i Y_j Y_k]\right)^2 \leq n \left(\sum_i \left(\sum_{j,k} Z_{i,j,k} \mathbb{E}[Y_i Y_j Y_k]\right)^2\right)$$

To simplify our notation, we will define the following polynomial

$$Q_{i,Z}(Y) = \sum_{j,k} Z_{i,j,k} Y_j Y_k$$

which we will use repeatedly. If $d$ is even then any degree $d$ pseudo-expectation operator satisfies the constraint $(\mathbb{E}[p])^2 \leq \mathbb{E}[p^2]$ for every polynomial $p$ of degree at most $d/2$ (e.g., see Lemma A.4 in [9]). Hence the right hand side of (1) can be bounded as:

$$n \left(\sum_i \left(\mathbb{E}[Y_i Q_{i,Z}(Y)]\right)^2\right) \leq n \sum_i \mathbb{E}\left[\left(Y_i Q_{i,Z}(Y)\right)^2\right]$$

It turns out that bounding the right-hand side of (2) boils down to bounding the spectral norm of the following matrix.

**Definition 5.1.** Let $A$ be the $n^2 \times n^2$ matrix whose rows and columns are indexed over ordered pairs $(j, j')$ and $(k, k')$ respectively, defined as

$$A_{j,j',k,k'} = \sum_i Z_{i,j,k} Z_{i,j',k'}$$

We can now make the connection to resolution more explicit: If $Z_{i,j,k}, Z_{i,j',k'} \in \{\pm 1\}$ then we can think of them as 3-XOR constraints. We map these to the constraints $x_i \cdot x_j \cdot x_k = Z_{i,j,k}$ and $x_i \cdot x_j' \cdot x_{k'} = Z_{i,j',k'}$.

In this case, resolving them (i.e. multiplying them) we obtain a 4-XOR constraint

$$x_j \cdot x_k \cdot x_j' \cdot x_{k'} = x_j \cdot x_j' \cdot x_k \cdot x_{k'} = Z_{i,j,k} Z_{i,j',k'}$$

Thus $A$ captures the effect of resolving 3-XOR constraints. However we note that the entries in $A$ are not independent, so bounding its maximum singular value will require some care. We remark that the rows of
\[ A \text{ are indexed by } (j, j') \text{ and the columns are indexed by } (k, k'), \text{ and it is crucial that } j \text{ and } j' \text{ come from different 3-XOR clauses, as do } k \text{ and } k'. \]

It will be more convenient to decompose this matrix and reason about its two types of contributions separately. To that end, we let \( R \) be the \( n^2 \times n^2 \) matrix whose non-zero entries are of the form
\[
R_{j,j,k,k} = \sum_i Z_{i,j,k}Z_{i,j,k}
\]
and all of its other entries are set to zero. Then let \( B \) be the \( n^2 \times n^2 \) matrix whose entries are of the form
\[
B_{j,j',k,k'} = \begin{cases} 
0, & \text{if } j = j' \text{ and } k = k' \\
\sum_i Z_{i,j,k}Z_{i,j',k'} & \text{else}
\end{cases}
\]

And clearly we have \( A = B + R \). Finally:

**Lemma 5.2.**
\[
\sum_i \mathbb{E}\left[\left(Y_iQ_{1,Z}(Y)\right)^2\right] \leq \frac{C^2}{n}\|B\| + \frac{C^6m}{n^3}
\]

**Proof.** Recall that the pseudo-expectation operator satisfies \( \{Y_i^2 \leq C^2/n\} \) for all \( i \in \{1, 2, \ldots, n\} \), and hence we have
\[
\sum_i \mathbb{E}\left[\left(Y_iQ_{1,Z}(Y)\right)^2\right] \leq \frac{C^2}{n}\sum_i \mathbb{E}\left[\left(Q_{1,Z}(Y)\right)^2\right] = \frac{C^2}{n}\sum_{j,k,j',k'} \mathbb{E}\left[Z_{i,j,k}Z_{i,j',k'}Y_jY_{j'}Y_kY_{k'}\right]
\]

Now let \( Y \in \mathbb{R}^n \) be a vector of variables where the \( i \)th entry is \( Y_i \). Then we can re-write the right hand side as a matrix inner-product:
\[
\frac{C^2}{n}\sum_{j,k,j',k'} \mathbb{E}\left[Z_{i,j,k}Z_{i,j',k'}Y_jY_{j'}Y_kY_{k'}\right] = \frac{C^2}{n} \langle A, \mathbb{E}[(Y \otimes Y)(Y \otimes Y)^T]\rangle
\]

Recall that \( A = B + R \). We will bound the contribution of each separately.

**Claim 5.3.** \( \mathbb{E}[(Y \otimes Y)(Y \otimes Y)^T] \) is positive semi-definite and has trace at most one

**Proof.** It is easy to see that a quadratic form on \( \mathbb{E}[(Y \otimes Y)(Y \otimes Y)^T] \) corresponds to \( \mathbb{E}[p^2] \) for some \( p \in P^2_n \) and this implies the first part of the claim. And also
\[
\text{Tr}(\mathbb{E}[(Y \otimes Y)(Y \otimes Y)^T]) = \sum_{j,k} \mathbb{E}[Y_j^2Y_k^2] = 1
\]

where the last equality follows because the pseudo-expectation operator satisfies \( \{\sum_{i=1}^n Y_i^2 = 1\} \).

Hence we can bound the contribution of the first term as \( \frac{C^2}{n}\langle B, \mathbb{E}[(Y \otimes Y)(Y \otimes Y)^T]\rangle \leq \frac{C^2}{n}\|B\| \). Now we proceed to bound the contribution of the second term:

**Claim 5.4.** \( \mathbb{E}[Y_j^2Y_k^2] \leq \frac{C^4}{n^2} \)

**Proof.** It is easy to verify that the following equality holds:
\[
\frac{C^4}{n^2} - Y_j^2Y_k^2 = \left(\frac{C^2}{n} - Y_j^2\right)\left(\frac{C^2}{n} - Y_k^2\right) + \left(\frac{C^2}{n} - Y_j^2\right)Y_j^2 + \left(\frac{C^2}{n} - Y_k^2\right)Y_k^2
\]

Moreover the pseudo-expectation of each of the three terms above is nonnegative, by construction. This implies the claim.

Moreover each entry in \( Z \) is in the set \( \{-1, 0, +1\} \) and there are precisely \( m \) non-zero terms. Thus it is easy to see that the sum of the absolute values of all entries in \( R \) is at most \( m \). Hence we have:
\[
\frac{C^2}{n}\langle R, \mathbb{E}[(Y \otimes Y)(Y \otimes Y)^T]\rangle \leq \sum_{j,k} R_{j,j,k,k} \mathbb{E}[Y_j^2Y_k^2] \leq \frac{C^6m}{n^3}
\]

And this completes the proof of the lemma.
6 Spectral Bounds, and Putting it All Together

Recall the definition of $B$ given in the previous section. However in this section, it will be more convenient to index $B$ as follows:

$$B_{j,k,j',k'} = \begin{cases} 0, & \text{if } j = k \text{ and } j' = k' \\ \sum_i Z_{i,j,j'} Z_{i,k,k'} & \text{else} \end{cases}$$

Note that the rows of $B$ are still indexed by pairs that come from different 3-XOR clauses, and the same is true for the columns.

We will also work with an asymmetric version of this matrix instead. Let us consider the following random process: For $r = 1, 2, ..., O(\log n)$ partition the set of all ordered triples $(i, j, k)$ into two sets $S_r$ and $T_r$. We will use this ensemble of partitions to define an ensemble of matrices $\{B_r\}_{r=1}^{O(\log n)}$: Set $U_{i,j,j'}^{r}$ as equal to $Z_{i,j,j'}$ if $(i, j, j') \in S_r$ and zero otherwise. Similarly set $V_{i,k,k'}^{r}$ equal to $Z_{i,k,k'}$ if $(i, k, k') \in T_r$ and zero otherwise. Also let $E_{i,j,j',k,k',r}$ be the event that there is no $r' < r$ where $(i, j, j') \in S_{r'}$ and $(i, k, k') \in T_{r'}$ or vice-versa. Now let

$$B_{j,k,j',k'}^{r} = \sum_i U_{i,j,j'}^{r} V_{i,k,k'}^{r} \mathbb{1}_E$$

where $\mathbb{1}_E$ is short-hand for the indicator function of the event $E_{i,j,j',k,k',r}$. The idea behind this construction is that each pair of triples $(i, j, j')$ and $(i, k, k')$ that contributes to $B$ will be contribute to some $B^r$ with high probability. Moreover it will not contribute to any later matrix in the ensemble. Hence with high probability

$$B = \sum_{r=1}^{O(\log n)} B^r$$

Throughout the rest of this section, we will suppress the superscript $r$ and work with a particular matrix in the ensemble, $B$. Now let $\ell$ be even and consider

$$\text{Tr}(BB^TBB^T...BB^T)$$

As is standard, we are interested in bounding $E[\text{Tr}(BB^TBB^T...BB^T)]$ in order to bound $\|B\|$. But note that $B$ is not symmetric. Also note that the random variables $U$ and $V$ are not independent, but whether or not they are non-zero is non-positively correlated and their signs are mutually independent. Expanding the trace above we have

$$\text{Tr}(BB^TBB^T...BB^T) = \sum_{j_1,k_1,j_2,k_2} ... \sum_{j_{\ell-1},k_{\ell-1}} B_{j_1,k_1,j_2,k_2} B_{j_3,k_3,j_2,k_2} ... B_{j_1,k_1,j_\ell,k_\ell}$$

$$= \sum_{j_1,k_1} \sum_{j_2,k_2} \sum_{i_1} ... \sum_{j_{\ell},k_{\ell}} U_{i_1,j_1,j_2} V_{i_1,k_1,k_2} \mathbb{1}_{E_1} U_{i_2,j_3,j_2} V_{i_2,k_3,k_2} \mathbb{1}_{E_2} ... U_{i_{\ell},j_1,j_\ell} V_{i_{\ell},k_1,k_\ell} \mathbb{1}_{E_{\ell}}$$

where $\mathbb{1}_{E_1}$ is the indicator for the event that the entry $B_{j_1,k_1,j_2,k_2}$ is not covered by an earlier matrix in the ensemble, and similarly for $\mathbb{1}_{E_2}, ..., \mathbb{1}_{E_{\ell}}$.

Notice that there are $2\ell$ random variables in the above sum (ignoring the indicator variables). Moreover if any $U$ or $V$ random variable appears an odd number of times, then the contribution of the term to $E[\text{Tr}(BB^TBB^T...BB^T)]$ is zero. We will give an encoding for each term that has a non-zero contribution, and all we need from this encoding is that it be injective.

Fix a particular term in the above sum where each random variable appears an even number of times. Let $s$ be the number of distinct values for $i$. Moreover let $i_1, i_2, ..., i_s$ be the order that these indices first appear. Now let $r_1$ and $q_1$ denote the number of distinct values for $j$ and $k$ respectively that appear with $i_1$ — i.e. $r_1$ is the number of distinct $j$‘s that appear as $U_{i_1,j,*}$ or $U_{i_1,*,*}$. We give our encoding below. It is more convenient to think of the encoding as any way to answer the following questions about the term.

(a) What is the order $i_1, i_2, ..., i_s$ of the first appearance of each distinct value of $i$?

(b) For each $i$ that appears, what is the order of each distinct value of $j$ that appears with it? Similarly, what is the order for each distinct value of $k$ that appears with it?
(c) For each step (i.e. a new variable in the term when reading from left to right), has the value of \( i \) been visited already? Also, has the value for \( j \) been visited? Has the value for \( k \) been visited? Note that whether or not \( j \) has been visited depends on what the value of \( i \) is, and if \( i \) is a new value then \( j \) must be new too, by definition. Finally, if any value has already been visited, which earlier value is it?

Let \( r = r_1 + r_2 + \ldots + r_s \) and let \( q = q_1 + q_2 + \ldots + q_s \). Then the number of possible answers to (a) and (b) is at most \( n^s \) and \( n^s n^q \) respectively. It is also easy to see that the number of answers to (c) that arise over the sequence of \( \ell \) steps is at most \( 8^\ell (srq)^\ell \). We remark that much of the work on bounding the maximum eigenvalue of a random matrix is in removing any \( \ell \) type terms, and so needs to encode visiting random variables that have already been visited more compactly. See [74] for further discussion. However such terms will only cost us polylogarithmic factors in our bound on \( \|B\| \) in any case.

It is easy to see that this encoding is injective, since given the answers to the above questions one can simulate each step and recover the sequence of random variables. Next we establish some easy facts that allow us to bound \( E[\text{Tr}(B^TB^TB^T \ldots B^T)] \).

**Claim 6.1.** For any term that has a non-zero contribution to \( E[\text{Tr}(B^TB^TB^T \ldots B^T)] \), we must have \( s, r, q \leq \ell/2 \)

**Proof.** Recall that there are \( 2\ell \) random variables in the product and precisely \( \ell \) of them correspond to \( U \) variables and \( \ell \) of them to \( V \) variables. Suppose that \( s > \ell/2 \). Then there must be at least one \( U \) variable and at least one \( V \) variable that occur exactly once, which implies that its expectation is zero. Similarly suppose \( r > \ell/2 \). Then there must be at least one \( U \) variable that occurs exactly once, which also implies that its expectation is zero. An identical argument holds for \( q \) and with \( V \) variables. \( \square \)

**Claim 6.2.** For any valid encoding, \( s \leq r \) and \( s \leq q \).

**Proof.** This holds because in each step where the \( i \) variable is new and has not been visited before, by definition the \( j \) variable is new too (for the current \( i \)) and similarly for the \( k \) variable. \( \square \)

Finally, if \( s, r \) and \( q \) are defined as above for the term

\[
U_{i_1,j_1,j_2} V_{i_1,k_1,k_2} U_{i_2,j_3,j_2} V_{i_2,k_3,k_2} \ldots U_{i_t,j_t,j_t} V_{i_t,k_1,k_t}
\]

then its expectation is at most \( p^r p^q \) where \( p = m/n^3 \) because there are exactly \( r \) distinct \( U \) variables and \( q \) distinct \( V \) variables whose value is in the set \( \{-1,0,+1\} \) and whether or not a variable is non-zero is non-positively correlated and the signs are mutually independent.

This now implies the main lemma:

**Lemma 6.3.** \( E[\text{Tr}(B^TB^TB^T \ldots B^T)] \leq n^{3\ell/2} p^r (\ell)^{3\ell+3} \)

**Proof.** Note that the indicator variables only have the effect of zeroing out some terms that could otherwise contribute to \( E[\text{Tr}(B^TB^TB^T \ldots B^T)] \). Returning to the task at hand, we have

\[
E[\text{Tr}(B^TB^TB^T \ldots B^T)] \leq \sum_{s,r,q} n^s n^r n^q p^r p^q (srq)^\ell \leq \sum_{s,r,q} n^s n^r n^q p^r p^q (\ell)^{3\ell}
\]

where the sum is over all valid triples \( s, r, q \) and hence \( s, r, q \leq \ell/2 \) and \( s \leq r \) and \( s \leq q \) using Claim 6.1 and Claim 6.2. Now \( pn \) is much less than one, so we can upper bound the above as

\[
E[\text{Tr}(B^TB^TB^T \ldots B^T)] \leq \sum_{s,r,q} n^s (pn)^r (pn)^q (\ell)^{3\ell} \leq n^s (pn)^s (pn)^s (\ell)^{3\ell} = n^{3s} p^{2s} (\ell)^{3\ell+3}
\]

Hence \( E[\text{Tr}(B^TB^TB^T \ldots B^T)] \leq n^{3\ell/2} p^r (\ell)^{3\ell+3} \) and this completes the proof. \( \square \)

**Theorem 6.4.** With high probability, \( \|B\| \leq O\left(\frac{m \log^3 n}{n^{3/2}}\right) \)
Proof. We proceed by using Markov’s inequality:
\[
\Pr[\|B\| \geq n^{3/2}p(2\ell)^3] = \Pr\left[\|B\| \geq \left(n^{3/2}p(2\ell)^3\right)^\ell \right] \leq \frac{\mathbb{E}[\text{Tr}(BB^TBB^T...BB^T)]}{n^{3\ell/2}p(2\ell)^{3\ell}} \leq \frac{\ell^3}{2^{3\ell}}
\]
and hence setting \(\ell = \Theta(\log n)\) we conclude that \(\|B\| \leq 8n^{3/2}p\log^3 n\) holds with high probability. Moreover, \(B = \sum_{r=1}^{O(\log n)} B^r\) also holds with high probability. If this equality holds and each \(B^r\) satisfies \(\|B^r\| \leq 8n^{3/2}p\log^3 n\), we have
\[
\|B\| \leq \max_r O(\|B^r\| \log n) = O\left(\frac{m \log^4 n}{n^{3/2}}\right)
\]
where we have used the fact that \(p = m/n^3\). This completes the proof of the theorem.

\[\square\]

Proofs of Theorem 1.3, Theorem 1.1, Theorem 1.4 and Corollary 1.2

At last with these spectral bounds in hand, we can now prove Theorem 1.3:

Proof. Recall the formula for the Rademacher complexity that we gave in Section 5. Let \(Y\) be an arbitrary element of \(K_6\). Then using Lemma 5.2 and Theorem 6.4 we have
\[
\left(\langle Z, Y \rangle\right)^2 \leq n \left(\sum_i \left(\sum_{j,k} Z_{i,j,k} Y_{i,j,k}\right)^2\right) \leq C^2\|B\| + C^6 m n^2 = O\left(\frac{m \log^4 n}{n^{3/2}}\right)
\]
Hence the Rademacher complexity can be bounded as
\[
\frac{1}{m} \left(\langle Z, Y \rangle\right) \leq O\left(\sqrt{\frac{\log^4 n}{m n^{3/2}}}\right)
\]
which completes the proof of the theorem.

Recall that bounds on the Rademacher complexity readily imply bounds on the generalization error (see Theorem 4.2). Hence we can now prove Theorem 1.1:

Proof. We can make use of the optimization problem \((K)\) plugging in the norm \(\|\cdot\|_{K_6}\). Since this norm comes from the sixth level of the sum-of-squares hierarchy, it follows that the resulting convex program is an \(n^6\)-sized semidefinite program and there is an efficient algorithm to solve it to arbitrary accuracy. Moreover we can always plug in \(X = T\), and the bounds on the noise and standard concentration bounds readily imply that with high probability \(X = T\) is a feasible solution. Hence with high probability, the convex program has a feasible solution \(X\) with \(\|X\|_{K_6} \leq r\). Now if we take any \(X\) returned by the convex program, its empirical error is at most \(2\eta\), and since \(\|X\|_{K_6} \leq r\) with high probability, the bounds on the Rademacher complexity (Theorem 1.3) and standard results about how to translate such bounds into bounds on the generalization error (Theorem 4.2) now imply our main theorem.

\[\square\]

Next we give an application to strongly refuting random 3-XOR formulas. Recall, the algorithm referred to in the corollary below was given in Section 2, and we analyze it here.

Corollary 6.5. There is a polynomial time algorithm that outputs a quantity \(\text{val}\) that satisfies

(a) \(\text{val}\) is an upper bound on the fraction of clauses that can be satisfied

(b) \(\text{val}\) is \(1/2 + o(1)\) with high probability on a random 3-XOR formula with \(m\) constraints whenever \(m = \omega(n^{3/2} \log^4 n)\).
Proof. Recall that we have chosen the convention that a 3-XOR formula $\phi$ is a collection of constraints of the form $v_i v_j v_k = Z_{i,j,k}$ where $v_i, v_j, v_k, Z_{i,j,k} \in \{\pm 1\}$. Then any assignment

$$\sigma : \{v_i\}_{i=1}^n \to \{\pm 1\}$$

can be transformed into a unit vector $a \in \mathbb{R}^n$ where $a_i \equiv v_i / \sqrt{n}$. It is immediate that $a$ is 1-balanced and hence $a \otimes^3 \in A$. Recall that we output $val = 1/2 + opt$ where $opt$ is the optimum value for solving $(R)$ with $K_a$ using the transformation from $\phi$ to $\Omega$ outlined in Section 2. Since $\mathcal{A} \subseteq K_a$ it follows that any assignment that satisfies a $c$-fraction of the $m$ clauses will yield a feasible solution to $(R)$ whose objective function is at least $2c - 1$ and

$$c \leq 1/2 + (2c - 1) \leq 1/2 + opt$$

as desired. Thus Condition (a) holds. Moreover the bound on the Rademacher complexity (Theorem 1.3) immediately implies that $opt$ is $o(1)$ whenever $m = \omega(n^{3/2} \log^4 n)$ which implies Condition (b) holds too. \qed

Finally we prove Corollary 1.2:

Proof. Our goal is to lower bound the absolute value of a typical entry in $T$. Recall that each vector $a_i$ has its entries at least $1/D \sqrt{n}$ in absolute value where we can think of $D$ as polylogarithmic, or even larger if we so choose. Then each entry in $a \otimes a \otimes a$ is at least $1/D^3 n^{3/2}$. We will invoke the Littlewood-Offord Lemma, as proved by Erdös:

**Lemma 6.6.** [35] If $|v_i| \geq 1$ for all $i$, then the probability that $|\sum_{i=1}^r \sigma_i v_i| \leq 1$ is at most $1/\sqrt{r}$.

Hence, since $T = \sum_{i=1}^r \sigma_i a \otimes a \otimes a$, we have that any particular entry of $T$ has probability $1 - 1/\log^2 r$ is at least $r^{1/2}/D^3 n^{3/2} \log r$. Moreover this probability is $1 - o(1)$ since we have assumed that $r = \omega(1)$. Let $f(r, n, D) = r^{1/2}/D^3 n^{3/2} \log^2 r$. It follows from Markov’s bound that with probability $1 - 1/\log r$, all but a $1 - 1/\log r$ fraction of the entries satisfy $|T_{i,j,k}| \geq f(r, n, D)$. Let this set be $\mathcal{R} \subseteq [n] \times [n] \times [n]$ and let $\mathcal{R}' \subseteq \mathcal{R}$ be the subset of $\mathcal{R}$ where $\text{sgn}(X_{i,j,k}) \neq \text{sgn}(T_{i,j,k})$. Then we have

$$\text{err}(X) \geq \frac{|\mathcal{R}'|}{n^3} f(r, n, D)$$

We can now invoke Theorem 1.1 which guarantees that the hypothesis $X$ that results from solving $(K)$ satisfies $\text{err}(X) = f(r, n, D)/\log r$ with probability $1 - 1/\log r$ provided that $m = \Omega(n^{3/2} r \log^4 n \log^2 r)$. This bound on the error immediately implies that $|\mathcal{R}'| \leq n^3 / \log r$ and so $|\mathcal{R} \setminus \mathcal{R}'| = (1 - 1/\log r)n^3$. This completes the proof of the corollary in the noiseless case. It is easy to see that an identical argument works in the presence of noise, provided that $\max_{i,j,k} |\eta_{i,j,k}| \leq f(r, n, D)/\log^2 r$. \qed

7 Sum-of-Squares Lower Bounds

Recall that in Definition 3.4 we introduced the norm $K_k$ that results from the $k$th level sum-of-squares relaxation to the atomic norm. Here we will show strong lower bounds on the Rademacher complexity of sum-of-squares relaxations, and that the resolution norm is essentially the best we can do. Our lower bounds follow as a corollary from known lower bounds for refuting random instances of 3-XOR [47, 69]. First we need to introduce the formulation of the sum-of-squares hierarchy used in [69]: We will call a Boolean function $f$ a $k$-junta if there is set $S \subseteq [n]$ of at most $k$ variables so that $f$ is determined by the values in $S$.

**Definition 7.1.** The $k$-round Lasserre hierarchy is the following relaxation:

(a) $\|v_0\|^2 = 1$, $\|v_C\|^2 = 1$ for all $C \in C$

(b) $\langle v_f, v_g \rangle = \langle v_f', v_g' \rangle$ for all $f, g, f', g'$ that are $k$-juntas and $f \cdot g \equiv f' \cdot g'$

(c) $v_f + v_g = v_{f+g}$ for all $f, g$ that are $k$-juntas and satisfy $f \cdot g \equiv 0$
Here we define a vector $v_f$ for each $k$-junta, and $C$ is a class of constraints that must be satisfied by any Boolean solution (and are necessarily $k$-juntas themselves). See [69] for more background, but it is easy to construct a feasible solution to the above convex program given a distribution on feasible solutions for some constraint satisfaction problem. In the above relaxation, we think of functions $f$ as being $\{0,1\}$-valued. It will be more convenient to work with an intermediate relaxation where functions are $\{-1,1\}$-valued and the intuition is that $u_S$ for some set $S \subseteq [n]$ should correspond to the vector for the character $\chi_S$.

**Definition 7.2.** Alternatively, the $k$-round Lasserre hierarchy is the following relaxation:

(a) $\|u_0\|^2 = 1$, $(u_0, u_S) = (-1)^{Z_S}$ for all $(\oplus_S, Z_S) \in C$

(b) $(u_S, u_T) = (u_{S'}, u_{T'})$ for sets $S, T, S', T'$ that are size at most $k$ and satisfy $S \Delta T = S' \Delta T'$, where $\Delta$ is the symmetric difference.

Here we have explicitly made the switch to XOR-constraints — namely $(\oplus_S, Z_S)$ has $Z_S \in \{0,1\}$ and correspond to the constraint that the parity on the set $S$ is equal to $Z_S$. Now if we have a feasible solution to the constraints in Definition 7.1 where all the clauses are XOR-constraints, we can construct a feasible solution to the constraints in Definition 7.2 as follows. If $S$ is a set of size at most $k$, we define

$$u_S \equiv v_g - v_f$$

where $f$ is the parity function on $S$ and $g = 1 - f$ is its complement. Moreover let $u_0 = v_0$.

**Claim 7.3.** \{u_S\} is a feasible solution to the constraints in Definition 7.2

**Proof.** Consider Constraint (b) in Definition 7.2, and let $S, T, S', T'$ be sets of size at most $k$ that satisfy $S \oplus T = S' \oplus T'$. Then our goal is to show that

$$\left\langle v_{g_S} - v_{f_S}, v_{g_T} - v_{f_T} \right\rangle = \left\langle v_{g_{S'}} - v_{f_{S'}}, v_{g_{T'}} - v_{f_{T'}} \right\rangle$$

where $f_S$ is the parity function on $S$, and similarly for the other functions. Then we have $f_S \cdot f_T \equiv f_{S'} \cdot f_{T'}$, because $S \oplus T = S' \oplus T'$, and this implies that $\langle v_f, v_f \rangle = \langle v_{f_{S'}}, v_{f_{T'}} \rangle$. An identical argument holds for the other terms. This implies that all the Constraints (b) hold. Similarly suppose $(\oplus_S, Z_S) \in C$. Since $f_S \cdot g_S = 0$ and $f_S + g_S = 1$ it is well-known that (1) $v_{f_S}$ and $v_{g_S}$ are orthogonal (2) $v_{f_S} + v_{g_S} = v_0$ and (3) since $f_S \in C$ in Definition 7.1, we have $v_{g_S} = 0$ (see [69]). Thus

$$\langle u_0, u_S \rangle = \langle v_0, u_S \rangle - \langle v_0, v_{f_S} \rangle = -1$$

and this completes the proof. $\square$

Now, following Barak et al. [9] we can use the constraints in Definition 7.2 to define the operator $\mathcal{L}(\cdot)$. In particular, given $p \in P^k$ where $p \equiv \sum_S c_S \prod_{i \in S} Y_i$ and $p$ is multilinear, we set

$$\mathcal{L}(p) = \sum_S c_S \left( \frac{1}{n} \right)^{|S|/2} \langle u_0, u_S \rangle$$

Here we will also need to define $\mathcal{L}(p)$ when $p$ is not multilinear, and in that case if $Y_i$ appears $2d$ times we replace it with $(1/n)^d$ and if it appears $2d+1$ times we replace it by $(1/n)^d Y_i$ to get a multilinear polynomial $q$ and then set $\mathcal{L}(p) = \mathcal{L}(q)$.

**Claim 7.4.** $\mathcal{L}(\cdot)$ is a feasible solution to the constraints in Definition 3.4, and for any $(\oplus_S, Z_S) \in C$ we have $\mathcal{L}(\prod_{i \in S} Y_i) = (-1)^{2Z_S (1/n)^{|S|/2}}$.

**Proof.** Then by construction $\mathcal{L}(1) = 1$, and the proof that $\mathcal{L}(p^2) \geq 0$ is given in [9], but we repeat it here for completeness. Let $p = \sum_S c_S \prod_{i \in S} Y_i$ be multilinear where we follow the above recipe and replace terms of the form $Y_i^2$ with $(1/n)$ as needed. Then $p^2 = \sum_{S,T} c_{ST} \prod_{i \in S} Y_i \prod_{j \in T} Y_j$ and moreover

$$\mathcal{L}(p^2) = \sum_{S,T} c_{ST} \left( \frac{1}{n} \right)^{|S\Delta T|/2} \langle u_0, u_{S\Delta T} \rangle$$

$$= \sum_{S,T} c_S \left( \frac{1}{n} \right)^{|S|/2} c_T \left( \frac{1}{n} \right)^{|T|/2} \langle u_S, u_T \rangle = \left\| \sum_S c_S (1/n)^{|S|/2} u_S \right\|^2 \geq 0$$
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as desired. Next we must verify that $\mathcal{L}(\cdot)$ satisfies the constraints \{\sum_{i=1}^{n} Y_{i}^{2} = 1\} and \{Y_{i}^{2} \leq \frac{C^{2}}{n}\} for all $i \in \{1, 2, ..., n\}$, in accordance with Definition 3.3. To that end, observe that

$$\mathcal{L}\left(\left(\sum_{i=1}^{n} Y_{i}^{2} - 1\right)q\right) = \mathcal{L}\left(\left(\sum_{i=1}^{n} \frac{1}{n} - 1\right)q\right) = 0$$

which holds for any polynomial $q \in P_{k-2}^{n}$. Finally consider

$$\mathcal{L}\left(\left(\frac{C^{2}}{n} - Y_{i}^{2}\right)q^{2}\right) = \mathcal{L}\left(\left(\frac{C^{2}}{n} - \frac{1}{n}\right)q^{2}\right) \geq 0$$

which follows because $C > 1$ and holds for any polynomial $q \in P_{\lfloor (d-d')/2\rfloor}^{n}$. This completes the proof.

Theorem 7.5. [47, 69] Let $\phi$ be a random 3-XOR formula with $m = n^{3/2-\epsilon}$ constraints. Then for any $\epsilon > 0$ and any $c < 2$, the $k = \Omega(n^{c\epsilon})$ round Lasserre hierarchy given in Definition 7.1 permits a feasible solution, with probability $1 - o(1)$.

Note that the constant in the $\Omega(\cdot)$ depends on $\epsilon$ and $c$. Then using the above reductions, we have the following as an immediate corollary:

Corollary 7.6. For any $\epsilon > 0$ and any $c < 2$ and $k = \Omega(n^{c\epsilon})$, if $m = n^{3/2-\epsilon}$ the Rademacher complexity $R^{n}(K_{k}) = \frac{1 - o(1)}{n^{3/2}}$.

In particular, for third order tensors the resolution norm has Rademacher complexity $o(1/n^{3/2})$ whenever $m = \omega(n^{3/2} \log^{4} n)$ with probability $1 - o(1)$ and in contrast the Rademacher complexity of even very strong relaxations derived from essentially $n^{2\epsilon}$ rounds of the sum-of-squares hierarchy — which would require time $2^{n^{\epsilon}}$ to optimize over — achieve no non-trivial generalization bounds for $m = n^{3/2-\epsilon}$.

Similar results hold for arbitrary order tensors. We can define the atomic norm for an $d$th order tensor analogously to Definition 3.2, in which case $\mathcal{A} \subseteq \mathbb{R}^{n^{d}}$. We can also extend Definition 3.4 to this setting, and let $K_{k}^{d}$ be the norm that results from the $k$th level of the sum-of-squares relaxation. Then the following is an immediate corollary of the more general results in [47, 69] that provide lower bounds for random $d$-XOR formulas:

Corollary 7.7. For any $d > 2$, $\epsilon > 0$ and $c < \frac{1}{r/2-1}$ and $k = \Omega(n^{c\epsilon})$, if $m = n^{d/2-\epsilon}$ the Rademacher complexity $R^{n}(K_{k}^{d}) = \frac{1 - o(1)}{n^{d/2}}$.

In particular for even values of $d$, we can perform tensor completion for an $d$-order tensor by flattening it into an $n^{d/2} \times n^{d/2}$ matrix and ignoring the tensor structure entirely. As naive as this algorithm is, it is essentially optimal in that any algorithm derived from the sum-of-squares hierarchy and that runs in polynomial time would need to use almost as many samples.

Conclusions

An important open question is whether our algorithm is optimal in the sense that there is no polynomial-time algorithm (even one not using the sum-of-squares framework) that can predict a low rank tensor from significantly fewer measurements. If it is, then this problem truly possesses a computational phase transition in the number of measurements that is distinct from the information theoretical phase transition needed for inefficient prediction. We conjecture that this is the case. In the language of 3-XOR, this amounts to the following:

Conjecture 1. Let $\phi$ be a random $d$-XOR formula on $n$ variables with $m$ clauses where $d \geq 3$. Then for any $\epsilon > 0$, there is no polynomial time algorithm that outputs a quantity $\text{val}$ that satisfies the conditions

(a) $\text{val}$ is an upper bound on the fraction of clauses that can be satisfied

(b) $\text{val}$ is $1/2 + o(1)$ with high probability, when $m = n^{d/2-\epsilon}$
We remark that our conjecture (for \( d = 3 \)) is implied\(^6\) by Conjecture 2.2 in [32] who gave sample complexity vs. computational complexity tradeoffs for a problem of learning halfspaces over sparse vectors. We believe that there are many further directions to explore about the implications of conjectures like the one above, in terms of sample complexity vs. computational complexity tradeoffs. See also [12] for a unified discussion of the average-case complexity of CSPs and (conjectured) relations to lower bounds for semidefinite programming.

It is also an interesting open question to explore how sharp the computational complexity predictions are, that are made by sum-of-squares lower bounds. There are several notable cases where it is possible to speed up to some extent semidefinite programming based algorithms (e.g. [7, 70]) and in particular in some special cases one can solve the \( k \) round relaxation in time \( C^k \text{poly}(n) \) instead of in \( n^{O(k)} \) time [13]. Thus even if the sum-of-squares algorithm is approximately optimal for a number of problems, there may still be hope to speed it up in some applications. The question in this direction most related to this work is to find out whether it is possible to speed up our tensor prediction algorithm. In particular, it would be very interesting to give provable guarantees for alternating minimization, as it is the heuristic of choice in practice. It is only known that alternating minimization works when the factors are orthonormal [56], and there are no guarantees in the much more general setting we consider here.
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A Reduction from Asymmetric to Symmetric Tensors

Here we give a general reduction, and show that any algorithm for tensor prediction that works for symmetric tensors can be used to predict the entries of an asymmetric tensor too. Hardt gave a related reduction for the cases of matrices [49] and it is instructive to first understand this reduction, before proceeding to the tensor case. Suppose we are given a matrix $M$ that is not necessarily symmetric. Then the approach of [49] is to construct the following symmetric matrix:

$$S = \begin{bmatrix} 0 & M^T \\ M & 0 \end{bmatrix}.$$ 

We have not precisely defined the notion of incoherence that is used in the matrix completion literature, but it turns out to be easy to see that $S$ is low rank and incoherent as well.

The important point is that given $m$ samples generated uniformly at random from $M$, we can generate random samples from $S$ too. It will be more convenient to think of these random samples as being generated without replacement, but this reduction works just as well without replacement too. Let $M \in \mathbb{R}^{n_1 \times n_2}$. Now for each sample from $S$, with probability $p = \frac{n_1^2 + n_2^2}{(n_1 + n_2)^2}$ we reveal a uniformly random entry in the either block of zeros. And with probability $1 - p$ we reveal a uniformly random entry from $M$. Each entry in $M$ appears exactly twice in $S$, and we choose to reveal this entry of $M$ with probability $1/2$ from the top-right block, and otherwise from the bottom-left block. Thus given $m$ samples from $M$, we can generate from $S$
(in fact we can generate even more, because some of the revealed entries will be zeros). It is easy to see that this approach works for the case of sampling without replacement to, in that \( m \) samples without replacement from \( M \) can be used to generate at least \( m \) samples without replacement from \( S \).

Now let us proceed to the tensor case. Let us introduce the following definition, for ease of notation:

**Definition A.1.** Let \( m(n, r, \delta, f, C) \) be such that, there is an algorithm that on a rank \( r \), order \( d \), size \( n \times n \times \ldots \times n \) symmetric tensor where each factor has norm at most \( C \), the algorithm returns an estimate \( X \) with \( \text{err}(X) = f \) with probability \( 1 - \delta \) when it is given \( m(n, r, \delta, f) \) samples chosen uniformly at random (and without replacement).

**Lemma A.2.** For any odd \( d \), suppose we are given \( m(\sum_{j=1}^{d} n_j, r2^{d-1}, \delta, f, \sqrt{d}) \) samples chosen uniformly at random (and without replacement) from an \( n_1 \times n_2 \times \ldots \times n_d \) tensor

\[
T = \sum_{i=1}^{r} a_i^1 \otimes a_i^2 \otimes \ldots \otimes a_i^d
\]

where each factor is unit norm. There is an algorithm that with probability at least \( 1 - \delta \) returns an estimate \( Y \) with

\[
\text{err}(Y) \leq \frac{(\sum_{j=1}^{d} n_j)^d}{d!2^{d-1} \prod_{j=1}^{d} n_j}
\]

**Proof.** Our goal is to symmetrize an asymmetric tensor, and in such a way that each entry in the symmetrized tensor is either zero or else correspond to an entry in the original tensor. Our reduction will work for any odd order \( d \) tensor. In particular let

\[
T = \sum_{i=1}^{r} a_i^1 \otimes a_i^2 \otimes \ldots \otimes a_i^d
\]

be an order \( d \) tensor where the dimension of \( a_i^j \) is \( n_j \). Also let \( n = \sum_{j=1}^{d} n_j \). Then we will construct a symmetric, order \( d \) tensor as follows. Let \( \sigma_1, \sigma_2, \ldots \sigma_d \) be a collection of \( d \) random \( \pm \) variables that are chosen uniformly at random from the \( 2^{d-1} \) configurations where \( \prod_{j=1}^{d} \sigma_j = 1 \). Then we consider the following random vector

\[
a_i(\sigma_1, \sigma_2, \ldots \sigma_d) = [\sigma_1 a_i^1, \sigma_2 a_i^2, \ldots, \sigma_d a_i^d]
\]

Here \( a_i(\sigma_1, \sigma_2, \ldots \sigma_d) \) is an \( n \)-dimensional vector that results from concatenating the vectors \( a_i^1, a_i^2, \ldots, a_i^d \) but after flipping some of their signs according to \( \sigma_1, \sigma_2, \ldots \sigma_d \). Then we set

\[
S = \mathbb{E}_{\sigma_1, \sigma_2, \ldots \sigma_d} \left[ \sum_{i=1}^{r} a_i(\sigma_1, \sigma_2, \ldots \sigma_d) \right]^{\otimes d}
\]

It is immediate that \( S \) is symmetric and has rank at most \( 2^{d-1}r \) by expanding out the expectation into a sum over the valid sign configurations. Moreover each rank one term in the decomposition is of the form \( a^{\otimes d} \) where \( \|a\|_2^2 = d \) because it is the concatenation of \( d \) unit vectors.

If \( \sigma_1, \sigma_2, \ldots \sigma_d \) is fixed, then each entry in \( S \) is itself a degree \( d \) polynomial in the \( \sigma_j \) variables. By our construction of the \( \sigma_j \) variables, and because \( d \) is odd so there are no terms where every variable appears to an even power, it follows that all the terms vanish in expectation except for the terms which have a factor of \( \prod_{j=1}^{d} \sigma_j \), and these are exactly terms that correspond to some permutation \( \pi : [d] \rightarrow [d] \), and a term of the form

\[
\sum_{i=1}^{d} a_i^{\pi(1)} \otimes a_i^{\pi(2)} \otimes \ldots \otimes a_i^{\pi(d)}
\]

Hence all of the entries in \( S \) are either zero or are \( 2^{d-1} \) times an entry in \( T \). As before, we can generate \( m \) uniformly random samples from \( S \) given \( m \) uniformly random samples from \( T \), by simply choosing to sample an entry from one of the blocks of zeros with the appropriate probability, or else revealing an entry of \( T \) and choosing where in \( S \) to reveal this entry uniformly at random. Hence:

\[
\frac{1}{(\sum_{j=1}^{d} n_j)^d} \sum_{(i_1, i_2, \ldots, i_d) \in \Gamma} |Y_{i_1, i_2, \ldots, i_d} - S_{i_1, i_2, \ldots, i_d}| \leq \frac{1}{(\sum_{j=1}^{d} n_j)^d} \sum_{i_1, i_2, \ldots, i_d} |Y_{i_1, i_2, \ldots, i_d} - S_{i_1, i_2, \ldots, i_d}|
\]
where \( \Gamma \) represents the locations in \( S \) where an entry of \( T \) appears. The right hand side above is at most \( f \) with probability \( 1 - \delta \). Moreover each entry in \( T \) appears in exactly \( d! \) locations in \( S \). And when it does appear, it is scaled by \( 2^{d-1} \). And hence if we multiply the left hand side by

\[
\left( \sum_{j=1}^{d} n_j \right)^d / d! 2^{d-1} \prod_{j=1}^{d} n_j
\]

we obtain \( \text{err}(Y) \). This completes the reduction.

Note that in the case where \( n_1 = n_2 = n_3 = \ldots = n_d \), the error and the rank in this reduction increase only by at most an \( e^d \) and \( 2^d \) factor respectively.

## B Extensions to Higher Order Tensors

Our techniques immediately extend to the order \( d \) tensor prediction problem, for all odd \( d \). We have chosen to focus on the case of \( d = 3 \) to simplify the exposition, but a purely syntactic change in our arguments works more generally. Specifically, for odd \( d \geq 3 \) we can obtain the following bound on the Rademacher complexity:

\[
R^m(K_{2d}) \leq O\left( \sqrt{\log^4 n / mn^{d/2}} \right)
\]

The idea is if we are given a \( 5 \)-XOR constraint \( x_{i_1} \cdot x_{i_2} \cdot x_{i_3} \cdot x_{i_4} \cdot x_{i_5} = Z_{i_1,i_2,i_3,i_4,i_5} \) then we can view this instead as a \( 3 \)-XOR constraint \( x_i \cdot x_j \cdot x_k = Z_{i,j,k} \) where \( i = i_1, j = (i_2,i_3) \) and \( k = (i_4,i_5) \). Thus \( i \) takes on values from the set \([n]\) and \( j \) and \( k \) both take on values from the set \([n^2]\). More generally, we can map an \( d \)-XOR constraint to a \( 3 \)-XOR constraint where the variable \( i \) takes on values from the set \([n]\) and both \( j \) and \( k \) to take on values from the set \([n^{(d-1)/2}]\). Then the key ingredient is the following asymmetric variant of Definition 3.4:

**Definition B.1** (\( \text{SOS}_k \) norm). We let \( K_k \) be the set of all \( X \in \mathbb{R}^{n^3} \) such that there exists a degree \( k \) pseudo-expectation operator on \( P^i_k \) satisfying the constraints

(a1) \( \{ \sum_{i=1}^{n} (Y_i^{(1)})^2 = 1 \} \)

(a2) \( \{ \sum_{i=1}^{n^{(d-1)/2}} (Y_i^{(a)})^2 = 1 \} \) for \( a = 2, 3 \)

(b1) \( \{ (Y_i^{(1)})^2 \leq C^2 / n \} \) for all \( i \in \{1, 2, \ldots, n\} \)

(b2) \( \{ (Y_i^{(a)})^2 \leq C^{d-1} / n^{(d-1)/2} \} \) for all \( i \in \{1, 2, \ldots, n\} \) and \( a = 2, 3 \)

(c) \( X_{i,j,k} = \overline{E}[Y_i^{(1)} Y_j^{(2)} Y_k^{(3)}] \) for all \( i,j,k \).

The \( \text{SOS}_k \) norm of \( X \in \mathbb{R}^{n^3} \) is the infimum over \( \alpha \) such that \( X/\alpha \in K_k \).

Then if we set \( Q_{i,z}(Y) = \sum_{j,k} Z_{i,j,k} Y_j^{(2)} Y_k^{(3)} \) we again use Cauchy-Schwartz and properties of the pseudo-expectation operator (namely that \( (\overline{E}[p])^2 \leq \overline{E}[p^2] \)) as we did in Section 5, to obtain:

\[
\left( \langle Z, X \rangle \right)^2 \leq n \sum_i \overline{E} \left[ (Y_i Q_{i,z}(Y))^2 \right]
\]

Also it is easy to check that the following variant of Claim 5.4 holds, in the setting of Definition B.1:

**Claim B.2.** \( \overline{E}[Y_j^{(1)} Y_k^{(2)}] \leq C^{d-2} / n^{d-1} \)

And finally, because the variables \( i, j \) and \( k \) are now asymmetric and \( i \) takes on values in the domain \([n]\) and \( j \) and \( k \) take on values in the domain \([n^{(d-1)/2}]\), when we bound the number of possible encodings (for each term that contributes to the trace in Section 6) we obtain the following lemma:
Lemma B.3. $E[\text{Tr}(BB^TBB^T...BB^T)] \leq n^{d/2}p^f(t)^{3t+3}$

The proofs of these ingredients are identical and just involve accounting for the asymmetry in $i, j$ and $k$, so we do not repeat them here. These tools together yield the desired bound on the Rademacher complexity, and in fact all of the implications of a bound on the Rademacher complexity (but now for order $d$ tensors) such as Theorem 1.1, Theorem 1.4 and Corollary 1.2 go through. In particular, there is a polynomial time algorithm for order $d$ tensor prediction that achieves error $o(1/n^{d/2})$ with $m = \omega(n^{d/2} \log^4 n)$ observations. There is a polynomial time algorithm for recovering a $1 - o(1)$ fraction of the entries of a random order $d$ tensor up to a $1 \pm o(1)$ multiplicative factor with $m = \omega(n^{d/2} \log^4 n)$ observations. And finally there is a polynomial time algorithm for strongly refuting random $d$-XOR that succeeds with high probability with $m = \omega(n^{d/2} \log^4 n)$ clauses. We emphasize that for even $d$, bounds of this form hold by a direct reduction to the case of $d = 2$. But here we complete the picture for all order $d$. 
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