Communication and trust in the bounded confidence model

M. J. Krawczyk, 1 K. Malarz, 1 ✉ R. Korff, 2 and K. Kulakowski 1

1 Faculty of Physics and Applied Computer Science, AGH University of Science and Technology, al. Mickiewicza 30, PL-30059 Kraków, Poland
2 Mainland Southeast Asian Studies, Universität Passau, Innstrasse 43, 94032 Passau, Germany

(Dated: May 20, 2010)

The communication process in a situation of emergency is discussed within the Scheff theory of shame and pride. The communication involves messages from media and from other persons. Three strategies are considered: selfish (to contact friends), collective (to join other people) and passive (to do nothing). We show that the pure selfish strategy cannot be evolutionarily stable. The main result is that the community structure is statistically meaningful only if the interpersonal communication is weak.

I. INTRODUCTION

Communication is a key process in social systems and it is of interest from various perspectives. For a political scientist the feedback between media and the audience in democratic systems determines the outcome of political decisions [1]. For a system-oriented sociologist, communication enables a social system to maintain its identity by reduction the complexity of its environment [2]. In between, in social psychology, people communicate to create meanings and these meanings determine human actions [3]. In psychology, communication is investigated in terms of transactional analysis [4], a Freudist scheme to decipher human attitudes. In mathematics, the physical concept of entropy was generalized within communication theory [5], which is at the foundations of computer science. In game theory, communication allows for new solutions in non-zero-sum games which yet remain unsolved [6]. It makes sense to look for interdisciplinary models of the communication processes, which could integrate at least some of mathematical formulations used in different fields.

In theory of Artificial Intelligence, Hebbian learning theory [7] and the neurological perspective [8] were used to equip simulated agents with human-like beliefs and emotions [9]. The outcome of this formulation was a set of differential equations, where the time-dependent variables were the level of belief, the stimulus, the feeling and the preparation of the body state. The relations between these variables were assumed to depend on some additional parameters, as learning rate from feeling to belief etc. A detailed description of these models can be found in [9, 10]. A similar model of dynamics of public opinion was formulated by Zaller [11] in terms of master equations for conditional probabilities. There, a set of independent agents was subject to a stream of messages coming from media. The variables used were the probabilities that messages are received and that they are accepted; additional parameters were introduced to describe the credibility of messages, the awareness on resistance to persuasion, the predisposition on resistance to persuasion etc. A concise description of this mathematical formulation can be found in Section II of [11].

The Zaller approach to theory of public opinion was reformulated in [11] to a geometrical scheme, similar to the bounded confidence model [12]. In this new scheme, an agent was represented by a set of messages he received in the past. The messages were expressed as points on a plane of issues, and the probability that a message was received by an agent was postulated to depend on the position of the point with respect to the messages received by him previously. Later, the communication between agents was added to the model [13].

The aim of this paper is to use the same geometrical model [11, 13] to describe how trust emerges from beliefs of agents and the communication between them [9]. A new element here is the time dependence of the threshold value, which measures the trust between agents. We adopt the definition of trust formulated in [14]: “trust is an emotional attitude of an agent towards an information source (e.g. another human agent, an ambient device) that determines the extent to which information received by the agent from the source influences agent’s belief(s)”.

This formulation is close to the idea of conditional probability used by Zaller [11], that the information is accepted. Similar time-dependent couplings between the probabilities of different actions of agents were found to be efficient in modeling social systems [12]. Also, the influence of one agent on the action of another one is a direct reference of the sociological definition of power [16]: here we interpret it as an enhancement of a positive self-evaluation or the receiver by sending to him a message which he is willing to accept.

The sociological context we bear in mind is that some amount of agents is faced with an unexpected, dangerous situation. The degree of the danger can vary from a direct threat, as an evacuation of people from a building or a train after an explosion, to an anxiety of ship passengers of an unverified possibility of storm. In any case, agents can remain passive or they can act in a selfish way or they can join in a collective action. Each solution brings some risk and inconvenience, and the necessity to decide is itself an unwanted circumstance, which leads to stress and
lowers the agents’ self-estimation. We intend to discuss their dilemma in terms of the Scheff theory of pride and shame [17], which seems to provide a set of ideas which are particularly appropriate for our emergency scenario.

This text is organised as follows. In the next section we provide a short description of the emergency scenario in terms of the Scheff theory. Section II is devoted to a mathematical formulation of two models, which are used here to evaluate the efficiency of contacting with relatives or friends by phone; doing this is considered here to be the selfish strategy. In the same section we demonstrate numerical results, which state the conditions when this selfish strategy is not helpful. Section IV defines the Zaller-Deffuant model of bounded confidence [12, 13] with the time-dependent trust levels. The main result of this paper is the time dependence of the structure of communities of the evacuated people, described in Section V. This dynamics is governed by the communication process. Last section is devoted to conclusions.

II. SCHEFF THEORY OF AN EMERGENCY SCENARIO

A catastrophe, a terrorist attack, or any other strong threat is obviously a strong disturbance of current plans of its participants, accompanied perhaps with a direct threat for their health or even life. As such, it must give raise to strong negative emotions, triggered by fear. Here we are interested in the communication between the participants. For each one, there are three options: i) to communicate by phone with friends or relatives, who do not participate in the situation, ii) to contact with other participants and in a search for a collective strategy, or iii) to withdraw and do nothing. These three strategies will be termed as S (selfish), C (collective) and P (passive), respectively. It might be surprising that during the 7/7 London bombings, the passive strategy was observed as a quite common [18].

According to the theory of pride and shame by Thomas J. Scheff [17], the strategy selected by the participants depends largely on conscious or unconscious messages which they send and receive. Namely, they try to evaluate how they are perceived by other participants: with respect or not. In the former case their positive self-estimation is enhanced, what enables the interpersonal attunement and the social solidarity. Consequently, they are willing to select the strategy C, what stabilizes the
Below we investigate the dynamics of the possible spread of this realization, from those who are already conscious to those who are not yet. Once they get into the loop of pride, they propagate this state further.

III. MODELS OF A PHONE COMMUNICATION
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The selfish strategy S is natural in the case of large catastrophes, where everybody wants to get know if the relatives or friends remain alive. However, the payoff heavily depends on the amount of persons who select this strategy. It is straightforward to expect that once the amount of phone speakers exceeds some percentage of the population, successive attempts to contact by phone must fail even if the phone network works properly. It is just almost impossible to have simultaneously more than one phone call. We demonstrate the effect by an evaluation of the percentage \( p_2 \) of agents who successfully talk to each other, and not only try to get connection; the probability of the latter state is denoted as \( p_1 \) from now on. These probabilities are to be calculated against the percentage \( p \) of people who try to get connection.

The calculation is performed within two different approaches. First one is a cellular automaton with parallel updating. A single variable \( s_{i,j} \) is assigned to each site of the square lattice with the helical boundary conditions. The list of possible states of \( s_{i,j} \) consists 0, L, R, U, D, \( L^* \), \( R^* \), \( U^* \) and \( D^* \). Agents in the state ‘0’ are silent. With the probability \( p \) an agent picks up his phone and starts to calling to his/her randomly selected neighbour. Agents in states L, R, D, U are trying to connect to his/her nearest neighbour situated on left, right, down or up, respectively. They stop unsuccessful attempts to connect with probability \( p' \). Agents in states \( L^* \), \( R^* \), \( D^* \), \( U^* \) talk with his/her left, right, down or upper neighbour, respectively. They finish their talk and return to the state ‘0’ with the probability \( \lambda = 1/\tau \). The probability \( p_1 \) is calculated as the amount of agents in one of the states L, R, D, U, while the probability \( p_2 \) is calculated as the amount of agents in one of the states \( L^*, R^*, D^*, U^* \).

In the second approach, agents are distributed at nodes of Erdős–Rényi network, and the updating is sequential. The variables used \( w_{i,j} \) deal with the states of bonds between agents; \( w_{i,j} = 1 \) means that \( i \) tries to phone to \( j \), while \( w_{i,j} = 0 \) means that he does not try. The probability \( p_2 \) is found as the percentage of agents involved in mutual talks. The probability \( p_1 \) is the amount of agents \( i \) such that \( w_{i,j} = 1 \), and \( w_{j,i} = 0 \). The simulation goes as follows. Once \( i \) is selected randomly with repetitions, we ask if there is a neighbour \( j(i) \) such that \( w_{i,j} = 1 \). If yes, we check if \( w_{j,i} = 1 \). If yes, \( i \) and \( j \) are talking; the talk is broken with probability \( \lambda \). Coming back, if \( w_{j,i} = 0 \), we check if there is any neighbour \( k(j) \) such that \( w_{j,k} = 1 \).
If not, \( w_{j,i} \) is set to one; this means that \( j \) starts to talk with \( i \). If yes, \( w_{i,j} \) is set to zero; then \( i \) selects randomly one of his neighbours \( n \) and tries to connect him with probability \( p \); again \( w_{i,n} \) is set to one. Next possibility about \( i \) is that \( w_{i,j} = 0 \) for all his neighbours \( j(i) \). Then, if any \( w_{j,i} = 1 \), \( w_{i,j} \) is set to one. If \( w_{j,i} = 0 \) for all \( i \)'s neighbours \( j(i) \), again \( i \) tries to communicate with one of his neighbours.

These approaches are very different in details. In the cellular automaton we use von Neumann neighborhoods of four cells, and the topology is just a plane. On the contrary, in the case of the Erdős–Rényi network the topology is random with the small world property. Also, in the case of network unsuccessful calls initiated in one step are stopped only after second selection of the same node. Still, as we see in Figs. 1 and 2, the result is qualitatively the same: in both models the curves \( p_{2}(p) \) do not increase above some value \( p' \) of \( p \). As this result is obtained within two entirely different models, it can be considered as validated. Although we do not specify the payoffs, it is clear that the strategy \( S \) can be efficient only if it is chosen by a minority. This effect allows to expect that other strategies, \( P \) or \( C \), can be active.

**IV. BOUNDED CONFIDENCE MODEL**

The model of communication used here is a slightly modified version of the Zaller–Deffuant model \[12\]. There are two kinds of messages: those from media and those from the agents themselves. All messages are represented by points on a plane. A new message is accepted by an agent if the position of the message is not too far from the messages accepted by this agent in the past. This means that the system is characterized by a critical distance \( \mu \) in the message space; ‘not too far’ means ‘the distance is shorter than \( \mu \)’. In the original formulation of the bounded confidence model \[12\], the parameter \( \mu \) meant the tolerance for distant opinions. We are willing to maintain this meaning of \( \mu \) in this formulation.

The system is subject to a stream of messages from media. Besides of that, each agent reproduces one of messages accepted by him previously; he does so with the probability \( r \), which we select to be \( r = 10/N \), where \( N \) is the number of agents \[12\]. The modifications of the model with respect to the original version \[13\] are, that \( i \) we do not distinguish between the messages received and accepted—this can be done, because we do not discuss final decisions of the agents; \( ii \) agents send particular messages, and not their time averages; \( iii \) what is most important, the value of the critical distance \( a_{i,j} \) depends both on the sender \( j \) and on the receiver \( i \) and it varies in time: in this way we formalize the definition of trust, given in \[14\]. On the contrary to this variation, the critical distance \( \mu \) for the messages sent by media remains constant.

The time dependence of \( a_{i,j} \) is determined by the following rules. The initial values of \( a_{i,j} \) are equal to \( \mu \). Once a message from \( j \) is accepted by \( i \), \( a_{i,j} \) is transformed to \( a_{i,j}/2 + \mu \). Once a message is not accepted, \( a_{i,j} \) is transformed into \( a_{i,j}/2 \). In this way, the matrix elements of trust between agents vary between zero and \( 2\mu \). In this variation, more recent messages matter more; after three subsequently accepted messages, the respective matrix element \( a_{i,j} \) increases from zero to 0.875 of the maximal possible value. In other words, the memory of the system remains finite. These rules were found to be useful in cooperation modeling \[15\].

The message positions are limited to a square on a plane \((x, y)\), where both coordinates vary between \(-1\) and \(+1\). Actually, the critical distance is defined with respect to the size of this square. After a sufficiently long time, each agent is going to accept each message \[11, 13\]; this is assured by the increase of the area around the accepted messages from media. Here we are not interested in the asymptotic regime, but rather in the transient process of filling the square of particular agents by accepted messages. The role of the interpersonal communication in this process is encrypted in the time dependence of the trust matrix \( a_{i,j} \). At the asymptotic stage, i.e. for time long enough, \( a_{i,j} = 2\mu \) for all \( i, j \). In the transient time, the role of the communication between agents and the role of the messages from media can depend on the value of the threshold \( \mu \). We are interested in the structure of communities of agents where the mutual trust is established. These results are described in the next section.

**V. COMMUNITIES**

The plot shown in Fig. 3 shows the time dependence of the mean value \( \langle a_{i,j} \rangle \) of the trust matrix elements for different values of the trust parameter \( \mu \). The diagonal matrix elements are excluded. Although there is no clear difference between neighboring curves, two different regimes can be observed. For \( \mu \geq 0.7 \), the obtained curve increases almost monotonously with time. On the contrary, for \( \mu \) close to 0.2 and nearby, the curve first decreases, later increases to the value \( 2\mu \). The decrease mark the overall fall of interpersonal trust. At this stage, the process of an increase of individual areas around accepted messages is due mostly to the messages from media. The difference is then between the communication dominated by the interpersonal messages (large \( \mu \)) and the one dominated by media (small \( \mu \)).

The structure of the communities of mutual trust is investigated by means of two algorithms, both designed as to identify communities in networks \[20\]. Here the network nodes are represented by agents, and the weights of the bonds—by the matrix elements \( a_{i,j} \). First algorithm is the agglomerative hierarchical clustering method proposed by Mark Newman \[21\]: it can be applied to symmetric as well as to non-symmetric matrices. Second algorithm relies on a numerical solution of a set of nonlinear differential equations \[22\], where the unknown variables are the same matrix elements \( A_{i,j} = a_{i,j}/(2\mu) \).
The equations are
\[
\frac{dA_{j,k}}{dt} = \Theta(x_{j,k})\Theta(1 - A_{j,k}) \sum_i (A_{j,i} - \beta),
\]
where \(\Theta(x)\) is the step function and \(\beta\) is a model parameter, which measures the threshold, above which the product of the matrix elements starts to increase. This method works on symmetric matrices; to apply it, we have to symmetrize the trust matrix \(a_{i,j}\). Both methods make use of the modularity \(Q\), defined as
\[
Q = \frac{1}{2m} \sum_{i,j} \left( A_{i,j} - \frac{k_i k_j}{2m} \right) \delta_{c_i,c_j},
\]
where \(\delta_{i,j}\) is the symbol of the Kronecker delta, \(k_i\) is the weighted degree of node \(i\) and \(m\) is the total number of edges of the network. The search of the maximal value of the modularity allows to find the optimal structure of communities. Simultaneously, the value of \(Q\) allows to evaluate the statistical meaningfulness of the obtained structure. A large value of \(Q\) (about 0.3 or more) means that the structure differs remarkably from a random one.

When \(Q\) is small, as for example at the beginning of the simulation, the method of differential equations produces one connected cluster. However, when \(Q\) is large, both applied methods give almost the same communities. A brief inspection of the obtained data allows to state that once a community appears, it persists, with some new nodes being attached during the process. In our sample of 100 nodes, new communities of 4-9 nodes are born by a separation from the whole mass, and even if modified, they can be identified. However, the most important result is not a particular structure, but its meaningfulness, measured by \(Q\). We observe that \(i\) the time dependence of the modularity \(Q\) displays a strong maximum, \(ii\) its maximal value is meaningful (in the range \(0.2 < Q < 0.4\)) only for small value of \(\mu\). These results are shown in Figs. 4 and 5. They mean that the community structure undoubtedly appears only if the interpersonal communication is weak.

VI. CONCLUSIONS

Our calculations are related to the problem of an emergency scenario, when individuals select one of three strategies: a selfish communication with persons not involved into the emergency situation, a passivity, or a collective action. We used two simple models to demonstrate, that the selfish strategy cannot be rewarding, if applied by the majority. Next we concentrated on the community structure, which appears when individuals communicate to join in a collective action. The communication is modeled with using the bounded confidence theory, where the parameter of tolerance measures the individual ability to accept messages sent by other persons.

We found a qualitative difference between the communication dynamics for small and large tolerance \(\mu\). Loosely speaking, a small value of \(\mu\) in our model means that people are willing to accept only those messages which are directly close to their own opinions. As shown in Fig. 3, in these conditions the mutual trust falls quickly, and it is only selected messages from media which are accepted. Once the area around a small number of accepted messages starts to widen, some neighbours can be found in a direct neighbourhood. The reconstructed trust refers only to a few neighbours, and it is strengthened often by a repetition of mutually copied messages. On the contrary, for large tolerance \(\mu\) many interpersonal messages are accepted immediately, and the initial weak fall of the mutual trust is followed by its fast increase, as shown in Fig. 3. In these conditions the connections between agents include the large majority to the same cluster; as they are equally strong, communities are practically absent.

Drawing more from sociology, these conclusions can be supplemented by a note on theory of attributions. People are likely to infer on the causes of events which happen to them. There are two kinds of attributions: internal, when we look for causes in our individual personalities, dispositions and attitudes, and external, when we identify causes in an external world. More than often we apply the former to our successes and the latter—to our defeats. In a society divided into small communities without a communication between them, these negative external attributions are strengthened even more. In this case the collective action of groups can be mutually hostile.
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