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The prevailing scientific paradigm is that matter is primary and everything, including consciousness can be derived from the laws governing matter. Although the scientific explanation of consciousness on these lines has not been realized, in this view it is only a matter of time before consciousness will be explained through neurobiological activity in the brain, and nothing else. There is an alternative view that holds that it is fundamentally impossible to explain how subjectivity can arise solely out of material processes—“the hard problem of consciousness”—and instead consciousness should be regarded in itself as a primary force in nature. This view attempts to derive, for example, the laws of physics from models of consciousness, instead of the other way around. While as scientists we can understand and have an intuition for the first paradigm, it is very difficult to understand what “consciousness is primary” might mean since it has no intuitive scientific grounding. Here we show that worlds experienced through virtual reality (VR) are such that consciousness is a first order phenomenon. We discuss the Interface Theory of Perception which claims that in physical reality perceptions are not veridical and that we do not see the “truth” but that perception is based on evolutionary payoffs. We show that this theory may provide an accurate description of perception and consciousness within VR, and we put forward an experimental study that could throw light on this. We conclude that VR does offer an experimental frame that provides intuition with respect to the idea that “consciousness is first” and what this might mean regarding the perceived world. However, we do not draw any conclusions about the veracity of this notion with respect to physical reality or question the emergence of consciousness from brain function.
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INTRODUCTION

The standard scientific view is that consciousness will ultimately be explained as a result of brain activity. This follows the fundamental scientific paradigm that “matter” is primary and the realm of the subjective can ultimately be explained through physical laws—in this case neurobiological (Crick and Clark, 1994; Changeux, 1997; Tononi and Edelman, 1998; Rees et al., 2002; Koch et al., 2016). Hence brain activity in itself, with appeal to nothing else outside of it, can explain consciousness. Following Edelman’s classification (Edelman, 2003, 2004) this would include both primary consciousness (what we perceive) and secondary consciousness (metacognition or awareness of being aware). The “matter is primary” paradigm involves the belief that science will ultimately solve this central question for humans (Melloni et al., 2021). However, how subjectivity emerges from matter, has been a subject of intense debate by both philosophers and neuroscientists,
an issue that has been referred to as the “hard problem of consciousness” (Chalmers, 1996). There is an alternative paradigm, the “primacy of consciousness” paradigm (Chalmers, 1995, 1996; Bitbol, 2008), and that, for example, the theory of physics can be derived from the study of consciousness (not the other way around) (Manousakis, 2006; Hoffman and Prakash, 2014).

The primacy of matter is so rooted in our normal way of scientific thinking that, apart from the fact that we do not yet understand how the awareness of our perceptions and feelings can arise from networks of neurons—and even though there is data relating brain activity and subjective experiences—it does not seem to be a fundamental problem: it is just a matter of time before this will be solved. However, what could the primacy of consciousness actually mean? We have no scientific experience about how the everyday world of objects, space and time could arise from something called “consciousness.” Here we argue that virtual reality provides a paradigm for this investigation: a world that we can perceive, much as we perceive “reality,” a world that is indeed a product of consciousness.

In order to address this, first we will discuss virtual reality (VR) itself, then consider the nature of “objects” in VR, and follow this by the perception of virtual objects. We consider whether virtual objects are real in any sense, and also whether perception of virtual objects is real perception. We next discuss the Interface Theory of Perception (Hoffman et al., 2015), and how it can be useful to explain how perception in VR works, and discuss some predictions of this theory that can be tested within VR. We will pay attention to the issue of self-perception and conclude with a discussion of the implications for consciousness of ourselves and the others (self and social consciousness) and of the external world.

IDEAL-TYPE VIRTUAL REALITY

We could start by describing hardware and software, but it is preferable to discuss instead what VR is from the perspective of its affordances for a participant. We use the term “participant” rather than “user” since from our point of view, VR is not something you use, but a space or environment in which you are, and an environment in which you participate. We do not use VR any more than we are “users” of real 4D space-time. VR provides an environment, rather than a tool. It is an environment in which tools may be deployed.

An ideal-type immersive system in one where the participant perceives an artificial world using natural sensorimotor contingencies (O’Regan and Noë, 2001a,b). In other words, the participant looks around, listens, bends down to see underneath objects, looks around objects, turns his or her head to listen, reaches out to touch things, pushes and pulls and so on. The participant thereby can also act on objects that are perceived and can change the environment. However, what is perceived and acted upon is not the physical reality of everyday life, but an artificial reality produced by some technical means. For example, what is perceived may be computer generated using techniques of real-time computer graphics and delivered visually to the participant through stereo head-mounted display, with head-tracking that supports the participant looking and moving around, with images streamed in real-time to the displays as a function of head-tracking. Similarly, through headphones attached to the head-mounted display or through external speakers, appropriate and corresponding auditory output, even binaural sound, may be delivered. The participant may be able to act on the environment through a means of tracking his or her body movements, thereby allowing changes to be effected, for example, through collisions between the tracked end-effectors and the locations of virtual objects. Touch and force feedback may be delivered, for example, by vibrators or by robotic devices that have information about the location of the participant’s body and movements (through the head and body tracking) and its relationship to the virtual environment, and supply just-in-time haptic feedback—for a recent implementation (see Al-Sada et al., 2020). For example, were the participant to collide with a (virtual wall) the robot would be there just at that moment to provide the needed force and tactile feedback. These are just examples.

Our description is of an ideal-type immersive system. However, every single aspect must be physically realized. For example, what is the resolution of the displays? What visual field should they offer? How fast and how much of the body is tracked? What actual affordances do participants have to change things? How exactly can they change things? Are their hands directly tracked or do they have to hold tracked pointing devices and only those are tracked? How do they move through the environment? Is the head tracked with 6 degrees of freedom and with the visual images updated according to head moves (translation, yaw, pitch, and roll) or only some subset of these?

It should be noted that perception through natural sensorimotor contingencies implies more than just interaction. The displays are intimately bound to this. For example, if a participant moves his or her head toward an object, the expectation will be to see the object closer and closer including its details. This might correspond to the sensorimotor contingency rule: to see an object’s details, move closer to it. But if in the act of moving closer the vision breaks down into seeing only pixels rather than detail, then this is a failure of sensorimotor contingencies. Similar arguments can be made about field-of-view, latencies, framerate, and so on. If the participant reaches out to touch something, but feels nothing in violation of expectations, then this is also a failure of sensorimotor contingencies.

Actual immersive systems can be conceptually placed in a partial order. The affordances of a VR system that supports only head rotation for tracking can be completely simulated in a VR system that supports 6 degrees of freedom head tracking—as a practical example, the affordances of an Oculus Go device can be completely simulated using an Oculus Quest, but not the other way around. We have referred to this as the 6 degrees of freedom VR being more “immersive” than the rotation only VR (Slater, 2009; Slater et al., 2010a). Similarly, a desktop-based VR system, where the participant observes the virtual environment on an external screen rather than through a head-mounted display, and controls movements through a joystick, can in principle be completely simulated by a model-based VR system experienced through a head-mounted display. The importance of this is not to...
say that one system is “better” than another, but only that systems at different levels of such a hierarchy can give rise to qualitatively different experiences, different qualia.

Does this mean that consciousness in a virtual world requires natural sensorimotor contingencies, i.e., that are copies of those in physical reality? In principle, this is not the case. We can consider that exploiting VR as a media means not just the possibility of reproducing our reality with high fidelity, but also allows the creation of physically impossible but virtually possible alternative worlds. Our brains do not require much time for adaptation to a virtual world perceived through natural sensorimotor contingencies—we perceive in the virtual world as usual. However, VR can be used to create new sensorimotor contingencies, a world with different physical and interaction rules. An interesting example of this is work by the artist Char Davies who 15 years ago demonstrated a system where movement through the virtual world was via breath (Davies and Harrison, 1996). However, breaking away from natural sensorimotor contingencies could have implications for the time taken to adapt to this new world, from short term to long term adaptation and remapping. Even when requiring longer adaptation, it could eventually provide as vivid experience as in the real world. However, the implications for the time to re-adapt to the real world when leaving virtual reality, should also be considered. This is reminiscent of the famous experiments by George M. Stratton where a subject wore inverting lenses for several days and eventually adapted so that the vision seemed normal. However, after finally removing the lenses vision again inverted (Stratton, 1896).

VIRTUAL OBJECTS

In order for perception and action in a virtual environment to be possible there have to be objects. Virtual objects can be considered at different levels. At one level, from the point of view of a programmer constructing a virtual environment, an object is a description in a data base consisting of geometry and material properties. The geometry specifies the shape of the object and the material how it emits or reflects light. There are likely to be other properties specifying physics, animation, collision responses and so on. During the actual execution of the program that leads to the display of the virtual environment, this database of objects is traversed by the computer typically at a minimum of 60 times a second and, given the set of objects and the current position and direction of gaze of the participant, the representations of the collection of objects is rendered onto the displays (at least two displays, one from a left and the other from a right eye point of view for stereoscopic vision). These displays are continuously updated as the viewpoint moves and gaze direction changes, causing the 2D projection images of objects to change according to perspective, and as a result of changes in visibility occlusions. It is much more complex than this of course because the objects may be animated. There are algorithms at work that determine light reflection between the objects, and light that reaches the positions in the environment corresponding to the eyes. This also computes visibility, i.e., which part of the scene is visible to the eye, and which occluded. If we go to a level below the specification and traversal of the objects comprising the environment, we could consider the particular electrical impulses that represent this process, or the electromagnetic profile represented in computer memory that corresponds to that object. If we want to go to a deeper level then we could consider, for example, the quantum aspects of the whole system.

If we step up to the level of the participant, then the objects may become perceptual objects. Through natural sensorimotor contingencies, head moves will allow a participant to, for example, see an object from different points of view and gaze directions, perceive it stereoscopically, move around it, bend underneath it, reach out to touch it, hear what happens as a result of a collision with it, even possibly see a reflection of the self (see below) in it. In an ideal-type immersive system, the object will have become an object of perception, and can be perceived following the rules of objects in reality: perception through bodily action. Since the whole environment consists of objects, the environment itself will become a “place.” In an ideal immersive system, sensory data, even though ultimately generated by the computer, will give rise to normal perceptual processes. The participant will have the illusion that there are objects there, in the same space as him- or herself, and the illusion of being in a place, other than the real-world place where all this is actually taking place (Sanchez-Vives and Slater, 2005). If perception is operating normally and coherent with body action (where natural sensorimotor contingencies are preserved) then the simplest hypothesis for the brain to form is that the virtual place is the real place where the participant is located, and that events there are actual events. This is the illusion of presence, which consists of the illusion of being in the place (Place Illusion) and the illusion of Plausibility (that events that appear to be happening are actually happening) (Slater, 2009). Of course, at a higher cognitive level, participants will know the true situation (for example, they will remember donning the equipment, and the equipment will have a weight on their body), but this cognitive knowledge interferes little with perception and with consequent responses. Confronted with a visual precipice immediately ahead in the VR, the safe thing to do is to step back from it, a deeply engrained self-protection mechanism associated to depth perception and already present in humans under 1 year of age (Gibson and Walk, 1960).

It follows from this that perceptions in VR are first class, meaning that they are perceptions at the same level as perceptions in reality (Chalmers, 2017). In practice they will have different properties—for example, objects may not be seen at the same high resolution as we see objects in the physical world with our real eyes. There may be some latency between head turns and updates to the display (if this is noticeable then it is likely that the whole illusion would break). The VR may not operate in all modalities—for example, without haptic feedback, so that occasionally there may be breaks in presence (Slater and Steed, 2000), corresponding to brief but significant moments when the illusion of presence is lost. The key is the extent to which sensorimotor contingencies operate naturally. This does not mean that events and situations portrayed in VR have to be
realistic and follow the laws of physics. The issue is how they are perceived. Responses to the content that is perceived is in the domain of Plausibility, rather than Place Illusion. Plausibility is quite a complex issue, since when an environment is supposed to be a simulation of something that could really happen, then a tiny incorrect detail can destroy the illusion. For example, medical doctors in a virtual consultation were disturbed because they could not read from the virtual computer on their desk (Pan et al., 2016). However, people seem able to accept as really happening events that could never occur in reality—meaning that VR generates different expectations about situations and events. For example, in 3D chess played in VR pieces can fly across the board, and “this is how the laws of physics are in this world” (Slater et al., 1996). The scenario used for a fear of heights therapy described in Freeman et al. (2018) included a whale swimming in the air between buildings. Although participants found this strange, it did not break Plausibility.

It is worth considering for a moment the issue of color. From physics based computational models of light emission and reflection, the light reflected or emitted in every direction from every point on every virtual object can be computed. At any moment of time, only the finite set of rays of virtual light corresponding to those that reach the pixels on the display (and thus enter the eyes) needs to be computed. This computation then determines the light emitted from those pixels. This is what the participant actually sees—light emitting pixels of different wavelengths, typically modulated through a lens system. However, what the participant perceives are the colors of virtual objects, not the “objective reality” of the pixels. Looking at a virtual object the participant will see that object as a particular color and texture, see shadows projected onto it, and see its own shadow reflected on other surfaces. What the participant perceives is totally different from the objective reality of what the participant is actually seeing. The particular pattern of pixel colors gives rise to the perception of an illusory extended space and events within it, but it is this perception that is the basis of the conscious experience of the participant about where the participant is, and what is happening, what objects are there, what are their properties (e.g., shiny vs. matt), and the qualia associated with that experience.

Here we emphasize that what is illusory here is not the perception itself, which as we have indicated above is first class following (Chalmers, 2017). If a person sees a beautiful flower in VR they may have identical brain and behavioral responses to seeing a flower in reality. This perception itself is not illusory. However, the source of the perception is different in the two cases. In VR the perception arises from the interpretation of arrays of illuminated pixels as a flower located in extended space, a flower that the perceiver can walk around and admire from multiple viewpoints. The flower in reality is a physically existing object. From the moment that the light from the illuminated pixels in the case of the virtual flower reaches the eyes of the beholder, the perceptual process can be considered as the same as when the light from the real flower reaches the eyes. From this moment we can consider that the brain takes over, and can activate in the same way independently of the source of the light reaching the eyes. We refer to the perception of the virtual flower as illusory, not because the perception itself is illusory, but due to the source of the light. The perception itself is real, but the perceived flower is not real, from the standpoint of an observer outside of the VR.

**WHAT COMES FIRST, THE OBJECT OR CONSCIOUSNESS OF THE OBJECT?**

While in neuroscience the debate is about the neural basis of consciousness and on whether consciousness only requires perception or perception and action—sensorimotor contingencies and goal-directed behavior (for a review see Storm et al., 2017; Pennartz, 2018), there are other theories that are more controversial. A theory crossing the bounds between philosophy and science is the Interface Theory of Perception (ITP) (Hoffman and Prakash, 2014). In this approach, perception is considered as an adaptive interface. Hoffman and Prakash (2014) argue that in reality we see only the payoffs of objects, not the objects as such (payoffs in an evolutionary sense). A claim of the ITP therefore is that our perceptions of the world are not veridical. Hoffman and Singh (2012) consider that the standard scientific view is that there is an “observer independent world” (OIW) and our perceptions of this are veridical representations. Using evolutionary game theory (Prakash et al., 2020) examined “the claim that the structure of conscious experience is, at least some of the time, homomorphic to the structure of the presumed OIW, and hence can be regarded as, at least some of the time, veridical in the strong sense required by a correspondence theory of truth.” Their results, however, show that survival in an evolutionary game depends not on veridical representation of reality, but that perceptions code for fitness payoffs. The ITP uses an analogy concerning the way we perceive “objects” on a computer screen such as icons, the waste bin, and so on. We know that the “reality” behind these is absolutely nothing like that which is perceived in the interface itself (the icon has a shape and color and size, but the underlying reality of the icon is totally different to this). However, we can carry out operations with the icon (such as “open a file”) that would be impossible to do operating directly on any level of the underlying reality.

So, when faced with, for example, a precipice in virtual reality, what we are seeing is not the “truth,” which is just a set of illuminated pixels that operate together with the brain’s visual system to result in the perception of a precipice, but the danger of falling that it implies. The “truth” corresponds at the end of the day (depending on how deep we want to go) to electromagnetic impulses at the root of the computer processing, and therefore in an entirely different domain to the virtual world.

VR, therefore, provides an even better exemplar of the ITP than the desktop interface—since VR can directly simulate “reality” itself. In VR when you are not perceiving an object, it does not exist in any ordinary meaning of the word “object.” This aspect, which in the real world has been a matter of philosophical discussion, in VR is literal, since the object does not exist even as a perceptual object unless the participant is actually looking at it. Staying with the visual domain, if the participant is not looking at an object, or more precisely if it does not fall within the participant’s visual field of view, it is not rendered onto the displays. It does not exist in the virtual world. However, it still does exist in the database (and all the levels below that make
the database physically possible), but these are not part of the virtual world. What we perceive in VR bears no resemblance to the “truth.”

SPACE AND TIME IN VIRTUAL REALITY

When we see a painting, a photograph, or while watching a video, we will have the impression of the objects depicted therein being arranged in a space. Of course, we know for sure that there is no actual space, and that everything is limited to the surface of the canvas, paper or screen. However, a VR experience is qualitatively different to the perception of a space depicted on a canvas or screen. Participants in VR do not simply “see” a space but they are “in” a space. It is indeed the most salient feature of VR, as we have discussed above, the idea of “Place Illusion.” What does it mean to be “in” a space? We can move through it. We can pick up objects and move them to a different location. We can walk around a cityscape or interact with other virtual characters. We can fly (Rosenberg et al., 2013). VR is increasingly referred to as a technology in the realm of “spatial computing.” VR computes and renders a space. Participants operate in that space much as they would in physical space. Yet, from our material perspective in physical reality we know absolutely that there is no space there. There are some light-emitting pixels on displays close to the eyes of the participant, and as the participant’s head moves around so the arrangement of wavelengths of light emitted from those pixels changes. Yet the participant has perceptual illusion of operating in an extended space, and corresponding qualia, the “feeling” to be in a space, and to be aware of having that feeling, and the qualia associated with seeing what is in the space—the objects, the colors, and so on. This movement through virtual spaces is even encoded in the “place cells” in the hippocampus, not only in humans (Ekstrom et al., 2003) but also in mice (Harvey et al., 2009) demonstrating that the “place illusion” is being encoded in the brain as physical navigation in real space (Brotons-Mas et al., 2006).

The perception of space arises wholly out of the brain’s interpretation of the patterns of light projected into the eyes as the gaze direction changes and optic flow is generated with movement. In physical reality we live in space and always experience spatial extension while conscious. Even most dreams are adventures through a space. The understanding of what space “really is” is of course a fundamental quest in physics, and our theories of space have changed over the generations. But in VR there is nothing to argue about—there is no space, only the light-emitting pixels—virtual space is completely subjective. Moreover, the physical basis of virtual space (the arrangement of light emitting pixels) is itself a product of human consciousness. The hardware and software were built by people, the particular patterns by which the pixels emit light as the gaze direction changes is totally governed by a computer program, itself the product of human consciousness. So “space” in VR is doubly the product of consciousness—its physical basis and construction is the product of consciousness, and the subjective awareness that it engenders is also the result of consciousness. Virtual space is therefore consciousness perceiving its own creation as if it were an objective reality.

In principle the same is true of time, although this has been studied much less in VR. By altering velocities of objects and self-location VR can be used to induce distortions in time perception, for example (Volante et al., 2018; Verde et al., 2019). VR can also be used to influence time in another way by inducing the illusion of traveling back through time (Friedman et al., 2014; Pizarro et al., 2015). This is based on an algorithmic solution to the Grandfather Paradox (Friedman, 2016). Having “lived” through a virtual experience, participants go back in virtual time, relive it once again, and see the actions of their previous self, doing whatever they did the first time around. By intervening, participants can change the future and experience an alternate history. Although not as obvious as space, changes in the perception of time can also be produced, yet examining this from the standpoint of material reality, of course there has been no alteration of time.

SELF-PERCEPTION

The perception of the self is more than just the consciousness of contents, as is the representation of the outside world, but is one of the building blocks of self-consciousness. What happens when a participant in a VR looks down toward his or her own real body? In the ideal-type immersive system they will see a virtual body that visually substitutes and is coincident in space with their own body. They will see this body from the normal first-person perspective that they see their own body in reality. With body tracking, they will notice that when they move their real body, the virtual body will move synchronously and correspondingly, limb by limb, providing correct visual, motor, and proprioceptive congruences. When a virtual object collides with their virtual body, it can be so arranged that they will feel the haptic information synchronously and correspondingly on their real body generating appropriate visuotactile correlations. When they look into a reflective surface, they will see a reflection of their virtual body. Their body will cast shadows, depending on the virtual light sources in the environment. This describes the physical set up that we refer to as “embodiment” (Spanlang et al., 2014).

Embodiment sets up a very strong prior for body self-perception. In our whole lives whenever we have looked down toward our body, we have seen our body, our interface to perceive and act in the world. Whenever we move we see our body move correspondingly. Whenever something touches us we feel it. When we look in a reflective surface we see our body. The shadow that follows us around is a shadow of our body. Therefore, the physics of embodiment gives rise to a third perceptual illusion beyond Place Illusion and Plausibility, which is the illusion of “body ownership,” the illusion that the virtual body is the actual body (Petkova and Ehrsson, 2008; Slater et al., 2010b). This is another perceptual illusion, since at the cognitive level, the participant knows for sure that it is not his or her real body, but it just feels as though it is. It is another qualia, hard to describe, only something that can be experienced.

This type of “body ownership illusion” is long known without exploiting VR, a paradigmatic example being the rubber hand illusion (RHI) (Botvinick and Cohen, 1998), though body
ownership illusions were known prior to that (e.g., Lackner, 1988). In the RHI, the subject sits by a table with a rubber arm and hand in an anatomically plausible position in front, and the corresponding real arm and hand obscured behind a screen, but typically parallel to the rubber hand. The experimenter applies tactile stimulation to the real, unseen, hand (touching and stroking), and applies corresponding synchronous stimulation to the (seen) rubber hand, which is perceived visually in the same location where the real hand is being touched. From the point of view of the subject, a hand placed in a position so that it could be his or her hand is seen to be touched, while the corresponding actual touch is felt on the real hand. These two separate percepts are fused into one leading to the inference that the rubber hand is the subject’s hand. Proprioception shifts to the rubber hand, so for example, if the rubber hand is seen to be attacked the subject will react automatically and strongly to pull their corresponding real hand away, and there will be spike in physiological responses such as skin conductance. This same illusion has been shown to be engendered equally with a virtual hand in VR (Slater et al., 2008). With respect to the whole body a paradigm similar to the RHI was applied to a manikin body seen through streaming video from a pair of cameras mounted on top of the manikin to a HMD worn by the subject, so that the manikin body appeared to substitute the real body (Petkova and Ehrsson, 2008). The manikin and real body were tapped and stroked as in the RHI. Full model-based VR was used to show that the body ownership illusion also occurs for a whole virtual body, with visuotactile stimulation as in the RHI (Slater et al., 2010b), or visuomotor through real-time body tracking (Banakou and Slater, 2014).

Blanke et al. (2015) put forward a model where bodily self-consciousness relies on multisensory integration with corresponding proprioception and body-related information in other modalities, in particular visual. It has also been shown that auditory signals can be used to contribute to body representation illusions (Azañón et al., 2016; Tajadura-Jiménez et al., 2017). The multisensory integration must be within peripersonal space, so that it clearly and directly relates to the body. Blanke et al. (2015) argue that such multisensory integration results in body ownership, self-identification and the sense of location corresponding to the location of the virtual body. In the work described in this paper we always assume that the virtual body is virtually spatially coincident with the real body, but out-of-body illusions have been described where the virtual body may be in a different (virtual) location to where the viewpoint (and hence the real body) is located in the virtual space (Ehrsson, 2007; Lenggenhager et al., 2007). These requirements are fully met through the description of embodiment above. Moreover, following the Blanke et al. (2015) model, vestibular signals would be correct, for example, if the participant leans forward, normal vestibular signals would be activated, since the real body is leaning forward, the visual flow would correspond to that act, and the virtual body would move accordingly with the lean in real-time. In fact, where vestibular signals break down is when the viewpoint of the participant is moved without corresponding body movements. In this case the most likely outcome is nausea.

The model proposed in Blanke et al. (2015) does not mention the appearance of the virtual body. To what extent does it have to look like the body of the actual participant? The answer seems to be that there is little constraint on the visual appearance of the virtual body for body self-consciousness. Evidence from the RHI suggests that the body needs to look humanoid, but adults can have strong body ownership over a child body (Banakou et al., 2013), an otherwise small body, a giant body (van der Hoort et al., 2011), a body of a different sex (Slater et al., 2010b) or race including a purple body (Peck et al., 2013; Banakou et al., 2016), a transparent body (Martini et al., 2015), an older body (Hershfield et al., 2011), and so on. The body may have additional limbs or a tail (Septoe et al., 2013; Won et al., 2015), be asymmetric with one arm longer than the other (Kilteni et al., 2012), it may have an arm amputation (Kilteni et al., 2016), and so on. The precise constraints remain to be investigated but they appear to be very wide. Multisensory integration with respect to the virtual and real body dominates everything. In fact, comparing the level of subjective body ownership between a body that actually does look like the participant, and a different body that is much older has shown no difference in the level of subjective ownership in two different studies (Osimo et al., 2015; Slater et al., 2019).

A body ownership illusion has physiological, behavioral, attitudinal and cognitive consequences when the virtual body has physical or behavioral attributes that suggest such a change. Participants who see their virtual arm attacked will respond with brain activations that would be expected were their real arm attacked (Kilteni et al., 2012; González-Franco et al., 2013). Participants will have different pain thresholds to pain inflicted on their real body depending on their body representation in the VR (Martini et al., 2015; Matamala-Gómez et al., 2019a,b). Adults when embodied in a small virtual body will see the world as larger (van der Hoort et al., 2011), when embodied in what is specifically a child body will see the world on the average as around double the size of adults with an adult body that is the same size as the child (Banakou et al., 2013). It is the suggestive shape of the body being child-like that has this effect, not just the size. Embodying white people in a dark-skinned virtual body leads to a reduction in their implicit racial bias against black people (Peck et al., 2013; Maister et al., 2015; Banakou et al., 2016; Bedder et al., 2019), and participants in a dark-skinned virtual body are more likely to mimic the gestures of a black virtual partner than a white one (Hasler et al., 2017). The mimicry is important since it signifies rapport. At the behavioral level participants in a dark-skinned body informally dressed will play the drums with much greater body movement, than in a light-skinned and formally dressed body (in a between groups experiment) (Kilteni et al., 2013). At the cognitive level, participants embodied as Albert Einstein tend to have greater scores on a cognitive test, post- compared to a pre-test, than another group embodied in a body of the same approximate age as themselves (Banakou et al., 2018). Male domestic violence offenders will improve their fear recognition in the faces of women after being exposed to a situation of being embodied as a female subject to abuse from a male (Seinfeld et al., 2018). Men will be less aggressive to a virtual woman, compared to control groups, 1 week after experiencing sexual harassment from a group of men (Neyret et al., 2020). People embodied as Sigmund Freud tend to give better counseling advice to a body that looks like themselves than
when they are the counselor in a body that is a copy of their own,
or when embodied in the Freud body but without visuomotor
synchrony (thus leading to much lower body ownership) (Osimo
et al., 2015; Slater et al., 2019). Hence the type of body and the
experience from the perspective of that body can influence how
participants perceive and respond to events and situation in the
(virtual world), and even their cognitive processing. A change
in body representation in VR results in a change in bodily
self-consciousness including conscious perception and cognition
involving changes to aspects of the self.

IS CONSCIOUSNESS FIRST IN VIRTUAL
REALITY?

In VR participants perceive and act in a virtual world. But what
is this world? As we have described above, the world in one
form exists independently of the participant as a description
in a database, that is then rendered by a computer program,
where the rendering is determined by the visual field of view
of the participant at any moment. There are similar constraints
for auditory and haptic rendering. This gives rise to perceptual
objects forming an environment, and it is this which is the world
in which the participant operates. This virtual world does not
exist independently of the perception of the participant, it is the
perception and action of the participant that makes this world. To
some extent, virtual reality is a realization of what the philosopher
George Berkeley wrote in 1710: “The objects of sense exist only
when they are perceived,” which echoes the popular question: “If
a tree falls in a forest and no one is around to hear it, does it
make a sound?” Even though these philosophical propositions are
arguable, they are exactly the case in VR.

The ITP (Hoffman and Prakash, 2014) offers a formalism
useful as a model for VR. In that theory, a “conscious agent” is
defined by three entities: a World (W), conscious experiences (X)
and actions (G). Mathematically, these are sets and their classes
defined by three entities: a World (W), conscious experiences (X)
useful as a model for VR. In that theory, a “conscious agent” is
arguable, they are exactly the case in VR.

In order to avoid the problem apparently inherent in this
definition (i.e., that the world is independent of the conscious
agent) the fundamental axiom of this theory is that “The world W
consists entirely of conscious agents.” This is simply illustrated by
a setup with two conscious agents. In this case the World of agent
1 consists of the actions of agent 2. Following the schema above,
agent 1 makes a decision which then leads to its actions, which
in turn form the World of agent 2. Agent 2 makes a decision
leading to an action of agent 2, which is the world of agent 1,
and so on. This can be extended to multiple agents, where, for
example, the World of each agent is formed by the actions of all
the other agents. The ITP then moves on to begin the process
of proving mathematically that from this framework arises our
normal world of object perception and all the laws of physics.
For a recent extensive account, see Hoffman (2019). In other

words, in this setup consciousness is primary, the world consists
only and exclusively of conscious agents, and the world in every
sense arises from interactions between them. There is no observer
independent physical reality. Objects exist to the extent that they
are perceived. The world of any conscious agent consists of the
actions of all other conscious actors.

How does this apply to VR? We consider first the basic
case where there is only one human agent in a virtual world.
The virtual world itself as experienced by the participant is a
product of human activity, i.e., the virtual world is “produced”
by human consciousness. For example, if in the virtual environment
the participant carries out an action of reaching toward an
object to touch it, and thereupon the object changes color,
every aspect of this has been programmed by someone (or by
a team). This includes the representation of the body of the participant
(there must at least be a representation of a hand
otherwise nothing can be “touched”), the tracking of the hand
and the rest of the body, the object itself—every aspect from its
location in space to its appearance, the surrounding environment,
the changing of the color and so on. Behind that, there is
huge host of other human activity that created the underlying
hardware and the software to interface to it, the manufacturing
process, the delivery and assembly of all the items, the delivery
of the hardware to the participants, even the advertising of
the fact that the hardware exists and can be bought, the bank
transfers involved, the infrastructure that makes the purchases
possible, and so on. In terms of the human activity in the
creation of the virtual environment in which the participant
interacts one can envisage wave after wave of this spreading
in ripples through a huge chunk of human activity. So, when
a participant alone in a virtual environment perceives, decides
and acts, at the very moment that this is done there may not
be any other conscious agents with whom this interaction is
taking place, but considered as a whole this event would have
been impossible without the involvement of massive human
agency. The program represents the foreseen interactions of the
participant and responds as programmed (even if this includes
responses based on pseudo-random choices). The “other agent”
is there, only not synchronously except through the operation of
a computer program.

If we now extend to multiple participants acting together
in the same virtual environment, seeing and interacting with
virtual representations of one another, then the formalism offered
by the Interface Theory of Perception is an appropriate one.
There is always one agent that is special, of course, which
is the human agency that created the virtual environment.
We call this Agent 0. We can conclude that indeed in the
context of virtual environment, and keeping strictly to this level,
and not considering the “true” situation (the computers and
their electromagnetic impulses), that in VR consciousness is
prime. Everything that happens and can happen is a product
of human consciousness.

When multiple agents are introduced the question of object
permanency becomes interesting. As argued by George Berkeley
and also by ITP, an object does not exist when it is not
perceived. Whatever we may think about this in the context of
physical reality, in VR this is a true statement for perceptual
was achieved through first person perspective over the virtual one of two virtual bodies: a child of about 5 years old, or an adult first in virtual environments. VR in order to throw further light on whether consciousness is terms of experimental studies that have or could be carried out in

Hoffman and Prakash (2014) prove mathematically that in their framework any subset of agents considered as an entity, also follows the formal definition of being a “conscious agent.” Here we briefly wish to consider a particular case of this, where there are two agents but they each represent the same person. In Osimo et al. (2015) and Slater et al. (2019) a participant plays two sides of a dialogue. They are embodied in a virtual body that is a scanned representation of themselves and also in a virtual body that represents Dr. Sigmund Freud. They sequentially swap between these two bodies, maintaining a dialogue between the two. First as the representation of themselves they explain a problem to Freud, and next when embodied as Freud they see and hear their self-representation explain the problem. They are then re-embodied in their self-representation and see and hear the reply of “Freud,” and so the dialogue continues with as many body swaps as the participant desires. In this situation, the participant is a conscious agent as him- or herself, is a conscious agent as Freud, from each perspective the actions of one form the world of the other. However, the two agents together also form a conscious agent, with the world created from the programmed actions of Agent 0. This provides an interesting perspective of what happens in this setup. Participants tend to find solutions to their personal problems when body swapping with the virtual Freud in this way, compared to control conditions. There is a split consciousness: from the point of view of the participants themselves, and from the point of view of the Freud virtual body. The affordance of this setup for personal problem solving has been explained through a combination of embodied perspective taking, as a manifest realization of “Solomons’ Paradox” where people generally make wiser decisions about themselves when thinking about these from the perspective of someone else rather than their own perspective (Grossmann and Kross, 2014). However, more than the interaction from the separate points of view of self and Freud, from the perspective of the ITP there is another level of consciousness, which is of the two considered as one entity. This is just another way of saying “the whole is more than the sum of the parts,” but it would be very interesting to transform this into a measurable hypothesis.

HYPOTHESES

Here we consider some consequences of the above discussion in terms of experimental studies that have or could be carried out in VR in order to throw further light on whether consciousness is first in virtual environments.

In Banakou et al. (2013) adult participants were embodied in one of two virtual bodies: a child of about 5 years old, or an adult shaped body of the same height as the child. The embodiment was achieved through first person perspective over the virtual body and synchrony between their real body movements and the virtual body movements. They saw their virtual body both directly by looking down toward it and in a virtual mirror. This led to a high degree of subjective body ownership over both the child and the adult shaped bodies. In another condition there was asynchrony between real and virtual body movements leading to low subjective body ownership. Prior to the embodiment, participants had learned how to indicate the sizes of different cubes in the environment by the distance between their hands. After experiencing the embodiment, a number of cubes were measured again using the same method. It was found that for those in the synchronous embodied condition, on the average participants overestimated the sizes of the cubes. This finding was in line with a previous study that found embodiment of adults in a small doll led to overestimation of object sizes (van der Hoort et al., 2011). However, for those with the child body the overestimation of cube sizes was almost double that of those in the adult body. For the asynchronous conditions there were no effects. Perception of the cubes changed as a result of the shape of the body, not only its size. In this case a change in perception of the self as an object led to changes in perception of other objects. If the self was experienced as smaller and childlike, then this led to consequent changes in perception of the environment. Under these conditions the consciousness of the self, determined the perception of the external virtual world. The results of this study were later replicated (Tajadura-Jiménez et al., 2017). However, this is a reinterpretation of existing data.

Consider the following situation. A person starts at one corner of a virtual room which displays a number of pointed upright sticks and small tables, both of the same height. Their first task is to navigate to another corner diagonally across the room. Once they have done that, a large number of little cuboids (representing books) appear scattered over the floor. The person has the task to pick up all the books until that there are none left on the floor. The obvious solution is to pick up the books and place them on the tables. However, when a book is placed on any table the table becomes somewhat transparent and watery and the book sinks through and ends up on the floor again. If a book is placed on or near the top of a pointed stick in a radius of 0.5 m, it stays there. Over time the person picks up the many books and places them by the sticks thus completing the task, which brings a reward. This same procedure might be repeated many times by participants in an experimental study.

In this setup the payoffs for the sticks and tables have been changed, the books can rest on the sticks but not on the tables which have a watery aspect. As mentioned above, according to the ITP, perception is not veridical, but rather encodes payoffs that are useful for the perceiver. Following this, the perception of sticks and tables should therefore also change. At the end of picking up all the books from the floor, they all vanish, and the person is back in one corner of the room. They now have the task to navigate across back to the other corner. The arrangement of tables and sticks has changed, but there are still the same number. The navigation path, in particular the proximities to the sticks and tables can be computed and compared with the first navigation at the start of the experience. The question is whether participants navigate around the sticks as if they were wider than
fundamental nature of reality and the role of consciousness. When perception starts to blur, triggering new questions about the
sometimes evoking intense emotions. However, as immersive systems reach toward the top of the partial order the confusion
with reality starts to blur, triggering new questions about the
fundamental nature of reality and the role of consciousness.

CONCLUSION

In this paper we have discussed aspects of how consciousness of the (virtual) world and self-consciousness are generated in VR, considering relevant aspects of perception in VR. In VR, abstract objects exist independently of the participant at one level, but when viewed from within the context of VR, such objects that exist in a database become perceptual objects with which the participant can interact. The set of perceptual objects becomes the environment in which the participant perceives and acts. Objects that are not in at least one of the sensory fields-of-view of the participant, do not exist in the virtual world (they are not rendered even though they exist at many different levels in the physical world—for example, as data stored in computer memory). What is perceived in VR may not be real, but perception in VR is first class, in the sense that the perception itself is real. However, what is perceived is not “true.” The set of illuminated pixels (in turn caused by the operations of the computer and display devices at the back of any VR interface) is transformed into a perceived extended space that contains objects including a body representation of the participant. The space can be viewed from any perspective, objects can be touched, pushed, heard, in principle they can be even smelt, and so on, in an ideal-type immersive system. The question about the reality of what is perceived only emerges because the system is immersive.

Immersive systems form a partial order, where the relational operator is “immersion,” whereby one system is more “immersive” than another if the first can be used to simulate experiences of the second, but the second not the first. Each type of immersive system determines the range of possible perceptual experiences and actions, thereby giving rise to different sets of potential qualia. An ideal-type immersive system, at the “top” of this order, gives rise to qualia that may be indistinguishable from qualia induced by real world experiences: for example, a red cube perceived in reality may give rise to identical feelings when a red cube is perceived in virtual reality in the same kind of settings as in reality. A virtual flower may invoke similar feelings as a real flower. The most interesting aspect of this is that VR can be used to create scenarios that are impossible in reality, and thereby give rise to a new class of qualia that cannot otherwise be experienced. When we watch a movie, we do not doubt that the visual and auditory perception are real, but generated by a movie projector or through television. The remainder of the theater or living room is a continuous reminder of the non-reality of the displayed events, nevertheless sometimes evoking intense emotions. However, as immersive systems reach toward the top of the partial order the confusion with reality starts to blur, triggering new questions about the fundamental nature of reality and the role of consciousness.

Whether reality exists independently from the observer has been a subject of philosophical discussion. The Interface Theory of Perception provides a formalism for consciousness being primary. It defines conscious agents and removes an independently objective world by specifying that the world for any agent consists of the actions of all the other agents. When we consider a VR with only one participant, this framework leads to the conclusion that there is an Agent 0, which consists of all the human activity that leads to the computer program and hardware in which the VR experience is possible. The actions of Agent 0 appear in the virtual world through programming rather than being synchronously decided as a conscious entity during the running of the program. In this sense in VR consciousness is first i.e., primary. At the level of the virtual reality, there is no “objective reality” other than the activity of all conscious agents. The conscious agents determine the perceived world by their actions. Under these conditions, restricted to this virtual domain, consciousness is first.

With VR we create an alternate world, and then within it react to events that occur as if they were actually really happening to us. People create a virtual world where participants stand in front of a precipice (Meehan et al., 2002), or have to speak in front of a negative audience (Pertaub et al., 2002), and they become anxious. The constructed events of VR become reified, a transformation from conscious creations to objective realities.

The description of what takes place when someone experiences a virtual reality depends on the conceptual viewpoint and the level of analysis. From the “outside,” from the point of view of “matter is primary,” we know that the underlying reality is that a person in VR is looking at illuminated arrays of pixels which the perceptual system interprets as an extended space in which events occur and in which the person can act. We can then move to another level of analysis and consider the production of these illuminated arrays of pixels—the computer systems involved, the programming, the manufacturing and so on. All of these are themselves the products of human activity. If we stop at that level, we can argue that a VR experience is entirely the product of human consciousness. However, we can still go deeper, into both the physics that makes all this possible, and the functioning of the human perceptual system that leads to the interpretation. We can stop there or go still further to the level of electrical and chemical interactions between neurons, and eventually to the quantum level in physics, and so on. The Interface Theory of Perception argues that even these levels are themselves the product of consciousness. In one sense this is true—since these are scientific explanations and the science is the product of human consciousness (quantum physics is a theory, even though supported by a lot of evidence). Whether “matter” or “consciousness” are primary, i.e., with respect to the true nature of reality, is a different issue, and we are not proposing an answer to this philosophical question (which one day will have a scientific solution).

As we argued in Sanchez-Vives and Slater (2005) VR provides a highly useful paradigm from which to discuss the problem of understanding human consciousness. Here we have attempted to show that it acts an example of the notion that consciousness is first. In the domain of VR everything that happens, everything
that can be experienced is the product of human consciousness. Perhaps by analogy this can help us to understand what this might mean in the domain of physical reality, even if we do not subscribe to the view that consciousness comes first.
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