Hopfield-like open channel retrieval for disordered optical media
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The measurement of the optical Transmission Matrix (TM) enables to access “open channels”: input patterns, specific to each scattering structure, capable to deliver very high transmission. Various approaches, based either on multiple interferometric measurements or on systematic random testing of incident wavefronts, enable to estimate the inputs required to excite these open channels. Here, we provide for the first time an approach enabling the complete and reference-less retrieval of the open channels. It is based on the full mapping all the pairwise interference terms resulting from all the input modes couples. We show that these interference terms are organized into a bi-dyadic coupling matrix whose eigenvalues enables to access the open channel. A disordered optical system, is thus behaving exactly like an Hopfield neural network, where a specific input vector (an eigenvalue of the neurons' coupling matrix) enables to retrieve a specific memory pattern (1, 2). The proposed Hopfield like open-channel-retrieval approach, enables to reach almost 100\% of the theoretically expected value of the Intensity. Moreover employing a digital micromirror device to modulate light, we demonstrate high speed laser scanning at the back of a disordered medium.

Significance Statement

Wavefront shaping is a sophisticated optical technique based on multi-element adaptive optics devices, enabling to focus and shape light at the back of strongly scattering medium. The two most popular approaches (sequential optimization and transmission matrix measurement) are affected by limitations. Here we demonstrated that these limitations are due to the roughness of the intensity landscape and proposed new approach which is based on the same mathematics supporting efficient memory retrieval in Hopfield networks. Our Complete Couplings Mapping Method surpasses the problems connected to the Intensity landscape shape and can be implemented using a digital micro-mirror device, thus enabling fast laser scanning at the back of a disordered medium.
where α is a factor - termed efficiency parameter - depending on the nature of the modulation. For instance, for full phase modulation (7, 21) it is α = π/4, whereas α = 1/(2π) for binary amplitude modulation (20, 22, 23) and, as we will consider in this work, α = 1/π for binary phase modulation (see supplementary information file, S.I.).

Here, first we will demonstrate that SO is not always capable to reach the maximal efficiency for light focusing and why this comes about, then we will provide a new method to focus light behind a disordered medium which is reference less. We will demonstrate for the first time that this method is capable to return an intensity enhancement with is extremely close to the theoretical predictions. We will name the approach the Complete Couplings Mapping Method.

We start defining the problem. The field \( E^{(v)} \) at a given target location \( v \) on the output screen is determined by the input field \( E_n, n = 1, \ldots, N \) and by the structure of the transmission matrix \( \mathbb{T} \) whose elements \( T_{nm} = \epsilon_{nm}^{(v)} \) connect input and output fields. The intensity transferred from all inputs to the \( v \) output target is written as

\[
\left| E^{(v)} \right|^2 = \left| \sum_{n}^{N} \epsilon_{n}^{(v)} E_n \right|^2 = \sum_{n,m} E_{n}^{*} \epsilon_{nm}^{(v)} \epsilon_{m}^{(v)} E_{m} = \sum_{n,m} E_{n}^{*} T_{nm} T_{m}^{*} \epsilon_{m}^{(v)} \epsilon_{m}^{(v)} E_{m} = \sum_{n,m} E_{n}^{*} T_{nm} \epsilon_{m}^{(v)} E_{m}
\]

where we have defined the effective coupling matrix \( \mathbb{T}_{nm} = T_{nm} T_{m}^{*} \) between input modes \( n \) and \( m \) and \( \dagger \) indicates the conjugate and transpose operation. For a single target mode, matrix \( \mathbb{T} \) reduces to a vector \( \epsilon_{nm}^{(v)} \) whose elements \( \epsilon_{nm}^{(v)} \) encode attenuation and dephasing of a light rays incoming form the input modes \( n \) to \( v \). Since we now focus on one single target we will drop the output index \( v \) in the following. In this single pattern case the coupling matrix reads

\[
\mathbb{T} = \mathbb{t} \mathbb{t}^{*}.
\]

The elements of the \( \mathbb{T}_{nm} \) matrix are not independently randomly distributed. As it is resulting from the external product of a vector, \( \mathbb{t} \), with itself all columns and rows will depend on each other. The matrix has only one eigenvector.

In typical wavefront shaping experiments, the light field \( E \) before the modulator is steady and, thus, it is convenient to define a vector \( \Theta \) whose elements are

\[
\Theta_n = t_n E_n.
\]

By employing \( N \) segments, the intensity on the output location at the far side of the disordered material is fully defined by the coupling matrix \( \mathbb{J} = \Theta \Theta^{*} \) whose elements \( \mathbb{J}_{nm} = \Theta_n \Theta_m \) contain all the interference pairs.

It is well known (see S.I. and Ref. (7)) that the eigenvector of \( \Theta \Theta^{*} \) corresponds to the input configurations providing the highest amount of intensity at the target. As often the \( \Theta \) vector, and consequently the coupling matrix \( \mathbb{J} \), is inaccessible or extremely difficult to measure, light focusing behind disordered materials is usually achieved by a sequential optimization (SO) protocol in which many random iterations (amplitude or phase changes on the input modes) are performed in order to maximize the intensity at a target.

A recent paper (24) demonstrated a correspondence between the intensity optimization through disordered materials and the physics of disordered systems. Indeed, when the SO algorithm is employed to maximize the intensity at several output targets simultaneously, its driving equation is identical to the expression describing the energy of a neural network, the Hopfield model for memory storage (25-27). When few targets are involved, in the statistical mechanical description, the transmission through the random optical system corresponds to the regime of memory recovery in the Hopfield neural network. We will, therefore, focus on this regime. Indeed, in the analogy, the transmission matrix elements linking each input to a single output correspond to a memory pattern stored in a neural network. And the input light mode fields \( E_n \) play the role of a neuron activity.

The intensity optimization corresponds, from a statistical mechanics point of view, to a zero temperature dynamics of the modes in a corrugated random landscape of mode configurations whose minima are the optimized solutions. Each random transmission matrix yields a different corrugation, i.e., a different energy landscape. This implies that any small energy barrier around a non-optimal configuration incidentally encountered in the optimization procedure would not allow to optimize any further. For instance, if the input fields are combined to provide \( N \) variables only taking \( \pm 1 \) values, the system relaxing towards equilibrium can be stuck in a non-optimal solution because of a barrier that could be overcome just by a single sign switch of the field. We will refer to this sign switch as “spin-flip”, since the \( \pm 1 \) variable is termed Ising spin in the statistical mechanical analogue. The system is, thus, stuck in a “one-spin-flip-stable” minimum corresponding to a non-optimal intensity. In the following we will study how the presence of such metastable (shallow, one-spin-flip-stable) minima affect the SO.

**Results**

To investigate the effect of dynamic arrest in the SO, we perform repeated sequential optimizations at the same location starting from different input patterns, recording the final configurations \( \sigma_r \) of our phase modulator. Else said, we realize different replicated dynamics of the system relaxing, at \( T = 0 \), in the same landscape. The index \( r = 1, \ldots, R \) is the replica index. We take \( R = 60 \) replicas per location. These measurements have been made possible by employing the “super-pixel method” (10) approach in similar fashion to what has been shown in paper (24) (see S.I.), in which each segment of a Digital Micromirror Device (DMD) works as a phase modulator which can deliver a 0 or \( \pi \) phase prefactor (equivalent to multiply the injected intensity by +1 or -1 ). Also, the same segment can be placed in the “silent” (off) configuration, delivering no light to the disordered system. This approach is very fast, enabling to acquire many replicas in a few minutes due to the high
we report the (sorted) results for two, seemingly illustrative, different target locations ($\nu_1$ and $\nu_2$). Note that the $r$ index has been sorted in order to have $\sigma_r$ pertaining to the same state clustered. a) shows two different clusters (the first from row 1 to row 28) the second 7 clusters (the first from row 1 to row 15). Panels b) and d) (respectively corresponding to $\nu_1$ and $\nu_2$) show the degree of similarity $Q$ calculated for all the replicas to all the replicas (with self-overlap reference $Q(\sigma_\nu, \sigma_\nu) = 1$). The existence of multiple clusters is confirmed by this representation of $Q$.

A value of $Q$ close to one indicate that $\sigma_{r1}$ and $\sigma_{r2}$ are very similar, while $Q = 0$ indicates orthogonal input vectors. $Q = -1$ indicates spin reversed vectors.

At target instance $\nu_1$ two different states can be clearly identified ($\sigma^\uparrow$ and $\sigma^\downarrow$) and they correspond to two “spin reversed” solutions ($\{\sigma_n\} \rightarrow \{-\sigma_n\}$, $\forall \ n$). In other words, at location $\nu_1$ a single optimal configuration is found, together with its additive opposite. The intensity landscape, akin to the potential energy landscape in statistical mechanics, only displays a couple of global minima (degenerate and symmetric under spin inversion) making the optimum solution easy to recover. Location $\nu_1$ has a number of clusters $N_C$ equal to 2.

The situation is quite different at location $\nu_2$ where multiple clusters are identified. The presence of many clusters is connected to the roughness of the potential energy landscape of the system and the presence of shallow metastable minima and more than a single couple of stable minima. The instance at location $\nu_2$ turns out to display $N_C = 7$.

Notice that even if $\nu_1$ and $\nu_2$ are distant in space and, thus, are identified by two completely different coupling matrices $\Sigma$, they have been selected for a fair comparison as they display very similar pre-optimization average intensity.

To understand the origin of such variability in the output, we performed the same experiment on many different output locations $\nu$, namely 174 targets, computing for each location the number of clusters $N_C$, that is a proxy for the number of arrested, one-spin-flip-stable, sub-optimal configurations in the system. In all cases where $N_C > 2$, indeed, taken away the possible optimal state (and its spin-reversed one), there will be configurations of sub-optimal intensity.
We also compute the focusing efficiency $\alpha$ defined in Eq. (1). This is shown in Fig. 2 (gray squares) plotted versus the total number of states $N_C$ where the error bars indicate the standard deviation of the $\alpha$ distribution. It is possible to note how the optimization efficiency $\alpha$ decreases when $N_C$ increases and how $\alpha$ is always smaller than the theoretically predicted value $1/\pi$ (indicated by a dashed line in the graph, see also S.I.) of the maximal focusing efficiency.

To further investigate the role of the number of clusters, we resorted to a new approach to measure the coupling matrix Eq. (3), the Complete Couplings Mapping Method (CCMM), which is depicted in Fig. 3. Indeed, by employing the DMD, we are able to tune each segment in the +1 or -1 or off (no light delivered to the experiment) configuration. Thus, by turning off all the segments except a pair $(n, m)$, we are able to estimate the individual elements of $\mathbf{J}$ without the need of any reference beam. To measure the full coupling matrix, we need to individually measure all the matrix elements, turning on sequentially all the $N$ segments and successively all the $N(N - 1)/2$ pairs of segments. With $N = 256$, e.g., we need to perform 32,896 measurements: a prohibitive task with a (slow) liquid crystal based spatial light modulator, but perfectly feasible in few minutes with a fast DMD.

By turning in the +1 configuration only in the input segments $n, m$, we retrieve the intensity $I_{nm}$ from which the transmission matrix can be extracted. In fact, if we express the elements of the transmission matrix eigenvector (4) in their real and imaginary parts, $\Theta_n = \xi_n + i\chi_n$, we obtain (see S.I.):

\begin{align*}
J_{nn} &= I_{nn} [5] \\
J_{nm} &= J_{mn} = \frac{I_{nm} - I_{nn} - I_{mm}}{2} [6] \\
\text{where } J &\equiv \text{Real}(\tilde{\Theta}).
\end{align*}

We report the measured coupling matrix, estimated employing equations (5) and (6) in the inset of Fig. 4a. A couple of interference patterns and a sketch of a typical DMD configuration are reported in Fig. 3. In our experimental setup, intensity
is recorded by a camera with a Region Of Interest (ROI) of 128 × 128 pixels. Thus \( P = 16384 \) different locations \( \nu \) can be recorded simultaneously in a single measurement run. Then, for each location \( \nu \), the elements of the real part of the coupling matrix \( J \) are extracted from intensities, employing equations (5)-(6) and the eigenvalues \( \lambda^{(\nu)} \) and the eigenvectors \( e^{(\nu)} \) are retrieved. In this setting the measurement procedure is completed in about 5 minutes. We realized a custom intensity analysis software which handles this extended data-set, retrieving all the elements of the coupling matrix. With the proposed formalism the “open channels” can be excited presenting as an input pattern for \( J \) the eigenvector \( e \), see supplementary informations.

Now we proceed to analyze the coupling matrix \( J \). It is a bi-dyadic real-valued matrix constructed with the Hebb rule starting from the real and imaginary coefficients of the transmission matrix from the whole input to a single target, \( \Theta = \xi + i\chi \). In particular,

\[
J = \xi \xi^T + \chi \chi^T.
\]

the \( ^T \) symbol indicating the transpose vector operation. In other words \( J \) is constructed with the Hebb rule starting from two vectors \( \xi \) and \( \chi \) whose relationship is random and unknown. This kind of interaction has been intensively studied in framework of neural networks (28–30), where synaptic connection matrices are constructed starting from the summation of dyadics in the framework of memory retrieval. In that framework when a “stimulation” pattern corresponds to the eigenvector, its eigenvalues (the 224\textsuperscript{th} and the 225\textsuperscript{th}) and a set of \( N \) real numbers, while the DMD is only capable to deliver \( N \) values \( \pm 1 \) in input. Thus, to get the DMD input array which is best approximating the eigenvector \( e^{\max} \) elements we define the vector of signs \( \sigma^{\max} = \text{sign}(e^{\max}) \). The resulting modulation factor \( \alpha \) obtained within this approach is reported in Fig. 2 as orange circles versus the number of clusters \( N_C \).

It is possible to note that \( \alpha \) obtained in this case is larger than the one obtained with sequential optimization, it does not depend on \( N_C \) and it is very close to the theoretically expected value of \( \alpha_{\text{theor}} = 1/\pi \approx 0.31831 \) See S.I.. The CCMM, indeed, provides \( \alpha_{\text{exp}} = 0.3125 \pm 0.0021 \), which is 98% of the theoretical value (estimate obtained averaging the values from in Fig. 2 for all \( N_C \)). We stress that the CCMM estimate of \( \alpha \) is independent of the number of clusters \( N_C \) occurring at the various target positions \( \nu \), as it was expected since the approach is not affected by the roughness of the intensity landscape. Note that previous methods to experimentally determine \( t \), related to the eigenvector of \( J \), are sub-optimal (see supplementary information), reaching from 40% to 60% of the theoretically expected \( \alpha \), typically because they are strongly influenced by

---

**Fig. 4.** a) Sorted eigenvalues of the bi-dyadic single target coupling matrix associated to the TM. The inset shows the real coupling matrix \( J \) matrix: the values of \( J_{\text{spec}} \) are reported in image format versus the \( n \) and \( m \) modulator segment index. The presence of highly valued rows or columns is resulting from the highly correlated nature of \( J \) as it results from the external product \( \xi \xi^T \). In panel b) we report the \( I_{\text{spec}} \) obtained with SO. Panel c) reports the \( I_{\text{spec}} \) estimated employing Eq. (8) while panel d) provides the \( I_{\text{spec}} \) obtained experimentally. All b), c) and d) matrices are retrieved in the same ROI.
the reference patterns (7). Lower panels of Fig. 4, report the intensity obtained at the end of the optimization process with SO (b) and with the eigenvector found by CCMM (d). The two pictures are similar but the eigenvalue approach based on CCMM provides optimized intensity always higher than SO. Fig. 4c reports the predicted intensity obtained by extracting the eigenvalue and the eigenvector $\sigma^{\text{max}}$ from the measured coupling matrix and then using the formula

$$I_{\text{opt}}^{(\nu)} = \sum_{nm} \sigma_{n}^{\text{max}} J_{nm} \sigma_{m}^{\text{max}}.$$  

[8]

To further investigate the relation between roughness of the intensity landscape and focusing efficiency $\alpha$ obtained within the SO we plot in Fig. 5 the overlap (degree of similarity) calculated with the normalized scalar product $\sigma(r) \cdot \sigma^{\text{max}}$ between the optimized input vector resulting from a sequential optimization replica $\sigma^{(r)}$ and the input profile obtained by eigenvalue retrieval $\sigma^{\text{max}}$.

It is possible to note how higher $N_C$ are correlated with sequential optimizations far from the optimal solution $\sigma^{\text{max}}$. A sketch of the potential energy landscape representing the two configuration is shown in the bottom sketches. Fig. 5b) reports the probability density function of the final intensity, obtained for the CCMM (red) and for the SO. The graph demonstrates that the CCMM retrieves a much higher intensity (+28% over the field shown in Fig. 4(b-c)) and provides a smaller intensity variance. The hand-drawn pictures of the landscape generating this results is reported in Fig. 5c-d)
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