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ABSTRACT

The past few years have seen a surge of work on fairness in allocation problems where items must be fairly divided among agents having individual preferences. In comparison, fairness in matching settings with preferences on both sides, that is, where agents have to be matched to other agents, has received much less attention. Moreover, the two-sided matching literature has largely focused on ordinal preferences. We study leximin optimality over stable many-to-one matchings under cardinal preferences. We first investigate matching problems with ranked valuations for which we give efficient algorithms to find the leximin optimal matching over the space of stable matchings. We complement these results by showing that relaxing the ranked valuations condition in any way, makes finding the leximin optimal stable matching intractable.
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1 INTRODUCTION

In the past decade, the computational problem of achieving fairness has been receiving intense attention [1, 2, 8, 9, 11, 12, 22]. Several fairness notions have been studied for fair allocation problems. These have been mostly unexplored for two-sided (bipartite) matching problems [3, 10, 15, 17, 18, 21, 23–25], with the exception of
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...Table 1 summarises our contributions. Here, m and n are the number of colleges and students. Strict preferences mean that no agent is indifferent about any agent on the other side (each agent’s valuations imply a strict linear order over agents on the other side). Weak preferences allow agents to be indifferent between two agents (their valuations imply a partial order on the agents on the other side). Ranked valuations imply that each agent has the same preference ordering over the other side. Isometric valuations imply that the value a student has for a college is the same as the value that the college has for that student. The complete proofs of all results can be found in the full version of the paper [20].

2 PRELIMINARIES AND NOTATIONS

Let $S = \{s_1, \ldots, s_n\}$ and $C = \{c_1, \ldots, c_m\}$ be the non-empty, finite, and ordered sets of students and colleges, respectively. We assume that there are at least as many students as colleges , that is, $n \geq m$. We shall assume that each college can be matched to as many students at a time as needed. Let $u_i(\cdot)$ and $v_j(\cdot)$ be the valuation functions of student $s_i$ and college $c_j$, $i \in [n]$, $j \in [m]$. This paper studies only non-negative and additive (for colleges) valuation functions. We define $U = (u_1, \ldots, u_n)$ and $V = (v_1, \ldots, v_m)$. Hence, an instance of stable many-to-one matchings (SMO) is captured by the tuple $I = (S, C, U, V)$. Rankings or ranked valuations imply that $u_i(c_1) > u_i(c_2) > \cdots > u_i(c_m)$ for all $i \in [n]$ and $v_j(s_1) > v_j(s_2) > \cdots > v_j(s_n)$ for all $j \in [m]$. Weak rankings shall mean that the $>$ relations are replaced by $\geq$.

We also look at isometric valuations; the details are deferred to the full version of our paper [20]. Our goal is to find a many-to-one matching $\mu$ of the bipartite graph $G = (S, C, S \times C)$ such that $\mu$ satisfies stability as well as fairness properties. A (many-to-one) matching $\mu \subseteq S \times C$ is such that each student has at most one incident edge present in the matching. We shall use $\mu(a)$ to denote the set of agents matched to $a \in S \cup C$ under $\mu$. The valuation of a student $s_i$ under $\mu$ is $u_i(\mu) = u_i(\mu(s_i))$. For a college $c_j$ the valuation under $\mu$ is $v_j(\mu) = \sum_{s_i \in \mu(c_j)} v_j(s_i) \geq 0$.

Definition 1 (Blocking Pair). Given a matching $\mu$, $(s_i, c_j)$ are called a blocking pair if $s_i \notin \mu(c_j)$ and there exists $s_i' \in \mu(c_j)$, $c_j' = \mu(s_i)$ such that $v_j(s_i) > v_j(s_i')$ and $u_i(c_j) > u_i(c_j')$.
**Definition 2 (Stable Matching).** A matching $\mu$ of instance $I = (S, C, V)$ is said to be stable if no $(s, c)$ is a blocking pair for $\mu$.

Our work aims to find the leximin optimal matching over the space of stable matchings. The leximin tuple of any matching is simply the tuple containing the valuations of all the agents (students and colleges) under this matching, listed in non-decreasing order. Hence, the position of an agent’s valuation in the leximin tuple may change under different matchings. The leximin tuple of a matching $\mu$ will be denoted by $\mathcal{L}_\mu$. The $t^{th}$ index of $\mathcal{L}_\mu$ is denoted by $\mathcal{L}_\mu[t]$.

**Definition 3 (Leximin Domination).** We say that matching $\mu_1$ leximin dominates $\mu_2$ if there exists a valid index $k$ such that $\mathcal{L}_{\mu_1}[k'] = \mathcal{L}_{\mu_2}[k']$ for all $k' < k$ and $\mathcal{L}_{\mu_1}[k] > \mathcal{L}_{\mu_2}[k]$.

**Definition 4 (Leximin Optimal Matching).** A leximin optimal matching $\mu'$ is one that is not leximin dominated by any other matching.

### 3 MAIN RESULTS

Finding a leximin optimal matching is intractable in general, so we first look at ranked valuations, where the space of stable matchings has an appealing structure that we exploit.

**Lemma 1.** Given an instance of ranked valuations, a matching $\mu$ is stable, if and only if, for all $j \in [m]$, $\rho(c_j) = \{s_{w_j+1}, \ldots, s_{w_j+k_j}\}$ where $k_j = |\rho(c_j)|$ and $w_j = \sum_{t=1}^{j-1} k_t$.

Lemma 1 ensures that a stable solution for a ranked instance would necessarily match a contiguous set of students to each $c_j$. We exploit this to give the following algorithmic result.

**Theorem 1.** A leximin optimal stable matching for ranked isometric valuations can be found in time $O(mn)$.

The proof is constructive and building on it, we give an algorithm for general ranked valuations FaSt-Gen (Algorithm 1) which runs in time $O(m^2n^2)$. We prove its correctness in the following theorem.

**Theorem 2.** FaSt-Gen (Algorithm 1) finds a leximin optimal stable matching given an instance of general ranked valuations.

FaSt-Gen starts with the student optimal stable matching. In each iteration, we increase the number of students matched to the leftmost unfixed college by 1 if it increases the leximin value. If not, the algorithm fixes the upper limit of this college and the lower limit of the next highest ranked one. In order to do this, we decrease one student from a higher ranked college using the demote procedure (details in [20]). The choice of this higher ranked college is $c_j$ initially, till it can no longer give out any more students, then we consider the next college whose lower limit is not fixed. Thus, the algorithm gradually fixes the upper and lower limits of the students matched to each college. There is one more subtlety to note. When increasing the number of students of a particular college a leximin decrease may happen due to a higher ranked student-college pair. That is, a student which is being moved, but not to the lowest unfixed college and may cause a leximin decrease. In such cases, we “soft fix” the upper limits of some colleges and then unfix them, once the college which caused the leximin decrease is, starts giving out students currently matched to it. The details of all routines called by FaSt-Gen are in [20]. Unfortunately, efficient algorithms for more general settings are not possible if P≠NP.

**Algorithm 1: FaSt-Gen**

| Input: Instance of general ranked valuations $(S, C, U, V)$ |
| Output: $\mu$ |
| 1 $\rho(c_1) = \{s_1, \ldots, s_{m-1}\}$ and $\rho(c_j) = \{s_{m-(m-j)}\}$ for $j \geq 2$ |
| 2 $UpperFix \leftarrow \{c_1\}$, $LowerFix \leftarrow \{c_m\}$ |
| 3 $SoftFix \leftarrow \emptyset$, $Unfixed \leftarrow UpperFix'$ |
| 4 while $|UpperFix'| + |LowerFix| < m$ do |
| 5 $up \leftarrow \min_{\rho(c_j)}j$ |
| 6 $down \leftarrow \arg \min_{j \in Unfixed} j(c_j)$ |
| 7 $SoftFix \leftarrow SoftFix \setminus ((j,j') \mid up \leq j \leq j')$ |
| 8 if $|\rho(c_{up})| = 1$ OR $\rho_{up} \leq \rho_{down}(\rho)$ then |
| 9 $LowerFix \leftarrow LowerFix \cup (c_{up})$ |
| 10 else |
| 11 $\mu' \leftarrow Demote(\mu, down, up)$ |
| 12 if $\mathcal{L}_{\mu'} \geq \mathcal{L}_\mu$ then |
| 13 $\mu \leftarrow \mu'$ |
| 14 else |
| 15 if sourceDec($\mu'$, $\mu$) = $\rho_{up}$ then |
| 16 $LowerFix \leftarrow LowerFix \cup (c_{up})$ |
| 17 $UpperFix \leftarrow UpperFix \cup (c_{up})$ |
| 18 else |
| 19 if sourceDec($\mu'$, $\mu$) $\in S$ then |
| 20 $c_j \leftarrow \rho(sourceDec(\mu', \mu))$ |
| 21 $LowerFix \leftarrow LowerFix \cup (c_j)$ |
| 22 $UpperFix \leftarrow UpperFix \cup (c_j)$ |
| 23 $A \leftarrow \{j \mid j > t + 1, j \in Unfixed\}$ |
| 24 $SoftFix \leftarrow SoftFix \cup (A \times \{t + 1\})$ |
| 25 else |
| 26 $(\rho, LowerFix, UpperFix, SoftFix) \leftarrow LookAheadRoutine(\rho, down, LowerFix, UpperFix, SoftFix)$ |
| 27 $Unfixed \leftarrow \{j \mid j \not\in UpperFix or (j, j') \not\in SoftFix for a j' > j\}$ |

**Theorem 3.** It is NP-Hard to find the leximin optimal stable matching under isometric valuations with weak rankings with $m = 2$ and strongly NP-Hard with $n = 3m$.

**Theorem 4.** It is NP-Hard to find a leximin optimal stable matching under strict preferences, even in the absence of rankings.

**Theorem 5.** Unless P=NP, for any $\delta > 0$, $c \in \mathbb{Z}^+$ there is no $1/cn^\delta$-approximation algorithm to find a leximin optimal stable matching under unconstrained additive valuations.

### 4 DIRECTIONS FOR FUTURE WORK

This paper provides a relatively comprehensive report of when it is possible to find a leximin optimal stable matching without any restriction on the number of students or colleges. One open problem is whether for a constant number of colleges with strict preferences, an exact algorithm is possible. Another potential direction is to find, an a more general subclass of matching instances, to find a fair or approximately-fair and stable matching. While our results rule out approximations for additive valuations in general, under isometric valuations or general strict preferences, approximations may exist.
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