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ABSTRACT

While deep models have shown promising performance in medical image segmentation, they heavily rely on large amount of well-annotated data, which is difficult to access, especially in clinical practice. On the other hand, high-accuracy deep models usually come in large model sizes, limiting their employment in real scenarios. In this work, we propose a novel asymmetric co-teacher framework, ACT-Net, to alleviate the burden on both expensive annotations and computational costs for semi-supervised knowledge distillation. We advance teacher-student learning with a co-teacher network to facilitate asymmetric knowledge distillation from large models to small ones by alternating student and teacher roles, obtaining tiny but accurate models for clinical employment. To verify the effectiveness of our ACT-Net, we employ the ACDC dataset for cardiac substructure segmentation in our experiments. Extensive experimental results demonstrate that ACT-Net outperforms other knowledge distillation methods and achieves lossless segmentation performance with 250× fewer parameters.
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1. INTRODUCTION

Recently, deep learning (DL) has become increasingly popular in the field of medical image segmentation [1, 2]. With large-scale, well-annotated datasets, deep learning models can perform reliably in a variety of medical imaging tasks [3, 4]. However, labeling such datasets is time-consuming and labor-intensive, making it impractical in some domains, particularly in real-world clinical scenarios. In this regard, various label-efficient DL methods [5], including semi-supervised learning [6, 7], self-supervised learning [8, 9], and active learning [10, 11] have been developed, achieving great success with limited labels on medical image segmentation.

On the other hand, most DL models are computationally expensive and memory intensive, impeding the deployment of large DL models on resource-constrained devices or applications with strict latency requirements, e.g., real-time mobile health (mHealth) applications. Therefore, various methods for model compression have been proposed to lower the computational requirements, including parameter pruning, quantization [12, 13], and knowledge distillation [14]. Among these, model distillation [14] has recently made significant progress in terms of transferring knowledge between small student and big teacher models in order to improve the accuracy of the small model. However, in low annotation regimes, suboptimal big models can negatively impact the performance of small models, failing to satisfy clinical employment. These motivate us to develop a deep learning framework to address both label scarcity and high computational expense problems.

In this work, we propose a unique asymmetric co-teacher network, called ACT-Net, for label- and memory-efficient learning in an end-to-end manner. In ACT-Net, a large teacher model and a small student model are generated in a teacher-student learning manner for knowledge distillation. To further address the label scarcity, we build on recent progress in mean-teacher training [7] by constructing a self-ensembling co-teacher network using unlabeled data to train more accurate big and small student models, thereby facilitating better knowledge distillation. Experimental results on the ACDC dataset validate the effectiveness of the proposed ACT-Net on low-label model compression regimes, achieving comparable segmentation performance to big models with much fewer parameters. The main contributions can be summarized:

- To address both label scarcity and model complexity, a new asymmetric co-teaching architecture called ACT-Net is proposed. It contains a teacher-student network for model distillation and a co-teacher network for semi-supervised learning.
- We design an asymmetric co-teaching strategy to facilitate both heterogeneous and homogeneous knowledge distillation from teacher and co-teacher models.
- Extensive experiments and analysis were conducted, demonstrating the advances of the proposed methods for model compression under label scarcity.
2. RELATED WORK
To alleviate the reliance on annotations, plenty of deep learning methods other than strictly supervised learning have been proposed for label-efficient medical image segmentation [5, 8, 10, 15], among which, semi-supervised learning based on self-ensembling [6, 7] has recently attracted much attention due to its powerful capacity on leveraging unlabeled data, achieving promising segmentation results. More specifically, Laine and Aila [6] first introduced Temporal Ensembling to encourage prediction consistency across different training steps. After that, the mean teacher (MT) framework [7] was proposed based on the exponential moving average (EMA) weights of the student model to force the student-teacher output consistency. Following the spirit of teacher-student learning, many works further extended MT with different constraints for model training. Following that, many works have been established for model compression from different perspectives, including response-based distillation [19, 20], feature-based distillation [21, 22], and relation-based distillation [23]. However, these methods require large-scale labeled datasets, restricting their applications in medical image segmentation with limited annotations. It is noted that both self-ensembling methods and KD strategies leverage teacher-student training for their respective domains, whereas the former concentrates on knowledge distillation from self-ensembling models with the same architecture, and the latter transfers knowledge between heterogeneous networks. Inspired by these observations, we propose an asymmetric co-teacher network for semi-supervised memory-efficient medical image segmentation.

3. METHODOLOGY
Given annotated data $x^a$ and unannotated data $x^u$, Our goal is to leverage both $x^a$ and $x^u$ to improve semi-supervised performance and compress the model for deployment. The overview of the proposed ACT-Net is illustrated in Fig. 1, consisting of a teacher model, a co-teacher model, and a student model. For model compression, the small student model is taught by the big high-accuracy pretrained teacher model via knowledge distillation. To ease the effects of label scarcity, a co-teacher network with the weights updated from the student model via EMA is constructed to uncover the hidden knowledge beneath unannotated data. The teacher and the co-teacher jointly transfer the knowledge to the student model for label-efficient memory-efficient segmentation.

3.1. Heterogeneous Knowledge Distillation
To transfer knowledge across different architectures, we follow the generalized knowledge distillation strategy [14] to generate well-informed soft labels from the teacher to guide the student model. First, same inputs $x_i$ are fed into the student model $f_s$ and teacher model $f_t$ to generate soft predictions:

$$P^s_i = \sigma(f_s(x_i; \theta_s)) / \tau, \quad P^t_i = \sigma(f_t(x_i; \theta_t)) / \tau,$$

where $\sigma$ is the softmax function, $\theta_s$ and $\theta_t$ are the weights of the student and teacher, respectively, and $\tau$ is the temperature parameter used for smoothing the predicted probabilities, which is set to 20, empirically. To force the student to imitate the teacher behavior for better performance, we encourage the predictions of the student model $f_s(\theta_s)$ and the teacher $f_t(\theta_t)$ model to be consistent by minimizing the knowledge distillation loss $L_{kd}$ defined as:

$$L_{kd} = \sum_{i=1}^{N} \left\| P^s_i - P^t_i \right\|_2, \quad (1)$$

where $N$ is the number of images and we apply the mean squared error (MSE) loss for regularizing the consistency.

3.2. Homogeneous Knowledge Distillation
Despite the knowledge distillation from teacher to student, both teacher and student models suffer from performance degradation in the label-scarce scenarios. To address label scarcity, we design the co-teacher model $f_c$ following the self-ensembling strategy [6, 7] to leverage unlabeled data for boosting model performance. To be more specific, the co-teacher model for the student model share the same architecture with the student $f_s$, and its weights $\theta_c$ are updated by EMA of $\theta_s$ in different training epochs $t$:

$$\theta_c^t = \alpha \theta_c^{t-1} + (1 - \alpha) \theta_s^t,$$

where $\alpha$ governs the effects of the current parameter in the student model. We feed the inputs with different perturbations to the student and the co-teacher, respectively, and we expect the predictions to be consistent. In this regard, the consistency regularization is introduced by reducing the difference with the MSE loss denoted as:

$$L_{con} = L_{con}^c(f_s(x; \theta_s, \xi), f_c(x; \theta_c, \xi^c)), \quad (2)$$

where $\xi$ and $\xi^c$ denote the different perturbations to the inputs of student and co-teacher, respectively. Similarly, we can also train the big teacher model by means of self-ensembling to obtain a high-accuracy pretrained teacher model for model compression. For simplicity, we omit the self-ensembling process of the teacher model in Fig. 1.
3.3. Asymmetric Co-teaching Strategy

The student model in our ACT-Net learns from labeled data \( x^s \) using the supervised loss \( L_{seg} \), defined as:

\[
L_{seg} = L_{dice}(f_s(x^s; \theta_s), y^s) + L_{ce}(f_s(x^s; \theta_s), y^s),
\]

where \( L_{dice} \) and \( L_{ce} \) respectively signify dice loss and cross-entropy loss. The hybrid loss function is commonly utilized in the segmentation task for medical images [9, 17]. In addition, the student model concurrently distills the knowledge from the teacher model and the co-teacher model for both semi-supervised learning and model compression. Finally, by integrating losses from Eq. (1), Eq. (2), and Eq. (3), for the student model, the intact loss function can be formatted as:

\[
L_{stu} = L_{seg} + \lambda_{con}L_{con}^{kd} + \lambda_{con}L_{con}^{co},
\]

where \( \lambda_{con} \) and \( \lambda_{con}^{co} \) are the trade-off hyperparameters of \( L_{con}^{kd} \) and \( L_{con}^{co} \), respectively. With the proposed asymmetric co-teaching strategy, the student model can explore both annotated data and unannotated data in an end-to-end manner for label-efficient memory-efficient segmentation.

4. EXPERIMENTS

4.1. Dataset and Experimental Settings

We extensively evaluated the proposed framework on ACDC dataset [24] for cardiac segmentation. The public training dataset with 100 cases was used in our experiments and randomly split into training set (70), validation set (10), and testing set (20). 10% (7 cases) of training set are used as labeled data. Three cardiac substructures were included for segmentation, i.e., left ventricle (LV), right ventricle (RV), and myocardium (MYO). For pre-processing, slices were extracted from the transverse plane, resized to 256 \( \times \) 256, and then normalized to bring all values into the range [0,1]. The dice similarity coefficient (DSC) [17] was applied for performance comparison, and a higher DSC means better results.

U-Net [2], a flexible U-shape encoder-decoder architecture, was selected as our backbone, allowing us to easily adjust the network structure and parameter numbers for our model compression experiments. Concretely, we denote the number of encoder layers as \( L \), and the first layer in encoder has \( N_1 \) output channels, and the depth of feature map in the \( i \)-th layer can be defined as \( N_i = N_1 \times 2^{(i-1)} \). In this regard, \( L \) and \( N_1 \) can be used to adjust the depth and the width of the U-Net, e.g., a 5-layer U-Net with 32 initial channels can be represented by U-Net\([5,32]\]. SGD optimizer is set to update with momentum 0.9. The initial learning rate was set to 0.01 with the learning rate schedule \( lr^t = lr \times (1-t/t_{max})^{0.9} \), where \( t \) and \( t_{max} \) are the current number of iterations and the maximum iterations, respectively. The EMA decay rate \( \alpha \) was 0.99. The batch size was set 20, consisting of 10 labeled data and 10 unlabeled data. Both \( \lambda_{con}^{kd} \) and \( \lambda_{con}^{co} \) were set to 0.5, empirically. In our experiments, we chose the big model U-Net\([6,64]\] and the small model U-Net\([4,16]\] for model compression. We first pretrained the big and small models with self-ensembling for 30k iterations, separately. Then, the whole architecture was trained for 30k iterations.

4.2. Results and Discussions

4.2.1. Comparison with different methods

We trained the model with only labeled data for baselines, referred to as fully supervised (FS), and also compared
our framework with different methods, including mean-teacher (MT) [7] and knowledge distillation (KD) [19]. We used different architectures and ratios of labels for a comprehensive comparison. The comparisons between different methods are shown in Table 1. The big model tends to have better performance than the small model; however, the performance of both models drops seriously when using only 10% annotations. The mean-teacher (MT) framework can leverage unlabeled data to boost performance with different architectures, and the big model has more considerable improvements than the small model, which suggests the high-capacity model can also benefit semi-supervised learning. From table 2, it is observed that the big model is nearly 250× larger than the small one. For model compression, knowledge distillation (KD) can achieve comparable performance with the small model using fully annotated data; however, when using only 10% annotations, the performance of the small model is significantly decreased. In comparison, our method can generate more precise predictions with the small model and 10% annotations, even outperforming the MT (U-Net[64,64], 10%). The visualization results in Fig. 2 reveal that our method can provide more accurate segmentation results with fewer errors in segmentation.

### 4.2.2. Ablation analysis

The ablation results of different components of the proposed ACT-Net (U-Net[16,16], 10%) are illustrated in Fig. 3. Both heterogeneous knowledge distillation (hete-KD) and homogeneous knowledge distillation (homo-KD) can help improve the performance, especially when there are few labels. However, a simple sequential combination of these two KD methods, e.g., hete-KD + homo-KD, cannot lead to better results, which may cause negative transfer for the student model. Moreover, it is noted that the performance of homo-KD + hete-KD is similar to hete-KD. We hypothesize that the reason for this is that the knowledge distillation from teacher to student (hete-KD) is heavily limited by label scarcity, despite the well-trained teacher using homo-KD. In contrast, ACT-Net can effectively integrate different knowledge distillations in the same training stage to boost segmentation performance. By combining the advantages of both homo-KD and hete-KD, ACT-Net (U-Net[16,16], 10%) can achieve 85.56% in mean dice, outperforming other methods on semi-supervised memory-efficient segmentation.

### 5. CONCLUSIONS

In this work, we propose an asymmetric co-teacher network to solve label scarcity and model complexity. We promote both heterogeneous and homogeneous knowledge distillation from various teachers in order to achieve label- and memory-efficient medical image segmentation. Extensive experiments and analysis conducted on the ACDC dataset demonstrate the effectiveness of the proposed method on the label-scarce resource-constrained scenarios, and the proposed method is easily adaptable to other segmentation tasks for clinical deployments.
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