Quantum Monte Carlo methods have proved very valuable to study the structure and reactions of light nuclei and nucleonic matter starting from realistic nuclear interactions and currents. These \textit{ab-initio} calculations reproduce many low-lying states and transition moments in light nuclei, and simultaneously predict many properties of light nuclei and neutron matter over a rather wide range of energy and momenta. We review the nuclear interactions and currents, and describe the continuum Quantum Monte Carlo methods used in nuclear physics. These methods are similar to those used in condensed matter and electronic structure but naturally include spin-isospin, tensor, spin-orbit, and three-body interactions. We present a variety of results including the low-lying spectra of light nuclei, nuclear form factors, and transition matrix elements. We also describe low-energy scattering techniques, studies of the electroweak response of nuclei relevant in electron and neutrino scattering, and the properties of dense nucleonic matter as found in neutron stars. A coherent picture of nuclear structure and dynamics emerges based upon rather simple but realistic interactions and currents.
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helium systems, or the contact interaction that dominates dilute cold-atom physics. The primary force carrier at large nucleon separations is the pion, which couples strongly to both the spin and isospin of the nucleons with a strong tensor component. In addition there are significant spin-orbit forces. As a consequence, there is strong coupling between the spin and isospin and spatial degrees of freedom.

These features lead to complex nuclear phenomena. The interactions are predominantly attractive at low momenta, resulting in large pairing gaps in nuclei and associated superfluidity in matter. In light nuclei, there is further clustering of neutrons and protons into alpha-particle like configurations that are very evident in the low-lying excitations of some nuclei. At moderate nucleon separations, the tensor character of the neutron-proton interaction produces significant high-momentum components in the nuclear wave function that impact the electroweak response observed in electron and neutrino scattering. The nuclear correlations also significantly quench the single-particle description of nucleon knock-out and transfer reactions. A major challenge has been to include both the short-range high-momentum phenomena and the long-range superfluid and clustering properties of nuclei and matter in a consistent framework.

QMC methods based upon Feynman path integrals formulated in the continuum have proved to be very valuable in attacking these problems. The sampling of configuration space in variational (VMC) and Green’s function (GFMC) Monte Carlo simulations gives access to many of the important properties of light nuclei including spectra, form factors, transitions, low-energy scattering and response. Auxiliary-Field Diffusion Monte Carlo (AFDMC) uses Monte Carlo to also sample the spin-isospin degrees of freedom, enabling studies of, for example, neutron matter that is so critical to determining the structure of neutron stars. In this review we concentrate on continuum Monte Carlo methods. Lattice QMC methods have also recently been employed to study both neutron matter (Abe and Seki, 2009; Lee and Schäfer, 2006; Muller et al., 2000; Roggero et al., 2014; Seki and van Kolck, 2006; Wlazlowski et al., 2014) and certain nuclei (Epelbaum et al., 2012; Lee, 2009), but they will not be discussed here.

Progress has been enabled by simultaneous advances in the input nuclear interactions and currents, the QMC methods, increasingly powerful computer facilities, and the applied mathematics and computer science required to run efficiently these calculations on the largest available machines (Lusk et al., 2010). Combined, QMC and other computational methods in nuclear physics have allowed us, for the first time, to directly connect the underlying microscopic nuclear interactions and currents with the structure and reactions of nuclei. Nuclear wave functions that contain the many-nucleon correlations induced by these interactions are essential for accurate predictions.
of many experiments on nuclei.

QMC applications in nuclear physics span a wide range of physics, including low-energy nuclear spectra and transitions to tests of fundamental symmetries to neutrino-nucleus scattering and the properties of dense matter as found in neutron stars. In this review we briefly present the interactions and currents and the Monte Carlo methods, and then review results that have been obtained to date across these different diverse and important areas of nuclear physics. We also refer the reader to recent review of electromagnetic reactions on light nuclei which includes some QMC results along with those of other modern many-body methods (Bacca and Pastore 2014).

II. HAMILTONIAN

Over a substantial range of energy and momenta the structure and reactions of nuclei and nucleonic matter can be studied with a non-relativistic Hamiltonian with nucleons as the only active degrees of freedom. Typical nuclear binding energies are of order 10 MeV per nucleon and Fermi momenta are around 1.35 fm$^{-1}$. Even allowing for substantial correlations beyond the mean field, the nucleons are essentially non-relativistic. There is a wealth of nucleon-nucleon (NN) scattering data available that severely constrains possible NN interaction models. Nuclear interactions have been obtained that provide accurate fits to these data, both in models like Argonne $v_{18}$ and in chiral effective field theory. This is not sufficient to reproduce nuclear binding, however, as internal excitations of the nucleon do have some impact. The lowest nucleon excitation is the $\Delta(1232)$ resonance at $\sim 290$ MeV. Rather than treat these excitations as dynamical degrees of freedom, however, it is more typical to include them and other effects as three-nucleon (3N) interactions.

Therefore, in leading order approximation, one can integrate out nucleon excitations and other degrees of freedom resulting in a Hamiltonian of the form

$$ H = K + V, $$

where $K$ is the kinetic energy and $V$ is an effective interaction, which, in principle, includes $N$-nucleon potentials, with $N \geq 2$:

$$ V = \sum_{i<j} v_{ij} + \sum_{i<j<k} V_{ijk} + \ldots $$

The NN interaction term is the most studied of all, with thousands of experimental data points at laboratory energies from essentially zero to hundreds of MeV. Attempts are now being made to understand this interaction directly through lattice QCD, though much more development will be required before it can be used directly in studies of nuclei. Traditionally the NN scattering data has been fit with phenomenological interactions that require a rather complicated spin-isospin structure because of the way the nucleon couples to the pion, other heavier mesons, and nucleon resonances. More recently, advances have been made using chiral effective field theory, which employs chiral symmetry and a set of low-energy constants to fit the NN scattering data. This has led to an understanding of why charge-independent NN terms are larger than isospin-breaking ones, why 3N interactions are a small fraction ($\sim 10\%$) of NN interactions, and has provided a direct link between interactions and currents.

In what follows we will focus on potentials developed in coordinate space, these are rather natural in both phenomenological models and in chiral effective theory, which is an expansion in the nucleon’s momentum. The interaction is dominantly local because of the nature of one-pion exchange, but of course at higher orders derivative (momentum) operators must be introduced. Local interactions are simpler to treat in continuum QMC methods because the NN propagator is essentially positive definite, a property that is not always true in non-local interactions. The Monte Carlo sampling for such positive definite propagators is much easier, reducing statistical errors in the simulation.

The so-called “realistic” NN potentials, on one side, reproduce the long range part (OPEP) of the interaction and, on the other, fit the large amount of empirical information about NN scattering data contained in the Nijmegen database (Stoks et al. 1993) with a $\chi^2/N_{data} \sim 1$ for energies up to $\sim 300$ MeV. The more common of these potentials are the Nijmegen models (Stoks et al. 1994), the Argonne models (Wiringa and Pieper 2002, Wiringa et al. 1995) the CD-Bonn potential (Machleidt et al. 1996) and some of those derived more recently by using chiral effective field theory, for example in Etem and Machleidt (2002). The most practical choice of all for QMC calculations is the Argonne $v_{18}$ (Wiringa et al. 1995) potential, which is given in r-space and has a very weak dependence on non-local terms. The latter are small and hence are tractable in QMC calculations. Another less sophisticated interaction that, apart charge-symmetry breaking breaking effects, reproduces the gross features of Argonne $v_{18}$ is the Argonne $v'$. These are the potentials adopted in most of the QMC calculations. However all of these NN interactions, when used alone, underestimate the triton binding energy, indicating that at least 3N forces are necessary to reproduce the physics of $^3$H and $^3$He. A number of semi-phenomenological 3N potentials, such as the Urbana (Carlson et al. 1983) and Urbana (Carlson et al. 1996a) series, were developed to fit three- and four-body nuclear ground states. The more recent Illinois (Pieper 2008a, Pieper et al. 2001) 3N potentials reproduce the ground state and low-energy excitations of light $p$-shell nuclei ($A \leq 12$). More sophisticated models may be required to treat nucleonic matter at and above saturation density $\rho \gtrsim \rho_0$. Particularly in isospin-symmetric nuclear matter, the many-body techniques for realistic interactions also need to be improved. Effective field the-
ory techniques and QMC methods may help to provide answers to these questions.

A. The nucleon-nucleon interaction

Among the realistic NN interactions, the Argonne $v_{18}$ (AV18) NN potential [Wiringa et al. 1995] is a finite, local, configuration-space potential that is defined in all partial waves. AV18 has explicit charge-independence breaking (CIB) terms, so it should be used with a kinetic energy operator that keeps track of the proton-neutron mass difference by a split into charge-independent (CI) and charge-symmetry breaking (CSB) pieces:

$$\sum_i K_i^{\text{CI}} + K_i^{\text{CSB}}$$

$$= \frac{\hbar^2}{4} \sum_i \left[ \left( \frac{1}{m_p} + \frac{1}{m_n} \right) + \left( \frac{1}{m_p} - \frac{1}{m_n} \right) \tau_i^z \right] \nabla_i^2.$$  (3)

AV18 is expressed as a sum of electromagnetic and one-pion-exchange (OPE) terms and phenomenological intermediate- and short-range parts, which can be written as an overall operator sum

$$v_{ij} = v^\gamma_{ij} + v^T_{ij} + v^S_{ij} = \sum_p v_p(r_{ij})O^p_{ij}.$$  (4)

The electromagnetic term $v^\gamma_{ij}$ has one- and two-photon-exchange Coulomb interaction, vacuum polarization, Darwin-Foldy, and magnetic moment terms, with appropriate form factors that keep terms finite at $r_{ij}=0$. The OPE part includes the charge-dependent (CD) terms due to the difference in neutral and charged pion masses:

$$v_i^\gamma = f^2 \left( \frac{m}{m_\pi} \right)^2 \frac{2}{3} mc^2 \left[ X_{ij} \tau_i \cdot \tau_j + \tilde{X}_{ij} T_{ij} \right].$$  (5)

where $T_{ij} = 3\tau_i \tau_j - \tau_i \cdot \tau_j$ is the isotensor operator and

$$X_{ij} = \frac{1}{3} \left( X^0_{ij} + 2X^\pm_{ij} \right),$$

$$\tilde{X}_{ij} = \frac{1}{3} \left( X^0_{ij} - X^\pm_{ij} \right),$$

$$X^m_{ij} = \left[ Y(mr_{ij})\sigma_i \cdot \sigma_j + T(mr_{ij})S_{ij} \right].$$  (8)

Here $Y(x)$ and $T(x)$ are the normal Yukawa $Y(x) = e^{-x}/x$ and tensor $T(x) = (1 + \frac{x}{2} + \frac{3}{2}) Y(x)$ functions with a short-range cutoff $\xi(r)$ and the $X^\pm_{ij}$ are calculated with $m = m_{\pi^\pm}$ and $m_{\pi^0}$. The coupling constant in Eq. [3] is $f^2 = 0.075$ and the scaling mass $m_s = m_{\pi^\pm}$.

The intermediate- and short-range strong-interaction terms have eighteen operators and are given in functional forms

$$v^i_{ij} = \sum_{p=1}^{18} I^pT^2(m_{\pi r_{ij}})O^p_{ij},$$

$$v^S_{ij} = \sum_{p=1}^{18} \left[ PP + Qp + R^p r^2 \right] W(r)O^p_{ij},$$

where $T^2$ is constructed with the average pion mass, $m_\pi = \frac{1}{2}m_{\pi^0} + \frac{3}{2}m_{\pi^\pm}$, and $W(r)$ is a Woods-Saxon potential. Thus the former has two-pion-exchange (TPE) range, while the short-range part remains finite and is constrained to have zero slope at the origin, except for tensor terms which vanish at the origin. The constants $I^p$, $P^p$, $Q^p$ and $R^p$ have been fit by Wiringa et al. [1995]. The first fourteen operators are CI terms:

$$O_{ij}^{\text{CI}} = \left[ 1, \sigma_i \cdot \sigma_j, S_{ij}, L \cdot S, L^2, L^2(\sigma_i \cdot \sigma_j), (L \cdot S)^2 \right] \otimes \left[ 1, \tau_i \cdot \tau_j \right].$$  (11)

The remaining operators include three CD and one CSB terms:

$$O_{ij}^{\text{CD}} = \left[ 1, \sigma_i \cdot \sigma_j, S_{ij} \right] \otimes T_{ij},$$

$$O_{ij}^{\text{CSB}} = \tau_{ij}.\tau_{ij}.$$  (13)

The maximum value of the central ($p=1$) potential is $\sim 2$ GeV.

AV18 fits the Nijmegen PWA93 data base containing some 1787 $pp$ and 2514 $np$ observables for $E_{\text{lab}} \leq 350$ MeV with a $\chi^2/\text{datum} = 1.1$, plus the $nn$ scattering length and deuteron binding energy. While the fit was made up to 350 MeV, the phase shifts are qualitatively good up to much larger energies $\geq 600$ MeV [Gandolfi et al. 2014a].

The CD and CSB terms are small, but there is clear evidence for their presence. The CD terms are constrained by the long-range OPE form and the differences between $pp$ and $np$ scattering in the $^1S_0$ channel. The CSB term is short-ranged and constrained by the difference in $pp$ and $nn$ scattering lengths, and is necessary to obtain the correct $^3\text{He}^3\text{H}$ mass difference.

Direct GFMC and AFDMC calculations with the full AV18 potential are not practical because the spin-isospin-dependent terms which involve the square of the orbital momentum operator have very large statistical errors. Using a wave function of good isospin also significantly reduces the cost of calculations in GFMC. Hence it is useful to define a simpler isoscalar AV8’ potential with only the first eight (central, spin, isospin, tensor and spin-orbit) operators of Eq. (11): details are given in [Pudliner et al. 1997, Wiringa and Pieper 2002]. The AV8’ is not a simple truncation of AV18, but a reprojection that preserves the isoscalar average of the strong interaction in all $S$
and \(P\) partial waves as well as the deuteron. It has been used in benchmark calculations of \(^4\)He by seven different many-body methods, including GFMC \cite{Kamada2001}.

It has proved useful to define even simpler reprojections of AV8', particularly an AV6' potential without spin-orbit terms that is adjusted to preserve deuteron binding. The AV6' has the same CI OPE potential as AV8' and preserves deuteron binding and \(S\)-wave and \(^1P_1\) partial wave phase shifts, but \(^3P_{0,1,2}\) partial waves are no longer properly differentiated. Details are given in \cite{Wiringa2002}.

### B. Three-body forces

The Urbana series of 3N potentials \cite{Carlson1983} is written as a sum of two-pion-exchange \(P\)-wave and remaining shorter-range phenomenological terms,

\[
V_{i,j,k} = V_{i,j,k}^{2\pi,P} + V_{i,j,k}^R .
\]

The structure of the two-pion \(P\)-wave exchange term with an intermediate \(\Delta\) excitation (Fig. 1b) was originally written down in \cite{Fujita1957}; it can be expressed simply as

\[
V_{i,j,k}^{2\pi,P} = \sum_{cyc} A_{2\pi}^P \left( X_{ij}^\pi, X_{jk}^\pi \right) \{ \tau_i \cdot \tau_j, \tau_j \cdot \tau_k \} + C_{2\pi}^P \left( X_{ij}^\pi, X_{jk}^\pi \right) \{ \tau_i \cdot \tau_j, \tau_j \cdot \tau_k \} ,
\]

where \(X_{ij}^\pi\) is constructed with the average pion mass and \(\sum_{cyc}\) is a sum over the three cyclic exchanges of nucleons \(i,j,k\). For the Urbana models \(C_{2\pi}^P = \frac{1}{4} A_{2\pi}^P\), as in the original Fujita-Miyazawa model, while other potentials like the Tucson-Melbourne \cite{Coon1979} and Brazil \cite{Coelho1983} models, have a ratio slightly larger than \(\frac{1}{4}\). The shorter-range phenomenological term is given by

\[
V_{i,j,k}^R = \sum_{cyc} A_R T^2(m_{\pi} r_{ij}) T^2(m_{\pi} r_{jk}) .
\]

For the Urbana IX (UIX) model \cite{Pudliner1995}, the two parameters \(A_{2\pi}^P\) and \(A_R\) were determined by fitting the binding energy of \(^3\)H and the density of nuclear matter in conjunction with AV18.

While the combined AV18+UIX Hamiltonian reproduces the binding energies of \(s\)-shell nuclei, it somewhat underbinds light \(p\)-shell nuclei. A particular problem is that the two-parameter Urbana form is not flexible enough to fit both \(^8\)He and \(^8\)Be at the same time. A new class of 3N potentials, called the Illinois models, has been developed to address this problem \cite{Pieper2001}. These potentials contain the Urbana terms and two additional terms, resulting in a total of four strength parameters that can be adjusted to fit the data. The general form of the Illinois models is

\[
V_{i,j,k} = V_{i,j,k}^{2\pi,P} + V_{i,j,k}^{2\pi,S} + V_{i,j,k}^{3\pi, R} + V_{i,j,k}^R .
\]

One term, \(V_{i,j,k}^{2\pi,S}\), is due to \(\pi N\) \(S\)-wave scattering as illustrated in Fig. 1b, and is parametrized with a strength \(A_{2\pi}^S\). It has been included in a number of 3N potentials like the Tucson-Melbourne and Brazil models. The Illinois models use the form recommended in the latest Texas model \cite{Friar1999}, where chiral symmetry is used to constrain the structure of the interaction. However, in practice, this term is much smaller than the \(V_{i,j,k}^{2\pi,P}\) contribution and behaves similarly in light nuclei, so it is difficult to establish its strength independently just from calculations of energy levels.

A more important addition is a simplified form for three-pion rings containing one or two \(\Delta\)s (Fig. 1c,d). As discussed by \cite{Pieper2001}, these diagrams result in a large number of terms, the most important of which are used to construct the Illinois models:

\[
V_{i,j,k}^{3\pi, R} = A_{3\pi}^R \left[ \frac{50}{3} S_x^L S_{\sigma}^L + \frac{26}{3} A_x^L A_{\sigma}^L \right] .
\]

Here the \(S_x^L\) and \(A_x^L\) are operators that are symmetric or antisymmetric under any exchange of the three nucleons, and the subscript \(\sigma\) or \(T\) indicates that the operators act, respectively, spin or isospin degrees of freedom.

The \(S_x^L\) is a projector onto isospin-\(\frac{1}{2}\) triples:

\[
S_x^L = 2 + 2 \left( \tau_i \cdot \tau_j + \tau_j \cdot \tau_k + \tau_k \cdot \tau_i \right) = 4 P_{T=\frac{3}{2}} .
\]

To the extent isospin is conserved, there are no such triples in the \(s\)-shell nuclei, and so this term does not affect them. It is also zero for \(Nd\) scattering. However, the \(S_x^L S_{\sigma}^L\) term is attractive in all the \(p\)-shell nuclei studied. The \(A_x^L\) has the same structure as the isospin part of the anticommutator part of \(V_{2\pi,P}\), but the \(A_x^L A_{\sigma}^L\) term is repulsive in all nuclei studied so far. In \(p\)-shell nuclei, the magnitude of the \(A_x^L A_{\sigma}^L\) term is smaller than that of the \(S_x^L S_{\sigma}^L\) term, so the net effect of the \(V_{i,j,k}^{3\pi, R}\) is slight repulsion in \(s\)-shell nuclei and larger attraction in \(p\)-shell nuclei. The reader is referred to the appendix of \cite{Pieper2001} for the complete structure of \(V_{i,j,k}^{3\pi, R}\).

The first series of five Illinois models (II-1-5) explored different combinations of the parameters \(A_{2\pi}^P, A_{2\pi}^S, A_{3\pi}^R,\)
and $A_R$, and also variation of the OPE cutoff function $\xi(r)$. One drawback of these models is that they appear to provide too much attraction in dense neutron matter calculations [Sarsa et al. 2003]. To help alleviate this problem, the latest version Illinois-7 (IL7) introduced an additional repulsive term with the isospin-$3/2$ projector:

$$V_{ijk}^{R,T=3/2} = \sum_{\text{cyc}} A_{R,T=3/2}(m_\pi r_{ij})T^2(m_\pi r_{jk})P_{T=3/2} \ .$$

(20)

After fixing $A_{3/2}^R$ at the Texas value, and taking $\xi(r)$ from AV18, the four parameters $A_{2s}^P$, $A_{3s}^P$, $A_R$, and $A_{R,T=3/2}$ were searched to obtain a best fit, in conjunction with AV18, for about 20 nuclear ground and low-lying excited states in $A \leq 10$ nuclei (Pieper 2008a).

C. Nuclear Hamiltonians from chiral effective field theory

Chiral effective field theory ($\chi$EFT) has witnessed much progress during the two decades since the pioneering papers by Weinberg (1990, 1991, 1992). In $\chi$EFT, the symmetries of quantum chromodynamics (QCD), in particular its approximate chiral symmetry, are employed to systematically constrain classes of Lagrangians describing, at low energies, the interactions of baryons (in particular, nucleons and $\Delta$-isobars) with pions as well as the interactions of these hadrons with electroweak fields. Each class is characterized by a given power of the pion mass and/or momentum, the latter generically denoted by $P$, and can therefore be thought of as a term in a series expansion in powers of $P/\Lambda_\chi$, where $\Lambda_\chi \approx 1$ GeV specifies the chiral-symmetry breaking scale. Each class also involves a certain number of unknown coefficients, so called low-energy constants (LEC’s), which are determined by fits to experimental data. See, for example, the review papers Bedaque and van Kolck (2002) and Epelbaum et al. (2009), and references therein. Thus $\chi$EFT provides a direct connection between QCD and its symmetries and the strong and electroweak interactions in nuclei. From this perspective, it can be justifiably argued to have put low-energy nuclear physics on a more fundamental basis. Just as importantly, it yields a practically calculational scheme, which can, at least in principle, be improved systematically.

Within the nuclear $\chi$EFT approach, a variety of studies have been carried out in the strong-interaction sector dealing with the derivation of $NN$ and $3N$ potentials [Bernard et al. 2011; Entem and Machleidt 2003; Epelbaum et al. 1998, 2002; Girlanda et al. 2011; van Kolck 1994; Machleidt and Entem 2011; Navratil 2007; Ordonez et al. 1996] and accompanying isospin-symmetry-breaking corrections [Epelbaum and Meissner 1999; Friar and Navratil 1999; Friar et al. 2004, 2005]. In the electroweak sector additional studies have been made dealing with the derivation of parity-violating $NN$ potentials induced by hadronic weak interactions [Girlanda 2008; Haxton and Holstein 2013; Viviani et al. 2014; Zhu et al. 2005], and the construction of nuclear electroweak currents [Park et al. 1993].

Recently chiral nuclear interactions have been developed that are local up to next-to-next-to-leading order ($N^4LO$) [Gezerlis et al. 2014]. These interactions employ a different regularization scheme from previous chiral interactions, with a cutoff in the relative $NN$ momentum $q$. They are therefore fairly simple to treat with standard QMC techniques to calculate properties of nuclei and neutron matter [Gezerlis et al. 2013; Lynn et al. 2014].

III. QUANTUM MONTE CARLO METHODS

QMC methods have proved to be very valuable in understanding properties of nuclei and nucleonic matter. Variational Monte Carlo (VMC) methods were introduced for use with nuclear interactions in the early 1980s [Lomnitz-Adler et al. 1981]. VMC requires an accurate understanding of the structure of the system to be explored. Typically, a specific class of trial wave functions is considered, and using Monte Carlo quadrature to evaluate the multidimensional integrals the energy with respect to changes in a set of variational parameters is minimized.

Green’s function Monte Carlo (GFMC) was introduced in nuclear physics in the late 1980s [Carlson 1987, 1988]. It involves the projection of the ground state from an initial trial state with an evolution in imaginary time in terms of a path integral, using Monte Carlo techniques to sample the paths. GFMC works best when an accurate trial wave function is available, often developed through initial VMC calculations. This method is very accurate for light nuclei, but becomes increasingly more difficult moving toward larger systems. The growth in computing time is exponential in the number of particles because of the number of spin and isospin states. The largest calculations to date for these calculations are for the $^{12}$C nucleus, and for systems of 16 neutrons (540,672 and 65,536 spin-isospin states, respectively).

Auxiliary Field Diffusion Monte Carlo (AFDMC) was introduced in 1999 [Schmidt and Fantoni 1999]. In this algorithm the spin- and isospin-dependence is treated using auxiliary fields. These fields are sampled using Monte Carlo techniques, and the coordinate-space diffusion in GFMC is extended to include a diffusion in the spin and isospin states of the individual nucleons as well. This algorithm is much more efficient at treating large systems. It has been very successful in studying homogeneous and inhomogeneous neutron matter, and recently has been shown to be very promising for calculating properties of heavier nuclei, nuclear matter [Gandolfi et al. 2014b], and systems including hyperons [Lonardoni et al. 2013].
It does require the use of simpler trial wave functions, though, and is not yet quite as flexible in the complexity of nuclear Hamiltonians that can be employed. Extending the range of interactions that can be treated with AFDMC is an active area of research.

A. Variational Monte Carlo

In VMC, one assumes a form for the trial wave function $\Psi_T$ and optimizes variational parameters, typically by minimizing the energy and/or the variance of the energy with respect to variations in the parameters. The energy of the variational wave function $E_V$

$$E_V = \frac{\langle \Psi_T | H | \Psi_T \rangle}{\langle \Psi_T | \Psi_T \rangle} \geq E_0, \quad (21)$$

is greater than or equal to the ground-state energy with the same quantum numbers as $\Psi_T$. Monte Carlo methods can be used to calculate $E_V$ and to minimize the energy with respect to changes in the variational parameters.

For nuclear physics, the trial wave function $|\Psi_T\rangle$ has the generic form:

$$|\Psi_T\rangle = F|\Phi\rangle. \quad (22)$$

With this form, a factorization of the wave function into long-range low-momentum components and short-range high-momentum components is assumed. The short-range behavior of the wave functions is controlled by the correlation operator $F$, and the quantum numbers of the system and the long-range behavior by $|\Phi\rangle$. In nuclei the separation between the short-distance correlations and the low-momentum structure of the wave function is less clear than in some systems. For example, alpha particle clusters can be very important in light nuclei, and their structure is of the order of the interparticle spacing. Also the pairing gap can be a nontrivial fraction of the Fermi energy, and hence the coherence length may be smaller than the system. Nevertheless this general form has proved to be extremely useful in both light nuclei and nuclear matter.

1. Short-range structure: $F$

The correlation operator is dominated by Jastrow-like correlations between pairs and triplets of particles:

$$F = \left( \sum_{i<j<k} F_{ijk} \right) \left( \prod_{i<j} F_{ij} \right), \quad (23)$$

where $S$ is the symmetrization operator, $F_{ij}$ is a two-body and $F_{ijk}$ is a three-body correlation. The two-body correlation operator can include a strong dependence upon spin and isospin, and is typically taken as:

$$F_{ij} = \sum_p f_p(r_{ij}) O_p^ij, \quad (24)$$

where

$$O_p^{ij} = 1, \tau_i \cdot \tau_j, \sigma_i \cdot \sigma_j, (\sigma_i \cdot \tau_j)(\tau_i \cdot \tau_j), S_{ij}, S_{ij} \tau_i \cdot \tau_j, \quad (25)$$

and the $f_p$ are functions of the distance $r_{ij}$ between particles $i$ and $j$. The pair functions $f_p$ are usually obtained as the solution of Schrödinger-like equations in the relative distance between two particles:

$$-\frac{\hbar^2}{2\mu} \nabla^2 + v_{S,T}(r) + \lambda_{S,T}(r) \right)f_{S,T}(r) = 0. \quad (26)$$

The pair functions are obtained by solving this equation in different spin and isospin channels, for example $S = 0$, $T = 1$, and can then be recast into operator form. For $S=1$ channels the tensor force enters and this equation becomes two coupled equations for the components with $L = J - 1$ and $L = J + 1$.

The $\lambda_{S,T}(r)$ are functions designed to encode the variational nature of the calculation, mimicking the effect of other particles on the pair in the many-body system. Additional variational choices can be incorporated into boundary conditions on the $f_{S,T}(r)$. For example, in nuclear and neutron matter the pair functions are typically short-ranged functions and the boundary condition that $f_p^{p=1} = 1$ and $f_p^{p>1} = 0$ at some distances $d$, which may be different in different channels, is enforced. Usually it is advantageous for the tensor correlation to be finite out to longer distances because of the one-pion-exchange interaction, and different distances $d$ can be enforced in various channels. The distances $d$ are variational parameters, and the equations for the pair correlations are eigenvalue equations; the eigenvalues are contained in the $\lambda(r)$. See Pandharipande and Wiringa (1979) for complete details.

For the lightest s-shell nuclei ($A \geq 3$ and 4), on the other hand, the asymptotic properties of the wave function are encoded in the pair correlation operators $f_p$. To this end the $\lambda(r)$ are determined by requiring the product of pair correlations $S \prod_i F_{ij}$ to have the correct asymptotic behavior as particle $i$ is separated from the system. These boundary conditions are described in Refs. Schiavilla et al. (1986) and Wiringa (1991). It has been found advantageous to reduce the strength of the spin- and isospin-dependent pair correlation functions $F_{ij}$ when other particles are nearby, with the simple form above altered to

$$F_{ij} = \sum_p f_p(r_{ij}) \prod_k q^p(r_{ij}, r_{ik}, r_{jk}) O_p^ij, \quad (27)$$

where the central (spin-isospin independent) quenching factor $q^{p=1}$ is typically 1, while for other operators it is

[1] Lonardoni et al. (2014)
[2] Lonardoni et al. (2014)
parametrized so as to reduce the pair correlation when another particle $k$ is near the pair $ij$.

The $F_{ijk}$ becomes particularly important when the Hamiltonian includes a $3N$ force. A good correlation form is:

$$F_{ijk} = \sum_x \epsilon_x V^\pi_{ij}(\tilde{r}_{ij}, \tilde{r}_{jk}, \tilde{r}_{ki}),$$  
(28)

with $\tilde{r} = yr$, $y$ a scaling parameter, and $\epsilon_x$ a (small negative) strength parameter. The superscript $x$ denotes various pieces of the $3N$ force like $(2\pi, P)$ and $R$, so Eq. (28) brings in all the spin-isospin dependence induced by that piece of the $3N$ potential. In practice the $S \prod_{i<j<k} F_{ijk}$ in Eq. (23) is usually replaced with a sum $\sum_{i<j<k} F_{ijk}$ which is significantly faster and results in almost as good a variational energy. For three- and four-body nuclei and nuclear matter, pair spin-orbit correlations have also been included in Eq. (23), but they are expensive to compute and not used in the work reviewed here.

2. Long-Range Structure: $|\phi\rangle$

The quantum numbers and long-range structure of the wave function are generally controlled by the $|\Phi\rangle$ term in Eq. (22). For nuclear and neutron matter this has often been taken to be an uncorrelated Fermi gas wave function. Recently, the crucial role of superfluidity has been recognized, particularly in low-density neutron matter. In such cases the trial wave function includes a $|\Phi\rangle$ of BCS form. For the $s$-wave pairing relevant to low-density neutron matter, this can be written:

$$|\Phi\rangle = A[\phi(r_{11'}), \phi(r_{22'}), \phi(r_{33'}), ...],$$  
(29)

where the finite particle number projection of the BCS state as been taken, with $\phi(r)$ the individual pair functions, and the unprimed and primed indices refer to spin-up and spin-down particles respectively. These pair states are functions of the distance between the two nucleons in the pair. The operator $A$ is an antisymmetrization operator (Carlson et al. 2003a; Gezerlis and Carlson 2008). For a more general pairing, a Pfaffian wave function is needed (see for example Gandolfi et al. 2008a, 2009a and references therein).

For light nuclei, the simplest $|\Phi\rangle$ can be written as the sum of a few Slater determinants, essentially those arising from a very modest shell-model treatment of the nucleus. The single-particle orbitals in such calculations are written in relative coordinates so as to avoid introducing any spurious center-of-mass (CM) motion. An explicit antisymmetrization of the wave function summing over particles in $s$-wave, $p$-wave, etc., orbitals is required to compute $|\Phi\rangle$.

Improved wave functions can be obtained by considering the significant cluster structures present in light nuclei. For example the ground state of $^8$Be has a very large overlap with two well-separated alpha particles. Alpha-cluster structures are important in many light nuclei, for example states in helium and carbon. To this end, it is useful to use a “Jastrow” wave function $|\Phi_J\rangle$ which includes spin-isospin independent two- and three-body correlations and the cluster-structure for the $|\Phi\rangle$:

$$|\Phi J\rangle = A \prod_{i<j<k} f_{ijk} \prod_{i<j} f_{ss}(r_{ij}) \prod_{k<l\leq A} f_{sp}(r_{kl})$$
$$\times \prod_{N} \prod_{4<l<m\leq A} f_{pp}(r_{lm})|\Phi_N(1234 : 56 \ldots A)).$$  
(30)

This wave function must be explicitly antisymmetrized as it is written in a particular cluster structure, with particles $1 \ldots 4$ being in an alpha-particle cluster over the $N$ possible. The spin-isospin independent two-body correlations $f_{ss}$, $f_{sp}$, and $f_{pp}$ are different for pairs of particles where both are in the $s$-shell, both in the $p$-shell, or one in each. The $f_{ss}$ comes from the structure of an alpha particle, the $f_{sp}$ is constructed to go to unity at large distances. The $f_{pp}$ is set to give the appropriate cluster structure outside the $\alpha$-particle core, for example it is similar to a deuteron for $^6$Li and to a triton for $^7$Li.

Except for closed-shell nuclei, the complete trial wave function is constructed by taking a linear set of states of the form in Eq. (30) with the same quantum numbers. Typically these correspond to the lowest shell-model states of the system. QMC methods are then used to compute the Hamiltonian and normalization matrix elements in this basis. These coefficients are often similar in magnitude to those produced by a very small shell-model calculation of the same nucleus, for example in light nuclei $LS$ coupling is more efficient. The VMC calculations give very good descriptions of inclusive observables including momentum distributions, but the energies and other observables can then be improved, using the results of the VMC diagonalization to initiate the GFMC calculations.

3. Computational Implementation

VMC is a standard method in quantum many-body theory; in addition to nuclei, it has been applied in liquid and solid helium and in many other contexts. The spatial integrals in Eq. (21) are evaluated using Metropolis Monte Carlo techniques (Metropolis et al. 1953).

A weight function $W(R)$ is first defined to sample coordinate space. The simplest choice is $W(R) = \langle \Psi_T(R)|\Psi_T(R)\rangle$. For spin-isospin independent interactions the $A$-particle wave function is a function of the $3A$ coordinates of the system only, and the weight function $W$ is the square of the wave function.

For spin-isospin dependent interactions, the wave function $|\Psi_T(R)\rangle$ is a sum of complex amplitudes for each
spin-isospin state of the system:

\[ |\Psi_{T}(R)\rangle = \sum_{s,t} \phi_{s,t}(R) \chi_{s}(\sigma) \chi_{t}(\tau), \quad (31) \]

and the spin states \( \chi_{s} \) are:

\[
\begin{align*}
\chi_{1} &= |\downarrow_{1}\downarrow_{2} \ldots \downarrow_{A}\rangle, \\
\chi_{2} &= |\uparrow_{1}\downarrow_{2} \ldots \downarrow_{A}\rangle, \\
\chi_{3} &= |\downarrow_{1}\uparrow_{2} \ldots \downarrow_{A}\rangle, \\
\vdots \\
\chi_{2^{A}} &= |\uparrow_{1}\uparrow_{2} \ldots \uparrow_{A}\rangle, 
\end{align*}
\]

(32)

and similarly for the isospin states with \( n \) and \( p \) instead of \( \downarrow \) and \( \uparrow \). The \( 2^{A} \) isospin states can be reduced by using charge conservation to \( A!/(N!Z!) \) states and, by assuming the nucleus has good isospin \( T \), further reduced to

\[ I(A,T) = \frac{2T+1}{2} \frac{A}{A+T+1} \left( \frac{A}{A+T} \right) \quad (33) \]

components. The weight function in this case is the sum of the squares of the individual amplitudes:

\[ W(R) = \sum_{s,t} |\phi_{s,t}|^{2} \]

Given a set of coordinates \( \{R\} \), to calculate the wave function one must first populate the various amplitudes in the trial state by calculating the Slater determinant, BCS state, or Jastrow wave function \( |\Phi\rangle \). Spin-isospin independent operators acting on \(|\Phi\rangle\) are simple multiplicative constants for each amplitude \( \phi_{s,t} \). Pair correlation operators then operate on the \( \Phi \); these are sparse matrix multiplications for each pair. The sparse matrices are easily computed on-the-fly using explicitly coded subroutines ([Pieper 2008b]). The product over pair correlations is built up by successive operations for each pair. For example, the effect of the operator \( \sigma_{1} \cdot \sigma_{2} \) on the wave function of three-particles can be written as follows (the isospin components have been omitted for clarity):

\[
\begin{pmatrix}
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\uparrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\uparrow_{3}\rangle \\
|\downarrow_{1}\uparrow_{2}\downarrow_{3}\rangle \\
|\uparrow_{1}\downarrow_{2}\uparrow_{3}\rangle \\
|\uparrow_{1}\uparrow_{2}\uparrow_{3}\rangle \\
|\downarrow_{1}\uparrow_{2}\uparrow_{3}\rangle \\
|\uparrow_{1}\uparrow_{2}\uparrow_{3}\rangle \\
\end{pmatrix}
\begin{pmatrix}
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
|\downarrow_{1}\downarrow_{2}\downarrow_{3}\rangle \\
\end{pmatrix}
= \begin{pmatrix}
1 \\
2 \\
1 \\
2 \\
1 \\
1 \\
2 \\
1 \\
\end{pmatrix}
\]

(34)

Metropolis Monte Carlo is used to sample points in the 3A-dimensional space by accepting and rejecting trial moves of the particles. Enforcing detailed balance ensures that the asymptotic distribution of such points will be distributed according to the weight \( W(R) \). The energy can then be computed as the average over the \( N \) points in the random walk:

\[ E_{V} = \frac{1}{N} \sum_{i=1}^{N} \frac{|\Psi_{T}(R_{i})\rangle \langle H |\Psi_{T}(R_{i})\rangle}{W(R_{i})}, \quad (35) \]

where the angled brackets imply the sum over spin and isospin states for each set of spatial coordinates \( R_{i} \). The matrix elements of the Hamiltonian are evaluated using the same techniques as those used for the pair correlation operators.

The computational time for the VMC method scales exponentially with the particle number. At first glance, this may seem to be because of the explicit sums over exponentially large number of spin-isospin amplitudes calculated from the trial wave function. If that were the only reason, it would be trivial to sample the spin-isospin state and evaluate the trial wave function’s amplitude for that sampled spin-isospin state. This sampling can in fact be done but the fundamental problem remains that good trial wave functions constructed as described in Eqs. (32)-(34), require exponential in the particle number operations to evaluate either a single spin-isospin amplitude or all of them. Evaluating a single amplitude provides negligible savings, so the computational time is reduced by explicitly summing over the amplitudes, which removes any variance that would occur from sampling. If trial wave functions could be constructed which capture the important physics, while requiring computational time that scales polynomially with particle number for a single spin-isospin amplitude, VMC calculations would be straightforward for all nuclei.

In reality one does not usually compute the full wave function with all orders of pair operators implied by the symmetrization operator \( S \) in the definition of the wave function. One can sample the orders of the pairs independently for the two wave functions, and define a slightly more complicated positive definite form for the weight function \( W \), in terms of the two sets of amplitudes \( \phi_{s,t,l} \) and \( \phi_{s,t,r} \) for the order of pair operators \( l \) and \( r \) in the left- and right-hand wave functions. From several thousand to several tens of thousands of points are sufficient for a typical evaluation of the energy, and statistical errors are obtained using standard techniques.

To search for optimal variational parameters embedded in \( \Psi_{T} \), it is very useful to first generate a Monte Carlo walk with configurations \( R_{i} \) and weights \( W(R_{i}) \) for a given parameter set. Then one can change one or more parameters and reuse the same set of configurations to evaluate the change in the energy. The correlated energy difference will have a much smaller statistical error than differentiating two large energies obtained from independent random walks. In this manner, a chain of small incremental improvements can be developed that leads to a lower variational energy. When the norm of the improved wave function starts to differ significantly from the original walk, a new reference walk can be made and
the search continued from that set.

One way to overcome the exponential growth in computational requirements and access larger nuclei is to use a cluster expansion. Cluster expansions in terms of the operator correlations in the variational wave function were developed more than two decades ago and used in the first QMC calculations of 16O [Pieper et al. 1992]. In these calculations a full 3A-dimensional integral was done for the Jastrow part of the wave function while up to four-nucleon linked-clusters were used for the operator terms. Earlier versions of the Argonne NN and Urbana 3N interactions were used. Given the tremendous increase in computer power since then, this method might profitably be reconsidered for calculations of much bigger nuclei.

B. Green’s function Monte Carlo

GFMC methods are used to project out the ground state with a particular set of quantum numbers. GFMC methods were invented in the 1960s [Kalos 1962] and have been applied to many different problems in condensed matter, chemistry, and related fields. They are closely related to finite-temperature algorithms which calculate the density matrix [Ceperley 1995], but they use trial wave functions on the boundaries of the paths to project out the quantum numbers of specific states.

GFMC typically starts from a trial wave function $|\Psi_T\rangle$ and projects:

$$|\Psi_0\rangle = \lim_{\tau \to \infty} \exp[-(H - E_0)\tau]|\Psi_T\rangle,$$

where $E_0$ is a parameter used to control the normalization. For strongly-interacting systems one cannot compute $\exp[-(H - E_0)\tau]$ directly, however one can compute the high-temperature or short-time propagator, and insert complete sets of states between each short-time propagator,

$$|\Psi_0\rangle = \prod_{1..N} \langle R_N | \exp[-(H - E_0)\delta\tau]|R_{N-1} \rangle \langle R_1 | \exp[-(H - E_0)\delta\tau]|R_0 \rangle |\Psi_T\rangle,$$

and then use Monte Carlo techniques to sample the paths $R_i$ in the propagation. The method is accurate for small values of the time step $\delta\tau$, and the accuracy can be determined by simulations using several different values of the time step and extrapolating to zero. In the GFMC method, Monte Carlo is used to sample the coordinates $R_i$; Eq. (37) also has an implied sum over spin and isospin states at each step of the walk which is calculated explicitly.

1. Imaginary-Time Propagator

In the simplest approximation the propagator:

$$G_{\delta\tau}(R', R) \equiv \langle R'| \exp(-H\delta\tau)|R \rangle \approx \langle R'| \exp(-V\delta\tau/2) \exp(-T\delta\tau) \exp(-V\delta\tau/2)|R \rangle,$$

where $T$ is the non-relativistic kinetic energy:

$$G^0(R', R) = \langle R'| \exp(-T\delta\tau)|R \rangle$$

$$= \left[ \frac{1}{\lambda^2 \pi^{3/2}} \right] A \exp[-(R - R')^2/\lambda^2],$$

with $\lambda^2 = 4\sqrt{2/m}\delta\tau$, yielding a Gaussian diffusion for the paths. The matrix $V$ is the spin- and isospin-dependent interaction:

$$\langle R| \exp(-V\delta\tau)|R \rangle \approx S \prod_{i<j} \exp[-V\delta\tau(r_{ij})\delta\tau],$$

where $S$ indicates a symmetrization over orders of pairs. Each pair interaction can be simply evaluated as the exponent of a small spin-isospin matrix. This treatment is adequate for static spin-dependent NN interactions.

In practice one needs to include momentum-dependent spin-orbit NN interactions as well as 3N interactions. It is more efficient to calculate the NN propagator explicitly, storing the radial and spin-isospin dependence on a grid for each initial and final NN state. This is done by calculating the propagator independently in each partial wave and then summing them to create the full NN propagator. This was first done in studies of liquid Helium [Ceperley 1995; Schmidt and Lee 1995] and then adapted to the nuclear physics case [Pudliner et al. 1997]. This has the advantage of summing all NN interactions for each pair explicitly, allowing for larger time steps in the path-integral simulation. The NN propagator $g_{ij}$ is defined:

$$\langle \chi_\sigma \chi_\tau | g_{ij}(r_{ij}, r_{ij}'; \delta\tau) | \chi_\sigma \chi_\tau \rangle = \langle \chi_\sigma' \chi_\tau' | \exp[-H_{ij}\delta\tau] | \chi_\sigma \chi_\tau \rangle,$$

where $r_{ij}$ and $r_{ij}'$ are the initial and final NN relative coordinates, $H_{ij}$ is the NN Hamiltonian including relative kinetic energy and the NN interaction, and $\chi_\sigma$, $\chi_\tau$ are NN initial and final spin and isospin states, respectively. We calculate the pair propagator both with and without the spin-orbit interaction, for reasons outlined below. We denote these as $g_{ij}^{sp}$ and $g_{ij}^{spin}$, respectively. At present higher order terms in the momenta $(p^2, L^2, (L \cdot S)^2, ...)$ are treated perturbatively. Though the pair propagator can be calculated for these interactions, the Monte Carlo sampling can lead to large variance [Lynn and Schmidt 2012].
The pair propagators are then combined to produce the full propagation matrix for the system. The 3N interaction $V_{ijk}$ is included symmetrically, and the full propagation matrix for each step $G_{\delta\tau}(\mathbf{R}', \mathbf{R})$ can then be written as:

$$G_{\delta\tau}(\mathbf{R}', \mathbf{R}) = (\langle \mathbf{R}' | \mathbf{r} \rangle (1 - \sum_{i<j<k} V_{ijk} \delta \tau / 2) | \mathbf{R}' \rangle G^0(\mathbf{R}', \mathbf{R})$$

$$\times S \prod_{i<j<k} \frac{g_{ij}^s(\mathbf{R}', \mathbf{R})}{g_{ij}^t(\mathbf{R}', \mathbf{R})} (\langle \mathbf{R} | \mathbf{r} \rangle (1 - \sum_{i<j<k} V_{ijk} \delta \tau / 2) | \mathbf{R} \rangle).$$

(42)

The spin-orbit interaction in the product of propagators with the full $v_k$ interaction yields spurious interactions resulting from quadratic terms in the difference $\mathbf{R}' - \mathbf{R}$ from different pairs. One can correct for this but in practice the effect is not significant. Using the calculated $\mathbf{NN}$ propagators allows for a factor of 5-10 larger time steps $\delta \tau$ than the simple approximation in Eq. (38) (Pudliner et al. 1997).

After every typically 20 to 40 steps, the energy as a function of imaginary time $\tau$ is calculated as:

$$E(\tau) = \frac{\langle \Psi_T | H | \Psi(\tau) \rangle}{\langle \Psi_T | \Psi(\tau) \rangle} = \sum_i \frac{\langle \Psi_T(i) | H | \Psi(\tau, i) \rangle}{W_i} / \sum_i \langle \Psi_T(i) | \Psi(\tau, i) \rangle / W_i,$$

(44)

where the sum over $i$ indicates the sum over samples of the wave function. The brackets in the numerator and denominator of the last expression indicate sums over spins and isospins for each sample. The $E(\tau)$ initially decrease rapidly from the VMC ($\tau = 0$) energy but then stabilizes and just fluctuates within the statistical errors; an example of this is shown in Sec. V.D. We average these stable values to get the converged GFMC results.

In general this method suffers from the fermion sign problem, in that the numerator and denominator of Eq. (44) tend to have an increasing ratio of error to signal for a finite sample size and large imaginary times $\tau$. Other than for a few special cases such as purely attractive interactions, Hubbard models at half-filling, or lattice QCD at zero chemical potential, QMC methods typically all have this difficulty. We approach this problem by using a 'constrained path’ algorithm, essentially limiting the original propagation to regions where the propagated and trial wave functions have a positive overlap. This approximation, like the fixed-node algorithm for spin-independent interaction, involves discarding configurations that have zero overlap with the trial wave function. As such, they are exact for the case when the trial wave function is exact and are therefore variational. However, unlike the fixed-node case, the constrained path method does not provide upper bounds (Wiringa et al. 2000).

To address the possible bias introduced by the constraint, all the configurations (including those that would be discarded) for a previous number of steps $N_{uc}$ are used when evaluating energies and other expectation values. $N_{uc}$ is chosen to be as large a number of time steps as feasible with reasonable statistical error (again typically 20 to 40 steps). Tests using different trial functions and very long runs indicate that energies are accurate to around one per cent using these methods.

Expectation values other than the energy are typically calculated from “mixed” estimates; for diagonal matrix elements this is:

$$\langle \mathcal{O} \rangle = \frac{2 \langle \Psi_T | \mathcal{O} | \Psi(\tau) \rangle}{\langle \Psi_T | \Psi(\tau) \rangle} - \frac{\langle \Psi_T | \mathcal{O} | \Psi_T \rangle}{\langle \Psi_T | \Psi_T \rangle}.$$

(45)

Note that because $H$ commutes with itself, the total energy is not extrapolated; this means that $\langle H \rangle$ is not the
sum of its extrapolated pieces, rather the sum differs by
the amount the $\Psi_T$ energy was improved. Since the vari-
ational wave functions are typically very good the ex-
trapolation is quite small. This can be further tested by
using different trial wave functions to extract the same
observable, or using the Hellman-Feynman theorem. For
the case of simple static operators improved methods are
available that propagate both before and after the inser-
tion of the operator $\mathcal{O}$ (Liu et al. [1974]).

In the case of off-diagonal matrix elements, e.g., in
transition matrix elements between initial $\Psi^i$ and final
$\Psi^f$ wave functions, Eq. (45) generalizes to:

$$
\langle \mathcal{O} \rangle = \frac{\langle \Psi^f \mathcal{O} | \Psi^f(\tau) \rangle}{\langle \Psi^f | \Psi^f(\tau) \rangle} + \frac{\langle \Psi^f | \mathcal{O} | \Psi^i \rangle}{\langle \Psi^f | \Psi^i \rangle} - \frac{\langle \Psi^f | \mathcal{O} | \Psi^f \rangle}{\langle \Psi^f | \Psi^f \rangle}.
$$

Technical details can be found in Pervin et al. (2007).

Recently, the capability to make correlated GFMC
propagations to our program has been added. In these
calculations, the values of $R$ for every $\delta \tau$ time step, the
standard dense matrix methods, while

corresponding weights

can be

computed with much smaller statistical errors than for
the individual values.

C. Auxiliary Field Diffusion Monte Carlo

The GFMC method works very well for calculating the
low lying states of nuclei up to $^{12}$C. Its major limitation
is that the computational costs scale exponentially with
the number of particles, because of the full summations of
the spin-isospin states. An alternative approach is to
use a basis given by the outer product of nucleon posi-
tion states, and the outer product of single nucleon spin-
isospin spinor states. An element of this overcomplete
basis is given by specifying the 3A Cartesian coordinates
for the $A$ nucleons, and specifying four complex amplitudes
for each nucleon to be in a $|s\rangle = |p^\uparrow, p^\downarrow, n^\uparrow, n^\downarrow\rangle$
spin-isospin state. A basis state is then defined

$$
|R S\rangle = |r_1 s_1\rangle \otimes |r_2 s_2\rangle \cdots \otimes |r_n s_n\rangle.
$$

The trial functions must be antisymmetric under inter-
change. The only such functions with polynomial scaling
are Slater determinants or Pfaffians (BCS pairing func-
tions), for example,

$$
\langle R S | \Phi \rangle = A \langle r_1 s_1 | \phi_1 \rangle \langle r_2 s_2 | \phi_2 \rangle \cdots \langle r_A s_A | \phi_n \rangle
$$

or linear combinations of them. Operating on these with
the product of correlation operators, Eq. (23), again gives
a state with exponential scaling with nucleon number.
In most of the AFDMC calculations, these wave functions
included a state-independent, or central, Jastrow corre-
lation:

$$
\langle R S | \Psi_T \rangle = \langle R S \rangle \prod_{i<j} f_c(r_{ij}) \Phi.
$$

Calculations of the Slater determinants or Pfaffians scale
like $A^3$ when using standard dense matrix methods, while
the central Jastrow requires $A^2$ operations if its range is
the same order as the system size. These trial functions
capture only the physics of the gross shell structure of
the nuclear problem and the state-independent part of
the two-body interaction. Devising trial functions that
are both computationally efficient to calculate and that
capture the state-dependent two- and three-body corre-
lations that are important would greatly improve both
the statistical and systematic errors of QMC methods
for nuclear problems.

The trial wave functions above can be used for varia-
tional calculations. However, the results are poor since
the functions miss the physics of the important tensor
interactions. More recently the improved form

$$
\langle R S | \Psi_T \rangle = \langle R S \rangle \prod_{i<j} f_c(r_{ij}) \left[ 1 + \sum_{i<j} F_{ij} + \sum_{i<j<k} F_{ijk} \right] |\Phi\rangle,
$$

has been employed, where $f_c$ are spin-isospin indepen-
dent correlations, and the correlations $F$ have a form
similar to those discussed in the previous sections. These
wave functions can be used as importance functions for
AFDMC calculations where they have been found ade-
quate for this purpose in a variety of problems.

Using the basis state as in Eq. (17) requires the use of
a different propagator, with at most linear spin-isospin
operators. The propagator can be rewritten using the
Hubbard-Stratonovich transformation:

$$
e^{-O^2/2} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dx \ e^{-x^2/2} e^{2xO},
$$

where the variables $x$ are called auxiliary fields, and $O$
can be any type of operator included in the propagator.

It is helpful to apply the auxiliary field formalism to
derive the well known central potential diffusion Monte
Carlo algorithm (Anderson [1970]). The Hamiltonian is

$$
H = \sum_A \frac{p_n^2}{2m} + V(R), \quad V(R) = \sum_{i<j} v(r_{ij}),
$$

and $v(r_{ij})$ is a generic potential whose form depends on
the system. Making the short-time approximation, the
propagator can be written as

$$
e^{-(H-E_0)\delta\tau} \approx \exp \left( -\sum_A \frac{p_n^2}{2m} \right) \exp \left[ -(V(R) - E_0)\delta\tau \right].
$$
Since the Hamiltonian does not operate on the spin, the spin variables can be dropped from the walker expressions to leave just a position basis $|\mathbf{R}\rangle$. Operating with the local-potential term gives just a weight factor:

$$e^{-[V(\mathbf{R})-E_0] \delta \tau} |\mathbf{R}\rangle = W |\mathbf{R}\rangle .$$ (54)

The kinetic energy part of the propagator can be applied by using the Hubbard-Stratonovich transformation:

$$\exp \left( - \frac{\sum_n p_n^2}{2m} \delta \tau \right) \approx \prod_n \exp \left( - \frac{p_n^2}{2m} \delta \tau \right)$$

$$= \prod_n \left( \frac{1}{(2\pi)^{3/2}} \int dx_n e^{-x_n^2/2} \exp \left( - \frac{i}{\hbar} p_n x_n \sqrt{\frac{\hbar^2 \delta \tau}{m}} \right) \right).$$ (55)

This propagator applied to a walker $|\mathbf{R}\rangle$ generates a new position $|\mathbf{R} + \Delta \mathbf{R}\rangle$, where each particle position is shifted as

$$r_n' = r_n + \frac{\hbar^2 \delta \tau}{m} x_n .$$ (56)

This is identical to the standard diffusion Monte Carlo algorithm without importance sampling. Each particle is moved with a Gaussian distribution of variance $\hbar^2 \delta \tau / m$, and a weight of $\exp[-(V(\mathbf{R}) - E_0) \delta \tau]$ is included. The branching on the weight is then included to complete the algorithm.

The $NN$ potential in the general form of Eq. (4) can be written as

$$V = \frac{1}{2} \sum_{i,j} O_i^\alpha A_{i\alpha,j\beta} O_j^\beta = \frac{1}{2} \sum_n \lambda_n O_n^2$$ (57)

where $O_i^\alpha$ are $\sigma$, $\tau$, or similar combinations. The new operators $O$ are defined

$$O_n = \sum_{j\beta} \psi_{j\beta}^{(n)} O_j^{\beta} .$$ (58)

Here $\psi_{j\beta}^{(n)}$ and $\lambda_n$ are the eigenvectors and eigenvalues obtained by diagonalizing the matrix $A_{i\alpha,j\beta}$.

It is easy to see that applying the Hubbard-Stratonovich transformation consists in a rotation of the spin-isospin states of nucleons:

$$\prod_{i<j} e^{-V_{ij} \delta \tau} |\mathbf{R} S\rangle =$$

$$\prod_n \left( \frac{1}{(2\pi)^{3/2}} \int dx_n e^{-x_n^2/2} \exp \left( -\frac{\lambda_n \sigma x_n}{\sqrt{\hbar^2 \delta \tau}} \right) \right) |\mathbf{R} S\rangle = |\mathbf{R} S'\rangle ,$$ (59)

The propagation is performed by sampling the auxiliary fields from the probability distribution $\exp(-x_n^2/2)$, and applying the rotations to the nucleon spinors. At order $\delta \tau$ the above propagator is the same as that described in the previous sections. The advantage of this procedure is that a wave function with the general spin-isospin structure of Eq. (18) can be used, at a much cheaper computational cost than that including all the spin-isospin states of Eq. (51). However, one must then solve the integral in Eq. (51), which is done by Monte Carlo sampling of the auxiliary fields $x$.

The inclusion of importance sampling within the auxiliary fields formalism is straightforward, and is currently done as described in Sec. III.B.2. At each time step a random vector $\Delta \mathbf{R}$ for the spatial coordinates, and the required auxiliary fields $X$ are sampled. The four weights corresponding to these samples are

$$W_i = \frac{\langle \Psi_I | \mathbf{R} + \Delta \mathbf{R} | S'(X) \rangle}{\langle \Psi_I | \mathbf{R} | S \rangle} \exp[-V_c(\mathbf{R}) \delta \tau] ,$$ (60)

where $\Psi_I$ is used for the importance sampling, $S'(X)$ are obtained by rotating the spinors $S$ of the previous time step using the auxiliary fields $X$, and $V_c$ includes all the spin-isospin independent terms of the interaction. The procedure is then completed as done in GFMC: one of the above configurations is taken according to the probabilities, and the branching is done by considering the cumulative weight. This procedure lowers the variance as the “plus-minus” sampling cancels the linear terms coming from the exponential of Eqs. (55-59). Note that in the example of the kinetic energy presented above, the effect of sampling using $\pm \Delta \mathbf{R}$ is identical to sampling configurations using $\nabla \Psi_I / \Psi_I$ commonly adopted in standard diffusion Monte Carlo [Foulkes et al. 2001].

The importance function $\Psi_I$ must be real and positive, and an efficient algorithm to deal with complex wave functions has been proposed by Zhang and Krakauer (2003), i.e., consider $\Psi_I = |\Psi_T|$, and multiply the weight terms $W_i$ by $\cos \Delta \theta$, where $\Delta \theta$ is the phase of $\langle \Psi_T | \mathbf{R} S' \rangle / \langle \Psi_T | \mathbf{R} S \rangle$, and for each $W_i$, $|\mathbf{R} S'\rangle$ is the corresponding configuration obtained from the corresponding $\pm \Delta \mathbf{R}$ and $\pm X$ sampling. This method sample configurations with a very low variance.

Previous applications of the AFDMC method used a somewhat different importance sampling, using $\nabla \Psi_I / \Psi_I$ for the kinetic energy, and the strategy described by Sarsa et al. (2003) and Gandolfi et al. (2009b) for the spin; the two methods become the same in the limit of $\delta \tau \to 0$. In Gandolfi et al. (2014b) it has been found that the procedure described above is much less time-step dependent for calculations including protons. This is due to the strong tensor force in the np channel that in the case of pure neutron systems is very weak, and the two algorithms give very similar results.

The energy and other observables are calculated after every block as a function of the imaginary time, and the block size is chosen to include a number of steps large enough (typically around 100-200) such that the configurations are statistically uncorrelated.
While the Hubbard-Stratonovich transformation is the most common, there are many other possibilities. For example, the propagator for the relativistic kinetic energy can be sampled by using

\[
\exp \left[ - \left( \sqrt{p^2c^2 + m^2c^4} - mc^2 \right) \delta \tau \right] = \int d^3x f(x)e^{-ip \cdot x/\hbar} \tag{61}
\]

with

\[
f(x) = \frac{d^3p}{(2\pi)^3} e^{ip \cdot x/\hbar} e^{-\left( \sqrt{p^2c^2 + m^2c^4} - mc^2 \right) \delta \tau} = e^{mc^2 \delta \tau} K_2 \left( \frac{mc}{\hbar} \sqrt{x^2 + c^2 \delta \tau^2} \right) \tag{62}
\]

where \( K_2 \) is the modified Bessel function of order 2 \cite{Carlson, 1993}.

IV. LIGHT NUCLEI

A. Energy spectra

Results of GFMC calculations for light nuclei using the AV18+IL7 Hamiltonian are compared to experiment in Fig. 2 and Table IV. Results using just AV18 with no 3N potential are also shown in the figure. Figure 2 shows the absolute energies of more than 50 ground and excited states. The experimental energies of the 20 ground states shown in the table are reproduced with an rms error of 0.36 MeV and an average signed error of only 0.06 MeV. The importance of the three-body interaction is confirmed by the large corresponding numbers for AV18 with no 3N potential, namely 10.0 and 8.8 MeV. About sixty additional isobaric analog states also have been evaluated but are not shown here.

Table IV gives the ground state energies \( E \), proton (neutron) point radii \( r_p \) (\( r_n \)), magnetic moments \( \mu \) (including two-body current contributions), see Sec. VIII, and quadrupole moments \( Q \) for all the particle-stable ground states of \( A \leq 10 \) nuclei, plus \( ^{12}\text{C} \) and the resonant ground states of \( ^{7}\text{He} \) and \( ^{8}\text{Be} \). Many of these results were obtained in recent studies of spectroscopic overlaps, electromagnetic transitions and sum rules, and isospin mixing \cite{Brida, 2011, Lovato, 2013, McCutchan, 2012, Pastore, 2013, 2014, Wiringa, 2013}.

The energies, radii, and electromagnetic moments are in generally good agreement with experiment.

A detailed breakdown of the AV18+IL7 energies into various pieces for some of the nuclear ground states is shown in Table IV. The components include the total kinetic energy \( K \), the contribution \( v_{18} \) of the strong interaction part of AV18, the full electromagnetic potential \( v_{ij} \), the two-pion-exchange parts of IL7 \( V_{ij}^{\pi \pi} \), the three-pion-ring parts \( V_{ij}^{3\pi} \), and the short-range repulsion \( V_{ij}^{R} \). In the last column, \( \delta v_{ij} \) is the expectation value of the difference between \( v_{18} \) and \( v_{ij} \), which is part of the \( NN \) interaction that is treated perturbatively because \( v_{ij} \) is used in the propagation Hamiltonian. The sum of the six contributions \( K \) through \( V_{ij}^{3\pi} \) does not quite match the total energy reported in Table IV because they have been individually extrapolated from the mixed energy expression Eq. (45).

Several key observations can be drawn from this table. First, there is a huge cancellation between kinetic and two-body terms. Second, the net perturbative correction \( \delta v_{ij} \) is tiny (<2%) compared to the full \( v_{18} \) expectation value. Third, the total \( V_{ij}^{3\pi} \) contribution is \( \sim 5\% \) of \( v_{ij} \), suggesting good convergence in many-body forces, but it is not negligible compared to the binding energy. Finally, the \( V_{ij}^{3\pi} \) contribution that is unique to the Illinois potentials is a small fraction of the \( V_{ij}^{2\pi} \) in \( T = 0 \) states, but does get as large as 35% in \( T = 2 \) states.

In discussing the structure of the light nuclei, it is convenient to characterize specific \( J^\pi; T \) states by their dominant orbital and spin angular momentum and spatial symmetry \( ^{2S+1}L_J[n] \) where \([n]\) denotes the Young diagram \cite{Wiringa, 2006}. For example, \( ^{4}\text{He} \) is a \( ^1S_0[4] \) state, and the ground state of \( ^6\text{Li} \) is predominantly \( ^3S_1[42] \), with admixtures of \( ^3D_1[42] \) and \( ^1P_1[411] \). Because NN forces are strongly attractive in relative \( S \)-waves, and repulsive in \( P \)-waves, ground states of given \( J^\pi; T \) have the maximum spatial symmetry allowed by the Pauli exclusion principle. For the same spatial symmetry, states of higher \( L \) are higher in the spectrum. Further, due to the effect of NN spin-orbit forces, iterated tensor forces and also 3N forces, the spin doublets, triplets, etc., are split, with the maximum \( J \) value for given \([n]\) lying lowest in the spectrum (up to mid \( p \)-shell). These features are evident in the excitation spectra discussed next.

The excitations relative to the ground state energies for many states are shown in Fig. 3 and tabulated in Table IV. These excitation energies are each the difference of two independent GFMC calculations; the quoted statistical errors are the uncorrelated combination of the errors of each calculation. In general, the excitation energies are quite satisfactory with an rms error of 0.5 MeV for \( 58 \leq A \leq 10 \) states using AV18+IL7 compared to 1.8 MeV using just AV18. Thus we see that AV18 alone does a much better job on excitation energies than it does for absolute binding, and that the addition of IL7 greatly improves both aspects.

The \( ^6\text{He} \) ground state is a \( ^1S_0[42] \) combination, with a \( ^3D_1[42] \) first excited state; the AV18+IL7 Hamiltonian gets an excitation in fair agreement with experiment. The first three \( T = 0 \) excited states in \( ^6\text{Li} \) constitute a \( ^3D_J[42] \) triplet, and the spin-orbit splitting between the \( 3^+, 2^+ \), and \( 1^+ \) states is also reproduced very nicely. The first two states in \( ^7\text{Li} \) are a narrowly split \( ^2P_J[43] \) pair, while the next two are a \( ^2F_J[43] \) pair, followed by the lowest member of a \( ^4P_J[421] \) triplet, all with a reasonably good reproduction of experiment. The \( ^8\text{Be} \) nucleus exhibits a strong 2\( \alpha \) rotational spectrum, with a \( ^1S_0[44] \) ground state and widely spaced \( ^1D_2[44] \) and
FIG. 2 GFMC energies of light nuclear ground and excited states for the AV18 and AV18+IL7 Hamiltonians compared to experiment.

TABLE I AV18+IL7 GFMC results for \( A \leq 12 \) nuclear ground states, compared to experimental values \( \text{Amroun et al., 1994 NNDc, 2014 Nörtershäuser and et al., 2009 Nörtershäuser et al., 2011 Purcell et al., 2010 Shiner et al., 1994 Tilley et al., 2002, 2003} \). Numbers in parentheses are statistical errors for the GFMC calculations or experimental errors; errors of less than one in the last decimal place are not shown.

| \( {}^A Z(J^s; T) \) | \( E \) (MeV) | \( r_p [r_n] \) (fm) | \( \mu \) (\( \mu_N \)) | \( Q \) (fm\(^2\)) |
|----------------|--------|----------------|-------------|--------|
|                 | GFMC   | Expt.          | GFMC        | Expt.  |
| \(^2\text{H}(1^+; 0)\) | −2.225 | −2.226         | 1.98        | 1.96   |
| \(^3\text{H}(\frac{1}{2}^+; \frac{1}{2})\) | −8.47(1) | −8.482   | 1.59        | [1.73] |
| \(^3\text{He}(\frac{1}{2}^+; \frac{1}{2})\) | −7.72(1) | −7.718   | 1.76        | [1.60] |
| \(^4\text{He}(0^+; 0)\) | −28.42(3) | −28.30   | 1.43        | 1.462(6) |
| \(^6\text{He}(0^+; 1)\) | −29.23(2) | −29.27   | 1.95(3)     | [2.88] |
| \(^6\text{Li}(1^+; 0)\) | −31.93(3) | −31.99   | 2.39        | 2.45(4) |
| \(^7\text{He}(\frac{3}{2}^+; \frac{1}{2})\) | −28.74(3) | −28.86   | 1.97        | [3.32(1)] |
| \(^7\text{Li}(\frac{3}{2}^+; \frac{1}{2})\) | −39.15(3) | −39.25   | 2.25        | [2.44] |
| \(^7\text{Be}(\frac{1}{2}^+; \frac{1}{2})\) | −37.54(3) | −37.60   | 2.51        | [2.32] |
| \(^8\text{He}(0^+; 2)\) | −31.42(3) | −31.40   | 1.83(2)     | [2.73] |
| \(^8\text{Li}(2^+; 1)\) | −41.14(6) | −41.28   | 2.11        | [2.47] |
| \(^8\text{Be}(0^+; 0)\) | −56.5(1)  | −56.50   | 2.40(1)     |        |
| \(^8\text{B}(2^+, 1)\) | −37.51(6) | −37.74   | 2.48        | [2.10] |
| \(^9\text{C}(0^+; 2)\) | −24.53(3) | −24.81   | 2.94        | [1.85] |
| \(^9\text{Li}(\frac{1}{2}^+; \frac{1}{2})\) | −45.42(4) | −45.34   | 1.96        | [2.33] |
| \(^9\text{Be}(\frac{1}{2}^+; \frac{1}{2})\) | −57.9(2)  | −58.16   | 2.31        | [2.46] |
| \(^9\text{C}(\frac{3}{2}^+; \frac{1}{2})\) | −38.88(4) | −39.04   | 2.44        | [1.99] |
| \(^10\text{Be}(0^+; 1)\) | −64.4(2)  | −64.98   | 2.20        | [2.44] |
| \(^10\text{B}(3^+, 0)\) | −64.7(3)  | −64.75   | 2.28        | [2.31] |
| \(^10\text{C}(0^+; 1)\) | −60.2(2)  | −60.32   | 2.51        | [2.25] |
| \(^12\text{C}(0^+; 0)\) | −93.3(4)  | −92.16   | 2.32        | 2.33   |
The interesting feature of having two linearly independent isospin mix with the AV18+IL7, in MeV

TABLE II Breakdown of GFMC energy contributions for AV18+IL7, in MeV

| A          | Z(J°; T) | K | v_{18} | v_{ij}^1 | V_{ijk}^2 | V_{ijk}^3 | V_{ij}^R | δv_{ij} |
|------------|----------|---|--------|---------|----------|----------|---------|---------|
| 6^1H(1^+; 0) | 19.81   | -22.05 | 0.02   | -0.03  | 0.7     | 0.09     |
| ^3H(\frac{1}{2}^+; \frac{1}{2}^-) | 50.9 | -58.5 | 0.04 | -1.8 | -0.3 | 3.9 | 1.4 |
| ^3He(0^+; 0) | 112. (1) | -136. (1) | 0.9 | -9.8 | -0.3 | 3.9 | 1.4 |
| ^6He(0^+; 1) | 141. (1) | -167. (1) | 0.9 | -11.5 | -1.5 | 5.1 | 1.8 |
| ^6Li(1^+; 0) | 154. (1) | -184. (1) | 1.7 | -11.4 | -1.0 | 4.9 | 1.8 |
| ^7He(\frac{1}{2}^+; \frac{1}{2}^-) | 160. (1) | -185. (1) | 0.9 | -13.3 | -2.9 | 6.4 | 2.3 |
| ^7Li(\frac{1}{2}^-; \frac{1}{2}^-) | 196. (1) | -231. (1) | 1.8 | -15.4 | -2.0 | 7.1 | 2.6 |
| ^8He(0^+; 2) | 208. (1) | -235. (1) | 0.9 | -17.1 | -6.8 | 9.0 | 3.6 |
| ^8Li(2^+; 1) | 236. (2) | -274. (2) | 2.0 | -19.0 | -4.7 | 9.4 | 3.7 |
| ^8Be(0^+; 0) | 238. (2) | -290. (2) | 3.2 | -20.1 | -1.4 | 8.8 | 3.3 |
| ^9Li(\frac{1}{2}^+; \frac{1}{2}^-) | 283. (1) | -322. (1) | 2.1 | -25.1 | -10.3 | 13.6 | 5.9 |
| ^9Be(\frac{1}{2}^-; \frac{1}{2}^-) | 282. (2) | -336. (2) | 3.5 | -25.0 | -4.7 | 11.9 | 4.9 |
| ^10Be(0^+; 1) | 331. (2) | -391. (1) | 3.7 | -31.1 | -8.3 | 15.7 | 6.6 |
| ^10B(3^+; 0) | 339. (2) | -405. (2) | 5.7 | -32.7 | -8.8 | 16.0 | 6.9 |
| ^12C(0^+; 0) | 437. (3) | -534. (2) | 8.3 | -45.0 | -14.1 | 23.9 | 10.9 |

\(^1G_4\) excited states, also with excitation energies in excellent agreement with experiment. Above this rotational band are \(^3P_2\) \(^3P_1\), \(^3P_3\) \(^3D_3\) and \(^3D_5\) \(^3D_3\) states that isospin mix with the \(T = 1\) isobaric analogs of the \(^8Li\) ground and first two excited states.

The \(A = 10\) nuclei, which are mid p-shell nuclei, have the interesting feature of having two linearly independent ways of constructing \(^2S + 1D_J\) states. In \(^{10}Be\), the ground state is \(^1S_0\) \((\text{much like } ^6\text{He with an added } \alpha)\) followed by two \(^1D_2\) \((\text{like } ^6\text{He with an added } \alpha)\) excited states. In \(^{10}Be\), the lowest state might be expected to be a \(^3S_1\) \((\text{like } ^6\text{He with an added } \alpha)\) state similar to \(^6\text{Li}\) ground state plus an \(\alpha\), but there are also two \(^3D_J\) \((\text{like } ^6\text{He with an added } \alpha)\) triplets, one of which is so widely split by the effective one-body spin-orbit force that the \(^3D_3\) component becomes the ground state leaving the \(^3S_1\) \((\text{like } ^6\text{He with an added } \alpha)\) state as the first excited state.

The IL7 \(3N\) force plays a key role in getting these spin-orbit splittings correctly. The AV18 \(NN\) force alone splits the \(^6\text{Li}\) \(^3D_J\) states in the correct order, but with insufficient spacing. It leaves the \(^3\text{Li} \ ^2P_J\) \((\text{like } ^6\text{He with an added } \alpha)\) doublet degenerate, as well as the two \(^1D_2\) states in \(^{10}Be\), and the \(^3S_1\) \((\text{like } ^6\text{He with an added } \alpha)\) state in \(^{10}Be\) is predicted to be the ground state. IL7 not only splits the two \(2^+\) states in \(^{10}Be\) by about the correct amount, but splits them in the correct direction, making the predicted \(E2\) transitions to the ground state significantly different in size as experimentally observed \((\text{McCutchan et al. } 2012)\). By increasing the splitting of the \(^3D_J\) states in \(^{10}Be\), IL7 also gives the correct \(3^+\) ground state for \(^{10}Be\). Addition of the older Urbana \(3N\) potentials fixes some, but not all of these problems. The superior behavior of the Illinois \(3N\) interactions is also seen in \(^5\text{He}\), i.e., \(\alpha\) scattering, as discussed in Sect. [IV.F]. Similar importance of \(3N\) interactions are observed in no-core shell model calculations \((\text{Navrátil et al. } 2007)\).
et al. 2004 for selected $A$ ≤ 12 states; those marked with a * are the empirical isospin-unmixed values.

| $A^Z(J^z; T)$ | GFMC | Expt. |
|----------------|------|-------|
| $^4\text{He}(2^+; 1)$ | 2.0(1) | 1.80 |
| $^6\text{Li}(3^+; 0)$ | 2.3(1) | 2.19 |
| $^6\text{Li}(2^+; 0)$ | 4.1(1) | 4.31 |
| $^6\text{Li}(1^+; 0)$ | 5.4(1) | 5.37 |
| $^7\text{Li}(2^+; 1)$ | 0.2(1) | 0.48 |
| $^7\text{Li}(1^+; 1)$ | 5.0(1) | 4.65 |
| $^7\text{Li}(2^+; 1)$ | 6.6(2) | 6.60 |
| $^7\text{Li}(2^+; 2)$ | 7.8(2) | 7.45 |
| $^8\text{He}(2^+; 2)$ | 4.7(3) | 3.1(4) |
| $^8\text{Li}(1^+; 1)$ | 1.4(3) | 0.98 |
| $^8\text{Li}(3^+; 1)$ | 3.0(5) | 2.26 |
| $^8\text{Be}(2^+; 0)$ | 3.2(2) | 3.03(1) |
| $^8\text{Be}(4^+; 0)$ | 11.2(3) | 11.35(15) |
| $^8\text{Be}(2^+; 0)$ | 16.8(2) | 16.75* |
| $^8\text{Be}(1^+; 0)$ | 18.0(2) | 18.13* |
| $^8\text{Be}(3^+; 0)$ | 19.9(2) | 19.21* |
| $^9\text{Li}(2^+; 1)$ | 2.0(5) | 2.69 |
| $^9\text{Be}(1^+; 1)$ | 1.5(3) | 1.68 |
| $^9\text{Be}(2^+; 1)$ | 2.4(3) | 2.43 |
| $^{10}\text{Be}(2^+; 1)$ | 3.4(3) | 3.37 |
| $^{10}\text{Be}(2^+; 1)$ | 5.3(3) | 5.96 |
| $^{10}\text{Be}(4^+; 0)$ | 1.3(4) | 0.72 |
| $^{10}\text{B}(1^+; 0)$ | 2.4(5) | 2.15 |
| $^{10}\text{B}(2^+; 0)$ | 3.3(5) | 3.59 |

### TABLE IV: GFMC isovector and isotensor energy coefficients $a_n(A,T)$ computed using AV18+IL7, in keV, compared to experiment.

| $a_n(A,T)$ | $K_{CSB}$ | $v^{\gamma}$ | $v^{\text{CIB}}$ | $\delta H^{CI}$ | Total | Expt. |
|-------------|------------|--------------|----------------|---------------|-------|-------|
| $a_3(3, 1)$ | 14 | 670(1) | 65(0) | 8(1) | 755(1) | 764 |
| $a_3(6, 1)$ | 18 | 1056(1) | 44(0) | 68(3) | 1184(4) | 1174 |
| $a_3(7, 1)$ | 23 | 1478(2) | 83(1) | 27(10) | 1611(10) | 1644 |
| $a_3(7, 2)$ | 17 | 1206(1) | 45 | 85(4) | 1358(3) | 1326 |
| $a_3(8, 1)$ | 25 | 1675(1) | 77 | 43(6) | 1813(6) | 1770 |
| $a_3(8, 2)$ | 22 | 1557(1) | 63 | 104(4) | 1735(3) | 1651 |
| $a_3(9, 1)$ | 19 | 1713(6) | 55(1) | 1786(7) | 1851 |
| $a_3(9, 2)$ | 26 | 1976(1) | 91(0) | 84(7) | 2176(7) | 2102 |
| $a_3(10, 1)$ | 25 | 2155(7) | 85(1) | 2170(8) | 2329 |
| $a_3(2, 1)$ | 136(1) | 34(1) | 13(2) | 158(5) | 137 |
| $a_3(2, 2)$ | 136(1) | 34(1) | 13(2) | 158(5) | 137 |
| $a_3(3, 1)$ | 130(0) | 38(0) | 9(2) | 178(1) | 151 |
| $a_3(9, 3)$ | 150(1) | 44(1) | 4(5) | 200(4) | 176 |
| $a_3(10, 1)$ | 178(1) | 119(18) | 297(19) | 241 |

B. Isospin breaking

Energy differences among isobaric analog states are probes of the charge-independence-breaking parts of the Hamiltonian. The energies for a given isospin multiplet can be expanded as

$$E_{A,T}(T_z) = \sum_{n\leq 2T} a_n(A,T)Q_n(T; T_z)$$

where $Q_0 = 1$, $Q_1 = T_z$, $Q_2 = \frac{1}{2}(3T^2_z - T^2_z)$, and $Q_3 = \frac{1}{2}(5T^2_z - 3T^2_z + T^2_z)$ are orthogonal isospin polynomials [Peshkin 1960]. GMFC calculations of the coefficients $a_n(A,T)$ for a number of isobaric sequences and various contributions for the AV18+IL7 Hamiltonian are shown in Table [IV] along with the experimental values. The contributions are the CSB component of the kinetic energy $K_{CSB}$, all electromagnetic interactions $v^{\gamma}$, and the strong CIB interactions, $v^{\text{CIB}} = v^{\text{CSB}} + v^{CD}$. The experimental values were computed using ground-state energies from [NNDC 2014] and excitation energies from [TUNL 2014]. By using the correlated GMFC propagations described in Sec. [III.B] it is possible to extract statistically significant values for some of the $a_3(A,T)$. An additional contribution is the second-order perturbation correction to the CI part of the Hamiltonian $\delta H^{CI}$ due to differences in the wave functions. Although this term is small, it is the difference between two large energies and has the greatest Monte Carlo statistical error of any of the contributions; again correlated GMFC propagations make its extraction possible.

The dominant piece in all these terms is the Coulomb interaction between protons, giving 85-95% (70-100%) of the experimental isovector (isotensor) total. However the strong CSB and CD interactions give important corrections, and the other terms are not negligible. In particular, the $v^{CSB}$ contribution is just the right size to fix the $^3\text{He} - ^3\text{H}$ mass difference and is a strong constraint on the difference of $nn$ and $pp$ scattering lengths. Overall, the isoscalar terms are in good agreement with experiment, while the isovector terms are perhaps a little too large. One can understand the negative values of $a_3(A,T)$ as coming from the increasing Coulomb repulsion as $T_z$ increases; this expands the nucleus and reduces $v^{CI}(pp)$. Another place that CSB interactions play a role is in the isospin mixing of nearby states with the same spin and parity but different isospins [Wiringa et al. 2013]. A classic case is the appearance in the $^8\text{Be}$ excitation spectrum of three pairs of states with $J^z$ of 2+ (at 16.6–16.9 MeV), 1+ (at 17.6–18.2 MeV) and 3+ (at 19.0–19.2 MeV). The unmixed states come from three $T = 0$ states, including the second 2+ excitation and first 1+ and 3+ states in the $^8\text{Be}$ spectrum and three $T = 1$ states that are the isobaric analogs of $^8\text{Li}$ ground state and its first two excited states. These states have the same dominant [431] spatial symmetry, so it is not surprising that their
energies are closely paired. The CSB components of the Hamiltonian have $\sim 100$ keV off-diagonal (in isospin) matrix elements $H_{01}$ leading to significant isospin mixing. Experimentally this is observed in the two-alpha decay of the $2^+$ states, which have comparable widths and which can only go via the $T = 0$ component of the wave functions. The mixing of the $1^+$ doublet is apparent in their $M_1$ decays (Pastore et al., 2014).

GFMC calculations of the isospin-mixing matrix elements are shown in Table V. The table includes a small contribution from class IV CSB terms $v^{IV}$ that can connect $T = 0$ and $T = 1$ $np$ pairs. The theoretical total provides about 90% of the inferred experimental values in the $2^+$ and $1^+$ doublets, but is too large for the (poorly determined) $3^+$ case.

C. Densities

The one- and two-nucleon density distributions of light nuclei are interesting in a variety of experimental settings. They are evaluated as the expectation values

$$\rho_N(r) = \frac{1}{4\pi r^2} \langle \Psi | \sum_i P_N \delta(r - |r_i - R_{cm}|) | \Psi \rangle ,$$

$$\rho_{NN}(r) = \frac{1}{4\pi r^2} \langle \Psi | \sum_{i,j} P_N P_N \delta(r - |r_i - r_j|) | \Psi \rangle ,$$

where $P_N$ is a proton or neutron projector.

Ground state proton and neutron rms point radii are tabulated in Table I. These can be related to the charge radii, which have been measured very accurately for the helium, lithium, and beryllium isotopic chains in recent years by a combination of electron scattering from stable nuclei and isotopic differences by atomic spectroscopy on rare isotopes. A recent review (Lu et al., 2013) discusses these developments and presents figures for the GFMC one- and two-body densities of the helium isotopes.

The proton and neutron one-body densities for the lithium isotope chain are shown, as red up triangles and blue down triangles, respectively, in the upper panels of Fig. 4. As the binding energy increases with $A$, the central proton density increases, even though the number of protons is constant. Consequently, the proton point radius decreases by 0.4 fm in going from $^6$Li to $^9$Li, in fair agreement with the experimentally observed reduction of 0.34 fm. In contrast, the neutron point radius is relatively constant, even though neutrons are being added, varying only 0.15 fm over the same range.

The magnetic moments of $A \leq 9$ nuclei have been calculated recently in GFMC, including the contributions of two-body meson-exchange currents (MEC), see Sec. V, derived from chiral effective field theory (Pastore et al., 2013). The MEC can give 20–40% contributions over the impulse approximation (IA) values, resulting in very good agreement with experiment as shown in Table IV.

The origin of the IA contributions from the proton and neutron spin densities and proton orbital density are illustrated in the bottom panels of Fig. 4 also for the lithium isotope chain. Here, the proton spin contribution $\mu_p[\rho_{p'}(r) - \rho_{p}(r)]$ is shown by red upward-pointing triangles, the neutron spin contribution by blue downward-pointing triangles, the proton orbital contribution by green diamonds, and the total by black circles. The proton spin density, due to one unpaired $p$-shell proton, is similar in all cases, with a negative region at short distance from the core and a positive peak near 2 fm that gradually shifts inward as the binding increases. The neutron spin density has the opposite sign and alternates between a significant unpaired neutron contribution in $^6$, $^8$Li and a very small paired contribution in $^7$, $^9$Li. The proton orbital piece gets progressively larger as $A$ increases. The MEC contributions are discussed in more detail below, but come largely from pion exchange and are primarily isovector in character, ranging from 2% in $^9$Li to 10% in $^7$Li and 20% in $^8$, $^9$Li.

The $NN$ density for the $pp$ pairs in the lithium isotopes is shown in Fig. 5 and all four curves integrate to three pairs. Because the third proton is in the $p$-shell, the behavior of $\rho_{pp}(r)$ is rather different from the one $pp$ pair in the core of the helium isotopes shown in Fig. 12 of Lu et al. (2013). In that case, there is a slight decrease in the peak value as $A$ increases because the $p$-shell neutrons in $^6$He tug the core protons out a little. In lithium the peak value of $\rho_{pp}(r)$ gets progressively larger with increasing $A$ due to the increasing binding, so the pair rms radius decreases from 4.03 fm in $^6$Li to 3.20 fm in $^9$Li.

D. Momentum distributions

Momentum distributions of individual nucleons, nucleon pairs, and nucleon clusters reflect features of the short-range structure of nuclei. They can provide useful insight into various reactions on nuclei, such as $(e, e'p)$ and $(e, e'pp/pn)$ electrodisintegration processes or neutrino-nucleus interactions.

The probability of finding a nucleon with momentum $k$ and spin-isospin projection $\sigma, \tau$ in a given nuclear state
where $N_{\sigma\tau}$ is the number of spin-up or spin-down protons or neutrons.

Early variational calculations of few-nucleon momentum distributions [Schiavilla et al. 1986] evaluated Eq. (66) by following a Metropolis Monte Carlo walk in the $dr_1dr_2\cdots dr_A$ space and one extra Gaussian integration over $dr_i'$ at each Monte Carlo configuration. This was subject to large statistical errors originating from the rapidly oscillating nature of the integrand for large values of $k$.

A more efficient method is to rewrite Eq. (66) as

$$\rho_{\sigma\tau}(k) = \frac{1}{A} \sum_i \int dr_1 \cdots dr_i \cdots dr_A \int d\Omega x \int_0^{x_{\text{max}}} x^2 dx \times \psi_{JM_j}^\dagger(r_1, \ldots, r_i + x/2, \ldots, r_A) e^{-ikx} \times P_{\sigma\tau}(i) \psi_{JM_j}(r_1, \ldots, r_i - x/2, \ldots, r_A).$$ (68)

and perform the Gaussian integration over $x$. However, this requires re-evaluating both initial and final wave functions at multiple configurations, which limits the present calculations to VMC. A comprehensive set of single-nucleon momentum distributions for $A \leq 12$ nuclei, evaluated with the AV18+UX Hamiltonian, has been published [Wiringa et al. 2014] with figures and tables available on-line [Wiringa 2014a].

The overall evolution of the proton momentum distribution in light $T = 0$ nuclei is shown in Fig. 6. The shape of the distributions shows a smooth progression as nucleons are added. As $A$ increases, the nuclei become more
tightly bound, and the fraction of nucleons at zero momentum decreases. As nucleons are added to the $p$-shell, the distribution at low momenta becomes broader, and develops a peak at finite $k$. The sharp change in slope near $k = 2$ fm$^{-1}$ to a broad shoulder is present in all these nuclei and is attributable to the strong tensor correlation induced by the pion-exchange part of the NN potential, further increased by the two-pion-exchange part of the $3N$ potential. Above $k = 4$ fm$^{-1}$, the bulk of the momentum density appears to come from short-range spin-isospin correlations.

Two-nucleon momentum distributions, i.e., the probability of finding two nucleons in a nucleus with relative momentum $q = (k_1 - k_2)/2$ and total center-of-mass momentum $Q = k_1 + k_2$, provide insight into the short-range correlations induced by a given Hamiltonian. They can be formulated analogously to Eqs. (66-68), and projected with total pair spin-isospin $ST$, or as $pp$, $np$, and $nn$ pairs. Again, a large collection of VMC results has been published [Wiringa et al., 2014] and figures and tables are available on-line [Wiringa 2014b].

Experiments to search for evidence of short-range correlations have been a recent focus of activity at Jefferson Laboratory. In an $(e,e'pN)$ experiment on $^{12}$C at JLab, a very large ratio $\sim 20$ of $pn$ to $pp$ pairs was observed at momenta $q=1.5-2.5$ fm$^{-1}$ for back-to-back ($Q = 0$) pairs [Subedi et al., 2008]. VMC calculations for $\rho_{pN}(q, Q = 0)$ are shown in Fig. 7 as blue diamonds for $pn$ pairs and red circles for $pp$ pairs for $T = 0$ nuclei from $^4$He to $^{12}$C [Schiavilla et al., 2007; Wiringa et al., 2014]. The $pp$ back-to-back pairs are primarily in $^1S_0$ states and have a node near 2 fm$^{-1}$, while the $pn$ pairs are in deuteron-like $^3S_1 - ^3D_1$ states where the $D$-wave fills in the $S$-wave node. Consequently, there is a large ratio of $pn$ to $pp$ pairs in this region. This behavior is predicted to be universal across a wide range of nuclei.

As $Q$ increases, the $S$-wave node in $pp$ pairs will gradually fill in, as illustrated for $^3$He in Fig. 8, where $\rho_{pp}(q, Q)$ is shown as a function of $q$ for several fixed values of $Q$, averaged over all directions of $q$ and $Q$. In contrast, the deuteron-like distribution in $pn$ pairs is maintained as $Q$ increases, as shown in Fig. 9 with only a gradual decrease in magnitude because there are fewer pairs at high total $Q$. Recently, these momentum distributions for $^4$He have been tested in new JLab experiments and found to predict the ratio of $pp$ to $pn$ pairs at higher missing momentum very well [Korover et al., 2014].
E. Spectroscopic overlaps, spectroscopic factors, and ANCs

Determining the influence of nuclear structure on nuclear reactions is a challenging subject. One source of theoretical input is the calculation of spectroscopic overlaps, spectroscopic factors (SFs), and asymptotic normalization coefficients (ANCs). They are steps on the way to calculating reaction cross sections in direct nuclear reactions, like nucleon knockout or radiative capture.

A one-nucleon spectroscopic overlap is the expectation value of the nucleon removal operator between states of nuclei differing by one particle. It can be written as

$$ R(\beta, \gamma, \nu; r) = \sqrt{A} \left\langle [\Psi_{A-1}(\gamma) \otimes \mathcal{Y}(\nu; r_{C\nu})]_{J_A, T_A} \right| \frac{\delta(r - r_{C\nu})}{r_{C\nu}^2} \left| \Psi_A(\beta) \right\rangle $$

(69)

where $\beta \equiv \{ A, J_A^\pi, T_A, T_{z,A} \}$ denotes the quantum numbers of a parent $A$-body nucleus, $\gamma \equiv \{ C, J_C^\pi, T_C, T_{z,C} \}$ specifies an $(A - 1)$-body core, and $\nu \equiv \{ v, l, s, j, t, z \}$ specifies the valence nucleon. Here $r_{C\nu}$ is the distance between the valence nucleon and the center of mass of the core, and $\mathcal{Y}(\nu; r) \equiv [Y_l(\hat{r}) \otimes \chi_s(\sigma_{\nu})]_j \chi_{t, t_z}(\tau_v)$ is the valence angle-spin-isospin function. The SF is then defined as the norm of the overlap:

$$ S(\beta, \gamma, \nu) = \int |R(\beta, \gamma, \nu; r)|^2 r^2 dr. $$

(70)

In standard shell model calculations (Cohen and Kurath 1967), the SFs obey various sum rules (Macfarlane and French 1960), including that for a given state of the parent nucleus, the SFs to all possible final states of the core plus valence nucleon add up to the parent’s number of such nucleons. For example, $\sum_{\nu} \frac{1}{\nu} ^6\text{He}(\gamma) + p(\nu) | ^7\text{Li}(\beta) \rangle = 1$ because $^7\text{Li}$ has one $p$-shell proton.

Overlap functions $R(r)$ satisfy a one-body Schrödinger equation with appropriate source terms. Asymptotically, at $r \to \infty$, these source terms contain core-valence Coulomb interaction at most, and hence the long-range part of overlap functions for parent states below core-valence separation thresholds is proportional to a Whittaker function $W_{-\eta,1/2}$:

$$ R(\beta, \gamma, \nu; r) \to C(\beta, \gamma, \nu) \frac{W_{-\eta,1/2}(2kr)}{r}, $$

(71)

where $\eta = Z_C Z_\nu \alpha \sqrt{\mu^2 / 2 \mu_f}$ depends on proton numbers $Z_C$ and $Z_\nu$, the fine-structure constant $\alpha$, and the core-valence reduced mass $\mu$ and the separation energy $B$ (negative for parent states below core-valence separation thresholds). The wave number $k$ is defined as $\sqrt{2\mu B / \hbar}$, and $l$ is the orbital momentum in $\mathcal{Y}(\nu)$. The proportionality constant $C(\beta, \gamma, \nu)$ in Eq. (71) is the ANC.

VMC calculations of overlaps and SFs for $s$-shell nuclei were first reported in (Schiavilla et al. 1980), followed by calculations in various $p$-shell nuclei for application to ($e$, $e'$) experiments (Lapikas et al. 1999), transfer reactions like $(d, p)$ and $(d, ^7\text{He})$ (Wuosmaa et al. 2005, 2008), and single-neutron knockout reactions (Grinyer et al. 2011, 2012). The first GFMC calculations for $A \leq 7$ nuclei were reported in (Brida et al. 2011). These are off-diagonal calculations, as in Eq. (46), so the final GFMC result is extrapolated from two different mixed estimates, one where $\Psi(\tau)$ is propagated for the $A$-body nucleus and one where it is propagated for the $(A - 1)$-body nucleus. A large collection of VMC and GFMC results can be found on-line at (Wirringa and Brida 2014).

For the $s$-shell nuclei, VMC energies and densities are very close to the exact GFMC results, so VMC and GFMC overlaps $R(r)$ for cases like $(^4\text{He} + p(s_{1/2}))| ^5\text{He} \rangle$ are in excellent agreement, both in the peak values at small $r$ and in the asymptotic regime. This translates into very similar SF and ANC predictions. However, for $p$-shell nuclei, the VMC energies are progressively smaller.
in magnitude relative to GFMC as $A$ increases, although the one-body densities remain fairly close. Consequently the overlaps have similar peak values but different asymptotic behavior.

An example of $p$-shell overlap calculations is shown in Fig. 10 for $^{6}\text{He}(0^{+}) + p(p_{3/2})^{7}\text{Li}(2^{-})$. The VMC calculation is shown by black squares, the two GFMC mixed estimates by red down (blue up) triangles for GFMC propagation of the $^{6}\text{He}$ ($^{7}\text{Li}$) states, and the final GFMC result by green circles. In this case, the VMC overlap and the GFMC mixed estimate when $^{6}\text{He}$ is propagated give virtually identical results, so the GFMC mixed estimate when $^{7}\text{Li}$ is propagated coincides with the final result. The smooth fit to the GFMC result shown by the solid purple line is parallel at large $r$ to the Whittaker function $W/r$ (constructed with the experimental separation energy) shown by the dot-dash orange line. The integrated VMC and GFMC SFs for this case are 0.44 and 0.41, respectively. These values are consistent with experiment [Lapikás et al. 1999 Wuosmaa et al. 2008] but much smaller than the standard shell model value (corrected for center of mass) of 0.69 [Cohen and Kurath 1967].

In general, the SFs predicted by the VMC and GFMC calculations show a significant quenching relative to standard shell model estimates which are based on notions of independent particle motion. The low-energy states of light nuclei can be interpreted as having quasiparticles in single-particle orbitals [Pandharipande et al. 1997]. The difference between physical particles and quasiparticles is the consequence of the correlations in the system, which push a significant fraction of nucleons above the nominal Fermi sea, as noted in the momentum distribution calculations of Sec. [IV.B]. The SF is the quasishell strength, i.e., the probability of the quasiparticle being a physical particle. A variety of experiments find that, for a broad range of nuclei from $^{4}\text{He}$ to $^{208}\text{Pb}$, SFs are quenched $\sim 0.5$ relative to standard shell model, consistent with the VMC and GFMC calculations [Kay et al. 2013].

The ratio $C(r)$ of the VMC and GFMC overlaps with the Whittaker function constructed with the experimental separation energy are shown in Fig. [11]. The incorrect asymptotic behavior of the VMC calculation means the $C(r)$ does not reach a constant value and precludes extracting a reasonable ANC from this ratio. However the GFMC calculation, with its much better asymptotic behavior, does go to a constant at large $r$, as indicated by the purple line fit.

There is an alternative method to obtain ANCs from variational wave functions using an integral constraint that is insensitive to their asymptotic behavior [Barletta et al. 2009] Nollett and Wiringa 2011]. In this case, the ANC is given by a sort of modified overlap integral with a finite-range potential insertion:

$$C(\beta, \gamma, \nu) = \frac{2\mu}{\hbar^2 w} A \int \frac{M_{-n,l+\frac{1}{2}}(2kr)}{r} \Psi_{A-1}(\gamma) Y_{1}^{+}(w;r) (U_{\text{rel}} - V_{C}) \Psi_{A}^{\dagger} \beta d^{3}r.$$  

The integral extends over all particle coordinates, $A$ is an antisymmetrization operator for the core and valence particle, $M_{-n,l+\frac{1}{2}}$ is the Whittaker function that is irregular at infinity, and $w$ is its Wronskian with the regular Whittaker function $W_{-n,l+\frac{3}{2}}$. The $U_{\text{rel}}$ is a sum of two- and three-body potentials involving the last nucleon

$$U_{\text{rel}} = \sum_{i<j} v_{iA} + \sum_{i<j<k} V_{ijA},$$  

where we have labeled the last nucleon $A$. The point-Coulomb potential between the residual nucleus and last nucleon is $V_{C} = Z_{A-1}Z_{\text{a}}\alpha\hbar c/r$ and in the limit of large separation, typically $r > 7$ fm, ($U_{\text{rel}} - V_{C}$) vanishes. This provides a natural cutoff to the integral of Eq. (72).

This integral method has been implemented, using VMC wave functions obtained for the AV18/UIX Hamiltonian, for 19 one-nucleon removals from nuclear states with $3 \leq A \leq 9$. Detailed tables are given in Nollett and Wiringa 2011, as well as comparisons to available experimental determinations and previous theoretical work. In general, when the experimental binding energy $B_{\text{exp}}$ is used in the wave number $k$, the ANCs derived from VMC wave functions through Eq. (72) are in excellent agreement with experiment. The results also agree with the GFMC determinations discussed above at $\sim 10\%$ level, e.g., the GFMC ANC for $^{6}\text{He}(0^{+}) + p(p_{3/2})^{7}\text{Li}(2^{-})$ from Fig. [11] is 3.5, while the VMC integral value is 3.7. Of particular note, the astrophysical $S$-factor for $^{3}\text{B} \rightarrow p + ^{7}\text{Be}$ is related to the ANCs by $S_{1/2}(0) = [38.7 \text{ eV b fm}] \sum_{j} |C(2^{+}, \frac{3}{2}, j)|^{2}$ [Esbensen 2004]. Inserting the VMC ANC values gives the result 20.8 eV b, which is exactly the current recommended value from the Solar Fusion II analysis [Adelberger et al. 2011].
A modified version of Eq. [72] can also be used to estimate the widths of nuclear states; many widths in $5 \leq A \leq 9$ nuclei have been evaluated, again for VMC wave functions developed for the AV18+UIX Hamiltonian, and are reported in [Nollett et al. 2012]. The agreement with experiment is generally satisfactory when the physical states are narrow, but the method fails for broad states. In that case, true scattering wave functions need to be developed, as discussed below.

While the preceding discussion has focused on single-nucleon spectroscopic overlaps, SFs, ANCs, and widths, the techniques involved are readily adaptable to other cluster-cluster pairings, e.g., with deuterons or α as as the valence cluster. Spectroscopic overlaps for $dd$ in $^4$He, $αd$ in $^6$Li, and $αt$ in $^7$Li are included in the on-line overlap tabulations of [Wiringa and Brida 2014] and spectroscopic factors can be obtained from the cluster-cluster momentum distribution tables in [Wiringa 2014]. It should be possible in future to evaluate $α$ ANCs and widths from the VMC wave functions and generalized integral relations.

F. Low-Energy Scattering

Quantum Monte Carlo methods can also be used to treat low-energy scattering in nuclear systems. The methods employed are similar to bound-state methods, and are easily applicable at low energies where the combined system breaks up into at most two clusters. The scheme is essentially that of an R-matrix analysis of low-lying states, enforcing one or more boundary conditions on the asymptotic wave function at large cluster separations. Solving for the energy levels with specific boundary conditions is then equivalent to determining the elements of the $S$-matrix for those energies.

The simplest example is for a one-channel case with only elastic scattering, for example $n-α$ scattering. The asymptotic wave function for the relative motion of the neutron and the alpha particle is given by:

$$\Psi \propto \{\Phi_{c1} \Phi_{c2} Y_L\} J \left[ \cos \delta_{JL} j_L(\mathbf{k}r) - \sin \delta_{JL} n_L(\mathbf{k}r) \right],$$

where $\Phi_{c1}$ and $\Phi_{c2}$ are the internal wave functions of the two clusters, $\mathbf{k}$ and $\mathbf{r}$ are the relative momentum and spatial separation between the two clusters, and $\delta_{JL}$ is the phase shift in the $JL$ partial wave. For problems with Coulomb interactions between the clusters the relative wave function will contain Coulomb rather than Bessel functions.

QMC scattering calculations enforce a logarithmic derivative $\gamma$ on the relative wave function at a boundary $r = R_0$:

$$\gamma = \left. \nabla_r \Psi \right|_{r=R_0}.\quad (75)$$

In VMC calculations this is enforced within the form of the trial wave function, which is required at large distances to go like Eq. (74). The radius $R_0$ should be large enough so that there is no strong interaction between the clusters at that separation. The scattering energy and hence the relative momentum between clusters is unknown initially, but these are obtained by variationally solving for states confined within the boundary $r = R_0$. Knowledge of the energy and the boundary condition is then sufficient to determine the phase shift at that energy. The method for GFMC is very similar, except that the logarithmic derivative of the wave function must also be enforced in the propagator. This can be incorporated through an image method. For each point $\mathbf{R}$ near the boundary $r = R_0$ reached during the random walk, the contribution to the internal wave function from points originally outside the boundary are added. Consider an image at a cluster separation $r_e = r(r_0/r)^2$; simple manipulations yields

$$\Psi_{n+1}(\mathbf{R'}) = \int_{|\mathbf{r}| < R_0} d\mathbf{Rc1} d\mathbf{Rc2} d\mathbf{r} G(\mathbf{R'}, \mathbf{R}) \times \left[ \Psi_n(\mathbf{R}) + \gamma G(\mathbf{R'}, \mathbf{R}_e) \left( \frac{r_e}{r} \right)^3 \Psi_n(\mathbf{R}_e) \right],$$

(76)

where $\mathbf{R}$ and $\mathbf{R'}$ are the initial and final points of all the particles, $\mathbf{Rc1}$ and $\mathbf{Rc2}$ are the internal coordinates of the clusters, and $\mathbf{r}$ is the separation between clusters. The image point for all the particles is denoted by $\mathbf{R}_e$, it has the clusters separated by $\mathbf{r}_e$. The image contribution ensures the correct logarithmic derivative of the wave function at the boundary.

The $n-\alpha$ system is interesting as it is the lightest system where $T = 3/2$ triplets play a significant role. QMC methods have been used to study low-energy scattering in $n-\alpha$, including the two low-lying $P$-wave resonances and $S$-wave scattering [Nollett et al. 2007]. The spin-orbit splitting is especially interesting, as it can be examined by comparing the $^3P_{1/2}$ and $^3P_{3/2}$ partial waves.

The results of calculations with the AV18 NN interaction and with different 3N interactions are shown in Fig. [12]. The various calculations are also compared with R-matrix analysis of the experimental data. As is evident from the figure, the AV18 interaction alone significantly underpredicts the spin-orbit splitting. The two-pion-exchange in the UIX 3N interaction increases the splitting, but not enough to agree with the experimental data. The IL2 model of the 3N interaction results in good agreement with the experimental spin-orbit splitting.

These scattering methods have many possible applications. They can be extended to inelastic multichannel processes in a fairly straightforward manner. In this case there are multiple independent solutions for a given scattering energy, hence one must study the energy as a function of the boundary conditions in each channel.
and obtain multiple independent solutions for the same energy. From the boundary conditions, the energy, and the relative asymptotic magnitude of the wave functions, one can obtain the full multichannel S-matrix. It should be possible to treat a variety of low-energy strong reactions, as well as electroweak transitions involving scattering states using these methods. In addition, hadronic parity violation in few-nucleon systems is an important application.

G. Chiral Interactions

Local \( N\bar{N} \) potentials derived within chiral effective field theory have been used to calculate properties of \( A=3,4 \) nuclei with GFMC by Lynn et al. (2014). Although the calculations do not yet include 3N interactions that also appear at N\(^2\)LO, they are nevertheless interesting, showing the order-by-order results for the binding energies and also the range of results for different cutoffs. Also the question of perturbative treatments of higher-order corrections has been investigated, as well as one- and \( N\bar{N} \) distributions.

Figure 13 shows the results at various orders, the LO result is extremely overbound, whereas the NLO and N\(^2\)LO results are underbound as expected because of the lack of the 3N interaction. The NLO interaction includes pion-exchange diagrams, and the N\(^2\)LO two-pion exchange terms. The spread of energies with different cutoffs is reasonable. On the right, the column labeled ‘NLO+pert’ shows the results for the N\(^2\)LO binding energy using the NLO wave function plus the perturbative contribution of the difference between the two interactions. The perturbative treatment is reasonable, but the spread of energies is significantly larger and of course the binding is less than in the full nonperturbative calculation. The role of chiral 3N interactions in light nuclei and in matter are currently being investigated.

It should be noted that lattice QMC approaches to the study of chiral interactions on the lattice have been pursued (Epelbaum et al. 2012, 2014, 2011; Lee et al. 2004). These methods have also been used to study, for example, the Hoyle state in \(^{12}\)C and the ground state and excitations in \(^{16}\)O. While the lattices used to date are rather coarse, using a lattice spacing near 2 fm corresponding to a maximum momenta of \( \sim 1.5 \text{ fm}^{-1} \), they obtain very good results for the energies of the Hoyle state and for other nuclei with alpha particle substructure. Comparisons for different forms of chiral interactions and for a variety of observables could prove very valuable.

V. ELECTROWEAK CURRENTS

A. Conventional nuclear electroweak currents

A fundamental aspect in the description of electroweak processes in nuclei is the construction of a realistic set of nuclear electroweak currents. The electromagnetic current are denoted by \( j_{\mu}^{\gamma} \), and the neutral and charge-changing weak currents as \( j_{\mu \nu}^{NC} \) and \( j_{\mu \nu}^{CC} \), respectively. In the Standard Model of particle physics, the latter consist of polar-vector (\( j_{\mu}^{e} \) or \( j_{\mu}^{\gamma} \)) and axial-vector (\( j_{\mu}^{5} \)) parts,
and read
\[
\begin{align*}
J_{NC}^{\mu} &= -2\sin^2\theta_W \ j_{\gamma,S}^{\mu} + (1 - 2\sin^2\theta_W) \ j_{\gamma,z}^{\mu} + j_{\mu}^{5}, \\
J_{CC}^{\mu} &= j_{x}^{\mu} + j_{\mu}^{S}, \quad j_{z}^{\pm} = j_{+} \pm i j_{y},
\end{align*}
\]  
(77)

where $\theta_W$ is the Weinberg angle ($\sin^2\theta_W = 0.2312$ K. Nakamura et al. (2010)), $j_{\gamma,S}^{\mu}$ and $j_{\gamma,z}^{\mu}$ are, respectively, the isoscalar and isovector pieces of the electromagnetic current, and the subscript b with $b=x$, y, and z on $j_{\gamma,b}^{\mu}$, $j_{b}^{5}$, and $j_{b}^{5}$ denotes components in isospin space. The conserved-vector-current constraint relates the polar-vector components $j_{\gamma}^{\mu}$ of the charge-changing weak current to the isovector component $j_{\gamma,z}^{\mu}$ of the electromagnetic current via
\[
[T_a, j_{\gamma,z}^{\mu}] = i \epsilon_{abc} j_{\mu}^{b},
\]  
(78)

where $T_a$ are isospin operators, the implication being that $(j_{\gamma}^{\mu}, j_{\gamma,z}^{\mu})$ form a vector in isospin space. There are in principle isoscalar contributions to $j_{NC}^{\mu}$ associated with strange quarks, but they are ignored in Eq. (77), since experiments at Bates (Beise et al. 2003, Spayde et al. 2000) and Jefferson Lab (Achä et al. 2007, Ahmed et al. 2012, Aniol et al. 2004) have found them to be very small.

The leading terms in $j_{\gamma}^{\mu}$ and $j_{NC/CC}^{\mu}$ are expected to be those associated with individual nucleons. A single nucleon absorbs the momentum and energy of the external electroweak field, and can later share this momentum and energy with other nucleons via two- and three-body interactions. These interactions determine the final state of the nucleus, and are not part of the current operator. They are known as final state interactions in approaches based on perturbation theory. Interactions between nucleons that take place before the absorption of the external field momentum and energy are known as initial state interactions. Non-perturbative approaches, such as those discussed in this review, use eigenstates of the nuclear Hamiltonian as initial and final states, and treat only the interaction with the external field, described by the above currents, as a weak perturbation. The nuclear eigenstates contain all the effects of nuclear forces including those of the electroweak interaction between nucleons in the nucleus.

The one-body electroweak operators follow from a non-relativistic expansion of the single-nucleon covariant currents. By retaining terms proportional to $1/m^2$ in this expansion, one finds in the electromagnetic case the following time-like (charge) and space-like (current) components
\[
\begin{align*}
J_{\gamma}^{0}(q; i) &= \left[ \frac{1}{\sqrt{1 + Q^2/(2m^2)}} \epsilon_i(Q^2) \\
&- \frac{i}{4m^2} \left[ 2 \mu_i(Q^2) - \epsilon_i(Q^2) \right] \mathbf{q} \cdot (\mathbf{\sigma}_i \times \mathbf{p}_i) \right] e^{iq \cdot r_i},
\end{align*}
\]  
(79)

Here $\epsilon_i(Q^2)$ and $\mu_i(Q^2)$ are the proton and neutron magnetic moments, and $\mathbf{p}_i$ is the momentum operator of nucleon $i$ with its charge and magnetization distributions described by the form factors $\epsilon_i(Q^2)$ and $\mu_i(Q^2)$.

The isoscalar $j_{\gamma,S}^{\mu}$ and isovector $j_{\gamma,z}^{\mu}$ pieces in $j_{NC}^{\mu}$ are easily identified as the terms proportional to $G_{E/M}^{S}$ in the expressions above, while the isovector components $j_{\mu}^{5}$ are given by
\[
\begin{align*}
J_{\gamma}^{5}(q; i) &= -\frac{1}{4m} \tau_{i,z} \left[ \mathbf{G}_A(Q^2) \mathbf{\sigma}_i \cdot \{ \mathbf{p}_i, e^{iq \cdot r_i} \} \right. \\
&+ \frac{G_{PS}(Q^2)}{m_{\mu}} \omega \mathbf{\sigma}_i \cdot \mathbf{q} e^{iq \cdot r_i} \left. \right],
\end{align*}
\]  
(83)

where $G_A$ and $G_{PS}$ are the nucleon axial and induced pseudoscalar form factors. The former is obtained from
analysis of pion electro-production data \cite{Amaldi1979} and measurements of the reaction \( n(\nu_p, \mu^-)p \) in the deuteron at quasi-elastic kinematics \cite{Baker1981,Kitagaki1983,Miller1982} and of \( \nu_n p \) and \( \bar{\nu}_\mu p \) elastic scattering \cite{Ahrens1982}. It is normalized as \( G_A(0) = g_A \), where \( g_A \) is the nucleon axial coupling constant, \( g_A = 1.2694 \) \cite{K.Nakamura10}. The form factor \( G_{PS} \) is parametrized as

\[
G_{PS}(Q^2) = -\frac{2m_am_m}{m^2 + Q^2} G_A(Q^2),
\]

where \( m_\mu \) and \( m_\pi \) are the muon and pion masses, respectively. This form factor is not well known; see \cite{Gorringe03} for recent reviews. The parametrization above is consistent with values extracted \cite{Czarnecki2007, Marcucci2012} from precise measurements of muon-capture rates on hydrogen \cite{Andreev2007} and \( ^3\text{He} \) \cite{Ackerbauer1998}, as well as with the most recent theoretical predictions based on chiral perturbation theory \cite{Bernard1994}. Lastly, the polar-vector \( j_{1b}^\mu \) and axial-vector \( j_{1b}^5 \) components in \( j_{1b}^\mu \) follow, respectively, from \( j_{1b}^{i,x} \) and \( j_{1b}^{i,y} \) by the replacements \( \tau_{i,z}/2 \rightarrow \tau_{i,z} = (\tau_{i,x} + \tau_{i,y})/2 \).

In a nucleus, these one-body \( (1b) \) contributions lead to the impulse approximation \( (IA) \) electromagnetic current

\[
j_{1b}(q) = \sum_{i \leq A} j_i^\mu(q; i).
\]

In the limit of small momentum transfers \( q^\mu \), and ignoring relativistic corrections proportional to \( 1/m^2 \) and neutron charge contributions, it is easily seen that \( j_{1b}^\mu \) reduces to the charge and convection current operators of individual protons, and to the magnetization current operator of individual protons and neutrons, while the time-like \( j_0^\mu \) and space-like \( j_5^\mu \) components in \( j_{1b}^\mu \) reduce, respectively, to the familiar Fermi and Gamow-Teller operators.

There is ample evidence for the inadequacy of the IA currents to provide a quantitatively satisfactory description of electroweak observables at low and intermediate values of energy and momentum transfers, especially in light \( s- \) and \( p- \) shell nuclei with \( A \leq 12 \), for which essentially exact calculations can be carried out. This evidence is particularly striking in the case of electromagnetic isovector transitions. Well-known illustrations are, among others, the 10\% underestimate of the \( np \) radiative capture cross section at thermal neutron energies, which in fact provided the initial impetus to consider two-body terms in the nuclear electromagnetic current operator \cite{Riska1972}, the 15\% underestimate of the isovector magnetic moment of the trimucleons \cite{Hadjimichael1983,Schiavilla1989,Struvee1987}, the large discrepancies between the experimental and calculated magnetic and charge form factors of the hydrogen and helium isotopes \cite{Hadjimichael1983, Schiavilla1989, Schiavilla1990, Struvee1987}, particularly in the first diffraction region at momentum transfers in the range of \( (3.0–3.5) \) fm\(^{-1} \), the large underprediction, by respectively about 50\% and 90\%, of the \( nd \) and \( n^3\text{He} \) radiative capture cross sections \cite{Girlanda2010} \cite{Marcucci2005}, and, finally, the significant underestimate, in some cases as large as 40\%, of magnetic moments and \( M_1 \) radiative transition rates in \( A=7–9 \) nuclei \cite{Pastore2013}.

In the case of charge-changing weak transitions, discrepancies between experimental data and theoretical results obtained with the IA operators are not as large and are all limited to the low momentum and energy transfers of interest in \( \beta \) decays and electron- and muon-capture processes. They are nevertheless significant. Examples of these in the few-nucleon systems are the few \% underestimate of the Gamow-Teller matrix element in tritium \( \beta \) decay \cite{Schiavilla1998} and the 10\% underprediction \cite{Marcucci2012} of the precisely measured \( \langle \text{Ackerbauer}1998 \rangle ^3\text{He}(\mu^-, \nu_\mu)^3\text{H} \) rate.

Many-body terms in the nuclear electroweak current operators arise quite naturally in the conventional meson-exchange picture as well as in more modern approaches based on chiral effective field theory. Below we provide a brief review of both frameworks.

1. Two- and three-body electromagnetic currents

We first discuss electromagnetic operators. There is a large body of work dealing with the problem of their construction from meson-exchange theory. It is crystallized in a number of reviews of the 1970s and 1980s, e.g., \cite{Chemtob1979, Mathiot1989, Riska1989, Towner1989}. Here we describe an approach, originally proposed by Riska \cite{Riska1985a,b} Riska and Poppitz \cite{Riska1985}, that leads to conserved currents, even in the presence of \( NN \) and \( 3N \) potentials, not necessarily derived from meson-exchange mechanisms (as is the case for the AV18 and UIX or IL7 models). This approach has been consistently used to study many photo- and electro-nuclear observables, and has proved to be quite successful in providing predictions systematically in close agreement with experiment.

Leading electromagnetic two-body charge and current operators are derived from the static (that is, momentum-independent) components of the \( NN \) potential, consisting of the isospin-dependent central, spin, and tensor terms. These terms are assumed to be due to exchanges of effective pseudo-scalar (\( PS \) or \( \pi \)-like) and vector \( (V \) or \( \rho \)-like) mesons, and the corresponding charge and current operators are constructed from non-relativistic reductions of Feynman amplitudes with the \( \pi \)-like and \( \rho \)-like effective propagators. For the \( \pi \)-like case (we refer to \cite{Carlson1989}. Marcucci
continuity equation requires that the form factor $v$ and $\tau$ be used in the longitudinal components of the PS hadronic form factors that may be used in them. Denoted as $\tau_i$, with the static part of the potential, denoted $a_{\text{villa}}$, and explicit expressions for them can be found in Schiavilla et al. (1989). By construction, the longitudinal components of the resulting $j_{\gamma}^{\mu,PS}$ and $j_{\gamma}^{\mu,V}$ currents satisfy current conservation with the static part of the potential, denoted $v_{ij}$(static) below,

$$q \left[ j_{\gamma}^{\mu,PS}(q;ij) + j_{\gamma}^{\mu,V}(q;ij) \right] = \left[ v_{ij}(\text{static}) \right],$$

where $j_{\gamma}^{\mu}(q;ij)$ is the one-body charge operator of Eq. (79) to leading order in an expansion in powers of $1/m$. The continuity equation requires that the form factor $G_E(Q^2)$ be used in the longitudinal components of the $PS$ and $V$ currents. However, it poses no restrictions on their transverse components, in particular on the electromagnetic hadronic form factors that may be used in them. Ignoring this ambiguity, the choice $G_E(Q^2)$ has been made for both longitudinal and transverse components.

Additional conserved currents follow from minimal substitution in the momentum dependent part of $v_{ij}$, denoted as $v_{ij}$(non-static). In a realistic potential like the AV18, this momentum dependence enters explicitly via the spin-orbit, quadratic orbital angular momentum, and quadratic spin-orbit operators, and implicitly via $\tau_i \cdot \tau_j$, which for two nucleons can be expressed in terms of space- and spin-exchange operators as in

$$\tau_i \cdot \tau_j = -1 - (1 + \sigma_i \cdot \sigma_j) e^{-r_{ij}(p_i - p_j)}.$$

Both the explicit and implicit (via $\tau_i \cdot \tau_j$) momentum-dependent terms need be gauged with $p_i \rightarrow p_i - \epsilon i(Q^2) A(r_i)$, where $A(r)$ is the vector potential, in order to construct exactly conserved currents with $v_{ij}$(non-static) (Sachs, 1948). The procedure, including the non-uniqueness inherent in its implementation, is described in Marcucci et al. (2005) and Sachs (1948). In contrast to the purely isovector $j_{\gamma}^{PS}$ and $j_{\gamma}^{V}$, the currents from $v_{ij}$(non-static) have both isoscalar and isovector terms, which, however, due to their short-range nature lead to contributions that are typically much smaller (in magnitude) than those generated by $j_{\gamma}^{PS}$ and $j_{\gamma}^{V}$.

Conserved three-body currents associated with the $V_{ij}^{\pi}$ term of the $3N$ potential have also been derived by assuming that this term originates from the exchange of effective $PS$ and $V$ mesons with excitation of an intermediate $\Delta$ isobar. However, their contributions have been found to be generally negligible, except for some of the polarization observables, like $T_{20}$ and $T_{21}$, measured in proton-deuteron radiative capture at low energy (Marcucci et al. 2005).

It is important to stress that the two- and three-body charge and current operators discussed so far have no free parameters, and that their short-range behavior is consistent with that of the potentials—for the NN potential, in particular, this behavior is ultimately constrained by scattering data. It is also worthwhile noting that in a nucleus $\bar{A}Z$ with $Z$ protons global charge conservation requires that

$$\langle \bar{A}Z | \int dx j_{\gamma}^{0}(x) \mid \bar{A}Z \rangle = Z.$$

This condition is obviously satisfied by $j_{\gamma}^{0,1b}(q=0)$ (equivalent to the volume integral of the charge density above); it implies that two-body (and many-body) charge operators must vanish at $q=0$, to which both $j_{\gamma}^{0,PS}$ and $j_{\gamma}^{0,V}$ conform. As emphasized by Friar (1977), a proper derivation of the leading two-body charge operator $j_{\gamma}^{0,PS}$ necessarily entails the study of non-static corrections to the OPE potential. However, these corrections are neglected in the AV18, and in fact in most modern realistic potentials. These issues have recently been re-examined (and extended to the two-pion-exchange potential and charge operator) within the context of chiral effective field theory (Pastore et al. 2011).

There are many-body currents arising from magnetic-dipole excitation of $\Delta$ resonances. They have been derived in a number of different approaches, the most accurate of which is based on the explicit inclusion of $\Delta$-isobar degrees of freedom in nuclear wave functions. In this approach, known as the transition-correlation-operator (TCO) method and originally developed by Schiavilla et al. (2005) for a complete listing) they read in momentum space

$$j_{\gamma}^{PS}(q;ij) = \left[ F_E^{(Q^2)}(Q^2) \tau_i \cdot \tau_j + F_V^{(Q^2)}(Q^2) \tau_i \cdot \tau_j \right] \times$$

$$\frac{v_{PS}(k)}{2m} \sigma_i \cdot q \sigma_j \cdot k_j + (i = j),$$

and explicit expressions for them can be found in Schiavilla et al. (1989).
the nuclear wave function is written as

\[ \Psi_{N+\Delta} = \left[ S \prod_{i<j} (1 + U_{ij}^{\text{TR}}) \right] \Psi \simeq \left( 1 + \sum_{i<j} U_{ij}^{\text{TR}} \right) \Psi \]

(93)

where \( \Psi \) is the purely nucleonic component and \( S \) is the symmetrizer, and in the last expression on the r.h.s. only admixtures with one and two \( \Delta \)'s are retained. The transition operators \( U_{ij}^{\text{TR}} \) convert \( NN \) into \( N\Delta \) and \( \Delta\Delta \) pairs and are obtained from two-body bound and low-energy scattering solutions of the full \( N+\Delta \) coupled-channel problem, including transition potentials \( v_{ij}^{\text{TR}}(NN \rightarrow N\Delta) \) and \( v_{ij}^{\text{TR}}(NN \rightarrow \Delta\Delta) \). The simpler perturbative treatment of \( \Delta \)-isobar degrees of freedom, commonly used in estimating the \( \Delta \)-excitation currents, uses the approximation

\[ U_{ij}^{\text{TR,PT}} = \frac{1}{m - m_\Delta} \left[ v_{ij}^{\text{TR}}(NN \rightarrow N\Delta) + (i = j) \right] + \frac{1}{2(m - m_\Delta)} v_{ij}^{\text{TR}}(NN \rightarrow \Delta\Delta) , \]

(94)

and \( m_\Delta \) (1232 MeV) is the \( \Delta \) mass. This perturbative treatment has been found to overestimate \( \Delta \)-isobar contributions (Schiavilla et al., 1992), since \( U_{ij}^{\text{TR,PT}} \) ignores the repulsive core in the \( N \leftrightarrow N\Delta \) and \( \Delta\Delta \leftrightarrow \Delta\Delta \) interactions as well as the significant kinetic energies of the \( \Delta \)'s in these channels.

In the presence of an electromagnetic field, \( N \rightarrow \Delta \) and \( \Delta \rightarrow \Delta \) couplings need to be accounted for. For the first process, the coupling and associated electromagnetic form factor are taken from \( N(e,e') \) data in the resonance region (Carlson, 1986), while for the second, experimental information on the magnetic moment \( \mu_{N\Delta} \) comes from soft-photon analysis of pion-proton bremsstrahlung data near the \( \Delta \) resonance (Lin and Liou, 1991). The associated currents give important contributions to isovector transitions, comparable to those from the PS current. In particular, the leading \( N \rightarrow \Delta \) current is parametrized as

\[ J_\gamma(q; i, N \rightarrow \Delta) = \frac{i}{2m} G_{N\Delta}(Q^2) S_i \times q T_{i,z} e^{iq \cdot r_i} , \]

(95)

where \( S_i \) and \( T_i \) are spin and isospin transition operators converting a nucleon into a \( \Delta \). The \( \Delta \rightarrow N \) current follows from the expression above by replacing \( S_i \) and \( T_i \) by their adjoints \( S_i^\dagger \) and \( T_i^\dagger \). The electromagnetic \( \gamma N\Delta \) form factor, obtained from fits of \( \gamma N \) data at resonance, is normalized as \( G_{\gamma N\Delta}(0) = \mu_{N\Delta} \) with \( \mu_{N\Delta} \simeq 3 \) in units of nuclear magnetons (Carlson, 1986). There can also be an electric quadrupole transition between the \( N \) and \( \Delta \) states. However, this coupling is very weak compared to the magnetic dipole, and has typically been neglected. In the perturbative approach above, the \( N \leftrightarrow \Delta \) current in Eq.(95) leads to a two-body current given by

\[ J_{\gamma,PT}^\Delta(q; ij) = \left[ v_{ij}^{\text{TR}}(NN \rightarrow N\Delta) \right]^\dagger \frac{1}{m_N - m_\Delta} J_\gamma(q; i, N \rightarrow \Delta) + J_\gamma(q; i, \Delta \rightarrow N) \frac{1}{m_N - m_\Delta} v_{ij}^{\text{TR}}(NN \rightarrow \Delta\Delta) + (i = j) \].

(96)

This current is obviously transverse, and hence unconstrained by current conservation.

The \( \Delta \)-excitation currents in either perturbation theory or in the non-perturbative TCO approach can be reduced to effective two- and many-body operators depending on \( U_{ij}^{\text{TR}} \), but acting only on the nucleonic component \( \Psi \) of the full wave function. This is accomplished by making use of standard identities which allow one to express products of spin and isospin transition operators in terms of Pauli spin and isospin matrices. Both perturbation theory and the TCO method have been used to obtain results reported in the present review.

Finally, additional short-range isoscalar and isovector two-body charge and (purely transverse) current operators follow from, respectively, the \( \rho \gamma \) and \( \omega \gamma \) transition mechanisms. The coupling constants and hadronic and electromagnetic form factors at the \( \rho NN, \omega NN, \rho \pi \gamma, \) and \( \omega \pi \gamma \) vertices are poorly known (Carlson and Schiavilla, 1998). In reference to the \( \rho \gamma \) current, it is important to note that, because of the large tensor coupling of the \( \rho \)-meson to the nucleon, a non-relativistic expansion of \( J_\mu^{\rho \pi} \) which only retains the leading order is not accurate (Schiavilla and Pandharipande, 2002). The inadequacy of this approximation becomes especially apparent in the deuteron magnetic form factor at high momentum transfers. However, with the exception of this observable, these transition currents typically lead to very small corrections to charge and magnetic form factors of light nuclei, in the momentum transfer range where data are available.

2. Two- and three-body weak currents in the conventional approach

Among the axial current operators, the leading terms are those associated with the excitation of \( \Delta \) resonances. The \( N \rightarrow \Delta \) axial current is

\[ J_\eta^\Delta(q; i, N \rightarrow \Delta) = -\frac{G_{AN\Delta}(Q^2)}{2} S_i T_{i,a} e^{iq \cdot r_i} , \]

(97)

where the (unknown) \( N \) to \( \Delta \) axial form factor is parametrized as

\[ G_{AN\Delta}(Q^2) = \frac{g_{AN\Delta}}{(1 + Q^2/\Lambda_A^2)^2} , \]

(98)

and the cutoff \( \Lambda_A \) is taken of the order 1 GeV (as in the case of the nucleon). The coupling constant \( g_{AN\Delta} \) is not
known. In the static quark model, it is related to the nucleon axial coupling constant via $g_{AN\Delta} = (6\sqrt{2}/5)g_A$. This value has often been used in the literature in the calculation of $\Delta$-induced axial current contributions to weak transitions (Carlson et al. 1991; Saito et al. 1990). However, in view of the uncertainty in the naive quark model predictions, a more reliable estimate of $g_{AN\Delta}$ is obtained by determining it phenomenologically in the following way. It is well established that the one-body axial current leads to a 3–4% under-prediction of the measured Gamow-Teller matrix element of tritium $\beta$-decay (Schiavilla et al. 1998), the relatively small spread depending on the particular realistic Hamiltonian adopted to generate the trinucleon wave functions. Since the contributions due to $\Delta \to \Delta$ currents (Schiavilla et al. 1992), and to the other mechanisms discussed below, have been found to be numerically small, this 3–4% discrepancy can be used to determine $g_{AN\Delta}$. Of course, the resulting value depends on how the $\Delta$ degrees of freedom are treated in nuclear wave functions, whether perturbatively as in Eq. (96) or non-perturbatively in the full TCO approach (Marcucci et al. 2000; Schiavilla et al. 1992). In any case, this value is typically significantly smaller than the quark-model estimate.

There are additional axial two-body currents due to $\pi$- and $\rho$-meson exchange and $\rho\pi$ transition, explicit expression have been listed most recently in Shen et al. (2012). They are derived from non-relativistic reduction of Feynman amplitudes (for a review, see Towner 1987). However, the contributions of these two-body operators to weak transitions in light nuclei have been found to be numerically far less important than those from $\Delta$ degrees of freedom (Carlson et al. 1991; Schiavilla et al. 1992).

Finally, in the axial charge there is a two-body operator of pion range, whose model-independent structure and strength are determined by soft-pion theorem and current algebra arguments (Kubodera et al. 1978) and it arises naturally in chiral effective field theory. It is given by

$$j^{05,\pi}(k_i, k_j) = -i G_A(Q^2) \frac{h_\pi^2(k_i)}{4f_\pi^2} \frac{1}{k_i^2 + m_\pi^2} \left(\sigma_i \times \sigma_j\right)_a \times \sigma_i \cdot k_i + (i = j).$$

Here $f_\pi$ is pion decay amplitude ($f_\pi \simeq 93$ MeV), the $Q^2$ dependence of the form factor $G_A$ is assumed to be the same as in the nucleon, and the hadronic form factor $h_\pi$ is parametrized as

$$h_\pi(k) = \frac{\Lambda_\pi^2 - m_\pi^2}{\Lambda_\pi^2 + k^2},$$

with $\Lambda_\pi$ in the range (1.0–1.5) GeV consistently with values inferred from the OPE component of realistic $NN$ potentials. Because of the absence of $J^{0-}_y = 0^+ \to J^{0-}_y = 0^-$ weak transitions in light nuclei, it does not play a significant role in these systems.

---

**FIG. 14** Diagrams illustrating one- and two-body electromagnetic current operators at ($P/\Lambda_\chi^{-1}$) LO, ($P/\Lambda_\chi^{-1}$) N1LO, ($P/\Lambda_\chi$) N2LO, and ($P/\Lambda_\chi$) N3LO. Nucleons, pions, and photons are denoted by solid, dashed, and wavy lines, respectively. The square in panel (d) represents the relativistic correction to the LO one-body current, suppressed to it by an additional ($P/\Lambda_\chi^{-1}$) factor; the solid circle in panel (j) is associated with a $\gamma\pi N$ vertex in $H_{\gamma\pi N}$ involving the low-energy constants (LEC’s) $d'_8$, $d'_9$, and $d'_{21}$; the solid circle in panel (k) and non-minimal nature, the latter involving the LEC’s $C^\prime_{15}$ and $C^\prime_{16}$. Only one among all possible time orderings is shown for the N1LO and N3LO currents, so that both direct- and crossed-box contributions are retained.

**B. Electromagnetic currents in chiral effective field theory**

Electromagnetic charge and currents were derived up to one loop originally by Park et al. (1996) in the heavy-baryon formulation of covariant perturbation theory. More recently, however, two independent derivations, based on time-ordered perturbation theory (TOPT), have appeared in the literature, one by Pastore et al. (2011, 2009); Piarulli et al. (2013) and the other by Kölling et al. (2009, 2011). In the following, we only discuss briefly the electromagnetic current operator, since it has been used recently in QMC calculations of magnetic moments and $M1$ transition rates in light p-shell nuclei (Pastore et al. 2013). For a derivation of this as well as of the electromagnetic charge operator, we defer the reader to the original papers.

The contributions to the current operators up to one
loop are illustrated diagrammatically in Fig. 14 where the N3LO terms correspond to the power counting \((P/\Lambda)^n \times (P/\Lambda)^{\text{LO}}\). The electromagnetic currents from LO, N1LO, and N2LO terms and from N3LO loop corrections depend only on the known parameters \(g_A\) and \(f_\pi\) (NILO and N3LO), and the nucleon magnetic moments (LO and N2LO). Note that the LO and N1LO currents are the same as the conventional ones, while the N2LO current consists of relativistic corrections to the LO one. Unknown low-energy constants (LEC’s) enter the N3LO OPE contribution involving a \(\gamma \pi N\) vertex from a higher order chiral Lagrangian \(\mathcal{L}^{(3)}_{\pi N}\) (proportional to the LEC’s \(d_i^k\)) and contact currents implied by non-minimal couplings (Pastore et al. 2009, Piarulli et al. 2013). They are given by

\[
j_{\gamma \pi N}^{\text{N3LO}}(k_i, k_j) = \frac{g_A}{F_\pi} \frac{\sigma_j \cdot k_j}{\omega_k^2} \left[ d_6^j \tau_{j,z} \cdot k_j + d_9^j \tau_i \cdot \tau_j \cdot k_j \right. \\
- \left. d_{21}^j (\tau_i \times \tau_j) \cdot \Sigma_i \times k_j \right] \times q + (i \leftrightarrow j),
\]

(101)

\[
j_{\gamma, \text{nm}}^{\text{N3LO}}(k_i, k_j) = -i \epsilon \left[ C_{15}^{\prime} \sigma_i + C_{16}^{\prime} (\tau_{i,z} - \tau_{j,z}) \cdot \Sigma_i \right] \times q + (i \leftrightarrow j).
\]

(102)

Before discussing the determination of these LEC’s, we note that the loop integrals in the N3LO diagrams of Fig. 14 are ultraviolet divergent and are regularized in dimensional regularization. The divergent parts of these loop integrals are reabsorbed by the LEC’s multiplying contact terms. Finally, the resulting renormalized electromagnetic operators have power-law behavior for large momenta, and must be further regularized before they can be sandwiched between nuclear wave functions. This is accomplished by the inclusion of a momentum-space cutoff of the type \(C_A(k) = \exp(-k^4/\Lambda^4)\) with \(\Lambda\) in the range \((500-700)\) MeV/c. The expectation is that observables, like magnetic moments and magnetic-dipole transitions in light nuclei of interest in the present review, are fairly insensitive to variations of \(\Lambda\) in this range.

The \(d_i^k\), entering the OPE N3LO current, could be fitted to pion photo-production data on a single nucleon or related to hadronic coupling constants by resonance saturation arguments (Pastore et al. 2009, Piarulli et al. 2013). Both procedures have drawbacks. While the former achieves consistency with the single-nucleon sector, it nevertheless relies on single-nucleon data involving photon energies much higher than those relevant to the threshold processes under consideration and real (in contrast to virtual) pions. The second procedure is questionable because of poor knowledge of some of the hadronic couplings, such as \(g_{\rho NN}\). Alternative strategies have been investigated for determining the LEC’s \(d_i^k\) as well as \(C_{15}^{\prime}\) and \(C_{16}^{\prime}\) (Piarulli et al. 2013). In this respect, it is convenient to define the dimensionless LEC’s \(d_i^{S,V}\) (in units of the cutoff \(\Lambda\)) related to the original set via

\[
C_{15} = \frac{d_5^S}{\Lambda^4}, \quad d_6^S = \frac{d_2^S}{\Lambda^2}, \\
C_{16} = \frac{d_5^V}{\Lambda^4}, \quad d_8^V = \frac{d_2^V}{\Lambda^2}, \quad d_{21}^V = \frac{d_4^V}{\Lambda^2},
\]

(103)

where the superscript \(S\) or \(V\) on the \(d_i^{S,V}\) characterizes the isospin of the associated operator, that it, whether it is isoscalar (\(S\)) or isovector (\(V\)).

The isoscalar \(d_5^S\) and \(d_2^S\) have been fixed by reproducing the experimental deuteron magnetic moment \(\mu_d\) and isoscalar combination \(\mu^S\) of the trinucleon magnetic moments. It turns out that in calculations based on the AV18 and AV18+UX Hamiltonians the LEC \(d_5^{S,V}\) multiplying the contact current assumes reasonable values, \(d_5^S \simeq (2.5, 5.2)\) corresponding to \(\Lambda = 500\) MeV and 600 MeV, while the LEC \(d_2^S\) values are quite small \((d_2^S \simeq (-0.17, -0.20)\) for the same range of cutoff \(\Lambda\) (Piarulli et al. 2013). Three different strategies, referred to as I, II, and III, have been investigated to determine the isovector LEC’s \(d_5^V, d_2^V\) and \(d_3^V\). In all cases I-III, \(d_5^V/d_2^V = 1/4\) is assumed as suggested by \(\Delta\) dominance in a resonance saturation picture of the N3LO OPE current of panel (j) in Fig. 14. In set I, \(d_5^V\) and \(d_2^V\) have been constrained to reproduce the experimental values of the \(np\) radiative capture cross section on thermal neutron energies and the isovector combination \(\mu^V\) of the trinucleon magnetic moments. This, however, leads to unreasonably large values for both LEC’s, and is clearly unacceptable (Piarulli et al. 2013). In sets II and III, the LEC \(d_3^V\) is fixed by assuming \(\Delta\) dominance while the LEC \(d_2^V\) multiplying the contact current is fitted to reproduce either \(\mu_{np}\) in set II or \(\mu^V\) in set III. Both alternatives still lead to somewhat large values for this LEC \((d_3^V \simeq (-9.3, -11.6)\) in set II and \(d_3^V \simeq (-5.2, -1.0)\) in set III), but the degree of unnaturalness is tolerable in this case. There are no three-body currents at N3LO (Pastore et al. 2009), and therefore it is reasonable to fix the strength of the NN contact operators by fitting a 3N observable such as \(\mu^S\) and \(\mu^V\).

C. Elastic and inelastic form factors

The longitudinal \((F_L)\) and transverse \((F_T)\) form factors for elastic and inelastic transitions are extracted from electron scattering data by measuring the cross section (Donnelly and Sick 1984)

\[
\frac{d\sigma}{d\Omega} = 4\pi \sigma_M f^{-1}_\text{rec} \left[ \frac{Q^4}{q^4} F_L^2 + \left( \frac{Q^2}{2q^2} + \tan^2 \theta_e / 2 \right) F_T^2 \right],
\]

(104)

where \(\sigma_M\) is the Mott cross section, \(q\) and \(Q\) are the electron three- and four-momentum transfers, \(f\) is the recoil correction \(f\) rec = 1 + \((2\epsilon/m_A)\) sin^2 \theta_e/2, \(\epsilon\) and \(\theta_e\) are, respectively, the electron initial energy and scattering angle in the laboratory, and \(m_A\) is the mass of the
target nucleus. In the case of elastic scattering, the electron energy transfer is \( \omega_{el} = \sqrt{q^2 + m_A^2} - m_A \) and the four-momentum transfer \( Q_{el}^2 = 2m_A \omega_{el} \). The form factors \( F_L \) and \( F_T \) are expressed in terms of reduced matrix elements (RME’s) of charge \( (C_L) \), magnetic \( (M_L) \), and electric \( (E_L) \) multipole operators, defined below, as

\[
F_L^2(q) = \frac{1}{2J_f + 1} \sum_{L=0}^{\infty} |\langle J_f || C_L(q) || J_i \rangle|^2 , \tag{105}
\]

\[
F_T^2(q) = \frac{1}{2J_f + 1} \sum_{L=1}^{\infty} \left[ |\langle J_f || M_L(q) || J_i \rangle|^2 + |\langle J_f || E_L(q) || J_i \rangle|^2 \right] . \tag{106}
\]

We note that for elastic scattering \( J_i = J_f = J \) and the \( E_L \) RME’s vanish because of time reversal invariance.

Standard techniques \cite{Walecka1995} are used to carry out the multipole expansion of the electromagnetic charge, \( j^0(q) \), and current, \( j^\gamma(q) \), operators in a reference frame in which the \( z \) axis defines the spin-quantization axis, and the direction \( \hat{q} \) is specified by the angles \( \theta \) and \( \phi \):

\[
j^0(q) = \int d\mathbf{x} e^{i\mathbf{q}\cdot\mathbf{x}} j^0(x) = \sum_{L M_L} 4\pi i^L Y^*_{L M_L}(\hat{q}) C_{L M_L}(q) , \tag{107}
\]

\[
j^\gamma(q) = \int d\mathbf{x} e^{i\mathbf{q}\cdot\mathbf{x}} \hat{e}_q \cdot \mathbf{j}(x) = -\sum_{L M_L (L \geq 1)} \sqrt{2\pi(2L + 1)} i^L D^L_{M_L \gamma}(\phi, -\theta, \phi) \times [\lambda M_{L M_L}(q) + E_{L M_L}(q)] , \tag{108}
\]

where \( \lambda = \pm 1 \), the \( Y_{L M_L} \)'s are spherical harmonics, and the \( D^L_{M_L \gamma} \)'s are rotation matrices \cite{Edmonds1957}. The unit vectors \( \hat{e}_q \) denote the linear combinations

\[
\hat{e}_{q\pm 1} = \pm \frac{1}{\sqrt{2}} (\hat{e}_{q1} \pm i \hat{e}_{q2}) , \tag{109}
\]

with \( \hat{e}_{q1} = \hat{q}, \hat{e}_{q2} = \hat{z} \times \hat{q}/ \mid \hat{z} \times \hat{q} \mid \), and \( \hat{e}_{q1} = \hat{e}_{q2} \times \hat{e}_{q3} \). These relations are used below to isolate the contributing RME’s to elastic transitions in nuclei with \( A \leq 12 \). The ground states of nuclei in the mass range \( 6 \leq A \leq 12 \) have spins ranging from \( J = 0 \) (as in \( ^{12}\text{C} \)) to \( J = 3 \) (as in \( ^{10}\text{B} \)), and are described by VMC or GFMC wave functions. For reasons of computational efficiency, it is convenient to determine the RME’s of charge and magnetic multipoles contributing to a specific transition by evaluating the matrix elements of \( j^0(q) \) and \( j^\gamma(q) \) between states having a given spin projection \( M_J \), usually the stretched configuration with \( M_J = J \), for a number of different \( \hat{q} \) directions. The matrix element of the charge operator can then be written as

\[
\langle JJ; q || j^0_J(q) || JJ \rangle = \sum_{L=0}^{\infty} \sqrt{4\pi i^L} c_{J_L J} P_L(\cos \theta) \langle J || C_L(q) || J \rangle , \tag{110}
\]

where \( \theta \) is the angle that \( \hat{q} \) makes with the \( \hat{z} \) spin-quantization axis, the \( P_L \)'s are Legendre polynomials, and \( c_{J_L J} \) is the Clebsch-Gordan coefficient \( <J J J - J || L0> \). Generally, for a nucleus of spin \( J \) the number of contributing (real) RME’s of charge multipole operators is \( [J] + 1 \) —here \([J]\) denotes the integer part of \( J \) and the allowed \( L \)'s are the even integers between 0 and 2 \( J \). Thus, it is possible to select \( [J] + 1 \) independent \( \hat{q} \) directions, evaluate the matrix element of the charge operator for each of these different \( \hat{q} \)’s, and then determine the RME’s by solving a linear system. For example, for a nucleus of spin \( J = 1 \) (like \( ^6\text{Li} \))

\[
\langle 11; q \hat{z} || j^0_J(q \hat{z}) || 11 \rangle = \sqrt{\frac{4\pi}{3}} \left( C_0 - \frac{1}{\sqrt{2}} C_2 \right) , \tag{111}
\]

\[
\langle 11; q \hat{x} || j^0_J(q \hat{x}) || 11 \rangle = \sqrt{\frac{4\pi}{3}} \left( C_0 + \frac{1}{\sqrt{2}} C_2 \right) , \tag{112}
\]

where \( C_L \) is a short-hand notation for \( \langle 11 || C_L(q) || 11 \rangle \).

For the transverse elastic form factor, it is possible to proceed in a similar fashion. Since electric multipoles do not contribute in elastic scattering

\[
\langle JJ; q || \hat{e}_{q\lambda} \cdot j^\gamma_J(q) || JJ \rangle = -\lambda \sum_{L \geq 1} i^L \sqrt{2\pi} c_{J_L J} D^L_{0 - \lambda}(\phi - \theta, \phi) \langle J || M_L(q) || J \rangle , \tag{113}
\]

where the unit vectors \( \hat{e}_{q\lambda} \), \( \lambda = \pm 1 \), have been defined in Eq. \( \text{(109)} \). Using the identity \cite{Edmonds1957}

\[
D^L_{0 - \lambda}(\phi - \theta, \phi) = -\sqrt{\frac{4\pi}{2L + 1}} Y_{L \lambda}(\phi, \theta) , \quad \lambda = \pm 1 , \tag{114}
\]

and, rather than considering the spherical components \( j^\gamma_J(q) \) of the current, it is possible to work with its component along the unit vector \( \hat{e}_{q2} \) defined earlier, so that

\[
\langle JJ; q || \hat{e}_{q2} \cdot j^\gamma_J(q) || JJ \rangle = 2\pi \sum_{L \geq 1} i^{L+1} \frac{c_{J_L J}}{\sqrt{2L + 1}} \times \left[ Y_{L 1}(\theta, \phi) + \text{c.c.} \right] \langle J || M_L(q) || J \rangle . \tag{115}
\]

Further, \( q \) can be taken in the \( xz \)-plane \( (\phi = 0) \), in which case \( \hat{e}_{q2} || \hat{y} \) axis, and finally obtain

\[
\langle JJ; q || j^\gamma_J(q) || JJ \rangle = \sqrt{4\pi} \sum_{L \geq 1} i^{L+1} \frac{c_{J_L J}}{\sqrt{L(L + 1)}} \times P^1_L(\cos \theta) \langle J || M_L(q) || J \rangle , \tag{116}
\]

where \( P^1_L(x) \)'s are associated Legendre functions. For a nucleus of spin \( J > 0 \), the number of contributing
(purely imaginary) RME’s of magnetic multipole operators is \([J − 1/2] + 1\), and the allowed \(L\)’s are the odd integers between 0 and 2\(J\). In the case of a \(J = 1\) nucleus, for example, it is possible to take \(q\) along the \(\hat{x}\) axis (\(θ = π/2\)), and determine \(M_1 ≡ \langle 1||M_1(q)||1⟩\) from

\[
⟨11; q \hat{x} | j_y(q \hat{x}) | 11⟩ = \sqrt{\pi} M_1 .
\]  

Finally, the small \(q\) behavior of the charge multipole and magnetic dipole RME’s is given by:

\[
(J||C_0(q = 0)||J) = \sqrt{\frac{2J + 1}{4\pi}} \frac{Z}{q} ,
\]  

\[
(J||C_2(q)||J) ≃ \frac{1}{12√{\pi}c_J} q^2 Q , \quad J ≥ 1 ,
\]  

\[
(J||M_1(q)||J) ≃ \frac{i}{√{2\pi}c_{1J}} \frac{q}{2m} μ , \quad J ≥ 1/2 ,
\]  

where \(Q\) and \(μ\) are the quadrupole moment and magnetic moment, defined in terms of matrix elements of the charge and current density operators \(j_y^0(\mathbf{x})\) and \(j_y(\mathbf{x})\) respectively as

\[
Q = ⟨JJ | \int d\mathbf{x} \hat{j}^0_y(\mathbf{x}) (3z^2 − x^2) | JJ⟩ ,
\]

\[
\frac{μ}{2m} = ⟨JJ | \frac{1}{2} \int d\mathbf{x} [\mathbf{x} × \hat{j}_y(\mathbf{x})]_z | JJ⟩ .
\]

They are determined by extrapolating to zero a polynomial fit (in powers of \(q^2\)) to the calculated \(C_2/q^2\) and \(M_1/q\) on a grid of small \(q\) values. Consequently, the longitudinal form factor at \(q = 0\) is normalized as

\[
F^2_L(q = 0) = \frac{Z^2}{4\pi} ,
\]

while the transverse form factor \(F^2_T(q)\) vanishes at \(q = 0\). Note that experimental data for \(F^2_L(q)\) are often reported in the literature as normalized to one at \(q = 0\).

In QMC, matrix elements are evaluated as described in Sec. III.B.2. The results of elastic and inelastic electromagnetic form factors for \(^6\)Li are shown in Fig. 15. The calculations have been performed within the impulse approximation (IA), and two-body operators added (IA+MEC). Overall, the agreement with the experimental data is excellent. The contribution of MEC is generally small but its inclusion improve the agreement between theory and data. In particular, the inclusion of MEC shift the longitudinal form factor (both elastic and inelastic) to slightly lower values, and sensibly increase the transverse inelastic.

In Fig. 16 the longitudinal form factor of \(^{12}\)C is shown. The calculation has been performed including only one-body operators (empty symbols), and one- plus two-body operators [Lovato et al., 2013]. The experimental data are from a compilation by Sick (1982, 2013), and are well reproduced by theory over the whole range of momentum transfers. The two-body contributions are negligible at

\[\text{FIG. 15 The } ^6\text{Li longitudinal elastic (upper left panel), inelastic (bottom left), and transverse elastic (upper right), and inelastic (bottom right) calculated with VMC in the impulse approximation (IA), and with the addition of MEC contributions. The results are compared to the experimental data indicated in the legend.}\]

\[\text{FIG. 16 The longitudinal elastic form factor of } ^{12}\text{C calculated including one- (empty circles) and one- plus two-body operators (red filled circles) calculated with GFMC. The results are compared to the experimental data.}\]
low $q$, and become appreciable only for $q > 3 \text{ fm}^{-1}$, where they interfere destructively with the one-body contributions bringing theory into closer agreement with experiment.

D. Second $0^+$ state of $^{12}\text{C}$: Hoyle state

The second $0^+$ state of $^{12}\text{C}$ is the famous Hoyle state, the gateway for the triple-alpha burning reaction in stars. It is a particularly difficult state for shell model calculations as it is predominantly a four-particle four-hole state. However the flexible nature of the variational trial functions allows to directly describe this aspect of the state.

To do this two different types of single-particle wave functions have been used in the $|\Phi_N\rangle$ of Eq. (30): 1) the five conventional $0^+$ $LS$-coupled shell model states and 2) states that have an explicit three-alpha structure; the first alpha is in the $0s$ shell, the second in the $0p$ shell and the third in either the $0p$ or $1s0d$ shells. The latter can have four nucleons in $1s$ or four in $0d$ or two in $1s$ and two in $0d$. In addition we allow the third alpha to have two nucleons in $0p$ and two in $1s0d$ (a two-particle two-hole excitation). This gives us a total of 11 components in $|\Phi_N\rangle$; a diagonalization gives the $\Psi_T$ for the ground and excited $0^+$ states.

The resulting ground state has less than $1\%$ of its $\Psi_T$ in the $1s0d$ shell while the second state has almost $70\%$ in the $1s0d$ shell. The GFMC propagation is then done for the first two states; the resulting energies are shown as a function of imaginary time $\tau$ in Fig. 17 which has results for two different initial sets of $\Psi_T$. The GFMC rapidly improves the variational energy and then produces stable, except for Monte Carlo fluctuations, results to large $\tau$. The resulting ground state energy is very good, $-93.3(4)$ MeV versus the experimental value of $-92.16$ MeV. However the Hoyle state excitation energy is somewhat too high, $10.4(5)$ versus $7.65$ MeV.

Figure 18 shows the resulting VMC and GFMC densities for one of the sets of $\Psi_T$. The GFMC propagation builds a dip at $r = 0$ into the ground-state density which results in good agreement with the experimental value. However the Hoyle-state density is peaked at $r = 0$ in both the VMC and GFMC calculations. A possible interpretation of these results is that the ground state is dominated by an approximately equilateral distribution of alphas while the Hoyle state has an approximately linear distribution.

The calculated impulse $E0$ transition form factor is compared to the experimental data in Fig. 19. The insert is scaled such that (linear) extrapolation to $k^2 = 0$ gives the $B(E0)$. The GFMC more than doubles the VMC result and gives excellent agreement with the data.
E. Magnetic moments and electroweak transitions

In the impulse approximation (IA), magnetic moments are calculated as

$$\mu^{IA} = \sum_i (e_{N,i} L_i + \mu_{N,i} \sigma_i),$$  \tag{124}

where $e_{N,i} = (1 + \tau_{i,z})/2$, $\mu_N = e_N + \kappa_N$, $\kappa_N = (\kappa_S + \kappa_V \tau_{i,z})/2$, and $\kappa_S = -0.12$ and $\kappa_V = 3.706$ are the isoscalar and isovector combinations of the anomalous magnetic moment of the proton and neutron. The magnetic moment corrections associated to the two-body contributions significant.

The total magnetic moments, including MEC derived within chiral EFT, have been presented in Sec. IV.A in Tab. II. Results obtained using MEC derived in the conventional approach and within chiral EFT are very similar, and have been discussed in great detail in Pastore et al. (2013). Here it is interesting to discuss the role of MEC compared to the IA. GFMC calculations using AV18+IL7 and chiral two-body currents of the magnetic moments are shown in Fig. 20. The experimental magnetic moments of $A=2,3$ nuclei were used to constrain the LECs of the chiral MEC, and all the results for heavier nuclei are predictions. In many cases the two-body currents significantly change the IA results and in all of these much better agreement with experiment is achieved. The contribution of MEC is generally larger for odd nuclei, in particular for $^9\text{Li}$ and $^9\text{C}$, except $^9\text{Be}$. For even nuclei, the IA results are already in good agreement with experimental data, and only for $^8\text{Li}$ and $^8\text{B}$ are the MEC contributions significant.

$M1$ and $E2$ electromagnetic transitions for $A=6$–9 nuclei have been calculated with GFMC. The one-body part of these operators are given by

$$\begin{align*}
M1 &= \mu_N \sum_i \left[ L_i + g_p S_i \right] \left( 1 + \tau_{i,z} \right)/2, \\
E2 &= e \sum_i \left[ \rho^2 Y_2(\hat{r}_i) \right] \left( 1 + \tau_{i,z} \right)
\end{align*}$$

\tag{126}

where $Y$ is a spherical harmonic, $L$ and $S$ the orbital and spin angular momentum operators, and $g_p$ and $g_n$ the gyromagnetic ratio of protons and neutrons. MEC have been also included in the $M1$ transitions. The nuclear matrix elements can be compared with the experimental widths. In units of MeV, they are given by

$$\begin{align*}
\Gamma_{M1} &= 0.890 \left( \frac{\Delta E}{h\nu} \right)^3 B(M1), \\
\Gamma_{E2} &= 0.241 \left( \frac{\Delta E}{h\nu} \right)^5 B(E2),
\end{align*}$$

\tag{127}

where $\Delta E$ is the energy difference between the final and initial state and $B(M1) = (J_F | M1 | J_I)^2 / (2J_I + 1)$ and similarly for $B(E2)$.

A number of calculated electromagnetic transition strengths are compared to experiment in Fig. 21. Many additional transitions within $^8\text{Be}$ are reported in Pastore et al. (2014). Again GFMC calculations were made using AV18+IL7 and chiral two-body currents. The two-body currents make large corrections to the IA results for the $M1$ transitions; these often result in excellent agreement with experiment.

Weak decays of $A=6,7$ nuclei have been evaluated using QMC but much more needs to be done in the future. In IA, the weak Fermi (F) and Gamow-Teller (GT) operators to be evaluated are:

$$\begin{align*}
F &= \sum_i \tau_{i,z}, \\
\text{GT} &= \sum_i \sigma_i \tau_{i,z}.
\end{align*}$$

\tag{128}

A first calculation for the weak decays $^6\text{He}(\beta^-)^6\text{Li}$ and $^7\text{Be}(\beta^-)^7\text{Li}$ was made by Schiavilla and Wiringa (2002) using VMC wave functions for the AV18/UIX Hamiltonian, and incorporating conventional MEC as discussed in Sec. IV. Parameters in the MEC were fixed to reproduce $^3\text{H} \beta$-decay [Schiavilla et al. 1998].

The $^8\text{Be} \beta$-decay is a pure GT transition, while the $^7\text{Be}$ electron capture is a mixed F+GT transition to the...
ground state, and a GT transition to the first excited state of $^7\text{Li}$. These are superallowed decays where the dominant spatial symmetry of the parent and daughter states is the same, e.g., $[42] \rightarrow [42]$ in $A=6$ and $[43] \rightarrow [43]$ in $A=7$. In these cases, the F and GT matrix elements are of order 1–2 and the MEC contributions are only a 2–4% correction.

Subsequently, a GFMC calculation for these transitions was made by [Pervin et al. 2007] based on the AV18+IL2 Hamiltonian, but only in the IA. The GFMC results for these three B(GT) reduced transition probabilities are shown at the bottom of Fig. 21. These are already in fairly good agreement with experiment, and small MEC corrections will not shift the results by much.

Weak decays in the $A=8,9$ nuclei pose a much bigger challenge. For example, $^8\text{He}(\beta^-)^8\text{Li}$ goes from a predominantly $[422]$ symmetry state to multiple $1^+$ excited states, but primarily to the first excited state in $^8\text{Li}$. The latter is predominantly a $[431]$ symmetry state with only a small $[422]$ component, so the allowed GT matrix element is of order 0.1–0.2. Similarly, the $^8\text{Li}(\beta^-)^8\text{Be}$ and $^8\text{B}(\beta^+)^8\text{Be}$ decays are transitions from large to small components, with the added complication that the final $2^+$ state in $^8\text{Be}$ is a moderately broad resonant state. GFMC calculations in impulse approximation underpredict the $A=8$ experimental matrix elements by a factor of two (Pastore 2014). It is possible that GFMC does an inadequate job of accurately determining small components in the final state wave functions, or that the specific Hamiltonian does not induce the required correlations. However, if the magnitude of the MEC corrections is comparable to that in the $A=6,7$ superallowed decays, then the MEC will be relatively much more important in the allowed decays and may resolve the problem. This is an important task for future QMC studies.

**F. Electroweak Response of Light Nuclei**

The response to electroweak probes provides direct information on dynamics in the nucleus. The rich structure of nuclear interactions and currents, combined with the availability of different probes, offers the opportunity to study many intriguing aspects of nuclear dynamics. Here we describe theoretical approaches for describing inclusive scattering of electrons and neutrinos from a nucleus, including both sum-rule techniques and direct computations of response functions, as well as comparisons to available experimental data. In the last few years inclusive neutrino scattering from nuclear targets has seen a surge in interest, spurred by the excess, at relatively low energy, of measured cross section relative to theoretical calculations observed in recent neutrino quasi-elastic scattering data on $^{12}\text{C}$ (A. A. Aguilar-Areval et al. 2008, Butkevich 2010). Analyses based on these calculations have led to speculations that our present understanding of the nuclear response to charge-changing weak probes may be incomplete (Benhar et al. 2010). However, it should be emphasized that the calculations on which these analyses are based use rather crude models of nuclear structure—Fermi gas or local density approximations of the nuclear matter spectral function—as well as simplistic treatments of the reaction mechanism, and should therefore be viewed with some skepticism. The differential cross section for neutrino $\nu$ and antineutrino $\bar{\nu}$ inclusive scattering off a nucleus, specifically the processes $A(\nu_l, \nu_l)$ and $A(\bar{\nu}_l, \bar{\nu}_l)$ induced by neutral weak currents (NC), and the processes $A(\nu_l, l^-)$ and $A(\bar{\nu}_l, l^+)$ induced by charge-changing weak currents (CC), can be expressed in terms of five response functions $R_{\alpha\beta}$ as

\[
\left( \frac{d\sigma}{d\epsilon'd\Omega} \right)_{\nu/\bar{\nu}} = \frac{G^2}{2\pi^2} k' \epsilon' F(Z, k') |\cos^2\theta| \left[ R_{00} + \frac{\omega^2}{q^2} R_{zz} \right. \\
- \frac{\omega}{q} R_{0z} + \left( \tan^2\theta + \frac{Q^2}{q^2} \right)^2 R_{xx} \\
\left. \mp \tan\frac{\theta}{2} \sqrt{\tan^2\frac{\theta}{2} + \frac{Q^2}{q^2}} R_{xy} \right],
\]

(129)
where $G = G_F$ for the NC processes and $G = G_F \cos \theta_C$ for the CC processes, and the $- (+)$ sign in the last term is relative to the $\nu (\bar{\nu})$ initiated reactions. The value of $G_F$ is $1.1803 \times 10^{-5}$ GeV$^{-2}$ as obtained from an analysis of super-allowed $0^+ \rightarrow 0^+$ $\beta$-decays by Towner and Hardy [1999]—this value includes radiative corrections—while $G_{\mu\nu}$ is taken as 0.97425 from [K. Nakamura et al. 2010]. The initial neutrino four-momentum is $k^\mu = (\epsilon, k)$, the final lepton four momentum is $k'^\mu = (\epsilon', k')$, the final lepton scattering angle is denoted by $\theta$. We have also defined the lepton momentum transfer as $\omega = \epsilon - \epsilon'$ and $q = k - k'$, respectively, and the squared four-momentum transfer as $Q^2 = q^2 - \omega^2 > 0$. The Fermi function $F(Z, k')$ accounts for the Coulomb distortion of the final lepton wave function in the charge-raising reaction,

$$F(Z, k') = 2 \left(1 + \gamma \right) \left(2 k' r_A \right)^2 \gamma^{-2} \exp(\pi y) \left| \frac{\Gamma(\gamma + i y)}{\Gamma(1 + 2 \gamma)} \right|^2,$$

$$\gamma = \sqrt{1 - (Z \alpha)^2};$$

otherwise it is set to one. Here $y = Z \alpha \epsilon' / k'$, $\Gamma(z)$ is the gamma function, $r_A$ is the nuclear radius, and $\alpha$ is the fine structure constant. There are in principle radiative corrections for the CC and NC processes due to bremsstrahlung and virtual photon- and $Z$-exchanges. These corrections have been evaluated in the deuteron by Towner and Hardy [1998], and Kurylov et al. [2002] at the low energies ($\sim$ 10 MeV) relevant for the SNO experiment, which measured the neutrino flux from the $^8$B decay in the sun. They are not considered further below, since our focus here is primarily on scattering of neutrinos with energies larger than 100 MeV, and we are not concerned with discussing cross section calculations with % accuracy in this regime. The nuclear response functions are defined as

$$R_{00}(q, \omega) = \sum_f \delta(\omega + E_0 - E_f) \times \langle f | j^0(q, \omega) | 0 \rangle \langle 0 | j^0(q, \omega) | 0 \rangle^*,$$

$$R_{zz}(q, \omega) = \sum_f \delta(\omega + E_0 - E_f) \times \langle f | j^z(q, \omega) | 0 \rangle \langle 0 | j^z(q, \omega) | 0 \rangle^*,$$

$$R_{0z}(q, \omega) = 2 \sum_f \delta(\omega + E_0 - E_f) \times \text{Re}\left[\langle f | j^0(q, \omega) | 0 \rangle \langle 0 | j^z(q, \omega) | 0 \rangle^*\right],$$

$$R_{zz}(q, \omega) = \sum_f \delta(\omega + E_0 - E_f) \times \text{Re}\left[\langle f | j^z(q, \omega) | 0 \rangle \langle 0 | j^z(q, \omega) | 0 \rangle^*\right] + \text{Im}\left[\langle f | j^z(q, \omega) | 0 \rangle \langle 0 | j^z(q, \omega) | 0 \rangle^*\right],$$

$$R_{xy}(q, \omega) = 2 \sum_f \delta(\omega + E_0 - E_f) \times \text{Im}\left[\langle f | j^z(q, \omega) | 0 \rangle \langle 0 | j^y(q, \omega) | 0 \rangle^*\right]$$

where $| 0 \rangle$ represents the initial ground state of the nucleus of energy $E_0$, $| f \rangle$ its final state of energy $E_f$, and an average over the initial spin projections is understood. The three-momentum transfer $q$ is taken along the $z$-axis (i.e., the spin-quantization axis), and $j^\mu(q, \omega)$ is the time component (for $\mu = 0$) or space component (for $\mu = x, y, z$) of the NC or CC. Note that in the model of electroweak currents adopted here, their $\omega$-dependence enters through the dependence on $Q^2$ of the electroweak form factors of the nucleon and $N$-to-$\Delta$ transition. Below, when discussing QMC calculations of $R_{\alpha\beta}(q, \omega)$, the four-momentum $Q^2$ transfer is fixed at the top of the quasi-elastic peak, and the form factors are evaluated at $Q^2_{\text{pe}} = q^2 - \omega^2_{\text{pe}}$ with $\omega_{\text{pe}} = \sqrt{q^2 + m^2 - m}$, so that the only $\omega$-dependence left in $R_{\alpha\beta}(q, \omega)$ is that from the energy-conserving $\delta$-function.

The expression above for the CC cross section is valid in the limit $\epsilon' \approx k'$, in which the lepton rest mass is neglected. At small incident neutrino energy, this approximation is not correct. Inclusion of the lepton rest mass leads to changes in the kinematical factors multiplying the various response functions. The resulting cross section can be found in [Shen et al. 2012].

The cross section for inclusive electron scattering follows from Eq. (129) by using current conservation to relate the longitudinal component of the current to the charge operator via $j^\mu(q \hat{z}) = \langle \omega / q \rangle j^\mu(q \hat{z})$ and by noting that the interference response $R_{xy}$ vanishes, since it involves matrix elements of the vector and axial parts of the current $j_{\text{NC}}$ or $j_{\text{CC}}$ of the type $\text{Im}\left(\langle j^x(j^y)^* + (j^y)^*(j^y)^*\right)$. One finds

$$\left(\frac{d\sigma}{d\epsilon' d\Omega}\right)_e = \sigma_M \left[\frac{q^4}{q^2} R_L + \left(\tan^2 \theta / 2 + \frac{Q^2}{q^2}\right) R_T\right]$$

where $\sigma_M$ is the Mott cross section, and the longitudinal ($L$) and transverse ($T$) response functions are defined as in Eqs. (131) and (134) with $j^\mu$ replaced by $j^\mu_{\epsilon'}$.

The accurate calculation of the inclusive response at low and intermediate energy and momentum transfers (say, $q < 0.5$ GeV/$c$ and $\omega$ in the quasi-elastic region) is a challenging quantum many-body problem, since it requires knowledge of the whole excitation spectrum of the nucleus and inclusion in the electroweak currents of one- and two-body terms. In the specific case of inclusive weak scattering, its difficulty is compounded by the fact that the energy of the incoming neutrinos is not known (in contrast to inclusive $(e, e')$ scattering where the initial and final electron energies are precisely known). The observed cross section for a given energy and angle of the final lepton results from a folding with the energy distribution of the incoming neutrino flux and, consequently, may include contributions from energy- and momentum-transfer regions of the nuclear response where different mechanisms are at play: the threshold region, where the structure of the low-lying energy spectrum and collective effects are important; the quasi-elastic region, which is
dominated by scattering off individual nucleons and nucleon pairs; and the Δ resonance region, where one or more pions are produced in the final state.

The simplest model of nuclear response is based on the plane-wave impulse approximation (PWIA). The response is assumed to be given by an incoherent sum of scattering processes off single nucleons that propagate freely in the final state. In PWIA the struck nucleon with initial momentum \( p \) absorbs the momentum \( q \) of the external field and transitions to a free particle state of momentum \( p + q \) without suffering any interactions with the residual \( (A-1) \) system. In the most naive formulation of PWIA, the response is obtained from the single-nucleon momentum distribution in the ground-state of the nucleus and the nucleon electroweak form factors, schematically

\[
R_{\alpha\beta}^{\text{PWIA}}(q, \omega) = \int dp \, N(p) \, x_{\alpha\beta}(q, p) \, \delta \left[ \omega - \frac{(p + q)^2}{2m} - \frac{p^2}{2(A-1)m} \right], \tag{137}
\]

where \( x_{\alpha\beta} \) describes the coupling to the external electroweak field, \( N(p) \) is the nucleon momentum distribution, and the effects of nuclear interactions are subsumed in the single parameter \( \mathcal{E} \), which can be interpreted as an average binding energy. The remaining terms in the \( \delta \)-function are the final energies of the struck nucleon and recoiling \( (A-1) \) system, respectively. In cases where the momentum transfer \( q \) is large, it may be more appropriate to use relativistic expressions for the coupling \( x_{\alpha\beta} \) and final nucleon kinetic energy.

More sophisticated formulations of PWIA are based on the spectral function, thus removing the need for including the parameter \( \mathcal{E} \). To this end, it is useful to first express the response in terms of the real-time propagation of the final state as

\[
R_{\alpha\beta}(q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \exp^{i(\omega + E_0)t} \langle 0 | \alpha \beta(q) \exp^{-iHt} O_\alpha(q) | 0 \rangle \\
\equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \exp^{i(\omega + E_0)t} \tilde{R}_{\alpha\beta}(q, t), \tag{138}
\]

where the \( O_\alpha \)'s denote the relevant components of the electroweak current of interest. Since the interactions of the struck nucleon with the remaining nucleons are neglected, the \( A \)-body Hamiltonian reduces to \( H \simeq K(A) + H(1, \ldots, A-1) \), where \( K(A) \) is the kinetic energy operator of nucleon \( A \) (the struck nucleon) and \( H(1, \ldots, A-1) \) is the Hamiltonian for the remaining (and fully interacting) \( A-1 \) nucleons.

Ignoring the energy dependence in the spectral function reproduces the naive PWIA response, since integrating \( S(p, E) \) recovers the momentum distribution. At large values of the momentum transfer \( (q \sim 1 \text{ GeV/c}) \), one would expect the spectral function approach to be reasonably accurate. There will be significant corrections, however, arising from the fact that in some instances the struck nucleon is not only in a mean field, but is strongly interacting with one or more other nucleons. More sophisticated treatments are required to get a complete picture.

PWIA calculations of the longitudinal response measured in \( (e, e') \) scattering, for example, grossly overestimate the data in the quasi-elastic peak region \( \text{Carlson and Schiavilla, 1998} \). They also lead to the incorrect strength distribution, since they underestimate energy-weighted sum rules of the longitudinal (and transverse) response functions. Much of this overestimate can be attributed to the fact the charge can propagate through the interaction, not only through the movement of nucleons.

It is possible to compute sum rules of the electroweak response as ground state expectation values, these are much more accurate than approximations to the full response. One can also calculate integral transforms of the response, which can be directly compared to experimental data and provide a great deal of information about the full response. Here we review results for sum rules and Euclidean response.

**G. Sum rules of electroweak response functions**

Sum rules provide a powerful tool for studying integral properties of the response of a nuclear many-body system to an external probe. Of particular interest are those at constant three-momentum transfer, since they can be expressed as ground-state expectation values of appropriate combinations of the electroweak current operators (and commutators of these combinations with the Hamiltonian in the energy-weighted case), thus avoiding the need for computing the nuclear excitation spectrum.

In the electromagnetic case, the (non-energy-weighted) sum rules are defined as \( \text{Carlson et al., 2002} \)

\[
S_\alpha(q) = C_\alpha \int_{\omega_{\text{th}}}^{\infty} d\omega \, \frac{R_\alpha(q, \omega)}{G_E^2(Q^2)}, \tag{139}
\]

where \( R_\alpha(q, \omega) \) is the longitudinal \( (\alpha = L) \) or transverse \( (\alpha = T) \) response function, \( \omega_{\text{th}} \) is the energy transfer corresponding to the inelastic threshold, \( G_E^2(Q^2) \) is the proton electric form factor (evaluated at four-momentum transfer \( Q^2 = q^2 - \omega^2 \)), and the \( C_\alpha \)'s are appropriate normalization factors, given by

\[
C_L = \frac{1}{Z}, \quad C_T = \frac{2}{(Z \mu_p^2 + N \mu_n^2)} \frac{m^2}{q^2}. \tag{140}
\]

Here \( Z \) (\( N \)) and \( \mu_p \) (\( \mu_n \)) are the proton (neutron) number and magnetic moment, respectively. These factors have been introduced so that \( S_\alpha(q \rightarrow \infty) \simeq 1 \) under the approximation that the nuclear electromagnetic charge and current operators originate solely from the
charge and spin magnetization of individual protons and neutrons and that relativistic corrections to these one-body operators—such as the Darwin-Foldy and spin-orbit terms in the charge operator—are ignored. The sum rules above can be expressed as ground-state expectation values of the type

$$
S_{\alpha}(q) = C_{\alpha} \left\langle \alpha \right| \frac{1}{2} (O_{\alpha}^{J}(q) O_{\alpha}(q)|0\left.\rangle \right| - |0\left.\rangle \langle 0|O_{\alpha}(q)|0\rangle\right|^2, \tag{141}
$$

where $O_{\alpha}(q)$ is either the charge $j_{\alpha}^c(q)$ ($\alpha = L$) or transverse current $j_{\alpha\perp}(q)$ ($\alpha = T$) operator divided by $G_{\alpha}^{p}(Q^2)$, $|0\left.\rangle$ denotes the ground state of the nucleus recoiling with total momentum $q$, and an average over the spin projections is understood. The $S_{\alpha}(q)$ as defined in Eq. (139) only includes the inelastic contribution to $R_{\alpha}(q, \omega)$, i.e., the elastic contribution represented by the second term on the r.h.s. of Eq. (141) has been removed. It is proportional to the square of the longitudinal $F_L$ or transverse $F_T$ elastic form factor. For $J^z = 0^+$ states like $^4\text{He}$ or $^{12}\text{C}$, $F_T$ vanishes, while $F_L(q)$, discussed in Sec. 13, is given by $F_L(q) = G_{\alpha}^{p}(Q^2)|0\left.\rangle \langle 0|O_{\alpha}(q)|0\right.\rangle|/Z$, with the four-momentum transfer $Q^2 = q^2 - \omega^2$ and $\omega_{el}$ corresponding to elastic scattering, $\omega_{el} = \sqrt{q^2 + m_A^2} - m_A$ (rest mass of the nucleus).

Before moving on to sum rules of weak response functions, we discuss briefly the QMC calculations of matrix elements of the type

$$
\frac{1}{2J + 1} \sum_{M_J} \langle J M_J | O_{\alpha}^{J}(q) O_{\alpha}(q) | J M_J \rangle, \tag{142}
$$

entering $S_{\alpha}(q)$, for a nuclear ground state of spin $J$. For a nucleus with spin $J \geq 1$, the expectation values of $O_{\alpha}^{J}(q) O_{\alpha}(q)$ depend on the spin projection state $M_J$. For reasons of computational efficiency, it is convenient to evaluate these matrix elements as

$$
\frac{1}{4\pi} \int d\mathbf{q} \langle J M_J | O_{\alpha}^{J}(q) O_{\alpha}(q) | J M_J \rangle, \tag{143}
$$

which implies that the average of $O_{\alpha}^{J}(q) O_{\alpha}(q)$ over the $\mathbf{q}$ directions is equivalent to fixing $\mathbf{q}$ along some direction and then averaging over the spin projections of the nucleus. After integration over $\mathbf{q}$ the operator $O_{\alpha}^{J}(q) O_{\alpha}(q)$ is a scalar, and its expectation value in Eq. (143) is independent of $M_J$. While the average over $\mathbf{q}$ could be calculated by sampling $\mathbf{q}$ directions uniformly, it turns out that in practice it can be efficiently computed by averaging evaluations of $O_{\alpha}^{J}(q) O_{\alpha}(q)$ with $\mathbf{q}$ along the directions $\mathbf{x}$, $\mathbf{y}$, and $\mathbf{z}$. This approximation is not very good at very low momentum transfers ($q \lesssim 1$ fm$^{-1}$), but becomes much better as $q$ increases. This can be understood by considering, for example, the one-body piece of $O_{\alpha}^{J}(q) O_{\alpha}(q)$:

$$
O_{\alpha}^{1b}(q) O_{\alpha}^{1b}(q) \sim \sum_i o_i^\dagger o_i + \sum_{i \neq j} e^{-i \mathbf{q} \cdot \mathbf{r}_{ij}} o_i^\dagger o_j, \tag{144}
$$

and the first term on the r.h.s. is easily seen to be independent of the $\mathbf{q}$ direction, while the second is suppressed by the oscillating exponential factor at large $\mathbf{q}$.

In the case of NC and CC weak response functions, the (non-energy-weighted) sum rules are generally defined as [Lovato et al. 2014]

$$
S_{\alpha\beta}(q) = C_{\alpha\beta} \int_{\omega_{el}}^{\infty} d\omega \, R_{\alpha\beta}(q, \omega). \tag{145}
$$

and can be expressed as

$$
S_{\alpha\beta}(q) = C_{\alpha\beta} \langle 0\left.\rangle j^{\alpha}(q) j^{\beta}(q) + (1 - \delta_{\alpha\beta}) j^{\beta\dagger}(q) j^{\alpha}(q)|0\rangle\right|, \tag{146}
$$

$$
S_{xy}(q) = C_{xy} \text{Im} \left( \langle 0\left.\rangle j^{x\dagger}(q) j^{y}(q) - j^{y\dagger}(q) j^{x}(q)\right|0\rangle\right). \tag{147}
$$

where $\omega_{el} = \sqrt{q^2 + m_A^2} - m_A$ is the energy transfer corresponding to elastic scattering, the $C_{\alpha\beta}$’s are convenient normalization factors (see below), $\alpha \beta = 00, zz, 0z$, and $zx$, and for $\alpha \beta = xx$ the expectation value of $j^{x\dagger} j^{x} + j^{y\dagger} j^{y}$ is computed. Note that the electroweak magnetic nucleon and $N$-to-$\Delta$ form factors in $j_{\beta}^{NC/CC}$ are taken to be functions of $q$ only by evaluating them at $Q_{\text{qe}}^2$, at the top of the quasi-elastic peak. In contrast to the electromagnetic sum rules above, the $S_{\alpha\beta}(q)$ include the elastic and inelastic contributions; the former are proportional to the square of electroweak form factors of the nucleus. In the large $q$ limit, these nuclear form factors decrease rapidly with $q$, and the sum rules reduce to the incoherent sum of single-nucleon contributions. The normalization factors $C_{\alpha\beta}$ are chosen such that $S_{\alpha\beta}(q \to \infty) \approx 1$, for example

$$
C_{xy}^{-1} = \frac{q}{m} G_A(Q_{\text{qe}}^2) \left[ Z \tilde{G}_M(Q_{\text{qe}}^2) - N \tilde{G}_M(Q_{\text{qe}}^2) \right], \tag{148}
$$

where $Z$ ($N$) is the proton (neutron) number, $G_A$ is the weak axial form factor of the nucleon normalized as $G_A(0) = g_A$, and $\tilde{G}_M = (1 - 4\sin^2\theta_W) G_M^p/2 - G_M^n/2$ and $\tilde{G}_M = (1 - 4\sin^2\theta_W) G_M^p/2 - G_M^p/2$ are its weak vector form factors (here, $G_M^p$ and $G_M^n$ are the ordinary proton and neutron magnetic form factors, normalized to the proton and neutron magnetic moments: $G_M^p(0) = \mu_p$ and $G_M^n(0) = \mu_n$). Thus the $S_{\alpha\beta}(q)$ give sum rules of response functions corresponding to approximately point-like electroweak couplings.

Obviously, sum rules of weak response functions cannot be compared to experimental data. Even in the electromagnetic case, a direct comparison between the calculated and experimentally extracted sum rules cannot be made unambiguously for two reasons. First, the experimental determination of $S_{\alpha}$ requires measuring the associated $R_{\alpha}$ in the whole energy-transfer region, from threshold up to $\infty$. Inclusive electron scattering experiments only allow access to the space-like region of the four-momentum transfer ($\omega < q$). While the response in
the time-like region \( (\omega > q) \) could, in principle, be measured via \( e^+e^- \) annihilation, no such experiments have been carried out to date. Therefore, for a meaningful comparison between theory and experiment, one needs to estimate the strength outside the region covered by the experiment. In the past this has been accomplished in the case of \( S_L(q) \) either by extrapolating the data \cite{Jourdan1996} or, in the few-nucleon systems, by parametrizing the high-energy tail and using energy-weighted sum rules to constrain it \cite{Schiavilla1989,Schiavilla1993}.

The second reason that direct comparison of theoretical and “experimental” sum rules is difficult lies in the inherent inadequacy of the dynamical framework adopted in this review to account for explicit pion production mechanisms. The latter mostly affect the transverse response and make its \( \Delta \)-peak region outside the range of applicability of this approach. At low and intermediate momentum transfers \( (q \lesssim 500 \text{ MeV}/c) \), the quasi-elastic and \( \Delta \)-peak are well separated, and it is therefore reasonable to study sum rules of the electromagnetic transverse response. In the quasi-elastic region, where nucleon and (virtual) pion degrees of freedom are expected to be dominant, the dynamical framework adopted in the present review should provide a realistic and quantitative description of electromagnetic (and weak) response functions.

In Figs. 22 and 23, we show recent results obtained for the electromagnetic longitudinal and transverse sum rules in \( ^{12}\text{C} \). The open squares give the experimental sum rules \( S_L(q) \) and \( S_T(q) \) obtained by integrating up to \( \omega_{\text{max}} \) (in the region where measurements are available) the longitudinal and transverse response functions (divided by the square of \( G_E^p \)) extracted from world data on inclusive \((e,e')\) scattering off \( ^{12}\text{C} \) \cite{Jourdan1996} (see Lovato et al. \cite{Lovato2013} for additional details). We also show by the solid squares the experimental sum rules obtained by estimating the contribution of strength in the region \( \omega > \omega_{\text{max}} \). This estimate \( \Delta S_\alpha(q) \) is made by assuming that for \( \omega > \omega_{\text{max}} \), i.e., well beyond the quasi-elastic peak, the longitudinal or transverse response in a nucleus like \( ^{12}\text{C} \) \( (R_\alpha^N) \) is proportional to that in the deuteron \( (R_\alpha^d) \), which can be accurately calculated \cite{Shen2012}. This scaling assumes that the high-energy part of the response is dominated by \( NN \) physics, and that the most important contribution is from deuteron-like \( np \) pairs. It is consistent with the notion that at short times the full propagator is governed by the product of pair propagators (assuming \( 3N \) interactions are weak), discussed earlier in Sec. V.F. Thus, we set \( R_\alpha^N(q,\omega > \omega_{\text{max}}) = \lambda(q) R_\alpha^d(q,\omega) \), and determine \( \lambda(q) \) by matching the experimental \( ^{12}\text{C} \) response to the calculated deuteron one. It is worthwhile emphasizing that, for the transverse case, this estimate is particularly uncertain for the reasons explained earlier; the data on \( R_T \) \cite{Jourdan1996} indicate that at the higher \( q \) values for \( \omega \sim \omega_{\text{max}} \) there might be already significant strength that has leaked in from the \( \Delta \)-peak region.

The sum rules computed with the AV18+IL7 Hamiltonian and one-body only or one- and two-body terms in the electromagnetic charge \( S_L \) and current \( S_T \) operators are shown, respectively, by the dashed and solid lines in Figs. 22-23. In the small \( q \) limit, \( S_L(q) \) vanishes quadratically, while the divergent behavior in \( S_T(q) \) is due to the \( 1/q^2 \) present in the normalization factor \( C_T \). In this limit, \( O_T(q=0) = i[H, \sum \mathbf{r}_i \mathbf{P}_i] \) \cite{Carlson1998,Marcucci2005}, where \( H \) is the Hamiltonian and \( \mathbf{P}_i \) is the proton projector, and therefore \( S_T(q)/C_T \) is finite, the associated strength is due...
to collective excitations of electric-dipole type in the nucleus. In the large \( q \) limit, the one-body sum rules differ from unity because of relativistic corrections in \( O_L(q) \), primarily the Darwin-Foldy term which gives a contribution \(-\eta/(1+\eta)\) to \( S_L^{1b}(q) \), where \( \eta \simeq q^2/(4m^2) \), and because of the convection term in \( O_T(q) \), which gives a contribution \( \simeq (4/3)C_{T}T_p/m \) to \( S_T^{1b}(q) \), where \( T_p \) is the proton kinetic energy in the nucleus.

In contrast to \( S_L \), the transverse sum rule has large two-body contributions. This is consistent with studies of Euclidean transverse response functions in the few-nucleon systems (Carlson et al., 2002), which suggest that a significant portion of this excess transverse strength is in the quasi-elastic region. Overall, the calculated \( S_L(q) \) and \( S_T(q) \) are in reasonable agreement with data. However, a direct calculation of the response functions is clearly needed for a more meaningful comparison between theory and experiment. Such calculations will be forthcoming in the near future.

While sum rules of NC or CC weak sum rules are of a more theoretical interest, they nevertheless provide useful insights into the nature of the strength seen in the quasi-elastic region of the response and, in particular, into the role of two-body terms in the electroweak current. Those corresponding to weak NC response functions and relative to \( ^{12}\text{C} \) are shown in Fig. 24. Results \( S_L^{1b}(S_T^{1b}) \) corresponding to one-body (one- and two-body) terms in the NC are indicated by the dashed (solid) lines. Note that both \( S_L^{1b}(S_T^{1b}) \) are normalized by the same factor \( C_{\alpha\beta} \), which makes \( S_L^{1b}(S_T^{1b}) \to 1 \) in the large \( q \) limit. In the small \( q \) limit, \( S_L^{1b}(S_T^{1b}) \) are much larger than \( S_L^{1b}(S_T^{1b}) \) for \( \alpha\beta \neq 0,0z \). In a simple \( \alpha\)-cluster picture of \( ^{12}\text{C} \), one would expect \( S_L^{1b}(S_T^{1b}) \to 3S_{\alpha\beta}(^4\text{He})/C_{\alpha\beta}(^{12}\text{C}) \approx 3S_{\alpha\beta}(^4\text{He})/C_{\alpha\beta}(^{12}\text{C}) \), as is indeed verified in the actual numerical calculations to within a few \%, except for \( S_{xx}/C_{00} \) and \( S_{20}/C_{02} \) at low \( q \approx 1 \text{ fm}^{-1} \), where these quantities are dominated by the elastic contribution scaling as \( A^2 \).

Except for \( S_{00}(q) \), the \( S_{2b}(q) \) sum rules are considerably larger than \( S_{1b}(q) \), by as much as 30-40\%. This enhancement is not seen in calculations of neutrino-deuteron scattering (Shen et al., 2012); the deuteron \( R_{\alpha\beta}(q,\omega) \) response functions at \( q = 300 \text{ MeV/c} \) are displayed in Fig. 25 (note that \( R_{00} \) is multiplied by a factor of 5). Two-body current contributions in the deuteron amount to only a few percent at the top of the quasielastic peak of the largest in magnitude \( R_{xx} \) and \( R_{xy} \), but become increasingly more important in the tail of these response functions, consistent with the notion that this region is dominated by NN physics (Lovato et al., 2013). The very weak binding of the deuteron dramatically reduces the impact of NN currents, which are important only when two nucleons are within 1-2 inverse pion masses.

Correlations in \( np \) pairs in nuclei with mass number A≥3 are stronger than in the deuteron. The NN density distributions in deuteron-like (\( T=0 \) and \( S=1 \)) pairs are proportional to those in the deuteron for separations up to \( \simeq 2 \text{ fm} \), and this proportionality constant, denoted as \( R_{Ad} \) (Forest et al., 1996), is larger than \( A/2 \); in \(^4\text{He} \) and \(^{16}\text{O} \) the calculated values of \( R_{Ad} \) are 4.7 and 18.8, respectively. Similarly, experiments at BNL (Piasetzky et al., 2006) and JLab (Subedi et al., 2008) find that exclusive measurements of back-to-back pairs in \(^{12}\text{C} \) at relative momenta around 2 fm\(^{-1} \) are strongly dominated by \( np \) (versus \( nn \) or \( pp \)) pairs. In this range and in the back-to-back

![FIG. 24 (Color online) The sum rules \( S_{\alpha\beta} \) in \(^{12}\text{C} \), corresponding to the AV18/IL7 Hamiltonian and obtained with one-body only (dashed lines) and one- and two-body (solid lines) terms in the NC.](image)

![FIG. 25 (Color online) The response functions \( R_{\alpha\beta} \) in the deuteron at \( q = 300 \text{ MeV/c} \) computed using AV18 and obtained with one-body only (dashed lines) and one- and two-body (solid lines) terms in the NC. The inset shows the tails of \( R_{\alpha\beta} \) in the \( \omega \)-region well beyond the quasi-elastic peak.](image)
configuration, the relative-momentum distribution of \( np \) pairs is an order of magnitude larger than that of \( pp \) (or \( nn \)) pairs because of tensor correlations induced by pion exchange, as discussed in Sec. [IV.D]. The enhancement in the weak response due to \( NN \) currents is dominated by \( T=0 \) pairs, much as is found in the case of the electromagnetic transverse response (Carlson et al., 2002). For \( S_{xx} \) and \( S_{xy} \), the enhancement from \( T=1 np \) pairs becomes appreciable for \( q \gtrsim 1 \text{ fm}^{-1} \), while still remaining below \( \simeq 15\% \) of that due to \( T=0 \) pairs. For \( S_{xz} \), contributions from \( T=1 np \) pairs are larger at \( q \simeq 1 \text{ fm}^{-1} \), where they are about 50\% of those due to \( T=0 \) pairs. As for \( S_{0z} \), at small momentum transfer the \( T=1 np \)-pair contributions are negative and interfere destructively with the \( T=0 \) ones.

The increase due to two-body currents is quite substantial even down to small momentum transfers. At \( q \simeq 1 \text{ fm}^{-1} \), the enhancement is about 50\% relative to the one-body values. In general, the additional contributions of the two-body currents \( \langle j_{2b} \rangle \) to the sum rules are given by a combination of interference with one-body currents \( \langle j_{1b} \rangle \), matrix elements of the type \( \langle i | j_{1b}^\dagger j_{2b}^\dagger | i \rangle + \langle i | j_{1b} j_{1b}^\dagger | i \rangle \), and contributions of the type \( \langle i | j_{2b}^\dagger j_{2b} | i \rangle \). At low momentum transfers the dominant contributions are found to be of the latter \( \langle i | j_{2b}^\dagger j_{2b} | i \rangle \) type, where the same pair is contributing in both left and right operators. One would expect the matrix element of any short-ranged two-body operator in \( T,S=0,1 np \) pairs, like the two-body weak currents under consideration here, to scale as \( R_{Ad} \). Enhancements of the response due to two-body currents could be important in astrophysical settings, where the neutrino energies typically range up to 50 MeV. A direct calculation of the \( ^{12}\text{C} \) response functions is required to determine whether the strength of the response at low \( q \) extends to the low energies kinematically accessible to astrophysical neutrinos.

At higher momentum transfers the interference between one- and two-body currents plays a more important role. The larger momentum transfer in the single-nucleon current connects the low-momentum components of the ground-state wave function directly with the high-momentum ones through the two-body current. For nearly the same Hamiltonian as is used here, there is a 10\% probability that the nucleons have momenta greater than 2 fm\(^{-1} \) implying that \( \approx 30\% \) of the wave function amplitude is in these high-momentum components (Wiringa et al., 2014). The contribution of \( np \) pairs remains dominant at high momentum transfers, and matrix elements of the type \( \langle i | [j_{1b}^\dagger j_{1b}^\dagger + j_{1b}(m)] j_{2b}^\dagger j_{2b}(m) | i \rangle + \text{c.c.} \) at short distances between nucleons \( I \) and \( m \) are critical.

In Fig. [26] for the \( S_{xx}/C_{xx} \) sum rule, the separate contributions associated with the vector (VNC) and axial-vector (ANC) parts of the NC. The ANC piece of the \( S_{xx} \) sum rule is found to have large two-body contributions (of the order of 30\% relative to the one-body). Similar results are found for the \( 0z \) and \( zz \) sum rules; the \( xy \) sum rule is nonzero because of interference between the VNC and ANC and vanishes in the limit in which only one or the other is considered. The ANC two-body contributions in the sum rules are much larger than the contributions associated with axial two-body currents in weak charge-changing transitions to specific states at low-momentum transfers, such as \( \beta \)-decays and electron- and muon-capture processes involving nuclei with mass numbers \( A=3–7 \) (Marcucci et al., 2011; Schiavilla and Wiringa, 2002), where they amount to a few \% (but are nevertheless necessary to reproduce the empirical data).

Two-body currents generate a significant enhancement of the single-nucleon neutral weak current response, even at quasi-elastic kinematics. This enhancement is driven by strongly correlated \( np \) pairs in nuclei. The presence of these correlated pairs also leads to important interference effects between the amplitudes associated with one- and two-body currents: the single-nucleon current can knock out two particles from a correlated ground state, and the resulting amplitude interferes with the amplitude induced by the action of the two-body current on this correlated ground state.

### H. Euclidean response functions

Direct calculations of \( R_{\alpha\beta} \) are difficult in systems with \( A > 2 \), and at the moment one has to rely on techniques based on integral transforms relative to the energy transfer, which eliminate the need for summing explicitly over the final states. Two such approaches have been developed: one based on the Lorentz-integral transform (LIT)
has been used extensively in the few-nucleon systems, albeit so far by including only one-body electroweak current operators. It has been reviewed recently (Leidemann and Orlandini 2013), and will not be discussed any further here. The other approach is based on the Laplace transform (Carlson and Schiavilla 1992, 1994) and leads to so-called Euclidean (or imaginary time) response functions, defined as

\[
E_{\alpha\beta}(q, \tau) = \int_0^\infty \mathrm{d}\omega \ e^{-\tau \omega} R_{\alpha\beta}(q, \omega) = \langle 0 | \hat{O}^\dagger_{\beta}(q) e^{-\tau(H-E_0)} \hat{O}_{\alpha}(q) | 0 \rangle .
\]  

(149)

The Euclidean response is essentially a statistical mechanical formulation, and hence can be evaluated with QMC methods similar to those discussed earlier. electromagnetic Euclidean response functions have been calculated for the few-nucleon systems \((A=3 \text{ and } 4)\) (Carlson et al. 2002, Carlson and Schiavilla 1992, 1994), and very recently for \(^{12}\text{C}\) (Lovato 2014). It should be realized that in a nucleus like \(^{12}\text{C}\) these are very computationally intensive calculations.

In the case of \((e, e')\) scattering the electromagnetic Euclidean response functions can be compared directly with experimental data, by simply evaluating the Laplace transforms of the measured response functions, at least for values of \(\tau\) large enough so as to make \(E_{L/T}(q, \tau)\) mostly sensitive to strength in the quasi-elastic and low-energy regions of \(R_{L/T}(q, \omega)\).

The response at \(\tau = 0\) is identical to the sum rule, and its slope at \(\tau = 0\) is governed by the energy-weighted sum rule. To more easily compare the Euclidean response to data for larger \(\tau\), we multiply by a scaling factor \(E_{\alpha\beta}(q, \tau) = \exp[q^2 \tau/(2m)] E_{\alpha\beta}(q, \tau)\). For a free nucleon initially at rest, the scaled response is a constant independent of \(\tau\), since the response is a delta function in energy for each momentum transfer \(q\). The slope and curvature of the calculated Euclidean response at low \(\tau\) indicates the strength at high energy, and the response at large \(\tau\) is related to the low-energy part of the nuclear response. The calculated responses have a higher average energy than simple PWIA-like approaches, and also have greater strength at high energy (from NN processes) and at low energy (from low-lying nuclear states).

In Figs. 27 and 28 we compare the calculations (Carlson and Schiavilla 1994) with electron scattering measurements from Bates (Dytman et al. 1988, von Reden et al. 1990) and Saclay (Zghiche et al. 1994). The longitudinal responses are given in the upper panels. The calculations for one-nucleon currents only are given by the open band, while the full calculation including one- and two-nucleon currents is given by the shaded band. The width of the bands represents the statistical errors of the Monte Carlo calculations. For the longitudinal channel the two sets of calculations nearly coincide, as the two-nucleon contributions are (small) relativistic corrections.

Note that the response is dramatically suppressed at this small \(q\) as compared to a simple PWIA calculation and also has a different energy \((\tau)\) dependence.

The overall agreement with experiment in the longitudinal channel is excellent. For the Saclay results, we also show results corresponding to the contribution of a high-energy tail to the response. The QMC results are shown as an open band (one-body currents only) and a filled band (one + two-body currents). The full calculation is in excellent agreement with the data. The results of a simple PWIA calculation of the longitudinal response are also shown for comparison.

The transverse response is shown in the lower panels. Here the difference between single-nucleon currents and one- plus two-nucleon currents is quite substantial and extends over the full range of \(\tau\). This implies a substantial enhancement of the cross section in the full energy region, including both the quasi-elastic peak and below. The full calculation is again in good agreement with experiment at both \(q = 300\) and \(400\) MeV/c.

The enhancement can in some cases be as large as 40%, somewhat larger than effects of two-nucleon currents on the squared of low energy transitions, but not dramati-
Neutron matter is not directly accessible in terrestrial experiments, and all the indirect experimental evidence related to it is based on extrapolations of measurements on heavy nuclei, and on astrophysical observations (see e.g. [Danielewicz et al. (2002)]). The role of ab-initio techniques becomes therefore crucial as a tool for testing the model Hamiltonians that can be directly fitted on experimental data for light nuclei against the constraints deriving from indirect measurements.

At low densities $\rho \leq 0.003$ fm$^{-3}$ properties of neutron matter are very similar to ultra-cold Fermi gases that have been extensively studied in experiments. In this regime, the interaction is mainly s-wave, and the system strongly paired. The nuclear interaction can be simplified, the standard DMC method for central potentials can be used, and very accurate results for the energy and the pairing gap obtained ([Carlson et al. 2012, Gezerlis and Carlson 2008, 2010]). Other results obtained using AFDMC with the full nuclear Hamiltonian are qualitatively similar ([Gandolfi et al. 2008a, 2009a]). At higher densities, the contribution of higher partial waves becomes important, and the complete nuclear Hamiltonian has to be used to calculate the EoS.

Argonne and other modern interactions are very well suited to study dense matter. The NN scattering data are described well with AV18 in a very wide range of laboratory energies, and this gives an idea to their validity to study dense matter. A laboratory energy of 350 MeV (600 MeV) corresponds to a Fermi momentum $k_F \approx$400 MeV (530 MeV) and to a neutron density $2\rho_0$ (4$\rho_0$). This is not the case of softer potentials fitted to very low energy scattering data. The AV18 and AV8′ two-body interactions combined with the UIX three-body force have been extensively employed to calculate the properties of neutron matter and its consequences for neutron star structure (see for example [Akmal et al. (1998)]). In the past, several attempts to use Illinois three-body forces were made, but they provided unexpected overbinding of neutron matter at large densities ([Sarsa et al. 2003]), and will not be discussed any further.

The EoS of pure neutron matter has been calculated using the AFDMC method. By imposing periodic boundary conditions it is possible to simulate an infinite system
by using a finite number of particles. However, the energy and other physical quantities are affected by the spacial cut-off that are required to make the wave function compatible with periodic boundary conditions. The effect of cutting the potential energy at the edge of the simulation box is made milder by summing the contributions due to periodic images of the nucleons included in a given number of shells of neighboring image simulation cells. finite size corrections to the kinetic energy already appear in the Fermi gas. In order to have a wave function that describes a system with zero total momentum and zero angular momentum, it is necessary to fill up a shell characterized by the modulus of the single particle momentum. This fact determines a set of magic numbers, which are commonly employed in simulations of periodic systems. The kinetic energy corresponding to each magic number is a non-regular and non-monotonic function of the number of Fermions (Ceperley et al., 1977). This fact suggests that for an interacting system it is necessary to proceed with an accurate determination of the closed shell energies in order to minimize the discrepancy with the infinite system limit. To this end, the effect of using different number of neutrons was carefully studied by means of the Periodic Box Fermi hypernetted chain (FHNC) method (Fantoni and Schmidt, 2001). This study showed that the particular choice of 33 Fermions (for each spin state) is the closest to the thermodynamic limit. Another strategy for allowing an accurate extrapolation consists of using the Twisted Averaged Boundary Conditions. The method, described in Lin et al. (2001) is based on randomly drift the center of the Fermi sphere, which adds a phase to the plane waves used in the Slater determinant, in order to add contributions from wave vectors other than those strictly compatible with the simulation box. This procedure smooths the behavior of the energy as a function of \( N \), giving the possibility of better determining the \( N \rightarrow \infty \) limit (Gandolfi et al., 2009b).

In Fig. 29 the EoS of neutron matter computed by a simulation with \( N = 66 \) is presented. In order to check the consistency of the results given by AFDMC, a simulation was performed using only \( N = 14 \) neutrons and by imposing the same boundary conditions to the interaction as in the GPMC calculation (Carlson 2003 Carlson et al. 2003b). The comparison shows that the two methods are in good agreement (Gandolfi et al. 2009a). Particular care was taken in studying the effect of finite-size effects by repeating each simulation using a different number of neutrons and using Twisted Averaged Boundary Conditions. The repulsive nature of the three-neutron interaction is clear from the figure, where the EoS obtained with and without UIX is shown.

The AFDMC results are conveniently fitted using the functional form

\[
E(\rho_n) = a \left( \frac{\rho_n}{\rho_0} \right)^\alpha + b \left( \frac{\rho_n}{\rho_0} \right)^\beta,
\]

where \( E \) is the energy per neutron (in MeV) as a function of the density \( \rho_n \) (in \( \text{fm}^{-3} \)). The parameters of the fit for both AV8’ and the full AV8’+UIX Hamiltonian are reported in table VI.

![Fig. 29 The EoS of neutron matter as a function of the density, obtained using the AV8’ NN interaction alone (lower red symbols/line), and combined with the UIX 3N force (Gandolfi et al., 2014a).](image)

**TABLE VI** The parameters of Eq. (150) fitting the equation of state computed with the full AV8’+UIX Hamiltonian and with the NN interaction only (AV8’). The parametrization of selected EoSs shown in Fig. 31 are also included. For each EoS, the corresponding \( E_{\text{sym}} \) and slope \( L \) are indicated.

| 3N force | \( E_{\text{sym}} \) (MeV) | \( L \) (MeV) | \( a \) | \( \alpha \) | \( b \) | \( \beta \) |
|----------|----------------|-------------|-----|-----|-----|-----|
| none     | 30.5 | 31.3 | 12.7 | 0.49 | 1.78 | 2.26 |
| \( \chi \)EFT | \( V_{\chi}^{\mu} + V_{\mu}^R \) | 32.1 | 40.8 | 12.7 | 0.48 | 3.45 | 2.12 |
| \( \chi \)EFT | \( V_{\chi}^{\mu} + V_{\mu}^{300} \) | 32.0 | 40.6 | 12.8 | 0.488 | 3.19 | 2.20 |
| \( \chi \)EFT | \( V_{\tau} + V_{\mu} \) | 32.0 | 44.0 | 13.0 | 0.49 | 3.21 | 2.47 |
| \( \chi \)EFT | \( V_{\tau}^{300} + V_{\mu}^{150} \) | 33.7 | 51.5 | 12.6 | 0.475 | 5.15 | 2.12 |
| \( \chi \)EFT | \( V_{\tau} + V_{\mu} \) | 33.8 | 56.2 | 13.0 | 0.50 | 4.71 | 2.49 |
| UIX      | 35.1 | 63.6 | 13.4 | 0.514 | 5.62 | 2.436 |

The EoS of neutron matter up to \( \rho_0 \) has been recently calculated with nuclear two-body local interactions derived within the chiral effective field theory. The AFDMC calculations for the \( \chi \)EFT interaction at LO, NLO, and N\(^2\)LO orders are shown in Fig. 30. At each order in the chiral expansion, it is important to address the systematic uncertainties entering through the regulators used to renormalize short-range correlations; see Gezerlis et al. (2014) for more comprehensive details. In the figure, the EoS obtained using cutoffs of \( R_0=1.0 \) fm and 1.2 fm are indicated. The figure shows that the results are converging in the chiral expansion, i.e. the energy per neutron at N\(^2\)LO is quite similar to NLO. The three-
part that has been explored is the short-range term. This term is purely phenomenological and it is mainly responsible for providing the correlations at high densities. The expectation value of the $2\pi$-exchange Fujita-Miyazawa operator in neutron matter is small compared to $V_R$, and this limits almost the whole effect of UIX to the short-range term \cite{Gandolfi:2012}.

From the experimental side, the EoS of neutron matter cannot be measured, but strong efforts have been made to measure the isospin-symmetry energy, see the review by Tews et al. \cite{Tews:2012}. By assuming a quadratic dependence of the isospin-asymmetry $\delta = (\rho_n - \rho_p)/(\rho_n + \rho_p)$, the symmetry energy can be interpreted as the difference between pure neutron matter ($\delta = 1$) and symmetric nuclear matter ($\delta = 0$)

$$E_{\text{sym}}(\rho) = E_{\text{PNM}}(\rho) - E_{\text{SNM}}(\rho); \quad (151)$$

the total energy of nuclear matter will take the form

$$E(\rho, \delta) = E_{\text{SNM}} + E_{\text{sym}}(\rho)\delta^2. \quad (152)$$

Several experiments aim to measure the symmetry energy $E_{\text{sym}}$ at the empirical saturation density $\rho_0=0.16$ fm$^{-3}$, and the parameter $L$ related to its first derivative. Around $\rho_0$ the symmetry energy can be expanded as

$$E_{\text{sym}}(\rho) = E_{\text{sym}} + \frac{L}{3} \frac{\rho - \rho_0}{\rho_0} + \cdots. \quad (153)$$

The present experimental constraints to $E_{\text{sym}}$ have been used to study the sensitivity of the EoS of neutron matter to the particular choice of the $3N$ force. The assumptions are that the empirical energy of nuclear matter at saturation is $E_{\text{SNM}}(\rho_0) = -16$ MeV, and through Eq. (151) there is a consequent range of the energy of neutron matter at saturation, $E_{\text{PNM}}(\rho_0)$. By following Tsang et al. \cite{Tsang:2009} the symmetry energy is expected to be in the range $32 \pm 2$ MeV, corresponding to the neutron matter energy $E_{\text{PNM}}(\rho_0) = 16 \pm 2$ MeV. Other papers report a wider range of values of $E_{\text{sym}}$; see for example Chen et al. \cite{Chen:2010}.

Following Pieper et al. \cite{Pieper:2001}, different parametrizations of $A_{2\pi}^{PW}$, $A_{2\pi}^{SW}$ and $A_{3\pi}$ have been considered. Starting with the original strengths of these parameters, the constant $A_R$ has been adjusted in order to reproduce a particular value of $E_{\text{PNM}}(\rho_0)$ and give a corresponding symmetry energy. We show the various EoS computed using different models of $3N$ interactions in Fig. 31 compared to the AV8' $NN$ force alone and with the original UIX $3N$ force. The blue and green bands in the figure show the EoS with a symmetry energy corresponding to 33.7 and 32 MeV, respectively. Each band covers the various results obtained using different three-neutron forces adjusted to have the same $E_{\text{sym}}$. The parameters fitting the higher and the lower EoS for each band are reported in Table VII. It is interesting to note that the bands are
FIG. 31 The energy per particle of neutron matter for different values of the nuclear symmetry energy \(E_{\text{sym}}\). For each value of \(E_{\text{sym}}\) the corresponding band shows the effect of different spatial and spin structures of the three-neutron interaction. The red and black line show the same result of Fig. 29 where just the two-body alone and with the original U1X three-body forces has been used. The inset shows the linear correlation between \(E_{\text{sym}}\) and its density derivative \(L\).

tiny around \(\rho_0\), and the uncertainty grows at larger densities. The two bands show the sensitivity of the EoS to the three-neutron force.

The EoSs are used to determine the value of \(L\) as a function of \(E_{\text{sym}}\) to Eq. (153), and the result is shown in the inset of Fig. 31. As expected, the uncertainty in \(L\) is very small, producing a very accurate prediction of \(L\) as a function of \(E_{\text{sym}}\) (Gandolfi et al., 2012). These results generally agree with experimental constraints (see Tsang et al., 2012 and Lattimer and Lim, 2013), and with constraints from neutron stars (Steiner and Gandolfi, 2012), as discussed in the next section. Future experiments with the aim to measure simultaneously \(E_{\text{sym}}\) and \(L\) will provide a strong test of the assumed model. Two important aspects could be missing in this model: the relativistic effects and the contribution of higher-order many-body forces. However in the regime of densities considered, these effects can probably be neglected. First, the relativistic effects have been previously studied in Akmal et al. (1998), where it has been shown that the density dependence of such effects has roughly the same behavior as the short-range part of the three-body force, i.e., that they can be incorporated in its short-range part. The four-body force contributions are suppressed relative to the three-body force for densities up to 2-3\(\rho_0\). This assumption can be justified at nuclear density by the high precision fits to light-nuclei obtained with only three-body forces (Epelbaum et al., 2009).

2. Neutron star structure

While real neutron stars are very complicated objects, their main global properties can usually be well-approximated by considering simple idealized models consisting of a perfect fluid in hydrostatic equilibrium. If rotation can be neglected to a first approximation (as is the case for the spin rates of most currently-known pulsars) then the model can be taken to be spherical and its structure obtained by solving the Tolman-Oppenheimer-Volkoff (TOV) equations, enabling one to calculate, for example, the stellar mass as a function of radius or of central density. Using the energy density \(\epsilon(\rho)\) defined as

\[
\epsilon(\rho) = \rho |E(\rho) + m_n|, \tag{154}
\]

where \(m_n\) is the mass of neutron, and the pressure \(P(\rho)\) at zero temperature given by

\[
P(\rho) = \rho^2 \frac{\partial E(\rho)}{\partial \rho}, \tag{155}
\]

the structure of an idealized spherically-symmetric neutron star model can be calculated by integrating the Tolman-Oppenheimer-Volkoff (TOV) equations:

\[
\frac{dP}{dr} = - \frac{G[m(r) + 4\pi r^3 P(c^2)](\epsilon + P/c^2)}{r[1 - 2Gm(r)/c^2]}, \tag{156}
\]

\[
\frac{dm(r)}{dr} = 4\pi r^2, \tag{157}
\]

where \(m(r)\) is the gravitational mass enclosed within a radius \(r\), and \(G\) is the gravitational constant. The solution of the TOV equations for a given central density gives the profiles of \(\rho\), \(\epsilon\) and \(P\) as functions of radius \(r\), and also the total radius \(R\) and mass \(M = m(R)\), with \(R\) defined as the distance where the pressure \(P\) drops to zero. A sequence of models can be generated by specifying a succession of values for the central density. In Fig. 32 the mass \(M\) (measured in solar masses \(M_\odot\)) as a function of the radius \(R\) (measured in km) is showed, as obtained from AFDMC calculations using different prescriptions for the EoS presented in the previous sections.

It is interesting to make a comparison between these results so as to see the changes caused by introduction of the various different features in the Hamiltonian. An objective of this type of work is to attempt to constrain microphysical models for neutron-star matter by making comparison with astronomical observations. This has become possible in the last few years, as discussed for example in Steiner et al. (2010), Ozel et al. (2010), Steiner and Gandolfi (2012) and Steiner et al. (2014). Further progress is anticipated within the next few years if gravitational waves from neutron star mergers can be detected. The most recently observed maximum neutron star masses are 1.97(2) \(M_\odot\) (Demorest et al., 2010) and 2.01(4) \(M_\odot\) (Antoniadis et al., 2013). These observations put the most severe constraints on the EoS, although the precise hadronic composition is still undetermined.
B. Neutron drops

Self-aggregate drops made up of only neutrons do not exist in nature. However, a system of $N$ neutrons confined in an external well (a neutron drop) is interesting to study because it provides quantitative information that is relevant in several subfields. While the EoS of pure neutron matter has been extensively studied, relatively little effort has been made to study inhomogeneous neutron matter, which is present, for instance, in the inner crust of neutron stars (Brown and Cumming, 2009; Ravenhall et al., 1983; Shternin et al., 2007). A study of neutron drops can provide information that addresses the effects of such inhomogeneity, as well as the properties of neutron-rich nuclei that can be measured in terrestrial experiments. A very simplified picture of a neutron-rich isotope consists of incorporating the effect of core made of protons and neutrons in the external well. It is then possible to perform QMC calculation for the valence neutrons only. Different choices of the external well provided accurate results in reproducing the binding energies of oxygen isotopes (Chang et al., 2004; Gandolfi et al., 2006) and calcium isotopes (Gandolfi et al., 2008b).

The ab-initio calculation of neutron drop properties is also very useful to benchmark and constrain energy density functionals. In fact simulations of both the crust of neutron stars and of large neutron-rich nuclei employ nuclear energy density functionals fitted to properties of (mostly symmetric) nuclei. However, such functionals typically fail in describing neutron-rich nuclei with large isospin asymmetry, or neutron stars. In particular, density functionals based on Skyrme forces have proved to be extremely successful in describing many nuclei, but involve large extrapolations to reach inhomogeneous neutron matter. The calculation of neutron drops has been used to test these extrapolations (Gandolfi et al., 2011; Maris et al., 2013).

Microscopic computations of the EoS of homogeneous neutron matter have often been included as constraints to density functional theories, e.g. (Chabanat et al., 1997, 1998). Neutron drops provide new constraints for such fits. For example, it has been found that once the bulk terms are fixed from neutron matter, the closed shells of neutrons are primarily sensitive to the gradient terms in the density functional. A Skyrme term dependent on the gradient of the neutron density has a relatively small effect in symmetric nuclei, so it is weakly constrained. In addition, the energy of nuclei in closed-shell configurations have small contributions from spin-orbit and pairing terms. On the other hand, ground- and excited-states of a single off-shell neutron, or of a single neutron hole, are a sensitive probe of the spin-orbit interaction. These terms are important to the energies of open-shell neutron-rich nuclei.

Early QMC calculations of very small neutron drops ($N = 6,7,8$) already indicated a substantial difference from results using traditional Skyrme models, which overbind the drops and yield a too-large spin-orbit splitting (Pederiva et al., 2004; Pudliner et al., 1996b; Smerzi et al., 1997). However these calculations did not systematically cover a wide range of neutron numbers and confinement potentials.

Both GFMC and AFDMC have been used to provide ab-initio results for neutron drops. The AV8’+UIX Hamiltonian, which produces an EoS consistent with known neutron star masses (see the previous section), and which was used in constraining several modern Skyrme models, was used (Gandolfi et al., 2011; Maris et al., 2013). Several forms of the external well were considered. The harmonic oscillator well (HO) is well suited as the frequency can be easily adjusted to tune the average density of neutrons, and some calculations used a Wood-Saxon well. For a given Hamiltonian, the agreement between GFMC and AFDMC is very satisfactory. Results agree very well for the 10 MeV HO interaction, while for $\hbar \omega = 5$ MeV, the AFDMC results are slightly higher than the GFMC ones; the maximum difference is 3%, and more typically results are within 1%. The bigger difference for the low-density drops produced by the 5-MeV well presumably arises because the importance function used in AFDMC does not include pairing, as opposed to the one used in GFMC.

Figure 33 shows ab-initio calculations and the results given by different Skyrme functionals using HO external wells with two different frequencies, while Fig. 34 shows results obtained using a Wood-Saxon well. In both cases conventional Skyrme models overbind the drops.

Since the Skyrme functionals were been fitted to the neutron matter EoS, the overbinding might be explained...
by the contributions given by the gradient term. As is evident from Fig. 33 closed shells are still found at \( N = 8, 20, \) and 40 neutrons in the HO wells. These closed-shell states are almost exclusively sensitive to the neutron matter EoS and the isovector gradient terms, while the contributions from pairing and spin-orbit terms are very small. Hence, for given parameters of the bulk part of the functional, they are direct probes of the isovector gradient term. Instead, by examining drops with neutron numbers that differ slightly from closed shells, one can constrain the spin-orbit interaction. For example, systems with one more or one fewer neutron than a closed shell, like \( N = 7 \) and 9, are pretty sensitive to the spin-orbit interaction, but obviously, no contribution comes from pairing terms. It has been found that a smaller isovector coupling, approximately 1/6 of the isoscalar coupling, reproduces rather accurately the ab-initio calculations for these drops. Results for half-filled-shell drops (e.g. \( N = 14 \) or 30) and odd-even staggerings are sensitive to the pairing interactions as well as the spin-orbit force. Fixing the spin-orbit strength from near closed-shell drops, the pairing strength can be adjusted to fit the calculated spectra.

Adjusting these three parameters as described in Gandolfi et al. (2011) in the density functional improves the agreement for all external fields and particle numbers considered. This is shown by the upper solid curves (SLY4-adj) in Fig. 33 and in Fig. 34.

The QMC calculations can be used to compare the predictions given by other methods. For example, in Fig. 35 the AFDMC results obtained using different Hamiltonians (indicated in the legend) are compared to the no core full configuration results obtained using the JISP16 interaction (Maris et al., 2013). In a similar fashion, the AFDMC results have been used to test the energy predicted from new Skyrme parametrizations, i.e. UNEDF0, UNEDF1 and UNEDF2 (Kortelainen et al., 2014). Those results are shown in Fig. 36.

The rms radii and density distributions of neutron drops are also useful checks of the density functionals. GFMC accurately computes these quantities. In Fig. 37 the radii computed using GFMC for different drops are compared to those computed using the original SLY4 Skyrme and the adjusted SLY4-adj for the two HO wells.
considered. Comparisons of the densities for \( N = 8 \) and 14 in the HO wells are shown in Fig. 38. These two systems provide benchmarks of a closed-shell drop and of a half-filled-shell respectively. The adjusted-SLY4 gives much better evaluations of these observables than those obtained using the original SLY4 functional.

VII. CONCLUSIONS AND FUTURE DIRECTIONS

Quantum Monte Carlo methods have proved to be extremely valuable for studying the structure and reactions of nuclei and nucleonic matter starting from realistic nuclear interactions and currents. QMC methods can simultaneously treat diverse phenomena across a range of momentum scales including strong tensor correlations at short distances and the associated electroweak responses, strong superfluid pairing and clustering in light nuclei, and superfluidity and the dense neutron matter equation of state. Across this range from the lightest nuclei to neutron matter the same nuclear models of interactions and currents. These models have been directly obtained from nucleon-nucleon scattering data and properties of the very lightest nuclei.

QMC methods and accurate interaction and current models provide quantitative predictions for spectra, magnetic moments, transition moments, form factors, asymptotic normalization constants, and other low-momentum properties of nuclei up to \( A=12 \). The wide range of energies (up to 300 MeV lab) covered by these interactions also allow one to study the electroweak response at rather large momentum transfers, and to study the neutron matter equation of state up to the regime where the Fermi momentum is \( \sim 2.5 \text{ fm}^{-1} \), a regime that controls the radius and much of the structure of neutron stars.

Progress has been due to a concerted effort of physicists studying nuclear interactions and currents, novel Quantum Monte Carlo methods, and computer scientists and applied mathematicians enabling efficient computations on the largest available computers [Bogner et al., 2013]. The dramatic advances in computer architecture, and the fairly wide availability of these machines, have also been key.

Many challenges remain, including the study of heavier neutron-rich nuclei, low-energy nuclear reactions, and the electroweak response of heavier nuclei and matter across a wide range of neutron fraction. QMC methods, as well as other methods including coupled-cluster techniques, are just now being used to attack these problems. The AFDMC technique should allow much heavier systems, both nuclei and asymmetric matter, to be accurately studied.

These new capabilities also allow us to use nuclei as a probe of fundamental physics, including the unitarity of the CKM matrix studied in superallowed beta decay, studies of neutrino properties in accelerator neutrino experiments and neutrinoless double beta decay, and measurements of hadronic parity violation in nuclear reactions. The reliability and dynamic range of these models are extremely important in extrapolating to new regimes, particularly the neutron-rich matter found in supernovae and neutron stars. We look forward to dramatic advances in theory and simulation, and also in experiments and observation, to usher in a bright future for nuclear physics and its connections to quantum few- and many-body theory, astrophysics, neutrino physics, and physics beyond the Standard Model.
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