The ghost stairs stabilize to sharp symplectic embedding obstructions
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Abstract

In determining when a four-dimensional ellipsoid can be symplectically embedded into a ball, McDuff and Schlenk found an infinite sequence of ‘ghost’ obstructions that generate an infinite ‘ghost staircase’ determined by the even index Fibonacci numbers. The ghost obstructions are not visible for the four-dimensional embedding problem because strictly stronger obstructions also exist. We show that in contrast, the embedding constraints associated to the ghost obstructions are sharp for the stabilized problem; moreover, the corresponding optimal embeddings are given by symplectic folding.

The proof introduces several techniques of independent interest, namely: (i) new applications of ideas from embedded contact homology (ECH) in the context of nodal curves, (ii) an improved version of the index inequality familiar from the theory of embedded contact homology, (iii) new applications of relative intersection theory in the context of neck stretching analysis, (iv) a new approach to estimating the ECH grading of multiply covered elliptic orbits in terms of areas and continued fractions, and (v) a new technique for understanding the ECH of ellipsoids by constructing explicit bijections between certain sets of lattice points.

1. Introduction

1.1. Background

Let \((M_1, \omega_1), (M_2, \omega_2)\) be symplectic manifolds. A symplectic embedding

\[(M_1, \omega_1) \hookrightarrow (M_2, \omega_2)\]

is a smooth embedding \(\Psi : M_1 \to M_2\) such that \(\Psi^* \omega_2 = \omega_1\). When \(\dim(M_1) \geq \dim(M_2) + 4\), or when \(\dim(M_1) \geq \dim(M_2) + 2\) and \(M_1\) is open, then by Gromov’s \(h\)-principle there are symplectic embeddings \(C^0\)-close to any smooth embedding. When neither of these conditions hold, however, the question of whether or not a symplectic embedding exists is of a different nature, and in all known cases is closely connected to questions about moduli spaces of
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pseudoholomorphic curves. At the moment, even deciding when one symplectic ellipsoid
\[ E(a_1, \ldots, a_n) = \left\{ \pi \left( \frac{|z_1|^2}{a_1} + \cdots + \frac{|z_n|^2}{a_n} \right) < 1 \right\} \subset \mathbb{C}^n, \]
can be embedded into another is largely open.

The current work is concerned with the computation of the function
\[ c_k(x) = \inf\{ \mu \mid E(1, x) \times \mathbb{C}^{k-\mu} \rightarrow B^4(\mu) \times \mathbb{C}^k \}, \]
where \( B^4(\mu) = E(\mu, \mu) \) is the 4-ball of capacity \( \mu \). This is the stabilized version of the function \( c_0(a) \), which was fully computed by McDuff and Schlenk in [21]. In dimension 4, there are strong obstructions to the existence of symplectic embeddings coming from embedded contact homology (ECH), and powerful constructions using the symplectic inflation method. These methods currently have no analogue in higher dimensions, however, so computing \( c_k(x) \) requires new insights.

To state our main theorem, let
\[ h_* := (1, 3, 8, 21, 55, \ldots), \quad \bullet \geq 1 \] (1.1.1)
denote the even index Fibonacci numbers, and for \( n \geq 0 \), define \( b_n = \frac{h_{2n+3}}{h_{2n+1}} \). We show:

**Theorem 1.1.1.** \( c_k(b_n) = \frac{3b_n}{b_n + 1} = \frac{h_{2n+3}}{h_{2n+2}} \) for all \( k \geq 1 \) and \( n \geq 0 \).

So, for example, \( c_8(8) = \frac{8}{3} \), and \( c_8(\frac{55}{8}) = \frac{55}{21} \). Note that the identity \( \frac{3b_n}{b_{n+1}} = \frac{h_{2n+3}}{h_{2n+2}} \) holds because \( 3h_{2n+2} = h_{2n+1} + h_{2n+3} \). Further, the \( b_n \) decrease with \( n \) and tend to \( \tau^4 \), where \( \tau := 1 + \sqrt{5} \) is the Golden Ratio.

To place Theorem 1.1.1 in context, recall that Cristofaro-Gardiner and Hind showed in [2] that \( c_k(x) = c_0(x) \) for \( 1 \leq x \leq \tau^4 \) by showing that the optimal four-dimensional embedding obstructions coming from ECH persist under stabilization. Theorem 1.1.1 asserts a different kind of phenomenon. The graph of \( c_0(x) \) for \( 1 \leq x \leq \tau^4 \) is an infinite staircase determined by the odd index Fibonacci numbers. McDuff and Schlenk found another staircase of ‘ghost’ obstructions in the region \( \tau^4 \leq x \leq 7 \), determined by the even index Fibonacci numbers. These obstructions have a mysterious role in [21]; they are weaker than the volume constraint, so are not sharp and hence were called ghost stairs in [21]. Our main theorem shows that, in contrast, the ghost obstructions are sharp in the stabilized case. In general, determining which special four-dimensional features have higher dimensional analogues is a central question in symplectic geometry. Other constructions embedding higher dimensional ellipsoids, which are sometimes optimal, can be found in [1].

More context is given by the following remark.

**Remark 1.1.2.** \( \bullet \) In [21], the embedding function \( c_0(x) \) exhibits qualitatively varied behavior for three different ranges of \( x \). For \( 1 \leq x \leq \tau^4 \), \( c_0(x) \) has a delicate arithmetic structure, forming an infinite staircase determined by the odd index Fibonacci numbers and with corners on the graph of the function \( \frac{3x}{1+x} \). In contrast, for \( x \geq \left( \frac{17}{8} \right)^2 \), \( c_0(x) = \sqrt{x} \), so that all symplectic obstructions to the embedding problem vanish except for the volume obstruction in this range; for \( \tau^4 < x < \left( \frac{17}{8} \right)^2 \), \( c_0 \) is mostly given by the volume obstruction, except on sixteen intervals on which it is linear. It is natural to ask whether or not \( c_k(x) \) has a similar form. As we explain in more detail below, the methods developed in [2] cannot work to compute \( c_k(x) \) for \( x > \tau^4 \) without significant modification because of complications involving nodal curves. One can try to get around this by gluing cylinders to existing curves, but this seems to work only in very special cases, for example for \( x \) an integer of the form \( 3k - 1 \) and for other sporadic values of
The approach we take here instead develops new machinery for finding nodal curves in order to give considerable information about \(c_k(x)\) for \(x\) close to \(\tau^4\). In the case \(1 \leq x \leq \tau^4\) (where the desired obstructions are embedded), the methods we introduce here can still be used, and give a new proof of the computation of \(c_k(x)\) from [2], see Remark 3.1.8(ii).

We expect that these methods can be used for other values of \(x\) as well.

- The complicated structure for \(c_0(x)\) described above can be fully recovered from the sequence \(\mathcal{N}(a, b) = (\mathcal{N}(a, b)_{\ell})_{\ell \geq 0}^\infty\) where \(\mathcal{N}(a, b)_{\ell}\) is the \((\ell + 1)^{\text{st}}\) smallest value in the matrix \((ma + nb)_{(m,n)\in\mathbb{Z}_{\geq 0}\times\mathbb{Z}_{\geq 0}}\). Specifically, McDuff has shown [18] that

\[
E(a, b) \xrightarrow{\tau} E(c, d) \iff \mathcal{N}(a, b)_\ell \leq \mathcal{N}(c, d)_\ell, \quad \forall \ell \geq 0,
\]

verifying a conjecture of Hofer. A natural question is whether or not \(c_k(x)\) can be recovered from a similar combinatorial rule. The terms in \(\mathcal{N}(a, b)\), called the ECH spectrum, all have a geometric significance because they measure the symplectic action of Reeb orbit sets on the boundary of \(E(a, b)\), and are naturally recovered from ECH. Finding a similar rule governing \(c_k(x)\) could suggest new Floer-theoretic structures in higher dimensions. In this regard, the obstructions that we produce here are genus 0 punctured holomorphic curves, and so should be related to rational Symplectic Field Theory.

- There is an obvious analogue of \(\mathcal{N}(a, b)\) for more arguments, and a natural guess for a combinatorial rule governing the higher dimensional ellipsoid embedding problem would be that

\[
E(a_1, \ldots, a_n) \xrightarrow{\tau} E(b_1, \ldots, b_n) \iff \mathcal{N}(a_1, \ldots, a_n)_\ell \leq \mathcal{N}(b_1, \ldots, b_n)_\ell, \quad \forall \ell \geq 0.
\]

By [6], this is known to be incorrect. Our work (which is the case where \(a_3 = b_3 = \cdots = a_n = b_n = \infty, \text{ and } b_1 = b_2\)) does suggest an intriguing connection with the \(\mathcal{N}(a, b, \infty, \ldots, \infty)\) sequence, however. By Pick’s Theorem, the first order asymptotics of \(\mathcal{N}(a, b, \infty, \ldots, \infty) = \mathcal{N}(a, b)\) recover the volume obstruction, that is, \((\mathcal{N}(a, b)_{\ell})^2 \approx ab \cdot \ell\). We show in Remark 3.2.5(iii) that the function \(\frac{3x}{x+1}\) is the obstruction coming from the second order asymptotics. Thus, when we stabilize, volume is no longer an obstruction, and Theorem 1.1.1 implies that the second order asymptotics of the ECH spectrum sometimes dominate. This is potentially useful in finding an appropriate combinatorial rule in higher dimensions.

- We know that for all \(x\)

\[
c_k(x) \leq \frac{3x}{x + 1}\tag{1.1.3}
\]

because of an explicit ‘symplectic folding’ construction discovered by Hind [8]. Thus, the optimal embeddings in Theorem 1.1.1 can essentially be made explicit\(^\dagger\). As we explain below, the function \(\frac{3x}{x+1}\) is also naturally related to the Fredholm index of degree \(d\) genus 0 curves with one negative puncture. It is an interesting question whether or not \(c_k(x) = \frac{3x}{x+1}\) for all \(x > \tau^4\).

1.2. Methods and relationship with embedded contact homology

In view of the upper bound in (1.1.3), Theorem 1.1.1 will follow if we can establish a suitable lower bound for \(c_k(x)\) at the given values of \(x\). In other words, we must find embedding obstructions for these \(x\). As in \([2, 9]\) this is accomplished by a two-step process:

- **existence**: first, we find suitable \(J\)-holomorphic curves that obstruct the existence of a four-dimensional embedding \(E(1, x) \xrightarrow{\tau} B^4(\mu)\) where \(\mu < \frac{3x}{x+1}\), and

\[\dagger\] Actually the construction in [8] only applies to compact subsets of the stabilized ellipsoid. To embed the whole product we are appealing to [23].
stabilization: second, we show that these obstructions persist for stabilized embeddings

\[ E(1, x) \times \mathbb{C}^k \overset{\pi}{\rightarrow} B^4(\mu) \times \mathbb{C}^k. \]

Although we are interested here in calculating \( c_k(x) \) for the rational numbers \( b_n \), it is convenient to increase \( b_n \) slightly to \( x = b_n + \varepsilon = \frac{p}{q} + \varepsilon \), where \( \varepsilon > 0 \) is very small and irrational, so that there are only two periodic orbits on the boundary of the ellipsoid. In four dimensions it is also often convenient to compactify \( B^4(\mu) \) to \( \mathbb{CP}^2(\mu) \) by adding the line at infinity\(^1\).

Thus, for the first step we consider the negative completion \( \overline{X} := \overline{X}_{\mu, x} \) of \( \mathbb{CP}^2(\mu) \setminus \text{im} \Phi \), where

\[ \Phi : E(1, x) \overset{\pi}{\rightarrow} \mathbb{CP}^2(\mu) \]  

is a symplectic embedding for some \( \mu \), and look for \( J \)-holomorphic curves\(^2\)\( C \) in \( \overline{X} \) of degree \( d \) that are negatively asymptotic to the short orbit \( \beta_1 \) on \( \Phi(\partial E(1, x)) \) with some multiplicity \( m \).

If such a curve exists for generic \( J \) and all sufficiently small \( \varepsilon > 0 \), then the fact that it must have positive symplectic area gives the inequality

\[ \mu > \frac{m}{d}. \]  

To conclude that (1.2.2) holds for the stabilized problem, we then have to guarantee that these curves do not disappear under stabilization.

This second stabilization step is accomplished by a slight generalization of the method from [2, 9], which we now explain. It will be convenient to denote by

\[ \mathcal{M}(\overline{X}_{\mu, x}, dL, s, \{(\beta_1, m_1), (\beta_2, m_2)\}) \]

the moduli space of genus 0 \( J \)-holomorphic curves with degree \( d \) and \( s \) negative ends, that cover the short orbit \( \beta_1 \) a total of \( m_1 \) times and the longer orbit \( \beta_2 \) a total of \( m_2 \) times. Here we assume that \( x = \frac{p}{q} + \varepsilon \) as above. It turns out (see (2.2.29)) that if \( C \) has just one negative end of multiplicity \( m_1 = m \) then its Fredholm index is

\[ \text{ind}(C) = 2 \left( 3d - m - \left\lceil \frac{m}{2} \right\rceil \right). \]  

Hence, if \( \text{ind}(C) = 0 \), we have \( 3d > m + \frac{m}{2} \). If we now let \( \varepsilon \to 0 \), we obtain \( 3d > m + \frac{mq}{p} \), with equality exactly if \( p|m \), since gcd\((p, q) = 1 \) by hypothesis. Thus

\[ \frac{m}{d} \leq \frac{3p}{p + q} = \frac{3b}{b + 1}, \]

with equality exactly if \( p|m \). In other words, the obstruction given by (1.2.2) for index 0 curves with genus 0 and one negative end is never stronger than the folding bound, so that such curves could potentially persist for the stabilized embedding. Our main stabilization result proves this when \( m = p \). (See Remark 3.6.5 for some generalizations.)

**Proposition 1.2.1.** Let \( x := b + \varepsilon \), where \( b = \frac{p}{q} \) with gcd\((p, q) = 1 \) and \( \varepsilon > 0 \) irrational and very small, and fix \( \mu > 0 \). Suppose that for all sufficiently small \( \varepsilon > 0 \) and generic admissible \( J \) there is a genus 0 curve \( C \) in \( \overline{X}_{\mu, x} \) with degree \( d \), Fredholm index 0, and one negative end on \((\beta_1, p)\), where gcd\((d, p) = 1 \). Then, \( 3d = p + q \), and for all \( k \geq 0 \), we have \( c_k(b) \geq \frac{b}{k} = \frac{3b}{b + 1} \).

The proof is given in §3.6: see Proposition 3.6.1. The main point is that if \( C \) has genus 0, Fredholm index zero, and one negative end, then its Fredholm index remains zero under
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\(^1\)In fact if the domain is an ellipsoid the two embedding problems are equivalent: see [19]. Here \( \mathbb{CP}^2(\mu) \) denotes \( \mathbb{CP}^2 \) with symplectic form \( \omega \) scaled so that \( \omega \) takes the value \( \mu \) on the line \( L \).

\(^2\)Here we assume that \( J \) is admissible, that is, adapted to the negative end of \( \overline{X} \): see §2 for more details.
stabilization. Moreover the arguments in [2] guarantee that its contribution to the count of curves in the stabilization cannot be cancelled by some other curve even when one varies \( \mu \) and the almost complex structure.

We end with some comments on the proof of the first, ‘existence’ step. In [2], the authors show that when \( x = \frac{g_n + 2}{g_n} < \tau^4 \) (where \( g_n \) is the \( n \)th term in the sequence of odd index Fibonacci numbers) the embedding obstruction coming from ‘embedded contact homology’ (ECH) is carried by a curve with genus 0 and one negative end as above. However, for \( x = b_n > \tau^4 \), it cannot be the case that the obstruction coming from ECH stabilizes. Indeed, [3] shows that embedded contact homology always at least recovers the volume obstruction \( c_0(x) \geq \sqrt{x} \), which as already mentioned is strictly above \( \frac{3x}{x+1} \) for \( x > \tau^4 \). Further, curves \( C \) in four-dimensional cobordisms that are detected by the ECH cobordism map generally have ECH index and Fredholm index equal to zero. However, in our case we will see that the relevant curves have ECH index 2 and Fredholm index 0, and hence cannot be expected to be embedded\(^1\).

Thus, new methods are needed. The basic idea in the present work is to stretch a collection of nodal spheres that are modified forms of the McDuff–Schlenk obstructions that give the ghost stairs, and look at the top part of the resulting buildings. Our aim is to show that at least one of the resulting buildings has a top level with Fredholm index 0 and one negative end, and so by Proposition 1.2.1 stabilizes to an index 0 curve that gives an obstruction in higher dimensions. We therefore need to analyze the possible buildings that can arise when we stretch. This analysis is complicated by the possible presence of negative index multiple covers — configurations that most probably do occur, see Remark 4.4.3 and Remark 3.5.4. To get around this difficulty, we use the fact that the modified McDuff–Schlenk obstructions lie in classes that have precisely twelve genus 0 representatives, and we show that at most nine of these break in a problematic way.

To do this, we develop the tools used to analyze relative intersections and ECH indices. Specifically, we use a refined index inequality (Proposition 2.2.2), which is a reformulation of results in Hutchings [12], together with a new approach to estimating the grading of elliptic orbits (which contributes to the ECH index in subtle ways) in terms of areas rather than lattice point counts, see Lemma 4.1.2. We also use a technique pioneered by Hutchings and Nelson [15] that calculates writhes of curves that are close to breaking as the neck is stretched. Situations requiring the analysis of potentially complicated holomorphic buildings are quite common in applications of holomorphic curve theory, see for example [14, 15, 17, 22], and so we expect our strategy to be potentially useful in other contexts.

This analysis of the limiting buildings forms the bulk of the paper. It is described in §3, with the hardest computations deferred to §3.4 and §4. Remark 3.1.8(ii) explains how the same method works rather easily for the Fibonacci stairs, while in the case of the ghost stairs it is complicated by the presence of the obstruction curve that determines \( c_0(x) \) for \( \tau^4 < x < 7 \). Remark 3.5.4 explains the challenges for adapting the methods here for computing \( c_k(x) \) for other values of \( x \).

2. Preliminaries

This section reviews basic background material on continued fractions, Fibonacci identities, and the ECH index formulas.

---

\(^1\)In fact, the ECH cobordism map detects buildings with ECH index 0 that may (and often do) consist of curves with both positive and negative ECH index. Further, it may not always be the case that curves with ECH index 2 and Fredholm index 0 must have double points, but as mentioned in Remark 2.2.3(ii) this is known in some situations.
2.1. Weight expansions and best approximations

Beside the even index Fibonacci numbers $h_\bullet$ in (1.1.1), the following auxiliary sequences will be useful, where $Q_n = P_{n-1} = h_{2n+1}$:

\[ Q_0 = 1, \quad Q_1 = 8, \quad Q_2 = 55, \quad Q_3 = 377, \quad Q_4 = 2584, \quad Q_5 = 17711, \ldots \]

\[ \ell_{-1} := 0, \quad \ell_0 = 1, \quad \ell_1 = 7, \quad \ell_2 = 48, \quad \ell_3 = 329, \quad \ell_4 = 2255, \ldots \quad \ell_n = \frac{1}{2} h_{2n+2}, \]

\[ t_0 = 1, \quad t_1 = 6, \quad t_2 = 41, \quad t_3 = 281, \quad t_4 = 1926, \quad t_k := \ell_k - \ell_{k-1}. \]  

(2.1.1)

We also write

\[ b_n := \frac{h_{2n+3}}{h_{2n+1}} = : \frac{P_n}{Q_n} = \frac{Q_{n+1}}{Q_n}. \]

We will use the following Fibonacci identities:

\[ 3h_{n+1} = h_n + h_{n+2}, \]  

(2.1.2)

\[ t_n - t_{n-1} = 5\ell_{n-2}, \]  

(2.1.3)

\[ Q_n = \ell_n + \ell_{n-1}, \]  

(2.1.4)

\[ h_{n+2}^2 - h_n h_{n+3} = 1; \]  

(2.1.5)

\[ h_{2n+2}^2 - (3h_{2n+2} - h_{2n+3}) = h_{2n+1} (h_{2n+3} - 1) + 1. \]  

(2.1.6)

Further, the $Q_n$, $\ell_n$ and $t_n$ are all linear combinations of certain Fibonacci numbers, and satisfy the recursion

\[ \kappa_n = 7 \kappa_{n-1} - \kappa_{n-2}, \]  

(2.1.7)

Hence their ratios $\frac{\kappa_n}{\kappa_{n-1}}$ converge to $\tau^4$. Moreover, the above identities may be proved by checking them on two or three low values of $n$: because the Fibonacci numbers satisfy a two-step linear recursion, one only needs to check linear identities for two values of $n$, and quadratic identities such as (2.1.5) for three values of $n$: see [21, Proposition 3.2.3].

**Lemma 2.1.1.** (i) Let $x_n$ and $y_n$, $n \geq 0$, be two sequences that satisfy (2.1.7). Then the quantity $x_n y_n - x_{n-1} y_{n+1}$ is independent of $n$. Moreover the following identities hold:

\[ Q_{n+1} \ell_n = Q_n \ell_{n+1} + 1, \]

\[ \ell_n \ell_n = \ell_{n-1} \ell_{n+1} + 1, \]

(2.1.8)

\[ \ell_n P_n = \ell_{n-1} P_{n+1} + 8. \]

(ii) The following sequences (and their products) are increasing with $n$:

\[ \frac{Q_n}{P_n}, \quad \frac{\ell_n}{\ell_{n+1}}, \quad \frac{t_{n+1}}{t_n}, \quad \frac{\ell_n}{\ell_{n+1}}, \quad \frac{Q_n}{P_{n+1}}, \quad \frac{Q_{n+k}}{t_n}, \quad 0 \leq k \leq 3. \]

**Proof.** (i) holds because

\[ x_n y_n - x_{n-1} y_{n+1} = (7x_{n-1} - x_{n-2}) y_n - x_{n-1} (7y_n - y_{n-1}) = x_{n-1} y_{n-1} - x_{n-2} y_n. \]

Hence $x_n y_n - x_{n-1} y_{n+1} = x_1 y_1 - x_0 y_2 =: \kappa$ is constant. Thus the quotient $\frac{x_n}{y_{n+1}}$ increases or decreases according to whether the constant is positive or negative. Alternatively, (i) implies
that to check whether one of these sequences is increasing or decreasing, one just has to look at the first two terms. The rest of the lemma now holds by direct calculation. Note that it suffices to check that \( \frac{Q_{n+k}}{r_n} \) increases because, if \( 0 \leq k < 3 \), then \( \frac{Q_{n+k}}{r_n} = \frac{Q_{n+k}}{r_n} \). \( \frac{Q_{n+k}}{r_n} \) is the product of two increasing sequences.

Because the sequence \( \frac{P_n}{Q_n} \) converges to \( \tau^4 = \frac{1}{2}(7 + 3\sqrt{5}) \) which is a solution of the equation \( \tau^4 + \tau^{-4} = 7 \), one can check that

\[
\lim_{n \to \infty} \frac{\ell_n}{P_n} = \lim_{n \to \infty} \left( \frac{P_n}{9P_n} + \frac{Q_n}{9P_n} \right) = \sigma =: \frac{1}{6}(3 - \sqrt{5}) < 0.128,
\]

\[
\lim_{n \to \infty} \frac{\ell_n}{Q_n} = \lim_{n \to \infty} \frac{P_n}{Q_n} = 1 - \sigma,
\]

\[
\lim_{n \to \infty} \frac{t_n}{Q_n} = \lim_{n \to \infty} \frac{\ell_n}{Q_n} - \lim_{n \to \infty} \frac{\ell_{n-1}}{P_{n-1}} = 1 - 2\sigma > 0.745.
\]

**Weight expansions.** As explained in [21, Lemma 1.2.6] for example, the weight expansion \( w(b) := (w_1, \ldots, w_m) \) for \( b = \frac{p}{q} \) is a nonincreasing finite sequence of positive numbers in \( \frac{1}{2}\mathbb{Z} \) such that its normalization

\[
W(\frac{p}{q}) := q w(\frac{p}{q}) = (W_1, \ldots, W_m), \quad W_i \in \mathbb{Z},
\]

satisfies the identities

\[
W_m = 1, \quad \sum_i W_i^2 = pq, \quad \sum_i W_i = p + q - 1. \tag{2.1.10}
\]

If \( b \) has continued fraction expansion \([a_0, a_1, \ldots, a_k]\), then the normalized weights \( W(b) \) occur in blocks of lengths \( a_0, a_1, \ldots, a_k \). Hence \( m = \sum a_i \) and we may write

\[
W(b) = (X_0^{a_0}, \ldots, X_k^{a_k}), \quad X^{a} := \underbrace{X, \ldots, X}_{a}. \tag{2.1.11}
\]

In this notation, given \( b = \frac{p}{q} \) with \( \gcd(p, q) = 1 \), the corresponding \( X_i \) and \( a_i \) are determined for increasing \( i \) by the recursion

\[
X_{i-1} = p, \quad X_0 = q, \quad X_{i+1} = X_{i-1} - a_iX_i \quad i < k,
\]

where \( a_i > 0 \) are chosen so that \( 0 \leq X_{i+1} < X_i \). On the other hand, given a continued fraction \([a_0, a_1, \ldots, a_k] \), we can calculate which number \( b = \frac{p}{q} \) it represents by using the same recursion but starting at the end with \( X_k = 1 \). This recursion implies that \( p = a_0X_0 + X_1 \) and hence that

\[
W(b) = (X_0^{a_0}, \ldots, X_r^{a_r}, W \left( \frac{X_r}{X_{r+1}} \right)), \quad \forall r \geq 0. \tag{2.1.12}
\]

The relevance of weight expansions to our embedding problem is this result from [19].

**Proposition 2.1.2.** Let \( w(b) \) be the weight expansion of \( b = \frac{p}{q} \). Then for any \( \varepsilon > 0 \) one can embed \( m \) disjoint balls of capacities \((1 - \varepsilon)w(b)\) into \( \int E(1, b) \), and hence remove almost all of the interior of an ellipsoid \( E(1, b) \) by blowing it up \( m \) times with weights \((1 - \varepsilon)w_i\).

The following lemma is helpful when finding continued fraction expansions.
Lemma 2.1.3. Let $S_0, S_1, \ldots$ be a (strictly) increasing sequence of positive integers with $7 > \frac{S_0}{S_1} > \tau^4$, that satisfy the recursion (2.1.7). Then there are positive integers $a_1, \ldots, a_k$ for some $k \geq 0$ such that

\[
\frac{S_{n+1}}{S_n} = [6; (1, 5)^{n}, a_1, \ldots, a_k], \quad \forall n \geq 0. 
\]

Proof. We give an inductive argument. The case $n = 0$ holds because $6 < \frac{S_0}{S_1} < 7$.

We next claim that the sequence $\frac{S_{n+1}}{S_n}$ is decreasing with limit $\tau^4$. This holds by applying part (i) of Lemma 2.1.1 with $x_n = y_n = S_n$, and using the fact that $\frac{S_n}{S_0} := x > \tau^4$ so that $x^2 - 7x + 1 > 0$. In particular, for all $n$, $6 < \frac{S_{n+1}}{S_n} < 7$, so the first entry of its continued fraction expansion is 6, and $\frac{S_{n+1}}{S_n} > \frac{13}{7}$, hence $2(S_{n+1} - 6S_n) > S_n$ so that the continued fraction expansion of $\frac{S_{n+1}}{S_n}$ has the form $[6; 1, \ldots]$. Thus by (2.1.12) we have

\[
W \left( \frac{S_{n+1}}{S_n} \right) = \left( S_n^{\times 5}, S_{n+1} - 6S_n = S_n - S_{n-1}, W \left( \frac{S_n - S_{n-1}}{S_{n-1}} \right) \right). 
\]  

(2.1.13)

But, by induction, we may assume that $\frac{S_n - S_{n-1}}{S_{n-1}} = [6; (1, 5)^{\times(n-1)}, a_1, \ldots, a_k]$. Therefore, $\frac{S_n - S_{n-1}}{S_{n-1}} = [5; (1, 5)^{\times(n-2)}, a_1, \ldots, a_k]$. Hence, because the continued fraction for $\frac{S_{n+1}}{S_n}$ is given by the length of the blocks in its weight expansion, we find that

\[
\frac{S_{n+1}}{S_n} = [6; (1, 5)^{\times n}, a_1, \ldots, a_k],
\]

as claimed. $\square$

Corollary 2.1.4. For $n \geq 1$, we have the following continued fraction expansions.

(a) $b_n = \frac{Q_{n+1}}{Q_n} = [6; (1, 5)^{\times(n-1)}, 1, 7]$,

(b) $\frac{\ell_{n+1}}{t_n} = [6; (1, 5)^{\times n}, 1] = [6; (1, 5)^{\times(n-1)}, 1, 6]$,

(c) $\frac{t_{n+1}}{t_n} = [6; (1, 5)^{\times n}]$.

Proof. Since the sequences $Q_n, \ell_n, t_n$ satisfy (2.1.7), this is an immediate consequence of Lemma 2.1.3. $\square$

In §4 we will need the following variants of the quadratic formula $\sum W_i^2 = pq$ in (2.1.10). The first involves a vector $z_M(n)$ that is a part of the data of a ‘model curve’ that we will study.

Lemma 2.1.5. For $n \geq 1$, define $z_M(n)$ to be the vector $6W \left( \frac{t_n}{t_{n-1}} \right)$ with 7 ones appended at the end. Thus $z_M(n)$ has the same length as $W(b_n)$, and has the following expansion

\[
z_M(n) = ((6\ell_{n-1})^{\times 6}, 6t_{n-1}, (6\ell_{n-2})^{\times 5}, \ldots, 6t_0, 1^x 7). 
\]

Then

\[
z_M(n) \cdot W(b_n) = \ell_{n-1}Q_n + t_nQ_{n+1} - 1. 
\]  

(2.1.14)

Proof. When $n = 1$, $z_M(1) = (6^{\times 6}, 6, 1^{\times 7})$ and the claim is that

\[
z_M(1) \cdot W \left( \frac{55}{8} \right) = 8 + 6 \times 55 - 1 = 337.
\]
But

\[ z_M(1) \cdot W \left( \frac{55}{8} \right) = (6^6, 6, 1^7) \cdot (8^6, 7, 1^7) = 36 \times 8 + 42 + 7 = 337. \]

Thus we may assume inductively that the result is known for \( n - 1 \geq 1 \) and consider the case \( n \). As in (2.1.13), we may write

\[ z_M(n) = ((6\ell_{n-1})^6, 6t_{n-1}, c'_M(n-1)), \]

where \( c'_M(n-1) \) is the truncated version of \( z_M(n-1) \) in which the first entry \( 6\ell_{n-2} \) is removed. Since \( W(b_n) \) has an analogous expression, we find that

\[ z_M(n) \cdot W(b_n) = 36\ell_{n-1}Q_n + 6t_{n-1}(Q_n - Q_{n-1}) + c'_M(n-1) \cdot W \left( \frac{P_{n-1} - Q_{n-1}}{Q_{n-1}} \right) \]

\[ = 36\ell_{n-1}Q_n + 6t_{n-1}Q_n - Q_{n-1} + (\ell_{n-2}Q_{n-1} + t_{n-1}Q_{n-1} - 1) - 6\ell_{n-2}Q_{n-1} \]

\[ = Q_n(7t_{n-1} + 36\ell_{n-1}) - Q_{n-1}(5\ell_{n-2} - 6t_{n-1}), \]

where the second equality is obtained using the inductive hypothesis. Hence we must show that the right hand side of the last equation equals \( \ell_{n-1}Q_n + t_nQ_{n+1} - 1 \). If we write \( Q_{n+1} = 7Q_n - Q_{n-1} \) and gather the terms in \( Q_n, Q_{n-1} \) on different sides of the equation, we find that it suffices to show

\[ Q_n(7t_n - 35\ell_{n-1} - 7t_{n-1}) = Q_{n-1}(t_n - 6t_{n-1} - 5\ell_{n-2}). \]

But the coefficient on the left vanishes because \( t_n - t_{n-1} = 5\ell_{n-1} \) by (2.1.3), while the same identity shows that the coefficient on the right also vanishes because \( t_n - 6t_{n-1} = t_{n-1} - t_{n-2} - 5\ell_{n-2} = 0 \). \( \square \)

**Remark 2.1.6.** We can instead write

\[ z_M(n) \cdot W(b_n) = \ell_n^2 + 41\ell_n\ell_{n-1} - 5\ell_{n-1}^2 + 6. \]  

(2.1.15)

For our purposes, the identity (2.1.14) is more geometrically natural — later, we will see that it directly implies that the model curve has the area we expect. However, we will need (2.1.15) as well. To prove (2.1.15), it is equivalent by Lemma 2.1.5 to show that the right hand sides of (2.1.15) and (2.1.14) are equal. We can rewrite the right hand side of (2.1.14):

\[ \ell_{n-1}Q_n + t_nQ_{n+1} - 1 = (\ell_{n-1} + t_{n+1})Q_n + 1 \]

\[ = (\ell_{n+1} - \ell_n + \ell_{n-1})Q_n + 1 \]

\[ = 6\ell_nQ_n + 1 \]

\[ = 6\ell_n^2 + 6\ell_n\ell_{n-1} + 1, \]

where in the first line we have used Lemma 2.1.1, and in the last we have used (2.1.4). So, it is equivalent to show

\[ (6\ell_n^2 + 6\ell_n\ell_{n-1}) - (\ell_n^2 + 41\ell_n\ell_{n-1} - 5\ell_{n-1}^2) = 5, \]

or equivalently that

\[ 5(\ell_n^2 - 7\ell_n\ell_{n-1} + \ell_{n-1}^2) = 5. \]  

(2.1.16)

Since

\[ \ell_n^2 - 7\ell_n\ell_{n-1} + \ell_{n-1}^2 = \ell_{n-1}^2 - \ell_n\ell_{n-2} = 1, \]

where the last equality follows by (2.1.8), equation (2.1.16) holds.
The other identity that we will use gives a convenient way for studying sequences satisfying a certain recursion closely related to \((2.1.17)\).

**Lemma 2.1.7.** Given positive integers \(A, B > 0\), define

\[
R(A, B) := \left( R_0^6, R_1^x, R_{2n}^x, R_{2n-3}^x, R_{2n-2}^x, R_{2n-1}^x \right)
\]

by the recursion \(R_0 = A, R_1 = B,\)

\[
R_{2k} = R_{2k-2} - R_{2k-1}, \quad R_{2k+1} = R_{2k-1} - 5R_{2k}, \quad k < n.
\]

Then we have:

(i) \(R(A, B) = A \cdot R(1, 0) + B \cdot R(0, 1)\).

(ii) \(R(0, 1) = (0^x, 1, (-1)^x, 6, (-7)^x, \ldots, (-\ell_{k-1})^x, t_k, \ldots, (-\ell_{n-2})^x, t_{n-1})\).

(iii) Let \(\tilde{W}\) be the vector obtained from \(W(b_n)\) by deleting the last block of length 7. Then

\[
\tilde{W} = \left( Q_n^x, P_n - 6Q_n, (7Q_n - P_n)^x, \ldots \right) \equiv -Q_{n-1} R(0, 1) \pmod{Q_n}.
\]

(iv) If \(\Delta = R(x_0, x_1) = (x_0^x, x_1, x_2^x, \ldots, x_{2n-1})\) for some \(n \geq 1\), then

\[
\Delta \cdot R(0, 1) = \ell_{n-1} x_{2n-1}.
\]

**Proof.** The sequences \(R(A, B)\) and \(A \cdot R(1, 0) + B \cdot R(0, 1)\) both have the same initial conditions, and any linear combination of sequences satisfying \((2.1.17)\) also satisfies this recursion. This proves (i). To prove (ii) one just has to check that the recursion is satisfied, and this follows because \(\ell_n\) and \(t_n := \ell_n - \ell_{n-1}\) both satisfy \((2.1.17)\). To prove (iii), note first that \(\tilde{W}\) does satisfy the recursion \((2.1.17)\) by part (a) of Corollary 2.1.4. Further \(P_n - 6Q_n = Q_{n+1} - 6Q_n = Q_n - Q_{n-1}\) by \((2.1.7)\). Hence, (iii) follows from (i). We prove (iv) by induction on \(n\). It is clear when \(n = 1\), and the inductive step holds because by (ii) and \((2.1.17)\), we have

\[
\ell_{n-1} x_{2n-1} - 5 \ell_{n-1} x_{2n} + t_n x_{2n+1} = \ell_{n-1} (x_{2n-1} - 5x_{2n}) + t_n x_{2n+1} = \ell_{n-1} x_{2n+1} + t_n x_{2n+1} = \ell_n x_{2n+1},
\]

as required. \(\square\)

**Best approximations.** Let \(\theta\) be any irrational number. We will need to use some facts about rational numbers \(p/q\) that best approximate \(\theta\) from below.

Recall that a rational number \(p/q\) in lowest terms is a best rational approximation to \(\theta\) if \(|\theta - p/q| < |\theta - m/n|\) for all \(n < q\), while it is a best rational approximation from below if

\[
0 < \theta - p/q < \theta - m/n, \quad \forall n < q, m < \theta n.
\]

To elaborate, let \(\theta = a_0 + \frac{1}{a_1 + \ldots}\) have continued fraction expansion

\[
\theta = [a_0, a_1, \ldots].
\]

The convergents of \(\theta\) are the rational numbers

\[
c_k := p_k/q_k := [a_0, a_1, \ldots, a_k].
\]

For any \(k\), they satisfy

\[
c_0 < c_2 < \cdots < c_{2k} < \theta < c_{2k+1} < \cdots < c_3 < c_1.
\]
Any convergent is a best approximation to $\theta$. To get all possible best approximations, we must also consider the semiconvergents of $\theta$. A semiconvergent is a fraction of the form $c_{k-2} \oplus r \cdot c_{k-1}$, where

- $0 < r < a_k$, 
- the operation $\oplus$ is defined by the rule
  \[
  \frac{p}{q} \oplus \frac{p'}{q'} = \frac{p + p'}{q + q'},
  \]
  and
- the multiplication by $r$ denotes repeated addition with the $\oplus$ operation.

For motivation, note that the convergents satisfy
\[
c_k = c_{k-2} \oplus a_k \cdot c_{k-1}. \tag{2.1.19}
\]
If $k$ is even, then the fractions $c_{k-2} \oplus r \cdot c_{k-1}$ increase with $r \geq 0$ and for $r \leq a_k$ are all smaller than $\theta$, while if $k$ is odd these fractions are bigger than $\theta$. Another useful fact is that the convergents satisfy
\[
q_n p_{n-1} - q_{n-1} p_n = (-1)^n. \tag{2.1.20}
\]

The following well-known fact will be very useful; for a proof see [7] or the proof of [16, Lemma 3.3].

**Lemma 2.1.8.**  Suppose that $\theta > 0$ is an irrational number. Then the rational numbers that best approximate $\theta$ from below are the even convergents $c_{2k}$, and the semiconvergents $c_{2k-2} \oplus r \cdot c_{2k-1}$, with $k \geq 1$ and $1 \leq r < a_{2k}$.

The following two examples are key.

**Example 2.1.9.**  Let $\theta = \theta_n := b_n + \varepsilon$ for some very small irrational $\varepsilon > 0$ to be chosen later. We will want to know those best approximations from below with denominator no more than $\ell_n$. By Corollary 2.1.4 we have
\[
b_n = P_n/Q_n = [6; (1, 5)^{\times(n-1)}, 1, 7]
\]
We know that $Q_n > \ell_n$. If $\varepsilon > 0$ is sufficiently small, then $b_n$ is an even convergent of $\theta$, and the even convergents with denominator less than $Q_n$ have continued fraction expansion
\[
c_{2k} := [6; (1, 5)^{\times k}] = \frac{t_{k+1}}{t_k}, \quad 0 \leq k < n,
\]
while the odd convergents with denominator less than $Q_n$ have continued fraction expansion
\[
c_{2k+1} := [6; (1, 5)^{\times k}, 1] = [6; (1, 5)^{\times(k-1)}, 1, 6] = \frac{\ell_{k+1}}{\ell_k}, \quad 0 \leq k < n. \tag{2.1.21}
\]
Further, there are six semiconvergents of the form
\[
\frac{t_n + r \cdot \ell_n}{t_{n-1} + r \cdot \ell_{n-1}}, \quad 1 \leq r \leq 6
\]
that are smaller than $\theta$, and for each $k < n$, there are four semiconvergents of the form
\[
\frac{t_k + r \cdot \ell_k}{t_{k-1} + r \cdot \ell_{k-1}}, \quad 1 \leq r \leq 4
\]
that are smaller than $\theta$. 
The even convergents, and the semiconvergents mentioned above are all of the best possible approximations to $\theta$ from below with denominator no more than $Q_n$. 

**Example 2.1.10.** Now let $\theta = \tilde{\theta}_n := \frac{1}{b_n}$. We want to know those best approximations from below with denominator no more than $\ell_n$. We know

$$1/b_n = [0; 6, (1, 5)^{n-1}, 1, 7].$$

If $\varepsilon > 0$ is sufficiently small, then all of the even convergents to $\theta$ are of the form

$$c_{2k} := [0; 6, (1, 5)^{\times (k-1)}, 1] = [0; 6, (1, 5)^{\times (k-2)}, 1, 6] = \frac{\ell_{k-1}}{\ell_k}$$

for $1 \leq k \leq n$, except for the convergent $c_0 := [0] = \frac{\ell_{-1}}{\ell_0}$. Thus, in this case the best rational approximations from below all have denominators $\ell_k$ for $0 \leq k \leq n$.

2.2. **Basics of embedded contact homology**

Let $J$ be an almost complex structure on a completed symplectic cobordism $\overline{X}$. We will assume throughout the paper that $J$ is admissible. This means that on any symplectization end $(Y \times I, d(e^s\lambda))$ of $\overline{X}$ (where $I = (-\infty, -N)$ or $(N, \infty)$ and $s$ denotes the coordinate on $\mathbb{R}$), $J$ is translation invariant, rotates the contact structure $\ker(\lambda)$ positively with respect to $d\lambda$, and sends $\partial_s$ to the Reeb vector field $R$. We will want to consider $J$-holomorphic curves with disconnected domain. So in the following we will call a curve with connected domain irreducible, and call it reducible otherwise. Further a curve is called somewhere injective if each of its irreducible components is somewhere injective and no two have the same image. All of the curves throughout the paper will have punctured domain, and are asymptotic to closed Reeb orbits near the punctures, see for example [14, §3.1]. We consider curves up to the usual equivalence relation, namely reparametrization of the domain.

**Relative intersection theory.** Consider two distinct\footnote{This means in particular that $C$ and $C'$ have no irreducible components in common.} somewhere injective, $J$-holomorphic curves $C, C'$ in a four-dimensional completed symplectic cobordism $\overline{X}$. In our proof, we will frequently want to compute

$$C \cdot C'.$$

This is an algebraic count of the intersection points of $C$ with $C'$. Since by positivity of intersections each such intersection point counts positively, $C \cdot C' = C \cap C'$ is in fact the total number of intersection points of $C$ with $C'$. Because $\overline{X}$ is noncompact, the quantity $C \cdot C'$ is not purely homological. Rather, we have an identity

$$C \cdot C' = Q_\tau([C], [C']) + L_\tau(C, C'),$$

(2.2.1)

where $\tau$ denotes a trivialization of $\xi = \ker(\lambda)$ over all embedded Reeb orbits, $[C]$ denotes the relative homology class of $C$, and $L_\tau(C, C')$ is the asymptotic linking number of $C$ with $C'$. This formula is taken from [12, Definition 2.12] (which uses slightly different notation). We now explain its ingredients.

An orbit set $\{((\gamma_i, m_i))\}$ is a finite set of embedded Reeb orbits, each labelled by a positive integer $m_i$. We say that $C$ is positively asymptotic to the orbit set $\alpha = \{(\alpha_i, m_i)\}$ if, for each $i$, the sum of the multiplicities of the positive ends of $C$ at $\alpha_i$ is exactly $m_i$, and $C$ has no
positive ends at any other orbit other than the \( \alpha_i \). Similarly, its negative asymptotics define an orbit set \( \beta \). If \( C \) partitions \( m_i \) as \( m_{i_1}, \ldots, m_{i_{n_i}} \), then we also denote the orbit set as

\[
\{(\gamma_i, m_i)\} = \{(\gamma_i^{m_{i_1}}, \ldots, \gamma_i^{m_{i_{n_i}}})\}, \quad m_i = \sum_{j=1}^{n_i} m_{i_j},
\]

(2.2.2)

where \( \gamma_i^r \) denotes a single end on \( \gamma_i \) of multiplicity \( r \). Further, for future use, we define

\[
\mathcal{M}(\overline{X}, J, \alpha, \beta) = \mathcal{M}(\alpha, \beta)
\]

to be the moduli space of \( J \)-holomorphic curves in \( \overline{X} \) that are asymptotic to the orbit set \( \alpha \) at \( +\infty \) and asymptotic to the orbit set \( \beta \) at \( -\infty \).

Given two such orbit sets \( \alpha, \beta \) we define \( H_2(\overline{X}, \alpha, \beta) \) to be the set of 2-chains in the compactification of \( \overline{X} \), with positive (respectively negative) asymptotics along \( \alpha \) (respectively \( \beta \)), modulo boundaries of 3-chains. Thus \( H_2(\overline{X}, \alpha, \beta) \) is an affine space over \( H_2(X, \alpha, \beta) \), and every curve \( C \) with the appropriate asymptotics defines a class \([C] \in H_2(\overline{X}, \alpha, \beta)\).

We next define the asymptotic linking number \( L_\tau(C, C') \). To this end, first fix an embedded orbit \( \gamma_i \) at which both \( C \) and \( C' \) have positive ends. By intersecting \( C \) with an \( s = R \) slice in the positive end of \( \overline{X} \) for sufficiently large \( R \), the positive ends of \( C \) at \( \gamma_i \) form a link \( \zeta_i^+_{\gamma_i} \), which we can regard as a link in \( \mathbb{R}^3 \) via the trivialization \( \tau \) as in \([14, \S 3.3] \). We can define a link \( \zeta_i^+_{\gamma_i} \), similarly, and we can define the linking number \( L_\tau(\zeta_i^+_{\gamma_i}, \zeta_i^+_{\gamma_i'}) \) of these two links to be their linking number in \( \mathbb{R}^3 \), using the identification \( \tau \). If \( R \) is sufficiently large, then this number does not depend on the choice of \( R \). We can define links \( \zeta_i^+_{\gamma_i}, \zeta_i^-_{\gamma_i} \) and linking numbers for orbits at which \( C \) and \( C' \) both have negative ends analogously.

We now define

\[
L_\tau(C, C') = \sum_{i=1}^{n} L_\tau(\zeta_i^+_{\gamma_i}, \zeta_i^+_{\gamma_i'}) - \sum_{j=1}^{m} L(\zeta_j^-_{\gamma_i}, \zeta_j^-_{\gamma_i'}),
\]

(2.2.3)

where the first sum is over the embedded orbits at which both \( C \) and \( C' \) have positive ends, and the second sum is over the embedded orbits at which both \( C \) and \( C' \) have negative ends.

Finally, we define the relative intersection pairing \( Q_\tau([C], [C']) \) by the identity

\[
Q_\tau([C], [C']) := C \cdot C' - L_\tau(C, C').
\]

The proof that \( Q_\tau([C], [C']) \) depends only on the homology classes \([C], [C']\) may be found in \([12, \S 2.7] \). Equations (2.2.28) and (2.2.31) show how to compute it in the situations relevant to us.

The ECH index and the partition conditions. Let \( C \in \mathcal{M}(\alpha, \beta) \) be a somewhere injective curve in \( \overline{X} \). Part of our proof will involve estimating the ECH index of such a curve. We now review what we need to know about the ECH index.

Recall first the Fredholm index for curves in four dimensions\(^1\) takes the form

\[
\text{ind}(C) = -\chi(C) + 2c_\tau(C) + CZ^{\text{ind}}_\tau(C).
\]

(2.2.4)

Here, \( c_\tau(C) \) denotes the relative first Chern class of \( C \) (see \([14, \S 3]\)), and \( CZ^{\text{ind}}_\tau(C) \) denotes the Conley–Zehnder index

\[
CZ^{\text{ind}}_\tau(C) = \sum_i CZ_\tau(\gamma_i) - \sum_j CZ_\tau(\gamma_j),
\]

(2.2.5)

\(^1\)That is, if \( \overline{X} \) has positive end \((0, \infty) \times Y^+\) its compactification has positive end \([0, 1] \times Y^+\), and similarly at the negative end.

\(^3\)See Lemma 3.6.2 for higher dimensions.
where the first sum is over the (possibly multiply covered) orbits given by the positive ends of \( C \), the second sum is over the (possibly multiply covered) orbits given by the negative ends of \( C \), and \( CZ_\tau \) of a Reeb orbit \( \gamma \) denotes its Conley–Zehnder index; see (2.2.24) below for the elliptic case.

If \( C \) is somewhere injective, we can bound \( \text{ind}(C) \) from above by the \textit{ECH index} of \( C \). The ECH index depends only on the relative homology class of \( C \), and is defined for multiply covered curves as well by the formula

\[
I([C]) = c_\tau([C]) + Q_\tau([C]) + CZ_\tau^I([C]),
\]

(2.2.6)

where \( Q_\tau \) denotes the relative intersection pairing from (2.2.1), and \( CZ_\tau^I \) is the \textit{total Conley-Zehnder index}

\[
CZ_\tau^I([C]) = \sum_i \sum_{k=1}^{m_i} CZ_\tau(\alpha_i^k) - \sum_j \sum_{k=1}^{n_j} CZ_\tau(\beta_j^k),
\]

where \( \alpha = \{ (\alpha_i, m_i) \} \), \( \beta = \{ (\beta_j, n_j) \} \), and \( \gamma^x \) denotes the \( x \)-fold cover of \( \gamma \). The precise statement of this bound is the \textit{index inequality}

\[
\text{ind}(C) \leq I([C]) - 2\delta(C)
\]

(2.2.7)

for somewhere injective curves, proved in [12]; see also Proposition 2.2.2 below. Here, \( \delta(C) \geq 0 \) is an algebraic count of the singularities of \( C \).

When equality holds in (2.2.7), for example if \( \text{ind}(C) = I(C) \), then we can say much more about the asymptotics of \( C \). Indeed, if such a curve \( C \) has ends at an embedded orbit \( \alpha_i \) with total multiplicity \( m_i \), then the multiplicities of the ends of \( C \) at \( \alpha_i \) give a partition of \( m_i \) that is called the \textit{ECH partition}. This partition depends only on whether \( \alpha_i \) is at the positive or negative end of \( C \), and can be computed purely combinatorially, as is shown in [12] and reviewed in the proof of Proposition 2.2.2 below. For positive and negative ends, it is denoted respectively as

\[
p_{\alpha_i}^+(m_i), \quad p_{\alpha_i}^-(m_i).
\]

The next remark explains what we will need.

\textbf{Remark 2.2.1} (Computation of \( p_{\alpha}^\pm(m) \) for elliptic ends).

(i) Consider a positive end along an elliptic orbit \( \alpha \) with mod 1 monodromy angle of \( \theta \in (0, 1) \). Let \( \Lambda \) be the maximal concave piecewise linear path in the first quadrant that starts at \((0, 0)\), ends at \((m, [m\theta])\), has vertices at lattice points, and stays below the line \( y = \theta x \). It is shown in [12] that \( p_{\alpha}^\pm(m) \) is given by the horizontal displacements of this path. Here the word ‘maximal’ includes the assumption that the edges of \( \Lambda \) have no interior lattice points, in other words that for each segment of the path the horizontal and vertical displacements are mutually prime. Thus instead of a single segment labeled by \((\ell, n)\), for example, we have two segments each with labels \((2,3)\).

(ii) For a negative end the procedure is analogous, except that \( \Lambda \) is now the minimal convex lattice path that lies above the line \( y = \theta x \). For example, if \( \alpha \) is the long orbit of \( E(1, x) \) where \( x = \frac{p}{Q} + \varepsilon \), then the monodromy angle of \( \alpha \) is \( x \), so \( p_{\alpha}^-(Q) = (Q) \) only if \( \frac{p+1}{Q} \) is the best approximation to \( x \) from above. In the case \( \frac{p}{Q} = b_n \), it follows from (2.1.21) that this best approximation is \( \frac{p_{\alpha}^-}{p_{\ell_{n-1}}} \). Since \( 7\ell_{n-1} < Q = Q_n \), the path \( \Lambda \) starts with seven segments along the line of slope \( \frac{p_{\alpha}^-}{p_{\ell_{n-1}}} \); see Lemma 4.2.2 below. Thus in this case the partition \( p_{\alpha}^-(Q) \) must have at least eight terms.
Since \( p_+^\top(m) \) only depends on the mod 1 monodromy angle \( \theta \) of \( \alpha \), we will sometimes write \( p_+^\top(m) \) instead. A useful fact about the positive partition is that \( p_+^\top(m) = (a_1, \ldots, a_s) \), then
\[
[(a_i + a_j)\theta] = [a_i\theta] + [a_j\theta]
\] (2.2.8)
for any \( 1 \leq i \neq j \leq s \), see [14, Exercise 3.13]. Similarly, if \( p^-_\theta(m) = (b_1, \ldots, b_s) \) then
\[
[(\sum_i b_i)\theta] = \sum_i [b_i\theta].
\] For example, if \( \theta = \frac{p}{q} + \varepsilon \) (mod 1) and \( p_\theta(Q) = (b_1, \ldots, b_s) \) then
\[
\sum_i [b_i\theta] = \sum_i ([b_i\theta] - 1) = P + 1 - s.
\] (2.2.9)

The relative adjunction formula. The index inequality (2.2.7) is related to an adjunction formula that we will also need. Namely, recall the relative adjunction formula from [14]. This says that if \( C \) is somewhere injective then
\[
c_r([C]) = \chi(C) + Q_r([C]) + w_r([C]) - 2\delta(C).
\] (2.2.10)
The term here that has not already been introduced, \( w_r(C) \), is called the asymptotic writhe of \( C \). Its definition is similar to the definition of the asymptotic linking number in (2.2.3). Namely, fix an embedded orbit \( \gamma_i \) at which \( C \) has positive ends, and regard the links \( \zeta^+_{i,C} \) and \( \zeta^-_{i,C} \) as links in \( \mathbb{R}^3 \) via the trivialization \( \tau \). Let \( w_r(\zeta^+_{i,C}) \) and \( w_r(\zeta^-_{i,C}) \) denote the writhes of these links. If \( R \) is sufficiently large, then this does not depend on the precise choice of \( R \). We can define writhes associated to negative ends analogously.

We can now define
\[
w_r(C) := \sum_{i=1}^n w_r(\zeta^+_{i,C}) - \sum_{j=1}^m w_r(\zeta^-_{j,C}),
\]
where the first sum is over the orbits at which \( C \) has positive ends, and the second sum is over the orbits at which \( C \) has negative ends.

An improved index inequality. There is a refined version of (2.2.7) that will be relevant to what follows. To state it, suppose first that \( \gamma \) is an elliptic orbit at which \( C \) has positive ends of total multiplicity \( m > 0 \), and let \( \theta \) be the mod 1 monodromy angle of \( \gamma \), normalized to be in \((0,1)\). The ends of \( C \) give a partition \((a_1, \ldots, a_n)\) of \( m \). Order the numbers \( a_1, \ldots, a_n \) so that
\[
\theta > \frac{[a_1\theta]}{a_1} \geq \cdots \geq \frac{[a_n\theta]}{a_n},
\] (2.2.11)
and let \( \Lambda_C \) be the concave lattice path in the first quadrant that starts at \((0,0)\), ends at \((m, \sum_{i=1}^n [a_i\theta])\), and has edge vectors \((a_i, [a_i\theta])\), appearing in the same order as the \( a_i \). Define
\[
A_C(\gamma, m) = \mathcal{L}(\Lambda_C) + \frac{1}{2}b(\Lambda_C),
\] (2.2.12)
where:
- \( \mathcal{L}(\Lambda_C) \) is the number of lattice points in the region bounded by the line \( y = \theta x \) and the vertical line from \((m, \sum_{i=1}^n [a_i\theta])\) to \((m, m\theta)\) that lie strictly above the path \( \Lambda_C \);
- \( b(\Lambda_C) \) is the sum over all edges of \( \Lambda_C \) of the number of interior lattice points in each edge.

Now define
\[
A(C) = \sum_{(\gamma, m)} A_C(\gamma, m),
\] (2.2.13)
where the sum is over pairs \((\gamma, m)\) for which \( \gamma \) is elliptic and \( C \) has at least one positive end. There is a similar definition for negative ends, that we do not give since we do not need it.
Note that if $C$ has ECH partitions, then $A(C) = 0$. This holds by the maximality condition in Remark 2.2.1(i) together with (2.2.8).

Here is the refined index inequality.

**Proposition 2.2.2.** Let $C$ be a somewhere injective curve. Then

$$I(C) - \text{ind}(C) \geq 2\delta(C) + 2A(C).$$

(2.2.14)

**Proof.** This is implicit in the work of Hutchings, but for completeness we give the proof. In this proof we will assume that $C$ has no negative ends, since that is the case we need.

By combining the definition of the ECH index (2.2.6), the definition of the Fredholm index (2.2.4), and the relative adjunction formula (2.2.10), we get

$$I(C) - \text{ind}(C) = CZ^*_t(C) - CZ^*_{\text{ind}}(C) - w_\tau(C) + 2\delta(C).$$

(2.2.15)

The terms $w_\tau(C), CZ^*_t(C)$ and $CZ^*_{\text{ind}}(C)$ are all sums over terms corresponding to each orbit at which $C$ has ends.

So, let $(\gamma, m)$ be a pair corresponding to an orbit at which $C$ has positive ends, assume that $\gamma$ is elliptic, and let $\zeta$ be the braid coming from the ends of $C$ at $\gamma$. By [14, Equation 5.4] and [14, Lemma 5.5], we have

$$w_\tau(\zeta) \leq \sum_{i,j=1}^n \max(p_i a_j, p_j a_i) - \sum_{i=1}^n p_i,$$

(2.2.16)

where $p_i = \lfloor a_i \theta \rfloor$ in the notation of (2.2.11). We also know that

$$CZ^*_t((\gamma, m)) - CZ^*_{\text{ind}}((\gamma, m)) = \sum_{i=1}^n (2[i\theta] + 1) - \sum_{i=1}^n (2p_i + 1),$$

(2.2.17)

where $CZ^*_t((\gamma, m))$ denotes the contribution of the pair $(\gamma, m)$ to $CZ^*_t$, and similarly for $CZ^*_{\text{ind}}((\gamma, m))$.

Consider

$$2A := \sum_{i,j=1}^n \max(p_i a_j, p_j a_i).$$

This is twice the area of the region $P$ bounded by the path $\Lambda_C$ defined above, the vertical line from $(m, 0)$ to $(m, \sum_{i=1}^n p_i)$, and the $x$-axis. Pick’s theorem gives

$$2A = 2T - B - 2,$$

(2.2.18)

where $T$ is the total number of lattice points in $P$, and $B$ is the number of boundary lattice points. We have

$$T = m + 1 + \sum_{i=1}^n [i\theta] - \mathcal{L}(\Lambda_C),$$

(2.2.19)

and

$$B = m + n + \sum_{i=1}^n p_i + b(\Lambda_C).$$

(2.2.20)

Combining (2.2.16) with (2.2.18), (2.2.19), and (2.2.20) gives

$$w_\tau((\gamma, m)) \leq m - k + 2\sum_{i=1}^n [i\theta] - 2\mathcal{L}(\Lambda_C) - b(\Lambda_C) - 2\sum_{i=1}^n p_i.$$

†There is a similar lower estimate for the writhe of a negative end; see Remark 2.2.3(ii).
Combining this inequality with (2.2.17) gives
\[
 w_\tau((\gamma, m)) \leq CZ^P_\tau((\gamma, m)) - CZ^{ind}_\tau((\gamma, m)) - 2\mathcal{L}(\Lambda_C) - b(\Lambda_C).
\]
Now sum this final equation over all elliptic orbit sets, use the bound [14, Lemma 5.1] for the hyperbolic orbit sets, and combine the resulting equation with (2.2.15).

\[ \square \]

 Remark 2.2.3. (i) If \( \gamma \) is a negative end of \( C \) of total multiplicity \( m \), then the analog of (2.2.16) is the lower bound
\[
 w_\tau(\zeta) \geq \sum_{i,j=1}^n \min(p_i a_j, p_j a_i) - \sum_{i=1}^n p_i,
\]
where \( C \) has ends of multiplicities \( (a_1, \ldots, a_n) \) on \( \gamma \) and \( p_i = \lfloor a_i \theta \rfloor \), see [14, §5].

(ii) The inequality for the writhe given in (2.2.16) is proved by considering the asymptotic behavior of \( C \) near the limiting orbit \( \gamma \). As pointed out to us by Hutchings, if \( C \) has only one positive end on \( \gamma \) with multiplicity \( m \) and if \( p^+_\tau(m) = (m) \) so that \( C \) has the ECH partition at this end, then this estimate is in fact an equality. To see this, note that by [11, Lemma 6.4] this is equivalent to claiming that the asymptotic expansion of the trajectory has a term corresponding to the smallest possible eigenvalue. But this holds by the argument outlined in [17, Remark 3.3]. A similar statement holds for negative ends.

Note also that exactness of the writhe bounds at both ends of a curve implies equality in (2.2.14). Therefore, if a curve has ECH partitions (so that \( A(C) = 0 \)), exact writhe bounds, and also has \( I(C) = \text{ind}(C) = 2 \), then it must have a double point.

(iii) The proof of Proposition 2.2.2 above shows that if \( C \) is a simple curve such that \( I(C) = \text{ind}(C) - 2\delta(C) \), then the path \( \Lambda_C \) must be maximal, and so \( C \) must have the ECH partitions. This proves (2.2.7).

ECH index computations. For our purposes, \( \overline{X} \) will always be the completion of a symplectic cobordism \( X \) with two boundary components \( \partial^\pm X \) that are either empty or are ellipses \( Y = \partial E(a,b) \); later we will refer to the ends that we add to complete \( X \) as symplectization-like ends. We now review the relevant formulas for \( c_\tau, Q_\tau \), and \( CZ \) for these \( \overline{X} \). Recall that if \( b/a \) is irrational, then the Reeb vector field for \( \partial E(a,b) \) has exactly two embedded orbits, \( \gamma_1 = \{z_2 = 0\} \) and \( \gamma_2 = \{z_1 = 0\} \). They are both elliptic. It is convenient to keep track of their action defined by
\[
 A(\gamma) = \int_\gamma \lambda.
\]
We have \( A(\gamma_1) = a \) and \( A(\gamma_2) = b \).

First assume that \( \overline{X} = Y \times \mathbb{R} \). Then, as explained in example [14, §3.7], for any curve \( C \), both \( c_\tau([C]) \) and \( Q_\tau([C]) \) depend only on the asymptotics of \( C \). Assume, then, that
\[
 C \in \mathcal{M}(Y \times \mathbb{R}, \alpha, \beta),
\]
where \( \alpha = \{ (\gamma_1, m_1), (\gamma_2, m_2) \} \) and \( \beta = \{ (\gamma_1, n_1), (\gamma_2, n_2) \} \).

Then we define the action of \( C \) to be
\[
 A(C) = A(\alpha) - A(\beta) = \int_\alpha \lambda - \int_\beta \lambda.
\]
It is shown in [14, §3.7] that we can choose the trivialization \( \tau \) so that:

- The monodromy angle of \( \gamma_1 \) is \( a/b \) and the monodromy angle of \( \gamma_2 \) is \( b/a \).
- \( c_\tau(C) = (m_1 + m_2) - (n_1 + n_2) \).
- \( Q_\tau(C) = 2(m_1 m_2 - n_1 n_2) \).
To compute the relevant CZ terms, recall that if γ is an elliptic orbit, with monodromy angle θ with respect to τ, then

\[ CZ_\tau(\gamma) = 2[\theta] + 1. \] (2.2.24)

Since in the current situation the terms in the ECH index for C only depend on the asymptotics of C, it is convenient to define a grading

\[ \text{gr} \{(\gamma_1, m_1), (\gamma_2, m_2)\} = m_1 + m_2 + 2m_1m_2 + \sum_{i=1}^{m_1} CZ_\tau(\gamma_1) + \sum_{i=1}^{m_2} CZ_\tau(\gamma_2) \] (2.2.25)

associated to any orbit set on the ellipsoid \( \partial E(a,b) \), so that if \( C \in \mathcal{M}(Y \times \mathbb{R}, \alpha, \beta) \) then

\[ I(C) = \text{gr}(\alpha) - \text{gr}(\beta). \] (2.2.26)

One can check that when \( b/a \) is irrational,

\[ \text{gr} \{(\gamma_1, m_1), (\gamma_2, m_2)\} = 2(\#N(m_1, m_2) - 1), \] (2.2.27)

where \( N(m_1, m_2) \) is the number of integral points in the first quadrant triangle with slant edge \( x + \frac{b}{a}y = m_1 + \frac{a}{b}m_2 \).

There are two other four-dimensional cobordisms \( \mathbf{X} \) for which we will want to understand these calculations.

The first comes from removing the interior of an irrational ellipsoid \( E(1,x) \) from \( CP^2(\mu) \) and completing at the negative end, where the symplectic form on \( CP^2(\mu) \) is the Fubini–Study form scaled so that the line has size \( \mu \). In this case, any relative homology class is determined by its coefficient along the line class \( L \) and its negative asymptotics in \( H_2(\mathbf{X}, \emptyset, \beta) \). Continuing with the trivialization from above, if \( C \in \mathcal{M}(\mathbf{X}, \emptyset, \beta), [C] = dL, \) and \( \beta = \{(\gamma_1, n_1), (\gamma_2, n_2)\} \) then

\[ c_\tau([C]) = 3d - (n_1 + n_2), \quad Q_\tau([C]) = d^2 - 2n_1n_2. \] (2.2.28)

Further, if \( n_1 \) is partitioned as \( (a_1, \ldots, a_r) \) while \( n_2 \) is partitioned as \( (b_1, \ldots, b_s) \), then equations (2.2.4), (2.2.5), and (2.2.24) imply that if \( C \) has \( k \) connected components then

\[ \frac{1}{2} \text{ind}(C) = -k + 3d - \sum_i \left( a_i + \left\lfloor \frac{a_i}{x} \right\rfloor \right) - \sum_j \left( b_j + \left\lfloor b_jx \right\rfloor \right). \] (2.2.29)

Finally we define the action (or \( \omega \)-energy) of \( C \) to be

\[ \mathcal{A}(C) = d\mu - \mathcal{A}(\beta) = d\mu - n_1 - n_2x. \] (2.2.30)

The second cobordism comes from performing a sequence of blowups in the interior of an irrational ellipsoid and then completing at the positive end; call it \( \hat{E} \). Let \( E_1, \ldots, E_k \) denote the exceptional classes associated to these blowups. In this case, any relative homology class is determined by its coefficients along these classes. Using the same trivialization as above, if \( C \in \mathcal{M}(\hat{E}, \alpha, \emptyset), [C] = -(m_1E_1 + \cdots + m_kE_k) \), and \( \alpha = \{(\gamma_1, n_1), (\gamma_2, n_2)\} \), then

\[ c_\tau([C]) = (n_1 + n_2) - (m_1 + \cdots + m_k), \quad Q_\tau([C]) = 2n_1n_2 - (dm_1^2 + \cdots + m_k^2), \] (2.2.31)

so that by (2.2.6) we have

\[ I(C) = \text{gr}(\alpha) - \sum_i (m_i + m_i^2). \] (2.2.32)
Further, if $C$ is connected and its positive end is partitioned as above then \((2.2.4)\) implies that
\[
\frac{1}{2} \text{ind}(C) = -1 + r + s + \sum_i \left( a_i + \left\lfloor \frac{a_i}{x} \right\rfloor \right) + \sum_j (b_j + \left\lfloor b_j x \right\rfloor) - \sum m_i. \tag{2.2.33}
\]
Note that in this formula the +1 terms in the index formula \((2.2.24)\) are canceled by the contribution of each end to the Euler characteristic, while the multiplicities $n_1, n_2$ in $c_\tau([C])$ have been rewritten as sums $\sum_i a_i, \sum_j b_j$. Finally, if the symplectic area of $E_i$ is $w_i$, we define the action of $C$ to be
\[
\mathcal{A}(C) = \mathcal{A}(\alpha) - \sum m_i w_i = n_1 + n_2 x - \sum m_i w_i. \tag{2.2.34}
\]
Note that in all these situations the action is nonnegative. This is clear in the case of a symplectization since the condition that $J$ is admissible implies that $d\lambda$ is pointwise nonnegative on $C$, with equality at $p \in C$ if and only if the tangent space to $C$ at $p$ is the span of the Reeb vector field and $\partial_s$. A similar argument works for any exact cobordism. It remains to note that the cobordisms in the second two examples can be made exact by removing the line from $\mathbb{C}P^2(\mu)$ and the exceptional divisors from $\hat{\mathcal{E}}$, in which case the contributions $d\mu$ and $\sum d_i w_i$ to $\mathcal{A}(C)$ can be interpreted as actions of the corresponding Reeb orbits.

In §3.6 we will also use the Fredholm index formula in higher dimensions. If the dimension is $2N$ the analog of \((2.2.4)\) is
\[
\text{ind}(C) = (N - 3)\chi(C) + 2c_\tau(C) + CZ^\text{ind}_{\tau}(C), \tag{2.2.35}
\]
where $CZ^\text{ind}_{\tau}(C)$ is now calculated as follows. As before $CZ^\text{ind}_{\tau}(C)$ is a sum of contributions from each end of $C$, where a single end of multiplicity $a_k$ on the $k$th orbit $\gamma_k$ of a generic\(^1\) ellipsoid $E(b_1, \ldots, b_N)$ contributes a sum of $N - 1$ terms of the form $2|\theta| + 1$ (see \((2.2.24)\)) with monodromy angles $\theta = \frac{b_i}{b_k}$ for $1 \leq i \leq N, i \neq k$. If some ratios $b_i/b_j, i \neq j$, are rational, then we are in a Morse–Bott situation and the index depends on whether the end is positive or negative. In particular, if $E(1, x, S_1, \ldots, S_k) \subset \mathbb{C}^{2+k}$ where $1 < x < S$ so that $N = 2 + k$, then the contribution to the index of a negative end of multiplicity $a$ on an orbit of action $S$ is the same as that of the third orbit $\gamma_3$ on the ellipsoid $E(1, x, S_1, \ldots, S_k)$ where $S_1 < S_2 < \cdots < S_k$ are slight perturbations of $S$. Thus the monodromy angles are $\frac{1}{S_1}, \frac{x}{S_1}, \frac{S_2}{S_1}, \ldots, \frac{S_k}{S_1}$, where all but the first two terms are slightly $> 1$.

### 3. Stabilizable curves

We now explain how to establish the existence of a curve $C$ satisfying the conditions in Proposition 1.2.1 for suitable values of $d, p$. The argument is slightly different for the two cases $n = 0$ (with $b_0 = 8$) and $n > 0$.

#### 3.1. The setup

Recall from [21] that for $n > 0$ there is an embedding
\[
\Phi : E(1, b_n + \varepsilon) \to \text{int}(B^2(\mu_n + \varepsilon')), \quad \mu_n := \frac{1 + b_n}{3} = \frac{h_{2n+2}}{h_{2n+1}}, \quad n > 0, \tag{3.1.1}
\]
where the numbers $\varepsilon, \varepsilon' > 0$ are very small and irrational\(^1\).

\(^1\)That is, the ratios $b_i/b_j, i \neq j$, are irrational

\(^2\)See Remark 3.2.1 for a more precise description. For now, we work with these small perturbations by simplifying via approximate identities such as $\mu_n + \varepsilon' \approx \mu_n$.\(^1\)
Let $\mathcal{E} := \mathcal{E}_n$ be the image of this embedding, and write $\beta_1$ for the short orbit on its boundary $\partial \mathcal{E}_n$ and $\beta_2$ for the long one. We complete $\text{int}(B^4(\mu_n + \varepsilon'))$ to $\mathbb{CP}^2(\mu_n + \varepsilon')$ and then define

$$\overline{X} := \text{negative completion of } (\mathbb{CP}^2(\mu_n + \varepsilon') \setminus \mathcal{E}_n).$$

When $n = 0$, we make similar definitions with $\mu_0 = \frac{17}{5} = c_0(8)$.

This section and the next explain the proof of the following result.

**Proposition 3.1.1.** For $n \geq 0$ and generic admissible $J$ on $\overline{X}$, the moduli space $\mathcal{M}(\overline{X}, h_{2n+2}L, 1, \beta_1^{h_{2n+3}})$, of genus 0 curves $C$ in class $h_{2n+2}L$ with a single negative end on $\beta_1^{h_{2n+3}}$, is nonempty.

This immediately implies our main result.

**Corollary 3.1.2.** When $k \geq 1$, $c_k(b_n) = \frac{3b_n}{b_n + 1}$ for all $n \geq 0$.

**Proof.** Since $3h_{2n+2} = h_{2n+1} + h_{2n+3}$ by (2.1.2), it follows from (1.2.3) that the curves $C$ in Proposition 3.1.1 have index 0. Hence we may apply Proposition 1.2.1, which gives $c_k(b_n) \geq \frac{h_{2n+3}}{h_{2n+2}} = \frac{3b_n}{b_n + 1}$. The result follows from this together with the folding bound (1.1.3).

To prove Proposition 3.1.1, we first blow up $\mathbb{CP}^2$ in the interior of the ellipsoid $\mathcal{E}_n$, denoting the blown-up manifold by $\mathbb{CP}^2$. For each $n$ we consider a class $B$ (described below) that is represented in $\mathbb{CP}^2$ by a finite number of genus 0 curves with one double point, and then consider what happens to these representatives when we stretch the neck along the boundary of the ellipsoid $\partial \mathcal{E}_n$. When we do this, we get a sequence of curves that converge in a suitable sense to a limiting building, with top level in $\overline{X}$, bottom level in $\mathcal{E} := \mathcal{E}_n$, the positive completion of the blown up ellipsoid, and perhaps also some intermediate levels in the symplectization $\partial \mathcal{E}_n \times \mathbb{R}$ (usually called the ‘neck’). Our aim is to show that at least one of the resulting top level curves lies in $\mathcal{M}(\overline{X}, h_{2n+2}L, 1, \beta_1^{h_{2n+3}})$. We will assume that the reader is familiar with this stretching process; for details see for example [9, §2.3]. For convenience, we will sometimes say that a building obtained in this way is a breaking of the $B$-curve. Here are more details. For each $n$, consider the weight expansion

$$w(b_n) := (w_1, \ldots, w_m)$$

defined in (2.1.10); it satisfies $\sum w_i^2 = b_n$. Also recall the normalized weight expansion $W(b_n) = (W_1, \ldots, W_m) := h_{2n+1}w(b_n)$. By Proposition 2.1.2, it is possible to remove almost all of the interior of the ellipsoid $\mathcal{E}_n = \Phi(E(1, b_n + \varepsilon))$ by a sequence of blowups of weights almost equal to $w_1, \ldots, w_m$, to obtain a manifold $\mathbb{CP}^2$ that contains the boundary $\partial \mathcal{E}_n$ and has symplectic form $\tilde{\omega}$ such that $\tilde{\omega}(E_i) \approx w_i$. The elements of the normalized weight expansion are integers, so we can consider the homology class

$$B = h_{2n+2}L - W_1E_1 - \cdots - W_mE_m =: 3\ell_{n+1}L - E(b_n) \in H_2(\mathbb{CP}^2).$$

We will want to record some information about the class $B$.

Using (2.1.10) and (2.1.5), we find that

$$B \cdot B = h_{2n+2}^2 - h_{2n+1}h_{2n+3} = 1,$$

$$c_1(B) = 3h_{2n+2} - h_{2n+1} - h_{2n+3} + 1 = 1,$$

$^1$The actual weights of the blowup are $(1 - \varepsilon'')w_i$ where $\varepsilon'' > 0$ is very small: see Remark 3.2.1.
where the last equality holds by (2.1.2). Thus, spheres in class \( B \) have Fredholm index 0.

Finally, note that for each \( n > 0 \) we have

\[
\omega(B) = h_{2n+2}\omega(L) - \sum_i W_i \omega(E_i) \approx \frac{h_{2n+2}^2 - h_{2n+1}h_{2n+3}}{h_{2n+1}} = \frac{1}{h_{2n+1}}. \tag{3.1.5}
\]

We will frequently use the fact that when we stretch, the symplectic area \( \omega(B) \) is the sum of the action of each curve in any level of the resulting building. Here we define the action for each part of the building using the formulas (2.2.23), (2.2.30), and (2.2.34); the claim about the action of the limit follows immediately from the fact that contributions to the action of the building from matching pairs of ends cancel.

We now claim that there is a sequence of Cremona transforms taking the class \( B \) to the class \( 3L - E_1 - \cdots - E_8 \). This essentially follows from [21, Proposition 4.2.7]. To elaborate, there the authors consider a vector \( v \) which is given by modifying \( \tilde{v} := (h_{2n+2}; W_1, \ldots, W_7) \) by replacing two of its entries of 1 by a single entry with value 2 (note that by [21, Equation 4.12], there are 7 ones at the end of \( \tilde{v} \); in this regard, it is helpful to note that the \( b_{2n+1} \) in our notation correspond to the \( \nu_n(7) \) in the notation used there.) They then show that there is a sequence of Cremona transforms taking \( v \) to the vector \( (1,1) \). The sequence of moves they describe first transforms this vector to the vector \( (3,2,1,1,1,1,1) =: (3,1^6) \), and then one reduces further to \((1,1,1)\); see [21, Lemma 4.2.9]. Since the first set of moves does not affect any of the last 7 entries in \( v \), when we apply these moves to \( \tilde{v} \) we obtain \( (3,1^8) \), as required.

Since Cremona transforms preserve the deformation class of the symplectic form on a blow-up \( \mathbb{CP}^2 \), the classes \( B \) and \( 3L - E_1 - \cdots - E_8 \) have the same (genus 0) Gromov-Witten invariant. Thus, the Gromov–Witten invariant of the class \( B \) is 12. For a generic choice of compatible \( J \), the relative adjunction formula then implies that the class \( B \) is represented by twelve immersed spheres, each with one nodal point. The idea is now to stretch some of these curves, and show that some of them must break in such a way that the moduli space \( \mathcal{M} \) in Proposition 3.1.1 is nonempty.

**Definition 3.1.3.** We denote by \( C_U \) the top level of the building that arises when we stretch, and by \( C_L \) its lower part, that is, the union of all the other levels of the limiting building. Further we denote by \( C_{LL} \) its lowest level. Thus \( C_{LL} \subset \widehat{\mathcal{E}} \).

Since the blowing up operations all take place inside the ellipsoid \( \mathcal{E}_n \), the curve \( C_U \) lies in the negative completion \( \overline{\mathbb{CP}^2}(\mu_n + \varepsilon') \setminus \mathcal{E}_n \), while the lowest level \( C_{LL} \) lies in the positive completion \( \widehat{\mathcal{E}}_n \) of the blown up ellipsoid. The building \( C_L \) consists of \( C_{LL} \) together (possibly) with some curves lying in the neck, that is, in the symplectification of \( \partial \mathcal{E}_n \). Those of our arguments that involve \( C_L \) will only consider its topological properties. Hence later we will consider it to be a union of matched components: see Definition 3.3.2.

**Lemma 3.1.4.** When \( n > 0 \) and \( \varepsilon, \varepsilon' > 0 \) are sufficiently small, there are only three possibilities for the lower end of \( C_U \), namely the orbit sets \( \{(\beta_1, h_{2n+3})\} \), \( \{(\beta_2, h_{2n+1})\} \), and \( \{(\beta_1, \ell_n), (\beta_2, \ell_n)\} \).

**Proof.** Note that by (2.1.1), (3.1.1) and (2.1.5), the maximal action (that is, symplectic area) of the lower end of \( C_U \) is

\[
\ell_n(\mu_n + \varepsilon) \approx \frac{h_{2n+2}h_{2n+2}}{h_{2n+1}} = h_{2n+3} + \frac{1}{h_{2n+1}}.
\]
Now the action of $\beta_1$ is 1, while that of $\beta_2$ is $b_n + \varepsilon' \approx \frac{h_{2n+3}}{h_{2n+1}}$. Because $b_n$ is rational, we may choose $\varepsilon, \varepsilon'$ so small that the orbit set $\{(\beta_1, s), (\beta_2, t)\}$ at the bottom of $C_U$ satisfies

$$s + tb_n = s + \frac{th_{2n+3}}{h_{2n+1}} \leq h_{2n+3} + \frac{1}{h_{2n+1}}.$$  

On the other hand, the estimate for $\omega(B)$ in (3.1.5) implies that (modulo $\varepsilon, \varepsilon'$) the action of the bottom of $C_U$ must be at least $h_{2n+3}$. Thus the proof of the lemma is completed by Lemma 3.1.5 below.

**Lemma 3.1.5.** (i) There are precisely two orbit sets of action $\approx h_{2n+3}$, namely $\{(\beta_1, h_{2n+3})\}$ and $\{(\beta_2, h_{2n+3})\}$.

(ii) There is a unique orbit set of action $\approx h_{2n+3} + \frac{1}{h_{2n+1}}$, namely $\{(\beta_1, \ell_n), (\beta_2, \ell_n)\}$.

(iii) For any $0 \leq x < h_{2n+3}$, there is at most one orbit set of action $x$.

**Proof.** Assume that we have two distinct orbit sets of the same action, and write

$$a + b' \frac{h_{2n+3}}{h_{2n+1}} = a' + b' \frac{h_{2n+3}}{h_{2n+1}},$$

for $a, a', b, b'$ nonnegative integers with $b \geq b'$. We can assume without loss of generality that $b > b'$, else $b = b'$, then $a = a'$. We know from above that

$$(b - b') \frac{h_{2n+3}}{h_{2n+1}}$$

is an integer. We also know that $h_{2n+1}$ and $h_{2n+3}$ are relatively prime. Hence, $(b - b')$ must be divisible by $h_{2n+1}$, and so $a + b' \frac{h_{2n+3}}{h_{2n+1}}$ must be at least $h_{2n+3}$. This proves (iii). Moreover, the equation $k + \ell \frac{h_{2n+3}}{h_{2n+1}} = h_{2n+3}$ does have precisely two solutions, namely $(h_{2n+3}, 0)$ and $(0, 1)$, which proves (i).

This argument also shows that the orbit set of action $h_{2n+3} + \frac{1}{h_{2n+1}}$ must be unique. Otherwise, there would be a solution to $a + b' \frac{h_{2n+3}}{h_{2n+1}} = h_{2n+3} + \frac{1}{h_{2n+1}}$ with $b \geq h_{2n+1}$, which is impossible. This proves (ii).

To compute the gradings of these three orbit sets as in (2.2.27), note that by Pick’s Theorem$^1$, the number of lattice points in the triangle with vertices $(0, 0), (h_{2n+1}, 0)$ and $(0, h_{2n+3})$ is $\frac{1}{2}(h_{2n+1} + 1)(h_{2n+3} + 1) + 1$. This implies that we have

$$\text{gr}(\{(\beta_1, h_{2n+3})\}) = (h_{2n+1} + 1)(h_{2n+3} + 1) - 2,$$

$$\text{gr}(\{(\beta_2, h_{2n+1})\}) = (h_{2n+1} + 1)(h_{2n+3} + 1),$$

$$\text{gr}(\{(\beta_1, \ell_n), (\beta_2, \ell_n)\}) = (h_{2n+1} + 1)(h_{2n+3} + 1) + 2. \tag{3.1.6}$$

To prove Proposition 3.1.1 in the case $n \geq 1$, we want to show that when we stretch we get at least one building such that $C_U$ has negative asymptotics $\{(\beta_1, h_{2n+3})\}$. To this end, we prove the following:

**Proposition 3.1.6.** If $n \geq 1$, then when we stretch the curves in class $B$, there are at most nine such that $C_U$ has negative asymptotics $\{(\beta_1, \ell_n), (\beta_2, \ell_n)\}$ or $\{(\beta_2, h_{2n+1})\}$.

---

$^1$This says that the area of a lattice triangle is $i + \frac{b}{2} - 1$ where $i$ is the number of interior lattice points and $b$ is the number of lattice points on the boundary.
To be precise, for a sequence of almost-complex structures stretched to length $R_i$ we can label the holomorphic curves in class $B$ by $C_i^k$ for $k = 1, \ldots, 12$. By choosing a subsequence of $i \to \infty$ we may assume that each of the $C_i^k$ converge to a holomorphic building. The proposition claims that at most nine of these twelve buildings have $C_U$ with asymptotics $\{(\beta_1, \ell_n), (\beta_2, \ell_n)\}$ or $\{(\beta_2, h_{2n+1})\}.

**Corollary 3.1.7.** Proposition 3.1.1 holds when $n > 0$.

**Proof of Corollary.** Since there are twelve curves in class $B$, Proposition 3.1.6 implies that there are at least three curves with negative asymptotics $\{(\beta_1, h_{2n+1})\}$. We show in Proposition 3.3.4 that these curves must have exactly one end. Thus Proposition 3.1.1 holds.

The proof of Proposition 3.1.6 is complicated and occupies most of the rest of this paper. This section considers the easier parts of the proof, that investigate what happens when $C_U$ has ends either just on $\omega$ because $\omega$ implies that in any building in class $\ell_n$ we begin by classifying the top level curves with action on the order of $3.2$. The low action curves so small that a curve in class $\ell_n$ is the class of an exceptional curve, it is represented by an embedded sphere, with ECH index; see Remark 3.2.5), and the proof of Proposition 3.3.4 fails: indeed there can now be $i$ start with a curve with one double point which may well disappear into the neck or lower part the interested reader. All the complications in our argument are caused by the fact that we saw in Lemma 3.1.4, $C_U$ might well be one of its multiple covers. Understanding the structure of limiting buildings whose top is a multiple cover of $C_0$ requires much of the ECH machinery explained in § 2.2, and takes up § 3.4 and § 4.

**Remark 3.1.8.** (i) (The case $n = 0$) The formulas (3.1.6) hold for all $n \geq 0$. Further if $n = 0$ we can still use the same formula for $B$, that is, we have $B := 3L - E_1 - \cdots - E_8$. However, the calculation for the action (or symplectic area) no longer works because we now can only embed $E(1, x) \leftrightarrow B^4(\mu)$ is a curve $C_0$ in $X$ of degree 3 with two ends of multiplicity 1, one on $\beta_1$ and the other on $\beta_2$; see Remark 3.2.5. This has essentially zero action (that is, it is a low action curve in the sense of § 3.2 below) and, as we saw in Lemma 3.1.4, $C_U$ might well be one of its multiple covers. Understanding the structure of limiting buildings whose top is a multiple cover of $C_0$ requires much of the ECH machinery explained in § 2.2, and takes up § 3.4 and § 4.

**Remark 3.1.8.** (ii) (The Fibonacci stairs) The proof outlined above is markedly easier at the points $a_n := \frac{g_{2n+2}}{g_n}$ considered in [2, 9], where $g_n = (1, 2, 5, 13, 34, \ldots)$ is the sequence of odd-placed Fibonacci numbers. In this case, the curve to be stretched lies in class $B = g_{n+1}L - W(\frac{g_{n+2}}{2})$. Since this is the class of an exceptional curve, it is represented by an embedded sphere, with ECH index equal to zero. Hence ECH theory applies to show that the top curve $C_U$ has just one end on $\beta_1$, since the partition conditions imply that $p_{\beta_1}(g_{n+2}) = (g_{n+2})$. Further details are left to the interested reader. All the complications in our argument are caused by the fact that we start with a curve with one double point which may well disappear into the neck or lower part of the curve when we stretch, yielding limits whose top is a multiple of $C_0$. Note also that when $x < \tau^4$, the calculation of the embedding function $c_0$ in [21] shows that we can choose $\mu$ so small that a curve in class $C_0$ would have negative action, and so could not exist.

### 3.2. The low action curves

We begin by classifying the top level curves with action on the order of $\varepsilon$, which we will call **low action curves.** (In § 4 we sometimes call these **light curves.**) The discussion after (3.1.5) implies that in any building in class $B$ all but one curve has low action in this sense. This holds because $\omega(B) \approx \frac{1}{Q_n}$ (where $Q_n := h_{2n+1}$) and the symplectic areas of the classes $L, E_i$ as well as the actions of the orbits on $E(1, x)$ are approximately equal to multiples of $\frac{1}{Q_n}$. 

\[ \text{THE GHOST STAIRS STABILIZE TO SHARP SYMPLECTIC EMBEDDING OBSTRUCTIONS 331} \]
Remark 3.2.1. For each \( n \), the proof of Theorem 1.1.1 given below involves a finite number of strict inequalities. Throughout we assume that \( \varepsilon, \varepsilon' \) (and any other similar constant) are so small that each of these finite number of inequalities that holds when \( \varepsilon, \varepsilon' = 0 \) also holds when they are positive. We will indicate that an irrational quantity \( \theta \) is an approximation to some (usually rational) quantity \( b \) by writing \( \theta = \varepsilon \ b \) rather than \( \theta \approx b \) as in §3.1.

Throughout we assume that \( J \) is admissible and generic as explained at the beginning of §2.2.

Proposition 3.2.2. When \( n = 0 \) there are no low action curves in class \( dL \) with \( d < h_{2n+2} \).

If \( n > 0 \) the only such curves occur when \( d = 3m \) for some positive integer \( m \) and have negative end on the orbit set \( \{(\beta_1, m), (\beta_2, m)\} \).

Proof. If \( n = 0 \), we have \( h_{2n+2} = 3 \) and we use the embedding \( E(1, 8 + \varepsilon')^2 \mathcal{B} 6(17/6 + \varepsilon) \) as in Remark 3.1.8. Hence \( d < 3 \) so that the action of the class \( dL \) is not an integer, while the action of the negative end is (approximately) an integer. Hence there can be no low action curves in this case.

From now on we suppose \( n > 0 \). It suffices to prove the proposition when \( C \) is somewhere injective and hence has nonnegative ECH index. If \( C \) is in class \( dL \), asymptotic to \( \beta = \{ (\beta_1, \ell), (\beta_2, m) \} \) then, by (2.2.26), the ECH index \( I(C) \) and action of \( C \) are given by

\[
I(C) = d^2 + 3d - \text{gr}(\beta), \quad \text{action}(C) = \varepsilon \ d \frac{h_{2n+2}}{h_{2n+1}} - \ell - m \frac{h_{2n+3}}{h_{2n+1}}. \tag{3.2.1}
\]

To better understand the relationship between the grading and the action it is convenient to reintroduce the \( \mathcal{N}(a, b) \) sequence from the introduction that has the following important property:

\((\ast)\) if \( \mathcal{N}_s(a, b) = \ell a + mb \) where \( \frac{b}{a} \) is irrational, then the orbit set \( \{(\beta_1, \ell), (\beta_2, m)\} \) on \( \partial E(a, b) \) has grading \( 2s \).

The following combinatorial lemma is now key:

Lemma 3.2.3. Let \( n > 0, d < h_{2n+2}, \) and \( k = \frac{1}{2}(d^2 + 3d) \). Then

\[
\mathcal{N}_k \left( 1, \frac{h_{2n+3}}{h_{2n+1}} \right) = \frac{h_{2n+2}}{h_{2n+1}} \mathcal{N}_k(1, 1)
\]

only if \( n > 0 \) and \( \mathcal{N}_k(1, \frac{h_{2n+3}}{h_{2n+1}}) = m + m \frac{h_{2n+3}}{h_{2n+1}} \) for some integer \( m > 0 \).

Remark 3.2.4. The following observation is helpful for understanding this lemma. If \( n > 0 \) and \( k, k' \leq \frac{1}{2}(d^2 + 3d) \) where \( d = h_{2n+1} - 1 \), then

\[
\mathcal{N}_k \left( 1, \frac{h_{2n+3}}{h_{2n+1}} \right) = \mathcal{N}_{k'} \left( 1, \frac{h_{2n+3}}{h_{2n+1}} \right) \implies k = k'.
\]

In other words there are no repeated entries in this sequence until we get to the two points on the line \( x + \frac{h_{2n+3}}{h_{2n+1}} y = h_{2n+3} \) that each give entries \( \mathcal{N}_s(1, \frac{h_{2n+3}}{h_{2n+1}}) = h_{2n+3} \) and these occur at places \( k > \frac{1}{2}(d^2 + 3d) \). We saw in Lemma 3.1.5 that there are no repeated entries in \( \mathcal{N}(1, \frac{h_{2n+3}}{h_{2n+1}}) \) until we get to the two entries of \( h_{2n+3} \). Hence all we need to check is that these points occur for sufficiently large \( k \).

To see this, note that \( \mathcal{N}(1, 1) = (0, 1, 1, 2, 2, \ldots, \ell, \ldots, \ell, \ldots) \), with \( \ell + 1 \) entries of \( \ell \) for each \( \ell \). Therefore for each \( s \) there are \( \sum_{\ell=1}^{s} (\ell + 1) = \frac{1}{2}(s^2 + 3s) + 1 \) entries that are \( \leq s \). Hence, for any \( k \leq \frac{1}{2}(s^2 + 3s) \), we have \( \mathcal{N}_k(1, 1) \leq s \) (recall that our convention is that the sequence
$N_k(a,b)$ is indexed starting at $k = 0$. Applying this with $s = h_{2n+2} - 1$ together with the Monotonicity Axiom for ECH capacities from \cite{13}, we find that for $k$ in this range
\[
N_k\left(1, \frac{h_{2n+3}}{h_{2n+1}}\right) \leq \frac{h_{2n+3}}{h_{2n+2}} N_k(1,1) \leq \frac{h_{2n+3}}{h_{2n+2}} (h_{2n+2} - 1) < h_{2n+3}
\] (3.2.2)
as required.

**Proof of Proposition 3.2.2** (for the case $n > 0$, assuming Lemma 3.2.3). If $C$ has low action and bottom asymptotic to the orbit set $\beta := \{(\beta_1, \ell), (\beta_2, m)\}$, then by (3.2.1) we must have $d \frac{h_{2n+3}}{h_{2n+2}} = \ell + m \frac{h_{2n+3}}{h_{2n+1}}$. The term on the right is an entry in $N(1, \frac{h_{2n+3}}{h_{2n+2}})$, while the term on the left is an entry in the sequence $\frac{h_{2n+3}}{h_{2n+2}} \mathcal{N}(1,1)$ which as explained in Remark 3.2.4 we may take to occur at the place $k = \frac{1}{2}(d^2 + 3d)$. Therefore, with $k = \frac{1}{2}(d^2 + 3d)$, there is $k'$ such that
\[
\frac{h_{2n+3}}{h_{2n+2}} N_k(1,1) = N_{k'}\left(1, \frac{h_{2n+3}}{h_{2n+1}}\right).
\]
But, if $n > 0$ the ECH Monotonicity Axiom implies that as in (3.2.2)
\[
\mathcal{N}_k\left(1, \frac{h_{2n+3}}{h_{2n+1}}\right) \leq \frac{h_{2n+2}}{h_{2n+1}} N_k(1,1),
\]
so that $\mathcal{N}_k(1,1) \leq N_{k'}(1,1)$. Because the sequence $\mathcal{N}(1,1)$ has $d + 1$ entries of $d$ with the last one at place $k = \frac{1}{2}(d^2 + 3d)$, we could have $k' < k$, but if we do we find that
\[
\frac{h_{2n+2}}{h_{2n+1}} N_{k'+1}(1,1) = \frac{h_{2n+2}}{h_{2n+1}} N_k(1,1) = N_{k'}\left(1, \frac{h_{2n+3}}{h_{2n+1}}\right) < N_{k'+1}\left(1, \frac{h_{2n+3}}{h_{2n+1}}\right),
\]
where at the last step we use the result in Remark 3.2.4. But this contradicts the Monotonicity Axiom. Hence $k' \geq k$. On the other hand, property ($\star$) for $\mathcal{N}$ implies that $\text{gr}(\beta)$ is exactly the number of lattice points in the triangle $\mathcal{T}_1$ with vertices $(0,0), (0, \ell / \tau^2), (\ell \tau^2, 0)$, where $\tau = \frac{1}{2} (1 + \sqrt{5})$. Denote by $\mathcal{T}_2$ the triangle with vertices $(0,0), (0, \frac{(a+1)}{3a}), (\frac{(a+1)}{3a}, 0)$, thus with slant edge of slope $-\frac{1}{a}$, where $a := b_n$.

It remains to prove Lemma 3.2.3.

**Proof of Lemma 3.2.3.** The assumption on $k$ implies that $N(1,1)_{k+1} > N(1,1)_k$. Define $\ell = N(1,1)_k$. Then $k$ is equal to the number of lattice points in the triangle with vertices $(0,0), (\ell, 0)$ and $(0, \ell)$, minus 1. Since $n > 0$ we have $\tau^4 < b_n < 7$, so that we may apply \cite[Proposition 2.4]{5} which states that $k$ is exactly the number of lattice points in the triangle $\mathcal{T}_1$ with vertices $(0,0), (0, \ell / \tau^2), (\ell \tau^2, 0)$, where $\tau = \frac{1}{2} (1 + \sqrt{5})$\footnote{This says that if $\text{int}(E(a,b)) \rightarrow E(c,d)$ then $N(a,b)$ is termwise no larger than $N(c,d)$; we apply this to the embedding $\text{int}((E(1,b_n)) \rightarrow B^4(1, b_n)$ from (3.1.1).
}. Denote by $\mathcal{T}_2$ the triangle with vertices $(0,0), (0, \frac{(a+1)}{3a}), (\frac{(a+1)}{3a}, 0)$, thus with slant edge of slope $-\frac{1}{a}$, where $a := b_n$.

\footnote{To see that this fits into the discussion in \cite{5} note that $\tau^2 + \frac{1}{\tau^2} = 3$ so that $\mathcal{T}_1$ is a rescaling of the triangle with $\alpha, \beta = (3,3)$ considered in \cite[Theorem 1.1]{5}.}
Figure 1 (colour online). The injection of lattice points used to prove Lemma 3.2.3. We illustrate the case where \( \ell \) is divisible by 3; the other cases are similar.

**Claim.** The number of lattice points in the triangle \( T_1 \) is less than or equal to the number of lattice points that are both within \( T_2 \) and strictly underneath the part of the upper boundary of \( T_2 \) that is to the right of the line \( y = x \) (this is the line \( L_1 \) in Fig. 1).

**Proof of Claim.** The line \( y = x \) intersects the line \( \frac{3}{a + 1}x + \frac{3n_{a + 1}}{a + 1}y = \ell \) at \( P = (\ell/3, \ell/3) \). Note that the point \( P \) is independent of \( a > \tau^4 \); hence, the lines \( L_1 \) and \( L_2 \) given by \( \frac{3}{a + 1}x + \frac{3a}{a + 1}y = \ell \) and \( (1/\tau^2)x + \tau^2y = \ell \) respectively intersect at the point \( P \). We therefore have

\[
\#\{\mathbb{Z}^2 \cap T_n(\ell)\} = \#\{\mathbb{Z}^2 \cap T_{\tau^4}(\ell)\} + D - U,
\]

(3.2.3)

where \( D \) is the number of points in the region \( R_1 \) bounded by the lines \( L_1, L_2 \) and the \( x \)-axis (the blue region), not including lattice points on the left boundary, and \( U \) is the number of lattice points in the region \( R_2 \) bounded by the lines \( L_1, L_2 \), and the \( y \)-axis (the green region), not including lattice points on the lower boundary, see Figure 1.

We must prove that \( U \leq D \). We now show that there is a simple explicit injection of the lattice points counted by \( U \) into the lattice points counted by \( D \), as illustrated in the figure. This is easiest to see in:

Case 1. \( \ell \equiv 0, \text{ mod } 3 \).

In this case, the point \( P \) is a lattice point. So, if \( Q \) is a lattice point counted by \( U \), let \( V = P - Q \) and consider \( Q' = P + V \). This is also a lattice point, see Figure 1. It lies on the line of slope \( V \) passing through \( P \), so to see that \( Q' \) is counted by \( D \), we need to show that the \( y \)-coordinate of \( Q' \) is nonnegative, and \( Q' \) is not on the left most boundary of \( R_1 \). The second condition is immediately verified, since the line \( L_2 \) has irrational slope, hence \( P \) is the unique lattice point on it. For the first condition, observe that if \( Q \) is in \( R_2 \), then the \( y \)-coordinate of \( Q \) is no larger than \( \ell/\tau^2 \), hence the \( y \)-coordinate of \( Q' \) is bounded from below by \( \ell(2/3 - 1/\tau^2) > 0 \).

Since the assignation \( Q \to Q' \) is an injection, the claim holds in this case.

Case 2. \( \ell \in \{1, 2\}, \text{ mod } 3 \).

In this case, the point \( P = (x, x) \) for \( x \) satisfying \( \text{frac}(x) \in \{1/3, 2/3\} \) (here, \( \text{frac}(x) \) denotes the fractional part). We now argue similarly as in the previous case. Let \( Q \) be a lattice point counted by \( U \), let \( V = P - Q \), and consider \( Q' = P + 2V \). This is a lattice point, on the line
of slope $V$ passing through $P$; it is not on the leftmost boundary of $R_1$, because the line $L_2$ has no lattice points on it at all, being a line of irrational slope passing through a nonintegral rational point. To see that the $y$-coordinate of $Q'$ is nonnegative, we observe similarly to above that if $Q$ is in $R_2$, then the $y$-coordinate of $Q$ is no larger than $\ell/\tau^2$, hence the $y$-coordinate of $Q'$ is bounded from below by $\ell(1-2/\tau^2) > 0$. Since the assignation $Q \rightarrow Q'$ is an injection as above, the claim holds in this second case as well.

This completes the proof of the Claim.

Now if $\mathcal{N}_k'(1,\frac{h_{2n+3}}{h_{2n+1}}) = \frac{h_{2n+2}}{h_{2n+1}} \mathcal{N}_k(1,1) = \frac{h_{2n+2}}{h_{2n+1}} \ell$, then by Remark 3.2.4, we can find a unique lattice point $(m,n)$ satisfying

$$m \frac{h_{2n+1}}{h_{2n+2}} + n \frac{h_{2n+3}}{h_{2n+2}} = \ell.$$ 

Thus $(m,n)$ is the unique lattice point on the upper boundary of the triangle $\mathcal{T}_2$. To prove the lemma we must show that $(m,n)$ is on the line $y=x$.

To see this, assume that $(m,n)$ is strictly to the right of the line $y=x$. Then by what was said previously, there are strictly more lattice points in the triangle $\mathcal{T}_2$ than in the triangle $\mathcal{T}_1$. This implies that

$$\mathcal{N}_{k'} \left(1, \frac{h_{2n+3}}{h_{2n+1}} \right) = \frac{h_{2n+2}}{h_{2n+1}} \mathcal{N}_k(1,1) = \frac{h_{2n+2}}{h_{2n+1}} \ell$$

for some $k' > k$, a contradiction.

Now assume that $(m,n)$ is strictly to the left of the line $y=x$. In fact, there are no such lattice points. To see this, observe that the intersection of the line $y=x$ with the slant edge of the triangle $\mathcal{T}_2$ occurs at the point $(\ell, \ell)$. Since the slant edge has slope $-\frac{h_{2n+1}}{h_{2n+3}}$, if there is such a point $(m,n)$, it has integral nonnegative coordinates of the form

$$\left(\frac{\ell}{3} - \delta, \frac{\ell}{3} + \delta \frac{h_{2n+2}}{h_{2n+3}} \right)$$

for some $\delta > 0$.

But then $3\delta \frac{h_{2n+2}}{h_{2n+3}} \in \mathbb{Z}$, which, because $\gcd(h_{2n+1}, h_{2n+3}) = 1$, implies $\delta \geq h_{2n+2} > \frac{\ell}{3}$. Thus $\frac{\ell}{3} - \delta$ must be negative, a contradiction.

It follows that $(m,n)$ must be on the line $y=x$, which completes the proof of Lemma 3.2.3 and hence also of Proposition 3.2.2. \hfill \Box

Remark 3.2.5. (i) The numerical arguments in the above proof of Proposition 3.2.2 leave open the possibility that $C_U$ could be a multiple cover of a curve $C_0$ in class $3L$ with two ends, one on $\beta_1$ and the other on $\beta_2$, both of multiplicity one. When $\tau^4 < x < 7$, such a curve has index $2(\text{characteristic of } \mathcal{M}_n) = 0$ if $6 < x < 7$, and one can check that its ECH index is also 0 for these $x$. Further, one can show that $C_0$ exists either by considering what happens to an exceptional sphere in the class $A = 3L - 2E_1 - E_2 - \cdots - E_8$ when the neck is stretched, or by considering the ECH cobordism map from the boundary of the (distorted) ball $\partial B^4(\mu)$ to the ellipsoid $\partial E(1,b_n)$ as in [2]. The corresponding embedding obstruction is $3\mu > 1 + x$, which gives $c_0(x) \geq \frac{1+x}{3}$. Hence by [21], this obstruction is sharp in dimension 4.

But because $C_0$ has two negative ends, the stabilization arguments in Proposition 3.6.1 do not apply; and indeed this obstruction cannot persist in higher dimensions because we know from [8] that $c_k(x) \leq \frac{\tau^4}{k^2}$ for $k \geq 1$.

(ii) In the proof of the Claim above, the only relevant property needed of the $b_n$ is the inequality $b_n > \tau^4$. Hence, the argument also shows that $\mathcal{N}(1,a)_{\ell} \leq \frac{\tau^4}{\ell^2} \mathcal{N}(1,1)_{\ell}$ for all $\ell$, which implies that there is a symplectic embedding $E(1,a) \circlearrowright B^4(\frac{a+1}{\ell})$ by (1.1.2). This gives a new and probably simpler proof of the computation of $c_0(x)$ for $\tau^4 \leq x \leq 7$ in [21, §4]. (The
reverse inequality needed for this computation, that is, that \( \mathcal{N}(1,a)_{\ell} \leq \lambda \cdot \mathcal{N}(1,1)_{\ell} \) for all \( \ell \) implies \( \lambda \geq \frac{a-1}{a+1} \), follows directly by looking at the tenth term in each sequence.)

(iii) As illustrated in the proof of Proposition 3.2.2, it is natural to associate the counting function

\[ L_{E(a,b)}(T) = \# \{ \ell \mid \mathcal{N}(a,b)_{\ell} \leq T \} \]

to the sequence \( \mathcal{N}(a,b) \). Indeed, by the argument in \([4, \text{Lemma 1.3}]\) for all nonnegative \( T \), while by Pick’s Theorem

\[ L_{E(1,x)}(T) = \frac{1}{2} T^2 + \frac{1}{2} \left( 1 + \frac{1}{x} \right) T + o(T), \]

for all nonnegative \( T \), where \( \text{span}_{\mathbb{Q}}(c,d) \) denotes the set of nonnegative integer linear combinations. (The function \( L_{E(a,b)}(T) \) is a much studied object in combinatorics, called the Ehrhart function of the triangle with vertices \((0,0),(0,1/a)\) and \((1/b,0)\).) By \([5, \text{Lemma 2.1}]\) if \( x \) is irrational then

\[ L_{E(1,x)}(T) = \frac{1}{2} \frac{1}{x} T^2 + \frac{3}{2} \frac{1}{\lambda} T + 1 \]

for \( T \) a nonnegative integer multiple of \( \lambda \). Hence, for embedding a four-dimensional ellipsoid into a ball, the first order asymptotics of the \( \mathcal{N}(a,b) \) sequence recover the volume bound

\[ \lambda \geq \sqrt{x}, \]

while the second order asymptotics recover the bound

\[ \lambda \geq \frac{3x}{x+1}, \]

familiar from Theorem 1.1.1. Thus, the folding construction has an intriguing connection to the second order asymptotics of the \( \mathcal{N}(a,b,\infty,\ldots,\infty) \) sequence.

3.3. Analyzing \( C_U \) when \( n > 0 \)

This section contains the proof of Proposition 3.1.6 when \( n > 0 \), modulo some results that are deferred to \( \text{§3.4} \) and \( \text{§4} \). By Lemma 3.1.4 there are three possibilities for the negative asymptotics of \( C_U \), namely \( \{(\beta_2,h_{2n+1})\}, \{(\beta_1,\ell_n), (\beta_2,\ell_n)\}, \) and \( \{(\beta_1,h_{2n+3})\} \). We discuss these cases in turn.

**Lemma 3.3.1.** The negative end of \( C_U \) cannot be \( \{(\beta_2,h_{2n+1})\} \).

**Proof.** If \( C_U \) were reducible, then one of its irreducible components would have to have low action so that by Proposition 3.2.2 its lower end would have to involve the orbit \( \beta_1 \) as well as \( \beta_2 \). So this cannot happen. Hence, since \( C_U \) cannot be irreducible and multiply covered because \( \gcd(h_{2n+1}, h_{2n+2}) = 1 \), we conclude that \( C_U \) must be irreducible and somewhere injective. By the grading calculations in (3.1.6), we also must have \( I(C_U) = 0 \), and thus \( \text{ind}(C_U) = 0 \); so the negative ends of \( C_U \) must satisfy the partition conditions. These are described in Remark 2.2.1(ii). By (2.2.9), when we compute \( \text{ind}(C_U) \) using the index formula (2.2.29), we find

\[ \frac{1}{2} \text{ind}(C_U) = -1 + 3\ell_{2n+2} - (h_{2n+1} + h_{2n+3} + 1 - s) = s - 2, \]

where \( s \) denotes the number of negative ends and we have applied (2.1.2). But Remark 2.2.1(ii) shows that \( s \geq 8 \), contradicting the fact that \( \text{ind}(C_U) = 0 \). \( \square \)
The case with negative end \{ (\beta_1, \ell_n), (\beta_2, \ell_n) \}. In this case \( C_U \) has ECH index \(-2\) by (3.1.6) and hence exists for generic \( J \) only if it is a multiple cover. Since it could be a multiple cover of the curve \( C_0 \) mentioned in Remark 3.2.5, we cannot ignore this possibility. This case is analyzed by looking at the structure of the building \( C_L \) formed by all but the top level of the limiting building (see Definition 3.1.3). Thus \( C_L \) consists of some curves in the neck together with some curves \( C_{LL} \) in the completion \( \hat{E}_n \) of the blown up ellipsoid. Note that, for generic \( J \), \( C_L \) intersects the exceptional divisors transversally in \( \sum_i W_i = h_{2n+1} + h_{2n+3} - 1 \) points; we think of each such intersection point as a constraint.

Many of our arguments are essentially topological rather than analytical in nature, and it is convenient to introduce the following terminology. By a curve or trajectory we mean the image of some \( J \)-holomorphic map \( u \); thus curves lie in a single level of the building and need not be connected. A curve with a connected domain is called irreducible. We may join these curves along pairs of positive and negative ends that match in the sense that each limits on the same connected domain. A curve with a connected domain is called irreducible. We may join these curves along pairs of positive and negative ends that match in the sense that each limits on the same connected domain.

Here is the key definition.

**Definition 3.3.2.** A matched component in \( C_L \) is called a connector if its top has ends both on \( \beta_1 \) and on \( \beta_2 \).

Thus a connector might have two levels, the top (lying in the neck) consisting of a trivial cylinder over \( \beta_1^r \) together with a cylinder from \( \beta_2^s \) to \( \beta_2^m \), joined by an irreducible curve in \( \hat{E}_n \) with two top ends, one on \( \beta_1^r \) and the other on \( \beta_1^m \).

**Proof of Proposition 3.1.6.** By Lemma 3.3.1, Proposition 3.1.6 will hold if we show that there are at most eight \( B \)-curves that limit on a building such that \( C_U \) has negative end \{ (\beta_1, \ell_n), (\beta_2, \ell_n) \} and \( C_L \) has no connectors, and at most one more in which \( C_L \) has a connector. The first claim is proved in §3.4, and the second (which is considerably harder) is proved in Proposition 4.5.1 in §4.

**Example 3.3.3 (The case \( n = 1 \), that is, with \( b_1 = \frac{n + 2}{8} \).** We illustrate what can happen in the first nontrivial case. Here \( \ell_1 = 7 \) and we have constraints

\[
E\left(\frac{n + 2}{8}\right) = 8(E_1 + \cdots + E_6) + 7E_7 + E_8 + \cdots + E_{14} =: 8E_{1\ldots 6} + 7E_7 + E_{8\ldots 14}\cdot
\]

If \( C_L \) has no connectors, we may divide its matched components into two groups \( D_1, D_2 \), where, for \( i = 1, 2 \), \( D_i \) is a union of planes with top on some multiple of \( \beta_1 \). We will see in §3.4 that in this case there are eight possibilities for \( C_L \), one for each \( k = 7, \ldots, 14 \), that may be distinguished by the distribution of the constraints. When \( k = 7 \) then \( D_1 \) goes through \( E_1, \ldots, E_7 \) (and has action \( =_\varepsilon \frac{1}{5} \)), while \( D_2 \) goes through all the others and has low action. On the other hand, if \( k > 7 \) then \( D_1 \) goes through the eight constraints \( E_1, \ldots, E_7, E_k \) and has low action, while \( D_2 \) goes through all the others. Note that in the first case in order for \( D_2 \) to have nonnegative index it must be connected with a single top end on \( \beta_2^7 \), while in the second case \( D_1 \) must be connected with one top end on \( \beta_1^7 \). Thus in both cases \( C_U \) is a connected 7-fold cover of \( C_0 \), with at least one end of multiplicity 7.

If \( C_L \) has a connector, then we show in §4 that \( C_U \) is the union of \( C_0 \) with a 6-fold cover of \( C_0 \), and that there is a unique connector \( D_{12} \), with two top ends on \( \beta_1, \beta_2^6 \), and action \( =_\varepsilon \frac{1}{5} \). In this case \( D_1 \) consists of the six planes with top \( \beta_1 \), each through a single constraint \( E_i, 1 \leq i \leq 6 \), while \( D_2 \) has top \( \beta_2 \) and goes through \( E_1, \ldots, E_7 \). All the other constraints \( 6E_{1\ldots 7} + E_{8\ldots 14} \) lie on \( D_{12} \).
As we will see, there are analogous decompositions for all $n > 1$. In particular, if there is a connector it is unique and has essentially all the action. It has two top ends, one on $\beta_{2n-1}$ and the other on $\beta_{2n-1}$, and there is a formula for its constraints in terms of weight expansions; see Proposition 4.4.1. As in the proof of Proposition 3.5.1 below, we use the fact that $B \cdot B = 1$ to show that for each such distribution of constraints there is at most one $B$-curve that breaks this way.

The case with negative end $\{(\beta_1, h_{2n+3})\}$.

Proposition 3.3.4. Let $n > 0$. Then, if $C_U$ has negative ends on $\{(\beta_1, h_{2n+3})\}$, it must have a single negative end.

Proof. First note that because the bottom constraint involves only $\beta_1$ it follows as in the proof of Lemma 3.3.1 that $C_U$ is irreducible and hence somewhere injective since $3\ell_{a+1} = h_{2n+2}$ and $h_{2n+3}$ are mutually prime. By the relative adjunction formula (2.2.10) and the formulas in (2.28), we must have

$$w_r(C_U) = -w_r(C_U) = 2 - s + h_{2n+2}^2 - (3h_{2n+2} - h_{2n+3}) - 2\delta(C),$$

where $s$ denotes the number of negative ends, and we have used the Fibonacci identity (2.1.6).

On the other hand, if $(a_1, \ldots, a_s)$ is the partition given by the negative ends of $C_U$, then by Remark 2.2.3(i) we have

$$w_r(C_U) \geq \sum_{i \neq j} \min(a_ip_j, a_jp_i) + \sum_{i=1}^s (a_i - 1)p_i$$

(3.3.2)

where $p_i = \lfloor \frac{a_i h_{2n+1}}{h_{2n+3}} \rfloor$. We can therefore bound the right hand side of (3.3.2) from below by

$$\frac{h_{2n+1}}{h_{2n+3}} \left( \sum_{i \neq j} a_i a_j + \sum_{i=1}^s (a_i^2 - a_i) \right) = \frac{h_{2n+1}}{h_{2n+3}} \left( \left( \sum_{i} a_i \right)^2 - \left( \sum_{i} a_i \right) \right)$$

$$= h_{2n+1}(h_{2n+3} - 1),$$

(3.3.3)

since $\sum a_i = h_{2n+3}$.

So regardless of the $a_i$, the right hand side of (3.3.2) is some integer bounded from below by $h_{2n+1}(h_{2n+3} - 1)$. In fact, (3.3.2) must be strictly greater than $h_{2n+1}(h_{2n+3} - 1)$ as long as $s \geq 2$, since the bound (3.3.3) comes from throwing away some fractional parts, which must be positive.

So, assume for the sake of contradiction that $s \geq 2$. Then the right hand side of (3.3.2) must be at least $h_{2n+1}(h_{2n+3} - 1) + 1$, so (3.3.1) implies that we must have $s = 2$ and $\delta(C) = 0$.

We show below that when $s = 2$

$$\sum_{i=1}^2 (a_i - 1)p_i \geq \frac{h_{2n+1}}{h_{2n+3}} \sum_{i=1}^2 (a_i^2 - a_i) + 1.$$  

(3.3.4)

By (3.3.2) this implies that

$$w_r(C_U) \geq \sum_{i \neq j} \min(a_ip_j, a_jp_i) + \frac{h_{2n+1}}{h_{2n+3}} \sum_{i=1}^2 (a_i^2 - a_i) + 1$$

$$> h_{2n+1}(h_{2n+3} - 1) + 1.$$
Hence, because \( w_\tau(C_U) \) is an integer, we must have \( w_\tau(C_U) \geq h_{2n+1}(h_{2n+3} - 1) + 2 \), which contradicts (3.3.1).

It remains to prove (3.3.4). To this end, note first that because \( a_1 \) and \( a_2 \) are additive inverses modulo \( h_{2n+3} \), without loss of generality we have \( \frac{a_1 h_{2n+1}}{h_{2n+3}} < \frac{1}{2} \). This implies that \( p_1 - h_{2n+3}^{-1} a_1 > \frac{1}{2} \) so that

\[
(a_1 - 1)p_1 - h_{2n+3}^{-1} (a_1^2 - a_1) > \frac{1}{2} (a_1 - 1) \geq 1
\]

unless \( a_1 \leq 2 \). If \( a_1 \leq 2 \), then

\[
h_{2n+3} > a_2 \geq h_{2n+3} - 2, \quad \text{and} \quad 1 - \frac{a_2 h_{2n+1}}{h_{2n+3}} \geq \frac{h_{2n+1}}{h_{2n+3}},
\]

which implies that

\[
(a_2 - 1)p_2 - h_{2n+3}^{-1} (a_2^2 - a_2) = (a_2 - 1) \left( p_2 - \frac{a_2 h_{2n+1}}{h_{2n+3}} \right) \\
= (a_2 - 1) \left( 1 - \frac{a_2 h_{2n+1}}{h_{2n+3}} \right) \\
\geq (a_2 - 1) \frac{h_{2n+1}}{h_{2n+3}} > 1.
\]

In either case, then, the claim is true, hence the proposition.

\[\Box\]

### 3.4. The case when \( C_L \) has no connectors

We now consider what happens when \( n > 0 \), the negative end of \( C_U \) is \( \{(\beta_1, \ell_n), (\beta_2, \ell_n)\} \), and there are no connectors in the sense of Definition 3.3.2. We write \( C_L = D_1 \cup D_2 \) where \( D_1 \) denotes the union of matched components with ends only at \( \beta_1 \), and \( D_2 \) denotes the union of components with ends only at \( \beta_2 \). Thus a component of \( D_2 \) might consist of a cylinder in the neck with top end on some multiple of \( \beta_1 \) and bottom on a multiple of \( \beta_2 \), completed by a union of planes in the blown up ellipsoid. Note that if a \( B \)-curve is close to breaking into a building whose top is an \( \ell_n \)-fold cover of \( C_0 \) and whose bottom has no connectors, then we may cut the \( B \)-curve just above the neck into three pieces that approximate \( \ell_n C_0, D_1, \) and \( D_2 \).

We record the homology classes of \( D_1 \) and \( D_2 \) via integer vectors. Here, as in (3.1.3), we order the exceptional classes in decreasing order of size, and we write

\[
(z_1, \ldots, z_k)
\]

for the homology class

\[-(z_1 E_1 + \cdots + z_k E_k).\]

So, with this notation the homology class of \( C_L \) is given by the normalized weight expansion

\[
W(b_n) = (W_1^{x6}, W_2, W_3^{x5}, \ldots, 7^{x7}),
\]

which by (2.1.10) is a vector of total length \( 6n + 8 \) whose entries occur in blocks \( \mathcal{B} = (B_0, B_1, \ldots) \) whose lengths are given by the entries in the continued fraction expansion

\[
[6, (1, 5)^\times(n-1), 1, 7] \text{ of } b_n = \frac{p_n}{q_n}.
\]

The symplectic areas (or actions) of the exceptional classes are given (modulo \( \varepsilon \)) by the vector \( w(b_n) \).

\[\dagger\text{To get strict inequality, we also use the fact that } \tilde{\theta} \text{ is slightly larger than } \frac{h_{2n+1}}{h_{2n+3}}.\]
Consider some representative of $B$, and let $z$ denote the homology class of $D_1$ and $y$ the homology class of $D_2$. Thus, since we are assuming that there are no connectors, $z + y = W(b_n)$.

**Proposition 3.4.1.** In any neck stretching, at most eight representatives of $B$ limit on a building with no connectors and where $C_U$ has negative end $\{(\beta_1, \ell_n), (\beta_2, \ell_n)\}$.

Proposition 3.4.1 will follow easily from the next two lemmas. Before reading the proof of Lemma 3.4.2, it might be useful to refer back to Example 3.3.3.

**Lemma 3.4.2.** There are at most eight elements in the collection $C$ of vectors $z$ that occur as possible homology classes for $D_1$.

**Proof.** Step 1. Two elements $z, z' \in C$ differ in at most two places. Moreover any two entries differ by at most one.

Let $z$ and $z'$ be two homology classes with representatives $D_1, D_1'$, and consider $(z - z') \cdot (y' - y)$; let $D_2$ and $D_2'$ denote the representatives for $y$ and $y'$. We have

$$(z - z') \cdot (y' - y) = z \cdot y' + z' \cdot y - z' \cdot y' - z \cdot y.$$  \hspace{1cm} (3.4.1)

We can understand the right hand side of (3.4.1) by observing that, because the orbits $\beta_1, \beta_2$ on $\partial \mathcal{E}$ can be filled by discs that intersect once, the number of intersections between $D_1$ and $D_2'$ is given by $\ell_n^2 - z \cdot y'$, and similarly for the other relevant pairings of the $D_i'$. On the other hand, as we pointed out above there are $J$-holomorphic $B$-curves whose lower parts approximate $D_1 \cup D_2$ and $D_1' \cup D_2'$ arbitrarily closely. Hence all these intersection numbers are nonnegative, and bounded from above by 1 because $B \cdot B = 1$. Hence $|z - z' \cdot (y' - y)| \leq 2$.

In addition, because $z + y = z' + y' = W$ the vectors $z - z', y' - y$ are equal. Thus, if $z - z' := (\varepsilon_i)$ we have

$$0 \leq \sum \varepsilon_i^2 = (z - z') \cdot (y' - y) \leq 2.$$  \hspace{1cm} (3.4.2)

Step 1 follows readily.

**Step 2. Completion of the proof.**

Now recall that each of the classes $E_i$ have a definite area, and these areas come in blocks; no block has length greater than 7. We also know that the total action of each $D_i$ must be close to either 0 or $\frac{1}{Q_n}$.

Also recall that only the last block of the weight expansion $w$ has entries of size $\frac{1}{Q_n}$; further, the only two blocks whose entries differ by $\frac{1}{Q_n}$ are the second and third to last. We now prove that $C$ has at most eight elements by a case by case analysis.

**Claim.** If any two $z$ and $z'$ in $C$ differ on any block $B$ other than the last three, then all the representatives in $C$ differ on this block.

**Proof of Claim.** Because the entries in $B$ have size $> \frac{1}{Q_n}$ and the total area of $D_1$ is at most $\frac{1}{Q_n}$, it follows from Step 1 that the difference vector $z - z'$ must have exactly two entries, one $+1$ and one $-1$. Further these must occur on the same block because $B$ is not one of the last three blocks. So, if $z''$ is any other representative in $C$, $z''$ must have the same entries as $z$ and $z'$ on all other blocks: otherwise, either $z''$ would differ from one of $z$ and $z'$ in more than two places, violating Step 1, or it would have the wrong area.

**Case 1:** With this claim in mind, consider the case where all of the elements in $C$ differ on $B$, which by assumption has length $\ell$, where $\ell = 5$ or 6. Label the places in $B$ (that is, the entries
in any vector in $\mathcal{C}$ corresponding to the block $B_j p_1, \ldots, p_\ell$, and fix an element $z$, with entries $a_1, \ldots, a_\ell$ on this block. Now consider another element $z' \in \mathcal{C}$. Then $z'$ and $z$ must differ in two places, and without loss of generality we may assume that $z' = (a_1 + \varepsilon_1, a_2 - \varepsilon_1, \ldots, a_\ell)$, where $|\varepsilon_1| = 1$. A third element $z''$ can differ from both $z, z'$ in the first place by at most 1. Hence the first place of $z''$ must be either $a_1$ or $a_1 + \varepsilon_1$; and similarly, its second place is either $a_2$ or $a_2 - \varepsilon_1$. Further, if $z''$ is different from both $z, z'$ we may assume it differs from $z$ (and hence also $z'$) in place 3, and hence is either

$$(a_1 + \varepsilon_1, a_2, a_3 - \varepsilon_1, a_4, \ldots, a_\ell) \quad \text{or} \quad (a_1, a_2 - \varepsilon_1, a_3 + \varepsilon_1, a_4, \ldots, a_\ell).$$

Since the two third entries above differ by 2, only one of these possibilities can occur. Thus there are at most three elements in $\mathcal{C}$ whose entries differ only in the places 1, 2, 3 of the block. Moreover, by interchanging $z, z'$ we may assume that $z'' = z$ in its first place, so that $z, z'$ differs only in the first two places, while $z', z''$ differ only in the second and third places. If there is another element $z'' \in \mathcal{C}$ we may assume that it differs from $z, z', z''$ in the fourth place.

Again there are two possibilities for this element, only one of which occurs. Finally there might be one or two more elements in $\mathcal{C}$ that differs from the previously found elements in places 5 and or 6. Thus $|\mathcal{C}| \leq 6$, so that Lemma 3.4.2 holds in this case.

Case 2: The other case to consider, then, is the case where all the representatives in $\mathcal{C}$ differ only on the last three blocks.

Note first of all that in this case, by area considerations, all of the elements in $\mathcal{C}$ either differ on the second and third to last blocks, or on just the last block. In the case where the elements differ on the second and third to last blocks, we can repeat the argument from Case 1, to conclude that there are no more representatives in $\mathcal{C}$ than the sum of the lengths of these two blocks. Since the sum of these lengths is no more than 7, this proves Lemma 3.4.2 in this case.

We can assume, then, that all of the entries in $\mathcal{C}$ differ on the last block. With this in mind, label the places in this block $p_1, \ldots, p_7$, as above. As above, first fix an element $z \in \mathcal{C}$, and consider another element $z' \in \mathcal{C}$. Note that because $z + y = W$ has entries 1 on the last block, all entries of $z$ are 0 or 1. Since this is true for all elements in $\mathcal{C}$, any other element $z' \in \mathcal{C}$ is determined by the places at which it differs from $z$. We choose $z$ so that it has the smaller of the two areas of the elements in $\mathcal{C}$, and then write any $z' \in \mathcal{C}$ as $z + \varepsilon$, where $\varepsilon$ is a vector of length 7 with entries 0 or 1 and we add modulo 2. Thus $z$ belongs to a collection $\mathcal{E} \subset \mathbb{Z}_2^7$ of vectors that each have at most two nonzero entries. Let $\mathcal{E}_1 \subset \mathcal{E}$ be the subset of vectors of length 1. If $\mathcal{E}_1 = \emptyset$, then the argument in Step 1 shows that $|\mathcal{E}| = |\mathcal{C}| \leq 7$. If $\mathcal{E}_1 \neq \emptyset$, then our choice of $z$ implies that $\text{area}(z + \varepsilon) > \text{area}(z)$ for $\varepsilon \in \mathcal{E}_1$. Therefore the places where $\varepsilon \neq 0$ form a subset of the places where $z = 0$. Therefore if $z$ has $k$ zero places, assumed without loss of generality to be the first $k$, there is a subset $\mathcal{I} \subset \{1, \ldots, k\}$ such that for all $i \in \mathcal{I}$ there is an element $z_i$ in $\mathcal{C}$ that agrees with $z$ except at the $i$th place where $z$ has zero while $z_i$ has one. Any another element $z$ in $\mathcal{C}$ must have a zero in some place $k$ where $z$ is one. Hence because $z$ has minimal area, $z$ also has to have a one in some place $j$ that $z$ is zero. But if $i \in \mathcal{I}\{\}$, then $z_i$ differs from $z$ in all three places $i, j, k$. Therefore, if $|\mathcal{I}| > 1$ there are no such elements $z$, which implies that $|\mathcal{C}| = |\mathcal{I}| + 1 \leq 8$. On the other hand if $|\mathcal{I}| = 1$, there are at most $7 - |\mathcal{I}|$ elements $z$, one for each place where $z$ has entry 1. Thus in all cases there are at most eight elements in $\mathcal{C}$. This completes the proof of Lemma 3.4.2. \hfill \Box

Lemma 3.4.3. $D_1$ and $D_2$ must intersect.

Proof. We know that $z + y = W$, the normalized weight expansion; below, we also make use of the unnormalized weight expansion $w$. Observe that

$$P_n Q_n = W \cdot W = (z + y) \cdot (z + y) = z \cdot z + y \cdot y + 2z \cdot y. \quad (3.4.3)$$
Step 1. The following key estimate holds:

\[ z \cdot z + y \cdot y \geq \ell_n^2 \left( \frac{Q_n}{P_n} + \frac{P_n}{Q_n} - 1 \right). \] (3.4.4)

We prove this using an optimization argument. Recall that one of the \( D_i \) has area close to 0, and the other has area close to \( 1/h_{2n+1} \). If \( D_1 \) has area close to 0, then \( z \) is subject to the area constraint

\[ z \cdot w = \ell_n. \] (3.4.5)

Hence \( z \cdot z \) is minimized when \( z = \lambda w \), where \( \lambda \) is a scalar satisfying

\[ \lambda = \frac{\ell_n}{w \cdot w} = \ell_n \frac{Q_n}{P_n}, \] (3.4.6)

so that

\[ z \cdot z = \ell_n^2 \frac{Q_n}{P_n}. \] (3.4.7)

Similarly, the same argument gives that if \( D_2 \) has area close to 0, then \( y \cdot y \) is minimized when

\[ y \cdot y = \ell_n^2 \frac{P_n}{Q_n}. \] (3.4.8)

Thus, if \( D_1 \) and \( D_2 \) both had area close to 0, then combining (3.4.7) and (3.4.8) would give (3.4.4). The only difference when \( D_1 \) has area close to \( 1 \) is that the right hand side of (3.4.5) is smaller by \( \frac{1}{Q_n} \) and analogously for \( D_2 \). This will weaken our estimate for \( z \cdot z + y \cdot y \). The difference is greatest when \( D_1 \) has area close to \( 1 \). In this case, the right hand side of the analog of (3.4.5) is smaller by \( \frac{1}{Q_n} \) so that the right hand side of the analog of (3.4.6) is smaller by \( \frac{1}{P_n} \). Hence, the right hand side of the analog of (3.4.8) is smaller by an amount that is bounded from below by

\[ 2\ell_n \frac{P_n}{Q_n} \cdot \frac{1}{P_n} = 2 \cdot \ell_n \frac{P_n}{Q_n} < 2. \]

Since \( z \cdot z + y \cdot y \) is an integer, we obtain (3.4.4).

Step 2. Completion of the proof.

Given (3.4.4), we can now prove the claim by using (3.4.3). We know that \( D_1 \) and \( D_2 \) must intersect \( \ell_n^2 - z \cdot y \) times. By using (3.4.4) and (3.4.3), we get that \( z \cdot y \) is bounded from above by

\[ \kappa := \frac{1}{2} \left( P_n Q_n - \ell_n^2 \left( \frac{Q_n}{P_n} + \frac{P_n}{Q_n} \right) \right) + \frac{1}{2}. \]

Thus, the number of intersection points is bounded from below by \( \ell_n^2 - \kappa \). But \( P_n^2 + Q_n^2 - 7P_nQ_n = 9 \), which implies \( \frac{Q_n}{P_n} + \frac{P_n}{Q_n} > 7 \). Thus

\[ 2(\ell_n^2 - \kappa) > 9\ell_n^2 - P_nQ_n = \frac{1}{9}((P_n + Q_n)^2 - 9P_nQ_n) = 1. \]

Thus the intersection number is positive, as claimed. \( \Box \)

Proof of Proposition 3.4.1. For generic \( J \) on the blow up \( \mathbb{CP}^2 \), the class \( B \) is represented by precisely 12 disjoint embedded curves \( C_\alpha, 1 \leq \alpha \leq 12 \). When we stretch the neck via a generic
family \( J^R, R \to \infty, \) of almost complex structures, we may choose an increasing unbounded sequence \( R_i \) and choose labels for these \( B \)-curves so that, for each \( \alpha \), the sequence \((C_{\alpha i})_{i \geq 1}\) converges to some limiting building as \( i \to \infty \). In view of Lemma 3.4.2, it suffices to show that for each splitting \( z, y \) of the constraints there is at most one such sequence \((C_{\alpha i})_{i \geq 1}\) whose limiting building has these constraints.

Suppose to the contrary that there were two such sequences. Then as we remarked earlier for very large \( i \) we may cut the spheres \( C_i \) and \( C'_i \) just above the neck in such a way that the lower parts of these curves are unions \( D_{1 i} \cup D_{2 i} \) and \( D'_{1 i} \cup D'_{2 i} \), where \( D_{1 i} \) and \( D'_{1 i} \) are compact curves with constraints \( z \) and boundaries that are both are very close to \( \beta_1 \), while \( D_{2 i} \) and \( D'_{2 i} \) have constraints \( y \) and boundaries very close to \( \beta_2 \). But Lemma 3.4.3 implies that for large \( i \) both intersections \( D_{1 i} \cap D'_{2 i} \) and \( D'_{1 i} \cap D_{2 i} \) are nonempty. Since these are intersections of \( J \)-holomorphic curves, both intersections are positively oriented. It follows that \( C_1 \cdot C'_i \geq 2 \). Since these curves both represent the class \( B \) which has \( B \cdot B = 1 \), this is impossible.

\[ \square \]

3.5. The case \( n = 0 \)

As in Remark 3.1.8, we take

\[ \mu_\ast = \frac{17}{6} + \varepsilon', \]

and start from the embedding

\[ \Phi: E(1, 8 + \varepsilon) \xrightarrow{\ast} CP^2 \left( \frac{17}{6} + \varepsilon' \right), \]

defining \( \overline{X} \) to be the completed complement of its image. The class \( B \) is now \( 3L - E_1 - \cdots - E_8 \), and we are interested in the structure of the top part \( C_U \) of the limits of genus 0 representatives of \( B \) as the neck \( \Phi(\partial E(1, 8 + \varepsilon)) \) is stretched. One main difference from the case \( n > 0 \) is that now \( C_U \) must limit on the orbit set \( \{(\beta_1, 8)\} \). Indeed, since \( C_U \) must have positive action it cannot be asymptotic to \( \{(\beta_1, 1), (\beta_2, 1)\} \); because its action is less than 1 it cannot end on \( \{(\beta_1, r)\}; r < 8 \); while if it were asymptotic to \( (\beta_2, 1) \) it would by (2.2.29) have index \( 2(-1 + 9 - 1 - 8) < 0 \) which is also impossible.

On the other hand, it is now possible for \( C_U \) to have two negative ends on the orbit set \( \{(\beta_1, 8)\} \). To see this, note that if \( C_U \) has a single negative end on \( \{(\beta_1, 8)\} \) then, by Remark 2.2.3(ii) the writhe bound in (2.2.16) is an equality, and one can use it together with Proposition 2.2.2 to calculate that \( 2\delta(C_U) = 2 \), that is, \( C_U \) must have a double point. On the other hand, the top part \( C_U^3 \) of the building obtained from the exceptional sphere in class \( A = 3L - 2E_1 - E_2 - \cdots - E_7 \) by stretching the neck \( \partial E(1, 8 + \varepsilon) \) must be embedded. Therefore, \( C_U^3 \) must have more than one end on \( \{(\beta_1, 8)\} \); cf. Remark 3.5.4 below.

Here is our main result.

**Proposition 3.5.1.** When \( n = 0 \) all representatives of \( B \) break into a building whose top \( C_U \) is connected and has negative end on the orbit set \( \{(\beta_1, 8)\} \). There are at most eight representatives with more than one end, and hence at least four with just one end.

The proof below shows that if \( C_U \) has more than one end, it must have two ends of multiplicities 1,7, and that there are at most eight such possibilities; cf. Remark 3.5.4. Our main tool is a writhe calculation for neck components.
Lemma 3.5.2. When \( n = 0 \), \( C_U \) is connected and simple with negative end on \( \{(\beta_1, 8)\} \). Moreover, the bottom level \( C_{LL} \) consists of eight disjoint and embedded components, each with top \((\beta_1, 1)\) and going through one constraint.

Proof. We saw above that \( C_U \) must have negative end on \( \{(\beta_1, 8)\} \). A curve of nonnegative index in \( X \) of degree 1 has bottom end on \( \{(\beta_1, m)\} \) for \( m \leq 2 \) while a similar curve of degree two has bottom end on \( \{(\beta_1, m)\} \) for \( m \leq 5 \). Hence \( C_U \) must be connected, and hence somewhere injective because \( \gcd(3,8) = 1 \).

The bottom level \( C_{LL} \) of the limiting building lies in the completed blown up ellipsoid, has top on \( \{(\beta_1, 8)\} \) with grading 16 and goes through the constraints \( E_1, \ldots, E_8 \). Therefore, (2.2.32) implies that \( I(C_{LL}) = 0 = \text{ind}(C_{LL}) \). Therefore by Proposition 2.2.2, \( C_{LL} \) is embedded with ECH partitions. Since \( p^+((\beta_1,8)) = (1^8) \), \( C_{LL} \) must have eight positive ends. But no component of \( C_{LL} \) can have more than one positive end because \( C_U \) is connected and the original curve in class \( B \) has genus 0. Hence \( C_{LL} \) must have 8 components, which are disjoint, since their union has no double points.

Lemma 3.5.3. When \( n = 0 \), \( C_U \) has either one negative end or two negative ends of multiplicities 1,7. Moreover, in the latter case there is one double point in the neck just before breaking.

Proof. Consider the part in the neck region of a stretched \( B \)-curve that is very close to breaking into a curve with top \( C_U \). This neck part is a union of connected curve pieces that for short we call components, one for each negative end of \( C_U \). By Lemma 3.5.2, its bottom ends all have multiplicity one, that is, they approximate the simple orbit \( \beta_1 \). We denote by \( C_{neck}^{s} \) a component with one positive end very close to \( \beta_1^* \), and therefore \( s \) negative ends each of multiplicity 1. Consider the union \( C_{neck} := C_{neck}^{s_1} \cup C_{neck}^{s_2} \) of two such neck components where \( s_1 \leq s_2 \). Because \( C_U \) and \( C_{LL} \) are simple, we may estimate the writhe \( w^+(C_{neck}) \) at the top of \( C_{neck} \) by using the writhe estimate for the appropriate negative ends of \( C_U \) (which is a lower bound), and the writhe \( w^-(C_{neck}) \) at its bottom by the formula for the positive end of \( C_{LL} \) (which is an upper bound). Thus at the positive end we have \( a_1 = s_1, a_2 = s_2 \) and \( p_1 = p_2 = 1 \) so that \( w^+(C_{neck}) \geq (s_1 - 1) + (s_2 - 1) + 2s_1 \), while \( w^-(C_{neck}) \leq 0 \) since each end has \( a_i = 1, p_i = 0 \). Thus the adjunction formula gives

\[ 2\delta(C_{neck}^{s_1} \cup C_{neck}^{s_2}) \geq 4 - 2 - (s_1 + s_2) + (s_1 - 1) + (s_2 - 1) + 2s_1 = 2s_1, \] (3.5.2)

that is, there are at least \( s_1 \) double points in the neck. More generally, if the bottom of \( C_U \) has \( r \) ends with multiplicities \( a_1 \leq a_2 \leq \cdots \leq a_r \), then we have

\[ n \geq (r - 1)a_1 + (r - 2)a_2 + \cdots + a_{r-1} \] (3.5.3)

double points in the neck. Since we must have \( n \leq 1 \) we find that \( r = 2 \) and \( a_1 = 1 \) as claimed.

Proof of Proposition 3.5.1. Let us suppose that \( C_U \) has two negative ends. By Lemma 3.5.2 these have multiplicities 1,7, and the curve \( C_{neck}^{s_1} \cup C_{neck}^{s_2} \) has one double point. We claim that each neck component is embedded. (Recall these are components of our curves mapping to the neck region just before breaking.) To see this, note that the right hand expression in formula (3.5.2) decomposes as a sum of three terms, the terms \( 2 - 1 - s_i + (s_i - 1) \) that give lower bounds for \( 2\delta(C_{neck}^{s_i}) \) and the term \( 2s_i \) that bounds twice the intersection number of the components. Since there is at most one double point, we must have \( 2\delta(C_{neck}^{s_i}) = 0 \) for each \( i \).

To complete the argument, observe now that because there is a distinguished constraint that is attached to \( C_{neck}^{s_i} \), there are eight ways to assign the constraints. Moreover, as in the proof
of Proposition 3.4.1 given at the end of §3.4, for each such assignment there is at most one B-curve that is close to splitting in this way. To check the latter statement, note that any two such distinct curves C, C' which are close to splitting would have to intersect in the neck region in at least two points, namely \((C')^{\text{neck}} \cap C_7^{\text{neck}}\) and \(C_1^{\text{neck}} \cap (C')_7^{\text{neck}}\) (which both consist of a single point by the calculation above). But this is impossible because all intersections count positively (since the curves are \(J\)-holomorphic) and \(B \cdot B = 1\).

Remark 3.5.4. (i) One can similarly study the possible splittings of the exceptional sphere \(C^A\) in class \(A = 3L - 2E_1 - E_2 - \cdots - E_7\). Again it must split along the orbit set \(\{(\beta_1, 8)\}\), but now the grading of this orbit set is smaller than the contribution to the ECH index of the bottom constraint \(\sum m_i E_i = 2E_1 + E_2 + \cdots + E_7\); indeed, by (2.2.32), this is \(\sum_i m_i^2 + m_i\).

Hence \(C_{LL}\) cannot be simple: indeed it consists of a two-fold cover of a cover of a component \(C_{1,LL}^{\text{neck}}\) through \(E_1\) together with six other components through \(E_i, 2 \leq i \leq 7\). It is plausible that \(C^A\) splits into a building whose top level has two negative ends of multiplicities 1,7, and that the component of \(C_{1,LL}^{\text{neck}}\) attached to \(C_{1,LL}^{\text{neck}}\) is \(C_{1,LL}^{\text{neck}}\) and so goes through \(\alpha_{11}\); while the seven components attached to the seven negative ends of \(C_{1,LL}^{\text{neck}}\) go through \(\alpha_{11}, \ldots, \alpha_{17}\). For in this case one can imagine that the bottoms of \(C_{1,LL}^{\text{neck}}\) and \(C_{1,LL}^{\text{neck}}\) are distorted by the attached copies of \(C_{1,LL}^{\text{neck}}\) in such a way that the corresponding neck components of an approximating \(A\)-curve no longer intersect. Although we do not attempt to prove here that this is what happens, the fact that \(C_{1,LL}\) is not simple does mean that the write in calculation in Lemma 3.5.3 is no longer valid. This situation was misunderstood in [9]; see [10].

(ii) One can try to generalize this argument to ellipsoids of the form \(E(1, 3k - 1), k > 3\). One would now start from a curve in class \(B = 3k - E_1 - \cdots - E_{3k-1}\), with genus 0 and \(\delta(B) = \frac{1}{2}(k - 1)(k - 2)\) double points, stretch the neck, and then hope to find among the resulting buildings at least one whose top level is a genus 0 trajectory \(C_U\) with just one negative end on \(\beta_1^{3k-1}\). One can argue as above that the top level of each such building must have negative ends on the orbit set \(\{(\beta_1, 3k - 1)\}\). However, because \(B\)-curves have more double points, there are now more possibilities for the partitions of \(3k - 1\) that occur. In particular the double points may not all lie in or below the neck and so be detectable by looking at the distribution of the constraints; instead one has to count the maximum number of curves \(C_U\) for each possible partition of \(3k - 1\). One can attempt to do this by considering analogs for the exceptional class \(A\) in (i) above. For example, if \(k = 4\) the following classes (all with \(c_1 = 1\) and \(B \cdot A_1 = 5\)) are relevant:

\[
A_1 := 4L - 2E_1 - E_{2...10} \quad A_2 := 4L - 2E_{12} - E_{3...9} \quad \text{with} \quad A_1^2 = 3, \quad A_2^2 = 1
\]

\[
A_3 := 4L - 3E_1 - E_{2...9} \quad A_4 := 4L - 2E_{123} - E_{4...8} \quad \text{with} \quad A_3^2 = A_4^2 = -1.
\]

Here \(A_3, A_4\) are classes of exceptional spheres, while \(A_2\) has one double point and \(A_3\) has three. This approach is barely possible when \(k = 4\) (though to make a proof one would have to substantiate the claims in (i) above), and seems to show that there are some trajectories \(C_U\) with just one negative end. The argument uses the fact that there are 620 \(B\)-curves, 12 \(A_2\)-curves and 96 \(A_1\)-curves through a generic set of points. Since the genus 0 Gromov–Witten invariants of the class \(B\) and the relevant classes \(A\) grow very rapidly with \(k\), this method does not seem feasible for large \(k\).

3.6. The stabilization process

We conclude this section with a proof of the following sharpened version of Proposition 1.2.1, which gives conditions under which embedding obstructions in dimension 4 persist under stabilization.
Proposition 3.6.1. Let \( \overline{\mathbb{C}P^2}_{\mu, x} \) be the completion of \( \mathbb{C}P^2(\mu, x) \setminus \Phi(E(1, x)) \), where \( x = b + \varepsilon \), where \( b = \frac{p}{q} \) for some relatively prime integers \( p, q \) and very small and irrational \( \varepsilon > 0 \). Suppose that for all sufficiently small \( \varepsilon > 0 \) and generic admissible \( J \) there is a genus 0 curve \( C \) in \( \overline{\mathbb{C}P^2}_{\mu, x} \) with degree \( d \), Fredholm index 0, and one negative end on \( (\beta_1, p) \), where \( \gcd(d, p) = 1 \). Then there is a constant \( S(d, x) \) such that for any \( S \geq S(d, x), k \geq 0 \), and \( \mu > 0 \), the existence of a symplectic embedding

\[
E \left( 1, x, S, \ldots, S \right) \xrightarrow{\varepsilon} \mathbb{C}P^2(\mu) \times \mathbb{R}^{2k}
\]

implies that \( \mu \geq \frac{d}{p} = \frac{3b}{v + 1} \).

Proof. This is proved by slightly extending the arguments given in [2, §3.4,5] that establish the corresponding result for the Fibonacci staircase \( b = \frac{g_n + 2}{g_n} \). We start from the stabilized embedding

\[
\widetilde{\Phi}_0 := \Phi \times \iota : E(1, x, S, \ldots, S) \xrightarrow{\varepsilon} \mathbb{C}P^2(\mu, x) \times \mathbb{R}^{2k}
\]

where \( \Phi \) is as in (1.2.1), \( \mu, x \) is given by (3.1.1) or (3.5.1), and \( \iota \) is the obvious inclusion on the last \( 2k \)-dimensions. Consider the space \( \overline{M'} \) obtained by removing the ellipsoid \( \text{im}(\widetilde{\Phi}_0) \) and completing at the negative end. By the argument in [9, Lemma 3.1], any embedding \( \widetilde{\Phi}_1 \) of \( r \cdot E(1, x, S, \ldots, S) \) into \( \mathbb{C}P^2(\mu, x) \times \mathbb{R}^{2k} \) may be connected to \( \widetilde{\Phi}_0 \) by a one-parameter family

\[
\widetilde{\Phi}_t : \lambda(t)E(1, x, S, \ldots, S) \rightarrow \mathbb{C}P^2(\mu, x) \times \mathbb{R}^{2k}, \quad t \in [0, 1],
\]

of embeddings, for a suitable function \( \lambda(t) \in (0, \max(r, 1)] \) with \( \lambda(t) = 1 \) for \( t \) near 0 and \( \lambda(t) = r \) for \( t \) near 1. In particular, we may apply this to the embedding (3.6.1), rescaled by \( \frac{\mu}{\nu} \). The idea is now to translate this family of embeddings into a family of compatible almost complex structures on a fixed manifold, in order to find a \( J \)-holomorphic curve that gives a constraint on \( \mu \).

To elaborate, choose an identification of the completed spaces obtained by removing \( \text{im}(\widetilde{\Phi}_0) \) with \( (\overline{M'}, \omega'_1) \), where \( \omega'_1 \) is a suitable family of symplectic forms; we assume that the identification is the identity outside \( \mathbb{C}P^2(\mu, x) \times B^{2k}(T/2) \) for a suitably large \( T \). We consider the space \( \mathcal{J}'(T) \) of almost complex structures \( J \) on \( \overline{M'} \) that are admissible for some \( \omega'_1 \), and have product form outside \( \mathbb{C}P^2(\mu, x) \times B^{2k}(T/2) \) with projection to \( \mathbb{R}^{2k} \) equal to the standard complex structure. Our aim is to show that for generic \( J \in \mathcal{J}'(T) \) that is admissible with respect to \( \omega'_1 \) there is at least one degree \( d \) curve in \( \overline{M'} \) with a single end on \( \beta^p \), since then the required bound comes from the positivity of its action.

We may enlarge \( T \) so that the monotonicity theory implies that every degree \( d \) \( J \)-holomorphic curve lies inside \( \mathbb{C}P^2(\mu, x) \times B^{2k}(T) \), and then compactify \( \overline{M'} \) at its positive end, obtaining a family of symplectic manifolds \( (\overline{M}, \omega) \) that are identified with completions of subsets of \( \mathbb{C}P^2(\mu, x) \times CP^k(2T) \); see [9, Lemma 3.3].

It therefore suffices to analyze curves in \( (\overline{M}, \omega) \) for \( J \in \mathcal{J}(T) \), where \( \mathcal{J}(T) \) is the obvious analog of \( \mathcal{J}'(T) \). Because \( \text{im}(\widetilde{\Phi}_0) \) and the symplectic form \( \omega_0 \) on \( \overline{M} \) are invariant with respect to a suitable \( T \)-action that rotates the second factor \( \mathbb{R}^{2k} \), there is an \( \omega_0 \)-compatible element \( J_M \in \mathcal{J}(T) \) which is also \( T \)-invariant and restricts to an almost-complex structure \( J_X \) on \( \overline{X} \). Thus, the initial curve \( C \) in \( \overline{X} \) whose existence we assume may be considered as an element of

\[1\] In [2], the divisor \((\text{line}) \times CP^k(2T)\) is removed from the target, one slightly distorts \( CP^2(\mu, x) \setminus \text{line} \) to \( E(\mu, \mu + \varepsilon) \), and then completes \( M \) at its positive end as well. However, how one treats the positive end makes no difference to the index calculations or stabilization arguments.
the moduli space $\mathcal{M}_{J,M}(\overline{M}, dL, \beta^p_1)$, of somewhere injective genus 0 curves of degree $d$ and with one negative end on the short orbit $\beta_1$ of multiplicity $p$. The index formulas in [2, Proposition 13] show that $C$ has index 0 for any $k$; cf. [2, Lemma 14] and (3.6.2) below. The proof then consists of the following steps.

- We show that the moduli space $\bigcup_{t \in [0,1]} \mathcal{M}_{J,t}(\overline{M}, dL, \beta^p_1)$ is compact, where $J_t \in \mathcal{J}, t \in [0,1]$, is a generic path of almost complex structures.

- We show that the count of curves in $\mathcal{M}_{J,0}(\overline{M}, dL, \beta^p_1)$ is positive.

The proposition then follows immediately: for more details see [2, §5].

**The compactness argument.** Consider a generic one-parameter family $J_t \in \mathcal{J}(T), t \in [0,1]$, of almost complex structures on the completed $(2k + 4)$-dimensional manifold $\overline{M}$. There are two possibilities for loss of compactness.

The first is convergence to a multiply covered curve in $\overline{M}$. This can be excluded using the fact that $p$ and $d$ are coprime by hypothesis. The other possibility is that there is a limiting building $C_\infty$. Any such limiting building has a top component in $\overline{M}$ and lower levels in the symplectization $\partial E(1, x, S, \ldots, S) \times \mathbb{R}$. To deal with this case we argue much as in [2], the crucial point being that the limiting building must have index 0. It is convenient to think of $C_\infty$ as a union of matched components (see Definition 3.3.2) as follows. We first match all possible curves in symplectization levels. This defines a single component $C$, with a negative end on $\beta^p_1$, and other matched components in the symplectization with no negative ends. We then group the curves in $C_\infty \setminus C_\ast$ into matched components; in other words, we match each symplectization component with any compatible curves $\text{im}(u_i)$ in $\overline{M}$ forming larger components. We define the *index of a matched component* to be the sum of the deformation indices of the constituent curves minus the dimension of the orbit spaces where matching occurs (for ends asymptotic to covers $\beta_1$ or $\beta_2$ this dimension is just 0, otherwise it is $2(k - 1)$, the dimension of the Morse--Bott family). By the index formulas for curves in symplectizations, the Fredholm index of any component formed by joining curves in symplectizations can be calculated as if the component was a curve in a single level, since the contributions to the Fredholm index of pairs of matching ends in symplectizations cancel. Similarly, if the component contains curves in the top level, then we can calculate its index as though all its components were in the top level.

We begin with the following.

**Lemma 3.6.2.** If $k \geq 1$, $S \geq S(d, x)$ is sufficiently large and the path $J_t$ is generic, then any curve in the limiting building $C_\infty$ that lies in $\overline{M}$ has the following properties.

- Any ends on $\partial E(1, x, S, \ldots, S)$ must be asymptotic to covers of $\beta_1$ or $\beta_2$;

- Every end must have multiplicity less than $S/x$.

**Proof.** In addition to $\beta_1$ and $\beta_2$, we have a Morse--Bott orbit $\gamma$. To prove the first bullet point, it suffices to consider irreducible somewhere injective curves. Since $J_t$ is generic, any irreducible somewhere injective curve $C$ in $C_\infty$ asymptotic to $\gamma$ has index $\geq -1$, and hence (because all indices are even) index $\geq 0$. If $C$ has degree $d'$, ends on $\beta^p_1$ for $1 \leq i \leq n_1$, on $\beta^p_2$ for $1 \leq j \leq n_2$, and on $\gamma^t$ for $1 \leq \ell \leq n_3$, we find using the discussion following (2.2.35) that

$$\text{ind}(C) = (k - 1)(2 - n_1 - n_2 - n_3) + 6d' - \sum_{i=1}^{n_1} (2r_i + (2|\ell/x| + 1) + k(2|\ell/S| + 1))$$

This is called $S_0$ in [2].
\[- \sum_{j=1}^{n_j} \left( 2s_j + (2\lfloor s_jx \rfloor + 1) + k(2\lfloor (s_jx)/S \rfloor + 1) \right) \]
\[- \sum_{\ell=1}^{n_\ell} \left( 2t_\ell + (2\lfloor t_\ell S \rfloor + 1) + (2\lfloor t_\ell S/x \rfloor + 1) + (k-1)(2t_\ell - 1) \right). \quad (3.6.2)\]

We must have \( d' \leq d \), and, if there are any ends on \( \gamma \), the term \( |t_\ell S| \geq |S| \) is large while the very first term combined with the final term in the sum over \( \ell \) together give a nonpositive contribution.

Therefore if \( S \geq 3d \) the right hand side of (3.6.2) must be negative if \( C \) has any ends on \( \gamma \). This gives a contradiction.

Similarly, from (3.6.2) no irreducible somewhere injective curve of degree \( d' \) in \( C_\infty \) can have ends of multiplicity more than \( 3d' \). Since an arbitrary degree \( d' \) curve is a sum of \( m_i \)-fold covers of irreducible somewhere injective degree \( d_i \) curves, where \( \sum m_i d_i = d' \), the maximum multiplicity of an end of such a curve is \( \sum_i m_i 3d_i = 3d' \) which is \( < \frac{S}{x} \) if \( S \geq S(d,x) := \max(3xd^2, 3d) = 3xd^2 \). Therefore we may take \( S(d,x) = 3xd^2 \). \( \square \)

The first point in the next lemma is a slight generalization of [2, Lemma 18]. Note that the proof uses the fact that we consider curves with bottom multiplicity \( p \) rather than a more general \( m \).

**Lemma 3.6.3.** As above, let \( C_* \) be the unique matched component of \( C_\infty \) in the symplectization with a negative end on \( \beta^p_1 \), and suppose that \( S \geq S(x,d) \) Then \( \text{index}(C_*) \geq 0 \) with equality if and only if \( C_* \) is an unbranched cover of a trivial cylinder over \( \beta_1 \), and hence has one positive end of multiplicity \( p \).

**Proof.** Every positive end of \( C_* \) is matched by the negative end of some curve in \( C_\infty \) that lies in \( M \). Hence, because \( S \geq S(d,x) \) Lemma 3.6.2 shows that \( C_* \) has no ends on the Morse–Bott orbit \( \gamma \).

Suppose that the positive ends of \( C_* \) are asymptotic to \( \beta^r_i, 1 \leq i \leq n_1 \), and \( \beta^{s_j}_j, 1 \leq j \leq n_2 \). Then by [2, Proposition 17] and [2, Lemma 18] (see also the discussion after (2.2.35)), we have

\[
\frac{1}{2} \text{index}(C_*) = -1 + n_1 + n_2 + \sum_{i=1}^{n_1} \left( r_i + \left\lceil \frac{r_i}{x} \right\rceil \right) + \sum_{j=1}^{n_2} \left( s_j + \lfloor s_jx \rfloor \right) - p - \left\lfloor \frac{p}{x} \right\rfloor.
\]

As \( C_* \) has nonnegative area, we have \( \sum r_i + \sum xs_j \geq p \). Hence
\[
\sum r_i + \sum \lfloor xs_j \rfloor \geq p, \tag{3.6.4}
\]
and
\[
\sum \left\lceil \frac{r_i}{x} \right\rceil + \sum s_j \geq \left\lceil \sum \frac{r_i}{x} \right\rceil + \sum s_j \geq \left\lfloor \frac{p}{x} \right\rfloor. \tag{3.6.5}
\]
These estimates establish the inequality.

Since \( x \) is irrational, \( \sum \lfloor xs_j \rfloor \geq \sum s_j \) whenever \( s_j \neq 0 \). Therefore, because \( \sum r_i + \sum xs_j \geq p \), there is equality in (3.6.4) only if \( s_j = 0 \) for all \( j \) and \( \sum r_i = p \). As for the second estimate, first observe that because \( x = \frac{p}{q} + \varepsilon \), we have \( \left\lfloor \frac{p}{x} \right\rfloor = q \), so that \( \left\lfloor \frac{p}{x} \right\rfloor \) is just larger that \( \frac{p}{x} \). On the other hand if \( r < p \), then \( \frac{p}{x} \notin \mathbb{Z} \) so that \( \left\lfloor \frac{p}{x} \right\rfloor \) is significantly larger than \( \frac{p}{x} \). Hence there is equality in (3.6.5) only if \( n_1 = 1 \) and \( r_1 = p \). \( \square \)
We now complete the compactness argument by dividing into cases.

Case 1: $C_*$ has positive index. In this case, Lemma 3.6.3 implies that at least one matched component of the building $C_\infty \setminus C_*$ has negative index. But this is ruled out by the next lemma.

**Lemma 3.6.4.** Let $C$ be a matched component of the limiting building $C_\infty \setminus C_*$. Then $\text{ind}(C) \geq 0$, with equality only if $C$ consists of a single curve (hence with a single negative end matched with $C_*$).

**Proof.** We first recall some index formulas. It follows from [2, Proposition 17] that if $S \subseteq S(d,x)$ and $v$ is a connected curve in the symplectization $\partial E(1, 0 + \varepsilon, S, \ldots, S) \times \mathbb{R}$ with $n_1 + n_2$ positive ends on $\beta^1_i$, $1 \leq i \leq n_1$, and on $\beta^2_j$, $1 \leq j \leq n_2$, and no negative ends, then

$$\frac{1}{2} \text{ind}(v) = k - 1 + n_1 + n_2 + \sum_{i=1}^{n_1} \left( r_i + \left\lfloor \frac{r_i}{x} \right\rfloor \right) + \sum_{j=1}^{n_2} (s_j + \left\lfloor s_j x \right\rfloor),$$

(3.6.6)

where $k \geq 0$ is the stabilization dimension\(^1\). In particular, this index is always positive. (This index formula can be obtained using the observations after (2.2.35); note that $\left\lfloor \frac{s_j}{x} \right\rfloor = \left\lfloor \frac{s_j x}{x} \right\rfloor = 0$ by the second claim in Lemma 3.6.2.)

Further, if $\text{im}(u)$ is a curve in $\mathcal{M}$ with degree $d'$ and negative ends on $\beta^1_i$, $1 \leq i \leq n_3$ and negative ends on $\beta^2_j$, $1 \leq j \leq n_4$, then similarly by\(^1\) [2, Proposition 13],

$$\frac{1}{2} \text{ind}(u) = k - 1 + 3d' - k(n_3 + n_4) - \sum_{i=1}^{n_3} \left( r_i + \left\lfloor \frac{r_i}{x} \right\rfloor \right) - \sum_{j=1}^{n_4} (s_j + \left\lfloor s_j x \right\rfloor).$$

(3.6.7)

If $u$ is an $m$-fold multiple cover of a curve $\tilde{u}$ with degree $\tilde{d}$ and negative ends on $\beta^1_i$, $1 \leq i \leq \tilde{n}_3$ and negative ends on $\beta^2_j$, $1 \leq j \leq \tilde{n}_4$, then we have $d' = m\tilde{d}$, $\sum r_i = m \sum \tilde{r}_i$ and $\sum s_j = m \sum \tilde{s}_j$. Therefore, using equation (3.6.7) we obtain

$$\frac{1}{2} \text{ind}(u) - \frac{m}{2} \text{ind}(\tilde{u}) = (k - 1)(1 - m) - k(n_3 + n_4 - m\tilde{n}_3 - m\tilde{n}_4)$$

$$- \sum_{i=1}^{n_3} \left\lfloor \frac{r_i}{x} \right\rfloor - \sum_{j=1}^{n_4} \left\lfloor s_j x \right\rfloor + m \sum_{i=1}^{\tilde{n}_3} \left\lfloor \frac{\tilde{r}_i}{x} \right\rfloor + m \sum_{j=1}^{\tilde{n}_4} \left\lfloor \tilde{s}_j x \right\rfloor. \quad (3.6.8)$$

We now divide $C$ into the unique curve $u$ with a negative end matching $C_*$ and a collection of connected planar components. Such planar components necessarily have strictly positive index. (Indeed, the matched index is given by (3.6.6) in the case where there is just one positive end, perhaps with an additional positive contribution if the matched component intersects $\mathcal{M}$ and hence has positive degree.)

Suppose that $u$ is a multiple cover $m\tilde{u}$ for some $m > 1$. Assume first that $u$ is attached to $C_*$ along $\beta^1_i$. Since all the other ends of $u$ are matched by planar components in the symplectization, we may combine the indices of planar components calculated using (3.6.6) with the formula (3.6.8) for the multiply covered curve and use the fact that $\text{ind}(\tilde{u}) \geq 0$ to obtain

$$\frac{1}{2} \text{ind}(C) \geq (k - 1)(1 - m) - k(n_3 + n_4 - m\tilde{n}_3 - m\tilde{n}_4)$$

\(^1\)Note that $k = N - 2$ in the notation of [2].

\(^2\)Note that this index is the same as the index of a curve with $\ell$ positive ends, each of multiplicity one, on the larger orbit of $\partial B^4(\mu_*, \mu_* + \varepsilon') \times CP^k(2T)$.\n
\[-\sum_{i=1}^{n_3} \left\lceil \frac{r_i}{x} \right\rceil - \sum_{j=1}^{n_4} \left\lfloor s_j x \right\rfloor + m \sum_{i=1}^{\tilde{n}_3} \left\lceil \frac{\tilde{r}_i}{x} \right\rceil + m \sum_{j=1}^{\tilde{n}_4} \left\lfloor \tilde{s}_j x \right\rfloor \]
\[+ (n_3 - 1)k + \sum_{i=2}^{n_3} \left( r_i + \left\lfloor \frac{r_i}{x} \right\rfloor \right) + kn_4 + \sum_{j=1}^{n_4} (s_j + \left\lfloor s_j x \right\rfloor) \]
\[= (k - 1)(1 - m) - k + km(\tilde{n}_3 + \tilde{n}_4) \]
\[+ \sum_{i=2}^{n_3} r_i - \left\lceil \frac{r_1}{x} \right\rceil + \sum_{j=1}^{n_4} s_j + m \sum_{i=1}^{\tilde{n}_3} \left\lceil \frac{\tilde{r}_i}{x} \right\rceil + m \sum_{j=1}^{\tilde{n}_4} \left\lfloor \tilde{s}_j x \right\rfloor \].

(3.6.9)

Since \(\tilde{n}_3 + \tilde{n}_4 \geq 1\), we see that
\[
\frac{1}{2} \text{index}(C) \geq (m - 1) + \sum_{i=2}^{n_3} r_i + m \sum_{i=1}^{\tilde{n}_3} \left\lceil \frac{\tilde{r}_i}{x} \right\rceil - \left\lfloor \frac{r_1}{x} \right\rfloor + \sum_{i=2}^{n_3} r_i + m \sum_{i=1}^{\tilde{n}_3} \left\lceil \frac{\tilde{r}_i}{x} \right\rceil - \left\lfloor \frac{r_1}{x} \right\rfloor.
\]

Now the end, say \(\beta_1^{\tilde{r}_1}\), of \(\tilde{u}\) that is covered by the end of \(u\) asymptotic to \(\beta_1^{r_1}\) satisfies \(m\tilde{r}_1 \geq r_1\). Therefore
\[
m \sum_{i=1}^{\tilde{n}_3} \left\lceil \frac{\tilde{r}_i}{x} \right\rceil \geq m \sum_{i=1}^{\tilde{n}_3} \tilde{r}_i + \left\lfloor \frac{r_1}{x} \right\rfloor
\]
which implies that \(\text{index}(C) \geq 0\). Moreover, \(\text{ind}(C) > 0\) unless \(\tilde{n}_3 = n_3 = 1, \tilde{n}_4 = 0\) and \(r_1 = m\tilde{r}_1\), that is, unless \(u\) has just one negative end of multiplicity \(r_1\), in which case it is the unique curve in \(C\).

If \(u\) is attached to \(C\) along \(\beta_2\), then the same argument shows that \(\text{ind}(C) \geq 0\), with equality only if \(C\) has one negative end.

This completes the proof of compactness in Case 1.

Case 2: \(C\) has index 0. In this case, Lemma 3.6.3 shows that \(C\) is a multiple cover of \(\beta_1\) with just one positive end. Then, if the limit \(C_\infty\) is nontrivial, there must be other nontrivial curves in the symplectization, which implies that the top of end of \(C\) must attach to a curve \(\text{im}(u)\) with more than one negative end. But by Lemma 3.6.4 a component \(C\) containing such \(\text{im}(u)\) must have positive index. Since again no component has negative index, this scenario is impossible.

This completes the proof of the compactness argument.

The counting argument. This is proved much as in [2, §3]. There are two steps here. We identify \(\overline{M}\) with the completion of the complement of \(\text{im}(\Phi_0)\) so that it supports a \(T_k\) action, and consider the space \(\mathcal{J}_{\text{reg}}^{2k}\) of all \(T_k\)-invariant and admissible almost complex structures on \(\overline{M}\) for which all somewhere finite action curves in both \(\overline{X}\) and \(\overline{M}\) are regular. One shows first that

- \(\mathcal{J}_{\text{reg}}^{2k}\) is nonempty; and second that
- when \(J \in \mathcal{J}_{\text{reg}}^{2k}\) the count of \(J\)-holomorphic curves in \(\mathcal{M}_J(\overline{M}, dL, \beta_1^p)\) is nonzero.

The second step (Proposition 10 in [2]) is proved as in [2, §3.1]. The idea is this: since \(J\) is \(T_k\)-invariant and the elements of \(\mathcal{M}_J(\overline{M}, dL, \beta_1^p)\) have index zero, the elements of this moduli space must lie in the four-dimensional manifold \(\overline{X}\), so that one can appeal to Wendl’s automatic
transversality results. In our case this argument is slightly easier than in [2] since our curves have no positive ends.

To establish the first step (Proposition 11 in [2]), one first notes that it is immediate provided that there is \( J \in \mathcal{J}_{reg}^T \) such all elements in \( \mathcal{M}_f(M, dL, \beta^p) \) that do not lie entirely in \( \overline{X} \) are orbitally simple (that is, intersect at least one \( \mathbb{T}^k \) orbit exactly once transversally), since then standard methods allow one to find an \( \mathbb{T}^k \)-invariant and regular perturbation of \( J \). To show that there is a suitable \( J \) one considers a second neck stretching as in [2, §3.2], this time along a product surface

\[
\Sigma = \Phi((1 + \delta)E(1, x)) \times \mathbb{CP}^k(2T)
\]

in \( \overline{M} \). (Thus, one extends the initial embedding \( \Phi : E(1, x) \to \mathbb{CP}^2(\mu) \) to a slightly larger ellipsoid, extends it trivially to the product, and then stretches by an amount \( K \) along the corresponding product boundary \( \Sigma \).) We consider \( \mathbb{T}^k \)-invariant almost complex structures \( J^k \) on \( \overline{M} \) that are products both near and outside the region bounded by \( \Sigma \), so that when one stretches the neck the top level is a product that we denote \( \overline{X}' \times \mathbb{CP}^k(2T) \) while the rest is a (possibly multi-level) cobordism from \( \Sigma \) to the ellipsoid \( \partial E' := \Phi(\partial E(1, x, S, \ldots, S)) \).

If for some \( K \) all \( J^k \)-holomorphic curves \( C^k \) in \( \mathcal{M}_{J^k}(M, dL, \beta^p) \) are orbitally simple, then we are done. Hence we only need to consider the case when there is a sequence of non-orbitally simple curves \( C^k \) for \( K \to \infty \). In this case there is a limiting building \( C_\infty \), whose top level \( C_{top} \) lies in \( \overline{X}' \times \mathbb{CP}^k(2T) \). Consider the projection \( C' \) of \( C_{top} \) to the four-dimensional space \( \overline{X}' \). By construction, \( C' \) is the limit of the projection to \( \overline{X}' \) of (pieces of) non-orbitally simple curves, and so has at least one multiply covered component. We must show that this is impossible.

The argument used to prove this in [2, Proposition 12] does not generalize since it exploits the fact that in their case \( C' \) has essentially zero action. However, it is possible to prove this in our more general situation by using Lemma 3.6.4.

The projected curve \( C' \) cannot consist of a single component with end on the orbit set \( \{(\beta_1, p)\} \) which is an \( m \)-fold cover for \( m > 1 \), because then it would have to have degree \( d \) and we are assuming that \( \gcd(p, d) = 1 \).

Therefore the limiting building \( C_\infty \) is nontrivial, that is, it cannot consist just of an index 0 cylindrical cover of \( \beta_1 \) (in the cobordism from \( \Sigma \) to the negative end of \( \overline{M} \)) together with a single component in \( \overline{X}' \times \mathbb{CP}^k(2T) \). We now argue much as in the compactness argument.

Note first that the index arguments used above can be adapted essentially without change. Indeed, although \( \Sigma \cong \partial((1 + \delta)E(1, x)) \times \mathbb{CP}^k(2T) \) is different from \( \partial E(1, x, S, \ldots, S) \), the index formulas for curves positively asymptotic to the orbits \( \beta_1, \beta_2 \) on \( \Sigma \) are the same as they are for \( \partial E(1, x, S, \ldots, S) \), as one sees by comparing the formulas in Propositions 13 and 17 in [2]. Similarly, the contribution to the index of negative ends on \( \Sigma \) is just as in (3.6.7), except that the index has an additional positive contribution of \( 2k(n_3 + n_1) \) (see Proposition 15 in [2]) which takes into account the fact that the negative ends lie on the product \( \Sigma \) so that each end lies in a \( 2k \)-dimensional family. However, this additional contribution is cancelled out by the fact that when we match ends in this Morse–Bott situation we must subtract \( 2k \).

Therefore we may calculate the indices of matched components just as before. In particular, if we define \( C_* \) to be the component of \( C^{lower} \) with bottom end on \( \beta^p_1 \), then Lemma 3.6.3 and Lemma 3.6.4 both hold. Therefore all the components of \( C_\infty \backslash C_* \) have nonnegative index, and have positive index if they have more than one negative end. In particular, if the building is nontrivial, either \( C_* \) or some component of \( C_\infty \backslash C_* \) has positive index. But this is impossible.

Together, these two steps complete the proof of Proposition 3.6.1. \( \square \)
Remark 3.6.5. (i) One might try to generalize Proposition 3.6.1 by considering curves of genus 0\(C\) with one negative end on \(\beta^m_1\) where \(m\) is chosen so that the index is zero. Thus, if \(C\) has degree \(d\) we assume \(\gcd(d,m) = 1\) and \(3d = m + \lceil mx \rceil\); see (1.2.3). However, in this case Lemma 3.6.3 might fail, so that compactness does not hold. For example, if one can decompose \(d = d_1 + d_2\) and \(m = m_1 + m_2\) in such a way that \(m_i + \lceil m_i x \rceil = 3d_i\) for \(i = 1, 2\), then a curve in \(\mathcal{M}\) of degree \(d\) and one negative end on \(\beta^m_1\) might split into a nontrivial building whose top has two components of degrees \(d_1, d_2\) and bottom (in the symplectization) has two positive ends of multiplicities \(m_1, m_2\). In such a case, we would have \(\lceil \frac{m_1}{x} \rceil + \lceil \frac{m_2}{x} \rceil = \lceil \frac{m_1 + m_2}{x} \rceil\) so that the curve in the symplectization as well as the two components in \(\mathcal{M}\) all have index 0. As an example, take \(x = \frac{55}{8}\), \(m_1 = 5, m_2 = 18\) and \(d_1 = 2\) and \(d_2 = 7\).

(ii) We claim that the statement of Proposition 3.6.1 also holds if there is a curve in the moduli space \(\mathcal{M}(\mathcal{X}_{dL}, \beta^m_1)\) where \(x = b + \varepsilon = \frac{\ell}{q} + \varepsilon\), provided we assume that each of the pairs \((p, q)\), \((d, 3p)\) and \((3, p + q)\) is mutually prime. By (1.2.3), the index condition then implies that \(d = p + q\) so that we again get the sharp bound \(c_k(b) \geq \frac{3d}{p} = \frac{3d}{b+1}\).

To prove the claim we must first establish compactness. First of all, any curve in this moduli space cannot be multiply covered, since \(d\) and \(3p\) are coprime, and similarly convergence to a multiply covered curve in \(\mathcal{M}\) can be excluded. For the rest of the argument, the key ingredients Lemmas 3.6.2 and 3.6.4 hold as before, but in the case of equality in Lemma 3.6.3 we can only conclude that \(C_\ast\) is a branched cover of the trivial cylinder over \(\beta_1\), with a single negative end of multiplicity \(p\) and positive ends which have multiplicities \(r_1 p, \ldots, r_n p\) where \(\sum r_i = 3\). But in the case when \(C_\ast\) is branched, that is when \(n_1 > 1\), the remainder of the limiting building consists of \(n_1 > 1\) matched planar components of degrees \(d_1, \ldots, d_{n_1}\), each attached to one of the top ends of \(C_\ast\). By Lemma 3.6.4, each such component has nonnegative index, and hence all must have index 0. But if \(n_1 > 1\) then at least one \(r_i = 1\), and the corresponding degree \(d_i\) must then satisfy \(3d_i = p + q\), contradicting our assumption that \(\gcd(3, p + q) = 1\). The compactness then follows as before. A similar argument applies to the building in the counting argument and this proves the claim.

More generally, this argument proves the following.

Proposition 3.6.6. Suppose that for some triple \((d, x, m)\) there is a genus 0 curve in \(\mathcal{X}_{dL, x}\) of degree \(d\), index 0, and with one negative end on \(\beta^m_1\). Suppose further that there are no decompositions \(d = \sum_{i=1}^n d_i, m = \sum_{i=1}^n m_i\), with \(n > 1\) and \(d_i > 0\) for all \(i\), and such that

\[
3d_i = m_i + \left\lceil \frac{m_i}{x} \right\rceil \quad \forall i.
\]

Then \(c_k(x) \geq \frac{d}{m}\).

To prove compactness here, we first observe that the hypothesis excludes the possibility that the moduli space \(\mathcal{M}(\mathcal{X}_{dL, x}, \beta^m_1)\) contains an \(n\)-cover of an index 0 curve for some \(n\), because such a cover would give rise to a decomposition with \(m_i = \frac{m}{n}\) and \(d_i = \frac{d}{n}\) for all \(i\). Further, in this general situation, equality in Lemma 3.6.3 only implies that \(C_\ast\) is a branched cover of the trivial cylinder, with no restrictions on the positive ends except that their multiplicities \(m_i\) must satisfy the condition \(3d = \sum (m_i + \lceil \frac{m_i}{x} \rceil)\). However Lemma 3.6.4 again implies that the remaining planar components have index 0, and our hypotheses precisely exclude this if \(C_\ast\) has multiple positive ends.

Note that in such a situation the inequality \(c_k(x) \geq \frac{d}{m}\) is in general no longer sharp.
(iii) Proposition 3.6.1 implies that we can prove that \( c_k(m) = \frac{3m}{m+1} \) for an integer of the form \( 3d - 1 \) by finding a curve of degree \( d \) and single end on \( \beta_1^{3d-1} \) on the ellipsoid \( \partial E(1, 3d - 1) \). However, to find suitable obstructions at the other integers we need to use the generalizations in (ii) above. For example, to show that \( c_k(7) = \frac{21}{8} \) it would suffice to find a degree 8 curve in the completion of \( CP^2(\mu)\Phi(E(1, 7 + \varepsilon)) \) with one end on \( \beta_1^{21} \). Constructing such curves is the subject of ongoing work.

4. The case when \( C_L \) has connectors

We now assume that the limiting building \( C_\infty \) has connectors (see Definition 3.3.2), and denote by \( D_{12} \) the union of all the matched components of \( C_L \) that contain a connector. This section is devoted to showing that there is at most one representative of \( B \) that is close to breaking into a building with \( D_{12} \) nonempty. This result is stated in §4.5 as Proposition 4.5.1; its proof is at the end of §4.5.

We recall that if \( C_\infty \) has a connector then \( C_U \) has negative end \( \{ (\beta_1, \ell_n), (\beta_2, \ell_n) \} \), and moreover, by Proposition 3.2.2, any curve in the upper level has negative end on the orbit set \( \{ (\beta_1, m), (\beta_2, m) \} \) for some positive integer \( m \). It is relatively easy to find a model candidate \( C_M \) for the connector (see Lemma 4.4.2), and to show that there is at most one \( B \)-curve that could limit on a building with connector \( C_M \) (see §4.5). What is difficult is to show that there is no other possible breaking with a connector.

To this end, we begin by formulating in Proposition 4.1.4 a fundamental inequality that translates the information on \( I \), ind and writhe (which are all integers) that is contained in the index inequality (2.2.14) into numerical terms that are easier to calculate and manipulate. For example, the quantity \( A(C) \) in (2.2.14) that is a count of lattice points is converted via Pick’s formula into a sum of terms \( A(\theta, s) \) that are areas. This formula uses the fact that the constraints on \( C_L \) as well as the symplectic form come from related weight expansions and so have simple numerical descriptions. In §4.2, we use the special arithmetic properties of the numbers \( b_n \) to gain information on the relevant areas \( A(\theta, s) \).

The next step is to use the fact that, because the total action of \( C_L \) is (approximately) \( \frac{1}{Q_n} \), all but one of its constituent curves have low action and so are ‘light’; the connected curve with nontrivial action is called heavy. The heavy curve cannot be multiply covered, since all connected curves in \( C_L \) have action that is (approximately equal to) some multiple of \( \frac{1}{Q_n} \), so that its properties can be analyzed using the machinery developed in §4.1 and §4.2. In §4.3 we prove basic facts about light and heavy curves, including the fact that the heavy curve is in the lowest level and must go through all the constraints on the last block. Proposition 4.4.1 then shows that the heavy curve must be a connector with the same constraints and asymptotics as the model \( C_M \). The rather elaborate proof compares the ECH and Fredholm indices, again using Proposition 4.1.4 and the arithmetic properties of the numbers \( b_n \). The argument is completed in §4.5.

4.1. The fundamental estimate

The basic estimate needed for the proof of Proposition 4.5.1 is given by Proposition 4.1.4 below. To state it, we need to introduce some notation.

**Definition 4.1.1.** Given a pair \( (\theta, t) \), where \( \theta \) is an irrational number and \( t \) is a positive integer, we define \( A(\theta, t) \) to be the area of the region in the first quadrant formed by the line \( y = \theta x \), the vertical line from \( (t, \lfloor t\theta \rfloor) \) to \( (t, \theta t) \), and the maximal concave lattice path starting at the origin, ending at \( (t, \lfloor t\theta \rfloor) \), and staying below the line \( y = \theta x \).

The significance of \( A(\theta, t) \) to our problem is given by the following.
Lemma 4.1.2. Let $\gamma$ be an elliptic orbit with monodromy angle $\theta$, and let $r$ be the length of $p^\gamma_0(t)$. Then
\[ 2A(\theta, t) = \theta t^2 - gr(\gamma^t) + t + \lceil t\theta \rceil + r. \] (4.1.1)

Proof. Let $M(\theta, t)$ be the area underneath the maximal concave lattice path. Then
\[ A(\theta, t) = \frac{1}{2} \theta t^2 - M(\theta, t). \] (4.1.2)
We can compute $M(\theta, t)$ by using Pick’s theorem. If $R$ is a region with $gr(\gamma^t) + 1$ total lattice points and $r + t + \lfloor t\theta \rfloor$ lattice points on the boundary. Hence by Pick’s theorem (cf. (2.2.18)), we have
\[ 2M(\theta, t) = gr(\gamma^t) - t - r - \lfloor t\theta \rfloor. \] (4.1.3)
The lemma follows from this together with (4.1.2). □

Given a preglued holomorphic building $C$, we now define a vector $\text{diff}_C$ that will be important in our estimates. To motivate its definition, recall that for any vectors $z, w$ the quantity $z \cdot z$ is minimized subject to the constraint
\[ z \cdot w = \kappa \] (4.1.4)
if $z = \lambda w$, where
\[ \lambda = \frac{\kappa}{w \cdot w}. \]
Now let $[C]$ be any homology class in $H_2(\hat{E}_n, \alpha, 0)$ corresponding to a preglued holomorphic building $C$. As explained in §3.4†, we can identify the class $[C]$ with a vector $z$. Then if $w = w(b_n)$, the weight vector of $b_n$, the symplectic area of the constraints is given by $z \cdot w$, modulo an arbitrarily small error caused by the fact that we cannot completely fill the ellipsoid by balls. Now consider the vector
\[ \text{diff}_C := \lambda w - z, \] where $\lambda := \frac{\kappa}{w \cdot w}, \kappa := z \cdot w$. (4.1.5)
Then $w \cdot \text{diff}_C = 0$, so that
\[ z \cdot z = (\lambda w - \text{diff}_C) \cdot (\lambda w - \text{diff}_C) = \lambda^2 w \cdot w + \text{diff}_C \cdot \text{diff}_C. \] (4.1.6)

Since some of the quantities in our estimates are exact, while others are only approximate it will be convenient to introduce the following notation.

Definition 4.1.3. If $A_1(\varepsilon), A_2(\varepsilon)$ are quantities that depend on a finite number of arbitrarily small constants $\varepsilon_i > 0$, then we write
\[ A_1(\varepsilon) \leq \delta A_2(\varepsilon) \]
if for all $\delta > 0$ we have $A_1(\varepsilon) - A_2(\varepsilon) \leq \delta$ for all sufficiently small $\varepsilon_i$. Further, we write
\[ A_1(\varepsilon) > \delta A_2(\varepsilon) \]
if there is $\delta_0 > 0$ so that $A_1(\varepsilon) - A_2(\varepsilon) > \delta_0$ for all sufficiently small $\varepsilon_i$. Further we write $A_1(\varepsilon) = \varepsilon A_2(\varepsilon)$ if $A_1, A_2$ are continuous functions of the small parameters $\varepsilon_i$ that are equal when all $\varepsilon_i = 0$.

† Our notation is such that this vector does not include the asymptotics of $[C]$; it just records the coefficients along the exceptional classes.
Note that the properties $\leqslant \delta$ and $> \delta$ are mutually exclusive; that is, it is impossible that $A_1(\epsilon) \leqslant \delta A_2(\epsilon)$ and also $A_1(\epsilon) > \delta A_2(\epsilon)$.

We can now state the crucial estimates. To simplify the notation for what will follow, define

$$\theta_n := b_n + \varepsilon_n, \quad \tilde{\theta}_n := 1/\theta_n,$$

(4.1.7)

where $\varepsilon_n$ is small and irrational. We will apply this result when $s, t \leq \ell_n$, so that the quantity $\frac{t}{\ell_n} + \frac{1}{\ell_n}$ on the right hand side of (4.1.9) is at most $\ell_n(\frac{1}{\ell_n} + \frac{1}{\ell_n})$, which by (2.1.9) is a decreasing sequence that converges to 1. Thus this right hand side is approximately 3.

**Proposition 4.1.4.** Let $C$ be a connected somewhere injective curve in $\hat{E}_n$, asymptotic to $\{(\beta_1, s), (\beta_2, t)\}$. Then:

- If $C$ has low action, we have

$$2A(\tilde{\theta}_n, s) + 2A(\theta_n, t) + \text{diff}_C \cdot \text{diff}_C \leq \delta 1.$$  
(4.1.8)

- Otherwise,

$$2A(\tilde{\theta}_n, s) + 2A(\theta_n, t) + \text{diff}_C \cdot \text{diff}_C \leq \delta 1 + 2\left(\frac{s}{P_n} + \frac{t}{Q_n}\right).$$  
(4.1.9)

**Proof.** Let $z = |C|$. We prove Proposition 4.1.4 in several steps.

**Step 1: Applying the (improved) index inequality**

By Proposition 2.2.2, we have

$$I(C) - \frac{1}{2} \text{ind}(C) \geq I(C) - \text{ind}(C) \geq 2A(C)$$  
(4.1.10)

where $A(C)$ is a certain count of lattice points. We also have

$$\frac{1}{2} \text{ind}(C) = -1 + n_1 + n_2 + \sum_{i=1}^{n_1} |s_i \tilde{\theta}_n| + \sum_{j=1}^{n_2} |t_j \theta_n| + s + t - z \cdot 1,$$  
(4.1.11)

where $(s_1, \ldots, s_{n_1})$ is the partition of $s$ given by the ends of $C$, and $(t_1, \ldots, t_{n_2})$ is the partition of $t$. In addition, by (2.2.25) and (2.2.32) we have

$$I(C) = 2st + gr(\beta_1^s) + gr(\beta_2^t) - z \cdot z - z \cdot 1.$$  
(4.1.12)

We can substitute for $gr(\beta_1^s)$ and $gr(\beta_2^t)$ in (4.1.12) using (4.1.1) to get

$$I(C) = -2A(\tilde{\theta}_n, s) - 2A(\theta_n, t) + s + r_1 + |s \tilde{\theta}_n| + t + r_2 + |t \theta_n|$$

$$+(\theta_n t^2 + \tilde{\theta}_n s^2 + 2st - z \cdot z) - z \cdot 1,$$  
(4.1.13)

where $r_1, r_2$ are the number of ends in the ECH partitions.

**Step 2: Estimates**

Let us first suppose that $C$ has symplectic area (approximately) $\frac{1}{Q_n}$. Then because the orbit $\beta_1$ has action 1, while $\beta_2$ has action $\theta_n = \epsilon \frac{P_n}{Q_n}$, we have

$$\omega(C) = \epsilon \ s + t \theta_n - z \cdot w = \epsilon \ \frac{1}{Q_n}.$$  

so that by (4.1.5) we have

$$\kappa = z \cdot w = \epsilon \ s + t \theta_n - \frac{1}{Q_n}. $$
Since \( w \cdot w = \frac{P}{Q_n} = \epsilon \theta_n \) we obtain from (4.1.6) that
\[
\lambda = \frac{\kappa}{w \cdot w} = \frac{Q_n}{P_n} + t - \frac{1}{P_n},
\]
\[
z \cdot z \geq \delta \theta_n t^2 + \tilde{\theta}_n s^2 + 2st - \frac{2}{Q_n}(s\tilde{\theta}_n + t) + \text{diff}_C \cdot \text{diff}_C.
\]
Moreover, we can improve this to
\[
z \cdot z \geq \delta \theta_n t^2 + \tilde{\theta}_n s^2 + 2st + \text{diff}_C \cdot \text{diff}_C
\]
in the case where \( C \) has low action.

Substitute this into (4.1.13) to get
\[
I(C) \geq 2A(\tilde{\theta}_n, s) + 2A(\theta_n, t) + s + r_1 + \lfloor s\tilde{\theta}_n \rfloor + t + r_2 + \lfloor t\theta_n \rfloor
\]
\[
\quad - z \cdot 1 + \frac{2}{Q_n}(s\tilde{\theta}_n + t) - \text{diff}_C \cdot \text{diff}_C.
\]
with the improvement to
\[
I(C) \geq 2A(\tilde{\theta}_n, s) + 2A(\theta_n, t) + \lfloor s\tilde{\theta}_n \rfloor + t + r_2 + \lfloor t\theta_n \rfloor - z \cdot 1 - \text{diff}_C \cdot \text{diff}_C.
\]
in the low action case. Now substitute (4.1.14) and (4.1.11) into (4.1.10). This gives
\[
1 - 2A(\tilde{\theta}_n, s) - 2A(\theta_n, t) - \text{diff}_C \cdot \text{diff}_C + \frac{2}{Q_n}(s\tilde{\theta}_n + t) + (r_1 - n_1) + (r_2 - n_2)
\]
\[
\quad + \left( \lfloor s\tilde{\theta}_n \rfloor - \sum_{i=1}^{n_1} s_i \tilde{\theta}_n \right) + \left( \lfloor t\theta_n \rfloor - \sum_{i=1}^{n_2} t_i \theta_n \right) \geq 2A(C),
\]
with the improvement to
\[
1 - 2A(\tilde{\theta}_n, s) - 2A(\theta_n, t) - \text{diff}_C \cdot \text{diff}_C + (r_1 - n_1) + (r_2 - n_2)
\]
\[
\quad + \left( \lfloor s\tilde{\theta}_n \rfloor - \sum_{i=1}^{n_1} s_i \tilde{\theta}_n \right) + \left( \lfloor t\theta_n \rfloor - \sum_{i=1}^{n_2} t_i \theta_n \right) \geq 2A(C),
\]
in the low action case.

**Step 3**: We prove
\[
2A(C) \geq \max(r_1 - n_1, 0) + \max(r_2 - n_2, 0)
\]
\[
\quad + \left( \lfloor s\tilde{\theta}_n \rfloor - \sum_{i=1}^{n_1} s_i \tilde{\theta}_n \right) + \left( \lfloor t\theta_n \rfloor - \sum_{j=1}^{n_2} t_j \theta_n \right).
\]

**Proof.** Recall from (2.2.13) that
\[
A(C) = A_C(\beta_1, s) + A_C(\beta_2, t) = 2\mathcal{L}(\Lambda_C) + b(\Lambda_C)
\]
is a certain count of lattice points. Consider \( A_C(\beta_1, s) \). Denote the concave path determined by the ends of \( C \) at \( \beta_1 \) by \( \Lambda_C \), and let \( \Lambda \) be the path determined by the partition conditions. Counting in the vertical line \( x = s \) gives \( (\lfloor s\tilde{\theta}_n \rfloor - \sum_{i=1}^{n_1} s_i \tilde{\theta}_n) \) lattice points that contribute to \( \mathcal{L}(\Lambda_C) \).

Further, if any part of the paths \( \Lambda \) and \( \Lambda_C \) are geometrically the same (though perhaps with different subdivisions), then the maximality of the ECH path implies that it has at least as
many vertices as $\Lambda_C$, so that any extra vertices on this part of $\Lambda$ are interior lattice points that contribute to the term $\frac{1}{2} b(\Lambda_C)$ in (2.2.12). On the other hand any vertex in $\Lambda$ that does not lie on $\Lambda_C$ contributes to the term $L(\Lambda_C)$. Therefore the vertices of $\Lambda$ that do not lie on the line $x = s$ and are not vertices of $\Lambda_C$ contribute at least $\max(r_1 - n_1, 0)$ to $2A(C)$. Combining this with the analogous analysis for $\beta_2$ gives (4.1.17).

Step 4: Completing the proof

Combine (4.1.17) with (4.1.15) to get

$$1 - 2A(\tilde{\theta}_n, s) - 2A(\tilde{\theta}_n, t) + \frac{2}{Q_n}(s\tilde{\theta}_n + t) - \delta C \cdot \text{diff}_C \geq 0.$$ 

In the low case, combine (4.1.17) with (4.1.16). This gives

$$1 - 2A(\tilde{\theta}_n, s) - 2A(\tilde{\theta}_n, t) - \delta C \cdot \text{diff}_C \geq 0.$$ 

Since $\frac{1}{Q_n}(s\tilde{\theta}_n + t) = \epsilon R_n + \frac{1}{Q_n}$, this proves Proposition 4.1.4.

Remark 4.1.5. Although we will not use this in the current paper, we note here that the bounds in Proposition 4.1.4 can be improved if any segment of the concave paths $\Lambda_C$ at the ends of $C$ does not lie on a maximal concave path. Specifically, we can define quantities $A_C(\tilde{\theta}_n, s), A_C(\theta_n, t)$ analogously to $A(\theta_n, s), A(\theta_n, t)$, but using the concave path $\Lambda_C$ formed from the ends of $C$ instead. By maximality of the partition path, we always have $A_C(\tilde{\theta}_n, s) \geq A(\theta_n, s), A_C(\theta_n, t) \geq A(\theta_n, t)$; moreover, the proof of Proposition 4.1.4 shows that as in (4.1.8)

$$2A_C(\tilde{\theta}_n, s) + 2A_C(\theta_n, t) + \delta C \cdot \text{diff}_C \leq 1$$

for low action curves, and similarly for (4.1.9). To see this, assume first that at the end $\beta_2$ the paths $\Lambda$ and $\Lambda_C$ have no common segments, and let $i$ be the number of lattice points lying strictly between them. Then

$$2A_C(\beta_2, t) = 2r_2 - 2 + 2\left(\lfloor t\theta \rfloor - \sum_j t_j \theta \right) + 2i + b_{\Lambda},$$

while Pick’s Theorem gives

$$2A_C(\theta_n, t) - 2A(\theta_n, t) = r_2 + n_2 + b + \left(\lfloor t\theta \rfloor - \sum_j t_j \theta \right) + 2i - 2$$

$$= 2A_C(\beta_2, t) - r_2 + n_2 - \left(\lfloor t\theta \rfloor - \sum_j t_j \theta \right).$$

This equality still holds if the paths $\Lambda$ and $\Lambda_C$ do have common segments. Indeed, in this case the convexity condition implies that these occur at the beginning of the paths. By additivity, it therefore suffices to consider the case when the two paths are geometrically the same. But in this case the left hand side is clearly zero, while the right hand side also vanishes because $2A_C(\beta_2, t) = b_{\Lambda} = r_2 - n_2$ by the maximality condition on ECH partitions. Now substitute this, together with the analogous identity for $\tilde{\theta}_n$, in the inequalities (4.1.16) and (4.1.15) to obtain the strengthened versions of (4.1.8) and (4.1.9).

4.2. Area estimates

In order to understand the asymptotics of the connector, we now establish the following estimates for the area $A(\theta, t)$ defined in (4.1.2). The top of the connector is asymptotic to the
orbit set \( \{(\beta_1, s), (\beta_2, t)\} \) where \( 0 < s, t < \ell_n \). Proposition 4.1.4 shows that the areas \( A(\theta, \cdot) \) at these ends must be rather small. As we explain in more detail in Lemma 4.2.2 below, these areas are closely related to the partition conditions and hence to best lower approximations to \( \theta \).

We saw in Example 2.1.9 that the lower convergents to \( \theta_n \) have denominators \( t_k, 0 < k < n - 1 \). Further the best approximations for \( \theta_n \) from below whose denominator \( t \) satisfies \( \ell_{n-1} < t < \ell_n \) are given by the semiconvergents \( e_{2n-2} \oplus re_{2n-1} = [6, (1,5)^{n-1}, 1, r] \) for \( 1 \leq r < 6 \). These have denominators \( t_{n-1} + rt_{n-1} \). In particular \( t_n = t_{n-1} + 5t_{n-1} \), while \( \ell_n = t_{n-1} + 6t_{n-1} \).

The following proposition summarizes the results we shall need when \( n > 1 \). (For the case \( n = 1 \), see Example 4.2.5.) Recall the notation \( \leq \delta, < \delta \) from Definition 4.1.3.

**Proposition 4.2.1.** Let \( n > 1 \).

(i) We have \( 2A(\theta_n, t) \geq 39 + 5/7t > 0.729 \) for all \( t < \ell_n \).

(ii) If \( 2A(\theta_n, t) < 2.67 \) and \( \ell_n > t > t_n \), then \( t = t_n + t_k \) for some \( k < n \). In this case, \( 2A(\theta_n, t) \geq 1.39 + \frac{5}{7t} > 2.11 \).

(iii) \( 2A(\theta_n, t_n) \geq 1.39 \).

(iv) \( 2A(\theta_n, t_n + t_{n-1}) \geq 2.52 \).

(v) If \( t_n - 2t_{n-1} < t < t_n \) and \( t \neq t_n - \ell_{n-1} \), then \( 2A(\theta_n, t) \geq 39 + 5/7t > 2.11 \).

(vi) \( 2A(\theta_n, t_n - \ell_{n-1}) \geq 1.39 \).

(vii) \( 2A(\theta_n, s) > \frac{7}{38} \) for all \( 1 \leq s < \ell_n \).

(viii) \( 2A(\theta_n, \ell_{n-1}) = \frac{8t_{n-1}}{t_n^2} < \frac{8t}{\ell_n} \).

(ix) \( 2A(\theta_n, s) < \frac{7}{24} \) for some \( 1 \leq s < \ell_n \) then \( s = \ell_k \) for some \( 1 \leq k < n \).

We prove the proposition in several steps. As a first step, we investigate the relationship of the area \( A(\theta, t) \) with the partition conditions.

**Lemma 4.2.2.** Let \( \theta \in (0, 1) \) be any irrational number, let \( m \geq 1 \) be an integer, and let \( \Lambda \) be the path corresponding to the partition conditions for \( p_0^+ (m) \); see Remark 2.2.1.

- If \( m \) is the denominator of a best approximation \( m'/m \) to \( \theta \) from below, then \( p_0^+ (m') = m \) and \( \Lambda \) is a straight line from the origin to \( (m, m') \).
- Otherwise, let \( k < m \) be the largest possible denominator of a best approximation \( k'/k \) from below. Then \( \Lambda \) is given by concatenating the straight line from the origin to \( (k, k') \) with the maximal concave path for \( (m - k) \), and \( p_0^+ (m) = p_0^+ (m - k) \cup (k) \).

**Proof.** The first bullet point follows from the fact that this straight line is a lattice path, and it is maximal by the definition of a best approximation from below.

To prove the second bullet point, we have to show that the claimed path \( \Lambda \) is concave and maximal. This path is the concatenation of a line with a concave path, so to see that it is concave, we just have to check that the second segment of \( \Lambda \) does not have strictly greater slope than the first. Assume that it does, and translate this second segment to be at the origin. This translated segment is part of the concave path giving \( p_0^+ (m - k) \), so in particular it must be below the line \( y = \theta x \). It cannot have \( x \)-coordinate less than or equal to \( k \), since \( k \) is assumed the denominator of a best approximation. And it cannot have \( x \)-coordinate more than \( k \), since \( k \) was assumed the largest denominator of a best approximation. This is a contradiction.

To see that \( \Lambda \) is maximal, assume otherwise, and consider the actual maximal concave path. As in the previous paragraph, the first segment of this path must agree with the first segment of \( \Lambda \). Now let \( (k + \delta, [(k + \delta) \theta]) \) be the lattice point that is the endpoint of the first segment of this path that does not agree with \( \Lambda \). Then \( (\delta, [(k + \delta) \theta] - [k \theta]) \) is above the maximal concave path for \( (m - k) \), and by (2.2.8), it is below the line \( y = \theta x \). This is a contradiction. \( \square \)
EXAMPLE 4.2.3. Recall from Examples 2.1.9 and 2.1.10 that the even convergents of \( \theta_n \) have denominators \( t_k, k < n \), while those of \( \theta_n \) have denominators \( \ell_k, k \leq n \). Further, the best approximation to \( \theta_n \) with denominator \( \ell_m < Q_n \) is \( \ell_m \). Therefore \( p^+_{\ell_m}(m) = (m) \) when \( m = \ell_n, t_k, k < n \), while \( p^+_{\ell_m}(m) = (m) \) when \( m = \ell_k, k \leq n \).

This has the following consequences for estimating \( A(\theta, s) \). To simplify the notation, given \( \theta \) and a positive integer \( s \), define

\[
\kappa(\theta, s) = s \cdot (s\theta - [s\theta]).
\]

Then the discussion above implies:

**Lemma 4.2.4.**

- If \( p^+_{\ell_m}(m) = (m) \), then \( 2A(\theta, m) = \kappa(\theta, m) \).
- If \( p^+_{\ell_m}(m) = (a_1, \ldots, a_n) \), then

\[
2A(\theta, m) \geq \sum_{i=1}^{n} \kappa(\theta, a_i)
\]

with strict inequality unless \( n = 1 \).

- If \( p^+_{\ell_m}(m) = (a, b) \) with \( a \geq b \) then

\[
2A(\theta, m) = \kappa(\theta, a) + \kappa(\theta, b) + 2\frac{a}{b} \kappa(\theta, a).
\]

**Proof.** The first two bullet points follow from Lemma 4.2.2 and the definition 4.2.1. The third follows by observing that \( 2A(\theta, m) - \kappa(\theta, a) - \kappa(\theta, b) \) is given by twice the area of the parallelogram determined by the vectors \((0, a\theta - [a\theta])\) and \((b, [m\theta] - [a\theta])\), and computing this area with the two-dimensional cross product. \(\Box\)

**Example 4.2.5.** When \( n = 1 \), we have \( b_1 = \frac{55}{8}, \ell_1 = 7 \) and \( t_1 = 6, t_0 = 1 \). The integers \( m \in \{2, \ldots, 5\} \) are all lower semiconvergents to \( \theta_1 \), and \( p^+_{\ell_1}(m) = (m) \) for \( 1 \leq m \leq 7 \), while \( p^+_{\ell_1}(m) = (1^m) \) for \( 1 \leq m \leq 6 \). Hence because \( b_1 = 7 - \frac{1}{8} \) we find that

\[
2A(\theta_1, m) = \kappa(\theta_1, m) = \frac{m(8 - m)}{8}, \quad 1 \leq m \leq 7,
\]

\[
2A(\theta_1, m) = \kappa(\theta_1, m) = \frac{8m^2}{55}, \quad 1 \leq m \leq 6.
\]

We use these calculations instead of Proposition 4.2.1 in the case \( n = 1 \).

The next calculations estimates \( \kappa \) for \( n > 1 \) by using some basic facts about continued fractions.

**Lemma 4.2.6.** Let \( n > 1 \).

- If \( m < \ell_n \) is the denominator of an even convergent of \( \theta_n := b_n + \varepsilon \), then

\[
2A(\theta_n, m) = \kappa(\theta_n, m) > \frac{5}{\tau^4} > 0.729.
\]

- If \( t_{n-1} < m < \ell_n \) is the denominator of a lower semiconvergent of \( \theta_n \), then

\[
2A(\theta_n, m) = \kappa(\theta_n, m) > 1.39.
\]

- If \( m < \ell_n \) is the denominator of any lower semiconvergent of \( \theta_n \), then

\[
2A(\theta_n, m) = \kappa(\theta_n, m) > 1.28.
\]
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(d) If \( m < \ell_n \) is the denominator of an even convergent of \( \tilde{\theta}_n \) then
\[
2A(\tilde{\theta}_n, m) = \kappa(\tilde{\theta}_n, m) > \frac{7}{48} > 0.1458 \quad \text{if } n > 1.
\] (4.2.8)

(e) \( \kappa(\tilde{\theta}_n, \ell_{n-1}) = \frac{8\ell_{n-1}}{P_n} < \frac{48}{57^8} \).

Proof. To prove (a), first let \( c_{2k} = \frac{t_k}{t_{k-1}} = \frac{p_{2k}}{q_{2k}} \) be an even convergent with \( 0 < k < n - 1 \). (Here we use the notation for \( c_{2k} \) in (2.1.18).) We want to estimate \( q_{2k}(q_{2k}\theta_n - p_{2k}) \). It suffices to estimate \( q_{2k}(q_{2k}b_n - p_{2k}) = q_{2k}^2(b_n - c_{2k}) \). By (2.1.19) we have
\[
c_{2k} \oplus 5c_{2k+1} = c_{2k+2} < b_n.
\]
Thus,
\[
b_n - c_{2k} > c_{2k} \oplus 5c_{2k+1} - c_{2k} = \frac{p_{2k} + 5p_{2k+1}}{q_{2k} + 5q_{2k+1}} - \frac{p_{2k}}{q_{2k}} = \frac{5}{q_{2k}(q_{2k} + 5q_{2k+1})},
\]
where in the last equation we have used (2.1.20). However, by (2.1.19), we have
\[
q_{2k} + 5q_{2k+1} = q_{2k+2}.
\]
Hence, we have
\[
b_n - c_{2k} > \frac{5}{q_{2k}(q_{2k+2})}
\]
so
\[
q_{2k}^2(b_n - c_{2k}) > 5 \frac{q_{2k}}{q_{2k+2}} = 5 \frac{t_k}{t_{k+1}}.
\]
The fractions \( \frac{t_k}{t_{k+1}} = \frac{1}{c_{2k+2}} \) are decreasing with \( k \) by Lemma 2.1.1(ii) and limit to \( \frac{1}{\pi} \). This proves the first bullet point in the case where \( 0 < k < n - 1 \). The quantity that we want to estimate for \( c_0 = 6 \) is \( \theta_n - 6 > \pi^4 - 6 \); this is also bigger than \( \frac{5}{\pi} \).

The case \( k = n - 1 \) is similar. As above, it suffices to estimate
\[
q_{2n-2}(q_{2n-2}b_n - p_{2n-2}) = q_{2n-2}^2(b_n - c_{2n-2}).
\]
By (2.1.19), we have
\[
b_n = c_{2n-2} \oplus 7c_{2n-1},
\]
which implies
\[
b_n - c_{2n-2} = c_{2n-2} \oplus 7c_{2n-1} - c_{2n-2} = \frac{p_{2n-2} + 7p_{2n-1}}{q_{2n-2} + 7q_{2n-1}} - \frac{p_{2n-2}}{q_{2n-2}} = \frac{7}{q_{2n-2}(q_{2n-2} + 7q_{2n-1})} = \frac{7}{q_{2n-2} q_{2n}},
\]
where the third equality uses (2.1.20). We know that \( \frac{t_{n-1}}{Q_n} \) is decreasing by part (ii) of Lemma 2.1.1, and (2.1.9) implies that
\[
\frac{t_{n-1}}{Q_n} = \frac{\ell_{n-1}}{P_{n-1}} - \frac{\ell_{n-2}}{P_{n-1}}
\]
converges to \( \sigma - \frac{\sigma}{\pi} \). Since \( 7(\sigma - \frac{\sigma}{\pi}) > \frac{5}{\pi} \), this proves (a).

Proof of (b) and (c). Let \( p'/q' = c_{2k} \oplus r c_{2k+1} \) be a lower semiconvergent. As above, it suffices to estimate \( q^2(b_n - p'/q') \).
Assume first that $k = n - 1$; this is the case for $m > t_n - 1$. To simplify the notation, let $p := P_n = p_{2n-2} + 7p_{2n-1}$, $q = Q_n = q_{2n-2} + 7q_{2n-1}$.

Since $b_n = c_{2n-2} + 7c_{2n-1}$, we have

$$b_n - (c_{2n-2} + rc_{2n-1}) = (c_{2n-2} + 7c_{2n-1}) - (c_{2n-2} + rc_{2n-1}) = \frac{7 - r}{qq'}.$$  

We are interested in the case $q' < \ell_n$. Since $\ell_n = t_n - 1 + 6\ell_{n-1}$, it follows that $r < 6$. By (2.1.19), we have

$$q_{2k-1} = q_{2k-2} + q_{2k-3}, \quad q_{2k-2} = q_{2k-4} + 5q_{2k-3} < 6q_{2k-3}, \quad 2 \leq k \leq n.$$  

It follows that

$$q_{2k-1} \geq \frac{7}{6} q_{2k-2}, \quad 1 \leq k \leq n. \tag{4.2.9}$$  

Since we also have $q_{2n-2} + 7q_{2n-1} < 8q_{2n-1}$, we have

$$\frac{q'}{q} = \frac{q_{2n-2} + rq_{2n-1}}{q_{2n-2} + 7q_{2n-1}} \geq \frac{6 + 7r}{56}.$$  

Hence

$$\frac{(7 - r)q'}{q} \geq \frac{1}{56} (7 - r)(6 + 7r).$$  

This is minimized over integers $1 \leq r \leq 5$ for $r = 1$, in which case its value is larger than 1.39. This proves (b).

If $0 < k < n - 1$ we are in case (c), and the proof is similar. By (2.1.19), we have

$$b_n - (c_{2k} + rc_{2k+1}) = (b_n - c_{2k+2}) + (c_{2k} + 5c_{2k+1} - c_{2k} + rc_{2k+1}).$$  

As above, let $p = p_{2k} + 5p_{2k+1}$ and $q = q_{2k} + 5q_{2k+1}$. As in the proof of (a) we can bound

$$q^2(b_n - c_{2k+2}) > \frac{5}{\tau_1},$$

so

$$q^2(b_n - c_{2k+2}) > \frac{5}{\tau_1} q^2. \tag{4.2.10}$$

Similar to above, we also have

$$(c_{2k} + 5c_{2k+1} - c_{2k} + rc_{2k+1}) = \frac{5 - r}{qq'}.$$ \tag{4.2.11}$$  

Since we also have $q_{2k} + 5q_{2k+1} < 6q_{2k+1}$, and since (4.2.9) still applies, we have

$$\frac{q'}{q} = \frac{q_{2k} + rq_{2k+1}}{q_{2k} + 5q_{2k+1}} \geq \frac{r}{6} + \frac{1}{7}.$$  

Putting this all together, we therefore have

$$q^2(b_n - c_{2k} + rc_{2k+1}) > \frac{5}{\tau_1} \left(\frac{q'}{q}\right)^2 + (5 - r) \frac{q'}{q} > \frac{5}{\tau_1} \left(\frac{r}{6} + \frac{1}{7}\right)^2 + (5 - r) \left(\frac{r}{6} + \frac{1}{7}\right).$$

The quantity $\frac{5}{\tau_1} \left(\frac{r}{6} + \frac{1}{7}\right)^2 + (5 - r) \left(\frac{r}{6} + \frac{1}{7}\right)$ is minimized for $r \in \{1, 2, 3, 4\}$ when $r = 4$, in which case it is larger than 1.28. This completes the proof of (c) in all cases except $k = 0$.

We have to treat the case where $k = 0$ slightly differently, because the estimate (4.2.9) no longer applies. The estimates (4.2.10) and (4.2.11) still hold, so we have

$$q^2(b_n - c_{2k} + rc_{2k+1}) > \frac{5}{\tau_1} \left(\frac{q'}{q}\right)^2 + (5 - r) \frac{q'}{q}.$$
Since \( q_0 = q_1 = 1 \), we have \( \frac{q'}{q} = \frac{1+r}{6} \). Thus, we have
\[
\frac{5}{\tau^4} \left( \frac{q'}{q} \right)^2 + (5-r) \frac{q'}{q} = \frac{5}{\tau^4} \left( \frac{r+1}{6} \right)^2 + (5-r) \frac{r+1}{6}.
\]
This is minimized over \( r \in \{1, 2, 3, 4\} \) when \( r = 4 \), in which case it is greater than 1.33.

This completes the proof of (b) and (c).

Proof of (d): Now consider convergents to \( \tilde{\theta}_n := \frac{1}{b_n + r} \), that we also denote by \( c_i = \frac{b_i}{q_i} \). We want to estimate \( q_{2k}^2 (b_n - c_{2k}) \). Because \( m < \ell_n \), we know that \( k < n \). Assume first that \( 0 < k \). Then
\[
c_{2k} + c_{2k+1} = c_{2k+2} < \frac{1}{b_n}.
\]
Thus,
\[
1/b_n - c_{2k} > c_{2k} \oplus c_{2k+1} - c_{2k} = \frac{P_{2k} + P_{2k+1}}{q_{2k} + q_{2k+1}} - \frac{P_{2k}}{q_{2k}} = \frac{1}{q_{2k} (q_{2k} + q_{2k+1})},
\]
where in the last equation we have used (2.1.20). However, by (2.1.19), we have
\[
q_{2k} + q_{2k+1} = q_{2k+2},
\]
so
\[
q_{2k}^2 (b_n - c_{2k}) \geq \frac{q_{2k}}{q_{2k+2}} = \frac{\ell_k}{\ell_{k+1}}.
\]
The fractions \( \frac{\ell_k}{\ell_{k+1}} \) increase with \( k \) by Lemma 2.1.1 and so are \( \geq \frac{7}{48} \geq 0.1458 \) for \( k \geq 1 \). When \( k = 0 \), because \( n \geq 2 \) we have
\[
\kappa(\tilde{\theta}_n, k) = (\tilde{\theta}_n - [\tilde{\theta}_n]) \geq \frac{\kappa}{377} > \frac{7}{48}.
\]

Proof of (e): We want to compute
\[
\ell_{n-1} \left( \frac{\ell_{n-1}}{b_n} - \left[ \frac{\ell_{n-1}}{b_n} \right] \right), \quad n \geq 1.
\]
But \( \ell_{n-1} P_{n-1} - \ell_{n-2} P_n = 8 \) by Lemma 2.1.1(i) which implies that
\[
\left[ \frac{\ell_{n-1}}{b_n} \right] = \left[ \frac{\ell_{n-1} P_{n-1}}{P_n} \right] = \ell_{n-2} \tag{4.2.12}
\]
and also gives the equality in (e). The estimate on \( \frac{8 \ell_{n-1}}{P_n} \) follows by observing that this is an increasing function of \( n \) by Lemma 2.1.1(i) with limit \( \frac{8\sigma}{\sigma^2} < \frac{6}{5\pi} \). This completes the proof of Lemma 4.2.6.

Proof of Proposition 4.2.1. Part (i) follows from additivity (see (4.2.2)), together with the fact that by Lemma 4.2.6(a), each of the convergents and semiconvergents of \( \theta_n \) contribute at least \( 5/\tau^4 \) to the function \( \kappa \).

To prove (ii), note first that by Lemma 4.2.2, since \( t > t_n \), the partition for \( t \) must start with \( t_n \). Since \( t_n \) is the denominator of a lower semiconvergent to \( \theta_n \) we have \( \kappa(\theta_n, t_n) > 1.39 \) by Lemma 4.2.6(b). Assume first that \( t - t_n \) is not a convergent. If it is a semiconvergent, then \( \bar{p}^n(t) = (t_n, t - t_n) \), and, by part (c) of Lemma 4.2.6, \( \kappa(\theta_n, t - t_n) \) is more than 1.28, so that by additivity, \( 2A(\theta_n, t) > 2.67 \). If \( t - t_n \) is the sum of at least two convergents or semiconvergents, then we still have \( 2A(\theta_n, t) > 2.67 \), by Lemma 4.2.6(b and c) and additivity. Thus, if \( 2A(\theta_n, t) < 2.67 \), then \( t - t_n \) must be a convergent, hence \( t = t_n + t_k \) for some \( k < n \).
In this case, we have $2A(\theta_n,t) > 1.39 + 5/\tau^4$, since $\kappa(\theta_n,t_n) > 1.39$, by Lemma 4.2.6. This proves (ii). The bound (iii) also follows from this, again by Lemma 4.2.6(b).

To prove (iii), note that $p^+_{\theta_n}(t) = (t_n,t_n-1)$ by Lemma 4.2.2. Now by (4.2.3) and the discussions above, we have

$$2A(\theta_n,t_n + t_n - 1) > 1.39 + 5/\tau^4 + 2t_n^{-1} 1.39.$$ 

But the fraction $\frac{t_n^{-1}}{t_n}$ is decreasing by Lemma 2.1.1, and limits to $1/\tau^4$. Since

$$\frac{(2)(1.39) + 5}{\tau^4} + 1.39 > 2.52,$$

this proves (iii).

Parts (iv) and (v) follow from the fact that if $t_n - 2t_{n-1} < t < t_n$, then $t$ is a semiconvergent larger than $t_{n-1}$; one now applies Lemma 4.2.6 and (4.2.2) as above.

Parts (vi), (vii), and (viii) follow from Lemma 4.2.6(d), (e), together with (4.2.2). This completes the proof of Proposition 4.2.1.

4.3. Facts about the curves in the lowest level

Assume throughout this section that $D_{12}$ is nonempty, that is, there is at least one connector component. The main result we prove here is that the heavy curve must lie in $C_{LL}$ and have exactly one end on $\beta_2$, of multiplicity $t = t_n$.

We start by showing that all curves in any neck level are covers of trivial cylinders. For this, it is helpful to keep in mind that, as reviewed in §3.1, for any curve $C$ in a symplectization level, the symplectic form $d\lambda$ is pointwise nonnegative on $C$, with equality at a point $y \in C$ if and only if the tangent space to $C$ at $y$ is the span of the Reeb vector field and $\partial_n$. Therefore, any curve with zero action is trivial, that is, a union of covers of $\mathbb{R}$-invariant cylinders. Further any low action curve in the neck must have top and bottom with almost the same action, and hence, if its top is $\{ (\beta_1,s), (\beta_2,t) \}$ with $s, t < \ell_n$, it must in fact have zero action by Lemma 3.1.5, and so be trivial.

**Lemma 4.3.1.** Any symplectization level of $C_L$ must be a union of covers of trivial cylinders; in particular $C_{LL}$ has top asymptotic to $\{ (\beta_1, \ell_n), (\beta_2, \ell_n) \}$.

**Proof.** By equations (3.1.6), (2.2.32), and (2.1.10), a curve $C$ in $\hat{E}$ with top asymptotic to $\{ (\beta_1, P_n) \}$ passing through the constraints $W(\frac{P_n}{\tau^4})$ has $I(C) = 0$. On the other hand, we know that $I(C_L) = 4$, and because $J$ is generic, we know from [14, Proposition 3.7] that the ECH index $I$ of every curve in the neck is nonnegative. Hence, because

$$\text{gr}\{ (\beta_1, \ell_n), (\beta_2, \ell_n) \} = \text{gr}\{ (\beta_2, Q_n) \} + 2 = \text{gr}\{ (\beta_1, P_n) \} + 4$$

by (3.1.6), the top of $C_{LL}$ must be asymptotic to one of the orbit sets $\{ (\beta_1, \ell_n), (\beta_2, \ell_n) \}$, $\{ (\beta_2, Q_n) \}$, or $\{ (\beta_1, P_n) \}$. If the top of $C_{LL}$ is asymptotic to $\{ (\beta_1, \ell_n), (\beta_2, \ell_n) \}$ then by the action considerations explained above we are done. (Recall that, since we have a connector, $C_U$ necessarily has negative ends $\{ (\beta_1, \ell_n), (\beta_2, \ell_n) \}$.) So, we can assume that the top of $C_{LL}$ is asymptotic to either $\{ (\beta_2, Q_n) \}$ or $\{ (\beta_1, P_n) \}$. In fact, our arguments for both of these cases will only use the fact that the top of $C_{LL}$ is asymptotic to multiples of just one of the $\beta_i$. Assume this, and without loss of generality assume that $i = 2$.

Since there is a connector by assumption, $C_U$ must consist of at least two irreducible curves. Because we are stretching curves of genus 0, it then follows that any irreducible curve in the neck has upper asymptotics at an orbit set $\{ (\beta_1, s), (\beta_2, t) \}$ with at least one of $s, t < \ell_n$. Hence, by Lemma 3.1.5, its action $A(\{ (\beta_1, s), (\beta_2, t) \})$ is strictly less than
$P_n = A(\{(\beta_1, P_n)\}) = \delta A(\{(\beta_2, Q_n)\})$. Therefore, if its top and bottom have different asymptotics, part (iii) of Lemma 3.1.5 implies that it cannot have low action. In other words, any nontrivial irreducible curve in the neck is heavy, which implies that there can be only one nontrivial matched component in the neck.

Call this component $C_{\text{neck}}$. The curve $C_{\text{neck}}$ must have positive ends on $\beta_1$ of the maximum multiplicity $\ell_n$, since otherwise there would have to be another component in the neck with ends on both $\beta_1$ and $\beta_2$, which is therefore nontrivial. Given this, $C_{\text{neck}}$ cannot have any positive ends on $\beta_2$ at all since our building must have genus 0.

These positive asymptotics for $C_{\text{neck}}$ are not possible, however. This is because the lowest level of any connector would have to meet $C_{\text{neck}}$, and by definition the neck components for the connector would also have positive ends on $\beta_2$. But this also contradicts the fact that our building has genus 0. □

**Corollary 4.3.2.** If an irreducible curve $C$ in $C_{\text{LL}}$ has top asymptotic to $\{(\beta_1, s), (\beta_2, t)\}$ then $s,t < \ell_n$ and $s + t \leq \ell_n$.

**Proof.** If $C$ has $s,t > 0$ so that it is part of a connector then the components of $C_U$ that are attached via trivial cylinders to $C$ along covers of $\beta_1$ must be different from the components of $C_U$ that are attached to $C$ via $\beta_2$. Hence $s + t \leq \ell_n$. Thus if $C$ is part of a connector it must have $s,t < \ell_n$. But if $C$ is not part of a connector, its top has to be disjoint from the top of any part of a connector. Hence its top must have multiplicity $< \ell_n$. □

We next analyze curves in the lowest level, that is, those in the completion $\widehat{E}$ of the blown up ellipsoid.

**Lemma 4.3.3.** If a curve $C$ in $\widehat{E}$ has low action then it cannot go through any constraints on the last block.

**Proof.** By Corollary 4.3.2, we may suppose that $C$ has top asymptotic to the orbit set $\{(\beta_1, s), (\beta_2, t)\}$, where $s,t < \ell_n$ and $s + t \leq \ell_n$. As above, we denote its constraint vector by $z$.

**Case 1:** $C$ has ends just on $\beta_1$, that is, $t = 0$.

If $C$ has ends on $\{(\beta_1, s)\}$ then (4.1.8) implies that

$$2A(\tilde{\theta}_n, s) + \text{diff}_C \cdot \text{diff}_C \leq 1,$$

(4.3.1)

where $\text{diff}_C$ is as in (4.1.5). Since $s < \ell_n$, when $n > 1$ we may apply Proposition 4.2.1(vi) to obtain

$$\text{diff}_C \cdot \text{diff}_C \leq 1 - 8/55.$$

The same inequality holds when $n = 1$ by Example 4.2.5. Since $z \cdot w \leq s < \ell_n$, the final block of $\lambda w$ has value at most

$$\alpha := \tilde{\theta}_n \frac{s}{Q_n} \leq \frac{\ell_n}{P_n} < 0.128,$$

where we use the fact that $\ell_n$ is an increasing function of $n$ by Lemma 2.1.1 that converges to $\sigma < .128$ by (2.1.9). If $C$ passes through $r$ of the constraints corresponding to the last block, the contribution to $\text{diff}_C \cdot \text{diff}_C$ from this block is $(7 - r)\alpha^2 + r(1 - \alpha)^2$. Since $\alpha < 0.128$ we have
$2(1 - \alpha)^2 > 1$, so that $C$ can pass through at most one of these constraints. But the minimum of $6\alpha^2 + (1 - \alpha)^2$ is taken when $\alpha = \frac{1}{3}$ and is $\frac{5}{9}$. Since $\frac{5}{9} + \frac{2}{3} > 1$ this case cannot occur.

**Case 2:** $C$ has ends just on $\beta_2$.

The argument is essentially the same. As above we must have $2A(\theta_n, t) < 1$. Suppose first that $n > 1$. Since $t < \ell_n$, it follows from Proposition 4.2.1(ii) that $t \leq \ell_n$. Hence the entries $\alpha$ of $\lambda w$ on the final block are at most $\frac{\ell_n}{Q_n} = \frac{\ell_n}{\tau_n - 1}$, which is a decreasing function of $n$ by Lemma 2.1.1. Hence

$$\alpha < \frac{t_n}{Q_n} \leq \frac{t_1}{Q_1} = \frac{3}{4}.$$  

If $\alpha \geq \frac{1}{2}$ then $\text{diff}_C \cdot \text{diff}_C$ is minimized if $x = 1$ on the last block. But then, using Proposition 4.2.1(i), we have

$$2A(\theta_n, t) + \text{diff}_C \cdot \text{diff}_C \geq \frac{5}{\tau^4} + 7 \cdot (1 - 0.75)^2 > 1,$$

which is impossible. Hence we must have $\alpha < \frac{1}{2}$. But now the argument in Case 1 shows that the error is too large unless $z = 0$ on the last block. When $n = 1$ the argument is similar, since we may use the estimates in Example 4.2.5.

**Case 3:** $C$ has ends on both $\beta_1$ and $\beta_2$.

In this case (4.1.8) implies that

$$\text{diff}_C \cdot \text{diff}_C \leq 1 - 2A(\tilde{\theta}_n, s) - 2A(\theta_n, t) \leq 1 - 2 - \frac{8}{55} - \frac{5}{\tau^4} \approx 0.125.$$  

As in Case 2, since $t < \ell_n$, we must in fact have $t \leq \ell_n$, since otherwise $2A(\theta_n, t) > 1$. Further the value of $\lambda w$ on the last block is $\alpha = \frac{1}{Q_n}(s \tilde{\theta}_n + t)$, which is a maximum when $t = \ell_n$ and $s = \ell_n - t$. Hence

$$\alpha \leq \frac{1}{Q_n}((\ell_n - t) \tilde{\theta}_n + t_n) = \frac{\ell_n - t}{P_n} + \frac{t}{Q_n}.$$  

By Lemma 2.1.1, $\frac{\ell_n - t}{P_n}$ increases with limit $\frac{\ell_n - \ell_n}{P_n} < 0.02$ while $\frac{t}{Q_n}$ decreases and is $\leq \frac{t_1}{Q_1} = \frac{3}{4}$. Since the contribution of the new term $\frac{\ell_n - t}{P_n}$ is so small, we can complete the argument as in Case 2.

This completes the proof. 

**Corollary 4.3.4.** The heavy curve lies in $C_{LL}$ and goes through all the constraints on the last block. Moreover, it has some ends on $\beta_2$.

**Proof.** The first claim holds because there is only one heavy curve. The second holds by a slight generalization of Case 1 in the previous proof. Since the curve is heavy, we need to use (4.1.9) rather than (4.1.8), which means that we need to add the term $2 \frac{t_n}{Q_n} \tilde{\theta}_n = 2 \frac{t_n}{P_n}$ to the right hand side of (4.3.1). As $\frac{t_n}{P_n}$ is an increasing sequence with limit less than 13, this term is also less than 13. On the other hand, if the curve passed through all seven of the smallest constraints, then by the computations in Case 1, we would have the contribution from $\text{diff}_C \cdot \text{diff}_C$ at least $7(1 - .13)^2$, which is far too large.

We next establish the asymptotics of the heavy curve along $\beta_2$. Note that we make no claims about $s$, which could be zero.

**Proposition 4.3.5.** The heavy curve has just one end on $\beta_2$ of multiplicity $t_n = \ell_n - \ell_{n-1}$. 

Proof. We suppose as before that the heavy curve $C$ is asymptotic to $\{(\beta_1, s), (\beta_2, t)\}$. By Corollary 4.3.2 we know that $s + t \leq \ell_n$, with $s, t < t_n$ and $t > 0$. By Proposition 4.1.4(ii) and the bounds from Proposition 4.2.1, we have for $n > 1$ that

$$2A(\theta_n, t) \leq 1 + \frac{2}{Q_n}(s\tilde{\theta}_n + t) - \text{diff}_C \cdot \text{diff}_C$$

if $s = 0$ (4.3.2)

$$2A(\theta_n, t) \leq 1 + \frac{2}{Q_n}(s\tilde{\theta}_n + t) - \text{diff}_C \cdot \text{diff}_C - \frac{7}{48}$$

if $s > 0$. (4.3.3)

We now consider various cases. We will first show that $t = t_n$ and then will discuss why it has just one end on $\beta_2$.

Case 1: $t > t_n$. First observe that when $n = 1$ we have $t_1 = 6$ and $\ell_1 = 7$. Therefore we cannot have $t_1 < t < \ell_1$. Hence we may assume $n > 2$.

Next, note that because $t < \ell_n$, the maximum possible value of $\frac{1}{Q_n}(s\tilde{\theta}_n + t)$ occurs when $t = \ell_n - 1$ and $s = 1$, so that

$$\alpha := \frac{1}{Q_n}(s\tilde{\theta}_n + t) < \ell_n Q_n.$$

The right hand side of this inequality is a decreasing function of $n$ by Lemma 2.1.1, so it is no more than $\frac{\ell_2}{\ell_1} = \frac{7}{6}$. Since $C$ goes through all the constraints on the last block we find that $\text{diff}_C \cdot \text{diff}_C$ is at least $\frac{7}{65} > 0.1$. Thus, the right hand side of (4.3.2) is at most 2.65 so that by Proposition 4.2.1(ii), we must have $t = t_n + t_k$ for some $k < n$. Moreover, if $s > 0$ then right hand side of (4.3.3) is at most 2.51 so that Proposition 4.2.1(iii) implies that $t = t_n + t_k$ for some $0 < k < n - 1$. In other words, if $s > 0$ we must have $t \leq t_n + t_{n-2}$.

Case 1(A): $t > t_n$ and $s > 0$. We saw above that we must have $t \leq t_n + t_{n-2}$. The maximum value of $\alpha$ then occurs when $t = t_n + t_{n-2}$ and $s = \ell_n - t_n - t_{n-2} < \ell_n - t_n = \ell_{n-1}$. By Lemma 2.1.1 and (2.1.9), \(\frac{\ell_{n-1}}{P_n}\) increases with limit $\frac{2}{\pi} \leq 0.02$. On the other hand, both $\frac{t_n}{Q_n}$ and $\frac{t_n}{Q_n}$, decrease with $n$ by Lemma 2.1.1. Hence because $n > 2$ we have

$$\alpha \leq \frac{t_n + t_{n-2}}{Q_n} + \frac{\ell_{n-1}}{P_n} < \frac{42}{55} + 0.02 < 0.784,$$

so that the contribution to $\text{diff}_C \cdot \text{diff}_C$ from the last block is at least $7(1 - \alpha)^2 > 0.326$. Therefore (4.3.3) implies that

$$2A(\theta_n, t) \leq 1 + 2\alpha - 0.326 - 0.146 < 2.1,$$

which is impossible for $t > t_n$ by Proposition 4.2.1(ii).

Case 1(B): $t_n + t_{n-1} \leq t < \ell_n$ and $s = 0$.

We saw above that we must have $t = t_n + t_{n-1}$, so that $\alpha = \frac{t_n + t_{n-1}}{Q_n}$. Now $\frac{t_n + t_{n-1}}{Q_n}$ decreases by Lemma 2.1.1. Moreover we saw in (2.1.9) that $\lim_{t \to \infty} \frac{t_n}{Q_n} = 1 - 2\alpha$, so that $\lim_{t \to \infty} \frac{t_n + t_{n-1}}{Q_n} = (1 - \sigma) - \frac{2}{\pi}$. Therefore

$$0.84 < 1 - 0.13 \left(1 + \frac{1}{6}\right) = \frac{t_n + t_{n-1}}{Q_n} = \alpha \leq \frac{t_2 + t_1}{Q_2} = \frac{47}{55} < 0.86.$$

The values of $\lambda w$ on the third to last block are $8\alpha$ and so lie in the interval $[6.72, 6.84]$, while those on the penultimate block are $7\alpha \approx 5.88$. Therefore the contribution to $\text{diff}_C \cdot \text{diff}_C$ from the last three blocks is at least

$$7(1 - \alpha)^2 + (6 - 7\alpha)^2 + 5(7 - 8\alpha)^2 = 288 - 658\alpha + 376\alpha^2.$$
Therefore the right hand side of (4.3.2) is
\[ 1 + 2\alpha - \text{diff}_C \cdot \text{diff}_C \leq -287 + 660\alpha - 376\alpha^2 \leq 2.43 \]
for \( \alpha \) in the given interval, where the last inequality was obtained by evaluating the quadratic expression at \( \frac{47}{55} \) since it increases over this interval. Hence this is impossible by Proposition 4.2.1(ii).

**Case 1(C):** \( t_n < t < t_n + t_{n-1} \) and \( s = 0 \).
We saw above that in this case \( t = t_n + t_k \leq t_n + t_{n-2} \). As above, Lemma 2.1.1 implies that \( \alpha = \frac{t_n + t_{n-2}}{Q_n} \) decreases with \( n \) and so is \( \leq \frac{20}{55} \approx 0.7636 \). Moreover, since \( \lim \frac{t}{Q_n} = 1 - 2\sigma > 0.745 \), by (2.1.9) the quantity \( \alpha \) lies in the range \( 0.745 < \alpha < \frac{42}{55} \). Hence \( 4.5 < 7\alpha < 5.5 \), so that by looking at the last two blocks we find that
\[
1 + 2\alpha - \text{diff}_C \cdot \text{diff}_C \leq 1 + 2\alpha - 7(1-\alpha)^2 - (5-7\alpha)^2
\]
\[
= -31 + 86\alpha - 56\alpha^2 < 2.02 \quad \text{if} \quad \alpha \in \left[\frac{9}{14}, \frac{11}{14}\right].
\]
(4.3.4)
Hence again this scenario is impossible by Proposition 4.2.1(ii).

**Case 2:** \( 0 < t < t_n \).
We begin with some general remarks.
We may use the estimate in (4.3.4) for \( 1 + 2\alpha - \text{diff}_C \cdot \text{diff}_C \) if \( \alpha \in \left[\frac{9}{14}, \frac{11}{14}\right] \). On the other hand, if \( \alpha < \frac{9}{14} \), we get even better estimates. Indeed, if \( 3.5 \leq 7\alpha \leq 4.5 \) we can use the estimate
\[
1 + 2\alpha - \text{diff}_C \cdot \text{diff}_C \leq 1 + 2\alpha - 7(1-\alpha)^2 - (4-7\alpha)^2
\]
\[
= -22 + 72\alpha - 56\alpha^2 \leq 1.143, \quad \text{if} \quad \alpha \in \left[\frac{1}{2}, \frac{9}{14}\right].
\]
(4.3.5)
where the maximum is taken precisely at \( \alpha = \frac{9}{14} \). Further if \( \alpha \leq 0.5 \) we have
\[
1 + 2\alpha - \text{diff}_C \cdot \text{diff}_C \leq 1 + 2\alpha - 7(1-\alpha)^2 \leq \frac{1}{4} \quad \text{if} \quad \alpha \leq \frac{1}{2}.
\]
(4.3.6)
Since \( 2A(\theta_n, t) > \frac{1}{4} \) in all cases with \( t > 0 \), the case \( \alpha < \frac{1}{2} \) never occurs.

The following information will also be useful.
For \( 1 \leq r \leq 3 \) the sequence
\[
\frac{t_n - r\ell_{n-1}}{Q_n} = \frac{t_n}{Q_n} - \frac{r\ell_{n-1}}{Q_n}
\]
decreases, since, by Lemma 2.1.1, \( \frac{t_n}{Q_n} \) decreases and \( \frac{\ell_{n-1}}{Q_n} = \frac{\ell_{n-1}}{P_{n-1}} \) increases.
(4.3.7)
With these preliminaries in place, we can now analyze various cases. We begin with the case \( n = 1 \).

**Case 2(A):** \( n = 1 \) and \( t < t_1 = 6 \).
As we saw in Example 4.2.5, in this case we have exact formulas for the terms \( 2A(\theta_1, m) \) and \( 2A(\theta_1, m) \). The maximum value for \( \alpha = \frac{1}{5}(s\theta_1 + t) \) occurs when \( t = 5 \) and \( s = 1 \), in which case it is approximately \( \frac{1}{55} + \frac{5}{8} \approx 0.644 > \frac{9}{14} \). We may estimate the value of \( \alpha \) at \( \frac{1}{55} + \frac{5}{8} \) by calculating its value at 0.65, which is 1.24. Therefore, because \( 2A(\theta_1, 5) = \frac{15}{8} \), this case does not occur. Similarly, the case \( t_1 = 5 \) and \( s = 0 \) is impossible, because now \( \alpha < \frac{9}{14} \) so that (4.3.5) implies we must have \( 2A(\theta_1, 5) < 1.12 \). But if \( t < 5 \) then \( \alpha < \frac{9}{14} \) for all \( s \), while \( 2A(\theta_1, t) \geq 2A(\theta_1, 5) \) except if \( t = 1.2 \). But in this case \( \alpha < \frac{1}{2} \) for all \( s \), which is also impossible as we explained above.

As we now see, the argument for \( n > 1 \) is similar, but more elaborate.

**Case 2(B):** \( n > 1, t_n - 2\ell_{n-1} < t < t_n \) and any \( s \).
The maximum value of $\frac{1}{Q_n}(s\tilde{\theta}_n + t)$ occurs when $t = t_n - 1$ and $s = \ell_n - t_n + 1$. Because $\frac{\ell_{n-1}}{P_n}$ increases with $n$, and $\frac{t_n}{Q_n}$ decreases by Lemma 2.1.1, we have

$$\alpha \leq \frac{1}{Q_n}((\ell_n - t_n + 1)\tilde{\theta}_n + t_n - 1) < \frac{\ell_{n-1}}{P_n} + \frac{t_n}{Q_n} < \frac{\sigma}{\tau^4} + \frac{t_1}{Q_1} < 0.77 < \frac{11}{14}. \quad (4.3.8)$$

Therefore, by equations (4.3.4), (4.3.5) and (4.3.6), we must have

$$2A(\tilde{\theta}_n, s) + 2A(\theta_n, t) \leq 2.02.$$

Hence, by Proposition 4.2.1(v) we must have $t = t_n - \ell_{n-1}$. However, if $t = t_n - \ell_{n-1}$ then $s \leq \ell_n - t_n + \ell_{n-1} = 2\ell_{n-1}$, and (4.3.7), (4.3.8) imply

$$\frac{t_n - \ell_{n-1}}{Q_n} \leq \alpha \leq \frac{t_n - \ell_{n-1}}{Q_n} + 2\frac{\ell_{n-1}}{P_n} \leq \frac{t_2 - \ell_1}{Q_2} + 2\frac{\sigma}{\tau^4} = \frac{34}{55} + \frac{12}{377} < 0.651.$$

Since $\alpha < \frac{43}{55} < \frac{11}{14}$, we may estimate $1 + 2\alpha - \text{diff}_C \cdot \text{diff}_C$ by evaluating the quadratic expression in (4.3.4) (which increases with $\alpha$ for $\alpha < \frac{43}{55}$) at $\alpha = 0.656$. This gives the upper bound $1.37$, which is smaller than the allowed bound from Proposition 4.2.1(vi). Hence this case does not occur.

Case 2(C): $n > 1, t \leq t_n - 2\ell_{n-1}$ and any $s$.

As in Case 2(B), it follows from (4.3.7) that

$$\alpha \leq \frac{3\ell_{n-1}}{P_n} + \frac{t_n - 2\ell_{n-1}}{Q_n} < \frac{3\sigma}{\tau^4} + \frac{t_2 - 2\ell_1}{Q_2} < 0.55 < \frac{9}{14}.$$

Therefore, by evaluating (4.3.5) at $\alpha = .55$ we have

$$1 + 2\alpha - \text{diff}_C \cdot \text{diff}_C \leq 0.67 < \frac{5}{\tau^4}.$$

Hence this case cannot occur by Proposition 4.2.1(i).

This completes the proof that $t = t_n$. It remains to show that this component $C$ has just one end on $\beta_2$. To see this, first note that, because $b_n$ is a semiconvergent to $\theta_n$, Lemma 4.2.4 implies that $p_n^+ (t_n) = (t_n)$, namely the length of the partition conditions for this $t$ is 1. If $C$ has two or more ends on $\beta_2$, then the $(r_2 - n_2)$ term on the left hand side of (4.1.15) is strictly negative, and hence is less than the corresponding term $\max(r_2 - n_2, 0)$ in (4.1.17). Therefore, we can improve (4.1.9) by subtracting 1 from the right hand side, and so can improve all of the estimates in Case 2 above by at least 1 as well.

However, there are no values of $s$ for which $(s, t_n)$ satisfies these new estimates. This is because by (4.3.8), regardless of the value of $s$, we have that a strengthened version of either (4.3.4), or a strengthened version of one of the stronger estimates (4.3.5), (4.3.6) holds, and this is impossible by Proposition 4.2.1(iii). This completes the proof of Proposition 4.3.5. □

4.4. The asymptotics of the heavy curve

By Proposition 4.3.5, the heavy curve must pass through all the smallest constraints, and have a single end on $\beta_2$ of multiplicity $t_n$. In this subsection we improve this result as follows.

**Proposition 4.4.1.** The heavy curve is a connector with exactly two ends asymptotic to $\{(\beta_1, \ell_{n-1}), (\beta_2, \ell_n - \ell_{n-1})\}$. It has homology class $z_M := z_M(n)$ given by taking $6 \cdot W(\ell_n/\ell_{n-1})$, and appending the last block of 1s to the end.
We begin the argument by showing that there is an ECH index 0 candidate $C_M$ for $C$ with the above properties, that we call the model curve. Thus the curve $C_M$ has $s = \ell_{n-1}, t = \ell_n - \ell_{n-1}$, and homology class (that is, constraint vector)

$$z_M := \left(6W\left(\frac{\ell_n}{\ell_{n-1}}\right), 1\right).$$  

(4.4.1)

It follows from Lemma 2.1.5 that $C_M$ has action precisely $\frac{1}{q_n}$, so that it is a candidate for the heavy curve.

The calculations in Lemma 4.4.2 show that it is consistent to require that $C_M$ have genus 0 and ECH partitions at its ends. In the second step, we show that the connector $C$ must have the same numerics as $C_M$, that is, the same homology class, genus, and multiplicities of ends.

**Lemma 4.4.2.** \( I(C_M) = \text{ind}(C_M) = 0 \).

**Proof.** By (2.2.25), we have

$$\text{gr}\left(\beta^\ell_{n-1}, \beta^{\ell_n-\ell_{n-1}}\right) = \text{gr}\left(\beta^\ell_{n-1}\right) + \text{gr}\left(\beta^{\ell_n-\ell_{n-1}}\right) + 2\ell_{n-1}(\ell_n - \ell_{n-1}).$$

Since $\ell_{n-1}$ is a lower semiconvergent of $\tilde{\theta}_n$, and $\ell_n - \ell_{n-1}$ is a lower semiconvergent of $\theta_n$, Lemma 4.2.2 shows that both ends have ECH partitions of length 1. Thus, by (4.1.3), in both cases $M(\theta, t)$ is the area of a triangle, and we have

$$\text{gr}\left(\beta^\ell_{n-1}\right) = (\ell_{n-1} + 1)[\ell_{n-1}/b_n] + \ell_{n-1} + 1,$$

and

$$\text{gr}\left(\beta^{\ell_n}\right) = (t_n + 1)[b_n(t_n)] + t_n + 1.$$

We saw in (4.2.12) that $[\ell_{n-1}/b_n] = \ell_{n-2}$, and we have $[b_n t_n] = t_{n+1}$, because of the identity

$$P_{n-1} t_n - P_{n-1} t_{n+1} = P_1 t_1 - P_0 t_2 = 2,$$

(4.4.2)

see Lemma 2.1.1. Thus, we have

$$\text{gr}\left(\beta^{\ell_n-\ell_{n-1}}\right) = \ell_{n-2}(\ell_{n-1} + 1) + \ell_{n-1} + 1 + t_{n+1}(t_n + 1) + t_n + 1 + 2\ell_{n-1}t_n$$

$$= (7\ell_{n-1} - \ell_n)(\ell_{n-1} + 1) + \ell_{n-1} + 1 + 6(\ell_n - \ell_{n-1})(\ell_n - \ell_{n-1} + 1)$$

$$+ \ell_n - \ell_{n-1} + 1 + 2\ell_{n-1}(\ell_n - \ell_{n-1})$$

$$= 6\ell_n^2 - 6\ell_n \ell_{n-1} + 6\ell_{n-1}^2 + 6\ell_n + 6\ell_{n-1} + 2,$$

(4.4.3)

where in the second line we substituted for $\ell_{n-2}, t_{n+1}, t_n$ in terms of $\ell_n, \ell_{n-1}$ using (2.1.7). Finally, the identities (2.1.10) satisfied by weight expansions imply that

$$z_M \cdot z_M + z_M \cdot 1 = 36\ell_n \ell_{n-1} + 6(\ell_n - 1 + \ell_{n-1}) + 14.$$  

(4.4.4)

We now claim that the right hand sides of (4.4.4) and (4.4.3) are equal. To see this, subtract the right hand side of (4.4.4) from (4.4.3) to obtain

$$6\left(\ell_n^2 - 7\ell_n \ell_{n-1} + \ell_{n-1}^2 - 1\right) = 6\left(\ell_n^2 - \ell_{n+1} \ell_{n-1} - 1\right) = 0$$

where the last step uses (2.1.8). Thus $I(C_M) = 0$ by (2.2.32).
Since $C_M$ has ECH partitions by assumption, it has two ends. By (2.1.10), $C_M$ goes through $c_H \cdot 1 = 6(\ell_n + \ell_{n-1}) + 1$ constraints. We then use (2.2.4), (2.2.5) and (2.2.31) to obtain

$$\frac{1}{2} \text{ind}(C_M) = -1 + 2 + \ell_{n-1} + (\ell_n - \ell_{n-1}) + [\tilde{\theta}_n \ell_{n-1}] + [\theta_n t_n] - 6(\ell_n + \ell_{n-1}) - 1$$

$$= \ell_n + \left[ \ell_{n-1} \frac{Q_n}{P_n} \right] + \left[ t_n \frac{P_n}{Q_n} \right] - 6(\ell_n + \ell_{n-1}). \quad (4.4.5)$$

By (4.2.12) and (4.4.2) we have

$$\ell_{n-1} \frac{Q_n}{Q_{n+1}} = \ell_{n-2} + \frac{8}{Q_{n+1}}, \quad t_n \frac{P_n}{Q_n} = t_{n+1} + \frac{2}{Q_n}.$$ 

Hence, the final line in (4.4.5) simplifies to

$$\ell_n + \ell_{n-2} + t_{n+1} - 6(\ell_n + \ell_{n-1}) = \ell_{n+1} - 6\ell_n - 6\ell_{n-1} + \ell_{n-2} = 0$$

by (2.1.7). \hfill \Box

REMARK 4.4.3. (i) Note that if $C_M$ were represented by a $J$-holomorphic curve, then it could not be multiply covered since it goes through some constraints with multiplicity one, and hence as proved by Hutchings the condition $I(C_M) = 0$ would force the curve to have ECH partitions and $\text{ind}(C_M) = 0$, see the index inequality Proposition 2.2.2. Since we have not shown that $C_M$ must exist, however, we must verify some of this by direct computation.

(ii) If one wanted to show that $C_M$ has a $J$-holomorphic representative, then one could probably prove this as follows. Suppose for simplicity that $n = 1$. Then the connector has top ends on $\beta_1, \beta_2$ and has constraint vector $x = (6^\times 6, 6^\times 7)$; see Example 3.3.3. It can be built by starting with a curve $C_1$ with top $\beta_1$ through $E_7$ and a curve $C_2$ with top $\beta_2$ through $6(E_1 + \cdots + E_6) + 5E_7 + E_8 + \cdots + E_{13}$. These curves must intersect once (since a plane in $\mathcal{E}$ asymptotic to $\beta_1$ intersects a plane asymptotic to $\beta_2$ exactly once). One can check that these curves have $I(C) = \text{ind}(C) = 0$; and can probably construct them by stretching suitable classes as outlined in Remark 3.5.4. Resolving the point of intersection $C_1 \cdot C_2$ gives a two-parameter family of curves with two positive ends, so that we can recover an index 0 curve by imposing the constraint that it go through one more constraint, namely $E_{14}$.

We next investigate the homology class of $C$, that we write as $z_M - \Delta$, where $z_M$ is the 'model' set of constraints as in (4.4.1). We know from Proposition 4.3.5 that $\Delta$ must be zero on the last block. Let

$$k = w \cdot \Delta, \quad (4.4.6)$$

so that $C$ is asymptotic to $\{ (\beta_1, \ell_{n-1} - k), (\beta_2, \ell_n - \ell_{n-1}) \}$. We interpret the case $k = \ell_{n-1}$ as corresponding to $C$ having no ends on $\beta_1$ at all.

Our main tool is the following dot product calculation, whose (rather technical) proof is deferred to the end of this subsection.

**Lemma 4.4.4.** $\Delta \cdot z_M = 6k\ell_{n-1}$.

Granted this, we can now prove our main result.

**Proof of Proposition 4.4.1.** We first show that $C$ has the same numerics as $C_M$, that is, that

$$k = \Delta = 0. \quad (4.4.7)$$
To begin, we estimate the ECH index of $C$ as follows. Since $I(C_M) = 0$, we have:

\[
I(C) = I(C_M) - (I(C_M) - I(C))
\]

\[
= 0 - \left( \text{gr} \left( \beta_{11}^{n-1} \right) - \text{gr} \left( \beta_1^{n-1-k} \right) + 2t_nk + ((z_M - \Delta) \cdot (z_M - \Delta) - z_M \cdot z_M) - \Delta \cdot 1 \right)
\]

\[
= \Delta \cdot 1 - \left( \text{gr} \left( \beta_{11}^{n-1} \right) - \text{gr} \left( \beta_1^{n-1-k} \right) + 2t_nk - 2z_M \cdot \Delta + \Delta \cdot \Delta \right),
\]

where the term $2t_nk$ comes from the term $2m_1m_2$ in (2.2.25). We compute the difference

\[
(\text{gr}(\beta_{11}^{n-1}) - \text{gr}(\beta_1^{n-1-k}))
\]

by Lemma 4.4.4, obtaining

\[
\text{gr} \left( \beta_{11}^{n-1} \right) - \text{gr} \left( \beta_1^{n-1-k} \right) = \tilde{\theta}_n(\ell_{n-1}^2 - (\ell_{n-1} - k)^2) + k + [\ell_{n-1} \tilde{\theta}_n] - [\ell_{n-1} \tilde{\theta}_n] - (1 + r - 2A(\tilde{\theta}_n, \ell_{n-1} - k) - 2A(\tilde{\theta}_n, \ell_{n-1}),
\]

where $r$ is the length of the ECH partition $p_{\tilde{\theta}_n}^\pm (\ell_{n-1} - k)$. Since $\text{ind}(C_M) = 0$, we can also write

\[
\frac{1}{2} \text{ind}(C) = \frac{1}{2} (\text{ind}(C_M) - \text{ind}(C)) = (1 - r_C) + k + [\ell_{n-1} \tilde{\theta}_n] - \sum_{i=1}^{r_C} [s_i \tilde{\theta}_n] - \Delta \cdot 1
\]

where $r_C$ is the number of ends of $C$ on $\beta_1$; we interpret $r_C = 0$ if $C$ has no ends on $\beta_1$, and any sum with indices from 1 to $r_C$ as equal to 0 as well. Furthermore, because

\[
k = \Delta \cdot w \leq \sqrt{\Delta \cdot \Delta \cdot w} \cdot \sqrt{w} = \sqrt{\Delta \cdot \Delta \cdot b_n},
\]

we have

\[
\Delta \cdot \Delta \geq \tilde{\theta}_n k^2.
\]

By (4.4.8), we know that $\Delta \neq 0$ if $k \geq 1$, thus if $k \geq 1$ the inequality (4.4.8) is strict, since $\Delta$ and $w$ cannot be parallel because the last block of $\Delta$ is identically 0. If $k = 0$, then the inequality (4.4.8) is also strict as long as $\Delta \neq 0$. Thus, if (4.4.7) does not hold, and we set $z_M \cdot \Delta = 6k\ell_n$ by Lemma 4.4.4, we obtain

\[
I(C) - \frac{1}{2} \text{ind}(C) < - \left[ 2k(t_n - 6\ell_{n-1} + \tilde{\theta}_n \ell_{n-1}) + 2A(\tilde{\theta}_n, \ell_{n-1} - k) - 2A(\tilde{\theta}_n, \ell_{n-1}) \right] - \left[ r_C - r + \sum_{i=1}^{r_C} [(s_i \tilde{\theta}_n)] - [(\ell_{n-1} - k) \tilde{\theta}_n] \right].
\]

\[
(4.4.9)
\]

**Claim.** The first term in square brackets above is nonnegative.

**Proof of Claim.** This is immediate if $k = 0$. So assume that $k > 0$. Note first that

\[
t_n - 6\ell_{n-1} + \tilde{\theta}_n \ell_{n-1} = \epsilon \frac{8}{P_n} > 0,
\]

since $t_n = \ell_n - \ell_{n-1}$, $\tilde{\theta}_n = \epsilon \frac{Q_n}{P_n}$ and Lemma 2.1.1 implies that

\[
P_n(\ell_n - 7\ell_{n-1}) + Q_n \ell_{n-1} - Q_n \ell_{n-1} - P_n \ell_{n-2} = Q_1 \ell_0 - P_1 \ell_{-1} = 8.
\]

If $0 < k < \ell_{n-1} - \ell_{n-2}$, then $\ell_{n-1} - k > \ell_{n-2}$ so that $2A(\tilde{\theta}_n, \ell_{n-1} - k) \geq \frac{16}{55}$ by Proposition 4.2.1(viii).
Since \( \frac{16}{55} > \frac{8}{25} \) because \( \sigma < 0.2 \), part (vii) of the same proposition shows that \( 2A(\tilde{\theta}_n, \ell_{n-1} - k) - 2A(\tilde{\theta}_n, \ell_{n-1}) > 0 \), hence the claim. If \( \ell_{n-1} > k \geq \ell_{n-1} - \ell_{n-2} \), then (4.4.10) implies that
\[
2k(t_n - 6\ell_{n-1} + \tilde{\theta}_n \ell_{n-1}) > \frac{8t_n-1}{P_n},
\]
so that
\[
2k(t_n - 6\ell_{n-1} + \tilde{\theta}_n \ell_{n-1}) + 2A(\tilde{\theta}_n, \ell_{n-1} - k) - 2A(\tilde{\theta}_n, \ell_{n-1})
> 2k(t_n - 6\ell_{n-1} + \tilde{\theta}_n \ell_{n-1}) + \frac{8}{55} - 2A(\tilde{\theta}_n, \ell_{n-1})
\geq \left( \frac{8\ell_{n-1}}{P_n} - 2A(\tilde{\theta}_n, \ell_{n-1}) \right) + \left( \frac{8}{55} - \frac{8\ell_{n-2}}{P_n} \right) > 0,
\]
where the last step uses Proposition 4.2.1(vii), and the fact that \( \ell_{n-2} > \frac{8}{25} \) is an increasing sequence with limit \( \frac{8}{25} \). If \( k = \ell_{n-1} \), then the first term in square brackets is 0. Thus in all cases, the claim holds.

Thus in all cases, if (4.4.7) does not hold, we have
\[
I(C) - \frac{1}{2} \text{ind}(C) < (r - r_C) + \left( (\ell_{n-1} - k)\tilde{\theta}_n \right) - \sum_{i=1}^{r_C} [s_i\tilde{\theta}_n].
\]
However, by (4.1.10) and (4.1.17) in Proposition 4.1.4, we have
\[
I(C) - \frac{1}{2} \text{ind}(C) \geq r - r_C + \left( (\ell_{n-1} - k)\tilde{\theta}_n \right) - \sum_{i=1}^{r_C} [s_i\tilde{\theta}_n].
\]
This is a contradiction. Hence we must have (4.4.7).

It remains to show that the connector has just one end on \( \beta_1 \). This holds because of our initial assumption that there is a breaking with a connector, that is, by assumption the connector \( C \) does exist as a holomorphic curve. Since it has the same asymptotics as \( C_M \), it has \( I(C) = 0 \), and because is simple (because it goes through some constraints with multiplicity one) it must therefore have ECH partitions; see Remark 2.2.3(iii). The result now holds because \( p^{\beta_1}_{\beta_1}(\ell_{n-1}) = (\ell_{n-1}) \).

It remains to prove:

**Proof of Lemma 4.4.4.** We must show \( \Delta \cdot z_M = 6k\ell_{n-1} \). We do this in several steps.

**Step 1:** Applying the recursion for \( z_M \) and \( w \).

Let \( \tilde{z}_M \) denote the homology class of \( z_M \), with the last block removed, and define \( \tilde{w} \) analogously. Because \( \Delta \) is supported away from the last block, we have
\[
\Delta \cdot z_M = \Delta \cdot \tilde{z}_M. \tag{4.4.11}
\]
Here and below, to simplify the notation we truncate the vector \( \Delta \) without further comment by removing the last block of zeroes, so that expressions like \( \Delta \cdot \tilde{z}_M \) are defined. This is justified in view of (4.4.11).

To simplify the discussion, we suppose for the moment that the entries of \( \Delta \) are constant on the blocks of \( W(b_n) \). Thus,
\[
\Delta = \left( x_0^6, x_1, x_2^5, \ldots, x_2^5, \ldots, x_{2n-2}, x_{2n-1} \right). \tag{4.4.12}
\]
This assumption does require a slight loss of generality, but below we will see that this is justified. By the discussion after (4.4.1) the vector \( \tilde{z}_M = 6W(\frac{1}{m_{n-1}}) \) has the same block decomposition, and in the notation of Lemma 2.1.7 we may write
\[
\tilde{z}_M = 6(\ell_{n-1}^x, t_{n-1}, \ldots) = 6\ell_{n-1} \cdot R(1, 0) + 6t_{n-1} \cdot R(0, 1)
\]
by Lemma 2.1.7(i). Hence
\[
\Delta \cdot \tilde{z}_M = 6\ell_{n-1} \Delta \cdot R(1, 0) + 6t_{n-1} \Delta \cdot R(0, 1).
\]
Similarly, because the weight expansion \( w = w(b_n) = (1^x, b_n - 6, \ldots) \) satisfies the same recursion on all but the last block (on which \( \Delta = 0 \)), we may invoke Lemma 2.1.7 to write
\[
k = \Delta \cdot w = \Delta \cdot R(1, 0) + (b_n - 6)\Delta \cdot R(0, 1).
\]
Therefore,
\[
\Delta \cdot \tilde{z}_M = 6\ell_{n-1} k + 6(t_{n-1} - \ell_{n-1}(b_n - 6))\Delta \cdot R(0, 1).
\]
It remains to show that \( \Delta \cdot R(0, 1) = 0 \).

**Step 2:** We prove \( |\Delta \cdot R(0, 1)| < Q_n \) when \( \Delta \) satisfies (4.4.12).

Assume now that the entries \( x_0, \ldots, x_{2n-1} \) of \( \Delta \) satisfy the recursion in (2.1.17). Then Lemma 2.1.7 implies that
\[
\Delta \cdot R(0, 1) = \ell_{n-1} x_{2n-1}.
\]
It is possible that the \( x_i \) do not satisfy (2.1.17). However, they differ from an expansion \( \tilde{x}_i \) that does by a small amount. Namely, recall that we may write
\[
\tilde{z}_M - \Delta = \lambda \tilde{w} - \text{diff}_C, \quad \lambda := \frac{(\tilde{z}_M - \Delta) \cdot w}{w \cdot w}.
\]

So,
\[
\Delta = (\tilde{z}_M - \lambda \tilde{w}) + \text{diff}_C.
\]

Let \( \tilde{x}_i \) be the entries of \( \tilde{z}_M - \lambda \tilde{w} \). Then the \( \tilde{x}_i \) for \( i \geq 2 \) satisfy the recursion (2.1.17). Further, we claim that the entries \( z_i \) of \text{diff}_C \) satisfy
\[
|z_i| < 1, \quad \forall i.
\]
To see this, note that the sum of the two area terms \( 2A(\cdot, \cdot) \) on the left hand side of (4.1.9) must be at least 1.39 by Proposition 4.2.1(iii); the right hand side of (4.1.9) is no more than 2.54 by (4.3.8); and the contribution to \( \text{diff}_C \cdot \text{diff}_C \) from the last block must be at least \( 7(1 - 0.77)^2 \), again by (4.3.8). Thus we have
\[
\sum_i z_i^2 \leq \text{diff}_C \cdot \text{diff}_C - 7(1 - 0.77)^2 \leq 2.54 - 1.39 - 7(1 - 0.77)^2 < 1,
\]
which proves (4.4.15). Hence if \( I \) denotes the vector all of whose entries are \( \pm 1 \) with signs the same as those of the entries of \( R(0, 1) \), we find by replacing \( \Delta \) in (4.4.14) with \( \tilde{z}_M - \lambda \tilde{w} \) and using \( |z_i| < 1 \), that
\[
\Delta \cdot R(0, 1) < \ell_{n-1} \tilde{x}_{2n-1} + I \cdot R(0, 1)
\]
\[
\begin{align*}
&= \ell_{n-1} \tilde{x}_{2n-1} + (t_0 + t_1 + \cdots + t_{n-1} + 5(\ell_0 + \ell_1 + \cdots + \ell_{n-2})) \\
&= \ell_{n-1} \tilde{x}_{2n-1} + \ell_{n-1} + t_{n-1} - 1,
\end{align*}
\]
where the first equality uses Lemma 2.1.7(ii) and the second the identities \( t_k = \ell_k - \ell_{k-1} \) and \( 5\ell_k = t_{k+1} - t_k \) from (2.1.7).
We next claim that \(|\tilde{x}_{2n-1}| \leq 1\). To see this, note that

\[
\tilde{x}_{2n-1} = 6 - \lambda \frac{7}{Q_n}, \quad \text{where } t_n \leq \lambda \leq \ell_{n-1} \tilde{\theta}_n + t_n.
\]

Further,

\[
7 \frac{t_n}{Q_n} > 5,
\]

since the fractions \(\frac{t_n}{Q_n}\) are decreasing by Lemma 2.1.1, with limit \(\sigma(\tau^4 - 1)\) by (2.1.9). We also claim that

\[
7 \left( \frac{\ell_{n-1}}{P_n} + \frac{t_n}{Q_n} \right) < 6,
\]

because \(\frac{\ell_{n-1}}{P_n}\) are increasing with limit \(\frac{\varphi}{\tau^4}\), while \(\frac{t_n}{Q_n}\) decreases and

\[
7 \left( \frac{\sigma}{\tau^4} + \frac{6}{8} \right) < 6.
\]

Thus, \(0 \leq \tilde{x}_{2n-1} \leq 1\), so that

\[
|\Delta \cdot R(0,1)| < \ell_{n-1} \tilde{x}_{2n-1} + \ell_{n-1} + t_{n-1} - 1 < 2\ell_{n-1} + t_{n-1} - 1 < Q_n, \quad (4.4.16)
\]

as claimed.

Step 3: Divisibility considerations: We now claim that \(\Delta \cdot R(0,1)\) is divisible by \(Q_n\). To see this, note that \(\Delta \cdot \tilde{w} = \Delta \cdot w = k\) is an integer, which implies that \(\Delta \cdot \tilde{W}\) is divisible by \(Q_n\). Therefore by Lemma 2.1.7(iii)

\[
0 \equiv \Delta \cdot \tilde{W} \equiv -Q_{n-1} \Delta \cdot R(0,1) \pmod{Q_n}.
\]

Since \(Q_n, Q_{n-1}\) are relatively prime, this implies that \(\Delta \cdot R(0,1)\) is a multiple of \(Q_n\). By (4.4.16), this implies \(\Delta \cdot R(0,1) = 0\). Thus \(\Delta \cdot \tilde{z}_M = 6\ell_{n-1} k\) by (4.4.13).

Step 4: Justifying the special form for \(\Delta\): We have therefore proved Lemma 4.4.4, except for the assumption that \(\Delta\) can be written in the form (4.4.12), that is, that its entries are constant on each block. However, the above arguments only used information about the two dot products, \(\Delta \cdot \tilde{w}, \Delta \cdot \tilde{z}_M\), and the fact that if \(V = R(A,B) = (V_0^x, V_1, V_2^x, \ldots)\) for some integers \(A, B\) then

\[
\Delta \cdot V = \sum_i k_i V_i \quad \text{for some } k_i \in \mathbb{Z}. \quad (4.4.17)
\]

If \(\Delta\) does not have the form in (4.4.12), rewrite it, taking the average value on each block of size \(m\), where \(m = 5, 6\). This does not change either of these dot products. Moreover, because the new values of \(x_i\) have the form \(\frac{x_i}{m}\) (that is, their denominator equals the length of the relevant block) the dot product \(\Delta \cdot V\) still satisfies (4.4.17). Hence the argument goes through even if \(\Delta\) does not have this special form.

This completes the proof of Lemma 4.4.4 and hence of Proposition 4.4.1.

\(\square\)

4.5. The rest of the proof

The next result completes the proof of Proposition 3.1.6, and hence the proof of Theorem 1.1.1.

**Proposition 4.5.1.** There is at most one breaking with a connector.
To prove this, we locate the unique double point in the limiting building and then use the fact that $B \cdot B = 1$ to argue, as in the proof of Proposition 3.4.1 at the end of §3.4, that there can be only one breaking of this kind; see Corollary 4.5.7. What is important is to show that this double point is a point of intersection of two different connected components of the building: if it were internal to one component, then there would be no obvious way to control the number of nearly $J$-holomorphic representatives.

Consider a limiting building $C_\infty$ that has a connector. We saw in Lemma 4.3.1 that the curves in the neck are all multiple covers of trivial cylinders. Hence we can divide $C_\infty$ in a slightly different way than before (cf. Definition 3.1.3), taking the top level to consist of the curves in $C_U$ together with those in the neck (which are covers of trivial cylinders by Lemma 4.3.1), and then dividing the curves in $C_{LL}$ into three groups according to the asymptotics at their top end. Thus, we now consider the top level to be a union of matched components as follows.

**Definition 4.5.2.** In this section, $D_j$, for $j = 1, 2$, denotes the union of the curves in $\hat{\mathcal{E}}$ with top end on $\beta_j$, while the connector $D_{12}$ is also a curve (rather than a matched component). Further, we define $U_1$ to be the matched component in the upper levels whose negative end connects to the positive end of $D_{12}$ at $\beta_1$; similarly, $U_2$ connects to the positive end of $D_{12}$ at $\beta_2$.

Then $U_1$ is at least an $\ell_n - 1$-fold cover of the low action curve $C_0$, and $U_2$ is at least an $(\ell_n - \ell_{n-1})$-fold cover of $C_0$. Hence, because $U_1, U_2$ contain different curves since the building has genus 0, it follows that

- the upper level is $U_1 \cup U_2$,
- $U_1$ is precisely an $\ell_n - 1$-fold cover of $C_0$ (extended by trivial components in the neck), and
- $U_2$ is precisely an $(\ell_n - \ell_{n-1})$-fold cover of $C_0$.

In particular, $U_1$ is in class $3\ell_n - L$ and $U_2$ is in class $3t_n L$.

We now argue much as in the proof of Proposition 3.4.1 at the end of §3.4, except that we chop below rather than above the neck. Consider a curve close to breaking along a building: if it were internal to one component, then there would be no obvious way to control the number of nearly $J$-holomorphic representatives.

We begin with the following intersection alternative:

**Lemma 4.5.3.** Either $U_{1,i}$ intersects $U_{2,i}$, or $(D_{1,i} \cup D_{2,i})$ intersects $D_{12,i}$.

**Proof.** Because $B$-curves are simple, the curves $U_{1,i} \cup U_{2,i}$, $D_{1,i} \cup D_{2,i}$, and $D_{12,i}$ are somewhere injective compact curves whose boundaries form links around the orbits $\beta_1, \beta_2$, so that their intersection number can be calculated using the intersection formula (2.2.1)\(^\dagger\).

Thus

$$U_{1,i} \cdot U_{2,i} = Q_\tau([U_{1,i}], [U_{2,i}]) + L_\tau(U_{1,i}, U_{2,i}), \quad (4.5.1)$$

and similarly

$$(D_{1,i} \cup D_{2,i}) \cdot D_{12,i} = Q_\tau([D_{1,i} \cup D_{2,i}], [D_{12,i}]) + L_\tau(D_{1,i} \cup D_{2,i}, D_{12,i}), \quad (4.5.2)$$

\(^\dagger\)In §2, we stated this formula for punctured curves. However, it is equally valid for curves with boundary obtained by truncating a completed cobordism by removing any $Y \times (R, \infty)$ or $Y \times (-\infty, -R)$ region for large $R$. For a similar situation, see [15, Lemma 3.5].
where $L_\tau$ denotes the asymptotic linking number defined in (2.2.3), and $Q_\tau$ is the relative intersection pairing whose formula is given in (2.2.28) and (2.2.31). Because the negative ends of $U_{1,i} \cup U_{2,i}$ are the same as the positive ends of $D_{1,i} \cup D_{2,i} \cup D_{12,i}$, we have

$$L_\tau(U_{1,i}, U_{2,i}) = -L_\tau(D_{1,i} \cup D_{2,i}, D_{12,i}).$$

(4.5.3)

Now, by (2.2.28), we have

$$Q_\tau([U_{1,i}], [U_{2,i}]) = 9\ell_n t_n - 2\ell_{n-1} t_n = 7\ell_n \ell_{n-1} - 7\ell_{n-1}^2.$$  

(4.5.4)

To compute $Q_\tau([D_{1,i} \cup D_{1,i}], [D_{12,i}])$, note that by Proposition 4.4.1, $[D_{12,i}] = z_M$, and so $[D_{1,i} \cup D_{2,i}] = W - z_M$. Thus by (2.2.31) and (2.1.15) we have:

$$Q_\tau([D_{1,i} \cup D_{2,i}], [D_{12,i}]) = \ell_n^2 + \ell_{n-1}^2 - W \cdot z_M + z_M \cdot z_M$$

(4.5.5)

$$= \ell_n^2 - (\ell_n - \ell_{n-1})^2 - (\ell_{n-1} + 41\ell_n \ell_{n-1} - 5\ell_{n-1}^2 + 6) + (36\ell_{n-1} \ell_n + 7)$$

$$= -7\ell_n \ell_{n-1} - \ell_{n-1}^2 + 1.$$  

(4.5.6)

By combining (4.5.4) and (4.5.5), it follows that

$$Q_\tau([U_{1,i}], [U_{2,i}]) = -Q_\tau([D_{1,i} \cup D_{2,i}], [D_{12,i}]) + 1.$$  

(4.5.7)

Now combine (4.5.7) with (4.5.1), (4.5.2). This gives

$$U_{1,i} \cdot U_{2,i} = 1 - (D_{1,i} \cup D_{2,i}) \cdot D_{12,i}.$$  

Since $0 \leq (D_{1,i} \cup D_{2,i}) \cdot D_{12,i} \leq 1$, the claim now follows. 

\square

**Corollary 4.5.4.** $D_{1,i}$ and $D_{2,i}$ do not intersect.

**Proof.** Assume that they do intersect. Then neither can intersect $D_{12,i}$, or else we would have too many intersection points. Thus, by the previous step, $U_{1,i}$ and $U_{2,i}$ would have to intersect. This also gives too many intersection points. \square

The next step is the following uniqueness claim.

**Lemma 4.5.5.** The constraint $z$ that is carried by the curve $D_{1,i}$ is independent of the breaking.

Note that this implies the same statement for $D_{2,i}$, since the homology class of $D_{12,i}$ is fixed in view of Proposition 4.4.1.

**Proof.** Suppose we are given one breaking $D_{1,i}, D_{2,i}$ with constraints $z, y$ and another $D'_{1,i}, D'_{2,i}$ with constraints $z', y'$. Since $z + y = z' + y'$, we have $(z - z') \cdot (y' - y) = (z - z') \cdot (z' - y' \geq 0$ (where we think of $z, y, z', y'$ as vectors as in the previous section). But because $D_{1,i}, D'_{1,i}$ are asymptotic to $\beta_1$ while $D_{2,i}, D'_{2,i}$ are asymptotic to $\beta_2$, the contribution of the top ends to intersection numbers such as $D_{1,i} \cdot D'_{1,i}$ is fixed and equal to $T := \ell_{n-1} \cdot (\ell_n - \ell_{n-1})$. Hence

$$0 \leq (z - z') \cdot (y' - y) = z \cdot y' + z' \cdot y - z' \cdot y' - z \cdot y$$

$$= -(T - z \cdot y') + (T - z' \cdot y) - (T - z \cdot y) - (T - z' \cdot t')$$

$$= -(T - z \cdot y') + (T - z' \cdot y)$$
where the final equality above follows from Corollary 4.5.4. But \((T - z \cdot y')\) and \((T - z' \cdot y)\) both compute the number of intersections of \(J\)-holomorphic curves, and so are nonnegative. Thus \((z - z') \cdot (y' - y) = 0\), so that \(z = z', y = y'\) as claimed. \(\square\)

Now assume as above that \(C_i\) and \(C'_i\) are two different \(B\)-curves that are close to breaking into a building with a connector. The final step is the following variant of Lemma 4.5.3.

**Lemma 4.5.6.**  
- If \(U_{1,i}\) does not intersect \(U'_{2,i}\), then either \(D_{12,i}\) intersects \(D'_{1,i}\) or \(D_{2,i}\) intersects \(D'_{12,i}\).
- If \(U_{2,i}\) does not intersect \(U'_{1,i}\), then either \(D_{1,i}\) intersects \(D'_{12,i}\), or \(D_{12,i}\) intersects \(D'_{2,i}\).

**Corollary 4.5.7.** Proposition 4.5.1 holds.

**Proof.** Since \(C_i\) and \(C'_i\) are \(B\)-curves, we have \(C_i \cdot C'_i = 1\). On the other hand, the intersection alternative in Lemma 4.5.6 guarantees that there are at least two intersection points between \(C_i\) and \(C'_i\). Hence this scenario cannot occur. \(\square\)

The proof of Lemma 4.5.6 mimics that of Lemma 4.5.3. One has to be precise to get the relevant linking terms to cancel, however; hence the quite specific alternatives.

**Proof of Lemma 4.5.6.** We begin by proving the first bullet point. By (2.2.1), we have:

\[
U_{1,i} \cdot U'_{2,i} = Q_{\tau}([U_{1,i}],[U'_{2,i}]) + L_{\tau}(U_{1,i},U'_{2,i}),
\]

(4.5.8)

where \(L_{\tau}\) denotes the asymptotic linking number defined in (2.2.3). Further,

\[
L_{\tau}(U_{1,i},U'_{2,i}) = -L_{\tau}(D_{12,i},D'_{1,i}) - L_{\tau}(D_{2,i},D'_{12,i}),
\]

(4.5.9)

because, by Definition 4.5.2, the positive ends on \(\beta_1\) at the end of \(D_{12,i}\) and \(D'_{1,i}\) respectively, while the negative ends of \(\beta_2\) at the end of \(D_{12,i}\) and \(D'_{12,i}\); Note also that there is no linking between the end of \(D_{12,i}\) at \(\beta_2\) and the ends of \(D'_{1,i}\), nor any between the end of \(D'_{12,i}\) at \(\beta_1\) and the ends of \(D_{2,i}\).

Hence

\[
D_{12,i} \cdot D'_{1,i} + D_{2,i} \cdot D'_{12,i} = Q_{\tau}([D_{12,i}],[D'_{1,i}]) + Q_{\tau}([D_{2,i}],[D'_{12,i}]) - L_{\tau}(U_{1,i},U'_{2,i}).
\]

(4.5.10)

By Lemma 4.5.5, the constraints \(z, z'\) on \(D_{1,i}, D'_{1,i}\) are the same. Hence

\[
Q_{\tau}([D_{12,i}],[D'_{1,i}]) = t_{n}^{2} - z \cdot z_M, \quad Q_{\tau}([D_{2,i}],[D'_{12,i}]) = t_{n-1}^{2} - y \cdot z_M,
\]

so that

\[
Q_{\tau}([D_{12,i}],[D'_{1,i}]) + Q_{\tau}([D_{2,i}],[D'_{12,i}]) = \ell_{n-1}^{2} + t_{n}^{2} - (z + y) \cdot z_M
\]

\[
= \ell_{n-1}^{2} + t_{n}^{2} - (W - z_M) \cdot z_M,
\]

\[
= Q_{\tau}([D_{1,i} \cup D_{1,i}],[D_{12,i}]),
\]

(4.5.11)

where the last equality holds by the first line of (4.5.5). Equation (4.5.7) now implies that

\[
Q_{\tau}([U_{1,i}],[U'_{2,i}]) = -(Q_{\tau}([D_{12,i}],[D'_{1,i}]) + Q_{\tau}([D_{2,i}],[D'_{12,i}])) + 1,
\]

since \(Q_{\tau}([U_{1,i}],[U'_{2,i}]) = Q_{\tau}([U_{1,i}],[U_{2,i}])\). Combining this with (4.5.8) and (4.5.10) as in the proof of Lemma 4.5.3, we obtain

\[
U_{1,i} \cdot U'_{2,i} = 1 - (D_{12,i} \cdot D'_{1,i} + D_{2,i} \cdot D'_{12,i}).
\]
Since all intersection numbers are nonnegative, this completes the proof of the first bullet point. The proof of the second is identical, modulo switching the roles of $C_i, C'_i$. □
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