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ABSTRACT

Collecting labelled datasets for speech recognition systems for low-resource languages on a diverse set of domains and speakers is expensive. In this work, we demonstrate an inexpensive and effective alternative by “mining” text and audio pairs for Indian languages from public sources, specifically from the public archives of All India Radio. As a key component, we adapt the Needleman-Wunsch algorithm to align sentences with corresponding audio segments given a long audio and a PDF of its transcript, while being robust to large errors due to OCR, extraneous text, and non-transcribed speech. We thus create Shrutilipi, a dataset which contains over 6,400 hours of labelled audio across 12 Indian languages totalling to 3.3M sentences. We establish the quality of Shrutilipi with 21 human evaluators across the 12 languages. We also establish the diversity of Shrutilipi in terms of represented regions, speakers, and mentioned named entities. Significantly, we show that adding Shrutilipi to the training dataset of ASR systems improves accuracy for both Wav2Vec and Conformer model architectures for 7 languages across benchmarks.
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1. INTRODUCTION

Current state-of-the-art speech recognition systems for high-resource languages often employ end-to-end (E2E) models [1, 2, 3] that require compute-heavy training on large datasets of labelled audio. While the presence of large datasets in high-resource languages helps in reducing the word-error-rate (WER), its absence in low-resource languages increases the performance gap of resulting models, further disadvantaging the adoption of AI models for low-resource languages.

A robust approach to address this gap is to collect labelled datasets for low-resource languages. However, creation of high quality datasets can be expensive given the logistics of collecting data across a diverse set of domains and speakers. Another approach is to utilize unlabelled data using approaches like self-supervised learning or use high-resource languages to boost performance on low-resource languages by transfer learning. This was demonstrated for Indian languages [4] with pretraining on 40 languages and finetuning with only 40 hours of data. However, the WER reported for Indian languages is still much higher than what is achieved with equivalent models for high-resource languages. Cross-lingual transfer from high to low-resource was demonstrated for Indian languages, specifically by creating labelled datasets using transliteration [5]. However, the resultant WER values are still large. Thus, the role of larger datasets is imperative to further reduce the large gap to high-resource languages.

In this paper, we propose an alternative technique to create diverse datasets for low-resource languages by mining audio and text pairs from publicly available sources, specifically focusing on the news archives from All India Radio (AIR). The AIR website\textsuperscript{1} hosts thousands of hours of audio and PDF transcripts for programs. We work with data for 12 Indian languages, containing over 9,700 hours of audio, collectively representing 1.1B number of speakers in the Indian subcontinent with a geographical diversity as shown in Figure 1.

We encounter several irregularities in the AIR data which make mining challenging. The audio bulletins usually contain long intro and outro music segments, short non-transcribed speech (such as speakers introducing themselves, reading titles of the broadcast, or social media handles of AIR), long

\textsuperscript{1}https://newsonair.gov.in/
non-transcribed speech (such as external news clips), background music and code-mixed data. The PDF transcripts also have challenges such as containing proprietary encodings due to legacy issues, custom formats varying across stations, extraneous text such as bulletin and section headers.

Motivated by these challenges, we propose a document-scale alignment technique between a given long audio and its corresponding transcript that is robust to the irregularities discussed. First, for the given audio, we obtain frame-level emissions from an ASR system and collapse them into a character sequence using CTC [2] alignment. Second, we adapt the Needleman-Wunsch [6] algorithm to align the outputs of the ASR system and text extraction. Third, we segment the audio using the sentence boundaries of the aligned text. We retain each pair of segmented text and audio if the alignment score is above a chosen threshold \( \tau \).

We demonstrate the effectiveness of our technique by creating the Shrutilipi dataset with 6,457 hours of data at a threshold of \( \tau = 0.8 \), which is more than 60% of the raw audio. We evaluate the quality of Shrutilipi, with 4,050 pairs of aligned text and audio using the sentence boundaries of the aligned text. We find the ASR system and text extraction. Third, we segment the audio into sentences in \( R \) and collapse repeated characters and remove \{blank\} tokens from the emissions to get the predicted sequence of characters \( P = \{p_1, p_2, ..., p_N\} \). We store the CTC alignments, i.e., the start and end indices of emissions that correspond to \( p_i \) in a sequence \( A = [(\gamma_1, \delta_1), (\gamma_2, \delta_2), ..., (\gamma_j, \delta_j)] \) where \( \gamma_i \) and \( \delta_i \) denote the start and end index respectively.

We then use the Needleman-Wunsch [6] algorithm to align predicted text \( P \) and the reference text \( R \). Given sequences \( R \) and \( P \) of sizes \( N \) and \( N' \) respectively, we find a mapping \( M \), which is a non-decreasing map of every index \( i \) of \( R \), to an index \( M(i) \) of \( P \). This is optimized based on a score matrix \( S \) of size \((N + 1) \times (N' + 1)\), where \( S_{jk} \) denotes the alignment score of characters \( P[j \cdot j] \) and \( R[i \cdot k] \). We score pairs of characters with three values: a Match score when the two characters exactly match, a Mismatch score where the two characters do not match, and a Gap score when the chosen alignment involves one character aligning to a gap in the other sequence. The values chosen for the three scores is application dependent; based on empirical evaluation we penalize mismatch and gap equally.

Given character-level scores, dynamic programming is used to find the mapping \( M = \arg \min_{O} \sum_{i=1}^{N} S_{i,O[i]} \). Once we compute \( M \), we can obtain alignments of sentences in \( R \) to time intervals. The \( i \)th sentence in \( R \) maps to the character range \([\alpha_i, \beta_i] \) which in turn map to the character range in \( P \): \([M(\alpha_i), M(\beta_i)] \), which in turn map to the character range in \( E \): \([A(M(\alpha_i)), A(M(\beta_i))] \), which map directly to indices in the input audio \( X \).

As the Needleman-Wunsch algorithm does global alignment, it is possible that it misaligns certain segments to optimize the scores for other segments. Hence, we need a filtering mechanism for extracting high-quality audio-text sentence pairs. To address this, we define an alignment score given by the Levenshtein distance similarity ratio between the mined reference sentence \( r \) and predicted sentence \( p \), defined as \( \Delta = 1 - \frac{LD(r, p)}{|r| + |p|} \). We store the CTC alignments in \( \Delta \) for the three scores is application dependent; based on empirical evaluation we penalize mismatch and gap equally.
Table 1: Statistics of Shrutilipi dataset (# M.W.=Mean length of Sentences (in words))

| Lang. | bn | gu | hi | kn | ml | mr | or | pa | sa | ta | te | ur | Total |
|-------|----|----|----|----|----|----|----|----|----|----|----|----|--------|
| # Hrs. | 0.44K | 0.46K | 1.62K | 0.46K | 0.36K | 1.02K | 0.60K | 0.09K | 0.02K | 0.79K | 0.39K | 0.19K | 6.46K |
| # Sents. | 0.23M | 0.22M | 0.79M | 0.22M | 0.26M | 0.49M | 0.30M | 0.04M | 0.01M | 0.41M | 0.22M | 0.10M | 3.30M |
| # M.W. | 16 | 17 | 21 | 13 | 9 | 16 | 15 | 26 | 11 | 13 | 13 | 22 | 14.8 |
| Yield(%) | 69 | 67 | 69 | 71 | 42 | 79 | 78 | 78 | 42 | 71 | 47 | 63 | 67 |

3. SHRUTILIPI DATASET

In this section, we discuss applying the mining procedure to the AIR archive to create Shrutilipi in 12 languages. We use IndicWav2Vec [4] models trained on Kathbath [15] to perform ASR Prediction using CTC. We set the match, mismatch, and gap scores of the Needleman-Wunsch alignment to $+2$, $-1$, and $-1$, respectively, based on experiments to maximize the yield of aligned data. We chose the value of $\tau = 0.8$, thereby retaining aligned pairs with some errors in anticipation that training an ASR system would benefit from a larger volume of labelled pairs. We confirm that this is indeed the case in our experiments. We use Google’s Document AI OCR to extract text from the PDF documents. By applying the method to the AIR archive we extract 6,457 hours of data across 12 languages as detailed in Table 1, a yield of 67% of all audio available. The data corresponds to 3.3M utterances across 12 languages.

In the following, we evaluate the effectiveness of our mining technique, by analyzing Shrutilipi along three axes: quality, diversity, and effectiveness for downstream ASR.

3.1. Is the data of good quality?

We perform a human evaluation of Shrutilipi with data sampled across languages, regions, and alignment quality. The task is to check the quality of a mined audio-text pairs. First, evaluators were shown the text and were asked if there were any mistakes in the text. This is to capture potential errors from the text processing pipeline. Then, evaluators listened to the audio and were asked if the audio aligns with the text. If they answered ‘No’, they were asked to localize the error to (a) Start, (b) In between, and (c) End of sentence. We sample data uniformly across the 45 radio stations across all languages and three intervals of the alignment score $\{[0.8 - 0.9], [0.9 - 0.95], [0.95, 1]\}$. For each combination of the 45 stations and 3 score intervals, we uniformly sample 30 audio-text pairs, creating an annotation dataset with 4,050 items.

In Figure 2(b), we plot the fractions of responses to different questions against different values of alignment score. We make three observations. First, as expected, the fraction of errors reduces as alignment scores increase, with a marked reduction around the value of 0.95. Second, a large fraction of the errors (in the range $[0.8, 0.9]$) are due to errors in the original text, indicating the need for more accurate OCR and document understanding for Indian languages. Third, when localizing the error in alignment, a majority of the errors seem to be at the start or end of the audio segments. Only a smaller fraction of errors are due to alignment issues within the audio segment, which incidentally do not show a strong dependence on the alignment score. We hypothesize training methodologies for E2E ASR systems would be forgiving of such errors.

3.2. Is the data diverse?

A key metric for labelled audio datasets is the diversity of speaker and content representation [18]. We compute metrics of diversity and compare against the MUCS dataset [7].

To quantify speaker diversity, we build an speaker verification model to compute speaker embeddings. Specifically, we use the X-Vector model [19], trained on Kathbath [15]. We randomly sample 10K pairs of audio segments from the Hindi train sets of Shrutilipi and MUCS [7], compute the cosine similarity of these pairs, and plot its distribution in Figure 2(c). The distribution for Shrutilipi has a very large fraction of smaller similarity scores, indicating larger diversity.

To quantify diversity of source-native Named Entities (NEs), we count the number of occurrences of NEs in the Hindi datasets of Shrutilipi and MUCS [7]. We translate the sentences to English using IndicTrans [20], and then use Spacy’s Entity Recognizer to obtain NEs. We observe that MUCS and Shrutilipi datasets contain 766 and 222K unique NEs respectively, i.e., Shrutilipi provides a $290\times$ increase. Further, the fraction of words that are NEs is also much larger in Shrutilipi across entity types (Figure 2(c)).

3.3. Is it effective on downstream ASR?

We evaluate the effectiveness of Shrutilipi as a training dataset for ASR systems. We consider both a large model - Wav2Vec [8], and an efficient model - Conformer [3].

For training Wav2Vec models, we use the LARGE model (317M parameters), and finetune for 120K steps, by initializing the model from the pretraining checkpoint. We use 6-gram KenLM [21] language models trained on the IndicCorp corpus [22], and evaluate models using beam search decoding.
Fig. 2: (a) Shrutilipi significantly increases the amount of labelled ASR data in comparison with existing publicly available datasets. (b) Fraction of annotation errors in Shrutilipi reduces as alignment scores (Δ) increase. (c) Shrutilipi has more diversity in speakers and named entities compared to MUCS [7].

| MUCS Blind Set | | | | | | | Avg. |
|----------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| E              | 17.9             | 12.0             | 13.6             | 23.3             | 20.5             | 16.4             | 17.3             |
| E+S            | 12.8             | 11.1             | 11.4             | 23.0             | 20.7             | 13.8             | 15.5             |

| Kathbath Test Unknown | | | | | | | Avg. |
|-----------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| E                     | 14.4             | 15.0             | 14.7             | 25.6             | 31.5             | 24.1             | 22.3             | 21.1             |
| E+S                   | 13.4             | 9.5              | 9.6              | 15.7             | 21.5             | 19.7             | 17.7             | 15.3             |

Table 2: Results for Wav2Vec models on the Test Unknown of Kathbath (E = Existing; S = Shrutilipi)

| Benchmarks | KB-K | KB-U | EKST | CV6 | CV7 | CV8 | CV9 | Avg. |
|------------|------|------|------|-----|-----|-----|-----|------|
| M_W2V      | 14.1 | 14.7 | 22.7 | 31.3 | 26.7 | 27.5 | 25.4 | 23.6 |
| M + S_W2V  | 9.4  | 9.6  | 19.7 | 15.0 | 15.0 | 13.4 | 13.9 | 13.7 |

|                      |                      |                      |                      |                      |                      |                      |
|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| M + S_{r=0.95}      | 9.8                  | 10.2                 | 20.4                 | 16.4                 | 14.2                 | 14.9                 | 14.7               | 14.4              |

|                      |                      |                      |                      |                      |                      |                      |
|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| M_{Hard}             | 19.2                 | 17.9                 | 26.5                 | 22.6                 | 24.4                 | 25.6                 | 25.8               | 23.2              |
| M + S_{Hard}         | 12.1                 | 12.6                 | 23.4                 | 18.7                 | 17.4                 | 18.6                 | 18.4               | 17.3              |

|                      |                      |                      |                      |                      |                      |                      |
|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| M_{Conf.}            | 17.2                 | 17.7                 | 25.4                 | 20.9                 | 21.4                 | 22.9                 | 22.8               | 21.2              |
| M + S_{Conf.}        | 15.2                 | 14.9                 | 23.9                 | 19.3                 | 19.1                 | 20.0                 | 19.9               | 18.9              |

Table 3: Results on Hindi Benchmarks for Wav2Vec and Conformer models trained on MUCS and Shrutilipi datasets (M = MUCS; S = Shrutilipi; W2V = Wav2Vec; Hard = hard benchmark; Conf = Conformer; KB = Kathbath; K = Known; U = Unknown; EKST = EkStep; CV = CommonVoice)

with a beam size of 128. For Conformer models, we use the Medium model consisting of 30.5M parameters. We replace the LSTM decoder with a CTC decoder and instead increase decoder layers to 18, and evaluate using greedy decoding.

We evaluate performance of Wav2Vec [8] models on the blind set of MUCS [7] and Test Unknown set of Kathbath [15], as shown in Table 2. The model for Bengali was trained on the OpenSLR [23] train set, and the MUCS train set for others, denoted by E (Existing). For the MUCS blind set, the average WER drops from 17.3 to 15.5. For Kathbath too, we see a large improvement of 5.8 WER on average.

Hindi has 7 benchmarks for which we report results separately in Table 3. We evaluate Wav2Vec models trained on the MUCS [7] train set and MUCS+Shrutilipi. We see a consistent improvement in WER across all the 7 benchmarks, with an average improvement of 5.3 WER. We also see that the model trained on Shrutilipi (τ = 0.8) performs better than Shrutilipi (τ = 0.95) (row 2 vs 3 of Table 3), indicating that data volume outweighs some alignment errors localized at the edges of mined utterances. We train the Conformer model on MUCS train set and MUCS+Shrutilipi, and evaluate on the Hindi Benchmarks. Again, we see consistent improvement in WER across all benchmarks, wherein the Average WER improves from 21.2 to 18.9 (row 6 vs 7 of Table 3).

To evaluate if addition of Shrutilipi to the training set makes the models more robust to noise, we create a hard ASR benchmark for Hindi by adding background noise of various types to the audio files of the Hindi Benchmarks. We use ESC dataset [24], which consists of 2,000 short clips of background noise from 5 different categories. For each audio, we randomly pick a background clip and add it to the audio signal with a random Signal-to-Noise Ratio (SNR) value between 3 dB and 30 dB. As seen in rows 4 and 5 of Table 3, WERs of all models increase with this hard benchmark. Moreover, models trained with Shrutilipi have smaller increases (3.8 WER) as compared to others (4.4 WER).

Thus, we establish that Shrutilipi improves performance of ASR systems across languages and model architectures.

4. CONCLUSION

We demonstrate creation of datasets for low-resource languages by mining data from the archives of AIR. Our technique for document-scale alignment is robust to large irregularities both in the audio and available transcript PDFs. The resultant Shrutilipi dataset, consists of 6,457 hours of audio across 12 Indian languages, significantly adding to available resources in these languages. We showed that the data is of high quality with human evaluation, is diverse in terms of speakers and domains, and is effective in improving accuracy of ASR systems. We open-source our dataset and models2. We hope that this template can be replicated with other sources of data and languages to bridge the widening gap between ASR systems for high and low-resource languages.

2https://ai4bharat.org/shrutilipi
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