Automation is no barrier to light vehicle electrification
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Weight, computational load, sensor load, and possibly higher drag may increase the energy use of automated electric vehicles (AEVs) relative to human-driven electric vehicles (EVs), although this increase may be offset by smoother driving. We use a vehicle dynamics model to show that automation is likely to impose a minor penalty on EV range and have negligible effect on battery longevity. As such, while some commentators have suggested that the power and energy requirements of automation mean that the first automated vehicles (AVs) will be gas-electric hybrids, we conclude that this need not be the case. We also find that drivers need to place only a modest value on the time saved by automation for its benefits to exceed direct costs.

EVs form an increasing share of new vehicle sales around the world. Several countries are seeking to phase out internal combustion engine vehicles. Simultaneously, AVs are being tested on public roads. Automation could reduce vehicle energy use through smoother driving,
There is limited literature on the tradeoffs between automation and electrification. Early AEVs may be heavier, need extra computing and sensor power, and (due to the possible need for protruding sensors) be less aerodynamic than EVs. If this reduces driving range substantially, it has been suggested that the first AVs will be gas-electric hybrids. Here, we compare the vehicle-level energy use, range, and battery life of a vehicle equipped to attain Society of Automotive Engineers (SAE) Level 4-5 automation to human driven EVs, by undertaking a careful consideration of the effect on vehicle level energy use of the different components needed for automated driving, as well as the potential increase in drag from LiDAR. Sripad and Viswanathan developed a physics-based vehicle dynamics model to estimate the energy demands of an EV given a realistic driving profile. They determined the battery size needed for a given vehicle range or equivalently, the range of an EV given battery size. Using a realistic velocity profile with one second temporal resolution, the model calculates the instantaneous power needed each second to overcome vehicle inertia, aerodynamic drag, and road friction. We extend this model for AEVs by adding the weight of the different components to the mass of the vehicle and battery pack, increasing the drag coefficient due to LiDAR for automated solutions with a roof-based spinning LiDAR. If no LiDAR is used, or if solid-state LiDAR that is incorporated into the aerodynamic profile of the vehicle is used, increase in drag is zero. We modify the velocity profile to account for potentially smoother driving and add the computation and sensor loads at each second. Keeping track of the total energy used, we repeat the driving profile until the battery is fully depleted. This gives us an estimate of the AEV range for a given battery capacity. We then compare this AEV range to the EV to understand how automation
affects vehicle range. We run this simulation for two types of velocity profiles: the California Unified Cycle Driving Schedule which is a composite profile i.e. a city-highway mix, and the Urban Dynamometer Driving Schedule which is a city-only profile (Supplementary Information Figure S1).

Full details of the physics model are provided in Methods. Here we discuss key assumptions regarding our autonomous configuration.

**Sensor and connectivity load:** There are several different combinations of sensor hardware that are currently being tested on vehicles that aim to achieve full automation. For example, some developers are using solutions which include LiDAR while others are relying solely on cameras and radar. There are also differences in the choice of vendor for LiDAR or radar, and in the number of sensors. Given the numerous possible combinations, we assume a uniform distribution for the sensor and connectivity load. We bound this between 30W to 150W. The lower case represents a low powered LiDAR solution such as the 15 W Ouster OS1 system along with 2 Bosch mid-range radars (MRR) of 4.5 W each, 3 Pt. Grey Dragonfly cameras of 1.5 W each, and 1.5 W for connectivity. Some industry developers have also suggested that a sensor package without LiDAR is sufficient for high level automation. As such, the lower case could also represent an optical-only system with no LiDAR and 9 cameras (1.5 W each), 2 MRR of 4.5 W each, and the remaining 7.5 W for communication and connectivity. The upper estimate of 150 W represents a system with 2 Velodyne 64 LiDAR domes of 60 W each along with 2 Bosch MRR (9 W) radars with 6 Pt. Grey Dragonfly cameras (9 W) and expanded communications and connectivity.
(12 W). We were unable to find reliable estimates of the power draw of communication systems, perhaps due to the nascent nature of the technology. We assume a power draw of 1.5W for our low estimate and 12W for our high estimate. Modern smartphones consume less than 1 W of power for streaming, connectivity, communication and other functions\textsuperscript{11}. Many EVs already have GPS and other connectivity installed; so it is not clear that the communications load will be additional to existing loads. The IEEE standard for dedicated short range communication (DSRC) limits the Equivalent Isotropically Radiated Power to less than 2 W\textsuperscript{12}, which precludes a large power draw for the transmitter. Our sensitivity analysis (see SI Figure S6) also found that changes in the sensor and communications load had a relatively modest effect on range. For example, an increase of 100 W in the sensor and communications load only decreases range by 1%.

**Computing load:** Estimates of computing load for automated driving in the literature found power requirements from a few hundred watts\textsuperscript{13} to several thousand watts\textsuperscript{14,15}. The Nvidia Pegasus system has been advertised as capable of level 5 autonomous driving and has a power load of 500W\textsuperscript{16} while the recently released Tesla Full Self Driving (FSD) claims to require only 150 W\textsuperscript{17}. We therefore bound our estimates between 150W to 10000W with the upper bound representing the higher estimates from the literature. Higher values of computing load are possible given that the technology is nascent, regulators might require redundant systems, or cooling requirements for computing may have been underestimated. On the other hand, over the long term improvements in chip design and computing efficiency should see power loads fall substantially. We also assume a linear relationship between the computing and sensor loads between their respective bounds as increased data flow from the sensors to the computing platform will require a concomitant increase
in computing capacity and therefore power draw.

**Drag:** We are aware of no publicly available, empirical estimates of the effect of roof-based LiDAR on the vehicle drag coefficient\textsuperscript{[4]}, so we approximate this effect by using data from wind tunnel tests of drag impacts of roof add-ons such as police sirens, signs, and racks\textsuperscript{[18, 19]}. We therefore estimate a lower bound value of 15% increase in drag (which corresponds to the drag increase from a taxi sign), to 40% (which would impose the same aerodynamic penalty as a barrel). In the case of solid state LiDAR or AVs operating with cameras only, there would be no increase in drag. We consider two separate cases: if there is no LiDAR, or a solid state LiDAR system, we model no increase in drag. In the longer term it is also likely that developers will incorporate LiDAR into the vehicle in a way that does not result in additional drag as consumers may not want to purchase vehicles that have prominent external sensors, as is the case with the AVs being tested today.

**Smother driving:** To simulate AEV drive cycles that are smoother than human drivers, and the associated energy savings, we apply a smoothing spline function similar to Liu et al\textsuperscript{[20]}, to the composite and city drive profiles. The smoothing function can be adjusted to yield different levels of energy savings. We bound this between 5% to 25% in line with values from the literature that have estimated the energy savings from smoother driving of AVs\textsuperscript{[21, 22, 23]}. Details of the smoothing spline function are provided in Methods. Our method of smoothing makes no assumptions about the vehicle drive train. We smooth the velocity profile and calculate the energy savings from first principles, using our physics-based model. Figure 1 shows an unsmoothed vs smoothed velocity profile for the composite drive cycle for an illustrative case of 10% energy savings from smoother
driving, along with their corresponding power profiles for a particular configuration of automation.

The effect of smoothing for both drives cycles for different levels of energy savings is shown in SI Figures S2, S3 and S4.

Figure 1: Clockwise from Left to Right: a, The composite drive cycle for an EV vs an AEV with 10% energy savings. b, Detail of the smoothed drive cycle between minutes 10 to 13 showing the effect of smoothing on braking and acceleration c, The corresponding power profiles for a Tesla Model 3 EV and AEV, assuming a 1000 W computing load, 150 W sensor load, 25% increase in drag from LiDAR and 10% energy savings from smoother driving. d, Detail of the power profile between minutes 10 to 13.
We used a Tesla Model 3 with 310 miles of range and an 80 kWh battery pack as our base EV. We use a combination of scenario analysis and Monte Carlo simulations to understand how the deep uncertainty in our input parameters affects our estimates of reduction in range. We consider two broad deployment scenarios for automation: with or without LiDAR. We treat these scenarios separately for two reasons. One, there is considerable disagreement among the manufacturers as to whether LiDAR is essential, with developers deploying both LiDAR-based and LiDAR-free technologies. Two, LiDAR can impose a considerable energy and aerodynamic penalty: eliminating it would have a large effect on energy use. Within each scenario, we use Monte Carlo analysis, since there are too many plausible combinations of other parameters to reasonably justify one scenario over another in the current early stages of AV development. Monte Carlo simulations allow us to explore the entire parameter space. Finally, increased power demand due to the automated system may reduce battery longevity. We use the approach developed by Sripad and Viswanathan to model the longevity of the battery for each type of vehicle; that is, to estimate the number of total miles for which the vehicle can be driven until the battery is unable to charge to more than 80% of its original capacity. To realistically assess battery degradation, we model a series of a 24-hour periods in each of which the vehicle drives for 50 miles for the composite profile (or 30 miles for the city profile), charges until the battery is full, and then rests until it is driven again the following day.
Figure 2: a, Results of simulating the vehicle range of an automated Model 3 given an 80kWh battery pack, composite driving profile, and input parameters, for automation with and without LiDAR. The median loss in range is 9% with LiDAR and 4% without. The 90% confidence intervals are [-1%, -16%] and [-11%, +5%]. This is compared to the Tesla Model 3 EV-only range. b, Results of simulating the vehicle range of an automated Model 3 given an 80kWh battery pack, city driving profile, and input parameters, for automation with and without LiDAR. The median loss in range is 14% with LiDAR and 11% without. The 90% confidence intervals are [-4%, -22%] and [0%, -19%]. This is compared to the Tesla Model 3 EV-only range for city driving.
Results

**City-Highway driving**  We find that adding automation with LiDAR would result in reduced range or require a larger battery in more than 95% of simulations [Figure 2 (a)]. This indicates that while there is uncertainty around technology choices and power loads of automation enabling equipment, LiDAR-based solutions that have a drag penalty will almost certainly reduce range compared to human driven EVs. Even if we assume no power consumption from LiDAR and no change in drag, energy use increases in 76% of simulations for the composite drive profile, relative to a human driven EV. We find that even with computing load and sensor load each at their lower bounds and no increase in drag, AEVs will need energy savings from smoother driving of at least 4-5% over a human driver to have the same range as EVs. Drag impacts of spinning LiDAR are more keenly felt at higher speeds on the highway. Our results show that developers may need to consider automated solutions that either eliminate LiDAR or reduce its drag impact. Solid state LiDAR could reduce the drag impact but impose an additional computing load. However, this is unlikely to be as significant as the impact of additional drag, as even an increase of 100 W in the compute load will only decrease range by 1% (see SI figure 6). Our 90% confidence interval (CI) across the Monte Carlo simulations for the composite drive cycle is a 1% to 16% reduction in range for an automated Tesla Model 3 with LiDAR compared to an EV with the same battery. The median estimate is a 9% loss in range. The specific energy of lithium-ion batteries is increasing at roughly 5% each year\(^{27}\), so, automation would effectively translate to a 2 months to 3 year time-lag on improvements in battery specific energy. Results for different EV models for the composite drive cycle are summarised in Figure 3.
Figure 3: Box plot shows the results of the Monte Carlo analysis for different EV models for the composite drive profile and for automated solutions with and without LiDAR.
Figure 4: Battery degradation of the AEV Model 3 with LiDAR and the EV Model 3 for the composite drive cycle and a daily drive schedule of 50 miles. The median loss in battery longevity is 5,500 miles or under four months of driving. The 5th percentile case leads to a loss of 10,000 miles or over half a year of driving.

A decrease in range could lead to more frequent charging or longer charging times which leads to faster battery degradation. If we consider a daily round trip schedule of 50 miles followed by charging for an automated Model 3 with LiDAR, the loss in battery longevity for the median reduction in range is 5% or 5,500 miles and the 5th percentile case with a range reduction of 16% would result in a loss of 9% or 10,000 miles, as shown in Figure 4. The 95th percentile AEV shows a minor (1%) increase in battery longevity compared to the EV due to the effect of smoother driving, which lowers the discharge rate of the battery as well as the re-charging rate through regenerative braking. Moreover, due to the higher energy supplied by regenerative braking
segments for the EV, during each daily round trip, the average state-of-charge of the battery pack for the EV is about 0.6% higher than that of the 95th percentile AEV. Since a higher state of charge increases the rate of battery degradation\(^{28}\), the EV battery degrades faster than the 95th percentile AEV, since this state-of-charge effect outweighs the very small increase in the duration of charging time from the 1% loss in range compared to the EV. Battery degradation results for the case without LiDAR are shown in SI Figure S7.

**Table 1:** Energy demand and range impacts of different combinations of compute, LiDAR, and drive profiles for an automated Tesla Model 3 assuming a 30 W sensor load, 25% increase in drag from LiDAR, and 10% energy savings from smoother driving.

| Drive Cycle | Technology                      | Range Impact | Wh/mile |
|-------------|---------------------------------|--------------|---------|
| Composite   | 150 W compute + no LiDAR       | +6%          | 244     |
|             | 500 W compute + no LiDAR       | 0%           | 259     |
|             | 500 W compute + LiDAR          | -5%          | 272     |
| City        | 150 W compute + no LiDAR       | +5%          | 195     |
|             | 500 W compute + no LiDAR       | -4%          | 214     |
|             | 500 W compute + LiDAR          | -7%          | 221     |

**City driving** Our 90% confidence interval across the Monte Carlo simulations for the city drive cycle is a range penalty of 4% to 22% for a Model 3 AEV with LiDAR [Figure 2(b)]. The median estimate is a 14% loss in range. Results for different EV models are shown in SI Figure S5. The
higher range penalty in the city cycle is due to the greater effect of computing loads on range due to longer trip times. Developers who wish to deploy robo-taxis in urban environments have strong incentives to bring down computing power needs in order to maximize vehicle utilization. This could be achieved over time as standardized algorithms are built into efficient specialized circuits or if developers design dedicated chips for neural network computation. Battery degradation results for city profile with and without LiDAR are shown in SI Figures S8 and S9.

Costs of automation Will customers value full automation more than the modest loss in range we estimate? While researchers find a wide range of values for willingness to pay for automation, existing data do offer some insight. A survey finds that consumers will pay $100 upfront for a vehicle with an additional mile of range\textsuperscript{29}. The difference in the prices of otherwise-similar electric vehicles with different ranges (e.g., different version of the Tesla Model S, Nissan Leaf, and BMW i3) (SI Table 1) also suggest that customers will not pay more than $100 for an additional mile of range. Given these observations, customers might value the loss off range imposed by automation, which we estimate at roughly 30 miles for an EV with 200-300 miles of range, at $3000. U.S. taxi and ride share drivers earn $12 per hour\textsuperscript{30}, which suggests that this is what customers are willing to pay not to drive. An automated car would need to save an owner 250 hours of time for that saved time to be worth more than $3000, which is plausible over the life of an AV.
Conclusion

While there is considerable uncertainty with respect to the technologies that will enable fully automated driving, our model provides a way to grapple with this uncertainty and derive useful insights about the vehicle-level energy use of AVs. We find that high level automation will likely reduce EV range, although our results do not suggest that the effect will be large enough to make EVs unsuited for automation. Analysts have argued that automation could make cars less likely to crash. In turn, this could allow cars to be made lighter and easier to electrify, since they would need smaller, cheaper, and lighter batteries to attain the same range as heavier vehicles. If developers succeed in bringing down power requirements for computing and incorporating sensors in aerodynamic designs, automation could increase EV range and accelerate the shift to electrification in light transport. Even with a range penalty, the benefits of automation likely exceed what customers are already willing to pay to avoid driving. In future work we plan to extend this work to heavy duty vehicles.

Methods

Physics-based Model  The total force experienced by a vehicle can be written as:

\[ F_{\text{total}} = F_{\text{drag}} + F_{\text{friction}} + F_{\text{inertia}} + F_{\text{gradient}} \]

We ignore the gradient term and focus on the inertial, friction and drag forces.
The power at any time $t$ can be written as:

$$P(t)_{\text{drag}} = \left( \frac{1}{2} \rho C_d A v(t)^2 \right) v(t)$$

$$P(t)_{\text{friction}} = (\mu_{tr} \text{ mass } g) v(t)$$

$$P(t)_{\text{inertia}} = (\text{mass } \frac{dv}{dt}) v(t)$$

where $v(t)$ is the velocity at time $t$ from the drive cycle data, $dv/dt$ is the acceleration, $\rho$ is the density of air, $C_d$ is the drag coefficient of the vehicle, $A$ is the frontal surface area, mass is the weight of the vehicle including the battery pack, $g$ is the acceleration due to gravity, and $\mu_{tr}$ is the coefficient of friction. Therefore the total power is given as:

$$P(t)_{\text{total}} = P(t)_{\text{drag}} + P(t)_{\text{friction}} + P(t)_{\text{inertia}} + \frac{P(t)_{\text{compute}}}{\eta_1} + \frac{P(t)_{\text{sensor}}}{\eta_2}$$

where $\eta_1$ and $\eta_2$ are the drivetrain and battery efficiencies respectively. $P_{\text{compute}}$ is the computation load of the platform and $P_{\text{sensor}}$ is the load of all the sensors and communications on the vehicle.

The power requirements can be integrated over the duration of the trip to estimate the total energy needed for a trip, given a velocity profile. This energy requirement can be compared with the energy capacity of the battery pack and accordingly the duration of the drive $t$ that is possible for a given battery pack size can be calculated. This time $t$ can then be used along with the velocity profile to calculate the range of the vehicle by integrating velocity with respect to time.

We first perform these calculations for a human driven EV where the mass would be just the mass of the vehicle + battery pack and where $C_d$ would be simply the drag coefficient of the EV, velocity would be not smoothed and where $P_{\text{compute}}$ and $P_{\text{sensor}}$ are both zero. This gives us the
range of the EV.

In the case of the human driven Tesla Model 3, our model predicts the range to be 309 miles for the city-highway drive profile which is within 1% of the EPA rated range of 310 miles. For the city drive profile the model predicts the human driven Tesla Model 3 range to be 393 miles, compared to the EPA rated range of 391 miles. The ranges that our model predicts for other EVs are similarly close to their EPA-rated ranges. This suggests that it is appropriate for us to compare our estimates of AEV range to the EPAs estimates of EV range to estimate the reduction in range associated with the introduction of automation.

To model the AEV we then ‘turn on’ the automation for the vehicle, by adding the weight of the different components to the mass of the vehicle and battery pack, increasing the drag coefficient due to LiDAR (for automated solutions with spinning roof based LiDAR, otherwise increase in drag is zero), applying a different velocity profile due to smoothing (see below), and applying the computation and sensor loads at each second. This gives us a new energy requirement and accordingly a new range. We can then compare the new range to the old range to understand the energy impacts of automation on electric vehicles range. We also run this simulation for both drive profiles: a city-highway mix, and a city only profile.

**Velocity Smoothing** Smoothing of the velocity profiles is accomplished using splines to minimize the objective function:

\[
\sum_{i=1}^{n} (y_i - g(x)_i)^2 + \lambda \int (g''(x))^2 \, dx
\]
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where \( g(x)_i \) is the spline function, which yields the position of the vehicle at time \( x_i \), and \( \lambda \) is the smoothing parameter. The first term is the mean square error (MSE), with \( y_i \) the value of \( y \), the position of the vehicle at the \( i^{th} \) data point in the original driving cycle, \( i = 1, 2, \ldots, n \); and \( g(x_i) \) is the predicted value of the position of the vehicle in the smoothed cycle, after a period of time \( x_i \) corresponding to the time elapsed at the \( i^{th} \) point in the original driving cycle. This term is a measure of the absolute difference in the spatial trajectories of the vehicle with the original and smoothed velocity profiles. Minimizing it ensures that, with the smoothed drive cycle, vehicle is at approximately the same points at the same time as it was with the original drive cycle. \( g''(x) \) is the second derivative of \( g \) with respect to \( x \) (i.e., acceleration of the vehicle at the \( i^{th} \) point in the drive cycle). We penalize this because lower acceleration will reduce energy use. \( \lambda \) is a smoothing parameter that determines the extent to which we are willing to trade off fidelity to the original drive cycle (the first term) against the objective of reducing energy use (the second term). Therefore by parameterizing \( \lambda \), we vary the energy savings that result from the automated vehicles smoother drive cycle. We use the Fit function in MATLAB, which takes an input parameter SmoothingParam, to model the spline function. Drive profiles corresponding to different levels of energy savings are shown in Supplementary Information Fig. S2.

**Vehicle characteristics** We used a Tesla Model 3 with 310 miles of range and an 80 kWh battery pack as our base EV. The battery pack weight was estimated at 553 kg from the model from Sripad and Viswanathan,\(^6\) We used this battery pack mass and capacity to estimate the range of the AEV using the physics-based model described above. The drag coefficient of the Model 3 is 0.23 and the frontal area is 2.22 m\(^2\),\(^13\) The weight of the car excluding the battery pack is 1200 kg\(^2\) and
we additionally include the weight of a passenger assumed to be 80 kg.

The same process was then repeated for other EV models.

**Battery degradation modelling** The degradation processes are modeled within the battery pack model\textsuperscript{33,36} degradation sub-model\textsuperscript{36} shown below:

\[
\begin{align*}
    j_{SEI} &= -k_{o,SEI} \cdot c^8_{\text{solvent}} \cdot \exp\left[-\frac{\alpha_{c,SEI} F}{RT} \left(\phi_s - \phi_e - I \cdot R_{\text{film}} - U_{SEI}\right)\right] \\
    j_{PL} &= -i_{o,PL} \cdot \exp\left[-\frac{\alpha_{c,PL} F}{RT} \left(\phi_s - \phi_e - I \cdot R_{\text{film}}\right)\right] \\
    \frac{d\epsilon_{AM}}{dt} &= -k_{AMI} I_{\text{total}}
\end{align*}
\]

where the side currents for each of the degradation processes for Solid-Electrolyte Interphase (SEI), \((j_{SEI})\), for the Lithium plating, \((j_{PL})\), and the last rate equation captures the Active Material Isolation along with the total current, \((I)\). The other constants from the degradation sub-model are the rate constants \((k_{o,SEI} = 1 \times 10^{-12} \text{m/s})\textsuperscript{36}\), \((k_{AMI} = 2 \times 10^{-14} \text{m/s})\) and the exchange current density, \((i_{o,PL} = 0.001 \text{A/m}^2)\textsuperscript{36}\). The \((\alpha\text{'s})\) are the cathodic transfer coefficients, \((c^8_{\text{solvent}})\), is the concentration of the solvent. The \((\phi\text{'s})\) are the potentials of the electrode and liquid phases. \((R_{\text{film}})\) is the resistance of the SEI layer. Ambient temperature is set at 298 K. We model a 24 hour period which includes a drive of 50 miles for the composite profile or 30 miles for the city profile, followed by charging, and then the appropriate rest segment. We derive the power profiles for the drive from running the physics-based model described above. Due to regenerative braking, the battery charges when the vehicle brakes. The rate at which this charging occurs is masked by the fact that the battery is also discharging at these moments, in order to provide power for computing and the sensors. We account for both the charging and discharging phenomena in the following
way: we transfer the computing and sensor loads for the seconds where the vehicle is braking to the nearest second where the vehicle is stationary, traveling at constant speed, or accelerating. This allows us to account for the full effect of battery degradation that occurs due to regenerative braking. While this artificially increases the compute and sensor loads and therefore the discharge rate of the battery during braking-adjacent moments in the drive cycle, the effect of this on battery longevity is negligible given the low compute and sensor loads compared to the power requirements for vehicle acceleration, and given that the rate of charging is likely to have a greater effect on battery longevity than small variations in the rate of discharge. The degradation model is implemented within a full-pack battery electrochemical-thermal model which is described elsewhere.\textsuperscript{33,35} Note that the adjustment described above is made only to model battery degradation. We model vehicle range without making these modifications to the power profile.

**Model availability** In order to allow readers to engage with our research we have created a web applet (available at https://tinyurl.com/avrange) that allows users to select different combinations of radar, computational and LiDAR load, cameras, energy savings, and electric vehicles, to assess the effect of different assumptions about automation on vehicle range.

**Data availability** The supporting data for the included graphs within this paper, as well as other findings from this study, are available from the corresponding author upon reasonable request.

**Code availability** The custom code for the model presented in this paper is available from the corresponding author upon reasonable request.
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1 Drive Profiles

Figure S1: a, Drive profile for the composite cycle as per the California Unified Cycle Driving Schedule. The maximum speed reached is 67.2 mph. The average driving speed is 29.4 mph. The vehicle comes to rest 16 times during the drive. b, Drive profile for the city cycle as per the Urban Dynamometer Driving Schedule. The maximum speed reached is 56.7 mph and the average driving speed is 24.1 mph. The vehicle comes to rest 17 times during the drive.
Figure S2: Composite Cycle: Clockwise from left to right a, AEV vs EV drive cycle for 5% energy savings, b, AEV vs V drive cycle for 10% energy savings. c, AEV vs EV drive cycle for 20% energy savings. d, AEV vs EV drive cycle for 25% energy savings
3 Smoothing of City Drive Profile

Figure S3: City cycle: Clockwise from Left to Right

- **a**, AEV vs EV drive cycle for 5% energy savings.
- **b**, AEV vs V drive cycle for 10% energy savings.
- **c**, AEV vs EV drive cycle for 20% energy savings.
- **d**, AEV vs EV drive cycle for 25% energy savings.

We see in Figures b, c, and d that there are several moments with the vehicle is stopped in the original velocity profile (v=0), but has non-zero velocity in the smoothed profile. In the 25% energy saving case, the difference is perhaps untenable: the smoothed velocity is 10m/s (22mph or 36kmph) when the vehicle is stopped in the original velocity profile. This illustrate the limitations of our approach to drive cycle smoothing and perhaps the difficulty of achieving big
savings through drive cycle smoothing in an urban context.
Figure S4: Clockwise from Left to Right: a, The city drive cycle for an EV vs an AEV with 10% energy savings. b, A zoomed in look at the smoothing of the drive cycle between minutes 10 to 15 which shows the effect of smoothing on braking and acceleration. c, The corresponding power profiles for a Tesla Model 3 EV and AEV, assuming a 1000 W compute load, 150 W sensor load, 25% increase in drag from LiDAR and 10% energy savings from smoother driving. d, A zoomed in look at the power profile between minutes 10 to 15.

This plot provides a closer look at the smoothing of the city drive cycle; it is the counterpart to Figure 1 in the main paper which shows the same effect but for the composite drive profile. In both cases energy savings are mainly achieved through gentler braking and smoother acceleration.
Figure S5: Box plot shows the results of the Monte Carlo analysis for different EV models for the city drive profile and for autonomous solutions with and without LiDAR. We estimate the baseline EV city ranges by running our physics model for the different EVs with the city driving profile. This estimated baseline range is then compared to the Monte Carlo results from simulating the case of corresponding AEVs with and without LiDAR.

This plot is the counterpart to Figure 3 in the main paper which shows the results for the city-highway composite profile. Comparing the two we can see that going from EVs to AEVs while driving a city velocity profile results in a greater percentage reduction in range for all the EVs we analyze, regardless of whether we assume increased drag from the presence of LiDAR. This is because the average velocity in city profiles is low, resulting in a small penalty from increased
drag (which increases as the cube of the velocity). The energy penalty associated with automation is therefore dominated by the increase in computational loads, which we assume are constant over time and velocity. Due to lower city velocities, the vehicle runs for a longer duration than it does in the city-highway composite cycle, before its range is exhausted. As such, the total energy use for computation is higher for the city drive profile than it is for other drive profiles with lower average velocities. We can also see that the difference between the case with LiDAR and without is smaller for the city profile compared to the composite profile due to slower speeds in the city which result in a lower impact from additional drag.
5 Sensitivity analysis of results

Figure S6: Sensitivity plot of changes in range for the composite drive profile which shows that estimates of the increase in drag from LiDAR is the most sensitive input parameter in our model, followed by compute load and energy savings of smoother driving.

Even doubling the computing load results in less than a 10% decrease in range whereas if LiDAR increases the drag experienced by a vehicle by 50%, it will lead to more than a 10% loss in range. Changes in sensor load has minimal impact on range and was therefore not plotted on the figure.
Battery degradation results

Figure S7: Battery degradation of the AEV Model 3 without LiDAR and the EV Model 3 for the composite drive cycle and a daily drive schedule of 50 miles. The median AEV without LiDAR lasts for approximately 110,000 miles and the 5th percentile AEV lasts for approximately 105,000 miles. The median loss in battery longevity compared to the EV is 1,300 miles or a month of driving. The 5th percentile case leads to a loss of 6,000 miles or four months of driving compared to the EV.

The reduction in battery longevity above can be compared to Figure 4 in the main paper which shows the results for the composite cycle with LiDAR compared to the EV. Comparing the two we can see that AEVs without LiDAR have slower degradation of battery longevity compared to AEVs with LiDAR, with the elimination of LiDAR resulting in an additional 4,000 miles of battery longevity.
Figure S8: Battery degradation of the AEV Model 3 with LiDAR and the EV Model 3 for the city drive cycle and a daily drive schedule of 30 miles. We model 2,400 cycles similar to the composite profile shown previously. State of health does not drop to 80% in this case, reflecting the fact that the city drive profile and the lower daily drive schedule of 30 miles instead of 50 result in slower battery degradation. At 90% state of health the EV has completed 2,500 miles more than the median AEV.
**Figure S9:** Battery degradation of the AEV Model 3 without LiDAR and the EV Model 3 for the city drive cycle and a daily drive schedule of 30 miles. Again, state of health does not drop to 80% even after 2,400 cycles. At 90% state of health the EV has completed only 500 miles more than the median AEV. Eliminating LiDAR therefore also increases battery longevity in the city profile.
7 Costs of automation: Willingness to pay

Table S1: Willingness to pay for range likely does not exceed $100 per mile based on the prices of current EVs

| Model                        | Range (miles) | Price ($)  | WTP / mi. | WTP 10% of range |
|------------------------------|---------------|------------|-----------|------------------|
| BMW i3                       | 153           | 44450      | 82        | 1253             |
| BMW i3 with range extender   | 200           | 48300      |           |                  |
| BMW i3s                      | 153           | 47560      | 84        | 1283             |
| BMW i3s with range extender  | 200           | 51500      |           |                  |
| Nissan Leaf                  | 151           | 30795      | 73        | 1107             |
| Nissan Leaf Plus             | 226           | 36295      |           |                  |

We estimate how much customers are willing to pay upfront for an additional mile of range by comparing identical or near-identical vehicles that differ merely in range. Note that this is also an estimate of what customers are willing to accept in return for a mile of lost range: effectively, buyers of a BMW i3 without range extender, accepts $3,850 in exchange for the additional 47 miles of range that a range extender would buy them. This leads us to conclude that consumers may not be willing to pay more than $100 upfront per mile of range, which is in line with surveys that show how much customers value range. As such, we would expect then to value the approximately 30-mile loss in range at no more than $3000.