Measurements of the complex conductivity of Nb$_x$Si$_{1-x}$ alloys on the insulating side of the metal-insulator transition
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We have conducted temperature and frequency dependent transport measurements in amorphous Nb$_x$Si$_{1-x}$ samples in the insulating regime. We find a temperature dependent dc conductivity consistent with variable range hopping in a Coulomb glass. The frequency dependent response in the millimeter-wave frequency range can be described by the expression $\sigma(\omega) \propto (-i\omega)^{\alpha}$ with the exponent somewhat smaller than one. Our ac results are not consistent with extant theories for the hopping transport.

Frequency dependent conductivity experiments are particularly useful in distinguishing between different conducting mechanisms since they directly probe the quantum state of the electrons (especially in the high frequency limit where $\hbar \omega > k_B T$). The frequency-dependent conductivity has been measured in the disordered insulating state from audio to microwave frequencies [9,10], far-infrared frequencies [11,12], and beyond [13]. For investigating the quantum behavior of the hopping conductivity, however, measurements at frequencies lower than far-infrared (below the frequency $k_B T_0/\hbar$ or the range where other excitations such as phonons are important) but still high enough to be in the quantum limit $\hbar \omega > k_B T$, i.e., low temperature microwave and millimeter-wave conductivity experiments, are most relevant. Here we report results for the complex conductivity in this frequency range at low temperatures for an amorphous metal-nonmetal alloy system, a-Nb$_x$Si$_{1-x}$, which exhibits a disorder-induced metal-insulator transition [14].

Amorphous niobium-silicon alloy samples are deposited on sapphire substrates by cosputtering from separate Nb and Si sources onto rotating substrates to produce large (19 mm diameter), thick (1 $\mu$m) homogeneous samples suitable for millimeter wave transmission experiments. The sapphire substrates have their $c$-axis oriented perpendicular to the plane, and are polished so that the faces are parallel. At the same time other samples were deposited in a Hall-bar configuration for dc experiments. Electron microprobe analysis verifies the lateral homogeneity produced by this process and was also used to estimate the niobium concentration (values are listed in Table I).

The dc conductivity was measured for each sample in a standard pumped He-4 cryostat over the temperature range 1.4–300 K. The frequency dependent conductivity
is determined from millimeter-wave transmission experiments in the frequency range 100–900 GHz and temperature range 2.8–300 K. As previously described, the transmission through the sample on the substrate oscillates as a function of frequency because of standing waves in the substrate, which acts as a Fabry-Perot resonator. We first measure the peak frequencies for each substrate alone as a function of temperature, then remeasure after sample deposition. The complex conductivity \( \sigma_1 + i\sigma_2 \) can be determined from the changes in peak heights and shifts in the peak frequencies.

Figure 1 shows the dc conductivity for five Nb_{1−x}Si_{x} alloy samples plotted on a logarithmic scale versus \( T^{-1/2} \). For temperatures below 10 K, the data falls on a straight line, in agreement with Eq. 4. The slopes in the low temperature limit give the \( T_0 \) values, which are summarized in Table I. Note that in the Efros-Shklovskii theory, the value of \( T_0 \) becomes larger as the localization length decreases; in Ref. 6, the delocalization transition occurred for Nb_{1−x}Si_{x} samples with \( \sigma(77 K) \geq 5800 (\Omega m)^{-1} \). Our data are not consistent with the Mott variable range hopping theory unless the effective dimension for the hopping electrons is \( d = 1 \) (which could occur if the hopping occurred preferentially along percolating paths).

Figures 2 and 3 show the real and imaginary parts of the complex conductivity respectively, for three samples as a function of temperature at 2.8 K. For all three samples, the imaginary part of the conductivity is positive (capacitive) with a magnitude that is considerably larger than the real part. For all three, both real and imaginary parts follow a power law frequency dependence with a magnitude that is considerably larger than the real part. Also for all three, both real and imaginary parts follow a power law frequency dependence with a similar exponent \( \alpha \) for both parts. This behavior implies that for each sample the complex conductivity can be described by:

\[
\sigma(\omega) = \sigma_1(\omega) + i\sigma_2(\omega) = A \left( -\frac{\omega}{\omega_o} \right)^\alpha,
\]

(3)

The fact that both the real and imaginary parts individually follow the same power law over a broad frequency range is compatible with the Kramers-Kronig relations. We have three techniques for determining \( \alpha \) from the data: (1) fitting \( \sigma_1(\omega) \), (2) fitting \( \sigma_2(\omega) \), and (3) fitting \( \sigma_2 \) versus \( \sigma_1 \) (with frequency as an implicit variable) to obtain the phase angle of the complex conductivity:

\[
\alpha = \frac{2}{\pi} \tan^{-1} \left( \frac{\sigma_2}{\sigma_1} \right).
\]

(4)

The three techniques give values for \( \alpha \) that agree within experimental error, as shown in Table I. The value of \( \alpha \) is less than unity for all three (that is, the frequency dependence is sublinear), and the value of \( \alpha \) increases as the samples become more insulating.

The relatively large values for the imaginary part of the conductivity for all three samples also implies relatively large values of the real part of the dielectric function as shown in the inset to Figure 3. For all three samples, the dielectric function increases slowly as frequency decreases, and its zero frequency limit is not attained in our frequency range for Samples 1 and 2. The samples with higher conductivities exhibit the larger values of \( \epsilon \), which is consistent with the behavior in an insulating phase as a delocalization transition is approached—electrons in states with longer localization lengths become highly polarizable—as has been previously observed at radio frequencies in doped crystalline semiconductors.

We conclude that the electrons in these samples are in highly polarizable, strongly interacting, yet localized states. The frequency dependence of the complex conductivity possesses a nontrivial power law frequency dependence (at least in a limited frequency range that reaches the quantum limit). The dc conductivity follows a temperature dependence consistent with variable range hopping models, so we now turn to the predictions of those models for the high frequency conductivity. The models can be considered to be “two site” models in that hopping occurs between two sites either without considering interactions at all (the Mott model) or without considering screening effects produced by virtual hops of other electrons (the E-S model).

The two variable range hopping models produce different predictions for \( \sigma_1 \) in the quantum regime (but not too high in frequency): \( k_B T < \hbar \omega < k_B T_0 \).

\[
\begin{align*}
\text{Mott} & : \sigma_1(\omega) = \pi^2 e^2 g_o^2 \hbar \omega^2 \xi^5 \ln(2I_o/\hbar \omega) \\
E - S & : \sigma_1(\omega) \approx \frac{2\pi e^2 \hbar \omega}{\kappa} \ln(2I_o/\hbar \omega).
\end{align*}
\]

(6)

Here \( g_o \) is the impurity band density of levels and \( I_o \) is a microscopic energy overlap. The E-S expression assumes a broad Coulomb gap (which would be the case for a metal-nonmetal alloy, since the level density is quite high). Besides the different prediction for the frequency dependence (quadratic for Mott versus slightly superlinear for Efros-Shklovskii), the difference in form between the two formulas is striking and results from the universal shape of the density of levels in the Coulomb gap (which determines the absorbing transitions) in the Efros and Shklovskii theory. The Mott expression also has a much stronger dependence on the localization length. Note that the Efros-Shklovskii expression would be expected to depend rather weakly on the niobium concentration (through the logarithmic term containing the overlap integral value) especially since the value of \( \kappa \) is assumed to be determined by the host material (amorphous silicon here), which does not include the contribution of the hopping electrons.

For \( \sigma_2 \), Efros has produced a similar expression to Eq. 5 but without the logarithmic factor, so that \( \sigma_2 \) should have a purely linear frequency dependence. This would give a frequency independent value for \( \epsilon_1 \).
Our data for $\sigma_1$ shows neither the quadratic frequency dependence nor the strong dependence of the magnitude of $\sigma_1$ on the localization length predicted by the Mott theory ($\xi$ is inversely proportional to $T_0$ in the Mott theory for $d = 1$), which rules out attempts to explain the dc conductivity data as one-dimensional hopping of weakly interacting electrons.

The data are not fully described by the Efros-Shklovskii model. We observe a sublinear frequency dependence for the complex conductivity (as opposed to the superlinear and linear dependences predicted for $\sigma_1$ and $\sigma_2$, respectively). Also, the measured magnitudes of $\sigma_1$ are significantly greater than the prediction of Eq. $\xi$ if $\kappa$ is taken to be the dielectric constant of amorphous silicon (the dashed line in Figure 2 indicates the magnitude of the numerator for $\kappa = 12$; the logarithmic factor in the denominator is difficult to estimate but is greater than one in the theory). There are two caveats to consider in these comparisons, however: (1) the data may not be fully in the $T = 0$ limit (since $\hbar \omega$ is only somewhat greater than $k_B T$ for our lowest frequencies and the theory is for $T = 0$) and (2) for Sample 1, the value of $T_0$ is low enough that the experiment does not remain below the upper frequency limit on the range of validity for Eq. $\xi$ over our entire frequency range.

It may be interesting to consider the effects on the electrodynamics of a hopping electron in a model where screening effects of other hopping electrons are taken into account. The host material dielectric constant $\kappa$ used in the E-S model is much smaller than the contribution to $\epsilon_1$ from the hopping electrons themselves in our frequency range for all of our samples. Thus it is conceivable that the full dielectric response must be taken into account when screening in a Coulomb glass is considered. Recent tunneling experiments in doped semiconductors have been interpreted as supporting the importance of many-electron composite excitations.

To conclude, we observe a power law dependence for the complex conductivity in the low temperature limit, implying that the hopping conductivity in our samples exhibits a richer range of behavior than can be described by the existing theories of variable range hopping. The development of theories that account for the full dielectric response of the system and additional experiments at lower frequencies and temperatures would appear to be required to fully understand the thermal and quantum processes that control the conductivity of the Coulomb glass.

Acknowledgements—We wish to thank B. Shklovskii for useful discussions. Research at UCLA was supported by the National Science Foundation Grant DMR-9801816.

[1] Y. Imry, “Anderson Insulators,” in Mesoscopic Quantum Physics, ed. E. Akkermans, G. Montambaux, J.-L. Pichard, and J. Zinn-Justin, 181-228 (Elsevier 1995).
[2] H.-L. Lee, J. P. Carini, D. V. Baxter, and G. Grüner, Phys. Rev. Lett. 80, 4261 (1998).
[3] H.-L. Lee, J. P. Carini, D. V. Baxter, W. Henderson, and G. Grüner, Science 287, 633-636 (2000).
[4] S. Marnieros, L. Bergé, A. Juillard, and L. Dumoulin, Phys. Rev. Lett. 84, 2469-72 (2000).
[5] J. G. Massey and M. Lee, Phys. Rev. B 62, 13270 (2000).
[6] N. F. Mott and E. A. Davis, Electronic processes in non-crystalline materials (New York : Oxford University Press, 1979).
[7] A. L. Efros and B. I. Shklovskii, J. Phys. C8, L49 (1975).
[8] A. L. Efros and B. I. Shklovskii, pages 409-482 in Electron-Electron Interactions in disordered systems, ed. A.L. Efros and M. Pollak (Elsevier 1985).
[9] H. F. Hess, K. DeConde, T. F. Rosenbaum, and G. A. Thomas, Phys. Rev. B 25, 5578 (1982).
[10] M. Migliuolo and T.G. Castner, Phys. Rev. B 38, 11593 (1988).
[11] M. Capizzi, G. A. Thomas, F. DeRosa, R. N. Bhatt, and T. M. Rice, Phys. Rev. Lett. 44, 1019–22 (1980).
[12] G. A. Thomas, M. Capizzi, F. DeRosa, R. N. Bhatt, and T. M. Rice, Phys. Rev. B 23, 5472 (1981).
[13] A. Gaymann, H.P.Geseric, H.v. Lohneysen, Phys. Rev. Lett. 71, 3681 (1993) and Phys. Rev. B 52, 16486 (1995).
[14] Recently, several experiments in this regime have also been reported for two-dimensional electrons in semiconductor heterostructures in the integer quantum Halffl; see F. Hohls, U. Zeitler, and R. J. Haug, cond-mat/0011009, and R. M. Lewis and J. P. Carini, cond-mat/0012387.
[15] A. Schwartz, M. Dressel, A. Blank, T. Csiba, G. Grüner, A. A. Volkov, B. P. Gorshunov, and G. V. Kozlov, Rev. Sci. Instrum. 66 (4), 2943 (1995).
[16] M. Born and E. Wolf, Principles of optics (New York, Macmillan, 1964), modifying the transmission formula on page 62 to include the effect of a thin sample at the second interface. The transmission $T$ at the original peak frequencies and the shift in the peak frequencies $\Delta \omega$ are simply related to the sample thickness $l$ and complex conductivity, the vacuum speed of light $c$ and characteristic impedance $Y_0$, and the substrate index of refraction $n_1$ and thickness $l_1$: $T = \frac{(c_1t_1)(Y_0l)}{(c_1+2t_1t_2)(c_1+2t_2t_0)}$ and $\tan \left( \frac{2\Delta \omega c_1 l_{ff}}{c} \right) = \frac{(c_1t_1)(Y_0l)}{(c_1+2t_1t_2)(c_1+2t_2t_0)}$. The conductivity values used in the two formulas are for slightly different frequencies—the first applies at the original peak frequencies, while the second applies at the peak frequencies with the sample. This difference is both small and easily accounted for in the analysis.
[17] Note that in a fit, the constants $A$ and $\omega_0$ are neither independent nor dimensionless: we chose one to have convenient units ($\frac{\omega_0}{2\pi} = 1$ GHz) and fit the other (see the Table).
[18] I. Terry, S. von Molnár, A. M. Torresson, and P. Becla, Phil. Mag. B 65, 1245-54 (1992).
[19] A. L. Efros, Sov. Phys. JETP 62, 1057 (1985). The theory described in this paper applies to electrons hopping in two-dimensional systems, but the relationship between
σ₂ and σ₁ derived there also applies for three-dimensions.

FIG. 1. DC conductivity on a logarithmic scale versus $T^{-1/2}$ for a series of NbₓSi₁₋ₓ samples. Niobium concentrations for the samples are given in Table I. In the low temperature limit (below 10 K) the data follow the form of Eq. 2 (the Efros-Shklovskii variable range hopping model).

FIG. 2. The real part of the conductivity versus frequency (on logarithmic scales) at a temperature of 3 K for three NbₓSi₁₋ₓ samples. For all three, the data can be fit by a power law frequency dependence with an exponent somewhat less than one (the dashed line has a slope of one). Note that all of the measurement frequencies exceed the frequency corresponding to the thermal energy: $k_B T / h = 60$ GHz.
FIG. 3. The magnitude of the imaginary part of the conductivity versus frequency (on logarithmic scales) at a temperature of 3 K for three Nb_xSi_{1-x} samples. For all three, the sign of the imaginary part is negative (capacitive) and its magnitude is larger than that of the real part; the data can be fitted by a power law frequency dependence with a power that agrees with that of the real part within experimental uncertainty. The inset shows the same data but expressed as the real part of the dielectric function, which tends to increase as the frequency decreases for all three samples.

TABLE I. NbSi alloy sample parameters. The three $\alpha$ values result from fitting $\sigma_1$ and $\sigma_2$ to the real and imaginary parts of Eq. 3, respectively, and the phase angle of the complex conductivity in Eq. 4. The value $A$ results from fitting the magnitude of the complex conductivity in Eq. 4.

| Sample | $x$ [Nb at%] | $\sigma(77 \text{ K})$ [10^3 (Ω m)^{-1}] | $T_0$ [K] | $\alpha_{\text{fits}}$, $\alpha_{\sigma_1}$, $\alpha_{\sigma_2/\sigma_1}$ [1 (Ω m)^{-1}] | $A$ |
|--------|--------------|------------------------------------------|---------|---------------------------------|----|
| 1      | 8.2          | 4.1                                      | 15.6    | 0.79, 0.74, 0.76                 | 32 |
| 2      | 7.8          | 2.9                                      | 75      | 0.87, 0.87, 0.83                 | 16 |
| 3      | 6.0          | 0.49                                     | 470     | 0.85, 0.93, 0.91                 | 4.6 |
| 4      | 4.9          | 0.176                                    | 860     |                                  |    |
| 5      | 4.3          | 0.086                                    | 1010    |                                  |    |