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In the field of polaritonic chemistry, strong light-matter interactions are used to alter a chemical reaction inside an optical cavity. To explain and understand these processes, the development of reliable theoretical models is essential. While traditional methods have to balance accuracy and system size, new developments in quantum computing, in particular the Variational Quantum Eigensolver (VQE), offer a path for an accurate solution of the electronic Schrödinger equation with the promise of polynomial scaling and eventual quasi-exact solutions on currently available quantum devices. In this work, we combine these two fields. In particular, we introduce the quantum electrodynamics unitary coupled cluster (QED-UCC) method combined with the VQE algorithm, as well as the quantum electrodynamics equation-of-motion (QED-EOM) method formulated in the qubit basis that allows an accurate calculation of the ground-state and the excited-state properties of strongly coupled light-matter systems on a quantum computer. The accuracy and performance of the developed methods is tested for a H4 molecule inside an optical cavity in a regime where strong electronic correlations become significant. For the first time, we explicitly include two photon effects from first principles. We show that the developed methods are in excellent agreement with the exact reference results and can outperform their traditional counterparts. The work presented here sets the stage for future developments of polaritonic quantum chemistry methods suitable for both classical and quantum computers.

I. INTRODUCTION

Recent experimental advances in the strong coupling regime have demonstrated the possibility to create light-matter quasiparticles in optical cavities, which can display severely different physical and chemical properties than their constituents [1–3]. These effects are utilized in the new field of polaritonic chemistry that studies the strong coupling between the light field and a molecular system and its ability to alter chemical reactions [4–9] and other processes [10, 11]. So far different theoretical methods have been developed to describe such systems, either using ab initio methods [12, 13] capable of describing the electronic structure accurately, but in practice limited to single and few molecular systems, or using reduced effective models [14, 15] also valid in the collective strong coupling limit, but simplifying part of the electronic structure. Thus, the development of predictive ab initio theoretical models that are capable of describing the electronic structure accurately also in the collective strong coupling regime involving many molecules remains essential for the fundamental understanding and design of processes involved in polaritonic chemistry.

In quantum chemistry, among various approaches, the coupled cluster (CC) method offers a systematic way for obtaining a solution of the time-independent electronic Schrödinger equation [16, 17]. In this method, the correlation effects between quantum particles are included via the exponentiated excitation cluster operator, and truncation of the cluster operator at a certain excitation rank establishes the hierarchy of the CC methods. Even at a low truncation rank, such as the coupled cluster method with single and double excitations and a perturbative treatment of triple excitations [CCSD(T)], the CC method provides a sufficient accuracy for many interesting chemical phenomena at a polynomial computational cost [18].

Along those lines, to study strongly light-matter coupled systems from first principles, recently the quantum electrodynamics coupled cluster (QED-CC) method [19, 20] has been introduced and is an extension of the CC method where now also photons in addition to electrons are treated quantum mechanically. We note that the QED-CC approach is naturally closely related to the ep-CC coupled cluster method, where electrons and harmonic phonons are treated quantum mechanically [21]. For the QED-CC method, currently the only available implementation is the QED-CCSD-1 method that includes the coupled single and double electronic excitations and single photon excitations [19]. It inherits all favorable properties of the CC method such as the high accuracy, as demonstrated in studies of noncovalent interactions [22] and ionization energies [23] in optical cavities, size-consistency, size-extensivity, and the polynomial computational cost [16, 17, 19]. The last feature was gained at expense that this method, as well as its conventional electronic structure counterpart, is nonvariational, and the calculated ground state energy is not necessarily an upper bound of the exact ground state energy. This property can lead to the catastrophic behaviour in certain regimes where strong electronic correlation prevails [24]. To alleviate this issue, it is beneficial to design the variational variants of the CC method and its extensions where both electrons and photons are treated quantum mechanically. One such approach is the unitary coupled cluster (UCC) method [25, 26]. Although
the UCC method is capable of mitigating this problem, it does so at a computational cost that scales exponentially with the system size even in a truncated form on a classical computer; thus effectively prohibiting its application to larger system sizes.

An alternative route for solving the electronic Schrödinger equation is offered by recent developments in the field of quantum computing. Here, various approaches for achieving this goal have been proposed over the last two decades [27–30]. Particularly successful and suitable for the currently available noisy intermediate-scale quantum (NISQ) devices [31], is the Variational Quantum Eigensolver (VQE) algorithm [32]. The VQE algorithm is a hybrid quantum-classical algorithm in which the preparation of the parametrized wave function ansatz and the measurement of the ground state energy is performed on a quantum device, whereas parameters that minimize the ground state energy are optimized using a classical algorithm on a classical computer. Because of its attractive features inherited from the CC methods as well as being unitary, the unitary coupled cluster with singles and doubles (UCCSD) method was used as the wave function ansatz in the original proposal of the VQE algorithm [32]. It has been repeatedly demonstrated that the VQE algorithm in tandem with the UCCSD ansatz can accurately predict ground-state [33–38] and excited-state [35, 39, 40] properties of various molecular systems with polynomial costs on quantum computers with the potential to be applicable to large system sizes.

Motivated by these impressive performances of the UCCSD in VQE, and by the importance of the development of a reliable, robust, and scalable model in computational polaritonic chemistry, in this work we introduce the quantum electrodynamics unitary coupled cluster (QED-UCC) method as well as the quantum electrodynamics equation-of-motion (QED-EOM) method suitable for calculations on quantum computers. The herein developed methods are then used to study the strong light-matter interaction in an optical cavity in regimes where strong electronic correlations become significant. Schematic depiction of the workflow performed in this work is given in Fig. 1. The main purpose of this work is to provide the theoretical framework, the detailed working equations, and to discuss the performance of the aforementioned methods. To the best of our knowledge, this is the first UCC method in which both electrons and photons are treated quantum mechanically using the fully \textit{ab initio} Hamiltonian. Moreover, this work lays the foundation for the development of other theoretical models in polaritonic chemistry suitable for quantum computers that are more robust in the regime of the strong electronic correlation [35, 36, 41] than the UCC method. These developments can lead to further understanding of complex catalysts in an optical cavity. One such system is the iron molybdenum cofactor (FeMoco), the active site of the Nitrogenase enzyme that reduces molecular nitrogen at room temperature and standard pressure [42]. However this mechanism is not yet well understood due to the complex electronic structure of FeMoco. As discussed in Ref. 43, quantum computer can be employed to better understand this reaction mechanism and an optical cavity may be used to provide an additional knob to suppress or enhance the catalytic activity of the aforementioned system or potentially providing more insight into the reaction mechanism.

II. THEORY

The interaction of a molecule and the quantized electromagnetic field in an optical cavity with a single photon mode can be described by the Pauli-Fierz Hamiltonian [2, 12, 13] and formulated within the dipole approximation and in the length gauge reads as [22, 23]

\[
\hat{H} = \hbar \omega_{\text{cav}} b^\dagger b - \sqrt{\frac{\omega_{\text{cav}}}{2}} (\lambda \cdot d) (b^\dagger + b) + \frac{1}{2} (\lambda \cdot d)^2. \tag{1}
\]

While we consider for simplicity only the case of the single photon mode in this paper, the extension to multiple photon modes is straightforward [19, 21]. The first two terms constitute the electronic Hamiltonian (within the Born-Oppenheimer approximation), where \( a_{pq}^\dagger a_{rs} \) are the second-quantized electronic excitation operators expressed as a string of fermionic creation \((a^\dagger)\) and annihilation operators \((a)\), \( h_{pq}^a = \langle q | h^a | p \rangle \) is a matrix element of the core electronic Hamiltonian, and \( g_{rs}^{pq} = \langle rs | pq \rangle \) is a two-electron repulsion tensor element in the physics notation. Here, \( p, q, r, s, \ldots \) indices denote general electronic spin orbitals, \( i, j, k, l, \ldots \) indices denote occupied electronic spin orbitals, and \( a, b, c, d, \ldots \) indices denote unoccupied electronic spin orbitals. The Einstein summation convention over repeated indices is invoked throughout this work. The third term denotes the oscillation of the cavity with frequency \( \omega_{\text{cav}} \) that is expressed in terms of bosonic creation \((b^\dagger)\) and annihilation \((b)\) operators. The fourth term is the coupling between electronic and photonic degrees of freedom, where \( \lambda \) is the coupling strength vector, and \( d = d_e + d_{\text{nuc}} \) (electronic and nuclear, respectively) is the molecular dipole moment operator. Finally, the fifth term describes the dipole-self energy. This Hamiltonian can be conveniently transformed to the coherent state basis as discussed in Ref. 19, which we also adopt in this work.

In the QED-CC method [19], the wave function ansatz is given as

\[
|\Psi_{\text{QED-CC}}\rangle = e^{T} |0^e 0^p\rangle, \tag{2}
\]

where \(|0^e 0^p\rangle = |0^e\rangle \otimes |0^p\rangle\) is the reference quantum electronic Hartree-Fock (QED-HF) wave function expressed as a direct product between an electronic Slater determinant \(|0^e\rangle\) and a photon-number state \(|0^p\rangle\). Superscripts \(e\) and \(p\) denote electrons and photons, respec-
In this equation, the cluster operator
\[ \hat{T} = \hat{T}_1 + \hat{T}_2 + \ldots = \sum_{\mu,n} t_{\mu,n} a^{\dagger}_n (b^{\dagger})^n \]
incorporates correlation effects between the quantum particles (i.e., electrons and photons) through single, double, and higher excitation ranks. Here, \( a^\mu = \{ a_0, a_1, a_2, \ldots \} \) is the electronic excitation operator, index \( \mu \) is the electronic excitation manifold, and \( n \) corresponds to the number of photons. The unknown \( t_{\mu,n} \) parameters (amplitudes) are determined via the projective technique [16, 17, 19]
\[ \langle 0^R0^P | a_{\mu} (b^{\dagger})^n e^{-\hat{H}t} \hat{H} e^{\hat{H}t} | 0^R0^P \rangle = \sigma_{\mu,n}. \]
Additionally, the excitation energies are obtained from the QED-EOM-CC method [19] by diagonalizing
\[ J_{\mu n,\nu m} = \langle 0^R0^P | a_{\mu} b^{\dagger m} [e^{-\hat{T} - \hat{H}t} e^{\hat{H}t}, a^{\dagger \nu} (b^{\dagger})^{n}] | 0^R0^P \rangle. \]
Truncation of the cluster operator to
\[ \hat{T} = t_0^0 a_0^\dagger + t_0^1 b^{\dagger} + \frac{1}{4} t_{ab}^{ij} a_i^\dagger a_j b^{\dagger} + \frac{1}{4} t_{ab}^{ij} a_i a_j b^{\dagger} \]
defines the QED-CCSD-1 method [19] in which one photon interacts with up to two electrons. In addition to the cluster operator defined in Eq. (6), in this work we also consider
\[ \hat{T} = t_0^0 a_i^\dagger a_i^\dagger + t_0^1 b^{\dagger} + \frac{1}{4} t_{ab}^{ij} a_i^\dagger a_j^\dagger + \frac{1}{4} t_{ab}^{ij} a_i a_j b^{\dagger} + \frac{1}{4} t_{ab}^{ij} a_i^\dagger a_{ij}^\dagger \]
where up to two photons interact with up to two electrons. We will refer to this method as QED-CCSD-2. Both of these methods have a computational cost that scales as \( N^6 \) on a classical computer, where \( N \) is a measure of the system size.

After setting up the QED-CC method, we now define the unitary coupled cluster method for light-matter systems, the QED-UCC method. In the QED-UCC method, the wave function ansatz is given by
\[ |\Psi_{\text{QED-UCC}}\rangle = e^{T - T^\dagger} |0^R0^P\rangle. \]
In this method, the unknown amplitudes \( t_{\mu,n} \) are determined by variational optimization of the following energy

FIG. 1. Schematic depiction of the steps performed in this work. (a) Illustration of the \( H_4 \) molecule in an optical cavity. (b) The Pauli-Fierz Hamiltonian that describes strong light-matter interactions. (c) The Pauli-Fierz Hamiltonian in the qubit basis along with the hybrid quantum-classical VQE algorithm for calculation of the ground state and the excited state energies employing the QED-UCC ansatz. (d) Simulated molecular properties such as ionization potentials, electron affinities, excitation energies, and absorption spectra in an optical cavity.
that provides the QED-UCC energy using the Hamiltonian of Eq. (1). In this work, we consider two different methods, namely QED-UCSSD-1 and QED-UCSSD-2, with the cluster operator \( \hat{T} \) defined in Eqs. (6) and (7). These two methods, even when \( \hat{T} \) is truncated, have exponential cost on a classical computer due to nontruncation of the Baker-Campbell-Hausdorff expansion [44]. In addition to these QED-UCC methods, we also investigate the generalized unitary coupled cluster method within the QED framework where the electronic excitations are denoted as QED-GUCCSD-1 and QED-GUCCSD-2. All of these methods are both variational and unitary. The later property is particularly important because quantum computers implement unitary operations. However, a practical implementation of the UCC methods on current NISQ devices requires that the ansatz given with Eq. (8) is approximated by the first-order Trotter-Suzuki expansion as

\[
e_{\mu,n} t_{\mu,n} \left[ a_{\mu}^{\dagger} b_{n}^{\dagger} \right] \approx \prod_{\mu,n} e_{\mu,n} \left[ a_{\mu}^{\dagger} b_{n}^{\dagger} \right],
\]

which is one cause for errors [34, 37, 46–48] in the calculation. Analogously to the electronic case, the solution of the truncated and Trotterized QED-UCC method in conjunction with the VQE algorithm can be achieved at the polynomial cost on a quantum computer [32].

In addition to the ground state energies, the VQE algorithm has been extended for the calculation of excitation energies on quantum computers [35, 39]. One such approach is the EOM method [40, 49] where the excitation energy of the \( k \)th excited state is calculated from

\[
\Delta E_k = \frac{\langle \Psi_{\text{QED-UCC}} | O_k, \hat{H}, O_k^{\dagger} | \Psi_{\text{QED-UCC}} \rangle}{\langle \Psi_{\text{QED-UCC}} | O_k, O_k^{\dagger} | \Psi_{\text{QED-UCC}} \rangle},
\]

where \( O_k = \sum_{\mu,n} \left[ X_{\mu,n}(k) a_{\mu}^{\dagger} b_{n}^{\dagger} - Y_{\mu,n}(k) a_{\mu} b_{n} \right] \) \( \sum_{\mu,n} \left[ X_{\mu,n}(k) a_{\mu}^{\dagger} b_{n}^{\dagger} - Y_{\mu,n}(k) a_{\mu} b_{n} \right] \) is the excitation operator and commutators are \( [O_k, O_k^{\dagger}] = O_k O_k^{\dagger} - O_k^{\dagger} O_k \) and \( [O_k, \hat{H}, O_k^{\dagger}] = (||O_k, \hat{H}, O_k^{\dagger}|| + |O_k, [\hat{H}, O_k^{\dagger}]|)/2 \). Diagonalization of the generalized eigenvalue equation

\[
\begin{pmatrix}
A & B \\
B^{*} & A^{*}
\end{pmatrix}
\begin{pmatrix}
X(k) \\
Y(k)
\end{pmatrix} = \Delta E_k
\begin{pmatrix}
C & D \\
-D^{*} & -C^{*}
\end{pmatrix}
\begin{pmatrix}
X(k) \\
Y(k)
\end{pmatrix},
\]

where matrix elements are defined as

\[
A_{\mu,m,n} = \langle \Psi_{\text{QED-UCC}} | a_{\mu} b_{m}^{\dagger}, \hat{H}, a_{\mu}^{\dagger} b_{n}^{\dagger} | \Psi_{\text{QED-UCC}} \rangle,
\]

\[
A_{\mu,m,n} = -\langle \Psi_{\text{QED-UCC}} | a_{\mu} b_{m}^{\dagger}, \hat{H}, a_{\mu}^{\dagger} b_{n} | \Psi_{\text{QED-UCC}} \rangle,
\]

\[
A_{\mu,m,n} = \langle \Psi_{\text{QED-UCC}} | a_{\mu} b_{m}^{\dagger}, a_{\mu}^{\dagger} b_{n}^{\dagger} | \Psi_{\text{QED-UCC}} \rangle,
\]

\[
A_{\mu,m,n} = -\langle \Psi_{\text{QED-UCC}} | a_{\mu} b_{m}^{\dagger}, a_{\mu}^{\dagger} b_{n} | \Psi_{\text{QED-UCC}} \rangle,
\]

provides the excitation energy as well as the unknown excitation amplitudes \( X \) and \( Y \).

The quantum algorithms in this work follow the usual steps of the VQE algorithm along with additional modifications due to the quantum treatment of the bosonic particles (photons). We provide the procedure in the following: In the first step, the second-quantized Hamiltonian defined in Eq. (1) is constructed using the spin-orbitals obtained from the QED-HF calculation. The second step requires the mapping of the spin-orbitals to the qubit basis. Because electrons and photons are governed by different spin statistics, different mappings need to be utilized for different types of particles. Fermionic creation and annihilation operators obey the usual anticommutation relations \( \{a_p, a_q^{\dagger}\} = \{a_p^{\dagger}, a_q\} = 0 \), and \( \{a_p^{\dagger}, a_q\} = \delta_{pq} \), bosonic creation and annihilation operators obey the usual commutation relations \( [b_p, b_q^{\dagger}] = 0 \), \( [b_p^{\dagger}, b_q] = \delta_{pq} \), and the operators between particles of different types commute \( [a_p^{\dagger}, b_q] = [a_p, b_q^{\dagger}] = [a_p, b_q] = [a_p^{\dagger}, b_q^{\dagger}] = 0 \). For the case of the electronic operators, we map the \( p \)th electronic spin-orbital to the \( p \)th qubit via the Jordan-Wigner transform [50] where \( n \) spin-orbitals are mapped to \( n \) qubits. In this work, we are using OpenFermion’s [51] implementation of the Jordan-Wigner transform. In this transformation, the fermionic creation operator that creates the \( p \)th electronic spin-orbital is expressed in the basis of the Pauli matrices \( (\sigma_x, \sigma_y, \sigma_z, I) \) as \( a_p^{\dagger} = 1/2(\sigma_x - i\sigma_y) \otimes b_q^{\dagger} \otimes b_q \). In contrast, for the case of bosons (photons), we use the direct boson mapping [52, 53], where the \( p \)th photonic spin-orbital with \( n \) photons is mapped to \( n + 1 \) qubits. In this transformation, the bosonic creation operator is given by

\[
b_p^{\dagger} = \sum_{j=0}^{n-1} (j + 1) \sigma_{j}^{x} \sigma_{j+1}^{y},
\]

where \( \sigma_{\pm} = 1/2(\sigma_{x} \pm i\sigma_{y}) \), and the number operator is given by

\[
b_p b_p^{\dagger} = \sum_{j=0}^{n-1} \sigma_{j}^{z} + I/2.
\]
All discussed methods were implemented into an in-house developmental version of the Psi4NumPy quantum chemistry software [55], which will be made publicly available in near future. The QED-CCSD-n, where $n = 1, 2$ indicate number of photons, and the QED-EOM-CCSD-1 methods are implemented in the traditional way suitable for classical computers [16, 19], whereas the QED-FCI-n, QED-UCSD-n, QED-GUCCSD-n, and EOM-QED-UCCSD-1 methods are implemented in the qubit basis to be suitable for implementations on quantum computers. The implementation was validated using the H$_2$ molecule. Because this system contains only two electrons, all the implemented methods are exact for a given basis set and will give the same result for the same number of photons. Details of these benchmark calculations are provided in the Section 1 of the Supplementary Information.

III. RESULTS

We now focus our attention to a system in which the strong electronic correlation is significant and for which the truncated methods are not exact. Note that the strong electronic correlation is important in regimes where the wave function is not described qualitatively well by a single Slater determinant [56]. For that purpose, we compute the potential energy surface of the H$_4$ model with geometry

\begin{align*}
\text{H1} & : [0, 0, 0] \text{Å} \\
\text{H2} & : [0, 0, 1.23] \text{Å} \\
\text{H3} & : [R, 0, 0] \text{Å} \\
\text{H4} & : [R, 0, 1.23] \text{Å}
\end{align*}

as defined in Ref. 35. This model is an excellent system for testing the validity of various methods when the strong electronic correlation is significant [35, 57, 58]. For $R = 1.23\text{Å}$ (geometry with the $D_{4h}$ symmetry), two reference Slater determinants become quasidegenerate in energy, which is challenging for the CCSD method as shown previously [35, 58].

Here we test the performance of the proposed QED methods with one and two photons by calculating ionization potentials (IP) and electron affinities (EA) in an optical cavity when $R$ is varied. Accurate predictions of IP and EA is essential for calculation of redox potentials, band gaps, and for a better understanding and design of photovoltaic materials [59]. Many of these materials can exhibit strong electronic correlation character that is posing a challenge for the single reference methods. Therefore, development of methods for reliable predictions in this regime is an active field of research [60]. A recent QED-CCSD-1 study indicated that the IP and EA of sodium halide compounds can be significantly modified in the presence of an optical cavity [23]. IP and EA are defined as

\begin{align*}
E_{\text{IP}} &= E_+ - E_0, \\
E_{\text{EA}} &= E_0 - E_-
\end{align*}

where $E_0$, $E_+$, and $E_-$ are energies of neutral, cationic, and anionic states, respectively.

Figure 2 shows vertical IP (left panels) and EA (right panels) calculated with the different QED methods including the one photon state (top panels) and two photon states (bottom panels) for the H$_4$ molecule inside an optical cavity as the distance $R$ is increased. This calculation is performed in an optical cavity of a cavity mode with the frequency $\omega_{\text{cav}} = 10 \text{ eV}$, the coupling strength vector $\lambda = [0.1, 0, 0]$ in atomic units, and by employing the STO-3G basis set. The quantum algorithms for this system and the STO-3G basis set in the case of one or two photons require 10 qubits or 11 qubits in total, respectively, out of which 8 qubits are required for the 8 electronic spin-orbitals. The reference values are calculated with the QED-FCI-1 (top panels black solid) and QED-FCI-2 methods (bottom panels black solid). Both IP and EA calculated with the QED-CCSD-1 (top panels red solid) and QED-CCSD-2 (bottom panels red solid) methods show the largest deviations relative to the reference values around the $D_{4h}$ geometry ($1.1 \text{Å} < R < 1.4 \text{Å}$) where the strong electronic correlation is pronounced. Outside this region, both methods are in an excellent agreement with respect to the reference values. Note that the QED-CCSD-1 and QED-CCSD-2 methods are non-variational and this behaviour is shown in Supplementary Fig. 1. The QED-UCCSD-1 (top panels blue dashed) and QED-UCCSD-2 (bottom panels blue dashed) methods display much lower discrepancy and are in a good agreement with the reference values even for the regions where the strong electronic correlation effects are pronounced. The QED-UCCSD-1 and QED-UCCSD-2 methods are variational and remain upper bound with respect to the reference values for all $R$ as shown in Supplementary Fig. 1. Lastly, the QED-GUCCSD-1 (top panels magenta dotted) and QED-GUCCSD-2 (bottom panels magenta dotted) methods are numerically exact and overlaps with the reference curves. A similar behaviour has been observed in the equivalent conventional electronic structure methods for the total energies [35]. As observed previously [23], EA are more sensitive than the IP in the presence of an optical cavity, and in this work we observe the same behaviour. The change in EA of the H$_4$ molecule inside the cavity with respect to outside the cavity is $\sim 0.15 \text{ eV}$ on average, whereas IP is $\sim 0.03 \text{ eV}$ on average, although a meaningful conclusion would require much larger basis sets which is beyond the scope of this work.

As visible from Fig. 2, addition of the second photon states has a negligible effect on the calculated IP and EA values for this calculation setup. The effect of the second photon becomes evident for larger values of the coupling strength as shown in Supplementary Fig. 2, where the same quantities are calculated with the $\lambda = [0.3, 0, 0]$ a.u.
Addition of the second photon changes the resulting IP and EA on average by $\sim 0.15$ eV. This result shows that addition of the second photon further enhances the effect of an optical cavity resulting in an additional changes of molecular properties.

To gain a deeper insight between the methods that can treat up to one and two photons, we have calculated the expectation value of the photon occupation number operator $(\langle b^+ b \rangle)$ with the QED-UCCSD-1 (red) and QED-UCCSD-2 (blue) methods, and its dependence on the coupling strength $\lambda$ as shown in Fig. 3. For the small values of coupling strengths ($\lambda < 0.15$ a.u.), the two methods predicts a similar values for this quantity. For larger values of coupling strength ($\lambda > 0.15$ a.u.), the computed quantity differs significantly between these two methods, indicating that the two photon processes are more pronounced at larger coupling strengths consistent with findings in previous work [61]. This is in agreement with our statement and observation from the previous paragraph. Lastly, the same quantity is computed with the QED-GUCCSD-1 and QED-GUCCSD-2 methods and the results are nearly identical to those obtained with the QED-UCCSD-1 and QED-UCCSD-2 methods, respectively.

The energy errors of a given method relative to the reference values increase with an increase of the coupling strength $\lambda$ as shown in Supplementary Fig. 3. Additionally, Supplementary Fig. 3 shows that this error is more pronounced for geometries where the strong electronic correlation is significant. We can understand this property with the mixing in of bare excited states into the correlated ground state for higher coupling strength [61, 62].

Next, we investigate the performance of the developed methods for calculation of the excitation energies. Figure 4 shows the errors (in mHartree) in excitation energies for the first excited state calculated with the QED-EOM-CCSD-1 and the QED-EOM-UCCSD-1 methods. All errors are relative to the QED-FCI-1 method. This excited state corresponds to electronic spin-singlet excited
state with the predominant single electronic excitation. In the case of the QED-EOM-UCCSD-1, the character of the excitation is determined from the leading $X$ amplitudes obtained by diagonalizing Eq. (12), whereas in the case of QED-EOM-CCSD-1, the character is determined by analysing the equivalent quantity after diagonalizing Eq. (5). It is evident from this Fig. that the QED-EOM-UCCSD-1 method exhibits much smaller errors and deviations than the QED-EOM-CCSD-1 method. A similar behaviour is observed for the system outside an optical cavity.

Finally, we compute the Rabi splitting with the QED-EOM-UCCSD-1 method between two polariton states, $|\text{LP}\rangle$ and $|\text{UP}\rangle$, for the radiation field that is in resonance with the second excited state. The excitation energy corresponding to this state calculated with the EOM-UCCSD method is 18.81 eV with transition dipole moment along the x-axis. Figure 5 shows the non-symmetric Rabi splitting as the coupling strength vector $\lambda = [\lambda, 0, 0]$ increases. For the coupling strength parameter $\lambda = 0.1$, the upper polariton increases by 0.43 eV, while as lower polariton decreases by 1.24 eV. This non-symmetric Rabi splitting is caused by the effective detuning due to the $(\lambda \cdot d)^2$ term in Eq. (1) [63]. The exact QED-FCI-1 method predicts the same values of the Rabi splittings.

IV. SUMMARY AND CONCLUSION

In this work, we introduce different QED-UCC methods and the QED-EOM-UCC method for the ground- and excited-state energy calculations suitable for calculations on quantum devices. Although, the discussion in this work focuses on the regime of strong light-matter interactions, the methodology presented here is identical for the situation where electrons and harmonic phonons are treated quantum mechanically [21]. The performance of the developed methods is tested on the H$_4$ system that exhibits strong electronic correlation character. The results are then compared with the exact values as well as to previously developed methods, such as the QED-CCSD-1 method [19], that are designed for calculations on a classical computer. To the best of our knowledge these calculation include for the first time explicit effects of two photon correlations within the first principle methods for polaritonic chemistry. Our results obtained for both the ground- and excited-state properties indicate that the developed methods are in an excellent agreement with the exact reference values and that they outperform their traditional counterparts in the regions where the strong electronic correlation is significant. Future work will include the application of this framework on existing NISQ devices, such as the IBM Q framework [64]. The formalism presented in this work opens up many additional research directions for developments in both the computational polaritonic quantum chemistry as well as in utilizing quantum devices most efficiently for strongly coupled electron-boson systems.
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