Two-dimensional second-order topological insulator in graphdiyne
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A second-order topological insulator (SOTI) in d spatial dimensions features topologically protected gapless states at its (d − 2)-dimensional boundary at the intersection of two crystal faces, but is gapped otherwise. As a novel topological state, it has been attracting great interest, but it remains a challenge to identify a realistic SOTI material in two dimensions (2D). Here, based on combined first-principles calculations and theoretical analysis, we reveal the already experimentally synthesized 2D material graphdiyne as the first realistic example of a 2D SOTI, with topologically protected 0D corner states. The role of crystalline symmetry, the robustness against symmetry-breaking, and the possible experimental characterization are discussed. Our results uncover a hidden topological character of graphdiyne and promote it as a concrete material platform for exploring the intriguing physics of higher-order topological phases.

Introduction.—The discovery of topological insulators (TIs) has generated a vast research field [1–4]. Often considered as its defining property, a TI in d spatial dimensions has an insulating bulk, but features protected gapless states on its (d − 1)-dimensional boundaries. Recently, the notion was extended to a new class of topological phases, known as higher-order TIs [5–10]. An n-th order TI features protected gapless states at its (d − n)-dimensional boundary at the intersection of n crystal faces, but is gapped otherwise. For example, a second-order topological insulator (SOTI) in 2D (3D) hosts topological states located at its 0D corners (1D hinges) between distinct edges (surfaces) which are gapped. This indicates that the (d − 1)-dimensional boundary of a SOTI is itself an insulator with topological classifications. So far, higher-order TIs have been proposed in a few 3D materials [5, 10–19] and in some artificial systems [20–28]. However, possibly due to the less number of 2D materials and the difficulty in characterizing the higher-order phases, a realistic 2D SOTI material has not been found yet, which poses a great challenge for the research on higher-order TIs.

Meanwhile, in the field of 2D materials, a new carbon allotrope with single-atom thickness—the graphdiyne (GDY)—has been attracting significant interest. Originally predicted in 1987 [29], the material was synthesized in experiment by Li and co-workers in 2010 through an in-situ cross-coupling method [30]. Since then, a variety of synthesis methods for GDY have been developed, and its properties have been actively explored (see [31–34] and references therein), demonstrating its potential applications in environmental science [35], energy [36, 37], catalysis [38–41], and electronics [42–44]. Notably, GDY is a semiconductor with a bandgap ∼ 0.5 eV [45, 46]. Its topological properties have not been carefully investigated before, because owing to its negligible spin-orbit coupling (SOC), the material must be topologically trivial according to the conventional classification of time-reversal invariant insulators. However, this argument does not forbid a higher-order topology.

In this work, we theoretically predict GDY as the first realistic example of a 2D SOTI. We show that the 2D bulk of GDY features a band inversion at the Γ point between two doublet states. As a result, a pair of gapped edge bands appear on its typical 1D edges, which are captured by the 1D Dirac model with a mass term. Such an edge spectrum admits a $Z_2$ classification, so protected corner state must arise as the topological domain-wall state at the intersection between two edges if they belong to different topological classes. We show that this is the case for two edges related by a mirror symmetry, and hence for a hexagonal-shaped GDY nanodisk with neighboring edges related by these mirrors, there will be six protected states localized at the six corners, with energy pinned in the bulk gap due to an approximate chiral (sublattice) symmetry. Furthermore, we demonstrate that the exact crystalline symmetries (such as the mirror) are not essential: the 0D topological boundary states are robust against symmetry-breaking perturbations and shape imperfections. This will facilitate the experimental characterization of the SOTI phase in GDY.

Lattice structure.—GDY is a carbon allotrope with a 2D planar network structure [Fig. 1(a)], which may be viewed as formed by inserting the diacetylenic linkage between two neighboring benzene rings in a graphene structure. The lattice is completely flat, with a single-atom
thickness, and has the same $\rho 6m$ symmetry as graphene. Consisting of both $sp$- and $sp^2$-hybridized carbons, GDY exhibits a high $\pi$-conjugation, which helps to stabilize the planar structure and lower the system energy. It has been found that GDY is the most stable non-natural carbon allotrope containing the diacetylene bonds [47]. The lattice constant obtained from our first-principles calculations is 9.46 Å (see SM [48]), which is consistent with previous results [45, 46].

**Bulk band structure.—**Figure 1(c) shows our calculated band structure of GDY. Note that since SOC effect is negligibly small, it is neglected in the calculation, and the system can be effectively treated as spinless in the following analysis.

From Fig. 1(c), one observes that GDY is a direct bandgap semiconductor with gap $\sim 0.51$ eV, in agreement with previous studies [45, 46]. (The bandgap is increased to $\sim 1.10$ eV with GW approach [49], while the band topology remains the same. See the Supplemental Material [48].) The direct gap occurs at $\Gamma$ of the Brillouin zone (BZ). Notably, both the conduction band minimum (CBM) and the valence band maximum (VBM) are formed by degenerate doublet states. The CBM doublet corresponds to the two-dimensional irreducible representation $E_{2u}$ of the $D_{6h}$ group; while the VBM corresponds to the $E_{1g}$ representation. The two doublets have opposite parities under inversion.

Owing to the preserved time reversal symmetry $T$ and the negligible SOC, the system is trivial according to the conventional characterization of 2D TIs. However, we find that the band edge configuration for GDY actually indicates an inverted band ordering at $\Gamma$. Indeed, in the atomic insulator limit, which can be achieved, e.g., by expanding the lattice, the $E_{2u}$ doublet is found to be energetically below $E_{1g}$. This band inversion can also be verified by comparing the parity eigenvalues of the occupied bands at the four inversion-invariant momenta, including $\Gamma$ and the three $M$ points. For GDY, the three $M$ points are equivalent, so we only need to compare $\Gamma$ with one $M$. Let $n^L_+(n^L_-)$ denote the number of occupied bands with positive (negative) parity eigenvalue at $k_i$. Over the total 36 valence bands considered in the calculation, we find that at $M$, $n^M_+ = 18$, and $n^M_- = 18$; whereas at $\Gamma$, $n^\Gamma_+ = 20$, and $n^\Gamma_- = 16$. Evidently, the difference $(n^\Gamma_+ - n^\Gamma_-) = 2$ corresponds to the band inversion between $E_{1g}$ and $E_{2u}$ at $\Gamma$. This band inversion plays a key role in the existence of corner states, as we shall see below.

**Edge spectra and corner states.—** A trivial insulator is usually not expected to have edge states inside the bulk gap. However, we find the existence of in-gap edge states for typical edges of GDY. In Figs. 2(c) and 2(d), we plot the edge spectra for the zigzag and the armchair edges illustrated in Figs. 2(a) and 2(b). One can observe the following features. First, there are two edge bands appearing on each edge (the bright curves). Second, these edge bands are not gapless, which is consistent with the bulk not being a conventional TI. Nevertheless, one notices the edge-band gap for the zigzag edge is quite small ($\sim 0.0385$ eV), such that the spectrum in Fig. 2(c) mimics that for a quantum spin Hall insulator. Meanwhile, the gap for the armchair edge is relatively large $\sim 0.21$ eV. Later, we shall see that the presence of these edge bands is connected with the bulk band inversion.

Next, we explore the corner states, which is the hallmark of a 2D SOTI. To this end, we calculate the spectrum for a 0D geometry, namely, a GDY nanodisk. For concreteness, we take a hexagonal-shaped nanodisk [see Fig. 3(b)], which corresponds to the geometry obtained in experiment from the bottom-up interfacial synthesis approach [50]. The obtained discrete spectrum for the nanodisk is plotted in Fig. 3(a). Remarkably, one observes six states degenerate at zero energy, i.e., the Fermi level. The spatial distribution of these zero-energy modes can be visualized from their charge distribution, as shown in Fig. 3(b). Clearly, these states are well localized at the

---

**FIG. 1.** (a) Crystal structure of GDY. (b) shows the Brillouin zone. The red lines indicate the three equivalent mirrors $M_y$. (c) Bulk electronic band structure of GDY. The CBM and the VBM states have $E_{2u}$ and $E_{1g}$ symmetry characters, respectively.

**FIG. 2.** (a) Zigzag and (b) armchair edge of a semi-infinite sheet of GDY. $M_y$ is preserved for the zigzag edge, but not for the armchair edge. (c) and (d) show the projected spectra for zigzag edge and armchair edge, respectively. Note that there is a small gap between the edge bands in (c).
where the Pauli matrices \( \sigma \) and \( \tau \) expanded to less case. 

The Pauli matrices \( \sigma \) and \( \tau \) constitute a complete basis for the two-dimensional space, and \( \tau_y \) acts on the two degenerate states within each doublet. \( \sigma_0 \) and \( \tau_0 \) are the 2 \( \times \) 2 identity matrix. In addition, \( \mathcal{T} = \mathcal{K} \), with \( \mathcal{K} \) the complex conjugation, as for the spinless case.

Constrained by these symmetries, the bulk model expanded to \( k \)-quadratic order reads

\[
\mathcal{H}_{2D}(k) = W - (m_0 - m_1 k^2) \tau_z + v(k_x s_x - k_y s_y) \tau_y + [(k_x^2 - k_y^2) s_z + 2k_x k_y s_x] (c_1 \tau_0 + c_2 \tau_z),
\]

where \( W = w_0 + w_1 k^2 \), \( k = |k| \); \( w_i \), \( m_i \), \( c_i \), and \( v \) are real parameters. We have \( m_1 > 0 \), because for the trivial vacuum (at \( k \to \infty \)) \( E_{1g} \) is above \( E_{2a} \), as we have discussed. Whether a band inversion occurs or not is determined by the sign of \( m_0 \); for GDY, the band inversion is signaled by \( m_0 > 0 \). From the spectra in Fig. 1(c) and Fig. 2, one also observes that the system has an approximate chiral symmetry, namely, the low-energy spectra are roughly symmetric about zero-energy. It derives from a sublattice symmetry of the structure [48]. Such an approximate chiral symmetry often emerges in carbon allotropes [51, 52]. In model (2) [and the following model (5)], the chiral symmetry is represented as \( \mathcal{C} = \tau_x \), such that when the first term and the \( c_i \) term can be neglected, we have \( \{ \mathcal{C}, \mathcal{H}_{2D} \} = 0 \).

To derive the edge theory, one can directly solve the edge spectrum for a given edge orientation, but here, instead, we proceed with a more intuitive argument by utilizing the mirror symmetry \( \mathcal{M}_y \), following the approach by Langbehn et al. [7]. This also helps to explain the edge spectrum observed in Fig. 2(c).

Let’s consider the \( \mathcal{M}_y \)-invariant path \( k_y = 0 \) in the bulk BZ. On this path, the two mirror subspaces with opposite \( \mathcal{M}_y \) eigenvalues \( \pm \) are decoupled. For each mirror subspace, one can evaluate its Berry phase for all occupied (valence) bands [53], given by

\[
\gamma_{\pm} = \oint_{k_y=0} \text{Tr}[A_{\pm}(k)] \cdot dk,
\]

where \( A_{\pm}(k) \) is the non-Abelian Berry connection for the occupied bands in the mirror subspace \( \pm \). This Berry phase must be quantized (in units of \( \pi \)) due to the \( \mathcal{P} \) and \( \mathcal{T} \) symmetries, and it represents the electric polarization for a mirror subspace of the 1D system with \( k_y = 0 \) [54]. Connected with the band inversion at \( \Gamma \), calculations both from the effective model and from the first-principles approach show that \( \gamma_+ = \gamma_- = \pi \), dictating the presence of one edge state for each mirror subspace at an edge where the \( k_y = 0 \) path has a finite projection. Particularly, on the zigzag edge in Fig. 2(a) which preserves \( \mathcal{M}_y \), the two mirror subspaces and hence the two edge states at the center of the edge BZ are still decoupled, such that each edge state will be pinned at zero energy as required by the chiral symmetry. This explains the spectrum observed in Fig. 2(c), where the small gap is because \( \mathcal{C} \) is not an exact symmetry for the system. Meanwhile, for the armchair edge, which does not preserve \( \mathcal{M}_y \), the two edge states would generally repel each other from zero energy. This explains the spectrum in Fig. 2(d).

To have a quantitative description, we derive an edge model from the bulk \( \mathcal{H}_{2D} \). For simplicity, let’s turn off the quadratic terms, as they will not affect the essential physics. First, consider a flat edge at \( x = 0 \) that preserves \( \mathcal{M}_y \) (with the zigzag edge in mind), with GDY occupying \( x < 0 \). The edge states are solved from

\[
\hat{\mathcal{H}} \psi = E \psi,
\]

with

\[
\hat{\mathcal{H}} = m(x) \tau_z + v(-i s_z \partial_x - k_y s_x) \tau_y,
\]

where \( m(x < 0) = -m_0 \), and \( m(x > 0) = +M \) with a large \( M \to +\infty \) for the vacuum side [55]. At \( k_y = 0 \),

FIG. 3. (a) Energy spectrum of the hexagonal-shaped GDY nanodisk shown in (b). Energy levels are plotted in ascending order. (b) also shows the charge distribution of the six zero-energy states, which are localized at corners.
It is well known that the sign of the mass term $\text{sgn}(m)$ gives a $\mathbb{Z}_2$ topological classification of the 1D Dirac model [4]. Thus, protected 0D corner mode must exist at the intersection between two edges belonging to distinct topological classes [56, 58, 59]. Particularly, because this mass term is odd under $\mathcal{M}_y$, two edges connected by $\mathcal{M}_y$ must have opposite masses. We therefore have a sufficient condition: A protected 0D mode must exist at the corner where two $\mathcal{M}_y$-related topological edges meet, regardless of the detailed edge geometry. This is illustrated in Fig. 4, and is consistent with the first-principles result for the nanodisk in Fig. 3.

The above analysis have clarified the topological origin of the corner states, which in turn proves that GDY is a SOTI. We have used the crystalline symmetries such as $\mathcal{M}_y$ to facilitate the argument. However, they are not required for the existence of the topological 0D states [7]. This is evident from the edge picture: As long as the bulk and edge gaps are not closed, the topological classification for each edge cannot be changed by any symmetry-breaking perturbations. For example, Fig. 5(a) shows a distortion which breaks all vertical mirrors. The result in Fig. 5(b,c) clearly demonstrates the corner states are indeed robust.

Discussion.—We have revealed GDY as the first realistic example of a 2D SOTI, with topological 0D corner states. In experiment, the corner state can be detected as sharp peaks in the scanning tunneling spectroscopy (STS) measurement, which does not appear in the bulk but emerges when the tip moves close to the corner.

We have shown that the corner states are robust against crystal-symmetry-breaking perturbations, which greatly widens their experimental relevance. The argument also applies to nanodisk geometry [7, 8], i.e., the corner states should exist also for nanodisks with other shapes not restricted to a hexagon. Fortunately, we note that hexagon-shaped GDY nanodisks as studied in this work naturally result from bottom-up synthesis approaches [50], and techniques for making atomically sharp and clean edges have been developed for graphene [60–62] (hopefully also for GDY in near future). All these facilitate the experiment on GDY.

The corner states are pinned in the bulk gap by the approximate chiral symmetry of GDY, which is advantageous for their detection. (While chiral symmetry is approximate for insulators, it can be exact in superconductors protecting true zero-energy corner modes [58, 59].) If the nanodisk is too small, the corner states may inter-
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