Higher rank local systems in Lagrangian Floer theory
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Abstract

We extend Floer theory for monotone Lagrangians to allow coefficients in local systems of arbitrary rank. Unlike the rank 1 case, this is often obstructed by Maslov 2 discs. We study exactly what the obstruction is and define some natural unobstructed subcomplexes. To illustrate these constructions we do some explicit calculations for the Chiang Lagrangian $L_\Delta \subseteq CP^3$. For example, we equip $L_\Delta$ with a particular rank 2 local system $W$ over $\mathbb{F}_2$ for which the resulting Floer complex $CF^*(W,W)$ is unobstructed despite the presence of Maslov 2 discs. We compute that the cohomology $HF^*(W,W)$ is non-zero and deduce that $L_\Delta$ cannot be disjoined from $RP^3$ by a Hamiltonian isotopy.
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1 Introduction

Lagrangian Floer cohomology is a very powerful tool for studying the topology and relative position of Lagrangian submanifolds in a symplectic manifold. The even more elaborate machinery of Fukaya categories encodes an immense amount of information about them. These invariants are all defined by “counting” (perturbed) punctured pseudoholomorphic discs whose boundary components are restricted to lie on a collection of Lagrangians. One can enrich this structure even further by recording some information about the homotopy classes of paths that these boundaries trace. One way to accomplish this is by using local systems of coefficients for the theory.\(^1\)

Rank 1 local systems are a classical tool in Lagrangian Floer theory and are widely applied, specifically in the context of Mirror Symmetry. A natural question to ask then is whether higher rank local systems would yield useful invariants. In his paper [Dam12], Damian was the first to realise that in the monotone setting, it is not always possible to define Floer cohomology with coefficients in a local system of rank higher than 1 since Maslov 2 discs with boundary on the Lagrangian may obstruct $d^2 = 0$. In fact, concentrating on this obstruction for the local system arising from the universal cover, he derives many interesting restrictions on the topology of monotone Lagrangians in linear symplectic spaces, including a proof of the monotone Audin conjecture for Lagrangians with contractible universal cover ([Dam12]). From another point of view, a systematic treatment of high rank local systems in the exact case (when no such obstructions arise) was done by Abouzaid in [Abo12a], where he constructs an extended Fukaya category which contains Lagrangians with higher rank local systems. The powerful results of that paper then follow by an application of (a modified version of) the split-generation criterion, again due to Abouzaid ([Abo10]). The goal of the present paper is to combine the above two approaches in their simplest forms: we study exactly how Maslov 2 discs obstruct $d^2 = 0$ in the monotone case and give an application of Abouzaid’s criterion to an example in which this obstruction vanishes despite the existence of Maslov 2 disc bubbles.

Regarding the first point, recall that in the absence of local systems, the differential on the Floer complex $\text{CF}^*(L_0, L_1)$ of a monotone pair (see 2.1.1 below for a quick review of monotonicity) squares to zero, if and only if

$$m_0(L_0) = m_0(L_1),$$

where these are the so-called obstruction numbers of the Lagrangians, defined as algebraic counts of Maslov 2 discs passing through a generic point. Exactly the same condition carries over when one considers local systems of rank 1, except that in the algebraic count each disc is weighted by the monodromy of the local system around its boundary. Applying the same proof to the case when the Lagrangians are equipped with local systems $E^j \to L^j$ of higher rank, one arrives at the notion of an obstruction section $m_0(L^j, E^j): L^j \to \text{End}(E^j)$ and a generalised form of condition [1] - see equation (6) below. When this condition is satisfied (for example when $m_0(L^j, E^j) = 0$ for $j \in \{0, 1\}$), one obtains a well-defined invariant $H^*(H^*(L^0, E^0), (L^1, E^1))$. This is not surprising and is well-known to experts but, to our knowledge, is not explicitly written anywhere, so we devote sections 2.2 and 2.3 to reviewing these facts.

\(^1\)Another related approach to recording similar homotopy data is to call upon techniques from the topology of loop spaces. This idea was pioneered by Viterbo in [Vit97] and has been extensively explored. For a small sample see e.g. [BC07a], [Fuk06], [Abo12a].
In section 2.4 we examine how the same obstruction appears in the setting of a computationally powerful theory of Biran and Cornea - the pearl complex [BC07b]. This machinery allows one to efficiently calculate Floer cohomology of a Lagrangian with itself and applies equally well when higher rank local systems come into play. Section 2.5 is devoted to the observation that the possibly obstructed Floer complex \( CF^*(L^0, E^0), (L^1, E^1) \) contains a maximal unobstructed subcomplex \( C^F \) which we call the central Floer complex. In the case when \( L^0 = L^1 = L \) and \( E^0 = E^1 = E \) there is a further unobstructed subcomplex: the monodromy Floer complex \( CF^*_{mon}(E) \). We observe that when \( E_{reg} \) is the local system arising from the universal cover of \( L \), the differential of \( CF^*_{mon}(E_{reg}) \) can be seen as a deformation of the differential on the complex \( C^*(L; E_{conj}) \) of singular cochains with coefficients in the local system \( E_{conj} \), where \( E_{conj} \) arises from the conjugation action of \( \pi_1(L) \) on the group algebra \( \mathbb{F}_2[\pi_1(L)] \).

Next, in section 3 we explain how to enlarge the monotone Fukaya category over \( \mathbb{F}_2 \) so as to include Lagrangians equipped with local systems of rank higher than 1. This mimics [Abo12a].

In section 3 we illustrate all of the above techniques in some explicit computations for the Chiang Lagrangian \( L_\Delta \subseteq \mathbb{CP}^3 \). This Lagrangian is defined as the manifold of equilateral triangles inscribed equatorially in the unit sphere \( S^2 \subseteq \mathbb{R}^3 \) and it embeds naturally in \( \mathbb{CP}^3 \) under the identification \( \mathbb{CP}^3 \cong \text{Sym}^3(\mathbb{CP}^1) \). The fact that this embedding is Lagrangian was first noticed by River Chiang in [Chi04]. The Floer theory of \( L_\Delta \) was computed by Evans and Lekili in [ELL14] where they prove that \( HF^*(L_\Delta, L_\Delta) \) is non-zero if and only if one works over a field of characteristic 5. Further, by equipping the Clifford torus \( T_{Cl} \) and \( L_\Delta \) with suitable \( \mathbb{F}_5 \)-local systems \( \alpha_\zeta, \beta_\zeta \) of rank 1, they also obtain \( HF^*((T_{Cl}, \alpha_\zeta), (L_\Delta, \beta_\zeta)) \neq 0 \). As a consequence, \( L_\Delta \) cannot be displaced from itself, or from the Clifford torus by a Hamiltonian isotopy (in fact Evans and Lekili show something much stronger: \( (L_\Delta, \beta_\zeta) \) generates its summand of the Fukaya category over \( \mathbb{F}_5 \) and by varying \( \beta_\zeta \) one can place it in any of the four summands; see [ELL14, Section 8]). One can then turn to studying the relationship between \( L_\Delta \) and another classical Lagrangian in \( \mathbb{CP}^3 \), namely \( \mathbb{RP}^3 \). One easily checks that when they are in their standard positions, they intersect cleanly in two disjoint circles and it is then a natural question to ask whether they can be displaced by a Hamiltonian isotopy. A standard obstruction to such displaceability would be the non-vanishing of the Floer cohomology \( HF^*(L_\Delta, \mathbb{RP}^3; F) \) for some field \( F \). However, the obstruction numbers of the two Lagrangians are \( m_0(\mathbb{RP}^3) = 0 \) (since \( RP^3 \) has minimal Maslov number 4) and \( m_0(L_\Delta) = \pm 3 \) (see [Ell14]) and so it follows from [1] that the Floer cohomology \( HF^*(L_\Delta, \mathbb{RP}^3; F) \) is well-defined only when \( \text{char}(F) = 3 \). Now, by the Auroux-Kontsevich-Seidel criterion (see e.g. [She13, Lemma 2.7]) one sees that when \( \text{char}(F) = 3 \) both \( HF^*(\mathbb{RP}^3, \mathbb{RP}^3; F) \) and \( HF^*(L_\Delta, L_\Delta; F) \) must vanish (\( m_0 = 0 \) is not an eigenvalue of quantum multiplication by \( c_1(\mathbb{CP}^3) \) in characteristic 3). Since \( HF^*(L_\Delta, \mathbb{RP}^3; F) \) is a (respectively left and right) module over these rings, it must also vanish. Thus, standard Floer cohomology with field coefficients cannot be used to address the question of non-displaceability. In the present work we apply the idea of Floer theory with coefficients in a local system to this situation. We establish the following result:

**Theorem 1.1.** There exists an \( \mathbb{F}_2 \)-local system \( W \rightarrow L_\Delta \) of rank 2 such that \( m_0(L_\Delta, W) = 0 \) and \( HF^*((L_\Delta, W), (L_\Delta, W)) \neq 0 \).

The main corollary which we derive from this is:

**Corollary 1.2.** The Chiang Lagrangian \( L_\Delta \) cannot be displaced from \( \mathbb{RP}^3 \) by a Hamiltonian isotopy.

Theorem 1.1 is proved in section 1.2 by an explicit calculation using the pearl complex. Our starting point are the results from [ELL14]. For the numerical calculations we use Wolfram
To establish Corollary 1.2 one enlarges the monotone Fukaya category of $CP^3$ in order to include Lagrangians with finite rank local systems and in particular $(L_\Delta, W)$. In this enlarged category, $(L_\Delta, W)$ and $RP^3$ (with no local system) lie in the same summand. A result by Tonkonog ([Ton15, Corollary 1.2]) states that $RP^3$ split-generates this summand and thus we must have $HF^\ast((L_\Delta, W), RP^3) \neq 0$, since by Theorem 1.1 we know that $(L_\Delta, W)$ is an essential object in this category.

Finally, in section 4.4 we compute the cohomology of the central and monodromy Floer complexes of $L_\Delta$ with coefficients in some other $\mathbb{F}_2$ local systems. In particular we find that in many cases one can obtain a non-zero Floer invariant which does not agree with the corresponding Morse invariant. Specifically we make the following

**Observation 1.3.** If $W_{reg}$ is the rank 12 local system coming from the universal cover $S^3 \to L_\Delta$ and $W_{conj}$ is the local system induced by the conjugation action of $\pi_1(L_\Delta)$ on $\mathbb{F}_2[\pi_1(L_\Delta)]$ one has

$$0 \neq HF^\ast\text{mon}(W_{reg}) \neq H^\ast(L_\Delta; W_{conj}).$$

That is, the “quantum corrections” to the differential on $C^\ast(L_\Delta; W_{conj})$ are non-trivial but they do not kill the cohomology.

In other words, when one uses local coefficients, the “narrow–wide” dichotomy, introduced by Biran-Cornea in [BC09], does not hold.

To deduce the above results we only need to work over the field $\mathbb{F}_2$ and do not require any grading on Lagrangians. It is reasonable to assume that the results below should hold in the more general setting when one considers graded spin Lagrangians in order to define graded invariants over fields of arbitrary characteristic (of course, then a substantial amount of signs would need to be introduced). For simplicity, we restrict all our discussions to the setting modulo 2.
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2 Floer Cohomology and Local Systems

2.1 Terminology and Notation

2.1.1 Monotonicity

Let \((M, \omega)\) be a symplectic manifold and \(L \subseteq M\) a Lagrangian submanifold. Recall that monotonicity concerns the following standard maps:

- the symplectic area homomorphism:
  \[ I_\omega : \pi_2(M) \to \mathbb{R}; \quad I_\omega(A) := \int_A \omega, \]

- the Chern homomorphism:
  \[ I_{c_1} : \pi_2(M) \to \mathbb{Z}; \quad I_{c_1}(A) := \int_A c_1(TM), \]

- the Maslov homomorphism: \(I_{\mu,L} : \pi_2(M,L) \to \mathbb{Z}\), defined by evaluation of the Maslov class \(\mu \in H^2(M,L;\mathbb{Z})\).

We call the symplectic manifold \(M\) monotone, if there exists a constant \(\lambda > 0\) such that for every \(A \in \pi_2(M)\) one has \(I_\omega(A) = 2\lambda I_{c_1}(A)\). We then call a Lagrangian submanifold \(L \subseteq M\) monotone if one has \(I_{\omega,L}(A) = \lambda I_{\mu,L}(A)\) for every \(A \in \pi_2(M,L)\), where \(I_{\omega,L} : \pi_2(M,L) \to \mathbb{R}\) is the map induced by \(I_\omega\).

**Remark 2.1.** One usually calls a Lagrangian monotone whenever \(I_\omega\) and \(I_{\mu,L}\) are positively proportional. A standard result by Viterbo ([Vit87]) asserts that the pullback map \(j^* : H^2(M,L;\mathbb{Z}) \to H^2(M;\mathbb{Z})\) satisfies \(j^*\mu = 2c_1(TM)\) and this implies, firstly, that such Lagrangians can exist only in monotone symplectic manifolds and, secondly (at least when \(I_\omega\) doesn’t vanish identically, i.e. \(M\) is not symplectically aspherical), that the constants of proportionality are related by a factor of 2. This shows that with our definition above we don’t lose any generality in the non-aspherical case. Note further that if \(M\) is monotone and \(L \subseteq M\) is any Lagrangian with \(H^1(L;\mathbb{Z}) = 0\) (e.g. if \(H_1(L;\mathbb{Z})\) is finite) then, since the map \(j^*\) is injective in this case, the Lagrangian \(L\) must also be monotone.

The concept of monotonicity also extends to pairs of Lagrangian submanifolds (cf. [Poz99] 3.3.2). Given two Lagrangians \(L^0, L^1\) in \(M\), the area and Maslov homomorphisms can also be evaluated on (homotopy classes of) continuous maps \(u: S^1 \times [0,1] \to M\) with \(u(S^1 \times \{0\}) \subseteq L^0\) and \(u(S^1 \times \{1\}) \subseteq L^1\). We denote these extensions by \(I_{\omega,L^0,L^1}\) and \(I_{\mu,L^0,L^1}\) respectively. Then we call \((L^0, L^1)\) a monotone pair of Lagrangians if each of them is monotone and further \(I_{\omega,L^0,L^1} = \lambda I_{\mu,L^0,L^1}\). It is not hard to see that if \((L^0, L^1)\) is a monotone pair, then so is \((\psi(L^0), L^1)\) for any Hamiltonian diffeomorphism \(\psi\). Another useful fact is that if \(L^0\) and \(L^1\) are monotone Lagrangians and for at least one \(j \in \{0,1\}\) the image of \(\pi_1(L^j)\) in \(\pi_1(M)\) under the map induced by inclusion is trivial, then \((L^0, L^1)\) is a monotone pair (see [Poz99] Remark 3.3.2 or [Oh93], Proposition 2.7). Finally, if \(L\) is monotone, then the pair \((L, L)\) is always monotone ([Oh93], Proposition 2.10).

2.1.2 Local Systems

In this paper, we will be concerned with compact, connected, monotone Lagrangians equipped with local systems of vector spaces over the field of two elements \(F_2\). For us such a local system
would just be a functor \( E : \Pi_1 L \to \textbf{Vect}_{\mathbb{F}_2} \), where \( \Pi_1 L \) is the fundamental groupoid of the Lagrangian \( L \). More concretely, it is an assignment of an \( \mathbb{F}_2 \)-vector space \( E_x \) for each point \( x \in L \) and an isomorphism \( P_x : E_{s(\gamma)} \to E_{t(\gamma)} \) for each homotopy class \( \gamma \) of paths in \( L \) with source \( s(\gamma) \) and target \( t(\gamma) \), in a manner which is compatible with concatenation of paths. As is customary, we call these isomorphisms \emph{parallel transport maps}.

We will sometimes write \( E \to L \) to denote such a local system, the notation being a shorthand for the map

\[
\prod_x E_x \to L
\]

\[ v \in E_x \mapsto x. \]

Similarly, by a section \( \sigma : L \to E \) we will mean a section of this map. We will call such a section \emph{parallel} if for every path \( \gamma \) on \( L \) one has \( P_\gamma(\sigma(s(\gamma))) = \sigma(t(\gamma)) \).

Note that, since \( L \) is path-connected, the inclusion \( B \pi_1(L, x)^{\text{Opp}} \hookrightarrow \Pi_1 L \) (where \( B \pi_1(L, x) \) denotes the category with one object and morphisms in bijection with \( \pi_1(L, x) \) whose composition follows the group law in \( \pi_1(L, x) \)) induces an equivalence of categories and so we get an equivalence

\[
\text{Fun}(\Pi_1 L, \textbf{Vect}_{\mathbb{F}_2}) \cong \text{Fun}(B \pi_1(L, x)^{\text{Opp}}, \textbf{Vect}_{\mathbb{F}_2}). \tag{2}
\]

Note that our conventions are such that concatenation of paths will be written from left to right, while compositions of maps, as usual, from right to left. Since this can cause headaches in explicit computations, let us spell-out concretely how the above equivalence plays out in practice. Given two points \( x, y \in L \) we write \( \Pi_1 L(x, y) := \text{Hom}_{\Pi_1 L}(x, y) \) for the set of homotopy classes of paths connecting \( x \) to \( y \). To go from left to right in (2), one can associate to each local system \( E \to L \), a right representation of the fundamental group \( \pi_1(L, x) \), by considering the action of \( \Pi_1 L(x, x) \cong \pi_1(L, x)^{\text{Opp}} \) on the fibre \( E_x \). To go the other way, since \( L \) admits a universal cover \( p : \tilde{L} \to L \), we can use the following construction. Suppose we have a linear right action of \( \pi_1(L, x) \) on some \( \mathbb{F}_2 \)-vector space \( V \). Then we consider the quotient \( V \times_{\pi_1(L,x)} \tilde{L} = (V \times \tilde{L})/\pi_1(L, x) \), where the right action on \( \tilde{L} \) is by inverse deck transformations (to identify the group of deck transformations with \( \pi_1(L, x) \) we have chosen a fixed basepoint \( \tilde{x} \in p^{-1}(x) \)). This quotient comes equipped with a projection to \( L = \tilde{L}/\pi_1(L, x) \) and for any \( y \in L \) we define \( E_y \) to be the fibre of this map over \( y \). The parallel transport map along any path \( \gamma \in \Pi_1 L(y, z) \) is then defined to be the one induced by

\[
V \times p^{-1}(y) \to V \times p^{-1}(z)
\]

\[ (v, \check{y}) \mapsto (v, \check{t}(\gamma\check{y})), \]

where \( \gamma \check{y} \) is any lift of the path \( \gamma \) to \( \tilde{L} \), satisfying \( s(\gamma\check{y}) = \check{y} \). This map is equivariant with respect to the right \( \pi_1(L, x) \)-action and so descends to a well-defined map \( P_\gamma : E_y \to E_z \) on the quotients.

\textbf{Wording and notation:} Note that above we viewed the path \( \gamma \) slightly ambiguously as both a morphism in the fundamental groupoid and (when we mentioned lifting) an actual continuous map \( \gamma : [a, b] \to L \). This ambiguous use of the word \emph{path} persists throughout this work since eliminating it would cause notational clutter. Hopefully the meaning is clear from the context. Given two paths \( \gamma \) and \( \delta \) in \( L \) with \( t(\gamma) = s(\delta) \), their concatenation will be written as \( \gamma \cdot \delta \in \Pi_1 L(s(\gamma), t(\delta)) \). Since sometimes we will use two different local systems \( E^j \to L \), \( j \in \{0, 1\} \) on the same space, we shall write \( P_{j,\gamma} : E^j_{s(\gamma)} \to E^j_{t(\gamma)} \) to distinguish between the parallel transport maps.
2.2 The Obstruction Section

Given a monotone pair of Lagrangians \((L^0, L^1)\) equipped with local systems \(E^0 \to L^0\) and \(E^1 \to L^1\), we define in section 2.3 below a Floer-theoretic invariant \(HF^*((L^0, E^0), (L^1, E^1))\). However, the existence of this invariant is often obstructed by Maslov 2 disc bubbles and this is captured by the obstruction sections \(m_0(\mathbb{E}^1) : L^1 \to \text{End}(\mathbb{E}^1)\). This claim is made precise in Theorem 2.13 below. In order to describe the obstruction section, we concentrate on a single monotone Lagrangian \(L \subseteq M\), equipped with a local system \(E \to L\). We begin by making our setup precise and establishing some notation.

Let \((M, \omega)\) be a monotone symplectic manifold and let \(L \subseteq M\) be a monotone Lagrangian submanifold with minimal Maslov number \(N_L \geq 2\). Let \(E \to L\) be a local system of \(\mathbb{F}_2\)-vector spaces. Let \(J(M, \omega)\) denote the space of \(\omega\)-compatible almost complex structures on \(M\), that is, the space of sections \(J\) of \(\text{End}(TM)\) which satisfy \(J^2 = -\text{Id}\) and such that \(g_J(\cdot, \cdot) := \omega(\cdot, J\cdot)\) is a Riemannian metric on \(M\). We denote by \(D\) the closed unit disc in \(\mathbb{C}\). Given \(J \in J(M, \omega)\), we will be concerned with \(J\)-holomorphic discs with boundary on \(L\), i.e. smooth maps \(u : (D, \partial D) \to (M, L)\), which satisfy the Cauchy-Riemann equation

\[
du + J(u) \circ du \circ i = 0.
\]

Such a disc is called simple if there exists an open and dense subset \(S \subseteq D^2\) such that for all \(z \in S\) one has \(u^{-1}(u(z)) = \{z\}\) and \(du(z) \neq 0\). Now let us introduce the following pieces of notation.

- For any class \(C \in \pi_2(M, L)\) and any \(k \in \mathbb{Z}\) we set
  
  \[
  \tilde{\mathcal{M}}^C(L; J) := \{u \in C^\infty((D, \partial D), (M, L)) : du + J(u) \circ du \circ i = 0, [u] = C\},
  \]
  
  \[
  \mathcal{M}(k, L; J) := \bigcup_{C \in \pi_2(M, L)} \tilde{\mathcal{M}}^C(L; J),
  \]
  
  \[
  \mathcal{M}^C(L; J) := \tilde{\mathcal{M}}^C(L; J)/G,
  \]
  
  \[
  \mathcal{M}(k, L; J) := \mathcal{M}(k, L; J)/G,
  \]

  where \(G = \text{PSL}(2, \mathbb{R})\) is the reparametrisation group of the disc acting by reprecomposition.

  We will write \(q_G : \tilde{\mathcal{M}}^C(L; J) \to \mathcal{M}^C(L; J)\) for the quotient map.

- We further set

\[
\mathcal{M}^C_{0,1}(L; J) := \tilde{\mathcal{M}}^C(L; J) \times_G S^1,
\]

\[
\mathcal{M}_{0,1}(k, L; J) := \mathcal{M}(k, L; J) \times_G S^1,
\]

where we view \(S^1 = \partial D\) and an element \(\phi \in G\) acts by \(\phi \cdot (u, z) = (u \circ \phi^{-1}, \phi(z))\). We shall denote the corresponding quotient map again by \(q_G\).

- The above moduli spaces come with natural evaluation maps,

\[
\bar{ev} : \tilde{\mathcal{M}}^C(L; J) \times S^1 \to L, \quad \bar{ev}(u, z) := u(z),
\]

which clearly descend to maps \(ev : \mathcal{M}^C_{0,1}(L; J) \to L\).

- For any point \(p \in L\) we then write \(\mathcal{M}^C_{0,1}(p, L; J)\) and \(\mathcal{M}_{0,1}(p, k, L; J)\) for the set \(\text{ev}^{-1}([p])\), where the evaluation map is restricted to the appropriate domain and we set

\[
\tilde{\mathcal{M}}_{0,1}(p, L; J) := q_G^{-1}(\mathcal{M}^C_{0,1}(p, L; J)) \subseteq \tilde{\mathcal{M}}^C(L; J) \times S^1
\]

\[
\mathcal{M}_{0,1}(p, k, L; J) := q_G^{-1}(\mathcal{M}_{0,1}(p, k, L; J)) \subseteq \mathcal{M}(k, L; J) \times S^1.
\]
We shall decorate any of the above sets with a superscript * to denote the subset, consisting of simple discs. For example $\tilde{M}^{C,*}(L; J) \coloneqq \{ u \in \tilde{M}^C(L; J) : u \text{ is simple} \}$ and $\tilde{M}^{C,*}_{0,1}(L; J) := \tilde{M}^{C,*}(L; J) \times_G S^1$.

All these spaces are equipped with the $C^\infty$–topology. When there is no danger of confusion we shall sometimes simply write $u \in M_{0,1}(p, k; L; J)$ for the equivalence class $[u, z] = q_G(u, z)$ and $\partial u \in \pi_1(L, p)$ for the homotopy class of the loop $s \mapsto u(ze^{2\pi i s})$.

By standard transversality arguments (see [MST2, Chapter 3]) it follows that there exists a Baire subset $J_{\text{reg}}(L) \subseteq J(M, \omega)$ such that for all $J \in J_{\text{reg}}(L)$ and any class $C \in \pi_3(M, L)$, the space $\tilde{M}^{C,*}(L; J)$ has the structure of a smooth manifold of dimension $n + \mu(C)$ and the evaluation map $\tilde{ev} : \tilde{M}^{C,*}(L; J) \times S^1 \to L$ is smooth. Since the reparmetrisation action on $\tilde{M}^{C,*}(L; J)$ is free and proper, one has that $\tilde{M}^{C}(L; J)$ is a smooth manifold of dimension $n + \mu(C) - 3$ and the quotient map $q_G$ is everywhere a submersion (in particular the map $\ev : M^{C,*}_{0,1}(L; J) \to L$ is also smooth). Further transversality arguments (i.e. the Lagrangian boundary analogue of [MST2, Proposition 3.4.2]) show that for any smooth map of manifolds $F : X \to L$, there exists a Baire subset $J_{\text{reg}}(L|F) \subseteq J_{\text{reg}}(L)$ such that for every $J \in J_{\text{reg}}(L|F)$ the maps $F : X \to L$ and $\ev : M^{C,*}_{0,1}(k; L; J) \to L$ are everywhere transverse. When $X$ is a submanifold of $L$ and $F$ is the inclusion map we shall write simply $J_{\text{reg}}(L|X)$. Results by Kwon-Oh and Lazzarini ([KOH], [Laz06]) yield that when $L$ is monotone one has $\tilde{M}(N_L, L; J) = M^{*}(N_L, L; J)$ and a further application of Gromov compactness ensures that the manifold $M(N_L, L; J)$ is actually compact. In particular if $N_L \geq 2$ then $M_{0,1}(2, L; J)$ is a compact manifold (possibly empty) of dimension $\dim(\tilde{M}(2, L; J) \times S^1) - \dim(G) = n + 2 + 1 - 3 = n$.

Therefore for any $p \in L$ and $J^p \in J_{\text{reg}}(L|p)$ the manifold $M_{0,1}(p, 2, L; J^p)$ consists of a finite number of points. We are now ready to define the obstruction section.

**Definition 2.2.** Let $E$ be an $\mathbb{F}_2$-local system on a monotone Lagrangian submanifold $L \subseteq (M, \omega)$ with $N_L \geq 2$. The obstruction section for $E$ is a section of the local system $\text{End}(E)$, defined as follows. For every point $p \in L$ we choose an almost complex structure $J^p \in J_{\text{reg}}(L|p)$ and set

$$m_0(p, E; J^p) := \sum_{u \in M_{0,1}(p, 2, L; J^p)} P_{\partial u} \in \text{End}(E_p).$$

The obstruction section is then

$$m_0(E) : l \to \text{End}(E) \quad p \mapsto m_0(p, E; J^p).$$

**Remark 2.3.** Note that when $E$ is trivial and of rank one $m_0(p, E; J^p)$ is the (local) $\mathbb{F}_2$–degree of the map $\ev : M_{0,1}(2, L; J^p) \to L$.

As stated, the obstruction section appears to depend on the choices of almost complex structures $J^p$. This is not the case, as the following proposition shows.

**Proposition 2.4.** The following invariance properties hold:

i) For any $p \in L$ and $J, J' \in J_{\text{reg}}(L|p)$ one has $m_0(p, E; J) = m_0(p, E; J')$;

ii) $m_0(E)$ is a parallel section of $\text{End}(E)$,

iii) if $\psi : M \to M$ is any symplectomorphism, then for every point $p \in L$, one has

$$m_0(E)(p) = m_0(\psi^*E)(\psi(p)).$$
In the remaining part of this section we prove this proposition. We will make use of the following lemma.

**Lemma 2.5.** Let $C = C^0((D, \partial D), (M, L))$ equipped with the compact-open topology. Let $\gamma : [0, 1] \to L$ be a continuous path and let $C_\gamma := \{(t, u, z) \in [0, 1] \times C \times S^1 : \gamma(t) = u(z)\}$. Further let $\nu : [0, 1] \to C_\gamma$ be a continuous path and write $\nu(s) = (t(s), u_s, z_s)$. Then the loops $\delta_{\nu(0)} : [0, 1] \to L$, $\delta_{\nu(0)}(s) := u_0(z_0e^{2\pi i s})$ and $\delta_{\nu(1)} : [0, 1] \to L$,

$$
\delta_{\nu(1)}(s) := \begin{cases}
\gamma(t(3s)), & s \in [0, 1/3] \\
u_1(z_1e^{2\pi i (3s-1)}), & s \in [1/3, 2/3] \\
\gamma(t(3-3s)), & s \in [2/3, 1]
\end{cases}
$$

are homotopic based at $u_0(z_0)$.

**Proof.** An explicit homotopy is given by $H : [0, 1] \times [0, 1] \to L$,

$$
H(s, r) = \begin{cases}
\gamma(t(3s)), & s \in [0, r/3], r \in [0, 1] \\
u_r(z_r e^{2\pi i (3s-1)}), & s \in [r/3, 1-r/3], r \in [0, 1] \\
\gamma(t(3-3s)), & s \in [1-r/3, 1], r \in [0, 1]
\end{cases}
$$

Continuity of $H$ follows from that of $\nu$ and of the evaluation map $C \times S^1 \to L$.

To establish part 3 of proposition 2.4 we need to consider a homotopy of almost complex structures, interpolating between $J$ and $J'$. Standard transversality and compactness arguments imply the following.

**Theorem 2.6.** Suppose $L$ is monotone with $N_L \geq 2$ and let $p \in L$ and $J, J' \in \mathcal{J}_{reg}(L|p)$. Then there exists a Baire subset $\mathcal{J}_{reg}(J, J') \subseteq C^\infty([0, 1], \mathcal{J}(M, \omega))$ such that for every $\hat{J} \in \mathcal{J}_{reg}(J, J')$ one has $\hat{J}(0) = J$, $\hat{J}(1) = J'$ and if we set

$$
\tilde{M}_{0,1}(p, 2, L; \hat{J}) := \{(\lambda, u, z) \in [0, 1] \times C^\infty((D, \partial D), (M, L)) \times S^1 : du + \hat{J}(\lambda) \circ du \circ i = 0, \mu([u]) = 2, u(z) = p\}
$$

and

$$
M_{0,1}(p, 2, L; \hat{J}) := \tilde{M}_{0,1}(p, 2, L; \hat{J})/G,
$$

then $\tilde{M}_{0,1}(p, 2, L; \hat{J})$ is a smooth 4-dimensional manifold with boundary. Further, $M_{0,1}(p, 2, L; \hat{J})$ is a compact 1-dimensional manifold with boundary

$$
\partial M_{0,1}(p, 2, L; \hat{J}) = \{0\} \times M_{0,1}(p, 2, L; J) \coprod \{1\} \times M_{0,1}(p, 2, L; J')
$$

and the quotient map $q_G : \tilde{M}_{0,1}(p, 2, L; \hat{J}) \to M_{0,1}(p, 2, L; \hat{J})$ is everywhere a submersion.

From this theorem it follows that the elements of $\partial M_{0,1}(p, 2, L; \hat{J})$ are naturally paired up as opposite endpoints of closed intervals. Let $(\lambda, [u, z])$ and $(\lambda', [u', z'])$ be such a pair with $\lambda \leq \lambda'$ (note that $\lambda, \lambda' \in [0, 1]$) and let $\hat{v} : [0, 1] \to M_{0,1}(p, 2, L; J)$ be any parametrisation of the interval which connects them. Choose a lift $\nu : [0, 1] \to M_{0,1}(p, 2, L; \hat{J})$ of $\hat{v}$. Since $\tilde{M}_{0,1}(p, 2, L; \hat{J})$ embeds continuously into $C_p$ (this is notation from Lemma 2.5 where we let $\gamma$ be the constant path at $p$), we can apply Lemma 2.5 to obtain $P_{\partial u} = P_{\partial u'}$. We then have

$$
m_0(p, E; J) + m_0(p, E; J') = \sum_{(\lambda, [u, z]) \in \partial M_{0,1}(p, 2, L; J)} P_{\partial u} = 0.
$$
because every term in the sum appears an even number of times. This proves part \( \text{i)} \) of Proposition 2.4. We shall henceforth use the notation \( m_0(E)(p) \) as in Definition 2.2.

We now move on to proving part \( \text{ii)} \). Let \( p, q \in L \) and let \( \gamma : [0, 1] \to L \) be any smooth path with \( \gamma(0) = p, \gamma(1) = q \). Then, by what we explained above about achieving transversality of the evaluation map with any other map, there exists a Baire subset \( \mathcal{J}_{\text{reg}}(L|\gamma) \subseteq \mathcal{J}_{\text{reg}}(L|p) \cap \mathcal{J}_{\text{reg}}(L|q) \) such that for every \( J \in \mathcal{J}_{\text{reg}}(L|\gamma) \), the space

\[
\tilde{M}_{0,1}(\gamma, 2, L; J) := \{(s, u, z) \in [0, 1] \times \tilde{M}(2, L; J) \times S^1 : u(z) = \gamma(s)\}
\]

is a smooth 4-dimensional manifold with boundary. Further, the manifold \( M \) is a smooth 4-dimensional manifold with boundary. We shall henceforth use the notation \( m \) because every term in the sum appears an even number of times. This proves part \( \text{i)} \) of Proposition 2.4. We shall henceforth use the notation \( m_0(E)(p) \) as in Definition 2.2.

We now move on to proving part \( \text{ii)} \). Let \( \gamma \in \mathcal{J}_{\text{reg}}(L|\gamma) \) and \( \text{let } \gamma \in \mathcal{J}_{\text{reg}}(L|\gamma) \) such that for every \( J \in \mathcal{J}_{\text{reg}}(L|\gamma) \), the loop \( \gamma \) embeds continuously in \( \mathcal{C} \). Then by applying Lemma 2.5 to \( \nu_i \), we obtain that

\[
\partial \mathcal{M}_{0,1}(\gamma, 2, L; J) = \{0 \} \times \mathcal{M}_{0,1}(p, 2, L; J) \bigcup \{1 \} \times \mathcal{M}_{0,1}(q, 2, L; J).
\]

Thus again the elements of \( \mathcal{M}_{0,1}(p, 2, L; J) \bigcup \mathcal{M}_{0,1}(q, 2, L; J) \) are naturally paired up as endpoints of intervals. Let \( N \) be the number of such intervals and choose parametrisations \( \tilde{\nu}_1, \ldots, \tilde{\nu}_N : [0, 1] \to \mathcal{M}_{0,1}(\gamma, 2, L; J) \) and corresponding lifts \( \nu_1, \ldots, \nu_N : [0, 1] \to \mathcal{M}_{0,1}(\gamma, 2, L; J) \) with \( \nu_i(s) = (t^i(s), u^i, z_i^i) \) such that \( t^i(0) \leq t^i(1) \) \( \forall \iota \) (recall \( t^i(0), t^i(1) \in \{0, 1\} \)). Since \( \mathcal{M}_{0,1}(\gamma, 2, L; J) \) embeds continuously in \( \mathcal{C} \), then by applying Lemma 2.5 to \( \nu_i \), we obtain that

\[
P_{\partial u^i} = P_{\delta_{\nu_i(1)}} \quad \text{for all } 1 \leq i \leq N.
\]

Let \( N_1, N_2 \in \{1, \ldots, N + 1\} \) be such that \( t^i(0) = 0, t^i(1) = 0 \) for all \( 1 \leq i \leq N_1 - 1, t^i(0) = 0, t^i(1) = 1 \) for all \( N_1 \leq i \leq N_2 - 1 \) and \( t^i(0) = 1, t^i(1) = 1 \) for all \( N_2 \leq i \leq N \). Note then that if \( 1 \leq i \leq N_1 - 1 \), the loop \( \delta_{\nu_i(1)} \) is based at \( p \) and lies in the homotopy class \( \partial u^1 \in \pi_1(L, p) \); if \( N_1 \leq i \leq N_2 - 1 \), then \( \delta_{\nu_i(1)} \) is again based at \( p \) and lies in the class \( \gamma \cdot \partial u^1 \in \pi_1(L, p) \); if \( N_2 \leq i \leq N \), then \( \delta_{\nu_i(1)} \) is based at \( q \) and lies in the class \( \partial u^1 \in \pi_1(L, q) \). We thus have

\[
m_0(E)(p) + P_{\gamma}^{-1} \circ m_0(E)(q) \circ P_{\gamma} = \sum_{i=1}^{N_1-1} \left( P_{\partial u^i} + P_{\partial u^i_0} \right) + \sum_{i=N_1}^{N_2-1} P_{\partial u^i_0} + \sum_{i=N_1}^{N_2-1} \left( P_{\partial u^i} + P_{\partial u^i_1} \right) \circ P_{\gamma} - \sum_{i=N_1}^{N_2-1} \left( P_{\partial u^i} + P_{\delta_{\nu_i(1)}} \right) \circ P_{\gamma} = 0 + \sum_{i=N_1}^{N_2-1} \left( P_{\partial u^i} + P_{\delta_{\nu_i(1)}} \right) + P_{\gamma}^{-1} \circ 0 \circ P_{\gamma} = 0.
\]

This concludes the proof of part \( \text{ii)} \) of Proposition 2.4.

Finally, part \( \text{iii)} \) is an easy consequence of \( \text{ii)} \). Indeed, we know that we are free to choose \( J \in \mathcal{J}_{\text{reg}}(L|p) \) to compute \( m_0(E)(p) \) and \( J' \in \mathcal{J}_{\text{reg}}(\psi(L)|\psi(p)) \) to compute \( m_0(\psi_*(E))(\psi(p)) \). So let \( J \) be any element of \( \mathcal{J}_{\text{reg}}(L|p) \) and set \( J' = \psi_*(J) \). Then, almost tautologically, we have that \( J' \in \mathcal{J}_{\text{reg}}(\psi(L)|\psi(p)) \) (compatibility with \( \omega \) is ensured by the fact the \( \psi \) is a symplectomorphism). It is then clear that \( m_0(\psi(p), \psi_*, E; \psi_*, J) = m_0(p, E; J) \) and this completes the proof of Proposition 2.3. \( \square \)
2.3 Definition, Obstruction and Invariance

Let us now move on to defining the Floer cohomology groups \( HF^*((L^0, E^0), (L^1, E^1)) \) and seeing what role the obstruction section plays. First we recall some basics of Floer theory. Let \((M, \omega)\) be closed, symplectic manifold and let \(L^0, L^1\) be two compact Lagrangian submanifolds. Let us also assume for now that \(L^0\) and \(L^1\) intersect transversely. In fact, it is more natural to remove this assumption and instead consider a regular Hamiltonian \(H\) for the pair \((L^0, L^1)\) as part of the data. This is, by definition, a smooth function \(H: [0, 1] \times M \to \mathbb{R}\) whose Hamiltonian flow \(\psi_t: [0, 1] \times M \to M\) satisfies \(\psi_t(L^0) \cap L^1\). Then one can replace \(L^0\) by \(\psi_t(L^0)\) and conduct the same argument. We come back to this point of view in point 3 of Remark 2.14 and in subsequent sections. For now, however, we keep this transversality assumption. Letting \(E^0 \to L^0\) and \(E^1 \to L^1\) be local systems, we then make the following definition.

**Definition 2.7.** The Floer cochain groups of \(L^0\) and \(L^1\) with coefficients in the local systems \(E^0\) and \(E^1\) are defined to be

\[
\text{CF}^*((L^0, E^0), (L^1, E^1)) := \bigoplus_{p \in L^0 \cap L^1} \text{Hom}_{E^0}(E^0_p, E^1_p)
\]

Where no confusion can arise we will drop \(L^0\) and \(L^1\) from the notation and just write \(\text{CF}^*(E^0, E^1)\). Let us now briefly recall the construction of the Floer differential on these groups. To define it one needs one more piece of extra data, namely a family of almost complex structures \(J \in C^\infty([0, 1], J(M, \omega))\). In this setting one considers strips, i.e. smooth maps \(u: \mathbb{R} \times [0, 1] \to M\) (the subscripts denote coordinates on the respective domain components) which are \(J\)-holomorphic, i.e. they again satisfy the Cauchy-Riemann equation (rewritten here with respect to the global conformal coordinates \((s, t)\) on \(\mathbb{R} \times [0, 1]\)):

\[
\mathcal{J}_J(u) := \partial_s u + J_t(u) \partial_t u = 0
\]

and are subject to the boundary constraints \(u(s, j) \in L^j\) for \(j \in \{0, 1\}\) and all \(s \in \mathbb{R}\). The energy of such a map is defined to be

\[
E(u) := \int_0^1 \int_0^1 ||\partial_s u||_{	ext{g}_{J(t)}}^2 dt ds.
\]

Note in particular that \(E(u) = 0\) if and only if \(u\) is a constant map. Floer showed in [Flo88b] that the condition \(E(u) < \infty\) is equivalent to the existence of intersection points \(p, q \in L^0 \cap L^1\) such that \(\lim_{s \to -\infty} u(s, t) = p\) and \(\lim_{s \to +\infty} u(s, t) = q\) for all \(t \in [0, 1]\). Thus we have a partition of the set

\[
\hat{M}(L^0, L^1; J) := \{u: \mathbb{R} \times [0, 1] \to M : \mathcal{J}_J(u) = 0, u(s, j) \in L^j \forall s \in \mathbb{R}, j \in \{0, 1\}, E(u) < \infty\}
\]

into the sets

\[
\hat{M}(p, q; J) := \{u: \mathbb{R} \times [0, 1] \to M : \mathcal{J}_J(u) = 0, u(s, j) \in L^j \forall s \in \mathbb{R}, j \in \{0, 1\},
\]

\[
\lim_{s \to -\infty} u(s, t) = p \quad \lim_{s \to +\infty} u(s, t) = q.
\]

In particular any \(u \in \hat{M}(L^0, L^1; J)\) has a unique continuous extension to the domain \([-\infty, +\infty] \times [0, 1]\) which defines a class \([u]\) in \(\pi_2(M, L^0 \cup L^1)\). Thus we have a further partition of each set \(\hat{M}(p, q; J)\) into sets \(\hat{M}^A(p, q; J) = \{u \in \hat{M}(p, q; J) : [u] = A \in \pi_2(M, L^0 \cup L^1)\}\). A coarser

---

2 Defined by the ODE \(\dot{\psi}_t = X_t \circ \psi_t\), where \(i_{X_t} \omega = -dH_t\) and the initial condition \(\psi_0 = \text{Id}\).
partition is provided by the sets $M(p, q, k; J) := \bigcup_{l(p, \mu) = k} M_A(p, q; J)$, where $\mu$ here denotes the Maslov-Viterbo index of a strip (see [Vit87] or [Flo88a, equation (2.6)] for the definition). This index depends only on the homotopy class of $u$ relative to $\{p, q\}$.

Note that since $E(u) = \int_{[0, 1]} u^*\omega$, energy is constant on the sets $M(p, q; J)$ (although a priori not on $M(p, q, k; J)$). Note also that since equation (5) is translation invariant in the variable $s$, there is a natural $\mathbb{R}$-action on $M(L^0, L^1; J)$ preserving the sets $M_A(p, q; J)$.

Dividing by this action, we set $M(L^0, L^1; J) := \tilde{M}(L^0, L^1; J)/\mathbb{R}$, $M(p, q; J) := \tilde{M}(p, q; J)/\mathbb{R}$, $M_A(p, q; J) := \tilde{M}(p, q; J)/\mathbb{R}$, $M(p, q, k; J) := \tilde{M}(p, q, k; J)/\mathbb{R}$.

One then has the following theorem of Floer:

**Theorem 2.8. ([Flo88a])** Let $L^0, L^1$ be two Lagrangian submanifolds, intersecting transversely at the points $p, q$. Then there exists a Baire subset $J_{reg}^0(p, q) \subseteq C^\infty([0, 1], J(M, \omega))$ such that for every $J \in J_{reg}^0(p, q)$ the set $\tilde{M}(p, q; J)$ has locally the structure of a smooth manifold whose dimension near $u \in \tilde{M}(p, q; J)$ equals $\mu(u)$.

In particular then note that $M(p, q, 1; J)$ is just a union of points. In order to make the theory work we now need to impose the monotonicity assumption. From now on, $(M, \omega)$ will be a closed monotone symplectic manifold and $(L^0, L^1)$ a monotone pair of Lagrangians. The next theorem of Oh relies heavily on these assumptions and makes the definition of the Floer differential possible.

**Theorem 2.9. ([Oh93])** If $L^0$ and $L^1$ are two monotone Lagrangians intersecting transversely at the points $p, q \in L^0 \cap L^1$ then there exists a Baire subset $J_{reg}^\infty(p, q) \subseteq J_{reg}^0(p, q)$ such that for each $J \in J_{reg}^\infty(p, q)$ the set $\tilde{M}(p, q; J)$ is a finite set for every class $A \in \pi_2(M, L^0 \cup L^1)$ with $\mu(A) = 1$. Further, if the pair $(L^0, L^1)$ is monotone, then $M(p, q, 1; J)$ is also a finite union of points, i.e. there are only finitely many classes $A \in \pi_2(M, L^0 \cup L^1)$ with $\mu(A) = 1$ and $M_A(p, q; J) \neq \emptyset$.

We are now ready to define a candidate differential on our cochain groups $CF^*((L^0, E^0), (L^1, E^1))$. For every $u \in M(p, q; J)$ and $j \in \{0, 1\}$ we write $\gamma^j_\omega : [-\infty, +\infty] \rightarrow L^1$ for the paths $\gamma^j_\omega(s) = u((-1)^j, s, j)$ with $\gamma^0_\omega(-\infty) = p = \gamma^1_\omega(+\infty)$ and $\gamma^0_\omega(+\infty) = q = \gamma^1_\omega(-\infty)$.

**Definition 2.10.** We define a map $d^j : CF^*(E^0, E^1) \rightarrow CF^*(E^0, E^1)$ as follows. For all intersection points $q \in L^0 \cap L^1$ and all linear maps $\alpha \in \text{Hom}_F(E_q^0, E_q^1)$

$$d^j \alpha := \sum_{p \in L^0 \cap L^1} \sum_{u \in M(p, q; 1; J)} P_{\gamma^1} \circ \alpha \circ P_{\gamma^0}.$$

**Remark 2.11.** Note that in the above definition we are assuming that the time-dependent $\omega$-compatible almost complex structure $J$ is chosen generically enough so that the above sum is in fact finite. In light of Theorem 2.9 this amounts to asking that $J \in \bigcap_{p, q \in L^0 \cap L^1} J_{reg}^\infty(p, q)$ which is again a Baire subset of $C^\infty([0, 1], J(M, \omega))$ since $L^0$ and $L^1$ are assumed to intersect transversely and thus in a finite number of points.

We finally come to the definition of Floer cohomology for a monotone pair $((L^0, E^0), (L^1, E^1))$ of Lagrangians, equipped with $\mathbb{F}_2$-local systems.

**Definition 2.12.** Let $d^j$ be as above and assume $(d^j)^2 = 0$. Then the Floer cohomology of $L^0$ and $L^1$ with coefficients in the local systems $E^0$ and $E^1$ is defined to be $HF^*((L^0, E^0), (L^1, E^1)) := H^*(CF^*(E^0, E^1); d^j)$. 
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Again we shall use $HF^*(E^0, E^1)$ as a shorthand. The notation in Definition 2.12 makes sense as long as these cohomology groups are invariant under changes of $J$. This is a well-known fact if the local systems are assumed trivial. We shall see that the same proofs apply to our case just as well. Essentially the only interesting phenomenon which enters the picture is that the obstruction sections $m_0(E^0)$ and $m_0(E^1)$. To make these statements precise we package them in the following theorem, consisting mainly of well-known facts:

**Theorem 2.13.** Let $(M, \omega)$ be a monotone symplectic manifold and let $(L^0, L^1)$ be a monotone pair of closed Lagrangian submanifolds with $N_L \geq 2$ for $j \in \{0, 1\}$, equipped with $\mathbb{F}_2$-local systems $E^j \to L^j$. There exists a Baire subset $\mathcal{J}_{reg}(L^0, L^1) \subseteq C^\infty([0,1], \mathcal{J}(M, \omega))$ of time-dependent $\omega$-compatible almost complex structures such that:

A) For all $J \in \mathcal{J}_{reg}(L^0, L^1)$

i) (well-defined) the map $d^J$ is well-defined;

ii) (obstruction) the map $d^J$ satisfies $(d^J)^2 = 0$ if and only if for some (and hence every) intersection point $p \in L^0 \cap L^1$ and every linear map $\alpha \in \text{Hom}_{\mathbb{F}_2}(E^0_p, E^1_p)$ one has

$$\alpha \circ m_0(E^0)(p) + m_0(E^1)(p) \circ \alpha = 0; \quad (6)$$

B) (invariance) Let $H: [0,1] \times M \to \mathbb{R}$ be a (time-dependent) Hamiltonian and $\psi_1: M \to M$ be its corresponding flow. Suppose that $\psi_1(L^0) \cap L^1$ and let $J \in \mathcal{J}_{reg}(L^0, L^1)$, $J' \in \mathcal{J}_{reg}(\psi_1(L^0), L^1)$. Then one has:

i) $(d^J)^2 = 0 \in \text{End}(CF^*((\psi_1(L^0), (\psi_1), E^0), (L^1, E^1)))$ if and only if $(d^{J'})^2 = 0 \in \text{End}(CF^*((L^0, E^0), (L^1, E^1))).$

ii) in the case when $(d^J)^2 = 0$, there exists an isomorphism

$$\Psi^H: HF^*((\psi_1(L^0), (\psi_1), E^0), (L^1, E^1); d^J) \to HF^*((L^0, E^0), (L^1, E^1); d^J).$$

In particular, the isomorphism type of $HF^*((L^0, E^0), (L^1, E^1))$ does not depend on the choice of $J \in \mathcal{J}_{reg}(L^0, L^1)$.

A few comments are now in order, which we list in the following remark.

**Remark 2.14.**

1. Since the obstruction criterion in Aii) is independent of choice of almost complex structure $J$, we can and do extend Definition 2.12 by setting $HF^*((L^0, E^0), (L^1, E^1)) = 0$ in the case when equation (6) is not satisfied. We will however still say that Floer cohomology is not well-defined in this case.

2. By part B), it is clear that if $HF^*((L^0, E^0), (L^1, E^1)) \neq 0$ for some local systems $E^0, E^1$ then, for every Hamiltonian diffeomorphism $\psi$, one has $\psi(L^0) \cap L^1 \neq \emptyset$, i.e. $L^0$ and $L^1$ cannot be displaced by a Hamiltonian isotopy.

3. To rephrase part B), it is useful to adopt a slightly different point of view on the complex $(CF^*((L^0, E^0), (L^1, E^1)), d^J)$ (by abuse of terminology we shall call this a complex even though a priori we don’t have $(d^J)^2 = 0$). Let $(L^0, L^1)$ be a monotone pair of Lagrangians (not necessarily intersecting transversely, in particular we allow $L^0 = L^1$). A regular Floer datum for $(L^0, L^1)$, as defined in Sei08, is a pair $(H, J)$, where $H: [0,1] \times M \to \mathbb{R}$ is a
regular Hamiltonian for \((L^0, L^1)\) (recall that this just means that its Hamiltonian flow \(\psi_t\) satisfies \(\psi_t(L^0) \cap L^1\) and \(J\) is an element of \(\mathcal{J}_{reg}(\psi_1(L^0), L^1)\), the Baire set of almost complex structures, whose existence is asserted by Theorem \ref{thm:existence}). Then to any regular Floer datum \((H, J)\) for \((L^0, L^1)\) one can associate the complex

\[ CF^*((L^0, E^0), (L^1, E^1); H, J) := CF^*((\psi_1(L^0), (\psi_1)_* E^0), (L^1, E^1); d''). \]

From this point of view, part \([\text{B}]\) of Theorem \ref{thm:existence} states that the well-definedness and isomorphism type of the cohomology of \(CF^*((L^0, E^0), (L^1, E^1); H, J)\) is independent of the choice of regular Floer data. In fact (although this is not obvious from the statement of the above theorem), there is even a canonical choice of isomorphism

\[ H^*(CF^*((L^0, E^0), (L^1, E^1); H, J)) \cong H^*(CF^*((L^0, E^0), (L^1, E^1); H', J')) \]

for any two choices of regular Floer data \((H, J)\) and \((H', J')\) (see \cite{ADE14} Proposition 11.2.8) for the analogous statement in Hamiltonian Floer homology). In particular, the following definition makes sense:

**Definition 2.15:** Let \(L \subseteq (M, \omega)\) be a closed monotone Lagrangian submanifold with \(N_L \geq 2\), equipped with a pair of \(\mathbb{F}_2\)-local systems \(E^0, E^1\). Assume that there exists \(p \in L\) such that

\[ \alpha \circ m_0(E^0)(p) + m_0(E^1)(p) \circ \alpha = 0 \quad \forall \alpha \in \text{Hom}_{\mathbb{F}_2}(E^0_p, E^1_p). \] (7)

We then define

\[ HF^*(E^0, E^1) := H^*(CF^*((L, E^0), (L, E^1); H, J)), \]

for some regular Floer datum \((H, J)\).

One can view the complex \(CF^*((L^0, E^0), (L^1, E^1); H, J)\) in yet another way. Note that each of its generators \(q \in \psi_1(L^0) \cap L^1\) corresponds to a Hamiltonian chord

\[ x_q: [0, 1] \to M, \quad x_q(t) = \psi_1((\psi_1)^{-1}(q)) \]

with endpoints on \(L^0\) and \(L^1\). Let us write \(\mathcal{X}_H(L^0, L^1)\) for the set of Hamiltonian chords as above. One can then rewrite the Floer chain complex as

\[ CF^*((L^0, E^0), (L^1, E^1); H, J) = \bigoplus_{x \in \mathcal{X}_H(L^0, L^1)} \text{Hom}_{\mathbb{F}_2}(E^0_{x(0)}, E^1_{x(1)}). \]

For any two intersection points \(p, q \in \psi_1(L^0) \cap L^1\) one can further replace the moduli spaces \(\tilde{\mathcal{M}}(p, q; J)\) by a moduli space of *Floer trajectories* \(v: \mathbb{R} \times [0, 1] \to M\), satisfying

- \(v(s, j) \in L^j\) for \(s \in \mathbb{R}\) and \(j \in \{0, 1\}\),
- \(\lim_{s \to -\infty} v(s, t) = x_p(t)\) and \(\lim_{s \to +\infty} v(s, t) = x_q(t)\) uniformly in \(t\)
- the Floer equation

\[ \partial_s v + ((\psi_1)^* J_t) (\partial_t v - X_t(v)) = 0, \] (8)

where \(X_t\) is the Hamiltonian vector field of \(H\).
A bijective correspondence between the two moduli spaces is given by associating to every \( u \in \mathcal{M}(p, q; J) \), the map \( v(s, t) = \psi_t(\psi_1^{-1}(u(s, t))) \). Each Floer trajectory \( v \) gives rise to paths \( \gamma^0_1(s) = v(s, 0) \) and \( \gamma^1_1(s) = v(-s, 1) \) and using parallel transport maps along these, one obtains an alternative description of the differential on the complex \( CF^*((L^0, E^0), (L^1, E^1); H, J) \). We will adopt this point of view after the end of Section 2.13 as it makes the constructions of the monotone Fukaya category easier to describe (see section 3 below).

4. Note further, that in the special case when also \( E^0 = E^1 \), equation (7) says that the cohomology of \( CF^*((L, E), (L, E)) \) is well-defined if and only if \( m_0(E) \) is a scalar operator. Since we are working over \( \mathbb{F}_2 \), this means \( m_0(E) \in \{0, \text{Id}\} \). Observe that this condition is always satisfied when \( E \) has rank 1; in that context the construction is very well known and widely used, especially in topics related to mirror symmetry.

On the other hand, condition (7) is not guaranteed to be satisfied when the local systems have higher rank or when \( E^0 \neq E^1 \). This is precisely the point exploited by Damian in [Dam12] to obtain restrictions on monotone Lagrangian submanifolds of \( \mathbb{C}^n \).

For the remaining part of this section we will give sketch proofs of the different parts of Theorem 2.13. As mentioned above, for all statements apart from \( \text{All} \) one only needs to translate classical results to our setting with local coefficients. We shall give the needed references and indicate how to insert local coefficients in the respective arguments.

Note first that according to Remark 2.11, to prove part \( \text{All} \) it suffices that we set \( J_{reg}(L^0, L^1) := \bigcap_{p, q \in L^0 \cap L^1} J_{reg}^0(p, q) \). In order for \( \text{All} \) to hold, however, we will need to possibly shrink \( J_{reg}(L^0, L^1) \) to a slightly smaller subset. Let us first introduce some more notation.

For two Lagrangians \( L^0 \) and \( L^1 \) which intersect transversely we set:

- for every pair of intersection points \( r, q \in L^0 \cap L^1 \) we set
  \[
  B(r, q; J) := \bigcup_{p \in L^0 \cap L^1} \mathcal{M}(p, r, 1; J) \times \mathcal{M}(p, q, 1; J);
  \]

- for every intersection point \( q \in L^0 \cap L^1 \) we set
  \[
  B(q; J) := \mathcal{M}_0(1, 2, L^0; J_0) \cup \mathcal{M}_0(1, 2, L^1; J_1) \cup B(q, q; J);
  \]

- for any pair of distinct intersection points \( r, q \in L^0 \cap L^1 \) we set
  \[
  \overline{\mathcal{M}}(r, q, 2; J) := \mathcal{M}(r, q, 2; J) \cup B(r, q; J);
  \]

- for any single intersection point \( q \in L^0 \cap L^1 \) and we set
  \[
  \overline{\mathcal{M}}(q, q, 2; J) := \mathcal{M}(q, q, 2; J) \cup B(q; J).
  \]

With these notions in place, Gromov compactness and gluing for moduli spaces of strips yield the following:

**Theorem 2.16.** ([Oh93]) Let \((L^0, L^1)\) be a monotone pair of Lagrangians, which intersect transversely in \( M \). Then for every pair of intersection points \( r, q \in L^0 \cap L^1 \) (not necessarily distinct) there exists a Baire subset \( J_{reg}^0(r, q) \subseteq J_{reg}^0(r, q) \) such that for every \( J \in J_{reg}^1(r, q) \) one has \( J_0 \in J_{reg}(L^0\{r, q\}) \), \( J_1 \in J_{reg}(L^1\{r, q\}) \) and the set \( \partial \mathcal{M}(r, q, 2; J) \) has the structure of a compact 1-dimensional manifold with boundary. Further \( \partial \mathcal{M}(r, q, 2; J) = B(r, q; J) \) when \( r \neq q \) and \( \partial \mathcal{M}(q, q, 2; J) = B(q; J) \).
We now set \( J_{reg}(L^0, L^1) := \bigcap_{r,q \in L^0 \cap L^1} J^1_{reg}(r, q) \). The proof of part (2) is then confined to the following proposition:

**Proposition 2.17.** Let \( J \in J_{reg}(L^0, L^1) \). Then \((d^j)^2 = 0\) if and only if for all intersection points \( q \in L^0 \cap L^1 \) and all maps \( \alpha \in \text{Hom}_F(E^0_q, E^1_q) \) we have

\[
\alpha \circ m_0(q, E^0_q; J_0) + m_0(q, E^1_q; J_1) \circ \alpha = 0. \tag{9}
\]

**Proof.** We have:

\[
(d^j)^2 \alpha = \sum_{r \in L^0 \cap L^1} \left[ \sum_{p \in L^0 \cap L^1} \sum_{u \in \mathcal{M}(r, p; 1; J)} P_{\gamma_0^1 \gamma_0^1} \circ \alpha \circ P_{\gamma_0^1 \gamma_0^1}, \right],
\]

where the dot denotes concatenation of paths. Thus, for every intersection point \( r \) the corresponding element in \( \text{Hom}_F(E^0_q, E^1_q) \) appearing in \((d^j)^2 \alpha\) can be rewritten as

\[
\langle (d^j)^2 \alpha, r \rangle := \sum_{\sigma \in B(r, q; J)} P_{\gamma^1_{\sigma}} \circ \alpha \circ P_{\gamma^1_{\sigma}}, \tag{10}
\]

where for \( \sigma = (u, v) \in B(r, q; J) \) we define \( \gamma_0^1 := \gamma_0^1 \cdot 1 \cdot \gamma_0^1 \) and \( \gamma_1^1 := 1 \cdot \gamma_1^1 \cdot 1 \). One now observes that whenever \( r \neq q \) we have that the elements in \( B(r, q; J) \) are naturally paired-up as opposite ends of the closed intervals which are the connected components of the compactified 1-dimensional moduli space \( \overline{\mathcal{M}}(r, q, 2; J) \). Let \( \{ \sigma, \sigma' \} \subseteq B(r, q; J) \) be such a pair. It follows (see e.g. \cite{Dam07}, Lemma 3.16) that \( \gamma_0^1 = \gamma_0^1 \in \Pi_1 L^0(q, r) \) and \( \gamma_1^1 = \gamma_1^1 \in \Pi_1 L^1(q, r) \). Thus we have the identity

\[
P_{\gamma^1_{\sigma}} \circ \alpha \circ P_{\gamma^1_{\sigma}} = P_{\gamma^1_{\sigma'}} \circ \alpha \circ P_{\gamma^1_{\sigma'}}.
\]

Since all isolated broken strips \((u, v)\) from \( r \) to \( q \) come in such pairs, every summand in the right-hand side of (10) appears twice, yielding \( \langle (d^j)^2 \alpha, r \rangle = 0 \).

We now consider the case when \( r = q \). In that case the boundary of the Gromov compactification \( \overline{\mathcal{M}}(q, q; J) \) is \( B(q; J) \). For elements \( \sigma \in B(q; J) \setminus B(q, q; J) \) we set \( \gamma_0^1 = \partial u, \gamma_1^1 = q \), if \( \sigma = u \in \mathcal{M}_{0,1}(q, 2, L^0; J_0) \) and \( \gamma_0^1 \equiv q, \gamma_1^1 = \partial u \), if \( \sigma = u \in \mathcal{M}_{0,1}(q, 2, L^1; J_1) \). Again the elements of \( B(q; J) \) are paired-up as end points of closed intervals and when \( \{ \sigma, \sigma' \} \) is such a pair, we have \( \gamma_0^1 = \gamma_0^1 \in \Pi_1 L^0(q, q) \), hence

\[
P_{\gamma^1_{\sigma}} \circ \alpha \circ P_{\gamma^1_{\sigma}} = P_{\gamma^1_{\sigma'}} \circ \alpha \circ P_{\gamma^1_{\sigma'}}.
\]

Thus \( \sum_{\sigma \in B(q; J)} P_{\gamma^1_{\sigma}} \circ \alpha \circ P_{\gamma^1_{\sigma}} = 0 \), again since every summand appears twice. Expanding the left-hand side yields

\[
\sum_{\sigma \in B(q; J)} P_{\gamma^1_{\sigma}} \circ \alpha \circ P_{\gamma^1_{\sigma}} + \sum_{u \in \mathcal{M}_{0,1}(q, 2, L^0; J_0)} \alpha \circ P_{\partial u} + \sum_{u \in \mathcal{M}_{0,1}(q, 2, L^1; J_1)} P_{\partial u} \circ \alpha = 0.
\]

This can be rewritten as

\[
\langle (d^j)^2 \alpha, q \rangle + \alpha \circ m_0(q, E^0_q; J_0) + m_0(q, E^1_q; J_1) \circ \alpha = 0,
\]

which proves the proposition. \( \square \)
We now move on to part [B] of Theorem 2.13. To show part [Bi] let $p \in L^0 \cap L^1$, $q \in \psi_1(L^0) \cap L^1$. Further, let $\gamma : [0,1] \to L^0$, $\delta : [0,1] \to L^1$ be any paths with $\gamma(0) = \delta(0) = p$, $\gamma(1) = \psi_1^{-1}(q)$, $\delta(1) = q$. From Proposition 2.4(iii) we have

$$m_0(E^0)(p) = P_{\gamma}^{-1} \circ m_0(E^0)(\psi_1^{-1}(q)) \circ P_{\gamma}$$
$$m_0(E^1)(p) = P_{\delta}^{-1} \circ m_0(E^1)(q) \circ P_{\delta}.$$  

Then by Proposition 2.4(iii) we have that for every $\beta \in \text{Hom}_{\mathbb{Z}_2}(((\psi_1)_*E^0)_q, E^1_1)$:

$$\beta \circ m_0((\psi_1)_*E^0)(q) + m_0(E^1)(q) \circ \beta = \beta \circ m_0(E^0)(\psi_1^{-1}(q)) + m_0(E^1)(q) \circ \beta$$

$$= P_{\delta} \circ (\alpha \circ m_0(E^0)(p) + m_0(E^1)(p) \circ \alpha) \circ P_{\gamma}^{-1},$$

where $\alpha = P_{\delta}^{-1} \circ \beta \circ P_{\gamma} \in \text{Hom}_{\mathbb{Z}_2}(E^0_p, E^1_p)$. From this it immediately follows that the cohomology $HF((\psi_1(L^0), (\psi_1)_*E^0), (L^1, E^1))$ is well-defined if and only if $HF((L^0, E^0), (L^1, E^1))$ is well-defined.

The proof of part [Bi] is standard and is based on Floer’s original idea of continuation maps. It is best seen from the point of view of the complex $CF^*((L^0, E^0), (L^1, E^1); H, J)$, generated by linear maps between fibres of the local systems over start and end points of Hamiltonian chords. One studies strips which satisfy a version of the Floer equation (8) which is not translation-invariant. The condition $N_{L^0} \geq 2$ is used here to establish compactness for moduli spaces of such maps of index 0 and 1. The boundaries of these strips can be used to define parallel transport maps. Using these, one constructs chain maps

$$\Psi^{H,J}_{H',J'} : CF^*((L^0, E^0), (L^1, E^1); H, J) \to CF^*((L^0, E^0), (L^1, E^1); H', J')$$

which are then shown to be homotopy equivalences. Since the proof does not depend in any way on the rank and/or triviality of the local systems we refer the reader to [Oh93] Theorem 5.1. (see also [ADE14] Chapter 11 for a detailed description of the same argument for Hamiltonian Floer homology).

### 2.4 The Pearl Complex and the Obstruction Revisited

We now recall an alternative approach to calculating self-Floer cohomology of a single monotone Lagrangian, namely Biran and Cornea’s pearl complex (see [BC08] for an extensive account of this theory or [BC07b] for the full details). This is precisely the machinery we shall use in section 4 for computations related to the Chiang Lagrangian. In this section we explain how to adapt this theory to incorporate local coefficients. Let $L \subseteq (M, \omega)$ be a closed monotone Lagrangian submanifold with minimal Maslov number $N_L \geq 2$. Further, let $L$ be equipped with a pair of $\mathbb{F}_2$-local systems $E^0, E^1$. Choose a Morse function $f : L \to \mathbb{R}$ and a Riemannian metric $g$, such that $\mathcal{F} = (f, g)$ is a Morse-Smale pair. We shall refer to $\mathcal{F}$ as a Morse datum. The cochain groups in this case are given by:

$$C^*_J(E^0, E^1) = \bigoplus_{x \in \text{Crit}(f)} \text{Hom}_{\mathbb{F}_2}(E^0_x, E^1_x).$$

To define the appropriate candidate differential one chooses a time-independent $\omega$-compatible almost complex structure $J \in \mathcal{J}(M, \omega)$. Then one considers the following moduli spaces of pearly trajectories.

---
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Definition 2.18. For any pair of critical points \( y, x \in \text{Crit}(f) \) a parametrised pearly trajectory from \( y \) to \( x \) is defined to be a configuration \( u = (u_1, \ldots, u_r) \) of \( J \)-holomorphic discs

\[
u_{\ell} : (D, \partial D) \to (M, L), \quad du_{\ell} + J \circ du_{\ell} \circ i = 0,
\]

such that if \( \phi : \mathbb{R} \times L \to L \) denotes the negative gradient flow of \( f \) with respect to the metric \( g \), then there exist elements \( \{t_1, \ldots, t_{r-1}\} \subseteq (0, \infty) \) such that

1. \( \lim_{t \to -\infty} \phi_t(u_1(-1)) = y; \)
2. for all \( 1 \leq \ell \leq r-1 \), \( \phi_t(u_\ell(1)) = u_{\ell+1}(-1); \)
3. \( \lim_{t \to +\infty} \phi_t(u_r(1)) = x. \)

The relevant moduli spaces now are:

- For any vector \( \mathbf{A} = (A_1, \ldots, A_r) \in (H_2(M, L) \setminus 0)^r \) we denote by \( \overline{P}(y, x; \mathbf{A}; J) \) the set of all parametrised pearly trajectories \( u = (u_1, \ldots, u_r) \) such that \([u_i] = A_i\) for all \( 1 \leq i \leq r\);

- For any positive integer \( k \) we define

\[
\overline{P}(y, x, kN_L; J) := \bigcup_{\mu(\mathbf{A}) = kN_L} \overline{P}(y, x; \mathbf{A}; J),
\]

where the length \( r \) of the vector \( \mathbf{A} \) is allowed to vary and \( \mu(\mathbf{A}) := \sum_{i=1}^{r} \mu(A_i) \).

- We impose the following equivalence relation on \( r \)-tuples of \( J \)-holomorphic discs (for varying \( r \)): \( u = (u_1, u_2, \ldots, u_r) \sim u' = (u'_1, u'_2, \ldots, u'_r) \) if and only if \( r = r' \) and there exist elements \( \sigma_\ell \in G_{r-1,1} := \{g \in \text{PSL}(2, \mathbb{R}) : g(-1) = -1, g(1) = 1\} \) such that \( u_{\ell} \circ \sigma_\ell = u'_\ell \). We now set

\[
P(y, x; \mathbf{A}; J) := \overline{P}(y, x; \mathbf{A}; J)/\sim
\]

\[
P(y, x, kN_L; J) := \overline{P}(y, x, kN_L; J)/\sim
\]

These definitions extend naturally to the case when \( \mathbf{A} \) is the empty vector, in which case one defines \( \mathcal{P}(y, x, 0; J) = \mathcal{P}(y, x, 0; F, J) \) to be the space of unparametrised negative gradient trajectories of \( f \) connecting \( y \) to \( x \).

- We also declare the following to be standing notation:

\[
\delta(y, x, \mathbf{A}) := \text{ind } y - \text{ind } x + \mu(\mathbf{A}) - 1,
\]

\[
\delta(y, x, kN_L) := \text{ind } y - \text{ind } x + kN_L - 1.
\]

These moduli spaces of pearly trajectories have natural descriptions as pre-images of certain submanifolds of products of \( L \) under suitable evaluation maps and are thus endowed with a topology. That is, given a vector \( \mathbf{A} \neq 0 \) as above, one considers the map

\[
ev_{\mathbf{A}} : \mathcal{M}^{A_1}(L; J) \times \cdots \times \mathcal{M}^{A_r}(L; J) \to L^{2r},
\]

\[
ev_{\mathbf{A}}(u_1, \ldots, u_r) := (u_1(-1), u_1(1), u_2(-1), u_2(1), \ldots, u_r(-1), u_r(1)).
\]
Then, putting \( Q := \{ (x, \phi_t(x)) \in L \times L : t > 0, \ x \in L \setminus \text{Crit}(f) \} \), we have that
\[
\tilde{P}(y, x, A; F, J) = \text{ev}_A^{-1}(W^u(y) \times Q^r \times W^a(x)).
\]
Note that from this and our discussion about dimensions of moduli spaces of discs in Section 2.2, it follows that the expected dimension of the space \( \mathcal{P}(y, x, A; F, J) \) is \( \delta(y, x, A) \).

Following [BC07b], one can also use these descriptions to exhibit \( \mathcal{P}(y, x, A; F, J) \) as a topological subspace of the much larger space \( \mathcal{L} \), defined as follows. Let \( \mathcal{P}_L \) denote the space of continuous paths \( \mathcal{L} := \{ [0, b] \to L : b \geq 0 \} \) (with the compact-open topology) and let \( \mathcal{P}_F \subseteq \mathcal{P}_L \) denote the subspace consisting of paths which parametrise negative gradient flowlines of \( f \) in the unique way such that \( f(\gamma(t)) = f(\gamma(0)) - t \).

Then \( \mathcal{P}(y, x, A; F, J) \) embeds continuously into the space
\[
\mathcal{L} := \mathcal{P}_F \times \tilde{\mathcal{M}}^A(L; J)/\Gamma_{-1,1} \times \mathcal{P}_F \times \tilde{\mathcal{M}}^{A_2}(L; J)/\Gamma_{-1,1} \times \cdots \times \tilde{\mathcal{M}}^{A_r}(L; J)/\Gamma_{-1,1} \times \mathcal{P}_F.
\]

Now let \( u = (u_1, u_2, \ldots, u_r) \in \tilde{P}(y, x, A; F, J) \) be a parametrised pearly trajectory connecting \( y \) to \( x \) and let \( (\tau_0, [u_1], \tau_1, [u_2], \ldots, \tau_{r-1}, [u_r], \tau_r) \) be the corresponding element of \( \mathcal{L} \). For any \( 1 \leq \ell \leq r \) and \( j \in \{0, 1\} \) define \( \gamma^\ell_{\alpha} : [0, 1] \to L, \gamma^\ell_{\alpha}(t) = u_\ell(e^{i\ell(j+t+1)}) \) (that is, \( \gamma^\ell_{\alpha} \) parametrises the image of the “bottom” half-circle, traversed counter clockwise, while \( \gamma^1_{\alpha} \) parametrises the “top” half-circle). We now define the following two paths:
\[
\begin{align*}
\gamma^0_{\alpha} &:= \tau_0 \cdot \gamma^0_{u_1} \cdot \tau_1 \cdots \gamma^0_{u_r} \cdot \tau_r \in \Pi_1 L(y, x) \\
\gamma^1_{\alpha} &:= \tau_r^{-1} \cdot \gamma^1_{u_r} \cdot \tau_{r-1}^{-1} \cdots \gamma^1_{u_1} \cdot \tau_1^{-1} \in \Pi_1 L(y, x).
\end{align*}
\]

(12)

We then get corresponding parallel transport maps \( P_{\gamma_{\alpha}} : E^j_y \to E^j_x \) for \( j \in \{0, 1\} \). Whenever we have \( E^0 = E^1 = E \) we will just write \( P_{\gamma_{\alpha}} = P_{\gamma^0_{\alpha}} \) as before.

We wish to define a candidate differential on \( C^*_J(E^0, E^1) \) by using parallel transport maps along the paths \( \{12\} \) corresponding to isolated pearly trajectories. The relevant theorem, guaranteeing that this is possible is the following.

**Theorem 2.19.** ([BC07b], Proposition 3.1.3) For any Morse datum \( F \), there exists a Baire subset \( \mathcal{J}_{reg}(F) \subseteq \mathcal{J}(M, \omega) \) such that for every \( J \in \mathcal{J}_{reg}(F) \) and every pair of points \( x, y \in \text{Crit}(f) \) the set \( \mathcal{P}(y, x, kN_L; F, J) \) has naturally the structure of a smooth manifold of dimension \( \delta(y, x, kN_L) \), whenever \( \delta(y, x, kN_L) \leq 1 \). Furthermore, when \( \delta(y, x, kN_L) = 0 \) the space \( \mathcal{P}(y, x, kN_L; F, J) \) is compact and hence consists of a finite number of points.

We can now define the candidate differential:

**Definition 2.20.** For a Morse datum \( F \) and an almost complex structure \( J \in \mathcal{J}_{reg}(F) \) we define a map:
\[
d^{(F, J)} : C^*_J(E^0, E^1) \to C^*_J(E^0, E^1)
\]
by setting for every \( x \in \text{Crit}(f) \) and every \( \alpha \in \text{Hom}_E(E^0_x, E^1_x) \),
\[
d^{(F, J)}(\alpha) = \sum_{k \in \mathbb{N}_{\geq 0}} \sum_{y \in \text{Crit}(f) \cap \delta(y, x, kN_L) = 0} \sum_{\mathcal{P}(y, x, kN_L; F, J)} P_{1, \gamma^0_{\alpha}} \circ \alpha \circ P_{0, \gamma^1_{\alpha}}.
\]

Propositions 5.1.2 and 5.6.2 in [BC07b] then assert that (for a possibly smaller Baire subset of almost complex structures, still denoted \( \mathcal{J}_{reg}(F) \)) the above map is a differential whenever the local systems \( E^0 \) and \( E^1 \) are assumed trivial of rank 1, and the resulting cohomology is canonically isomorphic to the Floer cohomology \( HF^*(L, L) \). In the theorem below we state the modified versions of these facts when the non-trivial local systems are incorporated into the picture.
Theorem 2.21. Let $(M, \omega)$ be a closed monotone symplectic manifold and let $L \subseteq M$ be a closed monotone Lagrangian submanifold with $N_L \geq 2$, equipped with a pair of $\mathbb{F}_2$–local systems $E^0, E^1$ and a Morse datum $F = (f, g)$. Then there exists a Baire subset $\mathcal{J}_{\text{reg}}(F) \subseteq \mathcal{J}(M, \omega)$ such that for every $J \in \mathcal{J}_{\text{reg}}(F)$:

1. the map $d^{(F,J)}$ is well-defined;
2. $(d^{(F,J)})^2 = 0$ if and only if for some (and hence every) point $x \in \text{Crit}(f)$ one has
   \[ \alpha \circ m_0(E^0)(x) + m_0(E^1)(x) \circ \alpha = 0 \]  
   for every linear map $\alpha \in \text{Hom}_{\mathbb{F}_2}(E_x^0, E_x^1)$.

B) Let $F = (f, g)$ and $F' = (f', g')$ be two sets of Morse data for $L$ and $J, J' \in \mathcal{J}_{\text{reg}}(F), J' \in \mathcal{J}_{\text{reg}}(F')$ be regular almost complex structures. If equation (13) holds, there exists a canonical isomorphism

\[ \Psi^{F,F',J,J'}_{J,J}: H^\ast \left( C^J_\ast(E^0,E^1), d^{(F,J)} \right) \rightarrow H^\ast \left( C^J_\ast(E^0,E^1), d^{(F',J')} \right) \]  

C) When equation (13) holds, there exists a canonical isomorphism

\[ \Psi_{\text{PSS}}: H^\ast \left( C^J_\ast(E^0,E^1), d^{(F,J)} \right) \rightarrow HF^\ast((L,E^0),(L,E^1)). \]  

In the remaining part of this section we give a sketch proof of this theorem, emphasising part Aii) which is the only place where higher rank local systems make a difference.

Proof of part Aii): This is an immediate consequence of Theorem 2.19 above.

Proof of part Aii): The proof relies on analysing the natural Gromov compactifications of the spaces $P(y,x,A;F,J)$ when $\delta(y,x,A) = 1$. These compactifications are described in detail by Biran and Cornea in [BC07b, Lemma 5.1.3], where they also prove that $\partial^2 = 0$ in the case of trivial rank 1 local systems (we have dropped the decoration $(F,J)$ from the differential to alleviate notation). Generalising the same arguments to the case of arbitrary local systems yields that for any distinct $x, y \in \text{Crit}(f)$ and each $\alpha \in \text{Hom}_{\mathbb{F}_2}(E_x^0, E_x^1)$ one has $(\partial^2(\alpha), y) = 0$.

However, some care needs to be taken when evaluating $(\partial^2(\alpha), x)$. To that end we consider the space of twice marked discs $\mathcal{M}^A(L;J)/G_{-1,1}$ for $\mu(A) = 2$. Its Gromov compactification is obtained by adding stable maps with two components: one is a Maslov 2 disc while the other is a constant disc component and contains the two marked points. We distinguish these configurations into two types, depending on the cyclic order of the special points on the constant component. That is, with the marked points at $-1$ and 1, we have (up to equivalence of stable maps) two possibilities for the nodal point: we write

\[ \partial \left( \mathcal{M}^A(L;J)/G_{-1,1} \right) = D^- \cup D^+ \]  

where $D^-(A)$ consists of equivalence classes with the nodal point of the constant component at $-i$, while $D^+(A)$ consists of the ones with the nodal point at $i$. The extended evaluation map $e_{\mathcal{M}^A(A)}: \mathcal{M}^A(L; J)/G_{-1,1} \rightarrow L^2$ maps $D^- \cup D^+$ to $\text{diag}(L)$. We shall write $D^- \setminus D^+$ and $D^+ \setminus D^-$ for any point $x \in L$. Then, one has the following addendum to [BC07b, Lemma 5.1.3]:
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Theorem 2.22. There exists a Baire subset $J_{reg}(F) \subseteq J(M, \omega)$ such that for every $J \in J_{reg}(F)$ one has that for each $x \in \text{Crit}(f)$ and $A \in \pi_2(M, L)$ with $\mu(A) = 2$, the Gromov compactification $\overline{P}(x, x, (A); F, J)$ has naturally the structure of a compact 1-dimensional manifold with boundary. Furthermore, the boundary is given by

$$\partial \overline{P}(x, x, (A); F, J) = \bigcup_{z \in \text{Crit}(f)} \mathcal{P}(x, z, (A); F, J) \times \mathcal{P}(z, x, (A); F, J) \cup \bigcup_{z \in \text{Crit}(f)} \mathcal{P}(x, z, (A); F, J) \times \mathcal{P}(z, x, (A); F, J) \cup D^+(A, x).$$

The situation is illustrated in Figure 1. The above description of the boundary $\partial \overline{P}(x, x, (A); F, J)$ is not explicitly mentioned in [BC07b] since there a natural bijection between $D^-(A, x)$ and $D^+(A, x)$ is implicitly used to glue the two spaces together and thus treat them as points in the interior of $\overline{P}(x, x, (A); F, J)$. An explicit description of this idea can be found in [Zap15], Section 6.2.

We claim that the above theorem suffices to prove part Aii) of Theorem 2.21. Indeed, consider

$$w = [(\tilde{u}_\alpha, \tilde{u}_\beta), \{(\alpha, -i), (\beta, z), \{(\alpha, -1), (\alpha, 1)\}] \in D^-(A, x),$$

the notation being $[(\text{maps}), \{(\text{nodal points}), \{(\text{marked points})\}]$; note in particular that $\tilde{u}_\alpha$ is constant. Write $\partial \tilde{u}_\beta \in \Pi_1 L(x, x)$ for the boundary of $\tilde{u}_\beta$ viewed as a loop based at $x$. We define $\gamma^0_w := \partial \tilde{u}_\beta$ and $\gamma^1_w$ to be the constant path at $x$. Similarly, if $w \in D^+(A, x)$ we define $\gamma^1_w := \partial \tilde{u}_\beta$ and $\gamma^0_w$ to be the constant path at $x$. Note that there are obvious diffeomorphisms $D^+(A, x) \cong \mathcal{M}_{0,1}(x, L; J)$, given by

$$w = [(\tilde{u}_\alpha, \tilde{u}_\beta), \{(\alpha, \mp i), (\beta, z), \{(\alpha, -1), (\alpha, 1)\}] \mapsto u_w = [\tilde{u}_\beta, z].$$
Clearly, if \( w \in \mathcal{D}^-(A, x) \), then \( \gamma^0_w = \partial u_w \) and if \( w \in \mathcal{D}^+(A, x) \), then \( \gamma^1_w = \partial u_w \). From this it is immediate (at least when \( J \in \mathcal{F}_{reg}(L, x) \)) that for every \( \alpha \in \text{Hom}(E^0_x, E^1_x) \) we have

\[
m(E^1)(x) \circ \alpha + \alpha \circ m(E^0)(x) = \sum_{A, w \in \mathcal{D}^+(A, x)} \sum_{\mu(A) = 2} P_{\gamma^1_w} \circ \alpha \circ P_{\gamma^0_w}.
\]

(16)

Note now that we also have

\[
\langle d^2 \alpha, x \rangle = \sum_{z \in \text{Crit}(f)} \sum_{(u, v) \in \mathcal{P}(x, z, 0; \mathcal{F}, J) \times \mathcal{P}(z, 0; \mathcal{F}, J)} P_{1, \gamma^1_u, \gamma^0_v} \circ \alpha \circ P_{0, \gamma^0_u, \gamma^0_v} + \sum_{z \in \text{Crit}(f)} \sum_{(u, v) \in \mathcal{P}(x, z, 2; \mathcal{F}, J) \times \mathcal{P}(z, 0; \mathcal{F}, J)} P_{1, \gamma^1_u, \gamma^0_v} \circ \alpha \circ P_{0, \gamma^0_u, \gamma^0_v}.
\]

Adding this to equation (16), we obtain what we were after:

\[
\langle d^2 \alpha, x \rangle + m_0(E^1)(x) \circ \alpha + \alpha \circ m_0(E^0)(x) = 0,
\]

where the right-hand side vanishes since, by Theorem 2.22, the sum runs over all boundary points of the compact 1-dimensional manifold \( \mathcal{P}(x, x, 2; \mathcal{F}, J) \). This completes the proof of part A) of Theorem 2.21.

Proofs of part B) and part C): These are proved for trivial rank 1 local systems in [BC07b, Section 5.1.2] and [BC07b, Proposition 5.6.2], respectively. Straightforward generalisations of these arguments to the case of higher rank local systems yield the results.

Observe that the map \( d^l \) can be written as

\[
d^l = \partial_0 + \partial^l_1 + \cdots,
\]

(17)

where

\[
\partial_k^l \alpha = \sum_{y \in \text{Crit}(f)} \sum_{u \in \mathcal{P}(y, x, kN_L; \mathcal{F}, J)} P_{1, \gamma^1_u, \gamma^0_v} \circ \alpha \circ P_{0, \gamma^0_u, \gamma^0_v}.
\]

In particular \( \partial_0 \) arises only from counts of gradient flow lines. In the case of the trivial rank 1 local system, it is just the standard Morse differential. It is shown by Abouzaid in [Abo12a, Appendix B] that the cohomology of \((C^*_f(E^0, E^1), \partial_0)\) (which is always well-defined) is isomorphic to \( H^*(L; \text{Hom}(E^0, E^1)) \), where the latter is the singular cohomology of \( L \) with coefficients in the local system \( \text{Hom}(E^0, E^1) \).

### 2.5 Honest Subcomplexes

Above we have seen that the complex \( CF^*((L^0, E^0), (L^1, E^1); d^l) = \bigoplus_{q \in L^0 \cap L^1} \text{Hom}_{\mathbb{Z}}(E^0_q, E^1_q) \) can be obstructed by the presence of linear maps \( \alpha \in \text{Hom}_{\mathbb{Z}}(E^0_q, E^1_q) \) for which

\[
\alpha \circ m_0(E^0)(q) \neq m_0(E^1)(q) \circ \alpha.
\]

We also used on several occasions the fact that if \( p, q \in L^0 \cap L^1 \) and \( \gamma \in \Pi_1 L^0(p, q) \), \( \delta \in \Pi_1 L^1(q, p) \) then for every \( \alpha \in \text{Hom}_{\mathbb{Z}}(E^0_q, E^1_q) \) one has that

\[
(P_\delta \circ \alpha \circ P_\gamma) \circ m_0(E^0)(p) + m_0(E^1)(p) \circ (P_\delta \circ \alpha \circ P_\gamma) = P_\delta \circ \left( \alpha \circ m_0(E^0)(q) + m_0(E^1)(q) \circ \alpha \right) \circ P_\gamma
\]

(18)

\[22\]
which follows from Proposition 2.4 ii).

Since the Floer differential is defined precisely by pre- and post-composing each homomorphism $\alpha$ by parallel transport along paths on the Lagrangians, the above two observations show that the subspace

$$\mathcal{CF}^*(((L^0, E^0), (L^1, E^1)) := \bigoplus_{q \in L^0 \cup L^1} \{ \alpha \in \text{Hom}_{F_2}(E^0_q, E^1_q) : \alpha \circ m_0(E^0)(q) + m_0(E^1)(q) \circ \alpha = 0 \}$$

is actually preserved by $d^J$ and is an unobstructed subcomplex of $CF^*(E^0, E^1)$. We call $\mathcal{CF}^*(E^0, E^1)$ the central subcomplex of $CF^*(E^0, E^1)$. From the point of view of Hamiltonian chords the central subcomplex is

$$\mathcal{CF}^*(E^0, E^1; H, J) := \bigoplus_{x \in \mathcal{X}_H(L^0, L^1)} \{ \alpha \in \text{Hom}_{F_2}(E^0_x, E^1_x) : \alpha \circ m_0(E^0)(x(0)) + m_0(E^1)(x(1)) \circ \alpha = 0 \}.$$ 

When $L^0 = L^1$ one can also consider the central subcomplex of the pearl complex:

$$\mathcal{C}_f^*(E^0, E^1) := \bigoplus_{x \in \text{Crit}(f)} \{ \alpha \in \text{Hom}_{F_2}(E^0_x, E^1_x) : \alpha \circ m_0(E^0)(x) + m_0(E^1)(x) \circ \alpha = 0 \}.$$ 

Again, $\mathcal{C}_f^*(E^0, E^1)$ is unobstructed by construction. Further, since all chain-level continuation maps

$$\Psi_{H', J'}^{H, J} : CF^*((L^0, E^0), (L^1, E^1); H, J) \to CF^*((L^0, E^0), (L^1, E^1); H', J'),$$

$$\Psi_{F', J'}^{F, J} : \left( C_f^*(E^0, E^1), d^{(F, J)} \right) \to \left( C_f^*(E^0, E^1), d^{(F', J')} \right)$$

and the PSS morphism

$$\Psi_{PSS} : \left( C_f^*(E^0, E^1), d^{(F, J)} \right) \to CF^*((L, E^0), (L, E^1); H, J).$$

are again defined using pre- and post-composition by parallel transport maps, we conclude by 18 that they all restrict to chain maps between the corresponding central subcomplexes. The proofs of Theorem 2.13 B and Theorem 2.21 B & C then apply to show that the restricted maps are in fact chain-homotopy equivalences. One can then make the following definition.

**Definition 2.23.** We define the central Floer cohomology of $E^0 \to L^0$ and $E^1 \to L^1$ to be

$$\overline{HF}^*((L^0, E^0), (L^1, E^1)) := H^* \left( \mathcal{CF}^*((L^0, E^0), (L^1, E^1); H, J), d^J \right)$$

for some choice or regular Floer data $(H, J)$. When $L^0 = L^1 = L$ one has that $\overline{HF}^*((L, E^0), (L, E^1))$ is canonically isomorphic to $H^* \left( \mathcal{C}_f^*(E^0, E^1), d^{(F, J)} \right)$ via the PSS isomorphism.

Particularly interesting is the case when $L^0 = L^1 = L$ and $E^0 = E^1 = E$. The Floer differential then preserves a further subcomplex whose definition is much more geometric. For each pair of points $x$ and $y$ on $L$ set

$$\text{Hom}_{mon}(E_x, E_y) := \text{Span}_{\mathbb{F}_2} \{ P_\gamma : E_x \to E_y : \gamma \in \Pi_1 L(x, y) \}.$$ 

We then consider the following complex.
Definition 2.24. The monodromy Floer cochain complex of $E \to L$ is defined to be

$$
\text{CF}^*_{\text{mon}}(E; H, J) := \bigoplus_{x \in X_h(L, L)} \text{Hom}_{\text{mon}}(E_x(0), E_x(1)).
$$

The observation that $\text{CF}^*_{\text{mon}}(E; H, J) \subseteq \text{CF}^* (E, E; H, J)$ is equivalent to the fact that $m_0(E)$ is a parallel section, i.e. Proposition 2.4 ii). Since the Floer differential and continuation maps are defined using pre- and post-concatination by parallel transport maps and parallel transport maps form a set which is closed under composition, it is clear that $\text{CF}^*_{\text{mon}}(E; H, J)$ is in fact a subcomplex of $\text{CF}^* (E, E; H, J)$ and that the maps (19) restrict to give chain-homotopy equivalences between monodromy cochain complexes. We then make the following definition.

Definition 2.25. The monodromy Floer cohomology of $E \to L$ is defined to be

$$
\text{HF}^*_{\text{mon}}(E) := H^*(\text{CF}^*_{\text{mon}}(E; H, J), d^J)
$$

for some choice of regular Floer data $(H, J)$.

Analogously, writing $\text{End}_{\text{mon}}(E_x) := \text{Hom}_{\text{mon}}(E_x, E_x)$, one can consider the complex

$$
\text{C}^*_{f,\text{mon}}(E) := \bigoplus_{x \in \text{Crit}(f)} \text{End}_{\text{mon}}(E_x)
$$

and the same arguments as above show that $\text{C}^*_{f,\text{mon}}(E)$ is a subcomplex of the central complex $\text{C}^*_{f}(E, E)$, that its homology is invariant under changes of Morse data and that the PSS morphism induces a canonical isomorphism

$$
H^* \left( \text{C}^*_{f,\text{mon}}(E), d^{(F, J)} \right) \cong \text{HF}^*_{\text{mon}}(E).
$$

Note that if one considers only the action of the Morse differential, one naturally obtains the central Morse complex $\left( \text{C}^*_{f}(E^0, E^1), \partial_0 \right)$ and the monodromy Morse complex $\left( \text{C}^*_{f,\text{mon}}(E), \partial_0 \right)$. One can interpret these complexes using the following notions. Observe that given local systems $E^0, E^1 \to L$, the fact that $m_0(E^0)$ and $m_0(E^1)$ are parallel sections implies that the assignment:

$$
\forall x \in L \quad Z_{m_0}(E^0, E^1)_x := \{ \alpha \in \text{Hom}_{F_2}(E^0_E, E^1_E) : \alpha \circ m_0(E^0)(x) + m_0(E^1)(x) \circ \alpha = 0 \}
$$

defines a local subsystem of $\text{Hom}(E^0, E^1)$.

On the other hand, for any local system $E \to L$, the assignment

$$
\forall x \in L \quad \text{End}_{\text{mon}}(E)_x := \text{End}_{\text{mon}}(E_x)
$$

defines a local subsystem of $\text{End}(E)$ (which is the canonical local system of operator rings in the terminology of [Ste43]) and the fact that $m_0(E)$ is parallel implies the following inclusions of local systems on $L$:

$$
\text{End}_{\text{mon}}(E) \subseteq Z_{m_0}(E, E) \subseteq \text{End}(E).
$$

In the particular case when $E = E_{\text{reg}}$ is the local system induced by the right regular representation of $\pi_1(L)$ on $F_2[\pi_1(L)]$ it is not hard to check that

$$
\text{End}_{\text{mon}}(E_{\text{reg}}) \cong E_{\text{conj}},
$$

(24)
where $E_{\text{conj}}$ is the local system induced by the conjugation action of $\pi_1(L)$ on $\mathbb{F}_2[\pi_1(L)]$.

Appealing again to [Abo12a Appendix B] we conclude that:

\[
H^*(C^{\alpha}_f(E^0, E^1), \partial_0) \cong H^*(L; Z_{m_0}(E^0, E^1))
\]

\[
H^*(C^{\alpha}_{j, \text{mon}}(E), \partial_0) \cong H^*(L; \text{End}_{\text{mon}}(E)),
\]

where on the right-hand side we have the singular cohomologies of $L$ with coefficients in the local systems $Z_{m_0}(E^0, E^1)$ and $\text{End}_{\text{mon}}(E)$, respectively.

Finally, let us examine the behaviour of these invariants under taking direct sums of local systems. Given local systems $E^{01}$, $E^{02}$ on $L^0$ and $E^{11}$, $E^{12}$ on $L^1$ we have for every $x_0 \in L^0$, $x_1 \in L^1$, the decomposition

\[
\text{Hom}((E^{01} \oplus E^{02})_{x_0}, (E^{11} \oplus E^{12})_{x_1}) = \bigoplus_{i \in \{1, 2\}} \text{Hom}(E^{0j}_{x_0}, E^{1i}_{x_1}). \quad (25)
\]

It is then convenient to represent an element $\alpha \in \text{Hom}((E^{01} \oplus E^{02})_{x_0}, (E^{11} \oplus E^{12})_{x_1})$ as a matrix \[
\begin{pmatrix}
  \alpha_{11} & \alpha_{12} \\
  \alpha_{21} & \alpha_{22}
\end{pmatrix}
\]
with $\alpha_{ij} \in \text{Hom}(E^{0j}_{x_0}, E^{1i}_{x_1})$. When similarly represented as matrices, the parallel transport maps for $E^{01} \oplus E^{02}$ and $E^{11} \oplus E^{12}$ have block-diagonal form. Since the Floer differential involves only pre- and post-composing elements $\alpha$ by such block-diagonal matrices, it follows that $d^j$ preserves the decomposition

\[
\text{CF}^*((E^{01} \oplus E^{02}), (E^{11} \oplus E^{12})) = \bigoplus_{i \in \{1, 2\}} \text{CF}^*(E^{0j}, E^{1i}),
\]

arising from (25). Hence, $\text{CF}^*((E^{01} \oplus E^{02}), (E^{11} \oplus E^{12}))$ is unobstructed if and only if $\text{CF}^*(E^{0j}, E^{1i})$ is unobstructed for all $i, j \in \{1, 2\}$ and then

\[
\text{HF}^*((E^{01} \oplus E^{02}), (E^{11} \oplus E^{12})) = \bigoplus_{i \in \{1, 2\}} \text{HF}^*(E^{0j}, E^{1i}).
\]

Even when the full Floer complex is obstructed one still has the decomposition in central Floer cohomology, i.e.

\[
\text{HFF}^*((E^{01} \oplus E^{02}), (E^{11} \oplus E^{12})) = \bigoplus_{i \in \{1, 2\}} \text{HFF}^*(E^{0j}, E^{1i}). \quad (26)
\]

This is because if $H$ is some regular Hamiltonian for $(L^0, L^1)$ and $x \in \mathcal{X}_H(L^0, L^1)$ with $x_0 = x(0)$ and $x_1 = x(1)$, then $\alpha \in \text{Hom}((E^{01} \oplus E^{02})_{x_0}, (E^{11} \oplus E^{12})_{x_1})$ defines an element of $\overline{\text{CF}}^*((E^{01} \oplus E^{02}), (E^{11} \oplus E^{12}))$ if and only if

\[
\begin{pmatrix}
  \alpha_{11} & \alpha_{12} \\
  \alpha_{21} & \alpha_{22}
\end{pmatrix}
\begin{pmatrix}
  m_0(E^{01})(x_0) & 0 \\
  0 & m_0(E^{02})(x_0)
\end{pmatrix}
= \begin{pmatrix}
  m_0(E^{11})(x_1) & 0 \\
  0 & m_0(E^{12})(x_1)
\end{pmatrix}
\begin{pmatrix}
  \alpha_{11} & \alpha_{12} \\
  \alpha_{21} & \alpha_{22}
\end{pmatrix}.
\]

This holds if and only if $\alpha_{ij} \in \overline{\text{CF}}^*(E^{0j}, E^{1i}; H)$ for all $i, j \in \{1, 2\}$, which establishes the decomposition (26).
On the other hand, the monodromy Morse and Floer complexes behave rather differently. The important observation here is that if $E$ and $W$ are local systems on $L$ and $m,n$ are two strictly positive integers, then one has an isomorphism of complexes

$$C_{f,mon}(E^\oplus m \oplus W^\oplus n) \cong C_{f,mon}(E \oplus W),$$

i.e. the monodromy Floer complex does not see multiplicities. This is because for any $x,y \in L$ and $\epsilon, \delta \in \{0,1\}$ one has a surjective linear map

$$\phi_{yx} : \text{Hom}_{mon}((E^\oplus m \oplus W^\oplus n)_x, (E^\oplus m \oplus W^\oplus n)_y) \twoheadrightarrow \text{Hom}_{mon}((E^{\oplus \epsilon} \oplus W^{\oplus \delta})_x, (E^{\oplus \epsilon} \oplus W^{\oplus \delta})_y)$$

Note that this is well-defined since we require that $m \geq 1$ and $n \geq 1$. It is also guaranteed to be an isomorphism whenever $\epsilon = \delta = 1$ since then one has a well-defined inverse, given by reversing the arrow in (28). Further, since $\phi_{yx}$ are defined just by matching the parallel transport maps to the underlying paths on $L$, they respect composition. That is, if $X \in \text{Hom}_{mon}((E^\oplus m \oplus W^\oplus n)_x, (E^\oplus m \oplus W^\oplus n)_y)$ and $Y \in \text{Hom}_{mon}((E^\oplus m \oplus W^\oplus n)_y, (E^\oplus m \oplus W^\oplus n)_z)$ then

$$\phi_{xz}(Y \circ X) = \phi_{zy}(Y) \circ \phi_{yx}(X).$$

Now, specialising (28) to $x = y \in \text{Crit}(f)$ we have an isomorphism

$$\bigoplus_{x \in \text{Crit}(f)} \phi_{xx} : C_{f,mon}(E^\oplus m \oplus W^\oplus n) \cong C_{f,mon}(E \oplus W).$$

Further, since $d^{(F,J)}$ involves only pre- and post-composition by parallel transport maps, we see form (29) that (30) commutes with the Floer differential and hence is an isomorphism of complexes.

**Remark 2.26.** The monodromy Floer cohomology seems to capture interesting information about the homotopy theory of loops on $L$. We defer more in-depth investigation of this invariant for future work. In section 4.4 below we provide some explicit calculations of monodromy Floer cohomology for the Chiang Lagrangian.

### 3 The Monotone Fukaya Category

#### 3.1 Setup

The next standard construction to which we seek to add local systems of arbitrary rank, is the monotone Fukaya category. That is, for a monotone symplectic manifold $(M, \omega)$, we would like to define a (non-curved) $\mathbb{F}_2$-linear $A_\infty$ category whose objects are compact monotone Lagrangian submanifolds equipped with $\mathbb{F}_2$—local systems, the morphism spaces are Floer cochain complexes as in Definition 2.7 and the first of the $A_\infty$ operations $\mu^1$ is a map as in Definition 2.10 for appropriate choices of almost complex structures and Hamiltonian perturbations. Note that if $(L, E)$ is to be an object of such a category then we would need there to exist a Floer datum $(H, J)$ such that $CF^*((L, E), (L, E); H, J)$ is an honest complex (i.e. the associated map $d^J$ squares to zero). By point 4 in Remark 2.14, this forces $m_0(E)$ to be a scalar operator and since we are working over $\mathbb{F}_2$ this means $m_0(E) \in \{0, \text{Id}\}$.

Having made this preliminary observation, let us describe the constructions more precisely. We do so following closely the exposition in [She13], based in turn on [Sei08]. For each $w \in \{0, \text{Id}\}$ we define an $\mathbb{F}_2$—linear $A_\infty$ category $\mathcal{F}(M)_w$ whose objects are pairs $(L, E)$, where $L$
is a compact monotone Lagrangian with \( N_L \geq 2 \) and \( E \) is a finite-rank \( \mathbb{F}_2 \)-local system with \( m_0(E) = w \). For technical reasons we also require that the image \( \iota_* (\pi_1(L)) \subseteq \pi_1(M) \) under the map induced by inclusion is trivial (this is the analogue of the requirement to work with monotone pairs of Lagrangians from Section 2). For simplicity (and since this is what we need for applications) let us only construct a full subcategory of \( \mathcal{F}(M)_w \) with a finite set of objects \( \mathcal{L} = \{(L^i, E^i)\} \).

For every ordered pair \((L^i, L^j)\) (\(i \) and \(j \) not necessarily distinct) choose a regular Hamiltonian \( H^{ij}: [0,1] \times M \to \mathbb{R} \) with corresponding flow \( \psi^{ij} \) (so \( \psi^{ij}_t(L^i) \cap L^j \)) and then for every \( L^i \) choose \( J_{L^i} \in \mathcal{J}_{\text{reg}}(L^i) \cup \{(L^i \cap (\psi^{ij})^{-1}(L^j)) \cup (\psi^{ij}(L^j) \cap L^i)\} \) (recall that this notation means that evaluation maps from simple, \( J_{L^i} \)-holomorphic discs with one boundary marked point are transverse to all start and end points of Hamiltonian chords for the chosen \( H^{ij} \)). Now complete \( H^{ij} \) to a regular Floer datum by choosing \( J^j \in \mathcal{J}_{\text{reg}}(\psi^{ij}_0(L^i), L^j) \) such that \( J^j_0 = (\psi^{ij}_0), J^j_1 = J_{L^j} \). We now define the hom–spaces in \( \mathcal{F}(M)_w \) to be

\[
\text{hom}_{\mathcal{F}(M)_w}((L^i, E^i), (L^j, E^j)) := CF^*((L^1, E^1), (L^2, E^2); H^{ij}, J^{ij})
\]

and the first \( A_\infty \) operation \( \mu^1 \) to consist of the differentials \( d^{ij} \) on all these complexes. Having fixed all Floer data, we now drop it from the notation. We shall write \( \mathcal{X}(L^i, E^i) \) for the set of Hamiltonian chords from \( L^i \) to \( L^j \) for the fixed regular Hamiltonian \( H^{ij} \).

The construction of the higher \( A_\infty \) operations is well-established, at least in the case of rank 1 local systems (see e.g. [She13] Section 2.3), based on the constructions for exact manifolds from [Sei08]). In the wrapped setting, higher rank local systems have been described in detail by Abouzaid [Abo12a]. Thus, throughout this discussion we omit a lot of technical details (mostly from [Sei08] Section 9), in particular the fact that Floer and perturbation data can be chosen in such a way that all moduli spaces which appear are smooth manifolds of the correct dimensions and admitting the correct compactifications. That this is possible (i.e. that modified proofs from [Sei08] apply) is an artefact of monotonicity.

Let us now give a brief description of how the constructions are modified to incorporate local coefficients. For every \( d \geq 2 \) and any \( d \)-tuple of objects \( \{(L^i, E^i)\}_{0 \leq j \leq d} \) there is a linear map

\[
\mu^d: CF^*(E^{d-1}, E^d) \otimes \cdots \otimes CF^*(E^0, E^1) \to CF^*(E^0, E^d),
\]

which is defined by counting isolated perturbed pseudoholomorphic polygons with boundary on the Lagrangians \( L^0, L^1, \ldots, L^d \) and using their boundary components for parallel transport. More precisely, let \( D \) denote the unit disc in \( \mathbb{C} \) and let \( \{\zeta_0, \zeta_1, \ldots, \zeta_d\} \) be a counterclockwise cyclicly ordered set of points on \( \partial D \) which are labeled either positive (also called incoming) or negative (outgoing). We call each \( \zeta_j \) a positive, respectively negative puncture. A choice of strip-like ends for \( (D, \zeta_0, \ldots, \zeta_d) \) is a collection of pairwise disjoint open neighbourhoods \( \zeta_j \in U_j \subseteq D \), together with biholomorphisms \( \epsilon_j: \mathbb{R}^\pm \times [0,1] \to U_j \), satisfying \( \epsilon_j^{-1}(\partial U_j) = \partial[\mathbb{R}^\pm \times [0,1]] \) and \( \lim_{s \to +\infty} \epsilon_j(s,t) = \zeta_j \), where \( \mathbb{R}^+ = (0, +\infty) \), \( \mathbb{R}^- = (-\infty, 0) \) and the choice between the two domains is determined by whether the corresponding puncture is labeled positive or negative. Suppose one is given a set of objects \( \{(L^i, E^i)\}_{0 \leq j \leq d} \) and Hamiltonian chords: \( x_0 \in \mathcal{X}(L^0, L^d) \) and \( \{x_j\}_{1 \leq j \leq d} \), with \( x_j \in \mathcal{X}(L^{j-1}, L^j) \). Let \( (D, \zeta_0, \ldots, \zeta_d) \) be as above with \( \zeta_0 \) labeled negative and all other punctures labeled positive and assume one has made a choice of strip-like ends. Then any continuous map \( u: D \setminus \{\zeta_0, \ldots, \zeta_d\} \to M \), mapping the boundary arc between \( \zeta_j \) and \( \zeta_{j+1} \) to \( L^i \) (with \( \zeta_{d+1} := \zeta_0 \)) and satisfying \( \lim_{|s| \to +\infty} u(\epsilon_j(s, t)) = x_j(t) \) uniformly in \( t \), gives rise to a linear map

\[
\mu_u: \text{Hom}_{\mathbb{F}_2}(E^{d-1}_{x_d(0)}, E^d_{x_d(1)}) \otimes \cdots \otimes \text{Hom}_{\mathbb{F}_2}(E^0_{x_1(0)}, E^1_{x_1(1)}) \to \text{Hom}_{\mathbb{F}_2}(E^0_{x_0(0)}, E^d_{x_0(1)}) \quad \text{(31)}
\]

\[
\mu_u(\alpha_d \otimes \alpha_{d-1} \otimes \cdots \otimes \alpha_1) = P_{\gamma^d_0} \circ \alpha_d \circ P_{\gamma^d_{d-1}} \circ \alpha_{d-1} \circ \cdots \circ P_{\gamma^1_0} \circ \alpha_1 \circ P_{\gamma^0_2},
\]
where \( \gamma^0_u \in \Pi_1 L^0(x_0(0), x_1(0)) \), \( \gamma^d_u \in \Pi_1 L^d(x_d(1), x_0(1)) \) and \( \gamma^j_u \in \Pi_1 L^j(x_j(1), x_{j+1}(0)) \), \( 1 \leq j \leq d - 1 \) are the compactified images under \( u \) of the arcs between \( \zeta_j \) and \( \zeta_{j+1} \) (see Figure 2). We denote the moduli space of maps as above, satisfying the appropriately perturbed Cauchy-Riemann equation by \( R_{1:d}(x_0 : x_1, \ldots, x_d) \) and its \( k \)-dimensional component by \( R^k_{1:d}(x_0 : x_1, \ldots, x_d) \) (for this to make sense one needs to first make consistent choices of strip-like ends for the universal families \( R_{1:d} \) of abstract holomorphic discs with \( d \) positive punctures and one negative and then make choices of perturbation data for these families which is consistent with gluing and ensures transversality - see [Sei08, (9g),(9h),(9i)]; similar procedures need to be applied to all moduli spaces we discuss below). One then defines the \( A_\infty \) operations by setting:

\[
\mu^d : CF^*(E^{d-1}, E^d) \otimes \cdots \otimes CF^*(E^0, E^1) \rightarrow CF^*(E^0, E^d),
\]

\[
\mu^d := \sum_{x_0 \in \mathcal{X}(L^0, L^d)} \sum_{u \in R^0_{1:d}(x_0 : x_1, \ldots, x_d)} \mu_u.
\]

Note that \( \mu^1 \) is indeed just the collection of differentials \( d^1 \). We call an object \((L, E)\) of \( \mathcal{F}(M)_w \) essential whenever \( H^*(\hom_{\mathcal{F}(M)_w}(E, E), \mu^1) = HF^*(E, E) \neq 0 \).

**Remark 3.1.** Monotonicity, together with the requirement that the images \( \iota^i_s(\pi_1(L^i)) \subseteq \pi_1(M) \) be trivial, ensures uniform energy bounds on pseudoholomorphic maps belonging to spaces of the same expected dimension, so that Gromov compactness applies. In particular zero-dimensional moduli spaces are compact, so that all sums ranging over such spaces are finite.
Finally, disc and sphere bubbles do not appear in any of the constructions apart from $\mu^1$ which we discussed at length above. This is because all other constructions involve only zero- and one-dimensional moduli spaces of maps which satisfy a perturbed Cauchy-Riemann equation that does not admit an $\mathbb{R}$–action and so rely only on Fredholm problems of index 0 and 1. The conditions $N_M \geq 1$ and $N_L \geq 2$ imply that any sphere or disc bubble would reduce the sum of the Fredholm indices governing the remaining components by at least 2, making them all negative and thus contradicting transversality.

The $A_\infty$ associativity relations

$$\sum_{j=1}^{d} \sum_{i=0}^{d-j} \mu^{d-j+1}(\alpha_d, \ldots, \alpha_{i+j+1}, \mu^j(\alpha_{i+j}, \ldots, \alpha_{i+1}), \alpha_i, \ldots, \alpha_1) = 0$$

are shown to hold by considering the Gromov compactification $\mathcal{R}_{1,d}^1(x_0 : x_1, \ldots, x_d)$ of the one-dimensional component of such maps (see [Sei08, (9l)]) and using the fact that the paths used for parallel transport, which are determined by configurations of broken curves appearing at opposite ends of an interval in $\mathcal{R}_{1,d}^1(x_0 : x_1, \ldots, x_d)$ are homotopic (for an example of a similar argument see Figure 3 below). This finishes the setup of the extended monotone Fukaya category $\mathcal{F}(M)_w$, which is now allowed to contain any set of objects $\{(L^i, E^i)\}$ which satisfy $m_0(E^i) = w$. Note that for any object $(L, E)$ of this category, the structure maps $\mu^*$ make $CF^*(E, E)$ into an $A_\infty$ algebra.

**Remark 3.2.** The above construction depends heavily on choices of strip-like ends and regular Floer and perturbation data. It is a fact that different choices yield quasi-equivalent categories (see [Sei08], (10a)). We will not require this fact here.

### 3.2 Split-Generation

Our main purpose for discussing this extended Fukaya category is so that we can prove the non-displaceablility result Corollary 1.2. To that end we need a version of Abouzaid’s split-generation criterion [Abo10] to hold in this setting. Such an extension has already been proved in [Abo12a] for the wrapped Fukaya category $\mathcal{F}(M)_w$ and our situation is in fact a lot simpler since we won’t have to deal with infinite-dimensional Hom–spaces. For the sake of completeness we include a discussion of the split-generation criterion and its proof below. Recall first that if $\mathcal{A}$ is any cohomologically unital $A_{\infty}$ category then an object $L$ is said to split-generate an object $K$ if $K$ is quasi-isomorphic to an object in the smallest triangulated (in the $A_\infty$ sense) and idempotent closed subcategory of $\Pi(TwA)$ containing $L$, where $\Pi(TwA)$ denotes the split-closure of the category $Tw(A)$ of twisted complexes over $\mathcal{A}$ (see [SeiOS] (3l), (4c))). Split-generation is important for computations in Fukaya categories but in the present work we are interested only in the following well-known consequence.

**Lemma 3.3.** Suppose that $K$ is split-generated by $L$ and $H^*(\hom_{\mathcal{A}}(K, K), \mu^1) \neq 0$. Then $H^*(\hom_{\mathcal{A}}(L, K), \mu^1) \neq 0$. \hfill $\Box$

Suppose now that $(L, E)$ and $(K, W)$ are objects of $\mathcal{F}(M)_w$ and $E$ and $W$ have finite ranks. There exist linear maps

$$CO^*: QH^*(M) \to HH^*(CF^*((L, E), (L, E)))$$

$$OC^*: HH_*(CF^*((L, E), (L, E))) \to QH^*(M),$$
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the closed-open and open-closed string maps, relating the quantum cohomology of the ambient manifold to Hochschild invariants of the $A_{\infty}$ algebra $CF^*(E, E)$ (we review these concepts and the maps themselves below). The version of the split-generation criterion we need is the following:

**Theorem 3.4.** Let $(L, E)$ be an object of $\mathcal{F}(M)_w$, where $E$ has finite rank. If the map $CO^*$ is injective, then any other object $(K, W) \in \mathcal{F}(M)_w$ with $W$ of finite rank is split-generated by $(L, E)$.

This theorem is due to Abouzaid (Abo10) in the case of exact Lagrangians in an exact symplectic manifold and when $E$ and $W$ are trivial of rank 1. The case of a general symplectic manifold is work in progress by Abouzaid-Fukaya-Oh-Ohta-Ono (AFO+). Still in the exact case, the paper (Abo12a) proves a version in which $W$ is allowed to be non-trivial and possibly of infinite rank. This last requirement is the cause of several algebraic complications which we avoid here. The proof for the monotone setting and with $E$ and $W$ of rank 1 (though possibly non-trivial) is treated in (She13, Section 2.11). We include a sketch of that proof, modified to incorporate local systems of any finite rank. In our application to the Chiang Lagrangian we shall only use the split-generation criterion in the case when $E$ is trivial of rank 1 but for completeness we treat the slightly more general case here. We begin by reviewing the closed-open and open-closed string maps.

### 3.2.1 Hochschild cohomology and the closed-open string map

Let us first describe the map

$$CO^* : QH^*(M) \to HH^*(CF^*((L, E), (L, E))).$$

Its domain is (in our case) the ungraded small quantum cohomology ring of $M$, whose underlying vector space is simply $H^*(M; \mathbb{F}_2)$ but whose ring structure is deformed by “quantum contributions” arising from counts of pseudoholomorphic spheres (for a brief account see e.g. (She13 Section 2.2); full details are given in (MS12, Chapter 11)). We denote this product by $\ast$. It is a fact that $\ast$ is associative, commutative (graded commutative when one works over characteristic different from 2 and $QH^*$ is graded) and together with the Poincaré pairing makes $QH^*(M)$ into a Frobenius algebra, i.e.

$$\langle a \ast b, c \rangle = \langle a, b \ast c \rangle.$$

Further, the usual unit $1 \in H^*(M; \mathbb{F}_2)$ is also a unit for the $\ast$ product.

The target of $CO^*$ is the Hochschild cohomology of the $A_{\infty}$ algebra $CF^*(E, E)$. The Hochschild cochain complex is $CC^*(CF^*(E, E)) := \Pi_{d \geq 0} CC^*_c(E, E)^d$, where $CC^*_c(E, E)^d := \text{Hom}_{\mathbb{F}_2}(CF^*(E, E)^\otimes d, CF^*(E, E))$, equipped with the differential

$$\delta((\phi^0, \phi^1, \ldots))^d(\alpha_d, \ldots, \alpha_1) = \sum_{j=0}^{d-j} \sum_{i=0}^{d-j} \mu^{d-j+1}(\alpha_d, \ldots, \alpha_{i+j+1}, \phi^j(\alpha_{i+j}, \ldots, \alpha_{i+1}), \alpha_{i+1}, \ldots, \alpha_1)$$

$$+ \sum_{j=1}^{d-j} \sum_{i=0}^{d-j} \phi^{d-j+1}(\alpha_d, \ldots, \alpha_{i+j+1}, \mu^j(\alpha_{i+j}, \ldots, \alpha_{i+1}), \alpha_{i+1}, \ldots, \alpha_1).$$
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Given an element $\beta \in QH^*(M)$ and a pseudocycle $f: B \to M$ representing the Poincaré dual of $\beta$, one defines a corresponding Hochschild cochain $CO^*(\beta; f) = (CO^*(\beta; f)^d)_{d \geq 0} \in CC^*(CF^*(E, E))$ as follows. For every tuple of Hamiltonian chords $(x, \overrightarrow{x}) := (x, x_1, \ldots, x_d)$ in $\mathcal{X}(L, L)$ one considers the moduli space $R_{1:d;1}(x : \overrightarrow{x}; f)$ of perturbed pseudoholomorphic maps $u$ from a disc with $d$ positive boundary punctures, asymptotic to $\overrightarrow{x}$, one negative boundary puncture which is asymptotic to $x$ and an internal marked point which is mapped to $im(f)$. Every $u \in R_{1:d;1}(x : \overrightarrow{x}; f)$ defines a map $\mu_u$ as in equation (31). One then sets

$$CO^*(\beta; f)^d := \sum_{(x, \overrightarrow{x}) \in \mathcal{X}(L, L)^{d+1}} \sum_{u \in R_{1:d;1}(x : \overrightarrow{x}; f)} \mu_u.$$ 

The facts that the resulting element is $\delta-$closed and that its cohomology class is independent of the choice of pseudocycle $f$ are proved for rank 1 local systems in [She13 Section 2.5] and the proofs hold just as well in our case (we review a similar argument for the open-closed string map in more detail below). By inspecting the definition of the differential $\delta$ one sees that the length-zero projection $CC^*(CF^*(E, E)) \to CF^*(E, E)$, $(\phi^0, \phi^1, \ldots) \mapsto \phi^0$ is a chain map. Composing $CO^*$ with this projection at the level of cohomology gives the map

$$CO^0: QH^*(M) \to HF^*(E, E).$$

It is an important result that when $HF^*(E, E)$ is equipped with the Floer product\footnote{That is, the product induced by the operation $\mu^2$; the $A_\infty$ relations guarantee that this product is well-defined and associative on cohomology.} the map $CO^0$ is an algebra homomorphism and the element $e_E = e_{(L, E)} := CO^0(1)$ is a unit for $HF^*(E, E)$. Again the proof can be taken directly from [She13 Sections 2.4, 2.5].

**Remark 3.5.** More generally, the Hochschild cohomology $HH^*(CF^*(E, E))$ itself is an algebra when equipped with the so-called Yoneda product (see e.g. [She13 equation (A.4.1)]); $e_E$ is a unit for this structure as well and the full map $CO^*$ is also a unital algebra homomorphism.

### 3.2.2 Hochschild homology and the open-closed string map

We now describe the open-closed string map $OC_*: HH_*(CF^*(E, E)) \to QH^*(M)$, paying attention to the fact that we allow $E$ to have finite rank higher than one. There is a Hochschild homology group $HH_*(CF^*(E, E), \mathcal{N})$ for any $A_\infty$ bimodule over $CF^*(E, E)$. It is the homology of the complex

$$CC_*(CF^*(E, E), \mathcal{N}) := \bigoplus_{d \geq 0} \mathcal{N} \otimes CF^*(E, E)^{\otimes d}$$

with respect to the $A_\infty$ cyclic bar differential

$$b(n, \alpha_d, \ldots, \alpha_1) = \sum_{r \geq 0, s \geq 0 \atop r + s \leq d} \mu_\mathcal{N}^{[1]}(\alpha_r, \alpha_s, \ldots, \alpha_1, \alpha_d, \ldots, \alpha_{d-s}) \otimes \alpha_{d-s} \otimes \cdots \otimes \alpha_{r+1}$$

$$+ \sum_{i \geq 0, j \geq 1 \atop i + j \leq d} \mu_i \otimes \alpha_d \otimes \cdots \otimes \alpha_{d-j+1} \otimes \mu^j(\alpha_{i+j}, \ldots, \alpha_i) \otimes \alpha_i \otimes \cdots \otimes \alpha_1,$$

where $\mu_\mathcal{N}^{[1]}$ denote the bimodule structure maps for $\mathcal{N}$. Substituting $\mathcal{N} = CF^*(E, E)$ one obtains the group $HH_*(CF^*(E, E))$, which is the source of $OC_*$. Following [She13 Section 2.6], we define the open-closed string map in terms of a pairing

$$(OC_*(-), -): HH_*(CF^*(E, E)) \otimes H_*(M; \mathbb{F}_2) \to \mathbb{F}_2.$$ (33)
Given a generator
\[ \alpha \otimes \alpha_d \otimes \cdots \otimes \alpha_1 \in \text{Hom}_{\mathbb{F}_2}(E_{\mathbb{F}_2}(0), E_{\mathbb{F}_2}(1)) \otimes \text{Hom}_{\mathbb{F}_2}(E_{\mathbb{F}_2}(0), E_{\mathbb{F}_2}(1)) \otimes \cdots \otimes \text{Hom}_{\mathbb{F}_2}(E_{\mathbb{F}_2}(0), E_{\mathbb{F}_2}(1)) \]
and a pseudocycle \( f \), representing a homology class \( a \), we consider the moduli space \( \mathcal{R}_{0,d+1;1}(\vec{x}, \vec{x}; f) \), consisting of perturbed pseudoholomorphic discs asymptotic to \( \vec{x} \) and \( \vec{x} := (x_1, \ldots, x_d) \) at the boundary punctures and mapping the boundary to \( L \) and the internal marked point to \( \text{im}(f) \).

We define
\[ \langle \mathcal{OC}_*(\alpha \otimes \alpha_d \otimes \cdots \otimes \alpha_1), a; f \rangle := \sum_{u \in \mathcal{R}_{0,d+1;1}(\vec{x}, \vec{x}; f)} \text{tr}(P_{\gamma_u} \circ \alpha_d \circ P_{\gamma_u^{-1}} \circ \alpha_{d-1} \cdots \circ P_{\gamma_u^{(-1)}} \circ \alpha_1 \circ P_{\gamma_u^0} \circ \alpha_1), \]
where on the right hand side one takes the trace of the element in brackets which is an endomorphism of \( E_{\mathbb{F}_2}(0) \). For index reasons, the boundary of the Gromov compactification of the 1-dimensional component \( \mathcal{R}_{1,0;1;1}(\vec{x}, \vec{x}; f) \) consists only of strip breakings at the incoming punctures and configurations of pairs of discs, one of which carries the internal marked point and the other carries at least two punctures. These are precisely the moduli spaces contributing to the composition
\[ \text{CC}_*(\mathbb{C}^*(E, E)) \xrightarrow{b} \text{CC}_*(\mathbb{C}^*(E, E)) \xrightarrow{\langle \mathcal{OC}_*(-), a; f \rangle} \mathbb{F}_2. \] (34)

We claim that this implies \( \langle \mathcal{OC}_*(b(\alpha \otimes \alpha_d \otimes \cdots \otimes \alpha_1)), a; f \rangle = 0 \). Let us illustrate this by an example. Suppose that \( d = 4 \) and the two broken configurations in Figure 3 appear as opposite boundary points of a connected component of \( \mathcal{R}_{0,5;1}(\vec{x}, x_1, x_2, x_3, x_4; f) \).

Their contributions to the composition \( (34) \) are given by:
\[ \text{tr} \left( P_{\gamma_2} \circ \alpha_3 \circ P_{\gamma_1} \circ \alpha_2 \circ P_{\gamma_0} \circ \left( P_{\gamma_2} \circ \alpha_1 \circ P_{\gamma_1} \circ \alpha_0 \circ P_{\gamma_0} \circ \alpha_1 \right) \right) \]
and
\[ \text{tr} \left( P_{\gamma_2} \circ \left( P_{\gamma_1} \circ \alpha_4 \circ P_{\gamma_0} \circ \alpha_3 \circ P_{\gamma_0} \circ \alpha_2 \circ P_{\gamma_1} \circ \alpha_1 \right) \right) \circ P_{\gamma_2} \circ \alpha_2 \circ P_{\gamma_1} \circ \alpha_1 \circ P_{\gamma_0} \circ \alpha_2. \]

Since there is a 1-parameter family of glued curves interpolating between the two broken configurations, we conclude that for every \( 0 \leq j \leq 4 \) the two paths connecting \( x_j(1) \) to \( x_{j+1}(0) \) (where \( x_0 = x_5 = \vec{x} \)) arising from \( (u, v) \) and \( (u', v') \) are homotopic. In particular \( \gamma_0^0 = \gamma_0^1 \in \Pi_1 L(x_1(1), x_2(0)) \), \( \gamma_2^0 = \gamma_2^1 \in \Pi_1 L(x_3(1), x_4(0)) \), \( \gamma_3^0 = \gamma_3^1 \in \Pi_1 L(x_4(1), x_0(0)) \), \( \gamma_4^0 = \gamma_4^1 \in \Pi_1 L(x_1(1), x_3(0)) \) and \( \gamma_1 = \gamma_0^0 : \gamma_0^1 \in \Pi_1 L(x_3(1), x_2(0)) \) \( \gamma_1^0 = \gamma_0^1 : \gamma_0^2 \in \Pi_1 L(x_3(1), x_2(0)) \). Using this we see that the two expressions of which we are taking the trace are cyclic permutations of compositions of the same maps and hence the traces agree. Since all broken configurations contributing to \( (34) \) come in such pairs, we conclude that the composition vanishes altogether.

On the other hand, given a Hochschild chain \( \varphi \) and two pseudocycles \( f, g \) representing \( a \), then by considering moduli spaces of discs with asymptotics determined by \( \varphi \) and which map the internal marked point to a homology between \( f \) and \( g \) one can show (see [She13, Section 2.6]) that \( \langle \mathcal{OC}_*(\varphi), a; f \rangle + \langle \mathcal{OC}_*(\varphi), a; g \rangle \) depends only on \( b(\varphi) \) and so vanishes when \( \varphi \) is a Hochschild cycle. One thus obtains a well defined pairing \( (33) \) which defines the map \( \mathcal{OC}_* \).

### 3.2.3 The bimodule \( P_W(E) \) and the evaluation map \( H(\mu) \)

Let us consider for a moment a purely algebraic setup. Let \( K \) be an \( A_\infty \) category and let \( E \) be an object of \( K \). Then for every object \( W \) one can consider the space \( P(W) := \text{hom}_K(E, W) \otimes \text{hom}_K(W, E) \).
hom_A(W, E) which is an $A_\infty$ bimodule over hom_A(E, E) with structure maps

$$\mu^{r|1|0}: \text{hom}_A(E, E)^{\otimes r} \otimes P_W(E) \to P_W(E)$$
$$\mu^{r|1|0}(\alpha_r, \ldots, \alpha_1, f \otimes g) = f \otimes \mu^{r+1}(\alpha_r, \ldots, \alpha_1, g),$$

$$\mu^{0|1|s}: P_W(E) \otimes \text{hom}_A(E, E)^{\otimes s} \to P_W(E)$$
$$\mu^{0|1|s}(f \otimes g, \alpha_{|1|}, \ldots, \alpha_{|s|}) = \mu^{s+1}(f, \alpha_{|1|}, \ldots, \alpha_{|s|}) \otimes g$$

and $\mu^{r|1|s} = 0$ for $r \neq 0 \neq s$. Thus one has a Hochschild homology group $HH_*(\text{hom}_A(E, E), P_W(E))$.

There is a natural evaluation map:

$$H(\mu): HH_*(\text{hom}_A(E, E), P_W(E)) \to H^*(\text{hom}_A(W, W), \mu^1),$$

induced on the chain level by the map:

$$C(\mu): CC_*(\text{hom}_A(E, E), P_W(E)) \to \text{hom}_A(W, W)$$
$$C(\mu): (f \otimes g) \otimes \alpha_d \otimes \cdots \otimes \alpha_1 \to \mu^{d+2}(f, \alpha_d, \ldots, \alpha_1, g).$$

In this setting one has the following lemma of Abouzaid:

**Lemma 3.6.** \footnote{[Abo10, Lemma 1.4]} Let $A$ be a cohomologically unital $A_\infty$ category and $E, W$ be objects in $A$. If the unit $e_W \in H^*(\text{hom}_A(W, W), \mu^1)$ lies in the image of the evaluation map $H(\mu)$, then $W$ is split-generated by $E$. 
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Let us now specialise to the case where \( \mathcal{A} \) is the category \( \mathcal{F}(M) \), from section \( \mathsection{3.1} \) above. The bimodule is then \( P_W(E) = P_{(K,W)}(L,E) = CF^*(E,W) \otimes CF^*(W,E) \). Note that this can be rewritten as

\[
CF^*(E,W) \otimes CF^*(W,E) = \left( \bigoplus_{y \in \mathcal{X}(L,K)} \text{Hom}(E_y(0), W_y(1)) \right) \otimes \left( \bigoplus_{z \in \mathcal{X}(K,L)} \text{Hom}(W_z(0), E_z(1)) \right)
\]

where we have crucially used the fact that \( E \) and \( W \) have finite rank. From now on we shall refer to the elements of the components of \( P_W(E) \) in one of the following two ways

- \( \hat{f}_y \otimes \hat{g}_z \in \text{Hom}(E_y(0), W_y(1)) \otimes \text{Hom}(W_z(0), E_z(1)) \)
- \( f_{xy} \otimes g_{yz} \in \text{Hom}(W_z(0), W_y(1)) \otimes \text{Hom}(E_y(0), E_z(1)) \).

We will find the second description more useful. We then need an expression for the output of the evaluation map \( C(\mu) \), when it is applied to elements of the form \( f_{xy} \otimes g_{yz} \).

**Lemma 3.7.** For elements \( f_{xy} \otimes g_{yz} \in \text{Hom}(W_z(0), W_y(1)) \otimes \text{Hom}(E_y(0), E_z(1)) \) \( \leq P_W(E) \) and \( \alpha_d \otimes \cdots \otimes \alpha_1 \in \text{Hom}(E_{x_d(0)}, E_{x_d(1)}) \otimes \cdots \otimes \text{Hom}(E_{x_1(0)}, E_{x_1(1)}) \leq CF^*(E,E)^{\otimes d} \), the evaluation map \( C(\mu) \) is given by

\[
C(\mu)((f_{xy} \otimes g_{yz}) \otimes \alpha_d \otimes \cdots \otimes \alpha_1) = \sum_{w \in \mathcal{X}(K,K)} \sum_{u \in \mathcal{R}_{1:d+2}^0(w:z,x_1,\ldots,x_d,y)} \text{tr}(P_{\gamma_n} \circ \alpha_d \cdots \circ P_{\gamma_2} \circ \alpha_1 \circ P_{\gamma_1} \circ g_{yz})P_{\gamma_n} \circ f_{xy} \circ P_{\gamma_1},
\]

where one takes the trace of the element in brackets which is an endomorphism of \( E_y(0) \).

**Proof.** Note that the contribution of every disc \( u \in \mathcal{R}_{1:d+2}^0(w:z,x_1,\ldots,x_d,y) \) to

\[
C(\mu)((\hat{f}_y \otimes \hat{g}_z) \otimes \alpha_d \otimes \cdots \otimes \alpha_1) = \mu^{d+2} (\hat{f}_y, \alpha_d, \ldots, \alpha_1, \hat{g}_z)
\]

is obtained by applying the composition map:

\[
\text{Hom}(E_y(0), W_y(1)) \otimes \text{Hom}(E_{z(1)}, E_{y(0)}) \otimes \text{Hom}(W_{z(0)}, E_{z(1)}) \xrightarrow{\text{tr}} \text{Hom}(W_{z(0)}, W_{y(1)})
\]

to the element \( \hat{f}_y \otimes T \otimes \hat{g}_z \), where \( T = P_{\gamma_n} \circ \alpha_d \cdots \circ \alpha_1 \circ P_{\gamma_1} \). Using again that our local systems have finite ranks, we have

\[
\text{Hom}(E_y(0), W_y(1)) \otimes \text{Hom}(E_{z(1)}, E_{y(0)}) \otimes \text{Hom}(W_{z(0)}, E_{z(1)}) = E_{y(0)} \otimes W_{y(1)} \otimes E_{z(1)} \otimes E_{y(0)} \otimes W_{z(0)} \otimes E_{z(1)} = \text{Hom}(E_{z(1)}, E_{y(0)}) \otimes \text{Hom}(E_{y(0)}, E_{z(1)}) \otimes \text{Hom}(W_{z(0)}, W_{y(1)}).
\]
We then see that the composition map (36) coincides with the map
\[ \text{Hom}(E_{x(1)}, E_{y(0)}) \otimes \text{Hom}(E_{y(0)}, E_{z(1)}) \otimes \text{Hom}(W_{z(0)}, W_{y(1)}) \rightarrow \text{Hom}(W_{z(0)}, W_{y(1)}) \]
\[ T \otimes g_{yz} \otimes f_{zy} \rightarrow \text{tr}(T \circ g_{yz})f_{zy}, \quad (37) \]
as both are given by performing all possible contractions of dual tensor factors in \( E^\vee_{y(0)} \otimes W_{y(1)} \otimes E_{z(1)} \otimes E_{y(0)} \otimes W_{z(0)} \otimes E_{z(1)}, \)

3.2.4 The coproduct map \( \Delta \)

Following [Abo10] Section 3.3 and 4.2, [Abo12a] Section 5.1, [She13] Section 2.11], we relate \( CF^*(E, E) \) to the bimodule \( P_W(E) \) via an \( A_\infty \) bimodule homomorphism obtained from counts of pseudoholomorphic discs with two outgoing boundary punctures. More precisely, one defines a coproduct map
\[ \Delta: CF^*(E, E) \rightarrow P_W(E) \]
as follows. Consider holomorphic discs with two negative boundary punctures \( \zeta_{01}, \zeta_{02} \) and one positive \( \zeta_1 \), appearing in this cyclic order counterclockwise around the boundary of the disc. For every choice of Hamiltonian chords \( x \in \mathcal{X}(L, K), \) \( y \in \mathcal{X}(L, K) \) and \( z \in \mathcal{X}(K, L) \), one has the moduli space \( \mathcal{R}_{2;1}(z, y : x) \) of perturbed pseudoholomorphic discs \( u \) which are asymptotic at \( \zeta_{01}, \zeta_{02} \) and \( \zeta_1 \) to \( z, y \) and \( x \), respectively, and which map the boundary arc between \( \zeta_{01} \) and \( \zeta_{02} \) to \( K \) and the remaining two arcs to \( L \). Every map \( u \in \mathcal{R}_{2;1}(z, y : x) \) defines paths \( \gamma^0_u \in \Pi_1 K(z(0), y(1)), \) \( \gamma^1_u \in \Pi_1 L(y(0), x(0)), \) \( \gamma^2_u \in \Pi_1 L(x(1), z(1)) \) which are the images of the boundary arcs connecting \( \zeta_{01} \) to \( \zeta_{02} \), \( \zeta_{02} \) to \( \zeta_1 \) and \( \zeta_1 \) to \( \zeta_{01} \), respectively. The map \( \Delta \) is then defined by setting for every \( \alpha \in \text{Hom}(E_{x(0)}, E_{x(1)}) \)
\[ \Delta(\alpha) = \sum_{y \in \mathcal{X}(L, K)} \sum_{x \in \mathcal{X}(K, L)} P_{\gamma^0_u} \otimes (P_{\gamma^1_u} \circ \alpha \circ P_{\gamma^2_u}) \]
with \( P_{\gamma^0_u} \otimes (P_{\gamma^1_u} \circ \alpha \circ P_{\gamma^2_u}) \in \text{Hom}(W_{z(0)}, W_{y(1)}) \otimes \text{Hom}(E_{y(0)}, E_{z(1)}) \leq P_W(E). \)

One can now extend the map \( \Delta \) to a homomorphism of \( A_\infty \) bimodules. That is, for every \( r \geq 0, s \geq 0 \) one defines an operation
\[ \Delta^{[1]^r[1]^s} : CF^*(E, E)^{\otimes r} \otimes CF^*(E, E) \otimes CF^*(E, E)^{\otimes s} \rightarrow P_W(E) \]
by considering discs with two negative punctures and \( r + 1 + s \) positive ones. Given chords \( \vec{x} = (x_1, \ldots, x_r), \vec{z}, \vec{x} = (z_1, \ldots, x_{r+1}), \) all connecting \( L \) to \( L \), and elements \( \alpha_i \in \text{Hom}(E_{x_i(0)}, E_{x_i(1)}), \)
\( \alpha \in \text{Hom}(E_{z(0)}, E_{z(1)}), \) \( \alpha_{r+1} \in \text{Hom}(E_{z_{r+1}(0)}, E_{z_{r+1}(1)}) \) one sets
\[ \Delta^{[1]^r[1]^s}(\alpha_{r+1}, \ldots, \alpha_1, \alpha_0, \alpha_1, \ldots, \alpha_{r+1}) = \]
\[ \sum_{y \in \mathcal{X}(L, K)} \sum_{x \in \mathcal{X}(K, L)} P_{\gamma^0_u} \otimes (P_{\gamma^0_{u+1}} \circ \alpha_{r+1} \circ P_{\gamma^0_{u+2}} \circ \cdots \circ P_{\gamma^0_{u+s}} \circ \alpha_0 \circ P_{\gamma^0_{u+1}} \circ \cdots \circ P_{\gamma^0_{u+s}} \circ \alpha_{r+1} \circ P_{\gamma^0_{u+1}}), \]
where \( \gamma^0_u \) is again the image of the arc between the two negative punctures, which is mapped to \( K \) and the other arcs are ordered counterclockwise around the boundary of the disc. Note that \( \Delta^{[1]^0[1]^0} \) is the initially defined coproduct map. The fact that \( \Delta \) is indeed an \( A_\infty \) bimodule homomorphism (i.e. satisfies [Abo10] Equation (4.13)) is verified again by considering the Gromov compactification of the one-dimensional component \( \mathcal{R}_{2;1}(z, y : x, \vec{z}, \vec{x}) \). It follows that \( \Delta \) induces a map \( HH_*(\Delta) \) in Hochschild homology. It is defined on the chain level by
using all cyclic shifts of arguments of $\Delta^{[1]}$. That is, given an element $\alpha \otimes \alpha_d \otimes \cdots \otimes \alpha_1 \in \text{CC}_*(CF^*(E,E))$, one has

$$\text{CC}_*(\Delta)(\alpha \otimes \alpha_d \otimes \cdots \otimes \alpha_1) = \sum_{r+s \leq d} \Delta^{[1]}(\alpha_r \otimes \cdots \otimes \alpha_1 \otimes \alpha_d \otimes \cdots \otimes \alpha_{d-s+1}) \otimes \alpha_{d-s} \otimes \cdots \otimes \alpha_{r+1}.$$

### 3.2.5 Proof of the split-generation criterion

We are now in a position to give a sketch proof of Theorem 3.4. It follows from the following two facts:

**Proposition 3.8.** (compare [She13, Corollary 2.5, Proposition 2.6]) There exists a perfect pairing

$$HH^*(CF^*(E,E)) \otimes HH^*(CF^*(E,E)) \to \mathbb{F}_2. \quad (38)$$

Further, the diagram

$$\begin{array}{ccc}
QH^*(M) & \xrightarrow{\cong} & QH^*(M)^\vee \\
\downarrow \circ CO^* & & \downarrow \circ CO^* \\
HH^*(CF^*(E,E)) & \xrightarrow{\cong} & HH^*(CF^*(E,E))^\vee
\end{array} \quad (39)$$

commutes, where the top isomorphism is given by the Poincaré pairing and the bottom one comes from (38).

**Proposition 3.9.** (compare [Abo12a, Proposition 4.1], [She13, Lemma 2.15]) The following diagram commutes:

$$\begin{array}{ccc}
HH_*(CF^*(E,E)) & \xrightarrow{HH_*(\Delta)} & HH_*(CF^*(E,E), P_W(E)) \\
\downarrow \circ CO_* & & \downarrow H(\mu) \\
QH^*(M) & \xrightarrow{CO^0} & HF^*(W,W).
\end{array} \quad (40)$$

Assuming these facts we have:

**Proof of Theorem 3.4:** If $CO^*$ is injective, then Proposition 3.8 implies that $OC_*$ is surjective and in particular $1 \in QH^*(M)$ lies in the image of $OC_*$. Since $CO^0$ is a unital algebra homomorphism it follows that $c_W$ lies in the image of $CO^0 \circ OC_*$. By Proposition 3.9 we then have that $c_W$ lies in the image of $H(\mu)$ and applying Lemma 3.6 yields that $(K,W)$ is split-generated by $(L,E)$. \qed

**Proof of Proposition 3.8:** The construction of the pairing (38) and the proof that it is perfect can be taken directly from [She13, Lemma 2.4 & Corollary 2.5]. The only extra input needed to deal with local systems of higher finite rank is a linear algebra argument, analogous to Lemma 3.7 above (the proof of Lemma 2.4 in [She13] uses the coproduct map $\Delta$: as seen above, the output of $\Delta$ lies in a slightly awkward tensor product of spaces of linear maps; one needs to rearrange the tensor factors to make this output more manageable). We omit the details of this proof here.

The fact that diagram (39) commutes is proved in [She13, Proposition 2.6]. \qed

**Proof of Proposition 3.9:** Given Hamiltonian chords $\{x, x_1, \ldots, x_d\} \in \mathcal{X}(L, L)$ and $w \in \mathcal{X}(K, K)$, consider the moduli space

$$\mathcal{D}(w : x, x_1, \ldots, x_d) := \{(u,v) \in \mathcal{R}_{1;0;1}(w; M) \times \mathcal{R}_{0; d+1; 1}(x, x_1, \ldots, x_d; M) : \text{ev}(u) = \text{ev}(v)\}.$$
which consists of pairs of discs, connected at an internal node and asymptotic to the prescribed chords at their boundary punctures. One can use the zero-dimensional component \( \mathcal{D}^0(w : x, x_1, \ldots, x_d) \) to define a map:

\[
\chi : CC_*(CF^*(E, E)) \rightarrow CF^*(W, W)
\]

\[
\chi(\alpha \otimes \alpha_d \otimes \ldots \otimes \alpha_1) = \sum_{w \in \mathcal{X}(K, K)} \sum_{(u, v) \in \mathcal{D}^0(w : x, x_1, \ldots, x_d)} \text{tr} \left( P_{\gamma_d} \circ \alpha_d \circ \cdots \circ P_{\gamma_0} \circ \alpha \right) P_{\partial u}. \tag{41}
\]

By considering the boundary of the Gromov compactification of the one-dimensional component \( \mathcal{D}^1(w : x, x_1, \ldots, x_d) \), one shows that \( \chi \) is a chain map. As a preparatory step for proving Proposition 3.9 one needs the following lemma:

**Lemma 3.10.** Let \( H(\chi) : HH_*(CF^*(E, E)) \rightarrow HF^*(W, W) \) denote the induced map on homology. Then \( H(\chi) = \mathcal{OC}^0 \circ \mathcal{OC}_* \).

**Proof.** Let \( \{e_1, \ldots, e_m\} \) be a basis for \( H_*(M; \mathbb{F}_2) \) elements of pure degree and let \( \{e^1, \ldots, e^m\} \subseteq H^*(M; \mathbb{F}_2) \) denote its dual basis. Further set \( e_i = PD(e^i) \) and \( e^i = PD(e_i) \). Choose pseudocycles \( f_i, g_i \) representing \( e_i \) and \( e^i \) respectively. Then, given a Hochschild cycle \( \varphi = \sum_j \lambda_j \alpha_j \otimes \alpha_{jd} \otimes \ldots \otimes \alpha_{j1} \), one has

\[
\mathcal{OC}^0(\mathcal{OC}_*(\varphi)) = \left[ \sum_j \lambda_j \sigma(\alpha_j \otimes \alpha_{jd} \otimes \ldots \otimes \alpha_{j1}; \{f_i\}, \{g_i\}) \right],
\]

where the square brackets denote the cohomology class in \( HF^*(W, W) \) and

\[
\sigma(\alpha \otimes \alpha_d \otimes \ldots \otimes \alpha_1; \{f_i\}, \{g_i\}) \; := \; \sum_{i=1}^m \langle \mathcal{OC}_*(\alpha \otimes \alpha_d \otimes \ldots \otimes \alpha_1), e_i; f_i \rangle \; \mathcal{OC}^0(e^i; g_i)
\]

\[
= \sum_{w \in \mathcal{X}(K, K)} \left\{ \sum_{(u, v) \in \mathcal{R}^0_{1:0;1}(w; g_i) \times \mathcal{R}^0_{0:d+1;1}(x, x_1, \ldots, x_d; f_i)} \text{tr}(P_{\gamma_d} \circ \alpha_d \circ \cdots \circ P_{\gamma_0} \circ \alpha) P_{\partial u} \right\}.
\]

Now, given Hamiltonian chords \( \{x, x_1, \ldots, x_d\} \in \mathcal{X}(L, L), \; w \in \mathcal{X}(K, K) \) and a bordism \( h : B \rightarrow M \times M \), realising a homology between \( \sum_{i=1}^m e_i \times e_i \) and the diagonal, consider the moduli space

\[
\mathcal{H}(w : x, x_1, \ldots, x_d; h) := \{(u, v) \in \mathcal{R}_{1:0;1}(w; M) \times \mathcal{R}_{0:d+1;1}(x, x_1, \ldots, x_d; M) : (ev(u), ev(v)) \in \text{im}(h)\}.
\]

Then \( \bigcup_{i=1}^m \mathcal{R}^0_{1:0;1}(w; g_i) \times \mathcal{R}^0_{0:d+1;1}(x, x_1, \ldots, x_d; f_i) \) and the zero-dimensional component of discs connected at a node \( \mathcal{D}^0(w : x, x_1, \ldots, x_d) \) form part of the boundary of the Gromov compactification of the 1-dimensional component \( \mathcal{H}^1(w : x, x_1, \ldots, x_d; h) \). By analysing the remaining boundary components of this compactification and using again that the homotopy classes of the paths involved in parallel transport remain invariant in 1-parameter families, one finds that the sum

\[
\left( \sum_{(u, v) \in \mathcal{R}^0_{1:0;1}(w; g_i) \times \mathcal{R}^0_{0:d+1;1}(x, x_1, \ldots, x_d; f_i)} \text{tr}(P_{\gamma_d} \circ \alpha_d \circ \cdots \circ P_{\gamma_0} \circ \alpha) P_{\partial u} \right) +
\]
\begin{align*}
&+ \left( \sum_{(w',w) \in \mathcal{D}^0(w, \mathbb{B}_1, \ldots, \mathbb{B}_n)} \text{tr}(P_{w',w} \circ \alpha_d \circ \cdots \circ P_{w,\mathbb{B}_n} \circ \alpha) P_{w,w'}) \right) \in \text{Hom}_{\mathbb{F}_2}(W_{w(0)}, W_{w(1)})
\end{align*}

depends linearly on $b(\alpha, \alpha_d, \ldots, \alpha_1)$ up to a term which is the $\text{Hom}_{\mathbb{F}_2}(W_{w(0)}, W_{w(1)})$-component of a $\mu^*$-exact element. \hfill \square

To prove Proposition 3.9, it remains to be shown that $H(\chi) = H(\mu) \circ H H_*(\Delta)$. This is implied by the following lemma.

**Lemma 3.11.** The maps $\chi$ and $C(\mu) \circ CC_*(\Delta)$ are chain-homotopic.

**Proof.** Following [Abo12a, Section 5.3], we construct such a homotopy by considering a moduli space of perturbed pseudoholomorphic maps, whose domain is an annulus $A_r = \{z \in \mathbb{C} : 1 \leq |z| \leq r\}$ (for some $r$) with $d + 1$ positive punctures $\{\zeta = r, \zeta_1, \ldots, \zeta_d\}$ on the outer circle and one negative puncture on the inner circle, constrained to lie at $-1$. Given chords $\{z, x_1, \ldots, x_d\} \in \mathcal{X}(L, L)$ and $w \in \mathcal{X}(K, K)$, we denote by $\mathcal{C}_{1,d+1}^-(w : z, x_1, \ldots, x_d)$ the moduli space of maps as above, which are furthermore required to map the boundary component $\{z \in A_r : |z| = 1\}$ to $K$, the remaining boundary components $\{z \in A_r : |z| = r\}$ to $L$ and which are asymptotic to $w$ at $-1$ and to $\{z, x_1, \ldots, x_d\}$ at $\{\zeta = r, \zeta_1, \ldots, \zeta_d\}$. The boundary of the Gromov compactification of the one-dimensional component $\mathcal{C}_{1,d+1}^-(w : z, x_1, \ldots, x_d)$ consist of the following four types of configurations (see [Abo12a Equations (5.18), (5.19), (5.20)]):

1. a strip braking at the outgoing puncture; connected components of this stratum are given by products

   \[ R_{1,3}^0(w : w') \times \mathcal{C}_{1,d+1}^0(w' : z, x_1, \ldots, x_d) \]

   for some $w' \in \mathcal{X}(K, K)$.

2. a strip or a stable disc component (i.e. a disc carrying at least two punctures) breaking off at a positive puncture; connected components of this stratum are given by products

   \[ \mathcal{C}_{1,d-s-r+1}^0(w : z', x_{r+1}, \ldots, x_{d-s}) \times R_{1,r+s+1}^0(z' : x_{d-s+1}, \ldots, x_d, z, x_1, \ldots, x_r) \]

   for some $z' \in \mathcal{X}(L, L)$ and

   \[ \mathcal{C}_{1,d-j+2}^0(w : z, x_1, \ldots, x_i, x', x_{i+j+1}, \ldots, x_d) \times R_{1,j}^0(x' : x_i+1, \ldots, x_{i+j}) \]

   for some $x' \in \mathcal{X}(L, L)$.

3. a degeneration of the conformal modulus of the annulus as $r \to 1$; components of the boundary at $r = 1$ are given by products

   \[ R_{1,d-r-s+2}^0(w : z, x_{r+1}, \ldots, x_{d-s}, y) \times R_{2,r+s+1}^0(z, y : x_{d-s+1}, \ldots, x_d, z, x_1, \ldots, x_r) \]

   for some $y \in \mathcal{X}(L, K)$, $z \in \mathcal{X}(K, L)$.

4. a degeneration of the conformal modulus of the annulus as $r \to +\infty$; the boundary at $r = +\infty$ is the moduli space $\mathcal{D}^0(w : z, x_1, \ldots, x_d)$ of pairs of discs, connected at a node.
Observe that the degenerations of types 3 and 4 are precisely the ones which account for the $\text{Hom}_{2}(W_{w(0)}, W_{w(1)})$-component of $C(\mu) \circ CC_{*}(\Delta)(\alpha \otimes \alpha_{d} \otimes \cdots \otimes \alpha_{1})$, respectively. Further, from the description of $C(\mu)$ in Lemma 3.7, one can see that both $\chi(\alpha \otimes \alpha_{k} \otimes \cdots \otimes \alpha_{1})$ and $C(\mu) \circ CC_{*}(\Delta)(\alpha \otimes \alpha \otimes \cdots \otimes \alpha_{1})$ weight the parallel transport map along the boundary component mapping to $K$ by the trace of the the loop of linear maps, obtained by composing the elements $\alpha_{i}$ with the parallel transport along the boundary components mapped to $L$. On the other hand, each $a \in \mathcal{C}_{d+1}^{-1}(w: x, x_{1}, \ldots, x_{d})$ defines paths $\gamma_{a}^{j} \in \Pi_{1}L(x_{j}(1), x_{j+1}(0)), 0 \leq j \leq d$, which are the images of the boundary arcs connecting $\zeta_{j}$ to $\zeta_{j+1}$ (again the notation means $\zeta_{0} = \zeta_{d+1} = \zeta$ and $x_{0} = x_{d+1} = \omega$) and $\gamma_{a} \in \Pi_{1}K(w(0), w(1))$, which is the image of the inner boundary circle, oriented clockwise. We then define a map

$$h: CC_{*}(CF^{*}(E, E)) \to CF^{*}(W, W)$$

$$h(\alpha \otimes \alpha_{d} \otimes \cdots \otimes \alpha_{1}) = \sum_{w \in \mathcal{K}(K, K)} \sum_{a \in \mathcal{C}_{d+1}^{-1}(w: x, x_{1}, \ldots, x_{d})} \text{tr}(P_{\gamma_{a}^{d}} \circ \alpha_{d} \circ \cdots \circ P_{\gamma_{a}^{0}} \circ \alpha)P_{\gamma_{a}}.$$

This is analogous to [Abo12a, Equation (5.22)], except that we weight the parallel transport on $K$ by the trace of the loop on $L$. Looking at the remaining types of boundary components of the compactification of $C_{1}^{-1}(w: x, x_{1}, \ldots, x_{d})$, we see that the degenerations of types 1 and 2 account for the $\text{Hom}(W_{w(0)}, W_{w(1)})$-component of $\mu^{1} (h(\alpha \otimes \alpha_{d} \otimes \cdots \otimes \alpha_{1}))$ and $h(b(\alpha \otimes \alpha_{d} \otimes \cdots \otimes \alpha_{1})), respectively. Using again that all these terms are paired-off as boundary points of closed intervals we conclude that $C(\mu) \circ CC_{*}(\Delta) + \mu + h + h \circ b = 0$, i.e. $h$ is a chain-homotopy between $\chi$ and $C(\mu) \circ CC_{*}(\Delta)$. \hfill $\blacksquare$

### 4 Application to the Chiang Lagrangian

We shall now illustrate all of the above constructions by applying them to the particular case of the Chiang Lagrangian $L_{\Delta} \subseteq (\mathbb{CP}^{3}, \omega_{FS})$. This Lagrangian was discovered by River Chiang in [Chia14] and its Floer theory was studied extensively by Evans and Lekili in [EL14]. Our goal is to extend their calculations to the case of coefficients in a local system of rank higher than 1 in order to study the relation between $L_{\Delta}$ and $\mathbb{RP}^{3}$. To motivate the calculations that follow and the necessity for local coefficients, a few general comments are in order.

Note first that $(\mathbb{CP}^{3}, \omega_{FS})$ is a monotone symplectic manifold with minimal Chern number $N_{CP^{3}} = 4$ since $[\omega_{FS}] = c_{1}(T\mathbb{CP}^{3})/4 \in H^{2}(\mathbb{CP}^{3}, \mathbb{Z})$. Further, since $\mathbb{CP}^{3}$ is simply-connected, we can include any monotone Lagrangian as an object of the Fukaya category.

Recall also that $\mathbb{RP}^{3}$ is a Lagrangian submanifold of $\mathbb{CP}^{3}$ since it is the fixed-point set of complex conjugation, which is an antisymplyctic involution. The fact that it is monotone can also be seen using this involution or by observing that its fundamental group is finite and appealing to Remark 2.1 above. Another important fact is that $m_{0}(E) = 0$ for any local system $E \to \mathbb{RP}^{3}$ (and over any characteristic) since in fact $\mathbb{RP}^{3}$ can bound no $J$-holomorphic Maslov 2 discs at all for any $\omega_{FS}$-compatible $J$. To see this one again uses the antisymplyctic involution: a Maslov 2 disc with boundary in $\mathbb{RP}^{3}$ could be completed via complex conjugation to a sphere with symplectic area 1/2 which is impossible since $[\omega_{FS}]$ is an integral class.

Let us now briefly recall the definition of the Chiang Lagrangian, using notation from [EL14]. To this end, we view $\mathbb{CP}^{3} \cong \text{Sym}^{3}(\mathbb{CP}^{1})$ as configurations of triples of points on $\mathbb{CP}^{1}$. The action of $SL(2, \mathbb{C})$ on $\mathbb{CP}^{1}$ by M"{o}bius transformations then defines an action on $\mathbb{CP}^{3}$ whose restriction to the compact form $SU(2) \subseteq SL(2, \mathbb{C})$ is Hamiltonian. Setting $\Delta := \{(1 : 1), [\omega^{2} : 1], [\omega^{4} : 1]\}$, where $\omega = e^{i \pi/3}$, we then have a decomposition $\mathbb{CP}^{3} = W_{\Delta} \cup Y_{\Delta}$, where $W_{\Delta} = SL(2, \mathbb{C}) \cdot \Delta$ is the orbit consisting of all triples of pairwise distinct points and
The Lie algebra $\mathfrak{su}_4$.  

4.1 Topology of $L_{\Delta}$

Detailed account of the topology of which Evans and Lekili use in [EL14]. In order to describe these trajectories, we begin with a relies on an explicit calculation of parallel transport maps along the same pearly trajectories, $M_L$ that the result is non-zero. However, it is shown in [EL14] that, when $HF$ by a Hamiltonian isotopy. A natural attempt would be to compute different from 3, one has $SU$ refer to the exponential map in $S$. From now on, $\text{Definition 4.1.}$ The Chiang Lagrangian is the orbit $L_{\Delta} = SU(2) \cdot \Delta$ in $X_{\Delta} = \mathbb{CP}^3$. 

In [EL14] Evans and Lekili compute the Floer cohomology of $L_{\Delta}$ with itself and show that it is non-zero only over a field of characteristic 5, when it becomes additively isomorphic to the singular cohomology. Further, they prove that $L_{\Delta}$ generates its summand in the monotone Fukaya category of $\mathbb{CP}^3$ over characteristic 5. Their technique is to exploit the many symmetries in order to prove regularity for holomorphic discs with boundary on $L_{\Delta}$, classify the ones of small Maslov index and then use the pearl complex machinery. This approach has then been taken-up and generalised by Jack Smith in the paper [Smi15], culminating in the calculation of Floer cohomology for the three Lagrangians arising from the Platonic solids.

Let us address now our main question, namely whether $L_{\Delta}$ and $\mathbb{RP}^3$ can be displaced by a Hamiltonian isotopy. A natural attempt would be to compute $HF^*(L_{\Delta}, \mathbb{RP}^3)$ and hope that the result is non-zero. However, it is shown in [EL14] that, when $L_{\Delta}$ is equipped with a spin structure, so that the moduli space $\mathcal{M}_{0,1}(2, L_{\Delta}; J)$ can be oriented and the count of Maslov 2 discs can be done over $\mathbb{Z}$, one has $m_0(L_{\Delta}) = \pm 3$. Therefore, over any characteristic different from 3, one has $m_0(L_{\Delta}) \neq m_0(\mathbb{RP}^3)$ and so $HF^*(L_{\Delta}, \mathbb{RP}^3)$ is not well-defined. On the other hand, $HF^*(L_{\Delta}, \mathbb{RP}^3)$ must vanish over characteristic 3, since it is a left module over the unital algebra $HF^*(\mathbb{RP}^3, \mathbb{RP}^3)$ which itself vanishes over characteristic different from 2. This is a consequence of the Auroux-Kontsevich-Seidel criterion (see e.g. [She13] Lemma 2.7): $m_0(\mathbb{RP}^3) = 0$ is an eigenvalue of quantum multiplication by $c_1(\mathbb{CP}^3)$ only in characteristic 2. Thus, if one wants to use Floer cohomology as a meaningful obstruction to displacing $L_{\Delta}$ and $\mathbb{RP}^3$, one needs to equip $L_{\Delta}$ with an appropriate local system $W$ so that $m_0(L_{\Delta}, W) = m_0(\mathbb{RP}^3) = 0$ over characteristic 2. One cannot use rank 1 local systems for this purpose, see Remark 4.7 below. In Section 4.3 we show that there is a particular local system of rank 2 on $L_{\Delta}$ which satisfies this and which has non-zero Floer cohomology with $\mathbb{RP}^3$. The proof of this relies on an explicit calculation of parallel transport maps along the same pearly trajectories, which Evans and Lekili use in [EL14]. In order to describe these trajectories, we begin with a detailed account of the topology of $L_{\Delta}$.

4.1 Topology of $L_{\Delta}$

The Lie algebra $\mathfrak{su}(2)$ is the real-linear span of the Pauli matrices:

$$\sigma_1 = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad \text{and} \quad \sigma_3 = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}.$$ 

From now on, $S^2$ will only be used to denote the unit sphere in $\mathbb{R}^3$. All occurrences of “exp” refer to the exponential map in $SU(2)$. For a unit vector $V = (v_1, v_2, v_3) \in S^2$ and $t \in \mathbb{R}$ we will write $\exp(tV)$ to mean $\exp(t(v_1\sigma_1 + v_2\sigma_2 + v_3\sigma_3))$. The action of $SU(2)$ on $\mathbb{CP}^3$ by projective
transformations can be identified with the action of $SU(2)$ on $S^2$ by quaternionic rotations, as long as we adopt the following conventions (for any other choice the two actions would of course be conjugate):

- for any unit vector $V \in S^2$, $\exp(\theta V)$ acts on $S^2$ by a right-hand rotation by $2\theta$ in the axis $V$; this is the adjoint action of $SU(2)$ on $S^2 \subseteq \mathfrak{su}(2)$, where we identify $\mathfrak{su}(2)$ with $\mathbb{R}^3$ via the basis $\{\sigma_1, \sigma_2, \sigma_3\}$;
- we identify $\mathbb{C} \cup \{\infty\} \cong \mathbb{C}P^1$ via $z \mapsto [z : 1]$, $\infty \mapsto [1 : 0]$;
- we identify $\mathbb{C} \cup \{\infty\} \cong S^2$ via $z \mapsto \left(\frac{|z|^2-1}{|z|^2+1}, \frac{2\Re(iz)}{|z|^2+1}, \frac{2\Im(iz)}{|z|^2+1}\right)$, $\infty \mapsto (1,0,0)$, i.e. via stereographic projection from $(1,0,0)$ followed by multiplication by $-i$.

The last two identifications combine to give the diffeomorphism $\Phi: \mathbb{P}^1 \to S^2$, $\Phi([x : y]) = \left(\frac{|x|^2-|y|^2}{|x|^2+|y|^2}, \frac{2 \Re(iz\bar{x})}{|x|^2+|y|^2}, \frac{2 \Im(iz\bar{x})}{|x|^2+|y|^2}\right)$. In this way $\Delta = \{(1 : 1), [\omega^2 : 1], [\omega^4 : 1]\}$ corresponds to the equilateral triangle with vertices $V_1 := (0,0,1)$, $V_2 := (0,-\sqrt{3}/2,-1/2)$, and $V_3 := (0,\sqrt{3}/2,-1/2)$ (our choice of names for the vertices will become apparent when we discuss a particular Morse function on $L_\Delta$ below).

Recall that $L_\Delta = SU(2) \cdot \Delta \subseteq \text{Sym}^3(\mathbb{C}P^1) = \mathbb{C}P^3$. The stabiliser of $\Delta$ is easily seen to be the binary dihedral group of order 12, given explicitly by

$$\Gamma_\Delta = \left\{ \begin{pmatrix} \omega^k & 0 \\ 0 & \varphi^k \end{pmatrix} : k \in \{0,1,\ldots,5\} \right\} \cup \left\{ \begin{pmatrix} 0 & i\omega^k \\ i\varphi^k & 0 \end{pmatrix} : k \in \{0,1,\ldots,5\} \right\} \subseteq SU(2).$$

Abstrackly, we view this group by the presentation

$$\Gamma_\Delta = \langle a, b \mid a^6 = 1, b^2 = a^3, ab = ba^{-1} \rangle,$$

the above complex representation being given by $a \mapsto \begin{pmatrix} \omega & 0 \\ 0 & \varphi \end{pmatrix}$ and $b \mapsto \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}$. So we have $L_\Delta \cong SU(2)/\Gamma_\Delta$ and $SU(2)$ is tiled by 12 fundamental domains for the action of $\Gamma_\Delta$. Further, the quotient map $q: SU(2) \to L_\Delta$ induces a natural isomorphism

$$\Gamma_\Delta \to \pi_1(L_\Delta, q(\text{Id}))^{opp} \quad \text{(42)}$$

where $\ell_x: [0,1] \to SU(2)$ is any path with $\ell(0) = \text{Id}$ and $\ell(1) = x$. In particular $\Gamma_\Delta$ is monotone by Remark 2.1. Further, since it is orientable, the Chiang Lagrangian must also satisfy $N_{\ell_\Delta} \in 2\mathbb{Z}$. We will see (4.14 below) that in fact $N_{\ell_\Delta} = 2$. In figure 4 below we give a schematic description of a fundamental domain for the right action of $\Gamma_\Delta$ on $SU(2)$. The picture is essentially borrowed from [EL14] with the difference that the fundamental domain given there is (erroneously) for a left $\Gamma_\Delta$-action. A detailed derivation of the domain can be found in [Smi15 Section 5].

Evans and Lekili also describe a Morse function on $L_\Delta$ by specifying its critical points and some of its flowlines. We shall use essentially the same Morse function (depicted in figure 6 below) to compute Floer cohomology but since we want to work with local coefficients, we are particularly concerned with where exactly its index 1 downward gradient flowlines (with respect to the round metric on $SU(2)$) pass. This is what we shall now spell out. Throughout this discussion it is useful to keep in mind the picture of rotating equilateral triangles, inscribed equatorially in the unit sphere in $\mathbb{R}^3$. For example, for any unit vectors $V, W \in \mathbb{R}^3$ we think
of the point \(q(\exp(sV)\exp(tW)) \in L_\Delta\) as the triangle, obtained from \(\Delta\) by first applying a right-hand rotation by \(2t\) in the axis \(W\) and then a right-hand rotation by \(2s\) in the axis \(V\).

Recall that we defined \(V'_1 := (0,0,1), V'_2 := (0,\sqrt{3}/2,−1/2), V'_3 := (0,\sqrt{3}/2,−1/2)\). We now further set \(V_1 := (0,−\sqrt{3}/2,1/2), V_2 := (0,\sqrt{3}/2,1/2), V_3 := (0,0,−1)\) and \(h := \exp(\frac{\pi}{6}\sigma_1) \in SU(2)\). We then define the Morse function \(f: L_\Delta \to \mathbb{R}\) to have:

- one minimum at \(m' := q(Id)\);
- three critical points of index 1: \(x'_1 := q(\exp(\frac{\pi}{6}V'_1)), x'_2 := q(\exp(\frac{\pi}{6}V'_2))\) and \(x'_3 := q(\exp(\frac{\pi}{6}V'_3))\). They are connected to the minimum \(m'\) via 6 flowlines whose compactified images can be parametrised for \(t \in [0,1]\) by \(\gamma_i(t) = q(\exp((1−t)\frac{\pi}{6}V'_i))\) and \(\tilde{\gamma}_i(t) = q(\exp(−(1−t)\frac{\pi}{6}V'_i))\) for \(i \in \{1,2,3\}\);
- three critical points of index 2: \(x_1 := q(h\exp(\frac{\pi}{6}V_1)), x_2 := q(h\exp(\frac{\pi}{6}V_2))\) and \(x_3 := q(h\exp(\frac{\pi}{6}V_3))\);
- one maximum at \(m := q(h)\). It connects to the index 2 critical points via 6 flowlines whose images are similarly given by \(\gamma_i(t) = q(h\exp(t\frac{\pi}{6}V_i))\) and \(\tilde{\gamma}_i(t) = q(h\exp(−t\frac{\pi}{6}V_i))\) for \(t \in [0,1]\) and \(i \in \{1,2,3\}\);
- there are 12 other index 1 flowlines, connecting critical points of index 2 to ones of index 1. For our purposes we do not need a similarly precise description of their images and the schematic description from figure 3 will do.

For the sake of completeness, let us now give a formula for such a function. To describe it we will use coordinates on \(L_\Delta\) coming from the Hopf coordinates on \(S^3\). Consider the following “Euler angles map”:

\[
G: (\mathbb{R}/2\pi\mathbb{Z})^3 \to SU(2), \quad G(\theta, \varphi, \psi) := \exp\left(\frac{\varphi + \psi}{2}\sigma_1\right) \cdot \exp(\theta\sigma_3) \cdot \exp\left(\frac{\varphi - \psi}{2}\sigma_1\right).
\]
which lie over other critical points. We do so in the unique way so that parallel transport

To that end we first fix an identification

The goal for now is to explicitly compute the Morse differential

The round metric on $F$ the pearl complex we shall use the pair $\Gamma \times V$ be any vector space over $F$ with fibre isomorphic to $\mathbb{C}$.

More precisely, let $\gamma$ and $\tilde{\gamma}$ pointing in the direction of downward gradient flow. Note that in diagram c) the flowlines $\delta_{ij}$ and $\tilde{\delta}_{ij}$ always go from $x_i$ to $x'_i$. The index 3 flowlines $\sigma$ and $\tilde{\sigma}$ and the different colouring (green and blue) of the flowlines will be used below for the calculation of parallel transport maps.

The map $G$ is a degree 4 ramified covering whose singular values (i.e. where “gimbal lock” occurs) form the standard Hopf link $\exp(t\sigma_1) : t \in [0,2\pi[) \cup \{\exp(t\sigma_1) \cdot \exp((\pi/2)\sigma_3) : t \in [0,2\pi[\}$.

Now our Morse function $f : L_\Delta \to \mathbb{R}$ (or rather, its pull-back under $q \circ G$) is given by

$$f(\theta, \varphi, \psi) = -\cos^4(\theta) \cos(6\varphi) - \sin^4(\theta) \cos(6\psi)$$

and one can easily check that in these coordinates its critical points are indeed $m' = (0,0,0)$, $x'_1 = (\pi/4,0,0)$, $x'_2 = (\pi/4,2\pi/3,2\pi/3)$, $x'_3 = (\pi/4,\pi/3,\pi/3)$, $x_1 = (\pi/4,\pi/6,\pi/6)$, $x_2 = (\pi/4,5\pi/6,5\pi/6)$, $x_3 = (\pi/4,3\pi/6,3\pi/6)$ and $m = (0,\pi/6,\pi/6)$.

4.2 Computation of Floer Cohomology with Local Coefficients

4.2.1 Morse Differential

We now move on to calculating $\partial_0$ explicitly in the case when $L$ is the Chiang Lagrangian $L_\Delta$. More precisely, let $V$ be any vector space over $\mathbb{F}_2$ and let $\rho : \Gamma_\Delta \to \text{Aut}(V)$ be a representation.

Since $\Gamma_\Delta \cong \pi_1(L_\Delta,m')$ and $\rho$ determines a right action of $\pi_1(L_\Delta)$ on $V$ and so we obtain a local system $W \to L_\Delta$ with fibre isomorphic to $V$ by the recipe from [21, 2] As Morse data for the pearl complex we shall use the pair $\mathcal{F} = (f,g)$, where $f$ is the Morse function (43) and $g$ is the round metric on $SU(2)$. In the Appendix we explain how to perturb $\mathcal{F}$ slightly, so that all transversality conditions are satisfied and the results of our calculations are not altered. Our goal for now is to explicitly compute the Morse differential $\partial_0$ on the complex $C^*_\mathcal{F}(W,W')$.

We thus need to calculate parallel transport maps on $W$ along the index 1 flow lines of $f$. To that end we first fix an identification $W_{m'} \cong V$. Next, we also identify with $V$ the fibres of $W$ which lie over other critical points. We do so in the unique way so that parallel transport maps along $(\gamma'_1)^{-1}$, $(\gamma'_2)^{-1}$, $(\gamma'_3)^{-1}$, $\sigma^{-1}$, $(\sigma^{-1}, \gamma_1)$, $(\sigma^{-1}, \gamma_2)$ and $(\sigma^{-1}, \gamma_3)$ are represented by the identity map $V \to V$. From now on we refer to the paths in this list as identification paths and we draw them in green on all diagrams (see also figure 5 above).

Suppose now that $\ell$ is a path from $s(\ell) \in \text{Crit}(f)$ to $t(\ell) \in \text{Crit}(f)$. By pre-concatenating $\ell$ with the identification path to $s(\ell)$ and post-concatenating it with the inverse of the identification path to $t(\ell)$ we obtain the corresponding loop $\hat{\ell}$, based at $m'$. We identify this loop with
Figure 6: Another representation of the Morse function $f$: The minimum $m'$ corresponds to the triangle $\Delta V'_1V'_2V'_3$ and the maximum $m$ is $\Delta V_1V_2V_3$. The critical points of index one $\{x'_i\}_{1 \leq i \leq 3}$ and index two $\{x_i\}_{1 \leq i \leq 3}$ correspond to triangles with one side along the segment with the respective label. The flowlines of index 1 through the minimum and maximum are also illustrated by the pairs of circular arcs with matching labels. Each downward flowline consists of triangles rotating around a fixed vertex, with their other two vertices tracing out the two arcs in the indicated directions. The labels of these arcs match the ones on the flowlines in Figure 5.

an element $[\hat{\ell}] \in \Gamma_\Delta$ via the isomorphism (42). Then, using the identifications above we have

$$P_\ell : \begin{array}{c} V \\
\cong \\
\cong \\
W_{s(\ell)} \\
\cong \\
W_{t(\ell)}
\end{array} \xrightarrow{\rho([\hat{\ell}])} \begin{array}{c} V \\
\cong \\
\cong \\
W_{s(\ell)} \\
\cong \\
W_{t(\ell)}
\end{array}$$
We now use this set-up, together with the universal cover $SU(2) \to L_\Delta$ to calculate $\partial_0$. Note that the fundamental domain whose centre lies at $\text{Id} \in SU(2)$ borders 8 other fundamental domains with centres at $a = \exp(\sigma_1 \pi/3)$, $a^5 = \exp(-\sigma_1 \pi/3)$, $b = \exp(\sigma_3 \pi/2)$, $ab$, $a^2b$, $a^3b$, $a^4b$ and $a^5b$. The first, fourth and eighth of these are schematically depicted (after stereographic projection from $-\text{Id} \in SU(2)$) in figures 8, 7 and 9 respectively.

Let us now compute $\tilde{P}_{\tilde{\gamma}'_2}: W_{x'_2} \to W_{m'}$ (identifications with $V$ are implicit here and in what follows). The corresponding loop is $(\gamma'_2)^{-1} \cdot \tilde{\gamma}'_2$. A lift of this loop at $\text{Id} \in SU(2)$ is shown in Figure 7. From there we read off:

$$P_{\tilde{\gamma}'_2}: W_{x'_2} \xrightarrow{AB} W_{m'},$$

where we write $A := \rho(a)$ and $B := \rho(b)$. Similarly we can compute $P_{\delta_{23}}: W_{x_2} \to W_{x'_3}$ by lifting the loop $(\sigma)^{-1} \cdot \gamma_2 \cdot \delta_{23} \cdot (\gamma'_3)^{-1}$ to the universal cover (see Figure 8). Thus we obtain:

$$P_{\delta_{23}}: W_{x_2} \xrightarrow{A} W_{x'_3}.$$

We compute one more example, namely $P_{\tilde{\gamma}_3}: W_{m} \to W_{x_3}$. The loop $(\sigma)^{-1} \cdot \tilde{\gamma}_3 \cdot (\gamma_3)^{-1} \cdot \sigma$ lifts as shown in Figure 9. This yields:

$$P_{\tilde{\gamma}_3}: W_{m} \xrightarrow{A^5B} W_{x_3}.$$

Continuing this way we obtain all the needed maps for the calculation of $\partial_0$, which we summarise in the following table:

\begin{table}[h]
\begin{tabular}{|c|c|c|}
\hline
Element & Lift & Result \\
\hline
$\text{Id}$ & & $\text{Id}$ \\
$\tilde{\gamma}'_2$ & & $\tilde{\gamma}'_2$ \\
$\delta_{23}$ & & $\delta_{23}$ \\
$\tilde{\gamma}_3$ & & $\tilde{\gamma}_3$ \\
\hline
\end{tabular}
\end{table}

4See Figure 3 in [EL14] or Figures 12, 13 below for accurate pictures of the stereographically projected fundamental domains.
Now every flowline $\gamma$ connecting $y$ to $x$ gives us a map $\text{End}(W_x) \to \text{End}(W_y)$ by conjugation $\alpha \mapsto P_\gamma^{-1} \circ \alpha \circ P_\gamma$. Using the above expressions we obtain:

- for every $\alpha' \in \text{End}(W_{m'})$:

$$\partial_b(\alpha') = (\alpha' + B^{-1}a'B, \alpha' + (AB)^{-1}a'(AB), \alpha' + (A^2B)^{-1}a'(A^2B))$$

$$\in \text{End}(W_{x'_1}) \oplus \text{End}(W_{x'_2}) \oplus \text{End}(W_{x'_3})$$

(44)
• for every \((\alpha_1', \alpha_2', \alpha_3') \in \mathrm{End}(W_{x'}) \oplus \mathrm{End}(W_{x'2}) \oplus \mathrm{End}(W_{x'3})\):

\[
\partial_0(\alpha_1', \alpha_2', \alpha_3') = (\alpha_1' + \alpha_2' + A^{-1} \alpha_2' A + A^{-1} \alpha_3' A,
(A^2 B)^{-1} \alpha_1'(A^2 B) + \alpha_2' + A^{-1} \alpha_3' A + \alpha_3',
(A^2 B)^{-1} \alpha_1'(A^2 B) + (A^3 B)^{-1} \alpha_1'(A^3 B) + (A^3 B)^{-1} \alpha_2'(A^3 B) + \alpha_3')
\in \mathrm{End}(W_{x'}) \oplus \mathrm{End}(W_{x'2}) \oplus \mathrm{End}(W_{x'3})
\]

(45)

• and for every \((\alpha_1, \alpha_2, \alpha_3) \in \mathrm{End}(W_{x1}) \oplus \mathrm{End}(W_{x2}) \oplus \mathrm{End}(W_{x3})\):

\[
\partial_0(\alpha_1, \alpha_2, \alpha_3) = \alpha_1 + (A^2 B)^{-1} \alpha_1(A^2 B) + \alpha_2 + (A^3 B)^{-1} \alpha_2(A^3 B)
+ \alpha_3 + (A^4 B)^{-1} \alpha_3(A^4 B)
\in \mathrm{End}(W_m)
\]

(46)

4.2.2 Contributions from holomorphic discs

The classification of holomorphic discs of Maslov indices 2 and 4 with boundary on \(L_\Delta\) (which are precisely the ones appearing in the pearly differential) has been carried out in \([\text{ELL}4]\) (see also \([\text{Smi}15]\)). Our main goal for this section will be to trace where their boundaries pass and to determine the parallel transport maps \(\gamma_u\) for all relevant pearly trajectories \(u\). Let us first recall the main notions and results on holomorphic discs from \([\text{ELL}4]\) which give us total control over the positions of the Maslov 2 discs.

Definition 4.2. Let \(L\) be a manifold and let \(K\) be a Lie group acting on \(L\). Denote the stabiliser of a point \(x \in L\) by \(K_x\). An \(x\)-admissible homomorphism is defined to be any homomorphism \(R: \mathbb{R} \to K\) such that \(R(2\pi) \in K_x\). A homomorphism is called primitive if \(R(\theta) \notin K_x, \forall \theta \in (0, 2\pi)\).

Definition 4.3. Let \(X\) be a manifold and let \(K\) be a Lie group acting on \(X\). Suppose further that \(L \subseteq X\) is a submanifold preserved by the action. A disc \(u: (D, \partial D) \to (X, L)\) is called axial if (after possibly reparametrisating \(u\)) there exists a \(u(1)\)-admissible homomorphism \(R: \mathbb{R} \to K\) such that \(u(re^{i\theta}) = R(\theta) \cdot u(r)\) for every \(r \in [0, 1]\), \(\theta \in \mathbb{R}\). For the particular case when \(K = SU(2)\) we also define the axis of a non-constant axial disc \(u\) to be the normalised infinitesimal generator \(R'(0)/||R'(0)|| \in S^2\), where again we identify \(SU(2)\) with \(\mathbb{R}^3\) via the basis \(\{\sigma_1, \sigma_2, \sigma_3\}\).

Let \(J_0\) denote the standard (integrable) almost complex structure on \(\mathbb{C}P^3\). Using the above notions, one can summarise Evans and Lekili’s classification results for \(J_0\)-holomorphic discs \(u: (D, \partial D) \to (\mathbb{C}P^3, L_\Delta)\) in the following three theorems.

Theorem 4.4. ([ELL4], lemma 3.3.1) All \(J_0\)-holomorphic discs \(u: (D, \partial D) \to (\mathbb{C}P^3, L_\Delta)\) are regular\(^\dagger\).

Theorem 4.5. ([ELL4], sections 3.5 and 6.1) All \(J_0\)-holomorphic discs of Maslov index 2 with boundary on \(L_\Delta\) are axial. Through every point on \(L_\Delta\) there pass exactly three such discs, namely the appropriate \(SU(2)\)-translates of the discs \(\{u_1', u_2', u_3'\}\) with \(u_i'(1) = m'\) for \(i \in \{1, 2, 3\}\) and axes \(V_{1}'\), \(V_{2}'\) and \(V_{3}'\) respectively.

Theorem 4.6. ([ELL4], sections 3.6 and 6.2, example 6.1.3 and lemma 7.2.2) There are precisely two \(J_0\)-holomorphic discs \(w_1, w_{-1}: (D, \partial D) \to (\mathbb{C}P^3, L_\Delta)\) of Maslov index 4 and passing through \(m\) and \(m'\). They are both simple and axial with axes \((1, 0, 0)\) and \((-1, 0, 0)\) respectively.

\(^\dagger\)In particular \(J_0 \in \mathcal{J}_{reg}(L_\Delta)\).
Note first that Theorem 4.5 immediately allows us to compute the value of the obstruction section \( m_0(E) \) at the point \( m' \). Indeed, the boundaries of the three Maslov 2 discs passing through \( m' \) are given by

\[
\partial u'_1 = (\gamma'_1)^{-1} \cdot \gamma'_1, \quad \partial u'_2 = (\gamma'_2)^{-1} \cdot \gamma'_2 \quad \text{and} \quad \partial u'_3 = (\gamma'_3)^{-1} \cdot \gamma'_3. \tag{47}
\]

Referring to our calculations in Section 4.2.1 we have \( P_{\partial u'_1} = B, \ P_{\partial u'_2} = (AB)^{-1} = A^4B \) and \( P_{\partial u'_3} = A^2B \). This gives:

\[
m_0(E)(m') = (\mathrm{Id} + A^2 + A^4)B. \tag{48}
\]

Note that by point 4 in Remark 2.14, the cohomology \( HF^*(W, W) \) is well-defined if and only if \( m_0(W)(m') \in \{0, \mathrm{Id}\} \). Using (48) and the identities \((A^2 - \mathrm{Id})(A^2 + 2 + \mathrm{Id}) = 0 \) and \( A^3 = B^2 \), it is easy to see that \( m_0(W) = \mathrm{Id} \) only when \( W \) is trivial and \( m_0(W) = 0 \) precisely when \( A^2 \) has no non-zero fixed vector.

**Remark 4.7.** Recall that in order to have well-defined cohomology \( HF((L_\Delta, W), \mathbb{R}P^3) \) we need \( m_0(W) = 0 \). But any 1-dimensional representation of \( \Gamma_\Delta \) must satisfy \( A^2 = \mathrm{Id} \) and so the resulting local system has non-vanishing obstruction section.

The three theorems above actually allow us to completely determine all isolated pearly trajectories which a candidate differential \( d^{(\mathcal{F}, J_0)} : C^*_p(W, W) \to C^*_p(W, W) \) would count. Note that while Theorems 4.4, 4.5 and 4.6 give us a strong control over the moduli spaces of discs involved in \( d^{(\mathcal{F}, J_0)} \), we cannot a priori be sure that \( J_0 \in \mathcal{J}_{reg}(\mathcal{F}) \). This potential problem has been dealt with already in [14] and further elaborated on in [15] and the solution is to perturb the Morse data \( \mathcal{F} \) by pushing it forward through a diffeomorphism of \( L_\Delta \). In \[ \Delta \] below we explain why implementing this perturbation does not affect any of our calculations, so for now let us work directly with the complex \( C^*_p(W, W) \) and determine the candidate differential \( d^{(\mathcal{F}, J_0)} \). To alleviate notation we shall also temporarily drop the decorations \((\mathcal{F}, J_0)\).

From equation (17) we know that the maps which we need to figure out are:

\[
\partial_1 : \mathrm{End}(W_{x'_1}) \oplus \mathrm{End}(W_{x'_2}) \oplus \mathrm{End}(W_{x'_3}) \to \mathrm{End}(W_{m'}), \\
\partial_2 : \mathrm{End}(W_{x_1}) \oplus \mathrm{End}(W_{x_2}) \oplus \mathrm{End}(W_{x_3}) \to \mathrm{End}(W_{x'_1}) \oplus \mathrm{End}(W_{x'_2}) \oplus \mathrm{End}(W_{x'_3}), \\
\partial_3 : \mathrm{End}(W_m) \to \mathrm{End}(W_{x_1}) \oplus \mathrm{End}(W_{x_2}) \oplus \mathrm{End}(W_{x_3}),
\]

To determine the first one of these, we are interested in pearly configurations, consisting of a single Maslov 2 disc \( u \) such that \( u(-1) \in W^d(m') \) and \( u(1) \in W^u(x'_i) \). Since \( W^d(m') = \{m'\} \) such a disc must be one of \( \{u'_1, u'_2, u'_3\} \). From (47) we see that the corresponding parallel transport maps are

\[
P_{\gamma_{x'_i}^{u'_1}} = \mathrm{Id}, \quad P_{\gamma_{x'_i}^{u'_2}} = (AB)^{-1} = A^4B, \quad P_{\gamma_{x'_i}^{u'_3}} = \mathrm{Id} \tag{49}
\]

\[
P_{\gamma_{x'_i}^{u'_2}} = B, \quad P_{\gamma_{x'_i}^{u'_3}} = \mathrm{Id}, \quad P_{\gamma_{x'_i}^{u'_3}} = A^2B.
\]

Thus for every \( (\alpha'_1, \alpha'_2, \alpha'_3) \in \mathrm{End}(W_{x'_1}) \oplus \mathrm{End}(W_{x'_2}) \oplus \mathrm{End}(W_{x'_3}) \) we have

\[
\partial_1(\alpha'_1, \alpha'_2, \alpha'_3) = B\alpha'_1 + \alpha'_2(A^4B) + (A^2B)\alpha'_3 \in \mathrm{End}(W_{m'}). \tag{49}
\]

Similarly, to determine \( \partial_2 : \mathrm{End}(W_m) \to \mathrm{End}(W_{x_1}) \oplus \mathrm{End}(W_{x_2}) \oplus \mathrm{End}(W_{x_3}) \) we look for pearly configurations containing one Maslov 2 disc \( u \) such that \( u(-1) \in W^d(x_i) \) and \( u(1) \in W^u(m) = \{m\} \). From Theorem 4.5 we know that these discs must be axial. Consulting Figure 6 we see that their axes are \( \{V_1, V_2, V_3\} \) and, denoting by \( u_i \) the disc with axis \( V_i \), we have:
\[ \gamma_{u_1}^0 = (\tilde{\gamma}_1)^{-1}, \quad \gamma_{u_1}^1 = \gamma_1, \quad \gamma_{u_2}^0 = \gamma_2^{-1}, \quad \gamma_{u_2}^1 = \tilde{\gamma}_2, \quad \gamma_{u_3}^0 = (\tilde{\gamma}_3)^{-1}, \quad \gamma_{u_3}^1 = \gamma_3. \]

It follows from our calculations in Section 4.3.1 that:

\[
\begin{align*}
P_{\gamma_{u_1}^0} &= (A^3B)^{-1} = B, & P_{\gamma_{u_2}^0} &= \text{Id}, & P_{\gamma_{u_3}^0} &= (A^5B)^{-1} = A^2B \\
P_{\gamma_{u_1}^1} &= \text{Id}, & P_{\gamma_{u_2}^1} &= A^4B, & P_{\gamma_{u_3}^1} &= \text{Id}.
\end{align*}
\]

Thus for every \( \alpha \in \text{End}(W_{u_1}) \) we have:

\[
\partial_1(\alpha) = (\alpha B, (A^4B)\alpha, \alpha(A^2B)) \in \text{End}(W_{u_1}) \oplus \text{End}(W_{u_2}) \oplus \text{End}(W_{u_3}). \tag{50}
\]

Determining \( \partial_1 : \text{End}(W_{u_1}) \oplus \text{End}(W_{u_2}) \oplus \text{End}(W_{u_3}) \to \text{End}(W_{u_1'}) \oplus \text{End}(W_{u_2'}) \oplus \text{End}(W_{u_3'}) \) requires a bit more work. In the case of trivial local systems \([24,14]\) are able to deduce that this part of the differential must be zero by a simple algebraic argument using the fact that the whole pearly differential has to square to zero. We cannot appeal to such an argument in our case (indeed, for specific choices of \( W \) this part of the differential is non-zero, see Section 4.3 below) and so we must analyse all relevant pearly trajectories. That is, we are looking at pearly trajectories consisting of one Maslov 2 disc \( u \), satisfying \( u(-1) \in W^d(x'_i) \) and \( u(1) \in W^u(x_j) \), as depicted in Figure 10. To find all such trajectories we consider again Figure 6 and argue in terms of triangles inscribed in the unit sphere in \( \mathbb{R}^3 \).

![Figure 10: A pearly trajectory \( u = (u) \) connecting \( x'_i \) to \( x_j \).](image)

Theorem 6.5 and our choice of Morse data give us that each of the following three sets:

- the descending manifold of \( x'_i \)
- the boundary of the Maslov 2 disc \( u \)
- the ascending manifold of \( x_j \)

consists of triangles, obtained from a single equilateral triangle by applying a rotation which keeps one of its vertices fixed. In fact we know that for the descending manifold of \( x'_i \) the fixed vertex is \( V'_i \) and for the ascending manifold of \( x_j \), it is \( V_j \). For any unit vector \( p \in S^2 \), let \( S^1_p \) denote the circle, obtained by intersecting \( S^2 \) with the plane \( < p > \perp -\frac{1}{2}p \), where the angular brackets denote linear span. Then, since \( u(-1) \) lies on the descending manifold of \( x'_i \), we have that one of the vertices of \( u(-1) \) is \( V'_i \) and the other two lie on \( S^1_{V_j} \). Similarly one of the vertices of \( u(1) \) is \( V_j \) and the other two lie on \( S^1_{V_j} \). Let us temporarily denote the axis of \( u \) by \( A \in S^2 \) (note that that \( A \) is a vertex which all triangles in \( u(\partial D) \) share). Since \( V'_i \neq A \neq V_j \) we see from the above that we must have \( A \in S^1_{V_i} \cap S^1_{V_j} \). That is, we must have \( j \equiv i \text{ or } i + 1 \pmod{3} \) and \( A = F_{ij} \) or \( A = B_{ij} \) (see figure 6). Let us denote by \( u^{F_{ij}} \) and \( u^{B_{ij}} \) the Maslov 2 axial discs with axes \( F_{ij} \) and \( B_{ij} \) respectively.
Proposition 4.8. For every $i, j \in \{1, 2, 3\}$ with $j \equiv i$ or $i + 1 \pmod{3}$, there are precisely two pearly trajectories $u^{F_{ij}}$ and $u^{B_{ij}}$ connecting $x'_i$ to $x_j$. They are given by $u^{F_{ij}} = (u^{F_{ij}})$ and $u^{B_{ij}} = (u^{B_{ij}})$. If $j \equiv i + 2 \pmod{3}$, there are no pearly trajectories connecting $x'_i$ to $x_j$.

Proof. Our discussion above already proves the uniqueness and non-existence parts of the proposition. We only need to show that $u^{F_{ij}}$ and $u^{B_{ij}}$ do indeed give rise to pearly trajectories when $j \equiv i$ or $i + 1 \pmod{3}$. In other words, we need to show that both $u^{F_{ij}}(\partial D)$ and $u^{B_{ij}}(\partial D)$ intersect the ascending manifold of $x_j$. We prove this only for $u^{B_{11}}$ since all other proofs follow by the symmetries of Figure 11.

For all $t \in (0, \pi/4]$ one of the vertices of $\exp(tV'_1) \cdot \Delta$ is $V'_1$ and the other two lie on $S_t^{V'_1}$. Let us denote these two vertices by $F_{12}(t)$ and $B_{11}(t)$, where $F_{12}(t)$ is the one with positive $x$-coordinate (the letters F and B are to be read as “front” and “back”; see figure 11). Define $c(t) := \cos(\angle V'_1 V_1 F_{12}(t))$. Let $E$ denote the midpoint of the line segment $V'_1 V'_2$, i.e. the centre of $S_t^{V'_1}$. Then $\angle B_{11}(t)EV'_2 = 2t$ and so $\angle V'_2EF_{12}(t) = \pi - 2t$. By the cosine rule for $\triangle V'_2EF_{12}(t)$ we have:

$$|F_{12}(t)V'_2|^2 = |EV'_2|^2 + |EF_{12}(t)|^2 - 2|EV'_2||EF_{12}(t)|\cos(\pi - 2t)$$

$$= \frac{3}{2}(1 + \cos(2t)).$$

Then from Pythagoras’s theorem for $\triangle V'_1F_{12}(t)V'_2$ we get that $|V'_1F_{12}(t)|^2 = 4 - 3\cos^2(t)$. Substituting this and $|V'_1F_{12}(t)| = \sqrt{3}$ into the equation

$$|V'_1F_{12}(t)|^2 = |V'_1V'_1|^2 + |V'_1F_{12}(t)|^2 - 2|V'_1V'_1||V'_1F_{12}(t)|c(t),$$

which we have from the cosine rule for $\triangle V'_1V'_1F_{12}(t)$, we get

$$c(t) = \frac{2 - 3\cos^2(t)}{2\sin(t)}.$$

Set $t_0 := \arccos(\sqrt{2}/\sqrt{3})$ and let $S^{V'_1F_{12}(t_0)}$ denote the sphere in $\mathbb{R}^3$ whose diameter is the line segment $V'_1F_{12}(t_0)$. Since $c(t_0) = 0$ we have that

$$F_{12}(t_0) \in S^{V'_1F_{12}(t_0)} \cap S^{V'_1F_{12}(t_0)} = S^{B_{11}(t_0)}.$$  \hfill (51)

Put $t_1 := \frac{\pi}{4} - t_0$. Note that $\cos(\angle V'_1V'_1F_{12}(t_0)) = |V'_1V'_1|/|V'_1F_{12}(t_0)| = 1/\sqrt{3} = \cos(t_1)$. Thus if $H$ is the midpoint of $V'_1F_{12}(t_0)$, i.e. the centre of $S^{V'_1F_{12}(t_0)}$, then $\angle F_{12}(t_0)HV'_1 = 2t_1$. From this and (51) we deduce that a right-hand rotation by $2t_1$ in the axis $B_{11}(t_0)$ sends the point $F_{12}(t_0)$ to $V'_1$. In other words, acting by $\exp(tB_{11}(t_0))$ on the triangle $\triangle F_{12}(t_0)V'_1B_{11}(t_0) =$
\[ \exp(t_0 V'_1) \cdot \Delta \] gives a triangle, one of whose vertices is \( V_1 \) and hence the other two (among which is \( B_{11}(t_0) \)) lie on \( S_{V_1}^1 \). This shows first that \( B_{11}(t_0) = B_{11} \) and (by symmetry) \( F_{12}(t_0) = F_{12} \) and second, that the axial Maslov 2 disc with axis \( B_{11} \) intersects the descending manifold of \( x'_1 \) in \( y'_1 := q(\exp(t_0 V'_1)) \) and the ascending manifold of \( x_1 \) at \( y_1 := q(\exp(t_1 B_{11}) \cdot \exp(t_0 V'_1)) \). \( \square \)

Observe that the above proof gives us ways of parametrising the paths \( \gamma_{\square}^s \) for \( s = 0 \) or 1 and \( \square = F_{ij} \) or \( B_{ij} \). For example for \( \square = F_{12} \) or \( B_{11} \) we get

\[
\begin{align*}
\gamma_{\square}^0 &= q(\exp(t \cdot \square) \cdot \exp(t_0 V'_1)), \quad t \in [0,t_1] \\
\gamma_{\square}^1 &= q(\exp(t \cdot \square) \cdot \exp(t_0 V'_1)), \quad t \in [t_1, \pi/2]
\end{align*}
\]

and for \( \square = F_{11} \) or \( B_{12} \) we get

\[
\begin{align*}
\gamma_{\square}^0 &= q(\exp(t \cdot \square) \cdot \exp(t_1 V'_1)), \quad t \in [0,t_0] \\
\gamma_{\square}^1 &= q(\exp(t \cdot \square) \cdot \exp(t_1 V'_1)), \quad t \in [t_0, \pi/2]
\end{align*}
\]

Using these and the parametrisations for the index 1 flowlines of \( f \), described in Section 4.1 one can plot lifts of the paths \( \gamma_{\square}^s \), associated with the pearly trajectories \( u = (u^{F_{ij}}) \) or \( u = (u^{B_{ij}}) \) (see Figures 12, 13; the Mathematica programme used for these plots can be found on the author’s home page). From these plots the parallel transport maps are immediate to read off. Applying this procedure to all 12 pearly trajectories \( \{u^{F_{ij}}, u^{B_{ij}} : i \equiv j, j + 1 \mod 3\} \) we obtain the results summarised in Table 1. We have thus computed that for every \( (\alpha_1, \alpha_2, \alpha_3) \in \text{End}(W_{x_1}) \oplus \text{End}(W_{x_2}) \oplus \text{End}(W_{x_3}) \) we have

\[
\partial_1(\alpha_1, \alpha_2, \alpha_3) = ((A^2 B)\alpha_1 + \alpha_1 (A^4 B) + (A^2 B)\alpha_2 + A^5 \alpha_2 (A^5 B), \quad (A^2 B)\alpha_2 + \alpha_2 B + (A^3 B)\alpha_3 A + \alpha_3 B, \quad (A^4 B)\alpha_3 + \alpha_3 B + A\alpha_1 (A^2 B) + (A^5 B)\alpha_1 A^5)
\]

\[
\in \text{End}(W_{x'_1}) \oplus \text{End}(W_{x'_2}) \oplus \text{End}(W_{x'_3}).
\]

\( \square \)

Finally, let us determine \( \partial_2 : \text{End}(W_{m}) \rightarrow \text{End}(W_{m'}) \). A pearly trajectory, connecting \( m' \) to \( m \) must have total Maslov index 4 and since we know all Maslov 2 discs through \( \{m'\} \) or \( \{m\} \), it is easy to see that it must in fact consist of a single Maslov 4 disc \( u \), satisfying \( u(-1) \in W^d(m') = \{m'\} \) and \( u(1) \in W^a(m) = \{m\} \). Thus \( u \) must be one of the discs \( \{w_1, w_{-1}\} \) described in Theorem 4.6. From Figure 6 again we see that \( \gamma_{w_1}^0 = (\sigma)^{-1}, \gamma_{w_{-1}}^1 = \bar{\sigma}, \gamma_{w_{-1}}^0 = (\bar{\sigma})^{-1} \) and \( \gamma_{w_{-1}}^1 = \sigma \). It is clear then that

\[
P_{\gamma_{w_1}^0} = \text{Id}, \quad P_{\gamma_{w_{-1}}^1} = A, \quad P_{\gamma_{w_{-1}}^0} = A^5, \quad P_{\gamma_{w_{-1}}^1} = \text{Id}
\]

and hence for every \( \alpha \in \text{End}(W_{m}) \) we have:

\[
\partial_2(\alpha) = A\alpha + \alpha A^5 \in \text{End}(W_{m'}).
\]

\( \square \)

We end this section by writing down the complete candidate Floer differential \( d \). Note that \( d \) preserves the parity of indices of critical points and so we can split it into the two following maps:

\[
d^0 : \bigoplus_{\square = m', x_1, x_2, x_3} \text{End}(W_{\square}) \rightarrow \bigoplus_{\square = m', x_1, x_2, x_3} \text{End}(W_{\square})
\]

\[
d^1 : \bigoplus_{\square = x'_1, x'_2, x'_3, m} \text{End}(W_{\square}) \rightarrow \bigoplus_{\square = m', x_1, x_2, x_3} \text{End}(W_{\square})
\]
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Figure 12: A lift of the path $\gamma_u^{0_{a11}}$ together with the descending manifolds of the index 1 critical points and the ascending manifolds for index 2 critical points for the fundamental domains centred at Id and $a^4b$. Lifts of the index 3 flowline $\sigma$ are represented by the dashed line segments. From this plot one reads off that $P_{\sigma_{a11}} = A^4B$.

Now from equations (44), (45), (46), (49), (50), (52) and (53) we have:

- for every $(\alpha', \alpha_1, \alpha_2, \alpha_3) \in \text{End}(W_m') \oplus \text{End}(W_{x_1}) \oplus \text{End}(W_{x_2}) \oplus \text{End}(W_{x_3})$

\[
\begin{align*}
\partial^0(\alpha', \alpha_1, \alpha_2, \alpha_3) &= \left( \partial_0(\alpha') + \partial_1(\alpha_1, \alpha_2, \alpha_3), \partial_0(\alpha_1, \alpha_2, \alpha_3) \right) \\
&= \left( \alpha' + (A^2B)\alpha_1 + (A^4B) \alpha_2 + A^5\alpha_2 (A^5B), \right. \\
&\quad \left. \alpha' + (A^2B)\alpha_1 + (A^4B) \alpha_2 + (A^3B)\alpha_3 A + \alpha_3 B, \right. \\
&\quad \left. \alpha' + (A^2B)\alpha_1 + (A^4B) \alpha_2 + A\alpha_1(A^3B) + (A^5B)\alpha_1 A^5, \right. \\
&\quad \left. \alpha' + (A^2B)\alpha_1 + (A^4B) \alpha_2 + (A^4B)^{-1} \alpha_2 (A^4B) + \right. \\
&\quad \left. + \alpha_3 + (A^5B)^{-1} \alpha_3 (A^5B) \right) \\
&\in \text{End}(W_{x_1'}) \oplus \text{End}(W_{x_2'}) \oplus \text{End}(W_{x_3'}) \oplus \text{End}(E_m).
\end{align*}
\]

(54)
Figure 13: A lift of the path $\gamma^1_{u_{B_{11}}}$ with the fundamental domains centred at $\text{Id}$ and $b$. From this plot one reads off that $P^1_{u_{B_{11}}} = \text{Id}$.

- for every $(\alpha'_1, \alpha'_2, \alpha'_3, \alpha) \in \text{End}(W_{x_1}) \oplus \text{End}(W_{x_2}) \oplus \text{End}(W_{x_3}) \oplus \text{End}(E_m)$

$$d^1(\alpha'_1, \alpha'_2, \alpha'_3, \alpha) = \begin{pmatrix}
\partial_1(\alpha'_1, \alpha'_2, \alpha'_3) + \partial_2(\alpha), \\
\partial_0(\alpha'_1, \alpha'_2, \alpha'_3) + \partial_1(\alpha)
\end{pmatrix}
\begin{pmatrix}
B\alpha'_1 + \alpha'_2(A^4B) + (A^2B)\alpha'_3 + [A\alpha + \alpha A^5], \\
\left[\alpha'_1 + \alpha'_2 + A^{-1}\alpha'_2 A + A^{-1}\alpha'_3 A + B, \\
(A^2B)^{-1}\alpha'_1(A^2B) + \alpha'_2 + A^{-1}\alpha'_3 A + \alpha'_3 + (A^4B)\alpha, \\
(A^2B)^{-1}\alpha'_1(A^2B) + (A^3B)^{-1}\alpha'_1(A^3B) + \\
(A^3B)^{-1}\alpha'_2(A^3B) + \alpha'_3 + (A^2B)\alpha
\end{pmatrix}
\end{pmatrix}
\in \text{End}(W_{m'}) \oplus \text{End}(W_{x_1}) \oplus \text{End}(W_{x_2}) \oplus \text{End}(W_{x_3}).$$

(55)
Table 1: Parallel transport maps for the pearly trajectories \{u^{F_{ij}}, u^{B_{ij}} : i \equiv j, j+1 \pmod{3}\}.

4.3 Proof of Theorem 1.1

We are now in a position to prove Theorem 1.1. In Appendix B we give an explicit description of all indecomposable representations of \(\Gamma_{\Delta}\) over \(\mathbb{F}_2\). We find that there is a unique non-trivial irreducible representation which we denote by \(\rho_D\). It is a two-dimensional faithful representation of the dihedral group of order 6 and its pullback to \(\Gamma_{\Delta}\) is given explicitly by

\[
\rho_D : \Gamma_{\Delta} \rightarrow GL(2, \mathbb{F}_2)
\]

\[
\rho_D(a) = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix}, \quad \rho_D(b) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

Let \(W^D\) denote the resulting local system on \(L_{\Delta}\). It is immediate to check from (48) that \(m_0(W^D) = 0\) and hence \(\rho_D\) is surjective, we have

\[
\left(CF^\ast(W^D, W^D) = CF^\ast_{\text{mon}}(W^D)\right)
\]

We can now compute \(HF^\ast(W^D, W^D)\) explicitly. As before, we identify both \(\bigoplus_{\square = m', x_1, x_2, x_3} \text{End}(W^D_{\square})\) and \(\bigoplus_{\square = x'_1, x'_2, x'_3, m} \text{End}(W^D_{\square})\) with \(\text{End}(\mathbb{F}_2)^2)^4 = (\text{Mat}_{2 \times 2}(\mathbb{F}_2))^4\). For \((\text{Mat}_{2 \times 2}(\mathbb{F}_2))^4\) we choose a basis as follows:

- set \(e_1 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},\ e_2 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},\ e_3 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix},\ e_4 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}\)

- for each \(l \in \mathbb{N}\) write \(l = 4\langle l\rangle + \langle l\rangle\) for the division with remainder of \(l\) by 4
- for each \(1 \leq l \leq 16\) and \(1 \leq k \leq 4\) define the matrix \(E_{lk} \in \text{Mat}_{2 \times 2}(\mathbb{F}_2)\) by

\[
E_{lk} := \begin{cases} e_{\langle l\rangle}, & \text{when } \langle l\rangle \neq 0 \text{ and } k = \langle l\rangle + 1 \\ e_4, & \text{when } \langle l\rangle = 0 \text{ and } k = \langle l\rangle \\ 0, & \text{otherwise.} \end{cases}
\]
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we now define a basis $\mathcal{E} := \{E_l : 1 \leq l \leq 16\}$ for $(\text{Mat}_{2 \times 2}(\mathbb{F}_2))^4$ by setting

$$\mathcal{E}_l = (\mathcal{E}_{l1}, \mathcal{E}_{l2}, \mathcal{E}_{l3}, \mathcal{E}_{l4}).$$

For example

$$\mathcal{E}_1 = \left(\begin{array}{c} 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{array}\right), \quad \mathcal{E}_6 = \left(\begin{array}{c} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{array}\right).$$

Plugging (54) and (55) into a computer programme, one finds that with respect to the basis $\mathcal{E}$ the operators $d^0$ and $d^1$ are given respectively by the matrices

$$D^0 = \begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{pmatrix}$$

and

$$D^1 = \begin{pmatrix}
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \end{pmatrix}$$

One then computes that rank($D^0$) = 6, rank($D^1$) = 8 and thus

$$HF^0((L_\Delta, W^D), (L_\Delta, W^D)) \cong HF^1((L_\Delta, W^D), (L_\Delta, W^D)) \cong (\mathbb{F}_2)^2.$$

Putting $W = W^D$ concludes the proof of Theorem 1.1 as stated in the Introduction. \qed
Remark 4.9. It is a fact (see section 4.4 below) that $W^D$ is the minimal $\mathbb{F}_2$–local system on $L_\Delta$ for which the central Floer cohomology is non-vanishing. By this we mean that any other finite rank local system $W \rightarrow L_\Delta$ with $HF^*(W,W) \neq 0$ must have $W^D$ as a direct summand.

Proof of Corollary 1.2 In the setup of Theorem 3.3 we set $L = \mathbb{R}P^3$ and $E$ to be the trivial local system of rank 1. As already noted $m_0(\mathbb{R}P^3) = 0$. Proposition 1.1 in [Ton15] states that the map $CO^*: QH^*(\mathbb{C}P^3) \rightarrow H^*(CF^*(\mathbb{R}P^3,\mathbb{R}P^3))$ is injective and so $\mathbb{R}P^3$ split generates $F(\mathbb{C}P^3)_0$. From Theorem 1.1 we have that $(L_\Delta, W^D)$ is an essential object in $F(\mathbb{C}P^3)_0$. By Lemma 3.3 it then follows that $HF^*(\mathbb{R}P^3,(L_\Delta, W^D)) \neq 0$ and thus by point 2 of Remark 2.14 $L_\Delta$ and $\mathbb{R}P^3$ cannot be displaced by a Hamiltonian isotopy. □

4.4 Some additional calculations

In this section we describe some results on the computation of the central and monodromy Floer cohomologies for some other local systems on $L_\Delta$. In Appendix B we show that there are 6 isomorphism classes of indecomposable representations of $\Gamma_\Delta$ over $\mathbb{F}_2$. These come into the following 3 groups whose central and monodromy Floer complexes exhibit quite different behaviour:

1. the representations $V_1, V_2, V_3, V_4$ (with dim $V_i = i$) which are the indecomposable representations of the cyclic group $C_4$ over $\mathbb{F}_2$ with $V_1$ being the trivial one and $V_4$ being the regular representation. Since $C_4$ is the quotient of $\Gamma_\Delta$ by $C_3 = \{1, a^2, a^4\}$, these are also representations of $\Gamma_\Delta$

2. the irreducible representation $D$ used in the proof of Theorem 1.1

3. a faithful $\Gamma_\Delta$–representation $U_4$ of dimension 4.

Let $\rho: \Gamma_\Delta \rightarrow Aut(V)$ be any finite-dimension representation of $\Gamma_\Delta$ over $\mathbb{F}_2$. We know by the Krull-Schmidt theorem that there exist unique non-negative integers $k_1, k_2, k_3, k_4, m, n$ such that

$$V \cong V_1^{\oplus k_1} \oplus V_2^{\oplus k_2} \oplus V_3^{\oplus k_3} \oplus V_4^{\oplus k_4} \oplus D^{\oplus m} \oplus U_4^{\oplus n}. \quad (56)$$

Note that the relation $a^6 = 1$ in $\Gamma_\Delta$ yields

$$(\rho(a^2) - 1) \cdot (\rho(a^4) + \rho(a^2) + Id) = 0.$$ Using (48) we see that if $W^V \rightarrow L_\Delta$ is the corresponding local system, we have

$$(\rho(a^2) - 1) \cdot (m_0(W^V)(m') \cdot \rho(b)^{-1}) = 0 \quad (57)$$

It is now not hard to see that $m_0(W^V) \neq 0$ precisely when $k_i \neq 0$ for some $i \in \{1, 2, 3, 4\}$ and $m_0(W^V) = Id$ if and only if $V \cong V_1^{\oplus k_1}$ is a trivial representation. It follows that $CF^*(W^V, W^V)$ is obstructed precisely when $k_i \neq 0$ for some $i \in \{2, 3, 4\}$. Using our general expressions for the Floer differential (54) and (55), together with the observations (26) and (30) one can do some explicit computer calculations of central and monodromy Floer cohomology for different local systems on $L_\Delta$. To alleviate notation we write $K_V = V_1^{\oplus k_1} \oplus V_2^{\oplus k_2} \oplus V_3^{\oplus k_3} \oplus V_4^{\oplus k_4}$, $M_V = D^{\oplus m} \oplus U_4^{\oplus n}$ and drop the notational distinction between a representation of $\Gamma_\Delta$ and a local system on $L_\Delta$. One then finds that:

1. $\forall i \in \{0, 1, 2, 3\}$ $H^i(L_\Delta; End(V)) \cong H^i(L_\Delta; End(K_V)) \oplus H^i(L_\Delta; End(M_V))$

2. $\forall i \in \{0, 1, 2, 3\}$ $\overline{HM}^i(V, V) \cong \overline{HM}^i(K_V, K_V) \oplus \overline{HM}^i(M_V, M_V)$
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3) \( \forall i \in \{0, 1, 2, 3\} \quad HM^i_{mon}(V) \cong HM^i_{mon}(K_V) \oplus HM^i_{mon}(M_V) \)

4) \( \forall i \in \{0, 1, 2, 3\} \quad HM^i_{mon}(K_V) \cong (\mathbb{F}_2)^{\max\{i : k_i \neq 0\}} \)

5) \( \forall i \in \{0, 1, 2, 3\} \quad HM^i_{mon}(M_V) \cong \begin{cases} 0, & M_V = 0 \\ (\mathbb{F}_2^2), & m \neq 0, n = 0 \\ (\mathbb{F}_2^2), & n \neq 0 \end{cases} \)

6) \( \forall i \in \{0, 1\} \quad HF^i_{mon}(K_V, K_V) \cong 0 \)

7) \( \forall i \in \{0, 1\} \quad HF^i_{mon}(V, V) \cong HF^i_{mon}(M_V, M_V) \cong (\mathbb{F}_2)^{2m^2} \)

8) \( \forall i \in \{0, 1\} \quad HF^i_{mon}(K_V) \cong 0 \)

9) \( \forall i \in \{0, 1\} \quad HF^i_{mon}(V) \cong HF^i_{mon}(M_V) \cong \begin{cases} 0, & M_V = 0 \\ (\mathbb{F}_2), & m \neq 0, n = 0 \\ (\mathbb{F}_2^4), & n \neq 0 \end{cases} \)

Note first from 7) that \( HF^*(V, V) \neq 0 \) if and only if \( m \neq 0 \). In other words any local system on \( L_\Delta \) with non-vanishing (central) Floer cohomology must contain a copy of \( D \) as a direct summand.

It is also worth noting (by combining 2) and 7)) that whenever \( K_V \neq 0 \) and \( m \neq 0 \) we have

\[
0 \neq HF^i_{mon}(V, V) \neq \bigoplus_{j \in \{0, 1\}} HM^{2j+i}_{mon}(V, V) \quad \forall i \in \{0, 1\}.
\]

In other words, the corrections to the Morse differential on \( C_f(V, V) \) coming from holomorphic discs are non-trivial but they also do not kill the cohomology entirely.

It follows from 3), 4), 5) and 9) that the same is true for the monodromy Floer complex, i.e. whenever \( K_V \neq 0 \) and \( M_V \neq 0 \) one has

\[
0 \neq HF^i_{mon}(V) \neq \bigoplus_{j \in \{0, 1\}} HM^{2j+i}_{mon}(V) \quad \forall i \in \{0, 1\}.
\]

This in particular applies to the regular representation \( V_{reg} \) of \( \Gamma_\Delta \) since it is not hard to check that \( V_{reg} \cong V_4 \oplus U_4 \oplus U_4 \). Thus \( 3), 4) \) and \( 5) \) yield

\[
H^i(L_\Delta, W_{conj}) = HM^i_{mon}(W_{reg}) \cong (\mathbb{F}_2)^6 \quad \forall i \in \{0, 1, 2, 3\},
\]

while from \( 9) \) we have

\[
HF^i_{mon}(W_{reg}) \cong (\mathbb{F}_2)^4 \quad \forall i \in \{0, 1\}.
\]

This is observation 1.3.

Finally, note that in many cases the central Floer cohomology vanishes, while \( HF^*_{mon} \) does not. For example, from \( 7) \) and \( 9) \) this is always the case whenever \( m = 0 \) but \( n \neq 0 \). Thus, sometimes even if the Floer complex is unobstructed, it could be that one obtains a non-zero invariant only after passing to the monodromy subcomplex.
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Appendix A: Perturbation of Morse Data

Many statements in the foundational theory of the pearl complex ([BC07b]) rely on a generic choice of almost complex structure, i.e. on showing the existence of the non-empty (and in fact Baire) subset $\mathcal{J}_{\text{reg}}(\mathcal{F}) \subseteq \mathcal{J}(\mathcal{M}, \omega)$ and choosing $J \in \mathcal{J}_{\text{reg}}(\mathcal{F})$. An obvious necessity for such a genericity assumption is ensuring that all moduli spaces of simple holomorphic discs are regular, i.e. that $J \in \mathcal{J}_{\text{reg}}(\mathcal{L})$. Pertaining more to the particular algebraic structure under construction is the requirement to shrink $\mathcal{J}_{\text{reg}}(\mathcal{L})$ to the smaller set $\mathcal{J}_{\text{reg}}(\mathcal{F})$ in order to guarantee that the spaces of pearly trajectories of the form $\mathcal{P}(y, x, A; \mathcal{F}, J)$ and $\mathcal{P}(y, x, (A', A''); \mathcal{F}, J)$ are cut out transversely by their respective evaluation maps, at least when their expected dimensions are at most 1.

All of our calculations for $L_\Delta$ above required that we work with the standard complex structure $J_0$ on $\mathbb{C}P^3$. There is no problem with the regularity of the moduli spaces of discs, due to Theorem [4.4]. However the transversality for evaluation maps could a-priori not be satisfied for $J_0$ with respect to our very specific choice of Morse data [4.1]. Exactly this potential problem is addressed in [Sm15, Appendix A] and a direct application of Proposition A.2 from there is the following

**Proposition A.1.** ([Sm15, Proposition A.2]) For any $C^\infty$-open neighbourhood $U$ of the identity in $C^\infty(L_\Delta, L_\Delta)$, there exists a diffeomorphism $\varphi \in U$ such that $J_0 \in \mathcal{J}_{\text{reg}}(\varphi_*\mathcal{F})$.

In light of this, we see that to make sure our calculations are rigorous, we need only check that they are “robust” under small perturbations of Morse data. More precisely, we now prove the following

**Proposition A.2.** There exists a smooth path of diffeomorphisms $\{\varphi_\tau\}_{\tau \in [0,1]} \subseteq C^\infty(L_\Delta, L_\Delta)$ such that $\varphi_0 = \text{id}_{L_\Delta}$, $J_0 \in \mathcal{J}_{\text{reg}}((\varphi_1)_*\mathcal{F})$ and for every $y, x \in \text{Crit}(f)$ and $k \in \mathbb{N}_{\geq 0}$ satisfying $\delta(y, x, 2k; \mathcal{F}) = 0$, there is a bijection

$$S: \mathcal{P}(y, x, 2k; \mathcal{F}, J_0) \to \mathcal{P}(\varphi_1(y), \varphi_1(x), 2k; (\varphi_1)_*\mathcal{F}, J_0)$$

such that for every $u \in \mathcal{P}(y, x, 2k; \mathcal{F}, J_0)$ we have that the paths $\gamma^0_u$ and $\{\varphi_\tau(y)\} \cdot \gamma^0_u \cdot \{\varphi_1-\tau(x)\}$ define the same element of $\Pi_1L_\Delta(y, x)$ and similarly $\gamma^1_u$ and $\{\varphi_\tau(x)\} \cdot \gamma^1_u \cdot \{\varphi_1-\tau(y)\}$ define the same element of $\Pi_1L_\Delta(x, y)$ (here the notation $\{\varphi_\tau(y)\}$ refers to the path $[0,1] \to L_\Delta$, $\tau \to \varphi_\tau(y)$ and similarly for the other such paths).

**Proof.** The proof of this fact proceeds as follows. First we need to show that all isolated pearly trajectories which we counted to construct $\mathcal{M}(\mathcal{F}, J_0)$ have been cut-out transversely by their respective evaluation maps. More precisely, let $u$ be any of the discs from the set $P := \{u_i', u_i, u_i^{F_i}, u_i^{B_i}, w_1, w_{-1} : i, j \in \{1, 2, 3\}, j \equiv i, i + 1 \mod 3\}$ and write $y_u, x_u \in \text{Crit}(f)$ for the source and target of the corresponding pearly trajectory. For brevity we write $X_u := \mathcal{M}(\mathcal{F}, J_0)/(G_{-1,1})$. Then we need to check that the map

$$ev_u := (ev_{-1}, ev_1): X_u \to L_\Delta \times L_\Delta$$

is transverse to $N_u := W^d(y_u) \times W^a(x_u)$. Further, if $\overline{X}_u$ denotes the Gromov compactification of $X_u$ and $\bar{ev}_u$ is the unique continuous extension of $ev_u$ to $\overline{X}_u$, then we need to verify that

$$\bar{ev}_u(X_u) \cap (\overline{N}_u \setminus N_u) = \emptyset \quad (58)$$
$$\bar{ev}_u(\overline{X}_u \setminus X_u) \cap \overline{N}_u = \emptyset. \quad (59)$$

Let us postpone these checks for a moment. The above facts now allow us to apply the mantra “transverse intersections persist” in the precise form that it appears in [Sm15, Appendix A].

58
First, we invoke\cite{Smi15} Lemma A.1 to assert the existence of a $C^1$—open neighbourhood $U$ of $\text{id}_{L\Delta}$ in $C^\infty(L\Delta, L\Delta)$ such that for every $\varphi \in U$ and every $u \in P$ the map $\text{ev}_u$ is transverse to $\varphi(N_u)$ (note that $\varphi(N_u) = W^d(\varphi(x_u)) \times W^a(\varphi(y_u))$, where \(\text{descending and ascending manifolds are now taken with respect to the perturbed Morse datum} \varphi \). Now, applying Proposition A.1 we can find $\varphi_1 \in U$ such that $J_0 \in J_{reg}(\varphi_1, F)$. Further, we may assume $\varphi_1$ to be connected to $\varphi_0 = \text{id}_{L\Delta}$ via a path $\{\varphi_\tau\}_{\tau \in [0, 1]} \subseteq U$. It follows then from general differential topology that for every $u \in P$ the space $\mathcal{P}(y_u, x_u, [u]; F, J_0, \{\varphi_\tau\})$ is a trivial cobordism between $P(y_u, x_u, [u]; F, J_0)$ and $P(\varphi_1(y_u), \varphi_1(x_u), [u]; (\varphi_1)_*, F, J_0)$. In fact, the projection $\pi: \mathcal{P}(y_u, x_u, [u]; F, J_0, \{\varphi_\tau\}) \rightarrow [0, 1]$ is a diffeomorphism and so if we write $\hat{u}_\tau = \pi^{-1}(\tau_0)$, we can define $S: \mathcal{P}(y, x, 2k; F, J_0) \rightarrow \mathcal{P}(\varphi_1(y), \varphi_1(x), 2k; (\varphi_1)_*, F, J_0)$ 

$\hat{u}_0 \mapsto \hat{u}_1$.

Further, the collection of paths $\{\phi_\tau(y_u)\}_{\tau \in [0, 1]} \cdot \gamma_{\hat{u}_\tau}^0$ provide the needed homotopy between $\gamma_0$ and $\{\phi_\tau(y_u)\} \cdot \gamma_{\hat{u}_\tau}^0$ and similarly the paths $\{\phi_\tau(x_u)\}_{\tau \in [0, 1]} \cdot \gamma_{\hat{u}_\tau}^0$ give a homotopy between $\gamma_1$ and $\{\phi_\tau(x_u)\} \cdot \gamma_{\hat{u}_\tau}^1$.

Let us now make the necessary checks. First, we verify that all isolated pearly trajectories have been transversely cut-out by their respective evaluation maps. To that end, let us introduce the following notation. Given a point $y \in L\Delta$, we will write $\psi_y: \mathfrak{su}(2) \rightarrow T_y L\Delta$ for the infinitesimal action. Note that $\psi_y$ is always an isomorphism. Similarly, for a parametrised holomorphic disc $\hat{u}$ in some moduli space of parametrised discs $\tilde{\mathcal{M}}^{|\bar{u}|}(L\Delta, J_0)$ we write $\psi_\bar{u}: \mathfrak{su}(2) \rightarrow T_{\bar{u}} \tilde{\mathcal{M}}^{|\bar{u}|}(L\Delta, J_0)$ for the infinitesimal action of $SU(2)$ and $\phi_\bar{u}: \mathfrak{g} \rightarrow T_{\bar{u}} \tilde{\mathcal{M}}^{|\bar{u}|}(L\Delta, J_0)$ for the infinitesimal reparametrisation action (recall that we denote by $G$ the biholomorphism group of the unit disc in $\mathbb{C}$ and $\mathfrak{g}$ is its Lie algebra).

In order to check that the trajectory $(\bar{u}_t')$ is transversely cut-out, we need to show that the map $$(\text{ev}_{-1}, \text{ev}_1): \tilde{\mathcal{M}}^{|\bar{u}_1'|}(L\Delta, J_0) \rightarrow L\Delta \times L\Delta$$ is transverse to $W^d(m') \times W^a(x_1') = \{(m') \times W^a(x_1')\}$ at any holomorphic parametrisation $\bar{u}_t'$ of $u_1'$, satisfying $\bar{u}_1'(-1) = m'$, $\bar{u}_1'(1) = x_1'$. From general linear algebra considerations, it follows that this transversality holds if and only if the map $d\text{ev}_{-1}(\bar{u}_1'): T_{\bar{u}_1'} \tilde{\mathcal{M}}^{|\bar{u}_1'|}(L\Delta, J_0) \rightarrow T_{m'} L\Delta$ 

$\xi \mapsto \xi(-1)$

is surjective and there exists $\xi_0 \in T_{\bar{u}_1'} \tilde{\mathcal{M}}^{|\bar{u}_1'|}(L\Delta, J_0)$ such that $\xi_0(-1) = 0 \in T_{m'} L\Delta$ and $\xi_0(1) \in T_{x_1'} L\Delta \setminus T_{x_1'} W^a(x_1')$. The first assertion is immediate from the fact that $(d\text{ev}_{-1}(\bar{u}_1')) \circ \psi_{\bar{u}_1'} = \psi_{m'}$ and the latter is an isomorphism. To find a suitable $\xi_0$ on the other hand, let $\{\varphi_\theta\}$ be any path in $G$ such that $\varphi_\theta(-1) = -1$, $\varphi_\theta(1) = e^{i\theta}$ for all $\theta \in \mathbb{R}$ and $\varphi_0$ is the identity. Let $\nu \in \mathfrak{g}$ be its
set $T$ and $u$ is an isomorphism. Again, by differentiating a suitable path of reparametrisations of $\tilde{\xi}_1$ are surjective. The first one of these is clearly surjective again since $(\frac{d}{dt}\pi)(1) \neq 0$. Set $u_{B_1} = (u_{B_1})$. We need to check that

$$(\text{ev}_1, \text{ev}_1): \widetilde{M}([u_{B_1}]) (L_0; J_0) \rightarrow L_0 \times L_0$$

is transverse to $W^d(x_1) \times W^u(x_1)$ at $\tilde{u}_{B_1}$, where again $\tilde{u}_{B_1}$ is a holomorphic parametrisation of $u_{B_1}$ with $\tilde{u}_{B_1}(1) = y_1 \in W^d(x_1)$. Define the projections $\pi_{y_1}: T_{y_1}L_0 \rightarrow T_{y_1}L_0/T_{y_1}W^a(x_1)$ and $\pi_{y_1}: T_{y_1}L_0 \rightarrow T_{y_1}L_0/T_{y_1}W^a(x_1)$. Then the desired transversality holds if and only if the maps

$$\pi_{y_1} \circ (d\text{ev}_1(\tilde{u}_{B_1})) : T_{y_1}L_0 \rightarrow T_{y_1}L_0/T_{y_1}W^a(x_1) \quad (60)$$

and

$$\pi_{y_1} \circ (d\text{ev}_1(\tilde{u}_{B_1})) : \ker(\pi_{y_1} \circ (d\text{ev}_1(\tilde{u}_{B_1}))) \rightarrow T_{y_1}L_0/T_{y_1}W^a(x_1) \quad (61)$$

are surjective. The first one of these is clearly surjective again since $(d\text{ev}_1(\tilde{u}_{B_1})) \circ \psi_{\tilde{u}_{B_1}} = \psi_{y_1}$ is an isomorphism. Again, by differentiating a suitable path of reparametrisations of $\tilde{u}_{B_1}$, we can find $\xi_0 \in T_{\tilde{u}_{B_1}}, \widetilde{M}([u_{B_1}]) (L_0; J_0)$ such that $\xi_0(-1) = 0$ and $\xi_0(1) = \tilde{u}_{B_1}(1) \cdot \partial_\theta \in T_{y_1}L_0 \setminus T_{y_1}W^a(x_1)$. Now, rewriting

$$\ker(\pi_{y_1} \circ (d\text{ev}_1(\tilde{u}_{B_1}))) = \{\xi \in T_{y_1}L_0 \widetilde{M}([u_{B_1}]) (L_0; J_0) : \xi(-1) \in T_{y_1}W^d(x_1)\},$$

it is clear that to show that $(61)$ is surjective, it suffices to find $\xi_1 \in T_{\tilde{u}_{B_1}}, \widetilde{M}([u_{B_1}]) (L_0; J_0)$ such that $\xi_1(-1) \in T_{y_1}W^d(x_1)$ and $\xi_1(1) \notin \text{Span} \{\xi_0(1)\} \oplus T_{y_1}W^a(x_1)$. We claim that it suffices to set $\xi_1 := \psi_{\tilde{u}_{B_1}}(V_1)$. Indeed

$$\xi_1(-1) = \psi_{y_1}(V_1) = \frac{d}{dt}\exp(tV_1) \cdot y_1 \mid_{t=0} = \frac{d}{dt}\exp(tV_1) \cdot \exp(t_0V_1) \cdot \Delta$$

which clearly lies in $W^d(x_1)$. To see that $\xi_1(1) \notin \text{Span} \{\xi_0(1)\} \oplus T_{y_1}W^a(x_1)$ observe that

$$\psi_{y_1}^{-1}(\xi_1(1)) = V_1$$

$$\psi_{y_1}^{-1}(\text{Span} \{\xi_0(1)\}) = \text{Span} \{B_{11}\}$$

and $\{V_1, B_{11}, V_1\}$ are linearly independent. This shows that the pearly trajectory $u_{B_1}$ is cut-out transversely. By symmetry, the same is clearly true for all other trajectories connecting a critical point of index 1 to a critical point of index 2.

It remains for us to check that the trajectories $(w_1)$ and $(w_{-1})$ are transversely cut-out. This cannot be verified as easily as the cases above and one needs to carefully analyse the appropriate dimensions for spaces of holomorphic sections of the Riemann-Hilbert pairs.

\footnote{Recall that we identify $\mathbb{R}^3$ with $\mathfrak{su}(2)$ via the basis of Pauli matrices $\{\sigma_1, \sigma_2, \sigma_3\}$.}
(w_j^*TCP^3, (w_j|_{\partial D})^*TL_\Delta). A more general analysis is carried out in [Smi15, Section 4.6] and the precise transversality result we need is contained in [Smi15 Corollary 4.6.4].

Let us now verify conditions (58) and (59). For all trajectories of total Maslov index 2 these are immediate. For example, note that in these cases the elements of \( X_u \setminus X_u \) are configurations consisting of a Maslov two disc and a constant bubble, containing the two marked points. Since the map \( \sigma_u \) restricts to \( X_u \setminus X_u \) as the evaluation on the constant bubble to both \( L_\Delta \) factors, its image is contained in \((\overline{W^a(y_u)} \times \overline{W^a(x_u)}) \cap \text{diag}(L_\Delta) = \emptyset.\) This verifies equation (59).

Equation (58) is equally easy to check in this case.

Consider now the trajectories containing a single Maslov 4 disc. In this case for \( j \in \{-1, 1\} \) we have that \( N_{w_j} = \overline{N_{w_j}} = \{ m' \} \times \{ m \} \) and the elements of \( X_{w_j} \setminus X_{w_j} \) are configurations of one of the following types:

- a Maslov 4 disc and a constant bubble containing the marked points;
- two Maslov 2 discs with both marked points on the same component;
- two Maslov 2 discs with each containing one marked point.

The image under \( \sigma_u \) of the strata consisting of the configurations of the first two types, is then clearly disjoint from \( \{ m' \} \times \{ m \} \). To see that the same holds for the third type just note that the boundaries of the Maslov 2 discs through \( m' \) are disjoint from the boundaries of the Maslov 2 discs through \( m \).

Finally, putting \( X := \overline{\mathcal{M}}(2, L_\Delta; J_0)/(G_{-1,1}) \times \overline{\mathcal{M}}(2, L_\Delta; J_0)/(G_{-1,1}) \) we must consider the map:

\[
ev_X := (ev_{-1}, ev_{v}, ev_{-1}, ev_{v}) : X \longrightarrow L_\Delta \times L_\Delta \times L_\Delta \times L_\Delta.
\]

It is vacuously transverse to \( N_X := m' \times Q_{L_\Delta} \times m \). To construct the Gromov compactification \( \overline{X} \) one needs to add only pairs of Maslov 2 discs where one or more of them have a ghost component containing the marked points. Therefore, if \( \hat{u} \in \overline{X} \) and \( \sigma_X(\hat{u}) = (p_1, p_2, p_3, p_4) \in \overline{N}_X, \) we must have that \( p_1 = m', \; p_4 = m \) and \( p_2 \) lies on a Maslov 2 disc passing through \( m' \), while \( p_3 \) lies on a Maslov 2 disc passing through \( m \). Observe however that \( \overline{Q}_{L_\Delta} \subseteq \{(p, q) \in L_\Delta^3 : f(p) \geq f(q)\} \) and \((\partial u_i') \times (\partial u_j)\) is disjoint from the latter set for any \( i, j \in \{1, 2, 3\} \). Therefore, \( \sigma_X(\overline{X}) \) is disjoint from \( \overline{N}_X \) and so conditions (58) and (59) are satisfied. The proof of Proposition A.2 is now complete.

**Appendix B: Representations of the binary dihedral group of order 12 over \( \mathbb{F}_2 \)**

In this appendix we describe all indecomposable \( \mathbb{F}_2 \)-representations of the binary dihedral group of order twelve. Such a classification is, of course, not new and much more general results are proved for example in [Jan09]. Here we give a rather direct and pedestrian argument for the classification in order to make the arguments in Section 4.4 complete and the paper more self-contained.

We start by making the following observations. First note that the binary dihedral group

\[
\Gamma_\Delta = \langle a, b \mid a^6 = 1, a^2 = b^3, ab = ba^5 \rangle
\]

can be viewed as the semi-direct product

\[
C_3 \rtimes C_4 = \langle c, b \mid c^3 = 1, b^4 = 1, bc = c^2 b \rangle
\]
by simply setting \(c := a^2\). This point of view will be particularly convenient for us since we will classify representations of \(\Gamma_\Delta\) by viewing them simultaneously as \(C_3\)–representations and \(C_4\)–representations. To that end, let us introduce some notation. We put
\[
R_3 := \mathbb{F}_2[C_3] = \mathbb{F}_2[c]/(c^3 - 1) \\
R_4 := \mathbb{F}_2[C_4] = \mathbb{F}_2[b]/(b^4 - 1) = \mathbb{F}_2[b]/(b + 1)^4.
\]
If \(V\) is a \(\Gamma_\Delta\)–representation, we shall write \(OC_3(V)\) for the set of orbits of the \(C_3\)–action on \(V \setminus \{0\}\). Note that since \(C_3\) is a normal subgroup of \(\Gamma_\Delta\), we have a \(C_4\)–action on \(OC_3(V)\). We denote the set of orbits of this action by \(OC_3\!(OC_3(V))\). For an element \(\mathcal{A} \in OC_3\!(OC_3(V))\) we shall write \(\text{Span} \mathcal{A} := \sum_{\mathcal{A} \in \mathcal{A}} \text{Span} \mathcal{A} \leq V\). Note that \(\text{Span} \mathcal{A}\) is always a \(\Gamma_\Delta\)–subrepresentation of \(V\). Further, given a \(\Gamma_\Delta\)–representation \(V\) and a \(C_i\)–representation \(W\) for some \(i \in \{3, 4\}\), we will write \(V \cong_i W\) to mean that \(V\) and \(W\) are isomorphic as representations of \(C_i\).

Note now that the ring \(R_3\) is semisimple with
\[
R_3 \cong \mathbb{F}_2 \oplus \frac{\mathbb{F}_2[c]}{1 + c + c^2}
\]
and hence any finite-dimensional \(R_3\)–module \(\hat{V}\) can be written as
\[
\hat{V} \cong \hat{V}_1 \oplus \hat{D} \oplus k_2,
\]
where \(\hat{V}_1\) is the trivial one-dimensional \(R_3\)–module and \(\hat{D} := \mathbb{F}_2[c]/(1 + c + c^2)\).

On the other hand, the ring \(R_4\) is not semisimple but from the structure theorem for finitely-generated modules over a PID, we know that the only indecomposable finite-dimensional \(R_4\)–modules are
\[
\begin{align*}
\hat{V}_1 & := \frac{\mathbb{F}_2[b]}{b+1}, \quad \hat{V}_2 := \frac{\mathbb{F}_2[b]}{(b+1)^2}, \quad \hat{V}_3 := \frac{\mathbb{F}_2[b]}{(b+1)^3}, \quad \hat{V}_4 := R_4.
\end{align*}
\]
Observe that since we have the short exact sequence \(1 \to C_2 = \{1, b^2\} \to \Gamma_\Delta \to C_4 \to 1\), the above vector spaces are also indecomposable \(\Gamma_\Delta\)–representations with trivial \(C_3\)–action. When we view them as such, we will lose the bar on top and denote them as \(V_1, V_2, V_3, V_4\).

Further, since we have the short exact sequence \(1 \to C_2 = \{1, b^2\} \to \Gamma_\Delta \to D_6 = \langle c, b \mid c^3 = 1, b^2 = 1, cb = bc^2 \rangle \to 1\)
and \(D_6\) acts naturally on \(\hat{D} = \mathbb{F}_2[c]/(1 + c + c^2)\) by \(b \cdot 1 = 1, b \cdot c = c^2, b \cdot c^2 = c\), we see that \(\hat{D}\) has naturally the structure of a non-faithful indecomposable \(\Gamma_\Delta\)–representation. We denote this representation by \(D\).

Finally, we define the following faithful representation of \(\Gamma_\Delta\). Let
\[
U_4 := \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} \oplus \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} x
\]
and set \(b \cdot x = 1 + cx\). Using linearity and the relation \(bc = c^2b\) this extends uniquely to an action of \(C_4\) on \(U_4\), thus making \(U_4\) into a well-defined \(\Gamma_\Delta\)–representation. It is important to note that \(U_4 \cong_4 \hat{V}_4\), for example via the map
\[
\begin{align*}
U_4 & \to \mathbb{F}_2[b]/(b + 1)^4 \\
1 & \to 1 + b + b^2 + b^3 \\
c & \to 1 + b^2 \\
x & \to 1 \\
cx & \to 1 + b^2 + b^3.
\end{align*}
\]
We are now ready to state the classification.

**Proposition B.1.** The only finite-dimensional indecomposable representations of $\Gamma_\Delta$ over $\mathbb{F}_2$ are $V_1, V_2, V_3, V_4, D$ and $U_4$.

We will prove this statement in several steps and in the course of the proof it will become apparent that all these representations are indeed indecomposable. Note that $V_1$ and $D$ are the only irreducible representations since $U_4$ contains a copy of $D$ and $V_i \leq V_j$ whenever $i \leq j$.

It will be useful for us to also consider the following representation. Let

$$U_8 := \frac{\mathbb{F}_2[c]}{1 + c + c^2} \oplus \frac{\mathbb{F}_2[c]}{1 + c + c^2} x \oplus \frac{\mathbb{F}_2[c]}{1 + c + c^2} x^2 \oplus \frac{\mathbb{F}_2[c]}{1 + c + c^2} x^3$$

and let $b \in C_4$ act as the cyclic permutation $(1, x, x^2, x^3)$. Again, the relation $bc = c^2b$ allows us to extend this action making $U_8$ into a $\Gamma_\Delta$-representation. In fact, we have $U_8 \cong U_4 \oplus U_4$ via the map

$$U_8 \rightarrow U_4 \oplus U_4, \quad 1 \rightarrow (x, cx).$$

To begin the classification, we first observe that we can restrict attention only to representations on which $C_3$ acts non-trivially.

**Lemma B.2.** Let $V$ be a $\Gamma_\Delta$-representation over $\mathbb{F}_2$. Define

$$V^{C_3} := \{v \in V : c \cdot v = v\}$$

$$W := \{v \in V : v + c \cdot v + c^2 \cdot v = 0\}.$$

Then $V^{C_3}$ and $W$ are $\Gamma_\Delta$-representations and we have a decomposition $V = V^{C_3} \oplus W$.

**Proof.** The fact that $V \cong_3 V^{C_3} \oplus W$ is just a restatement of the fact that $R_3$ is semisimple. To see that $V^{C_3}$ and $W$ are preserved by the $C_4$-action note that if $v \in V^{C_3}$ then $c \cdot (b \cdot v) = b \cdot (c^2 \cdot v) = b \cdot v$, i.e. $b \cdot v \in V^{C_3}$ and if $v \in W$ then $(1 + c + c^2) \cdot (b \cdot v) = b \cdot ((1 + c + c^2) \cdot v) = 0$, i.e. $b \cdot v \in W$.

We thus have that $V \cong_3 V^{C_3}_1 \oplus V^{C_3}_2 \oplus V^{C_3}_3 \oplus V^{C_3}_4 \oplus W$, where $W^{C_3} = 0$. To prove Proposition B.1 it then suffices to show that the only indecomposable representations $V$ with $V^{C_3} = 0$ are $D$ and $U_4$. We do this in two steps: first, we show that these are the only indecomposable $\Gamma_\Delta$-representations of dimension at most 8 and then we prove that any $\Gamma_\Delta$-representation $V$ with $V^{C_3} = 0$ and dim $V > 8$ cannot be indecomposable.

Classifying the two-dimensional representations is easy. Indeed, if $V$ is such, then we have $V \cong_3 \tilde{D} = \mathbb{F}_2[c]/(1 + c + c^2)$ and $V$ contains exactly 3 non-zero vectors $\{1, c, c^2\}$. Since $C_4$ acts on this set, we must have that either this action is trivial, or that $b$ fixes one of the three vectors and swaps the other two. But $C_4$ cannot act trivially since then we would have

$$c^2 = c^2 \cdot (b \cdot 1) = b \cdot (c \cdot 1) = c,$$

a contradiction. Hence $b$ fixes exactly one non-zero vector and without loss of generality $b \cdot 1 = 1$ and $b \cdot c = c^2$, $b \cdot c^2 = c$. Thus $V \cong D$ as $\Gamma_\Delta$-representations.

In fact, the only indecomposable representations of the dihedral group $D_6$ over $\mathbb{F}_2$ are the trivial representation, the regular representation of $C_2$ and $D$. This is an easy special case of [Bon73] and can also be proved directly by writing $D_6 = C_3 \rtimes C_2$ and using the same methods.
we employ here (see Remark B.4 below). Thus, we can restrict ourselves to finding the faithful indecomposable $\Gamma_4$-representations.

So, let $V$ be a faithful $\Gamma_4$-representation with $V^{C_3} = 0$ and $\dim V = 4$. Then we have

$$V \cong_3 \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} \oplus \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} x,$$

and

$$O_{C_3}(V) = \{\{1, c, c^2\}, \{x, cx, c^2x\}, \{1 + x, c + cx, c^2 + c^2x\}, \{1 + cx, c + c^2x, c^2 + x\}, \{1 + c^2x, c + x, c^2 + cx\}\}.$$

Since the size of each orbit of the $C_4$-action on $O_{C_3}(V)$ action must divide $|C_4| = 4$ and $|O_{C_3}(V)| = 5$ we see that $C_4$ must preserve at least one $C_3$-orbit. Up to a $C_3$-equivariant change of basis for $V$, we may assume that $b \cdot \{1, c, c^2\} = \{1, c, c^2\}$ and further $b \cdot 1 = 1$, $b \cdot c = c^2$, $b \cdot c^2 = c$. Since we are assuming that $V$ is a faithful representation, the action of $C_4$ on $O_{C_3}(V)$ must also be faithful (otherwise $b^2$ must fix all elements of $O_{C_3}(V)$ and it is not hard to see that it will then have to act trivially on $V$).

Hence

$$A := \{\{x, cx, c^2x\}, \{1 + x, c + cx, c^2 + c^2x\}, \{1 + cx, c + c^2x, c^2 + x\}, \{1 + c^2x, c + x, c^2 + cx\}\}$$

forms a single orbit of the $C_4$-action on $O_{C_3}(V)$. By linearity and the relation $bc = c^2b$, the action of $b$ on $A$ is uniquely determined by which element $b \cdot x$ is. Note that an element of $V \setminus \{0, 1, c, c^2\}$ can be written as a linear polynomial $f(x)$ with coefficients in $\{1, c, c^2\}$. Call $f(x)$ primitive if the coefficient of its lowest degree term is 1. Hence, primitive elements of $V \setminus \{0, 1, c, c^2\}$ are in one-to-one correspondence with elements of $A$. We now have the following cases:

1. Suppose that $b \cdot x = f(x)$ is primitive.
   
   (a) if $b \cdot x = x$ then $V = \text{Span}\{1, c\} \oplus \text{Span}\{x, cx\} \cong D \oplus D$ which contradicts faithfulness.
   
   (b) if $b \cdot x = 1 + x$ then $b \cdot (c^2 + x) = c + 1 + x = c^2 + x$ and so
   
   $$V = \text{Span}\{1, c\} \oplus \text{Span}\{c^2 + x, 1 + cx\} \cong D \oplus D$$
   
   which again contradicts faithfulness.
   
   (c) if $b \cdot x = 1 + cx$ we obtain precisely the representation $U_4$. It is clearly indecomposable since it is not isomorphic to $D \oplus D$.
   
   (d) if $b \cdot x = 1 + c^2x$ then consider the $C_3$-equivariant change of basis for $V$ given by the substitution $\hat{x} = 1 + c^2x$. Then we have $x = c \cdot (1 + \hat{x})$ and $b \cdot \hat{x} = b \cdot (1 + c^2x) = 1 + c \cdot (b \cdot x) = 1 + c \cdot (c^2x) = 1 + c + x = c^2 + x = c^2 + c + c\hat{x} = 1 + c\hat{x}$ and thus
   
   $$V \cong U_4.$$

2. Suppose that $b \cdot x$ is not primitive.
   
   (a) if $b \cdot x = c \cdot (1 + \alpha x)$ for some $\alpha \in \{1, c, c^2\}$ then consider the substitution $\hat{x} = cx$.
   
   Then $x = c^2\hat{x}$ and $b \cdot \hat{x} = b \cdot cx = c^2b \cdot x = c^2c(1 + \alpha x) = 1 + \alpha x = 1 + \alpha c^2\hat{x}$ is primitive and we are back in case [counter]
   
   (b) if $b \cdot x = c^2 \cdot (1 + \alpha x)$ then, putting $\hat{x} = c^2x$ we obtain $b \cdot \hat{x} = 1 + \alpha c\hat{x}$ is primitive and again we can apply case [counter]
We have thus seen that indeed the only faithful indecomposable $\Gamma_\Delta$—representation of dimension 4 is $U_4$.

Recall that $U_4 \cong F_4 \bar{V}_4$. In order to extend the classification to higher-dimensional representations we will repeatedly use this fact, together with the following lemma.

**Lemma B.3.** Let $V$ be a finite-dimensional representation of $\Gamma_\Delta$ over $F_2$ and let $U \leq V$ be a subrepresentation. Suppose that $U \cong F_4 \bar{V}_4^{\oplus k}$ for some $k \geq 1$. Then there exists a subrepresentation $W \leq V$ such that $V = U \oplus W$ as representations of $\Gamma_\Delta$.

**Remark B.4.** We note here that a similar statement holds also for $F_2$—representations of the dihedral group $D_6 = C_3 \times C_2$. That is, if $U \leq V$ is a pair of representations of $D_6$ and $U$ is isomorphic to a direct sum of copies of the regular representation of $C_2$, then $U$ is actually a direct summand of $V$. The proof is an easier version of the proof we present below.

The proof of Lemma B.3 requires a short detour. We first note the following standard fact whose proof is straightforward.

**Lemma B.5.** Let $R$ be a ring (not necessarily commutative) and let $X$ be an $R$—module. Let $M, N \leq X$ be submodules such that $X = M \oplus N$ and let $\pi : X \rightarrow M$ be the projection along $N$. Let $M' \leq X$ be another $R$—submodule. Then $X = M' \oplus N$ if and only if $\pi|_{M'} : M' \rightarrow M$ is an isomorphism.

Using this fact, we can now make a step towards Lemma B.3 by first showing that copies of $\bar{V}_4$ are always direct summands of $C_4$—representations.

**Lemma B.6.** Let $\bar{V}$ be an $R_4$—module which is finite-dimensional over $F_2$. Suppose $\bar{V}_4 \leq \bar{V}$. Then there exists an $R_4$—submodule $\bar{W} \leq \bar{V}$ such that $\bar{V} = \bar{V}_4 \oplus \bar{W}$.

**Proof.** Since $V$ is an $R_4$—module, there exist non-negative integers $n_1, n_2, n_3, n_4$ such that

$$\bar{V} \cong \bar{V}_1^{\oplus n_1} \oplus \bar{V}_2^{\oplus n_2} \oplus \bar{V}_3^{\oplus n_3} \oplus \bar{V}_4^{\oplus n_4}.$$  

(63)

Let

$$\phi : R_4 \rightarrow \bar{V}_1^{\oplus n_1} \oplus \bar{V}_2^{\oplus n_2} \oplus \bar{V}_3^{\oplus n_3} \oplus \bar{V}_4^{\oplus n_4}$$

$$1 \mapsto \bar{v}_1 + \bar{v}_2 + \bar{v}_3 + \bar{v}_4$$

denote the inclusion of $R_4$—modules obtained by restricting the isomorphism [63] to $R_4 \cong \bar{V}_4 \leq \bar{V}$. For any element $v$ of an $R_4$—module let us write $\text{ord}(v) \in \{1, 2, 4\}$ for the size of the orbit of $v$ under the $C_4$—action. We know that $\text{ord}(\bar{v}_1) = 1$ and $\text{ord}(\bar{v}_2) \leq 2$. Since $\phi$ is a $C_4$—equivariant embedding, we must have

$$\text{ord}(\phi(1)) = \text{ord}(1) = 4$$
$$\text{ord}(\phi(1 + b)) = \text{ord}(1 + b) = |\{1 + b, b + b^2, b^2 + b^3, b^3 + 1\}| = 4$$

We claim that this implies that $\text{ord}(\bar{v}_4) = 4$. Suppose not, i.e. that $\text{ord}(\bar{v}_4) \leq 2$. Then, since $4 = \text{ord}(\phi(1)) = \max\{\text{ord}(\bar{v}_1), \text{ord}(\bar{v}_2), \text{ord}(\bar{v}_3), \text{ord}(\bar{v}_4)\}$, we must have $\text{ord}(\bar{v}_3) = 4$. The elements of $\bar{V}_3 \cong F_2[b]/(b + 1)^2 = F_2[b]/(1 + b + b^2 + b^3)$ are grouped into orbits of the $C_4$—action as follows

$$\bar{V}_3 = \{0\} \cup \{1 + b^2\} \cup \{1 + b, b + b^2\} \cup \{1, b, b^2, 1 + b + b^2\}.$$  

It is clear then that for all $x \in \bar{V}_3$ one has $\text{ord}(x + b \cdot x) \leq 2$. Hence $\text{ord}(\bar{v}_3 + b \cdot \bar{v}_3) \leq 2$ and thus $4 = \text{ord}(\phi(1 + b)) = \max\{\text{ord}(\bar{v}_1 + b \cdot \bar{v}_1), \text{ord}(\bar{v}_2 + b \cdot \bar{v}_2), \text{ord}(\bar{v}_3 + b \cdot \bar{v}_3), \text{ord}(\bar{v}_4 + b \cdot \bar{v}_4)\} \leq 2$, which is a contradiction. Therefore $\text{ord}(\bar{v}_4) = 4$.

[63]
a contradiction. So we must have $\text{ord}(\vec{v}_4) = 4$. Writing $\vec{v}_4 = (v_{41}, v_{42}, \ldots, v_{4n_4}) \in \overrightarrow{V}_4^{\otimes n_4}$, there must exist $1 \leq j \leq n_4$ such that $\text{ord}(v_{4j}) = 4$. Let $\pi: \overrightarrow{V} \to \overrightarrow{V}_4$ denote the projection to the $j^{th}$ $\overrightarrow{V}_4$-factor along the other factors in the decomposition $(64)$. We claim that $\pi \circ \phi: R_4 \to \overrightarrow{V}_4$ is an isomorphism. Indeed, $\text{ord}(\pi(\phi(1))) = \text{ord}(v_{4j}) = 4$ and it is easy to see that the $\mathbb{F}_2$-span of any $C_4$-orbit of length 4 in $\overrightarrow{V}_4$ has dimension 4. Comparing dimensions, we see that $\pi \circ \phi$ is an isomorphism.

The existence of a complement for $\overrightarrow{V}_4 \leq \overrightarrow{V}$ now follows from Lemma B.5.

To finish the proof of Lemma B.3 we also need the following general lemma.

**Lemma B.7.** Let $G$ be a group with subgroups $H \trianglelefteq G$, $K \leq G$ such that $G = H \rtimes K$. Suppose that $H$ is finite and that $\mathbb{F}$ is a field with $\text{char}(\mathbb{F}) \nmid |H|$. Let $V$ be a representation of $G$ over $\mathbb{F}$ and assume that there is a splitting $V = U \oplus W$ as $K$-representations. Further, suppose that $U$ is actually a $G$-subrepresentation of $V$. Then there exists a $G$-representation $W \leq V$ such that $V = U \oplus W$ as $G$-representations.

**Proof.** The proof is based on the standard technique of “averaging the projection”. Namely, let $\pi: V \to V$ denote the projection to $U$ along $W$, followed by the inclusion $\iota: U \hookrightarrow V$. Since $\text{char}(\mathbb{F}) \nmid |H|$ we can define

$$\pi: V \to V \quad \text{by} \quad \pi(v) = \frac{1}{|H|} \sum_{h \in H} (h^{-1}, 1) \cdot \pi((h, 1) \cdot v). \quad (64)$$

We claim that $\pi$ is $G$-equivariant and $\pi|_U = \iota$. For the second claim note that since $H$ preserves $U$ and $\pi|_H = \iota$ then for all $h \in H$ and $u \in U$ we have $\pi((h, 1) \cdot u) = (h, 1) \cdot u$. Plugging this into $(64)$, we see that

$$\pi(u) = \frac{1}{|H|} |H| u = u \quad \forall u \in U.$$ 

Now, to see that that $\pi$ is $G$-equivariant we let $v \in V$, $(h_0, k_0) \in H \rtimes K = G$ and compute

$$\pi((h_0, k_0) \cdot v) = \frac{1}{|H|} \sum_{h \in H} (h^{-1}, 1) \cdot \pi((h, 1)(h_0, k_0) \cdot v)$$

$$= \frac{1}{|H|} \sum_{h \in H} (h^{-1}, 1) \cdot \pi((hh_0, 1)(1, k_0) \cdot v)$$

$$= \frac{1}{|H|} (h_0, 1) \cdot \sum_{h \in H} (hh_0, 1)^{-1} \cdot \pi((hh_0, 1)(1, k_0) \cdot v)$$

$$= \frac{1}{|H|} (h_0, 1) \cdot \sum_{h \in H} (h^{-1}, 1) \cdot \pi((1, k_0)(k_0^{-1}h_0k_0, 1) \cdot v)$$

$$= \frac{1}{|H|} (h_0, 1) \cdot \sum_{h \in H} (h^{-1}, 1)(1, k_0) \cdot \pi((k_0^{-1}h_0k_0, 1) \cdot v)$$

$$= \frac{1}{|H|} (h_0, 1)(1, k_0) \cdot \sum_{h \in H} (k_0^{-1}h_0k_0, 1)^{-1} \cdot \pi((k_0^{-1}h_0k_0, 1) \cdot v)$$

$$= (h_0, k_0) \cdot \pi(u).$$

66
Putting \( W := \ker \pi \) we now obtain the desired splitting \( V = U \oplus W \).

We are now in a position to prove Lemma B.3.

**Proof.** We are assuming that we have a pair of \( \Gamma_\Delta \)–representations \( U \leq V \) and that \( U \cong_4 V^{\oplus k} \) for some \( k \geq 1 \). By applying Lemma B.6 \( k \) times, we find a \( C_4 \)–subrepresentation \( \overline{W} \leq V \) such that \( V \cong_4 U \oplus \overline{W} \). Now, since \( C_3 \) preserves \( U \) and \( \Gamma_\Delta = C_3 \rtimes C_4 \), we can apply Lemma B.7 to find a \( \Gamma_\Delta \)–subrepresentation \( W \leq V \) such that \( V = U \oplus W \).

Armed with Lemma B.3, we are now ready to extend our classification of indecomposable \( \Gamma_\Delta \)–representations to higher dimensions. So let \( V \) be a \( \Gamma_\Delta \)–representation with \( V^{C_3} = 0 \) and \( \dim V = 6 \). We will show that \( V \) cannot be indecomposable. We observe that since \( |O_{C_3}(V)| = 1 + 4 + 4^2 \) is odd, there must exist an orbit \( A \in O_{C_3}(V) \) which is fixed by the \( C_4 \)–action on \( O_{C_3}(V) \). Then \( D_0 := \text{Span} \ A \) is a two-dimensional \( \Gamma_\Delta \)–subrepresentation of \( V \) and so \( D_0 \cong D \) and we have a short exact sequence

\[
0 \longrightarrow D_0 \longrightarrow V \overset{\pi}{\longrightarrow} V/D_0 \longrightarrow 0. \tag{65}
\]

By the semisimplicity of \( R_3 \), this is a split sequence of \( C_3 \)–representations and in particular \( (V/D_0)^{C_3} = 0 \). Then \( |O_{C_3}(V/D_0)| = 5 \) and again there must be an orbit \( B \in O_{C_3}(V/D_0) \) which is fixed by the \( C_4 \)–action. Put \( D_1 := \text{Span} \ B \leq V/D_0 \) and \( U := \pi^{-1}(D_1) \leq V \). We thus obtain a composition series

\[
0 \leq D_0 \leq U \leq V
\]

with \( U/D_0 = D_1 \cong D \) and \( V/U \cong D \). From our classification of the four-dimensional representations, we now have the following two possibilities

1. Suppose that \( U \cong U_4 \) or \( V/D_0 \cong U_4 \). Then

   (a) if \( U \cong U_4 \) we know by Lemma B.3 that \( V \) is not indecomposable and in fact \( V \cong U_4 \oplus D \)

   (b) if \( V/D_0 \cong U_4 \) then in particular \( V/D_0 \cong_4 V^{\oplus 4} \) is a free \( R_4 \)–module and hence (65) splits as a sequence of \( C_4 \)–representations. However, Lemma B.7 then implies that (65) is also a split sequence of \( \Gamma_\Delta \)–representations, i.e. again \( V \cong D \oplus U_4 \).

2. Suppose that \( U \cong D \oplus D \) and \( V/D_0 \cong D \oplus D \). It follows (see Remark B.4) that there exist \( \Gamma_\Delta \)–equivariant sections \( r : D_1 = U/D_0 \rightarrow U \) and \( s : V/U = (V/D_0)/D_1 \rightarrow V/D_0 \) of the respective quotient maps. Now let \( t : V/D_0 \rightarrow V \) be any \( \mathbb{F}_2 \)–linear section of \( \pi : V \rightarrow V/D_0 \), satisfying \( t|_{D_0} = r \). These maps fit into the following diagram of \( \Gamma_\Delta \)–representations, whose rows and columns are exact:

\[
\begin{array}{ccccccccc}
0 & & & & & & & & 0 \\
\downarrow & & & & & & & & \downarrow \\
0 & \longrightarrow & D_0 & \longrightarrow & U & \longrightarrow & V/D_0 & \longrightarrow & 0 \\
\downarrow & & & & & & & & \downarrow \\
0 & \longrightarrow & D_0 & \longrightarrow & V & \overset{\pi}{\longrightarrow} & V/D_0 & \longrightarrow & 0 \\
\downarrow & & & & & & & & \downarrow \\
V/U & \longrightarrow & (V/D_0)/D_1 & \longrightarrow & 0 & & & & \\
\end{array}
\]
Observe that since \( \pi \) and \( s \) are \( C_4 \)-equivariant, we have
\[
\pi(b \cdot ts(x)) = b \cdot \pi(ts(x)) = b \cdot s(x) = s(b \cdot x).
\] (66)

Consider now the \( \mathbb{F}_2 \)-linear splitting
\[
V = D_0 \oplus t(V/D_0) = D_0 \oplus t(D_1 \oplus s(V/U)) = D_0 \oplus r(D_1) \oplus ts(V/U).
\] (67)

We claim that \( C_4 \) preserves the summand \( W := D_0 \oplus ts(V/U) \). Indeed, if \( v_0 \in D_0 \), \( x \in V/U \), then by (66) we have
\[
b \cdot (v_0 + ts(x)) = \left[ b \cdot v_0 + b \cdot ts(x) - t(\pi(b \cdot ts(x))) \right] + t(\pi(b \cdot ts(x)))
\]
\[
= \left[ b \cdot v_0 + b \cdot ts(x) - t(\pi(b \cdot ts(x))) \right] + ts(b \cdot x) \in D_0 \oplus ts(V/U).
\]

Now, since \( r \) is \( C_4 \)-equivariant we see that (67) gives rise to the splitting \( V = r(D_1) \oplus W \) of \( C_4 \)-representations. On the other hand, since \( r \) is also \( C_3 \)-equivariant, we have that \( r(D_1) \) is a \( \Gamma_\Delta \)-subrepresentation of \( V \) and then it follows from Lemma [B.7] that \( V \) is not indecomposable.

We have seen that if \( V \) is a six-dimensional \( \Gamma_\Delta \)-representation with \( V^{C_3} = 0 \) then we must have \( V \cong D^{\oplus 3} \) or \( V \cong D \oplus U_4 \). In particular, the only faithful six-dimensional \( \Gamma_\Delta \)-representation with \( V^{C_3} = 0 \) is \( D \oplus U_4 \).

Now let \( V \) be a faithful \( \Gamma_\Delta \)-representation with \( V^{C_3} = 0 \) and \( \dim V = 8 \). Since the representation is faithful, there exists \( \mathcal{A} \in O_{C_4}(O_{C_3}(V)) \) with \( |\mathcal{A}| = 4 \). Then \( \mathrm{Span} \mathcal{A} \) is a faithful subrepresentation of \( V \) and so \( \dim(\mathrm{Span} \mathcal{A}) \in \{4, 6, 8\} \). If \( \dim(\mathrm{Span} \mathcal{A}) = 4 \) we know that \( \mathrm{Span} \mathcal{A} \cong U_4 \). By Lemma [B.3] we have that \( V \) is not indecomposable. If \( \dim(\mathrm{Span} \mathcal{A}) = 6 \), then must have \( \mathrm{Span} \mathcal{A} \cong D \oplus U_4 \); in particular \( U_4 \leq V \) and again Lemma [B.3] shows that \( V \) cannot be indecomposable. We are left with the case \( \dim(\mathrm{Span} \mathcal{A}) = 8 \), i.e. \( \mathrm{Span} \mathcal{A} = V \). We can then write
\[
\mathcal{A} = \{1, c, c^2\}, \{x, cx, c^2x\}, \{x^2, cx^2, c^2x^2\}, \{x^3, cx^3, c^2x^3\}\}
\]
and \( \{1, c, x, cx, x^2, cx^2, x^3, cx^3\} \) forms a basis for \( V \). Hence
\[
V \cong_3 \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} \oplus \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} x \oplus \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} x^2 \oplus \frac{\mathbb{F}_2[c]}{(1 + c + c^2)} x^3
\]
and \( b \in C_4 \) acts as the cyclic permutation \((1, x, x^2, x^3)\). That is, \( V \cong U_8 \cong U_4 \oplus U_4 \) is not indecomposable.

Finally, we are ready to finish the proof of Proposition [B.1] by showing that if \( V \) is a faithful representation of \( \Gamma_\Delta \) with \( V^{C_3} = 0 \) and \( \dim V > 8 \), then \( V \) cannot be indecomposable. Indeed, by faithfulness, there must exist \( \mathcal{A} \in O_{C_4}(O_{C_3}(V)) \) with \( |\mathcal{A}| = 4 \). Then \( \mathcal{A} \) is a faithful subrepresentation of \( V \). In particular, we have that \( (\mathrm{Span} \mathcal{A})^{C_3} = 0 \) and hence \( V \cong_3 D^{\oplus k} \). It follows that \( \dim(\mathrm{Span} \mathcal{A}) \) must be even and for each \( A = \{v, c \cdot v, c^2 \cdot v\} \in \mathcal{A} \) we have \( v + c \cdot v + c^2 \cdot v = 0 \). Then \( \dim(\mathrm{Span} \mathcal{A}) \leq 2|\mathcal{A}| \leq 8 \). But we have seen that any faithful \( \Gamma_\Delta \)-representation of dimension at most 8 contains a copy of \( U_4 \). Hence \( U_4 \leq \mathrm{Span} \mathcal{A} \leq V \) and Lemma [B.3] shows that \( V \) cannot be indecomposable.

Proposition [B.1] is now proved.
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