RATIONALITY AND $p$-ADIC PROPERTIES OF REDUCED FORMS OF HALF-INTEGRAL WEIGHT
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Abstract. In this paper we study special bases of certain spaces of half-integral weight weakly holomorphic modular forms. We establish a criterion for the integrality of Fourier coefficients of such bases. By using recursive relations between Hecke operators, we derive relations of Fourier coefficients of each basis element and obtain congruences of the Fourier coefficients, which extend known congruences for traces of singular moduli.

1. Introduction and Statement of Results

Let $N$ be a positive integer. For an odd integer $k$, we denote by $M_{k/2}^{1+\ldots+}(N)$ the space of weakly holomorphic modular forms of weight $k/2$ on $\Gamma_0(4N)$ whose $r^\text{th}$ Fourier coefficient vanishes unless $(-1)^{(k-1)/2}$ is a square modulo $4N$. For the moment, we assume that $N$ is contained in the set $\mathcal{S} = \{1, 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 41, 47, 59, 71\}$.

Then the group $\Gamma_0^*(N)$, which is the group generated by $\Gamma_0(N)$ and all Atkin–Lehner involutions $W_e$ for $e \parallel N$, has genus 0. From the correspondence between Jacobi forms and half-integral weight forms (cf. [9, Theorem 5.6]), we see that for any $D \in \mathbb{Z}_{>0}$ with $D \equiv \square \pmod{4N}$, there is a unique modular form $g_{D,N} \in M_{3/2}^{1+\ldots+}(N)$ having a Fourier expansion of the form

$$g_{D,N}(\tau) = q^{-D} + \sum_{d \geq 0} B^{(N)}(D,d) q^d \quad (q = e^{2\pi i \tau}, \tau \in \mathbb{H}).$$

Here, $\mathbb{H}$ denotes the complex upper half plane.

Let $\ell$ be a prime with $\ell \nmid 4N$. Then the Hecke operator $T_{k/2,4N}(\ell^2)$, originally defined on the space of weakly holomorphic modular forms of weight $k/2$ on $\Gamma_0(4N)$, acts on $M_{k/2}^{1+\ldots+}(N)$. We define $T_{k/2,4N}(\ell^{2n})$ for $n \geq 2$ recursively by

$$T_{k/2,4N}(\ell^{2n}) := T_{k/2,4N}(\ell^{2n-2})T_{k/2,4N}(\ell^2) - \ell^{k-2}T_{k/2,4N}(\ell^{2n-4}).$$

For any positive integer $m$ with $\gcd(m,4N) = 1$, define $T_{k/2,4N}(m^2)$ multiplicatively and set

$$g_{D,N}^{(m)} := g_{D,N} \mid T_{3/2,4N}(m^2).$$
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We denote by $B_{m}^{(N)}(D, d)$ the $d^{th}$ Fourier coefficient of $g_{D,N}^{(m)}(\tau)$:

$$g_{D,N}^{(m)}(\tau) = \text{(principal part)} + \sum_{d \geq 0} B_{m}^{(N)}(D, d) q^d.$$ 

By the works of Zagier [29] and Kim [14], the coefficients $B_{m}^{(N)}(D, d)$ can be interpreted as traces of CM values of certain modular functions (or traces of singular moduli). Remarkably, the coefficients $B_{m}^{(N)}(D, d)$ show many congruence properties, and many authors studied them. In 2005, Ahlgren and Ono [2] showed that if $p \mid m$ is an odd prime and $\left(\frac{-d}{p}\right) = 1$, then

$$B_{m}^{(1)}(1, p^2d) \equiv 0 \pmod{p}.$$ 

Edixhoven [8] used the $p$-adic geometry of modular curves to show that, for any $m$ and any $d$ with $\left(\frac{-d}{p}\right) = 1$, we have

$$B_{m}^{(1)}(1, p^{2n}d) \equiv 0 \pmod{p^n}.$$ 

When $p$ is an odd prime, Jenkins [11] obtained a recursive formula for $B_{1}^{(1)}(D, p^{2n}d)$ in terms of $B_{1}^{(1)}(D, p^{2k}d)$ with $k < n$. As a corollary he proved that if $\left(\frac{-d}{p}\right) = \left(\frac{D}{p}\right) \neq 0$, then we have

$$B_{1}^{(1)}(D, p^{2n}d) = p^n B_{1}^{(1)}(p^{2n}D, d).$$ 

Guerzhoy [10] showed that if $D$ and $-d$ are fundamental discriminants with $\left(\frac{-d}{p}\right) = \left(\frac{D}{p}\right)$, then, for any $m$, we have

$$B_{m}^{(1)}(D, p^{2n}d) = p^n B_{m}^{(1)}(p^{2n}D, d).$$ 

In 2012, Ahlgren [1] proved a general theorem which implies the above results as special cases. On the other hand, Osburn [19] proved that if $d$ is a positive integer such that $-d$ is congruent to a square modulo $4N$ and if $p \neq N$ is an odd prime which splits in $\mathbb{Q}(\sqrt{-d})$, then

$$B_{1}^{(N)}(1, p^2d) \equiv 0 \pmod{p}.$$ 

Jenkins [12] and Koo and Shin [17] obtained the following generalization of Osburn’s result: for a positive integer $d$ such that $-d \equiv \square \pmod{4N}$ and an odd prime $p \neq N$ which splits in $\mathbb{Q}(\sqrt{-d})$,

$$B_{1}^{(N)}(1, p^{2n}d) \equiv 0 \pmod{p^n}$$ 

for all $n \geq 1$.

The purpose of this paper is to generalize all these congruences to more general modular forms. To be precise, from now on, we assume that $N \geq 1$ is odd and square-free. For an even Dirichlet character $\chi$ modulo $4N$, we denote by $M_{k/2}(4N, \chi)$ the space of weakly holomorphic modular forms of weight $k/2$ on $\Gamma_0(4N)$ with Nebentypus $\chi$. The subspace of holomorphic forms and that of cuspforms are denoted by $M_{k/2}(4N, \chi)$ and $S_{k/2}(4N, \chi)$ respectively.

Let $\mathcal{D}$ be a discriminant form of level $4N$ satisfying some additional conditions which will be given in Section 2.3. (For the basics on discriminant forms, see Section 2.1 below.) Then $\mathcal{D}$ determines an even Dirichlet character $\chi$ modulo $4N$ and a sign vector $\epsilon = (\epsilon_p)_p$ over $p = 2$ or $p \mid N$ with $\chi_p \neq 1$, where the character $\chi$ is decomposed into $p$-components: $\chi = \prod_p \chi_p$. Set $\chi' = \chi(4N)$. 

We define the associated modular form space $M_{k/2}^\ell(N,\chi')$ to be the subspace of $M_{k/2}^1(4N,\chi')$ consisting of the forms $f \in M_{k/2}^1(4N,\chi')$ satisfying the so-called $e$-condition, which will be defined in Section 2.4. We let

$$M_{k/2}^\ell(N,\chi') = M_{k/2}^\ell(N,\chi') \cap M_{k/2}^1(4N,\chi') \text{ and } S_{k/2}^\ell(N,\chi') = M_{k/2}^\ell(N,\chi') \cap S_{k/2}^1(4N,\chi').$$

Let us give an example. Consider the following even lattice $D$ consisting of the forms $a, b, c \in \mathbb{Z}$. We denote by $L'$ the dual lattice of $L$. Then the space $M_{k/2}^\ell(N,\chi')$ associated with the discriminant form $L'/L$ is exactly the same as the space $M_{k/2}^{1,+}(N)$. Hence the $e$-condition can be considered as a generalization of the Kohnen plus condition.

Now we further assume that $\chi_p \neq 1$ for each $p \mid N$, so $\chi' = 1$. In [31], Zhang defined a family of forms in $M_{k/2}^\ell(N,1)$, called reduced forms. (For the definition, see Section 2.3.) If a reduced form $f_m$ exists for some $m \in \mathbb{Z}$, it must be unique and $\chi_p(m) \neq -\varepsilon_p$ for each $p \mid N$. The set of reduced modular forms forms a basis for $M_{k/2}^\ell(N,1)$. When $k = 3$ and $N \in \mathcal{S}$, the reduced form $f_{-D}$ exists for each $D > 0$ which is a square modulo $4N$ (cf. Proposition 2.3 below). In fact, $s(-D)f_{-D} = g_{D,N}$ for every $D$ where $s(-D)$ is a scaling constant. Thus the reduced forms are natural generalizations of the forms $g_{D,N}$.

In order to generalize the congruences mentioned above to reduced forms, we first need to check integrality of the Fourier coefficients of reduced forms. We establish the following proposition which allows us to check whether a fixed reduced form has integer Fourier coefficients.

**Proposition 1.1.** Let $k$ be an odd integer. Assume that $f = \sum a(n)q^n \in M_{k/2}^\ell(N,\chi') \cap \mathbb{Q}(q)$ with bounded denominator, and that $a(n) \neq 0$ for some $n < 0$. Furthermore, let $k'$ be the smallest positive integer which satisfies $k' \geq \frac{\text{ord}_\infty(f)}{4N} + k + 12k' > 0$. If $a(n) \in \mathbb{Z}$ for $n \leq \text{ord}_\infty(f) + \frac{k+12k'}{2} \cdot \frac{1}{2\pi} \cdot \text{SL}_2(\mathbb{Z}) : \Gamma_0(4N)$, then $a(n) \in \mathbb{Z}$ for all $n$.

Let $D^*$ be the dual discriminant form of $D$. It is known that the corresponding data to $D^*$ is $(4N,\chi',\varepsilon^*)$ with $\varepsilon^*_p = \chi_p(-1)\varepsilon_p$. Denote by $M_{k/2}^\ast(N,\chi')$ the space of modular forms associated to $D^*$. We denote by $a(m,n)$ the $n^{th}$ Fourier coefficient of the reduced form $f_m$. We prove the following theorem which turns the integrality problem for reduced forms into checking finitely many of them.

**Theorem 1.2.** Let $m_\epsilon = \max\{m : f_m \in M_{k/2}^\ast(N,\chi') \text{ exists}\}$. Assume that for all $n \in \mathbb{Z}$ and $m \geq -4N - m_\epsilon$, we have $s(m)a(m,n) \in \mathbb{Z}$. Then $s(m)a(m,n) \in \mathbb{Z}$ for all $m, n \in \mathbb{Z}$.

Therefore, to check the integrality of reduced forms, it suffices to show the integrality of a finite number of Fourier coefficients satisfying the conditions of both Proposition 1.1 and Theorem 1.2.

We give an example to illustrate this.

**Example 1.3.** We consider the space $M_{1/2}^{1,+}(7,1)$. Then we have $m_\epsilon = -1$. Define

$$E_k(\tau) = 1 - \frac{2k}{B_k} \sum_{n=1}^\infty \sigma_{k-1}(n)q^n \quad (2 < k \in 2\mathbb{Z}).$$
to be the normalized Eisenstein series, and denote by $[\cdot, \cdot]_n$ ($n \geq 1$) the $n^{th}$ Rankin–Cohen bracket (cf. [6] pp.53-58). Set

$$
\begin{align*}
RC_1 &= \frac{[\theta, E_0(28\tau)]}{\Delta(28\tau)}, \\
RC_2 &= \frac{[\theta, E_0(28\tau)]_2}{\Delta(28\tau)_2}, \\
RC_3 &= \frac{[\theta, E_0(28\tau)]_3}{\Delta(28\tau)_3}, \\
RC_4 &= \frac{[\theta, E_0(28\tau)]_4}{\Delta(28\tau)_4}.
\end{align*}
$$

In addition, we set

$$
\begin{align*}
f &= \frac{1}{9600} RC_1 + \frac{7}{103680} RC_2 + \frac{1}{80640} RC_3 + \frac{1}{705600} RC_4 - \frac{41687}{1500} \theta,
\end{align*}
$$

and define

$$
RC_{17} = \frac{[f, E_4(28\tau)]_4}{\Delta(28\tau)}.
$$

By taking linear combinations of these Rankin-Cohen brackets, we find

$$
\begin{align*}
s(0)f_0 &= 1 + 2q + 2q^4 + 2q^9 + 2q^{16} + \cdots, \\
s(-3)f_{-3} &= q^{-3} - 3q - 2q^4 + 6q^8 + 5q^9 - 10q^{16} + \cdots, \\
s(-7)f_{-7} &= q^{-7} - 10q + 4q^4 + 28q^8 - 24q^9 + 60q^{16} + \cdots, \\
s(-12)f_{-12} &= q^{-12} - 10q - 25q^4 - 6q^8 + 46q^9 + 152q^{16} + \cdots, \\
s(-19)f_{-19} &= q^{-19} - q - 50q^4 - 50q^8 - 153q^9 + 798q^{16} + \cdots, \\
s(-20)f_{-20} &= q^{-20} - 22q + 26q^4 - 180q^8 - 78q^9 - 338q^{16} + \cdots, \\
s(-24)f_{-24} &= q^{-24} - 2q - 28q^4 + 225q^8 - 450q^9 - 2976q^{16} + \cdots, \\
s(-27)f_{-27} &= q^{-27} + 12q - 52q^4 - 468q^8 + 156q^9 - 1300q^{16} + \cdots.
\end{align*}
$$

For example, we obtain

$$
\begin{align*}
&f_3 = -\frac{92368453}{1197504000} RC_1 - \frac{1106849}{739051040} RC_2 - \frac{777523}{8047268800} RC_4 + \frac{31109}{68583432000} RC_4 \\
&- \frac{1}{492687360000} RC_7 + \frac{1}{862208800000} RC_8 - \frac{1}{8691060300000} RC_{12} \\
&+ \frac{21639458534400}{1026442000000} RC_{15} + \frac{2384213721}{1026442000000} \theta \\
&= q^{-3} - 3q - 2q^4 + 6q^8 + 5q^9 - 10q^{16} + \cdots.
\end{align*}
$$

By Proposition 1.1 the forms $s(0)f_0, \ldots, s(-27)f_{-27}$ have integer Fourier coefficients. It follows from Theorem 1.2 that every reduced form in $M_{1/2}^{1, \ldots, n}(7, 1)$ has integer Fourier coefficients.

Now we assume that, for any reduced form

$$
\begin{align*}
f_m &= \sum_n a(m, n) q^n \in M_{k/2}^k(N, 1),
\end{align*}
$$

the form $s(m)f_m$ has integer Fourier coefficients. Furthermore, let $k \geq 3$ be an odd integer and set $\lambda = (k - 1)/2$. Then the reduced form $f_m \in M_{k/2}^k(N, 1)$ exists for every $m \in \mathbb{Z}_{<0}$ with $\chi_p(m) \neq -\epsilon_p$ for all $p \mid N$. We write

$$
\begin{align*}
F_m(\tau) &= s(m)f_m(\tau) = q^m + \sum_{d \geq 0} B^{(N)}(m, d) q^d.
\end{align*}
$$

\begin{align*}
\chi_p(d) &\neq -\epsilon_p \text{ for all } p \mid N
\end{align*}
Note that the Hecke operator $T_{k/2,4N}(\ell^2)$ acts on the space $M_{k/2}^!(N,1)$ for each prime $\ell$ with $\gcd(\ell,4N) = 1$. For any positive integer $t$ with $\gcd(t,4N) = 1$, define

$$F_m^{(t)} := F_m \mid T_{k/2,4N}(t^2).$$

Then we obtain the coefficients $B_t^{(N)}(m,d)$ from the equation

$$F_m^{(t)}(\tau) = (\text{principal part}) + \sum_{d \geq 0, \chi_p(d) \neq -\epsilon_p \text{ for all } p \mid N} B_t^{(N)}(m,d) q^d.$$

We state our main theorem which describes various relations among the coefficients $B_t^{(N)}(m,d)$.

**Theorem 1.4.** We have the following:

(i) $B_t^{(N)}(m,\ell^{2n+2}d) - \ell^{\lambda-1} \left( -\frac{1}{\ell} \frac{\lambda m}{\ell} \right) B_t^{(N)}(m,\ell^{2n}d) = \ell^{(k-2)n} \left\{ B_t^{(N)}(\ell^{2n}m,\ell^2d) - B_t^{(N)}(\ell^{2n-2}m,d) \right\}.

(ii) If $\ell \nmid d$, then

$$\ell^{(k-2)n} B_t^{(N)}(\ell^{2n}m,d) = B_t^{(N)}(m,\ell^{2n}d) + \left[ \left( \frac{(-1)^\lambda d}{\ell} \right) - \left( \frac{(-1)^\lambda m}{\ell} \right) \right] \sum_{k=1}^n \ell^{(\lambda-1)k} \left( \frac{(-1)^\lambda d}{\ell} \right)^{k-1} B_t^{(N)}(m,\ell^{2n-2k}d).$$

(iii) If $\ell \mid d$, then

$$\ell^{(k-2)n} B_t^{(N)}(\ell^{2n}m,d) = B_t^{(N)}(m,\ell^{2n}d) - \ell^{\lambda-1} \left( \frac{-1}{\ell} \frac{\lambda m}{\ell} \right) B_t^{(N)}(m,\ell^{2n-2}d).$$

As a corollary, we obtain the following congruences:

**Corollary 1.5.** Assume that $S_{3/2}^t(N,1) = 0$.

(1) If $\left(\frac{-d}{\ell}\right) = \left(\frac{-m}{\ell}\right) \neq 0$, or if $\ell \mid d$ and $\ell \nmid m$, then for any positive integer $t$ with $(t,4N) = 1$ and $n$, we have

$$B_t^{(N)}(m,\ell^{2n}d) \equiv \ell^{(k-2)n} B_t^{(N)}(\ell^{2n}m,d) \pmod{\ell^{(k-2)n}}.$$

(2) If $\chi_p(\ell d) \neq -\epsilon_p$ for all $p \mid N$, then for any positive integer $t$ with $(t,4N) = 1$ and any $n \geq 1$, we get

$$B_t^{(N)}(m,\ell^{2n+1}d) \equiv \ell^{\lambda-1} \left( \frac{-1}{\ell} \frac{\lambda m}{\ell} \right) B_t^{(N)}(m,\ell^{2n-1}d) \pmod{\ell^{(k-2)n}}.$$

As for the condition in the above corollary, we remark that if

$$N \in \{ n \mid n \text{ is an odd square-free integer with } 1 \leq n < 37 \} \cup \{ 39, 41, 47, 51, 55, 59, 69, 71, 87, 95, 105, 119 \},$$

then $S_{3/2}^t(N,1) = 0$. (See [5, Table 4].)

We organize this paper as follows. In Section 2, we present preliminaries on discriminant forms and modular forms of half-integral weight. Also, we recall the definitions of $\iota$-condition and reduced forms. In Section 3, we prove Proposition 1.1 and Theorem 1.2 and in Section 4 we prove Theorem 1.4 and Corollary 1.5.
2. Preliminaries

In this section, we review the basics on discriminant forms, modular forms of half-integral weight and present a recent result of Zhang [31].

2.1. Discriminant forms. A discriminant form is a finite abelian group $D$ with a quadratic form $Q : D \to \mathbb{Q}/\mathbb{Z}$, such that the symmetric bilinear form defined by $\langle \beta, \gamma \rangle = Q(\beta + \gamma) - Q(\beta) - Q(\gamma)$ is nondegenerate, namely, the map $D \to \text{Hom}(D, \mathbb{Q}/\mathbb{Z})$ defined by $\gamma \mapsto \langle \cdot, \gamma \rangle$ is an isomorphism. We define the level of a discriminant form $D$ to be the smallest positive integer $N$ such that $NQ(\gamma) = 0$ for each $\gamma \in D$. It is known that if $L$ is an even lattice then $L'/L$ is a discriminant form, where $L'$ is the dual lattice of $L$. Conversely, any discriminant form can be obtained in this way. The signature sign$(D) \in \mathbb{Z}/8\mathbb{Z}$ is defined to be the signature of $L$ modulo 8 for any even lattice $L$ such that $L'/L = D$.

Every discriminant form can be decomposed uniquely into $p$-components $D = \bigoplus_p D_p$. Each $p$-component can be written as a direct sum of indecomposable Jordan $q$-components with $q$ powers of $p$. Such decompositions are not unique in general. We recall the possible indecomposable Jordan $q$-components as follows.

Let $p$ be an odd prime and $q > 1$ be a power of $p$. The indecomposable Jordan components with exponent $q$ are denoted by $q^\delta_q$ with $\delta_q = \pm 1$. These discriminant forms both have level $q$.

If $q > 1$ is a power of 2, there are also precisely two indecomposable even Jordan components of exponent $q$, denoted by $q^{\delta_q/2}$ with $\delta_q = \pm 1$. Such components have level $q$. There are also odd indecomposable Jordan components, denoted by $q_t^{\pm 1}$ with $\pm 1 = (\frac{2}{t})$ for each $t \in (\mathbb{Z}/8\mathbb{Z})^\times$. These discriminant forms have level $2q$.

We call a discriminant form $D$ transitive if the action of Aut$(D)$ is transitive on the subset of elements of norm $n$ for any $n \in \mathbb{Q}/\mathbb{Z}$. By the classification of transitive forms, the level $N = \prod_p N_p$ of a transitive form $D = \bigoplus_p D_p$ is of the following form: $N_p = 1$ or $p$ for an odd prime $p$ and $N_2 = 1, 2, 4$ or 8. In other words, $N$ is the conductor of a quadratic Dirichlet character.

Let $D$ be a transitive discriminant form of odd signature $r$ and level $N$. Then $D$ determines an even quadratic character $\chi$ modulo $N$. Explicitly, it is given as follows: Decompose $\chi = \prod_p \chi_p$ into $p$-components. If $p$ is odd,

$$\chi_p(d) = \begin{cases} 1, & \text{if } p \nmid |D| \text{ or } p^2 \nmid |D|, \\ \left(\frac{d}{p}\right), & \text{otherwise}. \end{cases}$$

When $2 \mid |D|,$

$$\chi_2(d) = \begin{cases} 1, & \text{if } \left(\frac{d}{|D|}\right) = +1 \text{ and } D_2 = 2^{+3}, 2^{+1}, \\ \left(\frac{d}{|D|}\right), & \text{if } \left(\frac{d}{|D|}\right) = -1 \text{ and } D_2 = 2^{+3}, 2^{+1}, \\ \left(\frac{2}{d}\right), & \text{if } \left(\frac{d}{|D|}\right) = +1 \text{ and } D_2 = 4^{+1}, 4^{-1}, \\ \left(\frac{2}{d}\right), & \text{if } \left(\frac{d}{|D|}\right) = -1 \text{ and } D_2 = 4^{+1}, 4^{-1}. \end{cases}$$

For more details on discriminant forms, see [7], [18], [21] or [26].
2.2. Metaplectic covers. Throughout this paper, unless otherwise stated, $k$ is an odd integer. Let $\text{Mp}_2^+(\mathbb{R})$ be the metaplectic cover of $\text{GL}_2^+(\mathbb{R})$. The elements of $\text{Mp}_2^+(\mathbb{R})$ are pairs $(A, \phi)$ where $\phi$ is a holomorphic function on $\mathbb{H}$ and

$$A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(\mathbb{R}), \quad \phi(\tau) = tj(A, \tau), \text{ for some } t \in \mathbb{C}, \ |t| = 1.$$ 

Here $j(A, \tau) = \det(A)^{-\frac{1}{4}}(c\tau + d)^\frac{1}{2}$. The product of two elements $(A_1, \phi_1)$ and $(A_2, \phi_2)$ is defined by

$$(A_1A_2, \phi_1(A_2\tau)\phi_2(\tau)).$$

To introduce the theta multiplier system, we first extend the Jacobi symbol. For an integer $c$ and an odd integer $d \neq 0$, the “extended Jacobi symbol” $(\frac{c}{d})$ is defined as follows.

1. $(\frac{0}{\pm 1}) = 1$;
2. $(\frac{c}{d}) = 0$ if $\gcd(c, d) > 1$;
3. If $d > 0$, then $(\frac{c}{d})$ is the usual Jacobi symbol;
4. If $d < 0$, then $(\frac{c}{d}) = \text{sgn}(c)(\frac{c}{|d|})$.

Next we define $\varepsilon_d$ for odd $d$ by:

$$\varepsilon_d = \begin{cases} 1 & \text{if } d \equiv 1 \pmod{4}; \\ i & \text{if } d \equiv 3 \pmod{4}. \end{cases}$$

We finally define the theta multiplier system $\nu$ on $\Gamma_0(4)$:

$$\nu(A) = \left(\frac{c}{d}\right)^{-1} \varepsilon_d^{-1}, \quad A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(4).$$

Note that

$$\overline{\nu}(A) = \nu^3(A) = \left(\frac{-1}{d}\right) \nu(A), \quad \nu(A)\nu(A^{-1}) = 1, \quad A \in \Gamma_0(4).$$

For any $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(\mathbb{R})$, we let

$$\tilde{A} = (A, j(A, \tau)) \in \text{Mp}_2^+(\mathbb{R}).$$

Let $\text{Mp}_2(\mathbb{Z})$ be the metaplectic double cover of $\text{SL}_2(\mathbb{Z})$ inside $\text{Mp}_2^+(\mathbb{R})$, consisting of pairs $(A, \phi)$ with $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$ and $\phi^2 = c\tau + d$. Let $S$ and $T$ denote the standard generators of $\text{SL}_2(\mathbb{Z})$. Then

$$\tilde{S} = \left(\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \sqrt{\tau}\right), \quad \tilde{T} = \left(\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, 1\right)$$

generate $\text{Mp}_2(\mathbb{Z})$. 
2.3. Modular forms. Let \((A, \phi) \in \text{Mp}_2^+(\mathbb{R})\) and \(f : \mathbb{H} \to \mathbb{C}\) be a function. The weight \(k/2\) slash operator is defined by
\[
(f|_{k/2}(A, \phi))(\tau) = \phi^{-k}(\tau)f(A\tau), \quad A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]

Consider the Atkin–Lehner operators on the space \(M^!_{k/2}(4N, \chi)\), where \(N\) is odd square-free. For any odd divisor \(m\) of \(N\), we choose \(\gamma_m\) in \(\text{SL}_2(\mathbb{Z})\) such that
\[
\gamma_m = \begin{cases} S & \text{mod } m^2, \\ I & \text{mod } (4N/m)^2, \end{cases}
\]
and let
\[
\gamma_{4m} := S\gamma_{N/m}^{-1} = \begin{cases} S & \text{mod } (4m)^2, \\ I & \text{mod } (4N/m)^2. \end{cases}
\]
We shall assume for simplicity that all of the entries of \(\gamma_m\) are positive; this can be achieved by left and/or right multiplication by matrices in \(\Gamma(16N^2)\).

For any nonzero integer \(m\), let
\[
\delta_m = \begin{pmatrix} m & 0 \\ 0 & 1 \end{pmatrix}, \quad \tilde{\delta}_m = \begin{pmatrix} m & 0 \\ 0 & 1 \end{pmatrix}^{-\frac{1}{2}},
\]
and
\[
\tau_{4N} = (I, \sqrt{-i})\beta_{4N} = \left( \begin{array}{cc} 0 & -1 \\ 4N & 0 \end{array} \right), \quad (4N)^{\frac{k}{4}}(-i\tau)^{\frac{k}{2}}, \quad \beta_N = \left( \begin{array}{cc} 0 & -1 \\ 4N & 0 \end{array} \right).
\]
For each divisor \(m\), even or odd, of \(4N\), define \(U(m)\) as follows:
\[
f|_{U(m)} = m^{\frac{k}{4}-1} \sum_{j \mod m} f|_{\tilde{\delta}_m^{-1} T^j} = m^{\frac{k}{4}-1} \sum_{j \mod m} f|_{\tilde{\delta}_m^{-1} T^j}.
\]
Finally, we define \(Y(p)\) for each odd prime divisor \(p\) of \(N\) by
\[
f|_{Y(p)} = p^{1-\frac{k}{4}}f|_{U(p)}W(p),
\]
and \(Y(4)\) by
\[
f|_{Y(4)} = 4^{1-\frac{k}{4}}f|_{U(4)}W(M)\tau_{4N}.
\]

**Proposition 2.1** ([24][28][31]). Let \(f \in M^!_{k/2}(4N, \chi)\).

1. \(f|_{\tau_{4N}} \in M^!_{k/2}(4N, \chi \left(\frac{4N}{m}\right))\) and \(f|_{\tau_{4N}^2} = f\).
2. For each \(m \mid 4N\), \(f|_{U(m)} \in M^!_{k/2}(4N, \chi \left(\frac{m}{m}\right))\).
3. For each \(m \mid N\), \(f|_{W(m)} \in M^!_{k/2}(4N, \chi \left(\frac{m}{m}\right))\) and
\[
f|_{W(m)}^2 = \varepsilon_m^{-k} \chi_m(-1)\chi_{4N/m}(m)f.
\]
Moreover, if \(m, m' \mid N\) and \(\gcd(m, m') = 1\), then \(f|_{W(m)W(m')} = \chi_{m'}(m)f|_{W(mm')}\).
(4) For any \( m,m' \mid N \) with \( \gcd(m,m') = 1 \),
\[
f|W(m)U(m') = \chi_m(m)f|U(m')W(m) \quad \text{and} \quad f|U(4)W(m) = f|W(m)U(4).
\]
(5) For any \( m \mid N \), \( f|74U(m)W(m) = \chi_m(M/m)f|W(m)U(m)\tau_{4N} \).

Now we consider the operators \( Y(p) \) and \( Y(4) \).

**Proposition 2.2** ([16] [28] [31]).

1. The space \( M^1_{k/2}(4N,\chi) \) decomposes under \( Y(4) \) into eigenspaces
\[
M^1_{k/2}(4N,\chi) = M^1_{k/2}(4N,\chi)_{\mu_+^2} \oplus M^1_{k/2}(4N,\chi)_{\mu_-^2},
\]
where the eigenvalues are
\[
\mu_+^2 = \chi_2(-1)^{k/2+1}(-1)^{\frac{k+1}{2}}2^{\frac{k}{2}} \quad \text{and} \quad \mu_-^2 = -2^{-1}\mu_+^2.
\]
Moreover, \( f = \sum_n a(n)q^n \in M^1_{k/2}(4N,\chi)_{\mu_+^2} \) if and only if
\[
a(n) = 0 \quad \text{whenever} \quad \chi_2(-1)(-1)^{\frac{k+1}{2}}n \equiv 2,3 \pmod{4}.
\]
2. Assume that \( p \mid N \) with \( \chi_p = 1 \). Then the space \( M^1_{k/2}(4N,\chi) \) decomposes under \( Y(p) \) into eigenspaces
\[
M^1_{k/2}(4N,\chi) = M^1_{k/2}(4N,\chi)_{\mu_p^+} \oplus M^1_{k/2}(4N,\chi)_{\mu_p^-},
\]
where the eigenvalues are \( \mu_p^+ = \varepsilon_p^{-1}p^{\frac{1}{2}} \) and \( \mu_p^- = -\mu_p^+ \). Moreover, \( f = \sum_n a(n)q^n \in M^1_{k/2}(4N,\chi)_{\mu_p^+} \) (resp. \( M^1_{k/2}(4N,\chi)_{\mu_p^-} \)) if and only if
\[
a(n) = 0 \quad \text{whenever} \quad \left( \frac{n}{p} \right) = -1 \quad \text{(resp.} \quad \left( \frac{n}{p} \right) = 1 \text{)}.
\]
3. Assume that \( p \mid N \) with \( \chi_p = \left( \frac{a}{p} \right) \). Then the space \( M^1_{k/2}(4N,\chi) \) decomposes under \( Y(p) \) into eigenspaces
\[
M^1_{k/2}(4N,\chi) = M^1_{k/2}(4N,\chi)_{\mu_p^+} \oplus M^1_{k/2}(4N,\chi)_{\mu_p^-},
\]
where the eigenvalues are \( \mu_p^+ = -1 \) and \( \mu_p^- = -p \).
4. The space \( M^1_{k/2}(4N,\chi) \) decomposes into the direct sum of simultaneous eigenspaces for the operators \( Y(4) \) and \( Y(p) \).

2.4. \( \epsilon \)-condition and reduced forms. Let \( D \) be a transitive discriminant form of odd signature \( r \) and level \( M \). Assume that \( D_2 = 2^+_{+1} \). Then \( M = 4N \) for some odd square-free \( N \) and
\[
\chi_2(-1) = e_4(r-t) = \left( \frac{-1}{D} \right),
\]
where \( e_4(x) = e^{2\pi ix/4} \). Recall that \( D \) determines an even Dirichlet character \( \chi \) modulo \( 4N \). We define a sign vector \( \epsilon = (\epsilon_p)_p \) over \( p = 2 \) or \( p \mid N \) with \( \chi_p \neq 1 \) as follows:
\[
\epsilon_p = \begin{cases} 
\chi_p(2N/p) & \text{if } p \mid N, \chi_p \neq 1 \text{ and } D_p = p^{+1}, \\
-\chi_p(2N/p) & \text{if } p \mid N, \chi_p \neq 1 \text{ and } D_p = p^{-1}, \\
\left( \frac{-1}{N} \right) & \text{if } p = 2 \text{ and } D_2 = 2^+_{+1}, \\
-\left( \frac{-1}{N} \right) & \text{if } p = 2 \text{ and } D_2 = 2^{-1}.
\end{cases}
\]
Therefore, $D$ determines $(4N, \chi (\frac{4N}{\cdot}) , \epsilon)$. Let $\chi$ an even Dirichlet character modulo $4N$ and $\epsilon$ a sign vector. We shall denote $\chi' = \chi (\frac{4N}{\cdot})$ from now on.

Given any data $(4N, \chi', \epsilon)$ with even $\chi$ and $\epsilon_p = \pm 1$ for $p = 2$ or $p \mid N$ with $\chi_p \neq 1$, we define the associated modular form space $M_{k/2}^e(N, \chi')$ to be the common eigenspace with eigenvalues $\mu^+_p$ for $Y(4)$, $\mu^p$ for $Y(p)$ if $\chi_p \neq 1$ and $\mu^+_p = -1$ for $Y(p)$ if $\chi_p = 1$. Since

$$
\epsilon_2\chi_2'(-1)(-1)^{\frac{k-1}{2}} = t_\chi(-1)e_4(k-1)
$$

$$= \chi_2(-1)e_4(k-1)e_4(1 - t)
$$

$$= \chi_2(-1)e_4(r - t) = 1,
$$

we have $f = \sum_n a(n)q^n \in M_{k/2}^e(N, \chi')$ if and only if the following two conditions are satisfied:

1. $a(n) = 0$ whenever $n \equiv 2, -e_2 \pmod 4$ or $\left(\frac{4}{n}\right) = -\epsilon_p$ for some $p \mid N$ with $\chi_p \neq 1$,
2. $f|_{k/2}Y(p) = -f$ for every $p \mid N$ with $\chi_p = 1$.

Recall the even lattice $L$ introduced in Section 1. Then the discriminant form $D = L'/L \cong \mathbb{Z}/2N\mathbb{Z}$ with $D = \prod_{p|2N} D_p$ is given by

$$D_2 = 2t^{-1}, \quad t = \left(\frac{-1}{N}\right), \quad D_p = p^{\delta_p}, \quad \delta_p = \left(\frac{2N/p}{p}\right) \text{ for } p \mid N.
$$

It follows that for such $D$, we have $\epsilon_p = +1$ for all $p \mid N$ and $\chi' = \chi (\frac{4N}{\cdot}) = 1$. From the above observation, we have $f = \sum_n a(n)q^n \in M_{k/2}^e(N, 1)$ if and only if $a(n) = 0$ unless $(-1)^{\frac{k-1}{2}}n$ is a square modulo $4N$. Thus the space $M_{k/2}^e(N, 1)$ is exactly the same as the space $M_{k/2}^{\epsilon^+}(N)$. Eichler and Zagier denote the space $M_{k/2}^e(N, 1)$ by $M_{k/2}^{\epsilon^+}(N)$ in [9, p.69].

Now we shall assume that $\chi_p \neq 1$ for each $p \mid N$, so $\chi' = 1$. A form $f \in M_{k/2}^e(N, \chi')$ is called reduced if $f = \frac{1}{s(m)}q^m + \sum_{\ell \geq m+1} a(\ell)q^{\ell}$ for some integer $m$ and if for each $n > m$ with $a(n) \neq 0$, there does not exist $g \in M_{k/2}^e(N, \chi')$ such that $g = q^n + O(q^{n+1})$. Here, $s(m) = \prod_{p|gcd(N,m)} \left(1 + \frac{p}{|D_p|}\right)$. If a reduced form exists for some $m$, it is unique and $\chi_p(m) \neq -\epsilon_p$ for each $p \mid N$; we denote it by $f_m$. The set of reduced modular forms is a basis for $M_{k/2}^e(N, \chi')$.

The following proposition determines $m < 0$ for which $f_m$ exists. To state it, we need some notation. Let $D^*$ be the dual discriminant form of $D$ given by the same abelian group with the quadratic form $-Q$. It is known that $D^*$ is also transitive and the corresponding data is $(4N, \chi', \epsilon^*)$ with $\epsilon_p^* = \chi_p(-1)\epsilon_p$.

**Proposition 2.3** ([31], Proposition 6.1). Let $B^* = \{m : f^*_m \in M_{2-k/2}^*(N, \chi') \}$ then for any $m < 0$ with $\chi_p(m) \neq -\epsilon_p$ for all $p \mid N$, the reduced form $f_m \in M_{k/2}^e(N, \chi')$ exists if and only if $-m \notin B^*$.

### 3. Proofs of Proposition [11] and Theorem [12]

In this section, we prove the rationality of Fourier coefficients of reduced forms following the lines in [11] and [30]. For $f = \sum_n a(n)q^n$ and $\sigma \in \text{Aut}(\mathbb{C})$, define $f^\sigma = \sum_n \sigma(a(n))q^n$. 
Lemma 3.1. Let \( \chi \) be a Dirichlet character modulo \( N \) with values in \( \mathbb{Q} \). If \( f \in M_{k/2}^1(4N, \chi) \), so is \( f^\sigma \).

Proof. It is known that \( \text{Aut}(\mathbb{C}) \) acts on the space \( M_{k/2}^1(\Gamma_1(4N), \chi) \), the space of holomorphic modular forms of weight \( k/2 \) on \( \Gamma_1(4N) \) with Nebentypus \( \chi \), and \( \sigma(M_{k/2}^1(4N, \chi)) = M_{k/2}^1(4N, \chi^\sigma) \). (See [23].) Since \( \chi \) has values in \( \mathbb{Q} \), \( \text{Aut}(\mathbb{C}) \) acts on \( M_{k/2}^1(4N, \chi) \).

Note that \( f^{\Delta^k} \in M_{k/2+12k'}(4N, \chi) \) for a sufficiently large positive integer \( k' \). Here \( \Delta \) is the unique normalized cusp form of weight 12 for \( \text{SL}_2(\mathbb{Z}) \). The above observation shows that \( (f^{\Delta^k})^\sigma \in M_{k/2+12k'}(4N, \chi) \). But \( \Delta \) has integral Fourier coefficients, hence \( f^\sigma \Delta^k = (f^{\Delta^k})^\sigma \in M_{k/2+12k'}(4N, \chi) \) and \( f^\sigma \in M_{k/2}^1(4N, \chi) \).

Proposition 3.2. Let \( k < 0 \) and let \( f = \sum_n a(n)q^n \in M_{k/2}^1(N, \chi') \). Suppose that \( a(n) \in \mathbb{Q} \) for \( n < 0 \). Then all the coefficients \( a(n) \) are rational with bounded denominators.

Proof. Let \( \sigma \in \text{Aut}(\mathbb{C}) \). By Lemma 3.1, \( f^\sigma \in M_{k/2}^1(4N, \chi') \). It is easy to check that the action of \( \text{Aut}(\mathbb{C}) \) preserves the \( c \)-condition. Since \( a(n) \in \mathbb{Q} \) for \( n < 0 \), \( h := f - f^\sigma \) is holomorphic at \( \infty \). By [31 Corollary 5.5], \( h \in M_{k/2}^1(N, \chi') \). But \( k < 0 \), so \( h = 0 \). It follows that \( f \) has rational coefficients.

We know that \( \theta f^{\Delta^k} \in S_{(k+1)/2+12k'}(4N, \chi') \subset S_{(k+1)/2+12k'}(\Gamma_1(4N)) \) for a sufficiently large positive integer \( k' \). Shimura proved that \( S_{(k+1)/2+12k'}(\Gamma_1(4N)) \) has a basis \( B \) consisting of forms whose Fourier coefficients at \( \infty \) are rational integers. (See [25 Theorem 3.52].) Let \( S_{(k+1)/2+12k'}^\mathbb{Q}(\Gamma_1(4N)) \) be the \( \mathbb{Q} \)-vector space of cusp forms in \( S_{(k+1)/2+12k'}(\Gamma_1(4N)) \) whose Fourier coefficients at \( \infty \) are rational numbers. Then \( B \) is a \( \mathbb{Q} \)-basis of \( S_{(k+1)/2+12k'}^\mathbb{Q}(\Gamma_1(4N)) \) and \( \theta f^{\Delta^k} \in S_{(k+1)/2+12k'}^\mathbb{Q}(\Gamma_1(4N)) \). This implies that \( \theta f^{\Delta^k} \) has coefficients with bounded denominators, and we conclude that the \( a(n) \) are rational with bounded denominators. \( \square \)

We are interested in integrality of Fourier coefficients. So we generalize Sturm’s theorem to \( M_{k/2}^1(N, \chi') \). We begin with introducing the original Sturm’s theorem.

Theorem 3.3 ([27]). Let \( \mathcal{O}_F \) be the ring of integers of a number field \( F \), \( p \) any prime ideal, \( N \) a positive integer and \( k' \) a positive integer. Assume \( f = \sum_n a(n)q^n \in M_{k'}(N', \chi) \cap \mathcal{O}_F[q] \). If \( a(n) \in p \) for \( n \leq \frac{k'}{12} \mathbb{SL}_2(\mathbb{Z}) : \Gamma_0(N') \), then \( a(n) \in p \) for all \( n \).

Using Theorem 3.3, Kim, Lee and Zhang proved the following:

Corollary 3.4 ([15], Corollary 3.2). Let \( k' \) be a positive integer. Assume \( f = \sum_n a(n)q^n \in M_{k'}(4N, \chi) \cap \mathbb{Q}[q] \) with bounded denominator. If \( a(n) \in \mathbb{Z} \) for \( n \leq \frac{k'}{12} \mathbb{SL}_2(\mathbb{Z}) : \Gamma_0(4N) \), then \( a(n) \in \mathbb{Z} \) for all \( n \).

We extend this result to half-integral weight case. Let

\[ \theta(\tau) = \sum_{n \in \mathbb{Z}} q^{n^2} = 1 + 2q + 2q^4 + 2q^9 + \cdots, \quad (q = e^{2\pi i \tau}, \ \tau \in \mathbb{H}). \]

Corollary 3.5. Let \( k > 0 \) be an odd integer and assume that \( f = \sum_n a(n)q^n \in M_{k/2}(4N, \chi) \cap \mathbb{Q}[q] \) with bounded denominator. If \( a(n) \in \mathbb{Z} \) for \( n \leq \frac{k}{12} \mathbb{SL}_2(\mathbb{Z}) : \Gamma_0(4N) \), then \( a(n) \in \mathbb{Z} \) for all \( n \).
Consider now \( j \) and that every coefficient of \( f - \) Since \( \tau \)
Proof of Proposition 1.1. 
Proof. 
By the assumption on \( f \)
Proof. 
Let \( \theta \) be a square-free integer. Then we have \( f_{m_0} \) exists. Consider now 
\[ g = j(4N\tau)^l f_{m_0} = \sum_n b(n)q^n \in M_{k/2}(N,\chi'), \]
where \( j(\tau) \) denotes the classical \( j \)-function. It is known that \( j \) has integral Fourier coefficients. By the assumption on \( f_{m_0} \), we see that \( b(n)s(m_0^n) \in \mathbb{Z} \) for each \( n \).
Now \( s(m_0)g \) and \( s(m')f_{m'} \) share the same lowest power term, and we must have that 
\[ s(m')f_{m'} = s(m_0)g - \sum_{m > m'} s(m_0) b(m) s(m) f_m. \]
Hence \( s(m')a_m(n) = s(m_0)b(n) - s(m)b(m) s(m_0) a_m(n) \in \mathbb{Z} \) by the assumption and induction on \( m \).

4. Proofs of Theorem 1.2 and Corollary 1.5

From now on, we shall assume that, for any reduced form 
\[ f_m = \sum_n a(m,n)q^n \in M_{k/2}(N,\chi), \]
the modular form \( s(m)f_m \) has integral Fourier coefficients. We remark that such integrality for each fixed reduced form can be verified by Proposition 1.1. Also, as we showed in Example 1.3, every reduced form in the space \( M_{1/2}^{\pm,\cdots}(7,1) \) satisfies the assumption.

We begin with a lemma.

Lemma 4.1. Let \( N \geq 1 \) be a square-free integer. Then we have \( M_{3/2}^{\pm,\cdots}(N,1) = S_{3/2}^{\pm,\cdots}(N,1) \).

Proof. Let \( f = \sum_{n \geq 0} a(n)q^n \in M_{3/2}^{\pm,\cdots}(N,1) \). By Borcherds’ obstruction theorem (Theorem 3.1 of [3]), we get
\[ s(0)a(0)b(0) = 0 \]
for each \( g = \sum_n b(n)q^n \in M_{1/2}^+(N,1) \). Since \( N \) is square-free,
\[ M_{1/2}^+(N,1) = \mathbb{C} \theta. \]
Setting \( g = \theta \), we obtain
\[ s(0)a(0) = 0. \]
Since $s(0) \neq 0$, the form $f$ vanishes at $\infty$. By [31, Proposition 5.3], the vector-valued form $\psi(f)$ is a cusp form. Here $\psi$ is the map constructed in Chapter 5 of [31]. We conclude from [31, Corollary 5.5] that $f = \psi^{-1}(\psi(f)) \in S_{3/2}^{+}(N,1)$. \hfill \Box

**Remark 4.2.** If $k \geq 3$ is an odd integer and $(k, \epsilon) \neq (3, +)$, then

$$M_{2-k/2}^+(N,1) = 0.$$ 

Let $N \geq 1$ be an odd square-free integer. Suppose that $\ell$ is a prime with $\ell \nmid 4N$. Consider a modular form

$$f(\tau) = \sum_{n} a(n)q^n \in M_{k/2}^+(N,1),$$

where the sum is over $n$ such that $\chi_p(n) \neq -\epsilon_p$ for all $p \mid N$. Then the action of the Hecke operator $T_{k/2,4N}(\ell^2)$ on $f$ is given by

$$f(\tau) | T_{k/2,4N}(\ell^2) = \sum_{n} \left( a(\ell^2n) + \ell^{-1}(\frac{-1}{\ell})\lambda_n \right) a(n) + \ell^{2-1}a(n/\ell^2)q^n,$$

where $\lambda = (k-1)/2$ and the sum is over $n$ such that $\chi_p(n) \neq -\epsilon_p$ for all $p \mid N$. Here we set $a(n/\ell^2) = 0$ if $\ell^2 \nmid n$. Note that $f(\tau) | T_{k/2,4N}(\ell^2) \in M_{k/2}^+(N,1)$. We define $T_{k/2,4N}(\ell^{2n})$ for $n \geq 1$ recursively by

$$T_{k/2,4N}(\ell^{2n}) := T_{k/2,4N}(\ell^{2n-2})T_{k/2,4N}(\ell^2) - \ell^{k-2}T_{k/2,4N}(\ell^{2n-4}).$$

**Remark 4.4.** For $n \geq 2$, our $T_{k/2,4N}(\ell^{2n})$ is different from the $\ell^{2n}$-th Hecke operator given in [23]. See [20, p.241] for details.

By Proposition [23] the reduced form $f_m \in M_{k/2}^+(N,1)$ exists for every $m < 0$ with $\chi_p(m) \neq -\epsilon_p$ for all $p \mid N$. We write

$$F_m(\tau) = s(m)f_m(\tau) = q^m + \sum_{d \geq 0, \chi_p(d) \neq -\epsilon_p \text{ for all } p \mid N} B(m,d)q^d.$$ 

For any positive integer $t$ with $\gcd(t,4N) = 1$, define

$$F_m^{(t)} := F_m | T(t^2).$$

Then we obtain the coefficients $B_t(m,d)$ from the equation

$$F_m^{(t)}(\tau) = \text{(principal part)} + \sum_{d \geq 0, \chi_p(d) \neq -\epsilon_p \text{ for all } p \mid N} B_t(m,d)q^d.$$ 

For the rest of this section, let $k \geq 3$ be an odd integer and set $\lambda = (k-1)/2$, and assume

1. $m \in \mathbb{Z}_{<0}$ such that $\chi_p(m) \neq -\epsilon_p$ for all $p \mid N$,
2. $\ell$ is a prime with $\ell \nmid 4N$ and $\ell^2 \nmid m$.

**Proposition 4.5.** Assume that $S_{k/2}^+(N,1) = 0$. Then, for any positive integer $t$ with $(t,4N) = 1$ and any positive integer $n$, we have

$$F_m^{(t)}|T_{k/2,4N}(\ell^{2n}) - \ell^{\lambda-1}(\frac{-1}{\ell})^{\lambda}m F_m^{(t)}|T_{k/2,4N}(\ell^{2n-2}) = \ell^{(k-2)n}F_m^{(t)}|T_{k/2,4N}(\ell^{2n}).$$
Proof. For convenience, define $G_0^{(t)} := F_m^{(t)}$, and, for each $n \geq 1$,

\begin{equation}
G_n^{(t)} := F_m^{(t)} | T_{k/2,2N}(\ell^{2n}) - \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) F_m^{(t)} | T_{k/2,2N}(\ell^{2n-2}).
\end{equation}

We need to show $G_n^{(t)} = \ell^{(k-2)n} F_{\ell^{2n}m}^{(t)}$. Since the Hecke operators commute, it suffices to prove the proposition in the case $t = 1$, which we now assume.

We claim that

\begin{equation}
G_n^{(1)} = G_{n-1}^{(1)} | T_{k/2,2N}(\ell^2) - \ell^{k-2} \cdot G_{n-2}^{(1)} \quad \text{for} \quad n \geq 2.
\end{equation}

Indeed, if $n = 2$, then

$$
G_2^{(1)} - G_1^{(1)} | T_{k/2,2N}(\ell^2) + \ell^{k-2} \cdot G_0^{(1)} = 
\left( F_m^{(1)} | T_{k/2,2N}(\ell^4) - \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) F_m^{(1)} | T_{k/2,2N}(\ell^2) \right) -
\left( F_m^{(1)} | T_{k/2,2N}(\ell^2) \right) T_{k/2,2N}(\ell^2) = \ell^{k-2} \cdot F_m^{(1)} = 0.
$$

For $n \geq 3$,

$$
G_{n-1}^{(1)} | T_{k/2,2N}(\ell^2) - \ell^{k-2} \cdot G_{n-2}^{(1)} = 
\left( F_m^{(1)} | T_{k/2,2N}(\ell^{2n-2}) \right) T_{k/2,2N}(\ell^2) - \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) F_m^{(1)} | T_{k/2,2N}(\ell^{2n-4}) = \ell^{k-2} \cdot F_m^{(1)} | T_{k/2,2N}(\ell^{2n-2}) - \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) F_m^{(1)} | T_{k/2,2N}(\ell^{2n-4})
$$

Since $G_0^{(t)} = F_m^{(t)} = F_m$, the principal part of $G_0^{(1)}$ is $q^m$. By (4.3), the principal part of $G_1^{(1)}$ is $\ell^{k-2}q^{m\ell^2}$. Moreover, we see from (4.7) that, for all $n \geq 0$, the principal part of $G_n^{(1)}$ is equal to $\ell^{(k-2)n} q^{m\ell^{2n}}$. Since $F_{m\ell^{2n}} = F_{m\ell^2}$ has principal part $q^{m\ell^{2n}}$, $G_n^{(1)} - \ell^{(k-2)n} F_{\ell^{2n}m}$ is holomorphic at the cusp $\infty$. Arguing as in the proof of Lemma 4.1, we have

$$
G_n^{(1)} - \ell^{(k-2)n} F_{\ell^{2n}m} \in M_{k/2}^{\ell^2}(N, 1).
$$

If $(k, \epsilon) = (3, +)$, then it follows from Lemma 4.1 that

$$
G_n^{(1)} - \ell^{(k-2)n} F_{\ell^{2n}m} \in S_{k/2}^{\ell^2}(N, 1).
$$

Since $S_{k/2}^{\ell^2}(N, 1) = \{0\}$ by assumption, we have $G_n^{(1)} = \ell^{(k-2)n} F_{\ell^{2n}m}$. 

If \((k, \epsilon) \neq (3, +)\), then \(M_{2-k/2}^e(N, 1) = 0\) (Remark 4.2). By Borcherds’ obstruction theorem, there exists a reduced form \(g\) such that \(g = 1 + O(q)\). We see from the definition of reduced forms that \(B(m, 0) = B(\ell^{2n}m, 0) = 0\). Hence the constant term of \(G_n^{(1)} - \ell^{(k-2)n}F_{\ell^{2n}m}\) is zero, and thus \(G_n^{(1)} - \ell^{(k-2)n}F_{\ell^{2n}m} \in S_{k/2}(N, 1) = \{0\}\).

Therefore we have \(G_n^{(1)} = \ell^{(k-2)n}F_{\ell^{2n}m}\) in this case too.

\[\square\]

Write

\[G_n^{(t)} = \text{(principal part)} + \sum_{d \geq 0, \chi_p(d) = \epsilon_p} C_n(d)q^d.\]

Proposition 4.5 implies that, for all \(n\) and \(d\),

\[C_n(d) = \ell^{(k-2)n}B_t(\ell^{2n}m, d).\]

**Lemma 4.9.** The following are true:

(i) For any \(d \geq 0\) with \(\chi_p(d) \neq -\epsilon_p\) for all \(p | N\), we have

\[C_n(\ell^2d) - \ell^{k-2} \cdot C_{n-1}(d) = C_0(\ell^{2n+2}d) - \ell^{\lambda-1} \left(\frac{(-1)^{\lambda m}}{\lambda}\right) C_0(\ell^{2n}d).\]

(ii) If \(\chi_p \neq -\epsilon_p\) for all \(p | N\) and \(\ell \parallel d\), then

\[C_n(d) = C_0(\ell^{2n}d) - \ell^{\lambda-1} \left(\frac{(-1)^{\lambda m}}{\lambda}\right) C_0(\ell^{2n-2}d).\]

(iii) If \(\chi_p \neq -\epsilon_p\) for all \(p | N\) and \(\ell \nmid d\), then

\[C_n(d) = C_0(\ell^{2n}d) + \left[\left(\frac{(-1)^{\lambda m}}{\lambda}\right) - \left(\frac{(-1)^{\lambda m}}{\lambda}\right)\right] \sum_{k=1}^n \ell^{\lambda-1}k \left(\frac{(-1)^{\lambda d}}{\lambda}\right)^{k-1} C_0(\ell^{2n-2k}d).\]

**Proof.** We first prove (i). Note that

\[\ell^2d\text{-th coefficient of } G_1^{(m)} = C_1(\ell^2d),\]

\[\ell^2d\text{-th coefficient of } F_m^{(t)} \mid T_{k/2,4N}(\ell^2) - \ell^{\lambda-1} \left(\frac{(-1)^{\lambda m}}{\lambda}\right) F_m^{(t)} = B_t(m, \ell^4d) + \ell^{\lambda-1} \left(\frac{(-1)^{\lambda \ell^2d}}{\lambda}\right) B_t(m, \ell^2d) + \ell^{k-2} \cdot B_t(m, d) - \ell^{\lambda-1} \left(\frac{(-1)^{\lambda m}}{\lambda}\right) B_t(m, \ell^2d)\]

\[= B_t(m, \ell^4d) + \ell^{k-2} \cdot B_t(m, d) - \ell^{\lambda-1} \left(\frac{(-1)^{\lambda m}}{\lambda}\right) B_t(m, \ell^2d) = C_0(\ell^4d) + \ell^{k-2} \cdot C_0(d) - \ell^{\lambda-1} \left(\frac{(-1)^{\lambda m}}{\lambda}\right) C_0(\ell^2d).\]

By \((4.6)\), we have

\[C_1(\ell^2d) = C_0(\ell^4d) + \ell^{k-2} \cdot C_0(d) - \ell^{\lambda-1} \left(\frac{(-1)^{\lambda m}}{\lambda}\right) C_0(\ell^2d).\]
Hence,  
\[
C_1(\ell^2 d) - \ell^{k-2} \cdot C_0(d) = C_0(\ell^4 d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) C_0(\ell^2 d).
\]
When n \geq 2, we use (4.7) to find that  
\[
C_n(\ell^2 d) - \ell^{k-2} \cdot C_{n-1}(d) = C_{n-1}(\ell^2 d) - \ell^{k-2} \cdot C_{n-2}(\ell^2 d) = \ldots = C_1(\ell^2 d) - \ell^{k-2} \cdot C_0(\ell^{2n-2} d).
\]
From (4.6), we see that  
\[
C_1(\ell^{2n} d) = C_0(\ell^{2n+2} d) + \ell^{k-2} \cdot C_0(\ell^{2n-2} d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) C_0(\ell^{2n} d).
\]
Thus we obtain  
\[
C_n(\ell^2 d) - \ell^{k-2} \cdot C_{n-1}(d) = C_0(\ell^{2n+2} d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) C_0(\ell^{2n} d).
\]
We now prove (ii) and (iii). Observe that  
\[
d\text{-th coefficient of } G_i(t) = C_1(d),
\]
\[
d\text{-th coefficient of } F_m(t) | T_{k/2,4N}(\ell^2) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) F_m(t)
\]
\[
= B_t(m, \ell^2 d) + \ell^{\lambda - 1} \left( \frac{(-1)^\lambda d}{\ell} \right) B_t(m, d) + \ell^{k-2} \cdot B_t(m, d/\ell^2)
\]
\[
= \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) B_t(m, d)
\]
\[
= \begin{cases} 
B_t(m, \ell^2 d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) B_t(m, d) & \text{if } \ell \parallel d, \\
B_t(m, \ell^2 d) + \ell^{\lambda - 1} \left[ \left( \frac{(-1)^\lambda d}{\ell} \right) - \left( \frac{(-1)^\lambda m}{\ell} \right) \right] B_t(m, d) & \text{if } \ell \nmid d,
\end{cases}
\]
\[
= \begin{cases} 
C_0(\ell^2 d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) C_0(d) & \text{if } \ell \parallel d, \\
C_0(\ell^2 d) + \ell^{\lambda - 1} \left[ \left( \frac{(-1)^\lambda d}{\ell} \right) - \left( \frac{(-1)^\lambda m}{\ell} \right) \right] C_0(d) & \text{if } \ell \nmid d.
\end{cases}
\]
By (4.6), we have  
\[
C_1(d) = \begin{cases} 
C_0(\ell^2 d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) C_0(d) & \text{if } \ell \parallel d, \\
C_0(\ell^2 d) + \ell^{\lambda - 1} \left[ \left( \frac{(-1)^\lambda d}{\ell} \right) - \left( \frac{(-1)^\lambda m}{\ell} \right) \right] C_0(d) & \text{if } \ell \nmid d.
\end{cases}
\]
On the other hand, it follows from (4.7) that  
\[
C_n(d) = C_{n-1}(\ell^2 d) - \ell^{k-2} C_{n-2}(d) + \ell^{\lambda - 1} \left( \frac{(-1)^\lambda d}{\ell} \right) C_{n-1}(d)
\]
for n \geq 2. Applying part (i) to C_{n-1}(\ell^2 d) - \ell^{k-2} C_{n-2}(d), we obtain  
\[
C_n(d) = C_0(\ell^{2n} d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) C_0(\ell^{2n-2} d) + \ell^{\lambda - 1} \left( \frac{(-1)^\lambda d}{\ell} \right) C_{n-1}(d).
\]
If \ell \parallel d, then we immediately obtain part (ii). Now assume that \ell \nmid d. Then by induction we have  
\[
C_n(d) = C_0(\ell^{2n} d) - \ell^{\lambda - 1} \left( \frac{(-1)^\lambda m}{\ell} \right) C_0(\ell^{2n-2} d) + \ell^{\lambda - 1} \left( \frac{(-1)^\lambda d}{\ell} \right) C_{n-1}(d).
\]
Proof of Corollary 1.5. (ii),

(i) By (4.8) and Lemma 4.9 (i), we have

\[ C_0(\ell^{2n} d) - \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda} m}{\ell} \right) C_0(\ell^{2n-2} d) = C_0(\ell^{2n} d) + \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda} m}{\ell} \right) \sum_{k=1}^{n} \ell^{(\lambda - 1)k} \left( \frac{(-1)^{\lambda} d}{\ell} \right)^{k-1} C_0(\ell^{2n-2k-2} d) \]

This proves the identity in part (iii). \qed

We now prove Theorem 1.4 and Corollary 1.5.

Proof of Theorem 1.4.

(i) By (4.8) and Lemma 4.9 (i), we have

\[ B_t(m, \ell^{2n+2} d) = C_0(\ell^{2n} d) - \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda} m}{\ell} \right) B_t(m, \ell^{2n} d) \]

(ii) Using (4.8) and Lemma 4.9 (iii), we obtain

\[ \ell^{(k-2)n} B_t(\ell^{2n} m, d) = C_n(d) \]

(iii) By (4.8) and Lemma 4.9 (ii),

\[ \ell^{(k-2)n} B_t(\ell^{2n} m, d) = C_n(d) = C_0(\ell^{2n} d) - \ell^{\lambda - 1} \left( \frac{(-1)^{\lambda} m}{\ell} \right) C_0(\ell^{2n-2} d) \]

Proof of Corollary 1.5. (1) First, suppose that \( \frac{-d}{\ell} \neq \frac{-m}{\ell} \neq 0 \). Then \( \ell \nmid d \). By Theorem 1.4 (ii),

\[ \ell^{(k-2)n} B_t(\ell^{2n} m, d) = B_t(m, \ell^{2n} d). \]
Now assume that \( \ell \parallel d \) and \( \ell \parallel m \). Then by Theorem 1.4 (iii),
\[
\ell^{(k-2)n} B_t(\ell^{2n} m, d) = B_t(m, \ell^{2n} d).
\]

(2) If \( \ell \not| d \), then \( \ell \parallel \ell d \). By Theorem 1.4 (iii),
\[
B_t(m, \ell^{2n+1} d) - \ell^{-1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) B_t(m, \ell^{2n-1} d)
= B_t(m, \ell^{2n}(\ell d)) - \ell^{-1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) B_t(m, \ell^{2n-2}(\ell d))
= \ell^{(k-2)n} B_t(\ell^{2n} m, \ell d) \equiv 0 \pmod{\ell^{(k-2)n}}.
\]

If \( \ell | d \), then by Theorem 1.4 (i), we obtain
\[
B_t(m, \ell^{2n+1} d) - \ell^{-1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) B_t(m, \ell^{2n-1} d)
= B_t(m, \ell^{2n+2}(d/\ell)) - \ell^{-1} \left( \frac{(-1)^{\lambda m}}{\ell} \right) B_t(m, \ell^{2n}(d/\ell))
= \ell^{(k-2)n} (B_t(\ell^{2n} m, \ell d) - B_t(\ell^{2n-2} m, d/\ell)) \equiv 0 \pmod{\ell^{(k-2)n}}.
\]

\[\square\]
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