Stability of convergence rates: 
Kernel interpolation on non-Lipschitz domains

Tizian Wenzel \(^{1}\), Gabriele Santin \(^{1}\), and Bernard Haasdonk \(^{1}\)

\(^{1}\)Institute for Applied Analysis and Numerical Simulation, University of Stuttgart, Germany

\(^{2}\)Digital Society Center, Bruno Kessler Foundation, Trento, Italy

July 13, 2023

Abstract

Error estimates for kernel interpolation in Reproducing Kernel Hilbert Spaces (RKHS) usually assume quite restrictive properties on the shape of the domain, especially in the case of infinitely smooth kernels like the popular Gaussian kernel.

In this paper we prove that it is possible to obtain convergence results (in the number of interpolation points) for kernel interpolation for arbitrary domains \(\Omega \subset \mathbb{R}^d\), thus allowing for non-Lipschitz domains including e.g. cusps and irregular boundaries. Especially we show that, when going to a smaller domain \(\tilde{\Omega} \subset \Omega \subset \mathbb{R}^d\), the convergence rate does not deteriorate — i.e. the convergence rates are stable with respect to going to a subset. We obtain this by leveraging an analysis of greedy kernel algorithms.

The impact of this result is explained on the examples of kernels of finite as well as infinite smoothness. A comparison to approximation in Sobolev spaces is drawn, where the shape of the domain \(\Omega\) has an impact on the approximation properties. Numerical experiments illustrate and confirm the analysis.

1 Introduction

On a nonempty set \(\Omega \subset \mathbb{R}^d\) a real-valued kernel is defined as a symmetric function \(k : \Omega \times \Omega \to \mathbb{R}\). For a given set of points \(X_n := \{x_1, \ldots, x_n\} \subset \Omega\) the kernel matrix \(A \in \mathbb{R}^{n \times n}\) is defined as \(A_{ij} := k(x_i, x_j)\). If the kernel matrix is positive definite for any choice of pairwise distinct points \(X_n \subset \Omega, n \in \mathbb{N}\), then the kernel is called strictly positive definite.

In the following we focus on this class of kernels. For those kernels, there is a unique Reproducing Kernel Hilbert Space (RKHS) \(\mathcal{H}_k(\Omega)\) of functions, which satisfies
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1. \( k(\cdot, x) \in \mathcal{H}_k(\Omega) \quad \forall x \in \Omega, \)

2. \( f(x) = \langle f, k(\cdot, x) \rangle_{\mathcal{H}_k(\Omega)} \quad \forall x \in \Omega, f \in \mathcal{H}_k(\Omega). \)

We remark that for certain types of kernels and domains the RKHS \( \mathcal{H}_k(\Omega) \) is found to be norm equivalent to some Sobolev space with specific smoothness \( \tau > d/2 \), i.e. \( \mathcal{H}_k(\Omega) \cong H^{\tau}(\Omega) \). Examples are some radial basis function kernels like the Matérn kernels (see Eq. (20) below) on Lipschitz domains \( \Omega \).

For a function \( f \in \mathcal{H}_k(\Omega) \) and pairwise distinct points \( X_n \subset \Omega \) there is a unique minimum-norm interpolating function, which is given by the projection of \( f \) onto the subspace \( V(X_n) := \{ k(\cdot, x_i), x_i \in X_n \} \) spanned by kernel functions. It holds

\[
\Pi_{\mathcal{H}_k(\Omega), V(X_n)}(f)(x_i) = f(x_i) \quad \forall x_i \in X_n, \quad (1)
\]

where \( \Pi_{\mathcal{H}_k(\Omega), V(X_n)} \) denotes the orthogonal projector from \( \mathcal{H}_k(\Omega) \) onto the closed subspace \( V(X_n) \).

In order to quantify the worst-case (i.e. for any function \( f \in \mathcal{H}_k(\Omega) \)) pointwise error between a function and its interpolant, the so called power function \( P_{k, \Omega, X_n} \) is introduced, which is defined as

\[
P_{k, \Omega, X_n}(x) := \sup_{0 \neq f \in \mathcal{H}_k(\Omega)} \frac{|\langle f - \Pi_{\mathcal{H}_k(\Omega), V(X_n)}(f), x \rangle|}{\|f\|_{\mathcal{H}_k(\Omega)}} = \|k(\cdot, x) - \Pi_{\mathcal{H}_k(\Omega), V(X_n)}(k(\cdot, x))\|_{\mathcal{H}_k(\Omega)}. \quad (2)
\]

Note that the dependency of the power function on the kernel \( k \) and the domain \( \Omega \) was explicitly included in the subscript of the power function for later purposes.

Typical results for bounding the maximal worst case interpolation error \( \|P_{k, \Omega, X_n}\|_{L^\infty(\Omega)} \) in the number \( n \) of interpolation points \( X_n \) make use of the equivalence of the RKHS \( \mathcal{H}_k(\Omega) \) to Sobolev spaces \( H^{\tau}(\Omega) \) as mentioned earlier. These equivalence results however require restrictive assumptions on the domain \( \Omega \) such as Lipschitz boundaries or cone conditions. On the other hand, these conditions are not required for having an RKHS \( \mathcal{H}_k(\Omega) \). In this paper we close this gap by showing that the convergence rates for interpolation in RKHS are stable when going to a smaller domain — in the sense that the convergence order (in the number of interpolation points) does not deteriorate. In this way we obtain convergence rates also for non-Lipschitz domains.

The paper is organized as follows. After recalling background information on kernel based interpolation in Section 2 we review and extend an analysis of greedy algorithms in an abstract setting in Section 3. This analysis of greedy algorithms is leveraged as a tool and applied to general (non-greedy) kernel based interpolation in Section 4 where our main result is derived in Theorem 8 and discussed and applied afterwards. Section 5 illustrates the theoretical findings with numerical experiments. The final Section 6 summarizes and concludes the paper by giving an outlook to future research.

## 2 Background

We proceed by recalling background information on greedy kernel interpolation [De Marchi et al., 2005; Santin and Haasdonk, 2017; Wenzel et al., 2022a] and
on the dependency of the RKHS $\mathcal{H}_k(\Omega)$ on the domain $\Omega$ (Wendland, 2005), which is required to prove our main result.

### 2.1 Greedy kernel interpolation

A suitable choice of interpolation points $X_n \subset \Omega$ is usually unclear a priori. For this task, a popular approach is to use greedy kernel methods to pick the interpolation points step by step. One starts with an empty set $X_0 := \emptyset$ and adds points incrementally via $X_{n+1} := X_n \cup \{x_{n+1}\}$, where $x_{n+1}$ is selected according to some selection criterion. For later purposes we recall the so-called $P$-greedy selection criterion, which uses

$$x_{n+1} := \arg \max_{x \in \Omega} P_{k,\Omega,X_n}(x).$$

(3)

Since it holds $P_{k,\Omega,X_n}(x_i) = 0$ if and only if $x_i \in X_n$, the $P$-greedy selection criterion yields an infinite sequence of pairwise distinct points (given that $\Omega$ consists of infinitely many points). The convergence of $\|P_{k,\Omega,X_n}\|_{L^\infty(\Omega)}$ for $n \to \infty$ was analyzed in (De Marchi et al., 2005; Santin and Haasdonk, 2017; Wenzel et al., 2021).

We remark that there are more greedy methods available, especially the target-data dependent $f$-greedy or $f/P$-greedy (Müller, 2009; Schaback and Wendland, 2000), but also stabilization of those algorithms as analyzed in (Wenzel et al., 2021). An analysis of a unifying scale of target-data dependent algorithms including the aforementioned ones can be found in (Wenzel et al., 2022a).

### 2.2 Restrictions and extensions of domains

This section gives some background information on the dependency of the RKHS $\mathcal{H}_k(\Omega)$ on the domain $\Omega$, and we refer to (Wendland, 2005, Section 10.7) for further details. Especially, we will state our notation more precisely.

We consider two nested domains

$$\tilde{\Omega} \subset \Omega \subset \mathbb{R}^d.$$

(4)

Let $k := k_\Omega : \Omega \times \Omega \to \mathbb{R}$ be a strictly positive definite kernel defined on $\Omega$. Then we define the restricted kernel $\tilde{k}$ via

$$\tilde{k} := k_{\tilde{\Omega}} : \tilde{\Omega} \times \tilde{\Omega} \to \mathbb{R}, (x, y) \mapsto k(x, y).$$

(5)

With this notation we can distinguish between $k(\cdot, x) \in \mathcal{H}_k(\Omega)$ and $\tilde{k}(\cdot, x) \in \mathcal{H}_{\tilde{k}}(\tilde{\Omega})$ for $x \in \tilde{\Omega}$ as elements of different spaces, while both $k$ and $\tilde{k}$ refer to the same mapping.

Theorem 10.46 in (Wendland, 2005) states that each function $\tilde{f} \in \mathcal{H}_{\tilde{k}}(\tilde{\Omega})$ has a natural extension to a function $E \tilde{f} \in \mathcal{H}_k(\Omega)$ and it holds $\|E \tilde{f}\|_{\mathcal{H}_k(\Omega)} = \|\tilde{f}\|_{\mathcal{H}_{\tilde{k}}(\tilde{\Omega})}$. The operator $E : \mathcal{H}_{\tilde{k}}(\tilde{\Omega}) \to \mathcal{H}_k(\Omega)$ will be called the extension operator. Especially it holds $Ek(\cdot, x) = k(\cdot, x)$ for all $x \in \tilde{\Omega}$.

For $X_n \subset \tilde{\Omega}$ we define

$$\tilde{V}(X_n) := \text{span}\{\tilde{k}(\cdot, x_i), x_i \in X_n\} \subset \mathcal{H}_{\tilde{k}}(\tilde{\Omega}),$$

$$V(X_n) := \text{span}\{k(\cdot, x_i), x_i \in X_n\} \subset \mathcal{H}_k(\Omega),$$

(6)

(7)
where we recalled the same definition of $V(X_n)$ given above.

We have the following result, which states that these projections and extensions commute.

**Lemma 1.** For $\tilde{f} \in \mathcal{H}_k(\tilde{\Omega})$ and $X_n \subset \tilde{\Omega}$ it holds

$$E\Pi_{\mathcal{H}_k(\tilde{\Omega}),V(X_n)}(\tilde{f}) = \Pi_{\mathcal{H}_k(\Omega),V(X_n)}(E\tilde{f}).$$

**Proof.** Let

$$\Pi_{\mathcal{H}_k(\tilde{\Omega}),V(X_n)}(\tilde{f}) = \sum_{j=1}^{n} \alpha_j^{(n)} \tilde{k}(\cdot, x_j),$$

with the kernel expansion coefficients $\{\alpha_j^{(n)}\}_{j=1}^{n} \subset \mathbb{R}$ being determined by the interpolation conditions (see Eq. (1)), i.e. $\tilde{f}(x_i) = \sum_{j=1}^{n} \alpha_j^{(n)} \tilde{k}(x_i, x_j)$ for $i = 1, \ldots, n$. Based on the linearity of the extension operator $E$ and the identity $E\tilde{k}(\cdot, x) = k(\cdot, x)$ it holds

$$E\Pi_{\mathcal{H}_k(\tilde{\Omega}),V(X_n)}(\tilde{f}) = E \sum_{j=1}^{n} \alpha_j^{(n)} \tilde{k}(\cdot, x_j) = \sum_{j=1}^{n} \alpha_j^{(n)} E\tilde{k}(\cdot, x_j)$$

$$= \sum_{j=1}^{n} \alpha_j^{(n)} k(\cdot, x_j) = \Pi_{\mathcal{H}_k(\Omega),V(X_n)}(E\tilde{f}),$$

where in the last step we used $E\tilde{f}|_{\tilde{\Omega}} = \tilde{f}$ and $X_n \subset \tilde{\Omega}$, so that the interpolation coefficients $\{\alpha_j^{(n)}\}_{j=1}^{n}$ are the same both in $\mathcal{H}_k(\tilde{\Omega})$ and $\mathcal{H}_k(\Omega)$.

The following lemma shows that the power functions $P_{k,\Omega,X_n}$ and $P_{k,\tilde{\Omega},X_n}$ coincide on $\tilde{\Omega}$, if $X_n \subset \tilde{\Omega}$:

**Lemma 2.** For $X_n \subset \tilde{\Omega}$ it holds

$$P_{k,\Omega,X_n}(x) = P_{k,\tilde{\Omega},X_n}(x) \quad \forall x \in \tilde{\Omega}.$$

**Proof.** From the definition of the power function in Eq. (2), by using the fact that $E\tilde{k}(\cdot, x) = k(\cdot, x)$ for all $x \in \tilde{\Omega}$, and by Lemma 1 we can calculate

$$P_{k,\Omega,X_n}(x) = \|k(\cdot, x) - \Pi_{\mathcal{H}_k(\Omega),V(X_n)}(k(\cdot, x))\|_{\mathcal{H}_k(\Omega)}$$

$$\equiv \|E\tilde{k}(\cdot, x) - \Pi_{\mathcal{H}_k(\Omega),V(X_n)}(E\tilde{k}(\cdot, x))\|_{\mathcal{H}_k(\Omega)}$$

$$= \|E\tilde{k}(\cdot, x) - E\Pi_{\mathcal{H}_k(\tilde{\Omega}),V(X_n)}(\tilde{k}(\cdot, x))\|_{\mathcal{H}_k(\tilde{\Omega})}$$

$$= \|\tilde{k}(\cdot, x) - \Pi_{\mathcal{H}_k(\tilde{\Omega}),V(X_n)}(\tilde{k}(\cdot, x))\|_{\mathcal{H}_k(\tilde{\Omega})}$$

$$\equiv P_{k,\tilde{\Omega},X_n}(x),$$

which holds for all $x \in \tilde{\Omega}$.  

We remark that Lemma 1 and Lemma 2 can be formulated for general closed subspaces $V_n \subset \mathcal{H}_k(\tilde{\Omega})$, $EV_n =: V_n \subset \mathcal{H}_k(\Omega)$ instead of the particular kernel-based subspaces $\tilde{V}(X_n), V(X_n)$ considered here.
2.3 Related work

From a high level point of view, our main result (in Theorem 8 below) allows us to derive (worst-case) error estimates (in the number of interpolation points) for kernel-based interpolation for arbitrary (infinite) sets \( \tilde{\Omega} \subset \mathbb{R}^d \), e.g. non-Lipschitz domains. This principle holds for general continuous kernels \( k \) with \( \sup_{x \in \Omega} k(x, x) < \infty \). Both the error estimates for non-Lipschitz domains as well as for general continuous bounded kernels was not available so far. Thus here we briefly comment on related work on kernel-based interpolation, with a particular focus on the dependency on the underlying domain.

First we note that most worst case error estimates are formulated in terms of the fill distance, which is usually defined as

\[
h_{X_n, \Omega} := \sup_{x \in \Omega} \min_{x_j \in X_n} \| x - x_j \|_2.
\]

For bounded domains and uniformly distributed points there exist constants \( c, C > 0 \) such that

\[
 cn^{-1/d} \leq h_{X_n, \Omega} \leq Cn^{-1/d}.
\]

Using this relationship between the number of points \( n \) and the fill distance \( h_{X_n, \Omega} \), any error estimate expressed in the fill distance can be turned into an error estimate based on the number of points and vice versa.

A first line of research works via the power function of Eq. (2), and (Schaback, 1995, Section 4) provides a good overview of the used techniques: (Madych and Nelson, 1988, 1992) consider kernels \( k(x, y) := \Phi(\| x - y \|_2) \) (radial basis function kernels) and derive error estimates by investigating the polynomial expansion of the radial basis function \( \Phi \) around zero. Those references assume \( \Omega \) to have a “sufficiently smooth boundary”. The article (Madych and Nelson, 1990) (for infinitely smooth kernels) as well as (Wu and Schaback, 1993) (for finitely smooth kernels) consider kernels \( k(x, y) := \Phi(x - y) \) (translational invariant kernels) and derive error estimates with Fourier transform techniques, as this is the standard tool for translational invariant problems. The paper (Madych and Nelson, 1990) assumes \( \Omega \) to satisfy a cone condition, while (Wu and Schaback, 1993) does not state to require a cone condition. They work with a local fill distance, which is defined as

\[
h_{\rho, X_n}(x) := \max_{y \in B_\rho(x)} \min_{x_j \in X_n} \| y - x_j \|_2,
\]

(using \( B_\rho(x) = \{ y \in \mathbb{R}^d \mid \| x - y \|_2 < \rho \} \)) and is assumed to be locally small enough, i.e. “\( h_{\rho, X_n} \leq h_0 \)”.

However, a close inspection of the interplay of \( h_{\rho, X_n}, h_0 \) and \( \rho \) (see (Wu and Schaback, 1993, Eq. (5.5))) reveals that plenty of interpolation points \( X_n \) are required in the neighborhood \( B_\rho(x) \), thus requiring many interpolation points in possible cusps of the domain \( \Omega \). This then breaks the coupling of the local fill distance to the number of interpolation points of Eq. (6). Therefore, if one wants to obtain convergence rates in terms of interpolation points with the results from (Wu and Schaback, 1993), a cone condition is required.

This is one on the contributions of our work over previous works (Madych and Nelson, 1988, 1990, 1992; Wu and Schaback, 1993): We obtain convergence rates in terms of the number of points for domains without such cone conditions and...
also for more general kernels than radial or translational invariant kernels. This is achieved by a considerably new proof technique.

A second line of research deals with sampling inequalities (Narcowich et al., 2005, 2006; Wendland and Rieger, 2005). In contrast to the power function analysis before, this approach also allows for approximation statements on functions outside the RKHS of the used kernel. By applying the sampling inequalities to the residual $f - s_n$ and leveraging norm equivalences, namely between the RKHS and corresponding Sobolev spaces, it is possible to derive error estimates (in terms of the fill distance) for kernel-based interpolation. In all of those references, the underlying assumption is that $\Omega$ is a compact domain with Lipschitz boundary, which is required e.g. to ensure a continuous extension operator to $\mathbb{R}^d$.

Some more details on convergence rates for kernel interpolation using the Gaussian kernel are discussed in Section 4.3.2.

Both the power function analysis as well as the sampling inequality approach are quite constructive. This is in contrast to our approach, which mostly makes use of abstract approximation theory and leverages greedy kernel analysis to apply this to possibly non-greedy kernel-based approximation.

3 Analysis of greedy algorithms in an abstract setting

We start in Section 3.1 by recalling the abstract analysis of greedy algorithms in Hilbert spaces of (Binev et al., 2011), which was later refined in (DeVore et al., 2013). This review will serve as background for the refined analysis in Section 3.2, where we both lift unnecessary restrictive assumptions and extend the results.

3.1 Review of abstract setting

We start by reviewing the framework from (Binev et al., 2011; DeVore et al., 2013): For this let $\mathcal{H}$ be a Hilbert space with norm $\| \cdot \| = \| \cdot \|_\mathcal{H}$. Furthermore let $\mathcal{F} \subset \mathcal{H}$ be a compact (and infinite) subset and assume, for notational convenience only, that it holds $\| f \|_\mathcal{H} \leq 1$ for all $f \in \mathcal{F}$. Now a weak greedy algorithm with constant $\gamma \in (0, 1]$ is considered that selects a sequence $\{f_0, f_1, \ldots \} \subset \mathcal{F}$ of elements. It starts by picking any element $f_0 \in \mathcal{F}$ that satisfies

$$
\| f_0 \| \geq \gamma \cdot \max_{f \in \mathcal{F}} \| f \|,
$$

and proceeds by defining $V_n := \text{span}\{f_0, \ldots, f_{n-1}\}$ and selecting the next elements according to

$$
\text{dist}(f_n, V_n)_\mathcal{H} \geq \gamma \cdot \sup_{f \in \mathcal{F}} \text{dist}(f, V_n)_\mathcal{H}, \quad (7)
$$

The resulting sequence $\{f_0, f_1, \ldots \} \subset \mathcal{F}$ will not be unique, but the subsequent analysis holds for any sequence that is selected according to this weak selection criterion.
We recall that two important quantities $d_n(F)_H$ and $\sigma_n(F)_H$ considered in the analysis, that are defined as
\begin{equation}
\begin{aligned}
d_n(F)_H &:= \inf_{Y_n \subset H} \sup_{f \in F} \text{dist}(f, Y_n)_H, \\
\sigma_n(F)_H &:= \sup_{f \in F} \text{dist}(f, V_n)_H,
\end{aligned}
\end{equation}
where $d_n(F)_H$ is the Kolmogorov $n$-width of $F$ in $H$. For the proof of the main result of (DeVore et al., 2013), a lemma is required which is recalled here:

**Lemma 3.** (DeVore et al., 2013, Lemma 2.1) Let $G = (g_{i,j})_{i,j=1}^K$ be a $K \times K$ lower triangular matrix with rows $g_1, \ldots, g_K$, $W$ be any $m$-dimensional subspace of $\mathbb{R}^K$, and $P$ be the orthogonal projection of $\mathbb{R}^K$ onto $W$. Then
\[ \prod_{i=1}^K g_{i,i}^2 \leq \left\{ \frac{1}{m} \sum_{i=1}^K \|P g_i\|_2^2 \right\}^m \left\{ \frac{1}{K-m} \sum_{i=1}^K \|g_i - P g_i\|_2^2 \right\}^{K-m} \]
where $\| \cdot \|_2$ is the Euclidean norm of a vector in $\mathbb{R}^K$.

Then, the main statement (DeVore et al., 2013, Theorem 3.2) puts the quantities $\sigma_n(F)_H$ and $d_n(F)_H$ from Eq. (8) into relation:

**Theorem 4.** (DeVore et al., 2013, Theorem 3.2) For the weak greedy algorithm with constant $\gamma$ in a Hilbert space $H$ and for any compact set $F$, we have the following inequalities between $\sigma_n := \sigma_n(F)_H$ and $d_n := d_n(F)_H$, for any $N \geq 0, K \geq 1$, and $1 \leq m < K$:
\[ \prod_{i=1}^K \sigma_{N+i}^2 \leq \gamma^{-2K} \left( \frac{K}{m} \right)^m \left( \frac{K}{K-m} \right)^{K-m} \sigma_N^{2m} d_m^{2K-2m}. \]

### 3.2 Generalization of abstract setting

This subsection generalizes and extends the results recalled in Section 3.1, especially Theorem 3.2. In particular:

1. **We lift the unnecessarily restrictive assumption on $F \subset H$ being compact and replace it by $F$ being precompact.**

2. **We extend the result by introducing an additional subset $\tilde{F} \subset F$ and analyzing its effect.**

Both these points are addressed in our main abstract statement in Theorem 5 below.

In order to understand why $F$ being precompact is sufficient, we recall that for the Kolmogorov $n$-widths of a set $F \subset H$ it holds
\[ d_n(F)_H = d_n(F)_H, \]
i.e. the Kolmogorov widths for a set and for its closure coincide (Pinkus, 2012, Theorem 1.1 (page 10)). This can also be seen easily from the definition of the Kolmogorov $n$-width in Eq. (8), as it already incorporates the supremum
Moreover, the weak selection criteria, i.e. $\gamma \in (0,1)$, do not require that the supremum $\sup_{f \in \mathcal{F}} f$ actually needs to be attained within $\mathcal{F}$. Beyond these points, the compactness (in conjunction with its boundedness) of $\mathcal{F}$ is only used to have $d_n(\mathcal{F})_\mathcal{H} \to 0$ (see [Pinkus 2012, Prop. 1.2 (page 10)]), for which, however, the precompactness of $\mathcal{F}$ is sufficient.

Regarding the second point, we additionally consider another set $\tilde{\mathcal{F}} \subset \mathcal{F}$, i.e. $\tilde{\mathcal{F}} \subset \mathcal{F} \subset \mathcal{H}$.

Now we consider running a greedy algorithm that picks subsequently elements $f_0, f_1, \ldots$ from $\tilde{\mathcal{F}}$ according to

\[ f_n \in \tilde{\mathcal{F}} \text{ such that } \text{dist}(f_n, V_n)_\mathcal{H} \geq \gamma \cdot \sup_{f \in \tilde{\mathcal{F}}} \text{dist}(f, V_n)_\mathcal{H}. \tag{9} \]

It is crucial to point out that the elements are selected from $\tilde{\mathcal{F}} \subset \mathcal{F}$ according to the largest error (measured as distance in $\mathcal{H}$) which is attained for the elements in $\tilde{\mathcal{F}}$.

Like this we are ready to formulate our main abstract result in Theorem 5, which is a slight modification of [DeVore et al. 2013, Theorem 3.2]. A full proof is provided.

**Theorem 5.** Consider a precompact set $\mathcal{F}$ in a separable Hilbert space $\mathcal{H}$ and a subset $\tilde{\mathcal{F}} \subseteq \mathcal{F}$ that contains infinitely many elements. Consider a greedy algorithm that selects pairwise different elements $\{f_0, f_1, \ldots\}$ from $\tilde{\mathcal{F}} \subseteq \mathcal{F}$ according to Eq. (9). We have the following inequalities between $\sigma_n(\tilde{\mathcal{F}})$ and $d_n(\mathcal{F})$ for any $N \geq 0, K \geq 1, 1 \leq m < K$:

\[
\prod_{i=1}^{K} \sigma_{N+i}(\tilde{\mathcal{F}})_\mathcal{H}^2 \leq \gamma^{-2K} \left(\frac{K}{m}\right)^m \left(\frac{K}{K-m}\right)^{K-m} \sigma_{N+1}(\tilde{\mathcal{F}})_\mathcal{H}^{2m} d_m(\mathcal{F})_\mathcal{H}^{2K-2m}. \tag{10}
\]

**Proof.** We proceed similarly to the proof of [DeVore et al. 2013, Theorem 3.2]: As $\mathcal{H}$ is separable, we assume without loss of generality that $\mathcal{H}$ is $\ell^2(\mathbb{N} \cup \{0\})$. For the infinite sequence $(f_n)_{n \geq 0} \subseteq \tilde{\mathcal{F}} \subset \mathcal{H}$ consisting of pairwise different elements, we consider the orthonormal system $(f^*_n)_{n \geq 0}$ obtained by Gram-Schmidt orthogonalization. For the orthogonal projector $P_n : \mathcal{H} \to V_n \equiv \text{span}\{f_0, \ldots, f_{n-1}\}$ it then holds

\[ P_n f = \sum_{i=0}^{n-1} (f, f^*_i) f^*_i. \]

Especially $f_n$ can be expressed in this orthogonal basis, and we collect the coefficients in an (infinite dimensional) lower triangular matrix $A$:

\[ A := (a_{i,j})_{i,j=0}^\infty, \quad a_{i,j} := (f_i, f^*_j)_\mathcal{H}. \]

Now we consider the $K \times K$ matrix $G = (g_{i,j})$ which is formed by the rows and columns of $A$ with indices from $\{N+1, \ldots, N+K\}$. Each row $g_i$ is the restriction of $A_{N+i}$ to the coordinates $N+1, \ldots, N+K$. Let $\mathcal{H}_m$ be the $m$-dimensional so-called Kolmogorov subspace of $\mathcal{H}$ for which $\text{dist}(\mathcal{F}, \mathcal{H}_m) = d_m(\mathcal{F})$. Then, $\text{dist}(f_{N+i}, \mathcal{H}_m) \leq d_m(\mathcal{F}), i = 1, \ldots, K$. Let $\tilde{W}$ be the linear space which is the
Corollary 6. This is summarized in the following corollary. Finally we obtain Theorem 3 can be leveraged:

\[ \| P g_i \|_{L^2}^2 \leq \| g_i \|_{L^2}^2 = \| f_{N+i} - \Pi_{V_{N+i}}(f_{N+i}) \|_{H}^2 \]

\[ \leq \sup_{f \in F} \| f - \Pi_{V_{N+i}}(f) \|_{H}^2 = \sigma_{N+i}(\tilde{F})^2_H \quad \forall m \geq n. \]

Furthermore,

\[ \| g_i - P g_i \|_{L^2} \leq \| g_i - \tilde{P} g_i \|_{L^2} = \text{dist}(g_i, \tilde{W}) \]

\[ \leq \text{dist}(f_{N+i}, H_m) \leq d_m(F), \quad i = 1, \ldots, K. \]

Finally we obtain

\[ g_{i,i} \equiv a_{N+i,N+i} = \| f_{N+i} - \Pi_{V_{N+i}}(f_{N+i}) \|_H = \text{dist}(f_{N+i}, V_{N+i})_H \]

\[ \geq \gamma \cdot \sigma_{N+i}(\tilde{F})_H. \]

Now Theorem \[5\] can be leveraged:

\[ \prod_{i=1}^{K} g_{i,i}^2 \leq \left\{ \frac{1}{m} \sum_{i=1}^{K} \| P g_i \|_{L^2}^2 \right\}^m \left\{ \frac{1}{K-m} \sum_{i=1}^{K} \| g_i - P g_i \|_{L^2}^2 \right\}^{K-m} \]

\[ \Rightarrow \prod_{i=1}^{K} \gamma^2 \sigma_{N+i}(\tilde{F})^2 \leq \left\{ \frac{1}{m} \sum_{i=1}^{K} \sigma_{N+i}(\tilde{F})^2_H \right\}^m \left\{ \frac{1}{K-m} \sum_{i=1}^{K} d_m(F)^2 \right\}^{K-m} \]

\[ \Rightarrow \prod_{i=1}^{K} \sigma_{N+i}(\tilde{F})^2 \leq \gamma^{-2K} \left( \frac{K}{m} \right)^m \left( \frac{K}{K-m} \right)^{K-m} \sigma_{N+i}(\tilde{F})^{2m} d_m(F)^{2K-2m}. \]

Similarly to \[\text{ DeVore et al., 2013, Corollary 3.3}\], we can derive decay statements for \( \sigma_n(\tilde{F})_H \) based on decay statements for \( d_n(F)_H \) due to Theorem \[5\].

This is summarized in the following corollary.

Corollary 6. For the greedy algorithm of Eq. \[9\] we have the following.

i) If \( d_n(F)_H \leq C_n n^{-\alpha}, n = 1, 2, \ldots \), then it holds

\[ \sigma_n(\tilde{F})_H \leq C_1 n^{-\alpha}, \quad (11) \]

for \( n = 1, 2, \ldots \) with \( C_1 := 2^{5\alpha+1} C_0 \gamma^{-2} \).

ii) If \( d_n(F)_H \leq C_0 e^{-c_0 n^\alpha}, n = 1, 2, \ldots \), then it holds

\[ \sigma_n(\tilde{F})_H \leq \sqrt{2C_0 \gamma^{-1} e^{-c_1 n^\alpha}} \]

\[ \quad (12) \]

for \( n = 2, 3, \ldots \) with \( \tilde{C}_0 := \max\{1, C_0\} \) and \( c_1 = 2^{-(2+\alpha)}c_0 < c_0 \).
Proof. For the first statement i), we can directly reuse (DeVore et al., 2013, Proof of Corollary 3.3). The only difference is that we have $\sigma_n(\tilde{F})_H$ instead of $\sigma_n(F)_H$, which does not matter since the proof of (DeVore et al., 2013, Corollary 3.3) is purely algebraical.

For the second statement ii), we proceed similarly, however we note that (DeVore et al., 2013, Proof of Corollary 3.3) is slightly inaccurate, because its Eq. (3.9) uses
\[
\sigma_{2n+1} \leq \sqrt{2C_0} \gamma^{-1} e^{-c_0 2^{-1-\alpha} (2n)^\alpha},
\]
however
\[
\sigma_{2n+1} \leq \sqrt{2C_0} \gamma^{-1} e^{-c_0 2^{-1-\alpha} (2n+1)^\alpha},
\]
would be required. Therefore we include the full proof: We leverage Theorem 5 for $N = 0, K = n$, thus Eq. (10) turns into
\[
\prod_{i=1}^n \sigma_i(\tilde{F})_H^2 \leq \gamma^{-2n} \left( \frac{n}{m} \right)^m \left( \frac{n}{n-m} \right)^{n-m} \sigma_1(\tilde{F})_H^2 d_m(F)^{2n-2m}.
\]
For $0 < x := m/n < 1$ it holds $x^{-x}(1-x)^{x-1} \leq x$, thus we have
\[
\left( \left( \frac{n}{m} \right)^m \left( \frac{n}{n-m} \right)^{n-m} \right)^{1/n} = x^{-x}(1-x)^{x-1} \leq 2.
\]
Using $\sigma_1(\tilde{F})_H \leq 1$ due to $\|f\|_H \leq 1$ for all $f \in F$ we then obtain
\[
\left( \prod_{i=1}^n \sigma_i(\tilde{F})_H \right)^{1/n} \leq \sqrt{2} \gamma^{-1} d_m(F)^{(n-m)/n}.
\]
Finally using the monotonicity of $\sigma_i(\tilde{F})_H$ and picking $m = \lfloor n/2 \rfloor$ gives
\[
\sigma_n(\tilde{F})_H \leq \sqrt{2} \gamma^{-1} \cdot d_m(F)^{(n-m)/n} = \sqrt{2} \cdot d_{\lfloor n/2 \rfloor}(F)^{(n-\lfloor n/2 \rfloor)/n} \quad (13)
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 2^{-\alpha} (n-\lfloor n/2 \rfloor)n}\]
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 2^{-\alpha} n}\]
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 2^{-\alpha} \lfloor n/2 \rfloor}\]
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 2^{-\alpha} n}\]
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 2^{-\alpha} \lfloor n/2 \rfloor}.
\]

4 Kernel interpolation on arbitrary domains

We start in Section 4.1 by recalling a convenient connection of the abstract analysis of Section 3 to greedy kernel interpolation which was introduced in (Santin and Haasdonk, 2017) and subsequently leveraged as well in (Wenzel et al., 2021, 2022a, b). By doing so, we are able to derive our main result in Theorem 8 in Section 4.2. In Section 4.3 several applications of that main result are given.
4.1 Convenient connection

We make use of the convenient connection between the abstract setting and the kernel setting as introduced in (Santin and Haasdonk, 2017), and extend it to the consideration of two sets $\tilde{\Omega} \subset \Omega \subset \mathbb{R}^d$ and choose 

$$H := H_k(\Omega),$$

$$\tilde{F} := \{ k(\cdot, x), x \in \tilde{\Omega} \} \subset H,$$

$$F := \{ k(\cdot, x), x \in \Omega \} \subset H,$$

(14)

for some continuous kernel $k : \Omega \times \Omega \to \mathbb{R}$ such that $k(x, x) \leq 1$ (in order to satisfy the convenience assumption $\|f\|_H \leq 1 \ \forall f \in F$). As long as $\sup_{x \in \Omega} k(x, x) < \infty$, this can always be enforced by normalizing the kernel. Thus we have

$$V_n = \text{span}\{ f_0, ..., f_{n-1} \} = \text{span}\{ k(\cdot, x_1), ..., k(\cdot, x_n) \} = \text{span}\{ k(\cdot, x_i), x_i \in X_n \} = V(X_n),$$

for $X_n \subset \tilde{\Omega}$. With these choices we can relate the quantities from Eq. (8) from the abstract setting to the kernel setting as done in (Santin and Haasdonk, 2017):

$$\sigma_n(F)_H \equiv \sup_{f \in F} \text{dist}(f, V_n)_H = \sup_{f \in F} \| f - \Pi_{V_n}(f) \|_H$$

$$= \sup_{x \in \tilde{\Omega}} \| k(\cdot, x) - \Pi_{H_k(\tilde{\Omega}), V(X_n)}(k(\cdot, x)) \|_{H_k(\tilde{\Omega})} = \| P_{k, \tilde{\Omega}, X_n} \|_{L^\infty(\tilde{\Omega})},$$

(15)

$$d_n(F)_H \equiv \inf_{Y_n \subset H} \sup_{f \in F} \text{dist}(f, Y_n)_H = \inf_{Y_n \subset H} \sup_{f \in F} \| f - \Pi_{Y_n}(f) \|_H$$

$$\leq \inf_{Y_n \subset H} \sup_{f \in F} \| f - \Pi_{Y_n}(f) \|_{H_k(\tilde{\Omega})} = \inf_{X_n \subset \Omega} \| P_{k, \tilde{\Omega}, X_n} \|_{L^\infty(\tilde{\Omega})}.$$  

(16)

For brevity, in Eq. (16) and in the following we suppress the dimension and size constraints $\dim(Y_n) = n$ and $|X_n| = n$. The precompactness of $F$ is equivalent to $d_n(F)_H \xrightarrow{n \to \infty} 0$ (see e.g. (Pinkus, 2012, Prop. 1.2 (page 10)) together with the comments on (Pinkus, 2012, Th. 1.1 i) (page 10)) and thus, due to Eq. (16), $\inf_{X_n \subset \Omega} \| P_{k, \tilde{\Omega}, X_n} \|_{L^\infty(\tilde{\Omega})} \xrightarrow{n \to \infty} 0$ implies precompactness of $F$.

In order to make use of the abstract result of Theorem 5 and the resulting decay statements of Corollary 6 we need to understand the quantity $\sigma_n(\tilde{F})_H$ which was defined in Eq. (8). We have the following lemma:

**Lemma 7.** It holds

$$\sigma_n(\tilde{F})_H = \| P_{k, \tilde{\Omega}, X_n} \|_{L^\infty(\tilde{\Omega})}.$$

**Proof.** By using the definition of $\sigma_n(\tilde{F})_H$ from Eq. (8), our choice of $\tilde{F}$ and $H$
in Eq. (14), and Lemma 2, we have
\[
\sigma_n(\tilde{F})_H = \sup_{f \in \tilde{F}} \text{dist}(f, V_n)_H
= \sup_{x \in \tilde{F}} \|k(\cdot, x) - \Pi_{\mathcal{H}_k(\tilde{\Omega})}(k(\cdot, x))\|_{\mathcal{H}_k(\tilde{\Omega})}
= \sup_{x \in \tilde{\Omega}} \|P_{k,\tilde{\Omega},X_n}(x)\|_{\mathcal{H}_k(\tilde{\Omega})}
= \sup_{x \in \tilde{\Omega}} \|P_{k,\tilde{\Omega},X_n}(\cdot, x)\|_{\mathcal{H}_k(\tilde{\Omega})}
= \sup_{x \in \tilde{\Omega}} \|P_{k,\tilde{\Omega},X_n}(\cdot, x)\|_{\mathcal{H}_k(\tilde{\Omega})}
\]
which concludes the proof.

Furthermore the weak greedy selection criterion from Eq. (9) results in
\[
x_{n+1} \in \tilde{\Omega} \text{ such that } P_{k,\tilde{\Omega},X_n}(x_{n+1}) \geq \gamma \cdot \|P_{k,\tilde{\Omega},X_n}\|_{\mathcal{H}_k(\tilde{\Omega})},
\]
i.e. a weak P-greedy algorithm on \(\tilde{\Omega}\).

4.2 Main result

Corollary 6 in conjunction with Lemma 7 now immediately yields the following theorem.

**Theorem 8.** Let \(\tilde{\Omega} \subset \mathbb{R}^d\) be an arbitrary infinite set. If there exists a superset \(\Omega \supset \tilde{\Omega}\) and a sequence of (non-necessarily nested) sets of points \((X_n)_{n \in \mathbb{N}} \subset \Omega\) such that for some \(\alpha > 0\) it holds
\[
1. \text{(Algebraic decay case)}
\|f - \Pi_{\mathcal{H}_k(\tilde{\Omega})}(f)\|_{L^\infty(\tilde{\Omega})} \leq C_0 n^{-\alpha} \cdot \|f\|_{\mathcal{H}_k(\tilde{\Omega})} \quad \forall f \in \mathcal{H}_k(\tilde{\Omega}),
\]
then the weak P-greedy algorithm with parameter \(\gamma \in (0, 1]\) using \(k\) applied to \(\tilde{\Omega}\) (see Eq. (17)) gives a nested sequence of sets of points \((\tilde{X}_n)_{n \in \mathbb{N}} \subset \tilde{\Omega}\) such that
\[
\|f - \Pi_{\mathcal{H}_k(\tilde{\Omega})}(f)\|_{L^\infty(\tilde{\Omega})} \leq C_1 n^{-\alpha} \cdot \|f\|_{\mathcal{H}_k(\tilde{\Omega})} \quad \forall f \in \mathcal{H}_k(\tilde{\Omega})
\]
for \(n = 1, 2, \ldots\) with \(C_1 := 2^{5\alpha+1} C_0 \gamma^{-2}\).

2. \text{(Exponential decay case)}
\[
\|f - \Pi_{\mathcal{H}_k(\tilde{\Omega})}(f)\|_{L^\infty(\tilde{\Omega})} \leq C_0 e^{-c_0 n^{\alpha}} \cdot \|f\|_{\mathcal{H}_k(\tilde{\Omega})} \quad \forall f \in \mathcal{H}_k(\tilde{\Omega}),
\]
then the weak P-greedy algorithm with parameter \(\gamma \in (0, 1]\) using \(k\) applied to \(\tilde{\Omega}\) (see Eq. (17)) gives a nested sequence of sets of points \((\tilde{X}_n)_{n \in \mathbb{N}} \subset \tilde{\Omega}\) such that
\[
\|f - \Pi_{\mathcal{H}_k(\tilde{\Omega})}(f)\|_{L^\infty(\tilde{\Omega})} \leq \sqrt{2} C_0 \gamma^{-1} e^{-c_1 n^{\alpha}} \cdot \|f\|_{\mathcal{H}_k(\tilde{\Omega})} \quad \forall f \in \mathcal{H}_k(\tilde{\Omega})
\]
for \(n = 2, 3, \ldots\) with \(C_0 = \max\{1, C_1\}\) and \(c_1 = 2^{-(2+\alpha)} c_0 < c_0\).
Proof. We make use of the choices from Eq. (14) to connect the abstract setting with the kernel setting: The prerequisites from Eq. (18) and (19) are equivalent to bounds on \(\inf_{X_n \subset \Omega} \| P_{k,\Omega,X_n} \|_{L^\infty(\Omega)}\) (see Eq. (2)). Thus, due to Eq. (16) we obtain bounds on \(d_n(\mathcal{F})_H\) as

\[
d_n(\mathcal{F})_H \leq \inf_{X_n \subset \Omega} \| P_{k,\Omega,X_n} \|_{L^\infty(\Omega)} \leq \begin{cases} C_0 n^{-\alpha} & \text{algebraic decay case} \\ C_0 e^{-c_0 n^\alpha} & \text{exponential decay case} \end{cases}
\]

for \(n = 1, 2, \ldots\). This ensures also the precompactness of the set \(\mathcal{F} = \{ k(\cdot, x), x \in \Omega \}\) in \(H = H_k(\Omega)\).

From Lemma 7 we recall \(\sigma_n(\tilde{\mathcal{F}})_H = \| P_{k,\tilde{\Omega},X_n} \|_{L^\infty(\tilde{\Omega})}\), and thus an application of Corollary 6 by using the bounds on \(d_n(\mathcal{F})_H\) gives

\[
\| P_{k,\tilde{\Omega},X_n} \|_{L^\infty(\tilde{\Omega})} = \sigma_n(\tilde{\mathcal{F}})_H \leq \begin{cases} C_1 n^{-\alpha} & \text{algebraic decay case} \\ \sqrt{2} \tilde{C}_0 \gamma^{-1} e^{-c_1 n^\alpha} & \text{exponential decay case} \end{cases}
\]

for \(n = 1, 2, \ldots\) respective \(n = 2, 3, \ldots\) with \(C_1, \tilde{C}_0, c_1\) as specified in the statement of the theorem. Applying the \(\| \cdot \|_{L^\infty(\tilde{\Omega})}\)-norm to Eq. (2) finally gives

\[
\sup_{0 \neq f \in H_k(\tilde{\Omega})} \frac{\| f - \Pi_{H_k(\tilde{\Omega}),\tilde{\mathcal{V}}(X_n)}(f) \|_{L^\infty(\tilde{\Omega})}}{\| f \|_{H_k(\tilde{\Omega})}} = \frac{\| P_{k,\tilde{\Omega},X_n} \|_{L^\infty(\tilde{\Omega})}}{\| f \|_{H_k(\tilde{\Omega})}} \leq \begin{cases} C_1 n^{-\alpha} & \text{algebraic decay case} \\ \sqrt{2} \tilde{C}_0 \gamma^{-1} e^{-c_1 n^\alpha} & \text{exponential decay case} \end{cases}.
\]

Rearranging gives the final result

\[
\| f - \Pi_{H_k(\tilde{\Omega}),\tilde{\mathcal{V}}(X_n)}(f) \|_{L^\infty(\tilde{\Omega})} \leq C_1 n^{-\alpha} \frac{\sqrt{2} \tilde{C}_0 \gamma^{-1} e^{-c_1 n^\alpha}}{\sqrt{2} \tilde{C}_0 \gamma^{-1} e^{-c_1 n^\alpha}}
\]

for all \(f \in H_k(\tilde{\Omega})\).

4.3 Applications of the main result

There are several implications of Theorem 8 and we discuss them separately in the next subsections. Under the notion non-Lipschitz we address in the following quite arbitrary domains \(\tilde{\Omega}\), emphasizing that they can e.g. have irregular boundaries. We only require convergence rates on a larger domain \(\Omega\), which are frequently available under some conditions on \(\Omega\), e.g. having a Lipschitz boundary.

The general overall idea is always to leverage Theorem 8 to carry over convergence rates (in the number of interpolation points) from a larger domain \(\Omega\) to a smaller domain \(\tilde{\Omega} \subset \Omega\).

4.3.1 Error estimates for optimally chosen points

Theorem 8 states \(\| \cdot \|_{L^\infty(\tilde{\Omega})}\) convergence rates for interpolation on \(\tilde{\Omega}\) via \(P\)-greedily chosen interpolation points \(X_n\), as soon as one knows convergence rates
for interpolation on a larger domain $\Omega \supset \tilde{\Omega}$. However, these greedily chosen points do not need to be optimal. For optimal points we have the trivial estimate

$$\inf_{X_n \subset \tilde{\Omega}} \| P_{k,\tilde{\Omega},X_n} \|_{L^\infty(\tilde{\Omega})} \leq \| P_{k,\tilde{\Omega},\hat{X}_n} \|_{L^\infty(\tilde{\Omega})} \quad \forall X_n \subset \tilde{\Omega},$$

where the right hand side can be further upper bounded with help of Theorem 8. This implies that the estimates of Theorem 8 are not limited to greedily selected points: It is also possible to obtain error estimates for optimally chosen interpolation points on $\tilde{\Omega}$.

4.3.2 Stability of the convergence rates with respect to the domain

Theorem 8 implies the stability of the convergence rate with respect to the domain: Given a kernel $k$ and two nested domains $\tilde{\Omega} \subset \Omega$, the convergence rate on $\tilde{\Omega}$ (in terms of polynomial convergence $n^{-\alpha}$ or exponential convergence $\exp(-cn^\alpha)$) is at least as fast as the convergence on the larger domain $\Omega$. The case of an even faster convergence rate is exemplified in a numerical example in Subsection 5.1.

An important application of this fact are kernels of infinite smoothness such as the Gaussian kernel: Sampling inequalities for those kernels (Lee and Yoon, 2014; Rieger and Zwicknagl, 2014, 2010) usually assume quite restrictive assumptions on the domain. Here, $C$ is a generic constant.

1. Theorem 3.5 in (Rieger and Zwicknagl, 2010) gives a rate of decay $\exp(-C \log(n)n^{1/d})$ for bounded Lipschitz domains satisfying an interior cone condition, while (Rieger and Zwicknagl, 2014, Theorem 4.5) gives a decay of $\exp(-C \log(n)n^{1/d})$ for compact cubes $\Omega$.

2. Theorem 3.5 in (Rieger and Zwicknagl, 2014) gives an improved rate of $\exp(-C \log(Cn)n^{1/d})$ for bounded domains that are star-shaped with respect to a ball, if oversampling near the boundary is used.

3. Similar estimates for a broader class of kernels are given in (Lee and Yoon, 2014). However, they are restricted to sets which are given as the union of cubes of the same side length.

Using our approach we can directly conclude the best available convergence rate for any bounded domain $\tilde{\Omega}$. To this end we simply consider a compact cube $\Omega$ such that $\tilde{\Omega} \subset \Omega$. Then the application of Theorem 8 in conjunction with (Rieger and Zwicknagl, 2014, Theorem 3.5) directly gives the same convergence rate for $\tilde{\Omega}$. We summarize this statement in the following corollary.

Corollary 9. Consider the Gaussian kernel $k : \tilde{\Omega} \times \tilde{\Omega} \to \mathbb{R}$ and a bounded domain $\tilde{\Omega} \subset \mathbb{R}^d$. Then there exists a nested sequence of point sets $X_n \subset \tilde{\Omega}$ such that it holds

$$\| f - \Pi_{\mathcal{H}_{\tilde{\Omega}}(\hat{\Omega})}(f) \|_{L^\infty(\tilde{\Omega})} \leq C' \cdot e^{-C \log(n)n^{1/d}} \cdot \| f \|_{\mathcal{H}_{\tilde{\Omega}}(\hat{\Omega})},$$

These sampling inequalities are usually formulated in terms of the fill distance $h_n \equiv h_{X_n,\tilde{\Omega}}$. For asymptotically uniformly distributed points it holds $h_n \asymp n^{-1/d}$. Thus we directly state these results in terms of the number of interpolation points.
for all $f \in \mathcal{H}_k(\Omega)$ and $n \in \mathbb{N}$.

**Proof.** The proof is very similar to the proof of Theorem 8 for the exponential decay case, we only need to address the additional $\log(n)$ term in the exponent: Since $\Omega$ is bounded, we can consider a compact cube $\Omega$ such that $\tilde{\Omega} \subset \Omega$. Due to [Rieger and Zwicknagl, 2010, Theorem 4.5] we have the existence of (non-necessarily nested) set of points $(X_n)_{n \in \mathbb{N}} \subset \Omega$ such that for $n \in \mathbb{N}, f \in \mathcal{H}_k(\Omega)$ it holds

$$\|f - \Pi_{\mathcal{H}_k(\tilde{\Omega}),\tilde{V}(X_n)}(f)\|_{L^\infty(\Omega)} \leq C_0 \exp(-c_0 \log(n)^{\frac{1}{d}}).$$

Therefore it follows that $d_n(f) \leq C_0 \exp(-c_0 \log(n)^{\frac{1}{d}})$. Leveraging Corollary 11 from Appendix A we obtain

$$\sigma_n(f)_{\mathcal{H}} \leq \sqrt{2C_0 e^{-c_1 \log(n)}}$$

for $n = 4, 5, \ldots$ with $c_1 = 2^{-(3+\alpha)}c_0 < C_0$. Now we conclude as in the proof of Theorem 8:

$$\sup_{0 \neq f \in \mathcal{H}_k(\tilde{\Omega})} \frac{\|f - \Pi_{\mathcal{H}_k(\tilde{\Omega}),\tilde{V}(X_n)}(f)\|_{L^\infty(\tilde{\Omega})}}{\|f\|_{\mathcal{H}_k(\tilde{\Omega})}} = \|P_{\tilde{\Omega},X_n} f\|_{L^\infty(\tilde{\Omega})}$$

$$= \sigma_n(f)_{\mathcal{H}} \leq \sqrt{2C_0 e^{-c_1 \log(n)}}$$

Rearranging the last equation (and possibly an adjustment of the constants to include $n \in \{1, 2, 3\}$) gives the final result.

We remark that the use of Theorem 8 may possibly lead to non-optimal convergence rates, see e.g. Subsection 5.1. Another possible application of Theorem 8 is given in the case when $\tilde{\Omega}$ is a manifold embedded in a larger ambient domain $\Omega \subset \mathbb{R}^d$. The same machinery works also in this case, but due to the smaller intrinsic dimension of the manifold it is sometimes possible to obtain a faster convergence by working directly in $\tilde{\Omega}$.

### 4.3.3 Convergence rates for non-Lipschitz domains

Theorem 8 can be used to deduce convergence rates for interpolation on non-Lipschitz domains and thus allows a comparison to Sobolev spaces: We consider a kernel $k$ such that $\mathcal{H}_k(\Omega) \asymp H^\tau(\Omega)$ for $\tau > d/2$ for a well-shaped domain $\Omega$ (e.g. satisfying a Lipschitz boundary), see also Section 4. In this case, decay statements as in Eq. (18) are available, e.g. via sampling inequalities [Narcowich et al, 2003, 2006; Wendland and Rieger, 2005]. Then, Theorem 8 states that the same convergence rates (with adjusted constants) also hold in $\mathcal{H}_k(\tilde{\Omega})$, i.e. in the RKHS over the smaller domains $\tilde{\Omega} \subset \Omega$. On top, there is an algorithm to obtain such interpolation points, namely the (weak) $P$-greedy algorithm applied to $\tilde{\Omega}$. This is exemplified in a numerical example in Subsection 5.2.

It is crucial to point out that the decay property of the power function, which is independent of the shape of the domain $\Omega$, is also a striking difference compared to Sobolev spaces $H^\tau(\Omega)$ on $\Omega$ if defined in their standard way via the...
existence of integrable weak derivates. Using that definition of Sobolev spaces, the RKHS $\mathcal{H}_k(\bar{\Omega})$ of the considered kernel can be smaller than the corresponding Sobolev space. The reason for this is that the RKHS $\mathcal{H}_k(\bar{\Omega})$ always allows for an extension from $\Omega \subset \mathbb{R}^d$ to $\mathbb{R}^d$ (see Section 2.2), while for Sobolev spaces specific assumptions on the boundary are required in order to have an extension operator (Adams and Fournier, 2003; Agranovich, 2015). However, if one defines Sobolev spaces via the restriction of the global Sobolev spaces to $\Omega \subset \mathbb{R}^d$, see e.g. (Agranovich, 2015, Theorem 5.1.1) or (Novak and Triebel, 2006, Section 2.4), the spaces will coincide with $\mathcal{H}_k(\Omega)$.

**Corollary 10.** Consider a kernel $k : \Omega \times \Omega \to \mathbb{R}$ and a domain $\Omega \subset \mathbb{R}^d$ such that $\mathcal{H}_k(\Omega) \cong \mathcal{H}_\tau(\Omega)$ for some $\tau > d/2$. Furthermore let $\bar{\Omega} \subset \Omega$ be a measurable, non-Lipschitz domain such that $\mathcal{H}_\tau(\bar{\Omega}) \not\cong \mathcal{H}_\tau(\Omega)$, i.e. there is no continuous embedding of $\mathcal{H}_\tau(\bar{\Omega})$ into $\mathcal{H}_\tau(\Omega)$. Then the following inclusions of the function spaces hold:

$$\mathcal{H}_\tau(\bar{\Omega}) \hookrightarrow \mathcal{H}_\tau(\Omega)$$

$i.e.$ the RKHS $\mathcal{H}_k(\bar{\Omega})$ over $\bar{\Omega}$ is only a subset of the corresponding Sobolev space $\mathcal{H}_\tau(\bar{\Omega})$ over $\bar{\Omega}$.

**Proof.** The equivalence $\mathcal{H}_k(\Omega) \cong \mathcal{H}_\tau(\Omega)$ was stated as an assumption, and holds often in practice, see e.g. (Wendland, 2005, Corollary 10.48). The embedding $\mathcal{H}_k(\bar{\Omega}) \hookrightarrow \mathcal{H}_k(\Omega)$ follows from (Wendland, 2005, Theorem 10.46). For the subset-relation $\mathcal{H}_k(\bar{\Omega}) \subset \mathcal{H}_\tau(\bar{\Omega})$ we have the following reasoning. Let $E$ be the extension operator $E : \mathcal{H}_k(\bar{\Omega}) \to \mathcal{H}_k(\Omega)$, so that

$$f \in \mathcal{H}_k(\bar{\Omega}) \Rightarrow Ef \in \mathcal{H}_k(\Omega)$$

$$\Rightarrow Ef \in \mathcal{H}_\tau(\Omega)$$

$$\Rightarrow f = Ef|_{\bar{\Omega}} \in \mathcal{H}_\tau(\bar{\Omega}).$$

For the last step we simply used that in the computation of the Sobolev norm, we are just integrating over a smaller domain $\bar{\Omega} \subset \Omega$. It holds $\mathcal{H}_\tau(\bar{\Omega}) \neq \mathcal{H}_k(\bar{\Omega})$ because otherwise this would contradict the assumption $\mathcal{H}_\tau(\bar{\Omega}) \not\cong \mathcal{H}_\tau(\Omega)$.

**5 Numerical experiments**

In the following numerical experiments we use the basic, the linear and the quadratic Matérn kernels, which are defined as

$$k_{\text{basic}}(x, y) = e^{-||x-y||^2},$$
$$k_{\text{lin}}(x, y) = e^{-||x-y||^2} \cdot (1 - ||x-y||^2),$$
$$k_{\text{quadr}}(x, y) = e^{-||x-y||^2} \cdot \frac{1}{3} (3 + 3||x-y||^2 + ||x-y||^4).$$

(20)

For Lipschitz domains $\Omega$, the RKHS $\mathcal{H}_k(\Omega)$ of these kernels is norm equivalent to certain Sobolev spaces. Further details are provided in the following.
5.1 Improvement of the convergence rates on subdomains

The first numerical experiment will illustrate that it is also possible to obtain a faster convergence order, i.e. the proven stability of the convergence order also allows to have an improved convergence order. For this we consider the Lipschitz domains

$$\Omega = B_1(0),$$
$$\tilde{\Omega} = \Omega \setminus B_{1/2}(0) \subset \Omega,$$

with $B_r(0) := \{x \in \mathbb{R}^2 \mid \|x\| < r\}$. We use the kernel

$$k(x, y) := k_{\text{quadr}}(x, y) + \chi(x)\chi(y) \cdot k_{\text{lin}}(x, y)$$

where $k_{\text{quadr}}$ is the quadratic Matérn kernel and $k_{\text{lin}}$ is the linear Matérn kernel as defined in Eq. (20) and $\chi$ is the indicator function of $B_{1/2}(0)$. For Lipschitz domains $\Omega'$ such as $\Omega$ or $\tilde{\Omega}$, the quadratic Matérn kernel satisfies $H_{k_{\text{quadr}}}(\Omega') \approx H_{\tau_1}(\Omega')$ with $\tau_1 = (d + 5)/2 \approx 7/2$, while the linear Matérn kernel satisfies $H_{k_{\text{lin}}}(\Omega') \approx H_{\tau_2}(\Omega')$ with $\tau_2 = (d + 3)/2 \approx 5/2$. Therefore, according to [Santin and Haasdonk, 2017] the expected convergence rate of $P$-greedy using $k_{\text{quadr}}$ or $k_{\text{lin}}$ on either $\Omega$ or $\tilde{\Omega}$ is

$$\frac{1}{2} - \frac{\tau}{d} = \begin{cases} -0.75 & \text{linear Matérn kernel } k_{\text{lin}}, \\ -1.25 & \text{quadratic Matérn kernel } k_{\text{quadr}}. \end{cases} \quad (21)$$

The numerically observed convergence using $k$ is visualized in Figure 1. One can observe that the decay of $P$-greedy using $k$ on the smaller domain $\tilde{\Omega} \subset \Omega$ is faster compared to the decay on the larger domain $\Omega$. The decay on $\tilde{\Omega}$ follows an asymptotic of $n^{-1.25}$ because it holds $k_{\tilde{\Omega} \times \tilde{\Omega}} = k_{\text{quadr}}$ in accordance with Eq. (21). The decay on $\Omega$ is slower and seems to follow $n^{-0.75}$ which is motivated by the contribution of the linear Matérn kernel $k_{\text{lin}}$.

We point out that the application of Theorem 8 provides only the same convergence rate for the smaller domain $\tilde{\Omega}$ in this example, while we can observe an even faster convergence. So our notion of “stability” does not exclude such better rates, but rather should express that it prevents “worse” rates.

5.2 Convergence rates for non-Lipschitz domains

In this subsection we consider the application of the $P$-greedy algorithm to the two domains

$$\Omega := [0, 1]^2,$$
$$\tilde{\Omega} := \{x \in \Omega \mid \|x\| > 1\} \subset \Omega,$$

so that the domain $\tilde{\Omega}$ has two cusps at $(0, 1)^T, (1, 0)^T \in \mathbb{R}^2$, i.e. it does not have a Lipschitz boundary. For this example we use in Subsection 5.2.1 the basic Matérn kernel $k_{\text{basic}}$ and the linear Matérn kernel $k_{\text{lin}}$, and in Subsection 5.2.1 the Gaussian kernel.

\footnote{We also considered “monotonicity” as possible notion instead of “stability”, but this would be misleading as monotonicity in convergence behaviour might be misunderstood as the (trivial) decay of convergence rates over increasing dimension.}
Figure 1: Top: Visualization of the selected points for $P$-greedy applied to $\tilde{\Omega}$ (left) and $\Omega$ (right). Bottom: Visualization of the decay $\|P_{k,\tilde{\Omega},X_n}\|_{L^\infty(\tilde{\Omega})}$ and $\|P_{k,\Omega,X_n}\|_{L^\infty(\Omega)}$ (y-axis) in the number $n$ of selected interpolation points (x-axis). The convergence rate on the smaller domain $\tilde{\Omega}$ is faster compared to the larger domain $\Omega$.

5.2.1 Matérn kernels

Although $\tilde{\Omega}$ does not have a Lipschitz boundary, the decay of the power function follows the expected decay for Lipschitz domains like $\Omega$. Especially – in accordance with Theorem 8 – we can observe a convergence rate as for the Matérn kernels

$$\|P_{k,\tilde{\Omega},X_n}\|_{L^\infty(\tilde{\Omega})} \asymp n^{-\frac{1}{2} - \frac{\tau}{d}}$$

\[
= \begin{cases} 
  n^{-1/4} & \text{basic Matérn kernel} \\
  n^{-3/4} & \text{linear Matérn kernel} 
\end{cases}
\]

as visualized in Figure 2. Furthermore, the points chosen by $P$-greedy seem to be asymptotically uniformly distributed in $\tilde{\Omega}$ and in particular no clustering next to the cusps is observed. Moreover it can be observed that, despite having the same
rate, the blue $\|P_{\tilde{k},\tilde{\Omega},X_n}\|_{L^\infty(\tilde{\Omega})}$ curve is lower than the magenta $\|P_{k,\Omega,X_n}\|_{L^\infty(\Omega)}$ curve, i.e., there is a smaller multiplicative constant in front of the rates. This makes actually sense, since 500 points were selected in $\tilde{\Omega}$, which results in a higher density compared to 500 points within $\Omega$.

Figure 2: Visualization of the $P$-greedy algorithm applied to $\Omega$ and $\tilde{\Omega} \subset \Omega$ as defined in Eq. (22): Left: Basic Matérn kernel, right: Linear Matérn kernel. On top the decay of $\|P_{k,\Omega,X_n}\|_{L^\infty(\Omega)}$ respectively $\|P_{\tilde{k},\tilde{\Omega},X_n}\|_{L^\infty(\tilde{\Omega})}$ is displayed. The $P$-greedy selected points are visualized in the middle row (for $\tilde{\Omega}$) and bottom row (for $\Omega$).

5.2.2 Gaussian kernel

Also for the Gaussian kernel the decay of the power function for $P$-greedy on the non-Lipschitz domain $\tilde{\Omega}$ follows at least the same decay as for Lipschitz domains like $\Omega$ as visualized in Figure 3.
This especially illustrates the results of Subsection 4.3.2 about the Gaussian kernel, where it was elaborated that there are no convergence rates known so far for interpolation with the Gaussian kernel on non-Lipschitz domains. The visualization of the chosen interpolation points in Figure 3 shows that the points cluster next to the boundary, which can be expected for analytic kernels in accordance with results in (Rieger and Zwicknagl, 2014). This clustering is especially visible in the sharp corners of the domain $\tilde{\Omega}$.

![Figure 3: Top: Visualization of the selected points for $P$-greedy applied to $\tilde{\Omega}$ (left) and $\Omega$ (right). Bottom: Visualization of the decay $\|P_{k,\tilde{\Omega},X_n}\|_{L^\infty(\tilde{\Omega})}$ and $\|P_{k,\Omega,X_n}\|_{L^\infty(\Omega)}$ (y-axis) in the number $n$ of selected interpolation points (x-axis) for the Gaussian kernel. The convergence rate on the smaller domain $\tilde{\Omega}$ is clearly at least as fast as on the larger domain.](image)

### 6 Conclusion

We extended an abstract analysis of greedy algorithms in Hilbert spaces and proved that we obtain at least the same convergence rates, if we approximate
only a smaller set of elements. By using a convenient link between this abstract setting, greedy kernel approximation and restriction and extension properties of Reproducing Kernel Hilbert Spaces, we transferred these results to potentially non-greedy kernel interpolation: In this case, the results imply a stability of the convergence rates with respect to the size of the domain. Especially we were able to obtain approximation rates for kernel interpolation on general even non-Lipschitz domains, including cases with cusps and irregular boundaries or even manifolds. A comparison with Sobolev spaces was drawn. Comments on the implications of these results were provided.

Future work will address the distribution of the $P$-greedy selected points on non-Lipschitz domains. For Lipschitz domains the point distribution for kernels of finite smoothness was already analyzed in [Wenzel et al., 2021], however its analysis made use of Sobolev space arguments, which are not necessarily available for non-Lipschitz domains.
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In the following we have an extension of Theorem 6 that additionally includes a logarithmic term.

Corollary 11. For the greedy algorithm of Eq. \( \text{(9)} \) we have the following

\[ \text{i)} \text{ If } d_n(F)_H \leq C_0 e^{-c_0 \log(n)n^\alpha}, n = 1, 2, \ldots, \text{ then it holds} \]

\[ \sigma_n(\tilde{F})_H \leq \sqrt{2\tilde{C}_0 \gamma^{-1} e^{-\tilde{c}_1 \log(n)n^\alpha}} \]

for \( n = 4, 5, \ldots \) with \( \tilde{C}_0 := \max\{1, C_0\} \) and \( \tilde{c}_1 = 2^{-(3+\alpha)}C_0 < c_0 \).

Proof. The proof is a modification of the proof of Theorem 6. We continue at...
Eq. (13):

\[
\sigma_n(\tilde{F})_H \leq \sqrt{2} \gamma^{-1} \cdot d_m(\mathcal{F})^{(n-m)/n} = \sqrt{2} \cdot d_{\lfloor n/2 \rfloor}(\mathcal{F})^{(n-\lfloor n/2 \rfloor)/n} \\
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 \lfloor n/2 \rfloor^\alpha \log(\lfloor n/2 \rfloor) \log(n-\lfloor n/2 \rfloor)/n} \\
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 2^{-\alpha \lfloor n/2 \rfloor} \log(n/2) \log(n-\lfloor n/2 \rfloor)/n} \\
\leq \sqrt{2} \gamma^{-1} \cdot \tilde{C}_0^{1/2} e^{-c_0 2^{-\alpha \lfloor n/2 \rfloor} \log(n/2)}. \\
\]

Now using \log(n/2) = \log(n) - \log(2) \geq \frac{1}{2} \log(n) for \ n \geq 4 we obtain

\[
\sigma_n(\tilde{F})_H \overset{n \geq 4}{\leq} \sqrt{2} \tilde{C}_0 \gamma^{-1} e^{-c_0 2^{-\alpha \lfloor n/2 \rfloor} \log(n) n^\alpha}.
\]

\[\square\]