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Abstract

Overparameterization and overfitting are common concerns when designing and training deep neural networks, that are often counteracted by pruning and regularization strategies. However, these strategies remain secondary to most learning approaches and suffer from time and computational intensive procedures. We suggest a multiobjective perspective on the training of neural networks by treating its prediction accuracy and the network complexity as two individual objective functions in a biobjective optimization problem. As a showcase example, we use the cross entropy as a measure of the prediction accuracy while adopting an \(l_1\)-penalty function to assess the total cost (or complexity) of the network parameters. The latter is combined with an intra-training pruning approach that reinforces complexity reduction and requires only marginal extra computational cost. From the perspective of multiobjective optimization, this is a truly large-scale optimization problem. We compare two different optimization paradigms: On the one hand, we adopt a scalarization-based approach that transforms the biobjective problem into a series of weighted-sum scalarizations. On the other hand we implement stochastic multi-gradient descent algorithms that generate a single Pareto optimal solution without requiring or using preference information. In the first case, favorable knee solutions are identified by repeated training runs with adaptively selected scalarization parameters. Preliminary numerical results on exemplary convolutional neural networks confirm that large reductions in the complexity of neural networks with negligible loss of accuracy are possible.
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1. Introduction

1.1. Motivation

Deep neural networks (DNNs) use an immense number of parameters and therefore require powerful computer hardware during operation, and even more so for the initial training of the network. As a consequence, they become impractical when only limited hardware resources and/or time are available. Furthermore, with a large number of weights and nodes there is an increasing risk of overfitting. In addition to the neural network’s parameters, many other components and hyperparameters are to be selected and fine-tuned when designing and training neural networks, e.g., the type of layers, the batch size, the amount of dropout or the regularization and the learning rate. This pre-training processes also account for a large part of extra costs of training neural networks, which increases with its number. Neural network training thus has to compromise between at least two conflicting goals: On one hand, the prediction accuracy should be as high as possible (which usually asks for many network parameters and sophisticated hyperparameter settings), while on the other hand, the network complexity should be as low as possible and the training should require a minimum number of parameters. Network pruning methods are an effective approach to limit overparameterization of DNNs and to reduce the complexity of the network. Pruning removes edges
Figure 1: Towards efficient and sparse network architectures.

(weights), nodes (neurons) or even feature maps (filters) from the network according to their importance. Figure 1 illustrates the desired transformation from highly complex and dense networks to efficient and sparse network designs. Removing parts of the network reduces the required storage capacity and speeds up the inference time of the network (response time). Compared to initializing the search already with small networks, training and pruning of complex network structures often yields a better performance. This is reported in several recent studies, see, e.g., Li et al. [35] and He et al. [24]. For the success of network pruning the hyperparameter setup, including how much regularization is applied, plays a crucial role. To shorten the time-consuming search for promising hyperparameter values in general, automated recognition algorithms are suggested, e.g., by Domhan et al. [12]. As pruning can be seen as a learning of the network architecture used for the actual learning process, it also relates to the concept of metalearning. The following section reviews the related literature.

In this paper, we take a biobjective perspective on network training and consider the network complexity as an equitable objective function rather than as a regularization term. We argue that this is the basis for a thorough analysis of the trade-off between prediction accuracy on one hand and network complexity on the other hand, and it supports the selection of preferable network architectures. We use the cross entropy as a classical loss function to model the prediction accuracy. In order to minimize network complexity, we assess the relevance of individual weights in dense layers and apply pruning during the actual training procedure. Since the relevance of individual weights has been shown to be correlated to their absolute values, see, e.g., Mummadi et al. [41], we use the $l_1$-norm of the weight vector as an efficiently computable second training objective. Our goal is to guide the search towards weight values that are closer to zero. At fixed intervals during the training, weights that fall below a threshold value are tentatively pruned in order to strengthen the regularizing effect of the $l_1$-objective function.

In order to analyze the pros and cons of this multiobjective perspective on neural network training, we adopt and combine a variety of different strategies commonly used in multiobjective optimization and/or machine learning. Crucial components are (i) the implementation of the second, complexity-related objective function, and (ii) the approximation of the most promising Pareto optimal solutions of the biobjective problem. While (i) involves a sophisticated combination of complexity assessment (realized through an $l_1$-objective) and pruning (realized by an intra-training strategy), we adopt both a weighted sum approach and a variant of a stochastic multi-gradient descent algorithm for (ii). In the weighted sum approach we particularly analyze the influence of the constant weighting parameter. Thereby we are interested in those weightings of the two objectives for which a knee solution is found.

The actual training is implemented based on variants of a single-objective stochastic gradient descent (SGD) algorithm (see Robbins and Monro [43] for an early reference and Bottou [5] for its application in machine learning) and of its multiobjective counterpart, a stochastic multi-gradient descent (SMGD) algorithm suggested by Liu and Vicente [36]. We compare vanilla implementations of SGD and SMGD with their respective variants including adaptive moment estimation (Adam) by Kingma and Ba [29] and root mean square propagation (RMSProp) by Tieleman and Hinton [47], respectively. A short review of these optimizers is given in Section 3. All optimizers are compared and analyzed in relation to the chosen learning rate and other hyperparameters used. To demonstrate the
efficiency of our intra-training pruning strategy, we limit ourselves to image classification problems and focus on the structural design of dense layers in convolutional neural networks (CNNs).

The main advantage of this novel approach can be seen in the fact that the network quality and the network architecture are optimized consistently and simultaneously. This is highly efficient and saves significant amounts of time and computing costs. Our pruning strategy does not require any fine tuning before or after the training while reaching a reduction of almost 99% in nonzero weights, for example, in a dense layer of the CNN model for training on the image classification dataset CIFAR10 by Krizhevsky [30]. The resulting networks are sparse and can be evaluated efficiently. They are thus suitable for different types of limited hardware devices including, e.g., embedded systems. To the best of our knowledge, these are the first results using SMGD for a Keras [8] neural network architecture which considers regularization as a second objective function. It is based on custom implementations adapted from the Keras SGD, Adam and RMSProp methods and the SMGD algorithm suggested by Liu and Vicente [36]. Furthermore, the combination of pruning with a biobjective training approach compromising between loss and regularization has not been investigated before.

1.2. Related Research

Many methods have been developed to deal with the problem of overparameterization in DNNs and in particular CNNs. Examples include weight quantization [3, 26], knowledge distillation [25, 46] and network pruning [2, 20]. Network pruning has received by far the most attention and can be traced back to the 1990s when optimal brain damage [34] and optimal brain surgeon [22] were investigated. Both use second derivative information to assess the increase in the loss function of the network when a single weight is set to zero. In this way, the Hessian of the loss function is used to guide weight pruning, see also [37] for a discussion.

Further published methods are often based on complex pruning criteria which decide which weight, neuron or filter is set to zero. Examples are the Hessian of the loss function used in LeCun et al. [32], the first and second-order Taylor expansions needed in Molchanov et al. [40] or the entropy calculated in Ng et al. [42]. Their evaluation requires a significant part of the additional calculation costs, most of them at least in the order of a gradient computation as analyzed by Yeom et al. [52]. Consequently, the effort to find the most relevant connections in the network before or after the actual training is enormous, not to mention the often time-consuming search for suitable hyperparameter settings. This is in contrast to the paradigm of automatic network architecture design, which is denoted as automated machine learning (AutoML). Simpler pruning criteria for individual weights have been established which include approaches based on the $l_1$-norm of weights, see, e.g., [20, 50].

Pruning methods can be categorized w.r.t. two different pruning strategies. In structured pruning neurons or entire filters (i.e., complete substructures of the network) are removed, see, e.g., [23, 31, 41]. In contrast to this, unstructured pruning aims at removing individual weights that are labeled as less relevant, see, e.g., [2, 50, 53, 54]. The two approaches usually lead to quite different types of weights: While in the first case, pruning neurons or feature maps implies that complete tensors are dropped, resulting in dense weight vectors of reduced dimension, pruning single edges in the latter case leads to sparse weight vectors that retain the original dimension.

Most of the approaches use pruning in a-priori learning strategies that aim at finding a best possible starting architecture. This is called the winning ticket in [15]. It can also be integrated during or after the training, some approaches even prune and retrain the weights many times [21]. In most cases, weights or neurons which have been set to zero once during the training will be excluded from further consideration, which is referred to as hard pruning [21]. A soft pruning approach is suggested, e.g., in [18] where pruned weights might exceed a given threshold value later during the training and are hence reconsidered during the remaining training steps. It can be observed that

\footnote{The python code to follow up and reproduce our results can be found at: https://github.com/malena1906/Pruning-Weights-with-Biobjective-Optimization-Keras}
many pruning approaches increase the overall training time as a result of costly a-priori training and/or a-posteriori fine tuning, see, e.g., [15, 21]. Moreover, recent papers question the efficiency of pruning methods and disprove the efficiency of the winning ticket architecture by varying the learning rate in structured pruning methods, see, e.g., [37]. Other authors interrelate network pruning with adversarial attacks [17, 51]. It was empirically shown in [19] that sparse models resulting from unstructured pruning lead to a higher robustness against adversarial attacks. Common to all approaches is that the relative importance of the pruning criterion has to be set manually depending on the given training data, the network architecture and the remaining hyperparameters.

Considering the network complexity as an equitable second optimization goal in a biobjective optimization model (rather than as a regularization term) is not new, see, e.g., [27, 28, 11, 48] and [10], in which evolutionary algorithms are used. However, these methods usually use time-consuming a-priori procedures and are not yet well established in the machine learning community. In order to improve the performance of multiobjective training approaches we suggest to use a simple and efficient $l_1$-objective as a second optimization criterion that guides the pruning process. A similar approach was suggested in [38], where pruning is an integral part of the network training, however, without considering regularization as a method to guide the pruning process. While we aim at reducing both the cost of training and of inference, [38] focuses primarily on reducing the cost of the training. Integrating pruning in the training process is also suggested for structured pruning by [49]. To the best of our knowledge, [36] is the only reference that extends SGD to multiobjective optimization. However, their SMGD algorithm has not yet been used for a biobjective neural network training with conceptually different objective functions, nor for training in a Keras and Tensorflow environment.

1.3. Contribution and Structure of the Paper

The main contributions of this paper are (i) a consistent multiobjective perspective on two conflicting training goals in machine learning, (ii) a thorough review, implementation and testing of stochastic gradient descent algorithms in the context of multiobjective optimization, (iii) an intra-training pruning strategy to reinforce the reduction of the complexity of neural networks, and (iv) a novel stochastic dichotomic search approach to approximate favorable knee solutions on the Pareto front that is tailored for problems with fundamentally different objectives and when scalarized subproblems can not be guaranteed to yield globally optimal solutions.

The remainder of this paper is organized as follows: In Sections 2 and 3 we present the general modelling assumptions and the theoretical background. In Section 2 we take a multiobjective view on the trade-off between prediction accuracy and network complexity, and in Section 3 the underlying methods and optimization techniques from machine learning are reviewed. Novel intra-training pruning strategies that are based on the biobjective re-interpretation of the regularized loss function are presented in Section 4. Moreover, approaches for finding knee solutions of the Pareto front of the biobjective model are discussed in Section 5. In Section 6 our numerical experiments are presented. All experiments are based on two widely used network architectures and datasets from image classification, namely MNIST [33] and CIFAR10 [30]. We document the experiments for three different pruning methods and compare the success of pruning in dependence of different optimizers. The advantages and disadvantages of the stochastic multi-gradient optimization methods are illustrated and different approaches for approximating the Pareto front are compared. Finally, we summarize our results in Section 7 and mention future research directions.

2. A Multiobjective View on Training Neural Networks

Classical objective (loss) functions in machine learning, for example, the cross entropy loss, the mean squared error or the log likelihood function, solely measure the performance of the neural network on the training data and are used to represent the prediction accuracy of the network. Prediction accuracy is defined as the ratio of the number of correct predictions to the total number
of predictions. We exemplarily consider the cross entropy loss function for classification problems, which is to be minimized. For an arbitrary but fixed class (i.e., a fixed output category) the cross entropy is given by

$$E_{CE}(w, y^d) = -\frac{1}{M} \sum_{i \in S^d} y^d(i) \cdot \log(y(i)).$$  

Here, $S^d$ denotes the index set of $M := |S^d|$ training samples $(x^d(i), y^d(i)), i \in S^d$. Moreover, $y^d(i)$ denotes the given correct binary classification of the $i$-th sample $x^d(i)$, i.e., $y^d(i) = 1$ if the $i$-th sample is in the considered class and $y^d(i) = 0$ otherwise. Corresponding to this, $y(i) \in (0, 1)$ is the probability determined by the network for the $i$-th sample being in the considered class. Assuming a predetermined network structure, these probabilities depend on the decision variables $w \in \mathbb{R}^N$ (weights of the neural network) and that $y^d$ is defined on a probability space (with probability measure independent of $w$) for which we assume that i.i.d. samples can be observed and generated.

We refer to [16] for a more detailed and comprehensive introduction to neural networks.

Typically, DNNs with large degrees of freedom achieve excellent prediction accuracies w.r.t. the training data (denoted by $(x^d, y^d)$). However, the generalization, i.e., the performance on test data (denoted by $(x^t, y^t)$), is often unsatisfactory due to overfitting. Overfitted models are also prone to adversarial attacks and thus their applicability is limited, see, e.g., [19]. Indeed, we usually do not only aim at an excellent performance on the training data, but rather envisage a versatile network that generalizes well to various datasets whose characteristics are not necessarily known beforehand.

An effective approach to avoid overfitting is to extend the loss function by a regularization term that, for example, penalizes large weights and/or minimizes the number of nonzero weights, thus trying to reduce the network complexity. The regularized objective function can then be written as

$$J^R_{\lambda}(w, y^d) = E(w, y^d) + \lambda \cdot \Omega(w)$$

with a loss function $E$ and a regularization term $\Omega$ that measures the complexity of the network. The regularization hyperparameter $\lambda > 0$ in (2) reflects the relative importance of regularization and is of central importance for the quality of the trained network. Examples for regularization terms are the weight decay ($l_2$-regularization)

$$\Omega_{l_2}(w) = \frac{1}{2} \sum_{n=1}^{N} w_n^2,$$  

the sum of absolute values of weights ($l_1$-regularization)

$$\Omega_{l_1}(w) = \sum_{n=1}^{N} |w_n|,$$  

and the number of nonzero weights ($l_0$-regularization)

$$\Omega_{l_0}(w) = \sum_{n=1}^{N} \delta(w_n),$$

with $n$ being an index summing over all weights of the neural network, and $\delta(w_n) = 1$ if and only if $w_n \neq 0$. Observe that the $l_0$-regularization $\Omega_{l_0}$ is only piece-wise differentiable on intervals on which it has a constant value, i.e., its gradient is zero. Consequently, $\Omega_{l_0}$ can not directly be included as a regularization term in a gradient-based training approach.

In the following, we re-interpret the loss function and the regularization function as two independent training goals. The regularization hyperparameter $\lambda$ then reflects the trade-off between
prediction accuracy and network complexity. In other words, we want to **simultaneously** optimize the prediction accuracy and the network complexity in a biobjective model

\[
\min_{w \in \mathbb{R}^N} J(w, y^d) = (J_1(w, y^d), J_2(w)) = (E(w, y^d), \Omega(w)).
\]  

(6)

Using mathematical methods of multiobjective optimization now offers a new perspective on neural network training and thus paves the way for an adaptive decision support tool for preferable network architectures.

Fig. 2 illustrates one possible outcome vector in the objective space of problem (6). Assuming that the training data \((x^d, y^d)\) is given and fixed, a weight vector \(\bar{w} \in \mathbb{R}^N\) is called **Pareto optimal** if and only if

\[ \nexists w \in \mathbb{R}^N : J(w, y^d) \leq J(\bar{w}, y^d), \]

i.e., there is no \(w \in \mathbb{R}^N\) such that \(E(w, y^d) \leq E(\bar{w}, y^d)\) and \(\Omega(w) \leq \Omega(\bar{w})\), where at least one of these two inequalities is strict. The corresponding image \(J(\bar{w}, y^d)\) is then called **nondominated**. Thus, Pareto optimal weight vectors are such weight vectors that can not be improved w.r.t. both objective functions, \(E\) and \(\Omega\), simultaneously. Note that the outcome vector \(J(\bar{w}, y^d)\) illustrated in Fig. 2 is nondominated if and only if the cone \(J(\bar{w}, y^d) - \mathbb{R}^2\) does not contain any other feasible outcome vector. We refer to [13] for a comprehensive introduction to multiobjective optimization.

**Figure 2:** Illustration of the outcome \(J(\bar{w}, y^d) \in \mathbb{R}^2\) of a particular weight \(\bar{w}\) in the objective space of problem (6).

An approximation of the **Pareto front**, i.e., the set of all nondominated outcome vectors in the objective space, provides trade-off information and supports the network developer in selecting a most preferred network architecture. Algorithmically this can be realized, for example, by using evolutionary multiobjective optimization (EMO) algorithms, see e.g., [27], with the disadvantage of possibly very high training costs depending on the size of the network and the training data. A simple and efficient alternative is the successive solution of parametric scalarizations, e.g., the weighted sum scalarization, which is given by an unconstrained single-objective optimization problem

\[
\min_{w \in \mathbb{R}^N} J_\lambda(w, y^d) = (1 - \lambda) \cdot E(w, y^d) + \lambda \cdot \Omega(w)
\]

(7)

with a weighting parameter \(\lambda \in [0, 1]\). It is well known that an optimal solution of a weighted sum scalarization (7) with \(\lambda \in (0, 1)\) is always Pareto optimal. Under convexity assumptions the weighted sum scalarization also guarantees to generate all Pareto optimal solutions by variation of the weighting parameter \(\lambda \in [0, 1]\).

Note that problems (2) and (7) are closely related. Indeed, minimizing the regularized objective function (2) with a fixed regularization hyperparameter \(\hat{\lambda} > 0\) is equivalent to minimizing the weighted sum scalarization (7) with weighting parameter \(\lambda = \frac{1}{1 + \hat{\lambda}}\). Conversely, every weighted sum scalarization (7) with a fixed weighting parameter \(\hat{\lambda} \in [0, 1]\) can be equivalently formulated using
a regularized objective function (2) with regularization hyperparameter $\bar{\lambda} = \frac{\lambda}{1-\lambda}$, while this is not possible when $\lambda = 1$. However, this difference is not important in the context of neural network training since minimizing $\Omega(w)$ without considering a loss function $E(w, y^d)$ usually leads to collapsed networks (with all weights equal to zero) which is not meaningful. As a consequence, regularization can be interpreted as a particular weighted sum scalarization of the biobjective problem (6), and hence an optimal solution of problem (2) is always Pareto optimal for the biobjective problem (6). We argue that the bijective perspective supports the analysis of the trade-off between the weighting parameter $\lambda$. Moreover, it opens the door for using other scalarizations that can potentially find solutions on non-convex parts of the Pareto front.

One may observe a Pareto front forming a sharp knee, a point on the Pareto front, where the trade-off significantly changes, see, e.g., [9]. Such knee points are interesting since they often provide good compromise solutions, i.e., in our case they achieve a relatively high prediction accuracy with a relatively small number of nonzero weights.

In the following, we focus on a particular choice for $E$ and for $\Omega$, namely the cross entropy $E = E_{CE}$, see (1), and the $l_1$-regularization $\Omega = \Omega_{l_1}$, see (4). To reduce the number of nonzero weights we combine $l_1$-regularization with an intra-training pruning strategy which is described in detail in Section 4.

However, the concept is generally applicable and can also be implemented with other choices for the loss function $E$ and the regularization function $\Omega$.

3. Stochastic Gradient Descent Algorithms used in ML

3.1. Stochastic Gradient Descent and Extensions

We first consider the single-objective optimization problem (7) with loss function $J_1(w, y^d) = E(w, y^d)$ and regularization $J_2(w) = \Omega(w)$. The stochastic gradient descent (SGD) algorithm, suggested already in 1951 by Robbins and Monro [43], is probably the most popular and widely used optimization algorithm in machine learning. It avoids the high computational cost of computing the true gradient $\nabla_w J_1(w, y^d)$ of the loss function $J_1(w, y^d)$ (which grows with the size of the sample vector $y^d$) by considering only one – or a mini-batch of – randomly chosen sample(s) from $y^d$ to approximate $\nabla_w J_1(w, y^d)$ in each iteration. When only one sample $i \in S^d$ is randomly chosen, then the stochastic gradient of a loss function of the form $J_1(w, y^d) = \frac{1}{m} \sum_{i \in S^d} J_1(w, y^d(i))$ is defined as

$$g(w, y^d) = \nabla_w J_1(w, y^d(i)).$$

Similarly, for a mini-batch, i.e., for a random subset $P \subset S^d$ with batch size $p = |P| \leq M$, it is given by

$$g(w, y^d) = \frac{1}{p} \sum_{i \in P} \nabla_w J_1(w, y^d(i)). \tag{8}$$

In combination with stochastic gradients the gradient descent algorithm becomes very efficient and useful for large-scale optimization. Note that the regularization objective $J_2(w) = \Omega(w)$ does not depend on the training data, and hence its true gradient $\nabla_w J_2(w)$ can usually be computed efficiently. The use of mini-batches is motivated by the fact that only the expectation of the stochastic gradient is a descent direction for a loss function at a given solution $w$ and the performance of the algorithm is sensitive to the variance of the stochastic gradient. Other variance reduction techniques are discussed, e.g., in [6].

To simplify the notation, we denote the weight vector of the $k$-th iteration by $w^k$ and the stochastic gradient (8) at $w^k$ by $g^k := g(w^k, y^d)$. Furthermore, let $w^0$ denote the (randomly chosen) initial weight vector and let the sequence of learning rates (i.e., step sizes) be given by $(\lambda_k)_{k \in \mathbb{N}}$. A typical stopping criterion in machine learning is the number of epochs $\kappa$ that counts how often each training sample is taken into account. Note that the batch size and the size of the training data hence defines
the number of iterations in each epoch as the random choice in the stochastic gradient computation is implemented without replacement. The complete SGD algorithm is summarized in Algorithm 1 for the minimization of a loss function \(J_1\). An extension to handle weighted sum objectives (7) is immediate. We refer to [44] for a convergence analysis.

Algorithm 1: (Mini-batch) Stochastic Gradient Descent (SGD)

**Input:** Training objective \(J_1\), training data \(S^d\), learning rate sequence \((t_k)_{k \in \mathbb{N}}\), random initial weights \(w^0\), stopping criterion, batch size \(p\), \(k = 0\)

**Output:** Trained model parameters \(w^*\)

1 repeat
2 \(S \leftarrow S^d;\)
3 \hspace{1em} while \(|S| \geq p\) do
4 \hspace{2em} randomly choose \(P \subseteq S\) with \(|P| = p;\)
5 \hspace{2em} \(g^k \leftarrow \frac{1}{p} \sum_{i \in P} \nabla w J_1(w^k, y^d(i));\)
6 \hspace{2em} for \(n \in \{1, \ldots, N\} \) do
7 \hspace{3em} \(w^{k+1}_n \leftarrow w^k_n - t_k \cdot g^k_n;\)
8 \hspace{3em} \(k \leftarrow k + 1;\)
9 \hspace{2em} \(S \leftarrow S \setminus P;\)
10 until stopping criterion;

Most frequently, a constant learning rate \(t_k = c \in (0, 1]\) (for all \(k\)) is used in neural network training. However, it is often advisable to integrate a decreasing (or oscillating) sequence of adjustable learning rates. We refer to a predefined sequence of decreasing learning rates as a learning rate schedule (LRS). The Keras library [8] comes with a time-based LRS which is controlled via a decay hyperparameter. Then the learning rate in iteration \(k\) is computed using the formula

\[
t_k = t_0 \cdot \frac{1}{1 + \text{decay} \cdot k}.
\] (9)

In addition, the SGD implementation of Keras offers the possibility to use a momentum term. In this case it requires an additional momentum hyperparameter \(M_O\). Then the momentum \(v^k\) in iteration \(k\) is recursively calculated, starting from the initial value \(v^0 = 0\), as

\[
v^k = v^{k-1} \cdot M_O - t_k \cdot g^k,
\]

and the weight update in line 7 of Algorithm 1 changes to

\[
w^{k+1} \leftarrow w^k + v^k.
\] (10)

SGD with momentum usually converges faster than the standard algorithm. Indeed, the momentum method helps to follow prevalent descent directions and reduces oscillation caused by the variance in the stochastic gradients. Therefore, we can use a higher learning rate when using momentum. A typical choice for the decay is 0.01. For the momentum hyperparameter it is recommended to choose \(M_O \in [0.5, 0.9]\).

Several variants and extensions of vanilla SGD implementations are available. Popular examples are the RMSProp [47] and the Adam [29] optimizer. The differences between these variants relate to the calculation of the weight updates which also influence the effect of the learning rates during the training. To better understand their generalization towards solving multiobjective problems, i.e., SMGD algorithms, some more details are described below.

The central idea of RMSProp is to use moving averages of the squared components of the stochastic gradients to scale the step lengths, which helps to smoothen the search and again avoids overly large oscillations of the lengths of the actual steps. In this context, the (overall) step size can be
interpreted as an adaptive learning rate that changes over time. To implement the RMSProp algorithm in the context of the vanilla SGD algorithm (Algorithm 1), the following line has to be added directly after line 6 of Algorithm 1:

$$\text{mov}^k ((g_n^k)^2) = \beta \cdot \text{mov}^{k-1} ((g_n^{k-1})^2) + (1 - \beta) \cdot (g_n^k)^2,$$

(11)

where $\beta \in (0, 1)$ is a hyperparameter that balances between the current and the previous iteration. Then line 7 of Algorithm 1 changes to

$$w_{n+1}^{k} \leftarrow w_n^k - \frac{t_k g_n^k}{\sqrt{\text{mov}^k ((g_n^k)^2)}},$$

(12)

Note that using a momentum hyperparameter of $M_O$ in the vanilla SGD actually has a similar effect.

The optimization algorithm Adam is based on adaptive estimates of first and second order moments of the stochastic gradients. In this way, individual learning rates are calculated for each component $w_n^k$ of the weight vector $w^k$ (in iteration $k$). Adam uses squared components of the stochastic gradients like RMSProp to scale the learning rate and uses momentum with moving averages of the gradient. Consequently, it can be interpreted as a combination of RMSProp and SGD with momentum, and it is similar to SGD when both momentum and learning rate schedules are applied. A specific advantage of Adam is that the magnitudes of the updates of the weights are invariant to a re-scaling of the stochastic gradient. Moreover, the learning rates are limited by the step size hyperparameter which implies an implicit annealing of the learning rate when updating the weights. In the vanilla SGD algorithm (Algorithm 1) this requires the following extensions after line 5:

$$m_n^k = \beta_1 \cdot m_{n-1}^k + (1 - \beta_1) \cdot g_n^k$$

$$v_n^k = \beta_2 \cdot v_{n-1}^k + (1 - \beta_2) \cdot (g_n^k)^2$$

$$\hat{m}_n^k = \frac{m_n^k}{1 - (\beta_1)^k}$$

$$\hat{v}_n^k = \frac{v_n^k}{1 - (\beta_2)^k},$$

(13)

where $\beta_1, \beta_2 \in (0, 1)$ and $\epsilon = 10^{-7}$ (to avoid dividing by zero). Line 7 of Algorithm 1 then changes to

$$w_{n+1}^{k} \leftarrow w_n^k - t_k \cdot \frac{\hat{m}_n^k}{\sqrt{\hat{v}_n^k} + \epsilon}.$$  

(14)

We refer to [6] for a more detailed introduction to single objective descent algorithms used for neural network training.

3.2. Stochastic Multi-Gradient Descent and Extensions

Instead of first converting the biobjective problem (6) into one (or a series of) single-objective scalarizations, e.g., using weighted sum scalarizations (7), we now consider a multiobjective gradient descent algorithm for neural network training.

Deterministic multiobjective gradient descent algorithms were first introduced by [14]. Starting from an initial solution, the idea is to iteratively move into directions that are steepest common descent directions, and hence descent directions for all objective functions. For an unconstrained and continuous problem, the algorithm terminates with a stationary point (a local Pareto optimal solution) when no such direction exists. Multiobjective gradient descent algorithms do not require any preference information and generally converge quickly (under appropriate assumptions) to one local Pareto optimal solution. However, guiding the search towards specific regions of the Pareto front without prior knowledge (e.g., towards a knee solution) is generally difficult.
An extension of this method to problems where, rather than true gradients, only stochastic gradients can be efficiently computed was suggested in [36]. The stochastic multi-gradient descent (SMGD) algorithm is based on earlier works by [7] and [39]. Liu and Vicente [36] provide a convergence analysis that is similar to that for the SGD algorithm. They specifically apply the SMGD algorithm for the detection of dependencies in training data sets, but actually not for neural network training itself.

The SMGD algorithm is defined for general multiobjective optimization problems of the form
\[
\min_{w \in \mathbb{R}^N} J(w, y^d) = (J_1(w, y^d), \ldots, J_q(w, y^d)),
\]
where \( q \geq 2 \) denotes the number of objective functions. In our case, we have \( q = 2 \) and the second objective function \( J_2(w, y^d) = J_2(w) = \Omega(w) \) does not depend on the training data. As a consequence, the stochastic gradient \( g_2(w, y^d) = \nabla_w J_2(w) \) of \( J_2 \) coincides with the true gradient and can be efficiently computed. To keep the notation simple when describing the SMGD algorithm, we will nonetheless refer to both gradients as “stochastic gradients” and adopt the notation \( J_j(w, y^d) \) and \( g_j(w, y^d), j = 1, 2 \). Similar to Section 3.1 we abbreviate \( g^k = g(w^k, y^d) \) and \( g^k_j = g_j(w^k, y^d) \). A common stochastic descent direction in iteration \( k \) is then determined as a weighted sum of the individual stochastic gradients
\[
g^k = \sum_{j=1}^{q} \lambda^k_j \cdot g^k_j,
\]
however, not with fixed weighting parameters as in a weighted sum approach but rather with variable weighting parameters \( \lambda^k \in \mathbb{R}^q_+; \sum_{j=1}^{q} \lambda^k_j = 1 \), that are selected such as to obtain a steepest common descent direction in each iteration. Note that when \( q = 2 \) we equivalently set \( \lambda_2 = \lambda \) and \( \lambda_1 = 1 - \lambda \) with only one weighting parameter \( \lambda \in [0, 1] \), see (7).

The steepest common descent direction is determined by computing the weighting parameters \( \lambda^k \) in iteration \( k \) as an optimal solution of a convex quadratic optimization subproblem, i.e.,
\[
\lambda^k = \arg \min_{\lambda^k} \left\| \sum_{j=1}^{q} \lambda^k_j g^k_j \right\|^2 \quad \text{s.t. } \lambda \in \left\{ \lambda \in \mathbb{R}^q; \sum_{j=1}^{q} \lambda^k_j = 1, \lambda^k_j \geq 0, \forall j \in \{1, \ldots, q\} \right\}.
\]

For a more detailed derivation and theoretical foundation of stochastic multi-gradient descent we refer to [36].

The vanilla SMGD algorithm formulated in Algorithm 2 can now be extended similar to the vanilla SGD algorithm given in Algorithm 1 in order to improve the training results. We suggest two such variants of SMGD, namely a multiobjective RMSProp optimizer (MRMSProp) and a multiobjective Adam optimizer (MAdam). Note that in our case the two objective functions \( J_1 = \text{CE} \) and \( J_2 = \text{RMSE} \) are fundamentally different, which will become apparent in the numerical tests presented in Section 6. To avoid the risk that one of the objectives consistently overrides the other, we hence suggest to compute the moving averages \( \text{mov}^k_j, j = 1, \ldots, q \) for the MRMSProp algorithm according to (10) independently for each of the \( q \) objective functions and combine them using the weights \( \lambda^k \) only when updating the weight vector according to (12). Similarly, we suggest to compute the estimates of the first and second moment for the MAdam optimizer according to (13) independently for each objective function and combine them using the weights \( \lambda^k \) only for the weight update according to (14). As a consequence, the two goals of minimizing the prediction error and minimizing the network complexity are treated equivalently in our setting.

4. Unstructured and Soft Intra-Training Pruning

To reinforce the effect of the second objective function \( J_2(w) = \text{RMSE}(w) \) descent steps are complemented by an associated intra-training pruning (ITP) strategy. Thereby, we focus on the weights
Algorithm 2: (Mini-batch) Stochastic Multi-Gradient Descent (SMGD)

**Input:** Training data $S^d$, learning rate sequence $(t_k)_{k \in \mathbb{N}}$, random initial weights $w^0$, stopping criterion, batch size $p$, set $k = 0$

**Output:** Trained model parameters $w^*$

1. **repeat**
   2. $S \leftarrow S^d$;
   3. **while** $|S| \geq p$ **do**
   4. randomly choose $P \subset S$ with $|P| = p$;
   5. $g^k_j \leftarrow \frac{1}{p} \sum_{i \in P} \nabla w J_j(w^k, y^d(i)) \; \forall j \in \{1, \ldots, q\}$;
   6. solve the subproblem (15) to obtain $\lambda^k \in \mathbb{R}^q$;
   7. $g^k \leftarrow \sum_{j=1}^q \lambda^k_j \cdot g^k_j$;
   8. **for** $n \in \{1, \ldots, N\}$ **do**
   9. $w_{n+1}^k \leftarrow w_n^k - t_k \cdot g_n^k$;
   10. $k \leftarrow k + 1$;
   11. $S \leftarrow S \setminus P$;
   12. **until** stopping criterion;

of the dense layers of the neural network. Such pruning approaches are referred to as *unstructured* pruning. Weight pruning is motivated by the observation that small weights have only a limited impact on the prediction accuracy of the neural network. By setting all weights to zero as soon as their absolute value falls below a predetermined *threshold value* $\tau > 0$, the corresponding edges are removed from the neural network which helps to reduce the network complexity. In our approach pruning is directly incorporated in the training and is guided by the second objective function $\Omega_{l_1}(w)$.

We compare two different variants of the ITP strategy, namely batchwise and epochwise pruning, with after training pruning where only one single pruning step is applied after the neural network is fully trained. The most promising pruning strategy is then selected to be used as a baseline when comparing other algorithmic components. Note that we already start with a sparse initialized weight matrix in all pruning approaches, i.e., there is already one pruning step before the training starts.

In *batchwise* pruning, pruning is applied after each batch, while in *epochwise* pruning, a pruning step is performed after each epoch. In our implementation we use Keras callback functions to update the weight matrices of all dense layers. As ITP always ends with a pruning step after the network is totally trained, these methods can be seen as extensions of after-training pruning. It is important to note that in our approach, in contrast to, e.g., [21], pruned weights are set to zero but do not necessarily stay fixed at zero. Depending on the subsequent iterations weights may exceed the threshold and become relevant again. Hence, our strategy belongs to the class of *soft* pruning methods. Thereby pruning is an integral part of the training and thus there is no need for a recovery phase as suggested by [55], or other fine tuning methods.

We argue that when using ITP then the network learns that weights will be pruned if they become too small. The iterative pruning of small weights leads to an increasing number of zero weights. In general, not all zero weights are restored to values above the threshold level in subsequent iterations since this would significantly deteriorate the $l_1$-regularization term as stated in [38]. Consequently, a smaller number of non-zero weights has to retain the information. It turns out that to a certain degree this is indeed possible without significantly deteriorating the prediction accuracy. This is confirmed by the numerical experiments presented in Section 6.

A careful choice of the pruning threshold is important when fine-tuning the pruning strategy. Indeed, this hyperparameter also trades-off between prediction accuracy and network complexity. Our tests, however, show that fixed moderate threshold values in combination with varying weighting parameters for the $\Omega_{l_1}$ objective function effectively control the number of nonzero weights. While previous approaches search for an appropriate penalty value, making it expensive to include pruning
from the beginning of the training, we fix this threshold beforehand. In our tests the threshold value varies between $\tau = 0.001$ and $\tau = 0.002$. Moreover, we observed that the learning rate has a strong impact on the pruning ratio and on the possibility that an individual weight exceeds the given threshold after being once set to zero.

5. Finding Knee Solutions

Knee solutions on the Pareto front are particularly interesting since they often realize a favorable trade-off between the considered objective functions. When training neural networks w.r.t. the two conflicting goals $J_1(w, y^d) = E_{CE}(w, y^d)$ (measuring prediction accuracy) and $J_2(w) = \Omega_l(w)$ (measuring network complexity) we observed pronounced knee solutions. Indeed, it turns out that a large number of weights can be set to zero without loosing much prediction accuracy. An automatic detection of such knee solutions is highly desirable, particularly when aiming at AutoML approaches.

However, SMGD methods like MAdam and MRMSProp as introduced in Section 3 are designed for a fast convergence towards the Pareto front, no matter where. Preference information can hardly be incorporated so that it is extremely unlikely that the final outcome is close to a knee solution (unless the methods are initialized with weights $w^0$ that are already close to a knee). This can also be observed in our numerical experiments, see Section 6.

In order to nonetheless approximate knee solutions we develop scalarization-based approximation algorithms, namely a stochastic dichotomic search and a bisection search algorithm. Both methods aim at an efficient and automatic identification of weighting parameters (i.e., trade-offs) of the weighted sum scalarization (7) that lead to knee solutions.

The methods are developed to cope with the following challenges: (i) the (scalarized) optimization problems are truly large-scale, (ii) the two objective functions have fundamentally different characteristics (e.g., w.r.t. complexity, scaling, slope, curvature, and number of local minima), and (iii) the scalarized subproblems can generally not be solved to optimality. Indeed, when repeatedly training the same weighted sum scalarization with a single-objective variant of an SGD algorithm, we usually obtain different solutions that may be of largely differing quality. This motivates the introduction of a stochastic component in the usually deterministic selection of weighting parameters in a dichotomic search algorithm [1]: In Algorithm 3 we suggest to make a random choice for the weighting parameter whenever the algorithm gets stuck which is recognized when weighting parameters are chosen too close to each other.

We compare the stochastic dichotomic search method to a simple yet effective bisection search method on the weighting parameters, see, e.g., [4]: Starting from an initial interval of considered weighting parameters, this interval is successively decomposed into sub-intervals of equal size. Relevant intervals for further decomposition are identified by comparing trade-offs.

We remark that both algorithms suffer from the time intensive training, i.e., the calculation of optimized objective values for fixed weighting parameters, as in each case the neural network needs to be re-trained from scratch. To speed up this process only a reduced number of training epochs is used for the training. When an approximation of the Pareto front has been computed with either of these methods, then a knee solution can be identified by comparing trade-offs.

6. Experiments

6.1. Experimental Setup

We validate our approach on the network architecture LeNet-5 [32], a CNN consisting of two convolutional layers followed by three fully connected dense layers. After each convolutional layer the feature maps are subsampled by an average pooling layer. For details see Tab. 1(a). In all layers, except the output layer3, ReLU activation functions are used. In the final dense output layer3, a softmax activation is used on the whole layer to ensure that the output represents a probability distribution with $y(i) \in (0, 1)$ for each output category.
Algorithm 3: Stochastic Biobjective Dichotomic Search

Data: Training data $S^d$, hyperparameter settings for single-objective SGD solver, depth of the search (levels), initial weighting parameters $\lambda_1, \lambda_2 \in [0, 1)$, $\lambda_1 < \lambda_2$, to approximate extremal solutions focusing on $J_1$ and $J_2$, respectively

Result: Trained model parameters $w^*$ approximating a Pareto knee

1 list ← $\{\lambda_1, \lambda_2\}$;
2 cand ← $\emptyset$;
3 for $l \in \text{levels}$ do
   4 for $\lambda \in \text{list}$ do
      5     train with weighted sum objective $J_\lambda$ (possibly with reduced epochs) and add objective vectors to cand;
      6     delete all dominated points in cand;
      7     sort cand by second objective function (in increasing order);
      8     if $l < |\text{levels}|$ then
         9         for $i \in \{2, \ldots, |\text{cand}|\}$ do
            10          diff ← cand($i$) − cand($i - 1$);
            11          $\lambda_{\text{new}}$ ← $\frac{\text{diff}}{|\text{diff}|}$;
            12          if $\exists \hat{\lambda} \in \text{list} : |\hat{\lambda} - \lambda_{\text{new}}| \leq 0.001$ then
                13                  randomly choose $\hat{\lambda} \in [\max\{0.9 \cdot \hat{\lambda}, \lambda_1\}, \min\{1.1 \cdot \hat{\lambda}, \lambda_2\}]$;
                14                  $\lambda_{\text{new}}$ ← $\hat{\lambda}$;
                15                  add $\lambda_{\text{new}}$ to list;
         16          identify the Pareto knee in cand by comparing trade-offs;

In total, LeNet-5 consists of about 60,000 trainable parameters (weights) of which approximately 59,000 weights belong to the dense layers (layer1–layer3). We use $l_2$-regularization (3) in the convolutional layers and $l_1$-regularization (4) for the dense layers to reduce overfitting. While for the convolutional layer the $l_2$-regularization coefficient is fixed to $\lambda = 0.0001$, we interpret the $l_1$-regularization for the dense layers as second objective function and vary the corresponding regularization hyperparameter $\lambda \geq 0$ to analyze its effect on pruning strategies. We train the network on the handwritten digits dataset MNIST [33] which does consist of 60,000 labeled images defining the training data set $(x^d, y^d)$ and additionally 10,000 labeled test images, stored as $(x^t, y^t)$. No additional techniques (like dropout, data augmentation or batch normalization) are applied. In some of our tests we additionally apply momentum, learning rate schedules and/or weight decay as described in Section 3.1. We train the model for $\kappa_{\text{max}} = 30$ epochs and use, unless otherwise stated, the Adam optimizer with hyperparameters set to the default values: $\beta_1 = 0.9, \beta_2 = 0.999$ and $\epsilon = 10^{-8}$ and a constant learning rate of $t_k = 0.001$ for all $k$.

We also examine the performance of ITP using a more complex network and the CIFAR10 dataset for image classification [30]. The dataset consists of 60,000 color images from 10 classes, with 6,000 images per class. The dataset is split into $|S^d| = 50,000$ training data and $|S^t| = 10,000$ test data. The adapted VGG-like architecture [45] is defined by six convolutional layers and one final denselayer, see Tab. 1(b). Note that, for simplicity, only the layers including parameters are mentioned in the table. Additionally, there is a max pooling layer after each batch normalization layer. All convolutional layers use exponential linear units (ELU) as activation functions, while the final denselayer uses softmax activation. In total, the VGG-like network consists of about 300,000 trainable weights of which about 20,000 belong to the final denselayer. We also use $l_2$-regularization with fixed coefficient $\bar{\lambda} = 10^{-6}$ on the convolutional layers and interpret the $l_1$-regularization on the denselayer as second objective function and vary the corresponding regularization hyperparameter $\lambda \geq 0$.

Since the CIFAR10 data set is considerably more complex than the MNIST data set we addi-
Table 1: LeNet-5 and VGG-like network architecture.

| Layer (type)            | Output Shape   | # Param |
|-------------------------|----------------|---------|
| conv2d_29 (Conv2D)      | (None, 26, 26, 6) | 60      |
| average_pooling2d_29    | (None, 13, 13, 6) | 0       |
| conv2d_30 (Conv2D)      | (None, 11, 11, 16) | 880     |
| average_pooling2d_30    | (None, 5, 5, 16)  | 0       |
| flatten_1 (Flatten)     | (None, 400)     | 0       |
| layer1 (Dense)          | (None, 120)     | 48120   |
| layer2 (Dense)          | (None, 84)      | 10164   |
| layer3 (Dense)          | (None, 10)      | 850     |
| **Total params:**       | **60,074**      |         |
| **Trainable params:**   | **60,074**      |         |
| **Non-trainable params:** | **0**          |         |

| Layer (type)            | Output Shape   | # Param |
|-------------------------|----------------|---------|
| conv2d_1 (Conv2D)       | (None, 32, 32, 32) | 896     |
| batch_normalization_1    |                 | 128     |
| conv2d_2 (Conv2D)       | (None, 32, 32, 32) | 2248    |
| batch_normalization_2    |                 | 128     |
| conv2d_3 (Conv2D)       | (None, 32, 32, 32) | 128     |
| batch_normalization_3    |                 | 36928   |
| conv2d_4 (Conv2D)       | (None, 32, 32, 32) | 36928   |
| batch_normalization_4    |                 | 256     |
| conv2d_5 (Conv2D)       | (None, 32, 32, 32) | 73856   |
| batch_normalization_5    |                 | 512     |
| conv2d_6 (Conv2D)       | (None, 32, 32, 32) | 147584  |
| batch_normalization_6    |                 | 512     |
| denselayer (Dense)      | (None, 10)      | 20490   |
| **Total params:**       | **309,290**     |         |
| **Trainable params:**   | **308,394**     |         |
| **Non-trainable params:** | **896**        |         |

tionally apply classical techniques to get competitive results, including batch normalization after
each convolutional layer and max pooling followed by dropout after the convolutional layers 2,4 and 6. Moreover, we use data augmentation in the training process and, unless stated otherwise, train with the RMSProp optimizer with hyperparameters set to the default values $\beta = 0.9$ and $\epsilon = 10^{-7}$ on $\kappa_{\text{max}} = 125$ epochs. The learning rate is varied in different experiments. In particular, learning rate schedules (LRS) are used to reach a higher performance. We develop an LRS that is specifically tailored for our methods and that smoothly reduces the learning rate over the epochs $\kappa \in \mathbb{N}$, $\kappa \in \{1, \ldots, \kappa_{\text{max}}\}$, with a major drop after about 75% of the total number of epochs $\kappa_{\text{max}}$:

$$t(\kappa) = -(t_{\text{start}} - t_{\text{end}}) \frac{\exp(-0.75 \kappa_{\text{max}} / 0.075 \kappa_{\text{max}})}{\exp(-0.75 \kappa_{\text{max}} / 0.075 \kappa_{\text{max}}) + 1} + t_{\text{start}}$$

For CIFAR10 training with $\kappa_{\text{max}} = 125$ epochs, and setting $t_{\text{start}} = 0.001$ and $t_{\text{end}} = 0.0001$, the evolution of the learning rate is shown in Fig. 3. Unless stated otherwise this schedule is used when talking about an LRS.

Figure 3: Learning rate schedule reducing the learning rate over the 125 training epochs.

6.2. Experimental Results and Trade-Off Analysis

We first report experimental results for our ITP strategy. To identify the most promising pruning approach, all training runs rely on the standard (single objective) SGD algorithms described in Section 3.1. Subsequently, we present test results on the SMGD algorithms discussed in Section 3.2. We observe that the effect of ITP varies depending on the value of the regularization hyperparameter $\lambda$ in (2). Indeed, the larger the impact of the $l_1$-regularization is, the more weights are pruned. From a multiobjective perspective we evaluate different hyperparameter settings including the threshold
value $\tau$, the influence of the learning rate $t$ and of the regularization hyperparameter $\lambda$. Note that, although we use cross entropy (1) and $l_1$-regularization (4) as objectives (see Fig. 4(a) for an example), we often use the $l_0$-regularization (5) and the prediction accuracy (see Fig. 4(b)) to indicate the success of ITP. However, both illustrations in Fig. 4 show the same behavior with a pronounced knee in the Pareto front.

![Figure 4: LeNet-5 on MNIST dataset: Pareto fronts illustrating the trade-off between loss/accuracy and regularization for ITP.](image)

Furthermore, we compare the SMGD algorithms that determine only one approximation of a Pareto optimal solution with scalarization based methods to approximate the Pareto front as introduced in Section 5. Based on these approximations we identify knee solution. With $\lambda^*$ we refer to a marginal weighting parameter in (7) corresponding to the knee solution. Note that, as the pruning strategy takes only dense layers into account, $\hat{w}$ refers to the weights in the dense layers of a network and, e.g., $\hat{w}^1$ denotes all weights in dense layer 1.

### 6.2.1. Test Results for ITP on LeNet-5

On the LeNet-5 network architecture we compare batchwise pruning, i.e., pruning weights below the threshold after each training batch, with epochwise pruning, where pruning is only applied at the end of each epoch $\kappa$. The results are then compared with after training pruning, where pruning is applied only at the end of the training (after all epochs). In all cases we initially prune the weight matrix before starting the training, and the pruning threshold is uniformly set to $\tau = 0.001$.

Our results confirm that the stronger the ITP strategy, i.e., the more frequently pruning is applied, the higher is the potential for reducing the number of nonzero weights while maintaining a high prediction accuracy. This is clearly visible in Fig. 5(a) and Fig. 5(b). It shows for representative training runs and for different values of the regularization hyperparameter $\lambda$, how the number of nonzero weights ($\Omega_{l_0}$) decreases over the epochs for batchwise and epochwise pruning, respectively. It can be recognized that batchwise pruning leads to a faster and stronger reduction of the number of nonzero weights. However, this difference decreases with an increasing value of the regularization hyperparameter $\lambda$. Furthermore, it can be observed that the higher the value of $\lambda$, the earlier the number of nonzero weights converges, see Fig. 5(a).

In Fig. 5(c) the distribution of weight values over a training process is shown via violin plots. The eight histograms represent the distribution of weights in layer 3: how they have been initialized, before the training, after every fifth epoch and after the training (with a regularization hyperparameter of $\lambda = 0.00005$). Note that the $l_1$-regularization causes the sum of the absolute values of the
weights to decrease, and the pruning strategy leads to a large number of weights that are exactly zero. Fig. 5(c) clearly shows that a large majority of weights is relatively close to zero. Actually there are no weights in the interval $[-\tau, \tau]$ (here, $\tau = 0.001$), which can’t be seen in Fig. 5(c) due to the scaling.

![Batchwise Pruning](image1)

(a) $\Omega_\lambda(w_1)$ for the weights in layer1 (batchwise ITP).

![Batchwise Pruning](image2)

(b) $\Omega_{\lambda'}(w_1')$ for the weights in layer1 (epochwise ITP).

![Batchwise Pruning](image3)

(c) Histogram of the weights in layer3 (batchwise ITP).

Figure 5: LeNet-5 on MNIST dataset: Development of the regularization terms and the distribution of weights over the epochs of the training, in c) over every 5th epoch.

Both Fig. 4(a) and Fig. 4(b) show the trade-off between the respective loss and regularization terms. The results indicate that the number of nonzero weights ($\Omega_\lambda$), respectively their sum of absolute values ($\Omega_{\lambda'}$), can be considerably reduced without significantly deteriorating prediction accuracy and cross entropy. Indeed, the prediction accuracy can be maintained at a very high level of more than 98% even if only about 1,250 out of the approximately 48,000 considered layer1-weights are nonzero (about 2.6%). Note that similar outcome vectors are obtained for a range of $\lambda$-values. For ITP training, for example, excellent results are obtained for regularization hyperparameter values $\lambda \in [0.0001, 0.0007]$, see, for example, Tab. 2(c).

Table 2: The impact of the regularization hyperparameter $\lambda$ and different pruning strategies.

(a) MNIST on LeNet-5 with after training pruning and threshold $\tau = 0.001$.

(b) MNIST on LeNet-5 with epochwise pruning and threshold $\tau = 0.001$.

(c) CIFAR10 on VGG with batchwise pruning and threshold $\tau = 0.001$. 
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The impact of the regularization hyperparameter $\lambda$ on the effectiveness of the pruning strategy and on the prediction accuracy is summarized in Tab. 2(a) – (c). The rows show exemplary results of independently performed training runs for different values of the regularization hyperparameter $\lambda$. We observe that the prediction accuracy deteriorates only slightly up to a value of $\lambda = 0.0003$ while the number of nonzero weights decreases significantly. For this critical value of the regularization hyperparameter, $\lambda^* = 0.0003$, the total number of nonzero weights in all dense layers was reduced in batchwise pruning by about 96% and in epochwise and after training pruning only by about 93%. In all tables the row highlighted in gray corresponds to a critical $\lambda^*$ beyond which the prediction accuracy deteriorates significantly. An efficient identification of this critical value and of the associated knee solution on the Pareto front is thus highly desirable.

Note that when comparing the three dense layers of LeNet-5 pruning is more effective on layers with a larger number of weights. For example, in epochwise pruning the dense layer3 was reduced by only about 64% while the larger dense layer1 and layer2 were reduced by about 94% to 96%, respectively.

6.2.2. Test Results for ITP on VGG

Additional tests for the CIFAR10 dataset with a VGG-like network architecture confirm the observations reported in Section 6.2.1 on the positive effects of ITP. In the case of batchwise pruning the complexity reductions are even more significant than for MNIST, see Tab. 2(d). Indeed, a reduction of almost 99% of nonzero weights is achieved in the dense layer of the CNN model while we lose less than 2% in the prediction accuracy on the test data.

![Figure 6: VGG-like network on CIFAR10 trained for $\kappa_{\text{max}} = 125$ epochs. The pruning threshold for a) and b) is $\tau = 0.001$ while in c) two different thresholds are compared with fixed and varying learning rate schedules.](image-url)

Epochwise and after training pruning are again less effective. A critical value for the regularization hyperparameter is $\lambda^* = 0.03$, for which a reduction of nonzero weights in the dense layer by about 98.9% is realized. Since on CIFAR10 it is much more difficult to achieve good prediction accuracies, we additionally initialize the training process (i.e., the RMSProp optimizer) with a decreasing learning rate which decreases from $t_{\text{start}} = 0.001$ to $t_{\text{end}} = 0.0001$ as shown in Fig. 3. This induces a second steep decrease of the loss value and a corresponding increase of the prediction accuracy as can be seen Fig. 6(b) and Fig. 6(a), respectively. It not only leads to a more accurate performance in training and validation data, but also to a higher pruning effect which can be seen in Fig. 6(c). We compare two different pruning thresholds $\tau = 0.001$ and $\tau = 0.002$. The results shown in Fig. 6(c) suggest that the impact of the LRS is also influenced by the threshold value.

One can see clearly that with the same $\lambda$ but different thresholds ($\tau = 0.001$ and $\tau = 0.002$) the epoch from which on the majority of weights falls below the threshold differs significantly. Indeed, here the LRS has a strong and favorable effect. Moreover, larger threshold values induce a faster convergence towards sparse networks.
6.3. Multiobjective Training

The following experiments all integrate batchwise ITP to reinforce the minimization of the second regularizing objective function $\Omega_l$. While different variants of the SMGD algorithm are tested both on MNIST and CIFAR10 datasets, see Section 6.3.1, we restrict ourselves to LeNet-5 training on MNIST when approximating knee solutions in Section 6.3.2 by iteratively solving scalarized subproblems with the SGD algorithm.

6.3.1. Stochastic Multi-Gradient Descent

As our implementation of SMGD is built into the widely used open source SGD methods of Keras (including the Adam and RMSProp extensions) it inherits the same features as their vanilla implementations. Added and new features of our implementation are the consideration of the regularization term as a second objective function and a corresponding built-in update scheme for the weighting parameters according to Algorithm 2, such that in each iteration a direction of multiobjective steepest descent is chosen. We compare different features like the use of a momentum, decay and/or a learning rate schedule.

(a) SMGD vs. SGD with using $t_{\text{start}} = 0.01$ and LRS.
(b) MAdam vs. Adam with using $t_{\text{start}} = 0.001$ and LRS.
(c) MRMSProp vs. RMSProp with $t_{\text{start}} = 0.0001$ and LRS.

Figure 7: Prediction accuracies for MNIST (Fig. 7(a) and Fig. 7(b)) after $\kappa_{\text{max}} = 30$ epochs and for CIFAR10 (Fig. 7(c)) after $\kappa_{\text{max}} = 125$ epochs.

The resulting evolution of training- and validation accuracies are shown in Fig. 7. For comparison, the dashed line corresponds to the baseline training accuracy that we achieved with a critical weighting parameter $\lambda^*$ as reported in Subsections 6.2.1 and 6.2.2, respectively. We notice that in all three cases both the training- and the validation accuracy of the respective SMGD algorithms are higher even though, except for the weighting of the objective functions which is constant in the SGD algorithm while it is automatically adapted in the SMGD algorithm, all other settings were the same. This comes, however, at the price of a significantly higher network complexity after SMGD training, i.e., a largely inferior value in the second objective function $\Omega_l$. Indeed, the weighting parameter $\lambda$ for the second objective function $\Omega_l$ (c.f. (7)), that is automatically adapted during SMGD training while it stays fixed in SGD training, remains significantly below the critical value of $\lambda^*$ (that approximates a knee solution) during the complete SMGD training. This is shown in Fig. 8, where the dashed line corresponds to the critical weighting parameter $\lambda^*$. In general, it is noticeable that the validation accuracy and the training accuracy are further separated when using SMGD, which is also an indication for overfitting.

6.3.2. Approximating the Pareto Knee

While the SMGD method has proven to converge quickly to an approximate Pareto optimal solution, this solution turns out to be prone to overfitting and usually far from a knee solution. Indeed, the first objective, i.e., the loss function, largely overrides the second regularizing objective function when automatically adapting the weighting parameter in the SMGD method.
In biobjective neural network training critical weighting parameters tend to be in a rather small interval close to zero which can be explained by the very different scaling, slope and curvature of the two objective functions. Slightly larger weighting parameters already lead to collapsed networks (with almost all weights equal to zero) while slightly smaller weighting parameters lead to overfitting (with almost no weights equal to zero). We investigate four different approaches to find critical weighting parameters that are all based on the repeated solution of weighted sum scalarizations (7) using a single-objective SGD method. The corresponding results are presented in Fig. 9. Except in the first case were significantly more training runs performed, the number of SGD calls and hence the total training cost was nearly the same. Moreover, the number of epochs was reduced to save computational time. Fig 9(a) serves as a benchmark by showing the training results w.r.t a predefined list of weighting parameters from the interval $[0.00001, 0.1]$ that are condensed towards smaller values. A pronounced knee is clearly visible. Fig. 9(b) and Fig. 9(d) show the results of a classical dichotomic search algorithm and of stochastic dichotomic search according to Algorithm 3, respectively. While theoretically the classical dichotomic search algorithm should be able to quickly find a knee solution this is not the case in our experiments. This can be explained by the rather small interval of relevant weighting parameters, the large sensitivity w.r.t. small variations of the weighting parameter and, even more importantly, by the fact that the SGD is not guaranteed to converge to a Pareto optimal point. The stochastic dichotomic search algorithms shows a slightly better performance. However, it is still outperformed by a bisection search on the weighting parameter as shown in Fig. 9(c).

7. Conclusion and Outlook

In this work we take a multiobjective perspective on neural network training and present a straightforward and easy to implement method for unstructured pruning of dense layers in DNNs which is completely integrated in the training process. With this intra-training pruning (ITP) approach, we reduce the number of nonzero weights without a significant effect on the accuracy by adaptively condensing the network to relevant connections. We obtain the most promising results with batchwise pruning where weights are pruned after each batch during the training with respect to a predefined threshold value. We use $l_1$-regularization to guide the pruning process and to simultaneously avoid overfitting. By re-interpreting regularization as a second and independent training goal, the trade-off between prediction accuracy and network complexity is analyzed. Optimization algorithms using the stochastic multi-gradient descent algorithm and several variants of scalarization based methods are implemented that address the specific challenges of neural network training.
The main advantage of this new approach can be seen in the fact that the network architecture and the network quality are optimized consistently and simultaneously. Moreover, the role of the regularization hyperparameter is thoroughly analyzed which facilitates informed choices of preferable trade-offs.

Different combinations of the learning rate $t$, the pruning threshold $\tau$ and the regularization hyperparameter $\lambda$ are evaluated for two well-established datasets and network architectures for image classification. While batchwise pruning achieved excellent results on MNIST without further fine-tuning, we suggest to combine batchwise pruning with a learning rate schedule for CIFAR10. The presented techniques result in higher compression rates while maintaining a competitive prediction accuracy, both for MNIST and for CIFAR10.

The fine-tuning of hyperparameters is a challenging and time-consuming task when designing and training neural networks. While we focus on the regularization hyperparameter in this work, we plan to extend our studies to include further hyperparameters in an automated machine learning (AutoML) strategy. This also involves a comparison of threshold controlled pruning methods with
pruning strategies that aim at a predefined percentage of weights being zero, see, e.g., Zhu and Gupta [55].

Moreover, several other norms and quality measures may be tested as the second regularizing objective function in bi- or multiobjective neural network training and in combination with ITP. Particularly, $l_p$-regularization terms with $p < 1$ seem to be promising to approximate the $l_0$-regularizer. However, this leads to nonconvex optimization problems which makes the training problems more complex.
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