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ABSTRACT
Deep learning methods have been successful in solving tasks in machine learning and have made breakthroughs in many sectors owing to their ability to automatically extract features from unstructured data. However, their performance relies on manual trial-and-error processes for selecting an appropriate network architecture, hyperparameters for training, and pre-/post-procedures. Even though it has been shown that network architecture plays a critical role in learning feature representation feature from data and the final performance, searching for the best network architecture is computationally intensive and heavily relies on researchers’ experience. Automated machine learning (AutoML) and its advanced techniques i.e. Neural Architecture Search (NAS) have been promoted to address those limitations. Not only in general computer vision tasks, but NAS has also motivated various applications in multiple areas including medical imaging. In medical imaging, NAS has significant progress in improving the accuracy of image classification, segmentation, reconstruction, and more. However, NAS requires the availability of large annotated data, considerable computation resources, and pre-defined tasks. To address such limitations, meta-learning has been adopted in the scenarios of few-shot learning and multiple tasks.

In this book chapter, we first present a brief review of NAS by discussing well-known approaches in search space, search strategy, and evaluation strategy. We then introduce various NAS approaches in medical imaging with different applications such as classification, segmentation, detection, reconstruction, etc. Meta-learning in NAS for few-shot learning and multiple tasks is then explained. Finally, we describe several open problems in NAS.
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0.1 NEURAL ARCHITECTURE SEARCH: BACKGROUND
From the earliest LeNet [43] to the recent deep learning networks, designing network architecture heavily relies on prior knowledge and the experience of
researchers. Furthermore, searching for optimal and effective network architecture is also time-consuming and computationally intensive due to the immersive amount of experiments for every architecture. Automated machine learning (AutoML) is recently proposed to align with such demands to automatically design the network architecture instead of relying on human experiences and repeated manual tuning. Neural Architecture Search (NAS) is an instance of hyperparameter optimization that aims to search the optimal network architecture for a given task automatically, instead of handcrafting the building blocks or layers of the model [11].

NAS methods has already identified more efficient network architectures in general computer vision tasks. MetaQNN [2] and NAS-RL [80] are the two earliest works in the field of NAS. By automating the design of a neural network for the task at hand, NAS has tremendous potential to surpass the human design of deep networks for both visual recognition and natural language processing [48, 8, 53, 63]. This motivated various NAS applications in medical image tasks e.g. classification, segmentation, reconstruction. In a standard problem setup, the outer optimization stage searches for architectures with good validation performance while the inner optimization stage trains networks with the specified architecture. However, a full evaluation of the inner loop is expensive since it requires a many-shot neural network to be trained. A typical NAS technique contains two stages: the searching stage, which aims to find a good architecture, and the evaluating stage, where the best architecture is trained from scratch and validated on the test data. Corresponding to two stages, there are three primary components: search space \( A \), search strategy, and evaluation strategy. Denote \( A \) is single network in \( A \) i.e. \( A \in A \). Let \( S^{\text{train}} \) and \( S^{\text{val}} \) are two datasets corresponding to the training and testing sets. The performance of the network \( A \), which is trained on \( S^{\text{train}} \) and evaluated on \( S^{\text{val}} \), is measured by function \( F \). In general, NAS can be mathematically formulated as follows:

\[
\arg\max_A = F(S^{\text{val}}(S^{\text{train}}(A)))
\] (1)

Fig.1 visualizes a general NAS architecture with three components i.e. search space, search strategy, and evaluation strategy.

0.1.1 Search Space

In principle, the search space specifies a set of operations (e.g. convolution, normalization, activation, etc.) and how they are connected as well as it defines which architectures can be represented. Thus, search space design has a key impact on the final performance of the NAS algorithm. In general, the search space defines a set of configurations that can be continuous or discrete hyperparameters [49] in a structured or unstructured fashion. In NAS, search spaces usually involve discrete hyperparameters with a structure that can be captured with a directed acyclic graph (DAG) [54, 49]. The most naive approach to
designing the search space for neural network architectures is to depict network
topologies, either CNN or RNN, with a list of sequential layer-wise operations,
as can be seen in [2, 80]. Because each operation is associated with different
layer-specific parameters which were implemented by hard-coded techniques,
thus, this network representation strongly depends on expert knowledge.

To deal with too many nodes and edges in an entire architecture as well as
to reduce the complexity of NAS search tasks, search spaces are usually defined
over some smaller building block and learned meta-architecture to form a larger
architecture [19, 64, 21]. NASNet [81] is one of the first works to make use of
cell-based neural architecture. There are two types of cells in NASNet: normal
cells and reduction cells. The former cells aim to extract advanced features
while keeping the spatial resolution unchanged whereas the later cells aim to
reduce the spatial resolution. A complete network contains many blocks, each
block consists of multiple repeated normal cells followed by a reduction cell. An
illustration of NASNet is shown in Fig.2 Leveraging NASNet, [49, 56, 55, 77]
proposed similar cell-based search space but the reduce cells are eliminated as
in Block-QNN [77] and DPPNet [55] and replaced by pooling layers. In order to
deal with U-Net-like encoder-decoder architectures, AutoDispNet [58] contains
three types of cells: normal, reduction, and upsampling. At the encoder path,
it comprises alternate connections of normal cells and reduction cells while the
decoder path consists of a stack of multiple upsampling cells. More details of the
cells from popular cell-based search spaces are theoretically and experimentally
studied in [60]. Instead of stacking one or more identical cells, FPNAS [13]
considers stacking more diversity of blocks which aim to the improvement of
neural architecture performance. Instead of a graph of operations, [5] consider
a neural network as a system with multiple memory blocks which can read and
write. Each layer operation is designed to: firstly, read from a subset of memory
blocks; secondly, computes results; finally, write the results into another subset
of blocks.

Since the size of the search space is exponentially large or even unbounded, incorporating prior knowledge about properties well-suited for the task can reduce the size of the search space and simplify the search task. This could introduce a human bias, which may prevent the discovery of the optimal architectural building blocks that go beyond the current state-of-the-art.

0.1.2 Search Strategy

Given a search space, there are various search methods to select a configuration of network architecture for evaluation. The search strategy defines the way to explore the search space for the sake of finding high-performance architecture candidates. The most basic search strategies are grid search (i.e. systematically screening the search space) and random search (i.e. randomly selecting architectures from the search space to be tested)[4]. They are quite effective in practice for finding good architectures.
for a small search space but they may fail with a large search space. Among hyperparameter optimization search methods, gradient-based approaches [36] and Bayesian optimisation [59] based on Gaussian processes or Gaussian distribution has already proven its usefulness, specially in continuous space [35, 39]. However, they may not work well with the discrete and high dimensionality space. To apply the gradient, gradient-based approaches transform the discrete search problem into a continuous optimization problem. With distribution assumption, Bayesian-based approaches rely on the choice of kernels. By contrast, evolutionary strategies [56, 62] is more flexible and can be applied to any search space. However, evolutionary methods require to define a set of possible mutations to apply to different architectures. As an alternation, reinforcement learning is used to train a recurrent neural network controller to generate good architectures [80, 54].

The conventional NAS algorithms, which leverage either gradient-based or Bayesian optimization or evolutionary search or reinforcement learning, can be prohibitively expensive as thousands of models are required to be trained in a single experiment.

Compared to RL-based algorithms, gradient-based algorithms are more efficient although even gradient-based algorithms require the construction of super-net in advance, which also highly requires expertise. Due to the improper relationship for adapting to gradient-based optimization, both RL-based and gradient-based algorithms are often ill-conditioned architectures. Among all search strategies, evolutionary strategy (ES) NAS is the most popular, which can use some common approaches such as genetic algorithms [61], genetic programming [41], particle swarm optimization [37]. Fig.3 shows an illustration of the flowchart of an ES algorithm which takes place in the initial space and the search space sequentially. ES starts with a population being initialized within the initial space. In the population, each individual represents a solution (i.e., a DNN architecture) for NAS and it is evaluated by fitness process. After the initial population is fitness evaluated, the whole population starts the evolutionary process within the search space. In the evolutionary process, the population is updated by the selection and the evolutionary operators in each iteration, until the stopping criterion is met. Finally, a population that has finished the evolution is obtained.

### 0.1.3 Evaluation Strategy

For each hyperparameter configuration (from search strategy), we need to evaluate its performance. The evaluation can be benchmarked by either fully or partially training a model with the given hyperparameters, and subsequently measuring its quality on a validation set. Full training evaluation is a default method and it is known as the first generation of NAS evaluation strategy, which requires thousands of GPU days to achieve the desired result. To speed up the evaluation process, partial training methods make use of early-stopping. Hy-
pernetworks [5, 76], network morphisms, [7, 34] and weight-sharing [3, 49] are common NAS evaluation methods. Among these three methods, weight-sharing is least complex because it does not require training an auxiliary network while network morphisms are the most expensive as it requires on the order of 100 GPU days.

NAS approaches categorized by search space, search strategy, and evaluation strategy are summarized in Fig.4.

0.2 NAS FOR MEDICAL IMAGING

The recent breakthroughs in NAS have motivated various applications in medical images such as segmentation, classification, reconstruction, etc. Starting from NASNet [81], many novel search spaces, search strategies, and evaluation strategies have been proposed for biomedical images. The following sections will detail recent efficient NAS for medical imaging applications.

0.2.1 NAS for Medical Image Classification

In image classification, the search space can be divided into either network topology level [69, 22], which perform search on the network topology; or cell level [48, 49, 54, 56], which focus on searching optimal cells and apply a predefined network topology. NASNet [81] is considered as one of the first successful NAS architectures for image classification. The overall architecture of NASNet together with its normal cells and reduction cells are shown in Fig.1.
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  - Block-QNN [77]
  - DPPNet [55]
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FIGURE 4 Summary NAS architecture regarding search space, search strategy, and evaluation strategy.
In NASNet, the normal cell returns a feature map of the same dimension whereas the reduction cell returns a feature map where the feature map height and width are reduced by a factor of two. Both normal cell and reduction cell are searched by a controller, which is fashioned from Recurrent Neural Network (RNN).

In this section, we take the frontier NAS approach [80] developed by Google Brain as an instance to show how to employ NAS into image classification. The network architecture of NAS [80] is shown in Fig.5(top) where the controller is defined as RNN based on Long Short Term Memory (LSTM) [27] is shown in Fig.5(bottom). The RNN controller is responsible for generating new architectural hyper-parameters of CNNs, and is trained using REINFORCE [67]. In NAS, controller predicts the parameters $\theta_C$ corresponding to filter height, filter width, stride height, stride width, and number of filters for one layer and repeats. Every prediction is carried out by a softmax classifier and then fed into the next time step as input. The parameters $\theta_C$ are optimized in order to maximize the expected validation accuracy of the proposed architectures. After the controller predicts a set of hyper-parameters $\theta_C$, a neural network with the specified configuration is built, i.e. a child model, and trained to convergence on a dataset (CIFAR-10 is used). In this architecture, the child network accuracy $R$ is utilised as a reward to train the controller under a reinforcement learning mechanism. In NAS, each gradient update to the controller parameters $\theta_C$ corresponds to training one child network to convergence. An upper threshold on the number of layers in the CNNs is used to stop the process of generating new architectures. Each network proposed by the RNN controller is trained on CIFAR10 dataset for fifty epochs with the use of vast computational resources (450 GPUs for 3-4 days for a single experiment). The search space contains 12,800 architectures.

Based on NAS, many effective NAS approaches on image classification have been proposed such as evolution-based NAS [56] (i.e. using evolution algorithms to simultaneously optimize topology alongside with parameters), ENAS [54] (i.e. sharing of parameters among child models), DARTS [49] (i.e. formulating the task in a differentiable manner to shorten the search within four GPU days), GDAS [17] (i.e. enabling the search speed in four GPU hours), ProxylessNAS [6] (i.e. process on a large-scale target tasks and the target hardware platforms)

Inspired by the successes of NAS in computer vision, i.e. image classification, there are several attempts in medical image classification that employed NAS techniques. Leveraged by [20], which uses the hill-climbing algorithm with the network morphism transformation to search for the architectures, Kwasisgroch et al.,[40] proposed a malignant melanoma detection for skin lesion classification. In this method, the hill-climbing algorithm can be interpreted as a simple evolutionary algorithm with only a network morphism operation. Adopt AdaNet framework [12] as the NAS engine, [14] proposed Adanet-NAS to optimize a CNN model for three classes fMRI signal classification.
0.2.2 NAS for Medical Image Segmentation

Medical image segmentation faces some unique challenges such as lacking annotated data, inhomogeneous intensity, and vast memory usage for processing 3D high-resolution images. 3D-Unet [57], VNet[50] are the first 3D networks designed for medical image segmentation. Later, many other effective CNN-based 3D networks for medical image segmentation such as cascade-Unet [42], UNet++ [78], Densenet [28], H-DenseUNe [44], NN-UNet [31] have been proposed.

In computer vision, NAS has mainly solved image classification and a few recent works recently applied NAS to image segmentation such as FasterSeg[10], Auto-DeepLab [47].

In medical analysis, accurate segmentation of medical images is a crucial step in computer-aided diagnosis, surgical planning, and navigation which have been applied in a wide range of clinical applications. Great achievements have been made in medical segmentation thanks to the recent breakthroughs in deep learning, such as 3D-Unet and NN-UNet. However, it remains very difficult to address some challenges such as extremely small objects with respect to the whole volume, weak boundary, various location, shape, and appearance. Fur-
thermore, volumetric image segmentation is extremely expensive to train, thus, it is difficult to attain an efficient 3D architecture search. NAS-Unet [66] and V-NAS [79] are two of the first NAS architectures for medical segmentation. NAS-Unet is based on U-like/V-net backbone (i.e. Densenet implementation [32] in NAS-NET and V-net [50] in V-NAS) with two types of cell architectures called DownSC and UpSC as given in Fig.6 (left). NAS-Unet is based on cell-block building search space and the search cell contains three types of primitive operation: Down PO (average pooling, max pooling, down cweight, down dilation conv., down depth conv. and down conv.), Up PO (up cweight, up depth conv., up conv., up dilation conv.) and Normal PO (identity, cweight, dilation conv., depth conv., conv.) as shown in Fig.6 (right). In NAS-Unet, both DownSC and UpSC are simultaneously updated by a differential architecture strategy during the search stage. As given in Fig.6(a), the NAS-Unet contains $L_1$ cells in the encoder path to learn the different level of semantic context information and $L_1$ cells in the decoder path to restore the spatial information of each probability. Compared to Densenet [28], NAS-Unet replaces the convolution layers with these cells and moves up-sampling operation and down-sample operation into the cells. Leveraged by DARTS [49], the NAS-Unet constructs an over-parameterized network by Eq. 2.

$$C(e_1 = MixO_1, \ldots , e_E = MixO_E)$$

, where each edge is a mixed operation that has $N$ parallel paths, denoted as MixO, as shown in Fig.7 (left). The output of a mixed operation $MixO$ is defined based on the output of its $N$ paths as in Eq.3

$$MixO(x) = \sum_{i=1}^{N} w_ix_i$$

To save memory during the update strategy, NAS-Unet makes use of ProxylessNAS [6] as shown in Fig.7(right). By using ProxylessNAS, NAS-Unet update of one of the architecture parameters by gradient descent at each step. To obtain that objective, NAS-Unet first freezes the architecture parameters and stochastically sample binary gates for each batch of input data. NAS-Unet then updates parameters of active paths via standard gradients descent on the training dataset as shown in Fig.7 (right). These two update steps are performed in an alternative manner.

In addition to NAS-Unet, V-NAS [79] is another NAS cell-blocked-based NAS architecture and based on V-Net[50] network design. In V-NAS, a cell is defined as a fully convolutional module composing of several convolutional (Conv+BN+ReLU) layers, which is then repeated multiple times to construct the entire neural network. Corresponding encoder path and decoder path, V-NAS consists of encoder cell and decoder cell which are chosen between 2D, 3D, or Pseudo-3D (P3D) as shown in Fig.8. V-NAS is designed with ResNet-50 in the encoder path and pyramid volumetric pooling (PVP) in the decoder path.
[79] designed a search space consisting of both 2D, 3D, and pseudo-3D (P3D) operations, and let the network itself select between these operations at each layer.

Different from NAS-Unet [66] and V-NAS [79] which search cells and apply them to a U-Net/V-Net like architecture, C2FNAS [75] searches 3D network topology in a U-shaped space and then searches the operation for each cell. The search procedure contains two stages corresponding to macro level (i.e. defining how every cell is connected to each other) and micro-level (assigning an operation to each node). Thus, a network is constructed from scratch in a macro-to-micro manner under two stages which aim to relieve the memory pressure and resolve the inconsistency problem between the search stage and deployment stage. MS-NAS [72] applied PC-DARTS [70] and Auto-DeepLab’s formulation to 2D medical images MS-NAS is defined with three types of cells: expanding cells (i.e. expands and up-samples the scale of feature map), contracting cells (i.e. contracts and down-samples the scale of feature map), and non-scaling cells (i.e. keeps the scale of feature map constant) to automatically determine the network backbone, cell type, operation parameters, and fusion scales. Recently, BiX-NAS [65] searches for the optimal bi-directional architecture by recurrently skipping multi-scale features while discarding insignificant ones at the same time.

One of the current limitations of NAS is that it lacks corresponding baseline
FIGURE 7 Top: Over-parameterized cell architecture a NAS-Unet. Each edge is associated with N candidate operations from different primitive operation sets. Bottom: Update strategy by Proxy-lessNAS [6]. Courtesy of [66].
and sharable experimental protocol. Thus, it is difficult to compare between NAS search algorithms. In this section, we make a comparison based on the performance on a particular dataset without knowing where is the performance gains come from.

### 0.2.3 NAS for Other Medical Image Applications

Inspired by continuous relaxation of the architecture representation of DARTS [49] with differentiable search, [71] proposed NAS-based reconstruction which searches for the internal structure of the cells. The reconstruction module is a stack of cells as shown in Fig.9 (left) where the first and the last common 3 × 3 convolutional layer. For each cell, it maps the output tensors of previous two cells to construct its output by concatenating two previous cells with a parameter representing the relaxation of discrete inner cell architectures. The search space contains three operators defined as in the Fig.9 (right). The inner structure of cells is search through DARTS [49].
A similar NAS-based MRI reconstruction network was introduced by EMR-NAS [29] where the search space contains eight different cells with the same kernel size 3 × 3 but different dilation rate and the connection between them.

Besides classification, segmentation, and reconstruction, lesion detection is another important task in medical analysis. In addition to TruncatedRPN balances positive and negative data for false-positive reduction; ElixirNet [33] proposed Auto-lesion Block (ALB) to locate the tiny-size lesion by dilated convolution with flexible receptive fields. The search space for ALB contains nine operators i.e. 3 × 1 and 1 × 3 depthwise-separable conv, 3 × 3 depthwise-separable conv, 5 × 5 depthwise-separable conv, 3 × 3 atrous conv with dilate rate 3, 5 × 5 atrous conv with dilate rate 5, average pooling, skip connection, no connection, non-local. All operations are of stride 1 and the convolved feature maps are padded to preserve their spatial resolution. Among all operators, non-local operator aims to encode semantic relation between region proposals that is relevant to lesion detection. The cell is searched by DARTS [49].

NAS is also employed to localize multiple uterine standard plan (SP) in 3D Ultrasound (US) simultaneously by Multi-Agent RL (MARL) framework [73]. In MARL, the optimal agent for each plane is obtained by one-shot NAS [26] to avoid time-consuming. The search strategy is based on GDAS [17] which search by gradient descent and only updates the sub-graph sampled from the supernet in each iteration. In MARL, the search space contains eight cells (five normal cells and three reduce cells) and each agent has its own four cells (three normal cells and one reduce cells). The cell search space consists of ten operations including none, 3 × 3 conv., 5 × 5 conv., 3 × 3 dilated conv., 5 × 5 dilated conv., 3 × 3 separable conv., 5 × 5 separable conv., 3 × 3 max pooling, 3 × 3 avg pooling, and skip-connection.

0.3 META-LEARNING IN NAS

NAS has made remarkable progress in many tasks in both medical imaging and computer vision; however, NAS is not only computation resource consumption but also requires a large amount of annotated data which is one of the biggest challenges in medical imaging. Furthermore, most of the existing NAS methods search for a well-performing architecture for a single task. Meanwhile prior meta-learning approaches [23, 51, 1, 24] compute meta-learning weights to learn new tasks from just a few examples, but their model is trained with a fixed neural architecture.

Based on the observation that NAS can be seen as an instance of hyper-parameter meta-learning, there have been some works that combine NAS and meta-learning to address both new tasks and flexible network architecture. The comparison between meta-learning only and meta-learning with NAS is illustrated in Fig. 10. Fig. 10 (left) is meta-learning algorithm that takes a fixed network architecture as its input and it updates network weights. Whereas Fig. 10 (right) is meta-learning with NAS which takes a network architecture search
FIGURE 10  Comparison between meta-learning with a fixed architecture (left) and meta-learning with NAS (right). The main difference is updating process (highlighted). In meta-learning, only network weights are updated whereas both network architecture and its corresponding weights are updated in meta-learning with NAS.

space as its input and simultaneously updates both network architecture with its corresponding weights.

To train a network on multiple tasks, Wong et al. [68] train an AutoML system [30] via RL with utilization of transfer learning. In Wong et al. [68], hyper-parameters are searched for a new task while the architecture is chosen as one of the pre-defined ones. Zoph et al. [81] make use of NAS [80] and propose a design of a new search space, called NASNet search space, to search for a good architectures on a small dataset and then transfer across a range of data and computational scales. Kim et al. [38] wrap NAS around meta-learning by adopting progressive NAS [48] to few-shot learning. In Kim et al. [38], the model is trained from scratch in every iteration of the NAS algorithm, thus, it is computation consumption. In a concurrent work [45], Lian et al. propose a meta-learning-based transferable neural architecture search method to generate a meta-architecture, which can adapt to new tasks through a few gradient descent steps. In Lian et al. [45], the model is trained in every task-dependent architecture, thus, it is time consuming. By incorporating gradient-based NAS and gradient-based meta-learning, Elsken et al. [21] propose METANAS which can adapt an architecture to new tasks using a small number of samples with only several gradient descent steps. Elsken et al. [21] not only meta-learns network weights for a given fixed architecture, but also meta-learns architecture as shown
in Fig.10(right). That means, both network weights and network architecture are meta-learned simultaneously.

To optimize both network architecture and its corresponding weights at once and adapt them to a new task, METANAS utilizes both task-learner (e.g DARTS [49]) and meta-learner (e.g. REPTILE [51]). Let denote $\alpha$ and $\omega$ as meta-learned architecture and its corresponding meta-learned weights. METANAS objective aims to quickly adapt $\alpha$ and $\omega$ to a new task $T_i$ with a few samples $T_i = D^{T_i}_\text{train} \cup D^{T_i}_\text{val}$, where training data $D^{T_i}_\text{train}$ is sampled from training task distribution $p_{\text{train}}$. The optimal architecture and its corresponding optimal weights of a task $T_i$ are denoted as $\alpha^*(T_i)$ and $\omega^*(T_i)$. To archive such goals, the METANAS loss is defined as follows:

$$L(\alpha, \omega, p_{\text{train}}, \phi_k) = \sum_{T_i} L_{T_i}(\phi_k(\alpha, \omega, D^{T_i}_\text{train}), D^{T_i}_\text{val})$$

$$= \sum_{T_i} L_{T_i}(\alpha^*(T_i), \omega^*(T_i)), D^{T_i}_\text{val}$$  (4)

where $\phi_k$ is task-learner at $k^{th}$ updating iteration. NAS by DARTS [49] is used as task-learner and applied to update both architecture and its corresponding weight, i.e., $[\alpha; \omega]$. $\alpha$ and $\omega$ are updated with their own learning rate $\lambda^\text{task}_\alpha$ and $\lambda^\text{task}_\omega$ to obtain the optimal architecture $\alpha^*(T_i)$ and its corresponding optimal weights $\omega^*(T_i)$. The loss $L$ is differentiable with respect to both $\alpha$ and $\omega$. The loss $L_{T_i}$ is the loss of particular task $T_i$ and based on task loss.

After finding the optimal architecture $\alpha^*(T_i)$ and its optimal weights $\omega^*(T_i)$ for a particular task $T_i$, the meta-learned architecture $\alpha$ and the meta-learned weights $\omega$ are updated by a meta-learned $\theta_\alpha$ and $\theta_\omega$ with learning rates of $\lambda^\text{meta}_\alpha$ and $\lambda^\text{meta}_\omega$. REPTILE [51] is used as meta-learner in METANAS. The entire METANAS learning process is described in Algorithm 1.

While most of the existing meta-learning-based NAS methods focus more on a few shot learning with a small number of labeled data, there is no annotated data available in some cases. Liu et al. [46] propose an unsupervised neural architecture search (UnNAS) to explore whether labels are necessary for NAS. It is resulting that NAS without labels is competitive with those with labels; therefore, labels are not necessary for NAS.

### 0.4 Future Perspectives

Artificial neuron networks (ANN) have made breakthroughs in many medical fields, including recognition, segmentation, detection, reconstruction, etc. Compared with ANN, NAS is still in the initial research stage even NAS has become a popular subject in the area of machine-learning science. Commercial services such as Google’s AutoML and open-source libraries such as Auto-Keras make NAS accessible to the broader machine learning environment. At the current stage of development, NAS-based approaches focus on improving image classification accuracy, reducing time consumption during the search for a neural
Algorithm 1 METANAS learning procedure with task-learner DARTS [49] and meta-learner REPTILE [51].

**Input:**
1: Distribution over tasks $p(T)$
2: task-learner at $k$ iteration $\phi^k$
3: meta-learner $\theta_\alpha, \theta_\omega$

**Output:** meta-learned architecture $\alpha$, meta-learned weights $\omega$.
4: Initialize: meta-learned architecture $\alpha$, meta-learned weights $\omega$.
5: 
6: while not converge do
7: Sample tasks $T_i$ from $p(T)$
8: for $\forall T_i$ do
9: $\alpha^{T_i} \gets \alpha$
10: $\omega^{T_i} \gets \omega$
11: for $j = 1, \ldots, k$ do $\triangleright$ updating iteration
12: $\alpha^{T_i} \leftarrow \phi^k(\alpha, \omega, D_{\text{train}}^{T_i}, \lambda_{\text{task}}^\alpha)$ $\triangleright$ update architecture by a task-learner $\phi^k$ with learning rate $\lambda_{\text{task}}^\alpha$
13: $\omega^{T_i} \leftarrow \phi^k(\alpha, \omega, D_{\text{train}}^{T_i}, \lambda_{\text{task}}^\omega)$ $\triangleright$ update architecture by a task-learner $\phi^k$ with learning rate $\lambda_{\text{task}}^\omega$
14: end for
15: end for
16: $\alpha \leftarrow \alpha + \theta_\alpha(\alpha^{T_i}, \omega^{T_i}, \lambda_{\text{meta}}^\alpha)$ $\triangleright$ update architecture by a meta-learner $\theta_\alpha$ with learning rate $\lambda_{\text{meta}}^\alpha$
17: $\omega \leftarrow \omega + \theta_\omega(\alpha^{T_i}, \omega^{T_i}, \lambda_{\text{meta}}^\omega)$ $\triangleright$ update weights by a meta-learner $\theta_\omega$ with learning rate $\lambda_{\text{meta}}^\omega$
18: end while

Architecture. There are some challenges and future perspectives discussed as follows:

**Search space:** There are various effective search spaces; however, they are based on human knowledge and experience, which inevitably introduce human bias. Balancing between freedom of neural architecture design, search cost and network performance in NAS-based approach is an important future research direction. For example, to reduce the search space as much as possible while also improving network performance, NASNet [81] proposes a modular search space that was later widely adopted. However, this comes at the expense of the freedom of neural architecture design. Thus, general, flexible, and human bias-free search space are critical requirements. To minimize human bias, AutoML-Zero [21] applies the evolution strategy (ES) and designs two-layer neural networks based on basic mathematical operations (cos, sin, mean, st).

**Robustness:** Even though NAS has been proven effective in many datasets, it is still limited when dealing with a dataset that contains noise, adversarial
attacks or open-set dataset. Some efforts have been proposed to boost the NAS’s robustness such as Chen et al. [9] proposed a loss function for noise tolerance. Guo et al. [25] explored the intrinsic impact of network architectures on adversarial attacks.

**Learn new data:** Most of the existing NAS methods can search an appropriate architecture for a single task. To search for a new architecture on a new task, a suggested solution is to combine meta-learning into NAS [52, 21, 45]. For example [45] proposed a transferable neural architecture search to generate a meta-architecture, which can adapt to new tasks and new data easily while [21] applying NAS into few-shot learning. On learning new data, recent work by [46] proposed unsupervised neural architecture search (UnNAS) shows that an architecture searched without labels is competitive with those searched with labels.

**Reproducibility:** Most of the existing NAS methods have many parameters that need to be set manually at the implementation level which may be described in the original paper. In addition to the design of the neural architecture, configure non-architecture hyperparameters (e.g. initial learning rate, weight decay, drop out ratio, optimizer type, etc) also time consumption and strongly affects network performance. Jointly search of hyperparameters and architectures has been taken into consideration; however, it just focuses on small data sets and small search spaces. Recent research AutoHAS [18], FBNet [15] show that jointly search of hyperparameters and architectures has great potential. Furthermore, reproduce NAS requires a vast of resource. With the rise of NAS-based techniques, it is now possible to produce state-of-the-art ANNs for many applications with relatively low search time consumption (a few 10 GPU-days rather than 1000 GPU-days). The future NAS-based approach should be able to address various problems across domains i.e. tasks: segmentation, object detection, depth estimation, machine translation, speech recognition, etc; computing platform: server, mobile, IOT and CPU, GPU, TPU; sensor: camera, lidar, radar, microphone; objectives: accuracy, parameter size, MACs, latency, energy. Instead of wasting much time on the model evaluation, some datasets (e.g NAS-Bench-101 [74], NAS-Bench-201 [16]) support NAS researchers to focus on the design of optimization algorithm.

**Comparison:** At the current stage of development, there is no corresponding baseline and sharable experimental protocol besides random sampling which has been proven to be a strong baseline. This makes it difficult to compare NAS search algorithms. Instead of blindly stacking certain techniques to increase performance, it is critical to have more ablation experiments on which part of the NAS design leads to performance gains. To support reproducibility and comparison, NASbenches [74] provide pre-computed performance measures for a large number of NAS architectures.
ACKNOWLEDGMENT

This material is based upon work supported by the National Science Foundation under Award No. OIA-1946391; partially funded by Gia Lam Urban Development and Investment Company Limited, Vingroup and supported by Vingroup Innovation Foundation (VINIF) under project code VINIF:2019.DA19.

DISCLAIMER

Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation.
Bibliography

[1] Antreas Antoniou, Harrison Edwards, and Amos Storkey. “How to train your MAML”. In: *arInternational Conference on Learning Representations* (2019).

[2] Bowen Baker et al. “Designing Neural Network Architectures using Reinforcement Learning”. In: *ICLR (Poster)*. 2017.

[3] Gabriel Bender et al. “Understanding and simplifying one-shot architecture search”. In: *International Conference on Machine Learning*. PMLR. 2018, pp. 550–559.

[4] James Bergstra and Yoshua Bengio. “Random search for hyper-parameter optimization.” In: *Journal of machine learning research* 13.2 (2012).

[5] Andrew Brock et al. “Smash: one-shot model architecture search through hypernetworks”. In: *arXiv preprint arXiv:1708.05344* (2017).

[6] Han Cai, Ligeng Zhu, and Song Han. “ProxylessNAS: Direct Neural Architecture Search on Target Task and Hardware”. In: *International Conference on Learning Representations*. 2019.

[7] Han Cai et al. “Path-level network transformation for efficient architecture search”. In: *International Conference on Machine Learning*. PMLR. 2018, pp. 678–687.

[8] Liang-Chieh Chen et al. “Searching for efficient multi-scale architectures for dense image prediction”. In: *Advances in Neural Information Processing Systems* (2018).

[9] Yi-Wei Chen et al. “On robustness of neural architecture search under label noise”. In: *Frontiers in big Data* 3 (2020), p. 2.

[10] Wuyang Chen et al. “FasterSeg: Searching for Faster Real-time Semantic Segmentation”. In: *International Conference on Learning Representations*. 2020.

[11] Xuelian Cheng et al. “Hierarchical neural architecture search for deep stereo matching”. In: *arXiv preprint arXiv:2010.13501* (2020).

[12] Corinna Cortes et al. “Adanet: Adaptive structural learning of artificial neural networks”. In: *International conference on machine learning*. PMLR. 2017, pp. 874–883.

[13] Jiequan Cui et al. “Fast and practical neural architecture search”. In: *Proceedings of the IEEE/CVF International Conference on Computer Vision*. 2019, pp. 6509–6518.
[14] Haixing Dai et al. “Optimize CNN Model for FMRI Signal Classification Via Adanet-Based Neural Architecture Search”. In: 2020 IEEE 17th International Symposium on Biomedical Imaging (ISBI). IEEE. 2020, pp. 1399–1403.

[15] Xiaoliang Dai et al. “FBNNetV3: Joint architecture-recipe search using neural acquisition function”. In: arXiv e-prints (2020), arXiv–2006.

[16] Xuanyi Dong and Yi Yang. “Nas-bench-201: Extending the scope of reproducible neural architecture search”. In: arXiv preprint arXiv:2001.00326 (2020).

[17] Xuanyi Dong and Yi Yang. “Searching for a robust neural architecture in four gpu hours”. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2019, pp. 1761–1770.

[18] Xuanyi Dong et al. “AutoHAS: Differentiable hyper-parameter and architecture search”. In: arXiv e-prints (2020), arXiv–2006.

[19] Thomas Elsken, Jan Hendrik Metzen, and Frank Hutter. “Neural architecture search: A survey”. In: The Journal of Machine Learning Research 20.1 (2019), pp. 1997–2017.

[20] Thomas Elsken, Jan-Hendrik Metzen, and Frank Hutter. “Simple and efficient architecture search for convolutional neural networks”. In: arXiv preprint arXiv:1711.04528 (2017).

[21] Thomas Elsken et al. “Meta-learning of neural architectures for few-shot learning”. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2020, pp. 12365–12375.

[22] Jiemin Fang et al. “Densely connected search space for more flexible neural architecture search”. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2020, pp. 10628–10637.

[23] Chelsea Finn, Pieter Abbeel, and Sergey Levine. “Model-agnostic meta-learning for fast adaptation of deep networks”. In: International Conference on Machine Learning. PMLR. 2017, pp. 1126–1135.

[24] Chelsea Finn, Kelvin Xu, and Sergey Levine. “Probabilistic model-agnostic meta-learning”. In: Advances in Neural Information Processing Systems (2019).

[25] Minghao Guo et al. “When nas meets robustness: In search of robust architectures against adversarial attacks”. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2020, pp. 631–640.

[26] Zichao Guo et al. “Single Path One-Shot Neural Architecture Search with Uniform Sampling”. In: Computer Vision – ECCV 2020. Cham: Springer International Publishing, 2020, pp. 544–560.
[27] Sepp Hochreiter and Jürgen Schmidhuber. “Long short-term memory”. In: Neural computation 9.8 (1997), pp. 1735–1780.

[28] Gao Huang et al. “Densely connected convolutional networks”. In: Proceedings of the IEEE conference on computer vision and pattern recognition. 2017, pp. 4700–4708.

[29] Qiaoqing Huang et al. “Enhanced MRI Reconstruction Network Using Neural Architecture Search”. In: International Workshop on Machine Learning in Medical Imaging. Springer. 2020, pp. 634–643.

[30] Frank Hutter, Lars Kotthoff, and Joaquin Vanschoren. Automated machine learning: methods, systems, challenges. Springer Nature, 2019.

[31] Fabian Isensee et al. “Automated design of deep learning methods for biomedical image segmentation”. In: arXiv preprint arXiv:1904.08128 (2019).

[32] Simon Jégou et al. “The one hundred layers tiramisu: Fully convolutional densenets for semantic segmentation”. In: Proceedings of the IEEE conference on computer vision and pattern recognition workshops. 2017, pp. 11–19.

[33] Chenhan Jian et al. “Elixirnet: Relation-aware network architecture adaptation for medical lesion detection”. In: Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 34. 07. 2020, pp. 11093–11100.

[34] Haifeng Jin, Qingquan Song, and Xia Hu. “Efficient neural architecture search with network morphism”. In: arXiv preprint arXiv:1806.10282 (2018).

[35] Kirthevasan Kandasamy et al. “Gaussian process optimisation with multi-fidelity evaluations”. In: Proceedings of the 30th/International Conference on Advances in Neural Information Processing Systems (NIPS’30). 2016.

[36] Kirthevasan Kandasamy et al. “Neural architecture search with bayesian optimisation and optimal transport”. In: arXiv preprint arXiv:1802.07191 (2018).

[37] James Kennedy and Russell Eberhart. “Particle swarm optimization”. In: Proceedings of ICNN’95-international conference on neural networks. Vol. 4. IEEE. 1995, pp. 1942–1948.

[38] Jaehong Kim et al. “Auto-meta: Automated gradient based meta learner search”. In: arXiv preprint arXiv:1806.06927 (2018).

[39] Aaron Klein et al. “Fast bayesian optimization of machine learning hyperparameters on large datasets”. In: Artificial Intelligence and Statistics. PMLR. 2017, pp. 528–536.

[40] Arkadiusz Kwasigroch, Michal Grochowski, and Agnieszka Mikolajczyk. “Neural architecture search for skin lesion classification”. In: IEEE Access 8 (2020), pp. 9061–9071.
[41] William B Langdon and Riccardo Poli. *Foundations of genetic programming*. Springer Science & Business Media, 2013.

[42] Ngan Le et al. “A Multi-task Contextual Atrous Residual Network for Brain Tumor Detection & Segmentation”. In: *2020 25th International Conference on Pattern Recognition (ICPR)*. IEEE. 2021, pp. 5943–5950.

[43] Y. Lecun et al. “Gradient-based learning applied to document recognition”. In: *Proceedings of the IEEE* 86.11 (1998), pp. 2278–2324. doi: 10.1109/5.726791.

[44] Xiaomeng Li et al. “H-DenseUNet: hybrid densely connected U-Net for liver and tumor segmentation from CT volumes”. In: *IEEE transactions on medical imaging* 37.12 (2018), pp. 2663–2674.

[45] Dongze Lian et al. “Towards fast adaptation of neural architectures with meta learning”. In: *International Conference on Learning Representations*. 2019.

[46] Chenxi Liu et al. “Are labels necessary for neural architecture search?” In: *European Conference on Computer Vision*. Springer. 2020, pp. 798–813.

[47] Chenxi Liu et al. “Auto-deeplab: Hierarchical neural architecture search for semantic image segmentation”. In: *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*. 2019, pp. 82–92.

[48] Chenxi Liu et al. “Progressive neural architecture search”. In: *Proceedings of the European conference on computer vision (ECCV)*. 2018, pp. 19–34.

[49] Hanxiao Liu, Karen Simonyan, and Yiming Yang. “Darts: Differentiable architecture search”. In: *arXiv preprint arXiv:1806.09055* (2018).

[50] Fausto Milletari, Nassir Navab, and Seyed-Ahmad Ahmadi. “V-net: Fully convolutional neural networks for volumetric medical image segmentation”. In: *2016 fourth international conference on 3D vision (3DV)*. IEEE. 2016, pp. 565–571.

[51] Alex Nichol, Joshua Achiam, and John Schulman. “On first-order meta-learning algorithms”. In: *arXiv preprint arXiv:1803.02999* (2018).

[52] Ramakanth Pasunuru and Mohit Bansal. “Continual and multi-task architecture search”. In: *arXiv preprint arXiv:1906.05226* (2019).

[53] Juan-Manuel Perez-Rua, Moez Baccouche, and Stéphane Pateux. “Efficient Progressive Neural Architecture Search”. In: *British Machine Vision Conference 2018, BMVC 2018*. BMVA Press, 2018.

[54] Hieu Pham et al. “Efficient neural architecture search via parameters sharing”. In: *International Conference on Machine Learning*. PMLR. 2018, pp. 4095–4104.
[55] AJ Piergiovanni et al. “Evolving space-time neural architectures for videos”. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019, pp. 1793–1802.

[56] Esteban Real et al. “Regularized evolution for image classifier architecture search”. In: Proceedings of the aaai conference on artificial intelligence. Vol. 33. 01. 2019, pp. 4780–4789.

[57] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. “U-net: Convolutional networks for biomedical image segmentation”. In: International Conference on Medical image computing and computer-assisted intervention. Springer. 2015, pp. 234–241.

[58] Tommoy Saikia et al. “Autodispnet: Improving disparity estimation with autolml”. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019, pp. 1812–1823.

[59] Bobak Shahriari et al. “Taking the human out of the loop: A review of Bayesian optimization”. In: Proceedings of the IEEE 104.1 (2015), pp. 148–175.

[60] Yao Shu, Wei Wang, and Shaofeng Cai. “Understanding Architectures Learnt by Cell-based Neural Architecture Search”. In: International Conference on Learning Representations. 2020.

[61] SN Sivanandam and SN Deepa. “Genetic algorithms”. In: Introduction to genetic algorithms. Springer, 2008, pp. 15–37.

[62] Xingyou Song et al. “ES-ENAS: Combining Evolution Strategies with Neural Architecture Search at No Extra Cost for Reinforcement Learning”. In: arXiv preprint arXiv:2101.07415 (2021).

[63] Mingxing Tan et al. “Mnasnet: Platform-aware neural architecture search for mobile”. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2019, pp. 2820–2828.

[64] Jiaxing Wang et al. “M-nas: Meta neural architecture search”. In: Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 34. 04. 2020, pp. 6186–6193.

[65] Xinyi Wang et al. “BiX-NAS: Searching Efficient Bi-directional Architecture for Medical Image Segmentation”. In: arXiv preprint arXiv:2106.14033 (2021).

[66] Yu Weng et al. “Nas-unet: Neural architecture search for medical image segmentation”. In: IEEE Access 7 (2019), pp. 44247–44257.

[67] Ronald J Williams. “Simple statistical gradient-following algorithms for connectionist reinforcement learning”. In: Machine learning 8.3 (1992), pp. 229–256.

[68] Catherine Wong et al. “Transfer learning with neural autolml”. In: Advances in Neural Information Processing Systems (2018).
[69] Saining Xie et al. “Exploring randomly wired neural networks for image recognition”. In: *Proceedings of the IEEE/CVF International Conference on Computer Vision*. 2019, pp. 1284–1293.

[70] Yuhui Xu et al. “PC-DARTS: Partial channel connections for memory-efficient architecture search”. In: *arXiv preprint arXiv:1907.05737* (2019).

[71] Jiangpeng Yan et al. “Neural Architecture Search for compressed sensing Magnetic Resonance image reconstruction”. In: *Computerized Medical Imaging and Graphics* 85 (2020), p. 101784.

[72] Xingang Yan et al. “Ms-nas: Multi-scale neural architecture search for medical image segmentation”. In: *International Conference on Medical Image Computing and Computer-Assisted Intervention*. Springer. 2020, pp. 388–397.

[73] Xin Yang et al. “Searching collaborative agents for multi-plane localization in 3d ultrasound”. In: *Medical Image Analysis* (2021), p. 102119.

[74] Chris Ying et al. “Nas-bench-101: Towards reproducible neural architecture search”. In: *International Conference on Machine Learning*. PMLR. 2019, pp. 7105–7114.

[75] Qihang Yu et al. “C2fnas: Coarse-to-fine neural architecture search for 3d medical image segmentation”. In: *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*. 2020, pp. 4126–4135.

[76] Chris Zhang, Mengye Ren, and Raquel Urtasun. “Graph hypernetworks for neural architecture search”. In: *arXiv preprint arXiv:1810.05749* (2018).

[77] Zhao Zhong et al. “Practical block-wise neural network architecture generation”. In: *Proceedings of the IEEE conference on computer vision and pattern recognition*. 2018, pp. 2423–2432.

[78] Zongwei Zhou et al. “Unet++: Redesigning skip connections to exploit multiscale features in image segmentation”. In: *IEEE transactions on medical imaging* 39.6 (2019), pp. 1856–1867.

[79] Zhuotun Zhu et al. “V-nas: Neural architecture search for volumetric medical image segmentation”. In: *2019 International Conference on 3D Vision (3DV)*. IEEE. 2019, pp. 240–248.

[80] Barret Zoph and Quoc V Le. “Neural architecture search with reinforcement learning”. In: *International Conference on Learning Representations ICLR* (2016).

[81] Barret Zoph et al. “Learning transferable architectures for scalable image recognition”. In: *Proceedings of the IEEE conference on computer vision and pattern recognition*. 2018, pp. 8697–8710.