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Abstract
Person searches generally involve three important parts: person detection, feature extraction and identity comparison. However, a person search integrating detection, extraction and comparison has the two following drawbacks. First, the accuracy of detection will affect the accuracy of comparison. Second, it is difficult to achieve real-time results in real-world applications. To solve these problems, we propose a multitask joint framework for real-time person search (MJF) that optimizes person detection, feature extraction and identity comparison. For the person detection module, we propose the YOLOv5-GS model, which is trained with a person dataset. YOLOv5-GS combines the advantages of the Ghostnet and the squeeze-and-excitation block and improves the speed of person detection. For the feature extraction module, we design a model adaptation architecture, which can select different networks according to the number of people. It can balance the relationship between accuracy and speed. For identity comparison, we propose a 3D pooled table and a matching strategy to improve identification accuracy. On the condition of 1920×1080-resolution video and a 200-ID table, the IR and the FPS achieved by our method reach 82.69% and 25.14, respectively. Therefore, the MJF can achieve real-time person search.
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1 Introduction
Person search [1] is mainly used to determine whether there is a specific person in an image or a video sequence. Person search has great potential in applications related with video surveillance, such as searching for lost people or suspects. These applications are closely related to public security and safety, therefore person search has been receiving increasing attentions over recent years. In real-world applications, person search can be divided into two tasks: person detection and person re-identification. Detection is the premise of reidentification and neither can exist effectively without the other. However, most scholars only study person re-identification [2–4]. Their achievements are difficult to implemented in real-world applications. In addition, although some scholars propose an end-to-end network [5–7] combined with two tasks, the accuracy is relatively low since the detection accuracy affects the identification accuracy. Furthermore, person detection aims to distinguish a person from the background, while person identification aims to distinguish between different IDs. Therefore, a single network cannot meet real-time requirement of person search.

To address the problems above, we propose a multitask joint framework for real-time person search (MJF) that consists of the person detection, feature extraction and identity comparison, as shown in Fig. 1.

Regarding the task of person detection, we integrate a Ghost [8] and squeeze-and-excitation block (SE) [9] and propose the YOLOv5-GS network to improve the speed and accuracy. In addition, considering that the original YOLOv5 model is mainly used to detect multiple types of targets...
rather than single person, we train it with the CrowdHuman person dataset, which makes the network more suitable for person detection. As a result, our model achieves 58.2 FPS for 1920 \times 1080-resolution video.

Regarding the task of feature extraction, we design a model adaptation architecture (MAA) can select different feature extraction models to balance the relationship between accuracy and speed. The MAA chooses a simple model to extract features when there are many people in a frame, and chooses a complex model to extract features when there are a few people in a frame. Therefore, the module can improve accuracy as well as speed. We choose ResNet-18, ResNet-34 and ResNet-50 networks [10] as the basic models, and embed Non-local block [11]. Considering that the features of a person are different in different orientations, we insert the person orientation classification module into the network, and extract orientation information from the front, back and side. The experiments show that the MAA can extract the features of 605 people in one second even if we use ResNet-50 as the feature extraction model, and mAP and Rank-1 can reach 93.2% and 95.9%, respectively.

Regarding the task of identity comparison, we design the 3D pooled table, which is used to store the features of each ID under three orientations. In addition, we propose a matching strategy that confirms 4 frames in 5 consecutive frames. After confirmation, the feature is matched with the features in the 3D pooled table. If the match is successful, then the feature under the corresponding ID and orientation are updated; otherwise, the new ID and orientation are initialized. We use the cosine distance to evaluate the similarity between different IDs. On the condition of 1920 \times 1080-resolution video and a 200-ID table, the IR and FPS achieved by our method reach 82.69% and 25.14.

The main contributions of this paper are summarized as follows:

- We optimize person detection and propose the YOLOv5-GS model. It integrates Ghostnet and SE block, which reduces the parameters and improves the detection speed.
- We propose a model adaptation architecture. The architecture can flexibly select feature extraction networks according to the number of people and greatly improve the accuracy and speed. We insert the person orientation classification module into the network, and extract orientation information from the front, back and side.
- We design a 3D pooled table and propose an identity matching strategy. The stability and reliability of person identification are improved by identity confirmation in 4 frames within 5 consecutive frames and feature matching in the same direction.

2 Related work

2.1 Person detection

Object detection models can be divided into two categories. One is two-stage, which has two steps: object positioning and object recognition. This category includes R-CNN [12], Fast R-CNN [13] and Faster R-CNN [14]. The candidate boxes are generated in the first step, and the candidate boxes are judged in the second step. The generation and judgment of the boxes are two processes. This type of algorithms has high accuracy but slow speed. The other one is one-stage, such as SSD [15] and YOLO [16–19]. This type can achieve high inference speed and meet the real-time requirements. What is more, there are many detection method proposed in recent years [20–26].

YOLO is the first end-to-end network and can predict the locations and categories simultaneously. The YOLO series algorithms are divided into three modules: backbone, neck and head. YOLO redefines object detection as a regression
problem, which leads to high speed [16, 17]. Specifically, the detection speed of YOLO is faster than that of other object detection algorithms due to the simplification of the network [18] and the use of tricks [19], which can achieve real-time detection in the application of object detection [27].

2.2 Feature extraction

Feature extraction can be divided into global feature extraction and local feature extraction in the field of person re-identification. Generally, the input of the global feature extraction network should be the whole image. Many researchers have used ResNet (including ResNet-18, ResNet-34 and ResNet-50), which can solve degradation problems. In addition, a series of networks was developed to achieve better performance, such as ResNeXt [28] which combines ResNet and Inception [29], ResNest [30] that fuses split-attention module. However, the method of using global features has poor performance in real scenes for the problem of occlusion. Thus, local feature extraction becomes extremely important. The global feature consists of multiple local features, which are extracted from a certain region. These methods include image segmentation [31–35] and attitude extraction [36–40]. Zhao et al. [37] proposed a multistage feature decomposition and tree-like structure competitive feature fusion network, which is based on human body region guidance. It extracts people features with the help of 14 key position information item of the human body. To solve the problem of person dislocation, Zhao et al. [41] proposed an effective person alignment network, which included the convolutional network and the region extraction network. It extracted the most discriminative human body areas and spliced them into the final person features.

2.3 Identity comparison

There are two key issues that need to be addressed in identity comparison. One is to confirm that the Tracklets in the scene belong to the same ID. The other is to confirm that the ID is the comparison target. Xiao et al. [42] proposed using the LUT to store the features of each ID between the detection network and the person re-identification network. Xiao trained an end-to-end person re-identification network using the OIM loss function. Li et al. [43] modified the LUT and proposed the pooled table to store the features of each camera. Considering changes in color, lighting and angle of people at different cameras, Li proposed a new loss function Triplet Online Instance Matching Loss.

3 Method

3.1 Person search process

The person search can be divided into four steps (detect person, extract feature, fuse feature and identify person), and we provide the explanation mathematically about how to search the person.

Detect person We input an frame and detect the pedestrians, in which Q is query (database) composed of M images (person), denoted as \( \{ q_i \}_{i=1}^M \).

Extract feature We train the model to extract the feature \( f_j \) of the person \( j \) (see Eq. 1).

\[
f_j = F(q_j),
\]

where \( F(\cdot) \) is the feature extraction model.

Fuse feature To improve the robustness of the feature, we fuse multiple image features of the same person (see Eq. 2).

\[
fuse_j = \text{Fuse}(f_j^k),
\]

where \( \text{Fuse}(\cdot) \) is the feature fusion model and \( f_j^k \) represents the feature of \( k \)th frame of \( j \) person.

Identify person \( G \) is a feature gallery (database) composed of \( N \) images, denoted as \( \{ g_i \}_{i=1}^N \). They belong to \( N \) different identities 1, 2, ..., \( N \). Given a fusion feature \( fuse_j \), its identity is determined by:

\[
i^* = \arg \max_{i \in 1,2,...,N} \text{sim}(fuse_j, g_i),
\]

where \( i^* \) is the identity of probe \( fuse_j \), and \( \text{sim}(\cdot, \cdot) \) is some kind of similarity function.

3.2 YOLOv5-GS

It is difficult to achieve real-time person search using the current methods since the detection is time-consuming. In this paper, we design the YOLOv5-GS model, which uses the idea of YOLOv4 and the architecture of YOLOv5. YOLOv5 adopts the CSP [44] that can effectively reduce network parameters, the focus structure that can decrease information loss, and the SPP pyramid structure that is suitable for multisize input. Inspired by these methods, we insert the Ghostnet and SE block into the YOLOv5 to improve the accuracy and speed. Ghostnet can reduce the parameters of the backbone, while the SE layer can lower the accuracy degeneration caused by Ghostnet. Although inserting the SE layer may increase the calculation, the model can strengthen valuable features and suppress invaluable features by adjusting the channel attention, which leads to the enhancement of the learning ability of the
network. Specifically, the person dataset CrowdHuman is used to train YOLOv5-GS.

We insert the Ghost Block into the backbone, $N = 1$ in the first Ghost Block and $N = 9$ in the last two. The detailed method is as follows: Fig. 2a shows how the residual block replaces the CSP in the original structure, and Fig. 2b replaces the convolutional layer of the two blocks that make up the Ghost block (as shown in Fig. 2c). We add an SE layer

![Fig. 2](image_url)

**Fig. 2** a Structure of GhostBottleneck [8] when stride = 1. b Structure of GhostBottleneck when stride = 2. c Structure of Ghost Block

---

![Fig. 3](image_url)

**Fig. 3** Architecture of YOLOv5-GS

---

![Fig. 4](image_url)

**Fig. 4** Architecture of MAA
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after each sampling to enhance the feature learning ability. The architecture of YOLOv5-GS is shown in Fig. 3.

### 3.3 Model adaptation architecture (MAA)

Two problems need to be considered in the feature extraction part. First, the features of the same ID are different under different orientations. If the orientation is ignored, then the accuracy of person identification will decrease after the orientation is changed. Second, the speed of feature extraction decreases with an increase in the number of layers. With a deepening of the network depth and increase in structure complexity, the computing time increases, which affects the real-time performance. To solve the above problems, we design the MAA (as shown in Fig. 4) which consists

| Structure of backbone module | ResNet18 | ResNet-34 | ResNet-50 |
|-----------------------------|----------|-----------|-----------|
| conv<sub>1</sub>             | 7 x 7, 64, stride 2 | x1 |           |
| pool<sub>1</sub>             | 3 x 3, avg, stride 2 | x1 |           |
| layer<sub>1</sub>            | 3 x 3, 64 | x2 | 3 x 3, 64 | x3 |
| nonlocal<sub>1</sub>         | 1 x 1, 64 | x1 | 1 x 0, 64 | x0 |
| layer<sub>2</sub>            | 3 x 3, 128 | x1 | 1 x 1, 256 | x0 |
| nonlocal<sub>2</sub>         | 1 x 1, 128 | x2 | 1 x 1, 128 | x4 |
| layer<sub>3</sub>            | 3 x 3, 256 | x6 | 3 x 3, 256 | x6 |
| pool<sub>2</sub>             | 3 x 3, 512 | x3 | 3 x 3, 512 | x3 |
| fc<sub>1</sub>               | –        | – | (2048, 512) | x1 |
| Bn                          | Bn Feature |           |           |
| fc<sub>2</sub>               | (512, 3) |           |           |

![Fig. 5](image-url) Process of feature storage and comparison. a ID and orientation. b 3D Pooled Table. c Container. Person features of same ID with different orientations is stored in 3D pooled table. Container updates state after processing each frame. After match is confirmed, feature in container replaces feature of corresponding ID and orientation in 3D pooled table.
of three parts: backbone module, network depth adaptation module and orientation and identity module.

**Backbone module** In this section, we study the backbone networks: ResNet-18, ResNet-34 and ResNet-50. The structure of the backbone is shown in Fig. 4. We use non-local block to establish the connection between the pixels that have a certain distance, and the Bn Feature structure to classify orientation and features. The detailed network structure is shown in Table 1.

**Network depth adaptation module** There is a game process between accuracy and speed. The deeper the network is, the higher the recognition accuracy is and the lower the PPS is. By contrast, the shallower the network depth, the lower the recognition accuracy and the higher the PPS. Therefore, the feature extraction module should achieve balance to ensure high accuracy and speed. We design the network depth adaptation module, as shown in Fig. 4. It can select the corresponding network according to the number of targets in each frame and improve the efficiency of feature extraction without decreasing the accuracy. ResNet18 + nonlocal + Bn Feature (RN18), ResNet34 + nonlocal + Bn Feature (RN34) and ResNet50 + nonlocal + Bn Feature (RN50) are selected as the three adaptive branch networks. The strategy is expressed in Eq. (4).

\[
\text{backbone} = \begin{cases} 
\text{RN50} & n \leq \text{th}_1 \\
\text{RN34} & \text{th}_1 < n < \text{th}_2 \\
\text{RN18} & n \geq \text{th}_2, 
\end{cases}
\]  
(4)

where \( n \) is the number of people in one frame, and \( \text{th}_1 \) and \( \text{th}_2 \) represent the thresholds the number of people.

**Orientation and identity module** To reduce the influence of orientations, we proposed the Orientation and identity module, which contains orientation features and ID features, as shown in Fig. 4. We insert the FC2 layer into the Orientation and identity module to extract orientation features. We classify the orientations as front, back and side. The total features have 515 dimensions, among which the person ID feature is represented by a vector of 512 dimensions, and the person orientation feature is represented by a vector of 3 dimensions.

### 3.4 3D Pooled table and matching strategy

In this section, a 3D pooled table is designed to store features of each ID in different orientations, as shown in Fig. 5. Each feature is represented by \( f \in \mathbb{R}^D \), where \( D \) represents the dimension of the feature, the orientation is represented by \( t \in \mathbb{R}^3 \), \( t = 0 \) represents the front, \( t = 1 \) represents the back, and \( t = 2 \) represents the side. Each ID in Table is represented by \( V \in \mathbb{R}^{D \times T} \), where \( T = 3 \) represents the number of types of orientation. In addition, we design a matching strategy to confirm the same ID through container storage. The features and orientations of different IDs are stored in different containers, and the containers also contain the state of feature matching. If a container matches 4 frames in 5 consecutive frames, then the state of the container is changed to confirm, and the features in the container are compared with the person features in the 3D pooled table with the same orientation. The detailed processes are as follows (Algorithm is shown in 1).

**Algorithm 1 Matching Algorithm**

**Input:**
1. Video segment: \( P \)
2. Container: \( C_x, x = 1, 2, 3... \)

**Init:**
1. segment of \( i \)-th person in the first frame: \( p_i^1 \)
2. each person creates a container: \( C_x \) (including \( cou, mis, fea, ori, lab \))

**For each frame** \( p \in P \) do
1. detect the person fragments using YOLOv5-GS: \( p_o \)
2. extract the feature and the orientation using MAA: \( f_o \in \mathbb{R}^D, t_o \in \mathbb{R}^3 \)
3. match \( f_o \) with the existing features \( fea \)
4. if matched then
   5. update the \( fea \) and \( cou \) of the \( C_x \)
   6. else
   7. update the \( mis \) of the \( C_x \)
5. end if
6. if \( mis == 0 \) then
   7. delete \( C_x \)
6. end if
7. if \( cou == 5 \) and \( mis > 0 \) or \( cou == 4 \) and \( mis == 2 \) then
   8. match \( C_x \) with Table
   9. if matched then
   10. update Table
   11. else
   12. new ID
6. end if
8. end if
9. if \( mis > 0 \) or \( cou == 4 \) then
   10. update the \( fea \) and \( cou \) of the \( C_x \)
   11. else
   12. update the \( mis \) of the \( C_x \)
9. end if
10. end if

**Output:**
1. Table
2. Container \( C_x, x = 1, 2, 3... \)

First, the 1st frame inputs the model, and the fragments \( p_i^1 \) of all people in this frame are detected through YOLOv5-GS, where \( i \) represents the \( i \)-th person in the 1st frame. Each detected person creates a container \( C_x, x = 1, 2, 3..., \) where \( x \) represents the \( x \)-th container. In each container, the
corresponding person features will be stored, including the number of matches (cou), number of mismatches (mis), features (fea), orientation of pedestrians (ori), and the person label (lab). Then, the detected fragments of person input MAA for feature and orientation extraction, and the features and orientations to the corresponding container Cx were stored. When the ath frame is input to the model, the fragments p′i of all pedestrians in this frame are first extracted through YOLOv5-GS. The detected fragments of the person are input to network MAA to extract the feature fpi ∈ Rd and the orientation ori ∈ R1. The fpi is matched with the existing feature in the container, and if matched, the corresponding fea and cou in the container are updated.

For containers that do not match, only the mis is updated. If the mis is updated twice in 5 frames, then the container is deleted. If a container matches 4 frames in 5 consecutive frames, then the container is removed and matched the features of the container with the corresponding orientation in the table fpi ∈ Rd, where n represents the nth ID and t represents the orientation. If the match is successful, then the features of the corresponding ID orientation are updated in the table. Otherwise, the new ID is initialized.

4 Dataset and evaluation index

4.1 Person detection comparison

COCO [45] It is a large image dataset designed for object detection, segmentation, person keypoint detection, staff segmentation, and caption generation.

CrowdHuman [46] It is a benchmark dataset to better evaluate detectors in crowd scenarios. The CrowdHuman dataset is large, rich-annotated and contains high diversity. CrowdHuman contains 15,000, 4370 and 5000 images for training, validation, and testing, respectively.

Parameter It refers to the number of parameters in the network and indicates the complexity of the model. It generally includes weight W and bias B.

mAP[0.5] It represents the accuracy of the objection detection and refers to the mean average precision (mAP) under the condition of intersection over union (IoU) was 0.5. IoU is the degree of overlap between the BBox and the Ground Truth. The calculation method of mAP[0.5] can reference the mAP [47].

TS Test speed (TS) is the detection time of GPU for each frame which excludes decoding process.

FPS, FPSmax, FPSavg Frame per second (FPS) is used to evaluate the speed of the image process in videos. The detection speed is affected by the number of pedestrian targets in the image. The more targets, the lower the processing speed. We use the total average method to calculate the FPS, which takes all the frames divided by the time, to avoid the fluctuation of the frame rate as much as possible. The calculation formula is shown in Eq. (5).

\[
FPS = \frac{f_{all}}{t_{all}},
\]

where \(f_{all}\) is the total number of frames in the video, \(t_{all}\) is the time to process the video. FPS\(_{\text{max}}\) and FPS\(_{\text{avg}}\) represents the average frame rate and maximum frame rate, respectively.

4.2 Feature extraction comparison

Market-1501 [47] The dataset is collected by 6 different cameras. The whole dataset contains 32,668 images, including 12,936 for training and 19,732 for testing.

DukeOrientation Images with different orientations (front, back and side) were selected from the DukeMTMC dataset [48]. The DukeOrientation dataset contains 3587 images, including front 1140, back 873 and side 1574.

mAP It represents the mean average precision of persons ReID. The calculation method can reference the [47].

Rank-1 It represents the probability that a query identity hit the first object of the candidate lists. The calculation method of Rank-1 is same with the CMC top-1 [49].

PPS Person per second (PPS) refers to the number of pedestrians feature extraction within one second. The calculation formula is shown in equation (6).

\[
PPS = \frac{n_{\text{extra}}}{t_{\text{extra}}},
\]

where \(n_{\text{extra}}\) is the pedestrian number of the feature extraction, \(t_{\text{extra}}\) is the time cost.

4.3 Real-time comparison

UESTC-PR A dataset is a very important component in person search. However, most of the existing datasets only contain cropped pedestrian images, which is different from real world scenarios. To simulate the actual application scenario and minimize the production costs of the dataset, we propose a new dataset collection method and collected the UESTC-PR dataset in this way. The UESTC-PR dataset was collected in the small square of the innovation center at the University of Electronic Science and Technology of China (UESTC). Five cameras were adopted and distributed in all directions of the central square. When a pedestrian passes by, the different cameras take pictures of the different poses and backgrounds of the same identity. Thus, it can meet the requirement of person re-identification for diverse poses among the samples in the dataset. In addition, due to the large square and the high position of the camera, the acquired pedestrians are small, which is in line with the actual scene. To control the impact of light on the person recognition accuracy, the
video collection was conducted in three periods at different times of day, namely, 8:30–9:30 am, 11:00–12:00 am and 17:00–18:00 pm. The dataset covers diverse backgrounds, illumination conditions, attitudes, angles, brightnesses, etc. It can meet ReID’s requirements for the dataset. The datasets could be used for training a model for the joint detection and identification task. The pedestrian pictures are cropped from the original surveillance videos, which can be used for the detection task, as well as the joint detection and ReID task. The statistics are clearly shown in Table 2.

**IR** Identification rate (IR) is used to evaluate the search accuracy. The number of correct identifications represents the number of correct identifications in the identity comparison process, and the total number represents the total number of identity comparisons. The calculation formula is shown in Eq. (7).

\[
IR = \frac{n_{\text{cor}}}{n_{\text{all}}},
\]  

where \(n_{\text{cor}}\) is number of correct identification, \(n_{\text{all}}\) is the total number of identification.

5 Experiments

5.1 Pre-processing method

We describe some pre-processing technology in this subsection, including the dataset pre-processing skills and the parameter settings.

**Dataset pre-processing skills** We resize the input image of the person detection task to 640*640, 1088*1088 and 1920*1920. The hue, saturation and lightness of the image are set to 0.015, 0.7 and 0.4, respectively. The image is turned left and right with a probability of 50%.

**Parameter settings** The IoU between ground truth and anchor is set to 0.2 and batchsize is set to 16. We adopt momentum gradient descent and the momentum weight is set to 0.937, and the weight attenuation coefficient is 0.0005. The learning rate is 0.01 and epoch is 300.

5.2 Comparison of person detection

In this section, we first compare the performance of SSD, YOLOv5, YOLOv5-G (YOLOv5 + Ghostnet) and YOLOv5-GS (YOLOv5 + Ghostnet + SE layer) in the field of object detection on the COCO dataset. Then, we select YOLOv5-GS as the person detection model. In addition, we test the detection performance of YOLOv5 and YOLOv5-GS on the UESTC-PR dataset.

**A comparison of different models in object detection** We test the performance of SSD, YOLOv5, YOLOv5-G and YOLOv5-GS on the COCO dataset. We compare the parameter, mAP and TS. The experimental results are shown in Table 3.

Compared with the YOLOv5 network, the parameters of YOLOv5-GS decrease from 7.2M to 4.4M, the GPU inference time shortens by 0.4 ms per frame. Although the mAP of YOLOv5-GS is decreased, the inference speed is increased. At the same time, the results of YOLOv5-G and YOLOv5-GS demonstrate that the SE module can compensate for the decline in mAP caused by Ghostnet. The mAP achieved by YOLOv5-GS can be increased by up to 3.3% compared with YOLOv5-G. It is obvious that YOLOv5-GS finds a balance point between the detection accuracy (mAP[0.5]) and the detection speed (TS). Based on the above experiments, we adopt YOLOv5-GS as the person detection model.

**The effectiveness of YOLOv5-GS in person detection** The model, which is trained with the COCO dataset, is not suitable for person detection. A large number of nonperson targets consume the detection time. We retrain the YOLOv5-GS model with the CrowdHuman dataset. The validation dataset we adopted is UESTC-PR, and we test the relation between FPS and resolution. The experimental results are shown in Table 4.

The results show that the FPS\(_{\text{avg}}\) of YOLOv5-GS reached 58.2 in 1920 \times 1920-resolution video, which meets the

| Dataset          | DukeMTMC | Market-1501 | UESTC-PR |
|------------------|----------|-------------|----------|
| Pedestrians      | 36,411   | 32,668      | 60,437   |
| Identities       | 1812     | 1501        | 499      |
| Training ID      | 702      | 751         | 251      |
| Query ID         | 702      | 750         | 247      |
| Gallery ID       | 1110     | 750         | 248      |
| Size             | Big      | Big         | Small    |
| Shooting angle   | Smooth inspect | Smooth inspect | Overlook |
| Motion state     | Walking  | Walking     | Walking + cycling |
| Detection + identification | No      | No          | Yes      |

The dataset collected by ourself is shown in bold
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real-time application requirements. In addition, with an increase in the resolution of the input image, the FPS\textsubscript{avg} of YOLOv5-GS fluctuates between 55.7 and 60.6, and the YOLOv5 fluctuates between 35.6 and 37.3. The experiment also proves that YOLOv5-GS can improve the detection speed.

5.3 The comparison of feature extraction

The size of the input images is set to $128 \times 64$. We train the model on the Market1501 dataset and use some tricks. The dimension of the fully connected layer in our paper is set to 512. Compared with the dimension of 256 and 1024, the accuracy and speed reach the balance point when the dimension is 512 since a small dimension leads to a low accuracy and a large dimension leads to a low speed. We test mAP and Rank-1 to evaluate the network performance. The PPS is used to evaluate the speed of the feature extraction. The results are shown in Table 5.

It can be seen from Table 5 that with the addition of the nonlocal and the Bn Feature, the mAP achieved by ResNet-18, ResNet-34 and ResNet-50 can be increased by up to 2.6%, 3.8% and 3.9%, respectively. Compared with the nonlocal, the Bn feature has a greater influence on mAP. The nonlocal increases the depth of the network and reduces the PPS, while the Bn Feature has little influence on the PPS. Based on the above results, ResNet18 + nonlocal + Bn Feature (RN18), ResNet34 + nonlocal + Bn Feature (RN34) and ResNet50 + nonlocal + Bn Feature (RN50) are selected as the three adaptive branch networks. According to the results in Table 5, we calculate the corresponding relationship between the number of people and the selection of the feature extraction network. The selection strategy is shown in Table 6.

According to Table 6, RN50 is selected when the number of pedestrians in the frame is fewer than 24, RN34 is selected when the number of pedestrians in the frame is fewer than 25 and RN18 is selected when the number of pedestrians in the frame is fewer than 28.

5.4 Comparison of identity

In this section, we study the impact of resolution and number of IDs in the 3D pooled table on the IR and FPS. The experimental results are shown in Table 7.

Table 7 shows that an increase in the number of IDs results in a decrease in IR and FPS. This is because the more IDs there are, the more people will need to be compared. In addition, the IR decreases with decreasing resolution, but the FPS is improved to some extent. The main reason is that the poor feature extracted from low resolution pedestrian images leads to a decrease of IR. However, this kind of image improves the speed of detection. In conclusion, under the condition of $1920 \times 1080$-resolution video and a 200-ID table, the IR and FPS achieved by our method reached 82.69% and 25.14, respectively.

5.5 Comparison with the state-of-the-art method

In this section, we compare the method proposed in this paper with other methods. The experiment includes the comparison of the feature extraction model and the comparison of the multitask joint framework.

| Network | Tricks | mAP | Rank-1 | PPS |
|---------|--------|-----|--------|-----|
| ResNet-18 | × | × | 89.2 | 90.4 | 825.979 |
| | ✓ | × | 89.7 | 90.8 | 723.284 |
| | × | ✓ | 91.1 | 92.5 | 795.735 |
| | ✓ | ✓ | 91.8 | 93.1 | 709.321 |
| ResNet-34 | × | × | 89.4 | 90.7 | 717.265 |
| | ✓ | × | 90.7 | 92.2 | 664.488 |
| | × | ✓ | 90.5 | 91.6 | 726.795 |
| | ✓ | ✓ | 93.2 | 94.2 | 637.340 |
| ResNet-50 | × | × | 89.3 | 91.2 | 625.607 |
| | ✓ | × | 90.1 | 91.4 | 616.927 |
| | × | ✓ | 93.2 | 94.2 | 624.981 |
| | ✓ | ✓ | 93.2 | 95.9 | 605.556 |

Table 3 Comparisons between YOLOv5-GS and others on COCO dataset

| Network | Parameter (M) | mAP0.5 (%) | TS (ms) |
|---------|---------------|------------|---------|
| SSD     | 26.2          | 48.5       | 45.4    |
| YOLOv5  | 7.2           | 56.2       | 3.0     |
| YOLOv5-G| 3.9           | 49.8       | 2.5     |
| YOLOv5-GS | 4.4         | 53.1       | 2.6     |

The results achieved by YOLOv5-GS are shown in bold.

| Network | Resolutions | Resolution (original) | Resolution (resize) | FPS\textsubscript{max} | FPS\textsubscript{avg} |
|---------|-------------|-----------------------|---------------------|------------------------|------------------------|
| YOLOv5  | 1920 × 1080 | 640 × 640             | 37.8                | 36.6                   |
|         |             | 1088 × 1088           | 36.8                | 35.6                   |
|         |             | 1920 × 1920           | 38.4                | 37.3                   |
| YOLOv5-GS | 1920 × 1080 | 640 × 640             | 65.7                | 60.6                   |
|         |             | 1088 × 1088           | 57.5                | 55.7                   |
|         |             | 1920 × 1920           | 59.8                | 58.2                   |
A comparison of different feature extraction models In this experiment, we compare the ResNet-50 that proposed in Table 1 with the other feature extraction models on Market-1501 dataset. The results are shown in Table 8. It can be seen that the mAP and Rank-1 of our method outperform the other methods. This is because nonlocal module and Bn Feature structure can establish the connection between the pixels and classify orientation and features.

A comparison of the multitask joint framework In this experiment, under the condition of 1920 × 1080-resolution video and a 200-ID table, we compare the multitask joint framework with other methods on UESTC-PR dataset. The results are shown in Table 9. It can be seen that the IR and FPS of our method outperform the other methods. The improvement of the IR lies in the orientation guidance and matching strategy. The improvement of FPS lies in the network depth adaptation module that can select the network according to the number of pedestrians in the image.

### 6 Conclusion

We propose a multitask joint framework for real-time person search, including the the YOLOv5-GS, the model adaptation architecture and the 3D pooled table and matching strategy. The YOLOv5-GS integrates Ghostnet and SE block, which reduces the parameters and improves the detection speed. The model adaptation architecture can flexibly select feature extraction networks according to the number of people and greatly improve the accuracy and speed. The stability and reliability of person identification are improved by the 3D pooled table and matching strategy. We conduct extensive experiments to evaluate the proposed method. On the condition of 1920 × 1080-resolution video and a 200-ID table, the IR and FPS achieved by our method could reach 82.69% and 25.14, respectively. This can meet real-time application requirements. We also provide a reference solution for real-time person search.
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