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Abstract

Given a graph $G$, we denote by $f(G, u_0, k)$ the number of paths of length $k$ in $G$ starting from $u_0$. In graphs of maximum degree 3, with edge weights i.i.d. with $exp(1)$, we provide a simple proof showing that (under the assumption that $f(G, u_0, k) = \omega(1)$) the expected weight of the heaviest path of length $k$ in $G$ starting from $u_0$ is at least

$$(1-o(1)) \left( k + \frac{\log_2 (f(G, u_0, k))}{2} \right),$$

and the expected weight of the lightest path of length $k$ in $G$ starting from $u_0$ is at most

$$(1+o(1)) \left( k - \frac{\log_2 (f(G, u_0, k))}{2} \right).$$

We demonstrate the immediate implication of this result for Hamilton paths and Hamilton cycles in random cubic graphs, where we show that typically there exist paths and cycles of such weight as well. Finally, we discuss the connection of this result to the question of a longest cycle in the giant component of supercritical $G(n, p)$.

1 Introduction and main results

Stochastic programming refers to a general class of optimisation problems where uncertainty is modelled by a probability distribution on the input variables. In one family of such problems, one considers a graph $G = (V, E)$ with a random weight function $w : E(G) \to \mathbb{R}$, and asks for the minimum or maximum weight object. There has been extensive research into these types of questions. To name a few, Janson [9] studied the weighted distance in the complete graph $K_n$ with edge weights i.i.d. with $exp(1)$; Aldous [2] considered the expectation of the minimal total weight of a perfect matching in $K_{n,n}$ with exponential weights with rate 1; Beveridge, Frieze, and McDiarmid [3] studied the length of the minimum spanning tree in regular graphs with random weights; and, even the question of a long cycle in the giant component of supercritical $G(n, p)$ can be seen as a question of finding heavy paths and cycles in graphs with random weights (see Section 5 for further discussion and references on the matter). We refer the reader to [16] for a collection of several papers and results in stochastic optimisation, and to Chapter 20 of [8] for many more optimisation problems in graphs with random weights.

In this note, we propose and analyse a method to study heavy and light paths (and cycles) of given length, starting from a given vertex, in graphs with random weights. Given a graph $G = (V, E)$, we denote by $f(G, u_0, k)$ the number of paths of length $k$ in $G$, starting from $u_0$. Before stating our main result, let us heuristically explain its relation to the function $f(G, u_0, k)$. Indeed, given a graph $G$ with random weight function, if $u_0$ has only one path of length $k$ starting from it, we do not anticipate to be able to obtain paths whose weight deviates from the expected weight of a path of length $k$. On the other hand, if there are many paths of length $k$ starting from $u_0$, one might hope to use that in order to find paths whose weight does deviate from the expected weight. Intuitively, the more paths of length $k$ there are, one might hope for a possibly larger deviation.

The main result of this note is as follows:
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Theorem 1. Let $G$ be a graph with $\Delta(G) \leq 3$. Let $k$ be an integer. Let $u_0 \in V(G)$ with $f(G, u_0, k) = \omega(1)$. Let $w : E(G) \to \mathbb{R}$ be a weight function on the edges of $G$, assigning independently to each edge a weight distributed according to $\exp(1)$. Let $H(u_0, k)$ be the weight of a heaviest path of length $k$ in $G$ starting from $u_0$, and let $L(u_0, k)$ be the weight of a lightest path of length $k$ in $G$ starting from $u_0$. Then,

$$\mathbb{E}[H(u_0, k)] \geq (1 - o(1)) \left( k + \frac{\log_2(f(G, u_0, k))}{2} \right),$$

and

$$\mathbb{E}[L(u_0, k)] \leq (1 + o(1)) \left( k - \frac{\log_2(f(G, u_0, k))}{2} \right).$$

Let us try to give some intuition behind this result. Consider the following process, starting from a vertex $u_0$ in a graph $G$ of maximum degree $3$. At each step, we observe the remaining edges of the last vertex in the path we constructed thus far (there are at most two such edges, since we assumed our graph has maximum degree $3$). If we have two choices allowing us to complete a path of length $k$, we can choose the maximum between them, or the minimum between them, having an expected weight $\frac{3}{2}$ and $\frac{1}{2}$, respectively. Otherwise, we must choose the only edge possible allowing us to complete a path of length $k$, having an expected weight $1$. Heuristically, we anticipate the choice between two edges to be possible at $\log \log n$ steps on average. Furthermore, given a mild requirement on the length of the path, we are able to show the typical existence of such paths in these graphs.

Theorem 2. Let $G$ be a graph on $n$ vertices with $\Delta(G) \leq 3$. Let $\omega \left( \frac{n^k}{\log n} \right) \leq k \leq n$ be an integer. Let $u_0 \in V(G)$ with $f(G, u_0, k) = \omega_n(1)$. Assign independently to each edge of $G$ a weight distributed according to $\exp(1)$. Then, whp$^1$, the following holds.

1. There exists a path of length $k$ in $G$ starting from $u_0$ with weight at least

$$\left( 1 - o(1) \right) \left( k + \frac{\log_2(f(G, u_0, k))}{2} \right);$$

2. There exists a path of length $k$ in $G$ starting from $u_0$ with weight at most

$$\left( 1 + o(1) \right) \left( k - \frac{\log_2(f(G, u_0, k))}{2} \right).$$

It is worth noting that Theorem 2 utilises two greedy algorithms, whose (quite simple) analysis shows that they typically construct paths of these weights.

---

$^1$With high probability, that is, with probability tending to 1 as $n$ tends to $\infty$. 


One immediate implication concerns Hamilton paths in random cubic graphs. Indeed, when $G$ is a random 3-regular graph on $n$ vertices, it is known that whp the graph is Hamiltonian ([14]). In fact (see, [14, 7]), denoting by $X$ the random variable counting the number of Hamilton cycles in $G$, we have that whp
\[
\frac{1}{n} \cdot \left(\frac{2}{\sqrt{3}}\right)^n \leq X \leq n \left(\frac{2}{\sqrt{3}}\right)^n.
\]
Therefore, together with Theorem 2, we immediately obtain the following corollary:

**Corollary 1.1.** Let $G \sim G_{n,3}$ be a random 3-regular graph. Assign independently to each edge of $G$ a weight distributed according to $\exp(-1)$. Then, whp there exists a Hamilton path in $G$ of weight at least
\[
(1 - o(1)) \left(1 + \frac{\log_2(\frac{2}{\sqrt{3}})}{n}\right)n > 1.1n.
\]
Furthermore, whp there exists a Hamilton path in $G$ of weight at most
\[
(1 + o(1)) \left(1 - \frac{\log_2(\frac{2}{\sqrt{3}})}{n}\right)n < 0.89n.
\]

Using the above, we will be able to construct Hamilton cycles with such weights in random cubic graphs:

**Corollary 1.2.** Let $G \sim G_{n,3}$ be a random 3-regular graph. Assign independently to each edge of $G$ a weight distributed according to $\exp(1)$. Then, whp there is an Hamilton cycle in $G$ of weight at least
\[
(1 - o(1)) \left(1 + \frac{\log_2(\frac{2}{\sqrt{3}})}{n}\right)n.
\]
Furthermore, whp there is an Hamilton cycle in $G$ of weight at most
\[
(1 + o(1)) \left(1 - \frac{\log_2(\frac{2}{\sqrt{3}})}{n}\right)n.
\]

A few comments about our notation are in place. When considering a path $P$, we denote by $|P|$ the number of vertices in the path. Similarly, when we mention the length of the path, we mean the number of vertices in it. Given a graph $G$ of maximum degree $\Delta(G)$ and a vertex $u_0 \in V(G)$, we assume its neighbours are numbered $v_1, \ldots, v_\ell$, where $0 \leq \ell \leq \Delta(G)$. Furthermore, given an integer $k$, we denote by $\alpha_i$ (where $i \in [\ell]$) the fraction of paths of length $k$ in $G$ starting from $u_0$ and going through the edge $u_0v_i$ (note that $\sum_{i=1}^\ell \alpha_i = 1$). That is, $f(G \setminus u_0, v_i, k - 1) = \alpha_i \cdot f(G, u_0, k)$. We denote by $u_P$ the last vertex of a path $P$. Finally, we denote by $P \cup \{v_i\}$ the concatenation of the edge $(u_Pv_i)$ to $P$. We omit rounding signs for the clarity of presentation.

The structure of the note is as follows. The proofs throughout the note utilise two greedy algorithms, which are presented in Section 2. In Section 3, we prove Theorems 1 and 2. In Section 4 we prove Corollary 1.2. Finally, in Section 5 we discuss the relation of our results to the question of estimating a longest cycle in supercritical $G(n, p)$ and possible variants of the algorithms.

## 2 The greedy algorithms

We begin with the description of Heavy Greedy Algorithm (HGA). At every step the algorithm chooses the edge that maximises $w(u_Pv_i) + \log_2 \alpha_i$, concatenates it to the path $P$, and continues with $G \setminus v_p$. Formally:

**Algorithm 1 Heavy Greedy Algorithm**

**Input:** A graph $G$, a weight function $w : E(G) \to \mathbb{R}_{\geq 0}$, $u_0 \in V(G)$ with $f(G, u_0, k) \geq 1$, and an integer $k$.

1. $P_0 = \{u_0\}$, $G_0 = G$, $m = 0$.
2. while $|P_m| < k$ do
   3. $j = \arg \max_i \left\{ w(u_Pv_i) + \frac{\log_2 \alpha_i}{2} \right\}$.
   4. $P_{m+1} = P_m \cup \{v_j\}$.
   5. $G_{m+1} = G_m \setminus u_{P_m}$.
   6. $m \to m + 1$.
3. end while
4. $\hat{P} = P_m$.

**Output:** A path $\hat{P}$.
The description of Light Greedy Algorithm (LGA) is very similar. At step 3, instead of choosing the edge that maximises \(w(v_Pv_i) + \frac{\log_2 \alpha_i}{2}\), it simply chooses the edge that minimises \(w(v_Pv_i) - \frac{\log_2 \alpha_i}{2}\). We thus omit the full description.

We note that in both algorithms, at every step \(m\), the \(\alpha_i\) are with respect to the graph \(G_m\) and to the vertex \(u_{P_m}\).

Observe that both algorithms will always output \(\tilde{P}\) with \(|\tilde{P}| = k\). Indeed, an edge which will not allow it to continue to a path of length \(k\) will have \(\alpha_i = 0\), and hence \(\log_2 \alpha_i \rightarrow -\infty\), and therefore will not be chosen neither in HGA nor in LGA. In particular, at every step \(m\) (before the algorithm stops), we have that \(d_{G_m}(v_{P_m}) \geq 1\).

We denote by \(HGA(G, w, u_0, k)\) and \(LGA(G, w, u_0, k)\) the path obtained by HGA and LGA, respectively, with these parameters.

Finally, we note that these algorithms take as a blackbox the values of \(f(H, u, k')\) for various subgraphs \(H \subseteq G\), vertices \(u \in V(G)\) and values of \(k'\). While for some graphs, mainly graphs rising from random processes, it is possible to estimate the value of these functions, this task may prove difficult in the case of general graphs. Still, there are several techniques which one may employ in order to estimate this function through sampling (see, for example, Chapter 11 of [13]).

3 Proof of Theorems 1 and 2

In order to further simplify the analysis, if we receive \(G\) and \(u_0\) such that \(d_G(u_0) = 3\), we first remove the edge with smallest \(\alpha_i\) amongst the edges incident to \(u_0\), and otherwise we do not change the graph. We denote the resulting graph by \(G'\). We then have that \(f(G', u_0, k) \geq f(G, u_0, k)/3\). We run HGA and LGA on \(G'\) instead of on \(G\), and as we will see, this will have negligible effect on the weight of the paths which are constructed.

We begin with the following lemma, bounding the expected weight of the path constructed by the algorithm. Given a graph \(G\) with a weight function \(w : E(G) \rightarrow \mathbb{R}_{\geq 0}\) and a path \(P\) in \(G\), we denote by \(w(P)\) the sum of the weight of the edges of \(P\).

Lemma 3.1. Let \(G\) be a graph on \(n\) vertices with \(\Delta(G) \leq 3\). Let \(1 \leq k \leq n\) be an integer. Let \(w : E(G) \rightarrow \mathbb{R}\) be a weight function on the edges of \(G\), assigning independently to each edge a weight distributed according to \(exp(1)\).

(1) Let \(P_H = HGA(G, w, u_0, k)\). Then, \(\mathbb{E}[w(P_H)] \geq k + \frac{\log_2(f(G', u_0, k))}{2} - 1\);

(2) Let \(P_L = LGA(G, w, u_0, k)\). Then, \(\mathbb{E}[w(P_L)] \leq k - \frac{\log_2(f(G', u_0, k))}{2}\).

Proof. We begin with the first item. We prove by induction on \(k\), for all possible choices of graphs with maximum degree 3. When \(k = 1\), we have only one path (of length 1) of weight 0, and we have that \(f(G', u_0, 1) = 1\). Indeed, \(0 \geq 1 + \frac{9}{2} - 2\), as required.

Assume the hypothesis holds for \(k - 1\), and consider \(k \geq 2\). If \(d_{G'}(u_0) = 1\), we have that HGA adds the edge \(u_0v_1\) to the path. Noting that \(\Delta(G' \setminus u_0) \leq \Delta(G) \leq 3\), we obtain by the induction hypothesis that

\[
\mathbb{E}[w(P_H)] \geq \mathbb{E}[w(u_0v_1) + w(HGA(G' \setminus u_0, w, v_1, k - 1))] = \mathbb{E}[w(u_0v_1)] + \mathbb{E}[w(HGA(G' \setminus u_0, w, v_1, k - 1))] \\
\geq 1 + \left((k - 1) + \frac{\log_2(f(G' \setminus u_0, v_1, k - 1))}{2} - 1\right) \\
= k + \log_2 \left(\frac{f(G' \setminus u_0, v_1)}{2}\right) - 1,
\]

where the last equality follows since \(f(G', u_0, k) = \alpha_1 \cdot f(G' \setminus u_0, v_1, k - 1)\) and \(\alpha_1 = 1\). Otherwise, by construction, \(u_0\) has degree two, and note that \(\alpha_2 = 1 - \alpha_1\). Let us denote by \(A\) the event that \(w(u_0v_1) + \log_2 \left(\frac{f(G' \setminus u_0, v_1)}{2}\right) - 1\).
\[
\frac{\log_2 \alpha_1}{2} \geq w(u_0v_1) + \frac{\log_2 (1-\alpha_1)}{2}. \text{ Then, by the definition of HGA, we have that:}
\]

\[
w(P_H) \geq \max \left\{ w(u_0v_1) + \frac{\log_2 \alpha_1}{2}, w(v_0w_2) + \frac{\log_2 (1-\alpha_1)}{2} \right\} \\
+ \mathbb{I}_A \cdot \left( -\frac{\log_2 \alpha}{2} + w(HGA(G' \setminus u_0, w, v_1, k-1)) \right) \\
+ \mathbb{I}_{A^C} \cdot \left( -\frac{\log_2 (1-\alpha)}{2} + w(HGA(G' \setminus u_0, w, v_2, k-1)) \right).
\]

Let us set \( g(\alpha_1) := \mathbb{E} \left[ \max \left\{ w(u_0v_1) + \frac{\log_2 \alpha_1}{2}, w(u_0v_2) + \frac{\log_2 (1-\alpha_1)}{2} \right\} \right]. \) Then, by the induction hypothesis, we obtain that

\[
\mathbb{E}[w(P_H)] \geq g(\alpha_1) + \mathbb{P}(A) \cdot \left( -\frac{\log_2 \alpha_1}{2} + (k-1) + \frac{\log_2 (\alpha_1 \cdot f(G', u_0, k))}{2} - 1 \right) \\
+ \mathbb{P}(A^C) \cdot \left( -\frac{\log_2 (1-\alpha)}{2} + (k-1) + \frac{\log_2 ((1-\alpha) \cdot f(G', u_0, k))}{2} - 1 \right) \\
= g(\alpha_1) + (\mathbb{P}(A) + \mathbb{P}(A^C)) \left( k - 2 + \frac{\log_2 (f(G', u_0, k))}{2} \right) \\
= g(\alpha_1) - 1 + k + \frac{\log_2 (f(G', u_0, k))}{2} - 1.
\]

Thus, in order to complete the induction step, it suffices to show that \( g(\alpha_1) - 1 \geq 0. \) We may assume WLOG that \( \alpha_1 \leq \frac{1}{2}. \) We thus obtain that

\[
g(\alpha_1) = \frac{\log_2 (\alpha_1)}{2} + \mathbb{E} \left[ \max \left\{ w(u_0v_1), w(u_0v_2) + \frac{\log_2 (1-\alpha_1) - \log_2 \alpha_1}{2} \right\} \right].
\]

Let us set \( c(\alpha_1) := \frac{\log_2 (1-\alpha_1) - \log_2 \alpha_1}{2}. \)

Now, we are interested in the expectation of \( Z = \max \{ X_1, X_2 + c(\alpha_1) \} \) where \( X_1, X_2 \sim \text{exp}(1). \) We have that

\[
\mathbb{E}[Z] = \int_{0}^{\infty} \mathbb{P}(Z > z)dz = \int_{0}^{\infty} (1 - \mathbb{P}(Z \leq z)) dz \\
= c(\alpha_1) + \int_{c(\alpha_1)}^{\infty} (1 - \mathbb{P}(Z \leq z)) dz = c(\alpha_1) + \int_{c(\alpha_1)}^{\infty} (1 - \mathbb{P}(X_1 \leq z) \mathbb{P}(X_2 \leq z - c(\alpha_1))) dz \\
= c(\alpha_1) + \int_{c(\alpha_1)}^{\infty} (1 - (1 - \exp(-z)) (1 - \exp(-x + c(\alpha_1)))) dz \\
= c(\alpha_1) + \int_{c(\alpha_1)}^{\infty} (\exp(-z) + \exp(-z + c(\alpha_1)) - \exp(-2z + c(\alpha_1))) dz \\
= c(\alpha_1) + 1 + \frac{\exp(-c(\alpha_1))}{2}.
\]

Therefore, \( g(\alpha_1) = \frac{\log_2 (1-\alpha_1)}{2} + 1 + \frac{\exp(-c(\alpha_1))}{2}. \)

We claim that \( g(\alpha) \geq 1 \) for all \( 0 \leq \alpha \leq 1/2, \) and hence \( \mathbb{E}[w(p_H)] \geq k + \frac{\log_2 (f(G', u_0, k))}{2} - 1, \) as required. To see this, note that \( g(0) = g(1/2) = 1 \) and that \( g(1/4) > 1. \) Thus, it suffices to show that there is a unique \( 0 < \alpha < 1/2 \) such that \( g'(\alpha) = 0. \) To this end, we solve

\[
0 = g'(\alpha) = \frac{2\alpha - (\alpha/(1-\alpha))^{1/\ln 4}}{\alpha(\alpha-1)\ln 16} \tag{1}
\]

and therefore \( 2^{\ln 4} \alpha^{\ln 4-1} = 1/(1-\alpha). \) The last equation has at most two solutions in \( (0, 1) \) as the first function is concave and the second is convex. Since 1/2 is a solution it means that there is at most one
additional solution in \((0, 1/2)\) but there has to be exactly one since \(g(0) = g(1/2)\). This shows that \(g(\alpha) \geq 1\) for all \(0 \leq \alpha \leq 1/2\) as needed.

We now turn to the second item, which follows an almost identical analysis to the first part. We will thus allow ourselves to be brief. Once again, we prove by induction on \(k\) for all possible choices of graphs with maximum degree 3. If \(k = 1\), we have one path of weight 0, and \(0 \leq 1 - \frac{\alpha}{2}\).

Assume the hypothesis holds for \(k - 1\), and consider \(k \geq 2\). If \(d_{G'}(u_0) = 1\), we have that LGA adds the edge \(u_0v_1\) to the path. Noting that \(\Delta(G' \setminus u_0) \leq \Delta(G) \leq 3\), we obtain by the induction hypothesis and calculations similar to before that

\[
E[w(P_L)] \leq E[w(u_0v_1) + w(LGA(G' \setminus u_0, v, k - 1))] \\
= k + \frac{\log_2(f(G' \setminus u_0, v_1))}{2}.
\]

Otherwise, by construction, \(u_0\) has degree two. We now set \(B\) to be the event that \(w(u_0v_1) - \frac{\log_2 \alpha_1}{2} \leq w(u_0v_1) - \frac{\log_2(1 - \alpha_1)}{2}\). Then, by the definition of LGA, we have that:

\[
w(P_L) \leq \min \left\{ w(u_0v_1) - \frac{\log_2 \alpha_1}{2}, w(u_0v_2) - \frac{\log_2(1 - \alpha_1)}{2} \right\} \\
+ \mathbb{1}_B \cdot \left( \frac{\log_2 \alpha_1}{2} + w(LGA(G' \setminus u_0, w, v_1, k - 1)) \right) \\
+ \mathbb{1}_{B^C} \cdot \left( \frac{\log_2(1 - \alpha)}{2} + w(LGA(G' \setminus u_0, w, v, k - 1)) \right).
\]

Let us set

\[\hat{g}(\alpha_1) := \mathbb{E} \left[ \min \left\{ w(u_0v_1) - \frac{\log_2 \alpha_1}{2}, w(u_0v_2) - \frac{\log_2(1 - \alpha_1)}{2} \right\} \right].\]

Then, by the induction hypothesis and by calculations similar to before, we have that

\[E[w(P_L)] \leq \hat{g}(\alpha_1) - 1 + k - \frac{\log_2(f(G', u_0, k))}{2}.
\]

Thus, in order to complete the induction step, it suffices to show that \(\hat{g}(\alpha_1) - 1 \leq 0\). We are then interested in the expectation of \(\hat{Z} = \min \left\{ X_1 - \frac{\log_2 \alpha_1}{2}, X_2 - \frac{\log_2(1 - \alpha_1)}{2} \right\}\) where \(X_1, X_2 \sim \exp(1)\). We may assume WLOG that \(\alpha_1 \leq \frac{1}{2}\). We then have that

\[
E[\hat{Z}] = \int_0^{\infty} \mathbb{P}(\hat{Z} > z) dz = \int_0^{\infty} \mathbb{P}(X_1 > z + \frac{\log_2 \alpha_1}{2}) \mathbb{P}(X_2 > z + \frac{\log_2(1 - \alpha_1)}{2}) dz \\
= 0 + \int_{-\frac{\log_2 \alpha_1}{2}}^{\infty} \exp \left( -2z - \frac{\log_2 \alpha_1 + \log_2(1 - \alpha_1)}{2} \right) dz \\
= \exp \left( \frac{\log_2 \alpha_1 - \frac{\log_2 \alpha_1 + \log_2(1 - \alpha_1)}{2}}{2} \right) \leq \exp \left( \frac{-c(\alpha_1)}{2} \right).
\]

Therefore, \(\hat{g}(\alpha_1) = \left( \frac{\alpha_1}{1 - \alpha_1} \right)^{\frac{1}{2}}\). The derivative of \(\hat{g}(\alpha_1)\) is non-negative in the interval \([0, \frac{1}{2}]\). Thus the function achieves its maximum in this interval when \(\alpha_1 = \frac{1}{2}\), and we then have that \(\hat{g}(\alpha_1) < 1\), as required.

Note that Theorem 1 follows immediately from the above Lemma. Indeed, we assume that \(f(G, u_0, k) = \omega(1)\), and hence \(k \pm \frac{\log_2(f(G', u_0, k))}{2} = (1 + o(1)) \left( k \pm \frac{\log_2(f(G', u_0, k))}{2} \right)\). With this lemma at hand, we are also ready to prove Theorem 2.
Proof of Theorem 2. We start by proving the first part of the theorem. Note that any graph $G$ on $n$ vertices with maximum degree 3 has at most $\frac{3n}{2}$ edges. Enumerate the edges by $e_1, \ldots, e_m$ where $m \leq \frac{3n}{2}$ and let $w_1, \ldots, w_m$ be the corresponding weights on these edges. Let $X = f(w_1, \ldots, w_m)$ be the weight of the heaviest path starting from $u_0$ of length $k$. For any $j \leq m$ we define $X_j := f(w_1, \ldots, w_{j-1}, w'_j, w_{j+1}, \ldots, w_m)$, where $w'_j$ is an $\exp(1)$ random variable independent of $w_1, \ldots, w_m$. That is, $X_j$ is defined in the same manner as $X$ when resampling only the weight on the edge $e_j$. By the Efron-Stein inequality [15] we have
\[ \text{Var}(X) \leq \sum_{j=1}^{m} \mathbb{E}[(X - X_j)^2] \leq \sum_{j=1}^{m} \mathbb{E}[(w_j - w'_j)^2] \leq 4m \leq 6n, \]
where in the second inequality we used that the weight of the heaviest path cannot change by more than $|w_j - w'_j|$ when changing $w_j$ to $w'_j$. By the first part of Lemma 3.1 we have that $\mathbb{E}[X] \geq k + \frac{\log_2(f(G, u_0, k))}{2} - 1$ and therefore by Chebyshev’s inequality for all $\epsilon > 0$ we have
\[ P\left(X \leq k + \frac{\log_2(f(G, u_0, k))}{2} - \epsilon k\right) \leq P\left(|X - \mathbb{E}[X]| \geq \epsilon k - 1\right) \leq \frac{6n}{(\epsilon k - 1)^2} \to 0, \quad n \to \infty, \]
where we used the fact that $k = \omega\left(n^{\frac{3}{2}}\right)$. This finishes the proof of the first part of the theorem. The second part is identical and we thus omit the proof. \hfill \Box

4 Heavy and light Hamilton cycles

The proof of Corollary 1.2 is based on a simple variant of the HGA and LGA algorithms. Essentially, we will run the same algorithms, merely changing the starting conditions and the definition of $\alpha_i$.

Proof of Corollary 1.2. Given a graph $G$ and a path $P$ in $G$, we denote by $h(G, P)$ the number of Hamilton cycles going through the path $P$. As mentioned before, by [14, 7], we have that given $G \sim G_{n, 3}$, for any $u_0 \in V(G)$ whp
\[ \frac{1}{n} \left(\frac{2}{\sqrt{3}}\right)^n \leq h(G, \{u_0\}) \leq n \left(\frac{2}{\sqrt{3}}\right)^n. \]
Denoting by $v_1, v_2$ and $v_3$ the neighbours of $u_0$ in $G$, we have by the pigeonhole principle that WLOG $h(G, \{u_0v_1\}) \geq \frac{2}{3} \cdot h(G, \{u_0\})$. Furthermore, given a path $P$ and an end-vertex of the path $u_P$, it has two additional neighbours in $G$, $w_1$ and $w_2$. Since every Hamilton cycle can travel through an edge only once, we then have that $h(G, P) = \alpha \cdot h(G, P \cup \{v_1\}) + (1 - \alpha)h(G, P \cup w_2)$ for some $\alpha \in [0, 1]$. We can thus run both the HGA and LGA algorithms in almost the same manner, by initiating the algorithms at their second iteration with $P = \{u_0v_1\}$ and the above definition of $\alpha$. Since at every step we will always choose the edge such that $\alpha > 0$, at the end of the process, we obtain a path $P$ of length $n$ that belongs to a Hamilton cycle.

Noting that $\log_2(h(G, \{u_0\})) = (1 + o(1)) \left(h(G, \{u_0v_1\})\right)$, we have that the analysis of these variants of the algorithm is precisely the same, and we thus construct a Hamilton cycle with the desired total weight. \hfill \Box

5 The kernel and long cycles in the giant component of supercritical random graph

In his work from 1991 on cycles in the barely supercritical $G(n, p)$, Luczak [12] showed that the kernel of the giant component is much like a random cubic graph. Ding, Kim, Lubetzky and Peres [5] and Ding, Lubetzky and Peres [6] studied the anatomy of the giant component of $G(n, p)$, in the barely supercritical regime and the strictly supercritical regime, respectively. Through these results, it can be seen that the study of the giant component of $G(n, p)$ is tightly related to the study of random cubic graphs. When $p = \frac{\log n}{n}$ and $\epsilon = o(n^{-1/4})$, the description of the giant component is contiguous to the following model. We begin with a random cubic graph on asymptotically $\frac{4\epsilon n}{3}$ vertices, which is equivalent to the kernel of the giant. We then assign $i.i.d.$ weights to each edge according to geometric($\epsilon$). We subdivide each edge according to the weight
assigned, and the resulting graph is the 2-core of the Giant. We then attach \textit{i.i.d.} \text{poisson}(1 - \epsilon)\text{, subcritical}, Galton-Watson trees to each of the vertices. For larger \epsilon\text{, the kernel is contiguous to a multigraph with a random degree distribution, which is dominated by vertices of degree 3.}

Since there are many standard, fairly good, coupling between geometric(\lambda) and \frac{1}{\lambda}\text{ exp}(1) random variables, one can see there is a strong connection between our results, and the kernel and the 2-core of the giant component.

Ajtai, Komlós, and Szemerédi [1] proved that a longest cycle in the giant is \textbf{whp} of order \Theta(\epsilon^2)n (see also [11] for a simple proof of this fact). The best-known bounds on the length of a longest cycle, as of the writing of this paper, are due to Kemkes and Wormald [10], who showed that a longest cycle has typically length at most 1.739\epsilon^2n, and the very recent result of Anastos [3], who showed that a longest cycle has typically length at least 1.581\epsilon^2n. Our results imply there is a cycle of asymptotic length at least \frac{1}{\epsilon} \cdot 1.1e^3n = 1.46\epsilon^2n. It is interesting to note that a careful expectation analysis of the number of paths of length \epsilon, suggests that our algorithm could construct an even longer path if one were to consider paths on only 0.98n vertices of the kernel. As one would have to prove log-concentration on the number of paths of such length, and as this would still yield a bound lower than 1.581\epsilon^2n, we did not venture in that direction. Nevertheless, it is our hope that this algorithm, or insights from it, may help to advance the research towards the sharp asymptotics of a longest cycle in the giant component. It is also worth noting that our explicit (greedy) algorithm process returns a cycle of length typically at most \frac{1}{\epsilon} \cdot 0.89e^3n < 1.187e^2n covering all the vertices of the kernel of the giant.

Several extensions of the algorithm can be considered. Instead of considering a greedy algorithm, by choosing the best edge at the next immediate step, one could consider a constant number of steps ahead. An advantage in the analysis of this fact is that in the random cubic graph, one would typically expect the \epsilon-th neighbourhood of a vertex, where \epsilon is a constant, to be almost tree-like. On the other hand, there are issues with dependency that arise when one looks beyond the first neighbourhood of the vertex, and the integral calculations become less trivial. Another possible extension would be to greedily construct other structures rather than paths, based on the number of such structures starting from a given vertex. Once again, it is likely that such an extension would lead to a more complicated (and, perhaps, less natural) analysis.
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