AI-Based Detection, Classification and Prediction/Prognosis in Medical Imaging: Towards Radiophenomics

Fereshteh Yousefirizi1*, Pierre Decazes2, Amine Amyar3, Su Ruan3, Babak Saboury4,5,6, Arman Rahmim7,8,9

1Department of Integrative Oncology, BC Cancer Research Institute, Vancouver, BC, Canada
2Department of Nuclear Medicine, Henri Becquerel Cancer Center, Rouen, France
3QuantIF-LITIS EA 4108, University of Rouen, Rouen, France
4Department of Radiology and Imaging Sciences, Clinical Center, National Institutes of Health, Bethesda, MD, USA
5Department of Computer Science and Electrical Engineering, University of Maryland Baltimore County, Baltimore, MD, USA,
6Department of Radiology, Hospital of the University of Pennsylvania, Philadelphia, PA, USA
7Departments of Radiology and Physics, University of British Columbia
8Senior Scientist & Provincial Medical Imaging Physicist, BC Cancer
9BC Cancer Research Institute

Corresponding author: frizi@bccrc.ca

Synopsis: Artificial intelligence (AI) techniques have significant potential to enable effective, robust and automated image phenotyping including identification of subtle patterns. AI-based detection searches the image space to find the regions of interest based on patterns and features. There is a spectrum of tumor histologies from benign to malignant that can be identified by AI-based classification approaches using image features. The extraction of minable information from images gives way to the field of radiomics and can be explored via explicit (handcrafted/engineered) and deep radiomics frameworks. Radiomics analysis has the potential to be utilized as a noninvasive technique for the accurate characterization of tumors to improve diagnosis and treatment monitoring. This work reviews AI-based techniques, with a special focus on oncological PET and PET/CT imaging, for different detection, classification and prediction/prognosis tasks. We also discuss needed efforts to enable the translation of AI techniques to routine clinical workflows, and potential improvements and complementary techniques such as the use of natural language processing on electronic health records and neuro-symbolic AI techniques.
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Key Points:
- Artificial intelligence (AI) techniques are being increasingly explored in medical imaging. Innovations in machine learning (ML) and deep learning (DL) have helped unlock potentials of AI for successful applications.
- Patient health information, including demographic information, electronic medical record notes, diagnostic imaging at different time-points, and radiologist reports, along with radiomic features can be used as input to AI techniques for detection, classification and outcome prediction.
- There is significant value for reliable and automated AI-based tools for improved clinical task performance.
- We also discuss needed efforts to enable translation of AI techniques to routine clinical workflows, and potential improvements and complementary techniques such as the use of natural language processing on electronic health records and neuro-symbolic AI techniques.
- The phenomics approach as it is introduced for precision medicine enable the systematic discovery of structural and functional patterns associated with disease presentation or drug response, we considered the application of AI techniques for radiophenomics i.e. radiomics and phenomics in this paper.
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1. Introduction

The task of clinical interpretation of medical images starts with the scanning of the presented image to detect the suspicious finding (“observation” in RadLex terminology (RID5) [1] which is also used in various Reporting and Data Systems (RADS), such as LI-RADS for liver imaging [2]), with subsequent attention to details (characterize) in combination with clinical history (contextualization) in order to classify the finding/observation as “normal variant”, benign or malignant with certain level of confidence and various amount of details (diagnosis). There are two kinds of errors in this process: “perceptual error” (not detecting the finding) and “faulty reasoning” (attributing the discovered observation to wrong cause) [3]. Using Kahneman terminology [4], these two categories are the errors of “system 1” thinking (automatic and intuitive) versus “system 2” thinking (logical and based on reasoning).

Analysis of medical errors in diagnostic radiology reveals 71% of all errors are “missed findings” [5]. Kim-Mansfield radiologic error classification of these “perceptual errors” demonstrates two sub-categories: detection error (looking but not seeing, 60%) and suboptimal/insufficient scanning (40%, either due to satisfaction of search or locations outside the intended focus of image, such as a pulmonary nodule in CT of Abdomen). This high rate of error shows the complexity of “detection process” even for human brain.

There are multiple sources of lexical ambiguity here. The terminology of visual processing in neuroscience is based on biology of the brain and connected networks. Those terms might be used in completely different sense in computer vision and image processing field. It is important to be cognizant of this potential confusion. The brain visual processing pathways are schematically shown in Figure 1 (two parallel streams of “what pathway” [involved in recognition, identification, and categorization of visual stimuli] and “where pathway” [involved in spatial attention] make the process more complex [6]). In neuroscience, vision has three stages: encoding, selection, and decoding/inference. Encoding is to sample and represent the visual input. Selection or “attention selection” is to select tiny fraction of input for further analysis; and decoding is “recognition” of the object [6, 7]. Perception means “inferring or decoding the visual scene properties” from the visual input (to form percept). Object recognition (OR) refers to the ability to identify the object in the scene by matching the processed input (percept) with “mental representation” of the object. OR is hierarchical and complex [8-11]. Failure in recognition of an object is called visual agnosia and has two subcategories: apperceptive agnosia (failure in recognition due to perception error; inadequate integration of simple sensory information such as color or edges to form an integrated property; e.g. one cannot identify the shape) versus associative agnosia (perception is intact but one still cannot recognize the objects in general [object agnosia] or specific objects such as face [prosopagnosia] (face blindness), word [agnostic alexia], or location/environment [topographagnosia], etc).

In computer vision, object detection is defined as the combination of localization (identifying the object location) and some level of classification (identifying a broad object category; e.g. when applied to medical imaging: “likely not benign”, thus eliminating some normal physiologic uptake patterns). Both localization and classification tasks need robust features; however, they have different properties. The shift-variant task of localization often searches the entire image domain and is cognizant of spatial coordinates, while classification is a shift-invariant task that mainly requires features from the zoomed-in part of the image to determine the object category [12].
Artificial intelligence (AI) based detection algorithms have been utilized in diagnostic radiology with various intentions: to accelerate detection of critical findings (such as automatic detection of large vessel occlusion detection [13] for stroke management), to facilitate the processes with high cognitive burden (such as detection of lung nodule [14]), to augment the diagnostic accuracy of radiologist (such as detection of suspicious lesion in mammography [15][15]), to prioritize the reading list [16], and many more use cases. It is important to distinguish between “detection” and “diagnosis”. Occlusion of large pulmonary vessel is a “detection” but identifying that finding as pulmonary thromboembolism is a “diagnosis”. This difference is not merely semantic and has significant legal and regulatory consequences (c.f. Computer Aided Detection, CADe [17], is regulated under 21 CFR 892.2050 and 2070; however Computer Aided Diagnosis, CADx, is regulated under 21 CFR 892.2060 [18]). These implications have an important role in “terminology confusion” of scientific field. A task could be very similar to diagnosis but the claim may be merely detection and results communicated using different terms depends of the audiences, context and intention of the writer.

Figure 1: Neuroscience of visual processing demonstrating the hierarchy of information processing from lower stage (retina) to higher stage (FEF). Each neuron typically responds to inputs from limited extend of visual space called its receptive field (RF). The RF of retinal neurons are small (0.06 degree) and gets progressively larger (V4 neuron: 10 degree; IT neuron: 20-50 degree). In early areas such as retina RF and V1 RF are fixed and independent of “attention” while it is variable in later areas (consider range of RF in IT). Each area has millions of neurons (about half of areas in monkey brain are involved in vision). LGN: Lateral geniculate Nucleus (part of thalamus). V1: visual area one in occipital cortex; largest visual cortex in brain. V2: visual area 2. V4: visual area4. MT: middle temporal area (terminology from macaque); neurons are sensitive to motion. LIP: lateral intra-parietal area; involved in decision making for eye movement. IT: infratemporal cortex that responds to complex shapes. FEF: frontal eye field in frontal cortex. SC: superior colliculus (part of midbrain); both FEF and SC are involved in the control of eye movement. (from [6] with permission)

There are four sources of “terminology confusion”: 1. difference between visual neuroscience and AI-based computer vision; 2. evolving practice and developments in medical image analysis
and inconsistency of usage among scientific groups; 3. borrowing terms from other fields; e.g. signal detection theory or psychology, and 4. legal implications of specific terms. To make this “tower of babel” a better place, we have to redefine these words/terms in this paper in a careful way to decrease the ambiguity and increase the clarity of the language.

From an AI point of view, detection and characterization both involve classification tasks (broad definition). Here, we refer to “detection” as a task that finds a subspace in image scene (localization) that contains a “specific object class” (classification) with a certainty level. However, we use a narrower definition of “classification” compared to statistical/AI terminology. Here, “classification” refers to the process of characterization and identification of already-detected/localized lesions. It can be an end-to-end process (input: image; output: category) or composite process (combination of feature extraction plus statistical classification of the features). However, exam (image) classification can also occur in the context of prediction/prognosis, enabling risk stratification, which we additionally review in this work. Stratification of cancer into reliably distinct risk subgroups enables personalization of treatment. Radiomics is the large numbers of quantitative features combined with machine learning methods to determine relationships between the image and relevant clinical outcomes[19]. We can call the process of “categorization of features into clinically meaningful phenotypes” phenomics [20-26]. If the task of “image classification” has significant clinical value (diagnostic or prognostic), we call it radiophenomics. It could be either an end-to-end process (input: image; output: category/phenotype) or composite process (combination of radiomics and phenomics).

In this work, we first discuss advanced image quantification, leading to the field of radiomics in general, including explicit (handcrafted/engineered) radiomics vs. deep radiomics paradigms. Next, our focus will be specifically on (i) detection, (ii) classification (characterization) of detected lesions, and (iii) prediction/prognosis tasks. Unlike (ii), (iii) usually involve utilization of a wide search space (e.g. various identified tumors and areas just outside, and distances between them, etc.). As an example, we describe current status on different AI applications in PET imaging for detection, classification, and prognosis/prediction, and share our vista about upcoming opportunities and future directions while reminding potential hurdles in the path of translating these methods into clinical practice. The examples of PET imaging in this article is limited to cancer imaging by PET and here we do not review AI techniques used in non-oncological applications; e.g. cardiovascular SPECT/PET and brain PET [27].

2. Advanced Image Quantification; the Field of Radiomics

Medical images contain significant minable and potentially valuable quantitative information beyond what is nowadays captured in routine clinical evaluations, motivating the field of radiomics [28, 29]. An array of AI techniques in the field of medical imaging have emerged in the past decade to derive imaging biomarkers based on this information, utilizing explicit (i.e. handcrafted/engineered) radiomics features or deep radiomics features (i.e. derived via deep neural networks). These techniques have significant potential given their ability to reproducibly extract valuable information, including some that are beyond visual limits. Radiomic features are useful in numerous critical tasks from automated tumor detection in routine screening to Radiogenomics including, classification of patients and the spectrum of tumor histologies, severity scoring, prognosis, clinical outcome prediction (based on clinical and radiological features), treatment planning, and assessment and monitoring response to therapy [30-34].
Figure 2 shows a spectrum of AI applications (including machine learning (ML) and deep learning (DL)) in medical imaging based on varying complexity, expertise, and data. Ongoing studies (reviewed in this work) offer a glimpse into how AI can effectively support radiologists and nuclear medicine physicians by automating certain time-consuming measurements in medical imaging, consequently facilitating improved clinical tasks. Having access to appropriate labeled data with consistent labels is crucial for supervised AI techniques for classification and detection. At the same time, image labels for detection tasks including annotations of tumors location and the relevant classes are not yet extensively available in the field of medical imaging. Weakly supervised techniques have been introduced to tackle this limitation by decreasing the dependency on precise annotations e.g. utilizing image-level annotations [35, 36] for detection and classification tasks. We will review these considerations.

Radiomics is an umbrella term that includes the use of single- or hybrid-imaging modalities, with the potential to identify novel imaging biomarkers for improved detection, classification, staging, prognosis, prediction and treatment planning in different cancers [37-43]. Next, we discuss applications of AI techniques within explicit (handcrafted) vs. deep radiomics paradigms toward derivation and validation of radiomics signatures.

3. Radiomics Signatures

Radiomics analyses can augment visual assessments made by radiologists [44]. AI techniques can perform quantitative high-throughput image phenotyping (extracting numerous image-based features) and identifying important discriminative features that individually or in combination form an effective radiomics signature for a given task. The field of radiomics has been introduced and elaborated in an accompanying chapter by Orlhac et al. [29]. The challenging task of detecting suspicious regions and differentiating (classifying) benign vs. malignant nodules may be enhanced using AI techniques that have the potential to “see” beyond human perception using high dimensional data by radiomics, and/or enable potentially more robust clinical task performances.

Figure 2: Spectrum of AI applications in medical imaging based on varying complexity, expertise, and data. From the infra-zone (applications of conventional statistical analysis, artificial neural networks (ANNs) and ML to ultra-zone (AI techniques for decision-making and clinical reporting) the complexity of AI applications are amplified. CNNs for different tasks (e.g. detection, classification, prediction/prognosis) are in the middle parts of the spectrum (Adapted from [45] with modifications)

Radiomics signatures have been effectively utilized for detection, classification and prediction/prognosis (e.g. [46, 47]). As specific examples, Lartizien et al. [48] showed that textural
features of PET and CT images have a high diagnostic ability in discriminating lymphomatous disease sites from physiologic uptake sites and inflammatory non-lymphomatous. They used ML techniques (SVM and random decision forest) for supervised classification. Nevertheless, the repeatability and reproducibility of textural features should be carefully considered in clinical settings [49]. Kebir et al. [50] assessed the diagnostic value of textural features of PET images for detecting true tumor progression. They found that clustering-based analysis of the heterogeneity features can be used to differentiate the disease progression from pseudo-progression. The present section elaborates some important aspects of radiomics analyses, as these issues are highly relevant and important in specific clinical tasks. Figure 3 depicts two different paradigms of AI-based analysis of medical images, namely explicit vs. deep features: i.e use of ML techniques that utilize explicit features as extracted from segmented images vs. DL techniques that use deep feature extraction or end-to-end learning from images. AI (ML and DL) techniques as mentioned previously can be supervised and weakly/semi/unsupervised, which we have discussed in accompanying chapter [51]. Next, we elaborate the explicit (handcrafted/engineered) radiomics vs. deep radiomics paradigms:

i) Explicit (i.e. handcrafted/engineered) radiomics: This framework relies on extracting pre-defined with explicit mathematical definitions(e.g. sphericity). Subsequently, statistical or ML-based techniques can be utilized to combine these features into a radiomics signature. ML-based techniques include unsupervised techniques (such as k-means clustering and hierarchical clustering) and supervised techniques (such as logistic regression, decision tree, SVM, etc.). An explicit radiomics workflow, as shown in Figure 4, typically involves the following steps [29, 52]: 1) study design, 2) image acquisition and reconstruction, 3) ROI (VOI) segmentation, 4) spatial resampling and intensity discretization (except for shape features), 5) feature extraction, (6) radiomics model building (using statistical and ML methods), followed by (7) model evaluation, and (8) sharing and reporting of findings. There are a number of tools to extract explicit radiomics features (intensity, shape and texture features), e.g. PyRadiomics [53], LIFEx [54], SERA [55], CERR [56], and others that have been standardized through the Image Biomarker Standardization Initiative (IBSI) [57].

![Radiomics Workflow](image)

**Figure 3:** Typical architecture and workflow of AI systems for predictive modelling: a) classic machine learning, with the various processing steps involving handcrafted (explicit) features; b) deep-learning based techniques involving “deep features” i.e. deep image feature extraction and “end-to-end learning” (regenerated inspired by [58]);

Some explicit features are first-order or histogram-based features (such as Standardized Uptake Value(SUV) maximum, mean, peak, median, first-quartile, third-quartile, standard-deviation, skewness, kurtosis, energy and entropy) or texture features (such as gray-level co-occurrence matrix (GLCM), gray-level run length matrix (GLRLM), gray-level zone length matrix (GLZLM)
and neighborhood gray-level dependence matrix (NGLDM)). Because of a potentially massive number of extracted radiomics features, radiomics model building typically involves feature selection and dimensionality reduction [49, 59]. Different approaches can be used for feature selection [60] including: (1) pre-elimination of features, such as removing features known in the literature to have poor reproducibility (e.g. overly sensitive to segmentation method), (2) using data-specific unsupervised methods (e.g. removing features that are highly correlated, or with very low dynamic range in the data), and/or (3) supervised methods for dimensionality reduction (i.e. removing features that do not add value on a separate labeled training set). Unsupervised approaches i.e. principal component analysis (PCA) or cluster analysis remove redundant features without considering the class labels [61], while supervised techniques consider class labels, and select the features based on their discriminative contribution in the specific tasks [62].

ii) Deep radiomics: Data-driven DL approaches are directly applied on the input image or ROI/VOI of the images, and “deep features” are learned; e.g. by utilizing convolutional neural networks (CNNs) or auto-encoder networks. DL approaches are capable of automatically identifying parts of the image most relevant to the task [63]. Auto-encoder networks, as unsupervised variant of CNNs, are able to extract compressed image content and map it onto representative features [64]. Consequently, deep features are extracted, instead of using explicit mathematical definitions of features. Despite theoretical considerations on the greater expressive power of deep features compared to explicit features, it has been shown that some explicit features are difficult to capture by CNNs of limited depth given limited training data [65, 66]. Furthermore, CNNs can be negatively biased in capturing shape information [67, 68] which can be important for a range of clinical tasks [57]. Consequently, explicit radiomic features may be complementary to deep features, and can be used as input to CNNs. Alternatively, deep features can be extracted using a CNN and then entered into a classifier [69, 70], integrated with explicit features for overall radiomics analysis. For a specific clinical task (e.g. predictive modeling), Figure 3 shows classic machine learning vs. deep learning paradigms, where in the latter, both steps of feature learning and radiomics signature derivation can be combined into one-step i.e. “end-to-end” training (Figure 3).

In the specific context of PET and PET/CT imaging, which the rest of this article focuses on, there are a number if challenges on the path to routine deployment of radiomics. There remain limited studies on multi-centric data in some cancer types such as lymphoma to investigate the importance of radiomics analysis and avoid overfitting and degraded generalizability [71]. Overall, these issues need to be carefully considered towards appropriate radiomics frameworks including for specific detection and classification tasks. The emergence of AI techniques and incorporation of radiomics signature from anatomical information of CT images can yield better models with good performance and generalization for classification, detection, and prognosis and outcome prediction. There are some challenges in PET imaging due to the inherent image quality, standardization of imaging and reconstruction that should be taken into consideration. The limited available data and limited interpretability of deep learning approaches challenge trustworthiness of AI applications in the field of medical imaging in general. In the next section, we briefly consider classification and detection techniques and provide examples in the field of oncology using this minable information of images i.e. radiomics signature that we discussed in this section.
Figure 4: The general workflow for explicit radiomics analysis by AI techniques. (1) Study design step and (2) data collection sometimes can be reversed or combined. Data quality should be checked before any further analysis. (3) The features can be directly affected by ROI/VOI delineations, so this step should be done carefully by automatic or semi-automatic techniques. (4) Spatial resampling and intensity discretization (except for shape features) are performed in this step. (5) Explicit (engineered) features are extracted in step 5 and (6) radiomics model is then applied. The model is evaluated and shared in the final steps (7 and 8) (inspired by [29]).

4. Clinical utility of AI-based Detection in PET/CT: current status

Detection of organs or lesions as regions of interests (ROIs) or volumes of interests (VOIs) is an important step towards classification of the regions [72]. Besides, most existing segmentation approaches have an embedded detection step; we discuss segmentation methods in another work [51]. End-to-end detection systems developed by AI techniques can effectively remove the need for further processing steps or prior knowledge about the detection task. Such networks can learn the most salient features based on various medical images in the training data such as PET, CT or PET/CT scans. By contrast, conventional techniques for detection have the following two stages: 1) candidate generation based on specific features of the voxels in CT or PET images; i.e. based on Hounsfield Unit (HU) or standardized uptake value (SUV); and 2) false positive reduction [73, 74]. Example attempts on the use of AI techniques for candidate generation [75] or for both steps [76] have been reported.

Convolutional neural networks (CNNs) have opened up far-reaching opportunities in medical image analysis [77-79]. The potential of using CNNs for detection is based on their ability to extract data-driven features and relationships between adjacent pixels (voxels) in 2D (3D) schemes. These hierarchical features extracted in convolutional layers of CNNs can be highly representative if sufficient training data is available[80]. There are a number of studies on detection tasks in PET or CT images; meanwhile, detection based on combined PET/CT has gained more attention recently. Table 1 lists a number of important studies involving the application of AI for detection. We review detection from PET, CT and PET/CT next.
Table 1: Selected studies on AI applications for tumor detection in CT, PET and PET/CT images

| Study            | Task                                                                 | Modality | Method                          | # of scans (n) | # of cases (N) | Results                                                                 |
|------------------|----------------------------------------------------------------------|----------|---------------------------------|---------------|----------------|------------------------------------------------------------------------|
| Cai et al. [81]  | To harvest lesions from incompletely labeled datasets. (Composed of lung nodules, liver tumors, and enlarged lymph nodes) | CT       | CNN                             | n=10594       | N=4427         | Precision= 90% annotating 5% of the volumes harvest 9, 805 additional lesions: 47.9% recall at 90% precision, (a boost of 11.2% in recall over the original RECIST marks) |
| Huang et al. [82]| fully-automated end-to-end system to detect & segment the lung nodule | CT       | CNN Nodule detection: Faster regional-CNN (R-CNN), LIDC-IDRI dataset(n=1018 cases) | n= 1018       | Detection Accuracy:91.4% and 94.6% with an average of 1 and 4 false positives (FPs) per scan |
| Zhu et al. [83]  | Lung nodule detection & classification benign/ malignant           | CT       | Detection: 3D Faster R-CNN Classification: gradient boosting machine | LUNA16(n= 888) | Sensitivity: 95.3 % FROC score of 0.9226 |
| Xie et al. [84]  | Pulmonary nodule detection                                            | CT       | ResNet for detection DenseNet for false positive reduction,                        |               | Sensitivity:89 % |                                                                                                                                 |
| George et al. [85]| Lung nodule detection                                                  | CT       | YOLO                             | n=880         | Sensitivity:90.7 % (average sensitivity) |
| Wang et al. [86] | Lung nodule detection                                                  | CT       | FocalMix: semi-supervised learning | n= 400        | Sensitivity:90.7 % (average sensitivity) |
| Jiang et al. [87]| Lung nodule detection                                                  | CT       | CNN (4-channel input: image patches enhanced by the Frangi filter)                | n=1018        | Sensitivity:90.1/94 % |                                                                                                                                 |
| Huang et al. [88]| Lung nodule detection                                                  | CT       | Local Geometric-model-based filter to generate nodule candidate &CNN to differentiate node/non-nodule | N=1010        | Sensitivity:90 % |                                                                                                                                 |
| Ding et al. [89] | Pulmonary nodule detection                                             | CT       | Faster R-CNN-based                | N= 1018       | Sensitivity:94.6 % |                                                                                                                                 |
| Shin et al. [80] | Thoraco-abdominal lymph node (LN) detection & interstitial lung disease (ILD) classification | CT       | CifarNet, AlexNet, Overfeat, VGG16 and GoogleNet (transfer learning from non-medical images) | n=905         | Sensitivity:85% | False positive per patient: 3                                             |
| Vivanti et al. [90]| Automatic detection of new tumors and tumor burden evaluation in longitudinal liver CT scan | CT       | CNN                             | N=246         | N=532          | TP new tumors detection rate of 86% versus 72% with stand-alone detection, Tumor burden volume overlap error of 16%. |
| Ghesu et al. [91]| Reformulating the detection problem as a behavior learning task       | CT       | Deep reinforcement learning in a multi-scale scheme.                               | n=1487        | N=532          | Accuracy (mm) = 4.192* *With no failures of clinical significance |
| Xie et al. [92]  | Automated pulmonary nodule detection                                   | CT       | 2D CNN (faster R-CNN)             | n=1018        | Sensitivity:73.4% at 1/8 FPs/scan | Sensitivity: 74.4% at 1/4 FPs/scan |
| Deng et al. [93] | Recognition of sFEPU and detection of lymphoma                       | PET      | five FCNs in parallel.            | n=569         | Detection rate = 80.0% false positives per volume 3.2 |
| Afshari et al. [94]| Localization and detection normal active organs in 3D PET scan        | PET      | CNN (YOLO)                       | n=479         | N=156          | average organ detection precision of 73-98%, recall of 94-100%, mean IOU of up to 72%. |
| Kawakami et al. [95]| Detection of abnormal and physiologic uptake region                  | PET      | CNN (YOLO)                       | n= 3198 MIPS | N=491          | APs for physiological uptakes were: Brain: 0.993 Liver: 0.913 Bladder: 0.879 mAP = 0.831 IoU threshold value 0.5. FPS: 31.60 ± 4.66. false-positive rate=0.3704 ± 0.0213, false-negative rate=0.1000 ± 0.0774 |
| Schwzyer et al. [96]| Detection of lung cancer in FDO-PET imaging in the setting of standard and ultralow dose PET scan | PET      | deep residual neural network (RNN) | N=100         | standard dose | Sensitivity=95.9% specificity=98.1% |
| Blanc-Durand et al. [97]| Lesion detection in gliomas                                           | PET      | CNN(3D U-net)                    | N=37          | sensitivity=0.88 specificity=0.99 |
| Authors | Task | Modality | Model | N | Sensitivity | Specificity | Precision | F1 Score |
|---------|------|----------|-------|---|-------------|-------------|-----------|----------|
| Schwyzer et al. [96] | Detection of lung cancer | PET | deep residual neural network (RNN) | 100 | 95.9% | 98.1% | 91.5% | 94.2% |
| Bi et al. [98] | Simultaneous classification of abnormalities and normal structures in lymphoma cases | PET-CT | CNN | 40 | 91.5% | 94.2% | | | 91.73% |
| Xu et al. [99] | Multiple myeloma lesion detection | PET/CT | W-net | 12 | 73.5% | 99.59% | 72.46% | | |
| Teramoto et al. [100] | Detection of solitary pulmonary nodules | PET/CT | ACM+Thresholding (initial detection) CNN (feature extraction) Multi-step classifier (rule based and SVM) | 104 | 90.1% | 4.9 FPs/case | | | |
| Kumar et al. [101] | Detection of non-small cell lung cancer (NSCLC) lesions | PET/CT | CNN | 50 | 99.90 ± 0.11 | 97.94 ± 0.76 | 98.82 ± 1.33 | 98.02 ± 0.71 |
| Borrelli et al. [102] | Detection of the abnormal lung lesions and calculation of the total lesion glycolysis | PET/CT | CNNs for lung lesion detection in PET and CT images and organ segmentation in CT images | 112 | Sensitivity: 90% | missing lesions: 1 | positive predictive values: 88% | negative predictive values: 100% |
| Weismann et al. [103] | Detection of diseased lymph nodes in lymphoma patients | PET/CT | CNN (ensemble of three DeepMedic) | 90 Hodgkin’s (N=63) diffuse large B-cell lymphoma (N=27) | TPR: 85% | 4 FPs/patient | | |
| Punithavathy et al. [104] | Evaluation of the classification of lung cancer using a deep model (ResNet-18) on conventional CT and FDG PET/CT via transfer learning | PET/CT | ResNet-18 | 359 | Accuracy = 0.877 (CT data) | Accuracy = 0.817 (CT data with metadata (SUVmax and lesion size)) | Accuracy = 0.837 (CT of PET/CT data) | Accuracy = 0.762 (CT of PET/CT data with metadata (SUVmax and lesion size)) |
| Zhao et al. [105] | Detection of pelvis bone and lymph node lesions | PET/CT (PSMA) | CNN (2.5D U-net) | 193 | Bone lesion detection: | Precision=99% | Recall=99% | F1 score=99% | Lynph node lesion detection: | Precision=94%, | Recall=89% | F1 score=92% |
| Zhou et al. [106] | Neuroendocrine tumor detection | PET-CT [18Ga] DOTATATE | ML-based algorithm (random forests regression) | 19 | Random Forests regression machine learning model is robust to generate parametric images | | | |

FP: False Positive  
TP: True Positive  
FCN: Fully Convolutional Neural Network  
AFP: Average false positive  
MIP: maximum intensity projection  
mAP: mean average precision  
IoU: Intersection over the Union  
All the PET images are FDG PET except when it is indicated.

### 4.1. Detection of malignant lesions in FDG PET/CT imaging

#### 4.1.1. PET-only images as input

PET imaging is used routinely and extensively for detection and characterization of lesions in cancer examinations. Detection task in PET images are mostly degraded to high-uptake region detection using thresholding approached. Use of physiological uptakes to detect abnormal uptakes has been mostly utilized to this aim.
Some authors attempted to come up with a magical SUV threshold in order to detect pathological FDG uptakes as any region with activity more than that value [107]. The threshold used can be a fixed value, e.g. SUV≥2.5 [108], or in reference to background uptake (e.g. using liver or surrounding tissue) [109]. Nonetheless, this approach is neither biologically plausible nor clinically meaningful since it ignores the normal biodistribution of radiotracer. Each radiotracer has a specific time-dependent pattern of biodistribution in healthy body. The concept of “sFEPU” (sites of FDG excretion and physiological uptake) is misleading. Any uptake of FDG in normal tissue is “physiological uptake”, whether low level/background level (as in subcutaneous fat or blood pool) or high level (as in brain). However, in the literature the term sFEPU only refers to the physiological uptakes that are above certain level of activity (i.e. above background conceptually). The term high normal activity (HiNA) is a better term (ND=LoNA+HiNA)

The attempts to find a spatially-invariant/global threshold to detect “sFEPU” (a.k.a. HiNA) is destined to fail based on biological concepts; the poor performance of these methods has been demonstrated empirically multiple times. Moving beyond spatially-invariant thresholding, Bi et al. [98] proposed a multi-scale superpixel encoding approach that first groups the fragments that are obtained based on a multi-scale superpixel-based encoding method (MSE) and a class-driven feature selection and classification model for sFEPU classification in of whole-body lymphoma PET-CT scans. The features are then extracted using domain-transferred CNNs to classify the regions into sFEPU and anomalies. Deng et al. [93] proposed a network composed of two parts for the detection of lymphomas and sFEPU. Their model consists of five fully connected convolutional neural networks (FCNs) in parallel. The input image is resized into five different spatial scales (100%, 95%, 90%, 85%, 80% of PET image dimensions), and each is entered as an input to the corresponding FCN model. In the second step, the detected sFEPUs in different scales are integrated to determine the exact sFEPU boundary.

Afshari et al. [94] and Kawakami et al. [110] applied the deep convolutional neural network (CNN), You Only Look (YOLO) [111], to detect HNA on 2D PET images. YOLO detected multiple organs in 2D slices of the maximum intensity projection (MIP) images. Afshari et al. [94] then aggregated the detection results on 2D images to produce a 3D probability map by. The size and metabolic levels of lesions impacted the performance of tumor detection techniques.

There are some attempts to augment the training data for detection tasks by generating synthetic PET. Generative adversarial networks (GANs) can utilize the existing CT data to synthesize PET images with high uptake region and constrain the appearance of the generated PET images [112]. This data augmentation method may help the model with false positive; in other words, applying thresholding to the synthesized PET image to extract high-response regions can reduce the false positive rate by comparing the detection and thresholding masks [113, 114].

4.1.2. CT-only images as input

Most existing studies for detection in CT imaging applied DL (more specifically CNNs) in one of the following ways: (i) training CNNs from scratch or (ii) applying CNNs pre-trained on natural or medical images via transfer learning. 3D networks for supervised learning require more training data, which is commonly a challenge in the field of medical imaging due to the relatively limited availability of labeled data. This is effectively a “curse of dimensionality” problem, resulting in overfitting of sparse data in 3D approaches [115]. Overall, detection based on 3D networks is non-trivial, and 2D or 2.5D networks (i.e. using the information from only few adjacent slices) have been a commonly explored alternative given sparsity of data. Unsupervised learning is also another
noteworthy approach for detection; e.g. Afifi et al. [116] utilized graph cuts, and iteratively estimated shape and intensity constrains for liver lesion detection in CT images.

Shin et al. [80] exploited a combination of training and transfer learning (from non-medical images) to detect thoraco-abdominal lymph nodes and for interstitial lung disease classification in CT images. They used various CNN architectures (CifarNet, AlexNet, Overfeat, VGG16 and GoogleNet) with different number of layers and variation of parameters. They specifically explorer the capability of three important approaches that employ CNNs to medical image classification for detection and classification: (i) training the CNN from scratch, (ii) applying off-the-shelf pre-trained CNN features, (iii) unsupervised CNN pre-training with supervised fine-tuning, (iv) transfer learning, i.e., fine-tuning CNN models pre-trained from natural image dataset to detection task. They results showed that CNN model can be used for high performance CADE systems.

A 3D approach for localization of anatomical structures was proposed by de Vos et al. [117] based on 2D detection scheme from orthogonal planes using independent CNNs. Their proposed method worked well for localization of structures with clear boundaries. Vivanti et al. [90] proposed a detection method for liver tumors burden quantification in longitudinal liver CT images. Their proposed method detects new tumors in the follow-up scans and quantifies the tumor burden change using a CNN as a prior model without the need of large labeled training data. Ghesu et al.[91] tried to solve the detection problem as a behavior learning task for an AI system. They defined a unified behavioral framework based on deep reinforcement learning in a multi-scale scheme. The network was trained to detect the anatomical object using an optimal navigation path to the target object in the 3D volume of data.

Xie et al. [92] suggested a detection framework based on 2D CNN for pulmonary nodule in CT images. The Faster R-CNN was adjusted with two region proposal networks and a deconvolutional layer were employed to detect the nodule candidates. Three models were trained for three kinds of slices to be fused in later stages. A boosting architecture based on 2D CNN were used to reduce the false positive (FP). The misclassified samples are then used to re-train a model to boost the sensitivity. The results of these networks were finally utilized to vote out the result. Their proposed detection framework is shown in Figure 5.

Some of the AI models for cancer diagnosis applications can be interpretable by determination of the most influential regions in the input images that determine the output of the model i.e. saliency map [118]. While most of the existing detection and segmentation networks, such as U-Net and Faster R-CNN need annotated data to be trained and such supervised models are prone to be biased to the distribution of the training data if they are not diverse enough. Weakly supervised techniques, have gained much attention to overcome these limitations using only image-level annotations to locate ROIs in an image based on saliency map that encodes the location of ROIs [35, 36]. For instance weakly supervised techniques have been applied for cancer detection in lung CT images [119, 120].
4.1.3. Combined PET and CT images as input

PET/CT imaging as a powerful tool for the accurate diagnostic of oncological patients are widely used for prognostications and therapy response assessment [121]. Some existing studies used the spatial information of CT and metabolic information of PET images to develop an automated detection framework. For example, to detect small lung nodules (<4 mm) in clinical workflow, the wait-and-see approach is suggested. Considering the risk of delayed treatment and biopsy, FDG PET/CT is recommended by the society of nuclear medicine recommends for diagnostic [122]. Tumor detection based on PET/CT images are performed generally by extracting the high SUV region and involving its information in the detection scheme based on CT images. Xu et al. [99] utilized two CNNs for multiple myeloma bone lesion detection and segmentation from $^{68}$Ga-Pentixafor PET/CT. They used two-cascaded V-net i.e. W-net; the first V-net model is fed by CT images and trained to learn the bone anatomical information. The output of the first V-net is a binary mask for the skeleton anatomical map. Both PET and CT data are fed into the second V-Net to detect the lesion. They showed that a W-net architecture, which combined the extracted features from the two-cascaded V-nets on PET and CT images, outperformed the V-nets on each modality for both lesion detection and segmentation tasks. Moreover, the CNNs outperformed conventional machine learning (ML) techniques such as random forest (RF), k-nearest neighbors (kNN) and support vector machine (SVM).

Teramoto et al. [100] first located the candidate lung nodules separately by active contour model (ACM) and thresholding in CT and PET images. The results of these two streams are then combined using logical OR function. An ensemble of i) a multi-step classifier utilizing two feature-extractor for CT and PET and ii) a CNN followed by a two-step classifier and SVM were then
applied. Their results revealed that the feature extracted by CNN (they used three convolution layers, three pooling layers, and two fully connected layers) help the FP reduction. Kumar et al. [101] utilized a CNN to facilitate the spatially varying fusion of complementary information of PET and CT images of non-small cell lung cancer (NSCLC) using an encoder for each modality, a co-learning and a reconstruction components. The results showed the better performance of their proposed method compared to other CNN-based methods for bi-modal detection of lungs, mediastinum and tumors. Blanc-Durand et al. [97], using amino-acids PET with $^{18}$F-fluoro-ethyl-tyrosine ($^{18}$F-FET), showing that a 3D U-net is able to successfully detect brain gliomas. Weisman et al. [73] utilized the multiresolution pathway CNN, DeepMedic for lesion detection in lymphoma patients. An ensemble of fivefold cross-validation model were applied and performance was assessed using the true-positive rate (TPR) and number of FP.

More recently, low-dose PET/CT has shown increasing potential for first-line screening. In a preliminary study, Schwyzser et al. [96] showed that using a transfer learning approach, a pre-trained deep residual neural network (RNN) for binary classification can be used for fully automated lung cancer detection utilizing FDG-PET scans with very low effective radiation doses (ultralow doses: thirtyfold (PET3.3%) ) [96]. They also showed their network had the potential to aid in detection of small FDG-avid pulmonary nodules ($\leq 2$ cm) [121]. The results revealed that DL models could help in detection of small $^{18}$F-FDG-avid pulmonary nodules in PET/CT scans. Interestingly, they noted their DL method to perform significantly better on images with block sequential regularized expectation maximization (BSREM) reconstruction as compared to ordered subset expectation maximization (OSEM) reconstruction [121].

4.1.4. Detection of malignant lesions in non-FDG PET/CT

Edenbrandt et al. [123] developed an AI tool using CNN for detection and quantification of primary prostate tumors, bone metastases and lymph nodes in PSMA PET/CT. They showed that utilizing their AI tool decreased the influence of inter-reader variability. Borrelli et al. [102] employed two CNNs for lung lesion detection in 18F-choline PET/CT images and organ segmentation in CT images. They used the segmented organs as an auxiliary input to the detection network (Figure 6). They reported the sensitivity of 90% for their lesion detection approach. AI techniques have recently shown a very good potential to help detect metastases in $^{18}$F-FACBC (fluciclovine), 68Ga-PSMA-11 and $^{18}$F-choline PET/CT scans of prostate cancer patients [105, 124-126]. We will discuss more details of these studies in classification section.

![Image of AI technique proposed by Borrelli et al. [102]](adapted from [102])

Figure 6: The AI technique proposed by Borrelli et al. [102] based on two CNNs. The “Organ CNN” segments the lungs, vertebral bones, liver and heart. The mask of the organs thus generated are used as auxiliary input to the “Detection CNN”, in addition to the PET and CT images. The output consists of lesion probabilities that can be thresholded to produce a lesion mask (adapted from [102]).
5. Clinical utility of AI-based classification in PET/CT: current status

Classification is considered as the most popular area in which CNNs have been used; e.g. AlexNet, ResNet, DenseNet, VGG network, and others [79]. Similarly, in medical imaging, AI techniques have been widely employed for extraction of feature towards: (i) classification of suspicious lesions and tumor subtypes, as well as (ii) prediction/prognostication tasks, stratifying/classifying patients into risk groups [127, 128]. We review both frontiers next.

5.1. Lesion classification in oncological PET imaging

Lesion classification can be very challenging and has been conventionally attempted via thresholding. AI techniques seek to enhance such tasks. For instance, abnormal foci in $^{18}$F-FACBC [fluciclovine] PET/CT images and the presence of recurrent or metastatic prostate cancer can be classified automatically using AI techniques [124]. Table 2 lists a number of example studies utilizing AI for classification. We review application for both FDG and beyond.

| Study            | Task                             | Modality             | Method                          | # of scans (n) | # of cases (N) | Results                                      |
|------------------|----------------------------------|----------------------|---------------------------------|----------------|----------------|----------------------------------------------|
| Lee et al. [124] | Discriminating normal and abnormal scans | PET $^{18}$F-FACBC | 2D-CNN (ResNet-50) and a 3D-CNN (ResNet-14) | n=251          | N=18           | 2D: Sensitivity=85.7% specificity=71.4% AUC=0.750 3D: Sensitivity=71.4% specificity=71.4% AUC=0.699 |
| Leung et al. [129] | Classification of PCa lesions | PET (PSMA) | 3D CNN | N=267 |                     | Accuracy= 67.3%                                        |
| Teramoto et al. [130] | Classification of pulmonary nodules | PET/CT | a rule-based classifier and three support vector machines | N=100 | | Sensitivity: 83% FP/case: 5 |
| Sibille et al. [131] | Classify uptake patterns in patients with lung cancer & lymphoma | PET, CT & PET MIPs | CNN | N=629 | | Accuracy: CT: 78% PET: 97% PET/CT: 98% PET MIP: 98% |
| Kawauchi et al. [132] | Classify whole-body FDG PET as 1) benign, 2) malignant or 3) equivocal. | PET/CT | CNN (ResNet) | N=3485 | | Accuracy: Benign=99.4% Malignant=99.4% Equivocal = 87.5% probability of correct prediction: 97.3% (head-and-neck), 96.6% (chest), 92.8% (abdomen) and 99.6% (pelvic region) |
| Moitra et al. [133] | Staging and grading of NSCLC | PET/CT | CNN | N=211 | | Accuracy: T stage: 96% (2%) N stage: 94% (2%) M stage: 99% (2%) Grading: 95% (3%) |
| Perk et al. [126] | Bone lesion classification | PET/CT | ML | N=37 | | sensitivity = 88% specificity = 89% |
| Acar et al. [134] | Differentiating metastatic and completely responded sclerotic bone lesion in prostate cancer | PET/CT PSMA | Decision tree, Discriminant analysis, SVM, kNN, ensemble classifier | N=75 | | area under the curve (kNN): 0.76 |

FP: False Positive
SVM: Support Vector Machine
MIP: Maximum intensity projection
kNN: k-nearest neighbor
TLG: total lesion glycoses
5.1.1. FDG PET imaging

ML techniques such as random forest can be used to classify the extracted ROIs into normal and abnormal [135]. Teramoto and Fujita et al. [130] developed an algorithm to characterize lung nodules by combining CT analysis and binarized PET images based on SUV thresholding. False positives (FPs) among the leading candidates were eliminated using a rule-based classifier and three support vector machines (SVMs). Traditional ML techniques generally use domain-specific explicit features that require domain expertise while DL-based approaches, such as CNNs, can learn abstract features directly from the training data. Some studies evaluated different CNN configurations to classify the uptake patterns to suspicious and nonsuspicious for cancer from whole-body 18F-FDG PET/CT images. Kawauchi et al. [132] utilized a RES-net for whole-body FDG PET classification to benign, malignant or equivocal.

The proper diagnosis in lung cancer is based on tumor staging and grading. For solid tumors, medical imaging is often used to determine the T (tumor), N (node) and M (metastasis) classification defining the stage of the disease. ML algorithms on PET/CT have been developed for lung cancers, notably T staging, utilizing different methods including random forests, SVM and CNN. Moitra et al. [133] proposed a 1D CNN for lung cancer staging on a public (PET/CT) dataset in the cancer imaging archive (TCIA). The application of 1D CNN for staging and grading of lung tumors is not frequent. Their 1D approach was applied on the extracted features from the segmented regions and the histopathological grade information. This 1D CNN approach could offer a lightweight solution that acts as a decision support system for oncologists and radiologists. Unlike the 2D and 3D networks that used the spatial attributes directly from the 2-D or 3-D images and generate huge resource consuming architecture. Their proposed approach used the spatial information in a rank 2 tensor dataset (a CSV file) along with clinical staging and grading data for classification. Capobianco et al. [136] used a prototype software (PET Assisted Reporting System [PARS]) to automatically detect and segment the high-uptake regions. The resulting ROIs were further processed by a CNN model to be classified as nonsuspicious or suspicious uptake. The CNN model was pre-trained on an independent cohort consists of patients with lung cancer and different subtypes of lymphoma [131, 137]. Sibille et al. [131] also proposed the use of PARS algorithm to evaluate each extracted ROI independently and determine whether an uptake is suspicious or benign. They used a combination of PET, CT, and PET MIPs, and atlas positions to classify uptakes in patients with lung cancer and lymphoma (Figure 7). An example of PARS system applied on lymphoma data is presented in Figure 8.

Du et al. [138] investigated a variety of ML techniques for radiomics-based differentiation of local recurrence versus inflammation in post-treatment nasopharyngeal carcinoma post-therapy (NPC) PET/CT Images to be applicable for clinical decision making. They showed that the cross-combination fisher score (FSCR) + k-nearest neighborhood (kNN), FSCR + support vector machines with radial basis function kernel (RBF-SVM), FSCR + random forest (RF), and minimum redundancy maximum relevance (MRMR) + RBF-SVM outperformed the other ML techniques and their combination. Du et al. [139] also considered the discrimination power of the individualized radiomics nomogram in both the training and independent validation cohorts. They showed that considering PET, CT, and PET/CT diagnostic signatures, that combination of metabolic characteristics of PET and anatomical information of CT improved diagnostic performance (Figure 9). On the other hand as Figure 9 shows a model that uses radiomics and clinical semantic features in a radiomics nomogram outperformed the model relied on PET only or CT only information.
Figure 7: CCN applied on the maximum intensity projection fluorine $^{18}$F-FDG PET/CT images of two patients. Patients with lung cancer and lymphoma with areas of uptake automatically color-coded by their classification and localization are shown. (IASLC=International Association for the Study of Lung Cancer)(adapted from [13])

Figure 8: a patient with diffuse large B-cell lymphoma (DLBCL). Green foci are classified as benign by the prototype software (PET Assisted Reporting System [PARS]) and red foci are classified as pathological. Here, the algorithm has largely underestimated the pathology with an estimated volume in automated segmentation of 242 ml (SA) against 1270 ml in manual segmentation.
5.1.2. Radiotracers beyond FDG

Although $^{18}$F-FDG is the most widely used radiotracer in oncology and nuclear medicine, it is not as suitable for certain cancers, although the data access for tracers much less common than FDG, is limited. As an example, prostate adenocarcinomas, the most common cancer in men, can be imaged using other tracers such as radiolabeled choline, $^{18}$F-Fluciclovine and $^{18}$F-Piflufolastat (targeting prostate-specific membrane antigen (PSMA)) or similar radiotracers such as $^{68}$Ga-PSMA [140]. Promising results of VISION trial [141] closed the evidence gap in prostate cancer radiopharmaceutical therapy with $^{177}$Lu-PSMA. At the dawn of this new era, development of new imaging biomarkers for retreatment patient selection is in the horizon.

![Image](image.png)

Figure 9: The receiver operating characteristic (ROC) curves of PET, CT, PET/CT signatures, semantic model, and radiomics nomogram for (a) training and (b) validation cohorts. Compared with CT signature, the PET/CT signature significantly improved AUC for training cohort. Combining the PET/CT features with the semantic features in a radiomics nomogram significantly improves the diagnostic performance with respect to the semantic model alone or PET/CT signature alone in training cohort, whereas did not significantly improve the performance in validation cohort. The DeLong test method was used for the statistical comparison of ROC curves (Figure is adapted from [139]).

Theranostic radio-isotope pairs for diagnosis ($^{18}$F, $^{68}$Ga) vs. therapy ($^{177}$Lu, $^{225}$Ac) provide us with possibility of having diagnostic and therapeutic radiopharmaceuticals with relatively similar biodistributions and kinetics. Several studies have already investigated the contribution of AI techniques to the analysis of PSMA PET/CT scans (see [142]).

Zhao et al. [105] in a pilot study focused on the pelvis, developed a framework to characterize the local and secondary prostate tumors in the lymph nodes and bones and to facilitate the optimization of PSMA directed radionuclide therapy by using a 2.5D U-net architecture. . Polymeri et al. [125] used a CNN to segment prostate cancer and prostate volume based on $^{18}$F-choline and found the derived features from PET/CT images were significantly associated with overall survival. They found that the other common clinical features including age, prostate-specific antigen, and Gleason score did not affect the overall survival. Leung et al.[143] developed a 3D CNN to automatically classify the PCa lesions in $^{18}$F-DCFPyL PSMA PET images by PSMA-RADS score prediction for lesion classification. The 3D PET images were cropped to yield varied size cubic volumes-of-interest (VOIs) around the center of each lesion as the input to the 3D CNN along with the manual segmentation. This classification approach showed promising results.
Perk et al. [126] developed an automated bone lesion classification by using ML techniques to classify lesions in $^{18}$F-NaF PET/CT images, as bone metastases can confounded by tracer uptake in benign diseases, such as osteoarthritis. Acar et al. [106] used ML techniques including decision tree, discriminant analysis, support vector machine (SVM), kNN, and ensemble classifier on the textural features to distinguish the lesions imaged via $^{68}$Ga-PSMA PET/CT as metastatic and completely responded. The study population contains patients with known bone metastasis and previously treated patients and the weighted kNN outperformed the other classifiers. As it is considered in the above-mentioned studies, it has been shown that using the hybrid information of CT and PET images statistically significantly improved the lesion classification accuracy.

Lee et al. [124] utilized a 2D-CNN (ResNet-50) and a 3D-CNN (ResNet-14) to discriminate normal and abnormal PET scans based on the presence of tumor recurrence and/or metastases in patients with prostate cancer and biochemical recurrence in $^{18}$F-FACBC (fluciclovine) images. They reported that a 2D slice-based approach depicted better results than 2D or 3D case-based approaches. $^{68}$Ga]DOTATATE PET/CT scans have shown significant value for imaging neuroendocrine tumors (NETs), improving detection, and characterization, grading, staging, and predicting/monitoring the responses to treatments, although the AI techniques for detection have not been explored.

### 5.2. Prediction/prognosis in oncological PET imaging

Prognostic tasks provide information about patient outcome, regardless of therapy, whereas predictive tasks consider the effect of therapeutic interventions [144]. The prognostic value of pretreatment $^{18}$F-FDG-PET/CT images for treatment planning and decision support has been extensively considered [145, 146]. Outcome prediction includes extraction of radiomics feature from PET and CT images, combined with any valuable clinical indicators, to predict survival, e.g. recurrence-free, metastasis-free, progression-free and/or overall survival [146-148].

Cottereau et al. [149] showed that “lesion dissemination” is a strong prognosticator of progression free survival (PFS) and overall survival (OS) in diffuse large B-cell lymphoma (DLBCL) cases. Their work emphasizes that outcome prediction can consist of finding links amongst tumors. They showed that the largest distance between two lesions (Dmax) that indicates the spread of the disease is independent and complementary to metabolic tumor volume (MTV)) for outcome prediction in DLBCL patients. Desseroit et al. [150] considered features in four categories: (1) clinical variables, (2) volume and standard metrics, (3) PET heterogeneity and (4) CT heterogeneity (Figure 10). They showed that tumor heterogeneity quantified with textural features on the CT and PET components of $^{18}$F-FDG PET/CT images can provide complementary prognostic value in Non-small cell lung cancer (NSCLC). They designed a four-variable nomogram that outperformed the standard clinical staging.
Figure 10: Kaplan-Meier curves for (a) the cohort and (b) in relation to stage only, and (c) the proposed nomogram (w.r.t. in the figures means with respect to). (a) The goal of this study is to build a nomogram combining the best features of each category in order to improve the stratification provided by stage alone. (b) Patients with stage III disease had worse survival than those with stage II disease. (c) The best stratification was obtained by including all four parameters in the model (Figure is adapted from [150]).

The hope is that AI methods can enable robust risk-stratification, thus enabling improved staging of patients. In this subsection, we consider the important applications of AI in prognosis of cancer recurrence rates, outcome prediction for response assessment and clinical decision-making. Effective prognostic signatures include both clinical and imaging features by integrating quantitative voxel-wise features and valuable clinical information. The increasing availability of high-throughput omics datasets from large patient cohorts has facilitated the development of AI techniques classify patients according to survival or disease recurrence. Specifically, for stratification of cancer patients, their death or other survival information (e.g. progression-free survival) are considered as endpoints.

Existing predictive modeling frameworks may perform: (1) statistical survival analysis on explicit features; (2) ML based techniques applied to explicit and/or deep features; and (3) DL (CNN) models for outcome prediction. In addition to deep feature extraction, neural networks can model nonlinear survival data by classifications and estimation of the risk of failure as the nonlinear extension of Cox proportional hazards [151]. Recent studies have shown the superiority of ML techniques over statistical analyses in terms of discriminant power utilizing a feature selection scheme based on complementary features [44, 152]. Prognostication (prognostic
stratification) has been primarily determined based on semantic tumor staging, leading to relatively coarse and discrete stratification [153]. As such, direct outcome prediction without the intermediate stages of image/tumor classification has gained increasing attention. CNNs are able to learn the prognostically relevant features of the images directly by bypassing the intermediate steps for identification of predictive biomarkers. Explicit feature based ML techniques for outcome prediction usually suffer from the feature selection step that is often unstable given the high-dimensional features (curse of dimensionality), though there is ongoing research on using of dimensionality reduction algorithms (feature selection or extraction algorithms) [154]. It has been shown that CNNs have enhanced predictive power compared to explicit features [155, 156].

Ypsilantis et al. [157] considered both of the above-mentioned framework i.e. ML and CNN approaches to predict outcome in patients with esophageal cancer. The first approach included feature extraction and using ML classifiers such as linear regression (LR), gradient boosting, RFs and SVMs. The second approach applied CNNs on image data and corresponding segmented region that had higher average accuracy. Pereira et al. [158] suggested a pipeline for response to treatment evaluation and stratification into a 5-classe Deauville scale using different CNN architectures on patient data with Hodgkin’s lymphoma. An artificial intelligence method suggested by Capobianco et al. [159] can generate a TMTV value prognostic of outcome in a large series of patients with non-Hodgkin’s lymphoma (i.e. DLBCL). On a database of 97 patients, Bizzego et al. [69] showed that the analysis of PET tumor images with a 3D CNN produced very promising results to predict treatment response in esophageal cancer, and outperformed 2D CNN architectures, as well as explicit feature extraction with RF classifiers. The hybrid– explicit and deep feature approach was the most accurate. The same authors proposed to carry out internal transfer-learning based on the prediction of the grade of the disease to improve the prediction of their prognostic model and have shown a better classification accuracy using this transfer learning approach. On the other hand, Wang et al. [160] showed that CNN results were not superior compared to explicit radiomics for mediastinal lymph nodes classification in non-small lung cancer data. They concluded that explicit features are sometimes preferred, since they are user-friendly and can be applied with less amount of data and are less affected by feature selection bias.

6. Future Directions & Open Questions

6.1. Temporal changes in Radiomics Features: Dynamic-Radiomics and Delta-Radiomics

Radiomics signatures of medical images are usually derived from static images. It has been shown that temporal changes for example in tracer uptake of PET scans can also reveal new aspects of tumor biology [161-164]. Analysis of features extracted from temporal analysis of dynamic PET scans can be referred to as “dynamic-radiomics” (micro-scale temporal changes). By contrast, “delta-radiomics” refer to analysis of features derived from comparison of a study with prior images (to capture macro-scale temporal changes). Clinical experience highlights the importance of temporal changes as one of the most important characteristics of the lesion [165]. Fave et al. [163] showed the utility of CT delta-radiomics for prediction of patient outcome in lung cancer [163]. Later, numerous groups expanded the use of CT-based delta-radiomics to other cancers such as gastric cancer [166], and also detection of treatment side-effects such as radiation induced xerostomia [167, 168] and pneumonitis [167]. MR-based delta-radiomics is also widely utilized in
various cancers, including prostate cancer [169], sarcoma [170], colorectal cancer [171], and rectal cancer [171]. It has been suggested that delta-radiomics may increase multicentric reproducibility [172]. As such, delta radiomics frameworks are being developed (e.g. utilizing pre-, intra-, and/or post-therapy scans in combination. Such a framework also has potentially significant value when applying to theranostics paradigms in the context of radiopharmaceutical therapies [142].

6.2. Efforts to Translate AI Technique to Routine Clinical Usage

Translating AI techniques into routinely employed clinical workflows requires collaboration between AI researchers, radiologists and oncologists, and predefined frameworks for evaluating these techniques to be integrated into clinical applications and accepted by the oncology community [128]. The decisions made by nuclear medicine physicians and radiologists are not based on 2D slices of PET or CT scans. Some of the existing studies suggested the AI techniques applied on the limited 2D slices for detection task that can be very prone to errors and considering the advanced 3D AI techniques, it should be re-considered in future studies in the field of PET oncology.

Explainable AI techniques such based on attention or saliency maps are demanded especially for clinical decision support systems [31, 173, 174]. The explanations is needed to: i) verify the model’s output to the physicians, ii) increase the trustworthiness of AI techniques and iii) identify the potential biases [175, 176]. Consequently, explainable AI techniques facilitate the communication between the “black-box” DL models and physicians.

Reproducible measurements made by AI methods for lesion evaluation in oncology reports have been shown to be helpful for reducing the reporting errors and increasing the workflow efficiency [177]. Considering the lower FPs and high sensitivity of DL based methods compared to traditional ML techniques for detection, DL based methods can be clinically feasible if they showed similar performance in the extensive clinical trials.

AI frameworks have the potential to be used as a “second reader” for radiologists to improve diagnostic accuracy and efficiency [127, 128]. It is worth noting that AI-based solutions (considering the superior performance of DL approaches) can be used as the decision support tools while they have been mostly considered as the replacement of clinicians in clinical practice that is far from reality [178]. In fact, AI techniques try to mimic and augment the clinicians’ work instead of replacing them [179]. Freeman et al. [180] showed that the promising results of AI techniques in smaller studies of breast cancer screening programmsare not replicated in larger studies.

Most studies to date on radiomics signature have involved limited number of cases (<100 prone to overfitting), retrospective (selection bias) and monocentric (less likely to be generalized); the last limitation refers to the fact that most of the developed models were never evaluated on external datasets [181]. Furthermore, it has been demonstrated that despite the growing number of developed frameworks for disease severity classification (estimation), the existing models have been reported to be largely dependent on the demographics and clinical history of the patient [182].

Challenges with existing AI techniques include the limited interpretability of the resulting networks and the high dependency on large datasets in supervised techniques. Weisman et al. [73] investigated the impact of the number of training subjects on detection performance; their results showed that it is not always the case that using a much larger dataset can improve performance of supervised AI techniques and that the performance of the DL model is limited by the consistency of the labels (Figure 11). In the other words, sample size, data quality and diversity are all important
New AI techniques that need the lower amount of annotated are highly demanded e.g. semi-supervised and weakly supervised techniques that use sparse and weak annotations showed acceptable performances. Utilizing the annotations made by multiple experts for every scan was proposed to produce limited data with high quality annotations that are not achieved usually [31]. The platforms for “crowd-sourced” image labeling can help in this regard [184]. The number of cases needed for developing a radiomics signature model is highly dependent on the complexity of the problem [185]. In addition to use of unsupervised and weakly supervised techniques, using DL models pretrained on different pathologies can also be helpful [186]. Capobianco et al. [187] showed that using transfer learning the CNN network trained for tumor detection in $^{18}$F-FDG PET/CT can be applied for tumor assessment in $^{68}$Ga-PSMA-11 PET/CT images.

The nuclear medicine community is now aware of the impact of image acquisition and reconstruction parameters on handcrafted radiomic features (and on the performance of models combining them) but this issue has been less discussed and reported in deep radiomics while there is no guarantee that the effect is not as strong and more difficult to detect. A number of problems need to be tackled for clinical application of DL-based techniques. For instance, the performance of the model is highly affected by the curse of hyper-parameters [188] (a range of parameters to optimize such as learning rate, number of epochs, activation functions, etc. that usually are chosen arbitrarily). The lack of explainable model for an AI-based decision support system in clinical application is another issue that prevents rapid translation of AI techniques into clinical workflow [189].

![Figure 11: Considering the impact of the number of training patients on detection performance. The detection performance was not improved when training was done on more than 40 subjects. No significant differences (p>0.05) were observed in the performance of the model trained on N=40 subjects compared to the model trained with 58 subjects. Likewise, model performance did not significantly improve when training with 72 subjects (using the validation cohort as additional training subjects). Boxplots show median and interquartile range of patient-level true-positive rate (TPR) across all 90 patients as a function of training patient number, operating at an average of four false-positive findings per patient. Dots represent outliers, which are determined by points lying further than 1.5 times the interquartile range from the edge of the box (adapted from [73]).](image)

### 6.3. Application of natural language processing for labeling

The extracted information from clinical reports can be used to develop AI techniques that can help reporting in clinics. Although there are guidelines for diagnostic imaging reports and label extraction, the majority of these reports are composed of free-text [190]. Rule-based [191] or
recurrent neural networks [192] for natural language processing (NLP) are used for information extraction from radiology reports. In the field of NLP, non-experts mostly do the manual labeling; this approach is not applicable in the field of medical image segmentation especially for advanced modalities i.e. CT and PET. Recently, reporting that contains hypertexts [193], labeling before the radiologist i.e. prospective labeling [194] and interactive reporting [195] are considered as potential solutions to cope up with the problem of limited ground truth. As an example, Ryoo et al.[196] for interpreting brain perfusion SPECT trained a long short-term memory (LSTM) network on the unstructured text reports to predict abnormalities of basal perfusion and vascular reserve for each vascular territory. Using this trained LSTM model, the structured information of the text reports can be extracted. They developed a 3D CNN model with AUC 0.83 for basal perfusion and 0.89 for vascular reserve. This model can be utilized as a support system to identify the perfusion abnormalities and the quantitative scores of abnormalities.

6.4. Neuro-Symbolic AI models for detection and classification

AI techniques for detection and classification should not be trained only on the images, incorporating the complementary clinical information of the patients improves the performance and generalization of the developed AI models. Neuro-Symbolic AI models involve the integration of complementary approaches i.e. neural network (connectionist) and rule-based (symbolist) frameworks. Especially see Toosi et al. [197] for discussions of these two frameworks. Symbolic AI integrates contextual knowledge and generalizable rules into the AI framework. The rules that have been previously extracted (considering the decision made by physicians) can be used for feature prediction in new images. In the other words, these rules make the (deep) neural network biased toward the physicians’ decision. Rule-based AI attracted significant attention in the early decades of AI research, but was later superseded by neural network (NN) approaches [189], and integration of the two appears to be in the horizon to significantly improve performance and generalizability of AI-based models. Clinicians often use a set of conditions, different image modalities for a patient, treatment and surgery history, as well as biological and physiological conditions to decide about a suspicious lesion based on their experiences [198]. By incorporating these “rules” into the AI models for detection, classification and segmentation, we can move forward to neuro-symbolic neural networks and explainable AI techniques for detection and segmentation [199].

7. Conclusion

Considering the strength of AI techniques in performing effective image phenotyping including robust identification of patterns beyond visual assessments, there is significant potential for use in accelerating and automating detection and classification tasks in medical images and as an example oncologic PET imaging, as reviewed in the present work. AI techniques can also link radiomics signatures and biological properties extracted by radiologists and nuclear medicine physicians in routine clinical workflow. Having access to appropriate labeled data is vital for supervised AI techniques in derivation and validation of reliable detection and classification workflows. Alternatively, weakly- and un-supervised techniques along with transfer learning from different pathologies can be helpful in this regard. Considering the large existing database of electronic health records, applying NLP has shown potential to help tackle the labor-intensive task of labeling for supervised techniques. Besides, new insight into rule-based neural networks, i.e. neuro-
symbolic networks, can obtain clues from decisions made by the physicians, with potential for further enhanced and generalizable AI clinical decision support systems.
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