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Abstract—Federated learning (FL) collaboratively trains a shared global model depending on multiple local clients, while keeping the training data decentralized to preserve data privacy. However, standard FL methods ignore the noisy client issue, which may harm the overall performance of the shared model. We first investigate the critical issue caused by noisy clients in FL and quantify the negative impact of the noisy clients in terms of the representations learned by different layers. We have the following two key observations: 1) the noisy clients can severely impact the convergence and performance of the global model in FL and 2) the noisy clients can induce greater bias in the deeper layers than the former layers of the global model. Based on the above observations, we propose federated noisy client learning (Fed-NCL), a framework that conducts robust FL with noisy clients. Specifically, Fed-NCL first identifies the noisy clients through well estimating the data quality and model divergence. Then robust layerwise aggregation is proposed to adaptively aggregate the local models of each client to deal with the data heterogeneity caused by the noisy clients. We further perform label correction on the noisy clients to improve the generalization of the global model. Experimental results on various datasets demonstrate that our algorithm boosts the performances of different state-of-the-art systems with noisy clients. Our code is available at https://github.com/TKH666/Fed-NCL.
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I. INTRODUCTION

LOCAL clients, such as personal devices, financial institutions, or hospitals, have access to a wealth of private data. However, due to data privacy concerns, security limitations, and device availability, it is impractical to collect and store all the data from the local clients at the server center and conduct centralized training. To ensure data privacy in the learning procedure, federated learning (FL) is recently proposed as a workflow that enables local clients to collaboratively train a shared global model without sharing local private data [1], [2]. The workflow of a typical FL framework can be mainly divided into the following two stages: 1) the client performs local training independently based on its local data, and the trained local model is sent back to a central server and 2) the central server then aggregates the local gradient updates and generates the global model. This process iterates until a certain accuracy level of the learning model is reached. In this way, an accurate predictive model can be obtained while the user data privacy is effectively protected, as the local training data are not accessed directly. Thus, FL has been widely adopted to support different application scenarios with high requirements of data security and privacy, such as smart retailers collecting user purchasing records [3], hospitals containing a multitude of patient data for predictive health care [4], and financial institutions storing highly personal data for risk prediction [5].

Despite all its promise, one critical obstacle exists for FL to be viable in real-world scenarios. In general, the performance of machine learning (ML) highly depends on the data quality of the participating clients [6]. However, collecting the high accurate labeled data can be both time-consuming and expensive. Even experienced individuals find the data annotation process extremely complex. In real-world human-annotated datasets, noisy labels can account for anywhere between 8.0% and 40.2% [7], [8]. It is challenging to ensure that training data labels on each client are clean, as it is impossible to guarantee perfect annotation by all the clients. Training deep learning models with noisy data (e.g., feature and label noise) can lead to overfitting on corrupted data, thereby reducing the model’s generalization performance [9]. In the context of FL, where the global model depends on a large number of clients, the noisy data issue becomes more pronounced. Clients may have entirely different standards for collecting their local data, and some may be nonexpert or uncertain sources, leading to unreliable labels that can harm the global aggregated model. Unfortunately, standard FL aggregation methods such as FedAvg [10] and FedProx [11] overlook the noisy client issue and develop the global model directly based on the trained model from each participating client. As a result, the overall performance of FL can be negatively impacted by noisy clients.

Recently, many ML techniques have been developed to handle noisy data [12], [13] in the centralized setting. The state-of-the-art noisy learning methods have shown significant improvement by reweighting training samples [14] or applying...
a disagreement constraint between different networks/training strategies [15], [16], [17]. However, these noisy learning methods cannot be applied in FL workflow directly. First, the local training data are inaccessible to the central server. Thus, it cannot remove/reweight the noisy data during the global model aggregation. Second, different from the single dataset in standard ML, FL has several independent local clients, which have different noisy data distributions. This makes it difficult to estimate the unified noise transition matrix used in noisy learning methods [14]. Third, some clients (e.g., battery-powered mobile devices) in FL may have limited computing resources, so that the specific noise adaptation layer [18] or additional collaborative network [17] cannot be satisfied.

Training the collaborative model with noisy label data in FL has recently gained more attention. Some methods [19], [20] use the extra clean data to identify the clients with noisy labels and mitigate their negative impact by reweighting during the global model aggregation. Yang et al. [21] first select the confident data to train the local model and perform label correction on noisy label data. However, these existing methods are still not effective and stable in the real-world setting [22] for the following reasons. First, from the perspective of noisy clients, they assume all the clients have the same noise degree instead of heterogeneous noise distribution, which is not practical in the real-world scenario. Second, they rely on the benchmark data to detect the clients with noisy label data and select the confident training data of noisy clients, which is hard to satisfy in the real-world scenario since it restricts the task generalization of FL. Third, most methods only consider the effectiveness without understanding how the noisy clients' local model affects the global model in FL. Thus, there is an urgent need for a framework that can effectively identify noisy clients and conduct robust learning without relying on benchmark data in FL.

In this article, we first conduct an analysis of the issue of noisy clients in FL, and model the noise levels among clients with two distributions, namely, the Bernoulli and truncated Gaussian distributions, to better emulate the heterogeneous noisy scenarios that are present in real-world federated systems. Next, we aim to identify the ways in which the presence of noisy clients affects the global model in FL and conduct an experimental study on the performance of the global model and convergence rate in the presence of noisy clients. Our findings indicate that the inclusion of noisy data from participating clients can have a negative impact on both the convergence and performance of the aggregated global model in FL. Furthermore, we delve deeper to investigate the effects of noisy clients on each layer of the global model in FL. To do so, we use the centered Kernel alignment (CKA) [23] to measure the output feature similarity of each layer between the noisy clients and global model. We observe that noisy clients can induce greater bias in the deeper layers of the global model than in the former layers when using FedAvg [10] to directly aggregate all the clients’ models.

Based on the above observation, we propose Fed-NCL, a federated noisy client learning framework, which effectively tackles the noisy clients in FL without relying on the benchmark data. In Fed-NCL, we detect noisy clients through modeling the reliability score distribution among the participating clients. The reliability score jointly considers each client’s local model divergence with global model and its data quality. Based on the observation that the deeper layer’s feature extraction ability in the noisy clients’ model heavily declined, a noise-robust layerwise aggregation is designed to aggregate the feedback model from each client by considering each layer’s divergence and guiding the global model update’s direction like clean clients. To fully use the local data from noisy clients to improve the generalization of the global model, we further perform the label correction on the noisy clients. In summary, the main contributions of this article are as follows.

1) We present the first systematic and empirical study on FL with noisy label data and analyze the impact of the hidden representations of different layers of deep neural networks (DNNs) trained with FedAvg on noisy label data.
2) We propose two types of noisy label scenarios in the real-world federated system by modeling the noise level among the clients with two distributions (e.g., Bernoulli and truncated Gaussian distributions).
3) Our systematic study on FL with noisy clients reveals that (1) the noisy clients could negatively impact the convergence and performance of the global model in FL, and (2) the noisy clients can induce greater bias in the deeper layers than the former layers of the global model.
4) We propose Fed-NCL, which dynamically identifies the noisy clients by reliability score without making any assumptions on the noisy clients. The reliability score measures each client’s data quality and model divergence with the global model. Then we develop a robust layerwise aggregation methodology, which mitigates the negative impact from the noisy clients in terms of layers. The label correction is dynamically performed in the noisy clients to improve the generalization capabilities of the global model.
5) Experimental results on various datasets demonstrate that our algorithm can boost the robustness and performances of different deep learning backbones in FL systems against noisy clients.

II. RELATED WORKS
A. Deep Learning With Noisy Label
Several methods have been designed to mitigate the impact of noisy data in deep learning [13], [14], [15], [16], [17], [18]. Goldberger and Ben-Reuven [18] proposed to model the data noise with an additional softmax layer during the training process. Menon et al. [14] reweighted the importance of the training samples to reduce the impact of noisy labels. Jiang et al. [16] designed a collaborative learning framework (MentorNet) to introduce a pretrained mentor network that directs the training process. In addition, Han et al. [17] also
proposed to maintain two networks, where each network selects the training samples that have a small loss and passes them as input to its peer network to continue the training process. However, these existing approaches cannot be directly adopted in FL scenarios for the following two reasons. First, to preserve data privacy, the central server cannot access the raw training data located on each client. Second, the computational overhead caused by introducing an extra network in the training process can highly impact the energy efficiency and user experience for battery-powered clients in FL (e.g., smartphones and wearable devices).

B. FL With Noisy Label

The existing works about FL with noisy labels can be summarized into the following three main categories based on the cleansing granularity: 1) client-level methods; 2) data-level methods; and 3) hybrid methods. The client-level cleansing methods usually detect noisy clients using extra benchmark data and reduce the negative impact of clients with noisy labels. FOCUS [19] exploits the benchmark data stored in the server to evaluate all the participant clients’ models to adjust their weight of global model aggregation. It allows for adjustments to be made to the weight of global model aggregation based on the quality of the client’s model. The data-level cleansing methods have developed following the improvement of noisy labels’ data detectors in centralized learning. An intriguing observation regarding deep models is that they possess the ability to memorize simpler instances initially, and subsequently adjust to more complex instances as the training epochs progress [9]. Based on this, RoFL [21] selects the sample with small loss as confident data to train and create local centroids and exchange them between clients and servers. DS [20] selects the confident samples by estimating the sample losses’ similarity between the client’s training data and benchmark data from the server. However, these works have limitations in terms of task generalization and privacy since the centralized label noise detector methods cannot be directly applied in FL. The hybrid cleansing methods integrate client and client-side data cleansing to address noisy clients in FL. For instance, FedCorr [24] identifies noisy clients and labels using model prediction subspaces and per-sample losses. It then fine-tunes the global model on clean clients and corrects noisy labels on noisy clients. It has a limitation in that it assumes the participating clients have enough clients with clean labels to first train the global model, which is hard to be satisfied in real-world applications. According to the above definition, Fed-NCL belongs to the client-level methods’ category, as it focuses on addressing noisy clients through client-level mechanisms.

III. PROBLEM STATEMENT

Several label noise distributions have been effectively modeled for standard ML [12], [25], [26], e.g., uniform or nonuniform random label noise. However, the noise scenario in FL is different from the label noise in standard ML. The noise modeling of standard ML only focuses on a single training dataset, while FL has multiple clients with their own private datasets. Thus, we focus on the noise distribution among all the participating clients. In this section, we present the problem statement of FL with noisy clients and model the noisy clients with different distributions.

A. FL With Noisy Client

In this article, we consider the $K$-class image classification, which is a representative supervised learning task and can be formulated to learn the mapping function $f(x; \Theta)$ from a set of training examples $D = \{(x_i, y_i)\}_{i=1}^N$ with $y_i \in \{0, 1\}^K$ being the ground-truth label in a one-shot manner corresponding to $x_i$. In deep learning, $f(x; \Theta)$ is a network and $\Theta$ represents the model parameters. The parameter $\Theta$ minimizes the empirical risk $\mathcal{R}(f)$, as

$$\mathcal{R}(f) = \sum_{(x_i, y_i) \in D} l(f(x_i; \Theta), y_i)$$

where $l(\cdot)$ is a loss function (e.g., cross-entropy (CE) loss or mean squared error).

In the FL workflow, as data labels are corrupted in the training data of the participating clients, we aim to train the model from noisy clients. Specifically, a certain client $c$ is provided with a noisy training dataset $D^c = \{(x_i^c, \tilde{y}_i^c)\}_{i=1}^N$ where $\tilde{y}_i^c$ is a noisy label. Hence, following the standard training procedure, a mini-batch $B^c_t = \{(x_i^c, \tilde{y}_i^c)\}_{i=1}^b$ comprising $b$ samples is obtained randomly from the noisy training dataset $D^c$ of client $c$ at time $t$. Subsequently, the local model parameter $\Theta^c_t$ of client $c$ at time $t$ is updated along the descent direction of the empirical risk on mini-batch $B^c_t$

$$\Theta^c_{t+1} = \Theta^c_t - \eta^c \nabla \sum_{(x_i^c, \tilde{y}_i^c) \in B^c_t} l(f^c(x_i^c; \Theta^c_t), \tilde{y}_i^c)$$

where $\eta^c$ is a specified learning rate in client $c$. Thus, the risk minimization process is no longer noise-tolerant because of the loss computed by the noisy labels in the local training process for the noisy clients.

In a training round, participating clients send their updated model parameters to the central server after completing the local training. The central server then aggregates the global model $\Theta^G$ by federated averaging (FedAvg) [10], as

$$\Theta^G = \frac{1}{C} \sum_{c=1}^C \Theta^c$$

where $C$ represents the total amount of local clients in the current training round, and $\Theta^c$ represents the model parameter of client $c$ in the current training round. However, some of the participating clients are noisy clients, which means that some of the local models have memorized corrupted labels. Thus, directly aggregating these models using (3) leads the update of the global model to a divergent direction, and the generalization of the global model is severely impacted correspondingly. Hence, mitigating the negative effects of noisy clients is critical to make FL viable in practice.
B. Modeling Noisy Client

In this section, we discuss how to model the scenario of a noisy client with two types of distributions, i.e., Bernoulli and truncated Gaussian distributions. Then we also investigate how these two noise distributions impact the global model in FL.

1) Case 1: Bernoulli Distribution: In this case, we use Bernoulli distribution to model the noisy clients across the participants in a federation. The Bernoulli distribution is a discrete distribution having two possible outcomes labeled by \( n = 0 \) and \( n = 1 \), in which \( n = 1 \) (the training data of a specific client are clean) occurs with probability \( p \) and \( n = 0 \) (the training data of a specific client are noisy) occurs with probability \( q = 1 - p \), where \( 0 < p < 1 \). The probability density function \( P_B \) is represented as

\[
P_B(n) = p^n(1 - p)^{1 - n}.
\]

It is important to note that in this case, we assume that if a client is a noisy client \( (n = 0) \), the labels of all the training data within it are corrupted (e.g., some sensors on certain mobile clients malfunction and generate corrupted training data). Otherwise, if a client is a clean client \( (n = 1) \), the labels of all the training data have true labels. For the reason that whether the data collection component in client (e.g., sensors on mobile devices) malfunctions or not is entirely independent of each other and follows the Bernoulli process, and thus, Bernoulli distribution [27] is adopted in this case.

2) Case 2: Truncated Gaussian Distribution: In this case, the local training data of all the clients in FL may have labels corrupted to different degrees (e.g., different hospitals may collect data with various qualities). We use a truncated Gaussian distribution [28] to model the percentage of corrupted labels within the training data across different clients. Specifically, the truncated normal distribution is derived from a normally distributed random variable by giving the random variable the lower and upper bounds. Specifically, suppose \( X \) has a normal distribution with mean \( \mu \) and variance \( \sigma^2 \) and lies between \( (a, b) \). Then \( X \) follows a truncated normal distribution conditioned on \( a < X < b \). The probability density function \( P_G \), for \( a \leq x \leq b \) can be represented as follows:

\[
P_G(x; \mu, \sigma, a, b) = \frac{1}{\sigma} \frac{\phi\left(\frac{x - \mu}{\sigma}\right) - \Phi\left(\frac{b - \mu}{\sigma}\right)}{\Phi\left(\frac{b - \mu}{\sigma}\right) - \Phi\left(\frac{a - \mu}{\sigma}\right)},
\]

where \( \phi(\cdot) \) is the probability density function of the standard normal distribution, and \( \Phi(\cdot) \) is its cumulative distribution function. \( x \) is defined as the noise degree for a certain client, which can be represented as \( x = (n_{\text{noisy}}/n_{\text{clean}} + n_{\text{noise}}) \). \( n_{\text{noise}} \) is the amount of noisy data, while \( n_{\text{clean}} \) represents the amount of clean data within a certain client. Moreover, \( x \) is bounded between 0 and 1.

3) Impact of Two Noise Distributions: To investigate how these two noise distributions impact the performance of global model in FL, we perform experiments on the CIFAR10 [29] dataset using VGG16 [30]. Since the original dataset is clean, we manually inject noise using the symmetric noise approach [13]. This involves corrupting the true label using a label transition matrix \( T \). The definition of transition matrix \( T \) is as follows:

\[
T = \begin{bmatrix}
1 - \epsilon & \frac{\epsilon}{n-1} & \cdots & \frac{\epsilon}{n-1} \\
\frac{\epsilon}{n-1} & 1 - \epsilon & \cdots & \frac{\epsilon}{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\epsilon}{n-1} & \frac{\epsilon}{n-1} & \cdots & 1 - \epsilon
\end{bmatrix}
\]

where \( n \) is the number of the class, and \( \epsilon \) is the noise level. \( T_{ij} \) denotes the probability of the true label \( i \) being flipped into a corrupted label \( j \). The true labels are flipped into other labels with equal probability. Fig. 1 shows the test accuracy versus the communication rounds for VGG16 on CIFAR10 in the above two cases.

4) Bernoulli Distribution: For noisy clients following the Bernoulli distribution, we test two different scenarios: \( p = 0.7 \) and \( p = 0.8 \). Fig. 1(a) shows the test accuracy with different communication rounds. As can be seen, the training process can smoothly converge in a few communication rounds (e.g., before round 150 in this case). However, the convergence process slows down prominently when \( p = 0.8 \) (20% of the clients are noisy clients). In addition, the situation gets even worse when the percentage of noisy clients increases (e.g., \( p = 0.7 \)). This is because the local models located at the noisy client try to memorize the corrupted data in the local training process. In addition, during the model aggregation process, these local models will guide the update of the collaborative model in a divergent direction.

5) Truncated Gaussian Distribution: For noisy clients following the truncated Gaussian distribution, we investigate the influence of noisy clients whose noise follows the truncated Gaussian distribution on the FL process. We focus on two specific scenarios: \((\mu = 0.3, \sigma = 0.45)\) and \((\mu = 0.3, \sigma = 0.4)\) and evaluate the test accuracy throughout the entire training process. The obtained results are illustrated in Fig. 1(b). Our findings indicate that the inclusion of clients with truncated Gaussian distributed noise has a detrimental effect on the FL process. Moreover, we observe that the impact on the global model increases as the standard deviation of the distribution increases. It is noteworthy that in the presence of clients with truncated Gaussian distributed noise, the performance of the global model is unstable. This implies that convergence of the global model is hindered more in the presence of noisy clients following the truncated Gaussian distribution, compared with the case where clients’ noise follows the Bernoulli distribution.
IV. CLOSE LOOK AT NOISY CLIENT

In this section, we investigate the impact of noisy clients on different layers of the global model in the standard FL procedure [10]. First, we quantify the negative impact of noisy clients in terms of the representations learned by the model. Next, we compare the feature similarity between the global model and clean/noisy clients to demonstrate the feature variance caused by noisy clients. Furthermore, we present the results of our analysis based on a quantitative study with noisy clients in the FL setting.

To explore the impact of noisy clients, we conduct a quantitative analysis to examine how noisy labels affect the representations of different layers for both clean and noisy clients. We train the global model on ten clients, with data partitioned according to the i.i.d setting. To observe the effects of noisy clients, we design five clients as noisy clients and manually injected 50% symmetric label noise into their training data. The remaining clients have clean labels. To quantitatively demonstrate the effect of noisy clients on each layer, we measured the extraction ability of each layer’s representations by computing the similarity between the representations from the same layer of different clients’ local models, using the CKA [23]. The CKA is a similarity metric used to compare the representations of two neural networks. It measures the similarity between the representations of two neural networks by computing the inner product between their centered kernel matrices. CKA has been shown to be effective in comparing the representations of neural networks trained on different datasets or with different architectures [31], [32]. It can determine how much information is preserved between the representations, enabling insights into how much each network has learned in common. In our experiments, we use linear CKA to calculate the similarity of the output features between the two models. Given the same dataset \( D_{clean} \), feature matrix \( Z_1 \), \( Z_2 \) can be extracted by two models, respectively.

Then we can calculate the linear CKA similarity between two representations \( X \) and \( Y \) as

\[
\text{CKA}(X, Y) = \frac{||X^T Y||_F^2}{||X^T X||_F^2 ||Y^T Y||_F^2}.
\]

(7)

The CKA similarity score is between 0 (not similar) and 1 (identical) to show the output feature similarity of the same layer across two local models. We train the global model using the FedAvg [10] for 100 communication rounds, and the clients locally train for ten epochs at each round. Fig. 2 shows the pairwise CKA features’ similarity score of the four different layers among the clients’ local models and the global model. The selected layers are the model’s first, fourth, seventh, and last layers (classifier layer). Interestingly, we find that the deeper layers in the model have lower CKA feature similarity scores between noisy and clean clients. This observation indicates that the deeper layers represent higher heterogeneity across the noisy and clean clients in Fed-NCL.

The features learned from the noisy clients’ model demonstrate notable distinctions from the ones obtained from the clean clients’ model. Therefore, it is crucial to investigate how the noisy clients affect the global model during training. To achieve this, we compute the CKA similarity between each layer of the global model and the local models of both clean and noisy clients. Subsequently, we average each layer’s CKA similarity between the global model and local models of both clean and noisy clients as

\[
\text{CKA}_{\text{Avg}} = \frac{1}{|M|} \sum_{i=1}^{M} \text{CKA}^i (Z_i, Z_G)
\]

(8)

where \( M \) denotes the model set of clean and noisy clients, and \( Z_i \) and \( Z_G \) represent the feature extracted by layer \( l \) of local model \( i \) and global model \( G \), respectively. By averaging each layer’s feature comparison results, we obtain an approximation of each layer’s feature output similarity between the global model and noisy/clean clients’ models. Fig. 3 shows the experimental results with different training rounds. In Fig. 3(a), we can observed that both the clean and noisy clients have the lower CKA similarity in the deeper layer at the start of training, which indicates that the noisy clients have less impact of global model. As the training progresses, it can be observed from Fig. 3(b) that the noisy clients exhibit significantly lower CKA similarity scores with the global model in deeper layers, when compared with the clean clients. This lower CKA feature similarity score between the global model and noisy clients signifies that the local model from the noisy clients diverges from the global model in terms of feature extraction ability. Despite the presence of noisy clients, the global model’s feature extraction ability still exhibits high consistency with clients with clean labels, reflecting a high CKA similarity score with clean clients. The above experimental study on Fed-NCL provides insight into the impact of noisy labels on feature extraction ability. The study shows that in comparison to training on clients with clean labels, the feature extraction ability of deeper layers in the noisy clients’ model severely declines. This decline is reflected by the lower feature similarity among the noisy and clean clients’ deeper layers. Furthermore, the deeper layer of the noisy clients’ models can
Fig. 4. Workflow of our Fed-NCL. The workflow contains five steps: 1) the server sends the global model $\Theta_G$ to each client; 2) local training on private data; 3) each client sends its local model and loss to the server; 4) the server detects noisy clients by measuring the clients’ reliability scores; and 5) the server performs layerwise aggregation by weight matrix $W_t$. 

be biased by their noisy label data, resulting in divergence from the global model.

Based on the above empirical observations, we can analyze why FedAvg fails to handle noisy clients in FL. In Fed-NCL, client’s local training is typically optimized using stochastic gradient descent (SGD) with backpropagation. It is important to note that the supervision signals gradually propagate through the network from the later layers (closer to the output layer) to the earlier layers (closer to the input layer). Since the optimization procedure follows the empirical risk after the output layer, the impact of noisy labels may be more severe for the later layers. This is because the later layers have already processed more information and are more sensitive to the changes in the input data. As a result, the impact of noisy labels on the later layers can be more significant. It suggests that the influence of noisy labels differs depending on the layer within the model. Therefore, in terms of optimizing the global model, FedAvg [10] depends on combining the gradients or weights provided by all the clients to adjust the shared model. However, if a client has noisy gradients or weights due to incorrect or biased data, it can hinder the optimization process for the entire model. The noisy contributions from these clients can negatively influence the layer optimization goal of the global model.

In summary, the above experimental results have become apparent that the current workflow is not adequately equipped to handle the presence of noisy clients. The deleterious effects of such clients on model convergence, convergence rate, accuracy, and feature extraction ability have been well-documented. Unfortunately, the ubiquity of noisy clients in real-world settings means that this issue cannot be ignored. Given the critical role that FL plays in many applications, it is imperative that a robust framework be developed to address the challenges posed by noisy clients. This framework should be designed with the specific needs of real-world scenarios in mind and should prioritize the optimization of model performance in the presence of such clients. Only by tackling this issue head-on can we ensure the continued viability and success of FL in practice.

V. FEDERATED NOISY CLIENT LEARNING

Based on the empirical results in Section IV, directly aggregating the local models trained from noisy clients can harm the performance of the global model. Therefore, it is crucial to identify noisy clients and mitigate their negative effects. Dealing with noisy clients in FL presents two main technical challenges.

1) How to efficiently identify clients with heterogeneous noise levels while preserving data privacy?
2) How to conduct a robust model aggregation to effectively mitigate the impact of noisy clients?

To tackle the above challenges, we introduce Fed-NCL, which effectively distinguishes noisy clients and intelligently mitigates their impact during the overall FL process. An overview of Fed-NCL, as shown in Fig. 4, mainly contains the following three stages: 1) noisy client detection (Section V-A); 2) robust layerwise adaptation aggregation (Section V-B); and 3) label correction (Section V-C). To identify noisy clients, the server calculates the reliability scores of the clients to statistically determine the noisy clients. After detecting the noisy clients, the server performs robust layerwise adaptation aggregation, which jointly considers the model’s layer divergence and the impact of noisy clients, to obtain a global model for the next round of local training. Finally, we correct the labels from the noisy clients to reduce their negative impact and extract more valuable features from them.

A. Noisy Client Detection.

Identifying noisy clients is crucial to prevent the global model from being negatively impacted by them during the learning procedure. However, the existing methods for noisy client detection suffer from practical limitations and lack universality. For instance, the method proposed by Xu et al. [24]
requires all the clients to participate in the pretraining stage for noisy client detection. This requirement is impractical in cross-device FL as not all the clients have suitable conditions, such as a good network connection and high computational resources, to complete the training process. Moreover, other methods like those proposed by Chen et al. [19] and Tuor et al. [20] rely on benchmark data, which is a set of data with completely clean labels stored on the server, for detecting noisy clients. However, obtaining such clean label data can be challenging in real-world applications. To address these challenges, we propose a universal and benchmark data-free approach for noisy clients’ detection. Our approach involves assigning a reliability score to each participant through jointly considering the quality of their data and the divergence between their local model and the global model. Subsequently, the server uses an abnormal detection model to identify noisy clients by analyzing the distribution of the reliability scores across all the participants. Importantly, our approach neither relies on benchmark data nor forces all the clients to join the training, making it more practical and efficient to implement in real-world scenarios.

1) Reliability Score: To effectively identify noisy clients, we introduce the concept of reliability score to assess the clients. Considering the substantial dynamism and heterogeneous noise levels observed among the participating clients during each training round [22], [33], it becomes crucial for the reliability score to dynamically adapt to accurately capture the varying noise levels exhibited by the clients. Inspired by the observations in Section IV, which highlight the significant variability in feature extraction from the global model when trained on noisy clients, the reliability score first quantifies the discrepancy between the local and global models to dynamically capture noisy clients. To compute the model divergence between the global model and client $c$ at training round $t$, we use the Euclidean distance between the sets of parameters of the aggregated global model and the local model on client $c$

$$e^c_t = ||\Theta^G_t - \Theta^c_t||^2$$

where $\Theta^G_t$ represents the set of parameters of the aggregated global model with model averaging [10] in the current training round $t$, while $\Theta^c_t$ is the set of parameters of the local model on client $c$. The divergence between the global and local models is illustrated in Fig. 5. As the training proceeds, the local model of a clean client aligns closely with the updated global model, resulting in a small distance between them. However, the distance between the local model of a noisy client and that of a clean client remains substantially large. Thus, model discrepancy is an effective metric to quantify the dynamics [10], [11] in FL.

To address the challenges posed by clients with varying levels of noise, the reliability score is used to assess the data quality of each client through the use of aggregated CE loss. Empirical evidence [9], [17], [34], [35], [36] in deep learning has demonstrated that the evolution of the model’s representation space can be divided into two distinct phases. First, there is an initial phase of dimensionality compression, during which the model tends to capture the underlying true data distribution. Subsequently, there is a later phase of dimensionality expansion, where the model starts to overfit to the presence of noisy labels. Drawing on this evidence, DNNs have demonstrated the ability to effectively differentiate between clean and noisy label data, enabling them to make confident predictions on clean label data. Consequently, clients with clean label data are expected to exhibit a low empirical risk. We use the local training data on the collaborative model to calculate aggregated CE loss

$$h^c_t = \sum_{(x_i, y_i) \in D^c} CE(f(x_i; \Theta^c_t), y_i).$$

By integrating the model divergence (9) and data quality metrics (10), we define the reliability score for each client, which is used to identify and mitigate the impact of noisy clients during the FL process as follows:

$$q^c_t = \frac{e^c_t \times h^c_t}{|D^c|}$$

where $|D^c|$ is the amount of training data. The reliability score consists of two metrics to quantify the client’s model, which does not rely on extra benchmark data and adapts to the dynamic of the training process. It fully uses the information of the local model while preserving the data privacy of the clients. Fig. 6 presents the distribution of reliability scores across clean and noisy clients in different experimental scenarios, showing a clear margin between the two groups of clients. Hence, the reliability score is an efficient selection criterion to distinguish noisy clients from clean clients.

2) Noisy Clients’ Detection: The detection of noisy clients is a crucial consideration in the context of FL. After obtaining the reliability score of each client, the server can distinguish between noisy and clean clients using the reliability scores $Q_t = \{q^1_t, \ldots, q^n_t\}$ for each client. We approach the identification of noisy clients as an abnormal detection task. While a fixed threshold or an anomaly detection model, such as
an autoencoder, can be used to filter out noisy clients, these methods may not guarantee the detection performance due to the highly dynamic and unpredictable training process in FL.

To address these limitations, we propose using anomaly detection with the normal distribution to identify noisy clients. In this approach, we approximate all the clients’ reliability scores as normally distributed. As per the conventional heuristic rule in statistics, nearly all the values (99.7%) in a normal distribution lie within 3 standard deviations $\sigma$ of the mean. Therefore, if a client $c$ violates this rule, it will be identified as a noisy client

$$q_i^c = E(Q_i) > \beta \sigma(Q_i)$$

where $\beta$ represents the number of standard deviations of the mean. By adjusting $\beta$, we can ensure a high accuracy of anomaly detection that can adapt to the high dynamics of FL training. Upon applying this procedure, we divide the set of clients $S$ into two subsets: $S_n$ (noisy clients) and $S_c$ (clean clients). This approach enables us to accurately identify noisy clients in FL, thereby enhancing its overall efficiency and effectiveness.

### B. Noise Robust Layerwise Aggregation.

To mitigate the negative impact caused by noisy clients, we introduce a noise-robust layerwise aggregation technique. Building upon the insights from Section IV, we observe a significant deterioration in the feature extraction capability of deeper layers in the models of noisy clients. This observation highlights the varying impact of noisy clients on different layers of the model. Unfortunately, the existing methods [19], [20], [21], [24] for handling noisy clients in FL fail to consider this distinction and instead rely on the conventional FedAvg approach [10] to equally aggregate all the local models. This leads to suboptimal performance of the global model when dealing with noisy clients. Our noise-robust layerwise aggregation technique addresses this limitation by adapting the aggregation process to the varying impact of noisy clients on different layers.

Specifically, our noise-robust layerwise aggregation introduces a weighting scheme that assigns higher weights to the models from clients with lower noise ratio in the deeper layers, while giving more weight to the models from clients with high noise ratio in the shallower layers. We apply an aggregation weight matrix $W_c$ at the server to reduce the negative effect from noisy clients in terms of layer

$$W_c = [w_1^c, w_2^c, \ldots, w_l^c]$$

where $w_l^c$ represents the aggregation weight vector of the $l$th layer at round $t$, while $w_l^c$ represents the aggregation weight for client $c$ in the $l$th layer. For each layer $l$, $\sum_{c=1}^C w_l^c = 1$. For each client $c$, we quantify the distance $d_l$ with the global model of each layer at round $t$ as follows:

$$d_l^c = 1 + ||\Theta_l^{G} - \Theta_l^c||^2, l \in \{1, \ldots, L\}$$

where $L$ is the number of layers, and $l$ is the layer index of the model. According to the training data distribution on different clients, for each layer $l$, the distance $D_l^t$ to the global model at round $t$ is defined as

$$D_l^t = \frac{\sum_{c=1}^C w_l^c D_{l}^c}{\sum_{c=1}^C w_l^c}.$$  \hspace{1cm} (15)

It is intuitive to discard models from noisy clients during global aggregation because they disrupt the optimization of the global model. However, this approach slows down the convergence process of the global model since it only learns from clients with clean label data, resulting in poor generalization. Based on the aforementioned observation, the high similarity in output features of the previous layer between local models from noisy and clean clients suggests that noisy clients can still learn the same patterns as clean clients, making their models valuable for the global model. To address this, we introduce a parameter, denoted as $\tau$, to increase the distance between the global model and the models from noisy clients while mitigating their negative impact and improving the generalization of the global model. Despite the presence of noisy clients, they can initially learn clean and simple patterns due to the memorization effect of DNNs. The issue arises when the local models from noisy clients gradually overfit their noisy label data, thereby compromising the global model. To tackle this problem, we propose an adaptive penalty control mechanism, denoted as $m(c)$, specifically designed for noisy clients

$$m(c, T) = \min\left(\frac{T}{T_k}, \tau \right) c \in S_n, 1 c \in S_c.$$  \hspace{1cm} (16)

Specifically, to ensure the boundedness of the penalty factor as the value of $T$ increases, it is essential for the function $m(c)$ to exhibit a nonincreasing behavior with respect to $T$. This restriction ensures that the penalty factor does not become unbounded as $T$ increases. The specific value of $T_k$ depends on the noise rate present in the system. Then, for each layer $l$, we compute a weighted sum to mitigate the negative impact from the noisy clients while improving the generalization of the global model as

$$w_l^c = \frac{m(c, T) D_l^c}{\sum_{c=1}^C m(c, T) D_l^c}.$$  \hspace{1cm} (17)

Subsequently, we perform layerwise weighted aggregation of the local models and update the global model as follows:

$$\Theta_{i+1}^l \leftarrow \sum_{l=1}^L \sum_{c=1}^C w_l^c \Theta_l^c.$$  \hspace{1cm} (18)

where $\Theta_{i+1}^l$ represents the parameters of the aggregated global model, and $\Theta_l^c$ denotes the parameters of layer $l$ received from client $c$ after the $i$th global training round. Notably, these weights are inversely proportional to the distance between the given local model and the updated global model. Consequently, as the training progresses, the global model adjusts its parameters in accordance with the guidance provided by the clean clients, thereby moving in the direction guided by them.
C. Label Correction

To fully use the local data, we perform the label correction on the noisy clients’ local data. We follow the two stages of training procedure like [37]. Suppose the global model converges after $T_{\text{corr}}$ round training, we apply the label correction on the noisy clients $S_c$. To ensure the label correction performs on the real noisy clients, we extend the validation time interval at different training iterations to identify the real noisy clients. At each global training round, the clients are divided into noisy clients and clean clients based on the method we proposed in Section V-A. Before $T_{\text{corr}}$-1 round, the server stores each round’s results of noisy client detection. The noisy clients $S_{\text{corr}}$ that need to conduct label corrections are determined as

$$S_{\text{corr}} = \left( \frac{\sum_{i=1}^{\tau_c} |c \in S^c_i|}{\sum_{i=1}^{\tau_c} \epsilon} \right) > \alpha T_{\text{corr}}. \quad (19)$$

Then, each noisy client $c \in S_{\text{corr}}$ performs the label correction of all the local data using the predicted label from the global model $\Theta_G$ to generate a new pseudolabel. To avoid overcorrection, we only relabel the instances with confidence exceeding the threshold $\eta$. Thus, for each noisy client $c \in S_{\text{corr}}$, the subset $D_c$ of relabel samples is given by

$$D_c = \{ (x^c, ̂y^c) | ̂y^c = \max \{ f(x^c; \Theta_G^c) > \eta \} \}. \quad (20)$$

After performing the label correction on the noisy clients $S_{\text{corr}}$, the new relabel subset $D$ is used for local model training.

VI. EXPERIMENTS

A. Experimental Setup

1) Datasets and Models: We conduct experiments based on four datasets: 1) MNIST [38]; 2) FASHIONMNIST [39]; 3) CIFAR10 [29]; and 4) CIFAR10N [8] which are widely used for the evaluation of noisy labels in previous works [17]. In our experiment, we evaluate the performance of Fed-NCL on the following widely used deep learning models: Lenet5 [40], VGG16 [30], and vision transformers (ViT(S)) [41].

2) Baseline: The efficacy of Fed-NCL is appraised against three FL baselines. FedAvg [10] performs local training and aggregates on a central server, weighting by the client’s data volume. Trimmed mean [42] independently processes each model parameter. The server organizes, trims extremes, and calculates the mean of the remaining parameters for the global model. FedProx [11] adds a proximal term with $\mu = 0.01$ in the local optimization objective to counter local data heterogeneity issues, ensuring closer alignment to the global model. FOCUS [19] uses benchmark samples to assess and adjust participant weights based on local data credibility, determined by computing mutual CE between models.

3) Noise Distribution: In the experiment, we evaluate the performance of Fed-NCL under different noisy data distributions. Specifically, the following two common distributions are adopted to characterize the noise scenario across different clients: 1) Bernoulli distribution and 2) truncated Gaussian distribution. For the label noise injection, we use the symmetric noise approach as outlined in Song et al. [13]. This approach involves manually injecting noise into the dataset through the use of a label transition matrix $T$, where $T_{ij} := p(\tilde{y} = j | y = i)$. This matrix describes the probability of a true label $i$ being corrupted and flipped into a different label $j$. Specifically, we use an equal probability distribution for flipping true labels into other labels, resulting in a symmetric noise approach.

4) Data Distribution: For realistic simulation in our FL framework, both the IID and non-IID data partitions are considered. IID data are evenly distributed among C clients. For non-IID partitions, class and quantity skewness are simulated. Class skewness follows Xu’s approach [24], using the Bernoulli and symmetric Dirichlet distributions to create diverse class distributions among clients. Quantity skewness is mirrored by sampling training data sizes from a lognormal distribution, standardizing the sample size deviation at 0.3, thereby effectively representing variability in training data volumes across clients.

5) Implementation Detail: In this study, all the experiments involving convolutional neural network (CNN) architectures used a consistent setup. Specifically, the number of participating clients was set to $N = 20$, with a total of 150 global rounds and $T_{\text{corr}} = 60$. SGD was implemented as the local training optimizer with a learning rate of 0.01, a local batch size of 128, and local training epoch $E$ of 10 for all the datasets. Our method, Fed-NCL, was implemented with the hyperparameters $\alpha = 0.6$ and $\tau = 50$ across all the experiments. In scenarios involving Bernoulli or Gaussian noise distribution and all the datasets, we set $\beta$ to 0.7 for all the experiments. For experiments involving transformers, ViT(S) [41] were used, and the experiments were conducted over 100 communication rounds and local training epoch $E$ of one round. To ensure stable training, a linear learning rate with 500 epoch warm-up and decay scheduler was used for our ViT-FL model. In addition, gradient clipping with a global norm of 1 was applied to enhance stability. Our experiments with transformers were conducted with hyperparameters $\alpha = 0.6$ and $\tau = 1$, consistent with our other experiments.

B. Evaluation With Heterogeneous Noise Distributions

In this section, we first evaluate the effectiveness of our Fed-NCL on two noise scenarios proposed in Section III, when the training data are uniformly distributed among the participating clients. Table I shows the evaluation results of different schemes when the noisy data follow the Bernoulli distribution and truncated Gaussian distribution. The experimental results demonstrate that Fed-NCL outperforms the other baselines in various noise distributions. For Bernoulli distribution, the Trimmed mean and FedProx cannot address the noise clients’ problem as their average test accuracy drops significantly when increasing the number of noisy clients, by 24.23% for the Trimmed mean and 12.16% for the FedProx, respectively. For Fed-NCL, it only drops 2.34%. Significantly, Fed-NCL outperforms other baselines by at least 11.23% in MNIST, 19.87% in Fashion MNIST, and 29.37% in CIFAR10 in the S1 setting (60% of clients with noisy labels data). These results point out that Fed-NCL is robust to noisy clients, especially in the high ratio of noisy clients. For the truncated Gaussian distribution, the corresponding results show that
Fed-NCL also can effectively mitigate the impact of noisy clients which follows a truncated Gaussian distribution, which improves the FedAvg at least by 7.96% in MNIST, 7.44% in Fashion MNIST, and 9.49% in CIFAR10. Figs. 7 and 8 show the global model’s test accuracy of different schemes when the noisy data follow a Bernoulli distribution with $p = 0.7$ across different clients and truncated Gaussian distribution with $(\mu = 0.4, \sigma = 0.45)$, respectively. Specifically, for the Bernoulli distribution, we can see that the global model trained by FedAvg and FedProx cannot converge because their test accuracy curves are unstable at the end of training. This is because the noisy clients guide the update of the collaborative model in a divergent direction during the model aggregation process. Although the FedProx adds the extra proximal term to reduce the variance of local updates, it cannot effectively mitigate the negative effect from the noisy data. The Trimmed mean performs better by removing a specific percentage of the smallest and largest parameters from the collected local models. However, Fed-NCL achieves the prominent performance advantage among all the baselines for the following reasons. During the training process, Fed-NCL can prevent the misleading from the noisy clients’ model by correctly identifying the noisy clients from clean clients. The reliability score can effectively evaluate each client by measuring the quality of the local training data and model. Thus, correctly detecting the noisy clients is the first key success of Fed-NCL. Then, our robust layerwise aggregation can reduce the impact of the noisy clients and guide the global model’s updates with clean clients’ model, increasing the model convergence rate. Finally, Fed-NCL dynamically performs label correction on the noisy clients, which improves the generalization ability of the global model.

C. Evaluation With Heterogeneous Data Distributions

This section evaluates the performance of various models, focusing on scenarios involving participating clients with heterogeneous local training data and noisy label data. Table II details the performance in situations where noisy data conform to Bernoulli and truncated Gaussian distributions with

| TABLE I |
|---------------------------------|
| ACCURACY OF DIFFERENT SCHEMES IN VARIOUS SCENARIOS WHEN EACH CLIENT HAS THE SAME AMOUNT OF LOCAL TRAINING DATA. WE REPORT THE AVERAGE ACCURACY OVER THE LAST TEN ROUNDS. (S1-BERNULLI DISTRIBUTION WITH p = 0.6; S2-BERNOULLI DISTRIBUTION WITH p = 0.7; S3-BERNOULLI DISTRIBUTION WITH p = 0.8; S4-TRUNCATED GAUSSIAN DISTRIBUTION WITH (μ = 0.4, σ = 0.45); S5-TRUNCATED GAUSSIAN DISTRIBUTION WITH (μ = 0.3, σ = 0.45); S6-TRUNCATED GAUSSIAN DISTRIBUTION WITH (μ = 0.3, σ = 0.4)). * REPRESENTS THE PERFORMANCE IS OMITTED SINCE THE PERFORMANCE IS POOR. |
|---------------------------------|
|---------------------------------|
| Lenet5 on MNIST                 |
|---------------------------------|
| Ours                             | 98.87% | 98.84% | 99.12% | 97.24% | 97.65% | 97.04% |
| FedAvg                          | 87.64% | 93.96% | 88.00% | 86.63% | 88.78% | 89.08% |
| Trimm                           | 82.62% | 97.59% | 98.72% | 91.35% | 95.01% | 94.46% |
| FedProx                         | 83.24% | 88.27% | 96.12% | 85.73% | 88.90% | 89.79% |
| FOCUS                           | -      | 77.28% | 96.55% | 55.58% | 62.90% | 55.38% |
|---------------------------------|
| Lenet5 on Fashion MNIST        |
|---------------------------------|
| Ours                             | 87.48% | 88.53% | 88.85% | 85.29% | 86.23% | 86.73% |
| FedAvg                          | 67.61% | 81.30% | 75.93% | 75.23% | 78.32% | 79.29% |
| Trimm                           | 60.55% | 76.55% | 85.95% | 78.14% | 82.54% | 81.79% |
| FedProx                         | 65.91% | 76.29% | 76.60% | 79.02% | 81.23% | 81.22% |
| FOCUS                           | -      | 56.40% | 64.71% | 50.97% | 54.47% | 61.01% |
|---------------------------------|
| VGG16 on CIFAR10                |
|---------------------------------|
| Ours                             | 74.82% | 77.97% | 78.28% | 59.66% | 67.37% | 63.39% |
| FedAvg                          | 42.82% | 51.16% | 58.19% | 51.17% | 54.99% | 57.01% |
| Trimm                           | 41.85% | 64.87% | 73.09% | 54.25% | 62.45% | 60.82% |
| FedProx                         | 43.50% | 48.84% | 56.41% | 50.65% | 55.88% | 55.95% |
| FOCUS                           | -      | 58.97% | 56.17% | -      | 26.95% | 30.64% |
unbalanced local training data across clients. Here, Fed-NCL consistently excels, outperforming other methods by up to 35%. In conditions of heterogeneous data distribution under similar noise scenarios, as detailed in Table III, Fed-NCL again leads, outpacing other methods by up to 26%. Despite all the baseline methods witnessing a performance drop compared with the IID setting, Fed-NCL maintains its effectiveness across varied noise scenarios and data heterogeneity. To counteract the challenges posed by simultaneous data heterogeneity and noisy clients, Fed-NCL distinguishes noisy clients by analyzing data quality and model divergence. This identification allows for precise global model updates using SGD, followed by a robust layerwise aggregation, resulting in a reinforced global model. This approach confirms the efficiency of Fed-NCL in managing noisy clients amidst data heterogeneity, reinforcing its comprehensive applicability in such environments.

### D. Ablation Study

In this section, to study the effectiveness of Fed-NCL, we conduct the ablation study of Fed-NCL on the CIFAR-10 in two noise scenarios proposed in Section III with different data partitions. Table IV shows the corresponding result. The result shows that adding the penalty for noisy clients in layerwise model aggregation has a critical contribution to Fed-NCL. Without the penalty for noisy clients’ local models, the performance of global models can decrease at most 26.58% and 25.32% in IID and non-IID data partitions, respectively. It represents that adding the penalty for the noisy clients in layerwise model aggregation can prevent the negative effect from the noisy clients during the model aggregation. Thus, it can improve the effectiveness and robustness of global training in Fed-NCL. For the label correction, it can improve the global model performance up to 13% in serious noise settings (30% of clients have data with noisy labels). As for the noisy client’s detection, precisely measuring the reliability score of each client is the key to success in effectively detecting noisy clients. Thus, we removed two corresponding criteria in (9) and (10) in reliability score, respectively. We can observe that both the criteria contribute to reliability score, which improves global model’s performance 6% by on average.

To perform a comprehensive sensitivity analysis for the hyperparameters in Fed-NCL, we conducted a series of experiments on the CIFAR-10 dataset using two distinct noise scenarios as described in Section III. Our objective was to evaluate the impact of three key hyperparameters, namely, the noisy clients detection std $\beta$, label correction confident threshold $\eta$, and label correction time factor $\alpha$. Our analysis began by studying the interaction between the noisy clients detection std $\beta$ and model performance. As shown in Fig. 9(a) and 9(b), we observed that the lowest accuracy was obtained when $\beta = 0.7$. However, increasing the value of $\beta$ to 1.0 did not lead to a decline in performance under the Bernoulli noise scenario. Notably, $\beta$ is responsible for controlling the sensitivity of the noisy clients, and decreasing it may lead to a reduction in the accuracy of noisy clients’

### TABLE II

| Dataset/Model | Accuracy on MNIST | Accuracy onFashion-MNIST | VGG16 on CIFAR10 |
|---------------|-------------------|--------------------------|------------------|
| Ours          | 98.72%            | 84.34%                   | 63.17%           |
| FedAvg        | 82.75%            | 73.85%                   | 51.47%           |
| Trinn         | 63.32%            | 63.22%                   | 47.35%           |
| FedProx       | 83.51%            | 76.03%                   | 65.94%           |
| FOCUS         | -                 | 97.27%                   | 67.38%           |

### TABLE III

| Dataset/Model | Accuracy on MNIST | Accuracy on Fashion-MNIST | VGG16 on CIFAR10 |
|---------------|-------------------|--------------------------|------------------|
| Ours          | 98.79%            | 94.15%                   | 63.17%           |
| FedAvg        | 94.23%            | 85.43%                   | 51.47%           |
| Trinn         | 77.81%            | 76.84%                   | 51.47%           |
| FedProx       | 90.64%            | 88.95%                   | 51.47%           |
| FOCUS         | 77.91%            | 42.79%                   | 51.47%           |

### TABLE IV

| Data partition | ID   | Non-ID |
|----------------|------|--------|
| Noise Setting  | S1   | S2     | D1   | D2   |
| w/o label correction | 84.84% | 76.31% | 55.26% | 50.6% |
| w/o penalty     | 81.12% | 74.60% | 47.90% | 54.40% |
| w/o criterion (9) | 74.27% | 70.03% | 56.98% | 59.34% |
| w/o criterion (10) | 70.39% | 73.15% | 48.64% | 54.61% |
| Ours            | 77.97% | 78.29% | 58.65% | 65.24% | 77.19% | 78.59% | 57.18% | 61.90% |
that can be used in various practical settings. Highlighting the potential of Fed-NCL as a reliable FL algorithm for participating clients. Therefore, the results of the ablation study show that Fed-NCL is a highly effective and robust approach to real-world FL scenarios, regardless of the number of participating clients. This indicates that the performance does not exhibit a significant decline (<10%) as the number of participating clients increases. This suggests that a higher threshold value of 0.7, A\_\text{REPRESENTED}\_\text{USING}\_\text{THE}\_\text{BERNOULLI}\_\text{DISTRIBUTION}\_\text{CHALLENGED}\_\text{BY}\_\text{A}\_\text{MEAN}\_\text{(|\mu|)\_OF}\_\text{0.3}\_\text{AND}\_\text{A}\_\text{STANDARD}\_\text{DEVATION}\_\text{(|\sigma|)\_OF}\_\text{0.4}, \_\text{REPRESENTS}\_\text{THE}\_\text{GAUSSIAN}\_\text{DISTRIBUTION}. \_\text{THE}\_\text{AVERAGE}\_\text{ACCURACY}\_\text{OF}\_\text{THE}\_\text{LAST}\_\text{TEN}\_\text{ROUNDS}\_\text{IS}\_\text{REPORTED}.}

| Bernoulli Distribution | 20 | 50 | 80 | 100 |
|------------------------|----|----|----|-----|
| Bernoulli Distribution | 77.57% | 74.15% | 70.18% | 69.61% |

### B. Communication and Computation Efficiency
Fed-NCL demonstrates remarkable efficiency in both communication and computation for the client in cross-device FL [2]. The detection of noisy clients in Fed-NCL showcases its prowess in communication efficiency. In contrast to the traditional FedAvg process, Fed-NCL only requires the participation of the noisy clients' CE values to the server. This aggregated CE, being a numerical value, is negligible in comparison to the model communication overhead. Indeed, the communication efficiency of Fed-NCL surpasses that of the existing methods [19], [20], [21]. Furthermore, Fed-NCL imposes no additional computation burden on the client during the detection of noisy clients. In contrast, other methods such as FedCorr [24], FOCUS [19], RoFL [21], and DS [20] require additional model inference on the client's entire training data prior to local model training in each communication round.

### C. Comparing Fed-NCL With Previous Approaches to Federated Noisy Learning
First, Fed-NCL is designed to address the complexities of real-world FL scenarios involving clients with heterogeneous noise levels. In contrast to the existing studies, which often make impractical assumptions such as homogenous noise levels among all the clients [21] or the exclusive presence of clean data [19], [20], [24], Fed-NCL introduces two types of realistic noisy scenarios. By precisely modeling noisy clients, Fed-NCL enables adaptable and universal validation techniques, serving as an evaluative mechanism for real-world FL methodologies.

Second, the prevailing focus in FL research is the improvement of global model performance, often overlooking the nuanced impacts of noisy clients on the model's individual layers. Fed-NCL fills this knowledge gap by conducting the first systematic empirical study that quantifies the negative impact of noisy clients on diverse layers of the global model. These findings catalyze future FL research, promoting the development of more efficient and robust techniques.

### Table V

| Bernoulli Noise Levels, With a Probability of Success (p) of 0.7, Are Represented Using the Bernoulli Distribution. The Truncated Gaussian Distribution, Characterized by a Mean (\mu) of 0.3 and a Standard Deviation (\sigma) of 0.4, Represents the Gaussian Distribution. The Accuracies of the Last Ten Rounds Are Reported. |
|-----------------|-----|-----|-----|-----|
| N               | 20  | 50  | 80  | 100 |
| Bernoulli       | 77.57% | 74.15% | 70.18% | 69.61% |
| Gaussian        | 63.39% | 61.04% | 58.96% | 59.89% |

**Fig. 9.** Ablation study of Fed-NCL with different noisy client distributions. Bernoulli distribution with p = 0.7. Gaussian distribution: \mu = 0.3, \sigma = 0.4. (a) Bernoulli distribution. (b) Gaussian distribution. (c) Bernoulli distribution. (d) Gaussian distribution. (e) Bernoulli distribution. (f) Gaussian distribution.

**Fig. 9(e) and 9(f),** our results revealed that changing the label correction threshold factor \( \alpha \) can result in more high-quality pseudolabels during label correction. Finally, we analyzed the impact of the label correction time factor \( \beta \) on model performance. As presented in Fig. 9(c) and 9(d), we observed that a lower threshold value of 0.7 yields the best performance in both the noise scenarios. Although increasing the threshold to 0.8 or 0.9 did not result in a significant decrease in performance, a small threshold value led to a reduction in accuracy by more than 1.5%. This suggests that a higher threshold value can result in more high-quality pseudolabels during label correction.

**Table V**

### VII. Discussion

#### A. Limitation and Scalability
This article primarily focuses on modeling and discussing the distribution of noise levels across a large number of clients exhibiting varying degrees of noise. We acknowledge the existence of different types of label noise [17], [43], including label random flipping, instance-dependent noise, and systematic noise. We recognize the importance of understanding and addressing different types of label noise, but our research scope primarily centers around evaluating the impact of noise on the performance and robustness of FL across various scenarios. Incorporating insights from our article regarding the effects of different noise types on the performance and reliability of FL can inform the design of more targeted methods in the future.

#### B. Communication and Computation Efficiency
Fed-NCL demonstrates remarkable efficiency in both communication and computation for the client in cross-device FL [2]. The detection of noisy clients in Fed-NCL showcases its prowess in communication efficiency. In contrast to the traditional FedAvg process, Fed-NCL only requires the participation of noisy clients to transmit their aggregated CE values to the server. This aggregated CE, being a numerical value, is negligible in comparison to the model communication overhead. Indeed, the communication efficiency of Fed-NCL surpasses that of the existing methods [19], [20], [21]. Furthermore, Fed-NCL imposes no additional computation burden on the client during the detection of noisy clients. In contrast, other methods such as FedCorr [24], FOCUS [19], RoFL [21], and DS [20] require additional model inference on the client’s entire training data prior to local model training in each communication round.

#### C. Comparing Fed-NCL With Previous Approaches to Federated Noisy Learning

First, Fed-NCL is designed to address the complexities of real-world FL scenarios involving clients with heterogeneous noise levels. In contrast to the existing studies, which often make impractical assumptions such as homogenous noise levels among all the clients [21] or the exclusive presence of clean data [19], [20], [24], Fed-NCL introduces two types of realistic noisy scenarios. By precisely modeling noisy clients, Fed-NCL enables adaptable and universal validation techniques, serving as an evaluative mechanism for real-world FL methodologies.

Second, the prevailing focus in FL research is the improvement of global model performance, often overlooking the nuanced impacts of noisy clients on the model’s individual layers. Fed-NCL fills this knowledge gap by conducting the first systematic empirical study that quantifies the negative impact of noisy clients on diverse layers of the global model. These findings catalyze future FL research, promoting the development of more efficient and robust techniques.
Moreover, Fed-NCL distinguishes itself as an innovative, efficient, and privacy-preserving approach. Unlike existing methods that merely adapt centralized learning techniques to the federated context [20], [21], [24], Fed-NCL tries to solve this problem from a novel perspective. For example, methods such as FedCorr [24] and DS [20] introduce computational and communicative overheads. Specifically, FedCorr necessitates an additional inference round to identify noisy clients, while DS requires each client to transmit individual sample losses for benchmark comparison. In contrast, Fed-NCL uses a universal, effective method for noisy client detection. It introduces a reliability score designed on the basis of empirical observations in Fed-NCL, allowing for precise data quality assessment without assumptions. In addition, Fed-NCL designs layerwise aggregation to more finely attenuate the adverse effects of noisy clients, thereby facilitating stable global model convergence while maintaining performance.

VIII. Conclusion

In this article, we first investigate the critical issue caused by noisy clients in FL and quantify the negative impact of the noisy clients in terms of the representations learned by different layers. We have shown that the noisy client could negatively impact the convergence, feature extraction ability, and performance of the aggregated global model in FL. Moreover, to effectively conduct FL with noisy clients, we have proposed a simple yet effective learning framework, Fed-NCL (Fed-NCL), which first identifies the noisy clients through well estimating the data quality and model divergence. Then robust layerwise aggregation is proposed to adaptively aggregate the local models of each client to deal with the data heterogeneity caused by the noisy clients. We further perform the label correction on the noisy clients to improve the generalization of the global model. The experimental results have shown that our Fed-NCL can effectively boost the performance of different deep FL with noisy clients in homogeneous and heterogeneous FL.
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