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Abstract—In this work, we investigate the use of backscattered mm-wave radio signals for the joint tracking and recognition of identities of humans as they move within indoor environments. Previous research has considered a single-person identification problem, while the multi-person case was only addressed in an offline fashion through the superposition of multiple single-person signals. In contrast, we build a system that effectively works with multiple persons concurrently sharing and freely moving within the same indoor space. This leads to a complicated setting, which requires one to deal with the randomness and complexity of the resulting (composite) backscattered signal. Our solution features a novel signal processing pipeline: first, the signal is filtered to remove artifacts, reflections and random noise that do not originate from humans. A following density-based classification algorithm is executed to separate the Doppler signatures of different users. The last two blocks are trajectory tracking and user identification, respectively based on Kalman filters and deep neural networks. Our results demonstrate that the integration of these two processing stages is critical towards achieving robustness and accuracy in multi-user settings. The proposed system is tested both on a single-target public dataset, for which it outperforms state-of-the-art techniques, and on our own measurements, obtained with a 77 GHz radar on multiple subjects simultaneously moving in an indoor environment. The system works in an online fashion, permitting the continuous identification of multiple subjects with accuracies up to 98%, e.g., with four subjects sharing the same physical space.

Index Terms—multi-person identification, convolutional neural networks, density-based clustering, mm-wave radar, micro-Doppler, indoor monitoring, human tracking.

I. INTRODUCTION

RADAR devices for indoor spaces have recently gathered considerable attention. They work by emitting radio waves and analyzing the signal that is reflected by the environment and collected at their receiving antennas. In contrast with camera surveillance systems, they are insensitive to poor light conditions and are more privacy preserving, as no video of the scene is collected [1]. Radars are also energy efficient compared to other technologies such as LI-DARs [2]. In this work, we propose a multi-person online identification framework that is based on the analysis of the (reflected) signal received by a millimeter-wave (mm-wave) low power frequency-modulated continuous-wave (FMCW) radar. Our work stems from the observation that reflected signals collected as a subject walks in near proximity of the radar are person-specific, as radio reflections depend on the body shape and, in time, on the movement. As such, they can be used to recognize the identity of humans moving in proximity of the radar device. Our system achieves accuracies as high as 98% with four persons moving within a relatively small indoor place. Such performance is achieved in an online fashion (continuous tracking and identification), allowing one to recognize user identities as these share the same physical space, without relying on any visual representation of the scene. We stress that previous work [1], [3], [4] has coped with a single-person identification problem and the multi-user case has only been addressed in an offline fashion through the superposition of multiple single-person signals. In contrast, we build a system that effectively works when multiple persons concurrently share and freely move within the same indoor space, directly working on the composite reflected signal that they generate.

To distinguish different persons from their way of walking (gait), we analyze their micro-Doppler signature (µD), i.e., the small scale Doppler effect caused by the human motion. In the interest of developing a low-complexity system, we first extract µD features performing range-Doppler (RD) processing (i.e., distance and velocity) of the signal gathered from a single receiving antenna. After that, we address the limitations of RD processing by tackling the so called range-Doppler-azimuth (RDA) space, through the integration of the angle-of-arrival (AoA) of the received radio reflections, estimated using multiple receiving antennas. The AoA information allows resolving targets which are at the same distance from the radar device, and that move with the same velocity; these targets would hardly be separable in the simpler RD space.

The simultaneous identification of multiple targets requires to track and separate the subjects (namely, their contributions to the composite backscattered signal) in order to extract their µD (temporal) traces. Our technique operates in either the RD or RDA spaces, integrating tracking and identification through the following steps: 1) detection: random noise is removed and a density-based clustering algorithm (on either RD or RDA maps) is applied for target detection, 2) tracking: a dedicated Kalman filtering (KF) algorithm is utilized to track the detected target points in the RD (RDA) space, and 3) identification: a deep convolutional neural network (DCNN) is exploited to carry out the final identification. We stress that the joint estimation of user movement (the tracking step 2) and computation of identification features (step 3) is key to correctly disentangle the RD/RDA signals from multiple subjects. As we experimentally verify in Section [V] tracking errors and consequent wrong identifications critically depend on this joint processing.
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When processing radar data for identification purposes, the analytical models of the propagation and backscattering phenomena often fail to handle the high randomness of mm-wave reflections and hardware non-idealities. To cope with this, we exploit a deep learning architecture (i.e., the DCNN), as it enables a data-driven system training. This technique has become dominant for this type of processing tasks [1, 5].

Differently from previous research efforts, the proposed framework is evaluated by measuring its online accuracy in the simultaneous identification of multiple targets, taking into account the additional disturbances, blockages and spurious reflections that are due to the presence of other people, and using experiments designed to reproduce a worst-case scenario for target tracking. To this end, we have emulated a real-life setting, letting subjects walk freely within the scene, at a distance that ranges from 0 to 18 meters.

The main contributions of the paper are summarized next.

1) We propose a system for the simultaneous indoor identification of multiple targets from μD signatures of gait using only RD information, reaching an average online accuracy of 95% when three subjects walk concurrently within the same physical environment. The approach that we devise for this scenario (RD signal space) works up to long distances (18 m) in indoor environments. To the best of our knowledge, no other works in the literature proposes a working system for the considered multi-target online identification task.

2) We introduce a novel DCNN for μD processing and quantify its performance improvement with respect to other models presented in the literature by evaluating it on a publicly available dataset (IDRad [1]) obtaining an accuracy of 90.60%.

3) We design a new approach for tracking that is robust to trajectory tracking errors thanks to the feedback on the subject identity provided by the DCNN classifier. Our design entails the integration of tracking and identification blocks, which leads to a significant improvement in terms of online identification accuracy.

4) We show how the proposed processing pipeline can also be applied to RDA data, solving some limitations of the RD signals. This allows one to achieve higher target detection capabilities at the cost of a higher computational complexity and of a reduced detection range. With RDA processing, we reach an online accuracy of up to 98% for four subjects.

The rest of the paper is organized as follows. In Section II, the existing literature is reviewed, underlining the novel aspects underpinning our approach. In Section III, the FMCW radar signal model and the computation of RD, RDA maps and μD signatures is detailed. The new framework is thoroughly presented in Section IV. In Section V experimental results are presented, while concluding remarks are given in Section VI.

II. RELATED WORK

Human identification from radar sensors is a research theme that is rapidly gaining momentum. Some papers target the classification of the subject identity from the μD signature of gait using radio signals [1], [3], [6]–[10]. Other studies focus on human activity recognition from the backscattered radio signal for security or smart-home applications [5], [11], [12]. Respiration rate and heartbeat can also be tracked, as they cause a detectable movement of the subject’s chest [13], [14]. As the focus of this paper is on gait recognition and!person identification, in the following we briefly review the most important contributions on this topic.

In [6], the authors employ for the first time a classifier based on the deep CNN AlexNet [15] to identify a person from her/his μD signature of gait, reaching an accuracy of about 97% with four subjects. Differently from our setup, their experiments take place in an outdoor environment, where correlated noisy reflections from static objects are typically weak: walls in indoor environments are significantly close to the target of interest in most scenarios, and they cause the noise level to increase making the extraction of the useful signal features much harder.

Chen et al. [9] utilize a multi-static radar with three nodes and a pre-trained deep CNN for image recognition, in order to detect whether a person carries a weapon or to identify a person between two subjects. The authors of [7] address identification using the μD signature of six different movements including walking and running. Running turned out to be the most discriminative action, providing an identification accuracy of 95.21% with 15 subjects. In [8], instead, a treadmill placed at different distances from the radar device is used, and a ResNet50 [16] neural network is trained to classify 22 subjects.

The above studies focused on simplified experimental scenarios, where the person was required to walk on a straight line, in a radial direction from the radar device. This approach can be useful to simplify the classification task, by making gait features more evident, but it is not realistic and lacks the generality that would be required by a practical application. In our current work, we focus on a more realistic setup, letting the subjects walk in an unconstrained, free manner within the monitored physical space.

Vandersmissen et al. [1] train a CNN classifier on a dataset featuring five subjects who randomly walk in two different rooms, in an attempt to implement a more robust learning phase. However, each subject needs to be alone in the room in order for the system to work, as no method to separate the different target contributions in the backscattered signal is provided. This heavily limits the applicability of the proposed algorithm to real situations, where multiple targets are likely to share and concurrently move in the physical space. The same authors also propose two improvements over their algorithm, to improve its accuracy, but the single-target limitation is still present [3], [10].

A first attempt at performing multi-subject identification can be found in [4], where 3-dimensional radar point clouds obtained by RDA processing are used in place of μD signatures, in combination with a recurrent neural network with long short-term memory (LSTM) cells for a-posteriori identification. The overall accuracy obtained for 12 subjects is around 89%, and evidence that the system is able to distinguish between two subjects is provided. However, no evaluation
of the accuracy is conducted when more than 2 subjects share the same environment. In addition, the sparsity of radar point-cloud data can become a source of inaccuracy when a high number of subjects has to be tracked, due to failures in the clustering procedure. To date, no method exists to deal with the superposition of the signal clusters caused by the proximity of the subjects, thus limiting the working range of identification systems to a radius of 3 – 5 meters.

In this work, we improve over previous studies by identifying multiple persons only using RD information, therefore preserving the privacy of the users, which cannot be tracked in the $x – y$ space. We also show how the complex task of reliably separating the different user’s reflections from RD images can be successfully tackled by feeding back the identification output into the user’s trajectory tracking module, combining these two processing stages. In addition, we extend the proposed system to also work with RDA data, in case a higher detection performance is required, e.g., to handle more targets. Improvements and drawbacks of our approach are duly quantified and discussed.

III. MM-WAVE RADAR SIGNAL MODEL

A FMCW radar allows the joint estimation of the distance and the radial velocity of the target with respect to the radar device. This is achieved by transmitting sequences of chirps, i.e., sinusoidal waves with frequency that varies in time, and the radial velocity of the target with respect to the radar is quantified and discussed.

Targets. Improvements and drawbacks of our approach are duly quantified and discussed.

In this paper, we use a linear FMCW (LFMCW) radar for which the frequency of the transmitted chirp signal (TX) is linearly increased from a base value $f_0$ to a maximum $f_1$ in $T$ seconds. Defining the bandwidth of the chirp as $B = f_1 - f_0$, bandwidth $B$ and transmission duration $T$ are related through $\zeta = B/T$, and the transmitted signal can be expressed as

$$s(t) = \exp \left\{ j2\pi \left( f_0 + \frac{1}{2} \zeta t \right) t \right\}, 0 \leq t \leq T. \tag{1}$$

The chirps are transmitted every $T_{\text{rep}}$ seconds in sequences of $P$ chirps each, so that the total duration of a transmitted sequence is $PT_{\text{rep}}$. At the receiver, a mixer combines the received signal (RX) with the transmitted one, generating the intermediate frequency (IF) signal, i.e., a sinusoid whose instantaneous frequency is the difference between the frequencies of the TX and RX signals. Each chirp is sampled with sampling period $T_s$ (referred to as fast time sampling) obtaining $N$ points, while $P$ samples, one per chirp from adjacent chirps, are taken with period $T_{\text{rep}}$ (slow time sampling).

The use of multiple-input multiple-output (MIMO) radar devices allows the additional estimation of the AoA of the reflections, by computing the phase shifts between the receiver antenna elements due to their different positions (i.e., their different distances from the target). This is referred to as spatial sampling, and enables the localization of the targets in the physical space using polar and cartesian coordinates.

A. Range, Doppler and azimuth information

The transmitted signal hits the target at some spatial point, generating a backscattered signal that can be detected at the receiver. This reflected signal is equal to the transmitted waveform with a delay $\tau$ that depends on the distance between the target and the radar, their relative radial velocity, and on the additional distance due to the different positions of the receiving antenna elements. Considering the most general case where $Q$ targets are present in the radar illumination range and $L$ antennas are available at the receiver (the radar), spaced apart by a distance $\delta$, and indicating with $c$ the speed of light, letting $R_q$, $v_q$ and $\theta_q$ respectively be the range, velocity and azimuth angle with respect to the device of target $q$, the delay measured at antenna element $\ell$ for the signal reflection coming from target $q$ can be computed as

$$\tau_{\ell q} = \frac{2(R_q + v_q t) + \ell \delta \sin \theta_q}{c}. \tag{2}$$

After mixing and sampling, the IF signal is expressed as

$$y(n, p, \ell) = \sum_{q=0}^{Q-1} \alpha_q \exp \{ j2\pi \phi_q(n, p, \ell) \} + w(n, p, \ell), \tag{3}$$

where $\alpha_q$ is a coefficient that accounts for the attenuation effects due to the antenna gains, path loss and radar cross section (RCS) of the target and $w$ is a Gaussian noise term. The phase $\phi_q(n, p, \ell)$ depends on the target, the fast time, slow time and spatial sampling indices. Its expression can be written by introducing the quantities $f_{d_q} = 2f_0v_q/c$ and $f_{b_q} = 2\zeta R_q/c$, which respectively represent the Doppler frequency and the beat frequency of the signal reflected from target $q$.

$$\phi_q(n, p, \ell) = \frac{2f_0R_q}{c} + f_{d_q}pT_{\text{rep}} + f_{b_q}\delta \sin \theta_q + (f_{d_q} + f_{b_q}) nT_s. \tag{4}$$

Samples of $y$ can be arranged into a 3-dimensional tensor called radar data cube, that contains all the information provided by the radar device for a given time frame. The frequency shifts of interest, which reveal the target range, velocity and angular position, can be extracted after applying a discrete Fourier transform (DFT) along the fast time, slow time and spatial dimension (beamforming). In the resulting signal, the position of the peak along the fast time dimension reveals the frequency of the IF signal $f_{d_q} + f_{b_q} \approx f_{d_q}$, the peak along slow time gives the Doppler frequency $f_{d_q}$. From the peak of the DFT along the spatial dimension we get the frequency shift due to the angular displacement of the target, $f_{b_q}$. The desired quantities are then estimated as follows (we indicate with the symbol $\Delta$ the corresponding resolution)

$$\hat{R}_q = \frac{f_{b_q}c}{2\zeta}, \quad \Delta \hat{R}_q = \frac{c}{2B}, \tag{5}$$

$$\hat{v}_q = \frac{f_{d_q}c}{2f_0}, \quad \Delta \hat{v}_q = \frac{c}{2f_0PT_{\text{rep}}}, \tag{6}$$

$$\hat{\theta}_q = \sin^{-1} \left( \frac{f_{d_q}c}{2\pi \delta f_0} \right), \quad \Delta \hat{\theta}_q = \frac{c}{2\delta L \cos(\hat{\theta}_q)}. \tag{7}$$

In the following, the radar cube after applying the DFT in the three dimensions will be referred to as range-Doppler-azimuth map (RDA). An example of the RDA map for four subjects is shown in Fig. [1b]
IV. PROPOSED ALGORITHM

In this section, we offer a general overview of the proposed algorithm. The blocks that are presented here are used for both RD and RDA processing, with minor differences in the implementation details of each algorithm, due to the different properties of the two maps.

A. Overview of the signal processing pipeline

The extraction of the gait features from the μD spectrogram can be very difficult, and the results are heavily affected by environment and hardware non-idealities. In addition, in the case of multiple targets, the μD is a composite temporal signal resulting from the superimposed contributions of all moving entities. The separation of such contributions is very hard, whereas it is easier in the RD or RDA spaces as the reflections from different users are further spaced out by the distance of the users from the radar (RD) or by their distance and angle of arrival (RDA), resulting in point clouds as shown in Fig. 1. For this reason, our dynamic processing framework works on either the RD or RDA spaces, through the following steps (see Fig. 2).

1) Detection. At first, a pre-processing step is applied to the raw data at the output of the radar mixer, to remove static reflections and noise (see Section IV-C). Hence, a clustering scheme from the family of “density-based spatial clustering for applications with noise” (DBSCAN) algorithms is executed to separate the RD/RDA contributions from distinct subjects from the composite signal (see Section IV-D).

2) Tracking. A Kalman filter operating on subsequent RD or RDA frames is applied to obtain a reliable estimation of the true subject’s state (i.e., its location, see Section IV-E). The association of the RD/RDA clusters detected in the current time-frame with the right user trajectories is performed using the Hungarian algorithm (see Section IV-F).

3) Identification. Feature extraction and user identification are performed with a DCNN model based on inception blocks (IBs) that takes as input portions of the μD spectrogram of each subject (obtained from the RD/RDA data of the subject, after the use of DBSCAN and trajectory tracking). In case tracking fails and the RD/RDA clusters of some subjects cannot be separated, the DCNN output is used to re-establish the correct labeling of the targets, by feeding back the identity information to the trajectory tracking block (see Section IV-J for details).
Multi-person identification from backscattered mm-wave signals presents several challenges. First, an effective and reliable separation of the different targets is difficult to achieve due to the high level of randomness in mm-wave indoor propagation environments. Second, a robust classification based on $\mu$D signatures requires high generalization capabilities from the DCNN identity classifier. Indeed, we seek to differentiate subjects from their way of moving rather than from properties that may be less person-specific, such as their average walking speed. A distinctive and key feature of the proposed approach is the dynamic integration of trajectory tracking and identification, which allows correcting trajectory tracking errors based on the output of the identification block. As a result, our system is suited to online processing, is robust to the superposition of user clusters in the RD/RDA spaces, to variable walking speeds, to fake targets due to robustness to the superposition of user clusters in the RD/RDA, targets appearing on (disappearing from) the scene.

### B. Notation

The system operates at discrete time increments, $t = 1, 2, \ldots, T$, where time steps have a fixed duration of $\Delta t$ seconds, corresponding to the radar frame period. In the remainder, the sequential evolution of the algorithms is interchangeably expressed in terms of time steps and radar frames. The RD/RDA clusters detected in the current time step $t$ are marked with indices $d = 0, 1, \ldots, D_t - 1$ and are $D_t$ in total. Similarly, the $K_t$ trajectories that are currently maintained by the trajectory tracking block are indexed using variable $k = 0, 1, \ldots, K_t - 1$. With $U$, we indicate the number of classes (identities) on which the system is trained, i.e., the identities that will be recognized as known, represented through index $u = 0, 1, \ldots, U$. Boldface, capital letters refer to matrices, e.g., $X$, with elements $X_{ij}$, whereas boldface lowercase letters refer to vectors, e.g., $x$. Symbol $\otimes$ denotes the Kronecker product between matrices, $X^{-1}$ denotes the inverse of matrix $X$, and $x^T$ denotes the transpose of vector $x$. $N(\mu, \sigma^2)$ indicates a Gaussian random variable with mean $\mu$ and variance $\sigma^2$.

### C. Pre-processing

The pre-processing involves two different phases, namely removal of static reflections and denoising.

#### 1) Removal of Static Reflections

This is the first block in the processing pipeline: it receives as input the raw radar data, i.e., the radar cube containing the 3-dimensional signal (see Eq. (3)) that the radar outputs at every time step. As discussed in Section [III-A], DFT is applied to this signal to obtain the RD or RDA map. In the RD case, only one channel is collected (one receiving antenna), the DFT is applied along the range dimension first and then along the Doppler dimension using a Hanning window, resulting in a matrix containing range and Doppler information on the targets. In the RDA processing case, an additional DFT along the angular dimension is computed. The RD and RDA maps are further processed to remove reflections from static targets. As fixed objects are mapped into a vertical line in correspondence of the 0 m/s velocity value, we remove their contributions by cutting the eight central Doppler channels from both the RD and RDA maps.

#### 2) Denoising

Denoising is applied in two phases. In the first phase, a received power threshold is applied along the range dimension, keeping only the signal values that lie above it. The threshold is decreased linearly in the logarithmic domain as the range increases, going from $-97$ dBm at minimum range to $-107$ dBm at maximum range. This is motivated by the fact that targets further away from the radar device would be penalized by using a fixed threshold due to the smaller power they receive. In case of RDA processing, a further thresholding is applied along the angular dimension, discarding the angular bins where the received power level is weaker than 15 dB with respect to the peak value. This is implemented to mitigate the effects of the side lobes generated by the beamforming procedure. The resulting data points represent the locations in the 2-dimensional (RD) or 3-dimensional (RDA) maps, where a sufficiently high reflected power is received. These points represent candidate reflections from the targets.

### D. Target clustering in RD/RDA spaces – DBSCAN

Density-based clustering, as opposed to distance-based clustering, groups input samples depending on their density. One of the most widely used algorithms belonging to this category is DBSCAN [20], which has been previously applied to clusterize radar point clouds in [4], [21]. The algorithm operates a sequential scanning of all the data points, expanding a cluster until a certain density condition is no longer satisfied.

---

**Fig. 2:** Signal processing workflow.
It requires one to specify two input parameters, $\epsilon$ and $m_{pts}$, respectively representing a radius around each point and the minimum number of other points inside of it to satisfy the density condition. In this work, we use $\epsilon = 0.04$ and $m_{pts} = 40$. Each point of the radar map, after denoising, is mapped onto a vector of coordinates $p_i = [r_i, v_i]^T$ (range and velocity) for RD processing and $p_i = [r_i, v_i, \theta_i]^T$ (range, velocity and angle) for RDA processing, with an associated received power $P_{RX}(p_i)$. DBSCAN is applied on this set of points: some, having low density, are classified as noise and discarded, while a partition of the remaining ones is outputted at each time step $t$. We denote by $C_0, C_1, \ldots, C_{D_t-1}$ the resulting clusters, one for each of the $D_t$ detections. For each cluster, we select its centroid as a noisy observation of the true coordinates (range and velocity for RD, range, velocity and angle for RDA) of the person. Centroids $z_d$, $d = 0, 1, \ldots, D_t-1$, are computed by each cluster point by the corresponding normalized reflected power value, namely,

$$z_d = \frac{\sum_{p_i \in C_d} P_{RX}(p_i)}{\sum_{p_j \in C_d} P_{RX}(p_j)}.$$

In this way, the centroid tends towards those points with a higher power, assigning them more importance in representing the actual target position. Note that, DBSCAN clustering performs the detection of the clusters by solely operating on the present time step, i.e., points in previous time steps are not considered. While this is desirable, as it leads to a low complexity clustering algorithm, it presents some drawbacks. In fact, not all the clusters that are detected in any specific time step may represent actual subjects, but noisy reflections and ghost targets often appear (at random) in the RD/RDA space. When their power is comparable with that of the actual target reflections, DBSCAN may enroll them among the detected clusters. To compensate for this, we use a further tracking procedure, described in the following Section IV-E that analyzes the movement of the clusters in the RD/RDA space across subsequent frames. This allows detecting and removing spurious clusters, as these are likely to appear (and disappear soon after) at random times, whereas the clusters generated by actual targets tend to be persistent across frames.

### E. Trajectory tracking – Kalman filter

Trajectory tracking is carried out by applying a discrete Kalman filter (KF) on the past positions of the targets, which are represented by the cluster centroids $z_0, \ldots, z_{D_t-1}$. Note that the number of maintained trajectories at the beginning of time step $t$, $K_{t-1}$, may differ from the number of clusters $D_t$ detected by DBSCAN, due to errors in the clustering procedure or to subjects entering or leaving the monitored environment. These facts need to be carefully handled through dedicated strategies, which are detailed in Section IV-F. Next, the KF tracking procedure is presented for a single trajectory, but this same procedure is applied in parallel to each trajectory. Also, for improved clarity, the RD and RDA processing cases are treated separately.

1) **RD system model**: The KF model relates the actual distance (from the radar device) and velocity of the target, $x_t = [r_t, v_t]^T$, i.e., the hidden system state, to the centroid values $z_t$, i.e., the (noisy) observations. The model of motion is defined by two matrices, $F$ and $H$. $F$ is the transition matrix, relating the system state in the current time step $x_t$ to $x_{t-1}$, while $H$ is the observation matrix, which relates $z_t$ to $x_t$. Referring to $u_t$ and $r_t$ as the process noise and observation noise, respectively, a dynamic model of the system is obtained as follows

$$x_t = Fx_{t-1} + u_t,$$

$$z_t = Hx_t + r_t. \tag{9}$$

Assuming a constant velocity model, the transition and observation matrices are

$$F = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix}, \tag{10}$$

$$H = I_2. \tag{11}$$

where $I_2$ is a $2 \times 2$ identity matrix. We assume the process noise $u_t$ to be caused by a random acceleration $a_t$ that follows a Gaussian distribution with 0 mean and variance $\sigma_a^2$, i.e., $a_t \sim \mathcal{N}(0, \sigma_a^2)$, leading to

$$u_t = ga_t, \tag{12}$$

$$g = \begin{bmatrix} \frac{1}{2} \Delta t^2 \\ \Delta t \end{bmatrix}. \tag{13}$$

The process noise covariance matrix is computed as

$$Q = E[u_t u_t^T] = \sigma_a^2 gg^T, \tag{14}$$

while the observation noise covariance matrix is

$$R = E[r_t r_t^T] = \begin{bmatrix} \sigma_o^2 & 0 \\ 0 & \sigma_o^2 \end{bmatrix}. \tag{15}$$

Suitable values for $\sigma_a, \sigma_r$ and $\sigma_o$ are difficult to compute analytically. In this work, we determined them empirically from experimental observations, obtaining $\sigma_a = 0.6 \text{ m/s}^2$, $\sigma_r = 0.1 \text{ m/s}^2$ and $\sigma_o = 0.5 \text{ m/s}^2$.

A new KF model is initialized for each detected cluster in the first frame received by the radar. In successive frames, the trajectories are maintained through the KF predict-update steps, computing the estimates of the state $\hat{x}_t$ and state covariance matrix $\hat{P}_t$, from which the estimated posterior distribution of the state is derived as $p(x_t|z_1, \ldots, z_t) = \mathcal{N}(\hat{x}_t, \hat{P}_t) \tag{22}$

2) **RDA system model**: In the RDA case, tracking is only performed using the observations on range and azimuth, as the introduction of radial velocity in the model would cause the system to become too non-linear to obtain reliable estimates using KF. In detail, the observation vector $z_t$ contains the range and the angular position of the target, $z_t = [r_t, \theta_t]^T$. The system state is defined as $x_t = [x, v_x, y, v_y]^T$, where $x$ and $y$ are the target cartesian coordinates, and $v_x$ and $v_y$ the velocities along the two axes. The resulting non-linear model is

$$x_t = Fx_{t-1} + u_t, \tag{16}$$

$$z_t = h(x_t) + r_t, \tag{17}$$
with $h(x_t) = \left[\sqrt{x^2 + y^2}, \arctan(y/x)\right]^T$. To handle the non-linearity in Eq. (18), upon receiving a new observation $z_t$, we compute a transformed observation vector $z'_t = [r_t \cos \theta_t, r_t \sin \theta_t]^T$. Using $z'$, the model becomes linear as in Eq. (9), Eq. (10), with matrices

$$F = I_2 \otimes \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix},$$

$$H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}.$$  

The covariance matrices of the process and observation noises are

$$Q = I_2 \otimes \sigma_a^2 g g^T, \quad R = \begin{bmatrix} \sigma_x^2 & 0 \\ 0 & \sigma_y^2 \end{bmatrix}. \quad (21)$$

Again, a direct computation of the noise variances is difficult to obtain, so we used the empirical values for human subjects proposed in [21]: $\sigma_a = 8 \text{ m/s}^2$, $\sigma_x = \sigma_y = 0.5 \text{ m/s}^2$. The linear equations of the predictions and update steps are the same as in the linear KF from the case of RD processing, thanks to the use of the transformation (polar coordinates).

The constant velocity model we used has provided good approximations of the movement of a human walking target: with movements speeds in the order of 1 m/s and a frame rate of 15 fps, the KF was able to track the targets reliably.

**F. Matching trajectories to clusters – Hungarian algorithm**

To match trajectories to clusters, we use an approach based on the nearest neighbor standard filter (NNSF). At each frame, we must associate the $D_t$ new cluster detections with the $K_{t-1}$ previous trajectories, which is a combinatorial problem. The procedure consists in two steps, first we compute a $K_{t-1} \times D_t$ cost matrix $J$ that relates trajectories at time step $(t-1)$ with cluster detections at time step $t$. Each element of $J$, $J_{ij}$, encodes the cost of associating trajectory $i$ with cluster detection $j$. Given the slightly different properties of RD and RDA processing, we found that the best choice for the cost function differs in the two cases, as described below.

1) **RD cost matrix:** in the RD case, from each target state $x_i$, we define a box $B_i$, to contain the subject reflections, centered on the state and with fixed dimensions $h_B$ and $w_B$. We assume that, given the high frame rate with respect to the velocity of the subject, over two subsequent frames the box with reflections from a given target should significantly overlap with her/his box at the previous time step. Let $B_i$ and $B_j$ respectively represent the box of the cluster that was associated with trajectory $i$ at the previous time step $(t-1)$ and the one associated with a new target detection $j$ at the current time step $t$, centered on $z_j$. The cost of the association between trajectory $i$ and the newly detected cluster $j$ is computed via the negative intersection over union (IOU) score, defined as

$$J_{ij}^{\text{RD}} = -\text{IOU}(B_i, B_j) = -\frac{\text{Area}(B_i \cap B_j)}{\text{Area}(B_i \cup B_j)}. \quad (23)$$

The idea underpinning this, is that the more the two boxes overlap, the more likely they will be representing two clusters containing the reflected signal components from the same target user as she/he moves from $(t-1)$ to $t$.

2) **RDA cost matrix:** in the RDA case, the cost matrix elements are defined as the squared Mahalanobis distance between the predicted observation from the trajectory state and the real observation (detection):

$$J_{ij}^{\text{RDA}} = (z'_t - H x'_t)^T S_i^{-1} (z'_t - H x'_t), \quad (24)$$

where $z'_t - H x'_t$ is the innovation process and $S_i$ its covariance matrix computed as $H P_t H^T + R$, and are both obtained as part of the KF update step.

The choice of two different score functions for RD and RDA processing is motivated by the different properties of the radar maps in the two cases. In the RDA space, trajectory tracking uses range and angle information, which leads to compact clusters around the centroids. Conversely, the velocity information that is used in the RD space leads to sparse clusters along this dimension, and the IOU score allows one to control the box shape, i.e., its form factor through $h_B$ and $w_B$, in order to weigh less a superposition along the velocity axis than that along the range axis. This significantly mitigates the tracking errors due to cluster sparsity in the RD space.

Given the cost matrix, the Hungarian algorithm [23] is used to efficiently obtain the associations yielding the lowest total cost, with complexity $O((K_{t-1}D_t)^3)$. The algorithm uses the cost matrix as input and pairs each trajectory with only one cluster detection.

**G. Trajectory management**

During trajectory tracking we must deal with (i) undetected trajectories and new cluster detections (that is the case of a non-square matrix $J$), (ii) trajectory instability due to missed detections, and (iii) presence of ghost targets generated by reflections from metal objects. To deal with these problems, we conceived the following trajectory management measures.

1) **Unmatched trajectories (RD and RDA):** All past trajectories that are not associated with any current cluster detection are marked as undetected and are maintained for max_age = 10 frames before being deleted. During these frames, their state is updated using Eq. (9). Cluster detections that are not associated with any existing trajectory are called unmatched, and are initialized as new trajectories if they are detected for min_det = 15 consecutive frames.

2) **Ameliorating trajectory instability (RDA):** Trajectory instability and merging trajectories due to missed detections are a problem in the RDA case, where cluster is more significant. For this reason, we introduced a gating region around each trajectory, i.e., a detection is never associated with the trajectory if the cost (squared Mahalanobis distance) of the association at time step $t$ is higher than a threshold value denoted by $\gamma$. This operation discards all the possible associations between a trajectory and clusters that lie outside of an ellipsoidal region whose shape and size are determined by the innovation covariance $S_i$ and the threshold $\gamma$, which is typically chosen according to a desired level of confidence from an inverse $\chi^2$ distribution with 2 degrees of freedom [24].
In this work, we use a 90% confidence, which leads to $\gamma = 4.605$.

3) Dealing with merging trajectories (RDA): Merging trajectories are detected by checking the Euclidean distance between their estimated states. If the distance between two trajectories gets lower than a minimum distance $d_{\text{min}} = 0.5$ m, the trajectory with the highest variance in the last 5 state estimations is deleted in order to favor stability.

4) Removal of “ghost” targets (RDA): As a last trajectory management measure, we eliminate all trajectories whose estimated state lies outside of the room boundaries. This has a significant positive effect in removing ghost targets due to multipath reflections on metal objects and wide flat surfaces. These unwanted reflections often closely resemble the direct ones from the real subjects, but appear at different angular positions, and at a longer distance due to the longer path followed by the signal.

H. Computation of $\mu D$ time series

The $\mu D$ signature of each target is computed by selecting those points belonging to the cluster that is currently associated with her/his trajectory. This allows obtaining a separate signature for each subject. Such signature is inputted into a DCNN based classifier to perform identification, see Section IV-I. For the computation of the $\mu D$ vector in a given time step, the received power over the range (RD) or range and angle (RDA) dimensions is accumulated, producing vectors with dimension equal to the number of considered Doppler bins, $n_{\text{ch}}$. Hence, these vectors are stacked over time and passed to the DCNN classifier as a spectrogram image. This image is the input $X$ for the following identification block, see Section IV-I

I. Identification – DCNN

The proposed classifier architecture is a DCNN. This kind of neural network is suited for classification and feature extraction when the input data exhibits spatial structure, like in image processing applications. The main components of the DCNN are convolutional layers, where the input is convolved with a filter (or kernel) of learned weights in order to recognize certain patterns, organized into so called feature maps, that become more and more complex and abstract with the depth of the layer. DCNNs have been broadly utilized in the last few years for feature extraction in spectrogram data, e.g., in speech recognition and audio processing applications [25].

The proposed DCNN is based on inception and residual networks structures, two architectures that are commonly used in state-of-the-art image classification tasks. IBs are a DCNN structure developed for complex feature extraction at different scales, using at every layer of the DCNN different kernel sizes, in a parallel fashion, and concatenating the resulting feature maps [26]. In our case, $1 \times 1$, $3 \times 3$ and $5 \times 5$ kernel filters are used at each layer, to extract small and wide scale characteristics of the $\mu D$ signature. An efficient implementation of the single inception block is shown in Fig. 4: the top branch uses $1 \times 1$ convolutions, extracting small scale features, the two following branches from the top use $3 \times 3$ and $5 \times 5$ convolutions, which are preceded by $1 \times 1$ convolutions to reduce their complexity, i.e., the number of feature maps, and prevent the number of parameters from becoming too large. The bottom branch performs a $3 \times 3$ max pooling operation, still extracting small scale features, but from a downsampled representation of the input.

Residual networks instead rely on skip connections between the input and the output of convolutional blocks [16], in order to make the network learn the residual representation of the data with respect to the input. This has been shown to allow deeper networks to be trained faster and with significant performance gains. In our case, skip connections are placed between the input and the output of each IB, summing the respective tensors. A $1 \times 1$ convolution is applied to each skip connection to adjust the number of feature maps, so that it matches that at the output.

The input signal $X$ is a sequence of $W_c = 30$ frames of $\mu D$ vectors, corresponding to $W_c T_{\text{seq}} = 2$ seconds of measurement time for each subject. The number of Doppler bins that were selected is $n_{\text{ch}} = 200$ (see Section IV for a detailed description of the evaluation setup), so the input image has dimension $200 \times 30$. The input $X$ is passed through the three blocks composing the DCNN, namely, an encoder, a decoder and a fully connected (FC) network. The encoder network, $E$, is composed of four stacked IBs with a number of output feature maps respectively equal to 16, 32, 64 and 16; the blocks are separated by $2 \times 2$ max pooling layers, which perform dimensionality reduction.

The flattened output of the encoder, $c$, is a latent representation of the input with lower dimensionality, i.e., a code, and is fed to both the decoder and the FC network. In detail,

1) the decoder network $D$ learns to reconstruct the input image. $D$ is a CNN with four layers, $3 \times 3$ filters in each layer, and a number of feature maps respectively equal to 32, 32, 16 and 1. A $2 \times 2$ upsampling step is carried out before each convolution. The reconstructed copy of the input is called $\hat{X}$. This branch of the classifier does not directly contribute to the classification result, but it is used during the training phase to guide the network towards extracting meaningful features, acting as a regularizer. To the best of our knowledge, the use of a decoder network for this class of problems is an original contribution of our design. We found its use to be effective, leading to accuracy improvements in the order of $2 - 3\%$ in the test set.

2) The FC network $F$ outputs a $U$-dimensional vector containing the probabilities that the input belongs to each class using a one-of-$U$ encoding, i.e., $\hat{y} = [\hat{y}_1, \ldots, \hat{y}_U]^T$, with $\hat{y}_u \in [0, 1]$ and $\sum_u \hat{y}_u = 1$. The network is composed of one hidden layer with 128 neurons. ELU activation functions [27] connect the input to the hidden layer neurons, while a SoftMax layer is used to compute the $U$ output probabilities.

The following equations formalize the input-output relations for the encoder, decoder and FC blocks

$$c = E(X), \quad \hat{X} = D(c), \quad \hat{y} = F(c).$$

(25)

The loss function of the full architecture is a weighted sum of the loss function of the decoder, which measures the difference
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Fig. 3: Architecture of the proposed classifier.

Fig. 4: Structure of the Inception Block.

between the original input image $X$ and the reconstructed one $\hat{X}$, and the loss of the FC branch (classification). For the former, we choose the average per-pixel binary cross-entropy loss, while the categorical cross-entropy loss between the predicted and the true labels $y$ is used for the latter. We call $n_X = n_{\text{chan}} W_c$ the number of elements in the $\mu D$ input image, $U$ the number of classes (the known user identities) and $\alpha_{\text{rec}}$ is a weighting factor. The $p$-th pixels of the input and reconstructed images, with values in $[0, 1]$, are denoted respectively by $X_p$ and $\hat{X}_p$ and the total weighted loss function is

$$\mathcal{L}(X, X, y) = -\left(1 - \alpha_{\text{rec}}\right) \sum_{u=1}^{U} y_u \ln(\hat{y}_u) - \alpha_{\text{rec}} \frac{n_X}{\sum_{p=1}^{n_X} X_p \log(\hat{X}_p) + (1 - X_p) \log(1 - \hat{X}_p)}.$$ (26)

Fig. 3 shows the complete structure of the classifier. As a regularization measure, after every layer of the encoder and the FC branch we apply batch normalization [28]. All the hidden nodes in the network use the ELU activation function [27].

1. Labeling and trajectory correction procedure

Previous approaches to human identification from mm-waves obtain trajectories rely on the sole KF output, for the entire movement and, in a following step, perform the classification on the pre-computed trajectories using, e.g., a neural network of some kind [4]. Now, consider the trajectories of two users 1 and 2 that, at a certain point in time, intersect in the considered RD/RDA space. At this point, the two users cannot be distinguished, as their clusters largely overlap, and the trajectories are tracked again by the KF from the moment in which their clusters set apart. The target association procedure, however, beyond this point, may wrongly associate trajectories with detections, i.e., assigning trajectory 1 to user 2 and vice-versa. This problem can be hardly corrected with previous algorithms, whereas it is solved with the interactive procedure that we designed, and that we detail in this section. With our technique, identities are obtained in an online manner. Moreover, although the association of trajectories to clusters (see Section IV-F) may be erroneous, due to the overlap of the user clusters, as soon as the trajectories set apart again, the association is corrected using the output of the DCNN classifier. Note that this is not possible by solely exploiting the KF, as its memory amounts to a single time step, which is insufficient to solve this issue. Next, the procedure is formally described.

Applying the classifier to the $\mu D$ signatures from the $K_t$ current trajectories, returns $K_t$ $U$-dimensional vectors, which contain the probabilities that each trajectory belongs to one of the $U$ (known) user classes. Hence, we build a $K_t \times U$ score matrix by stacking these vectors and apply again the Hungarian algorithm to jointly obtain the best assignment across all trajectories. From the properties of the Hungarian algorithm, it descends that the same class is never assigned to more than one subject. A subject is classified as unknown in case no label is assigned to her/him by the algorithm (which happens if $K_t > U$) or when the score outputted by the DCNN is lower than 0.1 (a threshold that we set to avoid low probability associations).

To enhance the stability in the identification process, the current labels that are outputted at time $t$ by the DCNN are used with the past ones as follows.

- for each trajectory, we store the past labels that are outputted by the DCNN in a list;
- at $t = 0$, subjects are identified using the instantaneous labels, as no past information is available;
- at time step $t > 0$, each trajectory $i$ is classified consid-
forming a virtual receiver array of 32 multiplexing (TDM) to fully utilize the MIMO capabilities.

In the following, we limit ourselves to use one transmitting antenna organized as a linear array. The device working in the front-end features 2 antennas, working at 77 GHz. The RadarLog device working at 77 GHz is placed on the short edge as depicted in Fig. 5.

The presence of several large windows and some radiators in the room is a problem. The windows are placed on the long edge and some radiators are used for making the radar more powerful. As such, a desirable tradeoff has to be identified that is required to accept a change in the identity that becomes sources of unwanted reflections and ghost targets. We collected radar data for the training and validation of our algorithm for the following experiments.

1) **Training the classifier on single subjects.** We collected RDA data from 4 different subjects (S1, S2, S3, and S4) with ages ranging from 24 to 31 years and different body shapes and weights. Each subject was asked to walk alone and randomly in the measurement room for around 22 minutes, to collect 20 sequences of 500 frames, for a total of 10 thousand frames per subject. The sequences were acquired in two different days to reduce the effects of clothing or physical conditions.

2) **Evaluating the performance of RD multi-person identification.** We acquired 4 test sequences of 1,250 RD-only frames, 2 of them with 2 targets (S1 and S2) and the other 2 with 3 targets (S1, S2, and S3). All subjects were asked to walk freely, without space constraints and varying their walking speed.

3) **Evaluating the performance of RDA multi-person identification.** We acquired 6 test sequences of 500 RDA frames with 4 targets. To make the test more challenging, we had the targets walking in a square-like fashion, with the first two subjects and the second two being at the same distance from the radar device, and with a small distance of about 1 meter between the two pairs, as shown in Fig. 5. All targets are constrained to walk at (approximately) the same speed. In this scenario, subjects cannot be distinguished by their different velocities, or their range and the detection/tracking has to rely on the angular information, which is less accurate than the range or the velocity. Moreover, the classifier is forced to make the identity decision based on the features of the μD spectrogram that encode the way of walking of the subjects, as their speed is the same. We stress that this type of analysis is new: often, μD classifiers based on neural networks include the non-informative average walking speed as a discriminative feature, leading to poor accuracy when subjects have similar velocities, e.g., [1].

With the considered parameters, raw radar frames have a shape of $N \times L \times P = 512 \times 16 \times 256$ points along the fast-time, antenna element, and slow-time dimensions respectively. We used 64 points for the DFT along the angle dimension and 256 points for DFT along Doppler dimension. For the range dimension, we used 1,024 points for the DFT, extracting ranges from 0 to 10 m for RDA data (253 bins) and from 0 to 18 m in case of RD maps (497 bins). The contributions due to static objects were removed by cutting the 8 central Doppler channels, corresponding to velocities in the range $[-0.138, 0.138]$ m/s, and the first and last 24 channels corresponding to velocities outside the interval $[-3.160, 3.160]$ m/s were also removed as they did not contain any useful information. The resulting radar maps after DFT processing have

| Measurement parameters       | Value       |
|-----------------------------|-------------|
| Start frequency $f_0$       | 76 GHz      |
| Chirp frequency $B$         | 2 GHz       |
| Chirp duration $T$          | 180 µs      |
| Chirp repetition time $T_{rep}$ | 250 µs     |
| No. samples per chirp $N$  | 512         |
| No. chirps per seq. $P$    | 256         |
| Frame rate $1/\Delta t$    | 15 fps      |
| ADC sampling frequency $F_s$ | 2.857 MHz  |
| Range resolution $\Delta R$ | 7.5 cm      |
| Velocity resolution $\Delta v$ | 3.040 cm/s |

The angular resolution degrades as the angle of arrival of the reflections approaches $\pm \pi/2$, see Eq. [7].

### V. Experimental results

#### A. Measurement setup and parameters

The proposed framework is evaluated using an INRAS RadarLog device working at 77 GHz center frequency. The front-end features 2 transmitting antennas and 16 receiving antennas organized as a linear array. The device working parameters are set up as in Tab. 1. Operating in LFM CW mode, we connect the 2 transmitter antennas in time division multiplexing (TDM) to fully utilize the MIMO capabilities of a virtual receiver array of 32 elements. However, in the following, we limit ourselves to use one transmitting antenna, exploiting 16 receiving channels. In this way, the frame sampling rate is not halved by the TDM scheme, which would reduce the time resolution of the μD signatures, at the cost of an affordable reduced resolution in AoA processing. To obtain ground truth values for the multi-target measurements, we used a camera which was time-synchronized with the radar device: the resulting video was used to identify and track the users within the considered indoor space.

The measurement room is a 4.3 × 20 meters corridor, where the radar was positioned on the short edge as depicted in Fig. 5. The presence of several large windows and some radiators

---

1The angular resolution degrades as the angle of arrival of the reflections approaches $\pm \pi/2$, see Eq. [7].
dimension $253 \times 64 \times 200$ points for RDA and $497 \times 200$ points for RD, which corresponds to a 34-fold increase in the data frame size for RDA with respect to RD. We performed $\mu$D extraction by summing over the range and angular dimensions, obtaining spectrograms with 200 Doppler bins and variable time length depending on the sequence (500 or 1,250 frames).

B. Training phase

We implemented the classifier network using Tensorflow 2.0 and the Keras API. Training was performed on a NVIDIA RTX 2080 GPU with 8 GB of RAM.

The 20 $\mu$D sequences per target obtained form the measurements were split into windows of 30 frames along the time dimension, with an overlap of 25 frames. The resulting images were divided into training and validation sets, 90% and 10% of the images respectively, and testing was carried out on the multi-target sequences. Data augmentation was applied to enlarge the training set: for each training image we generated 4 additional images by

1) adding Gaussian noise with zero mean and variance 0.05,
2) setting to zero pixels in the image with a probability of 0.3 (random corruption),
3) setting to zero 8 adjacent columns (time frames) starting from an index selected uniformly at random (time masking),
4) setting to zero 20 adjacent Doppler bins starting from an index selected uniformly at random (frequency masking).

These images were used as input $\mathbf{X}$ of the encoder, setting the reconstruction target $\hat{\mathbf{X}}$ at the output of the decoder to be the original image, to force the encoder-decoder pair to learn key structural properties of the input (the same strategy is employed to train denoising auto-encoders (DAE) [29]). The model was trained on the training set until convergence of the loss $L(\mathbf{X}, \hat{\mathbf{X}}, y)$ in Eq. (26) on the validation set, using the Stochastic Gradient Descent (SGD) optimizer with Nesterov momentum 0.95 and $\alpha_{\text{rec}} = 0.6$. The learning rate was adaptively lowered by a factor of 0.5 when the validation loss was not improving for more than 5 consecutive epochs, from an initial value $\eta = 5 \cdot 10^{-3}$. We applied $L_2$ regularization with coefficient $\lambda = 3 \cdot 10^{-3}$ on the network weights and dropout with probability $p_{\text{drop}} = 0.5$ for the fully connected layers, to reduce overfitting on the training data.

| Classifier                  | Accuracy (IDRad) |
|-----------------------------|-------------------|
| DCNN [1]                    | 78.46             |
| RCN [10]                    | 75.65             |
| SIN + LSTM [3]              | 89.56             |
| DCNN with IBs (our approach)| 90.69             |

TABLE 2: Comparison between the proposed classifier and available benchmarks from the literature on the IDRad test set.

C. DCNN evaluation on the IDRad dataset (single-target)

As a first evaluation phase, we trained and validated the proposed DCNN on IDRad\[^{2}\] a publicly available dataset of 77 GHz radar $\mu$D signatures [1]. The dataset contains RD frames from 5 different subjects walking one at a time in the environment and hence, multi-target identification is not possible using this dataset. Training and validation/test data are collected in two different rooms.

Using the IDRad dataset, we have assessed the performance of our framework for the single person identification problem and have compared it with available benchmarks [1], [3], [10]. For a fair comparison against previous work, we adapted the DCNN to accept as input $\mu$D sequences with length of 45 frames instead of 30. We found that our classifier generalizes well, with an overall average accuracy of 90.69%, with slight variations across different targets, but always above 88%. The comparison between the performance of our approach and the schemes in the literature is presented in Tab. 2. Our classifier is the most accurate, significantly outperforming the previous DCNN approach [1], the one based on reservoir computing networks (RCN) [10], and performs slightly better than [3], where a structured inference network (SIN) and long-short term memory recurrent neural networks (LSTM) are used. We believe this improvement is achieved due to the use of IBs, which allow for feature extraction at different scales, without significantly increasing the network complexity, which would easily lead to overfitting.

D. Performance metrics

To train and test the proposed processing pipeline in a multi-target setting, we have collected our own RD and RDA data across several measurement campaigns (see Section V-A).

\[^{2}\]https://www.imec-int.com/en/IDRad
The performance of the final classifier is evaluated in terms of (i) accuracy, i.e., the ratio between the number of frames in which the target is correctly identified and the number of frames in which it is detected and assigned a label different from unknown (see Section IV-J); (ii) the undetected ratio ($r_{\text{und}}$), i.e., the ratio between the number of frames in which a target is undetected and the total number of frames collected; (iii) the unknown ratio ($r_{\text{unk}}$), the ratio between the number of frames in which the target is labeled as unknown and the total number of frames collected. This last metric is a measure of the uncertainty of the identification framework in providing a classification for the targets.

E. Results for the RD signal (multi-target)

In Tab. [3], we report the results per subject using the metrics of Section [V-D], averaged over the test sequences. In the evaluation, we discard the initial phase in which the trajectories need to accumulate 30 frames of $\mu$D data in order to provide the first image to the DCNN classifier.

With RD maps, the two targets case achieves the highest accuracy, with an average of 97.96%. With three targets, $r_{\text{und}}$ increases for some subjects, as one may expect: having more targets in the same area leads to a higher probability of superposition of their clusters. In this case, the reflection coming from target 2 is undetectable due to the fact that 27% of the frames for this user overlap with those of other users in the RD space (as they have a similar range and speed). An interesting point, however, is that the identification accuracy and $r_{\text{unk}}$ are not significantly impacted with respect to the two targets case, meaning that the identification framework can recover from missed detections, still providing high accuracy when targets become detectable again.

A detailed analysis of the errors revealed that the main problem with RD processing is the superposition of clusters in the RD space: this occurs when subjects have similar range and speed, likely being detected as a single cluster. This is an intrinsic limitation of the RD space, and is not influenced by any of the system parameters. However, thanks to the proposed processing method, that allows re-establishing trajectories once clusters separate, and to correct errors using the identification outcomes (see Section IV-J), the system still provides correct results for a very high percentage of time. Other techniques from the literature treat tracking and identification separately, and are therefore unable to deal with

$^3$A target is said to be undetected if the number of consecutive missed detections is sufficient to eliminate its trajectory from those that are being tracked by the algorithm. As such, the target is no longer identified.

![Fig. 6: Accuracy of RD identification by varying the box width $w_B$ along the Doppler dimension for two subjects, S1 and S2.](image)

multi-target RD identification because of their inability of recovering from erroneous tracking.

As a last result, in Fig. 6 we show the impact of changing the box dimension along the Doppler axis, $w_B$, averaging the accuracy obtained on two targets. As expected, there is a trade-off between capturing most of the target’s Doppler information (large $w_B$) and avoiding unnecessary overlap between boxes (small $w_B$), which may lead to classification errors. The chosen value for the results of Tab. 3 is 2.5 m/s, as it provided the highest accuracy. The dimension of the box along the range dimension, $h_B$, is instead kept fixed at 2 m.

F. Results for the RDA signal (multi-target)

Tab. 3 shows the results of RDA processing averaged over the 6 test sequences: our system achieves an accuracy of 98.27% over 4 targets. We recall that the initial phase in which the DCNN has to collect the first 30 $\mu$D vectors is neglected in the computation, and only frames after this initial transient period are considered, as for the RD analysis.

The relatively high people density (0.1 person/m$^2$) with respect to that in the RD analysis causes blockage to become more frequent, i.e., some subjects block the signal path to other targets during some frames, which explains the non-negligible average $r_{\text{und}}$ of 9.35%. Conversely, $r_{\text{unk}}$ is always zero for all subjects and all sequences, meaning that once a target is detected, the network has always enough data and confidence to produce a classification result. Remarkably, although $r_{\text{und}}$ is greater than zero for all subjects, the identification accuracy is still very high (see in particular S3), which confirms once again the framework’s ability to recover from missed detections. This is possible thanks to the correction algorithm of Section IV-J.
G. Integrated vs separate tracking and identification

As described in Section IV-J the proposed system jointly performs tracking and identification. To quantify the improvement of this design with respect to separately obtaining trajectories and identities, we quantify the difference in the average accuracy when applying the two approaches (joint vs separate processing) on all the considered subjects and RD/RDA test sequences. Fig. 7 confirms that our integrated approach is of key importance to enable precise RD identification, with improvements of 36.32% and 25.42% on the 3 and 2 subjects cases, respectively. For RDA processing, the improvement is smaller (8.91%), due to the higher detection capabilities of the system in the RDA space, which makes cluster superposition and subsequent tracking errors less frequent. The improvement is however non-negligible and the proposed combined architecture is still very effective.

H. Dimensioning the classification window \( W_h \)

As anticipated in Section IV-J the classification window parameter \( W_h \) plays an important role in the trade-off between online classification accuracy and speed in recovering from errors. In Fig. 8 we show the effect of varying \( W_h \) from 1 to 20 frames for the RDA signal. All the 6 sequences are considered, and we observe a monotonic increasing behavior of the accuracy. Although this may not always be the case: if the initial guess of the classifier is wrong, even in the absence of tracking errors, a large value for the window would lead to a wrong classification for many frames. For this reason, a good selection approach would be to pick the lowest possible \( W_h \) that guarantees a given, application dependent, accuracy target. For the results in Tab. 8 we picked \( W_h = 9 \) frames, leading to a delay of 0.6 s, as this is the lowest value of \( W_h \) for which the accuracy is above 95% for all the sequences. Still, all values up to \( W_h = 15 \) frames would be good choices, as the delay is below 1 s for all of them. The same value of \( W_h \) has led to the best results also in the RD case.

VI. Conclusions

In this work, we have presented a system for indoor multi-person identification from mm-wave radar \( \mu \)-Doppler signatures. The proposed approach has been designed to work with range-Doppler (RD) and range-Doppler-azimuth (RDA) data, requiring only small modifications to deal with these two signals, and being able to trade working range and computational speed (RD) for detection and tracking accuracy (RDA). The processing steps are: removal of static reflections and random noise, a target detection phase using density-based clustering (DBSCAN), a tracking procedure using Kalman filtering and a final classification step exploiting deep convolutional neural networks (DCNNs). In our novel design, we have integrated the identification information with the trajectory tracking block. This has the twofold advantage of allowing for much higher identification accuracies when working with both RD and RDA signals in multi-target scenarios, i.e., where multiple subjects share and move within the same physical space. The proposed framework has been tested on real measurements involving single as well as multiple targets moving concurrently in an indoor space (a lacking aspect in the literature), obtaining an identification accuracy of 95.26% for RD, with 3 targets, and of 98.27% with RDA, with 4 targets. The framework has a maximum working range of 18 m for RD and of 8-10 m for RDA.

Future research avenues include: characterizing the indoor space by (automatically) mapping static objects and ghost reflections, which is expected to lead to higher accuracies, using multiple time-synchronized radar devices and 2D antenna arrays (elevation angle).
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