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Abstract

We consider a supercritical symmetric continuous-time branching random walk on a multidimensional lattice with a finite number of particle generation sources of varying positive intensities without any restrictions on the variance of jumps of the underlying random walk. It is assumed that the spectrum of the evolution operator contains at least one positive eigenvalue. We prove that under these conditions the largest eigenvalue of the evolution operator is simple and determines the rate of exponential growth of particle quantities at every point on the lattice as well as on the lattice as a whole.

1. Introduction. We consider a continuous-time branching random walk (BRW) with a finite number of branching sources that are situated at some points $x_1, x_2, \ldots, x_N$ of the lattice $\mathbb{Z}^d$, $d \geq 1$, see [14] for details. The behaviour of BRWs, which are based on symmetric spatially homogeneous irreducible random walks on $\mathbb{Z}^d$ with finite variance of jumps, for the case of a single branching source was considered, for example, in [10]. To the authors’ best knowledge, BRWs with a finite variance of jumps and a finite number of branching sources of various types, at some of which the underlying random walk can become asymmetric, were first introduced in [11], and BRWs with identical branching sources and no restrictions on the variance of jumps were first considered in [13].

Let $\mu_t(y)$ be the number of particles at the time $t$ at the point $y$ under the condition that at the initial time $t = 0$ the lattice $\mathbb{Z}^d$ contains a single particle which is situated at $x$, that is, $\mu_0(y) = \delta(x - y)$. We denote by $\mu_t = \sum_{y \in \mathbb{Z}^d} \mu_t(y)$ the total number of particles on $\mathbb{Z}^d$. Let $m_1(t, x, y) := \mathbb{E}_x \mu_t(y)$ and $m_1(t, x) := \mathbb{E}_x \sum_{y \in \mathbb{Z}^d} \mu_t(y)$ denote the expectation of the number of particles at $y$ and on the lattice $\mathbb{Z}^d$ respectively under the condition that $\mu_0(y) \equiv \delta(x - y)$ at the time $t$.

We assume the branching process at each of the branching sources $x_1, x_2, \ldots, x_N$ to be a continuous-time Galton-Watson process (see [7, Ch. I, §4], [2, Ch. III]) defined by its infinitesimal generating function (which depends on the source $x_i$)

$$ f(u, x_i) = \sum_{n=0}^{\infty} b_n(x_i) u^n, \quad 0 \leq u \leq 1, \quad (1.1) $$

where $b_n(x_i) \geq 0$ if $n \neq 1$, $b_1(x_i) < 0$, and $\sum_n b_n(x_i) = 0$. We also assume that the inequalities $\beta_i^{(r)} := f^{(r)}(1, x_i) < \infty$ hold for all $i = 1, 2, \ldots, N$ and $r \in \mathbb{N}$. We call

$$ \beta_i := \beta_i^{(1)} = f^{(1)}(1, x_i) = \sum_n n b_n(x_i) \quad (1.2) $$

the intensity of the branching source $x_i$.

The behaviour of $m_1(t, x, y)$ and $m_1(t, x)$ can be described in terms of the evolution operator $H := H_{\beta_1, \ldots, \beta_N}$, the definition of which is recalled in Section 2. We call a BRW supercritical if the spectrum of the operator $H$ contains at least one eigenvalue $\lambda > 0$. In the case of a supercritical BRW with equal branching source intensities $\beta_1 = \ldots = \beta_N$, the spectrum of the operator $H$ contains at least one eigenvalue $\lambda = 1$. In this case, the total number of particles grows exponentially as $\exp(\lambda t)$.
\[ \beta_2 = \cdots = \beta_N \] with no restrictions on the variance of jumps, it was shown in [13] that the spectrum of \( H \) is real and contains no more than \( \overline{N} \) positive eigenvalues counted with their multiplicity, and that the largest eigenvalue \( \lambda_0 \) has multiplicity 1. In the present study the aforementioned result is extended to the case of a supercritical BRW with positive source intensities \( \beta_1, \beta_2, \ldots, \beta_N \) with no restrictions on the variance of jumps or the number of descendants particles can produce. The main result of this work is the following limit theorem, the proof of which is provided in Section 5.

**Theorem 1.** Let the operator \( H \) have an isolated eigenvalue \( \lambda_0 > 0 \), and let the remaining part of its spectrum be located on the halfline \( \{ \lambda \in \mathbb{R} : \lambda \leq \lambda_0 - \epsilon \} \), where \( \epsilon > 0 \). If \( \beta_i^{(r)} = O(r!r^{-1}) \) for all \( i = 1, \ldots, N \) and \( r \in \mathbb{N} \), then in the sense of convergence in distribution the following statements hold:

\[ \lim_{t \to \infty} \mu_t(y) e^{-\lambda_0 t} = \psi(y) \xi, \quad \lim_{t \to \infty} \mu_t e^{-\lambda_0 t} = \xi, \quad (1.3) \]

where \( \psi(y) \) is a non-negative non-random function and \( \xi \) is a proper random variable.

Theorem 1 generalizes the results obtained in [3, 10] for a supercritical BRW on \( \mathbb{Z}^d \) with finite variance of jumps and a single branching source. Its proof is fundamentally based on Carleman’s condition [8, Th. 1.11]. In the case of a single branching source and particles producing no more than two descendants Theorem 1 was proved in [10]. In the case of a single branching source and no restrictions on the number of descendants particles can produce Theorem 1 was provided in [3] without proof.

Let us briefly outline the structure of the paper. In Section 2 we recall the formal definition of a BRW. In Section 3 we provide some key evolution equations for generating functions and the moments of particle quantities in the case of a BRW with several branching sources (Theorems 2–5). These theorems are a natural generalization of the corresponding results that were obtained for BRWs with a single branching source in [10]. In Section 4 we establish a criterion for the existence of positive eigenvalues in the spectrum of \( H \) (Theorem 6), which is later used to examine the properties of the spectrum of this evolution operator. We then prove Theorem 7 on the behaviour of particle quantity moments. Section 5 is dedicated to the proof of Theorem 1.

### 2. The BRW model.

By a branching random walk (BRW) we mean a stochastic process that combines a random walk of particles with their branching (birth or death) at certain points on \( \mathbb{Z}^d \) called branching sources. Let us give more precise definitions.

We assume that the random walk is defined by its matrix of transition intensities \( A = (a(x, y))_{x, y \in \mathbb{Z}^d} \) that satisfies the regularity property \( \sum_{y \in \mathbb{Z}^d} a(x, y) = 0 \) for all \( x \), where \( a(x, y) \geq 0 \) for \( x \neq y \) and \( -\infty < a(x, x) < 0 \).

Suppose that at the moment \( t = 0 \) there is a single particle on the lattice that is situated at the point \( x \in \mathbb{Z}^d \). Following the axiomatics provided in [5, Ch. III, §2], the probabilities \( p(h, x, y) \) of a particle situated at \( x \in \{x_1, x_2, \ldots, x_N\} \) to move to an arbitrary point \( y \) over a short period of time \( h \) can be represented as

\[ p(h, x, y) = a(x, y)h + o(h) \quad \text{for} \quad y \neq x, \]

\[ p(h, x, x) = 1 + a(x, x)h + o(h). \]

It follows from these equalities, see, for example, [5, Ch. III], that the transition probabilities \( p(t, x, y) \) satisfy the following system of differential-difference equations (called the
Kolmogorov backward equations):\[
\frac{\partial p(t, x, y)}{\partial t} = \sum_{x'} a(x, x') p(t, x', y), \quad p(0, x, y) = \delta(x - y), \tag{2.1}
\]
where $\delta(\cdot)$ is the discrete Kronecker $\delta$-function on $\mathbb{Z}^d$.

The branching process at each of the sources $x_1, x_2, \ldots, x_N$ is governed by the infinitesimal generating function $\mathbb{L}$. Of particular interest to us are the source intensities $\mathbb{B}$, which can be rewritten as follows:

\[
\beta_i = (-b_1(x_i)) \left( \sum_{n \neq 1} n \frac{b_n(x_i)}{(-b_1(x_i))} - 1 \right),
\]

where the sum is the average number of descendants a particle has at the source $x_i$.

If at the moment $t = 0$ a particle is located at a point different from the branching sources, then its random walk follows the rules above. Therefore in order to complete the description of its evolution we only have to consider a situation combining both the branching process and the random walk, that is to say, when the particle is at one of the branching sources $x_1, x_2, \ldots, x_N$. In this case the possible outcomes that can happen over a small period of time $h$ are the following: the particle will either move to a point $y \neq x_i$ with the probability of

\[
p(h, x_i, y) = a(x_i, y)h + o(h),
\]

or will remain at the source and produce $n \neq 1$ descendants with the probability of

\[
p_*(h, x_i, n) = b_n(x_i)h + o(h)
\]

(we suppose, that the particle itself is included in these $n$ descendants; therefore, if $n = 0$ we say that the particle dies), or no change will happen to the particle at all, which has the probability of

\[
1 - \sum_{y \neq x_i} a(x_i, y)h - \sum_{n \neq 1} b_n(x_i)h + o(h).
\]

As a result, the sojourn time of a particle at the source $x_i$ is exponentially distributed with the parameter $-(a(x_i, x_i) + b_1(x_i))$. Note that each new particle evolves according to the same law independently of other particles.

As it was shown in [11], [12], the moments $m_1(t, x, y)$ and $m_1(t, x)$ satisfy the following equations:

\[
\frac{\partial m_1(t, x, y)}{\partial t} = \sum_{x'} a(x, x') m_1(t, x', y) + \sum_{i=1}^N \beta_i \delta(x - x_i)m_1(t, x, y), \tag{2.2}
\]

\[
\frac{\partial m_1(t, x)}{\partial t} = \sum_{x'} a(x, x') m_1(t, x') + \sum_{i=1}^N \beta_i \delta(x - x_i)m_1(t, x) \tag{2.3}
\]

with the initial values $m_1(0, x, y) = \delta(x - y)$ and $m_1(0, x) \equiv 1$ respectively.

Equations (2.1)–(2.3) are rather difficult to analyze, and therefore we will from now on only consider BRWs that satisfy the following additional and quite natural assumptions. First, we assume that the intensities $a(x, y)$ are symmetric and spatially homogeneous,
that is, \( a(x, y) = a(y, x) = a(0, y - x) \). This allows us, for the sake of brevity, to denote by \( a(x - y) \) any of the three pairwise equal functions \( a(x, y) \), \( a(y, x) \), \( a(0, y - x) \), that is, 
\[
 a(x - y) := a(x, y) = a(y, x) = a(0, y - x).
\]
Second, we assume that the random walk is irreducible, which in terms of the matrix \( A \) means that it itself is irreducible: for any \( z \in \mathbb{Z}^d \) there is such a set of vectors \( z_1, \ldots, z_k \in \mathbb{Z}^d \) that 
\[
 z = \sum_{i=1}^{k} z_i \quad \text{and} \quad a(z_i) \neq 0 \quad \text{for} \quad i = 1, \ldots, k.
\]

One approach to analysing equations (2.1) and (2.2) consists in treating them as differential equations in Banach spaces. In order to apply this approach to our case, we introduce the operators
\[
(\mathcal{A} u)(x) = \sum_{x'} a(x - x') u(x'), \quad (\Delta_x u)(x) = \delta(x - x_i) u(x), \quad i = 1, \ldots, N.
\]
on the set of functions \( u(x), x \in \mathbb{Z}^d \). We also introduce the operator
\[
\mathcal{H} := \mathcal{H}_{\beta_1, \ldots, \beta_N} = \mathcal{A} + \sum_{i=1}^{N} \beta_i \Delta_{x_i}, \tag{2.4}
\]
for each set of source intensities \( \beta_1, \ldots, \beta_N \). Let us note that all these operators can be regarded as linear continuous operators in any of the spaces \( l^p(\mathbb{Z}^d) \), \( p \in [1, \infty] \). We also point out that the operator \( \mathcal{A} \) is self-adjoint in \( l^2(\mathbb{Z}^d) \) \([11, 12, 13]\).

Now, treating for each \( t \geq 0 \) and each \( y \in \mathbb{Z}^d \) the functions \( p(t, \cdot, y) \) and \( m_1(t, \cdot, y) \) as elements of \( l^p(\mathbb{Z}^d) \) for some \( p \), we can rewrite (see, for example, \([11]\), (2.1) and (2.2) as differential equations in \( l^p(\mathbb{Z}^d) \):
\[
\frac{dp(t, x, y)}{dt} = (\mathcal{A} p(t, \cdot, y))(x), \quad p(0, x, y) = \delta(x - y),
\]
\[
\frac{dm_1(t, x, y)}{dt} = (\mathcal{H} m_1(t, \cdot, y))(x), \quad m_1(0, x, y) = \delta(x - y),
\]
and (2.3) as a differential equation in \( l^\infty(\mathbb{Z}^d) \):
\[
\frac{dm_1(t, x)}{dt} = (\mathcal{H} m_1(t, \cdot))(x), \quad m_1(0, x) \equiv 1.
\]

Note that the asymptotic behaviour for large \( t \) of the transition probabilities \( p(t, x, y) \), as well as of the mean particle numbers \( m_1(t, x, y) \) \( m_1(t, x) \) is tightly connected with the spectral properties of the operators \( \mathcal{A} \) and \( \mathcal{H} \) respectively.

It is convenient to express various properties of the transition probabilities \( p(t, x, y) \) in terms of Green’s function, which can be defined as the Laplace transform of the transition probability \( p(t, x, y) \):
\[
G_\lambda(x, y) := \int_{0}^{\infty} e^{-\lambda t} p(t, x, y) \, dt, \quad \lambda \geq 0,
\]
and can also be rewritten (see, for example, \([10, \S\ 2.2]\)) as follows:
\[
G_\lambda(x, y) = \frac{1}{(2\pi)^d} \int_{[-\pi, \pi]^d} \frac{e^{i(\theta \cdot (y - x))}}{\lambda - \phi(\theta)} \, d\theta = \frac{1}{(2\pi)^d} \int_{[-\pi, \pi]^d} \frac{\cos (\theta \cdot (y - x))}{\lambda - \phi(\theta)} \, d\theta,
\]
where \( x, y \in \mathbb{Z}^d, \lambda \geq 0 \), and \( \phi(\theta) \) is the Fourier transform of the transition intensity \( a(z) \):

\[
\phi(\theta) := \sum_{z \in \mathbb{Z}^d} a(z) e^{i\theta \cdot z} = \sum_{x \in \mathbb{Z}^d} a(x) \cos(x, \theta), \quad \theta \in [-\pi, \pi]^d.
\] (2.5)

The function \( G_0(x, y) \) has a simple meaning for a (non-branching) random walk; namely, it is equal to the mean amount of time a particle spends at \( y \in \mathbb{Z}^d \) as \( t \to \infty \) under the condition that at the initial moment \( t = 0 \) the particle was at \( x \in \mathbb{Z}^d \). Also, the asymptotic behaviour of the mean numbers of particles \( m_1(t, x, y) \) and \( m_1(t, x) \) as \( t \to \infty \) can be described in terms of the function \( G_\lambda(x, y) \), see, e.g., [10]. Lastly, in [14] it was shown that the asymptotic behaviour of a BRW depends strongly on whether \( G_0 := G_0(0, 0) \) is finite.

**Remark 1.** The approach described in this section, based on interpreting BRW evolution equations as differential equations in Banach spaces, is also applicable to a wide selection of problems, notably to describing the evolution of higher particle number moments (see, e.g., [10], [11]).

3. Key equations and auxiliary results. Let us introduce the Laplace generating functions of the random variables \( \mu_t(y) \) and \( \mu_t \) for \( z \geq 0 \):

\[
F(z; t, x, y) := \mathbb{E}_x e^{-z \mu_t(y)}, \quad F(z; t, x) := \mathbb{E}_x e^{-z \mu_t}.
\]

where \( \mathbb{E}_x \) is the mean on condition \( \mu_0(\cdot) = \delta_x(\cdot) \).

The following four theorems are a result of an immediate generalization of the corresponding theorems in [10] proved for BRWs with a single branching source; since the reasoning is virtually the same, these theorems are presented here without proof.

**Theorem 2.** For all \( 0 \leq z < \infty \) the functions \( F(z; t, x) \) and \( F(z; t, x, y) \) are continuously differentiable with respect to \( t \) uniformly with respect to \( x, y \in \mathbb{Z}^d \). They also satisfy the inequalities \( 0 \leq F(z; t, x), F(z; t, x, y) \leq 1 \) and are the solutions to the following Cauchy problems in \( l^\infty(\mathbb{Z}^d) \):

\[
\frac{dF(z; t, \cdot)}{dt} = \mathcal{A} F(z, \cdot) + \sum_{j=1}^N \Delta_{x_j} f_j (F(z; t, \cdot)), \quad F(z; 0, \cdot) = e^{-z}, \quad (3.1)
\]

\[
\frac{dF(z; t, \cdot, y)}{dt} = \mathcal{A} F(z, \cdot, y) + \sum_{j=1}^N \Delta_{x_j} f_j (F(z; t, \cdot, y)), \quad F(z; 0, \cdot, y) = e^{-z \delta_x(\cdot)}. \quad (3.2)
\]

Theorem 2 allows us to advance from analysing the BRW at hand to considering the corresponding Cauchy problem in a Banach space instead. We also note that, contrary to the single branching source case examined in [10], there is not one but several terms \( \Delta_{x_j} f_j (F) \) in the right-hand side of equations (3.1) and (3.2), \( j = 1, 2, \ldots, N \).

Let us set

\[
m_n(t, x, y) := \mathbb{E}_x \mu_t^n(y), \quad m_n(t, x) := \mathbb{E}_x \mu_t^n.
\]

**Theorem 3.** For all natural \( k \geq 1 \) the moments \( m_k(t, \cdot, y) \in l^2(\mathbb{Z}^d) \) and \( m_k(t, \cdot) \in l^\infty(\mathbb{Z}^d) \) satisfy the following differential equations in the corresponding Banach spaces:

\[
\frac{dm_1}{dt} = \mathcal{H} m_1,
\] (3.3)
\[
\frac{dm_k}{dt} = \mathcal{H} m_k + \sum_{j=1}^{N} \Delta_{x_j} g_k^{(j)}(m_1, \ldots, m_{k-1}), \quad k \geq 2, \quad (3.4)
\]

the initial values being \(m_n(0, \cdot, y) = \delta_y(\cdot)\) and \(m_n(0, \cdot) \equiv 1\) respectively. Here \(\mathcal{H} m_k\) stands for \(\mathcal{H} m_k(t, \cdot, y)\) or \(\mathcal{H} m_k(t, \cdot)\) respectively, and

\[
g_k^{(j)}(m_1, \ldots, m_{k-1}) := \sum_{r=2}^{k} \frac{\beta^{(r)}}{r!} \sum_{i_1, \ldots, i_r > 0} \frac{n!}{i_1! \cdots i_r!} m_{i_1} \cdots m_{i_r}. \quad (3.5)
\]

Theorem 3 will later be used in the proof of Theorem 7 to help determine the asymptotic behaviour of the moments as \(t \to \infty\).

**Theorem 4.** The moments \(m_1(t, x, \cdot) \in L^2(\mathbb{Z}^d)\) satisfy the following Cauchy problem in \(L^2(\mathbb{Z}^d)\):

\[
\frac{dm_1(t, x, \cdot)}{dt} = \mathcal{H} m_1(t, x, \cdot), \quad m_1(0, x, \cdot) = \delta_x(\cdot).
\]

This theorem allows us to obtain different differential equations by making use of the symmetry of the BRW.

**Theorem 5.** The moment \(m_1(t, x, y)\) satisfies both integral equations

\[
m_1(t, x, y) = p(t, x, y) + \sum_{j=1}^{N} \beta_j \int_0^t p(t - s, x, x_j) m_1(t - s, x_j, y) ds,
\]

\[
m_1(t, x, y) = p(t, x, y) + \sum_{j=1}^{N} \beta_j \int_0^t p(t - s, x_j, y) m_1(t - s, x, x_j) ds.
\]

Similarly, the moment \(m_1(t, x)\) satisfies both integral equations

\[
m_1(t, x) = 1 + \sum_{j=1}^{N} \beta_j \int_0^t p(t - s, x, x_j) m_1(s, x_j) ds, \quad (3.6)
\]

\[
m_1(t, x) = 1 + \sum_{j=1}^{N} \beta_j \int_0^t m_1(s, x, x_j) ds. \quad (3.7)
\]

The moments \(m_k(t, x, y)\) and \(m_k(t, x)\) for \(k > 1\) satisfy the equations

\[
m_k(t, x, y) = m_1(t, x, y) + \sum_{j=1}^{N} \int_0^t m_1(t - s, x, x_j) g_k^{(j)}(m_1(s, x_j, y), \ldots, m_{k-1}(s, x_j, y)) ds,
\]

\[
m_k(t, x) = m_1(t, x) + \sum_{j=1}^{N} \int_0^t m_1(t - s, x, x_j) g_k^{(j)}(m_1(s, x_j), \ldots, m_{k-1}(s, x_j)) ds.
\]

This theorem allows us to transition from differential equations to integral equations. It is later used to prove Theorem 7.
4. Properties of the operator $\mathcal{H}$. We call a BRW supercritical if the local and global numbers of particles $\mu_t(y)$ and $\mu_t$ grow exponentially. As was mentioned in the Introduction, one of the main results of this work is the equations \((1.3)\), from which it follows that a BRW with several branching sources is supercritical if the operator $\mathcal{H}$ has a positive eigenvalue $\lambda$. For this reason we dedicate this section to a further examination of the spectral properties of the operator $\mathcal{H}$.

We first mention an important statement proved in \([10, \text{Lemma 3.1.1}]\).

**Lemma 1.** The spectrum $\sigma(\mathcal{A})$ of the operator $\mathcal{A}$ is included in the half-line $(-\infty, 0]$. Also, since the operator $\sum_{j=1}^{N} \beta_j \Delta x_j$ is compact, $\sigma_{\text{ess}}(\mathcal{H}) = \sigma(\mathcal{A}) \subset (-\infty, 0]$, where $\sigma_{\text{ess}}(\mathcal{H})$ denotes the essential spectrum \([6]\) of the operator $\mathcal{H}$.

The following theorem provides a criterion of there being a positive eigenvalue in the spectrum of the operator $\mathcal{H}$.

**Theorem 6.** A number $\lambda > 0$ is an eigenvalue and $f \in l^2(\mathbb{Z}^d)$ is the corresponding eigenvector of the operator $\mathcal{H}$ if and only if the system of linear equations

$$f(x_i) = \sum_{j=1}^{N} \beta_j f(x_j) I_{x_j-x_i}(\lambda), \quad i = 1, \ldots, N$$

with respect to the variables $f(x_i)$, where

$$I_x(\lambda) := G_{\lambda}(x,0) = \frac{1}{(2\pi)^d} \int_{[-\pi,\pi]^d} \frac{e^{-i(\theta,x)}}{\lambda - \phi(\theta)} d\theta, \quad x \in \mathbb{Z}^d.$$  

has a non-trivial solution.

**Proof.** For $\lambda > 0$ to be an eigenvalue of the operator $\mathcal{H}$ it is necessary and sufficient that there be a non-zero element $f \in l^2(\mathbb{Z}^d)$ that satisfies the equation

$$(\mathcal{H} - \lambda I) f = \left(\mathcal{A} + \sum_{j=1}^{N} \beta_j \Delta x_j - \lambda I\right) f = 0.$$  

Since $(\Delta x_j f)(x) := f(x) \delta_{x_j}(x) = f(x_j) \delta_{x_j}(x)$, the preceding equality can be rewritten as follows:

$$(\mathcal{A} f)(x) + \sum_{j=1}^{N} \beta_j f(x_j) \delta_{x_j}(x) = \lambda f(x), \quad x \in \mathbb{Z}^d.$$  

By applying the Fourier transform to this equality, we obtain

$$\hat{(\mathcal{A} f)}(\theta) + \sum_{j=1}^{N} \beta_j \hat{f}(x_j)e^{i(\theta,x_j)} = \lambda \hat{f}(\theta), \quad \theta \in [-\pi,\pi]^d.$$  

(4.2)

Here the Fourier transform $\hat{\mathcal{A} f}$ of the function $(\mathcal{A} f)(x)$ is of the form $\phi \hat{f}$, where $\hat{f}$ is the Fourier transform of the function $f$, and the function $\phi(\theta)$ is defined by the equality \((2.5)\), see \([10, \text{Lemma 3.1.1}]\). With this in mind, we rewrite the equality \((4.2)\) as

$$\phi(\theta) \hat{f}(\theta) + \sum_{j=1}^{N} \beta_j \hat{f}(x_j)e^{i(\theta,x_j)} = \lambda \hat{f}(\theta), \quad \theta \in [-\pi,\pi]^d.$$  

(4.3)
or
\[
\hat{f}(\theta) = \frac{1}{\lambda - \phi(\theta)} \sum_{j=1}^{N} \beta_j f(x_j) e^{i(\theta, x_j)}, \quad \theta \in [-\pi, \pi]^d. \tag{4.3}
\]
Since \(\lambda > 0\) and \(\phi(\theta) \leq 0\), \(\int_{[-\pi, \pi]^d} |\lambda - \phi(\theta)|^{-2} d\theta < \infty\), which allows us to apply the inverse Fourier transform to (4.3):
\[
f(x) = \sum_{j=1}^{N} \beta_j f(x_j) I_{x_j - x}(\lambda), \quad x \in \mathbb{Z}^d. \tag{4.4}
\]
Finally, we note that any solution of the system (4.1) completely defines the function \(f(x)\) on the entirety of its domain by the formula (4.4), which proves the theorem. \(\square\)

**Corollary 1.** The number of positive eigenvalues of the \(\mathcal{H}\), counted with their multiplicity, does not exceed \(N\).

**Proof.** Suppose the contrary is true. Then there are at least \(N + 1\) linearly independent eigenvectors \(f_i\) of \(\mathcal{H}\). Since, as it was established in the proof of Theorem [6], the function \(f(x)\) satisfies the equality (4.4), where \(\beta_j > 0\) for all \(j\), and \(I_{x_j - x} > 0\) for all \(j\) and \(x\), the linear independence of the vectors \(f_i\) is equivalent to the linear independence of the vectors
\[
\hat{f}_i := (f_i(x_1), \ldots, f_i(x_N)), \quad i = 1, \ldots, N + 1.
\]
Given that such a set of \(N + 1\) vectors of dimension \(N\) is always linearly dependent, so is the initial set of the vectors \(f_i\), which contradicts our assumption. \(\square\)

Let us introduce the matrix
\[
G(\lambda) := \begin{pmatrix}
\beta_1 I_0(\lambda) & \beta_2 I_{x_2 - x_1}(\lambda) & \cdots & \beta_N I_{x_N - x_1}(\lambda) \\
\beta_1 I_{x_1 - x_2}(\lambda) & \beta_2 I_0(\lambda) & \cdots & \beta_N I_{x_N - x_2}(\lambda) \\
\vdots & \vdots & \ddots & \vdots \\
\beta_1 I_{x_1 - x_N}(\lambda) & \beta_2 I_{x_2 - x_N}(\lambda) & \cdots & \beta_N I_0(\lambda)
\end{pmatrix}. \tag{4.5}
\]

**Corollary 2.** A number \(\lambda > 0\) is an eigenvalue of \(\mathcal{H}\) if and only if \(1\) is an eigenvalue of the matrix \(G(\lambda)\), or, in other words, when the equality
\[
\det(G(\lambda) - I) = 0
\]
holds.

**Proof.** This statement is a reformulation of the sufficient and necessary condition for consistency of the system (4.1). \(\square\)

**Corollary 3.** Let \(\lambda_0 > 0\) be the largest eigenvalue of the operator \(\mathcal{H}\). Then \(\lambda_0\) is a simple eigenvalue of \(\mathcal{H}\), and \(1\) is the largest eigenvalue of the matrix \(G(\lambda_0)\).

**Proof.** Let us first demonstrate that if \(\lambda_0\) is the largest eigenvalue of the operator \(\mathcal{H}\), then \(1\) is the largest (by absolute value) eigenvalue of the matrix \(G(\lambda_0)\). Indeed, assume it is not the case.

It follows from Corollary 2 that \(\lambda_0 > 0\) is an eigenvalue of \(\mathcal{H}\) if and only if \(1\) is an eigenvalue of the matrix \(G(\lambda_0)\). By the Perron-Frobenius theorem, see [9, Theorem 8.4.4],
which is applicable to the matrix \( G(\lambda_0) \) since all its elements are strictly positive, the matrix \( G(\lambda_0) \) has a strictly positive eigenvalue that is strictly greater (by absolute value) than any other of its eigenvalues. We denote this dominant eigenvalue by \( \gamma(\lambda_0) \). Then \( \gamma(\lambda_0) > 1 \), since we assumed that 1 is not the largest eigenvalue of \( G(\lambda_0) \). Given that the functions \( I_{x_i-x_j}(\lambda) \) are continuous with respect to \( \lambda \), all elements of \( G(\lambda) \), and therefore all eigenvalues of \( G(\lambda) \) are continuous functions of \( \lambda \). Because for all \( i \) and \( j \) \( I_{x_i-x_j}(\lambda) \to 0 \) as \( \lambda \to \infty \), all eigenvalues of the matrix \( G(\lambda) \) tend to zero as \( \lambda \to \infty \). Therefore there is such a \( \hat{\lambda} > \lambda_0 \) that \( \gamma(\hat{\lambda}) = 1 \). Corollary \[4\] states that this \( \hat{\lambda} \) then has to be an eigenvalue of the operator \( \mathcal{H} \), which contradicts our initial assumption that \( \lambda_0 \) is the largest eigenvalue of \( \mathcal{H} \).

We have just proved that 1 is the largest eigenvalue of the matrix \( G(\lambda_0) \); it then follows from the Perron-Frobenius theorem that this eigenvalue is simple. Now, in order to complete the proof we only have to show that the eigenvalue \( \lambda_0 \) of the operator \( \mathcal{H} \) is also simple.

Assume it is not the case, and \( \lambda_0 \) is not simple. Then there are at least two linearly independent eigenvectors \( f_1 \) and \( f_2 \) corresponding to the eigenvalue \( \lambda_0 \). We then can, by applying the equality \( (4.4) \) once again, see that the linear independence of the vectors \( f_1 \) and \( f_2 \) is equivalent to the linear independence of the vectors

\[
\hat{f}_i := (f_i(x_1), \ldots, f_i(x_N)), \quad i = 1, 2.
\]

It also follows from Theorem \[6\] and the definition of \( G(\lambda) \) that both vectors \( \hat{f}_i \) satisfy the system of linear equations \( (G(\lambda_0) - I)f = 0 \), which contradicts the simplicity of eigenvalue 1 of \( G(\lambda_0) \). This completes the proof.

We will also need the following result \[9\ Corollary 8.1.29].

**Lemma 2.** Let the elements of a matrix \( G \) and vector \( f \) be strictly positive. Let us also assume that \( (Gf)_i > f_i \) for all \( i = 1, \ldots, N \). Then the matrix \( G \) has an eigenvalue \( \gamma > 1 \).

**Corollary 4.** The largest eigenvalue \( \gamma(\lambda) \) of the matrix \( G(\lambda) \) is a continuous strictly decreasing function for \( \lambda > 0 \).

**Proof.** The continuity of \( \gamma(\lambda) \) follows from the fact that the elements of \( G(\lambda) \) are themselves continuous functions of \( \lambda \). We now prove the decreasing monotonicity of \( \gamma(\lambda) \). Assume the contrary: let there be such two numbers \( \lambda' > \lambda'' > 0 \) that \( \gamma(\lambda') \geq \gamma(\lambda'') > 0 \). We denote by \( f \) an eigenvector of \( G(\lambda') \) corresponding to the eigenvalue \( \gamma(\lambda') \). By the Perron-Frobenius theorem this vector can be chosen uniquely up to multiplication by a constant, and can furthermore be chosen to be strictly positive. Let us set

\[
G'' := \frac{1}{\gamma(\lambda')} G(\lambda''), \quad G' := \frac{1}{\gamma(\lambda')} G(\lambda').
\]

Then \( G'f = f \), and the largest eigenvalue of the matrix \( G'' \) does not exceed 1. Also, since all elements of the matrices \( G' \) and \( G'' \) are monotonously decreasing strictly positive functions of \( \lambda \), \( (G''f)_i > f_i \) for \( i = 1, \ldots, N \), which contradicts Lemma \[2\] and concludes the proof.

**Corollary 5.** Let the operator \( \mathcal{H} \) have an eigenvalue \( \lambda > 0 \). Consider the operator

\[
\mathcal{H}'' = \mathcal{A} + \sum_{j=1}^N \beta_j \Delta_{x_j}, \text{ with parameters } \beta_j, \quad i = 1, \ldots, N \text{ that satisfy the inequalities } \beta_j' \geq \beta_j \text{ for } j = 1, \ldots, N.
\]

Moreover, let there be such an \( i \) that \( \beta_i' > \beta_i \). Then the operator \( \mathcal{H}'' \) has an eigenvalue \( \lambda' > \lambda \).
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Proof. It suffices to show that the matrix $G'(\lambda)$ corresponding to the operator $\mathcal{H}'$ and defined according to (4.5) has an eigenvalue $1$ for some $\lambda' > \lambda$. Let us first demonstrate that the matrix $G'(\lambda)$ has an eigenvalue $1$.

Since we assumed $\lambda$ is an eigenvalue of the operator $\mathcal{H}$, it follows from Corollary 2 that $1$ is an eigenvalue of the matrix $G(\lambda)$. Now, as all elements of the matrix $G(\lambda)$ are strictly positive, by applying the Perron-Frobenius theorem we conclude that $G(\lambda)$ has the strictly largest (by absolute value) eigenvalue $\gamma \geq 1$ with a corresponding strictly positive eigenvector $f$. Therefore,

$$(G(\lambda)f)_i = \gamma f_i \geq f_i, \quad i = 1, \ldots, N, \quad (4.6)$$

By assumption, the following inequalities hold:

$$\beta'_j I_{x_i-x_j}(\lambda) \geq \beta_j I_{x_i-x_j}(\lambda) > 0, \quad i, j = 1, \ldots, N;$$

moreover,

$$\beta'_i I_{x_i-x_j}(\lambda) > \beta_i I_{x_i-x_j}(\lambda) > 0.$$

It then follows from (4.6) that

$$(G'(\lambda)f)_i > \gamma f_i \geq f_i, \quad i = 1, \ldots, N.$$

We now obtain from Lemma 2 that the matrix $G'(\lambda)$ has an eigenvalue $\gamma' > 1$. Since its largest eigenvalue $\gamma(\lambda)$ is a continuous function of $\lambda$ that tends to zero as $\lambda \to \infty$, there is such a $\lambda' > \lambda$ that $\gamma(\lambda') = 1$. This completes the proof.

Corollary 6. Let the operator $\mathcal{H}$ have the largest eigenvalue $\lambda_0 > 0$. Consider the operator $\mathcal{H}' = \mathcal{A} + \sum_{j=1}^N \beta'_j I x_j$ with parameters $\beta'_i, i = 1, \ldots, N$ that satisfy the inequalities $\beta'_i \leq \beta_j$ for $j = 1, \ldots, N$. Moreover, let there be such an $i$ that $\beta'_i < \beta_i$. Then all eigenvalues of the operator $\mathcal{H}'$ are strictly less (by absolute value) than $\lambda_0$.

Proof. This statement immediately follows from the corollary above.

Lemma 3. Let $\mathcal{H}$ be a continuous self-adjoint operator on a separable Hilbert space $E$, the spectrum of which is a disjoint union of two sets: a finite (counting multiplicity) set of isolated eigenvalues $\lambda_i > 0$ and the remaining part of the spectrum which is included in $[-s, 0]$, $s > 0$. Then the solution $m(t)$ of the Cauchy problem

$$\frac{dm(t)}{dt} = \mathcal{H} m(t), \quad m(0) = m_0, \quad (4.7)$$

satisfies the condition

$$\lim_{t \to \infty} e^{-\lambda_0 t} m(t) = C(m_0),$$

where $\lambda_0 = \max_i \lambda_i$.

Proof. We denote by $V_{\lambda_i}$ the finite-dimensional eigenspace of $\mathcal{H}$ corresponding to the eigenvalue $\lambda_i$. Consider the projection $P_i$ of $\mathcal{H}$ onto $V_{\lambda_i}$, see [6]. Let

$$x_i(t) := P_i m(t),$$

$$v(t) := \left(I - \sum_i P_i\right) m(t) = m(t) - \sum_i x_i(t).$$
It is known, see [6], that all spectral operators $P_i$ and $(I - \sum P_i)$ commute with $\mathcal{H}$. Therefore

$$\frac{dx_i(t)}{dt} = P_i \mathcal{H} m(t) = \mathcal{H} x_i(t)$$

$$\frac{dv(t)}{dt} = (I - \sum P_i) \mathcal{H} m(t) = (I - \sum P_i) \mathcal{H} (I - \sum P_i) v(t).$$

As $x_i(t) \in V_{\lambda_i}$, we can see that $\mathcal{H} x_i(t) = \lambda_i x_i(t)$, from which it follows that $x_i(t) = e^{\lambda_i t} x_i(0)$. Also, since the spectrum of the operator $\mathcal{H}_0 := (I - \sum P_i) \mathcal{H} (I - \sum P_i)$ is included into the spectrum of $\mathcal{H}$ and does not contain any of the isolated eigenvalues $\lambda_i$, it is included into $[-s, 0]$. From this we obtain $|v(t)| \leq |v(0)|$ for all $t \geq 0$, see [10] Lemma 3.3.5]. Therefore

$$m(t) = \sum_i e^{\lambda_i t} P_i m(0) + v(t), \quad (4.8)$$

and the proof is complete.

**Remark 2.** Let $\lambda_0$ be the largest eigenvalue of the operator $\mathcal{H}$. Then due to (4.8) $C(m_0) = P_0 m(0)$. Therefore $C(m_0) \neq 0$ if and only if the orthogonal projection $P_0 m(0)$ of the initial value $m_0 = m(0)$ onto the eigenspace corresponding to the eigenvalue $\lambda_0$ is non-zero.

If the eigenvalue $\lambda_0$ of the operator $\mathcal{H}$ is simple and $f$ is a corresponding eigenvector, the projection $P_0$ is defined by the formula $P_0 = \frac{\langle f, f \rangle}{\langle f, f \rangle} f$, where $\langle \cdot, \cdot \rangle$ is the scalar product in the Hilbert space $E$. In cases when this $\lambda_0$ is not simple, describing the projection $P_0$ is a significantly more difficult task.

We remind the reader that we proved the simplicity of the largest eigenvalue of $H$ above, which allows us to bypass this complication.

**Theorem 7.** Let the operator $\mathcal{H}$, defined as in (2.4) with parameters $\{\beta_i\}_{i=1}^N$, have a finite (counting multiplicity) number of positive eigenvalues. We denote the largest of them by $\lambda_0$, and the corresponding normalized vector by $f$. Then for all $n \in \mathbb{N}$ and $t \to \infty$ the following limit statements hold:

$$m_n(t, x, y) \sim C_n(x, y) e^{n\lambda_0 t}, \quad m_n(t, x) \sim C_n(x) e^{n\lambda_0 t}, \quad (4.9)$$

where

$$C_1(x, y) = f(y) f(x), \quad C_1(x) = f(x) \frac{1}{\lambda_0} \sum_{j=1}^N \beta_j f(x_j),$$

and for $n \geq 2$ the functions $C_n(x, y)$ and $C_n(x) > 0$ are defined by the equalities below:

$$C_n(x, y) = \sum_{j=1}^N g_n^{(j)}(C_1(x_j, y), \ldots, C_{n-1}(x_j, y)) D_n^{(j)}(x),$$

$$C_n(x) = \sum_{j=1}^N g_n^{(j)}(C_1(x_j), \ldots, C_{n-1}(x_j)) D_n^{(j)}(x),$$

where $g_n^{(j)}$ are the functions defined in (3.5) and $D_n^{(j)}(x)$ are certain functions that satisfy the estimate $|D_n^{(j)}(x)| \leq \frac{2}{n \lambda_0}$ for $n \geq n_*$ and some $n_* \in \mathbb{N}$.  
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Proof. For \( n \in \mathbb{N} \) we introduce the functions

\[ \nu_n := m_n(t, x, y)e^{-n\lambda_0 t}. \]

We obtain from Theorem 3 (see equations (3.3) and (3.4) for \( m_n \)) the following equations for \( \nu_n \):

\[
\frac{d\nu_n}{dt} = \mathcal{H}\nu_n - \lambda_0 \nu_n, \\
\frac{d\nu}{dt} = \mathcal{H}\nu_n - n\lambda_0 \nu_n + \sum_{j=1}^{N} H_{x, y}^{(j)} (\nu_1, \ldots, \nu_{n-1}), \quad n \geq 2,
\]

the initial values being \( \nu_n(0, \cdot, y) = \delta_y(\cdot), n \in \mathbb{N} \).

Since \( \lambda_0 \) is the largest eigenvalue of \( \mathcal{H} \), for \( n \geq 2 \) the spectrum of the operator \( \mathcal{H}_n := \mathcal{H} - n\lambda_0 I \) is included into \((-\infty, -(n-1)\lambda_0]\). As it was shown, for example, in \([10, p. 58]\), if the spectrum of a continuous self-adjoint operator \( \mathcal{H} \) on a Hilbert space is included into \((-\infty, -s], s > 0, \) and also \( f(t) \to f_* \) as \( t \to \infty \), then the solution of the differential equation

\[ \frac{d\nu}{dt} = \mathcal{H}\nu + f(t) \]

satisfies the condition \( \nu(t) \to -\mathcal{H}^{-1}f_* \). For this reason for \( n \geq 2 \) we obtain

\[
C_n(x, y) = \lim_{t \to \infty} \nu_n = -\sum_{j=1}^{N} (\mathcal{H}_n^{-1} H_{x, y}^{(j)}(C_1(\cdot, y), \ldots, C_{n-1}(\cdot, y))) (x) = \\
-\sum_{j=1}^{N} g_n^{(j)}(C_1(x, y), \ldots, C_{n-1}(x, y))(\mathcal{H}_n^{-1}\delta_{x_j}(\cdot))(x).
\]

Let us now prove the existence of such a natural number \( n_* \) that for all \( n \geq n_* \) the estimates

\[ D_n^{(j)}(x) := |(\mathcal{H}_n^{-1}\delta_{x_j}(\cdot))(x)| \leq \frac{2}{n\lambda_0} \]

hold. We first evaluate the norm of the operator \( \mathcal{H}_n^{-1} \). For this purpose, let us introduce two vectors \( x \) and \( u \) such that \( u = \mathcal{H}_n x = \mathcal{H} x - n\lambda_0 x \). Then \( \|u\| \geq n\lambda_0\|x\| - \|\mathcal{H}x\| \geq (n\lambda_0 - \|\mathcal{H}\|)\|x\| \), hence \( \|\mathcal{H}_n^{-1}u\| = \|x\| \leq \|u\|/ (n\lambda_0 - \|\mathcal{H}\|) \), and therefore for all \( n \geq n_* = 2\lambda_0^{-1}\|\mathcal{H}\| \) the estimate

\[ \|\mathcal{H}_n^{-1}\| \leq \frac{2}{n\lambda_0} \]

holds. From this we conclude that

\[ |(\mathcal{H}_n^{-1}\delta_{x_j}(\cdot))(x)| \leq \|\mathcal{H}_n^{-1}\delta_{x_j}(\cdot)\| \leq \|\mathcal{H}_n^{-1}\|\|\delta_{x_j}(\cdot)\| \leq \frac{2}{n\lambda_0}, \quad n \geq n_* . \]

Let us now turn to estimating the asymptotic behaviour of particle number moments. It follows from \([3.7]\) that as \( t \to \infty \) the following asymptotic equivalences hold:

\[ m_1(t, x) \sim \sum_{j=1}^{N} \beta_j \int_{0}^{t} m_1(s, x, x_j) \, ds \sim \sum_{j=1}^{N} \frac{\beta_j}{\lambda_0} m_1(t, x, x_j). \quad (4.10) \]
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Since the function $m_1(t, x, 0)$ exhibits exponential growth as $t \to \infty$, the function $m_1(t, x)$ will display the same behaviour.

We can now infer the asymptotic behaviour of the higher moments $m_n(t, x)$ for $n \geq 2$ from the equations (3.4) in much the same way it was done above for the higher moments $m_n(t, x, y)$.

We now proceed to prove the equalities for $C_1(x, y) \text{ and } C_1(x)$. By Corollary 3 the eigenvalue $\lambda_0$ is simple, from which it follows, according to Remark 2, that

$$C_1(x, y) = \lim_{t \to \infty} e^{-\lambda_0 t} m_1(t, x, y) = Pm_0 = (m_1(0, x, y), f) f(x).$$

But $m_1(0, x, y) = \delta_y(x)$, therefore

$$C_1(x, y) = (m_1(0, x, y), f) f(x) = f(y)f(x).$$

We also obtain from (4.10) that

$$C_1(x) = \frac{1}{\lambda_0} \sum_{j=1}^N \beta_j C_1(x, x_j) = f(x) \frac{1}{\lambda_0} \sum_{j=1}^N \beta_j f(x_j),$$

which concludes the proof.

**Corollary 7.** $C_n(x, y) = \psi^n(y) C_n(x)$, where $\psi(y) = \frac{\lambda_0 f(y)}{\sum_{j=1}^N \beta_j f(x_j)}$.

**Proof.** We prove the corollary by induction on $n$. The induction basis for $n = 1$ holds due to Theorem 7. Let us now deal with the induction step: according to Theorem 7

$$C_{n+1}(x, y) = \sum_{j=1}^N g_{n+1}^{(j)}(C_1(x, y), \ldots, C_n(x, y)) D_{n+1}^{(j)}(x),$$

$$C_{n+1}(x) = \sum_{j=1}^N g_{n+1}^{(j)}(C_1(x), \ldots, C_n(x)) D_{n+1}^{(j)}(x);$$

so it suffices to prove that for all $j$ the equalities

$$g_{n+1}^{(j)}(C_1(x, y), \ldots, C_n(x, y)) = \psi^{n+1}(y) g_{n+1}^{(j)}(C_1(x), \ldots, C_n(x))$$

hold. As it follows from the definition and the induction hypothesis,

$$g_{n+1}^{(j)}(C_1(x, y), \ldots, C_n(x, y)) =$$

$$= \sum_{r=2}^{n+1} \frac{\beta_j^{(r)}}{r!} \sum_{i_1, \ldots, i_r > 0, i_1 + \ldots + i_r = n+1} n! \frac{C_{i_1}(x, y) \cdots C_{i_r}(x, y)}{i_1! \cdots i_r!} =$$

$$= \psi^{n+1}(y) \sum_{r=2}^{n+1} \frac{\beta_j^{(r)}}{r!} \sum_{i_1, \ldots, i_r > 0, i_1 + \ldots + i_r = n+1} n! \frac{C_{i_1}(x, y) \cdots C_{i_r}(x, y)}{i_1! \cdots i_r!},$$

which proves the corollary. 

\[\square\]
We need a few auxiliary lemmas. Let us introduce the function
\[ f(n, r) := \sum_{i_1, \ldots, i_r > 0; i_1 + \cdots + i_r = n} i_1^{i_1} \cdots i_r^{i_r}, \quad 1 \leq r \leq n. \] (5.1)

**Lemma 4.** \( f(n, n) = 1 \) and \( f(n, 1) = n^n \); for \( 2 \leq r \leq n \) the following formula holds:
\[ f(n, r) = \sum_{u=1}^{n-r+1} u^r f(n-u, r-1). \]

**Proof.** To prove the lemma, group all addends in (5.1) by the possible values of \( i_1 \); since \( 1 \leq i_1 \leq n-r+1 \),
\[ f(n, r) = \sum_{i_1=1}^{n-r+1} i_1^{i_1} \sum_{i_2, \ldots, i_r > 0; i_2 + \cdots + i_r = n-i_1} i_2^{i_2} \cdots i_r^{i_r} = \sum_{u=1}^{n-r+1} u^r f(n-u, r-1), \]
which completes the proof.

**Lemma 5.** The function \( g(x) = x^r (n-x)^{n-r}, x \in [1, n-1] \), attains its maximum at the ends of its domain.

**Proof.** By applying the logarithm to both sides of the equation above, we obtain
\[ \ln g(x) = x \ln x + (n-x) \ln(n-x), \]
from which it follows that
\[ (\ln g(x))' = \frac{\ln x + 1 - \ln(n-x) - 1 = \ln x - \ln(n-x)}. \]
This means that \( (\ln g(x))' < 0 \) for \( x < \frac{n}{2} \), and \( (\ln g(x))' > 0 \) for \( x > \frac{n}{2} \). Therefore, the function \( g(x) \) is decreasing when \( x < \frac{n}{2} \) and increasing when \( x > \frac{n}{2} \), which concludes the proof.

**Remark 3.** The lemma above holds for any other intercept included in the original domain \([1, n-1]\) (with the only difference being that the function’s values at the ends of the new intercept can be different.)

**Lemma 6.** For all \( n \geq 2 \) the inequality \( f(n, 2) < 6(n-1)^{n-1} \) holds.

**Proof.** We prove the lemma by induction on \( n \). The induction basis for \( n = 2 \) and \( n > 3 \) holds: \( f(2, 2) = 1 < 6, f(3, 2) = 4 < 24 \).

Let us now turn to the induction step: to complete the proof, we have to show that the statement of the lemma holds for any \( n > 3 \) if it holds for all the preceding values of \( n \). By applying Lemmas 4 and 5 and evaluating the sum by the maximum term multiplied by their number, we obtain
\[ f(n, 2) = \sum_{u=1}^{n-2+1} u^n f(n-u, 2-1) = \]
\[ = \sum_{u=1}^{n-1} u^n (n-u)^{n-u} = 2(n-1)^{n-1} + \sum_{u=2}^{n-2} u^n (n-u)^{n-u} \leq \]
\[ \leq 2(n-1)^{n-1} + 4(n-3)(n-2)^{n-2} < 6(n-1)^{n-1}, \]
which concludes the proof.
**Lemma 7.** For all $n \geq 3$ the inequality $f(n, 3) < 6(n - 1)^{n-1}$ holds.

**Proof.** We prove the lemma by induction on $n$. The induction basis for $n > 3$ holds: $f(3, 3) = 1 < 24$.

As for the inductive step, according to Lemma 6

$$f(n, 3) = \sum_{u=1}^{n-2} u^n f(n-u, 2) \leq 6 \sum_{u=1}^{n-2} u^n(n-u-1)^{n-u-1} \leq 6(n-2)^{n-2}(n-2) = 6(n-2)^{n-1} < 6(n-1)^{n-1},$$

which completes the proof. 

**Lemma 8.** For all $n \geq 2$ and $r \geq 2$ the inequality $f(n, r) < 6(n - 1)^{n-1}$ holds.

**Proof.** We prove the lemma by induction on $n$. The induction basis and the cases $r = 2$ and $r = 3$ were considered in Lemmas 6 and 7.

We can therefore assume that $r \geq 4$. Let us now prove the inductive step. By Lemma 4

$$f(n, r) = \sum_{u=1}^{n-r+1} u^n f(n-u, r-1) \leq 6 \sum_{u=1}^{n-r+1} u^n(n-u-1)^{n-u-1}.$$ (5.2)

It follows from Lemma 5 that the function $g(u) := u^n(n-u-1)^{n-u-1}$ attains its maximum value at (one of) the ends of the intercept $[1, n-r+1]$. These values are

$$g(1) = (n-2)^{n-2}, \quad g(n-r+1) = (n-r+1)^{n-r+1}(r-2)^{r-2}.$$ Consider $g(n-r+1)$. By applying Lemma 5 once again, we obtain $h(r) := g(n-r+1)$ attains its maximum value at (one of) the ends of the intercept $[3, n]$, these values being

$$h(3) = (n-2)^{n-2}, \quad h(n) = (n-2)^{n-2}.$$ So the largest term in the right-hand side of (5.2) is $g(1) = (n-2)^{n-2}$. Therefore,

$$6 \sum_{u=1}^{n-r+1} u^n(n-u-1)^{n-u-1} \leq 6(n-r+1)(n-2)^{n-2} < 6(n-1)^{n-1},$$

which concludes the proof.

**Lemma 9.** There is such a constant $C > 0$ that for all $n \geq 2$ the inequality

$$f(n, r) < C \frac{n^n}{r^{r-1}}$$ (5.3)

holds.

**Proof.** We first introduce the quantities

$$n_1 = \max \{ n \in \mathbb{N} : 6^6(n-5)^{n-5} \geq 4^4(n-3)^{n-3} \}, \quad (5.4)$$

$$n_2 = \max \{ n \in \mathbb{N} : 283(n-2)^{n-2} \geq (n-1)^{n-1} \}. \quad (5.5)$$
\[
\begin{align*}
n_3 &= \max \left\{ n \in \mathbb{N} : \left( 1 + \frac{2}{n - 1} \right)^{n-1} \leq 2e \right\}, \quad (5.6) \\
\hat{n} &= \max\{n_1, n_2, n_3\} \quad (5.7)
\end{align*}
\]

and then the following sets of ordered pairs \((n, r)\):
\[
\begin{align*}
\mathbb{D} &= \{(n, r) : 2 \leq r \leq n\}, \\
\mathbb{D}_1 &= \{(n, r) : 2 \leq r \leq n \leq \hat{n}\}, \\
\mathbb{D}_2 &= \{(n, r) : 2 \leq r \leq 6, \ r \leq n\}, \\
\mathbb{D}_3 &= \{(n, r) : r = n \text{ or } r = n - 1\}, \\
\tilde{\mathbb{D}} &= \mathbb{D}_1 \cup \mathbb{D}_2 \cup \mathbb{D}_3.
\end{align*}
\]

It can easily be seen that \(n_1, n_2, n_3 < \infty\); in fact, \(\hat{n} = 106\). Therefore, the set \(\mathbb{D}_1\) contains a finite number of pairs, and we can pick a large enough \(C\) for \((5.3)\) to hold for all pairs from this set.

As follows from Lemma 8, the same can be said of the set \(\mathbb{D}_2\). Indeed, since for all \(n \geq r \geq 2\) the inequality \(f(n, r) < 6(n - 1)^{n-1}\) is true, we obtain
\[
\begin{align*}
f(n, 2) &< 6(n - 1)^{n-1} = 6 \cdot 2^{2-1}(n - 1)^{n-1} 2^{2-1} \\
f(n, 3) &< 6(n - 1)^{n-1} = 6 \cdot 3^{3-2}(n - 1)^{n-1} 3^{3-2} \\
&\quad \vdots \\
f(n, 6) &< 6(n - 1)^{n-1} = 6 \cdot 6^{6-1}(n - 1)^{n-1} 6^{6-1}.
\end{align*}
\]

Therefore, for \(C \geq 6^6\) \((5.3)\) holds for any pair from the set \(\mathbb{D}_2\).

Finally, \((5.3)\) also holds for any pair from \(\mathbb{D}_3\) with \(C \geq 1/2\), because by definition the following inequalities are true:
\[
\begin{align*}
f(n, n) &= 1 < \frac{Cn^n}{r^{r-1}} = Cn, \\
f(n, n-1) &= 2(n - 1) < \frac{Cn^n}{r^{r-1}} = \frac{Cn^n}{(n - 1)^{n-2}}.
\end{align*}
\]

From this it follows that the constant \(C\) can be chosen large enough for \((5.3)\) to hold for any element of the set \(\tilde{\mathbb{D}}\). In addition, we set it to be large enough for the inequality to hold for all ordered pairs \((n + 1, r) \in \tilde{\mathbb{D}} \setminus \tilde{\mathbb{D}}\), which can be done due to the number of these pairs being finite. We now fix \(C\) according to these considerations.

Consequently, to complete the proof we only have to demonstrate that for the \(C\) chosen above \((5.3)\) holds for all \((n, r) \in \tilde{\mathbb{D}} \setminus \tilde{\mathbb{D}}\). We do this by induction on \(n\), proving the statement on every step for all \(r\) such that \((n, r) \in \tilde{\mathbb{D}} \setminus \tilde{\mathbb{D}}\).

By the definition of \(\hat{n}\) (see \((5.7)\)) and thanks to the choice of \(C\) we can use \(n = \hat{n} + 1\) as induction basis. We now turn to the induction step: we assume that for some \(n \geq \hat{n} + 1\) the statement of the lemma holds for all ordered pairs \((n, r) \in \tilde{\mathbb{D}} \setminus \tilde{\mathbb{D}}\) and prove that it then holds for all pairs \((n + 1, r) \in \tilde{\mathbb{D}} \setminus \tilde{\mathbb{D}}\).

By Lemma 4 and the induction hypothesis
\[
f(n + 1, r) = \sum_{u=1}^{n-r+2} u^n f(n + 1 - u, r - 1) < \frac{C}{(r - 1)^{r-2}} \sum_{u=1}^{n-r+2} u^n (n + 1 - u)^{n-u+1}.
\]
We note that
\[
\sum_{u=1}^{n-r+2} u^n(n+1-u)^{n-u+1} = n^n + 4(n-1)^{n-1} + 27(n-2)^{n-2} + \sum_{u=4}^{n-r+2} u^n(n+1-u)^{n-u+1}. \tag{5.8}
\]

In order to evaluate the sum in the right-hand side of the equation, we point out that by Lemma 5 the terms \(k(u) := u^n(n+1-u)^{n-u+1}\) in the sum attain their maximum values at the ends of \([4, n-r+2]\); these values are
\[
k(4) = 4^4(n-3)^{n-3}, \quad k(n-r+2) = (n-r+2)^{n-r+2}(r-1)^{r-1}.
\]

To find out which one of these two values \(k(4)\) and \(k(n-r+2)\) is greater, consider the function
\[
l(r) := (n-r+2)^{n-r+2} \cdot (r-1)^{r-1}.
\]

Since \((n,r) \notin \tilde{D}\), \((n,r) \notin D_2 \cup D_3\). Therefore, \(r \in [7,n-2]\), and the function \(l(r)\) assumes its maximum value at the ends of \([7,n-2]\); these values are
\[
l(7) = 6^6(n-5)^{n-5}, \quad l(n-2) = 4^4(n-3)^{n-3},
\]
and we have to find out, once again, which one of them is larger.

Again, since \((n,r) \notin \tilde{D}\), \((n,r) \notin D_1\), and \(6^6(n-5)^{n-5} < 4^4(n-3)^{n-3}\). Therefore, \(l(7) \leq l(n-2)\), from which we obtain
\[
k(u) := u^n(n+1-u)^{n-u+1} \leq 4^4(n-3)^{n-3} \quad \text{for} \quad n \in [4, n-r+2]. \tag{5.9}
\]

We can now finally evaluate the sum in the right-hand side of (5.8). Since none of the terms \(u^n(n+1-u)^{n-u+1}\) for \(u \in [4, n-r+2]\) in the right-hand side of (5.8) exceed \(4^4(n-3)^{n-3}\), and the number of these terms does not exceed \(n-8\),
\[
\sum_{u=4}^{n-r+2} u^n(n+1-u)^{n-u+1} \leq 4^4(n-8)(n-3)^{n-3} \leq 4^4(n-2)^{n-2}. \tag{5.10}
\]

We therefore obtain from (5.8) and (5.10) that
\[
\sum_{u=1}^{n-r+2} u^n(n+1-u)^{n-u+1} \leq n^n + 4(n-1)^{n-1} + 27(n-2)^{n-2} + 4^4(n-2)^{n-2} =
\]
\[
= n^n + 4(n-1)^{n-1} + 283(n-2)^{n-2}.
\]

Since \((n,r) \notin \tilde{D}\), \((n,r) \notin D_1\), \(283(n-2)^{n-2} < (n-1)^{n-1}\), which allows us to rewrite the previous inequality as follows:
\[
\sum_{u=1}^{n-r+2} u^n(n+1-u)^{n-u+1} \leq n^n + 4(n-1)^{n-1} + 283(n-2)^{n-2} \leq n^n + 5(n-1)^{n-1}.
\]

Consequently,
\[
f(n+1,r) \leq \frac{C}{(r-1)^{r-2}} \left[ n^n + 5(n-1)^{n-1} \right] =
\]
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This allows us to rewrite (5.11) as follows:

\[
\frac{r^{r-1}}{(r-1)^{r-2}} \cdot \frac{n^n}{(n+1)^{n+1}} = \left(1 + \frac{1}{n}\right)^{r-1} \cdot (n+1)^n \cdot \frac{r-1}{n}.
\]

It is obvious that

\[
\frac{r^{r-1}}{(r-1)^{r-2}} \cdot \frac{n^n}{(n+1)^{n+1}} = \left(1 + \frac{1}{n}\right)^{r-1} \cdot (n+1)^n \cdot \frac{r-1}{n}.
\]

Since the function \((1 + \frac{1}{n})^x\) is monotonically increasing,

\[
\frac{(1 + \frac{1}{n})^{r-1}}{(1 + \frac{1}{n})^n} \cdot \frac{r-1}{n} < \frac{r-1}{n}.
\]

Now, as

\[
\frac{r^{r-1}}{(r-1)^{r-2}} \cdot 5(n-1)^{n-1} = 5 \frac{(1 + \frac{1}{n})^{r-1}}{(1 + \frac{2}{n-1})^{n-1}} \cdot (n+1)^2
\]

and as the function \((1 + \frac{1}{n})^x\) is also monotonically increasing,

\[
5 \frac{(1 + \frac{1}{n})^{r-1}}{\left(1 + \frac{2}{n-1}\right)^n} \cdot \frac{r-1}{(n+1)^2} \leq \frac{5}{2} \frac{1}{2n+1},
\]

because \((n, r) \notin \overline{D}\) and therefore, \((n, r) \notin D_1\), from which we obtain \((1 + \frac{2}{n-1})^{n-1} > 2e\). This allows us to rewrite (5.11) as follows:

\[
f(n+1, r) \leq \frac{C(n+1)^{n+1}}{r^{r-1}} \cdot \left[\frac{r-1}{n} + 5 \frac{1}{2n+1}\right] \leq \frac{C(n+1)^{n+1}}{r^{r-1}} \cdot \frac{r+3/2}{n} \leq \frac{C(n+1)^{n+1}}{r^{r-1}},
\]

where the last inequality follows from the fact that \((n, r) \notin \overline{D}\) and therefore, \((n, r) \notin D_3\), that is to say, \(r \leq n - 1\). This concludes the proof. \(\square\)

We now turn to proving Theorem \[1\].

Proof. Let us define the functions

\[
m(n, x, y) := \lim_{t \to \infty} \frac{m_n(t, x, y)}{m_1(t, x, y)} = \frac{C_n(x, y)}{C_1(x, y)}, \quad m(n, x) := \lim_{t \to \infty} \frac{m_n(t, x)}{m_1(t, x)} = \frac{C_n(x)}{C_1(x)};
\]

as follows from Theorem \[7\] and \(G_\lambda(x, y)\) being positive, these definitions are sound. Corollary \[7\] yields

\[
m(n, x, y) = m(n, x) = \frac{C_n(x, y)}{C_1(x, y)} = \frac{C_n(x)}{C_1(x)}.
\]

From these equalities and the asymptotic equivalences \(\[(4.9)\]\) we obtain the equalities \(\[(1.3)\]\) in Theorem \[1\] in terms of moment convergence of the random variables \(\xi(y) = \psi(y)\xi\) and \(\xi\).

For the random variables \(\xi(y)\) and \(\xi\) to be uniquely defined by their moments, it suffices to demonstrate, as was shown in \[10\], that Carleman’s criterion

\[
\sum_{n=1}^{\infty} m(n, x, y)^{-1/2n} = \sum_{n=1}^{\infty} m(n, x)^{-1/2n} = \infty \quad \text{(5.12)}
\]
holds. We establish below that the series for the moments \( m(n, x) \) diverges and that, therefore, said moments define the random variable \( \xi \) uniquely; the statement concerning \( \xi(y) \) and its moments can be proved in much the same manner.

Since \( \beta_j^{(r)} = O(r! r^{-1}) \), there is such a constant \( D \) that for all \( r \geq 2 \) and \( j = 1, \ldots, N \) the inequality \( \beta_j^{(r)} < Dr! r^{-1} \) holds. We assume without loss of generality that for all \( n \)

\[
C_n(x) \leq \max_{j=1, \ldots, N} (C_n(x_j)) = (C_n(x_1)) .
\]

Let

\[
\gamma := 2N \cdot C \cdot D \cdot E \cdot \frac{\lambda_0 \beta_2}{2} \cdot C_1^2(x_1),
\]

where \( C \) is as defined in Lemma 9 and the constant \( E \) is such that \( C_n(x_1) \leq \gamma^{n-1} n! \) for \( n \leq \max \{ n_*, 2 \} \), where \( n_* \) is defined in Theorem 7.

Let us show by induction that

\[
C_n(x) \leq C_n(x_1) \leq \gamma^{n-1} n! .
\]

The induction basis for \( n = 1 \) is valid due to the choice of \( C \). To prove the inductive step, we will demonstrate that

\[
C_{n+1}(x) \leq C_{n+1}(x_1) \leq \gamma^n (n+1)! (n+1)^{n+1} .
\]

It follows from the formula for \( C_{n+1}(x_1) \) and the estimate for \( D_j^{(r)}(x) \) from Theorem 7 that

\[
C_{n+1}(x_1) \leq \sum_{j=1}^N \sum_{r=2}^{n+1} \beta_j^{(r)} \sum_{i_1, \ldots, i_r > 0} \frac{(n+1)!}{i_1! \cdots i_r!} C_{i_1}(x_1) \cdots C_{i_r}(x_1) \frac{2}{\lambda_0 (n+1)}. \]

By the induction hypothesis

\[
\frac{(n+1)!}{i_1! \cdots i_r!} C_{i_1}(x_1) \cdots C_{i_r}(x_1) \leq \gamma^{n+1-r} n! \gamma^{i_1} \cdots \gamma^{i_r};
\]

which, added to the fact that \( \beta_j^{(r)} < Dr! r^{-1} \) and \( \gamma^{n+1-r} \leq \gamma^{-1} \), yields

\[
\sum_{j=1}^N \sum_{r=2}^{n+1} \beta_j^{(r)} \sum_{i_1, \ldots, i_r > 0} \frac{(n+1)!}{i_1! \cdots i_r!} C_{i_1}(x_1) \cdots C_{i_r}(x_1) \leq N \gamma^{n-1} D(n+1)! \sum_{r=2}^{n+1} r^{r-1} \sum_{i_1, \ldots, i_r > 0} \gamma^{i_1} \cdots \gamma^{i_r} = N \gamma^{n-1} D(n+1)! \sum_{r=2}^{n+1} r^{r-1} f(n+1, r).
\]

We infer from Lemma 9 that
\[ N\gamma^{n-1} D(n+1)! \sum_{r=2}^{n+1} r^{-1} f(n+1, r) \leq N\gamma^{n-1}(n+1)! D \cdot C \sum_{r=2}^{n+1} (n+1)^{n+1} \leq N\gamma^{n-1} D \cdot C(n+1)!(n+1)^{n+2}. \]

Therefore, by referring to the definition of \( \gamma \) we obtain
\[ C_{n+1}(x) \leq \gamma^n(n+1)! (n+1)^n, \]
which completes the proof of the induction step.

Finally, since \( n! \leq \left( \frac{n+1}{2} \right)^n \), \( C_n(x) \leq \frac{n^2}{2^n} (n+1)^{2n} \). Thus,
\[ m(n, x) = \frac{C_n(x)}{C_1^n(x)} \leq \left( \frac{\gamma}{2C_1(x)} \right)^n (n+1)^{2n}, \]
from which it follows that
\[ \sum_{n=1}^{\infty} m(n, x)^{-1/2n} \geq \sqrt{\frac{2C_1(x)}{\gamma}} \sum_{n=1}^{\infty} \frac{1}{n+1} = \infty. \]

Thus the condition (5.12) holds, and the corresponding Stieltjes moment problem for the moments \( m(n, x) \) has a unique solution [8, Th. 1.11], and therefore the equalities (1.3) hold in terms of convergence in distribution. This completes the proof of Theorem 1.
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