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Abstract. We study a nonlinear bounded-confidence model (BCM) of continuous-time opinion dynamics on networks with both persuadable individuals and zealots. The model is parameterized by a scalar $\gamma$, which controls the steepness of a smooth influence function. This influence function encodes the relative weights that nodes place on the opinions of other nodes. When $\gamma = 0$, this influence function recovers Taylor’s averaging model; when $\gamma \to \infty$, the influence function converges to that of a modified Hegselmann–Krause (HK) BCM. Unlike the classical HK model, however, our sigmoidal bounded-confidence model (SBCM) is smooth for any finite $\gamma$. We show that the set of steady states of our SBCM is qualitatively similar to that of the Taylor model when $\gamma$ is small and that the set of steady states approaches a subset of the set of steady states of a modified HK model as $\gamma \to \infty$. For several special graph topologies, we give analytical descriptions of important features of the space of steady states. A notable result is a closed-form relationship between the stability of a polarized state and the graph topology in a simple model of echo chambers in social networks. Because the influence function of our BCM is smooth, we are able to study it with linear stability analysis, which is difficult to employ with the usual discontinuous influence functions in BCMS.

1. Introduction. Collective behavior plays a crucial role in shaping information flow, scientific progress, and political decision-making in human societies [4]. One major thread in the study of human collective behavior is modeling and analyzing opinion dynamics [52]. Opinion models encompass simplified social interactions in which agents form and/or refine opinions about a topic through interactions with other agents. Because humans interact with each other in networked settings, many opinion models situate agents on a graph (or on a more complicated network structure), with direct influence between agents who share an edge of the graph. These networked opinion models highlight the rich interplay between a system’s dynamics and network structure [57]. For discussions of models of opinion dynamics from different perspectives, see Bullo [13], Golubitsky and Stewart [33], Noorazar et al. [52], and Proskurnikov and Tempo [59].

One prominent model of opinion dynamics is the French–DeGroot (FD) model. The FD model has its roots in the work of French [28] on social power, and it was later generalized by DeGroot [23] to the study of consensus in a collection of rational agents. In the FD model, each agent (i.e., node) $i$ has a scalar opinion $x_i(t) \in \mathbb{R}$ at discrete time $t$. We encode the set of node opinions as an opinion vector (i.e., opinion state) $x(t) \in \mathbb{R}^n$, where $n$ is the number of agents. (In this paper, we use the terms “opinion vector” and “opinion state” interchangeably.) The action of a row-stochastic matrix $B \in \mathbb{R}^{n \times n}$ yields synchronous opinion updates in discrete time steps:

$$x(t+1) = Bx(t).$$

Typically, the matrix $B$ is a (possibly weighted) adjacency matrix, with an associated graph $G$ (which we assume is undirected), such that $b_{ij} > 0$ only if $(i, j)$ is an edge of $G$. (The FD model permits edges of weight 0.) The graph $G$ encodes a social network,
so we call it a social graph. The time-$(t + 1)$ opinion $x_i(t + 1)$ of node $i$ is a weighted average of the opinions of node $i$ and its neighbors at time $t$.

The Abelson model [1, 2] is a continuous-time variant of the FD model. It is given by the dynamical system

$$\dot{x}(t) = \tilde{B}x(t),$$

where $\tilde{B}$ is a matrix that depends on the underlying social graph $G$. For example, with the choice $\tilde{B} = B - I$, the dynamics of the Abelson model are qualitatively similar to those of the corresponding FD model. In particular, the steady states of these two models are identical. When $B$ or $\tilde{B}$ are irreducible, as often is the case for matrices that one obtains from a connected graph $G$, these models converge to a consensus steady state, which satisfies the property that $x_i = x_j$ for all agents $i$ and $j$. In studies of opinion models, it is common to investigate whether or not their dynamics converge to a steady state, the speed of such convergence, and whether or not the set of steady states includes a consensus state [52].

Although the FD and Abelson models often converge to consensus, it is rare to observe consensus in many real-world social systems [44]. This motivates the study of opinion models that exhibit enduring dissensus, which encompasses polarization (i.e., two major opinion groups at steady state), fragmentation (i.e., three or more major opinion groups at steady state), and other situations. The emergence of dissensus is not an inherently negative outcome, as the social utility of an opinion state depends on its context [42]. One approach to modeling persistent dissensus is to introduce agents whose opinions do not change with time; such agents are often called zealots or “stubborn agents”. The Friedkin–Johnsen (FJ) model generalizes the FD model to include zealots [29], and the Taylor model [64] analogously generalizes the Abelson model. In both extensions, the presence of at least two zealots with different opinions is sufficient to prevent global consensus at steady state. The introduction of zealots leads to rich behavior in a variety of opinion models, including naming-game models [65], voter models [48, 41], and Galam models [31, 46].

Another way to obtain dissensus in opinion dynamics is by incorporating complexities into the rules that govern interactions between agents. Hegselmann and Krause [34, 35, 36] incorporated a nonlinearity into the FD averaging model by introducing a “confidence bound” $\delta > 0$. In the Hegselmann–Krause (HK) model, which is a type of “bounded-confidence model” (BCM), the matrix $B$ is no longer fixed; it now depends on the opinion state $x$. In particular, $b_{ij} > 0$ only when agents $i$ and $j$ are adjacent (i.e., connected directly to each other in a network) and have opinions that satisfy $|x_i - x_j| < \delta$. A convenient way to express this idea is by defining an influence function $w : \mathbb{R}^2 \rightarrow \mathbb{R}$ with the formula

$$w(x_i, x_j) = \mathbb{I} [ |x_i - x_j| < \delta],$$

where $\mathbb{I}$ is the indicator function. The influence function $w(x_i, x_j) = 1$ if $|x_i - x_j| < \delta$ and $w(x_i, x_j) = 0$ otherwise. With this choice, we may write $b_{ij} = \hat{b}_{ij} w(x_i, x_j)$, where $\hat{b}_{ij}$ is the weight of the edge between nodes $i$ and $j$ when $|x_i - x_j| < \delta$. If we instead choose the constant influence function $w(x_i, x_j) = 1$, we obtain the Abelson model.

In the HK model, neighboring nodes with sufficiently different opinions do not interact with each other (or, at least, their opinions do not move closer to each other as a result of an interaction). The HK model converges to a limiting opinion vector (i.e., a steady state) in a finite number of time steps [25]. The Deffuant–Weisbuch
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(DW) BCM has a similar rule for opinion updates, but only two adjacent agents update their opinions in each time step [20]. Under suitable conditions, the DW model converges in expectation exponentially quickly in time to a steady state [16]. In both the HK and DW models, the structure of the steady state that occurs in a single simulation depends nontrivially on the confidence bound $\delta$, the topology of the underlying social graph $G$, and the initial node opinions [34, 47]. Because of the discontinuous dependence of interactions on the distances between node opinions, traditional linear stability analysis is typically unhelpful. See Ceragioli et al. [15] for analyses of the asymptotic behavior of a wide class of BCMs and rigorous characterizations of the conditions for existence and uniqueness of their steady states.

Some researchers have examined more complicated notions of stability, such as stability with respect to the introduction of new agents [10], in BCMs. It is also possible to formulate variants of BCMs that incorporate zealots, with consequences for the structure of their steady states. For example, Fu et al. [30] observed that introducing zealots into the HK model affects both the number of steady-state opinion groups and the size of the largest steady-state opinion group. Brooks and Porter [12] demonstrated numerically that the number of agents that agree with zealots at steady state depends nonmonotonically on the number of zealots.

In this paper, we present a parameterized, nonlinear, continuous-time model of opinion dynamics that interpolates smoothly between the Abelson model and the HK model. Our model is a sigmoidal bounded-confidence model (SBCM). Using our SBCM, we interpolate between an averaging model and a BCM as we vary its parameters. Our work complements several existing “smoothed” and otherwise continuous variants of the HK model. Yang et al. [70] considered a smooth influence function (also see [55]) as a numerical approximation of the HK model, and they examined convergence properties of the resulting model. Ceragioli and Frasca [14] carefully studied the role of the discontinuity in the HK model by considering sequences of “smooth” HK systems. Using this strategy, they proved that solutions of these smooth systems exist for all initial conditions, detailed qualitative similarities between the smoothed systems and the traditional HK model, and showed that sequences of solutions of the smoothed systems converge pointwise to solutions of the classical HK model. However, they did not consider the role of zealots, nor did they study the effect of changing the influence function on the qualitative structure of the space of steady states.

Several recent papers have analyzed networked opinion models with a variety of nonlinear influence functions. Franci et al. [26] and Bizyaeva et al. [9] formulated a flexible family of models and used tools from equivariant bifurcation theory to study consensus and dissensus behaviors that arise from particular system symmetries. Bonetto and Kojakhmetov [11] recently investigated the effects of symmetries on consensus for systems with nonlinear Laplacian dynamics. Devriendt and Lambiotte [24] studied the steady-state behavior of a gradient dynamical system whose dynamics are governed by an odd coupling function of the distance between node opinions. In [37], these authors and Homs-Dones studied the steady states of this system using effective-resistance techniques. They derived closed-form expressions for steady states on networks that are trees, cycles, or complete graphs. Neuhäuser et al. [51] examined the effects of nonlinear interaction functions on consensus dynamics on networks with three-node interactions. The model that we study is related to the nonlinear gradient systems that have arisen in other applications, including synchronization of coupled systems.

---

1. Linear stability analysis has been extended to piecewise-smooth dynamical systems [6].
2. Researchers have also studied a variety of continuous variants of the DW model [21, 22, 32].
oscillators [3, 62], collective behavior in animals [17, 50], and aggregation dynamics [7].

Our article proceed as follows. In Section 2, we define our SBCM on networks with zealots. Our SBCM’s influence function includes a tunable parameter \( \gamma \in \mathbb{R}_{\geq 0} \) with extreme values \( \gamma = 0 \) and \( \gamma \to \infty \) that correspond to the influence functions of the Abelson model and a modified HK model, respectively. In Section 3, we discuss the structure of the linearization of our SBCM. In Section 4, we study our SBCM’s steady states in the limiting cases \( \gamma = 0 \) and \( \gamma \to \infty \). We are concerned especially with the latter case, and we describe circumstances in which the steady states of our SBCM in this regime resemble steady states of the HK model. In Section 5, we examine the qualitative behavior of the space of steady states as one varies \( \gamma \). We do not give general results in this situation, but we are able to make progress for some special graph structures. We consider two special graph structures and give analytical descriptions of some properties of our SBCM’s steady states for these cases. A notable result is an analytical description of the relationship between network topology and the linear stability of polarized opinion states in a simple scenario that is motivated by echo chambers in social networks. We conclude in Section 6 with a discussion and suggestions for future work. In Appendix A, we indicate what software we employed and give a website with a code repository to reproduce our numerical experiments.

2. Our sigmoidal bounded-confidence model (SBCM). Let \( A \in \{0, 1\}^{n \times n} \) be the adjacency matrix of an undirected, unweighted graph \( G \) with a set \( N \) of \( n \) nodes. Nodes \( i \) and \( j \) are adjacent if \( a_{ij} = 1 \); when \( i \) and \( j \) are not adjacent, \( a_{ij} = 0 \). We use the notation \( i \sim j \) to indicate that nodes \( i \) and \( j \) are adjacent. We assume that \( G \) has no self-edges, so \( a_{ii} = 0 \) for all \( i \in N \).

An opinion state (or, equivalently, an opinion vector) of our SBCM is a vector \( x \in \mathbb{R}^n \). The entry \( x_i \) is the opinion of node \( i \). We write \( x = x(t) \) when we wish to emphasize the dependence of \( x \) on time \( t \). We assume that some subset \( Z \subset N \) of nodes are zealots; the opinions of these nodes are not influenced by other nodes. By contrast, the opinions of persuadable nodes \( P = N \setminus Z \) can change when they interact with other nodes.

We define opinion dynamics on \( A \) via an update operator \( F \) with components \( \{ f_i(x) \} \) that govern the time evolution of the system:

\[
\frac{dx_i}{dt} = f_i(x) \triangleq \begin{cases} 
\sum_j w(x_i, x_j)(x_j - x_i), & i \in P \\
0, & i \in Z,
\end{cases} \quad i \in P \setminus Z,
\]

where the influence function \( w : \mathbb{R}^2 \to \mathbb{R} \) encodes the susceptibility of nodes to each other’s opinions as a function of their current opinions.

In our SBCM, we consider the parameterized influence function

\[
w(x_i, x_j) \triangleq \begin{cases} 
1, & i \sim j \\
\frac{1}{1 + e^{(x_i - x_j)^2 - \gamma}}, & \text{otherwise},
\end{cases} \quad i \sim j
\]

where \( \gamma, \delta \in \mathbb{R}_{\geq 0} \). This function is a translated and reflected logistic sigmoid with respect to the square of the distance between node opinions.\(^3\) Heuristically, for adjacent nodes \( i \) and \( j \), the influence function \( w(x_i, x_j) \) is large when \( x_i \) and \( x_j \) are close

\(^3\)This sigmoidally smoothed influence function is similar to the one that was used by Okawa and Iwata [54] [see equation (8) of their paper] in their construction of a neural network that is informed by models of opinion dynamics. However, Okawa and Iwata did not further examine the properties of their model.
Fig. 1. (a) Examples of the influence function $w(x_i, x_j)$ with the confidence bound $\delta = 1$ for different values of the parameter $\gamma$. When $\gamma = 0$, all interaction weights are equal and independent of the distances between opinions. As $\gamma$ increases, there is an increase in the interaction strength between nodes $i$ and $j$ whose opinions satisfy $|x_j - x_i|^2 < \delta$. Conversely, as $\gamma$ increases, the interaction strength decreases between nodes whose opinions satisfy $|x_j - x_i|^2 > \delta$. (b) Examples of the influence on the opinion of a persuadable node as one increases $\gamma$. This influence of node $j$ on node $i$ depends on the product of the influence function $w(x_i, x_j)$ in the left panel and the distance $|x_j - x_i|$ in opinion space. When $\gamma = 0$, the influence is monotonic with respect to the opinion distance $|x_j - x_i|$; when $\gamma > 0$, the influence has a local maximum. 

in opinion space (i.e., when nodes $i$ and $j$ have similar opinions). One can interpret $w(x_i, x_j)$ as a weighting function that encodes the relative receptivity of nodes $i$ and $j$ to each other’s opinions. We collect these values in a matrix $W(x) \in \mathbb{R}^{n \times n}$. When an opinion state $x$ is clearly implied, we abbreviate the components of this matrix as $w_{ij} = w(x_i, x_j)$ and we abbreviate the matrix itself as $W = W(x)$. Additionally, $w(x_i, x_j)$ depends on $x_i$ and $x_j$ only through their absolute difference $|x_i - x_j|$. Therefore, we can define a function $\omega : \mathbb{R} \rightarrow \mathbb{R}$ through the relation $w(x_i, x_j) = \omega(|x_i - x_j|)$.

The parameter $\gamma$ controls the “sharpness” of the dependence of $w_{ij}$ on the squared distance $(x_i - x_j)^2$ (see Figure 1). Two limiting cases are of particular interest. When $\gamma = 0$, the function $w(x_i, x_j)$ is a constant and is thus independent of $x_i$ and $x_j$. By contrast, as $\gamma \rightarrow \infty$, the function $w_{ij}$ converges pointwise to a step function (with the step located at $\delta$) of the squared distance:

$$w(\infty)(x_i, x_j) = \lim_{\gamma \rightarrow \infty} w(x_i, x_j) = \begin{cases} 1, & (x_i - x_j)^2 < \delta \\ \frac{1}{\gamma}, & (x_i - x_j)^2 = \delta \\ 0, & (x_i - x_j)^2 > \delta. \end{cases}$$

These two limits correspond to well-known opinion models.

When $\gamma = 0$, equation (2.1) reduces to

$$\frac{dx_i}{dt} = \frac{1}{d_i} \sum_{j=1}^{n} (x_j - x_i),$$

where $d_i$ is the degree (i.e., the number of neighbors) of node $i$. This is a simple

---

The evolution of weights as a function of opinions as a feedback mechanism is reminiscent of the evolution of self-weights in the DeGroot–Friedkin model [38].
version of the Abelson model [1, 2]. In the absence of zealots, the only steady states of (2.4) on connected graphs are consensus states, in which all nodes hold the same opinion at stationarity and $x = x1$ [61].

In several of our arguments, it is useful to explicitly track the dependence of the update operator $F$ on $\gamma$. We do this by using the notation $F_\gamma$.

As long as $Z$ is not empty (i.e., when the graph $G$ has at least one zealot), equation (2.4) is an extension of the Abelson model that has been attributed to Taylor [64]. If $G$ is connected, equation (2.4) has a unique steady state [59]. This steady state is harmonic at all persuadable vertices in the sense that the opinion of each persuadable node is equal to the mean of the opinions of its neighbors [40]. We refer to this steady state, which we denote by $\bar{x}$, as the harmonic state because it is the discrete harmonic extension of zealot opinions to the rest of $G$ [5]. The harmonic state depends only on the zealot opinions [59], and equation (2.4) reaches this state regardless of the initial opinions of the persuadable nodes. The harmonic state coincides with the steady state of FD dynamics on a connected graph with zealots [56, 59].

When $\gamma \to \infty$, the update operator $F$ converges pointwise to the update operator of a continuous-time BCM with synchronous updating. This limiting model, with an update operator that we denote by $F_\infty$, is in the spirit of the well-known HK model [34, 35, 36]. Notably, there is a qualitative difference between the steady states of our SBCM as $\gamma \to \infty$ and those of the classical HK model. The limiting influence function (2.3) differs from the influence function in the HK model when $(x_i - x_j)^2 = \delta$. The HK model already possesses multiple steady states, and this modification introduces additional ones. As we will show in Section 4, as $\gamma \to \infty$, the set of linearly stable steady states of our SBCM converges to a subset of the steady states of the standard HK model. If a sequence of steady states of our SBCM converges to one of the additional steady states of the modified HK model that we obtain by using the modified influence function (2.3), then these steady states are linearly unstable for sufficiently large $\gamma$.

In Figure 2, we give two examples of the time evolution of our SBCM on a small graph. When $\gamma = 0$, the unique steady state is the harmonic state. In the harmonic state, the node opinions are scattered widely between the two zealots. As we increase $\gamma$, we also obtain other steady states, including sharply polarized ones.

3. Steady states and linear stability analysis: Basic results. We now examine the steady states of equation (2.1), which (for convenience) we also describe as "steady states of $F$". We present basic results about these states and their linear stability.

We explore the structure and stability of steady states of our SBCM by examining the linearization of equation (2.1) via the Jacobian matrix $J$ of $F$. We evaluate $J$ at a steady state $x$. We begin by separating $J$ into blocks with different combinations of persuadable nodes $P$ and zealots $Z$. We write

$$J = \begin{bmatrix} J_P & J_{PZ} \\ J_{ZP} & J_Z \end{bmatrix} = \begin{bmatrix} J_P & J_{PZ} \\ 0 & 0 \end{bmatrix}.$$  

The entries of the block $J_P$ are derivatives of the form $\partial f_i(x)/\partial x_j$ with $i, j \in P$, the entries of the block $J_{PZ}$ are derivatives of the form $\partial f_i(x)/\partial x_j$ (with $i \in Z$ and

---

5 One can write the Abelson model as $\dot{x} = D^{-1}Lx$, where $D$ is the diagonal matrix of node degrees and $L = D - A$ is the combinatorial graph Laplacian. Therefore, our model (2.1) extends one type of linear Laplacian dynamics. For several extensions of models of the form $\dot{x} = Lx$, see the generalized Laplacian-flow models of Bonetto and Kojakhmetov [11] and Srivastava et al. [63].
Fig. 2. Time evolution of node opinions for two different values of γ in the Zachary Karate Club graph [71]. We initialize the opinion of each persuadable node $i$ to be $x_i = 0$. When $γ = 0$, there is a unique steady state in which the nodes are scattered widely in opinion space. As $γ$ increases, sharply polarized steady states emerge. The solid curves show the opinion trajectories of persuadable nodes, and the dashed lines show the opinion trajectories of zealots.

Given the above structure of $J$, we focus our attention on $J_P$, which we evaluate at a steady state $\mathbf{x}$. Fix $i, j \in \mathcal{P}$. If $i \sim j$ and $i \neq j$, we know that $\frac{\partial f_i(\mathbf{x})}{\partial x_j} = 0$. Therefore, assume that $i \sim j$ and $i \neq j$. For convenience, we define the strength (i.e., weighted degree) of node $i$ to be $s_i \triangleq \sum_j w_{ij}$.

Entry $(i, j)$ of $J_P$ is

$$
\frac{\partial f_i(\mathbf{x})}{\partial x_j} = s_i \left( \frac{1}{s_i} \right) \left[ \sum_{k \sim i} w_{ik} (x_k - x_i) + \frac{1}{s_i} \sum_{k \sim i} \left( \frac{\partial w_{ik}}{\partial x_j} (x_k - x_i) + w_{ik} \frac{\partial x_k}{\partial x_j} \right) \right].
$$

Because $\mathbf{x}$ is a steady state of equation (2.1) by hypothesis, the first term vanishes. Therefore,

$$
(3.2) \quad \frac{\partial f_i(\mathbf{x})}{\partial x_j} = \frac{1}{s_i} \left( \frac{\partial w_{ij}}{\partial x_j} (x_j - x_i) + w_{ij} \right).
$$

This gives an expression for the off-diagonal entries of $J_P$. 

$j \in \mathcal{P}$, and the entries of the other blocks are analogous. The two lower blocks are identically 0 because the dynamics of equation (2.1) does not change the opinions of the zealots. The spectrum of $J$ thus consists of the spectrum of $J_P$ and a set of 0 eigenvalues that correspond to prohibited modifications of zealot opinions.
The diagonal entries are

\[ \frac{\partial f_i(x)}{\partial x_i} = \frac{1}{s_i} \sum_{k \sim i} \left( \frac{\partial w_{ik}}{\partial x_i} (x_k - x_i) - w_{ik} \right) \]

(3.3)

\[ = \frac{1}{s_i} \left[ \sum_{k \sim i, k \notin Z} \left( \frac{\partial w_{ik}}{\partial x_i} (x_k - x_i) - w_{ik} \right) + \sum_{k \notin i, k \in Z} \left( \frac{\partial w_{ik}}{\partial x_i} (x_k - x_i) - w_{ik} \right) \right]. \]

Thus far, we have refrained from using the functional form of \( w \) in equation (2.2). Indeed, in future work, it may be desirable to consider choices of \( w \) other than ours. Incorporating assumptions about the structure of \( w \) allows us to make further simplifications. If we suppose that \( w \) is a function of \( x_i \) and \( x_j \) only through \( x_i - x_j \) (as is the case in equation (2.2)), it follows that

\[ \frac{\partial w_{ik}}{\partial x_i} = -\frac{\partial w_{ik}}{\partial x_k}. \]

We then express the diagonal terms via the off-diagonal terms by writing

\[ \frac{\partial f_i(x)}{\partial x_i} = -\sum_{j \in Z} \frac{\partial f_i(x)}{\partial x_j} - \sum_{j \notin Z} \frac{\partial f_i(x)}{\partial x_j}. \]

To make further progress, we explicitly calculate the derivative

\[ \frac{\partial w_{ij}}{\partial x_j} = -2\gamma w_{ij} (1 - w_{ij})(x_j - x_i) \]

to obtain

\[ \frac{\partial f_i(x)}{\partial x_j} = \frac{w_{ij}}{s_i} \left[ 1 - 2\gamma(1 - w_{ij})(x_j - x_i)^2 \right]. \]

We now define several matrices, which we implicitly evaluate at the steady state \( x \). Let \( R_P(\gamma) \) be the matrix with entries \( r_{ij} = s_i \frac{\partial f_i}{\partial x_j} \), and let \( L_P(\gamma) \) be the combinatorial Laplacian matrix of \( R_P \). Entry \((i, j)\) of \( L_P(\gamma) \) is \( 1[i = j] \sum_{k \sim i} r_{ik} - r_{ij} \), where the indicator function \( 1[i = j] \) is 1 if \( i = j \) and is 0 otherwise. We collect the strengths \( s_i \) into a diagonal matrix \( S_P \), and let \( Z_P \) be the diagonal matrix with entries \( z_{ii} = s_i \) for \( i \in Z(\gamma) \). We then write the Jacobian matrix for the subgraph of persuadable nodes (i.e., the so-called “persuadable subgraph”) as

\[ J_P \triangleq \frac{\partial F}{\partial x} = -S_P^{-1} Z_P + L_P. \]

(3.4)

Because \( S_P^{-1} \) is symmetric and positive definite, its square root is well-defined and \( J_P \) is similar to the symmetric matrix \( S_P^{-1/2} M_P S_P^{-1/2} \), where \( M_P \triangleq -Z_P - L_P \). From this, we infer two important facts. First, the eigenvalues of \( J_P \) are real. Second, \( J_P \) is negative definite (respectively, negative semidefinite) if and only if \( M_P \) is negative definite (respectively, negative semidefinite).

Because the entries of \( R_P \) are not guaranteed to be nonnegative, \( L_P \) is not necessarily positive definite. However, one can write \( L_P \) as the difference between two positive-semidefinite matrices:

\[ L_P = L_P^{(1)} - 2\gamma L_P^{(2)}, \]
where $L^{(1)}_P$ is the combinatorial Laplacian of the matrix with entries $w_{ij}$ and $L^{(2)}_P$ is the combinatorial Laplacian of the matrix with entries $w_{ij}(1-w_{ij})(x_j - x_i)^2$.

The following proposition gives a sufficient condition for the existence of a positive eigenvalue of $J$.

**Proposition 1.** At a steady state $x$, suppose that there exists a node $i$ such that
\[(1 - w_{ij})(x_j - x_i)^2 > \frac{1}{2\gamma} \text{ for all } j \sim i.\]

It then follows that $J_P$ (and thus the Jacobian matrix $J$) at $x$ has at least one strictly positive eigenvalue.

**Proof.** Because $J_P$ and $M_P$ are similar matrices, it suffices to show that $M_P$ has a strictly positive eigenvalue. Let $\lambda$ be the largest eigenvalue of $M_P$. Because $M_P$ is symmetric, the Rayleigh–Ritz Theorem gives the lower bound $\lambda \geq v^T M_P v$ for any unit vector $v$. Choose $v = e_i$. Because $e_i^T M_P e_i = m_{ii}$, it suffices to check whether or not $M_P$ has any positive diagonal entries. The diagonal entries $m_{ii}$ are
\[m_{ii} = -\sum_{j \sim i} w_{ij} [1 - 2\gamma(1 - w_{ij})(x_j - x_i)^2].\]

If this sum is strictly positive, then we have proven the existence of a positive eigenvalue of $J$. A heavy-handed sufficient condition for this is that each individual term of the sum is positive. This condition is exactly
\[(1 - w_{ij})(x_j - x_i)^2 > \frac{1}{2\gamma} \text{ for all } j \sim i.\]

This proves the claim. □

Recall that a steady state $x$ is linearly unstable if $J$ at the steady state $x$ has at least one positive eigenvalue. If $x$ is a linearly stable steady state, it then follows that each node $i$ has a neighbor $j$ such that $(1 - w_{ij})(x_j - x_i)^2 < \frac{1}{2\gamma}$.

### 4. Limiting behavior.

In Section 2, we discussed the relationship between the update operator of our SBCM and those of other well-studied opinion models. When $\gamma = 0$, our SBCM reduces to the Taylor model, which encodes continuous-time averaging of the opinions of the nodes of a network. In the limit $\gamma \to \infty$, the SBCM update operator converges pointwise to that of an HK model. One can imagine, for sufficiently small $\gamma$, that our SBCM’s long-term dynamics resemble those of a continuous-time averaging model and, for sufficiently large $\gamma$, that its long-term dynamics resemble those of a continuous-time HK model. In this section, we give several precise statements that support this intuition.

#### 4.1. Small $\gamma$.

As we discussed in Section 2, when $\gamma = 0$, our SBCM is identical to the Taylor continuous-time averaging model [64]. In particular, there is a unique steady state, which is the harmonic state $\bar{x}$. The Implicit Function Theorem implies that small perturbations of $\gamma$ from 0 result in a qualitatively similar system in the sense that the perturbed system possesses a unique steady state that depends continuously on $\gamma$.

**Theorem 1.** Let $\mathcal{G}$ be a graph with persuadable nodes $1, \ldots, n$ and zealots $n + 1, \ldots, n + m$. Suppose that $\mathcal{G}$ has at least one zealot and that the persuadable subgraph $\mathcal{G}_P$ is connected. Let $\bar{x}$ be the unique solution of our SBCM with $\gamma = 0$ on $\mathcal{G}$. It follows that there exists $\epsilon > 0$ and a unique $C^1$ function $h : [0, \epsilon) \to \mathbb{R}^n$ such that the following statements hold:
1. The function \( h \) satisfies \( h(0) = \bar{x} \).
2. For all \( \gamma \in [0, \epsilon) \), equation (2.1) has a unique \( \gamma \)-dependent steady state \( x_\gamma \in \mathbb{R}^n \) and the relation \( h(\gamma) = x_\gamma \) holds.
3. For all \( \gamma \in [0, \epsilon) \), the steady state \( x_\gamma \) is linearly stable.

Proof. We apply the Implicit Function Theorem [49] to the function \( H : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^n \) that is given by \( H(\gamma, x) = F(x) \), where we explicitly treat the parameter \( \gamma \) in equation (2.1) as an argument of \( H \). It suffices to show that the Jacobian matrix of \( H \) has full rank when \( \gamma = 0 \). To demonstrate this, it suffices to verify that \( M_P \) (and thus \( J_P \)) is negative definite.

When \( \gamma = 0 \), the nonzero entries of the matrix \( R_P \) are \( r_{ij} = 1/2 \), so \( 2L_P \) is the combinatorial Laplacian matrix of the adjacency matrix \( A_P \) of the persuadable subgraph. The graph \( G_P \) is connected, by hypothesis, so \( L_P \) is positive semidefinite with a unique 0 eigenvalue that corresponds to the eigenvector \( 1 \). However, \( Z_P \) is also positive semidefinite. Additionally, \( 1^T Z_P 1 > 0 \) if there is at least one zealot. We infer that \( M_P = -(Z_P + L_P) \) is strictly negative definite and that it has full rank. By the Implicit Function Theorem, there exists a unique function on an open interval around \( \gamma = 0 \) that satisfies properties (1) and (2). Property (3) follows because \( M_P \) is negative definite on this interval.

In Figure 3, we illustrate Theorem 1 when \( G \) is the Zachary Karate Club graph [71]. We show (a) the harmonic state, (b) an example steady state from the family that is described by Theorem 1, and (c) the complete family of these steady states as a function of \( \gamma \).

4.2. Large \( \gamma \). In this subsection, we present two theorems about the behavior of equation (2.1) for large but finite values of \( \gamma \).

First, we use Proposition 1 to bound the extent to which a node can separate from its neighbors in opinion space at a steady state.

Theorem 2. Let \( x \) be a linearly stable steady state of equation (2.1) with parameters \( \gamma \) and \( \delta \). For each node \( i \in P \), there exists \( j \sim i \) such that

\[
|x_i - x_j| \leq \sqrt{\max\{\delta, \gamma^{-1}\}}.
\]

Proof. Fix a node \( i \in P \). Because \( x \) is linearly stable, by Proposition 1, each node \( i \) has a neighbor \( j \) such that \((1 - w_{ij})(x_j - x_i)^2 \leq \frac{1}{2\gamma} \). Expanding this condition yields

\[
(x_j - x_i)^2 \leq \frac{1}{2\gamma} \left( 1 + e^{-\gamma(x_i - x_j)^2 + \gamma\delta} \right).
\]

If \((x_i - x_j)^2 \leq \delta\), then the bound (4.1) holds. Now suppose that \((x_i - x_j)^2 > \delta\). The exponent in the right-hand side of (4.2) is negative, so the right-hand side is bounded above by \( \gamma^{-1} \). This again yields (4.1) and completes the proof.

Theorem 2 gives some insight into the structure of linearly stable steady states of equation (2.1) for large \( \gamma \). It is also natural to ask about the relationship between the steady states of our SBCM at large \( \gamma \) and the steady states of the HK model. Our next theorem shows that steady states of our SBCM converge to steady states of the HK model as \( \gamma \to \infty \).

Before proving the theorem, we establish some additional notation and discuss the convergence properties of \( F \). Fix the confidence bound \( \delta \). We use the notation \( F_\gamma \) to explicitly track the dependence of \( F \) on the parameter \( \gamma \). Let \( A'(\gamma) \) denote the
Fig. 3. (Top) Two steady states of our SBCM in the family that is described by Theorem 1 when \( G \) is the Zachary Karate Club graph for the confidence bound \( \delta = 0.5 \) and different values of \( \gamma \). The colors correspond to opinion states. We mark the two opposing zealots in the graph with thick black borders. (Bottom) The complete family of steady states, with dashed lines that mark the values of \( \gamma \) of the above graph visualizations. For \( \gamma \geq 1.9 \), the Jacobian matrix is singular and the guarantees of Theorem 1 no longer hold.

set of steady states \( x \) of our SBCM with parameter \( \gamma \). Let \( F_\infty \) denote the pointwise limit \( \lim_{\gamma \to \infty} F \), and let \( \mathcal{X}(\infty) \) denote the steady states of \( F_\infty \). Fix \( \Delta > 0 \) and \( a > 0 \), and define

\[
S(a) \triangleq \left\{ x : |x_i - x_j| - \sqrt{\delta} \geq a \text{ for all } i \sim j \text{ and } \|x\|_\infty \leq \frac{\Delta}{2} \right\}.
\]

Finally, let \( \hat{X}(a; \gamma) \triangleq S(a) \cap \mathcal{X}(\gamma) \).

**Lemma 1.** For any \( a > 0 \), the following statements hold:

1. The set \( S(a) \) is complete.
2. As \( \gamma \to \infty \), we have that \( F \to F_\infty \) uniformly on \( S(a) \).

**Proof.** The completeness of \( S(a) \) follows from the fact that \( S(a) \) is the intersection of a closed ball with a finite union of finite products of closed intervals.

Recall that \( w_{ij}^{(\infty)} \) is the step function in equation (2.3). We define \( s_i^{(\infty)} = \sum_{j \sim i} w_{ij}^{(\infty)} \). To prove the uniform convergence of \( F \to F_\infty \), fix \( \epsilon > 0 \) and \( x \in S(a) \).
We calculate
\[
|f_i(x) - f_{\infty,i}(x)| = \sum_{j \sim i} (x_j - x_i) \left( \frac{w_{ij}}{s_i} - \frac{w_{ij}^{(\infty)}}{s_{ij}} \right).
\]

Applying the Cauchy–Schwartz inequality yields
\[
|f_i(x) - f_{\infty,i}(x)| \leq \sum_{j \sim i} |x_j - x_i| \left| \frac{w_{ij}}{s_i} - \frac{w_{ij}^{(\infty)}}{s_{ij}} \right| 
\leq \Delta \sum_{j \sim i} \left| \frac{w_{ij}}{s_i} - \frac{w_{ij}^{(\infty)}}{s_{ij}} \right|,
\]
where the second inequality in (4.3) follows from the condition on $S(a)$ that $\|x\|_{\infty} \leq \Delta$. We now show that $w_{ij} \to w_{ij}^{(\infty)}$ uniformly on $S(a)$ as $\gamma \to \infty$. Without loss of generality, we assume that $(x_j - x_i)^2 > \delta + a$; the case $(x_j - x_i)^2 < \delta - a$ is analogous. Because $(x_j - x_i)^2 > \delta + a$, we know that $w_{ij} \leq \frac{1}{F_{0,\infty}} \to 0 = w_{ij}^{(\infty)}$. For fixed $\epsilon > 0$, choosing $\Gamma = \frac{1}{a} \ln \left( \frac{1-\epsilon}{\epsilon} \right)$ implies that $|w_{ij} - w_{ij}^{(\infty)}| < \epsilon$ for any $x$.

We write
\[
\frac{w_{ij}}{s_i} = \frac{1}{\sum_{j' \sim i} w_{ij'}}.
\]
The sum in the denominator converges uniformly and is bounded below by 1. We thus infer that $\frac{w_{ij}}{s_i} \to \frac{w_{ij}^{(\infty)}}{s_{ij}}$ uniformly. Therefore, we can choose $\Gamma$ such that
\[
\frac{|w_{ij} - w_{ij}^{(\infty)}|}{s_{ij}} \leq \frac{\epsilon}{n^2 \Delta}
\]
for all $\gamma > \Gamma$. Inserting this inequality into the bound (4.3) yields
\[
|f_i(x) - f_{\infty,i}(x)| < \frac{\epsilon}{n},
\]
from which it follows that $\|F(x) - F_{\infty}(x)\| < \epsilon$ for all $x \in S(a)$. This completes the proof.

**Theorem 3.** Let $\{\gamma^{(l)}\}_l$ be a nondecreasing and unbounded sequence, and let $\mathcal{A}(a)$ be the set of accumulation points of the set $\bigcup_{l} \hat{\mathcal{X}}(a; \gamma^{(l)})$. We then have that $\mathcal{A}(a) \subseteq \hat{\mathcal{X}}(a; \infty)$.

**Proof.** We again use the notation $F_{\gamma}$ to explicitly track the dependence of $F$ on the parameter $\gamma$. Let $x \in \mathcal{A}(a)$ and fix $\epsilon > 0$. By definition, there exists a sequence $\{x^{(l)}\}_l$ such that $F_{\gamma^{(l)}}(x^{(l)}) = 0$ and $x^{(l)} \to x$.

We first compute
\[
\|F_{\infty}(x)\| = \|F_{\infty}(x) - F_{\gamma^{(l)}}(x^{(l)})\|
\leq \|F_{\infty}(x) - F_{\infty}(x^{(l)})\| + \|F_{\infty}(x^{(l)}) - F_{\gamma^{(l)}}(x^{(l)})\|.
\]

\[\text{(4.4)}\]
We now use Lemma 1 and the fact that \( x^{(\ell)} \in \hat{X}(a; \gamma^{(\ell)}) \subseteq S(a) \) for each \( \ell \). First, the completeness of \( S(a) \) implies that \( x \in S(a) \). Because \( F_\gamma \to F_\infty \) uniformly on \( S(a) \), we know that \( F_\infty \) is continuous on \( S(a) \). Therefore, we can select \( \ell_1 \) such that \( t_1 < \epsilon/2 \) for all \( \ell > \ell_1 \). The uniform convergence of \( F_\gamma \) to \( F_\infty \) on \( S(a) \) implies that we can select \( \ell_2 \) such that \( t_2 < \epsilon/2 \) for all \( \ell > \ell_2 \). We choose \( \ell = \max(\ell_1, \ell_2) \); the inequality (4.4) then implies that \( \|F_\infty(x)\| \leq \epsilon \). Because \( \epsilon \) is arbitrary and in particular does not depend on \( \ell \), we conclude that \( \|F_\infty(x)\| = 0 \) and thus that \( F_\infty(x) = 0 \). It follows that \( x \in \hat{X}(a; \infty) \). This completes the proof.

Theorem 3 asserts that the steady states of our SBCM that are bounded away from the manifolds \((x_i - x_j)^2 = \delta\) converge to steady states of the modified HK dynamics \( F_\infty \). We now show that a sequence of linearly stable steady states of our SBCM must converge to a steady state of the unmodified HK model (which has the influence function (1.1)).

Let \( \hat{X}(\gamma) \) denote the set of linearly stable steady states of equation (2.1) with parameter \( \gamma \), and let \( \hat{A} \) be the set of accumulation points of the set \( \bigcup_\ell \hat{X}(\gamma) \).

**Proposition 2.** Suppose that \( x \) has the property that \((x_i - x_j)^2 = \delta\) for some \( i \sim j \). We then have that \( x \notin \hat{A} \).

**Proof.** We prove this result by contradiction. Suppose that \( x \in \hat{A} \). There exist sequences \( \gamma^{(\ell)} \to \infty \) and \( x^{(\ell)} \to x \) such that \( x^{(\ell)} \) is a linearly stable steady state of equation (2.1). Because \((x_i - x_j)^2 = \delta\), we have that

\[
(1 - w_{ij}(x^{(\ell)})) (x^{(\ell)}_j - x^{(\ell)}_i)^2 \to \frac{\delta}{2}.
\]

However, \( \frac{1}{2\gamma^{(\ell)}} \to 0 \). For sufficiently large \( \ell \), we thus have

\[
(1 - w_{ij}(x^{(\ell)}))(x^{(\ell)}_j - x^{(\ell)}_i)^2 > \frac{1}{2\gamma^{(\ell)}},
\]

which implies that \( x^{(\ell)} \) is linearly unstable by Proposition 1.

**Remark 4.1.** In concert, Theorem 3 and Proposition 2 yield the following results:

- The steady states of \( F_\gamma \) that are bounded away from the manifolds \((x_i - x_j)^2 = \delta\) approximate steady states of the modified HK dynamics \( F_\infty \) as \( \gamma \to \infty \).
- Steady states of \( F_\gamma \) that lie on one of the aforementioned manifolds are always unstable for sufficiently large \( \gamma \). In particular, the linearly stable steady states of our SBCM approximate steady states of the unmodified HK dynamics (which has the influence function (1.1)) as \( \gamma \to \infty \).

5. **Dynamics of our SBCM on special graph topologies.** In Section 4, we discussed the dynamics of our SBCM in the small-\( \gamma \) regime (in which our SBCM resembles continuous-time averaging behavior) and the \( \gamma \to \infty \) limit (in which our SBCM's steady states are related to those of a modified HK model). We now study the behavior of the transition between these two extremes by exploring how the steady states and their stabilities change as we vary the model parameters \( \gamma \) and \( \delta \).

The identification and characterization of the steady states of our SBCM for arbitrary graph topologies is a daunting task, and unfortunately we do not have a complete characterization of these states. Instead of approaching the problem in complete generality, we study the dynamics of our SBCM on some special graph topologies whose structure allows us to make progress. In particular, we examine the
path graph (see Subsection 5.1) and graphs with balanced exposure to zealots (see Subsection 5.2).

Narrowing our focus to special graph topologies limits our scope. However, we are able to apply our results to certain types of graphs that we build from subgraphs with well-understood dynamics. In Lemma 2, we demonstrate that the dynamics of disconnected persuadable subgraphs evolve independently. In Theorem 4, we prove that a subgraph without zealots that is connected to rest of a graph via exactly one edge to a node \( i \) has the same steady-state opinion as that of node \( i \). In concert, these results help us understand the dynamics of our SBCM on any graph that we can partition into more easily-studied subgraphs.

**Lemma 2.** Suppose that the persuadable subgraph \( P \) of a graph \( G \) consists of two disconnected components, whose node sets are \( I \) and \( J \). Let \( x_I \) be the opinion vector restricted to nodes in \( I \); we define \( x_J \) analogously. Let \( F_I \) be the components of \( F \) restricted to nodes \( I \); we define \( F_J \) analogously. It is then the case that

\[
\frac{dx_I}{dt} = F_I(x_I) \text{ and } \frac{dx_J}{dt} = F_J(x_J).
\]

**Proof.** We write

\[
\frac{dx_I}{dt} = F_I(x) = F_I(x_I),
\]

where the second equality follows from the fact that \( F_I \) has no nonzero terms with elements of \( x_J \) because there is no edge between nodes in \( I \) and nodes in \( J \). The same argument holds for \( F_J \).

**Theorem 4.** Suppose that a graph \( G \) is connected and that one can partition it into node sets \( I \) and \( J \) that satisfy the following properties:

1. The set \( J \subseteq P \). (That is, \( J \) has no zealots.)
2. Any path from a node \( j \in J \) to a zealot traverses the same node \( i \in I \).

At a steady state of our SBCM, we then have that \( x_j = x_i \) for all \( j \in J \).

**Proof.** We first show that \( x_J = c \mathbf{1} \) at a steady state of equation (2.1) for some constant \( c \). We proceed by contradiction. To do this, we first suppose that \( x_J \neq c \mathbf{1} \) for any \( c \). We then have that \( x_J \) has a largest entry (which need not be unique), which attains the value \( \hat{x} \). Let \( K \) be the set of nodes on which \( x_J \) attains the value \( \hat{x} \). If \( K = J \), then we may set \( c = \hat{x} \). If \( K \neq J \), by the hypothesis that the graph \( G \) is connected, there exist \( k \in K \) and \( \ell \in J \setminus K \) such that \( k \sim \ell \). We then write the right-hand side of equation (2.1) for node \( k \) as

\[
f_k(x) = \frac{1}{s_k} \left[ \sum_{k' \in K} w_{kk'}(x_{k'} - x_k) + \sum_{\ell \in J \setminus K} w_{k\ell}(x_\ell - x_k) \right].
\]

At a steady state, \( f_k(x) = 0 \). However, this is impossible. The first sum (which is over \( K \)) vanishes by construction and the second sum (which is over \( J \setminus K \)) is strictly negative. Therefore, at steady state, there exists a constant \( c \) such that \( x_J = c \mathbf{1} \).

We now argue that \( c = x_i \). The derivative of the opinion of node \( j \) is

\[
f_j(x) = \frac{1}{s_j} \left[ w_{ij}(x_i - x_j) + \sum_{k \in J} w_{jk}(x_k - x_j) \right].
\]

At steady state, the second term vanishes by our argument above. Therefore, we infer that \( x_i = x_j = c \). This completes the proof.
In Figure 4, we show an example to demonstrate the usefulness of Lemma 2 and Theorem 4. They allow us to completely characterize the dynamics of our SBCM on a graph with a somewhat complicated structure by decomposing it into smaller subgraphs with dynamics that are easier to understand. We discuss two such situations in the next two subsections.

5.1. Path graphs. Let $P_n$ be a path graph with $n + 2$ nodes, and suppose that the two extreme nodes of $P_n$ are zealots. The first zealot has index 1 and opinion $x_1 = -(n + 1)/2$. The opposing zealot has index $n + 2$ and opinion $x_{n+2} = (n + 1)/2$. There are $n$ persuadable nodes, which are arranged in a path between the two symmetrically-placed zealots. These persuadable nodes have indices 2, ..., $n + 1$.

When $\gamma = 0$, the harmonic state $\bar{x}$, which has components $\bar{x}_j = \frac{-(n+1)}{2} + j$, is the unique steady state of our SBCM; this state is linearly stable. A direct calculation shows that $\bar{x}$ is a steady state of equation (2.1) on $P_n$ for any value of $\gamma$ but that its linear stability depends both on $\gamma$ and on $\delta$. We seek to determine conditions that govern this dependence.

**Lemma 3.** Let

$$g(\gamma) \triangleq 2\gamma(1 - v) - 1 > 0 ,$$

where $v \triangleq \omega(1)$. The harmonic state $\bar{x}$ of our SBCM on the path graph $P_n$ is linearly stable if and only if $g(\gamma) < 0$ and is linearly unstable if and only if $g(\gamma) > 0$.

**Proof.** As in our prior arguments, it suffices to consider the matrix $M_P$, rather than the full Jacobian matrix. For this graph topology, the matrix $M_P$ has a simple form. At the harmonic state $\bar{x}$, we have $(\bar{x}_j - \bar{x}_i)^2 = 1$ for all $i \sim j$, so $w(\bar{x}_i, \bar{x}_j) = 1$.
\( \omega(1) = v \). Let \( s = v g(\gamma) \). The matrix

\[
M_p = s \begin{bmatrix}
2 & -1 & 0 & \cdots & 0 & 0 & 0 \\
-1 & 2 & -1 & \cdots & 0 & 0 & 0 \\
0 & -1 & 2 & \ddots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 2 & -1 & 0 \\
0 & 0 & 0 & \cdots & -1 & 2 & -1 \\
0 & 0 & 0 & \cdots & 0 & -1 & 2
\end{bmatrix}
\tag{5.5}
\]

is both tridiagonal and Toeplitz. We use known results for this type of matrix \([53]\) to explicitly write down the largest eigenvalue \( \lambda \) of \( M_p \). This eigenvalue is

\[
\lambda = 2s \left[ 1 - \cos \left( \frac{\pi}{n+1} \right) \right].
\tag{5.6}
\]

The factor inside brackets is always positive, so the sign of \( \lambda \) matches the sign of \( s \). Because \( v > 0 \), the sign of \( s \) matches the sign of \( g(\gamma) \). It follows that \( \lambda < 0 \) if and only if \( g(\gamma) < 0 \) and that \( \lambda > 0 \) if and only if \( g(\gamma) > 0 \). This completes the proof. \( \square \)

**Remark 5.1.** For our SBCM on the path graph \( P_n \) with symmetrically-placed zealots, Lemma 3 states that the condition (3.5) is both necessary and sufficient to ensure that \( \bar{x} \) is linearly stable.

The following result gives the qualitative dependence of the linear stability of \( \bar{x} \) on \( \gamma \). This dependence is controlled by the value of \( \delta \). Let \( y \) be the unique negative real solution of the equation

\[
y^2 = 4 e^y - 2.
\tag{5.7}
\]

Numerically, \( y \approx -0.31 \).

**Theorem 5.** For our SBCM on the path graph \( P_n \) with symmetrically-placed zealots, the following statements hold:

1. If \( \delta \in [0, 1] \), there exists a value \( \gamma_c > 0 \) such that the harmonic state \( \bar{x} \) is linearly stable for all \( \gamma \in [0, \gamma_c) \) and is linearly unstable for all \( \gamma > \gamma_c \). Additionally, \( \gamma_c = 1 \) when \( \delta = 1 \).
2. If \( \delta \in (1, 1-y) \), there exist \( \gamma_1, \gamma_2 > 0 \) such that the harmonic state is linearly unstable if and only if \( \gamma \in (\gamma_1, \gamma_2) \) and is linearly stable if either \( \gamma < \gamma_1 \) or \( \gamma > \gamma_2 \).
3. If \( \delta > 1-y \), the harmonic state \( \bar{x} \) is linearly stable for all \( \gamma > 0 \).

**Proof.** We proceed by examining the equation \( g(\gamma) = 0 \). Dividing both sides of the equation by \( v - 1 \) gives the equivalent equation \( h(\gamma) = 0 \), where

\[
h(\gamma) \triangleq \frac{1}{1-v} - 2\gamma = 1 + e^{-\gamma(1-\delta)} - 2\gamma.
\]

Lemma 3 implies that the harmonic state \( \bar{x} \) is linearly stable on \( P_n \) if and only if \( h(\gamma) > 0 \) and is linearly unstable if and only if \( h(\gamma) < 0 \). We note two features of the function \( h \). First, \( h \) is strictly convex as a function of \( \gamma \) when \( \delta \neq 1 \), so the equation \( h(\gamma) = 0 \) must have either zero, one, or two solutions. Second, \( h(0) = 2 \).
**Case 1.** Suppose that $\delta \in [0, 1)$. As $\gamma \to \infty$, the function $h(\gamma)$ does not have a lower bound. Because $h$ is continuous, the equation $h(\gamma) = 0$ must have at least one solution. Additionally, because $h$ is strictly convex, this equation can have at most two solutions. However, because $h(0) = 2$ and $h(\gamma)$ does not have a lower bound, it must cross the horizontal axis an odd number of times. We conclude that $h(\gamma) = 0$ has a unique positive real solution, which we denote by $\gamma_c$. Finally, if $\delta = 1$, then $h(\gamma) = 2 - 2\gamma$ and a direct computation gives the unique solution $\gamma_c = 1$. This completes the proof of this case.

**Case 2.** Because $h$ is strictly convex, the condition $\frac{\partial h(\bar{\gamma})}{\partial \gamma} = 0$ is both necessary and sufficient for $\bar{\gamma}$ to be the unique global minimizer of $h(\gamma)$. When $\delta > 1$, the solution of $\frac{\partial h(\bar{\gamma})}{\partial \gamma} = 0$ is $\bar{\gamma} = \frac{\ln 2 - \ln(\delta - 1)}{\delta - 1}$. Because $y \approx -0.31$, the condition $\delta \in (1, 1 - y)$ ensures that $\bar{\gamma} > 0$. The minimum of $h$ is then $h(\bar{\gamma}) = 1 + \left[2 \times \frac{1 - \ln 2 + \ln(\delta - 1)}{\delta - 1}\right]$. We now check the sign of $h(\bar{\gamma})$. The condition $h(\bar{\gamma}) < 0$ yields

$$\frac{(1 - \delta)^2}{4} < e^{1 - \delta},$$

which has a solution if and only if $\delta < 1 - y$. Therefore, provided that $1 < \delta < 1 - y$, the minimum value $h(\bar{\gamma})$ is negative. The strict convexity of $h$ implies that $h(\gamma) = 0$ has precisely two solutions, which we denote by $\gamma_1$ and $\gamma_2$. Both of these solutions are positive because $h(0) > 0$ and $h(\bar{\gamma}) < 0$. For $\gamma \in (\gamma_1, \gamma_2)$, we have $h(\gamma) < 0$ and the harmonic state $\bar{x}$ is linearly unstable. For $\gamma < \gamma_1$ or $\gamma > \gamma_2$, we have $h(\gamma) > 0$ and the harmonic state $\bar{x}$ is linearly stable. This completes the proof of this case.

**Case 3.** If $\delta > 1 - y$, it follows that $h(\bar{\gamma}) > 0$. Because $\bar{\gamma}$ is the global minimizer of $h$, we infer that $h(\gamma) > 0$ for all $\gamma$. This implies that the harmonic state $\bar{x}$ is linearly stable for all $\gamma$. This completes the proof.

To study the structure of steady states of equation (2.1) other than the harmonic state $\bar{x}$, we consider two one-dimensional families of states. For simplicity, we assume that $n$ (i.e., the number of nodes of $G$) is even for each of these families. Both families of states have the form

$$x_\theta = (1 - \theta)\bar{x} + \theta \frac{n + 1}{2} v,$$

where $v$ is an opinion vector and $\theta \in [0, 1]$. We classify the families based on the structure of $v$. Broadly speaking, the first family consists of “polarization-like” states; the parameter $\theta$ interpolates between the harmonic state and a symmetrically polarized state. The second family consists of “consensus-like” states; the parameter $\theta$ interpolates between the harmonic state and consensus. Inserting either of these families into equation (2.1) reduces the dynamics to a single dimension.

In the first family of states, which we illustrate in Figure 5(a), $v$ is the vector $(-1, \ldots, -1, 1, \ldots, 1)$; there are $n/2 + 1$ copies each of the values $-1$ and $1$. The
condition \( f_i(x_\theta) = 0 \) is always satisfied for \( i \in \{1, \ldots, n/2 - 1\} \) and \( i \in \{n/2+2, \ldots, n\} \).
For \( i = n/2 \) and \( i = n/2 + 1 \), the associated conditions \( f_i(x_\theta) = 0 \) are the same, so we consider only the former. Let \( m = n/2 \). Inserting (5.8) into (2.1) yields

\[
\frac{dx_m}{dt} = f_m(x_\theta) = \frac{(1 - \theta)\omega(1 - \theta) + (1 + \theta n)\omega(1 + \theta n)}{\omega(1 - \theta) + \omega(1 + \theta n)},
\]
which gives a steady state when

\[
(1 - \theta)\omega(1 - \theta) + (1 + \theta n)\omega(1 + \theta n) = 0.
\]

In Figure 5(d), we show the number of linearly stable steady states of the one-dimensional update equation (5.9).

The dashed curve in Figure 5(d) is \( g(\gamma) = 0 \). As in Lemma 3 and Theorem 5, this curve divides the \((\gamma, \delta)\) plane into regions in which the harmonic state is linearly stable and linearly unstable. Below this curve, the harmonic state is linearly unstable. If \( \delta \leq 1 \), a horizontal line crosses the dashed line exactly once (at the value \( \gamma_c \)), as described in Case 1 of Theorem 5. If \( 1 < \delta < 1 - y \), a horizontal line crosses the dashed boundary twice, giving a destabilization and subsequent restabilization of the harmonic state as \( \gamma \) increases, as described in Case 2 of Theorem 5. Finally, if \( \delta > 1 - y \), a horizontal line never crosses the dashed boundary and the harmonic state is linearly stable for all \( \gamma \), as described by Case 3 of Theorem 5.

In Figure 5(d), we also see an additional steady state (with \( \theta > 0 \)), which is unstable when \( \gamma \) is close to 0, stabilizes as \( \gamma \) increases, and then destabilizes as \( \gamma \) increases further. For very small values of \( \gamma \), the harmonic state is the only linearly stable steady state of the form (5.8). As \( \gamma \) increases, a second linearly stable state emerges; for this state, \( \theta > 0 \).

In Figure 5(b,e), we consider a second family of states, which share the form (5.8). This time, the entries of the vector \( v \) are

\[
v_i = \begin{cases} 
0, & i \in \mathcal{P} \\
\bar{x}_i, & \text{otherwise}.
\end{cases}
\]

For a narrow range of values of \( \gamma \), there is a linearly stable steady state with \( \theta > 0 \). (See the yellow region of Figure 5(e).) In this state, the persuadable nodes are in approximate consensus; they are influenced more by each other’s opinions than by the zealots. As \( \gamma \) increases, this steady state destabilizes, and then the harmonic state is the only remaining linearly stable steady state. As before, the harmonic state is linearly unstable below the dashed curve and linearly stable above it.

By comparing Figure 5(d) and Figure 5(e), we observe that the region of stability for the large-\( \theta \) state is larger for the polarized state (5.8) than it is for the state (5.10). This is a simple, interpretable way in which the path-graph topology favors polarization over consensus.

The families of states that we described above do not include not all linearly stable steady states. In Figure 5(c), we show an example of another linearly stable state.

5.2. Graphs with balanced exposure. We now seek to leverage symmetry while moving beyond the particular structure that is imposed by a path graph. To explore this idea, we introduce the notion of balanced exposure. We say that a graph with two zealots satisfies the balanced-exposure (BE) condition if no persuadable node
Fig. 5. A pair of one-dimensional families of steady states of our SBCM in the 12-node path graph; these states take the form in equation (5.8). (a) This family of steady states interpolates between the harmonic state (filled black disks) and a symmetrically polarized state (hollow disks), with \( \mathbf{v} = (-1, \ldots, -1, 1, \ldots, 1) \); there are \( n/2 + 1 \) copies of each of the values \(-1\) and \(1\). The dashed arrows correspond to changing the parameter \( \theta \). (b) This family of steady states interpolates between the harmonic state and a state in which all persuadable nodes are in consensus (hollow disks), with \( \mathbf{v} \) given by (5.10). (c) An example of a steady state that is neither in the family in (a) nor in the family in (b). We obtain this state numerically using the parameter values \( \delta = 0.01 \) and \( \gamma = 60 \). (d) The number of linearly stable steady states in the family in (a) as a function of the parameters \( \gamma \) and \( \delta \). (e) The number of linearly stable steady states in the family in (b) as a function of the parameters \( \gamma \) and \( \delta \). The dashed white curve is the curve \( g(\gamma) = 0 \), which (by Lemma 3) separates the regions in which the harmonic state is linearly stable from those in which it is linearly unstable.

is adjacent to exactly one zealot. Throughout this subsection, we assume that the opposing zealots have opinions \(-1\) and \(1\). In a BE graph, it is possible to fully characterize the linear stability of the harmonic state.

**Theorem 6.** Let the graph \( \mathcal{G} \) satisfy BE. The following statements hold:

1. For any \( \gamma \), the harmonic state \( \bar{x} = 0 \) is a steady state of equation (2.1).
2. The harmonic state \( \bar{x} \) is linearly stable if and only if \( g(\gamma) > 0 \).

**Proof.** Let \( u = \omega(0) \) and \( v = \omega(1) \). Fix a node \( i \in N \). If \( i \) is not adjacent to any zealots, then \( f_i(\bar{x}) = 0 \) because \( \bar{x}_i = \bar{x}_j = 0 \) for all \( j \sim i \). If \( i \) is adjacent to two zealots, then

\[
 f_i(\bar{x}) = \frac{1}{d_i u + 2v}((1 - 0)v + (0 - 1)v) = 0 ,
\]
where $d_i$ is the degree of node $i$. Therefore, for all $i$, we have that $f_i(\bar{x}) = 0$ and hence that the harmonic state $\bar{x} = 0$ is a steady state of equation (2.1).

We now study the linear stability of the steady state $\bar{x}$ by examining the spectrum of the matrix $M_P$. Let $A$ be the adjacency matrix of the persuadable subgraph, let $D$ be the diagonal matrix of degrees in the persuadable subgraph, and let $K$ be the diagonal matrix of zealot-degrees (i.e., the number of zealots that are attached to each node). With this notation, we write

$$M_P = u(A - D) - v(1 - 2\gamma(1 - v))K,$$

where $L$ is the combinatorial graph Laplacian of $G$. For any unit vector $v$, we have

$$v^T M_P v = -u v^T L v - v(1 - 2\gamma(1 - v)) v^T K v.$$

Because $u > 0$ and $L$ is positive semidefinite, the first term is nonpositive and it is 0 only if $v = \frac{1}{\sqrt{n}}$. Furthermore, $K$ is diagonal with nonnegative entries, which implies that $v^T K v \geq 0$ and $1^T K 1 > 0$. Suppose that $1 - 2\gamma(1 - v) > 0$. It follows that $M_P$ is negative definite because it is not possible for $v^T L v$ and $v^T K v$ to vanish simultaneously. Suppose instead that $1 - 2\gamma(1 - v) \leq 0$. We then have that $1^T M_P 1 \geq 0$, so $J$ has a nonnegative eigenvalue. This completes the proof of the second statement of the theorem.

Remark 5.2. Because the second statement of Theorem 6 is the same linear-stability criterion as in Theorem 5, the conclusions of Theorem 5 about the linear stability of the harmonic state hold for BE graphs.

One natural intuition for opinion dynamics on a graph is that the stability of a state or the amplification of a perturbation depends on its relationship to the topology of the graph. For example, consider a perturbation $v$ in which $n/2$ entries have value +1 and $n/2$ entries have value −1. This perturbation splits persuadable nodes into two equal-sized groups. It is natural to conjecture that this perturbation is amplified more strongly if these groups are communities of a graph.\footnote{In idealized form, the “communities” of a graph are densely connected sets of nodes that are connected sparsely to other dense sets of nodes [58].} In this situation, we say that the perturbation is aligned with a graph’s community structure. By contrast, a perturbation that splits the set of nodes into groups that are unrelated to a graph’s community structure is unaligned with that community structure. Intuitively, perturbations that are aligned with graph community structure are amplified more than unaligned perturbations. The following result makes this intuition precise for a special subset of BE graphs.

**Theorem 7.** Consider a graph with two zealots. Suppose that the persuadable subgraph $G_P$ is $d$-regular (i.e., all nodes have degree $d$) for some $d$ and that every persuadable node is adjacent to both zealots. We then have that the space of unstable directions at the harmonic state $\bar{x}$ is spanned by the eigenvectors $\{v_i\}$ of $L_P$ whose associated eigenvalues $\lambda_i$ satisfy

$$\lambda_i \leq -\frac{2v(1 - 2\gamma(1 - v))}{u}.$$
Proof. The hypothesis that $G_P$ is $d$-regular implies that $D = dI$, and the hypothesis that every persuadable node is adjacent to both zealots implies that $K = 2I$. The Jacobian matrix of the system (2.1) restricted to the persuadable subgraph is thus

$$J_P = S_P^{-1}M_P = -\frac{1}{ud + 2v}M_P.$$ 

The space of unstable directions of $J_P$ coincides with the space that is spanned by the eigenvectors of $M_P$ with nonnegative eigenvalues. From equation (5.11), we observe that if $v$ is an eigenvector of $M_P$ with eigenvalue $\nu$, then $v$ must also be an eigenvector of $L$ with eigenvalue $\lambda = -\frac{\nu + 2v(1-2v(1-v)))}{u}$.

**Remark 5.3.** When the persuadable subgraph $G_P$ is connected, there is a unique smallest eigenvalue $\lambda_1 = 0$ with corresponding eigenvector $1$. This eigenvector corresponds to a uniform shift of all agents in the same direction in opinion space. The emergence of this unstable direction is a “consensus bifurcation” (in the terminology of Franci et al. [27]). Subsequent bifurcations as $\gamma$ increases can induce dissensus or polarization.

In the limit $\gamma \to \infty$, the structure of the space of unstable directions depends on $\delta$.

**Corollary 1.** Consider a graph $G$ that satisfies the hypotheses of Theorem 7. In the limit $\gamma \to \infty$, the following statements hold:

1. If $\delta > 1$, the harmonic steady state $\bar{x}$ is linearly stable.
2. If $\delta = 1$, the space of unstable directions at $\bar{x}$ is the range of $L_P$.
3. If $\delta \in [0, 1)$, the space of unstable directions at $\bar{x}$ is spanned by the vector $1$.

Proof. For any $\delta \geq 0$, we have that $u = \omega(0) \to 1$ as $\gamma \to \infty$.

Suppose first that $\delta > 1$. In this case, $v = \omega(1) \to 1$ exponentially fast as $\gamma \to \infty$. Consequently, the right-hand side of the bound (5.12) approaches the value $-2$. Because $L_P$ is positive semidefinite, no eigenvalues satisfy (5.12) in this limit. Theorem 7 implies that $\bar{x}$ is linearly stable.

Now suppose that $\delta = 1$. In this case, $v = 1/2$ and the bound (5.12) simplifies to

$$\lambda_i \leq \frac{\gamma - 1}{u}.$$ 

As $\gamma \to \infty$, every eigenvalue of $L$ satisfies the bound (5.13). Therefore, all eigenvectors of $L$ are present in the space of unstable directions.

Now suppose that $\delta \in [0, 1)$. In this case, $v \to 0$ exponentially fast. Consequently, the right-hand side of the bound (5.13) becomes arbitrarily small. The only eigenvalue of $L_P$ that satisfies (5.13) is $\lambda_1 = 0$. Therefore, the only unstable direction is spanned by $1$.

Theorem 7 states that, as $\gamma \to \infty$, the directions in which the harmonic state destabilizes first are the directions with the large projections onto the eigenspace of $L_P$ that is associated with its smallest eigenvalues.\(^7\) The direction that emerges first is $v_1 = 1$, which corresponds to all persuadable nodes shifting their opinions towards that of a single zealot. The next direction to emerge is the Fiedler eigenvector $v_2$. It is common to use the signs of the entries of the Fiedler eigenvector for spectral

\(^7\)Recall that $L_P$ is the combinatorial graph Laplacian of the persuadable subgraph. Therefore, its eigenvalues are real and nonnegative.
Fig. 6. (a) A visualization of the persuadable subgraph of a graph; shape and color distinguish the classes \( P_1 \) and \( P_2 \) of persuadable nodes. The classes \( P_1 \) and \( P_2 \) are not aligned with the graph’s community structure. There is one zealot with opinion \(-1\) and one zealot with opinion \(1\); each zealot is adjacent to every persuadable node (not shown). (b) The number of linearly stable steady states on the line \( x_1 = -x_2 \) as a function of the parameters \( \delta \) and \( \gamma \). The dashed white curve corresponds to the condition in Theorem 6 for the linear stability of the harmonic state \( \bar{x} \). We mark the regions of parameter space that correspond to the phase portraits in panels (c)–(e). (c)–(e) Phase portraits in the variables \( x_1 \) and \( x_2 \) for three different combinations of \( \delta \) and \( \gamma \). The solid gray diagonal line is \( x_1 = -x_2 \) (i.e., the line of symmetry); polarized states on this line are symmetrically polarized, whereas polarized states that are not on this line are asymmetrically polarized. The solid black disks are linearly stable steady states, and the hollow disks are linearly unstable steady states. The solid black curves are nullclines. We shade the regions of attraction based on the value of \( |x_1 - x_2| \) at the associated attractor; we use darker shades in regions with more polarized behavior as \( t \to \infty \).

community detection in networks when seeking two communities [66]. One can use additional eigenvectors to identify larger numbers of (finer-grained) communities.

In Figures 6 and 7, we explore the interplay between graph structure and linear stability in a BE graph with two communities. Each community is a 10-node clique, and each node in a clique is adjacent to exactly one node in the other clique. Additionally, all of these nodes (which are persuadable) are adjacent to both of two opposing zealots. The zealots are not adjacent to each other. In this graph, the signs of the Fiedler eigenvector \( v_2 \) distinguish the two cliques. Therefore, we can measure the alignment of any perturbation with the community structure using the projection of that perturbation onto \( v_2 \).

We consider states in which we can partition the persuadable subgraph into two equal-sized classes \( P_1 \) and \( P_2 \) such that all nodes in \( P_1 \) have the same opinion \( x_1 \) and all nodes in \( P_2 \) have the same opinion \( x_2 \). This partition reduces our system to the two variables \( x_1 \) and \( x_2 \), allowing us to visualize it in two-dimensional phase
Fig. 7. (a) A visualization of the persuadable subgraph, (b) the number of linearly stable steady states on the line $x_1 = -x_2$ (i.e., the line of symmetry) as a function of the parameters $\delta$ and $\gamma$, and (c)–(e) phase portraits in the variables $x_1$ and $x_2$ for three different combinations of $\delta$ and $\gamma$ for the classes $\mathcal{P}_1$ and $\mathcal{P}_2$ that align with the community structure of the persuadable subgraph. The parameter values that we use panels (c)–(e) are the same as those that we used in Figure 6(c)–(e).

portraits. These states emerge as $\gamma$ increases via “polarized dissensus bifurcations” (in the terminology of Franci et al. [27]). In Figure 6, we consider a configuration in which each node in both $\mathcal{P}_1$ and $\mathcal{P}_2$ has exactly five neighbors in each of the two classes. When $x_1 = -x_2$, this configuration is aligned with one of the eigenvectors that corresponds to the third-smallest eigenvalue $\lambda_3$ of $L_P$. Every such eigenvector is orthogonal to $v_2$, so this configuration is unaligned with the graph’s community structure. In Figure 7, we consider a configuration in which each node in $\mathcal{P}_1$ has nine neighbors in $\mathcal{P}_1$ and one neighbor in $\mathcal{P}_2$. When $x_1 = -x_2$, this configuration is aligned with the Fiedler vector of the graph. In this sense, it is aligned with the graph’s community structure.

To give some qualitative guidance about the dependence of the system on the parameters $\delta$ and $\gamma$, we count the number of linearly stable steady states that lie on the line $x_1 = -x_2$ in panel (b) of Figure 6 and Figure 7. Steady states on this line correspond to symmetric polarization, in which the opinions of the nodes of each class are equidistant from the origin. This analysis does not capture asymmetrically polarized states, in which the nodes of one class possesses a more extreme opinion than those of the other; below we will see examples of such states.

In the unaligned configuration in Figure 6, there are four possible numbers of steady states. For very small values of $\gamma$, only the harmonic state is linearly stable. For $\delta < 1-y$, where $y$ satisfies Equation (5.7), increasing $\gamma$ causes the harmonic state
to linearly destabilize. Consequently, there are no linearly stable steady states on the line \( x_1 = -x_2 \) in panel (c). Increasing \( \gamma \) further generates linearly stable polarized steady states on the line \( x_1 = -x_2 \). Depending on the value of \( \delta \), it is possible for a linearly stable harmonic state to accompany these steady states; see panels (d) and (e).

When a partition into opinion classes aligns with a graph’s community structure, we observe richer behavior (see Figure 7) than in the above unaligned situation. Depending on the values of \( \delta \) and \( \gamma \), there are five different possible numbers of linearly stable steady states on the line \( x_1 = -x_2 \). Our choice to restrict attention to this one-dimensional space reflects computational limitations that prevent us from enumerating all stable states in the two-dimensional phase space for many combinations of \( \delta \) and \( \gamma \). In panel (c), we highlight that the alignment with graph structure encourages polarization. On the line \( x_1 = -x_2 \), we observe symmetric, highly polarized steady states with \( |x_1 - x_2| \approx 2 \). By contrast, for the unaligned example in Figure 6, there are no linearly stable steady states for this parameter combination on the line \( x_1 = -x_2 \).

In Figure 7(d), we show a parameter combination with four linearly stable steady states on the line \( x_1 = x_2 \); these include two highly polarized states with \( |x_1 - x_2| \approx 2 \) and two moderately polarized states with \( |x_1 - x_2| \approx 0.6 \). In panel (e), we see that the moderately polarized states have moved off of the line \( x_1 = -x_2 \); this asymmetric polarization is reminiscent of the “moderate–extremist disagreement” of Franci et al. [26]. Additionally, the harmonic state is again linearly stable. By comparing panels (c)–(e) in Figures 6 and 7, we see that the combined volume of the attraction basins of consensus states on the line \( x_1 = x_2 \) is smaller in Figure 7, indicating a greater propensity towards enduring disagreement from uniformly random initial opinions.

6. Conclusions and discussion. We studied a sigmoidal bounded-confidence model (SBCM), which interpolates smoothly between averaging dynamics and bounded-confidence dynamics, and used it to examine opinion dynamics on networks. We showed that its long-term dynamics are related to the long-term behaviors of the averaging and bounded-confidence dynamics in the associated limits. We also performed linear stability analysis of our SBCM’s steady states for certain graph topologies. We thereby obtained qualitative descriptions of how bounded-confidence behavior emerges from averaging behavior as the sigmoidal opinion-updating function’s steepness parameter \( \gamma \to \infty \). This yielded both analytical and computational insights into the relationship between graph topology and the stability of polarized opinion states. By considering special graph topologies — first path graphs and then balanced-exposure graphs with community structure — we were able to probe deeper into specific situations of interest.

Our work invites many further developments. For example, there remain fundamental model properties to analyze. One important question is when it is possible to approximate a steady state of an HK model by sequences of steady states of our SBCM as \( \gamma \to \infty \). This question complements our result in Theorem 3. We offer the following conjecture.

**Conjecture 1.** Let \( \mathbf{x} \) be a steady state of an HK model with confidence bound \( \sqrt{\delta} \), and let \( C_{\delta}(\mathbf{x}) \subset \mathbb{R}^n \) be the set of opinion vectors \( \mathbf{y} \) such that

\[
(y_i - y_j)^2 \leq \delta \iff (x_i - x_j)^2 \leq \delta \quad \text{for all} \quad i \sim j.
\]

There exist \( \mathbf{x}' \in C_{\delta}(\mathbf{x}) \), a sequence \( \{\gamma^{(t)}\}_{t} \), and a sequence \( \{\mathbf{x}^{(t)}\}_{t} \) such that \( \mathbf{F}_{\gamma^{(t)}}(\mathbf{x}^{(t)}) = 0 \) and \( \mathbf{x}^{(t)} \to \mathbf{x}' \) as \( \gamma \to \infty \).
The set $C_{\delta}(\mathbf{x})$ includes all opinion vectors in which the same pairs of nodes as those in the vector $\mathbf{x}$ are able to influence each other (in an HK model with confidence bound $\delta$). Our conjecture states that every such pattern of mutual influence has a representative opinion vector that one can approximate by a sequence of steady states of our SBCM. Additionally, although we focused in the present paper on the structure of steady states of our SBCM, it seems worthwhile to study the dependence of the transient behavior of our SBCM on graph topology (perhaps using methods that are similar to those of Xing and Johansson [69]). Linear stability analysis of our SBCM does not allow one to determine its transient behaviors, and other asymptotic approaches may be helpful to describe them.

There are several other interesting ways to build on our work. It is particularly desirable to analytically investigate more general graph topologies than the ones that we studied in Section 5. There are also several possible modifications of the underlying model dynamics. One possibility is the incorporation of noise into the opinion-update rule (2.1) and studying the resulting stochastic differential equation (SDE). SDE models of opinion dynamics are less common than discrete-time stochastic and continuous-time deterministic opinion models, but some tractable models do exist [18, 45]. A particularly attractive benefit of incorporating noise into the opinion updates of an SBCM is that it may enable the development of methods to fit the ensuing models to experimental and observational data. Another possibility is to allow the parameters $\gamma$ or $\delta$ to vary stochastically with time and to study the resulting distribution of steady states. Other promising extensions include the incorporation of multiple opinion dimensions [12, 19], contrarian agents (see [39] and references therein), and more general influence functions $w$.

In interpreting our results about graph topology and the stability of polarized steady states, it is important to remember that our SBCM (like all other opinion models) is very limited as an empirical description of the dynamics of real-world political polarization. One important limitation is symmetry. Our findings treat opposing groups as behaving identically, but this is typically unrealistic. In particular, recent efforts suggest that this assumption appears to be a poor description of rising polarization in United States politics both for political elites [43] and for individual voters [67]. It is also worthwhile to study SBCMs that incorporate asymmetries in media influence, social-network structure, and behaviors in subpopulations of nodes.
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Appendix A. Software. Software that is sufficient to reproduce the computational experiments in our paper is available at https://gitlab.com/philchodrow/sigmoidal-bounded-confidence. We performed our primary computations using the Julia programming language [8], and we constructed visualizations using the ggplot2 package [68] for the R programming language [60].
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