The multichord stellar occultation by the centaur Bienor on January 11, 2019
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ABSTRACT

Within our program of physical characterization of trans-Neptunian objects and centaurs, we predicted a stellar occultation by the centaur (54598) Bienor to occur on January 11, 2019, with good observability potential. We obtained high accuracy astrometric data to refine the prediction, resulting in a shadow path favorable for the Iberian Peninsula. This encouraged us to carry out an occultation observation campaign that resulted in five positive detections from four observing sites. This is the fourth centaur for which a multichord (more than two chords) stellar occultation has been observed so far, the other three being (2060) Chiron, (10199) Chariklo, and (95626) Bienor. From the analysis of the occultation chords, combined with the rotational light curve obtained shortly after the occultation, we determined that Bienor has an area-equivalent diameter of 150 ± 20 km. This diameter is ~30 km smaller than the one obtained from thermal measurements. The position angle of the short axis of the best fitting ellipse obtained through the analysis of the stellar occultation does not match that of the spin axis derived from long-term photometric models. We also detected a strong irregularity in one of the minima of the rotational light curve that is present no matter the aspect angle at which the observations were done. We present different scenarios to reconcile the results from the different techniques. We did not detect secondary drops related to potential rings or satellites. Nonetheless, similar rings in size to that of Chariklo’s cannot be discarded due to low data accuracy.

Key words. Kuiper belt: general – minor planets, asteroids: individual: Bienor – planets and satellites: composition – planets and satellites: formation

1. Introduction

Centaurs are objects that orbit the Sun with orbital semi-major axes between those of Jupiter and Neptune. Dynamical evolution models show that these objects originated in the trans-Neptunian region, but they have been injected into inner parts of the Solar System as a result of planetary encounters, mostly with Neptune. Dynamical simulations also estimate that the mean half-life of the entire sample of 32 well-known centaurs is 2.7 Myr (Horner et al. 2004), which means they have spent most of their lifetime in the trans-Neptunian region. Therefore, centaurs present an excellent opportunity to study smaller trans-Neptunian objects (TNOs) much closer to the Earth, providing a better characterization of their physical properties. Due to their short lifetime in their current region, centaurs have suffered less chemical or radiolytic processes than other bodies (e.g., asteroids and comets). Hence, the study of the physical properties of this population provides important information to help reconstruct the history of the Solar System formation and evolution.

During the last years, there has been a growing interest in the centaur population due to the discovery of a ring system around (10199) Chariklo (Braga-Ribas et al. 2014). Also, the data of several stellar occultations by (2060) Chiron reveal features similar to those found for Chariklo; although, there is still an open debate on whether these features are attributed to rings (Ortiz et al. 2015; Ruprecht et al. 2015; Sickafoose et al. 2020). The discovery of ring systems has opened a new branch of research to understand how these rings are formed and how they survive around these small bodies. Collisions and rotational disruptions seem to be plausible scenarios for their formation (see, Braga-Ribas et al. 2014; Ortiz et al. 2015; Sicardy et al. 2019, and references therein). Additionally, the discovery of another ring system around the dwarf planet Haumea (Ortiz et al. 2017) raises the question of whether rings are formed in the trans-Neptunian region surviving through the planetary encounters (which does not seem to be very unlikely, Araujo et al. 2016). Another proposed scenario is by tidal disruption of a satellite when encountering the giant planets (Hyodo et al. 2017); although, the probability of such an event seems to be very small (e.g., Melita et al. 2017). Moreover, this would not explain Haumea’s system (which includes the only known dynamical family of objects in the trans-Neptunian region, Brown et al. 2007; Ortiz et al. 2012, 2020a; Proudfoot & Ragozzine 2019). Regardless, these three objects, Chariklo, Chiron, and Haumea, share some physical properties; for instance, they all have highly elongated ellipsoidal shapes, rotate relatively fast, and present water ice in their unresolved spectra, (i.e., main body plus rings, see, e.g., Barucci et al. 2011; Braga-Ribas et al. 2014; Duffard et al. 2014b; Ortiz et al. 2017; Cikota et al. 2018; Sicardy et al. 2019; Morgado et al. 2021, and references therein), and most
likely those properties are related to the existence of rings around them.

(54598) Bienor, with the provisional designation 2000 QC23, is one of the largest centaurs known to date and slightly smaller than that of Chiron and Chariklo (Braga-Ribas et al. 2014; Ortiz et al. 2015). Its size was determined using radiometric measurements from Herschel Space Observatory (Herschel) by Duffard et al. (2014a) where a diameter of 198$^{+6}_{-8}$ km is given. Later, Lellouch et al. (2017) updated Bienor’s size to be in the range of 179–184 ± 6 km (depending on the model and geometry after including ALMA’s data). Bienor also shares its ellipsoidal shape and a watery spectrum with these two objects (e.g., Dotto et al. 2003; Rabinowitz et al. 2007; Fernández-Valenzuela et al. 2017); although, its rotation period (∼9.14 h) is slightly over the average of the TNO and centaur population (Thirouin et al. 2014). These features led Fernández-Valenzuela et al. (2017) to propose that Bienor could possess a ring system, similar to those found in the abovementioned small bodies. In fact, Bienor’s photometric data along the years present a steep increase in brightness of around 0.7 mag and a decrease in its rotational light curve amplitude of around 0.6 mag, which seems to be consistent with a ring model. However, other possibilities also considered in Fernández-Valenzuela et al. (2017) fit considerably well, for instance, a highly elongated body out of hydrostatic equilibrium.

Within our international collaboration to detect stellar occultations by outer Solar System bodies, we predicted that Bienor would occult the Gaia DR2 236278279941456256 star on January 11th, 2019. This presented a great opportunity to shed light on the reason behind the sharp increase in Bienor’s brightness. The initial prediction was done using the numerical integration of the motion of an asteroid (NIMA) solution (Desmars 2015; Desmars et al. 2015). We refined this prediction performing specific observations as described in Sect. 2. The stellar occultation was successfully observed from four different sites (Sect. 3), with four other sites reporting no star occultation. We present the data reduction and results in Sect. 4. Additionally, we obtained Bienor’s rotational light curve in order to help improve our interpretation of the stellar occultation (see Sect. 5). Finally, we provide a thorough analysis in Sect. 6, the discussion of our results in Sect. 7, and our final conclusions in Sect. 9.

2. Observations for predicting Bienor’s stellar occultation

In order to update and refine the occultation prediction for Bienor on January 11, 2019, we took images of the centaur in Almería (Spain). We used the 4k×4k DLR-MKIII CCD camera, which has a pixel scale and a field of view (FoV) of 0.32′′ pixel$^{-1}$ and 21′ × 21′, respectively. Images were taken using 2 × 2 binning mode, the R-Johnson filter, and 300 s exposure time. The average seeing of each night was 1.4″ on December 6, 2018, and 1.3″ on January 2, 2019. We experienced good weather and dark nights under new moon and 16% of moon brightness during the first and second runs, respectively.

Fig. 1. Map representing the post-occultation shadow path (blue lines) of the stellar occultation produced by Bienor on 11th January 2019 (with the green line representing the center of the shadow). The width of the shadow path on the map is that from the fitted parameters of S1 scenario (see Sect. 6). The motion of the shadow is from East to West. Blue and red tags show the location of the observatories in Table 2, with blue meaning positive detection and red meaning negative detection. At the right it can be seen a zoom of the Spanish East coast displaying the difference between the predicted (gray lines) and the post-occultation shadow path (with the same colour code as in the left panel), which results into 10 mas.

In both runs, bias frames and twilight sky flat-field frames were taken at the beginning of each observation night. A median bias was subtracted from all images (flat field and science frames). A normalized flat-field (after median bias subtraction) was obtained and used to correct the science images. The signal-to-noise ratio (S/N) for Bienor was ~60 and 63 for the first and second runs, respectively. We carried out astrometric measurements using our own codes written in Python that select the different stars within the images and compare them with the Gaia DR2 catalog (Gaia Collaboration 2018), obtaining the astrometric position of the target related to the stars. This astrometric position is then used to update the prediction of the stellar occultation using by the methodology explained in Ortiz et al. (2020b). We obtained astrometric data with a precision of 9 milliarcsec (mas) in both runs, which includes the plate solution and the centroid uncertainty. Considering the JPL#45 orbit, the observation astrometric offset with respect to the initial prediction in R×cos(Dec) and Dec was +127 mas and −17 mas, respectively. The path predicted for the occultation after updating the astrometric position of Bienor is represented in Fig. 1 (right panel) by gray lines.

3. Observations of the stellar occultation

On January 11, Bienor occulted the star Gaia DR2 236278279941456256 (or UCAC4 654-014368, see Table 1 for detailed information regarding the occulted star). A total of nine different telescopes at eight different locations acquired data to support this stellar occultation (see Fig. 1). Table 2 presents a list with the names of the observing sites involved in this event, their geodetic coordinates (longitude, latitude, and altitude), diameters and focal distance of the telescopes, detector manufacturers and models, observer names, exposure time ($T_{exp}$), cycle time (total time between consecutive exposures) for the observations, and status of the detection. A total of five positive and three negative detections were obtained as detailed in the table.

---

1 For future references within this work, we use the average measurement (with its corresponding uncertainty) from the range given by Lellouch et al. (2017), which results in 181 ± 8 km.
We obtained time-series observations using each of the telescopes (and cameras) listed in Table 2. All computers were synchronized using Network Time Protocol (NTP) servers or Video Time Inserters which are time-synchronized by Global Positioning Systems (GPS) devices. The acquisition time of each image was inserted on the corresponding image header. All time-series of CCD images were started from around 15 min before and ended 15 min after the predicted occultation time in order to obtain both a good base-line to characterize the occultation and the noise level before and after the event. No filters were used in any of the observatories to maximize the S/N of the occulted star (blended with Bienor), obtaining the best possible photometry.

4. Data reduction and results from the stellar occultation

Images were bias and flat-field calibrated using standard procedures as described in Sect. 2. In the case of the 40-cm telescope at La Hita and Constancia, the observations were recorded in video format. We converted the video into FITS prior to the analysis using Tangra v3.6.18.

We performed synthetic aperture photometry in order to obtain the flux of the occulted star blended with the centaur.

Notes. (a)Gaia DR2 coordinates corrected from proper motion for the occultation date. (b)From the Gaia (G) and UCAC4 (V, K; Zacharias et al. 2012) catalogs. (c)Estimated from the V, K magnitudes of the star, using Eq. (1). For a detailed information see Sect. 6.
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relative to a set of reference stars. We used our own routines written in IDL, which are based on daophot package (Stetson 1987). These routines are specifically designed to measure the flux from the combination of the occulted star plus the small body. In contrast to other software routines, that obtain the centroid within the aperture to extract the flux, our routine places the centroid at a fixed position relative to the reference stars calculating the photo-center of the star prior to the occultation, thus avoiding errors due to the wandering of the photo-center when the star is occulted and the signal drops to nearly zero. We applied relative photometry using the stars present in the FoV in order to minimize systematic photometric errors due to atmospheric variability. As a result, we obtain the combined flux of the star and the object versus time, in other words, the light curve of the occultation for each telescope. As the event only lasts several seconds, flux variations due to rotational variability of the small body do not affect the resulting light curve. A total of five positive events and two close negative events were obtained. Other negatives farther away from the body were also obtained as detailed in Table 2. We plot the positive light curves in Fig. 2. While the positive chords are used to model the size and shape of the body, the negative chords limit the body limb providing useful constraints.

From the positive detections, the light curves are used to derive the time at which the star disappears (ingress) and reappears (egress) behind Bienor’s limb. The total duration of the occultation for each light curve is therefore delimited by the ingress and egress timings, which translates into different segments (known more commonly as chords) in the plane of the sky for each observatory using Bienor’s apparent motion (13.47 km s\(^{-1}\)) at the time of the occultation. The set of different chords as a function of their location provides the shape and size of the body, as explained in Sect. 6. The ingress and egress timings were obtained using SORA v0.13 (Gomes-Júnior et al. 2022), where each light-curve is fitted to a square-well function as described by Ortiz et al. (2017) and references therein. The uncertainties in the timing are obtained by evaluating the fit by a \(\chi^2\) function as explained in the supplementary documentation of the Sicardy et al. (2011) and in Souami et al. (2020). There are three main sources of uncertainties involved in the ingress and egress timing calculation (considering that the synchronization of the cameras was correct): the Fresnel diffraction, the angular diameter of the star, and the cycle times of the different detectors.

The projected diameter of the occulted star (\(Gaia\ DR2\ 236278279941456256\)) in the plane of the sky can be estimated using the equation:

\[
\theta = \frac{\theta_{V=0}}{10^{m_V/5}},
\]

where \(m_V\) is the apparent magnitude of the star in \(V\)-band, and \(\theta_{V=0}\) is given by the equation:

\[
\theta_{V=0} = 10^{0.4(V-K)},
\]

(for main sequence stars; Van Belle 1999), where \((V - K)\) is the corresponding colour of the star. Using the star’s \(V\) and \(K\) apparent magnitudes (see Table 1), we obtained an angular diameter \(\theta = 0.0055\) mas, which translates into 0.056 km at Bienor’s geocentric distance at the time of the occultation \((\Delta = 14.16\) au\). This projected diameter is one order of magnitude smaller than the Fresnel scale, which is given by the equation

\[
F = \sqrt{\Delta/2} = 0.797\ km,
\]

where \(\lambda = 600\) nm is the average central wavelength for the \(CCD\) observations. While the errors from the shortest cycle time of detectors used in this event, which is 1.495 s, translates into 20 km (taking into account Bienor’s velocity of 13.5 km s\(^{-1}\) at the moment of the occultation). Therefore, the uncertainty introduced in the ingress and egress timing from Fresnel diffraction effects and/or from the angular diameter of the star are negligible when compared with those coming from the cycle time used in each detector and the error resulting from the data dispersion when fitting a square well. We note that this calculation does not account for uncertainties due to synchronization problems that might cause shifts in the chords. As discussed in Sect. 6, those errors become apparent when plotting the chords and are discussed in the analysis section. Table 3 presents the results obtained for the ingress and egress timings from each light curve.

5. Rotational light curve: Observations, data reduction, and results

In order to determine Bienor’s rotational phase at the time of the stellar occultation, we carried out an observational campaign during the second semester of 2019 with the goal of obtaining its rotational light curve. We observed Bienor during seven different nights using two telescopes as described below.

On September 23 and 24, we used the 1.23-m telescope of Calar Alto Observatory, in Almería (Spain). This telescope has a 4k×4k CCD with a FoV of 21.5’×21.5’ and a pixel scale of 0.315’ pixel\(^{-1}\). Thanks to the large FoV, we were able to aim the telescope at the same coordinates during both nights. This is convenient as it allowed us to use the same set of stars to perform relative photometry, avoiding systematic errors associated with absolute photometric techniques. The average seeing in this run was 1.86’.

Additionally, two runs were carried out with the 1.5-m telescope at Sierra Nevada Observatory, in Granada (Spain). The first run was on October 3, 24, and 25, and the second run was on November 24, and 25. This telescope has a 2k×2k CCD
with a FoV of $7.92' \times 7.92'$ and an pixel scale of 0.232'' pixel$^{-1}$. This FoV is not large enough to aim the telescope at the same coordinates over the whole run. However, the duration of the observations each night was long enough to cover more than 50% of the rotational light curve most of the nights (i.e., between 2 and 5.1 h per night), which allows adding an offset to put all data at the same level. The average seeing of each run was 1.83'' and 2.18'', for the first and second run, respectively.

All runs were executed using binning 2x2, and without filter, in order to maximize the S/N. We took bias and flat-field frames at the beginning of each observation night. We calculated a median bias that was subtracted to the flat-field frames; after bias subtraction, a normalized-median flat-field was also calculated (these procedures were carried out using the software AstroImageJ; Collins et al. 2017). Then, we subtracted the median bias and divided by the normalized-median flat-field each science image using specific routines written in Interactive Data Language (IDL). These routines also contain the specific code to perform the synthetic aperture photometry.

We applied the same photometric techniques as in Fernández-Valenzuela et al. (2016). All the stars used in the photometry were brighter than Bienor so that the main source of errors comes from Bienor’s flux. In order to maximize the quality of the photometry, we studied the data dispersion versus aperture radii for each night, selecting those radii that minimize the dispersion.

Before calculating the rotational phase at the time of the occultation, we refined the rotation period of Bienor by merging these data with those from previous campaigns taken in 2014 and 2015. Results from these campaigns were previously published in Fernández-Valenzuela et al. (2017), where the relative photometric measurements are available online. All data were corrected from light-travel time. We used two different techniques to search for the rotation period in unevenly sampled data. The first one is the Lomb technique (Lomb 1976), which is a modified version of the Fourier spectra analysis as implemented in Press et al. (1992). The resulting periodogram can be seen in Fig. 3a, where the maximum spectral power results for a rotation period of 9.1718 h. The second method is the Phase Dispersion Minimization (PDM) technique (see Fig. 3b), which searches for the period that minimizes the value of the so-called $\theta$ parameter (Stellingwerf 1978). The minimum is found for a rotation period of 9.1718 h.

We folded our 2019 data set using the resulting rotation periods from both techniques. Bienor’s rotational light curve is thought to be due to a tri-axial body shape, as previously stated in the literature (Ortiz et al. 2003; Rabinowitz et al. 2007; Fernández-Valenzuela et al. 2017); therefore, the set of data was

### Table 3. Ingress and egress timings and chord lengths derived from the occultation light curves.

| Observatory | Ingress (UT) | Egress (UT) | Chord length (km) | $\sigma$ | Shift S1$^{(1)}$ (km) | Shift S1$^{(1)}$ (s) | Shift S2$^{(1)}$ (km) | Shift S2$^{(1)}$ (s) |
|-------------|--------------|-------------|-------------------|--------|----------------------|---------------------|---------------------|---------------------|
| Javalambre  | 01:03:27.8 ± 1.5 | 01:03:34.7 ± 1.5 | 96 ± 29 | 0.08 | 0 | 0 | 35 | 2.6 |
| La Hita T77 | 01:03:33.2 ± 0.7 | 01:03:43.2 ± 0.2 | 139 ± 10 | 0.07 | 0 | 0 | 14 | 1.01 |
| La Hita T40 | 01:03:33.5 ± 0.5 | 01:03:42.8 ± 0.6 | 129 ± 11 | 0.18 | 0 | 0 | 14 | 1.01 |
| Manzanares  | 01:03:33.9 ± 0.1 | 01:03:41.7 ± 0.2 | 107 ± 3 | 0.11 | -54.7 | -4.06 | -7 | -0.5 |
| Constancia  | 01:03:58.2 ± 0.7 | 01:04:04.9 ± 0.5 | 94 ± 12 | 0.19 | 0 | 0 | 40 | 3.0 |

Notes. Abbreviations are defined as follows: the dispersion of the light curve removing the points from the occultation ($\sigma$). $^{(1)}$Shifts applied to the chords in scenario S1 (same shifts are applied in S3) and S2 (Sect. 6). A positive shift indicates a displacement toward the southwest, whereas a negative shift indicates one toward the northeast.
fitted to a second-order Fourier function as follows:

\[
m = \sum [a_i \sin(2\pi \phi) + b_i \cos(2\pi \phi)],
\]

where \(m\) is the theoretical value of the relative magnitude obtained from the fit, \(\phi\) is the rotational phase, and \((a_i, b_i)\) are the coefficients of the Fourier function (with \(i = 0, 1, 2\)). The rotational phase is calculated as the fractional part of \((\text{JD} - \text{JD}_0)/P\), where \(\text{JD}\) is the Julian date, \(\text{JD}_0 = 2458494.46234585\) is the initial Julian date (which corresponds to the moment of the occultation, corrected from travel-light time), and \(P\) is the rotation period (in days). We searched for the best fit among the values obtained from the different period-search routines. The goodness of the fit was evaluated using the \(\chi^2_{\text{PDF}}\) test, where the solution that minimizes the value of \(\chi^2_{\text{PDF}}\) (with \(\chi^2_{\text{PDF}} > 1\)) for the whole set of data (2014, 2015, and 2019) is \(9.1719 \pm 0.0002\) h.

The uncertainty of the rotation period is obtained by searching for the value that produces a \(\chi^2_{\text{PDF}} = 1.61\) (from the \(\chi^2\) distribution with a 0.9 level of confidence for 5 degrees of freedom; Snedecor & Cochran 1989). The resulting rotational light curve from 2019 data can be seen in Fig. 4.

The peak-to-valley amplitude (i.e., the difference between the brightness absolute maximum and minimum), \(\Delta m\), of the rotational light curve is \(0.172 \pm 0.003\) mag. This value is larger than those from years 2014, 2015, and 2016 reported in Fernández-Valenzuela et al. (2017), and in agreement with the models therein that predict the increment in \(\Delta m\) for future years due to the variation of the aspect angle (the angle between the rotation axis and the line of sight) of the body. We used the instant at which the stellar occultation occurred as initial Julian date. Therefore, it is straightforward to observe that the event took place very close to a maximum of brightness.

6. Analysis

In order to determine Bienor’s projected shape, we translated the ingress and egress times from the light curves (Fig. 5) into chords, in other words, the projected lines on the sky’s plane as observed from each location. The extremities of these chords constrain Bienor’s projected shape at the time of the occultation. When plotting all chords together, we noticed that the eastern-most chords in the figure (Constancia and Manzanares) were displaced one from each other by \(\sim 50\) km. This likely indicates that the absolute times (UTC of the recording (FITTS images or video) of one or both PC’s are probably not correct, in other words, the PC (system) time had an (unknown) offset. While Constancia’s camera used GPS-inserted time stamps overlaid on the video images, Manzanares’ instrumentation involved a laptop synchronized using an NTP connected to an internet network through a smartphone. Therefore, we regard the sharp ingress time of Constancia’s observation as the correct one. We note that Constancia’s chord presents high data dispersion (see Fig. 2), especially at egress, which could be affecting the calculation of the ingress and egress timings. However, the light curve shows a clear start point of the occultation, with a drop in brightness from which the timing is accurately obtained. Regarding the duration of the event, both chords present similar lengths and are in agreement considering the error bars (see Table 3).

Considering all of the above, we have evaluated two different scenarios. A first scenario (S1) where Manzanares’ chord is shifted in order to match its ingress with that of Constancia (Fig. 5). Such displacement had a value of 55 km (4 s). In a second scenario (S2), we have decided to align the centers of the chords as done in other stellar occultation works, to account for possible needed time-shifts (e.g., Vara-Lubiano et al. 2022; Santos-Sanz et al. 2022). We performed a weighed linear fit to the centers of all the chords, and then shifted all the chords so that their centers would lay on that linear fit. The shifts applied to the chords for this second scenario are included in Table 3.

As stated above (see Sect. 5), Bienor is expected to have a tri-axial shape at least to a first approximation. Therefore, we fitted the extremities of the chords to an ellipse. To evaluate the effect of the uncertainties of the ingress and egress times, we used a Monte Carlo method: we repeated the fit 10 000 times changing the extremities of the chords according to their uncertainties and fitting the best ellipse using the \(\text{curve fit}\) function of Python SciPy, which minimizes the sum of the squares of the geometric distances \(r\) between the fitted ellipse and the extremities following the direction of the chords:

\[
S = \sum_i r_i^2,
\]

with \(i = 1, 2, \ldots, N;\) being \(N\) the total number of extremities (i.e., twice the number of chords). “Negative” chords (gray lines outside elliptical figures) correspond to light curves where no occultation is detected. These negative chords put limits on the size of the fitted ellipse and the uncertainty region of that ellipse (see Fig. 5, dashed gray lines).

We performed a total of 10 000 Monte Carlo iterations that produced different ellipses defined by the following parameters: semi-major and -minor axes (\(a_0\) and \(b_0\), respectively), tilt angle \(\theta\), from the abscissa’s positive axis to the ellipse’s semi-major axis, clockwise as drawn in Fig. 5, and center’s coordinates (\(x\) and \(y\)). The probability density function (PDF) for each parameter can be seen in Appendix A. The results are displayed in Fig. 5, where the blue lines represent the best fit to the extremities of the chords and the gray shadowed regions represent all 10 000 ellipses from the Monte Carlo method. Table 4 shows the resulting values for the ellipses’ parameters with the errors provided by the standard deviation of the PDF given by the Monte Carlo modelization.
In both scenarios, Bienor’s mean area-equivalent diameter \(D_{\text{eq}}\) results in \(150 \pm 20\,\text{km}\). This value is 30 km smaller than the one obtained from Herschel and ALMA (181 \pm 8 km, Lellouch et al. 2017, see Table 4). We obtained the albedo \(p_V\) of Chiron, Chariklo, and Haumea; therefore, we include models out of the hydrostatic equilibrium, which provided a preferable range of values of the ecliptic longitude and latitude of Bienor’s pole orientation to right ascension and declination, we obtained that \(\Phi = \alpha \pm 0.08\,\text{mag}, in order to obtain the equivalent diameter. This value is the theoretical relative magnitude given by the Fourier fit for the rotational phase during the stellar occultation.

\[ D_{\text{eq}} = C p_V^{1/2} 10^{-H_V/5} \]

where \(C = 1330 \pm 18\,\text{km}\) is a constant (Masiero et al. 2021), and \(H_V = 7.47 \pm 0.04\,\text{mag}\) is Bienor’s absolute magnitude (rotationally averaged) in V-band (from Fernández-Valenzuela et al. 2017).

However, the position angle \(PA\) of the short axis of the ellipse resulting from these fits is not in agreement with the one calculated using Bienor’s pole orientation from Fernández-Valenzuela et al. (2017). Since the stellar occultation happened very close to a maximum of brightness of Bienor’s rotational modulation (see Fig. 4), we can assume that the semi-minor axis of the ellipse \(b_p\) is a proxy of the projection of the pole orientation of the body (as have been the cases of Chiron, Chariklo, and Haumea); therefore, \(PA = 180^\circ - \theta\). For the different scenarios presented here, \(PA = 52^\circ, 61^\circ, 232^\circ, \) and \(241^\circ\). Bienor’s pole orientation was constrained in Fernández-Valenzuela et al. (2017) using long-term photometric models, which provided a preferable range of values of the ecliptic longitude \(\lambda_p\) and latitude \(\beta_p\) of \([25^\circ, 40^\circ]\) and \([45^\circ, 55^\circ]\), respectively, under the assumption of hydrostatic equilibrium. If we include models out of the hydrostatic equilibrium, \(\beta_p\) reaches up to \(60^\circ\). Although it is a small difference of only \(5^\circ\), we included it in our calculations. The pole orientation can be translated to the object’s PA at the moment of the stellar occultation by means of the equation:

\[ PA = \arctan \left( \frac{\sin(\Phi) \cos(D_p)}{\cos(D) \sin(D_p) - \sin(D) \cos(D_p) \cos(\Phi)} \right) \]

where \(\Phi = RA_p - RA\), with RA and D being the right ascension and declination of Bienor-centered reference frame, respectively, and RA_p and D_p being the right ascension and declination of Bienor’s pole orientation, respectively. Translating the above mentioned range of the ecliptic longitude and latitude of Bienor’s pole orientation to right ascension and declination, we obtained that PA should be in the range \([300^\circ, 340^\circ]\), which is not in agreement with the short axis from the stellar occultation ellipse fits.

Considering the differences found between our effective diameter and the thermal one, and the different pole orientations, we propose an hypothetical scenario (S3), in which Bienor is a close-in binary system as shown in Fig. 6 (where no shift to the chords has been applied other than Manzanares’ due to the error in the computer synchronization). We note that this fit of two ellipses with only four chords is a degenerated problem and there exists many solutions. Therefore, in order to obtain a...
curves in term of shape and rotation period, especially at different aspect angles. For this we chose the pole orientation to differ no more than 20°. This configuration results in two bodies with a total equivalent diameter of 183 ± 8 km, and an albedo of 5.7 ± 0.6%. The resulting tilt angle for each object is 8° ± 10° and 7° ± 10°, which translates into PA of 172° ± 10°, and 173° ± 10° (with supplementary directions of 352° ± 10° and 353° ± 10°) for the easternmost and westernmost object, respectively. Therefore, this scenario allows for a value of PA in agreement with the above interval obtained from the pole orientation given in Fernández-Valenzuela et al. (2017).

7. Discussion

Given Bienor’s size, the possibility of Bienor being out of the hydrostatic equilibrium is reasonable, and its shape could depart considerably from a tri-axial ellipsoid. This possibility is considered in the first scenario, S1, where the chords display a somewhat irregular shape for the body. However, with chords at only three locations of the body we are limited to performing an elliptical fit in order to obtain some physical properties. Another possibility could be that Bienor is in fact in hydrostatic equilibrium and therefore we would expect for all chords to have their center aligned within error bars. This would imply that the displacements among the different chords are due to various systematic errors (as those associated with the computer synchronization). This possibility is evaluated in the second scenario (S2) where we have aligned the centers of all chords.

However, as mentioned in Sect. 6, both scenarios produce an area-equivalent diameter 30 km smaller than that obtained from thermal models, which is 181 ± 8 km according to Lellouch et al. (2017), and 198.16 km according to Duffard et al. (2014b). In order to know if this difference is due to Bienor’s rotational modulation, we calculated Bienor’s rotational phase at which Herschel measurements were obtained\(^6\), using the highly accurate rotation period obtained in Sect. 5, and the closest published rotational light curve in time to the Herschel measurements, which was taken in 2014 (Fernández-Valenzuela et al. 2017). Two flux measurements were taken with Herschel and both at the same rotational phase, during the brightest minimum (gray vertical line in Fig. 7), with an estimated uncertainty of 0.768 h (i.e., ~0.08 in rotational phase, gray shadowed region in Fig. 7). Since

\(^6\) Mid-time of exposure of Herschel images: 2011-01-24T12:52:20 and 2011-01-24T22:00:27.
Herschel measurements were taken at a minimum of brightness, and due to the small amplitude of the rotational light curve, this size difference cannot be explained by rotational variability. Neither can be due to a change in the aspect angle because the amplitude of the rotational light curve has been increasing in recent years $(0.083 \pm 0.008 \text{mag} \text{from} 2014 \text{to} 2019)$, which implies that the object has been changing from an pole-on configuration to a more edge-on configuration.

On the other hand, the position angles provided by the fits for S1 and S2 might be incompatible with the results from the long-term photometric models in Fernández-Valenzuela et al. (2017). In other words, the pole orientation obtained using the rotational light curves taken at different aspect angles could be incompatible with the results of the fit from the stellar occultation data when using a single object. This is an unexpected outcome because results from this kind of models for other objects match those obtained through stellar occultations. For instance, the stellar occultation by Chariklo detected in 2013 produced two sets of values for the pole orientation: $(\lambda_p, \beta_p) = (138^\circ, 28^\circ)$ or $(\lambda_p, \beta_p) = (26^\circ, -7^\circ)$, see Braga-Ribas et al. (2014). Later, Duffard et al. (2014a) discarded one of the solutions using long-term photometric models (see Fig. 1 in Duffard et al. 2014a). A similar situation appears in the case of Chiron, where two pole orientations were obtained through a set of stellar occultations and one of them fits perfectly the long-term photometric data (Ortiz et al. 2015).

A close-in binary system is a hypothetical scenario in which we can match the results from the stellar occultation with the long-term from photometric models published in Fernández-Valenzuela et al. (2017) and that also allows for a larger equivalent diameter, more compatible with the radiometric derived one. We can speculate that the system could be interacting by tidal forces shrinking the orbit until it forms a contact binary, similar to the formation scenario proposed for Arrokoth (McKinnon et al. 2020), the TNO contact binary visited by New Horizons spacecraft in January 2019. Additionally, this scenario results into an area-equivalent diameter of $166 \pm 9 \text{km}$, more compatible with that obtained from thermal measurements ($181 \pm 8 \text{km}$; Lellouch et al. 2017).

A synchronized binary system would also explain Bienor’s rotational light curve that presents an invariable shape over the years, with the variation in amplitude coming from the change in the aspect angle of the system. This could be another hint to discard an irregular object, from which one would expect different shapes of its rotational light curves when observed at different aspect angles. The synchronization of spin and orbit of both components is a reasonable assumption since the time required to achieve this status is much smaller than the age of the Solar System $(1.5 \times 10^{17} \text{s})$, as we demonstrate in the following. The time required by one of the components to be tidally locked, $t_{\text{lock}}$, can be obtained using the following equation (Hubbard 1984):

$$t_{\text{lock}} = \frac{2\pi}{3KGM_{\text{T}}a_1^3 T_{0} \delta} \left( \frac{d}{d_{\text{lock}}} \right)^{\frac{3}{2}}.$$  

In this equation, $K$ is the secular Love number, which has a value of $3/2$ for homogeneous bodies, $G$ is the gravitational constant, $a_1$ and $T_0$ are the semimajor axis and the initial rotation rate of the largest component, respectively, $\delta$ is expressed as $\arctan(1/Q)$ with $Q = 100$ being the dissipation factor, $d$ is the distance at which the smaller component orbits the largest component, and $M_1$ and $M_2$ are the masses of each component.

The distance at which the secondary orbits the primary, can be obtained from the equation:

$$d^3 = \frac{T_s^2 G M_{\text{T}}}{4\pi},$$

where $T_s$ is the orbital period of the secondary, and $M_{\text{T}}$ is the mass of the system. Combining both equations and assuming that both components have similar masses and radii (i.e., $M_1 \approx M_2 = M$, and $R_1 \approx R_2 = R$, respectively), the time for the system to be tidally locked can be obtained from:

$$t_{\text{lock}} = \frac{T_s^3 G M}{6\pi T_0 K a_1^3 \delta},$$

with $M = V \rho = 4/3\pi R^3 \rho$, where $R$ is the effective radius and $\rho$ is the density, which considering centaurs of similar sizes, is $700 \text{ kg m}^{-3}$. Therefore, considering $T_0 \geq 9.1718 \text{ h}$ (Bienor’s rotation period at the present time):

$$t_{\text{lock}} \lesssim 2.5 \times 10^7 \text{ Gs},$$

which is orders of magnitude smaller than the age of the Solar System.

We note that the Roche limit, given by the equation:

$$d_{\text{R}} = 2.44a_1 \left( \frac{\rho_1}{\rho_2} \right)^{1/3} \approx 2.44a_1,$$

with $a_1 = 84 \text{ km}$ (from S3 E1, see Table 4), results in $205 \text{ km}$, which is somewhat larger than the distance between the centers of the two bodies measured in Fig. 6, $d = 150 \pm 20 \text{ km}$. However, as the binary fit is degenerated other possible solutions exist with larger separation between the bodies. On the other hand, if the body has some internal strength the components can be closer-in than the nominal Roche limit for fluid-like bodies.
8. Limits for a putative ring system

The existence of a ring system would also provide a better match between the area-equivalent diameter from the stellar occultation versus thermal models. This scenario was proposed by Fernández-Valenzuela et al. (2017) because of the resemblance of Bienor in size, shape, and watery spectra to Chariklo and Chiron (for which, although still under debate, it seems very plausible to possess a ring system, as can be seen in Ortiz et al. 2015; Sickafoose et al. 2020). The long-term photometric models presented therein worked considerably well, and in fact, allowed for smaller sizes in the main body (in agreement with the area equivalent diameters derived in this work), since the potential ring would be contributing to a large portion of the brightness, even more so if the water-ice detected in Bienor’s spectra (e.g., Dotto et al. 2003; Barkume et al. 2008) is located in the ring, as in the case of Chariklo (Duffard et al. 2014a). It has been claimed by several authors that centaurs present a colour bimodality that split the population between very red objects and less red objects (Thébault & Doressoundiram 2003; Peixinho et al. 2012), with median albedos of \( \sim \)8% and \( \sim \)5%, respectively (Müller et al. 2020). Although studies using absolute magnitudes, which are not affected by the phase angle at which the observations are taken, do not reflect such a bimodality (Alvarez-Candal et al. 2019). In any case, the correlation between very redness and albedo is still present on centaurs. With a \( V - R \) colour of 0.44 mag (see, e.g., Delsanti et al. 2001; Doressoundiram et al. 2002), Bienor is one of the less red centaurs, which would suggest a somewhat lower albedo for Bienor, contrary to what we obtain (see Table 4). A watery ring around Bienor would decrease the albedo of the main body to smaller values and would explain the abrupt increase in brightness from 2000 to 2013 noticed in Fernández-Valenzuela et al. (2017). The thermal data from Herschel would be then the combination of the main body and ring reemission, resulting in larger values for the main body, which would explain the difference between the area-equivalent diameter from the stellar occultation and thermal data.

Assuming Bienor is currently near to a pole-on orientation as the most plausible explanation for the decrease in the amplitude of the rotational light curve during the last 20 yr, the area of the putative rings would be highly exposed and could have been detected in our data. Therefore, we searched within Bienor’s stellar occultation data, but no features similar to those found in Chariklo and Chiron were found. However, the lack of secondary drops does not prove the lack of rings nor satellites. On the one hand, the probability of detecting a satellite around Bienor with only a handful of chords is negligible. On the other hand, if a putative ring is very narrow and/or presents lower opacity than what can be detected with the precision given by the used instrumentation, the ring could be overlooked. The lower limit of ring width \( w \) under \( 3\sigma \) uncertainty at which a ring system is detected is given by the following equation:

\[
\text{w}_\text{lim} = \frac{3\sigma v T_\text{exp}}{\tau},
\]

where \( \sigma \) is the dispersion of the light curve, \( v \) is Bienor sky motion at the moment of the occultation (in km s\(^{-1}\)), \( T_\text{exp} \) is the exposure time (in s), and \( \tau \) is the opacity. Figure 8a shows the dependency of \( w_\text{lim} \) with the opacity for each of the light curves in Fig. 2. We note that the minimum optical depth of a detectable putative ring is restricted by the dispersion of each light curve. We included also light curves with a negative detection of the main body since a ring’s shadow should cover a larger area than that of the body. As can be seen, our strongest constraint is given by Calar Alto’s data, for which a ring with a width as narrow as 1.7 km and 100% opacity would be detected.

![Fig. 8. (a) Lower limit for the ring width that would be detected considering the dispersion of each light curve and the corresponding instrumentation used in this work. Our best constraint is given by Calar Alto’s data (red line). The brown star indicates the lower limit (3.4 km) for a ring that would be detected with an opacity of 50%. (b) Positive and negative chords (as plotted in Fig. 5a) including the negative chord from Calar Alto (red pointed-dashed line) that would have detected the ring system. A similar ring in width to those found in Chariklo and Chiron is plotted in purple with the expected position angle and aspect angle determined from the body pole axis orientation in Fernández-Valenzuela et al. (2017). A ring with larger diameter would be outside the Roche limit for plausible densities of Bienor. The black arrow indicates the motion of the shadow.](image)
A 100% opacity means a very optically thick ring, which is very unrealistic. For a ring with 50% opacity (as Chariklo’s rings), rings as narrow as 3.4 km would be detected from Calar Alto. A similar ring’s area to that resulting from a 3.4 km at Calar Alto distances was studied in Fernández-Valenzuela et al. (2017), where the optical contribution of a body plus ring can be compared to that of a single body in figure 3 of that work. However, Calar Alto location was too far from the body and a ring system similar to those of Chariklo and Chiron would be right at the limit and might have been missed (see Fig. 8b). Considering the remaining light curves, our strongest constraint is given by Manzanares’ data, but in this case, for an opacity of 50%, a ring with \( w < 14.1 \) km would not be detected. Therefore, from our data, we cannot discard the possibility of Bienor having a ring system or a satellite that might be influencing the photometric and thermal measurements.

Moreover, Bienor’s rotational light curve might also be consistent with the existence of a ring system. As we mentioned before, Bienor presents two different depths for each of the minima (Fig. 4), which is found in all other rotational light curves in the literature from 2001 to 2016 (see Ortiz et al. 2003; Rabinowitz et al. 2007; Fernández-Valenzuela et al. 2017, and Sect. 5 in this work). All of them present a difference of \( \sim 0.1 \) mag between both minima, in other words, the difference in brightness between both minima is the same regardless of Bienor’s aspect angle. For an irregular body, one might expect that a change in the aspect angle will imply a brightness variation of one minimum respect to the other, which is not the case here. A possible explanation could be an albedo spot in that part of Bienor’s body, but this spot would need to cover a high range of latitudes of the body so that it appears at all aspect angles covered by the rotational light curves from 2002 to 2019. A partial ring (i.e., an arc) in a 1:1 resonance could also increase the brightness in one of the minima, with no variability at long timescales (i.e., due to the aspect angle). Dynamical simulations show that, in principle, ring-arc material might exist at 1:1 resonance in a non-symmetrical body (Sicardy et al. 2019, 2020), with the spreading time scales increasing with the elongation of the body. Although the same simulations also demonstrate that even the dynamically stable points are unstable against dissipative collisions. In any case, the existence of the ring material cannot be confirmed from the data in this work. More stellar occultations may shed light into this matter.

9. Conclusions
We have observed a stellar occultation by Bienor on January 11th, 2019. We obtained five positive and four negative detections that helped to constrain the size of the body. For a single tri-axial object, we obtained area-equivalent diameters of 150 ± 20 km, smaller than that obtained from thermal measurements, and with a higher albedo of 8 ± 2%. In scenarios S1 and S2, the resulting position angle does not match the values calculated using the pole orientation obtained from long-term photometric models (Fernández-Valenzuela et al. 2017). To approximate the occultation results to the thermal results, a third scenario S3 has been considered, in which a close-in binary also allows for a better match with the effective diameter of 181 ± 8 km derived from thermal data. No features related to rings or satellites have been found within the data. However, a ring system similar to that of Chariklo cannot be discarded due to insufficient S/N of the observations.

It is clear that there exist some differences among Bienor’s physical properties obtained through different methods. In order to unveil the three-dimensional shape of Bienor or if it is a close-in binary system, new data need to be acquired. A new multichord stellar occultation could shed light in this regard, either revealing one of the proposed scenarios here or any other reality that we have not come up with.
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Appendix A: Monte Carlo distributions

Monte Carlo distributions of the different parameters that define the elliptical fits to the chords obtained through the Monte Carlo method for the different scenarios considered in Section 6 as follows: S1 in which Manzanare’s chord is shifted (Figure A.1), S2 where all chords are aligned (Figure A.2), S3 in which a binary object is considered (see Figure A.3 and A.4, for the ellipses 1 and 2, respectively).
Fig. A.1: Monte Carlo distributions for S1 of the semi-axes $a$ and $b$ (in km), the tilt angle (in degrees) and the coordinates $(x, y)$ of the center of the ellipse. The vertical red lines show the value of the parameters for the best elliptical fit via least-squares minimization, and the blue shaded area delimits the 67% confidence interval, see Table 4.

Fig. A.2: Monte Carlo distributions for S2 of the semi-axes $a$ and $b$ (in km), the tilt angle (in degrees) and the coordinates $(x, y)$ of the center of the ellipse. The vertical red lines show the value of the parameters for the best elliptical fit via least-squares minimization, and the blue shaded area delimits the 67% confidence interval, see Table 4.

Fig. A.3: Monte Carlo distributions for S3, ellipse 1, of the semi-axes $a$ and $b$ (in km), the tilt angle (in degrees) and the coordinates $(x, y)$ of the center of the ellipse. The vertical red lines show the value of the parameters for the best elliptical fit via least-squares minimization, and the blue shaded area delimits the 67% confidence interval, see Table 4.

Fig. A.4: Monte Carlo distributions for S3, ellipse 2, of the semi-axes $a$ and $b$ (in km), the tilt angle (in degrees) and the coordinates $(x, y)$ of the center of the ellipse. The vertical red lines show the value of the parameters for the best elliptical fit via least-squares minimization, and the blue shaded area delimits the 67% confidence interval, see Table 4.