Automatic Bridge Crack Detection Using a Convolutional Neural Network
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Abstract: Concrete bridge crack detection is critical to guaranteeing transportation safety. The introduction of deep learning technology makes it possible to automatically and accurately detect cracks in bridges. We proposed an end-to-end crack detection model based on the convolutional neural network (CNN), taking advantage of atrous convolution, Atrous Spatial Pyramid Pooling (ASPP) module and depthwise separable convolution. The atrous convolution obtains a larger receptive field without reducing the resolution. The ASPP module enables the network to extract multi-scale context information, while the depthwise separable convolution reduces computational complexity. The proposed model achieved a detection accuracy of 96.37% without pre-training. Experiments showed that, compared with traditional classification models, the proposed model has a better performance. Besides, the proposed model can be embedded in any convolutional network as an effective feature extraction structure.
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1. Introduction

Bridges play a significant role in daily life. Regular bridge checks are important for maintaining the structural health and reliability of bridges. Bridge crack is one of the main damages of bridges, and its detection is an important task for bridge maintenance. Traditional bridge detection methods rely on human visual inspection, so the detection efficiency and accuracy cannot be guaranteed. In recent years, machine learning and computer vision were applied to the field of crack detection [1–5], and achieved good results.

The modern convolutional neural network (CNN) was first proposed by LeCun et al. [6] in 1989. Due to its effectiveness in feature extraction, it is widely used in computer vision tasks such as image classification [7–10], object recognition [11–13], and action recognition [14–16].

Inspired by these achievements, recent studies have applied convolutional neural networks to the area of crack detection. In 2004, Ouellette et al. [17] introduced an algorithm, based on the standard genetic algorithm (GA), to automatically detect cracks, which had a crack detection accuracy of 92.3 ± 1.4% for 100 images. Since the dataset was too small, the effectiveness of this method cannot be fully proven. In 2016, Zhang [18] et al. proposed an algorithm for classifying pavement cracks. However, since the algorithm did not have strict classification criteria for positive and negative samples, the detection accuracy was only 86.96%. In 2017, based on transfer learning, Gopalakrishnan et al. [19] proposed a concrete crack classifier, where the Visual Geometry Group Network 16 (VGG-16) model got the best performance. In the same year, an algorithm for analyzing cracks in a single video frame using a convolutional neural network was developed by Chen et al. [20], combined with the Naive Bayes data fusion scheme to aggregate video information. The network trained by Cha et al. [21], combined with the sliding window technique, could scan any particular crack image with a resolution larger than 256 × 256 pixels. Wang et al. [22] used CNN to detect pavement cracks and used principal
component analysis (PCA) to classify the detected pavement cracks. Pauly et al. [23] demonstrated the effectiveness of using deeper networks to improve the detection accuracy in computer vision-based pavement crack detection. However, these methods still have problems of low precision or high model complexity, so they are not widely used.

In this article, we proposed an end-to-end model based on the convolutional neural network to detect bridge cracks automatically. Our main contributions are as follows:

- We used a single CNN trained end-to-end with images to detect cracks, using only images and image labels as input. Our CNN model achieved a 96.37% accuracy in detecting cracks without pre-training and fine-tuning on other datasets.
- To the best of our knowledge, we introduced the Atrous Spatial Pyramid Pooling (ASPP) module into the field of crack detection for the first time, and achieved good experimental results.
- We introduced atrous convolution with an atrous rate of 2 in the last three convolutional layers of the network, replacing the maxpooling layer, and thus avoiding the loss of crack edge information caused by pooling. We proved the effectiveness of replacing the maxpooling layer with atrous convolution through experiments.

2. Materials and Methods

2.1. Datasets

According to [24], there is currently no unified bridge crack database published. Therefore, in order to meet the experimental requirements, the bridge crack dataset in [24] is artificially augmented to generate the dataset used in this paper. In order to promote the development of crack detection algorithms, we share our dataset on https://github.com/tjdxxhy/crack-detection.

The original dataset is composed of 2068 bridge crack images collected by the Phantom 4 Pro’s CMOS surface array camera with a resolution of 1024 × 1024. The bridge crack dataset we used was generated by the original dataset through the following operations:

1. Data preprocessing: Since the pictures in the original dataset all contain cracks, which were not conducive to the differentiation of positive and negative samples during network training, we cropped a 1024 × 1024 resolution image into four 512 × 512 resolution images. Then, the obtained 8272 pictures were filtered to remove the blurred pictures, and a crack dataset containing 6069 images was obtained. The dataset included 4058 crack images and 2011 background images, with the ratio of crack images to background images being about 2:1. At last, we randomly selected 4856 images as the training set and 1213 images as the testing set.

2. Data augmentation: In order to meet the input requirements of the network, we cropped the picture size to 224 × 224 through the random center crop operation. Then, we randomly flipped the training set images to further augment the dataset.

Some examples of images in our dataset are shown in Figure 1. To create a robust crack classifier, in addition to good images(1(a)), our dataset also contains images of bridge shading(1(b)), water stains, and strong light(1(c)).

![Figure 1. Examples of images contained in our dataset. (a) Good images, (b) Images with complex shading (noise), and (c) Images illuminated by strong light. (All displayed images have a resolution of 224 × 224).](image-url)
There are some images containing cracks in edges in our cropped dataset, as shown in Figure 2. Having these images in the dataset has the following advantages: (1) In these images, the cracks only occupy a small proportion of the image. After the CNN operation, the feature map will become smaller. If our model can successfully distinguish the cracks in such images, it is proved that our model can effectively extract the deep characteristics of the cracks. (2) In the actual application, the proportion of cracks in the image is small, so the inclusion of these images can increase the practicality of the proposed model.

![Figure 2. Examples of images with edges containing cracks. (a) a picture of the crack in the lower right corner, (b) a picture of the crack in the upper left corner.](image)

**Figure 2.** Examples of images with edges containing cracks. (a) a picture of the crack in the lower right corner, (b) a picture of the crack in the upper left corner.

### 2.2. Proposed Model

The end-to-end CNN model proposed in this paper is shown in Figure 3. The network contains a total of 28 layers, including 16 convolutional layers and 3 maxpooling layers, while the Atrous Spatial Pyramid Pooling (ASPP) module contains 10 convolutional layers. In the structure shown in Figure 3, the first three convolutional layers are used to extract image features, and the output feature maps are then input into the ASPP module, whose structure will be described in detail in Section 2.2.3, to extract the multi-scale crack feature information. Furthermore, the depthwise separable convolution contained in the ASPP module reduces the computational complexity of the model, thus making the network easier to optimize. In the last three convolutional layers of the network, we apply atrous convolution to replace the maxpooling layers, thus avoiding the degradation of the image resolution while increasing the receptive field. At last, the network uses Softmax to classify the input pictures (cracks or backgrounds).

![Figure 3. Description of the proposed convolutional neural network (CNN) structure.](image)

**Figure 3.** Description of the proposed convolutional neural network (CNN) structure.

#### 2.2.1. Atrous Convolution

Modern image classification networks integrate multi-scale context information through continuous pooling and down-sampling layers, resulting in a loss of detail information about the
object edges and a degradation of the image resolution \cite{25,26}. To solve this problem, Yu et al. \cite{27} proposed a novel convolution method—atrous convolution (also called dilated convolution). Atrous convolution can exponentially expand the receptive field without a loss of resolution, resulting in a denser feature map \cite{27}.

Let $F : Z^2 \rightarrow R$ denotes a discrete function. Let $\Omega_r = [-r,r]^2 \cap Z^2$ and $k : \Omega_r \rightarrow R$ be a discrete filter of size $(2r + 1)^2$. Then, the discrete convolution operator $*$ can be defined as:

$$ (F * k)(p) = \sum_{s+t=p} F(s)k(t), \quad (1) $$

We now promote this operator. Let $l$ be an atrous factor, and let $\eta_l$ be defined as:

$$ (F * \eta_l k)(p) = \sum_{s+l+t=p} F(s)k(t), \quad (2) $$

Here, $\eta_l$ is the atrous convolution or $l$-atrous convolution. The discrete convolution $*$ we are familiar with is an atrous convolution of $l = 1$.

Atrous convolution enables an exponential expansion of the receptive field without a loss of resolution and coverage \cite{27}. Let $F_0,F_1,\ldots,F_{n-1} : Z^2 \rightarrow R$ be discrete functions, and let $k_0,k_1,\ldots,k_{n-2} : \Omega_1 \rightarrow R$ be discrete 3 × 3 filters. Consider applying an atrous filter with an exponential increase:

$$ F_{i+1} = F_i *_{2^i} k_i \text{ for } I = 0, 1, \ldots, n - 2, \quad \text{(3)} $$

The receptive field of the element $p$ in $F_{i+1}$ is defined as the set of elements in $F_0$ that modify the value of $F_{i+1}(p)$. Assume that the size of the receptive field of $p$ in $F_{i+1}$ is the number of these elements. Then, the receptive field size of each element in $F_{i+1}$ is $\left(2^{i+2} - 1\right) \times \left(2^{i+2} - 1\right)$. The receptive field is an exponentially increasing square, as shown in Figure 4.

In our crack detection task, special attention was paid to the edge and texture information of the crack. However, continuous pooling and down-sampling layers will result in the loss of the object edge detail information and a reduced image resolution \cite{25,26}. For example, after four pooling layers, the information of any object smaller than 16 pixels would be lost. In the last few layers of the network, the resolution of the feature map is small, so using the atrous convolution instead of the maxpooling layer can effectively preserve the resolution of the feature map and provide more feature information.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure4.png}
\caption{Schematic diagram of the atrous convolution.}
\end{figure}
for the final classification, thereby obtaining a higher accuracy. Therefore, atrous convolution with an atrous rate of 2 was introduced in the last three convolutional layers of the network. As a result, the loss of edge detail information or the reduction of the image resolution is avoided, while a larger receptive field is obtained.

2.2.2. Depthwise Separable Convolution

The depthwise separable convolution was originally proposed by Laurent Sifre [28]. After that, it was widely known and applied in models such as Inception [29], Xception [30], and MobileNets [31].

The depthwise separable convolution resolves the standard convolution into a depthwise convolution and a pointwise convolution. The spatial depthwise convolution is used independently on each channel of the input feature map, and then the outputs of the depthwise convolution are combined using a pointwise convolution. The Depthwise separable convolution can greatly reduce the model parameters and computational complexity, while maintaining a similar or better performance [32]. Figure 5 shows how the standard convolution (Figure 5a) is decomposed into a depthwise convolution (Figure 5b) and a $1 \times 1$ pointwise convolution (Figure 5c).

![Figure 5](image.png)

**Figure 5.** (a) The standard convolution is decomposed into (b) a depthwise convolution and (c) a $1 \times 1$ pointwise convolution.

The standard convolutional layer takes the feature map $F$ of size $D_f \times D_f \times M$ as an input and produces a feature map $G$ of size $D_p \times D_p \times N$, where $D_f$ is the spatial width and height of the input square feature map, $M$ is the number of input channels, $D_p$ is the spatial width and height of the output square feature map, and $N$ is the number of output channels [31].

The standard convolutional layer is convolved by a convolution kernel $K$ of size $D_k \times D_k \times M \times N$, where $D_k$ is the spatial width and height of the convolution kernel (which is assumed to be squared), $M$ is the number of input channels, and $N$ is the number of output channels.
The calculation cost of the standard convolution is shown in Equation (4):

$$D_k \cdot D_k \cdot M \cdot N \cdot D_p \cdot D_p$$

(4)

In Equation (4), the computational cost of the standard convolution increases exponentially with the output feature map size $D_p \times D_p$ and the convolution kernel size $D_k \times D_k$, the number of input channels $M$, and the number of output channels $N$.

The depthwise separable convolution integrates the traditional convolution into two layers; the first layer is the filter layer, and the spatial convolution is performed on each channel of the input feature map by a depthwise convolution; the second layer is the combined layer, using a $1 \times 1$ pointwise convolution to combine the outputs of the depthwise convolution.

The computational cost of the depthwise convolution is shown in Equation (5):

$$D_k \cdot D_k \cdot M \cdot D_p \cdot D_p$$

(5)

The computational cost of the $1 \times 1$ pointwise convolution is shown in Equation (6):

$$M \cdot N \cdot D_p \cdot D_p$$

(6)

The computational cost of the depthwise separable convolution is shown in Equation (7), which is the sum of the depthwise convolution and the pointwise convolution:

$$D_k \cdot D_k \cdot M \cdot D_p \cdot D_p + M \cdot N \cdot D_p \cdot D_p$$

(7)

By decomposing the standard convolution into the filter layer and the combined layer, we get a reduction in the amount of computation, as shown in Equation (8):

$$\frac{D_k \cdot D_k \cdot M \cdot D_p \cdot D_p + M \cdot N \cdot D_p \cdot D_p}{D_k \cdot D_k \cdot D_p \cdot D_p + D_p \cdot D_p \cdot D_p} = \frac{1}{N} + \frac{1}{D_k^2}$$

(8)

The standard convolution simultaneously learns spatial information and the correlation between channels, while the depthwise separable convolution first performs a depthwise convolution, broadens the network so that it can extract more network features, and then performs a $1 \times 1$ pointwise convolution, by which the outputs of the depthwise convolution are linearly combined to generate new features. Compared to the traditional convolution, the computational amount and model complexity of the depthwise separable convolution are greatly reduced, making it a more efficient convolution method that is able to be used to learn representative features better with less data. These advantages of the depthwise separable convolution structure are especially important for our crack detection model: our task is to train the model from scratch on a crack dataset, and the depthwise separable convolution allows us to learn the full feature representation of the data efficiently, thereby improving the model’s cracks detection performance.

2.2.3. ASPP Module

In deep neural networks, the size of the receptive field can roughly indicate the extent to which context information is used [33]. However, Zhou et al. [34] proved that the empirical receptive field of CNN was much smaller than the theoretical receptive field, especially in the higher layers. This greatly limits the ability of CNN to use context information to get accurate predictions. Global average pooling [35] is an effective method to obtain global context information, and has been applied in image classification tasks [29,36] to solve the above problem.

However, directly fusing the information obtained by global averaging pooling to form a single vector may result in loss of sub-region context information [33]. He, K et al. [37] proposed a layered
Spatial Pyramid Pooling (SPP), which can obtain the fusion of information and receptive fields from different sub-regions. Experiments show that multi-scale feature information fusion will bring about the improvement of network accuracy. This is not simply because of the increase in parameters, but because multi-level pooling can effectively deal with object deformation and differences in the spatial layout [38].

For bridge crack pictures, cracks usually only occupy a small part of the picture. Therefore, in order to accurately identify cracks, it is necessary to effectively utilize context information and accurately extract crack features. Compared with the SPP structure in [37], the atrous convolution used by the ASPP structure avoids the loss of image detail information caused by the down-sampling operation; therefore, it fits better with the need to detect cracks. Consequently, the ASPP module is introduced in the network, and it is part of the DeepLabv2 [39] network proposed by the Google team in 2017. It performs parallel atrous sampling at different sample rates on a given input, which is equivalent to capturing the context of an image in multiple scales, thereby obtaining multi-scale image feature information [32].

The structure of the ASPP module we used is shown in Figure 6. On the feature map extracted by the first few layers of CNN in Figure 3, the atrous convolutions with rates of 2, 4, and 8 were performed in parallel, and the feature maps extracted for each atrous rate were further processed by a depthwise separable convolution in a separate branch. The multi-scale features were then merged with the globally pooled input feature map to produce the final result. Since the ASPP module detects input feature maps with multi-sample rates, it can capture object and image context information [39] on multiple scales, thus improving the accuracy of the network prediction.

The proposed neural network model used momentum optimization algorithms for training. Since, in 2001, Wilson and Martinez et al. [40] proposed that small and attenuated learning rates were more conducive to training, the proposed model applied a mathematically reduced learning rate. There were 32 samples per batch during training, with the momentum being 0.9, initial learning rate being 0.001, and weight decay being 0.2.

Figure 6. The Atrous Spatial Pyramid Pooling (ASPP) module we used.

2.3. Hyperparameter

The proposed neural network model used momentum optimization algorithms for training. Since, in 2001, Wilson and Martinez et al. [40] proposed that small and attenuated learning rates were more conducive to training, the proposed model applied a mathematically reduced learning rate. There were 32 samples per batch during training, with the momentum being 0.9, initial learning rate being 0.001, and weight decay being 0.2.
3. Experimental Results and Discussion

All experiments were performed on an Intel(R) Core(TM) i9-7980XE CPU@ 2.60GHz CPU (Santa Clara, USA, Intel) and a 32GB RAM and NVIDIA 2080Ti*2 GPU. The convolutional neural network was constructed by Pytorch.

3.1. Experimental Results

3.1.1. Comparison With Other Classification Models Without Pre-Training

To examine the performance of the proposed model, it was tested on the dataset presented in Section 2.1. and compared to several classic classification models. During the test, the hyperparameter settings, such as the learning rate, were guaranteed to be the same (as in Section 2.3.), and none of them were pre-trained. The test results are shown in Table 1.

| Model          | Epochs | Test Accuracy |
|----------------|--------|---------------|
| Proposed Model | 300    | 96.37%        |
| Resnet18       | 300    | 91.59%        |
| Resnet34       | 300    | 92.00%        |
| Resnet50       | 300    | 89.45%        |
| Vgg16          | 300    | 84.67%        |
| Vgg19          | 300    | 85.41%        |

Compared with other models, the proposed model achieved a higher crack detection accuracy of 96.37% without pre-training, which proved that the proposed model could make more effective use of the dataset.

3.1.2. Model Comparison With or Without Atrous Convolution

An atrous convolution with an atrous rate of 2 was introduced in the last three convolutional layers of the network, replacing the maxpooling layer. The goal was to avoid an image resolution degradation and loss of edge detail information due to continuous pooling and down-sampling. In order to prove the validity of the atrous convolution, the atrous convolution was replaced with the maxpooling layer and the standard convolution with a stride of 2, respectively. They were tested on the crack dataset. And the experimental results are shown in Table 2.

| Model                        | Epochs | Test Accuracy |
|------------------------------|--------|---------------|
| Proposed Model (with atrous convolution) | 300    | 96.37%        |
| With maxpooling              | 300    | 92.33%        |
| With standard convolution    | 300    | 90.35%        |

Since the atrous convolution effectively maintains the image resolution while expanding the receptive field, the model performance of using the atrous convolution is better than using the maxpooling layer and standard convolution with a stride of 2.

3.1.3. Model Comparison With or Without ASPP Module

In Section 2.2.3., we explained the theory of the ASPP module capturing object and image context information [39] on multiple scales, thereby improving the crack detection accuracy. To further demonstrate this, we conducted experiments to verify the effectiveness of the ASPP module. The experimental results are shown in Table 3.
Table 3. Model comparison with or without the ASPP module.

| Model      | Epochs | Test Accuracy |
|------------|--------|---------------|
| with ASPP  | 300    | 96.37%        |
| without ASPP | 300   | 90.60%        |

Compared with the model without the ASPP module, the crack recognition rate of the model with the ASPP module is 5.77% higher. This proves that the application of ASPP in crack detection can better fuse multi-scale image context information, and thus effectively utilize the image feature information to obtain a higher network prediction accuracy.

3.1.4. Comparison of Different Atrous Rates in ASPP Module

In order to verify how to set the atrous rate in the ASPP module for an optimal performance, we conducted several experiments, setting the atrous rates in the ASPP module to [2, 4, 6], [2, 4, 8], and [3, 6, 9] respectively, and the test results are shown in Table 4.

Table 4. Comparison of different atrous rates in the ASPP module.

| Model      | Epochs | Test Accuracy |
|------------|--------|---------------|
| [2, 4, 6]  | 300    | 89.45%        |
| [2, 4, 8]  | 300    | 96.37%        |
| [3, 6, 9]  | 300    | 90.02%        |

When the atrous rate was set to [2, 4, 8], the detection accuracy was much higher than that of the atrous rate set to [2, 4, 6] and [3, 6, 9]. The reasons are as follows: (1) compared with the module with an atrous rate set to [2, 4, 6], the module set to [2, 4, 8] can obtain a larger receptive field in the last layer, so as to obtain more contextual information, thereby improving the detection accuracy. (2) According to [29], when a $3 \times 3$ atrous convolution with a large atrous rate is applied, long range information cannot be captured due to image boundary effects, thus degrading into a simple $1 \times 1$ convolution. Therefore, when the ASPP module sets the atrous rate [3, 6, 9], the consequent degradation phenomenon causes the detection accuracy to decrease due to the large atrous rate.

3.1.5. Comparison of ASPP Modules Placed at Different Locations

In order to find the relationship of the detection performance and the site of the ASPP module, we placed the ASPP module behind the 2nd convolutional layer (conv2), the 3rd convolutional layer (conv3) and the 4th convolutional layer (conv4). The testing results are shown in Table 5.

Table 5. Comparison of the ASPP module at different locations.

| Model      | Epochs | Size of the Input Feature Map | Test Accuracy |
|------------|--------|-------------------------------|---------------|
| after conv2 | 300    | [28, 28, 128]                | 90.19%        |
| after conv3 | 300    | [14, 14, 256]                | 96.37%        |
| after conv4 | 300    | [7, 7, 512]                  | 88.46%        |

In Table 5, when the ASPP module is placed behind conv3, the best detection effect is obtained. The reasons are as follows: (1) The main function of ASPP is to incorporate feature information in different receptive fields and multi scales, rather than extracting information. Therefore, when the ASPP module is placed in the first few layers, the effect is not ideal, because there is not a sufficient feature extraction process. This explains why the ASPP module does not work well when placed behind conv2. (2) In the image classification task, the input image is finally down-sampled to a $1 \times N$ size (N is the number of categories of image classification), and the image resolution of the last few
layers is also very small (e.g., the input feature map size of conv4 in the proposed model is $7 \times 7$). When the ASPP module is placed behind conv4, the feature map of the input ASPP module is much smaller than the feature map with the ASPP module placed after conv3, and a large amount of feature information is lost, so the detection accuracy is greatly reduced. For example, if there is a crack feature with size $8 \times 8$ in the image, the feature may be lost after 16 times down-sampling. This is why ASPP is not placed on the last few layers.

3.2. Evaluation and Discussion

3.2.1. Evaluation Factors

To quantitatively evaluate the performance of our model, several evaluation factors commonly used for classification tasks are used.

Several basic concepts are shown below:

1. **TP (True Positives):** The number of positive classes predicted to be positive classes. In our model, TP refers to the number of cracks that are correctly classified as cracks.

2. **TN (True Negatives):** The number of negative classes predicted to be negative classes. In our model, TN refers to the number of backgrounds that are correctly classified as backgrounds.

3. **FP (False Positives):** The number of negative classes predicted to be positive classes. In our model, FP refers to the number of backgrounds that are incorrectly identified as cracks.

4. **FN (False Negatives):** The number of positive classes predicted to be negative classes. In our model, FN refers to the number of cracks that are incorrectly identified as the background.

Correspondingly, several evaluation factors commonly used in the binary classification task are listed below [41]:

- **Accuracy:** Ratio of the number of instances classified correctly to the total number of instances, representing the overall effectiveness of the classifier. Accuracy in our model refers to the ratio of cracks and backgrounds that are correctly classified. Its calculation formula is shown in Equation (9):

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$  \hspace{1cm} (9)

- **Precision:** Out of all the predicted positive instances, what percentage represents true positive instances. In our model, the precision refers to the proportion of true cracks in all instances classified as cracks. Its calculation formula is shown in Equation (10):

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (10)

- **Sensitivity (also called Recall):** Out of all the positive instances, what percentage is identified correctly, representing the effectiveness of a classifier to identify positive instances. Sensitivity in our model refers to the proportion of true cracks that are classified as cracks. Its calculation formula is shown in Equation (11):

$$\text{Sensitivity} = \frac{TP}{TP + FN}$$  \hspace{1cm} (11)

- **Specificity:** Out of all the negative instances, what percentage is identified correctly, representing the effectiveness of a classifier to identify negative instances. Specificity in our model refers to the proportion of true backgrounds that are classified as backgrounds. Its calculation formula is shown in Equation (12):

$$\text{Specificity} = \frac{TN}{TN + FP}$$  \hspace{1cm} (12)
Measure (also known as F-Score): F-Measure is the comprehensive consideration of Precision and Sensitivity, measuring the relationship between the positive label of the data and the label given by the classifier. Its calculation formula is shown in Equation (13):

\[
F = \frac{(\alpha^2 + 1)P \cdot R}{\alpha^2(P + R)}
\]  

(13)

In the formula, \( P \) and \( R \) refer to Precision and Sensitivity, respectively.

When the parameter \( \alpha \) is 1, the F-Measure is the most common \( F_1 \) score, and its expression is shown in Equation (14):

\[
F_1 = \frac{2 \cdot P \cdot R}{P + R}
\]  

(14)

The \( F_1 \) score comprehensively considers the Precision and Sensitivity, and the experimental model is proven to be more effective when the \( F_1 \) score is higher.

3.2.2. Model Performance Comparison

We used the evaluation factors mentioned in the previous section to evaluate the proposed model and several of the classic classification models mentioned in Section 3.1.1, as shown in Table 6. The parameters of these models were the same as in 3.1.1.

| Model       | Accuracy | Precision | Sensitive | Specificity | \( F_1 \) Score |
|-------------|----------|-----------|-----------|-------------|----------------|
| Proposed Model | 96.37%   | 78.11%    | 100%      | 95.83%      | 0.8771         |
| Resnet18    | 91.59%   | 60.62%    | 100%      | 90.34%      | 0.7548         |
| Resnet34    | 92.00%   | 61.81%    | 100%      | 90.81%      | 0.7640         |
| Resnet50    | 89.45%   | 55.09%    | 100%      | 87.88%      | 0.7104         |
| Vgg16       | 84.67%   | 45.77%    | 100%      | 82.39%      | 0.6395         |
| Vgg19       | 85.41%   | 47.00%    | 100%      | 83.24%      | 0.6280         |

In Table 6, the proposed model is superior to other models in terms of accuracy, precision, specificity and \( F_1 \) score.

3.2.3. Model Computational Efficiency and Computational Complexity Comparison

We use the floating-point operations (FLOPs) with an input size of \( 224 \times 224 \) to measure the computational cost of the proposed model and the other classification models listed in Section 3.1.1, as shown in Table 7. While the actual time cost may be affected by other factors, such as the GPU bandwidth and coding quality, the computational cost shows the speed upper bound [42]. From the results, it can be seen that the proposed model consumes the lowest FLOP of all models, 25% less than ResNet18, which proves that the proposed model effectively reduces the computational complexity. In addition, with the same 300 Epoch runs, the proposed model has the shortest running time. This fully proves the computational efficiency of the proposed model.

| Model       | Epochs | Flops | Running Time |
|-------------|--------|-------|--------------|
| Proposed Model | 300    | 1.36 G | 286 m 33 s   |
| Resnet18    | 300    | 1.82 G | 317 m 24 s   |
| Resnet34    | 300    | 3.67 G | 466 m 30 s   |
| Resnet50    | 300    | 4.12 G | 534 m 7 s    |
| Vgg16       | 300    | 15.5 G | 567 m 33 s   |
| Vgg19       | 300    | 19.67 G | 661 m 19 s  |
3.2.4. Discussion

Compared with the traditional classification models, the advantages of the proposed model are mainly as follows:

1. An atrous convolution with an atrous rate of 2 was introduced in the last three convolutional layers of the network, replacing the maxpooling layer, thus avoiding the loss of crack edge information caused by pooling and down-sampling. At the same time, the atrous convolution can also obtain a larger receptive field, so as to obtain more context information.

2. An ASPP module was introduced to detect the input feature map with multiple sampling rates, so as to obtain the receptive field and image context information of different scales, and to improve the network recognition accuracy. Generally, ASPP is used more in the fields of Semantic Segmentation and Object Detection, and we introduced the ASPP module to the field of crack detection first. It is experimentally demonstrated that the ASPP module works best when placed in the middle of the network (after conv3 in the proposed model). By adding ASPP in the middle of the network, multi-scale information can be better integrated, so that the image feature information can be effectively utilized.

3. The depthwise separable convolution was used to reduce computational complexity and improve computational efficiency, so that the network could efficiently learn the representative features of datasets. As shown in Table 7, the proposed model has a lower computational complexity and shorter runtime than other models in the table.

4. Conclusions

In this paper, we proposed an image classification model for detecting cracks, taking the advantage of the atrous convolution, ASPP module and depthwise separable convolution, and achieving 96.37% accuracy of crack detection without pre-training. At the same time, the proposed model can capture the multi-scale context information of images at multiple sampling rates, it is computationally efficient, and it can quickly complete crack detection on datasets. Furthermore, the proposed model can be embedded in any convolutional network as an efficient feature extraction structure.
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