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Abstract
Interactive proofs of proximity allow a sublinear-time verifier to check that a given input is close to the language, using a small amount of communication with a powerful (but untrusted) prover. In this work we consider two natural minimally interactive variants of such proofs systems, in which the prover only sends a single message, referred to as the proof.

The first variant, known as MA-proofs of Proximity (MAP), is fully non-interactive, meaning that the proof is a function of the input only. The second variant, known as AM-proofs of Proximity (AMP), allows the proof to additionally depend on the verifier’s (entire) random string.

The complexity of both MAPs and AMPs is the total number of bits that the verifier observes – namely, the sum of the proof length and query complexity.

Our main result is an exponential separation between the power of MAPs and AMPs. Specifically, we exhibit an explicit and natural property Π that admits an AMP with complexity $O(\log n)$, whereas any MAP for Π has complexity $\tilde{\Omega}(n^{1/4})$, where $n$ denotes the length of the input in bits. Our MAP lower bound also yields an alternate proof, which is more general and arguably much simpler, for a recent result of Fischer et al. (ITCS, 2014).

Lastly, we also consider the notion of oblivious proofs of proximity, in which the verifier’s queries are oblivious to the proof. In this setting we show that AMPs can only be quadratically stronger than MAPs. As an application of this result, we show an exponential separation between the power of public and private coin for oblivious interactive proofs of proximity.
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Introduction

The field of property testing [47, 23] deals with sublinear algorithms for deciding whether a given object has a predetermined property or is far from any object having this property. Such algorithms, called testers, obtain local views of the object by performing queries; that is, the object is seen as a function and the tester receives oracle access to this function. The goal of the tester is to ascertain a global property of the function based only on its local view.

In the last couple of decades, the area of property testing has attracted much attention (see surveys [44, 45, 11] and recent textbook [22]). However, while much success was found in designing testers for a myriad of natural properties, which only make a small number of queries, many other natural properties were shown to require a very large number of queries to test (often linear in the length of the input).

Proofs of proximity, first considered by Ergün, Kumar and Rubinfeld [18], are both intrinsically interesting as a natural notion of proof systems for sublinear algorithms, as well as provide means to significantly reduce the number of queries that the tester needs to make in order to verify, rather than decide. These probabilistic proof systems can be viewed as augmenting testers with a help from a powerful, yet untrusted prover. In a recent line of works [46, 33, 20, 27, 36, 25, 43, 34, 9, 14] various types of interactive [46] and non-interactive proofs of proximity [35] were studied, including arguments of proximity [36], zero-knowledge proofs of proximity [9], and proofs of proximity for distribution testing [14].

In this work we study the relation between two types of proofs of proximity that are minimally interactive; namely, MA and AM proofs of proximity, which can be viewed as the property testing analogue of the class MA (i.e., “randomized NP”) and AM, respectively, and are described in more detail next.

Informally speaking, an MA proof of proximity (MAP) protocol consists of a tester (or rather a verifier) that receives oracle access to an input function $f$ but also receives explicit access to a short purported proof $w$. Based on the proof string and a few oracle queries to $f$, the verifier should decide whether $f$ has some property $\Pi$ (i.e., whether $f \in \Pi$). More specifically, after reading the proof $w$, the verifier tosses random coins, makes queries to the oracle $f$, and decides whether to accept or reject. We require the following completeness and soundness conditions: if $f \in \Pi$, then there exists a proof $w$ that the verifier accepts with high probability, and if $f$ is “far” (in Hamming distance) from any function in $\Pi$, then the verifier rejects with high probability. Following the literature, the complexity of an MAP is the total number of bits that the verifier observes - namely, the sum of its proof length and query complexity.\(^3\)

The reason that the foregoing model is referred to as a “Merlin-Arthur” protocol is that we think of the prover as being Merlin (the all powerful magician) and the verifier as Arthur (a mere mortal). Then in the MAP model Merlin “speaks” first (i.e., sends the proof) and Arthur “speaks” second (i.e., tosses his random coins).

It is natural to ask what happens if we switch the order - letting Arthur toss his coins first and Merlin send his proof after seeing Arthur’s coin tosses. This type of protocol is typically referred to as an “Arthur-Merlin” protocol. More precisely, an AM proof of proximity (AMP) is defined similarly to an MAP, except that now the proof oracle is a function of the verifier’s entire random string. We view AMPs as minimally interactive, since given a common random

\(^3\) Alternatively, one could view the running time of the verifier (which serves as an upper bound on the query and communication complexities) as the main resource to be minimized. However, for simplicity (and following the property testing literature), we focus on combinatorial resources. This only makes our lower bounds stronger, whereas for all of our upper bounds the verifier is also computationally efficient.
string, the protocol consists of a single message (i.e., the proof). Analogously to MAPs, the complexity of an AMP is the sum of its proof length and query complexity. We emphasize that the prover’s message can depend on all of the verifier’s coin tosses. Namely, the verifier cannot toss an additional coins after receiving its message from the prover.  

While the difference between these two proof systems may appear minor, MA-type and AM-type proofs naturally admit very different types of strategies. In particular, note that AM proofs provide the additional power of allowing the prover and verifier to jointly restrict their attention to a random subset of the input function’s domain. On the other hand, the AM model also significantly hampers the power of the verifier to detect malicious prover strategies, since the prover knows the entire randomness of the verifier, and in particular the prover knows which queries the verifier will make.

At first glance, it may seem that AMPs are extremely limited, since the prover can predict exactly what the verifier will check (knowing the verifier’s entire random string allows the prover to deduce which queries the verifier will make). However, it turns out that a straightforward adaptation of the classical $\text{MA} \subseteq \text{AM}$ inclusion [6] implies that any MAP can be emulated by an AMP at a quadratic cost. (More precisely, an MAP with proof complexity $p$ and query complexity $q$ can be emulated by an AMP with proof length $p$ and query complexity $O(p \cdot q)$.)

It is natural to ask the following converse question:

Can any AMP protocol be emulated by an MAP, or is there a gap between the power of these two models?

Note that any AMP can be easily emulated by an MAP with at most an exponential overhead. Thus, the question that we would really like to answer is whether such an exponential overhead is inherent.

1.1 Our results

Our main result shows that it is indeed the case that AMPs can be exponentially stronger than MAPs and so the foregoing emulation strategy is optimal, up to polynomial factors:

\textbf{Theorem 1.} There exists a property $\Pi \subseteq \{f : [n] \to [n]\}$ such that:

- $\Pi$ has an AMP of complexity $O\left(\log(n)/\varepsilon\right)$, with respect to proximity parameter $\varepsilon > 0$; and
- Every MAP for $\Pi$, with respect to proximity parameter $\varepsilon \leq \frac{1}{10}$, must have complexity $\Omega(n^2)$.

The property $\Pi$ that we use to prove Theorem 1 is actually very simple and natural. Specifically, $\Pi$ is the set of all permutations over $[n]$; the goal of the verifier is to check

\footnote{In contrast, the complexity class AM is sometimes defined as any constant-round public-coin interactive proof-system. Indeed, if one does not care about polynomial factors, then by a result of Babai and Moran [6], any public-coin constant-round interactive proof can be reduced to just 2 messages.}

\footnote{The idea is to first reduce the soundness error of the MAP to $2^{-O(p)}$ (by repetition). Now suppose that the verifier reveals its randomness to the prover before receiving the proof-string. For soundness, observe that when $f$ is far from the having the property, for any fixed proof-string the probability that the verifier would accept is at most $2^{-\Omega(p)}$ and so by a union bound, with high probability there simply does not exist a proof-string that will make the verifier accept.}

\footnote{Any AMP with proof complexity $p$ and query complexity $q$ can be emulated by a tester (i.e., an MAP which does not use a proof at all) with query complexity $q \cdot 2^p$ by simply trying all possible candidate proof strings.}
whether a given function \( f : [n] \rightarrow [n] \) is close to being a permutation by querying the function in a few locations and with a short interaction with the prover.

The AMP protocol for deciding whether a given function \( f : [n] \rightarrow [n] \) is a permutation is extremely simple. The idea is that the random string specifies some random element \( y \in [n] \) and the prover should specify an inverse \( x \) of \( y \) (under \( f \)). If \( f \) is a permutation such an element must exist whereas if \( f \) is \( \epsilon \)-far from being a permutation, then with probability \( \epsilon \) it holds that \( y \) simply does not have an inverse. We can repeat the base protocol \( O(1/\epsilon) \) times to get constant soundness error. This protocol can actually be traced back to a result of Bellare and Yung [7] who used it resolve a gap in the [19] construction of non-interactive zero-knowledge proofs for \( \text{NP} \) based on trapdoor permutations.

Our MAP lower bound is the technically more challenging part of this work, and is actually a special case of a more general MAP lower bound that we prove. We show that any property that satisfies a relaxed notion of \( k \)-wise independence requires MAPs with complexity roughly \( \sqrt{k} \). This result generalizes a recent result of Fischer, Goldhirsh and Lachish [20] which can be interpreted as an MAP lower bound of \( \sqrt{k} \) for properties that are exactly \( k \)-wise independent.7 Our proof is also (arguably) significantly simpler than that of [20] and in particular uses only elementary arguments, see further discussion in Section 1.2.

1.1.1 Oblivious Proofs of Proximity

Having established Theorem 1, we revisit the MA versus AM problem within the context of proofs of proximity with prover-oblivious queries (a notion first considered in [46] and further explored in [35]), or in short oblivious proofs of proximity. These are proofs of proximity that have the special feature that the queries that the verifier makes are independent of the proof. Viewed from a temporal perspective, in these proof systems the verifier first makes its queries to the input function, and only after making all of its queries does it receive the proof. One reason that makes this feature appealing is because it allows the verifier to probe the object and obtain a certificate, which can then be used later when interacting with a prover, even if the object is no longer accessible. Another reason is that many of the interactive proof systems from the literature (e.g., the sumcheck protocol of [39]) are oblivious.

Surprisingly, it turns out that the gap between the power of oblivious AMPs and MAPs is dramatically smaller than the one exhibited in Theorem 1. Loosely speaking, we show that oblivious AMPs can only be quadratically stronger than oblivious MAPs, and in fact, standard testers (that do not use a proof).

\[ \textbf{Theorem 2.} \quad \text{For any property } \Pi, \text{ if there exists an oblivious AMP for } \Pi \text{ with proof complexity } p \text{ and query complexity } q, \text{ then there also exists a tester (i.e., MAP with proof complexity } 0) \text{ for } \Pi \text{ with query complexity } O(p \cdot q). \]

As an application, we use Theorem 2 to derive lower bounds on public-coin oblivious interactive proofs of proximity, and show an exponential separation between public-coin and private-coin protocols in this setting. See further discussion in the full version [31].

1.2 Related works

The notion of proofs of proximity was originally proposed by Ergün, Kumar and Rubinfeld. Ben Sasson et al. [8] and Dinur and Reingold [17] considered such proofs in the context of

---

7 More precisely, [20] show that any linear code with large dual distance requires MAPs of complexity that is roughly square root of the code’s blocklength.
PCPs. Rothblum, Vadhan and Wigderson [46], considered interactive proofs of proximity and showed that every language computable by a low-depth circuit has an interactive proof of proximity (IPP) with a sublinear time verifier. Reingold, Rothblum, and Rothblum [43] showed constant-round IPPs for any language computable in polynomial-time and bounded polynomial-space. Goldreich and Gur [24, 25] showed general-purpose IPPs with only 3 rounds, albeit for a much smaller class.

Proofs of proximity were further studied by [27] who showed more efficient constructions for certain restricted complexity classes, such as functions accepted by small read-once branching programs and context-free languages. Gur and Rothblum proved a round hierarchy theorem for IPPs [34], showing that the power of IPPs gradually increases with the number of rounds of interaction. Several works focused on studying non-interactive (MA) proofs of proximity [35, 20, 26] (see also [30]). In addition, recent works studied (computationally sound) interactive arguments of proximity [36], zero-knowledge proofs of proximity [9], and proofs of proximity for distribution testing [14]. Proofs of proximity have also found applications to property testing and related models [33, 21, 34]. We remark that a concurrent work of Berman et al. [9], utilizes our results (specifically Theorem 1) to derive a separation between the power of MAPs and zero-knowledge IPPs.

The notion of MA and AM proofs plays a central role in the study of proofs system in various computational models, other than in the setting of polynomial-time Turing machines in which they were originally conceived [6]. For example, in quantum computation, the class QMA (quantum MA proofs) captures the most fundamental type of quantum proof systems (since quantum algorithms are inherently randomized) and it has been extensively studied in the last couple of decades (see survey [4]). Of particular relevance, Aaronson [1] considered the problem of deciding whether a function is close to a permutation to derive a quantum query complexity separation between the class QMA and the class of statistical zero knowledge SZK, showing that every QMA query complexity algorithm with a $w$-qubit witness and query complexity $q$ must satisfy $q + w = \Omega(n^{1/6})$.

In addition, MA and AM proof systems received much attention in the setting of communication complexity [5, 37, 41, 38, 29, 48] and streaming algorithms [15, 16, 12, 32, 13, 49]. The former also has an interesting connection to the algebrization barrier [2] and recently found important applications to distributed PCPs and hardness of approximation [3]. The latter can be viewed as the property testing analogue of online annotated data streams (there, instead of oracle access to the input, the algorithm has one-pass sequential access to the input, and the goal is to minimize space complexity rather than query complexity). Indeed, part of our results concerning oblivious proofs of proximity are inspired by the techniques for online annotated data streams in [13].

Perhaps most relevant to us, the notion of MA and AM proofs for decision tree complexity (or the “query complexity model”), which can be thought of as property testing for exact (rather than approximate) decision problems, is closely related to proofs of proximity, though the query complexity model is much simpler to analyze than property testing. We remark that the high-level approach of our main lower bound for MAPs is inspired by the work of Raz et al. [42].

---

8 We remark that there are several similarities between MA and AM proof systems in the setting of property testing and communication complexity. In particular, simulating MA communication complexity protocols by their AM counterparts can also be done while only incurring a quadratic blow-up in complexity, and on the other hand AM protocols can also be exponentially more powerful than MA protocols [38]. In addition, oblivious MA proofs of proximity can be viewed as analogous to online MA communication complexity protocols [13].
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Comparison with the techniques in [20]. As we discussed above, our MAP lower bound generalizes the main result of Fischer, Goldhirsh, and Lachish [20]. The latter result can be interpreted as an MAP lower bound for any $k$-wise independent property. Our lower bound extends to a natural generalization of this family. We stress that this extension is crucial for our main result, as the permutation property (with respect to which we prove Theorem 1) is not $k$-wise independent, but does satisfy our more general notion.\(^9\)

The proof in [20] is technically quite involved and includes several subtle and non-trivial arguments. For example, while typically property testing lower bounds are shown by exhibiting two distributions that are chosen only as a function of the property, the argument in [20] crucially relies on distributions that are functions of both the property and the description of the specific analyzed algorithm. This entails the usage of several complex mechanisms. For example, they rely on an involved treatment of adaptivity, which consists of procedures for “grafting” decision trees, and use a special type of algorithms (called “readers”) that expose low-entropy portions. Perhaps the most significant complication is that their argument uses a delicate information theoretic analysis to handle MAPs that have a two-sided error.

In contrast, our proof is much shorter and consists purely of a combinatorial argument, which does not require any special treatment of adaptivity and two-sided error, and does not use information theory.

1.3 Organization

In Section 2, we introduce the notations and definitions that we use throughout this work. In Section 3, we prove our main technical contribution, which is an MAP lower bound for relaxed $k$-wise independent properties. Finally, in Section 4, we conclude with a discussion and raise open problems. See full version [31] for the proof of our main result: an exponential separation between MAPs and AMPs, as well as for our results regarding oblivious proofs of proximity.

2 Preliminaries

In this section we establish the definitions and notions that we will need throughout this work.

2.1 Properties and Distance

We focus on testing properties of functions and identify a “property” with the set of functions having that property. More accurately, for each $n \in \mathbb{N}$, let $D_n$ and $R_n$ be sets. Let $F_n$ be the set of functions from $D_n$ to $R_n$. We define a property as an ensemble $\Pi = \bigcup_n \Pi_n$, where $\Pi_n \subseteq F_n$ for all $n$.

For an alphabet $\Sigma$, we denote the Hamming distance between two strings $x, y \in \Sigma^n$ by $\Delta(x, y) := |\{x_i \neq y_i : i \in [n]\}|$. If $\Delta(x, y) \leq \epsilon \cdot n$, we say that $x$ is $\epsilon$-close to $y$, otherwise we say that $x$ is $\epsilon$-far from $y$. For a non-empty set $S \subseteq \Sigma^n$, we similarly define $\Delta(x, S) := \min_{y \in S} \Delta(x, y)$. Again, if $\Delta(x, S) \leq \epsilon \cdot n$, we also say that $x$ is $\epsilon$-close to $S$ and otherwise $x$ is $\epsilon$-far from $S$. We extend these definitions to functions by identifying functions with their truth tables (viewed as strings).

\(^9\) Jumping ahead, we remark that our relaxed notion of $k$-wise independence refers to distributions for which the probability that any subset of $k$ indices is equal to any given sequence of $k$ values is upper bounded by the same probability given the uniform distribution up to a multiplicative constant (whereas the standard (i.e., non-relaxed) notion requires exact equality). See further details in Section 3.
Integrality. Throughout this work, for simplicity of notation, we use the convention that all (relevant) integer parameters that are stated as real numbers are implicitly rounded to the closest integer.

2.2 Proofs of Proximity

We recall the definitions of MA and AM proofs of proximity (i.e., MAPs and AMPs), following [35]. Throughout, for an algorithm $V$ we denote by $V^f(n, \varepsilon, w)$ the output of $V$ given oracle access to a function $f$ and explicit access to inputs $n$, $\varepsilon$, and $w$; if $V$ is a probabilistic algorithm, we write $\Pr[V^f(n, \varepsilon, w) = z]$ to represent the probability over the internal randomness of $V$ that this outcome is $z$.

Definition 3 (MAP). A Merlin-Arthur proof of proximity (MAP) for a property $\Pi = \bigcup_n \Pi_n$ consists of a probabilistic algorithm $V$, called the verifier, that is given as explicit inputs an integer $n \in \mathbb{N}$, a proximity parameter $\varepsilon > 0$, and a proof string $w \in \{0, 1\}^*$; in addition, it is given oracle access to a function $f \in \mathcal{F}_n$. The verifier satisfies the following conditions.

1. Completeness: For every $n \in \mathbb{N}$ and $f \in \Pi_n$, there exists a string $w$ (the proof) such that for every $\varepsilon > 0$ the verifier accepts with high probability; that is,

$$\Pr[V^f(n, \varepsilon, w) = 1] \geq \frac{2}{3}.$$ 

2. Soundness: For every $n \in \mathbb{N}$, function $f \in \mathcal{F}_n$, string $w$, and proximity parameter $\varepsilon > 0$, if $f$ is $\varepsilon$-far from $\Pi_n$, then the verifier rejects with high probability; that is,

$$\Pr[V^f(n, \varepsilon, w) = 0] \geq \frac{2}{3}.$$ 

A MAP is said to have query complexity $q : \mathbb{N} \times \mathbb{R}^+ \rightarrow \mathbb{N}$ if for every $n \in \mathbb{N}, \varepsilon > 0, f \in \mathcal{F}_n$, and string $w \in \{0, 1\}^*$, the verifier reads at most $q(n, \varepsilon)$ bits in its queries to $f$. We say that a MAP has proof complexity $p : \mathbb{N} \rightarrow \mathbb{N}$ if for every $n \in \mathbb{N}$, there always exists a $w \in \{0, 1\}^{p(n)}$ satisfying the conditions of Definition 3. We define the complexity of the MAP to be $t(n, \varepsilon) = q(n, \varepsilon) + p(n)$.

Next, we define AM proofs of proximity (AMPs) similarly to MAPs, except that here the proof is also a function of the inner randomness of the verifier (alternatively, the verifier first sends the prover its entire random string).

Definition 4 (AMP). An Arthur-Merlin proof of proximity (AMP) for a property $\Pi = \bigcup_n \Pi_n$ consists of a probabilistic algorithm $V$, called the verifier, that is given as explicit inputs an integer $n \in \mathbb{N}$, a proximity parameter $\varepsilon > 0$, and a proof string $w$ that depends on the verifier’s random string $r$, as well as oracle access to a function $f \in \mathcal{F}_n$. The verifier must also be deterministic given the random string $r$. The protocol satisfies the following conditions.

1. Completeness: For every $n \in \mathbb{N}$ and $f \in \Pi_n$,

$$\Pr_r[\exists w = w(r) \text{ such that } V^f(n, \varepsilon, w; r) = 1] \geq \frac{2}{3}.$$ 

2. Soundness: For every $n \in \mathbb{N}$, function $f \in \mathcal{F}_n$, and proximity parameter $\varepsilon > 0$, if $f$ is $\varepsilon$-far from $\Pi_n$, then:

$$\Pr_r[\exists w \text{ such that } V^f(n, \varepsilon, w; r) = 1] \leq \frac{1}{3}.$$ 

An Exponential Separation Between MA and AM Proofs of Proximity

As mentioned in the introduction, this generalizes a result due to Fischer.

For most properties, we have that both the domain and range have size that is polynomial in $n$, and for every $n \in \mathbb{N}$, $f \in \mathcal{F}_n$, with probability at least $\frac{1}{2}$ over coin tosses in the first round, there exists a $w \in \{0, 1\}^{p(n, \varepsilon)}$ satisfying the completeness condition of Theorem 4. We define the complexity of the AMP to be $t(n, \varepsilon) = q(n, \varepsilon) + p(n, \varepsilon)$.

We note that we do not include the randomness complexity of the verifier in the complexity of the protocol (although the randomness complexity in all the protocols described in this work is not large). This is a similar choice to what is done in similar contexts such as AM query and communication complexities. Moreover, we show in the full version [31] that if a property $\Pi$ of functions $f : D_n \rightarrow R_n$, such that $|R_n|^{D_n} = O(\exp(poly(n)))$, admits an AMP verifier with query complexity $q$ and proof complexity $p$, then it also admits an AMP verifier with query complexity $O(q)$, proof complexity $O(p)$, and randomness complexity $O(\log n)$.

This transformation is similar to known results of Newman [40] in the context of communication complexity, Goldreich and Sheffet [28] in the context of property testing, and Gur and Rothblum [35] for MAPs. Its main disadvantage however is that it does not preserve the computational complexity of the verifier.

3 MAP Lower Bound for (Relaxed) $k$-wise Independence

In this section we show a general MAP lower bound for a large class of properties. More specifically, we show that any MAP for a (non-degenerate) property that is $k$-wise independent, must have complexity $\Omega(\sqrt{k})$. By a $k$-wise independent property we mean that if we sample a random element having the property, than its restriction to any $k$ coordinates looks uniform. As mentioned in the introduction, this generalizes a result due to Fischer et al. [20].

We would like to apply this lower bound to the permutation property. However, the permutation property is not $k$-wise independent and so we cannot apply it directly. Rather, we give a relaxed notion of $k$-wise independence that does capture the permutation property and for which we can similarly derive an MAP lower bound.

We proceed to define our relaxed notion of $k$-wise independence. Recall that we use $\mathcal{F}_n$ to denote the set of all functions from $D_n$ to $R_n$ (see Section 2).

Definition 5 (Relaxed $k$-wise Independence). Let $\Pi = \bigcup_{n \geq 1} \Pi_n$ be a property, where $\Pi_n \subset \mathcal{F}_n$ for every $n$. We say that $\Pi$ is relaxed $k$-wise independent, for $k = k(n)$, if there exists a constant $C \geq 1$ such that for all positive integers $n$, all pairwise distinct $k$-tuples $(i_1, i_2, \ldots, i_k) \in (D_n)^k$ and arbitrary $(t_1, t_2, \ldots, t_k) \in (R_n)^k$, we have that

$$\Pr_{f \in \mathcal{F}_n} \left[ f(i_j) = t_j \text{ for all } j \in [k] \right] \leq \frac{C}{|R_n|^k}. \quad (1)$$

Note that standard definition of a $k$-wise independence corresponds to the special case of Definition 5 when $C = 1$ (in which case the inequality in Eq. (1) can be replaced with an equality).

At first glance it may seem that the relaxation that we allow in Definition 5 is relatively minor and any lower bound that holds for the full-fledged definition should easily be extendable to our relaxed variant. We argue that it is not the case. For example, in a seminal

---

10 For most properties, we have that both the domain and range have size that is polynomial in $n$. Indeed, the case that $|R_n|^{D_n} = \omega(\exp(poly(n)))$ seems quite pathological.

11 Indeed, it is not even pairwise independent: the chance of seeing the same element twice is zero.
work, Braverman [10] showed that any \(k\)-wise independent distribution (for \(k\) that is polylogarithmic) fools \(\mathsf{AC}_0\) circuits. Now consider the permutation property (defined formally in the full version [31]) which as noted above is not even pairwise independent but does satisfy our relaxed variant (with \(k = \sqrt{n}\)). It is not too hard to see that there is a very simple \(\mathsf{AC}_0\) circuit for checking whether a function is a permutation: simply by checking whether there exist a pair of entries in the truth table that are identical - thus, our seemingly minor relaxation completely sidesteps Braverman’s result. As a matter of fact, a similar situation occurs in the context of AMPs: Rothblum et al. [46] showed an AMP lower bound for exact \(k\)-wise independent distribution, whereas we show a protocol for the permutation property with logarithmic complexity.

Having defined our notion of relaxed \(k\)-wise independence, we proceed to describe a second important condition that we require: namely, that the property is sparse, in the sense that a random function is far from the property. Sparsity is essential for our result since there are trivial properties that are \(k\)-wise independent but are testable with very few queries (e.g., the property that consists of all functions).

\begin{definition}[Sparse Property] Fix the proximity parameter \(\varepsilon = \frac{1}{10}\). We say that a property \(\Pi_n = \bigcup_{n \in \mathbb{N}} \Pi_n\) is \(t(n)\)-sparse if:
\[
\Pr_{f \in \mathcal{F}_n}[f \text{ is } \varepsilon\text{-far from } \Pi_n] \geq 1 - |R_n|^{-t(n)}.
\]

We can now state our main theorem for this section.

\begin{theorem} Let \(\Pi\) be a relaxed \(k\)-wise independent and \(k\)-sparse property. Then, any MAP for \(\Pi\), with respect to proximity parameter \(\varepsilon = 1/10\), with proof complexity \(p\) and query complexity \(q\) must satisfy \(p \cdot q = \Omega(k)\).
\end{theorem}

The intuition and high level approach for the proof are as follows. First, we use the duality of an MAP as a collection of partial testers [20]. More specifically, the existence of an MAP for a property \(\Pi\) implies that there is some large “sub-property” \(\Pi' \subseteq \Pi\) and a tester \(T\) that distinguishes between inputs in \(\Pi'\) from those that are far from \(\Pi\).

This simple observation reduces lower bounding MAPs for \(\Pi\) to lower bounding a partial tester for an arbitrary, but large, sub-property. To show such a lower bound, consider the uniform distribution on \(\Pi'\) vs. the uniform distribution over functions that are far from \(\Pi\). We would like to argue that these two distributions look the same to \(T\), which therefore cannot distinguish between them.

As a matter of fact, we will argue that both these distributions are “close” to being \(k\)-wise independent, which suffices as long as \(k\) is larger than the tester’s query complexity. First, by the sparsity condition we have that the uniform distribution over functions that are far from \(\Pi\) is close to the uniform distribution over all functions. Clearly the latter is \(k\)-wise independent.

As for the uniform distribution over \(\Pi'\), we would like to argue that since \(\Pi'\) covers a substantial part of \(\Pi\), which is relaxed \(k\)-wise independent, then also \(\Pi'\) is relaxed \(k\)-wise independent. The problem with this argument is that \(\Pi'\) only consists of a \(2^{-p}\) fraction of \(\Pi\), and so it could be quite far from being even relaxed \(k\)-wise independent (e.g., it could be that the value of functions in \(\Pi'\) on some fixed elements of \(R_n\) is constant over all functions in \(\Pi'\)).

This seems like a significant difficulty and was overcome using highly elaborate techniques in [20]. In contrast, we suggest a much simpler argument. The idea is that we first reduce the soundness error of the MAP to \(2^{-O(p)}\) by repetition. This increases the query complexity...
of the tester to \( O(p \cdot q) \) but now that the soundness error is so small, that the fact that \( \Pi' \) covers a \( 2^{-p} \) fraction of \( \Pi \) is sufficient to make the argument go through.

We proceed to the actual proof.

### 3.1 Proof of Theorem 7

Let \( C \) be a constant such that \( \Pi_n \) satisfies the constraints of Definition 5.

Let \( V \) be an MAP verifier, with respect to proximity parameter \( \varepsilon \), for \( \Pi_n \), and denote its proof complexity by \( p \) and query complexity by \( q \). Note that any MAP with standard 2/3 completeness and soundness probability (as in Definition 3) can be amplified, via \( O(p) \) repetitions, to have completeness and soundness errors \( \frac{1}{10C} \cdot 2^{-p} \) at the cost of increasing the query (but not the proof) complexity by a multiplicative factor of \( O(p) \), to \( O(p \cdot q) \). For concreteness, let us fix a constant \( C' \) such that a \((C', p)\)-fold repetition of \( V \) has completeness and soundness errors \( \frac{1}{10C} \cdot 2^{-p} \) (while having proof complexity \( p \) and query complexity \( C' \cdot p \cdot q \)). Assume towards a contradiction that \( p \cdot q \leq \frac{k}{10C'} \).

Recall that for \( \Pi' \subseteq \Pi \), a \((\Pi, \Pi')\)-partial tester (a notion due to \cite{20}) is a tester that is required to accept functions in the subset \( \Pi' \) and reject functions that are \( \varepsilon \)-far from the superset \( \Pi \). As pointed out by Fischer et al. \cite{20} an MAP as we assumed above, implies a covering of the property by partial testers as follows. For every possible proof string \( w \in \{0, 1\}^p \), let

\[
S_w = \left\{ f \in \Pi_n : \Pr \left[ V^f(n, \varepsilon, w) = 1 \right] \geq 1 - \frac{1}{10C} \cdot 2^{-p} \right\}.
\]

By the completeness requirement of an MAP, these sets cover the property \( \Pi_n \). That is, \( \bigcup_w S_w = \Pi_n \).

Since the number of sets \( S_w \) is at most \( 2^p \), there exists a proof \( w \) that corresponds to a large \( S_w \). Namely, such that \( |S_w| \geq |\Pi_n| \cdot 2^{-p} \). We fix such a proof \( w \) and argue that the corresponding \((\Pi_n, S_w)\)-partial tester must make \( \Omega(k) \) queries, which would contradict our assumption, thereby proving Theorem 7. Hence, we have reduced proving an MAP lower bound for \( \Pi_n \) to proving a partial testing lower bound for \((\Pi_n, S_w)\).

Let \( V^f_w(n, \varepsilon) = V^f(n, \varepsilon, w) \) be the \((S_w, \Pi_n)\)-partial tester that is induced by \( V \) when we fix the proof string \( w \) (and with respect to parameters \( n \) and \( \varepsilon \)). We use the notation \( V^f_w(n, \varepsilon, r) \) to denote the deterministic output \( V^f_w \) when its random string is set to \( r \).

Let \( B_\varepsilon = \{ f \in \Pi_n : f \text{ is } \varepsilon\text{-far from } \Pi_n \} \) (i.e., the no-instances). As standard in the property testing literature, we prove a lower bound on the query complexity \( q' \) of a tester by presenting a distribution over YES-instances \( (f \in S_w) \) and a distribution over NO-instances \( (f \in B_\varepsilon) \) and bounding away from 1 the distinguishing probability for every deterministic algorithm making \( q' \) queries. Specifically, we give distributions over \( S_w \) and \( B_\varepsilon \) such that any deterministic algorithm making \( q' \) queries to \( f \) has at most a \( 1 - \frac{1}{10C} \cdot 2^{-p} \) probability of distinguishing between them, which is sufficient for our purposes. In our case, we simply consider the uniform distributions over \( S_w \) and \( B_\varepsilon \).

More formally, we first observe that

\[
\mathbb{E}_{f \in S_w} \left[ \Pr_{r} \left[ V^f_w(n, \varepsilon, r) = 1 \right] \right] - \mathbb{E}_{f \in B_\varepsilon} \left[ \Pr_{r} \left[ V^f_w(n, \varepsilon, r) = 1 \right] \right] 
\]

\[
= \mathbb{E}_{r} \left[ \Pr_{f \in S_w} \left[ V^f_w(n, \varepsilon, r) = 1 \right] - \Pr_{f \in B_\varepsilon} \left[ V^f_w(n, \varepsilon, r) = 1 \right] \right],
\]

By Eq. (2), it suffices to bound the distinguishing probability for any deterministic verifier. We do this via the following lemma.
Lemma 8. For any deterministic verifier $W$ with query complexity at most $\frac{k}{m}$, we have that

$$\Pr_{f \in S_w} \left[ W^f(n, \varepsilon) = 1 \right] - \Pr_{f \in B_w} \left[ W^f(n, \varepsilon) = 1 \right] \leq 1 - \frac{1}{4C} \cdot 2^{-p}.$$  

Proof. We first show that

$$\Pr_{f \in B_w} \left[ W^f(n, \varepsilon) = 1 \right] \geq \frac{1}{2C} \cdot 2^{-p} \cdot \Pr_{f \in S_w} \left[ W^f(n, \varepsilon) = 1 \right]. \quad (3)$$

We can view the verifier $W$ as a decision tree of depth $q' = k/10$. Each leaf of the decision tree is associated with indices $i_1, i_2, \ldots, i_{q'} \in D_n$ and values $t_1, t_2, \ldots, t_{q'} \in R_n$ such that a function $f \in F_n$ is accepted at that leaf if and only if $f(i_j) = t_j$ for all $j \in [q']$. We may assume without loss of generality that the sets of indices $i_1, \ldots, i_{q'}$ for all paths in the decision tree are pairwise distinct. Fix such a sequence of indices $i_1, \ldots, i_{q'} \in D_n$ and values $t_1, \ldots, t_{q'} \in R_n$. Then,

$$\Pr_{f \in B_w} \left[ f(i_j) = t_j \text{ for all } j \in [q'] \right] \geq \frac{1}{|B_w|} - \frac{1}{|R_n|^k - 1} \geq \frac{1}{2|R_n|^q}.$$  

Here we have used $k$-sparsity to note that $\frac{|F_n \setminus B_w|}{|B_w|} \leq \frac{1}{|R_n|^k - 1}$, and we used that $q' = \frac{k}{10}$. On the other hand, we also have that:

$$\Pr_{f \in S_w} \left[ f(i_j) = t_j \text{ for all } j \in [q'] \right] \leq \frac{\Pr_{f \in n_w} \left[ f(i_j) = t_j \text{ for all } j \in [q'] \right]}{\Pr_{f \in S_w} \left[ f \in S_w \right]} \leq C \cdot 2^p,$$  

by relaxed $q'$-wise independence and the lower bound on the size of $S_w$.

Dividing Eq. (4) by Eq. (5), we obtain that

$$\Pr_{f \in B_w} \left[ f(i_j) = t_j \text{ for all } j \in [q'] \right] \geq \frac{1}{2C} \cdot 2^{-p} \cdot \Pr_{f \in S_w} \left[ f(i_j) = t_j \text{ for all } j \in [q'] \right].$$

Now, summing the above equation over all leaves of the decision tree corresponding to $W$ (since these correspond to disjoint events) gives us Eq. (3).

Given Eq. (3), we now consider two cases. First, if

$$\Pr_{f \in S_w} \left[ W^f(n, \varepsilon) = 1 \right] \leq 1 - \frac{1}{2C} \cdot 2^{-p}$$

we are obviously done. Otherwise, we can assume that $\Pr_{f \in S_w} \left[ W^f(n, \varepsilon) = 1 \right] > 1 - \frac{1}{2C} \cdot 2^{-p}$ and so:

$$\Pr_{f \in S_w} \left[ W^f(n, \varepsilon) = 1 \right] - \Pr_{f \in B_w} \left[ W^f(n, \varepsilon) = 1 \right] \leq 1 - \frac{1}{2C} \cdot 2^{-p} \cdot \Pr_{f \in S_w} \left[ W^f(n, \varepsilon) = 1 \right] \leq 1 - \frac{1}{2C} \cdot 2^{-p} \cdot \left( 1 - \frac{1}{2C} \cdot 2^{-p} \right) \leq 1 - \frac{1}{4C} \cdot 2^{-p},$$

where the first inequality is by Eq. (3). The lemma follows. ▶
Now we are ready to use Lemma 8 to complete our proof of Theorem 7. Because $V_f^f$ has completeness and soundness errors $\frac{1}{10C} \cdot 2^{-p}$, we have that

$$
\mathbb{E}_{f \in S_w} \left[ \Pr_r \left[ V_f^f(n, \varepsilon; r) = 1 \right] \right] - \mathbb{E}_{f \in B_{\varepsilon}} \left[ \Pr_r \left[ V_f^f(n, \varepsilon; r) = 1 \right] \right] \geq 1 - \frac{1}{10C} \cdot 2^{-p} - \frac{1}{10C} \cdot 2^{-p} = 1 - \frac{1}{5C} \cdot 2^{-p}.
$$

On the other hand, by Eq. (2) and Lemma 8, it holds that

$$
\mathbb{E}_{f \in S_w} \left[ \Pr_r \left[ V_f^f(n, \varepsilon; r) = 1 \right] \right] - \mathbb{E}_{f \in B_{\varepsilon}} \left[ \Pr_r \left[ V_f^f(n, \varepsilon; r) = 1 \right] \right] \leq 1 - \frac{1}{4C} \cdot 2^{-p},
$$

which is a contradiction. Therefore, we can conclude that $p \cdot q \geq \frac{k}{10C^2}$, as desired.

4 Discussion and Open Problems

The complexity of the permutation property for testers, which do not use a proof, is $\tilde{\Theta} (\sqrt{n})$. In this work we showed a lower bound of $\tilde{\Omega} (n^{1 \over 4})$ for MAPs for Perm. Thus, the MAP complexity of Perm is somewhere between $\tilde{\Omega} (n^{1 \over 4})$ and $\tilde{O} (\sqrt{n})$ - resolving the exact complexity is an interesting open problem:

**Problem 9.** Does every MAP for Permutation have complexity $\tilde{\Omega} (\sqrt{n})$?

Second, our work shows that AMPs can be exponentially more efficient than MAPs. It is natural to ask whether the converse also holds - can MAPs be much more efficient than AMPs? A partial answer to this question is known. As mentioned in Footnote 5, every MAP with complexity $c$ can be emulated by an AMP with complexity (roughly) $c^2$.

Thus, MAPs can be at most quadratically more efficient than AMPs. However, we do not know a property for which this gap is tight. In particular, the following problem is open:

**Problem 10.** Does this exist a property $\Pi$ that has an MAP with complexity $O (\sqrt{n})$ but every AMP for $\Pi$ must have complexity $\Omega(n)$?
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