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ABSTRACT

Multilingual end-to-end (E2E) models have shown a great potential in the expansion of the language coverage in the realm of automatic speech recognition (ASR). In this paper, we aim to enhance the multilingual ASR performance in two ways, 1) studying the impact of feeding a one-hot vector identifying the language, 2) formulating the task with a meta-learning objective combined with self-supervised learning (SSL). We associate every language with a distinct task manifold and attempt to improve the performance by transferring knowledge across learning processes itself as compared to transferring through final model parameters. We employ this strategy on a dataset comprising of 6 languages for an in-domain ASR task, by minimizing an objective related to expected gradient path length. Experimental results reveal the best pre-training strategy resulting in 3.55% relative reduction in overall WER. A combination of LEAP and SSL yields 3.51% relative reduction in overall WER when using language ID.
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1. INTRODUCTION

In the past few decades, the speech recognition fraternity has seen remarkable technological advancement, specially in the field of multilingual ASR [1,2,3]. Deploying a single ASR model for multiple languages is specifically challenging because of the inherent difference between the sub-word units, lexicons and word inventories associated with different languages. These challenges led to the growing interest in learning multilingual models with shared representations across languages to circumvent burdensome explicit data requirements.

Most of the early efforts [4] in the ASR field employed 3 independent modules, namely acoustic model (AM), language model (LM) and pronunciation model (PM) to solve the problem. Later, the E2E ASR models gained popularity because of their simpler structure for encapsulating AM, LM and PM all in a single network while maintaining competitive performance. In fact, most of the previous efforts in multilingual ASR have been limited to using multilingual AM employing shared hidden layers [5], stacked bottleneck features [6,7], multitask learning [8] and so on. Watanabe et al. [9] introduced an E2E language independent model for joint language identification and multilingual ASR tasks. Later, Kannal et al. [10] proposed a streaming E2E multilingual model using a combination of conditioning on language vector and usage of training-language specific adapter modules.

Language ID carries meaningful information for language representations for downstream tasks, thus it is a key component for multilingual ASR systems. Traditional systems used to employ multiple monolingual ASR systems in parallel along with a language ID predictor module. Depending on the predicted language ID appropriate downstream transcripts used to be triggered. This approach being extremely expensive, later joint ASR-language ID modelling gained attention in the literature. Waters et al. in [11] use a recurrent neural network based streaming language detector and feed the detector output as auxiliary input to the encoder of a multilingual ASR system. Prior works [12, 13, 14, 15] have reestablished that multilingual ASR performance is usually enhanced by using auxiliary inputs for language representation. Previous promising results have prompted us to use language ID as an input for the in-domain multilingual ASR task.

Recently, self-supervised learning (SSL) is shown to be very effective in the field of ASR [16, 17, 18, 19, 20]. SSL algorithms attempt at finding a good representation from unlabeled data. One of the major challenges for developing the multi-lingual ASR system is learning the cross-lingual representation for not only high-resource but also low-resource languages [16, 18, 20]. SSL is particularly efficient in such cases, where a general representation is learnt by exploiting the substantial amount of unlabeled data and leveraging those learnt representations for the supervised ASR task using limited labeled data.

Another research direction gaining significant attention these days is meta-learning due to its success in computer vision related tasks [21, 22]. These algorithms present the learning of a new task as a learning problem itself. Usually, meta-learning problems are solved by training a meta-learner by backpropagating through the entire training process. This backpropagation through thousand of gradient steps is always prone to becoming unstable. To get rid of such issues, Flennerhag et al. introduced LEAP [23], a meta-learning framework which efficiently transfers knowledge across learning processes by introducing an optimal initialization with the shortest expected path length. The work has claimed this type of framework to yield superior performance as compared to other state of the art meta-learning methods in computer vision based tasks. Motivated by the prior work, we combine the benefits of both the approaches in a single framework. We formulate the multilingual ASR task with a meta-learning objective of minimizing the expected path length traversed by the processes from initialization to the final set of parameters along with combining iterative self-training and pre-training in usual SSL setup.

In this work, we contribute to solve the multilingual ASR task along 2 directions, firstly we investigate whether feeding language ID as the input will improve the multilingual ASR performance or not. Moreover, we focus on enhancing the ASR performance by employing a strategy combining SSL and knowledge transfer across
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learning processes.

The rest of the paper is organized as follows: Section 2 describes the overall methodologies employed to boost multi-lingual ASR performance in this work. Section 3 provides experimental setup, details of the dataset used in this work. Key outcomes of the experiments are tabulated and interpreted in section 4. Finally, section 5 provides conclusions and highlights possible future extensions.

2. METHODOLOGY

2.1. Language ID as an input

One of the major challenges faced by multilingual ASR research fraternity is the varying availability of transcribed data from different languages. As a result, ASR models tend to be tailored to the resource-rich over-represented languages. We investigate conditioning with language ID as a strategy to address the issue of imbalance in availability of labeled data.

The objective is to ensure that the ASR model will try to learn individual language traits based on the language ID instead of getting influenced by the languages having more data. Prior works have introduced the usage of language vectors in non-streaming E2E multilingual [1] and multidiialect models [23]. The language identification information can be fed in numerous ways like simple one hot vector, language specific learnt embeddings or as clusters trained using cluster adaptive training (CAT) [25] and so on. Prior works [1][10] have reported that employing simple one hot vectors yields competitive performance as compared to the more complex methods. Following this, in this work we study the impact of using language information by concatenating the language representation with the input features while feeding to the neural network architecture.

2.2. Self-supervised learning (SSL)

To obtain a good multi-lingual representation, we employ the log-filter-bank-energy-to-vector (lfbe2vec) similar with [17, 20] as the SSL step. Figure 1 illustrates the schematic block chart of the lfbe2vec. As shown in Figure 1, initial time steps are sampled randomly and downsampled with a convolutional network followed by the linear transformation. We mask the subsequent 10 time steps with the mask probability of 0.065. The masked features are fed to the Transformer encoder to yield masked context vectors. In this work, we use the Transformer with relative positional embeddings [26] instead of Conformer used in [17]. Negative samples are drawn randomly from the same utterance but other positions of target vectors. Finally, lfb2vec optimizes the contrastive loss between masked positions of context vector and target vectors. We use multi-lingual data for SSL. The pretrained encoder is connected to the transducer decoder that consists of the label predictor, joint network, uni-directional LSTMs and Softmax layer. The whole Transformer transducer will be further optimized with the LEAP described in the next section.

2.3. Transferring knowledge across task manifolds

LEAP is a meta-learning framework that accumulates all the information related to the task geometries observed during the training process. In contrast to traditional knowledge transfer learning methods that only consider final parameters, this framework aggregates the task manifolds throughout the learning process, thus avoiding any information loss. To know the worth of an initialization, the notion of path length is considered as an objective criterion. In this case, Euclidean distance is not very accurate, as this metric ignores the trajectory of the learning process. Therefore, any notion of length associated with the gradient-based trajectory on the loss surface can be able to encode all the information related to the learning task efficiently.

Ideally when the gradients are updated in the same direction, that indicates a smooth task unlike the harder tasks where there are frequent updates of gradients in opposite directions making it undesirable. The LEAP framework utilizes this insight, by formulating a meta-learning objective aiming to minimize the expected length of the gradient descent trajectory across tasks. The framework aims to find the initialization resulting in the shortest path for all the task while considering all the constraints related to the task geometries throughout the training process.

Let us first denote the input and target sample as \(x\) and \(y\), respectively. A task \(\tau = (f_\tau, p_\tau, u_\tau)\) can be defined as a learning process to obtain the mapping of \(x \rightarrow y\) based on the samples drawn from the distribution \(p_\tau(x, y)\). It starts with a random initialization \(\theta_\tau^0 = \theta^0\) and gradually progresses across iterations using the update rule \(u_\tau\) following \(\theta_{\tau}^{i+1} = u_\tau(\theta_{\tau}^{i})\). Assuming that it requires \(K_\tau\) gradient updates to minimize the objective function \(f_\tau\), the sequence \(\{\tau_i\}_{i=1}^{K_\tau}\) specifies the approximate trajectory traversed on the task manifold \(M_\tau\) with distance \(d(\theta_0; M_\tau)\). Given a distribution of tasks \(p(\tau)\), each of the candidate solution will be related to a specific expected gradient path length defined as \(E_{\tau \sim p(\tau)}[d(\theta_0; M_\tau)]\) denotes the quality of the initialization. The candidate initialization with the shortest expected gradient path length is likely to transfer maximum knowledge across learning processes and is considered to be pareto optimal in that sense.

Starting from a second best candidate solution \(\psi^{0}_s\), this framework first finds the baseline gradient trajectories \(\{\psi^{0}_i\}_{i=0}^{K} \), for each task \(\tau\) in a batch \(B\). Since all the tasks share the same initialization \(\psi_0 = \psi^0\). These baselines are used to update the gradient path distance metric using the equation, where \(\gamma_s = (\psi_{s}, f(\psi_{s}))\) is the frozen forward point from the baseline and \(\gamma_{\tau} = (\psi_{\tau}, f(\psi_{\tau}))\) is the point on the updated gradient path initialized at \(\theta^0\).

\[
\bar{d}_{s}(\theta^0; M_\tau, \psi_\tau) = \sum_{i=0}^{K_{\tau}-1} ||\bar{\gamma}_{\tau+1}^i - \gamma_{\tau}^i||_2^p
\] (1)

Formally, the above distance metric encodes all the constraints, optimizing \(\theta^0\) with respect to \(\psi\) pulls the initialization forward along each task specific gradient path and the objective can be stated as,

\[
\min_{\theta^0} F(\theta^0; \psi) = E_{\tau \sim p(\tau)}[\bar{d}(\theta^0; M_\tau, \psi_\tau)]
\] (2)

To have a better understanding of how this framework operates, let us consider 2 distinct tasks \(\tau\) and \(\tau'\) as shown in Fig. 2.

The extent of knowledge transfer across these tasks depends on the suitability of the initialization. It starts from an initialization \(\theta^0\) where the tasks \(\tau\) and \(\tau'\) generates the trajectory paths \(\psi_{s}\) and \(\psi_{s}'\), respectively. Gradually, LEAP follows the green path to improve the initialization with an objective to minimize the expected gradient path length. For example, the improved initialization has expected shorter task trajectories (denoted by red arrow-lines in Fig. 2) \(\psi_{s}'\) and \(\psi_{s}''\), for tasks \(\tau\) and \(\tau'\) respectively. If 2 candidate initialization solutions yield equivalent performance in each task, the initialization with shortest expected gradient path trajectory encodes maximum knowledge sharing.
2.4. Training strategy

In this work, we consider each of the 6 languages as a distinct task. Accordingly, we expect the LEAP to provide the optimum model over 6 languages. We follow a 3 step training recipe shown in Fig. 3 to incorporate the benefits of the LEAP framework on top of SSL. In the first step, we pre-train the network with an aim to minimize contrastive loss between masked and target context vectors. Next, we fine-tune the pre-trained model using the LEAP meta-learning framework and further fine-tune the model obtained from the previous step to minimize the normal Transformer Transducer (T-T) loss [26, 27]. The motivation behind incorporating the LEAP framework was to find the optimal initialization point for the tasks which is likely to facilitate smoother training trajectory in the following steps.
set into training and validation sets in order to determine the convergence. The amount of training data for each language is different as shown in Table 1. We, thus, sample the lower resource data more frequently to balance the language data distribution during training.

3.2. Implementation details

We used a 80-dimensional LFBE feature extracted at an interval of every 10ms. The Transformer transducer architecture consists of the Transformer encoder and LSTM decoder. The Transformer encoder comprises of 2 convolutional layers followed by 18 blocks of the relative positional Transformers. Each Transformer block contains 2 × 2048 dimensional feed-forward layers, a multi-head attention with 8 heads and relative positional embeddings. Embedding dimension is fixed to be 512. The ASR decoder consists of 2 blocks of uni-directional LSTM layers followed by a 1024 dimensional feed forward layer. The Adam optimizer is used for SSL pretraining and AdamW is used for conventional fine-tuning. For LEAP-SSL fine-tuning, Adam is used as the meta optimizer to minimize the expected path length while Stochastic Gradient Descent (SGD) is used for minimizing the T-T loss for individual tasks. In SSL, the numbers of model updates were 25,000 and 325,000 for the warm-up and linear decay stage, respectively. For fine-tuning, we performed model updates until the loss on the validation data converged. The same batch size was used for all the fine-tuning experiments.

### 4. RESULTS AND ANALYSIS

We first investigate how much the combination of SSL and LEAP pretraining can improve the multi-lingual ASR performance. Table 3 shows the word error rates (WERs) for each method in each row and for each locale in each column. As baselines, Table 3 shows the recognition performance without pretraining. The overall WER in the last column of the table indicates the WER average weighted with the number of words in each language set. It is clear from Table 3 that LEAP-SSL pretraining can provide better accuracy overall. It is also clear that the use of the language ID one-hot vector leads to better accuracy. It is interesting to note that for specific locales, using language ID as auxiliary input has shown a significant improvement (21.06% and 20.69% relative reduction in WER for RU and FR-FR locales respectively) while in some cases there is no significant improvement (PT-BR, FR-CA locales).

Moreover, we analyze the effect of the use of language ID information in the case that pretraining is employed. Table 4 shows the WERs for each method and locale. For quickly generating the numbers in Table 4, we used a quarter of the training data set for each language. It is clear from Table 4 that the use of the language ID one-hot vector improves recognition accuracy in each method. By comparing the results without pretraining to those with SSL only, we can see that the SSL method itself can improve multi-lingual recognition accuracy. The improvement of SSL is especially prominent in the case that the input language ID is unknown. Interestingly, we use the same data for unlabeled and labeled training in these experiments. We are accordingly led to believe that SSL with multiple language data can generate the better multi-lingual representation. It is also clear from Table 4 that LEAP combined with SSL can provide an additional improvement with the language ID input. The observations reported in Table 4 illustrate the superior performance of LEAP-SSL with the use of language ID in all the locales except PT-BR. Contrarily, the experiments without using the language ID have shown an opposite trend in terms of WERs, for most of the locales the performance is slightly degraded with using LEAP-SSL. One possible explanation can be without language information, the LEAP framework is unable to obtain an optimal initialization, but it is worth investigating more for understanding the cause of the performance drop.

### 5. CONCLUSION

In this paper, we have investigated different strategies for enhancing multilingual ASR performance for an in-domain language task. In particular, we focus on feeding language ID one hot vector and minimizing the expected gradient path length across task manifolds. We report lower WERs in the experiments using language ID for all the languages considered for our in-domain multilingual ASR task. We incorporate the LEAP meta-learning framework in the SSL scheme with an added objective of minimizing the expected gradient path length across the language based tasks. Combining LEAP with SSL yields enhanced performance for all the languages in terms of the WER.

In the future, we plan to carry out an extensive set of experiments on the entire dataset and its subset to have a thorough understanding of the potential of using the adopted strategies. Moreover, we will try to analyze the efficiency of these training strategies by comparing with other state of the art meta-learning paradigms. Extending the current work for a larger set of languages also seems to be a fascinating research direction to be opted in future.
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