Computing general observables in lattice models with complex actions
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The study of QFTs at finite density is hindered by the presence of the so-called sign problem. The action definition of such systems is, in fact, complex-valued making standard importance sampling Monte Carlo methods ineffective. In this work, we shall review the generalized density of states method for complex action systems and the Linear Logarithmic Relaxation algorithm (LLR). We will focus on the recent developments regarding the bias control of the LLR method and the evaluation of general observables in the DoS+LLR framework. Recent results on the well-known relativistic Bose gas will be presented, proving that in our approach the phase factor can be consistently evaluated over hundreds of orders of magnitude. A first exploratory study on the Thirring model in the DoS formalism will be presented as well.
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1. Introduction

A wide range of systems at finite density are described by partition functions that can be written in the form

\[ Z(\mu) = \int D\phi \ e^{-S[\phi] - i\mu S[\phi]} \]  

(1.1)

In this expression, we have separated the real and imaginary part of the action and assumed the latter to be coupled linearly by $\mu$ for simplicity, but any function of $\mu$ can be assumed. At $\mu = 0$ the integrand of Eq.(1.1) can be interpreted as a Boltzmann weight and standard Monte Carlo techniques can be used in numerical studies. At finite values of the chemical potential the weight becomes complex leading to the failure of direct Monte Carlo methods. This is known as the sign problem (see [1] for a recent review).

In our contribution we will present the results recently discussed in [2], further developing the density of states method (originally proposed in [3] and recently discussed in [4, 5, 6, 7, 8]) with the LLR algorithm [9, 10], as well as proposing a method for the evaluation of the observables in the DoS (density of states) formalism.

At the core of the density of states method is the definition of the DoS function as

\[ \rho(s) = \int D\phi \ \delta(s - S[\phi]) \ e^{-S[\phi]} \]  

(1.2)

so that the partition function can be obtained from a 1-dimensional integration

\[ Z(\mu) = \int \rho(s) \ e^{-i\mu s} \ ds. \]  

(1.3)

The severity of the sign problem can then be quantified by the vacuum expectation value of the phase factor

\[ \langle e^{i\phi} \rangle_{pq} = \frac{Z}{Z_{pq}} = \frac{\int \rho(s) \cos(\mu s) ds}{\int \rho(s) ds} = e^{-V \Delta F}. \]  

(1.4)

A precise evaluation of the integral in the numerator is crucial to obtain reliable results for the free energy $\Delta F$ as the phase factor is exponentially suppressed with $V$, as shown in Fig.1, making the evaluation of $\rho$ over multiple orders of magnitude fundamental.

![Figure 1: Phase factor of the relativistic Bose gas for values of the chemical potential ranging from 0 to 0.9 and volumes $4^4$, $6^4$, $8^4$, $10^4$ and $16^4$. Left: result from a phase quenched simulation. Right: results from the DoS approach using the LLR method.](image-url)
In this work we will study the relativistic Bose gas, described on a four dimensional euclidean lattice by the following action

\[ S = \sum_x \left[ (2d + m^2) \phi_x^* \phi_x + \lambda \left( \phi_x^* \phi_x \right)^2 - \sum_{\nu=1}^4 \left( \phi^*_x e^{-\mu \delta_{\nu,4} \phi_{x+\nu} + \phi^*_x e^{\mu \delta_{\nu,4} \phi_x} \right) \right], \quad (1.5) \]

where, by splitting the field into its real and imaginary part, \( \phi_x = \phi_{1,x} + i\phi_{2,x} \), we can separate the real and imaginary part of the action,

\[ S = S^R + i \sinh(\mu) S^I \]

\[ S^R = \sum_x \left[ \frac{1}{2} (2d + m^2) \phi_{a,x}^2 + \frac{\lambda}{4} \left( \phi_{a,x}^2 \right)^2 - \sum_{i=1}^3 \phi_{a,x}^i \phi_{a,x+i} - \cosh(\mu) \phi_{a,x} \phi_{a,x+i} \right] \]

\[ S^I = \sum_x \varepsilon_{ab} \phi_{a,x} \phi_{b,x+i}. \]

2. LLR in a nutshell

The LLR algorithm is an algorithm that allows us to reconstruct the DoS of continuous systems over several orders of magnitude. Inspired by the successful Wang-Landau approach to systems with a discrete energy spectrum [11], it is implemented through the following steps:

1. Divide the complex action domain in \( N \) intervals of width \( \Delta \)
2. For each interval approximate the density of states \( \hat{\rho}(s) \) as
   \[ \hat{\rho}_k(s) = C_k \exp \left( a_k (s - S^I_k) \right) \quad \text{with} \quad a_k = \partial \log \rho / \partial s \bigg|_{s=S^I_k} \]  \hspace{1cm} (2.1)
3. Obtain \( a_k \) as the root of the stochastic equation
   \[ \langle \langle \Delta S \rangle \rangle_k(a) = \int_{S^I_k-\Delta/2}^{S^I_k+\Delta/2} \rho(s) (s - S^I_k) e^{-a(s-S^I_k)} ds = 0 \]  \hspace{1cm} (2.2)

   using the Robbins Monro iterative method [12]

   \[ a^{(n+1)} = a^{(n)} + \frac{12}{(n+1)} \frac{\langle \langle \Delta S \rangle \rangle_k(a^{(n)})}{\Delta^2}, \quad \lim_{n \to \infty} a^{(n)} = a_k. \hspace{1cm} (2.3) \]

Using this procedure we are able to sample the log \( \rho \) derivative virtually at any value of the imaginary part of the action. It is important to note that the statement \( a^{(\infty)} = a_k \) is true only in the limit of \( \Delta \to 0 \). However, in this limit the size of the Robbins Monro correction factor will blow up, making the numerical calculations very inefficient. By evaluating the leading order correction to Eq.(2.2) due to the higher derivatives of the density of states, here defined as \( \rho(s) = e^{f(s)} \), it is possible to give an estimate of the intrinsic bias of the LLR method as

\[ \text{bias} = a_{\text{biased}} - a_k = \frac{f^{(3)}(S^I_k)}{40} \Delta^2 + O(\Delta^4). \]

Comparing this quantity with the statistical uncertainty of the LLR simulations it is possible to choose a value of \( \Delta \) that minimizes the statistical error while keeping the bias under control. For details see [2].
2.1 Density reconstruction

Having obtained a sampling of the log $\rho$ derivative, the density of states can be reconstructed straightforwardly following Eq. (2.1). This leads to a piecewise and continuous definition of $\rho$ that is proved to have a constant relative error over the entire range taken into consideration. However, this reconstruction is not suited for the problem at hands as it introduces discretization error that prevent the precise evaluation the oscillatory integral. To overcome this issue we use the polynomial fit approach, where the LLR results are fitted to a polynomial $p_l(s) = \sum_{i=1}^{l} c_i (2i-1) s^{2i-1}$, where only odd powers of $s$ are taken into consideration due to the symmetry properties of the DoS $\rho(s) = \rho(-s)$. The density of states resulting from the polynomial fitting can be expressed as

$$\rho_{\text{fit}}(s) = \exp\left\{ \int_0^s p_l(x) \, dx \right\} = \exp\left\{ \sum_{i=1}^{l} c_i (2i-1) s^{2i} \right\},$$

(2.5)

where we are normalising the DoS to have $\rho_{\text{fit}}(0) = 1$ as $p_l(0) = 0$. For a detailed description of the DoS reconstruction procedure we invite again the reader to refer to [2].

3. Free energy

With this fitting procedure we can integrate Eq. (1.4). The results that we are going to show come from a bootstrap analysis where resampled sets of all the $a_k$ values are obtained from an initial sample coming from LLR simulations, the integration is then computed for each polynomial order. The final result is then taken according to the results of the $\chi^2$ analysis. With this procedure we have been able to obtain the results shown in Fig. 2. In particular, on the left we show the results over a wide range of values of the chemical potential extending in the two known phases of the relativistic Bose gas. The two phases are clearly distinguishable as the behaviour changes qualitatively. It is important to note that our method fails to integrate Eq. (1.4) for volumes bigger than $6^4$ close to $\mu_c$. In this region the behaviour of the $a_k$ requires a too high polynomial order introducing numerical instabilities in the integration. On the right hand side instead we show two

![Figure 2: Left Free energy difference for chemical potential ranging from 0 to 2.0 and for volumes $4^4$, $6^4$, $8^4$ and $10^4$; the vertical line is the critical value $\mu_c = 1.15$ obtained via mean field calculations. Right Infinite volume scaling for the free energy difference in the low density phase up to volumes $V = 16^4$, the lines are fits to the data of the form $\Delta F = \Delta F_{V=\infty} + a/V + b/V^2$.]
examples of infinite volume scaling in the low density region \((\mu < \mu_c)\) for volumes up to \(16^4\). Notably our results are precise enough to catch also \(1/V^2\) corrections.

4. General observables

As we have shown, with the density of states approach and the LLR method it is possible to evaluate the phase factor of systems with a complex action over hundreds of orders of magnitude where reweighting techniques fail to obtain reliable results for systems affected by the sign problem. For this reason we turn our attention on the evaluation of general observables (i.e. not limiting ourself to observables that depend only on the imaginary part of the action) in the framework of the density of states approach.

To do so we start with the usual formulation of vacuum expectation values for an observable \(X[\phi]\) as path integral over the field variables. We then introduce the same idea of the DoS approach dividing the integration using the delta function on the imaginary action domain and finally introducing the density of states function as defined in Eq.\((1.2)\) as shown in the following equations.

\[
\langle X \rangle = \frac{1}{Z} \int D[\phi] X[\phi] e^{-i \mu S^I[\phi]} e^{-i \mu S^I[\phi]}
= \frac{1}{Z} \int ds \ e^{-i \mu s} \rho(s) \frac{\int D[\phi] X[\phi] e^{-i \mu S^I[\phi]} \delta(s - S^I[\phi])}{\int \int D[\phi] e^{-i \mu S^I[\phi]} \delta(s - S^I[\phi])}
= \frac{1}{Z} \int ds \ e^{-i \mu s} \rho(s) \tilde{X}(s).
\]

In the last step we have introduced \(\tilde{X}(s)\) as the phase-quenched vacuum expectation value of the observable \(X[\phi]\) over all the configurations with \(S^I[\phi] = s\). The direct evaluation of such observables is impossible. However, with the LLR algorithm we have already defined in Eq.\((2.2)\) a close relative to this expectation value. In particular, we have that \(\tilde{X}(s) = \langle \langle X \rangle \rangle_s + \mathcal{O}(\Delta^2)\). With this we can implement efficiently the evaluation of the observables: once the LLR algorithm has obtained a sufficiently accurate estimate of \(a_k\) we keep updating the field configuration without updating the reweighting parameter \(a\) and proceed to measure the observables of interest as one would do in a standard Monte Carlo simulation. The integration will then proceed as previously described, with

![Figure 3: Expectation values of the density \(\langle n \rangle\) (right) and \(\langle \phi^2 \rangle\) (left) for values of the chemical potential ranging from zero to \(\mu_c\) on lattices of size \(4^4\) and \(6^4\).](image-url)
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the addition of having one extra function describing also the behaviour of the observable in the imaginary action domain.

as shown in fig. 3, where we have plotted the result of a bootstrap analysis, the evaluation of observables using this method is accurate and a clear difference is visible between the full and the phase-quenched expectation values: while the latter clearly depend on \( \mu \), in the low density phase the former shows little or no dependence on \( \mu \), an expected feature known as silver blaze phenomenon. even though the results shown here are limited to small volumes simulations, it is important to note that the phase factor is already exponentially suppressed getting down to \( \mathcal{O}(10^{-20}) \) for \( V = 6^4 \) at \( \mu = \mu_c \), a region inaccessible via standard monte carlo simulations.

5. DoS of the Thirring model

Lastly, we present some preliminary results on the evaluation of the density of states for fermionic systems. we study the 2D thirring model in the world line representation (see \([13, 14]\) for a detailed description) described by the following partition function

\[
Z = \int d\bar{\chi} d\chi e^{-\sum x,y (\bar{\chi}_x D_{KS}^{\mu} \chi_y - m \delta_{x,y}) - U \sum x,y \bar{\chi}_x \chi_y + \nu \sum x,\nu \bar{\chi}_x \chi_x + \nu} \sum [m, d, l] \prod_{x,\alpha} (e^{\pm \mu \delta_{x,\alpha} 0 s_{\alpha} \eta_{x,\alpha}})^{l_{x,\alpha}},
\]

5.1

where the sums runs over configurations of monomers \( m \), dimers \( d \) and directed loops \( l \) (the world lines), \( D_{KS}(\mu) \) is the staggered fermion matrix, \( \eta_{x,\alpha} \) is the staggered phase, \( s_{\alpha} \) is the sign of direction \( \alpha \), \( m \) the fermion mass and \( U \) the four fermion coupling. without getting into the details of the simulations, that are outside the scope of the present work, we focus on the fact that the sign problem (expected for \( \mu \neq 0 \)) in this formulation of the theory comes from the presence of positive and negative valued fermionic loops in the evaluation of the determinant. in particular, it is possible to employ the wang landau algorithm [11] to measure the DoS of the system as a function of the number of negative loops appearing in the evaluation of the determinant. the results of these simulations are shown in fig. 4, where we have plotted the free energy of each sector (equivalent to \( \log \rho \)) against the number of negative loops. these preliminary results show a remarkably well behaved DoS, an encouraging feature that is going to be further analysed in future studies.

figure 4: result of a wang landau simulation on a 128 \times 128 lattice with \( U = 0 \) and \( m = 0.1 \).
6. Conclusions

In the present work we have described the density of states approach to systems with complex action. We have reviewed the LLR algorithm and presented some recent advances concerning the bias control of the method. The results from these analysis have been presented for the free energy of the relativistic Bose gas showing a clear change in behaviour between the two phases of the system. A new method to evaluate general observables in the DoS approach has been presented, providing an efficient and straightforward implementation of the method in the LLR algorithm. This has enabled us to obtain numerical results for the density and for $\langle \phi^2 \rangle$ in the full theory, which show the expected Silver Blaze phenomenon, in clear disaccord with the phase quenched case. Lastly, we have presented some results on the Thirring model in the world line formalism that could point to future development of the density of states approach for fermionic systems.
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