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Abstract

We study the convergence rate to equilibrium for a family of Markov semigroups \( \{P^\varepsilon_t\}_{\varepsilon > 0} \) generated by a class of hypoelliptic stochastic differential equations on \( \mathbb{R}^d \), including Galerkin truncations of the incompressible Navier-Stokes equations, Lorenz-96, and the shell model SABRA. In the regime of vanishing, balanced noise and dissipation, we obtain a sharp (in terms of scaling) quantitative estimate on the exponential convergence in terms of the small parameter \( \varepsilon \). By scaling, this regime implies corresponding optimal results both for fixed dissipation and large noise limits or fixed noise and vanishing dissipation limits. As part of the proof, and of independent interest, we obtain uniform-in-\( \varepsilon \) upper and lower bounds on the density of the stationary measure. Upper bounds are obtained by a hypoelliptic Moser iteration, the lower bounds by a de Giorgi-type iteration (both uniform in \( \varepsilon \)). The spectral gap estimate on the semigroup is obtained by a weak Poincaré inequality argument combined with quantitative hypoelliptic regularization of the time-dependent problem.
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In this paper, we obtain optimal (in terms of scaling in $\epsilon$) quantitative estimates on the exponential convergence to equilibrium for a class of hypoelliptic PDEs on $\mathbb{R}^d$ of the form

$$\partial_t \mu_t = L^\epsilon_x \mu_t := \epsilon \left( \sum_{j=1}^r (Z_j \cdot \nabla)^2 + A x \cdot \nabla + \text{Tr}(A) \right) \mu_t + \epsilon^\alpha B x \cdot \nabla \mu_t + N \cdot \nabla \mu_t$$

(1.1)

for parameters $0 < \epsilon \ll 1$ and $\alpha \geq 0$. Here, $\{Z_j\}_{j=1}^r$ is a collection of vector fields on $\mathbb{R}^d$ assumed to be constant in $x$, $A \in \mathbb{M}^{d \times d}$ (the vector space of $d \times d$ matrices with real entries) is a positive definite matrix that plays the role of dissipation, $B \in \mathbb{M}^{d \times d}$ is skew-symmetric (possibly zero), and $N : \mathbb{R}^d \to \mathbb{R}^d$ is a smooth, nonlinear drift such that $N(x) := N(x, x, \ldots, x)$ for a multilinear function $N(x_1, x_2, \ldots, x_p)$ of $p \geq 2$ arguments. We assume moreover that $N(x)$ is divergence free and obeys the energy conservation property

$$N(x) \cdot x = 0 \quad \forall x \in \mathbb{R}^d.$$  

(1.2)

The skew-symmetry of $B$ implies that $B x$ satisfies (1.2) and $\nabla \cdot B x = \text{Tr}(B) = 0$, so that the term $\epsilon^\alpha B x$ plays the role of a linear (and lower order when $\alpha > 0$) conservative drift. Complete statements of all our main assumptions are given at the beginning of Section 1.1.

The equation (1.1) is the forward Kolmogorov equation for the diffusion process on $\mathbb{R}^d$

$$dx_t^\epsilon = -\epsilon A x_t^\epsilon dt - \epsilon^\alpha B x_t^\epsilon dt - N(x_t^\epsilon) dt + \sum_{j=1}^r \sqrt{2 \epsilon} Z_j dt^j,$$

(1.3)

where $\{dt^j\}_{j=1}^r$ are independent one-dimensional Wiener processes on a common filtered probability space. Under our assumptions on the vector fields in (1.1), for any initial condition $x_0^\epsilon = x \in \mathbb{R}^d$ the SDE (1.3) admits a unique, global solution $(x^\epsilon_t)_{t \geq 0}$ (see Lemma A.1 for a precise statement) that defines a Markov process with generator

$$L^\epsilon := \epsilon \sum_{j=1}^r (Z_j \cdot \nabla)^2 - A x \cdot \nabla - \epsilon^\alpha B x \cdot \nabla - N \cdot \nabla.$$  

(1.4)

The form of (1.3) is fairly general and captures a number of fundamental dynamical systems driven by a white-in-time forcing, such as Lorenz-96 [50] and Galerkin truncations of the Navier-Stokes or the complex Ginzburg-Landau equations (see [53] and Section 1.2 below). Notice that we have chosen the scaling for which one can hope to prove bounds on the equilibrium density that do not depend on $\epsilon$ (often called fluctuation-dissipation scaling). Due to the homogeneity of $N$, by rescaling time and $x^\epsilon_t$, treating this scaling also implies corresponding statements for both the large forcing and the small dissipation cases.

By hypoelliptic, we mean that while $\{Z_j\}_{j=1}^r$ may not span $\mathbb{R}^d$, we assume that the set of vector fields $\{\epsilon A x + \epsilon^\alpha B x + N, Z_1, \ldots, Z_r\}$ satisfies the classical parabolic Hörmander condition (see discussions in...
e.g. [31] and the references therein). In the remainder of the paper we identity vector fields on \( \mathbb{R}^d \) and first-order differential operators, and for an open set \( \Omega \subseteq \mathbb{R}^d \) we write \( T(\Omega) \) for the collection of all smooth vector fields defined on \( \Omega \). For \( X, Y \in T(\Omega) \) we denote by \([X, Y] \in T(\Omega)\) the vector field

\[ [X, Y] = XY - YX. \]

**Definition 1.1** (Locally uniform parabolic Hörmander). For an open set \( \Omega \subseteq \mathbb{R}^d \) and \( \{X_0, X_1, \ldots, X_k\} \subseteq T(\Omega) \), let \( V_0 = \{X_1, \ldots, X_k\} \) and

\[ V_n = V_{n-1} \cup \{[X_j, Y] : 0 \leq j \leq k, Y \in V_{n-1}\} \quad \forall n \geq 1. \tag{1.5} \]

We say that the family \( \{X_0, \ldots, X_k\} \) satisfies the parabolic Hörmander condition on \( \Omega \) if \( \cup_{n=0}^{\infty} V_n \) spans \( \mathbb{R}^d \) at every point \( x \in \Omega \). We say that \( \{X_0, \ldots, X_k\} \) satisfies the uniform parabolic Hörmander condition on \( \Omega \) with constants \((N_0, C_0) \in \mathbb{N} \times (0, \infty)\) if for every \( x \in \Omega \) there exists a set \( \{Y_i\}_{i=1}^d \subseteq V_{N_0} \) such that

\[ |\det(Y_1(x), Y_2(x), \ldots, Y_d(x))|^{-1} \leq C_0. \tag{1.6} \]

In many settings, especially time-independent ones, it is natural to allow \( X_0 \) in the definition of \( V_0 \) above. In this case, if \( \cup_{n=0}^{\infty} V_n \) spans \( \mathbb{R}^d \) at every point \( x \in \Omega \), then \( \{X_0, \ldots, X_k\} \) is said to satisfy Hörmander’s condition on \( \Omega \). The notion of uniformity extends in the obvious way.

Physically, Definition 1.1 describes how the randomness injected into the system by the stochastic forcing spreads to all degrees of freedom through the action of the drift term. If \( \{\epsilon A x + \epsilon^a B x + N, Z_1, \ldots, Z_r\} \) satisfies the parabolic Hörmander condition on \( \mathbb{R}^d \) then the semigroup \( (P_t^\epsilon)^* \) generated by \( L^*_\epsilon \) is instantly smoothing, despite the fact that \( L^*_\epsilon \) is not elliptic. Moreover, it is well-known that in this case there is a unique probability measure \( \mu_\epsilon \) solving \( L^*_\epsilon \mu_\epsilon = 0 \), and that for all \( \epsilon > 0 \), \( \mu_\epsilon \) is absolutely continuous with respect to Lebesgue measure with a smooth density \( f_\epsilon \) (see Lemma A.2). This measure is also the unique stationary measure for the Markov semigroup \( P_t \) generated by (1.3). Denote the transition probabilities for a Markov process \( x_t \) on a Polish space \( \mathcal{X} \) as \( P_t(x, A) = \mathbb{P} \{x_t \in A | x_0 = x\} \) for all \( A \in \mathcal{B}(\mathcal{X}) \) (the set of Borel sets) and \( x \in \mathbb{R}^d \). Recall that the Markov semigroup \( P_t \) is defined to act on bounded measurable functions \( f : \mathcal{X} \to \mathbb{R} \) by

\[ P_t f(x) := \int_{\mathbb{R}^d} f(y) P_t(x, dy), \tag{1.7} \]

and a measure \( \mu \in \mathcal{M}(\mathcal{X}) \) (the space of Borel probability measures on \( \mathcal{X} \)) is called stationary (or invariant) for \( P_t \) if for every \( A \in \mathcal{B}(\mathcal{X}) \) one has

\[ P_t^* \mu(A) := \int_{\mathbb{R}^d} P_t(x, A) \mu(dx) = \mu(A). \tag{1.8} \]

Finally, it is known that for every \( t \) the semigroup \( P_t^\epsilon \) converges exponentially on suitable weighted spaces. In particular, let \( V : \mathcal{X} \to [0, \infty) \) be continuous and for measurable functions \( f : \mathcal{X} \to \mathbb{R} \) define

\[ ||f||_V = \sup_{x \in \mathcal{X}} \frac{|f(x)|}{1 + V(x)}. \tag{1.9} \]

Then, it is known that if \( V \in C^2(\mathbb{R}^d) \) satisfies

\[ L_\epsilon V \leq -\theta V + \lambda \]

for some constants \( \lambda, \theta > 0 \), i.e., \( V \) satisfies a drift condition, then there exists \( C_\epsilon, \gamma_\epsilon > 0 \) (both depending on \( \epsilon \)) such that for all measurable \( f : \mathbb{R}^d \to \mathbb{R} \) with \( ||f||_V < \infty \) there holds

\[ ||P_t^\epsilon f - \mu_\epsilon(f)||_V \leq C_\epsilon e^{-\gamma_\epsilon t} ||f - \mu_\epsilon(f)||_V, \tag{1.10} \]
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where we have written $\mu_\epsilon(f) = \int f d\mu_\epsilon$. Even for infinite-dimensional analogs of \((1.3)\) (for e.g. complex Ginzburg-Landau in $T^d$, Navier-Stokes in $T^2$, or hyper-viscous Navier-Stokes in $T^3$), the existence and uniqueness of a stationary measure $\mu_\epsilon$ (see e.g. [22, 32, 33, 43–45]) with smooth finite-dimensional projections [32, 54] is known for $\epsilon > 0$, as are exponential convergence results similar to \((1.10)\) (see e.g. [25, 26, 34, 43] and the references therein).

In general, it is a very important question to understand the limit $\epsilon \to 0$, both to characterize properties of $\mu_\epsilon$ and to quantify $C_\epsilon, \gamma_\epsilon$ as functions of $\epsilon$. In the case of e.g. the (infinite dimensional) 3D stochastic Navier-Stokes equations, characterizing $\mu_\epsilon$ as $\epsilon \to 0$ is equivalent to understanding many properties of turbulence in the statistically stationary regime, whereas quantifying $\gamma_\epsilon$ amounts to estimating the convergence rate to statistical equilibrium with respect to the fluid viscosity in the inviscid limit, also a question of fundamental importance to the theory of turbulence (see discussions in [46]). In spite of its importance, little is known about quantifying $\gamma_\epsilon$, $C_\epsilon$. In finite dimensions, it is not difficult to deduce (see Theorem 1.7 below) that $\gamma_\epsilon \lesssim \epsilon$, but lower bounds are much harder to come by. In infinite dimensions, the methods of e.g. [34] yield a lower bound on $\gamma_\epsilon$ that is exponentially bad in $\epsilon$, even if one takes non-degenerate stochastic forcing. The situation in finite dimensions is not significantly better, as standard proofs of convergence to equilibrium for \((1.3)\) similarly yield a spectral gap that is not even polynomial in $\epsilon$. See Remark 5 below for further discussion on the differences between finite and infinite dimensions, especially in the context of fluid mechanics.

A key reason that previously proven lower bounds on $\gamma_\epsilon$ (in either finite or infinite dimensions) are far from optimal is a lack of quantitative irreducibility results. It is well-known that uniform ergodicity and the convergence rate to equilibrium for a Markov semigroup is in part determined by its irreducibility properties [35, 55, 56], in particular the extent to which the support of transition probabilities arising from distinct points either overlap (see e.g. [Assumption 2, [35]]) or become arbitrarily close to each other (see e.g. [30] and [Assumption 6, [34]])). The former is common for finite-dimensional diffusions, while in degenerate, infinite-dimensional settings one often must resort to the latter. In most of the previous works, the irreducibility is obtained by taking advantage of rare events in the forcing. Previous works such as e.g. [19, 34], use that for any initial condition, there is a small probability that the energy input from the noise is low enough that the dissipation causes the process to drift back to any neighborhood of the origin. Along with some regularity of transition probabilities and a suitable Lyapunov structure, this is a strong enough irreducibility statement to prove exponential convergence statements such as \((1.10)\). However, rare excursions to the origin are clearly not the actual mechanism for irreducibility in high-dimensional, chaotic systems, and as such the estimates on the mixing time one obtains from such an analysis are sub-optimal [46]. More sophisticated approaches to irreducibility rely on Hörmander’s condition and optimal control theory (see e.g. [2, 24] and the references therein). However, these arguments similarly rely on rare events where the diffusion completely dominates the drift and hence still do not yield any type of uniform-in-$\epsilon$ irreducibility for the transition probabilities of \((1.3)\), nor do they capture true mechanisms behind mixing in the fluctuation dissipation limit.

While improving estimates on $\gamma_\epsilon$ in infinite dimensions seems to be an extremely challenging problem and currently out of reach, in this paper we rectify the above issue in finite dimensions and obtain the optimal estimates $\gamma_\epsilon \approx \epsilon$ and $C_\epsilon$ independent of $\epsilon$. As a necessary step, we also obtain a uniform-in-$\epsilon$, pointwise Gaussian upper bound on $f_\epsilon$ (the density of the stationary measure) and moreover obtain a uniform-in-$\epsilon$, pointwise lower bound on every compact set.

## 1.1 Main results and discussion

In the statements of our results below, and throughout the remainder of the entire paper, we write $a \lesssim b$ to mean that $a \leq Cb$ for a constant $C$ depending possibly on $A, B, N, \{Z_j\}_{j=1}^r$, and the dimension $d$, but not on $\epsilon$. Any $\epsilon$ dependence in estimates or constants we define will always be made explicit. Also, throughout the entire paper we write $B_R$ for the open ball of radius $R$ centered at the origin.
1.1.1 Statement of main assumptions

We now state precisely our main assumptions. They consist of the dissipative and conservative structures of \( A, B, \) and \( N \), a uniform-in-\( \epsilon \) nondegeneracy condition, and strict (but qualitative) positivity of the stationary density \( f_\epsilon \) for every \( \epsilon > 0 \).

**Assumption 1.** The matrix \( A \in \mathbb{M}^{d \times d} \) is positive definite, \( B \in \mathbb{M}^{d \times d} \) is skew-symmetric, and \( N(x) := N(x, \ldots, x) \) for a smooth, multilinear function of \( p \geq 2 \) arguments satisfying the conservation properties \( \nabla \cdot N(x) = 0 \) and (1.2).

**Assumption 2.** For every \( R > 0 \) there exists \( M \in \mathbb{N} \) and \( C > 0 \) (depending possibly on \( R \)) so that for every \( \epsilon_1, \epsilon_2 \in [0, 1] \) the collection of vector fields

\[
\{ N + \epsilon_1 Ax + \epsilon_2 Bx, Z_1, \ldots, Z_r \}
\]

satisfies the uniform parabolic Hörmander condition on \( B_R \) with constants \((M, C)\).

**Assumption 3.** For every \( \epsilon > 0 \) the smooth density \( f_\epsilon \) of the unique stationary measure \( \mu_\epsilon \) for \( \mathcal{P}_\epsilon \) is strictly positive.

We discuss specific examples that satisfy Assumptions 1-3 in Section 1.2. For now, we remark that the uniform-in-\( \epsilon \) spanning condition of Assumption 2 is quite natural for (1.3). Indeed, one usually verifies the parabolic Hörmander condition by showing that the collection

\[
\{ Z_1, \ldots, Z_r \} \cup \{ Y : Y = [\ldots [N, Z_{i_1}], Z_{i_2}], \ldots, Z_{i_{p-1}}, Z_{i_p}], 1 \leq i_j \leq r \}
\]

satisfies Hörmander’s condition on \( \mathbb{R}^d \); see for example [19]. Since \( p > 1 \), in this situation the linear drift terms \( \epsilon_1 Ax \) and \( \epsilon_2 Bx \) do not change the bracket structure and so Assumption 2 is satisfied. Regarding Assumption 3, strict positivity of the stationary density is typically proven by combining a suitable hypoellipticity assumption (in our setting implied by Assumptions 1 and 2) with exact controllability (see e.g. [24, 37] and the references therein).

**Remark 1.** Beyond stating our main results in Sections 1.1.2 and 1.1.3 below, throughout the entire paper we will always assume that Assumptions 1 and 2 both hold unless remarked otherwise. On the other hand, Assumption 3 is only needed in select locations, and so we will always indicate explicitly when it is required.

1.1.2 Uniform-in-\( \epsilon \) hypoelliptic estimates

In this section we state quantitative hypoelliptic estimates, in particular uniform-in-\( \epsilon \) pointwise bounds on the equilibrium density \( f_\epsilon \), and a long-time \( L^2 \to L^\infty \) regularization estimate for \( \mathcal{P}_\epsilon \). We are motivated to obtain such bounds mostly to use as lemmas in the proof that \( \gamma_\epsilon \approx \epsilon \). However, they are of independent interest, as estimates on hypoelliptic equations that are uniform in a small parameter are a delicate matter.

**Theorem 1.2** (Uniform-in-\( \epsilon \) estimates on \( f_\epsilon \)). Under Assumptions 1 and 2 there exists \( \lambda_- > 0 \) so that the smooth density \( f_\epsilon \) of the unique stationary measure \( \mu_\epsilon \) for (1.3) satisfies the pointwise estimate

\[
\sup_{\epsilon \in (0,1)} f_\epsilon(x) \lesssim e^{-\lambda_- |x|^2}.
\]  

If in addition Assumption 3 is satisfied, then we also have the lower bound

\[
\inf_{\epsilon \in (0,1)} \inf_{|x| \leq R} f_\epsilon(x) \gtrsim R 1.
\]  
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Remark 2. Without Assumption 3, our proof of (1.12) shows that for every $R > 0$ there exists $\epsilon_s(R) \in (0, 1)$ such that

$$\inf_{\epsilon \in (0, \epsilon_s)} \inf_{|x| \leq R} f_\epsilon(x) \gtrsim R 1.$$ 

Remark 3. A consequence of the proof of Theorem 1.2 is that we have uniform-in-$\epsilon$ control on $\|f_\epsilon\|_{H_{loc}^s}$ for some $s$ sufficiently small (independent of $\epsilon$). We do not know how to obtain uniform-in-$\epsilon$ bounds in higher regularity, nor do we even necessarily expect such bounds to be true. In particular, we do not have continuity in any sense that is uniform as $\epsilon \to 0$.

Lemma 1.3 (Quantitative $L_\mu^2 \to L^\infty$ regularization). Write $\|f\|_{L_\mu^2}^2 = \int_{\mathbb{R}^d} |f(x)|^2 \mu(dx)$ for a measure $\mu \in \mathcal{M}(\mathbb{R}^d)$ and measurable function $f$. Under Assumptions 1-3, for every bounded and measurable observable $f : \mathbb{R}^d \to \mathbb{R}$ and $R \geq 1$ there holds, uniformly in $\epsilon \in (0, 1)$,

$$\|\mathcal{P}_{\epsilon} f\|_{L^\infty(B_R)} \lesssim R \|f\|_{L_\mu^2}. \quad (1.13)$$

There have been many methods put forward for obtaining $L_{loc}^2 \to L_{loc}^\infty$ type bounds and pointwise estimates of hypoelliptic equations or their time-evolution counterparts. To our knowledge, there has not been any work that is quantitative in a small parameter such as $\epsilon$ here; instead, much of the work is focused on reducing regularity requirements on the coefficients. One general set of methods is focused on obtaining pointwise upper and lower bounds on fundamental solutions, often using an explicit local approximation combined with optimal control arguments; see e.g. [1, 3, 13, 15, 42, 47, 48, 60, 61] and the references therein. Such upper and lower bounds then provide a relatively straightforward path towards adapting many classical parabolic and elliptic methods. There are also the related works [65, 66], which prove Hölder regularity for a class of degenerate parabolic equations with measurable coefficients. Another set of methods, at least specifically in the context of kinetic theory, have recently been proposed which focus on adapting de Giorgi-Nash-Moser methods, with the key starting point being a local gain of integrability available from velocity averaging lemmas [11]; see e.g. [27, 57] and the earlier preprints [28, 40]. Recently on kinetic Fokker-Planck there is also [4], which is closer in spirit to the original work of Hörmander [39], and isolates the natural functional framework in which the variational treatment of elliptic equations extends to kinetic Fokker-Planck.

Obtaining uniform-in-$\epsilon$ estimates is a somewhat different problem than lowering regularity requirements on coefficients. In fact, it is quantifying a priori estimates in the original work of Hörmander [39] combined with the adaptation of certain ideas from [27] for extending de Giorgi-Nash-Moser theory to hypoelliptic settings that form the basis for our proof of Theorem 1.2 and Lemma 1.3. We obtain both upper bounds (1.11) and (1.13) with hypoelliptic Moser iterations. With proper use of the structural assumptions $\nabla \cdot N = N \cdot x = 0$, for both results, the main difficulty is obtaining a local gain of integrability that does not depend on $\epsilon$. For this we derive suitable uniform Hörmander inequalities (see Section 2 for discussion). The parabolic version (Lemma 3.3) is the more delicate of the two, and while the proof does not require deep modifications to Hörmander’s original methods, to our knowledge nothing quite analogous can be found in the literature. An additional challenge for (1.11) as compared to previous works such as [27, 28, 40], is that to close the iteration scheme we must deduce a uniform-in-$\epsilon$ bound on $\|f_\epsilon\|_{L^2}$, which requires using a Hörmander inequality that is quantitative also in the diameter of the set (Lemma 3.2) and moment bounds coming from the drift condition that $x \cdot N = 0$ allows to deduce.

The main difficulty in obtaining the lower bound (1.12) is to adapt a compactness-rigidity argument from [28, 40] used to prove an isoperimetric inequality for subsolutions of a kinetic Fokker-Planck to our setting. In particular, we show that subsolutions to (1.1) obeying some additional conditions satisfy a uniform-in-$\epsilon$ isoperimetric inequality (see Lemma 2.5). This is then combined with a quantitative hypoelliptic $L^2 \to L^\infty$ estimate...
estimate for solutions to \( L_t^* f = 0 \) (Lemma 2.2) and classical ideas from the de Giorgi elliptic theory [63]. It remains an interesting question to obtain quantitative Hölder regularity in the small parameter limits for PDEs with the form of (1.1). This remains out of reach with our current techniques and a direction of future interest, since our present methods rely crucially on \( N(x) \cdot x = 0 \) and are not invariant under translations.

### 1.1.3 Quantitative geometric ergodicity and consequences

In this section we give precise statements of our results on the geometric ergodicity of (1.3) and some immediate consequences when combined with the results from Section 1.1.2. First, we need to define an appropriate notion of a uniform drift condition.

**Definition 1.4.** We say that a nonnegative function \( V \in C^2(\mathbb{R}^d) \) is a *uniform Lyapunov function* for \( \{P_t^\epsilon\}_{\epsilon \in (0,1)} \) if there exists \( \kappa, b > 0 \) so that for all \( \epsilon \in (0,1) \) and \( \delta \in [0,1] \) there holds

\[
\epsilon \delta \Delta V + L_\epsilon V \leq -\epsilon \kappa V + \epsilon b.
\]

We include the term \( \epsilon \delta \Delta V \) on the left-hand side since at times it will be convenient to work with the regularized operator \( \epsilon \delta \Delta + L_\epsilon^* \). It is easy to check that \( V(x) = e^{\gamma x^2} \) is a uniform Lyapunov function provided that \( \gamma \) is chosen sufficiently small. Along with the notations from Section 1 we then have the following.

**Theorem 1.5** (Quantitative geometric ergodicity). Let \( V \) be a uniform Lyapunov function for \( \{P_t^\epsilon\}_{\epsilon \in (0,1)} \). Under Assumptions 1-3 there exists \( K, \delta > 0 \) that do not depend on \( \epsilon \) such that for all \( \epsilon \in (0,1), t > 0, \) and measurable \( f : \mathbb{R}^d \to \mathbb{R} \) satisfying \( \|f\|_V < \infty \) there holds

\[
\|P_t^\epsilon f - \mu_\epsilon(f)\|_V \leq K e^{-\epsilon \delta t}\|f - \mu_\epsilon(f)\|_V.
\]

**Remark 4.** As \( P_t : C_V \to C_V \) (where \( C_V \) denotes the closure of \( C_0^\infty \) under the norm \( \max_x f(x)/(1 + V(x)) < \infty \) defines a \( C_0 \)-semigroup for all \( V \) which are uniform Lyapunov functions, Theorem 1.5 implies that \( f \equiv 1 \) is an isolated, dominant of eigenvalue of \( P_t \) and provides a quantitative estimate on the spectral gap separating it from the rest of the spectrum (in particular \( \sigma(P_t) \subset \{1\} \cup \{z \in \mathbb{C} : |z| \leq e^{-\epsilon \delta t}\} \) for all \( \delta' < \delta \). Using standard semigroup theory (e.g. [Theorem 3.6, [20]]) a corresponding estimate holds also on the generator \( L_\epsilon \), i.e. \( \sigma(L_\epsilon) \subset \{0\} \cup \{z \in \mathbb{C} : \text{Re } z < -\epsilon \delta \} \).

By duality, Theorem 1.5 also implies a corresponding statement on the convergence of the law of \( x_t^\epsilon \) as a measure on \( \mathbb{R}^d \) to \( \mu_\epsilon \) in a weighted total variation space. For a Polish space \( \mathcal{X} \), a continuous function \( V : \mathcal{X} \to [0, \infty) \), and \( \mu, \nu \in \mathcal{M}(\mathcal{X}) \) we write

\[
\|\mu - \nu\|_{TV,V} = \sup_{\|f\|_V \leq 1} \int f(x)(\mu(dx) - \nu(dx)).
\]

**Corollary 1.6.** Under the assumptions and notations of Theorem 1.5, there exists \( K, \delta > 0 \) that do not depend on \( \epsilon \) such that for all \( \epsilon \in (0,1), t > 0, \) and measures \( \mu \in \mathcal{M}(\mathbb{R}^d) \) satisfying \( \int V(x)\mu(dx) < \infty \) there holds

\[
\|(P_t^\epsilon)^* \mu - \mu_\epsilon\|_{TV,V} \leq K e^{-\epsilon \delta t}\|\mu - \mu_\epsilon\|_{TV,V}.
\]
and functional inequalities involving the equilibrium density; see e.g. [5, 8, 64] and the references therein. Most directly, for elliptic generators with the form $L = \Delta + X \cdot \nabla$, a Poincaré inequality in $L^2_\mu$ ($\mu$ being the stationary measure) implies exponential convergence to equilibrium in the same space (for related results and discussion see e.g. [8]). This is a consequence of the a priori estimate

$$\frac{d}{dt} \| P_t f - \mu(f) \|_{L^2_\mu}^2 = -2 \| \nabla (P_t f - \mu(f)) \|_{L^2_\mu}^2. \tag{1.18}$$

Poincaré inequalities also play a crucial role in degenerate settings; see for example [Theorem 35, [64]], which shows that exponential convergence to the kinetic Fokker-Planck equation with a $C^2$ confining potential $V : \mathbb{R}^d \to \mathbb{R}$ (satisfying a natural upper bound) is implied by an $L^2$ Poincaré inequality for $e^{-V(x)} dx$. Methods for proving convergence to equilibrium based on weaker functional inequalities are also known. For example, weak Poincaré inequalities, which trace back to [49] and were extended to a more general form in [62] (see also [29, 38] for applications in degenerate settings). The key feature of weak Poincaré inequalities is that they allow for a small loss of a norm stronger than $L^2_\mu$ on the right-hand side, the most common example being

$$\| f - \mu(f) \|_{L^2} \leq \beta(s) \| \nabla f \|_{L^2_\mu} + s \| f \|_\infty, \tag{1.19}$$

where $\| f \|_\infty := \sup_{x \in \mathbb{R}^d} | f(x) |$ and the inequality is required to hold for every $s > 0$ and some nonincreasing function $\beta : (0, \infty) \to [1, \infty)$ that possibly blows up as $s \to 0$ (see [Theorem 1.4, [8]]) for a related but more general inequality. As such, they are much more forgiving to prove than standard Poincaré inequalities, but when applied in (1.18) only result in a subgeometric rate of convergence and from a stronger norm to a weaker norm.

The only uniform-in-$\epsilon$ information on $f_\epsilon$ that we currently have are the pointwise bounds stated in Theorem 1.2, which are far enough to imply a Poincaré inequality (see e.g. [7, 8, 64] for common conditions on a measure that yield a Poincaré inequality). Moreover, as discussed in Section 1, uniform-in-$\epsilon$ irreducibility statements are not forthcoming from standard methods. As such, it is not clear what the starting point for a proof of (1.15) should be. Our idea is to extend to the hypoelliptic setting the interesting fact that any measure $\mu(dx) = C e^{-V(x)} dx$ for $V : \mathbb{R}^d \to \mathbb{R}$ that is merely locally bounded satisfies an (elliptic) weak Poincaré inequality. This is done in Lemmas 5.2 and 5.3, where we prove a hypoelliptic version of (1.19) that implies the decay estimate

$$\| P^\epsilon_t f - \mu_\epsilon(f) \|_{L^2_\mu} \leq \psi(\epsilon t) \| f - \mu_\epsilon(f) \|_{L^\infty} \tag{1.20}$$

for some function $\psi : [0, \infty) \to [0, \infty)$ with $\lim_{t \to \infty} \psi(t) = 0$ and every bounded, Borel measurable function $f : \mathbb{R}^d \to \mathbb{R}$. One of our main insights is that the hypoelliptic regularization of Lemma 1.3, when combined with a uniform Lyapunov function $V$ and the local equivalence of $\| \cdot \|_{L^2_{\mu_\epsilon}}$ and $\| \cdot \|_{L^2}$ given by Theorem 1.2, allows to upgrade (1.20) to exponential decay in $\| \cdot \|_V$. This is done by using (1.12) and (1.13) to show that for every $R \geq 1$ there is a $T(R) > 0$ such that

$$\| P^\epsilon_{T(R)} f - \mu_\epsilon(f) \|_{L^\infty(B_R)} \leq \frac{1}{2} \| f - \mu_\epsilon(f) \|_{L^\infty}, \tag{1.21}$$

which is then applied as the “small set” condition in a standard Harris theorem; see Section 2.3 for details of the argument. To our knowledge, this particular scheme for obtaining exponential convergence by combining a weak Poincaré inequality with a local regularization estimate and drift condition has not appeared in the literature. We believe that this approach is of general interest and could be useful in other related problems.

The fact that Theorem 1.5 is optimal with respect to the scaling of $\gamma_\epsilon, C_\epsilon$ is described in the following.
Theorem 1.7 (Optimal $\epsilon \to 0$ scaling of Theorem 1.5). Let $\gamma$ be small enough so that $V = e^{\gamma x^2}$ is a uniform Lyapunov function and suppose that Assumptions 1–3 are satisfied. For every $s < 1$ and $K, \delta > 0$ there exists a measurable function $f : \mathbb{R}^d \to \mathbb{R}$ satisfying $\|f\|_V < \infty$ and an $\epsilon_0 > 0$ so that for all $\epsilon \in (0, \epsilon_0)$ there exists $t_*(\epsilon)$ such that

$$\|P_{t_*}^\epsilon f - \mu_\epsilon(f)\|_V \geq K e^{-\epsilon \delta t_*} \|f - \mu_\epsilon(f)\|_V.$$  

Similarly, if $\delta > 0$ and $\{K_\epsilon\}_{\epsilon \in (0,1)}$ are such that

$$\|P_{t_*}^\epsilon f - \mu_\epsilon(f)\|_V \leq K_\epsilon e^{-\epsilon \delta t} \|f - \mu_\epsilon(f)\|_V$$  

for every $t > 0$ and measurable $f : \mathbb{R}^d \to f$ with $\|f\|_V < \infty$, then $\lim \inf_{\epsilon \to 0} K_\epsilon > 0$.

Remark 5. Note that fixing dimension and sending $\epsilon \to 0$ will yield very different results from sending $\epsilon \to 0$ in infinite dimensional problems, due to the possible development of turbulence. Unlike in the finite dimensional case, due to anomalous dissipation, different balances of dissipation vs forcing are possible and what one can see in each scaling depends on whether one has a direct cascade and/or inverse cascade of conserved quantities (see [58] for a discussion on inverse and direct cascades).

It is clear that any results will be deeply tied to the topology, for example, for Batchelor-regime passive scalar turbulence, in fluctuation dissipation scaling as in (1.3), $\mu_\epsilon \to \delta_0$ in $H^s$ for $s < 1$ and $\mu_\epsilon \to 0$ for $H^s$ for $s > 1$ (losing all mass to infinity); one requires a different scaling to capture non-trivial dynamics [9, 10]. In the hypoelliptic setting at least, there is no known, reasonable reference measure with respect to which one can study the stationary density, and even in the case of non-degenerate forcing, it is unclear what estimates could be expected for systems such as (1.3) and the methods for proving any such estimates are essentially non-existent at the current time. As far as $\gamma_\epsilon$ is concerned, it is not clear what could be expected, for example, the presence of anomalous dissipation could conceivably result in $\gamma_\epsilon$ being larger than is possible in finite dimensions.

1.2 Examples

A wide variety of systems fall under the general form (1.3) that satisfy Assumptions 1–3. Working in vorticity form, Galerkin truncations (of arbitrary dimension) of the 2D Navier-Stokes equations in a periodic box can be written in the form (1.3) with Assumption 1. Minimal conditions on the forcing to obtain Assumption 2 were obtained in [19, 33]. The verification of Assumption 3 follows from the geometric control theory discussions in [24, 37]. In [50], Lorenz put forward the following model (now known as Lorenz-96) for $n$ real-valued oscillators $u_1, \ldots, u_n$ in a periodic ensemble $u_{i+kn} = u_i$ (after rescaling to match (1.3))

$$\partial_t u_m = (u_{m+1} - u_{m-2})u_{m-1} - \epsilon u_m + \sqrt{2\epsilon q_m} dW_t^{(m)},$$

(1.22)

where $\{W_t^{(m)}\}$ are independent Brownian motions and $\{q_m\}$ are fixed parameters. This model has been studied as a prototypical chaotic, high dimensional system (see e.g. [41, 51, 53]). It is not hard to check the structural Assumption 1, and moreover, it is not hard to check that the uniform parabolic Hölder condition, Assumption 2, is satisfied provided that $q_1, q_2 \neq 0$. See discussions in [24, 37] for verification of Assumption 3, as like 2D Navier-Stokes, Lorenz-96 satisfies the structural assumptions sufficient to use geometric control arguments despite the even nonlinearity. The SABRA shell model was introduced in [52] to mimic many of the properties of turbulence; truncated to finite dimensional $u \in \mathbb{C}^J$, which we will regard as evolving on $\mathbb{R}^{2J}$, the model becomes (with the obvious convention that $u_k = 0$ if $k \notin \{1, \ldots, J\}$)

$$\partial_t u_m = i 2^m \left(\overline{u_{m+1}} u_{m+2} - \frac{\delta}{2} \overline{u_{m-1}} u_{m+1} + \frac{\delta - 1}{4} u_{m-2} u_{m-1}\right)$$

(1.23)

$$- \epsilon 2^m u_m + \sqrt{\epsilon q_m} dW_t^{(m;R)} + i \sqrt{\epsilon q_m} dW_t^{(m;I)},$$

(1.24)
for real parameters \( q_m, p_m \) and a fixed parameter \( \delta \in (0, 2) \setminus \{1\} \) (for \( \delta \in (0, 1) \) the model is meant to capture some properties of the energy/enstrophy cascades in 2D Navier-Stokes and for \( \delta \in (1, 2) \), the energy/helicity cascade in 3D Navier-Stokes). See [16] for more discussion on this model. Assumption 1 is straightforward as for Lorenz-96. Writing in real variables \( u = a + ib \) we see that

\[
Z_0 = - \sum_{\ell=1}^{J} 2^\ell \left( a_{\ell+1}b_{\ell+2} - b_{\ell+1}a_{\ell+2} \right) + \frac{\delta}{2} \left( a_{\ell-1}b_{\ell+1} - b_{\ell-1}a_{\ell+1} \right) \partial a_{\ell} + \frac{\delta}{4} \left( b_{\ell-2}a_{\ell-1} + a_{\ell-2}b_{\ell-1} \right) \partial b_{\ell}.
\]

Despite the appearance, it is actually straightforward to verify Assumption 2 for this model under the condition that \( q_1, q_2, p_1, p_2 \) are all non-zero. The local coupling allows for a relatively easy proof by induction, supposing first that the Lie algebra contains \( \{ \partial_{a_j}, \partial_{b_j} \}_{j=1}^m \) and then using this to deduce that it also contains the directions \( \{ \partial_{a_{m+1}}, \partial_{b_{m+1}} \} \). The argument is essentially dictated by the terms containing the \( b_{\ell-2} \) or \( a_{\ell-2} \) factors, as one sees when computing the brackets of the form \( [\partial_{a_{\ell-2}}, Z_0] \). As in the case of Lorenz-96, Assumption 3 follows from discussions in [24,37].

2 Outline

In this section we discuss the main steps in the proofs of Theorems 1.2 and 1.5. Recall the convention from Remark 1.

2.1 Time-stationary problem: upper bounds

Our goal in this section is to sketch the proof of the uniform-in-\( \epsilon \) local upper bound

\[
\sup_{\epsilon \in (0,1)} \| f_\epsilon \|_{L^\infty(B_R)} \lesssim R. \tag{2.1}
\]

From there, the Gaussian upper bound (1.11) follows from a comparison principle argument; see Section 4.4 for details.

The natural starting point for a proof of (2.1) is to determine the uniform-in-\( \epsilon \) a priori estimates that are available for solutions to the problem

\[
\begin{cases}
L_\epsilon^* f_\epsilon = 0, \\
\epsilon f_\epsilon \geq 0, \\
\int f_\epsilon = 1.
\end{cases} \tag{2.2}
\]

From a probabilistic point-of-view, the most immediate estimate is a moment bound following from the fact that \( V(x) = e^{\gamma x^2} \) is a uniform Lyapunov function (see Definition 1.4) whenever \( \gamma \ll 1 \). Integrating \( 0 = VL_\epsilon^* f_\epsilon \) and using that \( \int f_\epsilon = 1 \) yields, in the notation of (1.14),

\[
\int e^{\gamma x^2} f_\epsilon \leq \frac{b}{\kappa} \lesssim 1.
\]

On the other hand, from the perspective of elliptic PDEs, the natural a priori bound is the energy estimate that holds for sufficiently regular, nonnegative subsolutions obtained by pairing \( L_\epsilon^* f \geq 0 \) with \( f \) and integrating by parts. Let \( \mathcal{X} \) denote the natural energy norm defined by

\[
\| f \|_{\mathcal{X}} := \| f \|_{L^2} + \sum_{j=1}^r \| Z_j f \|_{L^2}.
\]
The contributions from $N$ and $B$ to the energy estimate both vanish due to $\nabla \cdot Bx = \nabla \cdot N = 0$, and so we obtain
\[ L^*_\epsilon f \geq 0 \implies \| f \|_\mathcal{X} \lesssim \| f \|_{L^2}. \tag{2.3} \]
Since the collection $\{Z_j\}_{j=1}^r$ does not alone satisfy Hörmander’s condition, (2.3) should be supplemented with some type of uniform estimate on the drift vector field
\[ Z_{0,\epsilon} := \epsilon Ax + \epsilon^\alpha Bx + N. \tag{2.4} \]
This bound is far more subtle than (2.3) and comes in the form of an estimate in the norm dual to $\mathcal{X}$. In particular, define the norm
\[ \| f \|_{\mathcal{X}^*} := \sup_{\varphi \in C_0^\infty, \| \varphi \|_{\mathcal{X}} \leq 1} \int \varphi f. \]
Then, using $L^*_\epsilon f = 0$ and (2.3), we see that
\[ \| Z_{0,\epsilon} f \|_{\mathcal{X}^*} = \sup_{\varphi \in C_0^\infty, \| \varphi \|_{\mathcal{X}} \leq 1} \epsilon \int \varphi \left( \sum_{j=1}^r Z_j^2 + \text{Tr}(A) \right) f \lesssim \epsilon \| f \|_{\mathcal{X}} \lesssim \epsilon \| f \|_{L^2}. \tag{2.5} \]
We summarize the a priori bounds discussed above in the following lemma.

**Lemma 2.1** (Uniform-in-$\epsilon$ a priori estimates). Let $f \geq 0$ be a sufficiently smooth and well localized solution to $L^*_\epsilon f \geq 0$. Then, $f$ satisfies the energy estimate
\[ \| f \|_{\mathcal{X}} \lesssim \| f \|_{L^2}. \tag{2.6} \]
If in addition $L^*_\epsilon f = 0$, then there exists $\gamma \ll 1$ (independent of $\epsilon$) such that
\[ \int e^{\gamma x^2} f \lesssim \| f \|_{L^1}, \tag{2.7} \]
\[ \| Z_{0,\epsilon} f \|_{\mathcal{X}^*} \lesssim \| f \|_{L^2}. \tag{2.8} \]
All of the implicit constants above do not depend on $\epsilon$.

**Remark 6.** Notice that Lemma 2.1 does not contain a uniform-in-$\epsilon$ a priori estimate on $\| f \|_{L^2}$. When $L^*_\epsilon$ is elliptic; i.e., there exists $c > 0$ such that
\[ \sum_{j=1}^r |Z_j \cdot \xi|^2 \geq c|\xi|^2 \quad \forall \xi \in \mathbb{R}^d, \tag{2.9} \]
then (2.6) implies an a priori $L^2$ bound. Indeed, by the Gagliardo-Nirenberg inequality and $\int f = 1$ there exists $\theta \in (0, 1)$ such that
\[ \| f \|_{L^2} \lesssim \| f \|_{L^1}^{1-\theta} \| \nabla f \|_{L^2}^\theta = \| \nabla f \|_{L^2}^\theta \lesssim \| f \|_{\mathcal{X}}^\theta \lesssim \| f \|_{L^2}^\theta, \]
which immediately yields
\[ \sup_{\epsilon \in (0,1)} \| f_\epsilon \|_{L^2} \lesssim 1. \tag{2.10} \]
However, in the hypoelliptic case, a more complicated argument is required to deduce (2.10) (see Section 2.1.2).
2.1.1 Hörmander’s inequality and Moser iteration

The proof of (2.1) is based on combining a local gain of integrability with a uniform-in-$\epsilon$ bound on the $L^2$ norm. In this section we discuss the gain of integrability estimate, and in Section 2.1.2 below we describe how to obtain uniform-in-$\epsilon$ $L^2$ control (see Remark 6 above).

**Lemma 2.2.** Let $\delta \in (0, 1)$ and suppose that $f \in C^\infty(\mathbb{R}^d)$ satisfies $f \geq 0$ and

$$ (\epsilon \delta \Delta + L^*_\epsilon) f \geq 0. \tag{2.11} $$

Then, for any $R \geq 1$, uniformly in $\epsilon, \delta \in (0, 1)$ there holds

$$ \|f\|_{L^\infty(B_R)} \lesssim_R \|f\|_{L^2(B_{2R})}. $$

**Remark 7.** The purpose of regularizing $L^*_\epsilon$ with $\epsilon \delta \Delta$ is to make formal computations easier to justify. This does not cause any difficulties in extracting information about $f_\epsilon$, since if $f_{\epsilon, \delta}$ denotes the unique solution to the problem

$$ \begin{cases} (\epsilon \delta \Delta + L^*_\epsilon) f_{\epsilon, \delta} = 0, \\ f_{\epsilon, \delta} \geq 0, \\ \int f_{\epsilon, \delta} = 1, \end{cases} \tag{2.12} $$

then $\lim_{\delta \to 0} f_{\epsilon, \delta} = f_\epsilon$ in $H^k_{\text{loc}}$ for each fixed $\epsilon > 0$ and $k \in \mathbb{N}$ (see Lemma A.4).

The first step in the proof of Lemma 2.2 is to derive localized versions of (2.6) and (2.8) that preserve the uniformity in $\epsilon$. Fix $0 < r_1 < r_2$ and let $\chi \in C_0^\infty(B_{r_2})$ be a radially symmetric cutoff with $\chi(x) = 1$ for all $|x| \leq r_1$. The localized estimates take the form

$$ \|\chi f\|_{\mathcal{X}} \lesssim \left(1 + \frac{r_2}{r_2 - r_1}\right) \|f\|_{L^2(B_{r_2})}, \quad L^*_\epsilon f \geq 0, \tag{2.13} $$

$$ \|Z_{0,\epsilon}(\chi f)\|_{\mathcal{X}^*} \lesssim \left(1 + \frac{r_2}{r_2 - r_1}\right) \|f\|_{L^2(B_{r_2})}, \quad L^*_\epsilon f = 0. \tag{2.14} $$

An important point is that we are forced to use a radially symmetric localization to preserve the structures that made our estimates uniform in $\epsilon$. Indeed, the energy structure assumed on the conservative drifts $B$ and $N$ is that they leave spherical shells invariant, so only for radially symmetric $\chi$ do we have $[\chi, Bx \cdot \nabla] = [\chi, N \cdot \nabla] = 0$.

In the elliptic setting (i.e. (2.9)), Lemma 2.2 follows from (2.13) and the classical Moser iteration method (see e.g. [23]). Recall that the main idea is that, in the elliptic case, the left-hand side of (2.13) controls $\|\nabla(\chi f)\|_{L^2}$, so by Sobolev embedding, $\exists \alpha > 1$ such that

$$ \|f\|_{L^{2\alpha}(B_{r_1})} \lesssim \left(1 + \frac{r_2}{r_2 - r_1}\right) \|f\|_{L^2(B_{r_2})}. \tag{2.15} $$

By the convexity of $z \mapsto z^\beta$ for $\beta \geq 1$, if $f$ is a nonnegative subsolution, then $f^\beta$ is a subsolution to essentially the same equation (see (4.22)). The integrability gain (2.15) is then iterated with $f \to f^{\alpha n}$, $n \in \mathbb{N}$ along a sequence of decreasing radii, ultimately yielding an $L^\infty$ bound.

However, the iteration just described does not directly apply in the hypoelliptic setting because $\|\chi f\|_{\mathcal{X}}$ does not control $\|\chi f\|_{H^1}$. Instead, one requires a Sobolev inequality that uses both (2.13) and (2.14); i.e., defining

$$ \|f\|_{H^\text{hyp}}^{\epsilon} := \|f\|_{\mathcal{X}} + \|Z_{0,\epsilon} f\|_{\mathcal{X}^*} \tag{2.16} $$

one wishes to prove the following.
Lemma 2.3 (Hörmander inequality for $H^1_{hyp}$). There exists $s > 0$ such that for all $R \geq 1$ and $f \in C_0^\infty(B_R)$ there holds, uniformly in $\varepsilon \in (0, 1)$,

$$\|f\|_{L^s} \lesssim R^{1-s}\|f\|_{H^1_{hyp}}.$$ \hfill (2.17)

The idea that (2.16) is the natural norm for extending elliptic regularization to hypoelliptic operators with the general form of $L^*_\varepsilon$ dates back to Hörmander’s seminal paper on hypoellipticity [39] (see also discussions in [4]). For $R = 1$, Lemma 2.3 follows from a careful reading of [39] with the goal of quantifying [(3.4), [39]]. What we will actually need is a version of Lemma 2.3 that is uniform also in $\delta \in (0, 1)$ and adapted to the a priori estimates provided by the regularized operator $\varepsilon \delta \Delta + L^*_\varepsilon$. The $R$ dependence is deduced using a rescaling argument and the homogeneity of the drift term. For a precise statement and proof sketch of the Hörmander inequality that allows us to obtain the needed generalization of Lemma 2.3, we refer to Lemmas 3.1 and 3.2 in Section 3.2.

Remark 8. The recent paper [4] is the first to use the notation $H^1_{hyp}$, wherein the authors develop a well-posedness theory in the complete space associated with a norm analogous to $\|\cdot\|_{H^1_{hyp}}$ for the kinetic Fokker-Planck equation that mimics the classical $H^1$ variational theory for elliptic PDEs. Here, we mostly only need to be concerned with a priori estimates, but the terminologies remain quite natural nonetheless.

Using (2.13), (2.14), and Lemma 2.3, the proof of Lemma 2.2 is similar to the classical Moser iteration scheme. A difficulty that prevents one from directly applying the iteration method as described after (2.15) is that (2.14) does not hold for subsolutions. To remedy this, we adapt an argument from [27]. Namely, since the ultimate goal is only to upgrade integrability (and not regularity), we instead estimate the exact solution to a closely related PDE, and then use a weak elliptic maximum principle; see Section 4.2 for details.

2.1.2 Uniform in $\varepsilon$ bound on $\|f_\varepsilon\|$ in hypoelliptic case

As discussed in Remark 6, Lemma 2.1 does not directly imply the required uniform-in-$\varepsilon$ estimate on $\|f_\varepsilon\|_{L^2}$ to obtain (2.1) from Lemma 2.2. The estimate from Remark 6 would generalize to the hypoelliptic setting if we had a uniform estimate on any $H^s$ seminorm in terms of $L^2$. However, this is not immediately possible (even formally) with Lemma 2.3 since the constant in (2.17) scales like $R^{1-s}$. The natural thing we do here is to interpolate against the moment bound (2.7). First, we write

$$f_\varepsilon = \bar{\chi} f_\varepsilon + \sum_{R=2^j: j \geq 0} \chi_R f_\varepsilon$$

for radially symmetric $\bar{\chi}, \chi_R$ with $\bar{\chi} \in C_0^\infty(B_1)$ and $\chi_R \in C_0^\infty(B_{2R} \setminus B_{R/2})$. Next, we will use (2.17) on each annulus and interpolate (using the Gagliardo-Nirenberg inequality) against $L^1$, employing (2.7) to absorb the loss that occurs when applying Lemma 2.3. By (2.13) and (2.14) there holds

$$\|\chi_R f_\varepsilon\|_{H^1_{hyp}} \lesssim \|f_\varepsilon\|_{L^2},$$ \hfill (2.18)

so from (2.17) and the Gagliardo-Nirenberg inequality, $\exists \theta \in (0, 1)$ such that

$$\sum_{R=2^j: j \geq 0} \|\chi_R f_\varepsilon\|_{L^2} \lesssim \|f_\varepsilon\|_{L^2} \sum_{R=2^j: j \geq 0} R^\theta \|\chi_R f_\varepsilon\|_{L^1}^{1-\theta}$$

$$\lesssim \|f_\varepsilon\|_{L^2} \left(1 + \sum_{R=2^j: j \geq 0} R^{2\theta \theta} \chi_R \|f_\varepsilon\|_{L^1}^{2\theta} \chi_R f_\varepsilon \right)$$

$$\lesssim \|f_\varepsilon\|_{L^2} \left(1 + \int e^{\varepsilon^2 \chi_R^2} f_\varepsilon \right) \lesssim \|f_\varepsilon\|_{L^2}^\theta.$$

We can estimate $\|\bar{\chi} f_\varepsilon\|_{L^2}$ in a similar fashion. These computations form the basis of the following lemma, which we prove in detail in Section 4.1.
Lemma 2.4. With the notation of (2.12), there holds

\[ \sup_{\epsilon, \delta \in (0, 1)} \| f_{\epsilon, \delta} \|_{L^2} \lesssim 1. \]

As a consequence,

\[ \sup_{\epsilon \in (0, 1)} \| f_{\epsilon} \|_{H^1_{\text{hyp}}} \lesssim \sup_{\epsilon \in (0, 1)} \| f_{\epsilon} \|_{L^2} \lesssim 1. \] (2.19)

### 2.2 Time-stationary problem: lower bounds

In this section we discuss the key ideas that go into proving the lower bound (1.12). The first observation is that (2.1) and (2.7) together imply that there exist constants \( c_1, c_2 > 0 \) such that for every \( R \gtrsim 1 \) there holds, uniformly in \( \epsilon \in (0, 1) \),

\[ \left| \{ x \in B_R : f_{\epsilon} \geq c_1 \} \right| \geq c_2. \] (2.20)

In other words, \( f_{\epsilon} \) stays uniformly bounded away from zero on a set of positive measure. A classical idea in the Hölder regularity theory for second-order elliptic equations with rough coefficients is that weak solutions “cannot oscillate too much” in the sense that if \(-1 \leq u \leq 1\) solves \( Lu = 0 \) on \( B_2 \) for a suitable elliptic operator \( L \), then \( \left| \{ x \in B_1 : u(x) \leq 0 \} \right| = 0 \) implies that \( u \) must remain uniformly bounded away from 1 everywhere on the smaller set \( B_{1/2} \); see for example the review [63] (in particular, Proposition 9) and the references therein. For nonnegative solutions and \( L^*_\epsilon \) elliptic, (2.20) would then imply the estimate

\[ \inf_{x \in B_R} f_{\epsilon}(x) \gtrsim_{R, \epsilon, c_1, c_2} 1. \] (2.21)

We have indicated that the implicit constant a priori depends on \( \epsilon \), although we will see below that this is not the case.

Our strategy is to extend the argument that yields (2.21) from (2.20) (with a constant independent of \( \epsilon \)) to the hypoelliptic setting. We begin by recalling a clever trick from de Giorgi’s approach to Hölder regularity for elliptic PDEs with rough coefficients (see e.g. [63]). For \( \theta \in (0, 1) \) consider the rescaled functions

\[ w_k = \left( 1 - \theta^{-k}(f_{\epsilon}/c_1) \right)_+, \] (2.22)

structured so that

\[ \left| \{ x \in B_R : w_k = 0 \} \right| \geq c_2, \] (2.23)

\[ \left| \{ x \in B_R : w_k \geq 1 - \theta \} \right| \geq \int_{B_R} |w_{k+1}|^2, \] (2.24)

and observe that a uniform lower bound on \( f_{\epsilon} \) follows provided that \( \lim_{k \to \infty} \| w_k \|_{L^2(B_R)} = 0 \) uniformly in \( \epsilon \in (0, 1) \). Indeed, \( L^*_w w_k \geq 0 \) by the convexity of \( z \mapsto z_+ \), and hence Lemma 2.2 (suppose for the sake of discussion that it is true for \( f \in H^1 \) and \( \delta = 0 \)) gives

\[ \inf_{x \in B_{R/2}} f_{\epsilon}(x) \geq c_1 \theta^k \left( 1 - \| w_k \|_{L^\infty(B_{R/2})} \right) \geq c_1 \theta^k (1 - C(R)\| w_k \|_{L^2(B_R)}) \quad \forall k \in \mathbb{N}. \]

The proof that \( \| w_k \|_{L^2} \) eventually gets small uses an iteration argument hinging on an isoperimetric inequality, which in the elliptic case controls the amount of possible oscillation of nonnegative subsolutions \( L^*_\epsilon f \geq 0 \) in terms of the natural \( H^1 \) energy norm. The essential point is that if \( \| w_{k+1} \|_{L^2(B_R)}^2 \geq \kappa(R) > 0 \), then due to (2.24) there holds

\[ \left| \{ x \in B_R : w_k \geq 1 - \theta \} \right| \geq \kappa \quad \& \quad \left| \{ x \in B_R : w_k = 0 \} \right| \geq c_2, \] (2.25)
and so since the collection \( \{0 < w_k < 1 - \theta\} \) is pairwise disjoint, \( \|w_k\|_{L^2} \geq \kappa \) must fail for some large enough \( k = k_*(\kappa, c_1, c_2, R) \) provided that \((2.25)\) and \(L_*^*w_k \geq 0\) together imply

\[
|\{x \in B_R : 0 < w_k < 1 - \theta\}| \gtrsim_{\kappa, c_1, c_2, R} 1;
\]

see the proof of Lemma 4.3 for more explanation. It is important to note that proving \((1.12)\) requires the constant in \((2.26)\) to be independent of \( \epsilon \).

In the elliptic setting, \((2.26)\) is provided by \((2.13)\) and the classical De Giorgi isoperimetric inequality (see e.g. [Lemma 10, \cite{63}]), which explicitly quantifies a lower bound for \( |\{x \in B_R : 0 < w_k < 1 - \theta\}| \) in terms of \( \|w_k\|_{H^1(B_R)} \) and the quantities in \((2.25)\). This approach does not apply in the hypoelliptic setting because \( L_*^*w_k \geq 0 \) is not sufficient to provide a uniform-in-\( \epsilon \) bound on \( \|w_k\|_{H^1(B_R)} \) (see also discussions in \cite{27}). Nevertheless, for each fixed \( R \geq 1 \) we are able to prove an isoperimetric inequality that holds uniformly in \( 0 < \epsilon \ll 1 \). It is stated as follows (recall the notation from \((2.12)\)).

**Lemma 2.5** (An intermediate value lemma). Fix \( R \geq 1 \) and \( \alpha_1, \alpha_2 > 0 \). There exists \( \epsilon_0 > 0 \), \( \mu > 0 \), and \( \theta \in (0, 1/2) \) such that if \( \epsilon \leq \epsilon_0 \), \( \delta \in (0, 1) \), and \( w \in C^\infty(B_2R) \) with \( 0 \leq w \leq 1 \) satisfies

\[
0 \leq \delta \Delta w + \frac{1}{\epsilon} L_*^*w \leq \frac{1}{\sqrt{\epsilon}} \left( 1 + \delta |\nabla f_{\epsilon, \delta}|^2 + \sum_{j=1}^r |Z_j f_{\epsilon, \delta}|^2 \right)
\]

on \( B_{2R} \), then the inequalities

\[
|\{w = 0\} \cap B_R| \geq \alpha_1
\]

and

\[
|\{w \geq 1 - \theta\} \cap B_R| \geq \alpha_2
\]

together imply

\[
|\{0 < w < 1 - \theta\} \cap B_R| \geq \mu.
\]

The proof of Lemma 2.5 follows a compactness-rigidity argument motivated by \([\text{Lemma 14, \cite{27}}]\). The desired compactness is deduced with a uniform Hörmander inequality. However, we cannot directly apply Lemma 2.3 to obtain \( \|w\|_{H^s} \lesssim 1 \) because the upper bound in \((2.27)\) is too weak to provide a uniform estimate on \( \|Z_{0, \epsilon}w\|_{H^s} \). Instead, for radially symmetric \( \chi \in C^\infty_0(B_2R) \) with \( \chi(x) = 1 \) for \( |x| \leq R \) and a test function \( \varphi \in C^\infty_0 \), the natural \( \epsilon \)-independent estimate is (supposing \( \delta = 0 \) for simplicity)

\[
\left\| \int \varphi Z_{0, \epsilon}(\chi w) \right\| \lesssim \epsilon \|\varphi\|_{L^\infty} \|w\|_{L^1(B_{2R})} \sqrt{\epsilon} \|\varphi\|_{L^\infty} \left( 1 + \|f_\epsilon\|_{H^2_{\text{hyp}}}^2 \right) \lesssim \sqrt{\epsilon}(\|\varphi\|_{L^\infty} + \|\varphi\|_{L^\infty}),
\]

where in the second inequality we used \((2.19)\) to control \( \|f_\epsilon\|_{H^2_{\text{hyp}}} \) and \( 0 \leq w \leq 1 \) to control \( \|w\|_{L^2(B_{2R})} \). Since \( w \) is a priori bounded, this estimate suggests that we obtain the needed compactness with a Hörmander inequality that includes \( L^\infty \) in the norm pair. We derive such an inequality in Lemma 3.1 by making some small modifications to the original arguments in \cite{39}.

The rigidity step is resolved by passing to the limit and deriving a contradiction with the supposed counter-example obtained at \( \theta = \epsilon = \mu = 0 \) satisfying the \( \epsilon \)-independent estimates provided by \((2.27)\). This only requires one to know that there cannot exist a non-constant characteristic function \( \xi \) satisfying (in the sense of distributions) \( N \cdot \nabla \xi = 0 \) and \( Z_j \cdot \nabla \xi = 0 \) for \( j = 1, \ldots, r \). While this can be achieved directly from Hörmander’s theorem, we have the following stronger rigidity statement, which plays a key role in the proof of our hypoelliptic weak Poincaré inequality (see Lemmas 5.2 and 5.3).
Lemma 2.6 (Rigidity lemma). Let \( \Omega \subset \mathbb{R}^d \) be an open, connected set. Suppose that \( \{X_j\}_{j=0}^k \subseteq T(\Omega) \) satisfies Hörmander’s condition on \( \Omega \). Let \( f \in L^2_{\text{loc}}(\mathbb{R}^d) \) be a distributional solution to

\[
X_0f = 0.
\]

If \( X_jf = 0 \) for each \( j = 1, \ldots, k \), then \( f \) is constant on \( \Omega \).

Proof. The assumptions of the lemma imply that \( f \in L^2_{\text{loc}}(\Omega) \) is a distributional solution to \( \sum_{j=1}^k X_j^2 f + X_0 f = 0 \), and so by Hörmander’s theorem [Theorem 1.1, [39]] it follows that \( f \in C^\infty(\Omega) \). Thus, it suffices to prove the result for smooth functions satisfying \( X_j f = 0 \) for \( j = 0, 1, \ldots, k \) in the classical sense on \( \Omega \).

Let \( B(x, r) \) denote the ball of radius \( r \) centered at \( x \) with the usual Euclidean metric, and for \( c \in \mathbb{R} \), let

\[
S_c = \{ x \in \Omega : \exists r > 0 \text{ such that } f \equiv c \text{ on } B(x, r) \}.
\]

We will prove that there is some \( c \) so that \( S_c \) is open, nonempty, and relatively closed in \( \Omega \). The fact that \( S_c \) is open for each \( c \) follows by its definition. To prove that \( \exists c \) such that \( S_c \) is both relatively closed and nonempty, it suffices to show that for every \( x \in \Omega \) \( \exists r > 0 \) so that \( f \) is constant on \( B(x, r) \). Fix \( x_0 \in \Omega \) and let \( U \subset \Omega \) be an open ball containing \( x_0 \). Define the \( U \)-reachable set at \( x_0 \) to be the points \( x_1 \in U \) such that there exist bounded, measurable functions \( \{c_j : [0, 1] \to \mathbb{R}\}_{j=0}^k \) and a curve \( \gamma : [0, 1] \to U \) such that \( \gamma(0) = x_0 \), \( \gamma(1) = x_1 \), and

\[
\gamma'(t) = \sum_{j=0}^k c_j(t) X_j(\gamma(t)) \quad \text{a.e. } t \in [0, 1].
\]

A well-known fact in the theory of local controllability is that the \( U \)-reachable set at \( x_0 \) is an open neighborhood of \( x_0 \) as soon as \( \{X_j\}_{j=0}^k \) satisfies Hörmander’s condition on \( U \); see e.g. [Theorem 2.2, [36]]. Since \( f \) is constant along any curve \( \gamma \) satisfying (2.28) we conclude that it must be constant on some open ball containing \( x_0 \), completing the proof.

We have already sketched the main ideas in using a uniform-in-\( \epsilon \) intermediate value lemma to obtain a local lower bound, though due to the complexity of Lemma 2.5 there are some additional details to fill in. This is done in Section 4.3, wherein we prove the following.

Lemma 2.7. Suppose that Lemma 2.5 holds. Then, for all \( R \geq 1 \) there exists \( \epsilon_*(R) > 0 \) such that

\[
\inf_{\epsilon \in (0, \epsilon_*)} \inf_{|x| \leq R} f_\epsilon(x) \gtrsim_{R, \epsilon} 1.
\]

If Assumption 3 is satisfied, then (1.12) also holds.

To obtain (1.12) from (2.29), we use that since \( \epsilon_* \) in Lemma 2.7 depends only on \( R \) it suffices to show

\[
\inf_{\epsilon \in (\epsilon_*, 1)} \inf_{|x| \leq R} f_\epsilon(x) \gtrsim_{R, \epsilon_*} 1.
\]

Such a bound follows in a straightforward way provided that Assumption 3 is satisfied (see Lemma A.5).

2.3 Time-dependent problem

In this section we prove Theorem 1.5, with the needed intermediate results stated as lemmas to be proven in Section 5.

We quantify the spectral gap for \( \mathcal{P}_t^\epsilon \) using a Harris theorem that follows easily from the techniques in [35]. For a Polish space \( \mathcal{X} \) and any bounded, Borel measurable function \( f : \mathcal{X} \to \mathbb{R} \) we write

\[
\|f\|_{\infty} := \sup_{x \in \mathcal{X}} |f(x)|.
\]

Recall also the notations \( \| \cdot \|_{V} \) and \( \| \cdot \|_{TV, V} \) defined in (1.9) and (1.16), respectively. The Harris theorem then reads as follows.
Lemma 2.8 (Harris). Let $\mathcal{P}$ be a Markov semigroup on a Polish space $\mathcal{X}$. Suppose that there exists a continuous function $V: \mathcal{X} \to [0, \infty)$ such that:

- There exists $\bar{b} \geq 1$ such that for all $x \in \mathcal{X}$ there holds
  \[ \mathcal{P}V(x) \leq \frac{1}{2}V(x) + \bar{b}. \tag{2.32} \]

- There exists $\eta \in (0, 2)$ such that if $x, y \in \mathcal{X}$ satisfy $V(x) + V(y) \leq 10\bar{b}$ and $f: \mathcal{X} \to \mathbb{R}$ is a bounded, Borel measurable function with $\|f\|_\infty \leq 1$, then
  \[ |\mathcal{P}f(x) - \mathcal{P}f(y)| \leq 2 - \eta. \tag{2.33} \]

Then, there exists $c \in (0, 1)$ satisfying $c \geq \eta$ and $K \geq 1$ depending only on $\bar{b}$ such that for any two measures $\mu, \nu \in \mathcal{M}(\mathcal{X})$ with $\int_\mathcal{X} V(x)\mu(dx) + \int_\mathcal{X} V(x)\nu(dx) < \infty$ and any $n \in \mathbb{N}$ there holds

\[ \| (\mathcal{P}_t^n)^{\ast}(\mu - \nu) \|_{TV} \leq K(1 - c)^n \| \mu - \nu \|_{TV}. \]

As a consequence, $\mathcal{P}$ can admit only one stationary measure, and if $\mu_\infty$ is the unique stationary measure there exists $\bar{K} \geq 1$ depending only on $\bar{b}$ so that for any $n \in \mathbb{N}$ and measurable function $f: \mathbb{R}^d \to \mathbb{R}$ with $\|f\|_V < \infty$ there holds

\[ \|\mathcal{P}^n f - \mu_\infty(f)\|_V \leq \bar{K}(1 - c)^n f - \mu_\infty(f)\|_V. \]

Let $V$ be a uniform Lyapunov function for $\mathcal{P}_t^\varepsilon$ (see Definition 1.4). By Lemma 2.8, to prove (1.15) for discrete times $t = nt_\ast$ it is enough to show that there exists $C_\ast > 0$ so that if $t_\ast = C_\ast^{-1}$ then (2.32) and (2.33) hold with $\mathcal{P} = \mathcal{P}_{t_\ast}^\varepsilon$ and constants $\bar{b}, \eta$ that do not depend on $\varepsilon$. For the drift condition, directly from (A.4) we have

\[ \mathcal{P}_t^\varepsilon V(x) = e^{-\varepsilon t}V(x) + \frac{\bar{b}}{\kappa} := e^{-\varepsilon t}V(x) + \bar{b}, \tag{2.34} \]

and so $\mathcal{P}_{t_\ast}^\varepsilon$ satisfies (2.32) uniformly in $\varepsilon$ for $C_\ast$ sufficiently large. As alluded to in Section 1, establishing (2.33) is much more difficult. First, notice that by duality and the fact that $V$ and $\bar{b}$ do not depend on $\varepsilon$, it would suffice to show that for every $R \geq 1$ there exists $\eta(R) \in (0, 2)$ such that whenever $|x|, |y| \leq R$ and $C_\ast$ is sufficiently large depending only on $R$ there holds

\[ \| (\mathcal{P}_{t_\ast}^\varepsilon)^{\ast}\delta_x - (\mathcal{P}_{t_\ast}^\varepsilon)^{\ast}\delta_y \|_{TV} \leq 2 - \eta. \tag{2.35} \]

If $C_\ast$ could be chosen depending on $\varepsilon$, then using the dissipative structure of (1.3), the regularizing properties of $(\mathcal{P}_t^\varepsilon)^{\ast}$, and the fact that there is a nonzero probability that the driving Wiener process remains small over $[0, t_\ast]$, one can prove that (2.35) is satisfied for some $\eta > 0$ that depends badly on $\varepsilon$. What makes Theorem 1.5 and its proof novel is that we are forced to show that $\eta$ and $C_\ast$ can actually be chosen independently of $\varepsilon$. To this end we will prove that

\[ \lim_{t \to \infty} \sup_{\varepsilon \in (0, 1), \|f\|_\infty \leq 1} \|\mathcal{P}_{t_\ast}^\varepsilon f - \mu_\varepsilon(f)\|_{L^\infty(B_R)} = 0. \tag{2.36} \]

Our proof of (2.36) is based on a two step procedure that makes crucial use of Theorem 1.2. First, we show that $\mathcal{P}_t^\varepsilon$ satisfies the quantitative $L^2_{\mu_\varepsilon} \to L^\infty$ "parabolic" regularization estimate stated in Lemma 1.3. For fixed $\varepsilon$, similar regularization estimates can be obtained by several known methods, hence the main challenge in proving Lemma 1.3 is obtaining uniformity in $\varepsilon \in (0, 1)$. As mentioned earlier, this requires us to derive a slightly subtle space-time Hörmander inequality better adapted to a parabolic framework (Lemma 3.3). With such an inequality in hand, one can apply a suitably adapted Moser iteration. However,
the Moser iteration controls the $L^\infty(B_R)$ norm in terms of the time integral of the $L^2(B_{2R})$ norm. In order to estimate this in terms of the initial condition, we crucially apply the uniform lower bounds in Theorem 1.2 and the monotonicity of $\mathcal{P}_t$ with respect to $L^2_{\mu_\epsilon}$; see Section 5.2 for details. Given Lemma 1.3, the proof of (2.36) reduces to showing that

\begin{equation}
\lim_{t \to \infty} \sup_{\epsilon \in (0,1), \|f\|_{\infty} \leq 1} \|\mathcal{P}_{\epsilon t}^{-1} f - \mu_\epsilon(f)\|_{L^2_{\mu_\epsilon}} = 0. \tag{2.37}
\end{equation}

In other words, we need to prove that $\mathcal{P}_t$ satisfies a $\| \cdot \|_{\infty} \to \| \cdot \|_{L^2_{\mu_\epsilon}}$ decay estimate with timescale $\epsilon^{-1}$ on functions which are mean zero with respect to $\mu_\epsilon$. This task is much more tractable than proving, say, an $L^2_{\mu_\epsilon} \to L^2_{\mu_\epsilon}$ exponential decay estimate for $\mathcal{P}_t$ (which would require a Poincaré inequality for $\mu_\epsilon$; see e.g. [8]), and is provided by the following lemma.

**Lemma 2.9.** Under Assumption 3, there exists a function $\psi : [0, \infty) \to (0, \infty)$ with $\lim_{t \to \infty} \psi(t) = 0$ such that for every bounded, Borel measurable function $f : \mathbb{R}^d \to \mathbb{R}$ and $\epsilon \in (0, 1)$ there holds

\begin{equation}
\|\mathcal{P}_t f - \mu_\epsilon(f)\|_{L^2_{\mu_\epsilon}}^2 \leq \psi(\epsilon t)\|f - \mu_\epsilon(f)\|_{L^\infty}^2. \tag{2.38}
\end{equation}

From essentially the ODE computation in [Theorem 2.1, [62]], we can prove Lemma 2.9 provided we can show that $\mathcal{P}_t$ satisfies a type of uniform-in-$\epsilon$, hypoelliptic weak Poincaré inequality. This is accomplished in Lemmas 5.2 and 5.3 using a compactness-rigidity argument that relies on Lemma 2.6.

We now prove Theorem 1.5 assuming Lemmas 1.3 and 2.9.

**Proof of Theorem 1.5.** We first prove the result for discrete times. That is, we show that there exists $K', \delta, C_* > 0$ that do not depend on $\epsilon$ so that if $t_n = C_* \epsilon^{-1}$ then for every $n \in \mathbb{N}$, $\epsilon \in (0, 1)$, and measurable $f : \mathbb{R}^d \to \mathbb{R}$ with $\|f\|_V < \infty$ there holds

\begin{equation}
\|\mathcal{P}_{\epsilon t_n} f - \mu_\epsilon(f)\|_V \leq K e^{-\delta \epsilon t_n} \|f - \mu_\epsilon(f)\|_V. \tag{2.39}
\end{equation}

From Lemma 2.8 and the discussion proceeding it we just need to prove (2.36). Fix $R \geq 1$. By Lemma 1.3 and the monotonicity of $\mathcal{P}_t$ with respect to $L^2_{\mu_\epsilon}$ we have, for any $t \geq 2$,

\begin{equation}
\sup_{\epsilon \in (0,1), \|f\|_{\infty} \leq 1} \|\mathcal{P}_{\epsilon t}^{-1} f - \mu_\epsilon(f)\|_{L^\infty(B_{2R})} \lesssim_R \sup_{\epsilon \in (0,1), \|f\|_{\infty} \leq 1} \|\mathcal{P}_{\epsilon t}^{-1} f - \mu_\epsilon(f)\|_{L^2_{\mu_\epsilon}}.
\end{equation}

Hence, applying Lemma 2.9 we obtain

\begin{equation}
\lim_{t \to \infty} \sup_{\epsilon \in (0,1), \|f\|_{\infty} \leq 1} \|\mathcal{P}_{\epsilon t}^{-1} f - \mu_\epsilon(f)\|_{L^\infty(B_{2R})} \lesssim \lim_{t \to \infty} \sup_{\epsilon \in (0,1), \|f\|_{\infty} \leq 1} \sqrt{\psi(\epsilon t/2)} \|f - \mu_\epsilon(f)\|_{L^\infty} \lesssim \lim_{t \to \infty} \sqrt{\psi(\epsilon t/2)} = 0,
\end{equation}

as desired.

It only remains to upgrade (2.39) to continuous time. Let $t \geq 0$ and choose $n \in \mathbb{N}$ so that $t \in [nt_n, (n + 1)nt_n)$. Using the semigroup property, there exists $s \in [0, t_n)$ so that

\begin{equation}
\|\mathcal{P}_t f - \mu_\epsilon(f)\|_V = \|\mathcal{P}_s(\mathcal{P}_{nt_n}^{-1} f - \mu_\epsilon(f))\|_V \leq K e^{-\delta \epsilon t_n} \|\mathcal{P}_s\|_V \|f - \mu_\epsilon(f)\|_V.
\end{equation}

Whenever $n \geq 1$ one has $\delta \epsilon t_n \geq \epsilon(\delta/2)t$, and so (1.15) follows provided

\begin{equation}
\sup_{0 \leq s \leq C_* \epsilon^{-1}} \|\mathcal{P}_s\|_V \lesssim 1. \tag{2.40}
\end{equation}

This is proven at the beginning of Section 5; see Lemma 5.1. \hfill \Box
3 Uniform Hörmander inequalities

In this section we state and sketch proofs of various uniform Hörmander type inequalities. Throughout the entire section, $\Omega \subset \mathbb{R}^d$ denotes an open, bounded set and $K \subset \Omega$ is compact. The proof techniques in this section are not used elsewhere in the paper, and the reader interested only in statements of the Hörmander inequalities to be used can safely skip to Section 3.2.

3.1 Notation and basic facts

We begin with some notation and basic facts that will be needed in the proof sketches to follow.

We use the notation in [39] for the $L^2$-based Hölder regularity of a function $u$ along a vector field $X \in T(\Omega)$. For any $0 < t_0 \ll 1$ and $s \in (0, 1]$ we write
\[
|u|_{X,s}^{t_0} = \sup_{|t| \leq t_0} |t|^{-s} \|e^{tX} u - u\|_{L^2}, \quad u \in C_0^\infty(K).
\]
This is well defined since $e^{tX}$ maps $C_0^\infty(K)$ into $C_0^\infty(\Omega)$ provided that $|t|$ is sufficiently small depending only on $K$, $\Omega$, and the derivatives of $X$. We also define an isotropic $s$-norm by
\[
|u|_s^{t_0} = \sup_{|h| \leq t_0} |h|^{-s} \|u(\cdot + h) - u(\cdot)\|_{L^2}, \quad u \in C_0^\infty(K).
\]
In Section 3.3 we will need to consider differential operators of the form $\epsilon \partial_t + X$ for $\epsilon > 0$ and functions that depend on time. In this situation, we write
\[
|u|_{X,s}^{t_0} = \sup_{|\tau| \leq t_0} |\tau|^{-s} \|e^{\tau X} u(\cdot + \epsilon \tau, \cdot) - u(\cdot, \cdot)\|_{L^2}, \quad u \in C_0^\infty((a, b) \times K).
\]
The seminorm $| \cdot |_{s}^{t_0}$ is related to the usual homogeneous Sobolev spaces by the equivalence
\[
\|u\|_{\dot{B}^s_{p,r}} \approx_{s,p,r} \|u(\cdot - y) - u(\cdot)\|_{L^p_{y}}, \quad \text{for } y \in \mathbb{R}^d
\]
which holds for any $s \in (0, 1)$ and $(p, r) \in [1, \infty]^2$; see e.g. [Theorem 2.36, [6]]. Here, $\dot{B}^s_{p,r}$ denotes the usual homogeneous Besov space. We refer to [6] for definitions and basic results. A straightforward consequence of (3.4) and $\|u\|_{\dot{B}^s_{2,\infty}} \leq \|u\|_{\dot{B}^s_{2,2}} \approx \|u\|_{H^s}$ is that for any $s \in (0, 1)$ and $s' > s$ there holds
\[
|u|_{s}'^{t_0} \lesssim_s \|u\|_{H^s} \lesssim_{s'-s} C(t_0, s) \left(\|u\|_{L^2} + |u|_{s'}^{t_0}\right), \quad u \in C_0^\infty(K),
\]
where $C$ is nonincreasing in $|t_0|$.

As usual, define $\text{ad}X(\cdot) := [X, \cdot]$ for $X, \cdot \in T(\Omega)$. Then, for $\{(X_j, s_j)\}_{j=0}^r \subseteq T(\Omega) \times (0, 1]$ and a multi-index $I = (i_1, \ldots, i_k)$, $0 \leq i_j \leq r$ we write
\[
X_I = \text{ad}X_{i_k} \text{ad}X_{i_{k-1}} \ldots \text{ad}X_{i_2}X_{i_1},
\]
and
\[
\frac{1}{s(I)} = \sum_{j=1}^k \frac{1}{s_{i_j}}, \quad m(I) = \frac{1}{s(I)}.
\]

3.2 Time-independent Hörmander inequalities

We begin by defining the regularized Hörmander norm pairs natural for studying the operator $\epsilon \delta \Delta + L^*_\epsilon$.

For $\{X_j\}_{j=1}^r \subseteq T(\Omega)$, an open set $\Omega' \subseteq \Omega$, and $\delta \in [0, 1]$ we define
\[
\|g\|_{X_{\delta}^r(\Omega')} := \|g\|_{L^2(\Omega')} + \sum_{j=1}^r \|X_j g\|_{L^2(\Omega')} + \sqrt{\delta} \|\nabla g\|_{L^2(\Omega')},
\]
\[
\|g\|_{X_{\delta}^* (\Omega')} := \sup_{\varphi \in C_0^\infty(\Omega'), \|\varphi\|_{X_{\delta}^r(\Omega')} \leq 1} \int_{\Omega'} \varphi g;
\]
Typically, the functions \( g \) we consider have compact support in \( \Omega \) and \( \Omega' = \Omega \). In this case, we do not indicate any domain in the notation. Also, by an abuse of notation, throughout the paper we will write \((\mathscr{X}_d, \mathscr{X}_d^*)\), \((\mathscr{X}, \mathscr{X}^*)\), etc., regardless of whether the vector fields involved are a general collection \( \{X_j\}_{j=1}^r \subseteq T(\Omega) \) or the specific vector fields \( \{Z_j\}_{j=1}^r \subseteq T(\mathbb{R}^d) \) from (1.1) since the meaning will always be clear from context.

The following lemma is a generalized and quantitative version of Theorem 2.3. It holds uniformly in the regularization parameter \( \delta \) and is indifferent to whether or not \( L^\infty \) is included in the Hörmander norm. The proof we give is a straightforward adaptation of the techniques from [39]. Recall the terminology from Definition 1.1.

**Lemma 3.1 (Quantitative Hörmander inequality).** Let \( \Omega \subset \mathbb{R}^d \) be an open, bounded set, \( K \subset \Omega \) be compact, and \( \mathscr{X} \) be either \( \mathscr{X}_d \) or \( \mathscr{X}_d^* \). Suppose that \( \{X_j\}_{j=0}^r \subseteq T(\Omega) \) satisfies the uniform Hörmander condition on \( \Omega \) with constants \( (N_0, C_0) \in \mathbb{N} \times (0, \infty) \). There exists \( s(N_0) > 0 \) and a constant \( C \) such that for all \( u \in C^0_\infty(K) \) and \( \delta \in [0, 1] \) there holds

\[
\|u\|_{H^s} \leq C \left( \|u\|_{\mathscr{X}} + \|X_0 u\|_{\mathscr{X}^*} \right).
\]

The constant \( C \) depends on \( \{X_j\}_{j=0}^r \) only through \( r, N_0, C_0 \), and an upper bound on \( \sum_{j=0}^r \|X_j\|_{C^k(\Omega)} \) for some \( k(N_0) > 0 \) sufficiently large.

**Proof sketch.** Recall the definition of the norm \( \mathscr{X} \) from Section 2.1.1. For \( \delta_1, \delta_2 \in [0, 1] \), and functions \( g \in C^0_\infty(\Omega) \) we define the Hörmander norm pair

\[
\|g\|_{\mathscr{X}_{\delta_1, \delta_2}} := \|g\|_{\mathscr{X}} + \delta_1 \|\nabla g\|_{L^2} + \delta_2 \|g\|_{L^\infty}, \quad \|g\|_{\mathscr{X}_{\delta_1, \delta_2}^*} := \sup_{\phi \in C^0_\infty(\Omega), \|\phi\|_{\mathscr{X}_{\delta_1, \delta_2}} \leq 1} \int \phi g.
\]

Our goal is to show that uniformly in \( \delta_1, \delta_2 \in [0, 1] \) there holds

\[
\|u\|_{H^s} \leq C \left( \|u\|_{\mathscr{X}_{\delta_1, \delta_2}} + \|X_0 u\|_{\mathscr{X}_{\delta_1, \delta_2}^*} \right), \quad u \in C^0_\infty(K),
\]

where \( s \) and \( C \) are as in the statement of the lemma. In the remainder of this proof, \( C > 0 \) denotes any such constant and \( u \) denotes an arbitrary function in \( C^0_\infty(K) \).

Let \( s_j = 1 \) for \( j = 1, \ldots, r \), and \( s_0 = 1/2 \). Let \( \sigma, s' > 0 \) satisfy

\[
N_0^{-1} \leq \sigma < s' < \min_{X_j \in V_{N_0}} s(I),
\]

where \( X_I \) and \( V_{N_0} \) are as in (3.6) and Definition 1.1, respectively. Then, let \( J \) be the set of multi-indices with \( \sigma m(I) \leq 1 \) that contain both zero and nonzero indices, and for \( t > 0 \) to be taken sufficiently small define

\[
\tilde{M}(u) = \|u\|_{\mathscr{X}} + \sum_{I \in J} |u|_{X_I, s(I)} + |u|_{s'},
\]

Observe that \( \tilde{M}(u) \) is nothing more than the quantity \( M(u) \) defined in the equation preceding [(5.6), [39]] but with the dual norm removed. It is clear from a reading of [39] that [Lemma 5.2, [39]] and [(5.16), [39]] both hold with \( M(u) \) replaced \( \tilde{M}(u) \).
Let \( S_t \) denote the regularizer defined in the paragraph directly after the statement of [Theorem 5.1, [39]], and set \( v_{t,\tau} = (e^{tX_0} S_t)^*(e^{tX_0} S_t u - S_t u) \) for \( 0 \leq \tau \leq t^2 \). To prove (3.10), we follow the proof of ([3.4], [39]) exactly, except we replace the estimate of the second term in ([5.15], [39]) with

\[
\left| \int_{\Omega} (X_0 u) v \right| \leq \|X_0 u\|_{X_{\delta_2, \delta_2}} \|v_{t,\tau}\|_{X_{\delta_1, \delta_2}} \leq \|X_0 u\|_{X_{\delta_1, \delta_2}}^2 + \|v_{t,\tau}\|_{X_{\delta_1, \delta_2}}^2 + \delta_1^2 \|\nabla v_{t,\tau}\|_{L^2}^2 + \delta_2^2 \|v_{t,\tau}\|_{L^{\infty}}^2.
\]

Bounding \( \|v_{t,\tau}\|_{X_{\delta}} \) using ([5.16], [39]) with \( M \) replaced by \( M \), and then proceeding as in the computations after ([5.6], [39]) results in the following modified version of ([3.4], [39]):

\[
|u|_{s'}^2 + \|u\|_{L^2} \lesssim \|X_0 u\|_{X_{\delta}} + \|v_{t,\tau}\|_{X_{\delta_1, \delta_2}}^2 + \delta_1 \sup_{0<|\tau|\leq t^2} \|\nabla v_{t,\tau}\|_{L^2} + \delta_2 \sup_{0<|\tau|\leq t^2} \|v_{t,\tau}\|_{L^{\infty}}. \quad (3.13)
\]

The estimate is uniform in \( \delta_1, \delta_2 \) and holds for \( t \) sufficiently small. Moreover, a careful reading of [39] shows that in addition to depending on course on \( K \) and \( \Omega \), both the implicit constant and the smallness requirement on \( t \) in (3.13) depend only on \( r, C_0, N_0 \), and an upper bound on \( \sum_{j=0}^r \|X_j\|_{C^k(\Omega)} \) for some \( k(N_0) > 0 \). Applying (3.5), we thus obtain that for \( \sigma < s < s' \) there holds

\[
\|u\|_{H^s} \leq C(\|u\|_{X_{\delta}} + \|X_0 u\|_{X_{\delta_1, \delta_2}} + \delta_1 \sup_{0<|\tau|\leq t^2} \|\nabla v_{t,\tau}\|_{L^2} + \delta_2 \sup_{0<|\tau|\leq t^2} \|v_{t,\tau}\|_{L^{\infty}}). \quad (3.14)
\]

It remains to bound the latter two terms of (3.14) in terms of \( \|u\|_{X_{\delta_1, \delta_2}} \). Let \( T_t = S_t, e^{tX_0}, S_t^* \), or \((e^{tX_0})^*\). From the definition of \( S_t \) (it is a finite product of operators that smooth along the vector fields \( X_I, I \in J \)) it is straightforward to check that if \( V_1 \) and \( V_2 \) are open sets with \( V_1 \subset \subset V_2 \subset \subset \Omega \), then for \( t \) sufficiently small depending only on \( r, C_0, V_1, V_2 \), and \( \sum_{j=0}^r \|X_j\|_{C^k(\Omega)} \), for any \( g \in C^\infty_0(V_1) \) there holds

\[
T_t g \in C^\infty_0(V_2),
\]

\[
\|\nabla T_t g\|_{L^2} \leq C \|g\|_{H^1},
\]

\[
\|T_t g\|_{L^\infty} \leq C \|g\|_{L^\infty}.
\]

Combining this with (3.14) and recalling the definition of \( v_{t,\tau} \) completes the proof.

For \( X_{\delta}, X_{\delta}^* \) as in (3.7) with \( X_j \) replaced by \( Z_j \) and \( g \in C^\infty_0(\mathbb{R}^d) \), let

\[
\|g\|_{H^1_{\text{hyp}, \delta}} := \|g\|_{X_{\delta}} + \|Z_0 e\|_{X_{\delta}^*},
\]

which is nothing more than the natural \( \delta \)-regularization of the \( H^1 \) hyp norm defined in (2.16). Our main application of Lemma 3.1 is a Hörmander inequality for \( H^1_{\text{hyp}, \delta} \) that is uniform in both \( \delta \in [0, 1] \) and \( \epsilon \in (0, 1) \). It is one of the key ingredients in the proofs of Lemmas 2.2 and 2.4 carried out in Section 4.

**Lemma 3.2** (Hörmander inequality for \( H^1_{\text{hyp}, \delta} \)). Let \( R \geq 1 \). There exists \( s > 0 \) such that for any \( g \in C^\infty_0(B_R) \) there holds, uniformly in \( \epsilon \in (0, 1) \) and \( \delta \in [0, 1] \),

\[
\|g\|_{H^s} \lesssim R^{1-s} \|g\|_{H^1_{\text{hyp}, \delta}}.
\]

**Proof.** Let \( \tilde{g}(x) = g(Rx) \) so that \( \tilde{g} \in C^\infty_0(B_1) \). Define

\[
Z_0 = N + \epsilon R^{-p+1} Ax + \epsilon^\alpha R^{-p+1} Bx,
\]

where \( p \) is the homogeneity degree of \( N \). By Assumption 2, \( \{Z_0, Z_1, \ldots, Z_r\} \) satisfies Hörmander’s condition on \( B_2 \) with constants \((N_0, C_0) \in \mathbb{N} \times (0, \infty) \) that do not depend on \( \epsilon \), and so by Lemma 3.1 there exists \( s(N_0) > 0 \) such that

\[
\|\tilde{g}\|_{H^s} \lesssim \|\tilde{g}\|_{X_{\delta}} + \|Z_0 \tilde{g}\|_{X_{\delta}^*}.
\]

(3.19)
The implicit constant in (3.19) depends on $r$, $N_0$, and $C_0$, but not on $\epsilon$ or $\delta$. Now, if $\varphi \in C_0^\infty$ with $\|\varphi\|_{\mathcal{X}_\delta} \leq 1$, then by rescaling we have

$$\int_{B_1} \varphi Z_0 \tilde{g} \leq \|\varphi\| (\frac{1}{R}) \|R^{-d-p+1} Z_{0,\epsilon} g\|_{\mathcal{X}_\delta^*} \leq R^{-d/2-p+1} \|Z_{0,\epsilon} g\|_{\mathcal{X}_\delta^*}.$$  

Combining with $\|\tilde{g}\|_{\mathcal{X}_\delta} \leq R^{-d/2+1} \|g\|_{\mathcal{X}_\delta}$ we obtain

$$\|\tilde{g}\|_{\mathcal{X}_\delta} + \|Z_0 \tilde{g}\|_{\mathcal{X}_\delta^*} \leq R^{-d/2+1} \|g\|_{H_{hyp,\delta}^1}.$$  

Since $\|g\|_{H^s} = R^{-d/2+s} \|g\|_{H^s}$ it follows then from (3.19) that

$$R^{-d/2+s} \|g\|_{H^s} \lesssim R^{-d/2+1} \|g\|_{H_{hyp,\delta}^1},$$

as desired. \hfill \Box

**Remark 9.** Since Lemma 3.1 does not use the parabolic Hörmander condition, Lemma 3.2 holds just as well when the uniform spanning condition in Theorem 1.2 is replaced with the analogous statement requiring only Hörmander’s condition.

### 3.3 Hörmander inequality for spaces involving time

In this section, we discuss a parabolic Hörmander inequality that is natural for proving uniform-in-$\epsilon$ $L^2 \to L^\infty$ regularization estimates for the semigroup generated by $\epsilon^{-1} L_r$.

We begin with some notation. For an open, bounded set $\Omega \subset \mathbb{R}^d$, an open set $\Omega' \subseteq \Omega$, $\{X_j\}_{j=1}^r \subseteq T(\Omega)$, $t_0 \in \mathbb{R}$, and $t > 0$ we define the Hörmander norm pair

$$\|g\|_{L^2((t_0,t_0+t)\times \Omega')} := \left( \int_{t_0}^{t_0+t} \|g(\tau)\|_{\mathcal{X}'(\Omega')}^2 d\tau \right)^{1/2},$$

$$\|g\|_{L^2((t_0,t_0+t)\times \Omega')} := \sup_{\varphi \in C_0^\infty((t_0,t_0+t)\times \Omega')} \|\varphi\|_{L^2((t_0,t_0+t)\times \Omega')} \leq 1 \int_{\mathbb{R} \times \Omega'} \varphi g.$$  

The notation for the dual norm is motivated by the fact that it is possible to show $(L^2(\mathcal{X}'))^* \cong L^2(\mathcal{X}')$ though we will not require this fact\(^2\). We use all of the same notations when $(\mathcal{X}', \mathcal{X}')$ is replaced with a different Hörmander norm pair.

In the above setting and notations, the parabolic Hörmander inequality is as follows.

**Lemma 3.3 (Uniform parabolic Hörmander inequality).** Let $K \subset \Omega$ be compact and suppose that $\{X_j\}_{j=0}^r \subseteq T(\Omega)$ satisfies the uniform parabolic Hörmander condition on $\Omega$ with constants $(N_0, C_0) \in \mathbb{N} \times (0, \infty)$. Fix $t_0 \in \mathbb{R}$, $t \in [1, 10]$, and $0 < \eta \leq 1/4$. There exists $s(N_0) > 0$ and a constant $C$ such that for all $u \in C_0^\infty((t_0 + \eta, t_0 + t - \eta) \times K)$ there holds, uniformly in $\epsilon > 0$ and $\delta \in [0, 1]$,

$$\int_{t_0}^{t_0+t} \|\epsilon (\partial_t + X_0) u\|_{L^2((t_0,t_0+t)\times \mathcal{X}_\delta^*)}^2 \leq C \left( \|u\|_{L^2((t_0,t_0+t)\times \mathcal{X}_\delta)}^2 + \|\langle \epsilon \partial_t + X_0 \rangle u\|_{L^2((t_0,t_0+t)\times \mathcal{X}_\delta^*)}^2 \right).$$

The constant $C$ is uniformly bounded with respect to $\eta$ varying over compact time intervals away from the origin, and depends on $\{X_j\}_{j=0}^r$ only through $r$, $N_0$, $C_0$, and an upper bound on $\sum_{j=0}^r \|X_j\|_{C^k(\Omega)}$ for some $k = k(N_0)$ sufficiently large.

\(^2\)As $\mathcal{X}'$ is a Hilbert space, the Radon-Nikodym theorem extends to Bochner integrals of the form $L^2(0,T; \mathcal{X}')$, which allows to show that every continuous linear functional on $L^2(0,T; \mathcal{X}')$ can be represented in the form $\Lambda(f) = \int_0^T \langle f, g \rangle_{\mathcal{X}' \times \mathcal{X}} dt$ for $g \in L^2(0,T; \mathcal{X}').$
The remainder of this section is devoted to the proof of Lemma 3.3. We will assume throughout that \( t = 1, t_0 = 0, \) and \( \eta = 1/4 \) since the general case is no different. Moreover, by the same arguments from the proof of Lemma 3.1 it suffices to consider the case when \( \delta = 0. \) We will also suppress the superscript notation in (3.1)–(3.3), with the understanding that the increment is always taken sufficiently small depending only on \( K \) and finitely many derivatives of \( \{X_j\}_{j=0}^r. \) Lastly, unless otherwise stated, all implicit constants in this section satisfy the same properties as \( C \) from the lemma statement.

The proof of Lemma 3.3 is again based very closely on [39]. However, the generalization is a little more subtle than in Lemma 3.1 because to make use of the parabolic Hörmander condition we need to give the time direction a distinguished role, something not done in [39]. The first step is to generalize [Theorem 4.3, [39]], which says that a function \( u : \mathbb{R}^d \to \mathbb{R} \) with some regularity along the vector fields \( \{X_j\}_{j=0}^r \) must have some regularity in all directions. Recall from Definition 1.1 and Section 3.1 the definitions of \( V_j \) and the seminorms \( |\cdot|_{X,s}, |\cdot|_{\overrightarrow{\partial}X,s} \) for \( X \in T(\Omega) \) and \( s \in (0, 1]. \)

**Lemma 3.4.** Let \( \{(X_j, s_j)\}_{j=0}^r \subseteq T(\Omega) \times [1/2, 1] \) and \( \gamma \geq N_0^{-1}. \) For \( |\tau| \) sufficiently small and any \( X_t \in V_j \) with \( j \lesssim N_0 \) there holds, uniformly in \( \epsilon \in (0, 1), \)

\[
\int_0^1 \| e^{\tau(t)}X_t u(t, \cdot) - u(t, \cdot) \|_{L_2}^2 \, dt \lesssim \tau^2 |u|_{L_2}^2 \epsilon_{t_0+X_0, s_0} + \tau^2 \int_0^1 \left( \sum_{j=1}^r |u(t)|_{X_j, s_j}^2 + |u(t)|_{\gamma}^2 \right) \, dt \tag{3.22}
\]

for every \( u \in C_0^{\infty}((1/4, 3/4) \times K). \) As a consequence, when \( \{X_j\}_{j=0}^r \subseteq T(\Omega) \) satisfies the parabolic Hörmander condition on \( \Omega \) with constants \( (N_0, C_0) \) there exists \( s(N_0) > 0 \) so that uniformly in \( \epsilon \in (0, 1) \) there holds

\[
\int_0^1 |u(t)|_{L_2}^2 \, dt \lesssim \int_0^1 \| u(t) \|_{L_2}^2 \, dt + \sum_{j=1}^r \int_0^1 |u(t)|_{X_j, s_j}^2 \, dt + |u|_{L_2}^2 \epsilon_{t_0+X_0, s_0}, \quad u \in C_0^{\infty}((1/4, 3/4) \times K). \tag{3.23}
\]

**Proof sketch.** Let \( I \) be a multi-index and \( N \in \mathbb{N} \) be such that \( N > |I|, \) where as usual we write \( |I| \) to denote the length of \( I. \) There exists a finite product decomposition (see [(4.13), [39]]) and the discussion leading up to it

\[
e^{\tau(t)}X_t = \left( \Pi I e^{\pm \tau m_j X_j} \right) e^{\tau(t)}X_{i_1} \ldots e^{\tau(t)}X_{i_\ell} H_N^\tau, \tag{3.24}
\]

where each multi-index \( I_j, 1 \leq j \leq \ell \) satisfies \( |I| < |I_j| \leq N, \)

\[
H_N^\tau v(x) = v(g(x, \tau)), \quad v \in C_0^{\infty}(K)
\]

for a smooth mapping \( g : K \times (-t_0, t_0) \to \Omega \) satisfying

\[
\sup_{x \in K} |g(x, \tau) - x| = O(|\tau|^N), \quad |\tau| \leq t_0
\]

for \( t_0 \) sufficiently small. The decomposition (3.24) is obtained by iteratively using that from the Cambell-Baker-Hausdorff formula one has

\[
e^{-\tau X} e^{-\tau Y} e^{\tau X} e^{\tau Y} = e^{\tau^2 [X, Y] + \ldots}, \quad X, Y \in T(\Omega) \tag{3.25}
\]

in the sense of formal power series, where \( + \ldots \) denotes a series of iterated commutators of length at least three formed with \( \tau X \) and \( \tau Y; \) see e.g. [pg. 162, [39]]. Since \( [\partial_t, X] = [\partial_t, Y] = 0 \) for \( X, Y \in T(\Omega) \) viewed as constant in time vector fields on \( \mathbb{R}^{d+1}, \) it is clear that (3.25) remains true with \( Y \) in the left-hand side replaced by \( \epsilon \overrightarrow{\partial} t + Y \) for any \( \epsilon > 0. \) It follows that, when lifted to an operator on functions of spacetime,
(3.24) holds with every occurrence of $X_0$ on the right-hand side replaced by $\varepsilon \partial_t + X_0$. In particular, the error $H_N$ in the Taylor expansion acts only on the spatial variables:

$$H_N u(t, x) = u(t, g(x, \tau)), \quad u \in C_0^\infty((1/4, 3/4) \times K).$$

By choosing $N \lesssim N_0$ such that $N \gamma \geq 1$, it follows then from [(4.11), [39]] and [Lemma 4.2, [39]] that for any $X_I \in V_j$ with $j \lesssim N_0$ and $u \in C_0^\infty((1/4, 3/4) \times K)$ there holds

$$\int_0^1 \|e^{\tau \partial_t} X_I u(t, \cdot) - u(t, \cdot)\|_{L^2}^2 dt \lesssim |\tau|^2 |u|_{H^s}^2 + |\tau|^2 \sum_{j=1}^r \int_0^1 |u(t)|_{X_j, s_j}^2 dt$$

$$+ \sum_{j=1}^\ell \int_0^1 \|e^{\tau \partial_t} X_I u(t, \cdot) - u(t, \cdot)\|_{L^2}^2 dt + |\tau|^2 \int_0^1 |u(t)|_{\tilde{\sigma}}^2 dt,$$

(3.26)

where each $I_j$, $1 \leq j \leq \ell$ satisfies $|I| < |I_j| \leq N$. Using (3.26), the proof of (3.22) follows from the induction argument in [Lemma 4.6, [39]].

Now we turn to (3.23). Applying (3.22) and the arguments that lead to [(4.14), [39]] yields that for $\sigma$ and $s'$ as in (3.11) holds

$$\sup_{0 < |h| \leq 1} |h|^{-2s'} \int_0^1 \|u(t, \cdot + h) - u(t, \cdot)\|_{L^2}^2 dt \lesssim |u|_{H^s}^2 + \sum_{j=1}^r \int_0^1 |u(t)|_{X_j, s_j}^2 dt + \int_0^1 |u(t)|_{\tilde{\sigma}}^2 dt.$$  

(3.27)

Let now $\sigma < s < s'$. By (3.4) and Fubini’s theorem we have the bound

$$\int_0^1 \|u(t)\|_{H^s}^2 \, dt \approx \int_0^1 \|u(t)\|_{B_{2, 2}^s}^2 \, dt \lesssim \sup_{0 < |h| \leq 1} |h|^{-2s'} \int_0^1 \|u(t, \cdot + h) - u(t, \cdot)\|_{L^2}^2 dt + \int_0^1 \|u(t)\|_{L^2}^2 dt.$$  

Since $s > \sigma$, for every $\delta > 0$ there exists $C_\delta$ such that

$$|u(t)|_{\sigma} \lesssim \|u(t)\|_{B_{2, \infty}^s} \lesssim \|u(t)\|_{B_{2, 2}^s} \leq \delta \|u(t)\|_{H^s} + C_\delta \|u(t)\|_{L^2}.$$  

The previous two estimates together with (3.27) yield (3.23) with $|u(t)|_s$ replaced by $\|u(t)\|_{H^s}$. The proof is then complete since $|u(t)|_s \lesssim \|u(t)\|_{H^s}$.  

With Lemma 3.4 at our disposal, the proof of Lemma 3.3 is a straightforward generalization of [section 5, [39]]. Throughout the entire proof we write $L^2 \mathcal{A}$ and $L^2 \mathcal{A}^*$ to mean the norms taken on the time interval $(0, 1)$. Also, for convenience we define $X_{0, \varepsilon} = \varepsilon \partial_t + X_0$.

**Proof sketch of Lemma 3.3.** For $\sigma > 0$, $\{s_j\}_{j=0}^r$, and $\mathcal{J}$ all as in the proof of Lemma 3.1, let

$$\tilde{M}(u) = \|u\|_{L^2 \mathcal{A}}^2 + \sum_{I \in \mathcal{J}} \sup_{0 < |\tau| \leq 1} |\tau|^{-2} \int_0^1 \|e^{\tau \partial_t} X_I u(t) - u(t)\|_{L^2}^2 dt + \int_0^1 |u(t)|_{\tilde{\sigma}}^2 dt.$$  

(3.28)

Note that $\tilde{M}(u)$ is not equivalent to $\int_0^1 |\tilde{M}(u)|^2 \, dt$ because in the second term the supremum over the increment is outside of the time integral. Using Lemma 3.4, it follows from the arguments between [(5.6), [39]] and [(5.11), [39]] that to complete the proof of Lemma 3.3 it suffices to show that for $\tau > 0$ sufficiently small there holds

$$\int_0^1 \|e^{\tau X_{0, \varepsilon} S_\tau u(t) - S_\tau u(t)}\|_{L^2}^2 dt \lesssim \tau^2 \tilde{M}(u) + \tau^2 \|X_{0, \varepsilon} u\|_{L^2 \mathcal{A}^*}^2,$$  

(3.29)
where $S_\tau$ denotes the same regularizer introduced in the proof of Lemma 3.1.

To prove (3.29) we proceed as in [39] and define

$$f(s) = \left( \int_0^1 \| e^{sX_0,\ast} S_\tau u(t) - S_\tau u(t) \|_{L^2}^2 dt \right)^{1/2}, \quad 0 < |s| \leq \tau^2$$

with the goal of showing that $f(\tau) \lesssim |\tau| \sqrt{M(u)} + |\tau| \|X_0,\ast\|_{L^2}$. Since $S_\tau$ does not regularize in the time variable we clearly have $[S_\tau, X_0,\ast] = [S_\tau, X_0]$, and so differentiating $f^2$ with respect to $s$ gives

$$\frac{1}{2} \frac{d}{ds} f^2(s) = \langle e^{sX_0,\ast} [X_0, S_\tau] u, e^{sX_0,\ast} S_\tau u - S_\tau u \rangle + \langle X_0,\ast u, (e^{sX_0,\ast} S_\tau u - S_\tau u) \rangle,$$

(3.30)

where $\langle \cdot, \cdot \rangle$ denotes the $L^2$-inner product over $(0, 1) \times \Omega$. To estimate the right-hand side of the expression above we need the following lemma, which is a variation of [Lemma 5.2, [39]].

**Lemma 3.5.** Let $V$ be an open set with $V \subset \subset \Omega$. For $\tau > 0$ sufficiently small and every $v \in C_0^\infty((0,1) \times V)$ there holds

$$\int_0^1 \| \tau^{1/\sigma} \nabla S_\tau v(t) \|_{L^2}^2 dt \lesssim \tau^2 \bar{M}(v)$$

(3.31)

$$\sum_{I \in \mathcal{J}} \int_0^1 \| \tau^{m(I)} X_I S_\tau v(t) \|_{L^2}^2 dt \lesssim \tau^2 \bar{M}(v)$$

(3.32)

$$\sum_{j=0}^r \int_0^1 \| \tau^{m_j} X_j S_\tau v(t) \|_{L^2}^2 dt \lesssim \tau^2 \bar{M}(v).$$

(3.33)

A remark on the proof is in order because the second term in $\bar{M}$ is weaker than

$$\sum_{I \in \mathcal{J}} \int_0^1 |u(t, \cdot)|^2_{X_I, s(I)} dt,$$

and so the lemma does not follow simply by integrating the estimates in [Lemma 5.2, [39]].

**Proof sketch of Lemma 3.5.** The left-hand side of (3.31) is bounded using the latter term in the definition of $\bar{M}$. The estimate follows in the same manner as [(5.12), [39]] because in this term the supremum over the increment is inside the time integral.

Now we turn to (3.32). Let $\varphi_X$ denote the regularizer defined in [section 5, [39]]. By Minkowski’s inequality, Jensen’s inequality, and the equation preceding [(5.1), [39]] there holds

$$\int_0^1 \| \tau^{m(I)} X_I \varphi_{\tau^{m(I)} X_I} v(t) \|_{L^2}^2 dt \leq \int_0^1 \int_{-1}^1 \| e^{s\tau^{m(I)} X_I} v(t) - v(t) \|_{L^2}^2 |\varphi'(s)|^2 ds dt.$$

Employing also Fubini’s theorem we then get

$$\int_0^1 \| \tau^{m(I)} X_I \varphi_{\tau^{m(I)} X_I} v(t) \|_{L^2}^2 dt$$

$$\leq \tau^2 \int_{-1}^1 |s|^{2/m(I)} |\varphi'(s)|^2 \left( |s|^{1/m(I)} |\tau| \right)^{-2} \int_0^1 \| e^{(s|\tau|^{-1/m(I)} m(I) X_I} v(t) - v(t) \|_{L^2}^2 dt ds$$

$$\leq \tau^2 \bar{M}(v) \int_{-1}^1 |s|^{2/m(I)} |\varphi'(s)|^2 ds \lesssim \tau^2 \bar{M}(v).$$

Hence, (3.32) holds with the summation replaced by a fixed $I \in \mathcal{J}$ and $S_\tau$ replaced by the individual regularizer $\varphi_{\tau^{m(I)} X_I}$. The induction trick in the proof of [Lemma 5.2, [39]] then works to upgrade to (3.32). Adapting the methods from [Lemma 5.2, [39]] to obtain (3.33) is done similarly.
Using (3.33) in (3.30) we have
\[ f(s)f'(s) \lesssim \tau^{-1}\sqrt{\tilde{M}(u)}f(s) + \|X_{0,t}u\|_{L^2_x}^2 + \|(e^{sX_{0,\epsilon}}S_t)^*(e^{sX_{0,\epsilon}}S_t u - S_t u)\|_{L^2_x}^2. \]

From the elementary ODE computation proceeding [(5.15), [39]], it follows that to complete the proof of (3.29) it suffices to show that the latter term above can be controlled by \( \tilde{M}(u) \). To this end, for \( v \in C^\infty_0((0, 1) \times \Omega) \) we define
\[
\tilde{N}_\tau(v) = \|v(t)\|_{L^2_x}^2 + \sum_{I \in \mathcal{J}} \int_0^1 \|\tau^{m(I)}X_Iv(t)\|_{L^2_x}^2 dt + \int_0^1 \|\tau^{1/\sigma - 1} \nabla v(t)\|_{L^2_x}^2 dt.
\]

Applying Lemma 3.5 and the arguments that lead to [(5.17), [39]] and [(5.18), [39]] gives that for any open set \( V \subset \subset \Omega \) and \( v \in C^\infty_0((0, 1) \times V) \), as long as \( \tau \) is sufficiently small there holds
\[ \tilde{N}_\tau(S_\tau v) \lesssim \tilde{M}(v), \quad 0 \leq |s| \leq \tau^{m(I)}, \quad I \in \mathcal{J} \] (3.34)
\[ \tilde{N}_\tau(e^{sX_{\epsilon}}v) \lesssim \tilde{N}_\tau(v), \quad \tilde{N}_\tau(\nabla v) \lesssim \tilde{M}(v), \quad 0 \leq |s| \leq \tau^{m(I)}, \quad I \in \mathcal{J}. \]

Because \([\partial_t, X_0] = 0\) and \( e^{\pm \delta \partial_t} \) is bounded with respect to \( L^2_x \) we have
\[
\|(e^{sX_{0,\epsilon}}S_t)^*(e^{sX_{0,\epsilon}}S_t u(t) - S_t u(t))\|_{L^2_x}^2 \lesssim \tilde{N}_\tau((e^{sX_{0,\epsilon}}S_t)^*e^{sX_{0,\epsilon}}S_t u) + \tilde{N}_\tau((e^{sX_{0,\epsilon}}S_t)^*S_t u).
\]

Now, (3.34) and (3.35) along with the form of \( S_\tau \) imply that \((e^{sX_{0,\epsilon}}S_t)^*\) is bounded with respect to \( \tilde{N}_\tau \). Hence, we have
\[
\|(e^{sX_{0,\epsilon}}S_t)^*(e^{sX_{0,\epsilon}}S_t u(t) - S_t u(t))\|_{L^2_x}^2 \lesssim \tilde{N}_\tau(e^{sX_{0,\epsilon}}S_t u) + \tilde{N}_\tau(S_t u) \lesssim \tilde{M}(u),
\]

which completes the proof. \( \square \)

4 Uniform estimates on the stationary measure

4.1 Uniform \( L^2 \) estimate for \( f_\epsilon \)

The purpose of this section is to prove Lemma 2.4.

Recall from Section 2 that in order to more easily justify formal calculations, we introduce the following regularization: \( \forall \delta, \epsilon > 0 \), define \( f_{\epsilon, \delta} \geq 0 \) with \( \int f_{\epsilon, \delta} = 1 \) to be the unique solution to the problem
\[ \delta \Delta f_{\epsilon, \delta} + \frac{1}{\epsilon} L_x f_{\epsilon, \delta} = 0. \] (4.1)

In Appendix A, we sketch the proof that this problem is well-posed and that \( f_{\epsilon, \delta} \in L^2 \forall \delta > 0 \). Note also that \( f_{\epsilon, \delta} \) satisfies the moment bound (2.7) uniformly in \( \epsilon, \delta \in (0, 1) \) (see (A.10)) and from classical elliptic theory [23] there holds \( \forall R > 0 \),
\[
\|f_{\epsilon, \delta}\|_{H^k(B_R)} \lesssim_{R, k, \delta, \epsilon} 1.
\] (4.2)

Now, we are interested in obtaining estimates uniform in both \( \epsilon \) and \( \delta \), and then passing to the limit \( \delta \to 0 \).

Define \( \tilde{\chi}(x) \in C^\infty_0(B_1) \) radially symmetric such that \( \tilde{\chi} = 1 \) for \( |x| < 1/2 \). Define \( \chi(x) = \tilde{\chi}(x/2) - \tilde{\chi}(x) \) which is now a \( C^\infty_0(B_2 \setminus B_{1/2}) \) function. Further, define \( \chi_R = \chi(x/R) \) and note that
\[ 1 = \tilde{\chi} + \sum_{R=2^j: j \geq 0} \chi_R. \] (4.3)
Proof of Lemma 2.4. We proceed by proving that
\[
\sup_{\epsilon, \delta \in (0, 1)} ||f_{\epsilon, \delta}||_{L^2} \lesssim 1. \tag{4.4}
\]
This implies the second inequality in (2.19) by passing \(\delta \to 0\) and using lower-semicontinuity along with the uniqueness of \(f_{\epsilon}\) for each \(\epsilon > 0\) (see Lemma A.2 and the remark following it). The first inequality in (2.19) then follows from Lemma 2.1.

Step 1: estimates on \(\tilde{\chi}f_{\epsilon, \delta}\): Multiplying (4.1) by \(\tilde{\chi}\) and using the energy property \(N(x) \cdot x = Bx \cdot x = 0\) together with the radial symmetry of \(\tilde{\chi}\), we obtain
\[
(\epsilon \delta \Delta + L^*_{\epsilon}) \tilde{\chi}f_{\epsilon, \delta} = [\epsilon \delta \Delta, \tilde{\chi}]f_{\epsilon, \delta} + \epsilon \sum_{j=1}^{r} [Z^2_j, \tilde{\chi}]f_{\epsilon, \delta} + \epsilon [Ax \cdot \nabla, \tilde{\chi}]f_{\epsilon, \delta}. \tag{4.5}
\]
Pairing with \(\tilde{\chi}f_{\epsilon, \delta}\) gives the a priori estimate
\[
\delta \left| \frac{\nabla (\tilde{\chi}f_{\epsilon, \delta})}{L^2} + \sum_{j=1}^{r} \left| \frac{Z_j(\tilde{\chi}f_{\epsilon, \delta})}{L^2} \right| \right|_{L^2} \lesssim \left| \frac{f_{\epsilon, \delta}}{L^2} \right|_{L^2}. \tag{4.6}
\]
Similarly, we pair with a test function \(v \in C^\infty_0(\mathbb{R}^d)\) satisfying \(\|v\|_{X_\delta} \leq 1\) and obtain, using (4.6),
\[
\left| \int v Z_{0, \epsilon} \tilde{\chi}f_{\epsilon, \delta} \, dx \right| \lesssim \left| \epsilon \delta \left| \frac{\nabla (\tilde{\chi}f_{\epsilon, \delta})}{L^2} \right| \right|_{L^2} \left| \frac{\nabla v}{L^2} \right|_{L^2} + \epsilon \sum_{j=1}^{r} \left| \frac{Z_j(\tilde{\chi}f_{\epsilon, \delta})}{L^2} \right|_{L^2} \left| \frac{Z_j v}{L^2} \right|_{L^2} + \epsilon \left| \frac{f_{\epsilon, \delta}}{L^2} \right|_{L^2} \left| \frac{v}{L^2} \right|_{L^2} \tag{4.7}
\]
\[
\lesssim \epsilon \left| \frac{f_{\epsilon, \delta}}{L^2} \right|_{L^2}. \tag{4.8}
\]
Combining with (4.6) we then have, uniformly in \(\delta, \epsilon,\)
\[
\left| \frac{\tilde{\chi}f_{\epsilon, \delta}}{H^1_{\text{hyp}, \delta}} \right|_{H^2_{\text{hyp}}} \lesssim \left| \frac{f_{\epsilon, \delta}}{L^2} \right|_{L^2}. \tag{4.11}
\]
Thus, by Lemma 3.2 and Sobolev embedding, \(\exists \theta \in (0, 1)\) (depending on dimension but not \(\epsilon\)) such that
\[
\left| \frac{\tilde{\chi}f_{\epsilon, \delta}}{L^2} \right|_{L^2} \lesssim \left| \frac{\tilde{\chi}f_{\epsilon, \delta}}{L^{1-\theta}} \right|_{L^1} \left| \frac{\tilde{\chi}f_{\epsilon, \delta}}{H^2} \right|_{H^2_{\text{hyp}, \delta}} \lesssim \left| \frac{f_{\epsilon, \delta}}{L^2} \right|_{L^2}. \tag{4.12}
\]
Step 2: estimates on \(\chi_Rf_{\epsilon, \delta}\): For any \(R \geq 1\), by applying the same arguments as in the case of \(\tilde{\chi}\) and using \(\left| \nabla^j \chi_R \right|_{L^\infty} \lesssim R^{-j}\) to control the commutator error terms, we similarly obtain
\[
\left| \frac{\chi_Rf_{\epsilon, \delta}}{H^1_{\text{hyp}, \delta}} \right|_{H^2_{\text{hyp}, \delta}} \lesssim \left| \frac{f_{\epsilon, \delta}}{L^2} \right|_{L^2}. \tag{4.13}
\]
Therefore, again by Lemma 3.2 and Sobolev embedding, \(\exists \theta \in (0, 1)\) such that
\[
\left| \frac{\chi_Rf_{\epsilon, \delta}}{L^2} \right|_{L^2} \lesssim R \left| \frac{\chi_Rf_{\epsilon, \delta}}{L^{1-\theta}} \right|_{L^1} \left| \frac{f_{\epsilon, \delta}}{L^2} \right|_{L^2}. \tag{4.14}
\]
Step 3: $L^2$ estimates: By (4.3), Young’s inequality, (4.12), and (4.14), we have

$$
||f_{\epsilon, \delta}||_{L^2} \leq ||\chi f_{\epsilon, \delta}||_{L^2} + \sum_{2^j \geq 0} ||\chi_{2^j} f_{\epsilon, \delta}||_{L^2}
$$

(4.15)

$$
\lesssim ||f_{\epsilon, \delta}||_{L^2}^\theta + ||f_{\epsilon, \delta}||_{L^2}^\theta \sum_{j \geq 0} 2^{j} ||\chi_{2^j} f_{\epsilon, \delta}||_{L^1}^{1-\theta}
$$

(4.16)

$$
\lesssim ||f_{\epsilon, \delta}||^\theta \left( 1 + \sum_{j \geq 0} 2^{-j} + \sum_{j \geq 0} 2^{j} ||\chi_{2^j} f_{\epsilon, \delta}||_{L^1} \right)
$$

(4.17)

$$
\lesssim ||f_{\epsilon, \delta}||_{L^2}^\theta \left( 1 + \sum_{2^j \geq 0} \left\| (\cdot)^{2^j} \chi_{2^j} f_{\epsilon, \delta} \right\|_{L^1} \right).
$$

(4.18)

Applying (A.10) with $V$ as in (2.7) then implies

$$
||f_{\epsilon, \delta}||_{L^2} \lesssim ||f_{\epsilon, \delta}||^\theta_{L^2}.
$$

(4.19)

The desired result follows from $\theta < 1$ and $||f_{\epsilon, \delta}||_{L^2} < \infty$.

Remark 10. An important consequence of the proof above which we require later is that

$$
\sup_{\epsilon, \delta \in (0,1)} ||f_{\epsilon, \delta}||_{B_{hyp, \delta}} \lesssim 1.
$$

(4.20)

4.2 Hypoelliptic Moser iteration

Next we apply a Moser iteration to obtain the local $L^\infty$ estimate in Lemma 2.2.

Proof of Lemma 2.2. Let $f \in C^\infty(\mathbb{R}^d)$ satisfy $f \geq 0$ and $(\epsilon \delta \Delta + L^s) f \geq 0$. By replacing $f$ with $f + \epsilon'$ and then sending $\epsilon' \to 0$ we may assume without loss of generality that $f > 0$. Fix $R \geq 1$ and for each $k \geq 0$ define $R_k = R(1 + 2^{-k})$. With $s$ as given in Lemma 3.2, let $\alpha > 1$ be such that $H^s \hookrightarrow L^{2\alpha}$ and define $w_k = f^{\alpha^k}$. We prove that $\exists C > 0$ (depending only on $R$ and dimension) such that for $k \geq 0$,

$$
||w_k||_{L^{2\alpha}(B_{R_k+1})} \leq C^k ||w_k||_{L^2(B_{R_k})}.
$$

(4.21)

By the convexity of $z \mapsto z^\beta$,

$$
\delta \Delta w_k + \sum_{j=1}^r Z_j^2 w_k + \frac{1}{\epsilon} Z_{0, \epsilon} w_k + \alpha^k \text{Tr} A w_k \geq 0.
$$

(4.22)

Let $\chi_k \in C^\infty_0(B_{R_k})$ be a radially-symmetric, smooth cutoff function satisfying $\chi_k(x) = 1$ for $|x| \leq R_{k+1}$ and $|D^\beta \chi_k| \lesssim R^{-1} 2^{|\beta| k}$ for every multi-index $\beta$ with $|\beta| \leq 2$. Denoting $v_k = \chi_k w_k$ and using (4.22) we obtain

$$
\delta \Delta v_k + \sum_{j=1}^r Z_j^2 v_k + \frac{1}{\epsilon} Z_{0, \epsilon} v_k + \alpha^k \text{Tr} A v_k - C \geq 0,
$$

(4.23)

where

$$
C = [\delta \Delta, \chi_k] w_k + \sum_{j=1}^r [Z_j^2, \chi_k] w_k + [A x \cdot \nabla, \chi_k] w_k.
$$

(4.24)
Pairing with $v_k = \chi_k w_k$ we obtain the a priori estimate

$$
\delta \| \nabla v_k \|_{L^2}^2 + \sum_{j=1}^r \| Z_j v_k \|_{L^2}^2 \lesssim \alpha^k \| v_k \|_{L^2}^2 + 2^{2k} \| w_k \|_{L^2(B_{R_k})}^2. \tag{4.25}
$$

Let $g$ be the unique solution to the Dirichlet problem

$$
\begin{align*}
\delta \Delta g + \sum_{j=1}^r Z_j^2 g + \frac{1}{7} Z_0 \epsilon g + \alpha \lambda \operatorname{Tr} A v_k - C &= 0, \\
g|_{\partial B_{2R+1}} &= 0.
\end{align*} \tag{4.26}
$$

By the weak elliptic maximum principle we have $v_k \leq g$ and, in particular, for all $L^p$, we have $\| v_k \|_{L^p} \leq \| g \|_{L^p}$. Moreover, we have the a priori estimate

$$
\delta \| \nabla g \|_{L^2}^2 + \sum_{j=1}^r \| Z_j g \|_{L^2}^2 + \| g \|_{L^2}^2 \lesssim \alpha^k \| v_k \|_{L^2}^2 + 2^{2k} \| w_k \|_{L^2(B_{R_k})}^2. \tag{4.27}
$$

Multiplying by a radially-symmetric, smooth cutoff $\chi \in C^\infty_0(B_{2R+1/2})$ with $\chi(x) = 1$ for $|x| \leq 2R$ and applying the arguments we used in the proof of Lemma 2.4 we obtain

$$
\| \chi g \|_{H^1_{\text{hyp}, \delta}} \lesssim \alpha^k \| v_k \|_{L^2} + 2^{2k} \| w_k \|_{L^2(B_{R_k})}, \tag{4.28}
$$

and so by Lemma 3.2 we have

$$
\| w_k \|_{L^{2\alpha}(B_{R_k+1})} \leq \| v_k \|_{L^{2\alpha}} \leq \| \chi g \|_{L^{2\alpha}} \lesssim \alpha^k \| v_k \|_{L^2} + 2^{2k} \| w_k \|_{L^2(B_{R_k})}. \tag{4.29}
$$

This completes the proof of the iteration (4.21).

The bound (4.21) implies that for some $C > 0$ (depending only on $R$ and dimension) there holds

$$
\| f \|_{L^{2\alpha k+1}(B_{R_k+1})} \leq C^{k \alpha^{-k}} \| f \|_{L^{2\alpha k}(B_{R_k})}, \tag{4.30}
$$

which by iteration gives

$$
\| f \|_{L^{2\alpha k+1}(B_{R_k+1})} \leq C^{\sum_{j=0}^k j \alpha^{-j}} \| f \|_{L^2(B_{2R})}, \tag{4.31}
$$

for every $k \geq 0$. Using that $\alpha > 1$, we pass to the limit $k \to \infty$ and obtain the desired result.

As above, we use the regularization by $\delta$ and pass to the limit to deduce the final estimate on $f_\epsilon$.

**Proof of (2.1).** Combining Lemmas 2.2 and 2.4 we have, for every $R \geq 1$,

$$
\sup_{\epsilon, \delta \in (0, 1)} \| f_\epsilon, \delta \|_{L^\infty(B_R)} \lesssim \sup_{\epsilon, \delta \in (0, 1)} \| f_\epsilon, \delta \|_{L^2(B_{2R})} \lesssim 1. \tag{4.32}
$$

Sending $\delta \to 0$, the bound (2.1) follows from lower semicontinuity and the uniqueness of $f_\epsilon$. \qed
4.3 Intermediate value lemma and proof of Lemma 2.7

Proof of Lemma 2.7. As discussed in Section 2.2, we follow a compactness-rigidity scheme as in [27], obtaining the necessary compactness by Hörmander inequalities and the necessary rigidity from Lemma 2.6.

If the lemma fails, then there exists a sequence \( \{ (\delta_n, \epsilon_n) \}_n \subseteq (0, 1) \times (0, 1) \) with \( \lim_n \epsilon_n = 0 \) and \( \{ w_n \}_n \subseteq C^\infty (B_{2R}) \) satisfying the following properties:

- \( 0 \leq w_n \leq 1 \)
- \( \{|w_n = 0| \cap B_R| \geq \alpha_1 \)
- \( \{|w_n \geq 1 - \frac{1}{n}| \cap B_R| \geq \alpha_2 \)
- \( \{|0 < w_n < 1 - \frac{1}{n}| \cap B_R| < \frac{1}{n} \)

and moreover

\[
0 \leq \delta_n \epsilon_n \Delta w_n + L^*_n w_n \leq \sqrt{\epsilon_n} \left( 1 + \delta_n |\nabla f_{\epsilon_n, \delta_n}|^2 + \sum_{j=1}^r |Z_j f_{\epsilon_n, \delta_n}|^2 \right). \tag{4.33}
\]

By the uniform estimate \( \|w_n\|_{L^\infty} \leq 1 \) and the Banach-Alaoglu theorem, \( \exists w \in L^\infty \) such that

\[
w_n \rightharpoonup^* w
\]

in \( L^\infty \) up to extracting a subsequence (not relabeled).

Now we obtain the needed compactness. Let \( \chi \in C_0^\infty (B_{2R}) \) be radially symmetric with \( 0 \leq \chi \leq 1 \) and \( \chi (x) = 1 \) for \( |x| \leq R \). From the lower bound in (4.33) and the arguments that led to (4.25), we have

\[
\delta_n \| \nabla (\chi w_n) \|_{L^2}^2 + \sum_{j=1}^r \| Z_j (\chi w_n) \|_{L^2}^2 \lesssim \int_{B_{2R}} |w_n|^2 dx \lesssim |B_{2R}|, \tag{4.34}
\]

where the constant is independent of \( n \) using \( 0 \leq w_n \leq 1 \). Moreover, pairing (4.33) with \( \chi \varphi \) for \( \varphi \in C_0^\infty \) yields

\[
\left\| \int Z_{0, \epsilon_n} (\chi w_n) \varphi \right\| \lesssim \sum_{j=1}^r \| Z_j \varphi \|_{L^2} \| Z_j (\chi w_n) \|_{L^2} + \delta_n \| \nabla \varphi \|_{L^2} \| \nabla (\chi w_n) \|_{L^2} \tag{4.35}
\]

\[
+ \| w_n \|_{L^2 (B_{2R})} \left( \| \varphi \|_{L^2} + \delta_n \| \nabla \varphi \|_{L^2} + \sum_{j=1}^r \| Z_j \varphi \|_{L^2} \right) \tag{4.36}
\]

\[
+ \| \varphi \|_{L^\infty} \left( 1 + \| f_{\epsilon_n, \delta_n} \|_{H^1_{b^p, \delta_n}}^2 \right). \tag{4.37}
\]

Combining with (4.34) and (4.20) it follows that

\[
\left\| \int Z_{0, \epsilon_n} (\chi w_n) \varphi \right\| \lesssim \| \varphi \|_{L^\infty} + \| \varphi \|_{L^2} + \sum_{j=1}^r \| Z_j \varphi \|_{L^2} + \sqrt{\delta_n} \| \nabla \varphi \|_{L^2}. \tag{4.38}
\]

In the notations \( \tilde{X}_\delta \) and \( \tilde{X}_\delta^* \) from (3.8), the bounds (4.34) and (4.38) together imply

\[
\| \chi w_n \|_{\tilde{X}_\delta} \| + \| \chi w_n \|_{\tilde{X}_\delta^*} \lesssim 1 \tag{4.39}
\]
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uniformly in \( n \). Applying Lemma 3.1 we conclude that for some \( s > 0 \),

\[
\sup_{n \geq 1} \| \chi w_n \|_{H^s} \lesssim 1.
\]

Therefore, by compact embedding (up to extracting another subsequence) \( w_n \to w \) strongly in \( L^p(B_R) \) for some \( p > 2 \). In particular, \( w_n \to w \) in measure. Moreover, using (4.20), passing \( n \to \infty \) in the sense of distributions in (4.33) we obtain that \( w \in L^2(B_R) \) is a distributional solution to

\[
N \cdot \nabla w = 0
\]
on \( B_R \). Convergence in measure and lower semicontinuity moreover provide

- \( 0 \leq w \leq 1 \)
- \( \{|w = 0\} \cap B_R| \geq \alpha_1 \)
- \( \{|w = 1\} \cap B_R| \geq \alpha_2 \)
- \( \{|0 < w < 1\} \cap B_R| = 0 \).

Now, by the Banach-Alaoglu theorem, lower semicontinuity, and (4.34) we have

\[
Z_j w \in L^2(B_R), \quad 1 \leq j \leq r. \tag{4.40}
\]

Since \( w \) is a characteristic function on \( B_R \) and \( H^1 \) functions cannot have jump discontinuities, (4.40) implies that \( Z_j w = 0 \) for \( j = 1, \ldots, r \). By Assumption 2, the collection \( \{N, Z_1, \ldots, Z_r\} \) satisfies Hörmander’s condition on \( \mathbb{R}^d \). Thus, Lemma 2.6 and the second bullet imply that \( w \equiv 0 \) on \( B_R \). However, this contradicts the third bullet, and so no such \( w \) can exist. This completes the proof of Lemma 2.5.

We will need a regularized version of the function \( z \to z + \) that smooths out the kink at the origin in such a way so that the signed term that appears when passing solutions through the resulting convex function does not blow up too fast.

**Lemma 4.1.** For all \( \epsilon > 0 \) \( \exists \phi_\epsilon : \mathbb{R} \to \mathbb{R} \) that satisfies the following properties:

- \( \phi_\epsilon \) is smooth with \( \| \phi_\epsilon'' \|_{L^\infty(\mathbb{R})} \lesssim \epsilon^{-1/4} \)
- \( \phi_\epsilon'' \geq 0 \)
- \( \phi_\epsilon(x) = x \) when \( x \geq \epsilon^{1/4} \)
- \( \phi_\epsilon(x) = 0 \) when \( x \leq -\epsilon^{1/4} \)
- \( \phi_\epsilon(x) \) is nondecreasing with \( \| \phi_\epsilon' \|_{L^\infty} \lesssim 1 \) and \( \phi_\epsilon(x) > 0 \) for \( x > -\epsilon^{1/4} \)

**Proof.** Define a symmetric, smooth function \( \varphi \in C_0^\infty([-\epsilon^{1/4}, \epsilon^{1/4}]) \) with \( \varphi(x) > 0 \) for \( |x| < \epsilon^{1/4} \), \( \int \varphi = 1 \), and \( \| \varphi \|_{L^\infty} \lesssim \epsilon^{-1/4} \). Define \( \phi_\epsilon \) to be the mollification

\[
\phi_\epsilon(x) = \int_{-\epsilon^{1/4}}^{\epsilon^{1/4}} \varphi(y)(x + y)_+ dy. \tag{4.41}
\]

Note:

\[
\phi_\epsilon(x) = \begin{cases} 
0 & x \leq -\epsilon^{1/4} \\
x \int_{-\epsilon^{1/4}}^{\epsilon^{1/4}} \varphi(y)dy + \int_{-\epsilon^{1/4}}^{x} y\varphi(y)dy & -\epsilon^{1/4} < x < \epsilon^{1/4} \\
x & x \geq \epsilon^{1/4}.
\end{cases} \tag{4.42}
\]

The properties asserted above follow directly. \( \square \)
Proof of Lemma 2.7. A byproduct of proving Lemmas 2.2 and 2.4 is that
\[
\sup_{\epsilon \in (0,1)} \sup_{\delta \in (0,1)} \|f_{\epsilon,\delta}\|_{L^\infty(B_R)} \lesssim_R 1, \quad R > 0. \tag{4.43}
\]
Combining this with \( \int f_{\epsilon,\delta} = 1 \) and (A.10), we see that there exist constants \( c_1, c_2, R_0 > 0 \) independent of \( \epsilon, \delta \) such that
\[
\{|f_{\epsilon,\delta} \geq c_1\} \cap B_{R_0} \geq c_2. \tag{4.44}
\]
Let \( \tilde{f}_{\epsilon,\delta} = f_{\epsilon,\delta}/c_1 \). For any \( \theta \in (0,1) \) we define the sequence of functions
\[
\tilde{w}_{k,\theta} = 1 - \left( \frac{4}{\theta} \right)^k \tilde{f}_{\epsilon,\delta}, \quad w_{k,\theta} = \phi_{\epsilon}(\tilde{w}_{k,\theta}), \tag{4.45}
\]
where \( \phi_{\epsilon} \) is the function guaranteed by Lemma 4.1. When \( \epsilon \) and \( \delta \) are clear from context, we suppress them from the notation and simply write \( w_{k,\theta} \). A direct consequence of the construction and (4.44) is that for any \( \theta \in (1/2), \delta \in (0,1), \epsilon \in (0,1/16) \), and \( k, \ell \in \mathbb{N} \) there holds
\[
\{|w_{k,\theta} = 0\} \cap B_{R_0} \geq c_2, \tag{4.46}
\]
\[\{w_{k+1,\theta} > 0\} \subseteq \{w_{k,\theta} \geq 1 - \theta\}, \tag{4.47}\]
\[\{0 < w_{k,\theta} < 1 - \theta\} \cap \{0 < w_{\ell,\theta} < 1 - \theta\} = \emptyset, \quad k \neq \ell. \tag{4.48}\]
Moreover, we have the following lemma, which says that for \( \epsilon \) and \( \theta \) fixed, the sequence \( \{w_{k,\theta}\} \) satisfies the inequalities in Lemma 2.5 as long as \( k \) is not too large.

Lemma 4.2. Let \( \theta_\ast \in (0,1), k_\ast \in \mathbb{N}, \) and \( R > 0 \). There exists \( \epsilon_\ast(k_\ast, \theta_\ast, R) \) so that whenever \( \epsilon \in (0, \epsilon_\ast), \delta \in (0,1), \) and \( k \in \{1, \ldots, k_\ast\} \) the following is satisfied pointwise for \( |x| < 2R \):
\[
0 \leq \delta \Delta w_{k,\theta} + \frac{1}{\epsilon} L^*_\epsilon w_{k,\theta} \leq \frac{1}{\sqrt{\epsilon}} \left( 1 + \delta |\nabla f_{\epsilon,\delta}|^2 + \sum_{j=1}^r |Z_j f_{\epsilon,\delta}|^2 \right). \tag{4.49}
\]

Proof. A direct computation reveals that
\[
\delta \Delta w_{k,\theta} + \frac{1}{\epsilon} L^*_\epsilon w_{k,\theta} = \phi''_{\epsilon}(\tilde{w}_{k,\theta}) \left( \frac{4}{\theta} \right)^{2k} \left( \delta |\tilde{f}_{\epsilon,\delta}|^2 + \sum_{j=1}^r |Z_j \tilde{f}_{\epsilon,\delta}|^2 \right)
\]
\[+ \text{Tr}(A) \phi''_{\epsilon}(\tilde{w}_{k,\theta}) \left( \frac{4}{\theta} \right)^k \tilde{f}_{\epsilon,\delta} + \text{Tr}(A) w_{k,\theta}. \]

The lower bound in (4.49) is then immediate for any \( k \in \mathbb{N} \) due to \( \phi''_{\epsilon}, \phi''_{\epsilon} \geq 0 \). As for the upper bound, by (4.43), \( 0 \leq w_{k,\theta} \leq 1, \|\phi''_{\epsilon}\|_{L^\infty} \lesssim \epsilon^{-1/4}, \) and \( \|\phi''_{\epsilon}\|_{L^\infty} \lesssim 1 \), there exists a constant \( C(R) \) such that for any \( k \leq k_\ast \) we have
\[
\delta \Delta w_{k,\theta} + \frac{1}{\epsilon} L^*_\epsilon w_{k,\theta} \leq C(R)\epsilon^{-1/4} \left( \frac{4}{\theta} \right)^{2k} \left( 1 + \delta |\nabla f_{\epsilon,\delta}|^2 + \sum_{j=1}^r |Z_j f_{\epsilon,\delta}|^2 \right). \tag{4.49}
\]
Choosing
\[
\epsilon_\ast^{1/4} \leq \frac{1}{C(R)} \left( \frac{\theta_\ast}{4} \right)^{2k_\ast}
\]
yields (4.49). \hfill \Box
The main application of Lemma 2.5 is the following.

**Lemma 4.3.** Let \( R \geq R_0, \kappa > 0, \) and \( \delta \in (0, 1) \). There exists \( \theta_s \in (0, 1/2), \epsilon_s \in (0, 1/16), \) and \( K \in \mathbb{N}, \) all depending only on \( \kappa \) and \( R, \) so that whenever \( \epsilon \in (0, \epsilon_s) \) there exists \( k_s \in \mathbb{N} \) with \( k_s \leq K \) such that

\[
\int_{B_R} |w_{k_s, \theta_s}|^2 \leq \kappa. \tag{4.50}
\]

**Proof.** Let \( \epsilon_0 > 0, \theta_s \in (0, 1/2), \) and \( \mu > 0 \) denote the parameters guaranteed by applying Lemma 2.5 at radius \( R \) with \( \alpha_1 = c_2 \) and \( \alpha_2 = \kappa. \) This fixes \( \theta_s \) from the lemma statement. Note that since \( c_2 \) is universal, \( \epsilon_0, \theta_s, \mu \) and \( \kappa \) depend only on \( \kappa \) and \( R. \)

Let \( K \) be the first natural number that exceeds \( 1 + 2\|B_R\|/\mu \) and observe that \( K \) depends only on \( R \) and \( \kappa. \) By Lemma 4.2 there exists \( \epsilon(K, \theta_s, R) < 1/16 \) such that \( (4.49) \) holds whenever \( \epsilon \in (0, \epsilon) \) and \( k \leq K. \) Let \( \epsilon_s = \min(\epsilon_0, \epsilon). \) To complete the proof, it suffices to show that for every \( \epsilon \in (0, \epsilon_s) \) there exists \( k_s \leq K \) such that

\[
\int_{B_R} |w_{k_s, \theta_s}|^2 \leq \kappa. \tag{4.51}
\]

If this is not the case, then there exists \( \epsilon' \in (0, \epsilon_s) \) such that

\[
\int_{B_R} |w_{k_s, \theta_s}|^2 > \kappa \tag{4.52}
\]

for all \( k \leq K. \) In the remainder of this proof we write \( w_{k, \theta_s} = w_{k_s, \theta_s} \). Since \( 0 \leq w_{k, \theta_s} \leq 1, \) it follows from \( (4.47) \) and \( (4.51) \) that for every \( k \leq K - 1 \) we have

\[
|\{w_{k, \theta_s} \geq 1 - \theta_s\} \cap B_R| \geq \int_{B_R} |w_{k+1, \theta_s}|^2 \geq \kappa. \tag{4.53}
\]

Combining with \( (4.46) \) and \( (4.49), \) we see that for every \( k \leq K - 1 \), the function \( w_{k, \theta_s} \) satisfies the hypotheses of Lemma 2.5 at radius \( R \) with \( \alpha_1 = c_2 \) and \( \alpha_2 = \kappa. \) Since \( \epsilon' < \epsilon_0, \) we obtain that for every \( k \leq K - 1 \) there holds

\[
|\{0 < w_{k, \theta_s} < 1 - \theta_s\} \cap B_R| \geq \mu. \tag{4.54}
\]

which along with \( (4.48) \) implies that \( |B_R| \geq (K - 1)\mu \geq 2\|B_R\|, \) a contradiction.

We are now ready to complete the proof of Lemma 2.7. For \( R \geq R_0 \) and \( \kappa(R) \) to be chosen sufficiently small we app Lemma 4.3 to obtain \( \epsilon_s, \theta_s, \) and \( K, \) all depending only on \( R, \) so that whenever \( \epsilon \in (0, \epsilon_s) \) there exists \( k_s \leq K \) such that

\[
\int_{B_R} |w_{k_s, \theta_s}|^2 \leq \kappa. \tag{4.55}
\]

From the lower bound in Lemma 4.2 (which \( w_{k_s, \theta_s} \) satisfies for any \( \epsilon, \delta \in (0, 1) \) and \( k \in \mathbb{N} \) it follows by Lemma 2.2 that there exists a constant \( C(R) \) such that

\[
\|w_{k_s, \theta_s}\|_{L^\infty(B_R/2)} \leq C(R)\|w_{k_s, \theta_s}\|_{L^2(B_R)} \leq C(R)\sqrt{\kappa}. \tag{4.56}
\]

Let \( \kappa \) be small enough so that \( C(R)\sqrt{\kappa} \leq 1/2. \) Since \( \phi_\epsilon \) is monotone increasing with \( \phi(1/2) = 1/2 \) this implies that \( \sup_{|x| \leq R/2} \tilde{w}_{\theta_s, k_s}(x) \leq 1/2. \) Directly from (4.45) we get that

\[
\inf_{\epsilon \in (0, \epsilon_s)} \inf_{\delta \in (0, 1)} \inf_{|x| \leq R/2} f_{\epsilon, \delta}(x) \geq \frac{c_1}{2} \left( \frac{\theta_s}{4} \right)^K \geq R \tag{4.57}
\]

The bound (2.29) then follows from Lemma A.4. If Assumption 3 is satisfied, then Lemma A.5 and (2.29) together yield (1.12), which completes the proof.
Under Assumption 3, the arguments of this section yield

$$\inf_{\epsilon, \delta \in (0, 1), |x| \leq R} f_{\epsilon, \delta}(x) \geq R$$  \hspace{1cm} (4.57)

for every $R > 0$. Indeed, this follows immediately from (4.56) and Lemma A.5.

4.4 Global bounds from local ones

The purpose of this section is to upgrade (2.1) to the Gaussian upper bound (1.11). By Lemma A.4 it suffices to prove the following.

**Lemma 4.4.** There exists $\lambda > 0$ so that

$$\sup_{\epsilon, \delta \in (0, 1)} f_{\epsilon, \delta}(x) \lesssim e^{-\lambda|x|^2/2}. \hspace{1cm} (4.58)$$

**Proof.** Let $G_\lambda(x) = \exp(-\lambda|x|^2/2)$ for $\lambda > 0$. Note that $Bx \cdot \nabla G_\lambda = N \cdot \nabla G_\lambda = 0$ because $G_\lambda$ is radially symmetric. Hence, denoting $Z_j = (Z_j^{(1)}, \ldots, Z_j^{(r)})$, we have

$$(L_\epsilon^* + \epsilon \Delta)G_\lambda(x) = \left(\lambda^2 \sum_{j=1}^r |Z_j \cdot x|^2 - \lambda \sum_{k,j}(Z_j^{(k)})^2 + \text{Tr}(A) - \lambda Ax \cdot x\right) \epsilon G_\lambda(x)$$

$$+ \left(\lambda^2 |x|^2 - d\lambda\right) \epsilon \delta G_\lambda(x). \hspace{1cm} (4.59)$$

Since $A$ is positive definite, there exists $\lambda_0 > 0$ sufficiently small and $R_0 \geq 1$ sufficiently large, both depending only on $A, \{Z_j\}_{j=1}^r$, and $d$, so that $(L_\epsilon^* + \epsilon \delta \Delta)G_{\lambda_0}(x) < 0$ whenever $|x| \geq R_0$. With $R_0$ fixed, we have from Lemmas 2.2 and 2.4 that there exists a constant $C_0(A, \{Z_j\}_{j=1}^r, d)$ such that

$$\sup_{\epsilon, \delta \in (0, 1)} \|f_{\epsilon, \delta}\|_{L^\infty(B_{2R_0})} \leq C_0. \hspace{1cm} (4.60)$$

We then define the upper barrier function

$$G^+(x) = 2C_0 e^{\lambda_0 R_0^2/2} G_{\lambda_0}(x). \hspace{1cm} (4.61)$$

To prove the lemma it suffices to show for all $x \in \mathbb{R}^d$ there holds

$$\sup_{\epsilon, \delta \in (0, 1)} f_{\epsilon, \delta}(x) \lesssim G^+(x). \hspace{1cm} (4.62)$$

Let $J_\eta$ denote the standard mollification at scale $\eta > 0$ and define

$$g_\eta = J_\eta \left(1_{|x| \leq R_0 + \frac{1}{2}} f_{\epsilon, \delta}\right). \hspace{1cm} (4.63)$$

Since $f_{\epsilon, \delta}$ is smooth, it follows from (4.57), (4.60), and the definition of $G^+$ that there exists $\eta_0$ so that

$$\frac{1}{2} f_{\epsilon, \delta}(x) < g_{\eta_0}(x) \quad \forall |x| \leq R_0, \hspace{1cm} (4.64)$$

$$g_{\eta_0}(x) < \min \left(G^+(x), \frac{3}{2} f_{\epsilon, \delta}(x)\right) \quad \forall x \in \mathbb{R}^d. \hspace{1cm} (4.65)$$

Due to (4.64) and (A.10) we can assume that $R_0$ is large enough so that

$$\int g_{\eta_0} \geq \frac{1}{4}. \hspace{1cm} (4.66)$$
Let $\mathcal{P}^\epsilon_\delta_t$ denote the Markov semigroup generated by $L_\epsilon + \epsilon \delta \Delta$. For details on the construction and properties of $\mathcal{P}^\epsilon_\delta_t$ we refer to Appendix A. Let $\mu$ be the measure on $\mathbb{R}^d$ with density $(\int g_{0})^{-1} g_{0}$ and let $\tilde{g}_t : \mathbb{R}^d \to \mathbb{R}$ denote the density of $(\mathcal{P}^\epsilon_\delta_t)^* (\mu)$. Then, $g_t := (\int g_{0}) \tilde{g}_t$ is a global smooth solution to the problem

\begin{equation}
\begin{aligned}
\partial_t g_t &= L^*_\epsilon g_t + \epsilon \delta \Delta g_t, \\
g_0(x) &= g_{0}(x).
\end{aligned}
\end{equation}

(4.67)

Define

$t_* = \inf\{ t \geq 0 : \text{there exists } x \text{ such that } g_t(x) = G^+(x) \}$

with the convention that $t_* = \infty$ if $g_t(x) < G^+(x)$ for every $x \in \mathbb{R}^d$ and $t > 0$. By the convergence

$$
\limsup_{t \to \infty} \| \tilde{g}_t - f_{\epsilon, \delta} \|_{L^1} \leq \limsup_{t \to \infty} \| (\mathcal{P}^\epsilon_\delta_t)^* \mu - \mu_{\epsilon, \delta} \|_{TV} = 0
$$

for any $\epsilon, \delta > 0$ and (4.66) there exists a sequence $\{t_k\}_{k=1}^\infty$ such that

$$
\lim_{t \to \infty} g_{t_k}(x) = \left( \int g_{0} \right) f_{\epsilon, \delta}(x) \geq \frac{1}{4} f_{\epsilon, \delta}(x)
$$

for almost every $x \in \mathbb{R}^d$. Thus, since $f_{\epsilon, \delta}$ is smooth, to prove (4.62) it is enough to show that $t_* = \infty$.

As in the proof of Lemma A.3, it is not hard to verify that $\forall k > 0, \exists \gamma' > 0$ such that for all $T < \infty$ and $\delta > 0$,

$$
\sup_{t \in [0, T]} \left\| e^{-\gamma' |x|^2} g_t \right\|_{H^k} \lesssim_{T, \delta, k} 1,
$$

where $\gamma' < \gamma$ (with $\gamma$ as in Lemma 2.1) does not depend on $\epsilon$ or $\delta$. Moreover, this implies similar estimates on $\partial_t g_t$ with $\gamma'$ replaced with $\gamma' / 2$, and so $g_t$ takes values continuously in such spaces. Hence, if $\lambda_0 < \gamma'$ and $t_* < \infty$ there exists a “first crossing time” $t_* > 0$; i.e., $(t_*, x_*)$ is such that $g_{t_*}(x_*) = G^+(x_*)$ and $g_t(x) \leq G^+(x)$ for all $t \leq t_*$ and $x \in \mathbb{R}^d$. Suppose for the sake of contradiction that $t_* < \infty$. We have two cases.

**Case 1:** $|x_*| < R_0$: By (4.65) and the fact $(\mathcal{P}^\epsilon_\delta_t)^*$ preserves positivity, we have $g_t(x) \leq (3/2) f_{\epsilon, \delta}$ for all $t \geq 0$. Combining with (4.60) we obtain

$$
\sup_{t \geq 0, |x| < R_0} g_t(x) \leq \frac{3C_0}{2}.
$$

Since $G^+(x) \geq 2C_0$ whenever $|x| \leq 2R_0$ we conclude that $|x_*| < R$ is impossible.

**Case 2:** $|x_*| \geq R_0$: Since $g \in C^1_\ell C^2_\ell((0, \infty) \times \mathbb{R}^d)$, it follows from (4.65) and a classical barrier function argument that $(L^*_\epsilon + \epsilon \delta \Delta) G^+(x_*) \geq 0$. This is a contradiction because we chose $\lambda_0$ and $R_0$ so that $(L^*_\epsilon + \epsilon \delta \Delta) G^+(x_*) < 0$ whenever $|x| \geq R_0$.

\section{Geometric ergodicity}

In this section we prove (2.40), Lemmas 1.3 and 2.9, and the optimality result Theorem 1.7.

We begin with (2.40), which is a consequence of the following lemma.

**Lemma 5.1.** Let $V : \mathbb{R}^d \to \mathbb{R}$ be a uniform Lyapunov function for $\mathcal{P}^\ell_t$ with constants $\kappa$ and $b$. Then, for every measurable function $f : \mathbb{R}^d \to \mathbb{R}$ with $\|f\|_V < \infty$ there holds

$$
\sup_{t \geq 0} \| \mathcal{P}^\ell_t f \|_V \lesssim_{\kappa, b} \| f \|_V.
$$
Proof. Recall from (2.34) that
\[ \mathcal{P}_t V(x) \lesssim_{k,b} 1 + V(x). \]

Hence,
\[ \|\mathcal{P}_t f\|_V = \sup_{x \in \mathbb{R}^d} \frac{|\mathcal{P}_t f(x)|}{1 + V(x)} \leq \|f\|_V \sup_{x \in \mathbb{R}^d} \frac{1 + \mathcal{P}_t V(x)}{1 + V(x)} \lesssim_{k,b} \|f\|_V. \]
\[ \square \]

5.1 \( L^\infty \to L^2_{\mu_\alpha} \) decay for \( \mathcal{P}_t^c \)

In this section we prove Lemma 2.9. A key ingredient is the following hypoelliptic weak Poincaré type inequality. Recall the notations defined in (3.20) and (3.21).

Lemma 5.2. Let \( R > 0 \). For every \( \delta > 0 \) there exists a constant \( C_\delta \) such that for all \( \epsilon \in [0, 1) \), \( t_0 \geq 0 \), and \( f \in C^\infty((t_0, t_0 + 1) \times B_{R+1}) \) there holds
\[ \|f - \bar{f}\|_{L^2((t_0+1/4,t_0+3/4)\times B_R)} \leq \delta \|f\|_{L^\infty((t_0,t_0+1)\times B_{R+1})} + C_\delta \sum_{j=1}^r \|Z_j f\|_{L^2((t_0,t_0+1)\times B_{R+1})} + C_\delta \|\partial_t + Z_0,\epsilon \|_{L^2((t_0,t_0+1); \mathcal{X}^*(B_{R+1}))}, \]
where
\[ \bar{f} = 2|B_R|^{-1} \int_{t_0+1/4}^{t_0+3/4} \int_{B_R} f \]
is the average value of \( f \) on \((t_0 + 1/4, t_0 + 3/4) \times B_R\).

Proof of Lemma 5.2. It suffices to prove the inequality for \( t_0 = 0 \). Suppose for the sake of contradiction that the result is false. Then, there exists \( \delta > 0 \) and a sequence \( \{f_n, \epsilon_n\}_{n=1}^\infty \subseteq C^\infty((0, 1) \times B_{R+1}) \times [0, 1] \) such that
\[ \|f_n - \bar{f}_n\|_{L^2((1/4,3/4)\times B_R)} \geq \delta \|f_n\|_{L^\infty((0,1)\times B_{R+1})} + n \sum_{j=1}^r \|Z_j f_n\|_{L^2((0,1)\times B_{R+1})} + n \|\partial_t + Z_0,\epsilon_n\|_{L^2((0,1); \mathcal{X}^*(B_{R+1}))} \]
for every \( n \in \mathbb{N} \). Let
\[ g_n = \frac{f_n - \bar{f}_n}{\|f_n - \bar{f}_n\|_{L^2((1/4,3/4)\times B_R)}}. \]

Dividing (5.1) by \( \|f_n - \bar{f}_n\|_{L^2((1/4,3/4)\times B_R)} \) and using that
\[ \|g_n\|_{L^\infty} \leq \frac{2}{\|f_n - \bar{f}_n\|_{L^2((1/4,3/4)\times B_R)}} \|f_n\|_{L^\infty((0,1)\times B_{R+1})} \]
we obtain
\[ 1 \geq \frac{\delta}{2} \|g_n\|_{L^\infty((0,1)\times B_{R+1})} + n \sum_{j=1}^r \|Z_j g_n\|_{L^2((0,1)\times B_{R+1})} + n \|\partial_t + Z_0,\epsilon_n\|_{L^2((0,1); \mathcal{X}^*(B_{R+1}))}, \]
(5.2)
Let \( \chi \in C_0^\infty((0,1) \times B_{R+1}) \) be a smooth cutoff function with \( 0 \leq \chi \leq 1 \) and \( \chi \equiv 1 \) on \( (1/8, 7/8) \times B_{R+1/2} \). From (5.2) it follows readily that

\[
\|\chi g_n\|_{L^2((0,1) \times B_{R+1})} + \sum_{j=1}^r \|Z_j(\chi g_n)\|_{L^2((0,1) \times B_{R+1})} + \|(\partial_t + Z_0, \epsilon_n) (\chi g_n)\|_{L^2((0,1); \mathcal{X}^s(B_{R+1}))} \lesssim \delta^{-1}.
\]

By Assumption 2, \( \{\partial_t + Z_0, \epsilon_n, Z_1, \ldots, Z_r\} \) satisfies the uniform Hörmander condition on \( (0,1) \times B_{R+1} \) with constants that do not depend on \( \epsilon_n \) (depending on \( R \) however). Thus, Lemma 3.1 implies that there exists \( s > 0 \) such that

\[
\sup_{n \in \mathbb{N}} \|\chi g_n\|_{H^s(\mathbb{R} \times \mathbb{R}^d)} \lesssim \delta^{-1}.
\]

By compact embedding there exists \( g_\infty \in L^2((1/8, 7/8) \times B_{R+1/2}) \) such that (up to a subsequence that we do not relabel) \( g_n \to g_\infty \) strongly in \( L^2((1/8, 7/8) \times B_{R+1/2}) \). Moreover,

\[
\int_{1/4}^{3/4} \int_{B_R} g_\infty = 0,
\]

\[
\sum_{j=1}^r \int_{1/4}^{7/8} \int_{B_{R+1/2}} |Z_j g_\infty|^2 = 0,
\]

\[
\int_{1/4}^{3/4} \int_{B_R} |g_\infty|^2 = 1.
\]

By extracting a subsequence can ensure that \( \epsilon_n \to \epsilon_\infty \in [0,1] \). Since any function \( \varphi \in C_0^\infty((1/8, 7/8) \times B_{R+1/2}) \) can be extended by zero to a function \( \varphi \in C_0^\infty((0,1) \times B_{R+1}) \) with \( \|\varphi\|_{\mathcal{X}^s} < \infty \), we must have \( (\partial_t + Z_0, \epsilon_\infty) g_\infty = 0 \) in the sense of distributions on \( (1/8, 7/8) \times B_{R+1/2} \) by (5.2). Thus, due to Lemma 2.6 we have that \( g_\infty \) is constant on \( (1/8, 7/8) \times B_{R+1/2} \), which contradicts the combination of (5.4) and (5.6). 

We use Lemma 5.2 along with Theorem 1.2 to prove the following decay estimate, which is the main step in the proof of Lemma 2.9.

**Lemma 5.3.** Suppose that Assumption 3 holds. Then, there exists a nonincreasing function \( \beta : (0, \infty) \to [1, \infty) \) so that for every \( s > 0 \) and bounded, measurable \( f : \mathbb{R}^d \to \mathbb{R} \) there holds, uniformly in \( t_0 \geq 1 \) and \( \epsilon \in (0,1) \),

\[
\int_{t_0+3/4}^{t_0+1/4} \int_{B_R} |P_t^\epsilon f - \mu_\epsilon(f)|^2 d\mu_\epsilon dt \leq \beta(s) \sum_{j=1}^r \int_{t_0}^{t_0+1} \int_{B_R} |Z_j P_t f|^2 d\mu_\epsilon dt + s \|f - \mu_\epsilon(f)\|_{L^\infty}^2. \tag{5.7}
\]

**Proof.** For simplicity we omit the \( \epsilon \) dependence in the notation.

If \( s \geq 1/2 \) then the claimed inequality is trivial. Fix \( s < 1/2 \) and let \( g(t) = P_t f - \mu(f) \). By the moment bound (2.7), there exists \( R(s) \) sufficiently large so that \( \mu(B_{R}) \leq s/2 \) uniformly in \( \epsilon \). Using that \( P_t \) propagates \( L^\infty \) bounds we have then

\[
\int_{t_0+3/4}^{t_0+1/4} \int_{B_R} |g(t)|^2 d\mu dt \leq \int_{t_0+3/4}^{t_0+1/4} \int_{|x| \leq R} |g(t)|^2 d\mu dt + \frac{s}{4} \|f - \mu(f)\|_{L^\infty}^2 \tag{5.8}
\]

The goal now is to bound the first term on the right-hand side of (5.8). Let

\[
\mu_R(C) = \frac{\mu(C \cap B_R)}{\mu(B_R)}, \quad C \in B(\mathbb{R}^d)
\]
and

\[ g_R = 2 \int_{t_0 + 1/4}^{t_0 + 3/4} \int g(t) \, d\mu_R dt. \]

By adding and subtracting \( g_R \) we have

\[
\int_{t_0 + 1/4}^{t_0 + 3/4} |g(t)|^2 \, d\mu dt = \mu(B_R) \int_{t_0 + 1/4}^{t_0 + 3/4} \int |g(t)|^2 \, d\mu_R dt \leq 2\mu(B_R) \int_{t_0 + 1/4}^{t_0 + 3/4} \int |g(t) - g_R|^2 \, d\mu_R dt + \mu(B_R) |g_R|^2.
\]

Now, for each \( t \geq 0 \) we have \( \int g(t) \, d\mu = 0 \), and so

\[
|g_R|^2 = \frac{4}{\mu(B_R)^2} \left( \int_{t_0 + 1/4}^{t_0 + 3/4} \int |g(t)| \, d\mu dt \right)^2 \leq \left( \frac{\mu(B_R^c)}{\mu(B_R)} \right)^2 \| f - \mu(f) \|_{L^\infty}^2 \leq \frac{s}{4} \| f - \mu(f) \|_{L^\infty}^2,
\]

where in the last inequality we used that

\[
\left( \frac{\mu(B_R^c)}{\mu(B_R)} \right)^2 \leq \left( \frac{s/2}{3/4} \right)^2 = \frac{4s^2}{9} \leq \frac{s}{4}.
\]

Combining our estimates thus far and using that \( \operatorname{Var}_\nu h \leq \mathbb{E}_\nu (h - c)^2 \) for any \( \nu \in M(\mathbb{R}^d) \), \( c \in \mathbb{R} \), and \( h \in L^2_\nu \) we obtain

\[
\int_{t_0 + 1/4}^{t_0 + 3/4} \int_{|x| \leq R} |g(t)|^2 \, d\mu dt \leq 2\mu(B_R) \int_{t_0 + 1/4}^{t_0 + 3/4} \int |g(t) - \bar{g}_R|^2 \, d\mu_R dt + \frac{s}{4} \| f - \mu(f) \|_{L^\infty}^2,
\]

where we have introduced

\[
\bar{g}_R = \frac{2}{|B_R|} \int_{t_0 + 1/4}^{t_0 + 3/4} \int_{|x| \leq R} g(t) \, dx dt.
\]

Using (1.11), there exists a constant \( c > 0 \) that does not depend on \( \epsilon \) such that

\[
2\mu(B_R) \int_{t_0 + 1/4}^{t_0 + 3/4} \int_{|x| \leq R} |g(t) - \bar{g}_R|^2 \, d\mu_R dt \leq c \int_{t_0 + 1/4}^{t_0 + 3/4} \int_{|x| \leq R} |g(t) - \bar{g}_R|^2 \, dx dt.
\]

By Lemma 5.2 applied with \( \delta = \sqrt{s/(8c)} \) and the fact that

\[
\partial_t g + Z_{0,\epsilon} g = \epsilon \sum_{j=1}^r Z_j^2 (P_t f),
\]

there exist constants \( C_s \) and \( C_s' \) such that

\[
c \int_{t_0 + 1/4}^{t_0 + 3/4} \int_{|x| \leq R} |g(t) - \bar{g}_R|^2 \, dx dt \leq C_s \sum_{j=1}^r \int_{t_0}^{t_0 + 1} \int_{|x| \leq R + 1} |Z_j P_t f|^2 \, dx dt + \frac{s}{2} \| f - \mu(f) \|_{L^\infty}^2
\]

\[+ \epsilon^2 C_s \sup_{\varphi \in C^\infty_0((t_0,t_0+1) \times B_{R+1}), \| \varphi \|_{L^2((t_0,t_0+1), \mathbb{R})} \leq 1} \left| \sum_{j=1}^r \int_{t_0}^{t_0 + 1} \int_{|x| \leq R + 1} \varphi Z_j^2 (P_t f) \, dx dt \right|^2 \]

\[\leq C_s' \sum_{j=1}^r \int_{t_0}^{t_0 + 1} \int_{|x| \leq R + 1} |Z_j P_t f|^2 \, dx dt + \frac{s}{2} \| f - \mu(f) \|_{L^\infty}^2.
\]
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From (1.12) and the fact that $R$ depends only $s$ we have
\[ C_s \sum_{j=1}^{r} \int_{t_0}^{t_{0+1}} |Z_j \mathcal{P}_t f|^2 dx dt \leq C''_s \sum_{j=1}^{r} \int_{t_0}^{t_{0+1}} \int_{|x| \leq R+1} |Z_j \mathcal{P}_t f|^2 d\mu dt, \]
which along with the estimates proceeding (5.9) yields
\[ \int_{t_0+1/4}^{t_0+3/4} \int_{|x| \leq R} |g(t)|^2 d\mu dt \leq C''_s \sum_{j=1}^{r} \int_{t_0}^{t_{0+1}} \int_{|x| \leq R+1} |Z_j \mathcal{P}_t f|^2 d\mu dt + \frac{3s}{4} \|f - \mu(f)\|_{L^\infty}^2. \tag{5.10} \]
Combining (5.10) and (5.8) completes the proof. \hfill \square

**Proof of Lemma 2.9.** Let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be bounded and Borel measurable. Computing with $\partial_t (\mathcal{P}_t^s f) = L(\mathcal{P}_t^s f)$ we obtain the identity
\[ \frac{1}{2} d \frac{d}{dt} \int \|\mathcal{P}_t^s f - \mu_t(f)\|_{L^2}^2 d\mu_t = -\epsilon \sum_{j=1}^{r} \int Z_j \mathcal{P}_t^s f \|^2 d\mu_t. \tag{5.11} \]
Integrating over $\tau \in (t, t+1)$ for $t \geq 1$ and using Lemma 5.3 gives, for any $s > 0$,
\[ \|\mathcal{P}_{t+1}^s f - \mu_t(f)\|_{L^2}^2 - \|\mathcal{P}_t^s f - \mu_t(f)\|_{L^2}^2 \leq -\frac{2\epsilon}{\beta(s)} \int_{t+1/4}^{t+3/4} \int \|\mathcal{P}_r^s f - \mu_r(f)\|_{L^2}^2 d\tau + \frac{2\epsilon s}{\beta(s)} \|f - \mu_t(f)\|_{L^\infty}^2. \tag{5.12} \]
Let $E(t) = \|\mathcal{P}_t^s f - \mu_t(f)\|_{L^2}^2$. By (5.11), the energy $E(t)$ is nonincreasing, and so the previous estimate implies
\[ E(t+1) \leq \left(1 + \frac{\epsilon}{\beta(s)}\right)^{-1} E(t) + \left(1 + \frac{\epsilon}{\beta(s)}\right)^{-1} \frac{2\epsilon s}{\beta(s)} \|f - \mu_t(f)\|_{L^\infty}^2 \quad \forall t \geq 1. \tag{5.13} \]
Iterating over $t = 1, 2, \ldots, n - 1$ yields
\[ E(n) \leq \left(1 + \frac{\epsilon}{\beta(s)}\right)^{-(n-1)} E(1) + \frac{2\epsilon s}{\beta(s)} \|f - \mu_t(f)\|_{L^\infty}^2 \sum_{k=1}^{n-1} \left(1 + \frac{\epsilon}{\beta(s)}\right)^{-k} \leq \left(1 + \frac{\epsilon}{\beta(s)}\right)^{-(n-1)} \|f - \mu_t(f)\|_{L^\infty}^2 + 2s \|f - \mu_t(f)\|_{L^\infty}^2. \tag{5.14} \]
This implies that there exists a universal constant $\delta > 0$ such that for all $\epsilon \in (0, 1)$ there holds
\[ E(n) \leq e^{-\delta \epsilon / \beta(s)} \|f - \mu_t(f)\|_{L^\infty}^2 + 2s \|f - \mu_t(f)\|_{L^\infty}^2, \quad N \geq n \geq 2. \tag{5.15} \]
Let $\bar{\psi} : [0, \infty) \rightarrow (0, 1]$ be defined by
\[ \bar{\psi}(t) = \inf \{s > 0 : e^{-t\delta / \beta(s)} \leq s\}. \tag{5.16} \]
It is clear that $\bar{\psi}$ is non-increasing with $\lim_{t \rightarrow \infty} \bar{\psi}(t) = 0$, and moreover by (5.16) we have proven that
\[ E(n) \leq 3\bar{\psi}(n\epsilon) \|f - \mu_t(f)\|_{L^\infty}^2, \quad N \geq n \geq 2. \]
Because $E(t)$ is nonincreasing it follows that
\[ \|\mathcal{P}_t^s f - \mu_t(f)\|_{L^2}^2 \leq 3\bar{\psi}(t\epsilon) \|f - \mu_t(f)\|_{L^\infty}^2 \leq 3\bar{\psi}(et - 1) \|f - \mu_t(f)\|_{L^\infty}^2, \quad t \geq 2. \]
Since $\|\mathcal{P}_t^s f - \mu_t(f)\|_{L^2} \leq \|f - \mu_t(f)\|_{L^\infty}$ for any $t \geq 0$, the proof of (2.38) is complete by setting
\[ \psi(t) = \begin{cases} 3 & t \leq 2, \\ 3\bar{\psi}(t-1) & t > 2. \end{cases} \]
5.2 $L^2 \to L^\infty$ regularization for $\mathcal{P}_t$

In this section we prove Lemma 1.3, which proceeds by a parabolic version of the arguments in Section 4.2.

Proof of Lemma 1.3. Since $\mathcal{P}_t$ is strong Feller (see Lemma A.2), it follows from the semigroup property and the monotonicity (5.11) that it suffices to prove the result for continuous $f$. As above, it is convenient to regularize the problem with $\delta \Delta$ and pass to the limit. Let $\tilde{\mathcal{P}}_t^{\epsilon, \delta}$ denote the Markov semigroup generated by $\delta \Delta + \epsilon^{-1} L_\epsilon$ and as before write $P_{t, \epsilon, \delta}$ for its unique invariant measure. For $k \geq 0$, define $R_k = R(1 + 2^{-k})$ and $t_k = \frac{1}{4} - 2^{-k-3}$. Let $\alpha \in (1, 4)$ be such that with $s$ given as in Lemma 3.3 there holds

$$||g||_{L_t^2 \cap L_x^\infty} \lesssim ||g||_{L_t^\infty L_x^2} + ||g||_{L_t^2 H_x^s}, \quad (5.18)$$

and for $k \geq 0$ define $w_k = (\tilde{\mathcal{P}}_t^{\epsilon, \delta} f)^{\alpha k}$. We will show that $\exists C > 0$ such that for every $k \geq 0$ there holds

$$||w_k||_{L_t^2 \cap L_x^\infty} \lesssim C^k ||w_k||_{L_t^2 L_x^2((t_k, 2 - t_k) \times B_{R_k})}. \quad (5.19)$$

Let $\chi_k \in C^\infty_0((t_k, 2 - t_k) \times B_{R_k})$ be a time-dependent, radially-symmetric in space, smooth cutoff function satisfying $\chi_k(t, x) = 1$ for $|x| \leq R_{k+1}$ and $2 - t_{k+1} \geq t \geq t_{k+1}$. Moreover, we may choose $\chi_k$ so that $|\partial_t \chi_k| \lesssim 2^k$ and $|D_x^\beta \chi_k| \lesssim R^{-1}|\beta| 2^k$ for every multi-index with $|\beta| \leq 2$. Let $v_k = \chi_k w_k$. By splitting $f = \max(f, 0) - \max(-f, 0)$ and regularizing with a small constant we may assume without loss of generality that $f > 0$. From the convexity and smoothness of $z \mapsto z^\beta$ away from the origin, for all $k \geq 0$ we then have

$$\partial_t v_k \leq \delta \Delta v_k + \sum_{j=1}^r Z_j^2 v_k - \frac{1}{\epsilon} Z_{0, \epsilon} v_k + S_k \quad (5.20)$$

where

$$S_k = - [\chi_k, \partial_s] w_k + [\chi_k, \delta \Delta + \sum_{j=1}^r Z_j^2 - A x \cdot \nabla] w_k. \quad (5.21)$$

Let $g$ be a solution to the Dirichlet problem

$$\begin{cases}
\partial_t g = \delta \Delta g + \sum_{j=1}^r Z_j^2 g - \frac{1}{\epsilon} Z_{0, \epsilon} g + S_k & (t, x) \in (0, 2) \times B_{2R+1} \\
g|_{t=0} = 0 \\
g|_{|x|=2R+1} = 0.
\end{cases} \quad (5.22)$$

By the weak parabolic maximum principle, there holds $v_k \leq g$. Pairing (5.22) with $g$ and using Grönwall’s lemma we obtain

$$||g||_{L_t^2 \cap L_x^\infty} + ||g||_{L_t^\infty H_x^s} \lesssim 2^{2k} ||w_k||_{L_t^2 L_x^2((t_k, 2 - t_k) \times B_{R_k})}. \quad (5.23)$$

Introducing a radially-symmetric in space cutoff $\chi \in C^\infty_0((1/16, 31/16) \times B_{2R+1/2})$ with $\chi(t, x) = 1$ for $(t, x) \in (1/8, 15/8) \times 2R$ and using (5.22) again we then deduce

$$||\chi g||_{L_t^2 \cap L_x^\infty} + ||(\epsilon \partial_t + Z_{0, \epsilon}) (\chi g)||_{L_t^2 H_x^s} \lesssim 2^{2k} ||w_k||_{L_t^2 L_x^2((t_k, 2 - t_k) \times B_{R_k})}. \quad (5.24)$$

Therefore, by Assumption 2 and the parabolic Hörmander inequality, Lemma 3.3, we obtain the bound

$$||\chi g||_{L_t^\infty L_x^2} + ||\chi g||_{L_t^2 H_x^s} \lesssim R \ 2^{2k} ||w_k||_{L_t^2 L_x^2((t_k, 2 - t_k) \times B_{R_k})}. \quad (5.25)$$
By $v_k \leq g$, recalling (5.18), and the definition of $\chi_k$, there is a constant $C > 0$ such that
\[
\|w_k\|_{L^2_\tau((t_{k+1}, 2-t_{k+1}) \times B_{R_{k+1}})} \leq \|v_k\|_{L^2_\tau} \leq C^k \|w_k\|_{L^2_\tau((t_k, 2-t_k) \times B_{R_k})},
\]
which completes the proof of (5.19).

By definition, (5.19) implies
\[
\left| \frac{\tilde{P}^{t, \delta}_n}{L^2_{\tau, \alpha}} \right|_{(t_{k+1}, 2-t_{k+1}) \times B_{R_{k+1}}} \leq C \sum_{j=0}^{k} \frac{\alpha^{-j}}{\delta} \left| \frac{\tilde{P}^{t, \delta}_n}{L^2_{\tau, \alpha}} \right|_{(t_k, 2-t_k) \times B_{R_k}}.
\]

Passing to the limit and using $\sum_{j=0}^{\infty} \frac{\alpha^{-j}}{\delta} < \infty$ along with the definitions of $t_k, R_k$ yields (passing to the limit also in $\delta \to 0$)
\[
\left| \frac{\tilde{P}^{t, \delta}_n}{L^2_{\tau, \alpha}} \right|_{(t_{k+1}, 2-t_{k+1}) \times B_{R_{k+1}}} \lesssim R \left| \frac{\tilde{P}^{t, \delta}_n}{L^2_{\tau, \alpha}} \right|_{(t_k, 2-t_k) \times B_{R_k}}.
\]

Finally by the uniform lower bound (1.12) followed by the monotonicity (5.11) we have
\[
\left| \frac{\tilde{P}^{t, \delta}_n}{L^2_{\tau, \alpha}} \right|_{(t_{k+1}, 2-t_{k+1}) \times B_{R_{k+1}}} \lesssim R \left| \frac{\tilde{P}^{t, \delta}_n}{L^2_{\tau, \alpha}} \right|_{(t_k, 2-t_k) \times B_{R_k}}.
\]

Combining (5.28) and (5.29) completes the proof of Lemma 1.3. \qed

### 5.3 Optimality of Theorem 1.5

In this section we prove Theorem 1.7. The idea is essentially that if one starts the process $(x^\epsilon_t)_{t \geq 0}$ at the origin, then the expected value of the energy $E[x^\epsilon_t]^2$ must take at least time $t \geq \epsilon^{-1}$ to reach equilibrium. For the basic properties of $(x^\epsilon_t)_{t \geq 0}$, see Lemma A.1.

**Proof of Theorem 1.7.** We will only prove the statement about the case $s < 1$, since the other is treated in the same way. Suppose that the claim is false. Then, there exists $s < 1$ and $K, \delta > 0$ so that for all measurable functions $f : \mathbb{R}^d \to \mathbb{R}$ with $\|f\|_V < \infty$ there is a sequence $\{\epsilon_n\}_{n=1}^\infty$ with $\lim_n \epsilon_n = 0$ such that for all $t \geq 0$ and $n \in \mathbb{N}$ there holds
\[
\|P^{t, \epsilon}_n f - \mu_{\epsilon_n}(f)\|_V \leq K e^{-\delta t} \|f - \mu_{\epsilon_n}(f)\|_V.
\]

We will derive a contradiction by considering $f : \mathbb{R}^d \to \mathbb{R}$ defined by $f(x) = x^2$, which clearly satisfies $\|f\|_V < \infty$.

By Itô's formula we have
\[
\frac{1}{2} E|x^\epsilon_t|^2 - 1 E|x^\epsilon_0|^2 - \epsilon \int_0^t E(Ax^\epsilon_s \cdot x^\epsilon_s) ds + \epsilon t \sum_{j=1}^r |Z_j|^2.
\]

In statistical steady state this reduces to
\[
\mu_{\epsilon_n}(f) \approx \int_{\mathbb{R}^d} (Ax \cdot x) \mu_{\epsilon_n}(dx) = \sum_{j=1}^r |Z_j|^2
\]

Next, applying (5.31) with $x^\epsilon_0 \equiv 0$ gives
\[
(P^{t, \epsilon}_n)(0) \lesssim \epsilon_n t.
\]
Combining the previous two equations we see that there are constants \( c, \eta > 0 \) sufficiently small so that

\[
|\langle \mathcal{P}^{\epsilon_n}_{\epsilon_n} - f \rangle(0) - \mu_{\epsilon_n}(f) | \geq \eta, \quad \forall n \in \mathbb{N}.
\]

(5.34)

Hence, by (5.30) and the upper bound in (5.32) we have

\[
\frac{\eta}{2} \leq \frac{|\langle \mathcal{P}^{\epsilon_n}_{\epsilon_n} - f \rangle(0) - \mu_{\epsilon_n}(f) |}{1 + V(0)} \leq \| \mathcal{P}^{\epsilon_n}_{\epsilon_n} f - \mu_{\epsilon_n}(f) \|_{\mathcal{V}} \lesssim e^{-\delta c \epsilon_n^{-1}},
\]

where the implicit constant does not depend on \( n \). Since \( s < 1 \), sending \( n \to \infty \) yields the desired contradiction. \( \square \)

A Qualitative properties and basic well-posedness theorems

In this section we give the basic well-posedness and regularity results that justify the computations in the paper. We also discuss the qualitative results for \( \epsilon \geq 1 \) that we need.

We begin with well-posedness of (1.3). In what follows, \( \left\{ W^{(j)}_t \right\}_{j=1}^r, \left\{ \tilde{W}^{(k)}_t \right\}_{k=1}^d \) are independent one-dimensional Wiener processes on a complete probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), \( \tilde{W}_t = (\tilde{W}^{(1)}_t, \ldots, \tilde{W}^{(d)}_t) \), and \( \mathcal{F}_t \) denotes the \( \sigma \)-algebra generated by \( \{ W^{(j)}_s : 1 \leq j \leq r; 0 \leq s \leq t \} \) and the \( \mathbb{P} \)-null sets of \( \mathcal{F} \). Also, we write \( W_t = (W^{(1)}_t, \ldots, W^{(r)}_t, \tilde{W}^{(1)}_t, \ldots, \tilde{W}^{(d)}_t) \).

**Lemma A.1.** Suppose that Assumption 1 holds (Assumption 2 is not needed). Let \( X_0 \in L^2(\Omega; \mathbb{P}) \) be a random variable independent of the \( \sigma \)-algebra generated by \( \cup_{t \geq 0} \mathcal{F}_t \), and let \( \mathcal{F}^{X_0}_t \) denote the \( \sigma \)-algebra generated by \( \mathcal{F}_t \) and \( X_0 \). For \( \epsilon \in (0, 1) \) and \( \delta \in [0, 1] \), consider the SDE

\[
\begin{cases}
    dX^\epsilon_\delta_t = -\epsilon AX^\epsilon_\delta_t dt - \epsilon B X^\epsilon_\delta_t dt - N(X^\epsilon_\delta_t) dt + \sqrt{2\epsilon} \sum_{j=1}^r Z_j dW^{(j)}_t + \sqrt{2\epsilon \delta} d\tilde{W}_t, \\
    X^\epsilon_\delta_0 = X_0.
\end{cases}
\]

(A.1)

There exists a unique (up to indistinguishability), globally defined \( \mathcal{F}^{X_0}_t \)-adapted process \( (X^\epsilon_\delta_t)_{t \geq 0} \) with continuous sample paths solving the integral form of (A.1) \( \mathbb{P} \)-a.s. and such that \( \int_0^T \mathbb{E}|X^\epsilon_\delta_t|^2 dt < \infty \) for every \( T \geq 0 \). Let \( X^+_t \) denote the unique solution with \( X_0 = x \in \mathbb{R}^d \). If \( x_n \to x \) in \( \mathbb{R}^d \) then \( X^\epsilon_\delta_t \) converges to \( X^+_t \) \( \mathbb{P} \)-a.s. uniformly on compact time intervals. Moreover, the solution is continuous with respect to the Wiener trajectory in the sense that there exists a set \( \Omega' \subseteq \Omega \) with full measure so that for every fixed \( 0 < T < \infty \) and \( \omega_1, \omega_2 \in \Omega' \) one has that

\[
\sup_{0 \leq t \leq T} |X^\epsilon_\delta_t(\omega_1) - X^\epsilon_\delta_t(\omega_2)| \to 0 \quad \text{as} \quad \sup_{0 \leq t \leq T} |W_t(\omega_1) - W_t(\omega_2)| \to 0.
\]

(A.2)

Similarly, if \( \{ \delta_n \}_{n=1}^\infty \) is a sequence with \( \delta_n \to 0 \) then

\[
\lim_{n \to \infty} \sup_{0 \leq t \leq T} |X^\epsilon_\delta_t(\omega) - X^\epsilon_\delta_t(\omega)| = 0 \quad \mathbb{P} \text{-a.s.}
\]

(A.3)

Lastly, if \( V \) is any uniform Lyapunov function (see Definition 1.4) with \( \kappa, b > 0 \) as in (1.14), then uniformly in \( \epsilon \in (0, 1) \), \( \delta \in [0, 1] \), and \( x \in \mathbb{R}^d \) there holds

\[
\mathbb{E}V(X^\epsilon_\delta_t) \leq \frac{b}{\kappa} + e^{-\epsilon \kappa t} V(x).
\]

(A.4)
Proof. Since the noise is additive and the drift is smooth, uniqueness follows from the usual ODE argument using Grönwall’s lemma. Due to the energy conservation property $N(x) \cdot x = 0$, global existence can be proven with an approximation scheme that relies on standard energy estimates and a routine stopping time argument. The details needed to carry out the procedure can all be found in [59] and [section 3, [21]].

To prove the moment bound (A.4) we begin by applying Itô’s formula to obtain

$$e^{\kappa t}V(X_{t,x}^{\epsilon,\delta}) = V(x) + \int_0^t e^{\kappa s}(LV(X_{s,x}^{\epsilon,\delta}) + \epsilon \delta V(X_{s,x}^{\epsilon,\delta}) + \kappa V(X_{s,x}^{\epsilon,\delta}))ds$$

$$+ \sqrt{2\epsilon} \sum_{j=1}^r \sum_{k=1}^d \int_0^t \frac{\partial V}{\partial x_k}(X_{s,x}^{\epsilon,\delta})Z_j^{(k)}dW^j_s + \sqrt{2\epsilon \delta} \sum_{k=1}^d \int_0^t \frac{\partial V}{\partial x_k}(X_{s,x}^{\epsilon,\delta})d\tilde{W}^k_s ds. \quad (A.5)$$

Let $\tau_n(\omega) = \inf\{s \in [0,t] : |X_{s,x}^{\epsilon,\delta}| = n\}$. Applying (1.14) to estimate (A.5) and then localizing with $\tau_n$ (so that the stochastic integral becomes a martingale) we obtain, uniformly in $n \in \mathbb{N}$,

$$\mathbb{E}V(X_{t \wedge \tau_n,x}^{\epsilon,\delta}) \leq V(x)e^{-\kappa t \wedge \tau_n} + \frac{\beta}{\kappa}. \quad (A.7)$$

Sending $n \to \infty$ the desired result follows from Fatou’s lemma and the fact that $\tau_n \uparrow t$ $\mathbb{P}$-a.s.

Now we turn to continuity with respect to the Wiener trajectory. For notational convenience we define $Z_0(x) = -\epsilon Ax - \epsilon^2 Bx - N(x)$. Fix $T > 0$ and $x \in \mathbb{R}^d$. For $j = 1, 2$ let $F_j : [0,T] \to \mathbb{R}^d$ be continuous and suppose that $x_j : [0,T] \to x_j(s) = x + \int_0^t Z_0(x_j(s))ds + F_j(t)$, $j = 1, 2$.

Since we consider additive noise, it is enough to show that

$$\lim_{\delta \to 0} \sup_{F_2 - F_2 \in C([0,T];\mathbb{R}^d)} \sup_{0 \leq t \leq T} |x_1(t) - x_2(t)| = 0. \quad (A.8)$$

Since $x_1$ is continuous, there exists $C > |x| + 1$ so that $\sup_{0 \leq t \leq T} |x_1(t)| \leq C$. For $\epsilon > 0$ fixed and $F_2$ to be chosen close to $F_1$, let $T_\epsilon$ be the maximal time so that $|x_1(t) - x_2(t)| \leq \epsilon'$ for all $t \in [0,T_\epsilon]$. By continuity we have $T_\epsilon > 0$, and moreover by a simple Grönwall argument there holds

$$\sup_{0 \leq t \leq T_\epsilon} \lesssim_{C,T} \|F_1 - F_2\|_{C([0,T];\mathbb{R}^d)}. \quad (A.9)$$

Hence, as long as $\|F_1 - F_2\|_{C([0,T];\mathbb{R}^d)}$ is small in terms of $T, C$, and $\epsilon'$, it follows from a bootstrap argument that $T_\epsilon = T$. This yields (A.8). Both (A.3) and continuity with respect to the initial condition follow from a similar argument. This completes the proof.

Recall that for a Polish space $\mathcal{X}$ we write $\mathcal{M}(\mathcal{X})$ for the space of Borel probability measures on $\mathcal{X}$. Also, we denote the space of bounded, Borel measurable function $f : \mathcal{X} \to \mathbb{R}$ by $B_b(\mathcal{X})$. In the setting of Lemma A.1 the unique, global solution $X_{t,x}$ is a Markov process with respect to the filtration $\mathcal{F}_t$, and $(x, \omega) \mapsto X_{t,x}(\omega)$ is measurable for fixed $t \geq 0$. This allows one to define the transition probabilities $P_t^{\epsilon,\delta}(x, A) = \mathbb{P}(X_{t,x}^{\epsilon,\delta} \in A)$ and the associated Markov semigroup $P_t^{\epsilon,\delta} : B_b(\mathbb{R}^d) \to B_b(\mathbb{R}^d)$ by $P_t^{\epsilon,\delta}f(x) = \mathbb{E}f(X_{t,x}^{\epsilon,\delta})$. The next lemma is about the regularizing properties of $P_t^{\epsilon,\delta}$ and the uniqueness of its invariant measure.
Lemma A.2. Suppose that Assumptions 1 and 2 both hold. Then, the Markov semigroup $\mathcal{P}_t^{\epsilon, \delta} : B_b(\mathbb{R}^d) \to B_b(\mathbb{R}^d)$ is smoothing in the sense that if $f \in B_b(\mathbb{R}^d)$, then $\mathcal{P}_t^{\epsilon, \delta} f$ is smooth in space for each $t > 0$. Similarly, $(\mathcal{P}_t^{\epsilon, \delta})^* \mu$ has a smooth density with respect to Lebesgue measure for any $\mu \in \mathcal{M}(\mathbb{R}^d)$ and $t > 0$. Moreover, $\mathcal{P}_t^{\epsilon, \delta}$ admits a unique invariant measure $\mu_{\epsilon, \delta}$ and it has a smooth density $f_{\epsilon, \delta}$ satisfying

$$\sup_{\epsilon \in (0,1), \delta \in [0,1]} \int V(x)f_{\epsilon, \delta}dx \lesssim 1$$  \hspace{1cm} (A.10)$$

for any uniform Lyapunov function $V$.

Proof. For $\mu \in \mathcal{M}(\mathbb{R}^d)$, the measure $\mu_t = (\mathcal{P}_t^{\epsilon, \delta})^* \mu$ is a distributional solution to Kolmogorov forward equation

$$(\partial_t - \epsilon \delta \Delta - L_*^\epsilon) \mu_t = 0.$$  \hspace{1cm} (A.11)$$

Since $\{\epsilon Ax + \epsilon^\alpha Bx + N, Z_1, \ldots, Z_r\}$ satisfies the parabolic Hörmander condition, it is easy to see that $\partial_t - (\epsilon \delta \Delta + L_*^\epsilon)$ satisfies Hörmander’s condition on $\mathbb{R}^{d+1}$. Hence, the fact that $\mu_t$ has a smooth density with respect to Lebesgue measure for $t > 0$ is a direct consequence of Hörmander’s theorem [39]. Similarly, it is classical consequence of Itô’s formula that if $f \in C(\mathbb{R}^d)$, then $\mathcal{P}_t^{\epsilon, \delta} f$ is a distributional solution to the backward equation

$$(\partial_t - \epsilon \delta \Delta - L_*^\epsilon) \mathcal{P}_t^{\epsilon, \delta} f = 0.$$  \hspace{1cm} (A.12)$$

Using that $X_{t,x}^{\epsilon, \delta}$ has a smooth density with respect to Lebesgue measure for fixed $x$, one can show with a standard approximation argument that (A.12) holds when $f$ is just bounded and measurable. The regularity of $\mathcal{P}_t^{\epsilon, \delta} f$ for $f \in B_b(\mathbb{R}^d)$ then follows again by Hörmander’s theorem.

Existence of an invariant measure follows from the moment bound (A.4) and the Krylov-Bogoliubov theorem (see e.g. [Theorem 3.1.1, [14]]). Since $\mathcal{P}_t^{\epsilon, \delta}$ is strong Feller, to prove uniqueness it suffices to show that any invariant measure contains the origin in its support. This is a standard consequence of the dissipative structure of (A.1), the continuity with respect to the Wiener trajectory proven in Lemma A.1, and the fact that $\mathcal{P}(\sup_{0 \leq t \leq T} |W_t| \leq \epsilon') > 0$ for any $\epsilon', T > 0$. Lastly, the moment bound (A.10) is proven in the usual way by approximating $V$ with $\min(V, n)$ for $n \in \mathbb{N}$, iteratively applying (A.4), and then sending $n \to \infty$.

Remark 11. As a consequence of the uniqueness described in Lemma A.2, for any $\epsilon \in (0,1)$ and $\delta \in [0,1]$ the only probability measure $\mu$ solving

$$(L_*^\epsilon + \epsilon \delta \Delta) \mu = 0$$

in the sense of distributions is $\mu_{\epsilon, \delta}$.

An important qualitative result used in the proof of Theorem 1.2 is that the density of $\mu_{\epsilon, \delta}$ is in $L^2$. Since this is a distinctively PDE type estimate, it requires an argument beyond the classical probabilistic ones used above. The goal is essentially to make rigorous the computation in Remark 6.

Lemma A.3. In the setting and assumptions of Lemma A.2, the smooth density $f_{\epsilon, \delta}$ of $\mu_{\epsilon, \delta}$ is in $L^2$ whenever $\delta > 0$.

Proof. Fix $\epsilon, \delta > 0$. Let $X_{t,x}^{(n)}$ denote the unique, global solution with initial condition $x \in \mathbb{R}^d$ to the SDE (A.1) with $B$ and $N$ multiplied by a radially symmetric cutoff $\chi_n \in C_0^{\infty}(B_{2n})$ with $\chi(x) = 1$ for $|x| \leq n$. Let $\mathcal{P}_t^n$ denote the semigroup generated by $(X_{t,x}^{(n)})_{t \geq 0}$. Note that both $(\mathcal{P}_t^{(n)})^*$ and $(\mathcal{P}_t^{\epsilon, \delta})^*$ are well-posed on $L^1$ and preserve positivity by the well-posedness of the underlying stochastic flows.

Let $\rho \in C_0^{\infty}(B_1)$ be a probability density function with $\mu(dx) = \rho(x)dx$, $(\mathcal{P}_t^{\epsilon, \delta})^* \mu = \rho_t(x)dx$, and $(\mathcal{P}_t^{(n)})^* \mu = \rho_t^{(n)}(x)dx$. For all $\delta > 0$ and $n < \infty$, the Kolmogorov equation for $\rho_t^{(n)}$ is a compact perturbation
of a Fokker-Plank operator, and is thus well-posed on $L^2$ spaces with inverse Gaussian weights, in particular, for $\gamma$ sufficiently small, we have that $\rho(t, x) \in L^2$ for $\gamma > 0$. Using standard energy estimates, for all $\delta > 0$, $n < \infty$ one can further show finite-time propagation of the following norms (using the standard multi-index notation, $\alpha \in \mathbb{N}^d$),

\[
\|\rho\|_{N_k} = \sum_{|\alpha| \leq k} \|e^{(1+|\alpha|-\gamma|x|^2)}D^\alpha \rho\|_{L^2},
\]

again with an $n$-independent upper bound. Passing to the limit in $n \to \infty$ (using uniqueness for $\rho_t$) we see that $\rho_t^{(n)} \to \rho_t$ (up to extraction of a subsequence) strongly in $H^k$ for any $k < \infty$. This allows us to justify energy estimates on the equation for $\rho_t$, namely,

\[
\begin{aligned}
\begin{cases}
\partial_t \rho_t(x) = \L_\epsilon \rho_t(x) + \delta \Delta \rho_t(x) & (t, x) \in (0, \infty) \times \mathbb{R}^d \\
\rho_0(x) = \rho(x) & x \in \mathbb{R}^d.
\end{cases}
\end{aligned}
\] (A.13)

In particular, we have

\[
\frac{d}{dt}\|\rho_t\|_{L^2}^2 + \|\nabla \rho_t\|_{L^2}^2 \lesssim \delta \|\rho_t\|_{L^2}^2.
\] (A.14)

Applying the Gagliardo-Nirenberg inequality and $\int \rho_t = 1$ we can then show with an estimate analogous to the one in Remark 6 that

\[
\int_0^t \|\rho_s\|_{H^1} ds \lesssim t + \int_0^t \|\nabla \rho_s\|_{L^2} ds \lesssim t.
\] (A.15)

For $n \geq 1$ we define the probability density function

\[
\rho_{n, KB} = \frac{1}{n} \int_0^n \rho_s ds.
\]

By (A.15), the sequence $\{\rho_{n, KB}\}_{n=1}^\infty$ is uniformly bounded in $H^1$, and so passing to a subsequence (which we do not relabel) we obtain a limit $\rho_\infty \in H^1$ with $\lim_{n \to \infty} \rho_{n, KB} = \rho_\infty$ weakly in $H^1$ and strongly in $L^2$ on compact subsets. We may also assume that $\rho_{n, KB} \to \rho_\infty$ pointwise a.e., so $\rho_\infty \geq 0$ a.e. Moreover, due to (A.4) there holds $\sup_{t \geq 0} \int e^{\gamma|x|^2} \rho_t(x) dx < \infty$ for $\gamma > 0$ small enough, which when combined with the strong $L^2_{\text{loc}}$ convergence $\rho_{n, KB} \to \rho_\infty$ implies that $\int \rho_\infty = 1$. Similar to the proof of the Krylov-Bogoliubov theorem we can show that $\rho_\infty$ solves $(\L_\epsilon + \delta \Delta)\rho_\infty = 0$ in the sense of distributions. By the uniqueness described in Lemma A.2 we conclude that $f_{\epsilon, \delta} = \rho_\infty \in H^1$, which completes the proof. \(\square\)

Next, we have a lemma regarding the elliptic regularization, which justifies our approximation arguments with $f_{\epsilon, \delta}$.

**Lemma A.4.** For all $\epsilon > 0$, $k \geq 0$, and $R > 0$,

\[
\sup_{\delta \in [0, 1]} \|f_{\epsilon, \delta}\|_{H^k(B_R)} \lesssim_{k, \epsilon, R} 1.
\] (A.16)

For each fixed $\epsilon > 0$ there holds, for all $k \geq 0$ and $R > 0$,

\[
\lim_{\delta \to 0} \|f_{\epsilon, \delta} - f_{\epsilon}\|_{H^k(B_R)} = 0.
\] (A.17)

**Proof.** Let $s \in (0, 1)$ be given as in Lemma 3.1. Let $k \leq sJ$ for $J \in \mathbb{N}$ fixed and define a decreasing sequence of radially-symmetric, smooth cutoff functions $\chi_{J}$ which satisfy $\chi_{J}(x) = 1$ for $|x| \leq R + J - j$ and $\chi_{J}(x) = 0$ for $|x| > R + J - j + 1$. Define $\langle \nabla \rangle^s$ as the Fourier multiplier

\[
\langle \nabla \rangle^s u(x) = \left(1 + |\xi|^2\right)^{s/2} \hat{u}(\xi).
\]
Let $v_0 = \chi_0 f_{\epsilon, \delta}$ and $v_j = \langle \nabla \rangle^{s_j} \chi_j f_{\epsilon, \delta}$. Then,

$$
\epsilon \delta \Delta v_j + L^*_\epsilon v_j + \langle \nabla \rangle^{s_j} [\chi_j, \epsilon \delta \Delta + \epsilon \sum_{k=1}^r Z^2_k] f_{\epsilon, \delta} + \langle \nabla \rangle^{s_j} [\chi_j, A x \cdot \nabla] f_{\epsilon, \delta} + C_j = 0,
$$

(A.18)

where we denote

$$
C_j = [\langle \nabla \rangle^{s_j}, Z_{0,\epsilon} \cdot \nabla] \chi_j f_{\epsilon, \delta}.
$$

Note that

$$
\epsilon \delta \|\nabla v_j\|^2_{L^2} + \epsilon \sum_{k=1}^r \|Z_k v_j\|^2_{L^2} \lesssim_{R,k} \|v_j\|^2_{L^2} + 1_{j \geq 1} \|\langle \nabla \rangle^s v_{j-1}\|^2_{L^2} + \|f_{\epsilon, \delta}\|^2_{L^2} + \left| \int v_j C_j dx \right|.
$$

(A.20)

To bound the term involving $C_j$, we first rewrite it on the Fourier side to obtain

$$
\int \left| v_j C_j dx \right| \lesssim \int \int |\hat{v}_j(\xi)| \langle \xi \rangle^{s_j} - \langle \eta \rangle^{s_j} ||\chi Z_{0,\epsilon}(\xi - \eta)||\langle \chi \rangle f_{\epsilon, \delta}(\eta)| d\eta d\xi,
$$

(A.21)

where $\chi \in C^\infty_0(\mathbb{R}^d)$ is a smooth cutoff with $\chi(x) = 1$ for all $|x| \leq R + J + 2$. By splitting the integral between the regions $|\xi - \eta| > |\eta|/2, |\xi - \eta| \leq |\eta|/2$ and using the mean value theorem in the latter piece to deduce $|\langle \xi \rangle^{s_j} - \langle \eta \rangle^{s_j}| \lesssim |\xi - \eta|^{s_j-1}$ we can show

$$
\int \left| v_j C_j dx \right| \lesssim \|v_j\|^2_{L^2} \left( \|v_j\|^2_{L^2} + \|f_{\epsilon, \delta}\|^2_{L^2} \right).
$$

(A.22)

Pairing (A.18) with test functions similarly gives

$$
\|Z_{0,\epsilon} v_j\|_{L^2} \lesssim \|v_j\|^2_{L^2} + \|f_{\epsilon, \delta}\|^2_{L^2} + 1_{j \geq 1} \|\langle \nabla \rangle^s v_{j-1}\|^2_{L^2}.
$$

(A.23)

Therefore, by Lemma 3.1, we have, independent of $\delta$,

$$
\|v_j\|_{H^s} \lesssim \|v_j\|^2_{L^2} + 1_{j \geq 1} \|\langle \nabla \rangle^s v_{j-1}\|^2_{L^2} + \|f_{\epsilon, \delta}\|^2_{L^2} \lesssim \|f_{\epsilon, \delta}\|^2_{L^2} + 1_{j \geq 1} \|v_{j-1}\|_{H^s}. \tag{A.24}
$$

Iterating gives (A.16). From there, to deduce (A.17) we first use compact embedding to extract a subsequence $\{f_{\epsilon, \delta_n}\}_{n=1}^\infty$ with $\delta_n \to 0$ and a limit $f_{\epsilon, 0} \in C^\infty$ with $\lim_{n \to \infty} f_{\epsilon, \delta_n} = f_{\epsilon, 0}$ in $H^k_{loc}$ for every $k$. Clearly, $f_{\epsilon, 0} \geq 0$ and $L^*_\epsilon f_{\epsilon, 0} = 0$. Moreover by (A.10) we have $\int f_{\epsilon, 0} = 1$. Hence, $f_{\epsilon, 0} = f_\epsilon$ by uniqueness, which completes the proof. \hfill \Box

We conclude with a qualitative lower bound for $f_{\epsilon, \delta}$ that holds for $\epsilon \gtrsim 1$.

**Lemma A.5.** Suppose that Assumption 3 holds. Then, for any $R \geq 1$ and $\epsilon_* \in (0, 1)$ there exists $C(\epsilon_*, R) > 0$ such that

$$
\inf_{\epsilon \in [\epsilon_*, 1]} \inf_{\delta \in [0, 1]} \inf_{|x| \leq R} f_{\epsilon, \delta}(x) \geq C. \tag{A.25}
$$

**Proof.** First, note that $f_{\epsilon, \delta}$ is strictly positive for all $\epsilon \in (0, 1), \delta \in [0, 1]$. Indeed, $f_\epsilon > 0$ by assumption, and the fact that $f_{\epsilon, \delta} > 0$ when $\delta > 0$ follows from the classical elliptic Harnack inequality. Now, if the claim is false, then using (A.16) and the argument used to prove (A.17) we can obtain $(\epsilon_0, \delta_0, x_0) \in [\epsilon_*, 1] \times [0, 1] \times B_R$ such that $f_{\epsilon_0, \delta_0}(x_0) = 0$, which contradicts $f_{\epsilon_0, \delta_0} > 0$. \hfill \Box
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