Matching conditions in locally rotationally symmetric spacetimes and radiating stars
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Abstract

We recast the well known Israel–Darmois matching conditions for locally rotationally symmetric (LRS-II) spacetimes using the semitetrad $1 + 1 + 2$ covariant formalism. This demonstrates how the geometrical quantities including the volume expansion, spacetime shear, acceleration and Weyl curvature of two different spacetimes are related at a general matching surface inheriting the symmetry, which can be timelike or spacelike. The approach is purely geometrical and depends on matching the Gaussian curvature of two-dimensional sheets at the matching hypersurface. This also provides the constraints on the thermodynamic quantities on each spacetime so that they can be matched smoothly across the surface. As an example we regain the Santos boundary conditions and model of a radiating star matched to a Vaidya exterior in general relativity.
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1. Introduction

Matching two regions of spacetime across a hypersurface has a long history in general relativistic setting, with several researchers contributing towards the understanding of the nature of matching conditions. One of the principal astrophysical application of this study is modelling a radiating star that must satisfy the Einstein field equations across all regions, without having a discontinuity at the boundary that may make the system unstable. For a review of known results with variety of physical applications see [1–4]. An important advance was made by Santos [4] who showed that an internal spherically symmetric heat conducting source can be
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matched across a comoving timelike hypersurface to an external radiating atmosphere modelled by the Vaidya geometry. The internal matter distribution can be generalised to include anisotropic stresses [5–8] and also an electromagnetic field [9–12]. Similarly, the external radiating atmosphere can also be generalised to a specific combination of radiation and perfect fluids, modelled by the generalised Vaidya metric [13]. Several exact models of radiating stars have been found in recent times [14–19]. Also Abebe and Maharaj [19], among others, have applied the Lie analysis of the differential equations to find new dissipating models with an equation of state. All of these radiating models depend critically on the Santos boundary condition, which is a non-linear differential equation.

The matching of two spacetime regions requires that the field equations are continuous across the boundary. Just like in electromagnetism we match the potential and the normal derivative of the potential across the boundary so that the Maxwell equations remain continuous. In general relativity, we match the gravitational potential (the metric) and the Lie derivative along the normal (the extrinsic curvature). In general this is a complicated process that requires introducing intrinsic coordinates on the hypersurface, calculation of extrinsic curvature and application of the Einstein field equations. The analysis is extremely technical and it is not surprising that researchers largely restrict attention to the spherically symmetric spacetimes with specific matter distributions. The main purpose of this paper are as follows: firstly we show that a proper matching is possible for a wide class of spacetimes, of which spherical symmetry is a special case. This is achieved in locally rotationally symmetric-II (LRS-II) class of spacetimes with general matter distributions. Secondly we seek to simplify the matching process and use only the Israel–Darmois matching conditions via local semitetrad decomposition of the spacetimes. Thirdly, we establish a purely geometrical basis for the matching. We find the Gaussian curvature of the two dimensional foliation of the matching hypersurface is one of the fundamental quantities that determines the matching. The physically important result of Santos [4] is then recovered as a special case.

The paper is organised as follows: in section 2 we discuss the Israel–Darmois matching conditions. In the next section we introduce the geometrical semitetrad 1+1+2 decomposition of the spacetimes and write down the field equations for LRS-II spacetimes. In section 4 we write down the matching conditions in terms of the geometrical and thermodynamic 1+1+2 quantities, and their consistency for timelike matching hypersurface. In the next section we follow the same procedure for a spacelike matching hypersurface for completeness. And finally, in section 6, we use this geometrical approach to recover the well known result of matching a radiating spherical star with a Vaidya exterior.

2. Israel–Darmois matching conditions

Historically, the matching conditions of two spacetimes across a hypersurface was first worked out by Darmois [20], which was later further developed by Lichnerowicz [21], Israel [22], Clarke and Dray [23], and Mars, Senovilla and Fayos [24, 25]. A similar study was extended to higher genus topological black hole by Mena and Oliviera [26]. The key idea of this matching problem is as follows: let us have two disjoint spacetime manifolds, \( V^+(g^+) \) with an imbedded boundary three-hypersurface \( S^+ \) and \( V^-(g^-) \) with an imbedded boundary three-hypersurface \( S^- \). We further assume that there is a \( C^3 \) diffeomorphism from \( S^- \) to \( S^+ \). This means that there is a three times continuously differentiable invertible function which maps from \( S^- \) to \( S^+ \). Let the disjoint union of \( V^- \) to \( V^+ \), which have points that are related through the diffeomorphism identified, be the complete spacetime, which we shall denote as \( \bar{V}_g \). The images of \( S^- \) and \( S^+ \) in \( \bar{V}_g \) shall be noted by \( \bar{S} \). This issue now is if \( V^+ \) and \( V^- \) can be joined in such a manner that \( \bar{V}_g \) has a Lorentzian geometry with Einstein field equations well defined. As shown clearly
in [22, 23], this is possible if and only if $S^+$ and $S^-$ are isometrical with respect to their first fundamental form $h^+$ and $h^-$ (the induced metric on the hypersurface via the embedding) which have been derived from $g^+$ and $g^-$ respectively, as in this case there is a natural continuous extension of the metric $g$ to the entire $V_4$.

Thus, from the point of view of $V_4^+(g^+)$ and $V_4^-(g^-)$, there are two embeddings: $x_+^a = x_+^a(\xi^a)$ of $S^+$, where $\xi^a$ are intrinsic coordinates for $S$ and $x_0^a$ are local coordinates for $V^\pm$. As explained in [30], if $x_+^a$ (where $\mu$ runs from 1 . . . 4), are the local coordinates from an oriented atlas of $V^\pm$, such that the imbedding is defined by the equation $x_1^\pm = 0$ and the normal to the hypersurface $S^\pm$, 'n$\pm$' is given by $n_{\pm} = A \, dx_1^\pm$ (where $A > 0$ is any scalar function), then $(x^2, x^3, x^4)$ are the oriented local coordinates on the imbedding.

There requirement that the first fundamental forms must match is

$$h^+_{ab} = h^-_{ab}, \quad (1)$$

where from [22–24]

$$h^\pm_{ab} = g^\pm_{\mu\nu}(x_\pm(\xi)) \frac{\partial x_\mu^a(\xi)}{\partial \xi^a} \frac{\partial x_\nu^b(\xi)}{\partial \xi^b}. \quad (2)$$

Note that $h_{ab}$ is the three-metric on $S$.

Equation (1) is an important condition for the calculation of the Riemann tensor distribution and its contractions. The singular part of this tensor distribution is proportional to the Dirac one-form distribution $\delta_v$ which is linked with $S$. Therefore this singular part describes an infinite discontinuity at $S$. For a smooth matching, these infinite discontinuities needs to be avoided in matter and curvature tensors. This occurs if and only if the second fundamental form of $S$ match, that is

$$\chi^-_{ab} = \chi^+_{ab}, \quad (3)$$

where

$$\chi^\pm_{ab} = -n^\pm_{\nu} \left( \frac{\partial^2 x_\nu^a(\xi)}{\partial \xi^a \partial \xi^b} + \Gamma_{\nu\rho\lambda}^{\pm} \frac{\partial x_\rho^a(\xi)}{\partial \xi^a} \frac{\partial x_\lambda^b(\xi)}{\partial \xi^b} \right). \quad (4)$$

Here $n^\pm_{\nu}$ are the components of the normal to the hypersurface on both sides. Note that $\Gamma_{\rho\nu}^{\mu}$ is the Christoffel symbol of the second kind, and it represents the metric connection coefficients which are given by

$$\Gamma_{\rho\nu}^{\mu} = \frac{1}{2} g^{\mu\lambda} (g_{\nu,\lambda} + g_{\lambda,\nu} - g_{\nu,\lambda},) \quad (5)$$

where a comma denotes partial differentiation. Thus to match two spacetimes across their common boundary, the matching conditions (1) and (3) must be satisfied.

In the subsequent sections we recast the above matching conditions in terms of geometrical and thermodynamic variables for LRS-II spacetimes, using semi-tetrad $1 + 1 + 2$ covariant formalism. This gives a beautiful physical interpretation of the quantities that should be continuous across the matching surface $S$, where $S$ can be timelike or spacelike.

### 3. Semi-tetrad decomposition of LRS-II spacetimes

A spacetime manifold $(V, g)$ is called locally isotropic, if every point $p \in (V, g)$ has a continuous non-trivial isotropy group. When this group consists of spatial rotations the spacetime is
called *locally rotationally symmetry* or LRS [28]. Within LRS spacetime, there exists a unique, preferred spatial direction at each point and this preferred direction is covariantly defined. This direction results in a local axis of symmetry, such that all observations are identical under rotation about it. LRS-II is a subclass of LRS spacetimes that is free of rotation. By the symmetry of LRS-II, we can covariantly decompose the spacetimes using a unit timelike vector $u^a$ along the fluid flow lines and a unit spacelike vector $e^a$ along the preferred spatial direction.

With respect to a timelike congruence, the spacetime can be locally decomposed into space and time. The timelike congruence is defined by the flow lines, with the *four-velocity* as [29]

$$u^a = \frac{dx^a}{d\tau}, \quad u^a u_a = -1, \quad (6)$$

where $\tau$ is the *proper time* measured along the flow lines. Given the four-velocity $u^a$, we have unique parallel and orthogonal *projection tensor*

$$U_b^a = -u^a u_b, \quad h_b^a = g_b^a + u^a u_b, \quad (7)$$

where $h_b^a$ is the projection tensor that projects any 4-D vector or tensor onto the three-space orthogonal to `$u^a$', that determines the following identities

$$h_b^a u^b = h_b^a u_a = 0, \quad h_b^a h_b^c = h_b^a, \quad h_{ab} = g_{cb} h_b^c. \quad (8)$$

The volume element of this three-space is given as $\epsilon_{abc} = \eta_{abcd} u^d$, where $\eta_{abcd}$ is the usual volume element of four-space.

This decomposition naturally gives two directional derivatives: the vector $u^a$ is used to define the covariant time derivative along the flow lines (denoted by dot) for any tensor $S_{a..b..}^{...c..d..}$, given by

$$\dot{S}_{a..b..}^{...c..d..} = u^e \nabla_e S_{a..b..}^{...c..d..}, \quad (9)$$

and the tensor $h_{ab}$ is used to define the fully *orthogonally projected covariant* derivative $D$ for any tensor $S_{a..b..}^{...c..d..}$

$$D_a S_{b..c..}^{...d..} = h_a^b h_c^d \ldots h_c^d h_a^b \nabla_a S_{c..d..}^{...b..}, \quad (10)$$

with total projection on all free indices. Therefore, the covariant derivative of $u^a$ is decomposed as

$$\nabla_a u_b = -u_a A_b + \frac{1}{3} \Theta h_{ab} + \sigma_{ab} + \epsilon_{abc} \omega^c, \quad (11)$$

where $A_b = u_b$ is the acceleration, $\Theta = D_a u^a$ is the expansion, $\sigma_{ab} = D_a (u^b)$ is the shear tensor that denotes the distortion and $\omega^a$ is the vorticity vector denoting the rotation. The Weyl curvature tensor is also split relative to $u^a$ into the *electric* and *magnetic Weyl curvature* parts as

$$E_{ab} = C_{abcd} u^c u^d = E_{(ab)}; \quad H_{ab} = \frac{1}{2} \epsilon_{abc} C_{d..b..c..}^{...d..} u^c = H_{(ab)}. \quad (12)$$

Here the angle brackets denote the projected trace-free part. Similarly, the energy–momentum tensor of matter is decomposed as follows

$$T_{ab} = \mu u_a u_b + q_a u_b + q_b u_a + p h_{ab} + \pi_{ab}, \quad (13)$$
where \( \mu = T_{ab}u^au^b \) is the energy density, \( p = (1/3)\epsilon^{ab}T_{ab} \) is the isotropic pressure, \( q_a = q_{(a)} = -h^a_bT_{ab}u^b \) is the three-vector that defines the heat flux and \( \pi_{ab} = \pi_{(ab)} \) is the anisotropic stress.

The \( 1+1+2 \) decomposition of spacetime [27] is a natural extension of the \( 1+3 \) formalism in which the three-space is further decomposed with respect to a given spatial direction. In the \( 1+1+2 \) approach, the spacetime is further split through the use of a preferred spatial vector \( e^a \) which is orthogonal to \( u^a \). We now choose a spacelike vector field \( e^a \) such that

\[
e^ae_a = 1, \quad u^ae_a = 0.
\]

The new projection tensor is given by

\[
N_{ab}^a \equiv h_{ab}^a - e^ae_b = g_{ab}^a + u^au_b - e^ae_b
\]

which project vectors orthogonal to \( e^a \) and \( u^a \) onto a two-surface called sheet. Thus

\[
e^aN_{ab} = 0 = u^aN_{ab}, \quad N_{aa}^a = 2.
\]

This \( 1+1+2 \) splitting of the spacetime gives rise to the new directional derivatives along \( e^a \) and on the two-surface:

- The hat derivative is the spatial derivative along the vector field \( e^a \): for any three-tensor \( \psi_{\cd\cd} \)

\[
\hat{\psi}_{\cd\cd} = e^fD^f\psi_{\cd\cd}.
\]

- The delta derivative is the projected derivative onto the sheet by \( N_{ab}^a \), with projection on all free indices: for any three-tensor \( \psi_{\cd\cd} \)

\[
\delta e\psi_{\cd\cd} = N_{ab}^a N_{cd} eD^d\psi_{\cd\cd}.
\]

In the \( 1+1+2 \) splitting, the four-acceleration, vorticity and shear split as follows

\[
\dot{u}^a = A^e + A^a, \\
\omega^a = \Omega^e + \Omega^a, \\
\sigma_{ab} = \Sigma_{ab} + 2\Sigma_{(a)e_b} + \Sigma_{ab}.
\]

For the electric and magnetic Weyl tensors we get

\[
E_{ab} = E_{ab} + 2\Sigma_{(a)e_b} + \Sigma_{ab},
\]

\[
H_{ab} = H_{ab} + 2\Sigma_{(a)e_b} + \Sigma_{ab}.
\]

Similarly, the fluid variable \( q^a \) and \( \pi_{ab} \) may be split as

\[
q^a = Q^e + Q^a, \\
\pi_{ab} = \Pi_{ab} + \Pi_{(a)e_b} + \Pi_{ab}.
\]

We can decompose the covariant derivative of \( e^a \) in the direction orthogonal to \( u^a \) into it is irreducible parts giving

\[
D_ee_b = e_au_b + \frac{1}{2}\phi N_{ab} + \xi e_{ab} + \zeta_{ab}.
\]
We see that on the three-space, moving along the preferred vector $e^a$, $\phi$ represents the expansion of the sheet, $\zeta_{ab}$ is the shear of $e^a$ (i.e. the distortion of the sheet) and $d^a$ its acceleration. We can also interpret $\xi$ as the vorticity associated with $e^a$ so that it is a representation of the ‘twisting’ or rotation of the sheet.

The full covariant derivatives of vector fields $e_a$ and $u_a$ can now split into

\[
\nabla_au_b = -u_a(\mathcal{A}e_b + \mathcal{A}_b) + e_a(e_b + \frac{1}{3}\Theta + \Sigma) + \Omega\xi_{ab}.
\]

\[
+ e_a(\Sigma_b - \zeta_{b1}) + e_b(\Sigma_a - \zeta_{a1}) + N_{ab} \left( \frac{1}{3}\Theta - \frac{1}{2}\Sigma \right) + \Sigma_{ab}, \quad (25)
\]

\[
\nabla_a e_b = -\mathcal{A}_a u_b - u_a \xi_{ab} + e_a \xi_{ab} + \frac{1}{2} \phi N_{ab} + \Theta_{ab}.
\]

By symmetry of LRS-II spacetimes we can easily see that the sheet components of all the vectors and tensor quantities vanish identically. Thus, the set quantities that fully describe LRS-II spacetime are \{\mathcal{A}, \Theta, \phi, \Sigma, E, \mu, p, \Pi, Q\}.

Decomposing the Ricci identities for $u^a$ and $e^a$ and the doubly contracted Bianchi identities, we can get the following field equation for LRS spacetime (here $\Lambda$ is the cosmological constant):

**Propagation:**

\[
\dot{\phi} = -\frac{1}{2} \phi^2 + \left( \frac{1}{3}\Theta + \Sigma \right) \left( \frac{2}{3}\Theta - \Sigma \right) - \frac{2}{3}(\mu + \Lambda) - E - \frac{1}{2}\Pi, \quad (27)
\]

\[
\dot{\Sigma} = -\frac{2}{3} \phi \Sigma - \mathcal{Q}, \quad (28)
\]

\[
\dot{E} - \frac{1}{3} \mu + \frac{1}{2} \Pi = -\frac{3}{2} \phi \left( \frac{2}{3}\Sigma - \Theta \right) + \left( \frac{1}{2}\Sigma - \frac{1}{3}\Theta \right) \mathcal{Q}. \quad (29)
\]

**Evolution:**

\[
\dot{\phi} = -\left( \frac{1}{2} \phi \right) \left( \mathcal{A} - \frac{1}{2} \phi \right) + \mathcal{Q}, \quad (30)
\]

\[
\dot{\Sigma} = -\frac{2}{3} \phi \Sigma - \mathcal{A} \phi + 2 \left( \frac{1}{3}\Theta - \frac{1}{2}\Sigma \right)^2 + \frac{1}{3}(\mu + 3p - 2\Lambda) - E - \frac{1}{2}\Pi, \quad (31)
\]

\[
\dot{\mathcal{E}} - \frac{1}{3} \mu + \frac{1}{2} \Pi = \frac{3}{2} \Sigma - \Theta \left( \mathcal{E} + \frac{4}{3} \left( \frac{2}{3}\Sigma - \Theta \right) \Pi + \frac{1}{2} \phi \mathcal{Q} - \frac{1}{2}(\mu + p) \left( \Sigma - \frac{2}{3}\Theta \right) \right). \quad (32)
\]

**Propagation/evolution:**

\[
\dot{\mathcal{A}} = -\phi \left( \mathcal{A} + \phi \right) + \mathcal{A} + \frac{1}{3}\Theta^2 + \frac{3}{2}\Sigma^2 + \frac{1}{2}(\mu + 3p - 2\Lambda), \quad (33)
\]

\[
\dot{\mu} + \dot{Q} = -\phi \left( \mathcal{A} + \phi \right) + (\phi + 2A)\mathcal{Q} - \frac{3}{2}\Sigma^2 \Pi \quad (34)
\]

\[
\dot{Q} + \dot{\mu} + \mathcal{Q} = -\frac{3}{2} \phi \left( \mathcal{A} + \phi \right) \Pi - \left( 4 \mathcal{A} \right) \Pi - \left( \frac{2}{3}\Theta + \Sigma \right) \mathcal{Q} - (\mu + p) \mathcal{A}. \quad (35)
\]
The Gaussian curvature $K$ of the two-sheet is defined in terms of the Ricci scalar of the two sheet as $2R_{ab} = KN_{ab}$ and can be written in terms of the covariant scalars as

$$K = \frac{1}{3} (\mu + \Lambda) - \mathcal{E} - \frac{1}{2} \Pi + \frac{1}{4} \phi^2 - \left( \frac{1}{3} \Theta - \frac{1}{2} \Sigma \right)^2.$$  \hspace{1cm} (36)

Thus, the evolution and propagation equation for the Gaussian curvature $K$ are

$$\dot{K} = - \left( \frac{2}{3} \Theta - \Sigma \right) K,$$  \hspace{1cm} (37)

$$\dot{\tilde{K}} = - \phi \tilde{K}.$$  \hspace{1cm} (38)

4. Matching conditions for LRS-II spacetimes: timelike matching surface

Let us consider two regions of spacetime, both having LRS-II symmetry and they are matched across a non-compact hypersurface $S$. We consider $S$ to inherit the LRS II symmetry, in the sense that all sheet components vanish identically on $S$. In the case of spherical symmetry we can then easily describe $S$ as a curve on $[u, e]$ plane, with each point on the curve representing the surface of a two-sheet. We describe the two matching regions as region 1 and region two respectively. All the geometrical and thermodynamic quantities in region two will be denoted by the usual variables with a tilde. For example: the metric tensor in region 1 is given by

$$g_{ab} = -u_a u_b + e_a e_b + N_{ab}.$$  \hspace{1cm} (39)

while that of region two is given by

$$\tilde{g}_{ab} = -\tilde{u}_a \tilde{u}_b + \tilde{e}_a \tilde{e}_b + \tilde{N}_{ab}.$$  \hspace{1cm} (40)

We will now consider two distinct cases: (a) when the normal to the matching hypersurface $S$ is spacelike and (b) when it is timelike. We will explicitly write down the Israel–Darmois condition for all two cases and extract the scalar equations in terms of the geometrical variables of LRS-II spacetimes from them. This will then transparently show us, the behaviour of these geometrical and thermodynamic quantities across the hypersurface (table 1).

Let us first suppose the unit normal to $S$ is spacelike. This situation corresponds to the boundary matching hypersurface of a dynamic spherical star with the exterior spherically symmetric spacetime. Let $n_a$ be the unit normal in region 1 to the matching timelike hypersurface $S$. Since $S$ is taken to inherit the LRS-II symmetry, the unit normal is given as

$$n_a = \alpha u_a + \beta e_a.$$  \hspace{1cm} (41)
where $\alpha$ and $\beta$ are functions of the curve parameters of integral curves of $u^a$ and $e^a$ respectively, with the normalisation condition $\beta = \pm \sqrt{1 + \alpha^2}$. Similarly in region 2, let $\tilde{n}_a$ be the unit normal to $S$. Thus we have

$$\tilde{n}_a = \tilde{\alpha}u_a + \tilde{\beta}\tilde{e}_a,$$

(42)

where $\tilde{\alpha}$ and $\tilde{\beta}$ are functions of the curve parameters of integral curves of $\tilde{u}^a$ and $\tilde{e}^a$ respectively, with the normalisation condition $\tilde{\beta} = \pm \sqrt{1 + \tilde{\alpha}^2}$. Since both $n_a$ and $\tilde{n}_a$ are spacelike, we make use of (39) and (41), to get the first fundamental form on the boundary $S$ is in region 1 as

$$h_{ab} = g_{ab} - n_a n_b$$

$$= -(1 + \alpha^2)u_a u_b + (1 - \beta^2)e_a e_b - \alpha\beta u_a e_b - \alpha\beta e_a u_b + N_{ab},$$

(43)

where $\beta = \pm \sqrt{1 + \alpha^2}$. Likewise, using (40) and (42), the first fundamental form on $S$ in region 2 is

$$\tilde{h}_{ab} = \tilde{g}_{ab} - \tilde{n}_a \tilde{n}_b$$

$$= -(1 + \tilde{\alpha}^2)\tilde{u}_a \tilde{u}_b + (1 - \tilde{\beta}^2)\tilde{e}_a \tilde{e}_b - \tilde{\alpha}\tilde{\beta} \tilde{u}_a \tilde{e}_b - \tilde{\alpha}\tilde{\beta} \tilde{e}_a \tilde{u}_b + \tilde{N}_{ab},$$

(45)

with the constraint $\tilde{\beta} = \pm \sqrt{1 + \tilde{\alpha}^2}$.

Now the second fundamental form in regions 1 and 2 are defined as follows

$$\chi_{ab} = \tilde{h}_{i\alpha} h_{\beta j} \nabla_i n_j,$$ $$\tilde{\chi}_{ab} = \tilde{h}_{i\alpha} \tilde{h}_{\beta j} \nabla_i \tilde{n}_j.$$ (46)

Noting that for any scalar $\lambda$ in a spacetime with LRS-II symmetry, we can write

$$\nabla_a \lambda = -\lambda u_a + \lambda e_a.$$ (47)

Using (47) we can immediately see that

$$\nabla_b n_a = (-\dot{\alpha} - \beta A) u_a u_b + \left[ \alpha \left( \frac{1}{3} \Theta + \Sigma \right) + \beta \right] e_a e_b + \left[ \beta \left( \frac{1}{3} \Theta + \Sigma \right) + \tilde{\alpha} \right] u_a e_b$$

$$+ \left[ \beta \left( \frac{1}{3} \Theta + \Sigma \right) + \frac{1}{2} \tilde{\beta} \phi \right] N_{ab}.$$ (48)

Therefore using (43) and (46), we have

$$\chi_{ab} = u_a u_b \left[ - (1 + \alpha^2)^2 \dot{\alpha} + \alpha\beta(1 + \alpha^2)\dot{\beta} - \alpha\beta(1 + \alpha^2)\tilde{\alpha} 
+ \alpha^2 \beta^2 \beta - \beta A(1 + \alpha^2) - \alpha \beta^2 \left( \frac{1}{3} \Theta + \Sigma \right) \right] + e_a e_b \left[ - \alpha^2 \beta^2 \dot{\alpha} 
- \alpha \beta(1 - \beta^2) \dot{\beta} + \alpha \beta(1 - \beta^2) \tilde{\alpha} + (1 - \beta^2)^2 \beta - \alpha^2 \beta A 
+ \alpha(1 - \beta^2) \left( \frac{1}{3} \Theta + \Sigma \right) \right] + u_a e_b \left[ - 2 \alpha \beta(1 + \alpha^2) \dot{\alpha} + 2 \alpha \beta(1 - \beta^2) \dot{\beta} 
+ (-\alpha^2 \beta^2 + (1 + \alpha^2)(1 - \beta^2)) \dot{\alpha} + (\alpha^2 \beta^2 - (1 + \alpha^2)(1 - \beta^2)) \dot{\beta} - \alpha A(\beta^2 + (1 + \alpha^2)) \right] + \beta(1 - \beta^2) - \alpha \beta \left( \frac{1}{3} \Theta + \Sigma \right) \right] + N_{ab} \left[ \alpha \left( \frac{1}{3} \Theta + \frac{1}{2} \Sigma \right) + \frac{1}{2} \tilde{\beta} \phi \right].$$ (49)
with the constraint $\beta = \pm \sqrt{1 + \alpha^2}$. We have a similar result for region 2. First we replace the dot and hat derivative with the circle and bar derivative respectively. The circle derivative arises from using the operator $\tilde{u}^a \nabla_a$ while the bar derivative arises from using the operator $\tilde{e}^a D_a$. Thus for region 2 (47) becomes

$$\nabla_a \tilde{\lambda} = -\tilde{\lambda} u_a + \tilde{\lambda} e_a,$$  \hspace{1cm} (50)

Applying (50), (46) becomes

$$\tilde{\chi}^{ab} = \tilde{u}^{a} \tilde{u}^{b} \left[ -(1 + \tilde{\alpha}^2) \tilde{\lambda} + \tilde{\alpha} \tilde{\beta}(1 + \tilde{\alpha}^2) \tilde{\beta} - \tilde{\alpha} \tilde{\beta}(1 + \tilde{\alpha}^2) \tilde{\alpha} + \tilde{\alpha}^2 \tilde{\beta} \tilde{\alpha} + \tilde{\alpha} \tilde{\beta} \tilde{\alpha}^2 \right] + \tilde{e}_a \tilde{e}_b \left[ -\tilde{\alpha}^2 \tilde{\beta} \tilde{\alpha} + \tilde{\alpha} \tilde{\beta}(1 + \tilde{\alpha}^2) \tilde{\beta} - \tilde{\alpha} \tilde{\beta}(1 + \tilde{\alpha}^2) \tilde{\alpha} + \tilde{\alpha} \tilde{\beta} \tilde{\alpha}^2 \right]$$

$$+ \tilde{N}_{ab} \left[ \tilde{\alpha} \left( \tilde{\Theta} - \frac{1}{2} \tilde{\Sigma} \right) + \frac{1}{2} \tilde{\phi} \right],$$  \hspace{1cm} (51)

with the constraint $\tilde{\beta} = \pm \sqrt{1 + \tilde{\alpha}^2}$.

On the boundary hypersurface: the Israel–Darmois matching conditions are now given as

$$h_{ab} = \tilde{h}_{ab}; \hspace{1cm} \chi_{ab} = \tilde{\chi}_{ab}.$$  \hspace{1cm} (52)

4.1. Extracting the scalar equations: matching the geometrical quantities

To extract the relevant $1 + 1 + 2$ scalar equations from the above conditions (52), we note the following important observations: keeping with the symmetry of LRS spacetime on both sides of the matching hypersurface, we must have the metric on the two dimensional sheets foliating the matching three-surface exactly same as calculated from the both sides. That is, we must have

$$N_{ab} = \tilde{N}_{ab},$$  \hspace{1cm} (53)

on the boundary. In other words, the spherical two-surfaces are the same on the boundary if we approach it from either side. This gives two scalar equations that must be satisfied on the boundary:

$$N^{ab} \chi_{ab} = \tilde{N}^{ab} \tilde{\chi}_{ab},$$  \hspace{1cm} (54)

and

$$(\tilde{N}^{ab} - N^{ab}) \chi_{ab} = (\tilde{N}^{ab} - \tilde{N}^{ab}) \tilde{\chi}_{ab},$$  \hspace{1cm} (55)

This brings us to the following important proposition:
Proposition 1. The expansion, shear and sheet-expansion in both regions must satisfy the following constraint on the timelike boundary hypersurface $S$:

$$\beta \phi - \alpha \left( \Sigma - \frac{2}{3} \Theta \right) = \tilde{\beta} \tilde{\phi} - \tilde{\alpha} \left( \hat{\Sigma} - \frac{2}{3} \hat{\Theta} \right).$$ \hspace{1cm} (56)

Proof. The proof follows in a straightforward fashion by plugging in (49) and (51) in (54) \hfill \Box

4.2. How to ensure that the matching is satisfied at all epochs?

It is interesting to note the condition (56) is a constraint on the matching hypersurface at one given epoch. Now the obvious questions will be: how do the matching conditions change when the metric components vary with respect to time at the two boundaries? Do we match at every instant of time? This would lead to an infinite number of conditions for the system. To ensure that the condition (56) is satisfied at all epochs, we make the constraint consistently propagated with the evolution of the matching surface. In other words, acting on (56) with the operator $n^a \nabla_a = \tilde{n}^a \nabla_a$ should be identically zero, and this condition will then ensure that the matching condition is satisfied at all epochs. Therefore, we must have

$$(\alpha \alpha^{\mu} + \beta \beta^{\mu}) \nabla_a \left( \beta \phi - \alpha \left( \Sigma - \frac{2}{3} \Theta \right) \right) = (\tilde{\alpha} \tilde{\alpha}^{\mu} + \tilde{\beta} \tilde{\beta}^{\mu}) \nabla_a \left( \tilde{\beta} \tilde{\phi} - \tilde{\alpha} \left( \hat{\Sigma} - \frac{2}{3} \hat{\Theta} \right) \right).$$ \hspace{1cm} (57)

For region 1, left-hand side of (57) becomes

$$\alpha \beta \phi + \alpha \beta \phi + \beta \beta \phi + \beta \beta \phi - \alpha^2 \left( \Sigma - \frac{2}{3} \Theta \right) - \alpha \beta \left( \Sigma - \frac{2}{3} \Theta \right) - \alpha \beta \left( \Sigma - \frac{2}{3} \Theta \right).$$ \hspace{1cm} (58)

And for region 2, right-hand side of (57) becomes

$$\tilde{\alpha} \tilde{\beta} \phi + \tilde{\alpha} \tilde{\beta} \phi + \tilde{\beta} \tilde{\beta} \phi + \tilde{\beta} \tilde{\beta} \phi - \tilde{\alpha}^2 \left( \hat{\Sigma} - \frac{2}{3} \hat{\Theta} \right) - \tilde{\alpha} \tilde{\beta} \left( \hat{\Sigma} - \frac{2}{3} \hat{\Theta} \right) - \tilde{\alpha} \tilde{\beta} \left( \hat{\Sigma} - \frac{2}{3} \hat{\Theta} \right).$$ \hspace{1cm} (59)

We now apply the field equations obtain

$$X = \tilde{X},$$ \hspace{1cm} (60)

with the constraints $\beta = \pm \sqrt{1 + \alpha^2}$ and $\tilde{\beta} = \pm \sqrt{1 + \tilde{\alpha}^2}$. Here

$$X = \alpha \beta \phi + \alpha \beta \left[ - \left( \Sigma - \frac{2}{3} \Theta \right) (\hat{A} - \frac{1}{2} \phi) + Q \right] + \beta \beta \phi$$

$$+ \beta^2 \left[ - \frac{1}{2} \phi^2 + \left( \frac{1}{3} \Theta + \Sigma \right) \left( \frac{2}{3} \Theta - \Sigma \right) - \frac{2}{3} (\mu + \Lambda) - \mathcal{E} - \frac{1}{2} \Pi \right]$$

$$- \alpha^2 \left[ - A \phi + 2 \left( \frac{1}{3} \Theta - \frac{1}{2} \Sigma \right)^2 + \frac{1}{3} (\mu + 3 p - 2 \Lambda) - \mathcal{E} + \frac{1}{2} \Pi \right]$$

$$+ \alpha \beta \left( \frac{3}{2} \phi \Sigma + Q \right) - \tilde{\alpha} \tilde{\beta} \left( \tilde{\Sigma} - \frac{2}{3} \tilde{\Theta} \right) - \tilde{\alpha} \tilde{\beta} \left( \tilde{\Sigma} - \frac{2}{3} \tilde{\Theta} \right).$$ \hspace{1cm} (61)
and $\tilde{X}$ is defined likewise. This brings us to the this important proposition:

**Proposition 2.** For a consistent matching of two LRS-II regions across a timelike hypersurface, the following conditions must be satisfied:

$$\beta \phi - \alpha \left( \Sigma - \frac{2}{3} \Theta \right) = \tilde{\beta} \tilde{\phi} - \tilde{\alpha} \left( \tilde{\Sigma} - \frac{2}{3} \tilde{\Theta} \right),$$

$$\mathcal{X} = \tilde{\mathcal{X}},$$

where the second condition ensures that the first is satisfied at all epochs.

4.3. Special case of spherical symmetry

Let us now, consider the special case of spherical symmetry, where the two-sheets are two-spheres. In this case, matching the two-dimensional metric $N_{ab}$ on the natural two-foliations of the matching hypersurface, naturally matches the intrinsic curvature of the surface when approached from either side. As we know, the trace of two-dimensional Ricci tensor on these foliations is the Gaussian curvature, therefore the Gaussian curvature of the two-sheets must be same when calculated from either side. In other words, we must have $K = \tilde{K}$:

$$\frac{1}{3} \mu - \mathcal{E} - \frac{1}{2} \Pi + \frac{1}{4} \phi^2 - \left( \frac{1}{3} \Theta - \frac{1}{2} \Sigma \right)^2 = \frac{1}{3} \tilde{\mu} - \tilde{\mathcal{E}} - \frac{1}{2} \tilde{\Pi} + \frac{1}{4} \tilde{\phi}^2 - \left( \frac{1}{3} \tilde{\Theta} - \frac{1}{2} \tilde{\Sigma} \right)^2.$$

Moreover, any scalar constructed from the Gaussian curvature and it is covariant derivative should also be continuous across the matching hypersurface. One such scalar that has a well-defined physical significance is the Misner–Sharp mass (the mass within a given two-sheet at any instant of time), which for any spherically symmetric spacetime is given as

$$M = \frac{1}{2} \left( \frac{1}{\sqrt{K}} \right)^3 \left( \frac{1}{3} \mu - \mathcal{E} - \frac{1}{2} \Pi \right).$$

Using the definition of Gaussian curvature and the field equations, we can immediately get

$$M = \frac{1}{2(\sqrt{K})^3} \left( \frac{1}{3} \mu - \mathcal{E} - \frac{1}{2} \Pi \right)$$

Since $K = \tilde{K}$ and $M = \tilde{M}$, this completes the demonstration of the following proposition:

**Proposition 3.** For spherically symmetric spacetimes, the expansion, shear and sheet-expansion in the both regions must satisfy the following constraint on the timelike boundary hypersurface $S$,

$$\frac{1}{4} \phi^2 - \left( \frac{1}{3} \Theta - \frac{1}{2} \Sigma \right)^2 = \frac{1}{4} \tilde{\phi}^2 - \left( \frac{1}{3} \tilde{\Theta} - \frac{1}{2} \tilde{\Sigma} \right)^2$$

$$n^a \nabla_a M = \tilde{n}^a \nabla_a \tilde{M},$$

where the second constraint ensures the first is consistently satisfied at all epochs.
5. Matching conditions for LRS-II spacetimes: spacelike matching surface

In this case, we are looking at the scenario, where two different patches of spacetime is matched across a spacelike hypersurface. Although we generally do not have scenarios where this is applied, we just give the equations for completeness. Since in this case \( n_a = \alpha n_a + \beta e_a \) and hence \( \tilde{n}_a = \tilde{\alpha} n_a + \tilde{\beta} e_a \) is timelike, we have \( \beta = \pm \sqrt{-1 + \alpha^2} \) and \( \tilde{\beta} = \pm \sqrt{-1 + \tilde{\alpha}^2} \). The first fundamental form for region 1 is given by

\[
\tilde{h}_{ab} = \tilde{g}_{ab} + \tilde{n}_a n_b
\]

\[
= -(1 - \alpha^2)u_a u_b + (1 + \beta^2)e_a e_b + \alpha \beta u_a e_b + \alpha \beta e_a u_b + N_{ab}.
\]

Likewise the first fundamental form in region 2 is

\[
\tilde{h}_{ab} = \tilde{g}_{ab} + \tilde{n}_a \tilde{n}_b
\]

\[
= -(1 - \tilde{\alpha}^2)\tilde{u}_a \tilde{u}_b + (1 + \tilde{\beta}^2)\tilde{e}_a \tilde{e}_b + \tilde{\alpha} \tilde{\beta} \tilde{u}_a \tilde{e}_b + \tilde{\alpha} \tilde{\beta} \tilde{e}_a \tilde{u}_b + \tilde{N}_{ab}.
\]

Similarly the second fundamental form is given as

\[
\chi_{ab} = u_a u_b \left[ -(1 - \alpha^2)^2 \tilde{\alpha} - \alpha \beta (1 - \alpha^2) \tilde{\beta} + \alpha \beta (1 - \alpha^2) \tilde{\alpha}
\right.
\]

\[
+ \alpha^2 \beta^2 \tilde{\beta} - \alpha \beta \Lambda (1 - \alpha^2) + \alpha \beta^2 \left( \frac{1}{3} \Theta + \Sigma \right) + e_a e_b \left[ -(1 - \alpha^2)^2 \tilde{\beta} - \alpha \beta (1 - \alpha^2) \tilde{\beta}
\right.
\]

\[
+ \alpha \beta (1 + \beta^2) \tilde{\beta} - \alpha \beta (1 + \beta^2) \tilde{\alpha} + (1 + \beta^2)^2 \tilde{\beta} + \alpha^2 \beta \Lambda
\]

\[
+ \alpha (1 + \beta^2) \left( \frac{1}{3} \Theta + \Sigma \right) + u_a e_b \left[ 2 \alpha \beta (1 - \alpha^2) \tilde{\beta} + 2 \alpha \beta (1 + \beta^2) \tilde{\beta}
\right.
\]

\[
+ ((1 - \alpha^2)^2 (1 + \beta^2) - \alpha^2 \beta^2) \tilde{\alpha} + (\alpha^2 \beta^2 - (1 - \alpha^2)^2) \tilde{\beta}
\]

\[
+ \left( \frac{1}{3} \Theta + \Sigma \right) \beta (1 + \beta^2) + \alpha \beta \Lambda (1 - \alpha^2) \right] + N_{ab} \left[ \alpha \left( \frac{1}{3} \Theta - \frac{1}{2} \Sigma \right) + \frac{1}{2} \beta \Phi \right],
\]

and \( \tilde{\chi}_{ab} \) is given likewise. Thus the matching condition becomes

\[
\beta \Phi - \alpha \left( \Sigma - \frac{2}{3} \Theta \right) = \tilde{\beta} \Phi - \tilde{\alpha} \left( \tilde{\Sigma} - \frac{2}{3} \tilde{\Theta} \right),
\]

with the constraints \( \beta = \pm \sqrt{-1 + \alpha^2} \) and \( \tilde{\beta} = \pm \sqrt{-1 + \tilde{\alpha}^2} \). It is interesting to note that the consistency of the constraint remains same as equation (60), with the new relation between \( \alpha \) and \( \beta \). Thus equations (71) and (60) with \( \beta = \pm \sqrt{-1 + \alpha^2} \) and \( \tilde{\beta} = \pm \sqrt{-1 + \tilde{\alpha}^2} \) completely determines the matching conditions and their consistency.

6. A well known example: matching a radiating star with a Vaidya exterior

To illustrate the advantage of the semi-tetrad \( 1 + 1 + 2 \) matching equations, let us revisit the well known scenario of matching a radiating and collapsing spherically symmetric star, having
a comoving boundary, with a Vaidya exterior. Let the metric in the interior spacetime (in the comoving coordinates \((t, r, \theta, \phi)\)) be given as
\[
ds_1^2 = -A(t, r)dt^2 + B(t, r)dr^2 + R^2(t, r)(d\theta^2 + \sin^2(\theta)d\phi^2).
\] (72)

Here \(R(t, r)\) is the area radius of the collapsing two-sheets and hence we have
\[
K = \frac{1}{R^2(t, r)}.
\] (73)

We consider the boundary of the star to be the comoving shell labelled by \(r = r_b\) in the interior spacetime. Let this star be matched to the Vaidya exterior, with the metric
\[
ds_2^2 = -(1 - \frac{2m(v)}{r_v}) \, dv^2 - 2 \, dv \, dr_v + r_v^2(d\theta^2 + \sin^2(\theta)d\phi^2).
\] (74)

Here \(v\) is the exploding null coordinate, \(m(v)\) is the Vaidya mass function and \(r_v\) is the Vaidya radius. The boundary as seen from the exterior spacetime is given as \(r_v = r_v(v)\). The unit vectors in the \([u, e]\) plane for the Vaidya spacetime is given as
\[
\vec{u}^a = \left(1 - \frac{2m(v)}{r_v}\right)^{-1/2} \left(\frac{\partial}{\partial v}\right)^a,
\] (75)

and
\[
\vec{e}^a = -\left(1 - \frac{2m(v)}{r_v}\right)^{-1/2} \left(\frac{\partial}{\partial v}\right)^a + \left(1 - \frac{2m(v)}{r_v}\right)^{1/2} \left(\frac{\partial}{\partial r_v}\right)^a.
\] (76)

It can be easily checked that for the above unit vectors, we have the following
\[
\Sigma - \frac{2}{3} \Theta = 0,
\] (77)

\[
\check{\mu} = 3 \check{p} = \check{Q} = \frac{3}{2} \check{I},
\] (78)

\[
\check{v} = -\check{v}.
\] (79)

Now, since the boundary is comoving in the interior spacetime, the normal to the boundary is purely along the \(e\)-direction. Therefore we have \(\alpha = 0\) and \(\beta = 1\). In the exterior spacetime the normal lying in the \([u, e]\) plane is null, and therefore we must have \(\vec{n}_w \vec{e}^w = 0\). This can then be normalised to \(\check{\alpha} = \beta = 1/\sqrt{2}\). Plugging these in (56) and (65) we get for the boundary
\[
\frac{\phi}{(\Sigma - 23\Theta)} = 1,
\] (80)

that must be satisfied as we approach the boundary in the interior spacetime. It can again be easily calculated, that the Misner–Sharp mass of the Vaidya exterior is given as
\[
\mathcal{M} = m(v).
\] (81)

Now, here comes an important physical observation: at the boundary, the rate of change of Misner–Sharp mass, along the fluid flow lines must be same on both sides. In other words, the total mass lost in the interior spacetime must be radiated away along the outgoing null geodesics
of Vaidya exterior. Since in the interior spacetime the boundary is comoving, therefore this will give,
\[ u^a \nabla_a M = \left( \frac{1}{\sqrt{2}} u^a + \frac{1}{\sqrt{2}} e^a \right) \nabla_a m(v). \]  
(82)

Using (79) and the field equations, the above expression immediately simplifies to
\[ \frac{\phi}{(\Sigma - 23\Theta)} = \frac{Q}{p}, \]  
(83)

which using (80) gives us the important result as found by Santos: at the comoving boundary of a collapsing radiating star, we must have
\[ p = Q, \]  
(84)

that is, the isotropic pressure must be equal to the radial heat flux at the comoving boundary, if we need to match the star with an exploding Vaidya exterior. From, the above equation it is clear that if there is no heat flux in the interior spacetime, the pressure at the comoving boundary must be zero, if the interior is matched to Vaidya. On the contrary, zero pressure for Vaidya spacetime necessarily implies \( m(v) = 0 \), or constant Misner–Sharp mass, which in turn implies that the exterior spacetime must be Schwarzschild in that case.

When the pressures in the radiating star is non-isotropic, that is, the radial pressure \( p_r \) is not equal to the tangential pressure \( p_\theta \), the above condition can be written as
\[ p_r = Q - \frac{2}{3} \Delta, \]  
(85)

where \( \Delta = p_r - p_\theta \), is the anisotropy parameter. Again, from the proposition 3, it is clear that the matching of second fundamental form, matches the Misner–Sharp mass across the boundary at a given time slice. To ensure this for all epochs, we must have the relation between the pressure and the heat flux on the boundary.

7. Discussion

In this paper we have transparently showed the following: the Israel–Darmois matching conditions across a general hypersurface for LRS-II spacetimes simplifies to three scalar equations in the \( 1 + 1 + 2 \) semitetrad formalism. These scalar equations give us the relations between the geometrical and thermodynamic quantities of both sides of the hypersurface and also relates these to the dynamics of the hypersurface itself. We derived the equations for cases when the normal to these hypersurface is spacelike and also timelike. However we would like to emphasise two important points here:

(a) Throughout our analysis we assumed that there is no source or surface stress tensor on the matching surface. Presence of a surface stress term will definitely create a finite discontinuity across the surface and the usual derivative matching and the curvature matching cannot work in the way present in the paper. In this case, although the first fundamental form can be set to match, there will be a finite discontinuity in the second fundamental form, causing the delta function discontinuity in the field equations. If we represent \( [\chi_{ab}] = \chi_{+ab} - \chi_{-ab} \), the surface stress term \( S_{ab} \) will be given as
\[ S_{ab} = [\chi_{ab}] - [\chi]h_{ab}, \]  
(86)
where \(\chi\) is the trace of the second fundamental form of the surface. The conservation of the surface stress–tensor will then give the required matching conditions in terms of the second fundamental form.

(b) A degenerate case happens when the matching hypersurface is null. In that case the vectors normal and tangent to the hypersurface are both null and the standard extrinsic curvature corresponding the normal of the hypersurface (which is also the tangent to null hypersurface) is always continuous and hence, one needs to define a transverse curvature \([31]\). The discontinuities in the components of the transverse curvature then gives the stress tensor on the hypersurface. We require a careful matching of timelike and spacelike cases to generate the matching condition across a null hypersurface which is more complicated, which we have not considered in this paper.

Writing the matching conditions in terms of the scalar equation in the semitetrad formalism has a number of advantages. First and foremost, this gives a direct relation between the components of energy momentum tensors of the spacetime patches on either side of the matching hypersurface. This is very useful while matching spherically symmetric spacetimes across a stellar surface (for example), where the spacetime just outside a stellar surface is not vacuum. Also these equations can be used to model multi-regions in spherically symmetric stellar structures or even gravastars, where the energy momentum tensor of each region is different from the other.

Our result gives another important realisation. One patch of given spacetime with LRS-II symmetry can in principle be matched with a large number of different LRS-II spacetimes, by carefully choosing the dynamics of the matching hypersurface. Thus, if we consider the surface of a collapsing spherical star to be non-comoving, we can match the collapsing star with a number of different exterior spacetimes and that will lead the collapse to have different end states.

Acknowledgments

PK and RG are indebted to the National Research Foundation and the University of KwaZulu-Natal for financial support. SDM acknowledges that this work is based upon research supported by the South African Research Chair Initiative of the Department of Science and Technology.

Data availability statement

No new data were created or analysed in this study.

ORCID iDs

Pretty N Khambule \(\text{https://orcid.org/0000-0002-8274-9941}\)
Rituparno Goswami \(\text{https://orcid.org/0000-0002-5355-3288}\)
Sunil D Maharaj \(\text{https://orcid.org/0000-0002-1967-2849}\)

References

[1] Bonnor W B, de Oliveira A K G and Santos N O 1989 Phys. Rep. 181 269
[2] Herrera L and Santos N O 1997 Phys. Rep. 286 53
[3] Di Prisco A, Herrera L, Le Dermat G, MacCallum M A H and Santos N O 2007 Phys. Rev. D 76 064017
[4] Santos N O 1985 Mon. Not. R. Astron. Soc. 216 403
[5] Barreto W, Herrera L and Santos N 1992 Astrophys. Space Sci. 187 271
[6] Chan R 2000 Mon. Not. R. Astron. Soc. 316 588
[7] Herrera L and Martinez J 1998 Gen. Relativ. Gravit. 30 445
[8] Naidu N F, Govender M and Govinder K S 2006 Int. J. Mod. Phys. D 15 1053
[9] de Oliveira A K G and Santos N O 1987 Mon. Not. R. Astron. Soc. 312 640
[10] Banerjee A and Choudhury S B D 1989 Gen. Relativ. Gravit. 21 785
[11] Tikkar R and Patel L K 1992 Pramana J. Phys. 39 17
[12] Maharaj S D and Govender M 2000 Pramana J. Phys. 54 715
[13] Maharaj S D, Govender G and Govender M 2012 Gen. Relativ. Gravit. 44 1089
[14] Ivanov B V 2016 Astrophys. Space Sci. 361 18
[15] Ivanov B V 2016 Int. J. Mod. Phys. D 25 1650049
[16] Ivanov B V 2019 Eur. Phys. J. C 79 255
[17] Mahomed A B, Maharaj S D and Narain R 2020 Eur. Phys. J. Plus. 135 351
[18] Govender M, Maharaj A, Singh K N and Pant N 2020 Mod. Phys. Lett. A 35 2050164
[19] Abebe G Z and Maharaj S D 2019 Eur. Phys. J. C 79 849
[20] Darmois G 1927 Memorial de sciences mathématiques Fascicule XXV, Les Equations de la Gravitation Einsteinienne 1
[21] Lechnerowicz A 1955 Théories Relativistes de la Gravitation et de l’Electromagnétisme (Paris: Masson)
[22] Israel W 1966 Nuovo Cimento B 44 1
[23] Clarke C J S and Dray T 1987 Class. Quantum Grav. 4 265
[24] Mars M and Senovilla J M M 1993 Class. Quantum Grav. 10 1865
[25] Fayos F, Senovilla J M M and Torres R 1996 Phys. Rev. D 54 4862
[26] Mena F C and Oliveira J M 2017 Ann. Phys., NY 387 135
[27] Betschart G and Clarkson C A 2004 Class. Quantum Grav. 21 5587
[28] Elst H V and Ellis G F R 1996 Class. Quantum Grav. 13 1099
[29] Ellis G F R and van Elst H 1999 Cosmological models, Cargése lectures 1998 Theoretical and Observational Cosmology vol 1 ed M Lachze-Rey (Dordrecht: Kluwer)
[30] Hawking S W and Ellis G F R 1973 The Large Scale Structure of Spacetime (Cambridge: Cambridge University Press)
[31] Poisson E 2004 The Relativist's Toolkit (Cambridge: Cambridge University Press)