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Abstract. At present, research on remote-supervised relationship extraction fail to fully consider the position information among words in a sentence, and the extracted relationship may be inconsistent with the actual relationship. Therefore, this paper combines syntactic dependency tree and ontological constraint to carry out remote-supervised relationship extraction. The syntactic dependency tree is used to obtain the position weight of each word in the sentence and the domain ontology constraint is introduced to improve the accuracy of the extraction relationship. Experiments on Freebase+NYT data set show that this model can effectively reduce the noise interference of wrong labels, and the model improves the accuracy by 2\% compared with other reference models, thus better realizing relation extraction and laying a relevant foundation for the construction of high-precision knowledge map.

1. Introduction

As one of the main tasks in the process of knowledge map construction, relationship extraction aims to extract the relationship between two entities from unstructured text\cite{1}. Therefore, relation extraction has a wide application value in the fields of knowledge map construction, semantic analysis and knowledge question and answer.

In the supervised method, relationship extraction is solved as a multi-classification problem, it is mainly based on the methods of eigenvector and kernel function\cite{3}. Zhou and Guo Xiyue et al used support vector machine (SVM) as classifier to extract entity semantic relationship in 2014\cite{3}. The supervised relationship extraction method has a high accuracy rate, but it makes insufficient use of the context information. The relationship extraction method of unsupervised learning is based on the theory of distribution hypothesis. In 2004, Hasegawa\cite{6} et al. proposed to use the method of unsupervised learning to extract entity relationship in ACL meeting, but the relationship extracted by the unsupervised method does not have semantic information, which is difficult to be used to construct the knowledge map. In order to solve the problem of high cost of manual annotation corpus and difficult regularization of extraction relationship, the researchers put forward semi-supervised learning and open relation extraction methods, among which, Brin\cite{7} USES Boostrapping open method for entity naming identification. Craven\cite{8} et al. proposed the idea of semi-supervised learning for the first time in the process of extracting structured data from texts and establishing biological knowledge base.

In order to obtain a high-performance relational extraction model, remote monitoring\cite{10} based approach has begun to receive extensive attention. In 2009, Mintz\cite{9} et al. proposed the hypothesis that "if there is a relationship between two entities in the knowledge base, the unstructured sentences containing the two entities can represent the relationship". Based on the assumption of remote supervision, sentences in the external document library can be automatically labeled with relation according to the
existing knowledge map, so as to obtain a large number of training examples and greatly reduce the problem of manual labeling. Although this method overcomes the shortcoming of high cost of manual marking data in supervised method, it also brings the problem of new back-marking noise.

Hoffmann[11] et al. and Surdeanu[12] et al. proposed multi-instance learning and multi-instance and multi-tag methods respectively to alleviate the problem of mislabeling. Zeng[13] et al. used piecewise convolutional neural network to automatically extract features and combined the method of multi-instance learning to extract relationships. Lin[14][15] et al. introduced the attention mechanism on the basis of piecewise convolution magic network, and dynamically adjusted the instance weight in each package. Ji[16] et al. added entity pair description information to the attention mechanism to increase the attention weight to the target relationship. Che[17] et al. further optimized the model by combining the character-level attention mechanism with the sentiment-level attention mechanism. Based on the remote monitoring model, Li Yanjuan[20] added constraints of ontology domain to alleviate the impact of mislabeling more effectively.

2. Related work
The relationship extraction method based on remote monitoring model is mainly based on the hypothesis of Mintz[9]. As for the existing problems in relation extraction at present:

(1) Many existing researches mainly use the pre-trained word vector to give the representation of each word in the attribute and the position feature vector to splicing to get the input vector of the model. This representation methods only consider the sentence words with the relative distance between entities, on the one hand, missing words in the phrase sequence information, on the other hand, the current commonly used prediction models such as GloVe or word2vec training term vectors based on word co-occurrence information training within a certain window, thus lead to similar words from the close relationship between vector said, it is difficult to differentiate said.

(2) The existing models cannot accurately extract the features of the relationship descriptors for the sentences in which the entity pairs are close to each other.

(3) For a domain with multilevel complex layer structure entities, the knowledge map provides few relation instances, which makes it impossible to accurately judge whether the sentence is noise data or not, leading to the inconsistency between the extracted relation and the domain knowledge.

Therefore, based on the existing models, this paper introduces syntactic dependency tree[22] and ontology constraint layer[20] to improve the above problems. As for the relation attribute and the distance characteristic between each word in the sentence, this paper introduces syntactic dependency tree, fully considers the position information of words in the sentence and the grammatical dependence relation between words, and finally extracts the relation. At the same time, we add the constraint layer of ontology, which can provide a wealth of domain knowledge, including the stratification of entities and the relationship between the top-level entities. In this way, it can solve the problem that the final extraction relationship does not conform to the common sense, and make the extracted relationship more consistent with the common sense of the field.

3. Relationship extraction model based on syntactic dependency tree and ontology constraint and the proces
In this paper, the overall process of remote monitoring relationship extraction mod-el based on syntactic dependency tree and ontology constraint is shown in Figure.1
Because the assumption of remote supervision is too strong, it is easy to produce back-marking noise during the process of marking samples, which affects the effect of relation extraction. Therefore, in this paper, TreePCNNs(s)+OR model is proposed based on the senting-level attention model APCNNs(S)+OR[20], combined with the syntactic dependency tree and the relational constraint layer of ontology domain. As shown in Figure 2, the model is composed of three modules: feature engineering and feature extraction module, classifier module, and ontology constraint module.

Feature engineering and extraction module includes syntactic dependency tree, word vector representation and position vector representation layer, feature extraction module includes convolutional layer and segmental maximum pooling layer, and classifier module includes attention layer and classifier. On the characteristics of engineering module, in order to alleviate caused by the problem of expression from attributes of the relationship between linear decrease of the weight of related words, all the words in the input sentence word vectors, and use of syntactic dependency tree and combining grammar distance to generate the corresponding position of each word in the sentence weight combination, again with the position vector joining together to get the final model input vector. In the feature extraction module, PCNN (Piece-wise-CNN) was used to obtain the feature vector representation of sentences, and the sentence-level attention mechanism combining entity description was introduced into the classifier module, which effectively alleviated the impact of tag mislabeling on the model.

3.1. Feature engineering and feature extraction module
Do some preprocessing of the sentence. For example, the relative distance, grammatical distance and dependency relationship analysis are calculated, and the position weight of each word in the sentence is calculated according to the relation attribute and the corresponding relation attribute dependency clause of the sentence, and the input feature vector is constructed by using the word vector combined with the position weight and position vector. A word vector is a distributed representation of a word that maps each word in the text to a lower-dimensional vector. The position vector is a combination of the relative distances of the current word to entities and the eigenvector obtained by multiplying the word vector by the position weight and then splicing with the position vector is the final input vector.
3.2. word embedding

Given a set of sentences consisting of $S = \{w_1, w_2, w_3, \ldots, w_n\}$, use word2vec [18]. To vectorize the sentences using formula (1):

$$x_i = w_{word} \cdot V^i$$  (1)

Thereinto, $w_{word} \in R^{d \times m}$ is the vector matrix of the sentence, which is a fixed-size word list, $d^*$ is the dimension of the word vector, and $V^i$ is one-hot the representation of $w_i$. Finally, the vectorization representation of each word in the sentence is $V_s = \{x_1, x_2, x_3, \ldots, x_n\}$.

3.3. Dependency trees and distance information for relationship properties

3.3.1. Dependency subtrees of relational attributes.

In the process of relation extraction, each sentence may contain several different relation attributes and correspond to different entity pairs. For instance: “Zhang San graduated from Beijing University and worked in Huawei” contains two different relationship attributes “graduated” and “worked”, corresponding to different entities, “Zhang San”, “Beijing University” and “Huawei”.

![Sentence dependency tree structure](image)

As shown in figure 3, sentence $S$ contains two relationship properties: ($\alpha_1$, "graduated") and ($\alpha_2$, "worked"). Relationship attribute $\alpha_1$ is a word, and there is a modifier "from" with a limited part of speech. Attribute $\alpha_2$ is a word, and there is a modifier "in" with a limited part of speech. Obviously, relationship attribute modifiers general word, an entity attributes and attribute words together in relationship with word dependent child of a particular word for the root node in the tree, so the sentence dependency tree structure can be used to extract relationship attribute dependent subtree, and contains attributes and the relationships between the clauses [21]. Compared with the average value or linear attribute feature representation of normal word vectors of $S_{\alpha_1}$ and $S_{\alpha_2}$, the relational attribute clause contains not only the relational attribute word itself, but also the modifier information of the relational attribute and the position information between them.

3.3.2. Grammar distance

Using relative distance to depict the position relation between words and relation attribute words will make the weight of each word in the sentence centered on relation attribute words and decrease linearly to the left and right position weight. Therefore, in some cases, relative distance is difficult to fully and objectively reflect the impact of each word in the sentence on the relationship between attributes and positions. The distance between the word and the relation attribute is defined as the path length of the two in the sentence dependency tree, that is, the grammatical distance. In the dependency tree of a sentence, words are connected through the de-pendency relationship. Therefore, the more related words
are, the smaller their grammatical distance is, which is irrelevant to their actual position in the sentence. In other words, the grammatical distance can better reflect the correlation between words and relation attributes. The dependency tree syntax distance for relationship attributes $\alpha_1 = \text{"graduated"}$ and $\alpha_2 = \text{"worked"}$ is shown in Figure 4.

![Figure 4: Dependency tree syntax distance for relational attributes](image)

In the calculation of syntactic distance based on dependency tree, words closer to relational attribute have higher weight. If the relation attribute is a phrase, then the grammatical distance from each word in the sentence is calculated as represented by the last word in the phrase.

Each sentence $S$ and relationship attribute $\alpha$, the syntax distance vector $D_{s,\alpha} = (d_{1,\alpha}, d_{2,\alpha}, \ldots, d_{n,\alpha})$ is obtained based on the dependency tree calculation, where $d_{i,\alpha} \in R^n$ is the grammatical distance between word $w_i$ and relationship attribute $\alpha$. The weight of word $w_i$ in sentence $S$ is $l_{i,\alpha}$:

$$l_{i,\alpha} = 1 - \frac{d_{i,\alpha}}{2 \times d_{\max}} \quad (2)$$

Therein, $d_{\max}$ is the maximum value of $D_{s,\alpha}$. According to Equation (3): Position weight $l_i \in [0.5, 1]$. According to each relationship attribute $\alpha$, a weight vector $L_{\alpha} = (l_{1,\alpha}, l_{2,\alpha}, \ldots, l_{n,\alpha})$ based on grammatical distance with the same length as sentence $S$ can be calculated. Each element $l_{i,\alpha} \in R([i \leq i \leq |S|])$ is the position weight of word $w_i$ in the corresponding position in the sentence when predicting the specific relationship attribute $\alpha$. Finally, the word vector is multiplied by the position weight to get $V = V \times L_{\alpha}$, and then spliced with the position vector to get the final input vector.

### 3.4. position vector

In the task of relation extraction, the closer the words are to the entities, the more the relationship between the entities can be highlighted. In order to express the meaning of the sentence more accurately, the relative distance between each word and two entities in the sentence is spliced into the word vector representation of the word.

As shown in Figure 5, "China" and "world" are two entities. The distance from "is" to "China" is, and the distance from "world" is. The sign indicates that the word is located before and after the entity. The two position matrices are initialized randomly $P F_i (i = 1, 2)$, respectively represents the distance of each word to entity $e_1$ and entity $e_2$, then, convert the relative distance to a vector and put it in the matrix.

![Figure 5: Example of relative distance of position vector](image)
As shown in Figure 6, this paper spliced semantic vector and position vector together as the input vector of the model. If in sentence vectorization, the dimension of word vectorization and the dimension of position vectorization are, then the dimension of sentence vector is:

$$d^s = d^w + 2d^p$$  \hspace{1cm} (3)

![Figure 6 Model input vector](image.png)

### 3.5. PCNN Convolution layer

Let sentence $S = \{s_1, s_2, s_3, \ldots, s_n\}$ be the input, $s_i$ is the word vector for the $i$-th word, $S \in \mathbb{R}^{n \times k}$, $s_{i,j}$ is the vector dimension of the $i$-th word. Use $s_{i,j}$ to represent the sequence from the $j$-th word to the $i$-th word in the sentence.

A convolution operation is an operation between weight $W$ and the input matrix $S$. Eigenvector $c_j \in \mathbb{R}^{n \times (w-1)}$:

$$c_j = WS_{j-u+1:j}$$  \hspace{1cm} (4)

Where, variable $j$ ranges from 1 to $n \times w - 1$, and if $i < 1$ or $i > n$, goes out of the range and takes the value of 0.

In order to obtain more local features, multiple convolution kernels are used for convolution operation, as shown in Equation (5):

$$c_i = W_j S_{j-u+1:j}, \ 1 \leq i \leq m$$  \hspace{1cm} (5)

And you get the result matrix $C = \{c_1, c_2, \ldots, c_m\} \in \mathbb{R}^{m \times (n \times w - 1)}$

### 3.6. PCNN Maximum pooling of segments

Using segmental maximization, a sentence is divided into three paragraphs by given two entities, including the features between the two entities and the features before and after the entities. Segmental maximum pooling divides a sentence instance into three parts according to the position of head entity and tail entity $c_i = \{c_{i,1}, c_{i,2}, c_{i,3}\}$, Maximum pooling is performed for the vector obtained by each convolution kernel $p_{s,j} = \max(c_q), \ 1 \leq i \leq n, 1 \leq j \leq 2$. And you end up with your eigenvector $p_i = \{p_{i,1}, p_{i,2}, p_{i,3}\}$, Then concatenate all the sentence vectors to get the output vector $P = \{p_1, p_2, \ldots, p_n\}$.

### 3.7. Classifier module speed Sentence level attention mechanism combined with entity description

To ease the relationship extraction of remote monitor hypothesis is inevitably marked sample noise problem, this paper adopts the combined entity description layer sentence level attention mechanism of multi-instance learning 25, calculate all in-stances of the same package for (entity) (sentences) and predict tags (forecast), gives the relationship between vector relative degree higher sentence to higher weights.
The sentences that contain the same entity pair are first divided into a package (entity pair) $B_i$, each containing $q$ sentences. This paper introduces Luong attentional calculation formula to calculate the weight:

$$\alpha_i = \frac{\exp(sor_i)}{\sum_{j=1}^{q} \exp(sor_j)}$$  \hspace{1cm} (6)

$$sor_i = W^T_v (\tanh [p_i; v_{relation}]) + b_v$$  \hspace{1cm} (7)

Where $[x_1:x_q]$ represents the concatenation of $x_i$ and $x_q, 1 \leq i \leq q$, $p$ is the eigenvector obtained after piecewise maximum pooling, $v_{relation}$ is the hidden state of the sentence in the attention mechanism (the relation vector in the sentence), $W_v$ is the weight matrix. Finally, the weights of all instance sentences in the package are obtained $\alpha = [\alpha_2, \alpha_3, \ldots, \alpha_q]$, The characteristics of the entire package are then calculated as follows:

$$\bar{p} = \sum_{i=1}^{q} \alpha_i p_i$$  \hspace{1cm} (8)

e.g.: $v(“Beijing”) - v(“China”)$ $\approx v(“London”) - v(“Britain”).$

Select the vector difference of the entity pairs in the sentence $v_{relation} = v(e_1) - v(e_2)$.

Therefore, use the sum of the words vectors between entities to get the vector $v_{relation}$, In sentences with fewer words, the relational-related characteristics of each word can be effectively considered, thus assigning higher attention weights to sentences that actually describe relationships in packages (entity pairs).

3.8. Softmax

In this paper, classifier is used to calculate the confidence of each relationship:

$$o = W_i \bar{p} + b_s$$  \hspace{1cm} (9)

$o$ is the output, $W$ is the weight matrix. Let $B_i$ represent a package (entity pair), $\theta$ is the trainable parameter of the model. Then the conditional probability that the package (entity pair) is the $i$ ontology relation:

$$p(r_i|B_i; \theta) = \frac{\exp(o_i)}{\sum_{j=1}^{N} \exp(o_j)}$$  \hspace{1cm} (10)

The model loss function is shown in the formula:

$$Loss = \sum_{i=1}^{N} logp(r_i|B_i; \theta)$$  \hspace{1cm} (11)

3.9. Ontology constraint layer

An ontology is a special type of term set that provides a wealth of domain knowledge, including layers of entities and relationships between the topmost entities. However, the existing models do not make use of this part of information, resulting in the extraction of some relations do not accord with common sense.

In order to improve the precision rate of the final extracted relation of the model and make the final extracted relation conform to the basic knowledge of this field, ontology constraint layer is added in this
paper to make use of the levels provided by ontology and the relations among levels. Think of it as a constraint: let $T = (E_1, E_2, \ldots, E_n)$, $T$ is the concept set in the ontology, $E_i$ is the concept set, and the following formula is used for extraction:

$$p(r_i) = \begin{cases} p(r_i;\theta) & e_1 \in E_1, e_2 \in E_2, r_i \in R_{E_1,E_2} \\
0 & e_1 \in E_1, e_2 \in E_2, r_i \not\in R_{E_1,E_2} \end{cases}$$

(12)

If entity $e_1, e_2$ in the extracted statement satisfies $e_1 \in E_1, e_2 \in E_2, R_{E_1,E_2}$ represents the relational set of entity set $E_1, E_2$. In the case of $r_i \in R_{E_1,E_2}$, the relationship is retained after softmax layers. Otherwise change its confidence to 0.

Take the Freebase+NYT data set as an example to recognize the sentence "Nevada is a state in the Western, Mountain West, and Southwestern Regions of the United States.", the header entity is "Nevada", and the tail entity is "the United States". Among the candidate relationships obtained by relationship extraction model, the scores of "province" and "State" are relatively high. The meaning is also similar. However, the entity hierarchy given by the ontology shows the relationship "state" existing in the entity pair "[Nevada]" and "[The United States]", and the relationship does not exist in "province". Therefore, through the constraint layer of the ontology, the option "province" should be excluded in the final prediction.

4. Experimental results and analysis

4.1. Data sets and evaluation criteria

The data set Freebase+NYT[27] used in this paper was generated by Riedel in 2010 through heuristic alignment between entity pairs in Freebase knowledge base and New York Times Corpus (NYT). In recent years, it has been widely used in remote monitoring relationship extraction. As shown in Table 1, this paper takes 2017-2018 corpus aligned sentences as training data, and 2019 corpus aligned sentences as test data.

| Table 1 Freebase+NYT data set |
|-----------------------------|
| **The training set** | **The test set** | **value** |
| Sentence | 172448 | 522611 |
| Entity | 96678 | 281270 |
| Relationship | 1950 | 18252 |

In this paper, accuracy (precision, P), recall rate (remember, R) and F value are used to evaluate the performance of the model. The formula is as follows:

$$\text{precision} = \frac{\text{out\_right}}{\text{out\_all}}$$

(13)

$$\text{recall} = \frac{\text{out\_right}}{\text{test\_all}}$$

(14)

$$F\_\text{score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

(15)

Where out_right represents the number of relationships predicted to be correct in the output, out_all represents the total number of relationships in the output, and test_all represents the total number of relationships in the test set.
4.2. Data sets and evaluation criteria

In this paper, cross-validation is adopted to tune the model parameters. In the process of parameter setting, the training parameters are set as shown in Table 2:

| Model parameters          | Value  |
|---------------------------|--------|
| Vector dimension of words | $d^v = 50$ |
| Position vector dimension | $d^p = 5$ |
| Sentence vector dimension | $d_s = 230$ |
| Initial learning rate     | $\mu = 0.05$ |
| Dropout rate              | $p = 0.05$ |
| Initial value of weight   | $\lambda = 0.01$ |
| Batch_size size           | $b = 120$ |

After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.

4.3. Data sets and evaluation criteria

4.3.1. Model comparison analysis

The proposed TPCNNs (s) + the OR model, application of syntactic dependency tree get package in (entity) every word of the sentence and the word after the location of the weight vector multiplication, then stitching position vector input vector, then using PCNN to extract the feature vector of the sentence, introducing combining entity description sentence level attention mechanism, add constraint of entity information ontology layer, improve the model performance.

In order to verify the performance of the proposed relational extraction model TPCNNs(S)+OR, this paper compares it with the following representative remote monitoring models:

1. APCNNs(S)+OR[20]: PCNN(piecewise convolutional neural network) is used to extract feature vectors of sentences, and sentent-level attention mechanism and ontology constraint layer combined with entity description are introduced.

2. APCNNs(S)[20]: Use PCNN (piecewise convolutional neural network) to extract feature vectors of sentences and introduce sentence attention mechanism combining entity description.

3. APCNNs+OR[20]: The feature vector of PCNN (piecewise convolutional neural network) is used to introduce the sentent-level attention mechanism and ontology constraint layer.

4. PCNN+ONE[13]: Segmented convolution of shenlevel network, introducing multi-instance learning, but losing important information in packets (entity pairs).

5. APCNNs[23]: The method of sentence-level attention mechanism is introduced on the basis of PCNN, and entity information is added. However, the calculation of relationship hidden state vector in attention mechanism is not accurate enough.

6. RNN+Attention[28]: The cyclic neural network was used for feature extraction and attention mechanism was added. Although the temporal relation in the sentence was taken into account, the influence of the following words in the sentence on the preceding words was not considered.

7. BiRNN+Attention1. [28]: Bidirectional circulation neural network is used for feature extraction, and sentence bidirectional sequence information is used. However, problems of gradient disappearance and gradient explosion are easy to occur.
It can be seen from the PR curve in Figure 8 that, on the premise of P (accuracy) of 0.80, the R (recall rate) of the TPCNNs(S)+OR model proposed in this paper can reach 0.88, higher than the 0.85 of APCNNs(S)+OR model, which proves that the method proposed in this paper can enhance the coverage rate of entity relationship extraction. Under the condition of the same R (recall rate), the P (accuracy) obtained by the TPCNNs(S)+OR model proposed in this paper is also higher than that obtained by the existing representative methods, which indicates that the accuracy of the relation extraction model is improved by adding the position weight of sentences in the package (entity pair) and the constraint layer of ontology to the syntactic dependency tree in this paper.

It can be seen from FIG. 9 that the comparison between APCNN+Attention model and other models that introduce the Attention mechanism at the sentence level, such as BiRNN+Attention model, shows that the segmented convolutional neural network can better extract the feature information in the task of relation extraction.

The above 7 models were summarized and compared with the TPCNNs(S)+OR model proposed in this paper, and the accurate-recall rate curve was drawn, as shown in Figure 10:
In Figure 10, P (accuracy) and R (recall rate) corresponding to the maximum F value points of each curve are shown in Table 3. It can be seen from the table that TPCNNs(S)+OR has the highest F value of 86.62%. F is higher than the other models. Meanwhile, the accuracy and recall rates reached 84.76% and 88.53%, both higher than other models. To sum up, TPCNNs(S)+OR model has the highest extraction effect in Freebase+NYT data.

In the experimental comparison between APCNN+Attention model and APCNNs(S) model, it can be seen that the sentence-level Attention mechanism combined with entity description can obtain more information in each sentence in the package (entity pair), and the extraction effect of the model is better than that of the sentence-level Attention mechanism. In the comparison experiment between APCNNs(S) and APCNNs(S)+OR model, it can be seen that adding ontology constraint layer can effectively constrain the extracted results, make the extracted relationship more consistent with the facts, and improve the accuracy of the model.

Table 3 Experimental results of each model in Freebase+NYT data set

| Relational extraction method | Recall % | Precision % | F_score % |
|-----------------------------|----------|-------------|-----------|
| TPCNNs(S)+OR               | 84.76    | 88.53       | 86.62     |
| APCNNs(S)+OR               | 83.20    | 86.71       | 84.92     |
| APCNNs+OR                  | 81.35    | 84.67       | 82.98     |
| APCNNs(S)                  | 80.22    | 83.86       | 82.00     |
| APCNNs                     | 78.71    | 82.29       | 80.46     |
| PCNN                       | 73.43    | 80.22       | 76.18     |
| BiRNN+Attention            | 76.92    | 80.53       | 78.68     |
| RNN+Attention              | 75.02    | 83.11       | 78.85     |

5. conclusion
In this paper, a remote supervisory extraction model (TPCNNs(S)+OR) combining syntactic dependency tree and ontology constraint is proposed to solve the problem of echo noise caused by too strong assumption of remote supervision, the model can not only make full use of the relationship between ontology to the real constraint information, and fully considering the relationship between attributes in a sentence context information and the position of the words and the relationship between attribute information, effectively reduce the remote supervision and the assumption of noise problem, improve the model performance. Based on Freebase + NYT experiment data to build training data and testing data, the experimental results show that the proposed TPCNNs (s) + the OR model compared with the existing method of typical model of remote monitoring can be more effective in reducing the noise back problems as well as the interference of the words of information between two entities and relationship extraction model performance is better.
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