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ABSTRACT

Syntactic parsing is a fundamental problem in computational linguistics and natural language processing. Traditional approaches to parsing are highly complex and problem specific. Recently, Sutskever et al. (2014) presented a task-agnostic method for learning to map input sequences to output sequences that achieved strong results on a large scale machine translation problem. In this work, we show that precisely the same sequence-to-sequence method achieves results that are close to state-of-the-art on syntactic constituency parsing, whilst making almost no assumptions about the structure of the problem. To achieve these results we need to mitigate the lack of domain knowledge in the model by providing it with a large amount of automatically parsed data.

1 INTRODUCTION

It has recently been shown that a recurrent neural network can learn complex sequence-to-sequence mappings directly from raw data. This was first demonstrated on the English-to-French translation task (Sutskever et al., 2014), but the same approach also works for evaluating short python programs (Zaremba & Sutskever, 2014). In this work, we use the same type of recurrent neural net, called Long Short-Term Memory (Hochreiter & Schmidhuber, 1997, LSTM). The LSTM model directly maps a variable-length input sequence to a large but fixed-sized vector, which is then mapped to a variable-length output. It can therefore be used as a general function learning mechanism: Given example inputs $x$ and corresponding outputs $y$ of any serializable type, to learn a function $f$ such that $f(x) = y$, just serialize each $x$ and $y$ and apply the sequence-to-sequence learning model.

The procedure described above will not work for arbitrary functions $f$, as the sequence-to-sequence network has inherent limitations: it uses a memory of constant size and runs in linear time. It does, however, achieve high performance on a large scale machine translation task (Luong et al., 2014). In this paper we show that it also works well for syntactic constituency parsing, even though this task requires modeling complex relations between input words and producing trees as the output.

Our main results are as follows: We train a deep LSTM model with 34M parameters on a dataset consisting of 90K sentences (2M tokens) obtained from various treebanks and 7M sentences from the web that are automatically parsed with the BerkeleyParser (Petrov et al., 2006). The additional automatically parsed data can be seen as indirect way of injecting domain knowledge into the model. Since the model is completely task agnostic, the treebank data is insufficient for learning a state of the art parser: an ensemble achieves only an F1 score of 87.1 (see Section 3.5). However, once the automatically parsed data is added, the model achieves an F1 score of 90.5 on section 23 of the Penn Treebank, which is slightly higher than the accuracy of the BerkeleyParser used to produce the automatically parsed data (90.4). A model combination of 10 such LSTMs achieves an F1 score of 91.6. A single model trained on a high-confidence data-set achieves an F1 score of 91.3. The LSTM-based parser created in this way can be run on GPU to provide much faster constituency parsing than the BerkeleyParser used to generate the data. This work has therefore two main contributions:

1. We show that neural networks can learn representations of trees and English grammar.
2. We use BerkeleyParser to create a much faster parser with similar accuracy.

As we will demonstrate in the experimental section, the automatically parsed data is crucial for our model. Since the LSTM lacks prior task-specific knowledge, it needs many examples to learn to
A schematic outline of the sequence-to-sequence model of Sutskever et al. (2014). A deep input LSTM reads the input sequence \( A_1, A_2, A_3 \) one token at a time and encodes it as its final hidden state vector. Then another deep LSTM starts from that hidden state vector and stochastically decodes it to produce the output sequence \( B_1, B_2 \). Every sequence must terminate with a special end-of-sequence token.

Figure 1: A schematic outline of the sequence-to-sequence model of Sutskever et al. (2014). A deep input LSTM reads the input sequence \( A_1, A_2, A_3 \) one token at a time and encodes it as its final hidden state vector. Then another deep LSTM starts from that hidden state vector and stochastically decodes it to produce the output sequence \( B_1, B_2 \). Every sequence must terminate with a special end-of-sequence token.
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Figure 2: Example parsing task, a basic linearization, and one with stack control symbols.

which is a function of \((A_1, \ldots, A_T, B_1, \ldots, B_{T-T_A})\). The matrix \(W_o\) consists of the vector representations of each output symbol and the symbol \(\delta_b\) is a Kronecker delta with a dimension for each output symbol, so \(\text{softmax}(W_o \cdot h_{t-1+T_A})^\top \delta_{B_t}\) is precisely the \(B_t\)th element of the distribution defined by the softmax. Every output sequence terminates with a special end-of-sequence token which is necessary in order to define a distribution over sequences of variable lengths. We may sometimes use two different sets of LSTM parameters, one for the input sequence and one for the output sequence, as shown in Figure 1. When we use two sets of LSTM parameters, we say that the parameters are \textit{untied}. Otherwise, when \(LSTM_{in} = LSTM_{out}\), we say that they are \textit{tied}. Stochastic gradient descent is used to maximize the training objective which is the average over the training set of the log probability of the correct output sequence given the input sequence.

2.1 Adaptations for Parsing

To apply the model described above to parsing, we need to design an invertible way of converting the parse tree into a sequence (linearization). We experimented with two ways of using the network which both rely on linearizing the tree in a very simple way following a depth-first traversal order, as depicted in Figure 2.

The most basic way of using the above model for parsing works as follows. First, the network consumes the full sentence in a linear left-to-right sweep, creating a vector in memory. Then, it outputs the linearized parse tree using only the information in this memory vector. We call this “basic encoding” in the remainder of the paper. An example run of this model on the sentence “Go.” with a 2-layer network looks as follows.

While the above method is the most straightforward application of the translation model, we experimented with ways of improving the input format for the network. Inspired by shift-reduce transition-based parsers (Nivre, 2008; Zhu et al., 2013), we introduce a stack where the words are provided to the LSTM as additional inputs during decoding.

First, as before, the network consumes the full sentence in a linear left-to-right sweep, creating a vector in memory. Then, while outputing the linearized parse tree, we maintain a stack of words. The word on the top of the stack is provided to the network as an additional feature at each time step. When the network produces the symbol \(⊥\), we pop a word from the stack. We train the network to pop words after reaching the common ancestor of the previous and next word in the depth-first tree traversal (cf. Figure 2). Note that since we do not employ complex transition strategies our model
only has access to the linear ordering of the words. Furthermore, we provide only the current word as an input. We call this “stack encoding” in the remainder of the paper. An example run of this model on the sentence “Go.” looks as follows.

\[
\text{LSTM}_1^\text{in} \quad \text{LSTM}_2^\text{out} \quad \text{LSTM}_1^\text{out} \quad \text{LSTM}_2^\text{in}
\]

3 Experiments

We performed a number of experiments with both the basic encoding and the stack encoding model, as described above. We experimented with tied and untied input and output LSTMs and measured the influence of using pre-trained word embeddings and fine-tuning on in-domain data.

3.1 Training Data

In our experiments we focus on English, but the model could easily be applied to other languages. Our goal is to build a robust and domain-independent parser, that can be used to process text from various genres. To this end, we train and evaluate on the union of a number of publicly available treebanks. We use the OntoNotes corpus version 5 (Hovy et al., 2006), the English Web Treebank (Petrov & McDonald, 2012) and the updated and corrected Question Treebank (Judge et al., 2006). Note that the popular Wall Street Journal section of the Penn Treebank (Marcus et al., 1993) is part of the OntoNotes corpus. In total, we train on \( \sim 90K \) sentences and evaluate on \( \sim 13K \) sentences. We term the 90K set the Treebank union. We chose this setup since it allows us to train and evaluate on a more diverse set of sentences, rather than overfitting the WSJ evaluation set which has been in use for 20 years and is not representative for text encountered on the web (Petrov & McDonald, 2012). To compare to an established baseline parser, we also train and test the publicly available BerkeleyParser (Petrov et al., 2006) on the Treebank union.

Additionally, we use two corpora of size \( \sim 7 \) million parsed with existing parsers. In the first one, unlabeled sentences sampled from the web are parsed with an in-house reimplementation of the BerkeleyParser trained on the Treebank union. We term this set as BP corpus. In the second one, we adopt the “tri-training” approach of Li et al. (2014). Two parsers, our reimplementation of BerkeleyParser and a reimplementation of ZPar (Zhu et al., 2013), are used to process unlabeled sentences sampled from the web, and we select only sentences for which both parsers produced the same parse tree. We call the set of \( \sim 7 \) million sentences selected in this way the high-confidence corpus. We include our reimplementation of BerkeleyParser as an additional baseline, and also add a self-training experiment where it is trained on its own output, similar to Huang & Harper (2009). Using automatically parsed sentences as additional training data results in large performance gains (see Table 1), and we will release this data to facilitate replication of our experiments.

We use EVALB for evaluation and report F1 scores on three data sets: (1) WSJ 22: section 22 of the Penn Treebank, (2) Questions: 1000 sentences from the Question Treebank, (3) Web: the first half of each domain from Web Treebank. We also test our best model on section 23 of the Penn Treebank. More details on the experimental setup can be found in the Appendix.

We do not apply any special preprocessing to the data. In particular, we do not binarize the parse trees or handle unaries in any specific way. We also treat unknown words in a naive way: we map all words beyond our 50K vocabulary to a single UNK token. This potentially underestimates our final results, but keeps our framework task-independent.

\[1\] All treebanks are available through the Linguistic Data Consortium (LDC): OntoNotes (LDC2013T19), English Web Treebank (LDC2012T13) and Question Treebank (LDC2012R121).
Table 1: F1 scores of various models on our three evaluation sets. See text for discussion.

| Parser                        | Training Set               | WSJ 22 | Questions | Web  |
|-------------------------------|----------------------------|--------|-----------|------|
| LSTM stack encoding           | Treebank union             | 76.6   | 91.7      | 69.9 |
| LSTM stack encoding + ensemble| Treebank union             | 87.1   | 95.6      | 79.4 |
| LSTM stack encoding + ensemble| Treebank union + BP corpus | 91.3   | 95.7      | 82.2 |
| LSTM basic encoding + ensemble| Treebank union + BP corpus | 91.1   | 95.7      | 81.2 |
| LSTM stack encoding           | Treebank union + high-confidence corpus | 92.3 | 96.3 | 83.4 |
| BerkeleyParser                | Treebank union             | 91.1   | 95.9      | 84.1 |
| In-house BerkeleyParser       | Treebank union             | 91.5   | 96.2      | 84.4 |
| In-house BerkeleyParser       | Treebank union + BP corpus | 91.2   | 96.2      | 84.8 |

3.2 MODELS AND PARAMETERS

In our experiments we used a deep LSTM model with either 3 layers with 640 units, or 4 layers with 512 units per layer. All our architectures have about 4000 dimensions for representing the input sentence dimensions. The LSTM has an input vocabulary of 50K and an output vocabulary of 100 symbols, which results in 34M parameters. The exact architecture and optimization parameters are further discussed in the Appendix. We used a beam of size 20 during decoding, but a beam size of 2 achieved almost identical results (see below). We also found it useful to reverse the input sentences but not their parse trees, similarly to Sutskever et al. (2014), and we did it in all of our experiments. Not reversing the input had a negative impact on our development set of up to 2% absolute F1.

A basic encoding LSTM produces malformed trees in 10% of the test cases. However, a simple change to the decoder, in which we do not consider outputs that do not consume all the input words, eliminates all the malformed trees. The stack encoding LSTM implicitly enforces the consumption of all the input words, so no further modification of the decoder is needed. In the few cases where the LSTM outputs a malformed tree, we simply add brackets to either the beginning or the end of the tree in order to make it balanced.

Table 1 presents some baseline numbers for the BerkeleyParser and our reimplementation, as well as several LSTM versions. The main observation is that, despite the lack of prior knowledge encoded in the model, and thanks to the additional training data provided by an existing parser, both LSTM with basic encoding and stack encoding perform as well as the BerkeleyParser on WSJ section 22 (which was used as a development set), as well as in the questions dataset. On the more challenging web data, the basic encoding suffers – likely as a result of early mistakes propagating forward through the left to right naive decoder. Using stack encoding, these early mistakes are likely less of an issue. We trained a stack encoding LSTM only on Treebank data as well. This model (cf. first line of Table 1) does not achieve good results, so a large dataset parsed with BerkeleyParser is indeed crucial for this method. However, when using an ensemble of such models trained only on Treebank, and thanks to improved statistical efficiency, the gap is almost closed without using any additional data (cf. second line of Table 1). We also report an ensemble of 10 basic encoding LSTMs, which is an effective way to improve the performance of neural networks. Indeed, all the scores substantially improve over the in-house BerkeleyParser – used to generate the training set – on WSJ 22, and closes most of the gap on the questions and web dataset. Lastly, untying the parameters was effective for the basic encoding scheme, but unnecessary with stack encoding.

3.3 EFFECT OF SENTENCE LENGTH AND BEAM SIZE

An important concern with the sequence-to-sequence LSTM is that it may not be able to handle long sentences well. We determine the extent of this problem by partitioning the validation set by length, and evaluating the LSTM and the BerkeleyParser on sentences of each length. The results, which are presented in Figure 3, clearly show that the LSTM’s performance does not deteriorate on long sentences, as compared to the performance of the BerkeleyParser.

As for the effects of beam size in the decoder, using no beam search at all (i.e., beam size of 1) lowers the score significantly. The numbers in Table 2 show the F1 scores on WSJ 22 for different beam sizes for the stack encoding 3x640 tied and fine-tuned model.
3.4 Effect of Pre-training and Fine-tuning

In addition to the results above, where we train only on the joint set of 7M+90K sentences and with a vocabulary of size 50K, we experimented with two additional variations.

For one, instead of feeding the network with tokens from a 50K vocabulary and learning an embedding for them, we tried to provide the network with already embedded words. These skip-gram embeddings of size 512 were pre-trained using word2vec (Mikolov et al., 2013) on a 10B-word corpus, and kept fix while training the other parameters of the network.

In addition to pre-training, we also experimented with fine-tuning the model only on the 40K set of WSJ training sentences. This gives the network a chance to correct certain errors, but it must be stopped early to prevent overfitting.

We measured the influence of these factors on a stack-driven model with 3 LSTM layers of size 640. The version with no pre-training but with fine-tuning corresponds to a row in the table above. The influence of pre-training and fine-tuning on the F1 score on our development set (section 22 of WSJ) is summarized in Table 3. One can see that fine-tuning brings moderate gains. Pre-training has almost no influence, but it significantly reduces the number of trainable parameters of the model.

3.5 Training on Treebank Union Only

It is natural to ask what performance our model would achieve without using an existing parser. To test that, we trained 10 stack-driven models only on the 90k Treebank union. Each model had 3 LSTM layers of size 384 and a dropout of 60% between the LSTM layers. We used pre-trained word-vectors as many of our vocabulary words do not even appear in the 90k set. Single models trained in this way have F1 scores around 78, but an ensemble of all 10 models achieves 87.1.

3.6 Final Results

It is difficult to directly compare our results to those reported in previous work since our training setup differs. To compare to a publicly available state-of-the-art parser, we trained the Berkeley-Parser (Petrov et al., 2006) on our experimental setup. Table 4 shows performance on section 23 from the Penn Treebank with the model described in this paper, and results from other papers at the bottom. Additionally, we compare to variants of the BerkeleyParser that use self-training on
unlabeled data (Huang & Harper, 2009), or built an ensemble of multiple parsers (Petrov, 2010), or combine both techniques. It is interesting to see that additional treebank data does not help much on Section 23 of WSJ, but it helps a lot for parsing out-of-domain text. Finally, we include the best linear-time parser in the literature, the transition-based parser of Zhu et al. (2013). It is encouraging to see that our LSTM models are competitive with these highly optimized parsers that have received a lot of task specific tuning. Moreover, when running on GPUs the LSTM model has a significant speed advantage. Using batches of 128 sentences on a generic, unoptimized decoder on a GPU we decode about 160 sentences from WSJ per second for sentences of all lengths. This is better than the speed reported in Figure 4 of (Hall et al., 2014) at 100 sentences per second, even though they run on sentences of under 40 words. Note that they achieve 89.7 F1 score on this subset of sentences (on sentences of less than 40 words, F1 scores are generally 1 point better).

4 ANALYSIS

To get a better understanding of the latent representations induced by the LSTM, we examined some full sentence embeddings and their neighbors. For the sentences in the development set, we find that the LSTM groups sentences of similar lengths. Furthermore there is some syntactic and semantic resemblance, but since the sentences are quite diverse there are few interesting neighbors. We therefore supplemented the development set with a few manually generated sentences. In particular, we generated sentences with identical syntactic structure and only lexical differences, e.g. I have a \{brother, sister\}, who has a \{brother, sister\}. The LSTM grouped these sentences in close proximity and there was very little difference due to the different lexical choices. Some of the other manually generated sentences included prepositional phrase attachment ambiguities: I ate the pasta with the \{tomatoes, cheese, pesto, fork, spoon\}. It was exciting to see that the sentences where the prepositional phrase modifies the noun pasta were grouped closer to each other than the ones where the prepositional phrase modifies the verb ate. Unfortunately, the predicted parse trees all had the prepositional phrase attaching low and modifying the noun.

To see how well the LSTM can handle embedded clauses and nested structures, we tried parsing sentences of the form I have a (brother who has a)\(^n\) brother. The LSTM can parse such sentences for \(n\) up to 12 without forgetting to close all clauses, which suggests that it has learned to model context-free structures for a reasonably deep stack. This further confirms the finding that LSTMs are capable of handling long and complex sentences in a robust way.

Since the non-terminals of the parse trees are also embedded we can examine their neighbors as well. In general, the distance between the various non-terminal labels is much larger than between different words. Only a few non-terminals are close to each other, for example (S is close to (SQ, (SINV and (SBARQ, but most others are pretty far apart. For the part of speech tags, only NNP has close neighbors, namely NN, NNPS, and CD.

5 RELATED WORK

The task of syntactic constituency parsing has received a tremendous amount of attention in the last 20 years. Traditional approaches to constituency parsing rely on probabilistic context-free gram-

| Parser                  | Training Set                                      | WSJ 23 |
|------------------------|---------------------------------------------------|--------|
| LSTM basic encoding*   | Treebank union + BP corpus                        | 90.5   |
| + ensemble*            | Treebank union + BP corpus                        | 91.6   |
| LSTM stack encoding*   | Treebank union + high-confidence corpus          | 91.3   |
| Petrov et al. (2006)   | WSJ only                                          | 90.4   |
| Zhu et al. (2010) + ensemble | WSJ only                                         | 91.8   |
| Zhu et al. (2013)      | WSJ only                                          | 90.4   |
| Petrov et al. (2006)*  | Treebank union                                   | 90.4   |
| Zhu et al. (2013)      | semi-supervised                                   | 91.3   |
| Huang & Harper (2009)  | semi-supervised                                   | 91.3   |
| Huang et al. (2010) + ensemble | semi-supervised                                | 92.4   |

Table 4: F1 scores on Section 23 from the Penn Treebank (* results from this paper).
mars (CFGs). The focus in these approaches is on devising appropriate smoothing techniques for highly lexicalized and thus rare events (Collins, 1997) or carefully crafting the model structure (Klein & Manning, 2003). Petrov et al. (2006) partially alleviate the heavy reliance on manual modeling of linguistic structure by using latent variables to learn a more articulated model. However, their model still depends on a CFG backbone and is thereby potentially restricted in its capacity.

Early neural network approaches to parsing, for example by Henderson (2003; 2004) also relied on strong linguistic insights. Titov & Henderson (2007) and Henderson & Titov (2010) introduced Incremental Sigmoid Belief Networks for syntactic parsing. By constructing the model structure incrementally, they are able to avoid making strong independence assumptions but inference becomes intractable. To avoid complex inference methods, Collobert (2011) propose a recurrent neural network where parse trees are decomposed into a stack of independent levels. Unfortunately, this decomposition breaks for long sentences and their accuracy on longer sentences falls quite significantly behind the state of the art. Socher et al. (2011) used a tree-structured neural network to score candidate parse trees. Their model however relies again on the CFG assumption and furthermore can only be used to score candidate trees rather than for full inference.

Our LSTM model significantly differs from all these models, as it makes no assumptions about the task. As a sequence-to-sequence prediction model it is somewhat related to the incremental parsing models, pioneered by Ratnaparkhi (1997) and extended by Collins & Roark (2004). Such linear time parsers however typically need some task-specific constraints and might build up the parse in multiple passes. Relatedly, Zhu et al. (2013) present excellent parsing results with a single left-to-right pass, but require a stack to explicitly delay making decisions and a parsing-specific transition strategy in order to achieve good parsing accuracies. The LSTM in contrast uses its short term memory to model the complex underlying structure that connects the input-output pairs.

LSTMs might not be the only models capable of such modeling. Recently, researchers have developed a number of neural network models that can be applied to general sequence-to-sequence problems. Graves (2013) was the first to propose a differentiable attention mechanism for the general problem of handwritten text synthesis, although his approach assumed a monotonic alignment between the input and the output sequences. Later, Bahdanau et al. (2014) introduced a more general attention model that does not assume a monotonic alignment, and applied it to machine translation, and Chorowski et al. (2014) applied the same model to speech recognition. Kalchbrenner & Blunsom (2013) used a convolutional neural network to encode a variable-sized input sentence into a vector of a fixed dimension and used an RNN to produce the output sentence. Essentially the same model has been used by Vinyals et al. (2014) to successfully learn to generate image captions. Even though most of these models could be applied to parsing, we chose the model of Sutskever et al. (2014) because it is the simplest architecture to tackle sequence-to-sequence problems and because it achieves state-of-the-art on a large scale machine translation task (Luong et al., 2014). It is also able to embed entire sentences in a continuous vector space. Finally, Ghahramani (1990) applied a similar recurrent neural network to the problem of syntactic parsing 20 years ago.

6 Conclusions

In this work, we have shown that the generic sequence-to-sequence approach of Sutskever et al. (2014) can achieve competitive results on syntactic constituent parsing with relatively little effort or tuning. Our results highlight the importance of large datasets when using large deep neural networks that do not contain domain-specific, hand-engineered knowledge. Lacking prior knowledge, our system was unable to learn an accurate parser from the treebank union alone (cf. first line of Table 1). Fortunately, there is a very simple way to benefit from the hand-engineering that goes into more conventional parsers: We use these parsers to create additional training data. This allows us to benefit from the prior knowledge in other parsing systems without putting any constraints on the form of the internal representations used by the LSTM. The fact that the LSTM was able to match and even outperform the BerkeleyParser that was used to annotate the 7M sentences suggests that this simple way of stealing prior knowledge is very effective, though computationally expensive. In the long run, however, generic learning algorithms for deep recurrent neural networks would be much more useful if they could learn from smaller datasets.
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Appendix

7 Detailed Experimental Setup

In this section we present details regarding our experimental setup. We use the OntoNotes corpus version 5 (Hovy et al., 2006), the English Web Treebank (Petrov & McDonald, 2012) and the updated and corrected Question Treebank (Judge et al., 2006). All treebanks are available through the Linguistic Data Consortium (LDC): OntoNotes (LDC2013T19), English Web Treebank (LDC2012T13) and Question Treebank (LDC2012R121). Table 7 presents the splits into training, development and test data that we used for each treebank. We followed standard splits whenever possible, but had to devise also our own splits when no prior split was established. This was the case for the non-WSJ portions of the OntoNotes corpus, where we divided the data into shards of 10 sentences and selected the first 8 for training, while reserving the 9th for development and the 10th for test (neither of which we used in our experiments).

We trained a deep LSTM model with Stochastic Gradient Descent (without momentum). We initialize all the weights following a random uniform distribution between -0.08 and 0.08, and use a learning rate of 0.4 with an exponential decay which drops the learning rate by half every 1.5 epochs, and learning typically stops after 5 epochs. We also constrain our gradients by clipping them to be inside a sphere of radius 5. Our model has 512 cells, and a stack of 4 LSTMs, which with a 50K input vocabulary, and 100 output softmax, yields 34M parameters when the parameters of the encoder and decoder have tied parameters, and 42M when they are untied. We also experimented with a different architecture (which was used for the stack encoding LSTM model), which has 640 cells and a stack of 3 LSTMs. The two architectures make no difference in terms of performance.

For evaluation we used EVALB with new.prm as the configuration for the WSJ and Question Treebank. For the Web Treebank we followed the SANCL shared task evaluation and used sancl.prm, which removes some of the special handling around punctuation part-of-speech tags.

8 Additional Analysis

To shed some additional light on what the LSTM is learning, we examined some of the induced latent representations. We looked at individual words, non-terminal labels and also entire sentences.

Table 6 shows some selected examples that exhibit interesting patterns for words and their closest neighbors by cosine similarity. The table contains the closest three neighbors for the embed-
dings learnt by the LSTM and contrasts them to the embeddings learnt by a skip-gram model by Mikolov et al. (2013). It is interesting to observe that the neighbors differ quite significantly between the two methods. While the skip-gram neighbors are very topical and semantic in nature, the LSTM neighbors are a lot more syntactic. For example, the neighbors of give and wait are different forms of the same verbs for the skip-grams, but are different verbs that take the same number of arguments for the LSTM. Similarly, book is grouped with other words that can be both nouns and verbs by the LSTM, while the skip-gram embedded it with its noun synonyms. It is also interesting to see that Angeles is grouped with the second part of other noun noun compound city names by the LSTM, but with LA and Los by the skip-gram.
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