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Abstract. The most important computational problem on lattices is the Shortest Vector Problem (SVP). In this paper, we present new algorithms that improve the state-of-the-art for provable classical/quantum algorithms for SVP. We present the following results.

1. A new algorithm for SVP that provides a smooth tradeoff between time complexity and memory requirement. For any positive integer \(4 \leq q \leq \sqrt{n}\), our algorithm takes \(q^{\frac{16n}{15q}+o(n)}\) time and requires \(poly(q) \cdot q^{\frac{16n}{15q}}\) memory. This tradeoff which ranges from enumeration \((q = \sqrt{n})\) to sieving \((q\) constant\), is a consequence of a new time-memory tradeoff for Discrete Gaussian sampling above the smoothing parameter.

2. A quantum algorithm for SVP that runs in time \(2^{0.95n+o(n)}\) and requires \(2^{0.5n+o(n)}\) classical memory and \(poly(n)\) qubits. In Quantum Random Access Memory (QRAM) model this algorithm takes only \(2^{0.83n+o(n)}\) time and requires a QRAM of size \(2^{0.29n+o(n)}\), \(poly(n)\) qubits and \(2^{0.5n}\) classical space. This improves over the previously fastest classical (which is also the fastest quantum) algorithm due to [ADRS15] that has a time and space complexity \(2^{\frac{n}{2}+o(n)}\).

3. A classical algorithm for SVP that runs in time \(2^{1.669n+o(n)}\) time and \(2^{0.5n+o(n)}\) space. This improves over an algorithm of [CCL18] that has the same space complexity.

The time complexity of our classical and quantum algorithms are obtained using a known upper bound on a quantity related to the lattice kissing number which is \(2^{0.402n}\). We conjecture that for most lattices this quantity is a \(2^{o(n)}\). Assuming that this is the case, our classical algorithm runs in time \(2^{1.292n+o(n)}\), our quantum algorithm runs in time \(2^{0.750n+o(n)}\) and our quantum algorithm in QRAM model runs in time \(2^{0.667n+o(n)}\).
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1 Introduction

A lattice \(L = L(b_1, \ldots, b_n) := \left\{ \sum_{i=1}^{n} z_i b_i : z_i \in \mathbb{Z} \right\}\) is the set of all integer combinations of linearly independent vectors \(b_1, \ldots, b_n \in \mathbb{R}^n\). We call \(n\) the rank of the lattice and \((b_1, \ldots, b_n)\) a basis of the lattice.

The most important computational problem on lattices is the Shortest Vector Problem (SVP). Given a basis for a lattice \(L \subseteq \mathbb{R}^n\), SVP asks us to compute a non-zero vector in \(L\) with the smallest Euclidean
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norm. Starting from the ’80s, the use of approximate and exact solvers for SVP (and other lattice problems) gained prominence for their applications in algorithmic number theory [LLL82], convex optimization [Jr.83,Kan87,FT87], coding theory [dB89], and cryptanalysis tool [Sha84,Bri84,LO85]. The security of many cryptographic primitives is based on the worst-case hardness of (a decision variant of) approximate SVP to within polynomial factors [Aj96,MR04,Reg09,Reg06,MR08,Gen09,BV14] in the sense that any cryptanalytic attack on these cryptosystems that runs in time polynomial in the security parameter implies a polynomial time algorithm to solve approximate SVP to within polynomial factors. Such cryptosystems have attracted a lot of research interest due to their conjectured resistance to quantum attacks.

The SVP is a well-studied computational problem in both its exact and approximate (decision) versions. By a randomized reduction, it is known to be NP-hard to approximate within any constant factor, and hard to approximate within a factor \( n^{c/\log \log n} \) for some \( c > 0 \) under reasonable complexity-theoretic assumptions [Mic98,Kho05,HR07]. For an approximation factor \( 2^{O(n)} \), one can solve SVP in time polynomial in \( n \) using the celebrated LLL lattice basis reduction algorithm [LLL82]. In general, the fastest known algorithm(s) for approximating SVP within factors polynomial in \( n \) rely on (a variant of) the BKZ lattice basis reduction algorithm [Sch87,SE94,AKS01,GN08,HPS11,ALNS19], which can be seen as a generalization of the LLL algorithm and gives an \( \epsilon^{n/r} \) approximation in \( 2^{O(r)} \text{poly}(n) \) time. All these algorithms internally use an algorithm for solving (near) exact SVP in lower-dimensional lattices. Therefore, finding faster algorithms to solve exact SVP is critical to choosing security parameters of cryptographic primitives.

As one would expect from the hardness results above, all known algorithms for solving exact SVP, including the ones we present here, require at least exponential time. In fact, the fastest known algorithms also require exponential space. There has been some recent evidence [AS18a] showing that one cannot hope to get a \( 2^{o(n)} \) time algorithm for SVP if one believes in complexity theoretic conjectures such as the (Gap) Exponential Time Hypothesis. Most of the known algorithms for SVP can be broadly classified into two classes: (i) the algorithms that require memory polynomial in \( n \) but run in time \( n^{O(n)} \) and (ii) the algorithms that require memory \( 2^{O(n)} \) and run in time \( 2^{O(n)} \).

The first class, initiated by Kannan [Kan87,Hel85,HS07,GNR10,MW15], combines basis reduction with exhaustive enumeration inside Euclidean balls. While enumerating vectors requires \( 2^{O(n \log n)} \) time, it is much more space-efficient than other kinds of algorithms for exact SVP.

Another class of algorithms, and currently the fastest, is based on sieving. First developed by Ajtai, Kumar, and Sivakumar [AKS01], they generate many lattice vectors and then divide-and-sieve to create shorter and shorter vectors iteratively. A sequence of improvements [Reg04,NV08,MV10,PS09,ADRS15,AS18b], has led to a \( 2^{n+o(n)} \) time and space algorithm by sieving the lattice vectors and carefully controlling the distribution of the output, thereby outputting a set of lattice vectors that contains the shortest vector with overwhelming probability.

An alternative approach using the Voronoi cell of the lattice was proposed by Micciancio and Voulgaris [MV13] and gives a deterministic \( 2^{2n+o(n)} \)-time and \( 2^{n+o(n)} \)-space algorithm for SVP (and many other lattice problems).

There are variants [NV08,MV10,LMV15,BDGL16] of the above mentioned sieving algorithms that, under some heuristic assumptions, have an asymptotically smaller (but still \( 2^{O(n)} \)) time and space complexity than their provable counterparts.

**Algorithms giving a time/space tradeoff.** Even though sieving algorithms are asymptotically the fastest known algorithms for SVP, the memory requirement, in high dimension, has historically been a limiting factor to run these algorithms. Some recent works [Duc18,ADH19] have shown how to use new tricks to make it possible to use sieving on high-dimensional lattices in practice and benefit from their efficient running time [SVP].

Nevertheless, it would be ideal and has been a long standing open question to obtain an algorithm that achieves the “best of both worlds”, i.e. an algorithm that runs in time \( 2^{O(n)} \) and requires memory polynomial in \( n \). In the absence of such an algorithm, it is desirable to have a smooth tradeoff between the time and memory requirement that interpolates between the current best sieving algorithms and the current best enumeration algorithms.
To this end, Bai, Laarhoven, and Stehlé [BLS16] proposed the tuple sieving algorithm, providing such a tradeoff based on heuristic assumptions similar in nature to prior sieving algorithms. This algorithm was later proven to have time and space complexity $k^{O(n)}$ and $k^{O(n/k)}$, under the same heuristic assumptions [HK17]. One can vary the parameter $k$ to obtain a smooth time/space tradeoff. Nevertheless, it is still desirable to obtain a provable variant of this algorithm that does not rely on any heuristics.

Kirchner and Fouque [KF16] attempted to do this. They claim an algorithm for solving SVP in time $k^{O(n)}$ and in space $k^{O(n/k)}$ for any positive integer $k > 1$. Unfortunately, their analysis falls short of supporting their claimed result, and the correctness of the algorithm is not clear. We refer the reader to Section 1.3 for more details.

In addition to the above, Chen, Chung, and Lai [CCL18] propose a variant of the algorithm based on Discrete Gaussian sampling in [ADRS15]. Their algorithm runs in time $2^{2.05n+o(n)}$ and the memory requirement is $2^{0.5n+o(n)}$. The quantum variant of their algorithm runs in time $2^{1.2553n+o(n)}$ and has the same space complexity. Their algorithm has the best space complexity among known provably correct algorithms that run in time $2^{O(n)}$.

A number of works have also investigated the potential quantum speedups for lattice algorithms, and SVP in particular. A similar landscape to the classical one exists, although the quantum memory model has its importance. While quantum enumeration algorithms only require qubits [ANS18], sieving algorithms require more powerful QRAMs [LMV15,KMPM19].

### 1.1 Our results

We first present a new algorithm for SVP that provides a smooth tradeoff between the time complexity and memory requirement of SVP without any heuristic assumptions. This algorithm is obtained by giving a new algorithm for sampling lattice vectors from the Discrete Gaussian distribution that runs in time $k^{O(n)}$ and requires $k^{O(n/k)}$ space.

**Theorem 1 (Time-space tradeoff for smooth discrete Gaussian, informal).** There is an algorithm that takes as input a lattice $L \subset \mathbb{R}^n$, a positive integer $q$, and a parameter $s$ above the smoothing parameter of $L$, and outputs $q^{16n/q^2}$ samples from $D_{L,s}$ using $q^{13n+o(n)}$ time and $\text{poly}(q) \cdot q^{16n/q^2}$ space.

Using the standard reduction from Bounded Distance Decoding (BDD) with preprocessing (where an algorithm solving the problem is allowed unlimited preprocessing time on the lattice before the algorithm receives the target vector) to Discrete Gaussian Sampling (DGS) from [DRS14] and a reduction from SVP to BDD given in [CCL18], we obtain the following.

**Theorem 2 (Time-space tradeoff for SVP).** Let $n \in \mathbb{N}$, $q \in [4, \sqrt{n}]$ be a positive integer. Let $L$ be a lattice of rank $n$. There is a randomized algorithm that solves SVP in time $q^{13n+o(n)}$ and in space $\text{poly}(n) \cdot q^{\frac{16n}{q^2}}$.

If we take $k = q^2$, then the time complexity of the previous SVP algorithm becomes $k^{0.5n+o(n)}$ and the space complexity $\text{poly}(n) \cdot k^{18n/k}$. Our tradeoff is thus the same (up to a constant in the exponents) as what was claimed by Kirchner and Fouque [KF16] and proven in [HK17] under heuristic assumptions.

Our second result is a quantum algorithm for SVP that improves over the current fastest quantum algorithm for SVP [ADRS15] (Notice that the algorithm in [ADRS15] is still the fastest classical algorithm for SVP).

**Theorem 3 (Quantum Algorithm for SVP).** There is a quantum algorithm that solves SVP in $2^{0.950n+o(n)}$ time and classical $2^{0.5n+o(n)}$ space with an additional $\text{poly}(N)$ qubits. In the Quantum Random Access Memory (QRAM) model, there is an algorithm that solves SVP in $2^{0.8345n+o(n)}$ time and require a QRAM of size $2^{0.203n+o(n)}$, $\text{poly}(n)$ qubits and $2^{0.5n+o(n)}$ classical space.

Our third result is a classical algorithm for SVP that improves over the algorithm from [CCL18] and results in the fastest classical algorithm that has a space complexity $2^{0.5n+o(n)}$. 


Theorem 4 (Algorithm for SVP with $2^{0.5n+o(n)}$ space). There is a classical algorithm that solves SVP in $2^{1.669n+o(n)}$ time and $2^{0.5n+o(n)}$ space.

The time complexity of our second and third results are obtained using a known upper bound on a quantity $\beta(\mathcal{L})^n$ related to the kissing number, which depends on the lattice and is always bounded by $2^{0.402n}$. We analysed the dependency of the running time of our algorithm in this quantity $\beta(\mathcal{L})$ and plotted (Figure 2) the graph of the complexity exponent as a function of $\beta(\mathcal{L})$. In practice, for most lattices, $\beta(\mathcal{L})^n$ is often a $2^{o(n)}$\(^5\). In this case, the running time of our algorithm is significantly better than when using the generic upper bound on $\beta(\mathcal{L})$.

Theorem 5. For any family $(\mathcal{L}_n)_n$ of full-rank lattices such that $\mathcal{L}_n \subseteq \mathbb{R}^n$ and $\beta(\mathcal{L}_n)^n = 2^{o(n)}$, there are algorithms to solve the SVP on $\mathcal{L}_n$:

- in classical time $2^{1.292n+o(n)}$ and space $2^{0.5n}$,
- in quantum time $2^{0.750n+o(n)}$, classical space $2^{0.5n}$ and poly($n$) qubits,
- in quantum time $2^{0.667n+o(n)}$, classical space $2^{0.5n}$, poly($n$) qubits and using a QRAM of size $2^{0.167n+o(n)}$.

Below in Table 1 and 2, we summarize known provable classical and quantum algorithms respectively. Note that all the classical algorithms are also quantum algorithms but they don’t use any quantum power.

| Time Complexity | Space Complexity | Reference |
|-----------------|------------------|-----------|
| $n^{\frac{n}{2}+o(n)}$ | poly($n$) | [Kan87,HS07] |
| $2^{O(n)}$ | $2^{O(n)}$ | [AKS01] |
| $2^{2.465n+o(n)}$ | $2^{1.233n+o(n)}$ | [PS09] |
| $2^{2n+o(n)}$ | $2^{n+o(n)}$ | [MV10] |
| $2^{n+o(n)}$ | $2^{n+o(n)}$ | [ADRS15] |
| $2^{2.5n+o(n)}$ | $2^{0.5n+o(n)}$ | [CCL18] |
| $2^{1.669n+o(n)}$ | $2^{0.5n+o(n)}$ | This paper |

Table 1. Classical algorithms for Shortest vector problem.

| Time Complexity | Space Complexity | Reference |
|-----------------|------------------|-----------|
| $2^{1.799n+o(n)}$ | $2^{1.286n+o(n)}$ | QRAM [LMV15] |
| $2^{1.253n+o(n)}$ | $2^{0.5n+o(n)}$ | [CCL18] |
| $2^{0.950n+o(n)}$ | $2^{0.5n+o(n)}$ | This paper |
| $2^{0.835n+o(n)}$ | $2^{0.5n+o(n)}$ Classical space and $2^{0.293n+o(n)}$ | QRAM This paper |

Table 2. Quantum algorithms for Shortest vector problem.

\(^5\) Please refer to our discussion on kissing number in Section 2.
**Roadmap.** We give a high-level overview of our proofs in Section 1.2. We compare our results with the previous known algorithms that claim/conjecture a time-space tradeoff for SVP in Section 1.3. Section 2 contain some preliminaries on lattices. The proofs of the time-space tradeoff for Discrete Gaussian sampling above the smoothing parameter and the time-space tradeoff for SVP are given in Section 3. In Section 4, we present a Quantum algorithm for BDD with preprocessing, that we will use later in our quantum Algorithm for SVP. In section 5, we present improved algorithms for BDD. Our quantum and classical algorithms for solving SVP with space complexity $2^{0.5n+o(n)}$ are presented in Section 6 respectively. Section 7 shows how the time complexity of our algorithms varies on a quantity related to the kissing number.

**Remark 6.** The paper is an extended version of [ACKS21], published at the 38th International Symposium on Theoretical Aspects of Computer Science (STACS 2021). Compared to [ACKS21], this paper gives a quantum speedup for Bounded distance decoding in processing using QRAM. Using this quantum speedup, we get a much faster quantum algorithm for SVP. We also realised that one of the conditions in Theorem 24 is unnecessary, this leads to a better time complexity in all our algorithms compared to the previous version. Furthermore, we study the dependency of our algorithms on a quantity related to the kissing number in Section 7.

### 1.2 Proof overview

We now include a high-level description of our proofs. Before describing our proof ideas, we emphasize that it was shown in [DRS14,ADRS15] that given an algorithm for DGS a constant factor $c$ above the smoothing parameter, we can solve the problem of BDD where the target vector is within distance $\alpha \lambda_1(\mathcal{L})$ of the lattice, where the constant $\alpha < 0.5$ depends on the constant $c$. Additionally, using [CCL18], one can enumerate all lattice points within distance $\rho \delta$ to a target $t$ by querying $\rho^n$ times a BDD oracle with decoding distance $\delta$ (or $\rho^{n/2}$ times if we are given a quantum BDD oracle). Thus, by choosing $p = \lceil \lambda_1(\mathcal{L})/\delta \rceil$ and $t = 0$, an algorithm for BDD immediately gives us an algorithm for SVP. Therefore, it suffices to give an algorithm for DGS above the smoothing parameter.

**Time-space tradeoff for DGS above smoothing.** Recall that efficient algorithms are known for sampling from a discrete Gaussian with a large enough parameter (width) [Kle00,GPV08,BLP+13]. In [ADRS15], the authors begin by sampling $N = 2^{n+o(n)}$ vectors from the Discrete Gaussian distribution with (large) parameter $s$ and then look for pairs of vectors whose sum is in $2\mathcal{L}$, or equivalently pairs of vectors that lie in the same coset $c \in \mathcal{L}/2\mathcal{L}$. Since there are $2^n$ cosets, if we take $\Omega(2^n)$ samples from $D_{\mathcal{L},s}$, almost all of the resulting vectors (except at most $2^n$ vectors) will be paired and are statistically close to independent samples from the distribution $D_{\mathcal{L},s}/\sqrt{2}$, provided that the parameter $s$ is sufficiently above the smoothing parameter.

To reduce the space complexity, we modify the idea of the algorithm by generating random samples and checking if the summation of $d$ of those samples is in $q \mathcal{L}$ for some integer $q$. Intuitively, if we start with two lists of vectors ($L_1$ and $L_2$) of size $q^{O(n/d)}$ from $D_{\mathcal{L},s}$, where $s$ is sufficiently above the smoothing parameter, each of these vectors is contained in any coset $q \mathcal{L}+c$ for any $c \in \mathcal{L}/q\mathcal{L}$ with probability roughly $1/q^n$. We therefore expect that the cost of a uniformly random d-combination of vectors from $L_2$ is uniformly distributed in $\mathcal{L}/q\mathcal{L}$. The proof of this statement follows from the Leftover Hash Lemma [ILL89]. We therefore expect that for any vector $v \in L_1$, with high probability, there is a set of $d$ vectors $x_1, \ldots, x_d$ in $L_2$ that sum to a vector in $q \mathcal{L}+v$, and hence $\frac{1}{d} \left( \sum_{i=1}^d x_i - v \right) \in \mathcal{L}$. A lemma by Micciancio and Peikert ([MP13]) shows that this vector is statistically close to a sample from the distribution, $D_{\mathcal{L},s\sqrt{d+1}/q}$. We can find such a combination by trying all subsets of $d$ vectors.

We would like to repeat this and find $q^{O(n/d)}$ (nearly) independent vectors in $q \mathcal{L}$. It is not immediately clear how to continue since, in order to guarantee independence, one would not want to reuse the already used vectors $x_1, \ldots, x_d$ and conditioned on the choice of these vectors, the distribution of the cosets

---

6 See Remark 25
containing the remaining vectors is disturbed and is no longer nearly uniform. By using a simple combinatorial argument, we show that even after removing any $\frac{1}{\text{poly}(d)}$ fraction of vectors from the list $L_2$, the $d$-combination of vectors in $L_2$ has at least $c q^n$ different cosets. This is sufficient to output $q^{O(n/d)}$ independent vectors in $q\mathcal{L}$ with overwhelming probability.

Quantum algorithm for BDDP in QRAM. In [DRS14], Dadush, Regev, and Stephens-Davidowitz gave an algorithm for BDD with preprocessing (or BDDP), which requires advice containing vectors sampled from discrete Gaussian sampling over the dual lattice. The idea is to use the periodic Gaussian function $f$ (defined in Section 4) to go near to the closest lattice vector. The function $f$ is periodic over the lattice, and its value depends only on the distance between the input vector and the lattice. Do the gradient ascent by iteratively updating the target vector using values of $\nabla f$ and $f$ such that the distance of the target vector from the closest lattice vector decreases. In this work, we show that we can reduce the time complexity of this algorithm by using the quantum amplitude estimation technique (given in [BHMT02]) with the assumption that the advice string is stored in QRAM. More specifically, we show that just by using $O(\sqrt{N})$ arithmetic operations in QRAM, we can solve BDDP where $N$ is the size of the advice string required in [DRS14].

An improved algorithm for DGS at the smoothing parameter. The BDD to DGS reduction from [DRS14] requires samples from $D_{\mathcal{L},\eta_r(\mathcal{L})}$ for $\varepsilon = 2^{-cn}$ for some constant $c$. In [ADRS15], the authors gave an algorithm that runs in time $2^{n/2+o(n)}$ and outputs $2^{n/2+o(n)}$ samples from $D_{\mathcal{L},s}$ for any $s \geq \sqrt{2}\eta_{0,5}(\mathcal{L})$, i.e. a factor $\sqrt{2}$ above the smoothing parameter. In order to obtain samples at the smoothing parameter, we construct a dense lattice $\mathcal{L}'$ of smaller smoothing parameter than $\mathcal{L}$. We then sample $2^{\eta_{0.5n+o(n)}}$ vectors from $D_{\mathcal{L}',s}$ and reject those that are not in $\mathcal{L}$. This allows us to obtain an improved algorithm for BDD with preprocessing.

Covering surface of a ball by spherical caps. This result improves the quantum algorithm from [CCL18]. As we mentioned above, one can enumerate all lattice points within a $p\delta$ distance to a target $t$ by querying $p^n$ times a BDD oracle with decoding distance $\delta$. Our algorithm for BDD is obtained by preparing samples from the discrete Gaussian distribution. However, note that the decoding distance of BDD oracle built by discrete Gaussian samples as shown in [DRS14] is successful if the target vector is within a radius $\alpha \lambda_1(\mathcal{L})$ for $\alpha < 1/2$ (there is a tradeoff between $\alpha$ and the number of DGS samples needed), and therefore, if we choose $t$ to be $0$, as we do in the other algorithms mentioned above, then $p$ has to be at least $3$ to ensure that the shortest vector is one of the vectors output by the enumeration algorithm mentioned above. We observe here that if we choose a target $t$ to be a random vector on a sphere of a well-chosen radius centered at the origin, then the shortest vector will be within a radius $2\delta$ from the target $t$ with some probability $P$, and thus we can find the shortest vector by making $2^n/P$ calls to the BDD oracle. An appropriate choice of the target $t$ and the factor $\alpha$ gives an algorithm that runs in time $2^n \cdot 2^{0.669n+o(n)}$. We then explain how to obtain a quantum quantum speed up of this algorithm (with its corresponding optimized value of $\alpha$ which is different from the classical one) that runs in time $2^{n/2} \cdot 2^{0.45n+o(n)}$ with a polynomial number of qubits. Finally, if we can store the DGS samples in a QRAM, we can obtain a further speed up and an algorithm that runs in time $2^{n/2} \cdot 2^{0.345n+o(n)}$ and uses a QRAM of size $2^{0.293n+o(n)}$.

Dependency on a quantity related to the kissing number. The running time of the above algorithms crucially depends on a quantity related to the kissing number of the input lattice. This quantity plays a role in the BDD to DGS reduction when relating the decoding radius $\alpha$ to the $\varepsilon$ when sampling at the smoothing parameter $\eta_{r}$.

\footnote{The optimal choice of $\alpha$ is obtained by numerically optimising, see Section 7.} Our algorithms takes significantly less time for the smaller values of this quantity. However, the only known upper bound on this quantity seems to be very pessimistic for most lattices. Since we have used this upper bound to derive the complexity of our algorithm (except in Section 7), this means that the actual running time of this algorithm might be much better for most lattices. For a more elaborate discussion
on this, see Section 7. As far as we know, this is the first time that the time/space complexity dependency on a quantity related to the input lattice has been investigated. For example, the time complexity of the SVP algorithm in [MV10, PS09] depends on the geometric kissing number which is a universal quantity depending only on the dimension $n$, for which we know a lower bound of $2^{0.2075n}$.

### 1.3 Comparison with previous algorithms giving a time/space tradeoff

Kirchner and Fouque [KF16] begin their algorithm by sampling an exponential number of vectors from the discrete Gaussian distribution $D_{L,s}$ and then using a pigeon-hole principle, show that there are two distinct sums of $d$ vectors (for an appropriate $d$) that are equal mod $q \mathcal{L}$, for some large enough integer $q$. This results in a $\{-1, 0, 1\}$ combination of input lattice vectors (of Hamming weight at most $2d$) in $q \mathcal{L}$; a similar idea was used in [BLS16] to construct their tuple sieving algorithm. In both algorithms, it is difficult to control (i) the distribution of the resulting vectors, (ii) the dependence between resulting vectors.

Bai et al [BLS16] get around the above issues by making a heuristic assumption that the resulting vectors behave like independent samples from a “nice enough” distribution. [HK17] proved that this heuristic indeed leads to the time-memory tradeoff conjectured in [BLS16], but don’t prove correctness.

Kirchner and Fouque, on the other hand, use the pigeon-hole principle to argue that there exist coefficients $\alpha_1, \ldots, \alpha_{2d} \in \{-1, 0, 1\}$ and $2d$ lattice vectors in the set of input vectors $v_1, \ldots, v_{2d}$ such that $\sum_{i=1}^{2d} \frac{\alpha_i v_i}{q} \in \mathcal{L}$. It is then stated that $\frac{\sum_{i=1}^{2d} \alpha_i v_i}{q}$ has a nice enough Discrete Gaussian distribution. We observe that while the resulting distribution obtained will indeed be close to a discrete Gaussian distribution, we have no control over the parameter $s$ of this distribution and it can be anywhere between $1/q$ and $\sqrt{2d}/q$ depending on the number of nonzero coordinates in $(\alpha_1, \ldots, \alpha_{2d})$. For instance, let $v_1, \ldots, v_5$ be input vectors which are all from $D_{L,s}$ for some large $s$ and we want to find the collision in $q \mathcal{L}$ for some positive integer $q$. Suppose that we find a combination $w_1 = v_1 + v_2 - (v_1 + v_3) \in q \mathcal{L}$ and another combination $w_2 = v_2 + v_3 - (v_4 + v_5) \in q \mathcal{L}$, then by Theorem 16, one would expect that $w_1/q \sim D_{\mathcal{L}, \sqrt{s}/q}$ and $w_2/q \sim D_{\mathcal{L}, \sqrt{s}/q}$. This means that the output of the exhaustive search algorithm by Kirchner and Fouque will behave like samples taken from discrete Gaussian distributions with different parameters, making it difficult to keep track of the standard deviation after several steps of the algorithm, and to obtain samples from the Discrete Gaussian distribution at the desired parameter above the smoothing parameter. We overcome this issue by showing that there is a combination of the input vectors with a fixed Hamming weight that is in $q \mathcal{L}$ as mentioned in Section 1.2.

There are other technical details that were overlooked in [KF16]. In particular, one needs be careful with respect to the errors, both in the probability of failure and the statistical distance of the input/output. Indeed the algorithm performs an exponential number of steps, it is not enough to show that the algorithm succeeds with “overwhelming probability” and that the output has a “negligible statistical distance” from the desired output. However, many of the claimed error bounds in [KF16] are not proven making it difficult to verify the proof of the Exhaustive Search (Theorem 3.4), and of Theorem 3.6.

### 2 Preliminaries

Let $\mathbb{N} = \{1, 2, \ldots, \}$. We use bold letters $x$ for vectors and denote a vector’s coordinates with indices $x_i$. We use $\log$ to represent the logarithm base 2 and $\ln$ to represent the natural logarithm. Throughout the paper, $n$ will always be the dimension of the ambient space $\mathbb{R}^n$. We will denote the principal branch of Lambert’s $W$ function by $W(x)$, see [CGH+96] for an introduction to this function.

**Lattices.** A lattice $\mathcal{L}$ is a discrete subgroup of $\mathbb{R}^n$, or equivalently the set

$$\mathcal{L}(b_1, \ldots, b_n) = \left\{ \sum_{i=1}^{n} x_i b_i : x_i \in \mathbb{Z} \right\}$$
of all integer combinations of \( n \) linearly independent vectors \( b_1, \ldots, b_n \in \mathbb{R}^m \). Such \( b_i \)'s form a basis of \( \mathcal{L} \). The lattice \( \mathcal{L} \) is said to be full-rank if \( n = m \). We denote by \( \lambda_1(\mathcal{L}) \) the first minimum of \( \mathcal{L} \), defined as the length of a shortest non-zero vector of \( \mathcal{L} \).

For a rank \( n \) lattice \( \mathcal{L} \subset \mathbb{R}^n \), the dual lattice, denoted \( \mathcal{L}^* \), is defined as the set of all points in \( \text{span}(\mathcal{L}) \) that have integer inner products with all lattice points,

\[
\mathcal{L}^* = \{ w \in \text{span}(\mathcal{L}) : \forall y \in \mathcal{L}, \langle w, y \rangle \in \mathbb{Z} \}.
\]

Similarly, for a lattice basis \( \mathbf{B} = (b_1, \ldots, b_n) \), we define the dual basis \( \mathbf{B}^* = (b_1^*, \ldots, b_n^*) \) to be the unique set of vectors in \( \text{span}(\mathcal{L}) \) satisfying \( \langle b_i^*, b_j \rangle = 1 \) if \( i = j \), and 0, otherwise. It is easy to show that \( \mathcal{L}^* \) is itself a rank \( n \) lattice and \( \mathbf{B}^* \) is a basis of \( \mathcal{L}^* \). Given a lattice \( \mathbf{B} = (b_1, \ldots, b_n) \), we denote \( \| \mathbf{B} \|_2 = \max_i \| b_i \| \).

**Kissing number and related quantities.** For any lattice \( \mathcal{L} \subset \mathbb{R}^n \) and \( d > 0 \), let \( N(\mathcal{L}, r) \) denote the number of nonzero lattice vectors of length at most \( r \). A natural question is to bound this quantity in terms of \( r \). When \( r < \lambda_1(\mathcal{L}) \), only the origin lies inside the ball so \( N(\mathcal{L}, r) = 0 \). When \( r = \lambda_1(\mathcal{L}) \), this quantity is known as the kissing number \( \tau(\mathcal{L}) \) of the lattice:

\[
\tau(\mathcal{L}) = |\{ x \in \mathcal{L} : \| x \| = \lambda_1(\mathcal{L}) \}|.
\]

Finally when \( r \to \infty \), \( N(\mathcal{L}, r) = \frac{r^n}{\sqrt{\det \mathcal{L}}} \cdot \frac{\text{vol}(B_n(1))}{\text{det} \mathcal{L}} + o(r^n) \) by the geometric interpretation of the determinant of a lattice. The precise behavior for intermediate values of \( r \), however, is unclear and for that reason we introduce the quantity

\[
\gamma(\mathcal{L}) = \inf \{ \gamma : \forall r \geq 1, N(\mathcal{L}, r \lambda_1(\mathcal{L})) \leq \gamma \cdot r^n \}.
\]

It is clear by the definition that \( \gamma(\mathcal{L}) \geq \tau(\mathcal{L}) \). The best known upper bound on this quantity comes from the breakthrough work of Kabatyanis and Levenshtein [KL78] which implies [PS09] that

\[
\gamma(\mathcal{L}) \leq 2^{0.401 n + o(n)}.
\]

Recently, in a breakthrough result, Serge Vlăduț [Vl19] gave a construction of an infinite set of lattices such that their kissing number is greater than \( 2^{0.048 n + o(n)} \). This is the first (and only known) construction of a family of lattices with kissing number \( 2^{0.401 n} \). Given this result (and the fact that it was hard to find such a family of lattices), one might conjecture that \( \tau(\mathcal{L}) \leq c(n) \) for some constant \( c \) much smaller than \( 2^{0.401} \). Moreover, in practice most lattices have a much smaller kissing number which is often \( 2^{o(n)} \). Given the close connection between \( \tau(\mathcal{L}) \) and \( \gamma(\mathcal{L}) \), it is not unreasonable to conjecture that \( \gamma(\mathcal{L}) \) is also \( 2^{o(n)} \) for most lattices. In view of the fact that \( \gamma(\mathcal{L}) \) can be anywhere between 1 and \( 2^{0.401 n + o(n)} \), we will study the dependence of the time complexity of our algorithms on \( \gamma(\mathcal{L}) \) by introducing

\[
\beta(\mathcal{L}) = \gamma(\mathcal{L})^{1/n}.
\]

The upper bound above can then be reformulated as \( \beta(\mathcal{L}) \leq 2^{0.401 + o(1)} \) for any lattice \( \mathcal{L} \).

**Probability distributions.** Given two random variables \( X \) and \( Y \) on a set \( E \), we denote by \( d_{SD} \) the statistical distance between \( X \) and \( Y \), which is defined by

\[
d_{SD}(X, Y) = \frac{1}{2} \sum_{z \in E} \left| \Pr_X[X = z] - \Pr_Y[Y = z] \right| \quad = \sum_{z \in E : \Pr_X[X = z] > \Pr_Y[Y = z]} \left( \Pr_X[X = z] - \Pr_Y[Y = z] \right)
\]

We write \( X \) is \( \varepsilon \)-close to \( Y \) to denote that the statistical distance between \( X \) and \( Y \) is at most \( \varepsilon \). Given a finite set \( E \), we denote by \( U_E \) an uniform random variable on \( E \), i.e., for all \( x \in E \), \( \Pr_{U_E}[U_E = x] = \frac{1}{|E|} \).
**Discrete Gaussian Distribution.** For any $s > 0$, define $\rho_s(x) = \exp(-\pi \|x\|^2/s^2)$ for all $x \in \mathbb{R}^n$. We write $\rho$ for $\rho_1$. For a discrete set $S$, we extend $\rho$ to sets by $\rho_s(S) = \sum_{x \in S} \rho_s(x)$. Given a lattice $\mathcal{L}$, the *discrete Gaussian Distribution* $D_{\mathcal{L},s}$ is the distribution over $\mathcal{L}$ such that the probability of a vector $y \in \mathcal{L}$ is proportional to $\rho_s(y)$:

$$\Pr_{X \sim D_{\mathcal{L},s}}[X = y] = \frac{\rho_s(y)}{\rho_s(\mathcal{L})}.$$ 

**Data processing inequality.** When analyzing the output distribution of an algorithm, it is often convenient to assume that the input distribution is ideal (e.g. uniform). On the other hand, we will want to run the algorithm on non-ideal input distribution (e.g. with a slight deviation from uniform). In this case, the output distribution will deviate from the ideal output distribution and it is important to quantify this divergence. The statistical distance satisfies the following useful inequality, known as the *data processing inequality*:

$$d_{SD}(f(X), f(Y)) \leq d_{SD}(X, Y)$$

for any two distributions $X$ and $Y$ and any (possibly randomized) algorithm $f$. In other words, the error does not increase under the application of $f$.

### 2.1 Lattice problems

The following problems play a central role in this paper. For convenience, when we discuss the running time of algorithms solving the problems below, we ignore polynomial factors in the bit-length of the individual input basis vectors (i.e. we assume that the input basis has bit-size polynomial in the ambient dimension $n$).

**Definition 7.** For $\delta = \delta(n) \geq 0$, $\sigma$ a function that maps lattices to non-negative real numbers, and $m = m(n) \in \mathbb{N}$, $\delta$-$DGS^m_\sigma$ (the Discrete Gaussian Sampling problem) is defined as follows: The input is a basis $B$ for a lattice $\mathcal{L} \subset \mathbb{R}^n$ and a parameter $s > \sigma(\mathcal{L})$. The goal is to output a sequence of $m$ vectors whose joint distribution is $\delta$-close to $m$ independent samples from $D_{\mathcal{L},s}$.

We omit the parameter $\delta$ if $\delta = 0$, and the parameter $m$ if $m = 1$. We stress that $\delta$ bounds the statistical distance between the *joint* distribution of the output vectors and $m$ independent samples from $D_{\mathcal{L},s}$. We consider the following lattice problems.

**Definition 8.** The search problem *SVP* (Shortest Vector Problem) is defined as follows: The input is a basis $B$ for a lattice $\mathcal{L} \subset \mathbb{R}^n$. The goal is to output a vector $y \in \mathcal{L}$ with $\|y\| = \lambda_1(\mathcal{L})$.

**Definition 9.** The search problem *CVP* (Closest Vector Problem) is defined as follows: The input is a basis $B$ for a lattice $\mathcal{L} \subset \mathbb{R}^n$ and a target vector $t \in \mathbb{R}^n$. The goal is to output a vector $y \in \mathcal{L}$ with $\|y - t\| = \text{dist}(t, \mathcal{L})$.

**Definition 10.** For $\alpha = \alpha(n) < 1/2$, the search problem $\alpha$-*BDD* (Bounded Distance Decoding) is defined as follows: The input is a basis $B$ for a lattice $\mathcal{L} \subset \mathbb{R}^n$ and a target vector $t \in \mathbb{R}^n$ with $\text{dist}(t, \mathcal{L}) \leq \alpha \cdot \lambda_1(\mathcal{L})$. The goal is to output a vector $y \in \mathcal{L}$ with $\|y - t\| = \text{dist}(t, \mathcal{L})$.

Note that while our other problems become more difficult as the approximation factor $\gamma$ becomes smaller, $\alpha$-*BDD* becomes more difficult as $\alpha$ gets larger.

**Definition 11.** The search problems $\gamma$-*CVPP* and $\gamma$-*BDDP* are the preprocessing analogues of $\gamma$-*CVP* and $\gamma$-*BDD* respectively. The input for preprocessing is a basis $B$ of lattice $\mathcal{L} \subset \mathbb{R}^n$. Given the advice from the preprocessing algorithm and the target vector $t \in \mathbb{R}^n$. The goal is to return solution of $\gamma$-*CVP* and $\gamma$-*BDD* respectively. The preprocessing algorithm is allowed to take arbitrary time.

For a lattice $\mathcal{L}$ and $\varepsilon > 0$, the *smoothing parameter* $\eta_{\varepsilon}(\mathcal{L})$ is the smallest $s$ such that $\rho_{1/s}(\mathcal{L}^s) = 1 + \varepsilon$. Recall that if $\mathcal{L}$ is a lattice and $v \in \mathcal{L}$ then $\rho_s(\mathcal{L} + v) = \rho_s(\mathcal{L})$ for all $s$. The *smoothing parameter* has the following well-known property.
Lemma 12 ([Reg09, Claim 3.8]). For any lattice \( \mathcal{L} \subset \mathbb{R}^n \), \( c \in \mathbb{R}^n \), \( \varepsilon > 0 \), and \( s \geq \eta_e(\mathcal{L}) \),

\[
\frac{1 - \varepsilon}{1 + \varepsilon} \leq \frac{\rho_s(\mathcal{L} + c)}{\rho_s(\mathcal{L})} \leq 1.
\]

Corollary 13. Let \( \mathcal{L} \subset \mathbb{R}^n \) be a lattice, \( q \) be a positive integer, and let \( s \geq \eta_e(\mathcal{L}) \). Let \( C \) be a random coset in \( \mathcal{L}/q \mathcal{L} \) sampled such that \( \Pr[C = q \mathcal{L} + c] = \frac{\rho_s(q \mathcal{L} + c)}{\rho_s(\mathcal{L})} \). Also, let \( U \) be a coset in \( \mathcal{L}/q \mathcal{L} \) sampled uniformly at random. Then

\[
d_{SD}(C, U) \leq 2\varepsilon.
\]

Proof. By Lemma 12, we have that

\[
\rho_s(q \mathcal{L}) \geq \rho_s(q \mathcal{L} + c) \geq \frac{1 - \varepsilon}{1 + \varepsilon} \rho_s(q \mathcal{L}),
\]

for any \( c \in \mathcal{L}/q \mathcal{L} \) and hence,

\[
q^n \rho_s(q \mathcal{L}) \geq \sum_{c \in \mathcal{L}/q \mathcal{L}} \rho_s(q \mathcal{L} + c) = \rho_s(\mathcal{L})
\]

Therefore,

\[
\frac{\rho_s(q \mathcal{L} + c)}{\rho_s(\mathcal{L})} \geq \frac{1 - \varepsilon}{1 + \varepsilon} \cdot \frac{\rho_s(q \mathcal{L})}{\rho_s(\mathcal{L})} \geq 1 - \varepsilon \cdot \frac{1}{1 + \varepsilon} \cdot q^n.
\]

We conclude that

\[
d_{SD}(C, U) = \sum_{c \in \mathcal{L}/q \mathcal{L} : \Pr[C = c] < \Pr[U = c]} (\Pr[U = c] - \Pr[C = c])
\]

\[
\leq \sum_{c \in \mathcal{L}/q \mathcal{L} : \Pr[C = c] < \Pr[U = c]} \Pr[U = c] \left( 1 - \frac{1 - \varepsilon}{1 + \varepsilon} \right)
\]

\[
\leq \sum_{c \in \mathcal{L}/q \mathcal{L}} \Pr[U = c] \frac{2\varepsilon}{1 + \varepsilon}
\]

\[
\leq \frac{2\varepsilon}{1 + \varepsilon},
\]

as needed.

We will need the following lemma which is initially proved in [Ban93].

Lemma 14 ([DRS14, Lemma 2.13]). For any lattice \( \mathcal{L} \subset \mathbb{R}^n \) and \( s > 0 \),

\[
\Pr_{y \sim D_{\mathcal{L}, s}} \left[ \|y\| \geq t \sqrt{\frac{n}{2\pi}} s \right] \leq e^{-\frac{2}{3}(t-1)^2}.
\]

The following lemma gives a bound on the smoothing parameter.

Lemma 15 ([ADRS15, Lemma 2.7]). For any lattice \( \mathcal{L} \subset \mathbb{R}^n \), \( \varepsilon \in (0, 1) \) and \( k > 1 \), we have \( k \eta_e(\mathcal{L}) > \eta_{e^{2k}}(\mathcal{L}) \)

Micciancio and Peikert [MP13] showed the following result about the resulting distribution from the sum of many Gaussian samples.

Theorem 16 ([MP13, Theorem 3.3]). Let \( \mathcal{L} \) be an \( n \) dimensional lattice, \( z \in \mathbb{Z}^m \) a nonzero integer vector, \( s_i \geq \sqrt{2} \|z\|_\infty \eta_e(\mathcal{L}) \), and \( \mathcal{L} + e_i \) arbitrary cosets of \( \mathcal{L} \) for \( i = 1 \cdots m \). Let \( y_i \) be independent vectors with distributions \( D_{\mathcal{L} + e_i, s_i} \), respectively. Then the distribution of \( y = \sum_i z_i y_i \) is \( \varepsilon m \) close to \( D_{\mathcal{L} + s, s} \), where \( Y = \gcd(z) \mathcal{L} + \sum_i z_i e_i \), and \( s = \sqrt{\sum_i (z_i s_i)^2} \).
We need to recall the definition of the honest Discrete Gaussian Sampling problem, introduced in [ADRS15].

**Definition 17 ([ADRS15, Definition 5.1]).** For $\varepsilon \geq 0$, $\sigma$ a function that maps lattices to non-negative real numbers, and $m \in \mathbb{N}$, the honest Discrete Gaussian Sampling problem $\varepsilon$-hDGS$_{\sigma}$ is defined as follows: the input is a basis $B$ for a lattice $L \subseteq \mathbb{R}^n$ and a parameter $s > 0$. The goal is for the output distribution to be $\varepsilon$-close to $D_{L,s}^{m'}$ for some independent random variable $m' \geq 0$. If $s > \sigma(L)$ then $m'$ must be equal to $m$.

**Theorem 18 ([ADRS15, Theorem 5.11]).** Let $\sigma$ be the function that maps a lattice $L$ to $\sqrt{2\eta_1/2}(L)$. Then, there is an algorithm that solves $\exp(-\Omega(\kappa))$-hDGS$_{\sigma}$ in time $2^{n/2} + \text{polylog}(\kappa) + o(n)$ for $\kappa \geq \Omega(n)$.

We will need the following reduction from $\alpha$-BDD to DGS that was shown in [DRS14].

**Theorem 19 ([DRS14, Theorem 3.1]).** For any $\varepsilon \in (0, 1/200)$, lattice $L \subseteq \mathbb{R}^n$, and $\alpha \leq \sqrt{\ln(1/\varepsilon)/\pi - o(1)}$. There exists an algorithm that solves $\alpha$-BDDP using $m \cdot \text{poly}(n)$ arithmetic operations where $m = O(n \log(1/\varepsilon))$. Moreover, the preprocessing advice only consists of $m$ vectors sampled from $D_{L^*, \eta_c(L^*)}$.

**Remark 20.** We are going to use this reduction in the superpolynomial regime: typically $m$ will be exponential in $n$. This leaves unclear the space complexity of the reduction. The reduction works by evaluating a polynomial number of times functions of the form $\sum_{i=1}^m f_i(x)$ where each $f_i$ is a polynomial time computable function that depends on the $i$th DGS sample. Furthermore, all the complexities above are in terms of arithmetic operations, not bit complexity. If we assume that all the DGS samples have $\text{poly}(n)$ bit-size then the reduction has time complexity $m \cdot \text{poly}(n)$ and space complexity $O(\text{poly}(n) + \log m)$ excluding the storage space of the $m$ vectors provided by the DGS. Finally, as noted in the proof of the theorem in [DRS14], only the preprocessing is probabilistic and with probability at least $1 - 2^{-\Omega(n)}$ over the choice of the samples, the algorithm will deterministically solve all $\alpha$-BDD instances.

We need the following relation between the first minimum of lattice and the smoothing parameter of dual lattice. We will use this to compute the decoding distance of BDD oracle.

**Lemma 21 (Variant of [ADRS15, Lemma 6.1]).** For any lattice $L \subseteq \mathbb{R}^n$ and $\varepsilon \in (0, 1)$,

$$\frac{\ln(1/\varepsilon)}{\pi} < \lambda_1(L) \eta_c(L^*) < \frac{\beta(L)^2 n}{2\pi e} \cdot \varepsilon^{-1/n} \cdot (1 + o(1)), \tag{3}$$

and if $\varepsilon \leq (e/\beta(L))^2 + o(1))^{-\frac{1}{2}}$, we also have

$$\frac{\ln(1/\varepsilon)}{\pi} < \lambda_1(L) \eta_c(L^*) < \frac{\ln(1/\varepsilon) + n \ln \beta(L) + o(n)}{\pi}. \tag{4}$$

as $n$ tends to infinity.

**Remark 22.** As noted in [ADRS15] below Lemma 6.1, the inequality (3) actually holds for all $\varepsilon \in (0, 1)$ so we dropped the condition in the first case.

**Remark 23.** In Lemma 6.1 of [ADRS15], $\beta$ comes from Lemma 4.2 of the same paper and only needs to satisfy the equation $|L \cap T_r| \leq \beta^{2+o(n)r^n}$ for all $r$ where $T_r = \{ x \in \mathbb{R}^n : r \leq ||x|| \leq (1 + \frac{1}{n})r \}$, assuming the lattice is normalized so that $\lambda_1(L) = 1$. A trivial upper bound on $|L \cap T_r|$ is $N(L, r')$, the number of point in $L$ of radius at most $r' = (1 + \frac{1}{n})r$. By our definitions (1) and (2), this is bounded by $\gamma(L)((1 + \frac{1}{n})^n r')^n \leq \beta(L)^n e r^n$ and therefore we can replace $\beta$ by our $\beta(L)$.

The following theorem proved in [CCL18], is required to solve SVP by an exponential number of calls to $\alpha$-BDD oracle.
Theorem 24 ([CCL18, Theorem 8]). Given a basis matrix $B \in \mathbb{R}^{n \times n}$ for lattice $L(B) \subset \mathbb{R}^n$, a target vector $t \in \mathbb{R}^n$, an $\alpha$-BDD oracle $BDD_{\alpha}$, with $\alpha < 0.5$, and an integer scalar $\rho > 0$. Let $f^\rho_p : \mathbb{Z}^n_p \to \mathbb{R}^n$ be $f^\rho_p(s) = -\rho \cdot BDD_{\alpha}(\mathcal{L}(B s - t)/\rho) + B s$, then the list $m = \{ f^\rho_p(s) \mid s \in \mathbb{Z}^n_p \}$ contains all lattice points within distance $\rho\alpha\lambda_1(L)$ to $t$.

Remark 25. In the original Theorem 8 from [CCL18], there is an extra condition on the target vector $t$, i.e., $t$ needs to satisfy $\text{dist}(L, t) \leq \alpha\lambda_1(L)$. However, a thorough inspection of the proof reveals that this condition is unnecessary.

We will need the following theorems to sample the DGS vectors with a large width.

Theorem 26 ([ADRS15], Proposition 2.17). For any $\varepsilon \leq 0.09$, there is an algorithm that takes as input a lattice $L \in \mathbb{R}^n$, $M \in \mathbb{Z}_{\geq 0}$ (the desired number of output vectors), and $s > 2^{n\log \log n / \log n} \cdot \eta_c(L)$, and outputs $M$ independent samples from $D_{L,s}$ in time $M \cdot \text{poly}(n)$.

Lemma 27 ([ADRS15, Lemma 5.12]). There is a probabilistic polynomial-time algorithm that takes as input a lattice $L \subset \mathbb{R}^n$ of rank $n$ and an integer $a$ with $n/2 \leq a < n$ and returns a super lattice $L' \supset L$ of index $2^n$ with $L' \subset \mathbb{R}^n/\mathbb{Z}$ such that for any $\varepsilon \in (0, 1)$, we have $\eta_c(L') \leq \eta_c(L)/\sqrt{2}$ with probability at least $1/2$ where $\varepsilon' := 2\varepsilon^2 + 2(n/2+1)^{-a}(1+\varepsilon)$.

### 2.2 Quantum Computation

In this paper we use the Dirac ket-bra notation. A qubit is a unit vector in $\mathbb{C}^2$ with two (ordered) basis vectors $\{|0\rangle, |1\rangle\}$. The following gates form a universal set of gates:

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad S = \begin{bmatrix} 1 & 0 \\ 0 & i \end{bmatrix}, \quad T = e^{-i\pi/8} \begin{bmatrix} 1 & 0 \\ 0 & e^{i\pi/8} \end{bmatrix},$$

$$\text{CNOT} = |0\rangle\langle 0| \otimes I + |1\rangle\langle 1| \otimes X.$$

The Toffoli gate, a three-qubit gate, is defined by

$$\text{Toffoli}(|a\rangle|b\rangle|c\rangle) = \begin{cases} |a\rangle|b\rangle|1 \oplus c\rangle, & \text{if } a = b = 1; \\
|a\rangle|b\rangle|c\rangle, & \text{otherwise}, \end{cases}$$

for $a, b, c \in \{0, 1\}$. Toffoli gate can be efficiently decomposed into CNOT, $H$, $S$, and $T$ gates [NC16] and hence it is considered as an elementary quantum gate in this paper. It is easy to see that a NAND gate can be implemented by a Toffoli gate: $\text{Toffoli}(a|b|1) = |a\rangle|b\rangle|\text{NAND}(a, b)\rangle$, where $\text{NAND}(a, b) = 0$, if $(a, b) = (1, 1)$, and $\text{NAND}(a, b) = 1$, otherwise. In particular, Toffoli gate together with ancilla preparation are universal for classical computation, that is for any classical function, we can implement it as (controlled) quantum one, although at a non-negligible cost due to the reversibility of quantum circuits.

Theorem 28 ([Ben89,LS90]). Given any $\varepsilon > 0$ and any classical computation with running time $T$ and space complexity $S$, there exists an equivalent reversible classical computation with running time $O(T^{1+\varepsilon}/S^\varepsilon)$ and space complexity $O(S(1 + \ln(T/S)))$.

Corollary 29. Given any $\varepsilon > 0$ and any classical computation with running time $T$ and space complexity $S$, there exists an equivalent quantum circuit of size $O(T^{1+\varepsilon}/S^\varepsilon)$ using $O(S(1 + \ln(T/S)))$ qubits.

**Search problem.** One of the most well-known quantum algorithms is Grover’s unstructured search algorithm [Gro96a]. Suppose we have a set of objects named $\{0, 1, \ldots, N - 1\}$, of which some are targets. We say that an oracle $O$ identifies the targets if, in the classical (resp. quantum) setting, $O(i) = 1$ (resp. $O[i] = -|i\rangle$) when $i$ is a target and $O(i) = 0$ (resp. $O[i] = |i\rangle$) otherwise. Given such an oracle $O$, the goal is to find a target $j \in \{0, 1, \ldots, N - 1\}$ by making queries to the oracle $O$. 
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In the search problem, one will try to minimize the number of queries to the oracle. In the classical setting, one need $O(N)$ queries to solve this problem. Grover, on the other hand, provided a quantum algorithm, that solves the search problem with only $O(\sqrt{N})$ queries [Gro96b]. When the number of targets is unknown, Brassard et al. provided a modified Grover algorithm that solves the search problem with $O(\sqrt{N})$ queries [BBHT98], which is of the same order as the query complexity of the Grover search. Moreover, Dürr and Høyer showed given an unsorted table of $N$ values, there exists a quantum algorithm that finds the index of minimum with only $O(\sqrt{N})$ queries [DH96], with constant probability of error.

**Theorem 30** ([DH96], Theorem 1). Let $T[1, 2, ..., N]$ be an unsorted table of $N$ items, each holding a value from an ordered set. Suppose that we have a quantum oracle $O_T$ such that $O_T|i\rangle|0\rangle = |i\rangle|T[i]\rangle$. Then there exists a quantum algorithm that finds the index $y$ such that $T[y]$ is the minimum with probability at least $1/2$ and $O(\sqrt{N})$ queries to $O_T$.

### 2.3 Probability

We need the following lemma on distribution of vector inner product which directly follows from the Left-over Hash Lemma [ILL89].

**Lemma 31.** Let $G$ be a finite abelian group, and let $f$ be a positive integer. Let $Y \subseteq \{0, 1\}^f$. Define the inner product $\langle \cdot, \cdot \rangle : G^f \times Y \to G$ by $\langle x, y \rangle = \sum_i x_i y_i$ for all $x \in G^f, y \in Y$. Let $X, Y$ be independent and uniformly random variables on $G^f, Y$, respectively. Then

$$d_{SD}((\langle X, Y \rangle, X), (U_G, X)) \leq \frac{1}{2} \cdot \sqrt{\frac{|G|}{|Y|}},$$

where $U_G$ is uniform in $G$ and independent of $X$.

We will also need the Chernoff-Hoeffding bound [Hoe63].

**Lemma 32.** Let $X_1, \ldots, X_M$ be the independent and identically distributed random boolean variables of expectation $p$. Then for $\epsilon > 0$,

$$\Pr \left[ \frac{1}{M} \sum_{i=1}^M X_i \leq p(1 - \delta) \right] \leq \left( \frac{e^{-\delta}}{(1 - \delta)^{1 - \delta}} \right)^{pM}.$$

### 3 Algorithms with a time-memory tradeoff for lattice problems

In this section, we present a new algorithm for Discrete Gaussian sampling above the smoothing parameter.

#### 3.1 Algorithm for Discrete Gaussian Sampling

We now present the main result of this section.

**Theorem 33.** Let $n \in \mathbb{N}, q \geq 2, d \in [1, n]$ be positive integers, and let $\epsilon > 0$. Let $C$ be any positive integer. Let $L$ be a lattice of rank $n$, and let $s \geq 2\sqrt{d}q\epsilon(\mathcal{L})$. There is an algorithm that, given $N = 160d^2 \cdot C \cdot q^{n/d}$ independent samples from $D_{L,s}^\perp Q_{2\epsilon}(L)$, outputs a list of vectors that is $(4e^{2d}N + 11Cq^{-5n/2})$-close to $Cq^{n/d}$ independent vectors from $D_{L,s}^\perp Q_{2\epsilon}(L)$. The algorithm runs in time $C \cdot (10e \cdot d)^{nd} \cdot q^{8n+n/d+o(n)}$ and requires memory $\text{poly}(d) \cdot q^{n/d}$. 
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Algorithm 1: TradeOffSieve($L$)

Proof. We prove the result for $C = 1$, and the general result follows by repeating the algorithm. Let \{\(x_1, \ldots, x_N\)\} be the \(N\) input vectors and let \(\{c_1, \ldots, c_N\}\) be the corresponding cosets in \(L/qL\). We will analyze Algorithm 1; note that it produces samples in a streaming fashion. The time complexity of the algorithm is

\[
\frac{N}{2} \left( \frac{N/2}{8d} \right) \leq \frac{N}{2} \left( \frac{eN}{16d} \right)^{8d} \leq (10e \cdot d)^{8d} \cdot q^{8n+n/d+o(n)},
\]

and memory requirement of the algorithm is immediate. We now show correctness: we will make repeated use of the data processing inequality (see Section 2) and accumulate the error terms until the end of the proof.

Let \(\varepsilon' = \varepsilon^{2d}\) so that \(s \geq \sqrt{2N\varepsilon'}(qL)\) by Lemma 15. First, we can assume that the vectors \(x_i\) for \(i \in [N]\) are obtained by first sampling \(c_i \in L/qL\) such that \(\Pr[c_i = c] = \Pr[D_{L,s} \in qL+c]\) and then sampling the vector \(x_i\) according to \(D_{qL + c_i, s}\). Indeed, let \(X \sim D_{L,s}\) and \(C\) be a random coset in \(L/qL\) sampled such that \(\Pr[C = qL+c] = \frac{\rho_s(qL+c)}{\rho_s(L)}\), then for any \(x \in L\),

\[
\Pr[X = x] = \frac{\rho_s(x)}{\rho_s(L)} = \frac{\rho_s(qL+c)}{\rho_s(L)} \frac{\rho_s(x)}{\rho_s(qL+c)} = \Pr[C = c] \Pr_{Y \sim D_{qL+c, s}}[Y = x]
\]

where \(c = qL+c\). Moreover, by Corollary 13, this distribution is \(2\varepsilon'\)-close to sampling \(c_i\) for \(i \in [N]\), independently and uniformly from \(L/qL\), and then sampling the vectors \(x_i\) according to \(D_{qL + c_i, s}\). We now assume that the input is sampled from this distribution.

Second, we can assume that the algorithm initially gets only the corresponding cosets as input, and the vectors \(x_{i_j} \in qL + c_i\) for \(j \in [8d]\), and \(v \in qL+c\) are sampled from \(D_{qL+c_i, s}\) only before such a tuple is needed in Step 4 of the algorithm. Indeed, notice that the test at line 6 does not actually depend on the particular value of the \(x_{i_j}\) and \(v\) but only on their cosets. Since any input vector is used only once in Step 4, these samples are independent of all prior steps. This implies, by Theorem 16, that the vector obtained in Step 4 of the algorithm is \(2\varepsilon'\)-close to being distributed as \(D_{L,s}/q\).

It remains to show that our algorithm finds \(q^{n/d}\) vectors (with high probability). Let \(N' = \frac{N}{2}\) be an integer, \(X\) be a random variable uniform over \((L/qL)^{N'}\), and let \(Y\) be a random variable independent of \(X\) and uniform over vectors in \(\{0, 1\}^{N'}\) with Hamming weight \(8d\). The number of such vectors is

\[
\binom{N'}{8d} \geq \left( \frac{N'}{8d} \right)^{8d} \geq q^{8n}.
\]
Let $U$ be a uniformly random coset of $L/qL$. By Lemma 31 and (5), we have
\[
d_{SD}(\langle X,Y \rangle, X), (U, X)) \leq \frac{1}{2} \cdot \sqrt{\frac{q^n}{q^{8n}}} = \frac{1}{2} q^{-7n/2}.
\]
By Markov inequality we have
\[
\Pr_{x \leftarrow X} \left[ d_{SD}(\langle x, Y \rangle, U) \geq \frac{q^n}{10} \right] \leq \frac{10}{q^n} \mathbb{E}_{x \leftarrow X} \left[ d_{SD}(\langle x, Y \rangle, U) \right] = \frac{20}{q^n} d_{SD}(\langle X, Y \rangle, (U, X)) \leq \frac{20}{q^n} q^{7n/2} = 10q^{-5n/2}.
\]
Hence, with probability at least $1 - 10q^{-5n/2}$ over the choice of $x \leftarrow X$, we have that $d_{SD}(\langle x, Y \rangle, U) \leq \frac{q^n}{10}$ and thus for any $v \in L/qL$,
\[
q^n + \frac{q^n}{10} > \Pr[\langle x, Y \rangle = v \mod qL] > q^n - \frac{q^n}{10}.
\]
It follows that, by introducing a statistical distance of at most $10q^{-5n/2}$ on the input, we can assume that the input vectors in list $L_2$ satisfy (6). Notice that after the algorithm found $i$ vectors for any $i < q^{n/d}$, it has removed $8d$ vectors from $L_2$. We will show that for each vector from $L_1$ (which is uniformly sampled from $L/qL$) with constant probability we will find $8d$-vectors in Step 3.

After $i < q^{n/d}$ output vectors have been found, there are $M = N' - 8d$ vectors remaining in the list $L_2$. There are $\binom{N'}{8d}$ different $8d$-combinations possible with vectors remaining in $L_2$.
\[
\binom{N'}{8d} / \binom{M}{8d} = \frac{N' \cdots (N' - 8d + 1)}{M \cdots (M - 8d + 1)} < \left( \frac{N' - 8d}{N' - 8d(i + 1)} \right)^{8d} < \left( 1 + \frac{8d q^{n/d}}{N' - 8dq^{n/d} - 8d} \right)^{8d} = \left( 1 + \frac{1}{10d - 1 - \frac{1}{q^{n/d}}} \right)^{8d} \leq \left( 1 + \frac{1}{10d - 3/2} \right)^{8d} \leq \frac{5}{2},
\]
At the beginning of the algorithm, there are $\binom{N'}{8d}$ combinations, and hence by (6), each of the $q^n$ cosets appears at least $0.9q^{-n} \binom{N'}{8d}$ times. After $i < q^{n/d}$ output vectors have been found, there are only $\binom{M}{8d}$ combinations left, and $\binom{N'}{8d} - \binom{M}{8d}$ possible combinations have been removed. We say that a coset $c$ disappears if there is no set of $8d$ vectors in $L_2$ that add to $c$. In order for a coset to disappear, all of the at least $0.9q^{-n} \binom{N'}{8d}$ combinations from the initial list must be removed. Hence, the number of cosets that disappear is at most $\frac{\binom{N'}{8d} - \binom{M}{8d}}{0.9q^{-n} \binom{N'}{8d}} \leq \frac{3/5}{0.9} q^n = \frac{2}{3} q^n$ distinct cosets by (7). Hence with probability at least $1/3$, we find $8d$ vectors $x_{i1}, \ldots , x_{i8d}$ from $L_2$ such that $x_{i1} + \cdots + x_{i8d} - v \in qL$. By Chernoff-Hoeffding bound with probability greater than $1 - e^{-d^2 q^{n/d}}$, the algorithm finds at least $q^{n/d}$ vectors. In total, the statistical distance from the desired distribution is
\[
2\varepsilon' N + 2\varepsilon' q^{n/d} + 10 \cdot q^{-5n/2} + e^{-d^2 q^{n/d}} \leq 4\varepsilon' N + 11 \cdot q^{-5n/2}.
\]
Corollary 34. Let \( n \in \mathbb{N}, q \in [4, \sqrt{n}] \) be an integer, and let \( \varepsilon = q^{-32n/q^2} \). Let \( \mathcal{L} \) be a lattice of rank \( n \), and let \( s \geq \eta_c(\mathcal{L}) \). There is an algorithm that outputs a list of vectors that is \( q^{-\Omega(n)} \)-close to \( q^{16n/q^2} \) independent vectors from \( D_{\mathcal{L}, s} \). The algorithm runs in time \( q^{13n+o(n)} \) and requires memory \( \text{poly}(n) \cdot q^{16n/q^2} \).

Proof. Choose \( d \) so that \( 16d - 16 < q^2 \leq 16d \), which is possible when \( q \geq 4 \), and let \( \alpha = q/\sqrt{8d+1} \) — this is the ratio by which we decrease the Gaussian width in Theorem 33 — and note that \( \alpha \geq 1/2 \).

Let \( p = \frac{2\sqrt{dq}}{q^2} \) and \( k \) be the smallest integer such that \( \alpha^k \cdot p \geq 2^{n \log n / \log n} \). Thus \( k = O(n \log n / \log n) \). Let \( g = \alpha^k \cdot p \). By Theorem 26, in time \( N_0 \cdot \text{poly}(n) \), we get \( N_0 = (160d^2)^k q^{n/d} \) samples from \( D_{\mathcal{L}, g} \).

We now iterate \( k \) times the algorithm from Theorem 33. Initially we have \( N_0 \) vectors. At the beginning of the \( i \)-th iteration for \( i \leq k-1 \), we have \( N_i := N_0 \cdot (160d^2)^{-i} \) vectors that are \( \Delta_i \)-close to being independently distributed from \( D_{\mathcal{L}, \alpha^{-i} g} \), where \( \alpha^{-i} g \geq \alpha \cdot \eta_c(\mathcal{L}) \). Hence, we can apply Theorem 33 and get \( N_{i+1} = N_i / 160d^2 \) vectors that are \( \Delta_{i+1} \)-close to being independently distributed from \( D_{\mathcal{L}, \alpha^{-i-1} g} \), where \( \Delta_{i+1} \leq \Delta_i + 4e^{-2d}N_i + 11(160d^2)^{i}q^{-5n/2} \). At each iteration we had \( N_i \geq 160d^{2} q^{n/d} \) vectors, a necessary condition to apply Theorem 33. Therefore after \( k \) iterations, we have at least \( N_k = N_0 / (160d^2)^k = q^{n/d} \) samples that are \( \Delta_k \)-close to being independently distributed from \( D_{\mathcal{L}, \alpha^{-k} g} \), where

\[
\Delta_k \leq 11q^{-5n/2} \sum_{i=1}^{k} \frac{(160d^2)^{k-i}}{i} + \frac{k}{10} d q^{2d} N_i
\leq 11(160d^2)^k q^{-5n/2} + 10dq^{-4n} q^{n/d} \sum_{i=0}^{k-1} (160d^2)^{k-i}
\leq \left( 11q^{-5n/2} + 10dq^{-4n/d} \right) (160d^2)^{k+1} = q^{-5n/2+o(n)}
\]

Any vector distributed as \( D_{\mathcal{L}, g} \) is in \( p \mathcal{L} \) with probability at least \( p^{-n} \). We repeat the algorithm \( 2p^n = O(q^{2n}) \) times to obtain \( 2p^n \cdot 2 \cdot q^{n/d} \) vectors that are \( 2p^n q^{-5n/2+o(n)} = q^{-n/2+o(n)} \) close to \( 2p^n \cdot q^{n/d} \) independent samples from \( D_{\mathcal{L}, g} \). Of these samples obtained, we only keep vectors that fall in \( p \mathcal{L} \) and divide them by \( p \). Let \( M = p^n \cdot 2 \cdot q^{n/d} \). By Chernoff-Hoeffding (Lemma 32) with \( P = p^{-n} \), and \( \delta = \frac{1}{2} \), the probability to obtain less than \((1 - \delta)PM = q^{n/d} \) samples is at most \( e^{-\frac{\delta}{(1-\delta)^2} P M} \leq e^{-\frac{1}{10} q^{n/d}} \). Furthermore, \( d \leq \frac{q^2 + 16}{16} \) and \( q \mapsto \frac{\ln q}{16+q^2} \) is decreasing for \( q \geq 4 \), hence for \( q \leq \sqrt{n} \),

\[
q^{n/d} \geq e^{16n \ln q / 16+q^2} \geq e^{16n \ln q / 16} \geq e^{16n \sqrt{n} \cdot o(1)} = \Omega(n^8)
\]

Hence with probability greater than \( 1 - e^{-\frac{1}{10} q^{n/d}} = 1 - q^{-\Omega(n^8)} \), we get \( q^{n/d} \) vectors from the distribution \( D_{\mathcal{L}, s} \). The statistical distance from the desired distribution is \( q^{-\Omega(n^8)} + q^{-n/2+o(n)} \leq q^{-n/2+o(n)} \). We repeat this for \( q^{16n/q^2} / q^{n/d} \) times, to get \( q^{16n/q^2} \) vectors. The total statistical distance from the desired distribution is \( q^{16n/q^2} \cdot q^{-n/2+o(n)} \leq q^{-\Omega(n)} \). The total running time is bounded by

\[
q^{2n} \left( \frac{q^{16n/q^2}}{q^{n/d}} \right) \left( \text{poly}(n) \cdot N_0 + \sum_{i=0}^{k-1} (10ed)^{8d} \cdot (160d^2)^{k-i} q^{8n+i+d/o(n)} \right) \leq q^{13n+o(n)}
\]

The memory usage is slightly more involved: we can think of the \( k \) iterations as a pipeline with \( k \) intermediate lists and we observe that as soon as a list (at any level) has more than \( 160d^2 q^{16n/q^2} \) elements, we can apply Theorem 33 to produce \( q^{16n/q^2} \) vectors at the next level. Hence, we can ensure that at any time, each level contains at most \( 160d^2 q^{16n/q^2} \) vectors, so in total we only need to store at most \( k \cdot 160d^2 q^{16n/q^2} = \)
poly(n)q^{16n/q^2} vectors, to which we add the memory usage of the algorithm of Theorem 33 which is bounded by poly(n) · q^{n/d} \leq poly(n) · q^{16n/q^2}. Finally, we run the filter \((p \mathcal{L})\) on the fly at the end of the \(k\) iterations to avoid storing useless samples. 

This tradeoff works for any \(q \geq 4\), and the running time can be bounded by \(c_1^{n+o(n)} \cdot q^{c^2n}\) for some constants \(c_1\) and \(c_2\) that we have not tried to optimize.

### 3.2 Algorithms for BDD and SVP

**Theorem 35.** Let \(n \in \mathbb{N}, q \in [4, \sqrt{n}]\) be a positive integer. Let \(\mathcal{L}\) be a lattice of rank \(n\). There is a randomized algorithm that solves \(0.1/q\text{-BDD}\) in time \(q^{13n+o(n)}\) and requires memory \(\text{poly}(n) \cdot q^{16n/q^2}\).

**Proof.** Let \(\varepsilon = q^{-\frac{32n}{3}}\) and \(s \geq \eta_c(\mathcal{L}^*)\). From Corollary 34, there exists an algorithm that outputs \(q^{16n/q^2}\) vectors whose distribution is statistically close to \(D_{\mathcal{L}^*,s}\) in time \(q^{13n+o(n)}\) and space \(\text{poly}(n) \cdot q^{16n/q^2}\). By repeating this algorithm \(\text{poly}(n)\) times, we can therefore build a DGS\(^n\text{poly}(n)q^{16n/q^2}\) oracle such that each call takes time \(q^{13n+o(n)}\) and space \(\text{poly}(n) \cdot q^{16n/q^2}\).

By Theorem 55 we can construct a \(\alpha\text{-BDD}\) such that each call takes time \(m \cdot \text{poly}(n)\) and space \(\text{poly}(n)\), where \(\alpha = \phi(\mathcal{L})/\lambda_1(\mathcal{L}) = \frac{\ln(1/\varepsilon)/(\pi - o(1))}{2n \eta_c(\mathcal{L}) \lambda_1(\mathcal{L})}\) and \(m = O(\frac{n \ln(1/\varepsilon)}{\sqrt{\varepsilon}}) = O(\frac{\ln q}{q} q^{16n/q^2} \ln q) \leq \text{poly}(n)q^{16n/q^2}\). The preprocessing consists of poly\((n)\) calls to the DGS\(^m\text{poly}(n)q^{16n/q^2}\) sampler described above and requires space \(m \cdot \text{poly}(n)\).

Hence the total complexity is \(\text{poly}(n)q^{13n+o(n)} = q^{13n+o(n)}\) in time and \(m \cdot \text{poly}(n) = \text{poly}(n)q^{16n/q^2}\) in space. By using inequality (3), in Lemma 21, we have that

\[
\lambda_1(\mathcal{L}) \eta_c(\mathcal{L}^*) < \sqrt{\frac{\beta(L)^4 n}{2 \pi e}} \cdot \varepsilon^{-1/n} (1 + o(1)).
\]

Hence we can guarantee that

\[
\alpha(\mathcal{L}) \geq \sqrt{\frac{\ln(1/\varepsilon)}{2n (\beta^2/e)^{\varepsilon^{-2/n}} (1-o(1))}} \geq \frac{1}{q} \sqrt{\frac{32 \cdot e \ln q}{2 \beta^2 q^{64/q^2}}} (1 - o(1)) \geq (10q)^{-1}.
\]

**Theorem 36.** Let \(n \in \mathbb{N}, q \in [4, \sqrt{n}]\) be a positive integer. Let \(\mathcal{L}\) be a lattice of rank \(n\). There is a randomized algorithm that solves \(\text{SVP}\) in time \(q^{13n+o(n)}\) and in space \(\text{poly}(n) \cdot q^{16n/q^2}\).

**Proof.** By Theorem 35, we can construct a \(\frac{0.1}{q}\text{-BDD}\) oracle in time \(q^{13n+o(n)}\) and in space \(\text{poly}(n) \cdot q^{16n/q^2}\). Each execution of the BDD oracle now takes \(m = O(\frac{\ln q}{q} q^{16n/q^2})\) time. By Theorem 24, with \((10q)^n\) queries to the \(\frac{0.1}{q}\text{-BDD}\) oracle, we can find the shortest vector. The total time complexity is \(q^{13n+o(n)} + \frac{n^2}{q} q^{16n/q^2} \cdot (10q)^n = q^{13n+o(n)}\).

**Remark 37.** If we take \(q = \sqrt{n}\), Theorem 36 gives a SVP algorithm that takes \(n^{\Theta(n)}\) time and \(\text{poly}(n)\) space. The constant in the exponent of time complexity is worse than the best enumeration algorithms. When \(q\) is a large enough constant, for any constant \(\varepsilon > 0\), there exists a constant \(C = C(\varepsilon) > 2\), such that there is a \(2^{Cn}\) time and \(2^n\) space algorithm for DGS, and SVP. In particular, the time complexity of the algorithm in this regime is worse than the best sieving algorithms.

**Remark 38.** In [ACK+21], authors gave \(2^n\) time reductions between the lattice problems in different \(\ell_p\) norms. Their reduction increases the approximation factor by a constant that depends on \(\varepsilon\). Combining their results with the above theorem gives an algorithm with a time-memory tradeoff for the constant-factor approximation of all lattice problems.
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4 Quantum speedup for BDDP using QRAM

The goal of this section is to obtain a quantum speedup of Theorem 19. We improve the time complexity of the algorithm by almost the square root factor, but we also require the advice string to be stored in QRAM. Before presenting our contribution, we will give an overview of the known algorithms for BDDP.

Most of the known BDDP algorithms (including the one in [DRS14]) are based on the algorithm for decision-CVPP by Aharonov and Regev [AR05]. We first revisit the algorithm for decision-CVPP. In this work, the authors introduced the periodic Gaussian function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^+ \),

\[
\begin{align*}
    f(t) := \frac{\rho(t + L)}{\rho(L)}
\end{align*}
\]

Towards giving an algorithm for \( O(\sqrt{n/\log n}) \) approximation of decision-CVPP. They observed that by the Poisson summation formula, we get the identity

\[
    f(t) = \mathbb{E}_{w \sim D_{\mathcal{L}}^*} \left[ \cos(2\pi \langle w, t \rangle) \right]. \tag{8}
\]

They also showed that when distance of the target vector \( t \) from lattice \( \mathcal{L} \) is at least \( \sqrt{n} \), then \( f(t) \) is negligible, and when distance between \( t \) and lattice \( \mathcal{L} \) is at most \( \sqrt{\log n} \), then \( f(t) \) is non-negligible. This function \( f \) evaluated on any vector \( t \) is an infinite sum, and is not easy to evaluate efficiently. Their algorithm crucially relied on the observation in Equation 8 that shows that the function \( f \) can be estimated by using a polynomial size advice string with at most \( 1/\text{poly}(n) \) error. They gave the estimator

\[
    f_W(t) = \frac{1}{N} \sum_{i=1}^{N} \cos(2\pi \langle w_i, t \rangle) \tag{9}
\]

where \( W = (w_1, \cdots, w_N) \in \mathcal{L}^* \) are i.i.d. samples from \( D_{\mathcal{L}^*} \), and showed that \( f_W \approx f \) with at most \( 1/\text{poly}(n) \) error when \( N \) is a large enough number bounded by a polynomial in \( n \).

Later, Liu, Lyubashevsky, and Micciancio [LLM06] gave an algorithm for the approximation of search BDDP. The idea is to iteratively update the target vector \( t \) such that its distance from the closest lattice vector decreases and eventually, it is easy to efficiently find the closest lattice vector. They are able to solve the \( \alpha \)-BDDP for \( \alpha \leq O\left(\sqrt{\frac{\log n}{n}}\right) \). Dadush, Regev and Stephens-Davidowitz, gave an improvement by a careful analysis of the function \( f(t) \). They proposed that by iteratively updating \( t \) by an approximation of

\[
    t + \frac{\nabla f(t)}{2\pi f(t)},
\]

we can go near the closest lattice vector. Their algorithm solves \( \alpha \)-BDDP, for \( \alpha = \frac{\sqrt{\log(1/\varepsilon)}}{2\pi \lambda_2(L^*)} \). The advice string consists of \( N \) vectors from \( D_{\mathcal{L}^*, \operatorname{poly}(L^*)} \) and the algorithm performs \( O(N + \text{poly}(n)) \) arithmetic operations where \( N = O\left(\frac{n^{\log(1/\varepsilon)}}{\sqrt{\varepsilon}}\right) \). In this section, we will show that if the advice string is stored in QRAM then we can achieve the same approximation of BDDP by using only \( O(\sqrt{N} + \text{poly}(n)) \) arithmetic operations.

We will start with listing some of the lemmas and theorems from [DRS14] that we will directly use in our proof. After that, we will show the quantum improvement in the estimation of function \( f_W \) and \( \nabla f_W \). In the last part of this section, we will present the main result of this section.

4.1 Results from [DRS14]

Lemma 39. [DRS14] [Lemma 2.14] Let \( L \subset \mathbb{R}^n \) be a lattice of rank \( n \). Then, for all \( t \in \mathbb{R}^n \), \( f(t) \geq \rho(t) \).
Lemma 40. [DRS14][Lemma 4.7] Let $\mathcal{L} \subset \mathbb{R}^n$ be a lattice with $\rho(\mathcal{L}) = 1 + \varepsilon$ for $\varepsilon \in (0, 1/400)$. Let $W = (w_1, \ldots, w_N)$ be sampled independently from $\mathcal{D}_{\mathcal{L}}$ with $N \geq \Omega(n/\sqrt{\varepsilon})$. Then,

$$\Pr[\exists t, \|t\| \leq \varepsilon^{1/8}/(1000n) : \|\nabla f_W(t)/(2\pi f_W(t)) + t\| > \varepsilon^{0.25}\|t\|] \leq 2^{-\Omega(n)}.$$ 

Lemma 41. [DRS14][Lemma 4.10] Let $\mathcal{L} \subset \mathbb{R}^n$ be a lattice with $\rho(\mathcal{L}) = 1 + \varepsilon$ with $\varepsilon \in (0, 1/400)$. Let $s_\varepsilon = \left(\frac{1}{\pi} \ln \frac{2(1+\varepsilon)}{\varepsilon}\right)^{0.5}$. Let $W = (w_1, \ldots, w_N)$ be sampled independently from $\mathcal{D}_{\mathcal{L}}$. Then, for $\varepsilon^2 \leq s \leq 10$, if $N \geq \Omega(n \ln(1/\varepsilon)/s^2)$,

$$\Pr[\exists t \in \mathbb{R}^n, \|t\| \leq \varepsilon^{1/8}/(1000n) : \|\nabla f_W(t) - \nabla f(t)\| > s\|t\|] \leq 2^{-\Omega(N s^2)}.$$ 

Lemma 42. [DRS14][Lemma 4.12] Let $\mathcal{L} \subset \mathbb{R}^n$ be a lattice with $\rho(\mathcal{L}) = 1 + \varepsilon$ with $\varepsilon \in (0, 1/400)$. Let $s_\varepsilon = \left(\frac{1}{\pi} \ln \frac{2(1+\varepsilon)}{\varepsilon}\right)^{0.5}$. Let $W = (w_1, \ldots, w_N)$ be sampled independently from $\mathcal{D}_{\mathcal{L}}$. Then, for $\varepsilon^2 \leq s \leq 10$, if $N \geq \Omega(n \ln(1/\varepsilon)/s^2)$, then

$$\Pr[\exists t \in \mathbb{R}^n, \|t\| \leq s_\varepsilon : \|f_W(t) - f(t)\| > s] \leq 2^{-\Omega(N s^2)}.$$ 

Lemma 43. [DRS14][Part 1 of Lemma 4.5] Let $\mathcal{L} \subset \mathbb{R}^n$ be a lattice with $\rho(\mathcal{L}) = 1 + \varepsilon$ for some $\varepsilon > 0$, and let $W = (w_1, \ldots, w_N)$ be sampled independently from $\mathcal{D}_{\mathcal{L}}$. Then, for $s \geq 0$, $N \min(s, s^2) \geq \Omega(n)$, and $\Delta_\varepsilon = \frac{4\pi}{1+\varepsilon}(\ln \frac{2\pi s^2}{\varepsilon} + 1)$, we have

$$\Pr[\|H f_W(0) + 2\pi I_n\| > \Delta_\varepsilon + s] \leq 2^{-\Omega(N \min(s, s^2)},$$

where $H f_W$ denote the Hessian matrix of $f_W$.

Lemma 44. [DRS14][Part 1 of Lemma 4.7] Let $\mathcal{L} \subset \mathbb{R}^n$ be a lattice with $\rho(\mathcal{L}) = 1 + \varepsilon$ for some $\varepsilon > 0$, and let $W = (w_1, \ldots, w_N)$ be sampled independently from $\mathcal{D}_{\mathcal{L}}$. Then we have

$$\Pr[\exists t \in \mathbb{R}^n, \|t\| \leq \frac{\varepsilon^{1/8}}{1000n} : \|\nabla f_W(t)\| \geq (2\pi + 4\varepsilon^{0.25})\|t\|] \leq 2^{-\Omega(n)},$$

and

$$\Pr[\exists t \in \mathbb{R}^n, \|t\| \leq \frac{\varepsilon^{1/8}}{1000n} : |f_W(t)| < 1 - \frac{\varepsilon^{0.25}}{100}] \leq 2^{-\Omega(n)}.$$ 

The following theorem tells us that if we can compute $f(t)$ and its gradient, and suppose that $t$ is sufficiently close to the lattice, then we can simply apply the gradient ascent algorithm to find a vector $t' = \frac{\nabla f(t)}{2\pi f(t)} + t$ such that the new vector $t'$ is even closer to the closest lattice vector of $t$.

Theorem 45. [DRS14][Corollary 4.3] Let $\varepsilon \in (0, 1/400)$ and $\mathcal{L} \subset \mathbb{R}^n$ a lattice with $\rho(\mathcal{L}) = 1 + \varepsilon$. Let $s_\varepsilon = \left(\frac{1}{\pi} \ln \frac{2(1+\varepsilon)}{\varepsilon}\right)^{1/2}$. Then for all $t \in \mathbb{R}^n$ satisfying $\|t\| \leq s_\varepsilon/2$,

$$\left\|\frac{\nabla f(t)}{2\pi f(t)} + t\right\| \leq 12(\varepsilon/2)^{1-2\delta(t)}\|t\|,$$

where $\delta(t) = \max(1/8, \|t\|/s_\varepsilon)$. In particular, for $\delta(t) \leq 1/2 - 2/(\pi s^2)$,

$$\left\|\frac{\nabla f(t)}{2\pi f(t)} + t\right\| \leq \|t\|/4.$$ 
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4.2 Estimation of $f_W$ and $\nabla f_W$ in QRAM

Theorem 46 (Amplitude estimation [BHMT02], Theorem 12). Given natural number $M$ and access to an $(n+1)$-qubit unitary $U$ satisfying

$$U|0^n\rangle|0\rangle = \sqrt{a}|\phi_1\rangle|1\rangle + \sqrt{1-a}|\phi_0\rangle|0\rangle,$$

where $|\phi_1\rangle$ and $|\phi_0\rangle$ are arbitrary $n$-qubit states and $0 < a < 1$, there exists a quantum algorithm that uses $M$ applications of $U$ and $U^\dagger$, and outputs an estimate $\hat{a}$ that with probability $\geq 2/3$ satisfies

$$|a - \hat{a}| \leq \frac{6\pi \sqrt{a(1-a)}}{M} + \frac{9\pi^2}{2M} \leq \frac{15\pi^2}{M}.$$

Theorem 47. Let $N$ be a positive integer, lattice $\mathcal{L} \subset \mathbb{R}^n$ and $W = \{w_1, \ldots, w_N\}$ be the set of vectors from $\mathcal{L}^*$. Let $O_W : |j\rangle|0\rangle \rightarrow |j\rangle|w_j\rangle$. For any $\varepsilon, \delta > 0$, there exists a quantum algorithm that given target $t \in \mathbb{R}^n$ output $\tilde{f}_W(t)$ which satisfy $|f_W(t) - \tilde{f}_W(t)| \leq \varepsilon$ with probability $1 - \delta$. The algorithm make $\mathcal{O}(\varepsilon^{-1} \cdot \log \frac{1}{\delta})$ queries to $O_W$ and require $\varepsilon^{-1} \cdot \log \frac{1}{\delta} \cdot \text{poly}(\log n)$ elementary quantum gates. The distribution of $\tilde{f}_W(t)$ is periodic over the lattice $\mathcal{L}$.

Proof. We define the positive controlled rotation oracle as, for any $a \in \mathbb{R}$

$$O_{CR^+} : |a\rangle|0\rangle \rightarrow \begin{cases} |a\rangle(\sqrt{a}|1\rangle + \sqrt{1-a}|0\rangle), & \text{if } a \geq 0 \\ |a\rangle|0\rangle, & \text{otherwise}, \end{cases}$$

which can be implemented up to negligible error by poly($\log n$) quantum elementary gates. Also, we define the cosine inner product oracle as for any $t, w \in \mathbb{R}^n$

$$O_{cos} : |w\rangle|t\rangle|0\rangle \rightarrow |w\rangle|t\rangle|\cos(2\pi \langle w, t \rangle)|0\rangle,$$

which can also be implemented by poly($\log n$) quantum elementary gates. Prepare the state $\frac{1}{\sqrt{N}} \sum_{j=1}^{N} |j\rangle|0\rangle|t\rangle|0\rangle$, and then we apply $O_W$ on the first and second registers, apply $O_{cos}$ on the second, third, fourth registers, and apply $O_{CR^+}$ on the fourth and fifth registers, we have

$$\frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } \cos(2\pi \langle w_j, t \rangle) > 0} |j\rangle|w_j\rangle|t\rangle|\cos(2\pi \langle w_j, t \rangle)|0\rangle \cos(2\pi \langle w_j, t \rangle)|1\rangle$$

$$+ \frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } \cos(2\pi \langle w_j, t \rangle) \leq 0} |j\rangle|w_j\rangle|t\rangle|\cos(2\pi \langle w_j, t \rangle)|0\rangle.$$

By rearranging the equation, we have

$$\frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } \cos(2\pi \langle w_j, t \rangle) > 0} \sqrt{\cos(2\pi \langle w_j, t \rangle)} |j\rangle|w_j\rangle|t\rangle|\cos(2\pi \langle w_j, t \rangle)|1\rangle$$

$$+ \frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } \cos(2\pi \langle w_j, t \rangle) > 0} \sqrt{1 - \cos(2\pi \langle w_j, t \rangle)} |j\rangle|w_j\rangle|t\rangle|\cos(2\pi \langle w_j, t \rangle)|0\rangle$$

$$+ \sum_{j \in [N] \text{ and } \cos(2\pi \langle w_j, t \rangle) \leq 0} |j\rangle|w_j\rangle|t\rangle|\cos(2\pi \langle w_j, t \rangle)|0\rangle$$

$$= \sqrt{a^+}|\phi_1\rangle|1\rangle + \sqrt{1-a^+}|\phi_0\rangle|0\rangle,$$

where $a^+ = \sum_{j \in [N] \text{ and } \cos(2\pi \langle w_j, t \rangle) > 0} \frac{\cos(2\pi \langle w_j, t \rangle)}{N}$. By applying Theorem 46, we can estimate $a^+$ with additive error $\varepsilon/2$ by using $\mathcal{O}(\varepsilon^{-1})$ applications of $O_W, O_W^\dagger$, and $\varepsilon^{-1} \cdot \text{poly}(\log n)$ elementary quantum gates. Following
the same strategy, we can also estimate \( a^- = \sum_{j \in [N] \text{ and } \cos(2\pi \langle w_j, t \rangle) < 0} \frac{\cos(2\pi \langle w_j, t \rangle)}{N} \) with same additive error and by using same amount of queries and quantum elementary gates. Therefore, we can estimate \( a^+ + a^- = \sum_{j \in [N]} \frac{\cos(2\pi \langle w_j, t \rangle)}{N} \) with additive error \( \varepsilon \). By repeating the procedure \( \Theta(\log \frac{1}{\varepsilon}) \) times and take the median among them, we finish the proof.

**Theorem 48.** Let \( N \) be a positive integer, lattice \( \mathcal{L} \subset \mathbb{R}^n \), and \( W = \{w_1, \ldots, w_N\} \) be the set of vectors in \( \mathcal{L}^* \). Let \( O_W : |j⟩|0⟩ \rightarrow |j⟩|w_j⟩ \). For any \( \varepsilon, \delta > 0 \), there exist a quantum algorithm that given target \( t \in \mathbb{R}^n \) and \( w_{\max} = \max_{j \in [N]} ||w_j|| \), output \( \nabla_i f_W(t) \)\(^8\) for any \( i \in [n] \), which satisfy \( ||\nabla_i f_W(t) - \nabla_i f_W(t)|| \leq 2\varepsilon ||t|| w_{\max}^2 \), with probability \( 1 - \delta \). The algorithm makes \( O(\varepsilon^{-1} \cdot \log \frac{1}{\delta}) \) queries to \( O_W \) and require \( \varepsilon^{-1} \cdot \log \frac{1}{\delta} \cdot \log(\log n) \) elementary quantum gates. The distribution of \( \nabla_i f_W(t) \) is periodic over the lattice \( \mathcal{L} \).

**Proof.** From equation 9, we get \( \nabla_i f_W(t) = \sum_{j=1}^{N} \sin(2\pi \langle w_j, t \rangle) \cdot (w_j)_i \) for \( i \in [n] \). We observe that for all \( i \in [n] \) and \( j \in [N] \),

\[
|\sin(2\pi \langle w_j, t \rangle) \cdot (w_j)_i| \leq 2\pi \langle w_j, t \rangle \cdot w_{\max} \leq 2\pi ||t|| w_{\max}^2,
\]

and hence \( \left| \frac{\sin(2\pi \langle w_j, t \rangle) \cdot (w_j)_i}{2\pi ||t|| w_{\max}^2} \right| \leq 1 \) for all \( i \in [n] \) and \( j \in [N] \). For simplicity, we define \( g_i(w, t) = \frac{\sin(2\pi \langle w, t \rangle) \cdot (w)_i}{2\pi ||w|| w_{\max}^2} \).

Then we define the sine inner product oracle as for any \( t, w \in \mathbb{R}^n \) and \( i \in [n] \)

\[
O_{\sin} : |w⟩|t⟩|i⟩|0⟩ \rightarrow |w⟩|t⟩|i⟩|g_i(w, t)⟩,
\]

which can be implemented by \( \log(\log n) \) quantum elementary gates. Also, we define the positive controlled rotation oracle as, for any \( a \in \mathbb{R} \)

\[
O_{CR^+} : |a⟩|0⟩ \rightarrow \begin{cases} |a⟩(\sqrt{a}|1⟩ + \sqrt{1-a}|0⟩), & \text{if } a \geq 0 \\ |a⟩|0⟩, & \text{otherwise} \end{cases}
\]

which can be implemented by \( \log(\log n) \) quantum elementary gates.

Prepare the state \( \frac{1}{\sqrt{N}} \sum_{j=1}^{N} |j⟩|0⟩|t⟩|i⟩|0⟩|0⟩ \), and then we apply \( O_W \) on the first and second registers, apply \( O_{\sin} \) on the second, third, fourth, fifth registers, and apply \( O_{CR^+} \) on the fifth and sixth registers, we have

\[
\frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } g_i(w_j, t) > 0} |j⟩|w_j⟩|t⟩|i⟩|g_i(w_j, t)(\sqrt{g_i(w_j, t)}|1⟩ + \sqrt{1-g_i(w_j, t)}|0⟩) \\
+ \frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } g_i(w_j, t) \leq 0} |j⟩|w_j⟩|t⟩|i⟩|g_i(w_j, t)|0⟩ \\
= \frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } g_i(w_j, t) > 0} \sqrt{g_i(w_j, t)}|j⟩|w_j⟩|t⟩|i⟩|g_i(w_j, t)|1⟩ \\
+ \frac{1}{\sqrt{N}} \sum_{j \in [N] \text{ and } g_i(w_j, t) > 0} (1 - g_i(w_j, t))|j⟩|w_j⟩|t⟩|i⟩|g_i(w_j, t)|0⟩ \\
= \sqrt{a^+}|\phi_1⟩|1⟩ + \sqrt{1-a^+}|\phi_0⟩|0⟩,
\]

\(^8\) We are abusing the notation here, \( \nabla_i f_W(t) \) just represent an estimated value of \( \nabla_i f_W(t) \).
where \( a^+ = \sum_{j \in [N] \text{ and } g_j(w_j, t) > 0} \frac{g_j(w_j, t)}{N} \). By applying Theorem 46, we can estimate \( a^+ \) with additive error \( \varepsilon/2 \) by using \( O(\varepsilon^{-1}) \) applications of \( O_W, O_W^\dagger \), and \( \varepsilon^{-1} \cdot \text{poly}(\log n) \) elementary quantum gates. Follow the same strategy, we can also estimate \( a^- = \sum_{j \in [N] \text{ and } g_j(w_j, t) < 0} \frac{g_j(w_j, t)}{N} \) with same additive error and by using same amount of queries and quantum elementary gates. Therefore, we can estimate \( a^+ + a^- = \sum_{j \in [N]} \frac{g_j(w_j, t)}{N} = -\nabla f_W(t) / 2\pi \|t\| \) with additive error \( \varepsilon \). By repeating the procedure \( \Theta(\log \frac{1}{\delta}) \) times and taking the median among them, we finish the proof.

We get the following corollary.

**Corollary 49.** Let \( \varepsilon \in (0, 1/100) \), and \( N = \lceil (n^8 / \sqrt{\varepsilon}) \rceil \) be a positive integer, lattice \( L \subset \mathbb{R}^n \) and \( W = \{w_1, \ldots, w_N\} \) be the set of vectors from \( L^* \) such that \( \forall i \in [N], \|w_i\| \leq 2n + 1 \). Let \( O_W : |j\rangle |0\rangle \rightarrow |j\rangle |w_j\rangle \). There exists a quantum algorithm that given target \( t \in \mathbb{R}^n \) output \( \hat{f}_W(t) \) and \( \nabla \hat{f}_W(t) \) which satisfy

\[
|\hat{f}_W(t) - f_W(t)| \leq \frac{\varepsilon^{1/4}}{100} \quad \text{and} \quad \|\nabla \hat{f}_W(t) - \nabla f_W(t)\| \leq \frac{\varepsilon^{1/4}}{100} \|t\|
\]

with probability \( 1 - 2^{-\Omega(n)} \). The algorithm make \( O(\varepsilon^{-1/4} \cdot n^4) \) queries to \( O_W \) and require \( \varepsilon^{-1/4} \cdot n^4 \cdot \text{poly}(\log n) \) elementary quantum gates. The distribution of \( \hat{f}_W(t) \) and \( \nabla \hat{f}_W(t) \) is periodic over the lattice \( L \).

### 4.3 BDDP in QRAM

From previous subsection, given \( t \), we can estimate \( f_W(t) \) with small additive error. In this subsection, we will replace \( f_W(t) \) with the approximation function \( \hat{f}_W(t) \), and show that doing gradient ascent on the approximation function \( \hat{f}_W(t) \) still helps us to find the closest vector, and hence we can use \( \hat{f}_W \) to solve BDDP.

**Theorem 50.** Let \( L \subset \mathbb{R}^n \) be a lattice with \( \rho(L) = 1 + \varepsilon \) with \( \varepsilon \in (0, 1/400) \) and \( N \) be a positive integer. Let \( \varepsilon = \left( \frac{1}{2} \ln 2(1 + \varepsilon) \right)^{0.5} \), \( \delta_{\text{max}} = 0.5 - \frac{\varepsilon}{n^2} \), and \( W = \{w_1, \ldots, w_N\} \) be a set of vectors from \( L^* \). Suppose that for some \( \gamma > 0 \), \( t \in \mathbb{R}^n \), we can compute \( \hat{f}_W(t) \) and \( \nabla \hat{f}_W(t) \), and it holds that

1. \( \|t\| \leq \min\{\delta_{\text{max}} s, \sqrt{\ln(1/(4\gamma))} / \pi\} \),
2. \( \|\nabla f_W(t) - \nabla \hat{f}_W(t)\| \leq \frac{2}{\pi} \|t\| \),
3. \( \|\nabla f_W(t) - \nabla \hat{f}_W(t)\| \leq \frac{2}{\pi} \|t\| \),
4. \( |f_W(t) - \hat{f}_W(t)| \leq \gamma \),
5. \( |f_W(t) - \hat{f}_W(t)| \leq \gamma \).

Then,

\[
\left| \frac{\nabla \hat{f}_W(t)}{2\pi f_W(t)} - \frac{\nabla f_W(t)}{2\pi f(t)} \right| \leq \frac{6\gamma}{\rho(t)} \|t\|.
\]

**Proof.** It’s easy to see that above conditions implies

\[
\|\nabla \hat{f}_W(t) - \nabla f_W(t)\| \leq \pi \gamma \|t\|, \quad \text{(10)}
\]

and

\[
|\hat{f}_W(t) - f_W(t)| \leq 2\gamma. \quad \text{(11)}
\]
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From Lemma 39 and the condition on length of \( t \), we get \( f(t) \geq \rho(t) \geq 4\gamma \). From triangle inequality, we get

\[
\frac{\| \nabla \tilde{f}_W(t) - \nabla f(t) \|}{2\pi f_W(t)} = \frac{\| \nabla \tilde{f}_W(t) - \nabla f(t) \|}{2\pi f(t)} \leq \frac{\| \nabla f(t) \|}{f_W(t)} + \frac{\| f(t) \|}{f_W(t)} \left( f(t) - f_W(t) + 1 \right)
\]  

(12)

For the first term in (12), by using Equation (10) and Equation (11), we get

\[
\frac{\| \nabla f(t) \|}{2\pi f(t)} \leq \frac{\pi \| t \|}{2\pi f(t)} f(t) = \frac{\gamma \| t \|}{2(f(t) - 2\gamma)}.
\]

(13)

For the second term in (12), by using Theorem 45 and Equation (11), we get

\[
\frac{\| \nabla \tilde{f}_W(t) - \nabla f_W(t) \|}{2\pi f(t)} - \frac{\| f(t) \|}{f_W(t)} \leq \frac{5}{4} \| t \| \left( \frac{f(t)}{f(t) - 2\gamma} - 1 \right) = \frac{10\gamma}{4(f(t) - 2\gamma)} \| t \|.
\]

(14)

From Equation (12), Equation (13) and Equation (14), we get

\[
\frac{\| \nabla \tilde{f}_W(t) - \nabla f_W(t) \|}{2\pi f_W(t)} \leq \frac{3\gamma \cdot \| t \|}{f_W(t) - 2\gamma} \leq \frac{6\gamma}{\rho(t) \| t \|}.
\]

Lemma 51. Let \( \mathcal{L} \subseteq \mathbb{R}^n \) be a lattice with \( \rho(\mathcal{L}) = 1 + \varepsilon \) for \( \varepsilon \in (0, 1/400) \). Let \( W = (w_1, \ldots, w_N) \) be sampled independently from \( D_{\mathcal{L}}^* \) with \( N \geq n^3/\varepsilon \). Suppose that for some \( t \in \mathbb{R}^n \) such that \( \| t \| \leq \varepsilon^{1/8}/(1000n) \), we can compute \( \tilde{f}_W(t) \) and \( \nabla \tilde{f}_W(t) \) which satisfy

1. \( |\tilde{f}_W(t) - f_W(t)| \leq \varepsilon^{1/100} \),
2. \( |\nabla \tilde{f}_W(t) - \nabla f_W(t)| \leq \varepsilon^{1/100} \| t \| \).

Then with probability \( 1 - 2^{-\Omega(n)} \), \( \| \nabla \tilde{f}_W(t) + t \| \leq \varepsilon^{1/4} \| t \| \) holds.

Proof. By Corollary 44, with at least \( 1 - 2^{-\Omega(n)} \) probability, \( |\nabla f_W(t)| \leq (2\pi + 4\varepsilon^{1/4}) \| t \| \) and \( |f_W(t)| > 1 - \varepsilon^{1/4}/100 \). By triangle inequality and both the assumptions, with probability at least \( 1 - 2^{-\Omega(n)} \), we have

\[
\| \nabla \tilde{f}_W(t) \| \leq (2\pi + 5\varepsilon^{1/4}) \| t \| \quad \text{and} \quad |\tilde{f}_W(t)| > 1 - \varepsilon^{1/4}/50.
\]

(15)

It implies that,

\[
\frac{\| \nabla \tilde{f}_W(t) - f_W(t) \|}{2\pi f_W(t)} \leq \frac{\| \nabla \tilde{f}_W(t) - f_W(t) \|}{2\pi f_W(t)} + \frac{\| f_W(t) \|}{2\pi} \frac{1}{f_W(t)} - \frac{1}{f_W(t)} \leq \frac{\varepsilon^{1/4} \| t \|}{2\pi(1 - \varepsilon^{1/4}/50)} + \frac{\| f_W(t) \|}{2\pi} \frac{\varepsilon^{1/4} / 100}{(1 - \varepsilon^{1/4}/100)(1 - \varepsilon^{1/4}/50)} \leq 2\varepsilon^{1/4} \| t \|.
\]

By Lemma 40, we know that, with at least \( 1 - 2^{-\Omega(n)} \) probability we have \( \| f_W(t) \| + t \| \leq \varepsilon^{1/4} \| t \| \). Hence, by triangle inequality and union bound, we have

\[
\| \nabla f_W(t) + t \| \leq 3\varepsilon^{1/4} \| t \| \quad \text{with probability grater than} \quad 1 - 2^{-\Omega(n)}.
\]
Theorem 52. Let \( \mathcal{L} \subseteq \mathbb{R}^n \) be a lattice with \( \rho(\mathcal{L}) = 1 + \varepsilon \) with \( \varepsilon \in (0, 1/400) \). Let \( s_\varepsilon = (\frac{1}{2} \ln \frac{2(1+\varepsilon)}{\varepsilon})^{0.5} \), \( \delta_{\text{max}} = 0.5 - \frac{2}{\pi^2 \varepsilon} \), \( \delta(t) = \text{max}(1/8, \|t/s_\varepsilon\|) \) and \( W = (w_1, \ldots, w_N) \) be sampled independently from \( \mathcal{D}_{\mathcal{L}^*} \), where \( N \geq n^8 \ln(1/\varepsilon)/\sqrt{\varepsilon} \). Suppose that for some \( t \in \mathbb{R}^n \) such that \( \|t\| \leq \delta_{\text{max}} s_\varepsilon \), we can compute \( \hat{f}_W(t) \) and \( \nabla \hat{f}_W(t) \) which satisfy

1. \( |\hat{f}_W(t) - f_W(t)| \leq \frac{\varepsilon^{1/4}}{100} \),
2. \( \|\nabla \hat{f}_W(t) - \nabla f_W(t)\| \leq \frac{\varepsilon^{1/4}}{100} \).

Then with probability at least \( 1 - 2^{-\Omega(n)} \),

\[
\left\| \frac{\nabla \hat{f}_W(t)}{2\pi f_W(t)} + t \right\| \leq \varepsilon^{(1-2\delta(t))/4} \|t\|.
\]

Proof. Lemma 51 shows that the theorem is satisfied for all \( t \) with \( \|t\| \leq \varepsilon^{1/8}/(1000n) \). So we consider the case when \( \varepsilon^{1/8}/(1000n) < \|t\| \leq \delta_{\text{max}} s_\varepsilon \). By Lemma 39, for such \( t \),

\[
f(t) \geq \rho(t) \geq e^{-\pi \delta_{\text{max}}^2 s_\varepsilon^2} > e^{\delta_{\text{max}}^2/2} \geq \varepsilon^{1/4}/2.
\]

Also we know that

- By Lemma 41, \( \|\nabla f_W(t) - \nabla f(t)\| \leq \varepsilon^{1/4} \|t\|/100 \) holds with probability \( \geq 1 - 2^{-\Omega(n)}(\varepsilon^{1/2}/100^2) = 1 - 2^{-\Omega(n)} \).
- By Lemma 42, \( \|f(t) - f(t)\| \leq \varepsilon^{1/4}/100 \) holds with probability \( \geq 1 - 2^{-\Omega(n)}(\varepsilon^{1/2}/100^2) = 1 - 2^{-\Omega(n)} \).

Therefore, by using Theorem 50 with \( \gamma = \frac{\varepsilon^{1/4}}{200\pi} \), we have that with probability \( \geq 1 - 2^{-\Omega(n)} \),

\[
\left\| \frac{\nabla \hat{f}_W(t)}{2\pi f_W(t)} + t \right\| \leq \frac{\varepsilon^{1/4}}{25} \cdot e^{2\pi\|t\|^2} \|t\| + 12(\varepsilon/2)^{1-2\delta(t)} \|t\| \quad \text{(by Theorem 45)}
\]

\[
\leq \frac{\varepsilon^{1/4}}{25} \cdot e^{\delta_{\text{max}}^2 s_\varepsilon^2} \|t\| + 12(\varepsilon/2)^{1-2\delta(t)} \|t\|.
\]

Theorem 53. For any integer \( n > 0 \), \( \varepsilon \in (\varepsilon^{-n^2}, 1/400) \) and lattice \( \mathcal{L} \subseteq \mathbb{R}^n \), let \( \phi(\mathcal{L}) = \sqrt{\ln(1/\varepsilon)/\pi \cdot o(1)} \)/\( 2\eta_{\mathcal{L}^*}(L^*) \) and \( N = n^{8\ln(1/\varepsilon)/\ln(n)} \). Given \( N \) vectors sampled from \( \mathcal{D}_{\mathcal{L}^*, \eta_{\mathcal{L}^*}(L^*)} \) stored in QRAM, there exists an algorithm that solves CVP\(^\phi\) with probability greater than \( 1 - 2^{-\Omega(n)} \) using \( \sqrt{N} \cdot \text{poly}(n) \) arithmetic operations, require \( \mathcal{O}(\text{poly}(n) + \text{log} N) \) classical space, \( \text{poly}(n) \) qubits and QRAM of size \( N \cdot \text{poly}(n) \).

Proof. Let \( s_\varepsilon = (\frac{1}{2} \log \frac{2(1+\varepsilon)}{\varepsilon})^{1/2} \) and \( \delta_{\text{max}} = 1 - \frac{\varepsilon}{2} \). Let \( W = (w_1, \ldots, w_N) \) be the given set of vectors sampled from \( \mathcal{D}_{\mathcal{L}^*, \eta_{\mathcal{L}^*}} \).

The algorithm takes target \( t \in \mathbb{R}^n \) and set of vectors \( W \). It then iteratively updates \( t \leftarrow t + \frac{\nabla \hat{f}_W(t)}{2\pi f_W(t)} \) for \( 1 + \lceil 8 \log(\sqrt{n}s_\varepsilon)/\log(1/\varepsilon) \rceil \) times. It then scan the first \( \sqrt{N} \) vectors from \( W \) and take the first \( n \) linearly independent vectors of length bounded by \( \sqrt{n} \cdot \eta_{\mathcal{L}^*}(L^*) \) as set \( V^* = (v_1^*, \ldots, v_n^*) \subset W \), if no such set exists then abort. Compute \( V = (v_1, \ldots, v_n) \) such that \( v_i \cdot v_j^* = \delta_{i,j} \) and return \( \sum c_i v_i \) where \( c_i = |v_i^* \cdot t| \).

By scaling the lattice appropriately, we can assume that \( \rho(\mathcal{L}) = 1 + \varepsilon \), so that \( \eta_{\mathcal{L}^*}(L^*) = 1 \). Let \( t' = t - w \) such that \( \|t'\| \leq \delta_{\text{max}} s_\varepsilon \) for some \( w \in \mathcal{L} \). There exists such a vector \( t' \) because of the promise of the CVP\(^\phi\) and the fact that \( \rho(\mathcal{L}) \leq \delta_{\text{max}} s_\varepsilon \). From Lemma 14, we get that with probability \( 1 - N \cdot e^{-2n^2} \geq 1 - 2^{\Omega(n)} \), \( \forall i \in [N], \|w_i\| \leq 2n + 1 \). Hence by using Corollary 49, we can estimate \( \hat{f}_W(t) \) and \( \nabla \hat{f}_W(t) \) which satisfy

\[
|\hat{f}_W(t) - f_W(t)| \leq \frac{\varepsilon^{1/4}}{100} \quad \text{and} \quad \|\nabla \hat{f}_W(t) - \nabla f_W(t)\| \leq \frac{\varepsilon^{1/4}}{100} \|t\|.
\]
with probability $1 - 2^{-\Omega(n)}$. The algorithm make $O(\sqrt{N})$ arithmetic operations. Corollary 49 also says that the distribution of $f_W(t)$ and $\nabla f_W(t)$ is periodic over the lattice. Therefore, by using Theorem 52 we can say that by every update of $t$ by $t \leftarrow t + \sum_{w \in W} f_W(t)$, the output vector is of form $w + t^*$ where $\|t^*\|$ shrinks by factor of at least $\epsilon^{1/(2(1/4))} = \epsilon^{1/8}$ with probability $1 - 2^{-\Omega(n)}$. Hence by $1 + [8 \log(\sqrt{n}\epsilon)/\log(1/\epsilon)]$ updates, we get $t = w + t^*$ such that $\|t^*\| \leq 1/(2\sqrt{n})$. For the correctness of the proof, it is sufficient to show that $w = \sum c_i v_i$. Note that $[\{v_i^*, t^*\}] = [\{v_i^*, t^\}] + [\{v_i^*, w\}$. By Cauchy-Schwarz, we get $[\{v_i^*, t^*\}] = 0$. Hence, we get the vector $w$ as the output with probability greater than $1 - 2^{-\Omega(n)}$.

Now, we will show that there exist a set $V^* \subset \{w_1, \cdots, w_n\}$ containing $n$ linearly independent vectors of length at most $\sqrt{n}$ and algorithm will abort with probability at most $2^{-\Omega(n^2)}$ over the given set $W$. Let $W' = \{w_1, \cdots, w_{n^2}\}$. By Lemma 14, with at least $1 - n^2 \cdot 2^{-\Omega(n)}$ probability all the vectors in set $W'$ has length at most $\sqrt{n} \cdot \eta_{\epsilon}(L^*)$. From the Lemma 43, we know that

$$\|Hf_{W'}(0) + 2\pi \mathbf{I}_n\| \leq \frac{4\pi \epsilon}{1 + \epsilon} \left( \log \left( \frac{2(1 + \epsilon)}{\epsilon} + 1 \right) + 1 \right) < 2\pi$$

with probability at least $1 - 2^{-\Omega(n^2)}$. Hence, we have $Hf_{W'}(0)$ is invertible and $Hf_{W'}(0) = \frac{4\pi^2}{m} \sum_{i=1}^{m} w_i w_i^T$ (from Equation 9). It implies that $W'$ spans $\mathbb{R}^n$ and completes the proof.

5 Improved algorithms for BDD

We obtain a BDD oracle with decoding distance $\alpha$ by using the same reduction as above but making each call cheaper. This is achieved by building a sampler that directly samples at the smoothing parameter, hence avoiding the $\sqrt{2}$ factor, allowing us to take a bigger $\epsilon$. In [ADRS15], it was shown how to construct a dense lattice $L'$ whose smoothing parameter $\eta(L')$ is $\sqrt{2}$ times smaller than the original lattice, and that contains all lattice points of the original lattice. Suppose that we first use such a dense lattice to construct a corresponding discrete Gaussian sampler with standard deviation equal to $s = \sqrt{2}\eta(L')$. We then do the rejection sampling on condition that the output is in the original lattice $L$. We thus only have construct a discrete Gaussian sampler of $\eta(L')$ whose standard deviation is $\sqrt{2}\eta(L') = \eta(L)$. Nevertheless, $|L'/L|$ will be at least $2^{0.5n}$, which implies that this procedure needs at least $2^{0.5n}$ input vectors to produce an output vector.

The complexity of our BDD algorithms heavily depends on the quantity $\beta(L)$ which is related to the kissing number of the lattice (see Section 2). For this reason, we first provide complexity bounds that depend on $\beta(L)$ and then obtain complexity bounds in the worst case ($\beta(L) \leq 2^{0.401 + o(1)}$) as corollaries. We first show how to efficiently sample a discrete Gaussian at the smoothing parameter.

**Lemma 54.** There is a probabilistic algorithm that, given a lattice $L \subset \mathbb{R}^n$, $m \in \mathbb{Z}_+$ and $s \geq \eta_{1/3}(L)$ as input, outputs $m$ samples from a distribution $(m \cdot 2^{-\Omega(n^2)})$-close to $D_{L,s}$ in expected time $m \cdot 2^{n/2} + o(n)$ and space $(m + 2^{n/2}) \cdot 2^{o(n)}$. Furthermore, all samples have poly($n$) bit-size.

**Proof.** Let $a = \frac{4}{9} + 4$. We repeat the following until we output $m$ vectors. We use the algorithm in Lemma 27 to obtain a lattice $L' \supset L$ of index $2^a$. We then run the algorithm from Theorem 18 with input ($L'$, $s$) to obtain a list of vectors from $L'$. We output the vectors in this list that belong to $L$. The correctness of the algorithm, assuming it outputs anything, is clear as long as the samples obtained from Theorem 18 are (sufficiently) independent, which we will prove below.

By Theorem 18, we obtain, in time and space $2^{(n/2) + o(n)}$, $M \leq 2^{n/2}$ vectors that are $2^{-\Omega(n^2)}$-close to $M$ vectors independently sampled from $D_{L',s}$. The theorem guarantees that $M = 2^{n/2}$ if $s \geq \sqrt{2}\eta_{1/2}(L')$. Also, by Lemma 27, with probability at least $1/2$, we have $s \geq \eta_{1/3}(L) \geq \sqrt{2}\eta_{1/2}(L')$. Note that when $s < \sqrt{2}\eta_{1/2}(L')$, the samples obtained from Theorem 18 are still $2^{-\Omega(n^2)}$-close to $M$ vectors independently sampled from $D_{L',s}$ but $M$ could be much lower than $2^{n/2}$ or even $0$. On the other hand, if $s \geq \sqrt{2}\eta_{1/2}(L')$ then $M = 2^{n/2}$.

Assume that $s \geq \sqrt{2}\eta_{1/2}(L')$, which happens with probability at least $1/2$. From these $M = 2^{n/2}$ vectors, we will reject the vectors which are not in lattice $L$. It is easy to see that the probability that a vector sampled
from the distribution $D_{\mathcal{L}^s}$ is in $\mathcal{L}$ is at least $\rho_s(\mathcal{L})/\rho_s(\mathcal{L}^s) \geq \frac{1}{2}$ using Lemma 12. Thus, the probability that we obtain at least one vector from $\mathcal{L}$ (which is distributed as $D_{\mathcal{L},s}$) is at least

$$
\frac{1}{2} \left( 1 - \left(1 - 1/2^a\right)^{2^n/2} \right) = \frac{1}{2} \left( 1 - \left(1 - 1/2^{n/2+4}\right)^{2^n/2} \right) \geq \frac{1}{2} \cdot \left( 1 - e^{-2^n/2^{n/2+4}} \right) = \frac{1}{2} \left( 1 - e^{-1/16} \right).
$$

It implies that after rejection of vectors, with constant probability we will get at least one vector from $D_{\mathcal{L},s}$. Thus, the expected number of times we need to repeat the algorithm is $O(m)$ until we obtain vectors $y_1, \ldots, y_m$ whose distribution is statistically close to being independently distributed from $D_{\mathcal{L},s}$. The time and space complexity is clear from the algorithm.

We can ensure that all samples have $\text{poly}(n)$ bit-size by first generating more samples (say twice the amount) and throwing away all samples of norm larger than $\exp(\Omega(n^2))$. Since the vectors are sampled from a Gaussian with width at most $\exp(\Omega(n))$, the error induced by throwing away the tail of the distribution is smaller than $2^{-\Omega(n^2)}$.

### 5.1 Reduction from BDD to DGS

In [DRS14], authors gave an algorithm for BDDP which requires a sampler from the discrete Gaussian distribution exactly at the smoothing parameter $\eta_\epsilon(\mathcal{L})$ which is generally not known. As BDDP allows preprocessing on the input lattice for arbitrary time, they are able to assume that preprocessing advice strings contains vector sampled exactly at smoothing parameter. In this section, we present a modification of that algorithm, which gives a reduction from BDD to DGS.

**Theorem 55.** For any $\alpha > 0$, any $e^{-n^2} \leq \epsilon \leq \min(e^{-n^2}, 1/200)$. There exists an algorithm that, on input $\mathcal{L}$ and with constant probability, constructs a classical and a quantum (with QRAM) $\phi(\mathcal{L}) \triangleq \frac{\phi(\mathcal{L})}{\lambda_\epsilon(\mathcal{L})}$-$\text{BDD}$ oracle for $\mathcal{L}$ by doing $\text{poly}(n)$ calls to a $0.5$-dGSm sampler on the lattice $\mathcal{L}^\ast$ and requires storage space $m \cdot \text{poly}(n)$, where $m = O\left(\frac{n \ln(1/\epsilon)}{\sqrt{\epsilon}}\right)$ and $\phi(\mathcal{L}) = \frac{\sqrt{\ln(1/\epsilon)/\pi - \alpha(1)}}{2\eta(\mathcal{L})}$. Each call to the classical oracle takes time $m \cdot \text{poly}(n)$ and space $O(\text{poly}(n) + \ln m)$ excluding the storage space of the preprocessing. Every call to the quantum oracle with QRAM takes time $\sqrt{m} \cdot \text{poly}(n)$, classical space $O(\text{poly}(n) + \ln m)$, poly(n) qubits and requires a QRAM of size $m \cdot \text{poly}(n)$ that contains the preprocessed data.

The proof follows from Theorems 19 and 53. For completeness a detailed proof is given in Section A.

### 5.2 BDD when $\epsilon$ is small

In order to go further, we will make heavy use of Theorem 55 and Lemma 21 to relate the smoothing parameter to other parameters of the lattice. A small difficulty when applying Lemma 21 is the case distinction on $\epsilon$. We will start by using inequality (4) which will require to take very small values of $\epsilon$ when sampling the discrete Gaussian.

**Lemma 56.** For any sufficiently large $n$, any lattice $\mathcal{L} \subset \mathbb{R}^n$ and any $A$ such that $\frac{1}{\sqrt{2\ln 2}} - b + o(1) \leq A \leq 1$, there exists a randomized algorithm that creates a classical and a quantum (with QRAM) $\alpha$-$\text{BDD}$ oracle in time $2^{(A+1)n/2+o(n)}$ and space $2^{0.5n+o(n)}$, where $\alpha = \frac{1}{\sqrt{2}} \sqrt{\frac{A}{A + b}}$ and $b = \log_2 \beta(\mathcal{L})$. Every call to the classical oracle takes time $2^{An/(2+o(n))}$ and space $\text{poly}(n)$, excluding the space of the preprocessed data. Every call to the quantum oracle with QRAM takes time $2^{An/(2+o(n))}$, classical space $\text{poly}(n)$, poly(n) qubits and requires a QRAM of size $2^{An/(2+o(n))}$ that contains the preprocessed data.

---

9 Here we are using our assumption that the basis vectors have size at most $2^{o(n)}$. 
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Proof. Let \( \varepsilon = 2^{-An}, A \leq 1 \) to be fixed later. We know that \( \eta_c(L^*) > \eta_{1/3}(L^*) \) for any sufficiently large \( n \) \( (n > \frac{1}{A} \log_2 3) \) by the monotonicity of the smoothing parameter function. Hence the DGS\(^m_{\eta_{1/3}}\) sampler from Lemma 54 can be used as a DGS\(^m_n\) sampler, for any \( m \in \mathbb{N} \).

By Theorem 55 we can construct a \( \alpha - \text{BDD} \) such that each call takes time \( m \cdot \text{poly}(n) = 2^{An/2+o(n)} \) and space \( \text{poly}(n) \), where \( \alpha = \phi(L) / \lambda_1(L) = \frac{\sqrt{\ln(1/\varepsilon)/\pi - o(1)}}{2\eta_c(L^*)\lambda_1} \) and \( m = O(\frac{\lambda \log(1/\varepsilon)}{\sqrt{\pi}}) = 2^{An/2+o(n)} \). The preprocessing consists of \( \text{poly}(n) \) calls to the DGS\(^m_{\eta_1} \) sampler described above and requires space \( m \cdot \text{poly}(n) \). Hence the total complexity is \( \text{poly}(n) \cdot m = 2^{n/2+o(n)} = 2^{(A+1)n/2+o(n)} \) in time and \( 2^{An/2+o(n)} \) in space. By using Lemma 21, inequality (4), only valid when \( \varepsilon \leq (e/\beta(L)^2 + o(1))^{-\frac{\alpha}{2}} \), we have that

\[
\lambda_1(L)\eta_c(L^*) < \frac{\sqrt{\ln(1/\varepsilon) + n \ln \beta(L) + o(n)}}{\pi}
\]

Hence we can guarantee that

\[
\alpha = \frac{\sqrt{\ln(1/\varepsilon)/\pi - o(1)}}{2\eta_c(L^*)\lambda_1} > \frac{\ln(1/\varepsilon)/\pi - o(1)}{\frac{\sqrt{\ln(1/\varepsilon) + n \ln \beta(L) + o(n)}}{\pi}} = \frac{1}{2} \left( \frac{\ln(1/\varepsilon) + o(1)}{\ln(1/\varepsilon) + n \ln \beta(L) + o(n)} \right) = \frac{1}{2} \sqrt{\frac{A}{A + b}} + o(1)
\]

where \( b = \log_2 \beta(L) \). Furthermore, as noted above, this inequality is only valid when \( \varepsilon \leq (e/\beta(L)^2 + o(1))^{-\frac{\alpha}{2}} \), that is \( A \geq \frac{1}{2 \ln 2} - b + o(1) \). Finally, note that since \( b \leq 0.401 \), we must have \( A \geq 0.32 \) and the inequality holds as soon as \( n \geq 5 \geq \frac{1}{A} \log_2 3 \). Finally note that Theorem 55 requires \( \varepsilon \leq 1/200 \) which holds as soon as \( n \geq 17 \geq A \log_2 3 \).

The quantum algorithm is exactly the same but using the quantum oracle of Theorem 55 which then has running time \( \sqrt{m} \cdot \text{poly}(n) = 2^{An/4+o(n)} \) and requires a QRAM of size \( m \cdot \text{poly}(n) = 2^{An/2+o(n)} \).

We can reformulate the previous lemma by expressing the complexity in terms of \( \alpha \) instead of some arbitrary constant \( A \).

**Corollary 57.** For any \( n \geq 5 \), any lattice \( L \subset \mathbb{R}^n \) and any \( \alpha \) such that \( \frac{1}{2} \sqrt{1 - \frac{1}{2 \ln 2} + o(1)} \leq \alpha \leq \frac{1}{2} \sqrt{\frac{1}{1 + b}} \), there exists a randomized algorithm that creates a classical and a quantum (with QRAM) \( \alpha - \text{BDD} \) oracle in time \( 2^{(A+1)n/2+o(n)} \) and space \( 2^{0.5n+o(n)} \). Every call to the classical oracle takes time \( 2^{An/2+o(n)} \) and space \( \text{poly}(n) \), excluding the space of the preprocessed data; and every call to the quantum oracle with QRAM takes time \( 2^{An/4+o(n)} \), classical space \( \text{poly}(n) \), \( \text{poly}(n) \) qubits and requires a QRAM of size \( 2^{An/2+o(n)} \) that contains the preprocessed data, where \( A = \frac{4ba^2}{1 - 4\alpha^2} \) and \( b = \log_2 \beta(L) \).

**Proof.** Apply Lemma 56 for some \( A \) to be fixed later. Observe that \( \alpha = \frac{1}{2} \sqrt{\frac{A}{A + b}} \) so \( A = \frac{4ba^2}{1 - 4\alpha^2} \). Now the constraints \( \frac{1}{2 \ln 2} - b + o(1) \leq A \leq 1 \) become

\[
\frac{1}{2 \ln 2} - b + o(1) \leq \frac{4ba^2}{1 - 4\alpha^2} \iff \left( \frac{1}{2 \ln 2} - b + o(1) \right)(1 - 4\alpha^2) \leq 4ba^2 \\
\iff \frac{1}{4 \ln 2} - \frac{b}{2} + o(1) \leq \frac{\alpha^2}{\ln 2} \\
\iff \frac{1}{2} \sqrt{1 - 2b \ln 2} + o(1) \leq \alpha
\]

and

\[
\frac{4ba^2}{1 - 4\alpha^2} \leq 1 \iff 4(1 + b)\alpha^2 \leq 1 \iff \alpha \leq \frac{1}{2} \sqrt{\frac{1}{1 + b}}.
\]
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5.3 BDD when $\varepsilon$ is large

The inequality (4) in Lemma 21 tells us that if we take an extremely small $\varepsilon$ to compute the BDD oracle, we can find a BDD oracle with $\alpha(\mathcal{L})$ almost 1/2. However the time complexity for each call of the oracle will be very costly. On the other hand, if we use the inequality (3) in Lemma 21 with a larger $\varepsilon$, each call of the oracle will take much less time, but the constraint on the decoding coefficient $\alpha$ will be different. It is therefore important to study this second regime as well. Note that inequality (3) actually applies to all $\varepsilon \in (0, 1)$ but is mostly useful when $\varepsilon$ is large.

Lemma 58. For any sufficiently large $n$, any lattice $\mathcal{L} \subset \mathbb{R}^n$ and any $\frac{1}{n} \log_2 3 \leq A \leq 1$, there exists a randomized algorithm that creates a classical and a quantum (with QRAM) $\alpha$-BDD oracle in time $2^{(A+1)n/2+o(n)}$ and space $2^{0.5n+o(n)}$, where $\alpha = \frac{2^{-A}\sqrt{2e\ln 2}}{2\beta(\mathcal{L})} - o(1)$. Every call to this oracle takes time $2^{An/2+o(n)}$ and space $poly(n)$, excluding the space of the preprocessed data. Every call to the quantum oracle with QRAM takes time $2^{An/4+o(n)}$, classical space $poly(n)$, $poly(n)$ qubits and requires a QRAM of size $2^{An/2+o(n)}$ that contains the preprocessed data.

Proof. Let $\varepsilon = 2^{-An}, A \leq 1$ to be fixed later. We know that $\eta_\varepsilon(\mathcal{L}^\star) > \eta_{1/3}(\mathcal{L}^\star)$ for any sufficiently large $n$ ($n > \frac{1}{n} \log_2 3$) by the monotonicity of the smoothing parameter function. Hence the DGS$^m_{\eta_{1/3}}$ sampler from Lemma 54 can be used as a DGS$^m_{\eta_\varepsilon}$ sampler, for any $m \in \mathbb{N}$.

By Theorem 55 we can construct a $\alpha$-BDD such that each call takes time $m \cdot poly(n) = 2^{An/2+o(n)}$ and space $poly(n)$, where $\alpha = \frac{\log(1/\varepsilon)}{\lambda_1(\mathcal{L})} \log(1/\varepsilon) / \lambda_1(\mathcal{L})$ and $m = O\left(\sqrt{n/\log(1/\varepsilon)}\right) = 2^{An/2+o(n)}$. The preprocessing consists of $poly(n)$ calls to the DGS$^m_{\eta_\varepsilon}$ sampler described above and requires space $m \cdot poly(n)$. Hence the total complexity is $poly(n) \cdot m \cdot 2^{n/2+o(n)} = 2^{(A+1)n/2+o(n)}$ in time and $2^{An/2+o(n)} \leq 2^{n/2+o(n)}$ in space. By using inequality (3), in Lemma 21, we have that

$$\lambda_1(\mathcal{L})\eta_\varepsilon(\mathcal{L}^\star) < \sqrt{\frac{\beta(\mathcal{L})^2n}{2\pi e}} \cdot \varepsilon^{-1/n}(1 + o(1)).$$

Hence we can guarantee that

$$\alpha = \frac{\sqrt{\log(1/\varepsilon) \cdot \pi - o(1)}}{2\eta_\varepsilon(\mathcal{L}^\star)\lambda_1(\mathcal{L})} > \frac{1}{2} \left( 2e \ln \frac{1}{n} - o(1) \right) \cdot \frac{\beta(\mathcal{L})^{-1}e^{\frac{1}{2n}}} {\lambda_1(\mathcal{L})} \cdot \frac{\varepsilon^{-1/n}(1 - o(1))}{2} = 2^{-A}\sqrt{2e\ln 2} - o(1).$$

The quantum algorithm is exactly the same but using the quantum oracle of Theorem 55 which then has running time $\sqrt{m} \cdot poly(n) = 2^{An/4+o(n)}$ and requires a QRAM of size $2^{An/2+o(n)}$.

Corollary 59. For any $n \geq 2$, any integer $m > 0$, any lattice $\mathcal{L} \subset \mathbb{R}^n$ and any $\frac{\sqrt{\varepsilon \ln 3}}{\sqrt{2n\beta(\mathcal{L})}} \leq \alpha \leq \frac{1}{2\beta(\mathcal{L})}$, where $b = \log_2 \beta(\mathcal{L})$, there exists a randomized algorithm that creates a classical and a quantum (with QRAM) $(\alpha + o(1))$-BDD oracle in time $2^{(A+1)n/2+o(n)}$ and space $2^{An/2+o(n)}$. Every call to the classical oracle takes time $2^{An/2+o(n)}$ and space $poly(n)$, excluding the space of the preprocessed data; and every call to the quantum oracle with QRAM takes time $2^{An/4+o(n)}$, classical space $poly(n)$, $poly(n)$ qubits and requires a QRAM of size $2^{An/2+o(n)}$ that contains the preprocessed data, where

$$A = -\frac{1}{2\ln 2} W\left(-\frac{4\alpha^2 \beta(\mathcal{L})^2}{e}\right)$$

where $W$ is the principal branch of the Lambert $W$ function. Furthermore, the above expression of $A$ is a continuous and increasing function of $\beta(\mathcal{L})$.

Proof. By Lemma 58, we can build an oracle for any $\frac{1}{n} \log_2 3 \leq A \leq 1$ such that the decoding radius is $\alpha = \frac{2^{-A}\sqrt{2e\ln 2}}{2\beta(\mathcal{L})} - o(1)$. Hence, we want to find $A$ such that

$$\frac{2^{-A}\sqrt{2e\ln 2}}{2\beta(\mathcal{L})} = \alpha \quad \text{and} \quad \frac{1}{n} \log_2 3 \leq A \leq 1.$$
Let \( f : A \mapsto 2^{-A} \sqrt{A} \) so that the first condition is equivalent to

\[
f(A) = \frac{2\alpha \beta(L)}{\sqrt{2e \ln 2}}.
\]  

(16)

Now assume that (16) holds and let \( y = -2A \ln(2) \), then it is equivalent to

\[
e^y y = -2 \ln(2) \frac{2\alpha^2 \beta(L)^2}{e \ln 2},
\]

that is

\[
e^y y = -\frac{4\alpha^2 \beta(L)^2}{e}.
\]  

(17)

This equation admits a solution if and only if

\[-\frac{4\alpha^2 \beta(L)^2}{e} \geq -\frac{1}{e} \iff \alpha \leq \frac{1}{2\beta(L)}.
\]  

(18)

Assuming this is the case, (17) can admit up to two solutions. However, since the complexity increases with \( A \), we want the solution that minimizes \( A \), i.e. that maximizes \( y \). The largest of the (up to) two solutions of (17) is always given by be the principal branch \( W \) of the Lambert W function:

\[
y = W\left(-\frac{4\alpha^2 \beta(L)^2}{e}\right) \quad \text{that is} \quad A = -\frac{1}{2 \ln 2} W\left(-\frac{4\alpha^2 \beta(L)^2}{e}\right)
\]  

(19)

and always satisfies \( y \geq -1 \). In particular, we always have \( A \leq \frac{1}{2 \ln 2} \). Now check that \( f \) is strictly increasing over \([0, \frac{1}{2 \ln 2}]\). Hence, the condition \( \frac{1}{n} \log_2 3 \leq A \) is equivalent to

\[
f\left(\frac{1}{n} \log_2 3\right) \leq f(A)
\]

\[
\iff f\left(\frac{1}{n} \log_2 3\right)^2 \leq \left(\frac{2\alpha \beta(L)}{\sqrt{2e \ln 2}}\right)^2
\]

by (16)

\[
\iff 2^{-\frac{2}{n} \log_2 3} \frac{1}{n} \log_2 3 \leq \frac{4\alpha^2 \beta(L)^2}{e \ln 2}
\]

\[
\iff e^{\ln 3} \frac{1}{n} \leq \alpha^2
\]

\[
\iff e^{\ln 3} \frac{1}{2n\beta(L)^2} \leq \alpha^2.
\]  

(20)

In summary, we can always take \( A \) as in (19) assuming (18) and (20) hold.

### 5.4 Putting everything together

We have analyzed the construction of \( \alpha \)-BDDs in two regimes, based on Lemma 54. It is not a priori clear which construction is better and in fact we will see that it depends in a nontrivial way on the relation between \( \alpha \) and \( \beta(L) \).

**Theorem 60.** For any sufficiently large \( n \), any \( m > 0 \), any \( \frac{e^{\ln 3}}{\sqrt{2n\beta(L)}} \leq \alpha < \frac{1}{2} \sqrt{\frac{1}{1 + b}} \) and any lattice \( L \subset \mathbb{R}^n \), there exists a randomized algorithm that creates a classical and a quantum (with QRAM) \( (\alpha + o(1)) \)-BDD oracle in time \( 2^{(A+1)n/2 + o(n)} \) and space \( 2^n/2 \). Every call to the classical oracle takes time \( 2^{4n/2 + o(n)} \) and space \( \text{poly}(n) \).
excluding the space of the preprocessed data; and every call to the quantum oracle with QRAM takes time $2^{4n/4+o(n)}$, classical space $poly(n)$, $poly(n)$ qubits and requires a QRAM of size $2^{4n/2+o(n)}$ that contains the preprocessed data, where

$$A = \begin{cases} 
\frac{-1}{2 \ln 2} W\left(\frac{4 \alpha^2 b (\mathcal{L})^2}{e}\right) & \text{when } b < \frac{1 - 4 \alpha^2}{2 \ln 2} \\
\frac{1}{1 - 4 \alpha^2} b & \text{when } b \geq \frac{1}{2} \alpha \end{cases}$$

where $W$ is the principal branch of the Lambert $W$ function and $b = \log_2 \beta(\mathcal{L})$. Furthermore, the above expression of $A$ is a continuous and increasing function of $b$.

Proof. Let $\frac{\sqrt{e \ln 3}}{\sqrt{2n} \beta(\mathcal{L})} \leq \alpha < \frac{1}{2} \sqrt{1 + b}$ and $b = \log_2 \beta(\mathcal{L})$. By Corollary 57, we can build an $\alpha$-BDD if $\frac{1}{2} \sqrt{1 - 2b \ln 2} \leq \alpha$, in which case the complexity will depend on $A = A_1(\alpha, b) := \frac{4b \alpha^2}{1 - 4 \alpha^2}$. By Corollary 59, we can build an $\alpha$-BDD if $\alpha < \frac{1}{2} \sqrt{1 - 2b \ln 2}$, in which case the complexity will depend on $A = A_2(\alpha, b) := -\frac{1}{2 \ln 2} W\left(\frac{4 \alpha^2 b (\mathcal{L})^2}{e}\right)$. In both cases, the BDD oracle can be created in time $2^{(\alpha + 1) n/2 + o(n)}$, space $2^{0.5n + o(n)}$ and each call takes time $2^{4n/2 + o(n)}$. Now observe that

$$\alpha < \frac{1}{2} \sqrt{1 - 2b \ln 2} \iff 4 \alpha^2 < 1 - 2b \ln 2 \iff b < \frac{1 - 4 \alpha^2}{2 \ln 2}.$$ 

Let $b^* := \frac{1 - 4 \alpha^2}{2 \ln 2}$, then there are two cases:

- If $b \geq b^*$ then $\frac{1}{2} \sqrt{1 - 2b \ln 2} \leq \alpha$ so only Corollary 57 applies and we can build a $\alpha$-BDD. In this case the complexity exponent is $A_1(\alpha, b) = \frac{4b \alpha^2}{1 - 4 \alpha^2}$.

- If $b < b^*$ then $\alpha < \frac{1}{2} \sqrt{1 - 2b \ln 2}$ so Corollary 59 applies but Corollary 57 does not for this particular value of $\alpha$. However, we can apply Corollary 57 to build a $\alpha'$-BDD oracle with $\alpha' \geq \alpha_1^{\text{min}}(b) := \frac{1}{2} \sqrt{1 - 2b \ln 2}$. We will show that the $\alpha$-BDD of Corollary 59 is always more efficient than the $\alpha'$-BDD of Corollary 57 in this case and the complexity exponent will thus be $A_2(\alpha, b) = -\frac{1}{2 \ln 2} W\left(\frac{4 \alpha^2 b (\mathcal{L})^2}{e}\right)$.

Assume that $b < b^*$, we claim that $A_1(\alpha, b) \geq A_2(\alpha', b)$ for any $\alpha' \geq \alpha_1^{\text{min}}(b)$. Indeed, on the one hand $A_2$ is an increasing function of $b$ so

$$A_2(\alpha, b) < A_2(\alpha, \frac{5}{18 \ln 2}) = -\frac{1}{2 \ln 2} W\left(-4 \alpha^2 e^{-4 \alpha^2}\right) = \frac{4 \alpha^2}{2 \ln 2} = \frac{2 \alpha^2}{\ln 2}$$

since $W(xe^x) = x$.

On the other hand, $A_1$ is an increasing function of $\alpha$ so

$$A_1(\alpha, b) \geq A_1(\alpha_1^{\text{min}}(b), b) = \frac{1 - 2b \ln 2}{2 \ln 2}$$

which is a decreasing function of $b$, therefore

$$A_1(\alpha, b) \geq A_1(\alpha_1^{\text{min}}(b^*), b^*) = \frac{1 - 2b^* \ln 2}{2 \ln 2} = \frac{2 \alpha^2}{\ln 2} > A_2(\alpha, b).$$

Corollary 61. For any sufficiently large integer $n$, any integer $m > 0$, any lattice $\mathcal{L} \subset \mathbb{R}^n$ there exists a randomized algorithm that creates a classical and a quantum (with QRAM) $1/3$-BDD oracle in time $2^{0.6604n + o(n)}$ and space $2^{0.5n + o(n)}$. Every call to the classical oracle takes time $2^{6.1604n + o(n)}$ and space $poly(n)$, excluding the space of the preprocessed data. Every call to the quantum oracle with QRAM takes time $2^{0.8002n + o(n)}$, classical space $poly(n)$, $poly(n)$ qubits and requires a QRAM of size $2^{0.1604n + o(n)}$ that contains the preprocessed data.
Proof. By Theorem 60, the value of $A$ increases with $b = \log_2 \beta(L)$. Since $b \leq 0.401 + o(1)$ and $0.401 \geq \frac{5}{18 \ln 2}$, we always have $A \leq 0.401 + o(1) \leq 0.3208 + o(1)$ and we obtain the result.

6 Solving SVP by spherical caps on the sphere

We now explain how to reduce the number of queries to the $\alpha$-BDD oracle. Consider a uniformly random target vector $t$ such that $\alpha(1 - \frac{1}{3})\lambda_1(L) \leq \|t\| < \alpha\lambda_1(L)$, it satisfies the condition of Theorem 24, i.e. $\text{dist}(L, t) \leq \alpha\lambda_1(L)$. We enumerate all lattice vectors within distance $2\alpha\lambda_1(L)$ of $t$ and keep only the shortest nonzero one. We show that for any $\alpha \geq \frac{1}{3}$, we will get the shortest nonzero vector of the lattice with probability at least $2^{-cn + o(n)}$ for some $c$ that depends on $\alpha$. By repeating this $2^{cn + o(n)}$ times, the algorithm will succeed with constant probability. The optimal choice of $\alpha$ is not obvious and is deferred to Section 7.

Fig. 1. One can cover the sphere of radius $\lambda_1$ by balls of radius $2\alpha\lambda_1$, where $\frac{1}{3} \leq \alpha < \frac{1}{2}$, whose centers (here $P$) are at distance $r$ from the origin $O$. Each such ball covers a spherical cap of half-angle $\phi$.

Theorem 62. Assume we can create an $\alpha$-BDD oracle, with $\alpha \geq \frac{1}{3}$, in time $T_c$, space $S_c$ such that each call takes time $T_o$. Then there is a randomized algorithm that solves, with constant probability, SVP in space $S_c$ and time

$$T_c + \frac{2^{o(n)}T_o}{\alpha^n}.$$

Furthermore, there is a quantum algorithm that solves SVP in classical space $S_c$ using a polynomial number of qubit and time

$$T_c + \frac{2^{o(n)}T_p}{\alpha^{n/2}}.$$

If we can create a quantum $\alpha$-BDD oracle with QRAM in classical time $T_c$ and space $S_c$ such that each call takes quantum time $T_o$, poly$(n)$ qubits and requires a QRAM of size $M_o$, then there is a quantum algorithm with QRAM that solves SVP in classical space $S_c$ using a polynomial number of qubit, time

$$T_c + \frac{2^{o(n)}T_p}{\alpha^{n/2}}.$$

and requires a QRAM of size $M_o$. 
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Proof. On input lattice \( L(B) \), use the LLL algorithm [LLL82] to get a number \( d \) (the norm of the first vector of the basis) that satisfies \( \lambda_1(L) \leq d \leq 2^{n/2} \lambda_1(L) \). For \( i = 1, \ldots, n^2 \), let \( d_i = d/(1 + \frac{1}{n})^i \). There exists a \( j \) such that \( \lambda_1(L) \leq d_j \leq (1 + \frac{1}{n}) \lambda_1(L) \). We repeat the following procedure for all \( i = 1, \ldots, n^2 \):

Fix \( N \in \mathbb{N} \) to be fixed later. For \( j = 1 \) to \( N \), pick a uniformly random vector \( v_{ij} \) on the surface of the ball of radius \( r(1 - \frac{1}{n})d_i \). By Theorem 24, we can enumerate \( 2^n \) lattice points using the function \( f_{ij} : \mathbb{Z}_2^n \to L \) defined by

\[
f_{ij}(x) = B x - 2 \cdot \text{BDD}_\alpha(L, (B x - v_{ij})/2).
\]

At each step we only store the shortest nonzero vector. At the end, we output the shortest among them. The running time of the algorithm is straightforward. we make \( 2^n \) queries to a \( \alpha \)-BDD oracle that takes time \( T_o \), we further repeat this \( n^2 N \) times. Therefore the algorithm takes time \( T_c + 2^n \cdot n^2 N \cdot T_o \) and space \( S_c \). This entire procedure is summarized in Algorithm 2.

---

**Algorithm 2:** Solving SVP by spherical caps on the sphere

To prove the correctness of the algorithm, it suffices to show that there exists an \( i \in [n^2] \) for which the algorithm finds the shortest vector with high probability. Recall that there exists an \( i \) such that \( \lambda_1(L) \leq d_i \leq (1 + \frac{1}{n}) \lambda_1(L) \) and let that index be \( k \). We will show that for a uniformly random vector \( v \) of length \( r(1 - \frac{1}{n})d_k \), if we enumerate \( 2^n \) vectors by the function \( f : \mathbb{Z}_2^n \to L \),

\[
f(x) = B x - 2 \cdot \text{BDD}_\alpha(L, (B x - v)/2),
\]

then with probability \( \delta \), whose expression is derived in the next paragraph, there exists \( x \in \mathbb{Z}_2^n \) such that \( f(x) \) is the shortest nonzero lattice vector; we will then choose \( N = 1/\delta \) so that repeating \( N \) times this process finds the shortest vector with probability bounded from below by a constant.

To that aim, we show that we can cover the sphere of radius \( \lambda_1 \) by \( N \) balls of radius \( 2 \alpha \lambda_1 \) whose centers are at distance \( r(1 - \frac{1}{n})d_k \leq r \lambda_1 \) from the origin (see Figure 1 where we took \( r = \alpha \)). We have two concentric circles of radius \( r(1 - \frac{1}{n})d_k \) and \( \lambda_1 \), and let \( P \) be a uniformly random point on the surface of the ball of radius \( r(1 - \frac{1}{n})d_k \). A ball of radius \( 2 \alpha \lambda_1 \) at center \( P \) will cover the spherical cap with angle \( \phi \) of the ball of radius \( \lambda_1 \). For convenience, write \( r = s \lambda_1 \) for some \( s \). We can calculate the optimal choice of \( r \) by noting that if we take the center of the caps to be at distance \( r \) then the angle \( \phi \) satisfies \( \cos \phi = \frac{\lambda_1^2 + r^2 - 4s^2 \lambda_1^2}{2r \lambda_1} = f(s) \) by
the law of cosines, where \( f(x) = \frac{1 + x^2 - 4\alpha^2}{2x^2} \). We want to maximize the angle \( \phi \), since the area we can cover increases with \( \phi \). For minimizing \( \cos(\phi) \), we minimize \( f \). Check that \( f(x) \) is decreasing until \( \sqrt{1 - 4\alpha^2} \) and then increasing. We conclude that the optimal radius is when \( s = \sqrt{1 - 4\alpha^2} \) and this gives an optimal angle \( \phi \) such that \( \cos \phi = \sqrt{1 - 4\alpha^2} \) and therefore \( \sin \phi = 2\alpha \).

Now observe that the surface area of any such cap is lower bounded by the surface area of the base of the cap, which is a \((n - 1)\)-dimensional sphere of radius \( \lambda_1 \sin \phi \). Hence the number of spherical caps required to cover the surface of sphere is in the order of \( N := A_n(\lambda_1)/V_{n-1}(\lambda_1 \sin \phi) \) where \( A_n \) (resp. \( V_n \)) is the surface area (resp. volume) of an \( n \)-dimensional sphere:

\[
A_n(\lambda_1) = \frac{2\pi^{n/2} \lambda_1^{n-1}}{\Gamma(n/2)}, \quad V_{n-1}(\lambda_1 \sin \phi) = \frac{\pi^{(n-1)/2} \lambda_1^{n-1} \sin^{n-1} \phi}{\Gamma((n+1)/2)}.
\]

Thus we have

\[
N = \frac{A_n(\lambda_1)}{V_{n-1}(\lambda_1 \sin \phi)} = \frac{2^{o(n)}}{\sin^{n-1} \phi} = \frac{2^{-n + o(n)}}{\alpha^n}.
\]

If we randomly choose the center \( v \) of the sphere, the corresponding spherical caps will cover the shortest vector with probability at least \( 1/N \). By Theorem 24, the list \( \{ f(x) \mid x \in \mathbb{Z}^n \} \) will contain all lattice points within radius \( 2\alpha d_k \) from \( v \). Hence, the list will contain a shortest vector with probability \( 1/N \). By repeating this process \( N \) times, we can find the shortest vector with constant probability. Therefore, an upper bound of the total time complexity of our method can be expressed as

\[
T_c + 2^n N \cdot T_o = T_c + \frac{2^{o(n)} T_o}{\alpha^n}.
\]

In the quantum case, we can apply the quantum minimum finding algorithm in Theorem 30 to speed up search. Let \( f \) be the function defined in (22). The algorithm works on three quantum registers and our goal is to build a superposition of states of the form \( |s\rangle|f(s)\rangle|x\rangle \) where \( x = \| f(s) \| \) most of the time (see the definition of \( U \) below). Recall that we assumed that we can create a classical \( \alpha \)-BDD in time \( T_c \) and space \( S_c \) such that each call takes time \( T_o \). Hence, we can first create the oracle in time \( T_c \) and space \( T_c \), and then hardcode the preprocessed data that we obtained into the oracle to obtain a new, self-contained, oracle that still runs in time \( T_o \) and polynomial space. Let \( \varepsilon = o\left( \frac{n}{\ln T_o} \right) \) and apply Corollary 29 to construct a quantum circuit \( O_{\text{BDD}} \) of size \( 2^{o(n)} T_o \) on poly\((n)\) qubits that satisfies \( O_{\text{BDD}}|s\rangle|0\rangle = |s\rangle|f(s)\rangle \) for all \( s \in \mathbb{Z}^n \).

We then construct another quantum circuit \( U \) satisfying

\[
U(|\omega\rangle|0\rangle) = \begin{cases} 
|\omega\rangle|\|\omega\|\rangle & \text{if } \omega \neq 0 \\
|\omega\rangle|\|Be_1\| + 1\rangle & \text{if } \omega = 0,
\end{cases}
\]

Here \( e_1 \in \mathbb{Z}^n \) is a vector whose first coordinate is one and the rest are zero. We then consider the following quantum circuit (we have not drawn ancilla qubits):

\[
\begin{array}{c}
|s\rangle \quad \text{O}_{\text{BDD}} \quad |f(s)\rangle \\
|0\rangle \\
|0\rangle
\end{array} \quad U \quad \begin{array}{c}
|s\rangle \\
|f(s)\rangle \\
\|f(s)\| + \|Be_1\| + 1 \end{array}
\]

This circuit \( O \) has size \( 2^{o(n)} T_o^{1 + \varepsilon} \), satisfies \( O|s\rangle|0\rangle|0\rangle = |s\rangle|f(s)\rangle\|f(s)\| \) if \( f(s) \neq 0 \) and \( O|s\rangle|0\rangle|0\rangle = |s\rangle|f(s)\rangle\|Be_1\| + 1 \) and uses poly\((n)\) qubits. We can now apply the quantum minimum finding algorithm from Theorem 30 on the first and third registers and the index \( s' \) of a shortest vector in this list. The output of the algorithm will be \( f(s') \).

We can then build a circuit to generate the random vectors \( v_{ij} \) above and therefore build a circuit that associates to every \((i, j, s)\) the lattice vector \( f_{ij}(s) \). By a similar argument as above, using Corollary 29, we
conclude that this quantum circuit has size $2^o(n)T_o$ and uses a polynomial number of qubits. Finally, we can apply the quantum minimum finding algorithm on the set of $(i, j, s) \in |n|^2 \times |N| \times 2^n$ and obtain the shortest vector of that list by making $\sqrt{n^2N2^n} = 2n/2+o(n)/\sqrt{N}$ queries to the BDD oracle. The total running time (including preprocessing) is therefore
\[
T_c + 2^{n/2+o(n)/\sqrt{N}} : T_o = T_c + \frac{2^o(n)T_o}{\alpha^{n/2}}.
\]

Lastly, we show that the quantum algorithm will output a shortest non-zero vector with constant probability. Since $\|Be_1\| + 1 > \lambda_1(\mathcal{L})$, with at least $1/2$ probability one will find the index $(i, j, s)$ such that $f_{ij}(s)$ is a shortest in the list by using the quantum minimum finding algorithm. Therefore it suffices to show that there is an index $(i, j, s)$ such that $\|f_{ij}(s)\| = \lambda_1(\mathcal{L})$. By the analysis above, the list $\{f_{ij}(s)| s \in \mathbb{Z}_n^2\}$ contains the shortest nonzero vector with at least constant probability. Hence, the algorithm will find the shortest vector of the lattice with constant probability.

When using a QRAM, the proof is exactly the same except that we put the samples in a QRAM instead of hardcoding them. This QRAM will have size $M_\alpha$, and everything else is the same.

**Corollary 63.** There is a randomized algorithm that solves SVP in time $2^{1.669n+o(n)}$ and in space $2^{0.5n+o(n)}$ with constant probability. There is a quantum algorithm that solves SVP in time $2^{0.9497n+o(n)}$ and classical-space $2^{0.5n+o(n)}$ with a polynomial number of qubits. There is a quantum algorithm with QRAM that solves the SVP in time $2^{0.845n+o(n)}$, using a QRAM of size $2^{0.293n+o(n)}$, poly(n) qubits and classical space $2^{0.5n}$.

**Proof.** Apply Theorem 60 with $\alpha = 0.3853$: since $0 \leq b = \log_2 \beta(\mathcal{L}) \leq 0.401$, we indeed have that $\alpha < \frac{1}{2} \sqrt{\frac{1}{1+b}}$ so we can create a $(\alpha + o(1))$-BDD oracle in time $T_c = 2^{(A+1)n/2+o(n)}$, space $S_c = 2^{0.5n+o(n)}$ such that each call takes time $T_o = 2^{An/2+o(n)}$ where $A = A(b)$ is given by Theorem 60. The theorem also guarantees that $A(b)$ increases with $b$ so $A \leq A(0.401)$. But $0.401 \geq \frac{1 - 4\alpha^2}{2 \ln 2} \approx 0.2929$ so $A(0.401) = \frac{4\alpha^2}{1 - 4\alpha^2} \cdot 0.401 \approx 0.5862$ by Theorem 60. Apply Theorem 62 to get a randomized algorithm that solves SVP in space $S_c$ and in time
\[
T := T_c + \frac{2^o(n)T_o}{\alpha^n} = T = 2^{(A+1)n/2+o(n)} + 2^{An/2-n\log_2 \alpha + o(n)} = 2^{1.669n+o(n)}.
\]
For the quantum case, we use $\alpha = 0.3473$ and the same reasoning gives $A \approx 0.3738$ and the total complexity
\[
T' := T_c + \frac{2^o(n)T_o}{\alpha^n} = T = 2^{(A+1)n/2+o(n)} + 2^{An/2-n/2\log_2 \alpha + o(n)} = 2^{0.9497n+o(n)}.
\]
Finally, for the quantum algorithm with a QRAM, the running time of the quantum oracle is $T_o = \sqrt{T_o}$ and it uses a QRAM of size $T_q = 2^{An/2+o(n)}$. We use $\alpha = 0.3853$ (again) to obtain $A \approx 0.5862$ and a total time complexity of
\[
T'' := T_c + \frac{2^o(n)T_o}{\alpha^n} = T = 2^{(A+1)n/2+o(n)} + 2^{An/4-n/2\log_2 \alpha + o(n)} = 2^{0.845n+o(n)}
\]
with a QRAM of size $T_q = 2^{0.293n+o(n)}$.

## 7 Dependency of the SVP on a quantity related to the kissing number

In the previous sections, we obtained several algorithms for SVP and bounded their complexity using the only known bound on the quantity $\beta(\mathcal{L})$, which is related to the lattice kissing number (see Section 2):}

\[10\] The optimal value of $\alpha$ was found numerically, see Section 7.
$\beta(\mathcal{L}) \leq 2^{0.402}$. The complexity of those algorithms is highly affected by this quantity and since $\beta(\mathcal{L})$ can be anywhere between 0 and $2^{0.402}$ (see Section 2), we will study the dependence of the time complexity in $\beta(\mathcal{L})$. Recall that $b = \log_2 \beta(\mathcal{L})$.

In order to avoid doing the analysis three times, we introduce a factor $\nu$ that is 1 for classical algorithms and $\frac{1}{2}$ for quantum algorithms. We also introduce a factor $\xi$ that is 1 for classical and plain quantum algorithms, and $\frac{1}{2}$ for quantum algorithms with QRAMs. We now can reformulate the time complexity in Theorem 62 as

$$T_c + \frac{2^{o(n)} T_o}{\alpha^c n}$$

(24)

We instantiate the algorithm in Theorem 62 with the $\alpha$-BDD oracle provided by Theorem 60 which satisfies

$$T_c = 2^{(A+1)n/2+o(n)}, \quad T_o = 2^{A\xi n/2+o(n)} \quad \text{and} \quad S_c = 2^{0.5n+o(n)}$$

where

$$A = \begin{cases} -\frac{1}{2} \ln \left( \frac{4\alpha^2 \beta(\mathcal{L})^2}{e} \right) & \text{when } b < \frac{1-4\alpha^2}{2 \ln 2}, \\ \frac{1-4\alpha^2}{2} b & \text{when } b \geq \frac{1-4\alpha^2}{2 \ln 2}. \end{cases}$$

The new expression of the time complexity to

$$2^{(A+1)n/2+o(n)} + 2^{(A\xi/2 - \nu \log_2 \alpha)n+o(n)},$$

(25)

Note that for the classical and plain quantum algorithms, the preprocessing is always negligible compared to cost of the queries but this is not necessarily the case when using a QRAM. The optimal choice of $\alpha$ is not obvious: by increasing the decoding radius, we reduce the number of queries but increase the cost of each queries. While we could, in principle, obtain closed-form expressions for the optimal value of $\alpha$, those are too complicated to be really helpful. Instead, we express it as an optimization program. Formally, we have $T = 2^{c(b, \nu, \xi)n+o(n)}$ where

$$c(b, \nu, \xi) = \min_{\alpha \in \left[\frac{3-a}{2}, \frac{5-a}{2}\right]} \max \left( \frac{A + 1}{A + 2}, \frac{A\xi}{A + 2} - \nu \log_2 \alpha \right)$$

where $A$ and $\cos \phi$ are given by the expressions above that depend on $\alpha$. We numerically computed the graph of this function and plotted the result on Figure 2 for the classical, plain quantum and quantum with QRAM algorithms respectively. In particular, we obtain the following result when $\gamma(\mathcal{L}) = \beta(\mathcal{L})^n$ is subexponential in $n$:

**Theorem 64.** For any family $(\mathcal{L}_n)_n$ of full-rank lattices such that $\mathcal{L}_n \subseteq \mathbb{R}^n$ and $\beta(\mathcal{L}_n)^n = 2^{o(n)}$, there are algorithms to solve the SVP on $\mathcal{L}_n$:

- in classical time $2^{1.292n+o(n)}$ and space $2^{0.5n}$,
- in quantum time $2^{0.750n+o(n)}$, classical space $2^{0.5n}$ and poly($n$) qubits,
- in quantum time $2^{0.667n+o(n)}$, classical space $2^{0.5n}$, poly($n$) qubits and using a QRAM of size $2^{0.167n+o(n)}$.
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Fig. 2. (Exponent $c(b)$ of the) time complexity of the spherical capping algorithm, plotted against $b = \log_2 \beta(L)$. The complexity of the algorithms is $2^{c(b)n+n\sigma(n)}$.
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A Reduction from CVP to DGS

The goal of this section is to improve Theorems 19 and 52 to not require a sampler for the discrete Gaussian distribution exactly at the smoothing parameter \( \eta_e(L) \). Indeed, we usually do not know \( \eta_e(L) \) and it is a nontrivial problem to even estimate it [CDLP13]. It was stated in [ADRS15, Theorem 7.3] that the reduction still holds if we only provide a DGS oracle above the smoothing parameter. For completeness, we provide a self-contained proof in the form of Theorem 55. We first prove some technical lemmas on the discrete Gaussian distribution.

Lemma 65. For any lattice \( L \subset \mathbb{R}^n \), \( s > 0 \) and \( r \geq s\sqrt{n}/\lambda_1(L) \),

\[
\rho_s (L \setminus B_n(r\lambda_1(L))) \leq r^n \beta(L)^{n+o(n)} \rho_s (L \setminus \{0\})^2.
\]

Proof. Let \( t = 1 + 1/n \), \( R = r\lambda_1(L) \), \( r_i = R^{t^i} \) and \( T_i = B_n(r_{i+1}) \setminus B_n(r_i) \) for all \( i \in \mathbb{N} \). Then by definition of \( \beta(L) \),

\[
|L \cap T_i| \leq |L \cap B_n(r_{i+1})| \leq \beta(L)^{n+o(n)} (r t^{i+1})^n.
\]

It follows that

\[
\rho_s (L \setminus B_n(R)) = \sum_{i=0}^{\infty} \rho_s (L \cap T_i) \leq \sum_{i=0}^{\infty} |L \cap T_i| e^{-\frac{R^2}{2s} t^{2i}} \leq \beta(L)^{n+o(n)} \sum_{i=0}^{\infty} (r t^{i+1})^n e^{-\frac{R^2}{2s} t^{2i}} = f(i)
\]

where \( f(i) = (r t^{i+1})^n e^{-\frac{R^2}{2s} t^{2i}} \). But check that for all \( i \in \mathbb{N} \),

\[
\frac{f(i+1)}{f(i)} = t^n e^{-\frac{R^2}{2s} t^{2i}(r^2-1)} \leq e^{1-2\epsilon} \frac{R^2}{ns^2} \leq e^{1-3\pi} < 1/2
\]
where we have used that $R \geq s \sqrt{n}, t^2 - 1 \leq \frac{3}{n}, t^n \leq e$ and $t^{21} \geq 1$. It follows that
\[
\rho_s(\mathcal{L} \setminus B_n(R)) \leq \beta(\mathcal{L})^{n + o(n)} \cdot 2 \cdot f(0) \leq \beta(\mathcal{L})^{n + o(n)} \cdot 2(R^2)^{n} e^{-\frac{R^2}{s^2}} \leq n^n \beta(\mathcal{L})^{n + o(n)} \cdot e^{-\frac{n^2 \lambda_1(\mathcal{L})}{s^2}}.
\]

On the other hand,
\[
\rho_s(\mathcal{L} \setminus \{0\}) \geq e^{-\frac{n \lambda_1(\mathcal{L})^2}{s^2}}
\]
so the result follows immediately.

**Lemma 66.** For any $c > 1$, for any lattice $\mathcal{L} \subset \mathbb{R}^n$, $\varepsilon \in (0, 1/e)$, we have $t \eta_{\varepsilon}(\mathcal{L}) \leq \eta_{\varepsilon t^2 e^{o(1)}}(\mathcal{L})$ where $t = 1 + \frac{1}{n^c}$.

**Proof.** Let $s = \eta_{\varepsilon}(\mathcal{L}), M = n^c$ and $t = 1 + \frac{1}{M}$ with $c > 1$. Let $r = M$ and check that
\[
\frac{n}{s \lambda_1(\mathcal{L}^*)} \leq \sqrt{\frac{n \pi}{\ln(1/\varepsilon)}} \leq r
\]
by Lemma 21, for large enough $n$ since $\varepsilon \leq 1/e$. Let $\Gamma = (\mathcal{L}^* \setminus \{0\}) \cap B_n(r \lambda_1(\mathcal{L}^*))$, then
\[
|\Gamma| \leq \beta(\mathcal{L}^*)^{n + o(n)} r^n.
\]
Now observe that
\[
\rho_{1/ts}(\mathcal{L}^* \setminus \{0\}) = \sum_{x \in \mathcal{L}^* \setminus \{0\}} \rho_{1/ts}(x) = \sum_{x \in \mathcal{L}^* \setminus \{0\}} \rho_{1/s}(x)^2
\]
\[
\geq \sum_{x \in \Gamma} \rho_{1/s}(x)^2 \geq |\Gamma| \left( \frac{1}{|\Gamma|} \sum_{x \in \Gamma} \rho_{1/s}(x) \right)^2
\]
by Jensen's inequality
\[
= |\Gamma|^{1-t^2} \rho_{1/s}(\Gamma)^2
\]
\[
= |\Gamma|^{1-t^2} (\rho_{1/s}(\mathcal{L}^* \setminus \{0\}) - \rho_{1/s}(\mathcal{L}^* \setminus B_n(r \lambda_1(\mathcal{L}^*))))^{t^2}
\]
\[
\geq \left( \beta(\mathcal{L}^*)^{n + o(n)} r^n \right)^{1-t^2} (\varepsilon - \beta(\mathcal{L}^*)^{n + o(n)} r^n \varepsilon^{2})^{t^2}
\]
by (26), Lemma 65 and since $\rho_{1/s}(\mathcal{L}^* \setminus \{0\}) = \varepsilon$. Now observe that $t^2 - 1 \leq 3/M$ and
\[
\left( \beta(\mathcal{L}^*)^{n + o(n)} r^n \right)^{-3/M} = e^{-3n^{1-o(1)} \ln(\beta(\mathcal{L}^*)^{n + o(n)})} = e^{-3n^{1-o(1)}} = e^{-O(\ln n)} = e^{-o(1)}
\]
since $c > 1$. We also have that
\[
\beta(\mathcal{L}^*)^{n + o(n)} r^n \varepsilon^{2} = e^{n \ln \beta(\mathcal{L}^*) + n c \ln(n) + o(n) - (r^2 - 1) \ln \frac{1}{\varepsilon}}
\]
\[
\leq e^{O(n \ln n) - n^2 \varepsilon}
\]
since $\varepsilon \leq 1/e$
for large enough $n$. It follows that
\[
\rho_{1/ts}(\mathcal{L}^* \setminus \{0\}) \geq e^{o(1)}(\varepsilon e^{o(1)})^{t^2} \geq \varepsilon^{t^2} e^{o(1)}
\]
since $t \leq 2$. Therefore we must have $\eta_{\varepsilon t^2 e^{o(1)}}(\mathcal{L}) \geq ts$.
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We are in a position to prove the theorem, which we restate below.

**Theorem 55.** For any $\alpha > 0$, any $e^{-n^2} \leq \varepsilon \leq \min(e^{-n^2}, 1/200)$. There exists an algorithm that, on input $\mathcal{L}$ and with constant probability, constructs a classical and a quantum (with QRAM) $\frac{\phi(\mathcal{L})}{\lambda_1(\mathcal{L})}$-BDD oracle for $\mathcal{L}$ by doing $\operatorname{poly}(n)$ calls to a $0.5$-hDGS$_m^\sigma$ sampler on the lattice $\mathcal{L}^*$ and requires storage space $m \cdot \operatorname{poly}(n)$, where $m = O\left(\frac{n \ln(1/\varepsilon)}{\sqrt{\varepsilon}}\right)$ and $\phi(\mathcal{L}) = \frac{\sqrt{\ln(1/\varepsilon) \pi \lambda_1(\mathcal{L})}}{2n(\mathcal{L}^*)}$. Each call to the classical oracle takes time $m \cdot \operatorname{poly}(n)$ and space $O(\operatorname{poly}(n) + \ln m)$ excluding the storage space of the preprocessing. Every call to the quantum oracle with QRAM takes time $\sqrt{m} \cdot \operatorname{poly}(n)$, classical space $O(\operatorname{poly}(n) + \ln m)$, poly$(n)$ qubits and requires a QRAM of size $m \cdot \operatorname{poly}(n)$ that contains the preprocessed data.

**Proof.** First we note that we can easily identify an interval $I = [a, b]$ such that $\eta_\varepsilon(\mathcal{L}^*) \in [a, b]$ and $\frac{b}{a} \leq 2^{n+o(n)}$. Indeed, by e.g. [Reg09, Lemma 2.11 and Claim 2.13] one has

$$\sqrt{\ln(1/\varepsilon) \pi} \leq \lambda_1(\mathcal{L}) \eta_\varepsilon(\mathcal{L}^*) \leq \sqrt{n}$$

so $\eta_\varepsilon(\mathcal{L}^*) \in \left[\frac{1}{\lambda_1(\mathcal{L})} [c, d]\right]$ where $\frac{d}{c} = \frac{\sqrt{n}}{\ln(1/\varepsilon)} = O(\sqrt{n})$ since $\varepsilon \leq 1/200$. Furthermore, by running the LLL algorithm on $\mathcal{L}$ and taking the length of the shortest basis vector, we obtain a length $\ell$ such that $2^{-n} \ell \leq \lambda_1(\mathcal{L}) \leq \ell$. It follows that $\eta_\varepsilon(\mathcal{L}^*) \in [a, b] := \left[\frac{c}{\ell}, \frac{2^n d}{\ell}\right]$ and $\frac{b}{a} = 2^n \frac{d}{c} = 2^{n+o(n)}$.

Now let $c = 2 + \alpha$, $d = 1 + \frac{1}{n^c}$ and $N = \left\lceil \frac{\ln(b/a)}{\ln \delta} \right\rceil$. Check that $N = \operatorname{poly}(n)$ since $\frac{b}{a} = 2^{n+o(n)}$. Furthermore, if we let $s_i = a \delta^i$ for $i = 1, \ldots, N$ then there must exists some $i_0$ such that

$$\frac{1}{\delta} s_{i_0} \leq \eta_\varepsilon(\mathcal{L}^*) \leq s_{i_0}. \quad (27)$$

The preprocessing stage of the algorithm consists in calling the hDGS$^m_{\sigma}$ sampler, where $\sigma(\mathcal{L}) = \eta_\varepsilon(\mathcal{L}^*)$, with parameter $s_i$ to obtain a lists $L_i$ of $m$ vectors, for each $i = 1, \ldots, N$, and storing all the lists. This requires $N = \operatorname{poly}(n)$ calls and we need to store $m \cdot \operatorname{poly}(n)$ vectors. Note that the hDGS sampler is allowed to return less than $m$ samples if $s_i > \sigma(\mathcal{L})$: in this case, we do not care about the distribution of the vectors anyway so we can add random vectors until we get $m$ samples when that happens.

We now describe the oracle for $\text{CVP}^\phi$. On input $t \in \mathbb{R}^n$, for each $i = 1, \ldots, N$, the oracle calls the algorithm of Theorem 19 on input $t$ and provides the list $L_i$ to the algorithm in place of the DGS samples. Hence, for each $i$, we either obtain a lattice vector $y_i$ or the algorithm from Theorem 19 fails and we let $y_i = 0$. Finally, the oracle returns the point closest to $t$ in the list $y_1, \ldots, y_N$.

As noted in Remark 20, if we assume that all the DGS samples have $\operatorname{poly}(n)$ bit-size then the reduction from Theorem 19 has time complexity $m \cdot \operatorname{poly}(n)$ and space complexity $O(\operatorname{poly}(n) + \ln m)$ excluding the storage space of the $m$ vectors provided by the DGS. Furthermore, when the basis vectors of $\mathcal{L}$ have bit-size $\operatorname{poly}(n)$ (which is the case in this paper by assumption) then we can ensure that all DGS samples have $\operatorname{poly}(n)$ bit-size by first generating more samples (say twice the amount) and throwing away all samples of norm larger than $\exp(\Omega(n^2))$. Since the vectors are sampled from a Gaussian with width at most $\exp(\Omega(n))$ (since the basis vectors have size at most $2^{o(n)}$, the error induced by throwing away the tail of the distribution is smaller than $2^{-\Omega(n^2)}$. In the quantum setting, we use Theorem 53 instead of Theorem 19 which gives exactly the same result except for the exponent in the complexity of the oracle. Therefore running time is clear so it remains to prove that the algorithm actually solves $\text{CVP}^\phi$ on $\mathcal{L}$.

We first note that when called on $s_{i_0}$, the hDGS$^m_{\sigma}$ sampler will return $m$ vectors that are $0.5$–close to $m$ samples from $D_{\mathcal{L}, s}$ since $s_{i_0} \geq \sigma(\mathcal{L}) = \eta_\varepsilon(\mathcal{L}^*)$ by (27). Furthermore, by Lemma 66 we have

$$t \eta_\varepsilon(\mathcal{L}^*) \leq \eta_\varepsilon \cdot e^{o(1)}(\mathcal{L}^*)$$
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where \( t = 1 + \frac{1}{n^c} = \delta \). It follows by (27) that

\[
\eta_L(L) \leq s_{i_0} \leq \delta \eta_L(L^*) \leq \eta_{L^* \cdot e^{o(1)}}(L^*).
\]

But the map \( \varepsilon \mapsto \eta_L(L) \) is continuous and decreasing, so it follows that

\[
s_{i_0} = \eta_L(L^*) \quad \text{for some } \varepsilon^{\delta^2 \cdot e^{o(1)}} \leq \varepsilon' \leq \varepsilon.
\]

Therefore by Theorem 19 and Remark 20, with constant probability over the choice of \( L_{i_0} \), the (deterministic) algorithm of Theorem 19 solves \( \text{CVP}^\psi \) when given \( L_{i_0} \), where

\[
\psi(L) = \frac{\sqrt{\ln(1/\varepsilon')/\pi - o(1)}}{2\eta_L(L^*)}
\]

assuming that \( m = |L_{i_0}| \geq m' := O\left(\frac{n \ln(1/\varepsilon')}{\sqrt{\varepsilon'}}\right) \) which holds because

\[
\frac{n \ln(1/\varepsilon')}{\sqrt{\varepsilon'}} \leq n\delta^2 \ln(1/\varepsilon) + o(n) \leq n \ln(1/\varepsilon) + n^{1-c} \ln(1/\varepsilon) + o(n) \leq O\left(\frac{n \ln(1/\varepsilon)}{\sqrt{\varepsilon'}}\right)
\]

since \( n^{1-c} \ln \varepsilon = n^{1-c+\alpha} = o(1) \) and \( e^{n^c/2} = e^{n^{n-c}/2} = e^{o(1)} \). It follows that, with constant probability over the preprocessing, our oracle solves \( \text{CVP}^\psi \). Check that \( \varepsilon^{\delta^2 \cdot e^{o(1)}} \geq \varepsilon^{\delta^2 + o(1)} \) since \( \varepsilon < \frac{1}{e} \) and thus by Lemma 15,

\[
\eta_{L^* \cdot e^{o(1)}}(L^*) \leq \eta_{L^* \cdot e^{o(1)}}(L^*) \leq (\delta^2 + o(1))\eta_L(L^*) \leq (1 + o(1))\eta_L(L^*)
\]

since \( \delta = 1 + o(1) \). Hence we have

\[
\psi(L) \geq \frac{\sqrt{\ln(1/\varepsilon)/\pi - o(1)}}{2(1 + o(1))\eta_L(L^*)} = \phi(L).
\]