MONOTONICITY OF ENTROPY AND POSITIVELY ORIENTED TRANSVERSALITY FOR FAMILIES OF INTERVAL MAPS
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Abstract. In this paper we will develop a very general approach which shows that critical relations of holomorphic maps on the complex plane unfold transversally in a “positively oriented” way. We will mainly illustrate this approach to obtain transversality for a wide class of one-parameter families of interval maps, for example maps with flat critical points, piecewise linear maps, maps with discontinuities but also for families of maps with complex analytic extensions such as certain polynomial-like maps.

1. Introduction

In this paper we will develop a new method for showing transversality properties of families $f_t$ of maps of the complex plane so that $f_0$ has a finite invariant marked set. Surprisingly, this method works even when dealing with holomorphic maps with domain and range open subsets of the complex plane. For the unicritical family $z \mapsto z^{2d} + c$, this method gives a new and simple proof of well-known results, see Section 3. The method also apply to many other families.

Date: December 1, 2016.
1.1. **Transversality through holomorphic motions.** Before stating specific theorems which follow from the approach developed in this paper, let us discuss the general philosophy. The setting in this paper is to consider rather general maps on open subsets of the complex plane with a finite forward invariant marked set, for example the postcritical set. These maps do not necessarily have to be rational or transcendental. The aim is to show that critical relations unfold transversally, by considering a holomorphic motion along the marked set. By lifting this holomorphic motion by the dynamics we obtain a corresponding transfer operator $A$. It turns out that one has the following implications:

lifting property $\implies$ spec$(A) \subset \mathbb{D} \implies$ transversality properties.

In Part A we will define the ‘lifting property’ and prove these implications. In fact, we will obtain ‘positively oriented transversality’ in a sense which is made precise in Subsection 1.4.

In Part B we will show this lifting property follows from a separation property. In this way, we derive in Section 3 transversality for many families of interval maps but also for a wide class of one-parameter families of the form $f_\lambda(x) = f(x) + \lambda$ and $f_\lambda(x) = \lambda f(x)$. For example, as an easy application, we will recover known transversality results for the family of quadratic maps, and in Subsection 3.1 we partially address some conjectures from the 1980’s about such families of maps. In Section 4 we present this set-up in a rather general framework, defining in this setting a separation property and prove that this property implies the lifting property. In Section 5 we will use this separation property to obtain transversality for maps of the circle (maps from the generalised Arnol’d family).

In Part C, we will study the family $x \mapsto |x|^{\ell} + c$. When $\ell$ is not an even integer, we have not been able to prove the lifting property in general. Nevertheless we will obtain the lifting property under additional assumptions in Sections 6-7.

In Part D, we show that the methods developed in this paper also apply to other families, which do not necessarily have the separation property. For example, in Section 8 we consider the setting of general polynomial families and rational families, obtain the lifting property using the Measurable Riemann Mapping theorem, and thus transversality which is ‘positively oriented’. In Sections 9 and 10 we apply the methods from this paper to obtain positively oriented transversality for piecewise linear interval maps and interval maps with discontinuities (i.e. Lorenz maps).

1.2. **Results for one-parameter families of (possibly non-analytic) unimodal interval maps of the form $f_c(x) = f(x) + c$.** Let $\mathcal{U}$ denote the collection of unimodal maps $f : \mathbb{R} \to \mathbb{R}$ which are strictly decreasing in $(-\infty, 0]$ and strictly increasing in $[0, \infty)$. Given $f \in \mathcal{U}$, we are interested in the bifurcation in the family $f_c(x) = f(x) + c$, $c \in \mathbb{R}$ and in particular the problem whether the Milnor-Thurston kneading sequences depend on $c$ monotonically.

The case $f_c(x) = x^2 + c$ was solved in 1980s as a major result in unimodal dynamics. By now there are several proofs, see [16, 21, 6, 22, 23]. All these proofs use complex analytic methods and rely on the fact that $f_c$ extends to a holomorphic map on the complex plane. These methods work well for $f_c(x) = |x|^\ell + c$ when $\ell$ is a positive even integer but break down for general $\ell$ and other families of non-analytic unimodal...
maps. No approach using purely real-analytic method has so far been successful in proving this monotonicity theorem fully.

The complex analytic method developed in Section 2 (which in the unimodal reduces to a few pages), shows that it is sufficient to check a certain separation property to obtain monotonicity for families of the form \( f_c(x) = f(x) + c \), see Theorem 3.1. In Subsection 3.1 we obtain from this a new elementary proof of the well-known monotonicity theorem for \( f_c(x) = |x|^\ell + c \) when \( \ell \) is an even positive integer, but more importantly also monotonicity for families of some non-analytic unimodal maps:

**Theorem 1.1.** Fix real numbers \( \ell \geq 1 \) and \( b > 2(\ell) \) and consider the family

\[
f_c(x) = be^{-1/|x|^\ell} + c, \quad c \in \mathbb{R}
\]

of unimodal maps. Let \( \beta \in (0,\ell/\ell) \) be the solution of the equation

\[
f(-\beta)(\beta) = \beta.
\]

Then the kneading sequence \( K(f_c) \) is monotone increasing in \( c \in [-\beta, \infty) \) and the positive transversality condition (1.1) below.

Recall that the Milnor-Thurston kneading sequence of \( f \in U \) is defined as a word \( K(f) = i_1 i_2 \cdots \in \{1,0,-1\}^\mathbb{Z}^+ \), where

\[
i_k = \begin{cases}
1 & \text{if } f^k(0) > 0 \\
0 & \text{if } f^k(0) = 0 \\
-1 & \text{if } f^k(0) < 0.
\end{cases}
\]

For \( g \in U \) with \( K(g) = j_1 j_2 \cdots \), we say that \( K(f) \prec K(g) \) if there is some \( n \geq 1 \) such that \( i_k = j_k \) for all \( 1 \leq k < n \) and \( \prod_{k=1}^n i_k < \prod_{k=1}^n j_k \). Thus given \( f \in U \), to prove monotonicity of kneading sequence in a family \( f_c(x) = f(x) + c, c \in \mathbb{R} \), it suffices to show that one of the following properties holds:

- **(Rigidity)** if \( f_c \) has 0 as a periodic point and \( f_{\hat{c}} \) has the same kneading sequence as \( f_c \), then \( c = \hat{c} \);
- **(Positive transversality)** if \( f_{c_\ast} \) has 0 as a periodic point of period \( q \), then

\[
(1.1) \quad \frac{d}{dc} f^q(0) \bigg|_{c=c_\ast} = \frac{1}{Df^q_{c_\ast}(c_\ast)} > 0.
\]

**Remark 1.1.** Equation (1.1) implies that if 0 has (precisely) period \( q \) at some parameter \( c_\ast \), then

\[
\frac{d}{dc} f^q(0) \bigg|_{c=c_\ast} < 0 \quad \text{if } f^q_{c_\ast} \text{ has a local maximum at } 0,
\]

\[
\frac{d}{dc} f^q(0) \bigg|_{c=c_\ast} > 0 \quad \text{if } f^q_{c_\ast} \text{ has a local minimum at } 0.
\]

Hence the multiplier \( \lambda(c) \) of the (local) analytic continuation \( p(c) \) of this periodic point of period \( q \) is strictly increasing. Note that there is a result of Douady-Hubbard which asserts that in each hyperbolic component of the family of quadratic maps, the multiplier of the periodic attractor is a univalent function of the parameter. Proving (1.1) complements this by also showing that on the real line the multiplier of the periodic point is increasing. The approach to prove monotonicity via the inequality (1.1) was also previously used by Tsuchi [22, 23] for real maps of the form \( z \mapsto z^2 + c, c \in \mathbb{R} \).

When \( f_c(x) = |x|^\ell + c \), and \( \ell \) is not an integer, we have not been able able to prove the lifting property. The next theorem gives monotonicity when \( \ell \) is a large real number (not necessarily an integer), but only if
not too many points in the critical orbit are in the orientation reversing branch.

**Theorem 1.2.** Let $\ell_-, \ell_+ \geq 1$ and consider the family of unimodal maps $f_c = f_{c,\ell_-,\ell_+}$ where

$$f_c(x) = \begin{cases} |x|^\ell_- + c & \text{if } x \leq 0 \\ |x|^\ell_+ + c & \text{if } x \geq 0. \end{cases}$$

For any integer $L \geq 1$ there exists $\ell_0 > 1$ so that for any $q \geq 1$ and any periodic kneading sequence $i = i_1i_2 \cdots \in \{-1,0,1\}^{\mathbb{Z}^+}$ of period $q$ so that

$$\#\{1 \leq j < q; i_j = -1\} \leq L,$$

and any pair $\ell_-, \ell_+ \geq \ell_0$ there is at most one $c \in \mathbb{R}$ for which the kneading sequence of $f_c$ is equal to $i$. Moreover,

$$(1.3) \quad \sum_{n=0}^{q-1} \frac{1}{Df^n(c)} > 0.$$

The proof of this theorem uses delicate geometric arguments, see Section 6. In Section 7 an analogue of this theorem is proved for the case that $\ell$ is an arbitrary odd integer, but under a stronger assumption on the combinatorics of the critical orbit.

1.3. Results for other families of interval maps. In Subsection 3.3 we introduce a rather large class $\mathcal{E}$ of interval maps with only critical values at 1 and possibly at 0 and with a minimal $c > 0$ so that $f$ has a positive local maximum at $c$.

**Theorem 1.3.** Assume that $f \in \mathcal{E}$ and that $c$ is a periodic point for a map of the form $f_\lambda(x) = \lambda f(x)$. Then the transversality property (1.1) holds.

The analogous result also holds for a related class $\mathcal{E}_o$. Examples of maps in $\mathcal{E}$ and $\mathcal{E}_o$ are given in Subsection 3.3.

In Section 5 we prove transversality for the Arnol’d family $x \mapsto x + a + b \sin(2\pi x)$.

In this paper we shall also consider the case when there are several critical points, all of which eventually periodic. In this case the transversality condition (1.1) has to be replaced by a more general transversality condition (2.1).

Our approach also applies to the setting of polynomials and rational maps, see Section 8, families of piecewise linear maps and to families of intervals maps with discontinuities (i.e. Lorenz maps), see Sections 9 and 10.

Since the polynomial and rational case is so important, in a separate paper [11] we have given a very elementary proof of this and another theorem, but without the sign in (1.3) and the corresponding case when there are several critical point, see (2.1). In that paper we also allow the postcritical set to be infinite. For an alternative discussion on transversality in the context of rational maps with a finite postcritical set, see [7] and also [4].

1.4. Positively oriented transversality. An important feature of our prove is the sign in the above inequality. In the case when there are several critical points, we obtain a corresponding inequality for some matrix. That the sign of the determinant is positive, means that the intersection of the algebraic sets $R_j(g) = 0$, $j = 1, \ldots, \nu$ corresponding
to each of the critical relations is not only transversal, but that the
intersection pattern is everywhere ‘positively oriented’.

It would be interesting to know whether the sign in (2.1) makes it
possible to simplify the proof in [3] of Milnor’s conjecture. This con-
jecture is about the space of real polynomials with only real critical points,
all of which non-degenerate, and asks whether the level sets of constant
topological entropy are connected. The proof of this conjecture in [3] re-
lies on quasi-symmetric rigidity, but does having a positive sign in (2.1)
everywhere allow for a simplification of the proof of this conjecture?
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Part A: A new method

2. Transversality and lifting holomorphic families

In this section we study a transfer operator \( A \) associated to the ana-
lytic deformation of a ‘marked map’, and show that if 1 is not an eigen-
value of \( A \) then a certain transversality condition holds (related to, in
applications later on in this paper, to critical relations), see Section 2.3.
If the spectrum of \( A \) is inside the unit circle, we will obtain additional
information about transversality, see Section 2.4. It turns out that if a
certain lifting property of holomorphic families holds, then the spectrum
of \( A \) is inside the unit circle, see Section 2.5. If 1 is an eigenvalue of \( A \)
then the set where one critical relation holds forms an analytic variety,
see Theorem 2.1 in Subsection 2.6.

2.1. Transversality of a marked map with respect to a holomor-
phic deformation. A marked map is a map \( g \) from the union of a finite
set \( P_0 \) and an open set \( U \) in \( \mathbb{C} \) into \( \mathbb{C} \) such that

- there exists a finite set \( P \supset P_0 \) such that \( g(P) \subset P \) and \( P \setminus P_0 \subset U \);
- \( g|U \) is holomorphic and \( g'(x) \neq 0 \) for \( x \in P \setminus P_0 \).

Let \( c_0,j, j = 1, 2, \ldots, \nu \) denote the distinct points in \( P_0 \) and write \( c_0 = \{ c_0,j \} \) and \( c_1 = \{ c_1,j \} \). A local holomorphic deformation of \( g \) is a triple \((g, G, p)_W \) with the
following properties:

1. \( W \) is an open connected subset of \( \mathbb{C}^\nu \) containing \( c_1(g) \);
2. \( p = (p_1, p_2, \ldots, p_\nu) : W \to \mathbb{C}^\nu \) is a holomorphic map, so that
   \( p(c_1) = c_0(g) \);
3. \( G : (w, z) \in W \times U \mapsto (w, G_w(z)) \in W \times \mathbb{C} \) is a holomorphic
   map such that \( G_{c_1} = g \).

Let us fix \( (g, G, p)_W \) as above. Since \( g(P) \subset P \) and \( P \) is a finite set, for
each \( j = 1, 2, \ldots, \nu \), one of the following holds:

- There exists a positive integer \( q_j \) and \( \mu(j) \in \{ 1, 2, \ldots, \nu \} \) such
  that \( g^{\mu(j)}(c_{0,j}) = c_{0,\mu(j)} \) and \( g^k(c_{0,j}) \not\in P_0 \) for each \( 1 \leq k < q_j \);
- There exist positive integers \( l_j < q_j \) such that \( g^{l_j}(c_{0,j}) = g^{l_j}(c_{0,j}) \)
  and \( g^k(c_{0,j}) \not\in P_0 \) for all \( 1 \leq k < q_j \). We assume in the following
  that \( l_j \) and \( q_j \) are minimal with this property.

Relabelling these points \( c_{0,j} \), we assume that there is \( r \) such that the first
alternative happens for all \( 1 \leq j \leq r \) and the second alternative happens
for \( r < j \leq \nu \).
Define a map 
\[ \mathcal{R} = (R_1, R_2, \ldots, R_v) \]
from a neighbourhood of \( c_1 \in \mathbb{C}^\nu \) into \( \mathbb{C}^\nu \) as follows: for \( 1 \leq j \leq r, \)
\[ R_j(w) = G^{\nu}_{w} - p_j(w) \]
and for \( r < j \leq \nu, \)
\[ R_j(w) = G^{\nu}_{w} - G^{\nu}_{w} - 1(w_j), \]
where \( w = (w_j)_{j=1}^{\nu}. \)

**Definition 2.1.** We say that the holomorphic deformation \((g, G, p)_W\) of \( g \) unfolds transversally, if the Jacobian matrix \( DR(c_1) \) is invertible.

A marked map \( g \) is called real if \( P \subset \mathbb{R} \) and for any \( z \in U \) we have \( z \in U \) and \( \overline{g(z)} = g(\overline{z}) \). Similarly, a local holomorphic deformation \((g, G, p)_W\) of a real marked map \( g \) is called real if for any \( w = (w_1, w_2, \ldots, w_\nu) \in W, \)
\[ G_{w}(\overline{z}) = G_{w}(z), \quad \text{and} \quad p_j(w) = p_j(w). \]

**Definition 2.2.** Let \((g, G, p)_W\) be a real local holomorphic deformation of a real marked map \( g \). If
\[ \frac{\det(DR(c_1))}{\prod_{j=1}^{\nu} DG^{\nu-1}_{c_1}(c_1,j)} > 0, \] (2.1)
holds we say that the unfolding \((g, G, p)_W\) satisfies the ‘positively oriented’ transversality property.

Note that inequality (2.1) implies that the family unfolds transversally as in Definition 2.1. Inequality (2.1) is the generalisation of (1.1) in the setting of several critical points, all of which eventually periodic and if the critical points are allowed to move with the parameters. In the case that the map has only one critical point which is periodic and which does not depend on the parameter, (2.1) reduces to (1.1).

### 2.2. A transfer operator associated to a deformation of a marked map.
Let \( \Lambda \) be a domain in \( \mathbb{C} \) and \( \ast \in \Lambda. \)

A holomorphic motion of \( g(P) \) over \((\Lambda, \ast)\) is a family of injections \( h_\lambda : g(P) \to \mathbb{C}, \lambda \in \Lambda, \) such that \( h_\ast = id_{g(P)} \) and \( \lambda \mapsto h_\lambda(x) \) is holomorphic for each \( x \in g(P). \) Given an open neighbourhood \( \Lambda_0 \) of \( \ast \) in \( \Lambda \) and a holomorphic motion \( h_\lambda(x) \) of \( g(P) \) over \((\Lambda_0, \ast), \) we say that \( h_\lambda \) is a lift of \( h_\lambda \) over \( \Lambda_0 \) with respect to \((g, G, p)_W\) if the following holds when \( d(\lambda, \ast) \) is small enough:

- For each \( j = 1, 2, \ldots, \nu, \) with \( c_{0,j} \in g(P), \)
\[ h_\lambda(c_{0,j}) = p_j(c_1(\lambda)), \] (2.2)
where \( c_1(\lambda) = (h_\lambda(c_{1,1}), h_\lambda(c_{1,2}), \ldots, h_\lambda(c_{1,\nu})); \)
- for each \( x \in g(P) \setminus P_0, \) we have
\[ G_{c_1(\lambda)}(h_\lambda(x)) = h_\lambda(g(x)). \] (2.3)

Here we use that \( c_1(\lambda) \in W \) when \( d(\lambda, \ast) \) is sufficiently small. Clearly, locally any holomorphic motion \( h_\lambda(x) \) of \( P \) over \((\Lambda, \ast)\) has a lift under \((g, G, p)_W, \) i.e. there is a holomorphic motion \( \hat{h}_\lambda \) over \((\Lambda_0, \ast), \) where \( \Lambda_0 \) is an open neighbourhood of \( \ast \) in \( \Lambda \) such that \( \hat{h}_\lambda \) is the lift of \( h_\lambda \) over \( \Lambda_0. \)
Obviously there is a linear map \( A : \mathbb{C}^g(P) \to \mathbb{C}^g(P) \) such that whenever \( h_\lambda \) is a lift of \( h_\lambda \), we have
\[
A \left( \left\{ \frac{d}{d \lambda} h_\lambda(x) \mid x \in g(P) \right\} \right) = \left\{ \frac{d}{d \lambda} h_\lambda(x) \mid x \in g(P) \right\}.
\]
We will call \( A \) the transfer operator associated to the holomorphic deformation \((g, G, p)_W \) of \( g \).

If both \( g \) and \((g, G, p)_W \) are real, then \( A(\mathbb{R}^\nu) \subset \mathbb{R}^\nu \). In this case, we shall often consider real holomorphic motions, i.e. \( \Lambda \) is symmetric with respect to \( \mathbb{R} \), \( * \in \mathbb{R} \) and \( h_\lambda(x) \in \mathbb{R} \) for each \( x \in g(P) \) and \( \lambda \in \Lambda \cap \mathbb{R} \). Clearly, a lift of a real holomorphic motion is again real.

2.3. Relating the transfer operator with transversality. It turns out that transversality is closely related to the eigenvalues of \( A \):

**Lemma 2.3.** Assume the following holds: for any \( r < j < j' \leq \nu \) with \( g^{h_i(c_{0,j})} = g^{h_i(c_{0,j'})} \) we have \( Dg^{\nu^{j'-1}}(c_{1,j}) \neq 1 \). Then the following statements are equivalent:

1. \( 1 \) is an eigenvalue of \( A \);
2. \( DR(c_1) \) is degenerate.

*Proof.* We first show that (1) implies (2), even without the assumption. So suppose that \( 1 \) is an eigenvalue of \( A \) and let \( v = (v(x))_{x \in g(P)} \) be an eigenvector associated with 1. For \( t \in \mathbb{D} \), define \( h_t(x) = x + tv(x) \) for each \( x \in g(P) \) and \( w(t) = (c_{1,j} + tv(c_{1,j}))^\nu_j \). Then for each \( x \in g(P) \setminus P_0 \),
\[
G_{w(t)}(h_t(x)) - h_t(g(x)) = O(t^2)
\]
and for each \( x = c_{0,j} \in g(P) \cap P_0 \), we have
\[
h_t(x) - p_j(w(t)) = O(t^2).
\]
For each \( 1 \leq j \leq \nu \), and each \( 1 \leq k < q_j \), applying (2.4) repeatedly, we obtain
\[
G^k_{w(t)}(h_t(c_{1,j})) = h_t(g^k(c_{1,j})) + O(t^2).
\]
Together with (2.1), this implies that
\[
R_j(w(t)) = O(t^2),
\]
holds for all \( 1 \leq j \leq \nu \). It remains to show \( w'(0) \neq 0 \). Indeed, otherwise, by (2.6), it would follow that \( v(g^h(c_{1,j})) = (g^h)^j(c_{1,j})v(c_{1,j}) = 0 \) for each \( 1 \leq j \leq \nu \) and \( 1 \leq k < q_j \), and hence \( v(x) = 0 \) for all \( x \in g(P) \), which is absurd. We completed the proof that (1) implies (2).

Now let us prove that (2) implies (1) under the assumption of the lemma. Suppose that \( DR(c_1) \) is degenerate. Then there exists a non-zero vector \((w_0^1, w_0^2, \ldots, w_0^\nu)\) in \( \mathbb{C}^\nu \) such that \( R_j(w(t)) = O(t^2) \) as \( t \to 0 \), where \( w(t) = (w_j(t))_{j=0}^\nu = (c_{1,j} + tw_j^0)_{j=0}^\nu \). We claim that \( w_j^0 = w_j^0 \) holds whenever \( c_{1,j} = c_{1,j'} \), \( 1 \leq j, j' \leq \nu \). Indeed,

**Case 1.** If \( 1 \leq j \leq r \) then \( 1 \leq j' \leq r \) and \( \mu(j) = \mu(j') \), \( q_j = q_j' \). Then
\[
G^q_j(w_j(t)) - G^q_j(w_j(t)) = R_j(w(t)) - R_j(w(t)) = O(t^2)
\]
which implies that \( w_j(t) - w_j(t) = O(t^2) \), i.e. \( w_j^0 = w_j^0 \).

**Case 2.** If \( r < j \leq \nu \) then \( r < j' \leq \nu \) and \( l_j = l_j' \), \( q_j = q_j' \). Thus
\[
G^q_j(w_j(t)) - G^q_j(w_j(t)) = G^q_j(w_j(t)) - G^q_j(w_j(t)) + O(t^2),
\]
which implies that
\[
(Dg^q_j(c_{1,j}) - Dg^q_j(c_{1,j}))(w_j(t) - w_j(t)) = O(t^2).
\]
If such \( j \) and \( j' \) exist then \( c_{i,j} \) is a hyperbolic periodic point, hence \( Dg^{q_{i,j}}(c_{i,j}) \neq Dg^{q_{j,j}}(c_{i,j}) \). It follows that \( w^0_j = w^0_{j'} \).

The claim is proved. To obtain an eigenvector for \( A \) with eigenvalue 1, define \( v(c_{i,j}) = w^0_j, v(c_{0,j}) = \frac{1}{\| p_j \|} p_j(w(t))_{t=0} \). For points \( x \in g(P) \setminus P_0 \), there is \( j \) and \( 1 \leq s < q_j \) such that \( x = g^s(c_{0,j}) \), define \( v(x) = \frac{d}{dt} G_w^{-1}(w_j(t))|_{t=0} \). Note that \( v(x) \) does not depend on the choice of \( j \) and \( s \). (This can be proved similarly as the claim.) \( \square \)

2.4. The spectrum of \( A \) gives additional information concerning transversality. Define \( D(\rho) = (D_{jk} (\rho))_{1 \leq j,k \leq \nu} \) as follows: Put

\[
L_k(z) = \frac{\partial G_w(z)}{\partial w_k} \bigg|_{w=c_1; \quad p_{j,k} = \frac{\partial p_j}{\partial w_k}(c_1)};
\]

\[
\mathcal{L}^0_{j,k} = 0 \quad \text{and} \quad \mathcal{L}^m_{j,k} = \sum_{n=1}^{m} \rho^n L_k(c_{i,j}) \quad \text{for} \quad m > 0;
\]

\[
D_{jk}(\rho) = \delta_{jk} + \mathcal{L}^{q_{i,j} - 1}_{j,k} - \rho^{q_{i,j} - 1} \frac{p_{\rho(j),k}}{Dg^{q_{i,j} - 1}(c_{i,j})} \left( \mathcal{L}^{q_{i,j} - 1}_{j,k} + \delta_{j,k} \right)
\]

when \( 1 \leq j \leq r \) and

\[
D_{jk}(\rho) = \delta_{jk} + \mathcal{L}^{q_{i,j} - 1}_{j,k} - \frac{\rho^{q_{j,j} - 1}}{Dg^{q_{i,j} - 1}(c_{i,j})} \left( \mathcal{L}^{q_{i,j} - 1}_{j,k} + \delta_{j,k} \right)
\]

when \( r < j \leq \nu \). Note that

\[
\det(DR(c_1)) = \prod_{j=1}^{\nu} Dg^{q_{i,j} - 1}(c_{i,j}) \det(D(1)).
\]

We say that \( \rho \in \mathbb{C} \) is an exceptional value if there exist \( r < j < j' \leq \nu \) such that \( Dg^{q_{i,j} - 1}(c_{i,j}) \) and \( g^{q_{i,j}'}(c_{0,j'}) \). Note that for such \( \rho, j \) and \( j' \), \( D_{jk}(\rho) = D_{jk}(\rho) \) for all \( k \) so that \( \det(D(\rho)) = 0 \). (But it may happen that \( \det(I - \rho A) \neq 0 \).)

**Proposition 2.4.** For each non-exceptional \( \rho \in \mathbb{C} \), we have

\[
(2.7) \quad \det(I - \rho A) = 0 \iff \det(D(\rho)) = 0.
\]

**Proof.** For \( \rho = 0 \), \( \det(I) = \det(D(0)) = 1 \). Assume \( \rho \neq 0 \). Define a new triple \((g^\rho, G^\rho, p^\rho)\) as follows.

- For each \( x \in P \setminus P_0 \), \( G^\rho_w(z) = G_w(x) + \frac{Dg(x)}{\rho}(z - x) \) in a neighbourhood of \( x \);
- \( g^\rho(x) = g(x) \) for each \( x \in P_0 \) and \( g^\rho(z) = G^\rho_w(z) \) in a neighbourhood of \( P \setminus P_0 \);
- \( p^\rho(w) = c_0 + \rho \frac{Dp}{Dw}(c_1) \cdot (w - c_1) \).

Let \( A^\rho \) be the transfer operator associated with the triple \((g^\rho, G^\rho, p^\rho)\). Then it is straightforward to check that

\[
A^\rho = \rho A.
\]

We can define a map \( R^\rho = (R^\rho_1, R^\rho_2, \cdots, R^\rho_\nu) \) for each \( \rho \neq 0 \) in the obvious way:

\[
R^\rho_j(w) = (G^\rho_w)^{q_{i,j} - 1}(w_j) - p^\rho_{\mu(j)}(w)
\]

for \( 1 \leq j \leq r \) and

\[
R^\rho_j(w) = (G^\rho_w)^{q_{j,j} - 1}(w_j) - (G^\rho_w)^{q_{i,j} - 1}(w_j)
\]

for \( r < j \leq \nu \). As long as \( \rho \) is non-exceptional for the triple \((g, G, p)\), the new triple \((g^\rho, G^\rho, p^\rho)\) satisfies the assumption of Lemma 2.3, thus

\[
\det(I - \rho A^\rho) = 0 \iff DR^\rho(c_1) \quad \text{is degenerate}.
\]
Direct computation shows that the $(j, k)$-th entry of $D\mathcal{R}^\rho(c_1)$ is $D_{j,k}(\rho)Dg^{\rho,-1}(c_{1,j})/\rho^{\rho_j-1}$. Indeed, for each $1 \leq j \leq r$,
\[
D^\rho_{j,k}(\rho) = \left. \frac{\partial(G^\rho G^\rho_j)^{-1}(c_{1,j})}{\partial w_{k}} \right|_{w = c_1} + \left. \frac{Dg^{\rho_j^{-1}}(c_{1,j})}{\rho^{\rho_j-1}} \delta_{jk} - \rho \frac{\partial p_{d(j)}}{\partial w_k} \right|
\]
\[
= \frac{Dg^{\rho_j^{-1}}(c_{1,j})}{\rho^{\rho_j-1}} \left( \delta_{jk} + \sum_{n=1}^{q_j-1} \frac{\rho^n L_k(c_{0,j})}{Dg^{\rho_j^{-1}}(c_{1,j})} - \rho^{\rho_j} \frac{p_{d(j),k}}{Dg^{\rho_j^{-1}}(c_{1,j})} \right),
\]
and for $r < j \leq \nu$,
\[
D^\rho_{j,k}(\rho) = \left. \frac{\partial((G^\rho G^\rho_j)^{-1}(c_{1,j}) - (G^\rho)^{\rho_j^{-1}}(c_{1,j}))}{\partial w_{k}} \right|_{w = c_1} + \delta_{jk} \left( \frac{Dg^{\rho_j^{-1}}(c_{1,j})}{\rho^{\rho_j-1}} - \frac{Dg^{\rho_j^{-1}}(c_{1,j})}{\rho^{\rho_j-1}} \right).
\]
Therefore $\det(I - \rho A) = 0$ if and only if $\det(D(\rho)) = 0$.

To illustrate the power of the previous proposition we state:

**Corollary 2.5 (The transversality condition).** Let $(g, G, p)|_W$ be a real local holomorphic deformation of a real marked map $g$. Assume that one has $|Dg^{\rho_j^{-1}}(c_{1,j})| > 1$ for all $r < j \leq \nu$. Assume furthermore that all the eigenvalues of $A$ lie in the set $\{0 \leq \rho \leq 1, \rho \neq 1\}$. Then the ‘positively oriented’ transversality condition holds.

**Proof.** Write the polynomial $\det(D(\rho))$ in the form $\prod_{i=1}^{N}(1 - \rho \rho_i)$, where $\rho_i \in \mathbb{C} \setminus \{0\}$. If $\rho_i \geq 1$ for some $i$, then $1/\rho_i$ is a zero of $\det(D(\rho))$. As $|1/\rho_i| = 1$, $1/\rho_i$ is not an exceptional value. Thus $\det(I - A / \rho_i) = 0$, which implies that $\rho_i$ is an eigenvalue of $A$, a contradiction! □

**Remark 2.6.** Proposition [2.4] shows that for non-exceptional $\rho$, one has [2.7]. One can also associate to $(g, G, p)$ another linear operator $\mathcal{A}_J$ for which
\[
\det D(\rho) = \det(I - \rho \mathcal{A}_J)
\]
holds for all $\rho \in \mathbb{C}$. Here $J$ denotes a collection of all pairs $(i, j)$ such that $1 \leq j \leq \nu$, $0 \leq i \leq q_j - 1$ and if $i = 0$ then $j = \mu(j')$ for some $1 \leq j' \leq \nu$. Given a collection of functions $\{c_{i,j}(\lambda)\}_{(i,j) \in J}$ which are holomorphic in a small neighbourhood of $\lambda = 0$, there is another collection of holomorphic near 0 functions $\{\tilde{c}_{i,j}(\lambda)\}_{(i,j) \in J}$ such that $\tilde{c}_{0,j}(\lambda) = p_j(c_1(\lambda))$ where $c_1(\lambda) = (c_{1,1}(\lambda), \ldots, c_{1,\nu}(\lambda))$ and, for $i \neq 0$, $G(c_{1,\lambda}, c_{i,j}) = c_{i+1,j}(\lambda)$.

Here we set $c_{q_j,j}(\lambda) = c_{0,p(j)}(\lambda)$ for $1 \leq j \leq r$ and $c_{q_j,j}(\lambda) = c_{j,j}(\lambda)$ for $r < j \leq \nu$. Define the linear map $\mathcal{A}_J : \mathbb{C}^J \rightarrow \mathbb{C}^J$ by taking the derivative at $\lambda = 0$: $\mathcal{A}_J(\{c_{i,j}(0)\}_{(i,j) \in J}) = \{\tilde{c}_{i,j}(0)\}_{(i,j) \in J}$. Explicitly, we get:
\[
\tilde{c}_{i,j}(0) = \begin{cases} 
\sum_{k=1}^{q_j} p_{j,k} (v_{i+1,j} - \sum_{k=1}^{q_j} L_k(c_{i,j}) v_{1,k}) & \text{if } i = 0 \text{ and } j = \mu(j') \text{ for some } j' \\
\sum_{k=1}^{q_j} p_{d(j),k} (v_{0,j} - \sum_{k=1}^{q_j} L_k(c_{0,j}) v_{1,k}) & \text{if } 1 \leq i < q_j - 1, 1 \leq j \leq \nu \\
\sum_{k=1}^{q_j} (v_{j-r} - \sum_{k=1}^{q_j} L_k(c_{q_j-j,j}) v_{1,k}) & \text{if } i = q_j - 1, r < j \leq \nu 
\end{cases}
\]

Elementary properties of determinants being applied to the matrix $I - \rho \mathcal{A}_J$ lead to [2.8]. Observe that $\mathcal{A}_J = A$ if (and only if) all points $c_{i,j}$, $(i, j) \in J$ are pairwise different. Therefore, we have:
\[
\det(I - \rho A) = \det D(\rho)
\]
for every $\rho \in \mathbb{C}$ provided $\sum_{j=1}^{\nu} (q_j - 1) + r = #P$.

2.5. The lifting property and the spectrum of $\mathcal{A}$. We say that the triple $(g, G, p)_W$ has the lifting property if the following holds: Given a holomorphic motion $h^{(0)}_\lambda$ of $g(P)$ over $(\Lambda, 0)$, where $\Lambda$ is a domain in $\mathbb{C}$ which contains 0, there exist $\varepsilon > 0$ and holomorphic motions $h^{(k)}_\lambda$, $k = 1, 2, \ldots$, of $g(P)$ over $(\mathbb{D}_\varepsilon, 0)$ such that

1. $c^{(k)}_1(\lambda) := h^{(k)}_\lambda(c_1) \in W$ for each $\lambda \in \mathbb{D}_\varepsilon$ and each $k = 0, 1, 2, \ldots$;
2. for each $k = 0, 1, \ldots$, $h^{(k+1)}_\lambda$ is the lift of $h^{(k)}_\lambda$ over $(\mathbb{D}_\varepsilon, \ast)$ for $(g, G, p)_W$;
3. there exists $M > 0$ such that $|h^{(k)}_\lambda(x)| \leq M$ for all $x \in g(P)$, all $k \geq 0$ and all $\lambda \in \mathbb{D}_\varepsilon$.

We say that $(g, G, p)_W$ has the weak lifting property if, for each $h^{(0)}_\lambda$ as above, there exists $\varepsilon > 0$ and holomorphic motions $h^{(k)}_\lambda$ of $g(P)$ over $(\mathbb{D}_\varepsilon, 0)$, $k = 1, 2, \ldots$, such that the properties (1) and (2) hold (but we may not have property (3)).

In the case $(g, G, p)_W$ is real, we say it has the real lifting property or the real weak lifting property if the corresponding property holds for any real holomorphic motions $h^{(0)}_\lambda$.

The following observation is important for us.

**Lemma 2.7.** If $(g, G, p)_W$ has the lifting property, then the spectral radius of the associated transfer operator $\mathcal{A}$ is at most 1 and every eigenvalue of $\mathcal{A}$ of modulus one is semisimple (i.e. its algebraic multiplicity coincides with its geometric multiplicity). Moreover, for $(g, G, p)_W$ real, we only need to assume that the lifting property with respect to real holomorphic motions.

**Proof.** Let us fix an order in the set $g(P)$. For any $v = (v(x))_{x \in g(P)}$, construct a holomorphic motion $h^{(0)}_\lambda$ over $(\Lambda, 0)$ for some domain $\Lambda \ni 0$, such that $\left. \frac{d}{d\lambda} h^{(0)}_\lambda(x) \right|_{\lambda=0} = v(x)$ for all $x \in g(P)$. Then

$$\mathcal{A}^k(v) = \left( \frac{d}{d\lambda} h^{(k)}_\lambda(x) \right|_{\lambda=0} \right)_{x \in g(P)}$$

for every $k > 0$. By Cauchy’s integral formula, there exists $C = C(M, \varepsilon)$ such that $\left| \left. \frac{d}{d\lambda} h^{(k)}_\lambda(x) \right|_{\lambda=0} \right| \leq C$ holds for all $x \in g(P)$ and all $k$. It follows that for any $v \in \mathbb{C}^{#g(P)}$, $\mathcal{A}^k(v)$ is a bounded sequence. Thus the spectral radius of $\mathcal{A}$ is at most one and every eigenvalue of $\mathcal{A}$ of modulus one is semisimple.

Suppose $(g, G, p)_W$ is real. Then for any $v \in \mathbb{R}^\nu$, the holomorphic motion $h^{(0)}_\lambda$ can be chosen to be real. Thus if $(g, G, p)_W$ has the weak lifting property, then $\{\mathcal{A}^k(v)\}_{k=0}^{\infty}$ is bounded for each $v \in \mathbb{R}^\nu$. The conclusion follows. \(\square\)

To obtain that the radius is strictly smaller than one, we shall apply the argument to a suitable perturbation of the map $g$. For example, we have the following:

**Lemma 2.8.** Let $(g, G, p)_W$ be as above. Let $Q$ be a polynomial such that $Q(c_{0,j}) = 0$ for $1 \leq j \leq \nu$ and $Q(x) = 0$, $Q'(x) = 1$ for every $x \in g(P)$. Let $\varphi_\xi(z) = z - \xi Q(z)$ and for $\xi \in (0, 1)$ let $\psi_\xi(w) = (\varphi_\xi^{-1}(w_1), \ldots, \varphi_\xi^{-1}(w_\nu))$ be a map from a neighbourhood of $c_1$ into a neighbourhood of $c_1$. Suppose that there exists $\xi \in (0, 1)$ such that the
triple \((\varphi_\xi \circ g, \varphi_\xi \circ G_u, p \circ \psi_\xi)\) has the lifting property. Then the spectral radius of \(A\) is at most 1 - \(\xi\).

**Proof.** Note that \(\tilde{g} := \varphi_\xi \circ g\) is a marked map with the same sets \(P_0 \subset P\). Furthermore, \(\tilde{g}'(c_{0,j}) = g'(c_{0,j}) = c_{i,j},\ D\tilde{g}'(c_{i,j}) = (1 - \xi)Dg(c_{i,j})\) and \(\frac{\partial^2 \varphi_\xi \circ G}{\partial u_k^2}(c_1, z) = \frac{\partial^2 g}{\partial u_k^2}(c_1, z),\ \frac{\partial^2 \varphi_\xi \circ G}{\partial u_k \partial z}(c_1) = (1 - \xi)^{-1}\frac{\partial g}{\partial u_k}(c_1)\). Therefore, the operator which is associated to the triple \((\varphi_\xi \circ g, \varphi_\xi \circ G_u, p \circ \psi_\xi)\) is equal to \((1 - \xi)^{-1}A\). Since the latter triple has the lifting property, by Lemma 2.7 the spectral radius of \((1 - \xi)^{-1}A\) is at most 1. □

For completeness we include:

**Lemma 2.9.** Assume that the spectrum radius of \(A\) is strictly less than 1. Let \(h^{(k)}_\lambda, k = 1, 2, \ldots, \) be holomorphic motions of \(P\) all defined over \((\Lambda, 0)\) such that \(h^{(k+1)}_\lambda\) is the lift of \(h^{(k)}_\lambda\) for each \(k\). Assume that \(h^{(k)}_\lambda\) are uniformly bounded in \(\Lambda\). Then for each \(x \in g(P), h^{(k)}_\lambda\) converges to the constant \(x\), locally uniformly on \(\Lambda\), as \(k \to \infty\).

**Proof.** It suffices to prove that there exists \(\delta > 0\) such that for each \(|\lambda| < \delta, h^{(k)}_\lambda(x) \to x\) as \(k \to \infty\), since we assume that \(h^{(k)}_\lambda\) are uniformly bounded in \(\Lambda\).

Note that there is a holomorphic map \(\Phi = (\varphi_x)_{x \in g(P)}\) from a neighbourhood \(V\) of the point \(c := g(P) \in \mathbb{C}^\#g(P)\) into \(\mathbb{C}^\#g(P)\) which fixes \(c\) such that

\[
G_{z_1}(\varphi_x(Z)) = z_g(x), \quad x \in g(P) \setminus P_0, \\
\varphi_{z_0,j}(Z) = p_j(z_1), \quad 1 \leq j \leq \nu,
\]

where \(z_1 = (z_{c_{1,j}})^{\nu}_{j=1}, Z = (z_x)_{x \in g(P)}\). Since the derivative of \(\Phi\) at \(c\) is equal to \(A\), \(c\) is a hyperbolic attracting fixed point of \(\Phi\). Therefore, there exist \(r > 0\) and \(N > 0\) such that \(\Phi^N\) is defined on the polydisk

\[
U_0 = \Pi_{x \in g(P)} B(x, r)
\]

and maps it compactly into itself. It follow \(\Phi^n\) converges uniformly to the constant \(c\) in \(U_0\). Since \(h^{(k)}_\lambda\) are uniformly bounded, there exists \(\delta > 0\) such that \(h^{(k)}_\lambda(x) \in B(x, r)\) whenever \(|\lambda| < \delta\). Since \(\Phi\) maps \(h^{(k)}_\lambda := (h^{(k)}_\lambda(x))_{x \in g(P)}\) to \(h^{(k+1)}_\lambda\), the statement follows. □

2.6. If \(A\) has eigenvalue one then \(R(w) = 0\) is a variety.

**Theorem 2.1.** Assume that either the triple \((g, G, p)_W\) has the lifting property or \((g, G, p)_W\) is real and has the real lifting property. Then we have the following alternative:

1. All eigenvalues of \(A\) are contained in \(\overline{\mathbb{B}} \setminus \{1\};
2. There exists a neighbourhood \(W' \subset W\) of \(c_1\) such that
\[
\{w \in W' | R(w) = 0\}
\]
is an analytic variety of (complex) dimension at least 1.

If the second alternative holds, then there is a local analytic manifold through \(c_1\) such that \(R(w) = 0\) holds identically in this manifold. If \(\nu = 1\), the manifold must contain a neighbourhood of \(c_1\), in other words, \(R(w) = 0\) holds for every \(w \in \mathbb{C}\) near \(c_1 \in \mathbb{C}\). Note that in most situations, one can easily show that the second alternative is invalid. Thus this theorem is very useful to obtain transversality.

Let \(\Lambda\) be a domain in \(\mathbb{C}\) which contains 0. A holomorphic motion \(h_\lambda(x)\) of \(g(P)\) over \((\Lambda, 0)\) is called asymptotically invariant of order \(m\) (with
respect to \((g,G,p)_W\) if there is a subdomain \(\Lambda_0 \subset \Lambda\) which contains 0 and a holomorphic motion \(\hat{h}_\lambda(x)\) which is the lift of \(h_\lambda\) over \((\Lambda_0,0)\), such that
\[
(2.10) \quad \hat{h}_\lambda(x) - h_\lambda(x) = o(\lambda^m+1) \text{ as } \lambda \to 0.
\]

Obviously,

**Lemma 2.10.** 1 is an eigenvalue of \(A\) if and only if there is a non-degenerate holomorphic motion which is invariant of order 1.

Here, a holomorphic motion \(h_\lambda(x)\) is called non-degenerate if \(\frac{d}{d\lambda} h_\lambda(x) \mid_{\lambda=0} \neq 0\) holds for some \(x \in P\).

A crucial step in proving this theorem is the following Lemma 2.12 whose proof requires the following easy fact.

**Fact 2.11.** Let \(F : U \to \mathbb{C}\) be a holomorphic function defined in an open set \(U\) of \(\mathbb{C}^N\), \(N \geq 1\). Let \(\gamma, \tilde{\gamma} : \mathbb{D}_\varepsilon \to U\) be two holomorphic curve such that
\[
\gamma(\lambda) - \tilde{\gamma}(\lambda) = O(\lambda^{m+1}) \text{ as } \lambda \to 0.
\]
Then
\[
F(\gamma(\lambda)) - F(\tilde{\gamma}(\lambda)) = \sum_{i=1}^{N} \frac{\partial F}{\partial z_i}(\gamma(0))(\gamma_i(\lambda) - \tilde{\gamma}_i(\lambda)) + O(\lambda^{m+2}) \text{ as } \lambda \to 0.
\]

**Proof.** For fixed \(\lambda\) small, define \(\delta(t) = (1-t)\tilde{\gamma}(\lambda) + t\gamma(\lambda)\) and \(f(t) = F(\delta(t))\). Then
\[
f'(t) = \sum_{i=1}^{N} \frac{\partial F}{\partial z_i}(\delta(t))(\gamma_i(\lambda) - \tilde{\gamma}_i(\lambda)).
\]
Since \(\delta(t) - \gamma(0) = O(\lambda)\), and \(F(\gamma(\lambda)) - F(\tilde{\gamma}(\lambda)) = \int_0^1 f'(t)dt\), the equality follows. \qed

**Lemma 2.12.** One has the following:

1. Assume \((g,G,p)_W\) has the lift property. Suppose that there is a non-degenerate holomorphic motion \(h_\lambda\) of \(g(P)\) over \((\Lambda,0)\) which is asymptotically invariant of order \(m\) for some \(m \geq 1\). Then there is a non-degenerate holomorphic motion \(H_\lambda\) of \(g(P)\) over some \((\tilde{\Lambda},0)\) which is asymptotically invariant of order \(m+1\). Besides, \(H_\lambda(x) - h_\lambda(x) = o(\lambda^{m+1})\) as \(\lambda \to 0\) for all \(x \in g(P)\).

2. Assume \((g,G,p)_W\) is real and has the real lift property. Suppose that there is a non-degenerate real holomorphic motion \(h_\lambda\) of \(g(P)\) over \((\Lambda,0)\) which is asymptotically invariant of order \(m\) for some \(m \geq 1\). Then there is a non-degenerate real holomorphic motion \(H_\lambda\) of \(g(P)\) over some \((\tilde{\Lambda},0)\) which is asymptotically invariant of order \(m+1\). Besides, \(H_\lambda(x) - h_\lambda(x) = o(\lambda^{m+1})\) as \(\lambda \to 0\) for all \(x \in g(P)\).

**Proof.** We shall only prove the first statement as the proof of the second is the same with obvious change of terminology. Let \(h_\lambda\) be a non-degenerate holomorphic motion of \(P\) over \((\Lambda,0)\) which is asymptotically invariant of order \(m\). By assumption that \((g,G,p)_W\) has the lifting property, there exists a smaller domain \(\Lambda_0 \subset \Lambda\) and holomorphic motions \(h_\lambda^{(k)}\) over \(\Lambda_0\), \(k = 0,1,\ldots\) such that \(h_\lambda^{(0)} = h_\lambda\) and such that \(h_\lambda^{(k+1)}\) is the lift of \(h_\lambda^{(k)}\)
over \((\Lambda_0,0)\) for each \(k \geq 0\). Moreover, the functions \(h^{(k)}_\lambda\) are uniformly bounded. For each \(k \geq 1\), define
\[
\psi^{(k)}_\lambda(x) = \frac{1}{k} \sum_{i=0}^{k-1} h^{(i)}(x),
\]
and
\[
\varphi^{(k)}_\lambda(x) = \frac{1}{k} \sum_{i=1}^{k} h^{(i)}(x).
\]
By shrinking \(\Lambda_0\), we may assume that there exists \(k_n \to \infty\), such that \(\psi^{(k_n)}_\lambda(x)\) converges uniformly in \(\lambda \in \Lambda_0\) as \(k_n \to \infty\) to a holomorphic function \(H_\lambda(x)\). Shrinking \(\Lambda_0\) furthermore if necessary, \(H_\lambda\) defines a holomorphic motion of \(g(P)\) over \((\Lambda_0,0)\). Clearly, \(\varphi^{(k_n)}_\lambda(x)\) converges uniformly to \(H_\lambda(x)\) as well.

Let us show that \(H_\lambda\) is asymptotically invariant of order \(m+1\) by applying the fact above. This amounts to show

(i) For each \(x \in g(P) \setminus P_0\), and any \(k \geq 1\),
\[
G_{\psi^{(k)}_\lambda, (c_1,1),\cdots, \psi^{(k)}_\lambda, (c_1,\nu)}(\varphi^{(k)}_\lambda(x)) = \psi^{(k)}_\lambda(x) + O(\lambda^{m+2}) \text{ as } \lambda \to 0.
\]

(ii) For \(x = c_0, j \in P(G)\),
\[
p_j(\psi^{(k)}_\lambda, (c_1,1),\cdots, \psi^{(k)}_\lambda, (c_1,\nu)) = \varphi^{(k)}_\lambda(c_0,j) + O(\lambda^{m+2}) \text{ as } \lambda \to 0.
\]

Let us prove (i). Fix \(x \in g(P) \setminus P_0\) and \(k \geq 1\). Let \(F(z_1, z_2, \cdots, z_\nu, z_{\nu+1}) = G(z_1, z_2, \cdots, z_\nu)(z_{\nu+1})\). By the construction of \(h^{(k)}\), we have
\[
F(h^{(i)}_\lambda(c_1,1), \cdots, h^{(i)}_\lambda(c_1,\nu), h^{(i+1)}_\lambda(x)) = h^{(i)}_\lambda(g(x))
\]
for every \(i \geq 0\). Thus
\[
\psi^{(k)}_\lambda(g(x)) = \frac{1}{k} \sum_{i=0}^{k-1} F(h^{(i)}_\lambda(c_1,1), \cdots, h^{(i)}_\lambda(c_1,\nu), h^{(i+1)}_\lambda(x)).
\]
Since all the functions \(h^{(i)}(x), \psi^{(k)}_\lambda(x), \varphi^{(k)}_\lambda(x)\) have the same derivatives up to order \(m\) at \(\lambda = 0\), applying Fact, we obtain
\[
\begin{align*}
F(h^{(i)}_\lambda(c_1,1), \cdots, h^{(i)}_\lambda(c_1,\nu), h^{(i+1)}_\lambda(x)) - F(\psi^{(k)}_\lambda(c_1,1), \cdots, \psi^{(k)}_\lambda(c_1,\nu), \varphi^{(k)}_\lambda(x)) \\
= \sum_{j=1}^{\nu} \frac{\partial F}{\partial z_j}(c_1, x) (h^{(i)}_\lambda(c_{1,j}) - \psi^{(k)}_\lambda(c_{1,j})) + \frac{\partial F}{\partial z_{\nu+1}}(c_1, x) (h^{(i+1)}_\lambda(x) - \varphi^{(k)}_\lambda(x)) + O(\lambda^{m+2}),
\end{align*}
\]
as \(\lambda \to 0\). Summing over \(i = 0, 1, \ldots, k-1\), we obtain
\[
\frac{1}{k} \sum_{i=0}^{k-1} F(\varphi^{(i)}_\lambda(c_1,1), \cdots, \varphi^{(i)}_\lambda(c_1,\nu), h^{(i+1)}_\lambda(x)) = F(\psi^{(k)}_\lambda(c_1,1), \cdots, \psi^{(k)}_\lambda(c_1,\nu), \varphi^{(k)}_\lambda(x)) + O(\lambda^{m+2}).
\]
Together with (2.11), this implies the equality in (i).

For (ii), we use \(F(z_1, \cdots, z_\nu) = p_j(z_1, \cdots, z_\nu)\) and argue in a similar way.

**Proof of Theorem 2.1.** By Lemma 2.7, all eigenvalues of \(A\) are contained in \(B\). Assume that (1) fails. Then 1 is an eigenvalue of \(A\). Let \(v = (v(x))_{x \in g(P)}\) be its eigenvector. In the case that \((g, G, p)_W\) is real, we choose \(v\) to be real. Then \(h_\lambda(x) = x + v(x)\lambda\) defines a non-degenerate holomorphic motion of \(P\) over some \((\Lambda, 0)\) and this holomorphic motion is asymptotically invariant of order 1. By Lemma 2.12, it follows
that for each \( m \geq 1 \), there is a holomorphic motion \( a^{(m)}_\lambda \) of \( P \) which is asymptotically invariant of order \( m \) and such that \( D_0 a^{(m)}_\lambda(x) = v(x) \).

It follows that for every \( m \), for each \( 1 \leq j \leq r \), \( G^{j-1}_{a^{(m)}_\lambda} (a^{(m)}_\lambda (c_{1,j})) = p_{\mu(j)} (a^{(m)}_\lambda (\lambda)) + o(\lambda^m) \) and for \( r + 1 \leq j \leq \nu \), \( G^{j-1}_{a^{(m)}_\lambda} (a^{(m)}_\lambda (c_{1,j})) = G^{j-1}_{a^{(m)}_\lambda} (a^{(m)}_\lambda (c_{1,j})) + o(\lambda^m) \). Here \( a^{(m)}_1 (\lambda) = (a^{(m)}_\lambda (c_{1,1}), \ldots, a^{(m)}_\lambda (c_{1,\nu})) \).

Recall that a map \( \mathcal{R} = (R_1, \ldots, R_{\nu}) \) from a neighbourhood of the point \( c_1 = (c_{1,1}, \ldots, c_{1,\nu}) \in \mathbb{C}^{\nu} \) into \( \mathbb{C}^{\nu} \) is defined as follows:

\[
\begin{cases}
R_j(w) = G^{j-1}_{w} (w_j) - p_{\mu(j)}(w), & 1 \leq j \leq r, \\
R_j(w) = G^{j-1}_{w} (w_j) - G^{j-1}_{w} (w_{j}), & r + 1 \leq j \leq \nu.
\end{cases}
\]

where \( w = (w_1, w_2, \ldots, w_{\nu}) \). Then for every \( m > 0 \), \( \mathcal{R}(a^{(m)}_1 (\lambda)) = \psi^{(m)} (\lambda) \) where \( \psi^{(m)} (\lambda) = (\psi^{(m)}_1 (\lambda), \ldots, \psi^{(m)}_{\nu} (\lambda)) \) and \( \psi^{(m)}_j (\lambda) = o(\lambda^m) \), \( j = 1, \ldots, \nu \). Also, \( (a^{(m)}_1)^{j} (0) = v \neq 0 \). Now we assume the contrary: the local analytic variety defined by the equation \( \mathcal{R}(w) = 0 \) and containing \( c_1 \) is 0-dimensional, i.e., consists of a single point \( c_1 \). By general properties of analytic varieties, \( c_1 \) is then an isolated zero of \( \mathcal{R}^{-1}(0) \). There exists some \( k \geq 1 \) such that for any point \( u \) which is close to \( 0 \) and outside an analytic variety of dimension less than \( \nu \) (on which the Jacobian of the map \( \mathcal{R} \) is equal to zero) the equation \( \mathcal{R}(w) = u \) has precisely \( k \) different solutions \( w^i(u) = (w^i_1(u), \ldots, w^i_{\nu}(u)) \), \( i = 1, \ldots, k \). It follows that for every coordinate \( j \) the following function: \( P_j(z, u) := \prod_{i=1}^{k} (z - w^j_i(u)) \) extends to an analytic function in \( u \) in a neighbourhood \( W' \) of \( 0 \). Thus

\[ P_j(z, u) = P_j(z, 0) + o(\|u\|) = (z - c_{1,j})^k + O(\|u\|) \text{ as } u \to 0. \]

For each \( m \geq 1 \), \( P_j(a^{(m)}_\lambda (c_{1,j}), \psi^{(m)} (\lambda)) = 0 \) holds for every \( \lambda \) near 0. Therefore,

\[ (a^{(m)}_\lambda (c_{1,j}) - c_{1,j})^k = O(\|\psi^{(m)} (\lambda)\|) = O(\lambda^m) \text{ as } \lambda \to 0 \]

holds for every \( j \) and \( m \). Taking \( j \) such that \( v(c_{1,j}) \neq 0 \) and \( m > k \), we obtain

\[ (\lambda v(c_{1,j}) + o(\lambda))^k = O(\lambda^m) \text{ as } \lambda \to 0, \]

which is absurd. \( \square \)

**Part B: Application to covering maps, and in particular polynomial-like maps, satisfying a separation property**

In the next three sections we will show that the method developed in Part A works well in the case of covering maps, and in particular polynomial-like maps, satisfying some separation property.

**3. Families of the form \( f_\lambda(x) = f(x) + \lambda \) and \( f_\lambda(x) = \lambda f(x) \)**

In this section we will apply these techniques to show that one has monotonicity and the transversality properties in Part A within certain families of real real maps of the form \( f_\lambda(x) = f(x) + \lambda \) and \( f_\lambda(x) = \lambda \cdot f(x) \) where \( x \mapsto f(x) \) has one critical value (and is unimodal - possibly on a subset \( \mathbb{R} \)) or satisfy symmetries. There are quite a few papers giving examples for which one has non-monotonicity for such families, see for example [2] [10] [17] [24]. In this section we will prove several theorems which show monotonicity for a fairly wide class of such families.
Note that one can only expect transversality in one-parameter families for which one either has precisely one singular value or for which one has two singular values but for which one has additional symmetry. Indeed, it is easy to construct a one-parameter family of bimodal maps for which transversality fails, see [20].

In Subsection 3.1 we show that the methods we developed in the previous section apply if one has something like a polynomial-like map \( f : U \to V \) with sufficiently ‘big complex bounds’. This gives yet another proof for monotonicity for real families of the form \( z^\ell + c, \ c \in \mathbb{R} \) in the setting when \( \ell \) is an even integer. We also apply this method to a family of maps with a flat critical point in Subsection 3.2. In Subsection 3.3 we show how to obtain the lifting property in the setting of one parameter families of entire maps.

3.1. Families of the form \( f_\lambda(x) = f(x) + \lambda \) with a single critical point. Consider a marked map \( g \) from a finite set \( P \) into itself with \( P \supset P_0 = \{0\} \) and define a local holomorphic deformation \( (g,G,p) \) of \( g \) as follows: \( G_w(z) = g(z) + (w - g(0)) \) and \( p(w) = 0 \) for \( w \) in a neighbourhood \( W \) of \( c_1 = g(0) \in \mathbb{C} \).

**Theorem 3.1.** Suppose that \( g \) extends to a holomorphic map \( g : U_g \to V \) where

- \( U_g \) is a bounded open set in \( \mathbb{C} \) such that \( U \supset P \setminus \{0\} \) and \( 0 \in \overline{U}_g \);
- \( V \) is a bounded open set in \( \mathbb{C} \) such that \( c_1 := g(0) \in V \);
- \( g : U_g \setminus \{0\} \to V \setminus \{c_1\} \) is an unbranched covering.

If the separation property

\[
V \supset B(c_1; \text{diam}(U_g)) \supset U_g.
\]

holds then the spectrum of the operator \( \mathcal{A} \) is contained in \( \overline{\mathbb{D}} \setminus \{1\} \). If the robust separation property

\[
V \supset \overline{B(c_1; \text{diam}(U_g))} \supset U_g
\]

holds, then the spectral radius of \( \mathcal{A} \) is strictly smaller than 1. In particular, if \( g^0(0) = 0 \), then

\[
\det(I - \rho \mathcal{A}) = \sum_{i=0}^{q-1} \rho^i \frac{Dg^i(c_1)}{Dg^i(0)} \neq 0
\]

holds for all \( |\rho| \leq 1 \).

**Proof.** Let \( W = U_g \). Let us show that (3.1) implies that \( (g,G,p)_W \) has the lift property.

For each domain \( \Delta \ni 0 \) in \( \mathbb{C} \), let \( \mathcal{M}_\Delta \) denote the collection of all holomorphic motions \( h_\lambda \) of \( g(P) \) over \( (\Delta,0) \) such that

\[
h_\lambda(x) \in U \text{ for all } x \in g(P) \text{ and } \lambda \in \Delta.
\]

**Claim.** Let \( \Delta \ni 0 \) be a simply connected domain in \( \mathbb{C} \). Any holomorphic motion \( h_\Delta \) in \( \mathcal{M}_\Delta \) has a lift \( \hat{h}_\lambda \) which is again in the class \( \mathcal{M}_\Delta \).

Indeed, for each \( x \in P \setminus \{0\} \), and any \( \lambda \in \Delta \),

\[
0 < |h_\lambda(g(x)) - h_\lambda(g(0))| < \text{diam}(U_g),
\]

hence by (3.3),

\[
h_\lambda(g(x)) - h_\lambda(g(0)) + g(0) \in V \setminus \{g(0)\}.
\]
Since \( g : U_g \setminus \{ 0 \} \to V \setminus \{ g(0) \} \) is an unbranched covering and \( \Delta \) is simply connected, there is a holomorphic function \( \lambda \mapsto \widehat{h}_\lambda(x) \), from \( \Delta \) to \( U_g \setminus \{ 0 \} \), such that \( \widehat{h}_0(x) = x \) and
\[
g(\widehat{h}_\lambda(x)) = h_\lambda(g(x)) - h_\lambda(g(0)) + g(0),
\]
i.e.,
\[
G_{h_\lambda(g(0))}(\widehat{h}_\lambda(x)) = h_\lambda(g(x)).
\]
Define \( \widehat{h}_\lambda(0) = 0 \) if \( 0 \in g(P) \). Then \( \widehat{h}_\lambda \) is a lift of \( h_\lambda \) over \( \Delta \).

For any holomorphic motion \( h_\lambda \) of \( g(P) \) over \( (\Lambda, 0) \), there is a simply connected sub-domain \( \Delta \ni 0 \) such that the restriction of \( h_\lambda \) on \( \Delta \) belongs to the class \( \mathcal{M}_\Delta \). It follows that \( (g, G, p)_W \) has the lift property.

Therefore the assumptions of Theorem 2.1 are satisfied. The second alternative of Theorem 2.1 cannot hold, because otherwise for all parameters \( w \in W \) the \( G_w \) would have the same dynamics. Hence, the conclusion follows.

If the robust separation property \([4, 2]\) holds, then Lemma 2.8 applies and therefore the spectral radius of \( A \) is strictly smaller than 1. \( \square \)

**Corollary 3.1.** For any even integer \( d \), transversality condition \([2, 1]\) holds and the topological entropy of \( g_c(z) = z^d + c \) depends monotonically on \( c \in \mathbb{R} \).

### 3.2. A unimodal family with a flat critical point: Proof of Theorem 1.1

Fix \( \ell \geq 1, b > 2(\ell^2)^{1/\ell} \) and consider
\[
f_c(x) = \begin{cases} \frac{be^{-1/|x|^{\ell}} + c}{b} & \text{if } x \in \mathbb{R} \setminus \{ 0 \}, \\ c & \text{if } x = 0. \end{cases}
\]

The assumption on \( b \) implies that \( b = 2xe^{1/x^\ell} \) has a solution \( x = \beta \in (0, \ell^{1/\ell}) \). This means that the map \( f_{-\beta} \) has the Chebyshev combinatorics: \( f_{-\beta}(0) = -\beta \) and \( f_{-\beta}(\beta) = \beta \). Note that
\[
Df_{-\beta}(\beta) = be^{-1/\beta^{\ell}} \frac{\ell}{\beta^{\ell+1}} = \frac{2\ell}{\beta^{\ell}} > 2.
\]

Therefore, there exists \( x_1 > x_0 > \beta \) such that \( f_{-\beta}(x_0) = x_1 \) and \( x_1 - \beta > 2(x_0 - \beta) \). Choosing \( x_0 \) close enough to \( \beta \), we have
\[
R := f_0(x_0) = x_1 + \beta < b.
\]

For a bounded open interval \( J \subset \mathbb{R} \), let \( D_s(J) \) denote the Euclidean disk with \( J \) as a diameter.

**Lemma 3.2.** The map \( f_0 : (-x_0, 0) \cup (0, x_0) \to (0, R) \) extends to an unbranched holomorphic covering map \( F_0 : U \to B^*(0, R) \), where \( U \subset D_s((-x_0, 0)) \cup D_s((0, x_0)) \). In particular, \( \text{diam}(U) = 2x_0 < R \).

**Proof.** Let \( \Phi(r e^{i\theta}) = r^\ell e^{i\ell\theta} \) denote the conformal map from the sector \( \{ re^{i\theta} : |\theta| < \pi/(2\ell) \} \) onto the right half plane, let \( U^+ = \Phi^{-1}(D_s((0, x_0^\ell))) \).

As usual, the Schwarz Lemma, implies \( U^+ \subset D_s((0, x_0)) \). Define \( U^- = \{ -z : z \in U^+ \}, U = U^+ \cup U^- \) and
\[
F_0(z) = \begin{cases} be^{-1/\Phi(z)} & \text{if } z \in U^+ \\ be^{-1/\Phi(-z)} & \text{if } z \in U^- \end{cases}
\]

It is straightforward to check that \( F_0 \) maps \( U^+ \) (resp. \( U^- \)) onto \( B^*(0, R) \) as an unbranched covering. \( \square \)
Proof of Theorem 1.1. Let \( c \geq -\beta \) be such that \( f_c^q(0) = 0 \) for some \( q \geq 1 \). We need to show that \( \sum_{n=0}^{q-1} 1/Df_c'(c) > 0 \). So it suffices to show that the assumptions of Theorem 3.1 are satisfied. To see this, let \( F_0: U \to B^*(0,R) \) be the map given by Lemma 3.2 and define \( F_c = F_0 + c \) and \( V = B(c,R) \). Since \( -\beta \leq c \leq 0 \), we have that \( P := \{f_c'(0) : 1 \leq i < q\} \subset U \). Moreover, \( F_c: U \to V \setminus \{c\} \) is an unbranched covering. Finally, Lemma 3.2 gives \( \text{diam}(U) < R \) and thus we obtain that (3.2) holds.

3.3. Families of the form \( f_a(x) = af(x) \). There are quite a few papers which ask the question:

For which interval maps \( f \), has one monotonicity of the entropy for the family \( x \mapsto af(x) \)?

This question is subtle, as the counter examples to various conjectures show, see [17, 10, 2, 24]. In this section we will obtain monotonicity and transversality for a very large class of maps \( f \).

As usual we say that \( v \in \mathbb{C} \) is a singular value of a holomorphic map \( f: D \to \mathbb{C} \) if it is a critical value, or an asymptotic value where the latter means the existence of a path \( \gamma: [0,1] \to D \) so that \( \gamma(t) \to \partial D \) and \( f(\gamma(t)) \to v \) as \( t \to 1^- \).

Consider holomorphic maps \( f: D \to \mathbb{C} \) such that:

(a) \( D \) is a domain which is symmetric w.r.t. \( \mathbb{R} \) and \( D \cap \mathbb{R} = I \) where \( I \) is an open interval (finite or infinite), \( 0 \in I \);
(b) \( f(I) \subset \mathbb{R}, f(D) = \mathbb{C} \) and the only possible (finite) asymptotic value of \( f \) is 0;
(c) \( f(0) = 0 \);

Let \( \mathcal{E} \) be the class of maps which satisfy (a),(b),(c) and assumption (d):

(d) the only critical values of \( f \) are 1 and, perhaps, 0 and there exists a minimal \( c > 0 \) such that \( f \) has a positive local maximum at \( c \).

Similarly let \( \mathcal{E}_o \) be the class of maps which satisfy (a),(b),(c) and assumption (e):

(e) \( f \) is odd, the only critical values of \( f \) are \( \pm 1 \) and, perhaps, 0 and there exists a minimal \( c > 0 \) such that \( f \) has a positive local maximum at \( c \).

Classes \( \mathcal{E} \) and \( \mathcal{E}_o \) are rich even in the case \( D = \mathbb{C} \). See [9] for a general method of constructing entire (or meromorphic) functions with prescribed asymptotic and critical values. These classes are also non-empty if the domain \( D \) is a topological disk or even if \( D \) not simply-connected [3].

Note that for \( f \) in class \( \mathcal{E} \cup \mathcal{E}_0 \), \( f(c) = 1 \). Put \( b = \sup\{x \in I : x > c, f(x) > 0\} \). Then \( f'(x) < 0 \) holds for \( x \in (c,b) \) and thus \( f : [0,b) \to \mathbb{R} \) is unimodal. Let us call \( J = [0,b) \) the unimodal part of \( f \).

Examples of entire functions \( f \) of the class \( \mathcal{E} \) are

- \( f(z) = 4z(1-z) \),
- \( f(z) = 4\exp(z)(1-\exp(z)) \),
- \( f(z) = [\sin(z)]^2 \),
- \( f(z) = m^{-m}(ez)^m \exp(-z) \) when \( m \) is a positive even integer.

Examples of maps in the class \( \mathcal{E}_o \) are

- \( f(z) = \sin(z) \) and
- \( f(z) = (m/2)^m e^{m/2} z^m \exp(-z^2) \) when \( m \) is a positive odd integer. (in fact, \( z^m \exp(-z^2) \) and \( z^m \exp(-z) \) are conjugated by \( z \mapsto 2z^2 \).
Using $qs$-rigidity, it was already shown in [18] that the topological entropy of $\mathbb{R} \ni x \mapsto af(x)$ is monotone $a$, where $f(x) = \sin(x)$ or more generally $f$ is real, unimodal and entire on the complex plane and satisfies a certain sector condition. Here we strengthen and generalise this result as follows:

**Theorem 3.2.** Let $f$ be either in $\mathcal{E}$ or in $\mathcal{E}^\circ$. Assume that the critical point $c > 0$ is either periodic or eventually periodic for $f_a(x) = af(x)$ where $0 < a < b$. Then the transversality properties (1.1) resp. (2.1) hold for the family $f_a(x)$. In particular, the kneading sequence of the family $f_a(x) : I \to \mathbb{R}$ is monotone increasing.

*Proof.* The proof is an easy application of Theorem 4.1. Let $f \in \mathcal{E} \cup \mathcal{E}^\circ$. Denote $g(x) = af(x)$. Let $P_0 = \{c\}, P = \{c_i = g^i(c) : i \geq 0\}$. By the assumptions, $g$ extends to a holomorphic map $g : D \to \mathbb{C}$, $g(P) \subset P$ and $Dg(x) \neq 0$ for any $x \in P \setminus P_0$. In particular, $g$ is an extension of a real marked map. For each $w \in W := \mathbb{C}_* = \mathbb{C} \setminus \{0\}$, $G_w(z) := wz$ is a branched covering from $U = D \setminus \{0\}$ onto $V = \mathbb{C}_*$. Define $p(w) \equiv c$. Then $(g,G,p)_W$ is an (extension) of a local holomorphic deformation of $g$. It suffices to prove that $(g,G,p)_W$ has the lift property so that Theorem 2.1 applies. Note that the second alternative in the conclusion of Theorem 2.1 clearly fails in our setting.

Let us first consider the case $f \in \mathcal{E}$. In this case, $w$ is the only critical value of $G_w$. Given a simply connected domain $\Delta \ni 0$ in $\mathbb{C}$, let $\mathcal{M}_\Delta$ denote the collection of all holomorphic motions $h_\lambda$ of $g(P)$ over $(\Delta,0)$ with the following properties: $h_\lambda(x) \in U$ for all $x \in g(P)$ and $\lambda \in \Delta$. Given such a holomorphic motion, for each $x \in g(P)$ there is a holomorphic map $\lambda \mapsto \hat{h}_\lambda(x)$, $\lambda \in \Delta$, with $\hat{h}_0(x) = x$ and such that $f(\hat{h}_\lambda(x)) = h_\lambda(f(x))/h_\lambda(g(c))$. Indeed, for $x = c$, takes $\hat{h}_\lambda(x) \equiv c$ and for $x \in g(P) \setminus \{c\}$, we have $h_\lambda(f(x))/h_\lambda(g(c)) \in V \setminus \{1\}$ so the existence of $\hat{h}_\lambda$ follows from the fact that $f : U \setminus f^{-1}(1) \to V \setminus \{1\}$ is an unbranched covering. Clearly, $\hat{h}_\lambda$ is a holomorphic motion in $\mathcal{M}_\Delta$ and it is a lift of $h_\lambda$ over $\Delta$. It follows that $(g,G,p)_W$ has the lift property. Indeed, if $h_\lambda$ is a holomorphic motion of $g(P)$ over $(\Lambda,0)$ for some domain $\Lambda \ni 0$ in $\mathbb{C}$, then we can take a small disk $\Delta \ni 0$ such that the restriction of $h_\lambda$ on $(\Delta,0)$ is in the class $\mathcal{M}_\Delta$. Therefore, there exists a sequence of holomorphic motions $h_\lambda^{(k)}$ of $g(P)$ over $(\Delta,0)$ such that $h_\lambda^{(0)} = h_\lambda$ and $h_\lambda^{(k+1)}$ is a lift of $h_\lambda^{(k)}$ over $\Delta$ for each $k \geq 0$. If $x = c$ then $h_\lambda^{(k)}(x) \equiv c$ for each $k \geq 1$ while if $x \in g(P) \setminus \{c\}$, $h_\lambda^{(k)}(x)$ avoids values $0$ and $c$. Restricting to a small disk, we conclude by Montel’s theorem that $\lambda \mapsto h_\lambda^{(k)}(x)$ is bounded.

The case $f \in \mathcal{E}^\circ$ is similar. In this case, $G_w$ has two critical values $w$ and $-w$, but it has additional symmetry being an odd function. Given a simply connected domain $\Delta \ni 0$ in $\mathbb{C}$, let $\mathcal{M}_\Delta^\circ$ denote the collection of all holomorphic motions $h_\lambda$ of $g(P)$ over $(\Delta,0)$ with the following properties: for each $\lambda \in \Delta$,

- $h_\lambda(x) \in U$ for all $x \in g(P)$;
- $h_\lambda(x) \neq -h_\lambda(y)$ for $x,y \in g(P)$ and $x \neq y$.

Then similar as above, we show that each $h_\lambda$ in $\mathcal{M}_\Delta^\circ$ has a lift which is again in the class $\mathcal{M}_\Delta^\circ$. It follows that $(g,G,p)_W$ has the lift property. $\square$


4. The separation property in a more general setting

In this section we present a unified set-up to treat examples like in Section 3. We give some applications of this quite general scheme later in the paper.

4.1. Holomorphic covering maps and their deformations. We use $\mathcal{H}$ to denote all the triples $(g, C(g), v)$ where $g : U_g \to V_g \subset \mathbb{C}$ is a holomorphic map, $C(g)$ is a discrete subset of $\overline{U_g}$, $v \in \mathbb{C}^\nu$ for some $\nu \in \{1, 2, \ldots\}$, such that

- $U_g$ is a finite union of pairwise disjoint open sets $U_g^{(i)}$ in $\mathbb{C}$, $i = 1, 2, \ldots, m$ and $V_g$ is a union of open sets $V_g^{(i)}$;
- for each $i$, $g : U_g^{(i)} \to V_g^{(i)} := g(U_g^{(i)})$ is non-constant, and $g : U_g^{(i)} \setminus g^{-1}(C^v(g)) \to V_g^{(i)} \setminus C^v(g)$ is an un-branched covering, where $C^v(g)$ is the set consisting of all coordinates of $v$;
- $g(V_g) = \emptyset$

\[(4.1) \quad \{ c \in U_g : g'(c) = 0 \} \subset C(g) \cap U_g \subset g^{-1}(C^v(g)).\]

We shall call such a map $g$ a holomorphic branched covering, $C(g)$ the singular point set and $v$ the singular value vector. Note that here $V_g$ can be a bounded subset of $\mathbb{C}$.

A local holomorphic deformation of $(g, C(g), v)$ is a triple $(g, G, p)_W$, where $W$ is a neighbourhood of $v$ in $\mathbb{C}^\nu$ and

1. $p = \{ p_k \}_{k=1}^N \in \mathbb{N}$ where $N = \#C(g)$, each map $p_k : W \to \mathbb{C}$ is holomorphic and furthermore, $p_k(w) \neq p_k'(w)$ for all $w \in W$ and all $k \neq k'$;
2. there exists a positive integer $m$ and for each $w \in W$, there is a holomorphic map $G_w : U_w \to \mathbb{C}$, where $U_w$ is a union of pairwise disjoint non-empty open sets $U_w^{(i)}$ in $\mathbb{C}$, $i = 1, 2, \ldots, m$, such that $(G_w, C(G_w), w) \in \mathcal{H}$, where $C(G_w) = \{p_j(w) : 1 \leq j \leq N\}$;
3. $G_v = g$ and $C(g) = C(G_v)$;
4. If $p_j(v) \in U_g$ then $p_j(w) \in U_w$ for all $w \in W$ and if $p_j(v) \notin U_g$ then $p_j(w) \notin U_w$ for all $w \in W$;
5. For each $i = 1, 2, \ldots, m$, $U^{(i)} = \{(w, z) \in C^{\nu + 1} : w \in W, z \in U_w^{(i)} \}$ is open in $C^{\nu + 1}$. Defining the map $G(w, z) = (w, G_w(z))$, and $C^v(G) = \{(w_1, w_2, \ldots, w_\nu, w_j) : (w_1, w_2, \ldots, w_\nu) \in W, 1 \leq j \leq \nu \}$, then $V^{(i)} = G(U^{(i)})$ is open in $C^{\nu + 1}$ and $G : U^{(i)} \setminus G^{-1}(C^v(G)) \to V^{(i)} \setminus C^v(G)$ is an unbranched covering map;
6. for each $i = 1, \ldots, m$, there is no path $\gamma : [0, 1] \to U^{(i)}$, $\gamma(t) = (w(t), z(t))$ as follows: $w(t) = (w_1(t), \ldots, w_\nu(t))$ where $w_j(t) = w_j'(t)$ if and only if $v_j = v_j'$, $G_w(t)(z(t)) = w_j(t)$ and $z(t) \notin C(G_w(t))$ for some $j$ and all $t$, finally, as $t \to 1$, $w(t) \to w_* \in W$ and $z(t) \to \partial U_w^{(i)} \cup C(G_w)$.

In particular, by the property (4) and (4.1), we have

Remark 4.1. If $p_r(v) \in U_g$ for some $r$, then there is $j = 1, \ldots, \nu$ such that $G_w(p_r(w)) = w_j$ for all $w \in W$.

Note that this definition allows the domain and range of the maps $G_w$, as well as the sets $C(G_w), C^v(G_w)$ to depend on $w$. Condition (3) rules out the situation that some preimage of a singular value which is not in
C(G_w) moves to the boundary or collides with a point of C(G_w) along some curve in W.

Remark 4.2. In particular, the conditions hold if G_w is a local analytic family of finite ramified coverings with constant multiplicities at the critical points. Other non-trivial families include

- In the set-up of Theorem 3.1 (g : U_g → C, {0}, c_1) ∈ H and the triple (g, G_w, p)_{U_g} is a local holomorphic deformation of (g, {0}, c_1).
- In the set-up of Theorem 3.2 with f ∈ E, putting C(g) = \{z ∈ D : g'(z) = 0\} = \{p_{j}\}_{j=1}^N, we have (g|U, C(g), \{1\}) ∈ H. Moreover, putting p_j(w) = p_j, the triple (g, G_w, \{p_j\})_W is a local holomorphic deformation of (g|U, C(g), \{1\}).

4.2. Global deformations of maps in H and the separation property. Let us fix a marked map g_0 as in Section 2. Assume that g_0 : U → C extends to a holomorphic map g : U_g → V_g and there exists a discrete subset C(g) of S such that P_0 ⊂ C(g) and (g, C(g), v) ∈ H, where v = c_1(g_0). (In particular, P \bigcap P_0 ⊂ U_g.) In this subsection we will define the notion of a (global) holomorphic deformation in the current more general setting.

Let S = \{S_x\}_{x∈g(P)} be a collection of connected open subsets of C. Let

\[ S_x' := \{(w_1, \ldots, w_N) \mid w_j \in S_{c_{1,j}} \text{ and } w_j = w_{j'} \text{ if and only if } c_{1,j} = c_{1,j'}\}. \]

For a complex manifold Λ with * ∈ Λ, a local holomorphic deformation (g, G, p)_W of (g, C(g), v) determines a (global) holomorphic deformation over (Λ, *) for S, if the following holds: for any holomorphic map ρ : Λ → S_x', there exist holomorphic functions p_{ρ,j} : Λ → C, and for each λ ∈ Λ, there exists a holomorphic map g_{ρ,λ} : U_{ρ,λ} → C such that

- (g_{ρ,λ}, p_{ρ}(λ), ρ(λ)) ∈ H, where p_ρ = \{p_{ρ,j}\}_{j=1}^N for all λ ∈ Λ;
- g_{ρ,λ} = G(ρ(λ)), p_{ρ}(λ) = p_{ρ}(λ) when ρ(λ) ∈ W (so for λ close to *);
- for each λ_0 ∈ Λ, there exists a local holomorphic deformation (g_{ρ,λ_0}, p_{ρ}(λ_0), ρ(λ_0)) so that g_{ρ,λ} = g_{ρ,λ_0} and p_{ρ}(λ_0) = p_{ρ}(λ) for λ close to λ_0.

Remark 4.3. In other words, such a global holomorphic deformation is determined through analytic continuation by the local deformations (g_{ρ,λ}, p_{ρ}(λ), ρ(λ)). If Λ is simply connected, then by the Monodromy Theorem, it is enough to check (g, G, p)_W admits an analytic continuation by the local deformations along every arc in S_x'.

We say that (g, G, p)_W has the separation property with respect to the collection S if it determines global holomorphic deformations over (D, 0) for S and for any holomorphic ρ : D → S_x', the corresponding global family g_{ρ,λ} : \bigcup_{i=1}^m U_{g_{ρ,λ}}^i → \bigcup_{i=1}^m V_{g_{ρ,λ}}^i and p_{ρ,j}, one has, for all λ ∈ D

\[ U_{g_{ρ,λ}}^i \subset S_x \text{ and } S_{g(x)} \subset V_{g_{ρ,λ}}^i \]

whenever x ∈ g(P) ∩ U_{g}^i and, moreover,

\[ p_{ρ,j}(λ) \in S_x \]

if x = p_{ρ,j}(0) ∈ P_0 ∩ g(P). In particular, x ∈ S_x for all x ∈ g(P). It has the robust separation property if there exist R > 0, ε > 0 such that for any such ρ : Λ → S_x' and x, i as in (4.2), V_{g_{ρ,λ}}^i ⊂ B(0, R) and V_{g_{ρ,λ}} ⊂ B(0, R) contains an ε-neighborhood of S_{g(x)}.
Examples of triples with such separation properties include (cf Remark 4.2).

- In the set-up of Theorem 4.1, choosing $S_x = U$ for all $x \in g(P)$, the triple $(g : U_g \rightarrow \mathbb{C}, G_w, p)_{U_g}$ determines a global holomorphic deformation over $(\mathbb{D}, 0)$ in a trivial way and satisfies the separation property with respect to $\{S_x\}_{x \in g(P)}$.
- In the set-up of Theorem 4.2 with $f \in \mathcal{E}$, choosing $S_x = \mathbb{C}_x$ for $x \in g(P)$, the triple $(g, G_w, \{p_j\})_{W}$ determines a global deformation over $(\mathbb{D}, 0)$ in a trivial way and satisfies the separation property with respect to $\{S_x\}_{x \in g(P)}$.

4.3. The separation property implies the weak lifting property.

**Theorem 4.1.** Let $g_0$ be a marked map with a local holomorphic deformation $(g_0, G_0, p_0)^W$ and $v = c_1(g_0)$. Suppose that there is a holomorphic extension $g : U_g \rightarrow \mathbb{C}$ of $g_0$ and a discrete subset $C(g)$ of $\mathbb{C}$ such that $(g, C(g), v) \in \mathcal{H}$ and $(g_0, G_0, p)$ extends to a local holomorphic deformation $(g, G, p)^W$ of $(g, C(g), v)$, i.e.

- $G_w(z) = G_0(w, z)$ for all $(w, z) \in W \times U$,
- $p_0 = (p_1, \cdots, p_0)$ is a subset of $p = (p_1, \cdots, p_\nu, \cdots)$.

Assume that $(g, G, p)^W$ has the separation property with respect to some $S = \{S_x\}_{x \in g(P)}$. Then

- the triple $(g_0, G_0, p_0)^W$ has the weak lifting property.
- If $\mathbb{C} \setminus S_x$ contains at least 2 points for each $x \in g(P)$, then $(g_0, G_0, p_0)^W$ has the lifting property, in particular, the alternative in the conclusion of Theorem 2.7 holds.
- If, moreover, $(g, G, p)^W$ has the robust separation property, then the spectral radius off the associated operator $A$ is strictly less than 1.

**Proof of Theorem 4.1.** It is enough to prove that the triple $(g_0, G_0, p_0)^W$ has the weak lifting property. Indeed, if $\#(\mathbb{C} \setminus S_x) \geq 2$ for each $x \in g(P)$, the lifting property then follows from Montel’s theorem. And if additionally $(g, G, p)^W$ has the robust separation property, Lemma 2.8 applies.

Let $h_\lambda$ be a holomorphic motion of $g(P)$ over $(\mathbb{D}_\varepsilon, 0)$ such that $h_\lambda(x) \in S_x$ for all $x \in g(P)$ and $\lambda \in \mathbb{D}_\varepsilon$ and let $\hat{h}_\lambda$ be the lift of $h_\lambda$ over $(\mathbb{D}_\varepsilon', 0)$ for some $\varepsilon' \in (0, \varepsilon)$. We shall prove that $\hat{h}_\lambda$ extends to a holomorphic motion of $g(P)$ over $(\mathbb{D}_\varepsilon, 0)$ and $\hat{h}_\lambda(x) \in S_x$ holds for all $x \in g(P)$ and $\lambda \in \mathbb{D}_\varepsilon$. Once this is proved, the weak lifting property follows.

Let $g_{\rho, \lambda} : \bigcup_{i=1}^{m} U_{\rho, \lambda}^{(i)} \rightarrow \mathbb{C}$ and $p_{\rho}(\lambda)$, be the families corresponding to $\rho(\lambda) = (h_\lambda(c_{1,1}), \cdots, h_\lambda(c_{1,\nu}))$. By the definition of lifting, for $\lambda \in \mathbb{D}_{\varepsilon'}$, the following equations hold:

- for each $j = 1, 2, \cdots, \nu$ and $c_{0,j} \in g(P)$,
  \begin{equation}
  \hat{h}_\lambda(c_{0,j}) = (p_{\rho}(\lambda))_j;
  \end{equation}
- for each $x \in g(P) \setminus P_0$, we have
  \begin{equation}
  g_{\rho, \lambda}(\hat{h}_\lambda(x)) = h_\lambda(g(x)).
  \end{equation}

Let us first show that

(i) $\hat{h}_\lambda(x)$ extends to a holomorphic function in $\mathbb{D}_\varepsilon$ for each $x \in g(P)$;
(ii) for $x \in C(g) \cap g(P)$, $\hat{h}_\lambda(x) \in C(g_{\rho, \lambda})$ and $\hat{h}_\lambda(x) = (p_{\rho}(\lambda))_r$ for some $r$;
(iii) for $x \in g(P) \setminus C(g)$, $\hat{h}_\lambda(x) \notin C(g_{\rho, \lambda})$. 

Case 1. If \( x = c_{0,j} \in g(P) \) for some \( j \), the continuation of \( \tilde{h}_\lambda(x) \) to \( \mathbb{D}_\varepsilon \) is defined by (4.4). Moreover, \( (p(\lambda))_j \in S_x \) by (4.3).

Case 2. \( x \in g(P) \setminus P_0 \) and \( g(x) \not\in \{c_{1,1}, \ldots, c_{1,\nu}\} \). Find \( i \in \{1, \ldots, m\} \) so that \( x \in U^{(i)}_{r,\lambda} \). Let \( \mathcal{U} = \{ (\lambda, z) : \lambda \in \mathbb{D}_\varepsilon, z \in U^{(i)}_{r,\lambda}, V = \{ (\lambda, z) : \lambda \in \mathbb{D}_\varepsilon, z \in g_{\rho,\lambda}(U^{(i)}_{r,\lambda}) \}, C^{\nu}(G) = \{ (\lambda, z) : z = h_\lambda(c_{1,j}), j = 1, 2, \ldots, \nu \}. \)

Then \( G: \mathcal{U} \setminus G^{-1}(C^{\nu}(G)) \to V \setminus C^{\nu}(G) \) is an unbranched covering. Since \( (\lambda, h_\lambda(g(x))) \in V \setminus C^{\nu}(G) \) and since \( \mathbb{D}_\varepsilon \) is simply connected, it follows that \( \tilde{h}_\lambda(x) \) extends to a holomorphic map in \( \mathbb{D}_\varepsilon \).

Case 3. \( x \in g(P) \cap C(g) \setminus P_0 \). So \( x = p_r(v) \cap U_g \) for some \( r \). By Remark (4.1) there is \( j \in \{1, 2, \ldots, \nu\} \) such that \( g_{\rho,\lambda}(p_r(\lambda)) = h_\lambda(c_{1,j}) \) holds for all \( \lambda \in \mathbb{D}_\varepsilon \). Since \( g'(x) \neq 0 \), it follows that \( \tilde{h}_\lambda(x) = (p_r(\lambda))_r \) for \( \lambda \in \mathbb{D}_\varepsilon \). Thus \( \tilde{h}_\lambda(x) \) extends to a holomorphic function in \( \mathbb{D}_\varepsilon \).

Case 4. \( x \in g(P) \setminus (P_0 \cup C(g)) \) and \( g(x) = c_{1,j} \) for some \( j \). Let us show that \( \tilde{h}_\lambda(x) \) admits an analytic continuation along every curve \( \Gamma : [0, 1] \to \mathbb{D}_\varepsilon, \Gamma(0) = 0 \). Assume the contrary and let \( t_\ast \in (0, 1) \) be the maximal so that \( \tilde{h}_\lambda(x) \) has an analytic continuation \( H : [0, t_\ast] \to \mathbb{C} \) for all \( 0 \leq t < t_\ast \). By (4.5), \( g_{\rho,\lambda}(H(t)) = h_{\Gamma(t)}(g(x)) \) for all \( 0 \leq t < t_\ast \).

In particular, \( H(t) \in U^{(i)}_{r,\lambda} \) for \( 0 \leq t < t_\ast \). Then \( H(t) \to \partial U_{\rho,\lambda} \cup C(g_{\rho,\lambda}) \) as \( t \to t_\ast \). However, this is ruled out by property (6) in the definition of local holomorphic deformation of in class \( \mathcal{H} \). By the Monodromy theorem, \( \tilde{h}_\lambda(x) \) extends to a holomorphic function in \( \mathbb{D}_\varepsilon \). By property (6) of local holomorphic deformation of in class \( \mathcal{H} \) again, \( \tilde{h}_\lambda(x) \not\in C(g_{\rho,\lambda}) \) for all \( \lambda \).

Since all \( \tilde{h}_\lambda \) are holomorphic in \( \mathbb{D}_\varepsilon \), the equations (4.4) hold for all \( \lambda \in \mathbb{D}_\varepsilon \). Therefore, \( \tilde{h}_\lambda(x) \in S_x \) holds for all \( \lambda \).

Finally let us prove that \( \tilde{h}_\lambda(x_1) \neq \tilde{h}_\lambda(x_2) \) holds for all \( \lambda \in \mathbb{D}_\varepsilon \) and \( x_1 \neq x_2 \) in \( g(P) \). Assume the contrary. By property (1) in the definition of local holomorphic deformation for triples in \( \mathcal{H} \) and property (ii) and (iii) above, we must have \( x_1, x_2 \in g(P) \setminus C(g) \). Let \( \lambda_n \) be an accumulation point of the set \( \Omega := \{ \lambda : \tilde{h}_\lambda(x_1) \neq \tilde{h}_\lambda(x_2) \} \) in \( \mathbb{D}_\varepsilon \). Then \( \tilde{h}_\lambda(x_1) = \tilde{h}_\lambda(x_2) \) which implies that \( h_\lambda(g(x_1)) = h_\lambda(g(x_2)) \), hence \( g(x_1) = g(x_2) \). Take a sequence \( \lambda_n \in \Omega \) such that \( \lambda_n \to \lambda_\ast \). Then \( g_{\rho,\lambda_\ast}(z) = h_\lambda(g(x_1)) \) has two distinct solutions. It follows that \( \tilde{h}_\lambda(x_1) \) is a critical point of \( g_{\rho,\lambda_\ast}, \) hence \( \tilde{h}_\lambda(x_1) = \tilde{h}_\lambda(x_2) \in C(g_{\rho,\lambda_\ast}) \). However, by the property (iii) above, this implies that \( x_1, x_2 \in C(g) \), a contradiction.

\( \square \)

5. The Arno\'ld family

In this section we will apply the above methods to a family of generalized Arno\'ld maps. Let us fix an integer \( d > 0 \). The (generalized) Arno\'ld circle map is a map \( A_{a,b} : \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z} \) of the form \( A_{a,b}(t) = dt + a + b \sin(2\pi t)(\mod 1) \). (Choice \( d = 1 \) corresponds to the standard Arno\'ld map.) Here \( (a, b) \in \mathbb{R} \times \mathbb{R} \setminus \{0\} \) (in fact, \( a \in \mathbb{R}/\mathbb{Z} \)). We consider pairs \( (a, b) \) such that \( A_{a,b} \) has two (distinct) real critical values \( v_j = A_{a,b}(\epsilon_j) \), where \( \epsilon_j, j = 1, 2 \) are two (distinct) real critical points of \( A_{a,b} \). Then one checks that given \( (a_0, b_0) \) the correspondence \( q_A : (a, b) \mapsto (v_1, v_2) \) is a local homeomorphism which extends to a biholomorphic map from a (complex) neighbourhood \( X \subset \mathbb{C} \times \mathbb{C} \) of \( (a_0, b_0) \)
onto a (complex) neighbourhood $Y$ of $q_A((a_0, b_0))$ and there is also another biholomorphic map $p_A = (p_1^A, p_2^A) : (v_1, v_2) \mapsto (e_1, e_2)$ from $Y$ onto $p_A(Y)$. Let $F(v_1, v_2) = A_{q_A^{-1}((v_1, v_2))}$ for $(v_1, v_2) \in Y$.

**Theorem 5.1.** Suppose that for some real parameters $(a_0, b_0)$ the map $A_{a_0, b_0} : \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ has two different critical values $c_{1,1}$, $c_{1,2}$ and each of them is either periodic or preperiodic. Consider the real marked map $A_{a_0, b_0}$ and the real local holomorphic deformation $(A_{a_0, b_0}, F, p_{\lambda})_Y$ of $A_{a_0, b_0}$. Then the ‘positively oriented’ transversality property (2.7) holds:

$$\frac{\det(DR(e_1))}{\prod_{j=1}^2 Dg_0^{-1}(c_{1,j})} > 0.$$  

**Proof.** The projection $E(z) = \exp(2\pi iz)$ semi-conjugates $A_{a,b}$ to the following map $f_{\mu,b}$:

$$f_{\mu,b}(z) = \mu z^d \exp\{\pi b(z - 1/z)\}.$$

That is,  

$$E \circ A_{a,b} = f_{\mu,b} \circ E,$$

where $\mu = E(a_0)$. We consider pairs $(\mu, b)$ such that $f_{\mu,b}$ has two distinct critical values $w_1$ and $w_2$. Then the correspondence $q : (\mu, b) \mapsto (w_1, w_2)$ is a local biholomorphic map. Let $p = (p_1, p_2)$ be another local biholomorphic map where $\tilde{c}_1 = p_1(w_1, w_2), \tilde{c}_2 = p_2(w_1, w_2)$ are the two critical points of $G_w = f_{\mu,b}$ with $w = (w_1, w_2) = q((\mu, b))$.

By [5.1], the map $f_{\mu_0, b_0}$ where $\mu_0 = E(a_0)$ is a marked map and by the above $(f_{\mu_0, b_0}, G, p)$ is its local holomorphic deformation. Note that $E \circ F_{v_1, v_2} = G_{w_1, w_2} \circ E$ where $w_i = E(v_i)$ and $p_i^A = p_i \circ E, i = 1, 2$. By this, it is easy to check that $\mathcal{A}_G I = I \mathcal{A}_F$ where $\mathcal{A}_G, \mathcal{A}_F$ are the transfer operator to the holomorphic deformations $(f_{\mu_0, b_0}, G, p)$ and $(A_{a_0, b_0}, F, p_{\lambda})_Y$ respectively and $I$ is a non-degenerate diagonal matrix. Hence, $\mathcal{A}_G, \mathcal{A}_F$ share the same spectrum. Therefore, by Corollary 2.5 it is enough to show that: (i) every cycle of $A_{a_0, b_0}$ is either superattracting or repelling and (ii) the spectrum of $\mathcal{A}_G$ belongs to $\{|t| \leq 1\}$ \{1\}.

(i) Holomorphic function $f_{\mu_0, b_0} : C_s \to C_s$ where $C_s = \mathbb{C} \setminus \{0\}$ has the only asymptotic values 0 and $\infty$. It is also critically finite, hence every cycle of $f_{\mu_0, b_0}$ is either superattracting or repelling. By [5.1], this holds for $A_{a_0, b_0}$ as well.

To show (ii), it is enough to prove that:

(a) the triple $(f_{\mu_0, b_0}, G, p)_W$ has the lifting property so that Theorem [2.1] applies,

(b) the second part of the alternative in Theorem [2.1] does not hold.

**Proof of (a).** Each map $f_{\mu, b} : C_s \to C_s$ is a holomorphic covering map in $\mathcal{H}$ and $(g, G, p)_W$ is a local holomorphic deformation of $g = f_{\mu, b}$ (in the sense of Subsection 4.1) for any pair $(\mu, b) \in C_s \times C_s$ such that $g$ has two distinct critical values. Here $W$ is a small enough neighbourhood of $q^{-1}((\mu, b))$. Indeed, the properties (1)-(5) are straightforward. To check the property (6), let us assume the contrary, i.e., $\mu(t) z(t)^d \exp\{\pi b(t)(z(t) - 1/z(t))\} = w_j(t)$ where $\mu, z, b, w_j : [0, 1) \to C$ are continuous, $w_j(t)$ is a coordinate of $q^{-1}((\mu(t), b(t)))$, $z(t) \notin C(f(u_0,b_0))$ for all $t \in [0, 1)$ while $(\mu(t), b(t)) \to (\nu_s, b_s) \in C_s \times C_s$ and $z(t) \to b C_s \cup C(f_{\mu_s, b_s})$ as $t \to 1$. The case $z(t) \to C(f_{\mu_s, b_s})$ is impossible as otherwise the critical point $z(1) = \lim_{t \to 1} z(t)$ of $f_{\mu_s, b_s}$ would be multiple. So, let $z(t) \to \{0, \infty\}$. Consider $z(t) \to \infty$ (the other case is similar). Then $z(t)^d \exp\{\pi b(t)z(t)\} \to \lim_{t \to 1} w_j(t)/\mu_s \neq 0, \infty$ as
$t \to 1$. Hence, $u(t)^d \exp u(t) \to B \neq 0, \infty$ as $u(t) = \pi b(t)z(t)$ is continuous on $[0, 1)$ and $u(t) \to \infty$ as $t \to 1$. This is a contradiction since the asymptotic values of the function $z^d \exp(z)$ are 0 and $\infty$.

Take $S = \{S_x\}_{x \in P}$ where $S_x = C_x$ for all $x \in P$. It follows from the Monodromy theorem that the local holomorphic deformation $(f_{\mu_0 b_0}, G, p)_{W}$ where $W$ is a small neighbourhood of $q((\mu_0, b_0))$ determines a global holomorphic deformation over $(\Delta, 0)$ for $S$ in the sense of Subsection 4.2. Moreover, $(f_{\mu_0 b_0}, G, p)_{W}$ has the separation property with the choice $S$.

By Theorem 1.1, $(f_{\mu_0 b_0}, G, p)$ has the weak lifting property: given a holomorphic motion $h_{\lambda}^{(0)}$ of $P$ over $(\Delta, 0)$, there exists $\varepsilon_0 = \varepsilon > 0$ and holomorphic motions $h_{\lambda}^{(k)}$, $k = 1, 2, \ldots$, of $P$ over $(\Delta, 0)$ such that for each $k = 0, 1, \ldots$, there is $\varepsilon_{k+1} > 0$ so that $h_{\lambda}^{(k+1)}$ is the lift of $h_{\lambda}^{(k)}$ over $(\Delta_{\varepsilon_{k+1}}, 0)$ for $(f_{\mu_0 b_0}, G, p)$. We have to show that the family $h_{\lambda}^{(k)}$, $k = 0, 1, \ldots$, is uniformly bounded in a neighbourhood of $\lambda = 0$.

We always have that $h_{\lambda}^{(k)}(x) \neq 0$ for all $x \in g(P)$ and all $|\lambda| < \varepsilon$. For $k \geq 0$, let $\lambda(k)(\lambda)$, $\epsilon_2(k)(\lambda)$ be two critical points of the map $G_{c_1(\lambda)}$ where $c_1(\lambda) = (h_{\lambda}^{(k)}(E(c_{1,1})), h_{\lambda}^{(k)}(E(c_{1,2})))$. Note that $\epsilon_2(k)(0) = \epsilon_2(k)(0)$ for $j = 1, 2$ and all $k$. The family $(\epsilon_1^{(k)}(\lambda)/\epsilon_2^{(k)}(\lambda))_{k \geq 0}$ is normal in $\Delta_\varepsilon$ as it does not take values 0, 1, $\infty$. Observe that $\epsilon_1^{(k)}(\lambda)/\epsilon_2^{(k)}(\lambda) = 1$. Hence, each family $(\epsilon_2^{(k)}(\lambda))_{k \geq 0}$, $j = 1, 2$ is normal in $\Delta_\varepsilon$. In particular, this proves the claim (a) if $P = P_0$. If $P \setminus P_0 \neq \emptyset$, i.e., say, $c_{0,1}$ is not a fixed point of $F_{\mu_0 b_0}$, then for every $x \in P \setminus P_0$, functions $h_{\lambda}^{(k)}(x)/\epsilon_2^{(k-1)}(\lambda)$ are holomorphic in $\Delta_\varepsilon$ and do not take values 0 and 1 and, hence, form a normal family in $\Delta_\varepsilon$. Therefore, $(h_{\lambda}^{(k)}(x))_{k \geq 0}$ is normal in $\Delta_\varepsilon$ too. As at $\lambda = 0$ it is bounded, it is bounded in $\Delta_{\varepsilon/2}$. This proves (a).

**Proof of (b).** Assume the contrary. There exists a neighbourhood $W$ of the point $c_1 = (c_{1,1}, c_{1,2})$ such that the equation

$$
R(w) = 0 \tag{5.2}
$$

defines an analytic variety $E$ in $W$ (of complex) dimension at least 1. Note that for all such $w = (w_1, w_2)$ the map $G_w$ is critically finite. and the repelling periodic points are dense in the Julia set. It follows that there is a pair of non-trivial holomorphic maps $\mu(t), b(t), |t| < \delta$, such that $\mu(0) = \mu_0, b(0) = b_0$ and the points in the Julia $J_t$ set of $f_{\mu(t), b(t)}$ move holomorphically in $t$. For all $t$, the complement $\mathbb{C}_n \setminus J_t$ is either empty of consists of basins of attraction of superattracting cycles. By the $\lambda$-Lemma, $f_{\mu(t), b(t)}$ is quasi-conformally conjugate to $f_{\mu_0 b_0}$. Moreover, if $J_0$ has zero area, the conjugacy can be chosen to be conformal, i.e. a Mobius transformation $M_t$. If $J_0$ has positive area, $f_{\mu_0 b_0}$ has an invariant line field on its Julia set $J_0$. Considerations which are similar to the proof of Theorem 3.17, [14] show that it must be holomorphic. It follows that in this case as well $f_{\mu(t), b(t)}$ is conjugate to $f_{\mu_0 b_0}$ by a Mobius transformation $M_t$. As $M(0, \infty) = \{0, \infty\}$, $M(z) = c/z$ for some $c \neq 0$. Then necessarily $c = 1$ and $\nu(\lambda) = \nu_0$ for all $\lambda$ where $\mu_0 = \pm 1$. Hence, for every $t$ the map $f_{\mu_0 b(t)}$ is critically finite, which is possible only if $b(t)$ is a constant function, too, a contradiction.

$\Box$
Part C: The method applied to the family \( f_c(x) = |x|^{\ell_\pm} + c \)

6. The family \( f_c(x) = |x|^{\ell_\pm} + c \) with \( \ell_\pm > 1 \) large

6.1. Unimodal family. In the next theorem we obtain monotonicity for unimodal (not necessary symmetric!) maps in the presence of critical points of large non-integer order, but only if not too many points in the critical orbit are in the orientation reversing branch.

**Theorem 6.1.** Fix real numbers \( \ell_-, \ell_+ \geq 1 \) and consider the family of unimodal maps \( f_c = f_{c, \ell_-, \ell_+} \) where

\[
f_c(x) = \begin{cases} 
| x |^{\ell_-} + c & \text{if } x \leq 0 \\ 
| x |^{\ell_+} + c & \text{if } x \geq 0.
\end{cases}
\]

For any integer \( L \geq 1 \) there exists \( \ell_0 > 1 \) so that for any \( q \geq 1 \) and any periodic kneading sequence \( i = i_1 i_2 \cdots \in \{-1,0,1\}^{\mathbb{Z}^+} \) of period \( q \) so that

\[
\# \{ 0 \leq j < q; i_j = -1 \} \leq L,
\]

and any pair \( \ell_-, \ell_+ \geq \ell_0 \) there is at most one \( c \in \mathbb{R} \) for which the kneading sequence of \( f_c \) is equal to \( i \). Moreover, 

\[
(6.1) \quad \sum_{n=0}^{q-1} \frac{1}{Df_c^n(c)} > 0.
\]

**Notations.** As usual, for any three distinct point \( o, a, b \in \mathbb{C} \), let \( \angle aob \) denote the angle in \( [0, \pi] \) which is formed by the rays \( oa \) and \( ob \).

We shall often use the following obvious relation: for any distinct four points \( o, a, b, c \),

\[
\angle aob + \angle boc \geq \angle aoc.
\]

For \( \theta \in (0, \pi) \), let

\[
D_\theta = \{ z \in \mathbb{C} \setminus \{0,1\} : \angle 0z1 > \pi - \theta \}
\]

and let

\[
S_\theta = \{ re^{it} : t \in (-\theta, \theta) \}.
\]

For \( 0 < t < 1 \), we shall only consider \( z^t \) in the case \( z \notin (-\infty, 0) \) and \( z^t \) is understood as the holomorphic branch with \( 1^t = 1 \).

Let us fix a map \( f = f_{c, \ell_-, \ell_+} \) with a periodic critical point of period \( q \) and let \( P = \{ f^n(0) : n \geq 0 \} \). So \( P \) is a forward invariant finite set. Denote

\[
\ell = \min \{ \ell_-, \ell_+ \}.
\]

**Definition 6.1.** A holomorphic motion \( h_\lambda \) of \( P \) over \( (\Omega, 0) \), is called \( \theta \)-regular if

(A1). For \( a \in P \),

\[
h_\lambda(a) \in S_{4\theta/\ell} , \quad \text{if } a > 0
\]

and

\[
h_\lambda(a) \in -S_{4\theta/\ell} , \quad \text{if } a < 0;
\]

(A2). For \( a, b \in P \), \( |a| > |b| > 0 \) and \( ab > 0 \),

\[
\frac{h_\lambda(b)}{h_\lambda(a)} \in D_\theta.
\]

Given a \( \theta \)-regular holomorphic motion \( h_\lambda \) of \( P \) over \( \Omega \), with \( \theta \in (0, \pi) \), one can define another holomorphic motion \( \tilde{h}_\lambda \) of \( P \) over the same domain \( \Omega \) as follows:

\[
\tilde{h}_\lambda(0) = 0; \quad \text{for } a \in P \text{ with } a > 0,
\]

\[
\tilde{h}_\lambda(a) = \left( h_\lambda(f(a)) - h_\lambda(f(0)) \right)^{1/\ell_+}.
\]
for \( a \in P \) with \( a < 0 \), define
\[
\tilde{h}_n(a) = -(h_\lambda(f(a)) - h_\lambda(f(0)))^{1/\ell}.
\]

The new holomorphic motion is called the lift of \( h_\lambda \) which clearly satisfies the condition (A1), but not necessarily (A2) in general.

**Main Lemma.** There is \( \ell_0 \) depending only on the number \( L \) such that for any \( \ell \geq \ell_0 \) and each \( \theta \) small enough, the following holds: If \( \# \{ 0 \leq j < q; i_j = -1 \} \leq L \) and if a \( \theta \)-regular motion can be successively lifted \( q-1 \) times and all these successive lifts are \( \theta \)-regular, then the \( q \)-th lift of the holomorphic motion is \( \theta/2 \)-regular.

**Proof of Theorem 6.1.** Given \( L \), choose \( \ell_0 \) as in the Main Lemma. It is enough to prove \( \ell \geq \ell_0 \) provided \( \ell \geq \ell_0 \). Consider a local holomorphic deformation \((f_c,f_w,p)_W\) where \( W \subset \mathbb{C} \) is a small neighbourhood of \( c \), \( f_w = f_c + (w - c) \) and \( p = 0 \). Let \( h_\lambda \) be a holomorphic motion of \( P \) over \((\Delta,0)\). Let us fix \( \theta > 0 \) small enough. Restricting \( h_\lambda \) to a smaller domain \( \Delta_n \), we may assume that \( h_\lambda \) is \( \theta \)-regular and that \( h_\lambda \) can be lifted successively for \( q \) times. Therefore by the Main Lemma, we obtain a sequence of holomorphic motions \( h_\lambda^n \) of \( P \) over \((\Delta,0)\), such that 

\[
\tilde{h}_1^n(x) = h_\lambda^n \quad \text{and} \quad \tilde{h}_1^{n+1}(x) = \text{the lift of} \ h_\lambda^n \quad \text{and such that} \ h_\lambda^n(x) \in \pm S_{\theta_n} \quad \text{for all} \ n \quad \text{and all} \ x \in P \quad \text{where} \ \theta_n \to 0 \quad \text{as} \ n \to \infty.
\]

Thus \((f_c,f_w,p)_W\) has the lifting property and by Theorem 2.1 the transversality condition (6.1) holds.

Alternatively, the uniqueness of \( c \) follows directly from the Main Lemma. Indeed, let \( \bar{f} = f_c \) be a map with the same kneading sequence as \( f_c \). Then one can define a real holomorphic motion \( h_\lambda \) over some domain \( \Omega \ni 0,1 \) such that \( h_\lambda(f^n(0)) = f^n(0) \) for \( \lambda = 1 \). As above, for \( i > 0 \) let \( h_\lambda^i \) be the lift of \( h_\lambda^{i-1} \). As we have just shown, \( h_\lambda^i(c) \) is contained in the sector \( -S_{\theta_n} \) with \( \theta_n \to 0 \), this sequence of functions \( \lambda \to h_\lambda^i(c) \) has to converge to a constant function. Since by construction of the lifts \( \tilde{c} = h_\lambda^q(c) \) for each \( n \geq 1 \) we conclude that \( \tilde{c} = c \). \( \square \)

6.2. **Proof of the Main Lemma.**

**Lemma 6.2.** For any \( \theta \in (0,\pi) \) and \( 0 < t < 1 \), if \( z \in D_\theta \) then \( z^t \in D_\theta \).

**Proof.** This is a well-known consequence of the Schwarz lemma, due to Sullivan. \( \square \)

When \( \angle 01z \) is much smaller than \( \angle 10z \), we have the following improved estimate.

**Lemma 6.3.** For any \( \varepsilon > 0 \), there is \( \delta > 0 \) such that the following holds. For \( z \in D_\theta \) with \( \theta \in (0,\pi/2] \) and \( \angle 01z < \delta \theta \) and for any \( 0 < t < 1 \), we have \( \angle 01z^t < \varepsilon \theta \).

**Proof.** Write \( z = re^{ia} \) where \( r > 0 \) and \( \alpha \in (0,\theta) \) and write \( \alpha' = ta \) and \( \beta' = \angle 01z^t \). By assumption, \( \alpha + \beta \leq \theta \). By the sine theorem,
\[
r = \frac{\sin \beta}{\sin(\alpha + \beta)}
\]
and
\[
r'^t = \frac{\sin \beta'}{\sin(t\alpha + \beta')}.
\]

If \( \alpha + \beta < \varepsilon \theta \) then by Lemma 6.2 \( \alpha' + \beta' \leq \alpha + \beta < \varepsilon \theta \). Assume now \( \alpha + \beta \geq \varepsilon \theta \). Let \( K > 0 \) be a large constant such that
\[
\frac{t}{K^t-1} < \varepsilon \quad \text{for any} \quad 0 < t < 1.
\]
Assume $\beta < \delta \theta$ for $\delta$ small. Then $r < 1/K$. Thus

\[
\tan \beta' = \frac{r^t \sin \alpha}{1 - r^t \cos \alpha} \leq \frac{t r^t}{1 - r^t} \alpha \leq \frac{t}{K^t - 1} \alpha < \varepsilon \theta.
\]

Lemma 6.4. Let $\varphi_\lambda$ be a $\theta$-regular motion with $\theta \in (0, \pi/10]$ and let $\psi_\lambda$ be its lift. For $x, y \in P$ so that $xy \geq 0$ let $x_\alpha = \psi_\alpha(x)$, $y_\alpha = \psi_\alpha(y)$, $u_\alpha = \varphi_\alpha(f(x))$, $v_\alpha = \varphi_\alpha(f(y))$ and $c_\alpha = \varphi_\alpha(f(0))$.

For any $\varepsilon > 0$ there is $t_0$ and $\delta > 0$ such that if $t > t_0$ then the following hold.

(1) If $f(x) \leq 0 \leq f(y)$ then $\angle 0x_\alpha y_\alpha \geq \pi - \varepsilon \theta$ for all $\lambda$.

(2) Let $0 < f(x) < f(y)$. Then (i) $\angle 0x_\alpha y_\alpha \geq \angle 0u_\alpha v_\alpha - \frac{8\theta}{t}$. If, moreover, $c_\lambda \in -S_{\delta_1}$ and $u_\lambda, v_\lambda \in S_{\delta_1}$ for some $\delta_1 \in (0, 4\theta/t)$ then (ii) $x_\lambda, y_\lambda \in \pm S_{\delta_1}$ and $\angle 0x_\lambda y_\lambda \geq \angle 0u_\lambda v_\lambda - 2\delta_1$.

(3) Suppose $f(x) < f(y) < 0$ and

\[
\alpha = \pi - \min(\angle c_\lambda u_\lambda 0, \angle u_\lambda v_\lambda 0) < \delta \theta.
\]

Then

\[
\angle 0xy \geq \pi - \varepsilon \theta.
\]

Proof. Note that $\triangle 0xy$ is the image of $\triangle c_\lambda u_\lambda v_\lambda$ under an appropriate branch of $z \mapsto (z - c_\lambda)^\ell$. Since $\angle 0oyx < \theta/t$, an upper bound on $\angle 0xy$ implies a lower bound on $\angle 0oxy$.

(1) In this case, we have $u_\lambda \in \overline{S_{4\theta/t}}$ and $v_\lambda \in \overline{S_{4\theta/t}}$, so

\[
\angle 0u_\lambda v_\lambda \leq 4\theta/t,
\]

and

\[
\angle 0v_\lambda u_\lambda \leq 4\theta/t.
\]

In particular,

\[
\angle c_\lambda u_\lambda v_\lambda \geq \angle c_\lambda u_\lambda 0 - \angle 0u_\lambda v_\lambda \geq \pi - \theta - 4\theta/t \geq \pi - 5\theta.
\]

By Lemma 6.3, the statement follows.

(2) In this case,

\[
\angle c_\lambda u_\lambda v_\lambda \geq \angle 0u_\lambda v_\lambda - \angle 0u_\lambda c_\lambda \geq \angle 0u_\lambda v_\lambda - 8\theta/t.
\]

Thus by Lemma 6.2, the conclusion (i) follows; (ii) is similar.

(3) In this case,

\[
\angle c_\lambda u_\lambda v_\lambda \geq \angle c_\lambda u_\lambda 0 - \angle v_\lambda u_\lambda 0 \geq \pi - \theta - \alpha \geq \pi - 2\theta
\]

and

\[
\angle c_\lambda v_\lambda u_\lambda \leq 2\pi - (\angle c_\lambda v_\lambda 0 + \angle v_\lambda u_\lambda) \leq 2\alpha.
\]

So the conclusion follows from Lemma 6.3

Now suppose that we have a sequence of $\theta$-regular holomorphic motions $h_\lambda^i$ of $P$, $i = 0, 1, \ldots, q - 1$ over the same marked domain $(\Omega, 0)$, such that $h_\lambda^i$ is a lift of $h_\lambda^{i-1}$ for all $1 < i < q$. Then $h_\lambda^q$, lift of $h_\lambda^{q-1}$ is well-defined and satisfies the condition (A1) with the same constant $\theta$. For each $0 \leq i < q$, $\lambda \in \Omega$ and $x, y \in P$ so that $0 < |x| < |y|$ and $xy > 0$, let

\[
\theta_\lambda^i(x, y) = \pi - \angle h_\lambda^i(x, y) = \angle h_\lambda^i(z_1) h_\lambda^i(z_2) + z_1, z_2 \in P, 0 < |z_1| \leq |x| < |y| \leq |z_2|, \ xz_1 > 0, xz_2 > 0 \}

\[
\geq \pi - \angle h_\lambda^i(x) h_\lambda^i(y).
\]


Furthermore, given any \(x, y \in P\), \(xy > 0\) (but not necessarily \(|x| < |y|\)), denote
\[
\hat{\vartheta}(x, y) = \vartheta^i(x \land y, x \lor y)
\]
where \(x \land y = x/|x| \min(|x|, |y|)\) and \(x \lor y = x/|x| \max(|x|, |y|)\).

**Lemma 6.5.** Consider \(0 \leq i < q\), \(x, y \in P\) where \(xy > 0\) and \(\lambda \in \Omega\). For any \(\varepsilon > 0\) there is \(\delta > 0\) and \(\ell_0 > 0\) such that if \(\ell \geq \ell_0\), then the following hold.

1. If \(f(x) \leq 0 \leq f(y)\) then
   \[
   \hat{\vartheta}^{i+1}(x, y) \leq \varepsilon \theta.
   \]
2. Let \(r \geq 1\) be such that \(i + r \leq q\). If \(0 < f^j(x) < f^j(y)\) for all \(1 \leq j \leq r\), then
   \[
   \hat{\vartheta}^{i+r}(x, y) \leq \hat{\vartheta}^i(f^r(x), f^r(y)) + \varepsilon \theta.
   \]
3. If \(f(x) < f(y) < 0\) and \(\hat{\vartheta}^i(f(x), f(y)) < \theta\), then
   \[
   \hat{\vartheta}^{i+1}(x, y) \leq 4 \max(\varepsilon, \hat{\vartheta}^i(f(x), f(y))).
   \]

**Proof.** Note that \(f(x) < f(y)\) implies \(|x| < |y|\).

1. For each \(0 < |z_1| \leq |x| < |y| \leq |z_2|\) as in the definition of \(\theta^i_k(x, y)\) we have \(f(z_1) \leq 0\) and \(f(z_2) \geq 0\). So by Lemma 6.4 (1), (applying to \(\varphi = h^i\) and \(\psi = h^{i+1}\), \(\angle 0 h^i_{\lambda}(z_1) h^{i+1}_{\lambda}(z_2) \geq \pi - \varepsilon \theta\). Thus the statement holds.

2. Consider \(0 < |z_1| \leq |x| < |y| \leq |z_2|\) so that \(z_1 z_2 > 0\). Then \(f(z_2) \geq 0\). If \(f(z_1) \leq 0\), then by Lemma 6.4 (1), \(\angle 0 h^i_{\lambda}(z_1) h^{i+r}_{\lambda}(z_2) \geq \pi - \varepsilon \theta\). Assume \(f(z_1) > 0\) and let \(r_1 \in \{1, \ldots, r\}\) be maximal such that \(0 < f^j(z_1) \leq f^j(x) < f^j(y) \leq f^j(z_2)\) for all \(1 \leq j \leq r_1\). Notice that then
   \[
   0 < f^{r_1}(z_2) \leq f^{r_1-1}(f^2(0)) < f^{r_1-2}(f^2(0)) < \cdots < f^2(0).
   \]

Let us show that for all \(k \in \{0, \ldots, r_1 - 1\}\),
\[
(6.2) \quad h^{k+i+r-r_1}_{\lambda}(f(0)) \in S_{0/\theta^{k+1}},
\]
and
\[
(6.3) \quad h^{k+i+r-r_1}_{\lambda}(f^{r_1-k}(z_1)), h^{k+i+r-r_1}_{\lambda}(f^{r_1-k}(z_2)) \in S_{0/\theta^{k+1}}.
\]

Indeed, this holds for \(k = 0\) as \(h^{i+r-r_1}_{\lambda}\) is \(\theta\)-regular. Now, for \(1 \leq k \leq r_1 - 1\), \(0\) follows by a successive application of the second part of Lemma 6.4 (2). This proves (6.2)-(6.3). In turn, using (6.2)-(6.3) and again applying successively Lemma 6.4 (2),
\[
\angle 0 h^i_{\lambda}(z_1) h^{i+r}_{\lambda}(z_2) > \angle 0 h^i_{\lambda}(f^{r_1}(z_1)) h^{i+r-r_1}_{\lambda}(f^{r_1}(z_2)) - 2 \sum_{k=0}^{\infty} \frac{4 \theta}{\ell^{k+1}} = \angle 0 h^i_{\lambda}(z_1) h^{i+r-r_1}_{\lambda}(f^{r_1}(z_2)) - \frac{8 \theta}{\ell - 1}.
\]

Consider two cases. If \(r_1 < r\), then \(f^{r_1+1}(z_1) \leq 0\) and \(f^{r_1+1}(z_2) > 0\) and by Lemma 6.4 (1),
\[
\angle 0 h^i_{\lambda}(f^{r_1}(z_1)) h^{i+r-r_1}_{\lambda}(f^{r_1}(z_2)) \geq \pi - \varepsilon \theta
\]
for any \(\ell\) large enough. If \(r_1 = r\),
\[
\angle 0 h^i_{\lambda}(f^{r_1}(z_1)) h^{i}_{\lambda}(f^{r_1}(z_2)) \geq \pi - \theta^i(f^r(x), f^r(y)).
\]

In any case,
\[
\angle 0 h^i_{\lambda}(z_1) h^{i+r}_{\lambda}(z_2) > \pi - \theta^i(f^r(x), f^r(y)) - \varepsilon \theta
\]
Then

**Theorem 7.1.** Let

provided that \( \kappa \) is large enough. Thus the statement holds.

(3) Notice that in this case \( \hat{\theta}_\lambda(f(x), f(y)) = \theta_\lambda(f(y), f(x)) \). Consider 0 < \(|z_1| \leq |x| < |y| \leq |z_2| \) so that \( z_1z_2 > 0 \). If \( f(z_2) > 0 \) then by Lemma 6.3 (1), \( \angle h_{\lambda}^{i+1}(z_1)h_{\lambda}^{i+1}(z_2) \geq \pi - \varepsilon \theta \). Assume \( f(z_2) < 0 \). Then

\[
\angle h_{\lambda}^{i}(c)h_{\lambda}^{i}(f(z_2)) \geq \pi - \theta_\lambda(f(y), f(x))
\]

and

\[
\angle h_{\lambda}^{i}(f(z_1))h_{\lambda}^{i}(f(z_2)) \geq \pi - \theta_\lambda(f(y), f(x)).
\]

By Lemma 6.3 (3),

\[
\angle 0h_{\lambda}^{i+1}(z_1)h_{\lambda}^{i+1}(z_2) \geq \pi - 4\max(\theta_\lambda(f(y), f(x)), \varepsilon \theta),
\]

provided that \( \theta_\lambda(f(y), f(x))/\theta \) is small enough and \( \ell \) is large enough. \( \square \)

**Completion of proof of the Main Lemma.** It is easy to check that \( h^q \) satisfies the condition (A1) with \( S\theta/\ell \) replaced by \( S_{2\theta/\ell} \). It remains to check that for \( x, y \in P, 0 < |x| < |y| \) and \( xy > 0 \) implies \( \angle 0h^q(x)h^q(y) \geq \pi - \theta/2 \). Since the critical point is periodic, there is a minimal integer \( p \), less than the period \( q \) of the critical point, such that

\[ f^p([x, y]) \ni 0. \]

Let us define \( p - 1 = m_0 > m_1 > \cdots > m_{j_0-1} > m_{j_0} = 0 \) inductively as follows. Given \( m_i \), let \( m_{i+1} \in \{0, 1, \ldots, m_i - 1\} \) be the maximal so that \( f^{m_{i+1}}([x, y]) \subset \mathbb{R}^- \) if it exists and \( m_{i+1} = 0 \) otherwise. Note that \( j_0 \leq L + 1 \). Let

\[ \kappa_{m_0} = \hat{\theta}^{q-m_j}(f^{m_j}(x), f^{m_i}(y))/\theta, j = 0, 1, \ldots, j_0. \]

Fix \( \varepsilon > 0 \) small. Assume that \( \ell \) is large. Then by Lemma 6.3 (1),

\[ \kappa_{m_0} = \kappa_{p-1} \leq \varepsilon. \]

For each \( 0 < j \leq j_0 \), by Lemma 6.3 (2) and (3),

\[ \kappa_{m_{j+1}} \leq 4\kappa_{m_j} + 4\varepsilon \]

provided that \( \kappa_{m_j} \) is small enough and \( \ell \) is large enough. Therefore, provided that \( \ell \) is large enough, we have \( \kappa_0 < 1/2 \). It follows that

\[ \angle 0h^q(x)h^q(y) \geq \pi - \kappa_0 \theta \leq \pi - \theta/2. \]

\( \square \)

### 7. THE FAMILY \( f_c(x) = |x|^\ell + c \) WITH \( \ell \) ODD

In this section we will prove the following theorem.

**Theorem 7.1.** Let \( \ell \geq 3 \) be an odd integer. Suppose that \( f_{c_1}(x) = |x|^\ell + c_1 \) satisfies the following:

- there exists an integer \( q \geq 1 \) such that \( f_{c_1}^{q+1}(0) = 0, f_{c_1}^q(0) \neq 0 \) for \( 1 \leq j \leq q \). In particular, \( c_1 < 0 \) and \( f_{c_1} \) has an orientation reversing fixed point \( -w < 0 \).
- \( f_{c_1}^j(0) \notin [-w, 0) \) for any \( 1 \leq j \leq q \).
- \( c_2 > c_3 > c_4 > 0 \).

Then

\[
\sum_{n=0}^{q} \frac{1}{Df_{c_1}^n(c_1)} > 0.
\]
In the proof it will be convenient to define, \( z_1 = |f^{q}_{\ell}(0)| \) so \( f_{\ell}(z_1) = f_{\ell}(-z_1) = 0 \). Note that \(|w| < |z_1|\). Let
\[
P = \{ f^{j}_{\ell}(0) : 0 \leq j \leq q \} \cup \{ \pm z_1 \}.
\]
Let \( \theta = \theta_{\ell} = \frac{\pi \ell}{2(\ell^3 - 1)} \), and let \( R = R_{\ell} > 1 \) be such that
\[
R_{\ell}^2 = R^2 + R^{2/\ell} + 2R^{1+1/\ell} \cos \frac{\pi(\ell + 1)}{2(\ell^3 - 1)}.
\]

Lemma 7.1. For each odd integer \( \ell \geq 3 \),
\[
2R_{\ell} \cos \theta_{\ell} > 2^{\frac{1}{\ell - 1}} + 2^{\frac{1}{2\ell}}.
\]

Proof. Put \( \alpha = \frac{\pi(\ell+1)}{2(\ell^3 - 1)} \) and \( \beta = \frac{\alpha}{\ell^2} \). Using the assumption \( \ell \geq 3 \), it is easy to check that \( \alpha \leq \frac{9\pi}{13 \ell^2} \), and \( \beta \leq \frac{2}{\ell^2} \). Therefore
\[
(\cos \alpha)^{\ell^2} \geq \left( 1 - \frac{\alpha^2}{2} \right)^{\ell^2} \geq 1 - \frac{\ell^2\alpha^2}{2} > 0.7,
\]
where we used \((1-x)^{\ell^2} > 1 - \ell^2x\) for \( x \in (0,1) \). Consequently, \( \cos \alpha > 0.9 \) and
\[
(1 + \cos \alpha)(\cos \alpha)^{\ell^2} > 1.
\]
By (7.1),
\[
R_{\ell}^2 = (R + R^{1/\ell} \cos \alpha)^2 + (R^{1/\ell} \sin \alpha)^2 > (R + R^{1/\ell} \cos \alpha)^2,
\]

hence
\[
R_{\ell} > R + R^{1/\ell} \cos \alpha,
\]
which implies \( R_{\ell} > 1 + \cos \alpha \) since \( R > 1 \). By (7.2), we obtain
\[
R_{\ell} > R + 1.
\]

It follows that \( R_{\ell} > 2 \) and consequently \( R_{\ell} > 1 + 2^{1/\ell} \). Therefore
\[
(R \cos \beta)^{\ell} > (1 + 2^{1/\ell})(1 - \ell\beta^2/2) = (1 + 2^{1/\ell})(1 - 2/\ell^5)
\]

Case 1. \( \ell = 3 \). By direct computation, we deduce from (7.3) that
\[
(R \cos \beta)^{3} > 2.24, \text{ hence } 2R \cos \beta > 2.61. \text{ But } 2^{1/2} + 2^{1/6} < 2.54 < 2.61.
\]

Case 2. \( \ell \geq 5 \). Using \( 2^{1/\ell} > 1 + \frac{1}{\ell^2} \), we deduce from (7.3) that
\[
(R \cos \beta)^{\ell} > 2. \text{ Thus it suffices to prove }
\]
\[
2^{1/\ell} > 2^{1/(\ell-1)} + 2^{1/(\ell^2-\ell)}.
\]

For this purpose, put \( \delta = 2^{1/(\ell^2-\ell)} - 1 \in (0,0.5) \). Then
\[
\frac{2^{1/(\ell-1)} + 2^{1/(\ell^2-\ell)}}{2^{1/\ell}} = 1 + \delta + \frac{1}{(1+\delta)^{\ell-2}} < 1 + \delta + \frac{1}{(1+\delta)^3} < 2.
\]

The proof is completed. \( \Box \)

We say that a holomorphic motion \( h_{\lambda}(x) \) of \( P \) over \( \mathbb{D}_r \) is admissible if the following hold for each \( \lambda \in \mathbb{D}_r \):

(A1) \( h_{\lambda}(-z_1) = -h_{\lambda}(z_1) \), \( h_{\lambda}(0) = 0 \);

(A2) For each \( x \in P \) with \( 0 < x < w \), we have \( |h_{\lambda}(x)| \leq |h_{\lambda}(z_1)| \);

(A3) For each \( x \in P \) with \( x > w \), we have \( h_{\lambda}(x) \in S_{\theta} \), where
\[
S_{\theta} = \{ re^{it} : r > 0, |t| < \theta \};
\]

(A4) For each \( x \in P \) with \( x < -w \), we have \( h_{\lambda}(x) \in -S_{\theta} \);

(A5) \( h_{\lambda}(c_1) \in -S_{\theta/2} \), \( h_{\lambda}(c_2) \in -S_{\theta/\ell} \);

(A6) \( |h_{\lambda}(c_1)| \geq R, |h_{\lambda}(c_2)| > R^{1/\ell} \);

(A7) \( |h_{\lambda}(x)| \leq 2^{1/(\ell-1)} \) for all \( x \in P \).
Indeed, writing
\[ |h_\lambda(z_1)| \leq 2^{1/(\ell^2 - \ell)}. \]

**Main Lemma.** Assume that \( \ell \geq 3 \) is an odd integer and let \( f = f_{c_1} \) be as above. Then any admissible holomorphic motions \( h_\lambda \) of \( P \) over \( \mathbb{D}_r \) has a lift \( \hat{h}_\lambda \) which is again an admissible holomorphic motion of \( P \) over \( \mathbb{D}_r \).

**Proof. Step 1.** It is clear that for each \( x \in P, \lambda \mapsto \hat{h}_\lambda(x) \) can be defined over \( \mathbb{D}_r \) as a holomorphic map, so that
- \( \hat{h}_\lambda(0) = 0 \),
- for \( x > 0 \), \( (\hat{h}_\lambda(x))^{\ell} = h_\lambda(f(x)) - h_\lambda(c_1) \),
- for \( x < 0 \), \( -(\hat{h}_\lambda(x))^{\ell} = h_\lambda(f(x)) - h_\lambda(c_1) \).

Thus \( \hat{h}_\lambda \) satisfies (A1).

**Step 2.** Let us prove that \( \hat{h}_\lambda \) is indeed a holomorphic motion of \( P \) over \( \mathbb{D}_r \). Arguing by contradiction, assume that there exists \( x, y \in P \) and \( \lambda_0 \in \mathbb{D}_r \) such that \( \hat{h}_{\lambda_0}(x) = \hat{h}_{\lambda_0}(y) \). Then using the assumption that \( \ell \) is an odd integer, we must have \( xy < 0 \) and
\[ h_{\lambda_0}(f(x)) - h_{\lambda_0}(c_1) = - (h_{\lambda_0}(f(y)) - h_{\lambda_0}(c_1)). \]

Thus
\[ \text{Re} h_{\lambda_0}(f(x)) + \text{Re} h_{\lambda_0}(f(y)) = 2 \text{Re} h_{\lambda_0}(c_1). \]

Assume without loss of generality \( x < 0 \) and \( y > 0 \). Then \( f(x) \geq 0 \). Since \( h_\lambda \) satisfies (A2) and (A3), we have
\[ \text{Re} h_{\lambda_0}(f(x)) \geq - |h_{\lambda_0}(z_1)|. \]

On the other hand, since \( h_\lambda \) satisfies (A7),
\[ |\text{Re} h_{\lambda_0}(f(y))| \leq |h_{\lambda_0}(f(y))| \leq 2^{1/(\ell - 1)}. \]

Therefore, we have
\[ -2 \text{Re} h_{\lambda_0}(c_1) \leq |h_{\lambda_0}(z_1)| + 2^{1/(\ell - 1)} \leq 2^{1/(\ell^2 - \ell)} + 2^{1/(\ell - 1)}, \]
where the last inequality follows from the property (A8) for \( h_\lambda \). However, this contradicts with Lemma [7.1] by the properties (A5) and (A6) for \( h_\lambda \).

**Step 3.** Let us prove that \( \hat{h}_\lambda \) satisfies the property (A2). It suffices to show that for each \( y = f(x) \in [c_1, -w] \cap P \),
\[ |h_\lambda(y) - h_\lambda(c_1)| \leq |h_\lambda(c_1)|. \]

Indeed, writing
\[ \zeta = \frac{h_\lambda(y)}{h_\lambda(c_1)} = re^{it}, \]
we have \( r \leq 2^{1/(\ell - 1)} \) and \(|t| < \theta(1 + 1/\ell^2)\). Provided that \( \ell \geq 3 \), we have \( r < 2 \cos t \), which implies \(|\zeta - 1| < 1 \) and hence the desired estimate.

**Step 4.** The property (A5) for \( \hat{h}_\lambda \) follows from \( \hat{h}_\lambda(c_2) = h_\lambda(c_2) - h_\lambda(c_1) \in S_{\theta/\ell}, \hat{h}_\lambda(c_2)^{\ell} = h_\lambda(c_2) - h_\lambda(c_1) \in S_\theta \).

Similarly, for any \( x \in P \) with \(|x| > w\), since \(|h_\lambda(c_1)| > |h_\lambda(z_1)| \) and
\[ h_\lambda(f(x)) \in S_\theta \cup \mathbb{D}_{|h_\lambda(z_1)|}, \]
it follows that \( h_\lambda(f(x)) - h_\lambda(c_1) \in S_{\theta + \frac{\pi}{\ell}} \), and hence
\[ \hat{h}_\lambda(x) \in \pm S_{\theta + \frac{\pi}{\ell}} = \pm S_\theta. \]

This proves that (A3) and (A4) hold for \( \hat{h}_\lambda \).
Step 5. Let us prove the property (A6) for \( \hat{h}_\lambda \). Indeed,
\[
|\hat{h}_\lambda(c_1)| = |h_\lambda(c_2) - h_\lambda(c_1)| \geq R^2 + 2R \cos \frac{\pi(\ell + 1)}{2(\ell^2 - 1)} = R^2, 
\]
since \(|h_\lambda(c_1)| > 1, |h_\lambda(c_2)| > 1\) and \( |\hat{h}_\lambda(c_1)|, |h_\lambda(c_2)| > R + \frac{\theta}{\ell} > \frac{\theta}{\ell/2} > \frac{\theta}{2} \).
This proves that \(|\hat{h}_\lambda(c_1)| > R\). Using \( |\hat{h}_\lambda(c_1)|, |h_\lambda(c_2)| > \pi/2\), we obtain
\[
|\hat{h}_\lambda(c_2)| > |h_\lambda(c_1)| > R.
\]
Step 6. We prove the properties (A7) and (A8) for \( \hat{h}_\lambda \). Indeed, for any \( x \in \mathcal{P} \),
\[
|\hat{h}_\lambda(x)|^\ell = |h_\lambda(f(x)) - h_\lambda(c_1)| \leq 2 \cdot 2^{1/(\ell-1)} = 2^{\ell/(\ell-1)},
\]
which implies that \(|\hat{h}_\lambda(x)| \leq 2^{1/(\ell-1)}\). This proves (A7). For \( x = z_1 \), we have \( h_\lambda(f(x)) = 0 \), and thus
\[
|\hat{h}_\lambda(z_1)|^\ell \leq 2^{1/(\ell-1)}. 
\]
This proves (A8).

Part D: The lifting property for some well-known families

8. Polynomials and rational functions

In this section we demonstrate that the method of Section 2 on holomorphic maps also applies in the setting of rational maps on the Riemann sphere. In this setting we can use the Measurable Riemann Theorem to prove the lifting property. The main results obtained in this section can also be covered by other methods, see [13,4,11].

8.1. Holomorphic perturbations. Let \( \mathbf{P}_d \) and \( \mathbf{Rat}_d \) be collections of all monic centered polynomials and rational functions of degree \( d \geq 2 \); these sets are naturally parametrized by \( \mathbb{C}^{d-1} \) and an open set in \( \mathbb{P}^C_{2d+1} \) respectively. In this and the next subsections \( f \) is an arbitrary function either from \( \mathbf{P}_d \) or from \( \mathbf{Rat}_d \). In the latter case we assume without loss of generality that the orbits of critical points avoid the point at \( \infty \). Let \( c_1, c_2, \ldots, c_\nu \) be all distinct (finite) critical points of \( f \) with multiplicities \( m_1, m_2, \ldots, m_\nu \) and let \( v_j = f(c_j) \). We define a holomorphic deformation \( (f, f_w, \mathbf{p})_w \) of \( f \) as follows.

If \( f \) is a polynomial, there is a neighbourhood \( \mathcal{W} \) of \( (v_1, v_2, \ldots, v_\nu) \) in \( \mathbb{C}^\nu \) and a neighbourhood \( \mathcal{W}_f \subset \mathbf{P}_d \) of \( f \) such that for each \( \mathbf{w} \in \mathcal{W} \), there is a unique polynomial \( f_w \in \mathcal{W}_f \), depending on \( \mathbf{w} \) holomorphically, and a holomorphic function \( \mathbf{p} = (p_1, p_2, \ldots, p_\nu) : \mathcal{W} \to \mathbb{C}^\nu \), such that

(i) \( p_j(\mathbf{w}) \) is a critical point of \( f_w \) of multiplicity \( m_j \) and
\[
\mathbf{w} = (f_w(p_1(\mathbf{w})), f_w(p_2(\mathbf{w})), \ldots, f_w(p_\nu(\mathbf{w}))),
\]
(ii) \( f(v_1, v_2, \ldots, v_\nu) = f_w(v_1, v_2, \ldots, v_\nu) = c_j \).

For a proof, see [12], Proposition 1.

Now let \( f \) be a rational function. We say that a rational map \( g \) of degree \( d \) is in the class \( \mathbf{Rat}_d^m \) where \( \mathbf{m} = (m_1, \ldots, m_\nu) \) if \( g \) has \( \nu \) distinct critical points \( c_1, c_2, \ldots, c_\nu \) with multiplicities \( m_1, m_2, \ldots, m_\nu \) respectively.

Theorem 8.1. \( \mathbf{Rat}_d^m \) is a manifold of dimension \( \nu + 3 \) and the functions defined by the critical values form a partial holomorphic coordinate system. In other words, \( \Psi : \mathbf{Rat}_d^m \ni g \mapsto (g(c_1), \ldots, g(c_\nu)) \) has rank \( \nu \).

Remark 8.1. A direct elementary proof of Theorem 8.1 is given in [11]. Here we derive it from [12].
Proof. Let \( \Lambda_{d,v} \) be a collection of functions \( g \in \text{Rat}_d^m \) with the following expansion \( g(z) = \sigma_g z + m_g + O(1/z) \) as \( z \to \infty \) for some \( \sigma_g \neq 0 \) and \( m_g \in \mathbb{C} \). By Proposition 3 of [12], \( \Lambda_{d,v} \) is a manifold of dimension \( \nu + 2 \) and \( (\sigma_g, m_g, v_1(g), \ldots, v_\nu(g)) \) is a holomorphic local coordinate of \( g \in \Lambda_{d,v} \). Fix some \( w \in \mathbb{C} \setminus P(f) \). Now, given \( g \in \text{Rat}_d^m \) close to \( f \), the function \( z \to 1/\{g(1/z + w) - g(w)\} \) is in \( \Lambda_{d,v} \). Therefore, the vector

\[
x(g) = (g(w), Dg(w), D^2g(w), v_1(g), \ldots, v_\nu(g))
\]
defines a local holomorphic coordinate of \( g \in \text{Rat}_d^m \). \( \square 

In the next corollary we define a holomorphic deformation \((f, f_w, z, p_z) \in W\) of the rational function \( f \). It depends on a given set \( Z = \{x_1, x_2, x_3\} \subset \mathbb{C} \) of three distinct points so that \( Df(x_i) \neq 0 \), \( i = 1, 2, 3 \).

**Corollary 8.2.** There is a neighbourhood \( W \) of \((v_1, v_2, \ldots, v_\nu) \in \mathbb{C}^\nu \) and a neighbourhood \( W_f \subset \text{Rat}_d \) of \( f \) such that for each \( w \in W \), there is a unique rational function \( f_w = f_{w,z} \in W_f \), depending on \( w \) holomorphically, and a holomorphic function \( p = p_z : W \to \mathbb{C}^\nu \), such that (i)-(ii) hold and also \( f_w(x_i) = f(x_i) \) for \( i = 1, 2, 3 \).

Proof. Let \( S = \{g \in \text{Rat}_d^m : g(x_i) = f(x_i), i = 1, 2, 3\} \). There exists a neighbourhood \( W \) of \( f \) and a neighbourhood \( U \) of the identity in the space of Möbius transformations, so that for any \( g \in W \) there exists a unique Möbius transformation \( M_g \in U \) so that \( M_g(x_i) = y_i \) where \( y_i = g^{-1} \circ f(x_i) \) is the \( g \)-preimage of \( f(x_i) \) close to \( x_i \), \( i = 1, 2, 3 \). Hence \( g \circ M_g(x_i) = f(x_i) \) and therefore \( g \circ M_g \in S \). It follows that the map \( \Phi : W \to S \times U \) defined by \( g \to \Phi \circ (g \circ M_g, M_g) \) is a local diffeomorphism with inverse \( \Phi^{-1} : S \times U \to W \), \( g \to g \circ M_g^{-1} \). Since \( U \) has dimension three, \( S \cap W \) is a codimension-three manifold of \( \text{Rat}_d^m \). Since \( \Psi(g \circ M) = \Phi(g) \) for all \( M \in U \), it follows from this and the previous theorem, that \( (\Phi|S) : S \to R^\nu \) is a diffeomorphism. \( \square 

### 8.2. Lifting holomorphic motions

Let \((f, f_w, p_w) \in W\) be a holomorphic deformation which is defined in the previous Subsection. Here, if \( f \) is a rational function, then \( f_w = f_{w,z} \) and \( p = p_z \) where \( Z \subset \mathbb{C} \) is a set of 3 distinct points such that \( Df(x) \neq 0 \) for \( x \in Z \).

In Section 2 under the assumption that \( P(f) \) is a finite set, given a holomorphic motion \( h_\lambda \) of \( P(f) \), we defined a lift \( \tilde{h}_\lambda \) with respect to the local holomorphic deformation \((f, f_w, p_w) \in W\) which exists in a small disk around zero. We shall now show that the lift \( \tilde{h}_\lambda \) exists globally (i.e. it exists as a holomorphic of \( P(f) \) over \((\mathbb{D}, 0))\), even when \( P(f) \) is an infinite set.

**Proposition 8.3.** Let \( h_\lambda \) be a holomorphic motion of \( P(f) \) over \((\mathbb{D}, 0)\).

If \( f \) is a rational function, we assume additionally about the set \( Z \) that \( f(Z) = Z \), \( Z \cap P(f) = \emptyset \) and \( \infty \in Z \) and also \( h_\lambda(z) \notin Z \) for all \( z \in P(f) \).

Then there exists a holomorphic motion \( \tilde{h}_\lambda(z) \) of \( P(f) \) over \((\mathbb{D}, 0)\) such that for each \( z \in P(f) \),

\[
f(h_\lambda(v_1), h_\lambda(v_2), \ldots, h_\lambda(v_\nu))(\tilde{h}_\lambda(z)) = h_\lambda(f(z))
\]

holds when \(|\lambda| \) is small enough and, moreover, if \( f \) is rational, \( \tilde{h}_\lambda(z) \notin Z \) for all \( \lambda \in \mathbb{D} \) and all \( z \in P(f) \).

Proof. By the \( \lambda \)-lemma we can extend \( h_\lambda \) to a holomorphic motion over \((\mathbb{D}, 0)\) of the whole complex plane, subject to the following normalization:

(a) if \( f \) is a polynomial, for \(|z| \) large enough, \( h_\lambda(z) \) is holomorphic in \( z \) and \( h_\lambda(z) = z + o(1) \) near infinity and (b) if \( f \) is a rational function, \( h_\lambda(z) = z \).
for all \( z \in Z \). (We can also require that the extended holomorphic motion \( h_\lambda(z) \) is holomorphic near all superattracting periodic points for each \( \lambda \).)

Let \( \mu_\lambda \) denote the complex dilatation of \( h_\lambda : \mathbb{C} \to \mathbb{C} \) and let \( \tilde{\mu}_\lambda = f^*(\mu_\lambda) \).

Since \( \mu_\lambda \) depends on \( \lambda \) holomorphically, so does \( \tilde{\mu}_\lambda \). Let \( \tilde{h}_\lambda \) denote the unique qc map with complex dilatation \( \tilde{\mu}_\lambda \) which satisfies \( \tilde{h}_\lambda(z) = z + o(1) \) near infinity for each \( \lambda \) in case (a) and \( \tilde{h}_\lambda(z) = z \) for \( z \in Z \) in case (b). Note that (b) and the injectivity of \( \tilde{h}_\lambda : \mathbb{C} \to \mathbb{C} \) implies that \( \tilde{h}_\lambda(z) \notin Z \) for \( z \in P(f) \).

**Claim.** For \( |\lambda| \) small enough, we have
\[
\tilde{h}_\lambda \circ f \circ \tilde{h}_\lambda^{-1} = f(\tilde{h}_\lambda(v_1), \tilde{h}_\lambda(v_2), \ldots, \tilde{h}_\lambda(v_k)).
\]
Hence (8.1) holds when \( \lambda \) is sufficiently close to \( * \) in \( \Lambda \).

Indeed, for each \( \lambda \), the complex dilatation of \( \tilde{h}_\lambda \) is the lift of that of \( h_\lambda \), and therefore the function \( g_\lambda := h_\lambda \circ f \circ \tilde{h}_\lambda^{-1} \) is holomorphic in \( \mathbb{C} \).

It is a branched covering of degree \( d \), so it is either a polynomial or a rational function of degree \( d \). By the normalization of both \( h_\lambda \) and \( \tilde{h}_\lambda \), \( g_\lambda \) is either a monic centered polynomial or a rational function such that \( g_\lambda(z) = f(z) \) for \( z \in Z \). Clearly the critical values of \( g_\lambda \) are \( h_\lambda(v_i) \). The claim follows.

### 8.3. “Positively oriented” transversality

Assume that \( P = P(f) \) is finite so that \( f \) is a marked map.

**Theorem 8.2.** Let \( A \) be the transfer operator associated to the holomorphic deformation \( (f, f_w, p)_W \) of \( f \). Here, if \( f \) is rational, \( f_w = f_{w,Z} \), \( p = p_Z \) where \( Z \subset \mathbb{C} \) is a set of 3 distinct points such that \( Df(x) \neq 0 \) for all \( x \in Z \) and, additionally, \( f(Z) = Z, Z \cap P = \emptyset \) (Such a set always exists.) Then the spectral radius of \( A \) is at most 1 and 1 is not an eigenvalue of \( A \) unless \( f \) is a flexible Lattès rational map. Furthermore, if \( f \) is a polynomial, there is \( \xi \in (0, 1) \) so that the spectral radius of \( A \) is at most \( 1 - \xi \).

Assume additionally that \( f \) has real coefficients and all its critical points are real; moreover, if \( f \) is rational, assume also \( Z = \overline{Z} \). Then the ‘positively oriented’ transversality property (2.1) holds:
\[
\det(DR((v_1 \cdots v_n))) \prod_{j=1}^n Df_{v_j}^{-1}(v_j) > 0.
\]

**Remark 8.4.** The proof shows that \( \xi = \xi(\#P, \delta) \) where \( \delta \) is at most the minimal distance between pairs of different points of \( P \), and so in particular \( \delta \) does not dependent on the degree of \( f \).

**Proof.** Assuming the first part of this theorem, the inequality (8.2) follows from Corollary 2.3. Indeed, since \( f \) is critically finite, each cycle of \( f \) is either superattracting or repelling. Since \( w \) is a local coordinate for \( f_w \) and \( Z = \overline{Z} \) (if \( f \) is rational) it follows that the holomorphic deformation \( (f, f_w, p)_W \) is real and Corollary 2.3 applies.

Let us prove the first part of the theorem. First, we consider the case of rational function and show that \((f, f_w, p)\) has the lifting property. Let \( h_\lambda^{(0)} \) be a holomorphic motion of \( P \) over \( (\mathbb{D}, 0) \). Let us fix \( \varepsilon > 0 \) such that \( h_\lambda(x) \notin Z \) for all \( |\lambda| < \varepsilon \) and all \( x \in P \). As \( Z \cap P = \emptyset \), there is a Moebius \( M \) so that \( \tilde{Z} = M(Z) \ni \infty \) and \( \tilde{P} = M(P) \subset \mathbb{C} \). Note that \( \tilde{Z} \cap \tilde{P} = \emptyset \). Consider the function \( \tilde{f} = M \circ f \circ M^{-1} \) and its holomorphic deformation \((\tilde{f}, \tilde{f}_v, \tilde{p})\) which is defined by the set \( \tilde{Z} \). Note that \( \tilde{f}_v = M \circ f_w \circ M^{-1} \) and \( \tilde{p}(v) = M(p(w)) \) where \( v = M(w) \).
and $M(x_1, \ldots, x_v) := (M(x_1), \ldots, M(x_v))$. Since $H_\lambda^{(0)} = M \circ h_\lambda^{(0)}$ is a holomorphic motion of $\tilde{P}$ over $(\Delta_x, 0)$ and $H_\lambda^{(0)}(x) \notin Z$ for $x \in \tilde{P}$, Proposition 8.3 immediately implies that there is a sequence $(H_\lambda^{(k)})_{k=0}^\infty$ of holomorphic motions of $\tilde{P}$ over $(\Delta, 0)$ such that for $k = 0, 1, \ldots$, $H_\lambda^{(k)}$ is the lift of $H_\lambda^{(k)}$ for the triple $(\tilde{f}, \tilde{f}_\lambda, \tilde{p})$ if $|\lambda|$ is small enough.

It follows that if we define $h_\lambda^{(k)} = M^{-1} \circ H_\lambda^{(k)}$, then for all $k$, $h_\lambda^{(k)}$ is the lift of $h_\lambda^{(k)}$ for the triple $(f, f_\lambda, p)$ if $|\lambda|$ is small enough, each function $h_\lambda^{(k)}(x)$ is meromorphic in $\lambda \in \Delta_x$ and omit the values in $Z$. As $\#Z = 3$, the lifting property then follows from Montel’s theorem. Therefore, either (1) or (2) of the alternative of Theorem 2.1 holds. Assume that (2) holds. We obtain a non-trivial local holomorphic family $f_{w(t)}$ of critically finite rational maps. It follows from the $\lambda$-lemma that $f_{w(t)}$ is conjugate to $f$ by a quasi-conformal homeomorphism $\phi_t$. If $J_f$ has Lebesgue measure zero then $\phi_t$ is conformal almost everywhere, hence, is a Moebius transformation which is close to the identity. At it must fix the points of $Z$, it is the identity map, a contradiction. If the measure of $J_f$ is positive, $h_t$ gives rise to an invariant line field on $J_f$ and since the postcritical set of $f$ is finite, $f$ must be a flexible Lattès map (see e.g. Corollary 3.18 of [14]). Thus the theorem is proved for rational maps.

Now, let $f$ be a (monic centered) polynomial. We need

**Lemma 8.5.** There exists $R_\ast > 0$ such that for any non-linear monic centered polynomial $g$, if all critical values of $g$ lie in $\overline{B}(0, R_\ast)$ then $g^{-1}(B(0, 2R_\ast)) \subset B(0, R_\ast)$.

**Proof.** We begin with

**Claim.** There exist $R_\ast > 1$ and $h_\ast > 1$ as follows. Let $d \geq 2$ be an integer and $\psi : \{|w| > h\} \to \mathbb{C}$ a univalent map where $h \geq 1$ and $\psi(w) = w + O(1/w)$ as $w \to \infty$. If $h > 1$, suppose there is $w_\ast$ such that $|w_\ast| = h^d$ and $|\psi(w_\ast)| \leq R_\ast$. Then $h < h_\ast$, moreover, $\mathbb{C} \setminus \psi(\{|w| > h\}) \subset \{|z| < R_\ast\}$ and for every $w$ if $|w| > h$ and $|\psi(w)| = R_\ast$ then $|\psi(w^d)| \geq 2R_\ast$.

The claim being rewritten for the function $h/\psi(h/|z|)$ follows then easily from the Koebe distortion theorem. Details are left to the interested reader.

Let $R_\ast$ be as in the Claim. Consider the map $\psi = B^{-1}$, where $B$ is the Böttcher function of $g$ which is defined in a neighbourhood of infinity and normalized such that $B(z) = z + O(1/z)$ as $z \to \infty$ (this is possible as the polynomial $g$ is monic and centered). Then $\psi$ extends to a univalent map $\psi : \{|w| > h\} \to \mathbb{C}$ for some minimal $h \geq 1$ and $\psi(w) = w + O(1/w)$ as $w \to \infty$. Note that if $h > 1$ then there is $w_\ast$ such that $|w_\ast| = h^d$ and $\psi(w_\ast)$ is a critical value of $g$. Assume $|w| \leq R_\ast$ for all critical values $u$ of $g$. Then the point $w_\ast$ is as in the Claim. Now assume the lemma does not hold for $g$. Then there exists $z$ such that $|z| = R_\ast$ and $|f(z)| < 2R_\ast$. By the Claim, there is $|w| > h$ such that $|\psi(w)| = R_\ast$ and, hence, $|f(z)| = |\psi(w^d)| \geq 2R_\ast$, a contradiction. \hfill □

Lemma 8.5 allows us to employ Lemma 2.8 on perturbations to the triple $(f, f_\lambda, p)$. Indeed, let $Q$ be a polynomial as in Lemma 2.8. Let us choose $\xi \in (0, 1)$ in such a way that the map $\varphi_\xi(z) = z - \xi Q(z)$ is invertible on $B(0, R_\ast)$ and $\varphi_\xi^{-1}(B(0, R_\ast)) \subset B(0, 2R_\ast)$. By Lemma 2.8 the spectral radius of $A$ is at most $1 - \xi$ if we show that the triple $(\varphi_\xi \circ g, \varphi_\xi \circ f_\lambda, p \circ \varphi_\xi)$ has the lifting property. To this end, let $h_\lambda^{(0)}$ be a holomorphic motion of $P$ over $(\overline{D}, 0)$. Since $P$ is finite, $P \subset B(0, R_\ast)$. 
Hence, there is \( \varepsilon > 0 \) so that \( h^{(0)}(x) \in B(0, R_s) \) for each \( x \in P \) and \( |\lambda| < \varepsilon \). We show by induction that for each \( k \geq 0 \) the lift \( h^{(k+1)} \) of \( h^{(k)} \) for the triple is well-defined in \( \Delta_x \) and \( h^{(k+1)}(x) \in B(0, R_s) \). Assume \( h^{(k)} \) is well-defined in \( \Delta_x \) and \( h^{(k)}(x) \in B(0, R_s) \). Consider a new holomorphic motion \( \varphi^{-1} \circ h^{(k)} \) of \( P \) over \( (\Delta_x, 0) \). Observe that it takes values in \( B(0, 2R_s) \). By Proposition \ref{prop:holomorphic-motion} there exists a holomorphic motion \( h^{(k+1)} \) of \( P \) over \( (\Delta_x, 0) \) such that for each \( x \in P \),

\[
\tilde{f}(h^{(k)}(v_1), h^{(k)}(v_2), \ldots, h^{(k)}(v_\nu))(h^{(k+1)}(x)) = \varphi^{-1} \circ h^{(k)}(x)
\]

holds when \( |\lambda| \) is small enough. By the Uniqueness theorem, this equality holds for every \( \lambda \in \Delta_x \) and by Lemma \ref{lem:holomorphic-motion} and the induction hypothesis \( h^{(k+1)}(x) \in B(0, R_s) \) for \( |\lambda| < \varepsilon \). This completes the induction and therefore the proof of Theorem \ref{thm:holomorphic-motion}.

\[ \square \]

### 9. Piecewise linear multimodal maps

Given \( \epsilon \in \{1, -1\} \), a positive integer \( \nu \) and \( \underline{\kappa} = (\kappa_1, \ldots, \kappa_{\nu+1}) \in \mathbb{R}^{\nu+1} \) with \( \kappa_i > 0 \), let us introduce the class \( \mathcal{L}^\nu_{\nu, \underline{\kappa}} \) of \( \nu \)-modal piecewise linear continuous maps \( g: [-1, 1] \to \mathbb{R} \) as follows:

- there are \( s = s(g) > 0 \) and \( c_i = c_i(g) \), \( 0 \leq i \leq \nu + 1 \) so that \( -1 = c_0 < c_1 < \cdots < c_\nu < c_{\nu+1} = 1 \) and for each \( i \in \{1, \ldots, \nu + 1\} \), \( g_{[c_{i-1}, c_i]} \) is a linear (i.e. affine) map with slope \( s_i = \epsilon_i \kappa_i \) where \( \epsilon_i \) is some number.
- \( g(1) = \epsilon_0 \) and \( g(-1) = \epsilon_{\nu+1} \).

For example, \( \mathcal{L}^1_{1,1} = \{ f_1 \}_{1,1} \) where \( f_1(x) = -t|x| + (t - 1) \) is the tent family.

Denote \( v(g) = (v_1, \ldots, v_\nu) \) where \( v_i = g(c_i) \), \( 1 \leq i \leq \nu \), the vector of the extremal values of \( g \). Here and below \( v_0 \equiv g(-1) = -\epsilon_1 \), \( v_{\nu+1} \equiv g(1) = \epsilon_{\nu+1} \).

Let us show that given a vector

\[
(v_1, \ldots, v_\nu) \in \mathbb{R}^\nu \text{ with } \epsilon_i(v_i - v_{i-1}) > 0 \quad \forall i = 1, \ldots, \nu + 1,
\]

there exists a map \( g \in \mathcal{L}^\nu_{\nu, \underline{\kappa}} \) for which \( v(g) = (v_1, \ldots, v_\nu) \). To see this, take the piecewise linear map \( g \) with values \( v_0, v_1, \ldots, v_\nu, v_{\nu+1} \) are to be determined points \( -1 = c_0 < c_1 < \cdots < c_\nu < c_{\nu+1} = 1 \) with slope \( s_i = \epsilon_i \kappa_i \) on \( (c_{i-1}, c_i) \) where \( s \) is also to be determined. It follows that

\[
c_i - c_{i-1} = \frac{(v_i - v_{i-1})}{s_i} = \frac{(v_i - v_{i-1})\epsilon_i}{\kappa_i s}, \quad 0 > 0
\]

and that the piecewise linear map \( g \) is given by

\[
g(x) = v_{i-1} + s_i (x - c_{i-1}) \quad \text{for } x \in (c_{i-1}, c_i).
\]

Note that \( g \in \mathcal{L}^\nu_{\nu, \underline{\kappa}} \) if and only if

\[
2 = \sum_{i=1}^{\nu+1} (c_i - c_{i-1}) = \sum_{i=1}^{\nu+1} \frac{(v_i - v_{i-1})\epsilon_i}{\kappa_i s}
\]

that is if and only if

\[
s = \sum_{i=1}^{\nu+1} \frac{(v_i - v_{i-1})\epsilon_i}{2\kappa_i}.
\]

Let us now assume \( g \in \mathcal{L}^\nu_{\nu, \underline{\kappa}} \) such that every turning point \( c_{0,i} = c_i(g) \), \( 1 \leq i \leq \nu \) is either periodic or eventually periodic. Let \( U = \)
Indeed take a piecewise affine map \( g \) disjoint whenever \( x \neq y \). Then \( g : U \to \mathbb{C} \) is a marked map with \( P_0 = \{ c_0, i \}_{i=1}^N \) and \( P = \{ g^k(x) : x \in P_0, k \geq 0 \} \). Let \( W \) be a small neighbourhood of \( c_1 = (g(c_{0,1}), \cdots, g(c_{0,N})) \in \mathbb{C}^N \). Given \( x \in P \setminus P_0 \) there is a single \( i = i(x) \in \{ 1, \cdots, \nu + 1 \} \) such that \( x \in [c_{i-1}(g), c_i(g)] \) (here \( x \) can be an end point if \( x = \pm 1 \)). We define a local holomorphic deformation \((g, G, p)\) of \( g \) naturally as follows. Given \( w = (w_1, \cdots, w_{\nu}) \in W \), let \( w_0 = -\epsilon_1 p(w), w_{\nu+1} = \epsilon_{\nu+1} \) and

\[
S = \sum_{i=1}^{\nu+1} \frac{(w_i - w_{i-1})\epsilon_i}{2\kappa_i}
\]

Then

1. for \( 1 \leq j \leq \nu \),

\[
p_j(w) = \sum_{i=1}^{j} \frac{(w_i - w_{i-1})\epsilon_i/\kappa_i}{S}
\]

let also \( p_0(w) \equiv -1 \),

2. for any \( x \in P \setminus P_0 \), if \( z \in U_x \) then

\[
G_w(z) = w_{i-1} + \kappa_i \epsilon_i S(z - p_{i(x)-1}(w)).
\]

Observe that if all \( w_i \) are real (and \( W \) is small enough) then by \((9.1)-(9.3)\), \( G_w \in \mathcal{L}_{\nu, \kappa}, \nu(G_w) = w \) and \( c_j(G_w) = p_j(w) \).

**Theorem 9.1.** Let \( g \in \mathcal{L}_{\nu, \kappa} \) be so that each turning point of \( g \) is periodic or eventually periodic. Assume that \( g \) is ergodic with respect to the Lebesgue measure. Then the ‘positively oriented’ transversality property \((2.7)\) holds for the real holomorphic deformation \((g, G_w, p)\) defined above.

Here as usual, we say that \( g \) is ergodic with respect to the Lebesgue measure if for any \( g \)-invariant Borel sets \( A, B \subset [-1, 1] \) both with positive Lebesgue measure, we have that \( A \cap B \) has positive Lebesgue measure.

Let \( (I_i)_{i=1}^{N} \) consist of the components of \([-1, 1] \setminus P \). Then \( g \) is ergodic if and only if for any \( 1 \leq i, j \leq N \), the forward orbit of \( I_i \) and \( I_j \) under \( g \) intersect. Indeed, the only part is clear. For the if part, assume \( g \) is not ergodic. Then there exists forward invariant Borel sets \( A, B \subset [-1, 1] \) such that both \( A \) and \( B \) have positive Lebesgue measure, but \( A \cap B \) has Lebesgue measure zero. Take a Lebesgue density point \( a \) of \( A \) and let \( i \) be such that the orbit of \( a \) visits \( I_i \) infinitely often. Then using the fact that \( A \) is forward invariant, \( g \) is linear and that \( P \) is finite, it follows that \( A \) contains \( I_i \) up to a set of Lebesgue measure zero. Similarly, \( B \) contains one of the intervals \( I_j \) up to a set of Lebesgue measure zero. Since \( A, B \) are forward invariant, it follows that the forward orbits of \( I_i \) and of \( I_j \) intersects at most at a set of Lebesgue measure zero. By the Markov property of \( g \), this implies that the forward orbit of \( I_i \) and \( I_j \) are disjoint.

For \( \nu = 1 \), this theorem provides a new proof of transversality for the family of tent family \( f_t, t > 1 \), see [22] for the first proof.

**Remark 9.1.** The assumption that \( g \) is ergodic is needed in this result. Indeed take a piecewise affine map \( g : [-1, 1] \to [-1, 1] \) with \( g \in \mathcal{L}_{\nu, \kappa} \) so that \( g \) maps \([-1, 0]\) into itself and \([0, 1]\) into itself. One can take \( g \) so that \( g \) is expanding on each branch, and so that its turning points are eventually periodic. By conjugating \( g \) with a map \( h_t : [-1, 1] \to [-1, 1] \) which is affine both \([-1, 0]\) and on \([0, 1]\) and so that \( h_t(\pm 1) = \pm 1 \),
For every Lemma 9.2. Let \( \varepsilon_0 \) be a real holomorphic motion of \((P, 0)\) over \(\mathbb{D}, 0\). Then for each \( k = 1, 2, \ldots \) there exists a holomorphic motion \( h^{(k)}_\lambda \) of \((P, 0)\) over \(\mathbb{D}_\varepsilon, 0\) for some \( \varepsilon_k > 0 \) such that \( h^{(k)}_\lambda \) is the lift of \( h^{(k-1)}_\lambda \). All these holomorphic motions are real. Choose \( \varepsilon_0 > 0 \) such that \(-1 < h_\lambda(x) < h_\lambda(y) < 1\) for all \( \lambda \in (-\varepsilon_0, \varepsilon_0) \) and \( x, y \in g(P), -1 < x < y < 1 \). Then clearly, for each \( k \), \( h^{(k)}_\lambda \) allows analytic continuation to a neighbourhood of \((-\varepsilon_0, \varepsilon_0)\) and moreover, for all \( k \geq 0 \) and all \(-1 < x < y < 1\),

\[
-1 < h^{(k)}_\lambda(x) < h^{(k)}_\lambda(y) < 1 \quad \text{for all} \quad \lambda \in (-\varepsilon_0, \varepsilon_0).
\]

**Lemma 9.2.** For every \( k = 1, 2, \ldots \), \( h^{(k)}_\lambda(x) \) is of the form

\[
h^{(k)}_\lambda(x) = \frac{a_k + \sum_{y \in g(P)} a_{y,k}(x)h_\lambda(y)}{b_k + \sum_{y \in g(P)} b_{y,k}h_\lambda(y)}
\]

where all coefficients are real.

**Proof.** We prove by induction on \( k \). For \( k = 0 \) this holds trivially. So assume it holds for some \( k \geq 0 \). Then for \( x = c_{0,j} \in P_0 \),

\[
h^{(k+1)}_\lambda(c_{0,j}) = p_j(h^{(k)}_\lambda(c_{1,1}), \ldots, h^{(k)}_\lambda(c_{1,n})) =
\]

\[
2 \frac{\sum_{i=1}^j (w_i - w_{i-1})\varepsilon_i/\kappa_i}{\sum_{i=1}^{j+1} (w_i - w_{i-1})\varepsilon_i/\kappa_i} =
\]

\[
2 \frac{\sum_{i=1}^j (h^{(k)}_\lambda(c_{1,1}) - h^{(k)}_\lambda(c_{1,i-1}))\varepsilon_i/\kappa_i}{\sum_{i=1}^{j+1} (h^{(k)}_\lambda(c_{1,1}) - h^{(k)}_\lambda(c_{1,i-1}))\varepsilon_i/\kappa_i}
\]

where we have \( h^{(k)}_\lambda(c_{1,0}) \equiv -1 \) and \( h^{(k)}_\lambda(c_{1,n+1}) \equiv \varepsilon_{n+1} \). Now using the induction hypothesis and that the denominator of \((9.5)\) does not depend on \( x \) we obtain

\[
h^{(k+1)}_\lambda(c_{0,j}) = 2 \frac{\sum_{i=1}^j \sum_{y \in g(P)} [(a_{y,k}(c_{1,i}) - a_{y,k}(c_{1,i-1}))h_\lambda(y)]\varepsilon_i/\kappa_i}{\sum_{i=1}^{j+1} \sum_{y \in g(P)} [(a_{y,k}(c_{1,i}) - a_{y,k}(c_{1,i-1}))h_\lambda(y)]\varepsilon_i/\kappa_i}
\]

and so the induction statement holds. The analogous calculation for \( x \in P \setminus P_0 \) completes the proof of the lemma. This proves the induction statement; note that this calculation relies on the assumption that the slope of each branch is a fixed multiple \( \kappa_i \) of \( s \).

Together with \((9.4)\), the lemma implies that there exists \( \varepsilon > 0 \) such that each \( h^{(k)}_\lambda \) extends to a holomorphic map on \( \mathbb{D}_\varepsilon \) and moreover, they are uniformly bounded in \( \mathbb{D}_\varepsilon \). This proves that \((g, G, p_i)_W\) has the lifting property. It follows that one of the alternatives in the conclusion of Theorem 2.1 holds. Let us show by contradiction that the 2nd alternative of this theorem does not take place in the present setting, completing the proof of the theorem. Indeed, otherwise there is a continuous one-parameter family of maps \( g_t \in \mathcal{L}_{x, \mathbb{R}} \) \( t \in (-\delta, \delta) \) for some \( \delta > 0 \) so that \( g_0 = g \), all \( g_t \) are different and critically finite and so that the itineraries of the turning points of \( g_t \) are the same as \( g \). Let \( s(t) \) be the parameter \( s \) corresponding to \( t \). So \( s(0) = s \). In order to show that such a family \( g_t \) cannot exist, write \( P \cup \{-1, 1\} = \{a_0, \ldots, a_n\} \) so that \( 0 = a_0 < a_1 < \cdots < a_{n-1} < a_n = 1 \) and write \( v_i = a_i - a_{i-1}, i = 1, \ldots, n \). Since \( g \) is critically finite, the interval \((a_{i-1}, a_i)\) is mapped onto a union
of such intervals, and so the latter union is equal to $s\kappa_j$ times the former. Let $v$ be the column vector $v = (v_1, \ldots, v_n)$ and note that $\sum v_i = 2$. It follows that there exists matrix $A$ (for which each row consists of 0's and a block of some $\kappa_j$'s), so that $v = s^A v$. So $\det(I - sA) = 0$. Since the itineraries of the turning points of $g_t$ are the same as $g$, we have $\det(I - s(t)A) = 0$. It follows that $s(t) = s$ for all $t$ close to zero (since $g_t$ is close to $g$). Notice that $g_t$ and $g$ are conjugate. Indeed, neither of these maps has wandering intervals, nor do they have periodic attractors (because otherwise their critical points cannot be critically finite). By assumption there cannot be an integer $k$ so that $g^k(x) = x$ holds on an interval, and so the same holds for $g_t$. Since the itinerary of the critical orbits of $g$ and $g_t$ are the same it therefore follows that $g_t$ and $g$ are topologically conjugate for each $t$. Let $h_t$ be the conjugacy and take $x < y$ in an interval of monotonicity of $g$. Since $g$ is critically finite, there exists $\delta > 0$ independent of $x, y$, and integers $n(x), n(y)$ so that

(a) there exists $z \in (x, y)$ so that both $g^{n(x)}(x, z)$ and $g^{n(y)}(z, y)$ are monotone and so that $|g^{n(x)}(x, z) - g^{n(y)}(z, y)| \geq \delta$ and $|g^{n(y)}(z, y) - g^{n(y)}(y)| \geq \delta$; here $z$ is so that either $g^{n(x)}(z)$ or $g^{n(y)}(z)$ is equal to a turning point of $g$ or $n(x) = n(y)$ and then we take $z = (x + y)/2$.

By linearity of $g^{n(x)}$, $g^{n(x)}$ and since $g, g_t$ have the same corresponding slopes,

$$\frac{|h_t(x) - h_t(y)|}{|x - y|} = \frac{|h_t(g^{n(x)}(x)) - h_t(g^{n(x)}(y))|}{|g^{n(x)}(x) - g^{n(x)}(y)|},$$

and by property (a) we obtain lower and upper bounds for the right hand side of this expression. So we obtain lower and upper bounds for $|h_t(x) - h_t(y)|$ and similarly for $|h_t(y) - h_t(y)|$, and therefore for $|h_t(x) - h_t(y)|$. It follows that $h_t$ is bi-Lipschitz, and in particular absolutely continuous. Hence $h_t$ is almost everywhere differentiable. Since $h_t \circ g = g_t \circ h_t$, it follows that $Dh_t(g(x) \cdot Dg(x) = Dh_t(x) \cdot Dg(h_t(x))$ for Lebesgue a.e. $x$. Since $g$ and $g_t$ have the same slope on corresponding branches, it follows that $Dh_t(g(x) = Dh_t(x)$ and so $Dh_t$ is Lebesgue a.e. $g$-invariant. Since $g$ is assumed to be ergodic with respect to the Lebesgue measure, it follows that there exists $c \in \mathbb{R}$ so that $Dh_t = c$ Lebesgue almost everywhere. Hence by Newton-Leibnitz for absolutely continuous functions, $h_t(x) = -1 + \int_{-1}^{x} Dh_t(u)du = -1 + c(x + 1)$. Since $h_t(1) = 1$ it follows that $c = 1$. So $g_t = g$, a contradiction. Therefore, Corollary 2.5 applied as $g$ has no attracting or neutral periodic orbits.

10. Families of real maps with discontinuities

In this Section we will give some examples which show that the methods developed in this paper also apply to maps with discontinuities. So assume that a real map $g$ is discontinuous at one point $c$, but that $c_1^c = \lim_{x \to c^-} g(x)$ and $c_1^c = \lim_{x \to c^+} g(x)$ are well-defined. If both these points are eventually periodic, or eventually mapped onto $c$, then let $P$ be the corresponding forward orbits of $c$ and $c^+$. To put this in the frame work of marked maps, consider $\{c_0, 1, c_0, 2, c_1^+\}$ as two separate points (which are identified) and take $P_0 = \{c_{0, 1}, c_{0, 2}\}$. Note that $g$ is not assumed to be holomorphic near $c$. Now take a holomorphic motion of $P$ with $h_\lambda(c_{0,i}) = c_{0,i} = c$ for all $\lambda$ and $i = 1, 2$. We can still take the lift as in (2.3) and also in (2.2) provided we define $p(c_1^+ (\lambda)) = p(c_1^- (\lambda))$ correctly.
10.1. **Piecewise affine Lorenz maps.** Consider the family of affine Lorenz maps \( f_{t,c}(x) = tx + (t-1) x \) for \( x \in [-1, c) \) and \( f_{t,c}(x) = tx - (t-1) x \) for \( x \in (c, 1] \), parametrised by \( t \in (1, 2] \) and \( c \in (-1, 1) \). We say that \( c^- \) and \( c^+ \) are both eventually periodic, if some iterate of \( c_{1,1} = \lim_{x \to c} f_{t,c}(x) \) is either equal to \( c \) or to a periodic orbit, and the same holds for \( c_{1,2} = \lim_{x \to c} f_{t,c}(x) \).

**Theorem 10.1.** Assume that \( c^- \) and \( c^+ \) are (both) periodic or eventually periodic. Then the spectral radius of the corresponding transfer matrix \( A \) is at most 1, and 1 is not an eigenvalue of \( A \); in particular the transversality condition (2.1) holds for the two parameter family \( f_{t,c} \).

To clarify what we mean by (2.1) in the above theorem, write \( c_{0,1} = c^- , c_{0,2} = c^+ \), and consider \( f_{t,c} \) as a marked map \( g \) for which \( P_0 = \{ c^- , c^+ \} \) and \( P \) is the union of \( P_0 \) and the forward orbits of \( c_{1,1} \) and \( c_{1,2} \). So \( P \) is a finite forward invariant set by assumption. Take \( W \subset \mathbb{C}^2 \) to be a small neighbourhood of \( (c_{1,1}, c_{1,2}) \) and define the holomorphic maps \( G_-(w, z) = tz + (t-1) \) and \( G_+(w, z) := tz - (t-1) \), where \( w \in W \), \( t = 1 + \frac{1-w_2}{2} \) and \( p(w) = \frac{w_1 + w_2}{2} \). For these choices of \( t \) and \( p \) it follows that \( G_-(w, p(w)) = w_1 \) and \( G_+(w, p(w)) = w_2 \). In particular, for \( w = (c_{1,1}, c_{1,2}), [-1, 1] \ni z \mapsto G_\pm(w, z) \) agrees with \( g \). So we consider \( G_\pm(w, x) \) as a local holomorphic deformation of \( g \), and the map \( R \) in (2.1) is defined as in Subsection 2.3. So for example, if \( c_1 \) and \( c_2 \) have period \( q_1 \) and \( q_2 \), the above theorem gives that

\[
R(w_1, w_2) = (f^{n_{q_1}}_{t,c}(c^-) - c, f^{n_{q_2}}_{t,c}(c^+) - c),
\]

where \( t = 1 + \frac{1-w_2}{2} \) and \( c = \frac{w_1 + w_2}{2} \), is locally invertible for \( w = (w_1, w_2) \) near \( (c_1, c_2) \).

To prove this theorem, consider real holomorphic motions, i.e. so that \( h_\lambda(x) \in (-1, 1) \) for \( \lambda \) real. Next let \( h_\lambda^{(k+1)} \) be the lift of \( h_\lambda^{(k)} \) and write \( c_1^{(k)}(\lambda) = h_\lambda^{(k)}(c_1) \). Here the lift \( h_\lambda^{(k)} \) is defined as in equations (2.2) and \( (2.3) \) but in (2.3) we take for \( w_1 \) \( > 0 \) \( > w_2 \) (i.e. \( t > 1 \)), \( G_-(w, x) \) for \( x < c \) or \( G_+(w, x) \) for \( x > c \) the linear functions from above.

So arguing exactly as in the previous section we obtain:

**Theorem 10.2.** The transfer operator \( A \) associated to the deformation \( (g, G, p)_W \) of the marked Lorenz map \( g \) has spectral radius at most 1 and 1 is not an eigenvalue of \( A \).

Theorem 10.1 follows from this theorem.

Note that monotonicity of entropy for the symmetric family of Lorenz maps \( f_{t,0} \) does not follow directly from this theorem. However, this follows immediately from the monotonicity for the tent family \( T_1(x) = -t|x| + (t-1) \). Indeed for any \( x \), one has \( f_{t,0}(x) = \pm T_1^0(x) \) and therefore either \( f_{t,0}(x) = T_1^0(x) \) or \( f_{t,0}(x) = T_1^0(-x) \). Hence \( h_{top}(f_{t,0}) = h_{top}(T_1) \).

10.2. **Lorenz maps with a flat critical point.** Fix real numbers \( \ell \geq 1 \) and \( b > 2(\ell + 1) \) and consider the two-parameter family

\[
f_{c_1,c_2}(x) = \begin{cases} 
-bc_1^{-1/|x|} + c_1 & \text{if } x < 0 \\
-bc_1^{-1/|x|} + c_2 & \text{if } x > 0.
\end{cases}
\]

parameterised by \( c_2 < 0 < c_1 \). Note that \( f \) is increasing on each component of \( \mathbb{R} \setminus \{0\} \). Let \( \beta \in (0, \ell^{1/\ell}) \) be the number defined in Subsection 3.2.

Then \( f_{\beta, -\beta}(\pm \beta) = \pm \beta \).

Fix \( -\beta \leq c_2 < 0 < c_1 \leq \beta \) so that both \( 0^- \) and \( 0^+ \) are periodic or eventually periodic for \( f_{c_1,c_2} \). Consider \( g = f_{c_1,c_2} \) as a marked map.
with \( P_0 = \{0^-, 0^+\} \) and with \( P \) the forward iterates of \( P_0 \). For \( w = (w_1, w_2) \) near \((c_1, c_2)\) define \( G_-(w, x) \) to be equal to \(-b|z|^\ell + w_1\) and \( G_+(w, x) = b|z|^\ell + w_2\), define \( p \equiv 0 \).

**Theorem 10.3.** The spectral radius of the operator \( A \) associated to the triple \((g, G, p)\) is less than 1. The transversality condition \((2.7)\) holds for the two-parameter family \( f_{c_1, c_2} \).

**Proof.** Let \( R > 0, U = U^+ \cup U^- \) and \( V \) be as in Lemma 3.2, and define \( F_-(z) := -b|z|^\ell + c_1 \), \( F_+(z) := b|z|^\ell + c_2 \) and \( V_+ = B(c_1, R) \) and \( V_- = B(c_2, R) \). Exactly as in Lemma 3.2 one has \( \text{diam}(U) < R \) and that \( F_-, c_1 : U_- \to V_- \setminus \{c_1\} \) and \( F_+, c_2 : U_+ \to V_+ \setminus \{c_2\} \) are unbranched covering maps. Since \( \text{diam}(U) < R \), for each \((c_1, c_2) \in W := U_+ \times U_- \), one has that

\[
U \subset \overline{S}_- \subset V_- \quad \text{and} \quad U \subset \overline{S}_+ \subset V_+,
\]

where \( S_- = B(c_1, R) \) and \( S_+ = B(c_2, R) \). The proof of the theorem is now a direct generalisation of the proof of Theorem 3.1.

Monotonicity of the topological entropy of the family of symmetric maps \( f_{c_1, c_2} \) follows as in the previous subsection from the corresponding theorem for unimodal maps in Subsection 3.2.

**References**

[1] A. Avila, M. Lyubich and W. de Melo, *Regular or stochastic dynamics in real analytic families of unimodal maps*, Inventiones mathematicae, 2003, 451–550.

[2] H. Bruin, *Non-monotonicity of entropy of interval maps*, Physics Letters A, 1995, 4–8.

[3] H. Bruin, S. van Strien, *Monotonicity of entropy for real multimodal maps*, Journal of the AMS, 28 (2015), 1–61.

[4] X. Buff and A. Epstein, *Bifurcation measure and postcritically finite rational maps*, Complex dynamics, 491–512, A K Peters, Wellesley, MA, 2009.

[5] T. Clark and S. van Strien, *Quasi-symmetric rigidity in one-dimensional dynamics*.

[6] A. Douady. *Topological entropy of unimodal maps: monotonicity for quadratic polynomials. Real and complex dynamical systems*, 65–87 NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 464, Kluwer Acad. Publ., Dordrecht, 1995.

[7] A. Epstein, *Transversality in holomorphic dynamics*, http://homepages.warwick.ac.uk/~mases/Transversality.pdf and slides of talks available in https://icerm.brown.edu/materials/Slides/sp-s12-w1/Transversality_Principles_in_Holomorphic_Dynamics.pdf.

[8] A. Eremenko, Private communication.

[9] A.A. Goldberg and I.V. Ostrovskii, *Value distribution of meromorphic functions*. Translated from the 1970 Russian original by Mikhail Ostrovskii. With an appendix by Alexandre Eremenko and James K. Langley. Translations of Mathematical Monographs, 230. American Mathematical Society, Providence, RI, 2008. xvi+488 pp.

[10] S.F. Kolyada, *One-parameter families of mappings of an interval with a negative Schwarzian derivative which violate the monotonicity of bifurcations*. Ukrainian J. Math. 41 (1989), no. 2, 230–233.

[11] G. Levin, W. Shen and S. van Strien, *Transversality for critical relations of families rational maps: an elementary proof*. Preprint 2016.

[12] G. Levin, *Multipliers of periodic orbits in spaces of rational maps*. Ergodic Theory Dynam. Systems 31 (2011), no. 1, 197–243.

[13] G. Levin, *Perturbations of weakly expanding critical orbits*. Frontiers in complex dynamics, 163–196, Princeton Math. Ser., 51, Princeton Univ. Press, Princeton, NJ, 2014.

[14] C. McMullen, *Complex dynamics and renormalisation*. Princeton University Press, 1994, Princeton.

[15] J. Milnor, *Thurston’s algorithm without critical finiteness*, in Stony Brook IMS Preprint 1992/7, see also arXiv:math/9205209v1.
[16] J. Milnor and W. Thurston. *On iterated maps of the interval. Dynamical systems (College Park, MD, 1986–87)*, 465–563, Lecture Notes in Math., 1342, Springer, Berlin, 1988.

[17] H.E. Nusse and J.A. Yorke, *Period halving for $x_{n+1}=MF(x_n)$ where $F$ has negative Schwarzian derivative*, Phys. Lett. A 127 (1988), no. 6-7, 328–334.

[18] L. Rempe-Gillen and S. van Strien, *Density of hyperbolicity for classes of real transcendental entire functions and circle maps*. Duke Math. J. 164 (2015), no. 6, 1079–1137.

[19] S. van Strien, *Misiurewicz maps unfold generically (even if they are critically non-finite)*. Fund. Math. 163 (2000), no. 1, 39–54.

[20] S. van Strien, *One-Parameter Families of Smooth Interval Maps: Density of Hyperbolicity and Robust Chaos*, Proc. A.M.S. 138 (2010), 4443-4446.

[21] D. Sullivan. *Unpublished*.

[22] M. Tsujii, A note on Milnor and Thurston’s monotonicity theorem. Geometry and analysis in dynamical systems (Kyoto, 1993), 60–62, Adv. Ser. Dynam. Systems, 14, World Sci. Publ., River Edge, NJ, 1994.

[23] M. Tsujii. *A simple proof for monotonicity of entropy in the quadratic family*, Ergodic Theory Dynam. Systems 20 (2000), 925–933.

[24] A. Zdunik, *Entropy of transformations of the unit interval*, Fund. Math. 124 (1984), 235–241 Ergodic Theory Dynam. Systems 20 (2000), no. 3, 925–933.