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Tiivistelmä

Väitöskirjassa tutkitaan integraaligeometriaan liittyviä inversio-ongelmaia. Geodeettinen sädemuunnos on operaattori, joka laskee funktion polkuintegraalin geodeesia pitkin. Väitöskirjassa määritetään monia ehtoja, joilla tällainen tieto määrrää funktion yksikäsitteisesti ja vakaa. Lisäksi osana väitöskirjan työtä on toteutettu numeerinen malli, jota voidaan käyttää tietokonetomografiassa.

Väitöskirjan johdannossa esitetään inversio-ongelmien peruskäsitteitä ja tietokonetomografiaan läheisesti liittyviä matemaattisia malleja. Johdannon pääpaino on integraaligeometriassa ongelmien määrittelyssä, tutkimusaiheen kirjallisuuskatsauksessa ja väitöskirjan tutkimustulojen esittelyssä. Lisäksi annetaan lista integraaligeometrian tärkeää avoimista matemaattisista ongelmista.

Väitöskirjan ensimmäisessä artikkelissa osoitetaan, että symmetrinen solenoidaalinen tensorikenttä voidaan määrittää yksikäsitteisesti sen geodeettisesta sädemuunnoksesta Cartan-Hadamard monistolla, kun tietyt geometriasta riippuvat vähennetiedot täyttävät. Tutkittu integraalimuunnos esiintyy sirontaan liittyvissä käänteisongelmissa kvanttifiysikaan ja yleisessä suhteellisuusteoriassa.

Väitöskirjan toisessa artikkelissa osoitetaan, että palottain vakio vektoriarvoinen funktio voidaan määrittää yksikäsitteisesti sen matriisipainotetusta geodeettisesta sädemuunnoksesta reumallisella Riemanin monistolla, jos geometria sallii aidosti konvexkin funktion olemassaolon ja epäsäteellisemman kääntömuunnoksen olemassaolon ja epäsäteellisemman matriisipainon riippuvuutena. Tällaisa integraalimuunnosta voidaan käyttää mallintamaan attenuoida sädemuunnosta sekä inversio-ongelmia konnektiolle ja Higgsin kentälle.

Väitöskirjan kolmannessa ja neljännessä artikkelissa tutkitaan geodeettista sädemuunnosta suljettujen geodeesien yli toruksella, kun funkktioiden säännöllisyys on alhainen. Neljännessä artikkelissa tarkastellaan lisäksi tällaisen muunnoksen yleistystä, kun funktion integraalit tunnetaan isometrisesti upotettujen alempisteisten toruksien yli. Artikkeleissa todistetaan uusia rekonstruktioavointa, regularisointistrategioita ja vakaustestimaatteja tällaisille integraalimuunnoksille. Saaduilla tutkimustuloksilla on sovelluskohteita erilaisissa laskennallisissa tomografiamenetelmissä.
This dissertation is concerned with integral geometric inverse problems. The geodesic ray transform is an operator that encodes the line integrals of a function along geodesics. The dissertation establishes many conditions when such information determines a function uniquely and stably. A new numerical model for computed tomography imaging is created as a part of the dissertation.

The introduction of the dissertation contains an introduction to inverse problems and mathematical models associated to computed tomography. The main focus is in definitions of integral geometry problems, survey of the related literature, and introducing the main results of the dissertation. A list of important open problems in integral geometry is given.

In the first article of the dissertation, it is shown that a symmetric solenoidal tensor field can be determined uniquely from its geodesic ray transform on Cartan-Hadamard manifolds, when certain geometric decay conditions are satisfied. The studied integral transforms appear in inverse scattering theory in quantum physics and general relativity.

In the second article of the dissertation, it is shown that a piecewise constant vector-valued function can be determined uniquely from its geodesic ray transform with a continuous and non-singular matrix weight on Riemannian manifolds that admit a strictly convex function and have a strictly convex boundary. These integral transforms can be used to model attenuated ray transforms and inverse problems for connections and Higgs fields.

The third and fourth articles of the dissertation study the geodesic ray transform over closed geodesics on flat tori when the functions have low regularity assumptions. The fourth article studies a generalization of the geodesic ray transform when the integrals of a function are known over lower dimensional isometrically embedded flat tori. New inversion formulas, regularization strategies and stability estimates are proved in the articles. The new results have applications in different computational tomography methods.
1. Introduction

One of the most fundamental inverse problems asks if an unknown function is determined uniquely from the knowledge of the values of its line integrals over all possible lines in Euclidean space. This is in fact the mathematical model used for X-ray computed tomography (CT). This can be viewed as an integral transform acting on functions. Its many possible generalizations model other tomographic methods such as computerized axial tomography (CAT), positron-emission tomography (PET) and single-photon emission tomography (SPECT). It also has close connection to other inverse problems and applications such as seismic imaging, electrical impedance tomography, polarization tomography, quantum state tomography, inverse spectral problems and inverse scattering problems. This thesis studies generalizations of X-ray tomography on Riemannian manifolds.

This introductory part of the thesis is organized as follows. We discuss inverse problems and X-ray computed tomography in general in sections 1.1 and 1.2 respectively. We shortly describe the articles (A)–(D) in section 1.3. Preliminaries on Riemannian manifolds are given in section 2. We define different geodesic tomography models and corresponding inverse problems in section 3. We also survey related solved and unsolved problems in section 3. We introduce the main results of this thesis in section 4. The results are proved in the included articles (A)–(D).

1.1. Inverse problems. Inverse problems is a field of mathematics where one typically measures data outside or on the boundary of an object and wants to recover knowledge of its internal structure. Such mathematical problems occur often in medical, engineering and physical applications. In some inverse problems, measurements are done
very far from an object. Such problems can be naturally studied using noncompact spaces in mathematical models.

Typical mathematical questions that one studies in inverse problems include:

i) *(Forward problem)* What is a good mathematical model that captures the physical phenomenon which relates measurement data to physical parameters of an unknown object? Does the mathematical model define data uniquely?

ii) *(Uniqueness)* Do measurements determine the unknown physical parameters uniquely? If not, can non-uniqueness be characterized?

iii) *(Reconstruction)* How can the unknown physical parameters be computed from measurement data?

iv) *(Stability)* Do the unknown physical parameters depend continuously on measurement data? Does there exists a quantitative stability estimate?

v) *(Simulations and regularization)* How can reconstruction methods be implemented into numerical algorithms? How to overcome instability caused by ill-posedness and measurement noise, finiteness of measurements, and numerical approximations?

The questions i)–ii) are encountered in (A), the question ii) in (B), and the questions iii)–v) in (C) and (D). The textbooks [42, 45, 57] and the survey [80] can be used to find more details and references on inverse problems in general.

1.2. **X-ray tomography and its generalizations.** Let \( f \) be a function \( \mathbb{R}^n \to \mathbb{R} \). One defines the *X-ray transform* in \( \mathbb{R}^n \) as

\[
\mathcal{R}f(x, v) = \int_{\mathbb{R}} f(x + tv) dt
\]

(1)

where \((x, v) \in \mathbb{R}^n \times S^{n-1}\) whenever the integral is well-defined and finite. This is the standard mathematical model for X-ray tomography measurements, and it is also known as the *Radon transform* if \( n = 2 \). In higher dimensions, the X-ray transform and the Radon transform are different operators [28]. The corresponding uniqueness problem asks if \( \mathcal{R}f = \mathcal{R}g \) implies that \( f = g \). The other questions i)–v) of section 1.1 could be asked as well.

The inverse problems associated to the X-ray transform were first studied by Johann Radon in 1917 [73]. Fritz John characterized the range of the X-ray transform in \( \mathbb{R}^3 \) in terms of ultrahyperbolic equations (called *John’s equations*) in 1938 [41]. Later, the mathematical problem was restudied independently by Allan Cormack in 60s [12, 13]. Godfrey Hounsfield studied practical CT imaging a few years later.
For their seminal works on CT imaging, Cormack and Hounsfield won the 1979 Nobel Prize in Physiology or Medicine. The monographs [59, 13, 28] and the surveys [72, 29, 46] are recommended references on the mathematics of the X-ray and Radon transforms.

The X-ray transform can be generalized many ways:

i) Instead of integrating over straight lines, suppose one knows integrals of $f$ over other families of curves. For example, data could be measured over geodesics of a Riemannian manifold.

ii) Instead of integrating against the measure $dt$, suppose one knows integrals of $f$ against the weighted measure $w(x, v)dt$ where $w(x, v) > 0$ is a continuous function on $\mathbb{R}^n \times S^{n-1}$.

iii) Instead of integrating over straight lines, suppose one knows integrals of $f$ over other families of sets. For example, data could be measured over hyperplanes.

iv) Instead of integrating a function, suppose one knows integrals of a tensor field so that the value of $f$ depends also on the direction of an X-ray, not only on a point in $\mathbb{R}^n$.

v) Some combination of the above cases.

The case i) corresponds to the geodesic X-ray transform, ii) to the X-ray transform with weights, iii) to the Radon transform, and iv) to tensor tomography. These different generalizations of the X-ray transform are studied in this thesis. One of the fundamental properties is that all of these integral transforms are linear. This reduces the uniqueness problem to studying kernels of the transforms.

The field of inverse problems that studies these integral transforms, among other problems of similar nature, is often called integral geometry. For example, the boundary rigidity problem asks if the knowledge of distances between any two boundary points determines the geometrical shape of a compact connected object with boundary uniquely (see section 3.4 for a rigour formulation). This is an example of a nonlinear integral geometry problem. We give a more detailed introduction to integral geometry problems in section 3. More references and recent developments in integral geometry can be found from the textbook [76] and the surveys [66, 38].

1.3. On the articles in this thesis. The first article [A] with Lehtonen and Salo considers tensor tomography on Cartan-Hadamard manifolds. Tensors can be used for modeling physical parameters that have spatial and directional dependence. In this work, we characterize the kernel of the geodesic ray transform for symmetric tensor fields of any order under sufficient decay conditions. This generalizes injectivity results of the geodesic ray transform from compact manifolds with boundary to noncompact manifolds.
The second article (B) with Ilmavirta considers the geodesic ray transform with matrix weights on manifolds that admit a strictly convex function. In this work, we restrict our study to the class of piecewise constant vector-valued functions. We show injectivity of this transform under the assumption that the weight is continuous and invertible at any point. This assumption on weights is very mild, and counterexamples for injectivity on smooth functions exist even in Euclidean case. The geometric assumption is equivalent to a manifold being nontrapping in dimension two. Injectivity of the geodesic ray transform (without a weight) for smooth functions on nontrapping manifolds is one of the most important unanswered geometric inverse problem at the moment.

The third article (C) with Ilmavirta and Koskela studies the geodesic X-ray transform over periodic geodesics on the flat 2-torus. In this work, reconstruction methods, including regularization and numerical implementations, drive theoretical considerations. We prove new reconstruction formulas for integrable functions, solve a minimization problem associated to Tikhonov regularization in Sobolev spaces, and prove that the unique minimizer provides a regularization strategy. We have also computed and analyzed the adjoint and the normal operators. Regularization of reconstructions is important since measurement noise is amplified in practice due to ill-posedness of the problem. Another reason for regularization is that one can collect only finitely many measurements in practice. We created Matlab codes, performed numerical tests and demonstrated how the developed methods can be applied in practical CT imaging.

The fourth article (D) studies the $d$-plane Radon transforms on the flat $n$-tori $\mathbb{T}^n$. The main results in (D) extend theorems in (C) to higher dimensions. In addition, new stability estimates in Bessel potential norms and inversion formulas for periodic distributions are proved. It is shown that the $d$-plane Radon transforms maps the Bessel potential spaces continuously into the weighted Bessel potential spaces on $\mathbb{T}^n \times \text{Gr}(d, n)$ where $\text{Gr}(d, n)$ is the collection of $d$-dimensional subspaces of $\mathbb{Q}^n$. The use and analysis of such structures is the main methodological advance compared to (C). Quite surprisingly, one of the inversion formulas in (D) implies that a compactly supported function on the plane with zero average is a sum of its X-ray data.

2. Preliminaries on Riemannian manifolds

Let $(M, g)$ denote a Riemannian manifold with or without boundary. We assume always that $M$ is complete and $\dim(M) \geq 2$. We define the following notations:
\bullet The unit tangent bundle is denoted by
\[ SM = \{ (x, v) \in TM \mid |v|_g = 1 \}. \] (2)

\bullet If \((x, v) \in SM\), then \(\gamma_{x,v} \) denotes the unique unit-speed geodesic such that \(\gamma(0) = x \) and \(\dot{\gamma}(0) = v\). The set of maximal unit-speed geodesics of \(M\) is denoted by \(\Gamma\).

\bullet We denote the boundary of \(M\) by \(\partial M\) and by \(\nu(x)\) the inward pointing unit normal of \(\partial M\) at \(x \in \partial M\).

\bullet We say that \(M\) has a \textit{strictly convex boundary} if the second fundamental form of \(\partial M\) is positive definite or, equivalently, principal curvatures of \(\partial M\) are positive.

\bullet We denote the covariant derivative by \(\nabla\) and the Riemannian curvature tensor by \(R\).

\bullet We denote the sectional curvature of a two-plane \(\Pi \subset T_xM\) by \(K_x(\Pi)\) and \(K(x) = \sup\{ |K_x(\Pi)| \mid \Pi \subset T_xM\) is a two-plane \}.\]

We write \(K \leq 0\) if \(K_x(\Pi) \leq 0\) for any \(x \in M\) and any two-plane \(\Pi \subset T_xM\). In this case, we say that \(M\) has \textit{non-positive (sectional) curvature}.

2.1. \textbf{Definitions related compact Riemannian manifolds with boundary.} Let \((M, g)\) be a compact Riemannian manifold with a strictly convex boundary. We define some useful geometric terminology in this sections. In the following sections, we give results on geodesic ray transforms using these different geometric definitions.

We say that \(M\) is \textit{simple} if the exponential map \(\exp_p : T_pM \to M\) is a diffeomorphism from its maximal domain for any \(p \in M\). This, in particular, implies that there are no conjugate points, any two points are connected by a unique geodesic, and \(M\) is diffeomorphic to the Euclidean ball of dimension \(\dim(M) \leq 70\). We say that \(M\) is \textit{nontrapping} if \(\gamma_{x,v}(t)\) meets \(\partial M\) in finite time for any \((x, v) \in SM\). In particular, simple manifolds are nontrapping.

We say that \(f : M \to \mathbb{R}\) is a \textit{strictly convex function} if \(f \in C^\infty(M)\) so that \(\Hess_x(f)\) is positive definite for any \(x \in M\) or, equivalently, \((f \circ \gamma)'(t) > 0\) for every geodesic \(\gamma \in \Gamma\). A manifold \(M\) satisfies the \textit{foliation condition} if there exists a strictly convex function \([81, 68]\).

\textbf{Remark 2.1.} The level sets of a strictly convex function are strictly convex hypersurfaces besides the special case of the minimum whose level set is a single point \([68]\). The corresponding level sets form layers that foliate the whole manifold. The tangential geodesics of a strictly convex hypersurface do not locally travel inside the hypersurface. Using the foliation condition, this type of behavior can be made global.
In turn, this allows one to use a layer stripping argument for proving injectivity of the geodesic ray transform if local injectivity can be shown [81].

The trapped set of $M$, denoted by $K \subset SM$, consists of points $(x, v) \in SM$ such that $\gamma_{x,v}(t)$ does not meet the boundary $\partial M$ for any $t \in \mathbb{R}$. In particular, if $M$ is nontrapping (in the sense of above), then $K = \emptyset$. The trapped set is said to be hyperbolic if there is a certain orthogonal splitting to geodesic, stable and unstable parts of $T_{(x,v)}(SM)$ for any $(x,v) \in K$. For exact definitions, see [61, 23].

Let $\beta \geq 0$. We say that $J$ is $\beta$-Jacobi field along $\gamma \in \Gamma$ if it satisfies

$$D_t^2 J(t) + \beta R(J(t), \dot{\gamma}(t))\dot{\gamma}(t) = 0.$$  \hspace{1cm} (3)

We say that two distinct points along $\gamma$ are $\beta$-conjugate if there exists a non-trivial $\beta$-Jacobi field which vanishes at the points. The $\beta$-terminator value $\beta_{Ter}$ is the supremum of the numbers $\beta$ so that $M$ is free of $\beta$-conjugate points. In particularly $\beta_{Ter} = \infty$ if and only if $K \leq 0$, and $M$ has no conjugate points if and only if $\beta_{Ter} \geq 1$. For more details see [67].

Remark 2.2. We do not study manifolds that have trapped geodesics in this thesis, but this condition is included as we will give references to other works on the geodesic ray transform where a hyperbolic trapped set is a part of the geometrical assumptions. Our reason for introducing $\beta$-Jacobi fields here is similar and they are not applied in this thesis.

2.2. Cartan-Hadamard manifolds. We say that a Riemannian manifold $(M, g)$ without boundary is a Cartan-Hadamard manifold if $(M, g)$ is complete, simply connected and $K \leq 0$. The classical Cartan-Hadamard theorem states that $\exp_p : T_p M \to M$ is a diffeomorphism for any $p \in M$ (see e.g. [70] Chapter 6 or [49] Chapter 11]). In particular, $M$ with $\dim(M) = n$ is diffeomorphic to Euclidean space $\mathbb{R}^n$. This implies that Cartan-Hadamard manifolds are noncompact.

The model spaces of Cartan-Hadamard manifolds are the hyperbolic space $\mathbb{H}^n$ ($K \equiv -1$) and Euclidean space $\mathbb{R}^n$ ($K \equiv 0$). Many other examples can be constructed using warped products with radial metrics [9, 44, 22, 70]. A discussion on such constructions, related to the theorems of the article [A] is given in [A] Section 2].

3. Geodesic tomography problems

3.1. Geodesic tensor tomography. We denote by $C^1(T^m M)$ the set of $C^1$-smooth covariant $m$-tensor fields of $M$ and by $C^1(S^m M) \subset C^1(T^m M)$ the set of symmetric covariant $m$-tensor fields. Each $f \in$
$C^1(T^m M)$ can be written in local coordinates as
\[ f = f_{j_1 \ldots j_m}(x)dx^{j_1} \otimes \cdots \otimes dx^{j_m} \]
using the Einstein summation convention. Let $\Pi_M$ denote the permutation group of $\{1, \ldots, m\}$. Tensors in $f \in C^1(S^m M)$ are symmetric in the sense that
\[ f = f_{j_\sigma(1) \ldots j_{\sigma(m)}}(x)dx^{j_1} \otimes \cdots \otimes dx^{j_m} \]
for any $\sigma \in \Pi_m$.

If every maximal geodesic of $M$ has finite length, then one defines the geodesic ray transform of symmetric $m$-tensor fields by the formula
\[ I_m f(\gamma) = \int_\gamma \lambda_m f(\gamma(t), \dot{\gamma}(t))dt \]
where $\gamma \in \Gamma$ and $\lambda_m f(x, v) = f_{j_1 \ldots j_m}(x)v^{j_1} \cdots v^{j_m}$ is a mapping $SM \to \mathbb{R}$. In fact, $\lambda_m$ maps $C^1(S^m M) \to C^1(SM)$ so that the spherical harmonics decomposition with respect to $v$ of $\lambda_m f$ is of degree $m$. A more detailed exposition of symmetric tensors and $\lambda_m$ are given in [76, 14]. There is also a brief discussion in [A], Section 3.3.

In general, the geodesic ray transform $I$ can be straightforwardly defined for every $f \in C(SM)$ if every maximal geodesic of $M$ has finite length. However, this transform always has a non-trivial kernel on manifolds with boundary, even in the case of symmetric $m$-tensor fields with $m \geq 1$, as we will explain later. This motivates to study functions of $C(SM)$ that have a special form.

In the article [A], we study the kernel of the geodesic X-ray transform on Cartan-Hadamard manifolds for functions that arise from symmetric tensors. In this case, any maximal geodesic of $M$ has infinite length. Therefore, the integrals (6) are finite only if the tensors decay sufficiently fast along every geodesic.

3.1.1. On the kernel of $I_m$ and solenoidal injectivity. We define the symmetrization of a tensor $\sigma_m : T^m M \to S^m M$ by
\[ \sigma_m(f) = \frac{1}{m!} \sum_{\sigma \in \Pi_m} f_{j_{\sigma(1)} \ldots j_{\sigma(m)}}(x)dx^{j_1} \otimes \cdots \otimes dx^{j_m}. \]

Let $\varphi_t(x, v) = (\gamma_{x,v}(t), \dot{\gamma}_{x,v}(t))$ be the geodesic flow on $SM$. One defines the geodesic vector field $X$ for functions in $C^1(SM)$ as
\[ Xf(x, v) := \frac{d}{dt} f(\varphi_t(x, v))|_{t=0}. \]

Suppose now that $M$ is a nontrapping Riemannian manifold. One can show that $IXf = 0$ for any $f \in C^1(SM)$ with $f|_{\partial M} = 0$ by the
fundamental theorem of calculus. Another calculation shows that
\[ X(\lambda_m f) = \lambda_m (\sigma_m \nabla f) \]
for any \( f \in C^1(S^m M) \). Therefore, if \( m \geq 1 \), the kernel of \( I_m \) contains all symmetric \( m \)-tensors of the form \( \sigma_m \nabla f \) where \( f \in C^1(S^{m-1} M) \) and \( f|_{\partial M} = 0 \). We say that \( f \) is a potential of the tensor \( \sigma_m \nabla f \).

We identify the space \( C^1(S^{-1} M) \) as the space of the zero function. We say that \( I_m \) is \( s \)-injective if the kernel of \( I_m \) contains only tensors that arise from a potential described above. This implies that the solenoidal part of a symmetric tensor can be uniquely determined from its geodesic ray transform (see [76] for details about the Helmholtz decomposition of symmetric tensors). We list next some known injectivity results for smooth tensor fields on compact Riemannian manifolds with a strictly convex boundary:

- If \( M \) is a simple manifold, then \( I_m \) is \( s \)-injective for \( m = 0, 1 \) [58, 4].
- If \( M \) is a simple manifold whose metric is from a generic class (including real analytic metrics), then \( I_2 \) is \( s \)-injective [77].
- If \( M \) is a simple manifold of \( \dim(M) = 2 \), then \( I_m \) is \( s \)-injective for every \( m \geq 0 \) [64].
- If \( M \) is a nontrapping manifold of \( \dim(M) = 2 \), \( I_m \) is \( s \)-injective for \( m = 0, 1 \) and the adjoint of \( I_0 \) is surjective, then \( I_m \) is \( s \)-injective for every \( m \geq 0 \) [64].
- If \( M \) is a simple manifold with \( n = \dim(M) \geq 2 \) and \( \beta_{Tel} \geq \frac{m(m+n-1)}{2m+n-2} \), then \( I_m \) is \( s \)-injective [67].
- If \( M \) is a nontrapping manifold of \( \dim(M) \geq 3 \) with a strictly convex foliation, then \( I_m \) is \( s \)-injective for \( m = 0, 1, 2, 4 \) [81, 78, 15].
- If \( M \) is a compact Riemannian manifold with no conjugate points and hyperbolic trapped set, then \( I_m \) is \( s \)-injective for \( m = 0, 1 \). If moreover \( K \leq 0 \), then \( I_m \) is \( s \)-injective for every \( m \geq 0 \) [23].
- If \( M \) is a compact Riemannian manifold of \( \dim(M) = 2 \) with no conjugate points and hyperbolic trapped set, then \( I_m \) is \( s \)-injective for every \( m \geq 0 \) [50].
- If \( M \) is a simple manifold with real analytic metric, then \( I_m, m \in \mathbb{N} \), admit a certain local support theorem [47, 1]. (These results are partly contained in the results of [81, 78, 15].)

We state some of the related open problems in section 3.4.

3.2. Geodesic ray transform with matrix weights. Suppose that \( W : SM \to \mathbb{C}^{m \times m} \) is continuous and \( W(x, v) : \mathbb{C}^m \to \mathbb{C}^m \) is injective.
for any \((x, v) \in SM\). Let \(f : SM \to \mathbb{C}^m\) be a continuous function. One can then define the geodesic ray transform with the weight \(W\) as

\[
I_W f(x,v) := \int_{a_{x,v}}^{b_{x,v}} W(\gamma_{x,v}(t), \dot{\gamma}_{x,v}(t)) f(\gamma_{x,v}(t), \dot{\gamma}_{x,v}(t)) dt
\]

(10)

where \([a_{x,v}, b_{x,v}]\) is the maximal domain of \(\gamma_{x,v} \in \Gamma\) (possibly infinite).

The corresponding uniqueness problem asks if the knowledge of \(I_W f\) and \(W\) determine \(f\) uniquely. There exist counterexamples and positive results to the uniqueness problem. Clearly, if \(W\) does not depend on the coordinate \(v\), then injectivity of \(I_W\) is equivalent to injectivity of \(I\) without a weight (i.e. \(W \equiv 1\)).

An important special case of the geodesic ray transforms with weights is the attenuated geodesic ray transform. The attenuated geodesic ray transforms is studied very recently for example in [74, 63, 6, 30, 56, 55, 8]. In the simplest model for the attenuated ray transform (with \(m = 1\)), the weight has a special form

\[
w_a(x,v) = \exp \left( \int_{t_{x,v}}^{0} a(\gamma_{x,v}(s)) \, ds \right), \quad a \in C(M),
\]

(11)

where \(t_{x,v}\) is the maximal backward time for the geodesic \(\gamma_{x,v}\) (possibly infinite). The attenuated ray transform is the mathematical basis for the medical imaging method SPECT [16, 60, 17]. Other applications of matrix weighted ray transforms are described in the introduction of the article [B]. More details and references can be found from [38].

We list some positive injectivity results next:

- If \((M, g)\) is a compact Riemannian manifold of \(\dim(M) \geq 3\) with a strictly convex boundary and admits a smooth strictly convex function, and \(W \in C^\infty(SM; GL(k, \mathbb{C}))\), then \(I_W\) is injective for smooth functions [68].
- Let \((M, g)\) be a simple manifold of \(\dim(M) = 2\). Let \(a \in C^\infty(M)\) be a complex function and \(I^a = I_{w_a}\) the attenuated ray transform with the weight \(w_a\). Suppose that \(F(x,v) = f(x) + \alpha(x,v)\) is the sum of a function \(f \in C^\infty(M)\) and a 1-form \(\alpha \in C^\infty(T^1 M)\). If \(I^a F = 0\), then \(F(x,v) = ap(x) + \nabla p(x,v)\) for some \(p \in C^\infty(M)\) with \(p|_{\partial M} = 0\) [74]. The result generalizes to the matrix weighted case where the matrix weight is the sum of a smooth unitary connection and a smooth skew-Hermitian matrix function [63], and to higher dimensions if \(K \leq 0\) [24, 62].
- If \(M\) has a strictly convex boundary and \(w \in C(SM)\), then \(I_w f\) determines the boundary jet of a smooth function [31]. Hence, \(I_w\) is injective for analytic functions. This result is based on
a local argument and generalizes to the matrix weighted case straightforwadly even though it is not stated in [31].

- Many positive results are known in Euclidean spaces. If \( n \geq 2 \), \( w \) is smooth, and has a rotation invariance [71] or \( w \) is real analytic [11], then \( I_w \) is injective. If \( n \geq 3 \) and the weight is regular enough (\( C^{1,\alpha} \) is sufficient for example), then \( I_w \) is injective [52, 16, 33].

There are two important counterexamples for uniqueness in Euclidean spaces [10, 20]. The counterexample in [10] gives a construction of a smooth weight so that the kernel of \( I_w \) is nontrivial on the unit disk of the plane. The counterexample in [20] gives a construction of a \( \alpha \)-Hölder continuous rotation invariant weight (in the sense of [71]) in \( \mathbb{R}^n, n \geq 2 \), for some small \( \alpha > 0 \), so that the kernel of \( I_w \) is nontrivial. This also gives a counterexample to the result of [71] if the weight is not regular enough.

In the article [B], we restrict our study to the class of piecewise constant functions. We show that under this assumption continuity of a matrix weight is sufficient for showing that \( I_W f = 0 \) implies \( f = 0 \). This result is valid for manifolds of \( \dim(M) \geq 2 \) that admit a strictly convex function.

3.3. Geodesic ray transform on closed manifolds. Suppose that \((M, g)\) is a closed Riemannian manifold with \( \dim(M) \geq 2 \). Let \( \Gamma_c \subset \Gamma \) be the set of closed unit speed geodesics. Let \( \tau_\gamma \) be the smallest period of \( \gamma \in \Gamma_c \). The geodesic ray transform on a closed manifold is defined by

\[
I f(\gamma) = \int_0^{\tau_\gamma} f(\gamma(t))dt.
\]

This definition can be generalized to the functions on \( SM \) as well.

There is again a vast literature on the geodesic ray transforms of this type in general. A lot is known for flat tori, Lie groups and other symmetric spaces [32, 34, 28, 29]. More generally, the geodesic ray transform has been studied on Anosov surfaces and manifolds of negative curvature [67, 24, 65]. It has applications to the spectral rigidity problem which asks if the spectrum of the Laplace-Beltrami operator determines the metric up to a natural gauge [25, 26].

A historically interesting fact is that the geodesic ray transform of \( S^2 \), called the Funk transform, was studied for the first time by Hermann Minkowski in the early 1900s [54] and by Paul Funk a few years later [18, 19], about a decade before the first studies of Radon on \( \mathbb{R}^2 \). The injectivity result on \( S^2 \) states that a symmetric function can be uniquely determined from its line integrals over great circles [19].
In the article \([C]\), we study the ray transform of closed geodesics in the special case of the flat torus \((\mathbb{T}^2, g_E)\). Our arguments in \([C]\) are specialized to the case of the flat tori and based on rather simple analysis of Fourier series. The work \([C]\) has applications in computational reconstructions from practical X-ray data since the geometry is flat. These results are further generalized to the periodic \(d\)-plane Radon transforms on \((\mathbb{T}^n, g_E)\) in the article \([D]\). These generalizations require suitable weighted Sobolev spaces on the image side, and give another view of the theorems in \([C]\) in terms of weighted Sobolev spaces.

3.4. Related open problems. We list here some important open problems in integral geometry \([66, 38]\):

i) Is \(I_m\) s-injective for \(m \geq 2\) if \((M, g)\) is a simple manifold and \(\dim(M) \geq 3\)?

ii) Is \(I_m\) s-injective for \(m \geq 0\) if \((M, g)\) is a nontrapping manifold and \(\dim(M) \geq 2\)?

iii) If \((M, g)\) is a simple or a nontrapping manifold and \(\dim(M) \geq 3\), does there exist a strictly convex function?

iv) Is \(I_m\) s-injective for \(m \geq 0\) if \((M, g)\) has a strictly convex boundary and a strictly convex function, and \(\dim(M) = 2\)?

v) Is the attenuated geodesic ray transform \(I^a\) injective if \((M, g)\) is a simple manifold and \(\dim(M) \geq 3\)?

vi) Is the attenuated geodesic ray transform \(I^a\) injective if \((M, g)\) is a nontrapping manifold and \(\dim(M) \geq 2\)?

vii) Is the class of simple metrics of \(M\) with \(\dim(M) \geq 3\) boundary distance rigid: Suppose that \(g\) and \(h\) are simple metrics on \(M\). Does \(d_g|_{\partial M \times \partial M} = d_h|_{\partial M \times \partial M}\) imply that \(g = \varphi_* h\) for some diffeomorphism \(\varphi : M \to M\) with \(\varphi|_{\partial M} = \text{Id}\)?

If one can solve one of the corresponding problems for nontrapping manifolds with a positive answer, then this would solve the corresponding problem for simple manifolds. Vice versa, counterexamples for simple manifolds would serve as counterexamples for nontrapping manifolds. The positive answer to the question [ii] was conjectured in [64] when \(\dim(M) = 2\), and the problem [iv] is equivalent to [ii] in this case [68]. A positive answer to [iii] in the case of simple manifolds would imply a positive answer to the boundary rigidity problem [vii] [81] [78] and the injectivity problem [v] [68]. The positive answer to the problem [vii] was conjectured by Michel in 1981 [53], and was proved when \(\dim(M) = 2\) by Pestov and Uhlmann in 2005 [69]. As far as the author knows, there do not exist positive theorems or counterexamples to the precise statements of the problems in this list.

Injectivity of the geodesic ray transform with a smooth weight is also open on simple manifolds of \(\dim(M) \geq 3\). In \(\dim(M) = 2\), a
positive answer cannot be obtained due to the smooth counterexample of Boman \cite{Boman10} on Euclidean plane. Minimal regularity assumptions of the weights for which injectivity of $I_w$ holds is also an open question in $\mathbb{R}^n$, $n \geq 3$ \cite{20, 33}. For example, is $I_w$ injective on smooth functions of the closed unit ball of $\mathbb{R}^n$, $n \geq 3$, if $w$ is Lipschitz continuous?

If a Riemannian manifold $M$ is assumed to be noncompact, then there are many results in symmetric geometries, but several questions of integral geometry are yet unstudied in more general geometries. The article \cite{A} and the work \cite{21} contain the only s-injectivity results, that the author is aware of, when special symmetries such as a constant curvature is not assumed. A further discussion on the geodesic ray transform on noncompact manifolds is given in section 4.1 of the thesis.

4. Main results

4.1. S-injectivity of the geodesic ray transform on Cartan-Hadamard manifolds, \cite{A}. We begin by introducing some notations and definitions. We then state our main results in the article \cite{A} and discuss earlier works in tensor tomography on noncompact manifolds. We finish this section by giving an outline of the used methods and arguments.

Let $(M, g)$ be a Cartan-Hadamard manifold. Fix a point $o \in M$. If $\eta > 0$ and $f \in C(M)$, we say that $f$ decays exponentially and denote that $f \in E_\eta(M)$ if

$$|f(x)| \leq Ce^{-\eta d(x,o)} \quad \text{for some } C > 0,$$

and $f$ decays polynomially and denote that $f \in P_\eta(M)$ if

$$|f(x)| \leq C(1 + d(x,o))^{-\eta} \quad \text{for some } C > 0.$$  

Let $f \in C^1(M)$. We denote $f \in E^1_\eta(M)$ if $|f(x)| + |\nabla f(x)| \in E_\eta(M)$, and $f \in P^1_\eta(M)$ if $|f(x)| \in P_\eta(M)$ and $|\nabla f(x)| \in P_{\eta+1}(M)$.

Let $f, h \in C^1(T^mM)$. We define the standard inner product for $m$-tensors on $T_xM$ by

$$g_x(f, h) := g^{j_1k_1}(x) \cdots g^{j_mk_m}(x)f_{j_1\cdots j_m}(x)h_{k_1\cdots k_m}(x).$$

The norm is defined by $|f|_g := \sqrt{g(f, f)}$ and defines a mapping $M \to \mathbb{R}$. If $f \in C^1(S^mM)$, then we write $f \in E_\eta(M)$ if $|f|_g \in E_\eta(M)$, and $f \in E^1_\eta(M)$ if $|f|_g \in E_\eta(M)$ and $|\nabla f|_g \in E_\eta(M)$. We define analogously the sets $P_\eta(M)$ and $P^1_\eta(M)$ for tensors.

In \cite{A} Lemma 4.1, we show that $I_m f$ is well defined if $f \in P_\eta M$ for some $\eta > 1$. Since $M$ is noncompact and every geodesic has infinite length, this must be shown. It is also straightforward to argue that the kernel of $I_m$ contains symmetric tensors of the form $\sigma_m(\nabla f)$ such that
$f \in C(S^{m-1}M)$ and $f$ has suitable decay at infinity. We are ready to state our main results on s-injectivity of $I_m$ on Cartan-Hadamard manifolds.

**Theorem 4.1** ([A] Theorem 1.1). Let $(M, g)$ be a Cartan-Hadamard manifold of dimension $n \geq 2$ with $-K_0 \leq K \leq 0$ for some $K_0 > 0$. Let $f \in E_1^\eta (M)$ be a symmetric $m$-tensor field for some $\eta > \frac{n+1}{2}\sqrt{K_0}$. If $I_m f = 0$, then $f = \sigma_m(\nabla h)$ for some symmetric $(m-1)$-tensor field $h$ such that $h \in E_{\eta-\epsilon}(M)$ for any $\epsilon > 0$. (If $m = 0$, then $f \equiv 0$.)

**Theorem 4.2** ([A] Theorem 1.2). Let $(M, g)$ be a Cartan-Hadamard manifold of dimension $n \geq 2$ and assume that $K \in P_\kappa(M)$ for some $\kappa > 2$. Let $f \in P_1^\eta (M)$ be a symmetric $m$-tensor field for some $\eta > \frac{n+2}{2}$. If $I_m f = 0$, then $f = \sigma_m(\nabla h)$ for some symmetric $(m-1)$-tensor field $h$ such that $h \in P_{\eta-1}(M)$. (If $m = 0$, then $f \equiv 0$.)

These theorems extend the earlier results in [51] where the same problem was studied in the case of functions ($m = 0$) and $n = 2$. We remark that the proof of [51] Lemma 4.6 is incomplete, and hence, the theorems cannot be used as stated in [51]. Theorems 4.1 and 4.2 here are proved by a different method and thus the corresponding lemma is not required. However, there might be a possibility to find better lower bounds for $\eta$ in theorems 4.1 and 4.2 by combining arguments of [51] and [A] carefully.

The geodesic ray transform for functions on noncompact manifolds has been studied before in Euclidean and hyperbolic spaces [27, 28, 40], and for vector fields in [7]. In these works, the regularity and decay conditions are sharper than those in theorems 4.1 and 4.2. Differentiability is not needed but similar decay conditions for the function itself is required with slightly better lower bounds for $\eta$. There exist counterexamples if one does not assume a decay condition [82, 5]. Theorem 4.1 resembles the hyperbolic results and theorem 4.2 the Euclidean. Our differentiability assumption comes from the method of proof that is based on the Pestov identity.

There are also works in noncompact spaces of constant curvature and noncompact homogeneous spaces [28, 29]. Theorems 4.1 and 4.2 are the first results on the geodesic ray transform of noncompact manifolds without special symmetries, which the author is aware of.

There is a recent related work [21] where s-injectivity for $I_m$ for $m = 0, 1$ was shown in the case of asymptotically hyperbolic manifolds without conjugate points and with hyperbolic trapped set. It was also shown there that if additionally $K \leq 0$, then $I_m$ is s-injective for any $m \geq 0$. The results in [A] are not included in [21], and vice versa. Of
course, there are geometries which satisfy the assumptions of the both
works.

Outline of the proof of theorems 4.1 and 4.2. Let \( f \in P_\eta(M) \) be a symmetric \( m \)-tensor field. One defines the function

\[
u^f(x, v) := \int_0^\infty \lambda_m f(\gamma_{x,v}(t), \dot{\gamma}_{x,v}(t)) dt. \tag{16}\]

A simple calculation shows that

\[
u^f(x, v) + (-1)^m \nu^f(x, -v) = I_m f(x, v) < \infty. \tag{17}\]

We write here \( f = \lambda_m f \) to keep notation shorter. It can be calculated that \( Xu^f = -f \) where \( X \) is the geodesic vector field. Now one needs to understand the system \( Xu = -f \) when \( f \) is a symmetric \( m \)-tensor such that \( I_m f = 0 \) and \( f \) satisfies the assumptions of theorem 4.1 or theorem 4.2.

We list the main ideas next:

i) The goal is to show that \( f = -Xu^f = \lambda_m (\sigma_m \nabla U) \) for some \( U \in C(S^{m-1}M) \) with right decay properties.

ii) If \( M \) is a compact manifold with boundary and \( K \leq 0 \), then the Pestov identity can be used to show \( \text{[i]} \). This follows from a contraction property of the Beurling transform on manifolds of nonpositive sectional curvature \([67]\).

iii) The energy estimates of the step \( \text{[ii]} \) in compact manifolds that involve only terms up to the first order derivatives can be extended to \( H^1(SM) \) when \( M \) is a complete manifold with \( K \leq 0 \). These \( H^1(SM) \) extensions of the energy estimates and the final argument to show \( \text{[i]} \) are done in \([A], \text{Section 5}\].

iv) Hence, we need to show that \( u^f \in H^1(SM) \) under the assumptions of theorems 4.1 and 4.2. The core part of this is done in \([A], \text{Section 4}\] by estimating growths of Jacobi fields on Cartan-Hadamard manifolds.

We next explain some of the details. Showing that \( u^f \in H^1(SM) \) is a bit tricky and our argument uses geometric estimates for growths of Jacobi fields and the decay assumptions of \( f \). The idea could be summarized as follows: the faster the geodesics spread the faster the functions (and derivatives) should decay to make \( L^2 \) estimates work because of the growth rate of volumes of balls (cf. \([A], \text{Lemmas 4.8 and 5.4}\]).

One can orthogonally split the gradient of \( SM \) as

\[
\nabla_{SM} u = (Xu)X + \nabla u + \nu u \tag{18}\]
where \( X \) and \( h \nabla \) represents \textit{horizontal derivatives} with respect to \( x \) and \( v \) \textit{vertical derivatives} with respect to \( v \). These and other geometric preliminaries are given in [A] Section 3]. The most technical part is the proof of [A] Lemma 4.7. In that lemma, we first show that \( u^f \) is locally Lipschitz and then estimate the components (18) of the gradient \( \nabla_{SM} u^f \) for a.e. \( (x, v) \in SM \) based on our Jacobi field estimates. This implies that \( u^f \in H^1(SM) \) [A] Lemma 5.4].

The rest of the argument uses estimates and methods developed in [67]. Details of the spherical harmonics decomposition of \( L^2(SM) \) are given in [26, 14]. Let \( H_k(SM) \) be the eigenspace for the eigenvalue \( k(k + n - 2) \) of the spherical Laplacian. One can split the geodesic vector field \( X = X_+ + X_- \) into two parts so that \( X_+ : \Omega_k \to H_{k+1}(SM) \) and \( X_- : \Omega_k \to H_{k-1}(SM) \) where \( \Omega_k = H_k(SM) \cap H^1(SM) \). We can show this by proving the estimate

\[
\|X_+ u\|^2 + \|X_- u\|^2 \leq \|X u\|^2 + \|h \nabla u\|^2
\]

(19)

for \( u \in H^1(SM) \) [A] Lemma 5.1]. This part of the proof requires the Pestov identity and estimates based on the contraction property of the Beurling transformation from [67]. If \( u \in H^1(SM) \), it follows that the spherical harmonics decomposition has the form

\[
u = \sum_{k=0}^{\infty} u_k, u_k \in \Omega_k,
\]

(20)

where the series converges in \( L^2(SM) \). We can now conclude that if \( u \in H^1(SM) \), then \( \|X_+ u_k\| \to 0 \) as \( k \to \infty \) [A] Corollary 5.2.

Since symmetric \( m \)-tensors have only terms up to degree \( m \) in their spherical harmonic decomposition, we get

\[
-f = X u^f = X_+ u^f + X_- u^f.
\]

(21)

The rest of the proof follows from the formula (21) and [A] Corollary 5.2 and Lemma 5.3] by following arguments from [64, 67]. The final step is to straightforwardly estimate decay of the elements of the kernel. These details are given in [A] Proof of theorems 1.1 and 1.2]. □

4.2. On the geodesic ray transform with matrix weights for piecewise constant functions, [B]. The geodesic ray transform for piecewise constant functions was studied on the manifolds that admit a strictly convex function in [37]. The work [37] was motivated by the fact that injectivity of the geodesic ray transform is an open problem for nontrapping manifolds. If \( n = 2 \), then a manifold with strictly convex boundary is nontrapping if and only if it has a strictly
convex function (see [68, Section 2] for details and references). The main result of [37] was to show that If = 0 implies f ≡ 0 if f is a piecewise constant function on M. Reconstruction of a piecewise constant function from If was studied recently in [48].

Piecewise constant functions are defined according to the definition of [37]. We recall this definition next. A regular tiling of a manifold is a collection of regular n-simplices which cover the manifold, whose interiors are disjoint, and whose boundaries intersect nicely [37, Section 2.1]. A function f : M → C^k is called piecewise constant if there exists a regular tiling \{Δ_1, ..., Δ_N\} such that f|_{Int(Δ_i)} is constant for any i ∈ {1, ..., N} and f ≡ 0 elsewhere.

The main result of the article [B] generalizes the main result of [37] to the matrix weighted case, analogous to the problem studied in [68] for smooth functions and weights in dimensions n ≥ 3. We denote by \text{Mon}(C^k, C^m) the space of injective linear maps C^k → C^m.

**Theorem 4.3** ([B] Theorem 1.1). Let (M, g) be a compact nontrapping Riemannian manifold with strictly convex smooth boundary and W ∈ C(SM; Mon(C^k, C^m)). Let either

(a) \text{dim}(M) = 2, or

(b) \text{dim}(M) ≥ 3 and (M, g) admits a smooth strictly convex function.

If f : M → C^k is a piecewise constant vector-valued function and I_W f = 0, then f ≡ 0.

**Remark 4.4.** Piecewise constant functions do not form a vector space under the definition used in the study [37, Remark 2.7]. Hence, injectivity follows only if the tiling of the piecewise constant function are known beforehand. It is an open problem how to determine the tiling of a piecewise constant function from the data If.

The proof of theorem 4.3 is strongly based on the method developed in [37]. We show that locally the matrix weighted geodesic ray transform data can be reduced to the data of the geodesic ray transform without weight ([B], Lemma 2.4 and Lemma 2.5]. We remark that this reduction does not work for general functions but it works for piecewise constant functions. Local injectivity of the geodesic ray transform for piecewise constant functions was shown in [37]. The layer stripping argument of [37], using a strictly convex function, allows one to go from the local uniqueness result to the global uniqueness result ([B] Theorem 2.6).

4.3. Theory of Tikhonov regularized reconstructions from the X-ray transform data on the flat 2-torus, (C). The geodesic
ray transform on the flat torus $\mathbb{T}^2 := \mathbb{R}^2/\mathbb{Z}^2$ is defined for the closed geodesics. A geodesic is closed on $\mathbb{T}^2$ if and only if its directional vector is a multiple of an integer vector. Instead of unit-speed parametrization of geodesics, we parametrize geodesics so that each closed geodesic has the period 1. This is convenient since the 1-periodic geodesics are of the form

$$
\gamma_{x,v}(t) = \pi(x + tv), \quad x \in \mathbb{R}^2, v \in \mathbb{Z}^2 \setminus 0, t \in [0,1]
$$

(22)

where $\pi : \mathbb{R}^2 \to \mathbb{T}^2$ is the quotient mapping. Clearly, if $\pi(x) = \pi(y)$, then $\gamma_{x,v} = \gamma_{y,v}$ for any $v \in \mathbb{Z}^2 \setminus 0$.

Hence, the (geodesic) X-ray transform on $\mathbb{T}^2$ can be defined by

$$
If(x,v) = \int_0^1 f(\gamma_{x,v}(t)) dt
$$

(23)

for continuous functions. We remark that this definition actually scales the data (12) by the factor $|v|^{-1}$. However, there is one-to-one correspondence between the both definitions of $I$ on $\mathbb{T}^2$. This definition extends to the dual space of smooth functions, called distributions and denoted by $\mathcal{T}'$, since $If(\cdot,v)$ is formally $L^2(\mathbb{T}^2)$ self-adjoint for every fixed $v \in \mathbb{Z}^2 \setminus 0$. For further details see [32, 35] or [C] Section 2.1.

Injectivity of $I$ on tori is well understood and it has been studied earlier in [79, 3, 2, 32]. The main contributions of [C] are related to reconstruction, better understanding of functional properties, and numerical simulations that demonstrate applicability of the method in CT imaging. It is described in [C] Section 2.3 and [35, Chapter 3] how practical X-ray data of a compactly supported object on $\mathbb{R}^2$ can be mapped into X-ray data on $\mathbb{T}^2$.

One has the Fourier series decomposition

$$
f(x) = \sum_{k \in \mathbb{Z}^2} \hat{f}(k)e^{2\pi ik \cdot x}, \quad \hat{f}(k) := f(e^{-2\pi ik \cdot x}), k \in \mathbb{Z}^2,
$$

(24)

for any $f \in \mathcal{T}'$. It was shown in [32, Eq. (9)] that for any $f \in \mathcal{T}'$ the identity

$$
\widehat{If}(k,v) = \begin{cases} 
\hat{f}(k) & k \cdot v = 0 \\
0 & k \cdot v \neq 0
\end{cases}
$$

(25)

holds. This gives a reconstruction formula for $f$ from the data $If$ and shows injectivity. In the work [C], we have studied consequences of this formula further and implemented a reconstruction algorithm based on our new findings.

We state and describe our main theorems in [C] next. Our first theorem simplifies the reconstruction formula (25) for integrable functions. This simplification results better computational efficiency since the dimension of the integrals (25) are reduced by one.
Theorem 4.5 ([C], Theorem 1). Suppose that $f \in L^1(\mathbb{T}^2)$. Let $k \in \mathbb{Z}^2$. If $k, v \neq 0$ and $v \perp k$, then
\[
\hat{f}(k) = \begin{cases} \int_0^1 I_v f(0, y) \exp(-2\pi ik_2 y) dy, & k_2 \neq 0 \\ \int_0^1 I_v f(x, 0) \exp(-2\pi ik_1 x) dx, & k_1 \neq 0. \end{cases} 
\] (26)

If $k = 0$, then
\[
\hat{f}(k) = \int_0^1 I_{(1,0)} f(0, y) dy = \int_0^1 I_{(0,1)} f(x, 0) dx. 
\] (27)

This theorem can be proved by a change of coordinates and Fubini’s theorem. We gave two proofs in ([C], Section 2.2]. The first proof gives a new proof of injectivity of $I$ on $\mathbb{T}^2$. The second proof uses the formula (25) directly. A slightly more general statement is actually proved in ([C], Theorem 8].

Our next two theorems are about regularization. We need to first introduce a suitable Sobolev space structure on the image side. Let $Q \subset \mathbb{Z}^2$ be such that every nonzero $v \in \mathbb{Z}^2$ is an integer multiple of a unique element in $Q$. This set can be naturally identified with the rational projective space $\mathbb{P}^1$. The X-ray transform takes a function on $\mathbb{T}^2$ to a function on $\mathbb{T}^2 \times Q$.

Remark 4.6. There is a connection between X-ray tomography with partial data and Schanuel’s theorem [75] on heights of projective spaces ([C], Section 2.6.2]. In particular, the number of directions $v \in \mathbb{Z}^2 \setminus 0$ needed in the reconstruction of the Fourier coefficients of $f$ in $B_{\ell^\infty}(0, R)$ from $I_v f$ can be estimated using Schanuel’s theorem.

We use the standard Sobolev scale of spaces $H^s(\mathbb{T}^2)$ with the norms
\[
\|f\|^2_{H^s(\mathbb{T}^2)} = \sum_{k \in \mathbb{Z}^2} \langle k \rangle^{2s} |\hat{f}(k)|^2, 
\] (28)
where $\langle k \rangle = (1 + |k|^2)^{1/2}$ as usual. On $\mathbb{T}^2 \times Q$, we define the spaces $H^s(\mathbb{T}^2 \times Q)$ to be the set of functions $g : \mathbb{T}^2 \times Q \to \mathbb{C}$ for which

(i) $g(\cdot, v) \in H^s(\mathbb{T}^2)$ for every $v \in Q$,

(ii) the average of every $g(\cdot, v) \in \mathbb{T}^2$ is the same, and

(iii) the norm
\[
\|g\|^2_{H^s(\mathbb{T}^2 \times Q)} = |\hat{g}(0, 0)|^2 + \sum_{k \in \mathbb{Z}^2 \setminus 0} \sum_{v \in Q} \langle k \rangle^{2s} |\hat{g}(k, v)|^2 
\] (29)

is finite. We set $v = 0$ for the Fourier term $k = 0$ to emphasize that it is the same for every $v \in Q$. We remind the reader that $0 \notin Q$. 
Now, we can consider a Tikhonov minimization problem: given some data \( g \in H^r(\mathbb{T}^2 \times Q) \), find
\[
\arg\min_{f \in H^r(\mathbb{T}^2)} \left( \|I f - g\|_{H^r(\mathbb{T}^2 \times Q)}^2 + \alpha \|f\|_{H^s(\mathbb{T}^2)}^2 \right) .
\] (30)
Let us define the post-processing operator \( P^s_\alpha \) to be the Fourier multiplier \((1 + \alpha \langle k \rangle^{2s})^{-1}\) and denote by \( I^* \) the adjoint of \( I \). Formulas that define the adjoint and normal operators are proved in \([C]\), Proposition 11]. In fact, the X-ray transform is unitary as a mapping \( H^s(\mathbb{T}^2) \to H^s(\mathbb{T}^2 \times Q) \) for any \( s \in \mathbb{R} \).

**Theorem 4.7** \((C)\), Theorem 2). Let \( r \in \mathbb{R} \), \( s \geq r \), and \( \alpha > 0 \). Suppose \( g \in H^r(\mathbb{T}^2 \times Q) \). The unique minimizer \( f \) of the minimization problem (30) corresponding to Tikhonov regularization is \( f = P^s_\alpha I^* g \in H^{2s-r}(\mathbb{T}^2) \subset H^s(\mathbb{T}^2) \).

**Theorem 4.8** \((C)\), Theorem 3). Suppose \( r, t, s, \delta \in \mathbb{R} \) are such that \( 2s + t \geq r \), \( \delta \geq 0 \), and \( s > 0 \). We assume that \( f \in H^{r+\delta}(\mathbb{T}^2) \) and \( g \in H^t(\mathbb{T}^2 \times Q) \).

Then our regularized reconstruction operator \( P^s_\alpha I^* \) gives a regularization strategy in the sense that
\[
\lim_{\varepsilon \to 0} \sup_{\|g\|_{H^r(\mathbb{T}^2 \times Q)} \leq \varepsilon} \|P^s_\alpha(\varepsilon) I^*(I f + g) - f\|_{H^r(\mathbb{T}^2)} = 0 ,
\] (31)
where \( \alpha(\varepsilon) = \sqrt{\varepsilon} \).

Moreover, if \( \|g\|_{H^t(\mathbb{T}^2 \times Q)} \leq \varepsilon \), \( 0 < \delta < 2s \) and \( 0 < \alpha \leq 2s/\delta - 1 \), we have
\[
\|P^s_\alpha I^*(I f + g) - f\|_{H^r(\mathbb{T}^2)} \leq \alpha^{\delta/2s} C(\delta/2s) \|f\|_{H^{r+\delta}(\mathbb{T}^2)} + \varepsilon/\alpha ,
\] (32)
where \( C(x) = x(x^{-1} - 1)^{1-x} \).

A simple calculation shows that the optimal rate of convergence is obtained if the regularization parameter is chosen so that \( \alpha = \varepsilon^\lambda \) where \( \lambda = (1 + \delta/2s)^{-1} \).

The proofs of the theorems are based on quite straightforward computations on the Fourier side and the formula (25). It seems that the key theoretical finding in \([C]\) was the right structure on the image side. It is quite easy to see that \( I \) is non-surjective between the Sobolev spaces \( H^s(\mathbb{T}^2) \) and \( H^s(\mathbb{T}^2 \times Q) \). Hence, the choices made for the image side Sobolev norms do not fully trivialize the problem and, instead of that, those choices describe the behavior of \( I|_{H^s(\mathbb{T}^2)} \).

Numerical implementation, simulations and conclusions are described in \([C]\), Sections 3–5]. A short discussion of typical numerical methods in CT imaging is given in \([C]\), Section 1.2]. We do not repeat the details or discussions here. We did not perform tests with measured
X-ray laboratory data. This would be the next step towards practical CT imaging based on the reconstruction method on the flat torus.

4.4. Fourier analysis of periodic Radon transforms, \([\mathbf{D}]\). The article \([\mathbf{D}]\) studies the periodic \(d\)-plane Radon transforms on \(\mathbb{T}^n := \mathbb{R}^n/\mathbb{Z}^n\) when \(1 \leq d \leq n - 1\) and \(n \geq 2\). If \(n = 2\) and \(d = 1\), then the \(d\)-plane Radon transform is the X-ray transform studied in the article \([\mathbf{C}]\). The periodic Radon transforms have been applied in other mathematical tomography problems earlier: the broken ray transform on boxes \([32]\), the geodesic ray transform on Lie groups \([34]\), tensor tomography on periodic slabs \([39]\), and the ray transforms on Minkowski tori \([36]\).

We generalize the main theorems in \([\mathbf{C}]\) into higher dimensions \([\mathbf{D}]\), Theorems 1.4 and 1.5, Proposition 3.1. We do not restate these statements here. We state here results on the adjoint and normal operators and the stability estimates. We also introduce a new inversion formula which might be of a practical interest due to its simplicity.

We begin by introducing necessary mathematical preliminaries. Suppose that \(f \in \mathcal{T} := C^\infty(\mathbb{T}^n)\), then we define the \(d\)-plane Radon transform of \(f\) by

\[
R_d f(x, A) := \int_{[0,1]^d} f(x + t_1 v_1 + \cdots + t_d v_d) dt_1 \ldots dt_d \quad (33)
\]

where \(A = \{v_1, \ldots, v_d\}\) is a set of \(d\) linearly independent integer vectors \(v_i \in \mathbb{Z}^n\).

It can be shown that \(A\) spans a periodic \(d\)-plane on \(\mathbb{T}^n\). On the other hand, if \(A\) and \(B\) span the same periodic \(d\)-plane on \(\mathbb{T}^n\), then \(R_d f(x, A) = R_d f(x, B)\) for any \(x \in \mathbb{T}^n\). Let \(\text{Gr}(d, n)\) denote the collection of \(d\)-dimensional subspaces of \(\mathbb{Q}^n\). These spaces are called Grassmannians. For any element in \(\text{Gr}(d, n)\) there exists a basis of integer vectors as representatives of elements in \(\text{Gr}(d, n)\). The definition of \(R_d\) extends to the periodic distributions \(\mathcal{T}'\) using bases of integer vectors as representatives of elements in \(\text{Gr}(d, n)\). The definition of \(R_d\) extends to the periodic distributions \(\mathcal{T}'\) using the duality and the fact that \(R_d(\cdot, A) : \mathcal{T} \rightarrow \mathcal{T}\) is formally \(L^2\) self-adjoint for any fixed \(A \in \text{Gr}(d, n)\). Let us denote \(R_{d,A} f = R_d f(\cdot, A)\) for any \(f \in \mathcal{T}'\).

Next, we define suitable structures for the data spaces such that the images of the Bessel potential spaces \(L^p_s(\mathbb{T}^n)\) under \(R_d\) are contained into the data spaces. Let \(p, l \in [1, \infty]\) and \(s \in \mathbb{R}\). We define the Bessel
potential norms as
\[
\|f\|_{L^p_\omega(\mathbb{T}^n)} = \left\| \sum_{k \in \mathbb{Z}^n} \langle k \rangle^s \hat{f}(k) e^{2\pi i k \cdot x} \right\|_{L^p(\mathbb{T}^n)},
\]
\[
\|f\|_{H^s(\mathbb{T}^n)} = \sqrt{\sum_{k \in \mathbb{Z}^n} \langle k \rangle^{2s} |\hat{f}(k)|^2}
\]
where \(\langle k \rangle = (1 + |k|^2)^{1/2}\) as usual. The space \(L^p_\omega(\mathbb{T}^n)\) consists of all \(f\) with \(\|f\|_{L^p_\omega(\mathbb{T}^n)} < \infty\). If \(p = 2\), then \(H^s(\mathbb{T}^n) = L^p_\omega(\mathbb{T}^n)\). One
has equivalently that \(f \in L^p_s(\mathbb{T}^n)\) if and only if \((1 - \Delta)^{s/2} f \in L^p(\mathbb{T}^n)\)
and \(f \in \mathcal{T}'\).

Let us denote \(X_{d,n} := \mathbb{T}^n \times \text{Gr}(d, n)\) to keep our notation shorter.
Let \(w : \mathbb{Z}^n \times \text{Gr}(d, n) \rightarrow (0, \infty)\) be a weight function such that \(w(\cdot, A)\)
is at most of polynomial decay for any fixed \(A \in \text{Gr}(d, n)\) (see Section 2.2 for the definition). We say
that a function \(g : X_{d,n} \rightarrow \mathbb{C}\) belongs to \(L^p_{s,l}(X_{d,n}; w)\) with \(1 \leq l < \infty\) if the norm
\[
\|g\|_{L^p_{s,l}(X_{d,n}; w)} := \sum_{A \in \text{Gr}(d,n)} \|g(\cdot, A)\|_{L^p_{\omega}(\mathbb{T}^n; w(\cdot, A))}
\]
is finite and \(g(\cdot, A) \in \mathcal{T}'\) when \(A \in \text{Gr}(d, n)\). Similarly, if \(l = \infty\), we define
\[
\|g\|_{L^p_{s,\infty}(X_{d,n}; w)} := \sup_{A \in \text{Gr}(d,n)} \|g(\cdot, A)\|_{L^p_{\omega}(\mathbb{T}^n; w(\cdot, A))}
\]
If \(p, l = 2\), then the norm is generated by the corresponding inner product. The spaces \(L^p_{s,l}(X_{d,n}; w)\) are Banach spaces (D) Lemma 2.1.

We have introduced weighted structures since most of the theorems
in (D) would have been unreachable without such structures when
\(d < n - 1\). If \(d = n - 1\), then the analysis of (C) using slightly different
data spaces generalizes nicely without weights. It is explained in the
article (D) how the results in (C) can be obtained from the results in
(D). We construct weights that satisfy the assumptions of our theorems
in (D) Section 2.3.

We state some of the main results in (D) next.

**Theorem 4.9** (D) Theorem 1.1. Let \(s \in \mathbb{R}\) and suppose that there exists \(C_w > 0\) such that
\[
\sum_{A \in \Omega_k} w(k, A)^2 \leq C_w^2, \quad \Omega_k := \{ A \in \text{Gr}(d, n) ; k \perp A \}
\]
for any \(k \in \mathbb{Z}^n\). Then the adjoint of \(R_d : H^s(\mathbb{T}^n) \rightarrow L^2_{s,2}(X_{d,n}; w)\) is
given by
\[
\bar{R}_d^* g(k) = \sum_{A \in \Omega_k} w(k, A)^2 \hat{g}(k, A)
\]
and the normal operator $R_d^* R_d : H^s(\mathbb{T}^n) \to H^s(\mathbb{T}^n)$ is the Fourier multiplier $W_k := \sum_{A \in \Omega_k} w(k, A)$. In particular, the mapping $F_{W_k}^{-1} R_d^* : R_d(\mathcal{T}') \to \mathcal{T}'$ is the inverse of $R_d$.

Theorem 4.9 generalizes (C), Proposition 11] into higher dimensions and implies the following results on stability.

**Corollary 4.10 (D), Corollary 1.2.** Suppose that the assumptions of theorem 4.9 hold, and that there exists $c_w > 0$ such that $W_k \geq c_w^2$ for any $k \in \mathbb{Z}^n$.

(i) Then $F_{W_k}^{-1} R_d^* : L^2_s(X_d,n; w) \to H^s(\mathbb{T}^n)$ is $1/c_w$-Lipschitz.

(ii) Let $f \in \mathcal{T}'$. Then

$$\| f \|_{H^s(\mathbb{T}^n)} \leq \frac{1}{c_w} \| R_d f \|_{L^2_s(X_d,n; w)}. \tag{39}$$

(iii) Let $\tilde{w}(k, A) = \frac{w(k, A)}{\sqrt{W_k}}$ and $p \in [1, \infty]$. Then $R_d^* \tilde{w} R_d f = f$ and

$$\| f \|_{L^p_s(\mathbb{T}^n)} = \| R_d^* \tilde{w} R_d f \|_{L^p_s(\mathbb{T}^n)} \text{ for any } f \in \mathcal{T}'. \tag{40}$$

Other stability estimates on $L^p_s(\mathbb{T}^n)$ are given in terms of $R_d f$ in (D), Proposition 4.3. Those stability estimates follow from corollary 4.10 and the Sobolev inequality on $\mathbb{T}^n$. This method requires additional smoothness of $R_d f$ in order to control the norm of $f$ due to the use of the Sobolev inequality. The stability estimates in (D) are new in any dimension, and different than the stability estimates in [32].

**Theorem 4.11 (D), Theorem 1.3.** Suppose that $f \in \mathcal{T}'$. Let $w : \mathbb{Z}^n \times \text{Gr}(d, n) \to \mathbb{R}$ be a weight so that

$$\sum_{A \in \Omega_k} w(k, A) = 1, \quad \Omega_k := \{ A \in \text{Gr}(d, n) ; k \perp A \} \tag{40}$$

and the series is absolutely converging for any $k \in \mathbb{Z}^n$ (the weight does not have to generate a norm or have at most of polynomial decay). Then

$$(f, h) = \sum_{A \in \text{Gr}(d, n)} (F_{w(\cdot, A)} R_{d,A} f, h), \quad \forall h \in \mathcal{T}. \tag{41}$$

Moreover, if $f$ has zero average and $d = n - 1$, then

$$f = \sum_{A \in \text{Gr}(d, n)} R_{d,A} f. \tag{42}$$

Theorem 4.11 gives a new reconstructive formula for the inverse of $R_d$. The case $d = n - 1$ is especially interesting since it does not involve any filtering, and averages are simple to reconstruct and filter out from $R_d f$. The proof of theorem 4.11 follows easily from the higher dimensional version of the formula (25) proved in [32].
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