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Abstract

Min-max saddle point games have recently been intensely studied, due to their wide range of applications, including training Generative Adversarial Networks (GANs). However, most of the recent efforts for solving them are limited to special regimes such as convex-concave games. Further, it is customarily assumed that the underlying optimization problem is solved either by a single machine or in the case of multiple machines connected in centralized fashion, wherein each one communicates with a central node. The latter approach becomes challenging, when the underlying communications network has low bandwidth. In addition, privacy considerations may dictate that certain nodes can communicate with a subset of other nodes. Hence, it is of interest to develop methods that solve min-max games in a decentralized manner. To that end, we develop a decentralized adaptive momentum (ADAM)-type algorithm for solving min-max optimization problem under the condition that the objective function satisfies a Minty Variational Inequality condition, which is a generalization to convex-concave case. The proposed method overcomes shortcomings of recent non-adaptive gradient-based decentralized algorithms for min-max optimization problems that do not perform well in practice and require careful tuning. In this paper, we obtain non-asymptotic rates of convergence of the proposed algorithm (coined \textsc{Dadam}\textsuperscript{3}) for finding a (stochastic) first-order Nash
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equilibrium point and subsequently evaluate its performance on training GANs. The extensive empirical evaluation shows that DAdam$^3$ outperforms recently developed methods, including decentralized optimistic stochastic gradient for solving such min-max problems.
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1. **Introduction**

Recent growth in the size and complexity of data and the emergence of new machine learning problems have resulted in the need to solve large scale optimization problems. From early on, stochastic gradient descent (SGD) and its variants have been the major tool for solving such large-scale problems [1, 2, 3, 4]. However, in order to ensure convergence, SGD requires a decaying step-size to zero which results in slow convergence in practice [5]. To overcome this issue, different gradient based adaptive methods that automatically adjust the step-size in each iteration, such as AdaGrad [6], Adadelta [7] and RMSprop [8] have been proposed in the literature. Recently, [9] combined the adaptive idea with the momentum method and proposed the widely used Adam algorithm. Despite wide applicability of adaptive and momentum based methods, it is worth noting that they are mainly designed for solving classical convex [10, 11, 12] or non-convex optimization problems [13, 14, 15]. Further, these methods were originally operating in a centralized fashion; however, recent developments [16, 17, 18, 19, 20] have adapted them to decentralized problems.

New machine learning problems, such as training GANs, require solving a new class of min-max saddle point games [21, 22]. They correspond to a zero-sum two player game, wherein one player’s goal is to increase the objective function, while the other’s to decrease it. A solution to this problem corresponds to finding a Nash equilibrium point [23], for which several algorithms including Mirror-Prox [24] have been proposed, provided that the nature of the objective function is convex-concave. In general, solving min-max optimization problem
is difficult which keeps other approaches attractive [25, 26, 27, 28]. This is due
to the fact that finding a Nash equilibrium point is computationally NP-hard in
general [29]; therefore, the focus has shifted to finding a first-order Nash point
(see upcoming section for more details) and numerous algorithms have been pro-
posed to find such a point in non-convex-concave games [30], and non-convex-
non-concave games under Polyak-Łojasiewicz (PL) [31] and Minty Variational
Inequality (VI) [32] conditions. However, most of the proposed algorithms are
centralized in nature. Thus, the goal of this work is to design a decentralized adaptive momentum algorithm for solving a class of non-convex-non-concave
min-max games satisfying the Minty VI condition. Due to the adaptive struc-
ture of the proposed algorithm, it automatically updates the step-size at each
iteration and hence it does not require a decaying step-size. The remainder of
the paper is organized as follows. Section 2 provides a brief overview of related
work, Section 3 presents the structure of the decentralized min-max problem,
while Section 4 introduces the proposed algorithm. Section 5 establishes a non-
asymptotic convergence rate for the algorithm and finally, Section 6 evaluates
its empirical performance.

2. Related Work

2.1. Decentralized Versus Centralized Minimization Problems

In centralized optimization problems, there exists a central node which holds
information on the model and updates the model’s parameters (for example, the
weights of a neural network) by appropriately aggregating information (e.g.,
local gradients calculated by each node) received from all other nodes [33, 34]).
A centralized setting is not desirable whenever there are network bandwidth
limitations, or privacy considerations [35, 36, 37]. On the other hand, in a
decentralized setting [35, 36, 38, 39, 40], every node possesses its own local copy of
the model and nodes are allowed to communicate with any subset of nodes they
desire. This setup addresses both network bandwidth issues and data privacy
concerns [40, 41, 42, 43]. Further, decentralized approaches are used in a wide
range of other applications, including smart grid management problems [44, 45], wireless sensor networks [46, 47] and dictionary learning [48, 49, 50].

2.2. Min-Max Saddle Point Problems

For such problems with a convex-concave objective function, numerous algorithms including Primal-Dual based methods [51, 52], Frank-Wolfe type [53, 54] and optimistic mirror descent algorithms [55, 56] have been proposed to find a Nash equilibrium point. As previously mentioned, finding such a point is NP-hard in general and as a result recent work has focused on first-order Nash equilibrium points [29]. For example, [57] studies the problem for a weakly-convex-concave regime, while [30, 29, 58] examine a broader class of non-convex-concave regimes. [29] and [31] represent early work aimed to solve the saddle point game for a non-convex-non-concave objective function by assuming that the latter satisfies a Polyak-Lojasiewicz (PL) condition in the argument of one of the players. In this work, we study another class of non-convex-non-concave games, wherein the objective function satisfies the Minty Variational Inequality (VI) condition [59].

The strong recent interest in solving min-max saddle point games is due to emerging machine learning applications. One of them is training GANs [60, 61] that have exhibited very good performance in high resolution image and creative language generation [62] and also common sense reasoning [63]. GANs aim to train a generative model that outputs samples that are as close as possible to real samples in some metric that captures proximity of the respective distributions. To that end, GANs convert learning a generative model to a zero-sum game comprising of two players: the generator and the discriminator. The generator aims to generate real-like samples from random (usually Gaussian) noise input data that resemble closely the real samples [64], while the discriminator aims to distinguish the artificial data generated by the generator from the real samples. This game is commonly formulated through a min-max optimization problem and in practice both the generator and the discriminator are modeled using Deep Neural Networks (DNN) [65]. Further, different choices for the loss
function have been used, resulting in generic \cite{60}, Wasserstein \cite{61}, second-order Wasserstein \cite{66}, least squares GANs \cite{67} and \( f \)-GANs \cite{68}.

Besides GANs, many other problems in machine learning and signal processing require solving a min-max saddle point game. As an example, consider recent efforts focusing on fair machine learning \cite{69}. Recent studies show that machine learning algorithms can result in systematic discrimination of people belonging to different minority groups \cite{70, 69}. A number of proposed methods in the literature aim to address this issue based on an adversarial framework, that requires solving a min-max saddle point game \cite{69}. Similar approaches are used for resource allocation problems in wireless commutation systems, wherein the goal is to maximize the minimum transmission rate among all users, which also requires solving min-max games \cite{71}.

\subsection{Decentralized Min-Max Problems}

Such problems have been studied when the objective function is assumed to be convex-concave and multiple algorithms such as sub-gradient based methods \cite{72} and primal-dual methods \cite{73} have been proposed. \cite{74} studies the problem when the objective function is non-convex-(strongly) concave and proposes a gradient-based method to find the first-order Nash point. There have been few efforts to study this problem for a broader class of non-convex-nonconcave games under the Minty VI condition, which resulted in algorithms with theoretical guarantees for convergence to first-order Nash equilibrium points. As an example, \cite{75} proposed a proximal point-type method for solving such a game. However, that paper assumes that the resulting sub-problem has a closed-form solution which does not often hold in practice. To overcome this issue, \cite{36} proposed a non-adaptive gradient-based method for finding a first-order Nash point. However, non-adaptive methods have been very slow and generate low performance solutions in solving optimization problems that include deep neural networks \cite{6, 76}. This might be the reason \cite{36} did not use their proposed non-adaptive method in the numerical experiments involving training of GANs. In this work, we propose an adaptive momentum method for solving a broad class
of non-convex-non-concave decentralized min-max saddle point games wherein
the objective function satisfies the Minty VI condition.

3. Preliminaries and Problem Formulation

A general min-max saddle point game is defined as

$$\min_{\theta} \max_{\alpha} F(\theta, \alpha),$$

where $$\theta \in \mathbb{R}^{p_1}, \alpha \in \mathbb{R}^{p_2}$$ and $$F(\theta, \alpha)$$ is non-convex-non-concave, i.e., it is
non-convex in $$\theta$$ for any given $$\alpha$$ and is non-concave in $$\alpha$$ for any given $$\theta$$. This
problem can be considered as a two player game in which one player’s goal is
to increase the value of the objective function, while the other player aims to
decrease it. The objective of this game is to find a point, such that no player
can improve her own payoff by solely changing her own strategy; such a point
corresponds to a Nash equilibrium [23] formally defined next.

Definition 3.1. (NE) A point $$(\theta^*, \alpha^*) \in \mathbb{R}^{p_1} \times \mathbb{R}^{p_2}$$ is a Nash equilibrium (NE)
of Game 1 if

$$F(\theta^*, \alpha) \leq F(\theta^*, \alpha^*) \leq F(\theta, \alpha^*), \forall (\theta, \alpha) \in \mathbb{R}^{p_1} \times \mathbb{R}^{p_2}.$$  

The above definition implies that $$\theta^*$$ is a global minimum of $$F(\cdot, \alpha^*)$$ and $$\alpha^*$$
is a global maximum of $$F(\theta^*, \cdot)$$. In the convex-concave regime where $$F(\theta, \alpha)$$
is convex in $$\theta$$ for any given $$\alpha$$ and concave in $$\alpha$$ for any give $$\theta$$, a NE always
exists [77] and there are several algorithms for finding such a point [53, 52]. However,
finding a Nash equilibrium is difficult in general non-convex-non-concave
setting [78, 77] and it may not even exist [79]. As a result, since we are consider-
ing the general non-convex-non-concave regime, we focus on finding a first-order
Nash equilibrium (FNE) point [29, 80] defined next.

Definition 3.2. (FNE) A point $$(\theta^*, \alpha^*) \in \mathbb{R}^{p_1} \times \mathbb{R}^{p_2}$$ is a first-order Nash
equilibrium point of the Game in equation 1 if $$\nabla_{\theta} F(\theta, \alpha) = 0$$ and $$\nabla_{\alpha} F(\theta, \alpha) = 0.$$
Based on the above definition, also used in [81, 82], at the FNE point, each player satisfies the first-order optimality condition of its own objective function when the strategy of the other player is fixed.

The key objective of this work is to solve a stochastic and decentralized version of the problem in equation (1) defined as

$$\min_\theta \max_\alpha F(\theta, \alpha) = \frac{1}{M} \sum_{i=1}^{M} F_i(\theta, \alpha)$$

(2)

wherein $F_i(\theta, \alpha) = E_{\xi \sim D_i}[f(\theta, \alpha; \xi)]$ is the loss function, $\xi$ is a random variable corresponding to the data samples drawn to calculate the gradients of the function $f$ and $D_i$ is a predefined distribution for node $i \in \{1, \cdots, M\}$. As mentioned in [35], there are two different strategies to achieve equation (2) assuming that all distributions $D_i$’s are the same as $D$ or each node has its own sampling strategy. In this work, similar to [36], we will work with the first strategy and assume $F_i(\theta, \alpha) = E_{\xi \sim D}[f(\theta, \alpha; \xi)], \forall i$. In this setting, each node has its own (local) copy of the model and updates it internally which preserves its privacy. However, nodes can connect to their selected neighbours and exchange information with them using a mixing matrix $W$. Specifically, consider $M$ nodes that are connected to each other by a graph $G = (V, E)$, where $V = \{1, \cdots, M\}$ and $E \subset V \times V$ correspond to the vertex and edge sets of this graph, respectively. The element in the $i^{th}$ row and $j^{th}$ column of matrix $W$, denoted by $[W]_{ij}$, indicate how nodes $i$ and $j$ communicate. If $[W]_{ij} = 0$, then the corresponding nodes are disconnected. In the decentralized set-up, node $i$ in graph $G$ is only allowed to communicate with those in its neighborhood, $N_i = \{j ||W||_{ij} > 0\}$.

In practice, we use iterative algorithms for finding a FNE of stochastic games. As a result, we evaluate the performance of different stochastic iterative algorithms using the following approximate-FNE.

**Definition 3.3 ($\epsilon$-Stochastic First-Order Nash Equilibrium (SFNE)).** A random variable $(\theta^*, \alpha^*)$ is an approximate SFNE ($\epsilon$-SFNE) point of the game defined in equation (2) if $E \left[ \|\nabla F(\theta^*, \alpha^*)\|^2 \right] \leq \epsilon^2$, where the expectation is taken over the distribution of the random variable $(\theta^*, \alpha^*)$.
The randomness of the desired points in Definition 3.3 follows from the fact that in practice, we use iterative algorithms to find them and these algorithms have only access to stochastic gradients of the objective function. In this work, the goal is to find an $\epsilon$–SFNE point for Game 2 using an iterative method based on adaptive momentum.

**Notation:** Throughout the paper, we define $y = (\theta, \alpha) \in \mathbb{R}^{p_1} \times \mathbb{R}^{p_2}$, $d = p_1 + p_2$ and denote the objective functions by $F(y)$ and $f(y; \xi)$. Further, we introduce $\nabla F(y) \equiv [\nabla_{\theta} F(\theta, \alpha), -\nabla_{\alpha} F(\theta, \alpha)]$ and $\nabla f(y; \xi) \equiv [\nabla_{\theta} f(\theta, \alpha; \xi), -\nabla_{\alpha} f(\theta, \alpha; \xi)]$ to denote their corresponding gradients.

4. A Decentralized Adaptive Momentum Algorithm

We start by introducing the proposed algorithm, coined ADAptive Momentum Min-Max (ADAM$^3$) on a single computing node, in order to gain insight into its workings. Subsequently, we present its Decentralized variant.

**Single Computing Node:** As detailed in Algorithm 1 at iteration $k$, ADAM$^3$ generates two sequences $z_k$ and $x_k$, where $x_k$ is an ancillary variable and the (stochastic) gradient is calculated at $z_k$. After calculating $z_k$, a mini-batch of data of size $m$ is obtained $\xi_k = (\xi^1_k, \cdots, \xi^m_k)$- that is used to calculate the stochastic gradient of the objective function at point $z_k$, i.e., $\hat{g}_k = \frac{1}{m} \sum_{j=1}^{m} \nabla f(z_k; \xi^j_k)$. Subsequently, $m_k$ and $\tilde{v}_k$, the exponential moving averages of the gradient and the squared gradient, respectively, are computed. Finally, the variable $x_k$ is updated by the scaled momentum $\tilde{v}_k^{-\frac{1}{2}} \odot m_k$. This method can be considered as a combination of the extra-gradient method [83] and AMSGrad [84] used for minimization problems. The focus of this paper is on the decentralized problem (Algorithm 2) and we only mention the most related corollary for Algorithm 1 in the sequel. Theoretical results and performance of ADAM$^3$ on a single computing node are given in [85].

**Corollary 4.1.** (Rephrased from [85]) Algorithm 1 requires a total of $\mathcal{O}(\epsilon^{-4})$ gradient evaluations of the objective function to find an $\epsilon$-SFNE point of Game 2.
Algorithm 1: ADaptive Momentum Min-Max (ADAM³)

**Input**: \( \{ \beta_{1,k} \}_{k=1}^N, \beta_2, \beta_3 \in [0, 1), m \in \mathbb{N}, \) and \( \eta \in \mathbb{R}_+; \)

Initialize \( z_0 = x_0 = m_0 = v_0 = d_0 = 0. \)

```
for k = 1 : N do
    \( z_k = x_{k-1} - \eta d_{k-1}; \)
    Draw \( \xi_k = (\xi_{1,k}^1, \ldots, \xi_{m,k}^m) \) from \( D, \) and set \( \hat{g}_k = \frac{1}{m} \sum_{j=1}^{m} \nabla f(z_k; \xi_{j,k}^k) \)
    \( m_k = \beta_{1,k} m_{k-1} + (1 - \beta_{1,k}) \hat{g}_k; \)
    \( v_k = \beta_2 v_{k-1} + (1 - \beta_2) \hat{g}_k \odot \hat{g}_k; \)
    \( \tilde{v}_k = \beta_3 \tilde{v}_{k-1} + (1 - \beta_3) \max^* (\tilde{v}_{k-1}, v_k); \)
    \( d_k = \tilde{v}_k^{-\frac{1}{2}} \odot m_k; \)
    \( x_k = x_{k-1} - \eta d_k; \)
end
```

\( \odot: \) Element-wise vector multiplication, \( \ast: \) Element-wise max operator

**Multiple Computing Nodes:** In this setting, each node \( i \) at iteration \( k, \) has a local copy of all key variables, denoted by \( x_{i,k}, z_{i,k}, m_{i,k}, \) and \( \tilde{v}_{i,k}, \)
and samples a mini-batch of data of size \( m, \xi_{i,k} = (\xi_{i,k}^1, \ldots, \xi_{i,k}^m) \). It uses the mini-batch to calculate the (stochastic) gradient of the objective function, i.e., \( \hat{g}_{i,k} = \frac{1}{m} \sum_{j=1}^{m} f(z_{i,k}; \xi_{j,k}^i) \).

To simplify the presentation, we use the following notation

\[
\begin{align*}
X_k &= [x_{1,k}, \ldots, x_{M,k}], \\
Z_k &= [z_{1,k}, \ldots, z_{M,k}], \\
V_k &= [v_{1,k}, \ldots, v_{M,k}], \\
\Lambda_k &= [\tilde{v}_{1,k}, \ldots, \tilde{v}_{M,k}], \\
M_k &= [m_{1,k}, \ldots, m_{M,k}], \\
D_k &= [d_{i,k}^1, \ldots, d_{i,k}^M], \\
\hat{G}_k &= [\hat{g}_{1,k}^1, \ldots, \hat{g}_{M,k}^M],
\end{align*}
\]

which corresponds to concatenations of the variables from all nodes at iteration \( k. \)

Algorithm 2 depicts the steps of the proposed Decentralized ADaptive Mo-
mentum Min-Max (DADAM³) algorithm.
**Algorithm 2**: Decentralized ADAptive Momentum Min-Max (Dadam³)

**Input**: \(\{\beta_{1,k}\}_{k=1}^{N}, \beta_{2}, \beta_{3} \in [0, 1]\), neighbor list \(\mathcal{N}_i\), mixing matrix \(W\) and a step-size \(\eta \in \mathbb{R}_+\)

Initialize \(Z_0 = X_0 = M_0 = V_0 = D_0 = 0_d\).

for \(k = 1 : N\) do

\[
Z_k = (X_{k-1} - \eta D_{k-1}) W^t \\
M_k = \beta_{1,k} M_{k-1} + (1 - \beta_{1,k}) \hat{G}_k \\
V_k = \beta_{2} V_{k-1} + (1 - \beta_{2}) \hat{G}_k \odot \hat{G}_k \\
\Lambda_k = \beta_{3} \Lambda_{k-1} + (1 - \beta_{3}) \max^* (\Lambda_{k-1}, V_k) \\
D_k = \Lambda_k^{\frac{1}{2}} \odot M_k \\
X_k = (X_{k-1} - \eta D_k) W^t
\]

end

\(\odot\): Hadamard product, \(*\): power and max operators are element-wise

The following remarks about Dadam³ are in order:

1. The power and the maximum operators are applied element-wise. We may also add a small positive constant \(\epsilon\) to each element of \(V_k\) to prevent division by zero [9]. Further, each node samples a mini-batch of size \(m\) to estimate the gradient’s value and generate the final \(\hat{G}_k\).

2. Dadam³ computes adaptive learning rates from estimates of the second moments of the gradients, similar to the approach developed by [16] for minimization problems. In particular, compared to AMSGrad, it uses a larger learning rate and decays the effects of previous gradient over-time. The decay parameter \(\beta_3\) in the algorithm enables us to establish convergence result similar to AMSGrad (\(\beta_3 = 0\)) and maintain the efficiency of Adam at the same time.

3. The (local) averaging step in the algorithm is performed \(t\) times at each iteration which is obtained by \(W^t\). The logarithmic magnitude of \(t\) is only needed to provide theoretical convergence guarantees, while in practice a single step of averaging is adequate.
5. Convergence Analysis

This section provides non-asymptotic convergence rates for the \textsc{Dadam}³ algorithm. The following assumptions are required to establish the results.

**Assumption A.** For all $x, y \in \mathbb{R}^d$,

1. $\mathbb{E}_{\xi \sim \mathcal{D}}[\nabla f(x, \xi)] = \nabla F(x)$.

2. The function $f(x, \xi)$ has a $G_\infty$-bounded gradient, i.e., $\forall \xi \sim \mathcal{D}$, it holds that $\|\nabla f(x, \xi)\|_\infty \leq G_\infty < \infty$.

3. The function $F(\cdot)$ has bounded variance, i.e.,

$$\mathbb{E}_{\xi \sim \mathcal{D}} \left[ \|\nabla f(x, \xi) - \nabla F(x)\|^2 \right] = \sigma^2 < \infty.$$  

4. The function $F(\cdot)$ is gradient Lipschitz continuous, i.e., $\exists L$ such that $0 \leq L < \infty$ and

$$\|\nabla F(x) - \nabla F(y)\| \leq L \|x - y\|.$$  

The above assumptions are fairly standard in the non-convex optimization literature [86]. Further, Assumption A.2 is slightly stronger than the assumption $\|\nabla f(x, \xi)\| \leq G_2$ used in the analysis of SGD. However, this assumption is crucial for the convergence analysis of adaptive methods in the non-convex setting and it has been widely considered in the literature [87, 88, 32, 16, 89].

**Assumption B** (Minty VI condition). There exists $x_* \in \mathbb{R}^d$ such that for any $x \in \mathbb{R}^d$,

$$\langle x - x_*, \nabla F(x) \rangle \geq 0.$$  

This assumption is commonly used in non-convex minimization problems due to its practicality [90, 91, 92]. Subsequently, it was widely adopted and commonly used for min-max optimization problems as well [55, 32, 31, 93, 33, 94, 73, 95]. This assumption also has been commonly used in the literature for studying min-max problems that result from training GANs; see [36, 32, 55] and references therein.
**Assumption C.** We assume for the points $x^*$ in Assumption B and $z_{i,k}$ generated by Algorithm 2 that the following hold: $\|x^*\| \leq \frac{D}{2}$ and $\|z_{i,k}\| \leq \frac{D}{2}$, $\forall i, k$.

Finally, for the topology of the mixing matrix $W$, we require the following assumption.

**Assumption D (Mixing Matrix).** The graph $G = (V,E)$ is fixed and undirected; the associated matrix $W$ of $G$ is doubly stochastic; and

$$\rho := \max \{ |\sigma_2(W)|, |\sigma_n(W)| \} < 1.$$

(4)

Assumption D is common in the literature of decentralized algorithms; see, e.g., [34, 16].

**Theorem 5.1 (Informal statement).** Suppose Assumptions A–D hold. Let

$$\beta_{1,t} = \beta_{1,1} \lambda^{t-1}, \quad \beta_{1,1} \leq \frac{1}{1 + \sqrt{108 G_\infty / MG_0}}, \quad \{\beta_k\}_{k=1}^3 \in [0,1),$$

$$\eta \leq \sqrt{\frac{G^2_0}{72L^2G_\infty}}, \quad \text{and} \quad G^2_0 \leq \|\tilde{v}_{1,0}\|_\infty \leq G^2_\infty.$$

Then, the iterates of DAMD$^3$ satisfy

$$\frac{1}{N} \sum_{k=1}^N \mathbb{E} \|\nabla F(\tilde{z}_k)\|^2 \leq \frac{B_1}{N} + \frac{B_2}{MN} \sum_{k=1}^N \frac{\sigma^2}{m_k} + \frac{B_3 M \rho^t}{1 - \rho^t},$$

where $B_1, B_2$ and $B_3$ are constants obtained by equation 46.

Theorem 5.1 summarizes the main result of this paper and provides an upper bound for the average square norm of the gradient. Its significance for the problem under consideration is manifested in the following corollary.

**Corollary 5.2.** Under the Assumptions of Theorem 5.1, if $t \geq \log \frac{1}{\rho} (1 + C), N \sim \hat{O}(\epsilon^{-2})$, then for all settings in the following table, there exists an iterate of Algorithm 2 that is an $\epsilon$-SFNE point of the game defined in equation 7.
\[ M_i = \mathcal{O}(\epsilon^{-2}) \quad M = \mathcal{O}(1) \quad C = \mathcal{O}(\epsilon^{-2}) \]

\[ = i + 1 \quad M = \mathcal{O}(1) \quad C = \mathcal{O}(\epsilon^{-2}) \]

\[ = \mathcal{O}(1) \quad M = \mathcal{O}(\epsilon^{-2}) \quad C = \mathcal{O}(\epsilon^{-4}) \]

Table 1: Required complexity to obtain \( \epsilon \)-SFNE in different settings.

6. Performance Evaluation of Dadam\textsuperscript{3}

This section presents a comprehensive empirical evaluation of Dadam\textsuperscript{3} based on a representative suite of decentralized data sets and modeling tasks. The objective is to both validate the theoretical results, and also evaluate the performance of the proposed method compared to benchmark methods for real data sets. To that end, we conduct simulations of decentralized learning algorithms for a synthetic data experiment, and also use the algorithms for training GANs. In both evaluation tasks, we assume that \( M \) nodes communicate through a ring topology; i.e., \( W \in \mathbb{R}^{M \times M} \) is defined as

\[
[W]_{i,j} = \begin{cases} 
1/3 & \text{if } |i - j| \leq 1 \text{ or } |i - j| = M - 1, \\
0 & \text{o.w.}
\end{cases}
\]

This is a commonly used topology in the decentralized optimization literature [96, 97, 98, 99]. For the centralized variants of the methods, we consider \( W = \frac{1}{M} 11^\top \). As previously mentioned, the main focus of the paper is to study the performance of Algorithm 2. However, in this section, we will also evaluate the performance of Algorithm 1 that works in a single machine set-up. A detailed theoretical analysis and numerical experiments for the latter algorithm, see [85].
6.1. A Synthetic Data Experiment

To better understand the challenges of solving the type of min-max problems posited in equation 2, consider the following function

\[
f(\theta, \alpha) = \begin{cases} 
  c(\theta - \alpha) + (\theta^2 - \alpha^2) + k\theta\alpha, & \text{w.p. } \frac{1}{3}, \\
  (\theta - \alpha) + (\theta^2 - \alpha^2) + k\theta\alpha, & \text{w.p. } \frac{2}{3}, 
\end{cases}
\]

with \( c \geq 1 \) and \( k \geq 0 \). It can easily be shown that

\[ F(\theta, \alpha) = \frac{c + 2}{3}(\theta - \alpha) + (\theta^2 - \alpha^2) + k\theta\alpha, \]

which has the unique FNE point \((\theta^*, \alpha^*) = -(c + 2)/(3k^2 + 12)(2 - k, 2 + k)\). It can be seen that this is a strongly-convex-strongly-concave, since \( \nabla^2_{\theta} F(\theta, \alpha) = 2I \succ 0 \) and \( \nabla^2_{\alpha} F(\theta, \alpha) = -2I \prec 0 \). In this experiment, we consider \( M = 5 \) nodes that are connected to each other using the ring topology previously defined. We use a decentralized version of ADAM called Decentralized Parallel Optimistic Adam (DP-OAdam) \[36, 78\] to find the FNE of the above problem and compare its performance with our proposed Algorithm 2. We use the following two metrics to evaluate the performance of the algorithms; 

\[ e_k = \frac{\|\bar{z}_k - z^*\|}{\|z^*\|} \] and 

\[ R_k = \frac{1}{k} \sum_{i=1}^{k} \|\nabla F(\bar{z}_k)\|^2 \]

that are the error rate and average squared norm of the gradients at iteration \( k \), respectively. We set the parameters at \( c = 1010, k = 0.01, N = 10^7, \eta = 10^{-2}, \beta_1 = 0, \beta_2 = 1/(1 + c^2) \) and \( \beta_3 = 0.1 \). All other parameters are initialized at zero. Figure 1 shows the result of the simulated experiment. It can be seen that DADAM\(^3\) finds the unique FNE point while DP-OAdam diverges from the desired point and is unable to find the FNE of this simple strongly-convex-strongly-concave game. This phenomenon is common in approaches that simultaneously update the minimization and maximization parameters (more details can be found in \[2\] and references therein).

6.2. Training GANs using benchmark data sets

In this section, we compare the empirical performance of the proposed algorithms with benchmark methods for training a Wasserstein GAN Gradient Penalty network (WGAN-GP) \[100\] to generate samples from the MNIST,
CIFAR-10, CIFAR-100, Large-scale CelebFaces Attributes (CelebA) and ImageNet data sets. A brief description of each data set is provided next.

**MNIST**\(^1\): This data set contains about 70,000 samples of handwritten digits. We have used this data set to evaluate the performance of the proposed Algorithm\(^2\) using \(M = 5\) nodes. Note that the MNIST images are of size \(28 \times 28\) and we have scaled them to size \(32 \times 32\) in order to use the same architecture as for the two CIFAR data sets.

**CIFAR-10**\(^2\): This data set consists of 60000 color images assigned to 10 different classes. We have used this data set to evaluate the performance of the proposed Algorithm\(^1\) and Algorithm\(^2\) using \(M = 5\) nodes.

**CIFAR-100**\(^3\): This data set is similar to CIFAR-10. However, it consists of 100 classes containing 600 images each (total of 60000 color images). We have used this data set to evaluate the performance of the proposed Algorithm\(^2\) using \(M = 15\) nodes.

**Imagenette**\(^4\): The original ImageNet\(^5\) data set contains more than 4 million images in more than 20,000 categories. In almost all of the benchmark

---

\(^1\)http://yann.lecun.com/exdb/mnist/
\(^2\)https://www.cs.toronto.edu/kriz/cifar.html
\(^3\)https://www.cs.toronto.edu/kriz/cifar.html
\(^4\)https://github.com/fastai/imagenette
\(^5\)http://www.image-net.org/
implementations \cite{101, 102}, a subset of ImageNet is used for the purpose of training GANs. We will use the commonly used Imagenette that is a subset of 10 classes from Imagenet. We use this data set to train GANs using $M = 15$ nodes. The images are also scaled to size $64 \times 64$.

**CelebA**\(^6\) This is a large scale data set that contains more than 200,000 celebrity images. After reshaping images to $64 \times 64$, we use this data set to evaluate the performance of the proposed Algorithm 1.

Images in all of the above data sets are normalized to have mean intensity and standard deviation equal to 0.5 before feeding them into the model.

### 6.3. Experimental Set-up

**Generator and Discriminator model for MNIST, CIFAR-10 and CIFAR-100.** The generator’s network consists of an input layer, 2 hidden layers and an output layer. Each of the input and hidden layers consist of a transposed convolution layer followed by batch normalization and ReLU activation. The output layer is a transposed convolution layer with hyperbolic tangent activation. The network for the discriminator also has an input layer, 2 hidden layers and an output layer. All of the input and hidden layers are convolutional ones followed by instance normalization and Leaky ReLU activation with slope 0.2. The design for both networks is summarized in Tables 2 and 3.

**Generator and Discriminator model for CelebA and Imagenette.** The generator’s network consists of an input layer, 3 hidden layers and an output layer. Each of the input and hidden layers consist of a transposed convolution layer followed by batch normalization and ReLU activation. The output layer is a transposed convolution layer with hyperbolic tangent activation. The network for the discriminator also has an input layer, 3 hidden layers and an output layer. All of the input and hidden layers are convolutional ones followed by instance normalization and Leaky ReLU activation with slope 0.2. The design for both networks is summarized in Tables 4 and 5.

\(^6\)http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html
| Layer Type                                      | Shape            |
|------------------------------------------------|------------------|
| ConvTranspose + BatchNorm + ReLU              | (100, 1024, 4, 1, 0) |
| ConvTranspose + BatchNorm + ReLU              | (1024, 512, 4, 2, 1) |
| ConvTranspose + BatchNorm + ReLU              | (512, 256, 4, 2, 1) |
| ConvTranspose + Tanh                           | (256, C, 4, 2, 1) |

Table 2: Architecture of the Generator. $C = 1$ for MNIST and $C = 3$ for CIFAR-10 and CIFAR-100.

| Layer Type                                      | Shape            |
|------------------------------------------------|------------------|
| Conv + InstanceNorm + LeakyReLU                | (C, 256, 4, 2, 1) |
| Conv + InstanceNorm + LeakyReLU                | (256, 512, 4, 2, 1) |
| Conv + InstanceNorm + LeakyReLU                | (512, 1024, 4, 2, 1) |
| Conv                                           | (1024, 1, 4, 1, 0) |

Table 3: Architecture of the Discriminator. $C = 1$ for MNIST and $C = 3$ for CIFAR-10 and CIFAR-100.

**Implementation.** We implement all algorithms in PyTorch and an open-source implementation of the algorithms and the code for the experiments will be made available. The training parameters used in all experiments are summarized in Table 6.

6.4. Results

In this section, we evaluate the performance of our proposed algorithms in the task of training GANs. For the case of a single computing node, we compare Algorithm 1 with the recently proposed OAdagrad [32] which is an adaptive method.

For the multiple computing nodes case, we use the proposed decentralized algorithm, DADAM$^3$, and compare it with its centralized variant CADAM$^3$. 
Table 4: Architecture of the Generator. $C = 3$ for Celeba and Imagenet.

| Layer Type               | Shape             |
|-------------------------|-------------------|
| ConvTranspose + BatchNorm + ReLU | (100, 512, 4, 1, 0) |
| ConvTranspose + BatchNorm + ReLU | (512, 256, 4, 2, 1) |
| ConvTranspose + BatchNorm + ReLU | (256, 128, 4, 2, 1) |
| ConvTranspose + BatchNorm + ReLU | (128, 64, 4, 2, 1) |
| ConvTranspose + Tanh     | (64, C, 4, 2, 1)  |

Table 5: Architecture of the Discriminator. $C = 3$ for Celeba and Imagenet.

| Layer Type               | Shape             |
|-------------------------|-------------------|
| Conv + InstanceNorm + LeakyReLU | (C, 64, 4, 2, 1)  |
| Conv + InstanceNorm + LeakyReLU | (64, 128, 4, 2, 1) |
| Conv + InstanceNorm + LeakyReLU | (128, 256, 4, 2, 1) |
| Conv + InstanceNorm + LeakyReLU | (256, 512, 4, 2, 1) |
| Conv                      | (512, 1, 4, 1, 0) |

Additionally, we compare the proposed algorithm with the Decentralized Optimistic Stochastic Gradient (Dosg) and its centralized variant called Cosg.

In this evaluation, we run the above listed algorithms for training a WGAN-GP and output the generated images and report their inception scores. The reported results are based on the average performance across all nodes.

**Comparisons based on the inception score:** This score is one of the most commonly used measures for evaluating the quality of images generated by GANs. A high value corresponds to images of higher quality and also more realistic to the human eye.

To calculate the inception score, we need to have a high-accuracy pre-trained classifier that will output the conditional probability of a given input image,
| Parameter         | Value         |
|-------------------|---------------|
| Learning Rate     | $5 \times 10^{-5}$ |
| $\beta_1$        | 0.5           |
| $\beta_2$        | 0.999         |
| $\beta_3$        | 0.5           |
| Batch-size        | 64            |
| Training Iterations | 30000       |

Table 6: Training Parameters.

Figure 2: Inception Score for CelebA (left) and CIFAR-10 (right) in Single Computing Node Experiment;

i.e., the probability that an image belongs to any of the prespecified classes. Specifically, the logarithm of the inception score is calculated by

$$\log \text{ Inception Score} = E_x \sim p_g D_{KL}(p(y|x)||p(x)),$$

where $p(y|x)$ denotes the conditional probability, $p(x) = \int p(y|x)p_g(x)$ the marginal probability, $D_{KL}(\cdot, \cdot)$ the Kullback-Leibler divergence between two distributions, and $p_g$ is the distribution of the images generated by $g$.

Figure 2 panels (a)-(b) show the inception scores for CelebA and CIFAR-10 images generated by the GANs trained by Algorithm 1 and OAdagrad. Figure 3 panels (a)-(b) and Figure 4 panels (a)-(b) show plots of the inception
scores for MNIST and CIFAR-10 using $M = 5$ nodes and CIFAR-100 and Imagenette using $M = 15$ nodes, respectively, using the proposed Algorithm 2. We also provide samples of generated images for all of the competing methods in the Supplement. It can be seen that Algorithm 1 outperforms OAdagrad. Further, DADAM\textsuperscript{3} and CADAM\textsuperscript{3} are able to generate high quality images and reach a higher inception score more quickly compared to Dsgd and Csgd. This clearly illustrates that adaptive momentum methods exhibit superior performance compared to stochastic gradient methods. On the other hand, comparing decentralized methods with their centralized variants shows that the latter are capable of generating high quality images, but with higher communication cost and computational complexity.
7. Conclusion

This paper develops a new decentralized adaptive momentum method for solving min-max optimization problems. The proposed DADAM\(^3\) algorithm enables data parallelization, as well as decentralized computation. We also derive the non-asymptotic rate of convergence for the proposed algorithm for a class of non-convex-non-concave games and evaluate its empirical performance by using it for training GANs. The experimental results on GANs illustrates the effectiveness of the proposed algorithm in practice.
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Supplement to "Adaptive Momentum Methods for Min-Max Optimization"

The proofs of all technical results, and key technical lemmas are presented next. We first introduce notation used throughout this section.

**Notation.** Throughout the Supplement, $\mathbb{R}^d$ denotes the $d$-dimensional real Euclidean space. $I_d$ is used to denote the $d \times d$ identity matrix. For any pair of vectors $\mathbf{x}, \mathbf{z} \in \mathbb{R}^d$, $\langle \mathbf{x}, \mathbf{z} \rangle$ indicates the standard Euclidean inner product. We denote the element in the $i$th row and $j$th column of matrix $\mathbf{X}$ by $[\mathbf{X}]_{ij}$. We denote the $\ell_1$ norm by $\| \mathbf{X} \|_1 = \sum_{ij} |[\mathbf{X}]_{ij}|$, the maximum element of the matrix by $\| \mathbf{X} \|_{\max} = \max_{ij} |[\mathbf{X}]_{ij}|$, and the Frobenius norm by $\| \mathbf{X} \| = \sqrt{\sum_{ij} |[\mathbf{X}]_{ij}|^2}$, respectively. The above norms reduce to the vector norms if $\mathbf{X}$ is a vector. We also define the following notation in addition to equation 3 that will be used in the proofs,

\[
\Lambda_{\frac{1}{2}} = \begin{bmatrix} \tilde{v}_{1,k}^{-\frac{1}{2}}, & \cdots, & \tilde{v}_{M,k}^{-\frac{1}{2}} \end{bmatrix},
G_k = \begin{bmatrix} g_{1,k,1}, & \cdots, & g_{M,s} \end{bmatrix},
\tilde{G}_k = \begin{bmatrix} \hat{g}_{1,k,1}, & \cdots, & \hat{g}_{M,k,1} \end{bmatrix},
\hat{G}_k = \begin{bmatrix} \hat{g}_{k,1}, & \cdots, & \hat{g}_{k,s} \end{bmatrix},
\epsilon_k = \tilde{G}_k - G_k.
\]

In the above notation, $g_{i,k}$ is the gradient value calculated at point $\tilde{z}_{i,k}$, $\hat{g}_{i,k}$ is its estimated value and $g_k$ is the gradient value calculated at the averaged point $\bar{z}_k$.

Using the above notation, we can then rewrite the update rule of $X_k$ and $Z_K$ for all the nodes in Algorithm 2 together as

$$
Z_1 = (X_0 - \eta D_0)W^t,
X_1 = (X_0 - \eta D_1)W^t,
Z_2 = (X_1 - \eta D_1)W^t
= X_0 W^{2t} - \eta D_1 W^{2t} - \eta D_1 W^t,
X_2 = (X_1 - \eta D_2)W^t
= X_0 W^{2t} - \eta D_1 W^{2t} - \eta D_2 W^t
\vdots
\vdots
Z_k = X_0 W^{tk} - \eta \sum_{s=1}^{k-1} D_s W^{t(k-s+1)} - \eta D_{k-1} W^t,
X_k = X_0 W^{tk} - \eta \sum_{s=1}^{k} D_s W^{t(k-s+1)}.
$$
Next, by assuming $X_k = Z_k = D_k = M_k = 0, \forall k \leq 0$, we have
\[
Z_k = -\eta \sum_{s=1}^{k} D_{s-1} W^{t(k-s+2)} - \eta D_{k-1} W^t, \\
X_k = -\eta \sum_{s=1}^{k} D_s W^{t(k-s+1)}.
\] (7)

We will also use the value of $\bar{z}_k$ in a matrix form in the proofs given by
\[
\bar{z}_k = \frac{1}{M}Z_k 1_M = \frac{1}{M} \left( -\eta \sum_{s=1}^{k} D_{s-1} W^{t(k-s+2)} - \eta D_{k-1} W^t \right) 1_M \\
= -\frac{\eta}{M} \sum_{s=1}^{k} D_{s-1} 1_M - \frac{\eta}{M} D_{k-1} 1_M,
\]
where the last equality is due to Assumption D and the doubly stochastic nature of the mixing matrix $W$.

It can easily be seen that $z_{i,k}$ is the $i^{th}$ column of matrix $Z_k$, i.e.,
\[
z_{i,k} = Z_k e_i = \left( -\eta \sum_{s=1}^{k} D_{s-1} W^{t(k-s+2)} - \eta D_{k-1} W^t \right) e_i,
\]
with $e_i = [0, \ldots, 1, \ldots, 0]^\top$ where 1 is appearing at the $i^{th}$ coordinate. Putting both of them together, we get
\[
\bar{z}_k = -\frac{\eta}{M} \sum_{s=1}^{k} D_{s-1} 1_M - \frac{\eta}{M} D_{k-1} 1_M, \quad \text{and}
\]
\[
z_{i,k} = -\eta \sum_{s=1}^{k} D_{s-1} W^{t(k-s+2)} e_i - \eta D_{k-1} W^t e_i.
\] (8)

Additionally, the update rule for $D_k$ in Algorithm 2 can be written as
\[
D_k = \beta_{1,k} A_k^{\frac{1}{2}} \circ M_{k-1} + (1 - \beta_{1,k}) A_k^{\frac{1}{2}} \circ \hat{G}_k.
\] (9)

8. Technical Lemmas

Next, we explore some basic properties of the Hadamard product in Euclidean space.
Lemma 8.1. Let $A$ and $B$ be $H \times M$ matrices with entries in $\mathbb{R}$. Then,

(i) $\| \sum_{i=1}^{M} a_i \|^2 \leq M \sum_{i=1}^{M} \| a_i \|^2$; (iv) $\| A \odot B \|_F \leq \| A \|_F \| B \|_F$;

(ii) $\| A \odot B \|_F \leq \| A \|_{\max} \| B \|_{1,1}$; (v) $\| A \|_F \| B \|_{F,1,1}$;

(iii) $\| A \odot B \|_F \leq \| A \|_{\max} \| B \|_F$; (vi) $\| \frac{1}{M} (A \odot B) 1_M \|_2^2 \leq \| A \|_F^2 \| B \|_F$;

(iv) $\| A \odot B \|_2 \leq \| A \|_2 \| B \|_2$;

Proof. (i) Let $y = \sum_{i=1}^{M} a_i$. The proof follows from an application of Jensen’s inequality on the convex function $\phi(y) = \| y \|^2$.

(ii) From the definition of Hadamard product, we have

$$\| A \odot B \|_F = \sqrt{\sum_{i=1}^{H} \sum_{j=1}^{M} (a_{i,j} b_{i,j})^2} \leq \| A \|_{\max} \sqrt{\sum_{i=1}^{H} \sum_{j=1}^{M} b_{i,j}^2} \leq \| A \|_{\max} \sum_{i=1}^{H} \sum_{j=1}^{M} | b_{i,j} | = \| A \|_{\max} \| B \|_{1,1}.$$

(iii) It follows from the above inequality that

$$\| A \odot B \|_F \leq \| A \|_{\max} \sqrt{\sum_{i=1}^{H} \sum_{j=1}^{M} b_{i,j}^2} \leq \| A \|_{\max} \| B \|_F.$$

(iv) Note that $\| A \odot B \|_2 = \| A \|_2 \| B \|_2$. This, together with the fact that $A \odot B$ is a principle submatrix of $A \otimes B$ implies

$$\| A \odot B \|_2 \leq \| A \|_2 \| B \|_2 = \| A \|_2 \| B \|_2.$$

(iv) Form the definition of Hadamard product, we have

$$\| A \odot B \|_F^2 = \sum_{i=1}^{H} \sum_{j=1}^{M} (a_{i,j} b_{i,j})^2 \leq \left( \sum_{i=1}^{H} \sum_{j=1}^{M} a_{i,j}^2 \right) \left( \sum_{i=1}^{H} \sum_{j=1}^{M} b_{i,j}^2 \right) = \| A \|_F^2 \| B \|_F^2,$$

where the inequality follows from Cauchy-Schwarz.

(v) Observe that

$$\left\| \frac{1}{M} (A \odot B) 1_M \right\|_2^2 = \left\| \frac{1}{M} \sum_{i=1}^{M} a_i \odot b_i \right\|_2^2 \leq \frac{1}{M} \sum_{i=1}^{M} \| a_i \odot b_i \|_2^2 \leq \frac{1}{M} \| A \|_F^2 \sum_{i=1}^{M} \| b_i \|_2^2.$$
where the first and the second inequalities follow from (i) and (iii), respectively.

(vi) Similar to (v), we obtain

\[
\left\| \frac{1}{M}(A \circ B)1_M \right\| \leq \frac{1}{M} \sum_{i=1}^{M} \|a_i \circ b_i\| \leq \frac{1}{M} \|A\|_{\text{max}} \sum_{i=1}^{M} \|b_i\|.
\]

\[\Box\]

The following lemmas provide upper bounds on the norm of momentum vectors \( m_{i,k}, \tilde{v}_{i,k} \) and their product defined in Algorithm 2.

**Lemma 8.2.** ([103], Lemma 4.2) For each \( i \in \{1, \ldots, M\} \) and \( k \in \{1 \ldots N\} \), if \( \| \hat{g}_{i,k} \|_{\infty} \leq G_\infty \), then we have \( \| m_{i,k} \|_{\infty} \leq G_\infty \) and \( \| \tilde{v}_{i,k} \|_{\infty} \leq G_\infty^2 \).

**Lemma 8.3.** Assume \( \gamma := \beta_{1,1}/\beta_2 \leq 1 \) and let \( \tilde{v}_{r,i,k}^{-\frac{1}{2}} \) and \( m_{r,i,k} \) represent the values of the \( r \)th coordinate of vectors \( \tilde{v}_{r,i,k}^{-\frac{1}{2}} \) and \( m_{r,i,k} \), respectively. Then, for each \( i \in \{1, \ldots, M\} \), \( k \in \{1 \ldots N\} \), and \( r \in \{1, \ldots, d\} \), we have

\[
|\tilde{v}_{r,i,k}^{-\frac{1}{2}} m_{r,i,k-1}| \leq \frac{1}{\sqrt{u_c}},
\]

where \( u_c := (1 - \beta_3)(1 - \beta_{1,1})(1 - \beta_2)(1 - \gamma) \).

**Proof.** From the update rule of Algorithm 2, we have

\[
\tilde{v}_{r,i,k} = \beta_3 \tilde{v}_{r,i,k-1} + (1 - \beta_3) \max(\tilde{v}_{r,i,k-1}, v_{r,i,k}),
\]

which implies that \( \tilde{v}_{r,i,k} \geq (1 - \beta_3)v_{r,i,k} \).

It can easily be seen from the update rule of \( m_{r,i,k} \) and \( v_{r,i,k} \) in Algorithm 2 that

\[
m_{r,i,k} = \sum_{s=1}^{k} \left( \prod_{l=s+1}^{k} \beta_{1,l} \right) (1 - \beta_{1,s}) \hat{g}_{r,i,s}, \quad \text{and} \quad v_{r,i,k} = (1 - \beta_2) \sum_{s=1}^{k} \beta_{2}^{k-s} \hat{g}_{r,i,s}^2.
\]
Thus,

\[ |v_{r,i,k}^{-\frac{1}{2}}m_{r,i,k-1}|^2 \leq |v_{r,i,k-1}^{-\frac{1}{2}}m_{r,i,k-1}|^2 \leq \frac{\left( \sum_{s=1}^{k-1} \left( \prod_{l=s+1}^{k-1} \beta_{l,t} \right) (1 - \beta_{1,s}) \tilde{g}_{r,i,s} \right)^2}{(1 - \beta_2) \sum_{s=1}^{k-1} \beta_2^{k-s-1} \tilde{g}^2_{r,i,s}} \]

\[ \frac{\left( k-1 \sum_{s=1}^{k-1} \beta_2^{k-s-1} \tilde{g}^2_{r,i,s} \right)}{(1 - \beta_2) \sum_{s=1}^{k-1} \beta_2^{k-s-1} \tilde{g}^2_{r,i,s}} \leq \frac{1}{1 - \beta_2} \frac{\left( \sum_{s=1}^{k-1} \pi_s \tilde{g}^2_{r,i,s} \right)}{\left( \sum_{s=1}^{k-1} \beta_2^{k-s-1} \tilde{g}^2_{r,i,s} \right)} \]

where the first inequality follows since \( v_{r,i,k}^{-\frac{1}{2}} \leq v_{r,i,k-1}^{-\frac{1}{2}} \) for all \( r \in [d] \) and the last inequality uses our assumption that \( \beta_{1,s} \leq 1 \) for all \( s \geq 1 \).

Next, let \( \pi_s = \prod_{l=s+1}^{k-1} \beta_{1,l} \). Since \( \beta_{1,l} \) is decreasing, we get \( \pi_s \leq \beta_{k,s-1} \). This, together with \( \left( \sum_i a_i b_i \right)^2 \leq \left( \sum_i a_i^2 \right) \left( \sum_i b_i^2 \right) \) implies that

\[ \frac{\left( \sum_{s=1}^{k-1} \pi_s \tilde{g}^2_{r,i,s} \right)}{\left( \sum_{s=1}^{k-1} \beta_2^{k-s-1} \tilde{g}^2_{r,i,s} \right)} \leq \frac{1}{1 - \beta_2} \frac{\left( \sum_{s=1}^{k-1} \pi_s \tilde{g}^2_{r,i,s} \right)}{\left( \sum_{s=1}^{k-1} \beta_2^{k-s-1} \tilde{g}^2_{r,i,s} \right)} \]

\[ \frac{1}{1 - \beta_2} \frac{1}{1 - \beta_{1,1} 1 - \gamma} \]

where the last inequality follows from the assumption that \( \gamma = \frac{\beta_{1,1}}{\beta_2} \leq 1 \).

Finally, substituting the above inequality into equation 10 yields the desired result.

\[ \square \]

**Lemma 8.4.** For any \( i \in [M] \), we have

(i) \( \sum_{k=1}^{N} \| \tilde{v}_{r,i,k}^p - \tilde{v}_{r,i,k-1}^p \|_1 \leq \sum_{r=1}^{d} \max \left( \tilde{v}_{r,i,0}^p, \tilde{v}_{r,i,N}^p \right) \); and

(ii) \( \sum_{k=1}^{N} \| \tilde{v}_{r,i,k}^p - \tilde{v}_{r,i,k-1}^p \|_2^2 \leq \sum_{r=1}^{d} \tilde{v}_{r,i,0}^p \max \left( \tilde{v}_{r,i,0}^p, \tilde{v}_{r,i,N}^p \right) \);
where the vector powers are considered to be element-wise.

Proof. (i) If $p > 0$, we have from the update rule of $\tilde{v}_{i,k}$ in Algorithm 1 that
\[
\sum_{k=1}^{N} \| \tilde{v}_{i,k}^p - \tilde{v}_{i,k-1}^p \|_1 = \sum_{k=1}^{N} \sum_{r=1}^{d} (\tilde{v}_{r,i,k}^p - \tilde{v}_{r,i,k-1}^p) = \sum_{r=1}^{d} \sum_{k=1}^{N} (\tilde{v}_{r,i,k}^p - \tilde{v}_{r,i,k-1}^p) \\
\leq \sum_{r=1}^{d} \tilde{v}_{r,i,N}^p,
\]
where the first equality is due to the fact that each element of $\tilde{v}_{k}^p, p > 0$, is increasing in $k$ and the last inequality uses a telescopic sum. Next, we consider the case when $p < 0$. It can easily be seen that
\[
\sum_{k=1}^{N} \| \tilde{v}_{i,k}^p - \tilde{v}_{i,k-1}^p \|_1 = \sum_{k=1}^{N} \sum_{r=1}^{d} (-\tilde{v}_{r,i,k}^q + \tilde{v}_{r,i,k}^q - 1) \leq \sum_{r=1}^{d} \tilde{v}_{r,i,0}^p.
\]

(ii) For $p > 0$, it follows that
\[
\sum_{k=1}^{N} \| \tilde{v}_{i,k}^p - \tilde{v}_{i,k-1}^p \|_1^2 \leq \sum_{k=1}^{N} \sum_{r=1}^{d} (\tilde{v}_{r,i,k}^p - \tilde{v}_{r,i,k-1}^p)^2 \tilde{v}_{r,i,k}^p \leq \sum_{r=1}^{d} \sum_{k=1}^{N} (\tilde{v}_{r,i,k}^p - \tilde{v}_{r,i,k-1}^p) \tilde{v}_{r,i,N}^p \\
\leq \sum_{r=1}^{d} (\tilde{v}_{r,i,0}^p - \tilde{v}_{r,i,N}^p) \tilde{v}_{r,i,N}^p \\
\leq \sum_{r=1}^{d} \tilde{v}_{r,i,0}^p \tilde{v}_{r,i,N}^p.
\]
Next, we consider the case of $p < 0$. It can be seen that
\[
\sum_{k=1}^{N} \| \tilde{v}_{i,k}^p - \tilde{v}_{i,k-1}^p \|_1^2 \leq \sum_{k=1}^{N} \sum_{r=1}^{d} (-\tilde{v}_{r,i,k}^p + \tilde{v}_{r,i,k}^p - 1) (\tilde{v}_{r,i,k}^p - 1) \leq \sum_{k=1}^{N} \sum_{r=1}^{d} (-\tilde{v}_{r,i,k}^p + \tilde{v}_{r,i,k}^p - 1) \tilde{v}_{r,i,0}^p \\
\leq \sum_{r=1}^{d} \tilde{v}_{r,i,0}^p \tilde{v}_{r,i,0}^p.
\]

\[\square\]

Lemma 8.5. \[53\], Lemma 5/ Under Assumption D we have
\[
\left\| \frac{1}{M} 1_M - W^k e_i \right\| \leq \rho^k, \quad \forall i \in \{1, \ldots, M\}.
\]
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Remark 8.6. Assume $a_0 = 0$. We have the following useful change of indices,
\[
\sum_{k=1}^{N} \sum_{s=1}^{N-k} a_{s-1} b_k = \sum_{k=1}^{N-1} a_k \sum_{s=0}^{N-k-1} b_s.
\]

Lemma 8.7. Suppose Assumptions C and D hold. Let $G_0^2 \leq \|\bar{v}_{i,0}\|_{\infty} \leq G_0^2$, $\forall i \in \{1, \cdots, M\}$ in Algorithm 3. Then we get
\[
\sum_{k=1}^{N} E \left\| \Lambda_{k-1}^{\frac{1}{2}} \circ (X_{k-1} W^t - X_*) \right\|_F^2 - E \left\| \Lambda_{k-1}^{\frac{1}{2}} \circ (X_k - X_*) \right\|_F^2 \leq \eta M \sqrt{\frac{d_u e^\beta}{\rho^2 \beta_1}} + N \eta \frac{\rho^t}{1 - \rho^t} \left[ G_0 G_\infty^2 M D^{-1} \sqrt{d} \right] + M d.
\]

Proof. We note that
\[
\left\| \Lambda_{k-1}^{\frac{1}{2}} \circ (X_{k-1} W^t - X_*) \right\|_F^2 - \left\| \Lambda_{k-1}^{\frac{1}{2}} \circ (X_k - X_*) \right\|_F^2
\]
\[
= \left( \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_{k-1} W^t - X_*) \right\|_F - \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F \right)^2
\]
\[
\leq \left( \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_{k-1} W^t - X_*) \right\|_F + \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F \right)^2
\]
\[
\leq \left( \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_{k-1} W^t - X_*) \right\|_F - \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F \right) \left( 2 \sqrt{G_\infty M D} \right).
\]
(11)

On the other hand,
\[
\left\| \Lambda_{k-1}^{\frac{1}{2}} \circ (X_{k-1} W^t - X_*) \right\|_F - \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F
\]
\[
= \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_{k-1} W^t - X_* - X_k + X_{k-1}) \right\|_F - \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_* - X_k + X_{k-1}) \right\|_F
\]
\[
\leq \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_{k-1} W^t - X_{k-1}) \right\|_F + \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_{k-1}) \right\|_F
\]
\[
- \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F + \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F
\]
\[
= \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_{k-1} W^t - X_{k-1}) \right\|_F + \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_{k-1}) \right\|_F
\]
\[
- \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F + \left\| \Lambda_{k-1}^{\frac{1}{2}} (X_k - X_*) \right\|_F
\]
\[
= \eta \sqrt{G_\infty} \sum_{i=1}^{M} \left\| \sum_{s=1}^{k-1} D_s (X_{k-1} W^t e_i - \frac{1}{M} 1_M) \right\|_F.
\]
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For the third term on R.H.S we have,
\[
\| (\Lambda_k^\frac{1}{4} - \Lambda_k^\frac{1}{4}) \circ (X_k - X_*) \|_F \leq D \| \Lambda_k^\frac{1}{4} - \Lambda_k^\frac{1}{4} \|_F.
\]
Additionally, for the last term on the R.H.S we get
\[
\| \Lambda_k^\frac{1}{4} \circ (X_k - \bar{X}_k) \|_F \leq \eta \sqrt{G_\infty} \sum_{s=1}^{M} \left( \sum_{i=1}^{k} D_s W^{t(k-s+1)} e_i + \frac{\eta}{M} \sum_{s=1}^{k} D_s 1_M \right). \]

Bounding \( S_{1,k} \). From the update rule of \( D_s \) defined in equation 9, we get
\[
S_{1,k} = \sum_{s=1}^{k-1} D_s \left( \frac{1}{M} 1_M - W^{t(k-s+1)} e_i \right) \left( \beta_{1,s} \left\| \Lambda_s^{-\frac{1}{2}} \circ M_{s-1} \right\|_F + (1 - \beta_{1,s}) \left\| \Lambda_s^{-\frac{1}{2}} \circ \hat{G}_s \right\|_F \right) \rho^{(k-s+1)}, \tag{12}
\]
where the first inequality uses Lemma 8.1(iv) and the second inequality follows from Lemma 8.5.

From Lemma 8.3, we have
\[
\left\| \Lambda_s^{-\frac{1}{2}} \circ M_{s-1} \right\|_F \leq \left\| \Lambda_s^{-\frac{1}{2}} \circ M_{s-1} \right\|_F \leq \sqrt{M u_c^{-1}}. \tag{13}
\]
Further, by using Lemma 8.1(iv) we get
\[
\left\| \Lambda_s^{-\frac{1}{2}} \circ \hat{G}_s \right\|_F \leq \left( \left\| \Lambda_s^{-\frac{1}{2}} \right\|_{\text{max}} \left\| \hat{G}_s \right\|_F \right) \leq \left\| \Lambda_0^{-\frac{1}{2}} \right\|_{\text{max}} \left\| \hat{G}_s \right\|_F \leq G_0 \sqrt{M d G_\infty}, \tag{14}
\]
where the first inequality follows from Lemma 8.1(iv) the second inequality uses \( \left\| \Lambda_0^{-\frac{1}{2}} \right\|_F \leq \left\| \Lambda_0^{-\frac{1}{2}} \right\|_F \); and the last inequality uses Assumption 2.

We substitute equation 13 and equation 14 into equation 12 to get
\[
S_{1,k} \leq \sqrt{M u_c^{-1}} \sum_{s=1}^{k-1} \beta_{1,s} \rho^{(k-s+1)} + G_0 \sqrt{M d G_\infty} \sum_{s=1}^{k-1} \rho^{(k-s+1)} \]
\[
\leq \sqrt{M u_c^{-1}} \sum_{s=1}^{k-1} \beta_{1,s} \rho^{(k-s+1)} + G_0 \sqrt{M d G_\infty} \frac{\rho^t}{1 - \rho^t}. \tag{15}
\]
A similar approach yields
\[
S_{2,k} \leq \sqrt{Mdu_c^{-1}} \sum_{s=1}^{k} \beta_{1,s} \rho^t(k-s+1) + G_0 \sqrt{MdG} \sum_{s=1}^{k} \rho^t(k-s+1)
\]
\[
\leq \sqrt{Mdu_c^{-1}} \sum_{s=1}^{k} \beta_{1,s} \rho^t(k-s+1) + G_0 \sqrt{MdG} \frac{\rho^t}{1-\rho^t}.
\]
(16)

Thus, summing over \(k\) and taking the expectation we obtain
\[
(2\sqrt{G_\infty MD})^{-1} \sum_{k=1}^{N} \mathbb{E} \left\| A_{k-1}^{1/2} \circ (X_{k-1} W^t - X_*) \right\|_F^2 - \mathbb{E} \left\| A_{k-1}^{1/2} \circ (X_k - X_*) \right\|_F^2
\]
\[
\leq \left( 2\eta \sqrt{G_\infty M} \left[ \sqrt{MdG} \frac{\rho^t \beta_{1,1}}{(1-\rho^t)(1-\kappa)} + G_0 \sqrt{MdG} N \frac{\rho^t}{1-\rho^t} \right] \right) + D\sqrt{MG_\infty} + D Md\sqrt{G_\infty}.
\]

As a result,
\[
\sum_{k=1}^{N} \left( \mathbb{E} \left\| A_{k-1}^{1/2} \circ (X_{k-1} W^t - X_*) \right\|_F^2 - \mathbb{E} \left\| A_{k-1}^{1/2} \circ (X_k - X_*) \right\|_F^2 \right)
\]
\[
\leq \frac{\eta M \sqrt{du_c^{-1} \rho^t \beta_{1,1}}}{D(1-\rho^t)(1-\kappa)} + N \eta \frac{\rho^t}{1-\rho^t} \left[ G_0 G_\infty MD^{-1} \sqrt{d} \right] + \sqrt{Md}.
\]

This completes the proof. \(\square\)

**Lemma 8.8.** Suppose \(\beta_{1,k} = \beta_1 \kappa^{k-1}\) for some \(\kappa \in (0,1)\). Then, for the sequence \(\{z_{i,k}\}_{i,k=1}^{M,N}\) generated by Algorithm we have
\[
\frac{1}{NM} \sum_{k=1}^{N} \sum_{i=1}^{M} \mathbb{E} \| z_k - z_{i,k} \|_2^2 \leq \frac{2\eta^2 Md u_c^{-1} \beta_1^2 \rho^{2t}}{N(1-\kappa^2)(1-\rho^{2t})} + \frac{2\eta^2 Md \rho^{2t}}{(1-\beta_2)(1-\rho^{2t})}.
\]
Proof. It follows from equation 8 that
\[
\frac{1}{M} \sum_{i=1}^{M} \| \bar{z}_k - z_{i,k} \|^2
\]
\[=
\frac{1}{M} \sum_{i=1}^{M} \left( \eta \sum_{s=1}^{k} \left( \frac{1}{M} M - W^{t(k-s+2)} e_i \right) + \eta D_{k-1} \left( \frac{1}{M} M - W' e_i \right) \right)^2
\]
\[\leq \frac{2\eta^2}{M} \sum_{i=1}^{M} \left( \sum_{s=1}^{k} \left( \frac{1}{M} M - W^{t(k-s+2)} e_i \right) \right)^2
\]
\[+ \frac{2\eta^2}{M} \sum_{i=1}^{M} \left( D_{k-1} \left( \frac{1}{M} M - W' e_i \right) \right)^2,
\]
where the last inequality is obtained from the triangular inequality.

In the following, we provide upper bounds for \( S_{1,k} \) and \( S_{2,k} \).

Bounding \( S_{1,k} \). From the update rule of \( D_{s-1} \) defined in equation 9 we get
\[
S_{1,k} = \left\| \sum_{s=1}^{k} D_{s-1} \left( \frac{1}{M} M - W^{t(k-s+2)} e_i \right) \right\|^2
\]
\[\leq \sum_{s=1}^{k} \left\| D_{s-1} \frac{1}{M} M - W^{t(k-s+2)} e_i \right\|^2
\]
\[\leq 2 \sum_{s=1}^{k} \left( \beta_1^{s-1} \left\| A_{s-1}^{-\frac{1}{2}} \circ M_{s-2} \right\|^2_F + (1 - \beta_1, s-1)^2 \left\| A_{s-1}^{-\frac{1}{2}} \circ \hat{G}_{s-1} \right\|^2_F \right) \rho^{2(k-s+2)},
\]
where the first inequality uses Lemma 8.4 [iv] and the second inequality follows from Lemma 8.5.

From Lemma 8.3, we have
\[
\left\| A_{s-1}^{-\frac{1}{2}} \circ M_{s-2} \right\|_F \leq \left\| A_{s-2}^{-\frac{1}{2}} \circ M_{s-2} \right\|_F \leq \sqrt{Mdwc^{-1}}.
\]
Further, by following similar steps as in Lemma 8.3 we get
\[
\left\| A_{s-1}^{-\frac{1}{2}} \circ \hat{G}_{s-1} \right\|_F \leq \sqrt{\frac{Md}{1 - \beta_2}}.
\]
We substitute equation 19 and equation 20 into equation 18 to get

\[ S_{1,k} \leq 2Mdu_e^{-1} \sum_{s=1}^{k} \beta_{1,s-1}^2 \rho^{2t(k-s+2)} + \frac{2Md}{1-\beta_2} \sum_{s=1}^{k} \rho^{2t(k-s+2)} \]

\[ \leq 2Mdu_e^{-1} \sum_{s=1}^{k} \beta_{1,s-1}^2 \rho^{2t(k-s+2)} + \frac{2Md}{1-\beta_2} \rho^{2t}. \quad (21) \]

**Bounding \( S_{2,k} \).** It follows from the update rule of \( \mathbf{D}_{s-1} \) in equation 9 that

\[ S_{2,k} = \left\| \mathbf{D}_{k-1} \left( \frac{1}{M} \mathbf{1}_M - \mathbf{W}^t \mathbf{e}_i \right) \right\|^2 \]

\[ \leq \left\| \left( \beta_{1,k-1} \mathbf{A}_{k-1}^{-\frac{1}{2}} \circ \mathbf{M}_{k-2} + (1 - \beta_{1,k-1}) \mathbf{A}_{k-1}^{-\frac{1}{2}} \circ \mathbf{G}_{k-1} \right) \left( \frac{1}{M} \mathbf{1}_M - \mathbf{W}^t \mathbf{e}_i \right) \right\|^2 \]

\[ \leq 2\beta_{1,k-1}^2 \left\| \mathbf{A}_{k-1}^{-\frac{1}{2}} \circ \mathbf{M}_{k-2} \left( \frac{1}{M} \mathbf{1}_M - \mathbf{W}^t \mathbf{e}_i \right) \right\|^2 \]

\[ + (1 - \beta_{1,k-1})^2 \left\| \mathbf{A}_{k-1}^{-\frac{1}{2}} \circ \mathbf{G}_{k-1} \left( \frac{1}{M} \mathbf{1}_M - \mathbf{W}^t \mathbf{e}_i \right) \right\|^2 \]

\[ \leq 2\beta_{1,k-1}^2 \left\| \mathbf{A}_{k-1}^{-\frac{1}{2}} \circ \mathbf{M}_{k-2} \right\|^2 \left\| \mathbf{1}_M - \mathbf{W}^t \mathbf{e}_i \right\|^2 + 2 \left\| \mathbf{A}_{k-1}^{-\frac{1}{2}} \circ \mathbf{G}_{k-1} \right\|^2 \left\| \frac{1}{M} \mathbf{1}_M - \mathbf{W}^t \mathbf{e}_i \right\|^2 \]

\[ \leq 2\beta_{1,k-1}^2 Mdu_e^{-1} \rho^{2t} + \frac{2Md}{1-\beta_2} \rho^{2t}. \quad (22) \]

**Combining intermediate results.** By substituting equation 21 and equation 22 into equation 17 and summing over \( k = 1, \cdots, N \), we obtain

\[ \frac{1}{NM} \sum_{k=1}^{N} \sum_{i=1}^{M} E \| \mathbf{z}_k - \mathbf{z}_{i,k} \|^2 \]

\[ \leq \frac{1}{N} \sum_{k=1}^{N} \frac{\eta^2}{M} \sum_{i=1}^{M} \left( 2Mdu_e^{-1} \sum_{s=1}^{k} \beta_{1,s-1}^2 \rho^{2t(k-s+2)} + \frac{2Md}{1-\beta_2} \rho^{2t} \right) \]

\[ + \frac{1}{N} \sum_{k=1}^{N} \frac{\eta^2}{M} \sum_{i=1}^{M} \left( 2\beta_{1,k-1}^2 Mdu_e^{-1} \rho^{2t} + \frac{2Md}{1-\beta_2} \rho^{2t} \right) \]

\[ \leq \frac{2\eta^2 Mdu_e^{-1} \beta_{1,1}^2 \rho^{4t}}{N(1-\kappa^2)(1-\rho^{2t})} + \frac{2\eta^2 M \rho^{4t}}{(1-\beta_2)(1-\rho^{2t})} + \frac{2\eta^2 Mdu_e^{-1} \rho^{2t} \beta_{1,1}^2}{N(1-\kappa^2)} + \frac{2\eta^2 M \rho^{2t}}{(1-\beta_2)} \]

\[ \leq \frac{2\eta^2 Mdu_e^{-1} \beta_{1,1}^2 \rho^{2t}}{N(1-\kappa^2)(1-\rho^{2t})} + \frac{2\eta^2 M \rho^{2t}}{(1-\beta_2)(1-\rho^{2t})}. \quad (23) \]
where the second inequality uses the assumption that $\beta_{1,k} = \beta_1 \kappa^{k-1}$ for some $\kappa \in (0,1)$ and follows by an application of Remark 8.6, wherein we obtain

$$\sum_{k=1}^{N} \sum_{s=1}^{k} \beta_{1,s-1} \rho^{2t(k-s+2)} = \sum_{k=1}^{N-1} \beta_{1,k} \sum_{s=0}^{N-k-1} \rho^{2t(s+2)} \leq \frac{\beta_{1,1}^2 \rho^{2t}}{1 - \kappa^2} \frac{\rho^{2t}}{1 - \rho^{2t}}.$$ 

With the lemmas provided above, we prove the main theorem in the next section.

8.1. Proof of Theorem 5.1

Proof. We observe that

$$\eta(1 - \beta_{1,k}) \frac{1}{M} \left( \Lambda_k^{-\frac{1}{2}} \circ G_k \right) 1_M = \bar{z}_k - \bar{x}_k + \frac{1}{M} \left( X_{k-1} W' - \eta D_k \right) 1_M - \left( z_k - \eta(1 - \beta_{1,k}) \frac{1}{M} \left( \Lambda_k^{-\frac{1}{2}} \circ G_k \right) 1_M \right).$$

This, together with Lemma 8.1(i) gives

$$\eta^2 (1 - \beta_{1,k})^2 \left\| \frac{1}{M} \left( \Lambda_k^{-\frac{1}{2}} \circ G_k \right) 1_M \right\|^2 \leq 3 \eta^2 \left\| \frac{1}{M} \left( -D_k + (1 - \beta_{1,k}) \Lambda_k^{-\frac{1}{2}} \circ G_k \right) 1_M \right\|^2 \left( R_{1,k} \right) + 3 \left( \| \bar{z}_k - \bar{x}_k \|^2 + \| \bar{z}_k - \bar{x}_{k-1} \|^2 \right).$$

(24)

From Lemma 8.2, we have $\| \bar{v}_{i,k}^{-\frac{1}{2}} \|_{\infty} \geq G_{\infty}^{-1}$ which implies that

$$\left\| \frac{1}{M} \left( \Lambda_k^{-\frac{1}{2}} \circ G_k \right) 1_M \right\|^2 = \left\| \frac{1}{M} \sum_{i=1}^{M} \bar{v}_{i,k}^{-\frac{1}{2}} \circ g_k \right\|^2 = \left\| g_k \circ \frac{1}{M} \sum_{i=1}^{M} \bar{v}_{i,k}^{-\frac{1}{2}} \right\|^2 \geq G_{\infty}^{-2} \| g_k \|^2.$$

Thus,

$$\eta^2 (1 - \beta_{1,k})^2 G_{\infty}^{-2} \| g_k \|^2 \leq \eta^2 (1 - \beta_{1,k})^2 \left\| \frac{1}{M} \left( \Lambda_k^{-\frac{1}{2}} \circ G_k \right) 1_M \right\|^2 \leq 3 \eta^2 R_{1,k} + 3 R_{2,k}.$$ 

(25)

Next, we provide upper bounds for $R_{1,k}$ and $R_{2,k}$ defined in equation 24.
Bounding $R_{1,k}$. From the definition of $D_k$ in equation 9, we have

$$-D_k + (1 - \beta_{1,k}) A_{k}^{\frac{1}{2}} \circ G_k = -\beta_{1,k} \left( A_{k}^{\frac{1}{2}} \circ M_{k-1} \right) + (1 - \beta_{1,k}) A_{k}^{\frac{1}{2}} \circ (G_k - \hat{G}_k),$$

which implies that

$$R_{1,k} = \left\| \frac{1}{M} \left( -\beta_{1,k} A_{k}^{\frac{1}{2}} \circ M_{k-1} + (1 - \beta_{1,k}) A_{k}^{\frac{1}{2}} \circ (G_k - (G_k + \epsilon_k)) \right) 1_M \right\|^2$$

$$\leq 3\beta_{1,k}^2 \left\| \frac{1}{M} A_{k}^{\frac{1}{2}} \circ M_{k-1} 1_M \right\|^2 + 3(1 - \beta_{1,k}) \left\| \frac{1}{M} A_{k}^{\frac{1}{2}} \circ \epsilon_k 1_M \right\|^2$$

$$+ 3(1 - \beta_{1,k})^2 \left\| \frac{1}{M} A_{k}^{\frac{1}{2}} \circ (G_k - \hat{G}_k) 1_M \right\|^2. \quad (26)$$

The first equality is due to $\epsilon_k = \hat{G}_k - G_k$, while the first inequality follows from Lemma 8.1(i).

For the first term on the R.H.S. of equation 26, we have

$$\left\| \frac{1}{M} A_{k}^{\frac{1}{2}} \circ M_{k-1} 1_M \right\|^2 = \left\| \frac{1}{M} \sum_{i=1}^{M} v_{i,k-1} \circ m_{i,k-1} \right\|^2 \leq \frac{d}{u_c}, \quad (27)$$

where the inequality uses Lemma 8.3.

For the second term on the R.H.S. of equation 26, we have

$$\left\| \frac{1}{M} A_{k}^{\frac{1}{2}} \circ \epsilon_k 1_M \right\|^2 \leq \|A_{k}^{\frac{1}{2}}\|^2 \max_{i=1}^{M} \|\epsilon_{i,k}\|^2 \leq \frac{1}{MG_0^2} \sum_{i=1}^{M} \|\epsilon_{i,k}\|^2, \quad (28)$$

where the inequality uses Lemma 8.1(v) and our assumption that $\|\tilde{v}_{0,i}\|_\infty \leq 1/G_0$.

For the third term on the R.H.S. of equation 26, we have

$$\left\| \frac{1}{M} A_{k}^{\frac{1}{2}} \circ (G_k - \hat{G}_k) 1_M \right\|^2 \leq \|A_{k}^{\frac{1}{2}}\|^2 \max_{i=1}^{M} \|g_{i,k} - \hat{g}_{i,k}\|^2 \leq \frac{L^2}{MG_0^2} \sum_{i=1}^{M} \|z_{i,k} - \bar{z}_k\|^2, \quad (29)$$

where the last inequality uses Assumption A(4).

Substituting equation 27 equation 29 into equation 26 we obtain

$$R_{1,k} \leq \frac{3}{M} \sum_{i=1}^{M} \left( \frac{d\beta_{1,k}}{u_c} + \frac{1}{G_0} \|\epsilon_{i,k}\|^2 + \frac{L^2}{G_0^2} \|z_{i,k} - \bar{z}_k\|^2 \right). \quad (30)$$
Bounding $R_{2,k}$. Let $\Psi, X \in \mathbb{R}^{d \times M}$ be two arbitrary matrices. From the update rule of $X_k$ in Algorithm 2, we have

$$
\| \Psi \circ (X_k - X) \|_F^2 = \| \Psi \circ (X_{k-1} W^t - \eta D_k W^t - X) \|_F^2
$$

$$
= \| \Psi \circ (X_{k-1} W^t - X) - \eta \Psi \circ D_k W^t \|_F^2 - \| \Psi \circ (X_k - X_k) - \eta \Psi \circ D_k W^t \|_F^2
$$

$$
= \| \Psi \circ (X_{k-1} W^t - X) \|_F^2 - \| \Psi \circ (X_k - X_k) \|_F^2 - 2 \langle \Psi \circ (X_k - X_k), \eta \Psi \circ D_k W^t \rangle_F + 2 \langle \Psi \circ Z_k, \eta \Psi \circ D_k W^t \rangle_F
$$

$$
= \| \Psi \circ (X_{k-1} W^t - X) \|_F^2 - \| \Psi \circ (X_k - X_k) \|_F^2 - 2 \langle \Psi \circ (X_k - Z_k), \eta \Psi \circ D_k W^t \rangle_F + 2 \langle \Psi \circ Z_k, \eta \Psi \circ D_k W^t \rangle_F
$$

$$
+ 2 \langle \Psi \circ (X_k - Z_k), -\eta \Psi \circ D_k W^t \rangle_F,
$$

where the second equality follows since $X_{k-1} W^t - X_k - \eta D_k W^t = 0$.

Now, by substituting $X = X_* = [x_1, \cdots, x_s]^T$ and $\Psi = \Lambda_{k-1}^{1/2}$ into the above equality and rearranging the terms we get

$$
\left\| \Lambda_{k-1}^{1/2} \circ (Z_k - X_k) \right\|_F^2 + \left\| \Lambda_{k-1}^{1/2} \circ (X_{k-1} W^t - Z_k) \right\|_F^2 =
$$

$$
\left\| \Lambda_{k-1}^{1/2} \circ (X_{k-1} W^t - X_*) \right\|_F^2 - \left\| \Lambda_{k-1}^{1/2} \circ (X_k - X_*) \right\|_F^2 + 2 \eta \left\langle \Lambda_{k-1}^{1/2} \circ (X_* - Z_k), \Lambda_{k-1}^{1/2} \circ D_k W^t \right\rangle_F + 2 \eta \left\langle \Lambda_{k-1}^{1/2} \circ (X_k - Z_k), \Lambda_{k-1}^{1/2} \circ D_k W^t \right\rangle_F
$$

$$
+ 2 \eta \left\langle \Lambda_{k-1}^{1/2} \circ (X_k - Z_k), -\Lambda_{k-1}^{1/2} \circ D_k W^t \right\rangle_F.
$$

(31)
Since the matrix $\mathbf{W}^t$ is doubly stochastic, we get $\sum_{i=1}^{M} [\mathbf{W}^t]_{i,j} = 1$. Thus,

$$
\| \bar{x}_{k-1} - \mathbf{z}_k \|^2 = \left\| \frac{1}{M} \sum_{j=1}^{M} x_{j,k-1} - \frac{1}{M} \sum_{i=1}^{M} z_{i,k} \right\|^2
$$

$$
= \left\| \frac{1}{M} \sum_{j=1}^{M} \sum_{i=1}^{M} [\mathbf{W}^t]_{j,i} x_{j,k-1} - \frac{1}{M} \sum_{i=1}^{M} z_{i,k} \right\|^2
$$

$$
= \left\| \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{M} [\mathbf{W}^t]_{j,i} x_{j,k-1} - \frac{1}{M} \sum_{i=1}^{M} z_{i,k} \right\|^2
$$

$$
\leq \frac{1}{M} \sum_{i=1}^{M} \left\| \sum_{j=1}^{M} [\mathbf{W}^t]_{j,i} x_{j,k-1} - z_{i,k} \right\|^2 = \frac{1}{M} \| \mathbf{x}_{k-1} \mathbf{W}^t - \mathbf{Z}_k \|^2_F,
$$

(32a)

where the last inequality uses Lemma 8.1(i). Similarly,

$$
\| \bar{z}_k - \bar{x}_k \|^2 = \left\| \frac{1}{M} \sum_{i=1}^{M} z_{i,k} - \frac{1}{M} \sum_{i=1}^{M} x_{i,k} \right\|^2 \leq \frac{1}{M} \sum_{i=1}^{M} \left\| z_{i,k} - x_{i,k} \right\|^2 = \frac{1}{M} \| \mathbf{Z}_k - \mathbf{X}_k \|^2_F.
$$

(32b)

Additionally, we have

$$
G_0 \| \mathbf{Z}_k - \mathbf{X}_k \|^2_F \leq \left\| \Lambda_{k-1}^{1/2} \circ (\mathbf{Z}_k - \mathbf{X}_k) \right\|^2_F
$$

$$
G_0 \| \mathbf{x}_{k-1} \mathbf{W}^t - \mathbf{Z}_k \|^2_F \leq \left\| \Lambda_{k-1}^{1/2} \circ (\mathbf{x}_{k-1} \mathbf{W}^t - \mathbf{Z}_k) \right\|^2_F.
$$

(32c)

We substitute the lower bounds in equation 32a–equation 32c into equation 31 to get

$$
\| \bar{z}_k - \bar{x}_k \|^2 + \| \bar{x}_{k-1} - \mathbf{z}_k \|^2 \leq \frac{R_{2,0,k}}{MG_0} + \frac{2\eta}{MG_0} \left( R_{2,1,k} + R_{2,2,k} \right). \tag{33}
$$

Next, we provide upper bounds for the terms $R_{2,1,k}$ and $R_{2,2,k}$.

**Bounding $R_{2,1,k}$**. It follows from the update rule of $\mathbf{D}_k$ in equation 39 that

$$
\mathbf{D}_k = \mathbf{D}_k - (1 - \beta_{1,k}) \Lambda_{k-1}^{-1/2} \circ \mathbf{G}_k + (1 - \beta_{1,k}) \Lambda_{k-1}^{-1/2} \circ \mathbf{G}_k
$$

$$
= \beta_{1,k} \Lambda_{k-1}^{-1/2} \circ \mathbf{M}_{k-1} + (1 - \beta_{1,k}) (\Lambda_{k-1}^{-1/2} - \Lambda_{k-1}^{-1/2}) \circ \mathbf{G}_k
$$

$$
+ (1 - \beta_{1,k}) \Lambda_{k-1}^{-1/2} \circ \mathbf{G}_k + (1 - \beta_{1,k}) \mathbf{G}_k \circ (\mathbf{G}_k - \mathbf{G}_k). \tag{34}
$$

47
In the following, we multiply each term in equation 34 by $\Lambda^{\frac{1}{4}}_{k-1} \circ (X_* - Z_k)$ and then provide an upper bound for the resulting term.

Using Lemmas 8.3, 8.2 and Assumption C, we get

$$\langle \Lambda^{\frac{1}{4}}_{k-1} \circ (X_* - Z_k), \Lambda^{-\frac{1}{2}}_k \circ M_{k-1} \rangle_F \leq \sqrt{MDG}_\infty \| \Lambda^{-\frac{1}{2}}_k \circ M_{k-1} \|_F \leq MDG_\infty \sqrt{d \bar{c}^{-1}}.$$  

(35a)

Besides,

$$\langle \Lambda^{\frac{1}{4}}_{k-1} \circ (X_* - Z_k), \Lambda^{\frac{1}{2}}_{k-1} \circ \Lambda^{-\frac{1}{2}}_k \circ \hat{G}_k \rangle_F \leq \sqrt{MDG}_\infty (\Lambda^{-\frac{1}{2}}_k - \Lambda^{-\frac{1}{2}}_{k-1}) \circ \hat{G}_k \|_F \leq \sqrt{MDG}_\infty \| \hat{G}_k \|_{\max} \| \Lambda^{-\frac{1}{2}}_k - \Lambda^{-\frac{1}{2}}_{k-1} \|_{1,1} \leq \sqrt{MDG}_\infty \| \Lambda^{-\frac{1}{2}}_k - \Lambda^{-\frac{1}{2}}_{k-1} \|_{1,1},$$

(35b)

where the second inequality is obtained from Lemma 8.1(ii) and last inequality is due to Assumption 2.

In addition, from Assumption B, we have

$$\langle \Lambda^{\frac{1}{4}}_{k-1} \circ (X_* - Z_k), \Lambda^{\frac{1}{2}}_{k-1} \circ \Lambda^{-\frac{1}{2}}_k \circ G_k \rangle_F = \sum_{i=1}^M \langle x_* - z_{i,k}, g_{i,k} \rangle \leq 0.$$  

(35c)

Also,

$$\langle \Lambda^{\frac{1}{2}}_{k-1} \circ (X_* - Z_k), \Lambda^{-\frac{1}{2}}_{k-1} \circ (\hat{G}_k - G_k) \rangle_F = \langle X_* - Z_k, \hat{G}_k - G_k \rangle_F := \Theta_k.$$  

(35d)

Combining equation 35a–equation 35d yields

$$R_{2,1,k} \leq \beta_{1,k} MDG_\infty \sqrt{d \bar{c}^{-1}} + \sqrt{MDG}_\infty^2 \| \Lambda^{-\frac{1}{2}}_k - \Lambda^{-\frac{1}{2}}_{k-1} \|_{1,1} + \Theta_k.$$  

(36)
Bounding $R_{2,2,k}$. From the update rule of $D_k$ in equation 9 we get,

$$
D_k - D_{k-1} = \beta_{1,k} A_k^{-\frac{1}{2}} \circ M_{k-1} + (1 - \beta_{1,k}) A_k^{-\frac{1}{2}} \circ \hat{G}_k
$$

$$
- \beta_{1,k-1} A_{k-1}^{-\frac{1}{2}} \circ M_{k-2} - (1 - \beta_{1,k-1}) A_{k-1}^{-\frac{1}{2}} \circ \hat{G}_{k-1}
$$

$$
= \beta_{1,k} A_k^{-\frac{1}{2}} \circ M_{k-1} - \beta_{1,k-1} A_{k-1}^{-\frac{1}{2}} \circ M_{k-2}
$$

$$
+ (1 - \beta_{1,k})(A_k^{-\frac{1}{2}} - A_{k-1}^{-\frac{1}{2}} + A_{k-1}^{-\frac{1}{2}}) \circ \hat{G}_k - (1 - \beta_{1,k-1}) A_{k-1}^{-\frac{1}{2}} \circ \hat{G}_{k-1}
$$

$$
= \beta_{1,k} A_k^{-\frac{1}{2}} \circ M_{k-1} - \beta_{1,k-1} A_{k-1}^{-\frac{1}{2}} \circ M_{k-2} + (1 - \beta_{1,k})(A_k^{-\frac{1}{2}} - A_{k-1}^{-\frac{1}{2}}) \circ \hat{G}_k
$$

$$
+ (1 - \beta_{1,k})A_{k-1}^{-\frac{1}{2}} \circ (G_k + \epsilon_k - \hat{G}_k) + (1 - \beta_{1,k-1}) A_{k-1}^{-\frac{1}{2}} \circ (\hat{G}_{k-1} - G_{k-1} - \epsilon_{k-1})
$$

$$
+ (1 - \beta_{1,k-1}) A_{k-1}^{-\frac{1}{2}} \circ (G_k - \hat{G}_{k-1}) - (\beta_{1,k} - \beta_{1,k-1}) A_{k-1}^{-\frac{1}{2}} \circ G_k
$$

(37)

Next, we focus on providing upper bounds for $R_{2,2,k} \leq \eta G_\infty \|D_k - D_{k-1}\|_F^2$.

Observe that

$$
\left\| \beta_{1,k} A_k^{-\frac{1}{2}} \circ M_{k-1} \right\|_F^2 + \left\| -\beta_{1,k-1} A_{k-1}^{-\frac{1}{2}} \circ M_{k-2} \right\|_F^2
$$

$$
\leq 2 \max \left( \left\| \beta_{1,k} A_k^{-\frac{1}{2}} \circ M_{k-1} \right\|_F^2, \left\| -\beta_{1,k-1} A_{k-1}^{-\frac{1}{2}} \circ M_{k-2} \right\|_F^2 \right) \leq \frac{2Mt\beta_{1,k-1}^2}{\eta c},
$$

(38a)

where the inequality follows from Lemma 8.3. Using Lemma 8.1[(iii)] we get

$$
\left\| (1 - \beta_{1,k})(A_k^{-\frac{1}{2}} - A_{k-1}^{-\frac{1}{2}}) \circ \hat{G}_k \right\|_F^2 \leq \left\| \hat{G}_k \right\|_{\text{max}}^2 \left\| A_k^{-\frac{1}{2}} - A_{k-1}^{-\frac{1}{2}} \right\|_{1,1}^2 \leq G_\infty^2 \left\| A_k^{-\frac{1}{2}} - A_{k-1}^{-\frac{1}{2}} \right\|_{1,1}^2
$$

(38b)

where the last inequality uses Assumption 2. Further, from Lemma 8.1[(iii)] we have

$$
\left\| (1 - \beta_{1,k}) A_{k-1}^{-\frac{1}{2}} \circ (G_k - \hat{G}_k) \right\|_F^2 \leq \left\| A_{k-1}^{-\frac{1}{2}} \right\|_{\text{max}}^2 \left\| G_k - \hat{G}_k \right\|_F^2 \leq \frac{L^2}{G_0^2} \left\| Z_k - Z_{k-1} \right\|_F^2,
$$

(38c)
where the last inequality uses Assumption A(4). Similarly,

\[
\left\| (1 - \beta_{1,k-1}) A_{k-1}^{\frac{1}{2}} \circ (G_{k-1} - G_{k-1}) \right\|^2_F \leq \frac{L^2}{G_0} \|Z_{k-1} - \bar{Z}_{k-1}\|^2_F,
\]

(38d)

\[
\left\| (1 - \beta_{1,k}) A_{k-1}^{\frac{1}{2}} \circ (G_k - G_{k-1}) \right\|^2_F \leq \frac{L^2}{G_0} \|Z_k - \bar{Z}_{k-1}\|^2_F,
\]

(38e)

\[
\| (\beta_{1,k} - \beta_{1,k-1}) A_{k-1}^{\frac{1}{2}} \circ G_{k-1}\|^2_F \leq (\beta_{1,k} - \beta_{1,k-1})^2 \|A_{k-1}^{\frac{1}{2}}\|^2_{\text{max}} \|G_{k-1}\|^2_F
\]

(38f)

Taking the norm of equation (37) and using equation (38a)–equation (38f) we get

\[
\frac{R_{2,k}}{G_\infty} \leq \eta \|D_k - D_{k-1}\|^2 \leq 18\eta M d\beta_{1,k-1}^2 u_{c}^{-1} + 9\eta G_\infty^2 \|A_k^{\frac{1}{2}} - A_{k-1}^{\frac{1}{2}}\|^2_{1,1}
\]

\[
+ \frac{9\eta L^2}{G_0^2} \left( \|Z_k - \bar{Z}_{k}\|^2_F + \|Z_{k-1} - \bar{Z}_{k-1}\|^2_F \right)
\]

\[
+ \frac{9\eta}{G_0} \left( L^2 \|Z_k - \bar{Z}_{k-1}\|^2 + (\beta_{1,k} - \beta_{1,k-1})^2 \|G_{k-1}\|^2_F \right)
\]

\[
+ \frac{9\eta}{G_0} \left( \|\epsilon_k\|^2_F + \|\epsilon_{k-1}\|^2_F \right).
\]

(39)

Substituting equation (39) and equation (36) into equation (33) we obtain

\[
\|\bar{z}_k - \bar{x}_k\|^2 + \|\bar{x}_{k-1} - \bar{z}_{k}\|^2 \leq \frac{R_{2,0,k}}{MG_0}
\]

\[
+ \frac{2\eta}{MG_0} \left( \beta_{1,k} M D_{\infty} \sqrt{d u_{c}^{-1}} + \sqrt{M D_{\infty} G_\infty} \|A_k^{\frac{1}{2}} - A_{k-1}^{\frac{1}{2}}\|_{1,1} + \Theta_k \right)
\]

\[
+ \frac{18\eta^2 G_\infty}{MG_0} \left( 2 M d \beta_{1,k-1}^2 u_{c}^{-1} + G_\infty^2 \|A_k^{\frac{1}{2}} - A_{k-1}^{\frac{1}{2}}\|^2_{1,1} \right)
\]

\[
+ \frac{18\eta^2 L^2 G_\infty}{MG_0^3} \left( \|Z_k - \bar{Z}_{k}\|^2_F + \|Z_{k-1} - \bar{Z}_{k-1}\|^2_F \right)
\]

\[
+ \frac{18\eta^2 G_\infty}{MG_0^3} \left( L^2 \|Z_k - \bar{Z}_{k-1}\|^2_F + (\beta_{1,k} - \beta_{1,k-1})^2 \|G_{k-1}\|^2_F \right)
\]

\[
+ \frac{18\eta^2 G_\infty}{MG_0^3} \left( \|\epsilon_k\|^2_F + \|\epsilon_{k-1}\|^2_F \right).
\]

(40)
It follows from Lemma 8.1(i) that
\[ \sum_{k=1}^{N} \| \bar{Z}_k - \bar{Z}_{k-1} \|^2 = M \sum_{k=1}^{N} \| \bar{x}_k - \bar{x}_{k-1} \|^2 \]
\[ \leq 2M \sum_{k=1}^{N} \| \bar{x}_k - \bar{z}_{k-1} \|^2 + 2M \sum_{k=1}^{N} \| \bar{z}_{k-1} - \bar{z}_k \|^2 \]
\[ = 2M \sum_{k=1}^{N} \| \bar{x}_k - \bar{z}_{k-1} \|^2 + 2M \sum_{k=1}^{N} \| \bar{z}_k - \bar{x}_k \|^2, \quad (41) \]
where the equality follows since by our assumption \( \bar{x}_0 = \bar{z}_0 = 0 \).

Now, by using Lemmas 8.4, 8.7 summing equation 40 over \( k = 1, \ldots, N \) and using equation 41, we obtain

\[ \left( 1 - \frac{36\eta^2 L^2 G_{\infty}^3}{G^3_0} \right) \sum_{k=1}^{N} \mathbb{E} \| \bar{x}_{k-1} - \bar{z}_k \|^2 + \left( 1 - \frac{36\eta^2 L^2 G_{\infty}^3}{G^3_0} \right) \sum_{k=1}^{N} \mathbb{E} \| \bar{z}_k - \bar{x}_k \|^2 \]
\[ \leq \eta \sqrt{d u_c} \rho^2 \beta_{1,1} + \frac{1}{G_0} \mathbb{E} \left[ G_{\infty}^3 D^{-1} \sqrt{\beta_{1,1}} \right] + \frac{d}{G_0 \sqrt{M}} \]
\[ + \frac{2 \eta D G_{\infty}}{G_0} \left( \frac{\beta_{1,1}}{1 - \kappa} \sqrt{d u_c} + \frac{\sqrt{M G_{\infty}^3 d}}{G^3_0} \right) \]
\[ + \frac{36\eta^2 \rho^2 \beta_{1,1} G_{\infty}^3}{G_0 (1 - \kappa^2) G^3_0} + \frac{18 \eta^2 d G_{\infty}^3}{G_0^3} + \frac{36\eta^2 L^2 G_{\infty}^3}{M G_0^3} \sum_{k=1}^{N} \sum_{i=1}^{M} \mathbb{E} \| \bar{z}_{i,k} - \bar{z}_k \|^2 \]
\[ + \frac{18 \eta^2 G_{\infty}^3}{M G_0^3} \sum_{k=1}^{N} (\beta_{1,k} - \beta_{1,k-1}) \mathbb{E} \| \bar{z}_k \|^2 + \frac{36\eta^2 G_{\infty}^3}{M G_0^3} \sum_{k=1}^{N} \frac{\sigma^2}{m_k} = \text{R.H.S.} \quad (42) \]

Note that if \( \eta \leq \sqrt{\frac{G^3_0}{72 L^2 G_{\infty}}} \), then \( 1 - \frac{36\eta^2 L^2 G_{\infty}^3}{G^3_0} \geq \frac{1}{2} \). Thus, from equation 24 we get

\[ \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}[R_{2,k}] = \frac{1}{N} \sum_{k=1}^{N} \mathbb{E} \| \bar{x}_{k-1} - \bar{z}_k \|^2 + \mathbb{E} \| \bar{z}_k - \bar{x}_k \|^2 \leq \frac{2}{N} \text{R.H.S.}, \quad (43) \]

\[ \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}[R_{1,k}] = \frac{3d \beta_{1,1}^2}{N d (1 - \kappa^2)} + \frac{3}{N M G_0^2} \sum_{k=1}^{N} \frac{\sigma^2}{m_k} + \frac{3L^2}{N M G_0^2} \sum_{k=1}^{N} \sum_{i=1}^{M} \mathbb{E} \| \bar{z}_{i,k} - \bar{z}_k \|^2 \quad (44) \]
By combining equation 44 with equation 25 we obtain

\[ \eta^2 (1 - \beta_{1,1})^2 G^{-2} \frac{1}{N} \sum_{k=1}^{N} \mathbb{E} \| g_k \|^2 \]

\[ \leq \frac{3}{N} \sum_{k=1}^{N} \left( \eta^2 \mathbb{E}[R_{1,k}] + \mathbb{E}[R_{2,k}] \right) \leq \frac{9\eta^2 d\beta_{1,1}^2}{N u_c (1 - \kappa^2)} + \frac{9\eta^2}{N MG_0^2} \sum_{k=1}^{N} \frac{\sigma^2}{m_k} + \frac{9\eta^2 L^2}{G_0^2} \left( \frac{1}{MN} \sum_{k=1}^{N} \sum_{i=1}^{M} \mathbb{E} \| z_{k,i} - \bar{z}_k \|^2 \right) \]

\[ + \frac{6\eta \sqrt{d u_c^{-1}} \rho^2 \beta_{1,1}}{NG_0 D (1 - \rho') (1 - \kappa)} + 6\eta \rho^i \sqrt{G_0^2 D^2 - 1} \left[ \mathbb{E} \| \zeta \|^2 \right] + \frac{6d}{N G_0 \sqrt{M}} \]

\[ + \frac{12\eta D G_0 (\beta_{1,1}) (1 - \kappa) \sqrt{d u_c^{-1} \rho^2}}{G_0^2} \]

\[ + \frac{216\eta^2 d \beta_{1,1}^2 G_\infty}{N u_c (1 - \kappa^2) G_0} + \frac{108\eta^2 d G_\infty^3}{NG_0} + \frac{216\eta^2 L^2 G_\infty}{G_0} \left( \frac{1}{MN} \sum_{k=1}^{N} \sum_{i=1}^{M} \mathbb{E} \| z_{k,i} - \bar{z}_k \|^2 \right) \]

\[ + \frac{108\eta^2 G_\infty^3}{M G_0^3} \sum_{k=1}^{N} (\beta_{1,k} - \beta_{1,k-1})^2 \mathbb{E} \| g_k \|^2 \]

Using the fact that \( \frac{\rho^{2t}}{1 - \rho^2} \leq \frac{\rho^{2i}}{1 - \rho^2} \), together with Lemma 8.8 and rearranging the above inequality yields

\[ \frac{C_0}{N} \sum_{k=1}^{N} \mathbb{E} \| g_k \|^2 \leq \frac{C_1}{N} + \frac{C_2}{MN} \sum_{k=1}^{N} \frac{\sigma^2}{m_k} + \frac{C_3 M \rho^i}{1 - \rho^2}, \]

where

\[ C_0 := \eta^2 (1 - \beta_{1,1})^2 G^{-2} - \frac{108 \beta_{1,1}^2 \eta^2 G_\infty}{M G_0^3} \]

\[ C_1 := \frac{9\eta^2 d \beta_{1,1}^2}{u_c (1 - \kappa^2)} + \frac{18\eta^4 L^2 M u_c^{-1} \beta_{1,1}^2 \rho^{2t}}{G_0^2 (1 - \kappa^2)} \]

\[ + \frac{6\eta \sqrt{d u_c^{-1}} \rho^2 \beta_{1,1}}{D (1 - \rho') (1 - \kappa) G_0} + \frac{6d}{N G_0} \]

\[ + \frac{12\eta D G_\infty (\beta_{1,1}) (1 - \kappa) \sqrt{d u_c^{-1} \rho^2}}{G_0} \]

\[ + \frac{216\eta^2 d \beta_{1,1}^2 G_\infty}{N u_c (1 - \kappa^2) G_0} + \frac{108\eta^2 d G_\infty^3}{NG_0} + \frac{32\eta^4 L^2 G_\infty^3}{G_0^3} \left( \frac{M u_c^{-1} \beta_{1,1}^2 \rho^{2t}}{(1 - \kappa^2) (1 - \rho^{2t})} \right), \]

\[ C_2 := \frac{9\eta^2}{G_0^2} + \frac{216\eta^2 G_\infty}{G_0^2}, \]

\[ C_3 := \frac{18\eta^4 L^2}{G_0^2} \frac{d}{1 - \beta_2} + \frac{6\eta G_\infty \sqrt{d}}{MD} + \frac{32\eta^4 L^2 G_\infty}{G_0^3} \frac{d}{1 - \beta_2}. \]

Then, we assume that \( \beta_{1,1} \leq \frac{1}{1 + \sqrt{108 G_\infty / M G_0}} \) and divide both sides by \( C_0 \) to obtain
\[
\frac{1}{N} \sum_{k=1}^{N} \mathbb{E}\|g_k\|^2 \leq \frac{N_1}{N} + \frac{B_2}{MN} \sum_{k=1}^{N} \sigma^2 m_k + \frac{B_3 M \rho^t}{1 - \rho^t},
\]

where

\[
B_i = \frac{C_i}{C_0}, \quad \forall i \in \{1, 2, 3\}. \tag{46}
\]

This completes the proof of the Theorem. \qed

Samples generated from different algorithms

We provide selected samples of images generated by different algorithms used in our comparisons.

Figure 5: Generated MNIST Samples for Decentralized Experiment
Figure 6: Generated CIFAR-10 Samples for Decentralized Experiment
Figure 7: Generated CIFAR-100 Samples for Decentralized Experiment
Figure 8: Generated Imagenette Samples for Decentralized Experiment
Figure 9: Generated CelebA (top row) and CIFAR-10 (bottom row) Samples for Single Computing Node Experiment.