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The principal goal of the NASA Terrestrial Planet Finder (TPF) and ESA Darwin mission concepts is to directly detect and characterize extrasolar terrestrial (Earth-sized) planets. This first generation of instruments is expected to provide disk-averaged spectra with modest spectral resolution and signal-to-noise. Here we use a spatially and spectrally resolved model of the planet Mars to study the detectability of a planet’s surface and atmospheric properties from disk-averaged spectra as a function of spectral resolution and wavelength range, for both the proposed visible coronograph (TPF-C) and mid-infrared interferometer (TPF-I/Darwin) architectures. At the core of our model is a spectrum-resolving (line-by-line) atmospheric/surface radiative transfer model which uses observational data as input to generate a database of spatially-resolved synthetic spectra for a range of illumination conditions (phase angles) and viewing geometries. Results presented here include disk averaged synthetic spectra, light-curves and the spectral variability at visible + mid-IR wavelengths for Mars as a function of viewing angle, illumination, season. We also considered the appearance of an increasingly frozen Mars and simulated its detection versus real Mars with TPF-C and TPF-I as a function of spectral resolving power, signal-to-noise, integration time.

1 Introduction

In the past decade, over 122 planets have been discovered orbiting other stars using indirect detection techniques [JPL Planetquest website]. These techniques infer the presence of a planet based on the time-varying position or luminosity behavior of the parent star. The characteristics of the known sample are constrained by the currently achievable detection techniques, which are more sensitive to larger worlds. With the exception of Earth-sized pulsar planets [Wolszczan and Frail, 1992], the planets found to date have lower limits on their masses that are consistent with gas giant, or Jovian planets [Udry and Mayor, 2001], rather than the smaller, rocky, terrestrial worlds like our Earth. To extend our detection ability down to Earth-sized planets, both the National Aeronautics and Space Administration (NASA) and the European Space Agency (ESA) are developing large and technologically challenging spaceborne observatories. The NASA Terrestrial Planet Finder (TPF) and the ESA Darwin missions are being designed to directly detect and characterize extrasolar terrestrial planets. To detect a much fainter planet next to its parent star, the proposed design must suppress the scattered starlight from the parent star by factors of $10^9$ for observations in the visible and $10^6$ for mid-infrared observations. In addition, the design must have sufficient angular resolution to spatially separate the signal of the planet from its parent star.
The mission architectures proposed for TPF to meet these requirements fall into two broad categories: coronagraphs operating at visible wavelengths, and interferometers operating at mid-infrared wavelengths. Both mission concepts are expected to launch within the next 10 to 15 years [(TPF website), (Darwin website)]. The visible-light coronograph (TPF-C) concept uses a single moderate-sized telescope with a 6 meter overture, operating at room temperature. Very precise, stable control of the telescope optical quality is necessary to address the required billion to one image contrast between star and planet. It may be launched around 2014. The infrared interferometer concept (TPF-I) uses multiple, smaller (3-4 meters) telescopes that are cooled to extremely low temperatures. For the designs under consideration, these telescopes will be flown on separate spacecraft separated by distances of a few hundred meters. While the image contrast requirement is only a million to one at mid-infrared wavelengths, a large baseline is required to provide sufficient angular resolution to separate the planet from its parent star. Very exacting stability and optical quality are also required for this design. TPF-I, will be probably conducted jointly with the European Space Agency-Darwin mission, and is planned to be launched before 2020.

These TPF concepts are expected to search for terrestrial planets around a core set of at least 35 nearby stars, with a sample potentially as large as 165 stars. The target stars are preferentially selected from those nearby stars whose optical spectra indicate sizes and temperatures similar to our own Sun, namely dwarf stars of spectral type F, G and K. In addition to the F, G and K core set, cooler stars of type M may be added to increase the sample size. TPF-I will study individual planets orbiting parent stars previously observed by TPF-C and also new ones beyond the reach of TPF-C. In addition to detecting terrestrial-sized planets, TPF will attempt to determine whether these planets have a high probability of being habitable. Habitability here is defined as being able to support liquid water on the planetary surface. First order estimates of habitability will be determined from the observed separation between the planet and its star. However, a planet’s surface temperature depends not only on the incident stellar radiation, but also on its surface albedo and the presence of an atmosphere, and the prevalence of greenhouse gases. In our solar system, enhancement of planetary surface temperatures by atmospheric greenhouse effects ranges from 5°C of warming for Mars to 530°C for Venus. Measuring the presence and abundance of atmospheric constituents via remote-sensing spectroscopy, searching for spectral signatures from the planet’s surface, and monitoring the planet’s appearance as a function of time will provide clues not only to habitability, but may reveal imbalances in the planetary environment that indicate the presence of life.
In Earth and planetary science, spatially-resolved spectroscopy is arguably the most powerful technique available for retrieving the characteristics of planetary surfaces and atmospheres via remote sensing. However, the first generation of instruments for studying extrasolar planets will only be able to spatially-resolve the disk of the target planets, and so are expected to provide disk-averaged spectra with modest spectral resolution $R$ (potentially $R \sim 75$ in the visible, and $R \sim 25$ in the IR) and signal-to-noise.

With the launch of missions like TPF/Darwin only a decade away, we must understand the extent to which the environments of extrasolar terrestrial planets can be characterized for habitability or the presence of life using disk-averaged visible or infrared spectra via computer modeling. As part of the NASA Astrobiology Institute’s Virtual Planetary Laboratory (P.I. V. S. Meadows) we are developing computer models to understand what planetary surface and atmospheric properties can be retrieved from disk-averaged spectra over a range of spectral resolutions. One of the first steps in this process is to produce comprehensive spatially and spectrally-resolved models of the planets in our own solar system. The planet Mars provides a relatively simple example of a planet at the edge of a habitable zone. Although the atmosphere and surface of Mars have been extensively observed from orbit and other models have been generated to describe this spectrum [Lellouch et al., 2000], these observations and models are not directly applicable to studies of the environments. In particular, the spatial resolution and viewing geometry is substantially different from that for disk-integrated observations of distant worlds. Besides, more importantly, existing observations cover only a fraction of the solar and thermal spectra. We have developed a computer model that uses environmental measurements as inputs, and is validated against available observational data. It therefore provides a realistic, versatile, and comprehensive tool to explore specific questions that cannot be answered using the data alone. For example, we can alter planetary properties to better understand the detectability of ice on a successively more frozen Mars and determine how we can best detect and distinguish it from present day Mars (c.f. Section 6.3).

To create these planetary models, we are implementing a suite of realistic atmospheric radiative transfer models and observational instrumentation and system simulation tools. These planetary models will be used to generate high spectral resolution, spatially resolved models of Venus, Earth, Mars, and Titan. Spectra generated by these models can then be averaged over the planet’s disk, and processed with the observational system simulators to provide a quantitative assessment of the detectability of planetary characteristics.

In this paper, we explore the first results of this modeling effort, which concentrates on the planet Mars. Mars has sufficient observational data to
provide adequate input and validation for the models, and provides a good example of a likely abiotic planet. A subsequent paper will discuss our recent results for the more complicated Earth model [Tinetti et al., 2004a], [Tinetti et al., 2004b]. In our approach section, we describe the radiative transfer algorithms, their data requirements and the observational system modeling tools adopted for this investigation. In the result section we explore the detectability of Martian atmospheric and surface features in disk-averaged spectra as a function of wavelength observed, solar illumination and viewing angle for two days on Mars, one near Northern summer solstice \( (L_s = 105^\circ) \) and another corresponding to \( L_s = 211.6^\circ \), closer to Northern autumn equinox.

2 Modeling Approach

The objective of our modeling approach was to create a model that could provide realistic representations of the spectral appearance of a planet for a range of different observed spatial scales and wavelengths, as a function of solar illuminations and observer viewing angles. To create this model, we needed to carefully choose our spatial sampling scheme, the input data, and its resolution, radiative transfer models to create realistic spectra over large wavelength ranges and for different solar illumination conditions, and the algorithms required to average results over the planet’s disk to produce disk-averaged spectra for different viewing geometries. The techniques that we chose to implement in this model are described in detail in the following sub-sections.

2.1 Spatial sampling

The first step in implementing this model was to adopt an architecture for the spatial sampling of the sphere, to establish the relationship between individual soundings and disk-averaged properties of the atmosphere and surface.

For this model, the choice of spatial sampling scheme was particularly important because we did not wish to introduce spurious spectral artifacts associated with the number of density of spatial samples on the sphere that could be viewed from different viewing geometries. Since we may see an extrasolar planet from almost any viewing angle, including pole-on, many classical spatial grids used for Earth science such as latitude-longitude grids were not appropriate for this model, as they had built-in preferential directions for viewing and/or spatial grid boxes of unequal size when viewed from different directions. For this application, it was also important to have a mathematical structure able to support analytical and geometrical transformations on the sphere (integrals, rotations, projections etc.), that would facilitate fast and accurate tests.
of increased and degraded spatial resolving power.

Therefore, the principal criteria driving our selection of a spatial grid on the sphere were: 1) a geometry showing little or no change in mapping as a function of viewing direction - this criterion could be satisfied either by same size/same shape samples, or segments of different sizes and shapes, but in a uniform pattern across the sphere; 2) a geometry that can be broken up into a reasonable number of bins/points and is robust to multiple scales. Our criteria were best satisfied by the existing Healpix formalism.

**Healpix**  Healpix (Hierarchical Equal Area and iso-Latitude Pixelisation) was originally designed for the ESA Planck and NASA WMAP (Wilkinson Microwave Anisotropy Probe) missions [Górski, et al., 1998], to map the cosmic microwave background. However, Healpix also satisfies our requirements for mapping terrestrial planets via the following three essential properties: 1) under this scheme, the sphere is hierarchically divided into curvilinear quadrilateral tiles. The lowest resolution partition is comprised of 12 base tiles. Resolution increases by dividing each tile into four new ones, allowing fast and reversible upgrading and degrading of the resolution (fig. 1). 2) areas of all tiles at a given resolution are identical and the same number of tiles is visible from any viewing geometry, and 3) pixels are distributed on lines of constant latitude. This property allows easy conversion between spherical coordinates and Healpix pixels, and facilitates mathematical transformation on the sphere (rotations, projections, integrals).

### 2.2 Input data

To assess the detectability of seasonal variations, we have run our simulations for two particular days on Mars. These have subsolar longitudes of $L_s = 104.6^\circ$ and $L_s = 211.6^\circ$, corresponding to dates just after Northern summer solstice and just after Northern autumnal equinox. We have assumed [James et al., 1992] polar caps extending for $\sim 15^\circ$ to the South in the northern hemisphere and $\sim 40^\circ$ to the North in the southern hemisphere for $L_s = 104.6^\circ$, and $\sim 35^\circ$ to the South in the northern hemisphere and $\sim 30^\circ$ to the North in the southern hemisphere in the case of $L_s = 211.6^\circ$.

**Physical-chemical properties of the atmosphere and surface**  To generate synthetic spectra, we require both information on the physical and chemical state of the atmosphere and surface, such as the horizontal and vertical distributions of surface and atmospheric temperature, trace gas concentration, clouds and aerosols, and surface cover, as well as information on the spectral properties of planetary constituents. For the physical and chemical state
of the atmosphere, we have used GCM results, which we mapped to 48 tiles using Healpix. The choice of 48 bins (fig. 2) for mapping the atmospheric properties was made as a compromise between sensitivity to local variations in atmospheric properties, and the computational time required for the radiative transfer model. Each of the 48 tiles is characterized by an illumination (day, night or terminator), temperature-pressure profile, and vertical profiles for trace gases (CO\textsubscript{2}, CO, O\textsubscript{2}, O\textsubscript{3}, H\textsubscript{2}O) throughout 31 atmospheric levels. Except for ozone on polar-cap pixels and water vapor, the atmospheric components have a constant mixing ratio with altitude (fig. 3), which is a reasonable assumption for Mars.

The surface boundary condition is characterized by a surface albedo which is dependent upon the type of material and wavelength (fig. 4). To account for spatial variations in surface albedo, we have used a much finer grid (3072 tiles) than the 48 atmosphere tiles and used an observed albedo map from the Viking mission to interpolate the synthetic spectra generated for a variety of surface albedos.

**Solar spectrum** The upper boundary condition of the model is specified by the downward solar flux at the top of the atmosphere. The solar spectrum used is a high-spectral-resolution spectrum compiled from satellite observations at UV wavelengths (Atlas-2 SUSIM) and stellar atmosphere models at longer wavelengths [Kurucz, 1979] (fig. 5). The position of the sun in our simulation was derived from the Jet Propulsion Laboratory Horizons Ephemeris System [Giorgini et al., 1997].

**Molecular Line lists** To model the optical properties of the atmospheric constituents we used molecular line databases to generate the line-by-line description of infrared vibration-rotation bands of gases, and UV and visible cross-sections of gases associated with electronic and pre-dissociation transitions (e.g. ozone).

For our model, we have used the HITRAN2K (High resolution Transmission 2K) database [Rothman et al., 2003].

**LBLABC** These values were used to generate monochromatic gas absorption coefficients from a line-by-line model developed by D. Crisp specifically for this application, LBLABC [Meadows and Crisp, 1996].

This model was designed to evaluate absorption coefficients at all atmospheric levels over a very broad range of pressures (10\textsuperscript{-5} to 100 bars), temperatures (130 to 750 K), and line center distances (10\textsuperscript{-3} to 10\textsuperscript{3} cm\textsuperscript{-1}).
The monochromatic vertical gas absorption optical depth, contributed by near-infrared vibration-rotation transitions, can be expressed in terms of the monochromatic absorption coefficient, $k_m$ (the integral extends over the optical path)

$$\delta \tau_0(\nu, \ell) = \int \sum_{m=1}^{M} [k_m(\nu, z, T) N_m(z)] \, dz$$  \hfill (1)

In the hydrostatic approximation, we can use pressure $p$ rather than altitude $z$ as the variable for integration. The coefficient $N_m(p)$ can then be expressed as a function of the absorbing molecular weight $\mu$, the mass mixing ratio of the absorbing gas $q_m$, Avogadro’s number and gravitational acceleration.

The gas absorption coefficient $k_m$ includes contributions from all lines that absorb at this wavenumber

$$k_m(\nu, p, T) = \sum_{i=1}^{N} S_i(T) \, f_i(\nu \pm \nu_{0i}, p, T)$$  \hfill (2)

where $S_i$ is the strength of the $i$th spectral line, centered at number $\nu_{0i}$, $f_i$ is the line-shape function at a distance $\nu - \nu_{0i}$ from the center of line $i$, and $N$ is the total number of lines that produce absorption at wavenumber $\nu$. The line-shape function is modeled differently in the line-center and far-wing regions.

### 2.3 Generating Synthetic Spectra

Using the input data described above, we have then run a radiative transfer model, the Spectral Mapping Atmospheric Radiative Transfer Model (SMART) [Meadows and Crisp, 1996] to generate synthetic spectra (for each of the 48 tiles) for a range of illumination conditions (phase angles), viewing geometries (see fig. 6), albedos and surface types (see fig. 4). This library of spectra has been used for creating datacubes and disk-averaged spectra from arbitrary viewing positions.

SMART is a multi-stream, multi-level, spectrum-resolving (line-by-line) multiple-scattering algorithm to generate the high-resolution synthetic spectra of planetary atmospheres. Using a high-resolution spectral grid, it completely resolves the wavelength dependence of all atmospheric constituents, including absorbing gases (infrared absorption bands, UV predissociation bands, and electronic bands) and airborne particles (clouds, aerosols) at all levels of the atmosphere, as well as the wavelength-dependent albedo of the planet’s surface, and the spectrum of the incident stellar source.
This model provides spectrally dependent solutions to an equation of transfer of the form:

\[ \mu \frac{\partial I(\tau, \mu, \phi, \nu)}{\partial \tau} = I(\tau, \mu, \phi, \nu) - S(\tau, \mu, \phi, \nu) \]  

(3)

where \( I \) is the radiance, \( \tau \) is the column-integrated vertical optical depth, measured from the top of the atmosphere downwards, \( \mu \) is the cosine of the zenith angle, and \( \phi \) is the azimuth angle. The source function \( S \) is given by:

\[
S(\tau, \mu, \phi, \nu) = \frac{\omega(\tau, \nu)}{4\pi} \int_0^{2\pi} d\phi' \int_{-1}^1 d\mu' P(\tau, \mu, \nu, \mu', \phi') I(\tau, \mu', \phi', \nu) + \\
+ (1 - \omega(\tau, \nu)) B(\nu, T(\tau)) + \\
+ \frac{\omega(\tau, \nu)}{4\pi} F_{\odot} P(\tau, \mu, \nu, -\mu_{\odot}, \phi_{\odot}) e^{-\tau/\mu_{\odot}}
\]

(4)

where \( P(\tau, \mu, \nu, \mu', \phi') \) is the scattering phase function, \( \omega(\tau, \nu) \) is the single scattering albedo, and \( B(\nu, T(\tau)) \) is the Planck function at wavenumber \( \nu \) and temperature \( T(\tau) \). \( F_{\odot} \) is the solar irradiance at the top of the atmosphere.

SMART uses the discrete ordinate method for evaluating numerically the integrals in eq. (4), more specifically the integrals are calculated using Gaussian quadrature to yield radiances at a number of discrete zenith and azimuth angles for each atmospheric layer. This method can provide accurate solutions to the equation of transfer only when applied to spectral regions sufficiently narrow that the optical properties and source functions are roughly constant across each layer. Spectral mapping methods reduce the number of computations needed by identifying monochromatic spectral regions with similar optical properties, and combining these into bins, such that only one multiple scattering calculation is needed in each bin. The computed radiances are then mapped back to their original wavelengths to form a high resolution spectrum. Even though this approach typically reduces the number of monochromatic calculations by a factor of 50 to 100, such calculations still require substantial amounts of computing time.

2.4 The interpolation model

This model takes a user specified spatial resolution and observed vantage point and creates a simulation of the spatially and spectrally-resolved planet and disk as seen from this direction. It does this by interpolating the angle-dependent radiances generated by SMART contributing to the final synthetic view, which can then be averaged on the visible disk. For the simulations described in this paper, as we have already mentioned, we have adopted a relatively high spatial resolution (3,072 tiles) to include surface and albedo inhomogeneities and only 48 atmospheric profiles.
Given the coordinates of the observer, the sun position and the surface albedo map, we can calculate very precisely the contribution of the single tile (or of a particular fraction of the tile) to the disk. Even though this contribution is position dependent and area weighted, we can explore whether local properties can still be detected after having averaged on the disk. In the following section we describe the details of the calculations we have performed.

**Datacubes and disk-averaged spectra** Before a disk-averaged synthetic spectrum can be produced, a three-dimensional data cube, two dimensions spatially and one dimension for the spectra, must be constructed. In the spatial dimensions, only the tiles that are detectable by the remote observer will be considered. Therefore the data cube will be comprised of tiles up to 90 degrees in each direction from the sub-sensor position on the planet. The resultant data cube will display one half of the planet’s surface with the corresponding spectra at each of the detectable tiles.

The first step is to determine which tiles are detectable by the sensor from the vantage point selected by the user. This can be achieved by using a Healpix subroutine which lists the tiles that are within a certain radius of a central point. In this case, the central point is the sub-sensor point and the radius is 90 degrees. The same procedure is used for the sub-solar position in order to determine the tiles that are illuminated by the sun.

To calculate the fraction of the tile that is detectable by the observer, those tiles completely inside the frame of view are given a weight of 1, whereas those on the edge are first subdivided into a higher resolved tessellation (4,096 tiles), so that their weight can be calculated by the ratio between the number of detectable sub-tiles and the total number of sub-tiles in the whole tile. A similar method is used to evaluate what fraction of each tile is illuminated by the sun. The result of these two numerical computations is a list of detectable tiles with the fraction detectable by the sensor, the fraction illuminated by the sun, and the fraction that is dark.

The calculation of the radiance spectra requires a center point for each tile. The centers of the whole tiles can be calculated using a Healpix subroutine, for the fractional tiles these can be computed by taking an average of the latitudes and longitudes of the centers of the subtiles included in the region being considered (the longitude is treated as a linear factor and the latitude is treated as linear with respect to cosine). With these values, the next step is to calculate the solar zenith angle, the viewing zenith angle, and the viewing azimuth angle for each whole tile and fractional tile. The two zenith angles can be found using the distance formula for spherical coordinates, for the viewing azimuth angle we have to use the law of cosines.

Now with all of the necessary input values, the spectrum at each tile can
be calculated using the SMART output radiance file library. In doing the SMART runs, certain values are selected for four factors: albedo, solar zenith angle, viewing zenith angle, and viewing azimuth angle. To obtain a radiance value for arbitrary albedo values and angles, we must interpolate. We used linear interpolation for the albedo factor. Since the radiance is very strong near the solar zenith angle but much less so in the surrounding angles, a suitable function has yet to be found to model the near discontinuity at the solar zenith angle, hence linear interpolation was also used here as a best available approximation. Lastly, for the viewing angles, a bicubic spline interpolation is used since it approximates the surface of the sphere almost as accurately as spherical functions (e.g. Legendre polynomials) but with fewer computations. Applying these four interpolations, the radiance can be given at any albedo and any set of angles. The interpolation for the albedo is the last to be computed, and has been performed on a higher resolution map (3,072 tiles) to be compared with an observational map. This last step is necessary to calibrate the overall spectral response of the planet.

The radiance at a given wavenumber is calculated for each whole tile and fractional tile from the SMART output spectra available in the library. Repeating this four-step interpolation for each wavenumber, a radiance spectrum is generated for each tile so that a data cube can be produced with a list of detectable tiles and their corresponding spectra.

The disk-averaged synthetic spectrum can be constructed from the data cube by summing the radiance values for all of the detectable tiles at a given wavenumber and dividing by the number of tiles, and then repeating this process for each wavenumber.
3 Results

3.1 Disk-averaged synthetic spectra

In this section we describe the validation of the model, and the experiments that were run to assess the information content of the disk-averaged synthetic spectra of Mars generated with the method described in §2, for a range of viewing angles and illumination geometries.

3.2 Model Validation

To validate the model, we have compared our synthetic Martian spectra with observations of Mars by the IRIS instrument on board the Mariner 9 spacecraft (Fig. 7).

Both the observed and synthetic spectra show a set of features that are characteristic of the CO\(_2\) atmosphere of Mars. In the MIR, the spectrum is dominated by the \(\nu_2\) fundamental of CO\(_2\), centered around 15\(\mu\)m, and spanning the range from \(\sim 12\) to 19 \(\mu\)m, at longer wavelengths we have the water-vapor continuum absorption. Other weaker CO\(_2\) absorption features can be seen near 9.4 and 10.4 \(\mu\)m. At this high spectral resolution, weak absorption from the \(\nu_2\) fundamental of water vapor can be seen centered at 6.27\(\mu\)m and spanning the region 5-7.5\(\mu\)m. At visible wavelengths (Figure 8, bottom panel) the most prominent features at 1.43, 1.57 and 1.6\(\mu\)m, and around 2.0\(\mu\)m (1.98, 2.01 and 2.06\(\mu\)m) are also CO\(_2\) absorption bands [Goody and Yung, 1996].

With the exception of the features described above, the atmosphere of Mars is mostly transparent, and emission or reflected solar radiation from the solid surface can be observed over a wide spectral range. In our model, we have not included contributions from spatially and temporally variable phenomena such as clouds, or airborne dust. Airborne dust in particular would have produced a broad silicate absorption feature centered around 9.4\(\mu\)m.

There is only a limited amount of information on the observing geometry of the Mariner 9 IRIS spectrum used in Fig. 7 which is an average of four mid-latitude spectra [Hanel et al., 1992]. However, the spectrum was taken in July 1972, after the 1971 dust storm, when most of the dust had settled to the surface and was no longer prominent in the spectrum. We compare this spectrum with an example of mid-latitude spectrum from our model and show that the fit is reasonable, given the uncertainties in the viewing geometry and atmospheric temperature for the data spectrum.

Different parts of the spectrum provide information about different parts of the surface-atmosphere system. For example, because the Martian atmosphere is relatively transparent at 12 \(\mu\)m (in dust and cloud-free conditions), most of...
the thermal radiation at that wavelength originates at the surface. At wavelengths near 15 \( \mu \text{m} \), where the atmosphere is relatively opaque, most of the thermal emission observed above the atmosphere originates at high altitudes (25 to 50 km). In other words, the corresponding contribution functions for these two spectral regions sample relatively narrow altitude ranges, with their peaks at the surface and in the upper atmosphere, respectively. Spectral regions with intermediate levels of absorption have contribution functions peaked at intermediate levels. In the absence of multiple scattering, the emission intensities observed at a given MIR wavelength corresponds to the black body emission temperature at the peak of the contribution function. Hence, if there are large temperature differences between the surface and the atmosphere, the atmospheric absorption features will show up prominently in the spectrum. As the surface-atmosphere temperature contrast decreases, the amplitude of atmospheric spectral features also vanishes. Remote sensing retrieval algorithms can therefore exploit the atmospheric opacity differences to provide information about the vertical temperature structure in planetary atmosphere.

Because CO\(_2\) is a long-lived, chemically stable species that is often well-mixed throughout the atmospheres of terrestrial planets, the broad 15 \( \mu \text{m} \) CO\(_2\) band is useful for atmospheric temperature retrieval. Although details of the atmospheric temperature structure can be obtained only from spectra with high resolution and a high signal to noise ratio, some information about the temperature structure can be retrieved from the relatively low spectral resolution observations of this band that are likely to be made with TPF/Darwin. For disk-averaged Mars, the overall shape of this band (a ”U-shape”) indicates a relatively hot planetary surface that is consistently warmer than the overlying atmosphere, which also has a steady decrease in atmospheric temperatures with altitude. Note however that in the polar regions, where the vertical temperature gradients are smaller, or of the opposite sign, the shape of the CO\(_2\) band, and other spectral features, can be quite different (e.g. Figure 14 polar spectrum with water in emission). For soundings over the CO\(_2\) ice cap gas absorption features appear in emission, indicating that the surface is in fact cooler than the overlying atmosphere at this point on the planet.

High altitude clouds or an opaque dust layer can limit range of altitudes that can be observed using remote sensing techniques. These sources of opacity can also limit the amount of radiation that reaches the surface, limiting the heating there. These factors will often suppress the spectral contrast seen at both solar and thermal wavelengths. All the spectra shown here will exhibit a relatively high spectral contrast since the model does not include opaque atmospheric dust or water ice clouds.
3.2.1 Spectral Variability as a Function of Viewing Geometry

Illumination, temperature, albedo and surface type all contribute to the intensity of the observed planetary radiation. These properties, in turn, are functions of planetary characteristics and viewing geometry (figs 6). To explore the dependence of disk-averaged spectra on the viewing geometry and illumination, we first considered the example of Mars illuminated with a fixed solar geometry, but viewed from several different vantage points. In Figs. 8 and 10 we show changes in the spectral appearance of disk-averaged Mars for days in the two different seasons \((L_s = 104.6\) and \(211.6\)) as a function of subviewer latitude, i.e. we have kept the longitude constant and varied the latitude. This simulates the appearance of the planet for an observer viewing at different angles to the plane of the planet’s orbit, from vantage points varying from pole-on to equator-on. In all cases the top panel shows the resultant MIR disk-averaged spectrum, and the lower panel shows the disk-averaged UV-NearIR spectrum for the planet. In Figs. 9 and 11 we have kept the latitude of the sub-viewer point constant (at \(0^\circ\), the equator), and varied the longitude. This simulates observations of the planet as it goes through different illumination phases from partly to fully illuminated, for each of the two seasons. For both seasons considered here, not only does the visible portion of the planet’s surface change with viewing angle, the fraction of the planet that is illuminated also changes.

As anticipated, the visible spectra show large variations in intensity as a function of planetary phase. Similarly, large variations in overall intensity are seen for the MIR spectra, although for the same range of viewing geometry, the total variation is a factor of 10 less than that seen in the visible spectra. The MIR variability is driven by the difference in day-night surface temperatures on Mars, and the resulting disk-averaged temperature seen by the observer. This variability in Martian surface temperature is relatively high for a terrestrial planet with an atmosphere, as Mars lacks an ocean, and its atmosphere is thin, so it has a very limited heat capacity to buffer its climate and even out day/night variations.

In Fig 12 we directly compare disk-averaged spectra of the two seasons \((L_s = 104.6^\circ\) and \(L_s = 211.6^\circ\)) under the same solar illuminations. This allows us to remove the effects of the illumination condition, and discern differences in the spectra that are due to the planetary characteristics themselves. These results can then be used to quantify the total range of expected brightness for a Mars-like planet as a function of phase. The UV to visible wavelength range is shown both a raw radiance spectrum, and with the solar spectrum divided out, to yield an albedo spectrum. In the radiance spectrum, the brightness varies from 0, in the totally dark case, to a maximum of 44 W/m²/sr/µm, disk-averaged, for the totally illuminated case. For the mid-infrared case the
observed flux varies by a factor of only $\sim 3$, being confined between the range 1.5-4.6 W/m$^2$/sr/$\mu$m at its peak near 12$\mu$m.

Interestingly, when the effect of solar illumination is accounted for, we can clearly see differences in spectra as a function of season. This manifests itself as changes both in observed intensity and spectral shape, the effect is most pronounced for the MIR spectra. These changes are due primarily to the increased surface coverage by the polar ice caps for the $L_s = 211.6$ case. With a larger surface ice fraction, the visible spectra show an increased average albedo and more reflected flux. At MIR wavelengths, the ice covered region is colder, than the surrounding surface, and emits less thermal radiation. In addition, some spectral features at MIR wavelengths are due to wavelength dependent variations in the CO$_2$ ice emissivity, which become more obvious as the polar ice coverage increases. This effect can be seen in the range 8-13.5$\mu$m, where the contrast between the two seasons reaches a maximum between 8-11$\mu$m (a $\sim 10\%$ difference in flux), but is less pronounced over the 11.5-13.5$\mu$m wavelength range. This effect is due to a spectral feature from CO$_2$ ice, which will be discussed in the next section. For comparison, in the solar albedo spectrum we see what amounts to a disk-averaged, wavelength-dependent albedo, or reflectivity, modulated by the overlying atmospheric transmission. These spectra show that, unlike the phenomenon observable in the MIR spectra, the compositional changes due to the seasonal polar caps are hardly observable as spectral features in the quasi-albedo spectrum for the visible, although an overall increase in reflectivity is clearly seen. This behavior is consistent with the results presented in the next section (fig. 15).

### 3.3 Light-curves

To understand the sensitivity of disk-averaged, broad-band photometric observations to seasonal variations in temperature or surface compositions differences, we have plotted light-curves for the two Martian days/seasons as a function of the diurnal phase (totally illuminated, totally dark and dichotomies) in fig. 13. The quantities plotted are

$$\frac{\int_{\lambda_1}^{\lambda_2} I(\lambda, t) \, d\lambda}{\int_{\lambda_1}^{\lambda_2} \, d\lambda}$$

where $I(\lambda, t)$ are the disk-averaged radiation intensities shown in fig. 12.

We selected 11-13 $\mu$m, 14-16 $\mu$m, 18-20 $\mu$m and 0.45-0.75 $\mu$m as values for $\lambda_1$ and $\lambda_2$.

As was the case for the spectra described above, clear discrepancies are seen between the two different days/seasons. In particular in the 11-13$\mu$m region, we
can register a maximum variation of approximately 15%. As discussed in the previous section, this wavelength region is in fact the most sensitive to changes in surface ice, which produces the largest observable surface-related seasonal variations in this case (increase in visible polar cap region in the \( L_s = 211.6 \) case).

A consistent difference is also seen in the relative depths of the CO\(_2\) absorption band between 14-16\( \mu \)m for the two seasons. This difference, of \( \sim 20\% \) is due to the change in atmospheric temperature-pressure, and CO\(_2\) column depth between the two seasons, with the \( L_s = 104.6 \) (near-summer season) showing the largest column depth of CO\(_2\).

### 3.4 Frozen Mars

Although the effect of the realistic Martian polar ice-caps (extending 40° in latitude), produce \( \sim 10\% \) variations in the seasonal disk-averaged spectra, for possible future TPF/Darwin measurements, we also wished to explore the detectability of planetary polar-caps in disk-averaged spectra, as a function of increasing surface coverage. We used our Mars model to simulate a Mars-like planet, viewed pole-on, with increasingly surface coverage of CO\(_2\) ice (fig. 15). This viewing geometry will also result in the maximum detectability of this surface type because the ice is seen near a viewing angle of 0°, and not near the planetary limb, where areal projection and atmospheric path-length may serve to reduce the overall contribution to the disk-average.

Unlike the majority of the planet, with its predominantly basalt surface, the poles have a water/CO\(_2\) ice dominated surface coverage with the resultant high albedo (figs 4, 14). Polar spectra also exhibit increased ozone absorption due to the increased ozone abundance at high latitudes (figs 3, 14).

In the MIR spectrum, figure 15 shows a dramatic increase in the relative prominence of the CO\(_2\) ice feature between 11-13\( \mu \)m. From this plot, the polar ice cap is first visible at 30° extent when the polar ice cap is centered on the sub-observer point. However, this detectability threshold will depend strongly on the spectral resolution and sensitivity of the instrument being used to obtain the disk-averaged spectrum. Note also that the poles were also visible in the equator-on view, when the North pole extended \( \sim 35^\circ \) southward and the South pole extended \( \sim 30^\circ \) northward (figs 10, 11). In the visible light case, differences are seen predominantly in the amount of reflected radiation received by the observer. Correction for the incoming solar spectrum reveals however that differences in the disk-averaged reflectivity CAN be discerned in this case. The most notable changes in the visible reflectivity occur between 0.5 and 1.0\( \mu \)m, and especially between 0.6 and 0.8\( \mu \)m, where the mostly flat spectrum of the CO\(_2\) ice starts to smooth out the basalt absorption features near 0.65 and
0.85\ mu m. It is also interesting to note that, although these wavelength regions are unlikely to be included in a baseline TPF mission, the largest changes in reflectivity with the changing surface composition occur between 0.3 and 0.5\ mu m, and around 2.9\ mu m (where the surface is relatively dark and the frost is bright).

### 3.5 Detectability

The detectability of a spectral feature or a time-dependent variation in a spectral feature is clearly a function of the instrumentation used for the observation. The synthetic spectra discussed in the paper so far have been noiseless, and at extremely high spectral resolution. This allows us to understand the intrinsic variability or detectability of the features assuming a perfect instrument. Here, however, we show the results of processing our synthetic disk-averaged spectra with a realistic observational system simulator (developed by T. Velusamy) for representative designs for both the TPF coronograph and interferometer [Beichman and Velusamy, 1999], [Beichman et al., 1999].

Figure 17 shows the results of this study for a disk-averaged basalt-Mars (distance: 10 pc) at MIR wavelengths. The interferometer design assumed here has four 4m telescopes on a 75m baseline. This is not the final design for TPF, but is representative of designs under consideration at the time this paper was drafted. Note also that at the time of drafting, the full-TPF wavelength range under consideration was 6.5-17\ mu m, which is what we have considered here. The top panel in Fig 17 shows the original synthetic spectrum. The three panels underneath show the interferometer instrument simulator results for increasing degradation in the spectral resolving power, R (\(\lambda/\Delta\lambda\)) = 100, 50 and 25. For reference, the current nominal resolving power for the TPF interferometer design, is R = 25. The error bars show 1-\(\sigma\) noise levels for the observing configuration given in each panel.

Figure 18 shows similar results for a pure polar-cap spectrum (simulating the CO\(_2\) ice covered Mars). Note that even with the nominal resolution of R=25, it is still possible to discriminate Mars from a CO\(_2\) ice covered planet based on the 11-13\ mu m CO\(_2\) spectral feature.

Figures 19 and 20 estimate the sensitivity of the TPF chronograph for basalt-icy Mars. These plots have been produced by processing the synthetic disk-averaged spectra with an observational system simulator of the TPF coronograph, at a spectral resolving power of R=70, and an integration time of 10 days. In the visible, the shape and intensity of the two spectra are considerably different, even at a resolution of R = 70. The more difficult question is whether such differences would yield a unique interpretation.
4 Discussion

4.1 Recommendations for Extrasolar Planet Characterization

Driven largely by a desire to understand the appearance of extrasolar terrestrial planets, in this paper we have attempted to quantify 1) the range of planetary brightnesses and intrinsic variability for a Mars-like planet when viewed at arbitrary geometry and 2) whether disk-averaged photometric or spectral observations were sensitive to changes in local properties, namely the advance or retreat of polar ice cap coverage as a function of season, or planetary type. Mars was chosen for the development of this first model because it is less complex than Earth, and yet provides a good example of a relatively well-measured (probably) abiotic environment. It is also a particularly challenging target for planet characterization and detection missions, due to its small size and low temperature, and is likely to represent the extreme lower bound for terrestrial planet detection.

To explore these issues, the model developed here has allowed us to present synthetic, disk-averaged spectra for present-day Mars, as a function of wavelength, viewing geometry, phase and season, far exceeding the wavelength range and viewing geometries available in any homogeneous set of observations of this planet. Although variations as large as a factor of 3 were still seen for the MIR spectra as a function of viewing angle and phase, these were a factor of 10 less than those seen for visible spectra with non-zero fluxes with the same range of viewing geometry. In the MIR, the variability with phase and viewing geometry seen for Mars is much larger than that for Venus or Earth, as Mars lacks an ocean, and its atmosphere is thin, so it has a very limited ability to buffer its climate and even out day/night variations.

Addressing the second issue, on whether disk-averaged photometric or spectral observations were sensitive to changes in local properties, we found that although disk-averaging clearly reduced the influence of localized features, when the effect of solar illumination was accounted for, we were in fact able to detect differences in the observed spectra as a function of season at all wavelengths.

This effect either manifested itself as changes in observed intensity, or spectral shape. Seasonal variations were related either to changes in atmospheric density, surface temperature, or areal coverage of surface ice. While changes in overall brightness would be interesting to observe as a function of season on an extrasolar terrestrial planet, it is detectable changes in spectral shape that will ultimately allow us to understand the process or planetary feature that is responsible for the seasonal change.

The seasonal effects were most pronounced for the MIR spectra, where a
larger surface ice fraction reduced the brightness of the planet at wavelengths outside the 15 \( \mu \text{m} \) CO\(_2\) absorption band by as much as 15\% between days separated by 1/4 of a Martian year. These modeling results also indicate that it is possible to discern differences due to increased polar ice coverage in the spectra, particularly in the wavelength range 8-13.5\( \mu \text{m} \), where the wavelength dependent emissivity of CO\(_2\) ice produces a strong spectral feature. In comparison, the disk-averaged visible reflectivity of Mars did not show almost any observable changes in spectral features, although clear increases in the disk-averaged brightness were seen at most visible wavelengths. This result suggests that MIR observations will be able to distinguish a planetary surface with a CO\(_2\) ice component if these observations cover the 8-13 \( \mu \text{m} \) region, which is currently under consideration as the "minimum mission" wavelength range for TPF-I. Broadband photometry could also be used to check for this feature, and it could also be distinguished using filters that would also search for ozone. For example, filters from 8-9, 9-10.5 and 10.5-13\( \mu \text{m} \) could be used both to search for ozone or CO\(_2\) ice. Note however that all three bands would be required, to ensure that the CO\(_2\) ice emission is not mistaken for continuum adjacent to O\(_3\) absorption.

Between the two Martian seasons, a consistent difference of \( \sim 20\% \) was also seen in the relative depths of the CO\(_2\) absorption band between 14-16\( \mu \text{m} \) due primarily to the change in overall atmospheric temperature profile.

Although our frozen world has not been allowed to build up O\(_3\), we nonetheless examined the spectra to see whether even Martian levels of O\(_3\) were detectable. Although ozone is more plentiful over the Martian poles due to reduced photochemical destruction rates [Yung and DeMore, 1999] it was still not visible in the MIR spectrum of the totally CO\(_2\) ice-covered planet because the ice covered surface was accompanied by a more isothermal atmosphere. This however, is not a rigorous test of this hypothesis, as the O\(_3\) profile used was for a planet that still had active oxygen sinks, and O\(_3\) was not allowed to collect in the atmosphere over time. Further work on this issue might involve using a couple climate-chemistry model to model the rate and extent of O\(_3\) buildup on a totally frozen world.

5 Conclusions

We have developed a new spatially- and spectrally-resolved model of the planet Mars, which is the first in a set of similar models to be used to explore the detectability of planetary characteristics for terrestrial planets around other stars. Using this model we have presented synthetic, disk-averaged spectra for present-day Mars, as a function of wavelength, viewing geometry, phase and
Although variations as large as a factor of 3 were still seen for the MIR spectra as a function of viewing angle and phase, these were a factor of 10 less than those seen for visible spectra with non-zero fluxes with the same range of viewing geometry. Interestingly, although disk-averaging clearly reduced the influence of localized features, when the effect of solar illumination was accounted for we clearly saw differences in the observed spectra as a function of season at all wavelengths, manifested as either changes in observed intensity or spectral shape. These seasonal variations were related either to changes in atmospheric density, or areal coverage of surface ice. The seasonal effects were most pronounced for the MIR spectra where a larger surface ice fraction increased the albedo and cooled the planet, reducing the brightness of the planet at wavelengths outside the $15\mu m$ CO$_2$ absorption band by as much as 15% between days separated by 1/4 of a Martian year. These modeling results also indicate that it is possible to discern differences due to increased polar ice coverage in the spectra, particularly in the wavelength range 8-13.5$\mu m$, where the wavelength dependent emissivity of CO$_2$ ice produces a strong spectral feature. In comparison, the disk-averaged visible reflectivity of Mars did not show any observable changes in spectral features, although clear increases in the disk-averaged brightness were seen at most visible wavelengths. Between the two Martian seasons, a consistent difference of $\sim 20\%$ was also seen in the relative depths of the CO$_2$ absorption band between 14-16$\mu m$ due primarily to the change in overall atmospheric pressure.

This model, while reproducing Mars with a high degree of fidelity, can also be used to explore similar, but different Mars-like planets. Model runs for an increasingly frozen Mars showed a dramatic increase in the relative prominence of the CO$_2$ ice feature between 11-13$\mu m$, with the sub-observer polar ice cap first visible at 30$^\circ$ extent. Although in both the MIR and visible cases the overall flux levels decreased or increased respectively, a similar detectability of an ice-related spectral feature in the visible reflectivity was not observed until 60$^\circ$ extent. The most notable changes in the visible reflectivity occur between 0.5 and 1.0$\mu m$, and especially between 0.6 and 0.8$\mu m$, where the mostly flat spectrum of the CO$_2$ ice starts to smooth out the basalt absorption features near 0.65 and 0.85$\mu m$ in the disk average. Large changes in reflectivity and spectral shape with the changing surface composition occur between 0.3 and 0.5$\mu m$, and around 2.9$\mu m$. Instrument simulator models for representative TPF interferometer and coronograph designs for Mars and a CO$_2$ ice-covered Mars-sized object indicate that atmospheric CO$_2$ is readily detectable, and the 0.5-0.6 and 11-13$\mu m$ CO$_2$ ice features might be detectable in the ice-covered case, with sufficient integration even, at the relatively low spectral resolutions
Figure 1: This figure illustrates the Healpix resolution increase from the base level $N_{pix}^{tot} = 12$, to the level where the sphere is partitioned into $N_{pix}^{tot} = 49152$ tiles.

that are likely to characterize TPF instrumentation. These results provide the first thorough exploration of the likely range of observed brightnesses and spectral features as a function of season for the disk-averaged spectrum of a Mars-like planet, and should prove useful to planet detection and characterization missions such as NASA’s TPF and ESA’s Darwin missions.
Figure 2: Simulation of Mars surface temperature (in K), with two different spatial resolutions corresponding to $N_{\text{pix}}^{\text{tot}} = 49152$ and $N_{\text{pix}}^{\text{tot}} = 48$. We can see from the lowest diagram $T, n_{\text{pix}}$ that the two different resolutions give similar global averages (the lowest resolution is plot by the orange line).
Figure 3: Example of gas concentration profiles used for simulating Mars atmosphere. The ozone concentration is constant for all tiles away from the polar-cap area, and has a gaussian profile centered at a particular height for polar-cap tiles (red line).
Figure 4: Albedo, $\alpha$, as a function of wavelength, $\lambda$, for dirty-ice (solid line) and basalt (dotted lines). SMART was run for each of the tile for all of these cases, the intermediate cases can be obtained with a linear interpolation. An observational albedo map from Viking was used to rescale at the end the generated spectra.
Figure 5: Solar spectrum used in the simulation. The radiance intensity is given for the standard distance of 1 AU, the flux was scaled down by $1/r^2$, where $r$ is the Sun-Mars distance.
Figure 6: These figures show a simulation of the surface temperature (figs on the right, 140-280 K) and solar albedo (figs on the left, 0.1-0.6), for a day on Mars close to solstice, $L_s = 104.6^\circ$ and from different viewing angles. The polar caps extend for $\sim 15^\circ$ in the northern hemisphere, and $\sim 40^\circ$ in the southern hemisphere. The sun position derived from the JPL Horizons Ephemeris System is 24.63° latitude, and 169.99° longitude.
Figure 7: Disk-averaged IR spectrum of Mars observed by IRIS-Mariner 9 in July 1972 (black line, after [Hanel et al., 1992]). The sub-observer point is in the mid-latitudes, and the atmosphere was relatively free of dust when the data spectrum was taken. For comparison, we show one of our simulated spectra (green line).

The discrepancies in the 13-17\textmu m band are certainly due to a slightly different atmospheric temperature profile, a better agreement with the data could be achieved using specific algorithms to retrieve the temperature distribution from the observed spectrum. Moreover, in the Mariner 9 spectrum there is still a small quantity of dust, absorbing in the 8-13\textmu m band; our synthetic spectrum is dust-free. Finally, since the synthetic spectrum has a higher resolution, some absorption features are more visible.
Variability of disk-averaged synthetic spectra. Synthetic spectra for sub-viewer points with different latitudes (longitude, $\phi = 0^\circ$): $\theta = 0^\circ$ (fig. 6 a), $\theta = 45^\circ$ (fig. 6 c), $\theta = 90^\circ$ (fig. 6 d), $\theta = -45^\circ$ (fig. 6 e), $\theta = -90^\circ$ (fig. 6 f) for a day corresponding to $L_s = 104.6$. The disk-averaged surface temperature, solar albedo and illumination are indicated as well.

The polar caps extend $\sim 15^\circ$ to the South in the northern hemisphere, and $\sim 40^\circ$ to the North in the southern hemisphere. The sun position derived from the JPL Horizons Ephemeris System is $24.63^\circ$ latitude, and $169.99^\circ$ longitude.
Figure 9: Variability of disk-averaged synthetic spectra. Synthetic spectra for sub-viewer points with different longitudes (latitude $\theta = 0^\circ$): $\phi = 0^\circ$ (fig. 6a), $\phi = 90^\circ$, $\phi = 180^\circ$ (fig. 6b), $\phi = 270^\circ$ for a day corresponding to $L_s = 104.6$. The disk-averaged surface temperature, solar albedo and illumination are indicated as well.

The polar caps extend $\sim 15^\circ$ to the South in the northern hemisphere, and $\sim 40^\circ$ to the North in the southern hemisphere, but the polar-cap contribution is hardly visible in the disk-average. The sun position derived from the JPL Horizons Ephemeris System is $24.63^\circ$ latitude, and $169.99^\circ$ longitude.
Figure 10: Variability of disk-averaged synthetic spectra. Synthetic spectra for sub-viewer points with different latitudes (longitude $\phi = 0^\circ$): $\theta = 0^\circ, 45^\circ, 90^\circ, -45^\circ, -90^\circ$, for a day corresponding to $L_s = 211.6$.

The polar caps extend $\sim 35^\circ$ to the South in the northern hemisphere, and $\sim 30^\circ$ to the North in the southern hemisphere. The sun position derived from the JPL Horizons Ephemeris System is $-12.97^\circ$ latitude, and $198.13^\circ$ longitude.
Figure 11: Variability of disk-averaged synthetic spectra. Synthetic spectra for subviewer points with different longitudes (latitude $\theta = 0^\circ$): $\phi = 0^\circ, 90^\circ, 180^\circ, 270^\circ$, for a day corresponding to $L_s = 211.6$. The polar caps extend $\sim 35^\circ$ to the South in the northern hemisphere, and $\sim 30^\circ$ to the North in the southern hemisphere. The sun position derived from the JPL Horizons Ephemeris System is -12.97° latitude, and 198.13° longitude.
Figure 12: Disk-averaged spectra for the two chosen days equally illuminated (totally illuminated -black curve-, totally dark - blue curve-, dichotomies - green and light blue curves-). The dotted lines correspond to $L_s = 211.6$ (sun position: -12.97° latitude, and 198.13° longitude) the solid to $L_s = 104.6$ (sun position: 24.63° latitude, and 169.99° longitude). The central figure on the top, shows the UV-nearIR part of the spectrum: radiation intensity is given in W/m$^2$/sr/µm. On the sides are shown the surface temperature and albedo distributions for the two days corresponding to different illuminations (100%, 0% and 50%). Disk-averaged values for surface temperature and albedo are indicated as well on the figure. The figures on the bottom show the IR part of the spectrum (fig. on the left) and the UV-nearIR part divided by the total solar flux at the top of the atmosphere.
Figure 13: Light-curves for the intervals 11-13 µm, 14-16 µm, 18-20 µm and 0.45-0.75 µm for the two chosen days as a function of diurnal cycle (from antisolar to solar position). The quantities plotted are $\int^{\lambda_2}_{\lambda_1} I d\lambda$, where $I(\lambda)$ are the disk-averaged radiation intensities shown in fig. 12. λ₁ and λ₂ are the extremes of the chosen interval.

The triangle indicates $L_s = 104.6^\circ$, the star $L_s = 211.6^\circ$. Totally illuminated: phase = 180; totally dark: phases = 0, 360; dicotomies: phases = 90, 270.
Figure 14: Day-time spectrum of a tile close to the North Pole. In these figures we have two graphs: the tile with and without the polar-cap features included. We have rock and basalt and low albedo in one case, and CO$_2$ ice, high albedo and different ozone profile in the other.

The figure on top shows the spectrum at UV-nearIR wavelengths, at the bottom on the left, at mid-IR wavelengths. At the bottom on the right: a synthetic spectrum of the same tile in the same thermal state and illumination but with no absorbing gases in the atmosphere. From the comparison with the real case, we can see what features are due to the albedo of the surface and what are due to the absorption and emission processes of atmospheric gases.
Figure 15: Disk-averaged spectra of the southern polar-cap area (supposed extending for 0° (violet curve), 20° (dark-blue curve), 30° (light-blue curve), 40° (dotted curve), 50° (green curve), 60° (yellow curve), 70° (red curve), 80° (grey curve), 90° (black curve) For increasing extension of the polar-cap area the CO$_2$ ice features are more and more detectable. The figures on the top, show the UV-nearIR part of the spectrum: radiation intensity is given in W/m²/sr/µm in the fig. on the left, and divided by the total solar flux at the top of the atmosphere in the one on the right. Abscissas: wavelength in µm.
Figure 16: Light-curves for an increasingly frozen Mars. The quantities plotted are \( \frac{\int_{\lambda_1}^{\lambda_2} I \, d\lambda}{\int_{\lambda_3}^{\lambda_4} I \, d\lambda} \), where \( I(\lambda) \) are the disk-averaged radiation intensities shown in fig. The corresponding to different extensions of the polar-cap area. For this figure we have chosen \( \lambda_1 = 0.5 - \lambda_2 = 0.7 \) (a spectral range where the shape changes considerably), and \( \lambda_3 = 0.7 - \lambda_4 = 0.9 \) (an interval where reflectivity increases but spectral shape doesn’t change appreciably).
Figure 17: Simulation of TPF detection of a disk averaged spectrum of a basalt-Mars (distance: 10 pc) at MIR wavelengths. The three panels show the interferometer instrument simulator results for increasing degradation in the spectral resolving power, $R(\lambda/\Delta\lambda) = 100, 50$ and 25.
Figure 18: Simulation of TPF detection of a disk averaged spectrum of an ice-Mars (distance: 10 pc) at MIR wavelengths. The three panels show the interferometer instrument simulator results for increasing degradation in the spectral resolving power, $R(\lambda/\Delta \lambda) = 100, 50,$ and $25.$
Figure 19: Simulation of TPF detection of a disk averaged spectrum of a basalt-Mars (distance: 10 pc) at VIS wavelengths. The lower panel shows the coronograph instrument simulator result at a spectral resolving power of $R = 70$. Most of the absorption lines are due to the star-spectrum, as it can be inferred from fig. [15] where the solar spectrum has been accounted for.
Figure 20: Simulation of TPF detection of a disk averaged spectrum of an ice-Mars (distance: 10 pc) at VIS wavelengths. The lower panel shows the coronograph instrument simulator result at a spectral resolving power of $R=70$. Most of the absorption lines are due to the star-spectrum, as it can be inferred from fig. 15, where the solar spectrum has been accounted for.
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