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Abstract: Asking such a question in this theory is rare, because to cover the whole skeleton of this question with substantial flesh is not a simple deal. But yet the paper attempts this question indirectly by discussing such central issues: (a) “grammar” in Distributed Morphology, (b) “morphology” in Distributed Morphology, (c) what is Distributed Morphology? (d) what has been Distributed? (e) why Distributed Morphology? (f) post-syntactic operations in Distributed Morphology, (g) key features of Distributed Morphology, (h) current issues of debate in Distributed Morphology, (i) analysis of some words from Hausa in Distributed Morphology. Discussion and explanation of the above mentioned issues will give clear picture of Distributed Morphology theory.
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1. Introduction

Since 1970, “morphology” has become a crucial topic of discussion in generative grammar, and to date, in the generative frame work we have two well-developed approaches, namely, lexicalism and non-lexicalism. The former approaches “lexicon” as an independent generative compound of word formation different from syntax. So, in this approach, there are two generative components “lexicon” and “syntax”. But the latter type, repudiated the idea of traditional lexicon and the unity of word formation component, and regards “syntax” as the only one authentic generative engine of computation. Non-lexicalism approach here is Distributed Morphology. It was initiated and developed in Halle (1990), Halle & Marantz (1993, 1994), Halle (1997) and Harley & Noyer (2003). The question which this paper asks is “What is Distributed Morphology?”

However, from this paper’s point of view, the content that will help to understand Distributed Morphology includes the following issues: “grammar” in Distributed Morphology, “morphology” in Distributed Morphology and then what is Distributed
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Morphology? What has been Distributed? Why Distributed Morphology? What are post-syntactic operations? What are the key features of Distributed Morphology? What are the current debates in Distributed Morphology, as well as analysis of some words from Hausa language in Distributed Morphology. A reasonable explanation of these key issues will give a clear picture of Distributed Morphology theory.

2. Grammar in Distributed Morphology

The term “Grammar” is a very important aspect in the study of human language. Ndimele (2001:105) says: “We shall define grammar as a body of innate linguistic rules concerning a language which is passed by a normal speaker of that language.”

Probably, because of the width of its meaning, Crystal (2007:217) stated that grammar is a central term in linguistics, but one which covers wide range of phenomena.

In related attempt, Scalise & Fabrigas (2012:4) defined grammar as follows: Grammar is concerned as computational system that contains units and associates those structures with sounds and with meaning. This gives us three basic components of linguistic analysis:

(a) A computational system that combines simple units into bigger units (Syntax).
(b) A system that relates those units to physical signals (Phonology).
(c) A system that relates those units to meanings (Semantics).

But in Distributed Morphology, “syntax” is regarded as basic and prominent component of grammar, while Phonology and semantics spell-out the input of the syntactic structures. That is why in Distributed Morphology the minimalist “Y Model” was adopted as follows:

![Figure 1. Y Model grammar structure](image)

In explaining this figure, Embick & Noyer (2007:292) stated that, from the programmatic minimalist perspective, the grammar must contain (a) a set of primitives, (b) a derivation system for combining these primitives into (a discrete infinity of) complex objects, (c) an interface with the conceptual/intentional system (LF) and (d) an interface with the articulatory/perceptual system (PF).

In the above exposition, traditionally, “a set of primitives” contain either completed words or lexical items which are complex containing phonological, syntactical and semantic properties and this is clear contravention of the principles and practice of Distributed Morphology. So, the syntactic derivation that appeared on the top of the grammatical chart contains only “abstract morphemes” devoid of any phonological
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property which in other words, is called “narrow lexicon”. Also, numerated abstract morphemes are to be transferred to “spell-out” for the phonetic form interpretation and the logical form interpretation to form small phases and larger phases of the language. According to Noyer (2006:734), grammar is divided into the following three categories:

(a) Repositories containing listed information.
(b) Syntax proper.
(c) Post-syntactic mechanisms.

3. “Morphology” in Distributed Morphology

In the current trend of morphological research, the definition of “morphology” can either be on the assumption of its being morpheme-based or word-based. Nida (1949:1) asserts that morphology is the study of morphemes and their arrangement in forming words.

This definition is the example of morpheme-based assumption. In other words, Matthews (1991:9) says: “morphology is briefly the branch of grammar that deals with the internal structure of words.” This also is the example of word-based assumption.

However, in Distributed Morphology, the story is different because “…syntax and morphology are names for the same thing” (Harley, 2010:35). Therefore, the definition and concept of morphology in Distributed Morphology can be as follows according to Embick & Noyer (2001:558): “We use morphology here as a cover term for a series of operations that occur on PF branch following the point at which the syntactic derivation splits between PF and LF.”

This shows that “morphology” in Distributed Morphology theory deals with syntax proper and post-syntactic operations such as lowering, linearization, dissociated morphemes, impoverishment, fission, fusion, vocabulary insertion, readjustment rules, etc. (Harley, 2013).

4. What is Distributed Morphology

Though, this is title of this paper but here, it will concentrate only on the definitions given by Distributed Morphology Scholars. According to Embick & Marantz (2008:4), Distributed Morphology is a syntactic, piece based, realizational approach to morphology in which there are at least some ‘late insertion’ of phonological material into terminal nodes.

Harley (2010a:24) stated that Distributed Morphology is syntactico-centric, realizational, piece based, nonlexicalist theory of word (and sentence) formation.

Harley (2010b:4) also opines that Distributed Morphology is a morphosyntactic framework which employs the same combinatoric and interpretative mechanisms for both word formation and phrase formation.
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In a nutshell, Distributed Morphology is the study of proper syntactic and post-syntactic operations of words in a language.

5. What has been distributed
In regard to this question, according to Halle & Marantz (1993:111-112), Distributed Morphology (hereafter D.M) aims to highlight the fact that the machinery of what traditionally has been called morphology is not concentrated in a single component of the grammar, but rather is distributed among several different components.

Harley & Noyer (2003:463) also pointed out that the word “distributed” of Distributed Morphology refers to the separation of properties which in other theories are collected in lexicon.

Distributed Morphology distributes traditional “lexicon” into three lists:
(a) Morpheme lists: Contains abstract morphemes e.g. roots (√), functional categorizers (<n0, v0, a0>).  
(b) Vocabulary items: Contains lexical vocabulary item (Lvi) and functional vocabulary item (Fvi).
(c) Encyclopedia: This list contains both extra grammatical interpretations and idiomatic interpretations.

6. Why Distributed Morphology
In generative grammar from 1970s to 1980s, the morphological practices of that time are mostly “lexicalism”. According to Guevara & Scalise (2005:147), the term “lexicalism” refers to theoretical standpoint in generative linguistics according to which the processes that complex words (derivation and compounding) are accounted by a set of lexical rules, independent of and different from the syntactic rules of the grammar (i.e. word formation is performed by syntactic transformations).

So, in this assumption, morphology is totally a different entity, and the issue of “interface” is “morphology-syntax interface” denoting the relationship between different models of grammar.

But in the 1990s at MIT, the story began to change with the advent of “Distributed Morphology theory” which gave room and chance to those who think differently from “lexicalism”. Even though, the idea started to emerge in Aronoff (1976) for shifting from strong lexicalism to weak lexicalism which assumes that the inflections are accounted for syntax. Sproat (1985) also claims the same thing, for reducing morphology entirely to

---

\( \sqrt{ } \) this stands for abstract a categorial root, while \(< >\) stands for functional features, \(n^0\) nominalizer, \(v^0\) verbalizer, \(a^0\) adjectivalizer.
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syntax. Halle & Marantz (1993, 1994) initiated and developed “Distributed Morphology” which totally rejected the traditional lexicalism approaches (both strong and weak) to morphology and out-lined an elegant syntactic approach to word formation. Marantz (1997:202-203) spat fire on lexicalism by stating that “Lexicalism is dead, deceased, demised, no more, passed on… This failure is not generally known because no one listens to them to morphologists… But the people that work on word-sized domains are morphologists, and when morphologists talk, linguists nap”.

He also went ahead and rejected the idea which considered the “word” domain of “special locus” of “special meaning” or “special sound structure process” or any “idiosyncratic” non compositional meaning. The main reason for promoting the idea of “Distributed Morphology theory” is in line with Embick & Noyer’s (2007:290) statement that the theory of Distributed Morphology proposes architecture of grammar in which a single generative system is responsible both for word structure and phrase structure. In particular, Distributed Morphology attempts to make precise claim that derivation is syntactic. According to this approach, syntactic approach serves as the skeleton on which all complex forms are based.

Also, among the reasons which this paper foresees for resorting to Distributed Morphology includes:

(a) Weakness of lexicalism approach to word formation.
(b) To give a true picture of syntax-morphology interface not morphology-syntax interface which is vague and unclear.
(c) To simplify and reduce the burden from two generative models to a single generative grammatical analysis. In regard to this point, Williams (2004:1) emphasized the position of Halle & Noyer (1999) as follows: “Elements within syntax and within morphology enter into the same types of constituent structures (can be diagrammed through binary branching trees).”

7. Post-syntactic operations in Distributed Morphology

The post-syntactic operations of Distributed Morphology, which this paper is able to discuss included: fusion, fission, impoverishment, morphological merger, dissociated morphemes, linearization.

7.1 Fusion

According to Siddiqi (2006:42), fusion “is for cases where formal features from several different terminal nodes are realized by one vocabulary item”. A good example of fusion is Hausa pronoun (or agreement element) where person, number, and gender feature (phi-features) are fused and exponed as a single vocabulary item ya (‘he’) or ta (‘she’).

7.2 Fission
“Fission takes one position of exponence and splits into many” (ibid:43). This can be traced in Hausa plural formation as in the following examples:

\textit{turmi}i (‘mortar’), \textit{turagmeg} (‘mortars’); \textit{kurmaa} (‘dumb’), \textit{kuragmeg} (‘dumbs’)

In the above examples, we can see how plural feature was realized by splitting into two position of exponence in the middle and final of roots.

7.3 Impoverishment

According to Embick & Noyer (2003:311), when impoverishment occurs, a feature of a morpheme is deleted in a specific context. The good example of “impoverishment” is deleting of “gender” feature in Hausa plural as the following examples:

\textit{yaaroo} (‘boy\textsubscript{sing.masc.’), \textit{yaaraa} (‘boys\textsubscript{pl.’); \textit{jaakii} (‘donkey\textsubscript{sing.masc.’), \textit{jaakunaa} (‘donkeys\textsubscript{pl.’)

7.4 Morphological merger

Fabrigas (2005:28) asserts that morphological merger is the general operation that puts morphemes together to construct words in Distributed Morphology framework. In other words, Siddiqi (2006:42) mentioned that fundamentally, merger is the process whereby an abstract morpheme realized by an affix is attached to a stem.

The Hausa word \textit{gidaa} (‘house’) is constructed with two vocabulary items. The root \textit{gid-} and suffix -\textit{aa} putting -\textit{aa} adjacent to root \textit{gid-} will yield a complete word \textit{gidaa}.

7.5 Dissociated morpheme

According to Embick & Noyer (2007:309), we refer to material (features or terminal nodes) added in PF as “dissociated”. Harley (2010:16) explained that insertion of new terminal nodes (“dissociated morphemes”).

In the following examples of Hausa sentences, \textit{gidaa} is masculine (masc.), singular (sing.), noun (n.). In a correct sentence what will come after \textit{gidaa} must agree with these features of “masc.” and “sing.”, that is why we have \textit{nee} next to word \textit{gidaa} because of that agreement feature between \textit{gidaa} and \textit{nee}. It is the same case, in example (1b) where \textit{faraa} is adjective, singular, feminine (fem.). So what will come after it must also share and agree with these features of “fem.” and “sing.” that is why we have \textit{cee} next to the word \textit{faraa}. Both of these non-auxiliary sentences will crash if we put copular \textit{cee} next to \textit{gidaaa} or put \textit{nee} next to \textit{faraa}, since it is ungrammatical because there is no agreement between \textit{cee} and \textit{gidaa}, just as there is also no agreement between \textit{nee} and \textit{faraa}. It just likes putting ‘her’ in place of ‘him’ or to put ‘him’ in place of ‘her’.

(1) a. \textit{gidaa} \textit{nee}  
\textit{house\textsubscript{sing.masc}} it\textsubscript{sing.masc} is  
‘It is a house.’

b. \textit{faraa (adj)} \textit{cee}  
\textit{white\textsubscript{sing.fem}} she\textsubscript{sing.fem} is  
‘She is white.’
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7.6 Linearization

According to Embick (2003:304), linearization is the representation of linear order in the PF component of the grammar, as revealed by case in which PF rules affix one element to another. This paper considers morphological merger as different mechanism from “linearization”, though they are related, but the function of “morphological merger” is to merge two elements node into one. Linearization focuses on orderly concatenation of both M-word and sub-words.

The Hausa word *tiilastaawaa* (‘compulsion’) contains five exponents, which are put in order. Its structure can be represented as follows: $\sqrt{\text{TIILAS}}+n^0+v^0+n^0$. This means the root TIILAS was categorized as noun with $\phi$ (zero exponent) noun categorizer, followed by verbalizer $-v^0$ (-*taa*) and finally nominalizer $-n^0$ (-*waa*). If you can attempt to put any one of the vocabulary items in a wrong position such as *tiilastaawaa* to *tiilaswaataa*, the entire structure will crash and turn to an ungrammatically structured word in Hausa.

8. Key features of Distributed Morphology

Halle & Marantz (1994) discussed some basic features which distinguished Distributed Morphology from other morphological theories. Williams (2004) and Embick (2015) added more related points to it. Halle & Marantz (1994:275-277) explained what distinguishes Distributed Morphology from other approaches, and these features include: late insertion, under-specification, syntactic structure all way down.

(a) Late insertion: “The terminal nodes that are organized into familiar hierarchical structures by the principles and operations of the syntax proper are complexes of semantics and syntactic features but systematically lack all phonological features. The phonological features are supplied after the syntax by the insertion of vocabulary items into the terminal nodes. Vocabulary insertion (VI) adds phonological features to the terminal nodes, but does not add the semantic/syntactic features making up the terminal nodes.”

(b) Under-specification: “In order for vocabulary item to be inserted in a terminal node, the identifying features of the vocabulary must be a subset of the features at the terminal node. Insertion may not take place if the item has identifying features that do not appear at the node. The item needs not match every feature specified in the node; rather vocabulary items are characteristically under-specified with respect to the features of the nodes into which they are inserted. It is therefore not uncommon for several vocabulary items to be available for insertion into a given node. The most highly specified vocabulary item whose identifying features are a subset of the features of the terminal node wins the competition and is inserted.”

(c) Syntactic structure all way down: “The terminal nodes into which vocabulary items are inserted are organized into hierarchical structures determined by the principles and
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operations of the syntax.”

Williams (2004:11-12) further supplied trio distinguishing features which includes piece-based, competition and impoverishment.

(a) Piece-based: Piece-based in Distributed Morphology, refers to the notion that the syntax takes morphemes as basic, rather than morphological process.

(b) Competition: Williams (2004:17) also stated that every grammatical model these days has some notion of competition; two forms vie for a certain role and on general grounds, one wins excluding the other from that role.

However, Embick (2015:21) added to following features of Distributed Morphology:

(a) Syntactic: The theory is non-lexicalists. There is no pre-syntactic lexicon in which words are derived or stored. The only generative component in grammar is syntax thus, words have no privileged architectural status.

(b) Morphemes: The approach is pieced based. The fundamental units of morphology are discrete pieces arranged in hierarchical structures called “morphemes”.

(c) (Some) Late Insertion: For certain morphemes in the approach assumed here, at least the functional morphemes, phonological material is supplied only on the PF branch via the operation of vocabulary insertion.

(d) Full Decomposition: No complex objects are stored in memory; every complex object must be derived by the grammar, every time it is employed.

9. Current issues of debate in Distributed Morphology

The current issues of debate in Distributed Morphology which this paper discovered include:

(a) Approaches to “roots” in Distributed Morphology vary. Initially, “late insertion approach” was first assumption by proponents of Distributed Morphology. But later, “early insertion approach” was also promoted in Embick (2000, 2015). So, in conclusion, there are two approaches to roots in Distributed Morphology theory.

(b) Distributed Morphology is “piece-based” from its inception to date, but Embick & Halle (2005) used “readjustment rules” to clear some facets of their argument. So, the question is do we need to accommodate readjustment rules analysis which is “non-piece-based” as an addition to piece-based in Distributed Morphology? Though, Siddiqi (2006:63) stated his position that readjustment rules are no longer necessary in this model of the grammar.

(c) In case of vocabulary insertion, initially, roots are inserted based on free and choice, while functional vocabulary items are based on competition. But this was challenged by De Belder (2011) and De Belder & Craenbroeck (2014) on the basis that both are inserted based on competition.
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(d) Categorizers, according to Marantz (2001), are functional heads, but to Panagiotidis (2011) categorizers are “lexical heads”.
(e) The issue of “blocking” in Distributed Morphology. In Embick & Marantz (2008), there is no blocking between word level and the above word level, but to Hankamer & Mikkelsen (2013:19), there is indeed “blocking” above word level.

10. Analyses of some Hausa words in Distributed Morphology
The following Hausa words can be used for the analysis:

\textit{huulaa} (n. ‘cap’), \textit{faraa} (adj. ‘white’), \textit{kaamaa} (v. ‘to catch’), \textit{tsaye} (adv. ‘standing’)

Since Distributed Morphology is a syntactic approach to word formation, in fact, it has brought syntax down inside words and morphemes. In this regard, Marantz (2007:193) provided such structure, generally for the word form from root and those form from word (Simplex or complex):

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{complex.png}
\caption{Complex word syntactic structure}
\end{figure}

Marvin (2002): also illustrated the following structure of words:

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{simple.png}
\caption{Simple word syntactic structure}
\end{figure}

Embick (2012:79) added the following branching structure: $\sqrt{\text{ROOT}} \_ x \_ y$.

Based on the aforementioned structures, the Hausa words can be analyzed as follows:

(2) \textit{huulaa}
\begin{align*}
= & \sqrt{\text{HUUL}+x} \\
& = \sqrt{\text{HUUL}+n^0} \\
& = \sqrt{\text{huul}+\text{aa}} \\
& = <n^0, \text{fem, sing}> \leftrightarrow /\text{aa}/
\end{align*}

(3) \textit{faraa}
\begin{align*}
= & \sqrt{\text{FAR}+x} \\
& = \sqrt{\text{FAR}+\text{adj}^0} \\
& = \sqrt{\text{far}+\text{aa}} \\
& = <\text{adj, fem, sing}> \leftrightarrow /\text{aa}/
\end{align*}

\textsuperscript{5} Always abstract root in Distributed Morphology is in capital letters with square symbol ‘$\sqrt{}$’.
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(4) kaamaa
   = √KAAM+ x]
   = √KAAM+ v^0 |
   = √kaam+ -aa]
   = √KAAM ↔ /kaam-/  
   = √kaamm ↔ -aa/ 

(5) tsaye
   = √TSAY+ x]
   = √TSAY+ v^0 |
   = √tsay← -e]
   = √TSAY ↔ /tsay-  
   = √tsaym ↔ -e/ 

11. Conclusion
To find a tentative answer to the question “what is Distributed Morphology?” is a very hard task. But this paper made an attempt, through these subtitles: (a) “grammar” in Distributed Morphology, (b) “morphology” in Distributed Morphology, (c) what is Distributed Morphology, (d) what has been distributed? (e) why Distributed Morphology? (f) post-syntactic operations in Distributed Morphology, (g) key features of Distributed Morphology, (h) current issues of debate in Distributed Morphology, (i) an analysis of some words from Hausa within Distributed Morphology.

This paper is a little contribution to the understanding of how Distributed Morphology works. And going deeper into the issues presented in the paper will assist to discover more exciting revelations about the theory.
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