 Suppressing variance in 21 cm signal simulations during reionization
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ABSTRACT

Current best limits on the 21 cm signal during reionization are provided at large scales (≥100 Mpc). To model these scales, enormous simulation volumes are required, which are computationally expensive. We find that the primary source of uncertainty at these large scales is sample variance, which determines the minimum size of simulations required to analyse current and upcoming observations. In large-scale structure simulations, the method of “fixing” the initial conditions (ICs) to exactly follow the initial power spectrum and “pairing” two simulations with exactly out-of-phase ICs has been shown to significantly reduce sample variance. Here we apply this “fixing and pairing” (F&P) approach to reionization simulations whose clustering signal originates from both density fluctuations and reionization bubbles. Using a semi-numerical code, we show that with the traditional method, simulation boxes of L ≈ 500 (300) Mpc are required to model the large-scale clustering signal at z = 0.1 Mpc−1 with a precision of 5 (10)%.

Using F&P, the simulation boxes can be reduced by a factor of 2 to obtain the same precision level. We conclude that the computing costs can be reduced by at least a factor of 4 when using the F&P approach.
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1. Introduction

The 21 cm signal produced by the spin-flip transition of the ground state of neutral hydrogen present during the epoch of reionization (EoR) will be a treasure trove of information. It will teach us not only about the nature of the first luminous sources but also about the thermal and ionization history of the high-redshift (z ≥ 6) intergalactic medium (see Pritchard & Loeb 2012 for a review). Furthermore, it may help reveal the mysteries of the dark matter sector (e.g., Muñoz & Loeb 2018; Schneider 2018; Lopez-Honorez et al. 2019; Giri & Schneider 2022), find primordial black holes (Tashiro & Sugiyama 2013; Mena et al. 2019), and shed light on the origin of density fluctuations (Furugori et al. 2020; Cole & Silk 2021).

The 21 cm signal can be distinguished from the Rayleigh-Jeans tail of the cosmic microwave background radiation using radio telescopes. These telescopes will record a quantity known as the differential brightness temperature, which is given by

\[ \delta T_B = 27 \times x_{\text{ff}}(1 + \delta) \left( \frac{1 + z}{10^3} \right) \left( \frac{0.15}{\Omega_{\text{b}} h^2} \right) \left( \frac{1 - T_s}{T_e} \right) \text{mK}, \]

where \( x_{\text{ff}} \) and \( \delta \) are the fraction of neutral hydrogen and the density fluctuation, respectively. The spin temperature, \( T_s \), is the excitation temperature of the two spin states of the neutral hydrogen. The \( T_e \) is the cosmic microwave background temperature at redshift \( z \). In this work we assume the spin temperature to be saturated (\( T_s \gg T_e \)), which is a good approximation during the EoR. For simplicity, we furthermore ignore the redshift-space distortions (RSDs) of the signal.

The 21 cm signal from the EoR has not been detected yet. Current radio experiments, such as the LOw Frequency ARray (LOFAR; Mertens et al. 2020), Murchison Widefield Array (MWA; Trott et al. 2020), and Hydrogen Epoch of Reionization Array (HERA; The HERA Collaboration 2022) provide upper limits of the 21 cm power spectrum, which have helped rule out some extreme astrophysical models at \( z = 6-9 \) (e.g., Ghara et al. 2020, 2021). The thermal noise in the 21 cm signal observation increases with wave mode (e.g., Koopmans et al. 2015). Therefore, the best upper limits are currently obtained at wave modes \( k \sim 0.1 \text{ Mpc}^{-1} \). At even larger scales, the signal cannot be recovered due to the presence of foreground contamination. Future observations by, for example, HERA and the Square Kilometre Array (SKA; Koopmans et al. 2015) are expected to detect the signal at \( k = 0.1-1 \text{ Mpc}^{-1} \) during their initial observation phases (e.g., Greig & Mesinger 2015).

The observed fields of view of radio telescopes are large enough for the observations at \( k \geq 0.1 \text{ Mpc}^{-1} \) to be less affected by cosmic variance. For example, the LOFAR upper limits were derived from observations with fields of view of \( 4^\circ \times 4^\circ \), which corresponds to \( k \sim 0.01 \text{ Mpc}^{-1} \) (Mertens et al. 2020). The error at the scales that we are interested in is dominated by the by various steps in the data processing pipeline, such as calibration and foreground mitigation (e.g., Mertens et al. 2020). However, the interpretation of these observations will be affected by the variance in simulations that use a box length (\( L \)) that is too close to the largest observed scales.

Iliev et al. (2014) find that simulations with \( L \geq 150 \text{ Mpc} \) are required to accurately model the distribution and growth of reionization bubbles. However, simulations of this size are known to be strongly affected by sample variance. At the relevant scales (\( k \sim 0.1 \text{ Mpc}^{-1} \)), the limited number of wave modes (\( N_{\text{modes}} \)) present in a simulation box of \( L \sim 150 \text{ Mpc} \) results in a sample error that resembles Poisson noise proportional to \( 1/\sqrt{N_{\text{modes}}} \). A similar study was done by Kaur et al. (2020),...
who included the pre-reionization era. To reduce sample variance at scales around \( k \sim 0.1 \) Mpc\(^{-1}\), huge simulations (\( L \gtrsim 500 \) Mpc) are required (Ghara et al. 2020). Alternatively, one can model this signal by averaging over multiple realizations of smaller volume simulations (Mondal et al. 2020). Both approaches are very expensive, especially when considering that the reionization process may be driven by sources residing in dark matter mini-haloes (with masses of \( \lesssim 10^6 \) M\(_\odot\)), which need to be properly resolved (e.g., Giri & Schneider 2022).

In this work we explore a method known as ‘fixing and pairing’ (F&P), which has been shown to substantially reduce the variance in simulations of matter fluctuations at low redshifts (Pontzen et al. 2016; Angulo & Pontzen 2016). This method has been extensively used for high-precision predictions of the matter power spectrum (e.g., Villaescusa-Navarro et al. 2020; Angulo et al. 2021; Knabenhans et al. 2021) as well as biased tracers of the matter distribution (e.g., Villaescusa-Navarro et al. 2018; Maion et al. 2022). Here we apply the F&P approach for the first time to simulations of the 21 cm signal during reionization. In the next section we describe the simulations used in this study. In Sect. 3 we present our findings and conclude in Sect. 4.

2. Simulations

For this work we used the publicly available reionization simulation code 21cmFAST (Mesinger et al. 2011). We modified the initial condition (IC) generator of the code, adding the option of fixing the IC. The original (or Gaussian) method of 21cmFAST is summarized in Sect. 2.1, and our modifications are discussed in Sect. 2.2.

2.1. Gaussian method

21cmFAST initializes a Gaussian random field at the initial redshift (\( z_{\text{init}} = 50 \)) using a linear power spectrum \( P(k, z_{\text{init}}) \) obtained from the Eisenstein & Hu (1999) fitting function. The ICs of the density perturbations are given by

\[
\delta(k, z_{\text{init}}) = \sqrt{0.5 P(k, z_{\text{init}})} \left[ a_k + i b_k \right],
\]

where \( a_k \) and \( b_k \) are drawn from a Gaussian distribution \( \mathcal{N}(0, 1) \) (Mesinger & Furlanetto 2007). The subsequent formation and evolution of structures are simulated using second-order Lagrangian perturbation theory (e.g., Bernardeau et al. 2002). The growth of ionized bubbles during reionization is modelled based on the formalism in Furlanetto et al. (2004).

In this work we assume the default values provided in Greig & Mesinger (2015) for the source parameterization (model 1). The virial temperature of the smallest haloes containing stars was set to \( T_{\text{vir}} \approx 10^{3.5} \) K. For simplicity, the ionizing efficiency of sources was set to \( \zeta = 20 \). It should be noted that in reality \( \zeta \) is expected to scale with source properties, for example with the mass of the hosting halo (see e.g., Park et al. 2019; Schneider et al. 2021). Finally, the maximum distance that photons can travel was set to \( R_{\text{max}} = 15 \) Mpc, which models the unresolved absorbers. This is discussed further in Georgiev et al. (2022).

Regarding fiducial model 1, we investigated two more models where reionization is caused by rare and very efficient sources (model 2) and by a larger number of inefficient sources (model 3). The parameters of models 2 and 3 are given by \( \{ T_{\text{vir}}, \zeta \} = \{ 10^{3.5} \text{ K}, 200 \} \) and \( \{ T_{\text{vir}}, \zeta \} = \{ 10^{3.3} \text{ K}, 15 \} \), respectively. We note that the parameters of all three models were chosen such that the reionization history remains unchanged. To study the influence of sample variance, we ran simulations with five different box lengths of \( L = 100, 150, 200, 300, \) and \( 400 \) Mpc, fixing the spatial resolution to \( 2 \) Mpc.

2.2. Fixing and pairing method

The F&P method for simulations is a two-step process that was introduced in Angulo & Pontzen (2016). The first step consists of ‘fixing’ the ICs and is achieved by replacing Eq. (2) with the following,

\[
\delta(k, z_{\text{init}}) = \sqrt{P(k, z_{\text{init}})} \exp(i \theta_k).
\]

Here we randomly drew \( \theta_k \) from a flat distribution between 0 and \( 2\pi \). This way the IC is ‘fixed’ to exactly give the linear power spectrum. The second step of the F&P method consists of running two ‘paired’ simulations (A and B) that are identical except that the phases of B are shifted by \( \pi \) with respect to those of A. This means that their density fields are inverted, that is, \( \delta_A(k, z_{\text{init}}) = -\delta_B(k, z_{\text{init}}) \). Fixing the ICs and taking the average over the summary statistics of two paired simulations, such as power spectra and bispectra, significantly reduces the sample variance.

In the first two panels of Fig. 1, we show slices of the 21 cm signal from two paired simulations produced with the F&P method. The slices are shown at \( z = 9 \), which corresponds to an early phase of reionization when the majority of the simulation volumes are still neutral (mean neutral fraction of \( x_{\text{HI}} = 0.8 \)). The bubbles are visible, and their positions are strongly correlated with the matter perturbations of the corresponding simulation. As the initial density fields between the two simulations are perfectly anti-correlated, the bubbles are anti-correlated as well. The two slices confirm that ionized regions in one simulation are still neutral in the other. We note, however, that this anti-correlation, while very strong during the early phases of reionization, reduces with time as the bubbles grow larger and merge.

The third panel of Fig. 1 shows the corresponding power spectra from the paired simulations (A and B). Also shown are the resulting F&P power spectrum, corresponding to the mean of the two, and, for comparison, the mean power spectrum of 100 independent realizations with the Gaussian method. The individual power spectra from each of these simulations are shown as well. The fact that the F&P result is nearly indistinguishable from this mean power spectrum is very promising. It qualitatively confirms that the F&P method can reduce the sample variance for simulations of the EoR. In the following section we investigate this result in a more quantitative manner.

3. Results

In this section we first show that sample variance is indeed the dominating modelling error for reionization simulations. We then investigate how we can reduce the sample variance using the F&P method and provide estimates for the smallest volumes that can be run without being dominated by sample variance.

3.1. Power spectrum

The power spectrum is expected to be the first detectable statistics of the 21 cm signal from radio interferometric experiments. We therefore require accurate predictions of the power spectrum with an associated theoretical error that ideally stays below the observational errors for all wave modes and redshifts. In terms of simulations, this means that we have to quantify errors related to, for example, the resolution, box size, and sample variance, selecting a simulation setup where such errors are sub-dominant.
In this work we aim to quantify the minimum box size required for reionization simulations. This means we do not investigate resolution effects but focus on errors caused by missing large-scale modes and sample variance. In Fig. 2 we show the ratio of the power spectra of smaller volumes compared to our largest simulation ($L = 400$ Mpc). Since these simulations are set up with the same realization of the density field, any deviations of smaller simulations are caused by missing modes that are larger than the box size. At $k \gtrsim 0.1$ Mpc$^{-1}$, we find that the power spectra from small volume simulations ($L = 150, 200,$ and $300$ Mpc) deviate at a per cent level from the power spectrum measured in the $L = 400$ Mpc box. This is true for all the redshifts investigated. We also plot the case with $L = 100$ Mpc. This case shows large deviations at most wave modes as this volume is affected by the missing large-scale modes, which is consistent with the results from Iliev et al. (2014). Since the upcoming observations from the SKA are expected to provide measurements at $k \gtrsim 0.1$ Mpc$^{-1}$ (e.g., Greig & Mesinger 2015), we conclude from Fig. 2 that a box size of $L = 150$ Mpc is sufficient to model the largest required modes at the 1% level. A similar study is presented in Greig et al. (2022).

We now turn our attention to the error caused by sample variance. The top panels of Fig. 3 show the standard deviations ($\sigma$) with respect to the mean power spectrum ($\mu$) from 100 simulations at three different redshifts (corresponding to $z_{HI} = 0.8, 0.6,$ and $0.4$ from left to right). The sample variances obtained with the Gaussian method (Sect. 2.1) are shown with different simulation volumes ($L = 150, 200, 300,$ and $400$ Mpc). The results from fixed simulations and F&P simulations are also shown. While fixing the ICs helps reduce the sample variance, a more significant improvement is obtained with the F&P method. Independent of the simulation volume and the $k$ mode, F&P leads to a suppression of the cosmic variance by about a factor of $\geq 2$ compared to the Gaussian method.

In the bottom panels of Fig. 3, we focus on the $L = 200$ Mpc box, providing results from astrophysical models 1, 2, and 3. All three models provide a similar improvement, confirming that our results are only weakly dependent on the choice of astrophysical model.

Comparing the different simulation volumes shown in Fig. 3, we conclude that the F&P method can obtain the same sample variance for simulations that have a two times smaller box size than with the traditional approach. For example, at $k = 0.1$ Mpc$^{-1}$, the F&P approach gives a similar sample variance for the $L = 200$ Mpc simulations compared to the $L = 400$ Mpc simulations with the Gaussian method at all redshifts. Reducing the box size by a factor of 2 improves the speed and reduces the memory requirement by at least a factor of 8. Since two simulations are required for the F&P approach, a gain of at least a factor of four is expected.

### 3.2. Bispectrum

The 21 cm signal is expected to be highly non-Gaussian. As a consequence, higher-order statistics will have to be used to obtain all the available information contained in the 21 cm density field. Measuring the bispectrum, $B$, consists of an obvious step in that direction (e.g., Majumdar et al. 2018), which is given by

$$\langle \delta T_b(k_1) \delta T_b(k_2) \delta T_b(k_3) \rangle = \delta_D(k_1 + k_2 + k_3) B(k_1, k_2, k_3),$$

where $\delta_D$ is the Dirac delta function, and $B(k_1, k_2, k_3)$ depends on the configuration of triangles formed by the three wave vectors ($k_1, k_2,$ and $k_3$). Here we study two configurations, an...
equilateral triangle \((k_1 = k_2 = k_3)\) and a scalene triangle \((k_1 = k_2/2 = 0.1 \, \text{Mpc}^{-1})\). We used the publicly available package BiFFT (Watkinson et al. 2021) to measure the bispectra of our simulations.

The top panel of Fig. 4 shows the equilateral \(B\) at \(z = 9\) \((x_{HI} = 0.8)\) for the simulations shown in Fig. 1. The 100 simulations with the Gaussian method are plotted with their mean, and simulations A and B are highlighted. Just as for the power spectrum, we observe significant sample variance in the equilateral \(B\) at small wave modes \((k \leq 0.2 \, \text{Mpc}^{-1})\). For reference, we again mark \(k = 0.1 \, \text{Mpc}^{-1}\). Finally, the equilateral \(B\) of the F&P simulations is also shown. It lies very close to the mean value of the 100 independent simulations, confirming the results obtained with the power spectrum. As a consequence, we expect the F&P method to yield a similar improvement regarding the sample variance of the equilateral \(B\).

Very similar conclusions can be drawn when investigating the scalene \(B\) shown in the bottom panel of Fig. 4. Here the \(B\) is given as a function of the opening angle between the two wave vectors, \(k_1\) and \(k_2\) \((\theta = \cos^{-1}(k_1, k_2/(k_1k_2)))\). As \(k_1 \approx k_2/2 \approx 0.1 \, \text{Mpc}^{-1}\), this \(B\) probes the non-Gaussianity at large scales for all values of \(\theta\). Therefore, we observe a large variance for all values of the angle \(\theta\). We again find that the F&P simulations help in getting close to the mean \(B\) estimated from 100 traditional simulations. In this section we have argued that the sample variance of the \(B\) can be suppressed by the F&P method in a similar way as for the power spectrum. We limited ourselves to a qualitative analysis of two particular \(B\) configurations for a single redshift. We note, however, that the non-Gaussian information contained in the 21 cm bispectra is very rich, showing a complicated evolution during the EoR (Majumdar et al. 2018). A more thorough investigation of the effect of sample variance on higher-order statistics is left for future work.

4. Conclusions

Numerical simulations of the EoR are very expensive as they need to simultaneously resolve small sources and cover large cosmological volumes. In this work we used the semi-numerical code 21cmFAST to investigate the minimum box size \((L)\) a simulation needs to produce unbiased results. We thereby primarily focused on the 21 cm power spectrum at scales corresponding to \(k = 0.1–1 \, \text{Mpc}^{-1}\), where future observations from, for example, HERA and SKA are expected to detect the 21 cm signal.

First, we performed a comparison of power spectra from simulations with the same initial density field but different box lengths \((L = 100, 150, 200, 300, \text{ and } 400 \, \text{Mpc})\). The analysis revealed that power spectra from \(L \gtrsim 150 \, \text{Mpc}\) agree within a per cent in the regime of \(k = 0.1–1 \, \text{Mpc}^{-1}\). We conclude that a box size of \(L = 150 \, \text{Mpc}\) is sufficient to be unbiased by missing large-scale modes.

We then studied the sample variance (sometimes referred to as cosmic variance), which is known to affect the large-scale power spectrum at a more significant level. Using the Gaussian method, we show that simulation volumes with a box length of at least \(L = 400 \, \text{Mpc}\) are required to reduce the uncertainty to less
than 10% at $k = 0.1\,\text{Mpc}^{-1}$. The sample variance can be reduced by about a factor of 1.5 by fixing the ICs. With this method, we can achieve an error of $\lesssim 10\%$ at $k \approx 0.1\,\text{Mpc}^{-1}$ by using a smaller simulation box of $L = 300\,\text{Mpc}$ instead. We note that the reionization simulations of the THESAN project (Kannan et al. 2022) were fixed, but they did not study the impact of pairing.

As a further step, we applied the F&P method to reionization simulations. The method consists of taking the average power spectrum from two fixed simulations with inverted ICs. While F&P simulations have been successfully used to suppress sample variance for low-redshift cosmological simulations, they have never been used in the context of reionization. We show that the F&P method can further reduce the effect of sample variance to below 10% for a box size of $L = 200\,\text{Mpc}$. We also tested the robustness of our results by changing the astrophysical parameters assuming a model with fewer, more efficient sources and a model with a larger number of inefficient sources. We find similar improvements using these models, which means that our general conclusions remain independent of the assumed astrophysical model.

Finally, we investigated the effect of sample variance on the 21 cm bispectrum. We find that sample variance affects the bispectrum and the power spectrum similarly. The F&P method is expected to improve the theoretical predictions for higher-order statistics as well, in agreement with findings from cosmological simulations at low redshifts (Angulo & Pontzen 2016).

We note that we have not included RSD in our simulation. We do not expect a significant impact on our findings since, to the first order, the RSD just boosts the signal at all wave modes (e.g., Ross et al. 2021), which will cancel out in the relative error studied here. In the future, we will explore this effect in detail.

In general, we conclude that the F&P method allows the sample variance caused by the finite simulation volume to be significantly reduced. For reionization, this means that two F&P simulations with $L = 200\,\text{Mpc}$ are sufficient to predict the 21 cm signal in the regime of $k = 0.1 - 1\,\text{Mpc}^{-1}$ to better than 10%. This gives us a speed up of a factor of $\approx 4$ compared to previous simulation methods.
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