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Abstract
We propose a Deep Operator Network (DeepONet) framework to learn the dynamic response of continuous-time nonlinear control systems from data. To this end, we first construct and train a DeepONet that approximates the control system’s local solution operator. Then, we design a numerical scheme that recursively uses the trained DeepONet to simulate the control system’s long/medium-term dynamic response for given control inputs and initial conditions. We accompany the proposed scheme with an estimate for the error bound of the associated cumulative error. Furthermore, we design a data-driven Runge-Kutta (RK) explicit scheme that uses the DeepONet forward pass and automatic differentiation to better approximate the system’s response when the numerical scheme’s step size is sufficiently small. Numerical experiments on the predator-prey, pendulum, and cart pole systems confirm that our DeepONet framework learns to approximate the dynamic response of nonlinear control systems effectively.

1 Introduction
High-fidelity numerical schemes are the prevalent computational tools for simulating and predicting complex dynamical systems, such as climate modeling, robotics, or the modern power grid. However, these numerical schemes may be prohibitively expensive for control, optimization, and uncertainty quantification tasks. These tasks often require a large number of forward simulations, which consume considerable computational resources. As a result, there is growing interest in developing tools that can accelerate the numerical simulation of complex dynamical systems without compromising accuracy.

By providing faster alternatives to traditional numerical schemes, machine learning-based computational tools hold the promise to accelerate the rate of innovation for complex dynamical systems. Hence, a recent wave of machine learning-based tools has demonstrated the potential of using observational data to construct fast surrogates of complex systems [11, 25]. These tools aim at (1) learning the governing equations of a dynamical system or (2) learning to predict the system’s response from data.

On the one hand, several works [3, 4, 29, 30] use observational data to discover the unknown governing equations of the underlying system. For example, Bruton et al. [3] proposed identifying nonlinear systems using sparse schemes and a large set of dictionaries. The authors
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then extended their work in [4] to identify input/output mappings, describing control systems.

In [30], the authors used sparse approximation schemes to recover the governing partial or ordinary differential equations describing unknown systems. On the other hand, there is growing interest in learning to predict the next state response of a dynamical system using time-series data [26, 27, 25, 24]. For instance, the authors in [11, 7] trained a transformer with data from the early stages of the time dependent partial differential equations to predict the solution recursively of the future stages. Qin et al. [26] used a recurrent residual neural network (ResNet) to approximate the mapping from the current state to the next state of an unknown autonomous system. Similarly, in [27], the authors used feed-forward neural networks (FNN) as a building block of a multi-step scheme that predicts the response of an autonomous system. In [25], the authors extended their previous work [26] to nonautonomous systems with time-dependent inputs. To this end, they parametrized the input locally within small time intervals.

Most of the works mentioned above require large amounts of training data to avoid overfitting. However, obtaining this data may be prohibitively expensive for complex dynamical systems. Furthermore, for next state methods using traditional neural networks, the predicted response may drift and accumulate errors if one fails to avoid overfitting. Thus it becomes imperative to derive efficient deep learning-based frameworks that can handle the infinite-dimensional nature of the problem of predicting the response of the control systems studied in this paper.

Recently, in the seminal paper [21], the authors proposed the Deep Operator Network (DeepONet) framework to learn nonlinear operators (i.e., mappings from a function space to another function space). They designed DeepONet based on the universal approximation theorem of operators [6], which states that nonlinear operators (e.g., the solution operator of a nonlinear control system) can be approximated using streams of scattered data. Compared to traditional neural networks, DeepONet exhibits small generalization error and learns with a limited amount of training data, as demonstrated in many applications areas, such as power engineering [22], multi-physics problems [5], and turbulent combustion problems [28]. Extensions to the original DeepONet [21] have enabled incorporating physics-informed models [34], handling noisy data [18], or designing novel optimization methods [18, 19]. As a result, in this paper, we focus on extending the original DeepONet framework to learn the solution operator of control systems. Such a data-driven operator framework can then be used to design control policies for continuous control systems.

In particular, one of our motivations behind learning to approximate the solution operator of a nonlinear control system is its application in Model-Based Reinforcement Learning (MBRL) [35, 31]. In MBRL, one learns to approximate the system to control (from data) and then uses the learned model to seek for an optimal policy without extensive interaction with the actual system. A common approach is to learn a discrete-time forward model that predicts the next state using the current state and selected control action. Such an MBRL framework has delivered successful and efficient results in discrete-time problems such as games [16]. However, most control systems in science and engineering (e.g., robotics [23], unmanned vehicles [14], or laminar flows [12]) are continuous. Of course, one can always discretize the continuous dynamics and apply discrete-time MBRL using traditional neural networks (e.g., see [2]). However, if one fails to handle the inherent epistemic uncertainty [9], such a strategy may lead to error accumulation (due to model bias) and poor asymptotic performance. To alleviate these drawbacks, we build on the original DeepONet [21] to design an effective and efficient framework that can learn the solution operator of a nonlinear control system, which one can then apply within the framework of continuous MBRL [10].

Formally, the objectives of this paper are twofold.

1. **Approximation of the local solution operator:** We aim at deriving a deep learning-based
framework that learns to map (1) the current state of the control system and (2) a local approximation of the control input to the next state of the control system.

2. **Long/Medium-term simulation:** We aim at designing an efficient scheme that uses the deep learning-based framework to simulate (over a given long/medium-term horizon) the system’s response to a control input.

Our contributions are summarized below.

1. We first design (in Section 2.1) a deep-operator network (DeepONet) framework that approximates the *local* solution operator of a control (non-autonomous) dynamical system. To this end, the proposed DeepONet first observes (1) the current state of the system and (2) a local description of the control/input signal. Then, the DeepONet predicts the next state of the system at any given resolution.

2. We then (in Section 2.2) describe a numerical scheme that uses the trained DeepONet to simulate the response of the control system over a long/medium-term horizon. The resulting scheme will effectively simulate trajectories of continuous plants (with unknown dynamics) driven by external input signals (continuous or sampled).

3. We provide (in Section 2.3) an estimate of the cumulative error for the proposed DeepONet-based numerical scheme. Our estimated error bounds are tighter than those presented in [25].

4. We also propose (in Section 3) a novel data-driven Runge-Kutta (RK) method that can improve the accuracy of the long-term simulation. To estimate the required vector-field for Runge-Kutta, we employ automatic differentiation to the forward pass of our DeepONet.

5. We then provide (in Section 3.1) a theoretical guarantee illustrating that RK has an improved cumulative error when the simulation step-size is less than a pre-specified constant.

6. Finally, we test (in Section 4) the efficacy of the proposed framework on the predator-prey system with control (also presented in [25]) and the pendulum and cart-pole systems, which are widely used by the Reinforcement Learning community [2].

We organize the rest of this paper as follows. In Section 2, we formulate the problem of approximating the local solution operator of a nonlinear control system. Section 2.1 details the Deep Operator Framework (DeepONet) that approximates such an operator. The recursive scheme that simulates the nonlinear control system over a given long/medium-term horizon is detailed in Section 2.2. Then, in Section 2.3, we present the proposed scheme’s cumulative error estimate. In Section 3, we introduce a data-driven Runge-Kutta scheme and estimate its corresponding error bound. In Section 4, we test the effectiveness of the proposed scheme using a series of numerical experiments. Finally, Section 5 discusses our future work and concludes the paper.

## 2 Problem Formulation

We consider the problem of learning from data the solution operator of the continuous-time nonlinear control system

$$\frac{d}{dt} x(t) = f(x(t), u(t)), \quad t \in [a, b]$$

$$x(a) = x_0,$$

(1)
where \( x(t) \in \mathcal{X} \subseteq \mathbb{R}^n \) is the state vector, \( u(t) \in \mathcal{U} \subseteq \mathbb{R}^p \) the control input vector, and \( f : \mathcal{X} \times \mathcal{U} \to \mathcal{X} \) an unknown function. Additional assumptions on the control input function \( u \) and the function \( f \) will be discussed later. Also, throughout this paper, we assume \( u(t) \) is a scalar control input, i.e., \( p = 1 \). Extending the proposed framework to the vector-valued case is straightforward.

**Solution Operator.** Let \( \mathcal{F} \) denote the solution operator (also known as flow map) of (1). \( \mathcal{F} \) takes as inputs the initial condition \( x(a) = x_0 \in \mathcal{X} \) and the sequence of control functions \( u_{[a,t)} := \{ u(\tau) \in \mathcal{U} : \tau \in [a,t) \} \) and outputs the state \( x(t) \in \mathcal{X} \) at time \( t \in [a,b] \). We compute the solution operator via

\[
\mathcal{F}(x_0, u_{[a,t)}) (t) \equiv x(t) = x_0 + \int_a^t f(x(s), u(s))ds.
\] (2)

**Approximate System.** In practice, to learn the operator \( \mathcal{F} \), we only have access to a approximate/discretized representation of the control input function \( u(t) \). Let \( u_m \) denote this approximate representation, which yields the following approximate system

\[
\frac{d}{dt} \tilde{x}(t) = f(\tilde{x}(t), u_m), \quad t \in [a,b]
\]
\[
\tilde{x}(a) = x(a),
\] (3)

whose solution operator is

\[
\mathcal{F}(x_0, u_m) (t) \equiv \tilde{x}(t) = x_0 + \int_a^t f(\tilde{x}(s), u_m)ds.
\] (4)

In the above, with a slight abuse of notation, we denoted as \( u_m \) the input discretized using \( m \geq 1 \) sensors or interpolation points within the interval \( [a,b] \), and the approximate state function as \( \tilde{x}(t) \).

**Remark 1.** In practice, the approximate system (3) with solution operator (4) can represent, for example, sampled-data control systems [36] or semi-Markov Decision Processes [10]. As a result, the methods introduced in this paper can be used to design optimal control policies within the framework of model-based reinforcement learning [35].

**2.1 Learning the Solution Operator**

To learn the solution operator \( \mathcal{F} \), we use the Deep Operator Network (DeepONet) framework introduced in [21]. In [21], the authors used a DeepONet \( G_{\theta} \) to learn a simplified version of the solution operator \( \mathcal{F} \) with \( x(a) = 0 \), that is,

\[
G(u)(t) \equiv x(t) = \int_a^t f(x(s), u(s))ds, \quad t \in [a,b].
\]

The DeepONet \( G_{\theta} \) takes as inputs the (1) control \( u(t) \) discretized using \( m \) interpolation points (known as sensors in [20]) and (2) time \( t \in [a,b] \), and outputs the state \( x(t) \). Clearly, this DeepONet prediction is one-shot, that is, it requires knowledge of the input in the whole interval \([a,b]\). For small values of \( b \), the DeepONet’s \( G_{\theta} \) prediction is very accurate. However, as we increase \( b \), the accuracy deteriorates. To improve accuracy, one can increase the number of interpolation points. This, however, makes the DeepONet’s training more challenging.

To alleviate this drawback, in this paper, we take a different approach. First, we train a DeepONet \( \mathcal{F}_{\theta} \), with vector of trainable parameters \( \theta \), to learn the local solution operator of the control
Learning the Local Solution Operator. We let $\mathcal{P}$ denote the possibly irregular and arbitrary time partition

$$\mathcal{P} : a = t_0 < t_1 < \ldots < t_M = b,$$

where $h_n := t_{n+1} - t_n$ for all $n = 0, 1, \ldots, M - 1$ and let $h := \max_n h_n$. Then, within the local interval $[t_n, t_{n+1}] \equiv [t_n, t_n + h_n]$, the solution operator is given by

$$\mathcal{F}(\tilde{x}(t_n), u_m^n(h_n)) \equiv \tilde{x}(t_n + h_n)
= \tilde{x}(t_n) + \int_{t_n}^{t_n + h_n} f(\tilde{x}(s), u_m^n)ds.
$$

(5)

In the above, with a slight abuse of notation, we use $u_m^n$ to denote the local discretized representation of the control input function $u_m$, within the interval $[t_n, t_{n+1}]$, using $n_s \geq 1$ interpolation/sensor points or basis.

The DeepONet $\mathcal{F}_\theta$. We design next a Deep Operator Network (DeepONet) $\mathcal{F}_\theta$, with vector of trainable parameters $\theta$, to approximate the local solution operator $\mathcal{F}$. Figure 1 illustrates the proposed DeepONet $\mathcal{F}_\theta$ that has two neural networks: the Branch Net and the Trunk Net.

The Branch Net maps the vector that concatenates the (1) current state $\tilde{x}(t_n)$ and (2) control input function $u_m^n \in \mathbb{R}^{n_s}$, discretized using the mesh of local sensors $t_n = d_0^n < d_1^n < \ldots < d_{n_s-1} = t_{n+1}$, to the branch output feature vector $\beta \in \mathbb{R}^{nq}$. On the other hand, the Trunk Net maps the scalar step size $h_n \in (0, h]$ to the trunk output feature vector $\tau \in \mathbb{R}^{nq}$. We compute the DeepONet’s output for the $i$th component of the state vector $\tilde{x}(t_{n+1})$ using the dot product:

$$\mathcal{F}^{(i)}_\theta(\tilde{x}(t_n), u_m^n(h_n)) = \sum_{k=1}^{nq} \beta_{(i-1)q+k} \tau_{(i-1)q+k}.$$ 

Remark 2. Sensor locations. One of the problems of the original DeepONet [20] is that the sensor locations, $t_n = d_0^n < d_1^n < \ldots < d_{n_s-1} = t_{n+1}$, are fixed. If we fix these sensor locations,
Algorithm 1: DeepONet-based Numerical Scheme

1. **Require:** initial state vector $x(a) = x_0$, partition $P$, control input $u^{n_m}_n$, for $n = 1, \ldots, M - 1$, and trained DeepONet $F_{\theta^*}$.

2. initialize $\tilde{x}(t_0) = x_0$

3. for $n = 0, \ldots, M - 1$ do

4. update the independent variable $t_{n+1} = t_n + h_n$

5. update the state vector using the DeepONet’s forward pass

\[
\tilde{x}(t_{n+1}) = F_{\theta^*}(\tilde{x}(t_n), u^{n_m}_n)(h_n).
\]

6. end

7. **Return:** predicted response $\{\tilde{x}_n \equiv \tilde{x}(t_n) : t_n \in P\}$.

then we cannot predict the response of the control system using the arbitrary and irregular partition $P$. To enable predicting with $P$, we let the input to the branch $u^{n_m}_n$ be the concatenation of the discretized input $(u(d^n_0), \ldots, u(d^n_{n_s-1}))$ with the corresponding (flexible) relative sensor locations $(t_n - d^n_0, \ldots, t_n - d^n_{n_s-1})$.

**Remark 3.** The case of $n_s = 1$ sensors, i.e., the piece-wise constant approximation of $u$. If we let $n_s = 1$ sensors, then the discretized control input function, within the interval $[t_n, t_{n+1}]$, corresponds to the singleton $u^{n_m}_n \equiv u(t_n)$. Such a case is the most challenging to learn because it introduces the largest delay error that propagates over time. However, it also represents one of our target applications: continuous model-based reinforcement learning with semi-Markov decision processes. We will show (in Section 4) that our DeepONet can handle effectively having only $n_s = 1$ sensor.

**Training the DeepONet $F_{\theta}$.** We train the proposed DeepONet $F_{\theta}$ model by minimizing the loss function

\[
L(\theta; D) = \frac{1}{N} \sum_{i=1}^{N} ||x^i(t_n + h_n^i) - F_{\theta}(x^i(t_n), u^{i,n_m^i}(h_n^i))||^2
\]

gerater over of $N$ training data triplets

\[
D = \{(x^i(t_n), u^{i,n_m^i}, h_n^i, x^i(t_n + h_n^i)) \}_{i=1}^{N}
\]
generated by the unknown ground truth local solution operator $F$.

2.2 Predicting the System’s Response for Long/Medium-Term Horizons

We predict the response of the control system over a long/medium-term horizon (i.e., within the interval $[a, b]$, with $b \gg 1$) using the DeepONet-based numerical scheme detailed in Algorithm 1. Algorithm 1 takes as inputs the (1) initial condition $x(a) = x_0$, (2) partition $P$, (3) discretized representation of the control input $u^{n_m}_n$, for $n = 1, \ldots, M - 1$, and (4) trained DeepONet $F_{\theta^*}$. Then, Algorithm 1 outputs the predicted response of the control system over the partition $P$, i.e., $\{\tilde{x}_n \equiv \tilde{x}(t_n) : t_n \in P\}$. Let us conclude this section by estimating a bound for the cumulative error of the proposed DeepONet-based numerical scheme described in Algorithm 1.
2.3 Error Bound for the DeepONet-based Numerical Scheme

**Assumptions.** We let the control input function \( u \in V \subset C[a,b] \) where \( V \) is compact. We also assume the unknown vector field \( f : \mathcal{X} \times \mathcal{U} \to \mathcal{X} \) is Lipschitz in \( x \) and \( u \), i.e.,

\[
\|f(x_1, u) - f(x_2, u)\| \leq C_1\|x_1 - x_2\|, \\
\|f(x_1, u) - f(x, u_2)\| \leq C_1\|u_1 - u_2\|,
\]

where \( C_1 > 0 \) is a constant, and \( x_1, x_2, u_1, u_2 \) are in some proper space. Such an assumption is common in engineering as \( f \) is often differentiable with respect to \( x \) and \( u \). The following Lemma, presented in [25], provides us with an alternative form to the local solution operator (4).

Such a form will be used later when estimating the error bound.

**Lemma 2.1.** Consider the local solution operator \( \Phi(F(x_n), u_m^0)(h_n) \). Then, there exists a function \( \Phi : \mathbb{R}^n \times \mathbb{R}^{n_x} \times \mathbb{R} \to \mathbb{R}^n \), which depends on \( f \), such that

\[
\tilde{x}(t_{n+1}) = \Phi(F(x_n), u_m^0)(h_n) = \Phi(\tilde{x}(t), u_m^0, h_n),
\]

for any \( t_n \in \mathcal{P} \). In the above, \( u_m^0 \in \mathbb{R}^{n_x} \) locally characterizes \( u_m \) on the mesh \( t_n = d_{n-1}^0 < d_n^0 < \ldots < d_{n-1}^n = t_{n+1} \).

We now provide the error estimation of the proposed DeepONet prediction scheme detailed in Algorithm 1. For the ease of notation, we denote \( x_n = x(t_n) \) and \( \tilde{x}_n = \tilde{x}(t_n) \) for all \( t_n \in \mathcal{P} \).

**Lemma 2.2.** For any \( t_n \in \mathcal{P} \), we have

\[
\|x_n - \tilde{x}_n\| \leq \frac{1 - \tilde{C}e}{1 - C} \tilde{e}(u_m) := \tilde{C}\tilde{e}_n,
\]

where \( \tilde{C} = e^{C_1h} \), \( \tilde{e}(u_m) = \max_n \tilde{e}_n(u_m) \), and \( \tilde{e}_n(u_m) = C_1h_n\kappa_n(m)e^{C_1h_n} \).

**Proof.** Let \( a = t_n \) and \( s \in [t_n, t_{n+1}] \) in the solution operators (2) and (4). Then, subtracting (4) from (2) gives

\[
\|x(s) - \tilde{x}(s)\| \leq \|x_n - \tilde{x}_n\| + \int_{t_n}^{s} \|f(x(t), u(t)) - f(\tilde{x}(t), u_m)\|dt \\
\leq \|x_n - \tilde{x}_n\| + C_1 \int_{t_n}^{s} \|u(t) - u_m\|dt + C_1 \int_{t_n}^{s} \|x(t) - \tilde{x}(t)\|dt \\
\leq \|x_n - \tilde{x}_n\| + C_1h_n\kappa_n(m) + C_1 \int_{t_n}^{s} \|x(t) - \tilde{x}(t)\|dt,
\]

where \( \kappa_n(m) \) is the local approximation error of the control input within the interval \( [t_n, t_{n+1}] \):

\[
\max_{s \in [t_n, t_{n+1}]} |u(s) - u_m| \leq \kappa_n(m),
\]

such that

\[
\kappa_n(m) \to 0 \text{ when the number of sensors } m \to \infty.
\]

We refer the interested reader to equation (4) of [20] for details of such an approximation for the control input. Set \( s = t_{n+1} \) and apply Gronwall’s inequality, we then have,

\[
\|x_{n+1} - \tilde{x}_{n+1}\| \leq \|x_n - \tilde{x}_n\|e^{C_1h_n} + \underbrace{C_1h_n\kappa_n(m)e^{C_1h_n}}_{\tilde{e}_n(u_m)}.
\]

Taking \( \tilde{e}(u_m) = \max_n \tilde{e}_n(u_m) \) gives

\[
\|x_{n+1} - \tilde{x}_{n+1}\| \leq \|x_n - \tilde{x}_n\|e^{C_1h_n} + \tilde{e}(u_m).
\]

The bound then follows immediately due to \( x(t_0) = \tilde{x}_0 \). \( \square \)
Before we estimate the cumulative error of the DeepONet assisted solution $\tilde{x}_n$, we review the universal approximation theorem of neural network for high-dimensional functions [3]. To this end, given $h_n$, we define the following vector-valued continuous function $\varphi : \mathbb{R}^n \times \mathbb{R}^{n_k} \rightarrow \mathbb{R}^n$

$$\varphi(y_n, u_n^m) = F(y_n, u_n^m)(h_n) = \Phi(y_n, u_n^m, h_n),$$

where $y_n \in \mathbb{R}^n$. Then, by the universal approximation theorem, for $\varepsilon(u_m) > 0$, there exist $W_1 \in \mathbb{R}^{K \times (n+n_k)}, b_1 \in \mathbb{R}^K, W_2 \in \mathbb{R}^{n \times K}$ and $b_2 \in \mathbb{R}^n$ such that

$$\left\| \varphi(y_n, u_n^m) - \left( W_2 \sigma(W_1[y_n, u_n^m]_n^T + b_1) + b_2 \right) \right\| < \varepsilon(u_m). \quad (9)$$

Here, the two-layer network represents the DeepONet for a given $h_n$, i.e.,

$$\left( W_2 \sigma(W_1[y_n, u_n^m]_n^T + b_1) + b_2 \right) \equiv F_{\theta^*}(y_n, u_n^m).$$

The next Lemma then estimates the cumulative error between the DeepONet assisted solution $\tilde{x}$ (obtained via Algorithm 1) and the solution $\tilde{x}$ of the approximate system that satisfies (6).

**Lemma 2.3.** Assume $\Phi$ is Lipschitz in $x$ with Lipschitz constant $C_2$. Suppose the DeepONet is well trained so that the network satisfies (9). Then, we have following estimate:

$$\|\tilde{x}_n - \tilde{x}_n\| \leq \tilde{C} \varepsilon(u_m), \quad (10)$$

where $\tilde{C} = \frac{1-C_2^2}{1-C_2}$.

**Proof.** It follows from the universal approximation theorem of neural networks [9] and $\Phi$ being Lipschitz that,

$$\|\tilde{x}_{n+1} - \tilde{x}_{n+1}\| = \|F_{\theta^*}(\tilde{x}_n, u_n^m) - \Phi(\tilde{x}_n, u_n^m, h_n)\|$$

$$= \|F_{\theta^*}(\tilde{x}_n, u_n^m) - \varphi(\tilde{x}_n, u_n^m)\| + \|\Phi(\tilde{x}_n, u_n^m, h_n) - \Phi(\tilde{x}_n, u_n^m, h_n)\|$$

$$\leq \varepsilon(u_m) + C_2 \|\tilde{x}_n - \tilde{x}_n\|.$$

The result follows immediately from $\tilde{x}_0 = \tilde{x}_0$. 

The following theorem summarizes the error of the proposed DeepONet scheme.

**Theorem 2.4.** For any $t_n \in P$, we have

$$\|x_n - \tilde{x}_n\| \leq \tilde{C} \varepsilon(u_m) + \tilde{C} \varepsilon(u_m), \quad (11)$$

where $\tilde{C}, \tilde{C}$ and $\tilde{C}(u_m)$ are, respectively, the constants defined in [7], [10], and [7].

We conclude this section by observing that the error bound found in this section is tighter than the error bound found in [25], which behaves like $te^{ct}$ where $c$ is a positive constant.

### 3 Data-Driven Runge-Kutta (RK) Prediction Scheme

In this section, we propose a *data-driven* Runge-Kutta explicit scheme [15] that predicts the new state vector $\hat{x}(t_n + h_n)$ using the current state value $\tilde{x}(t_n)$, i.e.,

$$\hat{x}(t_n + h_n) = \hat{x}(t_n) + \frac{h_n}{2} (k_1 + k_2),$$

where $k_1 = \Phi(y_n, u_n^m, h_n)$ and $k_2 = \Phi(y_n, u_n^m, h_n)$. The error bound for this proposed scheme is given by

$$\|x_n - \hat{x}_n\| \leq \hat{C} \varepsilon(u_m) + \hat{C} \varepsilon(u_m),$$

where $\hat{C}$ is a constant.
Algorithm 2: Data-Driven Runge-Kutta (RK) Scheme

1. **Require:** initial state vector $x(a) = x_0$, partition $\mathcal{P}$, control input $u^n_m$, for $n = 1, \ldots, M - 1$, and trained DeepONet $\mathcal{F}_{\theta^*}$.
2. initialize $\tilde{x}(t_0) = x_0$
3. for $n = 0, \ldots, M - 1$ do
   4. update the independent variable $t_{n+1} = t_n + h_n$
   5. use the DeepONet’s forward pass to compute
      \[ \tilde{x}(t_{n+1}) = \mathcal{F}_{\theta^*} (\tilde{x}(t_n), u^n_m)(h_n). \] (14)
   6. use automatic differentiation to estimate the vector field $f$ at $t = t_n$ and $t = t_{n+1}$
      \[ k_1 = \frac{d}{dt} (\mathcal{F}_{\theta^*} (\tilde{x}(t_n), u^n_m)(0)) = f(\tilde{x}(t_n), u^n_m), \] (13a)
      \[ k_2 = \frac{d}{dt} \tilde{x}(t_{n+1}) = f(\tilde{x}(t_{n+1}), u^n_m). \] (13b)
   7. update the state vector with the improved Euler (RK-2) step
      \[ \tilde{x}(t_{n+1}) = \tilde{x}(t_n) + \frac{h_n}{2}(k_1 + k_2). \] (14)
4. end
5. **Return:** predicted response $\{\tilde{x}(t_n) : t_n \in \mathcal{P}\}$.

Here $k_1$ and $k_2$ are, respectively, the estimates of $f$ at $t_n$ and $t_{n+1}$. We compute these estimates (see equation (13)) using (1) the forward pass of trained DeepONet $\mathcal{F}_{\theta^*}$ and (2) automatic differentiation. Note that in (13b), we use the notation $\tilde{x}(t_{n+1})$ for the estimate of the state at $t_{n+1}$ obtained using the DeepONet’s $\mathcal{F}_{\theta^*}$ forward pass.

We detail the proposed data-driven RK explicit scheme in Algorithm 2. Two remarks about our Algorithm are provided next. (1) For simplicity, we only present our scheme for the improved Euler method or RK-2 [15]. However, we remark that we can extend our idea to any RK explicit scheme. (2) If $u^n_{m+1}$ is available at $t_n$, then we can compute $k_2$ as follows
\[ k_2 = \frac{d}{dt} (\mathcal{F}_{\theta^*}(\tilde{x}(t_n), u^n_{m+1})(h_n)). \] (12)

Then, equations (13a) and (12) will work as a predictor-corrector scheme with updated input information. Other strategies can also be adopted within the proposed RK scheme. However, we let the design of such strategies for our future work.

### 3.1 Error Bound for the Data-Driven Runge-Kutta Scheme

Here we derive a conditional improved error bound estimate for $\hat{x}(t_n)$. To that end, we start by rephrasing the universal approximation theorem of neural network for high-dimensional functions [8], which we introduced in Section 2.3. For $\tilde{e}(u_m) - C_4 h^2_n > 0$, there exist $W_1 \in \mathbb{R}^{K \times (n+n_u)}$, $b_1 \in \mathbb{R}^K$, $W_2 \in \mathbb{R}^{n \times K}$ and $b_2 \in \mathbb{R}^n$ such that
\[ \| \varphi(y_n, u^n_m) - \left( W_2 \sigma(W_1[y_n, u^n_m]^\top + b_1) + b_2 \right) \| < \epsilon, \] (15)
where \( \epsilon := \hat{e}(u_m) - C_4 h^2 \) and \( C_4 > 0 \) is constant. As before, the two-layer network represents the DeepONet \( F_{\theta^*} \) for a given \( h_n \).

The next Lemma estimates the error between \( \hat{x} \), predicted using the RK scheme (Algorithm 2), and \( \hat{x} \), obtained using the solution operator [4] of the approximate system (3).

**Lemma 3.1.** Assume \( \Phi \) is Lipschitz in \( x \) with Lipschitz constant \( C_2 \). Suppose the DeepONet is well trained so that (15) holds. Then, we have the estimate

\[
\| \hat{x}(t_n) - \hat{x}(t_n) \| \leq \hat{C} \hat{e}(u_m),
\]

where \( \hat{C} = \frac{C_1 h}{2} \frac{1 - C_n}{1 - C_3} \), and \( C_3 = \left( 1 + (1 + C_2) \frac{C_1 h}{2} \right) \).

**Proof.** We denote \( \bar{x}_n = \hat{x}(t_n) \), \( \bar{x}_n = \hat{x}(t_n) \), and \( \bar{x}_n = \hat{x}(t_n) \). Then, it follows from \( f \) being Lipschitz that,

\[
\begin{align*}
\| \bar{x}_{n+1} - \bar{x}_{n+1} \| & = \| \bar{x}_n + \int_{t_n}^{t_{n+1}} f(\hat{x}(s), u_m^n) ds - \hat{x}_n - \frac{h_n}{2} (f(\bar{x}_{n+1}, u_m^n) + f(\bar{x}_n, u_m^n)) \\
& \leq \| \bar{x}_n - \hat{x}_n \| + \| f(\bar{x}_{n+1}, u_m^n) - f(\bar{x}_n, u_m^n) \| + \| f(\bar{x}_n, u_m^n) - f(\bar{x}_n, u_m^n) \| + O(h^3) \\
& \leq \| \bar{x}_n - \hat{x}_n \| + \frac{C_1 h_n}{2} \| \bar{x}_n - \hat{x}_n \| + \frac{C_1 h_n}{2} \| \bar{x}_{n+1} - \bar{x}_{n+1} \| + O(h^3) \\
& \leq \left( 1 + \frac{C_1 h_n}{2} \right) \| \bar{x}_n - \hat{x}_n \| + \frac{C_1 h_n}{2} \| \bar{x}_{n+1} - \bar{x}_{n+1} \| + O(h^3). \tag{17}
\end{align*}
\]

An estimate of the above term \( \| \bar{x}_{n+1} - \bar{x}_{n+1} \| \) is

\[
\begin{align*}
\| \bar{x}_{n+1} - \bar{x}_{n+1} \| & = \| \Phi(\bar{x}_n, u_m^n, h_n) - F_{\theta^*}(\bar{x}_n, u_m^n) \| \\
& \leq \| \Phi(\bar{x}_n, u_m^n, h_n) - \Phi(\bar{x}_n, u_m^n, h_n) + \phi(\bar{x}_n, u_m^n) - F_{\theta^*}(\bar{x}_n, u_m^n) \| \\
& \leq C_2 \| \bar{x}_n - \hat{x}_n \| + \hat{e}(u_m^n) - C_4 h^2, \tag{18}
\end{align*}
\]

where \( C_4 > 0 \) is a constant. Substituting (18) back into (17) yields

\[
\| \bar{x}_{n+1} - \bar{x}_{n+1} \| \leq \left( 1 + (1 + C_2) \frac{C_1 h_n}{2} \right) \| \bar{x}_n - \hat{x}_n \| + \frac{C_1 h_n}{2} \hat{e}(u_m^n). \tag{19}
\]

Recursive estimation and \( \hat{x}_0 = \bar{x}_0 \) gives the desired error bound (16). \( \square \)

Two remarks about the error bound are as follows. (1) Note that the proposed data-driven RK scheme provides an improved error bound (16) when compared to the bound obtained (10). More specifically, the growth factor \( C_3 \) here behaves like \( C_2 \) in (10). However, when \( h_n < \frac{C_1}{C_3} \frac{2C_2 - 2}{C_4 + 1} \), one can derive a smaller factor. (2) We can extend the proof provided here for the RK-2 scheme to any other RK explicit scheme. We let such a analysis for our future work. Let us conclude this section with the following theorem that summarizes the error of the proposed data-driven RK scheme.

**Theorem 3.2.** For any \( t_n \in \mathcal{P} \), we have

\[
\| x(t_n) - \hat{x}(t_n) \| \leq \hat{C} \hat{e}(u_m) + \hat{C} \hat{e}(u_m), \tag{20}
\]

where \( \hat{C} \), \( \hat{C} \) and \( \hat{e}(u_m) \) are, respectively, the constants defined in [7], [16], and [7].
4 Numerical Experiments

To evaluate our framework, we test the DeepONet on three continuous control tasks: the predator-prey dynamics with control (in Section 4.1), the pendulum swing-up (in Section 4.2), and the cart-pole system (in Section 4.3). For all three tasks, we use only $n_s = 1$ sensors. The reasons for selecting only one sensor are two-fold. First, we want to show that DeepONet is effective even when the input signal is encoded with minimal information. For reference, in [25], the authors encoded the input signals (used in their experiments) with at least $n_s = 3$ interpolation points (sensors). Second, the $n_s = 1$ sensor scenario resembles the scenario of sampled-data control systems [36] or reinforcement learning tasks [32] with continuous action space.

Training dataset. For each one of the three continuous control tasks, we generate the training dataset $D_{\text{train}}$ as follows. We use Runge-Kutta (RK-4) [15] to simulate $N_{\text{train}}$ trajectories of size two. For each trajectory, the input to RK-4 is the initial condition $x(t_n)$ uniformly sampled from $\mathcal{X}$ and the control input $u(t_n)$ uniformly sampled from the set $\mathcal{U}$. The output from the RK-4 algorithm is the state $x(t_n+h)$, where $h$ is uniformly sampled from the interval $[0,0.25]$. Such a procedure gives the dataset:

$$D_{\text{train}} = \{(x_i(t_n), u_i(t_n)), h_i, x_i(t_n+h_i)\}_{i=1}^{N_{\text{train}}}.$$  

Training protocol and neural networks. We implemented our framework using JAX [1]. The neural networks for the Branch and Trunk Nets are the modified fully-connected networks proposed in [33] and used in our previous paper [22]. We trained the parameters of the networks using Adam [17]. Moreover, we selected (1) the default hyper-parameters for the Adam algorithm and (2) an initial learning rate of $\eta = 0.001$ that exponentially decays every 2000 epochs.

4.1 The Predator-Prey Dynamics with Control

To evaluate our framework, we first consider the following Lotka-Volterra Predator-Prey system with input signal $u(t)$:

$$\dot{x}_1 = x_1 - x_1 x_2 + u(t)$$
$$\dot{x}_2 = -x_2 + x_1 x_2.$$  

(21)

The system [21] was also studied in [25] where the authors encoded $u(t)$ using three interpolation points. To train our DeepONet, we generated $N_{\text{train}} = 2000$ trajectories with the initial condition $x_i(t_n)$ (resp. input signal $u_i(t_n)$) sampled from the state space $\mathcal{X} := [0,5]^2$ (resp. input space $\mathcal{U} := [0,5]$).

We use the trained DeepONet to predict the predator-prey (21) system’s response to the input signal $u(t) = \sin(t/3) + \cos(t) + 2$ within a partition $\mathcal{P} \subset [0,100]$ (s) with the constant step size $h = 0.1 \equiv t_{n+1} - t_n$, for all $t_n,t_{n+1} \in \mathcal{P}$. Figure 2 compares the DeepONet’s long-term prediction with the true trajectory. Note that for both states, $x = (x_1, x_2)^T$, the predicted trajectory agrees very well with the true trajectory. The $L_2$-relative errors for $x_1$ and $x_2$ are, respectively, 2.42% and 0.93%.

4.2 Pendulum Swing-Up

Let us now consider the following pendulum swing-up control system:

$$\ddot{\theta} \left(\frac{1}{4}ml^2 + 1\right) + \frac{1}{2}mlg \sin \theta = u(t) - b\dot{\theta},$$  

(22)

We will publish the code in GitHub after publication.
where \( x = (\theta, \dot{\theta})^\top \in \mathcal{X} \) is the state vector, \( \theta \) the pendulum’s angle, \( \dot{\theta} \) the angular velocity, and \( u(t) \in \mathcal{U} \) the control torque. We set the parameters to the following values. The pendulum’s mass is \( m = 1 \) (kg), the length is \( l = 1 \) (m), the moment of inertia of the pendulum around the midpoint is \( I = \frac{1}{12} ml^2 \), and the friction coefficient is \( b = 0.01 \) (sNm/rad).

We train the proposed framework using \( N_{\text{train}} = 5000 \) trajectories. Each trajectory is generated using (1) an initial condition \( x_i(t_n) \) sampled from the state space \( \mathcal{X} := [-\pi, \pi] \times [-8, 8] \) and (2) a control torque \( u_i(t_n) \) sampled from the input space \( \mathcal{U} := [-2, 2] \).

**Stable response.** We first use the trained DeepONet to predict the pendulum’s response to the control input \( u_1(t) = -0.8\dot{\theta}(t) \) within the partition \( \mathcal{P} \subset [0, 10] \) with step size \( h = 0.1 \). Such an input yields state trajectories \( \{(\theta(t_n), \dot{\theta}(t_n)) : t_n \in \mathcal{P}\} \) that settle to an asymptotic equilibrium point. Figure 3 illustrates an excellent agreement between the predicted and the actual trajectory.

To test the predictive power of the proposed framework, we compute the average and standard deviation (st. dev.) of the \( L_2 \)-relative error between the predicted and actual response of the
|         | angle $\theta(t)$ | angular velocity $\dot{\theta}(t)$ |
|---------|-------------------|------------------------------------|
| mean $L_2$ | 1.056 %          | 3.356 %                            |
| st.dev. $L_2$ | 2.509 %        | 8.234%                             |

Table 1: The average and standard deviation (st.dev.) of the $L_2$–relative error between the predicted and actual response trajectories of the pendulum system (22) to (1) the control torque $u_1(t) = -0.8\dot{\theta}(t)$ and (2) 100 initial condition uniformly sampled from the set $X_o := \{\theta, \dot{\theta} : \theta \in [-\pi/2, \pi/2], \dot{\theta} = 0\}$.

Figure 4: Comparison of the DeepONet prediction with the actual trajectories of the pendulum (22) system’s state $x = (\theta(t), \dot{\theta}(t))^\top$ response to the input signal $u(t) = \sin(t/2)$ within the partition $P \subset [0, 10]$ (s) of constant step size $h = 0.1$.

Oscillatory response. We now test the trained DeepONet for the control torque $u_2(t) = \sin(t/2)$ within the partition $P \subset [0, 10]$ (s) with constant step size $h = 0.1$. Figure 4 depicts the excellent agreement between the predicted and actual oscillatory trajectory.

Let us now consider a different partition $P'$ with a smaller step size $h = 0.00025$. Figure 5 shows that the proposed DeepONet fails to keep up with the oscillatory response. To improve our prediction, we employ the proposed data-driven Runge-Kutta (RK) method described in Algorithm 2. Figure 5 depicts agreement between the actual trajectory and the trajectory predicted using the proposed data-driven RK method. The corresponding $L_2$-relative errors are 7.73% and 11.34% for the angle $\theta(t)$ and the angular velocity $\dot{\theta}(t)$, respectively.
Figure 5: Comparison of the DeepONet prediction with the data-driven RK prediction, and the actual trajectories of the pendulum system’s state $x = (\theta(t), \dot{\theta}(t))^\top$ response to the input signal $u(t) = \sin(t/2)$ within the partition $\mathcal{P}' \subset [0, 10]$ (s) of constant step size $h = 0.00025$.

4.3 Cart-Pole

Finally, we consider the following cart-pole system [13] with control:

$$\ddot{\theta} = \frac{g \sin \theta + \cos \theta \left( \frac{-u(t) - m_p \dot{\theta}^2 \sin \theta}{m_c + m_p} \right)}{l \left( \frac{4}{3} - \frac{m_p \cos^2 \theta}{m_c + m_p} \right)}$$

$$\ddot{p} = \frac{u(t) - b \dot{p} + m_p l (\dot{\theta}^2 \sin \theta - \dot{\theta} \cos \theta)}{m_c + m_p}. \tag{23}$$

In the above, the state of the cart-pole system is $x = (\theta, \dot{\theta}, p, \dot{p})^\top \in \mathcal{X}$, where $\theta$ is the angle of the pendulum, $\dot{\theta}$ the angular velocity of the pendulum, $p$ and $\dot{p}$ are, respectively, the position and the velocity of the cart. The control input $u \in \mathcal{U}$ is the horizontal force that makes the cart move to the left or the right. We selected the parameters of the cart-pole system as follows. The pendulum’s length is $l = 0.5$ (m), the pendulum’s mass is $m_p = 0.5$ (kg), the cart’s mass is $m_c = 0.5$ (kg), and the friction coefficient is $b = 0.01$ (sN/m/rad).

To train our DeepONet, we generated $N_{\text{train}} = 20000$ trajectories with the initial condition $x_i(t_n)$ (resp. control input $u_i(t_n)$) sampled from the state space $\mathcal{X} := [-2\pi, 2\pi] \times [-\pi, \pi] \times [-2, 2] \times [-1, 1]$ (resp. $\mathcal{U} := [-5, 5]$).

We use a trained DeepONet to predict the cart-pole system’s response to the time-dependent input signal $u(t) = t/100$ within a partition $\mathcal{P} \subset [0, 10]$ (s) with the constant step size $h = 0.1 \equiv t_{n+1} - t_n$, for all $t_n, t_{n+1} \in \mathcal{P}$. We depict in Figure 6 a comparison between the predicted and true state trajectories. We can observe agreement between the predicted and true state trajectories with $L_2$-relative errors of 0.008%, 1.028%, 0.478%, and 0.296% for $\theta$, $\dot{\theta}$, $p$, and $\dot{p}$. From these results, we may conclude that the proposed DeepONet framework can effectively predict the response of a nonlinear control system, such as the cart-pole, to given control inputs and different initial conditions.
Figure 6: Comparison of the DeepONet prediction with the actual trajectory of the cart-pole system’s state $x = (\theta(t), \dot{\theta}(t), p(t), \dot{p}(t))^T$ response to the input signal $u(t) = t/100$ within the partition $\mathcal{P} \subset [0, 10]$ (s) of constant step size $h = 0.1$.

5 Conclusion

We introduced a Deep Operator Network (DeepONet) framework to learn (from data) the dynamic response of nonlinear control systems. Our framework approximates locally, using the DeepONet, the control system’s solution operator. Then, it predicts the system’s response for long/medium-term horizons using the trained DeepONet recursively. We estimated the error bound for such a DeepONet-based numerical scheme. To improve the predictive accuracy when the step size of the scheme is small, we designed and theoretically validated a data-driven Runge-Kutta (RK) scheme that uses estimates of the vector field computed with the DeepONet forward pass and automatic differentiation. We validated our framework using three continuous control tasks. In our future work, we aim to extend the proposed framework to (1) reduced-order, (2) stochastic, and (3) networked control systems. From an application perspective, our goal is to use the proposed DeepONet framework for model-based reinforcement learning. In particular, we aim to use the proposed work for learning semi-Markov decision processes, which, in turn, can be used to learn suboptimal policies offline.
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