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ABSTRACT
We study model predictive control for singular differential-algebraic equations with higher index. This is a novelty when compared to the literature where only regular differential-algebraic equations with additional assumptions on the index and/or controllability are considered. By regularization techniques, we are able to derive an equivalent optimal control problem for an ordinary differential equation to which well-known model predictive control techniques can be applied. This allows the construction of terminal constraints and costs such that the origin is asymptotically stable w.r.t. the resulting closed-loop system.

1. Introduction

Differential-algebraic equations (DAEs) play an important role in the modelling of electrical networks, mechanical multi-body systems or chemical plants (S. Campbell, Ilchmann, Mehrmann, & Reis, 2019). To derive the system model, often automatic modelling techniques are employed (Riaza, 2008). This may lead to singular differential-algebraic systems with higher index which pose special challenges w.r.t. control.

We want to control DAEs using model predictive control (MPC): this is a control technique widely used to control systems under state and input constraints (Kouvaritakis & Cannon, 2016; Rawlings, Mayne, & Diehl, 2017). To this end, the current state of the system is measured in order to predict and optimize the future system behaviour on a given (finite) prediction horizon. The optimal solution on the first portion of the considered time interval is then implemented as a control input at the plant before the whole process is repeated after obtaining a new state measurement.

While there are innumerable results regarding the stability and robustness of MPC schemes for ordinary differential equations (ODEs), few results are known for systems governed by DAEs. The main challenge for this class of systems is the fact that input and state cannot be considered separately, so approaches known from ODE systems based on calculating a stabilizing state feedback do not work in general.

There has been a lot of research in the related field of optimal control for DAEs, both in an analytical context using Riccati (Cobb, 1983; Kunkel & Mehrmann, 2008; Lamour, März, & Tischendorf, 2013; S. L. Campbell, Kunkel, & Mehrmann, 2012) or Lur’e equations (Bankmann, 2016; Reis & Voigt, 2019), as well as in a numerical context (Gerdts, 2011). However, the analytical results do not encompass state or
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input constraints and to our knowledge, none of these results has been extended yet to the stability analysis of MPC schemes. The latter requires either the construction of stabilizing terminal constraints and costs or additional controllability assumptions like cost controllability, see, e.g. Coron, Grüne, and Worthmann (2020) and the references therein.

Most approaches to MPC for DAEs do not explicitly exploit the structure of the DAE, but treat it as an additional constraint of the optimal control problem (OCP) (Diehl et al., 2002; Bock, Diehl, Kostina, & Schlöder, 2007). Exploiting the structure of the DAE before discretization is done by Yonchev, Findeisen, Ebenbauer, and Allgöwer (2004); Sjöberg, Findeisen, and Allgöwer (2007); Ilchmann, Leben, Witschel, and Worthmann (2019). However, these results are only applicable to regular DAEs, and in case of Yonchev et al. (2004); Sjöberg et al. (2007) some further controllability assumptions are imposed.

In the present paper, we consider MPC for arbitrary linear time-invariant DAEs without additional regularity or controllability assumptions. We follow the scheme presented in Figure 1 in order to be able to exploit the structure of the DAE-OCP and to use well-known results from the MPC theory, we reduce the DAE-OCP to an ODE-OCP by using numerically advantageous regularization techniques and transforming the cost functional of the nominal DAE-OCP.

On the basis of this equivalent ODE-OCP, we construct stabilizing terminal constraints and costs for the ODE-OCP. These terminal constraints and costs can then be transformed into terminal constraints and costs for the original DAE-OCP. While the preceding steps of regularization and construction of the terminal ingredients for the ODE-OCP are only adapted by us, the last step is a novelty. Its advantage is that it allows to use numerically feasible schemes to solve the DAE-OCP, while retaining the stability guarantees which are offered by the appropriate construction of the terminal ingredients.

The paper is structured as follows: In Section 2 we define the problem and propose a MPC scheme as a solution. In Section 3 we construct suitable terminal constraints for the MPC scheme. This is achieved by regularizing the DAE as described in Theorem 5, which allows to derive an equivalent ODE-OCP in Section 3.2. Our main contribution is the new structural approach and the results in Section 4, this allows to prove asymptotic stability of the MPC scheme for the nominal DAE. We conclude with an illustrative example in Section 5.

Notation: \( L^1_{\text{loc}}(I, \mathbb{R}^p), p \in \mathbb{N} \), denotes the space of Lebesgue-measurable functions.
defined on the interval $I \subseteq \mathbb{R}$ that are locally absolutely integrable. In this context, we use the abbreviations $a.e.$ for almost everywhere, and $a.a.$ for almost all. $W^{1,1}_{\text{loc}}(I, \mathbb{R}^p)$ denotes the Sobolev space of weakly differentiable functions $f : I \to \mathbb{R}^p$ such that $f, \dot{f} \in L^1_{\text{loc}}(I, \mathbb{R}^p)$. $GL_n(\mathbb{R}) \subseteq \mathbb{R}^{n \times n}$ denotes the space of invertible real matrices. For $M \in \mathbb{R}^{n \times n}$, $M > 0 (M \geq 0)$ means that $M$ is positive (semi-)definite. $\mathbb{1}$ is the all-ones vector. For $x \in \mathbb{R}^n$, $x \leq \mathbb{1}$ means that $x_i \leq 1$ holds for all $i \in \{1, \ldots, n\}$.

2. Problem formulation: MPC for DAEs

We consider the differential-algebraic equation system $[E, A, B] \in \Sigma := \mathbb{R}^{\ell \times n} \times \mathbb{R}^{\ell \times n} \times \mathbb{R}^{\ell \times m}$ associated to

$$\frac{d}{dt} (Ex(t)) = Ax(t) + Bu(t).$$

(1)

The system $[E, A, B]$ is called regular if, and only if, the linear matrix pencil $sE - A$ is regular, i.e. $\ell = n$ and there exists $\lambda \in \mathbb{C}$ such that $\det(\lambda E - A) \neq 0$; otherwise, the system $[E, A, B]$ is called singular. The behaviour

$$\mathcal{B}_{[E, A, B]} := \left\{ (x, u) \in L^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}^{n+m}) \mid Ex \in W^{1,1}_{\text{loc}}(\mathbb{R}^n, \mathbb{R}^\ell), \text{ (1) holds for almost all } t \geq 0 \right\}$$

of the system $[E, A, B] \in \Sigma$ is the set of all solutions of (1). An initial value $x^0 \in \mathbb{R}^n$ is called weakly consistent if, and only if, a solution $(x, u) \in \mathcal{B}_{[E, A, B]}$ exists with

$$(Ex)(0) = Ex^0.$$ 

(2)

The space of weakly consistent initial values is denoted by

$$\mathcal{C}_{[E, A, B]} \subseteq \mathbb{R}^n.$$ 

For every pencil $sE - A \in \mathbb{R}[s]^{\ell \times n}$, there exist $T \in GL_\ell(\mathbb{R}), U \in GL_n(\mathbb{R})$ that transform it into a standard form, the so-called quasi Kronecker form (Berger & Trenn, 2012):

$$T(sE - A)U = \begin{bmatrix} sE_U - A_U & 0 & 0 & 0 \\ 0 & sE_J - A_J & 0 & 0 \\ 0 & 0 & sE_N - A_N & 0 \\ 0 & 0 & 0 & sE_O - A_O \end{bmatrix},$$

(3)

where

- $sE_U - A_U \in \mathbb{R}[s]^{\ell_U \times n_U}$, $0 \leq \ell_U < n_U$, $\forall \lambda \in \mathbb{C} : \text{rk}(\lambda E_U - A_U) = \ell_U$,
- $sE_J - A_J \in \mathbb{R}[s]^{n_J \times n_J}$, $\text{rk}(E_J) = n_J$,
- $sE_N - A_N \in \mathbb{R}[s]^{n_N \times n_N}$, $\forall \lambda \in \mathbb{C} : \text{rk}(\lambda E_N - A_N) = n_N$, $E_N$ nilpotent,
- $sE_O - A_O \in \mathbb{R}[s]^{\ell_O \times n_O}$, $\ell_O > n_O \geq 0$, $\forall \lambda \in \mathbb{C} : \text{rk}(\lambda E_O - A_O) = n_O$.

The block sizes $\ell_U, n_U, n_J, n_N, \ell_O$, and $n_O$ are uniquely determined.

The index of a pencil $sE - A$ is given by

$$\text{ind}(sE - A) := \text{nil ind}(E_N) := \min\{i \in \mathbb{N} \mid E_N^i = 0\}.$$
It can be shown that the index does not depend on the choice of transformation into quasi Kronecker form. We also define the index of the system \([E, A, B] \in \Sigma\) as the index of the corresponding pencil \(sE - A\).

Let the mixed state and control constraints be given by

\[
[F \ G] \begin{pmatrix} x(t) \\ u(t) \end{pmatrix} \leq 1
\]

with \(F \in \mathbb{R}^{p \times n}\) and \(G \in \mathbb{R}^{p \times m}\). The constraints are only required to be fulfilled almost everywhere because \(x\) need not be continuous. If \(F = F' E\) holds for some \(F' \in \mathbb{R}^{p \times \ell}\), then the constraints hold everywhere since \(Ex\) is continuous by definition of \([E, A, B]\).

### 2.1. Singular DAEs do not allow stabilization by state feedback

Consider the singular system \([1]\) given by \(E = (0, 1), A = (1, 0),\) and \(B = 1\). Its behaviour is given by

\[
\mathcal{B}_{[E, A, B]} = \left\{ \begin{pmatrix} x_1 \\ x_2 \\ u \end{pmatrix} \in \mathcal{L}^1_{\text{loc}}(\mathbb{R}_{\geq 0}, \mathbb{R}^3) \left| \begin{array}{l} x_2 \ae = x_1 + u \\ \dot{x}_2 \ae = \dot{x}_1 \end{array} \right. \right\}.
\]

Here, \(x_1\) is a free variable that can be potentially unbounded. It cannot be influenced by the control input \(u\), which shows that for singular DAEs, prescribing \(u\) is generally not sufficient to achieve convergence \(\lim_{t \to \infty} x(t) = 0\) of the state: for all choices \(u \in \mathcal{L}^1_{\text{loc}}(\mathbb{R}_{\geq 0}, \mathbb{R})\), there exist solutions \((x, u) \in \mathcal{B}_{[E, A, B]}\) with unbounded \(x\), e.g.

\[
x_1(t) = e^t, \quad x_2(t) = \int_0^t x_1(\tau) + u(\tau) \, d\tau, \quad t \geq 0.
\]

Hence, in general it is necessary to have control over both the input \(u\) as well as the (free variable part of the) state \(x\) for singular DAEs to achieve stabilization of the state. Moreover, in contrast to ODEs, it is generally impossible to construct a stabilizing linear state feedback: Let \(u = kx\) for some arbitrary but fixed \(k \in \mathbb{R}^{1 \times 2}\). Then the closed-loop system has the form

\[
\frac{d}{dt} (0, 1) x(t) = (1 + k_1, k_2) x(t),
\]

which is still singular. We obtain that

\[
\mathcal{B}_{[(0,1),(1+k_1,k_2),0]} = \left\{ \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \in \mathcal{L}^1_{\text{loc}}(\mathbb{R}_{\geq 0}, \mathbb{R}^2) \left| \begin{array}{l} x_1 \text{ arbitrary,} \\ \dot{x}_2 \ae = k_2 x_2(t) + (1 + k_1)x_1(t) \end{array} \right. \right\}.
\]

Therefore, the closed-loop system admits unbounded solutions no matter how the state feedback is chosen.

### 2.2. Model predictive control

Our goal is to construct a feedback law such that the origin is asymptotically stable w.r.t. the closed-loop system while validity of the constraints \([4]\) is maintained. To this
end, we employ the following MPC scheme. In every step, we measure the current state $Ex$ of the system \(^1\) and solve a quadratic optimal control problem on the optimization/prediction horizon $T > 0$. The OCP is constrained by the system \(^1\) with the current system state as an initial value \(^2\) and the mixed state and control constraints \(^4\). Clearly, solving the OCP on an infinite-time horizon, i.e. $T = \infty$, would be desirable. However, due to the (mixed) state and control constraints, this is, in general, computationally intractable.

We obtain a predicted optimal solution $(\hat{x}_k^0(\cdot), \hat{u}_k^0(\cdot))|_{[0, T]}$, indicated by $\hat{\cdot}$, of which we implement only the first piece $(\hat{x}_k^0(\cdot), \hat{u}_k^0(\cdot))|_{[0, \delta]}$ up to a time shift $\delta \in (0, T)$ at the plant. Note that the resulting closed-loop solution only coincides with the predicted one during the first $\delta$ time units but may differ afterwards.

After the time $\delta$ has passed, we repeat the procedure with the new system state. This scheme alone would not necessarily allow for a system that is asymptotically stable w.r.t. the origin, see Rawlings et al. (2017, Sec. 1.3.4). To guarantee stability, we incorporate additional terminal constraints $X_f \subseteq \mathcal{C}_{[E, A, B]}$ and terminal costs $V_f : X_f \to \mathbb{R}_{\geq 0}$ into the basic MPC scheme to obtain the following algorithm. These additional degrees of freedom guarantee asymptotic stability if chosen suitably, as we will show in this paper.

**Algorithm.**

**Input parameters:** $[E, A, B] \in \Sigma$, $F \in \mathbb{R}^{p \times n}$, $G \in \mathbb{R}^{p \times m}$, $T > 0$, $S \in \mathbb{R}^{(n + m) \times (n + m)}$, $X_f \subseteq \mathcal{C}_{[E, A, B]}$, $V_f : X_f \to \mathbb{R}_{\geq 0}$.

Set $k = 0$.

**Step 1:** Measure $\hat{x}_k := (Ex)(k\delta)$.

**Step 2:** Minimize $\int_0^T \left( \frac{\partial}{\partial t} (E\bar{x}_k)(t) = A\bar{x}_k(t) + B\bar{u}_k(t) \\ F\bar{x}_k(s) + G\bar{u}_k(s) \leq 1 \quad \text{for almost all } s \in [0, T] \right)$ s.t.

- $\bar{x}_k(T) \in X_f$, $(E\bar{x}_k)(0) = \hat{x}_k$.

**Step 3:** Implement first piece $(\bar{x}_k^0(\cdot), \bar{u}_k^0(\cdot))|_{[0, \delta]}$ of optimal solution for system $[E, A, B]$ to obtain $(x(\cdot), u(\cdot))|_{[k\delta, (k+1)\delta]}$, set $k := k + 1$, go to **Step 1**

To construct suitable terminal constraints and terminal costs, we will consider the optimal control problem from **Step 2** of the algorithm with infinite optimization horizon $T = \infty$ and without the mixed state and control constraints \(^4\). Using regularization techniques, we will transform the DAE constraint \(^1\) into an equivalent ODE constraint so that we can solve the OCP by well-known Riccati theory. The optimal value of this OCP will then serve as the terminal cost $V_f : X_f \to \mathbb{R}_{\geq 0}$, which fulfils the decrease condition

$$\forall \delta > 0 \forall \hat{x} \in \mathcal{C}_{[E, A, B]} : V_f(x(\delta)) \leq V_f(\hat{x}) - \int_0^\delta \left( \begin{array}{c} x(t) \\ u(t) \end{array} \right)^\top S \left( \begin{array}{c} x(t) \\ u(t) \end{array} \right) dt \quad (5)$$

by virtue of the Belman equation. To construct a controlled forward invariant terminal region $X_f \subseteq \mathcal{C}_{[E, A, B]}$, a sub-level set of $V_f$ where the state and control constraints constraints \(^4\) are fulfilled can be chosen. Together with the decrease condition \(^5\), asymptotic stability of the origin w.r.t. the MPC closed loop can be shown analogously.
3. Construction of terminal ingredients

To construct the terminal region and terminal costs, we reduce the DAE to an equivalent ODE by reducing its index to 1. In order to do so, we transform the DAE using the methods explained in the next subsection so that it fulfills the following algebraic characterization.

**Proposition 1** (Berger and Reis (2013, Eq. (3.4))). The system \([E, A, B] \in \Sigma\) has index at most one if, and only if,

\[
\text{im } A \subseteq \text{im } E + A \ker E.
\]

If the DAE has index at most one, it can be transformed to an ODE with a state transformation.

**Proposition 2** (Benner, Losse, Mehrmann, and Voigt (2015, Thm. 8.1)). The system \([E, A, B] \in \Sigma\) is regular with index at most one if, and only if, there are transformation matrices \(S_r, T_r \in \text{GL}_n(\mathbb{R})\) such that

\[
S_r E T_r = \begin{bmatrix} I_{\hat{n}} & 0 \\ 0 & 0 \end{bmatrix}, \quad S_r A T_r = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad S_r B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix},
\]

with \(\hat{n} \leq n\), \(A_{22} \in \text{GL}_{n-\hat{n}}(\mathbb{R})\).

A remark to Proposition 2 is warranted.

**Remark 3.** \(E\) can be transformed to the form as in (6) using a singular value decomposition: Choose orthogonal matrices \(U \in \mathbb{R}^{n \times n}\) and \(V \in \mathbb{R}^{n \times n}\) such that \(E = U \text{diag}(\sigma_1, \ldots, \sigma_{\hat{n}}, 0, \ldots, 0) V^\top\) for \(\sigma_1, \ldots, \sigma_{\hat{n}} > 0\). Then \(S_r := U^\top, T_r := V \text{diag}(\sigma_1^{-1}, \ldots, \sigma_{\hat{n}}^{-1}, 1, \ldots, 1)\) leads to (6).

If \([E, A, B] \in \Sigma\) is regular and has index at most one, then the DAE (1) can be transformed into an ODE with an explicit representation of the remaining states. This is made precise in the following lemma, which is an immediate consequence of Proposition 2.

**Lemma 4.** Let \([E, A, B] \in \Sigma\) be regular with index at most one and consider the transformation into (6). Then it holds that

\[
\begin{pmatrix} x \\ u \end{pmatrix} \in \mathcal{B}_{[E,A,B]} \iff x = T_r z
\]

with \(z = (z_1, z_2)\), where \(z_2 = -A_{22}^{-1} A_{21} z_1 - A_{22}^{-1} B_2 u\) and \(z_1\) solves

\[
\dot{z}_1 = (A_{11} - A_{12} A_{22}^{-1} A_{21}) z_1 + (B_1 - A_{12} A_{22}^{-1} B_2) u
\]

for some \(u \in \mathcal{L}^1_{\text{loc}}(\mathbb{R}_{\geq 0}; \mathbb{R}^m)\).

**Lemma 4** essentially allows to reformulate the DAE-OCP as an ODE-OCP, provided that the DAE system is regular and has index at most one. Using the regularization
techniques shown in the following theorem allows to transform every DAE system \([1]\) into the form form \([6]\).

**Theorem 5.** Consider \([E, A, B] \in \Sigma\). Then there exist \(T \in GL_{n+m}(\mathbb{R})\) and unimodular \(U(s) = sU_1 + U_0 \in \mathbb{R}[s]^{\ell \times \ell}, U_0, U_1 \in \mathbb{R}^{\ell \times \ell}\), such that

\[
\begin{bmatrix}
  sE - A, -B
\end{bmatrix} T = U(s) \begin{bmatrix}
  0 & 0 & 0 \\
  sI_{\hat{n}} - A_{11} & -A_{12} & -B_1 \\
  -A_{22} & -A_{22} & -B_2
\end{bmatrix},
\]

where \(\hat{n} \leq n\), \(A_{22} \in GL_{n-\hat{n}}(\mathbb{R})\).

If \([E, A, B]\) additionally fulfils \([7]\), then \(T\) and \(U(s)\) can be chosen as

\[
T = \begin{bmatrix} T_r & 0 \\ KT_r & I_m \end{bmatrix}, \quad U(s) = S_r^{-1}
\]

for some \(K \in \mathbb{R}^{m \times n}, S_r, T_r \in GL_n(\mathbb{R})\).

**Proof.** This will be proved in the following [Section 3.1](#). The first part of the assertion follows immediately from [Proposition 9](#) in combination with [Proposition 2](#), while the second part is a direct consequence of [Proposition 8](#) and [Proposition 2](#).

### 3.1. Proof of Theorem 5

We use two different approaches to regularize the system \([1]\): If the system fulfils a certain rank condition, we use the method by Bunse-Gerstner, Mehrmann, and Nichols (1992, 1994) to find a regularizing feedback. If it is not, we use the more general approach proposed by Berger and Van Dooren (2015). While the latter approach is also applicable to the case where the rank condition is fulfilled, the former is in this case numerically more attractive.

**Definition 6** (Berger and Reis (2013, Def. 2.1)). \([E, A, B] \in \Sigma\) is called **impulse controllable** if, and only if,

\[
\forall x^0 \in \mathbb{R}^n \exists (x, u) \in \mathcal{B}_{[E, A, B]} : E x^0 = E x(0).
\]

**Proposition 7** (Berger and Reis (2013, Rem. 4.2)). If \([E, A, B] \in \Sigma\) is regular, then it is impulse controllable if, and only if,

\[
\text{rk}[E, AZ, B] = n \quad \text{for some} \quad Z \in \mathbb{R}^{n \times (n - \text{rk} E)}, \quad \text{im} Z = \ker E. \tag{7}
\]

Next, we present a well-known technique to regularize the system \([1]\).

**Proposition 8.** \([E, A, B] \in \Sigma\) fulfils \([7]\) if, and only if, there exists a feedback matrix \(K \in \mathbb{R}^{n \times m}\) such that \([E, A + BK, B]\) is regular and has index at most one. Moreover, the behaviours are linked by

\[
\begin{bmatrix} x \\ u \end{bmatrix} \in \mathcal{B}_{[E, A, B]} \iff \begin{bmatrix} x \\ v \end{bmatrix} \in \mathcal{B}_{[E, A + BK, B]}, \quad \text{where} \ u = K x + v.
\]
Then, the following implications hold

\[ \text{where } sE - A_r - B_r = U(s) \begin{bmatrix} 0 & 0 \\ sE_r - A_r & -B_r \end{bmatrix} R, \]

which proves Assertion (i).

Following the proof outlined in Berger and Van Dooren (2015), we obtain

Assertion (ii) can be immediately concluded from Proposition 9.

The behaviour of the nominal system (1) and the regularized system are coupled by an input transformation.

If \([E, A, B] \in \Sigma\) does not fulfill (7), we will conduct the regularization by special unimodular transformations. A polynomial matrix \(U(s) \in \mathbb{R}[s]^{n \times n}\) is called unimodular if, and only if, \(U^{-1}(s) \in \mathbb{R}[s]^{n \times n}\) exists such that \(U(s) U^{-1}(s) = I_n\). Clearly, \(U(s)\) is unimodular if, and only if, its determinant is a constant nonzero polynomial.

In the next proposition, we show that the nominal system (1) can be regularized by an input transformation.

**Proposition 9.** For any system \([E, A, B] \in \Sigma\) there exist \(\hat{T} \in GL_{n+m}(\mathbb{R})\) and unimodular \(U(s) = sU_1 + U_0 \in \mathbb{R}[s]^{l \times l}\), \(U_0, U_1 \in \mathbb{R}^{\ell \times \ell}\), such that

\[ [sE - A, -B] \hat{T} = U(s) \begin{bmatrix} 0 & 0 \\ sE_r - A_r & -B_r \end{bmatrix}, \]

where \(sE_r - A_r \in \mathbb{R}[s]^{r \times r}, r \leq \ell\) is regular and has index at most one, \(B_r \in \mathbb{R}^{\ell \times (n+m-r)}\). Then, the following implications hold

(i) \(\left( \begin{array}{c} x \\ u \end{array} \right) \in \mathcal{B}_{[E, A, B]} \) \(\implies\) \(\hat{T}^{-1}\left( \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right) \in \mathcal{B}_{[E_r, A_r, B_r]}\).

(ii) If \(\left( \begin{array}{c} x \\ u \end{array} \right) \in \mathcal{B}_{[E_r, A_r, B_r]}\) satisfies

\[ \left( U_0 \begin{bmatrix} 0 & 0 \\ E_r & 0 \end{bmatrix} - U_1 \begin{bmatrix} 0 & 0 \\ A_r & B_r \end{bmatrix} \right) \left( \begin{array}{c} x \\ u \end{array} \right) \in \mathcal{W}_{loc}^{1,1}, \]

then \(\hat{T}\left( \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right) \in \mathcal{B}_{[E, A, B]}\) holds.

**Proof.** The first part of the proposition is shown in [Berger and Van Dooren (2015)](Berger1992). Note that it also follows from Berger and Van Dooren (2015) that \(U(s), E_r \) and \(A_r\) are chosen such that no quadratic term occurs on the right-hand side of (8). Assertion (ii) can be immediately concluded from

\[ [sE - A, -B] \hat{T} = s \left( U_0 \begin{bmatrix} 0 & 0 \\ E_r & 0 \end{bmatrix} - U_1 \begin{bmatrix} 0 & 0 \\ A_r & B_r \end{bmatrix} \right) - U_0 \begin{bmatrix} 0 & 0 \\ A_r & B_r \end{bmatrix}. \]

To show Assertion (i), let \( \left( \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right) \in \mathcal{B}_{[E, A, B]}\) be arbitrary, so by definition \(Ex \in \mathcal{W}_{loc}^{1,1}(\mathbb{R}_{\geq 0}, \mathbb{R}^\ell)\). We need to show that \(\left( E_r, 0_{r 	imes (n+m-r)}\right) \hat{T}^{-1}\left( \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right) \in \mathcal{W}_{loc}^{1,1}(\mathbb{R}_{\geq 0}, \mathbb{R}^\ell)\). By following the proof outlined in [Berger and Van Dooren (2015)](Berger1992), we obtain

\[ \ker[E, 0_{\ell \times m}] \hat{T} \subseteq \ker \left[ \begin{bmatrix} 0 & 0 \\ E_r & 0 \end{bmatrix} \right]. \]

Hence

\[ \left[ \begin{array}{c} 0 \\ E_r \end{array} \right] \hat{T}^{-1} \left[ \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right] = \left[ E, 0 \right] \left[ \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right] + \left( \left[ \begin{array}{c} 0 \\ E_r \end{array} \right] - \left[ E, 0 \right] \hat{T} \right) \hat{T}^{-1}\left( \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right), \]

which proves Assertion (i).
The next example illustrates Proposition 9 for a regular index two DAE.

**Example 10.** Consider the regular DAE

\[
\frac{d}{dt} \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} x(t) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} x(t). \tag{9}
\]

Its behaviour is given by \((x, u) \in \mathcal{L}^1_{\text{loc}}(\mathbb{R}_{\geq 0}, \mathbb{R}^2)\) satisfying \(x_2 \in \mathcal{W}^1_{\text{loc}}(\mathbb{R}_{\geq 0}, \mathbb{R})\), \(x_1 = 0\), and \(x_2 = 0\). Setting

\[
\tilde{T} = I_2, \quad U(s) = \begin{bmatrix} -1 & s \\ 0 & -1 \end{bmatrix},
\]

the system \((9)\) can be transformed, as described in Proposition 9, into the regular index 1 system \([0_{2\times 2}, I_2]\). Its behaviour is

\[
\{ (x, u) \in \mathcal{L}^1_{\text{loc}}(\mathbb{R}_{\geq 0}, \mathbb{R}^2) \mid x_1 = 0, \ x_2 = 0 \}.
\]

Note that the component \(x_2\) is required to be smoother in the nominal DAE than in the regularized DAE, as it needs to be 0 everywhere instead of \(almost\) everywhere.

In the following example a singular DAE (with over- and underdetermined blocks) is considered.

**Example 11.** Consider the singular system

\[
\frac{d}{dt} \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} x(t) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} u(t). \tag{10}
\]

Using Proposition 9, the transformation

\[
\begin{bmatrix} y_1 \\ y_2 \\ y_3 \\ v \end{bmatrix} := \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}
\]

yields the regular index 1 system

\[
\frac{d}{dt} \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} y(t) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix} y(t) + \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} v(t).
\]

Hence the equivalent ODE is given by

\[
\dot{z}_1(t) = v(t), \quad \dot{z}_{2,1}(t) = \dot{z}_{2,2}(t) = 0,
\]

where \(z_1 = y_2, \ z_{2,1} = y_1, \ z_{2,2} = y_3\). We see that in the singular system \((10)\), \(x_1\) can be chosen freely and is therefore more of an input than a state, which is reflected by the regularized system where \(v = x_1 = z_1\). In turn, the "input" \(u\) is 0 almost everywhere, hence it is a state \(u = y_3 = z_{2,2}\) of the regularized system.
3.2. Optimal control for DAEs without constraints

We consider the optimal control problem

\[
\begin{align*}
\text{Min} & \int_0^T \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}^\top S \begin{pmatrix} x(t) \\ u(t) \end{pmatrix} dt \\
\text{subject to} & (1) \quad (11)
\end{align*}
\]

with optimization horizon \( T \in \mathbb{R} \cup \{ \infty \} \), \( S = S^\top \in \mathbb{R}^{(n+m) \times (n+m)} \), and cost functional

\[
J_T : \mathfrak{B}_{[E,A,B]} \to \mathbb{R} \cup \{ \pm \infty \}, \quad (x, u) \mapsto \int_0^T \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}^\top S \begin{pmatrix} x(t) \\ u(t) \end{pmatrix} dt.
\]

The \textit{value function} for the OCP without state and control constraints is defined by

\[
V_T : \mathcal{C}_{[E,A,B]} \to \mathbb{R} \cup \{ \pm \infty \},
\]

\[
x^0 \mapsto \inf \left\{ J_T(x, u) \mid (x, u) \in \mathfrak{B}_{[E,A,B]} \text{ with } (Ex)(0) = Ex^0 \right\}.
\]

In order to solve this OCP, we transform it into an equivalent OCP that is constrained by an ODE instead of the nominal DAE with the help of Theorem 5. To this end, define for \([E, A, B] \in \Sigma\),

\[
\hat{A} := A_{11} - A_{12}A_{22}^{-1}A_{21}, \quad \hat{B} := B_1 - A_{12}A_{22}^{-1}B_2,
\]

where \( A_{11}, A_{12}, A_{21}, A_{22}, B_1 \) and \( B_2 \) are defined as in Theorem 5.

Then the ODE-OCP we want to consider is given by the cost functional

\[
\hat{J}_T : \mathfrak{B}_{[\hat{I}, \hat{A}, \hat{B}]} \to \mathbb{R} \cup \{ \pm \infty \}, \quad (z_1, v) \mapsto \int_0^T \begin{pmatrix} z_1(t) \\ v(t) \end{pmatrix}^\top \hat{S} \begin{pmatrix} z_1(t) \\ v(t) \end{pmatrix} dt,
\]

where, for \( \hat{T} \) as in (8),

\[
\hat{S} := X^{-1}SX, \quad X := \hat{T} \begin{bmatrix} I_{\hat{n}} & 0 \\ -A_{22}^{-1}A_{21} & -A_{22}^{-1}B_2 \\ 0 & I_{m} \end{bmatrix}
\]

using the notation from Theorem 5. Its value function is given by

\[
\hat{V}_T : \mathcal{C}_{[\hat{E}, \hat{A}, \hat{B}]} \to \mathbb{R} \cup \{ \pm \infty \},
\]

\[
x^0 \mapsto \inf \left\{ J_T(z_1, v) \mid (z_1, v) \in \mathfrak{B}_{[\hat{I}, \hat{A}, \hat{B}]} \text{ with } z_1(0) \in [\hat{I}, 0]X^{-1}(\mathbb{R}^m) \right\}.
\]

We obtain that the value function \( V_T \) of the DAE-OCP and its counterpart \( \hat{V}_T \) of the ODE-OCP coincide, as detailed in the following theorem.

\textbf{Theorem 12.} Consider \([E, A, B] \in \Sigma\) and the optimal control problems defined by (12) and (15). Then

\[
V_T \equiv \hat{V}_T.
\]
If, in addition, one of the following conditions holds:

(i) \([E, A, B] \in \Sigma\) is regular, or

(ii) the extended system \([[E, 0], [A, B]]\) does not contain an overdetermined part, i.e. \(sE_0 - A_0\) is void in any transformation of \([[E, 0], [A, B]]\) into quasi Kronecker form \((3)\),

then, for \(\hat{T}\) and \(X\) as in \((8)\) and \((14)\), resp.,

\[
[I_\hat{n}, 0]X^{-1} \begin{pmatrix} \{x^0\} \end{pmatrix} = \left\{ [I_\hat{n}, 0]\hat{T}^{-1} \begin{pmatrix} x^0 \end{pmatrix} \right\},
\]

\((16)\)

i.e. we can replace the initial constraint \(z_1(0) = [I_\hat{n}, 0]\hat{T}^{-1} \begin{pmatrix} x^0 \end{pmatrix}\).

**Proof.** Consider \((x, u) \in \mathcal{B}[E, A, B]\). By Theorem 5 and Lemma 4, it follows for

\[
\begin{pmatrix} z_1 \\ v \end{pmatrix} := \begin{pmatrix} I_\hat{n} \\ -A_{22}^1 A_{21} \\ 0 \\ -A_{22}^1 B_2 \\ I_m \end{pmatrix}^{-1} \hat{T}^{-1} \begin{pmatrix} x \\ u \end{pmatrix} = X^{-1} \begin{pmatrix} x \\ u \end{pmatrix}
\]

that \((z_1, v) \in \mathcal{B}[I_\hat{n}, A, B]\). Let \((x, u) \in \mathcal{B}[E, A, B]\) be arbitrary. Substituting this in \((11)\) yields

\[
\begin{pmatrix} x^\top \\ u \end{pmatrix} S \begin{pmatrix} x \\ u \end{pmatrix} = \begin{pmatrix} z_1 \\ v \end{pmatrix}^\top \begin{pmatrix} I_\hat{n} \\ -A_{22}^1 A_{21} \\ 0 \\ -A_{22}^1 B_2 \\ I_m \end{pmatrix} \hat{T}^\top S \hat{T} \begin{pmatrix} I_\hat{n} \\ -A_{22}^1 A_{21} \\ 0 \\ -A_{22}^1 B_2 \\ I_m \end{pmatrix} \begin{pmatrix} z_1 \\ v \end{pmatrix}
\]

\[
= \begin{pmatrix} z_1 \\ v \end{pmatrix}^\top S \begin{pmatrix} z_1 \\ v \end{pmatrix},
\]

therefore

\[
J_T((x, u)) = \hat{J}_T((z_1, v)).
\]

Now following the same argument as Ilchmann et al. (2019, Thm. 1), we conclude that

\[
\forall x^0 \in \mathcal{C}[E, A, B] : V_T(x^0) = \hat{V}_T(x^0),
\]

which proves the assertion.

If instead the additional condition \((\text{iii})\) holds, we assume without loss of generality that \([E, A]\) is given in Kronecker form, i.e.

\[
s[E, 0] - [A, B] = s \begin{bmatrix} \text{diag}(K_{n_1}, \ldots, K_{n_u}) & 0 & 0 \\ 0 & I_{n_2} & 0 \\ 0 & 0 & N \end{bmatrix} - \begin{bmatrix} \text{diag}(L_{n_1}, \ldots, L_{n_u}) & 0 & 0 \\ 0 & J & 0 \\ 0 & 0 & I_{n_2} \end{bmatrix} \in \mathbb{R}[s]^{\ell \times (\ell + u + m)},
\]
where
\[
sK_{n_i} - L_{n_i} = \begin{bmatrix} s & 1 & 0 \\ & \ddots & \ddots \\ & & s & 1 \end{bmatrix} \in \mathbb{R}^{(n_i-1) \times n_i}, \quad i = 1, \ldots, u \quad \text{and}
\]
\( N \) nilpotent.

Writing
\[
e_i := (0, 1, 0, 0)^T \in \mathbb{R}^{n_1 + \cdots + n_u}, \quad i = 1, 2, \ldots, n_1 + \cdots + n_u
\]
\[
E_i := \begin{bmatrix} I_{\hat{n}} & 0 \\ 0 & 0_{n_N \times n_N} \end{bmatrix} \in \mathbb{R}^{\ell \times \ell}, \quad \hat{n} := \ell - n_N,
\]
\[
A_r := \begin{bmatrix} \text{diag}(N_{n_1 - 1}, \ldots, N_{n_u - 1}) & 0 \\ 0 & J \end{bmatrix} \in \mathbb{R}^{\ell \times \ell},
\]
\[
B_r := \begin{bmatrix} -e_{n_1 - 1} & \cdots & -e_{(n_1 - 1) + \cdots + (n_u - 1)} \\ 0 & \cdots & 0 \end{bmatrix} \in \mathbb{R}^{\ell \times (u + m)},
\]
\[
\hat{T} := \begin{bmatrix} \text{diag}(K_{n_1}^T, \ldots, K_{n_u}^T) & 0 & e_{n_1} & \cdots & e_{n_1 + \cdots + n_u} \\ 0 & I_{n_j + n_N} & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix} \in \mathbb{R}^{(\ell + u + m) \times (\ell + u + m)},
\]
\[
U(s) := \begin{bmatrix} 0 & 0 \\ 0 & I_{n_j} \\ 0 & 0 & -(sN - I_{n_N}) \end{bmatrix} \in \mathbb{R}[s]^{\ell \times \ell}
\]
yields
\[
[sE - A_r - B_r] \hat{T} = s \begin{bmatrix} I_{(n_1 - 1) + \cdots + (n_u - 1)} & 0 & 0 & 0 \\ 0 & I_{n_j} & 0 & 0 \\ 0 & 0 & N & 0 \end{bmatrix}
\]
\[
- \begin{bmatrix} \text{diag}(N_{n_1 - 1}, \ldots, N_{n_u - 1}) & 0 & 0 \\ 0 & J & 0 \\ 0 & 0 & I_{n_N} \end{bmatrix} \begin{bmatrix} e_{n_1 - 1} & \cdots & e_{(n_1 - 1) + \cdots + (n_u - 1)} \\ 0 & \cdots & 0 \end{bmatrix}
\]
\[
= U(s) \begin{bmatrix} I_{(n_1 - 1) + \cdots + (n_u - 1)} & 0 & 0 & 0 \\ 0 & I_{n_j} & 0 & 0 \\ 0 & 0 & 0_{n_N \times n_N} & 0 \end{bmatrix}
\]
\[
- \begin{bmatrix} \text{diag}(N_{n_1 - 1}, \ldots, N_{n_u - 1}) & 0 & 0 \\ 0 & J & 0 \\ 0 & 0 & I_{n_N} \end{bmatrix} \begin{bmatrix} e_{n_1 - 1} & \cdots & e_{(n_1 - 1) + \cdots + (n_u - 1)} \\ 0 & \cdots & 0 \end{bmatrix}
\]
\[
= U(s)[sE_r - A_r] - B_r].
\]

The system \([E_r, A_r, B_r] \in \mathbb{R}^{\ell \times \ell} \times \mathbb{R}^{\ell \times \ell} \times \mathbb{R}^{\ell \times (m + u)}\) is regular with index 1. Since \(\hat{T}^{-1} = \hat{T}^T\),
it follows that
\[ [I_{\hat{n}}, 0]X^{-1} \begin{bmatrix} I_{\hat{n}} & 0 \\ 0_{n \times \hat{n}} & I_{m+u} \end{bmatrix}^{-1} \hat{T}^{-1} \]
\[ = [I_{\hat{n}}, 0_{n \times \hat{n}}] \begin{bmatrix} I_{\hat{n}} & 0_{n \times n_N} & 0 \\ 0 & 0_{(m+u) \times n_N} & I_{m+u} \end{bmatrix} \hat{T}^{-1} \]
\[ = [I_{\hat{n}}, 0_{(n+N+u+m)}] \hat{T}^{-1} \begin{bmatrix} \text{diag}(K_{n_1}, \ldots, K_{n_u}) & 0_{n \times (n+N+m)} \end{bmatrix}. \]

Therefore,
\[ \forall x^0 \in \mathbb{R}^n \forall u^0 \in \mathbb{R}^m : [I_{\hat{n}}, 0]X^{-1} \begin{bmatrix} x^0 \\ u^0 \end{bmatrix} = [I_{\hat{n}}, 0]X^{-1} \begin{bmatrix} x^0 \\ 0 \end{bmatrix}, \]
which proves (16).

**Conjecture** We strongly believe – although we could not prove it – that (16) holds without any of the assumptions (i) or (ii) in Theorem 12.

We have transformed the DAE-OCP into an equivalent ODE-OCP. In order to ensure existence and uniqueness of an optimal control trajectory, i.e.

\[ \forall x^0 \in \mathcal{C}_{[E,A,B]} \exists \text{ unique } (x^*, u^*) \in \mathcal{B}_{[E,A,B]} \cap C^\infty(\mathbb{R}_{\geq 0}, \mathbb{R}^{n+m}) : (Ex^*)(0) = Ex^0 \land J_T(x^*, u^*) = V_T(x^0), \]

we impose some standard assumptions on the ODE-OCP (Lancaster & Rodman, 1995):

for the system \([E, A, B] \in \Sigma\), define

\[ \hat{A} := A_{11} - A_{12}A_{22}^{-1}A_{21}, \quad \hat{B} := B_1 - A_{12}A_{22}^{-1}B_2 \]

(17)
where \(A_{ij}, B_i, i \in \{1, 2\}\) are given by (6). Furthermore partition \(\hat{S}\), defined in (14), as

\[ \hat{S} := \begin{bmatrix} \hat{Q} & \hat{H} \\ \hat{H}^\top & \hat{R} \end{bmatrix}, \quad \hat{Q} \in \mathbb{R}^{\hat{n} \times \hat{n}}. \]

Then we require the following assumption.

**Assumption 13.** Assume that the following properties hold for \(\hat{A}, \hat{B}, \hat{S}\) as defined in (17) and (18).

- \(\hat{S} \geq 0\),
- the pair \((\hat{A}, \hat{B})\) is stabilizable,
- \(\hat{R} = [0, I_{n-\hat{n}}] \hat{S} [0, I_{n-\hat{n}}]^\top > 0\),
- \((\hat{A}, \hat{Q})\) is observable,
- \(\text{rk} \hat{S} = \text{rk}(\hat{Q} + \hat{R})\).

**Proposition 14** (Lancaster and Rodman, 1995 Prop. 16.2.8). Assume that Assumption 13 holds, and consider for \(A, B, Q, H, R\) as defined in (17) and (18) the algebraic
Riccati equation
\[
\begin{align*}
\dot{P} + \sum_{i=1}^{n} \dot{A}_i P + P A_i + Q - (P B + H) R^{-1} (P B + H)^\top &= 0.
\end{align*}
\] (19)

Then this equation has a unique solution \( \hat{P} = \hat{P}^\top \in \mathbb{R}^{n \times n} \) and this solution satisfies \( \hat{P} > 0. \)

We obtain the desired existence and uniqueness result on the optimal control.

**Proposition 15.** Consider the system \([E, A, B] \in \Sigma, \) and assume that Assumption 13 holds. Then
\[
\forall x^0 \in \mathcal{C}_{[E, A, B]} \exists \text{ unique } (x^*, u^*) \in \mathcal{B}_{[E, A, B]} : (Ex^*)(0) = Ex^0 \land J_T(x^*, u^*) = V_T(x^0), \]

**Proof.** Consider the ODE-OCP
\[
\begin{align*}
\text{Minimize} & \quad \int_0^T \begin{pmatrix} z_1(t) \\ v(t) \end{pmatrix} \begin{pmatrix} S(z_1(t)) \\ v(t) \end{pmatrix} \, dt \\
\text{s.t.} & \quad \dot{z}_1(t) = \hat{A} z_1(t) + \hat{B} v(t), \quad z_1(0) \in [I, 0] X^{-1} \left( \{x^0\}_{\mathbb{R}^m} \right).
\end{align*}
\] (20)

For \( T < \infty, \) this optimal control problem has a unique solution \((z^*, u^*) \in C^\infty(\mathbb{R}_{\geq 0}, \mathbb{R}^n \times \mathbb{R}^m)\) according to Lancaster and Rodman (1995, Theorem 16.4.2); for \( T = \infty, \) the same result follows from Lancaster and Rodman (1995, Theorem 16.3.3). According to Proposition 9, it follows that \( \hat{T}(z^*, u^*) \in \mathcal{B}_{[E, A, B]}, \) hence
\[
V_T(x^0) = \tilde{V}_T(x^0) = \tilde{J}_T \left( (z^*_0) \right) = J_T \left( (z^*_0) \right).
\]

This proves the assertion. \( \Box \)

Furthermore, we can prove the Bellman equation for the DAE-OCP:

**Proposition 16.** Consider the system \([E, A, B] \in \Sigma.\) Let \( x^0 \in \mathcal{C}_{[E, A, B]} \) be arbitrary and \((z^*_0) \in \mathcal{B}_{[E, A, B]} \) with \((Ex^*)(0) = x^0 \) be an optimal trajectory, i.e. \( J_\infty((z^*_0)) = V_\infty(x^0). \)

Then for all \( T > 0, \) it holds that
\[
V_\infty(x^0) = J_T \left( (z^*_0) \right) + V_\infty \left( (z^*(T)) \right). \] (22)

**Proof.** This follows as in Ichmann, Witschel, and Worthmann (2018, Th. 9). \( \Box \)

4. MPC: asymptotic stability of the origin

To prove asymptotic stability of the origin w.r.t. the MPC scheme from Section 2.2, we employ the equivalent ODE constructed in Lemma 4.

**Definition 17.** The set \( X_f \subseteq \mathbb{R}^n \) is called controlled forward invariant w.r.t. the system \([E, A, B] \in \Sigma, \) if, and only if,
\[
\forall x^0 \in X_f \exists (x, u) \in \mathcal{B}_{[E, A, B]} \quad \forall t \geq 0 : x(t) \in X_f \land Ex^0 = Ex(0)
\]
The following theorem states that the optimal solution fulfills the condition in the preceding definition.

**Theorem 18.** Consider \([E, A, B] \in \Sigma\) with constraints \((4)\). Let the transformation matrix \(\hat{T}\) be defined as in \((8)\), and \(\hat{B}, \hat{H}, \hat{R}\) be defined by \((17)\) and \((18)\). Denote by \(\hat{P}\) the solution of the algebraic Riccati equation \((19)\). Define

\[
\rho := \lambda_{\min}(\hat{P}) \left\| \begin{bmatrix} F & G \end{bmatrix} \hat{T} \begin{bmatrix} I_{\hat{n}} \\ -\hat{R}^{-1}(\hat{B}^\top \hat{P} + \hat{H}) \end{bmatrix} \right\|_\infty^{-2} > 0.
\]

Then the set

\[
X_f := \left\{ \left[ I_n, 0 \right] \hat{T} \begin{bmatrix} I_{\hat{n}} \\ -\hat{R}^{-1}(\hat{B}^\top \hat{P} + \hat{H}) \end{bmatrix} \hat{x} \mid \hat{x} \in \mathbb{R}^{\hat{n}} \land \hat{x}^\top \hat{P} \hat{x} \leq \rho \right\}
\]

is controlled forward invariant. Moreover, the optimal solution consisting of \(x^*\) and \(u^*\) satisfies the decrease condition \((5)\) almost everywhere.

**Proof.** Let \(x^0 \in X_f\) be arbitrary, and let \((x, u) \in \mathfrak{B}_{[E, A, B]}\) be any solution with \((Ex)(0) = x^0\). Consider the solution of the ODE

\[
\dot{\hat{x}}(t) = \begin{bmatrix} \hat{A} - \hat{B}\hat{R}^{-1}(\hat{B}^\top \hat{P} + \hat{H}) \end{bmatrix} \hat{x}(t), \quad \hat{x}(0) = X^{-1} \left( \begin{bmatrix} x^0 \\ u(0) \end{bmatrix} \right).
\]

By the Bellman equation, it holds that

\[
\forall t \geq 0 : \hat{x}(t)^\top \hat{P} \hat{x}(t) \leq \hat{x}(0)^\top \hat{P} \hat{x}(0) \leq \rho.
\]

Note that \(\hat{x} \in C^\infty(\mathbb{R}_{\geq 0}, \mathbb{R}^{r^*})\), therefore by Proposition 8 and Lemma 4 it holds that

\[
\begin{bmatrix} \hat{x} \\ \hat{u} \end{bmatrix} = \hat{T} \begin{bmatrix} I_{\hat{n}} \\ -\hat{R}^{-1}(\hat{B}^\top \hat{P} + \hat{H}) \end{bmatrix} x \in \mathfrak{B}_{[E, A, B]}.
\]

For \((\hat{x}, \hat{u})\), it follows that \((E\hat{x})(0) = Ex^0\) and for \(t \geq 0\),

\[
\|F\hat{x}(t) + G\hat{u}(t)\|_\infty = \left\| \begin{bmatrix} F & G \end{bmatrix} \hat{T} \begin{bmatrix} I_{\hat{n}} \\ -\hat{R}^{-1}(\hat{B}^\top \hat{P} + \hat{H}) \end{bmatrix} \hat{x}(t) \right\|_\infty \\
\leq \left\| \begin{bmatrix} F & G \end{bmatrix} \hat{T} \begin{bmatrix} I_{\hat{n}} \\ -\hat{R}^{-1}(\hat{B}^\top \hat{P} + \hat{H}) \end{bmatrix} \right\|_\infty \|\hat{x}(t)\|_2 \\
\leq \left\| \begin{bmatrix} F & G \end{bmatrix} \hat{T} \right\|_\infty \sqrt{\hat{x}(t)^\top \hat{P} \hat{x}(t)} \lambda_{\min}(\hat{P})^{-1} \leq 1.
\]

This shows that \(X_f\) is controlled forward invariant.

Satisfaction of the decrease condition \((5)\) follows immediately for the optimal solution of the DAE-OCP \((11)\) (guaranteed to exist by Proposition 15). In light of the Bellman equation \((22)\), the terminal cost is simply given by the optimal cost \(V_\infty\). \(\square\)
5. Example

Minimize the cost functional

\[
\int_0^T \| x(t) \|^2 + \| u(t) \|^2 dt
\]

subject to the singular DAE

\[
\frac{d}{dt} \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix} x(t) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix} x(t) + \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1
\end{bmatrix} u(t)
\]

and the initial condition

\[(Ex)(0) = Ex^0.\]

The ODE obtained from regularization is given by

\[
\dot{z}_1(t) = \begin{bmatrix}
-1 & 0 \\
0 & 0
\end{bmatrix} z_1(t) + \begin{bmatrix}
0 & 0 \\
1 & 1
\end{bmatrix} v(t), \quad z_2(t) = 0,
\]

(24)

where \(z_{1,1} = x_3, z_{1,2} = x_5, z_{2,1} = x_1, z_{2,2} = -x_2, v_1 = x_4, v_2 = u,\) and the equivalent OCP is

Minimize \[
\int_0^T \| z_1(t) \|^2 + \| v(t) \|^2 dt
\]

s.t. (24) with \(z_1(0) = \begin{pmatrix} x_3^0 \\ x_5^0 \end{pmatrix}.\)

Obviously Assumption 13 is satisfied. The solution of the algebraic Riccati equation (19) is \(\text{diag}(\frac{1}{2}, \sqrt{2}).\) For the constraints

\[-1 \leq x_i(t) \leq 1, \quad i \in \{1, \ldots, 5\}, \quad -1 \leq u(t) \leq 1,
\]

written in matrix form as

\[
\begin{bmatrix}
I_5 & 0 \\
-I_5 & 0 \\
0 & 1 \\
0 & -1
\end{bmatrix} \begin{bmatrix}
x(t) \\
u(t)
\end{bmatrix} \leq 1,
\]
we obtain

$$\rho = \frac{1}{2} \left\| \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & \sqrt{2} \end{bmatrix} \right\|_\infty^{-2} = \frac{1}{4}, \quad X_f = \left\{ \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & \sqrt{2} \end{bmatrix} \left| \hat{x} \in \mathbb{R}^2 \wedge \frac{1}{2} \hat{x}_1^2 + \sqrt{2} \hat{x}_2^2 \leq \frac{1}{4} \right\}, \right.$$ 

$$V_f(\hat{x}) = \frac{1}{2} \hat{x}_3^2 + \sqrt{2} \hat{x}_2^2, \quad \hat{x} \in X_f.$$ 

The constructed terminal region $X_f$ and the performance for a MPC scheme with step size $\delta = 0.1$ and prediction horizon $T = 3\delta$ is depicted in Figure 2. The states $x_1$ and $x_2$ are omitted as it follows from the DAE that $x_1 = 0, x_2 = 0$. Starting with an initial value of $(Ex)(0) = (0, 0, 0 - 0.9, -0.55)$, the closed-loop solution for $x$ converges to the origin. In addition, the figure also depicts the solution of the optimal control problem with added terminal constraints and costs from Step 2 of the MPC algorithm at time $t = k\delta = 0$. It can be seen that the state reaches the boundary of the terminal region within the prediction horizon $T = 3\delta$, since that is mandated by the terminal constraint. On the other hand, the actual closed-loop MPC solution does not reach the terminal region within this time due to the receding-horizon nature of the MPC scheme. Once the interior of the terminal region is reached by the closed-loop solution, it is never left again. This follows since the MPC closed-loop solution coincides with the (unconstrained) infinite-horizon optimal solution by construction once the terminal region is reached.
6. Conclusions and open problem

In this paper we describe a way to obtain a MPC scheme for a DAE with state and input constraints that guarantees stability of the closed loop w.r.t. the origin. This is achieved by regularizing the DAE to obtain an ODE optimal control problem for which a terminal region and costs can be constructed. These terminal ingredients can then be expressed in terms of the nominal DAE by a state transformation.

In the future, we want to investigate whether it is possible to achieve similar results without having to resort to a transformation to an equivalent ODE. This would allow to express Assumption 13 directly in terms of the DAE: for example, it can be easily seen that the stabilizability of the equivalent ODE in Assumption 13 is equivalent to the behavioural stabilizability of the nominal DAE. We would like to obtain similar results for the rest of the assumptions where the situation is much less obvious.

One way to work directly with the DAE is to adapt the approach by Reis and Voigt (2019) to model predictive control; their results allow to characterize the optimal value and optimal solution using so-called Lur’e equations for the DAE. In order to use these findings for MPC, it is necessary to characterize the positive definiteness of the optimal value in terms of the DAE-OCP. Using these results, a construction similar to Theorem 18 yields a terminal region that, together with the optimal value as terminal costs, guarantees asymptotic stability of the MPC scheme w.r.t. the origin.
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