A deep learning model and machine learning methods for the classification of potential coronavirus treatments on a single human cell

Nour Eldeen M. Khalifa · Mohamed Hamed N. Taha · Gunasekaran Manogaran · Mohamed Loey

Received: 27 July 2020 / Accepted: 6 October 2020
© Springer Nature B.V. 2020

Abstract Coronavirus pandemic is burdening healthcare systems around the world to the full capacity they can accommodate. There is an overwhelming need to find a treatment for this virus as early as possible. Computer algorithms and deep learning can participate positively by finding a potential treatment for SARS-CoV-2. In this paper, a deep learning model and machine learning methods for the classification of potential coronavirus treatments on a single human cell will be presented. The dataset selected in this work is a subset of the publicly online datasets available on RxRx.ai. The objective of this research is to automatically classify a single human cell according to the treatment type and the treatment concentration level. A DCNN model and a methodology are proposed throughout this work. The methodical idea is to convert the numerical features from the original dataset to the image domain and then feed them up into a DCNN model. The proposed DCNN model consists of three convolutional layers, three ReLU layers, three pooling layers, and two fully connected layers. The experimental results show that the proposed DCNN model for treatment classification (32 classes) achieved 98.05% in testing accuracy if it is compared with classical machine learning such as support vector machine, decision tree, and ensemble. In treatment concentration level prediction, the classical machine learning (ensemble) algorithm achieved 98.5% in testing accuracy while the proposed DCNN model achieved 98.2%. The performance metrics strengthen the obtained results from the conducted experiments for the accuracy of treatment classification and treatment concentration level prediction.
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Introduction

SARS virus spread around the world and caused a lot of panic globally at the end of February 2003 (Chang et al.
This led to set an alarm about viruses and their devastating impact in the new century. The 2019 latest coronavirus was described by the World Health Organization (WHO) in the form of 2019-nCoV (COVID-19) (Singhal 2020; Loey et al. 2020a). The 2019 coronavirus was identified as the SARS-CoV-2 by the International Committee on Taxonomy of Viruses (ICTV) in 2020 (Lai et al. 2020; Li et al. 2020; Sharfsttein et al. 2020). More than 500,000 fatalities in 213 countries and territories were affected by an outbreak of SARS-CoV-2 before the date of the published article (Worldometer 2020). The transmission of coronavirus (person to person) was spreading so fast for example, in Italy (Giovanetti et al. 2020), US (Holshue et al. 2020), India (Khattar et al. 2020), and Germany (Rothe et al. 2020). On 10 July 2020, SARS-CoV-2 confirmed more than 12 million cases, 6 million recovered cases, and 550,000 death cases. Figure 1 shows some statistics about recovered and death cases of COVID-19 (Coronavirus (COVID-19) map 2020).

Generally, most of the publication focus is on the classification and detection of X-ray and CT images of COVID-19 (Civit-Masot et al. 2020; Wahede et al. 2020; Narayan Das et al. 2020; Ardakani et al. 2020). In this research, our focus is on recognizing and detecting a drug to help in healing from COVID-19 and study a morphological effect of COVID-19. Today, DL is quickly becoming a crucial technology in image/video classification and detection (Loey et al. 2020b, c; Khalifa et al. 2019a). In this paper, a deep learning model and machine learning methods for the classification of potential coronavirus treatments on a single human cell will be presented. The objective of this research is to automatically classify a single human cell according to the treatment type and the treatment concentration level. The novelty of this research is using a proposed classification model based on deep learning and machine learning for COVID-19 virus treatments. The remainder of the document is structured appropriately. “Datasets characteristics” includes a summary of the data set characteristics. “The proposed model” provides a detailed description of the proposed model. Throughout “Experimental results,” preliminary findings are recorded and evaluated, and the assumptions and potential future research are presented in “Conclusion and future works”.

Datasets characteristics

This research conducted its experiments based on the dataset presented in research (Heiser et al. 2020). The dataset attribute description is presented in detail in Table 1. The data are publicly available at RxRx.ai under the name of “RxRx19a Dataset”. It is a high-dimensional dataset that analyzes more than 1660 of FDA-approved drugs in a human cellular model of SARS-CoV-2 infection and included more than 300,000 recorded experiments. Although the presented data is in vitro screen that represents data from
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**Fig. 1** COVID-19 statistics in some countries
Table 1 RxRx19a dataset attributes description

| Attribute      | Description                                                                 |
|---------------|-----------------------------------------------------------------------------|
| site_id       | Unique identifier of a given site                                           |
| well_id       | Unique identifier of a given well                                           |
| cell_type     | Cell type-tested                                                            |
| Experiment    | Experiment identifier                                                       |
| Plate         | Plate number within the experiment                                          |
| Well          | Location on the plate                                                       |
| Site          | Indication of the location in the well where the image was taken (1, 2, 3, or 4) |
| disease_condition | The disease condition tested in the well (mock, irradiated, or viral)     |
| Treatment     | Compound tested in the well                                                 |
| treatment_conc | Compound concentration tested (in μM)                                       |
| Feature 1 to 1024 | Feature of the cells (1024 attributes of feature cells)              |

The proposed model

The introduced model consists of three phases. The first phase is the preprocessing phase that converts the numerical values of the 1024 cell features to a digital image. The second phase is the training phase based on machine learning algorithms for numerical features and deep convolutional neural networks for the converted image features. The third phase is the testing phase and the evaluation of proposed model accuracy for treatment classification and treatment concentration level prediction. Figure 2 presents the proposed model structure.

Preprocessing phase

The pre-processing phase includes (1) loading the 1024 features of cells on to computer memory, (2) change the cell feature original numerical domain that ranges from $-0.00046466477 \text{ to } 4.508815065$ to image range $[0, 255]$ according to equation (1), (3) construct image by converting a data vector of 1024 feature cells into a $32 \times 32$ pixel image according to the pseudocode presented in Algorithm 1. The result of this phase will be 3750 images. Figure 3 illustrates a set of images after the pre-processing phase.

Pixel value \( = \text{Round} \left( \frac{(\text{feature cell value} - (-0.0004646477)) \times 255}{4.508815065} \right) \) (1)

where $-0.0004646477$ is the minimum cell value and $4.508815065$ is the maximum cell value in the 1024 features of cell data and 255 is the maximum value of the image domain.
Training phase

The training phase is conducted based on two methodologies. The first methodology uses machine learning algorithms such as support vector machine, decision trees, and ensemble algorithms. The second methodology is depending on deep convolutional neural networks.

Support vector machine

SVM is one of the most common and impressive machine learning techniques for recognition and regression. SVM is a functioning algorithm, as shown in equation (2), where \( l \) is the label from 0 to 1, \( w \cdot a - q \) is the output, \( w \) and \( q \) are the linear category coefficients, and \( a \) is the input vector. Equation (3) will enforce the loss function that is to be reduced (Çayir et al. 2018; Jogin et al. 2018).

\[
SVM_{hk} = \max \left( 0, 1 - l_k (w \cdot a_k - q) \right) \tag{2}
\]

\[
SVM_{loss} = \frac{1}{m} \sum_{i=1}^{m} \max(0, h_i) \tag{3}
\]

Decision tree

The decision tree is the computing classification paradigm focused on entropy method and knowledge
acquisition. Entropy computes the amount of uncertainty in data as shown in equation (4), where CD is the data, b is the class output, and p(x) is the proportion of q label. Measuring the entropy gap from results, we calculate knowledge acquisition (KA) as illustrated in equation (5), where x is the subset of data (Navada et al. 2011; Tu and Chung 1992).

\[
\text{Entropy} (CD) = \sum_{i=1}^{n} -p(b_i) \cdot \log(p(b_i))
\]

(4)

\[
\text{KA} = \text{Entropy} (CD) - \sum_{x \in D} p(x) \cdot \text{Entropy} (x)
\]

(5)

**Ensemble methods**

Ensemble methods are algorithms for machine study that build several classifiers, which is used to identify new cases in one direction or another through specific decisions (typically through weighted or unweighted votes) (Polikar 2012). The used methods are linear regression (Naseem et al. 2010), logistic regression (Kleibaum and Klein 2002), and K-nearest neighbors algorithm (k-NN) (Mengalova and Agafonov 2014). We improve our ensemble by equation (6) to achieve the best outcomes (Xiao et al. 2018).

\[
\bar{y} = \sum_{k=1}^{h} \alpha_k y_k
\]

(6)

**Deep convolutional neural networks**

The structure of the proposed deep convolutional neural networks is presented in Fig. 4. The proposed DCNN consists of three main convolutional layers with window size 3 × 3 pixels, three ReLU layers, and three pooling layers. The previous layers are used as feature extractions while two fully connected layers are used as classification layers. The proposed model for DCNN is a result of a lot of architecture tuning and tweaking based on work presented in (Khalifa et al. 2018; Khalifa et al. 2019b; Khalifa et al. 2020; Loey et al. 2020d).

One problem that faces DCNN is overfitting. Overfitting can be solved by data augmentation (Shorten and Khoshgoftaar 2019; El-Sawy et al. 2017a, b). Data augmentation increases the number of images used for training by applying label-preserving transformations. Also, it is applied to the training set to make the
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**Fig. 3** Examples of the converted cell images

**Fig. 4** Structure of the proposed model for deep convolutional neural network
resulting model more invariant to image transformation; in this work, each image in the training dataset is transformed as follows:

- Reflection around $X$-axis.
- Reflection around $Y$-axis.
- Reflection around the $X$-$Y$ axis.

The augmentation process raises the number of images from 3750 images to 15,000 images, 3 times larger than the original dataset. This will lead to a significant improvement in the neural network training phase. Additionally, it will make the proposed DCNN immune to memorize the data and be more robust.

Testing phase

The testing phase is the phase where the proposed model proves its performance and efficiency. The main goals of the proposed model are correctly classifying the treatments based on numerical features by using machine learning algorithms and correctly classifying the treatment images based on DCNN. Also, the prediction of the treatment concentration on every cell is based on numerical features and image features using both machine learning and DCNN.

For machine learning, the performance evaluation will include testing accuracy along with receiver operating characteristic (ROC) curve under 5k-fold cross-validation. For DCNN, testing accuracy, precision, recall, and F1 score (Goutte and Gaussier 2010) are included based on the calculation of the confusion matrix. The performance metrics are presented from equation (2) to equation (10).

### Equations

**Testing Accuracy**

\[
\text{Testing Accuracy} = \frac{\text{TruePos} + \text{TrueNeg}}{(\text{TruePos} + \text{FalsePos}) + (\text{TrueNeg} + \text{FalseNeg})}
\]  

(7)

**Precision**

\[
\text{Precision} = \frac{\text{TruePos}}{(\text{TruePos} + \text{FalsePos})}
\]  

(8)

**Recall**

\[
\text{Recall} = \frac{\text{TruePos}}{(\text{TruePos} + \text{FalseNeg})}
\]  

(9)

**F1 Score**

\[
\text{F1 Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

(10)

### Tables

#### Table 2: Treatment classes according to the selected dataset

| 1-Deoxygalactonojirimycin | Darunavir | Indinavir | Penciclovir |
|---------------------------|-----------|-----------|-------------|
| Aloxistatin               | Dimethyl fumarate | Indomethacin | Polydatin |
| Arbidol                   | Favipiravir | Lopinavir  | Quinine    |
| CAL-101                   | GS-441524 | Methylprednisolone-sodium-succinate | Quinine hydrochloride |
| Camostat                  | Haloperidol | Nicotianamine | Quinine-ethyl-carboxylate |
| Chloroquine               | Hydroxychloroquine Sulfate | Oseltamivir-carboxylate | Remdesivir (GS-3985) |
| Cobicistat                | Imiquimod | Pacitnimb | Ribavirin  |
| Ritonavir                 | Solithromycin | Tenofovir disoprol fumarate | Thymoquinone |

#### Table 3: Testing accuracy using different machine learning algorithms

| Family algorithm | DT | SVM | Ensemble |
|------------------|----|-----|---------|
| Child algorithm (best-achieved accuracy) | Fine-Tree (Damrongsakmethee and Neagoe 2019) | Cubic-SVM (Bagasta et al. 2019) | Subspace discriminant (Hang et al. 2015) |
| Average testing accuracy | **57.7%** | **71.5%** | **72.7%** |
where TruePos is the count of true positive samples, TrueNeg is the count of true negative samples, FalsePos is the count of false positive samples, and FalseNeg is the count of false negative samples from a confusion matrix.

Experimental results

The experiments are implemented using MATLAB software on a computer server with 96 GB of RAM and Intel Xeon processor (2 GHz). The following specifications are selected during the experiments:

- For machine learning algorithms
  - Three classifiers are tested (support vector machine, decision trees, and ensemble).
  - Two problems (treatment classification and treatment concentration prediction).
  - Dataset is in numerical format.
  - 5k-fold cross-validation is selected.
  - Testing accuracy along with receiver operating characteristic (ROC) and area under curve (AUC) are selected as performance metrics.

- For DCNN
  - Using the proposed DCNN in “Training phase”.
  - Two problems (treatment classification and treatment concentration prediction).
  - Dataset is in digital image format.

Fig. 5 ROC curves for treatment oseltamivir-carboxylate using a DT, b SVM, and c ensemble

Fig. 6 Confusion matrix for the proposed DCNN model using feature images
Dataset was divided into two sections (70% of the data for the training process and 30% for the testing process).

Data augmentation is applied for treatment classification problems.

Fig. 7 Training accuracy with validation loss for the proposed DCNN model.

Fig. 8 Examples of the testing accuracy for treatment classification.

Quinine, 100%
Aloxiatatin, 100%
Tenofovir Disoproxil Fumarate, 95.6%
1-deoxygalactonojirimase, 98.3%
Darunavir, 99.3%
Arbidol, 100%
Chloroquine, 100%
Lopinavir, 99.3%
Haloperidol, 100%
Testing accuracy, precision, recall, and F1 score are selected as performance metrics.

Treatment classification results

There are 32 classes of treatment according to the subset selected from the original dataset and they are presented in Table 2. The treatment classification will be experimented on by machine learning for numerical format and DCNN for digital image format.

The first results to be recorded are using classical machine learning, three classical machine learnings are selected, and they are DT, SVM, and ensemble. Table 3 presents the average testing accuracy for the selected machine learning algorithm using 5k cross-validation.

ROC curve is one of the performance metrics for the machine learning algorithms. An ROC curve is a graph showing the performance of a classification model at all classification thresholds using true positive rate and false positive rate. Figure 5 presents a set of ROC curves for the different machine learning algorithms for one treatment oseltamivir-carboxylate. The AUC provides an aggregate measure of performance across all possible classification thresholds. The AUC for treatment oseltamivir-carboxylate using DT was 73% while using SVM, the AUC was 84%, and using ensemble, the AUC was 86%. There are about 96 ROC curves that can be produced by experimental trails, but there is no need to repeat the figures for different treatments, and the testing accuracy can be a good indicator of the quality of the machine learning algorithm.

Using deep learning architecture, the achieved results are better than using machine learning algorithms in terms of testing accuracy and performance metrics. Using the proposed DCNN model and the conversion to the image domain with augmentation helped the model to achieve better results. The achieved testing accuracy was 98.05%. The recall measure was 95.03% accuracy. The precision measure was 96.52% accuracy. The F1 score measure was 95.97% accuracy. The confusion matrix is presented in Fig. 6. It is clearly shown that using a deep learning model with the conversion to the image domain for features enhanced the testing accuracy by 25.35% rather than using an ensemble algorithm which achieved 72.7% testing accuracy.

The progress of the training phase of the proposed deep learning model is presented in Fig. 7 which reflects the advancement of the training process to achieve better accuracy; the model has tuned for early stop of the training if there is no better accuracy achieved in 10 iterations. The batch size was 32 with a learning rate of 0.0001. Examples of testing accuracy along with treatment classification are presented in Fig. 8.

Treatment concentration prediction results

Another goal for the proposed model is to predict the concentration of the treatment on the cell. The first direction to investigate the accuracy of the model is by using a machine-learning algorithm to predict the concentration level of treatment. Three concentration levels are investigated, and they were 10, 30, and 100% concentration level. Table 4 presents the testing accuracy of treatment concentration using DT, SVM, and ensemble algorithms using 5k cross-validation.

ROC curves and AUC are also extra indicators of the quality of the classifier. Figure 9 presents the ROC curves for the different machine learning algorithms for the different classes of the level of the treatment concentration of 10, 30, and 100. The SVM and the ensemble algorithms achieved AUC with 100% which is a good indicator for the quality of the classifier. Also, according to Table 3, both classifiers (SVM and ensemble) achieved a testing accuracy with 97.3% and 98.5% for a three-class problem.

The second direction is to use deep learning to solve this problem using the same proposed DCNN model for the feature of digital images without using augmentation. There was no need to use the augmentation process as the proposed model achieved a good testing accuracy with 98.2%. Figure 10 presents the confusion matrix for the level of the concentration level of the potential treatment. The proposed model with the conversion of

Table 4 Testing accuracy using different machine learning algorithms

| Family algorithm | DT      | SVM     | Ensemble |
|------------------|---------|---------|----------|
| Child-algorithm  | Coarse tree (Damrong sakmethee and Neagoe 2019) | Linear SVM (Chang and Lin 2008) | Bagged tree (Banfield et al. 2006) |
| Average testing accuracy | 96.4% | 97.3% | 98.5% |

- Testing accuracy, precision, recall, and F1 score are selected as performance metrics.
features to images achieved 98.2% testing accuracy along with performance metrics as follows (recall: 87.42%, precision: 99.36%, and F1 score: 93.01%).

For the concentration level, 10% of the achieved accuracy was 98.1%, for the concentration level 30%, the achieved accuracy was 100%. For the concentration level of 100%, the achieved accuracy was also 100%. The achieved accuracy for every class reflects the performance of the proposed DCNN model.

Result discussion

For the treatment classification which includes 32 classes, the proposed DCNN achieved a superior result if it is compared with machine learning algorithms in terms of testing accuracy. The proposed DCNN achieved a result of 98.05% while classical machine learning such as DT, SVM, and ensemble achieved 57.7%, 71.5%, and 72.7%, respectively. The performance metrics supported the obtained results for the proposed DCNN with feature image conversion.

In the treatment concentration level prediction, the classical machine learning algorithms such as DT and SVM achieved a near result with the proposed DCNN. The DT and SVM achieved 96.4% and 97.3%, respectively, while the DCNN achieved 98.2% in testing accuracy. The ensemble algorithm achieved a superior testing accuracy rather than the DCNN and achieved 98.5%. As a general notice, the classical machine learning algorithm for simple classification problems such as treatment concentration

![Fig. 9 ROC and AUC for machine learning algorithms for the treatment concentration level prediction for a 10, b 30, and c 100 treatment concentration level](image-url)
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level prediction which includes three classes. While in multiclass classification such as treatment classification which includes 32 classes, the deep learning model proved its performance and efficiency if it is compared with classical machine learning.

**Conclusion and future works**

The coronavirus pandemic is putting healthcare systems around the world into a critical situation. Until now, there is a cure for this virus. One of the methods that can help to defeat this virus is trying approved treatments on human cells as a primary step to shorten the gap between treatments and finding an actual cure. Computer algorithms and deep learning can close that gap and help find a cure. In this paper, a deep learning model and machine learning methods for the classification of potential coronavirus treatments on a single human cell. The dataset selected in work is a subset of the publicly online dataset on RxRx.ai. The objective of this research is to automatically classify the human cell according to treatment and treatment concentration levels. The proposed DCNN model and methodology are based on converting the numerical features from the original dataset to the image domain. The experimental results showed that the proposed DCNN model for treatment classification (32 classes) achieved 98.05% testing accuracy if it is compared with classical machine learning such as support vector machine, decision tree, and ensemble. In treatment concentration level prediction, the classical machine learning (ensemble) algorithm achieved 98.5% testing accuracy while the proposed DCNN model achieved 98.2%. One of the potential future work is performing the same experiments with deep transfer models such as Alexnet and Resnet50 or even deeper neural networks to investigate its performance with used dataset in this research.
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