THE $a$-NUMBERS OF NON-HYPERELLIPTIC CURVES OF GENUS 3 WITH CYCLIC AUTOMORPHISM GROUP OF ORDER 6
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Abstract. In this paper, we study non-hyperelliptic curves of genus 3 with cyclic automorphism group of order 6. Over an algebraically closed field $K$ of characteristic $\neq 2, 3$, such curves are written as plane quartics $C_r : x^3 z + y^4 + r y^2 z^2 + z^4 = 0$ with one parameter $r$. As the first main theorem, we show that $r \neq 0, \pm 2$ and give a necessary and sufficient condition with respect to $r$ and $r'$ such that $C_r \cong C_{r'}$. By describing the Hasse-Witt matrix of $C_r$ in terms of a certain Gauss' hypergeometric series, we obtain the second main theorem, where we determine the possible $a$-number of $C_r$, and give the exact number of isomorphism classes over $K$ of such curves attaining the possible maximal $a$-number.

1. Introduction

Let $K$ be an algebraically closed field of positive characteristic $p$. Throughout this paper, by a curve we mean a non-singular projective variety of dimension one. A curve $C$ of genus $g$ over $K$ is said to be superspecial if $J(C) \cong E^g$ for a supersingular elliptic curve $E$, where $J(C)$ denotes the Jacobian variety of $C$. There are two well-known equivalent conditions for $C$ to be superspecial: One is that the Frobenius $\text{Frob}_C$ on the first cohomology group $H^1(C, \mathcal{O}_C)$ acts as zero [12, Theorem 4.1], where $\text{Frob}_C$ is the absolute Frobenius morphism on $C$, and the other is that the $a$-number $a(C)$ is equal to the genus $g$, where the $a$-number of $C$ is defined by $a(C) := \dim_K \text{Hom}(\alpha_p, J(C))$ with the group scheme $\alpha_p$ obtained as the kernel of the Frobenius on the additive group $\mathbb{G}_a$. This equivalence can be generalized as follows: A matrix $H$ representing $\text{Frob}_C^*$ with respect to a suitable basis for $H^1(C, \mathcal{O}_C)$ is called the Hasse-Witt matrix of $C$, and one has $a(C) = g - \text{rank}(H)$ (see e.g., [1], § 2.4 for an exposition of this fact). Here, the $a$-number is used for the stratification on the space of curves of given genus $g$. For this context, determining the $a$-number of a given curve is
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a very important problem in the study of algebraic curves and their moduli spaces.

This paper focuses on the case where \( C \) is of genus \( g = 3 \) and non-hyperelliptic curve. We here recall that Lercier-Ritzenthaler-Rovetta-Sijsling [7, Theorem 3.1] classified such curves \( C \) over \( K \) of characteristic \( p \geq 5 \) into 13 types by structures of the automorphism group of \( C \) (we write \( \text{Aut}(C) \) for this group) as finite groups, and they also gave an explicit defining equation of \( C \) for each type. In the following, we denote by \( Z_n \) (resp. \( D_{2n} \)) the cyclic (resp. dihedral) group of order \( n \) (resp. \( 2n \)) and denote by \( S_n \) the symmetric group of degree \( n \). Among these 13 types, the families of dimension 1 are the following three types: \( \text{Aut}(C) \cong Z_6, Z_4 \times D_4 \) or \( S_4 \). Of these, it is known (cf. [10, Sections 4-5]) that the Jacobian varieties of the latter two curves are \((2,2,2)\)-isogenous to the product of three elliptic curves \( E_i \), and hence the \( a \)-number of \( C \) is completely described in terms of those of \( E_i \) (therefore we do not treat the two cases in this paper).

From the above reason, in this paper we study non-hyperelliptic curves \( C \) of genus 3 with cyclic automorphism group \( Z_6 \). According to [7, Theorem 3.1], an explicit defining equation of such a curve is given as

\[
C_r : x^3z + y^4 + ry^2z^2 + z^4 = 0 \quad \text{for } r \in K,
\]

and \( r^2 \) is a complete invariant of the curve (over any algebraically closed field), as shown in the proof of [7, Theorem 3.3]. In Section 2.1 of this paper, we study such a description of these curves for the reader's convenience with a different argument from [7] and we find a condition on \( r \) so that \( C_r \) is nonsingular and the automorphism group of \( C_r \) is isomorphic to \( Z_6 \).

**Theorem A.** Assume that the characteristic of \( K \) is not 2 nor 3. Any non-hyperelliptic curve of genus 3 with automorphism group containing a cyclic group of order 6 is isomorphic to \( C_r \) for an \( r \neq \pm 2 \), and the automorphism group of \( C_r \) for \( r \neq \pm 2 \) is a cyclic group of order 6 if and only if \( r \neq 0 \). For \( r, r' \notin \{0, \pm 2\} \), we have \( C_r \cong C_{r'} \) if and only if \( r^2 = r'^2 \). Moreover, if \( C_r \) is superspecial, then \( r^2 \in \mathbb{F}_{p^2} \).

On the other hand, it is known (cf. Remark 2.2.5 below for details) that non-hyperelliptic curves of genus 3 whose automorphism group contains \( Z_6 \) can be represented as

\[
M_{(t_1,t_2,t_3,t_4)} : y^6 = (x - t_1)(x - t_2)^3(x - t_3)^4(x - t_4)^4,
\]

where all \( t_i \)'s are distinct elements in \( K \). In Subsection 2.2, we give an invariant for isomorphism classes of these curves by using Theorem A.
Li, Mantovan, Pries and Tang [8, Section 6.1] determined possible Newton polygons of $M_{(t_1,t_2,t_3,t_4)}$, which implies that the possible $a$-numbers of $C_r$ are also determined (see the beginning of Section 3 below). As a different way from the prior work, we compute the Hasse-Witt matrix of $C_r$ explicitly by using a Gauss’ hypergeometric series, which gives another proof of the result on the possible $a$-numbers of $C_r$. Our method has an advantage: We can determine the exact number of isomorphism classes of $C_r$ attaining the possible maximal $a$-number:

**Theorem B.** We assume that $p \geq 5$. Then, we have the following:

1. (cf. [8, Section 6.1]) The possible $a$-numbers of non-hyperelliptic curves $C_r$ of genus 3 such that $Aut(C_r) \simeq \mathbb{Z}_6$ are as follows:
   - (i) If $p \equiv 1 \pmod{6}$, we have $a(C_r) = 0$ or $2$,
   - (ii) If $p \equiv 5 \pmod{6}$, we have $a(C_r) = 1$ or $3$.

2. In both the cases (i) and (ii), the exact number of isomorphism classes of $C_r$ attaining the maximal $a$-number is $\left\lfloor \frac{p}{12} \right\rfloor$.

We remark that the enumeration result in Theorem B for $p \equiv 5 \pmod{6}$ with $a$-number $= 3$ is found in Brock’s dissertation [1, Theorem 3.15, II(e)], where he used the result by Hashimoto [5] on the class numbers of quaternion unitary groups. Therefore, the new result is that we obtain the number of isomorphism classes of $C_r$ such that $a(C_r) = 2$ when $p \equiv 1 \pmod{6}$.

The rest of this paper is organized as follows: In Subsection 2.1 below, we study an explicit defining equation of our curves as plane quartics, and we prove Theorem A. In Subsection 2.2, we examine the relationship between $C_r$ and $M_{(t_1,t_2,t_3,t_4)}$. At the beginning of Section 3, we review a part of Li-Mantovan-Pries-Tang’s works [8] briefly. After that, we compute explicitly the Hasse-Witt matrices of our curves, dividing into two cases depending on whether $p \equiv 5 \pmod{6}$ or $p \equiv 1 \pmod{6}$. Finally, we give a concluding remark in Section 4.

2. Non-hyperelliptic genus-3 curves with cyclic automorphism group of order 6

As described in Introduction, we study non-hyperelliptic curves of genus 3 with cyclic automorphism groups of order 6 in this paper. Let $K$ be an algebraically closed field of characteristic 0 or $p \geq 5$. In this section, we give a complete description of defining equations of such curves. In Subsection 2.1 below, we study an explicit defining equation of our curves as plane quartics, and we prove Theorem A. In Subsection 2.2, we study another
defining equation of our curves as Moonen’s 9th special family, and we examine the correspondence between these two forms.

2.1. Plane quartic with cyclic automorphism group of order 6. We start with considering the plane quartic given in Case (7) of [7, Theorem 3.1]:

\[ C_r : x^3 z + y^4 + r y^2 z^2 + z^4 = 0, \quad \text{for } r \in K. \]

The automorphism groups of \( C_r \) contains \( \mathbb{Z}_6 \) for all \( r \). Indeed, for a primitive third root \( \zeta \) of unity, the automorphism

\[ \gamma : C_r \rightarrow C_r ; (x : y : z) \mapsto (\zeta x : -y : z) \]

is of order 6. We need to determine when \( C_r \) is non-singular, when \( \text{Aut}(C_r) \) is isomorphic to \( \mathbb{Z}_6 \) and when \( C_r \) and \( C_r' \) for \( r, r' \in K \) are isomorphic.

**Lemma 2.1.1.** The curve \( C_r \) is non-singular if and only if \( r \neq \pm 2 \).

**Proof.** Using the Jacobian criterion, the only possible singular points are \((x : y : z) \in \mathbb{P}^2\) satisfying the equation \( 3x^2 z = 2y(2y^2 + rz^2) = x^3 + 2z(2z^2 + ry^2) = 0 \). From this equation and (2.1), we have \( x = 0, y \neq 0 \) and \( z \neq 0 \). Then, it follows from \( 2y^2 + rz^2 = 0 \) and \( 2z^2 + ry^2 = 0 \) that \((4 - r^2)y^2 = 0 \) and \((4 - r^2)z^2 = 0 \). Hence, there exists a solution without \( x = y = z = 0 \) if and only if \( r = \pm 2 \). \( \square \)

From now on, we assume \( r \neq \pm 2 \). It follows from

\[ x^3 z + y^4 + r y^2 z^2 + z^4 = \left( y^2 + \frac{r}{2} z^2 \right)^2 + x^3 z - \left( \frac{r^2}{4} - 1 \right) z^4 \]

that we have a degree-2 morphism

\[ \rho_r : C_r \rightarrow E_r, \quad (x : y : z) \mapsto \left( \frac{-x}{z}, \frac{y^2 + \frac{r}{2} z^2}{z^2} \right) =: (X, Y), \]

where \( E_r \) is the elliptic curve defined as

\[ E_r : Y^2 = X^3 + (r^2/4 - 1). \]

Note that the \( j \)-invariant of \( E_r \) is zero. This morphism \( \rho_r : C_r \rightarrow E_r \) is just the quotient of \( C_r \) by the involution \( \gamma^3 \) and it is ramified at infinity \( O \) and the three points \((\zeta^i r/2) \) for \( i = 0, 1, 2 \). Note that the set of branch points is stable under the action of the order-3 group \( \langle \gamma \rangle / \langle \gamma^3 \rangle \).

The assertion of the following lemma has been obtained by [7, Theorem 3.1]. For the reader’s convenience, we will review it, which helps the reader understand the structure of a non-hyperelliptic curve of genus 3 having \( \mathbb{Z}_6 \) as a subgroup of its automorphism group.
Lemma 2.1.2. Let $C$ be a non-hyperelliptic curve of genus 3 such that a subgroup $G$ of $\text{Aut}(C)$ is isomorphic to $\mathbb{Z}_6$. Then $C$ is isomorphic to $C_r$ for some $r \neq \pm 2$. 

Proof. Note that any automorphism of $C$ extends to an automorphism of $\mathbb{P}^2$, as $C$ is canonical. Any nontrivial involution in $\text{PGL}_3(K)$ has a representative in $\text{GL}_3(K)$ which is conjugate to $\text{diag}(-1, 1, 1)$ since $\text{char}(K) \neq 2$. In particular, any involution $\sigma$ is identical on a certain hyperplane $H$ (and sends a vector $v$ to $-v$). Hence, the quotient $C \to E$ by $\langle \sigma \rangle$ is ramified at four points (the intersection of quartic $C$ and the hyperplane $H$), which are distinct (otherwise $C$ is singular). Then the Hurwitz’s formula says that $E$ is of genus one.

Let $\sigma$ be the involution in $G$, and let $E$ be the quotient $C/\langle \sigma \rangle$. Now $\mathbb{Z}_3 \cong G/\langle \sigma \rangle$ acts on $E$ non-trivially and moreover the set of the branch points of the quotient morphism $C \to E$ is stable under the action of $\mathbb{Z}_3 \cong G/\langle \sigma \rangle$. The action of $\mathbb{Z}_3$ on the 4 branch points has to be non-trivial (otherwise $\mathbb{Z}_3$ acts on $E$ trivially), and therefore one is a fixed point and the other 3 points make an orbit of $\mathbb{Z}_3$. Consider $E$ as an elliptic curve with the fixed point as the origin $O$; then $E$ is an elliptic curve of $j$-invariant 0, say $E : Y^2 = X^3 + 1$, and $C$ is the double cover of $E$ ramified at $O$ and the three points

$$(X, Y) = (\zeta^i a, b), \quad i = 0, 1, 2$$

for a certain $(a, b)$ satisfying $b^2 = a^3 + 1$. We choose $r$ so that $a^3 = 4/(r^2 - 4)$, we identify $E$ and $E_r$ as in (2.3) by the isomorphism $E \to E_r$ sending $(X, Y)$ to $(X/a, rY/2b)$. Replacing $b$ by $-b$ by using the hyperelliptic involution $(X, Y) \mapsto (X, -Y)$ in $\text{Aut}(E_0)$ if necessary, the two double covers $C \to E_r$ and $C_r \to E_r$ have the same branch points. Hence $C$ is isomorphic to $C_r$. □

Let $D$ be the genus-1 curve obtained by forgetting the origin from the elliptic curve $Y^2 = X^3 + 1$ with $j$-invariant 0. In the proof of Lemma 2.1.2, to a cyclic subgroup $G \subset \text{Aut}(C)$ of order 6 we associate a degree-2 morphism $C \to D$, which is the quotient by the order-2 subgroup of $G$. We call such a morphism of degree 2 up to the action by $\text{Aut}(D)$, a $\mathbb{Z}_6$-elliptic quotient of $C$, where the action of $\text{Aut}(D)$ is defined by the composition of $C \to D$ and an automorphism $D \to D$.

Lemma 2.1.3. Let $C$ be a non-hyperelliptic curve of genus 3 such that a subgroup $G$ of $\text{Aut}(C)$ is isomorphic to $\mathbb{Z}_6$. Then we have a unique $\mathbb{Z}_6$-elliptic quotient of $C$.

Proof. We have shown the existence. The uniqueness follows from the classification of automorphism groups of non-hyperelliptic curve $C$ of genus 3.
The automorphism group \( \text{Aut}(C) \) (containing \( Z_6 \)) is isomorphic to \( Z_6 \) or a group \( G_{48} \) of order 48 (cf. [7] Theorem 3.1). By a tedious computation, we can check that the set of involutions in subgroups \( G \) with \( G \cong Z_6 \):

\[
\{ h^3 \mid h \in \text{Aut}(C), \ #(h) = 6 \}
\]

is a singleton, see [10] Section 6) for an explicit description of \( G_{48} \). \( \square \)

Let \( \alpha \neq 0 \) be an element of \( K \) such that \( \alpha^{-6} = r^2/4 - 1 \). Let \( \iota_r \) be the isomorphism \( E_r \cong D \) over \( K \) sending \( (X, Y) \mapsto (\alpha^2X, \alpha^3Y) \). We give a necessary and sufficient condition that \( \text{Aut}(C_r) \) is the cyclic group of order 6:

**Proposition 2.1.4.** Assume that \( r \neq \pm 2 \). Then \( \text{Aut}(C_r) \cong Z_6 \) for \( r \neq 0 \), and \( \text{Aut}(C_0) \cong G_{48} \).

**Proof.** Let \( \iota_r \circ \rho_r \colon C_r \to E_r \cong D \) be the \( Z_6 \)-elliptic quotient as constructed in [22]. By using Lemma 2.1.3 we have a canonical homomorphism \( \text{Aut}(C_r) \to \text{Aut}(D) \). The kernel is of order 2, and the image, say \( H \), consists of elements of \( \text{Aut}(D) \) stabilizing the set of the branch points of \( \rho_r \). The set of branch points considered in \( E_r \) is \( B := \{ O, (1, r/2), (\zeta, r/2), (\zeta^2, r/2) \} \).

Consider the exact sequence

\[
0 \longrightarrow \text{Aut}(E_r) \overset{\iota_r}{\longrightarrow} \text{Aut}(D) \overset{\varphi}{\longrightarrow} E_r \overset{}{\longrightarrow} 0.
\]

Here \( \text{Aut}(E_r) \) is the automorphism group of \( E_r \) as an elliptic curve, which is considered as a subgroup of \( \text{Aut}(D) \) via \( \iota_r \), and \( \varphi \) sends \( g \in \text{Aut}(D) \) to \( \iota_r^{-1} \circ g \circ \iota_r(O) \). Since \( H \) stabilizes the branch points, we have \( \varphi(H) \subset B \). If \( r \neq 0 \), then \( \varphi(H) = \{ O \} \), since \( \{ O \} \) is the unique subgroup of \( E_r \) contained in \( B \). If \( r = 0 \), we have \( \varphi(H) = B \), since \( B \) is the 2-torsion subgroup of \( E_r \) and any element of \( B \) can be lifted to an element of \( H \). As the \( j \)-invariant of \( E_r \) is 0, we have \( \#(\text{Aut}(E_r)) = 6 \). If \( r \neq 0 \), then \( H \cap \text{Aut}(E_r) \) contains \( (X, Y) \mapsto (\zeta^iX, Y) \) for \( i = 0, 1, 2 \) but does not contain the hyperelliptic involution \( (X, Y) \mapsto (X, -Y) \), whence \( \#(H \cap \text{Aut}(E_r)) = 3 \). If \( r = 0 \), then any element of \( \text{Aut}(E_r) \) stabilizes \( B \), whence \( \#(H \cap \text{Aut}(E_r)) = \#(\text{Aut}(E_r)) = 6 \). Thus the group \( H \) is isomorphic to \( Z_3 \) if \( r \neq 0 \), and is of order 24 if \( r = 0 \). \( \square \)

To obtain Theorem [A] it remains to show its latter part:

For \( r, r' \notin \{0, \pm 2\} \), we have \( C_r \cong C_{r'} \) if and only if \( r^2 = r'^2 \).

Moreover, if \( C_r \) is superspecial, then \( r^2 \in \mathbb{F}_p^\times \).

**Proof.** The “if”-part of the first statement is clear: If \( r = -r' \), then the map \( (x, y, z) \mapsto (x, y, \sqrt{-1}z) \) defines an isomorphism \( C_r \to C_{r'} \). Let us show the “only if”-part. By Lemma 2.1.3 the isomorphism class of \( C_r \) is determined
by the branch points of \( \nu_r \circ \rho_r : C_r \to E_r \simeq D \), up to \( \text{Aut}(D) \). The branch points are the origin \( O \) and the three points on \( D : Y^2 = X^3 + 1 \) defined by \( Y := \alpha^3 r/2 \) and \( X^3 := 4/(r^2 - 4) \). Hence, if \( C_r \simeq C_{r'} \), then we have \( r^2 = r'^2 \) looking at the third power of the \( X \)-coordinates of the branch points, since \( \text{Aut}(D) \) stabilizes \( X^3 \) (or equivalently \( Y^2 \)).

Next, we assume that \( C_r \) with \( r \neq \pm 2 \) is superspecial. It is known that any superspecial curve is defined over \( \mathbb{F}_{p^2} \), and hence there exists a curve \( C' \) over \( \mathbb{F}_{p^2} \) such that \( C_r \simeq C' \otimes_{\mathbb{F}_{p^2}} K \). Let \( C_{r}^{(\sigma)} \) be the fiber product \( C_r \otimes_{K,\sigma} K \), where \( \sigma \) is the \( p^2 \)-power map from \( K \) to \( K \). Then we have \( C_r \cong C_{r}^{(\sigma)} \). On the other hand \( C_{r}^{(\sigma)} \cong C_{\sigma(r)} \) holds clearly, hence we obtain \( C_r \cong C_{\sigma(r)} \). Since \( r^2 \) is an invariant of \( C_r \), we have \( r^2 = \sigma(r^2) \). This means that \( r^2 \in \mathbb{F}_{p^2} \), so the proof is completed. \( \square \)

**Remark 2.1.5.** The authors learned from a referee that it had been shown in the proof of \([7, \text{Theorem 3.3}]\) that \( r^2 \) is a complete invariant of \( C_r \) over an algebraically closed field.

### 2.2. Correspondence to Moonen’s 9th special family.

We use the same notation as in the previous subsection, and let \( r \in K \) with \( r \neq \pm 2 \). Since \( C_r \) is a 6-cyclic cover of the projective line \( \mathbb{P}^1 \) via the quotient map \( C_r \to C_r/\langle \gamma \rangle \cong \mathbb{P}^1 \), it is isomorphic to

\[
M_{(t_1,t_2,t_3,t_4)} : y^6 = (x - t_1)(x - t_2)(x - t_3)^3(x - t_4)^4(x - t_4)^4
\]

for some pairwise distinct elements \( t_1, t_2, t_3, \) and \( t_4 \) in \( K \), see Remark 2.2.5. below where the isomorphism \( C_r \cong M_{(t_1,t_2,t_3,t_4)} \) can be proved without constructing any explicit isomorphism. Conversely, one can check that \( M_{(t_1,t_2,t_3,t_4)} \) is a non-hyperelliptic curve of genus 3 whose automorphism group contains \( \mathbb{Z}_6 \). The curve \( M_{(t_1,t_2,t_3,t_4)} \) is known as *Moonen’s 9th special family* \([11, \text{Table 1}]\) (this is the reason why we use the notation ‘\( M \)’ for the curve).

In the following, we construct an explicit isomorphism between \( C_r \) and \( M_{(t_1,t_2,t_3,t_4)} \), by which we can compute the equation for \( C_r \) isomorphic to a given \( M_{(t_1,t_2,t_3,t_4)} \), and vice versa. With this isomorphism, we also obtain analogues of Proposition 2.1.4 and Theorem A for \( M_{(t_1,t_2,t_3,t_4)} \).

**Lemma 2.2.1.** The curve \( M_{(t_1,t_2,t_3,t_4)} \) is birational to the curve defined by the equation

\[
(2.4) \quad \widetilde{C}_s : Y^3 = (X^2 - 1)(X^2 - s) \quad \text{with} \quad s := \frac{t_4 - t_2}{t_1}, \frac{t_3 - t_1}{t_4 - t_1}, \frac{t_3 - t_2}{t_3 - t_2}.
\]

Note that \( s \) is an element of \( K \) different from 0 or 1.
Proof. First, we claim that the curve $M_{(t_1, t_2, t_3, t_4)}$ is isomorphic to the curve defined by
\[ D_s : Y^6 = X^3(X - 1)^4(X - s)^4. \]
Indeed, the transformation
\[ x \mapsto \frac{x - t_2}{x - t_1} \cdot \frac{t_3 - t_1}{t_3 - t_2} \]
gives an isomorphism such that $t_1 \mapsto \infty$, $t_2 \mapsto 0$, $t_3 \mapsto 1$ and $t_4 \mapsto s$. There exists a rational map
\[ \tilde{C}_s \to D_s : (X, Y) \mapsto (X^2, XY^2), \]
whose inverse is given by
\[ D_s \to \tilde{C}_s : (X, Y) \mapsto \left( \frac{Y^3}{X(X - 1)^2(X - s)^2}, \frac{Y^2}{X(X - 1)(X - s)} \right). \]
Then, the curve $\tilde{C}_s$ is birational to $D_s$, and hence this lemma is true. \square

Proposition 2.2.2. The curve $\tilde{C}_s$ is isomorphic to the curve $C_r$ with $r^2 = s + \frac{1}{s} + 2$.

Proof. Let $\sqrt[3]{s}$ and $\sqrt[4]{s}$ be a third root and a fourth root of $s$, and we denote by $\sqrt[5]{s} := (\sqrt[4]{s})^2$. Then, by setting $x := -Y/\sqrt[3]{s}$, $y := X/\sqrt[4]{s}$ and $z := 1$, the curve $\tilde{C}_s$ is isomorphic to
\[ C_r : x^3z + y^4 + ry^2z^2 + z^4 = 0 \] with $r := -\frac{s + 1}{\sqrt[5]{s}}$, as desired. \square

By Lemma 2.2.1 and Proposition 2.2.2, one can easily compute a value of $r$ for which $C_r$ is isomorphic to $M_{(t_1, t_2, t_3, t_4)}$. Conversely, for a given $r$ with $r \neq \pm 2$, we may choose three among $t_1$, $t_2$, $t_3$, and $t_4$ arbitrary, and then we can compute the other one such that $C_r \cong M_{(t_1, t_2, t_3, t_4)}$. For example, when $t_1$, $t_2$, and $t_3$ are chosen, one may set $t_4 := \frac{t_1(t_2 - t_3)s - t_1(t_2 - t_3)}{(t_2 - t_1)s - (t_2 - t_3)}$, where $s$ is taken to be any element with $s^2 + (2 - r^2)s + 1 = 0$.

Let $M_{(t_1, t_2, t_3, t_4)}$ and $M_{(t'_1, t'_2, t'_3, t'_4)}$ be curves belonging to Moonen’s 9th special family, and put
\[ A := (t_3 - t_1)(t_4 - t_2) + (t_3 - t_2)(t_4 - t_1), \]
\[ B := (t_3 - t_1)(t_3 - t_2)(t_4 - t_1)(t_4 - t_2), \]
\[ A' := (t'_3 - t'_1)(t'_4 - t'_2) + (t'_3 - t'_2)(t'_4 - t'_1), \]
\[ B' := (t'_3 - t'_1)(t'_3 - t'_2)(t'_4 - t'_1)(t'_4 - t'_2). \]
Note that $B$ and $B'$ are non-zero values since $t_i \neq t_j$ and $t'_i \neq t'_j$ if $i \neq j$. Furthermore, let $C_r$ and $C_{r'}$ be curves constructed in Lemma 2.2.1 and
Proposition 2.2.2 so that they are isomorphic to \(M_{(t_1, t_2, t_3, t_4)}\) and \(M_{(t'_1, t'_2, t'_3, t'_4)}\) respectively. Here, we obtain Corollary 2.2.3 and Corollary 2.2.4 below which are analogues of Proposition 2.1.4 and Theorem A.

**Corollary 2.2.3.** With the notation as above, the automorphism group of \(M_{(t_1, t_2, t_3, t_4)}\) is isomorphic to \(\mathbb{Z}_6\) if and only if \(A \neq 0\). Otherwise, it is isomorphic to \(G_{48}\).

*Proof.* Recall from Proposition 2.1.4 that the automorphism group of \(C_r\) is of order 48 if and only if \(r = 0\). This is equivalent to \(s = -1\) since \(r^2 = s + \frac{1}{s} + 2\), which is equivalent to

\[
(t_3 - t_1)(t_4 - t_2) + (t_3 - t_2)(t_4 - t_1) = 0
\]

by using the definition of \(s\) in (2.4). Therefore, the statement is true. \(\Box\)

**Corollary 2.2.4.** With the notation as above, we assume that \(A, A' \neq 0\). Then \(M_{(t_1, t_2, t_3, t_4)}\) is isomorphic to \(M_{(t'_1, t'_2, t'_3, t'_4)}\) if and only if \(A^2/B = A'^2/B'\).

*Proof.* Recall from Theorem A that \(C_r \cong C_{r'}\) if and only if \(r^2 = r'^2\). We have

\[
r^2 = s + \frac{1}{s} + 2 = \frac{t_4 - t_2}{t_4 - t_1}, \frac{t_3 - t_1}{t_3 - t_2} + \frac{t_4 - t_1}{t_4 - t_2}, \frac{t_3 - t_2}{t_3 - t_1} + 2
\]

\[
= \frac{(t_3 - t_1)(t_4 - t_2) + (t_3 - t_2)(t_4 - t_1)}{(t_3 - t_1)(t_3 - t_2)(t_4 - t_1)(t_4 - t_2)} = \frac{A^2}{B}
\]

and \(r'^2 = A'^2/B'\) similarly, so that the assertion is true. \(\Box\)

**Remark 2.2.5.** We can prove that any \(C_r\) is isomorphic to some curve \(M_{(t_1, t_2, t_3, t_4)}\), as follows: By considering the type of \(C_r\) as a cyclic cover of \(\mathbb{P}^1\) and its Nielsen classes as in [13] for the case of characteristic zero, a straightforward computation of ramification indices with Hurwitz's formula implies that \(C_r\) is isomorphic to a cyclic cover of \(\mathbb{P}^1\) of type \((6; 1, 3, 4, 4)\) or \((6; 1, 3, 3, 5)\). Here, the latter case is impossible. Indeed, as in [14] Remark 4], one can verify that the quotient map from the curve \(y^6 = (x-t_1)(x-t_2)^3(x-t_3)^3(x-t_4)^5\) to its quotient by \((x, y) \mapsto (x, -y)\) defines the hyperelliptic structure (namely a morphism to \(\mathbb{P}^1\) of degree two), which contradicts that \(C_r\) is non-hyperelliptic.

As a method to determine the possible \(a\)-numbers of a cyclic cover \(C\) of \(\mathbb{P}^1\), we can apply Elkin's result [3] on the rank of the Cartier operator \(\mathcal{C}\) on the space \(H^0(C, \Omega_C^1)\) of regular differentials, which is dual to the Frobenius operator on \(H^1(C, \mathcal{O}_C)\). Indeed, applying his result to \(C := M_{(t_1, t_2, t_3, t_4)}\) yields \(a(C) \geq 1\) for \(p \equiv 5 \pmod{6}\), but could not imply *any more*: Letting \(\zeta\) be a primitive 6-th root of unity and denoting
by $\delta$ the automorphism $(x, y) \rightarrow (x, \zeta^{-1}y)$ on $C$, we can decompose the linear space $H^0(C, \Omega^1_C)$ into a direct sum of $\zeta^i$-eigenspaces $D_i$ of the induced automorphism $\delta^*$ on $H^0(C, \Omega^1_C)$. The dimension $d_i$ of each $D_i$ is computed as $(d_0, d_1, d_2, d_3, d_4, d_5) = (0, 1, 0, 0, 1, 1)$, and moreover we have (i) $\mathcal{C}(D_5) \subset D_1$, $\mathcal{C}(D_4) \subset D_2 = \{0\}$, and $\mathcal{C}(D_1) \subset D_5$, if $p \equiv 5 \, (\text{mod } 6)$; and (ii) $\mathcal{C}(D_i) \subset D_i$ for any $i$, if $p \equiv 1 \, (\text{mod } 6)$. Thus it follows from (i) that $\text{rank}(\mathcal{C}) \leq 2$, i.e., $a(C) \geq 1$ for $p \equiv 5 \, (\text{mod } 6)$. This will be also examined in Lemma 3.2.1 below, where we find that many entries of the Hasse-Witt matrix of $C_r$ are zero. It is required for the complete determination of $a(C)$ to analyze “the possibly non-zero entries” (namely $c_1(r), c_2(r)$ in Lemma 3.2.1 and $\tilde{c}_1(r), \tilde{c}_2(r), \tilde{c}_3(r)$ in Lemma 3.3.1) in the Hasse-Witt matrix, and we will do it in Subsections 3.2 and 3.3 below.

3. Explicit computation of Hasse-Witt matrices and $a$-numbers of our curves

Let $K$ be an algebraically closed field of characteristic $p \geq 5$. In this section, we determine the $a$-numbers of non-hyperelliptic curves of genus 3 with cyclic automorphism groups of order 6. This is not a new result (see below for details), but we give another proof of it. As a new result, at the end of this section, we give the exact number of isomorphism classes of such curves attaining the possible maximal $a$-number (Theorem B). Recall from Section 2 that our curves are defined by

$$C_r : x^3z + y^4 + ry^2z^2 + z^4 = 0, \quad \text{for } r \in K \text{ with } r \neq 0, \pm 2.$$ 

From this, unless otherwise noted, we assume $r \neq 0, \pm 2$ until the end of this section, and we define the polynomial $F := x^3z + y^4 + ry^2z^2 + z^4 \in K[x, y, z]$.

3.1. The possible $a$-numbers of $C_r$ from Li-Mantovan-Pries-Tang’s works. Li-Mantovan-Pries-Tang [8, Section 6] determine the possible Newton polygons of Moonen’s special families. As studied in Subsection 2.2, Moonen’s 9th special family corresponds to our curves, and it implies that the possible Newton polygons (and $p$-ranks) of our curves are determined as follows:

| $p \equiv 1 \, (\text{mod } 6)$ | $a$-number | $p$-rank | Newton polygon          |
|---------------------------------|------------|----------|-------------------------|
| $p \equiv 1 \, (\text{mod } 6)$ | 0          | 3        | $3(1, 0) + 3(0, 1)$     |
| $p \equiv 1 \, (\text{mod } 6)$ | 2          | 1        | $(1, 0) + 2(1, 1) + (0, 1)$ |
| $p \equiv 5 \, (\text{mod } 6)$ | 1          | 2        | $2(1, 0) + (1, 1) + 2(0, 1)$ |
| $p \equiv 5 \, (\text{mod } 6)$ | 3          | 0        | $3(1, 1)$               |

Table 1. The $a$-number, $p$-rank and Newton polygon of $C_r$. 


In fact, we also determine the possible \( a \)-numbers of \( C_r \) as follows: We denote by \( f_{C_r} \) the \( p \)-rank of \( C_r \), which is equal to the rank of \( H \cdot H^{(p)} \cdots H^{(p^{g-1})} \), where \( H^{(p)^i} \) is the matrix with entries equal to the \( p^i \)-th powers of the entries of the Hasse-Witt matrix \( H \) of \( C_r \). Here, the Hasse-Witt matrix \( H \) of \( C_r \) with respect to the ordered basis \( \{ \frac{1}{x^4}, \frac{1}{x^2y}, \frac{1}{xyz} \} \) for \( H^1(C_r, \mathcal{O}_{C_r}) \) is given as

\[
H = \begin{pmatrix}
  c_{2p-2,p-1,p-1} & c_{p-2,2,p-1,p-1} & c_{p-2,2,p-1,2p-1} \\
  c_{2p-1,p-2,p-1} & c_{p-1,2,p-2,p-1} & c_{p-1,2,p-2,2p-1} \\
  c_{2p-1,p-1,p-2} & c_{p-1,2,p-1,2p-2} & c_{p-1,2,p-1,2p-1}
\end{pmatrix}
\]

where \( c_{i,j,k} \) denotes the coefficient of \( x^i y^j z^k \) in \( F^{p-1} \). Moreover one can check that \( H \) is diagonal or anti-diagonal (see also Lemmas 3.2.1 and 3.3.1 below). Therefore, we see that the \( a \)-number of \( C_r \) is equal to \( 3 - f_{C_r} \) by the following lemma:

**Lemma 3.1.1.** Assume that the Hasse-Witt matrix \( H = (h_{i,j})_{i,j} \) of a genus-\( g \) curve \( C \) is diagonal, or anti-diagonal with \( h_{i,g-i+1} = h_{g-i+1,i} = 0 \), or \( h_{i,g-i+1} \neq 0 \) and \( h_{g-i+1,i} \neq 0 \) for each \( 1 \leq i \leq g \). Then, we have \( \text{rank}(H) = f_{C_r} \).

**Proof.** The assertion is clear in the diagonal case, and thus we here consider the anti-diagonal case. Putting \( M = H \cdot H^{(p)} \cdots H^{(p^{g-1})} = (m_{i,j})_{i,j} \), a straightforward computation implies the following:

- If \( g \) is odd, then \( M \) is anti-diagonal, and its anti-diagonal components are given by
  \[
  m_{i,g-i+1} = (h_{g-i+1,i})_{1+p^2+\cdots+p^{g-1}}(h_{i,g-i+1})_{p+p^2+\cdots+p^{g-2}}
  \]
  for all \( 1 \leq i \leq g \).
- If \( g \) is even, then \( M \) is diagonal, and its diagonal components are given by
  \[
  m_{i,i} = (h_{i,g-i+1})_{1+p^2+\cdots+p^{g-2}}(h_{g-i+1,i})_{p+p^2+\cdots+p^{g-1}}
  \]
  for all \( 1 \leq i \leq g \).

Thus, the rank of \( H \) is equal to that of \( M \). \( \square \)

Summarizing the above discussion, we can complete the whole of Table 1. Namely, the possible \( a \)-numbers of \( C_r \) are also determined. In addition, Li-Mantovan-Pries-Tang's another result [9 Corollary 7.2] implies that there is a smooth \( C_r \) attaining the possible maximal \( a \)-number if \( p \) is sufficiently large. If \( p \equiv 5 \pmod{6} \), the number of isomorphism classes of such curves are known according to [10 Theorem 3.15, II(e)], but it is not known if \( p \equiv 1 \pmod{6} \).
In the following two subsections, we provide another proof of the result on the possible $a$-numbers of $C_r$ by a different way from their works. Specifically, we compute the Hasse-Witt matrix of $C_r$ explicitly by using a Gauss’ hypergeometric series. Our method also enables us to compute the exact number of isomorphism classes of $C_r$ attaining the possible maximal $a$-number. This is done in two different cases; where $p \equiv 5 \pmod{6}$ and where $p \equiv 1 \pmod{6}$. These two cases are studied respectively in Subsections 3.2 and 3.3 below. We then obtain Theorem B by summarizing the main results of the two subsections, which are stated in Theorems 3.2.6 and 3.3.3.

3.2. Hasse-Witt matrices and $a$-numbers in the case $p \equiv 5 \pmod{6}$.

Throughout this subsection, assume that $p \equiv 5 \pmod{6}$ unless otherwise noted. Let us start with proving that the Hasse-Witt matrix $H$ of $C_r$ is anti-diagonal.

**Lemma 3.2.1.** The Hasse-Witt matrix $H$ of $C_r$ with respect to the ordered basis $\\{ \frac{1}{x^2yz}, \frac{1}{xy^2z}, \frac{1}{xyz^2} \\}$ for $H^1(C_r, \mathcal{O}_C)$ is given as follows:

\[
H = \begin{pmatrix}
0 & 0 & c_1(r) \\
0 & 0 & 0 \\
c_2(r) & 0 & 0
\end{pmatrix},
\]

where $c_1(r)$ and $c_2(r)$ respectively denote the coefficients of $x^{p-2}y^{p-1}z^{2p-1}$ and $x^{2p-1}y^{p-1}z^{p-2}$ in $F^{p-1}$.

**Proof.** Using the multinomial theorem, one can verify that in every monomial of $F^{p-1}$, the exponent of $x$ is a multiple of 3 and that of $y$ is even. Hence, the coefficients $c_{i,j,k}$ of (3.1) are automatically zero, except for the case where $(i, j, k) = (2p-1, p-1, p-2)$ and $(p-2, p-1, 2p-1)$. \[ \square \]

In the following, we investigate properties of $c_1(r)$ and $c_2(r)$ as polynomials in $r$, by which we can determine the $a$-number of $C_r$ in $p \equiv 5 \pmod{6}$. In particular, we shall prove in Proposition 3.2.3 (3) below that $c_1(r)$ is divisible by $c_2(r)$. In the proof, the formula (3.3) below on Gauss’ hypergeometric series plays a key role. This formula also enables us to obtain certain equalities (3.8 and 3.9 below) that correlate $c_1(r)$ and $c_2(r)$ with Gauss’ hypergeometric series: The equality (3.9) will be used to prove the separability of $c_2(r)$ in Lemma 3.2.4 (3) below, from which we deduce our main results in Theorem 3.2.6 below. Here, recall that a Gauss’ hypergeometric series is defined to be

\[
G(a, b, c \mid t) := \sum_{n=0}^{\infty} \frac{(a; n)(b; n)}{(c; n)(1; n)} t^n, \quad a, b, c \in \mathbb{C}, \quad -c \notin \mathbb{N},
\]
where \((x; n) = \prod_{j=1}^{n}(x + j - 1)\) denotes the Pochhammer symbol.

**Proposition 3.2.2.** Let \(a\) and \(b\) be integers with \(0 \leq b \leq a\). Then, we have

\[
\sum_{n=0}^{\infty} \binom{a}{b-n} \binom{a}{n} t^n = \binom{a}{b} G(-a, -b, 1 + a - b \mid t)
\]

as formal series in \(t\).

**Proof.** For all integers \(n \geq 0\), the \(t^n\)-coefficient of right-hand side is

\[
\binom{a}{b} \binom{-a; n}{b; n} = \binom{a}{b} \binom{-a; 1}{1 + a - b; n} \binom{-b; n}{1 + a - b; n}
\]

\[
= \binom{a}{b} \cdot (-1)^n \binom{a}{n} \cdot \frac{(-b)(-b+1) \cdots (b+n-1)}{(a-b+1) \cdots (a-b+n)}
\]

\[
= \binom{a}{n} \frac{a!}{b!} \frac{b(b-1) \cdots (b+n-1)}{(a-b)!}
\]

\[
= \binom{a}{n} \frac{a!}{(b-n)!(a-b+n)!} = \binom{a}{n} \binom{a}{b-n},
\]

which is equal to the \(t^n\)-coefficient of left-hand side. \(\square\)

Here, we regard \(c_1(r)\) and \(c_2(r)\) as symmetric polynomials in \(\alpha\) and \(\beta\) via the relations \(\alpha + \beta = r\) and \(\alpha\beta = 1\). Setting \(z = 1\), we then have

\[
F^{p-1} = (x^3 + y^4 + ry^2 + 1)^{p-1} = \sum_{i=0}^{p-1} \binom{p-1}{i} x^{3i} (y^4 + ry^2 + 1)^{p-1-i}.
\]

Hence, we have

\[
c_1(r) = \binom{p-1}{(p-2)/3} d_1(r),
\]

\[
c_2(r) = \binom{p-1}{(2p-1)/3} d_2(r) = \binom{p-1}{(p-2)/3} d_2(r),
\]

where \(d_1(r)\) denotes the coefficient of \(y^{p-1}\) in \((y^4 + ry^2 + 1)^{(p-1)/3}\) and \(d_2(r)\) denotes the coefficient of \(y^{p-1}\) in \((y^4 + ry^2 + 1)^{(p-2)/3}\).

**Proposition 3.2.3.** With notation as above, we have the following:

1. If \(p \equiv 5 \pmod{12}\), the polynomial \(d_2(r)\) is a polynomial in \(r^2\) with a non-zero constant term. Otherwise, that is, if \(p \equiv 11 \pmod{12}\), the polynomial \(d_2(r)\) can be divided by \(r\), and \(d_2(r)/r\) is a polynomial in \(r^2\) with a non-zero constant term.
(2) Putting $\alpha + \beta = r$ and $\alpha \beta = 1$, the polynomials $d_1(r)$ and $d_2(r)$ can be written as symmetric polynomials in $\alpha$ and $\beta$ as follows:

$$
(3.5) \quad d_1(r) = (\alpha \beta)^{(p+1)/6} \sum_{i+j=(p-1)/2} \left(\frac{2p-1}{3}\right)_i \left(\frac{2p-1}{3}\right)_j \alpha^i \beta^j,
$$

$$
(3.6) \quad d_2(r) = \sum_{i+j=(p-5)/6} \left(\frac{p-2}{3}\right)_i \left(\frac{p-2}{3}\right)_j \alpha^i \beta^j,
$$

where $(\alpha \beta)^{-(p+1)/6}d_1(r)$ and $d_2(r)$ are not divided by $\alpha \beta$ as polynomials in $\alpha$ and $\beta$. Hence, we have deg$_r$(c$_1$) = deg$_r$(d$_1$) = $(p-1)/2$ and deg$_r$(c$_2$) = deg$_r$(d$_2$) = $(p-5)/6$.

(3) The polynomial $d_1(r)$ is divided by the polynomial $d_2(r)$ modulo $p$.

Proof. (1) It follows from the multinomial theorem that

$$
(y^4 + ry^2 + 1)^{(p-2)/3} = \sum_{a+b+c=(p-2)/3} \binom{p-1}{a,b,c} r^by^{4a+2b}
$$

whose $y^{p-1}$-coefficient is equal to

$$
d_2(r) = \sum_{4a+2b=p-1 \atop a+b+c=(p-2)/3} \binom{p-1}{a,b,c} r^b.
$$

If $p \equiv 5 \pmod{12}$, then $p-1$ is a multiple of 4, hence an integer $b$ satisfying $4a + 2b = p - 1$ for some integer $a$ is even. Moreover, the constant term of $d_2(r)$ is equal to $\binom{p-1}{a=b=0}$ with $a = (p - 1)/4$, $b = 0$ and $c = (p-5)/12$. This is clearly not zero, so statement (1) in the case that $p \equiv 5 \pmod{12}$ is true.

If $p \equiv 11 \pmod{12}$, then $p-1$ is not a multiple of 4, and thus an integer $b$ satisfying $4a + 2b = p - 1$ for some integer $a$ is odd, and hence $d_2(r)$ is divided by $r$. Moreover, the constant term of $d_2(r)/r$ is equal to $\binom{p-1}{a=b=1}$ with $a = (p - 3)/4$, $b = 1$ and $c = (p-11)/12$, and this is also non-zero.

(2) Setting $y^4 + ry^2 + 1 = (y^2 + \alpha)(y^2 + \beta)$ with $\alpha, \beta \in K$, we obtain the binomial expansions

$$
(3.5) \quad (y^2 + \alpha)^{(2p-1)/3}(y^2 + \beta)^{(2p-1)/3} = \sum_{k=0}^{(4p-2)/3} \sum_{i+j=k} \left(\frac{2p-1}{3}\right)_i \left(\frac{2p-1}{3}\right)_j \alpha^i \beta^j y^{(8p-4)/3-2k},
$$

and

$$
(3.6) \quad (y^2 + \alpha)^{(p-2)/3}(y^2 + \beta)^{(p-2)/3} = \sum_{k=0}^{(2p-4)/3} \sum_{i+j=k} \left(\frac{p-2}{3}\right)_i \left(\frac{p-2}{3}\right)_j \alpha^i \beta^j y^{(4p-8)/3-2k}.
$$
Looking at the $y^{p-1}$-coefficients in the right hand sides of these two equalities, we have

\begin{align}
(3.7) \quad d_1(r) &= \sum_{i+j=(5p-1)/6} \binom{(2p-1)/3}{i} \binom{(2p-1)/3}{j} \alpha^i \beta^j, \\
&= \sum_{i+j=(p-5)/6} \binom{(p-2)/3}{i} \binom{(p-2)/3}{j} \alpha^i \beta^j.
\end{align}

Since $i,j$ with $i+j = (5p-1)/6$ and $i,j \leq (2p-1)/3$ must satisfy $i,j \geq (p+1)/6$, we can rewrite the right hand side of (3.7) as that of (3.5), as desired.

(3) Let $G^{(d)}(a,b,c \mid t)$ be the truncation of Gauss’ hypergeometric series $G(a,b,c \mid t)$ to degree $d$ modulo $p$, that is, we define

$$G^{(d)}(a,b,c \mid t) := \sum_{n=0}^{d} g_n t^n, \quad g_n := \frac{(a;n)(b;n)}{(c;n)(1;n)} \mod p$$

where $(x;n) = \prod_{j=1}^{n}(x+j-1)$. It follows from (3.3) of Proposition 3.2.2 that

\begin{align*}
\sum_{i+j=(p-1)/2} \binom{(2p-1)/3}{i} \binom{(2p-1)/3}{j} t^i \\
&= \binom{(2p-1)/3}{(p-1)/2} G^{(p-1)/2}(\frac{1-2p}{3}, \frac{1-p}{2}, \frac{p+7}{6} \mid t) \\
&\equiv \binom{(2p-1)/3}{(p-1)/2} G^{(p-1)/2}(1/3, 1/2, 7/6 \mid t) \mod p
\end{align*}

and

\begin{align*}
\sum_{i+j=(p-5)/6} \binom{(p-2)/3}{i} \binom{(p-2)/3}{j} t^i \\
&= \binom{(p-2)/3}{(p+1)/6} \left( \frac{2-p}{3}, \frac{5-p}{6}, \frac{p+7}{6} \mid t \right) \\
&\equiv \binom{(p-2)/3}{(p+1)/6} G^{(p-5)/6}(2/3, 5/6, 7/6 \mid t) \mod p.
\end{align*}

Substituting $t = \alpha/\beta$ and multiplying $\beta^{(p-1)/2}$ or $\beta^{(p-5)/6}$ of both sides, we have

\begin{align*}
\sum_{i+j=(p-1)/2} \binom{(2p-1)/3}{i} \binom{(2p-1)/3}{j} \alpha^i \beta^j \\
&\equiv \beta^{(p-1)/2} \binom{(2p-1)/3}{(p-1)/2} G^{(p-1)/2}(1/3, 1/2, 7/6 \mid \alpha/\beta),
\end{align*}
and
\[
\sum_{i+j=(p-5)/6} \binom{(p-2)/3}{i} \binom{(p-2)/3}{j} \alpha^i \beta^j \\
\equiv \beta^{(p-5)/6} \binom{(p-2)/3}{(p+1)/6} G^{(p-5)/6}(2/3, 5/6, 7/6 \mid \alpha/\beta).
\]

Then, it follows from (3.8) and (3.9) that
\[
\left(\frac{2p-1}{3}\right)^{\beta(p-1)/2} G^{(p-1)/2}(1/3, 1/2, 7/6 \mid \alpha/\beta) \\
\equiv (\alpha \beta)^{-p+1/6} d_1\left(\frac{p}{r}\right) \pmod{p}
\]
and
\[
\left(\frac{p-2}{3}\right)^{\beta(p-5)/6} G^{(p-5)/6}(5/6, 2/3, 7/6 \mid \alpha/\beta) \\
\equiv d_2\left(\frac{p}{r}\right) \pmod{p}.
\]

On the other hand, using Euler’s transformation formula, we obtain
\[
G(a, b, c \mid t) = (1 - t)^{c-a-b} G(c - a, c - b, c \mid t).
\]

Setting \(a = (1 - 2p)/3, b = (1 - p)/2, c = (p + 7)/6\) and \(t = \alpha/\beta\), we have
\[
G^{(p-1)/2}(1/3, 1/2, 7/6 \mid \alpha/\beta) \\
\equiv (1 - \alpha/\beta)^{\alpha \beta} d_2\left(\frac{p}{r}\right) G^{(p-5)/6}(5/6, 2/3, 7/6 \mid \alpha/\beta) \pmod{p}.
\]

We remark that \(G(1/3, 1/2, 7/6 \mid t)\) modulo \(p\) does not have any \(t^n\)-term for \((p - 1)/2 \leq n \leq p - 1\) since the values \((1/2 \mid n)\) for all integers \((p - 1)/2 \leq n \leq p - 1\) are divided by \(p\). Similarly to this, the values \((5/6 \mid n)\) for all integers \((p - 5)/6 \leq n \leq p - 1\) can be divided by \(p\), and hence we see that the \(t^n\)-terms of \(G(5/6, 2/3, 7/6 \mid t)\) modulo \(p\) for \((p - 5)/6 \leq n \leq p - 1\) are all vanishing. Therefore, by multiplying \(\left(\frac{p-2}{3}\right)^{\beta(p-1)/2} G^{(p-5)/6}(5/6, 2/3, 7/6 \mid \alpha/\beta)\) to both sides of (3.11), we get the equality
\[
\left(\frac{p-2}{3}\right)^{\beta(p-5)/6} G^{(p-5)/6}(5/6, 2/3, 7/6 \mid \alpha/\beta) \pmod{p}.
\]

By (3.8) and (3.9). Hence \(d_1\left(\frac{p}{r}\right)\) is divided by \(d_2\left(\frac{p}{r}\right)\) as symmetric polynomials in \(\alpha\) and \(\beta\).

Thanks to Proposition 3.2.3, we can compute the \(a\)-number of \(C_r\) by determining whether \(c_2\left(\frac{p}{r}\right)\) is zero or not. For this, we prove the following lemma, which collects properties of \(c_2\left(\frac{p}{r}\right)\).

**Lemma 3.2.4.** With notation as above, we have the following:
(1) As a polynomial in $\alpha$ and $\beta$, the polynomial $d_2(r)$ cannot be divided by $\beta - \alpha$.

(2) The polynomial $c_2(r)$ does not have roots $r = \pm 2$.

(3) The polynomial $c_2(r)$ is separable.

Proof. (1) If $\alpha = \beta$, then it follows from (3.6) in Proposition 3.2.3 together with Vandermonde’s convolution theorem that

$$d_2(r) = \sum_{i+j=(p-5)/6} \binom{(p-2)/3}{i} \binom{(p-2)/3}{j} \beta^{(p-5)/6}$$

$$= \beta^{(p-5)/6} \binom{2p-4}{3} \binom{p-5}{6} \neq 0.$$ 

(2) Assume that $c_2(r)$ has a root $r = 2$ (resp. $r = -2$). Since the curve $x^4 + y^4 + 2y^2z^2 + z^4 = 0$ and the curve $x^4 + y^4 - 2y^2z^2 + z^4 = 0$ are clearly isomorphic, then $c_2(r)$ has another root $r = -2$ (resp. $r = 2$). Hence $c_2(r)$ can be divided by $r^2 - 4 = (\alpha + \beta)^2 - 4\alpha\beta = (\beta - \alpha)^2$, and so does $d_2(r)$. This contradicts the statement (1).

(3) Using (3.4), it suffices to show the separability of $d_2(r)$. Similarly to Igusa’s proof in [6] for the separability of the Deuring polynomial, we can prove the assertion as follows: We first claim that

$$G(t) := G^{(p-5)/6}(5/6, 2/3, 7/6 \mid t)$$

with $t := \alpha/\beta$ is a separable polynomial. Indeed, it follows from the statement (1) together with (3.6) and (3.9) that the roots $t$ of $G(t)$ are different from 0 and 1. Here, by Euler’s hypergeometric differential equation, we have that $G(a, b, c \mid t)$ satisfies the differential equation $\mathcal{D}G(a, b, c \mid t) = 0$ with

$$(3.13) \quad \mathcal{D} := t(1-t) \frac{d^2}{dt^2} + (c - (a + b + 1)t) \frac{d}{dt} - ab.$$ 

Assume that $G(t)$ has a multiple root $t_0$, then we have $G(t_0) = G'(t_0) = 0$ and $G''(t_0) = 0$ by (3.13). Repeating this inductively, we thus have $G^{(n)}(t_0) = 0$ for all $n \geq 0$, where $G^{(n)}(t)$ denotes the $n$-th derivative of $G(t)$ with respect to $t$. This is a contradiction, and so the roots of $G(t)$ are all simple.

To prove the separability of $d_2(r)$, assume for contradiction that $d_2(r)$ has a multiple root $r_0 \in K$. Proposition 3.2.3 (1) implies that $r_0 \neq 0$ and $-r_0$ is also a multiple root of $d_2(r)$. Hence $d_2(r)$ has a factor of the form $(r - r_0)^2(r + r_0)^2 = (r^2 - r_0^2)^2$. It follows from $r^2 - 4 = (\beta - \alpha)^2$ and $\alpha\beta = 1$.
that we obtain
\[ r^2 - r_0^2 = (r^2 - 4) - (r_0^2 - 4) = (\beta - \alpha)^2 - (r_0^2 - 4)\alpha\beta \]
\[ = \beta^2 \left\{ \left(1 - \frac{\alpha}{\beta}\right)^2 - (r_0^2 - 4)\frac{\alpha}{\beta} \right\}. \]
Recall from \( t := \alpha/\beta \) that \( r^2 - r_0^2 = \beta^2 \{(1 - t)^2 - t(r_0^2 - 4)\} \), and hence we obtain
\[ (r^2 - r_0^2)^2 = \beta^4 \{(t^2 + (2 - r_0)t + 1)^2. \]
Thus, we have that \( G(t) \) is not separable by (3.9), and hence this is a contradiction. Therefore, any root \( r_0 \in K \) of \( d_2(r) \) is simple, as desired. \( \square \)

Here, we determine when \( c_2(r) \) has a root with \( r \neq 0, \pm 2 \), after which we also state and prove our main theorem on \( C_r \) with \( \text{Aut}(C_r) \cong \mathbb{Z}_6 \) in the case where \( p \equiv 5 \pmod{6} \):

**Proposition 3.2.5.** The polynomial \( c_2(r) \) has a root \( r \in K \) with \( r \neq 0, \pm 2 \) if and only if \( p \geq 17 \).

**Proof.** For \( p < 17 \) with \( p \equiv 5 \pmod{6} \), a straightforward computation shows that
\[
\begin{align*}
& \quad \begin{cases} 
  c_2(r) = -1 & \text{for } p = 5, \\
   c_2(r) = -3r & \text{for } p = 11.
\end{cases}
\end{align*}
\]
Thus if \( p = 5 \) or \( p = 11 \), there does not exist \( r \neq 0 \) such that \( c_2(r) = 0 \). For \( p \geq 17 \), the claim holds from Lemma 3.2.4 (2)(3) as the degree of \( c_2(r) \) is equal to \( (p - 5)/6 \geq 2 \) by Proposition 3.2.3 (2). \( \square \)

**Theorem 3.2.6.** Assume \( r \neq 0, \pm 2, \) and \( p \equiv 5 \pmod{6} \). Then, we have the following:

1. The \( a \)-number of the non-singular curve \( C_r \) is equal to 1 if \( p < 17 \), and 1 or 3 if \( p \geq 17 \).
2. The number of non-singular curves \( C_r \) with \( a(C_r) = 3 \) is equal to \( [(p - 5)/12] \).

**Proof.** (1) As the Hasse-Witt matrix of \( C_r \) is given by (3.2) in Lemma 3.2.1, it is clear that \( a(C_r) \geq 1 \). Assume that \( a(C_r) = 2 \). It follows from Proposition 3.2.3 (3) that \( c_1(r) \) is divided by \( c_2(r) \). Then, we have \( c_1(r) = 0 \) and \( c_2(r) \neq 0 \), and thus \( d_1(r) = 0 \) and \( d_2(r) \neq 0 \) by (3.2) and (3.4). Here, recall that since we set \( y^4 + ry^2 + 1 = (y^2 + \alpha)(y^2 + \beta) \) with \( \alpha\beta = 1 \), then we have \( (\beta - \alpha)^2 = 0 \) by using the equality (3.12). By the relation \( (\beta - \alpha)^2 = (\alpha + \beta)^2 - 4\alpha\beta = r^2 - 4 \), we also have \( r = \pm 2 \), which contradicts our assumption \( r \neq \pm 2 \). The claim follows from Proposition 3.2.5.
(2) By Lemma 3.2.1 and Proposition 3.2.3 the curve $C_r$ with $r \neq 0, \pm 2$ has $a$-number 3 if and only if $r$ is a root of $c_2(r)$ of degree $(p-5)/6$. It follows from Lemma 3.2.4 (2)(3) that the number of different roots such that $r \neq \pm 2$ of $c_2(r)$ is equal to $(p-5)/6$. Here we claim that $r = 0$ is a root of $c_2(r)$ if and only if $p \equiv 11 \pmod{12}$. Indeed recall from 3.2.4 that $c_2(r)$ is a constant multiple of the polynomial $d_2(r)$, which is defined as the coefficient of $y^{p-1}$ in the polynomial $(y^4 + ry^2 + 1)^{(p-2)/3}$. One can check that this coefficient is equal to 0 for $r = 0$ if and only if $p \equiv 11 \pmod{12}$. Therefore, the number of different roots with $r \neq 0, \pm 2$ of $c_2(r)$ is

$$\begin{cases} (p-5)/6, & p \equiv 5 \pmod{12}, \\ (p-5)/6 - 1, & p \equiv 11 \pmod{12}. \end{cases}$$

By Theorem A the number of isomorphism classes is half of this, as desired. 

□

3.3. Hasse-Witt matrices and $a$-numbers in the case $p \equiv 1 \pmod{6}$.

Throughout this subsection, assume that $p \equiv 1 \pmod{6}$ unless otherwise noted. Let us start with proving that the Hasse-Witt matrix $H$ of $C_r$ is diagonal.

**Lemma 3.3.1.** The Hasse-Witt matrix $H$ of $C_r$ with respect to the ordered basis $\{\frac{1}{x^ryz^t}, \frac{1}{xy^rz^t}, \frac{1}{xyz^r}\}$ for $H^1(C_r, \mathcal{O}_{C_r})$ is given as follows:

$$H = \begin{pmatrix} \tilde{c}_1(r) & 0 & 0 \\ 0 & \tilde{c}_2(r) & 0 \\ 0 & 0 & \tilde{c}_3(r) \end{pmatrix},$$

where we denote by $\tilde{c}_1(r), \tilde{c}_2(r)$ and $\tilde{c}_3(r)$ the coefficients of $x^{2p-2}y^{p-1}z^{p-1}$, $x^{p-1}y^{2p-2}z^{p-1}$ and $x^{p-1}y^{p-1}z^{2p-2}$ in $F^{p-1}$ respectively.

**Proof.** This is proved in a way similar to the proof of Lemma 3.2.1. □

Next, we shall prove results analogous to Proposition 3.2.3 and Lemma 3.2.4 (2) in the following.

**Proposition 3.3.2.** With notation same as in Lemma 3.3.1, we have the following:

1. The polynomial $\tilde{c}_3(r)$ is divided by the polynomial $\tilde{c}_1(r)$ modulo $p$.
2. The roots of the polynomial $\tilde{c}_2(r)$ are only $r = \pm 2$, hence $\tilde{c}_2(r) \neq 0$ for any other $r \in K$.

**Proof.** Similarly to the notations in Subsection 3.2 we set $\tilde{d}_1(r), \tilde{d}_2(r)$ and $\tilde{d}_3(r)$ as the coefficients of $y^{p-1}$, $y^{2p-2}$ and $y^{p-1}$ respectively, in the polynomials $(y^4 + ry^2 + 1)^{(p-1)/3}$, $(y^4 + ry^2 + 1)^{(2p-2)/3}$ and $(y^4 + ry^2 + 1)^{(2p-2)/3}$.
Then one can confirm that
\[
\tilde{c}_1(r) = \left( \frac{p - 1}{(p - 1)/3} \right) \tilde{d}_1(r),
\]
(3.15)
\[
\tilde{c}_2(r) = \left( \frac{p - 1}{(p - 1)/3} \right) \tilde{d}_2(r),
\]
\[
\tilde{c}_3(r) = \left( \frac{p - 1}{(p - 1)/3} \right) \tilde{d}_3(r).
\]
Setting \( y^4 + ry^2 + 1 = (y^2 + \alpha)(y^2 + \beta) \) with \( \alpha, \beta \in K \) satisfying \( \alpha + \beta = r \) and \( \alpha \beta = 1 \), we can write \( \tilde{d}_1(r), \tilde{d}_2(r) \) and \( \tilde{d}_3(r) \) as symmetric polynomials in \( \alpha \) and \( \beta \);

\[
\tilde{d}_1(r) = \sum_{i+j=(p-1)/6} \left( \frac{p - 1}{(p - 1)/3} \right)^i \left( \frac{p - 1}{(p - 1)/3} \right)^j \alpha^i \beta^j,
\]
\[
\tilde{d}_2(r) = \sum_{i+j=(p-1)/3} \left( \frac{2p - 2}{(p - 1)/3} \right)^i \left( \frac{2p - 2}{(p - 1)/3} \right)^j \alpha^i \beta^j,
\]
\[
\tilde{d}_3(r) = (\alpha \beta)^{(p-1)/6} \sum_{i+j=(p-1)/2} \left( \frac{2p - 2}{(p - 1)/3} \right)^i \left( \frac{2p - 2}{(p - 1)/3} \right)^j \alpha^i \beta^j
\]

and moreover
\[
\left( \frac{p - 1}{(p - 1)/3} \right)^{\beta^{(p-1)/6} G^{(p-1)/6} (1/6, 1/3, 5/6 | \alpha/\beta)} \equiv \tilde{d}_1(r) \pmod{p},
\]
\[
\left( \frac{2p - 2}{(p - 1)/3} \right)^{\beta^{(p-1)/3} G^{(p-1)/3} (2/3, 1/3, 2/3 | \alpha/\beta)} \equiv \tilde{d}_2(r) \pmod{p},
\]
\[
\left( \frac{2p - 2}{(p - 1)/2} \right)^{\beta^{(p-1)/2} G^{(p-1)/2} (2/3, 1/2, 5/6 | \alpha/\beta)} \equiv (\alpha \beta)^{-(p-1)/6} \tilde{d}_3(r) \pmod{p}
\]
similarly to the proof of Proposition 3.2.3. Using (3.10), we get the following two equalities:

\[
\tilde{d}_2(r) \equiv \left( \frac{2p - 2}{(p - 1)/3} \right) (\beta - \alpha)^{(p-1)/3} \pmod{p},
\]
(3.17)
\[
\tilde{d}_3(r) \equiv \left( \frac{2p - 2}{(p - 1)/2} \right) (\alpha \beta)^{(p-1)/6} (\beta - \alpha)^{(p-1)/3} \tilde{d}_1(r) \pmod{p}.
\]
(3.18)

Here \( \tilde{c}_2(r) \) means that \( \tilde{c}_2(r) \) does not have any roots \( r \neq \pm 2 \) since \( (\beta - \alpha)^2 = r^2 - 4 \). Moreover, we see that \( \tilde{c}_3(r) \) means that \( \tilde{c}_3(r) \) is divided by \( \tilde{c}_1(r) \). □

We here state and prove the main theorem in this subsection:
Theorem 3.3.3. Assume \( r \neq 0, \pm 2, \) and \( p \equiv 1 \pmod{6} \). Then we have the following:

1. The \( a \)-number of the non-singular curve \( C_r \) is equal to 0 or 2.
2. The number of non-singular curves \( C_r \) with \( a(C_r) = 2 \) is equal to \( \lfloor (p-1)/12 \rfloor \).

Proof. (1) It follows from Proposition 3.3.2 (2), we have \( a(C_r) \leq 2 \). Here, we suppose that \( a(C_r) = 1 \), i.e. the Hasse-Witt matrix \((3.14)\) of \( C_r \) given in Lemma 3.3.1 has rank 2. By Proposition 3.3.2 (1)(2), the parameter \( r \in K \) must satisfy \( \tilde{c}_1(r) \neq 0, \tilde{c}_2(r) \neq 0 \) and \( \tilde{c}_3(r) = 0 \) and hence \( \tilde{d}_1(r) \neq 0, \tilde{d}_2(r) \neq 0 \) and \( \tilde{d}_3(r) = 0 \), where \( \tilde{d}_1(r), \tilde{d}_2(r) \) and \( \tilde{d}_3(r) \) are given in the proof of Proposition 3.3.2. Similarly to the proof of Theorem 3.2.6 (1), it follows from (3.18) that \( r = \pm 2 \), a contradiction.

(2) One can verify in a way similar to the proofs of Lemma 3.2.4 (2)(3) that the zeros of \( \tilde{c}_1(r) \) are simple and that \( \tilde{c}_1(r) \) has no root \( r = \pm 2 \). Here we claim that the degree of \( \tilde{c}_1(r) \) is \((p-1)/6\). Indeed, the degree of \( \tilde{c}_1(r) \) is equal to that of \( \tilde{d}_1(r) \) by (3.15). Since the degree of \( \tilde{d}_1(r) \) in \( r \) is equal to that of \( \tilde{d}_1(r) \) in \( \alpha + \beta = r \) and \( \alpha \beta = 1 \), it is equal to \((p-1)/6\) by using (3.16). Thus, the number of different roots with \( r \neq 0, \pm 2 \) of \( \tilde{c}_1(r) \) is

\[
\begin{cases} 
(p-1)/6, & p \equiv 1 \pmod{12}, \\
(p-1)/6 - 1, & p \equiv 7 \pmod{12}.
\end{cases}
\]

By Theorem A, the number of isomorphism classes is half of this, as desired.

\[\square\]

4. Concluding remarks

In this paper, we focused on non-hyperelliptic curves \( C_r \) of genus 3 with cyclic automorphism group of order 6, and gave a necessary and sufficient condition with respect to \( r \) and \( r' \) such that \( C_r \cong C_{r'} \) (the first assertion of Theorem A). We found another proof of the possible \( a \)-numbers of \( C_r \), and we obtained the exact number of isomorphism classes of \( C_r \) attaining the possible maximal \( a \)-number (Theorem B). Moreover, we showed that \( r^2 \) belongs to \( \mathbb{F}_{p^2} \) if \( C_r \) is superspecial (the second assertion of Theorem A). More strongly, the following seems to be true:

Expectation. If \( C_r \) is superspecial, then \( r \in \mathbb{F}_{p^2} \).

Remark 4.1. Any superspecial curve is isomorphic (over \( \mathbb{F}_p \)) to one defined over \( \mathbb{F}_{p^2} \). Hence, the above Expectation implies that \( C_r \) itself provides a model over \( \mathbb{F}_{p^2} \), if it is superspecial.
We confirmed that the above Expectation is true for $17 \leq p < 10000$ with help of computer calculation. More precisely, we checked that any solution $z$ of
\begin{equation}
G^{(p-5)/6}(5/6, 2/3, 7/6 \mid t) = 0
\end{equation}
is a square in $\mathbb{F}_{p^2}$ for all $17 \leq p < 10000$ with $p \equiv 5 \pmod{6}$ by using Magma [2]. This assertion implies the correctness of Expectation. Indeed, if $C_r$ is superspecial, then we have $p \equiv 5 \pmod{6}$ and $c_2(r) = 0$ holds as in Lemma 3.2.1. This is equivalent to \eqref{4.1} setting $t := \alpha/\beta$, where $\alpha + \beta = r$ and $\alpha \beta = 1$. If $t = \alpha/\beta \in (\mathbb{F}_{p^2})^2$ holds, then $\alpha/\beta = \alpha^2 = \beta^{-2} \in (\mathbb{F}_{p^2})^2$ and therefore $r = \alpha + \beta \in \mathbb{F}_{p^2}$.

**Remark 4.2.** Regardless of whether the above Expectation is correct or not, we find an explicit model over $\mathbb{F}_{p^2}$ of a superspecial $C_r$, by using the second assertion of Theorem A: The curve $C_r$ is isomorphic (over $\mathbb{F}_p$) to
\[ x^3z + ay^4 + ay^2z^2 + z^4 = 0 \]
via $y \mapsto \sqrt{r}y$ with $a := r^2$. Note that this model is given in [7] Theorem 3.3] as another model of genus-3 non-hyperelliptic curve with cyclic automorphism group of order 6. The above Expectation means that we can take $a$ to be a square in $\mathbb{F}_{p^2}$ for $x^3z + ay^4 + ay^2z^2 + z^4 = 0$ to be superspecial. The authors also learned the contents of this remark from C. Ritzenthaler.

A theoretical proof of Expectation is a future work.
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