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Abstract
We develop a modelling framework for estimating and predicting weighted network data. The edge weights in weighted networks often arise from aggregating some individual relationships between the nodes. Motivated by this, we introduce a modelling framework for weighted networks based on the compound Poisson distribution. To allow for heterogeneity between the nodes, we use a regression approach for the model parameters. We test the new modelling framework on two types of financial networks: a network of financial institutions in which the edge weights represent exposures from trading Credit Default Swaps and a network of countries in which the edge weights represent cross-border lending. The compound Poisson Gamma distributions with regression fit the data well in both situations. We illustrate how this modelling framework can be used for predicting unobserved edges and their weights in an only partially observed network. This is for example relevant for assessing systemic risk in financial networks.
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1 Introduction

We provide a modelling framework that can be used to estimate and predict weighted network data. The edge weights in weighted networks often arise from aggregating some individual relationships between the nodes. For example, they can represent trades between financial
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institutions in trading networks, see e.g. Gandy and Veraart [20] for a network of financial exposures arising from trading financial derivatives, or they can represent the supply of goods or services between different sectors in the economy modelled as an input–output network, see e.g. Acemoglu et al. [1]. Other applications arise for example in transport networks where the weights can represent the number of passengers travelling, see e.g. Barrat et al. [4], or in networks representing co-authorship in scientific publications, see also Barrat et al. [4], where the weights are a measure that accounts for the number of joint papers written in co-author networks. Motivated by this, we introduce a modelling framework for weighted directed networks based on the compound Poisson distribution.

We are interested in these weights and not just the topology of the underlying network, because in many applications the weights are fundamental for the behaviour of processes that can be observed on these networks. For example, in the 2007–2008 financial crisis, the interconnections between the financial institutions served as transmission channels for stress and losses that led to significant feedback and amplification mechanisms with severe consequences for the real economy. The magnitude of these losses is fundamentally linked to the weights of the edges in the network. This is clear from many studies on systemic risk in financial networks such as models looking at solvency contagion [16,42], contagion caused by marking-to-market effects [44], fire sales [7,9,11,12,22] or liquidity contagion [29]; see also Glasserman and Young [21], Capponi [6] for surveys.

The compound Poisson model class which we propose includes the size of the weights as an integral part of the model. Many financial networks are essentially the aggregation of several individual trades. This is why compound Poisson based models seem a natural choice. The networks would be resulting from a random number of individual items, that are themselves random.

Another feature of weighted networks is that they are heterogeneous. Financial networks are a prime example. Some nodes are strongly connected with a large number of trading partners, whereas others only trade with a small number of counterparties. In transport networks, we see similar effects. E.g., if the nodes are the cities and the weights are available seats on non-stop flights between two cities per day as in Barrat et al. [4], these networks are strongly heterogeneous.

We take account of this heterogeneity by allowing the nodes in the network to have individual characteristics, which we call fitness, with the interpretation that a larger fitness leads to a larger number of edges.

We model these fitness parameters using a regression framework (Sect. 2). In particular, we model some characteristics of the compound Poisson Gamma distribution (such as its mean, which represents the mean weight between two nodes in the network) as a suitable function of a fitness parameter that is associated with every node. By doing that, both the existence of an edge and also its weight is influenced by the fitness parameters associated with the nodes in between which the edge is formed. This enables us to reproduce several stylised facts of financial networks.

We apply the new model class to two different types of financial network data (Sect. 3): First, we consider networks that describe exposures based on a special type of financial derivative (Credit Default Swaps). Second, we consider networks that describe international lending relationships between financial institutions. We fit some models of our new model class to the empirical financial network data and find in general that they fit the data well. In particular, we find that in most cases the compound Poisson models that model both the expectation of the Poisson random variable and the expectation of the Gamma distribution via separate regression models perform best.

Springer
As an application, we show how the modelling framework can be used to predict unobserved parts of a larger network. For that, we take the empirical networks as given and assume that a subset of the edges is no longer observable. We fit several models from our framework to the observable part of the network and use the results to predict the unobserved edges. For the Credit Default Swap data we find that a model which only uses one regression for the mean of the Poisson distribution performs best. The Credit Default Swap data exhibit a rather traditional monotonic relationship between strengths and degrees in the network. For the international lending network the relationship between strengths and degrees is no longer monotonic. In this case we find a clear advantage of using a model with both a regression for the mean of the Poisson distribution and a separate regression for the mean of the Gamma distribution. This type of analysis, namely predicting unobserved parts of a network, could be incorporated into a macro-prudential stress test for assessing systemic risk in partially observed financial networks.

1.1 Related literature

Network models have been developed for a wide range of applications, for example in biology, information science and economics. The seminal model by Erdős and Rényi [17] (henceforth ER) considers a network of \( n \) nodes and assumes that every pair of nodes is connected with probability \( p \in [0, 1] \). To account for properties of empirical networks, a wide selection of models has been suggested, see Albert and Barabási [2] and Newman [33,34] for overviews.

The existing literature that analyses financial network data mainly focuses on the corresponding adjacency matrix or on the degree distribution. Financial network data have been studied for various countries, e.g. Austria [5], Brazil [10], Germany [43], Italy [25], Mexico [31], the Netherlands [24] and the UK [45]. Papers that do consider the weights of the network usually focus on the tail of the weights and find heavy tails, see e.g., Boss et al. [5] and Cont et al. [10]. The focus on adjacency matrices and degree distributions is also evident in the literature on core-periphery financial networks [13,18,24], as well as in the literature on reconstructing financial networks from partial information; see Gandy and Veraart [19].

A huge variety of fitness models for financial networks has been considered in the literature, see e.g. Jacobs and Clauset [26] and Gandy and Veraart [19]. Fitnesses are also sometimes referred to as sociability parameter [8], or capacities [35]. The statistics literature considers these fitness models in the context of graphons which are functions in two variables (fitnesses) determining the link existence probabilities between any two nodes [30,37,47].

The majority of fitness models use the fitnesses only to model the existence of the edges in a network but not its weights. To the best of our knowledge, Gandy and Veraart [19] is the only model that uses a fitness approach to model both the existence and the weight of an edge in a (financial) network. This is also what we suggest in this paper. In contrast to the model considered in Gandy and Veraart [19] we can allow for a wider class of models for the weights of the distribution of the edges. This is because in the present paper we fit a network model to observed network data and do not try to reconstruct a network from observed aggregates of the network. The statistical inference for the former problem seems to be more easily tractable than for the latter which allows us to consider a wider class of probability distributions for the financial network.

Compound Poisson models for networks have been considered before but in a slightly different context. For non-weighted networks, for example, Ranola et al. [41] and Norros and Reittu [35] propose models in which number of edges is modelled using a Poisson distribution that depends on fitness parameters. In contrast to these approaches, we consider
weighted networks and the fitness parameters do not just influence the existence of edges but also their weights.

Exponential random graph models [23,38] are another popular approach for statistical inference of networks. While these models do not consider weighted edges, there are some proposals for extensions to weighted random graphs, see for example the generalized exponential random graph model (GERGM) by Wilson et al. [46] who specify a joint distribution for an exponential family of graphs with edge weights. They provide a Metropolis-Hasting method to estimate the model and apply it to several real-world networks one of which is also an international lending network of the type that we consider in our empirical study as well.

In our models, we develop stochastic (probabilistic) models for random weighted graphs (the financial networks)—so the random object is the graph itself. This is different from the field of probabilistic graphical models [28] and from the field of high-dimensional random graph estimation [32], where graphs are used to help describe dependencies between components of a multivariate random variable. There the graph is not an (observable) random object—it is a property of the random object.

2 Compound Poisson models

2.1 Definitions

In the following, we introduce a new model class for weighted and directed graphs consisting of a fixed number \( n \in \mathbb{N} \) of nodes. Furthermore, we assume that the edges are modelled as random variables. A network consisting of \( n \in \mathbb{N} \) nodes is given by a matrix \( L = (L_{ij})_{i,j \in \{1,2,\ldots,n\}} \), where the \( L_{ij} \) are random variables modelling the weight of the directed edge from node \( i \) to node \( j \). A weight of 0 indicates that the corresponding edge is not present. This definition of a network allows for at most one weighted directed edge between two nodes. In practice, these weights are often aggregates of several individual relationships between the nodes, which motivates our model choice.

We propose using a compound Poisson Gamma distribution for these weights, with parameters given by a regression model. A compound Poisson Gamma distribution can be defined via the random variable

\[ X = \sum_{\nu=1}^{N} S_{\nu}, \]

where \( N \sim \text{Poisson}(\lambda) \) and \( S_{\nu} \sim \text{Gamma}(\alpha, \mu_S), \nu = 1, \ldots, N, \) are independent, where Poisson(\( \lambda \)) is the Poisson distribution with mean \( \lambda \) and Gamma(\( \alpha, \mu_S \)) is the Gamma distribution with shape parameter \( \alpha \) and mean \( \mu_S \).

It is well known that \( \mathbb{E}[X] = \mathbb{E}[N]\mathbb{E}[S_{\nu}] = \lambda \mu_S \) and \( \mathbb{V}[X] = \mathbb{E}[N]\mathbb{V}[S_{\nu}] = \lambda \mu_S^2 \frac{1+\alpha}{\alpha}. \)

This can be seen as a special case of the so-called Tweedie distribution Jorgensen [27] and Dunn and Smyth [15], which is usually parametrised via its mean \( \mu \) and parameters \( \phi, p \) such that \( \mathbb{E}[X] = \mu \) and \( \mathbb{V}[X] = \phi \mu^p. \)

1 In particular, the probability density function of \( S_{\nu} \) is given by \( f(s) = \Gamma(\alpha)^{-1}\left(\frac{\alpha}{\mu_S}\right)^{\alpha} x^{\alpha-1} \exp(-x \frac{\alpha}{\mu_S}) \) for \( x \in (0, \infty) \).

2 We can set \( \mu = \lambda \mu_S, p = 2, \phi = \frac{1+\alpha}{\alpha}. \) Then, indeed \( \mathbb{E}[X] = \mu \) and \( \mathbb{V}[X] = \lambda \mu_S^2 \frac{1+\alpha}{\alpha} = \phi \mu^p. \)
Our network $L = (L_{ij})_{1 \leq i, j \leq n}$ will be modelled as independent random variables having a compound Poisson Gamma distributions, with parameters defined via a regression.\(^3\) We will propose two ways of doing this—the first (CPNet1) will model $\mu_{ij} := \mathbb{E}[L_{ij}]$ via regression and the second (CPNet2) will model both the mean of $N$, i.e. $\lambda$, and the mean of $S_\nu$, i.e. $\mu_S$, via regression. The numbers 1 and 2 in the names of CPNet1 and CPNet2 indicate how many regressions are embedded in the model.

The parameters of CPNet1 are chosen as follows. The shape parameter of the Gamma distribution is a fixed constant $\alpha$. As mentioned before, we would like to define the overall mean via regression—thus we want to achieve $\mathbb{E}[L_{ij}] = \mu_{ij}$ for given $\mu_{ij}$. That leaves flexibility on how to define the means of the Poisson and Gamma part of the distribution. We resolve this by imposing a second moment condition, namely $\forall \text{Var}[L_{ij}] = \phi \mu_{ij}^p$, where $p = \frac{\alpha + 2}{2 + \alpha}$. This ensures that every element of $L$ will follow a Tweedie distribution with parameters $\mu_{ij}, \phi, p$, with $p \in (1, 2)$.

**Definition 2.1 (CPNet1)** Let $p \in \mathbb{N}, X \in \mathbb{R}^{n \times p}$, let $\theta = (\beta_1, \ldots, \beta_p, \alpha, \phi) \in \mathbb{R}^p \times (0, \infty)^2$ and let $l : \mathbb{R}^2 \to (0, \infty)$. Then we say that the matrix $L$ has a Compound Poisson Gamma Network regression model for the mean (CPNet1) if for all $i, j \in \{1, \ldots, n\}$,

$$L_{ij} = \sum_{v=1}^{N_{ij}} S_{ij}^v,$$

where $N_{ij} \sim \text{Poisson}(\lambda_{ij}), S_{ij}^v \sim \text{Gamma}(\alpha, \mu_{ij}^S), \lambda_{ij} = \frac{1}{\phi \alpha} \mu_{ij}^{\alpha + 1}, \mu_{ij}^S = \phi \alpha \mu_{ij}^{\alpha + 1}$, with $\mu_{ij} = l(f_i, f_j)$ and

$$f_i = \sum_{v=1}^{p} X_{i,v} \beta_v.$$

In the above, $X_{ij}, i \in \{1, \ldots, n\}, j \in \{1, \ldots, p\}$, are the elements of the design matrix. The variable $f_i$ can be interpreted as “fitness” of node $i$.

We refer to $l$ in the definition above as a link function. Examples for link functions are $l(x, y) = \exp(x + y), l(x, y) = \max(\exp(x), \exp(y))$ and $l(x, y) = \exp(x) + \exp(y)$. We would usually choose link functions that are monotonically non-decreasing in each of their arguments. This then implies that higher values of the fitnesses imply higher means of the corresponding compound Poisson distributions.

**Example 2.2 (CPNet1F model)** One example of a model that falls into the CPNet1 model class is the model that we refer to as CPNet1F model, which we will use in our empirical analysis later. It is defined by setting $p = n, X = I_n \in \mathbb{R}^{n \times n}$ and $l : \mathbb{R}^2 \to (0, \infty)$ with $l(x, y) = \exp(x + y)$. Hence, it has $n + 2$ parameters given by the vector $\theta = (\beta_1, \ldots, \beta_n, \alpha, \phi) \in \mathbb{R}^n \times (0, \infty)^2$. In this model, the fitness parameter satisfies $f_i = \beta_i$ and the overall mean of the edge from $i$ to $j$ is given by $\mathbb{E}[L_{ij}] = \mu_{ij} = l(f_i, f_j) = \exp(\beta_i + \beta_j)$. The parameter of the Poisson distribution is then given by $\lambda_{ij} = \frac{1}{\phi \alpha} \mu_{ij}^{\alpha + 1} = \frac{1}{\phi \alpha} (\exp(\beta_i + \beta_j))^{\frac{\alpha}{\alpha + 1}}$, the shape parameter of the Gamma distribution is given by $\alpha$ and the mean of the Gamma distribution is given by $\mu_{ij}^S = \phi \alpha (\exp(\beta_i + \beta_j))^{\frac{1}{\alpha + 1}}$. Hence, we see that both the mean of the Poisson and the mean of the Gamma distributions are controlled simultaneously by the fitness parameter $(\beta_1, \ldots, \beta_n)$ and the parameters $\alpha$ and $\phi$.

\(^3\) We might have additional information of the network such as for example that no self-loops exists. If that is the case we set $L_{ii} = 0$ for all $i \in \{1, \ldots, n\}$.
Next we consider CPNet2, which is a model in which both the mean of the Poisson distribution and the mean of the Gamma distribution are modelled separately via regression. The shape parameter $\alpha$ of the Gamma distribution is again a fixed constant.

**Definition 2.3 (CPNet2)** For $n \in \mathbb{N}$, for $k \in \{N, S\}$ let $p_k \in \mathbb{N}, X^k \in \mathbb{R}^{n \times p_k}$ and $I^k : \mathbb{R}^2 \to (0, \infty)$ and let $\theta = (\beta_1^N, \ldots, \beta_{p_N}^N, \beta_1^S, \ldots, \beta_{p_S}^S, \alpha) \in \mathbb{R}^{p_N + p_S} \times (0, \infty)$.

Then a network $L$ consisting of $n$ nodes follows a Compound Poisson Gamma network model with links on lambda and the mean of the Gamma distribution(CPNet2) if $L$ is given by

$$L_{ij} = \sum_{\nu=1}^{N_{ij}} S_{ij}^\nu,$$

where for $i, j = 1, \ldots, n$, $N_{ij} \sim \text{Poisson}(I^N(f_i^N, f_j^N))$ and for $\nu = 1, \ldots, N_{ij}$, $S_{ij}^\nu \sim \text{Gamma}(\alpha, I^S(f_i^S, f_j^S))$, with

$$f_i^k = \sum_{j=1}^{p_k} X_{ij}^k \beta_j^k, \quad k \in \{N, S\}; i = 1, \ldots, n.$$

In the above, $X_{ij}^k, i \in \{1, \ldots, n\}, j \in \{1, \ldots, p_k\}, k \in \{N, S\}$ are the elements of the design matrices. Examples for link functions are as above. The variables $f_i^N$ and $f_i^S$ can be interpreted as fitnesses of node $i$, one affecting the Poisson part of the model, the other the Gamma part of the model.

**Example 2.4 (CPNet2FPG model)** We introduce the CPNet2FPG as an example of a CPNet2 model. It has fitness-based parameters on both the Poisson and the Gamma part of the model, i.e. $p_N = n$, $X^N = I_n$, $p_S = n$, $X^S = I_n$, $I^S(x, y) = I^N(x, y) = \exp(x + y)$. It thus has $2n + 1$ parameters, namely $2n$ fitness parameters and the shape parameter of the Gamma distribution $\alpha$. In particular, the fitness parameters for the Poisson distribution are given by $f_i^N = \beta_i^N, i \in \{1, \ldots, n\}$. Hence, the mean of the Poisson distribution used to model the edge from $i$ to $j$ is given by $\exp(\beta_i^N + \beta_j^N)$. Furthermore, the fitness parameters for the Gamma distribution are given by $f_i^S = \beta_i^S, i \in \{1, \ldots, n\}$. Hence, the mean of the Gamma distribution for the edge from $i$ to $j$ is given by $\exp(\beta_i^S + \beta_j^S)$. The parameters for the Poisson distribution are different from the parameters used for the Gamma distribution. This will enable us to model the existence of edges independently of the weights of the edges as we will discuss later.

### 2.2 Motivation behind the choice of compound Poisson distributions

One motivation behind the compound Poisson models (Definitions 2.1 and 2.3) is that many weighted networks consist of multiple directed edges between the nodes and these are then aggregated to obtain one network with at most one directed edge between each node. For example, consider a network of bilateral exposures on individual CDS. Each bilateral exposure consists in fact of several separate transactions, as described in Peltonen et al. [39].

Another motivation comes from the fact that many financial networks do not automatically net exposures between counterparties. Using the compound Poisson distribution independently for both possible directional exposures allows for exposures in both directions, as well as for no exposure at all between counterparties.
Furthermore, our basic framework has enough flexibility to match important features of the link existence distribution and of the exposure distribution. The compound Poisson Gamma distribution has three parameters (one for the Poisson part and two for the Gamma part), thus enabling us to match 3 properties such as the probability of no link, as well as the mean and the variance of the exposure.

2.3 Interpretation as fitness models

These new models were inspired by the classical fitness models (see Sect. 1.1) that assign fitnesses to every node which then determines the link existence probabilities for every edge. We, however, take a broader view by considering a general regression framework that enables us to characterise more general features of the random graph. In particular, our regression framework incorporates fitness models as special cases but with the additional feature that fitnesses are used to characterise properties of the weights of edges in addition to the existence of edges.

To see how CPNet1 can be interpreted as a classical fitness model (in which no regression is used to determine the fitness parameter), we can set $X = I_n$, where $I_n$ is the $n \times n$ identity matrix in CPNet1. Then, $f_i = \sum_{j=1}^p X_{ij} \beta_j = \beta_i$ for all $i \in \{1, \ldots, n\}$. Hence, the overall mean of $L_{ij}$ is given by $\mu_{ij} = l(f_i, f_j) = l(\beta_i, \beta_j)$ which can be interpreted as a fitness model for the mean of the weighted edges where $\beta_i, i \in \{1, \ldots, n\}$ are the fitnesses.

Similarly, we can set $X^N = X^S = I_n$ in CPNet2. Then, $l^N (f_i^N, f_j^N) = l^N(\beta_i^N, \beta_j^N)$ can be interpreted as a fitness model for the mean of the Poisson distribution where $\beta_i^N, i \in \{1, \ldots, n\}$ are the fitnesses and $l^S (f_i^S, f_j^S) = l^S(\beta_i^S, \beta_j^S)$ can be interpreted as a fitness model for the mean of the Gamma distribution with fitnesses $\beta_i^S, i \in \{1, \ldots, n\}$.

Both CPNet1 and CPNet2 could be extended to give every node an in-fitness and an out-fitness. For example, in CPNet2, we could have 4 instead of 2 design matrices, i.e. for $k \in \{N, S\}$ and $l \in \{\text{in, out}\}$ we have $X^{k,l} \in \mathbb{R}^{n \times p_k,l}$ and corresponding fitnesses

$$f_i^{k,l} = \sum_{j=1}^{p_{k,l}} X_{ij}^{k,l} \beta_j^{k,l}$$

that then define the model via

$$N_{ij} \sim \text{Poisson}(l^N (f_i^{N,\text{out}}, f_j^{N,\text{in}})) \quad \text{and} \quad S_{ij}^{\nu} \sim \text{Gamma}(\alpha, l^S (f_i^{S,\text{out}}, f_j^{S,\text{in}})).$$

Similarly, one could define an extension of CPNet1 with in-fitness and out-fitness.

As discussed in our literature review fitness models have been studied before and it has been shown that they can also be used to construct degree distributions with heavy tails, see e.g. Gandy and Veraart [19]. These results carry over to our class of compound Poisson models, since as one can see from the formulae for the link existence probabilities (1) one can model a wide range of link behaviour with an appropriate choice of fitness parameters and link functions $l$.

2.4 Expected degrees and strengths

Next, we derive formulae for the existence and non-existence of edges, for the expected in- and out-degrees and the expected in- and out-strengths in the new models. In particular, we show that only the parameters of the Poisson distribution determine the link existence
probabilities of the edges (together with the link function \( l \) in CPNet1 or \( l^N \) in CPNet2). The distribution used for the individual \( S_{ij} \) only matters for the actual weights along the edges and these weights are then also influenced by the parameters of the Poisson distribution.

**Proposition 2.5** Let \( L \) be CPNet1 as in Definition 2.1 and let \( \tilde{L} \) be CPNet2 as in Definition 2.3. Then, for any \( i, j \in \{1, \ldots, n\} \),

1. the probability for the non-existence and the existence of a directed edge from \( i \) to \( j \) is given by
   \[
   \mathbb{P}(L_{ij} = 0) = \exp \left( -\frac{1}{\phi\alpha} l(f_i, f_j)^{\alpha_{ij}} \right), \quad \mathbb{P}(L_{ij} > 0) = 1 - \mathbb{P}(L_{ij} = 0),
   \]
   \[
   \mathbb{P}(\tilde{L}_{ij} = 0) = \exp \left( -l^N(f_i^N, f_j^N) \right), \quad \mathbb{P}(\tilde{L}_{ij} > 0) = 1 - \mathbb{P}(\tilde{L}_{ij} = 0);
   \]

2. the expected in- and out-degrees are given by
   \[
   \mathbb{E}[d^{in}(L)_i] = \mathbb{E} \left[ \sum_{j=1}^{n} \mathbb{1}_{[L_{ji} > 0]} \right] = n - \sum_{j=1}^{n} \exp \left( -\frac{1}{\phi\alpha} l(f_j, f_i)^{\alpha_{ji}} \right),
   \]
   \[
   \mathbb{E}[d^{out}(L)_i] = \mathbb{E} \left[ \sum_{j=1}^{n} \mathbb{1}_{[L_{ij} > 0]} \right] = n - \sum_{j=1}^{n} \exp \left( -\frac{1}{\phi\alpha} l(f_i, f_j)^{\alpha_{ij}} \right),
   \]
   \[
   \mathbb{E}[d^{in}(\tilde{L})_i] = n - \sum_{j=1}^{n} \exp \left( -l^N(f_j^N, f_i^N) \right),
   \]
   \[
   \mathbb{E}[d^{out}(\tilde{L})_i] = n - \sum_{j=1}^{n} \exp \left( -l^N(f_i^N, f_j^N) \right);
   \]

3. the expected in- and out-strengths are given by
   \[
   \mathbb{E}[s^{in}(L)_i] = \mathbb{E} \left[ \sum_{j=1}^{n} L_{ji} \right] = \sum_{j=1}^{n} l(f_j, f_i),
   \]
   \[
   \mathbb{E}[s^{out}(L)_i] = \mathbb{E} \left[ \sum_{j=1}^{n} L_{ij} \right] = \sum_{j=1}^{n} l(f_i, f_j),
   \]
   \[
   \mathbb{E}[s^{in}(\tilde{L})_i] = \mathbb{E} \left[ \sum_{j=1}^{n} \tilde{L}_{ji} \right] = \sum_{j=1}^{n} l^N(f_j^N, f_i^N) l^S(f_j^S, f_i^S),
   \]
   \[
   \mathbb{E}[s^{out}(\tilde{L})_i] = \mathbb{E} \left[ \sum_{j=1}^{n} \tilde{L}_{ij} \right] = \sum_{j=1}^{n} l^N(f_i^N, f_j^N) l^S(f_i^S, f_j^S).
   \]

The results follow directly from the definition of the new models and properties of compound Poisson distributions and therefore we omit the proof.

When comparing the expected strengths to the degrees, i.e., formula (3) to (2) we see the main difference between CPNet1 and CPNet2. In CPNet1 the same model parameters determine the magnitude of the degrees and the strengths. In CPNet2 there are additional model parameters \( f_i^S \), and link functions \( l^S_i \), \( i \in \{1, \ldots, n\} \) that influence the strengths of
the nodes but not the degrees. Hence, if there is no clear monotonic relationship between strengths and degrees this can be captured with the model class CPNet2. We will discuss this in more detail in our empirical case study.

2.5 Special cases: Erdos–Rényi and core-periphery model

Both CPNet1 and CPNet2 reduce to the classical Erdős–Rényi random graph model for the existence of edges for special choices of the model parameters. Indeed, in CPNet1, if we set all parameters $f_i$ to the same value, say $x$, then from (1) we see that all link existence probabilities are identical and hence the CPNet1 model reduces to the classical ER model for the existence of the edges. The same holds for CPNet2 if all parameters $f_i^N$ are set to the same value.

We can also reproduce a core-periphery structure with our new model classes. One could, for example, choose two fitnesses $x_{\text{core}} \geq x_{\text{periphery}}$ and assign all nodes $i$ in the core the fitness $f_i = x_{\text{core}}$ and all nodes in the periphery the fitness $f_i = x_{\text{periphery}}$. This can be achieved by setting $\beta_1 = x_{\text{core}}$, $\beta_2 = x_{\text{periphery}}$, $p_k = 2$, $X_{ik}^1 = 1$ if $i$ is in the core and 0 otherwise and $X_{i2}^k = 0$ if $i$ is in the core and 1 otherwise. Then for any function $l^k$ that is non-decreasing in its first two arguments, one would obtain the highest probability for existing edges between two members of the core and the lowest between two members of the periphery. From (2) it is also clear that nodes in the core would have higher expected in- and out-degrees compared to nodes in the periphery. This approach could be generalised by considering possibly more than two types of vertices as in the stochastic block models for random graphs.

2.6 Possible applications of the models

Our modelling framework can be used to deal with missing information in network models. For example, situations in which a financial network is only partially observed and one would like to fill in the remaining parts. In contrast to the literature on network reconstruction, see e.g. Gandy and Veraart [19,20] we do not assume that the row and column sums of the network matrix $L$ are observed and the individual entries need to be estimated, but we have a situation in mind in which the row and column sums are not observable but some individual entries of the matrix are observable. In such a situation one could fit our new model class to the available data and predict the missing entries from the fitted model. We will demonstrate how this can be done in our empirical case study.

An alternative application would be that one observes a network in the past (on one or several occasions) and fits the new model class to these observations. One then uses these results to predict a network in the future.

Alternatively, one might be in a situation that one observes a network that is related to a network of interest, e.g., a derivative exposure network corresponding to Credit Default Swap exposures written on a given reference entity is observed (for example where the reference entity is a UK company) but one is interested in the same type of network written on a different reference entity (for example a non-UK company) and would like to make predictions about this network.

All these possible application areas could arise in the context of macro-prudential stress testing for systemic risk analysis in financial networks. To be able to conduct a macro-prudential stress test one needs to consider the financial system as a whole and analyse potential feedback and amplification mechanisms between the market participants. Often,
the connections that give rise to such feedback mechanisms are not fully observable and therefore one will need to rely on statistical and simulation methods to deal with the missing information. This is where our compound Poisson model class can be used. In Gandy and Veraart [19,20] it was demonstrated how a network reconstruction method can be used in a macroprudential stress test if the network of interest is not fully observable. As mentioned before, in these papers the assumption was that the network matrix itself was not observable but its row and column sums were. Here we assume that a subset of the network is observable, and we use the subset to estimate a statistical model that will then be used to predict the missing edges in the original network that is not fully observable.

3 Empirical case studies

We will now fit the new class of compound Poisson models to two different data sets of financial networks. The first data set contains financial networks representing exposures due to financial derivatives and the second data set contains financial networks representing cross-border lending activities. In addition to the compound Poisson models with regression introduced in this paper, we will compare the fit to some alternative models for financial networks. We compare the performance of the models in-sample in Sect. 3.4 (using the Akaike information criterion (AIC)) and out-of-sample in Sect. 3.5 (using cross-validation).

3.1 Data description: derivative exposure network

First, we consider a data set that contains a snapshot of roughly 134,000 outstanding positions in Credit Default Swaps (CDS) referencing 89 different UK institutions, taken in the second half of 2011. We will refer to them as CDS data. The data come from the Depository Trust and Clearing Corporation’s (DTCC) Trade Information Warehouse (TIW) and were supplied to us by the Bank of England with anonymized counterparties. These data were also considered in Gandy and Veraart [20]. As described there, these data record for each reference entity, both counterparties of a position (buyer and seller) and the notional amount. We only consider positions for which the notional amounts are quoted in EUR. The notional amount “represents the par amount of credit protection bought or sold, equivalent to debt or bond amounts, and is used to derive the coupon payment calculations for each payment period and the recovery amounts in the event of a default” [14, p. 3]. From these data, we construct for each UK reference entity being referenced a network between buyers and sellers describing the total outstanding positions in credit default swaps referencing this particular institution. This leads to 89 networks in total. Sometimes, for a given reference entity, a pair of buyer and seller is listed more than once which corresponds to outstanding positions for different maturities. For these cases, we just add up all the multiple entries to obtain the total weight for such an edge. In the following we consider (an arbitrary selection of) 5 of these networks—we refer to them as CDS_A, where A ∈ {1, . . . , 5}. Table 1 provides some summary statistics for these five networks.

Figure 1 contains a plot of one of these networks consisting of 107 nodes. The network matrix has been normalised such that the sum of all entries of the matrix equals 1. We see that there is a strong clustering of exposures in the lower right corner representing mainly exposures between dealers in this network. This network represents a very typical financial network exhibiting some core-periphery structure.
Table 1  Network characteristics for the five CDS networks

| Network name | CDS_1 | CDS_2 | CDS_3 | CDS_4 | CDS_5 |
|--------------|-------|-------|-------|-------|-------|
| Number of nodes | 32 | 20 | 33 | 62 | 107 |
| Density | 0.21 | 0.43 | 0.15 | 0.09 | 0.04 |

Fig. 1  Normalized exposure network for CDS_5 (row: protection seller, column: protection buyer)

Fig. 2  Empirical cumulative distribution function of the in- and out-degrees (left) and the in- and out-strengths for the CDS_5 network

In the following we consider some more descriptive statistics to understand some properties of the network. Figure 2 shows the empirical cumulative distribution functions of the in- and out-degrees (left) and the in- and out-strengths (right). In general, we find that this network appears to be symmetric with almost no difference between the in- or out-degrees and the in- or out-strengths.

To understand the relationship between strengths and degrees, we consider Fig. 3 which shows a scatter plot of the strengths against the degrees. There is a clear tendency for nodes with high degrees to also have high strengths. We fit a simple linear model to the observed total strengths (in- + out-strengths) using an intercept $\beta_0$ and slope parameter $\beta_1$ where we use the
total degree as explanatory variables. In particular, we set strength\(_i = \beta_0 + \beta_1 \text{degree}_i + \epsilon_i\), \(i \in \{1, \ldots, n\}\) where \(\epsilon_i\) is the error term. The regression line is also included in Fig. 3 and we see that the linear relationship seems to describe the data reasonably well. Hence, for this data set, a model that associates higher weights with more links seems to be appropriate. We will see that this can be achieved by our compound Poisson models.

Similar monotonic relationships between strengths and degrees have been found in other networks. For example, Barrat et al. [4] finds in an analysis of a world-wide airport network (in which nodes represent airports, and the weighted edges represent the number of available seats on direct flights between these airports) that the average strength of a node with degree \(k\) increases with the degree proportional to \(k^b\) for some parameter \(b\).

3.2 Data description: international lending network

As the second example, we consider data from the Bank for International Settlements that they collect as part of their locational banking statistics (LBS). We will refer to them as LBS data. These data are publicly available.\(^4\) These data contain information on claims and liabilities of financial institutions aggregated on a country level. From these data, we chose the 38 countries that report their financial activities to the BIS, see Table 2. These reporting countries have financial interactions with 521 other countries or groups of countries, but we only consider the trading activities between the 38 reporting countries that we have chosen. Hence, all the networks we consider in this case study contain 38 nodes. The data set contains additional information such as the sector of the counterparty (e.g. bank or non-bank). To keep the analysis tractable we have chosen the highest level of aggregation, i.e., we do not differentiate based on additional information available in the data set. The data are reported quarterly (starting from 1977 for some countries) and we have chosen the first quarter (Q1) of the following three years: 2000, 2009, 2018. For these three time points, we construct three networks as follows. First, we consider the network of claims reported by the reporting countries, i.e., the individual entries of the network \(L_{ij}^{(c)}\) represent the cross-border outstanding claims from country \(i\) to country \(j\) in million USD (\(i, j \in \{1, \ldots, 38\}\)) that were reported by the reporting countries. If pairs of countries occur multiple times, we add the corresponding positions. Second, we consider the network of liabilities reported by

\(^4\) We used the data set available under the Link Locational banking statistics on the website https://www.bis.org/statistics/full_data_sets.htm.
Table 2  Selected countries of the BIS reporting countries

| Country          | Country       | Country   | Country       | Country     |
|------------------|---------------|-----------|---------------|-------------|
| Australia        | Austria       | Bahrain   | Belgium       | Brazil      |
| Canada           | Chile         | China     | Cyprus        | Denmark     |
| Finland          | France        | Germany   | Greece        | India       |
| Indonesia        | Ireland       | Italy     | Japan         | Luxembourg  |
| Macao SAR        | Malaysia      | Mexico    | Netherlands   | Norway      |
| Panama           | Philippines   | Portugal  | Russia        | Singapore   |
| South Africa     | South Korea   | Spain     | Sweden        | Switzerland |
| Turkey           | United Kingdom| United States|             |             |

Fig. 4  Total cross-border liabilities between the LBS reporting countries in million USD

The BIS data have been used in a wide range of studies, see e.g. Oatley et al. [36] for another application.

Figure 4 contains a plot of one of these networks consisting of 38 nodes and representing the combined network of claims and liabilities reported in Q1 2018 (in million USD). We see that the United States and the United Kingdom are dominating the picture by being essentially...
the only two countries that are connected to almost all other countries. Furthermore, the cross-border liabilities from the UK to the USA and vice-versa are by orders of magnitude larger than liabilities between any other pair of countries. When observing the data over time (not reported here) we find that the cross-border liabilities seem to concentrate and the UK and the USA have become more important over time, both when measured in terms of their degrees and their strengths. This concentration has been analysed further in Aldasoro and Ehlers [3].

In the following, we investigate the relationship between strength and degree in the LBS data. Figure 5 shows the empirical cumulative distribution functions of the in- and out-degrees (left) and the in- and out-strengths (right). Similarly to the results for the CDS data, we find that this network appears to be quite symmetric. The in-strength seem to be quite similar to the out-strengths and the same holds for the in- and out-degrees. In contrast to the CDS data, now (in-/out-) degrees seem to exhibit a different pattern compared to (in-/out-) strengths. In particular, as one can see from the empirical cumulative distribution functions the in- and out-degree distributions appear to be bimodal which is not the case for the distribution of the in- and out-strengths. To illustrate this difference further we again look at a scatter plot...
of the log-strengths against the degrees in Fig. 6. We fit a regression line which still exhibits a positive slope indicating that there is still some tendency for nodes with higher strengths to be associated with nodes that have higher degrees, with considerable scatter around the regression line. We clearly see that there are some nodes which have very high strengths but rather low degrees and nodes that have rather high degrees but low strengths.

On the one hand, there are four countries for which their total strength is greater or equal than the median strength of all countries and at the same time their total degrees are less or equal than the median degrees over all countries (this holds for China, Germany, Japan and Singapore). These countries have rather low degree despite their high strength. On the other hand, there are four countries whose total strength is less or equal than the median strength but their total degree is larger or equal than the median degree (this holds for Finland, Philippines, South Africa, South Korea). These countries have high degrees despite their small strengths. Hence, according to this informal “outlier” criterion 8 ≈ 10% outliers. Hence, the LBS data have different features compared to the CDS data. In particular, ordering the nodes according to their strength does not coincide with ordering the nodes according to their degree. To be able to fit such a type of behaviour we need a model class that is flexible enough to at least accommodate a partial separation of the weights of an edge from the existence of an edge. We will in the following show how this can be achieved with the compound Poisson regression models.

### 3.3 Models in the comparisons

We now list the models that we consider in our comparisons for the empirical case study. Since our model classes CPNet1 and CPNet2 are very flexible, we choose several choices of models that fall within these two model classes. In addition, we consider some modelling approaches that do not fall within the classes CPNet1 and CPNet2 but appear to be a natural alternative modelling approach to the compound Poisson approach.

The first three models are models for homogeneous networks. The other models allow for differences between the nodes by introducing fitness parameters.

1. **ERE** uses an Erdős–Rényi network for the link existence probability and then has weights following an exponential distribution. Formally, its model parameter is \( \theta = (p, \lambda) \in [0, 1] \times (0, \infty) \) and independently, \( P(L_{ij} > 0) = p \) and \( L_{ij} \mid L_{ij} > 0 \sim \text{Exponential}(\lambda) \). This model has been used in Gandy and Veraart [19] as an a priori model in a Bayesian framework for network reconstruction. This model is not part of the CPNet1 or CPNet2 class.

2. **ERG** extends the previous model by allowing a Gamma distribution for the distribution of the weights. The parameter is now \( \theta = (p, \alpha, \beta) \in [0, 1] \times (0, \infty)^2 \), \( P(L_{ij} > 0) = p \) and \( L_{ij} \mid L_{ij} > 0 \sim \text{Gamma}(\alpha, \beta) \). This model is also not part of the CPNet1 or CPNet2 class.

3. **Tweedie** is a special case of CPNet1 with \( p = 1, X = (1, \ldots, 1)^T \) and \( l(x, y) = \exp(x + y) \). This implies that all entries follow the same Tweedie distribution.

4. **CPNet1F** is a fitness-based model from the CPNet1 family of models. It uses the fitness in the regression of the overall mean. To be precise, it sets \( p^N = n, X = I_n \) and uses the link function \( l(x, y) = \exp(x + y) \). It has \( n + 2 \) parameters.

5. **CPNet2FP** is a CPNet2 model with fitness-based parameters on the Poisson part of the model only, i.e. \( p_N = n, X^N = I_n, p_S = 1, X^S = (1, \ldots, 1)^T \). It uses the link functions \( l^S(x, y) = l^N(x, y) = \exp(x + y) \). The distribution of the Gamma part of the model is
only controlled by a one-dimensional parameter for the mean and by the shape parameter. It has $n + 2$ parameters in total.

6. **CPNet2FG** uses the regression on the Gamma part of CPNet2 only. It has $n + 2$ parameters, and uses the following settings: $p_N = 1$, $X^N = (1, \ldots, 1)^T$, $p_S = n$, $X^S = I_n$, $l^S(x, y) = l^N(x, y) = \exp(x + y)$.

7. **CPNet2FPG** is a CPNet2 model with fitness-based parameters on both the Poisson and the Gamma part of the model, i.e. $p_N = n$, $X^N = I_n$, $p_S = n$, $X^S = I_n$, $l^S(x, y) = l^N(x, y) = \exp(x + y)$. It thus has $2n + 1$ parameters.

8. **CPNet2FPGmax** is the same as CPNet2FPG but with a different link function on the Poisson part, namely $l^N(x, y) = \max(\exp(x), \exp(y))$. It also has $2n + 1$ parameters.

9. **GlmF** is a fitness based model that is not part of the compound Poisson Gamma family. GlmF is a combination of a logistic regression and a Gamma generalized linear model. The existence of a link, i.e. $\mathbb{I}(L_{ij} > 0)$, is defined via a logistic regression model and the weight of the link (conditional on existence), i.e. $L_{ij}|L_{ij} > 0$ is defined via a Gamma regression with the inverse function as the link function. Both regressions use as predictors only the row and the column index, i.e. the linear predictor for $\mathbb{I}(L_{ij} > 0)$ in the logistic regression is $\theta_{logistic}^i + \theta_{logistic}^j$ and for $L_{ij}|L_{ij} > 0$ the Gamma regression it is $\theta_{1}^{\Gamma} + \theta_{2}^{\Gamma}$. The overall parameter vector is $(\theta_{1}^{logistic}, \ldots, \theta_{n}^{logistic}, \theta_{1}^{\Gamma}, \ldots, \theta_{n}^{\Gamma}, \phi)$, where $\phi$ is the dispersion parameter in the Gamma regression. Thus, the dimension of the parameter of the model is $2n + 1$.

All models are implemented in R [40]. All models but GlmF get fitted by optimising the likelihood using general-purpose optimisers (optim). The likelihood of the Tweedie, CPNet1 and CPNet2 models are using the methods developed in Dunn and Smyth [15]. GlmF uses the glm function available in R.

### 3.4 In-sample results

We now assess the fit of the models in the empirical case studies. Table 3 gives the Akaike information criterion (AIC) of the models, which is given by $-2l + 2k$, where $l$ is the maximised log-likelihood of the model and $k$ is the number of parameters in the model. To ease comparisons, we have subtracted the AIC of the basic ERE model for all datasets. Smaller numbers indicate a better fit.

In addition to the data from the case studies, two simulated networks are included (ER8 and ER50); these are simulated from the ERE model with 8 and 50 nodes, with $p = 0.3$ and $\lambda = 0.2$. As expected, the true underlying model (ERE) performs best. For the networks from the case studies the picture is different.

We find that ERG and Tweedie outperform ERE. However, compared to the fitness-based models, their performance is relatively poor.

The models CPNet1F, CPNet2FP and CPNet2FG all have one fitness parameter per node and additionally two free parameters. For the LBS data, CPNet1F, which is modelling the overall mean in a regression, seems to be slightly better than modelling only the mean of the Poisson distribution (CPNet2FP) in most cases. For the CDS data modelling the mean of the Poisson distribution CPNet2FP is slightly better than modelling the overall mean (CPNet1F). In both cases, the results for modelling only the mean of the Gamma distribution (CPNet2FG) are worst.
Table 3  Change in AIC compared to the basic ERE model for multiple methods on multiple data sets—smaller values indicate better fit

|        | ERE | ERG | Tweedie | CPNet1F | CPNet2FP | CPNet2FG | CPNet2FPG | CPNet2FPGmax | GlmF |
|--------|-----|-----|---------|---------|----------|----------|-----------|---------------|------|
| ER8    | 0   | 2   | 2       | -0      | 2        | 4        | 6         | 7             | 7    |
| ER50   | 0   | 1   | -0      | 53      | 54       | 113      | 98        | 122           | 7    |
| CDS_1  | 0   | -15 | -14     | -778    | -803     | -210     | -830      | -437          | -818 |
| CDS_2  | 0   | -7  | -8      | -223    | -287     | -66      | -325      | -159          | -310 |
| CDS_3  | 0   | 1   | 1       | -385    | -497     | -48      | -524      | -197          | -511 |
| CDS_4  | 0   | -62 | -60     | -1677   | -1696    | -466     | -1880     | -1223         | -1933 |
| CDS_5  | 0   | -52 | -51     | -2726   | -2794    | -591     | -2972     | -2076         | -3023 |
| LBS_2000_C | 0   | -436 | -426  | -1317  | -1147    | -988     | -1588     | -1566         | -1469 |
| LBS_2009_C | 0   | -1129 | -1104  | -2054  | -1917    | -1741    | -2468     | -2200         | -2331 |
| LBS_2018_C | 0   | -1945 | -1897  | -2886  | -2673    | -2691    | -3344     | -3109         | -3063 |
| LBS_2000_L | 0   | -879  | -867   | -1701  | -1545    | -1365    | -1932     | -1953         | -1875 |
| LBS_2009_L | 0   | -1455 | -1426  | -2531  | -2205    | -2184    | -2787     | -2729         | -2648 |
| LBS_2018_L | 0   | -3005 | -2934  | -4094  | -3686    | -3917    | -4539     | -4332         | -4267 |
| LBS_2000_T | 0   | -1347 | -1308  | -2940  | -2869    | -2182    | -3371     | -3664         | -3505 |
| LBS_2009_T | 0   | -2289 | -2209  | -3831  | -3691    | -3227    | -4323     | -4233         | -4451 |
| LBS_2018_T | 0   | -3827 | -3677  | -5301  | -4961    | -4947    | -5775     | -5920         | -5555 |
| Average | 0   | -1028 | -999   | -2024  | -1919    | -1535    | -2284     | -2106         | -2227 |

Values in bold indicate the best fitting model for a given network
Both CPNet2FPG and GLmF have two fitness parameters per node. They seem to be doing better than the models with just one fitness parameter. Their performance is somewhat comparable, with CPNet2FPG slightly outperforming GLmF overall. CPNet2FPmax seems to be doing slightly better for some of the networks, specifically the LBS networks with total liability.

Figure 7 illustrates the estimated fitnesses of one particular model fitted onto the LBS Data from 2018 Q1, the network used in Figs. 4, 5 and 6. The model we consider is CPNet2FPG which has $2n+1$ parameters. One plot shows the estimated exponential fitness $\exp(f_i^N)$ of the Poisson part against the degrees of the nodes. The other plot shows the combined exponential fitnesses $\exp(f_i^N) \exp(f_i^S)$ of the Poisson and the Gamma part against the strength. These demonstrate a good alignment and show that the fitnesses are indeed capturing the desired strength and degrees of the network.

### 3.5 Cross-validation results

Next, we use a cross-validation approach to compare the performance of the compound Poisson models. We partition the elements of the network matrix into tenfolds (roughly equally sized; all elements belong to exactly one fold) and they stay in these folds for the duration of the analysis. We fit the model using the data for ninefolds and then compute the log-likelihood (using the fitted model) of the remaining fold. We repeat the process for all folds and average the results. Hence, every observation is used to fit the model 9 times and is used to test the fit exactly once.

Table 4 presents the average log-likelihood in the testing fold. For the simulated data sets (ER8 and ER50), the true underlying model (ERE) does best as we would expect. For the CDS data sets, the CPNet2FP model seems to be doing best. For the LBS data set, it is one of the models with two fitness models—either CPNet2FPG or CPNet2FPmax. For the CDS data sets, the CPNet1F data set seems to be doing badly.

Table 5 is also based on cross-validation, but with a different error criterion. It simulates from the fitted model 100 times and then reports the average accuracy (the proportion of
Table 4  Average log-likelihood in the testing fold of a tenfold cross validation

|        | ERE | ERG | Tweedie | CPNet1F | CPNet2FP | CPNet2FG | CPNet2FPG | CPNet2FPGmax |
|--------|-----|-----|---------|---------|----------|----------|-----------|-------------|
| ER8    | −9.6| −9.7| −9.7    | −10.3   | −10.4    | −13.6    | −25.1     | −16.3       |
| ER50   | −353.6| −353.7| −353.7 | −357.1  | −357.2   | −357.4   | −361      | −366.9      |
| CDS_1  | −304.6| −303.9| −303.9 | −1.284e+06| −275.7   | −305.4   | −301.5    | −305        |
| CDS_2  | −196.5| −196.2| −196.2 | −4.161e+05| −185.6   | −198.3   | −230.5    | −194.8      |
| CDS_3  | −212.6| −220.7| −212.6 | −1.334e+12| −200.5   | −228.2   | −226.1    | −234.1      |
| CDS_4  | −509.4| −506.1| −506.2 | −9297   | −444.9   | −539.1   | −544.2    | −527.7      |
| CDS_5  | −787.6| −784.8| −785    | −2457   | −690.7   | −981.7   | −757      | −808.3      |
| LBS_2000_C| −457.1| −434.9| −435.4 | −393.6  | −401     | −410.2   | −380.7    | −390.6      |
| LBS_2009_C| −696.9| −639.8| −641.2 | −611    | −601.3   | −634.5   | −582.1    | −618.2      |
| LBS_2018_C| −903.6| −805.3| −807.7 | −768.7  | −770.8   | −786.6   | −750      | −771.8      |
| LBS_2000_L| −453.1| −408.3| −408.9 | −374    | −375.3   | −393     | −365      | −363.3      |
| LBS_2009_L| −3683| −582.3| −583.8 | −533.9  | −545.9   | −553.5   | −525.4    | −536.5      |
| LBS_2018_L| −1304| −1357| −776.1 | −726.2  | −739.6   | −743.4   | −719.6    | −732.5      |
| LBS_2000_T| −756.1| −688  | −690   | −612.5  | −613.2   | −650.5   | −593.1    | −581.9      |
| LBS_2009_T| −1037| −921.2| −925.3 | −859.3  | −852.5   | −888.8   | −829.6    | −828.5      |
| LBS_2018_T| −1303| −1109| −1117 | −1046   | −1055    | −1066    | −1024     | −1020       |

Higher values indicate a better fit. Values in bold indicate the best fitting model for a given network.
Table 5: Average accuracy in the cross validation (in per cent)

| Model         | ERE | ERG | Tweedie | CPNet1F | CPNet2FP | CPNet2FG | CPNet2FPGmax |
|---------------|-----|-----|---------|---------|----------|----------|--------------|
| LBS_2000_C    | 62  | 62  | 62      | 74      | 77       | 62       | 77           | 75           |
| LBS_2000_L    | 61  | 61  | 61      | 72      | 76       | 61       | 76           | 75           |
| LBS_2000_T    | 51  | 51  | 51      | 71      | 81       | 50       | 83           | 91           |
| LBS_2009_C    | 53  | 53  | 53      | 65      | 72       | 53       | 73           | 69           |
| LBS_2009_L    | 38  | 53  | 53      | 66      | 72       | 53       | 71           | 68           |
| LBS_2009_T    | 52  | 52  | 52      | 68      | 78       | 51       | 79           | 88           |
| LBS_2018_C    | 50  | 50  | 50      | 58      | 68       | 50       | 68           | 63           |
| LBS_2018_L    | 52  | 52  | 51      | 59      | 69       | 50       | 69           | 63           |
| LBS_2018_T    | 66  | 66  | 65      | 72      | 79       | 65       | 81           | 88           |
| ER50          | 57  | 57  | 57      | 57      | 57       | 57       | 57           | 57           |
| ER8           | 50  | 50  | 51      | 53      | 54       | 49       | 53           | 52           |
| CDS_1         | 67  | 67  | 67      | 86      | 88       | 67       | 88           | 74           |
| CDS_2         | 51  | 51  | 51      | 69      | 78       | 51       | 79           | 64           |
| CDS_3         | 74  | 75  | 75      | 85      | 89       | 74       | 89           | 80           |
| CDS_4         | 84  | 84  | 84      | 92      | 94       | 84       | 94           | 87           |
| CDS_5         | 92  | 92  | 92      | 95      | 96       | 92       | 96           | 93           |

Values in bold indicate the best fitting model(s) for a given network
elements that were correctly present/not present). The table reports the results in percent. Generally speaking, models that allow for a fitness parameter in the Poisson part of the model (such as CPNet2FP, CPNet2FPG or CPNet2FPGmax) are doing best. This is not surprising since in (1) we have seen that the link existence probabilities are directly determined by the fitnesses associated with the Poisson distribution.

4 Conclusion

We have introduced a new model class for directed and weighted random graphs with a fixed number of nodes in which each edge has a compound Poisson distribution for its weight. We have proposed different regression approaches to model features of the compound Poisson distribution. When fitting the new models to empirical network data we found that in most cases the compound Poisson models that model both the expectation of the Poisson random variable and the expectation of the Gamma distribution via separate regression models performed best (measured in terms of their AIC), i.e., the CPNet2 model class is preferable to the CPNet1 model class which itself is preferable to more basic Erdős–Rényi-type models.

In our tests on using these models for predicting subnetworks of a larger network we found the following. The CDS data exhibit a more traditional monotonic relationship between strengths and degrees. Consistent with this finding, the CPNet2 model class with only one regression for the mean of the Poisson distribution performed best for the CDS data. The LBS data do not have a monotonic relationship between strengths and degrees. Therefore, we found clear advantages of using the CPNet2 model with both a regression for the mean of the Poisson distribution and a separate regression for the mean of the Gamma distribution for the LBS data.
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