Research on Partial Discharge Diagnosis Based on Data Augmentation and Convolutional Neural
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Abstract. Partial discharge is a common phenomenon in the operation of electrical equipment. The detection of partial discharge is an important method to evaluate the insulation state of electrical equipment. Accurate and effective identification and evaluation of partial discharge is of great significance for the operation and maintenance of power equipment. This paper first introduces the basic characteristics of partial discharge, commonly used detection methods and defects. In view of the low efficiency, poor generalization and low accuracy of shallow neural network diagnosis, a new method based on data augmentation and convolution neural networks is proposed. The partial discharge diagnosis method of Convolutional Neural Networks (CNNs) is used to establish a partial discharge diagnosis system. Through the verification of the real PD diagnosis case, the partial discharge diagnosis system based on this method has higher recognition rate and stability.

1. Introduction

Partial discharge refers to the discharge phenomenon that occurs in a localized range of electrical equipment insulation under a sufficiently strong electric field. It can occur in the vicinity of the conductor or in other places. Partial discharge has a certain influence on the dielectric strength of the medium. The slight partial discharge has less influence on the insulation of the power equipment, and the insulation strength decreases slowly. The strong partial discharge will cause the insulation strength to drop rapidly [1]. Partial discharge is one of the important causes of insulation damage of high voltage power equipment [2-3]. Therefore, timely detection of faults in the PD of the running equipment and correct classification and identification of the faults are essential for the normal operation of the power equipment.

Currently PD diagnosis recognition technology, typically extracted from the raw data of a specified set of feature values, in order to achieve compression of the data amount and the dimension reduction [4]. Typical methods such as wavelet analysis [5-6], fractal feature parameter method [7-8], waveform feature method [9], etc.; researchers also use traditional machine learning methods such as BP (Back Propagation) neural network [10], to achieve partial discharge Identification of features.

The validity of feature extraction diagnosis depends largely on the selection of feature parameters, while the selection of parameters by manual method depends on a large number of theoretical and practical experience, and the number of samples that can be processed by manual method is relatively...
limited, so the selected data features often do not have generalization. The diagnosis based on neural network usually uses BP shallow network model, which is limited by the number of computing units in shallow network. It has limited performance and low recognition accuracy for complex network. Adding network layers directly to shallow model is easy to cause gradient dispersion and does not have good expansibility [11].

This paper introduces a diagnostic method based on data augmentation and convolutional neural network. Firstly, the data of the field interference coupling and Gaussian noise are processed by the data augmentation method to construct a balanced data sample set. Then the convolutional neural network is built based on the data sample set. The feature extraction and classification of the original data can be automatically realized, and the complicated artificial feature extraction process is avoided. From the results, the method has high diagnostic efficiency and diagnostic accuracy.

2. Another section of your paper

2.1. Data Feature Description

The training and verification of neural networks relies on a large number of samples, and the quality of the sample set largely determines the performance of the neural network model [12-13]. The training and test data used in this paper are derived from measured partial discharge data from multiple substation sites. The field measurement data is characterized by distinctive features and true data. However, due to different data sources and different durations of defects, the number of samples collected for different defects is quite different, which easily leads to sample imbalance [14]. If the neural network training is directly performed based on the unbalanced sample, the trained model has poor generalization ability and is prone to over-fitting. Data augmentation is one of the important means to solve the sample imbalance. For a small number of samples, by processing the existing samples and generating new samples, the sample size of each type of label can be balanced to avoid the influence of sample imbalance on the training results [15].

Data augmentation methods commonly used in the field of image recognition include image processing, rotation processing, scaling processing, random clipping, etc., which are suitable for identifying scenes in which objects have different angles in different samples. In the partial discharge pattern recognition, the angle of the recognition object is usually relatively simple. In addition, PD images are often coupled with various kinds of noise, such as mobile phone noise, light noise, etc. At the same time, the image pixels and shapes from different sources are different. The model trained with a single sample is only applicable to the image with specified color and specifications, and its generalization is poor. Therefore, the traditional data augmentation method is not applicable.

2.2. Data Augmentation Method Based on Environmental Noise Coupling and Gauss Data Augmentation Method Based on Environmental Noise Coupling and Gauss

In order to solve the problems encountered in partial discharge image detection described above, this paper proposes a data augmentation method combining environmental noise coupling and Gaussian noise. The process flow is shown in the following figure:
Firstly, common jamming on the input data overlay, including but not limited to radar jamming, mobile phone jamming, energy-saving lamp jamming and so on. The superposition method is: converting the partial discharge raw data collected by the acquisition front end into three-dimensional data whose phase is the x-axis, the period is the y-axis, and the amplitude is the z-axis; Then according to the data characteristics of the on-site interference, the three-dimensional data corresponding to each interference is generated separately; then the partial discharge raw data and the interference data are subjected to amplitude accumulation, and the interference superimposed data is obtained.

Gaussian noise processing is performed on the superimposed data: the interference superimposed data is converted into a picture file, and the RGB (Red, Green, Blue) value of the picture file is extracted, and the values of the three values of R, G, and B are all [0, 255]; For each R, G, B pixel value of each point of the picture file, the noise is calculated by a two-dimensional Gaussian distribution function. The two-dimensional Gaussian distribution function is:

\[ G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \]  

In the formula, \( x \) and \( y \) are the horizontal and vertical coordinates of the points in the graph, \( \pi \) is the circumference, \( e \) is the natural constant, and \( \sigma \) is the standard deviation of the normal distribution [16].

Gauss noise is additive noise. After calculating the Gauss distribution, the superimposed pixel values can be obtained by directly superimposing the pixel values. A new pixel value is used to save the image, and the image processed by Gauss noise is obtained. The image is merged into the sample library with the original data as training and testing samples for deep learning.

A practical example based on interference superposition and Gaussian noise is as follows:

\[ G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \]
Figure 2. Data augmentation example

The data augmentation method solves the problem of data coupling noise in real application scenarios by superimposing common interference in the field, and solves the problem of different image data specifications and pixels from different sources by processing Gauss noise. The two methods work together to make the enhanced samples more representative and practical.

After applying the data augmentation method, the number of samples used in this paper is as follows:

| PD type       | Original sample number | Augmentation sample size |
|---------------|------------------------|--------------------------|
| Corona        | 15384                  | 20000                    |
| FloatingElectrode | 16930               | 20000                    |
| Void          | 8642                   | 20000                    |
| Surface       | 11200                  | 20000                    |
| Particle      | 5921                   | 20000                    |
2.3. Mixed partial discharge signal
In addition to the typical partial discharge samples listed in the table above, some of the samples used in this paper also contain mixed partial discharge samples with two or more partial discharge characteristics. For example, the signal shown in Fig. 3 contains both corona discharge and floating electrode discharge. Experts confirm that the designated tag is 55% corona discharge and 45% floating electrode discharge.

![Figure 3. Mixed partial discharge sample](image)

Partial discharge is a widespread defect in electrical equipment. There are often multiple mixed signals in power equipment that have long running time and lack of maintenance. The introduction of mixed samples further enhances the ability of the sample set to cover real PD signals.

3. Partial Discharge Detection System Based On Convolutional Neural Network

3.1. Design of Convolutional Neural Network
Convolutional neural networks are a kind of deep learning network that uses local perception and simulation of real horizons [17]. It is one of the representative algorithms of deep learning. Different from the traditional method of artificial extraction, the core idea of convolutional neural network is to extract the features of the target automatically by convolution operation and establish a structural model. In 2012, with the success of AlexNet, convolutional neural networks have been widely used in the fields of image processing, natural language processing and other local and global information with obvious correlation [18-19].

This paper designs a supervised deep convolutional neural network. The main structure is shown in Fig. 4:

![Figure 4. Deep convolutional neural network](image)
In Fig. 4, the Conv layer is the convolutional layer, its main function is to perform feature extraction on the input data using a convolution operation [20]. Each convolution layer contains multiple convolution kernels, each convolution kernel has a corresponding weight coefficient, and the local information is spliced to the whole information through the translation of different convolution kernels on the image [21]. The Pool layer is the pooling layer, also known as a down sampling layer, its main function is feature selection and information filtering. Through the pooling operation, the feature map volume is reduced, the network computation complexity is reduced, and the convergence speed is accelerated. On the other hand, the pooling operation can extract the main features again based on the features extracted by the convolution layer, while filtering out the features with low correlation and weak importance. The FC layer is a fully connected layer that connects all features and delivers the output values to the classifier for classification [22-23].

The network used in this paper is an 8-layer network consisting of five convolution layers and three full connection layers. Among them, the first, second and fifth convolution layers are supplemented by the maximum pooling layer. The first convolution layer input size is 256 x 256 x 3, of which 256 x 256 is the pixel size of the image, and 3 represents the number of channels of the image. The training samples used in this paper are RGB images processed by interference coupling and Gauss noise, which contain red, green and blue pigments, so the number of channels is 3. The first convolution layer uses 96 convolution cores with size of 11 *11 *3 and step size of 4. The feature extracted by the first layer convolution kernel is used as the input of the second layer convolution after maximum pooling. The second layer convolution uses 256 convolution cores with size of 5 *5 *48 to convolute, and also carries out maximum pooling operation in convolution. The third convolution layer is connected to the second convolution layer, and there are 384 convolution cores with a size of 3 x 3 x 256. The fourth convolution layer has 384 convolution cores of 3 *3 *192 in size, and the fifth convolution layer has 256 convolution cores of 3 *3 *192 in size. The fifth convolution layer is connected with the largest pooling layer, and then output to three full-junction layers in sequence, each of which has 4096 neurons.

In the model, the excitation function of all excitation layers selects ReLU (Rectified Linear Unit), because ReLU function has better performance in the gradient descent process than other activation functions, and the convergence speed of ReLU function is also better than Sigmoid. Function and Tanh function [24-25].

After the convolutional neural network is constructed, a 10-fold cross-validation is performed on 100,000 typical samples and 50,000 atypical sample sets containing data-enhanced samples, that is, the sample set was divided into 10 samples, 9 of which were taken as training set and the other one as test set. Repeat the training process ten times, and take the model with the highest accuracy as the final model. The accuracy of the five groups of models is as follows:

| Numbering | Number of samples | Accuracy Rate |
|-----------|-------------------|---------------|
| 1         | 150000            | 97.16%        |
| 2         | 150000            | 96.72%        |
| 3         | 150000            | 96.30%        |
| 4         | 150000            | 97.58%        |
| 5         | 150000            | 95.34%        |

Finally, this paper selects Model 4 as a model for field applications. The classification accuracy of this model in multi-category tasks is 97.58%, which is better than the traditional method of 85%~91%.

3.2. Diagnostic Scheme Design and Deployment

Based on the deep learning diagnostic model with high diagnostic accuracy and practicability, a complete partial discharge diagnostic system was built. The system framework is shown in the following figure:
Figure 5. Partial discharge diagnosis system

The sample library provides PD samples, establishes an intelligent diagnosis model, and establishes a partial discharge intelligent diagnosis system, with the verified and tested diagnostic model as the core, real-time diagnosis of the data collected by the monitoring device, judging the current running state of the device, and giving type diagnosis and alarm prompts for the PD phenomenon, providing guidance for manual troubleshooting. At the same time, the data that detected the fault is verified and filtered and added to the sample library to form a complete closed loop.

The system can be used in the scenes of partial discharge state detection, data analysis and device state assisted diagnosis of various types of power equipment. It not only reduces the requirement of field operation and maintenance personnel and the dependence of experts, but also improves the level of equipment condition control, the working efficiency of live detection and the reliability of power network operation. At the same time, the real data entered on the site continuously expands the size of the sample library, further promoting the continuous iterative optimization of the deep learning convolution model.

3.3. Application Analysis

For example, in the transformer field monitored by the PD diagnostic system, an abnormal UHF (Ultra High Frequency) signal is continuously collected at the C-phase observation window position of the transformer. The position of the sensor is shown in the red circle mark position as shown below:

Figure 6. Sensor installation position

The typical signal amplitude collected by the sensor is 51dB, and there are stable large and small two-cluster discharge pulses, and the signal has power frequency correlation. The typical map is shown below:
The atlas was diagnosed as floating electrode discharge by deep learning model. A large number of diagnoses were floating electrode discharge in continuous time, and triggered system alarm. Based on the diagnostic results of in-depth learning, the technicians synthetically analyzed the abnormal data and determined that there was a floating electrode discharge source near the sensor, and the discharge situation was serious. After on-site confirmation, the final location confirms that there exists discharge phenomenon in the upper iron yoke of phase C of transformer. The discharge type is floating electrode discharge, which is consistent with the diagnosis results.

The dismantling inspection of the equipment found that the red circle marking place had a continuous discharge phenomenon due to the foreign body left behind, and the marking area had obvious ablation marks, and the discharge was more serious. As shown in the following figure.

This case proves that the convolutional neural network model used in this paper has an accurate ability to judge the PD characteristics.

4. Conclusion
This paper designs a PD data diagnosis system based on data enhancement and deep convolution neural network. The system first solves the problem of sample imbalance and insufficient sample quantity by
data enhancement of partial discharge map. Based on this, the deep discharge convolutional neural network algorithm is used to diagnose the partial discharge map. Through the example verification, the system can accurately identify the fault type, has good recognition ability and diagnostic ability, and solves the problem of relying on artificial extraction features and low recognition accuracy in the traditional PD diagnostic method.
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