SalGAN: Visual Saliency Prediction with Generative Adversarial Networks
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Abstract

We introduce SalGAN, a deep convolutional neural network for visual saliency prediction trained with adversarial examples. The first stage of the network consists of a generator model whose weights are learned by back-propagation computed from a binary cross entropy (BCE) loss over downsampled versions of the saliency maps. The resulting prediction is processed by a discriminator network trained to solve a binary classification task between the saliency maps generated by the generative stage and the ground truth ones. Our experiments show how adversarial training allows reaching state-of-the-art performance across different metrics when combined with a widely-used loss function like BCE. Our results can be reproduced with the source code and trained models available at https://imatge-upc.github.io/saliency-salgan-2017/.

1. Motivation

Visual saliency prediction in computer vision aims at estimating the locations in an image that attract the attention of humans. Salient points in an image are understood as a result of a bottom-up process where a human observer explores the image for a few seconds with no particular task in mind. These data are traditionally measured with eye-trackers, and more recently with mouse clicks [12] or webcams [15]. The salient points over the image are usually aggregated and represented in a saliency map, a single channel image obtained by convolving each point with a Gaussian kernel. As a result, a gray-scale image or heatmap is generated to represent the probability of each corresponding pixel in the image to capture the human attention. These saliency maps have been used as soft-attention guides for other computer vision tasks, and also directly for user studies in fields like marketing.

This paper introduces the usage of generative adversarial networks (GANs) [7] for visual saliency prediction. In this context, training is driven by two agents. First, the generator that creates a synthetic sample matching the data distribution modelled by a training data set; second, the discriminator, that distinguishes between a real sample drawn directly from the training data set and one created by the generator. In our case, this data distribution corresponds to pairs of real images and their corresponding visual saliency maps.

The generator, named in our work SalGAN, is the only responsible for generating the saliency map for a given image and uses a deep convolutional neural network (DCNN) to produce such maps. This network is initially trained with a binary cross entropy (BCE) loss over downsampled versions...
of the saliency maps. The model is refined with a discriminator network trained to solve a binary classification task between the saliency maps generated by SalGAN and the real ones used as ground truth. Our experiments show how adversarial training allows reaching state-of-the-art performance across different metrics when combined with a BCE content loss in a single-tower and single-task model.

The amount of different metrics to evaluate visual saliency prediction is broad and diverse, and the discussion about them is rich and active. Pioneering metrics have saturated with the introduction of deep learning models trained on large data sets, boosting the proposal of new metrics and challenges for the community. The widely adopted MIT300 benchmark evaluates its results on 8 different metrics, and the more recent LSUN challenge on the SALICON data set considers four of them. Also recently, the Information Gain (IG) value has been presented as powerful relative metric in the field. The diversity of metrics in our current deep learning era has resulted also in a diversity of loss functions between state-of-the-art solutions. Models based on back-propagation training have adopted loss functions capable to capture the different features assessed by the multiple metrics. Our approach, though, differs from other state-of-the-art solutions as we focus on exploring the benefits of introducing the agnostic loss function proposed in generative adversarial training.

This paper explores adversarial training for visual saliency prediction, showing how the simple binary classification between real and synthetic samples significantly benefits a wide range of visual saliency metrics, without needing to specify a tailored loss function. Our results achieve state-of-the-art performance with a simple DCNN whose parameters are refined with a discriminator. As a secondary contribution, we show the benefits of using the binary cross entropy (BCE) loss function and downsampled saliency maps when training this DCNN.

The remaining of the work is organized as follows. Section 2 reviews the state-of-the-art models for visual saliency prediction, discussing the loss functions they are based upon, their relations with the different metrics as well as their complexity in terms of architecture and training. Section 3 presents SalGAN, our deep convolutional neural network based on a convolutional encoder-decoder architecture, as well as the discriminator network used during its adversarial training. Section 4 describes the training process of SalGAN and the loss functions used. Section 5 includes the experiments and results of the presented techniques. Finally, Section 6 closes the paper by drawing the main conclusions.

2. Related work

Saliency prediction has received interest by the research community for many years. Thus seminal works by Itti et al. [10] proposed to predict saliency maps considering low-level features at multiple scales and combining them to form a saliency map. Harel et al. [8], also starting from low-level feature maps, introduced a graph-based saliency model that defines Markov chains over various image maps, and treat the equilibrium distribution over map locations as activation and saliency values. Judd et al. in [14] presented a bottom-up, top-down model of saliency based not only on low but mid and high-level image features. Borji [1] combined low-level features saliency maps of previous best bottom-up models with top-down cognitive visual features and learned a direct mapping from those features to eye fixations.

As in many other fields in computer vision, a number of deep learning solutions have very recently been proposed that significantly improve performance. For example, as stated in [4], among the top 10 results in the MIT saliency benchmark [2], as of March 2016, six models were based on deep learning. When considering AUC-Judd as the reference metric, results as of September 2016 on the MIT300 benchmark include only one non-deep learning technique (Boolean map saliency [31]) among the top-ten.

The Ensemble of Deep Networks (eDN) [30] represented an early architecture that automatically learns the representations for saliency prediction, blending feature maps from different layers. Their network might be consider a shallow network given the number of layers. In [25] shallow and deeper networks were compared. DCNN have shown better results even when pre-trained with datasets build for other purposes. DeepGaze 2 [21] using VGG-19 [27] and trained with the SALICON dataset [12] has recently achieved the best results in the MIT saliency benchmark. Kruthiventi et al. [18] also used pre-trained VGG networks and the SALICON dataset to obtain saliency prediction maps with outstanding results. This network uses additional inception modules [28] to model fine and coarse saliency details. Huang et al. [9], in the so call SALICON net, obtained better results by using VGG rather than AlexNet or GoogleNet [28]. In their proposal they considered two networks with fine and coarse inputs, whose feature maps outputs are concatenated.

Following this idea of modeling local and global saliency features, Liu et al. [22] proposed a multiresolution convolutional neural network that is trained from image regions centered on fixation and non-fixation locations over multiple resolutions. Diverse top-down visual features can be learned in higher layers and bottom-up visual saliency can also be inferred by combining information over multiple resolutions. These ideas are further developed in they recent work called...
DSCLRCN [24], where the proposed model learns saliency related local features on each image location in parallel and then learns to simultaneously incorporate global context and scene context to infer saliency. They incorporate a model to effectively learn long-term spatial interactions and scene contextual modulation to infer image saliency. Their experiments have obtained outstanding results in the MIT Saliency Benchmark. Cornia et al. [5] proposed an architecture that combines features extracted at different levels of a DCNN. Their model is composed of three main blocks: a feature extraction DCNN, a feature encoding network, which weights low and high-level feature maps, and a prior learning network. They also introduce a loss function inspired by three objectives: to measure similarity with the ground truth, to keep invariance of predictive maps to their maximum and to give importance to pixels with high ground truth fixation probability. In fact choosing an appropriate loss function has become an issue that can lead to improved results. Thus, another interesting contribution of Huang et al. [9] lies on minimizing loss functions based on metrics that are differentiable, such as NSS, CC, SIM and KL divergence to train the network (see [26] and [20] for the definition of these metrics. A thorough comparison of metrics can be found in [3]). In Huang’s work [9] KL divergence gave the best results. Jetley et al. [11] also tested loss functions based on probability distances, such as X2 divergence, total variation distance, KL divergence and Bhattacharyya distance by considering saliency map models as generalized Bernoulli distributions. The Bhattacharyya distance was found to give the best results. Finally, the work by Johnson et al. [13] defines a perceptual loss combining a per-pixel loss together with another loss term based on the semantics of the image. It is applied to image style transfer but it may be used in models for saliency prediction.

In our work we present a network architecture that takes a different approach and we consider loss functions that are well adapted to our model. In particular other proposals use losses based on MSE or similar [5], [25], [17], whereas we use BCE and compare it with MSE as a reference.

3. Architecture

The architecture of the presented SalGAN is based on two deep convolutional neural network (DCNN) modules, namely the generator and discriminator, whose combined efforts aim at predicting a visual saliency map for a given input image. This section provides details on the structure of both modules, the considered loss functions, and the initialization before beginning adversarial training.

3.1. Generator

SalGAN follows a convolutional encoder-decoder architecture, where the encoder part includes max pooling layers that decrease the size of the feature maps, while the decoder part uses upsampling layers followed by convolutional filters to construct an output that is the same resolution as the input. Figure 2 shows the architecture of the system.

The encoder part of the network is identical in architecture to VGG-16 [27], omitting the final pooling and fully connected layers. The network is initialized with the weights of a VGG-16 model trained on the ImageNet data set for object classification [6]. Only the last two groups of convolutional layers in VGG-16 are modified during the training for saliency prediction, while the earlier layers remain fixed from the original VGG-16 model. We fix weights to save computational resources during training, even at the possible expense of some loss in performance.
The adversarial loss depends on the real/synthetic prediction. The convolution layers all use ReLU activations while the exception of the final layer, which uses a sigmoid activation.

## 3.2. Discriminator

Table 1 gives the architecture and layer configuration for the discriminator. In short, the network is composed of six 3x3 kernel convolutions interspersed with three pooling layers (↓2), and followed by three fully connected layers. The convolution layers all use ReLU activations while the fully connected layers employ tanh activations, with the exception of the final layer, which uses a sigmoid activation.

| layer   | depth | kernel | stride | pad | activation |
|---------|-------|--------|--------|-----|------------|
| conv1_1 | 3     | 1 x 1  | 1      | 1   | ReLU       |
| conv1_2 | 32    | 3 x 3  | 1      | 1   | ReLU       |
| pool1   |       |        |        | 2   | 0          |
| conv2_1 | 64    | 3 x 3  | 1      | 1   | ReLU       |
| conv2_2 | 64    | 3 x 3  | 1      | 1   | ReLU       |
| pool2   |       |        |        | 2   | 0          |
| conv3_1 | 64    | 3 x 3  | 1      | 1   | ReLU       |
| conv3_2 | 64    | 3 x 3  | 1      | 1   | ReLU       |
| pool3   |       |        |        | 2   | 0          |
| fc4     | 100   |        | -      | -   | tanh       |
| fc5     | 2     |        | -      | -   | tanh       |
| fc6     | 1     |        | -      | -   | sigmoid    |

Table 1: Architecture of the discriminator network.

The decoder architecture is structured in the same way as the encoder, but with the ordering of layers reversed, and with pooling layers being replaced by upsampling layers. Again, ReLU non-linearities are used in all convolution layers, and a final 1 x 1 convolution layer with sigmoid non-linearity is added to produce the saliency map. The weights for the decoder are randomly initialized.

## 4. Training

The filter weights in SalGAN have been trained over a perceptual loss [13] resulting from combining a content and adversarial loss. The content loss follows a classic approach in which the predicted saliency map is pixel-wise compared with the corresponding one from ground truth. The adversarial loss depends on the real/synthetic prediction of the discriminator over the generated saliency map.

### 4.1. Content loss

The content loss is computed in a per-pixel basis, where each value of the predicted saliency map is compared with its corresponding peer from the ground truth map. Given an image \( I \) of dimensions \( N = W \times H \), we represent the saliency map \( S \) as vector of probabilities where \( S_j \in R^N \) is the probability of pixel \( I_j \) being fixated. A content loss function \( L(S, \hat{S}) \) is defined between the predicted saliency map \( \hat{S} \) and its corresponding ground truth \( S \).

The first considered content loss is mean squared error (MSE) or Euclidean loss, defined as:

\[
L_{MSE} = \frac{1}{N} \sum_{j=1}^{N} (S_j - \hat{S}_j)^2. 
\]

In our work, MSE is used as a baseline reference, as it has been adopted directly or with some variations in other state-of-the-art solutions for visual saliency prediction [25, 17, 5]. Solutions based on MSE aim at maximizing the peak signal-to-noise ratio (PSNR). These works tend to filter high spatial frequencies in the output, favoring this way blurred contours. MSE corresponds to computing the Euclidean distance between the predicted saliency and the ground truth.

Ground truth saliency maps are normalized so that each value is in the range [0, 1]. Saliency values can therefore be interpreted as estimates of the probability that a particular pixel is attended by an observer. It is tempting to therefore induce a multinomial distribution on the predictions using a softmax on the final layer. Clearly, however, more than a single pixel may be attended, making it more appropriate to treat each predicted value as independent of the others. We therefore propose to apply an element-wise sigmoid to each output in the final layer so that the pixel-wise predictions can be thought of as probabilities for independent binary random variables. An appropriate loss in such a setting is the binary cross entropy, which is the average of the individual binary cross entropies (BCE) across all pixels:

\[
L_{BCE} = -\frac{1}{N} \sum_{j=1}^{N} S_j \log(\hat{S}_j) + (1 - S_j) \log(1 - \hat{S}_j). 
\]

### 4.2. Adversarial loss

Generative adversarial networks (GANs) [7] are commonly used to generate images with realistic statistical properties. The idea is to simultaneously fit two parametric functions. The first of these functions, known as the generator, is trained to transform samples from a simple distribution (e.g. Gaussian) into samples from a more complicated distribution (e.g. natural images). The second function, the discriminator, is trained to distinguish between samples from the true distribution and generated samples. Training proceeds alternating between training the discriminator using generated and real samples, and training the generator, by keeping the discriminator weights constant and backpropagating the error through the discriminator to update the generator weights.

The saliency prediction problem has some important differences from the above scenario. First, the objective is to fit a deterministic function that generates realistic saliency...
values from images, rather than realistic images from random noise. As such, in our case the input to the generator is not random noise but an image. Second, it is clear that knowledge of the image that a saliency map corresponds to is essential to evaluate quality. We therefore include both the image and saliency map as inputs to the discriminator. Finally, when using generative adversarial networks to generate realistic images, there is generally no ground truth to compare against. In our case, however, the corresponding ground truth saliency map is available. When updating the parameters of the generator function, we found that using a loss function that is a combination of the error from the discriminator and the cross entropy with respect to the ground truth improved the stability and convergence rate of the adversarial training. The final loss function for the generator during adversarial training can be formulated as:

$$L_{GAN} = \alpha \cdot L_{BCE} - \log D(I, \hat{S}),$$

(3)

where $D(I, \hat{S})$ is the probability of fooling the discriminator, so that the loss associated to the generator will grow more when chances of fooling the discriminator are lower. In our experiments, we used a hyperparameter of $\alpha = 0.05$. During the training of the discriminator, no content loss is available and the sign of the adversarial term is switched.

At train time, we first bootstrap the generator function by training for 15 epochs using only BCE, which is computed with respect to the downsampled output and ground truth saliency. After this, we add the discriminator and begin adversarial training. The input to the discriminator network is an RGBS image of size $256 \times 192 \times 4$ containing both the source image channels and (predicted or ground truth) saliency.

We train the networks on the 10,000 images from the SALICON training set using a batch size of 32. This was the largest batch size we could use given the memory constraints of our hardware. During the adversarial training, we alternate the training of the generator and discriminator after each iteration (batch). We used L2 weight regularization (i.e. weight decay) when training both the generator and discriminator ($\lambda = 1 \times 10^{-4}$). We used AdaGrad for optimization, with an initial learning rate of $3 \times 10^{-4}$.

5. Experiments

The presented SalGAN model for visual saliency prediction was assessed and compared from different perspectives. First, the impact of using BCE and the downsampled saliency maps are assessed. Second, the gain of the adversarial loss is measured and discussed, both from a quantitative and a qualitative point of view. Finally, the performance of SalGAN is compared to both published and unpublished works to compare its performance with the current state-of-the-art. The experiments aimed at finding the best configuration for SalGAN were run using the train and validation partitions of the SALICON dataset [12]. This is a large dataset built by collecting mouse clicks on a total of 20,000 images from the Microsoft Common Objects in Context (MS-CoCo) dataset [23]. We have adopted this dataset for our experiments because it is the largest one available for visual saliency prediction. In addition to SALICON, Section 5.3 also presents results on MIT300, the benchmark with the largest amount of submissions.

5.1. Non-adversarial training

The two content losses presented in Section 4.1, MSE and BCE, were compared to define a baseline upon which we later assess the impact of the adversarial training. The two first rows of Table 3 shows how a simple change from MSE to BCE brings a consistent improvement in all metrics. This improvement suggests that treating saliency prediction as multiple binary classification problem is more appropriate than treating it as a standard regression problem, in spite of the fact that the target values are not binary. Minimizing cross entropy is equivalent to minimizing the KL divergence between the predicted and target distributions, which is a reasonable objective if both predictions an targets are interpreted as probabilities.

Based on the superior BCE-based loss compared with MSE, we also explored the impact of computing the content loss over downsampled versions of the saliency map. This technique reduces the required computational resources at both training and test times and, as shown in Table 2, not only does it not decrease performance, but it can actually improve it. Given this results, we chose to train SalGAN on saliency maps downsampled by a factor $1/x$ over a saliency map of $256 \times 192$.

### Table 2: Impact of downsampled saliency maps at (15 epochs) evaluated over SALICON validation. BCE/$x$ refers to a downsample factor of $1/x$ over a saliency map of $256 \times 192$.

| Method | sAUC | AUC-B | NSS | CC | IG |
|--------|------|-------|-----|----|----|
| BCE   | 0.752 | 0.825 | 2.473 | 0.761 | 0.712 |
| BCE/2 | 0.750 | 0.820 | 2.527 | 0.764 | 0.592 |
| BCE/4 | **0.755** | **0.831** | 2.511 | 0.763 | 0.825 |
| BCE/8 | 0.754 | 0.827 | 2.503 | 0.762 | **0.831** |

The gain achieved by introducing the adversarial loss into the perceptual loss (see Section 4.2) was assessed by using BCE as a content loss and feature maps of $68 \times 48$. The first row of results in Table 3 refers to a baseline defined by training SalGAN with the BCE content loss for 15 epochs.
Figure 3: SALICON validation set accuracy metrics for GAN+BCE vs BCE on varying numbers of epochs. AUC shuffled is omitted as the trend is identical to that of AUC Judd.

only. Later, two options are considered: 1) training based on BCE only (2nd row), or 2) introducing the adversarial loss (3rd and 4th row).

Figure 3 compares validation set accuracy metrics for training with combined GAN and BCE loss versus a BCE alone as the number of epochs increases. In the case of the AUC metrics (Judd and Borji), increasing the number of epochs does not lead to significant improvements when using BCE alone. The combined BCE/GAN loss however, continues to improve performance with further training. After 100 and 120 epochs, the combined GAN/BCE loss shows substantial improvements over BCE for five of six metrics.

The single metric for which GAN training fails to improve performance is normalized scanpath saliency (NSS). The reason for this may be that GAN training tends to produce a smoother and more spread out estimate of saliency, which better matches the statistical properties of real saliency maps, but may increase the false positive rate. As noted by Bylinskii et al. [3], NSS is very sensitive to such false positives. The impact of increased false positives depends on the final application. In applications where the saliency map is used as a multiplicative attention model (e.g. in retrieval applications, where spatial features are importance weighted), false positives are often less important than false negatives, since while the former includes more distractors, the latter removes potentially useful features. Note also that NSS is differentiable, so could potentially be optimized directly when important for a particular application.

Table 3: Best results through epochs obtained with non-adversarial (MSE and BCE) and adversarial (GAN) training. BCE/4 and GAN/4 refer to downsampled saliency maps. Saliency maps assessed on SALICON validation.

| loss          | sAUC | AUC-B | NSS | CC | IG |
|---------------|------|-------|-----|----|----|
| MSE           | 0.728| 0.820 | 1.680| 0.708| 0.628|
| BCE           | 0.753| 0.825 | 2.562| 0.772| 0.824|
| BCE/4         | 0.757| 0.833 | 2.580| 0.772| 1.067|
| GAN/4         | 0.773| 0.859 | 2.589| 0.786| 1.243|

5.3. Comparison with the state-of-the-art

SalGAN is compared in Table 4 to several other algorithms from the state-of-the-art. The comparison is based on the evaluations run by the organizers of the SALICON and MIT300 benchmarks on a test dataset whose ground truth is not public. The two benchmarks offer complementary features: while SALICON is a much larger dataset with 5,000 test images, MIT300 has attracted the participation of many more researchers. In both cases, SalGAN was trained using 15,000 images contained in the training (10,000) and validation (5,000) partitions of the SALICON dataset. Notice that while both datasets aim at capturing visual saliency, the acquiring of data differed, as SALICON ground truth was generated based on crowdsourced mouse clicks, while the MIT300 was built with eye trackers on a limited and controlled group of users. Table 4 compares SalGAN not only with published models, but also with works that have not been peer reviewed. SalGAN presents very competitive results in both datasets, as it improves or equals the performance of all other models in at least one metric.

5.4. Qualitative results

The impact of adversarial training has also been explored from a qualitative perspective by observing the resulting saliency maps. Figure 4 shows three examples from the MIT300 dataset, highlighted by Bylinskii et al. [4] as being particular challenges for existing saliency algorithms. The areas highlighted in yellow in the images on the left are particular challenges for existing saliency algorithms. The second example illustrates a failure case where SalGAN, like other algorithms, also fails to place sufficient saliency on the area around the white ball (though this region does have more saliency than most of the rest of the image). The final example illustrates what we believe to be one of the limitations of this dataset. The ground truth places most of the saliency on the smaller text at the bottom of the sign. This is because observers tend spend more time attending...
this area (reading the text), and not because it is the first area that observers tend to attend. Existing metrics, however, tend to be agnostic to the order in which areas are attended, a limitation we hope to look into in the future.

Figure 5 illustrates the effect of adversarial training on the statistical properties of the generated saliency maps. Shown are two close up sections of a saliency map from cross entropy training (left) and adversarial training (right). Training on BCE alone produces saliency maps that while they may be locally consistent with the ground truth, are often less smooth and have complex level sets. GAN training on the other hand produces much smoother and simpler level sets. Finally, Figure 6 shows some qualitative results comparing the results from training with MSE, BCE, and BCE/GAN against the ground truth for images from the SALICON validation set.

### 6. Conclusions

In this work we have shown how adversarial training over a deep convolutional neural network can achieve state-of-the-art performance with a simple encoder-decoder architecture. A BCE-based content loss was shown to be effective for both initializing the generator, and as a regularization term for stabilizing adversarial training. Our experiments showed that adversarial training improved all bar one saliency metric when compared to further training on cross entropy alone.

It is worth pointing out that although we use a VGG-16 based encoder-decoder model as the generator in this paper, the proposed GAN training approach is generic and could be applied to improve the performance of other deep saliency models. For example, the authors of the DSCLRCN model observed that ResNet-based architectures outperformed VGG-based ones for saliency prediction, and that using multiple image scales improves accuracy. Similar modifications to our model would likely provide similar gains. Further improvements could also likely be achieved by carefully tuning hyperparameters, and in particular the tradeoff between BCE and GAN loss in Equation 3, which we did not attempt to optimize for this paper. Finally, an ensemble of models is also likely to improve performance, at the cost of additional computation at predict time.

Our results can be reproduced with the source code and trained models available at https://imatge-upc.github.io/saliency-salgan-2017/.
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