Complex contagion leads to complex dynamics in models coupling behaviour and disease
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ABSTRACT
Models coupling behaviour and disease as two unique but interacting contagions have existed since the mid 2000s. In these coupled contagion models, behaviour is typically treated as a ‘simple contagion’. However, the means of behaviour spread may in fact be more complex. We develop a family of disease-behaviour coupled contagion compartmental models in order to examine the effect of behavioural contagion type on disease-behaviour dynamics. Coupled contagion models treating behaviour as a simple contagion and a complex contagion are investigated, showing that behavioural contagion type can have a significant impact on dynamics. We find that a simple contagion behaviour leads to simple dynamics, while a complex contagion behaviour supports complex dynamics with the possibility of bistability and periodic orbits.
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1. Introduction
The desire to better understand the interaction between disease and behaviour has led to the development of ‘coupled contagion models’ (see e.g. [15–17, 21, 40, 44, 51, 54–57]) in which both disease and behaviour are treated as contagious processes and subsequently coupled. Typically these models treat both contagions as ‘simple contagions’, assuming recruitment can occur through a single contact. However, an added complication is that mechanisms for behavioural contagion may differ from those for disease transmission. For example, behavioural change might occur through ‘complex contagions’, where adoption requires reinforcement or contact from multiple sources [6, 8, 38, 48]. The objective of this paper is to study the dynamic implications of simple versus complex behavioural contagion in the coupling of behaviour and disease. We shall show that when behaviour is viewed as a complex contagion, complex disease dynamics can arise in a family of ordinary differential equation (ODE) models that couple behaviour and disease.

Recognition of infectious disease as a contagious process dates back to the establishment of the germ theory of disease [47], and the use of mathematical models for describing disease dynamics has a long history [2, 3, 30]. In contrast, mathematical modelling of
the spread of ideas and behavioural change as a contagion is of more recent origin, with frameworks such as ‘susceptible-infectious-susceptible’ (SIS) dynamics being adopted for modelling ‘thought contagion’ [20, 36]. The coupling of disease and behaviour has long been recognized, and continues to be critically important to public health. Proper condom usage [5, 29] and treatment seeking [33] are behaviours that directly impact the incidence and prevalence of sexually transmitted infections (STIs). On the other hand, disease may also impact behaviour. For example, the outbreak of HIV in the 1980s led to an ‘epidemic’ of stigma against HIV-positive individuals [26, 37].

There has been recent interest in developing and understanding mathematical models that combine behaviour and disease dynamics as coupled contagions [11, 15, 16, 21, 33, 40, 44, 51, 54–57]. This interest stems both from applied and theoretical interest. Fu, Christakis, and Fowler [13] recently presented empirical evidence that the absence of behaviour as a contagion from models can lead to faulty predictions of critical disease statistics such as the basic reproduction number and final outbreak size [13]. Indeed, understanding how and to what extent behaviour should be explicitly incorporated into infectious disease models is one of the largest challenges facing mathematical modellers of infectious disease [14]. On the other hand, understanding coupled contagion dynamics is of theoretical interest as well, as this coupling can result in dynamics that do not occur when the two are uncoupled [1].

In much of the existing coupled contagion literature, behavioural contagion is modelled as a ‘simple contagion’ [11, 15, 16, 21, 33, 40, 44, 51, 55–57]. With a simple contagion the spread of the contagion requires only a single contact, often being modelled with mass action incidence. However, it is possible that some behaviours require multiple exposures and/or social reinforcement to spread [6, 8, 38, 48]. Contagions that spread in this manner will be referred to as ‘complex contagions’. The effect that behavioural contagion type has on coupled disease-behaviour dynamics is not well understood. The intention of this paper is to help fill this gap.

In this paper, we present an ODE coupled contagion framework that allows us to compare the qualitative differences between a coupled contagion model treating behaviour as a simple contagion and one that treats behaviour as a complex contagion. We show that the complex contagion model provides much richer dynamics, having the potential for unforced oscillations and bistability in certain parameter regimes.

The remainder of the paper is organized as follows. Section 2 presents the general model in which disease and behaviour are coupled, followed by the stability analysis of the disease-free equilibrium (DFE) based on the derived basic reproduction number. Sections 3 and 4 insert behaviour into our general model as a simple and complex contagion, respectively. Particularly, a thorough bifurcation analysis is conducted for the simple behavioural contagion model in Section 3; a detailed equilibrium analysis is carried out in a special case for a complex behavioural contagion model and more general investigations are addressed with numerical results in Section 4. Final conclusions and remarks are given in Section 5.

2. The general model

We present a model coupling disease with a behaviour that inhibits disease spread.

The basic structure builds upon SIS dynamics for both disease and behaviour, with coupling of the two contagion processes via the respective incidence terms. Let $S$ denote the
The proportion of the population that is susceptible to disease, $I$ the proportion that is infected, $U$ the proportion that has not adopted (i.e. are ‘susceptible’ to) the behaviour, and $A$ the proportion that has adopted (i.e. are ‘infected’ with) the behaviour.

The general family of models we consider is:

$$
\dot{S} = -\beta h(A)SI + \gamma I,
\dot{I} = \beta h(A)SI - \gamma I,
\dot{U} = -\alpha \ell(I)g(U, A) + \xi A,
\dot{A} = \alpha \ell(I)g(U, A) - \xi A.
$$

(1)

Incorporated into system (1) are the following assumptions:

(i) There is no explicit tracking of behaviour status within the disease compartments, or of disease status within the behaviour compartments (i.e. the $S$, $I$, $U$, and $A$ compartments are not divided into sub-compartments).

(ii) Both disease transmission and behaviour adoption are assumed to occur through the interaction between ‘susceptible’ and ‘infected’ individuals with respect to the corresponding contagion.

(iii) Behaviour prevalence modulates disease transmission, for example by altering the probability that a contact leads to disease transmission.

(iv) Disease prevalence modulates behaviour transmission, again by altering the probability that a contact results in behaviour transmission.

Assumptions (iii) and (iv) are the basis of how disease and behaviour are coupled in the family of models we consider. In particular, the $h(A)$ and $\ell(I)$ terms in system (1) correspond to how behaviour prevalence modulates disease incidence and how disease prevalence modulates behaviour incidence, respectively. We will assume throughout that $h(A)$ and $\ell(I)$ are continuous on $[0, 1]$, continuously differentiable on $(0, 1)$, and satisfy:

(a) $h(0) = 1$.
(b) $0 \leq h(A) \leq 1$ for $A \in [0, 1]$.
(c) $h'(A) \leq 0$ for $A \in (0, 1)$.
(d) $\ell(0) = 0$.
(e) $0 \leq \ell(I) \leq 1$ for $I \in [0, 1]$.
(f) $\ell'(I) \geq 0$ for $I \in (0, 1)$.

We are thus considering protective behaviours that limit disease transmission, assume that motivation to adopt behaviour increases with the perception of disease risk, and assume that in the absence of disease the system will converge to a population where no one adopts the behaviour.

Assumption (i) is an approximation, and will not hold in situations where disease and behaviour status are highly dependent. An advantage of assumption (i) is that it reduces the dimension of the system, allowing for analytic results and biological insight into how different behavioural contagion processes affect disease dynamics that could otherwise be obfuscated by more complicated approaches. There are furthermore situations where this
approximation may be reasonable. As a motivating example, consider condom usage and gonorrhoea among men who have sex with men. SIS models have been used to model gonorrhoea, including the classical work of Hethcote and Yorke [27]. A high proportion of gonorrhoea infections are asymptomatic, and thus condom usage being independent of an individual’s infection status may be a reasonable approximation (assumption (i)). Perceived costs of condom usage can be significant [39], leading to unprotected sex in some cases, and condom usage would likely decline if neither disease nor birth control was concerns. Condom use decreases the transmission of sexually transmitted infections (STIs), and it is possible that condom usage would increase with increased prevalence and perceived risk of STIs such as gonorrhoea [19] (assumption (iii)). Sexual behaviours are intimate and changes in sexual behaviour may be heavily influenced by direct interaction with individuals exhibiting the behaviour or advocating behaviour change [31, 43, 46] (assumption (ii)). We note that condom usage is variable within an individual between sex acts [12, 41], and thus behaviour adoption may correspond to changes in the frequency of condom usage (e.g. ‘unadopted’ corresponding to rarely uses a condom, and ‘adopted’ corresponding to often uses a condom) rather than an all or nothing outcome.

Throughout the paper, we fix the disease transmission process to follow mass action kinetics and investigate the effects of varying the form of the behavioural contagion incidence term. Contacts between $U$ and $A$ individuals are modelled with $g(U, A)$. The actual form of $g$ depends upon the behavioural contagion type being considered, as we will discuss in the following sections.

Taking $S+I = U+A = 1$ (conservation of the population) allows for the following reduced model:

$$\dot{I} = \beta h(A)(1 - I)I - \gamma I,$$

$$\dot{A} = \alpha \ell(I)f(A) - \xi A,$$

where $f(A) = g((1 - A), A)$.

Figure 1 below is a flow diagram of the model and Table 1 is an accompanying parameter table. We will use the requirements for the parameters listed in Table 1 in various proofs throughout the paper without explicitly stating them. Also for the remainder of this paper let $\Omega$ denote $[0, 1] \times [0, 1]$ where $I$ is the first coordinate and $A$ is the second coordinate. This is the biologically relevant region for model (2).

In the following sections, we will make two choices for $g(U, A)$, one that corresponds to simple contagion and another corresponding to complex contagion. First, however, there are some features of this framework that will hold regardless of the choice of $g(U, A)$. The first such result is the form of the disease’s basic reproduction number, $R_0$. Assuming that $h(A)$ is differentiable at $A = 0$ and $\ell(I)$ is differentiable at $I = 0$, we use the next generation matrix approach [9, 53] with $(I, A) = (0, 0)$ as the DFE. The basic reproduction number for (2) is found to be:

$$R_0 = \frac{\beta}{\gamma}.$$  

Note that (3) does not depend upon behaviour. This is because behaviour adoption is contingent upon disease prevalence, which is 0 at the DFE. The absence of behaviour related parameters in (3) paired with the following result will show that in model (2) despite the
Figure 1. Compartmental transition diagram for model (1). Red indicates disease contributions, and blue indicates behavioural contributions. Note the coupling of both processes is the mutual modulation of rates, $\beta h(A)$ for disease and $\alpha \ell(I)$ for behaviour.

Table 1. Reference table for model (4) that provides a definition of relevant parameters and regions.

| Symbol | Meaning                          | Requirements |
|--------|---------------------------------|--------------|
| $\beta$ | Disease transmission rate       | $> 0$        |
| $\gamma$ | Recovery rate                  | $> 0$        |
| $\alpha$ | Behavioural adoption rate    | $> 0$        |
| $\xi$   | Forgetting rate                 | $> 0$        |
| $\Omega$ | Biologically relevant region   | $[0, 1] \times [0, 1]$ |

The finding that behaviour change alone is insufficient to prevent disease outbreaks is a common feature of models where disease is required for behaviour adoption [15, 16, 33].
However as we will see in the following two sections, behavioural contagion can have an impact on the future course of a disease once an outbreak has occurred.

For the remainder of the paper we take $\ell(I) = I$. This choice gives a simple functional form relating perceived disease risk to disease prevalence and is convenient for mathematical analysis. We expect similar qualitative dynamics for $\ell(I)$ monotone increasing and concave down on $(0, 1)$.

This final assumption gives our reduced model the following form:

\[
\begin{align*}
\dot{I} & = \beta h(A)(1 - I)I - \gamma I, \\
\dot{A} & = \alpha I(1 - A)A - \xi A.
\end{align*}
\]

(4)

3. Behaviour as a simple contagion

For behaviours that spread as a simple contagion, we take $g(U, A) = UA$. This corresponds to behaviour transmission following mass action kinetics, resulting in the reduced system:

\[
\begin{align*}
\dot{I} & = \beta h(A)(1 - I)I - \gamma I \\
\dot{A} & = \alpha I(1 - A)A - \xi A.
\end{align*}
\]

(5)

This approach follows from the social science literature [20, 36], and many prior coupled contagion models utilize mass action kinetics as well [11, 15, 16, 33, 40, 51].

The simplicity of (5) allows for a full analysis without reliance on numerical tools. We show below that our model is able to recover similar dynamics to other coupled contagion models that treat behaviour as a simple contagion. In particular, the dynamics of our behavioural simple contagion model mimic those of models in which disease compartments are broken into sub-compartments that denote behavioural status [11, 15, 16, 33, 40, 51].

3.1. Analysis and results

The right hand side of (5) is continuously differentiable everywhere $h(A)$ is continuously differentiable, and thus for initial conditions starting in the interior of $\Omega$ there exist unique solutions. Checking the system on the boundary guarantees that any trajectory that starts in $\Omega$ remains in $\Omega$ for all time; that is, the domain $\Omega$ is positively invariant for model (5).

We are now interested in finding all steady states in which disease is present. In order to do this we first introduce a key parameter for determining when behaviour is able to invade the system:

\[
R_b = \frac{\alpha}{\xi}.
\]

(6)

Note that $R_b$ can be interpreted as a reproduction number for information in system (5). Specifically, in a completely unadopted population the number of secondary adopters that a single adopter produces during its lifespan is $R_b$.

There are possibly two distinct fixed points with nonzero disease prevalence. The first can be found by setting $\dot{I}$ and $\dot{A}$ equal to 0. When $R_0 > 1$ this gives a biologically meaningful endemic point, $(1 - 1/R_0, 0)$. To prove the existence of the other point we look at the intersection of the interior nullclines of system (5).
Theorem 3.1: The A-nullcline, \( I_A(A) = 1/R_b(1 - A) \), and the I-nullcline, \( I_I(A) = 1 - 1/R_0h(A) \), of system (5) intersect exactly once in the interior of \( \Omega \) when \( 0 < 1/R_b < 1 - 1/R_0 \) and never in the interior of \( \Omega \) when \( 1/R_b \geq 1 - 1/R_0 \geq 0 \).

Proof: \( I'_A(A) > 0 \) and \( I'_I(A) \leq 0 \) on \([0,1)\). Thus the absolute minimum for \( I_A \) on \([0,1)\) is \( I_A(0) = 1/R_b \). The absolute maximum for \( I_I \) on \([0,1)\) is \( I_I(0) = 1 - 1/R_0 \).

Suppose \( 0 < 1/R_b < 1 - 1/R_0 \). Then because \( \lim_{A \to 1} I_A(A) = \infty \), and \( I_A \) is continuous and strictly increasing on \([0,1)\) it must hold that \( I_A \) and \( I_I \) cross exactly once inside the interior of \( \Omega \).

On the other hand if \( 1/R_b \geq 1 - 1/R_0 \geq 0 \) it is not possible for \( I_A \) and \( I_I \) to intersect inside the interior of \( \Omega \). ■

The equilibrium that results from Theorem 3.1 will be denoted as \( (I^*, A^*) \) and will be referred to as the coexistence point of system (5). This is because it is a steady state where both disease and behaviour prevalence are nonzero. It can be seen from the proof of Theorem 3.1 that \( I^* < 1 - 1/R_0 \), therefore when behaviour is present there is a lower disease prevalence.

We now see that model (5) has at most three biologically relevant fixed points,

\[
(I, A) = (0, 0),
\]

\[
(I, A) = \left(1 - \frac{1}{R_0}, 0\right) \quad \text{when} \quad R_0 > 1,
\]

\[
(I, A) = (I^*, A^*) \quad \text{when} \quad R_0 \geq \frac{R_b}{R_b - 1} \geq 0.
\]

From the previous section we have a full understanding of how the DFE is affected by the infectiousness of both the disease and behaviour contagions. We would like to know under which conditions, if any, the endemic and coexistence points are stable.

As a first step towards this stability analysis, we show that for any choice of parameters system (5) does not allow for periodic solutions.

Theorem 3.2: System (5) does not admit periodic orbits in \( \Omega \).

Proof: Let \( B(I, A) = 1/I_A \). Then in \( \Omega \setminus \{A = 0\} \)

\[
\frac{\partial (B)}{\partial I} = \frac{-h(A)}{A} \leq 0, \quad \text{and} \quad \frac{\partial (B)}{\partial A} = -\alpha < 0. \quad \text{Thus} \quad \frac{\partial (B)}{\partial I} + \frac{\partial (B)}{\partial A} < 0,
\]

and so by the Bendixson–Dulac criterion there is no periodic orbit in \( \Omega \setminus \{A = 0\} \).

On the set \( \{A = 0\} \) our system becomes:

\[
\dot{I} = \beta(1 - I)I - \gamma I
\]

\[
\dot{A} = 0,
\]

which will tend to \((0,0)\) or \((1 - 1/R_0, 0)\) as \( t \to \infty \).

Thus for any choice of parameters system (5) does not admit periodic solutions. ■
Theorems 3.3 and 3.4 below show that when $R_0$ is greater than one but below $R_b/(R_b - 1)$, then almost all solution trajectories approach the endemic equilibrium, whereas for $R_0 > R_b/(R_b - 1)$ the coexistence point is globally asymptotically stable.

**Theorem 3.3:** The endemic equilibrium of (5) is globally asymptotically stable in $\Omega \setminus \{I = 0\}$ when $1 < R_0 < R_b/(R_b - 1)$ and is unstable otherwise.

**Proof:** The Jacobian of (5) evaluated at (8) is
\[
\begin{pmatrix}
\gamma - \beta \\
0 \quad \alpha \left(1 - \frac{1}{R_0}\right) - \xi
\end{pmatrix},
\]
where $*$ denotes some nonzero entry we do not need because our matrix is upper triangular. When $R_0 > 1$ it holds that $\gamma - \beta < 0$. The other eigenvalue is strictly negative when $1 < R_0 < R_b/(R_b - 1)$. Thus the endemic point is locally asymptotically stable when $1 < R_0 < R_b/(R_b - 1)$. In this regime the only two fixed points in the invariant set $\Omega$ are (7) and (8). The unstable manifold of the DFE goes from the DFE along the $I$-axis into the endemic point, while the stable manifold of the DFE corresponds to the $I = 0$ axis. This rules out a homoclinic orbit emanating out of the DFE. Note also that for $1 < R_0 < R_b/(R_b - 1)$ the coexistence point (9) does not exist in the biologically relevant region. Together with Theorems 2.1 and 3.2, for $1 < R_0 < R_b/(R_b - 1)$ we have that the endemic equilibrium (8) is the only attractor for the planar system (5), and thus is globally asymptotically stable on $\Omega \setminus \{I = 0\}$. Finally, when $R_0$ is not in $(1, R_b/(R_b - 1))$ the Jacobian has at least one strictly positive eigenvalue, so the endemic point is unstable.

**Theorem 3.4:** If $R_0 > R_b/(R_b - 1) > 0$ point (9) of system (5) is globally asymptotically stable on the set $\Omega \setminus (\{A = 0\} \cup \{I = 0\})$.

**Proof:** Suppose $R_0 > R_b/(R_b - 1) > 0$. By Theorems 2.1 and 3.3 both the DFE and endemic point are unstable, and from Theorem 3.2 there are no periodic solutions. Note also that the DFE and endemic point have one dimensional stable manifolds corresponding to the $I = 0$ and $A = 0$ axes, respectively, and thus saddle connections involving these fixed points do not exist. As system (5) is planar, we conclude that solution trajectories starting in the interior of $\Omega$ must approach the coexistence point as $t \to \infty$. Therefore (9) is globally asymptotically stable.

Theorems 3.3 and 3.4 imply that the dynamics of system (5) are completely determined by $R_0$ and $R_b$. The $R_0$-$R_b$ parameter plane is presented below in Figure 2 with bifurcation curves that break the plane into three distinct dynamical regions. The $R_0 = 1$ curve corresponds to a transcritical bifurcation where disease (but not behaviour) invades the system, and is a common feature in disease models. In addition, there exists a second curve of transcritical bifurcations at $R_0 = R_b/(R_b - 1)$, where points (8) and (9) collide and exchange stability. Information invasion and behavioural change correspond to crossing this latter curve of transcriticals.

There are three dynamical features of system (5) that we wish to highlight. First, the disease invasion threshold is not altered by behaviour in model (5). This is expected
because our behavioural adoption function, $\alpha IA(1 - A)$, is modulated by disease prevalence. Previous prevalence-driven compartmental coupled contagion models [15, 16, 33] have observed this same feature. Second, disease infection drives behaviour adoption, in that $R_0$ must be sufficiently large in order for behaviour adoption to occur. Indeed, for any $R_b > 1$ there exists a region for $R_0$, namely $(1, R_b/(R_b - 1))$, where disease is present but not behaviour. Again this reflects the fact that behaviour transmission requires the presence of disease in system (5). Other studies have found similar results, as Funk et al. (2009) found that awareness spreads only when sufficiently many carry the disease [16], Wang et al. (56) found that information propagation is promoted by disease spreading [56], and Granell et al. (21) found that increasing disease infectivity can also increase the fraction of aware individuals [21]. Finally, we also find that when behaviour is able to invade, disease prevalence at the attracting fixed point is lowered. Again this is expected, as lowered prevalence should occur when a behaviour that prevents disease spread is considered [11, 15, 16, 21, 33, 40, 44, 51, 55–57]. System (5) has been sufficiently analysed and we can now examine the differences that occur with a complex contagion approach for behaviour spread.
4. Behaviour as a complex contagion

To model behaviour as a complex contagion we take \( g(U, A) = UA^2/(\delta^2 + A^2) \), where \( \delta \) is the Hill activation coefficient. This gives the reduced system:

\[
\begin{align*}
\dot{I} &= \beta h(A)(1 - I)I - \gamma I, \\
\dot{A} &= \frac{\alpha I(1 - A)A^2}{\delta^2 + A^2} - \xi A.
\end{align*}
\] (10)

A Hill function is utilized to emulate the cooperativity required in spreading a complex contagion. Repeated exposures are necessary for the transmission of complex contagions. When prevalence is very low (e.g. a single individual), repeated exposures do not occur and thus there is very little or no transmission. Now consider the force of behavioural infection with the Hill function in system (10), \( \alpha I A^2/(\delta^2 + A^2) \). Similar to the complex contagion scenario described above, the rate of change of the force of infection is 0 when \( A = 0 \), with an accelerating force of infection for sufficiently low information prevalence. Specifically, the Hill function has positive curvature for \( A < \delta / \sqrt{3} \). Note also that the force of infection begins to plateau as \( A \) increases, indicating a saturation effect that occurs when individuals that do not exhibit the behaviour are difficult to encounter. This saturation effect begins to occur as the curvature of the force of infection becomes negative when \( A > \delta / \sqrt{3} \).

Hill functions have been widely used as a nonlinear force of infection term in the disease modelling literature [28, 34, 35]. In particular, it is a specific instance of a general class of function used to model diseases that require multiple exposures for spread and exhibit the saturation effect [34]. Empirical evidence for behavioural complex contagion, where multiple concurrent exposures are required for transmission, has been documented in several different settings [6, 38, 48].

We use a Hill function here as a mathematically simple incidence function that captures the initial acceleration of the force of infection with prevalence, a key feature of complex contagion. However, whether or not the analytical results of this choice for \( g(U, A) \) generalize to a broader class of functions is beyond the scope of the presented work. We comment further on the potential for generalization in Section 5.

In the remainder of the paper we will assume that \( \delta \in [0, \sqrt{3}] \), so that both cooperativity and saturation in the force of infection for behaviour can occur in the biologically relevant range \( 0 \leq A \leq 1 \).

4.1. Analysis and results

Next we examine the the dynamics of system (10). Model (10) is more complicated than (5) and as such numerical tools will be relied upon. When the need for numerical tools arises the generality of \( h(A) \) will be dropped in favour of a specific function.

The right hand side of (10) is continuously differentiable everywhere as \( h(A) \) is continuously differentiable. The vector field points inward on the boundary of the compact set \( \Omega \), and thus there exist unique solutions in all of \( \Omega \), and any solution that begins in \( \Omega \) remains in \( \Omega \) for all positive time.

Our goal is to describe the dynamics of system (10). For this we will continue to use the notation \( R_b = \alpha / \xi \), however, it is important to note that in system (10) \( R_b \) loses its previous biological interpretation. Here \( R_b \) only gives an upper bound on the number of
secondary adopters an adopter can create. Once we incorporate cooperativity an adopter's ability to spread the behaviour becomes more complicated, but $R_b$ still plays an important role.

To understand the dynamics of model (10) we again look for non-DFE fixed points. Solving $\dot{I} = 0$ and $\dot{A} = 0$ simultaneously we find that $(1 - 1/R_0, 0)$ is also an equilibrium for this system. We will refer to this point as the endemic point of model (10).

While behaviour was able to destabilize the endemic point of model (5), the same is not true of the endemic point of model (10).

**Theorem 4.1:** If $R_0 > 1$ the endemic fixed point of system (10) is locally stable.

**Proof:** The Jacobian of (10) evaluated at the endemic point is:

$$
egin{pmatrix}
\gamma - \beta & * \\
0 & -\xi
\end{pmatrix},
$$

where $*$ denotes a potentially nonzero entry. Both eigenvalues are strictly negative when $R_0 > 1$. Thus the endemic point is locally asymptotically stable when $R_0 > 1$. ■

Theorem 4.1 suggests that merely introducing a deterrent behaviour into the population is not enough to alter the course of an already established infectious disease in system (10). In order to better understand the role behaviour plays in system (10) we look for other nontrivial equilibria. Once again we look to the intersection of nullclines in the interior of $\Omega$ to prove their existence.

**Lemma 4.2:** A necessary condition for the existence of equilibria for system (10) in the interior of $\Omega$ is $R_0 > (R_b(-\delta + \sqrt{\delta^2 + 1}))/((R_b(-\delta + \sqrt{\delta^2 + 1}) - 2\delta) \geq 1$.

**Proof:** Interior equilibria for system (10) correspond to intersections of the nullclines $I_A(A) = (\delta^2 + A^2)/R_b(1 - A)$ and $I_I(A) = 1 - 1/R_0 h(A)$ in $(0, 1)$. $I'_A = 0$ only when $A = (-\delta \pm \sqrt{\delta^2 + 1})\delta$, and of these two critical points only $A^* = (-\delta + \sqrt{\delta^2 + 1})\delta$ is in $(0, 1)$. As $I_A$ is continuously differentiable on $(0, 1)$ and $\lim_{A \to 0^+} I_A = \lim_{A \to 1^-} I_A = \infty$ it holds that $I_A$ has a global minimum at $A^*$. Thus the smallest value of $I_A$ in $(0, 1)$ is $I_A(A^*) = 2\delta/(R_b(-\delta + \sqrt{\delta^2 + 1}))$. From the proof of Theorem 3.1 we have that $I_I$ is monotone decreasing on $[0, 1]$ and thus $\sup_{A \in (0, 1)} I_I(A) = I_I(0) = 1 - 1/R_0$.

Interior equilibria correspond to intersections of $I_A$ and $I_I$ in $(0, 1)$. This is only possible when $\sup I_I \geq \min I_A$, which corresponds to $R_0 > (R_b(-\delta + \sqrt{\delta^2 + 1}))/((R_b(-\delta + \sqrt{\delta^2 + 1}) - 2\delta) \geq 1$.

Lemma 4.2 gives a condition for when interior equilibria are possible for system (10). Whether interior equilibria in fact occur when this condition is met depends upon the specific choice of $h(A)$.

To further study the dynamics of system (10), we set $h(A) = 1 - A$ for the remainder of the section. This choice gives a force of disease infection $\beta(1 - A)I$ that can be interpreted as random, independent mixing with respect to disease and behaviour status, with behaviour adoption conferring complete protection from disease infection.
Under this choice of \( h(A) \) we can give an exact parameter regime for the existence of other fixed points. As with model (5) we use the term coexistence point when referring to a fixed point with both nonzero \( I \) and \( A \).

**Theorem 4.3:** Let \( \mathcal{R}_b > 2/(-1 + \sqrt{1 + (1/\delta)^2}) \) for system (10) with \( h(A) = 1 - A \). Then we have the following trichotomy:

1. For \( \mathcal{R}_0 < 1/(1 - 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2}) \) there are no coexistence points in \( \Omega \),
2. For \( \mathcal{R}_0 = 1/(1 - 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2}) \) there is a single coexistence point in \( \Omega \),
3. For \( \mathcal{R}_0 > 1/(1 - 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2}) \) there are two distinct coexistence points in \( \Omega \),

where \( \Omega \) is referred to as the interior of \( \Omega \).

**Proof:** To find interior fixed points we set the nullclines from Lemma 4.2 equal to one another and solve for \( A \). Solving \( I_I(A) = I_A(A) \) for \( A \) gives:

\[
A_{\pm} = \frac{1 - \frac{1}{\mathcal{R}_0}}{2} \pm \sqrt{\left(1 - \frac{1}{\mathcal{R}_0}\right)^2 - 4 \left(1 + \frac{1}{\mathcal{R}_b}\right) \frac{\delta^2}{\mathcal{R}_b} \left(1 + \frac{1}{\mathcal{R}_b}\right)}.
\]

The square root term is real precisely when \((1 - 1/\mathcal{R}_0)^2 - 4\delta^2(1/\mathcal{R}_b + (1/\mathcal{R}_b)^2) \geq 0\), which happens when \(1 - 1/\mathcal{R}_0 \geq 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2}\) or \(1 - 1/\mathcal{R}_0 \leq -2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2}\). However, we can ignore the latter inequality because Lemma 4.2 tells us that in order for interior equilibria to exist it must hold that \( \mathcal{R}_0 \geq 1 \). Thus we are left with \(1 - 1/\mathcal{R}_0 \geq 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2}\) or rather \(1 - 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2} \geq 1/\mathcal{R}_0\). In order for this inequality to hold it must be true that \( \mathcal{R}_b > 2/(-1 + \sqrt{1 + (1/\delta)^2}) \) because \( \mathcal{R}_0 \geq 0 \), i.e. the square root term can only be real if \( \mathcal{R}_b > 2/(-1 + \sqrt{1 + (1/\delta)^2}) \) and \( \mathcal{R}_0 \geq 1/(1 - 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2})\).

Let \( r = 1/(1 - 2\delta \sqrt{1/\mathcal{R}_b + (1/\mathcal{R}_b)^2}) \). When \( \mathcal{R}_0 < r \) the square root term is negative, and so no intersection points occur in \( \Omega \). If \( \mathcal{R}_0 = r \) the square root term is 0 and thus the two nullclines have exactly one intersection point in \( \Omega \). Finally, if \( \mathcal{R}_0 > r \) the square root term is strictly positive and hence it follows from \( 0 < A_- < A_+ < 1 \) that there are two distinct intersection points in \( \Omega \).

The transition from zero to two coexistence points described in Theorem 4.3 as \( \mathcal{R}_0 \) crosses \( r \) corresponds to a saddle-node bifurcation, where \( r \) denotes the value presented in the proof of Theorem 4.3.

As in the simple contagion model (5), disease needs to be sufficiently contagious for coexistence equilibria to exist in the complex contagion model (10) as well. However, the bifurcations underlying behaviour invasion for the two classes of models differ, with a transcritical bifurcation and loss of stability of the endemic point for simple behavioural contagions, versus a saddle-node bifurcation for complex behavioural contagions. This difference has practical implications for disease control. Consider a population that is at
the endemic equilibrium, where disease is present but behaviour absent. Suppose that a preventative behaviour is introduced in an effort to lessen disease prevalence. Under simple behavioural contagion, introducing a small amount of behaviour change can lead to a sustained decrease in disease prevalence, whereas under complex behavioural contagion a lasting reduction in disease prevalence requires sufficiently large initial introduction of behaviour for the system to leave the basin of attraction of the endemic point.

Theorems 2.1, 4.1, and 4.3 also provide us with a parameter region in which the endemic point of system (10) is globally stable in $\Omega \setminus \{I = 0\}$.

**Corollary 4.4:** If either 4.4 or 4.4 below hold then the endemic point of system (10) is globally asymptotically stable in $\Omega \setminus \{I = 0\}$.

(1) $$R_b < \frac{2}{-1 + \sqrt{1 + (1/\delta)^2}}.$$  
(2) $$R_b > \frac{2}{-1 + \sqrt{1 + (1/\delta)^2}} \quad \text{and} \quad R_0 < \frac{1}{1 - 2\delta \sqrt{1/R_b + (1/R_b)^2}}.$$  

**Proof:** The boundary of $\Omega$ is invariant, so if a periodic orbit exists it must be in the interior of $\Omega$. But a periodic orbit in a planar system must enclose at least one fixed point, and by Theorem 4.3 if either 4.4 or 4.4 hold then no fixed points exist in the interior of $\Omega$. Thus no periodic orbits exist in the interior of $\Omega$.

Because the endemic point is the only attractor of the planar system (10) in $\Omega \setminus \{I = 0\}$ and $\Omega$ is an invariant set, it must hold that any trajectory starting in $\Omega \setminus \{I = 0\}$ tends to the endemic point as $t \to \infty$.  

Once $R_0 \geq 1/(1 - 2\delta \sqrt{1/R_b + (1/R_b)^2})$ the coexistence fixed points exist in the interior of $\Omega$ and thus we can only prove that the endemic point is locally stable. We will refer to the two coexistence points as $(I_+, A_+)$ and $(I_-, A_-)$ when they exist in $\Omega$. We will take $I_+ \leq I_-$ and so $A_+ \geq A_-$. Thus the four possible biologically relevant fixed points for model (10) are:

(11) $$(I, A) = (0, 0),$$  
(12) $$(I, A) = \left(1 - \frac{1}{R_0}, 0\right),$$  
(13) $$(I, A) = (I_+, A_+),$$  
(14) $$(I, A) = (I_-, A_-).$$

To understand the stability of the coexistence points and any other potential dynamics we move on to purely numerical results. We perform both one- and two- parameter bifurcation analyses using the MatCont package of MATLAB as well as XPPAUT.
First we fix $\delta$ at 0.55, and examine what happens when $R_0$ and $R_b$ are varied. Similar to the model (5) the value of $R_b$ determines the dynamical changes as $R_0$ is varied. There are four important $R_b$ values which can be seen in the $R_0$-$R_b$ bifurcation diagram in Figure 3. We work our way up from $0$.

From Theorem 4.3 the first critical $R_b$ value is $R_b^1 = 2/(1 + \sqrt{1 + 1/\delta^2})$. When $R_b < R_b^1$ behaviour is unable to invade, and our system is qualitatively similar to a classical SIS model. The DFE is globally stable when $R_0 < 1$, and when $R_0 > 1$ the endemic equilibrium exists in $\Omega$ and is stable. There are no other fixed points or cycles.

The second important $R_b$ value occurs at a Bogdanov Takens (BT) point. The $R_b$ value of this point will be denoted as $R_b^2$. Varying $R_0$ while $R_b^1 < R_b < R_b^2$ allows behaviour to invade. After the transcritical bifurcation creates the locally stable endemic point, $R_0$ crosses $1/(1 - 2\delta\sqrt{1/R_b} + (1/R_b)^2)$ causing the system to undergo a saddle-node bifurcation creating a stable fixed point (13) and a saddle (14). The stable manifold of the saddle separates the basins of attraction of the two stable equilibria. In this parameter region the coexistence point of the complex contagion model is locally but not globally stable. This is in contrast with the simple contagion model, where (9) is globally stable, provided $R_0$ is sufficiently large. An $R_0$ bifurcation diagram for this $R_b$ regime can be seen in Figure 5.

Above the BT point a generalized Hopf (GH) point occurs. The $R_b$ value of the GH point is denoted $R_b^3$. Increasing $R_0$ while $R_b \in (R_b^2, R_b^3)$ shows system (10) departs from system (5) even further. In this interval the coexistence points (13) and (14) created through the saddle-node bifurcation are initially both unstable. As $R_0$ increases the system undergoes a subcritical Hopf bifurcation, corresponding to (13) becoming locally stable and the creation of an unstable limit cycle surrounding (13). Continuing to increase $R_0$ causes the unstable cycle to be destroyed through a homoclinic bifurcation, leaving a phase plane with

**Figure 3.** $R_0$-$R_b$ bifurcation diagram for system (10) when $\delta = 0.55$ created with the MATLAB MatCont package, and XPPAUT. The homoclinic curve was created using a bisection method.
the two stable fixed points separated by the stable manifold of the saddle, (14), together with the unstable DFE. These transitions can be seen in Figure 6.

Above the GH point is the final important $R_b$ value, $R_b^4$. At $R_b^4$, the $R_0$-$R_b$ Hopf and homoclinic curves intersect. For $R_b^4 > R_b > R_b^3$, the saddle-node bifurcation again generates the unstable points (13) and (14). However, now as we increase $R_0$ a saddle-node bifurcation of limit cycles occurs, creating both a stable and unstable limit cycle. Here the unstable limit cycle surrounds the stable limit cycle which circles (13). Further raising $R_0$ causes the stable cycle to shrink into (13) until a supercritical Hopf bifurcation occurs and (13) becomes a stable node. While this is occurring the unstable cycle grows until it is destroyed through a homoclinic bifurcation involving (14) at an $R_0$ value greater than the Hopf bifurcation value. Again we are left with two stable fixed points separated by the stable manifold of (14) along with the DFE. These bifurcations can be examined in Figure 7.

The only difference between the regions $(R_b^4, \infty)$ and $(R_b^3, R_b^4)$ is the order of the supercritical Hopf and homoclinic bifurcations. In $(R_b^4, \infty)$, after the saddle-node bifurcation of limit cycles first the unstable cycle is destroyed through the homoclinic, and the stable limit cycle and endemic point are separated by the stable manifold of (14). As $R_0$ increases the stable cycle shrinks until it is absorbed by (13) through a supercritical Hopf. Beyond this bifurcation the phase plane is made of two stable fixed points separated by the stable manifold of (14) and the DFE.

Figure 4. Cartoon of the $R_0$-$R_b$ bifurcation diagram for system (10) when $\delta = 0.55$. The bifurcation curves break the parameter space into seven distinct regions. Brief descriptions of these regions can be found in Table 2.
Table 2. Steady state stability classification table for system (10) in each of the regions shown in Figures 4 and 10. LC means limit cycle and DNE means does not exist.

| Region | Steady states | DFE | Endemic Point (13) | Point (14) | Unstable LC | Stable LC |
|--------|---------------|-----|-------------------|------------|-------------|-----------|
| 1      | Globally stable | DNE | DNE               | DNE        | DNE         | DNE       |
| 2      | Saddle        | Globally stable | DNE          | DNE        | DNE         | DNE       |
| 3      | Saddle        | Locally stable | Unstable     | Saddle     | Around stable LC | Around Point (13) |
| 4      | Saddle        | Locally stable | Unstable     | Saddle     | Around stable LC | Around Point (13) |
| 5      | Saddle        | Locally stable | Unstable     | Saddle     | DNE         | Around Point (13) |
| 6      | Saddle        | Locally stable | Locally stable | Saddle     | Around Point (13) | DNE       |
| 7      | Saddle        | Locally stable | Locally stable | Saddle     | DNE         | DNE       |

Figure 5. $R_0$ bifurcation diagram for system (10) with $\delta = 0.55$ and $R_b = 6$, which is in $(R_0^{1}, R_b^{2})$. Solid curves are stable fixed points, and dashed curves are unstable fixed points. Figure created with MATLAB and XPPAUT.

The above dynamical regions can be visually explored in a $R_0 - R_b$ bifurcation diagram that is presented in Figures 3 and 4. A corresponding summary table of all the dynamics discussed is presented in Table 2.

Also of interest is how $R_b$ and the half-saturation threshold parameter, $\delta$, interact. Below we present a brief numerical analysis of the $\delta - R_b$ parameter space when $R_0$ is fixed at 1.6.
Figure 6. On the left is an $R_0$ bifurcation diagram for system (10) with $\delta = 0.55$ and $R_b = 7$, which is in $(R_b^2, R_b^3)$. On the right is a close-up of the region where limit cycles occur. Solid curves are stable fixed points, dashed curves are unstable fixed points, and open circles are the minimum and maximum values of an unstable limit cycle. Figure created with MATLAB and XPPAUT.

Figure 7. On the left is an $R_0$ bifurcation diagram for system (10) with $\delta = 0.55$ and $R_b = 14$, which is in $(R_b^3, R_b^4)$. On the right is a close-up of the region where limit cycles occur. Solid curves are stable fixed points, dashed curves are unstable fixed points, and open circles are the minimum and maximum values of an unstable limit cycle, and closed stars are the minimum and maximum values of a stable LC. Figure created with MATLAB and XPPAUT.

Varying $\delta$ and $R_b$ together while holding $R_0$ fixed gives dynamics that are similar to the $R_0$-$R_b$ case. $R_b$ determines the dynamical changes as $\delta$ is varied. There are again four critical $R_b$ values. In ascending order they are: a cusp point (occurring at $(0, 0)$), a BT point, a GH point, and where the $\delta$-$R_b$ homoclinic and Hopf curves cross. These critical $R_b$ values give four intervals for $R_b$ that determine what bifurcations occur as $\delta$ is decreased. In increasing order the dynamics these four intervals produce are qualitatively the same as
Figure 8. On the left is an $R_0$ bifurcation diagram for system (10) with $\delta = 0.55$ and $R_b = 17$, which is in $(R_b^4, \infty)$. On the right is a close-up of the region where limit cycles occur. Solid curves are stable fixed points, dashed curves are unstable fixed points, and open circles are the minimum and maximum values of an unstable limit cycle, and closed stars are the minimum and maximum values of a stable LC. Figure created with MATLAB and XPPAUT.

Figure 9. $\delta - R_b$ bifurcation diagram for system (10) with $R_0 = 1.6$ created with the MATLAB MatCont package, and XPPAUT. The homoclinic curve was created using a bisection method.
**Figure 10.** Cartoon of the $\delta - R_b$ bifurcation diagram for system (10) with $R_0 = 1.6$ showing the 6 regions the parameter space is broken into. Region descriptions can be found in Table 2.

in $(R_b^1, R_b^2), (R_b^2, R_b^3), (R_b^3, R_b^4)$, and $(R_b^4, \infty)$. Bifurcation diagrams in the $\delta - R_b$ plane are given in Figures 9 and 10. We omit one-parameter $\delta$ bifurcation curves in this scenario because they are qualitatively the same as Figures 5–8 with the $x$-axis flipped because the bifurcations here occur as $\delta$ is decreased.

As we can see the complex contagion model allows for much richer dynamics than simple contagion, with unforced periodic cycles, bistability, codimension 2 bifurcations, and the potential for codimension 3 bifurcations all supported.

**5. Discussion**

In this paper we have presented a family of models with the intention of examining how the mechanics of behavioural contagion can affect the coupled dynamics of behaviour and disease. The main finding of this work is that modelling behaviour transmission as a complex contagion can support much richer dynamics than treating it as a simple contagion in disease-behaviour coupled contagion models, including the possibility of both unforced oscillations and bistability.

These more complex dynamics of linked disease-social contagions may be useful for better understanding current disease propagation phenomena. For example, behaviour change has been implicated in the resurgence of syphilis in the United States [49], as well as increased gonorrhoea incidence rates [7]. Whether this is a precursor to sustained syphilis or gonorrhoea prevalence, or is instead part of a cycle involving changing behavioural practices and disease transmission, may depend in part on the mechanisms by which sexual norms, practices, and partner finding spreads between individuals and communities.
Although this model potentially provides insight into current disease phenomena it is important to carefully consider the assumptions underlying the modelling framework used here.

For example, a key assumption is that disease prevalence informs behavioural change. Empirical data on whether STI prevalence influences condom usage are equivocal [19]. Resolution of this issue would benefit from improved methods for collecting accurate data on condom usage [18].

Additionally, proper choices for $h(A)$ and $\ell(I)$ may very well differ between disease-behaviour pairings. In the work presented we made assumptions regarding the modulation factors, $\ell(I)$ and $h(A)$, that may not be true for all disease-behaviour pairings. For example, assumption (2) may depend on many factors including the disease and population being modelled. It is conceivable that $\ell'(I)$ changes sign on $(0,1)$ when disease prevalence passes a threshold after which members of the population no longer perceive adopting the protective behaviour as beneficial. Such a situation could be relevant in settings where serosorting is widespread (e.g. condom usage decreasing for partnerships between HIV-positive individuals).

The different dynamics of the coupled contagion framework considered here also have implications for public health interventions targeting behaviour change. In system (5) introducing any number of adopters has the potential to lower disease prevalence, provided that behaviour is sufficiently contagious. However, the bistability that can occur with system (10) makes lowering prevalence more difficult under complex behavioural contagion, and suggests that an initial high intensity campaign to enforce behaviour change may be needed to be effective. In addition, the possibility of oscillations with complex contagion behaviours could affect disease containment strategies as well. For instance, oscillations suggest that it could be critical to continue to invest in behavioural strategies despite low disease prevalence in order to prevent disease resurgence. Finally, interventions can target two different aspects of behaviour under complex contagion, namely the dissemination rate ($\alpha$) and the half-saturation threshold ($\delta$). It is possible that for some behaviours developing a media campaign that aims to lower the half-saturation threshold may be most effective, while targeting the adoption rate may be most beneficial for others.

The robustness of the dynamics observed above to model structure is an important question for future research on coupled contagion. For example, a robust feature is the finding that prevalence-based behaviours require the presence of a significantly infectious disease to spread. This finding held in both the simple and complex contagion settings considered here, where there existed regions for $R_0$ in which behaviour is unable to invade the system. Similar findings are present in other studies of coupled contagion using compartmental [15] and static network models [21, 56].

Whether the qualitative dynamics observed in model (10) are also observed in other modelling frameworks is an area for future work. Given previous results on dynamics supported by nonlinear incidence functions [28, 34, 35], we expect similar qualitative dynamics when assumption (2) is relaxed and the model is extended to include sub-compartments. As discussed in Section 3, existing sub-compartmental models with simple behavioural contagion exhibit similar dynamics as system (5), but formulation and analysis is required for a complex behavioural contagion model. Comparison of the dynamics found here with coupled complex contagion in the network setting is of interest as well. Of particular interest is the active field of epidemic spread on multiplex networks [4, 21,
Our presented modelling framework could be expanded to a setting in which disease spreads over a layer modelling physical contacts while behaviour spreads over a second layer modelling the medium by which behaviour spreads (be it through physical or virtual interaction) among the same nodes [21].

An important question is how the specific choice of behavioural incidence function, $g$, affects system dynamics. Our choice here of a Hill function is as an example of an incidence function which changes concavity from up to down on the biologically relevant domain. This is meant to correspond to the initial acceleration and subsequent saturation of the force of infection corresponding to complex contagion. For many epidemiological models [28, 34, 35], incidence functions of this form support rich dynamics, in contrast with the simple dynamics associated with incidence functions that are concave down throughout, suggesting that the general finding of complex behavioural contagion supporting complex dynamics may be robust. However, definitive proof of this hypothesis requires further investigation.

The details of how behaviour impacts disease transmission are likewise important to further study. Other studies have explicitly modelled the effects of disease on behaviour, for example via rewiring in adaptive network models [22–24, 32, 45, 50, 52] and game theoretic models [25, 42], and have found that behavioural-driven oscillations are possible.

Nonlinear incidence functions have long been known to produce interesting bifurcations and oscillations in disease models that do not explicitly include behaviour [28, 34, 35]. The finding here of rich dynamics by itself is thus not novel. The point that we wish to make is that careful consideration of behavioural contagion type when incorporating behaviour as a contagious process into epidemic models may be important, as differing contagion types can lead to dramatically different dynamics. This can have important practical considerations for preventative behaviours recommended by public health authorities. Preventative behaviours may spread in different manners, and thus it is crucial to understand both the theoretical and practical implications of different behavioural contagion types.
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