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Abstract—Wi-Fi 7 is already in the making, and Multi-Link Operation (MLO) is one of the main features proposed in its corresponding IEEE 802.11be amendment. MLO will allow devices to coordinate multiple radio interfaces to access separate channels through a single association, aiming for improved throughput, network delay, and overall spectrum reuse efficiency. In this work, we study three reference scenarios to evaluate the performance of the two main MLO implementations—Multi-Link Multi-Radio (MLMR) and Multi-Link Single-Radio (MLSR)—, the interplay between multiple nodes employing them, and their coexistence with legacy Single-Link devices. Importantly, our results reveal that the potential of MLMR is mainly unleashed in isolated deployments or under unloaded network conditions. Instead, in medium- to high-load scenarios, MLSR may prove more effective in reducing the latency while guaranteeing fairness with contending Single-Link nodes.

I. INTRODUCTION

Wi-Fi is more popular than ever. There will be 628 million Wi-Fi hotspots by 2023, four times up from 2018, 11% of which adopting Wi-Fi 6 and 6E [1], [2]. Meanwhile, a new generation of Wi-Fi—IEEE 802.11be, or Wi-Fi 7—is in the making, with technical discussions underway to determine the specific implementation of several disruptive new features [3]–[9]. The new capabilities of IEEE 802.11be will include 320 MHz bandwidth channels, 16 spatial streams, hybrid automatic repeat request (HARQ), and multi-band/channel aggregation and operation [10].

This last feature, commonly known as Multi-Link Operation (MLO), refers to the joint use of multiple radio interfaces on a single device. Owing to its promised augmented throughput and reduced delay, MLO is arguably the new feature drawing the most attention from industry and academia alike [11]–[17]. However, the performance of specific MLO implementations, the interplay between multiple devices implementing MLO, and the coexistence of MLO with legacy channel access schemes are all crucial issues that remain largely unexplored.

In this paper, we bridge the above gap and investigate the performance of two MLO implementations as well as their coexistence with other legacy devices. In particular, we conduct extensive experiments comparing three channel access mechanisms: i) traditional single-link (SL) operations, where a device avails of a single radio interface; ii) multi-link single radio (MLSR), where multiple radio interfaces are available but only one at a time can be opportunistically used; and iii) multi-link multi-radio (MLMR), where the multiple available radio interfaces can be used concurrently. Our study unfolds as follows:

- We begin by considering an isolated Basic Service Set (BSS) setting devoid of channel contention. In this case, MLSR—only accessing one interface at time—can merely reduce the backoff time, only yielding anecdotal delay gains over SL. MLMR does curb the worst delays by five-fold when availing of a second interface, though adding a third interface provides diminishing returns.
- We then consider two MLO BSSs contending for channel access. Contending MLSR BSSs retain the same delay as contention-free SL BSSs, as they opportunistically react to the evolving channel occupancy. However, MLMR BSSs may surprisingly incur higher delays than those of SL and MLSR, since they sometimes starve one another.
- We conclude by assessing the coexistence between a MLO BSS and two independent legacy SL BSSs. A MLMR BSS boosts its throughput at the expense of a nearly equivalent reduction for the two coexisting SL BSSs. Nonetheless, MLMR also allows its SL neighbors to achieve lower delays in all cases except when these are highly loaded.

II. A PRIMER ON MULTI-LINK OPERATION

MLO is being introduced in IEEE 802.11be to enable Wi-Fi devices to exchange data in a flexible manner over one or multiple wireless interfaces. Compared to legacy SL devices, where multiple radios are operated through different and separate transmitter-to-receiver associations as if they were part of different BSS, MLO devices can benefit of using all available radios through a single association. Indeed, MLO devices can dynamically select one of the available interfaces, or even all at the same time, thus achieving opportunistic

1The terms link, channel, radio, and interface are used interchangeably.
channel access or spectrum aggregation, respectively, and thus potentially higher transmission rates and lower delays.

In this paper, we consider two MLO mechanisms that are likely to be found in the upcoming Wi-Fi 7 certified products (based on IEEE 802.11be). These two mechanisms, along with the legacy SL approach, are introduced in the sequel.

- **Single-Link (SL):** Default channel access, following the Distributed Coordination Function (DCF) and running over a single radio interface. At the transmitter side, when a packet is available in the transmission buffer, a backoff instance is initiated and the packet is transmitted once the backoff expires.

- **Multi-link Single Radio (MLSR):** To support opportunistic spectrum access at a reduced cost, Wi-Fi devices can be equipped with a single fully functional 802.11be radio plus several other low-capability radios able only to decode IEEE 802.11 control packets (e.g., Wi-Fi preambles). At the transmitter side, once a packet is available in the buffer, an independent backoff instance is initiated and the packet is transmitted once the backoff expires.

- **Multi-Link Multiple Radio (MLMR):** For a device implementing this approach, all multiple radio interfaces are 802.11be compliant and they are able to operate concurrently, thus performing multiple simultaneous transmissions. At the transmitter side, once a packet is available in the transmission buffer, a backoff instance is initiated on all inactive wireless interfaces, allocating the data packets progressively to the interfaces as their backoffs expire. At the receiver side, packets are then received on all links used by the transmitter.

**Complexity:** Implementing the above three mechanisms (namely SL, MLSR, and MLMR) entails an increasing level of complexity. Indeed, SL employs a single 802.11 radio; MLSR requires an 802.11be radio as well as \( S - 1 \) 'dummy' radios—\( S \) being the number of interfaces—for channel sensing; MLMR requires \( S \) full-blown 802.11be radios. We will show that the gains (or lack thereof) arising from an increased complexity may heavily depend on the specific scenario.

**Example:** Fig. 1 exemplifies the operation of SL, MLSR, and MLMR. All the available interfaces (circles) share a single buffer and packets can thus be scheduled to either available interface. The figure illustrates the following:

- For SL, as packets arrive, the backoff starts and they are sent through the only available interface.
- For MLMR, Packet 1 arrives while Channel 1 is busy and Channel 2 is idle, thus it is transmitted through the latter. During this transmission, another backoff instance begins on Channel 1 for Packet 2, resulting in transmitting both packets with shorter delays than in SL.
- For MLSR, Packet 1 is also transmitted through Channel 2, and then the backoff is restarted on both channels. Packet 2 is sent through Channel 2, whose backoff expires first, and the backoff on Channel 1 is cancelled.
- As for Packets 3 and 4, MLMR transmits them simultaneously as soon as they arrive, with the transmission for Packet 4 starting during the transmission of Packet 3.
- For MLSR instead, Packet 3 is transmitted first on Channel 1. As Packet 4 arrives, it must wait for the ongoing transmission to be completed. Channel 2 then becomes

Fig. 1: Illustration of SL, MLMR, and MLSR operations. The transmission representation (white box) includes control and acknowledgment frames.
representative scenarios depicted in Fig. 2. In particular:

- as its coexistence with legacy SL, we consider the three streams is employed, based on 256-QAM with rate 3/4 and 2 spatial v of 1000 packets;

MLO BSS coexisting with two legacy SL BSSs.
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Fig. 2: Deployment scenarios considered in this paper: (a) a single MLO BSS, (b) two contending MLO BSSs, and (c) one MLO BSS coexisting with two legacy SL BSSs.

All three scenarios share the following features:

- **Scenario I** is used to assess the performance gains experienced by a single and isolated BSS (BSS A) as it gets upgraded from SL to MLO.

- **Scenario II** models the mutual interaction between two MLO BSSs (BSSs A and B) to study its effect on both.

- **Scenario III** features a single MLO BSS (BSS B) and two independent SL BSSs (BSSs A and C), serving the MLO BSSs (BSSs A and B) to study its effect on both.

In Scenario I, BSS A uses Channels 1, 2, and 3. In Scenario II, both MLO BSSs use Channels 1, 2, and 3 simultaneously, thus modeling contention. In Scenario III, the two SL BSSs A and C employ orthogonal channels: Channel 1 and Channel 2, respectively. The MLO BSS B, employing both channels, thus contends with BSS A to access Channel 1 and with BSS C to access Channel 2.

In all three scenarios, MLO BSSs operate according to either the MLR or MLMR strategies presented in Section II. These new MLO features are implemented atop a Wi-Fi state machine originally developed to study channel bonding and spatial reuse under SL, thus bringing to the next level our previous work that only focused on IEEE 802.11ax networks [19], [20].

While not reported for space constraints, the accuracy of our simulator was thoroughly validated using an extended version of the Markovian analytical models in [19], showing an excellent match.

In this section, we consider the three scenarios described in Fig. 2 and evaluate the performance of a MLO BSS as well as its coexistence with other MLO and legacy BSSs.

**A. Scenario I: Single MLO BSS**

We begin by evaluating performance gains provided by MLO in an isolated BSS setting, i.e., devoid of channel contention, as described in Scenario I. To this end, we compare the throughput and delay experienced by a MLO BSS to the one of a legacy SL BSS. We assume the latter to operate on a single radio interface, e.g., on Channel 1, and the former to jointly operate two or three radio interfaces, each on a different channel.

In particular:

- In Scenario I, BSS A uses Channels 1, 2, and 3.

- In Scenario II, both MLO BSSs use Channels 1, 2, and 3 simultaneously, thus modeling contention.

- In Scenario III, the two SL BSSs A and C employ orthogonal channels: Channel 1 and Channel 2, respectively. The MLO BSS B, employing both channels, thus contends with BSS A to access Channel 1 and with BSS C to access Channel 2.

While not reported for space constraints, the accuracy of our simulator was thoroughly validated using an extended version of the Markovian analytical models in [19], showing an excellent match.

3The values of throughput and delay ensue from the specific system model assumed. While the absolute values may differ from the performance limits of actual Wi-Fi 7 networks, their qualitative trends help understand the interplay and relative performance of the different approaches.
TABLE I: Wi-Fi state machine parameters for our studies.

| PHY               |                  |
|-------------------|------------------|
| Channel width     | 80 MHz           |
| Modulation        | 256 QAM 3/4      |
| Transmission power| 20 dBm           |
| Legacy (HE single-user) preamble | 20 µs (52 µs) |
| OFDM (legacy) symbol duration | 16 µs (1 µs) |
| Number of spatial streams | 2             |

| MAC               |                  |
|-------------------|------------------|
| Short (DCF) InterFrame Space | 16 µs (34 µs) |
| Service field     | 32 bits          |
| MAC header        | 272 bits         |
| Tail (delimiter) bits | 6 bits (32 bits) |
| ACK (block ACK) bits | 112 bits (256 bits) |
| RTS (CTS)         | 160 bits (112 bits) |
| Frame size        | 12000 bits       |
| A-MPDU size       | 1–1024 packets   |
| Backoff (Best effort Access Category) | CW<sub>min</sub>=15 |
| AP buffer size    | 4096 packets     |

Fig. 3 shows the throughput achieved by each transmission method as a function of the number of radio interfaces. For MLSR, the throughput is almost identical to that of SL regardless of the number of available interfaces. Instead, the MLMR throughput increases linearly with the number of interfaces, i.e., two- and three-fold with two and three links, respectively. Indeed, the latter is due to a lack of channel contention, allowing MLMR to transmit proportionally more data as the number of interfaces grows.

Fig. 4 presents the associated average, 99%-tile, and 1%-tile delay, the last two serving as a proxy for worst- and best-case performance, respectively. The traffic load indicated is normalized to the SL throughput, i.e., 670 Mbps as per Fig. 3. For instance, 10% and 30% correspond to loads of 67 and 201 Mbps, respectively.

As MLSR can only transmit through one radio interface at a time, its slightly reduced delay over SL is simply due to running simultaneous backoff counters and accessing the interface whose counter expires first. In the absence of channel contention, merely reducing the backoff time yields anecdotal delay reductions, as this is negligible with respect to the transmission time.

Unlike MLSR, MLMR does significantly decrease the delay since transmitting over multiple radio interfaces allows data packets to be received faster. MLMR is particularly effective at high loads, where availing of a second interface curbs the 99%-tile delay at least by a factor of four. Note that, for the traffic loads considered, adding a third interface provides diminishing returns in delay reduction.

**B. Scenario II: Two Contending MLO BSSs**

We now study the coexistence of two MLO BSSs contending for channel access, as described in Scenario II. The MLO BSSs are equipped with two or three radio interfaces each and can be operated either in MLSR or MLMR mode. Fig. 5 shows the delay vs. traffic load under this setup as compared to the one experienced by two SL BSSs operating on orthogonal channels (and thus not contending for access).\

On the one hand, contending MLSR BSSs—with either two or three interfaces each—retain the same delay as contention-free SL BSSs. The opportunistic use of a single radio allows MLSR to react to the evolving contention levels over different channels. Additionally, since MLSR with two interfaces always leaves at least one channel idle to the contending BSS, it results in a fairer share of the spectrum. In the case of MLSR with three interfaces, an extra backoff instance can be allocated to each MLO BSS, further reducing the channel access delay.

While not shown for brevity, SL, MLSR, and MLMR all attain the same throughput as they handle the same incoming traffic load which is all successfully delivered.
On the other hand—and despite its higher complexity—MLMR with two interfaces somewhat surprisingly incurs higher 99%-tile delays than those of SL and MLSR, even at loads as low as 30%. Since MLMR BSSs can transmit through multiple interfaces at once, they can sometimes starve one another. As a result of this greedy policy, the best-case delays (e.g., 1%-tile) are reduced but the worst-case ones (e.g., 99%-tile) are increased. A workaround to this shortcoming is to add an extra interface to each MLO BSS. Although the channel used by the extra interface is to be shared between the two MLO BSSs, its presence significantly increases the likelihood of finding an idle interface. Indeed, the 99%-tile delay with a third interface drops to around half that of SL.

C. Scenario III: Contending MLO and SL BSSs

We conclude by assessing the coexistence between a MLO BSS and two independent legacy SL BSSs, as in Scenario III. Specifically, we assume two radio interfaces and a constant traffic load for the MLO BSS (BSS B), and consider two different traffic loads for the SL BSSs (BSS A and BSS C), namely symmetric and asymmetric. Our aim is to shed light on how MLSR/MLMR affect the performance of neighboring legacy BSSs and how MLO BSSs handle symmetric and asymmetric activity in their operating channels.

Fig. 6 shows the full-buffer throughput achieved by all three BSSs when BSS B employs either MLSR or MLMR. When operating in MLSR mode, BSS B achieves almost identical throughput as SL BSSs A and C. However, when employing MLMR, BSS B boosts its own throughput at the expense of a nearly equivalent reduction for the two coexisting SL BSSs A and C.

Fig. 7a and Fig. 7b show the delay for each BSS when BSS B employs MLSR and MLMR, respectively. We consider several combinations for the traffic load fed to each BSS, indicated again as a fraction of the full-buffer throughput achieved by a SL BSS in Scenario I (670 Mbps as per

V. CONCLUSION

This work is devoted to the understanding of the performance of two specific MLO implementations, the interplay between multiple devices implementing them, and their coexistence with legacy single-link channel access schemes. Through our extensive study—which compared i) traditional single-link operations, ii) multi-link single radio (MLSR), and iii) multi-link multi radio (MLMR)—, we were able to draw the following key insights:

- In an isolated BSS setting devoid of channel contention, MLMR with two interfaces can reduce the worst delays by a factor of five, whereas adding a third interface provides immaterial extra gains.
- Two contending MLSR BSSs experience same delay as SL does in a contention-free setup. Surprisingly, and despite its increased complexity, MLMR BSSs may in-
stead incur higher delays by occasionally preventing one another from timely accessing the channel.

- When surrounded by legacy BSSs, a MLMR BSS boosts its own throughput at the expense of its SL neighbors', but also allows them to achieve lower delays for low-to-medium traffic loads.

The present work is, to the best of our knowledge, the first providing a well-grounded performance comparison of the two most relevant implementations of MLO and addressing the critical aspect of backward-compatibility with legacy SL devices. Extensions are underway from different standpoints:

Non-Poisson traffic: By considering non-Poisson traffic with batch arrivals—a key feature, being MLO capable of transmitting multiple packets in the same batch at once.

Reproducibility: By capturing the behavior of various MLO modes analytically [21], thus allowing a more generalized comparison and wide reproducibility of the results.

Interplay: By studying the performance gains of MLO when paired with other new features being introduced in IEEE 802.11be and beyond, e.g., advanced AP coordination [5].
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