Visibility Prediction Based on Machine Learning Algorithms
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Abstract: In this study, ground observation data were selected from January 2016 to January 2020. First, six machine learning methods were used to predict visibility. We verified the accuracy of the method with and without principal components analysis (PCA) by combining actual examples with the European Centre for Medium-Range Weather Forecast (ECMWF) data and National Centers for Environmental Prediction (NECP) data. The results show that PCA can improve visibility prediction. Neural networks have high accuracy in machine learning algorithms. The initial visibility data plays an important role in the visibility forecast and can effectively improve forecast accuracy.

Keywords: visibility; machine learning; PCA

1. Introduction

Visibility is an indicator of atmospheric transparency. Visibility was first defined for meteorological purposes as a quantity to be estimated by a human observer, and observations made in that way are widely used [1]. The presence of atmospheric particles always causes a reduction of visibility [2]. As air pollution has become increasingly serious in recent years, visibility forecasts have directly affected work and life. On the morning of 27 December 2019, a plane of Kazakhstan Bek Airlines crashed after take-off at Almaty Airport because of the heavy fog. Therefore, the accuracy of low-visibility forecasts is directly related to aviation safety. The factors that affect visibility are complex, related to the degree of atmospheric aerosol pollution and atmospheric circulation, near-surface water vapor, temperature inversion, and human activities [3].

In the early days, visibility forecasts mainly used extrapolation methods to study the occurrence and development of weather systems. However, weather systems are nonlinear, and many important parameters are ignored after linearization. With the development of numerical weather prediction technology, researchers have gradually used numerical weather prediction technology to forecast visibility, but visibility changes have a strong locality. Numerical weather forecasting cannot meet airports’ need for high accuracy and high time resolution of visibility [4]. With the development of machine learning, researchers have increasingly used it to predict visibility [5].

Stewart and Essenwanger [6] studied the relative attenuations of visible wavelengths and divided fog into categories on the basis of objective criteria. Tuo [7] used the partial correlation method. The factors that have a greater impact on visibility were screened out, the data were unified by the regularization method, and the long- and short-term memory models were used to calculate and evaluate the visibility. This method was used to predict one-hour and three-hour visibility and was compared with the regression model. However, although the prediction accuracy was effectively improved by adjusting the model and
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2. Data and Methods

2.1. Data

Ground observation and radiosonde data from Chengdu, Sichuan, were used in this study. Chengdu has a humid subtropical monsoon climate with rapid changes in visibility [17]. Li [18] discussed higher relative humidity as the typical meteorological characteristics of Chengdu due to the unique topography of Sichuan Basin and the unfavorable pollution problem; meteorological conditions also increase the seriousness of the air pollution problem. Heavy fog is prone to occur in winter, which affects aircraft take-off and landing. The heavy fog [19] in Chengdu usually occurs in winter mornings. If there is rain the previous day and there is no cloud behind the cold front, the probability of heavy resampling methods, the numerical results of the prediction were unsatisfactory owing to the limitations of the data and the model itself.

Kaipeng [8] introduced a weighted loss function and improved the accuracy of low-visibility prediction. For the regression model, a weighted loss function was constructed to improve the prediction accuracy of low-visibility data. It was found that the prediction results of the long-short-term memory regression model were better than those of the commonly used random forest and multilayer perceptron models.

Chong [9] conducted training modeling through statistical analysis of multi-dimensional data of different meteorological parameters and pollutants, and experiments showed that the improved random forest sea visibility spatial interpolation algorithm had a higher interpolation accuracy than the traditional spatial interpolation algorithm. Compared with the random forest spatial interpolation algorithm, the interpolation accuracy was improved by 15%. However, the disadvantage was that the distribution of weather stations was relatively discrete, and there was no unified standard for weather data sources and data attributes. Future research will focus on sea surface weather data collection and multisource data fusion to improve the quality of weather data.

Ji [10] used a Bayesian model to predict visibility on average; however, the sample used only 25 days of data, and the training sample was small. Hansen [11] used fuzzy logic algorithms to improve the 7–24 h accuracy of the WIND-3 forecasting system. Driss [12] used the data from 39 stations and obtained correlation coefficients from 20 influencing factors (MM5 mode as the initial field), selected them, and used neural network algorithms to predict the visibility. However, multiple algorithms were not used for comparison. Lu [4] used fuzzy C-means to establish historical data, screened out the influencing factors, and then used the hierarchical sparse representation algorithm to predict visibility and compared it with the BP neural network and BREMPS. Debashree [13] used decision trees and an ANN to make predictions about visibility. The advantage of this article lies in the addition of chemical elements such as NO$_2$ and CO.

Hence, previous studies have mainly made limited forecasts of visibility from the perspective of machine learning. However, visibility is affected by various factors, such as moisture [14], condensation nuclei, weather phenomena, pollutant index [15], and inversion intensity [16]. Currently, there are several machine-learning methods available for visibility prediction. Numerical weather forecasting does not assimilate visibility into the forecast, and the results are relatively inaccurate. Therefore, it is necessary to compare the influencing factors, filter out the factors that do not have a very large influence on visibility, and select a method with a better prediction efficiency compared to that of the typical machine learning methods. In this study, various influencing factors based on the above-mentioned machine-learning methods were compared to predict visibility and screen out the most influential factors. In addition, because the existing methods cannot calculate the intensity of temperature inversion very effectively, this factor introduces a bias when determining visibility. Therefore, the temperature inversion layer was considered the influencing factor, and more typical machine-learning methods were compared. Finally, a weather process with poor visibility was used to compare the numerical weather forecast, actual visibility, and the methods selected in this study.
fog will increase, mainly because of the colder winter temperatures and the condensation of water vapor into water droplets at lower altitudes. If it rained the day before and the groundwater vapor is humid, the cloudless weather will form a temperature inversion layer, preventing the water vapor from spreading outwards.

As shown in Table 1, historical meteorological data included ground observation data, and the time period considered was from January 2016 to January 2020. Ground observation data were obtained from a standardized automatic observation station; the basic elements were temperature, dew point temperature, local pressure, relative humidity, wind direction, wind speed, water vapor pressure, total cloud cover, and visibility. Visibility measurements were performed using a K/XYN02A laser-visibility tester. The interval between the ground observations collected was one hour.

Table 1. The size of the datasets.

| Dataset Source         | Name              | Time Resolution                                | Location |
|------------------------|-------------------|------------------------------------------------|----------|
| Ground observation data| Total cloud cover | Every hour from January 2016 to January 2020   | Chengdu  |
|                        | Low cloud cover   | Every hour from January 2016 to January 2020   |          |
|                        | Wind direction    | Every hour from January 2016 to January 2020   |          |
|                        | Wind speed        | Every hour from January 2016 to January 2020   |          |
|                        | Temperature       | Every hour from January 2016 to January 2020   |          |
|                        | Humidity          | Every hour from January 2016 to January 2020   |          |
|                        | Vapor pressure    | Every hour from January 2016 to January 2020   |          |
|                        | Dew point temperature | Every hour from January 2016 to January 2020 |          |
|                        | Atmospheric pressure | Every hour from January 2016 to January 2020 |          |
|                        | Visibility        | Every hour from January 2016 to January 2020   |          |

The verification data included meteorological elements to predict the visibility changes in the process of heavy foggy weather in Chengdu on 27 August 2021 after 2, 4, 8, 10, and 12 h. They were compared with the European Centre for Medium-Range Weather Forecasts (ECMWF), National Centers for Environmental Prediction (NECP), and actual observation data.

2.2. Method

The method used in this study is illustrated in Figure 1. First, principal component analysis (PCA) was used to filter out features. The selected meteorological elements were used by classification algorithms to predict visibility. Then, algorithms with higher accuracy were screened out, and a confusion matrix was used. A foggy weather process was used to compare with the selected algorithms and numerical weather forecasting. The process used to verify this method is as follows:

- Step 1: Data preprocessing for ground observation data from January 2016 to January 2020, such as normalization and outlier removal.
- Step 2: Data preprocessing using PCA.
- Step 3: Selected elements used as initial data and divided into two categories: data without PCA and data with PCA added.
- Step 4: Evaluation of the accuracy of the six intelligent classification algorithms. Confusion matrices used to pick out algorithms that are better at predicting low visibility.
• Step 5: Selection of classification algorithms with better effects. A weather process was used to predict the visibility and compare the predicted results with the actual visibility and numerical weather forecast results.

![Decision Tree Diagram]

**Figure 1.** Methodology employed to predict and compare visibility.

### 2.2.1. Principal Component Analysis (PCA)

Principal component analysis (PCA) [20] is a multivariate technique that analyzes a data table in which observations are described by several inter-correlated quantitative dependent variables. Its goal is to extract the important information from the table, represent it as a set of new orthogonal variables called principal components, and display the pattern of similarity as points in maps.

The algorithm steps of PCA:

- **Step 1:** Original data formed into a matrix $X$ with $m$ rows and $n$ columns. Rows represent time series, and columns represent features.
- **Step 2:** Matrix $X$ is converted to mean of zero.
- **Step 3:** Covariance matrix is calculated.
- **Step 4:** Eigenvalues of the covariance matrix and corresponding eigenvectors are calculated.
- **Step 5:** Eigenvalues are arranged from large to small and composed into a matrix in the order of eigenvalues. $k$ eigenvectors form the matrix $U$.
- **Step 6:** $Y = U^T X$ is the new data reduced to $k$ dimensions.

### 2.2.2. Machine Learning Classification Algorithm

The six common machine learning algorithms are: decision tree [21], linear discriminant analysis (LDA) [22], naive bayes [23], linear SVM [24], K-nearest neighbor (KNN) [25], and neural networks [26].

1. **Decision Tree**

A decision tree is an algorithm used for classifying data; data characteristics are judged one by one to obtain the category to which the data belong. It can be regarded as a tree prediction model, which is a hierarchical structure comprising nodes and directed edges. The tree contains three nodes: root, internal, and leaf nodes. The decision tree has only one root node, which is a collection of all the training data. Each internal node in the tree is a split problem: a test for a certain attribute of the instance is specified, the samples arriving at the node are divided according to a specific attribute, and each subsequent branch of the
node corresponds to a possible value for the attribute. Each leaf node is a data collection point with a classification label, indicating the category to which an instance belongs.

There are many decision tree algorithms such as ID3, C4.5, and CART. All these algorithms use a top-down greedy approach. Each internal node selects the attribute with the best classification effect to split and then continues this process until the decision tree can accurately classify all the training data or all attributes are used. The simplified version of the algorithm uses the assumptions of all samples to construct the decision tree. The specific steps are as follows:

Step 1: Suppose T is the training sample set.
Step 2: Select an attribute from the attribute set that best describes the sample in T.
Step 3: Create a tree node whose value is the selected attribute. The child nodes of this node are created. Each child chain represents a unique value (interval) for the selected attribute. The value of the child chain is used to further subdivide the sample into subcategories.

(2) Linear Discriminant
Linear discriminant analysis is a classic linear learning method that was first proposed by Fisher in 1936 on the two-classification problem, also known as the Fisher linear discriminator. The idea of linear discrimination is very simple: given a set of training samples, we project the examples onto a straight line so that the projection points of similar examples are as close as possible, and the projection points of different examples are as far away as possible. When classifying, they are projected onto the same straight line, and the class of the new sample is determined according to the position of the projection point.

Previously, we focused on analyzing the application of the LDA algorithm in dimensionality reduction. The LDA algorithm can also be used for classification. LDA assumes that various types of sample datasets conform to a normal distribution. After LDA reduces the dimensions of various types of sample data, we can calculate the mean and variance of each type of projection data through maximum likelihood estimation as follows:

\[ \mu_j = \frac{1}{N_j} \sum_{i \in C_j} x_i \]  
\[ \sigma_j^2 = \frac{1}{N_j - 1} \sum_{i \in C_j} (x_i - \mu_j)^2 \]

Thereafter, the probability density function of samples from each class can be obtained as follows:

\[ f(x_i)_{i \in C_j} = \frac{1}{\sqrt{2\pi\sigma_j}} \exp\left(-\frac{(x_i - \mu_j)^2}{2\sigma_j^2}\right) \]

where \( \overline{x}_j \) is the sample after dimensionality reduction.

Therefore, the steps of LDA classification for an unlabeled input sample are:

(1) LDA is used to reduce the dimensionality of the input sample.
(2) According to the probability density function, the probability that the reduced dimensionality sample belongs to each class is calculated.
(3) The category corresponding to the largest probability is identified as the predicted category.

(3) Naive Bayes
The naive Bayes classifier is a series of simple probability classifiers based on Bayes’ theorem under the assumption of strong (naive) independence between features. The classifier model assigns class labels represented by feature values to the problem instances, and the class labels are obtained from a limited set. It is not a single algorithm for training this classifier, but a series of algorithms based on the same principle: all naive Bayes classifiers assume that each sample feature is not related to other features.

Step 1: \( x = (x_1, x_2, \ldots, x_D) \) represents a data object with D-dimensional attributes. Training set S contains K categories, expressed as \( y = (y_1, y_2, \ldots, y_K) \).
Step 2: The data object $X$ to be classified predicts the category $X$, and the calculation method is as follows:

$$y_k = \arg \max_{y \in Y} P(y_k | X)$$  \hspace{1cm} (4)

The obtained $y_k$ is in category $X$. The above formula indicates that when the data object $X$ to be classified is known, the probabilities of $X$ belonging to $y_1, y_2, \ldots, y_K$ are calculated and the maximum value of the probability is selected. The corresponding $y_k$ is category $X$.

Step 3: According to Bayes’ theorem, $P(y_k | X)$ is calculated as follows:

$$P(y_k | X) = \frac{P(X | y_k) P(y_k)}{P(X)}$$  \hspace{1cm} (5)

In the calculation process, $P(X)$ is equivalent to the constant $P(y_k | X)$. Therefore, if the maximum value of $P(y_k | X)$ is to be obtained, only the maximum value of $P(X | y_k) P(y_k)$ needs to be calculated. If the prior probability of the category is unknown, that is, $P(y_k)$ is unknown, it is usually assumed that these categories are equal in probability, that is, $P(y_k) = P(y_k) = \ldots = P(y_k)$.

Step 4: Assuming that the attributes of data object $X$ are independent of each other, $P(X | y_k)$ is calculated as follows:

$$P(X | y_k) = \prod_{d=1}^{D} P(x_d | y_k) = P(x_1 | y_k) P(x_2 | y_k) \ldots P(x_D | y_k)$$  \hspace{1cm} (6)

Step 5: $P(x_d | y_k)$ is calculated as follows if the attribute $A_d$ is discrete or categorical. There are $n$ data objects belonging to category $y_k$ in the training set with different attribute values under attribute $A_d$; in the training set, there are $m$ data objects belonging to category $y_k$ and the attribute value $x_d$ under attribute $A_d$. Therefore, $P(x_d | y_k)$ is calculated as follows:

$$P(x_d | y_k) = \frac{m}{n}$$  \hspace{1cm} (7)

(4) Linear SVM

An SVM is a type of generalized linear classifier that classifies binary data in a supervised learning manner. Its decision boundary is the maximum margin hyperplane solved for the learning samples.

The SVM model makes the distance between all points and the hyperplane greater than a certain distance, such that all classification points are on both sides of the support vector of their respective categories. The mathematical formula is expressed as:

$$\max \gamma = \frac{y (w^T x + b)}{||w||_2}$$  \hspace{1cm} (8)

$$s.t \ y_i (w^T x_i + b) = y'^{(i)} \geq \gamma' (i = 1, 2, \ldots m)$$  \hspace{1cm} (9)

(5) KNN

The proximity algorithm, or the KNN classification algorithm, is one of the simplest methods in data-mining classification technology. Each sample can be represented by its KNNs. The nearest-neighbor algorithm classifies each record in the dataset.

In general, the KNN classification algorithm includes the following four steps:

Step 1: Data are prepared and preprocessed.

Step 2: The distance from the test sample point (i.e., the point to be classified) to every other sample point is calculated.

Step 3: Each distance is sorted, and the K points with the smallest distance are selected.

Step 4: The categories to which the K points belong are compared. According to the principle that the minority obeys the majority, the test sample points are classified into the category with the highest proportion among the K points.
(6) Neural Networks

The basic processing elements of artificial neural networks are called artificial neurons, simply neurons or nodes. In a simplified mathematical model of the neuron, the effects of the synapses are represented by connection weights that modulate the effect of the associated input signals, and the nonlinear characteristic exhibited by neurons is represented by a transfer function. The neuron impulse is then computed as the weighted sum of the input signals, transformed by the transfer function. The learning capability of an artificial neuron is achieved by adjusting the weights in accordance with the chosen learning algorithm.

The Artificial Neural Networks classification algorithm includes the following four steps:

• Step 1: Network structure is chosen.
• Step 2: Weights are randomly initialized.
• Step 3: Forward propagation FP algorithm is executed.
• Step 4: The cost function J is calculated through the code.
• Step 5: The backpropagation algorithm is executed.
• Step 6: Gradient check is performed.
• Step 7: Function J is minimized using the optimization and backpropagation algorithms.

3. Experiment Design

3.1. Accuracy Test

Because aircraft take-off and landing and highway closures are mainly affected by low visibility, low visibility was the focus of this study. This study belongs to the classification problem in machine learning. The visibility in the dataset was divided into 0–1 km, 1–2 km, 2–4 km, and >4 km.

Normalization and outlier removal were conducted on the dataset. This study used ten selected indicators as the initial data and six intelligent classification algorithms: decision tree, linear discriminant, Naive Bayes, linear SVM, KNN, and artificial neural networks to classify and learn visibility. To protect against overfitting, we used the -and set it as 10 folds. As shown in Table 2, the maximum number of splits of the decision tree was 100, and the split criterion was the Gini diversity index. The covariance structure of the linear discriminant was full. The distribution name for the numerical predictor of Naive Bayes was Gaussian. The kernel function of the linear SVM was linear, the kernel scale was automatic, the box constraint level was 1, and the multi-class method was one-to-one. The number of neighbors of KNN was 1, the distance metric was Euclidean, and the distance weight was equidistant. The number of fully connected layers of the neural network was 2, the size of the first layer was 10, the size of the second layer was 10, the activation function was ReLU, and the iteration limit was 1000.

Table 2. Algorithms and key settings.

| Algorithms       | Key Settings 1                        | Key Settings 2                  | Key Settings 3            | Key Settings 4              |
|------------------|---------------------------------------|---------------------------------|---------------------------|-----------------------------|
| Decision tree    | The maximum number of splits: 100     | The split criterion: the Gini diversity index |                           |                             |
| Linear discriminant | Covariance structure: Full            |                                 |                           |                             |
| Naive Bayes      | The numerical predictor of Naive Bayes: Gaussian |                                 |                           |                             |
| Linear SVM       | The kernel function: linear           | The kernel scale: automatic     | The box constraint level: 1| The multi-class method: one-to-one |
| KNN              | The number of neighbors: 1            | The distance metric: Euclidean  | The distance weight: equidistant |                             |
| Neural Networks  | The number of fully connected layers: 2| The size of the first layer and the second layer: 10 | The activation function: ReLU | The iteration limit: 1000   |
Figures 2 and 3 show the accuracy rates of the six algorithms without and with the addition of the PCA; Table 3 is the exact number of Figure 2; Table 4 is the exact number of Figure 3. The accuracy rate represents the proportion of correctly classified samples to the total number of classified samples. The abscissa is the time from the initial data, and the ordinate is the accuracy of verification data.

![Figure 2. Accuracy of the six classification algorithms without PCA.](image1)

![Figure 3. Accuracy of the six classification algorithms with PCA.](image2)

| Algorithms               | Times(h) | 2   | 4   | 6   | 8   | 10  | 12  |
|-------------------------|----------|-----|-----|-----|-----|-----|-----|
| Decision tree           | 87       | 78.2| 65.4| 65.2| 69.9| 64.2|
| Linear discriminant     | 82.1     | 79.5| 63.9| 64.7| 71.9| 61.9|
| Naive Bayes             | 80.8     | 68.4| 59  | 57.8| 62.5| 56.6|
| Linear SVM              | 88.4     | 79.6| 64.2| 64.8| 69.8| 61.3|
| KNN                     | 77       | 73.2| 57  | 57.8| 64.8| 55.4|
| Neural Networks         | 87.6     | 79.4| 66  | 66.4| 72  | 65.2|

Table 3. Accuracy of the six classification algorithms without PCA.

| Algorithms               | Times(h) | 2   | 4   | 6   | 8   | 10  | 12  |
|-------------------------|----------|-----|-----|-----|-----|-----|-----|
| Decision tree           | 87.1     | 77.3| 65.3| 64  | 70.4| 64.8|
| Linear discriminant     | 83.6     | 79.1| 63.9| 63.8| 71.1| 62.3|
| Naive Bayes             | 85.6     | 77.8| 61.6| 62.2| 70.1| 57.3|
| Linear SVM              | 88.3     | 79.6| 64.5| 64.6| 69.8| 61.3|
| KNN                     | 84       | 72.9| 58.2| 58.1| 64.3| 56.9|
| Neural Networks         | 88.5     | 79.5| 66.6| 64.7| 72.2| 66.6|

Table 4. Accuracy of the six classification algorithms with PCA.

As shown in Figure 2 and Table 3, the accuracy of visibility prediction gradually decreased over time, but prediction accuracy increased after ten hours. The accuracy rate
was the highest after 2 h, the decline rate was larger from 2 to 6 h, and the accuracy rate decreased more smoothly after 6 h. The neural networks had higher accuracy than other machine learning classification algorithms, whereas linear discriminant and KNN had lower accuracy than the other machine classification learning algorithms. Figures 2 and 3 show the accuracy of the six classification algorithms with and without PCA. It can be seen from the figure that the accuracy of the machine classification algorithm after adding PCA was higher than that without PCA. The average accuracy of Table 3 was 69.15, and the average accuracy of Table 4 was 70.22; thus, the average accuracy improved by 1.07 after adding PCA. However, for the linear SVM algorithm, the accuracy of adding PCA and not adding PCA did not change much.

In general, among the six machine classification learning algorithms, the neural network best predicted visibility, and the accuracy was slightly improved after adding PCA.

### 3.3. Case Analysis

A case with foggy weather in Chengdu, 27 August 2021, was selected, and the visibilities predicted by ECWMF and by NECP were compared with those predicted using the Neural Networks algorithm and in the actual situation. The ECWMF, NECP numerical
weather forecast, and neural networks time steps were 3 h, 3 h, and 2 h. Table 6 shows the initial data collection times of the three methods were all 20:00 on 26 August 2021. Figure 4 shows the calculation results.

Table 6. Time of initial data: 27 August 2021, at 02:00.

| Ct | Cl | Wd (°) | Ws (m/s) | T (°C) | H (%) | Vp (hPa) | Td (°C) | V (km) | P (hPa) |
|----|----|--------|----------|--------|-------|----------|--------|--------|--------|
| 10 | 3  | 10     | 0        | 18.8   | 96    | 20.8     | 18.1   | 15     | 1004.6 |

Figure 4. Comparison between the visibility predicted by ECWMF, NECP, and Neural Networks and the actual observation data.

From the comparison in Figure 4, since the clustering method was used, the result predicted by the neural network was the range of <1 km, 1–2 km, 2–4 km, and >4 km. This is a typical heavy fog process. The visibility was greater than 10 km before 5:00 in the morning, but began to decline from 4:00 to 5:00 in the morning. The visibility at 6:00 and 7:00 in the morning was 0.2 km and 0.3 km, respectively, which reached the standard of heavy fog. The time resolution of the numerical weather forecast was 3 h, and the time resolution of the neural network was 2 h. As can be seen from the figure, the neural network predicted that the visibility was 4 km at 4:00 and 1–2 km at 6:00; thus, a trend of decreasing visibility was predicted. ECWMF predicted that the visibility was 10 km at 5:00 and 3 km at 8:00. It also predicted a decreasing trend of visibility, but the predicted value was larger than the actual value. If ECMWF is used in practical application, the purpose of early warning of heavy fog cannot be achieved. The NECP forecast visibility has always been greater than 20 km, which is quite different from the actual results. The reason why NECP and ECWMF forecasting results are not good is that in atmospheric science, initial data has a great influence on the forecasting results. Neither ECMWF nor NECP assimilated visibility as initial data into numerical weather prediction [27,28]. However, the neural network in this article added initial visibility data to the dataset; thus, adding initial visibility data to the neural network can effectively improve the accuracy of visibility forecasting.

4. Discussion

Aiming at the contradiction between the current visibility forecasting accuracy and the airport expressway’s demand for visibility forecasting, this study proposes a new forecasting method based on previous studies. The contributions of the manuscript are as follows:
Ground observation and radiosonde data in Chengdu were used in the manuscript. Six representative machine learning algorithms were used to predict visibility. We compared six machine learning algorithms for visibility prediction. We judge the usefulness of PCA by comparing visibility accuracy with and without PCA. We compare ECWMF, NECP, and neural networks with actual observation data.

The discussions are as follows:

1. Comparing Figures 2 and 3 and Tables 3 and 4, the accuracy of the six classification algorithms with PCA was partially improved. For decision tree, linear discriminant, linear SVM, and neural networks, the improvement was not obvious because these algorithms have PCA-like pacing. For Naive Bayes and KNN, the improvement was more obvious. It is recommended to perform PCA before using Naive Bayes and KNN.

2. Comparing the accuracy of the six classification algorithms, neural networks, decision tree, and linear SVM had higher prediction accuracy at the initial moment. Accuracy decreased over time, but neural networks always had the highest accuracy.

3. For airports, we mainly focused on low-visibility events. According to Table 4, the confusion matrix of the six classification algorithms, we paid more attention to the algorithms that can classify a visibility of <1 km. As can be seen from the table, Naive Bayes showed better TPR compared to the six machine learning algorithms. However, linear discriminant and linear SVM had lower TPR.

4. We compared ECWMF, NECP, and neural networks with actual observation data. We found that the comparison between ECWMF and NECP for visibility prediction and neural networks was quite different from the actual visibility. The reason is that ECWMF and NECP do not add initial visibility to the calculation; the visibility of these two numerical forecasts is calculated by the model and other parameters. In order to better calculate the visibility, it is necessary to add the actual visibility to the initial data.

Deficiency of the proposed work:

1. This article compares six machine learning algorithms, in addition to which there are many algorithms that can be added.

2. This article uses data from January 2016 to January 2020. With more data, the accuracy of machine learning will be higher.

3. This paper does not include the impact of air pollution on visibility in the impact factor, and it is hoped that it can be improved in future research.

5. Conclusions

From the discussion, we draw the following conclusions:

1. The addition of PCA can improve the accuracy of Naive Bayes and KNN, but the accuracy of others is limited.

2. Neural networks have high accuracy in typical machine learning algorithms.

3. Naive Bayes predicts visibility at <1 km better than the rest of the machine learning algorithms. Linear discriminant and linear SVM have weak prediction ability for visibility <1 km.

4. The initial visibility data plays an important role in the visibility forecast and can effectively improve forecast accuracy.
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