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Abstract

Anomaly detection in data analysis is an interesting but still challenging research topic in real world applications. As the complexity of data dimension increases, it requires to understand the semantic contexts in its description for effective anomaly characterization. However, existing anomaly detection methods show limited performances with high dimensional data such as ImageNet. Existing studies have evaluated their performance on low dimensional, clean and well separated data set such as MNIST and CIFAR-10. In this paper, we study anomaly detection with high dimensional and complex normal data. Our observation is that, in general, anomaly data is defined by semantically explainable features which are able to be used in defining semantic sub-clusters of normal data as well. We hypothesize that if there exists reasonably good feature space semantically separating sub-clusters of given normal data, unseen anomaly also can be well distinguished in the space from the normal data. We propose to perform semantic clustering on given normal data and train a classifier to learn the discriminative feature space where anomaly detection is finally performed. Based on our careful and extensive experimental evaluations with MNIST, CIFAR-10, and ImageNet with various combinations of normal and anomaly data, we show that our anomaly detection scheme outperforms state of the art methods especially with high dimensional real world images.

1. Introduction

Anomaly detection is identification task of unusual samples that have hardly been observed from majority of normal data. "Unusual sample” can be semantically defined at each application such as abnormal behavior detection, disease detection, outlier in signal, unexpected situation, etc [30], [17], [27]. There has been a large body of research work on anomaly detection such as learning representation of normal distribution, using deep generative network and pre-trained classifier, which are well-categorized and summarized in Chalapathy et al. [3] and Chandola et al. [4].

Representation in Latent Space
A lot of anomaly detection methods based on statistical approaches have been proposed focusing on the optimal description of normal data in a latent space maximizing anomaly detection [20], [5]. In Eskin and Eleazar [7], Zong et al. [36], Yamanishi et al. [31], methods estimate the probability distribution of normal data using mixture models and evaluate the likelihood of each sample to be considered as an anomaly. There is a non-parametric approach in estimating density of data [11]. They build a deep auto-encoder with parametric density estimator and learn statistical distribution of normal data in the latent space via an auto-regressive procedure. On the other hand, there is an approach that concentrates on finding a feature space having regular factors of normal distribution. Ruff et al. [24] inspired by kernel-based one-class classification method learn a transformation into hyper-sphere
minimizing its volume. This task forces trained network to extract the common factors of normal data so that any anomaly sample falls outside of normal distribution territory.

**Employing Generative Adversarial Networks** Since GANs[11] was introduced that learns mapping from a latent space to image space, there have been various adversarial models solving anomaly detection problem [22], [26], [44], [27]. Perera et al. [22] train an auto-encoder for constrained latent representations of given class with discriminator of GANs and make the decoder map the bounded space to the image space. Generator of GANs is used for enhancing inliers and distorting outliers for better decision with original samples[26]. Schlegl et al. [27], inversely map the query sample to a latent space using pre-trained GANs and find a closest point which is visually the most similar instance to query sample for reconstruction.

**Auto-encoder** Using Auto-encoder, carrying out the reconstruction of input is also popular approach for learning representations. For example, Cong et al. [9] propose new criteria, sparse reconstruction cost, and measure the normality over the test samples. Zhou and Paffenroth [35] propose a deep auto-encoder that increases the ability of anomaly detection based on robust PCA. However, using auto-encoder network sometimes ‘generalizes’ itself on both normal and anomalous data leading to miss detection of anomalies [10]. To alleviate the problem, the authors suggest an augmented auto-encoder with a memory module (MemAE) which reconstructs query input via retrieving the most relevant memory items made from normal dataset.

**Out-of-Distribution Detection** Trained classifier on real-image through classification task tends to provide high-confidence value and fails to detect out-of-distribution examples in Hendrycks et al. [13]. They propose a detection baseline based on a discovered phenomenon that the prediction probability of in-distribution is higher than the prediction probability of out-of-distribution. Liang et al. [18] propose that in and out-of-distribution can be more separated when temperature scaling is used and small perturbations through gradient ascent is added to the input.

**Self-Supervised Learning** In computer vision, supervised learning has successfully presented outstanding performance in many tasks such as object detection and classification, scene segmentation and so on [2], [25], [12]. Self-supervised learning is kind of representation learning which requires only pretext learning task such as predicting the direction of rotation, relationships in an image [16], [8], [21]. It learns semantic characteristics of unlabeled data, that helps anomaly detection tasks [9], [25], [14], [28], [35]. In general, the scope and characteristics of such novel instances are not able to be explicitly defined and training a classification network for detecting anomaly samples are not a trivial task. Thus, characterizing and detecting all the possible unseen instances might be an ill-posed problem. However, in many researches, attempts to detect anomalies whose range is considered very wide and ambiguous are very common.

When normal data is high-dimensional and complex, such as an high-resolution image with multiple objects, explicitly defining the scope of ‘anomalous’ becomes complicated task. Our observation in anomaly detection is that, in general, normality of normal data implicitly includes the characteristic of contextual aspects of given majorities. Therefore, the distinction between normal and anomaly varies along the semantically common aspects of normal samples. Rather than pursuing statistically optimal method over all anomaly detection tasks that is an insoluble puzzle, we endeavor to find semantically explainable features of unseen anomaly cases within normal samples. To this end, we narrow down the scope of anomaly based on semantic information of normal data. For example, with image data, explainable characteristics such as object types, location, weather, appeared person in an image are considered as criteria defining anomaly. In other words, in general, anomaly is able to be predictable from semantic understanding of normal data (that is semantic anomaly). Note that we need to learn the separation of anomaly from normal, not the distribution itself or entire characteristics of anomaly data. Here is examples in figure [2]. When the set of car images is given as normal, semantic anomalies related to the normal data could be other transportations such as bicycles, tanks, trucks or ships. However, semantically less relevant samples from farther object categories such as cartoon cars and cats are hardly be actual anomalies.

Similar studies have been introduced in prior work. In the surveys such as Chandola et al. [4], Chalapath et al. [5], anomalies are categorized by two groups, simple and complex anomalies. The latter is defined as contextual and collective anomalies. In this case, they termed a data instance that is anomalous in a specific context as ‘contextual anomalies’, which is quite close to what we are interested in. In traffic analytic application [15], they suggest detection algorithms based on expected anomalous characteristics of vehicles such as immobile vehicles for longer time than other normal vehicles or significantly slower vehicles than surrounding traffic.

In this paper, we propose 1) an anomaly detection framework learning sub-clusters of normal data that provides semantic feature space for explainable and improved anomaly detection, 2) an extensive anomaly detection evaluation tests with MNIST, CIFAR-10, and ImageNet, providing comprehensive evaluation results and analysis, where our semantic anomaly detection shows outperforming performance in both quantitative and qualitative manners.
2. Problem Statement

Let normal and anomaly data have respective several sub-classes and all sub-classes from both normal and anomaly are well separated by certain semantically explainable feature set $S^{na}$ where $B^{na}$ is a set of decision boundaries for all sub-classes (See the Figure 3(a). Sub-clusters of normal and anomaly data are represented as $C_{ni}, C_{ai}$ respectively where $i$ is 1, 2, 3). Then the feature set $S^{na}$ is also able to separate normal and anomaly data very well with a decision boundary $\hat{B}^{na}$ that is the subset of $B^{na}$ (Figure 3(b)). Now assume that we only use sub-classes of normal data finding new feature set $S^{n}$ providing good separation for normal sub-classes with the set of decision boundaries $B^{n}$ (Figure 3(c)). As we previously have discussed, in real applications, if all sub-classes are separated by semantically meaningful aspects, we assume that two feature sets $S^{na}$ and $S^{n}$ have to be similar to each other with similar semantic meaning ($S^{na} \approx S^{n}$). As a result, we assume that feature set $S^{n}$ is also able to separate normal and anomaly data very well where ($\hat{B}^{na} \approx \hat{B}^{n}$) (Figure 3(d)). Therefore, if there is a good feature space separating semantic sub-clusters of given normal data, unseen semantic anomaly also can be distinguished well from entire normal data in that space. For example, in hierarchical tree (top) which is part of ImageNet shown in figure 1 let us define spitz as a normal data and corgi, griffon, poodle as an anomaly data. In our simple anomaly detection tests, we increase the number of clusters in normal from two to ten. Note that, in this test, each cluster consists of labeled sub-classes. To be specific, we divide normal car set into two clusters having five sub-classes at each cluster. Next, normal is divided into four clusters, and so on. We assume that the labeled classes are good examples of semantic clusters. Graphs in figure 4 and table 1(a),(b),(c) represent the above simple test results by AUROC score showing that if normal data is semantically clustered more, anomaly detection score increases. This is assigned to normal and other related classes such as golfcart, horse cart, mountain bike are assigned to anomaly data.

In order to verify our assumption, we perform simple tests with 'car', 'cat family and dog family' and 'placental' image sets of ImageNet. 'car' has 10 sub-classes and other types of transportation are used as its anomaly. 'cat family and dog family' has 16 sub-classes and other categories of animal are used as its anomaly, 'placental' set has 44 sub-classes and sub-classes in 'metatheria' are used as its anomaly. For example, a 'car' set having ten sub-classes is assigned to normal and other related classes such as golf-cart, horse cart, mountain bike are assigned to anomaly data. In our simple anomaly detection tests, we increase the number of clusters in normal from two to ten. Note that, in this test, each cluster consists of labeled sub-classes. To be specific, we divide normal car set into two clusters having five sub-classes at each cluster. Next, normal is divided into four clusters, and so on. We assume that the labeled classes are good examples of semantic clusters. Graphs in figure 4 and table 1(a),(b),(c) represent the above simple test results by AUROC score showing that if normal data is semantically clustered more, anomaly detection score increases. This is assigned to normal and other related classes such as golf-cart, horse cart, mountain bike are assigned to anomaly data. In our simple anomaly detection tests, we increase the number of clusters in normal from two to ten. Note that, in this test, each cluster consists of labeled sub-classes. To be specific, we divide normal car set into two clusters having five sub-classes at each cluster. Next, normal is divided into four clusters, and so on. We assume that the labeled classes are good examples of semantic clusters. Graphs in figure 4 and table 1(a),(b),(c) represent the above simple test results by AUROC score showing that if normal data is semantically clustered more, anomaly detection score increases.

![Figure 2](image-url) Figure 2: Examples of semantic anomalies (a) Normal samples of 'car' class (b) 'semantic anomalies' (c) semantically less relevant anomaly samples

![Figure 3](image-url) Figure 3: The concept of our hypothesis, separability of feature set on ideal and real situation. First two sub-figures show a ideal simulation when using both normal and anomal set. Next two sub-figures show our assumed situation when using only normal set. Anomalies would be separated in certain space that learns semantic properties of sub-clusters in normal data.

![Figure 4](image-url) Figure 4: AUROC score corresponding to the number of clusters in each dataset. To find the better feature set for anomaly detection, for (a) 'car', (b) 'cat family and dog family', (c) 'Placental' synset in table 10, we incrementally increase the number of cluster in normal data such as 2-4-6-8-10, 2-4-16 and 4-8-17-44. Y-axis and X-axis depict the AUROC score and the number of clusters respectively. For calculating AUROC value, we use MSP and ODIN which are represented by blue and orange line.
simple test presents the ability of sub-clustering of normal data in anomaly detection. If we have more number of clusters for identical normal data, classification process finds better feature sets separating the clusters to each other. As a result, anomalous samples with respect to semantically similar descriptions are also well separated from all sub-clusters of normal data.

Moreover, we assume that the type of semantic property separating normal data clusters is critical in anomaly detection. In this simple test, labeled dataset like ImageNet already has its semantic criterion 'object'. Instead, we make four normal data clusters at four different object levels respectively. These four different semantic clusterings come to have different semantic property (different object classification level). Using 'placental' set, we build four clusters and test the separability of anomaly data for each case. Result is shown in Table 1 at four different levels. As the result shows, highest AUROC score is obtained at level-2 and scores decrease as the level goes down away from the original normal data class level. This test shows that there exists an optimal level in normal data clustering in which probably we can get the most semantically meaningful separation in anomaly detection. Through the simple tests, we study how anomalous data is well separated from normal data depending on the number of clusters and the type of clusters. We assume that when there exist a set of semantic clusters of a normal set and if we can find feature space that distinguishes sub-clusters, semantic anomaly data also can be identified in the same feature space. Figure 5 summarizes our proposed method for anomaly detection.

2.1. Methodology

Given normal data \( X = \{x_1, x_2, ..., x_n\} \) of \( n \) samples, we divide the samples into \( k \) multiple clusters, \( X_i = \{x_1, x_2, ..., x_m\} \), then \( X = X_1 \cup X_2 \cup ... \cup X_k \). We assign pseudo-labels \( y_i \) to each cluster \( X_i \). After mapping the label, we train a classifier \( f_θ(x) \) to find a \( θ^* \) which makes good separations among the clusters \( X_i \).

Once classifier finishes learning, detection score is calculated by:

\[
S(x, f_θ) = \begin{cases} 
\text{Normal Class,} & \text{if } S(x, f_θ) > \gamma, \\
\text{Anomaly,} & \text{otherwise.}
\end{cases}
\]  

with pre-defined threshold \( γ \). For the score function \( S(x) \), we follow two algorithms [13] and [18] noted as MAX and ODIN respectively (explained in detail in section 3). For the evaluation of proposed method, semantic clustering has to be performed on unlabeled normal data, however, developing a clustering method optimal for a particular anomaly detection is out of scope of this work. Instead, in this paper, we demonstrate performance of proposed method through label information of dataset and visual context learning method.

In the first type of experiment, sub-classes of normal dataset are considered as contextual sub-clusters and we learn the semantic feature space of sub-classes. In the second type of experiment, we learn the semantic feature space of unlabeled data using existing method which learns its visual similarity.

3. Experimental Evaluation

In our experimental evaluations, we use MNIST, CIFAR-10, CIFAR-100, and ImageNet. We use network constructed by two convolutional layers and two fully connected layers for MNIST testing. We use Wide Residual Network (WRN) model [33] which shows the state-of-the-art performance in classification task in CIFAR-10 data set. The parameters for depth and width of the model were selected as 28. We train the network with 0.1 learning rate at start and scaled down with cosine learning rate schedule [19] using stochastic gradient descent with momentum at 0.9 during 200 epochs. We train the network with batches of size 250 on each in parallel on two TITAN Xp.

In SSL [14], they select 30 classes out of 1000 classes so that there is no obvious overlap each other, unlike classes such as ‘bee’ and ‘honeycomb’. We use pick randomly 10 classes out of 30 classes which is made up of ‘airliner’, ‘american alligator’, ‘dragonfly’, ‘grand piano’, ‘hotdog’, ‘nail’, ‘snowmobile’, ‘stingray’, ‘soccer ball’, ‘tank’. For ImageNet, network is chosen to be residual network [12] with self-attention module [29] which is based on residual learning for high-resolution images. The number of layers is selected as 18 because we train on small number of classes. Augmentation of random crops and resize to 224 by 224 and random horizontal flips are applied. We train the network with learning rate initialized 0.1 and scaled down with 0.8 factor every 10 epochs using stochastic gradient descent with momentum at 0.9 during 200 epochs. We train the network with batches of size 250 on each in parallel on two TITAN Xp.

Table 5 summarizes our proposed anomaly detection evaluation setup using MNIST, CIFAR-10, and ImageNet datasets. Our evaluation consists of five tests varying structure of normal and anomalous data. Test 1 is traditional evaluation scheme of previous anomaly detection methods. We add four more comprehensive tests. We use detection scores for each test following two methods [13], [18].

In Hendrycks et al. [13], they propose baseline method for out-of-distribution (OOD) detection claiming that well-trained network tends to give higher softmax value to in-distribution data than out-of-distribution data. Similarly, Liang et al. [18] noted as ODIN add small perturbation to input image and scale the temperature showing effectiveness in OOD detection. We select both measurements (noted as MAX [13], ODIN [18]). For assigning the detection scores to SSL [14], we follow the score function used in their paper in all of results tables. They mea-
Table 1: The AUROC scores of 'car', 'cat family and dog family' and 'placental' synset. AUROC score increases as we increase the number of sub-cluster in normal data. In (d) we test the separation ability according to different semantic property (different object classification level).

![Diagram of proposed method](image)

Figure 5: Diagram of proposed method. In this case, we use 'snake' data as normal and divide normal into 4 clusters based on class label. Each cluster given pseudo-label is used for training classifier. Expected feature space gives good separation not just among normal sub-clusters but also semantic anomaly.

| N(cluster) | MAX  | ODIN  |
|------------|------|-------|
| 2          | 0.58 | 0.37  |
| 4          | 0.67 | 0.68  |
| 6          | 0.65 | 0.71  |
| 8          | 0.69 | 0.72  |
| 10         | 0.71 | 0.77  |

| Class-level | MAX  | ODIN  |
|-------------|------|-------|
| level-1     | 0.71 | 0.62  |
| level-2     | 0.79 | 0.73  |
| level-3     | 0.76 | 0.62  |
| level-4     | 0.75 | 0.62  |

Table 3: Test 1: AUROC scores of previous works on MNIST data. Normal set is composed of single class, anomaly is composed of multiple classes.

|            | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | mean |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| OCSVM      | 0.988 | 0.999 | 0.902 | 0.95 | 0.955 | 0.968 | 0.978 | 0.965 | 0.853 | 0.955 | 0.951 |
| KDE        | 0.885 | 0.996 | 0.71  | 0.693 | 0.844 | 0.776 | 0.861 | 0.884 | 0.669 | 0.825 | 0.814 |
| DAE        | 0.894 | 0.999 | 0.792 | 0.851 | 0.888 | 0.819 | 0.944 | 0.922 | 0.74  | 0.917 | 0.877 |
| VAE        | 0.997 | 0.999 | 0.936 | 0.959 | 0.973 | 0.964 | 0.993 | 0.976 | 0.923 | 0.976 | 0.97  |
| Pix CNN    | 0.531 | 0.995 | 0.476 | 0.517 | 0.739 | 0.542 | 0.592 | 0.789 | 0.34  | 0.662 | 0.618 |
| GAN        | 0.926 | 0.995 | 0.805 | 0.818 | 0.823 | 0.803 | 0.89  | 0.898 | 0.817 | 0.887 | 0.866 |
| AND        | 0.984 | 0.995 | 0.947 | 0.952 | 0.96  | 0.971 | 0.991 | 0.97  | 0.922 | 0.979 | 0.967 |
| AnoGAN     | 0.966 | 0.992 | 0.85  | 0.887 | 0.894 | 0.883 | 0.947 | 0.935 | 0.849 | 0.924 | 0.913 |
| DSVDD      | 0.98  | 0.997 | 0.917 | 0.919 | 0.949 | 0.885 | 0.983 | 0.946 | 0.939 | 0.965 | 0.948 |
| OCGAN      | 0.998 | 0.999 | 0.942 | 0.963 | 0.975 | 0.98  | 0.991 | 0.981 | 0.939 | 0.981 | 0.975 |
| Jigsaw     | 0.983 | 0.838 | 0.847 | 0.788 | 0.855 | 0.89  | 0.973 | 0.909 | 0.884 | 0.92  | 0.889 |

We measure the difference between softmax prediction of test sample and uniform distribution by KL divergence. Area Under the Receiver-Operator-Characteristics (ROC) which indicates the ability of binary classification has been used as a useful metric for evaluation the performance on many related works of anomaly detection tasks\cite{9}, \cite{22}, \cite{1}. We also compare the performance of our method using under the area of ROC curve noted as AUROC.
### 3.1. Test 1: Normal of Single Class, Anomaly of Multiple Classes

In the most of previous work, they have usually chosen one class as normal and the rest of classes as anomaly. However, normal data composed of only single class may make the task too easy and this set up would not be enough to reflect real situation. Table 3 and 4 show evaluation comparison with prior methods. We add more comprehensive results with this experiments, an algorithm 'Jigsaw' that the network is trained to predict order of shuffled images. Most algorithms in the table perform well with MNIST and CIFAR-10 data set, because the distribution of normal is relatively simple and easy to describe. SSL[14] and OCGAN[22] performs best on CIFAR-10 and MNIST, respectively. Detecting diverse anomaly samples from single normal class of MNIST is kind of easy task achieving maximum 97.5% of detection accuracy. In order for meaningful evaluation, we need extended evaluation scheme that we propose in the following evaluations.

### 3.2. Test 2: Normal of Multiple Classes, Anomaly of Multiple Classes

In our Test 2, extending traditional evaluation scheme, we test how the complexity of normal data affects anomaly detection performance by increasing the number of normal classes with MNIST and CIFAR-10 data set with fixed anomaly classes. First five classes of both data sets are used as normal and remaining five classes are used as anomaly. Anomaly classes are fixed but the number of classes in normal data is increased from 1 to 5 in each experiment. For example, MNIST dataset, we use digit 1 as normal and digits 5,6,7,8,9 as anomaly in the first experiment. Next, we use digit 1,2 as normal and digit 5,6,7,8,9 as anomaly and so on. We compare our proposed scheme with state of the art method [14] and similar framework [8] which is trained by predicting the angle of rotation. Table 8 summarize test results. In both results, proposed method shows almost similar AUROC as the number of normal classes increases. However, the AUROC of SSL[14] and RotNet[8] decreases losing its description ability on the normal data. Note that SSL[14] is best performing method in Test 1 CIFAR-10 dataset. We expected that better algorithm will maintain the anomaly detection performance regardless of the characteristic of normal dataset for same anomaly dataset. Figure 6 clearly shows that proposed method has such tendency.

### 3.3. Test 3: Normal of Multiple Classes, Anomaly of Single Class

In this test, we select single class for anomaly and all remaining classes are used as normal maximizing the complexity of normal data set. This test is more similar to real world anomaly detection problems, where we have diverse types of normal data. In this experiment, we also consider
### Table 6: Test2: AUROC scores corresponding to the number of sub-classes included by normal set. (a), (b) For MNIST and CIFAR-10 dataset, AUROC score is calculated as increasing the number of sub-classes from one to five respectively.

| number | SSL [14] | RotNet [8] | Proposed |
|--------|-----------|-------------|----------|
|        | KL        | MAX         | ODIN     | MAX | ODIN |
| 1      | 0.91      | 0.91        | **0.92** | -   | -    |
| 2      | 0.91      | 0.89        | 0.89     | **0.97** | 0.97 |
| 3      | 0.86      | 0.87        | 0.89     | **0.95** | 0.94 |
| 4      | 0.82      | 0.87        | 0.87     | 0.93  | **0.94** |
| 5      | 0.79      | 0.84        | 0.84     | **0.94** | 0.93 |

(a) MNIST dataset

| number | SSL [14] | RotNet [8] | Proposed |
|--------|-----------|-------------|----------|
|        | KL        | MAX         | ODIN     | MAX | ODIN |
| 1      | **0.73**  | 0.62        | 0.66     | -   | -    |
| 2      | 0.76      | 0.72        | 0.72     | **0.82** | 0.81 |
| 3      | 0.66      | 0.64        | 0.61     | **0.75** | 0.72 |
| 4      | 0.56      | 0.60        | 0.55     | **0.83** | 0.76 |
| 5      | 0.54      | 0.57        | 0.55     | **0.83** | 0.79 |

(b) CIFAR-10 dataset

### Table 8: Test2: AUROC scores corresponding to the number of sub-classes included by normal set. (a), (b) For MNIST and CIFAR-10 dataset, AUROC score is calculated as increasing the number of sub-classes from one to five respectively.

| number | SSL [14] | RotNet [8] | Proposed |
|--------|-----------|-------------|----------|
|        | KL        | MAX         | ODIN     | MAX | ODIN |
| 1      | 0.91      | 0.91        | **0.92** | -   | -    |
| 2      | 0.91      | 0.89        | 0.89     | **0.97** | 0.97 |
| 3      | 0.86      | 0.87        | 0.89     | **0.95** | 0.94 |
| 4      | 0.82      | 0.87        | 0.87     | 0.93  | **0.94** |
| 5      | 0.79      | 0.84        | 0.84     | **0.94** | 0.93 |

(a) MNIST dataset

| number | SSL [14] | RotNet [8] | Proposed |
|--------|-----------|-------------|----------|
|        | KL        | MAX         | ODIN     | MAX | ODIN |
| 1      | **0.73**  | 0.62        | 0.66     | -   | -    |
| 2      | 0.76      | 0.72        | 0.72     | **0.82** | 0.81 |
| 3      | 0.66      | 0.64        | 0.61     | **0.75** | 0.72 |
| 4      | 0.56      | 0.60        | 0.55     | **0.83** | 0.76 |
| 5      | 0.54      | 0.57        | 0.55     | **0.83** | 0.79 |

(b) CIFAR-10 dataset

3.4. Test 4: Semantic Clustering with Labeled Data

In test 4, we choose ‘spitz’, ‘snake’, ‘car’, ‘boat’, ‘truck’ and ‘shop’ synsets from ImageNet tree as respectively six normal sets. Sub-classes of each synset are considered as sub-clusters of normal data. For the rich simulation, we have conducted experiment under different semantic criteria that normal set has. For the anomaly, two different types (far, near) of anomalous data are selected. Anomal(near) is visually very close to normal data and Anomal(far) is selected from less relevant category of normal data. For example, for synset of auto mobile in figure 8 all clusters in Anomal(near) of car types were not used in normal but belong to the transportation. ‘Spitz’ set has 4 sub-clusters and different type of dogs consisted of 6 sub-classes are used as its Anomal(near). ‘snake’ set has 10 sub-classes and 5 other reptile sub-classes are used its Anomal(near). For ‘car’, ‘boat’ and ‘truck’ sets, 10, 3 and 5 sub-classes are used respectively and different types of transportation with its normal are used as its Anomal(near). Those five sets have shared Anomal(far) consisted of 4 sub-classes completely irrelevant to normal sets. See first and third table 12 first and second column depict the synset and sub-clusters respectively. In second table, we note the sub-clusters of Anomal(far) which consists of four classes from ImageNet. For ‘shop’ set, 6 different classes of stores are used and 5 other types of place are used as its Anomal(near). Our proposed method gives best average detection result for Anomal(near). SSL detects Anomal(far) relatively well because it has clear difference from normal data (see the table 13 and figure 7). Similar to MNIST in 3.1, sub-clusters in Anomal(far) is well separated from normal distribution. On
Table 10: Test 3: Comparison of SSL[14] and proposed work in MNIST, CIFAR-10 and ImageNet dataset. AUROC from detection scores which calculated by by MAX[13] and ODIN[18], KL divergence.

|                   | SSL[14] | Proposed |
|-------------------|---------|----------|
| **KL**            | MAX     | ODIN     |
| **anomaly**       | **0.97**| **0.97** |
| airplane          | 0.55    | 0.81     |
| bird              | 0.74    | 0.79     |
| cat               | 0.73    | 0.79     |
| deer              | 0.57    | 0.80     |
| dog               | 0.71    | 0.76     |
| frog              | 0.71    | 0.80     |
| horse             | 0.43    | 0.80     |
| ship              | 0.47    | 0.75     |
| truck             | 0.49    | 0.74     |
| **average**       | **0.97**| **0.73** |

(a) MNIST dataset

Table 12: ImageNet dataset for the evaluation of sub-clusters of normal data

| synset           | sub-clusters                          |
|------------------|---------------------------------------|
| **Normal(Spitz)**| Samoyed, Pomeranian, chow, keeshond    |
|                  | Brabancon griffon, Pembroke toy poodle, standardpoodle Cardigan, miniature poodle |
| **Anomal(near)** | thunder snake, hognose snake king snake, night snake |
|                  | water snake, sea snake green snake, ringneck snake garter snake , vine snake |
| **Normal(snake)**| green lizard, African crocodile boa constrictor, rock python Indian cobra |
| **Normal(car)**  | ambulance, convertible, cab beach wagon , Model T, jeep, minivan limousin, racer, sports car golfcart, pickup, horse cart trailer truck, mountain bike |
| **Anomal(near)** | fireboat, lifeboat, speed boat aircraft carrier, container ship, submarine |
| **Normal(boat)** | fire engine, garbage truck, pickup tow truck, trailer truck beach wagon, Model T, moped mountain bike, sports car, tank |
| **Normal(truck)**| spider web, coral fungus cauliflower, custard apple |

Figure 7: Test 4: Detection results with near and far anomaly using different types of normal sets. The results of our method are marked by orange(ODIN) and grey(MAX) solid line. SSL is marked by blue dot line. Proposed method is effective in detecting near (semantically closer) anomaly.
In this paper, we proposed a novel framework for anomaly detection which is learning the optimal feature space from semantic sub-clusters of normal data. We demonstrated the validity of our work on MNIST, CIFAR-10, CIFAR-100, ImageNet, and unlabeled dataset by employing label classes or unsupervised embedding learning method which builds the feature space having semantic properties of data. We found that feature space learned through sub-clusters can dramatically improve the ability of anomaly detection. Our experimental results show outstanding performance even in high-dimensional real world data.

4. Conclusion and Future Works

In this paper, we proposed a novel framework for anomaly detection which is learning the optimal feature space from semantic sub-clusters of normal data. We demonstrated the validity of our work on MNIST, CIFAR-10, CIFAR-100, ImageNet, and unlabeled dataset by employing label classes or unsupervised embedding learning method which builds the feature space having semantic properties of data. We found that feature space learned through sub-clusters can dramatically improve the ability of anomaly detection. Our experimental results show outstanding performance even in high-dimensional real world data.

References

[1] Davide Abati, Angelo Porrello, Simone Calderara, and Rita Cucchiara. Latent space autoregression for novelty detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 481–490, 2019.

[2] Vijay Badrinarayanan, Alex Kendall, and Roberto Cipolla. Segnet: A deep convolutional encoder-decoder architecture for image segmentation. IEEE transactions on pattern analysis and machine intelligence, 39(12):2481–2495, 2017.

[3] Raghavendra Chalapathy and Sanjay Chawla. Deep learning for anomaly detection: A survey. arXiv preprint arXiv:1901.03407, 2019.

[4] Varun Chandola, Arindam Banerjee, and Vineet Kumar. Anomaly detection: A survey. ACM computing surveys (CSUR), 41(3):1–58, 2009.

[5] Varun Chandola, Arindam Banerjee, and Vineet Kumar. Anomaly detection: A survey. ACM computing surveys (CSUR), 41(3):15, 2009.

[6] Yang Cong, Junsong Yuan, and Ji Liu. Abnormal event detection in crowded scenes using sparse representation. Pattern Recognition, 46(7):1851–1864, 2013.

[7] Eleazar Eskin. Anomaly detection over noisy data using learned probability distributions. 2000.

[8] Spyros Gidaris, Praveer Singh, and Nikos Komodakis. Unsupervised representation learning by predicting image rotations. arXiv preprint arXiv:1803.07728, 2018.

[9] Izhak Golan and Ran El-Yaniv. Deep anomaly detection using geometric transformations. In Advances in Neural Information Processing Systems, pages 9758–9769, 2018.

[10] Dong Gong, Lingqiao Liu, Vuong Le, Budhadipta Saha, Moussa Reda Mansour, Svetha Venkatesh, and Anton van den Hengel. Memorizing normality to detect anomaly: Memory-augmented deep autoencoder for unsupervised anomaly detection. arXiv preprint arXiv:1904.02639, 2019.
[11] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In Advances in neural information processing systems, pages 2672–2680, 2014.
[12] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016.
[13] Dan Hendrycks and Kevin Gimpel. A baseline for detecting misclassified and out-of-distribution examples in neural networks. arXiv preprint arXiv:1610.02136, 2016.
[14] Dan Hendrycks, Mantas Mazeika, Saurav Kadavath, and Dawn Song. Using self-supervised learning can improve model robustness and uncertainty. arXiv preprint arXiv:1906.12340, 2019.
[15] Pirazh Khorramshahi, Neelam Peri, Amit Kumar, Anshul Shah, and Rama Chellappa. Attention driven vehicle re-identification and unsupervised anomaly detection for traffic understanding. In Proc. CVPR Workshops, pages 239–246, 2019.
[16] Alexander Kolesnikov, Xiaohua Zhai, and Lucas Beyer. Revisiting self-supervised visual representation learning. arXiv preprint arXiv:1901.09005, 2019.
[17] Christopher Krügel, Thomas Toth, and Engin Kirda. Service specific anomaly detection for network intrusion detection. In Proceedings of the 2002 ACM symposium on Applied computing, pages 201–208. ACM, 2002.
[18] Shiyu Liang, Yixuan Li, and Rayadurgam Srikant. Enhancing the reliability of out-of-distribution image detection in neural networks. arXiv preprint arXiv:1706.02690, 2017.
[19] Ilya Loshchilov and Frank Hutter. Sgdr: Stochastic gradient descent with warm restarts. arXiv preprint arXiv:1608.03983, 2016.
[20] Markos Markou and Sameer Singh. Novelty detection: a review—part 1: statistical approaches. Signal processing, 83(12):2481–2497, 2003.
[21] Mehdi Noroozi and Paolo Favaro. Unsupervised learning of visual representations by solving jigsaw puzzles. In European Conference on Computer Vision, pages 69–84. Springer, 2016.
[22] Pramuditha Perera, Ramesh Nallapati, and Bing Xiang. Ocean: One-class novelty detection using gans with constrained latent representations. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 2898–2906, 2019.
[23] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi. You only look once: Unified, real-time object detection. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 779–788, 2016.
[24] Lukas Ruff, Robert Vandermeulen, Nico Goernitz, Lucas Deecke, Shoaib Ahmed Siddiqui, Alexander Binder, Emmanuel Müller, and Marius Kloft. Deep one-class classification. In International Conference on Machine Learning, pages 4393–4402, 2018.
[25] Mohammad Sabokrou, Mohammad Khalooei, and Ehsan Adeli. Self-supervised representation learning via neighborhood-relational encoding. In Proceedings of
[26] Mohammad Sabokrou, Mohammad Khalooei, Mahmood Fathy, and Ehsan Adeli. Adversarially learned one-class classifier for novelty detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3379–3388, 2018.

[27] Thomas Schlegl, Philipp Seeböck, Sebastian M Waldstein, Ursula Schmidt-Erfurth, and Georg Langs. Unsupervised anomaly detection with generative adversarial networks to guide marker discovery. In International Conference on Information Processing in Medical Imaging, pages 146–157. Springer, 2017.

[28] Apoorv Vyas, Nataraj Jammalamadaka, Xia Zhu, Dipankar Das, Bharat Kaul, and Theodore L Willke. Out-of-distribution detection using an ensemble of self supervised leave-out classifiers. In Proceedings of the European Conference on Computer Vision (ECCV), pages 550–564, 2018.

[29] Sanghyun Woo, Jongchan Park, Joon-Young Lee, and In So Kweon. Cbam: Convolutional block attention module. In Proceedings of the European Conference on Computer Vision (ECCV), pages 3–19, 2018.

[30] Dan Xu, Elisa Ricci, Yan Yan, Jingkuan Song, and Nicu Sebe. Learning deep representations of appearance and motion for anomalous event detection. arXiv preprint arXiv:1510.01553, 2015.

[31] Kenji Yamanishi, Jun-Ichi Takeuchi, Graham Williams, and Peter Milne. On-line unsupervised outlier detection using finite mixtures with discounting learning algorithms. Data Mining and Knowledge Discovery, 8(3):275–300, 2004.

[32] Mang Ye, Xu Zhang, Pong C Yuen, and Shih-Fu Chang. Unsupervised embedding learning via invariant and spreading instance feature. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 6210–6219, 2019.

[33] Sergey Zagoruyko and Nikos Komodakis. Wide residual networks. arXiv preprint arXiv:1605.07146, 2016.

[34] Houssam Zenati, Chuan Sheng Foo, Bruno Lecouat, Gaurav Manek, and Vijay Ramaseshan Chandrasekhar. Efficient gan-based anomaly detection. arXiv preprint arXiv:1802.06222, 2018.

[35] Chong Zhou and Randy C Paffenroth. Anomaly detection with robust deep autoencoders. In Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pages 665–674. ACM, 2017.

[36] Bo Zong, Qi Song, Martin Renqiang Min, Wei Cheng, Cristian Lumezanu, Daeki Cho, and Haifeng Chen. Deep autoencoding gaussian mixture model for unsupervised anomaly detection. 2018.