Learning Disentangled Expression Representations from Facial Images
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Abstract. Face images are subject to many different factors of variation, especially in unconstrained in-the-wild scenarios. For most tasks involving such images, e.g. expression recognition from video streams, having enough labeled data is prohibitively expensive. One common strategy to tackle such a problem is to learn disentangled representations for the different factors of variation of the observed data using adversarial learning. In this paper, we use a formulation of the adversarial loss to learn disentangled representations for face images. The used model facilitates learning on single-task datasets and improves the state-of-the-art in expression recognition with an accuracy of \textbf{60.53\%} on the AffectNet dataset, \textit{without using any additional data}.

1 Introduction

Automated face analysis has many applications \cite{10}, such as in medical treatment and human-computer interaction. However, the different factors of variation, such as age, gender, and identity overlap heavily \cite{12,19}. In-the-wild data is almost always occluded due to head-pose or facial attributes like glasses or beard. Especially in facial expression recognition the performance of state-of-the-art methods is still unsatisfying. While the application of deep learning has led to superhuman performance in face identity recognition \cite{3,23}, expression recognition on in-the-wild datasets is still an unsolved problem \cite{25,9}. The efficiency of many data-driven tasks depends on the quality of the data representation \cite{4}, and the developments in deep learning in the last decade allow to learn rich task-specific features given a sufficient amount of labelled data \cite{1}. Due to the essential role these data representations play in determining the models overall performance, recent research has paid attention to these representations characteristics. One way to influence the learned features is disentangled representation learning \cite{12}. It aims to improve learned representations by separating the desired information from other factors, or sources of variation, thus obtaining
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higher levels of abstraction in captured representations and enabling better generalization [20,12]. An example model that learns disentangled representations is an autoencoder [11,5], which performs this by reconstructing the data as a linear combination of low-level features [1]. Recently, [15] introduced a framework called identity Distilling and Dispelling Autoencoder (D2AE), which disentangles face identity features from other features. Despite the similarity between our approach and theirs, we show that there is no need for a decoder network for disentangling facial expression representations. [14] had achieved state-of-the-art on the AffectNet benchmark with 58.78% accuracy using a CNN that utilizes attention mechanisms and is co-trained on multiple datasets. On the other hand, without additional attention mechanisms, nor additional datasets, our method outperforms theirs on the same benchmark. In this paper, we investigate the disentangling of expression representations from other factors of variation from face images. We use an encoder-based adversarial method. The main motivation is to tackle the problem of expression recognition in “in-the-wild” scenarios.

2 Learning Disentangled Expression Representations

The proposed method generates two distinct representations by using two different encoders: the first encodes the facial expression representation from an input image, and the other encodes the representation of other factors of variation. However, these two encoders share some layers (for shared face features) using a shared encoder $E_{\text{base}}$. This shared encoder is followed by the two branches $B_{\text{exp}}$, and $B_{\text{non-exp}}$, which specialize in encoding expression and non-expression specific features, respectively. Then, the two encoders are trained in a way that enables a decoder to reconstruct the input image by combining the representations together. In order to achieve our goal of disentanglement, we use an adversarial loss that is imposed on non-expression representations, i.e. to prevent them from being able to discriminate expressions. This way, we ensure that these representations do not contain any expression features. We also introduce another constraint that induces the expression representations to recognize expressions. Thus, the branch $B_{\text{exp}}$ is trained in a supervised manner with expression labels to capture expression features using an expression classifier $C_{\text{exp}}$. And $B_{\text{non-exp}}$ is trained adversarially to disentangle non-expression features using an expression discriminator $C_{\text{adv-exp}}$. Fig. 1 shows our proposed model architecture.

Training Process: The loss function that guides the training process in the proposed method consists of many terms. First, a reconstruction loss $L_r$ is imposed on the encoder-decoder, and the two branches $B_{\text{exp}}$ and $B_{\text{non-exp}}$ to ensure that $\text{code}_{\text{exp}}$ and $\text{code}_{\text{non-exp}}$ encode all important features from the input image $x$, respectively. This loss is an $L_2$-norm between the input image $x$ and its reconstruction $x'$, and is formally expressed as $L_r = \| x - De(\text{code}_{\text{exp}} \oplus \text{code}_{\text{non-exp}}) \|^2$. The second loss is the expression classification loss $L_{c-exp}$. We use the cross-entropy loss to train this classifier, as shown in eq.1. The optimization over $L_{c-exp}$ updates the shared encoder layers $E_{n\text{base}}$, the expression branch layers $B_{\text{exp}}$,
Fig. 1. Disentangling expression representation from all other non expression features. and the expression classifier layers $C_{exp}$.

$$-\mathcal{L}_{exp} = \sum_{i=1}^{N_{exp}} y_i \log(C_{exp}(code_{exp}))$$  

where $N_{exp}$ is the number of emotions. Finally, we introduce the adversarial loss $\mathcal{L}_{adv}$ that is imposed on the output of the expression classifier $C_{exp}^{adv}$, which ensures that $code_{non-exp}$ does not contain any expression features. $\mathcal{L}_{adv}$, as any adversarial loss, consists of two parts: The first is $\mathcal{L}_{adv}^{exp}$ that is imposed on the output of the classifier $C_{exp}^{adv}$, which classifies $code_{non-exp}$ into one of the expressions. The optimization over $\mathcal{L}_{adv}^{exp}$ updates only the expression classifier layers $C_{exp}^{adv}$. The second part $\mathcal{L}_{adv}^{En}$, tries to fool the expression classifier $C_{exp}^{adv}$ by maximizing the uncertainty of the classifier’s output for input images. Therefore, the optimization over $\mathcal{L}_{adv}^{En}$ updates the shared encoder layers $En_{base}$, and non-expression branch layers $B_{non-exp}$. The formulation of these losses is as follows:

$$\mathcal{L}_{adv} = \mathcal{L}_{adv}^{exp} + \mathcal{L}_{adv}^{En}$$

In order to train the proposed framework, we minimize the final objective function which is the weighted sum of all the above losses, and is given by $\mathcal{L}_{final}$ as follows:

$$\mathcal{L}_{final} = \beta_1 \mathcal{L}_r + \beta_2 \mathcal{L}_{exp} + \beta_3 \mathcal{L}_{adv}$$

Where $\beta_1$, $\beta_2$, $\beta_3$, are hyper-parameters to control the contribution of each loss. We should mention that we can optimize $\mathcal{L}_r$, $\mathcal{L}_{exp}$, and $\mathcal{L}_{adv}^{En}$ jointly. However, $\mathcal{L}_{adv}^{exp}$ is optimized independently from the above losses, and it updates $C_{exp}^{adv}$ while the other components of the model remain constant.
3 Experiments

**Experimental setup** For the following experiments, we use the model in Fig. 1, where each expression branch $B_{\text{exp}}$ and non-expression branch $B_{\text{non-exp}}$ consists of four Conv. layers, with leaky-ReLU activation functions. The decoder $De$ consists of six De-conv. layers with leaky-ReLU activation functions, except for the last layer with a Sigmoid activation. The shared encoder $E_{\text{base}}$ is an Inception-ResNet-V1 [22] encoder, pre-trained on VGGFace2 dataset [3]. Both $C_{\text{exp}}$ and $C_{\text{adv}}$ are linear classifiers. The values of the hyper-parameters in eq.3 are $\beta_1 = 0$, $\beta_2 = \beta_3 = 1$. Thus, there is no effect for the reconstruction loss, except for the experiment with an ablation study for the influence of the reconstruction loss. For all our experiments, we report the validation accuracy of $C_{\text{exp}}$ and $C_{\text{adv}}$. However, when comparing with methods from the literature, we only provide results for $C_{\text{exp}}$, since other methods do not rely on an adversarial loss. The baseline model architecture is identical to the above model, only without the adversarial components. This means that the baseline consists of an encoder similar to $E_{\text{base}}$ in Fig. 1. This encoder is followed by four Conv. layers similar to $B_{\text{exp}}$. Then, the learned representation is fed as an input to the linear classifier $C_{\text{exp}}$ similar to $C_{\text{exp}}$ in Fig. 1 as well.

**Results** The first row in Table 1 shows that we outperform the baseline on the AffectNet dataset, confirming that our method provides a performance boost on the task of FER. In Table 1 we also compare to methods from literature, and report the classification accuracy. We obtain the results for these methods from [14]. The first method (VGG16) is a simple classifier that uses the VGG16 architecture [21] trained on a mix of RAF [13] and AffectNet [18] datasets. In the IPA2LT [26] framework, the samples are assigned to multiple labels. This method is also trained on a combination of RAF and AffectNet, and on 1.2 million unlabelled face images from AffectNet and Microsoft Bing. We also compare to gACNN [14], which relies on attention mechanisms in this task, and to DLP-CNN [13], which simulates how attention mechanisms work using a CNN. It is noteworthy that our method outperforms all the above methods. It is worth mentioning that there are few works that achieve better accuracy on AffectNet by using additional datasets or multi-modal data [8] [6] [7].

The ablation study for the effect of the reconstruction task is shown in Table 2 which shows the classification accuracy of $C_{\text{exp}}$ and $C_{\text{adv}}$ on AffectNet dataset when we set the hyper-parameter $\beta_1$ in eq.3. The results in the table confirm that the reconstruction task has a negative effect on disentangling, e.g. when $\beta_1 = 1$ or $\beta_1 = 0.001$ both representations $\text{code}_{\text{exp}}$ and $\text{code}_{\text{non-exp}}$ have a similar ability in encoding expression features, which means less disentangling performance. However, we achieve the best performance when there is no effect for the reconstruction loss $\beta_1 = 0$. Higher $C_{\text{exp}}$ accuracy indicates better classification results, however, lower $C_{\text{exp}}$ accuracy indicate better disentangling behavior. In order to evaluate the quality of the learned representations on other datasets, we chose randomly a few images from the CASIA dataset [24]. Table 3 shows the cosine-similarity between the representations of these images, and
shows that images with the same expressions have more similar representations regardless of their identities.
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**Fig. 2.** Synthesize images from happy and neutral images of the same identity

| Table 1. Comparison to results from literature on AffectNet dataset |
|---------------------------------------------------------------|
| Approach                  | Test Accuracy |
|----------------------------|---------------|
| Baseline                  | 56%           |
| VGG16 [21]                | 51.11%        |
| DLP-CNN [13]              | 54.47%        |
| IPA2LT [26]               | 57.31%        |
| gACNN [14]                | 58.78%        |
| Proposed method           | 60.53%        |

| Table 2. Studying the effect of the reconstruction loss on the disentangling performance |
|------------------------------------------------------------------------------------------|
| Hyper-parameter | $C_{exp}$ Acc. | $C_{adv}^{exp}$ Acc. |
|-----------------|----------------|---------------------|
| $beta_1 = 1.0$  | 51%            | 46%                 |
| $beta_1 = 0.001$| 56%            | 53%                 |
| $beta_1 = 0.0$  | 60.53%         | 16%                 |

| Table 3. Cos-Similarity between two expression representations learned by the proposed disentangling method |
|----------------------------------------------------------------------------------------------------------|
| Im-1 Im-2 Cos-sim.(Im-1,Im-2)                                                                          |
| Im-1 Im-2 Cos-sim.(Im-1,Im-2)                                                                          |
| ![Image of facial expressions](image)                                                                  |
| 0.7877541                                                                                             |
| 0.83162177                                                                                             |

4 Conclusion and Future Work

This work aimed to improve the performance of facial expression recognition in the wild. To achieve that, we proposed applying an adversarial method to disentangle expression representations from other factors of variation in facial images. We improve state-of-the-art results [14] on the AffectNet benchmark to **60.53%** accuracy, without using any additional data. We also show that the reconstruction constraint is detrimental to the disentangling performance.

Our work boosts the performance on the FER task, yet we see a room for improvement when disentangling known causal factors of variation. This is in line with the findings of [16] too. Therefore, in a preliminary set of experiments, we disentangle the identity representation from the expression representation and vice versa, by imposing additional adversarial loss on expression representation similar to eq. [2] using identity labels instead. The qualitative results in Fig. [2] show a clear disentangling between expression and identity representations on the CK+ dataset [17]. Where $X_1$ and $X_2$ are the original images, and $X_1'$ is obtained by decoding both representations of $X_1$, and so is $X_2'$ from $X_2$. $X_1''$, and $X_2''$ are synthesized by swapping the expression and identity representations of $X_1$ and $X_2$. Therefore, as a future work, we plan to examine disentangling multiple known factors of variation and generalize this work to multiple datasets.
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