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Abstract
We present formulation and open-source tools to achieve in-material model predictive control of sensor/actuator systems using learned forward kinematics and on-device computation. Microcontroller units that compute the prediction and control task while colocated with the sensors and actuators enable in-material untethered behaviors. In this approach, small parameter size neural network models learn forward kinematics of fine. Our open-source compiler, nn4mc, generates code to offload these predictions onto MCUs. A Newton-Raphson solver then computes the control input in real time. We first benchmark this nonlinear control approach against a PID controller on a mass-spring-damper simulation. We then study experimental results on two experimental rigs with different sensing, actuation and computational hardware: a tendon-based platform with embedded LightLace sensors and a HASEL-based platform with magnetic sensors. Experimental results indicate effective high-bandwidth tracking of reference paths (≥120 Hz) with a small memory footprint (≤6.4% of flash memory). The measured path following error does not exceed 2mm in the tendon-based platform. The simulated path following error does not exceed 1mm in the HASEL-based platform. The mean power consumption of this approach in an ARM Cortex-M4f device is 45.4 mW. This control approach is also compatible with Tensorflow Lite models and equivalent on-device code. In-material intelligence enables a new class of composites that infuse autonomy into structures and systems with refined artificial proprioception.
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Introduction
Soft sensors and actuators leverage materials and structures that exhibit large-scale deformation, high compliance, and rich multi-functionality, behaving in ways that are difficult to mimic with conventional, rigid mechatronic systems. Through a rich set of alternative sensors and actuators, the field of soft robotics creates opportunities for multi-functional composite materials that tightly integrate sensing, actuation, computation and communication. Yet, determining generalized models for soft sensors and actuators, and using them in closed-loop control are difficult tasks because soft sensors, actuators, and structural materials exhibit viscoelastic effects, such as hysteresis, stress relaxation, and creep. Additionally, the fabrication of soft actuators currently tends to include multiple handcrafted manufacturing stages, which can make it difficult to make sensors and actuators to behave predictably and precisely.

Machine learning (ML) alleviates some of these challenges; however, without proper optimizations, ML may also presents a computationally expensive approach due to its training resource needs, memory-hungry models, limited support for embedded systems, and computational efficiency, which makes algorithms reliant on personal computers, clouds and external computers. While using...
powerful, external computing systems might be acceptable for tethered soft robotic systems, it makes deployment of soft sensors and actuators into composites at scale, with long battery life, elusive.

Regarding ML for forward on-device inference, post-training quantization enables model compression at a loss for accuracy, and co-training quantized models improve these accuracy losses. In this work, we compile neural network inference into efficient C code and combine these models with efficient numerical methods to create an untethered, lightweight model-predictive controller in floating-point logic without losses in model accuracy at millimeter-scale task spaces. Throughout this work, we use the term “untethered” interchangeably with the term “computationally untethered,” i.e., high-performance computation in the firmware of the embedded low-power compute units or units without being tethered to personal computers, clouds, joysticks, or any remote brains and using feedback from proprioception provided by networks of synthetic afferent sensor networks.

Aguasvivas Manzano et al. presents initial formulations and a Python prototype of the output tracking technique developed in this work for the tendon-based platform with embedded LightLace sensors developed by Xu et al. We also study the robustness of this control method against mechanical disturbances. Figure 1(a) displays the actuating, tendon-based, platform that uses feedback from this network of embedded LightLace sensors. In this paper, we develop, test, and deploy fully functioning, open-source firmware controller code in C that is tractable in low-power MCUs. We analyze a simulated mass-spring-damper system, which approximates the expected kinematic motion of the class of soft actuators that this work studies in one dimension and isolates nonlinear effects coming from the composite materials. This paper further extends the details on the numerical computations and validates the system-independence of this approach using a system of hydraulically amplified self-healing electrostatic (HASEL) actuators. Six HASEL actuators are arranged in a tilting platform, where the firmware not only collects sensor
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**Figure 1.** Hardware platforms studied for on-board nonlinear neural-based control. (A) A tendon-based platform with embedded LightLace sensors (B) A HASEL-based tilting platform with embedded magnetic sensors.
signals and actuates the HASELs, but also does all the computation for high-bandwidth neural-based feedback control. Figure 1(b) pictures this platform containing magnetic sensors and HASEL actuators. Lastly, we test the claim of the tractability of this algorithm in low-power computers by measuring the power and modelling the energy consumption of this algorithm.

**Related work**

Besides several desired traits and behaviors in soft robots, such as compliance and motion biomimeticy, hardware untethering is an essential requirement for many real-life applications that require low-power operations such as space and deep-sea exploration, search and rescue missions, wearable technology, and smart composites. Equally as important, advanced software untethering guarantees the deployability of soft sensors and actuators in harsh environments that often require autonomy and advanced control at the low-level that is past the proportional-integral-differential (PID) control task due to a complex relationship between inputs, feedback and outputs in the system. State-of-the-art, untethered soft robots are difficult at the design and manufacturing stage and typically perform algorithmically simple tasks, such as crawling, which consist of hand-coded motions toward gait. In other cases, more advanced control is localized at segments of a smart composite such as shape-changing materials or smart skins, both of which have motivated the work presented here.

Model-free, learning-based programs, which have traditionally required powerful, tethered computers, outperform Jacobian-based approaches in controlling nonlinear soft systems for a cable-driven soft arm with variable curvature. Thuruthel et al. has shown that Long Short-Term Memory units (LSTM) are suitable for modeling the kinematic responses of soft actuators with embedded sensors in real-time while being robust against sensor drift. In Hyatt et al., a 3.4-million-parameter neural network model that learns the forward dynamics of the system computes the predictions for model predictive control. In Gillespie et al., a fully connected neural network of three hidden layers with 200 nodes that represents a model discretized at 0.033s learns forward dynamics predictions for model predictive control. Bruder et al. achieved path tracking errors in the order of centimeters (average Euclidean error of 1.26 cm) also using a learned approach. Bern et al. used learning towards the inverse kinematic of a soft robot with three actuator inputs and achieved a very high-performance following of a prescribed path while using a neural network model and the MATLAB Deep Learning Toolbox.

“Neural Networks for Microcontrollers,” or nn4mc, is part of our compound efforts towards wireless prediction and control. Recent developments of nn4mc include support for Gated Recurrent Units (GRU) layers and other functionalities. Other academic- and industry-led efforts towards deployed neural network intelligence include MCUNet, which is a framework that jointly designs and trains quantized neural network architectures for increased accuracy. Other efforts towards machine learning on embedded devices include Tensorflow Lite, CMix-NN, MicroTVM and tinyML. The advantage of nn4mc compared to other available packages summarizes to universal compatibility with any microcontroller that interprets embedded C such as Arm-based Teensy or the Tensilica-based ESP32, both used in this work, while giving the researcher full access to the generated code.

Devising a controller that uses in-material neural network predictions allows for composite materials to deeply embed sensing, computation and actuation, thereby leading to “materials that make robots smart”, blurring the boundary between materials and computation. This new class of materials are capable of making decisions based on their own proprioception without the need for communication with external computers or external observers and take advantage of existing electronics for advanced computation.

**Contributions of this work**

We present a nonlinear, predictive controller capable of functioning at high bandwidth and low power. The controller is untethered from a personal computer through the use of small-sized recursive networks and online optimization using a Newton-Raphson solver in the MCU firmware. We aim for small memory footprint, thus low power consumption and efficient path tracking of an end-effector. This control method compares favorably with other state-of-the-art methods by increasing bandwidth, decreasing output tracking errors, increasing real-time smoothness, and increasing precision despite working for systems with highly nonlinear sensor readings actuator responses. An implementation of our framework is available open-source both in C and Python.

Accessible firmware engineering is critical for the continuous proliferation of soft robots and smart composite materials. To the authors’ knowledge, no past efforts combine on-device neural network predictions with nonlinear onboard control in low-power MCU firmware of the soft robot to produce untethered nonlinear real-time feedback control with online optimization.

**Soft actuator behavior**

Throughout this work, we use the mass-spring-damper system as a baseline to evaluate the performance of the system identification model and control tasks. The mass-spring-damper system approximates the key motion and
behavior of soft actuator systems as a linear system. Figure 2 illustrates the mass-spring-damper system.

Although it does not capture the nonlinear properties of soft actuators, showing that the neural-network based approach accurately captures the dynamics of such a system is a necessary condition for success at systems where a first-principled model is not available.

**Hardware testbeds**

The physical soft actuator systems studied in this work are: (1) A tendon-based soft actuator with an internal network of optical sensors and a Tensilica Xtensa LX6 (ESP32 Thing, Sparkfun), and (2) A folded HASEL-based, multilayered optical sensors and a Tensilica Xtensa LX6 (ESP32 Thing, Sparkfun), and (2) A folded HASEL-based, multilayered platform equipped with magnetic sensors and an ARM Cortex-M4f platform (Teensy 3.6, PJRC). The tendon-based platform in Figure 1(a) consists of a soft 3D-printed mesh that has a network of embedded LightLace stretchable sensors, organically weaved inside the soft mesh structure by hand during fabrication. The end-effector connects to two high torque servos (Dynamixel RX-64, Robotis) using Kevlar threads (Kevlar Fiber, DuPont) that serve as tendons. The motors pull the tendons, which in turn moves the lattice’s end effector in 3-dimensional coordinates. The undeformed mesh dimensions are $14 \times 7 \times 3$ cm$^3$. The task space of this end effector extends to $40.4 \times 28.3 \times 35.0$ mm$^3$ and has the shape of a curved hull in three dimensions. The inputs to this system are the angular displacements of the servos from the manufacturer reference datum. The LightLace sensor signal consists of eleven normalized sensor channels. Within the mesh, the LightLace sensors may be subject to irreversible changes in position.

The HASEL-driven platform in Figure 1(b) has six folded-HASEL actuators and sensor units arranged in a triad configuration, with three actuators on the bottom layer and the remaining three on the top layer. The sensor units respond to changes in the magnetic properties of the actuating unit and we describe them in more detail in the section below. A 1.5-millimeter acrylic sheet covers the top sensors and carries the end-effector motion capture marker. The task space of the platform extends to a range of $23.0 \times 20.2 \times 19.2$ mm$^3$ and has the shape of a point cloud around the end effector’s marker in a neutral state. In this system, we have 18 sensor channels, three outputs for the end-effector positions, and six inputs to the HASEL actuators.

**Sensing and actuation**

The tendon-based platform sensing method consists of a network of one-millimeter diameter, polyurethane fibers (Crystal Tec) with input lines that carry light from infrared emitters (TSHA4400, Digi-key Electronics), with an intensity of $12\text{mW}/\text{sr}$ at $100\text{mA}$, and output lines that carry coupled light to photodiodes (SFH 229, OSRAM Licht AG). The tubes are exposed to ambient light. The photodiodes capture changes of light intensity and produce an analog-to-digital converter (ADC) signal. An acrylic structure holds the soft mesh and the two actuators. One of the high torque servos has a vertical placement and the other servo motor has a horizontal placement to provide up-down, left-right, expressive, motion in the 3-dimensional task space. These high-torque servos receive commands from a circuit board (OpenCM9.04, Robotis) and receive power from a dedicated circuit board (OpenCM 485 Expansion board, Robotis). The power source is a commodity $12\text{V}$ that connects to the wall.

Each sensing unit in the HASEL-driven platform consists of two components: a magnetic block and a 3-axis, off-the-shelf magnetometer (LIS3MDL, ST Electronics). The magnetic block is a mixture of platinum-catalyzed silicone (Ecoflex 00-30, Smooth On) and neo-powder (NQB-B+20441, Neo Magnquench), with a total mass of around 10 g and dimensions of $50 \times 50 \times 5$ mm$^3$. Sundaram et al. describes in more detail the process of manufacturing these sensors. We sandwich the HASEL unit between the magnetic block on top and the magnetometer at the bottom. The magnetometer senses the change of magnetic flux density as the magnetic block moves in conjunction with the HASEL’s movement. The operating voltage range of the folded HASEL actuators is 0-8kV in this work, which we generate using a high voltage DC-DC converter (10A24-P30, Advanced Energy). To allow for independent control of each HASEL on the platform, we use six separate driving circuits to vary the applied voltage to each HASEL. The driving circuit includes a charging optocoupler (OZ100SG, Voltage Multipliers, Inc.) and a draining optocoupler to reduce the voltage. The changes in the height of six actuators fully describe the pose of the platform.

Computationally, the tendon-based study in this work uses both the Python prototype and firmware code, yielding equal errors at the path following task. The HASEL-based studies in this work come strictly from firmware code and we study the mass-spring-damper analysis in simulation using our Python prototype. Profiling of this controller code in firmware in terms of memory, power and compute time is available in the Results section.
Software testing and unit testing. To validate firmware computation (C language), we use a combination of Valgrind, gdb and Simplified Wrapper and Interface Generator (SWIG) to unit-test each of the firmware functions used in this work and also do the integration test. We unit-test neural network layers against Keras during nn4mc development using SWIG. We set a relative tolerance of $10^{-5}$ to compare against the outputs of the equivalent layer in Keras for randomized layer properties during the development of each layer template. We also test the individual numerical gradients from the neural network models using the Tensorflow gradient tape functionality for automatic differentiation for models with layers that have the functionality available and open to the public. We measure power and energy consumption of the control algorithm using a power monitor (Low-voltage Power Monitor, Monsoon Solutions, Inc.).

Model training and data collection. To collect training data from a four-camera motion capture system (Optitrack, Natural Point Inc) and train the neural network, we use a Linux personal computer with two graphic processing units (GPUs) that we then offload into firmware once it is trained.

Problem statement

This work considers a generalized, soft actuating platform that controls the position of an end-effector in $n$-dimensional space; thus, we define the state of the end-effector, or the output of the system, using $n$ variables, where $\mathbf{y} = \{y_0, \ldots, y_{n-1}\}^T$ and is actuated by $m$ different actuators, such that the control input $\mathbf{u}$ is defined as $\mathbf{u} = \{u_0, \ldots, u_{m-1}\}^T$. Embedded in this generalized system are $w$ channels of proprioceptive sensors, denoted as $\mathbf{l} = \{l_0, \ldots, l_{w-1}\}^T$. The goal is to describe a desired geometric reference path, $\mathbf{y}_{\text{ref}} \in \mathbb{R}^{1 \times n}$ using information that is observable from the soft robot internal proprioception, i.e. no external observers.

We start from the nonlinear, differentiable function in equation (1) that depends on a history of inputs to the system ($\tau \in \mathbb{R}^{1 \times d_{\text{in}}}$), past predictions of outputs from the system ($a \in \mathbb{R}^{1 \times d_{\text{in}}}$), and instantaneous sensor signals ($l \in \mathbb{R}^{1 \times w}$).

\[
y(t) = g(\tau, a, l)
\]

where $\tau$ is a queue composed by $\{u(t-n_d), \ldots, u(t)\}$; $a$ is composed by $\{y(t-d_y), \ldots, y(t-1)\}$ and $d_y$ and $n_d$, which are how far into the past the model looks at predictions and inputs respectively.

$N$ is the prediction horizon, or the number of times the nonlinear discrete model will be recursively called in order to predict future outputs with $N_1$ and $N_2$, ($N_1 < N_2 \leq N$) being the start and end of the cost horizon defined in equation (2). $N_C(\leq N)$ is the control horizon, which is used towards the prediction. To achieve the prediction matrix $\hat{\mathbf{Y}} \in \mathbb{R}^{N \times n}$, we modify the input vector $N$ times by recursively feeding a history of past predictions and also feeding a history of inputs $\mathbf{U} \in \mathbb{R}^{N \times m}$, because $N_C \leq N$ we copy the last row of $U$ to predict past $N_C$ when $N_C < N$.

Nonlinear real-time ML-based controller

Figure 3 schematizes the control approach in this work: The compute unit performs all the numerical tasks, including the necessary matrix calculus routines and control routines. The cost function $J$ in equation (2) is a combination between the standard, unconstrained, MPC cost function with additional terms that enforce smoothness in the optimal control inputs. $\Lambda \in \mathbb{S}^{m \times m}$ and $\mathbf{Q} \in \mathbb{S}^{n \times n}$ are weighting matrices that penalize for the input changes and output square errors, respectively.

Figure 3. A recursive, neural-based forward kinematic model, $g()$, predicts outputs within a prediction horizon, $\hat{\mathbf{Y}}$. The algorithm computes a cost given a prescribed reference path. Then, it uses the Jacobian and Hessian of this cost structure towards an on-board Newton-Raphson solver, which computes the control input change to achieve the desired path. The motion capture system does not inform the controller of true states.
\[ J = \sum_{j=N_1}^{N_2} \left\| y_{ref,j} - \hat{y}_j \right\|_Q^2 + \sum_{j=0}^{N_2} \left\| \Delta u_j \right\|_A^2 \]

\[ + \sum_{i=1}^{m} \sum_{j=1}^{N_2} \left[ \frac{s}{u(n+j,i) + \frac{r}{2} b} \right] \]

\[ + \frac{r}{2} + b - u(n+j,i) - \frac{4}{r} \]  \hspace{1cm} (2)

The third term in equation (2) enforces smoothness in the control input, where \( s, b \) and \( r \) are tuning parameters. \( s \) is usually a very low number.\(^ {31} \)

**Newton-raphson solver**

In order to get an optimal control input, we frame the control problem as the solution to equation (3), where \( \frac{\partial^2 J}{\partial U^2}(k) \) is the Hessian of the cost function at the current timestep \( k \), and \( \frac{\partial J}{\partial U}(k) \) is the Jacobian of the cost function, where \( U \) as the vector composed by \( U = \{ u_1, u_{k+1}, \ldots, u_{k+N_c} \}^T \in \mathbb{R}^{N_c \times m} \).

\[ \frac{\partial^2 J}{\partial U^2}(k)(U(k+1) - U(k)) = -\frac{\partial J}{\partial U}(k) \] \hspace{1cm} (3)

To solve for equation (3) we need two important components: (1) the first derivative of the cost function with respect to the input horizon and (2) the second derivative of the cost function with respect to the input horizon. We denote these as the Jacobian and Hessian of the cost and describe them in Equations (4) and (5).

\[ \frac{\partial J}{\partial U}(k) = -2 \sum_{j=N_1}^{N_2} (y_{ref,j} - \hat{y}_j)^T Q \frac{\partial \hat{y}_j}{\partial U} \]

\[ + 2 \sum_{j=0}^{N_2} \Delta u_j \Lambda^2 \frac{\partial \Delta u_j}{\partial U} \]

\[ + \sum_{i=1}^{m} \sum_{j=1}^{N_2} \left[ \frac{-s}{u(n+j,i) + \frac{r}{2} b} \right] \]

\[ + \frac{s}{\left[ \frac{r}{2} + b - u(n+j,i) \right]^2} \] \hspace{1cm} (4)

Given the Kronecker delta operator \( \delta(i,j) = \begin{cases} 0 & i \neq j \\ 1 & i = j \end{cases} \) the \( h \)th row and the \( j \)th column of \( \frac{\partial \Delta u_j}{\partial U} \in \mathbb{R}^{N_c \times m} \) is computed by subtracting the Kronecker delta for two different dummy indices \( \delta_h,j - \delta_h,j-1 \). Similarly, for the second derivative of the cost we use equation (5).

\[ \frac{\partial^2 J}{\partial U^2}(k) = \]

\[ 2 \sum_{j=N_1}^{N_2} \left[ Q \left( \frac{\partial \hat{y}_j}{\partial U} \frac{\partial \hat{y}_j}{\partial U}^T - (y_{ref,j} - \hat{y}_j)^T \right) Q \frac{\partial \hat{y}_j}{\partial U} \right] \]

\[ + 2 \sum_{j=0}^{N_2} \left[ \Lambda \left( \frac{\partial \Delta u_j}{\partial U} \frac{\partial \Delta u_j}{\partial U} \right) + \Delta u_j \Lambda^2 \frac{\partial \Delta u_j}{\partial U} \right] \]

\[ + \sum_{i=1}^{m} \sum_{j=1}^{N_2} \left[ \frac{-2s}{u(n+j,i) + \frac{r}{2} b} \right] \]

\[ + \left[ \frac{s}{\left[ \frac{r}{2} + b - u(n+j,i) \right]^2} \right] \] \hspace{1cm} (5)

Where the factor \( \frac{\partial^2 \Delta u_j}{\partial U^2} \) always evaluates to zero. Equation (4) and (5) describe the expressions used toward the Jacobian and Hessian of the cost in equation (2). Let \( p = n_d m + d_n h + w \) be the length of the flattened input of the neural network and \( e \) be the differentiation stencil step length such that \( \{ x_{inputs} + e \} \cdot \in \mathbb{R}^{p \times p} \). Equation (6) is a matrix composed by repeating the latest neural network input vector of length \( p \), \( p \) times.

\[ X_j = \begin{bmatrix} x_{inputs} \\ \vdots \\ x_{inputs} \end{bmatrix} \in \mathbb{R}^{p \times n} \] \hspace{1cm} (6)

Equation (7) is a temporary variable used to compute the gradient of the neural network model with respect to the neural network inputs using a second order finite differentiation stencil.

\[ \Theta = \begin{bmatrix} \frac{\partial \hat{y}_j}{\partial \text{inputs}} \approx \frac{g(X_j + e I) - g(X_j - e I)}{2 e} \end{bmatrix} + O(e^2) \in \mathbb{R}^{p \times n} \] \hspace{1cm} (7)

Once we have the gradients, we then compute the first derivative of the neural network with respect to the input matrix by taking the first \( n_d \times m \) rows of the \( \Theta \) matrix. In the firmware code implementation, the full gradient is never computed, but only the gradients necessary to get this matrix to avoid having to compute the rest of the rows and then discarding it. That is, \( \Theta \in \mathbb{R}^{n_d \times m \times n} \), which suffices to do the necessary compute and reduces the matrix sizes toward this computation.

\[ O = \Theta^T \in \mathbb{R}^{n_d \times n_d \times m} \rightarrow \Theta^T \in \mathbb{R}^{n_d \times n_d \times m} \] \hspace{1cm} (8)
Equation (8) symbolizes the reshape operation of the transpose of the first \( n_d m \) rows of \( \Theta \) from shape \( n \times n_d m \to n \times n_d \times m \).

\[
\frac{\partial \tilde{y}}{\partial \mathbf{u}} = \sum_{i=0}^{n_d} \mathbf{O}(:, i, :) \in \mathbb{R}^{n_d m} \tag{9}
\]

For the second derivative \( \langle \frac{\partial^2 \tilde{y}}{\partial \mathbf{u}^2} \rangle \) we do a similar treatment to obtain this matrix.

\[
\mathbf{x} = \frac{\partial \tilde{y}_j}{\partial \mathbf{x}_{\text{inputs}}} = \frac{g(x_j + \mathbf{I}) - 2g(x_j) + g(x_j - \mathbf{I})}{\varepsilon} + \mathbf{O}(\varepsilon^2) \in \mathbb{R}^{n_d m} \tag{10}
\]

\[
\mathbf{O} = (\mathbf{x}_{0:n_d m,:})^T \in \mathbb{R}^{n_d m \times n_d m} \tag{11}
\]

\[
\frac{\partial \tilde{y}^2}{\partial \mathbf{u}^2} = \sum_{i=0}^{n_d} \mathbf{O}(:, i, :) \in \mathbb{R}^{n_d m} \tag{12}
\]

For speedup, we hold \( \mathbf{x}_j = \mathbf{x}_{j-1} = \mathbf{x} \) in the firmware code, with \( \mathbf{x}_{\text{inputs}} \) being the last recorded input to the neural network. This sacrifices fidelity with the recursive nature of \( g(\cdot) \) as \( N > 1 \) but allows for only one computation of the gradient of the recursive neural network. To get the inverse of the Hessian matrix from equation (5) we use an on-board, lightweight, LU decomposition numerical module.\(^5\)

**Data collection and preprocessing**

Regardless of the system’s actual implementation, this method requires a starting dataset that contains sample inputs, and corresponding sensor signals and ground-truth position measurements.

**Mass-spring-damper.** We define the output state variable as \( y = [x_0] \), the control input is an external force divided by mass \( u = [F_{\text{external}}]/m \) and \( w = 0 \) because there are no sensor signals fed back into the controller. We set model parameters as \( k = 40 \text{ N/m}, c = 0.5 \text{ N.s/m}, m = 0.1 \text{ kg} \). Equation (13) is the equation of motion for this system in state space, where \( x_0 = x, x_1 = \dot{x} \). We generate synthetic data by inputting a specific form of the force \( u(t) = 1000 \sin(t) \cos(t) \) in \( \text{N/kg} \) for times 0 to 2000 with increments of 1 millisecond. Then, we use odeint\(^5\) to solve for the forward kinematic of the end-effector of the mass-spring-damper system.

\[
\dot{x} = \begin{bmatrix}
    k/m \ x_0 - c/m \ x_1 + F_{\text{external}}/m
  \end{bmatrix} \tag{13}
\]

Figure 4(a) displays the learned forward kinematic model applied to the mass-spring-damper system.

**Tendon- and HASEL-driven platforms.** To collect the training dataset, we record time series data from the sensor signals, the motion capture system, and the servo inputs \( u \). We make the tendon-driven platform follow a sequence of prescribed inputs (up-down, top-bottom and mixed) inputs. This sequences is repeated 50 times. We then prepare the data depending on the values of \( n_d \) and \( d_d \). The signals have a discretization of an average step duration of 8.5 ms or 120 Hz. For the HASEL-driven platform, we perform a similar data collection procedure as the tendon-driven platform, the data collection rate is 200 Hz. For training, this data is down-sampled to 130 Hz to account for the solution time of the algorithm.

We then prepare the datasets for training by shifting the matrix of actuator inputs \( n_d \times d_d \) times, shifting the matrix of forward kinematic outputs \( d_d \times d_d \) times, and appending instantaneous sensor signals. Throughout this work and across all platforms, we set \( n_d = d_d = 2 \). Equation (14) represents the steps toward successfully making these data copies, where \( q \) is the number of rows collected from the data collection step, \( \mathcal{I} \in \mathbb{R}^{q \times m} \) in this context is the history of all control inputs sent to the system, \( \mathbf{Y} \in \mathbb{R}^{n_d m} \), and the recorded signals from the sensors \( \mathbf{S} \in \mathbb{R}^{q \times \mathbf{Y}} \). The subscripts in equation (14) are ranges of rows from the original matrices; all the columns from \( \mathbf{Y}, \mathcal{I} \) and \( \mathbf{S} \) are appended onto \( \mathbf{X} \in \mathbb{R}^{(q - \max(n_d, d_d)) \times p} \), where \( p = n_d m + d_d n + w \).

\[
\mathbf{X} = \begin{bmatrix}
  \mathbf{Y}_{0:q-n_d, \cdot}, \mathbf{Y}_{1:q-n_d-1, \cdot}, \ldots, \\
  \mathbf{Y}_{d_d-1:q-1, \cdot}, \mathbf{Y}_{d_d:q-d_d, \cdot}, \mathbf{Y}_{1:q-d_d-1, \cdot}, \ldots,
\end{bmatrix}, \tag{14}
\]

\[
\mathbf{Y}_{d_d:q, \mathbf{S}_{n_d:q}}
\]

We use \( y_{\text{true}} \equiv y_{n_d:q} \) for true labels. During experiment time, we append the data observable from the soft robot using the operations described in the section **Operations**.

**Learning forward kinematics**

In Aguasvivas Manzano et al.\(^1\), we compare three core model structures for the forward kinematics of the soft actuator. The Gated Recurrent Unit (GRU)-based neural network model outperforms its counterparts (LSTM, RNN) in terms of accuracy and memory usage. In this work, we train a structure consisting of an input layer of size \( \mathbf{x}_{\text{input}} \), one linear unit (ReLU) layer with 5 outputs, and another FC layer with a hyperbolic tangent activation of \( n \) outputs. For speedup, the model we deploy for the HASEL-based platform in hardware is a fully connected neural network with \( p \) inputs, a hidden ReLU layer of 5 nodes, another
ReLU layer of 5 nodes and the output is a hyperbolic tangent layer of 3 nodes.

We train the neural network regression model to predict the output transition between \( k - 1 \) and \( k \) by partitioning the datasets into ten-fold time series splits. This allows for the GRU to successfully capture in its memory time series data similar to what it will capture in real time during experiment time. As testing set, we use the last time series split, which represents the last bucket of time series test set data after performing the splits. Data is normalized and shifted in order to make all the motions in task space to surround the neutral point of the end-effector, which we use as the initial guess of the Newton-Raphson method. Inputs are min-max normalized to be bounded in the range \( \{ -0.5; 0.5 \} \) and sensor signals are also min-max normalized to be in the range \( \{ -0.5; 0.5 \} \).

**Mass-spring-damper.** The test set predictions for the forward kinematics of the spring-mass-damper system using a treatment similar to the above platforms, we achieve a test set mean-squared error of \( 5.5 \times 10^{-4} m \) on the last time series partition. Results are displayed in Figure 4(a).

**Tendon-based actuator.** A sample of the forward kinematics test set results are displayed in Figure 4(b), where the first row indicates the motor inputs \( u_0 \) and \( u_1 \) in radians, \( y_0, y_1, \) and \( y_2 \) are the output states in millimeters. The average test set error mean squared error is \( 0.12 \text{ mm} \).

**HASEL-based actuator.** The forward kinematic predictions for a sample of the the test set from the HASEL-driven platform are displayed in Figure 4(c). True data is a subset of the batch collected inSTEP 1 of this approach. The offline test set mean squared error on the last time series split is \( 7.3 \times 10^{-2} \text{ mm} \).

**Compiling and deploying the controller**

The controller described here is included with the open-source software. Deploying this controller with a trained model involves two steps: Neural network compilation, tuning and integration. For the neural network compilation we use code that \texttt{nn4mc} generates and integrate the neural network code files into the rest of the firmware code. The tuning is done at the platform itself and consists of adjusting \( Q, \Lambda, s, b, r \) to produce the desired behavior for path tracking. We achieve this tuning by monitoring the results of the controller in the MCU using serial output and measuring the difference between the predicted and the true trajectories.
Onboard operations and data structures

To make this controller lightweight, the firmware executes the following operations using the following data structures.

**Matrix2**. Struct Matrix2 is the internal representation of matrices within the microcontroller code. This representation allows for allocation, linear algebra operations. Matrix2 stores all 2-dimensional matrices as flat arrays into the microcontroller, these are later dynamically allocated and freed depending on the variable’s utilization.

**Rolling**. Roll (queue, start, end, bsize). The in-place rolling operation allows for the input vector to properly store old data in order to give space to new incoming data. Rolling is equivalent to pushing and popping bsize elements from a queue. The rolling operation in the firmware code requires specified bounds (start and end) within the input vector because we only roll the elements within those bounds. Figure 5 is an example of rolling three elements from a queue with bounds between start = 0 and end = nd * m. All queues in this work are used as arrays where the first bsize elements are the most recent and the last bsize elements are the least recent.

**Input vector computation**. When the controller applies an optimal control input vector u, of size m and our past neural network prediction y_{t-1}, we also collect instantaneous sensor signals l_t. Building the input vector is a successive chain of rolling operations like the pseudo-code below in Algorithm 1.

```
Algorithm 1. Input Vector Building (in-place)
Require: x_{input} ∈ R^{1×p}
roll (x_{input}, 0, n \times m - 1, m)
x_{input} [0 : m] ← u
roll (x_{input}, n \times m, d \times n + nd \times m - 1, n)
x_{input} [nd \times m : nd \times m + n] ← y_{t-1}
x_{input} [- w : - 1] ← l_t
```

**Results**

Figure 6 displays the results of the approach from this work in simulation compared to a PID controller that uses robust tuning. The nominal tunings for the PID controller are K_p = 1.93, K_i = 4.01, K_d = 5.99. The nonlinear control tunings for this system are N = 1, Q = [1], C = diag([1, 0], Λ = [1], s = 10^{-20}, b = 10^{-5}, r = 4 \times 10^2. Other values that are not tuning values are x_{k-0} = [0, 0.0]^T, ϵ = 1 \times 10^{-3}, n_d = d_d = 2. In this simulation, we use a larger scale reference path (steps of 0.5m, 1m and 2m). For our nonlinear control approach, the rise time from 0% to 90% is 0.11s, 0.33s and 0.43s; the percentage overshoot is 1.8%, 3.2% and 2.5% at each step; and the steady-state error is 1.4mm, 2.8mm and 5.7mm, the total time elapsed (t_{final}) for the task is 80s. For the PID automated approach, the rise time between 0-90% is 0.94s for the three steps; the percentage overshoot is 0.64%, 0.64% and 0.13%; the steady-state error is 0mm in this simulation, t_{final} is 1000s.

We measure the true path followed by the end-effector using the motion capture system for the three paths followed: Infinity in Figure 7(a); Pringle in Figure 7(b); Diagonal in Figure 7(c) for the tendon-based platform and we monitor the path tracking from serial communication at the firmware of the HASEL-based platform to generate Figure 7.

**Path following**

We test our controller on the path following tasks that we named: 1) Infinity, 2) Pringle and 3) Line, and which are defined below. We describe the Infinity reference trajectory as y_{ref}(t) = (A sin^2(ωt) + y_{0,0}, B sin(ωt)cos(ωt) + y_{1,0}, C sin(ωt) + y_{2,0})^T, where ω is the frequency of the wave described by this path. Parameters A and B are unitless multipliers that indicate amplitude and extension of the reference path geometry. Figure 7 shows the difference between the true location of the end effector compared with the estimated location of the end effector for three different recurrent models used in this work. Pringle is defined as a hyperbolic paraboloid y_{ref}(t) = (A(y_2^2/B^2 - y_1^2/C^2) + y_{0,0}, B cos(2πωt) + y_{1,0}, C sin(2πωt) + y_{2,0})^T, and Line is defined as y_{ref}(t) = (A(y_2^2/B^2 - y_1^2/C^2) + y_{0,0}, B sin(2πωt + 10^{-6}t^2) + y_{1,0}, C sin(2πωt + 10^{-6}t^2) + y_{2,0})^T. We achieve a mean root-mean-squared (RMS) error of 1.28 ± 0.23 mm for the Infinity path, 1.56 ± 0.58 mm for the Pringle path, and 2.02 ± 1.19 mm at the Diagonal path. Variable ω is a wavelength variable that controls how fast the reference trajectory changes with respect to the discretized time step k.

The tuning parameters used for the tendon-driven platform were: Q = diag([1 \times 10^{-3}, 5 \times 10^3, 2 \times 10^3]), Λ = I_{2×2}, A = I_{2×2}, ε = 1/120., N = 3, N_c = 3, s = 1 \times 10^{-25}, b = 1 \times 10^{-10}, r = 4 \times 10^5, n_d = d_d = 2.

HASEL-driven path following

The tuning parameters used for the HASEL-driven platform were: Q = diag([1 \times 10^6, 2 \times 10^6, 1 \times 10^6]), Λ = I_{5×6}, ε = 1/130, N = 3, N_c = 1, s = 1 \times 10^{-25}, b = 1 \times 10^{-5}, r = 4 \times 10^7, n_d = d_d = 2. We achieve a root mean square error over one run of the Swirl path of 0.05 mm between the firmware path in the controller and the reference path, as simulated in firmware. This error may increase when measuring the true end-effector positions using the motion capture due to...
marker noise and error between predicted and true paths (see Figure 4(c)). Figure 8 displays the path following results of the end-effector of the HASEL position that we monitor from the firmware through a serial cable. Therefore, the results on Figure 8 come from the embedded compute platform that actuates the HASEL actuators.

Table 1 summarizes the results from this work as compared to equivalent soft actuators and control algorithms that use neural network models. We compare the neural network size, frequency of the control loop in the experimental setup, the solver, whether the controller is a feedback controller and the software platform that the authors use. We do not consider path tracking accuracy toward this comparison due to the diversity of soft actuator designs in this body of literature and varying proneness to noisy responses of the actuator. However, the root mean squared error in this controller as measured by a motion capture system in the tendon-based platform does not exceed 2 mm, being this error larger in the Diagonal task. For the HASEL-based platform, the root mean squared error as observed from the firmware predictions does not exceed 1 mm (root mean square 0.05 mm, 0.03 mm average absolute error, as simulated in the MCU firmware). In Bruder et al. the best case average error is 1.19 cm. In Hyatt et al. the best case steady state error in radians is 0.010 radians (0.57°) for the control task, which is not path tracking control, similar to Gillespie et al., which uses model predictive control (MPC) to follow specific joint angle error was less than 12° and less than 2° per second for angular velocity. For Thuruthel et al., the best case mean error is 3.8 cm and the standard deviation is 2.7 cm, which indicates low precision. We provide supplementary material on the untethering of the tendon-based platform.
Profiling

We profile this control method running in the MCU’s firmware in terms of both compute time and power and energy consumption.

Compute time

The change in solution time with respect to the prediction window follows a linear trend. We find that if the computation at $N = 1$ takes $\Delta t_0$ times in milliseconds, the subsequent computations at $N > 1$ follows a relation of $\Delta t(N) = 0.118 N + \Delta t_0$. For the case of the tendon-based platform, the computation at $N = 1$ takes less than 5 ms per control loop, for the case of the HASEL-based platform, the computation takes 7 ms per control loop at $N = 1$.

Flash memory occupancy

When running in the Teensy 3.6 platform, we achieve a flash memory occupancy of 6.4% of flash memory occupied (where only 67.3 kB were used) and 2.4% of RAM occupied (where only 6.3 kB bytes are used). For the ESP32 the memory occupancy does not exceed 5.6% of the available flash memory.

Power consumption

We monitor the voltage and current using the power monitor for a period of 1 minute using a smaller (233 parameters) and a larger (2663 parameter) neural network for forward kinematic prediction under two configurations: idle (only bootstrapping the controller but no processing in a loop) and active (running the complete control algorithm). For the smaller neural network model, the average power is 261.72 mW for active and 263.33 mW for idle. For the larger model, the average power is 308.06 mW when the controller is active and 262.33 mW in idle mode, yielding an increase of 45.35 mW from running the controller code. Considering a 1000 mAh battery, the battery life for the smaller model is above 14 h and for the larger model, it is 12.00 h while the controller is active and 14.09 h for idle. Based on the energy consumption curve, we model the energy consumption of this control method as a function of the neural network parameters ($n_{\text{size}}$) as equation (15), which is an approximation that comes from the data collected from the power monitor based on regression from trendlines.

$$E(t, n_{\text{size}})[\mu A h] = (0.0008 n_{\text{size}} + 1.3) t - 17.104$$  \hspace{1cm} (15)

The table in Figure 8 is a summary of the controller performance in terms of energy consumption, effectiveness at the path tracking task, memory occupancy and bandwidth. The maximum normalized root mean squared error is the maximum RMSE across all tasks divided over the maximum range in the task space (i.e. max ($e_{\text{RMSE}}$)/max ($\Delta y$)) and represents how the reported RMSE errors from Section scale with respect to the task space.

Discussion

We achieve effective path tracking of the end-effector of two robotic platforms relying on non-linear soft actuators and sensors, and low-power MCUs. Transferring this method across platforms requires relatively minimal efforts: given data of the forward kinematics, we train a neural network to predict the output transition between discrete time step $k$ and $k + 1$. Even though the accuracy of this control method compares favorably with state-of-the-art soft robotic model predictive controllers with learned models, a 1:1 comparison with this literature would be unfair due to the small-scale nature of the systems we test and the difference between the designs of the soft actuators, which may cause the noisier, lower-precision, responses we find in the surveyed literature.

The mass-spring-damper system is a suitable baseline to validate this approach because it approximates the behavior of the soft actuator without taking into account the non-linearities of the soft composite material. This controller successfully approximates a PID controller on the mass-spring-damper (one dimensional) task with robust tuning. The steady-state error for the PID controller is lower (0mm), while this control approach a maximum steady-state error of 5.7mm on a simulated task space of 2m (which normalizes...
to (0.0057m/2m*100 =0.29%). This error is within an acceptable range considering that the controller is based on a model learned from a system that does not have a first-principled model available. The former is an advantage of the controller, which makes it suitable for highly nonlinear systems made of soft, composite materials.

This controller is also compatible with neural network models generated using Tensorflow Lite. The constant used for automatic differentiation may approximate to the inverse of the bandwidth in which the control loops operate. The gradients are applicable regardless of the number of inputs and outputs of the controller, which makes the setup more generalizable when presented with a novel soft actuating platform.

In the tendon-based platform, the soft material is clamped on one side and unsupported against gravity on the other side, where only two actuators generate the movements within the task space. The HASEL-based platform is fixed on a plane that supports it against gravity, where the six actuators’ task is to move the plane up and down. The two physical systems in this work present inherently different mechanical challenges. This explains the differences in the path following task results. We expect higher errors from the HASEL-based platform when we measure the path following from the motion capture system.

Results from this controller are also repeatable and high-precision regardless of the experimental and simulated platform and also noise coming from sensor signals or actuation. The choice of Newton-Raphson over the Jacobi method is justified by the guarantee of convergence of Newton-Raphson and the number of iterations that it takes to converge. After three iterations, the algorithm does not further improve its error, which is within an absolute tolerance of $10^{-6}$ in the solver.

The speed in which the reference path evolves affects the accuracy of the controller. This is not correlated with the bandwidth of the controller but on the inherent speed in which the end-effector needs to follow a trajectory. We report the bandwidth of the controller compared to other state-of-the-art model-free controllers in Table 1.

Regarding the recursive neural network model, there is a well-known drift in forward predictions as $N$ increases, which is why this controller works best for lower values of $N$, which also guarantees higher-bandwidth operations. NARMA-L2 Narendra and Parthasarathy$^{53}$ is an appropriate training method for shallow neural networks that also keeps the number of parameters low. However, these auto-regressive adaptive models require information on the input–output relationship of the system at all times past system identification to make these models adaptive and avoid recursivity, this makes a soft robot potentially reliant on the motion capture data under a NARMA-L2 control regime. The work presented in this paper aims to create control methods that allow for the soft robot to use its own proprioception to make decisions for full untethering based on internal networks of afferent sensors.

The limitations to this approach are: (1) the data collected often needs to be downsampled in order to match the frequency in which the controller is anticipated to follow; otherwise the forward kinematics predictions will not be accurate during experimental time; (2) the usage of heap memory as opposed to preallocating data structures in the stack to accelerate the computation; (3) the relationship between model size and maximum bandwidth that the controller may run at, which may be overcome through hardware accelerating techniques and model compression in order to have larger parameter-size neural networks do predictions in tasks that require more model complexity.

In the future, we envision smart composites to include large numbers of sensor/actuator systems such as described here. Here, co-locating computation and control will dramatically facilitate the routing of information in and out of the composite as all analog information can remain local to the sensors and actuators, requiring only a minimum of high-level, digital control information to be exchanged within different parts of the composite and outside controllers.

---

### Table 1. Summary of model sizes and bandwidth compared to other state-of-the-art methods.

| Related work | Network size | Bandwidth | Solver | Feedback | Software | Computer |
|--------------|--------------|-----------|---------|----------|----------|----------|
| This work (HASEL-driven) | 233 | 130 | Newton-Raphson | Y | C | Teensy 3.6 |
| This work (tendon-driven) | 435 | 120 | Newton-Raphson | Y | Python/C | PC/ESP32$^a$ |
|—— | — | — | — | — | — | — |
| Hyatt et al$^{28}$ | 3.4 million | 20 | CVXGEN | Y | MATLAB | PC |
| Gillespie et al$^{29}$ | Up to 80,000 | 30 | CVXGEN | Y | MATLAB | PC |
| Thuruthel et al$^{27}$ | 1295 (worst case) | 50 | SQP | N | MATLAB | PC |

$^a$Results from Figure 7 were collected from the controller running on a PC using the Python prototype.
Conclusion

We use shallow, floating-point neural networks combined with numerical methods to achieve a lightweight, platform-independent closed-loop onboard control approach that is tractable with minimal computation that can be co-located with sensing and actuation. We provide tools to leverage these results for other soft actuator systems, only requiring a dataset on the inputs and outputs of the system and sensor signals. We show that this control technique generalizes to different soft actuators with different sensing technologies, computing platforms, and nonlinear properties with diverse challenges and nonlinearities that would otherwise affect the controller’s performance. It also generalizes to canonical linear control problems, such as the mass-spring-damper system. Future work includes optimizing the neural network, control technique, and specialized linear algebra operations for specific target platforms, that is, using a set of libraries that will enable vectorization, usage of the digital signal processing (DSP) or field-programmable gate arrays (FPGA), and other powerful compute components already present at the low-power, low-cost platforms for soft actuators.

By co-locating prediction and control with sensing and actuation, we are making steps towards enabling a new class of intelligent composite and paving the way for systems with large numbers of soft actuators working in parallel, not requiring a central computing system for their untethered operations nor an external observer that informs it of its state. However, the natural step that follows is the full integration of the embedded compute device into the composite material itself for such materials to be fully realized.
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Notes

1. https://nn4mc.com
2. https://www.pjrc.com/teensy/
3. https://www.espressif.com/en/products/modules
4. https://github.com/sarahaguasvivas/nlsoft
5. Link to high-level project demo.
6. Link to untethered tendon-based demo.

References

1. Iida F and Laschi C (2011) Soft robotics: Challenges and perspectives. Proced Computer Sci 7: 99–102.
2. McEvoy MA and Correll N (2015) Materials that couple sensing, actuation, computation, and communication. Science 347(6228): 1261689.
3. Cho KJ, Koh JS, Kim S, et al. (2009) Review of manufacturing processes for soft biomimetic robots. Int J Precision Eng Manufacturing 10(3): 171–181.
4. Chin K, Hellebrekers T and Majidi C (2020) Machine learning for soft robotic sensing and control. Adv Intell Syst 2(6): 1900171.
5. Kim D, Kim SH, Kim T et al. (2021) Review of machine learning methods in soft robotics. PLoS One. 16, e0246102.
6. Dietterich TG (2002) Machine learning for sequential data: A review. In: Joint IAPR International Workshops on Statistical Techniques in Pattern Recognition (SPR) and Structural and Syntactic Pattern Recognition (SSPR). Springer, pp. 15–30.
7. David R, Duke J, Jain A et al. (2020) Tensorflow lite micro: Embedded machine learning on tinym1 systems.
8. Lin J, Chen WM, Lin Y et al. (2020) Mcunet: Tiny deep learning on iot devices. Adv Neural Inf Process Syst 33: 11711–11722.
9. Sundaram V, Ly K, Johnson B, et al. (2022) Embedded magnetic sensing for feedback control of soft hasel actuators. IEEE Trans Robotics Automation, 1, 15.
10. Aguasvivas Manzano S, Xu P, Ly K, et al. (2020) High-bandwidth nonlinear control for soft actuators with recursive network models. In: International Symposium on Experimental Robotics. Springer, pp. 589–599.
11. Acome E, Mitchell SK, Morrissey T, et al. (2018) Hydraulically amplified self-healing electrostatic actuators with muscle-like performance. Science 359(6371): 61–65.
12. Mitchell SK, Wang X, Acome E, et al. (2019) An easy-to-implement toolkit to create versatile and high-performance hasel actuators for untethered soft robots. Adv Sci 6(14): 1900178.
13. Ng CSX and Lum GZ (2021) Untethered soft robots for future planetary explorations? Advanced Intelligent Systems.
14. Lipson H (2014) Challenges and opportunities for design, simulation, and fabrication of soft robots. Soft Robotics 1(1): 21–27.
15. Rus D and Tolley MT (2015) Design, fabrication and control of soft robots. Nature 521(7553): 467–475.
16. Giorgio-Serchi F, Arienti A, Corucci F, et al. (2017) Hybrid parameter identification of a multi-modal underwater soft robot. *Bioinspiration & Biomimetics* 12(2): 025007.

17. Krieg M, Sledge I and Mohseni K (2015) Design considerations for an underwater soft-robot inspired from marine invertebrates. *Bioinspiration & Biomimetics* 10(6): 065004.

18. Mintchev S, Zappetti D, Willem J, et al. (2018) A Soft Robot for Random Exploration of Terrestrial Environments. In: *2018 IEEE International Conference on Robotics and Automation (ICRA)*. IEEE, pp. 7492–7497.

19. Hawkes EW, Blumenschein LH, Greer JD, et al. (2017) A soft robot that navigates its environment through growth. *Sci Robotics* 2(8): eaan3028.

20. Matthies DJ, Weerasinghe C, Urban B, et al. (2021) Untethered capacitive sensing with smart glasses. In: *Augmented Humans Conference* 2021. Capglasses: pp. 121–130.

21. Teague CN, Heller JA, Nevius BN, et al. (2020) A wearable, multimodal sensing system to monitor knee joint health. *IEEE Sensors J* 20(18): 10323–10334.

22. Rich SI, Wood RJ and Majidi C (2018) Untethered soft robotics. *Nat Electronics* 1(2): 102–112.

23. Usevitch NS, Hammond ZM, Schwager M, et al. (2020) An untethered isoperimetric soft robot. *Sci Robotics* 5(40): eaaz0492.

24. McEvoy MA and Correll N (2015b) Thermoplastic variable stiffness composites with embedded, networked sensing, actuation, and control. *J Compos Mater* 49(15): 1799–1808.

25. Hughes D and Correll N (2015) Texture recognition and localization in amorphous robotic skin. *Bioinspiration & Biomimetics* 10(5): 055002.

26. Giorelli M, Renda F, Calisti M, et al. (2015) Neural network and jacobian method for solving the inverse statics of a cable-driven soft arm with nonconstant curvature. *IEEE Trans Robotics* 31(4): 823–834.

27. Thuruthel TG, Shih B, Laschi C, et al. (2019) Soft robot perception using embedded soft sensors and recurrent neural networks. *Sci Robotics* 4(26): eaav1488.

28. Hyatt P, Wingate D and Killpack MD (2019) Model-based control of soft actuators using learned non-linear discrete-time models. *Front Robotics AI* 6: 22.

29. Gillespie MT, Best CM, Townsend EC, et al. (2018) Learning Nonlinear Dynamic Models of Soft Robots for Model Predictive Control with Neural Networks. In: *2018 IEEE International Conference on Soft Robotics (RoboSoft)*. IEEE, pp. 39–45.

30. Bruder D, Gillespie B, Remy CD, et al. (2019) Modeling and control of soft robots using the koopman operator and model predictive control. *arXiv Preprint arXiv:1902.02827*.

31. Bern JM, Schneider Y, Banzet P, et al. (2020) Soft Robot Control with a Learned Differentiable Model. In: *2020 3rd IEEE International Conference on Soft Robotics (RoboSoft)*. IEEE, pp. 417–423.
49. Google (2020) *tf.GradientTape*. Mountain View, CA, USA. 
https://www.tensorflow.org/api_docs/python/tf/
 GradientTape.

50. Teukolsky SA, Flannery BP, Press W, et al. (1992) Numerical
recipes in c. *SMR* 693(1): 59–70.

51. Ahnert K and Mulansky M (2011) Odeint—solving ordinary
 differential equations in c++. In: *AIP Conference Proceed-
ings*, 1389. American Institute of Physics, pp. 1586–1589.

52. Medar R, Rajpurohit VS and Rashmi B (2017) Impact of
 training and testing data splits on accuracy of time series
 forecasting in machine learning. In: 2017 *International
 Conference on Computing, Communication, Control and
 Automation (ICCUBEA)*. IEEE, pp. 1–6.

53. Narendra KS and Parthasarathy K (1991) Learning automata
 approach to hierarchical multiobjective analysis. *IEEE Trans
 Systems, Man, Cybernetics* 21(1): 263–272.