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Abstract
Zeroth-order (ZO) optimization is widely used to handle challenging tasks, such as query-based black-box adversarial attacks and reinforcement learning. Various attempts have been made to integrate prior information into the gradient estimation procedure based on finite differences, with promising empirical results. However, their convergence properties are not well understood. This paper makes an attempt to fill up this gap by analyzing the convergence of prior-guided ZO algorithms under a greedy descent framework with various gradient estimators. We provide a convergence guarantee for the prior-guided random gradient-free (PRGF) algorithms. Moreover, to further accelerate over greedy descent methods, we present a new accelerated random search (ARS) algorithm that incorporates prior information, together with a convergence analysis. Finally, our theoretical results are confirmed by experiments on several numerical benchmarks as well as adversarial attacks. Our code is available at https://github.com/csy530216/pg-zoo.

1 Introduction
Zeroth-order (ZO) optimization [22] provides powerful tools to deal with challenging tasks, such as query-based black-box adversarial attacks [8, 15], reinforcement learning [29, 21, 10], meta-learning [1], and hyperparameter tuning [30], where the access to gradient information is either not available or too costly. ZO methods only assume an oracle access to the function value at any given point, instead of gradients as in first-order methods. The primary goal is to find a solution with as few queries to the function value oracle as possible. Recently, various ZO methods have been proposed in two main categories. One type is to obtain a gradient estimator and plug in some gradient-based methods. [26] analyzes the convergence of such methods with a random gradient-free (RGF) estimator obtained via finite difference along a random direction. The other type is directed search, where the update only depends on comparison between function values at different points. Such methods are robust against monotone transform of the objective function [31, 11, 4]. However, as they do not directly utilize function values, their query complexity is often higher than that of finite difference methods. Therefore, we focus on the first type of methods in this paper. Other methods exist such as CMA-ES [12] which is potentially better on objective functions with a rugged landscape, but lacks a general convergence guarantee.

ZO methods are usually less efficient than first-order algorithms, as they typically take $O(d)$ queries to reach a given precision, where $d$ is the input dimension (see Table 1 in [11]). Specifically, for the methods in [26], the oracle query count is $O(d)$ times larger than that of their corresponding schemes using gradients. This inefficiency stems from random search along uniformly distributed directions. To improve, various attempts have been made to augment random search with (extra)
prior information. For instance, \[16, 23\] use a time-dependent prior (i.e., the gradient estimated in the last iteration), while \[20, 9, 5\] use surrogate gradients obtained from other sources. Among these methods, \[16, 20, 9, 23\] propose objective functions to describe the quality of a gradient estimator for justification or optimizing its hyperparameters; for example, \[23\] uses a subspace estimator that maximizes its squared cosine similarity with the true gradient as the objective, and finds a better descent direction than both the prior direction and the randomly sampled direction. However, all these methods treat gradient estimation and the optimization algorithm separately, and it remains unclear whether these gradient estimators and the corresponding prior-exploiting optimization methods theoretically sound? and what role does the prior play in accelerating convergence?

In this paper, we attempt to answer these questions by establishing a formal connection between convergence rates and the quality of gradient estimates. Further, we develop a more efficient ZO algorithm with prior inspired by a theoretical analysis. First, we present a greedy descent framework of ZO methods and provide its convergence rate under smooth convex optimization, which is positively related to the squared cosine similarity between the gradient estimate and true gradient. As shown by \[23\] and our results, given some finite-difference queries, the optimal estimator maximizing the squared cosine similarity is the projection of true gradient on the subspace spanned by those queried directions. In the case with prior information, a natural such estimator is in the same form as the one in \[23\]. We call it PRGF estimator and analyze its convergence rate. Our results show that no matter what the prior is, the convergence rate of PRGF is at least the same as that of the RGF baseline \[26, 18\], and it could be significantly improved if given a useful prior. Such results shed light on exploring prior information in ZO optimization to accelerate convergence.

Then, as a concrete example, we apply the analysis to History-PRGF \[23\], which uses historical information (i.e., gradient estimate in the last iteration) as the prior. \[23\] presents an analysis on linear functions, yet still lacking a convergence rate. We analyze on general L-smooth functions, and find that when the learning rate is smaller than the optimal value \( \frac{1}{L} \) in smooth optimization, the expected squared cosine similarity could converge to a larger value, which compensates for the slowdown of convergence brought by the inappropriate choice of learning rate. We also show that History-PRGF admits a convergence rate independent of learning rate as long as it is in a fairly wide range.

Finally, to further accelerate greedy descent methods, we present Prior-Guided ARS (PARS), a new variant of Accelerated Random Search (ARS) \[26\] to utilize prior information. Technically, PARS is a non-trivial extension of ARS, as directly replacing the gradient estimator in ARS by the PRGF estimator would lose the convergence analysis. Thus, we present necessary extensions to ARS, and show that PARS has a convergence rate no worse than that of ARS and admits potential acceleration given a good prior. In particular, when the prior is chosen as the historical information, the resulting History-PARS is robust to learning rate in experiments. To our knowledge, History-PARS is the first ARS-based method that is empirically robust while retaining the convergence rate as ARS. Our experiments on numerical benchmarks and adversarial attacks confirm the theoretical results.

2 Setups

Assumptions on the problem class We consider unconstrained optimization, where the objective function \( f : \mathbb{R}^d \to \mathbb{R} \) is convex and \( L \)-smooth for \( L \geq 0 \). Optionally, we require \( f \) to be \( \tau \)-strongly convex for \( \tau > 0 \). We leave definitions of these concepts to Appendix A.1.

Directional derivative oracle In ZO optimization, we follow the finite difference approach, which makes more use of the queried function values than direct search and provides better gradient approximations than alternatives \[3\]. In particular, we consider the forward difference method:

\[
g_{\mu}(v; x) := \frac{f(x + \mu v) - f(x)}{\mu} \approx \nabla f(x) \cdot v, \tag{1}\]

Some work \[8, 16, 32\] restricts the random search to a more effective subspace reflecting the prior knowledge. But, this eliminates the possibility of convergence to the optimal solution.

Note that the estimator is different from the P-RGF estimator in \[9\].

In this paper, RGF and PRGF could refer to either a gradient estimator or the greedy descent algorithm with the corresponding estimator, depending on the context.
We always require that (and thus Theorems 1 and 2) and Theorem 5 hold. For further theoretical analysis of various implementations of the framework, $F_{t-1}$ remains to be specified by possibly also including some randomness in iteration $t$ (see e.g. Example 2 as an implementation of Algorithm 1).

\footnote{In mathematical language, if $F_{t-1}$ includes (and only includes) the randomness brought by random vectors \( \{x_1, x_2, \ldots, x_n\} \), then $F_{t-1}$ is the $\sigma$-algebra generated by $\{x_1, x_2, \ldots, x_n\}$: $F_{t-1}$ is the smallest $\sigma$-algebra s.t. $x_i$ is $F_{t-1}$-measurable for all $1 \leq i \leq n$.}
By Remark\textsuperscript{2}, we introduce $E_t[\cdot] := E[\cdot|F_{t-1}]$ to denote the conditional expectation given the history. In Algorithm\textsuperscript{1} under a suitable choice of $F_{t-1}$, $E_t[\cdot]$ roughly means only taking expectation w.r.t. $v_t$. We let $\tau := \sqrt{\|v\|}$ denote the $\ell_2$ normalization of vector $v$. We let $x^*$ denote one of the minimizers of $f$ (we assume such minimizer exists), and $\delta_t := f(x_t) - f(x^*)$. Thanks to the descent property in Algorithm\textsuperscript{1}, we have the following lemma on single step progress.

**Lemma 1** (Proof in Appendix \textsuperscript{B.1}. Let $C_t := \left(\nabla f(x_t)\right)\top v_t$ and $L' := \frac{L}{1-(1-\frac{\tau}{L})^2}$, then in Algorithm\textsuperscript{1} we have

$$E_t[\delta_{t+1}] \leq \delta_t - \frac{E_t[C_t]}{2L'}\|\nabla f(x_t)\|^2. \quad (3)$$

We note that $L' = L/(2-\tau/L)$, so $\frac{L}{2} \leq L' \leq L$ and $L' \geq L$.

To obtain a bound on $E[\delta_T]$, one of the classical proofs (see e.g., Theorem 1 in \textsuperscript{25}) requires us to take expectation on both sides of Eq. (3). Allowing the distribution of $v_t$ to be dependent on the history leads to additional technical difficulty: in the r.h.s. of Eq. (3), $E_t[C_t]$ becomes a random variable that is not independent of $\|\nabla f(x_t)\|^2$. Thus, we cannot simplify the term $E[E_t[C_t]\|\nabla f(x_t)\|^2]$ if we take expectation.\textsuperscript{\textsuperscript{[4]}} By using other techniques, we obtain the following main theorems on convergence rate.

**Theorem 1** (Algorithm\textsuperscript{1} smooth and convex; proof in Appendix \textsuperscript{B.1}. Let $R := \max_{x: f(x) \leq f(x_0)}\|x - x^*\|$ and suppose $R < \infty$. Then, in Algorithm\textsuperscript{1} we have

$$E[\delta_T] \leq \frac{2L/R^2 \sum_{t=0}^{T-1} E_t\left[\frac{1}{E_t[C_t]}\right]}{T(T + 1)}. \quad (4)$$

**Theorem 2** (Algorithm\textsuperscript{1} smooth and strongly convex; proof in Appendix \textsuperscript{B.1}. If $f$ is also $\tau$-strongly convex, then we have

$$E\left[\frac{\delta_T}{\exp\left(-\frac{\tau}{T} \sum_{t=0}^{T-1} E_t[C_t]\right)}\right] \leq \delta_0. \quad (5)$$

**Remark 3.** In our results, the convergence rate depends on $E_t[C_t]$ in a more complicated way than only depending on $E[C_t] = E[E_t[C_t]]$. For concrete cases, one may need to study the concentration properties of $E_t[C_t]$ besides its expectation, as in the proofs of Theorems\textsuperscript{3} and \textsuperscript{4} when we analyze History-PRGF, a special implementation in the greedy descent framework.

In the strongly convex case, currently we cannot directly obtain a final bound of $E[\delta_T]$, however, the form of Eq. (5) is still useful since it roughly tells us that $\delta_T$ converges as the denominator $\exp\left(-\frac{\tau}{T} \sum_{t=0}^{T-1} E_t[C_t]\right)$ converges. For History-PRGF, we will turn this intuition into a rigorous theorem (Theorem\textsuperscript{7}) since in that case we can prove that the denominator has a nice concentration property.

**Remark 4.** If we have a lower bound of $E_t[C_t]$, e.g. $E_t[C_t] \geq \alpha > 0$, then we directly obtain that $E[\delta_T] \leq \frac{2L^2}{\alpha(T + 1)}$ for Theorem\textsuperscript{7} and $E[\delta_T] \leq \delta_0 \exp\left(-\frac{\tau}{T} aT\right)$ for Theorem\textsuperscript{2}. These could recover the ideal convergence rate for RGF estimator and the worst-case convergence rate for PRGF estimator, as explained in Examples\textsuperscript{7} and\textsuperscript{2}.

From Theorems\textsuperscript{1} and\textsuperscript{2} we see that a larger value of $C_t$ would lead to a better bound. To find a good choice of $v_t$ in Algorithm\textsuperscript{1}, it becomes natural to discuss the following problem. Suppose in an iteration in Algorithm\textsuperscript{1} we query the directional derivative oracle at $x_t$ along $q$ directions $\{u_i\}_{i=1}^q$ (maybe randomly chosen) and obtain the values of $\{\nabla f(x_t)\top u_i\}_{i=1}^q$. We could use this information to construct a vector $v_t$. What is the $v_t$ that maximizes $C_t$ s.t. $\|v_t\| = 1$? To answer this question, we give the following proposition based on Proposition 1 in \textsuperscript{23} and additional justification.

**Proposition 2** (Optimality of subspace estimator; proof in Appendix \textsuperscript{B.2}. In one iteration of Algorithm\textsuperscript{2}, if we have queried $\{\nabla f(x_t)\top u_i\}_{i=1}^q$, then the optimal $v_t$ maximizing $C_t$ s.t. $\|v_t\| = 1$ should be in the following form: $v_t = \nabla f(x_t)_A$, where $A := \text{span}\{u_1, u_2, \ldots, u_q\}$ and $\nabla f(x_t)_A$ denotes the projection of $\nabla f(x_t)$ onto $A$.

\textsuperscript{\textsuperscript{[It is also the difficulty we faced in our very preliminary attempts of the theoretical analysis when $f$ is not convex, and we leave its solution or workaround in the non-convex case as future work.}}}
Note that in Line 3 of Algorithm 1 we have \( g_t = \nabla f(x_t) \top \nabla f(x_t)_A \cdot \nabla f(x_t)_A = \nabla f(x_t)_A \). Therefore, the gradient estimator \( g_t \) is equivalent to the projection of the gradient to the subspace \( A \), which justifies its name of subspace estimator. Next we discuss some special cases of the subspace estimator. We leave detailed derivation in following examples to Appendix B.3.

**Example 1** (RGF). \( u_i \sim U(S^d) \) for \( i = 1, 2, \ldots, q \). Without loss of generality, we assume they are orthonormal (e.g., via Gram-Schmidt orthogonalization). The corresponding estimator \( g_t = \sum_{i=1}^{q} \nabla f(x_t)_i u_i \cdot u_i \). When \( q = 1 \), the estimator is similar to the random gradient-free oracle in [20]. With \( q \geq 1 \), it is essentially the same as the stochastic subspace estimator with columns from Haar-distributed random orthogonal matrix [18] and similar to the orthogonal ES estimator [10]. In theoretical analysis, we let \( \mathcal{F}_{t-1} \) only include the randomness before iteration \( t \), and then we can prove that \( \mathbb{E}_t[C_t] = \frac{2}{3} \). By Theorem 2, the convergence rate is \( \mathbb{E}[\delta_t] \leq \frac{2L\sqrt{q}d^2}{T} \) for smooth convex case, and \( \mathbb{E}[\delta_T] \leq \delta_0 \exp(-\frac{\delta_0^2 q}{4T}) \) for smooth and strongly convex case. The bound is the same as that in [18]. Since the query complexity in each iteration is proportional to \( q \), the bound for total query complexity is indeed independent of \( q \).

**Example 2** (PRGF). With slight notation abuse, we assume the subspace in Proposition 2 is spanned by \( \{p_1, \ldots, p_k, v_1, \ldots, v_q\} \), so each iteration takes \( q + k \) queries. Let \( p_1, \ldots, p_k \) be \( k \) non-zero vectors corresponding to the prior message (e.g. the historical update, or the gradient of a surrogate model), and \( u_i \sim U(S^d) \) for \( i = 1, 2, \ldots, q \). We note that intuitively we cannot construct a better subspace since the only extra information we know is the \( k \) priors. In our analysis, we assume \( k = 1 \) for convenience, and we change the original notation \( p_1 \) to \( p_t \) to explicitly show the dependence of \( p_t \) on the history. We note that \( p_t \) could also depend on extra randomness in iteration \( t \) (see e.g. the specification of \( p_t \) in Appendix D.1.1). For convenience of theoretical analysis, we require that \( p_t \) is determined before sampling \( \{u_1, u_2, \ldots, u_q\} \), and let \( \mathcal{F}_{t-1} \) also include the extra randomness of \( p_t \) in iteration \( t \) (not including the randomness of \( \{u_1, u_2, \ldots, u_q\} \)) besides the randomness before iteration \( t \). Then \( p_t \) is always \( \mathcal{F}_{t-1} \)-measurable, i.e. determined by the history. Without loss of generality, we assume \( \{p_t, u_1, \ldots, u_q\} \) are orthonormal (e.g., via Gram-Schmidt orthogonalization). The corresponding estimator \( g_t = \nabla f(x_t)_A \cdot p_t + \sum_{i=1}^{q} \nabla f(x_t)_i u_i \cdot u_i \) \( (v_t = \frac{p_t}{\|p_t\|}) \), which is similar to the estimator in [23]. By [23] (the expected drift of \( X_t^2 \) in its Theorem 1), we have

**Lemma 2** (Proof in Appendix B.3.4). In Algorithm 1 with PRGF estimator, \( \mathbb{E}_t[C_t] = D_t + \frac{q}{\sqrt{t}}(1 - D_t) \) where \( D_t := \left( \nabla f(x_t)_A \cdot p_t \right)^2 \).

Hence \( \mathbb{E}_t[C_t] \geq \frac{q}{3} \) holds. By Remark 3, PRGF admits a guaranteed convergence rate of RGF and is potentially better given a good prior (if \( D_t \) is large), but it costs an additional query per iteration. This shows soundness of the PRGF algorithm. For further theoretical analysis, we need to bound \( D_t \). This could be done when using the historical prior introduced in Section 3.2 (see Lemma 3). Bounding \( D_t \) is usually challenging when a general prior is adopted, but if the prior is an approximate gradient (such case appears in [20]), it may be possible. We leave related investigation as future work.

### 3.2 Analysis on the PRGF algorithm with the historical prior

We apply the above analysis to a concrete example of the History-PRGF estimator [23], which considers the historical prior in the PRGF estimator. In this case, Lemma 1, Theorem 1 and Theorem 2 will manifest themselves by clearly stating the convergence rate which is robust to the learning rate.

Specifically, History-PRGF considers the historical prior as follows: we choose \( p_t = \frac{g_{t-1}}{\|g_{t-1}\|} \), i.e., we let the prior be the direction of the previous gradient estimate. This is equivalent to letting \( p_t = v_{t-1} \). Thus, in Algorithm 1, \( v_t = \nabla f(x_t)_A = \nabla f(x_t)_1 \cdot v_{t-1} + \sum_{i=1}^{q} \nabla f(x_t)_i u_i \cdot u_i \). In this form we require \( \{v_{t-1}, u_1, \ldots, u_q\} \) to be orthonormal, so we first determine \( v_{t-1} \), and then
When Appendix B.4, we discuss about evolution of Algorithm 1, intuitively, the change of the gradient should be smaller when the objective function is smooth and strongly convex; proof in Appendix B.5.3)

Theorem 3 (History-PRGF, smooth and strongly convex; proof in Appendix B.5.1)

Therefore, by Lemma 1, assuming $E_t[C_t]$, and then do Gram-Schmidt orthonormalization on $\{u_i\}_{i=1}^q$.

To study the convergence rate, we first study evolution of $C_t$ under a general $L$-smooth function. This extends the analysis on linear functions (corresponding to $L = 0$) in [23]. Under the framework of Algorithm 1 intuitively, the change of the gradient should be smaller when the objective function is very smooth ($L$ is small) or the learning rate is small ($L$ is large). Since we care about the cosine similarity between the gradient and the prior, we prove the following lemma:

**Lemma 3** (Proof in Appendix B.4). In History-PRGF ($p_t = v_{t-1}$), we have $D_t \geq (1 - L/L)^2 C_{t-1}$.

When $L = L$, i.e., using the optimal learning rate, Lemma 3 does not provide a useful bound, since an optimal learning rate in smooth optimization could find an approximate minimizer along the update direction, so the update direction may be useless in next iteration. In this case, the historical prior does not provide acceleration. Hence, Lemma 3 explains the empirical findings in [23] that past directions can be less useful when the learning rate is larger. However, in practice we often use a conservative learning rate, for the following reasons: 1) We usually do not know $L$, and the cost of tuning learning rate could be large; 2) Even if $L$ is known, it only provides a global bound, so a fixed learning rate could be too conservative in the smoother local regions. In scenarios where $L$ is too conservative ($L > L$), History-PRGF could bring more acceleration over RGF.

By Lemma 3, we can assume $D_t = (1 - L/L)^2 C_{t-1}$ to obtain a lower bound of quantities about $C_t$. Meanwhile, since $C_t$ means quality of the prior, the construction in Example 2 tells us relationship between $C_t$ and $D_t$. Then we have full knowledge of the evolution of $C_t$, and thus $E_t[C_t]$. In Appendix B.4, we discuss about evolution of $E_t[C_t]$ and show that $E_t[C_t] \rightarrow O(\frac{L}{q})$ if $\frac{q}{L} \leq \frac{1}{2}$. Therefore, by Lemma 1 assuming $E_t[C_t]$ concentrates well around $E_t[C_t]$ and hence $\frac{E_t[C_t]}{L} \approx \frac{q}{L}$, PRGF could recover the single step progress with optimal learning rate ($\hat{L} = L$), since Eq. (3) only depends on $\frac{E_t[C_t]}{L}$ which is constant w.r.t. $L$ now. While the above discussion is informal, based on Theorems 1 and 2, we prove following theorems which show that convergence rate of History-PRGF is robust to choice of learning rate.

**Theorem 3** (History-PRGF, smooth and convex; proof in Appendix B.5.1). In the setting of Theorem 1 assuming $d \geq 4$, $\frac{q}{L} \leq \frac{L}{2} \leq 1$ and $T > \lceil \frac{d}{q} \rceil$ ($\lceil \cdot \rceil$ denotes the ceiling function), we have

$$E[\delta_T] \leq \left( \frac{3L}{q} + 2 \right) \frac{2Ld}{q} \frac{R^2}{T - \frac{1}{d} L} + 1.$$  

*Sketch of the proof.* The idea of the proof of Theorem 3 is to show that for the random variable $E_t[C_t]$, its standard deviation $\sqrt{Var(E_t[C_t])}$ is small relative to its expectation $E[E_t[C_t]] = E[C_t]$. By Chebyshev’s inequality, we can bound $E\left[ \frac{1}{E_t[C_t]} \right]$ in Theorem 1 with $\frac{1}{E_t[C_t]} = \frac{1}{E_t[C_t]}$. In the actual proof we replace $C_t$ that appears above with a lower bound $E_t$.

**Theorem 4** (History-PRGF, smooth and strongly convex; proof in Appendix B.5.3). Under the same conditions as in Theorem 2 then assuming $d \geq 4$, $\frac{q}{L} \leq \frac{L}{2} \leq 1$, $\frac{q}{L} \leq 0.2 \frac{T}{d}$, and $T \geq \frac{5d}{q}$, we have

$$E[\delta_T] \leq 2 \exp \left( -0.1 \frac{q}{d} \frac{T}{L} \right) \delta_0.$$  

*Sketch of the proof.* The goal is to show that the denominator in the l.h.s. of Eq. (5) in Theorem 2, $\exp(-\frac{L}{T} \sum_{t=0}^{T-1} E_t[C_t])$, concentrates very well. Indeed, the probability that $\exp(-\frac{L}{T} \sum_{t=0}^{T-1} E_t[C_t])$ is larger than $\exp(-0.1 \frac{q}{d} \frac{T}{L})$ is very small so that its influence can be bounded by another $\exp(-0.1 \frac{q}{d} \frac{T}{L}) \delta_0$, leading to the coefficient 2 in Eq. (7). In our actual analysis we replace $C_t$ that appears above with a lower bound $E_t$.

**Remark 5.** As stated in Example 2 using RGF with the optimal learning rate, we have $E[\delta_T] \leq \frac{2LdR^2}{T+1}$ for smooth and convex case, and $E[\delta_T] \leq \exp \left( -\frac{q}{d} \frac{T}{L} \right) \delta_0$ for smooth and strongly convex
case. Therefore, History-PRGF with a suboptimal learning rate $\frac{1}{L}$ under the condition $\frac{q-1/2}{d-1} \leq \frac{1}{L} \leq \frac{1}{2}$ could reach similar convergence rate to RGF with optimal learning rate (up to constant factors), which indicates that History-PRGF is more robust to learning rate than RGF.

**Remark 6.** We note that the constants in the bounds are loose and have a large potential to be improved in future work, and empirically the convergence rate of History-PRGF is often not worse than RGF using the optimal learning rate (see Fig. 2).

As a sidenote, we discuss how to set $q$ in History-PRGF. The iteration complexity given by Theorems 3 and 4 is proportional to $\frac{1}{q}$ if we ignore the constants such as $\frac{32}{q} + 2$ in Eq. (6) by Remark 6. Meanwhile, we recall that each iteration of PRGF requires $q + 1$ queries to the directional derivative oracle, so the total query complexity is roughly proportional to $\frac{q+1}{q}$. Hence, a very small $q$ (e.g., $q = 1$) is suboptimal. On the other hand, Theorems 3 and 4 require $\frac{1}{L} \in \left[\frac{q-1/2}{d-1}, \frac{1}{2}\right]$, so to enable robustness of History-PRGF to a wider range of the choice of learning rate, $q$ should not be too large. In summary, it is desirable to set $q$ to a moderate value.

Note that if we adopt line search in Algorithm 1 then one can adapt the learning rate in a huge range and reach the convergence guarantee with the optimal learning rate under weak assumptions. Nevertheless, it is still an intriguing fact that History-PRGF could perform similarly to methods adapting the learning rate, while its mechanism is very different. Meanwhile, History-PRGF is easier to be implemented and parallelized compared with methods like line search, since its implementation is the same as that of the RGF baseline except that it records and uses the historical prior.

## 4 Extension of ARS framework and PARS algorithm

To further accelerate greedy descent methods, we extend our analysis to a new variant of Accelerated Random Search (ARS) \cite{26} by incorporating prior information, under the smooth and convex setting.

By delving into the proof in \cite{26}, we present our extension to ARS in Algorithm 2, state its convergence guarantee in Theorem 5, and explain its design in the proof sketch in Appendix C.1.

**Algorithm 2** Extended accelerated random search framework\[10\]

**Input:** $L$-smooth convex function $f$; initialization $x_0$; $\hat{L} \geq L$; iteration number $T$; $\gamma_0 > 0$.

**Output:** $x_T$ as the approximate minimizer of $f$.

1: $m_0 \leftarrow x_0$;
2: for $t = 0$ to $T - 1$ do
3: Find a $\theta_t > 0$ such that $\theta_t \leq \frac{E_t[\|\nabla f(y_t)\|^2]}{E_t[\|g_2(y_t)\|^2]}$ where $y_t$, $v_t$, and $g_2(y_t)$ are defined in following steps:
4: Step 1: $y_t \leftarrow (1 - \alpha_t)x_t + \alpha_tm_t$, where $\alpha_t$ is a positive root of the equation $\alpha_t^2 = \theta_t(1 - \alpha_t)\gamma_t$;
5: $\gamma_t+1 \leftarrow (1 - \alpha_t)\gamma_t$;
6: Step 3: Let $g_2(y_t)$ be an unbiased estimator of $\nabla f(y_t)$, i.e., $E_t[g_2(y_t)] = \nabla f(y_t)$;
7: $x_{t+1} \leftarrow y_t - \frac{1}{\hat{L}}g_1(y_t), m_{t+1} \leftarrow m_t - \frac{\theta_t}{\gamma_t}g_2(y_t)$;
8: end for
9: return $x_T$.

**Theorem 5 (Proof in Appendix C.1).** In Algorithm 2 if $\theta_t$ is $\mathcal{F}_{t-1}$-measurable (see Appendix C.1 for more explanation), then we have

$$
E \left[ (f(x_T) - f(x^*)) \left( 1 + \frac{\sqrt{70}}{2} \sum_{t=0}^{T-1} \sqrt{\theta_t} \right)^2 \right] \leq f(x_0) - f(x^*) + \frac{70}{2} \|x_0 - x^*\|^2. \tag{8}
$$

\[9\] The procedure of ARS requires knowledge of the strong convexity parameter $\tau$ ($\tau$ can be 0), but for clarity we only discuss the case $\tau = 0$ here (i.e., we do not consider strong convexity), and leave the strongly convex case to Appendix C.6.

\[10\] Keys in this extension are: 1) We require $E_t[g_2(y_t)] = \nabla f(y_t)$. Thus, $g_2(y_t)$ could not be the PRGF estimator as it is biased towards the prior; 2) To accelerate convergence, we need to find an appropriate $\theta_t$ since it appears in Eq. (8). If we set $\theta_t$ to the value in ARS baseline, then no potential acceleration is guaranteed.
Remark 7. If we let $g_1(y_t)$ be the RGF estimator in Example 2 and let $g_2(y_t) = \frac{d}{t\theta} \cdot g_1(y_t)$, we can show that $\mathbb{E}[g_2(y_t)] = \nabla f(y_t)$ and $\theta_t$ could be chosen as $\frac{q^2}{L\epsilon_t}$ since $\mathbb{E}_t \left[ \frac{(\nabla f(y_t)\top v_t)^2}{L \cdot \mathbb{E}_t[\|g_3(y_t)\|^2]} \right] = \frac{q^2}{L\epsilon_t}$. Then roughly, the convergence rate $\propto q$, so the total query complexity is independent of $q$. When $q = 1$, ARS baseline is recovered. For convenience we call the algorithm ARS regardless of the value of $q$.

Remark 8. If we have a uniform constant lower bound $\theta_0 > 0$ such that for all $t$, $\theta_t \geq \theta_0$, then we have

$$\mathbb{E}[f(x_T) - f(x^*)] \leq \left(1 + \frac{\sqrt{\theta_0} T \sqrt{\theta}}{2} \right)^{-2} \left( f(x_0) - f(x^*) + \frac{\theta_0}{2} \|x_0 - x^*\|^2 \right).$$

Next we present Prior-Guided ARS (PARS) by specifying the choice of $g_1(y_t)$ and $g_2(y_t)$ in Algorithm 2 when prior information $p_t \in \mathbb{R}^d$ is available. Since we want to maximize the value of $\theta$, regarding $g_1(y_t)$ we want to maximize $\mathbb{E}_t \left[ \nabla f(y_t)\top v_t \right]^2$. By Proposition 2 and Example 2, it is natural to let $g_1(y_t)$ be the PRGF estimator for $\nabla f(y_t)$. Then by Lemma 2 we have $\mathbb{E}_t \left[ \nabla f(y_t)\top v_t \right]^2 = \|\nabla f(y_t)\|^2 (D_t + \frac{q}{\epsilon_t^2} (1 - D_t))$, where $D_t := \left( \frac{(\nabla f(y_t)\top p_t)^2}{\|\nabla f(y_t)\|^2} \right)$. The remaining problem is to construct $g_2(y_t)$, an unbiased estimator of $\nabla f(y_t)$ ($\mathbb{E}_t[g_2(y_t)] = \nabla f(y_t)$), and make $\mathbb{E}_t[\|g_2(y_t)\|^2]$ as small as possible. We leave the construction of $g_2(y_t)$ in Appendix C.2. Finally, we calculate the following expression which appears in Line 3 of Algorithm 2 to complete the description of PARS:

$$\frac{\mathbb{E}_t \left[ \nabla f(y_t)\top v_t \right]^2}{\hat{L} \cdot \mathbb{E}_t[\|g_3(y_t)\|^2]} = \frac{D_t + \frac{q}{\epsilon_t^2} (1 - D_t)}{\hat{L} \left( D_t + \frac{d-1}{q} (1 - D_t) \right)}. \tag{10}$$

Since $D_t \geq 0$, the right-hand side is larger than $q^2/\hat{L} \epsilon_t^2$ (by Remark 1, this value corresponds to the value of $\theta_0$ in ARS), so by Remark 8, PARS is guaranteed a convergence rate of ARS.

In implementation of PARS, we note that there remain two problems to solve. The first is that $D_t$ is not accessible through one oracle query, since $D_t = \left( \frac{(\nabla f(y_t)\top p_t)^2}{\|\nabla f(y_t)\|^2} \right)^2$, and $\|\nabla f(y_t)\|$ requires estimation. Fortunately, the queries used to construct $g_1(y_t)$ and $g_2(y_t)$ can also be used to estimate $D_t$. With a moderate value of $q$, we can prove that considering the error brought by estimation of $D_t$, a modified version of PARS is guaranteed to converge with high probability. We leave related discussion to Appendix C.3. The second is that Line 3 of Algorithm 2 has a subtlety that $y_t$ depends on $\theta_t$, so we cannot directly determine an optimal $\theta_t$ satisfying $\theta_t \leq \frac{\mathbb{E}_t \left[ \nabla f(y_t)\top v_t \right]^2}{\hat{L} \cdot \mathbb{E}_t[\|g_3(y_t)\|^2]}$. Theoretically, we can guess a conservative estimate of $\theta_t$ and verify this inequality, but in practice we adopt a more aggressive strategy to find an approximate solution of $\theta_t$. We leave the actual implementation, named PARS-Impl, in Appendix C.4.

In PARS, if we adopt the historical prior as in Section 3.2 i.e., letting $p_t$ be the previous PRGF gradient estimator $g_1(y_{t-1})$, then we arrive at a novel algorithm named History-PARS. Here, we note that unlike the case in History-PRGF, it is more difficult to derive the evolution of $\theta_t$ theoretically, so we currently cannot prove theorems corresponding to Theorem 3. However, History-PARS can be guaranteed the convergence rate of ARS, which is desirable since if we adopt line search in ARS to reach robustness against learning rate (e.g. in [31]), currently there is no convergence guarantee. We present the actual implementation History-PARS-Impl in Appendix C.5 and empirically verify that History-PARS-Impl is robust to learning rate in Section 5.

5 Experiments

5.1 Numerical benchmarks

We first experiment on several closed-form test functions to support our theoretical claims. We leave more details of experimental settings to Appendix D.1.

First, we present experimental results when a general useful prior is provided. The prior-guided methods include PRGF, PARS (refers to PARS-Impl) and PARS-Naive (simply replacing the RGF estimator in ARS with the PRGF estimator). We adopt the setting in Section 4.1 of [20] in which the
prior is a biased version of the true gradient. Our test functions are as follows: 1) \( f_1 \) is the “worst-case smooth convex function” used to construct the lower bound complexity of first-order optimization, as in [24]; 2) \( f_2 \) is a simple smooth and strongly convex function with a worst-case initialization: \( f_2(x) = \frac{1}{2} \sum_{i=1}^{d} (i \cdot (x(i))^2) \), where \( x_0^{(1)} = d, x_0^{(i)} = 0 \) for \( i \geq 2 \); and 3) \( f_3 \) is the Rosenbrock function \( f_3 \) in [13]) which is a well-known non-convex function used to test the performance of optimization problems. For \( f_1 \) and \( f_2 \), we set \( \hat{L} \) to ground truth value \( L \); for \( f_3 \), we search \( \hat{L} \) for best performance for each algorithm. We set \( d = 256 \) for all test functions and set \( q \) such that each iteration of these algorithms costs 11 queries\(^1\) to the directional derivative oracle.\(^2\) We plot the experimental results in Fig. 1 where the horizontal axis represents the number of iterations divided by \( \lfloor \frac{d}{11} \rfloor \), and the vertical axis represents \( \log_{10} \frac{\|x_{current} - f(x^*)\|}{\|x_0 - f(x^*)\|} \). Methods without using the prior information are shown with dashed lines. We also plot the 95% confidence interval in the colored region. The results show that for these functions (which have ill-conditioned Hessians), ARS-based methods perform better than the methods based on greedy descent. Importantly, the utilization of the prior could significantly accelerate convergence for both greedy descent and ARS. We note that the performance of our proposed PARS algorithm is better than PARS-Naive which naively replaces the gradient estimator in the original ARS with the PRGF estimator, demonstrating the value of our algorithm design with convergence analysis.

Next, we verify the properties of History-PRGF and History-PARS, i.e., the historical-prior-guided algorithms. In this part we set \( d = 500 \). We first verify that they are robust against learning rate on \( f_1 \) and \( f_2 \), and plot the results in Fig. 2(a)(b). In the legend, for example, “RGF” means RGF using the optimal learning rate (\( \hat{L} = L \)), and “RGF-0.02” means that the learning rate is set to 0.02 times of the optimal one (\( \hat{L} = 50L \)). We note that for PRGF and PARS, \( q = 10 \), so \( \frac{q}{d} = 0.02 \). From Fig. 2(a)(b), we see that: 1) when using the optimal learning rate, the performance of prior-guided algorithms is not worse than that of its corresponding baseline; and 2) the performance of prior-guided algorithms under the sub-optimal learning rate such that \( \frac{q}{d} \leq \frac{L}{\hat{L}} \leq 1 \) is at least comparable to that of its corresponding baseline with optimal learning rate. However, for baseline algorithms (RGF and ARS), the convergence rate significantly degrades if a smaller learning rate is set. In summary, we verify our claims that History-PRGF and History-PARS are robust to learning rate if \( \frac{q}{d} \leq \frac{L}{\hat{L}} \leq 1 \). Moreover, we show that they can provide acceleration over baselines with optimal learning rate on functions with varying local smoothness. We design a new test function as follows:

\[
f_4(x) = \begin{cases} \frac{1}{2}x^2, & r \leq 1 \\ r - \frac{1}{2}, & r > 1 \end{cases}, \quad r = \sqrt{f_2(x)}, \quad \text{where} \quad x_0^{(1)} = 5\sqrt{d}, x_0^{(i)} = 0 \text{ for } i \geq 2.
\]

We note that \( f_4 \) in regions far away from the origin is more smooth than in the region near the origin, and the global smoothness parameter is determined by the worst-case situation (the region near the origin). Therefore, baseline methods using an optimal learning rate could also manifest sub-optimal performance. Fig. 2(c) shows the results. We can see that when utilizing the historical prior, the algorithm could show behaviors of adapting to the local smoothness, thus accelerating convergence when the learning rate is locally too conservative.

\(^1\)That is, for prior-guided algorithms we set \( q = 10 \), and for other algorithms (RGF and ARS) we set \( q = 11 \).

\(^2\)The directional derivative is approximated by finite differences. In PARS, 2 additional queries to the directional derivative oracle per iteration are required to find \( \theta_i \) (see Appendix C.4).

\(^\dagger\)In Fig. 2(b) the setting of ARS-based methods are different from that in Fig. 1 as explained in Appendix D.1 which leads to many differences of the ARS curves between Fig. 1 and Fig. 2.
5.2 Black-box adversarial attacks

In this section, we perform ZO optimization on real-world problems. We conduct score-based black-box targeted adversarial attacks on 500 images from MNIST and leave more details of experimental settings to Appendix D. In view of optimization, this corresponds to performing constrained maximization over \( \{ f_i \}_{i=1}^{500} \) respectively, where \( f_i \) denotes the loss function to maximize in attacks. For each image \( i \), we record the number of queries of \( f_i \) used in optimization until the attack succeeds (when using the C&W loss function \( \mathbb{L} \), this means \( f_i > 0 \)). For each optimization method, we report the median query number over these images (smaller is better) in Table 1. The subscript of the method name indicates the learning rate \( \frac{1}{\hat{L}} \). For all methods we set \( q = 20 \). Since [9] has shown that using PRGF estimator with transfer-based prior significantly outperforms using RGF estimator in adversarial attacks, for prior-guided algorithms here we only include the historical prior case.

Table 1: Attack results on MNIST.

| METHOD          | MEDIAN QUERY | METHOD          | MEDIAN QUERY |
|-----------------|--------------|-----------------|--------------|
| RGF_{0.2}       | 777          | ARS_{0.2}       | 735          |
| RGF_{0.1}       | 1596         | ARS_{0.1}       | 1386         |
| History-PRGF_{0.2} | 484   | History-PARS_{0.2} | 484         |
| History-PRGF_{0.1} | 572   | History-PARS_{0.1} | 550         |
| History-PRGF_{0.05} | 704   | History-PARS_{0.05} | 726         |

We found that in this task, ARS-based methods perform comparably to RGF-based ones. This could be because 1) the numbers of iterations until success of attacks are too small to show the advantage of ARS; 2) currently ARS is not guaranteed to converge faster than RGF under non-convex problems. We leave more evaluation of ARS-based methods in adversarial attacks and further improvement of their performance as future work. Experimental results show that History-PRGF is more robust to learning rate than RGF. However, a small learning rate could still lead to its deteriorated performance due to non-smoothness of the objective function. The same statement holds for ARS-based algorithms.

6 Conclusion and discussion

In this paper, we present a convergence analysis on existing prior-guided ZO optimization algorithms including PRGF and History-PRGF. We further propose a novel prior-guided ARS algorithm with convergence guarantee. Experimental results confirm our theoretical analysis.

Our limitations lie in: 1) we adopt a directional derivative oracle in our analysis, so the error on the convergence bound brought by finite-difference approximation has not been clearly stated; and 2) our implementation of PARS in practice requires an approximate solution of \( \theta_t \), and the accuracy and influence of this approximation is not well studied yet. We leave these as future work. Other future work includes extension of the theoretical analysis to non-convex cases, and more empirical studies in various application tasks.
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A Supplemental materials for Section 2

A.1 Definitions in convex optimization

**Definition 1** (Convexity). A differentiable function $f$ is convex if for every $x, y \in \mathbb{R}^d$, 
\[ f(y) \geq f(x) + \nabla f(x)^\top (y - x). \]

**Definition 2** (Smoothness). A differentiable function $f$ is $L$-smooth for some positive constant $L$ if its gradient is $L$-Lipschitz; namely, for every $x, y \in \mathbb{R}^d$, we have 
\[ \|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|. \]

**Corollary 1.** If $f$ is $L$-smooth, then for every $x, y \in \mathbb{R}^d$, 
\[ |f(y) - f(x) - \nabla f(x)^\top (y - x)| \leq \frac{1}{2}L\|y - x\|^2. \tag{12} \]

**Proof.** See Lemma 3.4 in [6]. \hfill \Box

**Definition 3** (Strong convexity). A differentiable function $f$ is $\tau$-strongly convex for some positive constant $\tau$, if for all $x, y \in \mathbb{R}^d$, 
\[ f(y) \geq f(x) + \nabla f(x)^\top (y - x) + \frac{\tau}{2}\|y - x\|^2. \]

A.2 Proof of Proposition 1

**Proposition 1.** If $f$ is $L$-smooth, then for any $(x, v)$ with $\|v\| = 1$, $|g_\mu(v; x) - \nabla f(x)^\top v| \leq \frac{1}{2}L\mu$.

**Proof.** In Eq. (12), setting $y = x + \mu v$ and dividing both sides by $\mu$, we complete the proof. \hfill \Box

B Supplemental materials for Section 3

B.1 Proofs of Lemma 1, Theorem 1 and Theorem 2

**Lemma 1.** Let $C_t := \left(\nabla f(x_t)^\top v_t\right)^2$ and $L' := \frac{L}{1 - (1 - \frac{L}{L})^2}$, then in Algorithm 1 we have 
\[ \mathbb{E}_t[\delta_{t+1}] \leq \delta_t - \frac{\mathbb{E}_t(C_t)}{2L'}\|\nabla f(x_t)\|^2. \tag{13} \]

**Proof.** We have 
\[ \delta_{t+1} - \delta_t = f(x_{t+1}) - f(x_t) \]
\[ = f\left(x_t - \frac{1}{L}\nabla f(x_t)^\top v_t \cdot v_t\right) - f(x_t) \]
\[ \leq -\frac{1}{L}\left(\nabla f(x_t)^\top v_t\right)^2 + \frac{1}{2}L \cdot \left(\frac{1}{L}\nabla f(x_t)^\top v_t\right)^2 \]
\[ = -\frac{1}{2L'}\left(\nabla f(x_t)^\top v_t\right)^2. \tag{16} \]

Hence, 
\[ \mathbb{E}_t[\delta_{t+1}] - \delta_t \leq -\frac{1}{2L'}\mathbb{E}_t \left[\left(\nabla f(x_t)^\top v_t\right)^2\right] = -\frac{\mathbb{E}_t(C_t)}{2L'}\|\nabla f(x_t)\|^2, \tag{18} \]
where the last equality holds because $x_t$ is $\mathcal{F}_{t-1}$-measurable since we require $\mathcal{F}_{t-1}$ to include all the randomness before iteration $t$ in Remark 2 (so $\|\nabla f(x_t)\|^2$ is also $\mathcal{F}_{t-1}$-measurable). \hfill \Box

**Remark 9.** The proof actually does not require $f$ to be convex. It only requires $f$ to be $L$-smooth.
Remark 10. From the proof we see that \( \delta_{t+1} - \delta_t \leq 0 \), so \( f(x_{t+1}) \leq f(x_t) \). Hence, the sequence \( \{ f(x_t) \}_{t \geq 0} \) is non-increasing in Algorithm 4.

Theorem 1 (Algorithm 1, smooth and convex). Let \( R := \max_{x : f(x) \leq f(x_0)} \|x - x^*\| \) and suppose \( R < \infty \). Then, in Algorithm 1, we have

\[
\mathbb{E}[\delta_T] \leq \frac{2L' R^2 \sum_{t=0}^{T-1} \mathbb{E} \left[ \frac{1}{\mathbb{E}[C_t]} \right]}{T(T+1)}.
\]  

(19)

Proof. Since \( f \) is convex, we have

\[
\delta_t = f(x_t) - f(x^*) \leq \nabla f(x_t)^\top (x_t - x^*) \leq \|\nabla f(x_t)\| \cdot \|x_t - x^*\| \leq R \|\nabla f(x_t)\|,
\]

where the last inequality follows from the definition of \( R \) and the fact that \( f(x_t) \leq f(x_0) \) (since \( \delta_{t+1} \leq \delta_t \) for all \( t \)). The following proof is adapted from the proof of Theorem 3.2 in [2]. Define \( \Phi_t := t(t + 1)\delta_t \). By Lemma 1, we have

\[
\mathbb{E}_t[\Phi_{t+1}] - \Phi_t = (t + 1)(t + 2)E_t[\delta_{t+1}] - t(t + 1)\delta_t
\]

(21)

\[
= (t + 1)(t + 2)\left[ \frac{E_t[C_t]}{2L'} \right] - t(t + 1)\delta_t
\]

(22)

\[
\leq -(t + 1)(t + 2)\frac{E_t[C_t]}{2L'} \|\nabla f(x_t)\|^2 + 2(t + 1)R R \|\nabla f(x_t)\|\]

(23)

\[
\leq \frac{(2(t + 1)R)^2}{4(t + 1)(t + 2)E_t[C_t]}
\]

(24)

\[
= \frac{2L'(t + 1)R^2}{(t + 2)E_t[C_t]}
\]

(25)

\[
\leq \frac{2L' R^2 \mathbb{E}_t[C_t]}{2L'}
\]

(26)

where Eq. (24) follows from the fact that \( -at^2 + bt \leq \frac{b^2}{4a} \) for \( a > 0 \). Hence

\[
\mathbb{E}[\Phi_{t+1}] - \mathbb{E}[\Phi_t] = \mathbb{E}[\mathbb{E}_t[\Phi_{t+1}] - \Phi_t] \leq 2L' R^2 \mathbb{E}_t \left[ \frac{1}{\mathbb{E}_t[C_t]} \right].
\]

(27)

Since \( \Phi_0 = 0 \), we have \( \mathbb{E}[\Phi_T] \leq 2L' R^2 \sum_{t=0}^{T-1} \mathbb{E} \left[ \frac{1}{\mathbb{E}_t[C_t]} \right] \). Therefore,

\[
\mathbb{E}[\delta_T] = \frac{\mathbb{E}[\Phi_T]}{T(T+1)} \leq \frac{2L' R^2 \sum_{t=0}^{T-1} \mathbb{E} \left[ \frac{1}{\mathbb{E}_t[C_t]} \right]}{T(T+1)}.
\]

(28)

\( \square \)

Remark 11. By inspecting the proof, we note that Theorem 1 still holds if we replace the fixed initialization \( x_0 \) in Algorithm 4 with a random initialization \( x_0 \) for which \( f(x_0) \) always holds. We formally summarize this in the following proposition. This proposition will be useful in the proof of Theorem 3.

Proposition 3. Let \( x_{\text{fix}} \) be a fixed vector, \( R := \max_{x : f(x) \leq f(x_{\text{fix}})} \|x - x^*\| \) and suppose \( R < \infty \). Then, in Algorithm 4 using a random initialization \( x_0 \), if \( f(x_0) \leq f(x_{\text{fix}}) \) always holds, we have

\[
\mathbb{E}[\delta_T] \leq \frac{2L' R^2 \sum_{t=0}^{T-1} \mathbb{E} \left[ \frac{1}{\mathbb{E}_t[C_t]} \right]}{T(T+1)}.
\]

(29)

Proof. By Remark 10, \( f(x_t) \leq f(x_0) \). We note that \( \|x_t - x^*\| \leq R \) since \( f(x_t) \leq f(x_0) \leq f(x_{\text{fix}}) \). The remaining proof is the same as the proof of Theorem 1. \( \square \)

Next we state the proof regarding the convergence guarantee of Algorithm 4 under smooth and strongly convex case.
Theorem 2 (Algorithm smooth and strongly convex). In Algorithm if we further assume that \( f \) is \( \tau \)-strongly convex, then we have

\[
E \left[ \exp \left( -\frac{\tau}{L} \sum_{t=0}^{T-1} E_t[C_t] \right) \right] \leq \delta_0. \tag{30}
\]

Proof. Since \( f \) is \( \tau \)-strongly convex, we have

\[
\delta_t = f(x_t) - f(x^*) \leq \nabla f(x_t)^T (x_t - x^*) - \frac{\tau}{2} \|x_t - x^*\|^2 \tag{31}
\]

\[
\leq \|\nabla f(x_t)\| \cdot \|x_t - x^*\| - \frac{\tau}{2} \|x_t - x^*\|^2 \tag{32}
\]

\[
\leq \frac{\|\nabla f(x_t)\|^2}{2\tau}. \tag{33}
\]

Therefore we have

\[
\|\nabla f(x_t)\|^2 \geq 2\tau \delta_t. \tag{34}
\]

By Lemma and Eq. we have

\[
E_t[\delta_{t+1}] \leq \delta_t - \frac{E_t[C_t]}{L'} \delta_t = \left( 1 - \frac{\tau}{L'} E_t[C_t] \delta_t. \tag{35}
\]

Let \( \alpha_t := \frac{1}{L'} E_t[C_t], \) then \( E_t[\delta_{t+1}] \leq (1 - \alpha_t) \delta_t. \) We have

\[
\delta_0 = E[\delta_0] \geq E \left[ \frac{1}{1 - \alpha_0} E_0[\delta_1] \right] = E \left[ \frac{\delta_1}{1 - \alpha_0} \right] = E \left[ \frac{\delta_1}{1 - \alpha_0} \right] \geq \ldots \geq E \left[ \frac{\delta_{t+1}}{1 - \alpha_t} \right].
\]

Since \( \exp(-x) \geq 1 - x \geq 0 \) when \( 0 \leq x \leq 1, \) the proof is completed.

Remark 12. Indeed, the proof does not require \( f \) to be strongly convex or convex. It only requires the Polyak-Lojasiewicz condition (Eq. 34) which is weaker than strong convexity 28 79 77.

B.2 Proof of Proposition

We note that in Algorithm \( \|u_i\| = 1. \) If \( u_i \in A, \) then we have the following lemma by Proposition 1 in 23.

Lemma 4. Let \( u_1, u_2, \ldots, u_q \) be \( q \) fixed vectors in \( \mathbb{R}^d \) and \( A := \text{span}\{u_1, u_2, \ldots, u_q\} \) be the subspace spanned by \( u_1, u_2, \ldots, u_q. \) Let \( \nabla f(x_t)_A \) denote the projection of \( \nabla f(x_t) \) onto \( A, \) then

\[
\nabla f(x_t)_A = \text{argmax}_{v_t \in A, \|v_t\|=1} C_t.
\]

We further note that \( \nabla f(x_t)_A \) could be calculated with the values of \( \{\nabla f(x_t)^T u_i\}_{i=1}^q. \)

Lemma 5. Let \( A := \text{span}\{u_1, u_2, \ldots, u_q\} \) be the subspace spanned by \( u_1, u_2, \ldots, u_q, \) and suppose \( \{u_1, u_2, \ldots, u_q\} \) is linearly independent (if they are not, then we choose a subset of these vectors which is linearly independent). Then \( \nabla f(x_t)_A = \sum_{i=1}^q a_i u_i, \) where \( a := (a_1, a_2, \ldots, a_q)^T \) is given by \( a = G^{-1} b, \) where \( G \) is a \( q \times q \) matrix in which \( G_{ij} = u_i^T u_j, \) \( b \) is a \( q \)-dimensional vector in which \( b_i = \nabla f(x_t)^T u_i. \)

Proof. Since \( \nabla f(x_t)_A \in \text{span}\{u_1, u_2, \ldots, u_q\}, \) there exists \( a \in \mathbb{R}^q \) such that \( \nabla f(x_t)_A = \sum_{i=1}^q a_i u_i. \) Since \( \nabla f(x_t)_A \) is the projection of \( \nabla f(x_t) \) onto \( A \) and \( u_1, u_2, \ldots, u_q \in A, \nabla f(x_t)^T u_i = \nabla f(x_t)_A \) holds for any \( i. \) Therefore, \( G a = b. \) Since \( \{u_1, u_2, \ldots, u_q\} \) is linearly independent and \( G \) is corresponding Gram matrix, \( G \) is invertible. Hence \( a = G^{-1} b. \)
Algorithm 1 costs $q$ we have $v$ ways save this query by calculating $v$. Therefore, if we suppose $v$ then we can write $v = \nabla f(x_t)A$, where $A := \text{span}\{u_1, u_2, \ldots, u_q\}$.

**Proposition 2** (Optimality of subspace estimator). In one iteration of Algorithm 1 if we have queried $\{\nabla f(x_t)^\top u_i\}_{i=1}^q$, then the optimal $v_t$ maximizing $C_t$ s.t. $\|v_t\| = 1$ should be in the following form: $v_t = \nabla f(x_t)A$, where $A := \text{span}\{u_1, u_2, \ldots, u_q\}$.

**Proof.** It remains to justify the assumption that $v_t \in A$. We note that in Line 3 of Algorithm 1 generally it requires 1 additional call to query the value of $\nabla f(x_t)^\top v_t$, but if $v_t \in A$, then we can always save this query by calculating $\nabla f(x_t)^\top v_t$ with the values of $\{\nabla f(x_t)^\top u_i\}_{i=1}^q$, since if $v_t \in A$, then we can write $v_t$ in the form $v_t = \sum_{i=1}^q a_i u_i$, and hence $\nabla f(x_t)^\top v_t = \sum_{i=1}^q a_i \nabla f(x_t)^\top u_i$. Now suppose we finally sample a $v_t \notin A$. Then this additional query of $\nabla f(x_t)^\top v_t$ is necessary. Now we could let $A' := \text{span}\{u_1, u_2, \ldots, u_q, v_t\}$ and calculate $v_t' = \nabla f(x_t)A'$. Obviously, $(\nabla f(x_t)^\top v_t')^2 \geq (\nabla f(x_t)^\top v_t)^2$, suggesting that $v_t'$ is better than $v_t$. Therefore, without loss of generality we can always assume $v_t \in A$, and by Lemma 4 the proof is complete. 

B.3 Details regarding RGF and PRGF estimators

**B.3.1 Construction of RGF estimator**

In Example 1, we mentioned that the RGF estimator is given by $v_t = \nabla f(x_t)A$ where $A = \text{span}\{u_1, u_2, \ldots, u_q\}$ ($q > 0$) and $\forall i, u_i \sim U(S_{d-1})$ ($u \sim U(S_{d-1})$ means that $u$ is sampled uniformly from the $(d-1)$-dimensional unit sphere, as a normalized $d$-dimensional random vector), and $u_1, u_2, \ldots, u_q$ are sampled independently. Now we present the detailed expression of $v_t$ by explicitly orthogonalizing $\{u_1, u_2, \ldots, u_q\}$:

- $u_1 \sim U(S_{d-1})$;
- $u_2 = (1-u_1 u_1^\top)\xi_2, \xi_2 \sim U(S_{d-1})$;
- $u_3 = (1-u_1 u_1^\top - u_2 u_2^\top)\xi_3, \xi_3 \sim U(S_{d-1})$;
- $\ldots$
- $u_q = (1 - \sum_{i=1}^{q-1} u_i u_i^\top)\xi_q, \xi_q \sim U(S_{d-1})$.

Then we let $v_t = \sum_{i=1}^q \nabla f(x_t)^\top u_i \cdot u_i$. Since $g_t = \nabla f(x_t)^\top \nabla f(x_t)A \cdot \nabla f(x_t)A = \nabla f(x_t)A$, we have $g_t = \sum_{i=1}^q \nabla f(x_t)^\top u_i \cdot u_i$. Therefore, when using the RGF estimator, each iteration in Algorithm 1 costs $q$ queries to the directional derivative oracle.

**B.3.2 Properties of RGF estimator**

In this section we show that for RGF estimator with $q$ queries, $E_t[C_t] = \frac{q}{2}$. We first state a simple proposition here.

**Proposition 4.** If $v_t = \sum_{i=1}^q \nabla f(x_t)^\top u_i \cdot u_i$ and $u_1, u_2, \ldots, u_q$ are orthonormal, then

$$\left( \nabla f(x_t)^\top v_t \right)^2 = \sum_{i=1}^q \left( \nabla f(x_t)^\top u_i \right)^2.$$  \hspace{1cm} (36)

**Proof.** Since $\nabla f(x_t)^\top v_t \cdot v_t := g_t = \sum_{i=1}^q \nabla f(x_t)^\top u_i \cdot u_i$, we have $\nabla f(x_t)^\top v_t \cdot v_t = \sum_{i=1}^q \nabla f(x_t)^\top u_i \cdot u_i$. Taking inner product with $\nabla f(x_t)$ to both sides, we obtain the result. 

By Proposition 3

$$E_t[C_t] = E_t \left[ \left( \nabla f(x_t)^\top v_t \right)^2 \right] = \sum_{i=1}^q E_t \left[ \left( \nabla f(x_t)^\top u_i \right)^2 \right] = \sum_{i=1}^q \left( \nabla f(x_t)^\top E_t[u_i u_i^\top] \nabla f(x_t) \right).$$ \hspace{1cm} (37)
In RGF, \( u_i \) is independent of the history, so in this section we directly write \( \mathbb{E}[u_i u_i^\top] \) instead of \( \mathbb{E}_t[u_i u_i^\top] \).

For \( i = 1 \), since \( u_1 \sim \mathcal{U}(\mathbb{S}_{d-1}) \), we have \( \mathbb{E}[u_1 u_1^\top] = \frac{1}{d} \). (Explanation: the distribution of \( u_1 \) is symmetric, hence \( \mathbb{E}[u_1 u_1^\top] \) should be something like \( a \mathbb{I} \); since \( \text{Tr}(\mathbb{E}[u_1 u_1^\top]) = \mathbb{E}[u_1^\top u_1] = 1 \), \( a = \frac{1}{\text{Tr}(1)} = \frac{1}{d} \).

For \( i = 2 \), we have \( \mathbb{E}[u_2 u_2^\top | u_1] = \frac{1-u_1 u_1^\top}{d-1} \). (See Section A.2 in [9] for the proof.) Therefore, \( \mathbb{E}[u_2 u_2^\top] = \mathbb{E}[\mathbb{E}[u_2 u_2^\top | u_1]] = \frac{1-\mathbb{E}[u_1 u_1^\top]}{d-1} = \frac{1}{d} \).

Then by induction, we have that \( \forall 1 \leq i \leq q, \mathbb{E}[u_i u_i^\top] = \frac{1}{d} \). Hence by Eq. (37), \( \mathbb{E}_t[C_t] = \frac{q}{d} \).

### B.3.3 Construction of PRGF estimator

In Example 2, we mentioned that the PRGF estimator is given by \( v_t = \nabla f(x_t)^\top A \) where \( \mathbb{A} = \text{span}\{p_1, u_1, u_2, \ldots, u_q\} (q > 0) \), where \( p_t \) is a vector corresponding to the prior message which is available at the beginning of iteration \( t \), and \( \forall i, u_i \sim \mathcal{U}(\mathbb{S}_{d-1}) \) (\( u_1, u_2, \ldots, u_q \) are sampled independently). Now we present the detailed expression of \( v_t \) by explicitly orthogonalizing \( \{p_t, u_1, u_2, \ldots, u_q\} \). We note that here we leave \( p_t \) unchanged (we only normalize it, i.e. \( p_t \leftarrow \frac{p_t}{||p_t||} \)) if \( ||p_t|| \neq 1 \) and make \( \{u_1, u_2, \ldots, u_q\} \) orthogonal to \( p_t \). Specifically, given a positive integer \( q \leq d - 1 \),

\[
\begin{align*}
&u_1 = (I - p_t p_t^\top) \xi_1, \xi_1 \sim \mathcal{U}(\mathbb{S}_{d-1}); \\
u_2 = (I - p_t p_t^\top - u_1 u_1^\top) \xi_2, \xi_2 \sim \mathcal{U}(\mathbb{S}_{d-1}); \\
u_3 = (I - p_t p_t^\top - u_1 u_1^\top - u_2 u_2^\top) \xi_3, \xi_3 \sim \mathcal{U}(\mathbb{S}_{d-1}); \\
&\vdots \\
u_q = (I - p_t p_t^\top - \sum_{i=1}^{q-1} u_i u_i^\top) \xi_q, \xi_q \sim \mathcal{U}(\mathbb{S}_{d-1}).
\end{align*}
\]

Then we let \( v_t = \nabla f(x_t)^\top p_t \cdot p_t + \sum_{i=1}^q \nabla f(x_t)^\top u_i \cdot u_i \). Since \( g_t = \nabla f(x_t)^\top \nabla f(x_t) A \cdot \nabla f(x_t) A = \nabla f(x_t) A \), we have \( g_t = \nabla f(x_t)^\top p_t \cdot p_t + \sum_{i=1}^q \nabla f(x_t)^\top u_i \cdot u_i \). Therefore, when using the PRGF estimator, each iteration in Algorithm 1 costs \( q + 1 \) queries to the directional derivative oracle.

### B.3.4 Properties of PRGF estimator

Here we prove Lemma 2 in the main article (its proof appears in [23]; we prove it in our language here), but for later use we give a more useful formula here, which can derive Lemma 2. Let \( D_t := \left( \nabla f(x_t)^\top p_t \right)^2 \). We have

**Proposition 5.** For \( t \geq 1 \),

\[
C_t = D_t + (1 - D_t) \xi_t^2,
\]

where \( \xi_t^2 := \sum_{i=1}^q \xi_i^2 \), \( \xi_i := \frac{\nabla f(x_t)^\top u_i}{\|\nabla f(x_t)^\top u_i\|} \)\(^\dagger\) in which \( e_H := e - p_t p_t^\top e \) denotes the projection of the vector \( e \) onto the \((d - 1)\)-dimensional subspace \( H \), of which \( p_t \) is a normal vector.

**Proof.** By Proposition 4, we have

\[
C_t = \left( \nabla f(x_t)^\top u_t \right)^2 = D_t + \sum_{i=1}^q \left( \nabla f(x_t)^\top u_i \right)^2.
\]

By the definition of \( u_1, u_2, \ldots, u_q \), they are in the subspace \( H \). Therefore

\[
\left( \nabla f(x_t)^\top u_t \right)^2 = \left( \nabla f(x_t)^\top u_t \right)^2 = \|\nabla f(x_t)^\top u_t\|^2 \left( \nabla f(x_t)^\top u_t \right)^2 = (1 - D_t) \left( \nabla f(x_t)^\top u_t \right)^2.
\]

\(^\dagger\)Note that in different iterations, \( \{u_i\} \) are different. Hence here we explicitly show this dependency on \( t \) in the subscript of \( \xi \).
By Eq. (39) and Eq. (40), the proposition is proved. \(\square\)

Next we state \(\mathbb{E}_t[\xi_t^2]\), the conditional expectation of \(\xi_t^2\) given the history \(\mathcal{F}_{t-1}\). We can also derive it in the similar way as in Section B.3.2, but for later use let us describe the distribution of \(\xi_t^2\) in a more convenient way. We note that the conditional distribution of \(u_i\) is the uniform distribution from the unit sphere in the \((d-1)\)-dimensional subspace \(H\). Since \(\xi_{ti} := \nabla f(x_i)_{H}^\top u_i\), \(\xi_{ti}\) is indeed the inner product between one fixed unit vector and one uniformly random sampled unit vector in \(H\). Indeed, \(\xi_t^2\) is equal to \(\|\nabla f(x_t)_{A'}\|^2\) where \(A' := \text{span}(u_1, u_2, \ldots, u_q)\) is a random \(q\)-dimensional subspace of \(H\). Therefore, \(\xi_t^2\) is equal to the squared norm of the projection of a fixed unit vector in \(H\) to a random \(q\)-dimensional subspace of \(H\). By the discussion in the proof of Lemma 5.3.2 in [33], we can view a random projection acting on a fixed vector as a fixed projection acting on a random vector. Therefore, we state the following proposition.

**Proposition 6.** The conditional distribution of \(\xi_t^2\) given \(\mathcal{F}_{t-1}\) is the same as the distribution of \(\sum_{i=1}^{q} z_i^2\), where \((z_1, z_2, \ldots, z_{d-1})^\top \sim \mathcal{U}(\mathbb{S}^{d-2})\), where \(\mathbb{S}^{d-2}\) is the unit sphere in \(\mathbb{R}^{d-1}\).

Then it is straightforward to prove the following proposition.

**Proposition 7.** \(\mathbb{E}_t[\xi_t^2] = \frac{d}{d-1}\).

**Proof.** By symmetry, \(\mathbb{E}[z_i^2] = \mathbb{E}[z_j^2] \forall i, j\). Since \(\mathbb{E}[\sum_{i=1}^{d-1} z_i^2] = 1\), \(\mathbb{E}[z_i^2] = \frac{1}{d-1}\). Hence by Proposition 6, \(\mathbb{E}_t[\xi_t^2] = \mathbb{E}[\sum_{i=1}^{q} z_i^2] = \frac{d}{d-1}\). \(\square\)

Now we reach Lemma 2.

**Lemma 2.** In Algorithm 7 with PRGF estimator,

\[
\mathbb{E}_t[C_t] = D_t + \frac{q}{d-1}(1 - D_t),
\]

where \(D_t := \left(\nabla f(x_t)^\top p_t\right)^2\).

**Proof.** Since \(D_t\) is \(\mathcal{F}_{t-1}\)-measurable, by Proposition 5 and Proposition 7 we have

\[
\mathbb{E}_t[C_t] = D_t + (1 - D_t)\mathbb{E}_t[\xi_t^2] = D_t + \frac{q}{d-1}(1 - D_t).
\]

Finally, we note that Proposition 6 implies that \(\xi_t^2\) is independent of the history (indeed, for all \(i\), \(\xi_{ti}^2\) is independent of the history). For convenience, in the following, when we need the conditional expectation (given some historical information) of quantities only related to \(\xi_t^2\), we could directly write the expectation without conditioning. For example, we directly write \(\mathbb{E}[\xi_t^2]\) instead of \(\mathbb{E}_t[\xi_t^2]\), and write \(\text{Var}[\xi_t^2]\) instead of \(\text{Var}_t[\xi_t^2]\).

**B.4 Proof of Lemma 3 and evolution of \(\mathbb{E}[C_t]\)**

In this section, we discuss the key properties of History-PRGF before presenting the theorems in Section B.5. First we mention that while in History-PRGF we choose the prior \(p_t\) to be \(v_{t-1}\), we can choose \(p_0\) as any fixed normalized vector. We first present a lemma which is useful for the proof of Lemma 3.

**Lemma 6 (Proof in Section B.4.1).** Let \(a, b\) and \(c\) be vectors in \(\mathbb{R}^d\), \(\|a\| = \|c\| = 1\), \(B := \{b : \|b - a\| \leq k \cdot a^\top c\}, 0 \leq k \leq 1\), \(a^\top c \geq 0\). Then \(\min_{b \in B} b^\top c \geq \min_{b \in B} b^\top c = (1 - k)a^\top c\).

**Lemma 3.** In History-PRGF (\(p_t = v_{t-1}\)), we have

\[
D_t \geq \left(1 - \frac{L}{L} \right)^2 C_{t-1}.
\]
Proof. In History-PRGF $p_t = v_{t-1}$, so by the definitions of $D_t$ and $C_t$ we are going to prove
\[
\left( \nabla f(x_t) - \nabla f(x_{t-1}) \right)^\top v_{t-1} \geq \left( 1 - \frac{L}{\hat{L}} \right)^2 \left( \nabla f(x_{t-1}) \right)^\top v_{t-1}. \tag{43}
\]
Without loss of generality, assume $\nabla f(x_{t-1})^\top v_{t-1} \geq 0$. Since $f$ is $L$-smooth, we have
\[
\|\nabla f(x_t) - \nabla f(x_{t-1})\| \leq L\|x_t - x_{t-1}\| = \frac{L}{E} \nabla f(x_{t-1})^\top v_{t-1}, \tag{44}
\]
which is equivalent to
\[
\left\| \frac{\nabla f(x_t)}{\|\nabla f(x_{t-1})\|} \right\| - \nabla f(x_{t-1})^\top v_{t-1} \leq \frac{L}{E} \nabla f(x_{t-1})^\top v_{t-1}. \tag{45}
\]
Let $a = \nabla f(x_{t-1})$, $b = \nabla f(x_t)$, and $c = v_{t-1}$. By Lemma 6 we have
\[
\nabla f(x_{t-1})^\top v_{t-1} \geq \left( 1 - \frac{L}{E} \right) \nabla f(x_{t-1})^\top v_{t-1}. \tag{46}
\]
By the definition of $v_t$, the right-hand side is non-negative. Taking square on both sides, the proof is completed.

When considering the lower bound related to $C_t$, we can replace the inequality with equality in Lemma 5. Therefore, by Propositions 5 and Lemma 3, we now have full knowledge of evolution of $C_t$. We summarize the above discussion in the following proposition. We define $a' := \left( 1 - \frac{L}{\hat{L}} \right)^2$ in the following.

Proposition 8. Let $a' := \left( 1 - \frac{L}{\hat{L}} \right)^2$. Then in History-PRGF, we have
\[
C_t \geq a'C_{t-1} + (1 - a'C_{t-1})\xi_t^2. \tag{47}
\]

Proof. By Proposition 5, $C_t = (1 - \xi_t^2)D_t + \xi_t^2$. By Lemma 3, $D_t \geq a'C_{t-1}$. Since $\xi_t^2 \leq 1$, we obtain the result.

As an appetizer, we discuss the evolution of $E[C_t]$ here using Lemma 2 and Lemma 3 in the following proposition.

Proposition 9. Suppose $\frac{a}{d-1} = k \frac{L}{\hat{L}} (k > 0)$, then in History-PRGF, $E[C_t] \geq (1 - e^{-n}) \frac{2}{2 + k} \frac{a}{d-1} \frac{1}{1 - a'}$ for $t \geq n \frac{d-1}{a}$.

Proof. By Eq. (47), we have
\[
E[C_t] = E[E_t[C_t]] \geq E[a'C_{t-1} + (1 - a'C_{t-1})E_t[\xi_t^2]] \tag{48}
\]
\[
= E[a'C_{t-1} + (1 - a'C_{t-1})E[\xi_t^2]] \tag{49}
\]
\[
= \left( 1 - \frac{q}{d-1} \right) a'E[C_{t-1}] + \frac{q}{d-1}. \tag{50}
\]
Letting $a := a'(1 - \frac{a}{d-1})$, $b := \frac{\theta}{\alpha}$, then $E[C_t] \geq aE[C_{t-1}] + b$ and $0 \leq a < 1$. We have $E[C_t] - b \geq a(E[C_t] - \frac{b}{\alpha}) \geq a^2(E[C_{t-2}] - \frac{b}{\alpha}) \geq \ldots \geq a^t(E[C_0] - \frac{b}{\alpha})$, hence $E[C_t] \geq \frac{b}{1-a} - a^t(\frac{b}{1-a} - E[C_0]) \geq (1 - a^t)\frac{b}{1-a}$.

Since $1 - a = 1 - \left( 1 - \frac{L}{\hat{L}} \right)^2 = 1 - \left( 1 - \frac{L}{\hat{L}} \right)^2$, noting that
\[
1 - \frac{L}{\hat{L}} \leq \frac{2}{\hat{L} + \frac{L}{\hat{L}}(1 - \frac{L}{\hat{L}})} \geq \frac{2}{2 + k}, \tag{51}
\]
As mentioned above, we define 
\[ a^t \leq (1 - \frac{q}{d-1})^{n \frac{d-1}{q}} \leq \exp(-\frac{q}{d-1})^{n \frac{d-1}{q}} = e^{-n}. \]  
(52)

B.4.1 Proof of Lemma 6

The proof of the lemma is completed.

B.4.2 Proof of Theorem 3

\[ \forall 1 \leq t \leq T, E[t] \approx \frac{2}{2^{1/a}} \frac{q}{d-1} \frac{1}{1-a}. \]

Corollary 2. In History-PRGF, \( \lim_{t \to \infty} E[C_t] \geq \frac{2}{2^{1/a}} \frac{q}{d-1} \frac{1}{1-a} \).

Recalling that \( L' := \frac{L}{1-a} \), the propositions above tell us that \( E[C_t] \) tends to \( O \left( \frac{q}{d} \frac{L'}{E} \right) \) in a fast rate, as long as \( L \) is small, e.g. when \( \frac{q}{d} \leq \frac{L'}{E} \) (which means that the chosen learning rate \( \frac{1}{L} \) is not too small compared with the optimal learning rate \( \frac{1}{L}: \frac{1}{L} \geq \frac{q}{d} \)). If \( E[C_t] \approx \frac{q}{d} \frac{L'}{E} \), then \( C_l \) is not dependent on \( L' \) (and thus independent of \( L \)). By Lemma 1, Theorem 1 and Theorem 2 this roughly means that the convergence rate is robust to the choice of \( L \), i.e. robust to the choice of learning rate. Specifically, History-PRGF with \( L > L \) (but \( L \) is not too large) could roughly recover the performance of RGF with \( L = L \), since \( E[C_t] \approx \frac{q}{d} \) where \( \frac{q}{d} \) is the value of \( E[C_t] \) when using the RGF estimator.

B.5.1 Proof of Theorem 3

As mentioned above, we define \( a' := \left(1 - \frac{L}{L'} \right)^2 \) to be used in the proofs. In the analysis, we first try to replace the inequality in Lemma 3 with equality. To do that, similar to Eq. (37), we define \( \{E_t\}_{t=0}^{T-1} \) as follows: \( E_0 = 0 \), and

\[ E_t = a'E_{t-1} + (1 - a'E_{t-1})\xi_t^2, \]  
(59)

Then, the detailed proof of Lemma 6 is as follows.

Proof. \( \forall b \in B, b^\top c = a^\top c - (a - b)^\top c \geq a^\top c - \|a - b\| \|c\| \geq (1 - k) a^\top c \), and both equality holds when \( b = a - k \cdot a^\top c \cdot c \).

Case 1: \( \|b\| \geq 1 \) By Lemma 7, we have \( \|\bar{b} - a\| \leq \|b - a\| \), hence if \( b \in B \), then \( \bar{b} \in \text{B} \), so when \( \|b\| \geq 1 \) we have \( \bar{b}^\top c \geq \min_{b \in B} b^\top c \).

Case 2: \( \|b\| < 1 \) \( \forall b \in B \), if \( \|b\| \leq 1 \), then \( \bar{b}^\top c = \frac{b^\top c}{\|b\|} \geq b^\top c \geq \min_{b \in B} b^\top c \).

The proof of the lemma is completed.
where $\xi_t^2$ is defined in Proposition 3.

First, we give the following lemmas, which is useful for the proof of Theorem 3.

**Lemma 8** (Upper-bounded variance; proof in Section B.5.2). If $d \geq 4$, then $\forall t$, $\text{Var}[E_t]\leq \frac{1_a}{1-a'\frac{d-1}{q}}$.

**Lemma 9** (Lower-bounded expectation; proof in Section B.5.2). If $d \frac{q}{\sigma^2} \leq \frac{L}{T}$ and $t \geq \frac{d-1}{q}$, then

\[
\mathbb{E}[E_t] \geq \frac{1}{2} \left( \frac{\xi_t^2}{1-a'} \right) \leq - \frac{1}{d-1}.
\]

**Lemma 10** (Proof in Section B.5.2). If a random variable $X \geq B > 0$ satisfies that $\mathbb{E}[X] \geq \mu B$, $\text{Var}[X] \leq (\sigma B)^2$, then

\[
\mathbb{E}\left[ \frac{1}{X} \right] \leq \frac{1}{\mu B} \left( \frac{4\sigma^2}{\mu} + 2 \right).
\]

Then, we provide the proof of Theorem 3 in the following.

**Theorem 3** (History-PRGF, smooth and convex). In the setting of Theorem 4 when using the History-PRGF estimator, assuming $d \geq 4$, $\frac{d-1}{q} \leq \frac{L}{T} \leq 1$ and $T \geq \left\lceil \frac{d}{q} \right\rceil$ (where $\lceil \cdot \rceil$ denotes the ceiling function), we have

\[
\mathbb{E}[f(x_T)] - f(x^*) \leq \left( \frac{32}{q}(\frac{1}{T} + 2) \right) \leq \frac{2L^2 R^2}{q} + 1.
\]

**Proof.** Since $E_0 = 0 \leq C_0$, and if $E_{t-1} \leq C_{t-1}$, then

\[
E_t = a'E_{t-1} + (1-a'E_{t-1})\xi_t^2 \leq a'C_{t-1} + (1-a'C_{t-1})\xi_t^2 \leq C_t,
\]

in which the first inequality is because $\xi_t^2 \leq 1$ and the second inequality is due to Eq. (67). Therefore by mathematical induction we have that $\forall t$, $E_t \leq C_t$.

Next, if $d \geq 4$, $\frac{d-1}{q} \leq \frac{L}{T} \leq 1$ and $t \geq \frac{d-1}{q}$, by Lemma 8 and Lemma 9, if we set $B = \frac{2}{\sigma^2}$, then $\mathbb{E}[E_t] = \mathbb{E}[E_t] \geq \frac{1}{2} \frac{1}{1-a'} B$, and $\text{Var}[E_t] \leq \frac{1}{2} \frac{1}{1-a'} B^2$. Meanwhile, if $t \geq 1$, then $E_t = a'(1-\frac{d-1}{q})E_{t-1} + \frac{d-1}{q} \geq B$. Therefore, by Lemma 10, we have

\[
\mathbb{E}\left[ \frac{1}{E_t} \right] \leq \frac{1}{\frac{1}{2} \frac{1-a'}{1-a'}} \left( \frac{32}{q} \frac{1-a'}{1-a'} + 2 \right)
\]

\[
= \frac{d}{q} \left( 1-a' \right) \left( \frac{32}{q} \frac{1-a'}{1-a'} + 2 \right) \leq \frac{d}{q} \left( 1-a' \right) \left( \frac{32}{q} + 2 \right)
\]

\[
= \frac{d}{q} \left( \frac{32}{q} + 2 \right).
\]

Since $E_t \leq C_t$, $E_t[E_t] \leq E_t[C_t]$. Let $s := \left\lceil \frac{d}{q} \right\rceil$, then $\forall t \geq s$, $\mathbb{E}\left[ \frac{1}{E_t} \right] \leq \mathbb{E}\left[ \frac{1}{C_t} \right] \leq \frac{d}{q} \left( \frac{32}{q} + 2 \right)$. Now imagine that we run History-PRGF algorithm with $x_s$ as the random initialization in Algorithm 1 and set $y_0$ to $v_{s-1}$. Then quantities in iteration $t$ (e.g. $x_t$, $v_t$, $C_t$) in the imaginary setting have the same distribution as quantities in iteration $t+s$ (e.g. $x_{s+t}$, $v_{s+t}$, $C_{s+t}$) in the original algorithm (indeed, the quantities before iteration $t$ in the imaginary setting have the same joint distribution as the quantities from iteration $s$ to iteration $t+s-1$ in the original algorithm), and $F_{t-1}$ in the imaginary setting corresponds to $F_{s+t-1}$ in the original algorithm. Now we apply Proposition 3 to the imaginary setting, and we note that if we set $x_{s+t}$ to the original $x_0$.
then the condition in Proposition \textsuperscript{3} holds (since by Remark \textsuperscript{10} \( f(x_s) \leq f(x_0) \)). Since quantities in iteration \( t \) in the original algorithm correspond to quantities in iteration \( t - s \) in the imaginary setting, Proposition \textsuperscript{3} tells us that if \( T > s \), we have

\[
\mathbb{E}[f(x_T)] - f(x^*) \leq \frac{2L'R^2}{(T-s)(T-s+1)}, \tag{70}
\]

so

\[
\mathbb{E}[f(x_T)] - f(x^*) \leq \left( \frac{32}{q} + 2 \right) \frac{2LD_2R^2}{T - \frac{q}{d} + 1}. \tag{71}
\]

\[
\blacksquare
\]

\section*{B.5.2 Proofs of Lemma \textsuperscript{8,9} and \textsuperscript{10}}

In this section, we first present Lemma \textsuperscript{11} for the proof of Lemma \textsuperscript{8}.

**Lemma 11.** Suppose \( d \geq 3 \), then \( \text{Var}[\xi_2] < \frac{2q}{(d-1)^2} \).

**Proof.** For convenience, denote \( D := d - 1 \) in the following. By Proposition \textsuperscript{6} the distribution of \( \xi_2^2 \) is the same as the distribution of \( \sum_{i=1}^{q} z_i^2 \), where \( (z_1, \cdots, z_q)^\top \sim \mathcal{U}(S^D) \). We note that the distribution of \( z \) is the same as the distribution of \( \frac{1}{\|x\|^2} \), where \( x \sim \mathcal{N}(0, I) \). Therefore,

\[
\mathbb{E} \left[ \left( \frac{q}{\|x\|^2} \right)^2 \right] = \mathbb{E} \left[ \left( \sum_{i=1}^{q} x_i^2 \right)^2 \right] = \mathbb{E} \left[ \left( \frac{\sum_{i=1}^{q} x_i^2}{\sum_{i=1}^{D} x_i^2} \right)^2 \right]. \tag{72}
\]

By Theorem 1 in [13], \( \frac{\sum_{i=1}^{q} x_i^2}{\|x\|^2} \) and \( \|x\|^2 \) are independently distributed. Therefore, \( \frac{(\sum_{i=1}^{q} x_i^2)^2}{(\sum_{i=1}^{D} x_i^2)^2} \) and \( \left( \sum_{i=1}^{D} x_i^2 \right)^2 \) are independently distributed, which implies

\[
\mathbb{E} \left[ \left( \frac{\sum_{i=1}^{q} x_i^2}{\sum_{i=1}^{D} x_i^2} \right)^2 \right] = \mathbb{E} \left[ \frac{(\sum_{i=1}^{q} x_i^2)^2}{(\sum_{i=1}^{D} x_i^2)^2} \right]. \tag{73}
\]

We note that \( \sum_{i=1}^{q} x_i^2 \) follows the chi-squared distribution with \( q \) degrees of freedom. Therefore, \( \mathbb{E} \left[ \sum_{i=1}^{q} x_i^2 \right] = q \), and \( \text{Var} \left[ \sum_{i=1}^{q} x_i^2 \right] = 2q \). Therefore, \( \mathbb{E} \left[ (\sum_{i=1}^{q} x_i^2)^2 \right] = \mathbb{E} \left[ \sum_{i=1}^{q} x_i^2 \right]^2 + \text{Var} \left[ \sum_{i=1}^{q} x_i^2 \right] = q(q+2) \). Hence

\[
\text{Var} \left[ \sum_{i=1}^{q} x_i^2 \right] = \mathbb{E} \left[ \left( \sum_{i=1}^{q} x_i^2 \right)^2 \right] - \mathbb{E} \left[ \sum_{i=1}^{q} x_i^2 \right]^2 = \frac{q(q+2)}{D(D+2)} - \frac{q^2}{D^2} = \frac{2q(D-q)}{D^2(D+2)} < \frac{2q}{D^2}. \tag{74}
\]

Since \( D = d - 1 \), the proof is complete. \( \blacksquare \)

Then, the detailed proof of Lemma \textsuperscript{8} is as follows.
Proof. By the law of total variance, using Proposition\footnote{7} and Lemma\footnote{11}, we have

\[
\Var[E_t] = \E[\Var[E_t|E_{t-1}]] + \Var[\E[E_t|E_{t-1}]]
\]

(75)

\[
= \E[(1 - a'E_{t-1})^2 \Var[\xi_t^2]] + \Var[a'(1 - \E[\xi_t^2]) E_{t-1}]
\]

(76)

\[
= \Var[\xi_t^2] \E[(1 - a'E_{t-1})^2] + (a')^2 \Var[\E[E_t|E_{t-1}]]
\]

(77)

\[
= \Var[\xi_t^2] (\E[(1 - a'E_{t-1})^2] + \Var[1 - a'E_{t-1}]) + (a')^2 \Var[\E[E_t|E_{t-1}]]
\]

(78)

\[
= \Var[\xi_t^2] (\E[(1 - a'E_{t-1})^2] + (a')^2 \Var[\E[E_t|E_{t-1}]] + (a')^2 \Var[\E[E_t|E_{t-1}]]^2)
\]

(79)

\[
\leq (a')^2 (\Var[\xi_t^2] + (1 - \E[\xi_t^2])^2 \Var[\E[E_t|E_{t-1}]] + \Var[\xi_t^2] \E[(1 - a'E_{t-1})]^2)
\]

(80)

\[
\leq (a')^2 \left( \frac{2q}{(d-1)^2} + \left(1 - \frac{q}{d-1}\right)^2 \right) \Var[E_{t-1}] + \frac{2q}{(d-1)^2}.
\]

(81)

\[
\leq (a')^2 \left( \frac{2q}{(d-1)^2} + \left(1 - \frac{q}{d-1}\right)^2 \right) \Var[E_{t-1}] + \frac{2q}{(d-1)^2}.
\]

(82)

If \( d \geq 4 \), then \( 2q \frac{(d-1)}{d-1} + \left(1 - \frac{q}{d-1}\right)^2 = 1 - \frac{q}{(d-1)}\left(2(d-1) - q - 2\right) \leq 1 - \frac{q}{(d-1)}(d - q) \leq 1 \). Therefore we have

\[
\Var[E_t] \leq (a')^2 \Var[E_{t-1}] + \frac{2q}{(d-1)^2}.
\]

(83)

Letting \( a := (a')^2 \), \( b := \frac{2q}{(d-1)} \), then \( \Var[E_t] \leq a \Var[E_{t-1}] + b \) and \( 0 \leq a < 1 \). We have

\[
\Var[E_t] - \frac{b}{1-a} \leq a^2 \Var[E_{t-1} - \frac{b}{1-a}] \leq \ldots \leq a^t \Var[E_0] - \frac{b}{1-a}, \text{ hence}
\]

\[
\Var[E_t] \leq \frac{b}{1-a} - a^t \left( \frac{b}{1-a} - \Var[E_0] \right) = (1 - a^t) \frac{b}{1-a} \leq \frac{b}{1-a} = \frac{1}{1-a^t} \frac{2q}{d-1}.
\]

Finally, since \( \Var[\E[E_t|E_{t-1}]] = \Var[\E[E_t|E_{t-1}]] \leq \Var[E_t] \), the proof is completed. \( \square \)

The detailed proof of Lemma\footnote{9} is as follows.

Proof. Similar to the proof of Proposition\footnote{9}, letting \( a := a'(1 - \frac{q}{d-1}) \) and \( b := \frac{q}{d-1} \), then \( \E[E_t] = (1 - a^t) \frac{b}{1-a}, \text{ and } \frac{1-a^t}{1-a} \geq \frac{2}{3} \). Meanwhile, since \( \frac{q}{d-1} \leq \frac{b}{L}, a \leq (1 - \frac{q}{d-1})^3 \). Therefore, if \( t \geq \frac{d-1}{q} \), we have

\[
a^t \leq (1 - \frac{q}{d-1})^3 \frac{d-1}{q} \leq \exp(-\frac{q}{d-1})^3 = e^{-3}.
\]

(84)

Since \( \frac{1-a^t}{1-a} \geq \frac{2}{3} \) and \( a^t \leq e^{-3} \), we have

\[
\E[E_t] = (1 - a^t) \frac{b}{1-a} \geq \frac{2}{3} (1 - e^{-3}) \frac{1}{1-a^t} \frac{q}{1-a^t} \geq \frac{1}{2} \frac{q}{1-a} \frac{q}{d-1}.
\]

(85)

\( \square \)

The detailed proof of Lemma\footnote{10} is as follows.

Proof. By Chebyshev’s Inequality, we have

\[
\Pr(X < \frac{1}{2} \E[X]) \leq \frac{\Var[X]}{(\frac{1}{2} \E[X])^2} \leq \frac{4\sigma^2}{\mu^2}.
\]

(86)

Hence

\[
\E \left[ \frac{1}{X} \right] \leq \frac{1}{B} \Pr \left( X < \frac{1}{2} \E[X] \right) + \frac{1}{B} \E[\frac{4\sigma^2}{\mu^2} + \frac{1}{2}] \leq \frac{1}{B} \left( \frac{4\sigma^2}{\mu^2} + \frac{1}{2} \right) = \frac{1}{B} \left( \frac{4\sigma^2}{\mu} + 2 \right).
\]

(87)

\( \square \)
B.5.3 Proof of Theorem 4

As in Section B.5.1 similar to Eq. (47), we define \( \{E_t\}_{t=0}^{T-1} \) as follows: \( E_0 = 0 \), and
\[
E_t = a'E_{t-1} + (1 - a'E_{t-1})\xi_t^2, \tag{88}
\]
where \( \xi_t^2 := \sum_{i=t}^{q} \xi_{ti}^2, \xi_{ti}^2 := \min\{\xi_{ti}, \frac{1}{T}\} \) and \( \xi_{ti} \) is defined in Proposition 5. Here we use \( \xi_t^2 \) instead of \( \xi_{ti}^2 \) in Eq. (88) to obtain a tighter bound when using McDiarmid’s inequality in the proof of Lemma 12.

Here we first give Lemma 12 for the proof of Theorem 4.

Lemma 12 (Proof in Section B.5.4). \( \Pr \left( \frac{1}{T} \sum_{t=0}^{T-1} E_t[C_t] < 0.1 \frac{T}{L} \right) \leq \exp(-0.02T) \).

Then, we provide the proof of Theorem 4 in the following.

Theorem 4 (History-PRGF, smooth and strongly convex). Under the same conditions as in Theorem 3 (f is \( \tau \)-strongly convex), when using the History-PRGF estimator, assuming \( d \geq 4 \), \( \frac{q}{d} \leq \frac{T}{L} \leq 1 \), \( \frac{q}{d} \leq 0.2 \frac{T}{\tau} \), and \( T \geq 5 \frac{d}{q} \), we have
\[
\mathbb{E}[\delta_T] \leq 2 \exp(-0.1 \frac{q}{d} \frac{T}{L}) \delta_0. \tag{89}
\]

Proof. Since \( E_0 = 0 \leq C_0 \), and if \( E_{t-1} \leq C_{t-1} \), then
\[
E_t = a'E_{t-1} + (1 - a'E_{t-1})\sum_{i=t}^{q} \xi_{ti}^2 \geq a'E_{t-1} + (1 - a'E_{t-1})\sum_{i=t}^{q} \xi_{ti}^2 \leq a'C_{t-1} + (1 - a'C_{t-1})\xi_t^2 \leq C_t,
\]
in which the second inequality is due to that \( \xi_t^2 \leq 1 \) and the third inequality is due to Eq. (47). Therefore by mathematical induction we have that \( \forall t, E_t \leq C_t \).

Then, since \( \forall t, E_t \leq C_t \), we have \( \frac{1}{T} \sum_{t=0}^{T-1} E_t[E_t] \leq \frac{1}{T} \sum_{t=0}^{T-1} E_t[C_t] \). Therefore, by Lemma 12 we have \( \Pr \left( \frac{1}{T} \sum_{t=0}^{T-1} E_t[C_t] < 0.1 \frac{T}{L} \right) \leq \exp(-0.02T) \). Let \( k_T = \exp \left( \frac{1}{T} \sum_{t=0}^{T-1} E_t[C_t] \right) \).

Since \( \frac{1}{1-a'} = \frac{T}{L} \),
\[
\Pr \left( k_T < \exp \left( 0.1 \frac{q}{d} \frac{T}{L} \right) \right) \leq \exp(-0.02T). \tag{95}
\]

Meanwhile, let \( \delta_t := f(x_t) - f(x^*) \), Theorem 3 tells us that
\[
\mathbb{E}[\delta_T k_T] \leq \delta_0. \tag{96}
\]

Noting that \( \delta_0 \geq \delta_T \), we have
\[
\delta_0 \geq \mathbb{E}[\delta_T k_T] \geq \mathbb{E}[\delta_T k_T 1_{k_T \geq \exp(0.1 \frac{q}{d} \frac{T}{L})}] \geq \exp \left( 0.1 \frac{q}{d} \frac{T}{L} \right) \mathbb{E}[\delta_T 1_{k_T \geq \exp(0.1 \frac{q}{d} \frac{T}{L})}] \geq \exp \left( 0.1 \frac{q}{d} \frac{T}{L} \right) (\mathbb{E}[\delta_T] - \mathbb{E}[\delta_T 1_{k_T < \exp(0.1 \frac{q}{d} \frac{T}{L})}]) \geq \exp \left( 0.1 \frac{q}{d} \frac{T}{L} \right) (\mathbb{E}[\delta_T] - \delta_0 \mathbb{E}[1_{k_T < \exp(0.1 \frac{q}{d} \frac{T}{L})}]) \geq \exp \left( 0.1 \frac{q}{d} \frac{T}{L} \right) (\mathbb{E}[\delta_T] - \delta_0 \Pr \left( k_T < \exp \left( 0.1 \frac{q}{d} \frac{T}{L} \right) \right)) \geq \exp \left( 0.1 \frac{q}{d} \frac{T}{L} \right) (\mathbb{E}[\delta_T] - \delta_0 \exp(-0.02T)). \tag{97}
\]
in which \(1_B\) denotes the indicator function of the event \(B\) (\(1_B = 1\) when \(B\) happens and \(1_B = 0\) when \(B\) does not happen). By rearranging we have

\[
\mathbb{E}[\delta_T] \leq \exp\left(-0.1 \frac{q \sqrt{T}}{d L} \right) \delta_0 + \exp(-0.02T) \delta_0. \tag{104}
\]

When \(\frac{q}{d} \leq 0.2\), \(0.1 \frac{q}{d} \sqrt{T} \leq 0.02T\), and hence \(\exp\left(-0.1 \frac{q}{d} \sqrt{T} \right) \geq \exp(-0.02T)\). Therefore, \(\mathbb{E}[\delta_T] \leq 2 \exp\left(-0.1 \frac{q}{d} \sqrt{T} \right) \delta_0\). The proof of the theorem is completed. \(\square\)

B.5.4 Proof of Lemma 12

In this section, we first give two lemmas for the proof of Lemma 12.

**Lemma 13.** If \(d \geq 4\), then \(\mathbb{E}[\zeta_t^2] \geq \frac{0.3}{d-t}\).

**Proof.** We note that the distribution of \(u_i\) is the uniform distribution from the unit sphere in the \((d-1)\)-dimensional subspace \(A\). Since \(\xi_{ti} := \nabla f(x_t)_i\) \(u_i\), \(\xi_{ti}\) is indeed the inner product between one fixed unit vector and one uniformly random sampled unit vector. Therefore, its distribution is the same as \(z_1\), where \((z_1, z_2, \ldots, z_{d-1})\) are uniformly sampled from \(S^{d-2}\), i.e. the unit sphere in \(\mathbb{R}^{d-1}\). Now it suffices to prove that \(\mathbb{E}[\min\{z_1^2, \frac{1}{d-1}\}] \geq \frac{0.3}{d-t}\).

Let \(p(\cdot)\) denote the probability density function of \(z_1\). For convenience let \(D := d - 1\). We have \(p(0) = \frac{S_{D-2}}{S_{D-1}}, \) where \(S_{D-1}\) denotes the surface area of \(S_{D-1}\). Since \(S_{D-1} = 2\pi \frac{D}{\Gamma\left(\frac{D}{2}\right)}\), where \(\Gamma(\cdot)\) is the Gamma function, and by \(124\) we have \(\frac{\Gamma\left(\frac{D}{2}\right)}{\Gamma\left(\frac{D}{2} - 0.5\right)} \leq \sqrt{\frac{D-1}{2}}\), we have \(p(0) \leq \sqrt{\frac{D-1}{2\pi}} \leq \sqrt{\frac{d-1}{2\pi}}\).

Meanwhile, we have \(p(x) = p(0) \cdot \left(\sqrt{1-x^2}\right)^{D-2} = p(0) \cdot \left(\sqrt{1-x^2}\right)^{D-3}\). If \(d \geq 4\), then \(D \geq 3\), and we have \(\forall x \in [-1, 1], p(0) \geq p(x)\). Therefore,

\[
\text{Pr}\left(z_1^2 \geq \frac{1}{d-1}\right) = 1 - \text{Pr}\left(|z_1| < \frac{1}{\sqrt{d-1}}\right) \geq 1 - \frac{2}{\sqrt{d-1}} p(0) = 1 - \sqrt{\frac{2}{\pi}} \geq 0.2. \tag{105}
\]

Similarly we have

\[
\text{Pr}\left(z_1^2 \geq \frac{0.25}{d-1}\right) = 1 - \text{Pr}\left(|z_1| < \frac{0.5}{\sqrt{d-1}}\right) \geq 1 - \frac{1}{\sqrt{d-1}} p(0) = 1 - \sqrt{\frac{1}{2\pi}} \geq 0.6. \tag{106}
\]

Let \(z_1^2 := \min\{z_1^2, \frac{1}{d-1}\}\). Then \(\text{Pr}\left(z_1^2 \geq \frac{1}{d-1}\right) \geq 0.2\) and \(\text{Pr}\left(z_1^2 \geq \frac{0.25}{d-1}\right) \geq 0.6\). Then

\[
\mathbb{E}[z_1^2] \geq \frac{1}{d-1} \text{Pr}\left(z_1^2 \geq \frac{1}{d-1}\right) + \frac{0.25}{d-1} \text{Pr}\left(\frac{1}{d-1} \geq z_1^2 \geq \frac{0.25}{d-1}\right) \tag{107}
\]

\[
= \frac{0.75}{d-1} \text{Pr}\left(z_1^2 \geq \frac{1}{d-1}\right) + \frac{0.25}{d-1} \text{Pr}\left(z_1^2 \geq \frac{0.25}{d-1}\right) \tag{108}
\]

\[
\geq \frac{0.3}{d-1}. \tag{109}
\]

Hence \(\mathbb{E}[\zeta_t^2] \geq \frac{0.3}{d-t}\). By the definition of \(\zeta_t^2\) the lemma is proved. \(\square\)

**Lemma 14.** If \(\frac{a^2}{d-t} \leq \frac{L}{T} \geq 5 \frac{d}{q}\), then \(\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[E_t] \geq \frac{2}{q} \frac{L}{d-t}\).

**Proof.** By Eq. (68) and Lemma 13 we have \(\mathbb{E}[E_t] \geq \left(1 - 0.3 \frac{q}{d-t}\right) a' E_{t-1} + 0.3 \frac{q}{d-t} \). Taking expectation to both sides, we have

\[
\mathbb{E}[E_t] \geq \left(1 - 0.3 \frac{q}{d-t}\right) a' \mathbb{E}[E_{t-1}] + 0.3 \frac{q}{d-t} E_{t-1}. \tag{110}
\]

Let \(a := \left(1 - 0.3 \frac{q}{d-t}\right) a', b := 0.3 \frac{q}{d-t}, \) then \(\mathbb{E}[E_t] \geq a \mathbb{E}[E_{t-1}] + b\) and \(0 \leq a < 1\). We have \(\mathbb{E}[E_t] - \frac{b}{1-a} \geq a (\mathbb{E}[E_{t-1}] - \frac{b}{1-a}) \geq a^2 (\mathbb{E}[E_{t-2}] - \frac{b}{1-a}) \geq \ldots \geq a^t (\mathbb{E}[E_0] - \frac{b}{1-a}), \) hence

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[E_t] \geq \frac{2}{q} \frac{L}{d-t}. \]
Therefore, for Proof.
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Since \( \zeta = 0 \), then \( T \geq 5 \frac{1}{2} \geq 5 \frac{1}{2} \geq 5 \frac{1}{2} \geq 5 \frac{1}{2} \). By Eq. (111) we have

\[
1 \frac{T}{T \sum_{t=0}^{T-1} \mathbb{E}[E_t] \geq \frac{2}{2.3 - 1} \frac{4}{5} = 2.4 \frac{\pi^2}{11.5} 1 - a^2 \geq 0.2 \frac{\pi^2}{1 - a^2}. \tag{113}
\]

Finally, the detailed proof of Lemma 12 is as follows.

Proof. Let \( \mathcal{E} := \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[E_t] \). We note that \( \{\zeta_1, \zeta_2, \ldots, \zeta_{T-1}\} \) are independent, and \( \mathcal{E} \) is a function of them. Now suppose that the value of \( \zeta_t \) is changed by \( \Delta \zeta_t \), while the value of \( \{\zeta_1, \zeta_2, \ldots, \zeta_{t-1}, \zeta_{t+1}, \ldots, \zeta_{T-1}\} \) are unchanged. Then

\[
\Delta E_s = 0, \quad 0 \leq s \leq t - 1; \tag{114}
\]

\[
\Delta E_s = (1 - a\mathbb{E}[E_t]) \Delta \zeta_s \leq \Delta \zeta_s, \quad s = t; \tag{115}
\]

\[
\Delta E_s = (1 - \zeta_s^2) a \Delta E_{s-1} \leq a \Delta E_{s-1}, \quad s \geq t + 1. \tag{116}
\]

Therefore, for \( s \geq t \), \( \Delta E_s \leq (a)^{T-1-s} \Delta E_t \leq (a)^{T-1-s} \Delta \zeta_t \); for \( s < t \), \( \Delta E_s = 0 \). By Eq. (113),

\[
\mathbb{E}[E_s] = a \left(1 - \mathbb{E}[\zeta_s^2]\right) E_{s-1} + \mathbb{E}[\zeta_s^2], \quad \text{so } \mathbb{E}[E_s | E_{s-1}] \leq a \Delta E_{s-1} \leq \Delta E_{s-1}. \text{ Hence}
\]

\[
\Delta \mathcal{E} = \frac{1}{T} \sum_{s=0}^{T-1} \Delta E_s [E_s] \leq \frac{1}{T} \sum_{s=t+1}^{T-1} (a)^{T-1-s} \Delta \zeta_t \leq \frac{1}{T} \frac{1}{1 - a^2} \Delta \zeta_t. \tag{117}
\]

Since \( \zeta_t^2 := \min\{\zeta_t^2, \frac{1}{1 - a^2}\} \), \( 0 \leq \zeta_t^2 \leq \frac{q^2}{1 - a^2} \). Therefore \( \Delta \mathcal{E} \leq \frac{1}{T} \frac{1}{1 - a^2} \frac{q^2}{1 - a^2} \). Therefore, by McDiarmid’s inequality, we have

\[
\Pr(\mathcal{E} < \mathbb{E}[\mathcal{E}] - c) \leq \exp \left( - \frac{2c^2}{T \left( \frac{1}{1 - a^2} \frac{q^2}{1 - a^2} \right)^2} \right) \leq \exp \left( -2T \left( c(1 - a') \frac{d - 1}{q} \right)^2 \right). \tag{118}
\]

Let \( \epsilon = 0.1 \frac{q^2}{1 - a^2} \), we have \( \Pr(\mathcal{E} < \mathbb{E}[\mathcal{E}] - 0.1 \frac{q^2}{1 - a^2}) \leq \exp(-0.02T) \). By Lemma 14 \( \mathbb{E}[\mathcal{E}] \geq 0.2 \frac{q^2}{1 - a^2} \). Noting that \( \frac{q^2}{1 - a^2} \leq \frac{q^2}{1 - a^2} \), the proof is completed.

\[\square\]

C Supplemental materials for Section 4

C.1 Proof of Theorem 5

Theorem 5. In Algorithm 4 if \( \theta_t \) is \( \mathcal{F}_{t-1} \)-measurable, we have

\[
\mathbb{E} \left[ (f(x_T) - f(x^*)) \left( 1 + \sqrt{\frac{\sqrt{70}}{2} \sum_{t=0}^{T-1} \sqrt{\theta_t}} \right)^2 \right] \leq f(x_0) - f(x^*) + \frac{\sqrt{70}}{2} \|x_0 - x^*\|^2. \tag{119}
\]

To help understand the design of Algorithm 4 we present the proof sketch below, where the part which is the same as the original proof in 29 is omitted.
Sketch of the proof. Since $x_{t+1} = y_t - \frac{1}{L}g_1(y_t)$ and $g_1(y_t) = \nabla f(y_t)^\top v_t \cdot v_t$, by Lemma 1
\[
\mathbb{E}_t[f(x_{t+1})] \leq f(y_t) - \frac{\mathbb{E}_t[(\nabla f(y_t)^\top v_t)^2]}{2L} \leq f(y_t) - \frac{\mathbb{E}_t[(\nabla f(y_t)^\top v_t)^2]}{2L}.
\] (120)

Define $\rho_t := \frac{\gamma_t}{2} \|m_t - x^*\|^2 + f(x_t) - f(x^*)$. The same as in original proof, we have
\[
\rho_{t+1} = \frac{\gamma_{t+1}}{2} \|m_t - x^*\|^2 - \alpha_t g_2(y_t)^\top (m_t - x^*) + \frac{\theta_t}{2} \|g_2(y_t)\|^2 + f(x_{t+1}) - f(x^*).
\] (121)

Then we derive $\mathbb{E}_t[\rho_{t+1}]$. We mentioned in Remark 2 that the notation $\mathbb{E}_t[\cdot]$ means the conditional expectation $\mathbb{E}_t[\cdot | F_{t-1}]$, where $F_{t-1}$ is a sub $\sigma$-algebra modelling the historical information, and we require that $F_{t-1}$ includes all the randomness before iteration $t$. Therefore, $\gamma_t$ and $m_t$ are $F_{t-1}$-measurable. The assumption in Theorem 5 requires that $\theta_t$ is $F_{t-1}$-measurable. Since $\alpha_t$ is determined by $\gamma_t$ and $\theta_t$ (through a Borel function), $\alpha_t$ is also $F_{t-1}$-measurable. We have
\[
\mathbb{E}_t[\rho_{t+1}]
= \frac{\gamma_{t+1}}{2} \|m_t - x^*\|^2 - \alpha_t \mathbb{E}_t[g_2(y_t)^\top (m_t - x^*)] + \frac{\theta_t}{2} \mathbb{E}_t[\|g_2(y_t)\|^2] + \mathbb{E}_t[f(x_{t+1})] - f(x^*)
\]
(122)
\[
= \frac{\gamma_{t+1}}{2} \|m_t - x^*\|^2 - \alpha_t \nabla f(y_t)^\top (m_t - x^*) + \frac{\theta_t}{2} \mathbb{E}_t[\|g_2(y_t)\|^2] + \mathbb{E}_t[f(x_{t+1})] - f(x^*)
\] (123)
\[
\leq \frac{\gamma_{t+1}}{2} \|m_t - x^*\|^2 - \alpha_t \nabla f(y_t)^\top (m_t - x^*) + \frac{\mathbb{E}_t[(\nabla f(y_t)^\top v_t)^2]}{2L} + \mathbb{E}_t[f(x_{t+1})] - f(x^*)
\] (124)
\[
\leq \frac{\gamma_{t+1}}{2} \|m_t - x^*\|^2 - \alpha_t \nabla f(y_t)^\top (m_t - x^*) + f(y_t) - f(x^*)
\] (125)
\[
\leq (1 - \alpha_t) \rho_t,
\] (126)

where the first equality is because $m_t$, $\alpha_t$ and $\theta_t$ are $F_{t-1}$-measurable, the second equality is because $\mathbb{E}_t[g_2(y_t)] = \nabla f(y_t)$, the first inequality is because $\theta_t \leq \frac{\mathbb{E}_t[(\nabla f(y_t)^\top v_t)^2]}{L \mathbb{E}_t[\|g_2(y_t)\|^2]}$, the second inequality is because of Eq. (120), and the last inequality is the same as in original proof. By the similar reasoning to the proof of Theorem 2, we have $\mathbb{E}[\frac{\rho_{T+1}}{\prod_{t=0}^{T} (1-\alpha_t)}] \leq \rho_0$. By the original proof, $\prod_{t=0}^{T-1} (1-\alpha_t) \leq \frac{1}{(1+\frac{\gamma_T}{\sum_{t=0}^{T-1} \sqrt{\theta_T}})^2}$, completing the proof. □

From the proof sketch, we see that

- The requirement that $\mathbb{E}_t[g_2(y_t)] = \nabla f(y_t)$ is to ensure that Eq. (123) holds.
- The constraint on $\theta_t$ in Line 3 of Algorithm 2 is to ensure that Eq. (124) holds.
- The choice of $g_1(y_t)$ ($g_1(y_t) = \nabla f(y_t)^\top v_t \cdot v_t$) and update of $x_t$ ($x_{t+1} = y_t - \frac{1}{L}g_1(y_t)$) is the same as in Algorithm 3, i.e. the greedy descent framework. This is since Eq. (125) requires that $\mathbb{E}_t[f(x_{t+1})]$ decreases as much as possible from $f(y_t)$.
- From Eq. (121) to Eq. (122), we require $\mathbb{E}_t[\alpha_t g_2(y_t)^\top (m_t - x)] = \alpha_t \mathbb{E}_t[g_2(y_t)^\top (m_t - x)]$ and $\mathbb{E}_t[\theta_t \|g_2(y_t)\|^2] = \theta_t \mathbb{E}_t[\|g_2(y_t)\|^2]$. Therefore, to make the two above identities hold, by the property of “pulling out known factors” in taking conditional expectation, we require that $m_t$, $\alpha_t$ and $\theta_t$ are $F_{t-1}$-measurable. Since we make sure in Remark 2 that $F_{t-1}$ always includes all the randomness before iteration $t$, and $\alpha_t$ is determined by $\gamma_t$ and $\theta_t$, it suffices to let $\theta_t$ be $F_{t-1}$-measurable. We note that “being $F_{t-1}$-measurable” means “being determined by the history, i.e. fixed given the history”.

Now we present the complete proof of Theorem 5.

27
Proof. Since $x_{t+1} = y_t - \frac{1}{L} g_1(y_t)$ and $g_1(y_t) = \nabla f(y_t)^\top v_t \cdot v_t$, by Lemma 1

$$\mathbb{E}_t[f(x_{t+1})] \leq f(y_t) - \frac{\mathbb{E}_t \left[ (\nabla f(y_t)^\top v_t)^2 \right]}{2L}$$

(127)

$$\leq f(y_t) - \frac{\mathbb{E}_t \left[ (\nabla f(y_t)^\top v_t)^2 \right]}{2L}.$$  (128)

For an arbitrary fixed $x$, define $\rho_t(x) := \frac{2}{\gamma_t} \|m_t - x\|^2 + f(x_t) - f(x)$. Then

$$\rho_{t+1}(x) = \frac{\gamma_{t+1}}{2} \|m_{t+1} - x\|^2 + f(x_{t+1}) - f(x)$$

(129)

$$= \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 - \frac{\gamma_{t+1} \theta_t g_2(y_t)^\top (m_t - x)}{2\alpha_t^2} \|g_2(y_t)\|^2 + f(x_{t+1}) - f(x)$$

(130)

$$= \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 - \alpha_t g_2(y_t)^\top (m_t - x) + \frac{\theta_t}{2} \|g_2(y_t)\|^2 + f(x_{t+1}) - f(x).$$  (131)

We make sure in Remark 2 that $F_{t-1}$ always includes all the randomness before iteration $t$. Therefore, $\gamma_t$ and $m_t$ are $F_{t-1}$-measurable. The assumption in Theorem 5 requires that $\theta_t$ is $F_{t-1}$-measurable. Since $m_t, \alpha_t$ and $\theta_t$ are $F_{t-1}$-measurable, we have $\mathbb{E}_t[\alpha_t g_2(y_t)^\top (m_t - x)] = \alpha_t \mathbb{E}_t[g_2(y_t)^\top (m_t - x)]$ and $\mathbb{E}_t[\theta_t \|g_2(y_t)\|^2] = \theta_t \mathbb{E}_t[\|g_2(y_t)\|^2]$. Hence

$$\mathbb{E}_t[\rho_{t+1}(x)] = \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 - \alpha_t \mathbb{E}_t[g_2(y_t)^\top (m_t - x)] + \frac{\theta_t}{2} \mathbb{E}_t[\|g_2(y_t)\|^2] + \mathbb{E}_t[f(x_{t+1})] - f(x^*)$$

(132)

$$\leq \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 - \alpha_t \nabla f(y_t)^\top (m_t - x) + \frac{\theta_t}{2} \mathbb{E}_t[\|g_2(y_t)\|^2] + \mathbb{E}_t[f(x_{t+1})] - f(x)$$

(133)

$$\leq \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 - \alpha_t \nabla f(y_t)^\top (m_t - x) + \frac{\theta_t}{2} \mathbb{E}_t[\|g_2(y_t)\|^2] + \mathbb{E}_t[f(x_{t+1})] - f(x)$$

(134)

$$\leq \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 - \alpha_t \nabla f(y_t)^\top (m_t - x) + f(y_t) - f(x)$$

(135)

$$= \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 - \nabla f(y_t)^\top (\alpha_t m_t - \alpha_t x) + f(y_t) - f(x)$$

(136)

$$= \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 + \nabla f(y_t)^\top (-y_t + (1 - \alpha_t)x_t + \alpha_t x) + f(y_t) - f(x)$$

(137)

$$\leq \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 + f((1 - \alpha_t)x_t + \alpha_t x) - f(x)$$

(138)

$$\leq \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 + f(x_t) - (1 - \alpha_t) f(x)$$

(139)

$$= (1 - \alpha_t) \left( \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 + f(x_t) - f(x) \right)$$

(140)

$$= (1 - \alpha_t) \rho_t(x).$$  (141)

Therefore,

$$\rho_0(x) = \mathbb{E}[\rho_0(x)] \geq \mathbb{E} \left[ \frac{\mathbb{E}_0[\rho_1(x)]}{1 - \alpha_0} \right] = \mathbb{E} \left[ \frac{\mathbb{E}_0 \left[ \rho_1(x) \right]}{1 - \alpha_0} \right] = \mathbb{E} \left[ \frac{\rho_1(x)}{1 - \alpha_0} \right]$$

$$\geq \mathbb{E} \left[ \frac{\mathbb{E}_1[\rho_2(x)]}{(1 - \alpha_0)(1 - \alpha_1)} \right] = \mathbb{E} \left[ \frac{\mathbb{E}_1 \left[ \rho_2(x) \right]}{(1 - \alpha_0)(1 - \alpha_1)} \right] = \mathbb{E} \left[ \frac{\rho_2(x)}{(1 - \alpha_0)(1 - \alpha_1)} \right]$$

$$\geq \ldots$$

$$\geq \mathbb{E} \left[ \frac{\rho_T(x)}{(1 - \alpha_0)(1 - \alpha_1) \ldots (1 - \alpha_{T-1})} \right].$$
We have \( \rho_T(x) \geq f(x_T) - f(x) \). To prove the theorem, let \( x = x^* \). The remaining is to give an upper bound of \( \prod_{t=0}^{T-1} (1 - \alpha_t) \). Let \( \psi_k := \prod_{t=0}^{k-1} (1 - \alpha_t) \) and \( \alpha_k := \frac{1}{\sqrt{\psi_k}} \), we have

\[
\alpha_{k+1} - \alpha_k = \frac{1}{\sqrt{\psi_{k+1}}} - \frac{1}{\sqrt{\psi_k}} = \frac{\sqrt{\psi_k} - \sqrt{\psi_{k+1}}}{\sqrt{\psi_k} \sqrt{\psi_{k+1}}} = \frac{\psi_k - \psi_{k+1}}{\sqrt{\psi_k} \sqrt{\psi_{k+1}} (\sqrt{\psi_k} + \sqrt{\psi_{k+1}})}
\]

\[
\geq \frac{\psi_k - (1 - \alpha_k) \psi_k}{2 \sqrt{\psi_k} \sqrt{\psi_{k+1}}} = \frac{\alpha_k}{2 \sqrt{\psi_k} \sqrt{\psi_{k+1}}} = \frac{\sqrt{\gamma_{k+1} \theta_k}}{2 \sqrt{\psi_{k+1}}}
\]

Since \( \psi_0 = 1 \), \( \alpha_0 = 1 \). Hence \( \alpha_T \geq 1 + \sum_{t=0}^{T-1} \sqrt{\theta_t} \). Therefore, \( \psi_T \leq \frac{1}{(1 + \sum_{t=0}^{T-1} \sqrt{\theta_t})^2} \).

The proof is completed.

**C.2 Construction of \( g_2(y_t) \)**

We first note that in PARS, the specification of \( F_{t-1} \) is similar to that in Example 2. That is, we suppose that \( p_t \) is determined before sampling \( \{u_1, u_2, \ldots, u_q\} \), but it could depend on extra randomness in iteration \( t \). We let \( F_{t-1} \) also includes the extra randomness of \( p_t \) in iteration \( t \) (not including the randomness of \( \{u_1, u_2, \ldots, u_q\} \)) besides the randomness before iteration \( t \). Meanwhile, we note that the assumption in Theorem 5 requires that \( \theta_t \) is \( F_{t-1} \)-measurable, and this is satisfied if the algorithm to find \( \theta_t \) in Algorithm 2 is deterministic given randomness in \( F_{t-1} \) (does not use \( \{u_1, u_2, \ldots, u_q\} \) in iteration \( t \)). Since \( F_{t-1} \) includes randomness before iteration \( t \), if \( \theta_t \) is \( F_{t-1} \)-measurable, we can show that \( y_t \) is \( F_{t-1} \)-measurable.

We also note that in Section 4 and Appendix C, we let \( D_t := \left( \nabla f(y_t)^\top p_t \right)^2 \), which is different from the previous definition \( D_t := \left( \nabla f(x_t)^\top p_t \right)^2 \) in Section 3 and Appendix B. This is because in ARS-based algorithms, we care about gradient estimation at \( y_t \) instead of that at \( x_t \).

In Algorithm 2, we need to construct \( g_2(y_t) \) as an unbiased estimator of \( \nabla f(y_t) \) satisfying \( \mathbb{E}_t[g_2(y_t)] = \nabla f(y_t) \). Since Theorem 5 tells us that a larger \( \theta_t \) could potentially accelerate convergence, by Line 3 of Algorithm 2, we want to make \( \mathbb{E}_t[\|g_2(y_t)\|^2] \) as small as possible. To save queries, we hope that we can reuse the queries \( \nabla f(y_t)^\top p_t \) and \( \{\nabla f(y_t)^\top u_i\}_{i=1}^q \) used in the process of constructing \( g_1(y_t) \).

Here we adopt the construction process in Section B.3.3 and leave the discussion of alternative ways in Section C.2.1. We note that if we let \( H \) be the \( (d-1) \)-dimensional subspace perpendicular to \( p_t \), then

\[
\nabla f(y_t) = \nabla f(y_t)^\top p_t \cdot p_t + (I - p_t p_t^\top) \nabla f(y_t) = \nabla f(y_t)^\top p_t \cdot p_t + \nabla f(y_t)_H.
\]

Therefore, we need to obtain an unbiased estimator of \( \nabla f(y_t)_H \). This is straightforward since we can utilize \( \{u_i\}_{i=1}^q \) which is uniformly sampled from the \( (d-1) \)-dimensional space \( H \).

**Proposition 10.** For any \( 1 \leq i \leq q \), \( \mathbb{E}_t[\nabla f(y_t)^\top u_i \cdot u_i] = \frac{1}{d-1} \nabla f(y_t)_H. \)

**Proof.** We have \( \mathbb{E}_t[u_i u_i^\top] = \frac{1 - p_t p_t^\top}{d-1} \) (See Section A.2 in [9] for the proof.). Therefore, \( \mathbb{E}_t[\nabla f(y_t)^\top u_i \cdot u_i] = \frac{1 - p_t p_t^\top}{d-1} \nabla f(y_t) = \frac{1}{d-1} \nabla f(y_t)_H. \)

Therefore,

\[
g_2(y_t) = \nabla f(y_t)^\top p_t \cdot p_t + \frac{d-1}{q} \sum_{i=1}^q \nabla f(y_t)^\top u_i \cdot u_i
\]
We see that \( E_t[g_2(y_t)] = \nabla f(y_t) \). Then

\[
E_t[||g_2(y_t)||^2] = ||\nabla f(y_t)||^2 E_t \left[ \left\| \nabla f(y_t)^\top p_t \cdot p_t + \frac{d-1}{q} \sum_{i=1}^{q} \nabla f(y_t)^\top u_i \cdot u_i \right\|^2 \right]
\]

\[
= ||\nabla f(y_t)||^2 \left( \left( \nabla f(y_t)^\top p_t \right)^2 + \frac{(d-1)^2}{q^2} \sum_{i=1}^{q} E_t \left( \left( \nabla f(y_t)^\top u_i \right)^2 \right) \right)
\]

\[
= ||\nabla f(y_t)||^2 \left( D_t + \frac{d-1}{q} (1 - D_t) \right),
\]

(149)

(150)

(151)

where the last equality is due to the fact that \( E_t[u_i u_i^\top] = \frac{1-pp_t}{d-1} \) (hence \( E_t \left[ \left( \nabla f(y_t)^\top u_i \right)^2 \right] = \frac{1-pp_t}{d-1} \)). Meanwhile, if we adopt an RGF estimator as \( g_2(y_t) \), then \( E_t[||g_2(y_t)||^2] = \frac{d}{q} ||\nabla f(y_t)||^2 \).

Noting that \( D_t + \frac{d-1}{q} (1 - D_t) < \frac{d}{q} \), our proposed unbiased estimator results in a smaller \( E_t[||g_2(y_t)||^2] \) especially when \( D_t \) is closed to 1, since it utilizes the prior information.

Finally, using \( g_2(y_t) \) in Eq. (148), when calculating the following expression which appears in Line 3 of Algorithm 2, the term \( ||\nabla f(y_t)||^2 \) would be cancelled:

\[
\frac{E_t \left[ \left( \nabla f(y_t)^\top v_t \right)^2 \right]}{L \cdot E_t[||g_2(y_t)||^2]} = \frac{E_t \left[ \left( \nabla f(y_t)^\top u_t \right)^2 \right]}{L \left( D_t + \frac{d-1}{q} (1 - D_t) \right)} = \frac{D_t + \frac{d-1}{q} (1 - D_t)}{L \left( D_t + \frac{d-1}{q} (1 - D_t) \right)},
\]

(152)

where the last equality is due to Lemma 2.

### C.2.1 Alternative way to construct \( g_2(y_t) \)

Instead of using the orthogonalization process in Section B.3.3, when constructing \( g_1(y_t) \) as the PRGF estimator, we can also first sample \( q \) orthonormal vectors \( \{u_i\}_{i=1}^{q} \) uniformly from \( S_{d-1} \), and then let \( p_t \) be orthogonal to them with \( \{u_i\}_{i=1}^{q} \) unchanged. Then we can construct \( g_2(y_t) \) using this set of \( \{\nabla f(y_t)^\top u_i\}_{i=1}^{q} \) and \( \nabla f(y_t)^\top p_t \).

**Example 3** (RGF). Since \( \{u_i\}_{i=1}^{q} \) are uniformly sampled from \( S_{d-1} \), we can directly use them to construct an unbiased estimator of \( \nabla f(y_t) \). We let \( g_2(y_t) = \frac{d}{q} \sum_{i=1}^{q} \nabla f(y_t)^\top u_i \cdot u_i \). We show that it is an unbiased estimator of \( \nabla f(y_t) \), and \( E_t[||g_2(y_t)||^2] = \frac{d}{q} ||\nabla f(y_t)||^2 \).

**Proof.** In Section B.3.3, we show that \( E_t[u_i u_i^\top] = \frac{1}{d} \). Therefore

\[
E_t[g_2(y_t)] = \frac{d}{q} \sum_{i=1}^{q} E_t[u_i u_i^\top] \nabla f(y_t) = \frac{d}{q} \sum_{i=1}^{q} \frac{1}{d} \nabla f(y_t) = \nabla f(y_t).
\]

\[
E_t[||g_2(y_t)||^2] = \frac{d^2}{q^2} \sum_{i=1}^{q} E_t[(\nabla f(y_t)^\top u_i)^2] = \frac{d^2}{q^2} \sum_{i=1}^{q} \nabla f(y_t)^\top E_t[u_i u_i^\top] \nabla f(y_t)
\]

\[
= \frac{d^2}{q^2} \sum_{i=1}^{q} \frac{1}{d} ||\nabla f(y_t)||^2 = \frac{d}{q} ||\nabla f(y_t)||^2.
\]

We see that \( E_t[||g_2(y_t)||^2] \) here is larger than Eq. (151).

**Example 4** (Variance reduced RGF). To reduce the variance of RGF estimator, we could use \( p_t \) to construct a control variate. Here we use \( p_t \) to refer to the original \( p_t^{uni} \) before orthogonalization so that it is fixed w.r.t. randomness of \( \{u_1, \ldots, u_q\} \) (then it requires one additional query to obtain \( \nabla f(y_t)^\top p_t^{uni} \)). Specifically, we can let \( g_2(y_t) = \frac{d}{q} \sum_{i=1}^{q} \left( \nabla f(y_t)^\top u_i \cdot u_i - (\nabla f(y_t)^\top p_t \cdot p_t) u_i \cdot u_i \right) + \nabla f(y_t)^\top p_t \cdot p_t \). We show that it is unbiased, and \( E_t[||g_2(y_t)||^2] = ||\nabla f(y_t)||^2 \left( D_t + \frac{d}{q} (1 - D_t) \right) \).
Proof.

\[ E_t[(\nabla f(y_t)^\top p_t \cdot p_t)^\top u_i \cdot u_i] = E_t[u_i u_i^\top] \nabla f(y_t)^\top p_t \cdot p_t = \frac{1}{d} \nabla f(y_t)^\top p_t \cdot p_t. \]

Therefore,

\[ E_t[g_2(y_t)] = E_t \left[ \frac{d}{q} \sum_{i=1}^{q} \nabla f(y_t)^\top u_i \cdot u_i \right] = \nabla f(y_t). \]

Let \( \nabla f(y_t)_H := \nabla f(y_t) - \nabla f(y_t)^\top p_t \cdot p_t \). We define that \( \text{Var}[x] \) for a stochastic vector \( x \) is such that \( \text{Var}[x] = \sum_i \text{Var}[x_i] \). Then for any stochastic vector \( x \), \( E[\|x\|^2] = \|E[x]\|^2 + \text{Var}[x] \).

We have \( \text{Var}_i[g_2(y_t)] = \text{Var}_t \left[ \frac{d}{q} \sum_{i=1}^{q} \nabla f(y_t)_H^\top u_i \cdot u_i \right] \). Let \( g'_2(y_t) := \frac{d}{q} \sum_{i=1}^{q} \nabla f(y_t)_H^\top u_i \cdot u_i \). Then \( E_t[g'_2(y_t)] = \nabla f(y_t)_H \), \( E_t[\|g'_2(y_t)\|^2] = \frac{d}{q} \|\nabla f(y_t)_H\|^2 \). Therefore, \( \text{Var}_t[g_2(y_t)] = E_t[\|g'_2(y_t)\|^2] - E_t[\|g'_2(y_t)\|^2] = \left( \frac{d}{q} - 1 \right) \|\nabla f(y_t)_H\|^2 = (1 - D_t) \left( \frac{d}{q} - 1 \right) \|\nabla f(y_t)\|^2 \). Hence,

\[ E_t[\|g_2(y_t)\|^2] = \frac{d}{q} \left( 1 - D_t \right) \|\nabla f(y_t)\|^2. \]

We see that \( E_t[\|g_2(y_t)\|^2] \) here is comparable but slightly worse (slightly larger) than Eq. (151).

In summary, we still favor Eq. (148) as the construction of \( g_2(y_t) \) due to its simplicity and smallest value of \( E_t[\|g_2(y_t)\|^2] \) among the ones we propose.

C.3 Estimation of \( D_t \) and proof of convergence of PARS using this estimator

In zeroth-order optimization, \( D_t \) is not accessible since \( D_t = \left( \frac{\nabla f(y_t)^\top p_t}{\|\nabla f(y_t)\|} \right)^2 \). For the term inside the square, while the numerator can be obtained from the oracle, we do not have access to the denominator. Therefore, our task is to estimate \( \|\nabla f(y_t)\|^2 \).

To save queries, it is ideal to reuse the oracle query results used to obtain \( y_t \) and \( g_2(y_t) : \nabla f(y_t)^\top p_t \) and \( \{\nabla f(y_t)^\top u_i\}_{i=1}^{(d-1)q} \). Again, we suppose \( p_t, u_1, \cdots, u_q \) are obtained from the process in Section B.3.3 By Eq. (146), we have

\[ \|\nabla f(y_t)\|^2 = (\nabla f(y_t)^\top p_t)^2 + \|\nabla f(y_t)_H\|^2. \] (153)

Since \( \{u_i\}_{i=1}^{q} \) is uniformly sampled from the \((d-1)\)-dimensional space \( H \),

**Proposition 11.** For any \( 1 \leq i \leq q \), \( E_t[(\nabla f(y_t)^\top u_i)^2] = \frac{1}{d-1} \|\nabla f(y_t)_H\|^2 \).

**Proof.** By Proposition 10 \( E_t[\nabla f(y_t)^\top u_i \cdot u_i] = \frac{1}{d-1} \nabla f(y_t)_H \). Therefore,

\[ E_t[(\nabla f(y_t)^\top u_i)^2] = \nabla f(y_t)^\top E_t[\nabla f(y_t)^\top u_i \cdot u_i] = \frac{1}{d-1} \nabla f(y_t)^\top \nabla f(y_t)_H \]

(154)

\[ = \frac{1}{d-1} \|\nabla f(y_t)_H\|^2. \] (155)

Thus, we adopt the following unbiased estimate:

\[ \|\nabla f(y_t)_H\|^2 \approx \frac{d - 1}{q} \sum_{i=1}^{q} (\nabla f(y_t)^\top u_i)^2 \] (156)
By Johnson-Lindenstrauss Lemma (see Lemma 5.3.2 in [33]), this approximation is rather accurate given a moderate value of \( q \). Therefore, we have
\[
\| \nabla f(y_t) \|^2 \approx \frac{(\nabla f(y_t)^\top p_t)^2}{\| \nabla f(y_t) \|^2} + \frac{d-1}{q} \sum_{i=1}^{q} (\nabla f(y_t)^\top u_i)^2.
\] (157)
and
\[
D_t = \frac{(\nabla f(y_t)^\top p_t)^2}{\| \nabla f(y_t) \|^2} \approx \frac{(\nabla f(y_t)^\top p_t)^2}{\| \nabla f(y_t) \|^2} + \frac{d-1}{q} \sum_{i=1}^{q} (\nabla f(y_t)^\top u_i)^2.
\] (158)

C.3.1 PARS-Est algorithm with theoretical guarantee

In fact, the estimator of \( D_t \) concentrates well around the true value of \( D_t \) given a moderate value of \( q \). To reach an algorithm with theoretical guarantees, we could adopt a conservative estimate of \( D_t \), such that the constraint of \( \theta_t \) in Line 3 of Algorithm 2 is satisfied with high probability. We show the prior-guided implementation of Algorithm 2 with estimation of \( D_t \) in Algorithm 3 call it PARS-Est, and show that it admits a theoretical guarantee.

**Algorithm 3** Prior-guided ARS with a conservative estimator of \( D_t \) (PARS-Est)

**Input:** \( L \)-smooth convex function \( f \); initialization \( x_0 \); \( \hat{L} \geq L \); Query count per iteration \( q \); iteration number \( T \);

\( \gamma_0 > 0 \).

**Output:** \( x_T \) as the approximate minimizer of \( f \).

1: \( m_0 \leftarrow x_0 \);
2: for \( t = 0 \) to \( T - 1 \) do
3: \( \text{Obtain the prior } p_t \);
4: \( \text{Find a } \theta_t \text{ such that } \theta_t \leq \theta'_t \text{ in which } \theta'_t \text{ is defined in the following steps:} 
5: \( \text{Step 1: } y_t \leftarrow (1 - \alpha_t)x_t + \alpha_tm_t, \text{ where } \alpha_t \geq 0 \text{ is a positive root of the equation } \alpha_t^2 = \theta_t (1 - \alpha_t) \gamma_t; \)
6: \( \gamma_{t+1} \leftarrow (1 - \alpha_t) \gamma_t; \)
7: \( \text{Step 2: Sample an orthonormal set of } \{u_i\}_{i=1}^q \text{ in the subspace perpendicular to } p_t \text{ uniformly, as in Section B.3.3;} \)
8: \( \text{Resample } \{u_i\}_{i=1}^q \text{ and calculate } v_t \text{ as in Section B.3.3;} \)
9: \( g_1(y_t) \leftarrow \nabla f(y_t)^\top u_i \cdot u_i = \sum_{i=1}^{q} (\nabla f(y_t)^\top u_i)^2 \cdot u_i + \nabla f(y_t)^\top p_t \cdot p_t; \)
10: \( g_2(y_t) \leftarrow \sum_{i=1}^{q} (\nabla f(y_t)^\top u_i)^2 \cdot u_i + \nabla f(y_t)^\top p_t \cdot p_t; \)
11: \( x_{t+1} \leftarrow y_t - \frac{1}{\hat{L}} g_1(y_t), m_{t+1} \leftarrow m_t - \frac{\alpha_t}{\gamma_t} g_2(y_t); \)
12: end for
13: return \( x_T \).

Theorem 6. Let
\[
p = \Pr \left( \sum_{i=1}^{q} x_i^2 < \frac{q}{2(d-1)} \right)
\] (159)
where \( (x_1, x_2, ..., x_{d-1})^\top \sim \mathcal{U}(S_{d-2}) \), i.e., follows a uniform distribution over the unit \((d - 1)\)-dimensional sphere. Then, in Algorithm 2 for any \( \delta \in (0, 1) \), choosing a \( q \) such that \( p \leq \frac{\delta}{2} \), there exists an event \( M \) such that \( \Pr(M) \geq 1 - \frac{\delta}{2} \), and
\[
\mathbb{E} \left[ (f(x_T) - f(x^*)) \left( 1 + \frac{\sqrt{\gamma_0}}{2} T \sum_{t=0}^{T-1} \sqrt{\theta_t} \right)^2 \right] \leq f(x_0) - f(x^*) + \frac{\gamma_0}{2} \| x_0 - x^* \|^2.
\] (160)

**Proof.** We first explain the definition of \( F_{t-1} \) in the proof (recall that \( E_t[\cdot] \) is \( E[\cdot | F_{t-1}] \)). Since in Theorem 5 we require \( \theta_t \) to be \( F_{t-1} \)-measurable, we let \( F_{t-1} \) also includes the randomness in Line 6 of Algorithm 3 in iteration \( t \), besides randomness before iteration \( t \) and randomness of \( p_t \). We note that \( F_{t-1} \) does not include the randomness in Line 8.
Let $M$ be the event that: For each $t \in \{0, 1, ..., T - 1\}$, \(\frac{d-1}{q} \sum_{i=1}^{q} (\nabla f(y_t) u_i)^2 \geq \frac{1}{2} \|\nabla f(y_t)\|^2\). When $M$ is true, we have that $\forall t$,

\[
\hat{D}_t = \frac{(\nabla f(y_t) p_t)^2}{(\nabla f(y_t) p_t)^2 + \frac{2(d-1)}{q} \sum_{i=1}^{q} (\nabla f(y_t) u_i)^2}
\leq \frac{(\nabla f(y_t) p_t)^2}{(\nabla f(y_t) p_t)^2 + \|\nabla f(y_t)\|^2}
= \frac{(\nabla f(y_t) p_t)^2}{\|\nabla f(y_t)\|^2} = D_t.
\] (163)

Therefore,

\[
\theta_t \leq \theta_t' = \frac{\hat{D}_t + \frac{q}{2} (1 - \hat{D}_t)}{\hat{D}_t + \frac{q}{2} (1 - \hat{D}_t)} \leq \frac{D_t + \frac{q}{2} (1 - D_t)}{D_t + \frac{q}{2} (1 - D_t)} = \frac{\mathbb{E}_t [ (\nabla f(y_t) v_{t})^2] }{L \cdot \mathbb{E}_t [\|g_2(y_t)\|^2]}.
\] (164)

Since $F_{t-1}$ includes the randomness in Line 6 of Algorithm 3 in iteration $t$, $\mathbb{E}_t [\cdot]$ refer to only taking expectation w.r.t. the randomness of $v_t$ and $g_2(y_t)$ in iteration $t$, i.e. w.r.t. $\{u_1, \ldots, u_q\}$ in Line 8 of Algorithm 3. Since $\{u_1, \ldots, u_q\}$ in Line 8 is independent of $\{u_1, \ldots, u_q\}$ in Line 6, adding $\{u_1, \ldots, u_q\}$ in Line 6 to the history does not change the distribution of $\{u_1, \ldots, u_q\}$ in Line 8 given the history. Therefore according to the analysis in Section C.2, the last equality of Eq. (164) holds, and $\mathbb{E}_t [g_2(y_t)] = \nabla f(y_t)$. By Theorem 5, Eq. (160) is proved.

Next we give a lower bound of $\Pr(M)$. Let us fix $t$. Then

\[
\Pr \left( \frac{d-1}{q} \sum_{i=1}^{q} (\nabla f(y_t) u_i)^2 < \frac{1}{2} \|\nabla f(y_t)\|^2 \right) = p.
\]

Since for different $t$ the events inside the brackets are independent, by union bound we have $\Pr(M) \geq 1 - pT$. Since $p \leq \frac{\delta}{T}$, the proof is completed.

Remark 13. To save queries, one may think that when constructing $v_t$ and $g_2(y_t)$, we could omit the procedure of resampling $\{u_i\}_{i=1}^{q}$ in Line 8 and reuse $\{u_i\}_{i=1}^{q}$ sampled in Line 6 to utilize the queries of relevant directional derivatives in Line 7. Our theoretical analysis does not support this yet, as explained below.

If we reuse $\{u_i\}_{i=1}^{q}$ sampled in Line 6 to construct $v_t$ and $g_2(y_t)$, then both $\theta_t$ and $\{g_2(y_t), v_t\}$ depend on the same set of $\{u_i\}_{i=1}^{q}$. Since Theorem 5 requires $\theta_t$ to be $F_{t-1}$-measurable, we have to make $F_{t-1}$ include randomness of this set of $\{u_i\}_{i=1}^{q}$. Then both $g_2(y_t)$ and $v_t$ are fixed given the history $F_{t-1}$, which is not desired (e.g. $\mathbb{E}_t [g_2(y_t)] = \nabla f(y_t)$ generally does not hold since $\mathbb{E}_t [g_2(y_t)] = g_2(y_t)$ now, making the proof of Theorem 5 fail).

Remark 14. For given $d$ and $q$, $p$ can be calculated in closed form with the aid of softwares such as Mathematica. When $d = 2000$, if $q = 50$, then $p \approx 7.5 \times 10^{-4}$. If $q = 100$, then $p \approx 3.5 \times 10^{-6}$. Hence $p$ is rather small so that a moderate value of $q$ is enough to let $p \leq \frac{\delta}{2}$.

In fact, $p$ can be bounded by $O(\exp(-cq))$ by Johnson-Lindenstrauss Lemma where $c$ is an absolute constant (see Lemma 5.3.2 in [33]). Note that the bound is exponentially decayed w.r.t. $q$ and independent of $d$. 
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Remark 15. We give an analysis of the influence of the additional factor 2 in Line 7 of Algorithm 3.

Let

\[ \hat{D}_{t_2} = \left( \frac{\nabla f(y_t)^\top p_t}{\nabla f(y_t)^\top p_t + \frac{2(d-1)}{q} \sum_{i=1}^q (\nabla f(y_t)^\top u_i)^2} \right)^2, \]
\[ \hat{D}_{t_1} = \left( \frac{\nabla f(y_t)^\top p_t}{\nabla f(y_t)^\top p_t + \frac{d-1}{q} \sum_{i=1}^q (\nabla f(y_t)^\top u_i)^2} \right)^2, \]
\[ \theta_{t_2} = \frac{\hat{D}_{t_2} + \frac{q}{d-1} (1 - \hat{D}_{t_2})}{\hat{D}_{t_1} + \frac{q}{d-1} (1 - \hat{D}_{t_1})}, \]
\[ \theta_{t_1} = \frac{\hat{D}_{t_1} + \frac{q}{d-1} (1 - \hat{D}_{t_1})}{\hat{D}_{t_2} + \frac{q}{d-1} (1 - \hat{D}_{t_2})}. \]

Then \( \hat{D}_{t_1} \geq \hat{D}_{t_2} \) and \( 1 - \hat{D}_{t_1} \leq 1 - \hat{D}_{t_2} \). We have

\[ \frac{\theta_{t_2}}{\theta_{t_1}} = \frac{\hat{D}_{t_2} + \frac{q}{d-1} (1 - \hat{D}_{t_2})}{\hat{D}_{t_1} + \frac{q}{d-1} (1 - \hat{D}_{t_1})} \cdot \frac{\hat{D}_{t_1} + \frac{d-1}{q} (1 - \hat{D}_{t_1})}{\hat{D}_{t_2} + \frac{d-1}{q} (1 - \hat{D}_{t_2})} \geq \frac{\hat{D}_{t_2} + \frac{d-1}{q} (1 - \hat{D}_{t_2})}{\hat{D}_{t_1} + \frac{d-1}{q} (1 - \hat{D}_{t_1})}, \]

(165)

(166)

(167)

(168)

(169)

Therefore, we have \( \theta_{t_2} \geq \frac{1}{2} \theta_{t_1} \).

Meanwhile, since \( \hat{D}_{t_2} \geq 0 \), we have \( \theta_{t_2} \geq \frac{q^2}{L(d-1)^2} \). Hence \( \theta_{t_2} \geq \max \left\{ \frac{1}{2} \theta_{t_1}, \frac{q^2}{L(d-1)^2} \right\} \).

C.4 Approximate solution of \( \theta_t \) and implementation of PARS in practice (PARS-Impl)

We note that in Line 3 of Algorithm 2, it is not straightforward to obtain an ideal solution of \( \theta_t \), since \( y_t \) depends on \( \theta_t \). Theoretically speaking, \( \theta_t > 0 \) satisfying the inequality

\[ \theta_t \leq \frac{E_t \left( (\nabla f(y_t)^\top v_t)^2 \right)}{L E_t \|g_{2}(y_t)\|^2} \]

always exists, since by Eq. (152),

\[ E_t \left( (\nabla f(y_t)^\top v_t)^2 \right) \geq \frac{q^2}{L(d-1)^2} \] := \theta always holds, so we can always let \( \theta_t = \theta \). However, such estimate of \( \theta_t \) is too conservative and does not benefit from a good prior (when \( D_t \) is large). Therefore, one can guess a value of \( D_t \), and then compute the value of \( \theta_t \) by Eq. (152), and then estimate the value of \( D_t \) and verify that \( \theta_t \leq \frac{E_t \left( (\nabla f(y_t)^\top v_t)^2 \right)}{L E_t \|g_{2}(y_t)\|^2} \) holds. If it does not hold, we need to try a smaller \( \theta_t \), until the inequality is satisfied. For example, in Algorithm 2, if we implement its Line 4 to Line 7 with a guessing procedure,\footnote{For example, (1) compute \( \theta'_t \) with \( \theta_t \leftarrow 0 \) by running Line 5 to Line 7; (2) we guess \( \theta_t \leftarrow \kappa \theta'_t \) to compute a new \( \theta'_t \) by rerunning Line 5 to Line 7, where \( 0 < \kappa < 1 \) is a discount factor to obtain a more conservative estimate of \( \theta_t \); (3) if \( \theta_t \leq \theta'_t \), then we have found \( \theta_t \) as required; else, we go to step (2).} we could obtain a runnable algorithm with convergence guarantee. However, in practice such procedure could require multiple runs from Line 5 to Line 7 in Algorithm 3, which requires many additional queries; on the other hand, due to the additional factor 2 in Line 7 of Algorithm 3, we would always find a conservative estimate of \( \theta_t \).
In this section, we introduce the algorithm we use to find an approximate solution to find \( \theta_t \) in Line 3 of Algorithm 2, which does not have theoretical guarantee but empirically performs well. The full algorithm PARS-Impl is shown in Algorithm 4. It stills follow the PARS framework (Algorithm 2), and our procedure to find \( \theta_t \) is shown in Line 1 to Line 7. Next we explain the procedure to find \( \theta_t \) in detail.

Algorithm 4 Prior-Guided Accelerated Random Search in implementation (PARS-Impl)

**Input:** \( L \)-smooth convex function \( f \); initialization \( x_0 \); \( L \geq L \); Query count per iteration \( q \) (cannot be too small); iteration number \( T \); \( \gamma_0 > 0 \).

**Output:** \( x_T \) as the approximate minimizer of \( f \).

1: \( m_0 \leftarrow x_0 \);
2: \( \| \nabla f_{-1} \|^2 \leftarrow +\infty \);
3: for \( t = 0 \) to \( T - 1 \) do
4: \( \) Obtain the prior \( p_t \);
5: \( y_t(0) \leftarrow x_t; \) \( \hat{D}_t \leftarrow \frac{\nabla f(y_t(0))^{\top} p_t}{\| \nabla f_{-1} \|^2}; \) \( \theta_t \leftarrow \frac{D_t + \frac{q}{q-1} (1 - D_t)}{L(D_t + \frac{q}{q-1} (1 - D_t))}; \)
6: \( y_t(1) \leftarrow (1 - \alpha_t) x_t + \alpha_t m_t \), where \( \alpha_t \geq 0 \) is a positive root of the equation \( \alpha_t^2 = \theta_t (1 - \alpha_t) \gamma_t; \)
7: \( \hat{D}_t \leftarrow \frac{\nabla f(y_t(1))^{\top} p_t}{\| \nabla f_{-1} \|^2}; \) \( \theta_t \leftarrow \frac{D_t + \frac{q}{q-1} (1 - D_t)}{L(D_t + \frac{q}{q-1} (1 - D_t))}; \)
8: \( y_t \leftarrow (1 - \alpha_t) x_t + \alpha_t m_t \), where \( \alpha_t \geq 0 \) is a positive root of the equation \( \alpha_t^2 = \theta_t (1 - \alpha_t) \gamma_t; \)
9: \( \gamma_{t+1} \leftarrow (1 - \alpha_t) \gamma_t; \)
10: \( g_1(y_t) \leftarrow \sum_{i=1}^q \nabla f(y_t)^{\top} u_i \cdot u_i + \nabla f(y_t)^{\top} p_t \cdot p_t; \)
11: \( g_2(y_t) \leftarrow \frac{\gamma_0}{L} \sum_{i=1}^q \nabla f(y_t)^{\top} u_i \cdot u_i + \nabla f(y_t)^{\top} p_t \cdot p_t; \)
12: \( \| \nabla f_t \|^2 \leftarrow \frac{\nabla f(y_t)^{\top} p_t}{p_t \cdot p_t} + \frac{L}{L} \sum_{i=1}^q \nabla f(y_t)^{\top} u_i ^2; \)
13: \( x_{t+1} \leftarrow y_t - \frac{1}{L} g_1(y_t), m_{t+1} \leftarrow m_t - \frac{1}{\alpha_t} g_2(y_t); \)
14: end for
15: return \( x_T \).

Specifically, we try to find an approximated solution of \( \theta_t \) satisfying the equation \( \theta_t = \frac{E_t}{L; E_t} \left( \nabla f(y_t)^{\top} v_t \right)^2 \), to find a \( \theta_t \) as large as possible and approximately satisfies the inequality \( \theta_t \leq \frac{E_t}{L; E_t} \left( \nabla f(y_t)^{\top} v_t \right)^2 \). Since \( \frac{E_t}{L; E_t} \left( \nabla f(y_t)^{\top} v_t \right)^2 = \frac{D_t + \frac{q}{q-1} (1 - D_t)}{L(D_t + \frac{q}{q-1} (1 - D_t))} \), we try to solve the equation
\[
\theta_t = g(\theta_t) := \frac{D_t + \frac{q}{q-1} (1 - D_t)}{L(D_t + \frac{q}{q-1} (1 - D_t))},
\]
where \( D_t = \frac{\nabla f(y_t)^{\top} p_t}{p_t \cdot p_t} \) and \( y_t \) depends on \( \theta_t \). This corresponds to finding the fixed-point of \( g \), so we apply the fixed-point iteration method. Specifically, we first let \( \theta_t = 0 \), then \( y_t = x_t \), and let \( \theta_t \leftarrow g(\theta_t) \) (the above corresponding to Line 6 of Algorithm 4), then we calculate \( y_t \) again using the new value of \( \theta_t \) (corresponding to Line 5), and let \( \theta_t \leftarrow g(\theta_t) \) (corresponding to Line 7). We find that two iterations are able to lead to satisfactory performance. Note that then two additional queries to the directional derivative oracle are required to obtain \( \nabla f(y_t(0))^{\top} p_t \) and \( \nabla f(y_t(1))^{\top} p_t \) used in Line 5 and Line 7.

Since \( D_t = \frac{\nabla f(y_t)^{\top} p_t}{p_t \cdot p_t} \), we need to estimate \( \| \nabla f(y_t) \|^2 \) as introduced in Section C.3. However, \( y_t(0) \) and \( y_t(1) \) in Algorithm 4 are different from both \( y_{t-1} \) and \( y_{t-1}; \) so to estimate \( \| \nabla f(y_t(0)) \|^2 \) and \( \| \nabla f(y_t(1)) \|^2 \) as in Section C.3 many additional queries are required (since the query results of the directional derivative at \( y_{t-1} \) or \( y_{t-1} \) cannot be reused). Therefore, we introduce one additional approximation: we use the estimate of \( \| \nabla f(y_t(0)) \|^2 \) and \( \| \nabla f(y_t(1)) \|^2 \). Since the gradient norm itself is relatively large (compared with

\[\text{Line 5 and Line 7 require the query of } \nabla f(y_t(0))^{\top} p_t \text{ and } \nabla f(y_t(1))^{\top} p_t \text{ respectively, so each iteration of Algorithm 4 requires 2 additional queries to the directional derivative oracle, or requires 4 additional queries to the function value oracle using finite difference approximation of the directional derivative.}\]
e.g. directional derivatives) and in zeroth-order optimization, the single-step update is relatively small.

we expect that $\|\nabla f(y_t^{(0)})\|$ and $\|\nabla f(y_t^{(1)})\|$ are closed to $\|\nabla f(y_{t-1})\|$. In Algorithm 4 Line 12 estimates $\|\nabla f(y_t)\|$ by Eq. (157), and the estimator is denoted $\|\hat{\nabla} f_t\|$. Given this, $\|\nabla f(y_t^{(0)})\|$ and $\|\nabla f(y_t^{(1)})\|$ are approximated by $\|\nabla f_{t-1}\|$ for calculations of $D_t$ in Line 5 and Line 7 as approximations of $\left(\nabla f(y_t^{(0)}) - p_t\right)^2$ and $\left(\nabla f(y_t^{(1)}) - p_t\right)^2$.

Finally we note that in the experiments, we find that when using Algorithm 4 the error brought by approximation of $\|\nabla f(y_t^{(0)})\|$ and $\|\nabla f(y_t^{(1)})\|$ sometimes makes the performance of the algorithm not robust, especially when $q$ is small (e.g. $q = 10$), which could lead the algorithm to divergence. Therefore, we propose two tricks to suppress the influence of approximation error (we note that in practice, the second trick is more important, while the first trick is often not necessary given the application of the second trick):

- To reduce the variance of $\|\hat{\nabla} f_t\|$ when $q$ is small, we let
  
  $\|\hat{\nabla} f_{t}^{\text{avg}}\|^2 = \frac{1}{k} \sum_{s=t-k+1}^{t} \|\hat{\nabla} f_s\|^2,$
  
  and use $\|\hat{\nabla} f_{t}^{\text{avg}}\|^2$ to replace $\|\hat{\nabla} f_{t-1}\|^2$ in Line 5 and Line 7. In our experiments we choose $k = 10$. Compared with $\|\hat{\nabla} f_{t-1}\|^2$, using $\|\hat{\nabla} f_{t}^{\text{avg}}\|^2$ to estimate $\|\nabla f(y_t^{(0)})\|$ and $\|\nabla f(y_t^{(1)})\|$ could reduce the variance at the cost of increased bias. We note that the increased bias sometimes brings problems, so one should be careful when applying this trick.

- Although $D_t \leq 1$, it is possible that $\hat{D_t}$ in Line 5 and Line 7 is larger than 1, which could lead to a negative $\theta_t$. Therefore, a clipping of $\hat{D_t}$ is required. In our experiments, we observe that a $\hat{D_t}$ which is less than but very close to 1 (when caused by the accidental large approximation error) could also lead to instability of optimization, perhaps because that it leads to a too large value of $\theta_t$ used to determine $y_t$ and to update $m_t$. Therefore, we let $\hat{D_t} \leftarrow \min\{\hat{D_t}, B_{ub}\}$ in Line 5 and Line 7 before calculating $\theta_t$, where $0 < B_{ub} \leq 1$ is fixed. In our experiments we set $B_{ub}$ to 0.6.

We leave a more systematic study of the approximation error as future work.

## C.5 Implementation of History-PARS in practice (History-PARS-Impl)

In PARS, when using a specific prior instead of the prior from a general source, we can utilize some properties of the prior. When using the historical prior ($p_t = v_{t-1}$), we find that $D_t$ is usually similar to $\hat{D_t}$, and intuitively it happens when the smoothness of the objective function does not change quickly along the optimization trajectory. Therefore, the best value of $\theta_t$ should also be similar to the best value of $\theta_{t-1}$. Based on this observation, we can directly use $\theta_{t-1}$ as the value of $\theta_t$ in iteration $t$, and the value of $\theta_{t-1}$ is obtained with $y_{t-1}$ in iteration $t-1$. Following this thread, we present our implementation of History-PARS, i.e. History-PARS-Impl, in Algorithm 5.

## C.6 Full version of Algorithm [2] considering the strong convexity parameter and its convergence theorem

In fact, the ARS algorithm proposed in [26] requires knowledge of the strong convexity parameter $\tau$ of the objective function, and the original algorithm depends on $\tau$. The ARS algorithm has a convergence rate for general smooth convex functions, and also have another potentially better convergence rate if $\tau > 0$. In previous sections, for simplicity, we suppose $\tau = 0$ and illustrate the corresponding extension in Algorithm 2. In fact, for the general case $\tau \geq 0$, the original ARS can also be extended to allow for incorporation of prior information. We present the extension to ARS with $\tau \geq 0$ in Algorithm 6. Note that our modification is similar to that in Algorithm 2. For Algorithm 6 we can also provide its convergence guarantee as shown in Theorem 7. Note that after considering the strong convexity parameter in the algorithm, we have an additional convergence guarantee, i.e. Eq. (173). In the corresponding PARS algorithm, we have $\theta_t \geq \frac{2}{Ld^2}$, so the convergence rate of PARS is not worse than that of ARS and admits improvement given a good prior.
Algorithm 5 History-PARS in implementation (History-PARS-Impl)

**Input:** $L$-smooth convex function $f$; initialization $x_0$; $\tilde{L} \geq L$; Query count per iteration $q$ (cannot be too small); iteration number $T$; $\gamma_0 > 0$.

**Output:** $x_T$ as the approximate minimizer of $f$.

1: $m_0 \leftarrow x_0$;
2: $\theta_{-1} \leftarrow $ a very small positive number close to 0;
3: $v_{-1} \sim U(\mathbb{S}_{d-1})$;
4: for $t = 0$ to $T - 1$ do
5: $y_t \leftarrow (1 - \alpha_t)x_t + \alpha_tm_t$, where $\alpha_t \geq 0$ is a positive root of the equation $\alpha_t^2 = \theta_{t-1}(1 - \alpha_t)\gamma_t$;
6: $\gamma_{t+1} \leftarrow (1 - \alpha_t)\gamma_t$;
7: $g_1(y_t) \leftarrow \sum_{i=1}^q \nabla f(y_t)^\top u_i \cdot u_i + \nabla f(y_t)^\top v_{t-1} \cdot v_{t-1}$; $v_t \leftarrow g_1(y_t)$;
8: $g_2(y_t) \leftarrow \frac{\beta_t}{q} \sum_{i=1}^q \nabla f(y_t)^\top u_i \cdot u_i + \nabla f(y_t)^\top v_{t-1} \cdot v_{t-1}$;
9: $\theta_t \leftarrow \frac{\gamma_t + \frac{1}{\gamma_{t+1}}}{L(\frac{1}{\gamma_t} + \frac{1}{\gamma_{t+1}})}$ (158), where $D_t$ is estimated using Eq. (158) with $p_t = v_{t-1}$;
10: $x_{t+1} \leftarrow y_t - \frac{1}{L}g_1(y_t)$, $m_{t+1} \leftarrow m_t - \frac{\alpha_{t-1}}{\alpha_t}g_2(y_t)$;
11: end for
12: return $x_T$.

Algorithm 6 Extended accelerated random search framework for $\tau \geq 0$

**Input:** $L$-smooth and $\tau$-strongly convex function $f$; initialization $x_0$; $\tilde{L} \geq L$; $\tilde{\tau}$ such that $0 \leq \tilde{\tau} \leq \tau$; iteration number $T$; a positive $\gamma_0 \geq \tilde{\tau}$.

**Output:** $x_T$ as the approximate minimizer of $f$.

1: $m_0 \leftarrow x_0$;
2: for $t = 0$ to $T - 1$ do
3: Find a $\theta_t > 0$ such that $\theta_t \leq \frac{E_t[(\nabla f(y))\top v_t^2]}{L E_t[(g_2(y_t))^2]}$ where $\theta_t$, $y_t$, and $g_2(y_t)$ are defined in following steps:
4: Step 1: $y_t \leftarrow (1 - \beta_t)x_t + \beta_tm_t$, where $\beta_t := \frac{\alpha_t\gamma_t}{\gamma_t + \alpha_t\tilde{\tau}}$; $\alpha_t$ is a positive root of the equation $\alpha_t^2 = \theta_t(1 - \alpha_t)\gamma_t + \alpha_t\tilde{\tau}$;
5: Step 2: Let $v_t$ be a random vector s.t. $||v_t|| = 1$; $g_1(y_t) \leftarrow \nabla f(y_t)^\top v_t \cdot v_t$;
6: Step 3: Let $g_2(y_t)$ be an unbiased estimator of $\nabla f(y_t)$, i.e. $E_t[g_2(y_t)] = \nabla f(y_t)$;
7: $\gamma_t \leftarrow \frac{1}{\alpha_t + \tilde{\tau}}$
8: $x_{t+1} \leftarrow y_t - \frac{1}{L}g_1(y_t)$, $m_{t+1} \leftarrow (1 - \lambda_t)m_t + \lambda ty_t - \frac{\theta_t}{\alpha_t}g_2(y_t)$;
9: end for
10: return $x_T$.

**Theorem 7.** In Algorithm 6 if $\theta_t$ is $\mathcal{F}_{t-1}$-measurable, we have

\[
E\left[ (f(x_T) - f(x^*)) \left( 1 + \frac{\sqrt{\gamma_0}}{2\gamma_t} \sum_{i=0}^{T-1} \sqrt{\theta_t} \right)^2 \right] \leq f(x_0) - f(x^*) + \frac{\gamma_0}{2}||x_0 - x^*||^2. \tag{172}
\]

and

\[
E\left[ (f(x_T) - f(x^*)) \exp \left( \frac{\sqrt{\tau}}{2} \sum_{i=0}^{T-1} \sqrt{\theta_t} \right) \right] \leq f(x_0) - f(x^*) + \frac{\gamma_0}{2}||x_0 - x^*||^2. \tag{173}
\]

**Proof.** Let $L_e := \frac{L}{2L - L} \cdot \tilde{L}$. We still have Eq. (18), so

\[
E_t[f(x_{t+1})] \leq f(y_t) - \frac{E_t[\nabla f(y_t)^\top v_t^2]}{2L_e} \tag{174}
\]

\[
\leq f(y_t) - \frac{E_t[\nabla f(y_t)^\top v_t^2]}{2\tilde{L}}. \tag{175}
\]

For an arbitrary fixed $x$, define $\rho_t(x) := \frac{2}{\tilde{\tau}} ||m_t - x||^2 + f(x_t) - f(x)$. Let $r_t := (1 - \lambda_t)m_t + \lambda ty_t$. We first prove a lemma.
Since \((1 - \beta_t)x_t + \beta_t m_t = y_t = (1 - \beta_t)y_t + \beta_t y_t\), we have \(m_t - y_t = \frac{1 - \beta_t}{\beta_t}(y_t - x_t)\). So
\[
   r_t = (1 - \lambda_t)m_t + \lambda_t y_t = y_t + (1 - \lambda_t)(m_t - y_t) = y_t + (1 - \lambda_t)\frac{1 - \beta_t}{\beta_t}(y_t - x_t). \tag{176}\]

By \(\beta_t = \frac{\alpha_t \gamma_t}{\gamma_t + \alpha_t \beta_t}\), \(\gamma_{t+1} = (1 - \alpha_t)\gamma_t + \alpha_t \hat{\tau}\) and \(\lambda_t = \frac{\alpha_t}{\gamma_{t+1}}\), after eliminating \(\gamma_t\) and \(\gamma_{t+1}\), we have \((1 - \lambda_t)\frac{1 - \beta_t}{\beta_t} = \frac{1 - \alpha_t}{\alpha_t}\). Hence \(r_t = y_t + \frac{1 - \alpha_t}{\alpha_t}(y_t - x_t)\), which means
\[
   y_t = (1 - \alpha_t)x_t + \alpha_t r_t. \tag{177}\]

Now we start the main proof.
\[
   \rho_{t+1}(x) = \frac{\gamma_{t+1}}{2} \|m_{t+1} - x\|^2 + f(x_{t+1}) - f(x) \tag{178}\]
\[
   = \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 - \frac{\gamma_{t+1} \theta_t}{\alpha_t} g_2(y_t)^\top (r_t - x) + \frac{\gamma_{t+1} \theta_t^2}{2\alpha_t^2} \|g_2(y_t)\|^2 + f(x_{t+1}) - f(x) \tag{179}\]
\[
   = \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 - \alpha_t g_2(y_t)^\top (r_t - x) + \frac{\theta_t}{2} \|g_2(y_t)\|^2 + f(x_{t+1}) - f(x). \tag{180}\]

We make sure in Remark 2 that \(F_{t-1}\) always includes all the randomness before iteration \(t\). Therefore, \(\gamma_t\), \(m_t\) and \(x_t\) are \(F_{t-1}\)-measurable. The assumption in Theorem 3 requires that \(\theta_t\) is \(F_{t-1}\)-measurable. Since \(\alpha_t\), \(\beta_t\), \(y_t\) and \(r_t\) are determined by \(\gamma_t\), \(x_t\), \(m_t\) and \(\theta_t\) (through Borel functions), they are also \(F_{t-1}\)-measurable. Since \(\gamma_t\), \(\alpha_t\) and \(r_t\) are \(F_{t-1}\)-measurable, we have \(\mathcal{E}_t[\alpha_t g_2(y_t)^\top (r_t - x)] = \alpha_t \mathcal{E}_t[(g_2(y_t))^\top (r_t - x)]\) and \(\mathcal{E}_t[\theta_t \|g_2(y_t)\|^2] = \theta_t \mathcal{E}_t[\|g_2(y_t)\|^2]\). Hence
\[
   \mathcal{E}_t[\rho_{t+1}(x)] = \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 - \alpha_t \mathcal{E}_t[(g_2(y_t))^\top (r_t - x)] + \frac{\theta_t}{2} \mathcal{E}_t[\|g_2(y_t)\|^2] + \mathcal{E}_t[f(x_{t+1})] - f(x) \tag{181}\]
\[
   = \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 - \alpha_t \nabla f(y_t)^\top (r_t - x) + \frac{\theta_t}{2} \mathcal{E}_t[\|g_2(y_t)\|^2] + \mathcal{E}_t[f(x_{t+1})] - f(x) \tag{182}\]
\[
   \leq \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 - \alpha_t \nabla f(y_t)^\top (r_t - x) + \frac{\mathcal{E}_t[(\nabla f(y_t)^\top v_t)^2]}{2L} + \mathcal{E}_t[f(x_{t+1})] - f(x) \tag{183}\]
\[
   \leq \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 - \alpha_t \nabla f(y_t)^\top (r_t - x) + f(y_t) - f(x) \tag{184}\]
\[
   = \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 - \nabla f(y_t)^\top (\alpha_t r_t - \alpha_t x) + f(y_t) - f(x) \tag{185}\]
\[
   = \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 + \nabla f(y_t)^\top (-y_t + (1 - \alpha_t)x_t + \alpha_t x) + f(y_t) - f(x) \tag{186}\]
\[
   = \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 + \alpha_t (f(y_t) + \nabla f(y_t)^\top (x - y_t)) \tag{187}\]
\[
   + (1 - \alpha_t) (f(y_t) + \nabla f(y_t)^\top (x_t - y_t)) - f(x) \tag{188}\]
\[
   \leq \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 + (1 - \alpha_t) f(x_t) - (1 - \alpha_t) f(x) - \frac{\alpha_t \tau}{2} \|x - y_t\|^2. \tag{189}\]

We also have
\[
   \frac{\gamma_{t+1}}{2} \|r_t - x\|^2 = \frac{\gamma_{t+1}}{2} \|(1 - \lambda_t)m_t + \lambda_t y_t - x\|^2 \tag{190}\]
\[
   = \frac{\gamma_{t+1}}{2} \|(1 - \lambda_t)(m_t - x) + \lambda_t (y_t - x)\|^2 \tag{191}\]
\[
   \leq \frac{\gamma_{t+1}}{2} \|(1 - \lambda_t)m_t - x\|^2 + \frac{\gamma_{t+1} \lambda_t}{2} \|y_t - x\|^2 \tag{192}\]
\[
   = \frac{\gamma_{t+1} \lambda_t}{2} \|m_t - x\|^2 + \frac{\alpha_t \hat{\tau}}{2} \|y_t - x\|^2 \tag{193}\]
\[
   = (1 - \alpha_t) \frac{\gamma_{t+1}}{2} \|m_t - x\|^2 + \frac{\alpha_t \hat{\tau}}{2} \|x - y_t\|^2. \tag{194}\]
where the inequality is due to Jensen’s inequality applied to the convex function $\| \cdot \|^2$, and the third equality is obtained after substituting $\lambda_t \gamma_{t+1} = \alpha_t \hat{\tau}$ by the definition of $\lambda_t$. Since $\gamma_{t+1} = (1 - \alpha_t) \gamma_t + \alpha_t \hat{\tau}$, we have $\gamma_{t+1}(1 - \lambda_t) = (1 - \alpha_t) \gamma_t$, which leads to the last equality.

Therefore,

$$
E_t[\rho_{t+1}(x)] \leq \frac{\gamma_{t+1}}{2} \| r_{t+1} - x \|^2 + (1 - \alpha_t) f(x) - (1 -\alpha_t) f(x) - \frac{\alpha_t \hat{\tau}}{2} \| x - y_t \|^2
$$

(195)

$$
= (1 - \alpha_t) \rho_t(x) + \frac{\alpha_t (\hat{\tau} - \tau)}{2} \| x - y_t \|^2
$$

(196)

$$
\leq (1 - \alpha_t) \rho_t(x).
$$

(197)

Hence

$$
\rho_0(x) = E[\rho_0(x)] \geq E \left[ \frac{E_0[\rho_1(x)]}{1 - \alpha_0} \right] = E \left[ \frac{\rho_1(x)}{1 - \alpha_0} \right] = \rho_1(x)
$$

$$
\geq E \left[ \frac{E_1[\rho_2(x)]}{(1 - \alpha_0)(1 - \alpha_1)} \right] = E \left[ \frac{\rho_2(x)}{(1 - \alpha_0)(1 - \alpha_1)} \right] = \frac{\rho_2(x)}{(1 - \alpha_0)(1 - \alpha_1)}
$$

$$
\geq \ldots
$$

$$
\geq E \left[ \frac{\rho_T(x)}{\prod_{t=0}^{T-1} (1 - \alpha_t)} \right].
$$

We have $\rho_T(x) \geq f(x_T) - f(x)$. To prove the theorem, let $x = x^*$. The remaining is to give an upper bound of $\prod_{t=0}^{T-1} (1 - \alpha_t)$. Let $\psi_k := \prod_{t=0}^{k-1} (1 - \alpha_t)$ and $\alpha_k := \frac{1}{\sqrt{\psi_k}}$, we have

$$
a_k = \frac{1}{\sqrt{\psi_k}} - \frac{1}{\sqrt{\psi_k}} = \frac{\psi_k - \sqrt{\psi_k \psi_{k+1}}}{\psi_k \psi_{k+1}} = \frac{\psi_k - \psi_{k+1}}{\sqrt{\psi_k \psi_{k+1}}}.
$$

(198)

$$
\geq \frac{\sqrt{\psi_k \psi_{k+1}}}{\psi_k \psi_{k+1}}.
$$

(199)

$$
= \frac{\psi_k - (1 - \alpha_k) \psi_k}{2 \sqrt{\psi_{k+1}}} = \frac{\alpha_k}{2 \sqrt{\psi_{k+1}}}.\frac{\sqrt{\gamma_{k+1} \theta_k}}{2 \sqrt{\psi_{k+1}}} = \frac{\sqrt{\gamma_{k+1} \theta_k}}{2 \sqrt{\psi_{k+1}}}
$$

(200)

$$
\geq \frac{\sqrt{\gamma_0 \theta_0}}{2}.
$$

(201)

The last step is because $\gamma_{k+1} \geq (1 - \alpha_k) \gamma_k$, so $\frac{\gamma_{k+1}}{\gamma_0} \geq \prod_{t=0}^{k} (1 - \alpha_t) = \psi_{k+1}$. Since $\psi_0 = 1$, $a_0 = 1$. Hence $a_T \geq 1 + \frac{\sqrt{\gamma_0}}{2} \sum_{t=0}^{T-1} \sqrt{\theta_t}$. Therefore,

$$
\psi_T \leq \frac{1}{\left(1 + \frac{\sqrt{\gamma_0}}{2} \sum_{t=0}^{T-1} \sqrt{\theta_t} \right)^2}.
$$

(202)

Meanwhile, since $\gamma_0 \geq \hat{\tau}$ and $\gamma_{t+1} = (1 - \alpha_t) \gamma_t + \alpha_t \hat{\tau}$, we have that $\forall t, \gamma_t \geq \hat{\tau}$. Then $a_T^2 = \theta_t ((1 - \alpha_t) \gamma_t + \alpha_t \hat{\tau}) \geq \theta_t \hat{\tau}$, then we have that $\alpha_t \geq \sqrt{\tau} \theta_t$. Therefore,

$$
\psi_T \leq \prod_{t=0}^{T-1} \left(1 - \sqrt{\tau} \theta_t \right) \leq \exp \left(-\sqrt{\tau} \sum_{t=0}^{T-1} \sqrt{\theta_t} \right).
$$

(203)

The proof is completed.

\[\square\]

D  Supplemental materials for Section [5]

D.1  More experimental settings in Section [5.1]

In experiments in this section, we set the step size $\mu$ used in finite differences (Eq. (1)) to $10^{-6}$, and the parameter $\gamma_0$ in ARS-based methods to $L$. 
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D.1.1 Experimental settings for Fig. 1

Prior. We adopt the setting in Section 4.1 of [20] to mimic the case that the prior is a biased version of the true gradient. Specifically, we let \( p_t = \nabla f(x_t) + (b + n_t) \), where \( b \) is a fixed vector and \( n_t \) is a random vector uniformly sampled each iteration, \( \|b\| = 1 \) and \( \|n_t\| = 1.5 \).

Test functions. Our test functions are as follows. We choose \( f_1 \) as the “worst-case smooth convex function” used to construct the lower bound complexity of first-order optimization, as used in [26]:

\[
f_1(x) = \frac{1}{2}(x^{(1)})^2 + \frac{1}{2} \sum_{i=1}^{d-1} (x^{(i+1)} - x^{(i)})^2 + \frac{1}{2} (x^{(d)})^2 - x^{(1)}), \text{ where } x_0 = 0. \tag{204}
\]

We choose \( f_2 \) as a simple smooth and strongly convex function with a worst-case initialization:

\[
f_2(x) = \sum_{i=1}^{d} \left( \frac{i}{d} \cdot (x^{(i)})^2 \right), \text{ where } x_0^{(1)} = d, x_0^{(i)} = 0 \text{ for } i \geq 2. \tag{205}
\]

We choose \( f_3 \) as the Rosenbrock function \( f_8 \) in [13]) which is a well-known non-convex function used to test the performance of optimization problems:

\[
f_3(x) = \sum_{i=1}^{d-1} \left( 100 \left( (x^{(i)})^2 - x^{(i+1)} \right)^2 + (x^{(i)} - 1)^2 \right), \text{ where } x_0 = 0. \tag{206}
\]

We note that ARS, PARS-Naive and PARS could depend on a strong convexity parameter (see Section C.6) when applied to a strongly convex function. Therefore, for \( f_2 \) we set this parameter to the ground truth value. For \( f_1 \) and \( f_3 \) we set it to zero, i.e. we use Algorithm 2.

D.1.2 Experimental settings for Fig. 2

In this part we set \( d = 500 \) and set \( q \) such that each iteration of each algorithm costs 11 queries. Since when using the historical prior, we aim to build algorithms agnostic to parameters of the objective function, we set the strong convexity parameter in ARS-based methods to 0 even though we know that e.g. \( f_2 \) is strongly convex. Correspondingly, we adopt adaptive restart of function scheme [27] to reach the ideal performance. We introduce our implementation here. In each iteration (suppose that currently it is iteration \( t \)) of Algorithm 5, we check whether \( f(y_t) \leq f(y_{t-1}) \). If not, we set \( m_{t+1} \leftarrow x_{t+1} \) and \( \gamma_{t+1} \leftarrow \gamma_0 \) as the restart.

D.2 More experimental settings in Section 5.2

We perform targeted attacks under the \( \ell_2 \) norm with the perturbation bound set to 3.514 (= 32/255 \times \sqrt{784}) if each pixel value has the range \([0, 1]\). The objective function to maximize for attacking image \( x \) is the C&W loss [7], i.e. \( f(x) = Z(x)_t - \max_{i \neq t} Z(x)_i \), where \( t \) is the target class and \( Z(x) \) is the logits given the input \( x \). The network architecture is from the PyTorch example [https://github.com/pytorch/examples/tree/master/mnist].

We set the step size \( \mu \) used in finite differences (Eq. (1)) to \( 10^{-4} \), and the parameter \( \gamma_0 \) in ARS-based methods to \( \hat{L} \). To deal with the constraints in optimization, in each iteration we perform projection after the update to ensure that the constraints are satisfied. In historical-prior-guided methods, to prevent the prior from pointing to the infeasible region (where the constraints are not satisfied), we let the prior \( p_t \) be \( x_t - x_{t-1} \) for History-PRGF and \( x_t - y_{t-1} \) for History-PARS. In unconstrained optimization, this is equivalent to the original choice of \( p_t = \nabla f_t - y_{t-1} \) for History-PRGF and \( p_t = g_t(y_{t-1}) \) for History-PARS up to sign. But in constrained optimization, since \( x_t \) is further projected to the feasible region after the update from \( x_{t-1} \) or \( y_{t-1} \), they are not equivalent.

We note that the number of queries for each image does not count queries (one query per iteration) to check whether the attack has succeeded.

E Potential negative societal impacts

As a theoretical work, this paper can provide valuable insights on understanding existing algorithms and may inspire new algorithms for zeroth-order optimization, while having no significant
potential negative societal impacts. One may pay attention to its application to query-based black-box adversarial attacks.