Optimized Support Vector Regression-Based Model for Solar Power Generation Forecasting on the Basis of Online Weather Reports
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ABSTRACT Increasing the forecasting accuracy of photovoltaic (PV)-generated power is currently an important topic, particularly in the maintenance of the stability and reliability of modern electric grid systems. In this study, a model based on a particle swarm optimization (PSO)-optimized support vector regression (SVR) is proposed for the accurate forecasting of PV output power. In the process, an SVR-based model is established based on the most influential historical experimental data collected from an actual PV power station. A PSO-based algorithm is adapted for the selection of dominant SVR-based model parameters and improvement of performance. Moreover, a novel data preparation algorithm is developed for the preparation of a solar irradiance pattern on the basis of weather conditions and the percentages of cloud cover collected from online weather forecast reports. Finally, the proposed model is experimentally verified by deploying it to three different PV systems (1875Wp, 2000Wp and 2700Wp). Analytical and experimental results indicate that the proposed forecasting model ensures improved accuracy. The nRMSE of the proposed forecasting model is 2.841%. The proposed model will be effective in forecasting PV output power in existing PV systems. A guideline for the accurately forecasting of PV output power in practical applications is presented.

INDEX TERMS photovoltaic output power forecasting, particle swarm optimization, support vector regression, online weather report, optimized model.

I. INTRODUCTION
The global demand for electric energy is increasing daily. Conventional electricity is mainly generated using fossil fuels, which are highly responsible for environmental pollution and global warming [1]. Therefore, the modern world intends to minimize the use of fossil fuel, and different initiatives for increasing the use of renewable energy has been undertaken because of the growing demand for electricity [2]. Consequently, global electricity generated from renewable energy sources has reached almost 29.0% of the total generation in 2020 (REN21.2021).

Solar photovoltaic (PV) energy is a desirable green energy that is extensively used in the renewable energy market. The worldwide total installed capacity of PV systems has reached 760.0 GW from 39.0 GW in the last 10 years (2010–2020; REN21.2021). Owing to the strategies of different governments and relevant international organizations, this installation rate will be retained or increase in the future [3]. However, PV output power highly fluctuates, thereby adversely affecting the stability and reliability of photovoltaic (PV)-integrated electric grid systems [4]. Increasing the forecasting accuracy of PV output power has become a critical element in energy management systems. Thus, numerous studies have been conducted to forecast PV output power.

The persistence model is generally used in verifying the forecasting capability of models and selecting a benchmark [5]. A number of deterministic approaches have been used in forecasting PV output power through physical methods and numerical techniques. Moreover, the numerical weather prediction (NWP) model is performed based on the physical and structural assumption at the PV system [6-7]. Several physical methods have used in forecasting PV output power...
PV/solar power forecasting problems [20-22]. However, these types of models require an appropriate size of historical dataset and the suitable selection of network parameters even when very similar tasks are performed [23]. A DCNN is employed to forecast next 24-hour PV generated power on the basis of historical meteorological data [24]. The proposed model can predict effectively the complex time series with high degree of irregularity. However, the forecasting accuracy of the model can still be improved by considering highly correlated weather forecast data [25].

SVR-based method has become a popular approach and has been effectively used in several forecasting methods, including stock market prediction, electrical load forecasting, tidal current forecasting, wind power and speed forecasting, SI and PV output power forecasting, and tourist arrival forecasting [26-27]. A forecasting model based on SVM and satellite images for solar power prediction is proposed in [28]. This model showed better result than conventional time series and ANN models. In [29], an SVR-based model for forecasting PV output power at different environmental conditions is proposed. The results showed that the SVR-based model performed better than others model, including ANN-based model. This model can perform more better if the dominant parameters of the SVM-based model are initialized properly. SVR is effective in solving various forecasting problems and shows rapid training speed [30-32]. However, some essential parameters that can significantly affect the performance of the model should be initialized appropriately and simultaneously for the construction of an SVR-based model. In most of the cases, the dominant parameters of the SVM-based model are fixed through trial-and-error method [29]. Few optimized SVR-based models have been proposed in several forecasting [33-35], which is not sufficient. The selection of the appropriate parameters of the PV output power prediction model is crucial owing to the highly nonlinear dataset of SI and PV output power. Therefore, a suitable structural method for efficiently confirming the selection of SVR-based model parameters (i.e. optimized SVR-based model) in PV power forecasting needs to be developed.

On the other hand, previous studies suggested inputting forecasted meteorological data into the model for forecasting PV output power [7]. These data are usually collected from weather stations or meteorological centers located near PV sites [36]. However, most regions have no meteorological centers. In numerous forecasting approaches, forecast the meteorological factors, including SI on the basis of NWP or cloud images. The forecasting accuracy of an NWP-based model is still unsatisfactory. Satellite- and cloud image-based forecasting processes are not only complicated but also highly expensive [37]. A prediction system using these processes may not be economically viable for a small or medium PV stations. Therefore, the development of an optimized SVR-based forecasting model as well as a suitable guidelines for collecting meteorological information is required for the practical forecasting of PV output power.

| Table I Abbreviation and Full Name |
|-----------------------------------|
| **Abbreviation** | **Full name** |
| PV power | Photovoltaic power |
| SI | Solar Irradiance |
| NWP | Numerical Weather Prediction |
| SVM | Support Vector Machine |
| SVR | Support Vector Regression |
| PSO | Particle Swarm Optimization |
| GA | Genetic Algorithm |
| GPR | Gaussian Process Regression |
| ANN | Artificial Neural Network |
| BPNN | Back-Propagation Neural Network |
| DNN | Deep Neural Network |
| DCNN | Deep Convolutional Neural Network |
| nRMSE | Normalized Root Mean Square Error |
| MAPE | Mean Absolute Percentage Error |
In the current study, an SVR-based model based on the most significant historical dataset for forecasting PV output power is developed. There are three most influential parameters in SVR-based model, which need to be initialize accurately and simultaneously. A PSO-based algorithm is established and combined with the proposed model for the optimization of the dominant parameters of SVR. The proposed optimized model is trained and tested using a separate historical dataset, then the forecasting results are analyzed using different performance metrics. An SI pattern of a forecasted day is constructed using a novel algorithm based on online weather reports. The proposed model forecasted the next-day PV power generation on the basis of this SI pattern and forecasted online atmospheric temperature dataset. The design strategy of the proposed model is highly relevant and exhibits a significant level of originality. The proposed model simultaneously selects and optimizes the dominant parameters of SVR and minimizes the complexity of the model and increases the accuracy to a significant level. The main contribution of this study is the presentation of a PSO-optimized SVR-based model for improving the forecasting accuracy of PV power generation. Moreover, a novel rule-based algorithm for obtaining SI from online weather reports and effective forecasting PV output power in real life applications is proposed.

This paper is organized as follows: Section II discusses the preparation of training and testing dataset, and a novel algorithm for estimating the hourly SI from online weather reports. Section III describes the different methods, including the proposed methodology. Section IV discusses the performance evaluation metrics of the forecasting model. The results and discussion points of this study are presented in Section V. Finally, Section VI summarizes and concludes this study.

II. DATA COLLECTION AND ANALYSIS

In this study, the proposed model for forecasting PV output power is established based on historical PV output power and respective meteorological data of actual PV station. Thus, the PV output power and respective meteorological data, such as SI, atmospheric and module temperature, and wind speed are collected from three different PV systems installed in an institutional building at the same geographical location (latitude = 03°0′N; longitude = 101°41′E). Table II presents the details of these PV systems. The three PV plants are of monocrystalline, polycrystalline, and thin-film types with installed capacities of 1,875Wp; 2,000Wp and 2,700Wp, respectively. These data have been collected using an automatic data logger device at 5 minute intervals from July 1, 2016 to December 31, 2017.

A. SELECTION OF METEOROLOGICAL INPUTS FOR THE PROPOSED MODEL

The meteorological factors have variable effects on PV electricity production. Thus, identifying the most significant factor among the meteorological factors is vital to the PV power prediction model-building process. Correlation analysis (Equation-1) is employed, and the results show that SI and atmospheric temperature profoundly influence PV power generation. Therefore, only the two vectors are considered meteorological inputs in the construction of the proposed forecasting model for reducing the computational cost.

\[
r = \frac{N \sum xy - (\sum x)(\sum y)}{\sqrt{(N \sum x^2 - (\sum x)^2)(N \sum y^2 - (\sum y)^2)}}
\]

B. DATA PREPARATION FOR TRAINING THE PROPOSED MODEL

In the considered area, PV output power is usually available from 7:00 am to 7:00 pm, and this time range is known as daylight time. The historical sample data of measured PV output power and respective meteorological dataset are considered only within the daylight time. Data size is reduced to nearly half for the elimination of nighttime data. This procedure not only accelerates the simulation process but also improves prediction precision. The wrong sensor data and NaN values are replaced by the neighboring data or the same time of similar day’s data. The range of the entire hourly averaged data is reduced through normalization before the data are inputted into the model. This process limits the data to a range of 0–1 and reduces regression error. The normalization formula [5] is as follows:

\[
D_{\text{Normal}} = \frac{D_{\text{Actual}} - D_{\text{Min}}}{D_{\text{Max}} - D_{\text{Min}}},
\]

where \(D_{\text{Normal}}\) and \(D_{\text{Actual}}\) are the normalized and original values of the considered input data vector, respectively, and \(D_{\text{Min}}\) and \(D_{\text{Max}}\) are the minimum value and maximum value of the actual data of a particular input vector, respectively. Notably, the model output data must be anti-normalized.

| Data sources | Nature of Plant | Installed capacity | Measurement item |
|--------------|----------------|--------------------|------------------|
| Plant-1      | Monocrystalline| 1,875 Wp (75 W × 25 pcs) | (i) PV output power (Watt) |
| Plant-2      | Polycrystalline| 2,000 Wp (125 W × 16 pcs) | (ii) Solar irradiance (W/m²) |
| Plant-3      | Thin-Film     | 2,700 Wp (135 W × 20 pcs) | (iii) Atmospheric temperature (°C) |
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C. PREPARATION OF INPUT DATASET FROM ONLINE WEATHER REPORT

In previous studies, weather condition in the forecasted day is classified into different categories, such as sunny, rainy, cloudy, and foggy. Subsequently, PV power generation is forecasted based on the weather report of the forecasted day. However, weather conditions continuously vary with time on a particular day. Therefore, accurately determining the weather pattern of a forecasted day with a single word is impossible. Accordingly, determining the exact weather pattern of a forecasted day is extremely important. Using online weather forecasting reports can be the best option for accurately determining hourly weather conditions of the forecasted days. By contrast, online weather stations (for example, www.accuweather.com) do not directly predict SI. These online stations forecast weather conditions, such as sunny/clear sky, mostly sunny, partly sunny, partly cloudy, mostly cloudy, cloudy, and rainy, hourly.

Moreover, hourly atmospheric temperature, wind speed, cloud cover, and humidity are directly forecasted. However, apart from atmospheric temperature, the hourly SI of a forecasted day is essential for the proposed PV power forecasting model. Therefore, a novel algorithm for extracting the hourly SI of forecasted days on the basis of weather conditions and percentages of cloud cover obtained from online weather reports is proposed. Furthermore, the maximum and minimum indexes for each type of weather condition are fixed according to previous online weather reports and historical recorded data analysis. The range of cloud cover for each type of weather condition is determined on the basis of the analysis of online weather reports in the previous last one year. The details of these weather types, including the range of cloud cover with maximum and minimum indexing, are presented in Table III.

| Weather Type       | Symbol in Online | Cloud Cover (%) | Min Index | Max Index |
|--------------------|------------------|-----------------|-----------|-----------|
| Clear/sunny        | ☀                | 0–10            | 0.90      | 1.00      |
| Mostly sunny       | ☀️               | 10–30           | 0.80      | 0.90      |
| Partly sunny       | ☀️               | 30–50           | 0.70      | 0.80      |
| Partly cloudy      | ☁️               | 45–75           | 0.50      | 0.65      |
| Mostly cloudy      | ☁️               | 72–88           | 0.50      | 0.60      |
| Cloudy             | ☁️               | 80–100          | 0.40      | 0.50      |
| Rain/Thunderstorms | ☁️               | 70–100          | 0.45      | 0.60      |

A mathematical rule that determines the appropriate index for every daylight hour of the forecasted day on the basis of online weather condition and percentage of cloud cover is developed for the proposed algorithm. Subsequently, this index is multiplied by the standard SI data for the same hour. Thus, a standard SI pattern should be prepared based on the analysis of historical data. However, this standard implies that the clear sky SI pattern shows no change in the considered area for the entire year. Nevertheless, the month- or season-wise standard SI pattern should be considered for the prevention of the seasonality effect. The flowchart of the proposed algorithm is presented in Fig.1.

![Flowchart of a novel algorithm for the SI pattern estimation from the online weather reports](image)

III. METHODOLOGY

A. Support Vector Regression (SVR)

SVM is a supervised machine learning method which developed based on the structural risk minimization (SRM) principle [38]. This method has a considerable generalization capability and is widely used in classification purposes. An extended version of SVM, SVR is developed for nonlinear regression estimation and can significantly minimize generalization error through the SRM principle.

In the SVR approach, the original input data “x” is mapped into a highly dimensional feature space through nonlinear mapping before linear regression is executed. A set of training
data \{(x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l)\} is considered, where \(x_i \in \mathbb{R}^n\) is the input vector (different environment data) and \(y_i \in \mathbb{R}^1\) is the respective output data value (measured PV output power). The estimation function \(f(x)\) is calculated as follows:

\[
y_f = f(x) = w \times \psi(x) + b,
\]

where \(\psi(x)\) is known as the feature mapped nonlinearly into a highly dimensional feature space from the input space. \(w \in \mathbb{R}^n\) and \(b \in \mathbb{R}\) are the weight vector and bias term, respectively. The regression problem can be reformed by minimizing the regularized risk function as in (4):

\[
R(f) = \frac{1}{l} \sum_{i=1}^{l} L_i(y_i, y_f) + \frac{1}{2} \|w\|^2,
\]

where

\[
L_i(y_i, y_f) = \begin{cases} 0 & |y_i - y_f| \leq \varepsilon \\ |y_i - y_f| - \varepsilon & \text{otherwise} \end{cases}
\]

Hence, \(L_i(y_i, y_f)\) is known as the loss function, and \(\varepsilon\) is the radius of the \(\varepsilon\)-tube. Loss is zero when the forecasted value is within the tube. The other part, \(\frac{1}{2} \|w\|^2\), measures the flatness of the function. The parameter \(C\) specifies the trade-off between empirical risk and model flatness. Similarly, \(\varepsilon\) determines the data that are ignored in the regression process. The \(C\) and \(\varepsilon\) values must be adjusted carefully. Two slack variables, \(\xi\) and \(\xi^*\), are considered, which denote the gaps between the actual values and the corresponding boundary values at top and bottom of the \(\varepsilon\)-tube, respectively. Then, the regression function can be reformulated into the following constraint:

\[
\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*). \tag{6}
\]

Subject to: \(y_i - f(x) \leq \varepsilon + \xi_i; f(x) - y_i \leq \varepsilon + \xi_i^*; \xi_i, \xi_i^* \geq 0\).

This constrain can be optimized by incorporating the Lagrange multiplier method. The kernel function \(K(x, x_i)\) with mercer conditions is introduced to replace the original function, then the following model can be obtained:

\[
\max \tilde{w}(\alpha, \alpha^*) = \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} (\alpha_i - \alpha_j^*) (\alpha_i - \alpha_j^*) K(x_i, x_j) - \sum_{i=1}^{l} (\alpha_i + \alpha_i^*) e + \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) y_i, \tag{7}
\]

Subject to: \(\sum_{i=1}^{l} (\alpha_i - \alpha_i^*) = 0; 0 \leq \alpha, \alpha_i^* \leq C; i = 1, 2, \ldots, l\).

By solving the optimization problem, the best fitting regression function is as follows:

\[
f(x) = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) K(x, x_i) + b. \tag{8}
\]

Regression accuracy greatly depends on the appropriate selection of a kernel function and its parameters. Gaussian radial bias function (RBF) is the most employed kernel in SVR because of its single parameter and broad application scope.

\[
\text{RBF kernel, } K(x, x_i) = \exp \left( -\frac{|x - x_i|^2}{2\sigma^2} \right), \tag{9}
\]

This function can distribute training data effectively. Furthermore, the kernel is highly capable of mapping training data nonlinearly into an infinite dimensional space. Therefore, the RBF has been used as a kernel function for the development of the forecasting model proposed in this study.

B. Particle Swarm Optimization (PSO)

In PSO, a swarm is formed by many particles that alter their positions around in the multidimensional search space for finding an optimum result [39]. Each particle changes its status according to its characteristics and those of other particles. In a single iteration, each particle achieves a new velocity that is calculated based on its present velocity and the position gap between its position and its previous best position and global best position. Then, this new velocity is utilized in estimating the next position of the particle. This procedure is repeated until a pre-specified smallest error is obtained. The algorithm updates the velocity and positions of the particles with the following equations:

\[
v_{i,d}^{k+1} = w v_{i,d}^{k} + c_1 r_1 (P_{best,i,d} - x_{i,d}^{k}) + c_2 r_2 (G_{best} - x_{i,d}^{k}), \tag{10}
\]

\[
x_{i,d}^{k+1} = x_{i,d}^{k} + v_{i,d}^{k+1}. \tag{11}
\]

where \(v_{id}\) and \(x_{id}\) represent the velocity and position of the \(i^{th}\) particle in \(d\) dimension, respectively, \(w\) is called weight, \(r_1\) and \(r_2\) are regularly distributed random values within a range of \([0,1]\). The positive constant \(c_1\) and \(c_2\) are called cognitive and social parameters, respectively, \(P_{best,i,d}\) and \(G_{best}\) are the best positions of the \(i^{th}\) particle and swarm, respectively, and \(k\) is the number of iterations.

C. Proposed PSO-optimized SVR-based Model

Three hyper-parameters, namely, penalty factor \(C\), insensitive loss function \((\varepsilon)\), and the kernel function parameter \((\sigma^2\) for RBF), are involved in the proposed SVR-based model development process. If the value of \(C\) is extremely high (supposed to infinity), then the regularized risk function considers the empirical risk, that is, \(L_i(y_i, y_f)\) only, and ignores the model flatness. The parameter \(\varepsilon\) determines the width of \(\varepsilon\)-tube, which is important to the proper fitting of training data. By increasing the value of \(\varepsilon\), generalization capability can be enhanced, and the amount of support vectors and algorithmic computation complexity decrease. By contrast, if the value of \(\varepsilon\) is extremely high, then the function is flat because of the absence of sufficient support vectors. Parameter \(\sigma\) determines the width of the Gaussian function, which reflects the distribution range of the training data “\(x\)”. Inappropriate hyper-parameters in SVR can lead to over- or under-fitting problems. Therefore, all these parameters affect the construction of the forecasting model in various ways.

Setting these parameters appropriately is a great challenge to increasing forecasting accuracy. Little improvement in PV power forecasting accuracy highly affects smart electric networks and reduces spinning reserve for economy electricity supply. Therefore, a PSO-based algorithm is incorporated for the appropriate selection of dominant parameters. Compared with GA, PSO is free from complex evolution operators, such
as crossover and mutation. The implementation of PSO is easy because few parameters need to be adjusted. Therefore, PSO is considered a good alternative for the appropriate selection of SVR-parameters. The flow diagram of the proposed PSO-optimized SVR-based model for forecasting PV output power is shown in Fig. 2.

In this study, MATLAB-based LIBSVM [40] is used in developing the SVR-based model for forecasting PV output power. A suitable training dataset, which should not overlap and cover nearly all-weather conditions, is prepared. This dataset is obtained through the analysis of historical data collected from an actual PV power station in previous years. Regression error is reduced by normalizing the entire dataset. First, the essential parameters of PSO, including maximum iteration number, are initialized. The number of parameters, particles, cognitive (c₁) and social (c₂) parameter, weight, and maximum iterations are set at 3, 10, 0.1, 0.11, and 20, respectively. The range of dominated hyperparameters of SVR is set according to previous knowledge and experience.

![Flow diagram of the proposed PSO optimized SVR-based model for forecasting PV output power](image)

The ranges of parameters are set as follows: \(C \in [1, 100], \varepsilon \in [0.005, 0.050], \) and \(\sigma \in [1, 10].\) For the hourly resolution day-ahead approach, the hourly average normalized data samples are prepared for the training and testing the proposed model. Subsequently, the dataset is separated for training (nearly 80% of data sample) and testing. In PSO, the values of each particle of every SVR parameter are initialized by using a set of random numbers between 0 and 1. The SVR-based model is constructed using the particles of each parameter, and PV power output is initially forecasted on the basis of tested meteorological datasets. Forecasting accuracy is evaluated based on the defined fitness function, and the record of the best performance is maintained as the global best. The training and testing procedures of the SVR-based model, including the updating of the velocity and position of every particle, are continued until the maximum iteration number is achieved. The optimum maximum iteration number should be determined in terms of the minimum cost. In each of the iteration, the local best is modified, and the global best is updated by comparing the local best and previous global best. The optimum values of the SVR hyperparameters are obtained from the global best when this process is completed. These optimum values are used in the SVR-based model, and PV output power is finally forecasted by inputting the meteorological dataset of the forecasted day prepared based on online reports.

A genetic algorithm-optimized SVR-based model, a back-propagation ANN-based model, and a GPR-based model are considered alternative models for the comparative performance evaluation of the proposed forecasting model. The persistence model is used to establish a benchmark of the proposed model for forecasting PV power generation.

**IV. PERFORMANCE EVALUATION METRICS**

Several metrics can be used in calculating forecast model error. The mostly used performance evaluation metrics normalized root mean square error (nRMSE), mean absolute percentage error (MAPE), maximum error, and average error are considered in this study. The mathematical equations of the most used metrics are as follows:

\[nRMSE_{ij} = \left( \frac{1}{N} \sum_{i=1}^{N} (W_{\text{predicted} - i} - W_{\text{actual} - i})^2 \right)^{1/2} \times 100/W_{\text{actual(max)}}.\] (12)

\[MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{W_{\text{predicted} - i} - W_{\text{actual} - i}}{W_{\text{actual} - i}} \right| \times 100 \%,\] (13)

\[Error_{\text{max}} = \max[W_{\text{predicted} - i} - W_{\text{actual} - i}],\] (14)

\[Error_{\text{avg}} = \frac{1}{N} \sum_{i=1}^{N} \left| W_{\text{predicted} - i} - W_{\text{actual} - i} \right| ,\] (15)

where \(W_{\text{actual}}\) and \(W_{\text{predicted}}\) are the hourly values of the measured actual and forecasted PV output power, respectively. In addition, \(W_{\text{actual(max)}}\) is the highest value among the measured actual PV output power, and the number of considered test samples is represented by \(N.\)
V. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed model for forecasting PV output power is developed through the abovementioned procedures. This model provides the optimized values of SVR parameters as follows: $C \in 35.9119$, $\varepsilon \in 0.0162$, and $\sigma \in 2.9025$. By contrast, other competitive models, such as the GA-SVR, ANN, and GPR models, are developed on the basis of appropriate guidelines. All the models are trained and tested using the same dataset. Three grid-connected PV systems are employed for the evaluation of the proposed forecasting model.

Fig. 3 displays the measured actual and forecasted PV output power by different models. Figs. 3(a) to 3(e) show the PV output power of five different samples that are randomly selected for the evaluation of the proposed model. The samples are selected according to different weather conditions. The meteorological dataset of two subsequent days is used for the testing of the forecasting models. Clearly, the forecasted PV output power curve of the proposed model nearly matched all of the measured actual PV output power curves in the figures of Fig. 3. Moreover, the proposed model forecasted the PV output power at any weather condition because of the appropriate selection of dominant parameters of the proposed model. The forecasted error of all the models, including the proposed model, is calculated in different metrics, as shown in Table IV. The average results of the entire considered models are presented in Table V.

The preceding figures and tables presented suggest that the proposed model can accurately forecast PV output power. The average results in all the metrics show that the efficiency of the proposed forecasting model is better than that of the other competitive models. A slight variation is observed in various samples because of the variations in weather patterns. Nevertheless, the error range of the proposed model is extremely low and is within an acceptable range. In addition, the nRMSE of the proposed forecasting model is 2.841%. This result satisfies the industrial requirements, that is, the short-term prediction error of PV output power in RMSE should be less than 20% [5].

Clearly, the proposed model can accurately forecast PV output power on the basis of forecasted most influential meteorological data, namely, SI and atmospheric temperature. However, the hourly average atmospheric temperature of the forecasted day is directly obtained from online weather reports, whereas the SI data are unavailable in online weather reports. Accurately forecasting the SI of a forecasted day is difficult because of its unsteady characteristic. By contrast, existing SI forecasting models have several limitations, such as low efficiency, complexity, and high cost because of the use of expensive equipment. Moreover, compared with other meteorological factors, SI is not forecasted by online weather forecasting agencies. Therefore, the accurate preparation of SI pattern is a considerable obstacle to effective PV power generation forecasting using the proposed model.
In this study, a novel algorithm that appropriately determines the hourly SI pattern of the forecasted day from online weather reports is proposed. Five forecasted days of different weather patterns are considered randomly from July and August, 2017. A meteorological dataset is prepared for each forecasted day a day before the proposed algorithm and online weather reports are used. Then, the prepared day-wise meteorological dataset is inputted to the proposed PV power generation forecasting model.

PV output power is forecasted on the basis of online weather reports. The experimental results show that the forecasted PV output power of the proposed model nearly matched the measured actual PV output power in all the cases. The forecasting errors of different models in various metrics are calculated for each day, and their results for PV system-1 are shown in Table VI. This process is continued for PV system-2 and PV system-3 for the validation of the proposed model. The same meteorological dataset prepared from online reports is used in PV system-2 and PV system-3. The errors of all the models for each day in different metrics are calculated for PV system-2 and PV system-3. The average errors of all the PV systems of the different models in various metrics are shown in Table VII.

The preceding tables presented imply that the proposed forecasting model can accurately forecast PV output power compared with the other competitive models. The performance of the proposed optimized model is better than that of the simple SVR-based model because of the appropriate selection of hyperparameters. The appropriate selection of SVR parameters significantly improves forecasting accuracy and reduces the computational cost and complexity of the proposed model. Notably, the forecasting error is higher than the model testing error when online data are used. This error may be reduced by accurately forecasting weather conditions. The proposed data preparation algorithm, which reduces forecasting cost and complexity, is efficient in preparing the SI pattern of the forecasted day. This simple process is easy to implement when the PV power generation forecasting model is used. The proposed model forecasts PV output power at any weather condition and nearly with the same accuracy. The overall error in nRMSE is 10.023%, thereby satisfying the industrial requirement of short-term PV power forecasting performance. The correlation between actual PV power and the PV power forecasted by the proposed model of PV system-1 is shown in Fig. 4. Hence, the correlation factor $r^2$ of 0.8614 indicates the excellent performance of the proposed model.

### TABLE IV

| Metrics | Sample | Proposed | GA-SVR | SVR | ANN | GPR | Persistence |
|---------|--------|----------|--------|-----|-----|-----|-------------|
| nRMSE (%) | a      | 2.783    | 2.926  | 3.573 | 3.487 | 2.923 | 22.582 |
|         | b      | 2.938    | 3.124  | 3.544 | 4.192 | 3.027 | 17.111 |
|         | c      | 1.848    | 2.017  | 2.809 | 3.449 | 1.943 | 18.542 |
|         | d      | 3.092    | 3.246  | 3.423 | 3.663 | 3.253 | 16.393 |
|         | e      | 3.544    | 3.763  | 3.991 | 5.096 | 3.677 | 26.256 |
| MAPE (%) | a      | 13.550   | 14.872 | 16.950 | 17.753 | 13.832 | 62.689 |
|         | b      | 9.711    | 10.673 | 15.751 | 12.175 | 9.954 | 57.183 |
|         | c      | 6.299    | 7.528  | 11.459 | 10.053 | 6.812 | 42.726 |
|         | d      | 13.380   | 14.367 | 18.667 | 16.571 | 13.928 | 78.086 |
|         | e      | 10.942   | 11.597 | 18.597 | 14.989 | 11.827 | 65.158 |
| Error(max) (W) | a | 60.636 | 71.079 | 71.254 | 71.786 | 64.441 | 568.177 |
|           | b | 70.712 | 82.174 | 83.213 | 84.639 | 77.419 | 346.628 |
|           | c | 76.444 | 89.136 | 91.526 | 97.827 | 80.714 | 533.451 |
|           | d | 78.644 | 89.985 | 91.768 | 95.828 | 80.890 | 476.568 |
|           | e | 89.538 | 95.576 | 96.834 | 99.398 | 92.868 | 986.852 |
| Error(avg) (W) | a | 18.634 | 27.218 | 27.792 | 28.347 | 22.296 | 163.636 |
|            | b | 19.353 | 26.505 | 27.231 | 28.243 | 23.419 | 103.957 |
|            | c | 22.244 | 30.920 | 31.127 | 31.564 | 28.001 | 315.702 |
|            | d | 22.705 | 31.363 | 32.376 | 33.592 | 26.384 | 175.954 |
|            | e | 23.029 | 33.036 | 33.434 | 34.384 | 28.832 | 359.993 |

### TABLE V

| Metrics | Proposed | GA-SVR | SVR | ANN | GPR | Persistence |
|---------|----------|--------|-----|-----|-----|-------------|
| nRMSE (%) | 2.841   | 3.015  | 3.468 | 3.977 | 2.965 | 20.176 |
| MAPE (%) | 10.776  | 11.807 | 16.285 | 14.308 | 11.271 | 61.168 |
| Error(max) (W) | 75.195 | 85.590 | 86.919 | 89.896 | 79.266 | 582.335 |
| Error(avg) (W) | 21.193  | 29.808 | 30.392 | 31.226 | 25.786 | 223.848 |
TABLE VI
RESULT OF THE FORECASTING ERROR FOR PV SYSTEM-1

| Metric       | Date   | Proposed | GA-SVR | SVR    | ANN    | GPR    | Persistence |
|--------------|--------|----------|--------|--------|--------|--------|-------------|
| nRMSE (%)    | July-13| 9.336    | 9.557  | 10.150 | 11.217 | 9.528  | 16.027      |
|              | July-14| 12.611   | 13.762 | 14.367 | 14.991 | 13.541 | 10.049      |
|              | Aug-20 | 9.176    | 9.395  | 9.745  | 10.165 | 9.382  | 13.968      |
|              | Aug-25 | 9.935    | 10.937 | 10.308 | 11.569 | 10.814 | 14.466      |
|              | Aug-30 | 9.407    | 9.652  | 9.652  | 10.822 | 9.427  | 20.516      |
| MAPE (%)     | July-13| 18.069   | 20.194 | 20.194 | 23.081 | 19.837 | 38.038      |
|              | July-14| 21.813   | 22.627 | 24.423 | 26.953 | 22.126 | 12.446      |
|              | Aug-20 | 20.643   | 23.124 | 25.164 | 25.089 | 21.857 | 33.757      |
|              | Aug-25 | 17.347   | 20.448 | 28.448 | 22.639 | 19.503 | 31.503      |
|              | Aug-30 | 24.718   | 25.951 | 28.958 | 28.805 | 25.028 | 47.028      |
| Error(max) (W)| July-13| 224.562  | 236.005| 342.367| 265.441| 230.898| 313.862     |
|              | July-14| 315.921  | 341.760| 346.284| 343.008| 333.493| 434.012     |
|              | Aug-20 | 176.598  | 185.298| 187.932| 192.166| 181.876| 292.542     |
|              | Aug-25 | 167.065  | 185.691| 187.876| 207.095| 179.723| 370.487     |
|              | Aug-30 | 196.422  | 207.951| 211.627| 221.782| 203.299| 441.452     |
| Error(avg) (W)| July-13| 59.865   | 64.326 | 68.792 | 83.260 | 62.933 | 116.363     |
|              | July-14| 77.657   | 87.437 | 92.924 | 100.057| 85.713 | 98.915      |
|              | Aug-20 | 60.280   | 68.538 | 72.367 | 100.057| 65.619 | 90.682      |
|              | Aug-25 | 76.237   | 78.564 | 82.943 | 88.619 | 78.187 | 83.943      |
|              | Aug-30 | 68.629   | 69.646 | 73.681 | 80.533 | 69.962 | 124.018     |

TABLE VII
OVERALL AVERAGE VALUE OF THE FORECASTED ERROR

| Metrics      | Proposed | GA-SVR | SVR    | ANN    | GPR    | Persistence |
|--------------|----------|--------|--------|--------|--------|-------------|
| nRMSE (%)    | 10.023   | 10.415 | 10.784 | 11.426 | 10.328 | 14.821      |
| MAPE (%)     | 20.153   | 21.876 | 24.783 | 24.817 | 21.163 | 33.982      |
| Error(max) (W)| 214.132  | 228.576| 238.937| 242.956| 223.472| 378.872     |
| Error(avg) (W)| 66.752   | 70.874 | 78.538 | 82.683 | 70.341 | 103.672     |

The estimated computational time of the forecasting models in considered direct data set and pre-processed data set is shown in Table VIII. In direct data set, the collected entire data vectors are considered directly. However, in pre-process data set, only highly correlative meteorological data vectors are considered. The elimination of night-time data and normalization process are also employed in pre-process data set. Therefore, it is clearly observed from the Table VIII, the forecasting models in this study reduces the computation cost significantly due to utilization of data pre-processing strategies. Besides, the computational time of the proposed forecasting model is comparative low from the other optimization forecasting technique (GA-SVR).

TABLE VIII
APPROXIMATE COMPUTATIONAL TIME

| Forecasting Model | Computational Time (Second) |
|-------------------|-----------------------------|
|                   | Used Direct Data | Used Pre-processed Data |
| Proposed          | 597               | 26                        |
| GA-SVR            | 617               | 28                        |
| SVR               | 373               | 22                        |
| ANN               | 386               | 23                        |
| GPR               | 342               | 21                        |

![Figure 4](image)

**FIGURE 4.** Correlation between actual and forecasted PV output power

VI. CONCLUSION

Currently, accurately forecasting PV output power remains to be a significant challenge for PV energy to the smart electric network. This study presents a one-day-ahead PSO optimized SVR-based model for forecasting PV output power. The proper optimization of SVR-parameters confirms improved forecasting results. The preprocessing of input data, along with
correlation analysis, reduces the computational cost and substantially improves regression precision. Moreover, a novel data preparation algorithm is used in obtaining the meteorological dataset of the forecasted day from online weather reports. The algorithm contributes to the practicality of the proposed model. The proposed model is validated experimentally using three different PV systems. The analytical and experimental results indicate that the proposed model can accurately forecast PV output power, and the results of the different metrics show that the proposed model outperforms the GA-SVR, SVR, ANN, and GPR models, including the persistence model. The nRMSE of the proposed forecasting model is 2.841% that satisfies the industrial requirements. In addition, the correlation factor between actual measured and forecasted PV output power of the proposed model of 0.8614 indicates the excellent performance of the proposed model. The proposed technique considerably reduces the forecasting cost and complexity. Finally, the proposed model is promising and practical for existing grid-connected PV systems.
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