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Abstract. It is highlighted for machine learning models implementing functions based on data training without program coding. Artificial neural network is one of the efficient machine learning models. Different from the other machine learning models like artificial neural network, we have presented semantic computing models which represent “meaning” of machine learning results. In our model, semantic spaces are created based on training data sets. Data calculations are performed on the space. Data are mapped to semantic spaces and presented as points in semantic spaces. The mapped positions of data represent the “meaning” of data. In this paper, we first present our new discovery in the formation of semantic spaces. We use the word “matter” to represent features of semantic spaces which are related to the non-temporal data. As the same time, we use the word “dark-matter” to represent the features of semantic spaces which are temporally changed. We use the word “energy” to represent matrixes which are used in the semantic computations to generate output data. We reveal that the “dark-matter” is the spatiotemporal matrix and present a mechanism of “memory” for implementing the semantic computation. The most important contribution of this paper is that we developed a new mechanism for implementing machine learning with “knowledge” in the “memory.” In the paper, we use case studies to illustrate the concepts and the mechanism. At the beginning, we present an example on creating a semantic space from a “chaotic state” to an “ordered state.” After that, we use examples to illustrate the mechanism of the “memory” and the semantic computation. The space expansion and the space division are also illustrated by examples.
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1. Introduction

Program coding is generally required for implementing functions on computers. Although many program languages and developing tools are proposed, it is still a hard work for program coding. Moreover, it is not always possible to create models to implement required functions. Machine learning is one of the methods to implement functions and models without the requirement of program coding. The functions or models can be implemented or created through training process. During the training
process, training data are used, which are constructed by input data and expected output data. Based on the training data, today's machine learning techniques are applied to wide application areas, such as image recognition, object classification, data retrieval, etc.

Different from the other machine learning models like artificial neural network, we have presented semantic computing models which can present “meaning” of learning results [1, 2, 3, 4]. In our model, input data are mapped through mapping matrixes into semantic spaces and presented as points in semantic spaces. Distances of the points present the “meaning”. In our models, semantic calculation is transmitted to calculate Euclidean distances of those points. For example, in the case for implementing semantic query, a query data set is mapped into a semantic space and summarized as a point in the space. Retrieval candidate data are also mapped into the semantic space and summarized as other points. Euclidean distance is calculated between the query point and each retrieval candidate point. When the distance of a retrieval candidate is shorter than a given threshold, its relative retrieval candidate is extracted as the query output.

In our method, creating a semantic space is a basic operation. This space can be created by applying one of the following two methods, Mathematical Model of Meaning (MMM) [3, 4] and Semantic Feature Extracting Model (SFEM) [1, 2]. The difference of the two methods is that, in MMM, a common data set, for example an English-English dictionary is used to create the space. But in SFEM, different data sets are used to create different spaces according to the requirement of applications.

After the semantic space is created, input data will be mapped to the space and the Euclidean distance calculation between the mapped data points in the space will be performed. Mapping matrixes are required to map input data into the semantic space. In SFEM, different mapping matrixes are required when the semantic space model is applied in different application areas [5-13]. Therefore, we developed many methods to create mapping matrixes and apply the model in the areas of semantic information retrieving [8, 9, 13], semantic information classifying [10], semantic information extracting [11], and semantic information analyzing on reason and results [12], etc. We furtherly developed a method to create the mapping matrixes through deep-learning [14]. Same as the semantic computation model, the multiple matrix calculation is also the basic computation for implementing artificial neural networks and deep-learning computation [15-18].

As true and false judgement are the basic computation required by machine learning, we present a mechanism to implement the basic logic computation based on the semantic space model [19]. Furthermore, we designed and conducted experiments for simulating unmanned ground vehicle control based on the mechanism [20]. Based on our studies presented in [19] and [20], we noticed that time factors are important in the semantic computation model.

In this paper, we first present our new discovery in the formation of semantic spaces. We use the word “matter” to represent features of semantic spaces which are related to the non-temporal data. As the same time, we use the word “dark-matter” to represent the features of semantic spaces which are temporally changed. We use the word “energy” to represent matrixes which are used in the semantic computations to generate output data. We reveal that the “dark-matter” is the spatiotemporal matrix and present a mechanism of “memory” for implementing the semantic computation. The most important contribution of this paper is that we developed a new mechanism for implementing machine learning with “knowledge” in the “memory.” In the paper, we use case studies to illustrate the concepts and the mechanism. At the beginning, we
present an example on creating a semantic space from a “chaotic state” to an “ordered state.” After that, we use examples to illustrate the mechanism of the “memory” and the semantic computation. The space expansion and the space division are also illustrated by examples.

In the following, we first briefly review the semantic computation model and the mechanism to implement logic computations based on the semantic computation in section 2. After that, we illustrate the concept of the “matter,” “dark-matter,” “energy” and “knowledge” with examples in section 3. In this section, we also illustrate how to create the semantic space from the “chaotic state” to the “ordered state” with an example. In this example, the concepts of the “chaotic state” and the “ordered state” are illustrated. In the same time, the mechanism of “knowledge” for data retrieval on the semantic space and the relation between “knowledge” and “dark-matter” are illustrated. In section 4, we illustrate the concept of the space expansion from subspaces and dividing a space into subspaces. Finally, we will present our conclusions in section 5.

2. The semantic computation models and their applying to logic calculations

In this section, we first briefly review two semantic computation models, the Semantic Feature Extracting Model (SFEM) and the Mathematical Model of Meaning (MMM). After that, we review the mechanism to implement logic computations based on the semantic computation.

2.1. The semantic computation models

In the semantic space model, we create a semantic space by a pre-selected training data set into several clusters. In SFEM model [1, 2], a data set is used where each of the clusters has a feature that some common features of data frequently appear among the data sets in the same cluster but rarely appear in the data sets of the other clusters. The common features which frequently appear in a cluster $C_i$ are referred to as $C_i$‘s key features. By using the training data clusters, we construct a matrix, which is referred to as $K-C$ matrix. In the $K-C$ matrix, each of the rows corresponds to a key feature set $K_i$ and each of the columns corresponds to a cluster. The $ij$th entry of the matrix is the number of the key features in the set $K_i$ appearing in the cluster $C_j$. Because key features in the set $K_i$ only appear in the cluster $C_i$, therefore, if $i$ is not equal to $j$, $i \neq j$, the value of the $ij$th entry is 0. Therefore, the $K-C$ matrix is a diagonal matrix. That is to say that an orthogonal space is created. The value of the $ii$th entry of the matrix is the number of the elements of the set $K_i$, $|K_i|$.

Next step in the semantic space model is to map data into the semantic space. By using the $K-C$ matrix, each cluster is represented as a $q$ dimensional vector. We use $C_i$ to represent the vector of the cluster $C_i$. We use a unit vector $c_i$, where its norm is 1 ($|c_i|=1$), to represent the cluster vector $C_i$ as $C_i=\|K_i\| c_i$. When the data are classified into $q$ clusters, we obtain $q$ cluster vectors. Therefore, we define $q$ unit vectors $c_1, c_2, \ldots, c_q$ to represent the $q$ cluster vectors. We refer the vector space constructed by the $q$ unit vectors to as the “space”. Because the inner product of two different unit vectors is 0, $(c_i \cdot c_j)=0$, $i \neq j$, and there are $q$ unit vectors, the space is a $q$ dimensional orthogonal space.
When data \( d_j \) is vectorized according to the key features, the count of the occurrences of the \( C_i \)'s key features in the data \( d_j \) is defined to \( e_{i,j} \). We set the value of \( e_{i,j} \) based on the following rule: when a key feature in the key feature set \( K_i \) appearing in the data \( d_j \) it is counted only once. If the number of the key feature sets is \( q \), the data \( d_j \) is vectorized to a \( q \) dimensional vector. We represent the vector of the data \( d_j \) as \( d_j \):

\[
d_j = \begin{bmatrix}
e_{1,j} \\
e_{2,j} \\
\vdots \\
e_{q,j}
\end{bmatrix}
\]

We use \( v_t \) to represent the counted value of a key feature \( t \). In the following, we use the expression \( \sum_{t \in K_i} \{ v_t \} \) to represent the sum of \( v_{t_1} + v_{t_2} + \cdots + v_{t_n} \), where, \( t_1, t_2 \ldots t_n \) are the elements of the key feature set \( K_i \):

\[
\sum_{t \in K_i} \{ v_t \} = \{ v_{t_1} + v_{t_2} + \cdots + v_{t_n} \} | t_i \in K_j, t_1 \in K_j, \cdots, t_n \in K_j \}.
\]

In this way, the calculation for \( e_{i,j} \) is represented by the following formula:

\[
e_{i,j} = \sum_{t \in K_i} \{ v_t \} \text{ if } t \in d_j \quad v_t = 1 \text{ else } v_t = 0,
\]

where, \( K_i \) is the set of the \( C_i \)'s key features and \( v_t \) is the counted value of one of the \( C_i \)'s key feature \( t \). If the data \( d_j \) contains the key feature \( t \), \( v_t \) is set to 1. If the data \( d_j \) does not contain the key feature \( t \), \( v_t \) is set to 0.

With the definition of the retrieval space, we express the data vector \( d_j \) as

\[
d_j = \sum_{i=1}^{q} e_{i,j} c_i.
\]

In this way, data are mapped onto the \( q \) dimensional space.

The third step is to calculate Euclidean distances for data retrieval, classification or recognition. Take the data query as an example. In the processing of data query, the retrieval candidates are mapped in the semantic space and summarized as retrieval candidate points. A query is also mapped in the semantic space and summarized as a query point. We use two methods to implement the Euclidean calculation. The first method is to calculate the distances between the retrieval candidate points and query point. The second method is to is to select a subspace by a given query and mapped the query into the original point of the subspace and calculate the length of each retrieval candidate points from the original point. That is to calculate the norms of the retrieval candidate points. By ranking the retrieval candidates based on the norms of their relative points, the query result is obtained.

When a subspace is selected from the semantic space based on queries, the subspace is a \( v \)-dimensional space which is a part of the \( q \)-dimensional space, where \( v \) is smaller than \( q \). The \( v \)-dimensional subspace correlates to \( v \) clusters. The subspace is selected by the following steps.

1. When a query \( Q \) is given, the data which contain the same features in the query is searched. Data that have the same feature as those in the query are
extracted.

(2) From all the component items of the selected data vector, the cluster vector $c_i$ is extracted where the related component item $|e_{i,j}c_i|$ has the maximum value.

$$|e_{i,j}c_i| = \text{MAX}(e_{1,j}, e_{2,j}, \ldots, e_{q,j})$$

We use a vector $q$ referred to as the query vector to represent the extracted clusters. We add the extracted cluster vector $c_i$ to the vector $q$.

$q = q + c_i$; where the initial value of $q$ is 0.

(3) A retrieval subspace $S$ corresponding to the query is selected from the entire retrieval space by calculating the inner product of $c_i$ and $q$. If the value of the inner product $c_i \cdot q$ is greater than or equal to a threshold $\epsilon$, which is referred to as the subspace selection threshold, $c_i$ is added to $S$.

These steps (2) and (3) are repeated for each extracted data vector.

When the subspace $S$ is obtained, the data vector on the subspace is projected and represented as

$$d_j = \sum_{i=1}^{q} |e_{i,j}c_i| e_j \in S.$$  

In the second step, the data are ranked by calculating the norms of the data vectors on the selected subspace:

$$|d_j| = \left| \sum_{i=1}^{q} e_{i,j}c_i \right| e_j \in S.$$  

In MMM, the semantic interpretation is performed as projections of the semantic space dynamically, according to contexts, as shown in Figure 1.

![Figure 1. Semantic interpretation according to contexts in MMM](image)

In the Mathematical Model of Meaning (MMM) [4, 7], an orthogonal semantic space is created for semantic associative search. Retrieval candidates and queries are
mapped onto the semantic space. The semantic associative search is performed by calculating the correlation of the retrieval semantic space.

In MMM, the acquisition of information or knowledge is performed by semantic computations. Context-dependent interpretation means that information is dynamically extracted by a semantic computation with context-recognition. The method realizes the computational machinery for recognizing the meaning of contexts and obtaining the semantically related information to the given context. MMM is essentially different from those methods. The essential difference is that this method provides dynamic recognition of the context. That is, the “context-dependent interpretation” is realized by dynamically selecting a certain subspace from the entire semantic space. The other methods do not provide the context dependent interpretation, that is, their space is fixed and static. The outline of MMM [4, 7] is summarized as the following:

The semantic associative computing algorithm is extended to include a deep-learning process in the MMM semantic space in the following steps:

1. A set of \( m \) words is given, and each word is characterized by \( n \) features. That is, an \( m \times n \) matrix \( M \) is given as the data matrix.
2. “Context words” and “image” are characterized as “context” by using the \( n \) features and representing them as \( n \)-dimensional vectors.
3. The context words and “image” are mapped into the orthogonal semantic space by computing the Fourier expansion for the \( n \)-dimensional vectors.
4. A set of all the projections from the orthogonal semantic space to the invariant subspaces (eigen spaces) is defined. Each subspace represents a phase of meaning, and it corresponds to “context.”
5. A subspace of the orthogonal semantic space is selected according to the given “context” expressed in \( n \)-dimensional vectors, which are given as “context” represented by “a sequence of words” and “image.”
6. The most correlated information resources to the given “context” are extracted as the selected subspace by applying the metric defined in the semantic space.

2.2. Implement logic computations based on the semantic space model

Logical design is performed based on truth tables. In the truth table, all output values are given to all possible input values. The input data values and output data values are Boolean values. That is, the value can only be ‘1’ or ‘0’. For example, if there are two logical input data, \( x_1 \) and \( x_2 \), all the possible input data values of the input data \( x_1 \) and \( x_2 \) are \((0,0), (0,1), (1,0), \) and \((1,1)\), in which \((a,b)\) means the value of \( x_1 \) is ‘a’ and the value of \( x_2 \) is ‘b’. As shown in Table 1, each input data pair is given a corresponding output value in the truth table. The output values ‘0’, ‘0’, ‘0’ and ‘1’ are given to the input values \((0,0), (0,1), (1,0) \) and \((1,1)\) in the “and” logic truth table. Based on the truth table, logical formulas are derived. For example, for the “and” logic, an equation \( y = x_1 \times x_2 \), is derived, where ‘\(*\)’ presents logic “and”. In the same way, an equation
is also derived for the “xor” logic, where ‘*’ and ‘+’ present logic “and”, “or” and “not”, respectively.

$$y = x_1 \cdot x_2 + x_1 \cdot \neg x_2$$

| 'and' logic | 'or' logic | 'xor' logic |
|-------------|------------|-------------|
| \(x_1\)    | \(x_2\)    | \(y\)       |
| 0           | 0          | 0           |
| 0           | 1          | 1           |
| 1           | 0          | 1           |
| 1           | 1          | 1           |

Table 1. Truth Table of "and," "or" and "xor" logic

A logical system is constructed by the derived formulas from the truth table. Boolean algebra is applied to simplify the derived formulas in order to reduce the complexity of the designed system. For example, the formula

$$a \cdot b + a \cdot c + \neg a \cdot \neg c + b \cdot c$$

can be simplified as

$$b + a \cdot c + \neg a \cdot \neg c.$$  

In the following, we use an example to illustrate how to implement “and,” “or” and “xor” combination logical calculation based on the semantic calculation model. First, we present a data set with two inputs \(x_1\) and \(x_2\) and three outputs corresponding to “and,” “or” and “xor,” as shown in Table 2.

Table 2. State transition table

| \(x_1\) | \(x_2\) | \(Y_{\text{and}}\) | \(Y_{\text{or}}\) | \(Y_{\text{xor}}\) |
|---------|---------|---------------------|---------------------|---------------------|
| 0.2     | 0.1     | 0.1                 | 0.2                 | 0.1                 |
| 0.1     | 0.9     | 0.2                 | 0.8                 | 0.9                 |
| 0.9     | 0.1     | 0.1                 | 0.9                 | 0.8                 |
| 0.9     | 0.8     | 0.9                 | 0.8                 | 0.2                 |

The values in data set are set as: when a value is close to 0, it might be logic ‘0;’ when a value is close to 1, it might be logic ‘1.’ For a data value is 0.5, it might be logic ‘0’ or logic ‘1.’ For the given data set, \(x_1 = 0.9\) and \(x_2 = 0.1\), it means that the input might be \(x_1 = 1\) and \(x_2 = 0\). The “and” output of it might be ‘0.’ The “or” output of it might be ‘0.’ The “or” output of it might be ‘1,’ and the “xor” output might be ‘1.’

Set a data set as a matrix \(M\). A well-known method of the principal component analysis is the Singular Value Decomposition (SVD), which is a matrix computation widely used in spectral analysis, eigenvector decomposition and factor analysis. The computation is performed on a matrix with different entities on the rows and the columns. When SVD is performed on the matrix \(M\), this matrix is decomposed into three other matrices that contain “singular vectors” and “singular values”. We call these three matrices as \(U\), \(S\) and \(V\):

$$M = U \cdot S \cdot V^*$$

where, \(S\) is a diagonal matrix that contains singular values, matrixes \(U\) and \(V\) are left and right matrix of \(S\), respectively. \(V^*\) is the transposed matrix of \(V\). The matrix \(V\) has orthonormal columns, that is
where \( I \) is the identity matrix.

We call the space \( U*S \) is the semantic space created by the matrix \( M \). As

\[
M = U*S*V' \\
M*V = U*S*V'*V \\
M*V = U*S*I \\
M*V = U*S,
\]

we call the matrix \( V \) as the space mapping matrix. That is, any matrixes of data sets which have the same number of columns of the matrix \( M \) can be mapped to the semantic space through the mapping matrix \( V \).

When SVD is performed to the matrix of the given data set,

\[
M = \begin{bmatrix}
0.2 & 0.1 & 0.1 & 0.2 & 0.1 \\
0.1 & 0.9 & 0.2 & 0.8 & 0.9 \\
0.9 & 0.1 & 0.1 & 0.9 & 0.8 \\
0.9 & 0.8 & 0.9 & 0.8 & 0.2
\end{bmatrix},
\]

we get three matrixes:

\[
U = \begin{bmatrix}
-0.1 & -0.1 & 0.1 & -1.0 \\
-0.5 & 0.6 & -0.6 & 0.0 \\
-0.5 & 0.3 & 0.8 & 0.1 \\
-0.6 & -0.7 & -0.2 & 0.1
\end{bmatrix}, \quad S = \begin{bmatrix}
2.5 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.9 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.8 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0
\end{bmatrix}, \quad V = \begin{bmatrix}
-0.5 & -0.4 & 0.6 & 0.1 & -0.5 \\
-0.4 & 0.0 & -0.7 & -0.2 & -0.5 \\
-0.3 & -0.6 & -0.3 & 0.5 & 0.5 \\
-0.6 & 0.1 & 0.1 & -0.6 & 0.5 \\
-0.4 & 0.7 & 0.1 & 0.6 & 0.0
\end{bmatrix},
\]

The semantic space \( U*S \) is

\[
\begin{bmatrix}
0.3 & 0.0 & 0.1 & 0.0 & 0.0 \\
-1.3 & 0.6 & -0.5 & 0.0 & 0.0 \\
-1.3 & 0.2 & 0.6 & 0.0 & 0.0 \\
-1.6 & -0.7 & -0.2 & 0.0 & 0.0
\end{bmatrix}.
\]

This is a five-dimensional space. Each row of the matrix represents a mapping point of the data set. As it is a four rows matrix, that means four points are mapped to the semantic space. It is worth to notice that the values of the last two columns of the matrix is zero, therefore, we remove the last two rows and get a new matrix \( P \),

\[
\begin{bmatrix}
-0.3 & 0.0 & 0.1 \\
-1.3 & 0.6 & -0.5 \\
-1.3 & 0.2 & 0.6 \\
-1.6 & -0.7 & -0.2
\end{bmatrix}.
\]

The meaning of removing the last two rows of the matrix is that the semantic space is compressed from a five-dimensional space to a three-dimensional space. Strictly speaking, that is each of the value of the last two rows is smaller than a threshold. In this example, the absolute value of the threshold is set to 0.003.

As \( U'*U=I \), that is
the data set is mapped to an orthogonal space. This orthogonal characteristic is not changed to the compressed space:

\[
P^*P = \begin{bmatrix}
-0.3 & -1.3 & -1.6 \\
0.0 & 0.6 & 0.2 \\
0.1 & -0.5 & 0.6 \\
\end{bmatrix} \begin{bmatrix}
-0.3 & 0.0 & 0.1 \\
-1.3 & 0.6 & -0.5 \\
-1.3 & 0.2 & 0.6 \\
-1.6 & -0.7 & -0.2 \\
\end{bmatrix} = \begin{bmatrix}
6.2 & 0.0 & 0.0 \\
0.0 & 0.8 & 0.0 \\
0.0 & 0.0 & 0.6 \\
\end{bmatrix}
\]

As the data set is mapped to an orthogonal space, Euclidean distance calculation can be applied to calculate the distance of a new mapped point to the points already in the space. For example, give a new input set \( x_1 = 0.7, x_2 = 0.3 \). As is different from the given data set, we should calculate four outputs \( Y_{and}, Y_{or} \) and \( Y_{xor} \) for the given input data set. As the output value is not known, we set the values of the three outputs as 0.5, that means it might be logic ‘0’ or logic ‘1.’ Thus we get a vector \( \begin{bmatrix} 0.7 & 0.3 & 0.5 & 0.5 \end{bmatrix} \).

Mapping the vector to the semantic space, \( \begin{bmatrix} 0.7 & 0.3 & 0.5 & 0.5 \end{bmatrix} \) \( \times V \), we get a mapping point \( p_x \) represented as a three-dimensional vector,

\[
\begin{bmatrix}
0.7 \\
0.3 \\
0.5 \\
0.5 \\
\end{bmatrix}
\]

Dividing each rows of matrix \( P \), we get four mapping points of the given data set in the semantic space, \( p_1, p_2, p_3 \) and \( p_4 \), represented as four vectors:

\[
p_1 = \begin{bmatrix}
-0.3 \\
0.0 \\
0.1 \\
\end{bmatrix},
p_2 = \begin{bmatrix}
-1.3 \\
0.6 \\
-0.5 \\
\end{bmatrix},
p_3 = \begin{bmatrix}
-1.3 \\
0.2 \\
0.6 \\
\end{bmatrix},
p_4 = \begin{bmatrix}
-1.6 \\
-0.7 \\
-0.2 \\
\end{bmatrix}.
\]

Calculating the Euclidean distances of \( p_x \) to \( p_1, p_2, p_3 \) and \( p_4 \), we get four values: 0.64, 1.01, 0.44 and 0.58. Among them, the smallest value is the third one, 0.44. That is, point \( p_x \) is most close to the point \( p_3 \). The value of \( p_3 \) in the data set is \( \begin{bmatrix} 0.9 & 0.1 & 0.1 & 0.9 & 0.8 \end{bmatrix} \), thus, we set the output value as \( Y_{and} = 0.1, Y_{or} = 0.9 \) and \( Y_{xor} = 0.8 \) for the input value \( x_1 = 0.7 \) and \( x_2 = 0.3 \).
3. The concept of the “matter,” “dark-matter,” “antimatter,” “energy” and “knowledge”

In this section, we use a case study to illustrate the concept of the “matter,” “dark-matter,” “antimatter,” and “energy.” For the logical computation as reviewed in Section 2, we use two matrices M and E to implement it,

\[
Y = M \times E,
\]

where M represents an input space, E is a mapping matrix to map input data to the output space, “\*” represents matrix multiply and Y is the matrix represents output data.

As shown in Figure 2, if input data is a two-dimensional logical value matrix, all the possible input data are (0, 0), (0, 1), (1, 0) and (1, 1), which is a four-rows and two-columns matrix. Take it as an example, we use four data 0.0, 0.1, 0.2 and 0.3 as an index of the input matrix. As the input data are that we use to obtained output results, that is, the input data are “visible” to us, we refer to the data in the index as “matter.” For example, the data “0.2” in first column of the space matrix X is a kind of “matter” which indicates the input data “10.” In order to calculate the invers matrix of X, we use random data to fill the other three columns of X. We refer to the data in these columns as “dark-matter.” As these columns are filled with random data, we refer to the space X as “chaotic space.”

![Figure 2. Creating a “chaotic space”](image)

Before change the space from “chaotic space” to ordered state, let’s introduce a concept of “time” used in this paper. We refer to the “time” as state transition. Considering our system as a state machine, the state of the system will be changed as the time lasted. If the states of a system are not changed, the time of the system is stopped. That is, as the time lasted, states transition is happened continuously. Figure 3 is an example of state transition diagram. In the figure, a circle and the number in the circle represents a state, an arrow represents a state transiting from one to another one. The numbers by the arrows represent the condition for the state transition. For example, if the number is “0.0,” it means if the index number if “0.0,” the state will be transited from state “0.0” to the state “0.1.” In the example, we use the numbers of the index to indicate states.

![Figure 3. An example of state transition](image)
Next, we introduce how to create the “ordered space” from the “chaotic space” as the time lasted. The example of the state transition diagram shown in Figure 4 is used to illustrate it. In the example, state “0.0” transits to the state “0.1” at the first step. Figure 4 (b) shows this state transition. In the next step, the state “0.1” transits to the state “0.3.” Figure 4 (c) shows this state transition. At last, when the state transition diagram shown is represented as Figure 4 (d), we say that we created an “ordered state” from the “chaotic state” shown in Figure 4 (a). In the figure, the “matter” is represented in the first row of the matrix, and the “dark-matter” is represented in the second, third and fourth row of the matrix, painted gray.

From Figure 4, we can find that the “dark-matter” is a space represents state transition. It determines the state transition rules of the “matter” in space which we created. Based on the “ordered space,” we refer to the inverse matrix of the “ordered space” as the “anti-matter space.” If \(X^{-1}\) is an inverse matrix of an “ordered space” \(X\), data in the matrix \(X^{-1}\) are referred to as “anti-matter.” An example of the “anti-matter space” is shown in Figure 5 (b), which is the inverse matrix of the space represented as a matrix \(X\) shown in Figure 5 (a).

By applying antimatter to the desired result, we create a matrix. We refer to this matrix as “energy.” Taking the “and,” “or” and “xor” logical calculation results as shown in Table 1 as an example, for all possible input data values, the related output result values are shown in Figure 5 (c), represented as \(Y_{\text{and}}, Y_{\text{or}}\) and \(Y_{\text{xor}}\). Three different kinds of “energy”, \(E_{\text{and}}, E_{\text{or}}\) and \(E_{\text{xor}}\) are represented as three vectors in Figure 5 (d), where “energy” is created by the matrix multiplying result of “antimatter” and calculating results:

\[ E = X^{-1}Y. \]

For a given input, we use a function \(\text{mem}\) which we refer to as “memory” to extract its relative row vector from the space,
The row vector $M$ is composed by “matter” and “dark-matter,” we simply call it “matter.” For example, if the input value is a vector $[0, 1]$, its relative row vector $[0.2, 0.1, 0.3, 0.0]$ is extracted from the space matrix $X$,

$$M = \text{mem}([0,1]),$$

$$M = \begin{bmatrix} 0.0 \\ -0.6 \\ 0.2 \\ 0.0 \end{bmatrix}$$

$$M = 0.$$ 

We implement the semantic computation by apply energy to the matter,

$$Y = M \times E.$$ 

As an example, when energy $E_{\text{and}}$ is applied to the matter $[0.2, 0.1, 0.3, 0.0]$, we get a value “0” which is the logic “and” calculation, “0 and 1.” In Figure 6, we summarize the two bits logical “and,” “or” and “xor” calculations. When the matter shown in Figure 6 (a) is multiplied by the energy shown in Figure 6 (b), the logical calculations “and,” “or” and “xor” are performed. The calculation results are shown in Figure 6 (c).

| $M$ | $E_{\text{and}}$ | $E_{or}$ | $E_{xor}$ | $M \times E_{\text{and}}$ | $M \times E_{or}$ | $M \times E_{xor}$ |
|-----|-----------------|---------|-----------|-------------------------|-----------------|------------------|
| 0.0 | 0.1 | 0.3 | 0.0 | 0.0 | 5.0 | 5.0 | 0 | 0 | 0 |
| 0.1 | 0.3 | 0.0 | 5.0 | -0.6 | 0.6 | 1.2 | 0 | 1 | 1 |
| 0.2 | 0.1 | 0.3 | 0.0 | 0.2 | -0.2 | -0.4 | 0 | 1 | 1 |
| 0.3 | 0.0 | 4.0 | 4.0 | 0.0 | 0.1 | 0.0 | 1 | 1 | 0 |

(a) (b) (c)

Figure 6. Implementing calculation by applying “energy” to “matter”

As “energy” $E$ is calculated with invers of matrix $X$,

$$E = X^{-1} \times Y,$$

the calculation of $M \times E$ can be written as

$$M \times E = M \times (X^{-1} \times Y).$$

In the case that the matrix $M$ calculated through the memory function $\text{mem}$ is the same as the matrix $X$, we obtain the equation,

$$M \times E = M \times (X^{-1} \times Y) = X \times (X^{-1} \times Y) = X \times \text{I} \times Y = \text{I} \times Y = \text{Y},$$

where, $\text{I}$ is a unit matrix. It is required that the memory function should recall the original matrix $X$ based on the input.

A simple way to implement the memory function is to use a list with the columns of input data and the matrix $M$ as shown in Figure 7 (a). In the list, each input data
corresponds a row of matrix M. As shown in the figure, if the input data is \([1, 0]\), the output of the memory function \(\text{mem}(1, 0)\) is a row vector \([0.2, 0.1, 0.3, 0.0]\).

However, in some cases, one input value may correspond two or more rows of matrix M. It will happen if the input data is obtained from a sensor, but the resolution of the sensor is not high enough to provide the required input data value. As shown in Figure 7 (b), although two-bit input data values are required, but the efficient input values are only one-bit values. As we can not tell the difference for the first, second and the third, fourth rows, we use the medium value between 0.0 to 0.1, and that between 0.2 to 0.3, that is, “0.05” and “0.25,” respectively as the index of “00” and “10,” as shown in Figure 7 (b).

![Figure 7. Implementing calculation by applying “energy” to “matter”](a) (b)

We add the “dark-matter” in the memory function as “knowledge” to implement the recall function. As shown in Figure 8 (a), at the beginning of the system, we know that the next state is “0.1.” If the input is “00,” the “dark matter” vector \([0.1, 0.3, 0.0]\) is added to the “matter” [0.05]. Thus, the output the memory function is a row vector, [0.05, 0.1, 0.3, 0.0]. If the input is “10,” the “dark matter” vector \([0.1, 0.3, 0.0]\) is added to the “matter” [0.25]. Thus, the output the memory function is a row vector, [0.25, 0.1, 0.3, 0.0]. Applying “energy” to these output vector, as shown in Figure 8 (b), the logical calculations are correctly implemented.

![Figure 8. Implementing calculation by applying “energy” to “matter”](a) (b)

As described above, “dark-matter” represents the rule of the space that we created. Based on the rule, we know that when the state transition happens, which row of the matrix M should be extracted. As the example of Figure 8 (a), at the beginning, the state of the system is “0.0.” If the input data is “10”, the third and fourth rows relate to the input data. As the next state of the state “0.0” is “0.1,” the third row of the matrix M is extracted. That is, “knowledge” is the mechanism of the memory function which extract rows as the output from the space M based on the rule of the space. We refer to the space M as the “semantic space.” We refer to the process of extracting rows from the matrix M related to the input data and current state as the “semantic retrieval.” We refer to the processing of applying the matrix E to the matrix M as the “semantic computation.”
4. The concept of “space expansion” and “space division”

In this section, we use a case study to illustrate the concept of “space expansion” and “space division.” We use a virtual agent in this case study. The agent moves on a plane surface with obstacles. As shown in Figure 9 (a), the start point of the agent is marked as “S” and the goal is “G.” The row number is indicated by two-bit numbers same as the column. The agent has five actions, “Non,” “Left,” “Right,” “Up” and “Down,” which are assigned with the number “0.0,” “0.1,” “0.2,” “0.3” and “0.4,” as shown in Figure 9 (b). The agent moves from the position “01” row and “00” column, as shown in Figure 9 (a). We use four bits number to indicated the position of the agent. Thus, the start position is “0100” and the goal position is “1111.” When the agent starts to move, its next position is “0101.” We use arrows to show the movement and the actions of the agent. Taking the positions as the states, we get a state transition diagram through the movement of the agent. That is, the “rule” of the semantic space is defined. Based on the “rule,” we create the semantic space.

![Figure 9](image)

**Figure 9.** The plane surface for an agent moving and the definition of the agent action

In this example, there are 16 positions. Although we can create a 16 states space, but we prefer to use the 4 states space in order to introduce the concept “sub-space.” As shown in Figure 9 (a), we divide the plain surface into four blocks, each part has 4 positions. As mentioned above, we use row-column number (abbr. RC) to indicate the positions. In the first block, the four positions are “0000,” “0001,” “0100” and “0101.” As shown in Figure 10 (a), we set an index to the four positions as “0.0,” “0.1,” “0.2” and “0.3,” respectively. The agent can move from the position “0100” to the position “0101.” Taking the index number to represent the four possible states, we can draw a state transmission diagram, which has four states, as shown in Figure 10 (b). As the start position of the agent is at position “0100,” the initial state is “0.2.” As the agent is required to move left, the calculation result is set to “0.1” as defined in the Figure 9 (b). When the agent is moved left, the state transmission is happened from the state “0.2” to the state “0.3,” as shown in Figure 10 (b). Based on the state transmission diagram, we create a space for the first block as shown in Figure 11 (a).

![Figure 10](image)

**Figure 10.** Implementing calculation by applying “energy” to “matter”
As shown in Figure 11, four spaces $X_1$, $X_2$, $X_3$ and $X_4$ are created for the plain surface. Each space corresponds to a block of the surface. We refer to these spaces as sub-spaces. A sub-space $X_i$ is created based on the states and following the “rule” defined on the space. “Energy” $E_i$ of the sub-space is created by applying the action matrix defined based on the “rule” of the space to the inverse matrix of the sub-space, $X_i^{-1}$. In Figure 11, four sub-spaces are created. As shown in Figure 11 (d), no “rule” is defined on the fourth block, the created sub-space $X_4$ is a chaotic space. As no action is required on this block, “energy” is a zero vector.

![Figure 11. Creating four sub-spaces based on the movement of the agent](image)

The semantic space of the plain surface is created through the creation of the sub-spaces. As shown in Figure 11, the semantic space is the same as the the sub-space $X_1$. When the sub-space $X_2$ is created, the semantic space is created with $X_1$ and $X_2$, and the number of the state of the semantic space are increased from 4 to 8. After the sub-space $X_3$ is created, the number of the state of the semantic space are increased to 16. That is, a sub-space must be created when a new state is added to the semantic space.
and the number of the state of the semantic space are increased exponentially by 2. We refer to this process as the “space expansion.”

Based on the sub-spaces, we can calculate actions of the agent on each block. However, we can not calculate the actions of the agent from one block to the others. For the four divided blocks, we define four positions, “000j,” “0i1j,” “1i0j” and “1i1j,” where i and j are one-bit values “0” or “1.” Using the four positions, we define relative index and states as shown in Figure 12. The agent starts at the position “000j,” and moves to the position “0i1j.” The goal of the agent is at the position “1i1j.”

Based on the “rule” of the movement of the agent, a space X with four states are created and “energy” E is also created by applying the agent action definition matrix Y to the inverse matrix of X, as shown in Figure 12.

### Figure 12. Creating the semantic space with four states

For the action of the agent in each block, we can create relative sub-space as shown in Figure 11. In summary, if the number of states for creating the semantic space are more than four, we divide them into two parts. In each part, if the number of states is still more than four, we divide them again until the number of the states in each part is smaller or equal to four. In the example shown in Figure 9 (a), the surface is divided twice into four blocks as shown in Figure 12. We refer to this process as “space division.”

“Space division” is a process from global to local as shown in Figure 13. The results of the semantic computation on the global space shows the movement of the agent between blocks. Detail movements of the agent in each block are calculated on the local space.

### Figure 13. “Space expansion” and “Space division” among global and local

We use “space division” in the case that we have “knowledge”, or in other words, we have “rules” from global to local. In the example shown in Figure 9 (a), the actions of the agent are shown from the start point to the goal point. That is, we have all
required “rules” for the agent moving on the surface. Therefore, we use “space division” to create sub-spaces for the agent movement between blocks and those in each block.

If we do not have all the required “rules,” the semantic space creation is performed from local to global as shown in Figure 13. For example, if reinforcement learning is performed to the agent, “rule” and states are generated during the learning process. During the “rules” and states are generated, sub-spaces are created. Using reinforcement learning in a period of time, we can only get part of “rules” and states. All the other “rules” are remained to be found. Therefore, for the semantic space with all the possible states, only small parts of the space are in ordered state, the remained parts are in chaotic state as show in Figure 14.

![Figure 14. A semantic space creating through reinforcement learning](image)

5. Conclusion and future work

In this paper, we presented that the semantic space is a spatiotemporal space. We introduced the concept “dark-matter” to reveal the temporal characteristic of the space. We defined state transmission as the “time” in a system performing semantic computation. In the paper, we illustrated following concepts and computations: A matrix $X$ created with the states and state transmission diagram is referred to as the semantic space. The elements of the matrix representing states are referred to as “matter” and the elements representing the state transmission diagram are referred to as the “dark-matter.” Its inverse matrix $X^{-1}$ is referred to as the “anti-matter.” The result of multiplying the “anti-matter” by the defined output is referred to as “energy.” Memory function are defined to exact vectors representing “matter” and “dark-matter.” “Knowledge” is required to be added to the memory function in the case that the input data cannot definitely indicate relative states. By applying “energy” to the output of the memory function, we get the semantic computation result related to the giving input. The “space expansion” is happened as the increasing of the “matters.” When a state transmission diagram is given, we divide the diagram into sub-diagram and create relative sub-spaces. We refer to the process as the “space division.” The divided semantic space is a pyramid shaped structure. Each layer of the pyramid is composed by sub-spaces. The top layer represents global state transmission diagram. The bottom layer represents details of the divided sub-diagram. Based on these concepts and mechanism, we developed a new mechanism for implementing machine learning. In this mechanism, machine learning is to calculate “energy” matrixes and “knowledge” is used to extract vectors from the semantic space based on the input data during the
semantic computation. Furthermore, we revealed that the semantic computation must be performed dynamically with the state transmission. We also revealed that the semantic computation must be performed from global to local to give rough and detailed calculation results. As our future work, we will use this new machine learning mechanism to implement artificial intelligence systems and furtherly confirm the effectiveness of the mechanism in practice.
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