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Abstract. For a class of irrational numbers, depending on their Diophantine properties, we construct explicit rank-one transformations that are totally ergodic and not weakly mixing and classify when the measure is finite or infinite. In the finite case they are isomorphic to irrational rotations, giving explicit rank-one cutting and spacer parameters for these irrational rotations. In the infinite case we use the constructions to provide examples of non-weakly mixing infinite measure-preserving ergodic transformations which do not have any nontrivial probability preserving factors with discrete spectrum, thereby answering a question of Aaronson and Nakada and of Glasner and Weiss. We also obtain nonsingular versions of these examples for each Krieger ration set.

1. Introduction

In [9], del Junco proved that (finite measure-preserving) discrete spectrum transformations are rank-one transformations; the main step in his proof was to show that irrational rotations are rank-one. Rank-one transformations are transformations that are well-approximated by Rokhlin columns and have been a source of examples and counterexamples in ergodic theory; they are known to be generic in the group of finite measure-preserving transformations [12], and genericity in the infinite measure case has been verified recently in [5]. In a different paper, and before proving that irrational rotations are rank-one, del Junco showed that a rotation by an irrational number that is well approximable is rank-one [8]. In [8], del Junco also showed that for each irrational \( \alpha \) in a specific class satisfying some approximation properties, there is a rank-one transformation \( T_\alpha \), with an explicit cutting and stacking construction, such that \( T_\alpha \) has \( e^{2\pi i \alpha} \) as an eigenvalue. His main goal was to show that these irrational rotations were factors of rank-one transformations (this was before del Junco showed that factors of rank-one transformations are rank-one [10, 3.2]). An interesting part of this proof is that the transformation \( T_\alpha \) has an explicit cutting and stacking construction. Proofs that irrational rotations are rank-one such as del Junco’s original proof [9], and later ones such as the one by Iwanic [18], do not give explicit cutting and stacking parameters.

As is well known, there exist several definitions for rank-one transformations [12]. One constructive definition uses a sequence of cutting parameters \( (r_n)_{n \geq 0} \) and spacer parameters \( s(i,j), i \geq 0, j = 0, \ldots, r_n - 1 \). When such a sequence is given, which is known not to be unique, and the transformation is defined on intervals, we will say that there is an explicit cutting and stacking construction for the rank-one transformation. As far as we know, there is no algorithm for constructing the cutting and spacer parameters of a transformation that is known to be rank-one by the abstract definition.
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In this paper we first extend del Junco’s construction in [8] to give, for each irrational \( \alpha \) in a set of full measure, that we call not of golden type, an explicit cutting and stacking construction of a rank-one transformation \( T_\alpha \) that depends on the continued fraction expansion of \( \alpha \). In some cases the resulting rank-one transformation is infinite measure-preserving (this is different from del Junco’s construction as he arranges it so that it is always on a space of finite measure). Theorem 5.1 gives a condition depending on the irrational number for when the rank-one construction is defined on a finite or infinite measure space. Theorem 6.3 shows that all of these transformations are totally ergodic (rank-one transformations are ergodic but not necessarily totally ergodic).

One of our main results is that for each such irrational \( \alpha \), if \( f_\alpha \) is the eigenfunction of \( T_\alpha \) corresponding to the eigenvalue \( e^{2\pi i \alpha} \), then \( f_\alpha \) is injective (Theorem 8.1). A consequence is that the rank-one transformation \((T_\alpha, \mu)\) is isomorphic to rotation by \( e^{2\pi i \alpha} \), \( R_\alpha \), with the pushed measure \( f_\alpha^* \mu \) on \( S^1 \). For values of \( \alpha \) for which \( \mu \) is a finite measure it follows that \( f_\alpha^* \mu \) is Lebesgue measure (or a multiple of), since it is invariant for an irrational rotation; in this case we obtain explicit cutting and stacking constructions for the corresponding irrational rotation \( R_\alpha \), i.e., we obtain cutting and spacer parameters for a rank-one construction that is isomorphic to an irrational rotation. In this context we mention a recent result in [13] that classifies when a rank-one transformation is isomorphic to an odometer, or has an odometer factor, solely based on a condition on the cutting and spacer parameters of the rank-one transformation. In the case when \( \mu \) is infinite we obtain a Borel \( \sigma \)-finite nonatomic totally ergodic measure for an irrational rotation that is isomorphic to an explicit rank-one construction.

We use this construction to answer questions in Aaronson–Nakada [2] and Glasner–Weiss [16]. As is now well-known, many conditions that are equivalent to the weak mixing property for finite measure-preserving transformations do not necessarily remain equivalent in infinite measure; the reader may refer to [3] for a survey of the weak mixing property for infinite measure-preserving and nonsingular transformations. In Section 9 we show that there exist nonsingular transformations, in fact infinite measure-preserving, that are ergodic and not weakly mixing but with no nontrivial factor that is finite measure-preserving with discrete spectrum, answering questions in Aaronson–Nakada [2] and Glasner–Weiss [16]. As is well-known, these examples cannot exist in the finite measure-preserving case, see e.g., [23].

We recall that the existence of infinite invariant measures on rotations have been known for a long time. Schmidt [25] used Dye equivalence of group actions to show the existence of uncountably many \( \sigma \)-finite infinite nonatomic ergodic measures for irrational rotations. We construct explicit rank-one infinite measure-preserving transformations that we show are isomorphic to an irrational rotation with an infinite invariant measure. In Theorem 10.5, we show that \( T_\alpha \) is rigid if and only if \( \alpha \) is well approximable. In particular, for each \( \alpha \) that is badly approximable we obtain a nonatomic \( \sigma \)-finite rank-one infinite invariant measure for \( R_\alpha \) that is not rigid. This gives infinite nonrigid ergodic, rank-one, invariant measures for some irrational rotations (for badly approximable \( \alpha \)).

We also consider nonsingular versions of this construction. In fact, for each \( \lambda \in [0, 1] \), we construct a type III_\lambda rank-one transformation; this yields nonsingular type III_\lambda rank-one measures on irrational rotations. We recall that Keane [19] constructed, for each irrational rotation, uncountably many inequivalent nonsingular measures on the circle. We obtain a refinement of that result by showing that we obtain such a nonsingular measure for each Krieger type III_\lambda. We note that El Abdalaoui has informed the authors that using
methods from [11] and his work he can obtain measures that are spectrally disjoint for different \( \alpha \), and he has remarked to us that Keane’s construction was generalized by Host, Méla, and Parreau [17]. For further information on eigenvalues of transformations we refer to [22].
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2. **Preliminaries**

Throughout this paper \((X, \mathcal{B}, \mu)\) will be a \( \sigma \)-finite, nonatomic standard Borel measure space. We will assume all of our transformations are measurable and invertible. A (measurable, invertible) transformation \( T : X \to X \) is **measure-preserving** if for all \( A \in \mathcal{B} \), we have \( \mu(T^{-1}(A)) = \mu(A) \), and **nonsingular** if for all \( A \in \mathcal{B} \), \( \mu(T^{-1}(A)) = 0 \) if and only if \( \mu(A) = 0 \). A nonsingular transformation is **ergodic** if \( T^{-1}A = A \) implies \( \mu(A) = 0 \) or \( \mu(A^c) = 0 \). \( T \) is **totally ergodic** if \( T^n \) is ergodic for all integers \( n \neq 0 \). As our measures are nonatomic and the transformations are invertible, ergodic implies conservative (i.e., for all \( A \) of positive measure we have \( \mu(T^{-n}A \cap A) > 0 \) for some \( n > 0 \)). Finally, if \( X \subset \mathbb{R} \), we will work exclusively with Lebesgue measure on the real line, and denote this measure by \( m \).

2.1. **Rank-One Transformations.**

As remarked earlier, rank-one transformations play a central role in ergodic theory and this concept is central to our paper. We proceed to provide the definition of rank-one that we will use.

**Definition 2.1.** A **column** of \( T \) is a finite ordered collection of subsets

\[
C_k = \{C_k(0), C_k(1), \ldots, C_k(h_k - 1)\}
\]

of \( X \) of finite measure such that \( T(C_k(i)) = C_k(i + 1) \) for \( 0 \leq i < h_k - 1 \). \( C_k(0) \) is called the **base** of the \( k \)th column, \( C_k(i) \) is the \( i \)-th **level** of the \( k \)th column, and \( h_k \) is the **height** of the \( k \)th column.

**Definition 2.2.** A transformation \( T \) is **rank-one** if there exists an an ordered collection of columns \( \{C_k\}_{k=1}^{\infty} \) and \( \{C_k(0), C_k(1), \ldots, C_k(h_k - 1)\} \) its levels, such that for every measurable set \( A \subset X \) with positive nonzero measure and every \( \varepsilon > 0 \) there exists \( N \neq 0 \) such that for every \( j \geq N \) there exists a set \( \hat{C}_j \), a union of some levels of \( C_j \), such that

\[
\mu(\hat{C}_j \triangle A) < \varepsilon.
\]
A very nice property of rank-one transformations is that they are isomorphic to transformations which can be explicitly constructed via the so-called cutting and stacking method. Famous examples of cutting and stacking transformations include the Chacón and Kakutani transformations. See [26] for a discussion of these and other examples.

The following follows from [4].

**Proposition 2.3.** All rank-one transformations have an isomorphic representation through cutting and stacking.

### 2.2. Weak Mixing.

**Definition 2.4.** Let $T$ be a nonsingular transformation. A number $\lambda \in \mathbb{C}$ is an $L^\infty$ eigenvalue of $T$ if there exists a nonzero a.e. function $f \in L^\infty$ such that

$$f(T(x)) = \lambda f(x) \text{ a.e.}$$

$f$ is called an eigenfunction of $T$. An eigenvalue $\lambda$ is a rational eigenvalue if there exists an $n \neq 0$ such that $\lambda^n = 1$. Otherwise, $\lambda$ is an irrational eigenvalue.

It can be shown that eigenvalues have modulus 1. Also, when $T$ is ergodic its eigenfunctions have constant modulus, so when the measure is finite the eigenfunctions are in $L^2$.

The following is well known (see e.g. [26] for the outline of an argument that also works in the nonsingular case).

**Proposition 2.5.** An ergodic transformation $T$ is totally ergodic if and only if it has no rational eigenvalues other than 1.

**Definition 2.6.** Let $T$ be a nonsingular transformation. We say $T$ is weakly mixing if all eigenfunctions for $T$ are constant a.e.. This is equivalent to $T$ being ergodic and having 1 as its only eigenvalue.

In the finite measure-preserving case there are several equivalent characterizations of weak mixing (see e.g., [23, 26]). In the infinite measure-preserving and nonsingular cases the situation is quite different and the reader may refer to [3,16]. A weakly mixing transformation is totally ergodic.

### 2.3. Diophantine Approximations.

As is well known, every irrational number $\alpha$ can be uniquely described as a continued fraction $[a_0; a_1, a_2, ...]$ where the $a_k$ are called the coefficients of the continued fraction. The rational numbers $p_k/q_k := [a_0; a_1, ..., a_{k-1}]$ are called the convergents for $\alpha$. The sequence of convergents provides a best Diophantine approximation of $\alpha$ by rational numbers. We can express the convergents in terms of the coefficients by the following recursive formulas, for $k \geq 2$,

\begin{align*}
  p_k &= a_{k-1}p_{k-1} + p_{k-2}, \quad p_0 = 1, p_1 = a_0 \\
  q_k &= a_{k-1}q_{k-1} + q_{k-2}, \quad q_0 = 0, q_1 = 1.
\end{align*}

(2.1)

**Proposition 2.7.** For each $n \geq 1$, if $p_n/q_n > \alpha$, then $p_{n+1}/q_{n+1} < \alpha$ and if $p_n/q_n < \alpha$, then $p_{n+1}/q_{n+1} > \alpha$.

**Definition 2.8.** An irrational number $\alpha$ is badly approximable if its continued fraction coefficients $(a_k)$ are bounded. Numbers that are not badly approximable are called well approximable.
Proposition 2.9. The set of badly approximable numbers has measure zero.

Definition 2.10. An irrational \( \alpha \) is of \textbf{golden type} if there exists an \( n \), such that for all \( k \geq n \), \( a_k = 1 \).

The golden ratio is of golden type. Observe that the set of golden type numbers is a countable subset of the badly approximable numbers.

Lemma 2.11. Suppose \( \alpha \) is an irrational number. Let \( \left( \frac{p_k}{q_k} \right) \) be its continued fraction convergents, and define \( \varepsilon_k := \left| \alpha - \frac{p_k}{q_k} \right| \). Then

\[
\sum_{k=1}^{\infty} \varepsilon_k q_{k+1} < \infty.
\]

Proof. By Proposition 2.7 the fractions \( \left( \frac{p_k}{q_k} \right) \) alternate being greater and less than \( \alpha \). Thus, we have

\[
\varepsilon_k = \left| \alpha - \frac{p_k}{q_k} \right| < \left| \frac{p_{k+1}q_k - p_kq_{k+1}}{q_{k+1}q_k} \right| = \frac{1}{q_kq_{k+1}}
\]

by properties of continued fractions. Therefore, \( \sum \varepsilon_k q_{k+1} \leq \sum \frac{1}{q_k} < \infty \) since the \( q_k \) grow exponentially.

3. Survey of results

Our central result can be summarized in the following theorem.

Theorem 3.1. Suppose \( \alpha \) is an irrational number that is not of golden type. Then we explicitly construct a rank-one transformation \( T_\alpha \) on a Borel set \( X_\alpha \) in \( \mathbb{R} \) with the following properties.

1. There is an \( L^\infty \) eigenfunction \( f_\alpha \) with eigenvalue \( e^{2\pi i \alpha} \). Hence, \( T_\alpha \) is not weakly mixing.
2. The eigenfunction is injective almost everywhere.
3. \( T_\alpha \) is totally ergodic.
4. If \( X_\alpha \) has infinite measure and \( \alpha \) is badly approximable, then every probability preserving factor of \( T_\alpha \) is weakly mixing.
5. \( T_\alpha \) is nonrigid for badly approximable numbers, and rigid otherwise.

Moreover, there exist uncountably many \( \alpha \) so that \( X_\alpha \) has finite measure, but for Lebesgue almost every irrational \( \alpha \), \( X_\alpha \) is an infinite measure subset of \( \mathbb{R} \). Thus we obtain a type II\( _\infty \) transformation with properties (1)-(3).
The proof of this theorem is subdivided as follows: in Section 4, we construct our transformation and an eigenfunction. Section 5 characterizes when $X_\alpha$ will have infinite measure and when it will not, and shows that the former occurs for almost every $\alpha$. Total ergodicity is proven in Section 6. Injectivity of $f_\alpha$ is proven in Section 8, and probability preserving factors are considered in Section 9. Rigidity questions are taken up in 10.

Notice that injectivity of $f_\alpha$ and Blackwell’s theorem tell us that $f_\alpha^{-1}(\mathcal{B}(S^1)) = \mathcal{B}(X_\alpha)$. As such, $\nu = m \circ f_\alpha^{-1}$ is a measure on $S^1$. Moreover, letting $S_0 = \bigcap_{n \in \mathbb{Z}} R_\alpha^n f_\alpha(X_\alpha)$, $X_0 = f_\alpha^{-1}(S_0)$,

then $\nu(S^1 \setminus S_0) = 0 = m(X_\alpha \setminus X_0)$, $f_\alpha$ maps $X_0$ bijectively onto $S_0$, and $f_\alpha(T_\alpha x) = e^{2\pi i \alpha} f_\alpha(x) = R_\alpha(f(x))$. Thus, $f$ is an isomorphism between the dynamical systems $(X_\alpha, m, T_\alpha)$ and $(S^1, \nu, R_\alpha)$.

In other words, letting $\sigma$ be the standard measure on the circle and $\alpha$ be such that $X_\alpha$ has finite measure, then by unique ergodicity of $(S^1, \sigma, R_\alpha)$, $\nu$ is equal to $\sigma$ up to a constant multiple, and thus we have explicitly constructed a cutting and stacking representation for an irrational rotation. If $X_\alpha$ has infinite measure, we have obtained an infinite-measure preserving dynamical system $(S^1, \nu, R_\alpha)$ that shares many of the properties of $(S^1, \sigma, R_\alpha)$; namely, it is not weakly mixing, it is totally ergodic, it has $e^{2\pi i \alpha}$ as eigenvalues and $e_n : z \mapsto z^n$ as eigenfunctions for all $n \in \mathbb{Z}$.

We are interested in understanding what other properties of the rotation with Lebesgue measure carry over to $(S^1, \nu, R_\alpha)$ when $\nu$ is infinite. In section 7, we prove that for badly approximable $\alpha$, $T_\alpha$ has only $e^{2\pi i \alpha}$ as eigenvalues, and thus the same can be said about the associated dynamical system on the circle. Whether this is true of $T_\alpha$ for $\alpha$ that are not badly approximable remains open. Using these properties of $T_\alpha$, we show in Section 9 that if $X_\alpha$ has infinite measure and if $\alpha$ is badly approximable, every probability preserving factor of $T_\alpha$ is weakly mixing. This implies that every nontrivial probability preserving factor of $X_\alpha$ does not have discrete spectrum, thereby providing a solution to Problem 5.5 of [16].

Another property that we analyze is rigidity. In section 10, we show that $T_\alpha$ is rigid if and only if $\alpha$ is not badly approximable. Hence, for badly approximable $\alpha$, the system $(S^1, \nu, R_\alpha)$ differs in an important qualitative way to rotation with Lebesgue measure, even though both systems share many other properties, including having the same eigenvalues and eigenfunctions.

Finally, Section 11 extends our construction to the case of type $III_\lambda$ nonsingular transformations.

4. The construction

Given an irrational $\alpha$ that is not of golden type, we construct a rank-one transformation $T_\alpha$ with $e^{2\pi i \alpha}$ as an eigenvalue using the cutting and stacking procedure. $T_\alpha$ will be defined on subsets of $\mathbb{R}$ with Lebesgue measure $m$. As mentioned in the introduction this is based
on and extends del Junco’s construction [8]. For the remainder of the paper we assume \( \alpha \) is an irrational number that is not of golden type.

Recall that \((a_k)\) and \((\frac{p_k}{q_k})\) are the coefficients and convergents of the continued fraction expansion of \( \alpha \). We have by formulas 2.1 that \( q_{k-1} = q_{k+1} - q_k a_k \), and \( q_1 = 1 \). We start with column \( C_1 \subset \mathbb{R} \) of height \( q_1 = 1 \). From here on out, until specified otherwise, all of our intervals will be half open intervals: closed on the right and open on the left. For our purposes, it does not matter exactly what interval is in \( C_1 \) is, however, for convenience we take it to be the unit interval. Also, for notational convenience we let \( C_k \) denote both the column and the union of the levels in the column, and it should be clear from the context which definition is meant. Suppose that the column \( C_k \) with height \( q_k \) has been constructed. Then we construct \( C_{k+1} \) to have height \( q_{k+1} \) as follows: We cut \( C_k \) into \( a_k \) sub-columns of equal width and stack these above each other into a single column. We then add \( q_{k+1} - q_k a_k = q_{k-1} \) additional levels on top so that the final height is \( q_{k+1} \) (see Figure 1). These additional levels, also called “spacers”, are taken from \( \mathbb{R} \setminus C_k \). Let \( X \) be the union of all the columns. Notice that, setting \( \mu_k := m(C_k) \), we have

\[
\mu_{k+1} = \frac{q_{k-1}}{a_k q_k} \mu_k + \mu_k,
\]

and hence

\[(4.1)
\]

\[
m(X) = \mu_1 \prod_{k=2}^{\infty} \left( \frac{q_{k-1}}{a_k q_k} + 1 \right).
\]

Depending on the \((q_k)\), we may end up with a finite or an infinite measure space \( X \). A necessary and sufficient condition for 4.1 to converge is that \( \sum_{k=1}^{\infty} \frac{q_{k-1}}{a_k q_k} \) converges. Let \( T_\alpha : X \to X \) be the rank-one transformation defined by the above cutting and stacking procedure. We now see why it is necessary that \( \alpha \) not be of golden type. (In that case, \( a_k = 1 \) for \( k \) large enough, and we would no longer be cutting our columns. \( T_\alpha \) would not be rank-one; in fact, it is not even surjective on \( X \).)

We will now construct an eigenfunction \( f \in L^\infty(X) \) for \( T_\alpha \) with \( \lambda = e^{2 \pi i \alpha} \) as an eigenvalue. First define functions \( g_k : X \to \mathbb{C} \) by setting \( g_k = \lambda^n \) on the \( n \)th level of \( C_k \) and \( g_k = 0 \) on \( X \setminus C_k \). Now define \( f_k \) by setting \( f_k = g_k \) on \( C_k \), and \( f_k = g_j \) on \( C_j \setminus C_{j-1} \) for all \( j \geq k + 1 \). Then the \( f_k \) are defined on all of \( X \) and are clearly in \( L^\infty \). We would now like to show that the \( f_k \) converge under the \( L^\infty \) norm to an \( f \in L^\infty(X) \). To do so, we bound \( |f_{k+1} - f_k| \). For this, note that on \( X \setminus C_k \), \( f_k = f_{k+1} \), and so we need to worry only about the difference on \( C_k \). \( C_{k+1} \) is built by cutting the levels of \( C_k \) into \( a_k \) columns of equal size, and so we will let \( C_j^k(n) \) denote the \( n \)th level in the \( j \)th new column created by cutting \( C_k \) in this fashion, where \( 0 \leq j \leq a_k - 1 \). Observe that on \( C_j^k(n) \), \( f_{k+1} = \lambda^j a_k^n \), and \( f_k = \lambda^n \), giving that for each \( 0 \leq j \leq a_k - 1 \),

\[
|f_{k+1} - f_k| = |\lambda^n (\lambda^j a_k^n - 1)|
= |\lambda^j a_k^n - 1|
= |e^{2 \pi i (\kappa \pm \frac{\pi}{\alpha}) j a_k} - 1|
\leq 2 \pi \varepsilon_k j a_k q_k \quad \text{on } C_j^k(n)
< 2 \pi \varepsilon_k a_k q_k \quad \text{on } C_k(n) \text{ since } j < a_k.
\]
This tells us that \( \|f_{k+1} - f_k\|_\infty < 2\pi \varepsilon_k a_k q_k \leq 2\pi \varepsilon_k q_{k+1} \) since \( a_k q_k = \lfloor q_{k+1}/q_k \rfloor q_k \leq q_{k+1} \). Therefore, by Lemma 2.11,

\[
\sum_{k=0}^{\infty} \|f_{k+1} - f_k\|_\infty < \infty,
\]

making \((f_k)\) a Cauchy sequence. We let \( f = \lim_{k \to \infty} f_k \). Now we confirm that \( \lambda \) is an eigenvalue of \( f \). Given \( x \in X \), we can find some column \( C_K \) so that \( x \in C_K \) and the level containing \( x \) is not the top level of \( C_K \). Then for all \( k \geq K \) we have that \( f_k(T_\alpha(x)) = \lambda f_k(x) \).

Then

\[
f(T_\alpha(x)) = \lim_{k \to \infty} f_k(T_\alpha(x)) = \lambda \lim_{k \to \infty} f_k(x) = \lambda f(x).
\]

Thus, we have that \( f \) is indeed an eigenfunction with \( \alpha \) as an eigenvalue for the transformation \( T_\alpha \).

**Remark 4.1.** If \( X \) has finite measure, then \( L^\infty(X) \subset L^2(X) \) and \((f_k)\) converges in the \( L^2 \) norm as well; hence the above procedure constructs an eigenfunction in the appropriate function space.

**Remark 4.2.** In the case when \( X \) has finite measure our construction is in fact a special case of del Junco’s construction in [8]. However, in our case, by Lemma 6.2, \( T_\alpha \) is always totally ergodic, but in general del Junco’s construction need not be. Therefore there exist del Junco constructions as in [8] which cannot be isomorphic to an irrational rotation.

5. Measure of \( X_\alpha \)

We now classify irrational numbers based on whether \( X_\alpha \) as constructed in Section 4 will have finite or infinite measure. This is the same as asking whether the total measure of the spacers added is finite or infinite.
Theorem 5.1. The transformation $T_\alpha$ is an infinite measure-preserving transformation if and only if $\sum_{k=2}^{\infty} \frac{1}{a_k a_{k-1}} = \infty$.

Proof. We know by equation 4.1 that $T_\alpha$ is an infinite measure transformation if and only if $\sum_{k=1}^{\infty} \frac{q_k-1}{q_k} = \infty$. By formulas 2.1,

$$a_k \leq a_{k-1} < q_k = a_{k-1} q_k - 1 + q_k - 2 < 2a_{k-1} q_k - 1$$

Therefore,

$$\sum_{k=2}^{\infty} \frac{1}{2a_k a_{k-1}} = \sum_{k=2}^{\infty} \frac{q_k-1}{a_k (2a_{k-1} q_k - 1)}$$

$$\leq \sum_{k=2}^{\infty} \frac{q_k-1}{a_{k-1} q_k}$$

$$\leq \sum_{k=2}^{\infty} \frac{q_k-1}{a_k (a_{k-1} q_k - 1)}$$

$$= \sum_{k=2}^{\infty} \frac{1}{a_k a_{k-1}}.$$ 

Then $\sum_{k=2}^{\infty} \frac{q_k-1}{a_k a_{k-1}}$ diverges if and only if $\sum_{k=2}^{\infty} \frac{1}{a_k a_{k-1}}$ diverges, and so we are done. \qed

Since badly approximable numbers are precisely the irrational numbers with bounded coefficients $a_k$, it is clear that for a badly approximable $\alpha$, $\sum_{k=2}^{\infty} \frac{1}{a_k a_{k-1}}$ diverges, and $T_\alpha$ will be an infinite measure-preserving transformation. On the other hand, an example of irrationals such that the sum converges are any numbers whose continued fraction coefficients $(a_k)$ are strictly increasing. A specific example is the number $\alpha$ with continued fraction coefficients $[0; 1, 2, 3, 4...] = I_1(2)/I_0(2)$, where $I_1, I_0$ are the modified Bessel functions of the first kind. In that case, $T_\alpha$ will act on a finite measure space.

Corollary 5.2. There are uncountably many $\alpha$ for which $X_\alpha$ has finite measure.

Proof. Letting $a_k$ equal to $2^k$ or $2^k + 1$, we find that there are uncountably many sequences $(a_k)$ such that

$$\sum_k \frac{1}{a_k a_{k-1}} < \infty.$$ 

Each sequence $(a_k)$ defines a unique irrational number, so there are uncountably many irrational numbers $\alpha$ such that $X_\alpha$ has finite measure. \qed

Now we address the question of the measure of the set of all irrational numbers such that $\sum_{k=2}^{\infty} \frac{1}{a_k a_{k-1}}$ converges. We use a corollary of the famous theorem due to Gauss and Kuzmin to answer this question. We will first want to compute the probability that for $\alpha \in \mathbb{R}$ the $k$th continued fraction coefficient $a_k$ of $\alpha$ equals $n$. Without loss of generality we will assume for the remainder of this section that $\alpha \in [0, 1)$. This is because the continued fraction expansion of $\alpha$ is identical the continued fraction expansion of $\alpha \mod 1$ with the exception of the first coefficient. We can consider the standard Lebesgue measure on $[0, 1)$, then the $k$th continued fraction coefficient $a_k(\alpha)$ is a well defined random variable.
**Theorem 5.3** (Gauss-Kuzmin). Let $P(a_k(\alpha) = n)$ be the probability that the $k$th continued fraction coefficient $a_k$ of $\alpha$ equals $n$. Then

$$\lim_{k \to \infty} P(a_k(\alpha) = n) = \log_2 \left(1 + \frac{1}{n(n+2)}\right).$$

The following corollary of the proof of the Gauss-Kuzmin theorem (see [21, Theorem 10.4.2]) shows that the probability that a coefficient takes on a certain value is dependent on the value of the previous coefficient.

**Corollary 5.4.**

$$\lim_{k \to \infty} P(a_k(\alpha) = n | a_{k-1}(\alpha) = n_1) = \frac{\log \left(1 + \frac{1}{[(n_2+1)n_1+1][(n_1+1)n_2+1]}\right)}{\log \left(1 + \frac{1}{n_1(n_1+2)}\right)}$$

(5.1)

By Theorem 5.3, we see that $P(a_k = 1) \to \log_2(\frac{3}{2}) \approx 0.4150$. We can similarly evaluate Corollary 5.1 to see that $P(a_k = 1 | a_{k-1} = 1) \to 0.3662$. Therefore the probability that a pair of consecutive coefficients $a_k, a_{k+1}$ both equal 1 approaches $0.4150 \cdot 0.3662$, as $k$ gets large.

Since this is a nonzero probability, such pairs will occur infinitely often in the continued fraction expansion of almost all $\alpha$, thus implying that $\sum_{k=0}^{\infty} \frac{1}{a_k a_{k-1}}$ diverges. Therefore, the answer to our question is that $T_\alpha$ has infinite measure for almost all $\alpha$.

6. $T_\alpha$ is totally ergodic

We show that $T_\alpha$ is totally ergodic, i.e., it has no rational eigenvalues.

**Lemma 6.1.** Let $T = T_\alpha$ be defined as in Section 4 for an irrational $\alpha$ and let $(\frac{p_k}{q_k})$ be the continued fraction convergents for $\alpha$. If $\lambda$ is an eigenvalue of $T$, then

$$\lim_{j \to \infty} \lambda^{q_j} = 1.$$

**Proof.** The proof we give works in a more general setting, i.e., suppose there exists $N_0$ so that for all $n > N_0$, for every level $I$ of $C_n$ at least $1/2$ (say) comes back under $h_n$: $\mu(T^{h_n} I \cap I) > 1/2 \mu(I)$. The argument we give shows that $\lim \lambda^{h_n} = 1$. Let now $f$ be an eigenfunction of $T$. Then $f \circ T = \lambda f$ for some $\lambda \in \mathbb{C}$ with $|\lambda| = 1$. For each $\varepsilon > 0$, there is some $c$ such that the set

$$A = \left\{ x : |f(x) - c| < \frac{\varepsilon}{2} \right\}$$

has positive measure. Then there is a level, that we may denote by $I_i$, on the $i$th column for which $\mu(A \cap I_i) > \frac{3}{4} \mu(I_i)$. Note that by the construction of $T$, for all sufficiently large $i$, at least $1/2$ of $I_i$ returns to itself under $T^{q_i}$: $\mu(T^{q_i} I_i \cap I_i) > 1/2 \mu(I_i)$. So there exists $x \in A$ such that $T^{q_i}(x) \in A$. Thus $\frac{\varepsilon}{2} > |f \circ T^{q_i}(x) - c| = |\lambda^{q_i} f(x) - c|$. By the triangle inequality, we have

$$|\lambda^{q_i} - 1| < \varepsilon.$$

Note that for that same $\varepsilon$, since $I_i$ is partitioned into several subinterval of equal measure, there is at least one subinterval that is more than $3/4$ full of $A$; this will be a level in $C_{i+1}$. Thus, we may conclude that for each $j \geq i$, we have

$$|\lambda^{q_j} - 1| < \varepsilon.$$
This shows that
\[ \lim_{j \to \infty} \lambda^{(j)} = 1. \]
□

The proof of the following lemma follows ideas in Turek [27]. Other conditions for total ergodicity for rank-one transformations are in [6,15].

**Lemma 6.2.** Let \( T \) be a rank-one transformation defined on a finite or infinite measure space. Suppose for every eigenvalue \( \lambda \), \( \lim_{j \to \infty} \lambda^{(j)} = 1 \). If there is a subsequence \((h_{n_j})\) of the column heights \((h_n)\) that are relatively prime, then \( T \) is totally ergodic.

**Proof (Turek).** We prove the contrapositive. Suppose \( T \) is not totally ergodic. Then \( T \) has a rational eigenvalue, call it \( \lambda \). Let \( k \) be the smallest positive integer such that \( \lambda^k = 1 \). Then \( h_n = b_n k + r_n \) for some \( b_n \) and \( 0 \leq r_n < k \). Since
\[
|1 - \lambda^{h_n}| = |1 - \lambda^{b_n k + r_n}| = |1 - \lambda^{r_n}|
\]
and \( \lim_{j \to \infty} \lambda^{(j)} = 1 \), it follows that \( \lim_{j \to \infty} \lambda^{r_j} = 1 \). Suppose that there existed a subsequence \((r_{n_j})\) such that \( r_{n_j} \neq 0 \). Then \( |1 - \lambda^{r_{n_j}}| \geq |\epsilon^{2\pi i/k} - 1| > 0 \), which would mean that \( \lim_{j \to \infty} \lambda^{r_j} \neq 1 \). Therefore no such subsequence can exist, so for all \( n \geq N \) for some \( N \), \( r_n = 0 \). Then \( h_n = b_n k \) for all \( n \geq N \) and \((h_N, h_{N+1}, \ldots) \geq k > 0 \).

□

**Theorem 6.3.** The transformation \( T_\alpha \) is totally ergodic.

**Proof.** Since \( q_{k+1} = a_k q_k + q_{k-1} \), we have \((q_k, q_{k+1}) = 1 \) for all \( k \). Then, we may apply Lemma 6.2 to complete the proof. □

7. **Uniqueness of Eigenvalues For Badly Approximable Numbers**

As in Lemma 6.2, we work with \([0,1) \mod 1\) instead of \( S^1 \). Let \( \alpha \) satisfy the conditions of Theorem 3.1, and \( T_\alpha \) be the transformation constructed in section 4 for \( \alpha \). Suppose \( \beta \) is a real number. Denote \( p_{k,\beta} = [q_k \beta] \), where \([\cdot]\) is the nearest integer function. Let \( \varepsilon_{k,\beta} = |p_{k,\beta} - q_k \beta| \). We say the **address of \( \beta \)** is the infinite string \( p_\beta = p_{1,\beta} p_{2,\beta} p_{3,\beta} \cdots \). We thus recast Lemma 6.1:

**Theorem 7.1.** If \( \lambda \) is an eigenvalue of \( T_\alpha \), then \( \varepsilon_{k,\lambda} \) converges to 0.

**Theorem 7.2.** Suppose \( \alpha \) is badly approximable. Then the only eigenvalues for \( T_\alpha \) are the integer multiples of \( \alpha \).

**Proof.** Let \( M \) be a strict upper bound on the continued fraction coefficients for \( \alpha \). By Theorem 7.1, there exists a \( K \) so that for each \( k \geq K \), we have \( \varepsilon_k < \frac{1}{4M} \). Choose \( \varepsilon = \frac{1}{4M} \). There exists a \( K \) such that for each \( k \geq K \), we have \( \varepsilon_k < \varepsilon < \frac{1}{4M} \). We see that \([p_\beta q_k - \varepsilon \frac{p_\beta}{q_k}, p_\beta \frac{q_k}{q_k} + \varepsilon \frac{q_k}{q_k}]\) contains \( \beta \), and since \( \varepsilon_{k+1} < \varepsilon \), by the triangle inequality, we have
\[
\left| \frac{p_{k,\beta}}{q_k} - \frac{p_{k+1,\beta}}{q_{k+1}} \right| \leq \left| \frac{p_{k,\beta}}{q_k} - \frac{p_{k+1,\beta}}{q_{k+1}} \right| + \left| \frac{p_{k+1,\beta}}{q_{k+1}} - \beta \right| \leq \frac{\varepsilon_k}{q_k} + \frac{\varepsilon_{k+1}}{q_{k+1}} < \frac{2\varepsilon}{q_k}.
\]

Thus, \((\frac{p_\beta q_k}{q_k} - 2\varepsilon \frac{p_\beta}{q_k}, \frac{p_\beta q_k}{q_k} + 2\varepsilon \frac{q_k}{q_k})\) contains exactly one rational point whose denominator divides \( q_{k+1} \) (in reduced form). By properties of continued fractions, we have
\[
\left| \frac{np_k}{q_k} - \frac{np_{k+1}}{q_{k+1}} \right| = \frac{|n|}{q_k q_{k+1}}
\]
Now choose \( n \) such that \( |n| \leq \frac{q_k}{2} \) and \( np_k \equiv p_{k,\beta} \mod q_k \). Since each ball of radius \( \frac{1}{2q_{k+1}} \) contains at most one rational point of denominator dividing \( q_{k+1} \), and \( \frac{n}{q_kq_{k+1}} \leq \frac{1}{2q_{k+1}} \), the ball centered on \( \frac{p_{k,\beta}}{q_k} \) with radius \( \frac{1}{2q_{k+1}} \) has precisely one rational point of denominator dividing \( q_{k+1} \). If \( |n| = \frac{q_k}{2} \), the point \( \frac{np_{k+1}}{q_{k+1}} \) is on the boundary of the ball \( B(2q_{k+1})^{-1}(\frac{np_k}{q_k}) \), and

\[
\left| \frac{np_{k+1}}{q_{k+1}} \right| \left( \mod 1 \right) - \frac{p_{k+1,\beta}}{q_{k+1}} < \frac{1}{q_{k+1}}.
\]

But this is a contradiction. Thus, \( |n| < \frac{q_k}{2} \), so \( \frac{np_{k+1}}{q_{k+1}} \left( \mod 1 \right) = \frac{p_{k+1,\beta}}{q_{k+1}} \).

Suppose \( r > k \) and for each \( \ell \) such that \( r > \ell \geq k \), \( \frac{p_r,\beta}{q_r} = \frac{np_r}{q_r} \left( \mod 1 \right) \). Then since \( \varepsilon_r < \varepsilon \), \( \left( \frac{p_{r-1,\beta}}{q_{r-1}} - 2\frac{\varepsilon}{q_{r-1}}, \frac{p_{r-1,\beta}}{q_{r-1}} + 2\frac{\varepsilon}{q_{r-1}} \right) \) contains exactly one rational point with denominator dividing \( q_r \). Since \( p_{r-1,\beta} = np_{r-1} \left( \mod q_{r-1} \right) \), \( \frac{1}{2q_r} > \frac{1}{2Mq_{r-1}} \), and \( B(2q_r)^{-1}(\frac{p_{r-1,\beta}}{q_{r-1}}) \) contains at most one rational point with denominator dividing \( q_r \), that ball must contain one rational point. That rational point must be \( \frac{np_r}{q_r} = \frac{p_r,\beta}{q_r} \left( \mod 1 \right) \). By induction, for each \( s > k \), we have \( \frac{np_s}{q_s} = \frac{p_s,\beta}{q_s} \left( \mod 1 \right) \). Since \( \frac{np_s}{q_s} \left( \mod 1 \right) \) converges to \( n\alpha \left( \mod 1 \right) \) and \( \frac{p_s,\beta}{q_s} \) converges to \( \beta \), we have \( n\alpha = \beta \left( \mod 1 \right) \).

8. Injectivity of Eigenfunction

In this section, we will establish the following result:

**Theorem 8.1.** For each \( \alpha \), let \( f_\alpha \) correspond to the eigenfunction with eigenvalue \( \alpha \). Then \( f_\alpha \) is injective almost everywhere.

Let \( \zeta_k = |q_k\alpha - p_k| \), where \( (\frac{p_k}{q_k}) \) are the continued fraction convergents of \( \alpha \). The following standard properties of continued fractions will be used to show that the eigenfunction \( f \) as constructed in section 4 is injective.

**Definition 8.2.** We say that a rational number \( \frac{p}{q} \) is a **best approximation** of an irrational number \( \alpha \) if for \( 0 < q' \leq q \), and \( p' \in \mathbb{Z} \), then

\[
|q\alpha - p| \leq |q'\alpha - p'|.
\]

**Proposition 8.3.** For a given irrational number \( \alpha \), the best approximations of \( \alpha \) are the continued fraction convergents \( (\frac{p_k}{q_k}) \).

**Corollary 8.4.** If \( p, q \) are integers so that \( 0 < q < q_k \), then \( |q\alpha - p| \geq \zeta_{k-1} \)

**Proof.** Suppose there is some \( q \) and \( p \) such that \( |q\alpha - p| < \zeta_{k-1} \) and \( q_{k-1} < q < q_k \). Let \( p \) and \( q \) be chosen so that \( q \) and \( p \) are minimal. Then \( \frac{p}{q} \) is a best approximation of \( \alpha \), but since \( q_{k-1} < q < q_k \), \( \frac{p}{q} \) is not a continued fraction convergent.

**Lemma 8.5.** For all \( k \geq 1 \), \( \zeta_{k-1} > a_k\zeta_k \).

**Proof.** First, observe that \( \zeta_{k+1} < \zeta_k \). This is true by the theory of continued fractions. In addition, if \( \frac{p_k}{q_k} > \alpha \) then \( \frac{p_k+1}{q_k+1} < \alpha \). Since \( q_{k+1} = a_kq_k + q_{k-1} \), we have...
\[-\zeta_{k+1} = -\alpha q_{k+1} + p_{k+1} \]
\[= -a_k q_k \alpha + a_k p_k - q_{k-1} \alpha + p_{k-1} \]
\[= a_k \zeta_k - \zeta_{k-1} \]
\[< 0.\]

This implies that \(a_k \zeta_k < \zeta_{k-1}\) as desired. If \(\frac{p_k}{q_k} < \alpha\), then
\[\zeta_{k+1} = -\alpha q_{k+1} + p_{k+1} \]
\[= -a_k q_k \alpha + a_k p_k - q_{k-1} \alpha + p_{k-1} \]
\[= -a_k \zeta_k + \zeta_{k-1} \]
\[> 0.\]

Hence \(a_k \zeta_k < \zeta_{k-1}\) as well. \(\square\)

**Remark 8.6.** The argument above shows that \(a_k \zeta_k + \zeta_{k+1} = \zeta_{k-1}\).

**Lemma 8.7.** For each positive integer \(\ell\),
\[
\sum_{i=\ell}^{\infty} (a_i - 1)\zeta_i = a_\ell \zeta_\ell - \sum_{i=\ell+2}^{\infty} \zeta_i.
\]

**Proof.** Rearranging the left hand side of the sum, we have
\[
\sum_{i=\ell}^{\infty} (a_i - 1)\zeta_i = a_\ell \zeta_\ell - \sum_{i=\ell}^{\infty} (\zeta_i - a_2 \zeta_2) \]
\[= a_\ell \zeta_\ell - \sum_{i=\ell+2}^{\infty} \zeta_i \]
by the previous remark. \(\square\)

**Proposition 8.8.** If \((z_k)\) is an integer sequence such that \(0 \leq |z_k| < a_k\), \(\forall k \in \mathbb{N}\) and
\[
\sum_{k=1}^{\infty} z_k \zeta_k = 0 \pmod{1},
\]
then \(z_k = 0\) for each \(k\).

**Proof.** Suppose not all \(z_k\) are 0. Let \(\ell\) be the smallest nonnegative integer for which \(z_\ell \neq 0\). Then
\[
\sum_{k=\ell}^{\infty} z_k \zeta_k \geq \zeta_\ell - \sum_{k=\ell+1}^{\infty} (a_k - 1)\zeta_k \]
\[= \sum_{k=\ell}^{\infty} (\zeta_k - a_{k+1} \zeta_{k+1}) \]
\[> 0,
\]
by Lemma 8.7. Furthermore, if \( a_k = 1 \), then \( z_k = 0 \) so we can assume that each \( a_k > 1 \) for \( k > 1 \), and we have

\[
\left| \sum_{i=\ell}^{\infty} z_k \zeta_k \right| \leq \sum_{k=1}^{\infty} (a_k - 1) \zeta_k
\]

\[
= a_1 \zeta_1 - \sum_{k=3}^{\infty} \zeta_k < a_1 \zeta_1 < 1
\]

since \( \zeta_1 = \alpha - a_0 < \frac{1}{a_1} \) where \([\cdot]\) is the greatest integer function. Hence \( z_k = 0 \) for each \( k \). \( \square \)

We are now ready to prove the main theorem of the section.

\textbf{Proof of Theorem 8.1.} If \( x \) is on column \( C_k \), let \( \ell_{k,x} \) be the level on which \( x \) lies. Let column \( k_x \) be the first column that contains \( x \) and \( m_i,x \) represent the \( m_{i,x} \)th portion of the \( \ell_{i,x} \)th level that contains \( x \). From careful inspection of the proof of theorem 3.1, we see that the quantity

\[
\exp \left( 2\pi i \alpha \left( \ell_{k,x} + \sum_{i=k_x}^{N} m_{i,x} q_i \right) \right)
\]

converges to \( f_\alpha(x) \) as \( N \) gets large. Suppose \( f_\alpha(x) = f_\alpha(y) \). Without a loss of generality, let \( k_x \geq k_y \). As above, we assume that \( a_k \neq 1 \) for each \( k \), because otherwise, \( m_{i,x} = 0 \). Then

\[
\lim_{N \to \infty} \exp \left( 2\pi i \alpha \left( \ell_{k,x} + \sum_{i=k_x}^{N} m_{i,x} q_i \right) \right) = \lim_{N \to \infty} \exp \left( 2\pi i \alpha \left( \ell_{k,y} + \sum_{i=k_y}^{N} m_{i,y} q_i \right) \right)
\]

which gives

\[
\lim_{N \to \infty} \exp \left( 2\pi i \alpha \left( \ell_{k,x} - \ell_{k,y} - \sum_{i=k_y}^{k_x-1} m_{i,y} q_i + \sum_{i=k_x}^{N} (m_{i,x} - m_{i,y}) q_i \right) \right) = 1
\]

and hence

\[
(\ell_{k,x} - \ell_{k,y})\alpha - \sum_{i=k_y}^{k_x-1} (-1)^{i+1} m_{i,y} \zeta_i + \sum_{i=k_x}^{\infty} (-1)^{i+1} (m_{i,x} - m_{i,y}) \zeta_i \equiv 0 \pmod{1}.
\]

Note that the \((-1)^i\) are present because of Proposition 2.7. Let

\[
C = \ell_{k,x} - \ell_{k,y} - \sum_{i=k_y}^{k_x-1} m_{i,y} q_i.
\]

First, we claim that if \( C = 0 \), then \( x = y \). To prove this, if \( C = 0 \), then \( \ell_{k,x} = \ell_{k,y} \), because if \( k_x > k_y \), then \( y \not\in C \setminus C \) and \( x \in C \setminus C_y \). But that means that \( \ell_{k,x} \neq \ell_{k,y} \) since level \( \ell_{k,x} \) in column \( C_k \) are all spacers but \( \ell_{k,y} \) is not a spacer. Hence \( k_x = k_y \). Since \( m_{e,x} \) and \( m_{e,y} \) are less than \( a_e \), we must have \( |m_{e,x} - m_{e,y}| < a_e \) for all \( e \geq k_x \). By the previous proposition, this must mean that \( m_{e,x} = m_{e,y} \) for each nonnegative integer \( e \geq k_x \). This must imply that \( x = y \) since if \( x \neq y \), let \( z \) be an integer such that \( \frac{1}{q_z} < |x - y| \). Then on column \( C_z \), \( x \) and \( y \) must be on different levels. But \( \ell_{z,x} = \ell_{z,y} \), a contradiction.
Next, we claim that if $C \neq 0$, then $|C| \leq q_{k_x} - 1$ and therefore $C \alpha \pmod{1} \geq \zeta_{k_x-1}$.

To prove this, first, note that

$$a_{k_x-1}q_{k_x-1} \leq \ell_{k_x,x} < q_{k_x},$$

$$a_{k_y-1}q_{k_y-1} \leq \ell_{k_y,y} < q_{k_y}.$$ 

In addition, by Formula 2.1,

$$0 \leq \ell_{k_y,y} + \sum_{i=k_y}^{k_x-1} m_{i,y}q_i$$

$$\leq q_{k_y} - 1 + \sum_{i=k_y}^{k_x-1} (a_i - 1)q_i$$

$$= q_{k_y} - 1 + a_{k_x-1}q_{k_x-1} - q_{k_y} - \left( \sum_{i=k_y}^{k_x-2} (a_i q_i - q_{i+1}) \right)$$

$$= q_{k_y} - 1 + a_{k_x-1}q_{k_x-1} - q_{k_y} - \left( \sum_{i=k_y}^{k_x-3} q_i \right)$$

$$< q_{k_y} + a_{k_x-1}q_{k_x-1} - 1.$$ 

Hence, $|C| \leq q_{k_y} - 1$ or $|C| \leq q_{k_x} - 1$. In either case, $|C| \leq q_{k_x} - 1$. By Corollary 8.4, $C \alpha \pmod{1} \geq \zeta_{k_x-1}$.

Next, notice that if $C \neq 0$, then $\zeta_{k_x} < \frac{1}{2}$. Indeed, if $a_1 = 1$, then $k_x > 2$ since $C$ is nonzero. As a result, $\zeta_{k_x-1} < \frac{1}{q_{k_x}} = \frac{1}{a_{k_x-1}q_{k_x-1} + q_{k_x-2}} \leq \frac{1}{2}$. Otherwise,

$$\zeta_{k_x-1} < \frac{1}{q_{k_x}} = \frac{1}{a_{k_x-1}q_{k_x-1} + q_{k_x-2}} \leq \frac{1}{2q_{k_x-1} + q_{k_x-2}} < \frac{1}{2}.$$ 

Finally, if $C \neq 0$, then $C \alpha \pmod{1} \geq \zeta_{k_x}$ since for all $m$, $|q_m \alpha - p_m| \leq |q \alpha - p|$ for $|q| \leq q_m$ and $p \in \mathbb{Z}$ (these are properties of continued fractions). But by Lemma 8.7,

$$\sum_{i=k_x}^{\infty} (-1)^{i+1}(m_{i,x} - m_{i,y})\zeta_i \leq \sum_{i=k_x}^{\infty} (a_i - 1)\zeta_i$$

$$= a_{k_x} \zeta_{k_x} - \sum_{i=k_x+2}^{\infty} \zeta_i$$

$$< a_{k_x} \zeta_{k_x}$$

$$< \zeta_{k_x-1}$$

$$\leq |C \alpha \pmod{1}|.$$ 

Thus,

$$|C \alpha \pmod{1} - \sum_{i=k_x}^{\infty} (-1)^{i+1}(m_{i,x} - m_{i,y})\zeta_i| > 0.$$
Now choose a suitable equivalence class for $C\alpha$ so that $|C\alpha \mod 1| < \frac{1}{2}$. Note that regardless of the equivalence class chosen, $|C\alpha \mod 1| \geq \zeta_{k_x-1}$, so the above argument still holds for this equivalence class. We get

$$\left| C\alpha \mod 1 - \sum_{i=k_x}^{\infty} (-1)^{i+1}(m_{i,x} - m_{i,y})\zeta_i \right| < \frac{1}{2} + \zeta_{k_x-1} < \frac{1}{2} + \frac{1}{2} = 1$$

by our work above. Hence,

$$C\alpha \mod 1 - \sum_{i=k_x}^{\infty} (-1)^{i+1}(m_{i,x} - m_{i,y})\zeta_i \neq 0 \mod 1.$$

This is a contradiction, and so $x = y$. This completes the proof that $f_\alpha$ is injective. \qed

Remark 8.9. The best approximation property of continued fractions is crucial to our argument that the eigenfunction is injective almost everywhere.

Corollary 8.10. We have the following: $f_{\alpha}^{-1}(\mathcal{B}(S^1)) = \mathcal{B}(X)$.

Proof. The sets $G = \{f_{\alpha}^{-1}(I) : I \text{ is an interval with rational endpoints}\}$ generates $f_{\alpha}^{-1}(\mathcal{B}(S^1))$. Since $f_{\alpha}$ is injective, $G$ separates points so by Blackwell’s theorem, it generates $\mathcal{B}(X)$. \qed

Corollary 8.11. If $(X_\alpha, \mu)$ has infinite measure, then the pushforward measure $f_{\alpha_*}\mu$ is an infinite invariant measure for rotation by $\alpha$ and is mutually singular with respect to Lebesgue measure $m$ on $S^1$

Proof. As $f_{\alpha}$ is an isomorphism, $f_{\alpha_*}\mu$ is a $\sigma$-finite infinite measure that is ergodic with respect to the irrational rotation by $\alpha$. It is well known (see e.g. [1]) that any $\sigma$-finite infinite $S$-ergodic measure is mutually singular with respect to any finite $S$-ergodic measure for an ergodic transformation $S$. Hence, $f_{\alpha_*}\mu$ is mutually singular with respect to $m$ Lebesgue measure. \qed

Remark 8.12. It is not the case that if $(X, T, \mu, S)$ is any infinite ergodic measure preserving system with an irrational eigenvalue $\alpha$ and eigenfunction $g$, that $g_*\mu$ is mutually singular with respect to Lebesgue measure $m$. An example of such a system is the product of any infinite measure preserving weakly mixing system and the irrational rotation by $\alpha$. This system is ergodic and has a factor to the irrational rotation by $\alpha$. The pushforward measure of that factor is a measure equivalent to the Lebesgue measure that takes the value of infinity for any positive Lebesgue measure sets and 0 for all Lebesgue measure zero sets.

Remark 8.13. There exist infinite $\sigma$-finite invariant measures for irrational rotations that are not ergodic. Let $R_\alpha$ be an irrational rotation. Then there exist infinite $\sigma$-finite nonatomic ergodic invariant measures $\mu_1$ and $\mu_2$ that are mutually singular [25]. Let $\mu_3 = \mu_1 + \mu_2$. Then $\mu_3$ is an infinite $\sigma$-finite nonatomic ergodic measure for $R_\alpha$. There is a measurable set $A$ such that $\mu_1(A) = 0$ and $\mu_2(A) > 0$. Let $A^* = \bigcup_{n=-\infty}^{\infty}R_\alpha^n(A)$. Then $A^*$ is $R_\alpha$ invariant but $\mu_3(A^*) > 0$ and $\mu_3(S^1 \setminus A^*) > 0$, so $(S^1, R_\alpha, \mu_3)$ is not ergodic, though it is conservative. This also shows that invariant infinite measures on $(S^1, R_\alpha)$ need not be rank-one.

9. Probability Preserving Factors of $T_\alpha$

We start with a discussion on the notion of factors. Let $(X, T, \mu, B)$ be a nonsingular dynamical system with $\mu$ a $\sigma$-finite, possibly infinite, measure. A factor algebra is a
equivalent to $\phi$.

A transformation $T$ is said to be **prime** if every factor algebra $F$ satisfies $F = \{\emptyset, X\}$ or $F = B$ (of course, all equalities are mod $\mu$), and it is **prime in the measure-preserving sense** [2] if every $\sigma$-finite factor algebra $F$ satisfies $F = \{\emptyset, X\}$ or $F = B$.

In [2], Aaronson and Nadkarni constructed a compact group rotation with an infinite invariant measure that is prime in the measure-preserving sense, but it has non-$\sigma$-finite factors. Aaronson notes in [1, 3.1] that the Hajian–Kakutani transformation also satisfies these properties (and we know it has non-$\sigma$-finite factors). An infinite measure-preserving transformation that is prime was constructed in Rudolph–Silva [24]; this transformation is not a group rotation as it is weakly mixing, in fact its Cartesian square is ergodic.

To work with possibly non-$\sigma$-finite factors of an infinite measure-preserving transformation we will consider a probability measure equivalent to the infinite invariant measure; with respect to this new equivalent probability measure the transformation will be nonsingular. Let $(X, T, \mu, B)$ be a nonsingular dynamical system with $\mu$ a probability measure. We say that $(Y, S, \nu, C)$ is a factor of $(X, T, \mu, B)$ (sometimes for emphasis we may call it a nonsingular factor) if there is a Borel map $\phi : X' \to Y'$ such that $\phi \circ T = S \circ \phi$ and $\nu$ is equivalent to $\phi_*\mu$, where $X' = X \setminus X_0$, $Y' = Y \setminus Y_0$ with $\mu(X_0) = \nu(Y_0) = 0$. It is clear that then $\phi^{-1}(C)$ is a factor algebra of $T$, and similarly one can show that factor algebras give rise to factors, see e.g., [1, 23]. When $(X, T, \mu, B)$ is infinite measure-preserving, its factors will be with respect to the nonsingular system obtained when we take a probability measure equivalent to $\mu$, and one can see that this is independent of what equivalent probability measure we choose. We will say $T$ has a probability preserving factor if there exists a probability preserving dynamical system $(Y, S, \nu, C)$ that is a (nonsingular) factor of $T$.

Aaronson and Nadkarni [2] write “At this time, we know very little about the factors of non-singular group rotations. For example, we do not know if a non-trivial ergodic non-singular group rotation can have weakly mixing factors, or alternatively, have no non-trivial factors.” In this section we construct a nonsingular measure on an irrational rotation that has no weakly mixing factors. In [16, Problem 5.5], Glasner and Weiss ask if a nonsingular system that does not admit nontrivial probability preserving factors with discrete spectrum is weakly mixing. Our example answers this in the negative. Finally, we recall a question from [2]: they note that if a finite measure-preserving transformation is not weakly mixing, that transformation is prime if and only it is a rotation on a prime number of points, and ask if this true in the nonsingular case. If we knew our example was prime it would answer this in the negative.

In this section, we will denote $\mu_\alpha$ as the measure for the transformation $T_\alpha$ we constructed. We now state the main theorem of this section.

**Theorem 9.1.** If $X_\alpha$ has infinite measure and $\alpha$ is badly approximable, then every probability preserving factor of $(X_\alpha, T_\alpha, \mu_\alpha, B)$ is weakly mixing.
We choose a probability measure $\mu$ equivalent to $\mu_\alpha$, and will consider the nonsingular system $(X, T_\alpha, \mu, B_\alpha)$. By Theorem 7.2, eigenfunctions of $T_\alpha$ are of the form $f^n_\alpha$. Since $(f_\alpha)_*\mu_\alpha$ is mutually singular to Lebesgue measure $m$, $(f_\alpha)_*\mu$ is mutually singular to $m$.

**Lemma 9.2.** Suppose $\phi : (X, T_\alpha, \mu, B) \to (Y, S, \nu, C)$ is a factor map with $\nu$ equivalent to $\phi_*\mu$. If $g$ is an eigenfunction of $S$ with irrational eigenvalue $\beta$, then $g \circ \phi$ is an eigenfunction of $(X, T_\alpha, \mu, B)$ and $\beta = \alpha^n$, $g \circ \phi = f^n$ for some $n$. Furthermore, if $(Y, S, \nu, C)$ is a probability preserving system, then $g_*\nu$ is equal to the Lebesgue measure $m$ and thus $g_*\phi_*\mu$ is equivalent to $m$.

**Proof.** We will first show that $g_*\nu$ is equal to the Lebesgue measure. Let $\lambda_1 = e^{2\pi i \beta}$. As $g(S) = \lambda_1 g$, it follows that for all Borel subsets $A$ of $S^1$, we have

$$g_*\nu(A) = \nu(g^{-1}(A)) = \nu(S^{-1}g^{-1}(A)) = \nu(g^{-1}(\lambda_1^{-1}A)) = g_*\nu((\lambda_1^{-1}A))$$

Here, we used the fact that

$$S^{-1}g^{-1}(A) = g^{-1}(\lambda_1^{-1}(A))$$

which comes from the fact that

$$S^{-1}(g^{-1}(A)) = \{x : g(S(x)) \in A\} = \{x : \lambda_1 g(x) \in A\} = \{x : g(x) \in \lambda_1^{-1}(A)\} = g^{-1}(\lambda_1^{-1}(A))$$

As $\lambda_1$ is irrational, the Lebesgue measure is the only probability measure on $S^1$ which is $\lambda_1$-invariant so $g_*\nu = m$. As $\nu$ is equivalent to $\phi_*\mu$, it follows that $g_*\nu$ is equivalent to $g_*\phi_*\nu$ so $g_*\phi_*\nu = (g \circ \phi)_*\nu$ is equivalent to $m$. Lastly, we see that

$$g \circ \phi \circ T = g \circ S \circ \phi = \lambda_1 g \circ \phi$$

and since $g$ is the composition of Borel-measurable maps, it follows that $g$ is Borel-measurable, so $g$ is an eigenfunction of $T_\alpha$ so $\beta = \alpha^n$ and $g \circ \phi = f^n$ for some integer $n$. □

Let $n : S^1 \to S^1$ denote the map $x \mapsto nx \ (\text{mod } 1)$.

**Lemma 9.3.** If $A$ is a Borel set, then $nA$ is also a Borel set.

**Proof.** Write $\mathbb{R}/\mathbb{Z} = [0, 1/n) \sqcup [1/n, 2/n) \sqcup \cdots \sqcup [(n-1)/n, 1)$. Let $A_i = A \cap [i/n, (i+1)/n)$. Note that

$$nA = \bigcup_i nA_i.$$ 

Next, note that $n : [i/n, (i+1)/n) \to [0, 1)$ is a homeomorphism. In particular, $n$ is the inverse of a Borel map from $[0, 1)$ to $[i/n, (i+1)/n)$. Hence $nA_i$ is Borel since Borel sets are preserved under preimages of Borel maps. Hence $nA$ is Borel. □

**Lemma 9.4.** Let $n$ be a nonzero integer. Then for $A$ a $m$-measurable set in $S^1$, $m(A) = 0 \iff m(nA) = 0$

**Proof.** Suppose $n > 0$. A similar argument works if $n < 0$. Write $\mathbb{R}/\mathbb{Z} = [0, 1/n) \sqcup [1/n, 2/n) \sqcup \cdots \sqcup [(n-1)/n, 1)$. Let $A_i = A \cap [i/n, (i+1)/n)$. Note that

$$nA = \bigcup_i nA_i.$$ 

If $m(A) = 0$, then $m(A_i) = 0$ and since for any subset $B$ of $[i/n, (i+1)/n)$, $m(nB) = nm(B)$, it follows that $m(nA_i) = 0$ as well so $m(nA) = 0$. Conversely, if $m(nA) = 0$, then $m(nA_i) = nm(A_i) = 0$, so $m(A) = 0$ for all $i$. □

**Lemma 9.5.** If $\eta$ is a Borel measure on $S^1$ that is mutually singular with respect to $m$, then $n_\ast \eta$ is not equivalent to $m$ for all integers $n$. 
Proof. This is evidently true if $n = 0$. Since $\eta$ is mutually singular with respect to $m$, there exists a Borel set $A \subset S^1$ such that $\eta(A) > 0$ and $m(A) = 0$. As $A$ is Borel, by Lemma 9.3, $nA$ is Borel, so $n^{-1}(nA)$ is Borel. In particular, $nA$ is $n_*\eta$-measurable. Since $n^{-1}(nA) \supset A$, it follows that $n_*\eta(nA) = \eta(n^n(A)) \geq \eta(A) > 0$. But by Lemma 9.4, $m(nA) = 0$. Hence, $n_*\eta$ is not equivalent to $m$.\[\]Proof of Theorem 9.1. By Lemma 9.2, to show that $(X, T_\alpha, \mu, \mathcal{B})$ has no non-weakly mixing factors, it suffices to show that $f^n\mu = n_*f^\mu$ is not equivalent to $m$ for all integers $n$. Since $f^\mu$ is mutually singular with respect to $m$, by Lemma 9.5, $n_*f^\mu$ is not equivalent to $m$ for all integers $n$. Hence, $(X, T_\alpha, \mu, \mathcal{B})$ has no probability preserving factors with nontrivial eigenfunctions, and hence all probability preserving factors of $T_\alpha$ are weakly mixing.\[\]

Corollary 9.6. The transformation $(X_\alpha, T_\alpha, \mu_\alpha, \mathcal{B})$ has no nontrivial probability preserving factors with discrete spectrum.

Proof. Any weakly mixing probability system has no eigenfunctions, and hence cannot have discrete spectrum unless it is trivial. Since all probability preserving factors of $(X_\alpha, T_\alpha, \mu_\alpha, \mathcal{B})$ are weakly mixing, it follows that $T_\alpha$ has no nontrivial probability preserving factors with discrete spectrum.\[\]

We know that $T_\alpha$ is not weakly mixing, but by Corollary 9.7, it does not admit probability preserving factors with discrete spectrum, thus answering Problem 5.5 in [16].

10. Rigidity

Definition 10.1. A measure-preserving transformation $T$ is rigid if there is a sequence $(n_k) \to \infty$ such that for all sets $A$ of finite measure

$$\lim_{k \to \infty} \mu(T^{n_k}(A) \Delta A) = 0.$$ 

Definition 10.2. A measure-preserving transformation $T$ is partially rigid if there is a sequence $(n_k) \to \infty$, and a constant $c > 0$ such that for all sets $A$ of finite measure

$$\liminf_{k \to \infty} \mu(T^{n_k}(A) \cap A) \geq c\mu(A).$$

In this case we say that $T$ has partial rigidity constant of at least $c$.

Definition 10.3. The centralizer of a transformation $(X, \mu, T)$ is the set

$$C(T) = \{S : X \to X \mid S \text{ is } \mu \text{ measure-preserving and } ST = TS \text{ a.e.}\}.$$ 

In the finite case, all irrational rotations are rigid with respect to the Lebesgue measure. It has been shown that all rigid transformations have an uncountable centralizer ( [20] for finite measure, and a similar argument works in infinite measure [14]). In this section, we explore the rigidity of $T_\alpha$.

Theorem 10.4. $T_\alpha$ is partially rigid, with a partial rigidity constant of at least $\frac{1}{2}$.

Proof. For convenience of notation we denote $T_\alpha$ by just $T$. Consider the modified sequence of heights $(q_k)$ that excludes all heights $q_n$ for $n$ such that $a_n = 1$. Since the levels of the columns generate $\mathcal{B}$ by the definition of rank-one, it is sufficient to show that for all levels $I$,

$$\lim_{k \to \infty} \mu(T^{q_k}(I) \cap I) \geq \frac{1}{2} \mu(I).$$
We have $T^{q_k}(C^j_k(n)) = C^{j+1}_k(n)$ for $0 \leq j < a_k - 1$. In other words, all sub-columns of $C_k$ except for the rightmost one end up shifting over one sub-column to the right. Then

$$
\mu(T^{q_k}(C_k(n)) \cap C_k(n)) \geq \frac{a_k - 1}{a_k} \mu(C_k(n)).
$$

Let $I$ be a level in $C_K$. Then for all $k \geq K$, $I$ is a union of levels in $C_k$. So for all $k \geq K$,

$$
(10.1) \quad \mu(T^{q_k}(I) \cap I) \geq \frac{a_k - 1}{a_k} \mu(I) \geq \frac{1}{2} \mu(I).
$$

\[ \square \]

**Theorem 10.5.** $T_\alpha$ is rigid if and only if the number of cuts $(a_k)$ is unbounded (i.e., $\alpha$ is well approximable).

**Proof.** By 10.1, $\mu(T^{q_k}(I) \cap I) \geq \frac{a_k - 1}{a_k} \mu(I)$. If $(a_k)$ is unbounded, there exists a subsequence $(a_{k_j})$ such that $a_{k_j} \to \infty$. Then $\lim_{j \to \infty} \frac{a_{k_j} - 1}{a_{k_j}} = 1$. So

$$
\lim_{j \to \infty} \mu(T^{q_{k_j}}(I) \cap I) = \mu(I),
$$

and $T$ is rigid.

On the other hand, suppose that the $a_k$ are bounded by some integer $M$ (i.e. $\alpha$ is badly approximable). Let $I$ be the base level of column $C_1$. We show that for all integers $p > 1$,

$$
\mu(T^p(I) \cap I^c) \geq \frac{1}{M^2} \mu(I),
$$

which will imply that $T$ is not rigid. Given an integer $p > 1$, consider column $C_k$ where $k$ is the integer such that $q_{k-1} < p \leq q_k$. Note that $C_k$ is composed of $a_{k-1}$ copies of $C_{k-1}$ and $q_{k-2}$ spacers on top. Since $I$ does not come from spacers, $I$ will be distributed equally among the $a_{k-1}$ copies as a union of levels of $C_k$. Furthermore, any consecutive stack of $q_{k-1}$ levels contained among these copies will also contain

$$
\frac{1}{a_{k-1}} \mu(I) \geq \frac{1}{M^2} \mu(I).
$$

We now cut $C_k$ into $a_k$ sub-columns. The rightmost sub-column, denoted by $C^{a_k-1}_k$, will contain $\frac{1}{a_k}$ of $I$. By the $n^{th}$ level of $C^{a_k-1}_k$ we mean $C^{a_k-1}_k(n)$. Let $S$ denote the $q_{k-2}$ top levels of $C^{a_k-1}_k$ along with the $q_{k-1}$ new spacers we will be adding on top of this sub-column (see Figure 2). Then $I \cap S = \emptyset$, since $S$ is entirely composed of spacers. Since $q_{k-1} < p \leq q_k$, $T^{-p}(S) \setminus S$ must include at least $q_{k-1}$ consecutive levels of $C^{a_k-1}_k$. Denote the union of these levels by $J$ (See Figure 2). Then $J$ contains at least $\frac{1}{a_k a_{k-1}} \mu(I)$. So under $T^p$ for all $p > 1$, at least

$$
\frac{1}{a_k a_{k-1}} \mu(I) \geq \frac{1}{M^2} \mu(I)
$$

of $I$ is sent to spacers and does not return ot $I$. Therefore, $T$ is not rigid. \[ \square \]
This means that we have constructed an invariant measure for an irrational rotation that is not rigid. On the other hand, if it is well approximable, it is rigid and it has an uncountable centralizer.

10.1. Observations and Questions:

• Does the centralizer of $T_\alpha$ contain $T_{\alpha'}$ for any other irrational $\alpha' \neq \alpha$? This would mean that the measure for $T_\alpha$ is equivalent to the measure for $T_{\alpha'}$.

• Let $\nu_\alpha = \mu \circ f^{-1}_\alpha$. Consider the system $(X, \nu_\alpha, R_\alpha)$ for a badly approximable $\alpha$. If $R_\frac{2}{\alpha}$ is nonsingular for $\nu_\alpha$ then one can show it is measure-preserving for $R_\alpha$, so it would be in the centralizer of $R_\alpha$. This would make $C(R_\alpha)$ non-trivial since $R_\frac{2}{\alpha}$ cannot be isomorphic to a power of $R_\alpha$. By Theorem 7.2, since $\alpha$ is badly approximable, the only eigenvalues for $(R_\alpha, \nu_\alpha)$ are $e^{2\pi in_\alpha}$ for $n \in \mathbb{Z}$, so that $e^{2\pi i\frac{2}{\alpha}}$ cannot be an eigenvalue. Similarly, $e^{2\pi i\frac{2}{\alpha}}$ cannot be an eigenvalue for $R_n\alpha$ for any $n \in \mathbb{N}$, since $R_n\alpha$ are factors of $R_\alpha$. However, $e^{2\pi i\frac{2}{\alpha}}$ is an eigenvalue for $R_\frac{2}{\alpha}$ for all measures. Therefore, it cannot be isomorphic to any power of $R_\alpha$.

• Given $\nu_\alpha$, is there a $\beta$ so that $R_\beta$ preserves $\nu_\alpha$?

11. Type III

We modify our construction to obtain nonsingular rank-one transformations with no equivalent $\sigma$-finite $T$-invariant measure. Here the levels in the columns are intervals but not necessarily of the same length; these transformations are conservative and ergodic [24]. Given a nonsingular transformation $T$, let $\omega_n = \frac{d\omega T^n}{d\mu}$ be the Radon-Nikodym derivative $T^n$.

Definition 11.1. Given $(X, \mu, T)$, a nonsingular, conservative ergodic, $\sigma$-finite system, the ratio set $r(T)$ is the set of nonnegative real numbers $t$ such that for all $\epsilon > 0$ and for all
measurable sets $A$ there exists $n > 0$ such that
\[ \mu(A \cap T^{-n}A \cap \{ x : \omega_n(x) \in B_\varepsilon(t) \}) > 0, \]
where $B_\varepsilon$ is an $\varepsilon$ neighborhood of $t$.

It is known that $r(T) \setminus \{0\}$ is a multiplicative subgroup of the positive real numbers, see e.g., [7]. If $r(T) \neq \{1\}$ then $T$ admits no equivalent, $\sigma$-finite $T$-invariant measure, and we say it is of type III. One can further classify all type III transformations based on their ratio set.

1. **Type III$\lambda$:** $r(T) = \{\lambda^n : n \in \mathbb{Z}\} \cup \{0\}$ for some $\lambda \in (0, 1)$.
2. **Type III$0$:** $r(T) = \{0, 1\}$
3. **Type III$1$:** $r(T) = [0, \infty)$

Note that this $\lambda$ is not the same as the $\lambda$ we used earlier to refer to our eigenvalue.

We show how to modify our construction $T_\alpha$ in various ways to make it each of these three types. While we do not include the proofs, other properties of these transformations similar to those for the infinite measure-preserving case can also be established.

11.1. **Type III$\lambda$.** First we modify our construction of $T_\alpha$ to obtain a type III$\lambda$ transformation for each $0 < \lambda < 1$. This will give us another proof of Keane’s result that there are infinitely many inequivalent, nonsingular measures for the rotation on the circle.

We fix an irrational $\alpha$ not of golden type, and let $a_k, q_k$ be defined as before. Next we choose some $\lambda \in (0, 1)$. Let $C_1$ be the unit interval. We will still be cutting each level of $C_k$ into $a_k$ pieces, and adding $q_{k-1}$ spacers. However, not all of the cuts will have equal width. Specifically, we want the proportions of lengths of different pieces to be $\lambda$. Consider any level $I$ of $C_k$. We cut $I$ into $\lceil \frac{a_k}{2} \rceil$ pieces of length $\frac{1}{\lceil \frac{a_k}{2} \rceil + \lambda \lfloor \frac{a_k}{2} \rfloor} \mu(I)$, and into $\lfloor \frac{a_k}{2} \rfloor$ pieces of smaller length $\frac{\lambda}{\lfloor \frac{a_k}{2} \rfloor + \lambda \lfloor \frac{a_k}{2} \rfloor} \mu(I)$ (See Figure 3). Note that for $a_k$ even, $\lceil \frac{a_k}{2} \rceil = \lfloor \frac{a_k}{2} \rfloor = \frac{a_k}{2}$, while for $a_k$ odd, $\lceil \frac{a_k}{2} \rceil = \frac{a_k + 1}{2}$ and $\lfloor \frac{a_k}{2} \rfloor = \frac{a_k - 1}{2}$.

![Figure 3](image)

Let all the spacers have the same length as the rightmost piece of the top level. Define $T_{\alpha,\lambda}$ so that when applied to a level, it acts as the unique affine map taking it to the level above. The Radon-Nikodym derivative $\frac{d\mu}{d\mu'}$ on a level is a measure of the contraction or expansion that takes place between it and the level above. It is clear that these derivatives are powers of $\lambda$.

The above proofs that $T_\alpha$ is totally ergodic (Theorem 6.3), and that the eigenfunction for $\lambda$ is injective (Theorem 8.1) still hold.

We now show that this modified construction is actually of type III$\lambda$.

**Theorem 11.2.** $T := T_{\alpha,\lambda}$ is of type III$\lambda$.

**Proof.** It is clear that $\omega_n(x) \in \{\lambda^n\}$. Therefore, the ratio set $r(T) \in \{\lambda^n\} \cup \{0\}$. So it is sufficient for us to show that $\lambda$ belongs to $r(T)$. Given a measurable set $A$, we want to find
a level sufficiently full of \( A \) so that at least one cut from the first \( \left\lfloor \frac{a_k}{2} \right\rfloor \) pieces and at least one cut from the second \( \left\lceil \frac{a_k}{2} \right\rceil \) pieces are both more than 1/2-full of \( A \). Denote these two cuts by \( I_1 \) and \( I_2 \) respectively. Then \( I_1 \) and \( I_2 \) will both be levels in \( C_{k+1} \), so that there exists some \( n \) such that \( T^n(I_1) = I_2 \). Then \( B = I_1 \cap A \cap T^{-1}(I_2 \cap A) \) has positive measure, and \( \omega_n(x) = \lambda \) for \( x \in B \). Therefore, \( \lambda \in r(T) \) as desired.

If we choose a level \( I \) that is at least \( \left\lceil \frac{a_k}{2} \right\rceil \) full of \( A \) then both the first \( \left\lfloor \frac{a_k}{2} \right\rfloor \) and the second \( \left\lceil \frac{a_k}{2} \right\rceil \) of the level will be at least 3/4-full of \( A \). This is because the first \( \left\lfloor \frac{a_k}{2} \right\rfloor \) of the level is always larger than the the second \( \left\lceil \frac{a_k}{2} \right\rceil \).

In the case where \( a_k \) is even, we end up with the first \( \frac{a_k}{2} \) pieces taking up \( \frac{1}{1+\lambda} \) of the level, and the second \( \frac{a_k}{2} \) of the pieces taking up \( \frac{\lambda}{1+\lambda} \) of the level. In the case where \( a_k \) is odd, we have that the first \( \frac{a_k+1}{2} \) pieces take up \( \frac{1}{1+(a_k+1)\lambda} \) of the level, and that the second \( \frac{a_k-1}{2} \) pieces take up \( \frac{(a_k-1)\lambda}{1+(a_k-1)\lambda} \) of the level. We can see that

\[
\max_{n \text{ odd} > 1} \frac{1}{1+(n-1)\lambda} = \frac{1}{1+\frac{1}{2}\lambda} > \frac{1}{1+\lambda},
\]

which occurs for \( n = 3 \).

Therefore, the first \( \left\lfloor \frac{a_k}{2} \right\rfloor \) cuts take up at most \( \frac{1}{1+\frac{1}{2}\lambda} \) of \( I \).

As a result, if we choose a level such that \( I \) is at least \( \frac{1+\left(\frac{1}{2}\right)\lambda}{1+\frac{1}{2}\lambda} \) full of \( A \) then both the first \( \left\lfloor \frac{a_k}{2} \right\rfloor \) and the second \( \left\lceil \frac{a_k}{2} \right\rceil \) of the level will be at least 3/4-full of \( A \), independent of what \( a_k \) is. Therefore, there must be at least one cut in the first \( \left\lfloor \frac{a_k}{2} \right\rfloor \) cuts and one cut in the second \( \left\lceil \frac{a_k}{2} \right\rceil \) cuts that are more than 1/2-full of \( A \), as desired. We must also take care to choose \( C_k \) so that \( a_k \neq 1 \), so that there are actually cuts to consider. This is always possible since \( \alpha \) is not of golden type.

\[ \square \]

11.2. Type III\(_0\). For \( \alpha \) well approximable, we can also modify our construction to make it type III\(_0\). To do so, we choose a subsequence \( a_{k_j} \) of the cuts such that \( a_{k_j} \to \infty \). For all \( C_k \) where \( k \) is not in this subsequence, we simply cut the levels into pieces of equal length. However, for \( k \) in our sequence, we cut as follows: Let the first cut take up half of the level, and divide the rest of the cuts equally among the second half of the level. This is as in Example 6.3 in [7].

11.3. Type III\(_1\). In order for a transformation to be of type III\(_1\), it is sufficient to ensure that \( \lambda, \beta \in r(T) \) for two real numbers \( \lambda \) and \( \beta \) in \((0,1)\) that are rationally independent, see e.g., [7]. So we construct our transformation as we do in the type III\(_1\) case with the following modification: We alternate, in even and odd times, between cutting into proportions of \( \lambda \) and \( \beta \) on the columns where \( a_k \neq 1 \).
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