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Abstract
Deep learning based methods have been a recent benchmark method for speech enhancement. However, these approaches are limited in low signal-to-noise ratios (SNR) conditions, for speech loss and low intelligibility. To address this problem, we improve Multi-Resolution Cochleagram (MRCG), and gammachirp filter bank is used to decompose the speech signal in time and frequency, and the low-resolution signal is denoised by the minimum mean-square error short-time spectral amplitude estimator (MMSE-STSA). Improve Multi-Resolution Cochleagram (I-MRCG) is adopted as the input feature of Skip connections-DNN (Skip-DNN). In this paper, the source to distortion ratio (SDR) is used in the training process, and the logarithm is introduced to observe the iterative process more clearly. Experiments were performed on the TIMIT database with four noise types at four levels of SNR. I-MRCG as the input feature of the Skip-DNN model, the average PESQ is 2.6783, and the average STOI is 0.8752. Compared with MRCG, the PESQ and STOI obtained by MRCG are increased 1.4% and 1.5%, respectively. This shows that MRCG is the input feature of the Skip-DNN model, and the speech enhancement effect after training is better than other features. It can not only solve the problem of speech loss in a low SNR environment, but also obtain more robust speech enhancement. The loss function experiment shows that compared to MSE and SDR, the improved SDR as the loss function of the speech enhancement model has the best enhancement effect.
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1 Introduction
Speech enhancement is an extensively studied research area that has many applications, such as, in telecommunication and human-computer interaction. In the field of telecommunication, the received speech signals are often corrupted by background noise, such as in a military field, where communication can be difficult due to the complex battlefield conditions, and the demand for high quality speech. In human computer interaction, some intelligent devices began to use speech instead of the keyboard as input, however, this requires high-performance speech recognition in a real world with noisy background sound environment. In these applications, noisy speech needs to be enhanced to improve their intelligibility and quality for more effective communications or interactions.

Speech enhancement can be performed in supervised or unsupervised manner. The spectral subtraction [1] and the Wiener filtering [2] are commonly used methods in unsupervised speech enhancement. A common problem encountered in these conventional methods is that in the enhanced speech often contains artefacts called “musical noise”. Ephraim and Malah [3] assumed that the noise was stationary Gaussian and used the algorithm based on minimum mean square error to enhance the noisy speech and reduce the level of “musical noise”.
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However, most noise signals are non-stationary in real life. Martin [4] proposed a speech enhancement algorithm based on minimum statistics for non-stationary noise signals. Previous studies have shown that unsupervised speech enhancement has a good enhancement performance in environments with high SNR and stationary noise, but a poor performance in environments with low SNR and nonstationary noise [5-6].

Supervised algorithms have been developed to enhance speech corrupted by non-stationary noise, including shallow neural networks and deep neural networks [7-8]. Non-negative matrix speech enhancement algorithm in the shallow neural network, clean speech and noise are trained separately to obtain good speech enhancement performance [9-10]. Because the number of layers in the shallow neural network is small, the fitting of the test data set is not good and only simple features can be extracted, which leads to poor speech enhancement effect. Recently, DNN have been applied to speech enhancement [11-13]. DNN is utilized to train the time-frequency mask between clean speech and noise, which greatly improved the intelligibility of speech. The mapping relationship between noisy and clean speech spectra is learned by the DNN model. In addition, "dropout" is used to prevent overfitting, and the mini-batch stochastic gradient descent algorithm is used to accelerate the training speed [14-16]. The DNN model is utilized to predict the complex ratio masking and then predicted the amplitude and phase of the speech, which compensated the phase offset caused by noise [17]. Chen proposed to use multi-resolution cochleagram to obtain global and local features of speech and improve the speech enhancement performance in a low SNR [18]. To improve the generalization ability of the DNN model, Chen et al. added noise to the data during the training process to diversify noise and improve the speech enhancement performance [19]. Tu et al, used DNN to predict target and interference respectively, and the accuracy of the estimated target speech was significantly improved in speech recognition [20]. Tu and Zhang proposed a Skip-DNN model that maps from the Mel-frequency power spectra of noisy speech to that of clean speech, which helps resolve the problem of gradient vanishing and improve the performance of speech enhancement [21]. Tseng et al. utilized a sparse non-negative matrix factorization to extract speech features and utilized the DNN model to estimate the ideal binary mask (IBM), which improves the intelligibility of enhanced speech in a low SNR environment [22].

According to the above analysis, the cochlear features with multi-resolution can better reflect the speech signal. Compared with the Mel filter bank and the Gammatone filter bank, the Gammachirp filter bank is more consistent with the auditory feature of the ear, so the I-MRCG in the Gammachirp transform domain will be chosen to extract speech features. Therefore, to improve the speech enhancement performance, especially the speech enhancement effect under low SNR, this paper uses the MRCG feature as the Skip-DNN model input. The effects of Skip-DNN speech enhancement under different feature parameters and speech enhancement models will be compared and analyzed, the quality and intelligibility of the enhanced speech will be evaluated, and evaluate the impact of different loss functions on the training effect of the Skip-DNN based speech enhancement model.

2 Methods

2.1 Speech enhancement based on deep learning

There are often three main components in a deep learning based on speech enhancement algorithm: learning machines, training targets, and acoustic features [23-24]. In the process of feature extraction,
the time-domain speech signal is usually converted into the time-frequency domain, for example, log-power spectra, Mel-frequency cepstrum coefficient, Mel frequency power spectra, and MRCG. The selection of training targets has an important influence on training results. The training target usually uses clean speech power spectrum, IBM or ideal ratio mask (IRM). In the training stage, the Skip-DNN model is trained using a collection of speech data, which are composed of feature parameters and training targets. In the enhancement stage, the noisy speech features are processed by the trained Skip-DNN model to predict the clean speech features. Then the enhanced speech was obtained by speech synthesis, and finally, the speech quality was evaluated by speech evaluation. Based on the above research ideas, this paper proposes the structural block diagram of the Skip-DNN speech enhancement algorithm, as shown in Fig.1.

Fig.1 Diagram of a Skip-DNN based speech enhancement system

The main parts of the speech enhancement system in Fig.1 are described as follows:

In general, we assume the noise is additive in speech enhancement. The expression of noisy is defined as:

$$ Y(t, f) = S(t, f) + N(t, f) $$

where, $Y(t, f)$ denotes noisy signal, $S(t, f)$ denotes clean speech signal and $N(t, f)$ denotes noise signal. The noisy signal in time-frequency domain can be expressed as:

$$ Y(t, f) = S(t, f) + N(t, f) $$

The feature extraction part and the establishment of the Skip-DNN model in Fig.1 have been explained in Sections 2.2 and 2.3.

This paper utilizes IRM as the training target, $IRM \in 0,1$ , it denotes the proportion of clean speech energy in the noisy energy. IRM is expressed as:

$$ IRM(t, f) = \left( \frac{S(t, f)^2}{S(t, f)^2 + N(t, f)^2} \right)^{\beta} $$

where, $S(t, f)^2$ and $N(t, f)^2$ denote speech energy and noise energy within a time-frequency unit, respectively. The tunable parameter $\beta$ scales the mask, and is commonly chosen to $1/2$.

In this study, we use the IRM as our training target. According to (3), we can namely estimate clean speech as follows:

$$ S(t, f) = IRM(t, f) \cdot Y(t, f) $$

Then, the enhanced speech that combines the estimated magnitude spectrum and phase of noisy is obtained as follows:

$$ S(t, f) = |S(t, f)| \cdot e^{i \angle Y(t, f)} $$

where, $\angle Y(t, f)$ denotes the phase of the noisy and $S(t, f)$ denotes the reconstructed clean speech signal.

In this paper, STOI and PESQ are utilized to evaluate speech quality. Among them, STOI is an objective evaluation method of speech intelligibility. It uses a short time unit and eliminates the mute unit. The STOI value is in the range of 0 to 1. The larger
the STOI value, the higher the intelligibility. PESQ are objective evaluation methods for speech quality. The evaluation range of PESQ is between 1.0 and 4.5. The higher the score, the better the speech quality.

2.2 Speech Feature Analysis

The speech signal is short-time stationary for a length of approximately 10-30ms. To mitigate the nonstationary and time-varying effects, the speech signal is often processed in frames of shorter segments. The human ear is like a set of filter banks focusing only on signals in specific frequency bands. In the processing process, the voice signal can be divided into frames and frequencies to the Fourier transform domain. I-MRCG using different frame lengths to obtain four cochleagram with different resolutions is based on the cochleagram of the filter bank.

The I-MRCG acquisition process is as follows:

1. The time-domain signal is segmented through the 4-order and 64-channels Gammatone filter banks to obtain the 64 sub-band speech signals, set the corresponding frame length to 20ms with a frameshift of 10ms. Thus, a high-resolution cochleagram CG1 was obtained, with a feature size of 465*64. At the same time, CG1 is linearly transformed by power function, to make it more consistent with the auditory feature of the ear.

2. The process of obtaining low-resolution cochleagram CG2 is the same as CG1. The noisy speech signal is denoised through MMSE-STSA, and then step (1) is performed, except that the frame length is changed to 200ms, and the feature size of CG2 is 465 * 64.

3. CG1 was smoothed by adding a mean filter with a window length of 11×11 to obtain a low-resolution cochleagram CG3. If the window goes beyond the given cochleagram, the outside units take the value of zero.

4. CG4 is computed in a similar way to CG3, except that window length of the smoothing filter is 23 × 23.

5. CG1, CG2, CG3, and CG4 are fused and stitched with the underlying features along the time domain direction, and then combined with their first and second-order differences to obtain I-MRCG. The I-MRCG process is shown in Fig. 2.
2.3 The Skip-DNN Architecture

In speech enhancement, Skip-DNN is often used to learn the nonlinear relationship between input features and training targets, and its hierarchical structure can independently extract useful information from speech features. Skip-DNN is based on DNN by adding skip connections between layers to reduce information loss, so it can better solve the problem of part of the useful energy in a low SNR environment. The Skip-DNN speech enhancement structure is shown in Fig. 3.

![Fig. 3. The architecture of Skip-DNN speech enhancement](image)

As shown in Fig. 3, the Skip-DNN structure is mainly composed of the input layer, output layer, and hidden layer. Some of the hidden layers should have the same number of nodes as the input layer to resolve the dimensions mismatch between the hidden layer and the input layer. The commonly used loss function in the speech enhancement model based on deep learning is the mean square error. The mean square error calculates the similarity between the given target and the target estimated by the neural network, which can be expressed as:

\[
MSE(y, y') = \frac{1}{N} \sum_t \sum_f (y(t, f) - y'(t, f))^2
\]  

(6)

Among them: \( t \) and \( f \) respectively represent time and frequency; \( N \) represents sample point.

Because the mean square error is only a simple calculation of the similarity between a given target and an estimated target, in 2010, Vincent et al. [25] proposed a more detailed quantification method to evaluate the quality of speech and hearing based on the way the SNR perceives speech quality. Later, it was used as a loss function to measure the prediction performance of speech enhancement models based on deep learning. The SDR can be expressed as:

\[
SDR = 10 \log_{10} \frac{S_{\text{target}}^2}{\|e_{\text{interf}} + e_{\text{noise}} + e_{\text{artif}}\|^2}
\]

(7)

Among them: \( S_{\text{target}} \) means target speech; \( S_{\text{interf}} \) means non-target interfering speech; \( e_{\text{noise}} \) means noise; \( e_{\text{artif}} \) means other sounds introduced by the algorithm, for example, "musical noise".

This article improves on the SDR loss function proposed by Venkataramani [26], where \( SDR_{\text{loss}} \) can be expressed as:

\[
\max_{y} SDR_{\text{loss}}(y, \tilde{y}) = \max_{y} \frac{\langle y, \tilde{y} \rangle^2}{\|y\|^2 - \langle y, \tilde{y} \rangle^2} = \min_{y} \frac{\|\tilde{y}\|^2}{\langle y, \tilde{y} \rangle^2}
\]

(8)

\[
loss_{\text{SDR}}(y, \tilde{y}) = \frac{\langle y, \tilde{y} \rangle^2}{\|y\|^2}
\]

(9)

Among them: \( y \) represents the actual value; \( \tilde{y} \) represents the predicted value.

During the experiment, it can be simplified to:

\[
SDR_{\text{loss}}(y, \tilde{y}) = \frac{\langle y, \tilde{y} \rangle^2}{\|\tilde{y}\|^2} = -10 \log_{10} \frac{\|\tilde{y}\|^2}{\|y\|^2}
\]

(10)

The value range of \( SDR_{\text{loss}} \) is between \( 0 \) and \(-1\). In this paper, the logarithm of the simplified result is taken, and the improved loss function can be defined in the range of \( -\infty \) to \( 0 \), which is more convenient to observe the change of loss in the process of iteration. At the same time, by observing the logarithmic curve, it can be seen that the closer the logarithmic loss value is to 0, the more stable it will be.

\[
SDR_{\text{loss}}(y, \tilde{y}) = -10 \log_{10} \left( \frac{\|y\|^2}{\|\tilde{y}\|^2} \right)
\]

(11)

3 Results and discussion

3.1 Selection and setting of data set

The experimental clean speech data comes from the TIMIT, and the noise data comes from the NoiseX-92 database. During the experiment, 105 speech from the training set of the TIMIT is used as clean samples, the test set contains 45 pure speech samples, and the noise samples with 4 noise types, including f16, babble,
factory, white are used for synthesizing noisy speech. More specifically, in our experiments, all the clean speech is mixed with the above-mentioned noises at 4 levels of SNR (-5 dB, 0 dB, 5 dB, and 10 dB) to construct a multi-condition stereo database. As for signal analysis, all the clean and noisy waveforms are resampled to 8 kHz. A total of 600 noisy speech (about 1200 s) are constructed, of which 420 are used as training data and the rest 180 are used as test data.

In our experiments, all the clean speech is mixed with the above-mentioned noises at 4 levels of SNR (-5 dB, 0 dB, 5 dB, 10 dB) to construct a multi-condition stereo training set. Parameter setting of neural networks: the number of iterations is 30, The stochastic gradient descent algorithm is selected to improve the training process of the network. The number of nodes in the hidden layer is set as 1024, and the discard rate is 0.2, Because ReLU helps to resolve the convergence problem of deep neural networks, this experiment uses ReLU as the activation function. The input layer speech feature is set to 3 frames, and the output layer speech feature is set to 1 frame. During the processing of the following experimental data, the speech signal and the noise signal are selected according to the above criteria.

In this paper, f16, babble, factory, white are introduced into the pure speech signal as background noise. Among them, sections 3.1.2 analyze the speech of noisy speech signals under different SNR, different noise environments, and different models. Enhancement effect, the evaluation result is the evaluation score of each noise environment.

3.1.2 Evaluation of Speech Enhancement Effects of Different Network Models under Different Noise Environments

In order to analyze the influence of different noises on the enhancement effect of different models, in this experiment, under the condition that the SNR is -5 dB, 0 dB, 5 dB and 10 dB, 5 kinds of network models are trained, namely combined MFCC and DNN, combined MRCG and DNN, combined MFCC and Skip-DNN, combined MRCG and Skip-DNN, and I-MRCG and Skip-DNN speech enhancement model.

The noisy speech in the test stage is the speech in f16, factory, babble and white noise environment. The enhancement effect of noisy speech is shown in Fig.4.
It can be seen from Fig. 4 that when the background noise is f16, whether it is speech quality or speech intelligibility evaluation, almost all the speech enhancement models combined with I-MRCG and Skip-DNN have the best speech enhancement effect. The average STOI is 5.3%, 4.8%, 2.2%, and 1.7% higher than the combined MFCC and DNN, combined MRCG and DNN, combined I-MRCG and DNN, and combined MRCG and Skip-DNN, respectively. The average PESQ is 11.6%, 11.0%, 5.1%, and 3.3% higher than other models, respectively; When the background noise is a factory, it is almost always best to combine I-MRCG and Skip-DNN. The average...
STOI is 5.5%, 4.9%, 3.3%, and 0.8% higher than other models, respectively. The average PESQ is 11.5%, 11.0%, 7.0% and 2.8% higher than other models respectively; When the background noise is babble, it is almost always best to combine I-MRCG and Skip-DNN. The average STOI is 7.2%, 6.3%, 3.7%, and 1.9% higher than other models, respectively. The average PESQ is 18.6%, 16.8%, 11.4%, and 6.5% higher than other models, respectively; When the background noise is white, it is almost always best to combine I-MRCG and Skip-DNN. The average STOI is 6.0%, 5.3%, 3.4%, and 1.5% higher than other models, respectively. The average PESQ is 8.2%, 8.1%, 5.2%, and 2.5% higher than other models, respectively. It can be seen that under different conditions, using I-MRCG as the feature input of different speech enhancement models can obtain better enhanced speech.

3.1.3 Comparison between different loss functions

Comparing the three loss functions of MSE, SDR and improved SDR under different SNR and different background noise environments to enhance the performance in the Skip-DNN based speech enhancement model, and PESQ and STOI are used as performance indicators. The specific results are shown in Table 1 and Table 2

| Noise type | SNR | Noisy | Skip-MSE | Skip-SDR | Skip-Improve SDR |
|------------|-----|-------|----------|-----------|------------------|
| f16        | -5dB| 0.5774| 0.7833   | **0.7862**| **0.7856**       |
|            | 0dB |       |          |           |                  |
|            | 5dB |       |          |           |                  |
|            | 10dB|       |          |           |                  |
| factory    | -5dB| 0.5439| 0.7123   | 0.7095    | **0.7157**       |
|            | 0dB | 0.6617| 0.8384   | 0.8407    | **0.8421**       |
|            | 5dB | 0.7692| 0.9117   | 0.9134    | **0.9148**       |
| babble     | -5dB| 0.6605| 0.8240   | 0.8253    | **0.8260**       |
|            | 0dB | 0.779 | babble   | 0.9134    | **0.9327**       |
|            | 5dB | 0.8583| 0.9636   | 0.9644    | **0.9649**       |
| white      | -5dB| 0.6619| 0.7971   | 0.8075    | **0.8081**       |
|            | 0dB | 0.8836| 0.9709   | 0.9722    | **0.9728**       |

Table 2 Average PESQ scores for three loss function

| Noise type | SNR | Noisy | Skip-MSE | Skip-SDR | Skip-Improve SDR |
|------------|-----|-------|----------|-----------|------------------|
| f16        | -5dB| 1.3427| 2.0949   | 2.1210    | **2.1270**       |
|            | 0dB | 1.5674| 2.5379   | 2.5446    | **2.5674**       |
|            | 5dB | 1.8857| 2.8607   | 2.8799    | **2.9947**       |
|            | 10dB| 2.2340| 3.3581   | 3.3853    | **3.4027**       |
| factory    | -5dB| 1.2431| 1.8978   | 1.8670    | **1.8972**       |
|            | 0dB | 1.5336| 2.3778   | 2.3899    | **2.3994**       |
|            | 5dB | 1.8328| 2.7725   | 2.7871    | **2.7974**       |
| babble     | -5dB| 1.3590| 1.7451   | 1.7452    | **1.7635**       |
|            | 0dB | 1.7010| 2.2861   | 2.2816    | **2.2967**       |
|            | 5dB | 2.0057| 2.9584   | 2.9842    | **2.9969**       |
|            | 10dB| 2.3219| 3.2827   | 3.3069    | **3.3232**       |
| white      | -5dB| 1.2656| 2.0264   | 2.0324    | **2.0206**       |
|            | 0dB | 1.4542| 2.6318   | 2.6610    | **2.6755**       |
|            | 5dB | 1.7384| 3.1435   | 3.1808    | **3.2069**       |
|            | 10dB| 2.0786| 3.3911   | 3.4265    | **3.4417**       |

It can be seen from Table 1 and Table 2 that only when the background noise is f16, the SNR is -5dB and the background noise is white, the SNR is 0dB, the target obtained by combining Skip-DNN and the improved SDR speech enhancement model. The intelligibility of speech is lower than the other two
methods. Only when the background noise is factory and white, and the SNR is -5dB, the auditory quality of the target speech obtained by combining Skip-DNN and the improved SDR speech enhancement model is lower than the other two methods. Therefore, when the loss function is selected as improved SDR, the performance of Skip-DNN based speech enhancement model can be improved.

4 Conclusion

In this paper, the feature input is MRCG. Skip-DNN speech enhancement model with SDR as loss function. It has the features of carrying more voice information, including global and local speech features and clearer training process. Experimental research shows that the speech enhancement model is Skip-DNN, I-MRCG and other features are used as feature input, and IMRCG has the highest voice quality and intelligibility; The Skip-DNN speech enhancement model with SDR as the loss function has better enhancement effect, the loss value of training set and verification set is more stable, and the training process is clearer.

From the above, it can be seen that the Skip-DNN speech enhancement model using the input feature MRCG is compared with other models. This network model can obtain the speech enhancement effect with higher speech quality and speech intelligibility. Similarly, the enhancement effect of noisy in a low SNR environment.
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Diagram of a Skip-DNN based speech enhancement system
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The architecture of Skip-DNN speech enhancement
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Effect evaluation of various speech enhancement models under four SNRs