Collective and synchronous dynamics of photonic spiking neurons
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Nonlinear dynamics of spiking neural networks have recently attracted much interest as an approach to understand possible information processing in the brain and apply it to artificial intelligence. Since information can be processed by collective spiking dynamics of neurons, the fine control of spiking dynamics is desirable for neuromorphic devices. Here we show that photonic spiking neurons implemented with paired nonlinear optical oscillators can be controlled to generate two modes of bio-realistic spiking dynamics by changing optical-pump amplitude. When the photonic neurons are coupled in a network, the interaction between them induces an effective change in the pump amplitude depending on the order parameter that characterizes synchronization. The experimental results show that the effective change causes spontaneous modification of the spiking modes and firing rates of clustered neurons, and such collective dynamics can be utilized to realize efficient heuristics for solving NP-hard combinatorial optimization problems.
SPECIALIZED HARDWARE THAT PERFORMS BRAIN-INSPIRED INFORMATION PROCESSING HAS ACHIEVED SIGNIFICANT SUCCESS IN THE FIELDS OF MACHINE LEARNING AND ARTIFICIAL INTELLIGENCE. TO PROVIDE MORE BIOLOGICALLY REALISTIC FUNCTIONS WITH ARTIFICIAL SYSTEMS, NEUROMORPHIC DEVICES BASED ON SPIKING NEURAL NETWORK (SNN) MODELS HAVE BEEN DEVELOPED. NEURONS COMMUNICATE WITH NERVE IMPULSES, CALLED SPIKES OR ACTION POTENTIALS, AND SYNCHRONIZATION OF THE SPIKES CAN BE USEFUL FOR SIGNAL PROCESSING PERFORMED IN THE BRAIN. THE NONLINEAR PROPERTIES OF OPTICAL OSCILLATORS HAVE BEEN EXPECTED TO BE SUITABLE FOR FAST AND ENERGY-EFFICIENT IMPLEMENTATIONS OF SPIKING NEURONS, HOWEVER, THE PHOTONIC DEVICES PROPOSED SO FAR HAVE BEEN GENERALLY LIMITED IN TERMS OF THE DIVERSITY OF THEIR SPIKING DYNAMICS. SINCE MOST NEURONS ARE CONSTRUCTED WITH VARIOUS TYPES OF NEURONS, THE COLLECTIVE DYNAMICS OF DIFFERENT SPIKING MODES CAN BE IMPORTANT FACTORS IN BUILDING NEUROMORPHIC DEVICES. RECENTLY, THE COLLECTIVE DYNAMICS OF DIFFERENT SPIKING MODES CAN BE CONTROLLED BY TUNING OPTICAL-PUMP AMPLITUDES OF ANTISYMMETRICALLY COUPLED DEGENERATE OPTICAL PARAMETRIC OSCILLATORS (DOPOS). THE NONLINEARITY AND PHASE BISTABILITY OF THE DOPOS WERE USED TO GENERATE TWO SPIKING MODES OF CLASS-I (SADDLE-NODE BIFURCATION) AND CLASS-II (ANDRONOV-HOPF BIFURCATION) NEURONS THAT HAD BEEN ORIGINALLY CLASSIFIED BY A. L. HODGKIN AND CHARACTERIZED IN TERMS OF DIFFERENT BIFURCATION STRUCTURES. IT WAS SHOWN THAT SOME NEURON MODELS CAN GENERATE BOTH CLASS-I AND CLASS-II SPIKING MODES DEPENDING ON THE VALUES OF THE MODEL PARAMETERS, THE SPIKING MODES OF COMPONENT NEURONS IN SPIKING NEURAL NETWORKS ARE USUALLY FIXED IN ADVANCE. THE SPIKING MODE OF OUR PROPOSED PHOTONIC NEURON, ON THE OTHER HAND, CAN CHANGE DUE TO COLLECTIVE AND SYNCHRONOUS DYNAMICS OF THE NETWORK FOR SPONTANEOUS INFORMATION PROCESSING BECAUSE THE SPIKING DYNAMICS CAN BE CONTROLLED BY TUNING OPTICAL-PUMP AMPLITUDES OF THE DOPOS. NETWORK EXPERIMENTS WITH 240 DOPO NEURONS REVEALED THAT INPUT SIGNALS FROM THE CORRELATING NEURONS CAN INFLUENCE THE SPIKING DYNAMICS. THE EFFECTIVE CHANGE DEPENDS ON THE ORDER PARAMETER OF SYNCHRONIZATION, AND IT CAUSES SPONTANEOUS CHANGES IN SPIKING MODES AND FIRING RATES OF THE NETWORKED NEURONS. THE EXPERIMENTAL RESULTS SHOWN THAT THE SELF-TUNING EFFECT OF COLLECTIVE SPIKING DYNAMICS CAN BE UTILIZED FOR SOLVING COMBINATORIAL OPTIMIZATION PROBLEMS BY USING METHODS RELATED TO SELF-ORGANIZED CRITICALITY.

RESULTS

ARTIFICIAL SPIKING NEURON WITH COUPLED DOPOS. IN THIS STUDY, A PHOTONIC SPIKING NEURAL NETWORK WAS DEVELOPED UTILIZING A NETWORK OF DOPO PULSES IN A FIBER-RING CAVITY, WHICH HAS BEEN USED FOR SIMULATING AN ISING SPIN NETWORK AND SOLVING COMBINATORIAL OPTIMIZATION PROBLEMS. THE DOPO PULSE IS GENERATED BY A PHASE-SENSITIVE AMPLIFIER (PSA) WITH A \( v = e^{-ijx} \) NONLINEAR MATERIAL IN THE CAVITY. BECAUSE DEGENERATE PARAMETRIC AMPLIFICATION IS PHASE SENSITIVE, THE PHASE OF EACH DOPO PULSE TAKES ONLY 0 OR \( \pi \) RELATIVE TO THE PUMP PULSE ABOVE THE THRESHOLD OF THE CAVITY, AND THE OPTICAL AMPLITUDE OF THE BISTABLE PHASE STATES CAN REPRESENT THE POSITIVE AND NEGATIVE MEMBRANE POTENTIALS IN THE SPIKING NEURON WITH SIGN-INVERSION SYMMETRY; NAMELY, THE CHANGE IN THE SIGN OF OPTICAL AMPLITUDE DOES NOT CHANGE THE NEURON PROPERTIES. AS SHOWN IN FIG. 1a, THE SPIKING DYNAMICS OF EACH NEURON ARE IMPLEMENTED BY USING A PAIR OF COUPLED DOPO PULSES (CALLED \( v \)- AND \( w \)-DOPOS) WITH RESPECTIVE COUPLING COEFFICIENTS \( J_{vw} \) AND \( J_{wv} \). THE \( i \)-TH NEURON IN A DOPO NEURAL NETWORK IS MODELED AS

\[
\frac{dv_i}{dt} = (-1 + p_i)v_i - v_i^3 + J_{vw}w_i + \sum_j J_{ij}v_j + I_{ext}
\]

(1)

\[
\frac{dw_i}{dt} = (-1 + p_i)w_i - w_i^3 + J_{wv}v_i + \sum_j J_{ij}w_j
\]

(2)

WHERE \( v_i \) AND \( w_i \) REPRESENT IN-PHASE COMPONENTS OF DOPO AMPLITUDES, AND \( p_i \) AND \( I_{ext} \) ARE OPTICAL AMPLITUDES OF THE PUMP PULSE AND AN EXTERNAL-BIAS TERM, RESPECTIVELY. QUADRATURE COMPONENTS OF DOPOS BECOME NEGIGIBLE ABOVE THE THRESHOLD DUE TO THE PSA. MATRIX \( J \) DESCRIBES SYNAPTIC CONNECTIONS BETWEEN THE \( i \)-TH AND \( j \)-TH DOPO NEURONS, AND \( y \) (\( y' \)) IS A SCALING FACTOR OF COUPLING STRENGTH FOR THE \( v \)- (\( w \)-) DOPOS.

A SCHEMATIC DIAGRAM OF THE NETWORKED NEURONS IS SHOWN IN FIG. 1b. A NETWORK OF 512 DOPO PULSES BASED ON TIME-DOMAIN MULTIPLEXING IN A 1-KM FIBER CAVITY AND OPTO-ELECTRONIC FEEDBACK SYSTEM WAS DEVELOPED. A PERIODICALLY POLED LITHIUM-NIOBATE (PPLN) WAVEGUIDE MODULE AND AN OPTICAL BAND-PASS FILTER WERE PLACED IN THE FIBER CAVITY AS A PSA. THE CONTINUOUS WAVE FROM A LASER WITH A WAVELENGTH OF 1536 NM WAS MODULATED BY A LITHIUM-NIOBATE INTENSITY MODULATOR (IM1) INTO SEQUENTIAL PULSES WITH 60-PS WIDTH AND 1-GHZ REPETITION FREQUENCY. THE SEQUENTIAL PULSES WERE AMPLIFIED BY ERBIUM-DOPED FIBER AMPLIFIERS AND CONVERTED INTO 768-NM PUMP PULSES BY SECOND HARMONIC GENERATION (SHG) IN THE FIRST PPLN WAVEGUIDE (PPLN1). THE PUMP PULSES WERE CONVERTED INTO SIGNAL AND IDLER WAVES BY PARAMETRIC DOWN-CONVERSION (PDC) IN THE SECOND PPLN WAVEGUIDE (PPLN2) IN THE 1-KM FIBER RING CAVITY. AN OPTICAL BAND-PASS FILTER WITH CENTER WAVELENGTH OF 1536 NM AND PASSBAND WIDTH OF 13 GHz WAS SET BEHIND PPLN2 SO THAT THE TRANSMITTED LIGHT COULD SATISFY THE DEGENERATED CONDITION OF THE SIGNAL AND IDLER WAVES. AS A RESULT OF THE INTERFERENCE OF THE DEGENERATED SIGNAL AND IDLER WAVES, IN WHICH THE 0 OR \( \pi \) PHASE COMPONENT RELATIVE TO THE PHASE OF THE PUMP PULSE WAS AMPLIFIED MOST EFFICIENTLY, PHASE-SENSITIVE AMPLIFICATION COULD BE OBTAINED. WHEN PUMPING OF THE PSA WAS STARTED, QUADRA TURED SQUEEZED NOISE PULSES WERE GENERATED BY SPONTANEOUS PARAMETRIC DOWN-CONVERSION IN THE PPLN WAVEGUIDE. THE NOISE PULSES WERE AMPLIFIED IN EACH CAVITY CIRCULATION BY THE PSA, AND THAT AMPLIFICATION LED TO THE FORMATION OF TIME-DOMAIN MULTIPLIED DOPO PULSES. SINCE THE PUMP PULSE INTERVAL WAS 1 NS AND THE ROUND-TRIP TIME OF THE 1-KM FIBER CAVITY WAS 5 \( \mu \)S, THE CAVITY COULD ACCOMMODATE MORE THAN 5000 DOPOS, 512 OF WHICH WERE USED FOR THIS EXPERIMENT.

ARBITRARY ALL-TO-ALL CONNECTIVITY BETWEEN THE 512 DOPOS WAS IMPLEMENTED BY USING A MEASUREMENT-AND-FEEDBACK (MFB) SCHEME. DURING EACH CAVITY CIRCULATION, A PORTION OF EACH DOPO PULSE WAS EXTRACTED WITH A 9:1 COUPLER, AND THE IN-PHASE COMPONENT WAS MEASURED WITH A BURNED-HOMODYNE DETECTOR (BHD). THE LOCAL OSCILLATOR FOR THE BHD WAS SUPPLIED FROM THE CONTINUOUS-WAVE LASER, WHICH WAS USED FOR PREPARING THE PUMP PULSE. THE MEASURED SIGNALS WERE THEN INPUT INTO A FIELD-PROGRAMMABLE GATE ARRAY (FPGA) MODULE. THE FEEDBACK SIGNAL FOR EACH DOPO PULSE WAS CALCULATED BY USING THE INPUT SIGNALS AND A 512 \( \times \) 512 COUPLED MATRIX WITH 8-BIT CONNECTION WEIGHT RESOLUTION. THE CALCULATED FEEDBACK SIGNALS WERE IMPOSED ON THE OPTICAL PULSES BY USING A PUSH-PULL MODULATOR AND INJECTED INTO THE CAVITY AT TIMES SYNCHRONIZED WITH THE TARGET DOPO PULSES. BY REPEATING THIS PROCEDURE, IT WAS POSSIBLE TO CONNECT THE 512 DOPO PULSES IN DIFFERENT TIME SLOTS ARBITRARILY. THIRTY-TWO DOPOS WERE USED AS HEADER PULSES TO MONITOR EXPERIMENTAL CONDITIONS, AND 480 DOPOS WERE ASSIGNED TO SIMULATE 240 DOPO
neurons. The internal and external optical couplings of the 240 DOPO neurons could be controlled by changing the connection weights stored with the coupling matrix in the FPGA module.

Control of spiking dynamics. Spiking behavior of DOPO neurons was controlled by changing pump amplitude. Time evolutions of coupled \( \nu \)- and \( w \)-DOPOs (blue and gray lines, respectively) were observed as shown in Fig. 2a. Constant pump amplitudes and an external bias linearly increasing from a negative value were applied to the DOPO neuron with antisymmetric coupling (\( J_{vw} = -J_{wv} \)). The following two parameters are defined:

\[
P = \frac{1}{2} (1 + P) \quad \text{and} \quad \omega_0 = \sqrt{-J_{vw}J_{wv}},
\]

where \( \omega_0 \) is natural spiking frequency at \( P = 0 \). Dimensionless notations are given as \( \tilde{I}_{\text{ext}} = I_{\text{ext}}/\omega_0^2 \) for bias and \( \tilde{X} = X/\omega_0 \) with \( X = P, \gamma, \) and so on. For large \( \tilde{P} \) (bottom panel of the figure), the interspike intervals gradually decrease from a very large value, meaning that firing rates gradually increase with increasing bias. For small \( \tilde{P} \) (top panel), the interspike intervals and firing rates hardly change, while amplitude gradually increase with increasing bias. These two kinds of behavior are very similar to those of the class-I and class-II neurons\(^{26,28}\).

Spiking behavior of a single DOPO neuron was investigated by tuning pump amplitude \( P \) and external bias \( I_{\text{ext}} \) with both \( P \) and \( I_{\text{ext}} \) constant over time. Moreover, the model described by Eqs. (1) and (2) was validated by comparing experimental results with numerical simulations (see Supplementary Note 1). Change in spiking frequency \( \tilde{\omega} \) as a function of \( \tilde{P} \) and \( \tilde{I}_{\text{ext}} \) calculated by those numerical simulations is plotted in Fig. 2b. As shown in Fig. 2c, the spiking frequencies of DOPO neurons were experimentally measured with different operating parameters along three lines (A, B, and C) in Fig. 2b. Our experimental setup could simulate up to 240 DOPO neurons simultaneously, and 80 neurons were assigned for obtaining data points corresponding to each line. Both the experimental measurements and simulations clearly show a sudden rise and fall of \( \tilde{\omega} \) for line (A) and gradual increase and decrease of \( \omega \) for line (B), characterizing the class-II and class-I neurons, respectively. These results show that the spiking mode can be switched between the classes II and I by tuning pump amplitude \( P \). These behaviors can be explained by the saddle-node bifurcation on a limit cycle (SNLC) (corresponding to class-I neuron) and the Andronov-Hopf (AH) bifurcation (class-II neuron) (see Supplementary Note 2). The neuron classes could be controlled by changing \( P \) with \( I_{\text{ext}} = 0 \) on line (C). When \( P \) was changed from negative to positive, firing rate increases suddenly (AH) and then gradually decreases to zero (SNLC). Change in firing rate at \( I_{\text{ext}} = 0 \) is approximately predicted as a function of \( P \) as

\[
\tilde{\omega}(P) = \omega_0 \left[ 1 - \frac{P^2}{8\omega_0^2} \right],
\]

where \( 0 \leq P \leq \sqrt{8} \) (see Method). The experimental result agrees well with the prediction of this function, and it was confirmed.
that the spiking mode of the DOPO neuron can be seamlessly controllable between the class-I and class-II excitability.

**Spontaneous modification of collective dynamics.** Synchronization phenomenon of networked DOPO neurons, which is an essential factor in signal processing of a SNN, was investigated next. Networks of 60 DOPO neurons were constructed as depicted in Fig. 3a. In each network, 15 neurons form an all-to-all connected cluster (like the Kuramoto model\(^{46,47}\); also see Method), and four such clusters are sparsely connected. This network structure was encoded into connections of both \(v\)- and \(w\)-DOPOs (i.e., \(\gamma = \gamma' = J_k\)). Since 240 neurons could be implemented in our experimental setup, four independent sets of such ensembles, consisting of 60 DOPO neurons with different coupling strengths \((J_k = 0, 0.025, 0.05, \text{and } 0.075)\), were measured at the same time under similar experimental conditions as shown in Fig. 2b. The color map represents Fourier signals of time evolutions of DOPO amplitudes. Cyan points are firing rates estimated by adding up the number of spikes.

![Figure 2 Class-I and II spiking modes of a DOPO neuron.](image)

**Fig. 2 Class-I and II spiking modes of a DOPO neuron.** a Time evolutions of \(v\)- and \(w\)-DOPOs (blue and gray lines) with constant pump amplitudes \((\bar{P} = 0.57 \text{ and } 1.36)\) and an external bias increased linearly with time. b Phase diagram of the DOPO neuron in the parameter space of \(P\) and \(I_{\text{ext}}\). The color map represents spiking frequencies calculated by numerical simulations. Red and blue dots obtained by linear stability analysis represent points where the Andronov–Hopf (AH) bifurcation and saddle-node bifurcation on a limit cycle (SNLC) occur, so they characterize class-II and class-I neurons, respectively. c Experimental results of tomographic measurement of spiking frequencies along lines A, B, and C in (b). The color map represents Fourier signals of time evolutions of DOPO amplitudes.
Supplementary Fig. 6. We set $I_{ex} = 0$ and used uniform $i$-independent coupling $|J_{vw}| = |J_{vw}|$. Then, $i$-dependence of the pump amplitude $P_i$ was tuned to control the distribution of $\omega_i(P_i)$, and the $P_i$ were assigned to four 15-neuron clusters labeled A to D in descending order of firing rate. The distribution of firing rates of the 60 DOPO neurons is shown in Fig. 3b. The distribution of intrinsic firing rates was measured without coupling ($\bar{J}_k = 0$), and the firing rates are widely spread according to applied $P_i$. With weak coupling at $\bar{J}_k = 0.025$, the distribution of firing rates is shown as four uniform frequencies, suggesting that coupled DOPO neurons reach obvious synchronization in each 15-neuron cluster; however, the four clusters are unsynchronized. As $J_k$ increases, mean and variance of the firing rate decreases. Time evolutions of DOPO neurons with coupling at $\bar{J}_k = 0.075$ are shown in Fig. 3c, where $\theta_i = \arg(v_i + iw_i)$ is a phase defined on the $v$ - $w$ plane of amplitudes of paired DOPOs. Phase change $\Delta \theta_i$ in each of the four cavity circulations is shown in Fig. 3d. Phases of the sampled neurons in the four clusters are shown in Fig. 3e. Order parameter $r$, defined as $r = \{ \sum_{i,j} \cos \theta_i \theta_j \}$, for each cluster ($N = 15$) and for all neurons ($N = 60$) was evaluated as shown in Fig. 3f. By increasing coupling strength at $\bar{J}_k = 0.075$, the four clusters became intermittently synchronized, and the order parameter occasionally reached $r \sim 1$. Additionally, a similar experiment was performed when the 60 neurons form a single cluster with all-to-all connection. As shown in Supplementary Fig. 7, phase locking of all neurons was observed by increasing coupling strength $\bar{J}_k$ while keeping the order parameter high value $r \sim 1$.

The above-described behavior of the order parameter can be understood by the Kuramoto model.46,47 However, it should be noted that firing rates are significantly decreased from their original values as $J_k$ increases as shown in Fig. 3b, and that behavior differ from the standard behavior expressed by the Kuramoto model. Further analysis suggests that the change in firing rate is induced by an effective change in the spiking mode of synchronized DOPO neurons as an ensemble. The dynamics of the networked DOPO neurons defined by Eqs. (1) and (2) can be rewritten with $\sqrt{R_i} e^{i \varphi} = v_i + i w_i$ as

$$\frac{d\theta_i}{dt} = \omega_0 - J_k \sum_{j} \epsilon_j \sin(\theta_i - \theta_j) + \frac{R_i}{4} \sin 4 \theta_i$$

$$\frac{dR_i}{dt} = 2P_i R_i + 2J_k R_i \sum_{j} \epsilon_j \cos(\theta_i - \theta_j) - \frac{R_i^2}{2} (\cos 4 \theta_i + 3)$$

where $\epsilon_j = \sqrt{R_j / R_i}$. The quadrature components of the DOPOs are neglected here. Equation (4) is analogous to the standard Kuramoto model (see Method). Near the limit of $P \to +0$ where $R_i \to 0$, $\theta_i$ terms can be neglected, and a simple Kuramoto model can be obtained with $\frac{d\theta_i}{dt} = \omega(P) - J_k \sum_{j} \epsilon_j \sin(\theta_i - \theta_j)$. Here, each class-II DOPO neuron is a simple oscillator with angle frequency $\omega(P)$ that slightly depends on $P$, as given in Eq. (3) around $P = 0$. Away from $P \sim 0$, the term $R_i \sin \theta_i$ in Eq. (5) suggests the class change of neurons from the class-II to the class-I. Indeed, each oscillator obeys the simple SNLC type equation $\frac{d\theta}{dt} = \omega_0 + \frac{P}{\sqrt{2}} (-1 + 8 \theta^2)$ near the saddle point at around $\theta = \frac{1}{4} (\frac{\pi}{2} + 2n\pi$) with $P \gg \sqrt{2}P$ in the case without interaction ($\bar{J}_k = 0$) (see Supplementary Note 2). By taking account of the finite interactions effectively, Eq. (5) indicates that the pump term should be renormalized as $P_i = P_i + \frac{1}{2} \sum_{j} \epsilon_j \sin(\theta_i - \theta_j)$, and the second term on the right-hand side can be reduced to $r(N - 1)\bar{J}_k$ under the approximation $\epsilon_j \sim 1$. This result suggests that the synchronization with a large order parameter ($r \sim 1$) increases the pump term effectively and causes the spontaneous change in the spiking mode from class-II to class-I.

The initial part of the dynamics in Fig. 3e shows characteristics of the class-II neuron, a linearly increasing $\theta_i$ at a gradient of $\frac{d\theta_i}{dt} \sim \omega_0$, where Fig. 3f shows the order parameter is not yet increased ($r < 1$). On the other hand, the latter part of the dynamics, when $r \sim 1$, shows the features of a class-I neuron; e.g., the latter part of Fig. 3e shows stepwise structures indicating that the neuron repeatedly stays on near unstable stationary points (points ($\frac{d\theta_i}{dt} \sim 0$) and escapes from those points. Note that the timing of the escape is flexibly tuned (see Fig. 3d, in which the width of the blue areas with $\Delta \theta_i \sim 0$ frequently changes). It is also shown in Fig. 3e that during a long escape time from the neighborhood of unstable stationary points, the order parameter $r$ tends to increase up to 1, as shown in Fig. 3f, suggesting that the timing of the spikes is tuned spontaneously to increase the order parameter. For the unsynchronized ensemble, on the other hand, the effective change in the pump term is suppressed with small $r$, and the spiking mode reverts to class-II. Since the spiking dynamics of the class-II neuron has no stationary point, the tuning of the spike timing is suppressed. Consequently, the self-tuning effect of collective spiking dynamics of clustered neurons assists the overall synchronization, even though each cluster has significantly different firing rates.

**Combinatorial optimization using self-tuning dynamics.** To understand the effect of the above-described spontaneous change in firing rates of local clusters on the whole network dynamics, an analogy with a complex frustrated spin system, namely, the Ising model, is considered as follows. The state of the Ising model is described in terms of Ising energy given by $E_{Ising} = -\sum_{i,j} J_{ij} \sigma_i \sigma_j$, where $\sigma_i = \{-1, +1\}$ denotes the $i$th Ising spin state, and $J_{ij}$ is a matrix representing symmetric spin–spin interaction between the $i$th and $j$th spins. The Ising spin state can be represented by the binary phase state of the $v$-DOPO. Spin–spin interaction $J_{ij}$ is implemented only for synaptic connections between $v$-DOPOs ($v = -J_k$, $y' = 0$). External bias $I_{ext}$ is set to zero. Of particular interest is relaxation of the DOPO SNN to configurations with lower Ising energy, which can be used to solve many combinatorial optimization problems. As the first benchmark problem, the following instance was solved: a highly frustrated network of 150 Ising spins coupled by symmetric connections with edge density of 50%. This instance has been investigated by using various algorithms, such as the one used in a spin-glass server, and physical systems based on networked DOPOs, such as a coherent Ising machine (CIM). The best-known solution of the instance has $E_{Ising} \sim -700$. Note that the probability of reaching the best-known solution by using the CIM was 0.8% with computation time of 5 ms (1000 cavity circulations), and we confirmed that the instance is not an easy instance based on the optimisation simplicity criterion (OSC) proposed by Kalinjin, et al.34. The time-dependent and node-independent pump amplitude $P_i = P_0(t)$ was applied to the DOPOs, and the amplitude linearly increased with time. Time evolution of measured $v$-DOPO amplitudes with coupling strength $\bar{J}_k = 0.250$ is shown in Fig. 4a. As a reference, the dynamics of uncoupled DOPO neurons are shown in the top panel. This figure suggests that the firing rate gradually decreases with time, and the spiking dynamics terminate at the end of calculation because $P_0(t)$ finally reaches a value exceeding the spiking region. When the network is connected (see lower panel), DOPO neurons show highly irregular and complex spiking behavior. Time evolutions of the Ising energy with various coupling strength $\bar{J}_k = 0.083, 0.167,$
Fig. 4 Spiking dynamics when solving a 150-node Ising problem. a Time evolutions of v-DOP0 amplitudes with couplings of $J_k = 0.250$ (lower) and without coupling (top). Pump amplitudes increase linearly with time. b Time evolutions of Ising energy for $J_k = 0.083$, 0.167, and 0.250. Strong couplings give the best-known solution. c Relationship between local energy and firing rate. Firing rate and local energy are positively correlated with strong couplings, suggesting that energetically unstable neurons have high firing rate due to the self-tuning effect of the spiking mode.

and 0.250) are shown in Fig. 4b. Lower-energy solutions are found with higher coupling strengths at $J_k = 0.250$, and the best-known solution is obtained with success probability of 11% and computation time of 17.5 ms (3500 cavity circulations). In terms of the time-to-solution, the performance of the DOPO spiking neural network is better than that of the CIM for this instance (see Supplementary Note 7 for more details). To understand the dependence of the spiking dynamics on coupling strength, the relationship between the total firing count of each DOPO neuron and local energy $E_{loc,i}$ of the final solution is shown in Fig. 4c. Local energy is defined as $E_{loc,i} = -\sum_j J_{ij} \sigma_i \sigma_j$, which is related to Ising energy by $E_{Ising} = \frac{1}{2} \sum_i E_{loc,i}$. With increasing coupling strength, a positive correlation between firing count and local energy appears. As clarified in the above discussion, synchronization of DOPO neurons causes firing rates to change. The order parameter can be related to local energy $E_{loc,i}$ by using certain approximations (see Supplementary Note 7); thus, renormalized pump amplitude can be rewritten as $P_i = P_0(t) - \frac{1}{2} J_k E_{loc,i}(t)$. This result means that DOPO neurons with higher $E_{loc,i}$ (energetically unstable nodes) show higher firing rates and those with lower $E_{loc,i}$ (energetically stable nodes) show lower firing rates. Consequently, the DOPO neural network spontaneously tries frequently to flip Ising spins primarily on energetically unstable nodes, and such a selective spin-flip mechanism should be a key factor in accelerating the relaxation to lower energy states. The dependence of the spin-flip frequency with corresponding local energy is reminiscent of the state-of-the-art algorithms for combinatorial optimization such as extremal optimization and methods related to self-organized criticality.

Discussion
It was confirmed that the spiking dynamics of the DOPO neurons can be controlled from class-II to class-I neuronal mode by increasing optical-pump amplitude, and firing rate can be modulated dynamically by the crossover of different spiking modes. This flexible controllability of spiking modes induces a self-tuning effect in the collective dynamics of the DOPO neurons. Because the pump amplitudes of clustered DOPO neurons can be approximately renormalized as $P_i' = P_i + r(N - 1)J_k$, the pump amplitude can be effectively increased as the order parameter $r$ of synchronization is increased. Our experimental results show that the firing rate of neuron is modulated according to the order parameter. Such spontaneous modification of the collective dynamics assisted the synchronization even though neurons have significantly different firing rates. Additionally, the self-tuning effect of firing rate was utilized to improve the optimization process of the Ising spin network. Since the renormalized pump amplitude can be rewritten as $P_i' = P_i - \frac{1}{2} J_k E_{loc,i}$, in the case of the antiferromagnetic spin network, the firing rate of neuron is modulated according to local energy $E_{loc,i}$. Firing-rate selectivity for the local energy might be an effective way to find global lower-energy solutions of the Ising model. The present DOPO neural network inherently includes such a dynamical optimization process thanks to the self-tuning effect of the collective spiking dynamics.

In our experimental setup, the $v$-$w$ coupling and network of DOPO neurons were implemented with the measurement-and-feedback scheme based on the FPGA module and thus the computation speed can be limited by the matrix calculation performed by the FPGA module (see Supplementary Note 7). We expect that the time scale of spiking frequency $\omega_0$ has the potential to become shorter by relying on 10-GHz-repetition rate lasers and replacing the $v$-$w$ coupling based on the FPGA module by direct optical coupling with an integrated photonics platform. Fortunately, flexible optical couplings using integrated interferometers in a waveguide module and spatial light modulators have been proposed for advanced photonic Ising machines. These activities can greatly support faster photonic implementation of the artificial spiking neuron with coupled DOPOs. On the other hand, the current scheme using the FPGA module is very effective for implementing dense networks like the Kuramoto model since the optical coupling can suffer from limitation of connectivity due to spatial restriction and resolution of the physical system. Thus, our final goal will be to explore the best balance of the combination of photonic neuromorphic elements and the measurement-and-feedback scheme, mimicking the combination of neurons and synapse connections in a real neural system.
Method
Analysis of linear stability. Hereafter, the bifurcation of a single neuron is discussed without consideration of interneuron couplings and external fields \((y = y' = I_m = 0)\). It is assumed that the \(i\)-dependence can be neglected in the notations. Analysis of linear stability based on Eqs. (1) and (2) explains what kinds of bifurcations appear. A linearized form around an equilibrium point \((v, w)\) is given by \(\frac{dv}{dt} = M(v)\) with \(M = (P - 3P^2 - \omega_i \omega_P P - 3P^2)\). For small \(P\), equilibrium found at \(v, w = 0\) has eigenvalues of \(M\) given by \(\lambda = \frac{P \pm i\omega_P}{2}\), suggesting an AH bifurcation. For large \(P\), equilibria can be found at the tangency points of nullclines around \(v, w = 0\). Around such equilibria, two of \(\lambda\) can be real and positive values that characterize the SNLC bifurcation. Numerical calculations can precisely estimate equilibriums and corresponding \(\sigma\), and the sets where AH or SNLC bifurcations occur can then be evaluated, as shown in Fig. 2b. In addition, by simulating the spiking dynamics based on Eqs. (1) and (2), it is also possible to calculate spiking frequency. These two kinds of calculations are consistent with each other. See Supplementary Note 1 and 2 for more mathematical explanations.

Spiking frequency. From Eqs. (4) and (5) (in which \(I_m = 0\) is set and \(i\)-dependence is neglected), spiking frequency \(\omega(P)\) can be approximately obtained. \(R\) can be roughly evaluated under the condition \(\frac{dv}{dt} = 0\) as \(R = \frac{1}{\sigma'}\int_0^\infty \frac{dv}{dt} \frac{dt}{\sqrt{1 - \frac{v^2}{v_0^2}}} = \sqrt{2}\). meaning that the number of photons \((\propto R = v^2 + w^2)\) increases linearly with pump amplitude. From this relation \(\sigma' = \omega_i + \frac{1}{\sqrt{2}} \sin \theta\) is obtained, and the period of the oscillator can be approximately evaluated as \(T = \frac{2\pi}{\sqrt{2} \omega_0} = \frac{2\pi \sqrt{2}}{v_0^2}\). Finally, \(\omega(P)\) in Eq. (3) is obtained. See Supplementary Note 3 for more detail about this calculation.

Kuramoto model. The Kuramoto model, which provides a paradigm for understanding the mechanism of synchronization phenomena of coupled nonlinear oscillators, is briefly introduced hereafter. The Kuramoto model for \(N\) nonlinear oscillators with all-to-all coupling with strength \(J_{ij}\) is given as \(\frac{d\theta_i}{dt} = \omega_i - J_{ij} \sum_j \sin(\theta_j - \theta_i)\) (6)

where \(\theta_i\) and \(\omega_i\) are the phase and natural angular frequency of the \(i\)th nonlinear oscillator for \(i = 1, 2, \ldots, N\). Synchronization of coupled oscillators can be understood as a kind of phase transition characterized by order parameter \(r\) defined as \(r = \frac{1}{N} \sum_i e^{i\theta_i}\). Under the assumption that \(w_i\) has a distribution with variance \(\sigma^2\), \(r\) is small for \(J_{ij}/\sigma^2\) and becomes finite for large \(J_{ij}/\sigma^2\) (also see Supplementary Note 4). In our experiments, the distribution of \(w_i\) was introduced by controlling pump amplitude \(P\), through Eq. (5).

Data availability
The data that support the plots within this paper and other findings of this study are available from the corresponding authors upon reasonable request.

Code availability
The modeling is described in the Supplementary information and the code is available from the corresponding authors upon reasonable request.
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