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1 Introduction

The segmentation of images is a common procedure in image analysis applications. This procedure is the first step in many processes meant to extract useful information from scenes. It consists of partitioning the image into different disjoint regions that are homogeneous for one or more features computed from the image. Those regions are assumed to correspond to meaningful parts of the objects in the scene, regions that are easier to analyze. In their survey, Vantaram and Saber1 classify the segmentation methodologies in three main classes: spatially blind, spatially guided, and miscellaneous methods.

As their name suggest, the segmentation of images using the spatially blind methods is not guided by the spatial relationships of the pixels in the image. These methods include approaches using clustering or histogram thresholding. The spatially blind methods have the advantage of being easy to implement and not requiring any a priori information. However, the number of clusters to use for clustering must be determined in advance. This has proven to be a challenging task. Moreover, the histogram thresholding methods have problems with low-contrast images and are difficult to use in color images.

The segmentation of images using spatially guided methods is directed by the relationships between pixels in an image region. These methods group regions that are homogeneous regarding a given image feature. The spatially guided methods are further subdivided into region-based, energy-based, and region and contour-based methods. The region-based methods include procedures such as the growing, the splitting, and the merging of regions. Some algorithms from this category include the J-segmentation algorithm, proposed by Deng and Manjunath,2 the gradient segmentation algorithm, proposed by Ugarriza et al.,3 and a multiresolution extension of the gradient segmentation algorithm, proposed by Vantaram et al.,4 among others. The energy-based methods attempt to minimize cost functions that model regions in the image. Those cost functions may be contour- or region-based functions. The regions covered by the functions evolve until a given energy model is minimized. Some algorithms in this category include the active contours (a.k.a. snakes), first proposed by Kass et al.,5 and variants, such as the fast active contours algorithm proposed by Chan and Vese6 or the active contours without edges, proposed by Vantaram and Saber.7 Finally, the contour-based methods consist of different variants of the watershed algorithm. This algorithm considers a gray-scale image as a topographic relief, where the intensity of the pixels determines the corresponding height of that particular zone. The relief is then flooded in a simulation and the water flows to local minima and forms basins, corresponding to different regions in the image. Some examples of these methods include the work of Gao et al.,8 where watersheds are used to segment color images, the study of Hill et al.,9 that uses a texture gradient to partition textured regions using watershed, and the method by Kim and Kim,10 where a multiresolution watershed segmentation using wavelets is presented.

In this study, we propose a methodology called integral split and merge (ISM) segmentation. This methodology is a region-based segmentation algorithm, where the split-and-merge segmentation and an image representation called integral image are combined to achieve two main goals: to obtain...
acceptable segmentation outcomes and to attain a computational complexity low enough to use the method in real-time applications (i.e., 15 fps or more). The split-and-merge segmentation was proposed by Horowitz and Pavlidis in 1974. It consists of recursively partitioning an image into homogeneous parts and then merging those parts into bigger homogeneous regions. Our ISM methodology uses the integral images to improve the computing time performance. The integral image representation was first used in the object recognition field by Viola and Jones, to achieve a fast feature evaluation for real-time face detection applications.

The proposed ISM method works over intensity images, where the pixels in the homogeneous regions have similar intensity values. The method consists of two main parts: the splitting and the merging steps. The splitting process divides the image into homogeneous regions. This process is performed in a single step, using a quad-tree search. The image is partitioned into regions (i.e., quads) that are evaluated for homogeneity. Because determining the homogeneity of a region is computationally expensive, we use the integral images to improve the time performance. On the other hand, the merging process combines the homogeneous regions obtained from the splitting process, into bigger areas. We propose a merge criterion that is performed in an efficient time and exhibits three main properties. First, it assigns different labels to spatially disconnected regions, independent of their similitude. This is equivalent to performing a connected-component analysis. Second, our method is able to follow gradients in image areas showing this property and group them into single regions. This process is similar to that performed by region-growing methods. Last, our merging procedure is able to automatically determine the number of disjoint regions in the segmentation.

In addition to the ISM split and merge processes, a small-region elimination procedure is presented. This procedure is used to improve the visual appeal of image segmentations, if required. This step first removes the small regions obtained from the ISM segmentation. Then the removed pixels are reassigned to bigger regions using a region growing process. The tests performed show that the small regions have no significant impact in the overall evaluation of a segmentation, therefore, this step may be omitted if necessary.

The ISM methodology was tested to ascertain its performance in segmentation accuracy and computing time. The tests were performed on a collection of natural images where texture patterns are abundant. For this kind of image, it is better to use texture information for the segmentation. Different image features (e.g., texture descriptors) may be used to obtain an intensity map that shows different homogeneity properties. In this work, we use a single texture descriptor: the standard deviation (SD) map. We calculate the SD map in a preprocessing stage. This preprocessing transforms texture features into intensity values that are suitable to be used by our ISM methodology. The SD image describes texture as intensity levels, where each pixel in the SD image is the standard deviation of the intensity values in a neighborhood, centered at the given pixel position in the original image. The ISM methodology used on SD images produces segmentations where the regions are uniform in regard to the standard deviation of their values. Even though there may be better texture descriptors than the SD images, their study is beyond the scope of this work. Here, the SD images are used only to present the ISM methodology. However, despite its simplicity, the SD images have obtained good results in segmentation applications, as in the work of Lizarraga-Morales et al.

The results obtained were evaluated using the normalized probabilistic random (NPR) index. The NPR index is a robust methodology developed by Unnikrishnan et al. to evaluate the quality of image segmentations. The image segmentations obtained from a given algorithm are normally compared against one or more human-made references. To this end, we use the Berkeley segmentation dataset and benchmark (BSDS), a collection of 300 natural images and several human-made segmentation references for each image. The BSDS has been previously used along with the NPR index. An example is the work of Pantofaru and Hebert, where the BSDS and the NPR index are used to evaluate image segmentations, obtained using mean-shift, the efficient graph-based segmentation proposed by Felzenszwalb and Huttenlocher, and a hybrid method that combines both, in order to determine if the hybrid method improves the segmentation quality. The NPR index and the BSDS were also used by Vantaram and Saber to evaluate the segmentation quality of 11 state-of-the-art algorithms. In this study, we compare, in equal terms, the results obtained using our ISM methodology and the results obtained from the 11 algorithms, reported by Vantaram and Saber.

The results obtained from the tests performed show that our ISM methodology obtains a similar segmentation quality to the other state-of-the-art algorithms that are used for comparison purposes. However, while the other methods combine both color and texture features, our ISM methodology only requires a single texture feature (i.e., the SD image) to achieve similar results. Furthermore, our tests show that using integral images to calculate the statistics required by the split and merge segmentation improves the execution time of the method. We have found that the ISM methodology is efficiently executed in a piecewise linear time. These contributions may be advantageous for real-time segmentation applications.

The rest of this paper is organized as follows. In Sec. 2, the proposed segmentation methodology is described. Then, performance evaluation and parameter optimization procedures are discussed in Sec. 3. Finally, some concluding remarks are presented in Sec. 4.

2 Methodology

In this section, the proposed split and merge segmentation methodology is described. The section starts by discussing the integral images that are adapted to this particular application. Then the splitting and merging procedures of our methodology are described along with their implementation details. Additionally, two more procedures that may be used after the segmentation are discussed. The first one is a procedure that declassifies small regions, and the second one is a region growing procedure that assigns the declassified pixels to the remaining classes.

2.1 Integral Images

The proposed ISM methodology makes use of the integral images to improve the time required to obtain an image segmentation. This procedure is essential, because it allows the ISM method to be executed in real time.
The integral images\textsuperscript{13} (a.k.a. summed area tables) are used to efficiently compute sums of pixel intensities in square regions of an image. The time required to compute such sums is constant and does not depend on the region size. Moreover, the integral image may be computed in linear time.

This section describes the method to compute the integral image and to obtain the area sums. These sums are used to compute the mean intensity and the variance of the intensities in an image region. These statistics are used by our splitting process to improve the execution time.

### 2.1.1 Summed area table

The integral image, or summed area table, is obtained from the original image and has the same dimensions. This image representation is used to efficiently compute the sum of intensities in a square area of the image.

Let \( I \) be an image consisting of \( W \times H \) pixels. Also, consider the pixel \((0,0)\) to be at the top-left corner of the image and the pixel \((W-1, H-1)\) at the bottom-right corner. The pixel at column \( i \) and row \( j \) in \( I \) is denoted by \( I(i,j) \). The integral image \( S \) consisting of \( W \times H \) cells is calculated, as shown in Eq. (1). The cell at column \( i \) and row \( j \) in \( S \) is denoted by \( S(i,j) \). Each cell \( S(i,j) \) is the sum of all the intensities above and to the left of its corresponding image pixel \( I(i,j) \), including itself. The computation of \( S(i,j) \) may be optimized using the data already computed, as shown in Eq. (2).

\[
S(i,j) = \sum_{i' \leq i} \sum_{j' \leq j} I(i',j')
\]

\[
S(i,j) = I(i,j) + S(i-1,j) + S(i,j-1) - S(i-1,j-1)
\]

The function \( S(i,j) = 0 \) for the values \( i, j < 0 \). Notice that using Eq. (2), the integral image is obtained in linear time \( O(n) \).

### 2.1.2 Sum of intensities in a region

The integral image may be used to compute the sum of pixel intensities of a square region of arbitrary size. The time required to compute this sum is constant, and it is independent of the size of the area involved.

Consider a square area defined by \( a = (x_0,y_0) \), \( b = (x_1,y_0) \), \( c = (x_0,y_1) \) and \( d = (x_1,y_1) \), where \( x_0, y_0, x_1, \) and \( y_1 \) are integer numbers representing the coordinates of the region in the image (see Fig. 1). Then, the sum of the pixel intensities \( S \) in the region is obtained using Eq. (3).

\[
s = S(x_1,y_1) - S(x_0-1,y_1) - S(x_1,y_0-1) + S(x_0-1,y_0-1)
\]

The function \( S(i,j) = 0 \) for the values \( i, j < 0 \). Notice that the computation of the Eq. (3) is obtained in constant time \( O(1) \).

### 2.1.3 Fast computation of statistics

In their article, Bradley and Roth\textsuperscript{20} use the integral image to compute the mean intensity of a rectangular region of an image. In this work, a similar approach is used to calculate the mean. Additionally, we also calculate the variance of the pixel intensities in square regions of arbitrary size by using statistical moments.

First, consider Eq. (4), where \( s_r \) is the sum of all the intensity values, raised to the power of \( r \), in a region defined by \( x_0, y_0, x_1, \) and \( y_1 \). The mean \( \mu \) and variance \( \sigma^2 \) of the region data may be computed as a function of \( s_r \), using Eqs. (5) and (6), respectively.

\[
s_r = \sum_{i=x_0}^{y_1} \sum_{j=x_0}^{y_1} I^{(r)}(i,j)
\]

\[
\mu = \frac{s_1}{N}
\]

\[
\sigma^2 = \frac{s_2}{N} \left( \frac{s_1}{N} \right)^2,
\]

where \( s_1 = s_{r=1} \) and \( s_2 = s_{r=2} \). Notice that the sum \( s_r \) may be efficiently computed using integral images. First, the summed area table of an image with intensities raised to the power of \( r \) is calculated as shown in Eq. (7).

\[
s_r(i,j) = I^{(r)}(i,j) + S_r(i-1,j) + S_r(i,j-1) - S_r(i-1,j-1)
\]

This operation is also performed in linear time \( O(n) \). Then, the sum of intensities \( s_r \) is calculated using the summed area table \( S_r \), as shown in Eq. (8).

\[
s_r = S_r(x_1,y_1) - S_r(x_0-1,y_1) - S_r(x_1,y_0-1) + S_r(x_0-1,y_0-1)
\]

The function \( S_r(i,j) = 0 \) for the values \( i, j < 0 \). The computation of Eq. (8) is also performed in constant time \( O(1) \).

### 2.1.4 Optimization details

The integral images discussed in this section are intended to be used for image segmentation, and because the intensity values of the image pixels are integer (in \([0,255]\)), an integer
integral image may be used. This data representation may be advantageous, because the integer arithmetic is faster than the floating point arithmetic. Thus, the segmentation methodology discussed in this work may be fully implemented using only integer arithmetic. Even though the mean and variance values obtained from pixel intensities may be real numbers, an integer approximation is acceptable. Therefore, the division operations required to calculate the mean and the variance may be performed using integer arithmetic alone. Moreover, the division operations required by the splitting process described next may be replaced by bit shifts.

2.2 Splitting Process
The first step of the proposed segmentation methodology is a splitting process. This process divides the image into regions of homogeneous intensity. First, the image is divided into quads and each quad is tested for homogeneity. If the region is not homogeneous, that region is further subdivided into quads, and the process is repeated until the homogeneity condition is reached, or until a stop condition is met.

A region homogeneous in intensity is a region in the image that has the same intensity for all its pixels. In practice, this situation rarely occurs. Small differences between pixel intensities are expected in perceptually homogeneous regions. Therefore, a certain tolerance to intensity variation may be allowed for homogeneous regions. The maximum intensity variation allowed is determined by a variance threshold ($\sigma^2_T$) that is required to be calculated for each image. To that end, an automatic method to detect the variance threshold is also discussed in this section.

2.2.1 Quad-tree building
Before starting the subdivision process, the original image should be slightly modified in order to make the subdivision easier. First, it results more convenient if the image is square, with sides that are powers of two. This assures the image to be divisible at every level of the tree, and the divided regions to be always powers of two.

If the original image does not meet the aforementioned size requirements, the image canvas is enlarged, adding empty pixels to the right and to the bottom of the image, until obtaining an image of $2^\ell \times 2^\ell$ pixels, where $\ell$ is a positive integer value such that $2^{\ell-1} \leq \max(W, H) \leq 2^\ell$. Additionally, it is recommended to assign a special value to the empty pixels. This special value has the property of being always different from any other pixel intensity, regardless of the variance threshold ($\sigma^2_T$) used. This way, the empty pixels can only be grouped together, and the space added by the canvas enlargement does not interfere with the segmentation process.

2.2.2 Subdivision process
The subdivision process starts with the whole image after the canvas enlargement step. Because the side length of the image equals $2^\ell$, consider the number of levels in quad three to be $\ell$.

The homogeneity of the level $\ell$ of the image is determined by obtaining the variance of the region (in this case the variance of the whole image) and comparing it against the variance threshold $\sigma^2_T$. The variance of the region is efficiently computed by our ISM methodology using integral images, applying Eq. (6). Notice that, for this equation $N = (2^\ell)^2 = 2^{2\ell}$, yielding a number that is also a power of two, therefore, the variance calculation requires no division operations, and a bit shift may be used instead.

To decide if the region (in this case the whole image) is homogeneous, its variance should be below the variance threshold level $\sigma^2_T$. Otherwise, the region is considered non-homogeneous, and is subdivided into four square regions of side $2^{\ell-1}$.

The process is repeated for each one of the four regions. If a region is nonhomogeneous, the region is further subdivided. The process is repeated until the homogeneity condition is met, or the level $\ell = 0$ is reached. At this point, all the image is divided into different regions that are homogeneous in intensity.

Additionally, the process may be initiated or finalized at arbitrary levels. For example, the splitting process may start at level $\ell$. However, until the level $\ell - a$ is reached, all the regions are considered nonhomogeneous. This consideration is used to avoid segmentation errors produced by big regions containing small areas that should be assigned to a different class. If the mean intensity of such a region is below $\sigma^2_T$, the error may not be detected. However, as mentioned by Ojala and Pietikäinen, smaller initial regions are easily merged together again by the merging process. In this work, we use a maximum region of $2^{\ell} \times 2^{\ell}$ pixels to avoid this kind of error. On the other hand, the process may also be finalized before the level $\ell = 0$ is reached. This may speed up the subdivision process, because the lower levels in quad three have more regions to process than the upper levels. However, doing this increases the error in the detection of the boundaries between regions, reducing the quality of the segmentation. For this reason, in this work, we use $\ell = 0$.

In our implementation, we use a data structure called "node," to store the information of a given homogeneous region. This information is used to further reduce the operations required by the splitting process. The nodes are stored in a vector as soon as the homogeneous regions are found. Because the quad tree is explored using a breadth-first search, the resulting vector is sorted. This is required by the merging process.

2.2.3 Automatic variance threshold selection
It is often inconvenient to define a constant variance threshold $\sigma^2_T$ for all images, because the optimum variance threshold is dependent on the image under segmentation. In their article, Ugarriza et al. propose an automatic approach, called "adaptive gradient thresholds," that initializes the seeds of their region growing segmentation methodology. We adapted this methodology to determine the best value of $\sigma^2_T$ from a gradient map obtained from a given image. This process is fast and should be performed for every image before starting the segmentation. The methodology adapted from the work of Ugarriza et al. is discussed in this section.

An estimation of $\sigma^2_T$ may be obtained using the next procedure. First, a gradient image is obtained from the original image, which is assumed to have only one channel. The image consists of $K = W \cdot H$ pixels of intensity $U = \{u_1, u_2, u_3, \ldots, u_K\}$, while the gradient image is made of $K = W \cdot H$ values $G = \{g_1, g_2, g_3, \ldots, g_K\}$, for an image of $W \times H$ pixels, where each $k$ index from the $u_k$ and $g_k$ values corresponds to the image position $k = Wj + i$. 
The value for each pixel in the gradient image $G$ is defined as $g = \sqrt{\lambda}$, where $\lambda$ is obtained using Eq. (9) presented by Ugarriza et al.\textsuperscript{3}

$$\lambda = \frac{1}{2} \left[ q + h + \sqrt{(q + h)^2 - 4(qh - t^2)} \right]. \quad (9)$$

The variables $q$, $t$, and $h$ are defined in Eqs. (10), (11) and (12), respectively. The variables $x$ and $y$ are the spatial coordinates of the image.

$$q = \left( \frac{du}{dx} \right)^2 \quad \text{(10)}$$

$$t = \frac{du}{dx} \cdot \frac{du}{dy} \quad \text{(11)}$$

$$h = \left( \frac{du}{dy} \right)^2 \quad \text{(12)}$$

The differential terms of Eqs. (10)–(12) are calculated as functions of image intensity values, as shown in Eqs. (13) and (14).

$$\frac{du}{dx} = I(i, j) - I(i - 1, j) \quad \text{(13)}$$

$$\frac{du}{dy} = I(i, j) - I(i, j - 1) \quad \text{(14)}$$

After obtaining the gradient image $G$, its histogram is calculated, and the threshold variance $\sigma_T^2$ is obtained from this histogram. It is required to find a threshold $p$ in the histogram where a given percentile is reached. For convenience, the threshold $p$ is normalized in $[0,1]$ and not in $[0,100]$ as is the percentile, but still reflecting the same proportion. The threshold $p$ signals the maximum intensity deviation that should be considered as homogeneous, which is equivalent to $\sigma_T$ (see Fig. 2). Even though $p$ is also a threshold value, its behavior is different from $\sigma_T$. While $\sigma_T^2$ changes from image to image, $p$ is a constant that may be experimentally determined. Ugarriza et al.\textsuperscript{3} reported that the optimum value for their adaptive gradient threshold is near 0.8. We experimentally obtained a similar value for the gradient threshold $p = 0.82$; the protocol used for this experiment is discussed in Sec. 3.3.1.

### 2.3 Merging Process

The ISM merging process combines the homogeneous regions obtained from the splitting process into bigger regions that are assigned to a class. The regions in a class should be homogeneous in intensity and be spatially connected. The ISM merging methodology proposed here has three main characteristics: the number of classes is automatically determined for each image, smooth gradients are considered as homogeneous regions, and different classes are assigned for disconnected regions. The details of our ISM merging algorithm are discussed next.

#### 2.3.1 Conditions and cases

The homogeneous regions identified by the splitting process (nodes) may be merged together if they fulfill the next merging conditions. First, an unclassified region is always merged into a classified region. Second, the unclassified region should be equal in size or smaller than the region into which it is going to be merged. Third, the difference of the mean intensities between the classified and the unclassified regions should not be greater than $\sigma_T$. Last, the regions must be adjacent in the vertical and horizontal directions only.

If a region is not classified and has no classified neighbors that fulfill the merging conditions, a new class is created for that region. Additionally, an unclassified region may have more than one adjacent region that fulfill the aforementioned conditions. There may be up to four suitable neighbors for each unclassified region, because of the second merging condition. If those regions share the same class label, the assignment of the region to that class is straightforward. However, if the adjacent regions have different class labels, those labels need to be reassigned to a single class.

#### 2.3.2 Class assignment

At the beginning of the merging process, there is no class assigned to any region. In this case, and whenever a region has no neighbors that meet any of the merging conditions, a group structure ($g_w$) is generated. All the neighboring nodes ($n_i$) that fulfill the merging conditions are pointed to a group structure (see Fig. 3). This structure keeps a record of the sum of the pixel intensities from all the nodes.

Whenever a new node is created, a new class ($C_j$) structure is also defined, and the group is pointed to that class structure. The class contains a unique label and stores a vector containing all the group structures that point to the class.

![Fig. 2](image-url)  
**Fig. 2** Histogram of the gradient image showing the $p$ threshold level.

![Fig. 3](image-url)  
**Fig. 3** Graphic representation of the node ($n_i$) and group ($g_w$) structures. The arrows depict pointers to structures.
If two or more regions of different classes are merged together, their corresponding groups are added to the group vector of the class. This reduces the computing time otherwise used in node reassignment. Figure 4 shows the relationship between the class and group structures.

The merging process is performed using the vector of node structures generated during the splitting process. This vector is sorted by the size of the regions, where the first nodes correspond to the biggest homogeneous regions in the image. This means that all the classes are started using the biggest region possible and smaller regions are added later.

The use of intermediate group structures between the node and the class structure is useful for the implementation only. It considerably reduces the number of operations that are required to merge multiple classes together. At the end of this process, the remaining classes are labeled from 1 to L, consecutively.

2.4 Small-Region Elimination

At the end of the split and merge segmentation process, all the pixels in the image are assigned to a class in the resulting segmentation. However, there are many classes among them that are associated only with a small group of pixels.

Normally, it is expected that an image segmentation will have a reduced number of classes, and those classes are expected to group the important areas in the image. For this reason, an excess of small classes may pose a problem for some applications. It may be convenient to eliminate those small classes and later reassign their pixels to bigger classes. The elimination process is straightforward. All the class structures are inspected and if the number of pixels associated to that class is below M pixels, the class is eliminated along with the structures used by it. All the pixels affected are declassified.

If elimination of small classes is used, it is more convenient to perform the class labeling afterwards.

2.5 Region Growing

The declassified pixels from the small region elimination procedure are reassigned to the class that is more convenient with a region growing procedure. Considering that most of the pixels are already classified, the time required to perform this operation should be short, because the region growing is applied only to a small number of pixels.

The process starts by introducing all the unclassified pixels into an FIFO stack. Each element of the queue is tested in order to determine if that particular pixel may be assigned to a neighboring class. There are two conditions to meet in order to perform that assignment. First, the pixel should be a neighbor of a pixel that is already classified. Second, the pixels recently assigned to a class by this process are not considered as classified pixels.

Those pixels that do not meet the assignment conditions are pushed to another FIFO stack to start a second cycle. The pixels that were assigned in the previous step are now considered as classified pixels. This distinction is made in order to make the regions to grow in layers. The same process is repeated until no unclassified pixels remain.

To summarize the ISM segmentation algorithm presented in this section, a series of examples obtained from each step of the methodology are shown in Fig. 5. Figure 5(a) shows the original image. Then, Fig. 5(b) shows the intensity values obtained from the original image, used here as a descriptor. Figure 5(c) shows the homogeneous regions obtained from the splitting process. Their boundaries are shown in black. Figure 5(d) shows the homogeneous regions obtained after the merging process. The boundaries are also shown in black. Figure 5(e) shows in red the small regions containing less than M pixels. Finally, Fig. 5(f) shows the resulting segmentation, obtained after the region growing procedure. This image shows each class label in a different color.

3 Tests and Results

This section presents the results obtained from a series of tests, divided into three categories. The first set of tests is made to determine the optimum segmentation parameters for the proposed algorithm. The second one compares the outcome of the proposed methodology with other state-of-the-art segmentation algorithms. The third set is made to experimentally ascertain the execution time of the method.

It is desirable that the proposed methodology reaches results similar to other state-of-the-art methods. Also, the methodology proposed is expected to be fast enough to be used in real-time applications (i.e., 15 fps or more). Our algorithm is compared with the 11 segmentation methods presented in the survey made by Vantaram and Saber. These algorithms are: the Edge Detection and Image Segmentation (EDISON) system by Christoudias et al.,

the Compression-based Texture Merging (CTM) by Yang et al.,

the J-Segmentation (JSEG) algorithm by Deng and Manjunath,

dynamic Color Gradient Thresholding (DCGT) by Balasubramanian et al.,

the Gradient Segmentation (GSEG) algorithm by Ugarriza et al.,

a multi-resolution extension of the GSEG methodology called MAPGSEG by Vantaram et al.,

the Level Set-based Segmentation (LSS) by Sumengen,

the Gibbs Random Field (GRF) algorithm by Vantaram and Saber,

the Graph-based Segmentation (GS) algorithm by Felzenszwalb and Huttenlocher,

the Ultra-metric Contour Map (UCM) segmentation by Arbelaez and Cohen,

and a Color Texture Segmentation (CTS) by Hoang et al. These segmentation algorithms are evaluated using the normalized probability rand (NPR) index proposed by Unnikrishnan et al. The NPR Index requires reference segmentations to determine the evaluation measure, and the Berkeley Segmentation Dataset and Benchmark (BSDS) proposed by Martin et al. is used for that purpose. This is a collection of 300 natural images that includes from 5 to 10 human-made segmentations for each image.
Our ISM algorithm is also evaluated using the NPR index and the BSDS images in order to compare our results with those from the 11 algorithms of the survey under equal conditions. Additionally, to ascertain the significance of the results obtained, a statistical $t$-test was performed. The test protocols explaining the different experiments are presented next, along with a discussion of the obtained results.

### 3.1 Evaluation of Results, Using the NPR Index

The segmentations resulting from the tests performed were evaluated using the NPR index, a segmentation evaluation methodology proposed by Unnikrishnan et al.\textsuperscript{15} This methodology compares an image segmentation against a reference segmentation (i.e., the ideal outcome) and determines their similitude. The NPR index has four desirable properties for segmentation evaluation: first, the method is able to compare segmentations that have a different number of regions. This property is important, because the ISM segmentation methodology automatically determines the number of labels of a segmentation and may differ from the references or the results from other algorithms. Second, the NPR index presents no degenerate cases in which bad segmentations obtain abnormally good results. Third, the NPR index is able to use multiple segmentation references to obtain a more objective result and is able to accommodate the refinement of regions found in the references. Finally, the measure obtained from the NPR index allows the comparison between segmentations of different images or between segmentations from different algorithms.

In this work, the Matlab toolkit provided by Yang et al.\textsuperscript{23} is used to compute the probabilistic random (PR) index. The required human-made references are provided in the BSDS. The NPR index is obtained using Eq. (15):

$$\text{NPR} = \frac{\text{PR} - E[\text{PR}]}{\max[\text{PR}] - E[\text{PR}]},$$

(15)

where $\max[\text{PR}] = 1$, and $E[\text{PR}] = 0.6064$, according to Vantaram and Saber,\textsuperscript{1} for the set of 300 natural images in the BSDS.

### 3.2 Statistical Tests

For all the tests performed, the segmentation results obtained using the NPR index were averaged. This result is the mean performance of the ISM algorithm over the 300 images in the BSDS. This mean result was compared with the results from the 11 algorithms in the survey of Vantaram and Saber,\textsuperscript{1} in order to determine their differences in quality. However, a
simple comparison of the mean performance is not enough to provide a conclusion from such comparisons. In cases where the results are too close, the difference may not be significant. In order to identify such cases, statistical significance tests need to be performed for all the comparisons made. In this study, we use a two-sample t-test, where different variances are assumed. Our null hypothesis is that the mean results of two test sets are the same. On the other hand, our alternative hypothesis is that the mean results of two test sets are actually different.

The results obtained are reported in the following sections. Additionally, different tests were performed to optimize the parameter $p$ required by the ISM methodology, the parameter $M$ used for small-region elimination, and the parameter $R$ used in the preprocessing stage to calculate the SD image.

### 3.3 Parameter Optimization

This section presents the tests conducted in order to determine the best segmentation parameters for the proposed methodology. There are three parameters to optimize. The first one is the parameter $p$ of the ISM methodology, used to determine the variance threshold $\sigma_T^2$ of the image. This parameter specifies the percentile of the image intensities that should be below $\sigma_T^2$ in an adaptation of the method proposed by Ugarriza et al. The second parameter is the minimum size $M$ allowed for a class in the resulting segmentation. This parameter is used by the small-region elimination process. All pixels of classes below the value of $M$ are declassified and reassigned to bigger classes. The last parameter $R$ defines the size of the window $W = 2R + 1$. This window size is required to calculate the SD image of the preprocessing stage. The SD image is used here as a texture descriptor.

#### 3.3.1 Gradient histogram threshold

The threshold $p$ used to determine the value of $\sigma_T^2$ is adapted from the work of Ugarriza et al. They report a value of 0.8 for their adaptive gradient thresholds. However, because the adaptation of this method may lead to differences in the results, we conducted a test to independently determine the value of $p$.

For this test, we used the 300 images from the BSDS proposed by Martin et al. as a training set. All the images in this set were segmented using different values in $0 \leq p \leq 1$. The segmentation evaluations obtained using the NPR index show that the best value is $p = 0.82$. Even though this is the best average evaluation value, the statistical significance test performed shows that the differences of the segmentation results are not significant for values in $0.49 < p < 0.88$, meaning that the method is robust for different values of $p$. This means that the value of $p = 0.82$ and the value of 0.8 reported by Ugarriza et al. for their adaptive gradient thresholds have no significant differences. From now on, we use the value of $p = 0.82$ only as a preference.

#### 3.3.2 Size of a small region

We conducted a test to determine the optimal value for the minimum class size $M$ used in the small-region elimination step. The 300 testing images from the BSDS were segmented, this time using different values of $M$ that vary from zero to 500 pixels. The results were evaluated using the NPR index and the next results were found.

First, we found that the optimal value obtained is $M = 400$. However, the statistical significance test performed showed that there is no significant difference in $0 \leq M \leq 500$. Therefore, the elimination of the small classes is not relevant to ascertain the quality of the image. However, it may be used for display purposes. We choose the value of $M = 400$ for the comparison tests, described in Sec. 3.4.

#### 3.3.3 Window size to obtain a deviation image

Another test was conducted to determine the optimal size of the inspecting window that was used to obtain the SD image in the preprocessing stage. We used the 300 images in the BSDS to obtain different segmentation sets for different values of $R$. We average the results from the 300 segmentations for a given $R$ value and then compare the different average results obtained using different $R$ values. The values of $R$ vary in the range of $0 \leq R \leq 20$. The result obtained shows a maximum for $R = 8$. However, the statistical significance test shows that the differences are not significant for values in $5 \leq R \leq 12$. In our implementation, we also used the integral images in the preprocessing stage to calculate the SD image. This has two advantages: first, the SD image is obtained in linear time, and second, that time is independent of the size of the window that is used, i.e., $R$. Therefore, we can use any value of $R$ without performance losses. We choose $R = 8$ for the performance tests, only as a preference.

### 3.4 Segmentation Performance

This section presents the results obtained from the proposed ISM methodology using the SD images as input after the small-region elimination process. Figure 6 shows a diagram of the segmentation process performed using the ISM methodology. The results were compared with other state-of-the-art segmentation methods and were also evaluated using the NPR index.

The evaluation of the segmentations, obtained from the 300 images from the BSDS using the ISM methodology, obtains an average evaluation $\mu = 0.390$, and a standard deviation $\sigma = 0.636$. The parameters used were $R = 8$ for the SD image in the preprocessing stage, $p = 0.82$ for the ISM segmentation, and $M = 400$ for the small-region elimination step.

The results from our ISM methodology were compared with the 11 algorithms reported by Vantaram and Saber. Some image examples obtained from these results are shown in Fig. 7. The 11 algorithms used for comparison were applied to the same 300 images from the BSDS as our ISM methodology, and their segmentation results were

![Diagram of the segmentation process using the integral split and merge (ISM) methodology.](image-url)
also evaluated using the NPR index. Therefore, the tests were conducted under the same evaluation conditions.

Table 1 shows a comparison of the results obtained by our algorithm and the 11 algorithms. Each algorithm was applied to the 300 images from the BSDS. The resulting segmentations were evaluated using the NPR index. The table shows the mean result for each algorithm (μi), and the standard deviation of the results (σi).

Additionally, the table shows the conclusions obtained from the statistical significance t-test. The mean result of each algorithm used for comparison (μi) was tested against the mean result from our ISM methodology (μ). The t-test determines whether the difference between mean values is significant or not. The table shows μ = μi when the differences are not statistically significant, and μ ≠ μi otherwise.

The results from the t-test show that there are no significant differences between the results obtained from our methodology and the algorithms used for comparison, with the exception of the GSEG and the UCM algorithms that obtain better results and the CTS algorithm that obtains worse results. Therefore, our ISM methodology using the SD image as a texture descriptor obtains results comparable to most of the eleven algorithms tested. However, the use of a feature descriptor other than the SD image may lead to better results.

### Table 1

| Alg. | i | μi | σi | t-test |
|------|---|----|----|--------|
| ISM  | 0.390 | 0.636 | | |
| EDISON | 1 | 0.377 | 0.383 | μ = μ1 |
| CTM | 2 | 0.386 | 0.368 | μ = μ2 |
| JSEG | 3 | 0.440 | 0.318 | μ = μ3 |
| DCGT | 4 | 0.394 | 0.375 | μ = μ4 |
| GSEG | 5 | 0.496 | 0.306 | μ ≠ μ5 |
| MAPGSEG | 6 | 0.495 | 0.312 | μ = μ6 |
| LSS | 7 | 0.329 | 0.344 | μ = μ7 |
| GRF | 8 | 0.488 | 0.309 | μ = μ8 |
| GS | 9 | 0.457 | 0.324 | μ = μ9 |
| UCM | 10 | 0.507 | 0.322 | μ ≠ μ10 |
| CTS | 11 | 0.214 | 0.419 | μ ≠ μ11 |

### 3.5 Execution Time and Algorithmic Complexity

An execution time test was performed to determine the complexity of the ISM methodology relevant to the number of pixels processed. For the test, 150 scaled sets of the BSDS were used. The ISM segmentation was applied to all 300 images in each scaled set. The segmentation of each scaled set was repeated 100 times in order to increase the accuracy of the registered time t. This process was repeated for all the 150 scaled versions. Figure 8 shows as dots the time (ms) obtained experimentally for different number of pixels (n), corresponding to different scaled versions of the BSDS. The average segmentation time for a typical n-pixel image from the database is obtained by computing t/30,000.

The results show a piecewise linear behavior. The discontinuities between segments are related to the canvas enlargement step of the ISM methodology. For nonsquare W × H image sizes, having \( \min(W, H) < 2^{\sqrt{2}}/2 \), two quads are filled only by empty pixels. The processing required...
for those quads is negligible. However, for images having \( \min(W, H) \geq 2^k / 2 \), there are no empty quads, and the number of quad divisions increases significantly. The time “jump” occurs for image sizes having \( \min(W, H) = 2^k / 2 + 1 \). Even though these jumps seem to increase the time consumption, their occurrence decrease in frequency as \( n \) increases because the occurrence of the jumps is functions of powers of two.

The results of the different experiments shown as dots in Fig. 8 were adjusted to lines, using the least squares fitting methodology. The tests performed on the 300 images from the BSDS for images of 481 \(	imes\) 321 pixels show that a single image is segmented in an average time of 32.6 ms, using a microprocessor fourth generation Intel Core i7 at 3.40 GHz. Because of its piecewise linear time complexity, the ISM methodology may achieve real-time segmentation using adequate hardware.

### 4 Concluding Remarks
In this study, we propose the ISM segmentation methodology, a split-and-merge segmentation algorithm that uses integral images to achieve real-time segmentation through the fast computation of statistics. Additionally, the ISM methodology performs connected component analysis. Therefore, regions showing equal features are labeled as different regions if they are not spatially connected. Also, the method is able to follow the gradients present in some image areas and group those areas into a single region. Last, the ISM methodology automatically determines the number of regions in each image segmentation. The comparison of results between our ISM methodology and other state-of-the-art algorithms shows that our ISM methodology obtains results as good as most of the methods evaluated. Even though the results from the GSEG and the UCM algorithms obtained a better performance, the outcomes from the ISM method using a simple SD image as a texture descriptor are comparable to those of the rest of the algorithms. However, this quality is achieved by the ISM method using a single texture feature, while the other methods use a combination of both color and texture features. Additionally, better results may be achieved using different feature descriptors, or by the combination of two or more descriptors. Regarding the execution time, the execution tests show that the ISM methodology is executed with a piecewise linear algorithmic complexity. To our knowledge, none of the comparison algorithms achieves this execution time. Our methodology is able to obtain image segmentations at a rate of about 32 fps for images of 481 \(	imes\) 321 pixels; in this instance, the application may be considered real-time. The results show that the ISM methodology may be a good alternative for applications that need a fast segmentation using few image features, while still achieving an acceptable segmentation quality.
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