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Abstract. In this article we apply complex projective metrics to sequences of complex transfer operators generated by Young towers, countable shifts and other types of distance expanding maps (possibly time dependent) with countable degrees. We will derive a sequential Ruelle-Perron-Frobenius theorem for such sequences, and relying on it a variety of probabilistic limit theorems (finer than the CLT) for non-stationary processes follow.

1. Introduction

There are several techniques to prove that complex perturbations of real quasi compact operator are quasi-compact. One of the most common techniques relies on application of perturbation theorems (see [15], [16]). This method can be applied with a some classes of transfer operators, (see, for instance [15], [9], [11] and [28]), where the quasi compactness is verified via a Lasota-Yorke type inequality, or by finite dimensional range approximation arguments (see [28]). This classical scheme does not work when dealing with compositions of different complex transfer operators (even if they are different perturbations of the same operator), since there is no spectral theory to exploit.

Another approach for proving that a real (transfer) operator is quasi-compact relies on contraction properties of projective Hilbert metrics (see [4], [5] and [20]). This method does not rely on spectral-theory arguments, and so it also works well (for certain models) in the case of composition of different real operators. For instance, it yields certain type of Ruelle-Perron-Frobenius (RPF) theorem for some classes of (compositions of) stationary random transfer operators (taken along paths of measure preserving systems), which is a specific case of time dependent operators (see [17], [19] and references therein). Such RPF theorems have a variety of applications, for instance to limit theorem for random dynamical system (see [17], [15] and reference therein). Several types of limit theorems were also proved for time dependent sequential dynamical systems using different methods (see [2], [3], [6], [22] and references therein). All the above results do not include fine limit theorems such as the Berry-Esseen theorem and the local central limit theorem (LCLT).
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In [23] (see also [7] and [8]) the theory of complex cones and complex projective Hilbert metrics was developed, and the contraction properties of linear operators between two complex cones were established. Moreover, a certain type of (conic) perturbation theory was developed. In [10] we used this theory and obtained a version of the RPF theorem for compositions of random complex transfer operators generated by a stationary sequence of different distance expanding maps $T_j = T_{\theta_j \omega}$, and in [14] we extended it to the case of a single sequence $T_j$ (i.e. which is not necessarily random), and also studied some type of stability properties of the resulting RPF triplets. These RPF theorems have many applications: we applied them in order to derive several limit theorems (e.g. LCLT and Berry-Esseen theorems) for large classes of non-stationary processes (see [10], [13] and [14]) generated by a sequence of maps $T_j$, for certain classes of skew products ([12]) and for so called, nonconventional sums (see Ch. 2 of [10]). All of these results were applicable only for transfer operators generated by finite degree sequence of maps $T_j$.

In this paper we apply complex cone techniques for countable degree maps, and obtain sequential complex RPF theorems for several types of sequences of complex perturbations of an underlying sequence of real transfer operators $L_0$. We first consider a sequence $L_j^{(1)}$ of complex perturbations of a single transfer operator $L_0 = L_0^{(1)}$ defined by a Young tower or a countable subshift of finite type. More specifically, we consider the deterministic quasi-compact transfer operators $L_0$ from [26] and [27] and then consider perturbations of the form $L_j^{(1)} = L_0(e^{u_j})$, where $u_j$ is a sequence of Hölder continuous functions. Exactly as in [14], this complex sequential RPF theorem yields various limit theorems (finer than the central limit theorem) for random variables of the form $\sum_{n=0}^{\infty} u_j(T^n x)$, where $T$ is either a Young tower or a countable shift, and $x$ is distributed according to an appropriate conformal or invariant measure.

We also return to the setup of sequential covering maps $T_j$, were, in contrast to [14], we will allow that some (possibly all) of the $T_j$’s will have countable degree. The RPF theorem we prove in this setup holds true for locally distance expanding interval maps, including the ones considered in Section 3 of [6], and also in the case when each $T_j = T$ is the Gauss map and $L_0$ is the classical transfer operator given by

$$L_0 g(x) = \sum_{n=1}^{\infty} \frac{1}{(n+x)^2} g\left(\frac{1}{(n+x)^2}\right).$$

Our results also hold true for countable nonstationary full-shifts, and also when each $T_j$ is the same countable subshift of finite type which has a Gibbs measure (see [24]). In all of the above cases, we derive from the arguments in [14] various types of limit theorems for non-stationary sequences of random variables of the form $\sum_{n=0}^{\infty} u_j(T^n x)$, where $x$ is distributed according to a special Gibbs measure, $T^n = T_{n-1} \circ \cdots \circ T_1 \circ T_0$ and $u_j$ is a sequence of bounded Hölder continuous functions (in fact, our method allows us to consider a larger class of functions $u_j$).

2. Preliminaries and main results

2.1. Young towers and countable shifts. We begin with describing the Tower structure from [29]. Let $(\Delta_0, F_0, m_0)$ be a probability space, $\{\Lambda_0^j : j \geq 1\}$ be a partition of $\Delta_0$ (mod $m_0$), and $R : \Delta_0 \to \mathbb{N}$ be a (return time) function which is constant on each one of the $\Lambda_0^j$’s. We identify each element $x$ in $\Delta_0$ with the pair
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(x, 0), and for each nonnegative integer ℓ let the ℓ-th floor of the tower be defined by

\[ \Delta_\ell = \{(x, \ell) \in \Gamma_0 \times \{\ell\} : R(x) > \ell \} \]

and for each j so that \( R|_{\Lambda^j_0} > \ell \)

\[ \Lambda^j_\ell = \{(x, \ell) \in \Delta_\ell : x \in \Lambda^j_0 \} \subset \Delta_\ell. \]

The tower is defined by

\[ \Delta = \{(x, \ell) : \ell \geq 0, (x, \ell) \in \Delta_\ell \}. \]

Let \( f_0 : \Delta_0 \to \Delta_0 \) be so that for each j the map \( f_0|_{\Delta^j_0} : \Delta^j_0 \to \Delta_0 \) is bijective (mod \( m_0 \)). The dynamics on the tower is given by the map \( F : \Delta \to \Delta \) defined by

\[
F(x, \ell) = \begin{cases} 
(x, \ell + 1) & \text{if } R(x) > \ell + 1, \\
(f_0(x), 0) & \text{if } R(x) = \ell + 1. 
\end{cases}
\]

We think of \((f_0(x), 0)\) as the return (to the base \( \Delta_0 \) function corresponding to \( F \), and when \( R(x) = \ell + 1 \) we also write \( F^R(x, \ell) = (f_0(x), 0) \). It will also be convenient to set \( F^R(x, \ell) = F^R(x, 0) \) for any \( \ell \geq 1 \) and \((x, \ell) \in \Delta_\ell \).

We note that in applications usually \( \Delta_0 \) is a subset of a larger set, and \( f_0 = f^R \) is the return time function (to \( \Delta_0 \)) of a different function \( f \) (so that the tower is constructed in order to study statistical properties of \( f \)). We assume here that the partition \( R = \{\Lambda^j_\ell\} \) is generating in the sense that \( \bigvee_{i=0}^{\infty} F^{-i}R \) is a partition into points. For each \( k \geq 0 \) and \( x \in \Delta \), we will denote the element of the partition

\[ \bigvee_{i=0}^{k} F^{-i}R \]

containing \( x \) by \( R_k(x) \) (so that \( \{x\} = \bigcap_{k \geq 0} R_k(x) \)).

2.1. Remark. The tower structure in [28] was defined differently- it was built over possibly invertible maps \( f \) and the return time function \( R \) satisfied different conditions, but the setup described above fits the projection \( \bar{F} \) of the tower from [28] on the quotient space generated by sliding along stable manifolds (see Section 3.1 in [28]). Using the projected tower, it is possible to derive statistical limit theorems for the original tower (and hence for the original map over which the tower is constructed, see Section 4.1 in [28]). This is clearly also true in the (sequential) case of partial sums of the form \( \sum_{j=0}^{n-1} u_j \circ F^j \) considered in what follows (as we will consider sequences of functions \( \{u_j\} \) which are uniformly Hölder continuous).

Next, we lift the \( \sigma \)-algebra \( \mathcal{F}_0 \) to \( \Delta \) by identifying \( \Lambda^j_\ell \) with \( \Lambda^j_0 \) and lift the probability measure \( m_0 \) to a measure on \( \Delta \), by assigning the mass \( m_0(\Gamma) \) to each subset \( \Gamma \) of each \( \Lambda^j_\ell \), for any \( \ell \) and \( j \) so that \( R(\Lambda^j_\ell) > \ell \). Let us denote the above \( \sigma \)-algebra and measure on \( \Delta \) also by \( \mathcal{F}_0 \) and \( m_0 \), respectively. We will always assume that \( \int Rdm_0 < \infty \) which means that \( m_0(\Delta) < \infty \). Henceforth we will assume that \( m_0 \) has been normalized so that \( m_0(\Delta) = 1 \). We will assume here the tower has exponential tails:
2.2. Assumption. The exist constants \( q, p > 0 \) so that for each \( n \geq 1 \),
\[
m_0 \{ x : R(x) > n \} \leq q e^{-pn}.
\]

The (separation) distance on the space \( \Delta \) is defined as follows: for any \( x = (x^0, 0) \) and \( y = (y^0, 0) \) in \( \Delta_0 \), denote by \( s(x, y) \) the greatest integer \( n \) so that \( (F^n)^p(x) = f_{0}^{p}(x^0) \) and \( (F^n)^p(y) = f_{0}^{p}(y^0) \) lie in the same \( \Lambda^0 \), for all \( p \leq n \). If \( x = (x^0, \ell) \) and \( y = (y^0, \ell) \) belong to the same floor \( \Delta_\ell \) for some \( \ell \geq 1 \) we set \( s(x, y) = s(x^0, y^0) \).

When \( x \) and \( y \) are not in the same floor we set \( s(x, y) = 0 \). Let \( \beta \in (0, 1) \) and define the distance \( d(\cdot, \cdot) \) on \( \Delta \) by \( d(x, y) = \beta^{s(x,y)} \). We will also assume that
\[
(F^n)^p : \Lambda^0 \rightarrow \Delta^0
\]
and its inverse are both non-singular with respect to \( m_0 \), and that the Jacobian \( JF^p \) is locally Lipschitz continuous in the sense that for any \( j \geq 1 \) and \( x, y \in \Delta^0 \),
\[
\left| \frac{JF^p(x)}{JF^p(y)} - 1 \right| \leq Cd(F^p(x), F^p(y))
\]
for some constant \( C \) which does not depend on \( j \). Let the transfer operator \( L_0 \) be defined by
\[
L_0 f(x) = \sum_{y \in F^{-1}(x)} JF(y)^{-1} f(y)
\]
where \( JF \) is the Jacobian of \( F \). Note that on \( \Delta_\ell, \ell > 0 \) we have \( L_0 f(x, \ell) = f(x, \ell - 1) \), while on \( \Delta_0 \) the members of the set \( F^{-1}\{x\} \) are of the form \( y = (y^0, \ell) \) with \( R(y^0) = \ell + 1 \), and then \( JF(y) = JF^p(y^0, 0) \).

Next, for each function \( f : \Delta \rightarrow \mathbb{C} \), let \( \|f\|_\infty \) denote its supremum and let \( L(f) \) denote the infimum of all possible values \( L \) so that for any \( \ell \) and \( x, y \in \Delta_\ell \) we have
\[
\|f(x) - f(y)\| \leq Ld(x, y).
\]
We will say that \( f \) is locally Lipschitz continuous if \( \|f\| := \max\{\|f\|, L(f)\} < \infty \), and let us denote the Banach spaces of all complex valued functions \( f \) so that \( \|f\| < \infty \) by \( \mathcal{H} \). We will also assume here that the greatest common divisor of the \( R \)'s equals 1. In this case, by Theorem 1 in [29], there exists a locally Lipschitz continuous function \( h_0 \) which is bounded, positive and uniformly bounded away from 0 so that \( L_0 h_0 = h_0, m_0(h_0) = 1 \) and the measure \( \mu = h_0 dm_0 \) is \( F \)-invariant and the measure preserving system \( (\Delta, \mu, F_0, F) \) is mixing. Now, for each \( \ell \geq 0 \) set \( v_\ell = e^{\frac{\ell}{p}p} \) (where \( p \) comes from Assumption 2.2). We view \( \{v_\ell\} \) as a function \( v : \Delta \rightarrow \mathbb{R} \) so that \( v|\Delta_\ell \equiv v_\ell \), and we set \( m = vm_0 \) (which is finite in view of Assumption 2.2) and \( h = \frac{h_0}{m} \). Following [27], consider the transfer operator \( L \) given by
\[
Lf = \frac{L_0 (fv)}{v}.
\]
Then \( Lh = h \) and \( L^* m = m \) (since \( L_0 m_0 = m_0 \)), and the space \( \mathcal{H} \) is \( L \)-invariant. In fact (see Lemmas 1.4 and 3.4 in [27]), the operator norms \( \|L^n\| \) are uniformly bounded in \( n \).

Next, let \( u_j : \Delta \rightarrow \mathbb{R} \) be a two sided sequence of locally Lipschitz continuous functions so that \( B = \sup_{j \in \mathbb{Z}} \|u_j\| < \infty \). For each \( j \) and \( z \in \mathbb{C} \) let the transfer operator \( \mathcal{L}^{(j)}_z \) be defined by
\[
\mathcal{L}^{(j)}_z f = L(f e^{zu_j}).
\]
Then, for each integer \( j \) and \( z \in \mathbb{C} \), the space \( H \) is \( L_z^{(j)} \)-invariant (since \( e^{zu} \) are members of \( H \)). Since the map \( z \to e^{zu} \in H \) is analytic, the operators \( L_z^{(j)} \) are analytic functions of in \( z \), when viewed as maps to the space of continuous linear operators \( A \colon H \to H \), equipped with the operator norm. For each integer \( j \), a complex number \( z \) and \( n \in \mathbb{N} \) set

\[
S_{j,n} u = \sum_{k=0}^{n-1} u_{j+k} \circ F^k
\]

and

\[
L_z^{j,n} = L_z^{(j+n-1)} \circ \ldots \circ L_z^{(j+1)} \circ L_z^{(j)}
\]

which satisfy \( L_z^{j,k} g = L_0^{j,k} (ge^{zS_{j,n}u}) = L^n (ge^{zS_{j,n}u}) \). When it is more convenient, we will also write \( L^n = L_0^n = L_0^{j,n} \). Henceforth, we will refer to \( q, r \) from Assumption \( 2.2 \) \( C \) from (2.1) and \( B = \sup_j \| u_j \| \) as the "initial parameters". Our main result is the following.

2.3. Theorem. There exists a constant \( r > 0 \), which depends only on the initial parameters, so that for any \( z \in U = B(0, r) := \{ \zeta \in \mathbb{Z} : |\zeta| < r \} \) there exist families \( \{ \lambda_j(z) : j \in \mathbb{Z} \} \), \( \{ h_j^{(z)} : j \in \mathbb{Z} \} \) and \( \{ \nu_j^{(z)} : j \in \mathbb{Z} \} \) consisting of a nonzero complex number \( \lambda_j(z) \), a complex function \( h_j^{(z)} \in H \) and a complex continuous linear functional \( \nu_j^{(z)} \) in \( H^* \) such that:

(i) For any \( j \in \mathbb{Z} \), \( \lambda_j(0) = 1 \), \( h_j^{(0)} = h \), \( \nu_j^{(0)} = m \) and for any \( z \in B(0, r) \),

\[
L_z^{(j)} h_j^{(z)} = \lambda_j(z) h_j^{(z+1)}, \quad (L_z^{(j)})^* \nu_j^{(z)} = \lambda_j(z) \nu_j^{(z)} \quad \text{and} \quad \nu_j^{(z)} (h_j^{(z)}) = \nu_j^{(z)} (h) = 1.
\]

When \( z = t \in \mathbb{R} \) then \( \lambda_j(t) > a \) and the function \( h_j(t) \) takes values at some interval \([c, d]\), where \( a > 0 \) and \( 0 < c < d < \infty \) depend only on the initial parameters. Moreover, \( \nu_j^{(t)} \) is a probability measure which assigns positive mass to open subsets of \( \Delta \) and the equality \( \nu_{j+1}(t) (L_z^{(j)} g) = \lambda_j(t) \nu_j^{(t)} (g) \) holds true for any bounded Borel function \( g : \Delta \to \mathbb{C} \).

(ii) Set \( U = B(0, r) \). Then the maps

\[
\lambda_j(\cdot) : U \to \mathbb{C}, \quad h_j^{(\cdot)} : U \to H \quad \text{and} \quad \nu_j^{(\cdot)} : U \to H^*
\]

are analytic and there exists a constant \( C > 0 \), which depends only on the initial parameters such that

\[
(2.3) \quad \max ( \sup_{z \in U} |\lambda_j(z)|, \sup_{z \in U} \| h_j^{(z)} \|, \sup_{z \in U} \| \nu_j^{(z)} \| ) \leq C,
\]

where \( \| \nu \| \) is the operator norm of a linear functional \( \nu : H \to \mathbb{C} \). Moreover, there exist a constant \( c > 0 \), which depends only on the initial parameters, so that \( |\lambda_j(z)| \geq c \) and \( \min_{x \in \Delta} |h_j^{(z)}(x)| \geq c \) for any integer \( j \) and \( z \in U \).

(iii) There exist constants \( A > 0 \) and \( \delta \in (0, 1) \), which depend only on the initial parameters, so that for any \( j \in \mathbb{Z} \), \( g \in H \) and \( n \geq 1 \),

\[
(2.4) \quad \left\| \frac{L_z^{j,n} g}{\lambda_j,n(z)} - \nu_j^{(z)} (g) h_j^{(z)} \right\| \leq A \| g \| \delta^n
\]

where \( \lambda_j,n(z) = \lambda_j(z) \cdot \lambda_{j+1}(z) \cdots \lambda_{j+n-1}(z) \).
2.4. Remark. It will be clear from the proof of Theorem 2.3 that it also holds true for the transfer operators generated by the countable subshifts of finite type and the potentials \( \Phi \) considered in Theorem 1.3 from [26], with the exception that \( |h_j^{(z)}| \) might not be bounded from below (for this we need that \( h = h_j^{(0)} \) will be bounded from below, which was not obtained in [26]). The proof and the statements in this countable subshift case are almost identical to the Young tower case considered above, and so, in order to avoid repetitiveness, we only present the results in the Young tower case. Usually, when applying the RPF theorem in order to obtain limit theorems, the transfer operator is normalized so that the (invariant) Gibbs measure \( \mu = hd\nu \) becomes a conformal measure. This normalization is not possible when \( h \) (or \( h_j^{(0)} \)) is not bounded away from 0, since \( h \) appears in the denominator. Still, in the situation in [26] we assume that a conformal measure exists, and so there is no need to normalize the transfer operator, and the result in this paper imply that all the limit theorems in [1] hold true for sequences of random variables having the form \( \sum_{k=0}^{n-1} u_k(\sigma^k x) \), where \( \sigma \) is the countable shift from [26] and \( \mu \) is the conformal measure (which is not necessarily invariant).

2.2. Covering maps. Let \((E_j, d_j)\) be a sequence of metric spaces, which are assumed to be normalized so that \( \text{diam}(E_j) \leq 1 \) for each \( j \). Let \( T_j : E_j \to E_{j+1} \) be a sequence of surjective maps. For any \( j \in \mathbb{Z} \) and \( n \in \mathbb{N} \) set

\[
T_j^n = T_j \circ \cdots \circ T_{j+1} \circ T_j.
\]

2.5. Assumption. There exists a constant \( \xi > 0 \) so that for any \( j \) and \( x, x' \in E_{j+1} \) so that \( d_{j+1}(x, x') < \xi \) we can write

\[
T^{-1}_j(x) = \{ y_k : k < D \} \quad \text{and} \quad T^{-1}_j(x') = \{ y'_k : k < D \}
\]

where \( D = D_j(x) \in (1, \infty) \) and for each \( k < D \),

\[
d_j(y_k, y'_k) \leq d_j(x, x').
\]

Moreover, there exist constants \( \gamma > 1 \) and \( n_0 \in \mathbb{N} \) so that for any \( j \) and \( x, x' \in E_{j+n_0} \) with \( d_{j+n_0}(x, x') < \xi \) we can write

\[
(T_j^{n_0})^{-1}(x) = \{ y_k : k < D_{n_0} \} \quad \text{and} \quad (T_j^{n_0})^{-1}(x') = \{ y'_k : k < D_{n_0} \}
\]

where \( D_{n_0} = D_{n_0,j}(x) \in (1, \infty) \) and for each \( k < D_{n_0} \),

\[
d_j(y_k, y'_k) \leq \gamma^{-1}d_{j+n_0}(x, x').
\]

Assumption 2.5 holds true for countable non-stationary subshifts of finite type with \( n_0 = 1 \). When \( \xi > 1 \) it holds true for families of uniformly distance expanding maps (with \( n_0 = 1 \)), and in particular for the sequential dynamical systems consider at Section 3 of [6]. It also holds true with \( \xi > 1 \) when each \( T_j \) is the Gauss map \( T : (0, 1) \setminus \mathbb{Q} \to (0, 1) \setminus \mathbb{Q} \) given by \( T(x) = [x^{-1}] - x^{-1} \) (we can take \( n_0 = 2 \)), as well as in the setup of non-stationary full-shifts (see Section 3.1 for description of these examples). Note that it is possible to obtain our results in the Gauss map case by passing to its symbolic representation (which is a countable full-shift), in which we can take \( n_0 = 1 \). Still, our method works fine without using this representation and also works in more general cases in which Assumption 2.5 holds true only for \( n_0 > 1 \), where a symbolic representation might not exist.
Under Assumption 2.5 for any \( n \geq 1 \), integers \( j \) and \( n \geq 1 \) and \( x, x' \in \mathcal{E}_{j+n} \) with \( d_{j+n}(x, x') < \xi \) we can write
\[
(2.5) \quad (T_j^n)^{-1}\{x\} = \{y_{k,n} : k < D_n\} \quad \text{and} \quad (T_j^n)^{-1}\{x'\} = \{y_{k,n}' : k < D_n\}
\]
where \( D_n = D_{j,n}(x) \in [1, \infty) \) and for each \( k \) we have
\[
(2.6) \quad d_j(y_{k,n}, y_{k,n}') \leq \gamma^{-[\frac{k}{n}\rfloor]}d_{j+n}(x, x').
\]
For any constants \( \alpha \in (0, 1] \) and \( Q > 0 \) let \( H_{Q, \alpha} \) be the collection of all families \( \{g_j\} \) of functions \( g_j : \mathcal{E}_j \rightarrow \mathbb{R} \) so that for any \( k, j \) and \( x, x' \in \mathcal{E}_{j+n} \) with \( d_{j+n}(x, x') < \xi \) we have
\[
(2.7) \quad \left| \sum_{m=0}^{n-1} (g_{j+m}(T_j^m y_{k,n}) - g_{j+m}(T_j^m y_{k,n}')) \right| \leq Q(d_{j+n}(x, x'))^\alpha
\]
where the pairs \( (y_{k,n}, y_{k,n}') \) are the ones satisfying 2.5 and 2.6. This condition is satisfied when all of the \( g_j \)'s are locally Hölder continuous, uniformly in \( j \), but it is also holds true when each \( T_j \) is the Gauss map and \( g(y) = -2 \ln y \), which allows us to consider the classical dynamical system related to continued fractions (see Section 5.1). For any integer \( j \), a number \( \alpha \in (0, 1] \) and \( g : \mathcal{E}_j \rightarrow \mathbb{C} \) set \( \|g\|_\alpha = \|g\|_\infty + v_{\alpha, \xi}(g) \). We denote here by \( \mathcal{H}_\alpha^j \) the Banach space of all functions \( g : \mathcal{E}_j \rightarrow \mathbb{C} \) so that \( \|g\|_\alpha < \infty \).

Next, fix some \( \alpha \) and \( Q \) and let \( \{f_j\}, \{u_j\} \in H_{Q, \alpha} \) be that \( B = \sup_j \|u_j\|_\infty < \infty \). For each \( x \in \mathcal{E}_{j+1} \) and \( z \in \mathbb{C} \) write
\[
\mathcal{L}_z^{(j)} g(x) = \sum_{y \in T_j^{-1}\{x\}} e^{f_j(y) + z u_j(y)} g(y).
\]
We assume that the \( e^{f_j} \) is are uniformly summable in \( j \) the sense that
\[
\sup_{x \in \mathcal{E}_j} \sum_{y \in T_j^{-1}\{x\}} e^{f_j(y)} < C
\]
for some constant \( C > 0 \) which does not depend on \( j \). This, in particular, means that \( \mathcal{L}_z^{(j)} g \) are well defined for bounded functions \( g \). For any integer \( j \) and \( n \geq 1 \) set \( S_{j,n} u = \sum_{k=0}^{n-1} u_{j+k} \circ T_j^k \) and
\[
\mathcal{L}_z^{j,n} = \mathcal{L}_z^{(j+n-1)} \circ \cdots \circ \mathcal{L}_z^{(j+1)} \circ \mathcal{L}_z^{(j)}.
\]
The following sequential Lasota-Yorke type inequality is proved in Section 5.

2.6. Proposition. \textit{For any} \( n \in \mathbb{N} \), \( j \in \mathbb{Z} \), \( z \in \mathbb{C} \) and \( g \in \mathcal{H}_j \),
\[
\|\mathcal{L}_z^{j,n} g\|_{\alpha, \xi} \leq \|\mathcal{L}_0^{j,n} 1\|_{\infty} e^{\Re(z)} \|S_{j,n} u\|_{\infty}
\times (v_{\alpha, \xi}(g)(\gamma^{-[\frac{n}{n_0}\rfloor]} + 2Q(1 + \|z\|_1)\|g\|_{\infty})
\]
where \( \|z\|_1 = |\Re(z)| + |\Im(z)| \) and \( \Re(z) (\Im(z)) \) is the real (imaginary) part of \( z \). As a consequence,
\[
(2.8) \quad \|\mathcal{L}_z^{j,n} g\|_{\alpha, \xi} \leq \|\mathcal{L}_0^{j,n} 1\|_{\infty} e^{\Re(z)} \|S_{j,n} u\|_{\infty}
\times (v_{\alpha, \xi}(g)(\gamma^{-[\frac{n}{n_0}\rfloor]} + (1 + 2Q)(1 + \|z\|_1)\|g\|_{\infty})\).
In particular, \( \mathcal{L}_x^n |_{\mathcal{B}_j} : \mathcal{H}_j \to \mathcal{H}_{j+n} \) is a continuous linear map.

When Assumption 2.5 holds true with \( \xi \leq 1 \), we will also need the following

2.7. Assumption. (i) There exists an integer \( m_0 \) so that for any \( j \in \mathbb{Z} \) and \( y \in \mathcal{E}_j \) we have

\[
T_j^{m_0}(B_j(y, \xi)) = \mathcal{E}_{j+m_0}
\]

where \( B_j(y, \xi) \) is an open ball in \( \mathcal{E}_j \) around \( y \) with radius \( \xi \). Moreover, the functions \( \{f_j\} \) are uniformly bounded (as \( j \) varies).

(ii) There exists a sequence of strictly positive functions \( h_j : \mathcal{E}_j \to \mathbb{C} \) which are bounded and bounded away from 0 uniformly in \( j \), Borelian probability measures \( \nu_j \) on \( \mathcal{E}_j \) and positive numbers \( \lambda_j \) which are uniformly bounded in \( j \) so that

\[
\lim_{n \to \infty} \sup_{j \in \mathbb{Z}} \left\| \frac{\mathcal{L}_j^{j,n}}{\lambda_{j,n}} - \nu_j \otimes h_{j+n} \right\| = 0
\]

where \( \lambda_{j,n} = \prod_{m=0}^{n-1} \lambda_{j+m} \) and \( \nu_j \otimes h_{j+n} : \mathcal{H}_j \to \mathcal{H}_{j+n} \) is given by \( (\nu_j \otimes h_{j+n})(g) = \nu_j(g) \cdot h_{j+n} \).

When all the \( T_j \)'s coincide with the same countable topologically mixing subshift of finite type \( T \) and \( f_j = f \) does not depend on \( j \), then Assumption 2.7 holds true when \( f \) is positive recurent with finite pressure and either \( T \) has finitely many images or \( T \) satisfies the big image condition and \( f \) has an invariant Gibbs measure (see Theorem 5 and Proposition 2 in Section 5 of [24], Theorem 8 in Section 8 of [24] and Theorem 1 in [25]). This assumption also holds true for certain Gibbs-Markov maps (see the corollary proceeding Proposition 1.2 in [1]), assuming that (2.9) holds true.

Note that Assumption 2.7 is somehow consistent with the case of Young towers considered in the previous section (i.e. the ones from [26] and [27])- we rely on some a priori convergence of the system towards an equilibrium. Next, we will call the parameters \( Q \) and \( B \) the initial parameter. Our main result here shows that Theorem 2.4 from [14] holds true in the countable degree case (under some conditions):

2.8. Theorem. Suppose that Assumption 2.5 holds true with \( \xi > 1 \) or that it holds true with \( \xi \leq 1 \) and that, in addition, Assumption 2.7 holds true. Then all the results stated in Theorem 2.3 hold true with triplets that satisfy \( \lambda_j(0) = \lambda_j \), \( h_j^{(0)} = h_j \), \( \nu_j^{(0)} = \nu_j \) and \( \nu_j^{(1)}(1) = 1 \) (instead of \( \nu_j^{(1)}(h_j^{(0)}) = 1 \)).

3. Real and Complex Cones and the Associated Hilbert Projective Metrics: Summary

3.1. Real cones. Let \( X \) be a real vector space. A subset \( C_X \subset X \) is called a proper real convex cone (or, in short, a real cone if \( C \) is convex, invariant under multiplication of nonnegative numbers and \( C_X \cap -C_X = \{0\} \). Next, assume that \( X \) is a Banach space and let \( C_X \subset X \) be a closed real cone. For any nonzero elements \( f, g \) of \( C_X \) set

\[
\beta_{C_X}(f, g) = \inf \{ t > 0 : tf - g \in C_X \}
\]

where we use the convention \( \inf \emptyset = \infty \). We note that \( \beta_{C_X}(f, g) > 0 \) since otherwise \( -g \) lays in (the closure of) \( C_X \) which together with the inclusion \( g \in C_X \) implies that
$g = 0$. The real Hilbert (projective) metric $d_{C_b} : C_b \times C_b \to [0, \infty]$ associated with the cone is given by
\[ d_{C_b}(f, g) = \ln (\beta_{C_b}(f, g)\beta_{C_b}(g, f)) \] (3.2)
where we use the convention $\ln \infty = \infty$.

Next, let $X_1$ and $X_2$ be two real Banach spaces and let $C_i \subset X_i$, $i = 1, 2$ be two closed real cones. Let $A : X_1 \to X_2$ be a continuous linear transformation such that $AC_1 \setminus \{0\} \subset C_2 \setminus \{0\}$ and set
\[ D = \sup_{x_1, x_2 \in C_1 \setminus \{0\}} d_{C_2}(Ax_1, Ax_2). \]
The following theorem is a particular case of Theorem 1.1 in [1] (see [4] for the case when $C_1 = C_2$).

3.1. Theorem. For any nonzero $x, x' \in C_1$ we have
\[ d_{C_2}(Ax, Ax') \leq \tanh \left( \frac{1}{4} D \right) d_{C_1}(x, x') \]
where $\tanh \infty := 1$.

This lemma means that any linear map between two (punctured) real closed cones weakly contracts the corresponding Hilbert metrics, and this contraction is strong if the (Hilbert) diameter of the image is finite.

3.2. Complex cones. In this section we will present briefly the theory of complex Hilbert metrics developed in [23] and [7]. We refer the readers to Appendix A in [10] for a more detailed description of this theory.

Let $Y$ be a complex Banach space. We recall the following definitions A subset $C \subset Y$ is called a complex cone if $C^C \subset C$, where $C^C = C \setminus \{0\}$. The cone $C$ is said to be proper if its closure $\overline{C}$ does not contain any two dimensional complex subspaces. The dual cone $C^* \subset Y^*$ is the set given by
\[ C^* = \{ \mu \in Y^* : \mu(c) \neq 0 \quad \forall c \in C \} \]
where $C^C = C \setminus \{0\}$, and $Y^*$ is the space of all continuous linear functionals $\mu : Y \to \mathbb{C}$ equipped with the operator norm. It is clear that $C^*$ is a complex cone. We will say that $C$ is linearly convex if for any $x \notin C$ there exists $\mu \in C^*$ such that $\mu(x) = 0$, i.e. the complement of $C$ is the union of the kernels $\text{Ker}(\mu)$, $\mu \in C^*$. Then the complex cone $C^*$ is linearly convex, since for any $c \in C$ the corresponding evaluation map $\nu \to \nu(c)$ is a member of the dual cone $(C^*)^*$ of $C^*$.

We introduce now the notation of the complex Hilbert projective metric $\delta_C$ of a proper complex cone defined in [7]. Let $x, y \in C$ and consider the set $E_C(x, y)$ given by
\[ E_C(x, y) = \{ z \in C : zx - y \notin C \}. \]
Since $C$ is proper (and $C^C$ invariant) the set $E_C(x, y)$ is nonempty. When $x$ and $y$ are collinear set $\delta_C(x, y) = 0$ and otherwise set
\[ \delta_C(x, y) = \ln \left( \frac{b}{a} \right) \in [0, \infty] \]
where
\[ a = \inf |E_C(x, y)| \in [0, \infty] \quad \text{and} \quad b = \sup |E_C(x, y)| \in [0, \infty] \]
are the “largest” and “smallest” modulus of the set $E_C(x, y)$, respectively. Observe that $\delta_C(x, y) = \delta_C(c_1x, c_2y)$ for any $c_1, c_2 \in C^C = C \setminus \{0\}$, i.e. $\delta_C$ is projective.
When $C$ is linearly convex then $\delta_C$ satisfies the triangle inequality and so it is a projective metric (see \cite{7} and \cite{8}). We remark that a different notion of a complex Hilbert metric $d_C$ was defined in \cite{23}, which was prior to the definition of $\delta_C$. For canonical complexifications of real cones (defined below) $d_C$ and $\delta_C$ are equivalent (see Section 5 in \cite{7}), and so it will makes no difference whether we use $\delta_C$ or $d_C$.

Next, let $X$ be a real Banach and let $C_R \subset X$ be a real cone. Let $Y = X_C = X + iX$ be its complexification (see Section 5 from \cite{23}). Following \cite{23}, we define the canonical complexification of $C_R$ by

\begin{equation}
C = \{x \in X_C : \mathbb{R}(\mu(x)(x)) \geq 0 \ \forall \mu, \nu \in C_R^s \}
\end{equation}

where

\begin{equation}
C_R^s = \{\mu \in X^* : \mu(c) \geq 0 \ \forall c \in C_R \}
\end{equation}

and $X^*$ is the space of all continuous linear functions $\mu : X \to \mathbb{R}$ equipped with the operator norm. Then $C_C$ is a proper complex cone (see Theorem 5.5 of \cite{23}) and by \cite{23} and \cite{7} we have the following polarization identities

\begin{equation}
C_C = C'(C_R + iC_R) = C' \{x + iy : x \pm y \in C_R \}
\end{equation}

where we recall that $C' = C \setminus \{0\}$. Moreover, when

\begin{equation}
C_R = \{x \in X : \mu(x) \geq 0 \ \forall \mu \in S\}
\end{equation}

for some $S \subset X^*$, then

\begin{equation}
C_C = \{x \in X_C : \mathbb{R}(\mu(x)(x)) \geq 0 \ \forall \mu, \nu \in S\}
\end{equation}

since $S$ generates the dual cone $C_R^s$. Note that by Lemma 4.1 in \cite{8}, a canonical complexification $C_C$ of a real cone $C_R$ is linearly convex if there exists a continuous linear functional which is strictly positive on $C' = C_R \setminus \{0\}$.

Next, recall that a real cone $C_R$ is said to have a bounded aperture, if there exists $K > 0$ and a continuous linear functional $\mu \in C^*_R$ so that

\begin{equation}
\|x\| \|\mu\| \leq K|\mu(x)| \quad \text{for any} \quad x \in C_R.
\end{equation}

Now, following \cite{23}, a complex cone $K_C$ is said to have a bounded aperture if there exists $K > 0$ and a continuous linear functional $\mu \in K^*_C$ such that for any $x \in K_C$,

\begin{equation}
\|x\| \|\mu\| \leq K|\mu(x)|.
\end{equation}

The following result appears in \cite{23} as Lemma 5.3:

3.2. Lemma. Let $X$ be a real Banach space and let $Y$ be its complexification. Let $C_R \subset X$ be a real cone, and assume that (3.3) holds true with some $\mu$ and $K$. Then the complexification $C_C$ of $C_R$ satisfies (2.7) with $\mu_C$ and $2\sqrt{2}K$, where $\mu_C$ is the unique extension of $\mu$ to the complexified space $Y$.

We refer the readers to Lemma A.2.7 from Appendix A in \cite{10} for conditions which guarantee that the dual cone of a canonical complexification of a real cone has bounded aperture (see also the beginning of Section 4.1).

Next, the following assertion is formulated as Theorem 3.1 in \cite{8} and it summarizes some of the main results from \cite{7}.

3.3. Theorem. Let $(X, \|\cdot\|)$ be a complex Banach spaces and $C \subset X$ be a complex cone.

(i) Suppose that the cone $C$ is linearly convex and of bounded (sectional) aperture. Then $(C'/\sim, \delta_C)$ is a complete metric space, where $x \sim y$ if and only if $C'_x = C'_y$. 
(ii) Let $K > 0$ and $\mu \in \mathbb{C}^*$ be such that (3.7) holds true for any $x \in \mathcal{C}$. Then for any $x, y \in \mathcal{C}'$,

$$\left\| \frac{x}{\mu(x)} - \frac{y}{\mu(y)} \right\| \leq \frac{K}{2\|\mu\|} \delta_{\mathcal{C}}(x, y).$$

(iii) Let $\mathcal{C}_1$ be a complex cone in some complex Banach space $X_1$, and $A : X \to X_1$ be a complex linear map such that $A\mathcal{C}' \subset \mathcal{C}_1'$. Set $\Delta = \sup_{u,v \in \mathcal{C}} \delta_{\mathcal{C}_1}(Au, Av)$ and assume that $\Delta < \infty$. Then for any $x, y \in \mathcal{C}'$,

$$\delta_{\mathcal{C}_1}(Ax, Ay) \leq \tanh \left( \frac{\Delta}{4} \right) \delta_{\mathcal{C}}(x, y).$$

Theorem 3.3 (ii) means that any linear map between two (punctured) cones whose image has finite $\delta_{\mathcal{C}_1}$ (Hilbert) diameter is a weak contraction with respect to the appropriate projective metrics and that this contraction is strong.

4. CONES FOR YOUNG TOWERS AND COUNTABLEhifts

First, for any $\varepsilon_0 > 0$ and $s \geq 1$ we can partition $\Delta$ into a finite number of disjoint sets $P$ and $P' \in \mathcal{P}$ so that $m(P) < \varepsilon_0$ and the diameter each one of the $P'$s is less than $\gamma_s$, where $\gamma_s \to 0$ when $s \to \infty$. One way to construct such partitions is as in [27], and another way is to take a finite collection $\Gamma_s$ of the $\Delta_j$'s so that the set

$$P_2 = \bigcup_{i=0}^{s} (F^R)^{-i} \bigcup_{\Delta_j \notin \Gamma_s} \Delta_j$$

satisfies $m(P_2) < \varepsilon_0$. Denote the above partition by $\mathcal{P}$. Note that since $\mathcal{P}$ is finite, then by applying Theorem 1.2 in [27] we deduce that for any $0 < \alpha < 1 < \alpha'$ there exists $q_0$ so that for any $k \geq q_0$ and $P, P' \in \mathcal{P}$ we have

$$\alpha < m(P \cap F^{-k}P') < \alpha'.$$

Following [27] (and [26]), for any $a, b, c > 0$ let the real cone $\mathcal{C}_{a,b,c,\varepsilon_0,s}$ consists of all the real valued locally Lipschitz continuous functions $f$ so that:

- $0 \leq \frac{1}{\mu(P)} \int_P f \, dm = \frac{1}{\mu(P')} \int_P f/\mu \, d\mu \leq a \int f \, dm; \ \forall P \in \mathcal{P}$.
- $L(f) \leq b \int f \, dm$.
- $|f(x)| \leq c \int f \, dm$, for any $x \in P_2$

If $f \in \mathcal{C}_{a}$ then for any $x \in \Delta \setminus P_2$,

$$|f(x)| \leq \frac{1}{m(P_1(x))} \int_{P_1(x)} f \, dm + \gamma_s L(f) \leq (a \|h\|_\infty + b \gamma_s) \int f \, dm$$

where $P_1(x) \in \mathcal{P}$ is the partition element containing $x$, and we used that $\mu = hdm$. Therefore, with

$$c_1 = c_1(s, a, b) = a \|h\|_\infty + b \gamma_s$$

and $c_2 = \max\{c, c_1\}$ we have

$$\|f\|_\infty \leq c_2 \int f \, dm.$$
This essentially means that we could have just required that the third condition holds true for any $x \in \Delta$, and not only in $P_2$ (by taking $c > c_1$). Note that if $\int L_0^k f \, dm = 0$ for some $k$ and $f \in C_{a,b,c,\varepsilon_0,s}$ then, since

$$\int L_0^k f \, dm = \int f \, dm = 0$$

it follows from (4.1) that $f = 0$. This means that if, for some $k$, the cone $C_{a,b,c,\varepsilon_0,s}$ is $L_0^k$-invariant then $L_0^k$ is strictly positive with respect to this cone.

The following result was (essentially) proved as in [27]:

4.1. **Theorem.** There exists $\varepsilon_0, s, a, b, c > 0$, $\sigma \in (0, 1)$, $k_0 \in \mathbb{N}$ and $d_0 > 0$ so that with $C_R = C_{a,b,c,\varepsilon_0,s}$, for any $k \geq k_0$ we have

$$L^k C \subset C_{\sigma a, \sigma b, \sigma c, \varepsilon_0,s}$$

and for any $f, g \in C_R$,

$$d_{C_R}(L^k f, L^k g) \leq d_0.$$

Let us denote by $\mathcal{C}$ the canonical complexification of the real cone $C_R$ from Theorem 4.1. The main result in this section is the following

4.2. **Theorem.** For any sufficiently large $a, b, c$ and $d$ we have:

(i) The cone $\mathcal{C}$ is linearly convex, it contains the functions $h$ and $1$ (the function which takes the constant value 1). Moreover, the measure $m$, when viewed as a linear functional, is a member of $C^*_R$ and the cones $C$ and $C^*$ have bounded aperture. In fact, there exist constants $K, M > 0$ so that for any $f \in C$ and $\mu \in C^*$,

$$\|f\| \leq K|m(f)|$$

and

$$\|\mu\| \leq M|\mu(h)|.$$

(ii) The cone $\mathcal{C}$ is reproducing. In fact, there exists a constant $K_1$ so that for any $f \in \mathcal{H}$ there exists $R(f) \in \mathcal{C}$ so that $|R(f)| \leq K_1 \|f\|$ and

$$f + R(f)h \in \mathcal{C}.$$

(iii) There exist constants $r > 0$ and $d_1 > 0$ so that for any integer $j$, a complex number $z \in B(0, r)$ and $k_0 \leq k \leq 2k_0$, where $k_0$ comes from Theorem 4.1, we have

$$L_z^{j,k} C' \subset C'$$

and

$$\sup_{f,g \in C'} \delta_C(L_z^{j,k} f, L_z^{j,k} g) \leq d_1$$

where $C' = C \setminus \{0\}$.

Theorem 2.3 follows from Theorem 4.2 exactly as in Section 3 of [14], and our main task in this Section is to prove Theorem 4.2.
4.1. Proof of Theorem 4.2. We begin with the proof of the first part. First, since
\[ \int_A h \, dm = \int_A \mu = \mu(A) \]
for any measurable set \( A \), it is clear that \( h \in \mathcal{C}_R \) if \( a > 1, b > L(h) \) and \( c > \|h\|_\infty \). Moreover, if \( c > 1 \) and \( a > D \), where
\[ D = \max \left\{ \frac{m(P)}{\mu(P)} : P \in \mathcal{P} \right\} \]
then \( 1 \in \mathcal{C}_R \).

Next, if \( f \in \mathcal{C}'_R \) and \( m(f) = 0 \) then by (4.1) we have \( f = 0 \) and so \( m \in \mathcal{C}_R^* \) (since \( m \geq 0 \) on \( \mathcal{C}_R \)). In fact, it follows from the definitions of the norm \( \|f\| \) and from (4.1) that
\[ \|f\| \leq \|f\|_\infty + L(f) \leq (c_2 + b)m(f) = (c_2 + b) \int f \, dm \]
and therefore by Lemma 3.2 the inequality (4.2) hold true with \( K = 2\sqrt{2(c_2 + b)} \).

According to Lemma A.2.7 in Appendix A of [10], for any \( M > 0 \), inequality (4.3) holds true for any \( \mu \in \mathcal{C}_R^* \) if
\[ \{ x \in X : \|x - h\| < \frac{1}{M} \} \subset \mathcal{C} \]
Now we will show how to find a constant \( M \) for which (4.5) holds true. For any \( f \in \mathcal{H} \), \( P \in \mathcal{P} \) and \( x_1 \in P_2 \), and distinct \( x, y \) which belong to the same level \( \Delta_\ell \) (for some \( \ell \)) set
\[ \Upsilon_P(f) = \frac{1}{\mu(P)} \int_P f \, dm, \quad \Gamma_P(f) = a \int f \, dm - \frac{1}{\mu(P)} \int_P f \, dm, \]
\[ \Gamma_{x,y}(f) = b \int f \, dm - \frac{f(x) - f(y)}{d(x,y)} \quad \text{and} \quad \Gamma_{x_1,\pm}(f) = c \int f \, dm \pm f(x_1). \]
Let \( \mathcal{S} \) be the collection of all the above linear functionals. Then
\[ \mathcal{C}_R = \{ f \in \mathcal{H} : s(f) \geq 0, \forall s \in \mathcal{S} \} \]
and so
\[ \mathcal{C}_C = \{ f \in \mathcal{H} : \Re(\mu(f)\nu(f)) \geq 0 \quad \forall \mu, \nu \in \mathcal{S} \}. \]
Let \( g \in \mathcal{H} \) be of the form \( g = h + q \) for some \( q \in \mathcal{H} \). We need to find a constant \( M > 0 \) so that \( h + q \in \mathcal{C} \) if \( \|q\| < \frac{1}{M} \). In view of (4.6), there are several cases to consider. First, suppose that \( \nu = \Upsilon_P \) and \( \mu = \Upsilon_Q \) for some \( P, Q \in \mathcal{P} \). Since
\[ \frac{1}{\mu(A)} \int_A h \, dm = \frac{1}{\mu(A)} \int 1 \, d\mu = 1 \]
for any measurable set \( A \) with positive measure, we have
\[ \Re(\mu(h + q)\nu(h + q)) \geq 1 - (D^2\|q\|^2 + 2D\|q\|) \geq 1 - (D + \|q\|)^2 \]
where \( D \) was defined in (4.4). Hence
\[ \Re(\mu(h + q)\nu(h + q)) > 0 \]
if \( \|q\| \) is sufficiently small. Now consider the case when \( \mu = \Upsilon_P \) for some \( P \in \mathcal{P} \) and \( \nu \) is one of the \( \Gamma \)'s, say \( \nu = \Gamma_{x,y} \). Then
\[
\Re(\mu(h+q)\nu(h+q)) \geq b - \|h\| - b\|q\| - \|q\| - D\|q\| (b + \|h\| + b\|q\| + \|q\|)
\]
where \( C(D,b) > 0 \) depends only on \( D \) and \( b \). If \( \|q\| \) is sufficiently small and \( b > \|h\| \) then the above left hand side is clearly positive. Similarly, if \( \|h\| < \min\{a, b, c\} \) and \( \|q\| \) is sufficiently small then
\[
\Re(\mu(h+q)\nu(h+q)) > 0
\]
when either \( \nu = \Gamma_{x_1, \pm} \) or \( \nu = \Gamma_{x,y} \).

Next, consider the case when \( \mu = \Gamma_{x_1, \pm} \) for some \( x_1 \in P_2 \) and \( \nu = \Gamma_{x,y} \) for some distinct \( x \) and \( y \) in the same floor. Then
\[
\Re(\mu(h+q)\nu(h+q)) \geq cb - cb\|q\|^2 - cb\|q\|
\]
where we used that \( \int h\,dm = 1 \). Therefore, if \( \|q\| \) is sufficiently small and \( c \) and \( b \) are sufficiently large then
\[
\Re(\mu(h+q)\nu(h+q)) > 0.
\]
Similarly, since
\[
\left| \frac{1}{\mu(P)} \int_P q\,dm \right| \leq D\|q\|
\]
for any other choice of \( \mu, \nu \in \mathcal{S} \setminus \{\Upsilon_P\} \), we have
\[
\Re(\mu(h+q)\nu(h+q)) \geq \min\{a^2, ab, ac, b^2, bc, c^2\}(1 - 9\|q\| - 9\|q\|^2)
\]
and so, when \( a, b, c \) are sufficiently large and \( \|q\| \) is sufficiently small then the above left hand side is positive. The proof of Theorem \ref{thm:4.2} (i) is now complete.

The proof of Theorem \ref{thm:4.2} (ii) proceeds exactly as the proof of Lemma 3.11 in \cite{24}: for a real valued function \( f \in \mathcal{H} \), it is clearly enough to take any \( R(f) > 0 \) so that
\[
R(f) > (a - 1)^{-1} \max \left\{ \frac{1}{\mu(P)} \int_P f\,dm - a \int f\,dm : P \in \mathcal{P} \right\},
\]
\[
R(f) > \frac{L(f) - b \int f\,dm}{b - L(h)} \quad \text{and} \quad R(f) > \max \left\{ -\frac{1}{\mu(P)} \int_P f\,dm : P \in \mathcal{P} \right\}
\]
where we take \( a, b \) and \( c \) so that all the denominators appearing in the above inequalities are positive, and we used that \( \frac{1}{\mu(A)} \int h\,dm = 1 \) for any measurable set \( A \) (apply this with \( A = P \in \mathcal{P} \)). For complex valued \( f \)'s we can write \( f = f_1 + if_2 \), then take \( R(f) = R(f_1) + iR(f_2) \) and use that with \( \mathbb{C}' = \mathbb{C} \setminus \{0\} \),
\[
C = C' (C_R + iC_R).
\]

Now we will prove Theorem \ref{thm:4.2} (iii). Let \( k_0 \leq k \leq 2k_0 \), where \( k_0 \) comes from Theorem \ref{thm:4.1}. According to Theorem A.2.4 in Appendix A of \cite{10} (which is Theorem
4.5 in [8], if
\[
|s(L^{j,k}_z f) - s(L^{j,k}_0 f)| \leq \varepsilon s(L^{j,k}_0 f)
\]
for any nonzero \( f \in C_R \), for some \( \varepsilon > 0 \) so that
\[
\delta := 2\varepsilon \left( 1 + \cosh \left( \frac{1}{2} d_0 \right) \right) < 1
\]
where \( d_0 \) comes from Theorem 4.1, then, with \( C' = C \setminus \{0\}, \)
\[
L^{j,k}_z C \subset C'
\]
and
\[
\sup_{f, g \in C} (L^{j,k}_z f, L^{j,k}_z g) \leq d_0 + 6|\ln(1 - \delta)|.
\]

We will show now that there exists a constant \( r > 0 \) so that (4.7) holds true for any \( z \in B(0, r) \) and \( f \in C_R \). We need first the following very elementary result, which for the sake of convenience is formulated here as a lemma.

4.3. Lemma. Let \( A \) and \( A' \) be complex numbers, \( B \) and \( B' \) be real numbers, and let \( \varepsilon_1 > 0 \) and \( \sigma \in (0, 1) \) so that

- \( B > B' \)
- \( |A - B| \leq \varepsilon_1 B \)
- \( |A' - B'| \leq \varepsilon_1 B \)
- \( |B'/B| \leq \sigma \).

Then
\[
\left| \frac{A - A'}{B - B'} - 1 \right| \leq 2\varepsilon_1 (1 - \sigma)^{-1}.
\]

The proof of Lemma 4.3 is very elementary, just write
\[
\left| \frac{A - A'}{B - B'} - 1 \right| \leq \left| \frac{A - B}{B - B'} \right| + \left| \frac{A' - B'}{B - B'} \right| \leq \frac{2B\varepsilon_1}{B - B'} = \frac{2\varepsilon_1}{1 - B'/B}.
\]

Next, let \( f \in C'_R \). First, suppose that \( s \) have the form \( s = \Gamma_P \) for some \( P \in \mathcal{P} \). Set
\[
A = a \int L^{j,k}_z f \, dm, \quad A' = \frac{1}{\mu(P)} \int_P L^{j,k}_z f \, dm,
\]
\[
B = a \int L^{j,k}_0 f \, dm \quad \text{and} \quad B' = \frac{1}{\mu(P)} \int_P L^{j,k}_0 f \, dm.
\]

Then \( B = a \int f \, dm \) (since \( m \) is conformal) and
\[
|s(L^{j,k}_z f) - s(L^{j,k}_0 f)| = |A - A' - (B - B')|.
\]

We want to show that the conditions of Lemma 4.3 hold true. By Theorem 4.1 we have
\[
L^{j,k}_0 f \in C_{\sigma a, \sigma b, \sigma c, \sigma d}
\]
which in particular implies that
\[
0 \leq B' \leq \sigma a \int L^{j,k}_0 f \, dm = \sigma B.
\]

Since \( f \) is nonzero and \( \int L^{j,k}_0 f \, dm = \int f \, dm \geq 0 \) the number \( B \) is positive (since (4.2) holds true). It follows that \( B > B' \) and that
\[
|B'/B| \leq \sigma < 1.
\]
Now we will estimate $|A - B|$. For any complex $z$ so that $|z| \leq 1$ write

$$|A - B| = a \left| \int \mathcal{L}_0^k (f(e^{zS_{j,k}u} - 1)) \, dm \right| \leq a \| f \|_\infty \| e^{zS_{j,k}u} - 1 \|_\infty \int \mathcal{L}_0^k 1 \, dm$$

$$= a \| f \|_\infty \| e^{zS_{j,k}u} - 1 \|_\infty \int 1 \, dm = a \| f \|_\infty \| e^{zS_{j,k}u} - 1 \|_\infty \int \mathcal{L}_0^k 1 \, dm$$

$$\leq ac_2 \int f \, dm \cdot (2k_0 R \cdot |z| \| u \|_\infty) = 2ac_2k_0 R \| u \|_\infty |z| \int \mathcal{L}_0^k f \, dm = R_1 |z| B$$

where $1$ is the function which takes the constant value $1$, $\| u \|_\infty = \sup_{j \in \mathbb{Z}} \| u_j \|_\infty$, $R$ is some constant which depends only on $k_0$ and $\| u \|_\infty$ and

$$R_1 = 2c_2k_0 R \| u \|_\infty.$$

In the latter estimates we have also used (4.1). It follows that the conditions of Lemma 4.3 are satisfied with $\varepsilon = R_1 |z|$. Now we will estimate $|A' - B'|$. First, write

$$|A' - B'| \leq \frac{1}{\mu(P)} \int_P \left| \mathcal{L}_0^{j,k} f - \mathcal{L}_0^{j,k} f \right| \, dm = \frac{1}{\mu(P)} \int_P \left| \mathcal{L}_0^{j,k} (f(e^{zS_{j,k}u} - 1)) \right| \, dm$$

$$\leq \| f \|_\infty \| e^{zS_{j,k}u} - 1 \|_\infty \frac{1}{\mu(P)} \int_P \mathcal{L}_0^{j,k} 1 \, dm = \| f \|_\infty \| e^{zS_{j,k}u} - 1 \|_\infty \frac{m(P)}{\mu(P)}$$

$$\leq DC_2 \int f \, dm \cdot 2k_0 R \| u \|_\infty |z| = R_2 |z| B$$

where $D$ is defined by (4.4) and

$$R_2 = Da^{-1}2c_2k_0 R \| u \|_\infty.$$

We conclude now from Lemma 4.3 that

$$|s(\mathcal{L}_{j,k}^{j,k}) - s(\mathcal{L}_0^{j,k})| \leq 2R_3(1 - \sigma)^{-1} |z| s(\mathcal{L}_0^{j,k})$$

where $R_3 = \max(R_1, R_2)$.

Next, consider the case when $s$ have the form $s = \Gamma_{x, \pm}$ for some $x \in \Delta$. Set

$$A = c \int \mathcal{L}_{j,k}^{j,k} f \, dm, \quad A' = \pm \mathcal{L}_{j,k}^{j,k} f(x),$$

$$B = c \int \mathcal{L}_0^{j,k} f \, dm \quad \text{and} \quad B' = \pm \mathcal{L}_0^{j,k} f(x).$$

Then $B > 0$ and by (4.10) we have

$$|B'| \leq \sigma B.$$

Similarly to the previous case, we have

$$|A - B| \leq R_4 B |z|$$

where $R_4 = 2c_2k_0 R \| u \|_\infty = 2k_0 R \| u \|_\infty$. Now we will estimate $|A' - B'|$. Using (4.1) we have

$$|A' - B'| = |\mathcal{L}_{j,k}^{j,k} f(x) - \mathcal{L}_0^{j,k} f(x)| \leq \| f \|_\infty \| e^{zS_{j,k}u} - 1 \|_\infty \mathcal{L}_0^{j,k} 1(x)$$

$$\leq c_2 \int f \, dm \cdot (2k_0 |z| R \| u \|_\infty M_1) = BR_3 |z|$$
where \( R_5 = 2c_2k_0|z| R\|u\|_\infty M_1 \) and \( M_1 \) is an upper bound on the values of \( \|L^k 1\|_\infty \) for \( k_0 \leq k \leq 2k_0 \) (in fact, we can use Lemma 1.4 in [27] and obtain an upper bound which does not depend on \( k_0 \)). Since

\[
|s(L_z^{i,k}) - s(L_0^{j,k})| = |A - A' - (B - B')|,
\]

we conclude from Lemma 4.3 that

\[
|s(L_z^{i,k}) - s(L_0^{j,k})| \leq 2R_6(1 - \sigma)^{-1}|z|s(L_0^{j,k})
\]

where \( R_6 = \max\{R4, R_5\} \).

Finally, we consider the case when \( s = \Gamma_{x, x'} \) for some distinct \( x \) and \( x' \) which belong to the same floor of \( \Delta \). Set

\[
A = b \int L_z^{i,k} f \, dm, \quad A' = \frac{L_z^{i,k} f(x) - L_z^{i,k} f(x')}{{d(x, x')}},
\]

\[
B = b \int L_0^{i,k} f \, dm \quad \text{and} \quad B' = \frac{L_0^{i,k} f(x) - L_0^{i,k} f(x')}{{d(x, x')}},
\]

Then, exactly as in the previous cases, \( B > 0, |B'| \leq \sigma B \),

\[
|s(L_z^{i,k}) - s(L_0^{j,k})| = |A - A' - (B - B')|
\]

and

\[
|A - B| \leq R_7 |z|
\]

where \( R_7 = 2c_2k_0 |z| R\|u\|_\infty \). Now we will estimate \( |A' - B'| \). Let \( \ell \) be so that \( x, x' \in \Delta_\ell \) and write \( x = (x_0, \ell) \) and \( x' = (x'_0, \ell) \). Then \( d(x, x') = d((x_0, m), (x'_0, m)) \) for any \( 0 \leq m \leq \ell \). If \( k \leq \ell \) then for any \( z \),

\[
L_z^{i,k} f(x) = v_{\ell-k}^{-1} v_{\ell-k} e^{zS_{i,k} u(x_0, \ell-k)} f(x_0, \ell-k)
\]

and a similar equality hold true with \( x' \) in place of \( x \). Set

\[
U(z) = f(x_0, \ell-k) e^{zS_{i,k} u(x_0, \ell-k)} \quad \text{and} \quad V(z) = f(x'_0, \ell-k) e^{zS_{i,k} u(x'_0, \ell-k)}
\]

and \( W(z) = U(z) - V(z) \). Then for any \( z \in \mathbb{C} \) so that \( |z| \leq 1 \) we have

\[
d(x, x')|A' - B'| = v_{\ell-k}^{-1} v_{\ell-k} |W(z) - W(0)| \leq |z| \sup_{|\zeta| \leq 1} |W'(\zeta)|.
\]

Since the functions \( u_m, m \in \mathbb{Z} \) and \( f \) are locally Lipschitz continuous (uniformly in \( j \)) we obtain that for any \( \zeta \) so that \( |\zeta| \leq 1 \),

\[
|W'(\zeta)| \leq C_1 d(x, x') \|f\| \leq d(x, x') C_1 (b + c_2) \int f \, dm = d(x, x') C_1 (b + c_2) B
\]

where \( C_1 \) depends only on \( k_0 \) and \( \|u\| = \sup_{j \in \mathbb{Z}} \|u_j\| \).

Next, suppose that \( k > \ell \), where \( \ell \) is such that \( x, x' \in \Delta_\ell \). The approximation of \( |A' - B'| \) in this case relies on classical arguments from the theory of distance expanding map. Since \( k > \ell \) we can write

\[
F^{-k}\{x\} = \{y\}, \quad F^{-k}\{x'\} = \{y'\}
\]

where both sets are at most countable, the map \( y \to y' \) is bijective and satisfies that for any \( 0 \leq q \leq k \)

\[
d(F^q y, F^q y') \leq \beta^q \|y\| d(x, x') \leq d(x, x').
\]
Then, by (4.7) and what proceeds it, (4.8) and (4.9) hold true for any $y$ with $|y| < r$. Let $\delta_1 := 2C_0r\left(1 + \cosh\left(\frac{1}{2}d_0\right)\right) < 1$. Then, by (4.7) and what proceeds it, (4.8) and (4.9) hold true for any $z \in \mathbb{C}$ with $|z| < r$, an integer $j$ and $k_0 \leq k \leq 2k_0$, and the proof of Theorem 4.2 is complete.
4.4. Remark. The results from [27] hold true also in the case of summable tails, which do not necessarily decay exponentially fast to 0. These results were obtained by showing that there exist a sequence of cones $C_{j,R}$, $j \geq 0$, so that $L_0^k C_{j,R} \subset C_{j+1}$ and the projective diameter $d_j$ of the image of $L_0^k C_{j,R}$ inside $C_{j+1,R}$ converges to infinity with some rate, which made it possible to apply successively the contraction properties of real Hilbert metric, and obtain a certain type of (not exponentially fast) convergence. When using complex projective metrics (with the canonical complexifications $C_j$ of the $C_{j,R}$’s), the magnitude of the perturbation that is allowed, depends on the diameter of the image of the real operators (see (1.7)–(1.9)). In our situation, this means that it is possible to obtain that $L_0^k C_j \subset C_{j+1}$ only if the term $|z| S_n k u \| \infty$ would be smaller than some $\delta_j$, where $\delta_j \to \infty$ when $j \to \infty$. Therefore, it is not possible to choose a neighborhood of 0 which is independent of $j$ when the tails do not decay exponentially fast.

5. Cones for countable covering maps

In this section we will show that the standard cones of locally logarithmic Hölder continuous functions that are commonly used in the setup of finite degree covering maps (see [21], [23], [8], [10], [17], [19] and references therein) can be used successfully in our countable degree setup, as well.

In what follows, when it is more convenient, we will denote the norm $\| \cdot \|_\alpha$ also by $\| \cdot \|$ (i.e. we will omit the subscript $\alpha$). We begin with proving Proposition 2.9. The proof proceeds essentially as the proof of Lemma 5.6.1 in [10], and we include here all the details for readers’ convenience. Let $n, z$ and $g$ be as in the statement of the proposition. We begin with approximating $v_{\alpha, \xi}(L_0^k g)$. Let $x, x' \in \mathcal{E}_{j+n}$ be such that $d_{n+j}(x, x') < \xi$ and let $\{y_{i,n}\}$ and $\{y'_{i,n}\}$ be the points in $\mathcal{E}_j$ satisfying (2.5) and (2.6). We will omit here the subscript $n$ and just write $y_{i,n} = y_i$ and $y'_{i,n} = y'_i$. In the case when these sets of preimages are finite, let $k$ be the cardinality of $\{y_i\}$ (so we have $\{y_1, \ldots, y_k\}$ and $\{y'_1, \ldots, y'_k\}$), and otherwise set $k = \infty$. Then we can write

$$\left| L_0^k g(x) - L_0^k g(x') \right|$$

$$= \sum_{i=1}^k \left( e^{S_{j,n} f(y_i) + z S_{j,n} u(y_i)} g(y_i) - e^{S_{j,n} f(y'_i) + z S_{j,n} u(y'_i)} g(y'_i) \right)$$

$$\leq \sum_{i=1}^k e^{S_{j,n} f(y_i) + \Re(z) S_{j,n} u(y_i)} \left| e^{i\Im(z) S_{j,n} u(y_i)} g(y_i) - e^{i\Im(z) S_{j,n} u(y'_i)} g(y'_i) \right|$$

$$+ \sum_{i=1}^k \left| e^{i\Im(z) S_{j,n} u(y'_i)} g(y'_i) \right| \left| e^{S_{j,n} f(y_i) + \Re(z) S_{j,n} f(y_i)} - e^{S_{j,n} f(y'_i) + \Re(z) S_{j,n} u(y'_i)} \right|$$

$$:= I_1 + I_2.$$

In order to estimate $I_1$, observe that for any $1 \leq t \leq k$,

$$\left| e^{i\Im(z) S_{j,n} u(y_i)} g(y_i) - e^{i\Im(z) S_{j,n} u(y'_i)} g(y'_i) \right|$$

$$\leq \left| g(y_i) \right| \left| e^{i\Im(z) S_{j,n} u(y_i)} - e^{i\Im(z) S_{j,n} u(y'_i)} \right| + \left| g(y_i) - g(y'_i) \right| := J_1 + J_2.$$

By the mean value theorem and then by (2.7),

$$J_1 \leq 2\|g\|_{\infty} |\Im(z)| Q^\alpha(x, x'),$$
while by (2.6),
\[ J_2 \leq v_{\alpha, \xi}(g)\rho^2(y_1, y_1) \leq v_{\alpha, \xi}(g)(\gamma^{[n/n_0]})^{-\alpha} \rho^2(x, x) \]
and it follows that
\[ I_1 \leq L_{\mathbb{R}^2}^{j, n}(1)(x)(2\|g\|_{\infty}\|\Im(z)|Q + v_{\alpha, \xi}(g)(\gamma^{[n/n_0]})^{-\alpha} \rho^2(x, x'). \]
Finally, observe that
\[ C E \]
and therefore
\[ L_{\mathbb{R}^2}^{j, n}(1)(x) \leq L_{\mathbb{R}^2}^{j, n}(1)(x) e^{\|\Re(z)\|}\|\Re(S, u)\|_{\infty}, \]
and so
\[ I_1 \leq \|L_{\mathbb{R}^2}^{j, n}(1)\|_{\infty} e^{\|\Re(z)\|}\|\Re(S, u)\|_{\infty} \]
\[ \times (2\|g\|_{\infty}\|\Im(z)|Q + v_{\alpha, \xi}(g)(\gamma^{[n/n_0]})^{-\alpha} \rho^2(x, x'). \]
Next, we estimate \( I_2 \). First, by the mean value theorem and (2.7),
\[ |e^{S_{j, n}(y_1 + \Re(z)S_{j, n}(y_1))} - e^{S_{j, n}(y_1') + \Re(z)S_{j, n}(y_1')}| \leq (1 + |\Re(z)|)Q \]
\[ \times \max\{e^{S_{j, n}(y_1) + \Re(z)S_{j, n}(y_1)}, e^{S_{j, n}(y_1') + \Re(z)S_{j, n}(y_1')}\} \rho^2(x, x') \]
and therefore
\[ I_2 \leq (1 + |\Re(z)|)\|g\|_{\infty}(L_{\mathbb{R}^2}^{j, n}(1)(x) + L_{\mathbb{R}^2}^{j, n}(1)(x'))Q \rho^2(x, x') \]
\[ \leq (1 + |\Re(z)|)\|g\|_{\infty}\|L_{\mathbb{R}^2}^{j, n}(1)\|_{\infty} e^{\|\Re(z)\|}\|\Re(S, u)\|_{\infty} Q \rho^2(x, x') \]
where in the last inequality we used (5.1), yielding the first statement of Proposition 2.6. Finally, by (5.1), we have
\[ \|L_{\mathbb{R}^2}^{j, n}g\|_{\infty} \leq \|g\|_{\infty}\|L_{\mathbb{R}^2}^{j, n}(1)\|_{\infty} e^{\|\Re(z)\|}\|\Re(S, u)\|_{\infty} \]
and the lemma follows from the above estimates, taking into account that
\[ \|L_{\mathbb{R}^2}^{j, n}(1)\|_{\infty} < \infty \]
by our assumption.

Next, for any \( s > 1 \), consider the real cones \( \mathcal{C}_{j, \mathbb{R}} \subset \mathcal{H}_j \) given by
\[ \mathcal{C}_{j, \mathbb{R}} = \{ g \in \mathcal{H}_j : g \geq 0 \text{ and } g(x) \leq e^{Qd^r(x, x')} \text{ if } d(x, x') < \xi \} \]
where \( Q \) is so that \( f_j, u_j \in \mathcal{H}_{Q, \alpha} \) and \( s > 1 \) is a parameter which will be chosen later. Let \( \mathcal{C}_j \) the canonical complexification of \( \mathcal{C}_{j, \mathbb{R}} \) which is given by
\[ \mathcal{C}_j = \{ g \in \mathcal{H}_j : \mu(g)\overline{\nu(g)}, \forall \mu, \nu \in \mathcal{C}_{j, \mathbb{R}}^* \} \]
where \( \mathcal{C}_{j, \mathbb{R}}^* = \{ \mu \in \mathcal{H}_j^* : \mu(g) > 0, \forall g \in \mathcal{C}_{j, \mathbb{R}}, g \neq 0 \} \) is the dual of the real cone \( \mathcal{C}_{j, \mathbb{R}} \). Recall that the complex cone \( \mathcal{C}_j \) can also be written as
\[ \mathcal{C}_j = \mathcal{C}'(\mathcal{C}_j + i\mathcal{C}_j) = \mathcal{C}'(x + iy : x \pm y \in \mathcal{C}_{j, \mathbb{R}}) \]
where \( \mathcal{C}' = \mathbb{C} \setminus \{0\} \). In the case when \( \xi > 1 \), let \( l_j \) be any probability measure on \( \mathcal{E}_j \), while in the case when \( \xi \leq 1 \), let \( l_j = \nu_j \), where \( \nu_j \) is the measure from Assumption 2.7. Our main result here is the following

5.1. **Theorem.** Suppose that Assumption 2.7 holds true with \( \xi > 1 \), or that it holds true with \( \xi \leq 1 \) and that Assumption 2.7 holds true. Then there exist positive constants \( s_0, K, M, k_0, d_1 \) and \( r \) so that for any \( s \geq s_0 \) and \( j \in \mathbb{Z} \):

(i) The cone \( \mathcal{C}_j \) is linearly convex and cones \( \mathcal{C}_j \) and \( \mathcal{C}_j^* \) have bounded aperture:
\[ \|g\| \leq K|l_j(g)| \]

(5.2)
and
\[(5.3)\quad \|\mu\| \leq M|\mu(I)|.\]

In particular \(l_j \in C_{j,\mathbb{R}}^+\).

(ii) The cone \(C_j^+\) is reproducing: for any \(g \in \mathcal{H}_j\) there exists \(R(g) \in \mathbb{C}\) so that
\[|R(g)| \leq K_1 \|g\| \quad \text{and} \quad g + R(g) \in C.\]

(iii) For any complex number \(z \in B(0, r)\) and \(k_0 \leq k \leq 2k_0\) we have
\[\mathcal{L}^{j,k}_z C_j^+ \subset C_{j+k}^+\]
and
\[\sup_{f,g \in C_j^+} \delta_{C_{j+k}^+}(\mathcal{L}^{j,k}_z f, \mathcal{L}^{j,k}_z g) \leq d_1\]
where \(C_j^+ = C_j \setminus \{0\}\).

Theorem 2.3 follows from Theorem 4.2 exactly as in Section 3 of [10] and Chapter 5 of [10]. and our main task in this Section is to prove Theorem 4.2.

Proof. First, the proof of (5.3) proceeds exactly as the proof of Lemma 5.5.5 in [10], and the proof of Theorem 5.1 (ii) proceeds exactly as the proof of Lemma 5.5.4 in [10]. Now we will prove (5.2). Let \(g \in C_{j,\mathbb{R}}^+\) and the proof of Theorem 5.1 (ii) proceeds exactly as the proof of Lemma 5.5.4 in [10], and our main task in this Section is to prove Theorem 4.2. First, the proof of (5.3) proceeds exactly as the proof of Lemma 5.5.5 in [10], and the proof of Theorem 5.1 (ii) proceeds exactly as the proof of Lemma 5.5.4 in [10]. Now we will prove (5.2). Let \(g \in C_{j,\mathbb{R}}^+\) and let \(x, x' \in E_j\) be so that \(d_j(x, x') < \xi\) and \(g(x) \geq g(x')\). The wither \(g(x) = g(x') = 0\) or \(\min (g(x), g(x')) > 0\) and then
\[|g(x) - g(x')| = |g(x) - g(x')| \leq (e^{sQ}\rho(x, x') - 1)g(x')\]
and so by the mean value theorem,
\[|g(x) - g(x')| \leq sQe^{sQ}\rho(x, x')\rho(x, x')\|g\|_{\infty} = sQe^{sQ}.\]

Reversing the roles of \(x\) and \(x'\), we conclude that this inequality holds true for any \(x\) and \(x'\) such that \(\rho(x, x') < \xi\), and therefore
\[\nu_{\rho,\xi}(g) \leq sQe^{sQ}\|g\|_{\infty} \leq sQe^{sQ}.\]

Next, in the case when \(\xi > 1\) we clearly have
\[\|g\|_{\infty} \leq e^{sQ}J_j(g)\]
and so by (5.3) and Lemma 3.2 we can take \(K = 2\sqrt{2}(1 + sQe^{sQ})e^{sQ}.\) In the case when \(\xi \leq 1\) we proceed in a different way, relying on Assumption 2.7. We first claim that there exists a constant \(c > 0\) so that for any \(x\) and \(x_0 \in E_j\) we have
\[(5.5)\quad \nu_j(B_j(x_0, \xi)) \geq c\]
where \(B_j(x_0, \xi) = \{x \in E_j : d_j(x, x_0) < \xi\}.\) Relying on (5.5), for any \(g \in C_{j,\mathbb{R}}^+\) we have
\[\|g\|_{\infty} \leq \sup_{x} \frac{e^{sQ}}{\nu_j(B_j(x, \xi))} \int_{B_j(x, \xi)} gd\nu_j \leq e^{sQ}c^{-1}\nu_j(g)\]
and so by Lemma 5.2 we can take \(K = 2\sqrt{2}(1 + sQe^{sQ})e^{2sQc^{-1}}.\) Now we will prove (5.5). The triplet \((\lambda_j, h_j, \nu_j)\) from Assumption 2.7 satisfy
\[\lambda_{j,n}\nu_j = (\mathcal{L}^{j,n}_0)^*\nu_{j+n}\]
and so with \(B = B_j(x_0, \xi),\)
\[\nu_j(B(x_0, \xi)) = \frac{\int_{\mathcal{L}^{j,m_0}_0 B} \nu_j B}{\lambda_{j,m_0}} \geq c^{m_0} \min_{x} \mathcal{L}^{j,m_0}_0 \nu_B(x)\]
Now we will fix some $\{\lambda_j\}$. Now, by (2.9) for any $x \in E_{j+m_{0}}$ there exists $y = y_{x} \in E_{j}$ so that $T_{j}^{m_{0}}y_{x} = x$ and hence
\[
\min_{x} L_{0}^{j,m_{0}}\|B(x) \geq e^{-m_{0}}\|f\|_{\infty}
\]
where $\|f\|_{\infty} = \sup_{j} \|f_{j}\|_{\infty} < \infty$. Now we can take $c = C^{-m_{0}}e^{-m_{0}}\|f\|_{\infty}$.

Now we will prove Theorem 5.1 (iii). We first claim that for any $j$ and $n \geq 0$ we have
\[
L_{0}^{j,n_{0}+n}C_{j,R,s} \subset C_{j+n_{0}+n,R,s'}
\]
where $s' = s\gamma^{-1} + 1$. Indeed, let $x, x' \in E_{j+n_{0}+n}$ be so that $d(x, x') = d_{j+n_{0}+n}(x, x') < \xi$, and let $\{y_{i}\}$ and $\{y'_{i}\}$ be their preimages under $T_{j}^{n_{0}+n}$ so that for each $i$,
\[
d_{j}(y_{i}, y'_{i}) \leq \gamma^{-\lfloor s+n_{0}\rfloor}d_{j+n_{0}+n}(x, x') \leq \gamma^{-1}d_{j+n_{0}+n}(x, x').
\]
Then, since $\{f_{j}\} \in H_{a,Q}$, for any $g \in C_{j,R,s}$ we have
\[
L_{0}^{j,n_{0}+n}g(x) = \sum_{i} e^{S_{j,n_{0}+n}f_{i}(y_{i})}g(y_{i}) \leq e^{Qd_{j,n_{0}+n}f(x,x')}\sum_{i} e^{S_{j,n_{0}+n}f_{i}(y'_{i})}g(y'_{i}) = e^{(1+\gamma^{-1})Qd_{j,n_{0}+n}g(x')}
\]
Now we will fix some $s > \frac{1}{1-\gamma^{-1}}$. We claim next that there exists constants $C > 0$ and $k_{0} \geq n_{0}$ so that for any $k \geq k_{0}$, an integer $j$, a function $g \in C_{j,R}$ and $x, x' \in E_{j+k}$ we have
\[
L_{0}^{j,k}g(x) \leq C L_{0}^{j,k}g(x').
\]
In the case when $\xi > 0$ this already follows from (5.6), where we can just take $k_{0} = n_{0}$. In the case when $\xi \leq 1$ using Assumption (2.7) we have
\[
\frac{L_{0}^{j,n}g(x)}{L_{0}^{j,n}g(x')} = \frac{\lambda_{j,n}L_{0}^{j,n}g(x)}{\lambda_{j,n}L_{0}^{j,n}g(x')} \leq \frac{h_{j+n}(x) + C\delta_{n}\kappa(g)}{h_{j+n}(x') - C\delta_{n}\kappa(g)}
\]
where $\kappa(g) = \|g\|_{\nu_{j}(g)}$, $C > 0$ is some constant and
\[
\delta_{n} = \sup_{j \in Z} \left\| \frac{L_{j,n}}{\lambda_{j,n} - \nu_{j} \otimes h_{j+n}} \right\|_{\alpha}
\]
Since $h_{j+n}(x) \in [a, b]$ for some constants $a, b > 0$ which do not depend on $j$ and $n$, and $|\nu_{j}(g)| \leq K$ we obtain that there exist $k_{0}$ and $C$ which satisfy there required conditions.

The last step of the proof is the following estimate, whose proof proceeds exactly as the proof of Lemma 5.8.1 in [10], for any nonzero $g \in C_{j,R}$ and $\nu \in C_{j+m,R}$ we have
\[
|\nu(L_{z,m}^{j}) - \nu(L_{0,m}^{j})| \leq \nu(|L_{z,m}^{j}|) \leq (2\|S_{j,m}u\|_{\infty} + 3(s-1)^{-1})
\]
Note that in [10] we worked under the assumption that the maps $T_{j}$ have finite degree, but in the proof of Lemma 5.8.1 we only used (5.17) and (5.18) from [10], and it is clear that we can use (2.7) and (2.6) instead. Note also that in [10] we compared between $L_{z,m}^{j}$ and $L_{R_{j},m}^{j}$, but the proof from there proceeds exactly the same when comparing between $L_{z,m}^{j}$ and $L_{R_{j},m}^{j}$, with the exception that each appearance of $\mathfrak{S}(z)$ should be replaced by $|z|$. 
Relying on the above, the proof of Theorem 5.1 proceeds exactly as the proof of equality (5.9.1) in [10]: we first use that the real projective diameter of
\[ C_{j,R,s} \cap \{ g : |g(x)| \leq C|g(y)|, \forall x, y \} \]
inside \( C_{j,R,s} \) does not exceed \( d_0 := 2 \ln \left( \frac{s + s'}{s - s'} \right) \) (see Lemma 5.7.3 in [10]), and then use (5.7) and Theorem A.2.4 from Appendix A of [10] (which was used after equality (4.7)) to derive that for some \( k_0 \), \( r > 0 \) and all \( j, z \in C \) with \( |z| < r \) and \( k_0 \leq k \leq 2k_0 \) we have
\[ L_{j,k}^{I,k} C_{j} \subset C_{j+k} \]
and
\[ \sup_{f,g \in C_{j}} (L_{j,k}^{I,k} f, L_{j,k}^{I,k} g) \leq d_0 + 6|\ln(1 - \delta)|. \]
where \( \delta \in (0,1) \) is some constant. \( \square \)

5.1. Examples. We have listed several examples when Assumptions 2.5 (with \( \xi \leq 1 \)) and Assumption 2.7 hold true, and here we will present some models in which Assumption 2.5 holds true with \( \xi > 1 \). First, Assumption 2.5 holds true with \( \xi > 1 \) and \( n_0 = 1 \) when for each \( j \) we have \( E_j = [0,1) \) and there exists a finite or countable collection of disjoint intervals \( I_{j,n} = [a_{j,n}, b_{j,n}) \) whose union cover \( E_j \), and \( T_j | I_{j,n} : I_{j,n} \) is onto \([0,1)\) and satisfies that
\[ |T_j(x) - T_j(y)| \geq \gamma |x - y| \]
for any \( x, y \in I_{j,n} \), where \( \gamma > 1 \) is a constant which is independent of \( n \). These are exactly the type of maps considered in Section 3 of [6].

Consider now the Gauss map \( T : E \to E \) which is given by \( Tx = 1/x - \lfloor 1/x \rfloor \), where \( E = [0,1) \) \( \setminus \mathbb{Q} \), and for each \( j \) set \( T_j = T \) and \( E_j = E \). Then Assumption 2.5 holds true with \( n_0 = 2 \) and \( \xi > 1 \). Indeed, the preimages of any two points \( x, y \) are paired as follows:
\[ T^{-1}\{x\} = \{x_n : n \in \mathbb{N}\} \quad \text{and} \quad T^{-1}\{y\} = \{y_n : n \in \mathbb{N}\} \]
where for any \( z \in (0,1) \) and \( n \in \mathbb{N} \) we set \( z_n = \frac{1}{z+n} \). When \( n > 1 \) then
\[ \left| \frac{1}{x+n} - \frac{1}{y+n} \right| \leq \frac{|x-y|}{(n+1)^2} \leq \frac{1}{4} |x-y|. \]
For \( n = 1 \) we have
\[ \min(x_1, y_1) > \frac{1}{2} \]
and
\[ |x_1 - y_1| < |x - y|. \]
The preimages of \( x_1 \) and \( y_1 \) satisfy
\[ \left| \frac{1}{x_1+n} - \frac{1}{y_1+n} \right| \leq (2/3)^2 |x_1 - y_1| \leq (2/3)^2 |x - y| \]
and so we can take \( \gamma = 9/4 = \min(4,9/4) \).

The classical dynamical system related to continued fractions is the one generated by \( T \) together with its unique absolutely continuous probability measure, whose
density is given by $h(x) = \frac{1}{\ln 2} (1 + x)^{-1}$. This corresponds to considering the transfer operator defined by the formula

$$L_0 g(x) = \sum_{n=1}^{\infty} \frac{1}{(x+n)} g\left( \frac{1}{x+n} \right) = \sum_{n=1}^{\infty} e^{-2 \ln x_n} g(x_n).$$

In order to apply our results for this transfer operator, we need to verify that the function $f(y) = f_j(y) = -2 \ln y$ satisfies (2.7). Set $\delta = \gamma^{-1} = \frac{1}{2}$. Denote by $x_{n_1, \ldots, n_k}$ the inverse image by $T$ of $x_{n_1, \ldots, n_{k-1}}$ which comes from the interval $\left( \frac{1}{n_k+1}, \frac{1}{n_k} \right)$, namely the $x_{n_1, \ldots, n_k}$’s are defined by the recursion formula $x_{n_1} = \frac{1}{x+n_1}$ and

$$x_{n_1, \ldots, n_k} = \frac{1}{x_{n_1, \ldots, n_{k-1}} + n_k}.$$  

Then for any $0 \leq j < k$ we have $T^j x_{n_1, \ldots, n_k} = x_{n_1, \ldots, n_{k-j}}$. The fact that the function $f(y) = -2 \ln y$ satisfies (2.7) follows from the following claim: for $x, y \in \mathcal{E}$, $k \geq 0$ and $n_1, \ldots, n_{2k+1}, n_{2k+2} \in \mathbb{N}$ we have

$$\sum_{j=1}^{2(k+1)} \left| \ln(x_{n_1, \ldots, n_j}) - \ln(y_{n_1, \ldots, n_j}) \right| \leq 2(1 + \delta + \delta^2 + \ldots + \delta^k) |x - y|.$$  

Indeed, the first two summands satisfy

$$|\ln(x_{n_1, n_2}) - \ln(y_{n_1, n_2})| = |\ln(x_{n_1} + n_2) - \ln(y_{n_1} + n_2)| \leq \frac{|x_{n_1} - y_{n_1}|}{n_2} \leq |x - y|$$

and

$$|\ln(x_{n_1}) - \ln(y_{n_1})| = |\ln(x + n_1) - \ln(y + n_1)| \leq \frac{|x - y|}{n_2} \leq |x - y|.$$  

Let $j > 2$. Then

$$|\ln(x_{n_1, \ldots, n_{2j+2}}) - \ln(y_{n_1, \ldots, n_{2j+2}})| = |\ln(x_{n_1, \ldots, n_{2j+1}} + n_{2j+2})$$

$$- \ln(y_{n_1, \ldots, n_{2j+1}} + n_{2j+2})| \leq \frac{|x_{n_1, \ldots, n_{2j+1}} - y_{n_1, \ldots, n_{2j+1}}|}{n_{2j+2}}$$

and

$$|\ln(x_{n_1, \ldots, n_{2j}}) - \ln(y_{n_1, \ldots, n_{2j}})| = |\ln(x_{n_1, \ldots, n_j} + n_{2j+1})$$

$$- \ln(y_{n_1, \ldots, n_j} + n_{2j+1})| \leq \frac{|x_{n_1, \ldots, n_j} - y_{n_1, \ldots, n_j}|}{n_{2j+1}}.$$  

By (2.7) applied with $n_0 = 2$ we have

$$\max \left( |x_{n_1, n_2} - y_{n_1, n_2}|, |x_{n_1, \ldots, n_{2j+1}} - y_{n_1, \ldots, n_{2j+1}}| \right) \leq \gamma^j |x - y|$$

which completes the proof of our claim.

Now we will describe the setup of non-stationary full-shifts, for which our results also hold true. Let $d_j \in \mathbb{N} \cup \{\infty\}$ be a family of generalized numbers so that $d_j \geq 2$, and set

$$C_j = \{ k \in \mathbb{N} : k < d_j \}.$$  

For each $j$ set

$$\mathcal{E}_j = \{ (x_{j+m})_{m=0}^{\infty} \in \mathbb{N}^\mathbb{N} : x_{j+m} \in C_{j+m} \}.$$
and let $d_j(x, y) = 2^{-\min\{n \geq 0 : x_{j+n} \neq y_{j+n}\}}$ be the dynamical distance on $\mathcal{E}_j$. For each integer $j$ define $T_j : \mathcal{E}_j \rightarrow \mathcal{E}_{j+1}$ by

$$T_j(x_j, x_{j+1}, x_{j+2}, \ldots) = (x_{j+1}, x_{j+2}, \ldots).$$

We also set $n_0 = 1$, $\gamma = 2$ and $\xi = 2$. Then Assumption 2.5 holds true with these $\xi, n_0$ and $\gamma$.
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