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Abstract

We study the problem of learning an adversarially robust predictor to test time attacks in the semi-supervised PAC model. We address the question of how many labeled and unlabeled examples are required to ensure learning. We show that having enough unlabeled data (the size of a labeled sample that a fully-supervised method would require), the labeled sample complexity can be arbitrarily smaller compared to previous works, and is sharply characterized by a different complexity measure. We prove nearly matching upper and lower bounds on this sample complexity. This shows that there is a significant benefit in semi-supervised robust learning even in the worst-case distribution-free model, and establishes a gap between supervised and semi-supervised label complexities which is known not to hold in standard non-robust PAC learning.

1 Introduction

The problem of learning predictors that are immune to adversarial corruptions at inference time is central in modern machine learning. The phenomenon of fooling learning models by adding imperceptible perturbations to their input illustrates a basic vulnerability of learning-based models, and is named adversarial examples. We study the model of adversarially-robust PAC learning, in a semi-supervised setting.

Adversarial robustness has been shown to significantly benefit from semi-supervised learning, mostly empirically, but also theoretically in some specific cases of distributions [e.g., 18, 58, 51, 46, 1, 55, 36]. In this paper we ask the following natural question. To what extent can we benefit from unlabeled data in the learning process of robust models in the general case? More specifically, what is the sample complexity in a distribution-free model?

Our semi-supervised model is formalized as follows. Let $H \subseteq \{0, 1\}^X$ be a hypothesis class. We formalize the adversarial attack by a perturbation function $U : X \rightarrow 2^X$, where $U(x)$ is the set of possible perturbations (attacks) on $x$. In practice, we usually consider $U(x)$ to be the $\ell_p$ ball centered at $x$. In this paper, we have no restriction on $U$, besides $x \in U(x)$. The robust error of hypothesis $h$ on a pair $(x, y)$ is $\sup_{z \in U(x)} I[h(z) \neq y]$. The learner has access to both labeled and unlabeled examples drawn i.i.d. from unknown distribution $D$, and the goal is to find $h \in H$ with low robust error on a random point from $D$. The sample complexity in semi-supervised learning has two parameters, the number of labeled examples and the number of unlabeled examples which suffice to ensure learning. The learner would like to restrict the amount of labeled data, which is significantly more expensive to obtain than unlabeled data.

In this paper, we show a gap between supervised and semi-supervised label complexities of adversarially robust learning in a distribution-free model. The label complexity in semi-supervised may be arbitrarily smaller compared to the supervised case, and is characterized by a different complexity measure. Importantly, we are not using more data, just less labeled data. The unlabeled sample size is the same as how much labeled data a fully-supervised method would require, and so this is a strict improvement. This kind of gap is known not to hold in standard (non-robust) PAC learning, this is a unique property of robust learning.

Background. The following complexity measure $\text{VC}_{U_L}$ was introduced by Montasser et al. [40] (and denoted there by $\text{dim}_{U_L}$) as a candidate for determining the sample complexity of supervised robust learning. It was shown that indeed its finiteness is necessary, but not sufficient. This parameter is our primary object in this work, as we will show that it characterizes the labeled sample complexity of semi-supervised robust PAC-learning.
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Definition 1.1 (VC_{U}-dimension) A sequence of points \( \{x_1, \ldots, x_k\} \) is \( \mathcal{U} \)-shattered by \( \mathcal{H} \) if \( \forall y_1, \ldots, y_k \in \{0, 1\}, \exists h \in \mathcal{H} \) such that \( \forall i \in [k], \forall z \in \mathcal{U}(x_i), h(z) = y_i. \) The \( \text{VC}_{\mathcal{U}}(\mathcal{H}) \) is largest integer \( k \) for which there exists a sequence \( \{x_1, \ldots, x_k\} \) \( \mathcal{U} \)-shattered by \( \mathcal{H}. \)

Intuitively, this dimension relates to shattering of the entire perturbation sets, instead of one point in the standard VC-dimension. When \( \mathcal{U}(x) = \{x\} \), this parameter coincides with the standard VC. Moreover, for any hypothesis class \( \mathcal{H} \), it holds that \( \text{VC}_{\mathcal{U}}(\mathcal{H}) \leq \text{VC}(\mathcal{H}) \), and the gap can be arbitrarily large. That is, there exist \( \mathcal{H}_0 \) such that \( \text{VC}_{\mathcal{U}}(\mathcal{H}_0) = 0 \) and \( \text{VC}(\mathcal{H}_0) = \infty \) (see Proposition 3.2).

For an improved lower bound on the sample complexity, Montasser et al. [40, Theorem 10] introduced the Robust Shattering dimension, denoted by \( \text{RS}_{\mathcal{U}} \) (and denoted there by \( \text{dim}_{\mathcal{U}} \)).

Definition 1.2 (RS_{U}-dimension) A sequence \( x_1, \ldots, x_k \) is said to be \( \mathcal{U} \)-robustly shattered by \( \mathcal{F} \) if
\[
\exists \bar{z}_1, z_1, \ldots, z_k, \bar{z}_k \text{ such that } x_i \in \mathcal{U}(z_i^\perp) \cap \mathcal{U}(\bar{z}_i^\perp) \forall i \in [k] \text{ and } \forall y_1, \ldots, y_k \in \{+, -, \}, \exists f \in \mathcal{F} \text{ with } f(\bar{z}) = y_i, \forall \bar{z} \in \mathcal{U}(z_i^\perp), \forall i \in [k].
\]
The \( \mathcal{U} \)-robust shattering dimension \( \text{RS}_{\mathcal{U}}(\mathcal{H}) \) is defined as the maximum size of a set that is \( \mathcal{U} \)-robustly shattered by \( \mathcal{H}. \)

Specifically, the lower bound on the sample complexity is \( \Omega \left( \frac{\text{RS}_{\mathcal{U}}}{\epsilon} + \frac{1}{\epsilon} \log \frac{1}{\delta} \right) \) for realizable robust learning, and \( \Omega \left( \frac{\text{RS}_{\mathcal{U}}}{\epsilon^2} + \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right) \) for agnostic robust learning. They also showed upper bounds of \( \tilde{O} \left( \frac{\text{VC}_{\mathcal{U}} \cdot \text{VC}^*}{\epsilon^2} + \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right) \) in the realizable case and \( \tilde{O} \left( \frac{\text{VC} \cdot \text{VC}^*}{\epsilon^3} + \frac{\log \frac{1}{\delta}}{\epsilon} \right) \) in the agnostic case, where \( \text{VC}^* \) is the dual VC dimension (definitions are in Appendix A). Montasser et al. [40] showed that for any \( \mathcal{H}, \text{VC}_{\mathcal{U}}(\mathcal{H}) \leq \text{RS}_{\mathcal{U}}(\mathcal{H}) \leq \text{VC}(\mathcal{H}), \) and there can be an arbitrary gap between them. Specifically, there exists \( \mathcal{H}_0 \) with \( \text{VC}_{\mathcal{U}}(\mathcal{H}_0) = 0 \) and \( \text{RS}_{\mathcal{U}}(\mathcal{H}_0) = \infty, \) and there exists \( \mathcal{H}_1 \) with \( \text{RS}_{\mathcal{U}}(\mathcal{H}_1) = 0 \) and \( \text{VC}(\mathcal{H}_1) = \infty. \)

Main contributions.

- In Section 3, we first analyze the simple case where the support of the marginal distribution on the inputs is fully known to the learner. In this case, we show a tight bound of \( \Theta \left( \frac{\text{VC}_{\mathcal{U}}(\mathcal{H})}{\epsilon} + \frac{\log \frac{1}{\delta}}{\epsilon} \right) \) on the labeled complexity for learning \( \mathcal{H}. \)

- In Section 4, we present a generic algorithm that can be applied both for the realizable and agnostic settings. We prove an upper bound and nearly matching lower bounds on the sample complexity in the realizable case. For semi-supervised robust learning, we prove a labeled sample complexity bound \( \Lambda^m \) and compare to the sample complexity of supervised robust learning \( \Lambda^* \). Our algorithm uses \( \Lambda^m = \tilde{O} \left( \frac{\text{VC}_{\mathcal{U}} \cdot \text{VC}^*}{\epsilon^2} + \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right) \) labeled examples and \( \tilde{O}(\Lambda^*) \) unlabeled examples. Recall that \( \Lambda^* = \Omega(\text{RS}_{\mathcal{U}}) \), and since \( \text{RS}_{\math{U}} \) can be arbitrarily larger than \( \text{VC}_{\mathcal{U}}, \) this means our labeled sample complexity represents a strong improvement over the sample complexity of supervised learning.

- In Section 5, we prove upper and lower bounds on the sample complexity in the agnostic setting. We reveal an interesting structure, which is inherently different than the realizable case. Let \( \eta \) be the minimal agnostic error. If we allow an error of \( 3\eta + \epsilon \), it is sufficient for our algorithm to have \( \Lambda^m = \tilde{O} \left( \frac{\text{VC}_{\mathcal{U}} \cdot \text{VC}^*}{\epsilon^2} + \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right) \) labeled examples and \( \tilde{O}(\Lambda^*) \) unlabeled examples (as in the realizable case). If we insist on having error \( \eta + \epsilon \), then there is a lower bound of \( \Lambda^m = \Omega \left( \frac{\text{RS}_{\mathcal{U}}}{\epsilon^2} + \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right) \) labeled examples. Furthermore, an error of \( \left( \frac{1}{2} - \gamma \right) \eta + \epsilon \) is unavoidable if the learner is restricted to \( \tilde{O}(\text{VC}_{\mathcal{U}}) \) labeled examples, for any \( \gamma > 0. \) We also show that improper learning is necessary, similar to the supervised case. We summarize the results in Fig. 1 showing for which labeled and unlabeled samples we have a robust learner.

- The above results show that there is a significant benefit in semi-supervised robust learning. For example, take \( \mathcal{H}_0 \) with \( \text{VC}_{\mathcal{U}}(\mathcal{H}_0) = 0 \) and \( \text{RS}_{\mathcal{U}}(\mathcal{H}_0) = n. \) The labeled sample size for learning \( \mathcal{H}_0 \) in supervised learning is \( \Omega(n). \) In contrast, in semi-supervised learning our algorithms requires only \( \tilde{O}(1) \) labeled examples and \( \tilde{O}(n) \) unlabeled examples. We are not using more data, just less labeled data. Note that \( n \) can be arbitrarily large.

- A byproduct of our result is that if we assume that the distribution is robustly realizable by a hypothesis class (i.e., there exist a hypothesis with zero robust error) then, with respect to the non-robust loss (i.e., the standard 0-1 loss) we can learn with only \( \tilde{O} \left( \frac{\text{VC}_{\mathcal{U}}(\mathcal{H})}{\epsilon} + \frac{\log \frac{1}{\delta}}{\epsilon} \right) \) labeled examples, even if the VC is infinite. Recall that there exists \( \mathcal{H}_0 \) with \( \text{VC}_{\mathcal{U}}(\mathcal{H}_0) = 0, \text{RS}_{\mathcal{U}}(\mathcal{H}_0) = \infty \) and \( \text{VC}(\mathcal{H}_0) = \infty. \) Learning linear functions with margin is a special case of this data-dependent assumption. Moreover, we show that this is obtained only by improper learning. (See Section 6.)
Related work. Adversarially robust learning. The work of Montasser et al. [40] studied the setting of fully-supervised robust PAC learning. In this paper, we propose a semi-supervised method with a significant improvement on the labeled sample size. We show that the labeled and unlabeled sample complexities are controlled by different complexity measures. Adversarially robust learning has been extensively studied in several supervised learning models [e.g., 25, 49, 34, 57, 20, 7, 35, 6, 10, 44, 41, 42, 43, 3, 11, 21, 9, 15, 56, 4]. For semi-supervised robust learning, Ashtiani et al. [3] showed that under some assumptions, robust PAC learning is possible with $O(\text{VC}(\mathcal{H}))$ labeled examples and additional unlabeled samples. Carmon et al. [18] studied a robust semi-supervised setting where the distribution is a mixture of Gaussians and the hypothesis class is linear separators.

Semi-supervised (non-robust) learning. There is substantial interest in semi-supervised (non-robust) learning, and many contemporary practical problems significantly benefit from it [e.g., 16, 19, 59]. This was formalized in theoretical frameworks. Umer et al. [52] suggested a semi-supervised learning (non-robust) framework, with an algorithmic idea that is similar to our method. Their framework consists of two steps; using labeled data to learn a classifier with small error (not necessarily a member of the target class $\mathcal{H}$), and then labeling an unlabeled input sample in order to use a fully-supervised proper learner. They investigate scenarios where saving of labeled examples occurs. In our paper, we are interested in the robust loss function. We use labeled data in order to learn a classifier (with the 0-1 loss function) from a class with a potentially smaller complexity measure, then we label an unlabeled input sample, and use a fully-supervised method using the robust loss function. The sample complexity of learning the robust loss class is controlled by a larger complexity measure. Fortunately, this affects our unlabeled sample size and not the labeled sample size as in the fully-supervised setting. Göpfert et al. [27] studied circumstances where the learning rate can be improved given unlabeled data. Darnstädt et al. [23] showed that the label complexity gap between the semi-supervised and the fully supervised setting can become arbitrarily large for concept classes of infinite VC-dimension, and that this gap is bounded when a function class contains the constant zero and the constant one functions. Balcan and Blum [13, 12] introduced an augmented version of the PAC model designed for semi-supervised learning and analyzed when unlabeled data can help. The main idea is to augment the notion of learning a concept class, with a notion of compatibility between a function and the data distribution that we hope the target function will satisfy.

2 Preliminaries

Let $\mathcal{X}$ be the instance space, $\mathcal{Y}$ a label space, and $\mathcal{H} \subseteq \mathcal{Y}^{\mathcal{X}}$ a hypothesis class. A perturbation function $\mathcal{U} : \mathcal{X} \rightarrow 2^{\mathcal{X}}$ maps an input to a set $\mathcal{U}(x) \subseteq \mathcal{X}$. Denote the 0-1 loss of hypothesis $h$ on $(x, y)$ by $\ell_{0,1}(h; x, y) = \mathbb{I}[h(x) \neq y]$, and the robust loss with respect to $\mathcal{U}$ by $\ell_{\mathcal{U}}(h; x, y) = \sup_{z \in \mathcal{U}(x)} \mathbb{I}[h(z) \neq y]$. Denote the support of a distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$ by $\text{supp}(\mathcal{D}) = \{(x, y) \in \mathcal{X} \times \mathcal{Y} : \mathcal{D}(x, y) > 0\}$. Denote the marginal distribution $\mathcal{D}_x$ on $\mathcal{X}$ and its support by $\text{supp}(\mathcal{D}_x) = \{x \in \mathcal{X} : \mathcal{D}(x, y) > 0\}$. Define the robust risk of a hypothesis $h \in \mathcal{H}$ with respect to distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$,

$$
R_{\mathcal{U}}(h; \mathcal{D}) = \mathbb{E}_{(x, y) \sim \mathcal{D}} \left[ \ell_{\mathcal{U}}(h; x, y) \right] = \mathbb{E}_{(x, y) \sim \mathcal{D}} \left[ \sup_{z \in \mathcal{U}(x)} \mathbb{I}[h(z) \neq y] \right].
$$

Figure 1: Summary of the sample complexity regimes for semi-supervised robust learning, for the realizable model and the agnostic model with error $3\eta + \epsilon$, where $\eta$ is the minimal agnostic error in the hypothesis class. Obtaining an error of $\eta + \epsilon$ requires at least $RS_U$ labeled examples, as in the supervised case. $\Lambda^u$ denotes the sample complexity of supervised robust learning. It is an open question whether $\Lambda^u$ equals $RS_U$. 
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The approximation error of $\mathcal{H}$ on $\mathcal{D}$, namely, the optimal robust error achievable by a hypothesis in $\mathcal{H}$ on $\mathcal{D}$ is denoted by:

$$R_{\mathcal{U}}(\mathcal{H}; \mathcal{D}) = \inf_{h \in \mathcal{H}} R_{\mathcal{U}}(h; \mathcal{D}).$$

We say that a distribution $\mathcal{D}$ is robustly realizable by a class $\mathcal{H}$ if $R_{\mathcal{U}}(\mathcal{H}; \mathcal{D}) = 0$.

Define the empirical robust risk of a hypothesis $h \in \mathcal{H}$ with respect to a sequence $S \in (\mathcal{X} \times \mathcal{Y})^*$,

$$\hat{R}_{\mathcal{U}}(h; S) = \frac{1}{|S|} \sum_{(x, y) \in S} l_{\mathcal{U}}(h; x, y) = \frac{1}{|S|} \sum_{(x, y) \in S} \left[ \sup_{z \in \mathcal{U}(x)} I[h(z) \neq y] \right].$$

The robust empirical risk minimizer learning algorithm $\text{RERM} : (\mathcal{X} \times \mathcal{Y})^* \rightarrow \mathcal{H}$ for a class $\mathcal{H}$ on a sequence $S$ is defined by

$$\text{RERM}_{\mathcal{H}}(S) \in \text{argmin}_{h \in \mathcal{H}} \hat{R}_{\mathcal{U}}(h; S).$$

When the perturbation function is the identity, $\mathcal{U}(x) = \{x\}$, we recover the standard notions. The risk of a hypothesis $h \in \mathcal{H}$ with respect to distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$ is defined by $R(h; \mathcal{D}) = \mathbb{E}_{(x, y) \sim \mathcal{D}}[l_{0, 1}(h; x, y)] = \mathbb{E}_{(x, y) \sim \mathcal{D}}[I[h(x) \neq y]]$, and the empirical risk of a hypothesis $h \in \mathcal{H}$ with respect to a sequence $S \in (\mathcal{X} \times \mathcal{Y})^*$ is defined by $\hat{R}(h; S) = \frac{1}{|S|} \sum_{(x, y) \in S} l_{0, 1}(h; x, y) = \frac{1}{|S|} \sum_{(x, y) \in S} I[h(x) \neq y]$. The empirical risk minimizer learning algorithm $\text{ERM} : (\mathcal{X} \times \mathcal{Y})^* \rightarrow \mathcal{H}$ for a class $\mathcal{H}$ on a sequence $S$ is defined by $\text{ERM}_{\mathcal{H}}(S) \in \text{argmin}_{h \in \mathcal{H}} \hat{R}(h; S)$.

A learning algorithm $A : (\mathcal{X} \times \mathcal{Y})^* \rightarrow \mathcal{Y}^\mathcal{X}$ for a class $\mathcal{H}$ is called proper if it always outputs a hypothesis in $\mathcal{H}$, otherwise it is called improper.

### Realizable robust PAC learning.

We define the supervised and semi-supervised settings.

**Definition 2.1 (Realizable robust PAC learnability)** For any $\epsilon, \delta \in (0, 1)$, the sample complexity of realizable robust $(\epsilon, \delta)$-PAC learning for a class $\mathcal{H}$, with respect to perturbation function $\mathcal{U}$, denoted by $\Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H}, \mathcal{U})$, is the smallest integer $m$ for which there exists a learning algorithm $A : (\mathcal{X} \times \mathcal{Y})^* \rightarrow \mathcal{Y}^\mathcal{X}$, such that for every distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$ robustly realizable by $\mathcal{H}$, namely $R_{\mathcal{U}}(\mathcal{H}; D) = 0$, for a random sample $S \sim \mathcal{D}^m$, it holds that

$$\mathbb{P}(R_{\mathcal{U}}(A(S); D) \leq \epsilon) > 1 - \delta.$$

If no such $m$ exists, define $\Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H}, \mathcal{U}) = \infty$, and $\mathcal{H}$ is not robustly $(\epsilon, \delta)$-PAC learnable with respect to $\mathcal{U}$.

For the standard (non-robust) learning with the 0-1 loss function, we omit the dependence on $\mathcal{U}$ and denote the sample complexity of class $\mathcal{H}$ by $\Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H})$.

**Definition 2.2 (Realizable semi-supervised robust PAC learnability)** A hypothesis class $\mathcal{H}$ is semi-supervised realizable robust $(\epsilon, \delta)$-PAC learnable, with respect to perturbation function $\mathcal{U}$, if for any $\epsilon, \delta \in (0, 1)$, there exists $m_u, m_l \in \mathbb{N} \cup \{0\}$, and a learning algorithm $A : (\mathcal{X} \times \mathcal{Y})^* \cup (\mathcal{X})^* \rightarrow \mathcal{Y}^\mathcal{X}$, such that for every distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$ robustly realizable by $\mathcal{H}$, namely $R_{\mathcal{U}}(\mathcal{H}; D) = 0$, for random samples $S^l \sim \mathcal{D}^{m_l}$ and $S^u \sim \mathcal{D}^{m_u}$, it holds that

$$\mathbb{P}(R_{\mathcal{U}}(A(S^l, S^u); D) \leq \epsilon) > 1 - \delta.$$

The sample complexity $\mathcal{M}_{\text{RE}}(\epsilon, \delta, \mathcal{H}, \mathcal{U})$ includes all such pairs $(m_u, m_l)$. If no such $(m_u, m_l)$ exist, then $\mathcal{M}_{\text{RE}}(\epsilon, \delta, \mathcal{H}, \mathcal{U}) = \emptyset$.

### Agnostic robust PAC learning.

In this case we have $R_{\mathcal{U}}(\mathcal{H}; D) > 0$, and we would like to compete with the optimal $h \in \mathcal{H}$. We add a parameter to the sample complexity, denoted by $\eta$, which is the optimal robust error of a hypothesis in $\mathcal{H}$, namely $\eta = R_{\mathcal{U}}(\mathcal{H}; D)$. We say that a function $f$ is $(\alpha, \epsilon)$-optimal if $R_{\mathcal{U}}(f; D) \leq \alpha \eta + \epsilon$.

**Definition 2.3 (Agnostic robust PAC learnability)** For any $\epsilon, \delta \in (0, 1)$, the sample complexity of agnostic robust $(\alpha, \epsilon, \delta)$-PAC learning for a class $\mathcal{H}$, with respect to perturbation function $\mathcal{U}$, denoted by $\Lambda_{\text{AG}}(\alpha, \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta)$, is the smallest integer $m$, for which there exists a learning algorithm $A : (\mathcal{X} \times \mathcal{Y})^* \rightarrow \mathcal{Y}^\mathcal{X}$, such that for every distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$, for a random sample $S \sim \mathcal{D}^m$, it holds that

$$\mathbb{P}(R_{\mathcal{U}}(A(S); D) \leq \alpha \inf_{h \in \mathcal{H}} R_{\mathcal{U}}(h; D) + \epsilon) > 1 - \delta.$$

If no such $m$ exists, define $\Lambda_{\text{AG}}(\alpha, \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta) = \infty$, and $\mathcal{H}$ is not robustly $(\alpha, \epsilon, \delta)$-PAC learnable in the agnostic setting with respect to $\mathcal{U}$. Note that for $\alpha = 1$ we recover the standard agnostic definition, our notation allows for a more relaxed approximation.
Analogously, we define the semi-supervised case.

**Definition 2.4 (Agnostic semi-supervised robust PAC learnability)** A hypothesis class \( \mathcal{H} \) is semi-supervisedagnostically robust \((\alpha, \epsilon, \delta)-\)PAC learnable, with respect to perturbation function \( \mathcal{U} \), if for any \( \epsilon, \delta \in (0,1) \), there exists \( m_u, m_l \in \mathbb{N} \cup \{0\} \), and a learning algorithm \( \mathcal{A} : (X \times Y)^* \cup (X)^* \rightarrow Y^X \), such that for every distribution \( \mathcal{D} \) over \( X \times Y \), for random samples \( S^l \sim \mathcal{D}^{m_l} \) and \( S^u_X \sim \mathcal{D}^{m_u}_X \), it holds that

\[
P \left( R_{\mathcal{U}}(A(S^l, S^u_X); \mathcal{D}) \leq \alpha \inf_{h \in \mathcal{H}} R_{\mathcal{U}}(h; \mathcal{D}) + \epsilon \right) > 1 - \delta.
\]

The sample complexity \( \mathcal{M}_{\text{AG}}(\alpha, \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta) \) includes all such pairs \((m_u, m_l)\). If no such \((m_u, m_l)\) exist, then \( \mathcal{M}_{\text{AG}}(\alpha, \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta) = \emptyset \).

**Partial concept classes** \([2]\). Let a partial concept class \( \mathcal{H} \subseteq \{0,1,*\}^X \). For \( h \in \mathcal{H} \) and input \( x \) such that \( h(x) = * \), we say that \( h \) is undefined on \( x \). The support of a partial hypothesis \( h : X \rightarrow \{0,1,*\} \) is the preimage of \( \{0,1\} \), formally, \( h^{-1}(\{0,1\}) = \{x \in X : h(x) \neq *\} \). The main motivation of introducing partial concepts classes, is that data-dependent assumptions can be modeled in a natural way that extends the classic theory of total concepts. The VC dimension of a partial class \( \mathcal{H} \) is defined as the maximum size of a shattered set \( \mathcal{S} \subseteq X \), where \( \mathcal{S} \) is shattered by \( \mathcal{H} \) if the projection of \( \mathcal{H} \) on \( \mathcal{S} \) contains all possible binary patterns, \( \{0,1\}^3 \subseteq \mathcal{H} \mid \mathcal{S} \). The VC-dimension also characterizes verbatim the PAC learnability of partial concept classes, even though uniform convergence does not hold in this setting.

We use the notation \( \tilde{O}(\cdot) \) for omitting poly-logarithmic factors of VC, VC*, VC_\(\mathcal{U}\), RS_\(\mathcal{U}\), 1/\(\epsilon\), 1/\(\delta\). See Appendix A for additional preliminaries on complexity measures, sample compression schemes, and partial concept classes.

### 3 Warm-up: knowing the support of the marginal distribution

In this section, we provide a tight bound on the labeled sample complexity when the support of marginal distribution is fully known to the learner, under the robust realizable assumption. Studying this setting gives an intuition for the general semi-supervised model. The main idea is that as long as we know the support of the marginal distribution, \( \text{supp}(\mathcal{D}_X) = \{x \in X : \exists y \in Y, \text{ s.t. } \mathcal{D}(x,y) > 0\} \), we can restrict our search to a subspace of functions that are robustly self-consistent, \( \mathcal{H}_{\text{self-cons}} \subseteq \mathcal{H} \), where

\[
\mathcal{H}_{\text{self-cons}} = \{h \in \mathcal{H} : \forall x \in \text{supp}(\mathcal{D}_X), \forall z, z' \in \mathcal{U}(x), h(z) = h(z')\}.
\]

As long as the distribution is robustly realizable, i.e., \( R_{\mathcal{U}}(\mathcal{H}; \mathcal{D}) = 0 \), we are guaranteed that the target hypothesis belongs to \( \mathcal{H}_{\text{self-cons}} \). As a result, it suffices to learn the class \( \mathcal{H}_{\text{self-cons}} \) with the 0-1 loss function, in order to robustly learn the original class \( \mathcal{H} \). We observe that,

\[
\text{VC}(\mathcal{H}_{\text{self-cons}}) = \text{VC}_{\mathcal{U}}(\mathcal{H}) \leq \text{VC}(\mathcal{H}).
\]

Moreover, there exists \( \mathcal{H}_0 \) with \( \text{VC}_{\mathcal{U}}(\mathcal{H}_0) = 0 \) and \( \text{VC}(\mathcal{H}_0) = \infty \) (see Proposition 3.2). Fortunately, moving from \( \text{VC}(\mathcal{H}) \) to \( \text{VC}_{\mathcal{U}}(\mathcal{H}) \) implies a significant sample complexity improvement. Since \( \text{supp}(\mathcal{D}_X) \) is known, we can now employ any algorithm for learning the hypothesis class \( \mathcal{H}_{\text{self-cons}} \). This leads eventually to robustly learn \( \mathcal{H} \) with labeled sample complexity that scales linearly with \( \text{VC}_{\mathcal{U}} \) (instead of the VC). Formally,

**Theorem 3.1** For hypothesis class \( \mathcal{H} \) and adversary \( \mathcal{U} \), when the support of the marginal distribution \( \mathcal{D}_X \) is known, the labeled sample complexity is \( \Theta \left( \frac{\text{VC}_{\mathcal{U}}(\mathcal{H})}{\epsilon} \log \frac{1}{\epsilon} \right) \).

The following Proposition demonstrates that semi-supervised robust learning requires much less labeled samples compared to the supervised counterpart. Recall the lower bound on the sample complexity of supervised robust learning, \( \Lambda_{\mathcal{R}_{\mathcal{U}}}(\epsilon, \delta, \mathcal{H}, \mathcal{U}) = \Omega \left( \frac{\text{RS}_{\mathcal{U}}(\mathcal{H})}{\epsilon} + \frac{1}{\delta} \log \frac{1}{\delta} \right) \) given by Montasser et al. [40, Theorem 10]. For completeness, we prove the following in Appendix B.

---

2See Mohri et al. [39, Chapter 3] for standard upper and lower bounds. In order to remove the superfluous \( \log \frac{1}{\delta} \) factor of the standard uniform convergence based upper bound, \( O \left( \frac{\text{VC}_{\mathcal{U}}(\mathcal{H})}{\epsilon} \log \frac{1}{\epsilon} + \frac{1}{\delta} \log \frac{1}{\delta} \right) \), we can use the learning algorithm and its analysis from Hanneke [30] that applies for any \( \mathcal{H} \) and \( \mathcal{D} \), or some other algorithms that are doing so while restricting the hypothesis class or the data distribution [e.g., 8, 22, 31, 29, 37, 26, 17, 14].
Proposition 3.2 ([40], Proposition 9) There exists a hypothesis class $\mathcal{H}_0$ such that $\text{VC}_c(\mathcal{H}_0) = 0$, $\text{RS}_c(\mathcal{H}_0) = \infty$, and $\text{VC}(\mathcal{H}_0) = \infty$.

We can now conclude the following separation result on supervised and semi-supervised label complexities.

Corollary 3.3 The hypothesis class in Proposition 3.2 is not learnable in supervised robust learning (i.e., we need to see the entire data distribution). However, when $\text{supp}(\mathcal{D}_X)$ is known, this class can be learned with $O\left(\frac{1}{\epsilon} \log \frac{1}{\delta}\right)$ labeled examples.

In the next section, we prove a stronger separation in the general semi-supervised setting. The size of the labeled data required in the supervised case is lower bounded by $\text{RS}_c$, whereas in the semi-supervised case the labeled sample complexity depends only on $\text{VC}_c$ and the unlabeled data is lower bounded by $\text{RS}_c$. Moreover, note that in Theorem 3.1, when $\text{supp}(\mathcal{D}_X)$ is known, we can use any proper learner. In Section 4 we show that in the general semi-supervised model this is not the case, and sometimes improper learning is necessary, similarly to supervised robust learning.

4 Near-optimal semi-supervised sample complexity

In this section we present our algorithm and its guarantees for the realizable setting. We also prove nearly matching lower bounds on the sample complexity. Finally, we show that improper learning is necessary in semi-supervised robust learning, similar to the supervised case.

We present a generic semi-supervised robust learner, that can be applied on both realizable and agnostic settings. The algorithm uses the following two subroutines. The first one is any algorithm for learning partial concept classes, which controls our labeled sample size. (In Appendix F we discuss in detail the algorithm suggested by Alon et al. [2].) The second subroutine, is any algorithm for the agnostic adversarially robust supervised learning, which controls our unlabeled sample size. (In Appendix G we discuss in detail the algorithm suggested by Montasser et al. [40].) Any progress on one of these problems improves directly the guarantees of our algorithm. We use the following definition that explains how to convert a total concept class into a partial one, in a way that preserves the idea of the robust loss function.

Definition 4.1 Let a hypothesis class $\mathcal{H} \subseteq \{0, 1\}^X$ and a perturbation function $U : \mathcal{X} \rightarrow 2^X$. For any $h \in \mathcal{H}$, we define a corresponding partial concept $h^\ast : \mathcal{X} \rightarrow \{0, 1, \ast\}$, and denote this mapping by $\varphi(h) = h^\ast$. For $x \in \mathcal{X}$, whenever $h$ is not consistent on the entire set $U(x)$, i.e., $\exists z, z' \in U(x), h(z) \neq h(z')$, define $h^\ast(x) = \ast$. Otherwise, $h$ is robustly self-consistent on $x$, i.e., $\forall z, z' \in U(x), h(z) = h(z')$ and $h$ remains unchanged, $h^\ast(x) = h(x)$. The corresponding partial class is defined by $\mathcal{H}_U^\ast = \{h^\ast : \varphi(h) = h^\ast, \forall h \in \mathcal{H}\}$.

The main motivation for the above definition is the following. Fix a hypothesis $h$. For any point $x$, as defined above, the adversary can force a mistake on $h$, regardless of the prediction of $h$. We would like to mark such points as mistake. We do this by defining a partial concept $h^\ast$ and setting $h^\ast(x) = \ast$, which, for partial concepts, implies a mistake. The benefit of this preprocessing is that we reduce the complexity of the hypothesis class from VC to $\text{VC}_U$, which potentially can reduce the labeled sample complexity.

We are now ready to describe the algorithm.

Algorithm 1 Generic Adversarially-Robust Semi-Supervised (GRASS) learner

Input: Labeled data set $S^l \sim D^m$, unlabeled data set $S^u_X \sim D^m_X$, hypothesis class $\mathcal{H}$, perturbation function $U$, parameters $\epsilon, \delta$.

Algorithms used: PAC learner $A$ for partial concept classes, agnostic adversarially robust supervised PAC learner $B$.

1. Given the class $\mathcal{H}$, construct the hypothesis class $\mathcal{H}_U^\ast$ using Definition 4.1.

2. Execute the learning algorithm for partial concepts $A$ on $\mathcal{H}_U^\ast$ and sample $S^l$, with the 0-1 loss and parameters $\frac{\epsilon}{4}, \frac{\delta}{2}$. Denote the resulting hypothesis $h_1$.

3. Label the unlabeled data set $S^u_X$ with $h_1$, denote the labeled sample by $S^u$. (On points where $h_1$ predicts $\ast$, we can arbitrarily choose a label of 0 or 1.)

4. Execute the agnostic adversarially robust supervised PAC learner $B$ on $S^u$ with parameters $\frac{\epsilon}{3}, \frac{\delta}{2}$. Denote the resulting hypothesis $h_2$.

Output: $h_2$. 
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Algorithm motivation. The main idea behind the algorithm is the following. Given the class $\mathcal{H}_m^*$, we would like to find a hypothesis $h_1 \in \mathcal{H}_m^*$ which has a small error, whose existence follows from our realizability assumption. The required sample size scales with $\text{VC}(\mathcal{H})$, which is the complexity of $\mathcal{H}_m^*$, rather than $\text{VC}$. This is where we make a significant gain in the labeled sample complexity. Note that $h_1$ does not guarantee a small robust error, although it does guarantee a small non-robust error. We utilize an additional unlabeled sample for this task, which we label using $h_1$. If we would simply minimize the non-robust error on this sample we would simply get back $h_1$. The main insight is that we would like to minimize the robust error over this sample, which will result in hypothesis $h_2$. We now need to bound the robust error of $h_2$. The optimal function $h_{\text{opt}}$ has only a slightly increased robust error on this sample, namely, at most on the sample points where it disagrees with $h_1$. Note that $h_1$ might have a large robust error due to the perturbation $\mathcal{U}$. However, a robust supervised PAC learner would return a hypothesis $h_2$ which has robust error similar to $h_{\text{opt}}$, which is at most $\epsilon$.

Algorithm outline and guarantees. In the first step, we convert $\mathcal{H}$ to $\mathcal{H}_m^*$. Then we employ a learning algorithm $A$ for partial concepts on $\mathcal{H}_m^*$ with a labeled sample $S'^l \sim \mathcal{D}^{m_1}$. The output of the algorithm is a function $h_1$ with $\epsilon/3$ on the 0-1 error. Crucially, we needed for this step $|S'| = \tilde{O}(\text{VC}(\mathcal{H})/\epsilon)$ labeled examples for learning the partial concept $\mathcal{H}_m^*$, since $\text{VC}(\mathcal{H}_m^*) = \text{VC}(\mathcal{H})$. So our labeled sample size is controlled by the sample complexity for learning partial concepts with the 0-1 loss. In step 3, we label an independent unlabeled sample $S'' \sim \mathcal{D}^{m''}$ with $h_1$, denote his labeled sample by $S''$. Define a distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$ by $\mathcal{D}(x, h_1(x)) = \mathcal{D}_X(x)$, and so $S''$ is an i.i.d. sample from $\mathcal{D}$. We argue that the robust error of $h$ with respect to $\mathcal{D}$ is at most $\frac{\epsilon}{3}$, i.e., $R_{\mathcal{D}}(h; \mathcal{D}) = \frac{\epsilon}{3}$. Indeed, the function with zero robust error on $\mathcal{D}$, $h_{\text{opt}} \in \text{argmin}_{h \in \mathcal{H}} R_{\mathcal{D}}(h; \mathcal{D})$ has a robust error of at most $\frac{\epsilon}{3}$ on $\mathcal{D}$. Finally, we employ an agnostic adversarially robust supervised PAC learner $B$ for the class $\mathcal{H}$ on $S'' \sim \mathcal{D}^{m''}$, that should be of size of the sample complexity ofagnostically robust learn $\mathcal{H}$ with respect to $\mathcal{D}$, when the optimal robust error of hypothesis from $\mathcal{H}$ on $\mathcal{D}$ is at most $\frac{\epsilon}{3}$. Moreover, the total variation between $\mathcal{D}$ and $\mathcal{D}$ is at most $\frac{\epsilon}{3}$. We are guaranteed that the resulting hypothesis $h_2$ has a robust error of at most $\frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} = \epsilon$ on $\mathcal{D}$. We conclude that a size of $|S'| = m_u = \Lambda_{\text{AG}}(1, \frac{\epsilon}{3}, \frac{\delta}{3}, \mathcal{H}, \mathcal{U}, \eta = \frac{\epsilon}{3})$ unlabeled samples suffices, this completes the proof for Theorem 4.2. For a specific instantiation of such algorithm ([40]), we deduce the sample complexity in Theorem 4.4. A simple analysis of the latter yields a dependence of $\epsilon^2$ for the unlabeled sample size. However, by applying a suitable data-dependent generalization bound, we reduce this dependence to $\epsilon$. (Full proofs appear in Appendix C).

We now formally present the sample complexity of the generic semi-supervised learner for the robust realizable setting. First, in the case of using a generic agnostic robust supervised learner as a subroutine (step 4 in the algorithm). Then we deduce the sample complexity of a specific instantiation of such algorithm.

Theorem 4.2 For any hypothesis class $\mathcal{H}$ and adversary $\mathcal{U}$, algorithm GRASS $(\epsilon, \delta)$-PAC learns $\mathcal{H}$ with respect to the robust loss function, in the realizable robust case, with samples of size

$$m_l = \tilde{O}\left(\frac{\text{VC}(\mathcal{H})}{\epsilon} \log^2 \frac{\text{VC}(\mathcal{H})}{\epsilon} + \log \frac{1}{\delta}\right), m_u = \Lambda_{\text{AG}}\left(1, \frac{\epsilon}{3}, \frac{\delta}{3}, \mathcal{H}, \mathcal{U}, \eta = \frac{\epsilon}{3}\right),$$

where $\Lambda_{\text{AG}}(\alpha, \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta)$ is the sample complexity of adversarially-robust agnostic supervised $(\alpha, \epsilon, \delta)$-PAC learning, such that $\eta$ is the error of the optimal hypothesis in $\mathcal{H}$, i.e., $\eta = R_{\mathcal{D}}(h; \mathcal{D})$.

Remark 4.3 Note that if we simply invoke a PAC learner (for total concept classes) on $\mathcal{H}$, with the 0-1 loss, instead of steps 1 and 2 in the algorithm, we would get a labeled sample complexity of roughly $O(\text{VC}(\mathcal{H}))$. This is already an exponential improvement upon previous results that require roughly $O(2^{\text{VC}(\mathcal{H})})$ labeled samples. The purpose of using partial concept classes is to further reduce the labeled sample complexity to $O(\text{VC}(\mathcal{U}))$.

The following result follows by using the agnostic supervised robust learner suggested by Montasser et al. [40]. A simple analysis of the latter yields a dependence of $\epsilon^2$ for the unlabeled sample size. However, by applying a suitable data-dependent generalization bound, we reduce this dependence to $\epsilon$.

Theorem 4.4 For any hypothesis class $\mathcal{H}$ and adversary $\mathcal{U}$, Algorithm GRASS $(\epsilon, \delta)$-PAC learns $\mathcal{H}$ with respect to the robust loss function, in the realizable robust case, with samples of size

$$m_l = \tilde{O}\left(\frac{\text{VC}(\mathcal{H})}{\epsilon} \log^2 \frac{\text{VC}(\mathcal{H})}{\epsilon} + \log \frac{1}{\delta}\right), m_u = \tilde{O}\left(\frac{\text{VC}(\mathcal{H})}{\epsilon} \text{VC}^*(\mathcal{H}) + \log \frac{1}{\delta}\right).$$

We present nearly matching lower bounds for the realizable setting. The following Corollary stems from Theorem 3.1 and Montasser et al. [40, Theorem 10].
Corollary 4.5 For any $\epsilon, \delta \in (0, 1)$, the sample complexity of realizable robust $(\epsilon, \delta)$-PAC learning for a class $\mathcal{H}$, with respect to perturbation function $\mathcal{U}$ is

$$m_l = \Omega \left( \frac{VC_U(\mathcal{H})}{\epsilon} + \frac{1}{\epsilon} \right), \quad m_u = \infty, \quad \text{or} \quad m_l + m_u = \Omega \left( \frac{RS_U(\mathcal{H})}{\epsilon} + \frac{1}{\epsilon} \right).$$

Proper vs. improper. In Section 3, we have seen that when the support of the marginal distribution $D_X$ is known, the labeled sample complexity is $\Theta \left( \frac{VC_U(\mathcal{H})}{\epsilon} + \frac{1}{\epsilon} \right)$. This was obtained by a proper learner: keep the robustly self-consistent hypotheses, $\mathcal{H}_{\text{cons}} \subseteq \mathcal{H}$, and then use ERM on this class. The case when $D_X$ is unknown is different. We know that there exists a perturbation function $\mathcal{U}$ and a hypothesis class $\mathcal{H}$ with finite VC-dimension that cannot be robustly PAC learned with any proper learning rule [40, Lemma 3]. The same proof holds in the semi-supervised case. Note that both algorithms $\mathcal{A}$ and $\mathcal{B}$ used in Algorithm 1 are improper. (The proof appears in Appendix C.)

Theorem 4.6 There exists $\mathcal{H}$ with $VC(\mathcal{H}) = 0$ such that for any proper learning rule $\mathcal{A} : (X \times Y)^* \cup (X)^* \rightarrow \mathcal{H}$, there exists a distribution $\mathcal{D}$ over $X \times Y$ that is robustly realizable by $\mathcal{H}$, i.e., $R_U(\mathcal{A}, \mathcal{D}) = 0$. It holds that $R_U(\mathcal{A}(S_l, S'_l) ; \mathcal{D}) > \frac{1}{2}$ with probability at least $\frac{1}{2}$ over $S_l \sim \mathcal{D}^{m_l}$ and $S_l \sim \mathcal{D}^{m_u}$, where $m_l, m_u \in \mathbb{N} \cup \{0\}$ is the size of the labeled and unlabeled samples respectively. Moreover, when the marginal distribution $D_X$ is known, there exists a proper learning rule for any $\mathcal{H}$.

5 Agnostic robust learning

In this section, we prove the guarantees of Algorithm 1 in the more challenging agnostic robust setting. We then prove lower bounds on the sample complexity which exhibit that it is inherently different from the realizable case.

We follow the same steps as in the proof of the realizable case, with the following important difference. In the first two steps of the algorithm, we learn a partial concept class with respect to the robust loss function, in the agnostic robust case, with samples of size $m_l$.

Proving lower bounds. In this section, we prove the guarantees of Algorithm 1 in the more challenging agnostic robust setting. We then prove lower bounds on the sample complexity which exhibit that it is inherently different from the realizable case.

We follow the same steps as in the proof of the realizable case, with the following important difference. In the first two steps of the algorithm, we learn a partial concept class with respect to the robust loss function, in the agnostic robust case, with samples of size $m_l$.

Proper vs. improper. In Section 3, we have seen that when the support of the marginal distribution $D_X$ is known, the labeled sample complexity is $\Theta \left( \frac{VC_U(\mathcal{H})}{\epsilon} + \frac{1}{\epsilon} \right)$. This was obtained by a proper learner: keep the robustly self-consistent hypotheses, $\mathcal{H}_{\text{cons}} \subseteq \mathcal{H}$, and then use ERM on this class. The case when $D_X$ is unknown is different. We know that there exists a perturbation function $\mathcal{U}$ and a hypothesis class $\mathcal{H}$ with finite VC-dimension that cannot be robustly PAC learned with any proper learning rule [40, Lemma 3]. The same proof holds in the semi-supervised case. Note that both algorithms $\mathcal{A}$ and $\mathcal{B}$ used in Algorithm 1 are improper. (The proof appears in Appendix C.)

Theorem 4.6 There exists $\mathcal{H}$ with $VC(\mathcal{H}) = 0$ such that for any proper learning rule $\mathcal{A} : (X \times Y)^* \cup (X)^* \rightarrow \mathcal{H}$, there exists a distribution $\mathcal{D}$ over $X \times Y$ that is robustly realizable by $\mathcal{H}$, i.e., $R_U(\mathcal{A}, \mathcal{D}) = 0$. It holds that $R_U(\mathcal{A}(S_l, S'_l) ; \mathcal{D}) > \frac{1}{2}$ with probability at least $\frac{1}{2}$ over $S_l \sim \mathcal{D}^{m_l}$ and $S_l \sim \mathcal{D}^{m_u}$, where $m_l, m_u \in \mathbb{N} \cup \{0\}$ is the size of the labeled and unlabeled samples respectively. Moreover, when the marginal distribution $D_X$ is known, there exists a proper learning rule for any $\mathcal{H}$.

5 Agnostic robust learning

In this section, we prove the guarantees of Algorithm 1 in the more challenging agnostic robust setting. We then prove lower bounds on the sample complexity which exhibit that it is inherently different from the realizable case.

We follow the same steps as in the proof of the realizable case, with the following important difference. In the first two steps of the algorithm, we learn a partial concept class with respect to the 0-1 loss, and obtain a hypothesis with error of $\eta + \epsilon/3$ ($\eta$ is the optimal robust error of a hypothesis in $\mathcal{H}$ and not 0). This leads eventually to error of $3\eta + \epsilon$ for learning with respect to the robust loss.

We then present two negative results. In Theorem 5.2 we show that for obtaining error $\eta + \epsilon$ there is a lower bound of $O(VC_U)$ labeled examples, this result coincides with the lower bound of supervised robust learning. In Theorem 5.3, we show that for any $\gamma > 0$ there exist a hypothesis class, such that having access only to $O(VC_U)$ labeled examples, leads to an error $(\frac{3}{2} - \gamma)\eta + \epsilon$. (All proofs for this section are in Appendix D.)

We start with the upper bounds. First, we analyze the case of using a generic agnostic robust learner, then we deduce the sample complexity of a specific instantiation of such algorithm.

Theorem 5.1 For any hypothesis class $\mathcal{H}$ and adversary $\mathcal{U}$, Algorithm GRASS $(3, \epsilon, \delta)$-PAC learns $\mathcal{H}$ with respect to the robust loss function, in the agnostic robust case, with samples of size

$$m_l = \mathcal{O} \left( \frac{VC_U(\mathcal{H})}{\epsilon^2} \log^2 \frac{VC_U(\mathcal{H})}{\epsilon^2} + \frac{\log \frac{1}{\epsilon}}{\epsilon^2} \right), \quad m_u = \Lambda_{AG} \left( 1 + \frac{\epsilon}{2}, \mathcal{H}, \mathcal{U, \eta} \right),$$

where $\Lambda_{AG} (\alpha, \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta)$ is the sample complexity of adversarially-robust agnostic supervised learning, such that $\eta$ is error of the optimal hypothesis in $\mathcal{H}$, namely $\eta = R_U(\mathcal{H}; \mathcal{D})$.

By using the agnostic supervised robust learner suggested by Montasser et al. [40], we have the following upper bound on the unlabeled sample size, $m_u = \mathcal{O} \left( \frac{VC(\mathcal{H}) \cdot VC^*(\mathcal{H})}{\epsilon^2} + \frac{\log \frac{1}{\delta}}{\epsilon^2} \right)$.

We now present two negative results.

Theorem 5.2 For any $\epsilon, \delta \in (0, 1)$, the sample complexity of agnostic robust $(1, \epsilon, \delta)$-PAC learning for a class $\mathcal{H}$, with respect to perturbation function $\mathcal{U}$ is (even if $D_X$ is known),

$$m_l = \Omega \left( \frac{RS_U(\mathcal{H})}{\epsilon^2} + \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right), \quad m_u = \infty.$$

Theorem 5.3 For any $\gamma > 0$, there exists a hypothesis class $\mathcal{H}$ and adversary $\mathcal{U}$, such that the sample complexity for $(\frac{3}{2} - \gamma, \epsilon, \delta)$-PAC learn $\mathcal{H}$ is

$$m_l = \Omega \left( \frac{VC_U(\mathcal{H})}{\epsilon^2} + \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right), \quad m_u = \infty.$$
Open question. What is the optimal error rate in the agnostic setting when using only $O(\text{VC}_U)$ labeled examples?

6 Learning with the 0-1 loss assuming robust realizability

In this section we learn with respect to the 0-1 loss, under robust realizability assumption. A Distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$ is robustly realizable by $\mathcal{H}$ given a perturbation function $U$, if there is $h \in \mathcal{H}$ such that not only $h$ classifies all points in $\mathcal{D}$ correctly, it also does so with respect to the robust loss function, that is, $R_U(\mathcal{H}; \mathcal{D}) = 0$. Note that our guarantees, only in this section, are with respect to the non-robust risk. The formal definition is in Appendix E.

A simple example for this model is the following. Let $\mathcal{H}$ be linear separators on $\mathcal{X}$ the unit ball in $\mathbb{R}^d$, and $U$ as $\ell_2$ balls of radius $\gamma$, the robustly realizable distributions are separable with margin $\gamma$, where $\text{VC}_U(\mathcal{H}) = 1/\gamma^2$ but $\text{VC}(\mathcal{H}) = d + 1$ can be arbitrarily larger. Moreover, we have the following example. (All proofs are in appendix Appendix E.)

**Proposition 6.1** For any $m \in \mathbb{N}$, there exist a hypothesis class $\mathcal{H}_m$ and distribution $\mathcal{D}$, such that $\mathcal{D}$ is robustly realizable by $\mathcal{H}_m$, $\text{VC}_U(\mathcal{H}_m) = 1$, and $\text{VC}(\mathcal{H}_m) = 2m$.

Standard VC theory does not ensure learning in this case. In this section we explain how we can learn in such a scenario with a small sample complexity (scales linearly in $\text{VC}_U$). Moreover, we show that it cannot be achieved via proper learners.

**Theorem 6.2** The sample complexity for learning a hypothesis class $\mathcal{H}$ with respect to the 0-1 loss, for any distribution $\mathcal{D}$ that is robustly realizable by $\mathcal{H}$, namely $R_U(\mathcal{H}; \mathcal{D}) = 0$, 

$$O\left(\frac{\text{VC}_U(\mathcal{H})}{\epsilon} \log^2 \frac{\text{VC}_U(\mathcal{H})}{\epsilon} + \frac{\log \frac{1}{\delta}}{\epsilon}\right), \Omega\left(\frac{\text{VC}_U(\mathcal{H})}{\epsilon} + \frac{\log \frac{1}{\delta}}{\epsilon}\right).$$

This Theorem was an intermediate step in the proof of Theorem 4.2, and the sample complexity is the same as Theorem C.1, $O(\lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H}))$. We show that there exists a robust ERM that fails in this setting (Proposition E.2 in Appendix E). Then, we claim that every proper learner fails.

**Theorem 6.3** There exists $\mathcal{H}$ with $\text{VC}_U(\mathcal{H}) = 1$, such that for any proper learning rule $A : (\mathcal{X} \times \mathcal{Y})^* \rightarrow \mathcal{H}$, there exists a distribution $\mathcal{D}$ over $\mathcal{X} \times \mathcal{Y}$ that is robustly realizable by $\mathcal{H}$, i.e., $R_U(\mathcal{H}; \mathcal{D}) = 0$, and it holds that $R(A(S); D) > 1/8$ with probability at least $1/7$ over $S \sim \mathcal{D}^m$.
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A  Additional preliminaries for Section 2

Complexity measures. The capacity measures, $VC_{\mathcal{U}}$, $RS_{\mathcal{U}}$ and $VC$, play an important role in our results. See Definitions 1.1 and 1.2 for the $VC_{\mathcal{U}}$ and $RS_{\mathcal{U}}$ dimensions. It holds that $VC_{\mathcal{U}}(\mathcal{H}) \leq RS_{\mathcal{U}}(\mathcal{H}) \leq VC(\mathcal{H})$, in Proposition 3.2 we demonstrate an arbitrary gap between $VC_{\mathcal{U}}$ and $RS_{\mathcal{U}}$, the key parameters controlling the sample complexity of robust learnability.

Denote the projection of a hypothesis class $\mathcal{H}$ on set $S = \{x_1, \ldots, x_k\}$ by $\mathcal{H}|_S = \{h(x_1), \ldots, h(x_k) : h \in \mathcal{H}\}$. We say that a set $S \subseteq \mathcal{X}$ is shattered by $\mathcal{H}$ if $\{0, 1\}^S = \mathcal{H}|_S$, the VC-dimension [53] of $\mathcal{H}$ is defined as the maximal size of a shattered set $S$. The dual hypothesis class $\mathcal{H}^* \subseteq \{0, 1\}^H$ is defined as the set of all functions $f_x : \mathcal{H} \rightarrow \{0, 1\}$ where $f_x(h) = h(x)$. We denote the VC-dimension of the dual class by $VC^*(\mathcal{H})$. It is known that $VC^*(\mathcal{H}) < 2^{VC(\mathcal{H})+1}$ [5].

Definition A.1 (Sample compression scheme) A pair of functions $(\kappa, \rho)$ is a sample compression scheme of size $\ell$ for class $\mathcal{H}$ if for any $n \in \mathbb{N}$, $h \in \mathcal{H}$ and sample $S = \{(x_i, h(x_i))\}_{i=1}^n$, it holds for the compression function that $\kappa(S) \subseteq S$ and $|\kappa(S)| \leq \ell$, and the reconstruction function $\rho(\kappa(S)) = h$ satisfies $h(x_i) = h(x_i)$ for any $i \in [n]$.

Partial concept classes - [2]. Let a partial concept class $\mathcal{H} \subseteq \{0, 1, \ast\}^X$. For $h \in \mathcal{H}$ and input $x$ such that $h(x) = \ast$, we say that $h$ is undefined on $x$. The support of a partial hypothesis $h : \mathcal{X} \rightarrow \{0, 1, \ast\}$ is the preimage of $\{0, 1\}$, formally, $h^{-1}(\{0, 1\}) = \{x \in \mathcal{X} : h(x) \neq \ast\}$. The main motivation of introducing partial concept classes, is that data-dependent assumptions can be modeled in a natural way that extends the classic theory of total concepts.

The VC-dimension of a partial class $\mathcal{H}$ is defined as the maximum size of a shattered set $S \subseteq \mathcal{X}$, where $S$ is shattered by $\mathcal{H}$ if the projection of $\mathcal{H}$ on $S$ contains all possible binary patterns, $\{0, 1\}^S \subseteq \mathcal{H}|_S$. The VC-dimension also characterizes verbatim the PAC learnability of partial concept classes. However, the uniform convergence argument does not hold, and the ERM principle does not ensure learning. The proof hinges on a combination of sample compression scheme and a variant of the one-Inclusion-Graph algorithm [33]. In Section 4 we elaborate on the sample complexity of partial concept classes, and in Appendix F we elaborate on the learning algorithms. The definitions of realizability and agnostic learning in the partial concepts sense generalizes the classic definitions for total concept classes. See [2, Section 2 and Appendix C] for more details.

B  Proofs for Section 3

Proof of Proposition 3.2 We overview the construction by Montasser et al. [40], which exemplifies an arbitrarily large gap between $VC_{\mathcal{U}}$ and $RS_{\mathcal{U}}$. In this example $VC_{\mathcal{U}}(\mathcal{H}) = 0$, $RS_{\mathcal{U}}(\mathcal{H}) = \infty$, and $VC(\mathcal{H}) = \infty$.

Define the Euclidean ball of radius $r$ perturbation function $U(x) = B_r(x)$. Consider infinite sequences $(x_n)_{n \in \mathbb{N}}$ and $(z_n)_{n \in \mathbb{N}}$ of points such that for all $i \neq j$, $U(x_i) \cap U(x_j) = U(x_i) \cap U(z_j) = U(x_j) \cap U(z_j) = \emptyset$, and for all $i$, $|U(x_i) \cap U(z_i)| = 1$.

For a bit string $b \in \{0, 1\}^N$, define a hypothesis $h_b : \{U(x_i) \cup U(z_i)\}_{i \in \mathbb{N}} \rightarrow \{0, 1\}$ as follows.

$$h_b = \begin{cases} h_b(U(x_i)) = 1 \land h_b(U(z_i) \setminus U(x_i)) = -1, & b_i = 0 \\ h_b(U(z_i)) = 1 \land h_b(U(x_i) \setminus U(z_i)) = -1, & b_i = 1. \end{cases}$$

Define the hypothesis class $\mathcal{H} = \{h_b : b \in \{0, 1\}^N\}$. It holds that $VC_{\mathcal{U}}(\mathcal{H}) = 0$ and $RS_{\mathcal{U}} = \infty$.

C  Proofs for Section 4

Before proceeding to the proof, we present the following result on learning partial concept classes. Recall the definition of VC is in the context of partial concepts (see Appendix A).

Theorem C.1 ([2], Theorem 34) Any partial concept class $\mathcal{H}$ with $VC(\mathcal{H}) < \infty$ is PAC learnable in the realizable setting with sample complexity,

$$\Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H}) = O\left(\min\left\{\frac{VC(\mathcal{H})}{\epsilon} \log \frac{1}{\delta}, \frac{VC(\mathcal{H})}{\epsilon} \log^2 \left(\frac{VC(\mathcal{H})}{\epsilon}\right) + \frac{1}{\epsilon} \log \frac{1}{\delta}\right\}\right)$$
• $\Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H}) = \Omega \left( \frac{\text{VC}(\mathcal{H})}{\epsilon} + \frac{1}{\epsilon} \log \frac{1}{\delta} \right)$.

**Proof of Theorem 4.2** At first, we convert the hypothesis class $\mathcal{H}$ to $\mathcal{H}^*_U$ as described in Definition 4.1. Then, we employ the learning algorithm $\mathcal{A}$ for partial concepts on the partial concept class $\mathcal{H}^*_U$ and $S^i$, denote the resulting hypothesis by $h_1$. Note that we reduced the complexity of the class, since $\text{VC}(\mathcal{H}^*_U) = \text{VC}^*_U(\mathcal{H})$. Theorem C.1 implies that whenever $m_l = |S^i| \geq \tilde{O} \left( \frac{\text{VC}^*_U(\mathcal{H})}{\epsilon} + \frac{1}{\epsilon} \log \frac{1}{\delta} \right)$, the hypothesis $h_1$ has a non-robust error at most $\frac{\epsilon}{3}$ with probability $1 - \frac{\epsilon}{3}$, with respect to the 0-1 loss. Note that there exists $h \in \mathcal{H}$ that classifies correctly any point in $\mathcal{D}$ with respect to the robust loss function. So when we convert $\mathcal{H}$ to $\mathcal{H}^*_U$, the "partial version" of $h$ still classifies correctly any point in $S^i$, and does not return any $s^i$, which always counts as a mistake. Algorithm $\mathcal{A}$ guarantees to return a hypothesis that is $\epsilon$-optimal with respect to the 0-1 loss, with high probability. Observe that after these two steps, we obtain the following intermediate result. Whenever a distribution $\mathcal{D}$ is robustly realizable by a hypothesis class $\mathcal{H}$, i.e., $R_{\mathcal{U}}(\mathcal{H}; \mathcal{D}) = 0$, we have an algorithm that learns this class with respect to the 0-1 loss, with sample complexity of

$$\mathcal{Y}(\epsilon, \delta, \mathcal{H}, \mathcal{U}) = \mathcal{O} \left( \Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H}) \right) = \mathcal{O} \left( \frac{\text{VC}^*_U(\mathcal{H})}{\epsilon} \log \frac{2}{\epsilon} \right).$$

The sample complexity of this model is defined formally in Definition E.1. in Section 6 present more results for this model.

In the third step, we label an independent unlabeled sample $S^u \sim \mathcal{D}^u$ with $h_1$, denote this labeled sample by $S^u$. Define a distribution $\tilde{\mathcal{D}}$ over $\mathcal{X} \times \mathcal{Y}$ by

$$\tilde{\mathcal{D}}(x, h_1(x)) = \mathcal{D}(x),$$

and so $S^u$ is an i.i.d. sample from $\tilde{\mathcal{D}}$. We argue that the robust error of $\mathcal{H}$ with respect to $\tilde{\mathcal{D}}$ is at most $\frac{\epsilon}{3}$, i.e., $R_{\mathcal{U}}(\mathcal{H}; \tilde{\mathcal{D}}) \leq \frac{\epsilon}{3}$. Indeed, we show that $h_{\text{opt}} \in \text{argmin}_{h \in \mathcal{H}} R_{\mathcal{U}}(h; \tilde{\mathcal{D}})$ has a robust error of at most $\frac{\epsilon}{3}$ on $\tilde{\mathcal{D}}$. Note that,

$$R_{\mathcal{U}}(\mathcal{H}; \tilde{\mathcal{D}}) \leq \mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, h_1(x))] = \mathbb{E}_{(x, y) \sim \tilde{\mathcal{D}}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, y)].$$

Observe that the following holds for any $(x, y)$,

$$\ell_{\mathcal{U}}(h_{\text{opt}}; x, h_1(x)) \leq \ell_{\mathcal{U}}(h_{\text{opt}}; x, y) + \ell_{0, 1}(h_1; x, y).$$

Indeed, the right hand side is 0, whenever $h_1$ classifies $(x, y)$ correctly, and $h_{\text{opt}}$ robustly classifies $(x, y)$ correctly, which implies that the left hand side is 0 as well.

By taking the expectation on Eq. (3) we have,

$$\mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, h_1(x))] \leq \mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, y)] + \mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{0, 1}(h_1; x, y)].$$

Combining it together, we obtain

$$R_{\mathcal{U}}(\mathcal{H}; \tilde{\mathcal{D}}) \leq \mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, y)]$$

$$\leq \mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, h_1(x))]$$

$$\leq \mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, y)] + \mathbb{E}_{(x, y) \sim \mathcal{D}}[\ell_{0, 1}(h_1; x, y)]$$

$$\leq \frac{\epsilon}{3}$$

where (i) follows from Eq. (2) and (ii) follows from Eq. (4).

Finally, we employ an agnostic adversarially robust supervised PAC learner $\mathcal{B}$ for the class $\mathcal{H}$ on $S^u \sim \mathcal{D}^u$, that should be of size of the sample complexity of agnostically robust learn $\mathcal{H}$ with respect to $\mathcal{U}$, when the optimal robust error of hypothesis from $\mathcal{H}$ on $\mathcal{D}$ is at most $\frac{\epsilon}{3}$. We are guaranteed that the resulting hypothesis $h_2$ has a robust error of at most $\frac{\epsilon}{3} + \frac{\epsilon}{3} = \frac{2\epsilon}{3}$ on $\mathcal{D}$, with probability $1 - \frac{\epsilon}{3}$. We observe that the total variation distance between $\mathcal{D}$ and $\tilde{\mathcal{D}}$ is at most $\frac{\epsilon}{3}$, and as a result, $h_2$ has a robust error of at most $\frac{\epsilon}{3} + \frac{\epsilon}{3} = \epsilon$ on $\mathcal{D}$, with probability $1 - \frac{\epsilon}{3}$.

We conclude that a size of $\lvert S^u \rvert = m_u = \Lambda_{\text{AG}} \left( 1, \frac{\epsilon}{3}, \frac{\epsilon}{3}, \mathcal{H}, \mathcal{U}, \eta = \frac{\epsilon}{2} \right)$ unlabeled samples suffices, in addition to $m_l = \tilde{O} \left( \frac{\text{VC}^*_U(\mathcal{H})}{\epsilon} + \frac{1}{\epsilon} \log \frac{1}{\delta} \right)$ labeled samples which are required in the first 2 steps. ■
We now prove Theorem 4.4. The following data-dependent compression based generalization bound is a variation of the classic bound by Graepel et al. [28]. It follows the same arguments while using the empirical Bernstein bound instead of Hoeffding’s inequality. A variation of this bound, with respect to the 0-1 loss, appears in [2, Lemma 42], and [38, Section 5]. The exact same arguments follows for the robust loss as well.

This proof includes the empirical error factor, and as soon as we call the compression based learner on a sample that is "nearly" realizable (Step 4 in the algorithm), we can improve the sample complexity of the agnostic robust supervised learner, such that the dependence on $\epsilon^2$ is reduced to $\epsilon$, for the unlabeled sample size.

**Lemma C.2 (Agnostic sample compression generalization bound)** For any sample compression scheme $(\kappa, \rho)$, for any $m \in \mathbb{N}$ and $\delta \in (0, 1)$, for any distribution $\mathcal{D}$ over $\mathcal{X} \times \{0, 1\}$, for $S \sim \mathcal{D}^m$, with probability $1 - \delta$,

$$|\mathbf{R}_\mathcal{U}(\rho(\kappa(S)); \mathcal{D}) - \mathbf{\hat{R}}_\mathcal{U}(\rho(\kappa(S)); S)| \leq O\left(\sqrt{\mathbf{R}_\mathcal{U}(\rho(\kappa(S)); S)} \frac{(|\kappa(S)| \log(m) + \log \frac{1}{\delta})}{m} + \frac{|\kappa(S)| \log(m) + \log \frac{1}{\delta}}{m}\right).$$

**Proof of Theorem 4.4** Montasser et al. [40, Theorem 6] introduced an agnostic robust supervised learner that requires the following labeled sample size,

$$\Lambda_{AG}(1, \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta) = \tilde{O}\left(\frac{\text{VC}^{*}(\mathcal{H}) \text{VC}(\mathcal{H})}{\epsilon^2} + \frac{\log \frac{1}{\delta}}{\epsilon^2}\right).$$

Their argument for generalization is based on classic compression generalization bound by Graepel et al. [28], adapted to the robust loss. See Montasser et al. [40, Lemma 11].

We show that in our use case we can deduce a stronger bound. We employ the agnostic learner on a dis-

**Proof of Theorem 4.6** This proof is identical to [40, Lemma 3]. We overview the idea of the proof. If the proof is true for a labeled sample, it remains true when some of the labels are missing.

Define the following hypothesis class $\mathcal{H}_m \subseteq [0, 1]^X$. Define the instance space $\mathcal{X} = \{x_1, \ldots, x_m\} \subseteq \mathbb{R}$ and a perturbation function $\mathcal{U} : \mathcal{X} \rightarrow 2^\mathcal{X}$, such that the perturbation sets of the instances do not intersect, that is, $\forall i, j \in [m] : \mathcal{U}(x_i) \cap \mathcal{U}(x_j)$. We can simply take the perturbations sets to be $\ell_2$ unit balls, $\mathcal{U}(x) = \{z \in \mathbb{R} : \|z - x\|_2 \leq 1\}$ such that $\forall i, j \in [m] : \|x_i - x_j\|_2 > 2$. Now, each $h_b \in \mathcal{H}_m$ is represented by a bit string $b = \{0, 1\}^m$, such that $h_b(1) = 1$, then there exist an adversarial example in $\mathcal{U}(x_i)$ that is unique for each $h_b$. For any $x_i \in \mathcal{X}$, $h_b$ is defined by

$$h_b(x_i) = \begin{cases} h_b(x_i) & \psi_i(x_i, h_b) = 0 \land h_b(x_i, h_b) = 1, \ b_i = 1, \\ h_b(x_i) & \psi_i(x_i, h_b) = 0, \ b_i = 0. \end{cases}$$

Note that since $\psi_b$ is a bijection, and different functions with $b_i = 1$ have a different perturbation for $x_i$ that causes a misclassification.

For a function class $\mathcal{H}$, define the robust loss class $\mathcal{L}_H^\mathcal{U} = \{(x, y) \mapsto \sup_{z \in \mathcal{U}(x)} \|h(z) \neq y : h \in \mathcal{H}\}$. It holds that $\text{VC}(\mathcal{H}_m) \leq 1$ and $\text{VC}(\mathcal{L}_H^\mathcal{U}) = m$ (see [40, Lemma 2]).

We define a function class $\mathcal{H}_{3m} = \{h_b \in \mathcal{H}_{3m} : \sum_{i=1}^{3m} b_i = m\}$. In words, we are keeping only functions in $\mathcal{H}_{3m}$ that are robustly correct on exactly $2m$ points. Note that the function $h_b$ (bit string of all zeros) which is robustly correct on all $3m$ points, is not the class.

The idea is that we can construct a family of $\binom{2m}{2m}$ distributions, such that each distribution is supported on $2m$ points from $\mathcal{X} = \{x_1, \ldots, x_{3m}\}$. Now, if we have a proper learning rule, observing only $m$ points, the algorithm
has no information which are the remaining \( m \) points in the support (out of 2m possible points in \( \mathcal{X} \)). For each such a distribution there exists \( h \in \mathcal{H}_{3m} \), with zero robust error. We can follow a standard proof of the no-free-lunch theorem [e.g., 50, Section 5], showing via the probabilistic method, that there exists a distribution on which the algorithm has constant error, although there is an optimal function in \( \mathcal{H}_{3m} \). See [40, Lemma 3] for the full proof.

\section{Proofs for Section 5}

Before proceeding to the proof, we present the following result on agnostically learning partial concept classes. Recall the definition of VC in the context of partial concepts (see Appendix A).

**Theorem D.1** ([2], Theorem 41) *Any partial concept class \( \mathcal{H} \) with \( \text{VC}(\mathcal{H}) < \infty \) is agnostically PAC learnable with sample complexity,

\[
\Lambda_{\text{AG}}(\epsilon, \delta, \mathcal{H}) = \mathcal{O} \left( \frac{\text{VC}(\mathcal{H})}{\epsilon^2} \log^2 \frac{2\text{VC}(\mathcal{H})}{\epsilon^2} + \frac{1}{\delta} \log \frac{1}{\delta} \right).
\]

\[
\Lambda_{\text{AG}}(\epsilon, \delta, \mathcal{H}) = \Omega \left( \frac{\text{VC}(\mathcal{H})}{\epsilon^2} + \frac{1}{\delta} \log \frac{1}{\delta} \right).
\]

**Proof of Theorem 5.1** We follow the same steps as in the proof of the realizable case, with the following difference. In the first two steps of the algorithm we learn with respect to the 0-1 loss, with error of \( \eta \) (the optimal robust error of a hypothesis in \( \mathcal{H} \)) and not 0, which leads eventually to approximation of \( 3\eta \) for learning with the robust loss.

At first, we convert the class \( \mathcal{H} \) into \( \mathcal{H}^*_{\mathcal{U}} \), on which we employ the learning algorithm \( \mathcal{A} \) for partial concepts with the sample \( S^l \). Theorem D.1 implies that whenever \( m_1 = |S^l| \geq \tilde{O} \left( \frac{\text{VC}(\mathcal{H})}{\epsilon^2} + \frac{1}{\delta} \log \frac{1}{\delta} \right) \), the resulting hypothesis \( h_1 \) returned by algorithm \( \mathcal{A} \) has a non-robust error at most \( \eta + \frac{\epsilon}{3} \) with probability \( 1 - \frac{\delta}{2} \), with respect to the 0-1 loss, where \( \eta = R_{\mathcal{U}}(\mathcal{H}, \mathcal{D}) \). Note that there exists \( h \in \mathcal{H} \) with robust error of \( \eta \) on \( \mathcal{D} \). The “partial version” of \( h \) has an error of \( \eta \) on \( \mathcal{D} \) with respect to the 0-1 loss. As a result, algorithm \( \mathcal{A} \) guarantees to return a hypothesis that is \( \epsilon \)-optimal with respect to the 0-1 loss, with high probability.

We label an independent unlabeled sample \( S^u \sim \mathcal{D}^m_{\mathcal{U}} \) with \( h_1 \), denote this labeled sample by \( S^u \). Similarly to the realizable case, define a distribution \( \mathcal{D} \) over \( \mathcal{X} \times \mathcal{Y} \) by

\[
\mathcal{D}(x, h_1(x)) = \mathcal{D}^m_{\mathcal{U}}(x),
\]

and so \( S^u \) is an i.i.d. sample from \( \mathcal{D} \). We argue that the robust error of \( \mathcal{H} \) with respect to \( \mathcal{D} \) is at most \( 2\eta + \frac{\epsilon}{3} \), i.e.,

\[
R_{\mathcal{U}}(\mathcal{H}; \mathcal{D}) = 2\eta + \frac{\epsilon}{3},
\]

by showing that \( \eta = \arg\min_{h \in \mathcal{H}} R_{\mathcal{U}}(h; \mathcal{D}) \) has a robust error of at most \( 2\eta + \frac{\epsilon}{3} \) on \( \mathcal{D} \). Eqs. (2) to (4) still hold as in the realizable case proof. Combining it together, we have

\[
R_{\mathcal{U}}(\mathcal{H}; \mathcal{D}) \leq E_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, y)] = E_{(x, y) \sim \mathcal{D}}[\ell_{\mathcal{U}}(h_{\text{opt}}; x, h_1(x))] \leq \eta + \epsilon + \frac{\epsilon}{3} = 2\eta + \frac{\epsilon}{3},
\]

where (i) follows from Eq. (2) and (ii) follows from Eq. (4).

Finally, we employ an agnostic adversarially robust supervised PAC learner \( \mathcal{B} \) for the class \( \mathcal{H} \) on \( S^u \sim \mathcal{D}^m_{\mathcal{U}} \), that should be of size of the sample complexity of agnostically robust learn \( \mathcal{H} \) with respect to \( \mathcal{U} \), when the optimal robust error of hypothesis from \( \mathcal{H} \) on \( \mathcal{D} \) is at most \( 2\eta + \frac{\epsilon}{3} \). We are guaranteed that the resulting hypothesis \( h_2 \) has a robust error of at most \( 2\eta + \frac{\epsilon}{3} + \frac{\epsilon}{3} = 2\eta + \frac{2\epsilon}{3} \) on \( \mathcal{D} \), with probability 1 - \( \frac{\delta}{2} \). We observe that the total variation distance between \( \mathcal{D} \) and \( \mathcal{D} \) is at most \( \eta + \frac{\epsilon}{3} \), and as a result, \( h_2 \) has a robust error of at most \( 2\eta + \frac{2\epsilon}{3} + \eta + \frac{\epsilon}{3} = 3\eta + \epsilon \) on \( \mathcal{D} \), with probability 1 - \( \delta \).

We conclude that a size of \( |S^u| = m_u = \Lambda_{\text{AG}}(1; \frac{\epsilon}{3}, \frac{\delta}{2}, \mathcal{H}, \mathcal{U}, 2\eta + \frac{\epsilon}{3}) \) unlabeled sample suffices, in addition to the \( m_1 = \mathcal{O} \left( \frac{\text{VC}(\mathcal{H})}{\epsilon^2} \log^2 \frac{2\text{VC}(\mathcal{H})}{\epsilon^2} + \frac{1}{\delta} \log \frac{1}{\delta} \right) \) labeled samples which are required in the first 2 steps. We remark that the best known value of \( \Lambda_{\text{AG}}(1; \epsilon, \delta, \mathcal{H}, \mathcal{U}, \eta) \) is \( \tilde{O} \left( \frac{\text{VC}(\mathcal{H}) + \text{VC}^*(\mathcal{H})}{\epsilon^2} + \log \frac{1}{\epsilon^2} \right) \).
Proof of Theorem 5.2  We give a proof sketch, this is similar to [40, Theorem 10], knowing the marginal distribution $D$ does not give more power to the learner. The argument is based on the standard lower bound for VC classes (for example [39, Section 3]). Let $S = \{x_1, \ldots, x_k\}$ be a maximal set that is $U$-robustly shattered by $H$.

Let $z_1^+, z_1^−, \ldots, z_k^+, z_k^−$ be as in Definition 1.2, and note that for $i \neq j$, $z_i^+ \neq z_j^+$ and $z_i^− \neq z_j^−$. Define a distribution $D_\sigma$ for any possible labeling $\sigma = (\sigma_1, \ldots, \sigma_k) \in \{0, 1\}^k$ of $S$.

\[
\forall j \in [k]: \begin{cases} 
D_\sigma(z_j^+, 1) = \frac{1-\alpha}{2^n} \land D_\sigma(z_j^−, 0) = \frac{1+\alpha}{2^n} & \sigma_j = 0, \\
D_\sigma(z_j^+, 1) = \frac{1+\alpha}{2^n} \land D_\sigma(z_j^−, 0) = \frac{1-\alpha}{2^n} & \sigma_j = 1.
\end{cases}
\]

We can now choose $\alpha$ as a function of $\epsilon, \delta$ in order to get a lower bound on the sample complexity $|S| \geq \frac{3}{\epsilon^2} \log \frac{1}{\delta}$. 

Proof of Theorem 5.3  We take the construction in Proposition 3.2, where there is an arbitrary gap between $\text{VC}_U$ and $\text{RS}_U$.

Recall that on every pair $(x, z)$ in Proposition 3.2 the optimal error is $\eta = 1/2$. On such unlabeled pairs, the learner can only randomly choose a prediction, and the error is $3/4$. We have $\text{VC}_U = 0$, and the labeled sample size is $\frac{n}{2} \log \frac{1}{\delta}$. As $(\text{RS}_U - \frac{n}{2} \log \frac{1}{\delta})$ grows, the gap between the learner and the optimal classifier is approaching $3/2$, which means that for any $\gamma > 0$ we can pick $\text{RS}_U$ such that error of $(\frac{3}{2} - \gamma)\eta$ is not possible.

In order to prove the case of any $0 < \eta \leq 1/2$, we can just add points such that their perturbation set does not intersect with any other perturbation set, and follow the same argument.

E Auxiliary definitions and proofs for Section 6

Definition of the model.

Definition E.1 ((non-robust) PAC learnability for robustly realizable distributions)  For any $\epsilon, \delta \in (0, 1)$, the sample complexity of $(\epsilon, \delta)$-PAC learning for a class $H$, denoted by $\Upsilon(\epsilon, \delta, H, U)$, is the smallest integer $m$ for which there exists a learning algorithm $A : (X \times Y)^* \to Y^X$, such that for every distribution $D$ over $X \times Y$ robustly realizable by $H$ with respect to a perturbation function $U : X' \to 2^{X'}$, namely $\text{R}_U(H; D) = 0$, for a random sample $S \sim D^m$, it holds that

\[
\mathbb{P}(R(A(S); D) \leq \epsilon) > 1 - \delta.
\]

If no such $m$ exists, define $\Upsilon(\epsilon, \delta, H, U) = \infty$, and $H$ is not $(\epsilon, \delta)$-PAC for distributions that are robustly realizable by $H$ with respect to $U$.

Proof of Proposition 6.1  Define the uniform distribution $D$ over the support $\{(x_1, 1), \ldots, (x_{2m}, 1)\}$, such that $\bigcap_{i=1}^{2m} U(x_i) \neq \emptyset$. Define $H : X \to 2^{X}$ to be all binary functions over $X$. Note that the $D$ is robustly realizable by $H$, the constant function that return always 1 has no error. Moreover we have $\text{VC}_U = 1$, and $\text{VC} = 2m$, for any $m \in \mathbb{N}$.

Proof of Theorem 6.2  We follow only the first two steps of the generic Algorithm 1. Namely, take a labeled sample $S$ and a hypothesis class $H$ and create the partial hypothesis class $H^*_U$. Assuming that the distribution is robustly realizable by $H$, we end up in a realizable setting of learning a partial concept class $H^*_U$.

In the second step of the algorithm we call a learning algorithm for partial concept classes (Appendix F) in order to do so. The sample complexity is the same as Theorem C.1, $\Upsilon(\epsilon, \delta, H, U) = O(\Lambda_{\text{RE}}(\epsilon, \delta, H))$. Has we have shown in the proof of Theorem 4.2, Eq. (1), this implies the Theorem.

Proposition E.2  Consider the distribution $D$ and the hypothesis class $H$ in Proposition 6.1. There exists a robust ERM algorithm returning a hypothesis $h_{\text{ERM}} \in H$, such that $R(h_{\text{ERM}}; D) \geq \frac{1}{4}$ with probability 1 over $S \sim D^m$.

Proof  Consider the following robust ERM. For any sample of size $m$, return 1 on the sample points and randomly choose a label for out of sample points. The error rate of such a robust ERM is at least $1/4$ with probability 1.
Proof of Theorem 6.3 This follows from a similar no-free-lunch argument for VC classes [e.g., 50, Section 5]. We briefly explain the proof idea.

Take the distribution \( D \), and the class \( \mathcal{H} \) from Proposition E.2 with \( \text{VC}_d(\mathcal{H}) = 1 \) and \( \text{VC}(\mathcal{H}) = 3m \). Keep functions that are robustly self consistent only on \( 2m \) points. Construct all of distributions on \( 2m \) points from the support of \( D \). We have \( \binom{2m}{m} \) such distributions, and on each one of them is robustly realizable by different \( h \in \mathcal{H} \). The idea is the that a proper learner observing only \( m \) points should guess which are the remaining \( m \) points the support of the distribution. There rest of the proof follows from the no-free-lunch proof. It can be shown formally via the probabilistic method, that for every proper rule, there exist a distribution on which the error is constant with fixed probability.

\[ \square \]

F Learning algorithms for partial concept classes

Here we overview the algorithmic techniques from Alon et al. [2, Theorem 34 and 41], for learning partial concepts in the realizable and agnostic settings. We use these algorithms in step 2 of our Algorithm 1.

One-inclusion graph algorithm for partial concept classes. We briefly discuss the algorithm, for the full picture, see [54, 33]. The one-inclusion algorithm for a class \( \mathcal{F} \subseteq \{0, 1, *\}^X \) gets an input of unlabeled examples \( S = (x_1, \ldots, x_m) \) and labels \((y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_m)\) that are consistent with some \( f \in \mathcal{F} \), that is, \( f(x_k) = y_k \) for all \( k \neq i \). It guarantees an \((\epsilon, \delta)\)-PAC learner in the realizable setting, with sample complexity of \( \Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{F}) = \mathcal{O}(\frac{\text{VC}(\mathcal{F}) \log \frac{1}{\delta}}{\epsilon}) \) as mentioned in Theorem C.1.

Here is a description of the algorithm. At first, construct the one-inclusion graph. For any \( j \in [m] \) and \( f \in \mathcal{F}\mid S \) define \( E_{j,f} = \{ f' \in \mathcal{F}\mid S : f'(x_k) = f(x_k), \forall k \neq j \} \), that is, all functions in \( \mathcal{F}\mid S \) that are consistent with \( f \) on \( S \), except the point \( x_j \). Define the set of edges \( E = \{ E_{j,f} : j \in [m], f \in \mathcal{F}\mid S \} \), and the set vertices \( V = \mathcal{F}\mid S \) of the one-inclusion graph \( G = (V, E) \). An orientation function \( \psi : E \to V \) for an undirected graph \( G \) is an assignment of a direction to each edge, turning \( G \) into a directed graph. Find an orientation \( \psi \) that minimizes the out-degree of \( G \). For prediction of \( x_i \), pick \( f \in V \) such that \( f(x_k) = y_k \) for all \( k \neq i \), and output \( \psi(E_{i,f})(x_i) \).

Note that this algorithm is transductive, in a sense that in order to predict the label of a test point, it uses the entire training sample to compute its prediction.

Boosting and compression schemes. Recall the well known boosting algorithm, \( \alpha \)-Boost [48, pages 162-163], which is a simplified version of AdaBoost, where the returned function is a simple majority over weak learners, instead of a weighted majority. For a hypothesis class \( \mathcal{H} \) and a sample of size \( m \), the algorithm yields a compression scheme of size \( \mathcal{O}(\text{VC}(\mathcal{H}) \log(m)) \). Recall the following generalization bound based on sample compression scheme.

Lemma F.1 (28) Let a sample compression scheme \((\kappa, \rho)\), and a loss function \( \ell : \mathbb{R} \times \mathbb{R} \to [0, 1] \). In the agnostic case, for any \( \kappa(S) \lesssim m \), any \( \delta \in (0, 1) \), and any distribution \( D \) over \( X \times \{0, 1\} \), for \( S \sim D^m \), with probability \( 1 - \delta \),

\[
\left| R\left( \rho(\kappa(S)); D \right) - \tilde{R}\left( \rho(\kappa(S)); S \right) \right| \leq \mathcal{O}\left( \sqrt{\frac{(|\kappa(S)| \log(m) + \log \frac{1}{\delta}}{m}} \right).
\]

The learning algorithm for the realizable setting is \( \alpha \)-Boost, where the weak learners are taken from the one-inclusion graph algorithm. As mentioned in Theorem C.1, this obtains an upper bound of \( \Lambda_{\text{RE}}(\epsilon, \delta, \mathcal{H}) = \mathcal{O}\left( \frac{\text{VC}(\mathcal{H}) \log^2 \frac{\text{VC}(\mathcal{H})}{\epsilon}}{\epsilon} + \frac{1}{\epsilon} \log \frac{1}{\delta} \right) \).

For the agnostic setting, follow a reduction to the realizable case suggested by David et al. [24]. The reduction requires a construction of a compression scheme based on Boosting algorithm. Roughly speaking, the reductions works as follows. Denote \( \Lambda_{\text{RE}} = \Lambda_{\text{RE}}(1/3, 1/3, \mathcal{H}) \), the sample complexity of \( (1/3, 1/3) \)-PAC learn \( \mathcal{H} \), in the realizable case. Now, \( \Lambda_{\text{RE}} \) samples suffice for weak learning for any distribution \( D \) on a given sample \( S \).

Find the maximal subset \( S' \subseteq S \) such that \( \inf_{h \in \mathcal{H}} \tilde{R}(h; S') = 0 \). Now, \( \Lambda_{\text{RE}} \) samples suffice for weak robust learning for any distribution \( D \) on \( S' \). Execute the \( \alpha \)-boost algorithm on \( S' \), with parameters \( \alpha = \frac{1}{2} \) and number of boosting rounds \( T = \mathcal{O}(\log(|S'|)) \), where each weak learner is trained on \( \Lambda_{\text{RE}} \) samples. The returned hypothesis \( \tilde{h} = \text{Majority}(\tilde{h}_1, \ldots, \tilde{h}_T) \) satisfies that \( \tilde{R}(\tilde{h}; S') = 0 \), and each hypothesis \( \tilde{h}_t \in \{\tilde{h}_1, \ldots, \tilde{h}_T\} \) is
representable as set of size $O(\Lambda_{RE})$. This defines a compression scheme of size $\Lambda_{RE}T$, and $\hat{h}$ can be reconstructed from a compression set of points from $S$ of size $\Lambda_{RE}T$.

Recall that $S' \subseteq S$ is a maximal subset such that $\inf_{h \in H'} \hat{R}(h; S') = 0$ which implies that $\hat{R}(\hat{h}; S) \leq \inf_{h \in H'} \hat{R}(h; S)$. Plugging it into a data-dependent compression generalization bound (Lemma C.2), we obtain a sample complexity of $\Lambda_{AG}(\epsilon, \delta, H) = \mathcal{O}\left(\frac{\text{VC}(H)}{\epsilon^2} \log^2 \left(\frac{\text{VC}(H)}{\epsilon}\right) + \frac{1}{\epsilon^2} \log \frac{1}{\delta}\right)$, as mentioned in Theorem D.1.

G  Supervised robust learning algorithms

We overview the algorithms of Montasser et al. [40, proofs of Theorems 4 and 8]. Their construction is based on sample compression methods explored in [32, 45].

Let $H \subseteq \{0, 1\}^X$, fix a distribution $D$ over the input space $X \times Y$. Let $S = \{(x_1, y_1), \ldots, (x_m, y_m)\}$ be an i.i.d. training sample from a robustly realizable distribution $D$ by $H$, namely $\inf_{h \in H} \text{Risk}_D(h; D) = 0$. Denote $d = \text{VC}(H)$, $d^* = \text{VC}^*(H)$ is the dual VC-dimension. Fix $\epsilon, \delta \in (0, 1)$.

1. Define the inflated training data set

$$S_{\bar{U}} = \bigcup_{i \in [n]} \{(z, y_{I'(z)}): z \in U(x_i)\},$$

where $I(z) = \min\{i \in [n]: z \in U(x_i)\}$. The goal is to construct a compression scheme the is consistent with $S_{\bar{U}}$.

2. Discretize $S_{\bar{U}}$ to a finite set $\hat{S}_{\bar{U}}$. Define the class of hypotheses with zero robust error on every $d$ points in $S$,

$$\hat{H} = \{\text{RERM}_H(S') : S' \subseteq S, |S'| = d\},$$

where RERM$_H$ maps any labeled set to a hypothesis in $H$ with zero robust loss on this set. The cardinality of this class is bounded as following

$$|\hat{H}| = \binom{n}{d} \leq \left(\frac{en}{d}\right)^d.$$

Discretize $S_{\bar{U}}$ to a finite set using the finite class $\hat{H}$. Define the dual class $H^* \subseteq \{0, 1\}^H$ of $H$ as the set of all functions $f_{(x,y)} : H \rightarrow \{0, 1\}$ defined by $f_{(x,y)}(h) = 1[h(x) \neq y]$, for any $h \in H$ and $(x, y) \in S_{\bar{U}}$. If we think of a binary matrix where the rows consist of the distinct hypotheses and the columns are points, then the dual class corresponds to the transposed matrix where the distinct rows are points and the columns are hypotheses. A discretization $\hat{S}_{\bar{U}}$ will be defined by the dual class of $\hat{H}$. Formally, $\hat{S}_{\bar{U}} \subseteq S_{\bar{U}}$ consists of exactly one $(x, y) \in S_{\bar{U}}$ for each distinct classification $\{f_{(x,y)}(h)\} h \in H^*$. In other words, $\hat{H}$ induces a finite partition of $S_{\bar{U}}$ into regions where every $\hat{h} \in \hat{H}$ suffers a constant loss $I[\hat{h}(x) \neq y]$ in each region, and the discretization $\hat{S}_{\bar{U}}$ takes one point per region. By Sauer’s lemma [53, 47], for $n > 2d$,

$$|\hat{S}_{\bar{U}}| \leq \left(\frac{e^d |\hat{H}|}{d^*}\right)^{d^*} \leq \left(\frac{e^d n}{d^*}\right)^{dd^*},$$

3. Execute the following modified version of the algorithm $\alpha$-boost [48, pages 162-163] on the discretized set $\hat{S}_{\bar{U}}$, with parameters $\alpha = \frac{1}{4}$ and number of boosting rounds $T = \mathcal{O}(\log(|\hat{S}_{\bar{U}}|)) = \mathcal{O}(dd^* \log(n))$.

Algorithm 2 Modified $\alpha$-boost

Input: $H, S, S_{\bar{U}}, d, \text{RERM}_H$.

Parameters: $\alpha, T$.

Initialize $P_1 = \text{Uniform}(\hat{S}_{\bar{U}})$.

For $t = 1, \ldots, T$:

(a) Find $\mathcal{O}(d)$ points $S_t \subseteq \hat{S}_{\bar{U}}$ such that every $h \in H$ with $\hat{R}(h; S_t) = 0$ has $\text{R}(h; P_t) \leq 1/3$.

(b) Let $S_t'$ be the original $\mathcal{O}(d)$ points in $S$ with $S_t \subseteq \bigcup_{(x,y) \in S_{\bar{U}}'} \{(z, y) : z \in U(x)\}$.

(c) Let $\hat{h}_t = \text{RERM}_H(S_t')$.

(d) For each $(x, y) \in S_{\bar{U}}$:

$$P_{t+1}(x, y) \propto P_t(x, y)e^{-\alpha I[\hat{h}_t(x) = y]}$$

Output: classifiers $\hat{h}_1, \ldots, \hat{h}_T$ and sets $S_1', \ldots, S_T'$.
4. Output the majority vote $\bar{h} = \text{Majority} \left( \hat{h}_1, \ldots, \hat{h}_T \right)$.

We are guaranteed that $\hat{R}_U (h; S) = 0$, and each hypothesis $\hat{h}_t \in \left\{ \hat{h}_1, \ldots, \hat{h}_T \right\}$ is representable as set $S'_t$ of size $O(d)$. This defines a compression function $\kappa(S) = \bigcup_{t \in [T]} S'_t$. Thus, $\bar{h}$ can be reconstructed from a compression set of size

$$dT = O \left( d^2 d^* \log(n) \right).$$

This compression size can be further reduced to $O \left( dd^* \right)$, using a sparsification technique introduced by Moran and Yehudayoff [45], Hanneke et al. [32], by randomly choosing $O \left( d^* \right)$ hypotheses from $\left\{ \hat{h}_1, \ldots, \hat{h}_T \right\}$. The proof follows via standard uniform convergence argument. Plugging it into a compression generalization bound, we have a sample complexity of $\tilde{O} \left( \frac{dd^*}{\epsilon^2} + \frac{\log \frac{1}{\delta}}{\epsilon^2} \right)$, in the realizable robust case.

**Agnostic case.** The construction follows a reduction to the realizable case suggested by David et al. [24]. Denote $\Lambda_{\text{RE}} = \Lambda_{\text{RE}} (1/3, 1/3, \mathcal{H}, \mathcal{U})$, the sample complexity of $(1/3, 1/3)$-PAC learn $\mathcal{H}$ with respect to a perturbation function $\mathcal{U}$, in the realizable robust case.

Using a robust ERM, find the maximal subset $S' \subseteq S$ such that $\inf_{h \in \mathcal{H}} \hat{R}_U (h; S') = 0$. Now, $\Lambda_{\text{RE}}$ samples suffice for weak robust learning for any distribution $D$ on $S'$.

Execute the $\alpha$-boost algorithm [48, pages 162-163] on $S'$ for the robust loss function, with parameters $\alpha = \frac{1}{3}$ and number of boosting rounds $T = O \left( \log \left( |S'| \right) \right)$, where each weak learner is trained on $\Lambda_{\text{RE}}$ samples. The returned hypothesis $\bar{h} = \text{Majority} \left( \hat{h}_1, \ldots, \hat{h}_T \right)$ satisfies that $\hat{R}_U (h; S') = 0$, and each hypothesis $\hat{h}_t \in \left\{ \hat{h}_1, \ldots, \hat{h}_T \right\}$ is representable as set of size $O(\Lambda_{\text{RE}})$. This defines a compression scheme of size $\Lambda_{\text{RE}}T$, and $\bar{h}$ can be reconstructed from a compression set of points from $S$ of size $\Lambda_{\text{RE}}T$.

Recall that $S' \subseteq S$ is a maximal subset such that $\inf_{h \in \mathcal{H}} \hat{R}_U (h; S') = 0$ which implies that $\hat{R}_U (h; S) \leq \inf_{h \in \mathcal{H}} \hat{R}_U (h; S)$. Plugging it into a compression generalization bound (Lemma F.1 holds for the robust loss function as well), we have a sample complexity of $\tilde{O} \left( \frac{\Lambda_{\text{RE}}}{\epsilon^2} + \frac{\log \frac{1}{\delta}}{\epsilon^2} \right)$, which translates into $\tilde{O} \left( \frac{dd^*}{\epsilon^2} + \frac{\log \frac{1}{\delta}}{\epsilon^2} \right)$, in the agnostic robust case.