A discontinuous particle method for the inviscid Burgers’ equation
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Abstract. The discontinuous particle method for simple problems associated with gas dynamics is under consideration. The origin of the method is based on the micro-model describing the movement of particles with prescribed velocities. We show that with the micro-model the inviscid Burgers’ equation is solved in a weak sense. Numerical experiments have confirmed a low viscosity of the method: the solution is smeared by only one particle.

1. Introduction

Discrete methods for simulations can be divided into the three classes: finite difference methods, finite element methods, and particle methods [1, 2]. Usually, the particle method is considered to be a representation of unknown function as a set of δ-functions. And then δ-functions are approximated by classical functions with which calculations are performed. The particle method was created to solve the gas dynamics problems [3], and it was successful for the plasma physics problems [1].

The particle methods, in turn, can also be divided into the three subclasses [1]: particle-mesh (PM), particle-particle (PP) and hybrid particle-particle–particle-mesh (PPPM or P³M). The PM are cheaper, the PP are more costly but more accurate.

One of the first PM methods was the particle-in-cell (PIC) method [3, 4]. In the PIC, particles have only mass and position. The remaining values are calculated in the grid cells. The disadvantage of this method is a high dissipation. To overcome this problem, a fluid-implicit-particle method (FLIP) was created [5, 6], where the particle velocity was calculated without interpolation. However, this method was unstable in some problems. Later, the affine particle-in-cell method (APIC) was developed [7, 8], eliminating these drawbacks. Also, the method of the polynomial particles-in-cells (PolyPIC) was created [9], which is an improvement of the previous method.

Most often, to solve the gas dynamics problems with the PP methods, the smoothed particle hydrodynamics (SPH) method [10] is used. This method has undergone numerous modifications aimed at increasing the accuracy and productivity [11]. It is also worth noting the particle finite element method (PFEM) [12] and the finite volume particle method (FVPM) [13, 14]. These methods are widely used. The particle methods were also studied in the Soviet Union and Russia [15–20].

We propose a novel discontinuous particle method as another version of the PP method with a high accuracy which manifests by its low viscosity: the discontinuous solution is spread over only one cell. Various versions of our particle method have been developed: with splitting, with a choice of the time
step, for one-dimensional problems of gas dynamics, for two-dimensional problems of an incompressible fluid [21–23]. The origin of the method is based on the micro-model describing the movement of particles with prescribed velocities. This viewpoint makes it possible to construct “through” algorithms for the micro – meso – macro modeling [24].

2. The discontinuous particle method

2.1. Moving from a micro model to a macro model

Let us introduce a micro model and consider its transition to a macro model.

The Cauchy problem for a system of ODEs describes the motion of N material points with given velocities $v_i(x, t)$:

$$\frac{dx_i(t)}{dt} = v_i(x_i(t), t),$$

$$x_i(0) = x_i^0, \quad i = 1, \ldots, N,$$

where $x_i(t)$ is the trajectory of the material point with the initial position $x_i^0$.

We determine the distribution density $u(x, t)$:

$$u(x, t) = \frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i(t)), \quad (2)$$

or, more precisely,

$$\forall \varphi(x) \in C_0^2 : \int \varphi(x) u(x, t) dx = \frac{1}{N} \sum_{i=1}^{N} \varphi(x_i(t)).$$

In [25], it is shown that the distribution density $u(x, t)$ is a solution of the Cauchy problem for the generalized transport equation:

$$\frac{\partial u(x, t)}{\partial t} + \frac{\partial [v(x, t)u(x, t)]}{\partial x} = 0,$$

$$u(x, 0) = u_0(x), \quad (3)$$

where $u_0(x)$ is the initial density. That is, if the coordinates of the points change according to the system of equations (1), then the density $u(x, t)$ is a generalized solution of the Cauchy problem for the transport equation (3). This means that while solving (1) we solve equation (3).

2.2. The particle method algorithm

To get a classical solution $\bar{u}$, we have to approximate a set of $\delta$-functions by a set of classical ones $\Pi_i$:

$$\bar{u} = \sum_{i=1}^{N} \Pi_i(x_i).$$

Thus, the function $u(x, t)$ is replaced by a set of rectangle particles $\Pi(x, t)$ whose centers (the coordinates of particles) satisfy the equations:

$$\frac{dx_i}{dt} = v_i,$$

$$x_i(0) = x_i^0, \quad i = 1, \ldots, M.$$
The main feature of our method is a proper approximation of each delta-function from this set taking into account their neighbors. We present this algorithm a bit later while describing the corrector stage of the method.

Now we extend the definition (2) by:

$$u(x,t) = \sum_{i=1}^{M} c_i(t) \delta(x - x_i(t)),$$

where $c_i(t)$ are the weights, $x_i(t)$ are the coordinates of macro particles. The results obtained for ordinary (with the same weights $1/N$) particles will also be true for macro particles. For a numerical solution, the function $u(x,t)$ will be approximated by a set of $M$ rectangular particles with the width $\Delta x_i$. Then:

$$c_i(t) = u(x_i(t), t) \Delta x_i.$$

We describe an algorithm for applying the particle method to one-dimensional problems. To implement the particles, introduce the following notation: $x_i^k$ is the coordinate of the center of the $i$-th particle at the $k$-th time moment, $v_i^k$ is the velocity of a particle, $h_i^k$ is the height (density) of a particle, $w_i^k$ is the width of a particle, $S_i = h_i^k w_i^k$ is the area of a particle. We assume that the area (mass) of the particles is constant which means that we consider the conservative transport: the particles do not exchange their masses.

We define the particle parameters at the initial time moment. To do this, we divide the initial domain into a finite number of segments, each taken as the width of the particle $w_i^0$. For the coordinates of the center of a particle we take the coordinates of the center of the segments, and for the height of the particles we take values of the given function $u^0(x)$ at the centers of the particles $h_i^0 = u^0(x_i^0)$.

The algorithm is based on the predictor-corrector principle. First, we solve the ODE system using an explicit Euler scheme:

$$x_i^{k+1} = x_i^k + \tau v_i^k, \ i = 1, ..., N.$$  

After moving the particles, intersections or gaps may appear between them. At the corrector stage, it is necessary to change the particle widths so that the intersections and gaps are minimized. We keep the particles symmetric about the center. Figure 1 shows the possible cases of the particles interactions.

- A particle with a higher density “bumps” into a particle with a lower density. We remove an intersection by narrowing the particle with a lower density. Since the area of the particle remains unchanged, when the width of the particle decreases, its height increases.

- A particle with a higher density “flies away” from a particle with a lower density. We remove the resulting gap, expanding the particle with a higher density. With such an expansion, the particle height decreases.

After changing the width and the height, the particle can again form an intersection or a gap, but with another particle. We ignore such interactions because we are aimed at an explicit algorithm.

It is worth noting that the number of particles is constant. But particles move and, for comparison with the analytical solution, particles are initially set in a larger interval than the one shown in the figure.
Figure 1. Possible versions of particles interactions.

We write down the correction condition for the i-th particle as follows:

\[ (h_i^k - h_{i+1}^k) \left( x_{i}^{k+1} - x_{i-1}^{k+1} - \frac{w_i^k + w_{i+1}^k}{2} \right) > 0. \]

We change the width of the i-th particle so that it adjoins the neighboring one. The height is calculated from the condition of a constant particle area.

\[ w_i^{k+1} = 2 \left( x_i^{k+1} - x_{i-1}^{k+1} - \frac{w_i^k}{2} \right), \]
\[ \nu_i^{k+1} = h_i^{k+1} = \frac{S_i}{w_i^{k+1}}. \]

3. The 1D inviscid Burgers’ equation

Particle coordinates satisfy the following equations:

\[ \frac{dx_i}{dt} = \frac{u_i}{2}, \quad i = 1, \ldots, N, \]
\[ x_i(0) = x_i^0. \]

Moving to the Π-shaped functions, we obtain:

\[ \frac{d\bar{x}_i}{dt} = \frac{\bar{u}_i}{2}, \quad i = 1, \ldots, N, \]
\[ \bar{x}_i(0) = \bar{x}_i^0. \] 

Let us consider the discontinuous initial condition:

\[ u_0(x) = \begin{cases} a, & x \leq x_0, \\ b, & x > x_0. \end{cases} \]
If $a > b$, the analytical solution looks like [26]:

$$u(x,t) = \begin{cases} 
    a, & x \leq x_0 + Dt, \\
    b, & x > x_0 + Dt,
\end{cases}$$

(6)

where $D = (a + b)/2$ is a discontinuity movement speed.

We use $a = 1.0$, $b = 0.5$, $x_0 = 0.8$. Figure 2 presents a comparison of the numerical solution of the Cauchy problem (4) with the initial condition (5) with a step $\tau = 0.05$ obtained by the discontinuous particle method and the analytical solution (6) at the time point (a) $T = 0.0$ and (b) $T = 2.5$.

**Figure 2.** Comparison of the numerical solution (rectangles) and the analytical solution (red line) of the Cauchy problem for a 1D inviscid Burgers’ equation.

The analysis of Figure 2 shows that there are no oscillations in the numerical solution. We can also see that the solution is smeared by only one particle. This shows a very low viscosity of the method.

4. **The 2D inviscid Burgers’ equation**

Let us consider the following microscopic Cauchy problem for a 2D case:
\[ \frac{dx_i^u(t)}{dt} = u(x_i^u(t), y_i^u(t), t), \quad i = 1, ..., N_u; \]
\[ \frac{dy_i^u(t)}{dt} = v(x_i^u(t), y_i^u(t), t), \quad i = 1, ..., N_u; \]
\[ \frac{dx_i^v(t)}{dt} = u(x_i^v(t), y_i^v(t), t), \quad i = 1, ..., N_v; \]
\[ \frac{dy_i^v(t)}{dt} = v(x_i^v(t), y_i^v(t), t), \quad i = 1, ..., N_v; \]
\[ x_i^u(0) = x_i^{u_0}, \quad y_i^u(0) = y_i^{u_0}, \quad i = 1, ..., N_u; \]
\[ x_i^v(0) = x_i^{v_0}, \quad y_i^v(0) = y_i^{v_0}, \quad i = 1, ..., N_v; \]

which solves the inviscid Burgers’ equation in a weak sense
\[ \frac{\partial u(x, y, t)}{\partial t} + \frac{\partial u(x, y, t)}{\partial x} u(x, y, t) + \frac{\partial v(x, y, t)}{\partial y} u(x, y, t) = 0, \]
\[ \frac{\partial v(x, y, t)}{\partial t} + \frac{\partial u(x, y, t)}{\partial x} v(x, y, t) + \frac{\partial v(x, y, t)}{\partial y} v(x, y, t) = 0, \]
\[ u(x, y, 0) = u^0(x, y); v(x, y, 0) = v^0(x, y). \]

We have introduced two sets of particles with the coordinates \((x_i^u(t), y_i^u(t)), \ i = 1, \ldots, N_u\) and \((x_i^v(t), y_i^v(t)), \ i = 1, \ldots, N_v\) for the functions \(u(x, y, t)\) and \(v(x, y, t)\), respectively.

The coordinates of the particles \(x_i^u, y_i^u\) and \(x_i^v, y_i^v\) will match each other if the same number of particles is selected for representing \(u\) and \(v\): \(N_u = N_v\). Thus, we will solve the system:
\[ \frac{dx_i(t)}{dt} = u(x_i(t), y_i(t), t), \quad i = 1, ..., N; \]
\[ \frac{dy_i(t)}{dt} = v(x_i(t), y_i(t), t), \quad i = 1, ..., N; \]
\[ x_i(0) = x_i^0, \quad y_i(0) = y_i^0, \quad i = 1, ..., N; \] \hspace{1cm} (7)

In the two-dimensional case, for selecting an interacting neighbor one needs to use the aiming parameter, which is equal to the cosine of the angle between the velocity vector of the particle and the vector connecting the centers of the particles.

For example, \(x_a, y_a\) are the coordinates of the first interacting particle, \(x_b, y_b\) are the coordinates of the second particle, \(v_x, v_y\) are the coordinates of the first particle’s velocity vector. If we use the definition of an inner product, then:
\[ \cos(\theta) = \frac{(x_a - x_b)v_x + (y_a - y_b)v_y}{\sqrt{(x_a - x_b)^2 + (y_a - y_b)^2} \sqrt{v_x^2 + v_y^2}}. \]

The particle will interact with its neighbor with the largest aiming parameter.

We will solve the problem for which \(u_0(x, y) = v_0(x, y)\). Let us consider a discontinuous initial condition (“step” function):
\[ u_0(x, y) = \begin{cases} a, & x \leq x_0, y \leq y_0, \\ b, & \text{otherwise}. \end{cases} \] (8)

If \( a > b \), the analytical solution looks like:

\[ u(x, y, t) = \begin{cases} a, & x \leq x_0 + (a + b)t, y \leq y_0 + (a + b)t, \\ b, & \text{otherwise}. \end{cases} \] (9)

We will use \( a = 6, b = 4, x_0 = 3, y_0 = 3 \). Figure 3 presents a comparison of the numerical solution of the Cauchy problem (7) with the initial condition (8) with a time step \( \tau = 0.01 \) obtained by the discontinuous particle method and the analytical solution (9) at the time point (a) \( T = 0.0 \) and (b) \( T = 1.0 \).

![Figure 3](image)

**Figure 3.** Comparison of the numerical solution (colored rectangles) and the analytical solution (red line) of the Cauchy problem for a 2D inviscid Burgers’ equation.

Figure 3 shows that the discontinuous particle method smears the solution by only one particle. Deviation from the exact solution arises only in the upper right angular particle.

5. Conclusion

An algorithm for the discontinuous particle method for the 2D inviscid Burgers’ equation with a new method for selecting interacting particles by the value of the aiming parameter is presented. It is based on another view of the problem like a microscopic one. The solution fits the evolution of the two-dimensional “step”. Our method has a very low viscosity which means that its accuracy at discontinuous solutions is rather high. This was our objective from the beginning of the study. Now
we are able to consider the gas dynamics simulation at the unified computational basis of the particle methods including the stochastic ones.
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