Abstract. We consider an elliptic optimal control problem where the objective functional contains an integral along a surface of codimension 1, also known as a hypersurface. In particular, we use a fidelity term that encourages the state to take certain values along a curve in 2D or a surface in 3D. In the discretisation of this problem, which uses piecewise linear finite elements, we allow the hypersurface to be approximated e.g. by a polyhedral hypersurface. This can lead to simpler numerical methods, however it complicates the numerical analysis. We prove a priori $L^2$ error estimates for the control and present numerical results that agree with these. A comparison is also made to point control problems.
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1. Introduction. In this paper we consider an elliptic optimal control problem with an objective functional containing an integral over a surface of codimension 1, also known as a hypersurface. In particular, we control the state to be close to prescribed values along a curve in 2D or a surface in 3D. This differs from standard elliptic optimal control problems where typically the objective functional contains the $L^2$ distance between the state and the desired state over the whole domain. So for a bounded domain $\Omega \subset \mathbb{R}^n \ (n = 2 \text{ or } 3)$ and an $n-1$ dimensional surface $\Gamma \subset \Omega$ we consider the problem:

$$
\min \frac{1}{2} \int_{\Gamma} (y - g_{\Gamma})^2 dA + \frac{\nu}{2} \|\eta\|^2_{L^2(\Omega)} \tag{1.1}
$$

subject to the state equation

$$
Ay = \eta \quad \text{in } \Omega
$$

$$
y = 0 \quad \text{on } \partial \Omega \tag{1.2}
$$

and the control constraints

$$
a \leq \eta \leq b.
$$

Here $g_{\Gamma} : \Gamma \to \mathbb{R}$ is the desired state on $\Gamma$, $\nu > 0$ is the cost of control, $A$ is an elliptic operator, and $a, b \in \mathbb{R}$ with $a < b$ are lower and upper bounds for the control. We will formulate this problem precisely using function spaces in Section 3.

The motivation for the surface fidelity term is that in some applications we may only care about the state being close to given values on a small part of the domain. Controlling the state using a distributed norm over the whole domain gives weaker control on the surface. Instead of this fidelity term we could use state constraints to force the state to take certain values, however this would lead to an optimal control
with very high cost. The surface fidelity term allows for a compromise between how close the state is to the desired values on the surface and the cost of the control.

We have not seen the surface fidelity term previously used in the optimal control context in the literature, however other problems have been considered where the state is controlled on small sets. The book [23] formulates an optimal control problem where the objective functional is the state evaluated at a point. The paper [24] considers optimally controlling the cooling of steel. This problem is formulated with an objective functional that contains the temperature of the steel at a number of points (i.e. point evaluations of the state) as this makes the problem more tractable. The paper [4] and thesis [3] do a detailed numerical analysis of finite element discretisations of a point control problem with an elliptic PDE state constraint. The paper [5] develops an adaptive finite element method for a point control problem with a variational inequality state constraint.

In comparison to point control problems the difficulty of our problem is not the low regularity of the adjoint variable; it belongs to $H^1_0(Ω)$ and standard literature (e.g. [23]) provides the necessary background for the analysis. The difficulty is that in order to pose a discrete problem that can be solved computationally, we may need to formulate the discrete problem with an approximation of $Γ$, such as a polygonal (for $n = 2$) or polyhedral (for $n = 3$) approximation. This complicates the numerical analysis, and estimating the error caused by approximating $Γ$ forces us to introduce theory usually associated with finite element methods for PDEs on hypersurfaces, such as that reviewed in [12]. Note that we do not consider the case of a curve in 3D as this would require additional regularity of the state. In particular, we would need the state to be continuous so the problem is more closely related to that in [4].

Other related optimal control problems have been considered in the literature. The recent paper [15] considers elliptic optimal control problems with controls on lower dimensional manifolds. Their state equation has a similar form to our adjoint equation, and our state equation has a similar form to their adjoint equation. In their discrete problems they also approximate surfaces with polyhedral surfaces. Note that our assumptions on these approximating hypersurfaces are more flexible. In papers such as [6] and [21] a problem is considered where the control space is a space of measures. Supremum norm error estimates that are needed when working with state constrained elliptic optimal control problems are useful to us. The paper [19] proves error estimates for problems with state constraints at a finite number of points. The paper [8] proves error estimates for the case of global (as opposed to point) state constraints, but for a state equation with Neumann boundary conditions. A review of the analysis for standard optimal control problems can be found in [23] and a review of the numerical analysis can be found in [18].

We will define an appropriate finite element discretisation of our problem and prove a priori error estimates for the $L^2(Ω)$ error in the control. Our discretisation is based on the variational discretisation idea from [17], as this typically allows for better error estimates. We will prove these error estimates using an approach inspired by the paper [8], since we found it to be relatively simple. This will allow us to focus on the new difficulties caused by approximating $Γ$. We will show numerical results for $n = 2$ that agree with our analytical results. We do not solve any examples for $n = 3$ as the implementation would be more complicated. Table 1.1 summarises our results, where $ε > 0$ is arbitrary.

In the next section we introduce some notation. In Section 3 we formulate the optimal control problem precisely and prove some analytical results. In Section 4
we introduce the theory for approximating hypersurfaces and discretise using a finite element method. In Section 5 we prove a priori error estimates for the $L^2(\Omega)$ error in the control. In Section 6 we show numerical results.

2. Notation. Let the domain $\Omega \subset \mathbb{R}^n$ ($n = 2$ or $3$) be a bounded open set. Consider the Dirichlet problem (1.2), where the differential operator $A$ acting on a function $z : \Omega \to \mathbb{R}$ is defined by

$$Az = -\sum_{i,j=1}^{n} \partial_{x_j}(a_{ij}(\partial_{x_i}z)) + a_0 z$$

with

$$a_0 \in L^\infty(\Omega), \quad a_0(x) \geq 0 \quad \text{for a.e. } x \in \Omega,$$

$$a_{ij} = a_{ji} \in C^{0,1}(\bar{\Omega}),$$

$$\exists \alpha > 0 \text{ s.t. } \sum_{i,j=1}^{n} a_{ij}(x)\xi_i\xi_j \geq \alpha |\xi|^2, \quad \forall x \in \Omega, \xi \in \mathbb{R}^n.$$
where $\langle \cdot, \cdot \rangle_{H^{-1}(\Omega)}$ abbreviates the usual duality pairing $\langle z, v \rangle_{H^{-1}(\Omega), H_0^1(\Omega)} = z(v)$. The adjoint operator has the following property.

**Lemma 2.1.** For $f \in H^{-1}(\Omega)$, $p = S^* f$ if and only if $p$ satisfies

$$p \in H_0^1(\Omega), \quad a(v, p) = \langle f, v \rangle_{H^{-1}(\Omega)} \quad \forall v \in H_0^1(\Omega). \quad (2.2)$$

**Proof.** Suppose (2.2) is true. Then for any $f \in H^{-1}(\Omega)$ and $\eta \in L^2(\Omega)$, testing with $S\eta \in H_0^1(\Omega)$ we get

$$a(S\eta, p) = \langle f, S\eta \rangle_{H^{-1}(\Omega)}.$$ 

Since $p \in H_0^1(\Omega)$, by the definition of $S$ we have

$$a(S\eta, p) = (\eta, p)_{L^2(\Omega)} = (p, \eta)_{L^2(\Omega)}.$$ 

Combining these two equalities and recalling that $f$ is arbitrary we get

$$\langle f, S\eta \rangle_{H^{-1}(\Omega)} = (p, \eta)_{L^2(\Omega)} \quad \forall f \in H^{-1}(\Omega), \eta \in L^2(\Omega).$$

Comparing this to the definition of the adjoint we see that $p = S^* f$. Since the adjoint operator is unique, the reverse statement must also hold. This completes the proof. \(\Box\)

Let $\Gamma$ be a $C^2$-hypersurface (see e.g. Section 2.2 in [12] for this definition) for which $\Gamma \subset \Omega$ and there exists an open set $U \subset \Omega$ with a Lipschitz boundary such that $\Gamma \subset \partial U$. Note that we allow $\Gamma$ to be an open hypersurface (i.e. one that has a boundary) and it may have multiple connected components.

We now give an example of an admissible $\Gamma$ and a corresponding $U$.

**Example 2.2.** Suppose $n = 2$ and let $\Omega := (0, 1)^2 \subset \mathbb{R}^n$. Consider

$$\Gamma := \{(0.25 + 0.5t, 0.5) : t \in (0, 1)\}.$$ 

i.e. $\Gamma$ is a straight line (an open hypersurface). Note that $\Gamma$ is orientable, so there is a continuous vector field $\mu : \Gamma \to \mathbb{R}^n$ such that $\mu(c)$ is a unit normal to $\Gamma$ for all $c \in \Gamma$. Therefore we can take

$$U := \{c + D\mu(c) \in \mathbb{R}^n : c \in \Gamma, 0 < D < \theta \} \subset \Omega$$

with $\theta = 0.1$. Observe that $\Gamma \subset \partial U$ and $U$ is an open set with a Lipschitz boundary.

This construction of $U$ (for sufficiently small $\theta > 0$) works for many choices of hypersurface, including closed hypersurfaces such as

$$\Gamma := \{(0.5 + 0.25 \cos(2\pi t), 0.5 + 0.25 \sin(2\pi t) : t \in (0, 1)\} \subset (0, 1)^2$$

i.e. a circle.

We can define some function spaces on $\Gamma$. Denote by $C(\Gamma)$ the set of functions which are continuous on $\Gamma$. Let $L^s(\Gamma)$ with $s \in [1, \infty]$ denote the space of functions $v : \Gamma \to \mathbb{R}$ which are measurable with respect to the surface measure $dA$ (the $n - 1$ dimensional Hausdorff measure) and have a finite norm

$$\|v\|_{L^s(\Gamma)} := \left( \int_{\Gamma} |v|^s \, dA \right)^{\frac{1}{s}} \quad s \in [1, \infty),$$

$$\|v\|_{L^\infty(\Omega)} := \operatorname{ess sup} |v| \quad p = \infty.$$
These spaces are Banach spaces, and $L^2(\Gamma)$ is a Hilbert space with inner product

$$(v, w)_{L^2(\Gamma)} := \int_{\Gamma} v w dA.$$ 

Since $\Gamma$ is a $C^2$ hypersurface we can also define weak derivatives of functions in $L^1(\Gamma)$ and hence Sobolev spaces $H^{k,p}(\Gamma)$. As usual, $H^k(\Gamma)$ is used to denote $H^{k,2}(\Gamma)$. We do not use these Sobolev spaces directly so we leave the reader to refer to e.g. [12] for the details.

We need to check that we can make sense of $y|_{\Gamma}$ for $y \in H^1_0(\Omega)$.

Lemma 2.3. Let $\Gamma$ be a hypersurface satisfying the above assumptions. Then there exists a continuous linear operator $T : H^1_0(\Omega) \to L^2(\Gamma)$ such that

$$Ty = y|_{\Gamma} \quad \forall y \in H^1_0(\Omega) \cap C(\Omega). \quad (2.3)$$

In particular,

$$\|Ty\|_{L^2(\Gamma)} \leq C\|y\|_{H^1_0(\Omega)} \quad \forall y \in H^1_0(\Omega), \quad (2.4)$$

with $C$ independent of $y$.

Proof. Let $\tilde{T} : H^1(U) \to L^2(\partial U)$ denote the trace operator for the open set $U$ which has a Lipschitz boundary i.e. the unique continuous linear operator from $H^1(U)$ to $L^2(\partial U)$ such that $\tilde{T}y = y|_{\partial U}$ for all $y \in C^{0,1}(U)$ (see e.g. Theorem 1.5.1.3 in [16]). Then we can define $T : H^1_0(\Omega) \to L^2(\Gamma)$ by

$$Ty := \tilde{T}(y|_U)|_{\Gamma}.$$ 

The linearity of $\tilde{T}$ implies that $T$ is linear. It is also straightforward to see that (2.3) holds. Finally, using the continuity of the linear operator $\tilde{T}$, we get that for $y \in H^1_0(\Omega)$,

$$\|Ty\|_{L^2(\Gamma)} \leq \|\tilde{T}y\|_{L^2(\partial U)} \leq C\|y\|_{H^1(U)} \leq C\|y\|_{H^1_0(\Omega)}$$

with $C$ independent of $y$. So (2.4) holds and $T$ is continuous. \qed

For $y \in H^1_0(\Omega)$ we use $y|_{\Gamma}$ to denote $Ty$ and (when it will not cause confusion) write quantities such as $\|y\|_{L^2(\Gamma)}$ instead of $\|y|_{\Gamma}\|_{L^2(\Gamma)}$. So with this notation the objective functional (1.1) is well defined.

3. Problem formulation. We now formulate the optimal control problem precisely as

$$\min J(y, \eta) := \frac{1}{2}\|y - g_{\Gamma}\|^2_{L^2(\Gamma)} + \nu \|\eta\|^2_{L^2(\Omega)}$$

over $H^1_0(\Omega) \times L^2(\Omega)$

s.t. $y = Su$ (i.e. (2.1) holds)

and $\eta \in U_{ad} := \{ \eta \in L^2(\Omega) : a \leq \eta \leq b \text{ a.e. in } \Omega \}$.

Or equivalently, define the reduced objective functional $\hat{J} : H^1_0(\Omega) \to \mathbb{R}$ by $\hat{J}(\eta) = J(S\eta, \eta)$ and consider the optimisation problem

$$\min \hat{J}(\eta) \text{ over } U_{ad}. \quad (3.1)$$
Here $g_\Gamma \in L^2(\Gamma)$, $a, b \in \mathbb{R}$ with either $a < b$ or $b = -a = \infty$, and $\nu > 0$.

**Theorem 3.1.** Problem (3.1) has a unique solution $u \in U_{ad}$.

**Proof.** This result follows using the same argument as is used for proving existence and uniqueness of solutions to standard optimal control problems. See e.g. Theorem 2.14 in [23] for the details.

**Theorem 3.2.** $u \in L^2(\Omega)$ is a solution of (3.1) if and only if there exist $p \in H^1_0(\Omega)$ such that

\begin{equation}
\begin{aligned}
&u \in U_{ad}, \quad (p + \nu u, v - u)_{L^2(\Omega)} \geq 0 \quad \forall v \in U_{ad}, \\
&a(p, v) = \int_\Gamma (Su - g_\Gamma)v dA \quad \forall v \in H^1_0(\Omega).
\end{aligned}
\end{equation}

**Proof.** $\hat{J} : L^2(\Omega) \to \mathbb{R}$ has a Gâteaux derivative $\hat{J}' : L^2(\Omega) \to L^2(\Omega)^*$ and is (strictly) convex, so $u$ is a solution of (3.1) iff

\begin{equation}
\begin{aligned}
&u \in U_{ad}, \\
&\langle \hat{J}'(u), v - u \rangle_{L^2(\Omega)^*} \geq 0 \quad \forall v \in U_{ad}.
\end{aligned}
\end{equation}

Calculating $\hat{J}'(u)$ we see that (3.3) becomes

\begin{equation}
\begin{aligned}
&u \in U_{ad}, \\
&\int_\Gamma (Su - g_\Gamma)S(v - u)dA + \nu(u, v - u)_{L^2(\Omega)} \geq 0 \quad \forall v \in U_{ad}.
\end{aligned}
\end{equation}

Let $f_u(v) := \int_\Gamma (Su - g_\Gamma)v$, so $f_u \in H^{-1}(\Omega)$. Take $p = S^* f_u$, then by Lemma 2.1 we have $p \in H^1_0(\Omega)$ and it satisfies (3.2b). Also

$$
\langle p, v - u \rangle_{L^2(\Omega)} = \langle S^* f_u, v - u \rangle_{L^2(\Omega)} = \langle f_u, S(v - u) \rangle_{H^{-1}(\Omega)} = \int_\Gamma (Su - g_\Gamma)S(v - u)dA.
$$

Therefore (3.4) is equivalent to (3.2a), which proves the result.

**Corollary 3.3.** If $u \in U_{ad}$ is a solution of (3.1) then it has the additional regularity that $u \in H^1_0(\Omega)$.

**Proof.** Observe that (3.2a) is equivalent to

$$
u u(x) = \mathcal{P}_{[a,b]} \left( \frac{1}{\nu} p(x) \right) \quad \text{for a.e. } x \in \Omega,
$$

where $\mathcal{P}_{[a,b]}(v) := v + \max(0, a - v) - \max(0, v - b)$. If $v, w \in H^1_0(\Omega)$ then $\max(v, w) \in H^1_0(\Omega)$ (see e.g. [20]). So since $p \in H^1_0(\Omega)$ we also get this additional regularity for $u$. 

**Remark 3.4.** By increasing the relative weight given to the fidelity term this problem could be related to an optimal control problem with state constraints. We do not include any results on this.

**4. Discretisation.** In this section we will formulate a discrete problem that uses the variational discretisation idea from [17].

After replacing the control-to-state operator with a discrete control-to-state operator we are still left with a discrete problem that may be hard to solve computationally. For example, if $\Gamma$ has a complicated form then it may be difficult to calculate integrals of functions defined over $\Gamma$, making the implementation of a standard finite element method impractical. Therefore we will allow in our discretisation the approximation of
Γ with another hypersurface Γσ. If chosen carefully this may simplify the calculations needed for a numerical method, but still allow us to prove the same error estimates. In particular, we want to consider taking Γσ to be a polyhedral interpolation of Γ. In order to formulate such a discrete problem we now make stronger assumptions on Ω, A and Γ than were necessary to pose the continuous problem (3.1).

From now onwards suppose that Ω is convex with a $C^2$ boundary. The assumption of convexity simplifies the presentation by ensuring that the finite element space for the state (defined shortly) is a subset of $C^0(Ω)$. Also from now onwards assume that the boundary of Ω and the coefficient functions $a_{ij}$ and $a_0$ in the elliptic operator $A$ are sufficiently smooth that for $2 \leq s < \infty$,

\[
\|S\eta\|_{W^{2,s}(Ω)} \leq C(s)\|\eta\|_{L^s(Ω)} \quad \forall \eta \in L^s(Ω) \quad (4.1)
\]

\[
\|S\eta\|_{W^{1,\infty}(Ω)} \leq C\|\eta\|_{H^1(Ω)} \quad \forall \eta \in H^1(Ω). \quad (4.2)
\]

This holds, for example, when Ω has a $C^3$ boundary and $a_{ij}, a_0 \in C^2(\bar{Ω})$ (see e.g. Theorems 9.14 and 9.15 in [14] and Theorem 5 in Section 6.3 in [13]).

In addition to the assumptions in Section 2, suppose that Γ is orientable. This means that Γ has a unit normal vector field $\mu$ that is continuous (see Example 2.2), allowing us to construct the one sided strip $U_δ := \{c + D\mu(c) \in \mathbb{R}^n : c \in Γ, -δ < D < δ\}$.

Since Γ is $C^2$ there exists a $δ > 0$ such that for each $x \in U_δ$ there is a unique $c(x) \in Γ$ and some $-δ < D(x) < δ$ satisfying

\[
x = c(x) + D(x)\mu(c(x)) \quad (4.3)
\]

(see Lemma 2.8 in [12]). We call $D(x) : U_δ \to \mathbb{R}$ a signed distance function for Γ, and it makes sense for both open and closed Γ. When Γ is closed it agrees with the usual definition of the signed distance function $d$ on $U_δ$ (see e.g. page 296 in [12]). Therefore all the results we need from [12] that are proved using $d$ also hold for our possibly open hypersurfaces using $D$.

Let $Γ_σ$ be a family of Lipschitz hypersurfaces contained in $U_δ \cap Ω$ that are indexed by the parameter $σ > 0$. We intend this family of hypersurfaces to increasingly well approximate Γ as $σ \to 0$. We suppose that they satisfy a covering condition for each connected component Γ; for each $c \in Γ$ there is a unique $x \in Γ_σ$ with $c = c(x)$, where $c(x)$ is defined by (4.3). Two possible constructions of $Γ_σ$ that we will later consider are:

- $Γ_σ := Γ$ for all $σ > 0$ i.e. we do not approximate Γ;
- $Γ_σ$ is the union of finitely many closed $(n - 1)$-simplices with maximum diameter $σ$. In particular, we will suppose $Γ_σ$ is a polygonal or polyhedral interpolation of Γ. Note that such $Γ_σ$ will always violate the covering condition when $n = 3$ unless Γ has a polygonal boundary.

Since the $Γ_σ$ are Lipschitz we can define the function spaces $L^2(Γ_σ)$ and $C(Γ_σ)$ in the same way as for Γ.

We can take a family of polygonal or polyhedral approximations $Ω_h \subset Ω$ such that the corners of $Ω_h$ lie on the boundary of Ω and $|Ω \setminus Ω_h| \leq C h^2$. On each $Ω_h$ we can construct a conforming triangulation $T_h$ of triangles or tetrahedra $T$ with maximum diameter $h := \max_{T \in T_h} h(T)$, where $h(T)$ is the diameter of an element.
Additionally suppose that the family of triangulations are conforming and quasi-uniform i.e. there exists a constant $C$ such that
\[ \frac{h(T)}{\rho(T)} \leq C \quad \forall T \in T_h, \]
where $\rho(T)$ is the radius of the largest ball contained in $T$, and there exists a constant $C$ such that
\[ \frac{h}{h(T)} \leq C \quad \forall T \in T_h \]
(see e.g. Chapter 3 in [7]). We can define the following family of discrete spaces of piecewise linear globally continuous finite elements which vanish on the boundary:
\[ V_h := \{ v_h \in C_0(\Omega) : v_h|_T \in P_1(T) \text{ for all } T \in T_h \text{ and } v_h|_{\Omega \setminus \Omega_h} = 0 \}. \]
Here $P_1(T)$ is the set of affine functions over $T$. We use this to define a discrete approximation to $S$. For $\eta \in L^2(\Omega)$ let $y_h$ be the unique function in satisfying
\[ y_h \in V_h, \quad a(y_h, v_h) = (\eta, v_h) \quad \forall v_h \in V_h, \]
and define $S_h : L^2(\Omega) \to V_h$ by $S_h \eta = y_h$. Observe that $V_h$ is a finite dimensional subspace of $H_0^1(\Omega)$, so it a Banach space when equipped with the $H^1_0(\Omega)$ norm. Therefore $S_h$ is a linear and continuous operator between Banach spaces and we are able to define an adjoint operator.

**Remark 4.1.** We choose the range of $S_h$ to be $V_h \subset C(\overline{\Omega})$ rather than the range of $S$ so that $S_h \eta|_{\Gamma_{\sigma}}$ is well defined and belongs to $L^2(\Gamma_{\sigma})$; Lemma 2.3 does not apply since we assume that $\Gamma_{\sigma}$ is Lipschitz rather than $C^2$.

For $\eta \in L^2(\Omega)$ we have by (4.1) and a Sobolev embedding result that $S \eta \in C(\overline{\Omega})$,
\[ \|S \eta - S_h \eta\|_{\infty} \leq C(s) h^{2-n/2} \|\eta\|_{L^s(\Omega)}, \quad n = 2, 3. \]

**Proof.** See Lemma 4.1 in [4]. \[ \Box \]

**Corollary 4.3.** For $\eta \in L^2(\Omega)$,
\[ \|S \eta - S_h \eta\|_{\infty} \leq C h^{2-n/2} \|\eta\|_{L^2(\Omega)}, \quad n = 2, 3. \]

**Proof.** The first estimate follows by taking $s = 2$ in Lemma 4.2. The other estimate follow by combining the lemma with Sobolev embedding results.

If $\eta \in H^1(\Omega)$ then
\[ H^1(\Omega) \hookrightarrow L^s(\Omega) \quad \forall s \in \left\{ \begin{array}{ll} [1, \infty) & n = 2, \\ [1, 6] & n = 3. \end{array} \right. \]
So taking $s$ sufficiently large for $n = 2$ and $s = 6$ for $n = 3$ we get that for any $\varepsilon > 0$,
\[
C(s)h^{2-\frac{s}{2}} \|\eta\|_{L^2(\Omega)} \leq \begin{cases} 
C(\varepsilon)h^{2-\varepsilon} \|\eta\|_{H^1(\Omega)} & n = 2, \\
Ch^{2-\frac{n}{2}} \|\eta\|_{H^1(\Omega)} & n = 3.
\end{cases}
\]
Combining this with Lemma 4.2 gives the result. \(\Box\)

We are now ready to introduce the discrete problem. Define the discrete reduced objective functional \(\tilde{J}_h : L^2(\Omega) \to \mathbb{R}\) by
\[
\tilde{J}_h(\eta) := \frac{1}{2} \|S_h \eta - g_{\Gamma, \sigma}\|_{L^2(\Omega)}^2 + \frac{\nu}{2} \|\eta\|_{L^2(\Omega)}^2
\]
and consider the following discrete problem based on the variational discretisation concept from [17]:
\[
\min \tilde{J}_h(\eta) \text{ over } \eta \in U_{ad}.
\] (4.7)
Here \(g_{\Gamma, \sigma} \in L^2(\Gamma_{\sigma})\) is a function that will be defined to approximate \(g_{\Gamma} \in L^2(\Gamma)\). Also let the norm \(\|\cdot\|_{\Gamma_{\sigma}} := \sqrt{m_\sigma(\cdot, \cdot)}\), where \(m_\sigma : L^2(\Gamma_{\sigma}) \times L^2(\Gamma_{\sigma}) \to \mathbb{R}\) is some inner product that will be defined to approximate the \(L^2(\Gamma)\) inner product. Note that the restriction of \(S_h \eta\) to \(L^2(\Gamma_{\sigma})\) is well defined by Remark 4.1. The assumptions we have made so far on \(\Gamma_{\sigma}, g_{\Gamma, \sigma}\) and \(m_\sigma\) are sufficient to prove existence of a solution to (4.7) and derive optimality conditions. These solutions will not necessarily closely approximate the solution of the continuous problem (3.1), but we will impose further assumptions in the next section which ensure this.

**Theorem 4.4.** Problem (4.7) has a unique solution \(u_h \in U_{ad}\). Moreover, \(u_h \in L^2(\Omega)\) is a solution of (4.7) if and only if there exists \(p_h \in V_h\) such that
\[
\begin{align*}
&u_h \in U_{ad}, \quad (p_h + \nu u_h, v - u_h) \geq 0 & \forall v \in U_{ad} \tag{4.8a} \\
&a(v_h, p_h) = m_\sigma(S_h u_h|_{\Gamma_{\sigma}} - g_{\Gamma, \sigma}, v_h|_{\Gamma_{\sigma}}) & \forall v_h \in V_h. \tag{4.8b}
\end{align*}
\]

**Proof.** The proof follows by the same arguments as in Theorem 3.2. \(\Box\)

We are minimising over the infinite dimensional space \(U_{ad}\), but (4.8a) implies
\[
u u_h \in U_{ad}, \quad (p_h + \nu u_h, v - u_h) \geq 0 & \forall v \in U_{ad} \tag{4.8a} \\
&a(v_h, p_h) = m_\sigma(S_h u_h|_{\Gamma_{\sigma}} - g_{\Gamma, \sigma}, v_h|_{\Gamma_{\sigma}}) & \forall v_h \in V_h. \tag{4.8b}
\]

So the control is implicitly discretised through \(S_h\). This means that the above optimality conditions can be solved computationally for appropriate choices of \(\Gamma_{\sigma}, m_\sigma\) and \(g_{\Gamma, \sigma}\).

**5. Numerical analysis.** In this section we will prove an a priori \(L^2(\Omega)\) error estimate for convergence of the discrete optimal control problem (4.7) to the continuous optimal control problem (3.1). This will require additional assumptions on \(\Gamma_{\sigma}, m_\sigma\) and \(g_{\Gamma, \sigma}\). In order to write down these assumptions we need a way to compare functions defined on \(\Gamma_{\sigma}\) with functions defined on \(\Gamma\). For this purpose we introduce the lift operator (see e.g. Section 4.1 in [12] for more details).

Let \(w_\sigma\) be a function defined on \(\Gamma_{\sigma}\). Due to the covering condition, for each \(c \in \Gamma\) there is a unique \(x \in \Gamma_{\sigma}\) with \(c = c(x)\) (see (4.3)). We will denote this \(x\) by \(x(c)\). Then the lift operator \((\cdot)^l\) mapping a function defined on \(\Gamma_{\sigma}\) to a function defined on \(\Gamma\) is given by
\[
w_\sigma^l(c) := w_\sigma(x(c)) \quad \forall c \in \Gamma.
\]
Note that the inverse lift operator \((\cdot)^{-1} := ((\cdot)^2)^{-1}\) is well defined. We also use \(x(c)\) to define the distance \(D_\sigma : \Gamma \mapsto \mathbb{R}\) between \(\Gamma\) and \(\Gamma_\sigma\) by

\[
D_\sigma(c) := |c - x(c)|.
\]

We can now impose the following additional assumptions on \(\Gamma_\sigma, m_\sigma\) and \(g_{r, \sigma}\) (see Section 4 for the previous assumptions).

**Assumption 5.1.** \(\Gamma_\sigma, m_\sigma\) and \(g_{r, \sigma}\) satisfy

\[
\sup_{c \in \Gamma} D_\sigma(c) \leq C\sigma^2, \tag{5.1}
\]

\[
|\langle w^f, z^f \rangle_{L^2(\Gamma)} - m_\sigma(w_\sigma, z_\sigma)\rangle | \leq C\sigma^2 \|w^f\|_{L^2(\Gamma)} \|z^f\|_{L^2(\Gamma)} \quad \forall w_\sigma, z_\sigma \in L^2(\Gamma_\sigma), \tag{5.2}
\]

\[
\|g_{r, \sigma} - g_{r, \sigma}^T\|_{L^2(\Gamma)} \leq C\sigma^2 \tag{5.3}
\]

with \(C\) independent of \(\sigma\).

Under these assumptions we can prove some lemmas which will enable us to prove a priori \(L^2(\Omega)\) error estimates for the control.

**Lemma 5.2.** Let \(u_h\) be the solution of (4.7). For sufficiently small \(\sigma\) and \(h\),

\[
\|u_h\|_{H^1(\Omega)} + \|p_h\|_{H^1(\Omega)} \leq C h^{-\frac{3}{2}} \sigma^2
\]

with \(C\) independent of \(\sigma\) and \(h\).

**Proof.** Fix \(\sigma_0, h_0 \in \mathbb{R}\) and suppose throughout this proof that \(0 < \sigma < \sigma_0\) and \(0 < h < h_0\).

First observe that \(\|u_h\|_{H^1_0(\Omega)} \leq C\|p_h\|_{H^1_0(\Omega)}\), since (4.8a) gives \(u_h = \text{P}_{n, h}(\frac{1}{2}p_h)\).

Also, for \(v \in H^1_0(\Omega)\) we have by the Poincaré inequality that \(\|v\|_{H^1(\Omega)} \leq C\|v\|_{H^1_0(\Omega)}\). So we just need to show that \(\|p_h\|_{H^1_0(\Omega)} \leq C\).

Testing (4.8b) with \(v_h = p_h\) and using the coercivity of \(a(\cdot, \cdot)\) and the boundedness of \(m_\sigma(\cdot, \cdot)\) we get that

\[
a \|p_h\|_{H^1_0(\Omega)}^2 \leq C\|S_h u_h - g_{r, \sigma}\|_{L^2(\Gamma_\sigma)} \|p_h\|_{L^2(\Gamma_\sigma)}
\]

\[
\leq C(\|S_h u_h\|_{L^2(\Gamma_\sigma)} + \|g_{r, \sigma}\|_{L^2(\Gamma)})(\|p_h\|_{L^2(\Gamma)}
\]

\[
\leq C(\|S_h u_h\|_{L^\infty(\Omega)} + 1)(\|p_h\|_{L^2(\Gamma)} + \|p_h - p_h\|_{L^2(\Gamma)})
\]

\[
\leq C(\|p_h\|_{H^1_0(\Omega)} + 1)(\|p_h\|_{H^1_0(\Omega)} + \|p_h - p_h\|_{L^2(\Gamma)})
\]

\[
\leq C(\|p_h\|_{H^1_0(\Omega)} + \|p_h - p_h\|_{L^2(\Gamma)}). \tag{5.4}
\]

For the third inequality we have used assumption (5.3). For the fourth inequality have used the supremum norm error estimate (4.5) and the trace inequality from Lemma 2.3. For the last inequality we have used that

\[
\frac{\nu}{2}\|u_h\|_{L^2(\Omega)}^2 \leq \hat{J}_h(u_h) = \hat{J}_h(0) = \|g_{r, \sigma}\|_{L^2(\Gamma)}^2 \leq \|g_{r, \sigma}\|_{L^2(\Gamma)}^2 \leq C,
\]

which implies \(\|u_h\|_{L^2(\Omega)} \leq C\).

Note that for \(v \in W^{1, \infty}(\Omega)\) and \(x_1, x_2 \in \Omega\),

\[
|v(x_1) - v(x_2)| \leq \|\nabla v\|_{L^\infty(\Omega)} |x_1 - x_2|,
\]
(See Theorem 2.1.4 in [25]) so
\[
\|v' - v\|_{L^2(\Gamma)} = \left( \int_{\Gamma} (v(c) - v(x(c)))^2 dc \right)^{\frac{1}{2}} \\
\leq \|\nabla v\|_{L^\infty(\Omega)} \sup_{c \in \Gamma} |c - x(c)| \\
\leq \|v\|_{W^{1,\infty}(\Omega)} \sup_{c \in \Gamma} D_\sigma(c).
\] (5.5)

Using this with \( v = p_h \), an inverse inequality, and assumption (5.1) we get
\[
\|p'_h - p_h\|_{L^2(\Gamma)} \leq C h^{-\frac{3}{2}} \sigma^2 \|v_h\|_{H^1_0(\Omega)}.
\]

Combining this with (5.4) gives
\[
\alpha \|p_h\|_{H^1_0(\Omega)} \leq C \|p_h\|_{H^1_0(\Omega)} (1 + h^{-\frac{3}{2}} \sigma^2),
\]
so the result follows. \( \square \)

**Lemma 5.3.** For some \( \eta \in H^1_0(\Omega) \) set \( w := S\eta|_{\Gamma} - g\Gamma \) and \( w_\sigma := S_h\eta|_{\Gamma_\sigma} - g_{\Gamma,\sigma} \). Then for sufficiently small \( \sigma \) and \( h \),
\[
\left\| \|w\|_{L^2(\Gamma)}^2 - \|w_\sigma\|_{H^1_0(\Omega)}^2 \right\| \leq C(\|\eta\|_{H^1_0(\Omega)}) (\|S\eta - S_h\eta\|_\infty + \sigma^2)
\]
with \( C \) independent of \( \sigma \) and \( h \).

**Proof.** Fix \( \sigma_0, h_0 \in \mathbb{R} \) and suppose throughout this proof that \( 0 < \sigma < \sigma_0 \) and \( 0 < h < h_0 \).

Make the splitting
\[
\left\| \|w\|_{L^2(\Gamma)}^2 - \|w_\sigma\|_{H^1_0(\Omega)}^2 \right\| \leq \left\| \|w\|_{L^2(\Gamma)}^2 - \|w_\sigma\|_{L^2(\Gamma)}^2 \right\| + \left\| \|w_\sigma\|_{L^2(\Gamma)}^2 - \|w_\sigma\|_{H^1_0(\Omega)}^2 \right\|.
\]

To bound the first term on the right hand side note that
\[
\left\| \|w\|_{L^2(\Gamma)}^2 - \|w_\sigma\|_{L^2(\Gamma)}^2 \right\| = \left\| (w + w'_\sigma, w - w'_\sigma) \right\| \\
\leq \|w + w'_\sigma\|_{L^2(\Gamma)} \|w - w'_\sigma\|_{L^2(\Gamma)} \\
\leq (\|w\|_{L^2(\Gamma)} + \|w'_\sigma\|_{L^2(\Gamma)}) \|w - w'_\sigma\|_{L^2(\Gamma)}. \tag{5.6}
\]

Using the trace result from Lemma 2.3 and the continuity of \( S \) we have
\[
\|w\|_{L^2(\Gamma)} = \|S\eta - g\Gamma\|_{L^2(\Gamma)} \\
\leq \|S\eta\|_{L^2(\Gamma)} + \|g\Gamma\|_{L^2(\Gamma)} \\
\leq C(\|\eta\|_{L^2(\Omega)}) \\
\leq C(\|\eta\|_{L^2(\Omega)}).
\]

Similarly using assumption (5.3) and the supremum norm error estimate (4.5) we get
\[
\|w'_\sigma\|_{L^2(\Gamma)} = \|S_h\eta - g_{\Gamma,\sigma}\|_{L^2(\Gamma_\sigma)} \\
\leq \|S_h\eta\|_{L^2(\Gamma_\sigma)} + \|g_{\Gamma,\sigma}\|_{L^2(\Gamma)} \\
\leq C(\|S_h\eta\|_\infty + 1) \\
\leq C(\|\eta\|_{L^2(\Omega)}). \tag{5.7}
\]
Using (4.2), assumption (5.3) and the estimate (5.5) we get
\[
\|w - w^h\|_{L^2(\Omega)} \leq \|S\eta - (S_h\eta)^h\|_{L^2(\Gamma)} + \|g_T - g_{T,\sigma}\|_{L^2(\Gamma)} \\
\leq \|S\eta - (S_h\eta)^h\|_{L^2(\Gamma)} + \|(S\eta)^h - (S_h\eta)^h\|_{L^2(\Gamma)} + C\sigma^2 \\
\leq C(\sigma^2\|\eta\|_{H^1(\Omega)} + \|S\eta - S_h\eta\|_{\infty} + \sigma^2) \\
\leq C(||\eta||_{H^1(\Omega)})(||S\eta - S_h\eta||_{\infty} + \sigma^2).
\]

Combining these estimates with (5.6), the bound for the first term in the splitting becomes
\[
\|w\|_{L^2(\Omega)}^2 - \|w^h\|_{L^2(\Omega)}^2 \leq C(||\eta||_{H^1(\Omega)})(||S\eta - S_h\eta||_{\infty} + \sigma^2).
\]

We can bound the second term in the splitting using assumption (5.2) and the estimate (5.7). This completes the proof. □

**Remark 5.4.** It is now clear why our assumptions involve \(\sigma^2\) bounds as opposed to some other power. When \(\sigma = h\), this rate of convergence will not dominate the \(h^{2-\varepsilon}\) supremum norm error estimate (4.6) (for \(n = 2\)), which we will use to bound \(|S\eta - S_h\eta|_{\infty}\) on the right hand side of Lemma 5.3.

Note that if we take \(\Gamma = \Gamma\), \(m_\sigma = m\) and \(g_{T,\sigma} = g_T\) then the assumptions are trivially satisfied. We will later see that there are nontrivial definitions based on polyhedral interpolations of \(\Gamma\) that satisfy the assumptions. If we use polyhedral approximations of \(\Gamma\) that are not interpolating then these assumptions may not be satisfied.

We are ready to use the approach from [8] and [19] to prove the following error estimate.

**Theorem 5.5.** Suppose Assumption 5.1 holds. Let \(u\) and \(u_h\) be solutions of (3.1) and (4.7) respectively. If \(\sigma \leq Ch^{\varepsilon}\) and \(h\) is sufficiently small then for any \(\varepsilon > 0\),
\[
\|u - u_h\|_{L^2(\Omega)} \leq C\left(\sigma + \begin{cases} \frac{C(\varepsilon)h^{1-\varepsilon}}{h^{\frac{3}{2}}} & n = 2, \\ \sigma & n = 3 \end{cases}\right)
\]
with \(C\) independent of \(\sigma\) and \(h\).

**Proof.** Fix \(\sigma_0, h_0 \in \mathbb{R}\) and suppose throughout this proof that \(0 < \sigma < \sigma_0\) and \(0 < h < h_0\).

First observe that
\[
\hat{J}(u_h) - \hat{J}(u) = \frac{1}{2}\|Su_h - Su\|_{L^2(\Gamma)}^2 + \frac{\nu}{2}\|u_h - u\|_{L^2(\Omega)}^2 \\
+ (Su_h - Su, Su - g_{T,\sigma})_{L^2(\Gamma)} + \nu(u, u_h - u) \\
\geq \frac{1}{2}\|Su_h - Su\|_{L^2(\Gamma)}^2 + \frac{\nu}{2}\|u_h - u\|_{L^2(\Omega)}^2, \quad (5.8)
\]
since the optimality conditions imply that
\[
(Su_h - Su, Su - g_{T,\sigma})_{L^2(\Gamma)} = a(Su_h - Su, p) = (u_h - u, p) \geq -\nu(u_h - u, u).
\]

Similarly
\[
\hat{J}_h(u) - \hat{J}_h(u_h) \geq \frac{1}{2}\|S_hu - S_hu_h\|_{L^2(\Gamma, a)}^2 + \frac{\nu}{2}\|u - u_h\|_{L^2(\Omega)}^2, \quad (5.9)
\]
Adding these two relations we get

\[ \nu \| u - u_h \|^2_{L^2(\Omega)} \leq \hat{J}(u_h) - \hat{J}(u) - \hat{J}_h(u_h) + \hat{J}_h(u) \]

\[ \leq \| J(u) - \hat{J}_h(u) \| + \| J(u_h) - \hat{J}_h(u_h) \|. \quad (5.10) \]

Lemma 5.3 gives the estimate

\[ \| \hat{J}(u) - \hat{J}_h(u) \| = \| Su - g_{\Gamma} \|^2_{L^2(\Gamma)} - \| S_h u - g_{\Gamma, \sigma} \|^2_{L^2(\Gamma)} \]

\[ \leq C(\| u \|_{H^1(\Omega)}) (\| Su - S_h u \|_\infty + \sigma^2) \]

\[ \leq C (\| Su - S_h u \|_\infty + \sigma^2) \]

with \( C \) independent of \( \sigma \) and \( h \). Now using the supremum norm error estimate (4.6) we get that for any \( \varepsilon > 0 \),

\[ \| \hat{J}(u) - \hat{J}_h(u) \| \leq C(\| u \|_{H^1(\Omega)}) \left( \sigma^2 + \begin{cases} C(\varepsilon) h^{2-\varepsilon} \| u \|_{H^1(\Omega)} & n = 2, \\ h^{\frac{2}{n}} \| u \|_{H^1(\Omega)} & n = 3. \end{cases} \right). \quad (5.11) \]

The same approach gives the estimate

\[ \| \hat{J}(u_h) - \hat{J}_h(u_h) \| \leq C(\| u_h \|_{H^1(\Omega)}) \left( \sigma^2 + \begin{cases} C(\varepsilon) h^{2-\varepsilon} \| u_h \|_{H^1(\Omega)} & n = 2, \\ h^{\frac{2}{n}} \| u_h \|_{H^1(\Omega)} & n = 3. \end{cases} \right) \]

(5.12)

where the \( \| u_h \|_{H^1(\Omega)} \) term comes from using the supremum norm error estimate (4.6). If we take \( \sigma \leq Ch^{\frac{2}{n}} \) then by Lemma 5.2 we can bound \( \| u_h \|_{H^1(\Omega)} \) independently of \( h \).

Combining (5.11) and (5.12) with (5.10) completes the proof. \( \square \)

**Remark 5.6.** We can compare this error estimate to those for analogous discretisations of the standard optimal control problem with an \( L^2(\Omega) \) fidelity term and the point control problem considered in [4].

- **Standard control problem from [17]:**
  \[ \| u - u_h \|_{L^2(\Omega)} \leq Ch^2. \]

- **Point control problem from [4]:** For any \( \varepsilon > 0 \),
  \[ \| u - u_h \|_{L^2(\Omega)} \leq C \begin{cases} h^{1-\varepsilon} & n = 2, \\ h^{\frac{2}{n} - \varepsilon} & n = 3. \end{cases} \]

- **Control on surface problem (3.1) discretised by (4.7):** With \( \sigma = h \), for any \( \varepsilon > 0 \),
  \[ \| u - u_h \|_{L^2(\Omega)} \leq C(\varepsilon) h^{1-\varepsilon} \begin{cases} C(h^2) & n = 2, \\ C h^{\frac{4}{3}} & n = 3. \end{cases} \]

**5.1. Example definitions of \( \Gamma \), \( m_\sigma \) and \( g_{\Gamma, \sigma} \).** So far we have just stated properties that \( \Gamma_\sigma \), \( m_\sigma \) and \( g_{\Gamma, \sigma} \) must have in order for Theorem 5.5 to hold for the discrete problem (3.1). We now give some definitions for these quantities that satisfy all the required properties. Different definitions will lead to discrete problems that are easier or harder to solve, and so the definitions we use in practice will depend on \( \Gamma \) and \( g_{\Gamma} \).
5.1.1. Method 1. Take the following definitions for $\Gamma_{\sigma}$, $m_{\sigma}$ and $g_{\Gamma,\sigma}$ in the discrete problem (3.1):

- $\Gamma_{\sigma} := \Gamma$ i.e. do not approximate $\Gamma$.
- $m_{\sigma}(w_{\sigma}, z_{\sigma}) := \int_{\Gamma} w_{\sigma} z_{\sigma} dA$. This trivially satisfies assumption (5.2) since $w^l = w$ for $w \in L^2(\Gamma)$.
- $g_{\Gamma,\sigma} := g_{\tau}$. This trivially satisfies assumption (5.3).

Theorem 5.5 holds since all the assumptions are satisfied.

We would typically take these choices when $\Gamma$ and $g_{\Gamma}$ have simple forms. For example, perhaps when $\Gamma$ is a straight line or circle and $g_{\Gamma}$ is piecewise constant function. In this case the integrals over $\Gamma$ of products of discrete functions and $g_{\Gamma}$ may be easy to compute. This would allow us to implement the numerical method described in Section 6 exactly.

Remark 5.7. In practice computing the required integrals over $\Gamma$ will be difficult, even when $\Gamma$ and $g_{\Gamma}$ are simple. One way to handle this is to use a quadrature in the implementation. See Section 5.2 for a related discussion.

5.1.2. Method 2. Suppose $g_{\Gamma} \in H^2(\Gamma)$ and take the following definitions for $\Gamma_{\sigma}$, $m_{\sigma}$ and $g_{\Gamma,\sigma}$ in the discrete problem (3.1):

- Let each $\Gamma_{\sigma}$ consist of a union of finitely many closed $(n-1)$-simplices whose vertices lie on $\Gamma$ and form a conforming, shape regular triangulation $E_{\sigma}$ of size $\sigma$. By this we mean that $\sigma := \max_{E \in E_{\sigma}} \sigma(E)$ and for each element $E \in E_{\sigma}$ the quantity $\kappa(E)$ is uniformly bounded independently of $\sigma$. Here $\sigma(E)$ denotes the diameter of $E$ and $\rho(E)$ denotes the diameter of the largest ball contained in $E$.

- Let $\delta_{\sigma}$ denote the quotient between the smooth and discrete surface measures $dA$ on $\Gamma$ and $dA_{\sigma}$ on $\Gamma_{\sigma}$ i.e. $\delta_{\sigma}$ is defined by $\delta_{\sigma} dA_{\sigma} = dA$ and

$$\int_{\Gamma_{\sigma}} w_{\sigma} dA_{\sigma} = \int_{\Gamma} w_{\sigma} \frac{1}{\delta_{\sigma}} dA \ \forall w_{\sigma} \in L^2(\Gamma_{\sigma}).$$

(5.13)

For $\Gamma_{\sigma}$ defined as above, Lemma 4.1 in [12] gives

$$\|1 - \frac{1}{\delta_{\sigma}}\|_{L^\infty(\Gamma)} \leq C \sigma^2,$$

(5.14)

and Lemma 4.2 in [12] gives

$$\|w_{\sigma}^l\|_{L^2(\Gamma)} \leq C \|w_{\sigma}\|_{L^2(\Gamma_{\sigma})} \ \forall w_{\sigma} \in L^2(\Gamma_{\sigma})$$

with $C$ independent of $\sigma$ and $w_{\sigma}$.

- $m_{\sigma}(w_{\sigma}, z_{\sigma}) := \int_{\Gamma} w_{\sigma} z_{\sigma} dA_{\sigma}$. Assumption (5.2) holds, since (5.13) and (5.14) give that for $w_{\sigma}, z_{\sigma} \in L^2(\Gamma_{\sigma})$,

$$\left| (w_{\sigma}^l, z_{\sigma}^l) - m_{\sigma}(w_{\sigma}, z_{\sigma}) \right| = \left| \int_{\Gamma} w_{\sigma}^l z_{\sigma}^l \left( 1 - \frac{1}{\delta_{\sigma}} \right) dA \right|$$

$$\leq \|1 - \frac{1}{\delta_{\sigma}}\|_{L^\infty(\Gamma)} \|w_{\sigma}^l\|_{L^2(\Gamma)} \|z_{\sigma}^l\|_{L^2(\Gamma)}$$

$$\leq C \sigma^2 \|w_{\sigma}^l\|_{L^2(\Gamma)} \|z_{\sigma}^l\|_{L^2(\Gamma)}.$$
• \( g_{\Gamma,\sigma} := I_\sigma g_\Gamma \), where \( I_\sigma \) is the Lagrange interpolation of \( g_\Gamma \in H^2(\Gamma) \) onto

\[
W_\sigma := \{ w_\sigma \in C(\Gamma_\sigma) : w_\sigma|_E \in P_1(E) \text{ for all } E \in E_\sigma \},
\]

the space of piecewise affine finite elements on \( E_\sigma \). In particular, \( I_\sigma(w) := (I_\sigma w)^t \) where \( I_\sigma : C(\Gamma_\sigma) \to W_\sigma \) is the Lagrange interpolation operator. By \( I_\sigma l \) denote \((I_\sigma w)^t\), then for \( w \in H^2(\Gamma) \subset C(\Gamma) \) we have

\[
\| w - I_\sigma l w \|_{L^2(\Gamma)} \leq C\sigma^2 \| w \|_{H^2(\Gamma)}
\]

(see [11] and [10]). So assumption (5.3) is satisfied if \( g_\Gamma \in H^2(\Gamma) \).

Since all the assumptions are satisfied, Theorem 5.5 holds.

We may want to use these definitions of \( \Gamma_\sigma, m_\sigma \) and \( g_{\Gamma,\sigma} \) if \( \Gamma \) has a complicated form. In this case it is likely to be hard to calculate integrals over \( \Gamma \), which are required by our numerical method (described in Section 6). By approximating \( \Gamma \) with a polygonal or polyhedral \( \Gamma_\sigma \) we only need to compute integrals over straight lines or triangles, which is easier. Note that even if \( g_\Gamma \) is quite simple, a complicated \( \Gamma \) means that \( g_{\Gamma,h} \) could be complicated. This is why we also define \( g_{\Gamma,h} \) to be the above piecewise affine interpolation of \( g_\Gamma \). Then the surface integrals that are needed for our numerical method simplify to integrals of products of piecewise linear functions over flat surfaces. These are fairly straightforward to calculate and implement.

**Remark 5.8.** There are a few natural approaches to defining an interpolating polygonal or polyhedral \( \Gamma_\sigma \) (see Figure 5.1). These different approaches lead to different challenges. For our numerics we will use approach (c) in the figure, which ensures \( \Gamma_\sigma \) coincides with edges (for \( n = 2 \)) of \( T_h \). This simplifies the calculation of integrals over \( \Gamma_\sigma \), but constructing a suitable \( T_h \) may be hard. It also effectively forces \( \sigma = h \).

**Remark 5.9.** Theorem 5.5 says that for \( n = 3 \) we could take \( \sigma = h^2 \) without dominating the error from the discretisation of the state. We could make use of this if we were to instead use approach (a) in Figure 5.1.

### 5.2. Link to optimal control at points.

Method 2 can be thought of as using a quadrature to approximate Method 1. Note that

\[
w_\sigma := S_h \eta|_{\Gamma_\sigma} - I_\sigma g_\Gamma \quad \forall \eta \in L^2(\Omega)
\]

is piecewise linear on \( \Gamma_\sigma \). Therefore

\[
\| w_\sigma \|_{\Gamma_\sigma}^2 = \int_{\Gamma_\sigma} w_\sigma^2 dA_h
\]

corresponds to integrating a piecewise quadratic function on \( \Gamma_\sigma \). This can be computed exactly with a weighted sum of point evaluations. In particular, Method 2 can be equivalently written as a discrete point control problem:

\[
\min \frac{1}{2} \sum_{\omega \in I} \kappa_\omega \| S_h \eta(\omega) - g_\omega \|_{L^2(\Omega)}^2 + \frac{\nu}{2} \| \eta \|_{L^2(\Omega)}^2 \quad \text{over } \eta \in L^2(\Omega),
\]

where \( g_\omega := g_\Gamma(\omega) \), the set \( I \) contains points in \( \Gamma \), and \( \kappa_\omega \) are weights. If we construct a triangulation that contains \( \Gamma_\sigma \) as edges (i.e. use approach (c) in Figure 5.1) then \(|I| = O(\frac{1}{h})\) and the \( \kappa_\omega \) are \( O(h) \).
(a) Here we take an arbitrary interpolation of $\Gamma$. This does not have any relation to the triangulation $T_h$, so calculating integrals over $\Gamma_\sigma$ may be tricky.

(b) Here we construct the interpolation of $\Gamma$ using the triangulation $T_h$. The beginning and end of segments of $\Gamma_\sigma$ are given by the points where $\Gamma$ intersects the edges of $T_h$. This makes calculating integrals over $\Gamma_\sigma$ easier.

(c) Here $\Gamma_\sigma$ is chosen first then $T_h$ is constructed to contain the segments of $\Gamma_\sigma$ as edges. This leads to the easiest calculation of integrals over $\Gamma_\sigma$, but constructing $T_h$ may be hard.

Fig. 5.1. An illustration of different constructions of $T_h$ and polygonal $\Gamma_\sigma$ for $n = 2$. The black lines mark the triangulation $T_h$, the red curve is $\Gamma$ and the blue curve is $\Gamma_\sigma$. The square markers indicate the beginning and end of segments of $\Gamma_\sigma$.

As Theorem 5.5 holds using Method 2, we have provided an example of solutions to discrete point control problems that converge to the solution of a surface control problem.

Remark 5.10. We could also consider a weighted fidelity term for the surface control problem i.e. replace the fidelity term in (1.1) by

$$\frac{1}{2} \int_{\Gamma} w(y - g_\Gamma)^2 \, dA,$$

where $w \in L^{\infty}(\Omega)$ and $w \geq 0$. After the obvious modifications, all the results proved in this paper would still hold.

6. Numerical results. In this section we describe the numerical method we use to solve (4.7) and show that the error estimate from Theorem 5.5 for $n = 2$ is observed in practice.
6.1. Numerical method. The numerical method is the same as the one described in [4] and [3] but for a discrete problem without a forcing term \( f \) and the point evaluation term replaced by a surface integral term. If \( u_h \) solves (4.7), then by substituting \( u_h = P_{[a,b]}(\frac{1}{2}p_h) \) we get that the state \( y_h := S_h u_h \in V_h \) and the adjoint variable \( p_h \in V_h \) solve

\[
\begin{pmatrix}
a(y_h, v_h) - (\frac{1}{2}p_h + (a + \frac{1}{2}p_h)^+) - (\frac{1}{2}p_h - b)^+) + v_h
\end{pmatrix} = 0 \quad \forall v_h \in V_h, \quad (6.1)
\]

for all \( v_h, w_h \in V_h \). Here \( v^+ \) denotes the nonnegative part of \( v \) i.e. \( \max(0,v) \). Once this problem has been solved, the \( u_h \) solving (4.7) can easily be determined from \( p_h \) by setting \( u_h = P_{[a,b]}(\frac{1}{2}p_h) \).

We use a semismooth Newton method to solve the above system, but we will not describe the algorithm in detail as it follows from only minor modifications to the one in [4] and [3]. We implemented the algorithm for \( n = 2 \) in the Distributed and Unified Numerics Environment (DUNE) using DUNE-FEM (see [2, 1, 9]). This environment has the advantage that once an algorithm has been implemented, it is straightforward to change features of the implementation that would usually be fixed. For solving the linear systems for each iteration of the Newton method we used the biconjugate gradient stabilised method with an incomplete LU factorisation or Gauss-Seidel preconditioner. We do not implement the environment has the advantage that once an algorithm has been implemented, it is straightforward to change features of the implementation that would usually be fixed. For solving the linear systems for each iteration of the Newton method we used the biconjugate gradient stabilised method with an incomplete LU factorisation or Gauss-Seidel preconditioner. We do not implement the \( n = 3 \) as this would be more complicated.

Depending on the example we are considering, we may either use Method 1 or Method 2 to choose \( \Gamma_\sigma, m_\sigma \) and \( g_{\Gamma,\sigma} \). When using Method 2 we will use the approach from Figure 5.1(c) and construct the triangulation \( T_h \) from \( \Gamma_\sigma \): We first find a polygonal curve \( \Gamma_\sigma \) with segments of length \( h \) (i.e. we take \( \sigma = h \)), and then use the program Triangle (see [22]) to construct a triangulation \( T_h \) of size \( h \) that contains the segments of \( \Gamma_\sigma \) as edges.

6.2. Examples. In all our examples we will take \( A = -\Delta \) and \( \sigma = h \). We first solve two simple examples on a \( \Gamma \) that is a straight line.

Example 6.1. \( \Omega = (0,1)^2 \), \( \Gamma = \{(0.25 + 0.5t, 0.5) : t \in (0,1)\} \), \( g_{\Gamma}(x_1, x_2) = \sin(3\pi x_1) \), \( v = 1e - 2 \), \( b = -a = \infty \).

Example 6.2. The same as Example 6.1 but with

\[
g_{\Gamma}(x_1, x_2) = \begin{cases} 1 & x < 0, \\ -1 & x \geq 0 \end{cases}
\]

and \( b = -a = 5 \).

Example 6.1 has a smooth but nonconstant \( g_{\Gamma} \) and no control constraints. Its solution can be seen in Figure 6.1. Example 6.2 has a discontinuous \( g_{\Gamma} \) and active control constraints. Its solution can be seen in Figure 6.2. Even for these simple examples the exact solution is not known explicitly, so we compute \( L^2(\Omega) \) errors against discrete solutions on fine triangulations to get approximate experimental orders of convergence (EOCs). In particular we use

\[
EOC_h = \frac{\log(\|\tilde{u} - u_h\|_{L^2(\Omega)}/\|\tilde{u} - u_h\|_{L^2(\Omega)})}{\log 2}
\]

with \( h_{\text{fine}} = 0.00276214 \), which corresponds to 263169 DOFs. The approximate EOCs for these examples are in Tables 6.1 and 6.2. They agree with the error estimate we
proved in Theorem 5.5 for $n = 2$. We do not verify this error estimate for examples with curved $\Gamma$. With our approach of constructing triangulations $T_h$ that coincide with $\Gamma_\sigma$, the resulting $T_h$ for a small $h$ will not in general be a refinement of a $T_h$ for a larger $h$. This makes it challenging to compute $L^2(\Omega)$ errors.

In comparison to solutions of point control problems, the solutions of these line control examples appear to have bounded $p$ (and hence also $u$). An interesting feature of the solutions are the ridges in $p_h$ and $u_h$ along $\Gamma$. Observe that in the above examples $y_h|_\Gamma$ does not get close to $g_\Gamma$ because $\nu = 1e-2$ is too large, especially when there are control constraints. In the next examples we take $\nu = 1e-4$ and observe that we can get close agreement between $y_h|_\Gamma$ and $g_\Gamma$. In the remaining examples the only variable that will change is $\Gamma$.

**Example 6.3.** $\Omega = (0, 1)^2$,

$$\Gamma = \{(0.5 + 0.327t \sin t, 0.5 + 0.327t \cos t) : t \in (0, 3.159)\},$$
OPTIMAL CONTROL ON SURFACES OF CODIMENSION 1

(a) Illustration of $\Gamma$.

(b) Surface plot of $u_h$.

(c) Surface plot of $u_h = P_{[a,b]}(-\frac{1}{2}p_h)$ with the $x_1$-axis at the bottom.

(d) Surface plot of $u_h = P_{[a,b]}(-\frac{1}{2}p_h)$ with the $x_2$-axis at the bottom.

Fig. 6.2. The solution to Example 6.2. We use $\Gamma_\sigma$, $m_\sigma$ and $g_{\Gamma,\sigma}$ defined by Method 1, as it is easy to integrate discrete functions against $g_{\Gamma,\sigma}$ along $\Gamma$. The figure can be interpreted in the same way as Figure 6.1.

| $h$     | # DoFs | $\|u - u_h\|_{L^2(\Omega)}$ | EOC$_h$ |
|---------|--------|-------------------------------|---------|
| 0.353553| 25     | 0.991883                      | 0       |
| 0.176777| 81     | 0.544039                      | 0.86646341 |
| 0.0883883| 289    | 0.292202                      | 0.89674110 |
| 0.0441942| 1089   | 0.146281                      | 0.99822529 |
| 0.0220971| 4225   | 0.0741029                     | 0.98114049 |
| 0.0110485| 16641  | 0.0363584                     | 1.0272346 |

EOCs for Example 6.2 (which has active control constraints).

(i.e. a spiral), $g_{\Gamma} = 1$, $\nu = 1e - 4$, $b = -a = \infty$.

Example 6.4. The same as Example 6.3 but with a multi-component $\Gamma$ having the spoke like structure marked by the black lines in Figure 6.5(c).

In Example 6.3 $\Gamma$ is curved. As described in Section 6, we first construct a $\Gamma_\sigma$ that interpolates $\Gamma$, then create a triangulation that coincides with $\Gamma_\sigma$. To illustrate this a possible (but coarse) triangulation for the spiral shaped $\Gamma$ from Example 6.3 is shown in Figure 6.3. In Example 6.4 the spoke like $\Gamma$ is formed from a $\Gamma$ consisting of multiple connected components; in particular, 6 open lines originating from the point $(0.5, 0.5)$.

Solutions to Examples 6.3 and 6.4 can be seen in Figures 6.4 and 6.5. These were
Fig. 6.3. $\Gamma$ as defined in Example 6.3 and a triangulation whose edges contain an interpolating polygonal approximation of it.

Fig. 6.4. The solution to Example 6.3. We use $\Gamma_\sigma$, $m_\sigma$ and $g_{\Gamma,\sigma}$ defined by Method 2. The black curve is $\Gamma$.

computed with $h = 0.00292967$ and $\#\text{DOFs} \approx 70000$. Observe that for this small value of $\nu = 1e^{-4}$, the values of $y_h|\Gamma$ are close to $g_\Gamma = 1$.

6.3. Comparison to optimal control at points. To finish we compare the solution of the line problem from Example 6.3 (shown in Figure 6.4) with the following point control problem.

Example 6.5. $\Omega = (0, 1)^2$,

$$\Gamma = \{(0.5 + 0.327t \sin t, 0.5 + 0.327t \cos t) : t \in (0, 3.159)\}.$$
OPTIMAL CONTROL ON SURFACES OF CODIMENSION 1

(a) Surface plot of $y_h$.  

(b) Surface plot of $u_h = -\frac{1}{p} p_h$.

(c) Colour map of $y_h$.

(d) Colour map of $u_h = -\frac{1}{p} p_h$.

Fig. 6.5. The solution to Example 6.4. We use $\Gamma_\sigma$, $m_\sigma$ and $g_\Gamma,\sigma$ defined by Method 1. The black curve is $\Gamma$ and the dots and numerical values indicate the value of $y_h$ at certain points on $\Gamma$. Not many points are included due to the symmetry of the solution.

(i.e. a spiral), $I$ is a set of 41 evenly spaced points along $\Gamma$, $g_\omega = 1$ for all $\omega \in I$, 

$\nu = 1e - 4$, $b = -a = \infty$.

The theory for such problems is covered in [4]. Note that we take the same parameter values as for the line problem except instead of a prescribed function $g_\Gamma = 1$, we have prescribed values of $g_\omega = 1$ at points along $\Gamma$. The solution of this problem can be seen in Figure 6.6.

We see in Figure 6.6(c) that the point problem gets $y_h|_\Gamma$ closer to 1 than the line problem. However this is at the cost of $\|u_h\|_{L^2(\Omega)} = 36.5414$ for the point problem compared to $\|u_h\|_{L^2(\Omega)} = 28.0718$ for the line problem, and a what appears to be unbounded $\|u\|_\infty$.

Recall our observation from Section 5.2 that solutions of appropriately weighted discrete point control problems converge to the solution of a surface control problem. The points and weights we mentioned arose from Method 2. A simpler approach, which nevertheless works well in practice, is to choose an arbitrary triangulation of size $h$, then take $\lceil \frac{\|\Gamma\|}{h} \rceil$ (where $\lceil \cdot \rceil$ denotes the ceiling function) evenly spaced points along $\Gamma$ and weight them by $h$. Given an arclength parameterisation of $\Gamma$, it is straightforward to adapt the implementation in [4] to do this.

The solution to the point control problem resulting from this approach is almost indistinguishable to the solution of the line control problem using Method 2, so we do not include it in a figure. A minor difference is that the ridge in $u_h$ is slightly jagged, as the edges of the triangulation do not necessarily align with it, but as $h$ is reduced this effect disappears.
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(a) Colour map of $y_h$. The black line is the curve $\Gamma$ along which the points are evenly distributed.

(b) Surface plot of $u_h = -\frac{1}{\nu} p_h$.

(c) Comparison of $y_h$ from this point control problem evaluated on $I$, against $y_h$ from the line control problem of Example 6.3 (shown in Figure 6.4) evaluated along $\Gamma$ starting from the centre.

Fig. 6.6. The solution of Example 6.5. Compare to Figure 6.4.
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