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ABSTRACT. In this paper, we study bounds of expected $L_2$-discrepancy to give mean square error of uniform integration approximation for functions in Sobolev space $\mathcal{H}^1(K)$, where $\mathcal{H}$ is a reproducing Hilbert space with kernel $K$. Better order $O(N^{-1-\frac{1}{d}})$ of approximation error is obtained, comparing with previously known rate $O(N^{-1})$ using crude Monte Carlo method. Secondly, we use expected $L_p$-discrepancy bound ($p \geq 1$) of stratified samples to give several upper bounds of $p$-moment of integral approximation error in general Sobolev space $F^*_{d,q'}$.  

1. INTRODUCTION  

Let $f: [0, 1]^d \rightarrow \mathbb{R}$, a way of approximating the integral  

$$I(f) = \int_{[0,1]^d} f(x) dx$$  

consists of randomly drawing points $P = \{x_1, x_2, \ldots, x_N\} \in [0,1]^d$ and computing  

$$\tilde{I}(f, P) = \frac{1}{N} \sum_{i=1}^{N} f(x_i).$$  

Under mild conditions on the regularity of $f$, $\tilde{I}(f, P)$ tends to $I(f)$ with probability 1, i.e., for any $\epsilon > 0$,  

$$\lim_{N \rightarrow \infty} \mathbb{P}_{x_1, x_2, \ldots, x_N} \{ \left| I(f) - \tilde{I}(f, P) \right| > \epsilon \} \rightarrow 0.$$  

Monte Carlo (MC) method approximates integral $I(f)$ through average of randomly distributed sampling data collected on a discrete set, order of convergence $O(N^{-\frac{1}{d}})$ can be achieved, which also implies mean square error $O(N^{-1})$, see [16][20].  

We mainly adopt the discrepancy theory to estimate the approximation bounds. Firstly, we give the definitions of star discrepancy and $L_p$-discrepancy.
Star discrepancy. The star discrepancy of a sampling set \( P_{N,d} = \{t_i\}_{1 \leq i \leq N}, t_i \in [0, 1]^d \) is defined by:

\[
D_N^* (t_1, t_2, \ldots, t_N) := \sup_{B \subset \mathcal{B}} \left| A(B; N; P_{N,d}) - \frac{\lambda(B)}{N} \right|,
\]

where \( A(B; N; P_{N,d}) \) denotes the number of points from \( P_{N,d} \) that belongs to the rectangle \( B \) anchored at 0, \( \mathcal{B} \) denotes the collection of all rectangles \( B \) and \( \lambda(B) \) denotes the Lebesgue measure of \( B \).

The research of the star discrepancy can be divided into two aspects, one is to improve the star discrepancy bounds of suitable regime for \( N \) and \( d \) (generally polynomial dependence, i.e., \( N = O(d^\alpha), \alpha \geq 1 \)), which is also called pre-asymptotic bound, classical results of the star discrepancy upper bounds could reach the order of convergence \( O(N^{-\frac{1}{2}}) \), which also involves the use of random samples (uniformly distributed in \([0, 1]^d\)), see [4,5,29]. The other is the deterministic design using Quasi-Monte Carlo (QMC) point sets such as Halton, Hammersley, Niederreiter point sets etc. [22,23,34], which is closely related to Quasi-Monte Carlo integration approximation according to the famous Koksma-Hlawka inequality, which is given by:

\[
\left| \int_{[0,1]^d} f(x) \, dx - \frac{1}{N} \sum_{t \in P_{N,d}} f(t) \right| \leq D_N^* (t_1, t_2, \ldots, t_N) V(f),
\]

where \( D_N^* (t_1, t_2, \ldots, t_N) \) is the star discrepancy of \( P_{N,d} \) and \( V(f) \) is the total variation of \( f \) in the sense of Hardy and Krause. A smaller upper bound of star discrepancy means a smaller upper bound of approximation error in (1.1). However the Hardy-Krause condition in the Koksma-Hlawka inequality seems to be rather strict. It works well for smooth functions, but it cannot be applied to most functions with simple discontinuities. For example, the characteristic function of a convex polyhedron has bounded Hardy-Krause variation only if the polyhedron is a \( d \)-dimensional interval, see [10]. Therefore, it is sometimes unrealistic to expect bounded variation which serves a good approximation of (1.1) in most function spaces, including the function space \( H^1(K) \) and \( F_{d,q}^* \) mentioned in this paper. In many cases, we also call Quasi-Monte Carlo point sets low discrepancy point sets. For a point set \( \mathcal{P} \), the convergence order could reach \( O((\ln N)^{\alpha_d}/N) \) for fixed dimension \( d \) as \( N \to \infty \), where \( \alpha_d \geq 0 \) are constants depending on dimension \( d \). Examples of such point sets can be found in [15,33]. For applications of these point sets, see [3,11,30,31].

In recent years, random sampling has become a rather active area of research, due to its simplicity, flexibility and effectiveness, researchers investigate random sampling for different function spaces [1,2,6,7,18]. Besides, centered discrepancy of random sampling and Latin hypercube sampling are investigated in [19]. Motivated by these
developments, we incorporate a random viewpoint into our study of discrepancy theory and point distribution to consider random sampling under equal measure partition. For special case isometric grid partition, we assign each subcube only one sampling point, this method is called stratified sampling or jittered sampling, see [21, 41].

$L_p$-discrepancy. For a sampling set $P_{N,d} = \{t_1, t_2, \ldots, t_N\}$, $L_p$-discrepancy is defined by

$$L_p(D_N, P_{N,d}) = \left( \int_{[0,1]^d} |z_1 z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z_i]}(t_i)|^p dz \right)^{1/p},$$

where $1 \leq p < \infty$, $1_A$ denotes the characteristic function on set $A$. Classical applications of $L_p$-discrepancy are closely related to the worst case error of multivariate integration for the Sobolev class of functions that are once differentiable in each variable with finite $L_q$-norm, where $\frac{1}{p} + \frac{1}{q} = 1$, see [33]. If $p = \infty$, $L_p$-discrepancy will come back to the star discrepancy. Among $L_p$-discrepancy for different values $p \geq 1$, $p = 2$ and $p = \infty$ are the most widely studied. The $L_p$-discrepancy bound of certain constructed point set has been intensively studied and many precise results are known. Lower bounds by Roth [42] and Schmidt [43] and upper bounds by Chen and Skriganov [13] and Skriganov [46] via explicit constructions show the convergence order

$$O\left(\frac{(\ln N)^{d-1}}{N}\right)$$

for $1 < p < \infty$. For studies on $L_p$-discrepancy of random samples in [47], an upper bound on the $p$-moment of the $L_p$-discrepancy ($E[N^p \cdot L_p(D_N, P_{N,d})]$) for $2 \leq p \leq \infty$ is derived by the acceptance-rejection sampler using stratified inputs, which is of order

$$O\left(N^{(1-1/d)(1-1/p)}\right)$$

and the constant of their bound depends on dimension $d$, index $p$, acceptance-rejection sampler set $A$ and Minkowski content related to $A$. A strong law of large numbers for integration on digital nets randomized by a nested uniform scramble is provided in [40]. For smooth enough function, they obtain asymptotically better convergence order $O(N^{-3+\epsilon})$, $\epsilon > 0$ of mean square error than MC. For $f \in L^2([0,1]^d)$, the asymptotically convergence order of mean square error is $O(N^{-1})$. Besides, the strong law of large numbers of randomized QMC is also proved by using the upper bound of $p$-moment of integral error in $L_p$-space. Jittered sampling construction gives rise to a set whose expected squared $L_2$-discrepancy is smaller than that of purely random points, see [41]. The similar result for $L_p$-discrepancy is obtained in [25]. A theoretical conclusion that the jittered sampling does not have the minimal
expected $L_2 -$discrepancy among all stratified samples from convex equivolume partitions with the same number of points is presented in [24], while the same conclusion for expected $L_p -$discrepancy is still an open problem.

Furthermore, there are some commonly used random sampling strategies. For example, simple random sampling, stratified sampling, Latin hypercube sampling, upper bound of star discrepancy for simple random sampling is studied in [5], worst-case error bounds with high probability of least square approximation based on simple random samples is given in [26], variances of certain functions of stratified and Latin hypercube samples are studied in [32, 44]. Moreover, a method to reduce the clumping of the $X$-axis and $Y$-axis projections by imposing an additional $N$-rooks (Latin hypercube) constraint on the jittered sampling (stratified sampling) pattern is presented in [14].

Former research on uniform integration approximation using random sampling in general Sobolev space $\mathbb{H}^s$ with smoothness parameter $s > \frac{d}{2}$ defined over the unit sphere $\mathbb{S}^d$, see [9], expected value of the squared uniform integration approximation for random samples collected on $d -$dimensional unit sphere $\mathbb{S}^d$ is given, relatively result using stratified samples based on equal measure partition to $\mathbb{S}^d$ is also presented. In this paper, the idea of stratified sampling by equal measure partition to $[0, 1]^d$ is adopted to improve the classical mean square error of MC to $O(N^{-1 - \frac{1}{2}})$ for functions in Sobolev space $\mathcal{H}^1(K)$ equipped with a reproducing kernel. In more general Sobolev space $F_{d,q}^*$, see [35], for functions equipped with some boundary conditions, we obtain upper bounds of $p -$moment of integral error.

The rest of this paper is organized as follows. In Section 2 we first introduce some preliminaries, which are on reproducing kernel space and general equal measure partition. In Section 3 we present several improved mean square error bounds of uniform integration approximation in a Sobolev space $\mathcal{H}^1(K)$ using stratified random sampling method according to different equal measure partition manners. In Section 4 we give several upper bounds of $p -$moment of integral approximation error in general Sobolev space $F_{d,q}^*$. Finally, in Section 5 we conclude the paper with a short summary.

2. Preliminaries on reproducing kernel Hilbert space and general equal measure partition

Before introducing the main result, we list preliminaries used in this paper. Firstly, reproducing kernel Hilbert space is introduced, we adopt the definitions in [12].

**Definition 2.1.** Let $X$ be a metric space, we say that $K : X \times X \rightarrow \mathbb{R}$ is symmetric when

$$K(x, t) = K(t, x)$$
for all \( x, t \in X \), and that it is positive semidefinite when for all finite sets \( x = \{x_1, x_2, \ldots, x_N\} \subset X \), the \( N \times N \) matrix \( K[x] \) whose \((i, j)\) entry \( K(x_i, x_j) \) is positive semidefinite. We say that \( K \) is a Mercer kernel if it is continuous, symmetric and positive semidefinite. The matrix \( K[x] \) above is called the Gramian of \( K \) at \( x \).

For \( x \in X \), we denote by \( K_x \) the function

\[
K_x : X \rightarrow \mathbb{R}
\]

\[
t \mapsto K(x, t).
\]

The main result of the reproducing kernel Hilbert space is the following:

**Theorem 2.2.** There exits a unique Hilbert space \((\mathcal{H}(K), \langle \cdot, \cdot \rangle_{\mathcal{H}(K)})\) of functions on \( X \) satisfying the following conditions:

(i) for all \( x \in X \), \( K_x \in \mathcal{H}(K) \);

(ii) the span of the set \( \{K_x | x \in X\} \) in dense in \( \mathcal{H}(K) \);

(iii) for all \( f \in \mathcal{H}(K) \) and \( x \in X \), \( f(x) = \langle K_x, f \rangle_{\mathcal{H}(K)} \).

Then Hilbert space \( \mathcal{H}(K) \) is said to be a reproducing kernel Hilbert space (RKHS), property (iii) is referred to as the reproducing property.

Secondly, the definition of the equal measure partition for \([0, 1]^d\) is talked about in [8] and discussed in [41] respectively, which is in the following.

For Lebesgue measure \( \lambda \), there exists a partition \( \Omega = \{\Omega_1, \Omega_2, \ldots, \Omega_N\} \) of \([0, 1]^d\) into \( N \) subsets \( \Omega_j, 1 \leq j \leq N \) with the following properties:

\[
[0, 1]^d = \bigcup_{1 \leq j \leq N} \Omega_j, \Omega_j \cap \Omega_i = \emptyset, j \neq i, \lambda(\Omega_j) = \frac{1}{N}, 1 \leq j \leq N,
\]

and

\[
(2.1) \quad c_{1j}(d)N^{-\frac{1}{d}} \leq \text{diam}\Omega_j \leq c_{2j}(d)N^{-\frac{1}{d}}, 1 \leq j \leq N,
\]

where for each subset \( \Omega_j \), \( c_{1j}(d) \) and \( c_{2j}(d) \) are two constants depending only on dimension \( d \), \( \text{diam}A = \sup\{\theta(x, y), x, y \in A\} \) denotes the diameter of a set \( A \subset [0, 1]^d \), \( \theta(\cdot, \cdot) \) is an Euclidean metric on \([0, 1]^d\).

Let

\[
(2.2) \quad c_1(d) = \min\{c_{11}(d), c_{12}(d), \ldots, c_{1N}(d)\},
\]

and

\[
(2.3) \quad c_2(d) = \max\{c_{21}(d), c_{22}(d), \ldots, c_{2N}(d)\}.
\]
Then from (2.2) and (2.3), (2.1) means

\[(2.4) \quad c_1(d)N^{-\frac{d}{2}} \leq \text{diam} \Omega_j \leq c_2(d)N^{-\frac{d}{2}}, 1 \leq j \leq N,\]

where \(c_1(d)\) and \(c_2(d)\) are two constants depending only on dimension \(d\).

We now consider a rectangle \(R\) in \([0, 1]^d\) anchored at 0. For a partition \(\Omega = \{\Omega_1, \Omega_2, \ldots, \Omega_N\}\) of \([0, 1]^d\), we put

\[(2.5) \quad I_N = \{j : \partial R \cap \Omega_j \neq \emptyset\},\]

where \(\partial R\) is the boundary of \(R\).

Denote the cardinality of the index set \(I_N\) by \(|I_N|\), we have the following estimation

\[(2.6) \quad |I_N| \leq d \cdot c_2(d) \cdot N^{1-\frac{d}{2}}.\]

In fact, let \(R = [0, x) = \prod_{i=1}^d [0, x_i), R' = [0, y) = \prod_{i=1}^d [0, y_i)\) such that \(x_i - y_i = c_2(d) \cdot N^{-\frac{1}{2}}, 1 \leq i \leq d, R^* = \bigcup_{j \in I_N} \Omega_j\), thus \(\lambda(R^*) = \frac{|I_N|}{N}\). The union \(R^*\) is a subset in this region \(R \setminus R'\). Therefore, we obtain

\[(2.7) \quad |I_N| \leq N \lambda(R) - N \lambda(R').\]

Besides, we have

\[(2.8) \quad \lambda(R) - \lambda(R') \quad = \lambda([0, x)) - \lambda([0, y)) \quad = x_1 x_2 \cdots x_d - y_1 y_2 \cdots y_d \quad \leq d \cdot c_2(d) \cdot N^{-\frac{d}{2}}.\]

Combining with (2.7) and (2.8), we obtain (2.6).

**Case 1: Isometric grid partition.**

The simple case is the isometric grid partition, see [36] and [41]. The cube \([0, 1]^d\) is divided into \(N\) axis parallel boxes \(Q_i, 1 \leq i \leq N\), each with sides \(\frac{1}{m}\). In this case, \(\text{diam} Q_i = \frac{\sqrt{d}}{m}\), that is \(c_1(d) = c_2(d) = \sqrt{d}\) in (2.4).

For the isometric partition \(\Omega = \{Q_1, Q_2, \ldots, Q_N\}\) of \([0, 1]^d\), let
\[ J_N = \{ j : \partial R \cap Q_j \neq \emptyset \}, \]
where \( \partial R \) denotes the partial of the rectangle \( R \) in \([0, 1]^d \) anchored at 0, following the step from (2.7) to (2.8), we have the estimation

\[ |J_N| \leq d \cdot N^{1 - \frac{1}{d}}. \]

Second case is non-isometric grid partition, the difference between it and isometric partition is that different isometric divisions are taken on each coordinate axis.

**Case 2: Non-isometric grid partition.**

In practice, for grid partition, the same value of \( m \) on every dimension can be extended to use an \( m_1 \times m_2 \times \ldots \times m_d \) grid of strata, see introduction in [36].

That is, if we choose only one sample point in each stratum, we have

\[ N = \prod_{i=1}^{d} m_i. \]

In this case, \([0, 1]^d\) is divided into \( N \) axis parallel boxes \( Q'_i, 1 \leq i \leq N \), each with

\[ \lambda(Q'_i) = \frac{1}{N} = \frac{1}{\prod_{i=1}^{d} m_i}, \]

and

\[ \text{diam} Q'_i \leq \frac{\sqrt{d}}{N^{\frac{1}{d}}} \leq \text{diam} Q'_i \leq \sqrt{d} \cdot M, \]

where \( c_0(d) \) satisfies

\[ \sqrt{d} \leq c_0(d) \leq \sqrt{d} \cdot M, \]

and \( M \) is a constant such that

\[ 1 \leq N \leq M^d. \]

Third case is Hilbert space filling curve-based sampling, abbreviated as HSFC-based sampling, we mainly adopt the definition and notations in [27, 28].

**Case 3: Hilbert space filling curve-based sampling**
Hilbert space filling curve-based sampling (HSFC-based sampling) is actually a stratified sampling formed by a special partition manner. We will use the definition and properties in [27, 28]. Let $y_i$ be the first $N = b^m$ points of the van der Corput sequence (van der Corput 1935) in base $b \geq 2$, $m = 0, 1, \ldots$. The integer $i - 1 \geq 0$ is written in base $b$ as

$$i - 1 = \sum_{j=1}^{\infty} y_{ij} b^{j-1}$$

for $y_{ij} \in \{0, \ldots, b - 1\}$. Then, $y_i$ is defined by

$$y_i = \sum_{j=1}^{\infty} y_{ij} b^{-j}.$$ 

The scrambled version of $y_1, y_2, \ldots, y_N$ is $x_1, x_2, \ldots, x_N$ written as

$$x_i = \sum_{j=1}^{\infty} x_{ij} b^{-j},$$

where $x_{ij}$ are defined through random permutations of the $y_{ij}$. These permutations depend on $y_{ik}$, for $k < j$. More precisely, $x_{i1} = \pi(y_{i1}), x_{i2} = \pi_{y_{i1}}(y_{i2})$ and generally for $j \geq 2$,

$$x_{ij} = \pi_{y_{i1} \ldots y_{ij-1}}(y_{ij}).$$

Each random permutation is uniformly distributed over the $b!$ permutations of $\{0, \ldots, b-1\}$, and the permutations are mutually independent. The data values in the scrambled sequence can be reordered such that

$$x_i \sim U(I_i),$$

independently with

$$I_i = \left[\frac{i-1}{N}, \frac{i}{N}\right]$$

for $i = 1, 2, \ldots, N(= b^m)$. From [27], we could use Hilbert mapping $H(x)$ from $[0, 1]$ to $[0, 1]^d$ for $d \geq 1$, to map one dimensional uniformly distributed samples to $d$-dimensional uniformly distributed samples. We call this sampling manner Hilbert space filling curve-based sampling(HSFC-based sampling). Let

$$E_i = H(I_i) := \{H(x) | x \in I_i\}.$$  

Then from Property 3 of HSFC in [27], we obtain

$$X_i = H(x_i) \sim U(E_i).$$
This implies HSFC-based sampling is actually a stratified sampling, \( \{E_i\}_{i=1}^N \) is a partition of \([0, 1]^d\).

3. MEAN SQUARE ERROR BOUNDS OF UNIFORM INTEGRATION APPROXIMATION IN SOBOLEV SPACE \( \mathcal{H}^1(K) \)

In this section, we give the following results which are mean square error bounds of uniform integration approximation for functions in Sobolev space \( \mathcal{H}^1(K) \) equipped with a reproducing kernel, we adopt the definition of \( \mathcal{H}^1(K) \) in [17].

Let
\[
\mathcal{H}^1 := \mathcal{H}^{(1,\ldots,1)}([0, 1]^d)
\]
be the Sobolev spaces on \([0, 1]^d\). \( f \in \mathcal{H}^1 \), we have
\[
\frac{\partial^d}{\partial x} f(x) \in \mathcal{H}([0, 1]^d),
\]
where \( \partial x = \partial x_1 \partial x_2 \ldots \partial x_d \), \( \mathcal{H}([0, 1]^d) \) denotes the Hilbert space. Then for \( f, g \in \mathcal{H}^1 \), we define the following inner product for the Hilbert space \( \mathcal{H}(\mathbb{R}^d) \),
\[
(3.1) \quad \langle f, g \rangle_{\mathcal{H}^1} = \int_{[0,1]^d} \frac{\partial^d f}{\partial x}(t) \frac{\partial^d g}{\partial x}(t)dt.
\]
Thus, we set \( \|f\|_{\mathcal{H}^1} = \langle f, f \rangle_{\mathcal{H}^1}^{1/2} \) be the norm induced by the inner product defined in (3.1). We now define a reproducing kernel in \( \mathcal{H}^1 \), which is given by
\[
(3.2) \quad K(x, y) = \int_{[0,1]^d} 1_{(x,1]}(t) 1_{(y,1]}(t)dt,
\]
where \( x = (x_1, x_2, \ldots, x_d), y = (y_1, y_2, \ldots, y_d), (x, 1] = \prod_{i=1}^d(x_i, 1], (y, 1] = \prod_{i=1}^d(y_i, 1], \)
and \( 1_A \) denotes the characteristic function on set \( A \). \( \mathcal{H}^1(K) \) denotes the Sobolev space \( \mathcal{H}^1 \) equipped with a reproducing kernel function \( K(x, y) \) defined in (3.2). Correspondingly, in (3.1), we define \( \langle f, g \rangle_{\mathcal{H}^1} = \langle f, g \rangle_{\mathcal{H}^1(K)} \).

Easy to check that for kernel function defined in (3.2), the reproducing property is satisfied, that is,
\[
\langle f, K(\cdot, y) \rangle_{\mathcal{H}^1(K)} = \int_{[0,1]^d} \frac{\partial^d f}{\partial x}(t) \frac{\partial^d K(x, y)}{\partial x}(t)dt = f(y).
\]

**Theorem 3.1.** Given a partition \( \Omega = \{\Omega_1, \Omega_2, \ldots, \Omega_N\} \) of the unit cube \([0, 1]^d\), any \( d \geq 2 \) and \( N \in \mathbb{N} \), samples \( Y_1, Y_2, Y_3, \ldots, Y_N \) are uniformly distributed in the subset \( \Omega_1, \Omega_2, \Omega_3, \ldots, \Omega_N \) which forms an equal measure partition of \([0, 1]^d\), then we have
\begin{equation}
\mathbb{E}\left[ \sup_{f \in \mathcal{H}^1(K), \|f\|_{\mathcal{H}^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(Y_n) - \int_{[0,1]^d} f(x)dx \right|^2 \right] \leq \frac{d \cdot c_2(d)}{N^{1+\frac{1}{d}}},
\end{equation}

where \( c_2(d) \) is defined in (2.3) which is related to the maximum diameter of \( \Omega_j, 1 \leq j \leq N \), \( f \) is a function in Sobolev space \( \mathcal{H}^1(K) \).

**Proof.** We consider the relationship between multivariate integration approximation and \( L_2 \)-discrepancy. That is, for \( f \in \mathcal{H}^1(K) \), we have

\begin{equation}
\left| \frac{1}{N} \sum_{n=1}^{N} f(x_n) - \int_{[0,1]^d} f(x)dx \right| = \left| \int_{[0,1]^d} \langle f, K(\cdot, x) \rangle_{\mathcal{H}^1(K)} dx - \frac{1}{N} \sum_{n=1}^{N} \langle f, K(\cdot, x_n) \rangle_{\mathcal{H}^1(K)} \right|
\end{equation}

\begin{align*}
= \left| \langle f, \int_{[0,1]^d} K(\cdot, x)dx - \frac{1}{N} \sum_{n=1}^{N} K(\cdot, x_n) \rangle_{\mathcal{H}^1(K)} \right| \\
\leq \|f\|_{\mathcal{H}^1(K)} \|h\|_{\mathcal{H}^1(K)},
\end{align*}

where

\begin{equation}
h(z) = \int_{[0,1]^d} K(z, x)dx - \frac{1}{N} \sum_{n=1}^{N} K(z, x_n).
\end{equation}

Putting (3.2) into (3.5), we have

\begin{align*}
h(z) & = \int_{[0,1]^d} \int_{[0,1]^d} 1_{(z,1]}(t)1_{(x,1]}(t)dt dx - \frac{1}{N} \sum_{n=1}^{N} \int_{[0,1]^d} 1_{(z,1]}(t)1_{(x_n,1]}(t) dt \\
& = \int_{[0,1]^d} 1_{(z,1]}(t) \int_{[0,1]^d} 1_{(x,1]}(t) dx dt - \int_{[0,1]^d} \frac{1}{N} \sum_{n=1}^{N} 1_{(x_n,1]}(t)1_{(z,1]}(t) dt \\
& = \int_{[0,1]^d} 1_{(z,1]}(t) \left( \int_{[0,1]^d} 1_{(x,1]}(t) dx - \frac{1}{N} \sum_{n=1}^{N} 1_{(x_n,1]}(t) \right) dt \\
& = - \int_{[0,1]^d} 1_{(z,1]}(t) \left( \frac{1}{N} \sum_{n=1}^{N} 1_{[0,t]}(x_n) - \lambda([0,t]) \right) dt.
\end{align*}

Thus
(3.6) \[ \langle h, h \rangle_{H^1(K)} = \int_{[0,1]^d} \frac{\partial^d h}{\partial z}(t) \frac{\partial^d h}{\partial z}(t) dt = L_2^2(D_N, x). \]

Combining (3.4) and (3.6), we have

(3.7) \[ \left| \frac{1}{N} \sum_{n=1}^{N} f(x_n) - \int_{[0,1]^d} f(x) dx \right| \leq L_2(D_N, x) \| f \|_{H^1(K)}, \]

then the estimation comes down to \( L_2(D_N, x) \).

We consider the following discrepancy function,

(3.8) \[ \Delta(x) = \frac{1}{N} \sum_{n=1}^{N} \mathbf{1}_{[0,x]}(Y_n) - \lambda([0,x]), \]

where \( Y_n, 1 \leq n \leq N \) denotes the uniformly distributed samples from each subset \( \Omega_n, 1 \leq n \leq N \) of general partition of \([0,1]^d\), and \( \lambda([0,x]) \) denotes the Lebesgue measure of the anchored axis-parallel box \([0,x]\). For an anchored axis-parallel box \( R_0 = [0,x] \), we can break it into two parts, one is the disjoint union of \( \Omega_i \) entirely contained by \( R_0 \) and the union of remaining pieces which are the intersections of some \( \Omega_j \) and \( R_0 \), which is,

\[ R_0 = \bigcup_{i \in I_0} \Omega_i \cup \bigcup_{j \in J_0} (\Omega_j \cap R_0), \]

where \( I_0, J_0 \) are two index-sets.

Samples \( Y_1, Y_2, Y_3, \ldots, Y_N \) are uniformly distributed in the subset \( \Omega_1, \Omega_2, \Omega_3, \ldots, \Omega_N \) of \([0,1]^d\), from (3.8), easy to know that the discrepancy function equals 0 for the disjoint union of \( \Omega_i \) entirely contained by \( R_0 \), thus we only need to consider the union of remaining pieces, we set it \( T_0 \), and from (2.6), we have \( \lambda(T_0) \leq d \cdot c_2(d) \cdot N^{-\frac{1}{2}} \).

Thus from (3.8), we have

\[ \Delta(x) = \frac{1}{N} \sum_{n=1}^{N} \mathbf{1}_{[0,x]}(Y_n) - \lambda([0,x]) = \frac{1}{N} \sum_{n=1}^{N} \mathbf{1}_{T_0}(Y_n) - \lambda(T_0). \]

Therefore,
Consider the whole summation as a random variable which defines on a region we let it $P_\Omega$, besides we set the probability measure be $w$, thus from (3.9), we have

$$E(L_2^2(\mathcal{P})) = \int_{P_\Omega} \int_{[0,1]^d} \frac{1}{N} \sum_{n=1}^{N} 1_{T_0}(Y_n) - \lambda(T_0) |^2 dx dw$$

$$= \int_{[0,1]^d} \int_{P_\Omega} \frac{1}{N} \sum_{n=1}^{N} 1_{T_0}(Y_n) - \lambda(T_0) |^2 dw dx.$$

Furthermore,

$$E\left( \frac{1}{N} \sum_{n=1}^{N} 1_{T_0}(Y_n) \right) = \int_{P_\Omega} \frac{1}{N} \sum_{n=1}^{N} 1_{T_0}(Y_n) dw = \lambda(T_0).$$

Thus,

(3.10) \quad \quad E(L_2^2(\mathcal{P})) = Var\left( \frac{1}{N} \sum_{n=1}^{N} 1_{T_0}(Y_n) \right),

where $Var\left( \frac{1}{N} \sum_{n=1}^{N} 1_{T_0}(Y_n) \right)$ denotes the variance. Besides,

$$Var\left( \sum_{n=1}^{N} 1_{T_0}(Y_n) \right) = \sum_{i=1}^{N} \left[ E\left( 1_{T_0}^2(Y_i) \right) - \left( E\left( 1_{T_0}(Y_i) \right) \right)^2 \right]$$

$$= \sum_{i=1}^{N} \left[ P(Y_i \in T_0 \cap \Omega_i) - P^2(Y_i \in T_0 \cap \Omega_i) \right]$$

$$= \sum_{i=1}^{N} \frac{\lambda(T_0 \cap \Omega_i)}{\lambda(\Omega_i)} \left( 1 - \frac{\lambda(T_0 \cap \Omega_i)}{\lambda(\Omega_i)} \right)$$

$$\leq N \lambda(T_0) - N \lambda^2(T_0).$$

Combining with $\lambda(T_0) \leq d \cdot c_2(d) \cdot N^{-\frac{1}{d}}$ and (3.10), we have
\[ E(L_2^2(\mathcal{P})) = Var\left(\frac{1}{N} \sum_{n=1}^{N} 1_{T_0}(Y_n)\right) \leq \frac{d \cdot c_2(d)}{N^{1+\frac{1}{d}}}. \]

From (3.7), we have
\[ E[\sup_{f \in \mathcal{H}^1(K), \|f\|_{\mathcal{H}^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(Y_n) - \int_{[0,1]^d} f(x)dx \right|^2] \leq E(L_2^2(\mathcal{P})), \]
which complete the proof. \[\square\]

**Remark 3.2.** Theorem 3.1 adopts technique of stratified random sampling formed by general equal measure partition to obtain better convergence order \(O(N^{1-\frac{1}{d}})\) of mean square error bounds, comparing with traditional convergence order \(O(N^{-1})\) using crude Monte Carlo method.

Combining with Theorem 3.1 and Example 1 in Section 1, we obtain the following corollary.

**Corollary 3.3.** For an isometric grid partition \(\{Q_1, Q_2, \ldots, Q_N\}\) of the unit cube \([0,1]^d\), any \(d, m \geq 2\) and \(N \in \mathbb{N}\) such that \(N = m^d\), \(d\)-dimension samples \(X_1, X_2, X_3, \ldots, X_N\) are uniformly distributed in the subset \(Q_1, Q_2, Q_3, \ldots, Q_N\) of \([0,1]^d\), then we have
\[ E[\sup_{f \in \mathcal{H}^1(K), \|f\|_{\mathcal{H}^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(X_n) - \int_{[0,1]^d} f(x)dx \right|^2] \leq \frac{d}{N^{1+\frac{1}{d}}}, \]
where \(f\) is a function in Sobolev space \(\mathcal{H}^1(K)\).

**Corollary 3.4.** For the HSFC-based sampling, which is a special partition \(\{E_1, E_2, \ldots, E_N\}\) of the unit cube \([0,1]^d\), any \(d, m, b \geq 2\) and \(N \in \mathbb{N}\) such that \(N = b^m\), \(d\)-dimension samples \(X_1', X_2', X_3', \ldots, X_N'\) are uniformly distributed in the subset \(E_1, E_2, E_3, \ldots, E_N\) of \([0,1]^d\), then we have
\[ E[\sup_{f \in \mathcal{H}^1(K), \|f\|_{\mathcal{H}^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(X_n') - \int_{[0,1]^d} f(x)dx \right|^2] \leq \frac{2d\sqrt{d+3}}{N^{1+\frac{1}{d}}}, \]
where \(f\) is a function in Sobolev space \(\mathcal{H}^1(K)\).
Proof. From [28], if we let $A = H([p, q])$ for $0 \leq p < q \leq 1$, then $\lambda_d(A) = \lambda_1([p, q]) = q - p$, where we use $\lambda_d$ and $\lambda_1$ to distinguish $d$–dimensional and 1–dimensional Lebesgue measure. Furthermore, if $x \sim U([p, q])$, then $H(x) \sim U(A)$. Let $r$ be the diameter of $A$, then

\begin{equation}
 r \leq 2\sqrt{d + 3} \cdot (q - p)^{\frac{1}{d}}.
\end{equation}

From (2.10) and (2.11), we have, $\{E_1, E_2, \ldots, E_N\}$ is a partition of $[0, 1]^d$, and $\lambda(E_i) = \frac{1}{N}, 1 \leq i \leq N$, from (3.15), the diameter of every $E_i$ is no large than $2\sqrt{d + 3} \cdot N^{-\frac{1}{d}}$. This implies $c_2(d) = 2\sqrt{d + 3}$ in (2.4). Combining with Theorem 3.1, the proof is completed. $\Box$

Next, we give an uniform mean square error bound for Latin hypercube samples. We use the definition of Latin hypercube sampling in [36]. Suppose

\begin{equation}
 X_{ij} = \pi_j(i - 1) + U_{ij}, 1 \leq i \leq N, 1 \leq j \leq d,
\end{equation}

where $\pi_1, \pi_2, \ldots, \pi_d$ are uniform permutations of $\{0, 1, \ldots, N - 1\}$, $U_{ij} \sim U[0, 1)$, and all the $U_{ij}$ and $\pi_j$ are independent, then $X_{ij}$ consist of Latin hypercube samples.

**Lemma 3.5.** [36] Let $d \geq 1, N \geq 1$ be integers and $X_{ij}$ be a Latin hypercube sample defined by (3.16), then $X_i \sim U[0, 1)^d$ holds for each $i = 1, 2, \ldots, N$.

**Theorem 3.6.** Let $f(x)$ be a real-valued function in $H^1(K)$ with the condition

\[ C = \int_{[0, 1]^d} (f(x) - \int_{[0, 1]^d} f(x)dx)^2 dx < \infty, \]

for isometric grid partition, $Z_1, Z_2, \ldots, Z_N$ are Latin hypercube samples, then we have

\begin{equation}
 \mathbb{E}\left[ \sup_{f \in H^1(K), \|f\|_{H^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(Z_n) - \int_{[0, 1]^d} f(z)dz \right|^2 \right] \leq \frac{C}{N^2},
\end{equation}

where $f$ is a function in Sobolev space $H^1(K)$.

**Proof.** Considering,

\begin{equation}
 \mathbb{E}\left[ \sup_{f \in H^1(K), \|f\|_{H^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(Z_n) - \int_{[0, 1]^d} f(z)dz \right|^2 \right].
\end{equation}

Suppose the whole part in expectation formula (3.18) as a random variable which defines on a region we let it $Z$, besides we set the probability measure be $\mu$, thus,
\[
\mathbb{E}\left[ \sup_{f \in H^1(K), \|f\|_{H^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(Z_n) - \int_{[0,1]^d} f(z) \, dz \right|^2 \right] \\
= \int \sup_{Z \in H^1(K), \|f\|_{H^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(Z_n) - \int_{[0,1]^d} f(z) \, dz \right|^2 d\mu
\]

(3.19)

\[
= \sup_{f \in H^1(K), \|f\|_{H^1(K)} \leq 1} \int \left| \frac{1}{N} \sum_{n=1}^{N} f(Z_n) - \int_{[0,1]^d} f(z) \, dz \right|^2 d\mu.
\]

According to Lemma 3.5, we have

(3.20) \[
\mathbb{E}\left( \frac{1}{N} \sum_{n=1}^{N} f(Z_n) \right) = \int_{[0,1]^d} f(z) \, dz.
\]

Combining (3.19) and (3.20), we have

(3.21) \[
\mathbb{E}\left[ \sup_{f \in H^1(K), \|f\|_{H^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(Z_n) - \int_{[0,1]^d} f(z) \, dz \right|^2 \right] = \sup_{f \in H^1(K), \|f\|_{H^1(K)} \leq 1} \text{Var}\left( \frac{1}{N} \sum_{n=1}^{N} f(Z_n) \right).
\]

Furthermore, from the condition

\[
C = \int_{[0,1]^d} (f(x) - \int_{[0,1]^d} f(x) \, dx)^2 \, dx < \infty
\]

and a result in [39], which is,

(3.22) \[
\text{Var}\left( \frac{1}{N} \sum_{n=1}^{N} f(Z_n) \right) \leq \frac{C}{N - 1},
\]

which completes the proof.

\[\square\]

**Remark 3.7.** Systematic studies of Latin hypercube sampling on asymptotic variance for the sample mean are given in [32, 37, 39], in Theorem 3.7, we use result of asymptotic variance for the sample mean derived by [39] to give the uniform integration approximation bound for Latin hypercube samples, we find that the convergence order is consistent with MC method, which is \(O(N^{-1})\), stratified sampling improves the convergence order of these two sampling methods to \(O(N^{-1 - \frac{1}{2}})\).
For simple random sampling mode, we have the following result, which is a case of stratified sampling degradation where \( \Omega_1 = \Omega_2 = \ldots = \Omega_N = [0, 1]^d \).

**Corollary 3.8.** Let \( x_1, x_2, \ldots, x_N \) be simple random sampling points uniformly distributed in \([0, 1]^d\), then we have

\[
(3.23) \quad \mathbb{E}\left[ \sup_{f \in \mathcal{H}^1(K), \|f\|_{\mathcal{H}^1(K)} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(x_n) - \int_{[0,1]^d} f(z)dz \right|^2 \right] \leq \frac{d^2}{N},
\]

where \( f \) is a function in Sobolev space \( \mathcal{H}^1(K) \).

**Remark 3.9.** Theorem 3.1, Corollary 3.3, 3.4, 3.8 and Theorem 3.6 imply the stratified random sampling formed by equal measure partition could obtain better mean square error bounds of uniform integration approximation than simple random sampling and Latin hypercube sampling in sense of convergence order. For instance, for stratification grid and HSFC-based sampling, which serve as special partition manners, we can improve the convergence order of mean square error bounds from traditional \( O(N^{-1}) \) using simple random sampling or Latin hypercube sampling to \( O(N^{-1-\frac{1}{d}}) \).

4. **Upper bounds of \( p \)-moment of integral approximation error in general Sobolev space \( F_{d,q}^* \)**

In this section, we use expected \( L_p \)-discrepancy (\( p \geq 1 \)) bounds for stratified random samples formed by general equal measure partition to give several upper bounds of \( p \)-moment of integral approximation error for functions in Sobolev space \( F_{d,q}^* \), where \( \frac{1}{p} + \frac{1}{q} = 1 \), we adopt the definition of \( F_{d,q}^* \) in [35].

Let

\[
W_q^1 := W_{q}^{(1,1,\ldots,1)}([0, 1]^d)
\]

be the Sobolev spaces on \([0, 1]^d\). For \( f \in W_q^1 \), we define the norm

\[
\|f\|_{d,q}^* = \left( \int_{[0,1]^d} \left| \frac{\partial^d}{\partial x} f(x) \right|^q dx \right)^{1/q}
\]

for \( q \in [1, \infty) \) and

\[
\|f\|_{d,\infty}^* = \sup_{x \in [0,1]^d} \left| \frac{\partial^d}{\partial x} f(x) \right|,
\]

where \( \partial x = \partial x_1 \partial x_2 \ldots \partial x_d \). We consider a following space,
(4.1) \[ F_{d,q}^* = \{ f \in W_1^q | f(x) = 0 \text{ if } x_j = 1 \text{ for some } 1 \leq j \leq d, \|f\|_{d,q} < \infty \}, \]

which enforces the functions in \( W_1^q \) boundary conditions. Boundary conditions are necessary there in (4.1) for uniform integration approximation, see [35].

**Theorem 4.1.** For any \( d \geq 2, 1 \leq p < \infty, \) and \( N \in \mathbb{N}, d-\text{dimensional sampling set} \ x = \{x_1, x_2, x_3, \ldots, x_N\} \) is uniformly distributed in the subset \( \Omega_1, \Omega_2, \Omega_3, \ldots, \Omega_N \) which is some general partition of \([0,1]^d\), then for functions \( f \) in Sobolev space \( F_{d,q}^* \), where \( \frac{1}{p} + \frac{1}{q} = 1 \), we have

\[
E\sup_{f \in F_{d,q}^*, \|f\|_{d,q} \leq 1} \left| \frac{1}{N} \sum_{n=1}^N f(x_n) - \int_{[0,1]^d} f(x) dx \right|^p \leq \frac{d^2 \cdot c_2(d)^2}{N^{\frac{2}{p} + \frac{2}{d}}},
\]

where \( c_2(d) \) is defined in (2.3) which is related to the maximum diameter of \( \Omega_j, 1 \leq j \leq N \).

**Proof.** For \( f \in F_{d,q}^* \), due to the boundary conditions in (4.1), then using integration by parts, we have

\[
\left| I(f) - \tilde{I}(f, \mathbf{P}) \right| = \left| \int_{[0,1]^d} \left( \prod_{k=1}^d z_i - \frac{1}{N} \sum_{i=1}^N 1_{[0,z]}(x_i) \frac{\partial^d}{\partial x} f(z) \right) dz \right|.
\]

Applying the Hölder inequality, we obtain the following uniform integration approximation in Sobolev space,

\[
\sup_{f \in F_{d,q}^*, \|f\|_{d,q} \leq 1} |I(f) - \tilde{I}(f, \mathbf{P})| = \left( \int_{[0,1]^d} \left| z_1 z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^N 1_{[0,z]}(x_i) \right|^p dz \right)^{1/p}.
\]

Then it suffices to estimate \( L_p \)-discrepancy for random samples under equal measure partition.

For an equal measure partition \( \Omega = \{\Omega_1, \Omega_2, \Omega_3, \ldots, \Omega_N\} \) of \([0,1]^d\), point set \( x = \{x_1, x_2, x_3, \ldots, x_N\} \) is uniformly distributed in the subset \( \Omega_1, \Omega_2, \Omega_3, \ldots, \Omega_N \), then for a measurable subset \( A \) of \( \Omega_i \),

\[
P(x_i \in A) = \frac{\lambda(A)}{\lambda(\Omega_i)} = N \lambda(A).
\]

We now consider an axis parallel rectangle \( R = [0, z) \) anchored at 0 of \([0,1]^d\), let \( \mathcal{I} \) denote the set of all values of \( i \) for which the subsets \( \Omega_i \) intersect the boundary \( \partial R \) of \( R \). For each \( i \in \mathcal{I} \), we define the following Bernoulli distribution,
\[ \eta_i = \begin{cases} 1, & x_i \in R \\ 0, & \text{otherwise.} \end{cases} \]

If we let \( \xi_i = \eta_i - \mathbb{E}\eta_i, 1 \leq i \leq N \), then we have

\[ \mathbb{E}\xi_i = 0, \ |\xi_i| \leq 1, \forall 1 \leq i \leq N. \]

Furthermore, for equal measure partition, we have the following basic fact for discrepancy, that is, for axis parallel rectangle \( R = [0, z) \in [0, 1]^d \) anchored at zero, we can break it into two special parts, one is the disjoint union of \( \Omega_k \) entirely contained by \( R \) and the union of remaining pieces which are the intersections of some \( \Omega_i \) and \( \partial R \), that is,

\[ R = \bigcup_{k \in \mathcal{K}} \Omega_k \cup \bigcup_{i \in \mathcal{I}} (\Omega_i \cap R), \]

where \( \mathcal{K}, \mathcal{I} \) are two index-sets. Then we have

\[ \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i) - z_1z_2 \ldots z_d = \frac{1}{N} \sum_{i \in \mathcal{I}} \xi_i. \]

Thus we have

\[ |z_1z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i)|^p = \frac{1}{N^p} \sum_{i_1 \in \mathcal{I}} \ldots \sum_{i_p \in \mathcal{I}} \xi_{i_1} \ldots \xi_{i_p}, \]

and

\[ (4.4) \quad \mathbb{E}\left( |z_1z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i)|^p \right) = \frac{1}{N^p} \sum_{i_1 \in \mathcal{I}} \ldots \sum_{i_p \in \mathcal{I}} \mathbb{E}\left( \xi_{i_1} \ldots \xi_{i_p} \right). \]

Let \( s = \binom{|\mathcal{I}|}{p} \leq |\mathcal{I}|^p \), for every selected \( p \) indices \( i_1, i_2, \ldots, i_p \) in each index set \( \mathcal{I} \). Set

\[ \omega_i = \xi_{i_{1}} \ldots \xi_{i_{p}} \]

for all \( 1 \leq i \leq s \). Due to \( |\xi_i| \leq 1, \forall 1 \leq i \leq N \), thus we have \( |\omega_i| \leq 1, 1 \leq i \leq s \).

The random variables \( \xi_i, i \in \mathcal{I} \) are independent as we have supposed, then if one of \( i_1, \ldots, i_p \) is different from others in (4.4), we have

\[ \mathbb{E}\left( \xi_{i_{1}} \ldots \xi_{i_{p}} \right) = \mathbb{E}(\xi_{i_{j}}) \mathbb{E}\left( \xi_{i_{1}} \ldots \xi_{i_{j-1}} \xi_{i_{j+1}} \ldots \xi_{i_{p}} \right) = 0. \]
It follows that only non-zero contribution to the sum (4.4) comes from those terms where each of \( i_1, \ldots, i_p \) appears more than once. Then the major contribution comes when they appear in pairs, and there are at least \( \sqrt{s} \) such pairs. Such terms \( \mathbb{E}(\omega_i), 1 \leq i \leq s \) are bounded by 1, thus,

\[
\mathbb{E}\left(\left|z_1 z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i)\right|^p\right) = \frac{1}{N^p} \sum_{i_1 \in \mathcal{I}} \ldots \sum_{i_p \in \mathcal{I}} \mathbb{E}\left(\xi_{i_1} \ldots \xi_{i_p}\right)
\leq \frac{\mathcal{I}^p/2}{N^p}.
\]

Consider the term \( |z_1 z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i)|^p \) as a random variable which defines on a region we let it \( P_\Omega \), besides we set the probability measure be \( w \), from Fubini’s theorem, we have,

\[
\begin{align*}
\int_{P_\Omega} \int_{[0,1]^d} |z_1 z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i)|^p dz dw \\
= \int_{[0,1]^d} \int_{P_\Omega} |z_1 z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i)|^p dwdz \\
\leq \mathbb{E}\left(\left|z_1 z_2 \ldots z_d - \frac{1}{N} \sum_{i=1}^{N} 1_{[0,z)}(x_i)\right|^p\right) \\
\leq \frac{\mathcal{I}^p/2}{N^p}.
\end{align*}
\]

Therefore, from (2.6), we have,

(4.5) \[ \mathbb{E}(L_p^p(D_N, x)) \leq \frac{d^\frac{p}{2} \cdot c_2(d)^\frac{p}{2}}{N^{\frac{p}{2} + \frac{p}{2}}}. \]

Besides, we have

\[ |I(f) - \bar{I}(f, P)|^p \leq \left( \sup_{f \in F^*_{d,q}, \|f\|_{d,q} \leq 1} |I(f) - \bar{I}(f, P)| \right)^p. \]

Combining with (4.3), we have

(4.6) \[ \sup_{f \in F^*_{d,q}, \|f\|_{d,q} \leq 1} |I(f) - \bar{I}(f, P)|^p \leq \left( \sup_{f \in F^*_{d,q}, \|f\|_{d,q} \leq 1} |I(f) - \bar{I}(f, P)| \right)^p = L_p^p(D_N, x). \]
Combining with (4.5), we complete the proof. □

**Remark 4.2.** Theorem 4.4 gives an upper bound of $p$–moment of integral approximation error for functions in Sobolev space $F_{d,q}^*$ using the estimation for expected $L^p$–discrepancy, where $\frac{1}{p} + \frac{1}{q} = 1$. If $p = 2$ in Theorem 4.4, we obtain mean square error bound of uniform integration approximation in Sobolev space $F_{d,2}^*$, this conclusion is consistent with upper bound for Sobolev space $H^1(K)$ in Theorem 3.1. Easy to see that $F_{d,2}^* \subset H^1(K)$, Theorem 4.4 is actually contained by Theorem 3.1 for the case of $p = 2$. But by using expected $L^p$–discrepancy ($p \geq 1$ and can be arbitrary) bounds in Theorem 4.4, we obtain upper bounds of $p$–moment of integral approximation error for functions in general Sobolev space $F_{d,q}^*$, comparing with the reproducing kernel method in Theorem 3.1.

**Corollary 4.3.** For any $d \geq 2, 1 \leq p < \infty$ and $N \in \mathbb{N}$, $d$–dimensional sampling set $y = \{y_1, y_2, y_3, \ldots, y_N\}$ is uniformly distributed in the subset $Q_1, Q_2, Q_3, \ldots, Q_N$ which is isometric grid partition of $[0, 1]^d$, then for functions $f$ in Sobolev space $F_{d,q}^*$, where $\frac{1}{p} + \frac{1}{q} = 1$, we have

\begin{equation}
\mathbb{E}\left[\sup_{f \in F_{d,q}^*, \|f\|_{d,q} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(y_n) - \int_{[0,1]^d} f(x)dx \right|^p \right] \leq \frac{d^\frac{p}{2}}{N^{\frac{q}{2} + \frac{d}{2p}}}. \tag{4.7}
\end{equation}

**Corollary 4.4.** For any $d \geq 2, 1 \leq p < \infty$ and $N \in \mathbb{N}$, $d$–dimensional sampling set $z = \{z_1, z_2, z_3, \ldots, z_N\}$ is uniformly distributed in the subset $E_1, E_2, E_3, \ldots, E_N$ which is a partition of $[0, 1]^d$ formed by HSFC-based sampling, then for functions $f$ in Sobolev space $F_{d,q}^*$, where $\frac{1}{p} + \frac{1}{q} = 1$, we have

\begin{equation}
\mathbb{E}\left[\sup_{f \in F_{d,q}^*, \|f\|_{d,q} \leq 1} \left| \frac{1}{N} \sum_{n=1}^{N} f(z_n) - \int_{[0,1]^d} f(x)dx \right|^p \right] \leq \frac{(2d + \sqrt{d + 3})^\frac{p}{2}}{N^{\frac{q}{2} + \frac{d}{2p}}}. \tag{4.8}
\end{equation}

**Remark 4.5.** Corollary 4.3 and 4.4 give upper bound of $p$–moment of integral approximation error using isometric grid partition, this result is better than that of using HSFC-based sampling, we notice the sampling regime of $N = m^d$ for dimension $d$, which implies the sampling number is an exponential dependence, but the HSFC-based sampling with scrambled van der Corput inputs does not require the highly composite sample sizes that the grid sampling requires, particularly for large $d$.

**Corollary 4.6.** For any $d \geq 2, 1 \leq p < \infty$, and $N \in \mathbb{N}$, $d$–dimensional sampling set $t = \{t_1, t_2, t_3, \ldots, t_N\}$ is uniformly distributed in the subset $\Omega_1, \Omega_2, \Omega_3, \ldots, \Omega_N$ which is some general partition of $[0, 1]^d$, then for functions $f$ in Sobolev space $F_{d,q}^*$, where $\frac{1}{p} + \frac{1}{q} = 1$, then
(4.9) \[ P\left( \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(t_n) = \int_{[0,1]^d} f(x) dx \right) = 1. \]

**Remark 4.7.** (4.5), (4.6) and Markov’s inequality imply Corollary 4.6 which provides a strong law of large numbers for integration on stratified random sampling formed by equal measure partition in Sobolev space \(F_{d,q}^*\), this could be seen as an application of stratified sampling and \(p\)-moment of integral approximation error. The former result is for \(L_p\)-space and digital nets randomized by a nested uniform scramble, see [40].

**Corollary 4.8.** Let \( z = \{z_1, z_2, \ldots, z_N\} \) be simple random sampling points uniformly distributed in \([0, 1]^d\), then we have

(4.10) \[ E(L_p^p(D_N, z)) = O\left( \frac{1}{N^2} \right), \]

for \( N \to \infty \), where \( A = O(B) \) means the quantities \( A, B \) on both sides of the sign \( O \) are infinitesimals of the same order.

**Proof.** Considering,

\[ E(L_p^p(D_N, z)) = E(\int_{[0,1]^d} \left| \frac{1}{N} \sum_{n=1}^{N} 1_{[0,x]}(z_n) - \lambda([0, x]) \right|^p dx). \]

Suppose the whole summation as a random variable which defines on a region we let it \( \Omega_N \), besides we set the probability measure be \( \mu \), thus,

(4.11) \[ E(L_p^p(D_N, z)) = \int_{\Omega_N} \int_{[0,1]^d} \left| \frac{1}{N} \sum_{n=1}^{N} 1_{[0,x]}(z_n) - \lambda([0, x]) \right|^p dx d\mu. \]

Each single random variable either lands in \([0, x]\) or does not, which is just a Bernoulli trial with probability \( \lambda([0, x]) \) and thus the entire expression follows a Binomial distribution, i.e.,

(4.12) \[ \sum_{n=1}^{N} 1_{[0,x]}(z_n) \sim B(N, \lambda([0, x])). \]

Therefore, as \( n \to \infty \), according to the central limit theorem, which is,
Applying (4.13) to the above equation (4.12), we have,

\[
\frac{\sqrt{N}}{\sqrt{\lambda([0, x])(1 - \lambda([0, x]))}} \sum_{n=1}^{N} 1_{[0,x]}(z_n) - \lambda([0, x]) \sim \mathcal{N}(0, 1).
\]

Thus,

(4.14) \quad \left(\frac{\sqrt{N}}{\sqrt{\lambda([0, x])(1 - \lambda([0, x]))}}\right)^p \frac{1}{N} \sum_{n=1}^{N} 1_{[0,x]}(z_n) - \lambda([0, x]) \sim |X|^p,

where \(X\) is a random variable satisfying \(X \sim \mathcal{N}(0, 1)\).

From (4.14), when \(N \to \infty\), we have

\[
\int_{[0,1]^d} \left| \frac{1}{N} \sum_{n=1}^{N} 1_{[0,x]}(z_n) - \lambda([0, x]) \right|^p d\mu dx
= \left(\frac{\sqrt{\lambda([0, x])(1 - \lambda([0, x]))}}{\sqrt{N}}\right)^p \int_{-\infty}^{\infty} |X|^p d\mathcal{N}(0, 1)
= \left(\frac{\sqrt{\lambda([0, x])(1 - \lambda([0, x]))}}{\sqrt{N}}\right)^p \frac{2^\frac{p}{2}}{\sqrt{\pi}} \Gamma\left(\frac{1 + p}{2}\right).
\]

Therefore,

(4.15) \quad \int_{[0,1]^d} \int_{\Omega_N} \left| \frac{1}{N} \sum_{n=1}^{N} 1_{[0,x]}(z_n) - \lambda([0, x]) \right|^p d\mu dx
= \frac{2^\frac{p}{2}}{\sqrt{\pi}} \Gamma\left(\frac{1 + p}{2}\right) \left(\frac{1}{\sqrt{N}}\right)^p \int_{[0,1]^d} \sqrt{\lambda([0, x])(1 - \lambda([0, x]))}^p dx.

Due to \(0 \leq \lambda([0, x]) \leq 1\),

(4.16) \quad \int_{[0,1]^d} \sqrt{\lambda([0, x])(1 - \lambda([0, x]))}^p dx \leq \left(\frac{2}{2 + p}\right)^d

holds.

Combining (4.11), (4.15) and (4.16), we complete the proof. \(\square\)
Remark 4.9. Corollary 4.8 gives the convergence order of expected $L_p$--discrepancy bound for simple random sampling. We follow the proof in [45] which gives convergence order of average $L_p$--discrepancy for simple random sampling. Comparing with (4.5), convergence order of $p$--moment of $L_p$--discrepancy for stratified random sampling is better than that for simple random sampling.

5. Conclusion

We study the uniform integration approximation for stratified sampling formed by equal measure partition. The stratified samples could produce more uniform point distribution configuration than crude Monte Carlo sampling point set. We prove that stratified samples could obtain better convergence order of uniform integration approximation bounds in sense of randomness, comparing with the use of simple random samples and Latin hypercube samples in certain function space. In most function space composed of smooth enough functions, from Koksma-Hlawka inequality, good orders of expected approximation are obtained by formers. We deal with more general function space such as Sobolev space $\mathcal{H}^1(K)$ and $F_{d,q}^*$ in this paper. For several special cases of equal measure partition, our approximation bounds are explicit, especially for HSFC-based sampling, we obtain upper bound of $p$--moment of integral approximation error under moderate sample size, which does not require the highly composite sample sizes that the jittered sampling requires.

References

[1] A. Aldroubi, Q. Sun and W.-S. Tang, Nonuniform average sampling and reconstruction in multiply generated shift-invariant spaces, Constr. Approx., 20(2004), 173–189.
[2] A. Aldroubi, Q. Sun and W.-S. Tang, Convolution, average sampling, and a Calderon resolution of the identity for shift-invariant spaces, J. Fourier Anal. Appl., 11(2005), 215–244.
[3] A. G. M. Ahmed, H. Perrier and D. Coeurjolly, et al, Low-discrepancy blue noise sampling, ACM Trans. Graph., 35(2016), 1-13.
[4] C. Aistleitner, Covering numbers, dyadic chaining and discrepancy, J. Complexity., 27(2011), 531-540.
[5] C. Aistleitner, M. Hofer, Probabilistic discrepancy bound for Monte Carlo point sets, Math. Comp., 83(2014), 1373-1381.
[6] R. F. Bass, K. Gröchenig, Random sampling of multivariate trigonometric polynomials, SIAM J. Math. Anal., 36(2004), 773-795.
[7] R. F. Bass, K. Gröchenig, Random sampling of bandlimited functions, Israel J. Math., 177(2010), 1-28.
[8] J. Beck, Some upper bounds in the theory of irregularities of distribution, Acta Arith., 43(1984), 115-130.
[9] J. S. Brauchart, E. B. Saff, I. H. Sloan and R. S. Womersley, QMC Designs: Optimal order Quasi Monte Carlo integration schemes on the sphere, Math. Comp., 83(2014), 2821-2851.
[10] L. Brandolini, L. Colzani, G. Gigante and G. Travaglini, On the Koksma-Hlawka inequality, J. Complexity., 29(2013), 158-172.
[11] C. Cervellera, M. Muselli, Deterministic design for neural network learning: An approach based on discrepancy, *IEEE Trans. Neural Netw.*, 15(2004), 533-544.
[12] F. Cucker, D. X. Zhou, Learning theory: an approximation theory viewpoint, *Cambridge University Press*, 2007.
[13] W. W. L. Chen, M. M. Skriganov, Explicit constructions in the classical mean squares problem in irregularities of point distribution, *J. Reine Angew. Math.*, 545(2002), 67-95.
[14] K. Chiu, P. Shirley and C. Wang, Multi-jittered sampling, *Graphics Gems IV*, 370, 1994.
[15] J. Dick, F. Pillichshammer, Digital Nets and Sequences, *Cambridge University Press*, 2010.
[16] J. Dick, F. Kuo and I. Sloan, High-dimensional integration: The quasi-Monte Carlo way, *Acta Numer.*, 22(2013), 133-288.
[17] J. Dick, F. Pillichshammer, Discrepancy theory and Quasi-Monte carlo integration. A panorama of discrepancy theory, Springer, Cham, 2014, 539-619.
[18] H. Führ, J. Xian, Relevant sampling in finitely generated shift-invariant spaces, *J. Approx. Theory.*, 240(2019), 1-15.
[19] K. T. Fang, C. X. Ma and P. Winker, Centered $L_2$-discrepancy of random sampling and Latin hypercube design, and construction of uniform designs, *Math. Comp.*, 71(2002), 275-296.
[20] W. W. Gao, X. P. Sun, Z. M. Wu and X. Zhou, Multivariate Monte Carlo approximation based on scattered data, *SIAM J. Sci. Comput.*, 42(2020), 2262-2280.
[21] P. Glasserman, Monte Carlo Methods in Financial Engineering, in: Applications of Mathematics (New York) *Stochastic Modelling and Applied Probability*, Springer-Verlag, New York, 2004.
[22] J. H. Halton, On the efficiency of certain quasi-random sequences of points in evaluating multidimensional integrals, *Numer. Math.*, 2(1960), 84-90.
[23] J. M. Hammersley, Monte Carlo methods for solving multivariable problems, *Ann. New York Acad. Sci.*, 86(1960), 844-874.
[24] M. Kiderlen, F. Pausinger, On a partition with a lower expected $L_2$-discrepancy than classical jittered sampling, [*arXiv:2106.01937v1*].
[25] M. Kiderlen, F. Pausinger, Discrepancy of stratified samples from partitions of the unit cube, *Monatsh. Math.*, 195(2021), 267-306.
[26] L. Kämmerer, T. Ulrrich and T. Volkmer, Worst-case Recovery Guarantees for Least Squares Approximation Using Random Samples, to appear in *Constr. Approx.*, 2021.
[27] Z. He, A. B. Owen, Extensible grids: uniform sampling on a space filling curve, *J. R. Stat. Soc. Ser. B*, 78(2016), 917-931.
[28] Z. He, L. Zhu, Asymptotic normality of extensible grid sampling, *Stat. Comput.*, 29(2019), 53-65.
[29] S. Heinrich, E. Novak, G. W. Wasilkowski and H. Woźniakowski, The inverse of the star-discrepancy depends linearly on the dimension, *Acta. Arith.*, 96(2001), 279-302.
[30] Y. Lai, Monte Carlo and Quasi-Monte carlo methods and their applications, Ph.D. Dissertation, Department of Mathematics, Claremont Graduate University, California, USA, 1998.
[31] Y. Lai, Intermediate rank lattice rules and applications to finance, *Appl. Numer. Math.*, 59(2009), 1-20.
[32] M. D. McKay, W. J. Conover and R. J. Beckman, A comparison of three methods for selecting values of input variables in the analysis of output from a computer code, *Technometrics*, 21(1979), 239-245.
[33] H. Niederreiter, Random number generation and Quasi-Monte Carlo methods, *SIAM*, Philadelphia, 1992.
REFERENCES

[34] H. Niederreiter, Low-discrepancy and low-dispersion sequences, *J. Number Theory*, 30(1988), 51-70.
[35] E. Novak, H. Woźniakowski, Tractability of Multivariate Problems, Volume II: Standard Information for Functionals, European Mathematical Society, 2010.
[36] A. B. Owen, Monte Carlo theory, methods and examples, [http://statweb.stanford.edu/~owen/mc](http://statweb.stanford.edu/~owen/mc)
[37] A. B. Owen, A Central Limit Theorem for Latin Hypercube Sampling, *J. R. Stat. Soc. Ser. B-Stat. Methodol.*, 54(1992), 541–551.
[38] A. B. Owen, Controlling Correlations in Latin Hypercube Samples, *J. Amer. Statist. Assoc.*, 89(1994), 1517-1522.
[39] A. B. Owen, Monte Carlo variance of scrambled net quadrature, *SIAM J. Numer. Anal.*, 34(1997), 1884-1910.
[40] A. B. Owen, D. Rudolf, A Strong Law of Large Numbers for Scrambled Net Integration, *SIAM Rev.*, 63(2021), 360–372.
[41] F. Pausinger, S. Steinerberger, On the discrepancy of jittered sampling, *J. Complexity.*, 33(2016), 199-216.
[42] K. F. Roth, On irregularities of distribution, *Mathematika*, 1(1954), 73-79.
[43] W. M. Schmidt, Irregularities of distribution X, Number theory and algebra, Academic Press, New York, 1977, 311-329.
[44] M. Stein, Large sample properties of simulations using Latin hypercube sampling, *Technometrics*, 29(1987), 143-151(correction 32:367).
[45] S. Steinerberger, The asymptotic behavior of the average \(L_p\)-discrepancies and a randomized discrepancy, *Electron. J. Combin.*, 17(2010) 18. Research Paper 106.
[46] M. M. Skriganov, Harmonic analysis on totally disconnected groups and irregularities of point distributions, *J. Reine Angew. Math.*, 600(2006), 25-49.
[47] H. Zhu, J. Dick, Discrepancy Estimates For Acceptance-Rejection Samplers Using Stratified Inputs, In: Cools R., Nuyens D. (eds) Monte Carlo and Quasi-Monte Carlo Methods. Springer Proceedings in Mathematics and Statistics, vol 163, Springer, Cham, 2016.

J. XIAN, SCHOOL OF MATHEMATICS AND GUANGDONG PROVINCE KEY LABORATORY OF COMPUTATIONAL SCIENCE, SUN YAT-sen UNIVERSITY, 510275 GUANGZHOU, CHINA.

Email address: xianjun@mail.sysu.edu.cn

X. XU, SCHOOL OF MATHEMATICS, SUN YAT-sen UNIVERSITY, 510275 GUANGZHOU, CHINA.

Email address: xuxd26@mail2.sysu.edu.cn