Deep Residual Mixture Models

Abstract

We propose Deep Residual Mixture Models (DRMMs), a novel deep generative model architecture. Compared to other deep models, DRMMs allow more flexible conditional sampling: The model can be trained once with all variables, and then used for sampling with arbitrary combinations of conditioning variables, Gaussian priors, and (in)equality constraints. This provides new opportunities for interactive and exploratory machine learning, where one should minimize the user waiting for retraining a model. We demonstrate DRMMs in constrained multi-limb inverse kinematics and controllable generation of animations.

1 Introduction

Deep generative models can be cumbersome for exploratory and interactive machine learning, as the conditioning variables for sampling need to be specified when training. For example, in conditional Generative Adversarial Networks (GANs, [1]) and conditional Variational Autoencoders (VAEs, [2]), the conditioning variables are implemented as additional inputs to the generator network. Changing the variables requires retraining the network. Although it is possible to train a neural model to operate on masks for the conditioning variables [3], there are only few deep generative architectures that allow post-training specification of arbitrary conditioning variables, priors, and (in)equality constraints.

A classical machine learning tool that achieves the above is the Gaussian Mixture Model (GMM, e.g., [4, 5]) which models a probability density as

\[ p(x) = \sum_k w_k N(x | \mu_k, C_k) \]

where \( k \) denotes mixture component index, \( w_k \) denotes component weight, and \( N(x | \mu_k, C_k) \) denotes a Gaussian PDF with mean \( \mu_k \) and covariance \( C_k \). Sampling from a GMM comprises two operations: Randomly select a mixture component using \( w_k \) as the selection probabilities, and then draw a Gaussian sample from the selected component. As illustrated in Fig. 1, a simple way to approximate sampling priors is to use modified weights \( w'_k \propto w_k c_k \), where \( c_k \) is the integral of the product of a prior \( q(x) \) and the component’s Gaussian PDF, \( c_k = \int q(x) N(x | \mu_k, C_k) \, dx \). Sampling constraints can be implemented as priors that are 1 for valid samples and 0 for invalid samples. Simple closed-form expressions for \( c_k \) exist for Gaussian priors and linear (in)equality constraints, if the GMM component covariances are isotropic, \( C_k = \sigma^2 I \).

The constraint approximation above becomes more accurate as the number of mixture components increases. However, modeling complex, high-dimensional data may require a prohibitively large number of components, and although deep and more scalable GMM variants exist (e.g., [6, 7]), they do not allow such a simple way to incorporate priors and constraints.

Contributions To bridge the gap above, we propose Deep Residual Mixture Models (DRMMs), a novel deep extension of GMMs that scales to high-dimensional data while still allowing adding
arbitrary priors and constraints after training. We demonstrate the approach in constrained inverse kinematics (IK) and controllable generation of animations. Examples of DRMM samples and likelihood estimates are shown in Fig. 2. The figure shows how sample quality and constraint satisfaction improve with depth. In the best case, when the data exhibits suitable self-similarity, the number of modes modeled by a DRMM can grow exponentially with depth. A TensorFlow [8] implementation of DRMM is available at https://github.com/PerttuHamalainen/DRMM.

2 Background

We draw from the vast literature of deep, residual, and mixture models. As illustrated in Fig. 3 and detailed in Sec. 3, a characterizing feature of our DRMM architecture is that the output of each layer is a combination of a stochastic latent variable and a modeling residual. The DRMM reduces to Residual Vector Quantization (RVQ, [9, 10]), if each layer only outputs the residual and the latent variable is made deterministic by assigning each input to the most probable mixture component. RVQ is a classical data compression method, predominantly known in signal processing. However, RVQ does not allow sampling, as it stores no information of which encodings are valid ones. Through the vector quantization analogue, the DRMM is also related to VQ-VAE models [11] which apply vector quantization on the embeddings generated by convolutional encoder networks (see also [12, 13]). Many earlier approaches have utilized categorical representations with autoencoder architectures and established ways to backpropagate through samples [14, 15]. The main difference to our architecture is that we do not utilize a convnet encoder, which allows us to condition the encodings with any number or combination of known variables.

The DRMM has similar dimensionality-growing skip connections as DenseNets [16], but the connections are probabilistic and pass through the residual computation. DenseNets are inspired by the classical cascade-correlation networks [17] where each layer concatenates its input with a new latent variable. DRMMs could be considered a probabilistic generative version of cascade correlation networks. Inequality constraints in cascade correlation networks have been considered by Nobandegani and Shultz [18], where the conditioning is implemented as a penalty term and the sampling done via MCMC, which can be computationally costly.

Extensions to plain Gaussian mixtures feature, for example, residual k-means [19] that also increases intrinsic dimensionality, but using trees. Our model can be considered similar, with a layer per tree level, but with weight-sharing between subtrees to avoid the storage cost growing exponentially with depth. There are also hierarchical Gaussian mixture models [20], that do not, however, feature residual connections. Each layer of a DRMM can also be considered a simple autoencoder. Traditional autoencoder stacks utilize successive per-layer encoding and decoding steps during pre-training. Yet, the decoders are discarded and a final output layer still needs to be trained, and they are also only trained on predictors in the classifier case [21].

Flow-based models [22–25] are similar to DRMMs in that each layer progressively maps the input distribution to a simplified or ‘whitened’ latent distribution. Latent samples can be mapped back to the input space due to the invertibility of the models. In contrast, DRMM sampling happens during
where $\theta$.

As illustrated in Fig. 4, a DRMM layer is conceptually similar to a node of a tree-based hierarchical adversarial networks [1] is that a trained model can be conditioned with arbitrary variable combinations and inequality constraints, which comes at no additional cost and requires no modifications to the training.

Probabilistic circuits, such as sum-product networks [26] and Einsum networks [27], are explicit likelihood models that allow arbitrary conditioning through recursive decomposition of the random variables. However, their depth is often inherently limited by the dimensionality of the data, limiting their expressiveness in certain cases. To overcome this issue, [28] introduced a combination of sum-product networks and affine flows, resulting in a deep mixture with intermediate linear change of variable operations. However, their approach requires to store and update Givens or the Householders factorized over all input streams.

Each DRMM layer defines a mixture distribution of $K$ components over parametric families $f_s$, factorized over all input streams $s = 1, 2, \ldots, S$:

$$ p(X | \theta) = \sum_{h=1}^{K} \text{Pr}(h | \theta) p(X | h, \theta) = \sum_{h=1}^{K} \sum_{s=1}^{S} w_h \prod_{s=1}^{S} f_s(x_s | h, \theta_s), \quad (1) $$

3 Deep Residual Mixture Models

Fig. 3 illustrates the DRMM architecture. We denote layer indices by superscripts, but drop them for brevity when not relevant. Each DRMM layer is a mixture model that encodes the input $X$ as a categorical latent variable $h$, which denotes a mixture component membership. The $M^{-1}$ block reconstructs the input using $h$ as $\hat{X} \approx X$, which then gives the modeling residual $R = X - \hat{X}$. Deep models are constructed by stacking multiple layers so that each layer observes both the residual and the latent state that produced the residual of the previous layer.

Data Stream Notation To allow layers to observe and process the residuals, latents, and their subsequent residuals in a unified manner, we utilize the concept of data streams: Each input data point is a tuple $X = [x_1, x_2, \ldots]$, where the subscripts are stream indices and the vectors $x$ represent either real-valued multivariate data or log-probability distributions over a categorical variable.

Similarly, $\hat{X} = [\hat{x}_1, \hat{x}_2, \ldots]$, and $R = [r_1, r_2, \ldots] = X - \hat{X} = [x_1 - \hat{x}_1, x_2 - \hat{x}_2, \ldots]$. The latent state $h$ of each layer becomes an additional categorical input stream for the next layer as $X^{(i+1)} = [x_1^{(i+1)}, x_2^{(i+1)}, \ldots] = [\hat{r}_1^{(i)}, \hat{r}_2^{(i)}, \ldots, h^{(i)}]$, where $h^{(i)} = \log(\text{smooth}(\text{onehot}(h^{(i)})))$ and smooth($\cdot$) denotes Laplace smoothing.

Intuition DRMM layers progressively extract more information from the input and encode the information into the latent variables. This allows deeper models to build richer latent representations. As illustrated in Fig. 4, a DRMM layer is conceptually similar to a node of a tree-based hierarchical GMM. However, instead of having multiple children per node, we have only a single next layer. The next layer can construct a more precise model with the same number of components, provided that multiple input density modes map to a single residual density mode.

3.1 Single Layer Likelihood

DRMMs are trained in Maximum Likelihood fashion, by maximizing the average $\log p(X^{(1)} | \theta)$, where $\theta$ denotes model parameters. We first detail the likelihood model of a single layer, which we later extend to deep models in Sec. 3.3.

Each DRMM layer defines a mixture distribution of $K$ components over parametric families $f_s$, factorized over all input streams $s = 1, 2, \ldots, S$:
where $\theta = [w_1, \ldots, w_K, \theta_1, \ldots, \theta_S]$ and $\theta_s$ denotes parameters specific to stream $s$. We assume that component weights $w^{(L)} \in \Delta^{K^{(L)} - 1}$. Depending on the data-type of the stream $s$, $f_s$ either takes the form of an isotropic Gaussian density (real-valued streams), i.e.,

$$f_s(x_s | h, \theta_s) = N(x_s | \mu_{h,s}, \sigma^2_s I),$$

or of a categorical distribution (discrete streams, e.g., latent encodings), i.e.,

$$f_s(x_s | h, \theta_s) = \prod_i p_{y_i}^{h,s},$$

where $y = \text{softmax}(x)$ and $p_{h,s}$ is a vector of probabilities.

To avoid computational precision issues, we operate in log-domain, where the product in Eq. (1) becomes a summation that can be divided into two parts:

$$\log \prod_{s=1}^{S} f_s(x_s | h, \theta_s) = \sum_{r \in S_{\text{real}}} \left( -\frac{1}{2\sigma^2_r} \|x_r - \mu_{h,r}\|^2 - N_r \log \sigma_r - \frac{N_r}{2} \log 2\pi \right) + \sum_{c \in S_{\text{cat}}} \text{softmax}(x_c)^T \log p_{h,c},$$

where $S_{\text{real}}$ and $S_{\text{cat}}$ are the sets of real-valued and categorical input streams and $N_r$ is the number of elements in $x_r$.

It should be noted that the categorical distribution in Eq. (3) is correctly normalized only if $y = \text{softmax}(x)$ is one-hot. However, if one interprets $y$ as describing a population of categorical samples, the cross-entropy term in Eq. (4) gives the correct average log-likelihood for the population. Accordingly, the residual describes the population of reconstruction errors. The population interpretation is also compatible with the real-valued $x$, if treating $x$ as the population mean and assuming zero population variance.

### 3.2 The M and M\(^{-1}\) Blocks

The M-block in Fig. 3 samples $h \sim \text{Pr}(h | X, \theta) \propto \text{Pr}(h | \theta) p(X | h, \theta) = w_h \prod_{s=1}^{S} f_s(x_s | h, \theta_s)$. The M\(^{-1}\) block maps the $h$ back to input domain $\hat{X} = [\hat{x}_1, \hat{x}_2, \ldots]$, which then gives the residual as $R = X - \hat{X}$. For a real-valued input stream, $\hat{x}_i = \mu_{h,i}$. For categorical streams, $\hat{x}_i = p_{h,i}$.

### 3.3 Likelihood for a Deep Model

A multilayer model’s likelihood for the observable inputs $X^{(1)}$ requires a marginalization over all the latents:

$$p(X^{(1)} | \theta) = \sum_{h^{(1)}} \ldots \sum_{h^{(L)}} p(X^{(1)}, h^{(1)}, \ldots, h^{(L)} | \theta).$$

Figure 4: A DRMM layer assigns each input vector to a mixture component, similar to a node of a tree-based hierarchical GMM. However, instead of child nodes receiving subsets of the data, all the data is transformed to the residual space and passed to a single next layer.
To train DRMMs, we maximize the average log-likelihood

\[ p(X^{(i+1)}) = p([R^{(i)}, h^{(i)}]) = p(R^{(i)}, h^{(i)}). \]

The residual computation \( R = X - \hat{X} \) is a simple shift operation that does not squeeze or expand the distribution of \( X \) and the shift \( \hat{X} \) is constant given \( h \). In other words, the mapping \( R = f_h(X) = X - \hat{X} \) is invertible with \( \det \nabla_R f_h^{-1}(R) = 1 \) and we have:

\[ p(R^{(i)}, h^{(i)}) = p(X^{(i)}, h^{(i)}). \]

Hence, \( p(X^{(i+1)}) = p(X^{(i)}, h^{(i)}) \), which can be used to recursively obtain:

\[ p(X^{(1)}, h^{(1)}, \ldots, h^{(L)} | \theta) = p(X^{(2)}, h^{(2)}, \ldots, h^{(L)} | \theta) = \ldots = p(X^{(L)}, h^{(L)} | \theta). \]

Substituting this to Eq. (5) and writing the summation as an expectation over \( h^{(i)} \sim q(h^{(i)}) \), we obtain:

\[ p(X^{(1)} | \theta) = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} p(X^{(L)} | \theta) \]

\[ = \mathbb{E}_{h^{(1)} \sim q(h^{(1)}), \ldots, h^{(L)} \sim q(h^{(L-1)})} \left[ \frac{1}{q(h^{(1)}), \ldots, q(h^{(L-1)})} p(X^{(L)} | \theta) \right]. \]

In practice, the expectation is approximated as an average over samples. Fig. 2 demonstrates this using 32 samples. As explained in Sec. 3.2, we use \( q(h^{(i)}) \propto w_{h^{(i)}} \prod_{s=1}^{S} f_s(x^{(l)}_s | h^{(i)}, \theta^{(l)}_s) \).

The likelihood of Eq. (9) equals the last layer’s \( K \)-component mixture evaluated for all the \( K^{L-1} \) possible \( X^{(L)} \) produced by the latents of the previous layers. This results in the up to \( K^L \) likelihood modes visible in Fig. 2.

### 3.4 Training

To train DRMMs, we maximize the average log-likelihood \( \frac{1}{N} \sum_{i=1}^{N} \log p(X^{(1)}_i, \theta) \), where the sum is over training samples. We implement this using randomly sampled minibatches of data, single-sample estimates of Eq. (10), and taking an Adam [29] optimization per minibatch.

Directly optimizing the likelihood is prone to getting stuck at local optima. We mitigate this using curriculum learning [30] and a 3-stage curriculum:

**Stage 1:** Pretrain to maximize a proxy objective \( \sum_{l=1}^{L} \mathcal{L}_l \), where \( \mathcal{L}_l \) denotes the log-likelihood of a DRMM constituted by the first \( l \) layers. The rationale for this is that shallower models are easier to optimize, and training the first layers as a shallow model provides a good initialization for a deeper model. We also stop gradients between layers and simplify the likelihood by omitting the \( w_h \) and the categorical latent stream terms.

**Stage 2:** Continue pretraining, but including the categorical latent streams in the likelihood. This makes the optimization objective more complex, but is required to allow modeling the probability of different combinations of \( h \).

**Stage 3:** Remove the gradient stops, include the \( w_h \), and linearly interpolate from the proxy objective to the true log-likelihood. We also drop Adam learning rate by a factor of 0.1 and then linearly anneal it to zero during the stage.
The priors are applied layerwise and transformed to the residual output space for the next layer. In effect, the priors flow through the network with the data considered a prior that is zero where the constraint is not satisfied. Additional priors and constraints can be added similar to a conventional GMM. As discussed in Sec. 1, for a mixture component with mean $\mu$ and covariance $\Sigma$, a prior $q(x)$ is implemented as a component weight multiplier $c = \int q(x) \mathcal{N}(x | \mu, \Sigma) \, dx$. A constraint is considered a prior that is zero where the constraint is not satisfied.

The priors are applied layerwise and transformed to the residual output space for the next layer. In effect, the priors flow through the network with the data and inform each layer’s mixture component mean for which $\sum m_r h, r, n = 0$. Known/conditioning variables have $m = 1$ as a default, but other values can be used to adjust the confidence/weight of each variable. The multipliers of an input stream also apply to the corresponding residual output stream. Because of the isotropic covariances and the factorization over streams, the contributions of each stream and variable combine additively in Eq. (4). Thus, to allow conditioning on only a subset of variables, we can augment Eq. (4) with per-stream and per-variable multipliers $m_{r,n}$ and $m_c$:

$$
\log \prod_{s=1}^{S} f_s(x_s | h, \theta_s) = \sum_{r \in \mathcal{S}_{\text{real}}} \sum_{n=1}^{N_r} m_{r,n} \left( -\frac{1}{2\sigma_r^2} (x_{r,n} - \mu_{h,r,n})^2 - \log \sigma_r - \log 2\pi \right) + \sum_{c \in \mathcal{S}_{\text{cat}}} m_c \text{softmax}(x_c) \log p_{h,c}. \tag{11}
$$

Unknown/sampled variables have $m = 0$ and no effect on $h$. Known/conditioning variables have $m = 1$ as a default, but other values can be used to adjust the confidence/weight of each variable. The multipliers of an input stream also apply to the corresponding residual output stream.

In case all multipliers are either zero or one, Eq. (11) can be understood as marginalising out variables for which $m = 0$ and conditioning on the remaining variables for which $m = 1$. See App. A for details.

**Priors and Constraints** Additional priors and constraints can be added similar to a conventional GMM. As discussed in Sec. 1, for a mixture component with mean $\mu$ and covariance $\Sigma$, a prior $q(x)$ is implemented as a component weight multiplier $c = \int q(x) \mathcal{N}(x | \mu, \Sigma) \, dx$. A constraint is considered a prior that is zero where the constraint is not satisfied.

The priors are applied layerwise and transformed to the residual output space for the next layer. In effect, the priors flow through the network with the data and inform each layer’s $h$. Substituting $x = x_r + \hat{x}$ to the constraint equality $a^\top x + b > 0$, one gets the residual constraint $a_r^\top x_r + b_r > 0$, where $a_r = a, b_r = b + a^\top \hat{x}$. The same can be applied to equalities $a^\top x + b = 0$. For Gaussian priors, one only needs to shift the prior mean by $-\hat{x}$, similar to each input vector.

Figure 5: Effect of the training curriculum on sample quality and log-likelihood. Samples are visualized at the end of each training stage. The model has 4 layers, 16 components per layer.

The effect of the curriculum is visualized in Fig. 5. Each stage uses one third of a given total training iteration budget. Stage 1 ensures that samples and mixture components cover the training data, stage 2 increases sample precision, and stage 3 further increases the log-likelihood, although there is no clear difference in visual sample quality in this simple 2D example.

To prevent ‘orphan’ components that get assigned no data, stages 1 and 2 also use a regularization loss term that penalizes the distance of each component to its closest input:

$$
\frac{1}{K} \sum_{k=1}^{K} \alpha \max_x \log p(X_i | h, \theta), \text{ with } \alpha = 0.001. \tag{11}
$$

It is also noteworthy that the residual connections allow gradient propagation between layers, despite the sampled $h$. We did also test propagating gradients directly through the samples using reparameterized Gumbel-Softmax [14, 15], but found this to be unstable in our case.

3.5 Sampling

To sample from a trained model, one feeds in data $X$ and samples the $h \sim \Pr(h | X, \theta)$ for all $L$ layers. A corresponding input-space sample is obtained as $\sum_{l=1}^{L} \hat{x}^{(l)}$. Optionally, one may add Gaussian noise using the last layer’s $\sigma^2$ to approximate the variance not modeled by the $h$. The noise is added in Fig. 2 to make the samples consistent with the likelihood plots, but we omit it elsewhere.

In effect, each sampled $\sum_{l=1}^{L} \hat{x}^{(l)}$ is an input-space multilayer mixture component mean.
We train a DRMM with 10 layers and 256 components per layer, using 1M random skeletal configurations. We also quantitatively verify that the benefits of depth outweigh the growth in model size.

With \( L \) layers and \( K \) components per layer, there are \( K^L \) possible latent variable combinations, each corresponding to a multilayer mixture component mean \( \sum_{i=1}^{L} \mu^{(i)} \) (see Sec. 3.5). However, unless the data is suitably self-similar like the Sierpinski fractal in Fig. 2, some of the components may lie outside the data manifold, and will be assigned low sampling probabilities through the weights \( w_h \) and the categorical input stream terms in Eq. (4) and Eq. (11). Preventing this, as done in the curriculum stage 1, allows the off-manifold samples shown in Fig. 5. In other words, how many of the \( K^L \) components are useful in practice depends on how well the data matches DRMM’s inductive bias of self-similarity.

The number of model parameters grows quadratically with depth. Denoting the sum total of input stream variables as \( D \), a DRMM component has \( D \) parameters for the \( \mu \), \( p \) and one parameter for \( w \). A layer has \( K \) components and a scalar \( \sigma \), assuming a single real-valued 1st layer input stream. Thus, a layer has \( (D + 1)K + 1 \approx DK \) parameters. With \( h \in \mathbb{R}^K \) appended to layer outputs, dimensionality grows as \( D_l = D_0 + (l - 1)K \), where \( l \) is layer index. Substituting this to \( DK \) and summing over \( L \) layers results in a total of \( D_1LK + 0.5L(L - 1)K^2 \) model parameters, or \( O(L^2) \).

4 Experiments

The experiments below demonstrate the uniquely flexible sampling of DRMMs in two applications. We also quantitatively verify that the benefits of depth outweigh the growth in model size.

4.1 Constrained Inverse Kinematics

Fig. 6 demonstrates DRMM forward sampling in inverse kinematics, a common problem in robotics and computer animation. IK solvers output the skeletal joint angles given one or more end-effector goal positions and constraints. This is only simple for chains of two bones, and iterative optimization and/or machine learning methods are needed for more complex skeletal structures [31–33]. Typically, multiple solutions exist for each IK problem, and it would be beneficial to have a generative model that can sample alternative solutions.

We train a DRMM with 10 layers and 256 components per layer, using 1M random skeletal configurations of the 2D humanoid in Fig. 6. The training data are 30D vectors comprising root position and rotation, joint angles, and the world coordinates of hands, feet, top of the head, and center of mass. As illustrated in Fig. 6, the model correctly infers both root and joint parameters to approximately satisfy the goals and constraints. The samples are not perfect, but they are good enough to allow correction using an established local IK solver such as CCD [34, 35]. Fig. 6 visualizes the 10 samples with the highest likelihood from a batch of 64, the most likely sample in black. We know of no other machine learning based IK solution that allows one to add an arbitrary number of goals and constraints after only training once with random data.

4.2 Animation Synthesis

The supplemental material provides video examples of animation synthesis where a 4-layer DRMM with 512 components per layer is trained with short movement sequences extracted from the Ubisoft LaForge motion capture dataset [36] (license: CC BY-NC-ND 4.0). Animation frames are encoded as vectors of character joint coordinates. The model is used to autoregressively sample the next poses, conditioned on both previous poses and movement goals. The same model can easily be conditioned
Figure 6: 10-layer DRMM samples of humanoid root position, rotation, and joint angles, conditioned on goals and inequality constraints for head, hands, and/or feet. Uniquely, our model allows adding any combination of goals and constraints after training.

Figure 7: Sample quality (F1 score) and training data log-likelihood w.r.t. DRMM depth and the number of model parameters. Deeper models perform consistently better.

with combinations of goals. The videos demonstrate this in two cases: 1) specifying both desired position (a flag that appears at random location) and desired facing direction (facing towards the goal), and 2) only specifying the desired position. As one would expect, the latter case makes more varied movements emerge, e.g., walking backwards and hopping sideways towards the goal. Implementation and training data details are given in App. C.

Qualitatively, the results are good considering that we do not employ techniques like explicit annotation and processing of foot contacts to prevent unnaturally sliding feet [36]. Our training clips also contain some intended sliding at rapid turns, which is faithfully reproduced by the model. The generated poses are also natural, without any explicit regularizaton such as implementing the forward kinematics as part of the compute graph [37]. In addition to generating animations as such, our model should be directly applicable in Deep Reinforcement Learning (DRL) for motion control, as a more flexible substitute for the kinematic reference trajectory generators utilized by state-of-the-art architectures [38, 39].

4.3 Validating the Benefits of Depth

DRMM’s quadratic parameter growth with depth, combined with the need for self-similar data for best-case deep model performance pose a research question: With real-world data, do deep models yield better performance with respect to model size? To investigate this, Fig. 7 compares DRMMs of various depths and sizes. Deeper models do perform consistently better, at least with our datasets. For the 1-layer model, we train from 64 to 1024 mixture components. For the deeper models, we select component counts that yield similar model sizes. The IK data is the same as in Sec. 4.1. The motion capture data is all the 150k 1-second segments (30 frames, 60 variables per frame) in the dataset of Sec. 4.2. Sample quality is measured as F1 scores—harmonic mean of precision and recall—using the approach of Kynkäänniemi et al. [40].
5 Limitations

DRMM performance depends greatly on how well the residuals of data assigned to each mixture component align in a way that allows the next layer to model a more simple distribution. Presently, the residual computation is a very simple geometric transform, and we hypothesize that there are other suitable transforms that improve the alignment. For instance, one might learn a per-component scaling and rotation of the residuals that maximizes the alignment. On the other hand, this makes handling priors and constraints more complicated, as they would need to be similarly scaled and rotated. For example, a simple Gaussian prior with diagonal covariance would need a full covariance matrix after a rotation.

6 Conclusion

We have presented the DRMM, a generative model that combines the benefits of classical GMMs with the (best-case) exponential capacity growth of modern deep architectures. We contribute through the novel residual connection and latent variable augmentation architecture, which allows extremely flexible sample conditioning and constraining without re-training the model. In essence, one can train a DRMM without a priori knowledge of multivariate relations, and then predict anything from anything. We demonstrate this in constrained inverse kinematics and controllable animation synthesis. It should also be possible to combine DRMMs with neural architectures that utilize mixture models or vector quantization as a building block [41, 11], substituting a DRMM as a more scalable and versatile alternative.
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A Marginalisation in DRMMs

Recall that the probability density function of a DRMM can be written as follows:

\[ p(X^{(1)} | \boldsymbol{\theta}) = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} p^{(L)}(X^{(L)} | \boldsymbol{\theta}) = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} w_{h^{(L)}} \prod_{s=1}^{S} f_s(x_s^{(L)} | h^{(L)}, \boldsymbol{\theta}). \] (12)

Let the first stream encompass all real-valued inputs. This allows us to express the above as:

\[ p(X^{(1)} | \boldsymbol{\theta}) = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} w_{h^{(L)}} \prod_{s=2}^{S} f_s(x_s^{(L)} | h^{(L)}, \boldsymbol{\theta}) N(x_1^{(L)} | \mu_{1,h^{(L)}}, (\sigma_1^{(L)})^2 \mathbf{I}) \] (13)

Now, note that \( N(x | \mu, C) = N(x + b | \mu + b, C) \) for any vector \( b \), and the residual computation gives \( x_1^{(L)} = x_1^{(1)} - \hat{x}_1^{(1)} - \ldots - \hat{x}_1^{(L-1)} \). Therefore, we can select \( b = \hat{x}_1^{(1)} + \ldots + \hat{x}_1^{(L-1)} \) to express the density in terms of the observable 1st layer inputs \( \hat{x}_1^{(1)} \):

\[ p(X^{(1)} | \boldsymbol{\theta}) = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} w_{h^{(L)}} \prod_{s=2}^{S} f_s(x_s^{(L)} | h^{(L)}, \boldsymbol{\theta}) N(x_1^{(1)} | \mu_{1,h^{(L)}}, (\sigma_1^{(L)})^2 \mathbf{I}) \] (14)

where \( \mu_{1,h^{(L)}} + b = \sum_{l=1}^{L} \hat{x}_1^{(l)} \) follows from the reconstruction of real-valued layer input equaling the selected component mean, \( \hat{x}_1^{(l)} = \mu_{1,h^{(l)}} \).

To allow marginalization, let \( x_1^{(1)} = \{y_1^{(1)}, z_1^{(1)}\} \) denote the decomposition of \( x_1^{(1)} \) into observed variables \( y_1^{(1)} \) and those that we aim to marginalise out \( z_1^{(1)} \). Then, by exchanging the order of integration and summation, the marginal probability density function of a DRMM is given by:

\[ p(Y^{(1)} | \boldsymbol{\theta}) = \int_{z} \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} w_{h^{(L)}} \prod_{s=2}^{S} f_s(x_s^{(L)} | h^{(L)}, \boldsymbol{\theta}) N(x_1^{(1)} | \mu_{1,h^{(L)}}, (\sigma_1^{(L)})^2 \mathbf{I}) \, dz \]

\[ = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} w_{h^{(L)}} \prod_{s=2}^{S} f_s(x_s^{(L)} | h^{(L)}, \boldsymbol{\theta}) \int_{z} N(x_1^{(1)} | \mu_{1,h^{(L)}}, (\sigma_1^{(L)})^2 \mathbf{I}) \, dz \]

\[ = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} w_{h^{(L)}} \prod_{s=2}^{S} f_s(x_s^{(L)} | h^{(L)}, \boldsymbol{\theta}) \int_{z} N(z_1^{(1)}, y_1^{(1)} | \mu_{1,h^{(L)}}, (\sigma_1^{(L)})^2 \mathbf{I}) \, dz \]

\[ = \sum_{h^{(1)}} \cdots \sum_{h^{(L-1)}} w_{h^{(L)}} \prod_{s=2}^{S} f_s(x_s^{(L)} | h^{(L)}, \boldsymbol{\theta}) N(y_1^{(1)} | \mu_{1,h^{(L)}}, (\sigma_1^{(L)})^2 \mathbf{I}), \] (15)
In other words, the terms corresponding to the marginalized variables are simply omitted, which is in practice convenient to implement using the multipliers \( m_{r,n} \) in Eq. (11). Note that Eq. (11) additionally considers the per-stream multipliers \( m_c \) for categorical streams, assuming a general case where the first layer can have multiple input streams and types. Marginalizing over a categorical variable amounts to dropping out a whole stream, as each categorical stream represents a single variable.

## B DRMMs as GMMs

Sec. 3.5 informally observes that the sum of all layers’ reconstructions \( \sum_{l=1}^{L} \hat{x}^{(l)} \) can be considered as an input-space multilayer mixture component mean. This can also be seen by collecting terms of Eq. (14) as:

\[
p(X^{(1)} | \theta) = \sum_{h^{(1)}=1}^{K_h} \cdots \sum_{h^{(L)}=1}^{K_h} w_{h^{(L)}} \prod_{s=2}^{S} f_s(x_s^{(L)} | h^{(L)}, \theta) N(x_1^{(1)} | \sum_{l=1}^{L} \hat{x}^{(l)}), (\sigma_1^{(L)})^2 \mathbf{I})
\]

This is in the form of a GMM with \( K^L \) components resulting from all the possible additive combinations of the layer component means \( \sum_{l=1}^{L} \hat{x}^{(l)} = \sum_{l=1}^{L} \mu_{1,h^{(l)}} \). The multilayer component weights \( \gamma_{h^{(L)}} \) are computed as a function of the last layer’s component weights \( w_{h^{(L)}} \) and the categorical stream \( f_s \) terms. The latter, in turn, incorporate the other layer latents \( h^{(1)}, \ldots, (L-1) \) through \( x_s^{(L)} = x_1^{(1)} - \hat{x}_s^{(1)} - \cdots - \hat{x}_s^{(L-1)} = x_1^{(1)} - p_{s,h^{(1)}} - \cdots - p_{s,h^{(L-1)}} \).

## C Implementation details

### C.1 Animation Synthesis

**Data selection** The animation synthesis of Sec. 4.2 utilizes the following Ubisoft LaForge dataset motion clips: `run1_subject2`, `run1_subject5`, `run2_subject1`, `run2_subject4`, `sprint1_subject2`, `walk1_subject1`, `walk1_subject2`, `walk2_subject5`, `walk2_subject1`, `walk2_subject3`, `walk2_subject4`, `walk3_subject1`, `walk3_subject2`, `walk3_subject3`, `walk3_subject4`, `walk3_subject5`.

The whole LaForge dataset contains highly diverse motions. The selected subset comprises all the walking and running locomotion clips with one sprinting clip omitted due to very extensive foot sliding in rapid turns. If the clip is included, it provides an easy “shortcut” and almost every synthesized direction change utilizes the sliding instead of performing more complex inference about foot placement.

**Data preprocessing** The dataset was first imported to the Unity 3D game engine and global 3D joint positions (60 variables per frame) were exported from there as .csv files at 30 frames per second. This was split to segments of 40 frames, yielding a total of 152993 segments. The segments were partitioned as shown in Fig. 8 into sampled next poses and the context and goals that the samples were conditioned on. The segments were also normalized by applying a translation and rotation such that in the current frame (last context frame), the character is at origin and facing the x-axis.

The averaging of frames over time in the context and goals, shown in Fig. 8, reduces variance that is not relevant to the movement control task. For the goal frames, only the character root position was used and the average forward vector was also added to the goal variables. This allows conditioning independently on where the character should be facing and where it should move. The resulting training data vectors comprise a total of 487 variables each, i.e., this example demonstrates DRMM in a moderately high-dimensional problem.

**Sampling** During inference, the randomly placed flagpole’s position gives the root position goal, and the direction of the goal gives the desired forward vector or facing direction. When only conditioning on movement target but not the facing direction, the forward vector is considered as unknown. As
the goals can be beyond reach for some movement states (e.g., flagpole too far to reach within the limited planning horizon defined by the training data segment lengths), we utilize DRMM’s flexible conditioning by first sampling a population of possible goals conditioned on the context. The mean and standard deviation of the samples is used to clip the actual goals to within 3.5 standard deviations of the mean. The clipped goals are then used to condition the sampled next poses/frames. We sample and display 5 poses at a time. The sampled poses are appended to the end of the context to autoregressively inform subsequent samples.

Movement style The data includes the actors switching between multiple locomotion styles like a crouched old man and happy hopping, which explains the occasional style change in the synthesized results, as we do not explicitly condition on style. Style conditioning should be possible, though, by labeling the motion frames into categories and using this data as an additional categorical input stream. To minimize manual style annotation labour, training should also be possible in a semi-supervised manner, by considering style as unknown for non-labeled frames.

![Diagram](image)

Figure 8: Partitioning of motion capture segments into sampled next poses and context and goals that the samples are conditioned on.

C.2 Truncated Sampling

To reduce outliers, one can sample the latent \( h \) with truncation, zeroing out component sampling probabilities below \( \alpha_t \max_k p_k \), where \( p_k \) is the sampling probability of mixture component \( k \). We use \( \alpha_t = 0.05 \) during inference and \( \alpha_t = 0.5 \) during training. The higher truncation during training results in underestimating the variance of data modeled by each component. Although this allows a form of overfitting, it also improves mode separation in deep models. For instance, with \( \alpha_t = 0.5 \) during training, the 5-layer Sierpinsky likelihood in Fig. 2 correctly shows all the component means, but \( \alpha_t = 0.05 \) makes the 5-layer likelihood blurred and approximately similar to the 4-layer model.

C.3 Training Time

We use 50k training iterations for the 2D plots, 500k iterations for IK and animation results, and 50k for the quantitative results in Fig. 7. Even the heaviest models can be trained in a matter of hours on a single NVIDIA 2080GTX GPU.

C.4 Hyperparameters

No exhaustive search of hyperparameters was conducted. Hyperparameters were iterated manually over a few months of development. Most parameters were initially decided based on testing with simple 2D data (Fig. 2), with which training a DRMM took less than a minute on a personal computer, allowing rapid iteration. Table 1 summarizes the hyperparameter choices.

C.5 F1 Scores in Fig. 7

The F1 score is the harmonic mean of precision and recall: 
\[ F_1 = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}} \]
We add \( \epsilon \) to the denominator to handle zero precision and recall. We compute precision and recall using the method and code of Kynkäänniemi et al. [40], using 20k samples (or full dataset for smaller datasets) and batch size 10k.

\[ ^1 \text{https://github.com/kynkaat/improved-precision-and-recall-metric} \]
To save computing resources, we did not average the F1 scores in Fig. 7 over multiple training runs. Nevertheless, the results should be reliable, as each plotted curve is already the result of multiple training runs, one per plotted point, and if there was significant randomness, the curves would not behave as consistently as in observed in Fig. 7.

| Parameter                                              | Value               |
|--------------------------------------------------------|---------------------|
| Learning rate                                          | 0.005 (2D tests)    |
|                                                        | 0.002 (other)       |
| Laplace smoothing amount (Sec. 3)                       | $10^{-8}$           |
| Regularization loss weight (Sec. 3.4)                  | 0.1                 |
| Sampling truncation threshold (App. C.2)               | 0.05 (inference)    |
|                                                        | 0.5 (training)      |