Appearance of inaccurate results in the MUSIC algorithm with inappropriate wavenumber

Won-Kwang Park

Abstract. MUltiple SIgnal Classification (MUSIC) is a well-known non-iterative location detection algorithm for small, perfectly conducting cracks in inverse scattering problems. However, when the applied wavenumbers are unknown, inaccurate locations of targets are extracted by MUSIC with inappropriate wavenumbers, a fact that has been confirmed by numerical simulations. To date, the reason behind this phenomenon has not been theoretically investigated. Motivated by this fact, we identify the structure of MUSIC-type imaging functionals with inappropriate wavenumbers by establishing a relationship with Bessel functions of order zero of the first kind. This result explains the reasons for inaccurate results. Various results of numerical simulations with noisy data support the identified structure of MUSIC.
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1 INTRODUCTION

Inverse scattering problem for imaging a single, perfectly conducting crack in $\mathbb{R}^2$ satisfying a Dirichlet boundary condition has been studied in [9]. In this remarkable research, Newton-type iterative reconstruction algorithm has been suggested. Generally, for a successful application, a good initial guess close to the unknown crack is needed to guarantee convergence. Furthermore, it generally requires a large amount of computational time, and it is hard to extend to the reconstruction of multiple cracks.

For an alternative, non-iterative algorithms have been developed. Among them, MUltiple SIgnal Classification (MUSIC)-type algorithm is applied to the problem for detecting small inhomogeneities or crack-like defects, refer to [1, 3–5, 8, 14, 16, 17, 21] and references therein. However, for obtaining a good result, the value of applied wavenumber must be known. If not, an inaccurate locations or shapes of
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targets are extracted via MUSIC. Until now, this fact has been examined through the results of numerical simulations. In recent work [19], an analysis of MUSIC for detecting point-like scatterers has been considered but a suitable mathematical theory about the structure of MUSIC-type imaging functional for detecting cracks must be established to diagnose such phenomenon.

In this contribution, we identify the structure of MUSIC-type imaging functional of small, perfectly conducting cracks with unknown wavenumber by finding a relationship with Bessel function of order zero of the first kind. This is based on the fact that the far-field pattern can be presented as an asymptotic expansion formula in the existence of small crack. Derived structure tells us theoretical reason of appearance of inaccurate locations through MUSIC algorithm.

The rest of the investigation is arranged as follows. In Section 2, two-dimensional direct scattering problem and MUSIC-type imaging algorithm are introduced briefly. The structure of MUSIC-type imaging functional without information of applied wavenumber is identified in Section 3. In Section 4, corresponding results of numerical simulation is exhibited. Finally, a short conclusion is mentioned in Section 5.

2 DIRECT SCATTERING PROBLEM AND MUSIC ALGORITHM

Let $\Gamma_m$, where $m = 1, 2, \cdots, M$, be a linear crack of length $2h$ centered at $z_m$, and let $\Gamma$ be the collection of $\Gamma_m$. Assume that $\Gamma_m$ are sufficiently separated from each other.

In this paper, we consider Transverse Magnetic (TM) polarization. Let $u(x, \theta) \in C^2(\mathbb{R}^2 \setminus \Gamma) \cap C(\mathbb{R}^2)$ be the time-harmonic total field that satisfies the following Helmholtz equation:

$$
\begin{align*}
\triangle u(x, \theta) + k^2 u(x, \theta) &= 0 \quad \text{in} \quad \mathbb{R}^2 \setminus \Gamma, \\
ue(x, \theta) &= 0 \quad \text{on} \quad \Gamma. 
\end{align*}
$$

(2.1)

where $\theta$ is an incident direction on the two-dimensional unit circle $\mathbb{S}^1$ centered at the origin, and $k = 2\pi/\lambda$ denotes a strictly positive wavenumber with wavelength $\lambda$. Throughout this paper, we assume that $k^2$ is not an eigenvalue of (2.1), $h \ll \lambda$, and sufficiently large such that

$$
k|z_m - z_m'| \gg 0.25.
$$

(2.2)

Note that $u(x, \theta)$ can be decomposed as $u(x, \theta) = u_{\text{inc}}(x, \theta) + u_{\text{scat}}(x, \theta)$, where $u_{\text{inc}}(x, \theta) = e^{ik\theta \cdot x}$ is the given incident field, and $u_{\text{scat}}(x, \theta) \in C^2(\mathbb{R}^2 \setminus \Gamma) \cap \ldots$
\( \mathcal{C}(\mathbb{R}^2) \) is the unknown scattered field that satisfies the Sommerfeld radiation condition

\[
\lim_{|x| \to \infty} \sqrt{|x|} \left( \frac{\partial u_{\text{scat}}(x, \theta)}{\partial |x|} - iku_{\text{scat}}(x, \theta) \right) = 0
\]

uniformly in all directions \( \theta = x/|x| \).

The far-field pattern \( u_\infty(\vartheta, \theta) \) of the scattered field \( u_{\text{scat}}(x, \theta) \) is defined on the two-dimensional unit circle \( S^1 \). It can be represented as

\[
u_{\text{scat}}(x, \theta) = e^{ik|x|/|x|} \left\{ u_\infty(\vartheta, \theta) + O\left( \frac{1}{|x|} \right) \right\}
\]

uniformly in all directions \( \theta = x/|x| \) and \( |x| \to \infty \).

From [3], note that \( u_\infty(\vartheta, \theta) \) can be represented by the following asymptotic form.

**Lemma 2.1.** Let \( u(x, \theta) \) satisfy (2.1). Then the following asymptotic expansion formula holds uniformly for \( 0 < h < 2 \) and \( h \ll \lambda \):

\[
u_{\infty}(\vartheta, \theta) = -\frac{2\pi}{\ln(h/2)} \sum_{m=1}^{M} u_{\text{inc}}(z_m, \theta) u_{\text{inc}}(z_m, \vartheta) + O\left( \frac{1}{|\ln h|^2} \right)
\]

\[
\approx -\frac{2\pi}{\ln(h/2)} \sum_{m=1}^{M} e^{ik(\theta - \vartheta) \cdot z_m}.
\]

Equation (2.3) can be applied to establish a MUSIC-type imaging functional. To this end, the eigenvalue structure of the modified sparse row (MSR) matrix \( K = [u_{\infty}(\vartheta_j, \theta_l)]_{j,l=1}^{N} \) is utilized. Suppose \( \vartheta_j = -\theta_j \) for all \( j \). Then \( K \) is a complex symmetric matrix but not Hermitian; thus, instead of eigenvalue decomposition, we perform the Singular Value Decomposition (SVD) of \( K \) (see [6]):

\[
K = \sum_{m=1}^{M} \sigma_m U_m V_m^*, \tag{2.4}
\]

where the superscript \( * \) denotes the Hermitian. Then \( \{U_1, U_2, \ldots, U_M\} \) is the basis for the signal space of \( K \). Therefore, one can define the projection operator onto the null (or noise) subspace, \( P_{\text{noise}} : \mathbb{C}^{N \times 1} \to \mathbb{C}^{N \times 1} \). This projection is given explicitly by

\[
P_{\text{noise}} := I(N) - \sum_{m=1}^{M} U_m U_m^*, \tag{2.5}
\]
where $\mathbb{I}(N)$ denotes the $N \times N$ identity matrix. For any point $x \in \mathbb{R}^2$, a test vector $f(x; k) \in \mathbb{C}^{N \times 1}$ can be defined as
\[
f(x; k) = \frac{1}{N} \left[ e^{i k \theta_1 \cdot x}, e^{i k \theta_2 \cdot x}, \ldots, e^{i k \theta_N \cdot x} \right]^T.
\] (2.6)

As a result, the MUSIC-type imaging functional $E(x; k)$ can be designed as follows:
\[
E(x; k) = \frac{1}{|P_{\text{noise}}(f(x; k))|}.
\] (2.7)

The map of $E(x; k)$ will have peaks of large and small magnitudes at $z_m \in \Gamma$ and $z_m \in \mathbb{R}^2 \setminus \Gamma$, respectively.

### 3 STRUCTURE OF IMAGING FUNCTIONAL

In light of the discussion in the previous section, one must know the exact value of $k$; if the exact value is not known, the exact locations of $\Gamma_m$ cannot be detected. This fact has already been identified in previous research through numerical simulations. Therefore, we explore the structure of (2.7) with an unknown wavenumber.

First, recall the following results.

**Lemma 3.1** (See [1]). For $\theta_n \in \mathbb{S}^1$, $n = 1, 2, \ldots, N$, the left singular vectors $U_m$ of the MSR matrix $\mathbb{K}$ is of the form
\[
U_m \approx f(x; \omega) + \mathcal{O} \left( \frac{1}{\ln |h|^2} \right),
\] (3.1)

for $m = 1, 2, \ldots, M$.

**Lemma 3.2** (See [15]). Assume $\{\theta_n : n = 1, 2, \ldots, N\}$ spans $\mathbb{S}^1$ such that
\[
\theta_n = \left[ \cos \theta_n, \sin \theta_n \right]^T, \quad \theta_n = \theta_1 + (\theta_N - \theta_1) \frac{n - 1}{N - 1},
\]

where $0 = \theta_1 < \theta_2 < \cdots < \theta_{N-1} < \theta_N = 2\pi$. Then for $\theta \in \mathbb{S}^1$, $x \in \mathbb{R}^2$, and sufficiently large $N$,
\[
\frac{1}{N} \sum_{n=1}^{N} e^{i \omega \theta_n \cdot x} = \frac{1}{2\pi} \int_{\mathbb{S}^1} e^{i \omega \theta \cdot x} d\theta = J_0(\omega |x|),
\] (3.2)

where $J_0$ denotes the Bessel function of order zero of the first kind.
Since we assumed that the exact value of $k$ is unknown, let us choose a fixed value of $\eta$ instead of (2.6) and apply the corresponding test vector

$$f(x; \eta) = \frac{1}{N} \left[ e^{i\eta \theta_1 \cdot x}, e^{i\eta \theta_2 \cdot x}, \ldots, e^{i\eta \theta_N \cdot x} \right]^T$$

to (2.7) such that

$$E(x; \eta) = \frac{1}{|P_{\text{noise}}(f(x; \eta))|}.$$  \hspace{1cm} (3.3)

Then, the following result can be obtained.

**Theorem 3.3.** For sufficiently large $N$ and $\omega$, $E(x; \eta)$ is of the form

$$E(x; \eta) \approx \left( 1 - \sum_{m=1}^{M} J_0(|\eta x - kz_m|) + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right) \right)^{-1/2}.$$

**Proof.** Based on (3.1), since $f(z_m k) \approx U_m$ for all $m = 1, 2, \ldots, M$, it follows that

$$P_{\text{noise}}(f(x; \eta)) = \left( \mathbb{I}(N) - \sum_{m=1}^{M} U_m U_m^* \right) f(x; \eta)$$

$$\approx \left( \mathbb{I}(N) - \sum_{m=1}^{M} \left( f(z_m; \omega) + \mathcal{O}(|\ln h|^{-2}) \right) \left( f(z_m; \omega) + \mathcal{O}(|\ln h|^{-2}) \right)^* \right) f(x; \eta)$$

$$= \frac{1}{\sqrt{N}} \left[ e^{i\eta \theta_1 \cdot x} \right. + \sum_{n \in \mathbb{N}_1} e^{ik \theta_1 \cdot z_m e^{i\theta_n \cdot (\eta x - kz_m)} + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right)} \\
\left. e^{i\eta \theta_2 \cdot x} \right] + \sum_{n \in \mathbb{N}_2} e^{ik \theta_2 \cdot z_m e^{i\theta_n \cdot (\eta x - kz_m)} + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right)} \\
\vdots \\
\left. e^{i\eta \theta_N \cdot x} \right] + \sum_{n \in \mathbb{N}_N} e^{ik \theta_N \cdot z_m e^{i\theta_n \cdot (\eta x - kz_m)} + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right)},$$
where \( N_j := \{1, 2, \cdots, N\} \setminus \{j\} \) for \( j = 1, 2, \cdots, N \). Since,
\[
e^{i\eta \theta_j \cdot x} = e^{ik \theta_j \cdot z_m} e^{i\theta_j \cdot (\eta \cdot x - k \cdot z_m)},
\]
applying (3.2), we can evaluate
\[
e^{i\eta \theta_j \cdot x} + \sum_{n \in N_j} e^{ik \theta_j \cdot z_m} e^{i\theta_n \cdot (\eta \cdot x - k \cdot z_m)} = e^{ik \theta_j \cdot z_m} \sum_{n=1}^{N} e^{i\theta_n \cdot (\eta \cdot x - k \cdot z_m)} = Ne^{ik \theta_j \cdot z_m} J_0(\eta \cdot x - k \cdot z_m).
\]
Hence,
\[
\mathbf{P}_{\text{noise}}(f(x; \eta)) = \frac{1}{\sqrt{N}} \begin{bmatrix}
e^{i \eta \theta_1 \cdot x} - \sum_{m=1}^{M} e^{ik \theta_1 \cdot z_m} J_0(\eta \cdot x - k \cdot z_m) + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right) \\
e^{i \eta \theta_2 \cdot x} - \sum_{m=1}^{M} e^{ik \theta_2 \cdot z_m} J_0(\eta \cdot x - k \cdot z_m) + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right) \\
\vdots \\
e^{i \eta \theta_N \cdot x} - \sum_{m=1}^{M} e^{ik \theta_N \cdot z_m} J_0(\eta \cdot x - k \cdot z_m) + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right)
\end{bmatrix}.
\]
Based on this result, it follows that
\[
|\mathbf{P}_{\text{noise}}(f(x; \eta))| = \left( \mathbf{P}_{\text{noise}}(f(x; \eta)) \cdot \overline{\mathbf{P}_{\text{noise}}(f(x; \eta))} \right)^{1/2}
= \left( \frac{1}{N} \sum_{n=1}^{N} \left( 1 - (\Phi_1 + \overline{\Phi_1}) + (\Phi_2 + \Phi_2) \right) + \mathcal{O} \left( \frac{1}{|\ln h|^2} \right) \right)^{1/2},
\]
where
\[
\Phi_1 = \sum_{m=1}^{M} e^{i\theta_n \cdot (\eta \cdot x - k \cdot z_m)} J_0(\eta \cdot x - k \cdot z_m)
\]
\[
\Phi_2 = \sum_{m=1}^{M} e^{ik \theta_n \cdot z_m} J_0(\eta \cdot x - k \cdot z_m).
\]
Applying (3.2) again, we see that

\[
\frac{1}{N} \sum_{n=1}^{N} \Phi_1 = \frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{M} e^{i \theta_n \cdot (\eta x - k z_m)} J_0(|\eta x - k z_m|)
= \sum_{m=1}^{M} \left( \frac{1}{N} \sum_{n=1}^{N} e^{i \theta_n \cdot (\eta x - k z_m)} \right) J_0(|\eta x - k z_m|) = \sum_{m=1}^{M} J_0(|\eta x - k z_m|)^2.
\]

Hence,

\[
\frac{1}{N} \sum_{n=1}^{N} (\Phi_1 + \Phi_1) = 2 \sum_{m=1}^{M} J_0(|\eta x - k z_m|)^2. \tag{3.4}
\]

Since the singular vectors are orthonormal to each other, \( U_m \cdot U_{m'} = 0 \) for \( m, m' = 1, 2, \cdots, M \) and \( m \neq m' \). Hence, based on (2.2),

\[
U_m \cdot U_{m'} \approx \frac{1}{N} \sum_{n=1}^{N} e^{i k \theta_n \cdot (z_m - z_{m'})} = J_0(k |z_m - z_{m'}|)
\approx \sqrt{\frac{2}{k \pi |z_m - z_{m'}|}} \cos \left( k |z_m - z_{m'}| - \frac{\pi}{4} \right) \rightarrow 0.
\]

For \( m, m' = 1, 2, \cdots, M \) and \( m \neq m' \),

\[
\frac{1}{N} \sum_{n=1}^{N} \Phi_2 \Phi_2
= \frac{1}{N} \sum_{n=1}^{N} \left( \sum_{m=1}^{M} e^{i k \theta_n \cdot z_m} J_0(|\eta x - k z_m|) \right) \left( \sum_{m'=1}^{M} e^{-i k \theta_n \cdot z_{m'}} J_0(|\eta x - k z_{m'}|) \right)
= \frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{m'=1}^{M} e^{i k \theta_n \cdot z_m} J_0(|\eta x - k z_m|) e^{-i k \theta_n \cdot z_{m'}} J_0(|\eta x - k z_{m'}|)
= \sum_{m=1}^{M} \sum_{m'=1}^{M} \left( \frac{1}{N} \sum_{n=1}^{N} e^{i k \theta_n \cdot (z_m - z_{m'})} \right) J_0(|\eta x - k z_m|) J_0(|\eta x - k z_{m'}|)
= \sum_{m=1}^{M} \sum_{m'=1}^{M} J_0(k |z_m - z_{m'}|) J_0(|\eta x - k z_m|) J_0(|\eta x - k z_{m'}|)
= \sum_{m=1}^{M} J_0(|\eta x - k z_m|)^2.
\]

\( \tag{3.5} \)
Therefore, by combining (3.4) and (3.5), $|P_{\text{noise}}(f(x; \eta))|$ can be represented as

$$
|P_{\text{noise}}(f(x; \eta))| = \left( 1 - \sum_{m=1}^{M} J_0(|\eta x - k z_m|) + O\left(\frac{1}{\ln h}\right) \right)^{1/2}.
$$

This completes the proof.

**Remark 3.4.** On the basis of the result in Theorem 3.3, we can verify some properties. They can be summarized as follows.

(i) $J_0(x)$ has a maximum value of 1 at $x = 0$; therefore, the map of $E(x; \eta)$ will have plots of the magnitude (theoretically $+\infty$) at $x = (k/\eta)z_m$ instead of at the true location $z_m$ if $h$ is small enough. This is the theoretical reason why inaccurate crack locations are extracted by MUSIC.

(ii) If a crack (centered at $z$) is located at the origin, its true location can be identified exactly for any value of $\eta$ since $kz \equiv 0$. Similarly, if a crack is located on the $x$–axis (or $y$–axis), one can find exact $y$–th (or $x$–th) component of location of crack.

(iii) For any value of $\eta$, we can extract the information of existence and total number of cracks however, exact location of cracks cannot be extracted without a priori information of true value of $k$. Therefore, an effective algorithm for estimating $k$ must be investigated for finding exact location. Corresponding algorithm will be discussed in the next section.

### 4 RESULTS OF NUMERICAL SIMULATIONS AND FINDING EXACT LOCATIONS

In this section, we discuss the results of numerical simulations that support Theorem 3.3. In particular, $N = 16$ different incident and observation directions were applied.

Based on [13], every far-field pattern $u_\infty(\theta_j, \theta_l), j, l = 1, 2, \cdots, N$, was computed by a second-kind Fredholm integral equation along the crack to avoid inverse crime. Next, 20 dB white Gaussian random noise was added to the unperturbed data using the MATLAB `awgn` command.

Three cracks of length $h = 0.05$ were chosen for numerical simulations:

- $\Gamma_1 = \{[s - 0.6, -0.2]^T : -h \leq s \leq h\}$
- $\Gamma_2 = \{R_{\pi/4}[s + 0.4, s + 0.35]^T : -h \leq s \leq h\}$
- $\Gamma_3 = \{R_{7\pi/6}[s + 0.25, s - 0.6]^T : -h \leq s \leq h\}.$
Here, $R_\varphi$ denotes the rotation by $\varphi$.

Figure 1 displays the maps of $E(z; \eta)$ for three small cracks for the true value $k = 2\pi/0.5 \approx 12.5664$. Following the result in Theorem 3.3, the locations of $(k/\eta)z_m$ were identified instead of $z_m$. Notice that the identified locations of $\Gamma_m$ are scattered when $\eta < k$ (see Figure 1a) and concentrated when $\eta > k$ (see Figures 1b and 1c). Figure 2 displays the maps of $E(x; \eta)$ for three small cracks for the true value $k = 2\pi/0.3 \approx 20.9440$. Similar to the results in Figure 1, the locations of $(k/\eta)z_m$ were identified instead of $z_m$. Notice that when $\eta = 20$, since $\eta \approx k$, very accurate locations of $\Gamma_m$ are extracted. Based on the results in Figure 1 and Figure 2, the existence and total number of cracks can be determined, but it is impossible to find true locations without a priori information of $k$.

Following [16, 17], MUSIC can be applied to identify the shapes of extended
cracks or thin electromagnetic inhomogeneities. Thus, we consider shape identification of the arc-like, extended crack

\[ \Gamma_{\text{ext}} = \left\{ \left[ s, 0.5 \cos(0.5s\pi) + 0.2 \sin(0.5s\pi) - 0.1 \cos(1.5s\pi) \right]^T : \ -1 \leq s \leq 1 \right\}. \]

Figure 3 shows the distribution of normalized singular values of \( \mathbb{K} \) and maps of \( \mathbb{E}(z; \eta) \) for various values of \( \eta \), \( N = 32 \) directions, and \( k = 2\pi/0.4 \approx 15.7080 \). Based on [16], the first \( M = 13 \) left-singular vectors were selected to define the projection operator in (2.5).

Similar to the previous examples, since the value of \( \eta \) is different from \( k \), we cannot identify the true shape of \( \Gamma_{\text{ext}} \). Note that if \( \eta = 10 \), since \( \eta < k \), \( \mathbb{E}(x; \eta) \) plots large values at \((k/\eta)z\), \( z \in \Gamma_{\text{ext}} \), i.e., the identified shape of \( \Gamma_{\text{ext}} \) must be larger than the true shape of \( \Gamma_{\text{ext}} \). In contrast, if \( \eta = 20 \) or 25, since \( \eta > k \), the
identified shape of $\Gamma_{\text{ext}}$ must be smaller than the true shape of $\Gamma_{\text{ext}}$. Since $\eta \approx k$ when $\eta = 15$, the identified shape is approximately identical to the true shape of $\Gamma_{\text{ext}}$; however, the exact shape of $\Gamma_{\text{ext}}$ is still unknown. Hence, for any value of $\eta \neq k$, the shape of existing crack $\Gamma_{\text{ext}}$ can be outlined, but identifying its true shape is impossible without exact value of $k$.

On the basis of previous results, we can conclude that if one cannot approximate true value $k$, it is impossible to determine true location/shape of cracks. Hence, let us consider a simple algorithm to estimate the value of $k$ by creating a small scatterer $\Sigma$ located at $y$. Since, for any positive value $\eta$, we can localize $(k/\eta)y$ via the map of $E(z; \eta)$ so that we can estimate $ky$. By using a priori information of location $y$, we can estimate $k$ so that it will correspondingly be possible to identify true shape of $\Gamma_{\text{ext}}$.

Notice that for creating small scatterer $\Sigma$, we must select location $y$ such that $y \notin \Gamma_{\text{ext}}$. If not, we cannot apply this method. Unfortunately, we have no a priori information of $\Gamma_{\text{ext}}$, creating $\Sigma$ must be considered carefully. Based on the previous result, we have information of $(k/\eta)z \in \Gamma_{\text{ext}}$, i.e., for any value of $\eta$, we can find two end-points, say $(k/\eta)z_1$ and $(k/\eta)z_2$, where $z_1$ and $z_2$ are end-points of $\Gamma_{\text{ext}}$. With this, we can generate two lines $L_1$ and $L_2$ such that

$$(k/\eta)z_1 \in L_1 \quad \text{and} \quad (k/\eta)z_2 \in L_2 \quad \text{for any } \eta \geq 0.$$ 

This two lines separate $\mathbb{R}^2$ into two non-overlapped domains $\Omega$ and $\mathbb{R}^2 \setminus \overline{\Omega}$ such that $(k/\eta)z \in \Omega$ for any $\eta \geq 0$ and $z \in \Gamma$, refer to Figure 4. Thus, by creating $\Sigma$ into the $\mathbb{R}^2 \setminus \overline{\Omega}$, we can estimate $k$ and correspondingly almost accurate shape of $\Gamma_{\text{ext}}$.

At this stage, we approximate true value of $k$ for a proper imaging of $\Gamma_{\text{ext}}$. Opposite to the discussed algorithm, due to the unexpected artifacts in the map of $E(z; \eta)$, it is very hard to identify small scatterer $\Sigma$. So, in this example, let us create an extended crack

$$\Sigma := \left\{ [s, -1]^T : \quad -1 \leq s \leq 1 \right\}.$$ 

Notice that $\Sigma$ is centered at $[0, -1]^T$ but its location is shifted to $[0, -0.77]^T$ in the map of $E(z; 20)$. This means that we can estimate $k$ such that

$$\left( \frac{k}{\eta} \right) y = [0, -0.77]^T \quad \text{implies} \quad k = 15.4000 \approx 15.7080 = \frac{2\pi}{0.4}$$

and correspondingly, obtained shape of crack in the map of $E(z; 15.4000)$ is very accurate to the $\Gamma_{\text{ext}}$, refer to Figure 5.
5 Conclusion

Based on the asymptotic expansion formula, the structure of a MUSIC-type imaging functional with an unknown wavenumber is derived by establishing a relationship with a Bessel function of order zero. Based on the identified structure, we determined why inaccurate locations/shapes of cracks were appeared and developed a simple algorithm for finding the exact locations/shapes of cracks by generating small or extended crack on the basis of the tendency of the inaccurate result.

Our current research considers cracks with Dirichlet boundary conditions; we plan to extend our research to cracks with Neumann boundary conditions (sound-hard arc in inverse acoustic scattering problem), refer to [11, 12]. Furthermore, motivated by [2, 7, 10, 18, 20], extending our research to the limited-view inverse scattering problem will be an interesting research topic.
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Figure 3. Distribution of normalized singular values and maps of $E(z; \eta)$ when true value of $k$ is $2\pi/0.4$. 
Figure 4. Identified crack and creating small scatterer $\Sigma$. 
Figure 5. Approximating true shape of $\Gamma_{\text{ext}}$. 
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