SUBORDINATION PRINCIPLES FOR THE MULTI-DIMENSIONAL SPACE-TIME-FRACTIONAL DIFFUSION-WAVE EQUATION

YURI LUCHKO

Abstract. This paper is devoted to an in deep investigation of the first fundamental solution to the linear multi-dimensional space-time-fractional diffusion-wave equation. This equation is obtained from the diffusion equation by replacing the first order time-derivative by the Caputo fractional derivative of order $0 < \beta \leq 2$ and the Laplace operator by the fractional Laplacian $(-\Delta)^{\alpha/2}$ with $0 < \alpha \leq 2$. First, a representation of the fundamental solution in form of a Mellin-Barnes integral is deduced by employing the technique of the Mellin integral transform. This representation is then used for establishing of several subordination formulas that connect the fundamental solutions for different values of the fractional derivatives $\alpha$ and $\beta$. We also discuss some new cases of completely monotone functions and probability density functions that are expressed in terms of the Mittag-Leffler function, the Wright function, and the generalized Wright function.

1. Introduction

A subordination principle for completely positive measures was discussed in detail in [32] and applied there for constructing new resolvents for the abstract Volterra integral equations based on the known ones. In [1] and [2], this subordination principle was extended and specialized for the abstract fractional evolution equations in the form

$$D^\beta u(t) = Au(t),$$

subject to the initial conditions

$$u(0) = x, \quad u^{(k)}(0) = 0, \quad k = 0, \ldots, n - 1,$$

where $D^\beta$ is the Caputo fractional derivative of order $\beta$ that will be defined in the next section, $n - 1 < \beta \leq n$, $n \in \mathbb{N}$, and $A$ is a linear closed unbounded operator densely defined in a Banach space $X$, where the initial condition from (2) belongs to, i.e., $x \in X$.

Let $S_\beta(t)$ be a solution operator to the abstract initial-value problem (1)-(2), $0 < \beta < \delta \leq 2$, $\gamma = \beta/\delta$. Then the subordination formula

$$S_\beta(t)x = \int_0^\infty t^{-\gamma}W_{1-\gamma,-\gamma}(-st^{-\gamma})S_\delta(s)x \, ds, \quad t > 0, \quad x \in X$$
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is valid under some conditions on the operator $A$ (see [1] and [2] for details). The function $W_{1-\gamma,1}(\tau)$ from [3] is a special case of the Wright function that will be introduced in the next section. It is important to mention that this function is non-negative for $\tau \in \mathbb{R}_+$ and can be interpreted as a probability density function.

Very recently, the subordination principle was extended to the case of the multi-term time-fractional diffusion-wave equations in [4] and to the case of the distributed order time-fractional evolution equations in the Caputo and Riemann-Liouville sense in [3].

All publications mentioned above deal with the abstract evolution equations with a linear closed unbounded operator $A$ subject to some additional conditions. In Fractional Calculus and its applications, an important particular case of these equations, namely, fractional differential equations with both time-fractional and space-fractional derivatives are nowadays subject of very intensive research. Say, in [13], mathematical, physical, and probabilistic properties of the fundamental solutions to the multi-dimensional space-time-fractional diffusion-wave equation were considered. In the papers [5], [6], [20]–[24] the method of the Mellin-Barnes integral representations was employed to derive further properties of solutions to the multi-dimensional space-time-fractional diffusion-wave equation and its important particular cases as the $\alpha$-fractional diffusion equations and the $\alpha$-fractional wave equation. Still, the scope of the properties, particular cases, integral and series representations, asymptotic formulas, etc. known for the fundamental solution to the one-dimensional space-time-fractional diffusion-wave equation (see [28] for its detailed theory) is essentially more expanded compared to the multi-dimensional case and thus further investigations of the multi-dimensional case are required.

In this paper, both known and new subordination formulas for the fundamental solutions to the Cauchy problems for the multi-dimensional space-time-fractional diffusion-wave equation are derived and discussed. The subordination formulas that connect the fundamental solutions for different orders of the time-fractional derivative of the type given by (3) are already known, but here we apply a different method for their derivation. To the best of the authors knowledge, the subordination formulas presented in this paper that connect the fundamental solution to the Cauchy problem for the multi-dimensional space-time-fractional diffusion-wave equation with the fundamental solution of the conventional diffusion equation as well as a subordination formula for the space-fractional diffusion equation are new. For the subordination formulas for the fundamental solutions to the one-dimensional space-time fractional diffusion-wave equation we refer to [28].

The rest of the paper is organized as follows. In the second section, we formulate the problem we deal with and recall the Mellin-Barnes representations of the fundamental solution to the Cauchy problem for the multi-dimensional space-time-fractional diffusion-wave equation that were derived in the previous publications of the author and his co-authors. The third section is devoted to a discussion of a special technique for derivation of new completely monotone functions and new non-negative functions that can be interpreted as probability density functions. This technique is then applied for construction of some new completely monotone functions and probability density functions in terms of the Mittag-Leffler function, the Wright function, and the generalized Wright function that will be used in the further discussions. In the final section of the paper, the Mellin-Barnes representations of
the fundamental solution are employed for derivation of both known and new subordination formulas for the solutions to the Cauchy problem for the multi-dimensional space-time-fractional diffusion-wave equation with different orders of the time- and space-fractional derivatives.

2. Problem formulation and auxiliary results

In this paper, we deal with the linear multi-dimensional space-time-fractional diffusion-wave equation in the following form:

\[ D_\beta^\alpha u(x, t) = -(\Delta)^{\alpha/2} u(x, t), \quad x \in \mathbb{R}^n, \quad t > 0, \quad 0 < \alpha \leq 2, \quad 0 < \beta \leq 2. \]

In equation (4), \( D_\beta^\alpha u(x, t) \) denotes the Caputo time-fractional derivative of order \( \beta \), \( \beta > 0 \) defined by the formula

\[ (I_{\gamma}^t)^{\alpha/\beta} u(x, t) = \left( \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha - 1} u(x, \tau) d\tau \right)^{\beta/\alpha}, \quad 0 < \beta \leq \alpha, \quad \alpha \in \mathbb{N}. \]

where \( I_{\gamma}^t \) is the Riemann-Liouville fractional integral:

\[ (I_{\gamma}^t)^{\alpha/\beta} u(x, t) = \left\{ \begin{array}{ll} \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha - 1} u(x, \tau) d\tau & \text{for} \quad \gamma > 0, \\
\quad u(x, t) & \text{for} \quad \gamma = 0. \end{array} \right. \]

The fractional Laplacian \( (-\Delta)^{\alpha/2} \) from the equation (4) is defined as a pseudo-differential operator with the symbol \( |\kappa|^{\alpha/2} \) (38):

\[ (\mathcal{F} (-\Delta)^{\alpha/2} f)(\kappa) = |\kappa|^{\alpha/2} (\mathcal{F} f)(\kappa), \]

where \( (\mathcal{F} f)(\kappa) \) is the Fourier transform of a function \( f \) at the point \( \kappa \in \mathbb{R}^n \) defined by

\[ (\mathcal{F} f)(\kappa) = \hat{f}(\kappa) = \int_{\mathbb{R}^n} e^{i\kappa \cdot x} f(x) dx. \]

For \( 0 < \alpha < m, \ m \in \mathbb{N} \) and \( x \in \mathbb{R}^n \), the fractional Laplacian can be also represented as a hypersingular integral (34):

\[ (-\Delta)^{\alpha/2} f(x) = \frac{1}{d_{n,m}(\alpha)} \int_{\mathbb{R}^n} \frac{(\Delta_h^m f)(x)}{|h|^{n+\alpha}} dh \]

with a suitably defined finite differences operator \( (\Delta_h^m f)(x) \) and a normalization constant \( d_{n,m}(\alpha) \).

The representation (38) of the fractional Laplacian in form of the hypersingular integral does not depend on \( m, \ m \in \mathbb{N} \) provided \( \alpha < m \) (34).

In the one-dimensional case, the equation (4) is a particular case of a more general equation with the Caputo time-fractional derivative and the Riesz-Feller space-fractional derivative that was discussed in detail in (28). For \( \alpha = 2 \), the fractional Laplacian \( (-\Delta)^{\alpha/2} \) is just \( -\Delta \) and thus the equation (4) is a particular case of the time-fractional diffusion-wave equation that was considered in many publications including, say, [7], [11], [13], [16], [17], [19], and [36]. For \( \alpha = 2 \) and \( \beta = 1 \), the equation (4) is reduced to the diffusion equation and for \( \alpha = 2 \) and \( \beta = 2 \) it is the wave equation that justifies its denotation as a fractional diffusion-wave equation.

In this paper, we consider the Cauchy problem for the space-time-fractional diffusion-wave equation (4) with the Dirichlet initial conditions:

\[ u(x, 0) = \varphi(x), \quad x \in \mathbb{R}^n \]
if the order $\beta$ of the time-fractional derivative satisfies the condition $0 < \beta \leq 1$ or

$$u(x, 0) = \varphi(x), \quad \frac{\partial u}{\partial t}(x, 0) = 0, \quad x \in \mathbb{R}^n$$

(10)

if $1 < \beta \leq 2$.

Because the initial-value problem (4), (9) or (1), (10), respectively, is a linear one, its solution can be represented in the form

$$u(x, t) = \int_{\mathbb{R}^n} G_{\alpha,\beta,n}(\zeta, t)\varphi(x - \zeta) \, d\zeta,$$

(11)

where $G_{\alpha,\beta,n}$ is the so-called first fundamental solution to the fractional diffusion-wave equation (4) and the function $\varphi$ is given in the initial condition. By $G_{\alpha,\beta,n}$, the solution to the equation (4) with the initial condition ($0 < \beta \leq 1$)

$$u(x, 0) = \prod_{i=1}^n \delta(x_i), \quad x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$$

or the initial conditions ($1 < \beta \leq 2$)

$$u(x, 0) = \prod_{i=1}^n \delta(x_i), \quad \frac{\partial u}{\partial t}(x, 0) = 0, \quad x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n,$$

respectively, is denoted with $\delta$ being the Dirac delta function.

Thus the behavior of the solutions to the problem (1), (9) or (1), (10), respectively, is determined by the fundamental solution $G_{\alpha,\beta,n}$ and the focus of this paper is on derivation of some new properties of the fundamental solution. In particular, we deal with the subordination formulas for the fundamental solution $G_{\alpha,\beta,n}$ in the form

$$G_{\alpha,\beta,n}(x, t) = \int_{\mathbb{R}^n} \Phi(s, t)G_{\hat{\alpha},\hat{\beta},n}(x, s) \, ds,$$

(12)

where the kernel function $\Phi = \Phi(s, t)$ can be interpreted as a probability density function in $s, \ s \in \mathbb{R}_+$ for each value of $t, \ t > 0$. Let us note here that any subordination formula for the solution operator $S_{\alpha,\beta,n}(t)$ to the initial-value problem (1), (9) or (1), (10), respectively, in the form (see e.g. (1))

$$S_{\alpha,\beta,n}(t)\varphi = \int_{\mathbb{R}^n} \int_{0}^{\infty} \Phi(s, t)S_{\hat{\alpha},\hat{\beta},n}(s)\varphi \, ds \, ds$$

(13)

induces a subordination formula of the type (12) for the fundamental solution $G_{\alpha,\beta,n}$ just by setting $\varphi$ to be the Dirac $\delta$-function. Vice versa, any subordination formula of type (12) for the fundamental solution $G_{\alpha,\beta,n}$ automatically leads to a subordination formula for the solution operator $S_{\alpha,\beta,n}(t)$ of type (13) because of the representation (11). Indeed, we have the following chain of (formal) transformations:

$$S_{\alpha,\beta,n}(t)\varphi = \int_{\mathbb{R}^n} G_{\alpha,\beta,n}(\zeta, t)\varphi(x - \zeta) \, d\zeta = \int_{\mathbb{R}^n} \int_{0}^{\infty} \Phi(s, t)G_{\alpha,\beta,n}(\zeta, s) \, ds \, \varphi(x - \zeta) \, d\zeta = \int_{0}^{\infty} \Phi(s, t)G_{\alpha,\beta,n}(\zeta, s) \, ds = \int_{0}^{\infty} \Phi(s, t)S_{\alpha,\beta,n}(s)\varphi \, ds.$$

Thus a (formal) derivation of the subordination formulas for the solution operator can be reduced to derivation of the subordination formulas for the fundamental solution. Of course, afterwards, the subordination formulas for the solution operator
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$S_{\alpha,\beta,n}(t)$ should be strictly proved. In this paper, we restrict ourselves to the first step of this procedure, namely, to derivation of some subordination formulas for the fundamental solution $G_{\alpha,\beta,n}$. Their translation to the solution operator $S_{\alpha,\beta,n}(t)$ will be considered elsewhere.

The subordination formulas for the fundamental solution will be deduced based on their Mellin-Barnes representations. For the reader’s convenience, a short sketch of derivation of these representations will be presented in the rest of this section. For the details we refer to [21], [22] for the case $\beta = \alpha$, to [6] for the case $\beta = \alpha/2$, and to [5], [24] for the general case.

Application of the multi-dimensional Fourier transform (7) with respect to the spatial variable $x \in \mathbb{R}^n$ to the equation (4) and to the initial conditions (9) or (10), respectively, with $\varphi(x) = \prod_{i=1}^{n} \delta(x_i)$ leads to the ordinary fractional differential equation in the Fourier domain

\[ D_t^\beta \hat{G}_{\alpha,\beta,n}(\kappa, t) + |\kappa|^\alpha \hat{G}_{\alpha,\beta,n}(\kappa, t) = 0, \]

along with the initial conditions

\[ \hat{G}_{\alpha,\beta,n}(\kappa, 0) = 1 \]

in the case $0 < \beta \leq 1$ or with the initial conditions

\[ \hat{G}_{\alpha,\beta,n}(\kappa, 0) = 1, \quad \frac{\partial}{\partial t} \hat{G}_{\alpha,\beta,n}(\kappa, 0) = 0 \]

in the case $1 < \beta \leq 2$.

In both cases, the unique solution of (14) with the initial conditions (15) or (16), respectively, has the following form (see e.g. [18]):

\[ \hat{G}_{\alpha,\beta,n}(\kappa, t) = E_{\beta}(-|\kappa|^\alpha t^\beta) \]

in terms of the Mittag-Leffler function $E_{\beta}(z)$ that is defined by a convergent series

\[ E_{\beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(1 + \beta n)}, \quad \beta > 0, \quad z \in \mathbb{C}. \]

Under the condition $\alpha > 1$, one has the inclusion $\hat{G}_{\alpha,\beta,n} \in L_1(\mathbb{R}^n)$ because of the asymptotic formula (see e.g. [9])

\[ E_{\beta}(-x) = -\sum_{k=1}^{m} (-x)^{-k} \Gamma(1 - \beta k) + O(|x|^{-1-m}), \quad m \in \mathbb{N}, \quad x \to +\infty, \quad 0 < \beta < 2. \]

Thus the inverse Fourier transform of (17) can be represented as follows

\[ G_{\alpha,\beta,n}(x, t) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{-ix \cdot \kappa} E_{\beta}(-|\kappa|^\alpha t^\beta) \, d\kappa, \quad x \in \mathbb{R}^n, \quad t > 0. \]

Because $E_{\beta}(-|\kappa|^\alpha t^\beta)$ is a radial function, the known formula (see e.g. [34])

\[ \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{-ik \cdot x} \varphi(|\kappa|) \, d\kappa = \frac{|x|^{1-\nu}}{(2\pi)^{\frac{n}{2}}} \int_0^{\infty} \varphi(\tau) \tau^{\frac{n}{2}-\nu} J_{\frac{n}{2}-1}(\tau|x|) \, d\tau \]

for the Fourier transform of the radial functions can be applied, where $J_{\nu}$ denotes the Bessel function with the index $\nu$ (for the properties of the the Bessel function
see e.g. [8], and we arrive at the representation

\[ G_{\alpha,\beta,n}(x, t) = \frac{|x|^{1-\frac{\beta}{\alpha}}}{(2\pi)^{\frac{n}{2}}} \int_0^\infty E_\beta (-\tau^\alpha t^\beta) \tau^{\frac{\beta}{2}-1} J_{\frac{\beta}{2}-1}(\tau|x|) \, d\tau, \quad (22) \]

whenever the integral in (22) converges absolutely or at least conditionally.

The representation (22) can be transformed to a Mellin-Barnes integral. We start with the case \(|x| = 0 \ (x = (0, \ldots, 0))\) and get the formula

\[ G_{\alpha,\beta,n}(0, t) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} E_\beta (-|\kappa|^\alpha t^\beta) \, d\kappa \]

that can be represented in the form

\[ G_{\alpha,\beta,n}(0, t) = \frac{1}{(2\pi)^n \Gamma\left(\frac{\beta}{\alpha}\right)} \int_0^\infty E_\beta (-\tau^\alpha t^\beta) \tau^{n-1} \, d\tau \quad (23) \]

due to the known formula (see e.g. [33])

\[ \int_{\mathbb{R}^n} f(|x|) \, dx = \frac{2\pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right)} \int_0^\infty \tau^{n-1} f(\tau) \, d\tau. \quad (24) \]

The asymptotics of the Mittag-Leffler function ensures convergence of the integral in (23) under the condition \(0 < n < \alpha\). Say, for \(1 < \alpha \leq 2\) the fundamental solution \(G_{\alpha,\beta,n}\) is finite at \(|x| = 0\) only in the one-dimensional case. In this case, we get the formula

\[ G_{\alpha,\beta,1}(0, t) = \frac{t^{-\frac{\beta}{\alpha}}}{\alpha \pi} \int_0^\infty E_\beta (-u) u^{\frac{1}{\alpha}-1} \, du = \frac{t^{-\frac{\beta}{\alpha}} \Gamma\left(\frac{1}{\alpha}\right) \Gamma\left(1 - \frac{1}{\alpha}\right)}{\alpha \pi \Gamma\left(1 - \frac{\beta}{\alpha}\right)} \]

that is valid for \(\alpha > 1\) if \(0 < \beta < 2\) and for \(\alpha > 2\) if \(\beta = 2\). This formula is nothing else as an easy consequence from the known Mellin integral transform of the Mittag-Leffler function (see e.g. [20], [29]):

\[ \int_0^\infty E_\beta (-t) t^{s-1} \, dt = \frac{\Gamma(s) \Gamma(1 - s)}{\Gamma(1 - \beta s)} \quad \text{if} \quad \begin{cases} 0 < \Re(s) < 1 & \text{for} \ 0 < \beta < 2, \\ 0 < \Re(s) < 1/2 & \text{for} \ \beta = 2. \end{cases} \quad (25) \]

If the dimension \(n\) of the equation (14) is greater that one, the fundamental solution \(G_{\alpha,\beta,n}(x, t)\) has an integrable singularity at the point \(|x| = 0\).

The Mellin integral transform plays an important role in Fractional Calculus in general and for derivation of the results of this paper in particular, so let us recall the definitions of the Mellin transform and the inverse Mellin transform, respectively:

\[ f^*(s) = (M f(t))(s) = \int_0^\infty f(t) t^{s-1} \, dt, \quad t > 0, \quad (26) \]

\[ f(t) = (M^{-1} f^*(s))(t) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} f^*(s) t^{-\gamma} \, ds, \quad \gamma_1 < \Re(s) = \gamma < \gamma_2. \quad (27) \]

As it is well known, the Mellin integral transform exists for the functions continuous on the intervals \((0, \varepsilon)\) and \([E, +\infty)\) and integrable on the interval \((\varepsilon, E)\) with any \(\varepsilon\), \(E\), \(0 < \varepsilon < E < +\infty\) that satisfy the estimates \(|f(t)| \leq M_1 t^{-\gamma_1}\) for \(0 < t < \varepsilon\) and \(|f(t)| \leq M_2 t^{-\gamma_2}\) for \(t > E\) with \(\gamma_1 < \gamma_2\) and some constants \(M_1, M_2\). In this case, the Mellin integral transform \(f^*(s)\) is analytic in the vertical strip \(\gamma_1 < \Re(s) = \gamma < \gamma_2\).
If \( f \) is piecewise differentiable and \( t^{\gamma-1} f(t) \in L^c(0, \infty) \), then the inversion formula \( (27) \) holds at all points of continuity of the function \( f \). The integral in the formula \( (27) \) has to be considered in the sense of the Cauchy principal value.

For the general theory of the Mellin integral transform we refer the reader to [29]. Several applications of the Mellin integral transform in fractional calculus are discussed in [26].

In the further discussions, we employ some of the elementary properties of the Mellin integral transform that are summarized below. Denoting by \( \mathcal{M} \) the juxtaposition of a function \( f \) with its Mellin transform \( f^* \), the needed rules are:

\[
\begin{align*}
    f(at) & \overset{\mathcal{M}}{\longleftrightarrow} a^{-s} f^*(s), \ a > 0, \\
    t^\alpha f(t) & \overset{\mathcal{M}}{\longleftrightarrow} f^*(s + \alpha), \\
    f(t^\alpha) & \overset{\mathcal{M}}{\longleftrightarrow} \frac{1}{|\alpha|} f^*(s/\alpha), \ \alpha \neq 0.
\end{align*}
\]

Another important operational relation is the convolution theorem for the Mellin integral transform that reads as follows:

\[
\int_0^\infty f_1(\tau) f_2 \left( \frac{y}{\tau} \right) \frac{d\tau}{\tau} \overset{\mathcal{M}}{\longleftrightarrow} f_1^*(s) f_2^*(s).
\]

Now we proceed with the case \( x \neq 0 \). As to the convergence of the integral in \( (22) \), it follows from the asymptotic formulas for the Mittag-Leffler function and the known asymptotic behavior of the Bessel function (see e.g. [8]) that it converges conditionally in the case \( n < 2\alpha + 1 \) and absolute in the case \( n < 2\alpha - 1 \). Say, for \( 1 < \alpha \leq 2 \) and \( n = 1, 2, 3 \) the integral in \( (22) \) is at least conditionally convergent.

It can be easily seen that for \( x \neq 0 \) the integral at the right-hand side of the formula \( (22) \) is nothing else as the Mellin convolution of the functions

\[
\begin{align*}
    f_1(\tau) &= E_\beta(-\tau^\alpha t^\beta) \quad \text{and} \quad f_2(\tau) = \frac{|x|^{-n}}{(2\pi)^{n/2}} \frac{1}{\tau} J_{n-1} \left( \frac{1}{\tau} \right)
\end{align*}
\]

at the point \( y = \frac{1}{|x|} \).

The Mellin transform of the Mittag-Leffler function \( (25) \), the known Mellin integral transform of the Bessel function \( (29) \)

\[
J_\nu(2\sqrt{\tau}) \overset{\mathcal{M}}{\longleftrightarrow} \frac{\Gamma(\nu/2 + s)}{\Gamma(\nu/2 + 1 - s)}, \quad -\Re(\nu/2) < \Re(s) < 3/4,
\]

and some elementary properties of the Mellin integral transform (see e.g. [26][29]) lead to the Mellin transform formulas:

\[
\begin{align*}
    f_1^*(s) &= \frac{t^{-\frac{\beta}{\alpha}} \Gamma\left( \frac{\beta}{\alpha} \right) \Gamma(1 - \frac{\beta}{\alpha})}{\Gamma\left( 1 - \frac{\beta}{\alpha} s \right)}, \quad 0 < \Re(s) < \alpha, \\
    f_2^*(s) &= \frac{|x|^{-n}}{(2\pi)^{n/2}} \left( \frac{1}{2} \right)^{-\frac{n}{2} + s} \frac{\Gamma\left( \frac{n}{2} - \frac{s}{2} \right) \Gamma\left( \frac{n}{2} + \frac{s}{2} \right)}{\Gamma\left( \frac{n}{2} \right)}, \quad \frac{n}{2} - \frac{1}{2} < \Re(s) < n.
\end{align*}
\]

These two formulas, the convolution theorem \( (31) \) for the Mellin transform, and the inverse Mellin transform formula \( (27) \) result in the following Mellin-Barnes integral
representation of the fundamental solution $G_{\alpha,\beta,n}$:

$$G_{\alpha,\beta,n}(x, t) = \frac{1}{\alpha} \frac{|x|^{-n}}{\pi^{\frac{n}{2}}} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\Gamma \left( \frac{n}{2} - \frac{s}{2} \right) \Gamma \left( \frac{s}{2} \right) \Gamma \left( 1 - \frac{\alpha}{2} \right)}{\Gamma \left( 1 - \frac{\beta}{2} \right) \Gamma \left( \frac{s}{2} \right)} \left( \frac{2t^{\frac{\beta}{\alpha}}}{|x|} \right)^{-s} ds, \quad (32)$$

where $\frac{n}{2} - \frac{1}{2} < \gamma < \min(\alpha, n)$. Let us note that the Mellin-Barnes integral (32) can be interpreted as a particular case of the Fox H-function, too. The theory of the H-function, its properties, and applications were presented in a number of textbooks and papers (see e.g. [12], [15], [27], [30], [38]) so that here we do not discuss this subject in detail and prefer to directly deduce the properties of the fundamental solution $G_{\alpha,\beta,n}$ from its Mellin-Barnes representation (32). Starting with this representation and using simple linear variables substitutions, we can easily derive some other forms of this representation that will be useful for further discussions. Say, the substitutions $s \to -s$ and then $s \to s - n$ in the Mellin-Barnes representation (32) result in two other equivalent representations

$$G_{\alpha,\beta,n}(x, t) = \frac{1}{\alpha} \frac{|x|^{-n}}{\pi^{\frac{n}{2}}} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\Gamma \left( \frac{n}{2} + \frac{s}{2} \right) \Gamma \left( \frac{s}{2} \right) \Gamma \left( 1 + \frac{\alpha}{2} \right)}{\Gamma \left( 1 + \frac{\beta}{2} \right) \Gamma \left( -\frac{s}{2} \right)} \left( \frac{|x|}{2t^{\frac{\beta}{\alpha}}} \right)^{-s} ds \quad (33)$$

and

$$G_{\alpha,\beta,n}(x, t) = \frac{1}{\alpha} \frac{t^{-\frac{\beta}{\alpha}}}{\pi^{\frac{n}{2}}} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\Gamma \left( \frac{n}{2} - \frac{s}{2} \right) \Gamma \left( \frac{s}{2} \right) \Gamma \left( 1 - \frac{\alpha}{2} \right)}{\Gamma \left( 1 + \frac{\beta}{2} \right) \Gamma \left( \frac{s}{2} \right) \Gamma \left( \frac{n}{2} + \frac{s}{2} \right)} \left( \frac{|x|}{2t^{\frac{\beta}{\alpha}}} \right)^{-s} ds \quad (34)$$

that are valid under the conditions $-\min(\alpha, n) < \gamma < \frac{1}{2} - \frac{n}{2}$ and $\max(n - \alpha, 0) < \gamma < n$, respectively.

It is worth mentioning that the Mellin-Barnes integrals at the right-hand sides of the representations (32), (33), and (34) are well defined for $0 < \alpha, 0 < \beta \leq 2$, $n \in \mathbb{N}$ and thus the fundamental solution $G_{\alpha,\beta,n}(x, t)$ can be represented by these Mellin-Barnes integrals (at least) for $0 < \alpha \leq 2, 0 < \beta \leq 2, n \in \mathbb{N}$.

Finally, let us demonstrate how these integral representations can be used, say, for deriving some series representations of $G_{\alpha,\beta,n}(x, t)$ and then its representations in terms of elementary or special functions of the hypergeometric type. To this end, we consider a simple example. In the case $\beta = 1$ and $\alpha = 2$ (standard diffusion equation), the representation (34) takes the following form (two pairs of the Gamma-functions in the integral at the right-hand side of (34) are canceled):

$$G_{2,1,n}(x, t) = \frac{t^{-\frac{3}{2}}}{(4\pi)^{\frac{n}{2}}} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \Gamma \left( \frac{s}{2} \right) \left( \frac{z}{2} \right)^{-s} ds, \quad z = \frac{|x|}{\sqrt{t}}.$$ 

Substitution of the variables $s \to 2s$ leads to an even simpler representation

$$G_{2,1,n}(x, t) = \frac{t^{-\frac{3}{2}}}{(4\pi)^{\frac{n}{2}}} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \Gamma \left( \frac{z}{2} \right)^{-2s} ds, \quad z = \frac{|x|}{\sqrt{t}}.$$ 

According to the Cauchy theorem, the contour of integration in the integral at the right-hand side of the last formula can be transformed to the loop $L_{-\infty}$ starting and ending at $-\infty$ and encircling all poles $s_k = -k, \ k = 0, 1, 2, \ldots$ of the function $\Gamma(s)$. Taking into account the Jordan lemma, the formula for the residuals of the Gamma
function (see e.g. [29])
\[ \text{res}_{s=-k} \Gamma(s) = \frac{(-1)^k}{k!}, \quad k = 0, 1, 2, \ldots \]
and the Cauchy residue theorem lead to a series representation of \( G_{2,1,n}(x,t) \):
\[
G_{2,1,n}(x,t) = t^{-\frac{n}{2}} \int_{\gamma-i\infty}^{\gamma+i\infty} \Gamma(s) \left( \frac{z}{2} \right)^{-2s} ds = t^{-\frac{n}{2}} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \left( \frac{z}{2} \right)^{2k}, \quad z = \frac{|x|}{\sqrt{t}}.
\]
Thus the fundamental solution \( G_{2,1,n} \) to the \( n \)-dimensional diffusion equation takes its well-known form:
\[
G_{2,1,n}(x,t) = \frac{1}{(\sqrt{4\pi t})^n} \exp \left( -\frac{|x|^2}{4t} \right).
\] (35)

3. Completely monotone functions and pdfs

A very essential feature of the subordination formulas of type (12) or (13) is that their kernel functions \( \Phi = \Phi(s,t) \) can be interpreted as pdfs in \( s \), \( s \in \mathbb{R}_+ \) for each value of \( t \), \( t > 0 \), i.e., that for any \( t, s > 0 \)
\[ \Phi(s,t) \geq 0 \quad \text{and} \quad \int_0^\infty \Phi(s,t) ds = 1. \] (36)

Verifying the properties (36) for a given special function \( \Phi \) is often a very difficult task. In this section, a simple but efficient procedure will be suggested that helps to check (36) for some special functions given in terms of the Mittag-Leffler function, the Wright function, and the generalized Wright function. We shall need these functions as kernels for the subordination formulas in the next section. This procedure uses the well-known connection between the non-negative functions and the complete monotone functions, but in the form written in terms of the Mellin integral transform.

To start with, let us first give a definition of the completely monotone functions:

**Definition 3.1.** A non-negative function \( \phi : (0, \infty) \to \mathbb{R} \) is called a completely monotone function if it is of class \( C^\infty(0, \infty) \) and \( (-1)^n \phi^{(n)}(\lambda) \geq 0 \) for all \( n \in \mathbb{N} \) and \( \lambda > 0 \).

The functions \( e^{-a\lambda^\alpha}, \; a \geq 0, \; \alpha \leq 1 \) and \( E_{\alpha,\beta}(-\lambda), \; 0 < \alpha \leq 1, \; \alpha \leq \beta \) are well-known examples of completely monotone functions. Here \( E_{\alpha,\beta}(z) \) denotes the generalized Mittag-Leffler function defined by the following convergent series
\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \; \alpha > 0, \; \beta \in \mathbb{C}.
\] (37)

For more examples, properties, and applications of the completely monotone functions we refer e.g., to [10], [31], and [35].

The basic property of the completely monotone functions that we need in this section is the following one (Bernstein theorem): A function \( \varphi : (0, \infty) \to \mathbb{R} \) is completely monotone if and only if it can be represented as the Laplace transform of a non-negative measure (non-negative function or generalized function). Because the Laplace transform is a Mellin convolution type integral transform, the technique
of the Mellin transform can be applied for investigation of completely monotone functions.

Let the representation
\[ \phi(\lambda) = \int_0^\infty e^{-\lambda t} \Phi(t) \, dt, \quad \lambda > 0 \] (38)
hold true for a non-negative function \( \Phi \) with a known Mellin transform. Then the function \( \phi \) is completely monotone and its Mellin transform is given by the formula (see e.g. [26])
\[ \phi^*(s) = \Gamma(s)\Phi^*(1 - s) \] (39)
that can be transformed to the form
\[ \Phi^*(s) = \frac{\phi^*(1 - s)}{\Gamma(1 - s)}. \] (40)

If the function \( \Phi(t), \ t > 0 \) is non-negative, then the function \( \Phi_{\gamma,\beta}(t) = t^\gamma \Phi(t^{-\beta}) \) is non-negative for any \( \gamma, \beta \in \mathbb{R} \), too. Thus the function \( \phi_{\gamma,\beta} \) of the form
\[ \phi_{\gamma,\beta}(\lambda) = \int_0^\infty e^{-\lambda t} \Phi_{\gamma,\beta}(t) \, dt, \quad \lambda > 0 \] (41)
is completely monotone and it follows from the relation (39) that
\[ \phi_{\gamma,\beta}^*(s) = \Gamma(s)\Phi_{\gamma,\beta}^*(1 - s). \] (42)
Using the operational rules (29)-(30) for the Mellin integral transform, the Mellin transform of \( \Phi_{\gamma,\beta}(t) = t^\gamma \Phi(t^{-\beta}) \) can be written in the form
\[ \Phi_{\gamma,\beta}^*(s) = \frac{1}{|\beta|} \Phi^* \left( \frac{s}{\beta} - \frac{1 + \gamma}{\beta} \right). \]
Thus we get the following formula for \( \phi_{\gamma,\beta}^*(s) \) defined by (42):
\[ \phi_{\gamma,\beta}^*(s) = \frac{1}{|\beta|} \Gamma(s)\Phi^* \left( \frac{s}{\beta} - \frac{1 + \gamma}{\beta} \right). \]
The completely monotone function \( \phi_{\gamma,\beta} \) given by (41) can be then represented as the Mellin-Barnes integral (inverse Mellin integral transform of \( \phi_{\gamma,\beta}^*(s) \))
\[ \phi_{\gamma,\beta}(\lambda) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{1}{|\beta|} \Gamma(s)\Phi^* \left( \frac{s}{\beta} - \frac{1 + \gamma}{\beta} \right) \lambda^{-s} \, ds. \] (43)
In many cases the function \( \phi \) (and thus the function \( \Phi \)) is a particular case of the Fox \( H \)-function and then \( \Phi^* \) is represented in form of a quotient of products of the Gamma functions. This means that the new completely monotone function \( \phi_{\gamma,\beta} \) given by (43) is a particular case of the \( H \)-function, too.

Let us consider a simple example. It is known that the exponential function \( \phi(\lambda) = \exp(-\lambda^\alpha), \ 0 < \alpha \leq 1 \) is completely monotone. Its Mellin integral transform is given by the formula (26, 29)
\[ e^{-\lambda^\alpha} \leftrightarrow \frac{1}{|\alpha|} \Gamma(s/\alpha), \ \Re(s/\alpha) > 0. \] (44)
The function $\Phi^*$ from (40) has then the form

$$\Phi^*(s) = \frac{\phi^*(1 - s)}{\Gamma(1 - s)} = \frac{1}{\alpha} \frac{\Gamma\left(\frac{1}{\alpha} - s\right)}{\Gamma\left(1 - s\right)}.$$

It follows from the arguments presented above that the function

$$\phi_{\gamma,\beta}(\lambda) = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \frac{\Gamma(s)\Gamma\left(\frac{\beta + \gamma + 1}{\alpha} - \frac{s}{\alpha\beta}\right)}{\Gamma\left(\frac{\beta + \gamma + 1}{\alpha} - \frac{s}{\beta}\right)} \lambda^{-s} ds$$

is completely monotone, too. The function $\phi_{\gamma,\beta}$ given by (45) is evidently a particular case of the Fox $H$-function. In particular, in the case $\beta > \frac{1}{\alpha} - 1$ it can be represented as the convergent series (see [26] or [29])

$$\phi_{\gamma,\beta}(\lambda) = \frac{1}{\alpha|\beta|} \sum_{k=0}^{\infty} \frac{\Gamma\left(\frac{\beta + \gamma + 1}{\alpha\beta} + \frac{k}{\alpha}\right)}{\Gamma\left(\frac{\beta + \gamma + 1}{\beta} + \frac{k}{\beta}\right)} (-\lambda)^k.$$

We can easily recognize the last series as a particular case of the generalized Wright function defined by the series

$$p\Psi_q \left[ \left( a_1, A_1 \right), \ldots, \left( a_p, A_p \right) ; z \right] = \sum_{k=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma(a_i + A_i k)}{\prod_{i=1}^{q} \Gamma(b_i + B_i k)} z^k$$

for the $z$-values where the series converges, and by the analytic continuation of this series for other $z$-values. Thus, we have proved that the generalized Wright function

$$\phi_{\gamma,\beta}(\lambda) = \frac{1}{\alpha|\beta|} \Psi_1 \left[ \left( \frac{\beta + \gamma + 1}{\alpha\beta}, \frac{1}{\alpha\beta} \right) ; -\lambda \right]$$

is completely monotone under the conditions $0 < \alpha \leq 1$, $\frac{1}{\alpha} - 1 < \beta$. In particular, let us set the following parameter values: $\beta = \frac{1}{\alpha}$, $\gamma = -\frac{1}{\alpha}$. Then the series (46) (and thus the function (48)) takes the form

$$\phi_{\gamma,\beta}(\lambda) = \sum_{k=0}^{\infty} \frac{\Gamma(1 + k)}{k! \Gamma(\alpha + \alpha k)} (-\lambda)^k = \sum_{k=0}^{\infty} \frac{(-\lambda)^k}{\Gamma(\alpha + \alpha k)}$$

that defines the Mittag-Leffler function $E_{\alpha,\alpha}(-\lambda)$, known to be completely monotone for $0 < \alpha \leq 1$. Taking other known completely monotone functions and applying the procedure described above, other new completely monotone functions can be easily derived.

Another simple but important observation from the discussions presented above is that the Mellin integral transforms of the non-negative and completely monotone functions are connected by the formulas (39) and (40). Say, if a function $\phi$ is completely monotone then the function $\Phi$ with the Mellin integral transform given by the formula

$$\Phi^*(s) = \frac{\phi^*(1 - s)}{\Gamma(1 - s)}$$
is non-negative. Vise versa, if a function $\Phi$ is non-negative then the function $\phi$ with
the Mellin integral transform given by the formula
$$\phi^*(s) = \Gamma(s)\Phi^*(1-s)$$
is completely monotone.

Let us illustrate this procedure by some examples.

**Example 3.1.** We start with a well-known pair of functions, namely, with the
generalized Mittag-Leffler function defined by (57) and the Wright function defined by the convergent series
$$W_{a,\mu}(z) = \sum_{k=0}^{\infty} \frac{z^k}{k!\Gamma(a+\mu k)}, \quad \mu > -1, \ a, z \in \mathbb{C} \quad (50)$$
and show that the function $p_{\alpha,\beta}(t) = \Gamma(\beta)W_{-\alpha,-\alpha}(t)$ can be interpreted as a pdf
if $0 < \alpha < 1$, $\alpha \leq \beta$.

The Mellin integral transforms of the generalized Mittag-Leffler function and of
the Wright function are well-known (see e.g. [20]):
$$E_{\alpha,\beta}(-t) \leftrightarrow \frac{\Gamma(s)\Gamma(1-s)}{\Gamma(\beta-\alpha s)} \quad (51)$$
if $0 < \Re(s) < 1$, $0 < \alpha < 2$ or $0 < \Re(s) < \min\{1, \Re(\beta)/2\}$, $\alpha = 2$,
$$W_{a,\mu}(-t) \leftrightarrow \frac{\Gamma(s)}{\Gamma(a-\mu s)} \quad (52)$$
if $0 < \Re(s)$, $\mu < 1$ or $0 < \Re(s) < \Re(a)/2 - 1/4$, $\mu = 1$.

As already mentioned, the function $\phi(\lambda) = E_{\alpha,\beta}(-\lambda)$ is completely monotone pro-
vided the conditions $0 < \alpha \leq 1$, $\alpha \leq \beta$ are fulfilled. The Mellin integral transform of the function $\phi$ is given by (51). Then the function $\Phi$ with the Mellin integral transform
$$\Phi^*(s) = \phi^*(1-s) = \frac{\Gamma(1-s)\Gamma(s)}{\Gamma(1-s)\Gamma(\beta-\alpha + \alpha s)} = \frac{\Gamma(s)}{\Gamma(\beta-\alpha + \alpha s)}$$
is non-negative. Comparing this formula with (52), we conclude that the Wright
function $W_{-\alpha,-\alpha}(t)$ is non-negative under the conditions $0 < \alpha < 1$, $\alpha \leq \beta$, i.e.,
$$W_{-\alpha,-\alpha}(t) \geq 0, \ t > 0, \ 0 < \alpha < 1, \ \alpha \leq \beta. \quad (53)$$
Let us now check that the function $p_{\alpha,\beta}(t) = \Gamma(\beta)W_{-\alpha,-\alpha}(t)$ is a pdf on $\mathbb{R}_+$.
Indeed, it is non-negative because of (53). To calculate the integral of $p_{\alpha,\beta}$ over $\mathbb{R}_+$
let us mention that it can be interpreted as the Mellin integral transform of $p_{\alpha,\beta}$ at
the point $s = 1$. The formula (52) leads now to the following chain of equalities:
$$\int_0^\infty p_{\alpha,\beta}(t) \, dt = \int_0^\infty \Gamma(\beta)W_{-\alpha,-\alpha}(t) \, dt = \left. \frac{\Gamma(\beta)\Gamma(s)}{\Gamma(\beta-\alpha + \alpha s)} \right|_{s=1} = \frac{\Gamma(\beta)}{\Gamma(\beta)} = 1.$$

**Example 3.2.** In this example, we verify that the following function defined in terms of the Mellin-Barnes integral
$$\Phi_{\alpha,\beta}(t) = \frac{2}{\alpha} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \Gamma \left( \frac{2\alpha - \beta}{\alpha} \right) \Gamma \left( 1 - \frac{2\alpha}{\alpha} + \frac{2\beta}{\alpha} \right) t^{-s} \, ds \quad (54)$$
can be interpreted as a pdf on $\mathbb{R}_+$ for $0 < \beta \leq 1$ and $0 < \alpha < 2$ when $\alpha + 2\beta < 4$. 
According to the general theory of the Mellin-Barnes integrals (see e.g. [29]), the Mellin-Barnes integral (54) exists for $\frac{4}{\alpha} - 1 < \Re(s) < \frac{4}{\alpha}$ under the conditions $0 < \beta$, $0 < \alpha$, and $\alpha + 2\beta < 4$ and its Mellin transform can be calculated as follows:

$$
\Phi_{\alpha,\beta}(s) = \frac{2}{\alpha} \Gamma \left(\frac{2}{\alpha} - \frac{2}{\alpha} s\right) \Gamma \left(1 - \frac{2}{\alpha} + \frac{2}{\alpha} s\right) \Gamma \left(1 - s\right).
$$

(55)

Now we construct the function $\phi^*(s)$ according to the formula (59):

$$
\phi^*(s) = \Gamma(s) \Phi_{\alpha,\beta}^* (1 - s) = \Gamma(s) \frac{2}{\alpha} \Gamma \left(\frac{2}{\alpha} s\right) \Gamma \left(1 - \frac{2}{\alpha} s\right) \Gamma \left(1 - \frac{2}{\alpha} s\right) \Gamma \left(1 - s\right).
$$

(56)

The function $\phi = \phi(\lambda)$ can be then represented as the following Mellin-Barnes integral:

$$
\phi(\lambda) = \frac{1}{2\pi i} \int_{\gamma - \infty}^{\gamma + \infty} \Gamma(s) \Gamma \left(1 - s\right) \frac{\Gamma \left(1 - \frac{2}{\alpha} s\right) \Gamma \left(1 - \frac{2}{\alpha} s\right)}{\Gamma \left(1 - s\right)} \lambda^{-s} ds.
$$

(57)

The Mittag-Leffler function $f(\lambda) = E_{\beta}(-\lambda)$ is known to be completely monotone for $0 < \beta \leq 1$. Thus for $\alpha = 2$ the function $\phi(\lambda)$ defined by (57) is completely monotone. Now let $\alpha$ satisfy the inequalities $0 < \alpha < 2$. Then the function $g(\lambda) = \lambda^{\frac{\alpha}{2}}$ is a Bernstein function because its derivative $g'(\lambda) = \frac{\alpha}{2} \lambda^{\frac{\alpha}{2} - 1}$ is completely monotone. But a composition of a completely monotone function and a Bernstein function is completely monotone (see e.g. [SSV]). Thus the function $\phi(\lambda) = f(g(\lambda))$ is completely monotone for $0 < \alpha < 2$, too. Because $\phi^*(s)$ and $\Phi_{\alpha,\beta}^*(s)$ are connected by the formula (53), and the function $\phi$ is completely monotone, it follows now that $\Phi_{\alpha,\beta}(t)$ is non-negative, i.e.,

$$
\Phi_{\alpha,\beta}(t) \geq 0, \ t > 0, \ 0 < \beta \leq 1, \ 0 < \alpha \leq 2, \ \alpha + 2\beta < 4.
$$

To evaluate the integral of $\Phi_{\alpha,\beta}(t)$ over $\mathbb{R}_+$, we again use the technique of the Mellin integral transform:

$$
\int_0^\infty \Phi_{\alpha,\beta}(t) dt = \lim_{s \to 1} \frac{2}{\alpha} \Gamma \left(1 - \frac{2}{\alpha} s\right) \Gamma \left(1 - \frac{2}{\alpha} s\right) \Gamma \left(1 - s\right) = 2 \lim_{s \to 1} \frac{\Gamma \left(1 - \frac{2}{\alpha} s\right)}{\Gamma \left(1 - s\right)} = 1.
$$

4. Subordination formulas for the fundamental solution

To demonstrate our method, we open this section with derivation of some known subordination formulas of type (3) for the fundamental solution $G_{\alpha,\beta,n}$. The starting point is the Mellin-Barnes representation (54) that we rewrite in the form

$$
G_{\alpha,\beta,n}(x, t) = \frac{1}{\alpha (4\pi)^{\frac{n}{2}}} \frac{1}{2\pi i} \int_{\gamma - \infty}^{\gamma + \infty} K_{\alpha,\beta,n}(s) z^{-s} ds, \ z = \frac{|x|}{2t^{\frac{1}{\alpha}}}
$$

(58)
with

\[ K_{\alpha,\beta,n}(s) = \frac{\Gamma\left(\frac{s}{2}\right) \Gamma\left(\frac{n}{\alpha} - \frac{s}{\alpha}\right) \Gamma\left(1 - \frac{n}{\alpha} + \frac{s}{\alpha}\right)}{\Gamma\left(1 - \frac{2}{\alpha}n + \frac{2}{\alpha}s\right) \Gamma\left(\frac{n}{2} - \frac{s}{2}\right)}. \]  

(59)

By setting \( \beta = 1 \) in the formulas above we get the fundamental solution of the space-fractional diffusion equation in the form:

\[ G_{\alpha,1,n}(x, t) = \frac{1}{\alpha (4\pi)^{\frac{\alpha}{2}}} \int_{\gamma - i\infty}^{\gamma + i\infty} K_{\alpha,1,n}(s) z^{-s} ds, \quad z = \frac{|x|}{2t^{\frac{1}{\alpha}}}, \]  

(60)

with

\[ K_{\alpha,1,n}(s) = \frac{\Gamma\left(\frac{s}{2}\right) \Gamma\left(\frac{n}{\alpha} - \frac{s}{\alpha}\right)}{\Gamma\left(\frac{n}{2} - \frac{s}{2}\right)}. \]  

(61)

The key point for derivation of a subordination formula for \( G_{\alpha,\beta,n} \) with \( 0 < \beta < 1 \) is in observation that the kernel function \( K_{\alpha,\beta,n} \) in the Mellin-Barnes integral (58) can be represented as product of two factors:

\[ K_{\alpha,\beta,n}(s) = K_{\alpha,1,n}(s) \times \Phi^*_{\alpha,\beta,n}(s), \]  

(62)

where \( K_{\alpha,1,n}(s) \) is the kernel function in the Mellin-Barnes integral (60) for the fundamental solution \( G_{\alpha,1,n} \) and

\[ \Phi^*_{\alpha,\beta,n}(s) = \frac{\Gamma\left(1 - \frac{n}{\alpha} + \frac{s}{\alpha}\right)}{\Gamma\left(1 - \frac{2}{\alpha}n + \frac{\beta}{\alpha}s\right)}. \]  

(63)

Due to the convolution formula (31) for the Mellin transform, the product formula (62) in the Mellin domain leads to an integral representation of \( G_{\alpha,\beta,n} \) in the form

\[ G_{\alpha,\beta,n}(x, t) = \frac{1}{\alpha (4\pi)^{\frac{\alpha}{2}}} \int_0^\infty \Phi_{\alpha,\beta,n}(\tau) \tilde{G}_{\alpha,1,n}(\frac{z}{\tau}) \frac{d\tau}{\tau}, \quad z = \frac{|x|}{2t^{\frac{1}{\alpha}}}, \]  

(64)

where \( \Phi_{\alpha,\beta,n}(\tau) \) is the inverse Mellin integral transform of \( \Phi^*_{\alpha,\beta,n}(s) \) given by (63) and

\[ \tilde{G}_{\alpha,1,n}(\tau) = \frac{1}{2\pi i} \int_{\gamma - i\infty}^{\gamma + i\infty} K_{\alpha,1,n}(s) \tau^{-s} ds \]  

(65)

is a slightly modified fundamental solution \( G_{\alpha,1,n} \):

\[ G_{\alpha,1,n}(x, t) = \frac{1}{\alpha (4\pi)^{\frac{\alpha}{2}}} \tilde{G}_{\alpha,1,n}(z), \quad z = \frac{|x|}{2t^{\frac{1}{\alpha}}}. \]  

(66)

The formula (64) is a subordination formula for the fundamental solution \( G_{\alpha,\beta,n} \) and now we put it into the standard form. To do this, let us derive an explicit representation for the kernel function \( \Phi_{\alpha,\beta,n}(\tau) \) that is defined as the Mellin-Barnes integral (under the condition \( 0 < \beta < 1 \))

\[ \Phi_{\alpha,\beta,n}(\tau) = \frac{1}{2\pi i} \int_{\gamma - i\infty}^{\gamma + i\infty} \Phi^*_{\alpha,\beta,n}(s) \tau^{-s} ds = \frac{1}{2\pi i} \int_{\gamma - i\infty}^{\gamma + i\infty} \frac{\Gamma\left(1 - \frac{n}{\alpha} + \frac{s}{\alpha}\right)}{\Gamma\left(1 - \frac{2}{\alpha}n + \frac{\beta}{\alpha}s\right)} \tau^{-s} ds. \]  

(67)

The general theory of the Mellin-Barnes integrals (see e.g. [29]) says that the contour of integration in the integral at the right-hand side of (60) can be transformed to the loop \( L_{-\infty} \) starting and ending at \(-\infty\) and encircling all poles of the function \( \Gamma\left(1 - \frac{n}{\alpha} + \frac{s}{\alpha}\right) \). Taking into account the Jordan lemma and the formula for the
residuals of the Gamma-function, the Cauchy residue theorem leads to the following series representation of $\Phi_{\alpha,\beta,n}$ (for details we refer the reader to [3] or [24]):

$$
\Phi_{\alpha,\beta,n}(\tau) = \sum_{k=0}^{\infty} \frac{\alpha(-1)^k}{k!} \frac{1}{\Gamma(1-\beta-\beta k)} (\tau^\alpha)^{k+1-\frac{n}{\alpha}}
$$

(68)

that can be recognized to be a special case of the Wright function:

$$
\Phi_{\alpha,\beta,n}(\tau) = \alpha^{\alpha-n} W_{1-\beta,\beta}(\tau^\alpha), \quad 0 < \beta < 1.
$$

(69)

Putting now the formulas (66) and (69) into the integral representation (64) and substituting the variables $\tau^\alpha \to \tau$, we first get the formula

$$
G_{\alpha,\beta,n}(x,t) = \int_0^\infty W_{1-\beta,\beta}(\tau^\alpha) G_{\alpha,1,n}(x,t^\beta \tau) \, d\tau,
$$

(70)

that can be transformed into the known subordination formula (see (11) with $\delta = 1$)

$$
G_{\alpha,\beta,n}(x,t) = \int_0^\infty t^{-\beta} W_{1-\beta,\beta}(-st^{-\beta}) G_{\alpha,1,n}(x,s) \, ds, \quad 0 < \beta < 1
$$

(71)

by the variables substitution $t^\beta \tau \to s$.

Let us note here that we can express the fundamental solution $G_{\alpha,1,n}$ in terms of the generalized Wright function $\Psi_1$. Indeed, applying the same technique as for the Mellin-Barnes integral (67), we first get a series representation of $G_{\alpha,1,n}$:

$$
G_{\alpha,1,n}(x,t) = \frac{1}{\alpha} \frac{t^{-\frac{n}{\alpha}}}{(4\pi)^\frac{n}{2}} \sum_{k=0}^{\infty} 2(-1)^k \frac{\Gamma \left( \frac{n}{\alpha} + \frac{2}{\alpha} k \right)}{k! \Gamma \left( \frac{n}{\alpha} + k \right)} \left( \frac{|x|^2}{4t^\frac{n}{\alpha}} \right)^k.
$$

(72)

Comparing this series with (72), we can represent $G_{\alpha,1,n}$ in terms of the generalized Wright function:

$$
G_{\alpha,1,n}(x,t) = \frac{2}{\alpha} \frac{t^{-\frac{n}{\alpha}}}{(4\pi)^\frac{n}{2}} \Psi_1 \left( \left[ \frac{\frac{n}{\alpha} + \frac{2}{\alpha}}{2} \right], -\frac{|x|^2}{4t^\frac{n}{\alpha}} \right).
$$

(73)

It is worth mentioning that the generalized Wright function from the right-hand side of the formula (73) is a particular case of the function (45) and thus completely monotone with respect to the variable $z = \frac{|x|^2}{4t^\frac{n}{\alpha}}$. Because the function $W_{1-\beta,\beta}(-t)$ is non-negative if $0 < \beta < 1$ (see Example 1 of the previous section), the subordination formula (71) along with the representation (73) means that the fundamental solution $G_{\alpha,\beta,n}$ is non-negative for $0 < \beta < 1$, $0 < \alpha \leq 2$ and it is a pdf in $x$ for each $t > 0$ that can be easily shown by the technique of the Mellin integral transform.

Now we consider the two-dimensional $\alpha$-fractional diffusion equation that is obtained from (11) for the parameter values $n = 2$ and $\beta = \alpha/2$ (for derivation of this equation and analysis of its mathematical, physical, and probabilistic properties see [23]).

Specializing the formulas (58) and (59) for this case, we obtain the representations:

$$
G_{\alpha,\alpha/2,2}(x,t) = \frac{1}{\alpha} \frac{t^{-1}}{4\pi} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} K_{\alpha,\alpha/2,2}(s) z^{-s} ds, \quad z = \frac{|x|}{2t^\frac{1}{2}}
$$

(74)

with

$$
K_{\alpha,\alpha/2,2}(s) = \frac{\Gamma \left( \frac{2}{\alpha} - \frac{s}{2} \right) \Gamma \left( 1 - \frac{2}{\alpha} + \frac{s}{2} \right)}{\Gamma \left( 1 - \frac{s}{2} \right)}.
$$

(75)
Now we consider the kernel function $K_{\alpha,\beta,2}(s)$ (the function (59) with $n = 2$) under the condition $\beta < \frac{\alpha}{2}$ and represent it as follows:

$$K_{\alpha,\beta,2}(s) = K_{\alpha,\alpha/2,2}(s) \times \Phi^*_{\alpha,\beta}(s),$$  

(76)

where $K_{\alpha,\alpha/2,2}(s)$ is the kernel function in the Mellin-Barnes integral (74) for the fundamental solution $G_{\alpha,\alpha/2,2}$ and

$$\Phi^*_{\alpha,\beta}(s) = \frac{\Gamma \left( \frac{s}{2} \right)}{\Gamma \left( 1 - \frac{2\beta}{\alpha} + \frac{s}{2} \right)}.$$  

(77)

Once again, the product formula (76) in the Mellin domain leads to an integral representation of $G_{\alpha,\beta,2}$ in the form

$$G_{\alpha,\beta,2}(x, t) = \frac{1}{\alpha} \frac{t^{-\frac{3}{2}}}{4\pi} \int_0^\infty \Phi_{\alpha,\beta}(\tau) \tilde{G}_{\alpha,\alpha/2,2} \left( \frac{z}{\tau} \right) \frac{d\tau}{\tau}, \quad z = \frac{|x|}{2t^{\frac{1}{2}}},$$  

(78)

where $\Phi_{\alpha,\beta}(\tau)$ is the inverse Mellin integral transform of $\Phi^*_{\alpha,\beta}(s)$ given by (77) and

$$\tilde{G}_{\alpha,\alpha/2,2}(\tau) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} K_{\alpha,\alpha/2,2}(s) \tau^{-s} ds$$  

(79)

is connected with $G_{\alpha,\alpha/2,2}$ by the relation

$$G_{\alpha,\alpha/2,2}(x, t) = \frac{1}{\alpha} \frac{t^{-1}}{4\pi} \tilde{G}_{\alpha,\alpha/2,2}(\tilde{z}), \quad \tilde{z} = \frac{|x|}{2t^{\frac{1}{2}}}. \quad (80)$$

The formula (78) is a subordination formula for the fundamental solution $G_{\alpha,\beta,2}$. To put it into the standard form, we first derive an explicit representation for the kernel function $\Phi_{\alpha,\beta}(\tau)$ that is defined as the Mellin-Barnes integral

$$\Phi_{\alpha,\beta}(\tau) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \Phi_{\alpha,\beta}(s) \tau^{-s} ds = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\Gamma \left( \frac{s}{2} \right)}{\Gamma \left( 1 - \frac{2\beta}{\alpha} + \frac{s}{2} \right)} \tau^{-s} ds.$$  

(81)

Proceeding as above, for $\beta < \frac{\alpha}{2}$ we get (for details we refer the reader to [23]):

$$\Phi_{\alpha,\beta}(\tau) = \sum_{k=0}^{\infty} \frac{2(-1)^k}{k!} \frac{1}{\Gamma \left( 1 - \frac{2\beta}{\alpha} - \frac{2k}{\alpha} \right)} \left( \tau^2 \right)^k$$  

(82)

that can be recognized to be a special case of the Wright function:

$$\Phi_{\alpha,\beta}(\tau) = 2W_{1, \frac{2\beta}{\alpha}, \frac{\alpha}{2}}(-\tau^2). \quad (83)$$

Putting now the formulas (80) and (83) into the integral representation (78) and after some elementary transformations, we get the subordination formula

$$G_{\alpha,\beta,2}(x, t) = \int_0^\infty t^{-\frac{3\alpha}{2\beta}} W_{1, \frac{2\beta}{\alpha}, \frac{\alpha}{2}}(-st^{-\frac{2\beta}{\alpha}}) G_{\alpha,\alpha/2,2}(x, s) \, ds, \quad \beta < \frac{\alpha}{2}.$$  

(84)

This formula is evidently a particular case of the subordination formula (1) with $n = 2$ and $\delta = \alpha/2$. An advantage of our approach is that we can deduce a nice closed form formula for the fundamental solution $G_{\alpha,\alpha/2,2}$ being a part of the formula (83).
Again, we start with the Mellin-Barnes integral (74) with the kernel (75) and first obtain its series representation:

\[ G_{\alpha,\alpha/2}(x, t) = \frac{1}{\alpha} \frac{t^{-1}}{4\pi} \sum_{k=0}^{\infty} \frac{\alpha(-1)^k}{k!} \frac{\Gamma(1+k)}{\Gamma(\frac{\alpha}{2} + k)} \left( \frac{|x|}{2t^\frac{\alpha}{2}} \right)^{ak+\alpha-2} \] (85)

that can be rewritten in terms of the generalized Mittag-Leffler function:

\[ G_{\alpha,\alpha/2}(x, t) = \frac{1}{4\pi t} \left( \frac{|x|}{2\sqrt{t}} \right)^{\alpha/2} E_{\alpha/2,\alpha/2} \left( -\left( \frac{|x|}{2\sqrt{t}} \right)^{\alpha} \right). \] (86)

The generalized Mittag-Leffler function from the right-hand side of the formula (86) is completely monotone with respect to the variable \( z = \left( \frac{|x|}{2\sqrt{t}} \right)^{\alpha} \) and thus non-negative. Moreover, for each \( t > 0 \) the fundamental solution \( G_{\alpha,\alpha/2}(x, t) \) is a pdf in \( x \) (see [23] for details).

To obtain the subordination formula of type (1), we compare the kernel functions \( K_{\alpha,\beta,n}(s) \) and \( K_{\alpha,\delta,n}(s) \) defined by the formula (59) with \( 0 < \beta < \delta \leq 2 \). Evidently, we can represent \( K_{\alpha,\beta,n}(s) \) as product of two factors:

\[ K_{\alpha,\beta,n}(s) = K_{\alpha,\delta,n}(s) \times \Phi^{\ast}_{\alpha,\beta,n}(s), \] (87)

where

\[ \Phi^{\ast}_{\alpha,\beta,n}(s) = \frac{\Gamma\left(1 - \frac{\delta n}{\alpha} + \frac{\delta}{\alpha} s\right)}{\Gamma\left(1 - \frac{\beta n}{\alpha} + \frac{\beta}{\alpha} s\right)}. \] (88)

The function \( \Phi^{\ast}_{\alpha,\beta,n}(\tau) \) can be determined as the inverse Mellin integral transform of \( \Phi^{\ast}_{\alpha,\beta,n}(s) \) and then represented as a series

\[ \Phi_{\alpha,\beta,n}(\tau) = \sum_{k=0}^{\infty} \frac{\alpha(-1)^k}{\delta} \frac{1}{k!} \frac{\Gamma\left(1 - \frac{\beta}{\alpha} - \frac{\beta}{\alpha} k\right)}{\Gamma\left(1 - \frac{\beta n}{\alpha} + \frac{\beta}{\alpha} s\right)} (\tau)^{\frac{\alpha}{2} + \frac{\beta}{\alpha} - n}. \] (89)

that can be recognized to be a special case of the Wright function:

\[ \Phi_{\alpha,\beta,n}(\tau) = \frac{\alpha}{\delta} \tau^{\frac{\alpha}{2} - n} W_{1, \frac{\beta}{\alpha} - \frac{\alpha}{\delta}}(-\tau^{\frac{\alpha}{2}}). \] (90)

Repeating the argumentation that was employed for derivation of the subordination formulas (71) and (84), we arrive at the subordination formula of type (1).

Now let us apply the method described above with respect to both the order \( \alpha \) of the space-fractional derivative and the order \( \beta \) of the time-fractional derivative. In our derivations, the four parameters Wright function in the form

\[ W_{(a,\mu),(b,\nu)}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(a+\mu k)\Gamma(b+\nu k)}, \quad \mu, \nu \in \mathbb{R}, \quad a, b, z \in \mathbb{C} \] (91)

will be used. This function was introduced in [37] for the positive values of the parameters \( \mu \) and \( \nu > 0 \). When \( a = \mu = 1 \) or \( b = \nu = 1 \), respectively, the four parameters Wright function is reduced to the Wright function (50). In [25], the four parameters Wright function was investigated in the case when one of the parameters \( \mu \) or \( \nu \) is negative. In particular, it was proved there that the function \( W_{(a,\mu),(b,\nu)}(z) \) is an entire function provided that \( 0 < \mu + \nu, \quad a, b \in \mathbb{C} \).

In the case \( \mu + \nu = 0 \), the four parameters Wright function is not an entire function anymore. The convergence radius of the series from (91) with \( \mu + \nu = 0 \) is equal
to one, not to infinity, as can be seen from the asymptotics of the series terms as 
\( k \to \infty \):

\[
\frac{1}{\Gamma(a - \nu k)\Gamma(b + \nu k)} = \left| \frac{\sin(\pi(a - \nu k)) \Gamma(1 - a + \nu k)}{\pi \Gamma(b + \nu k)} \right| = \left| \frac{\cosh(\pi \Im(a))}{\pi} (\nu k)^{1-a-b} [1 + O(k^{-1})] \right|, \quad k \to +\infty.
\]

Now we formulate and prove the main result of this paper.

**Theorem 4.1.** For the fundamental solution \( G_{\alpha,\beta,n}(x,t) \) to the multi-dimensional space-time-fractional diffusion-wave equation (4) with \( 0 < \beta \leq 1, \ 0 < \alpha \leq 2, \) and \( 2\beta + \alpha < 4 \) the following subordination formula is valid:

\[
G_{\alpha,\beta,n}(x,t) = \int_0^\infty t^{-\frac{\alpha}{\beta}} \Phi_{\alpha,\beta}(st^{-\frac{\alpha}{\beta}}) G_{2,1,n}(x,s) \, ds,
\]  

(92)

where the fundamental solution to the conventional diffusion-wave equation is given by

\[
G_{2,1,n}(x,t) = \frac{1}{(\sqrt{4\pi t})^n} \exp \left( -\frac{|x|^2}{4t} \right)
\]

and the kernel function \( \Phi_{\alpha,\beta}(\tau) \) is a probability density function that is defined as follows:

\[
\Phi_{\alpha,\beta}(\tau) = \begin{cases} 
\frac{\Gamma(\frac{2}{\alpha})}{\pi} W_{(1-\beta,-\beta),\left(\frac{\alpha}{\beta},\frac{\alpha}{2}\right)}(-\tau^{\frac{\alpha}{2}}) & \text{if } \frac{\beta}{\alpha} < \frac{1}{2}, \\
\frac{\Gamma(\frac{1}{\beta})}{\pi} W_{(1,\beta),\left(0,-\frac{\alpha}{2}\right)}(-\tau^{-\frac{\alpha}{2}}) & \text{if } \frac{\beta}{\alpha} > \frac{1}{2}, \\
\frac{\Gamma(\frac{1}{\alpha})}{\pi} \sum_{k=0}^{\infty} \sin \left( \frac{\pi}{2}(k + 1) \right) (-\tau^{\frac{\alpha}{2}})^k & \text{if } 0 < \tau < 1, \\
-\frac{\Gamma(\frac{1}{\alpha})}{\pi} \sum_{k=0}^{\infty} \sin \left( \frac{\pi}{2}k \right) (-\tau^{-\frac{\alpha}{2}})^k & \text{if } \tau > 1
\end{cases}
\]  

(93)

The method of derivation of the formula (92) is the same as above. We start by putting \( \alpha = 2 \) and \( \beta = 1 \) into the the formulas (58) and (59) and obtain a Mellin-Barnes representation for the fundamental solution to the conventional diffusion equation:

\[
G_{2,1,n}(x,t) = \frac{1}{2} \frac{t^{-\frac{\beta}{2}}}{(4\pi t)^{\frac{n}{2}}} \int_{\gamma-i\infty}^{\gamma+i\infty} K_{2,1,n}(s) z^{-s} ds, \quad z = \frac{|x|}{2t^{\frac{\beta}{2}}}
\]  

(94)

with

\[
K_{2,1,n}(s) = \Gamma \left( \frac{s}{2} \right).
\]  

(95)

The kernel function \( K_{\alpha,\beta,n}(s) \) defined by (59) can be then represented as follows:

\[
K_{\alpha,\beta,n}(s) = K_{2,1,n}(s) \times \Psi_{\alpha,\beta,n}^*(s),
\]  

(96)

where \( K_{2,1,n}(s) \) is the kernel function in the Mellin-Barnes integral (94) for the fundamental solution \( G_{2,1,n} \) and

\[
\Psi_{\alpha,\beta}(s) = \frac{\Gamma \left( \frac{n}{\alpha} - \frac{\alpha}{2} \right) \Gamma \left( 1 - \frac{n}{\alpha} + \frac{\alpha}{2} \right)}{\Gamma \left( 1 - \frac{\beta}{\alpha} n + \frac{\alpha}{2} s \right) \Gamma \left( \frac{n}{2} - \frac{s}{2} \right)}.
\]  

(97)
Because of the Mellin convolution theorem, the Mellin-Barnes integral (58) and the product formula (96) in the Mellin domain lead to the integral representation

\[
G_{\alpha,\beta,n}(x, t) = \frac{1}{\alpha} \frac{t^{-\frac{n}{2}}}{(4\pi)^{\frac{n}{2}}} \int_0^\infty \Psi_{\alpha,\beta,n}(\tau) \hat{G}_{2,1,n} \left( \frac{z}{\tau} \right) \frac{d\tau}{\tau}, \quad z = \frac{|x|}{2t^{\frac{1}{2}}},
\]

(98)

where \(\Psi_{\alpha,\beta,n}(\tau)\) is the inverse Mellin integral transform of \(\Psi^{*}\) given by (97) and

\[
\hat{G}_{2,1,n}(\tau) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} K_{2,1,n}(s) \tau^{-s} ds.
\]

(99)

Comparing (94) and (99), we first get the relation

\[
G_{2,1,n}(x, t) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} K_{2,1,n}(s) \tau^{-s} ds.
\]

(100)

that connects the function \(\hat{G}_{2,1,n}\) from (98) and the fundamental solution \(G_{2,1,n}\). Now we put (101) into (98) and get the integral representation

\[
G_{\alpha,\beta,n}(x, t) = \frac{2}{\alpha} \int_0^\infty \tau^{-n-1} \Psi_{\alpha,\beta,n}(\tau) G_{2,1,n}(x, t^{\frac{2\alpha}{\alpha}} \tau^2) d\tau
\]

(102)

that can be rewritten in the form (see (92))

\[
G_{\alpha,\beta,n}(x, t) = \int_0^\infty t^{-\frac{2\alpha}{\alpha}} \Phi_{\alpha,\beta}(st^{-\frac{2\alpha}{\alpha}}) G_{2,1,n}(x, s) ds
\]

with

\[
\Phi_{\alpha,\beta}(\tau) = \frac{1}{\alpha} \tau^{\frac{1}{2}-1} \Psi_{\alpha,\beta,n} \left( \tau^{\frac{1}{2}} \right)
\]

(103)

after the variables substitution \(s = t^{\frac{2\alpha}{\alpha}} \tau^2\).

To determine the kernel function \(\Phi_{\alpha,\beta}\) defined by (103), we first calculate its Mellin integral transform based on the known Mellin integral transform (97) of the function \(\Psi_{\alpha,\beta,n}\) and the operational relations (29)-(30):

\[
\Phi^{*}_{\alpha,\beta}(s) = \frac{2}{\alpha} \frac{\Gamma \left( \frac{2\alpha}{\alpha} - \frac{2\alpha}{s} \right) \Gamma \left( 1 - \frac{2\alpha}{\alpha} + \frac{2\alpha}{s} \right)}{\Gamma \left( 1 - \frac{2\alpha}{\alpha} + \frac{2\alpha}{s} \right) \Gamma (1 - s)}.
\]

(104)

Thus the function \(\Phi_{\alpha,\beta}\) does not depend on the dimension \(n\) and can be represented as the Mellin-Barnes integral (inverse Mellin transform of \(\Phi^{*}_{\alpha,\beta}(s)\)) as follows:

\[
\Phi_{\alpha,\beta}(\tau) = \frac{2}{\alpha} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\Gamma \left( \frac{2\alpha}{\alpha} - \frac{2\alpha}{s} \right) \Gamma (1 - \frac{2\alpha}{\alpha} + \frac{2\alpha}{s})}{\Gamma \left( 1 - \frac{2\alpha}{\alpha} + \frac{2\alpha}{s} \right) \Gamma (1 - s)} \tau^{-s} ds.
\]

(105)

Now we see that it is the same Mellin-Barnes integral that we dealt with in Example 2 of the previous section (see the formula (54)) and thus the kernel function \(\Phi_{\alpha,\beta}(\tau)\) is a probability density function.

To complete the proof of the theorem, let us now deduce the representation (93) of the probability density function \(\Phi_{\alpha,\beta}(\tau)\) defined by the Mellin-Barnes integral (105).
The general theory of the Mellin-Barnes integrals (see e.g. [29]) says that the integral \((\text{105})\) has three different series representations depending on the relation between the parameters \(\alpha\) and \(\beta\) and one has to distinguish between three cases:

(i) \(\beta < \frac{\alpha}{2}\),
(ii) \(\beta > \frac{\alpha}{2}\),
and (iii) \(\beta = \frac{\alpha}{2}\).

The reason for this situation is that the integration contour in the Mellin-Barnes integral \((\text{105})\) can be transformed either to the loop \(L_{-\infty}\) starting and ending at \(-\infty\) and encircling all poles of the function \(\Gamma \left(1 - \frac{2}{\alpha} + \frac{2}{\alpha} s\right)\) (case (i)) or to the loop \(L_{+\infty}\) starting and ending at \(+\infty\) and encircling all poles of the function \(\Gamma \left(\frac{2}{\alpha} - \frac{2}{\alpha} s\right)\) (case (ii)) or to the loop \(L_{-\infty}\) for \(0 < \tau < 1\) and to the loop \(L_{+\infty}\) for \(\tau > 1\) (case (iii)).

Then the integrals with the integration contours \(L_{-\infty}\) or \(L_{+\infty}\) can be represented as some series of the hypergeometric type by using the Jordan lemma and the Cauchy residue theorem (see examples already presented above). Now let us shortly discuss the cases (i)-(iii).

Case (i): \(\beta < \frac{\alpha}{2}\).

The poles of \(\Gamma \left(1 - \frac{2}{\alpha} + \frac{2}{\alpha} s\right)\) are at the points \(s_k = 1 - \frac{2}{\alpha} - \frac{\alpha}{2} k, k \in \mathbb{N}_0\). The series representation of the Mellin-Barnes integral \((\text{105})\) thus takes the form:

\[
\Phi_{\alpha,\beta}(\tau) = 2 \alpha \sum_{k=0}^{\infty} \frac{(-1)^k}{2^k k!} \frac{\Gamma(k+1)}{\Gamma \left(1 - \beta - \beta k\right) \Gamma \left(\frac{\alpha}{2} + \frac{\alpha}{2} k\right)} \tau^{\frac{\alpha}{2} - 1 + \frac{\alpha}{2} k}. \tag{106}
\]

Because \(\Gamma(k+1) = k!\), the series \((\text{106})\) can be expressed in terms of the four parameters Wright function \((\text{91})\)

\[
\Phi_{\alpha,\beta}(\tau) = \tau^{\frac{\alpha}{2} - 1} W_{(1-\beta, -\beta), \left(\frac{\alpha}{2}, -\frac{\alpha}{2}\right)} \left(\tau^{\frac{\alpha}{2}}\right). \tag{107}
\]

and we obtained the first part of the formula \((\text{93})\).

Case (ii): \(\beta > \frac{\alpha}{2}\).

Now we have to take into consideration the poles of \(\Gamma \left(\frac{2}{\alpha} - \frac{2}{\alpha} s\right)\) that are located at the points \(s_k = 1 + \frac{\alpha}{2} k, k \in \mathbb{N}_0\). The series representation of the Mellin-Barnes integral \((\text{105})\) is as follows:

\[
\Phi_{\alpha,\beta}(\tau) = 2 \alpha \sum_{k=0}^{\infty} \frac{(-1)^k}{2^k k!} \frac{\Gamma(k+1)}{\Gamma(1 + \beta k) \Gamma \left(-\frac{\alpha}{2} k\right)} \tau^{-1 + \frac{\alpha}{2} k}. \tag{108}
\]

Because \(\Gamma(k+1) = k!\), the series \((\text{108})\) can be expressed in terms of the four parameters Wright function \((\text{91})\)

\[
\Phi_{\alpha,\beta}(\tau) = \tau^{-1} W_{(1, \beta), (0, -\frac{\alpha}{2})} \left(\tau^{-\frac{\alpha}{2}}\right). \tag{109}
\]

and we obtained the second part of the formula \((\text{93})\).

Case (iii): \(\beta = \frac{\alpha}{2}\).

In this case, we repeat the calculations made for the case (i) when \(0 < \tau < 1\) and for the case (ii) when \(\tau > 1\) and apply the reflection formula for the Gamma-function

\[
\frac{1}{\Gamma(z)\Gamma(1-z)} = \frac{\sin(\pi z)}{\pi}, \quad z \in \mathbb{C}
\]

to get the last part of the formula \((\text{93})\).
In the rest of the paper, we collect some remarks regarding the subordination formula presented in Theorem 4.1 that in our opinion are worth mentioning.

Remark 4.1. The kernel function $\Phi_{\alpha,\beta}$ given by (93) can be represented as the following Mellin-Barnes integral (see the formula (105) in the proof of Theorem 4.1) for all values of $\alpha$ and $\beta$ under the conditions stated in Theorem 4.1:

$$
\Phi_{\alpha,\beta}(\tau) = \frac{2}{\alpha} \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \Gamma \left( \frac{2}{\alpha} - \frac{2}{\beta} s \right) \Gamma \left( 1 - \frac{2}{\alpha} + \frac{2}{\beta} s \right) \Gamma (1-s) \tau^{-s} ds.
$$

Remark 4.2. The second line of the formula (93) can be rewritten in the form

$$
\tau^{-1} W_{(\alpha,\beta)(0,0)} (-\tau^{-\frac{\beta}{\alpha}}) = -\tau^{-1} \frac{\beta}{\alpha} W_{(1-\beta,\beta)(-\frac{\beta}{\alpha},-\frac{\beta}{\alpha})} (-\tau^{-\frac{\beta}{\alpha}})
$$

because the first term of the series in (108) or (109) is equal to zero due to the fact that the Gamma-function has a pole at the point zero. Thus we can move the summation index $k \to k+1$ in (108) and get the representation above. In particular, it is now clear that the kernel function $\Phi_{\alpha,\beta}$ is integrable at $+\infty$.

Remark 4.3. In the case $\frac{2}{\alpha} = \frac{1}{2}$, $0 < \beta < 1$, the kernel function $\Phi_{\alpha,\beta}(\tau)$ defined by the 3rd line of (93) has an integrable singularity at the point $\tau = 1$.

Remark 4.4. The relation (51) between the Mellin integral transform of the kernel function $\Phi_{\alpha,\beta}(\tau)$ and the Mittag-Leffler function (51) can be rewritten in terms of the Laplace integral transform (see the formulas (38), (39)) and thus $\Phi_{\alpha,\beta}(\tau)$ can be also interpreted as the inverse Laplace transform of the Mittag-Leffler function $E_\beta(-\lambda^\frac{\alpha}{\beta})$:

$$
E_\beta(-\lambda^\frac{\alpha}{\beta}) = \int_0^\infty \Phi_{\alpha,\beta}(\tau) e^{-\lambda \tau} d\tau.
$$

Remark 4.5. For the time-fractional diffusion equation ($\alpha = 2$, $0 < \beta \leq 1$ in the equation (11)) the subordination formula (92) with the kernel function $\Phi_{\alpha,\beta}(\tau)$ given by the 1st line of (93) is valid. In this case, the four parameters Wright function is reduced to the conventional Wright function and we arrive at the known formula (see (71))

$$
G_{2,\beta,n}(x,t) = \int_0^t \tau^{-\beta} W_{1-\beta,\beta} (-\tau^{-\beta}) G_{2,1,n}(x,s) ds, \quad 0 < \beta < 1.
$$

Remark 4.6. For the space-fractional diffusion equation ($\beta = 1$, $0 < \alpha \leq 2$ in the equation (11)) the subordination formula (92) has to be applied with the kernel function $\Phi_{\alpha,\beta}(\tau)$ given by the 2nd line of (93). The four parameters Wright function from (93) is reduced to the conventional Wright function and we arrive at the subordination formula

$$
G_{\alpha,1,n}(x,t) = \int_0^\infty s^{-\alpha} W_{0,\alpha} (-s^{-\frac{\alpha}{\beta}}) G_{2,1,n}(x,s) ds, \quad 0 < \alpha < 2.
$$
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