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Statistical thermodynamics is valuable as a conceptual structure that shapes our thinking about equilibrium thermodynamic states. A cloud of unresolved questions surrounding the foundations of the theory could lead an impartial observer to conclude that statistical thermodynamics is in a state of crisis though. Indeed, the discussion about the microscopic origins of irreversibility has continued in the scientific community for more than a hundred years. This paper considers these questions while beginning to develop a statistical thermodynamics for finite non-equilibrium systems. Definitions are proposed for all of the extrinsic variables of the fundamental thermodynamic relation that are consistent with existing results in the equilibrium thermodynamic limit. The probability density function on the phase space is interpreted as a subjective uncertainty about the microstate, and the Gibbs entropy formula is modified to allow for entropy creation without introducing additional physics or modifying the phase space dynamics. Resolutions are proposed to the mixing paradox, Gibbs’ paradox, Loschmidt’s paradox, and Maxwell’s demon thought experiment. Finally, the extrinsic variables of the fundamental thermodynamic relation are evaluated as functions of time and space for a diffusing ideal gas, and the initial and final values are shown to coincide with the expected equilibrium values when interpreted in a classical context.

PACS numbers:

I. INTRODUCTION

While thermodynamics is nominally concerned with heat and energy flows, the only states about which anything meaningful can be said about are those infinitesimally close to equilibrium, i.e., those for which heat and energy flows vanish. Moreover, being based on empirical observations, thermodynamics has little to say about the underlying causes for observed phenomena. That is instead the subject of statistical thermodynamics, which has the purpose of establishing connections between the microscopic state of a system (i.e., the particle positions and momenta) and equilibrium thermodynamic quantities. Although statistical thermodynamics can rightfully claim a number of significant successes, the theory says little about non-equilibrium systems by design.

That is instead the concern of non-equilibrium statistical thermodynamics. This subject has received considerable attention (perhaps for the reason that the most physically significant systems are often those not in equilibrium) but is not nearly as well-established as equilibrium statistical thermodynamics. This can be partly attributed to the difficulty of adequately defining and measuring thermodynamic quantities for a non-equilibrium system; without established experimental points of reference, it is difficult to conclude whether any given proposal should be discarded as being discordant with reality. Part of the difficulty is also that there are ontological questions that have not been satisfactorily resolved. For example, can a thermodynamic entropy be defined for a finite isolated system, one of precisely the type that is frequently simulated by molecular dynamics?

There are at least three practical reasons to search for answers to such a question. First, students and practitioners who are asked to accept the conclusions of statistical thermodynamics without finding satisfactory answers to such questions could easily lose confidence in a subject that is, and should be regarded as, one of the cornerstones of modern physics. Second, the inconsistencies that emerge when pondering such questions could erroneously suggest that our instinctive sense of reality is not relevant to this subject; without this, our ability to reason about and develop non-equilibrium statistical thermodynamics is severely limited. Third, the possible applications of molecular dynamics to the physical sciences would be considerably expanded if thermodynamic quantities like the free energy could be reliably extracted from molecular dynamics simulations.

The purpose of this article is to establish part of the foundations for a non-equilibrium statistical thermodynamics that is consistent with existing results in the equilibrium thermodynamic limit, and that introduces a minimum of arbitrary constants and additional physics. Section II motivates this undertaking by considering several limitations of the existing foundations, including situations where the ergodic hypothesis does not hold, the dependence of thermodynamic ensembles on initial conditions, and the increase of entropy during irreversible processes. Section III proposes definitions applicable to finite non-equilibrium systems of all of the extrinsic quantities in the fundamental thermodynamic relation. These definitions satisfy the same properties as the classical quantities in the equilibrium thermodynamic limit. Section IV evaluates these quantities as functions of time and space for the expansion of an ideal gas in an isolated box, and verifies that our definitions converge to the expected...
The utility of a thermodynamic ensemble derives from the ergodic hypothesis [1, 2], or the effective assumption that the time average of a quantity over a generic trajectory through the phase space can be replaced by the instantaneous average of the quantity over an ensemble of systems prepared in the same macrostate. Practically speaking, the ability to replace a complicated calculation of the evolution of a microstate with an average over the phase space, weighted by an appropriately constructed probability distribution, is the only reason that statistical thermodynamic calculations are at all possible. That said, a variety of systems do not behave ergodically [3–5], and for these the above procedure leads to obvious inconsistencies.

As an initial example, consider a microcanonical system containing two potential energy wells, as shown in Fig. 1. The microcanonical ensemble stipulates that, following the principle of equal a priori probabilities [7, 8], the time average of an observable for a microcanonical system with total energy in blue is equivalent to the average over the allowed states in both potential energy wells. That said, the allowed states are separated by a disallowed region, any trajectory is necessarily confined to the potential energy well specified by the initial conditions (i.e., the system is not metrically transitive [9, 10]), and the ergodicity hypothesis does not hold. The two-dimensional square lattice Ising model with zero external field below the critical temperature is a nontrivial system that exhibits such behavior [11, 12], and shows that this situation is not purely hypothetical. This leads to the natural conclusion that the time-averaged behavior of a generic system can depend on the initial conditions, even in the long-time limit.

One could object that it is not really possible to isolate a physical system from its surroundings, and that ergodicity is restored by the thermal fluctuations in a canonical system eventually allowing the trajectory to pass over the potential energy barrier. The characteristic time required for such a fluctuation depends exponentially on the height of the potential energy barrier though, meaning that the mean residence time in a potential energy well could easily be longer than the lifetime of the universe. More generally, whether the time average of an observable should be performed over one potential energy well or two depends on whether the observation time is shorter or longer than the mean residence time. That is, the time-averaged behavior of a generic system apparently can depend not only on the initial conditions, but also on the period of observation.

Further evidence that an ensemble average is not generally equivalent to the finite time-averaged behavior of a system is offered by the phenomenon of supercooling. Consider a system of supercooled water prepared without any heterogeneous crystal nucleation sites. For any specified observation time, let the temperature be such that the system has equal probabilities of homogeneously nucleating a crystal and of remaining a supercooled liquid. The ensemble average would include equal numbers of liquid and crystal states, whereas the time-average behavior of a single system would depend stochastically on whether crystallization occurs in that system. The natural objection to this thought experiment is that thermodynamic ensembles are only relevant to systems in thermodynamic equilibrium, and for that reason are not applicable to a supercooled liquid. That is precisely the point; thermodynamic ensembles have well-established utility but cannot be used in every situation, and care should be taken that the underlying assumptions are not violated.

For the final example, suppose that a phase is defined by a probability distribution on the phase space that is a smooth function of the thermodynamic variables, and that phase transitions occur when this probability distribution changes discontinuously. Consider the proposed existence of an ideal glass phase as a resolution to Kauzmann’s paradox [13, 14]. Cooling an ensemble of glass forming systems through the glass transition temperature implies that the probability distribution associated with a proposed ideal glass phase should be distributed over all metabasins in the potential energy landscape. This is inconsistent with the observation that the instantaneous configuration of a single glassy system identifies one or a few metabasins to which the system is confined for reasonable observation times. That is, the actual probability distribution of microstates for a single glassy system is inconsistent with the one that would be characteristic of
an ideal glass phase, though confusion about this point could occur as a result of inappropriately applying thermodynamic ensembles to a non-equilibrium system.

B. Probability Distributions

This discussion raises questions about the interpretation of a probability distribution of microstates. Given a system in thermodynamic equilibrium, the usual interpretation is that if the practitioner were to repeatedly measure the microstate at intervals longer than the decorrelation time of the system, then the microstates would be independently and identically distributed according to this probability distribution. This requires that the probability distribution be stationary, i.e., the partial derivative with respect to time vanishes everywhere. Along with the constraints imposed by the Liouville equation and the requirement that the weighted average of thermodynamic variables over the phase space be equal (to within a small uncertainty) to the experimentally-measured values, this is conjectured to make the probability distribution well-defined [15].

Actually calculating a probability distribution in this way would be exceedingly difficult though. Instead, the usual approach is to construct an ensemble of systems with different initial conditions subject to the requirement that, perhaps after an initial transient, every system in the ensemble realizes a probability distribution of microstates the same as that of the single system described above [11, 16]. The probability distribution can then be empirically constructed by examining the microstates of the ensemble at any single instant in time after the initial transient. This has the advantage of removing the dependence on the decorrelation time, but still requires that the probability distribution be time invariant and consistent with the macrostate.

The interpretation of a probability distribution of microstates for a non-equilibrium system is less clear. Since the properties of a non-equilibrium system (and therefore the probability distribution of microstates) are not generally constant in time, a practitioner cannot reliably construct an empirical probability distribution from a time series of microstates. As for the construction of a thermodynamic ensemble, requiring the observation time to be longer than the decorrelation time is no longer sufficient for ensemble averages to be independent of the choice of initial microstates (as shown by the thought experiment below), and a thermodynamic ensemble cannot be constructed without making this choice explicit.

Consider a thermodynamic ensemble corresponding to any equilibrium state. The time evolution of the systems in the ensemble maps to an ensemble of trajectories in the phase space. If the practitioner makes an instantaneous change to a thermodynamic variable defining the macrostate, the systems in the ensemble would no longer be in a state of equilibrium. A time-dependent empirical probability distribution for the non-equilibrium state could then be constructed from the ensemble of trajectories, and would be equivalent to the result of applying the Liouville equation to the initial probability distribution. The difficulty with this construction is that, as pointed out in Sec. [1A], thermodynamic ensembles are not generally applicable to non-equilibrium systems. If the initial equilibrium system was a glass former in the liquid phase, instantaneously quenching the system through the glass transition temperature would cause the systems in the corresponding ensemble to break into distinct populations confined to separate metabasins in the potential energy landscape. The actual system would follow a trajectory into one of these metabasins, with the result that the probability distribution of microstates for the actual system would be inconsistent with the prediction of the ensemble.

This conflict is resolved by recognizing that the probability distribution of microstates actually represents the practitioner’s subjective uncertainty about the system’s microstate [17, 18]. The practitioner does not precisely know the initial microstates of the system nor of the surroundings, and therefore does not know the system’s subsequent trajectory. Without this information, it is quite reasonable to represent the initial uncertainty by means of a probability distribution and to propagate that uncertainty to subsequent times with the Liouville equation. That the uncertainty is not an objective property of a thermodynamic system should not affect the apparent properties of generic equilibrium states, since for these there is assumed to be a limiting probability distribution that is independent of the initial conditions. This certainly does not apply to all thermodynamic states though, the clearest examples being ones close to a phase transition where the time averages of distinct trajectories can diverge.

A possible objection to the conclusion of the preceding paragraph is that this makes the thermodynamic entropy a subjective quantity, though the consequences of this are less severe than could be supposed. Consider that the part of the internal energy that cannot feasibly be extracted as work should be expected to increase with the practitioner’s uncertainty about the microstate. This allows irreversible processes, e.g., the expansion of an ideal gas into an empty volume, to be interpreted as those where the practitioner’s uncertainty about the system’s microstate spontaneously increases. Conversely, an entity with perfect knowledge of a system’s microstate would conclude that the subjective entropy was zero and be able to extract all of the internal energy as work, allowing Maxwell’s demon to avoid violating any thermodynamic laws.

Jaynes’ discussion of the mixing paradox offers further evidence that the entropy should be considered as a subjective quantity [19]. Consider a thermodynamic system consisting of two chambers separated by a removable barrier, the first containing gas A and the second containing gas B. If the practitioner is able to distinguish gases A and B, then the entropy of the system should increase
entropy is given by Gibbs’s entropy formula for a continuous probability distribution at a single point as the temperature approaches absolute zero would cause the entropy in Eq. 1 to diverge to negative infinity, but the coarse-grained entropy approaches the conventional value of zero for any nonzero $V_{CG}$.

**C. Liouville’s Theorem**

Given an initial probability distribution on the phase space, the Liouville equation describes the time evolution of this probability distribution on the basis of Hamiltonian mechanics \[20, 21\]: conceptually, the flow of probability density resembles that of an incompressible fluid. Liouville’s theorem states that the convective derivative of the probability distribution is zero, or that any set of points beginning within a specified volume can always be enclosed in a distorted region of identical volume at any subsequent time. Suppose that the thermodynamic entropy is given by Gibbs’s entropy formula for a continuous probability distribution in blue. The right partition maximizes the coarse-grained entropy.

$$S_G = -k_B \int_{\Gamma} \rho \ln \frac{\rho}{\mu} d\Omega$$

where $\Gamma$ is the phase space, $d\Omega$ is the infinitesimal volume element, $\rho$ is the probability distribution, and $\mu$ is a constant that makes the argument of the logarithm unitless. Liouville’s theorem then implies that Gibbs’s entropy is constant for any time evolution given by the Liouville equation, even for initial conditions that describe non-equilibrium systems. For this reason, it is unclear how the second law of thermodynamics can be derived from statistical thermodynamics without the introduction of additional physics.

Only two of the resolutions proposed in the literature are considered here. The first is known as coarse-graining, and involves partitioning the phase space into regions of a characteristic volume $V_{CG}$ \[21, 22\]. This allows the continuous probability distribution $\rho$ to be converted into a discrete probability distribution $q_i$ indexed by the partition elements. Gibbs’s entropy formula for a continuous probability distribution is then converted into with one for a discrete probability distribution (up to an additive constant):

$$S_{CG} = -k_B \sum_i q_i \ln q_i.$$  

This approach has several advantages. With regard to the second law, the increasing distortion of a volume element in the phase space with time results in a continuous probability distribution being distributed over many elements of the partition, allowing the coarse-grained entropy to increase despite Liouville’s theorem. More precisely, the introduction of $V_{CG}$ defines a length scale below which the contraction of a continuous probability distribution cannot be resolved, and after an initial transient the rate of expansion of the continuous probability distribution effectively depends only on the positive Lyapunov exponents \[23, 24\]. With regard to the third law, the concentration of a continuous probability distribution at a single point as the temperature approaches absolute zero would cause the entropy in Eq. 1 to diverge to negative infinity, but the coarse-grained entropy approaches the conventional value of zero for any nonzero $V_{CG}$. 

The subjectivity of the probability distribution allows a significant reinterpretation of the discussion of supercooling in Sec. \[11\]. After placing a liquid in a freezer, the practitioner does not know whether the system has crystallized or not until the freezer door is opened. The probability distribution describing the practitioner’s knowledge of the system state at this point includes equal numbers of liquid and crystal states; this accurately reflects that it is not possible to reliably predict the work that could be extracted from the system, or more generally the system’s responses to external stimuli, until more information is acquired. Opening the door provides this information and collapses the probability distribution into one containing only liquid or only crystal states, once again allowing useful predictions to be made. While this phenomenon superficially resembles the wavefunction collapse of quantum mechanics, it is emphasized that the act of observation does not in any way affect the objective trajectories of the molecules in the liquid, merely the practitioner’s knowledge of and ability to harness the system. Thermodynamics is then not so much about describing physical systems as it is about describing the ways in which physical systems can be manipulated.
Everything comes with a price though, and for the coarse-graining approach that is introducing $V_{CG}$ as a fundamental physical constant that behaves as an offset to the entropy. Consider that the coarse-grained entropy for a uniform continuous probability distribution on some volume $V_T$ of the phase space is

$$S_{CG} = -k_B \sum_i \frac{V_{CG}}{V_T} \ln \left( \frac{V_{CG}}{V_T} \right) = k_B \ln \left( \frac{V_T}{V_{CG}} \right).$$

Since taking the $V_{CG} \to 0$ limit causes the coarse-grained entropy to diverge, every thermodynamic system should have a nonzero $V_{CG}$. Moreover, for thermodynamic comparisons to be possible, this value should be the same for all thermodynamic systems. The definition of a fundamental physical constant is not something to be undertaken lightly though, and the frequent identification of $V_{CG}$ with the appropriate power of Planck’s constant is inconsistent with the correspondence principle and the development of a classical statistical thermodynamics. Finally, there remains the problem of the construction of the partition of phase space. Consider that it is possible to construct, for any continuous probability distribution and $V_{CG}$, a partition for which the coarse-grained entropy is equal to that of the uniform continuous probability distribution over the volume $V_T$; this idea is illustrated in Fig. 2. This would clearly be inconsistent with thermodynamic measurements, but in the absence of a physically-justified construction such a choice is not forbidden.

The second proposed resolution instead modifies the Liouville equation by introducing a diffusive term, with the result that an initial probability distribution spreads over time and Gibbs’s entropy in Eq. 1 increases [25–27]. The usual justification offered is that it is not actually possible to construct an isolated system, and the diffusive term reflects the effectively stochastic influence of the surroundings. The consequences of this argument can be seen by considering the isolated system $A$ in Fig. 3; it should always be possible to construct such a system since, e.g., the universe is isolated by definition. Let the initial probability distribution of microstates of $A$ be such that the entropy $S_G(A)$ is equal to the minimum possible for any thermodynamic system. Since $A$ does not interact with any surroundings, the probability distribution of microstates of $A$ obeys the standard Liouville equation and $S_G(A)$ remains constant by Liouville’s theorem. If a subsystem $B \subset A$ is closed but not isolated, the probability distribution of microstates of $B$ obeys the modified Liouville equation, and the entropy $S_G(B)$ gradually increases to a limiting value. Experimental thermodynamics requires that the entropy be additive in the sense that $S_G(A) = S_G(B) + S_G(A - B)$ though, and if $S_G(B) > S_G(A)$, then $S_G(A - B) < S_G(A)$ must be less than the absolute minimum of entropy. That is, the proposed modification of the Liouville equation apparently violates the third law of thermodynamics.

Proponents of coarse-graining could suggest that a regular tessellation of the phase space by hypercubes be used as a canonical partition, and perhaps average over all possible translations of the tessellation. Proponents of the modified Liouville equation could object that the universe is not isolated, or that the situation in the paragraph above could not occur in practice. There are many other proposed answers to the question of entropy generation in the literature as well. The purpose of this section is not to rigorously evaluate these proposals, but merely to point out that they generally seem to require additional development before they could be entirely satisfactory.

### III. FUNDAMENTAL THERMODYNAMIC RELATION

The development of classical thermodynamics begins with the fundamental thermodynamic relation for open systems

$$dU = TdS + V \sum_{ij} \sigma_{ij} d\epsilon_{ij} + \sum_i \mu_i dN_i. \quad (2)$$

The purpose of this section is to propose suitable definitions of the extrinsic quantities in Eq. 2 that can be applied to finite non-equilibrium systems and that reduce to the classical results in the equilibrium limit. This necessarily includes a definition of the entropy that is consistent with the second and third laws of thermodynamics. Our intention is to handle the intrinsic quantities in a separate publication.

It is useful to define precisely what properties are expected of an extensive quantity, particularly since the literature is surprisingly inconsistent on this point [28–29]. Extensive quantities have been variously defined as those that are equal to the sum of the corresponding values for the constituent subsystems (additive), as those that are proportional to a system’s mass (proportional), or as those that are both additive and proportional. These definitions are not all equivalent, and are not necessarily sensible for non-equilibrium systems. Consider that the volume of a system composed of two subsystems with different densities but the same number of atoms (e.g., a liquid and a solid) is additive but not proportional. The
gravitational potential energy of a system increases superlinearly in the number of atoms, implying that the internal energy is not proportional either.

Classical definitions of extensivity apparently make several assumptions that are usually left implicit. First, the extent of the interactions between any two subsystems should be at most proportional to the shared surface area. Second, passing to the thermodynamic limit causes each subsystem’s volume to increase faster than its surface area, making interactions between subsystems negligible in the limit. A classically extensive quantity is here defined to be one that is additive in such conditions. Notice that the second assumption is not applicable to the finite systems considered here.

Two types of additivity are defined for finite systems that are equivalent to the classical definition in the conditions described above. A quantity is said to be strongly additive if its value for a union of arbitrary subsystems is equal to the sum of its values for those subsystems. Strong additivity is stronger than classical additivity since it does not require either of the assumptions above, and is often a property of quantities that are defined on a per-atom basis. A quantity is said to be weakly additive if its value for a union of isolated subsystems (defined in Sec. III A) is equal to the sum of its values for those subsystems. Notice that the assumptions above effectively isolate each subsystem, making strong and weak additivity equivalent in classical conditions.

The quantities defined in the sections below are said to be strongly or weakly extensive depending on whether they are strongly or weakly additive; this will be found to depend sensitively on the way the subsystems’ interactions are handled. Finally, it is worthwhile to briefly discuss whether one is preferable to the other. Certainly they are both consistent with macroscale experimental thermodynamics, and so one does not seem to be preferable to the other on that account. It is true that strong extensivity is mathematically convenient, but it is not at all clear that it should be possible to objectively distribute, e.g., the energy of an interaction over the various subsystems participating in that interaction. Observe that since the energy in question arises from interacting subsystems, the part of the energy assigned to a particular subsystem cannot be a property of that subsystem alone. Indeed, the appealing idea that a subsystem’s internal energy should in some way reside within that subsystem was an essential part of the intuitive but long-discredited caloric theory [30].

A. Boundary Conditions

Given that one of our motivations is to evaluate thermodynamic quantities during molecular dynamics simulations, it is useful to consider the ways in which such a system could be defined. Since molecular dynamics simulations are constructed to conserve internal energy, volume, and particle number unless specifically specified otherwise, the simplest simulation would be of an isolated system for which all of these quantities are constant and Eq. 2 is the natural governing equation.

If instead the system is closed and can exchange only thermal energy with a reservoir, then that is precisely what should be simulated. This would entail a molecular dynamics simulation of a large isolated system $A$ partitioned into a system of interest $B$ and a surrounding reservoir $A − B$. $B$ would need to be separated from $A − B$ by a solid heat-conductive barrier composed of atoms with a high binding energy. Notice that the usual practice of neglecting boundary effects in the thermodynamic limit is not valid for finite systems, and that thermodynamic quantities should include the effects of the system’s particles interacting with those of the barrier. The use of a thermostat is inadvisable since it is not yet clear that the definition of temperature for an equilibrium system is relevant to a non-equilibrium one.

For an open system that can exchange thermal energy and particles with a reservoir, the procedure would be similar but with the barrier removed. This raises the question of what precisely constitutes the system of interest $B$ and the surrounding reservoir $A − B$ though. Since the particles in $B$ are not fixed, $B$ would presumably be defined so as to include the particles residing within a particular region of space at any instant in time. Notice that defining the thermodynamic properties of $B$ using the probability distribution of microstates of $B$ leads to difficulty since the dimension of the phase space would change discontinuously with the number of particles in $B$. For this reason, the thermodynamic properties of $B$ should always be defined using the probability distribution of microstates of $A$.

The only change necessary to allow a closed system to exchange volume with a reservoir would be to make the heat-conductive barrier deformable. It is unclear whether a barrier could be made deformable while disallowing the transfer of thermal energy for a system that can exchange only volume with a reservoir though. A simulation could be performed by subjecting the system to a barostat, but it is not yet clear that the definition of pressure for an equilibrium system is relevant to a non-equilibrium one.

There is not an obvious way to define what constitutes an open system that is able to exchange volume with a reservoir, since neither the particles in $B$ nor the region assigned to $B$ are fixed. Other possible boundary conditions that involve the exchange of particles but not thermal energy with a reservoir are regarded as unphysical.

B. Internal Energy

The internal energy is the first of the extrinsic quantities appearing in Eq. 2 and is defined as the sum of the potential and kinetic energies

$$U(x, p) = U_x(x) + U_p(p)$$
where \( \mathbf{x} \) and \( \mathbf{p} \) are vectors of all the position and momentum variables describing the microstate of the system. Since energy is not an absolute quantity, the zeros of the potential and kinetic energies need to be defined. For atomic systems with short-range interactions, the potential energy is usually measured with respect to a microstate where the atoms are infinitely separated and in the absence of external fields, and the kinetic energy is measured with respect to a center of momentum frame of the system. While \( U_x(x) \) is usually a complicated function of the position variables, \( U_p(p) \) is simply the sum of the kinetic energies of the constituent atoms.

The internal energy above is a function on the phase space that assigns a value to a particular microstate, but the expectation value \( \langle U \rangle = \langle U_x \rangle + \langle U_p \rangle \) of the practitioner depends on the probability distribution of microstates \( \rho(x, p) \). Since the potential and kinetic energies respectively depend only on position and momentum variables, their expectation values can be calculated as

\[
\langle U_x \rangle = \int_{\Gamma_x} U_x(x) \rho_x(x) \, dx \\
\langle U_p \rangle = \int_{\Gamma_p} U_p(p) \rho_p(p) \, dp
\]

where \( \rho_x = \int_{\Gamma_x} \rho \, dp \) and \( \rho_p = \int_{\Gamma_p} \rho \, dx \) are the marginal probability distributions on the configuration and momentum spaces \( \Gamma_x \) and \( \Gamma_p \). The change in internal energy is the more physically relevant quantity though. Suppose that the probability distribution \( \rho \) is changed into the probability distribution \( \rho + \delta \rho \), where \( \delta \rho(x, p) \) is arbitrarily small with respect to the \( L^1 \) norm and is required to satisfy \( \int_{\Gamma} \delta \rho \, d\Omega = 0 \) for the probability distribution to remain normalized.

The resulting change \( d\langle U \rangle = d\langle U_x \rangle + d\langle U_p \rangle \) in the expectation value of the internal energy is the sum of the changes in the expectation values of the potential and kinetic energies, or

\[
d\langle U_x \rangle = \int_{\Gamma_x} \delta U_x(x) \delta \rho_x(x) \, dx \\
d\langle U_p \rangle = \int_{\Gamma_p} \delta U_p(p) \delta \rho_p(p) \, dp
\]

where \( \delta \rho_x = \int_{\Gamma_x} \delta \rho \, dp \) and \( \delta \rho_p = \int_{\Gamma_p} \delta \rho \, dx \) are defined analogously to \( \rho_x \) and \( \rho_p \). This is in principle enough to define the change in internal energy of an isolated system.

Physical systems are rarely isolated though. Even noble gas atoms in a rigid container interact by dispersion forces with the atoms in the container walls, and there should be a procedure to partition the potential energy of such interactions into two parts, one pertaining to the system and the other to the surroundings. More generally, let a system \( A \) be partitioned into \( n \) subsystems \( A^i \) where \( i \in [1, n] \). A point in the phase space \( \Gamma \) defines the microstate of \( A \) and therefore the microstates of all \( A^i \). This implies that there should exist functions \( U_x^i(x) \) and \( U_p^i(p) \) defined on \( \Gamma \) that indicate the potential and kinetic energies of \( A^i \) and that have expectation values defined analogously to \( \langle U_x \rangle \) and \( \langle U_p \rangle \). Moreover, the extensivity of the internal energy requires that these functions satisfy \( U_x^i(x) = \sum_j U_x^j(x) \) and \( U_p^i(p) = \sum_j U_p^j(p) \).

A strongly extensive \( U_p^i(p) \) can be defined by assigning to \( A^i \) the kinetic energies of all the atoms in \( A^i \), or

\[
U_p^i(p) = \sum_{j \in \mathcal{L}^i} ||p_j||^2/(2m_j)
\]

where \( \mathcal{L}^i \) is the set of labels of the atoms in \( A^i \) and \( p_j \) is the momentum of the \( j \)th atom. Defining \( U_x^i(x) \) is more difficult though. Let \( N \) be the number of atoms in \( A \), and \( S \) be the set of all subsets of labels of atoms in \( A \) except for the empty set. Formally, the potential energy of \( A \) can be represented as a sum of many-body interactions \( U_x(x) = \sum_{s \in S} \phi_s(x) \) where \( \phi_s(x) \) is the interaction among the atoms with labels in \( s \) [31]. A reasonable definition for \( U_x^i(x) \) is then

\[
U_x^i(x) = \sum_{s \in S} \frac{|\mathcal{L}^i \cap s|}{|s|} \phi_s(x)
\]

where the contribution of an interaction to the potential energy of a subsystem is proportional to the number of atoms of the subsystem that participate in the interaction. It is straightforward to show that this definition is strongly extensive.

The difficulty with this approach is that it is not clear whether the potential energy can always be decomposed into a sum of many-body interactions in practice; electronic structure calculations indicate that the presence of one atom can affect the electron distributions of surrounding atoms in complicated ways. That said, it is always possible to measure the potential energy change of removing an atom (i.e., displacing the atom to infinity). The question is therefore whether such information is sufficient to construct \( U_x^i(x) \) as in the definition above.

Observe that \( S \) not only indexes the many-body interactions, but also the sets of atoms that could be removed from the system. Let \( \chi_r(x) \) be the potential energy change of \( A \) when removing the atoms with labels in \( r \in S \). By construction, \( \chi_r(x) \) is the sum of all many-body interactions that involve any atoms with labels in \( r \), and is written as \( \chi_r(x) = \sum_{s \in S} a_{rs} \phi_s(x) \) where \( a_{rs} \in \{ -1, 0 \} \). The matrix with elements \( a_{rs} \) is invertible as shown by the following argument. The atom removal event that includes all of the atoms of \( A \) gives the potential energy of \( A \). Adding the potential energy of \( A \) to that of events that remove all but one atom gives the one-body interactions. Adding the potential energy of \( A \) to that of events that remove all but two atoms and subtracting the appropriate one-body interactions gives the two-body interactions. Repeating this process with increasing numbers of remaining atoms shows that each atom removal event introduces precisely one multi-body interaction that is not already known. The rows of the matrix with elements \( a_{rs} \) are therefore linearly independent, and since the matrix is square, it is invertible. If
given in App. B. The advantage of this definition is that interactions equally over the participating subsystems is a weakly extensive definition for the potential energy of systems, and consider the process that begins with the body interaction could be distributed equally over the subsystems that participate in the interaction. Let \( S_n \) be the set of all permutations of \( n \) elements, \( \sigma \in S_n \) be a permutation that indicates an ordering of the subsystems, and consider the process that begins with the system \( A \) and successively removes all atoms in \( A^i \) for \( j \in [1, n] \). Let \( \psi^i_\sigma(x) \) be the potential energy change when the atoms in \( A^i \) are removed as part of this process. Then

\[
U^i_\sigma(x) = \frac{1}{n!} \sum_{\sigma \in S_n} \psi^i_\sigma(x)
\]

is a weakly extensive definition for the potential energy of \( A^i \). A proof that this effectively distributes many-body interactions equally over the participating subsystems is given in App. A. The advantage of this definition is that if an isolated system \( A \) is partitioned into a subsystem \( A^1 \) of interest and the surroundings \( A^2 \), the equation for \( U^i_\sigma(x) \) has only two terms and Eq. 6 could be evaluated in practice.

One property of these definitions is that if every atom of a is assigned to a separate subsystem, Eqs. 5 and 6 give identical and well-defined potential energies for individual atoms. The alternatives in the literature instead require the careful definition and justification of volumes associated with individual atoms over which an energy density is integrated.

\[
\rho_{\sigma}(x) = \sum_{\sigma \in S_n} \psi^i_\sigma(x)
\]

An example of this procedure is given in App. A. Indeed, quantum mechanics even seems to suggest that the marginal probability distributions \( \rho_x \) and \( \rho_p \) are more fundamental objects than the joint probability distribution \( \rho_x \). Suppose then that the entropy is defined as a sum of configurational and vibrational entropies

\[
\langle S \rangle = \langle S_x \rangle + \langle S_p \rangle.
\]

Applying Gibbs’s formula to the marginal probability distributions \( \rho_x \) and \( \rho_p \) allows these to be explicitly defined as

\[
\begin{align*}
\langle S_x \rangle &= -k_B \int \rho_x(x) \ln \frac{\rho_x(x)}{\mu_x} \, dx \\
\langle S_p \rangle &= -k_B \int \rho_p(p) \ln \frac{\rho_p(p)}{\mu_p} \, dp.
\end{align*}
\]

The quantum entropic uncertainty principle states that, for suitable values of \( \mu_x \) and \( \mu_p \), the entropy in Eq. 7 can be made nonnegative for any \( \rho_x \) and \( \rho_p \) that are admissible on the basis of quantum mechanics; while the intention is to develop a classical theory, it is satisfying that the entropy remains sensible even in the low-temperature limit where quantum effects are likely to be significant.

The entropies in Eqs. 1 and 7 are equivalent whenever \( x \) and \( p \) are independent random variables, or \( \rho = \rho_x \rho_p \), since

\[
\begin{align*}
\frac{\langle S \rangle}{k_B} &= \int \rho_x(x) \ln \frac{\rho_x(x)}{\mu_x} \, dx + \int \rho_p(p) \ln \frac{\rho_p(p)}{\mu_p} \, dp \\
&= \int \rho(x, p) \ln \left( \frac{\rho_x(x)}{\mu_x} \frac{\rho_p(p)}{\mu_p} \right) \, dx \, dp \\
&= \int \rho(x, p) \ln \left( \frac{\rho_x(x) \rho_p(p)}{\mu_x \mu_p} \right) \, dx \, dp.
\end{align*}
\]

Significantly, the Gibbs measure for the canonical distribution has this property, and can be written as the product of marginal measure on the configuration space and a Maxwell–Boltzmann distribution on the momentum space. The definition in Eq. 7 is therefore equivalent to that in Eq. 1 for the canonical ensemble, and by the principle of the equivalence of ensembles, is consistent with effectively all prior thermodynamic results in the equilibrium thermodynamic limit. This includes the Sackur–Tetrode equation, one of the few explicit predictions for the entropy of a thermodynamic system.
That said, and despite the entropy often being separated into configurational and vibrational parts in the literature, the two definitions of entropy are not equivalent in general; their difference is proportional to the mutual information of \( x \) and \( p \) (here the mutual information of two disjoint sets of random variables is defined analogously to that of two random variables [44]).

With regard to the second law, the entropy in Eq. 7 generically increases with time for a non-equilibrium isolated system essentially as a result of projective geometry. Since the Lyapunov exponents of a Hamiltonian system occur in pairs \( (\lambda, -\lambda) \) [45, 46], a generic initial probability distribution expands exponentially in some directions and contracts exponentially in others. Though Liouville's theorem indicates that the overall volume of this region is constant in time, the projected volumes on the configuration and momentum spaces are not, as can be seen by considering the projected shadow of an immiscible fluid stirred into water. More precisely, the evolution of \( \rho \) as prescribed by the Liouville equation generically causes the mutual information of \( x \) and \( p \) and therefore the entropy in Eq. 7 to increase with time up to some limiting value when the system is said to have reached equilibrium.

The notion of a generic initial probability distribution should be examined further. If the entropy increase required by the second law is provided by an increase in mutual information, then a decrease of entropy with time as in Loschmidt’s paradox is not strictly forbidden [47, 48]. Consider any initial probability distribution \( \rho_0 \) for which the entropy increases in time. After some period of time \( \tau \) has passed and \( \rho_0 \) has evolved to \( \rho_1 \), transform \( \rho_1 \) to \( \rho'_1 \) by mapping each point in the phase space to the corresponding point with the particle velocities reversed. The evolution of \( \rho'_1 \) would then proceed back to \( \rho'_0 \) with decreasing entropy. That is, for each initial probability distribution \( \rho_0 \) for which entropy increases over \( \tau \), there is a corresponding initial probability distribution \( \rho'_1 \) for which entropy decreases by the same amount over \( \tau \). Apparently, a generic initial probability distribution does not refer to most probability measures on the phase space in the usual sense.

Recall the conclusion of Sec. [41] that the probability distribution reflects the practitioner’s uncertainty about the system’s microstate; perhaps a generic probability distribution instead refers to those that a practitioner could feasibly specify as an initial condition. Certainly probability distributions with little mutual information (e.g., where \( x \) and \( p \) are independent random variables) are simpler to write down and to reason about, but the more fundamental difficulty relates to the possible sources of information about correlations of position and momentum variables. It seems unlikely that the practitioner would be able to either prepare an initial condition with highly correlated position and momentum variables or measure such correlations in an evolving system. Again consider stirring an immiscible fluid into water. Certainly the most likely initial condition from a practical standpoint is one where the immiscible fluid is a roughly spherical droplet, i.e., where the marginal mass distributions along orthogonal directions are nearly uncorrelated. Moreover, once stirring begins the distribution of mass quickly becomes so complicated that the details are practically unavailable, and the only quantity that can reasonably be measured is the mass density. This suggests that the resolution to Loschmidt’s paradox is that the available initial conditions do not include all possible measures on the phase space due to the limitations of human capabilities and human knowledge.

With regard to symmetries, the entropy defined in Eq. 7 is invariant to coordinate transformations but not to all canonical transformations. This would not be true if the reference quantities \( \mu_x \) and \( \mu_p \) were not included with the appropriate units of inverse volume though, since then the absolute value of the Jacobian determinant would appear inside the logarithms during a coordinate transformation. The presence of \( \mu_x \) and \( \mu_p \) is therefore essential, and their values can be determined by requiring that the entropy vanish at the absolute zero of temperature. For simplicity, consider the entropy of a perfect crystal in the Einstein model [49, 50]. Let the crystal contain \( N \) atoms of mass \( m \) and have a potential energy of \( U(z) = \frac{1}{2}m\omega^2 \sum_i |x_i - y_i|^2 \), where \( x_i \) and \( y_i \) are the absolute position and minimum potential energy position of the \( i \)th atom. The marginal probability distributions in the ground state can then be shown to be [36, 37]

\[
\rho_{x}(x) = \left( \frac{m\omega}{\pi\hbar} \right)^{3N/2} \exp\left( -\frac{m\omega}{\hbar} \sum_j |x_j - y_j|^2 \right)
\]

\[
\rho_{p}(p) = \left( \frac{1}{\pi\hbar m\omega} \right)^{3N/2} \exp\left( -\frac{1}{\hbar m\omega} \sum_j |p_j|^2 \right)
\]

The third law of thermodynamics is interpreted as requiring that the corresponding configurational and vibrational entropies vanish independently. Further assuming that \( \mu_x \) and \( \mu_p \) are constant functions on their respective spaces gives

\[
\mu_x = \left( \frac{2m\omega}{\hbar e} \right)^{3N/2}
\]

\[
\mu_p = \left( \frac{2}{\hbar m\omega e} \right)^{3N/2}
\]

where \( e \) is Euler’s number. While these depend on the choice of reference crystal through \( m \) and \( \omega \), there is not an obvious physical reason why the entropy of all reference crystals should be the same at the absolute zero of temperature. Certainly one does not expect, e.g., the heat capacities of all reference crystals to be the same in the low-temperature limit. The appearance of Planck’s constant could be argued as being inconsistent with a classical theory, but since \( \mu_x \) and \( \mu_p \) are defined by systems at the absolute zero of temperature where quantum effects are significant, this is not regarded as a serious objection. Finally, the dependence on \( N \) is necessary for \( \mu_x \)
and $\mu_p$ to have the appropriate units of inverse volume in the configuration and momentum spaces.

The derivation of the equation for the entropy change $d(S) = d(\langle S_x \rangle) + d(\langle S_p \rangle)$ is slightly more involved than the one for the internal energy since the entropy depends nonlinearly on the probability distribution $\rho$. Consider the configurational entropy of a system with probability distribution $\rho + \delta\rho$:  

$$-\frac{\langle S_x \rangle'}{k_B} = \int_{V_x} (\rho_x + \delta\rho_x) \ln \frac{\rho_x + \delta\rho_x}{\mu_x} \, dV_x$$

$$= \int_{V_x} \left[ \rho_x \ln \frac{\rho_x}{\mu_x} + \delta\rho_x \ln \frac{\rho_x}{\mu_x} + \frac{(\delta\rho_x)^2}{\mu_x} \right] \, dV_x$$

$$= -\frac{\langle S_x \rangle}{k_B} + \int_{V_x} \delta\rho_x \ln \frac{\rho_x}{\mu_x} \, dV_x.$$  

The second line uses a first-order Taylor series expansion of the logarithm about $\rho_x/\mu_x$, and the third line only retains terms to first order in $\delta\rho_x$. This allows the changes in the configurational and vibrational entropies to be written as  

$$d(S_x) = -k_B \int_{V_x} \delta\rho_x(x) \ln \frac{\rho_x(x)}{\mu_x} \, dx$$

$$d(S_p) = -k_B \int_{V_p} \delta\rho_p(p) \ln \frac{\rho_p(p)}{\mu_p} \, dp.$$  

Curiously, $d(S_x)$ and $d(S_p)$ are independent of $\mu_x$ and $\mu_p$ despite their appearance in the equations above. Observe that, e.g., multiplying $\mu_x$ by an arbitrary constant $a$ is equivalent to subtracting $\ln a \int_{V_x} \delta\rho_x \, dx$ from the first integral, but this vanishes since $\int_{V_x} \delta\rho_x \, dx = 0$. This indicates that while $\mu_x$, $\mu_p$, and the absolute entropy might depend on the choice of reference crystal, the validity of the fundamental thermodynamic relation does not.

There is still the issue of the extensivity of the entropy and the frequent division of the partition function by a factor of $N!$ to account for the indistinguishability of identical particles. This practice is apparently motivated by a thought experiment proposed by Gibbs. Consider two chambers of the same volume $V$ separated by a removable barrier, each containing $N$ atoms of an ideal monatomic gas at the same temperature. The $\rho_x$ of a single chamber is a constant function over a volume $V^N$, with the corresponding configurational entropy  

$$\langle S_x \rangle = k_B \ln(V^N \mu_x^{(N)}).$$  

where the superscript on $\mu_x$ indicates the number of atoms for which the constant is defined. Removing the barrier results in a single system of volume $2V$ with $2N$ atoms for which $\rho_x$ is a constant function over a volume $(2V)^{2N}$. The configurational entropy after removing the barrier is therefore  

$$\langle S_x \rangle' = 2k_B \ln((2V)^{2N} \mu_x^{(2N)}) + 2k_B N \ln 2$$

where $\mu_x$ was squared to account for the change in the dimension of the configuration space. The change in configurational entropy $\Delta(S_x) = \langle S_x \rangle' - 2\langle S_x \rangle$ is then  

$$\Delta(S_x) = 2k_B N \ln 2$$

which is inconsistent with the second law; since the chambers were initially in equilibrium, the removal of the barrier should be reversible and the entropy change should be zero.

This paradox is usually resolved by postulating that the $N$ gas atoms in a chamber are identical and indistinguishable, reducing the volume of distinct states in the configuration space to $V^N / N!$ instead of $V^N$. Repeating the steps above with this modification gives the expected $\Delta(S_x) \approx 0$ (to a precision limited by Stirling’s approximation). This treatment is unsatisfactory for at least three reasons. First, the Liouville equation does not indicate what happens when the dimension of the phase space changes. More precisely, removing the barrier transforms the phase space from a disjoint union of those of the two chambers into a product space of the same, a troublingly discontinuous change given that the physical system evolves continuously. Second, if the physical properties of the gas atoms in one chamber could be varied continuously, the equation for the entropy would change discontinuously at the point when the gases are first distinguishable. This seems less preferable to assigning the discontinuity to the practitioner’s uncertainty about the microstate, as was done with the mixing paradox in Sec. 11.1. Third, the modern justification for the indistinguishability of identical atoms relies on quantum mechanical principles, and a classical statistical thermodynamics would ideally depend on quantum mechanics as little as possible.

The change in the dimension of the phase space can be addressed by instead considering the two chambers as parts of a single thermodynamic system at all points in time. If, e.g., the first chamber is known to hold the first $N$ atoms and the second chamber the second $N$ atoms, then $\rho_x$ is the product of two independent probability distributions for the atoms in each of the two chambers. This makes $\rho_x$ a constant function over a volume $V^{2N}$, and the initial configurational entropy  

$$\langle S_x \rangle = k_B \ln(V^{2N} \mu_x^{(2N)}).$$

Removing the barrier gives the same $\rho_x$ and $\langle S_x \rangle'$ as above (up to the change in the definition of $\mu_x$), with the result that the change in configurational entropy $\Delta(S_x) = \langle S_x \rangle' - \langle S_x \rangle$ is  

$$\Delta(S_x) = 2k_B N \ln 2.$$  

An increase in the configurational entropy is expected though, since removing the barrier irreversibly increases the practitioner’s uncertainty about the microstate; before removing the barrier the first $N$ atoms were known to be in the first chamber and the second $N$ atoms in the second chamber, but afterwards each atom has equal probability of being in either chamber.
While justifiable, this is inconsistent with the expectation that a practitioner would not observe any measurable change in the macrostate on removing and reinserting the barrier. The source of the inconsistency is not the equation for the entropy though, but rather that the initial $\rho_x$ does not accurately reflect the practitioner’s uncertainty about the microstate. By hypothesis the practitioner knows that the system begins with $N$ atoms in the first chamber and $N$ atoms in the second, but any permutation of the $2N$ atoms would result in an experimentally indistinguishable system in all respects. The initial $\rho_x$ should therefore be a constant function over $(2N)!/(N!)^2$ copies of a volume $V^{2N}$, one for each binning of the atoms. The corresponding initial configurational entropy is

$$\langle S_x \rangle = k_B \ln(V^{2N} \mu_x^{(2N)}) + k_B \ln \left( \frac{(2N)!}{(N!)^2} \right)$$

$$\approx k_B \ln(V^{2N} \mu_x^{(2N)}) + 2k_B N \ln 2$$

where the second line uses Stirling’s approximation, with the consequence that $\Delta \langle S_x \rangle \approx 0$. That is, the extensivity of the entropy does not require that identical atoms actually be indistinguishable (a postulate not obviously compatible with a classical theory), but merely that they be effectively indistinguishable as a consequence of the limited knowledge of the practitioner.

Following the discussion in Sec. IIIA, it would be useful to be able to distribute the entropy over several subsystems while maintaining extensivity. As with the internal energy in Sec. IIIB, suppose that a system $A$ is partitioned into $n$ subsystems $A^i$ where $i \in [1,n]$. Let $T$ be the set of all assignments of the $N$ atoms in $A$ to the $n$ subsystems, and associate with the assignment $t \in T$ the part of the configuration space in which all the atoms are in the indicated subsystems. Given assignment $t$, let $N^i_t$ be the number of atoms in $A^i$, and $x^i_t$ and $p^i_t$ be the sets of position and momentum variables for the atoms in $A^i$. Starting with Eq. [8] the contribution of the region associated with assignment $t$ to the overall entropy is

$$-\frac{\langle S_x \rangle_t}{k_B} = \int_{\Gamma_p} \ldots \int_{\Gamma_p} \rho_x(x, p) \ln \frac{\rho_x(x)}{\mu_x} \frac{\rho_p(p)}{\mu_p} \, dx^1_t \ldots dx^n_t \, dp^1_t \ldots dp^n_t$$

$$= \int_{A^n} \ldots \int_{A^i} p_x(x) \ln \frac{p_x(x)}{\mu_x} \, dx^1_t \ldots dx^n_t$$

$$+ \int_{\Gamma_p} \int_{\Gamma_p} \ldots \int_{\Gamma_p} \rho(x, p) \ln \frac{\rho_p(p)}{\mu_p} \, dp^1_t \ldots dp^n_t$$

where the domain of integration for each of the $N^i_t$ atoms in $A^i$ is $A^i$. The additive decomposition on the second line suggests the definitions

$$\langle S_x \rangle_t = -k_B \int_{\Gamma_p} \ldots \int_{\Gamma_p} \rho_x(x) \ln \frac{\rho_x(x)}{\mu_x} \, dx^1_t \ldots dx^n_t$$

$$\langle S_p \rangle_t = -k_B \int_{\Gamma_p} \int_{\Gamma_p} \ldots \int_{\Gamma_p} \rho(x, p) \ln \frac{\rho_p(p)}{\mu_p} \, dp^1_t \ldots dp^n_t$$

for the contributions of the assignment $t$ to the configurational and vibrational entropies of $A$.

The procedure to distribute the quantities $\langle S_x \rangle_t$ and $\langle S_p \rangle_t$ over the subsystems $A^i$ is motivated by the chain rule for conditional entropies [44]. Let $S_n$ be the set of all permutations of $n$ elements, $\sigma \in S_n$ be a permutation that indicates an ordering of the subsystems, and $q$ be the number of elements before $i$ in $\sigma$. Let

$$\alpha^i_t(x|\sigma) = \int_{\Gamma_p} \ldots \int_{\Gamma_p} \rho_x(x) \, dx^{(1)}_t \ldots dx^{(q)}_t$$

$$\beta^i_t(p|\sigma) = \int_{\Gamma_p} \ldots \int_{\Gamma_p} \rho_p(p) \, dp^{(1)}_t \ldots dp^{(q)}_t$$

be the marginal probability distributions for atoms in subsystems with labels in the final $n-q$ elements of $\sigma$. The quantities

$$\zeta^i_t(x) = \frac{1}{n!} \sum_{\sigma \in S_n} \ln \frac{\alpha^i_t(x|\sigma)}{\mu_x(x)}$$

$$\eta^i_t(p) = \frac{1}{n!} \sum_{\sigma \in S_n} \ln \frac{\beta^i_t(p|\sigma)}{\mu_p(p)}$$

effectively average the conditional entropies of the atoms in $A^i$ over all possible orderings of the subsystems. This gives

$$\langle S_x^i \rangle_t = -k_B \int_{A^n} \ldots \int_{A^i} \rho_x(x) \zeta^i_t(x) \, dx^1_t \ldots dx^n_t$$

$$\langle S_p^i \rangle_t = -k_B \int_{\Gamma_p} \int_{\Gamma_p} \ldots \int_{\Gamma_p} \rho(x, p) \eta^i_t(p) \, dp^1_t \ldots dp^n_t$$

for the configurational and vibrational entropies of $A^i$ for assignment $t$. Observe that summing $\langle S_x^i \rangle_t$ and $\langle S_p^i \rangle_t$ over all subsystems gives $\langle S_x \rangle_t$ and $\langle S_p \rangle_t$ as defined in Eq. [9]. Finally,

$$\langle S^i \rangle = \sum_{t \in T} \langle S_x^i \rangle_t + \langle S_p^i \rangle_t$$

is defined as the entropy of subsystem $A^i$. This definition is weakly extensive; since the microstates of isolated subsystems are necessarily independently distributed, $\zeta^i_t(x)$ and $\eta^i_t(p)$ reduce to functions of $x^i_t$ and $p^i_t$ alone, and $\langle S_x^i \rangle_t$ and $\langle S_p^i \rangle_t$ are weakly additive.
The procedure above is for subsystems that are open and defined by particular regions of space. If the subsystems are instead defined by sets of atoms, the only change is that there is a single assignment \( t \in T \). If the subsystems are able to exchange volume, the domain of each subsystem is extended to that of \( A \). These changes significantly simplify the calculations for subsystems that are isolated or closed.

D. Volume

If the system is not specified by a region of space but rather by a set of atoms, then the volume likely should be calculated as the expectation value of the sum of the atomic volumes. Only the overall system volume is considered here, the intention being to discuss the strains along with the stresses in a separate publication.

Let \( L \) the set of labels of atoms in the system, \( R_i(x) \) be the Voronoi cell of atom \( i \), and \(|R_i(x)|\) be the volume of this cell. The proposed definition for the volume is then

\[
(V) = \int_{\Gamma_x} \rho_x(x) \sum_{i \in L} |R_i(x)| dx,
\]

though this is likely sensible only when the distribution of the atoms is relatively homogeneous. It is straightforward to show that this definition is strongly extensive.

E. Particle Number

The final extensive variables in Eq. 2 are the particle numbers \( N_i \). As discussed in Sec. III A, the system should be open and specified by a region of space for the calculation of this quantity to be necessary. Let \( N_i(x) \) be the number of atoms of species \( i \) within the specified region for a given microstate. Then

\[
\langle N_i \rangle = \int_{\Gamma_x} \rho_x(x) N_i(x) dx
\]

(12)
is the proposed definition for the number of atoms of species \( i \) in the system, and significantly is a continuous function of the probability distribution on the configuration space. As with the other definitions that can be written as sums of per-atom quantities, this definition is strongly extensive.

IV. APPLICATION TO AN IDEAL GAS

This section applies the definitions developed in Sec. III to the expansion of an ideal gas in an isolated box. This system has been studied in the context of non-equilibrium statistical mechanics before \([53,56]\), though the present approach differs in several respects. For example, Hobson and Loomis \([53]\) considered a system of \( N \) ideal gas particles in an isolated box, solved Liouville’s equation for the evolution of the probability distribution, and used this to calculate various macroscopic observables like the center of mass, total energy, and total momentum. Then they discarded the previously-derived probability distribution, constructed a different one using the macroscopic observables and Jaynes’ principle of maximum uncertainty \([57]\), and used that to calculate various thermodynamic quantities including the entropy. While they observed that the entropy increased to the expected equilibrium value, this should not be confused for a signature of irreversibility. Instead, this was a result of willfully ignoring previously-known information about the probability distribution. This approach, vocally advocated by Jaynes \([18]\), has been widely criticized in the literature \([58,60]\).

That said, we do use their solution of Liouville’s equation for a system of \( N \) ideal gas particles initially confined by a removable barrier to one side of a \( d \)-dimensional isolated box. The system is initially assumed to be in thermodynamic equilibrium with the joint probability distribution \( \rho(x,p,0) = \rho_x(x) \rho_p(p) \) where \( \rho_x(x) \) is a uniform distribution and \( \rho_p(p) \) is a Maxwell–Boltzmann distribution. Removing the barrier at time \( t = 0 \) allows the particles to diffuse into the rest of the box, with the evolution of the time-dependent probability distribution \( \rho(x,p,t) \) found by the procedure in App. C. Since the nature of an ideal gas allows the solution to be written as a product of the solutions for a single particle in a one-dimensional box, it is the single-particle solution that is analyzed in detail below.

Figure 4 shows the evolution of the marginalized probability distributions given in Eq. 4 for a single xenon atom that is initially confined to the left half of a one-dimensional box of length \( l = 1.2 \times 10^{-6} \) m at \( T = 298 \) K. \( \rho_x(x,t) \) is initially a uniform probability distribution \( \frac{2}{l} \) on the left half of the box and gradually evolves to a uniform distribution \( \frac{1}{l} \) on the entire box. \( \rho_p(p,t) \) starts as a Maxwell–Boltzmann distribution, but skews to the right shortly after the barrier is removed due to the reflection of particles at \( x = 0 \). With the further passage of time \( \rho_p(p,t) \) actually fails to converge as a function at all, but does weakly converge to a Maxwell–Boltzmann distribution as a measure. This is particularly significant since the weak convergence to a Maxwell–Boltzmann distribution occurs without any recourse to the assumption of molecular chaos (the Stoßzahlansatz) that Boltzmann believed to be essential in his derivation of the \( H \)-theorem \([61,62]\).

One of the contributions of Sec. III are equations to distribute the extensive thermodynamic quantities in Eq. 2 over arbitrary spatial partitions. This allows, e.g., densities of extrinsic quantities to be defined without resorting to the standard practice of spatial coarse-graining \([63]\). Densities are found here by partitioning the one-particle system into 1000 equal-sized subsystems and plotting the ratio of an extensive quantity and the subsystem width \( \Delta l \). For example, the particle density is calculated us-
FIG. 4: The evolution of the marginalized probability distributions $\rho_x(x,t)$ (left) and $\rho_p(p,t)$ (right) for a single xenon atom that is initially confined to the left half of a one-dimensional box of length $l = 1.2 \times 10^{-6}$ m at $T = 298$ K.

FIG. 5: The evolution of the particle density of the single-particle solution as a function of position. The total number of particles is conserved at all times with a relative error on the order of $10^{-15}$.

FIG. 6: The evolution of the kinetic energy density of the single-particle solution as a function of position. The total kinetic energy is conserved at all times with a relative error on the order of $10^{-15}$.

Since ideal gas particles do not interact with each other and have zero potential energy by definition, only the kinetic energy contribution to the internal energy of a single particle is considered. The kinetic energy density is calculated using Eq. 3 and plotted as a function of position in Fig. 6 at various times. Initially the kinetic energy is uniformly distributed over the left half of the box, though as the expected position of the particle moves to the right the expected kinetic energy of the right half increases. For a brief period the expected kinetic energy on the right actually exceeds that on the left (light blue curve) since a faster (slower) particle has a higher probability of being on the right (left). Predictably, the kinetic energy density eventually converges to a uniform distribution over the entire box.

The integrated configurational, vibrational, and total entropies are shown in Fig. 9 as functions of time. The Sackur–Tetrode equation predicts that the total entropy should change by $9.5 \times 10^{-24}$ J/K during the gas expansion, precisely equal to the observed increase in the convergent total entropy density on the right of Fig. 7.

The densities of the configurational, vibrational, and total entropies are calculated using Eqs. 10 and 11 and are plotted as functions of position in Fig. 7 at various times. While the evolution of the configurational entropy density closely follows that of the particle density in Fig. 5 the behavior of the vibrational entropy is quite different. It is initially distributed uniformly over the left half of the box, but converges to a distribution with higher vibrational entropy density at the ends of the box than in the middle. The precise reason for this is not known, but is apparently related to $\rho(x,p,t)$ not being a constant function of $x$ at any time. For example, $\rho(0,p,t)$ and $\rho(l,p,t)$ are seen in Fig. 8 to be even functions of $p$ with complementary supports (the sets of possible momenta of a particle at $x = 0$ and $x = l$ are disjoint at all times), whereas the support of $\rho(l/2,p,t)$ is antisymmetric about the origin. Moreover, while all three of the distributions in Fig. 8 seem to weakly converge to a Maxwell–Boltzmann distribution, the vibrational entropy density for a Maxwell–Boltzmann distribution would be $8.5 \times 10^{-18}$ J/(K m) whereas the observed values are $1.2 \times 10^{-17}$ J/(K m) at the ends of the box and $4 \times 10^{-18}$ J/(K m) in the middle. This results in the nonuniformity of the converged total entropy density on the right of Fig. 7.

The integrated configurational, vibrational, and total entropies are shown in Fig. 9 as functions of time. The Sackur–Tetrode equation predicts that the total entropy should change by $9.5 \times 10^{-24}$ J/K during the gas expansion, precisely equal to the observed increase in the convergent total entropy density on the right of Fig. 7.
figurational entropy. The Sackur–Tetrode equation does not predict a decrease in the vibrational entropy though, the effect of which is to reduce the total entropy change to $6.9 \times 10^{-24}$ J/K; this is a consequence of the Sackur–Tetrode equation assuming that the momentum distribution is unaffected by the expansion of the gas. While the decrease of vibrational entropy is not inconsistent with the second law of thermodynamics (which is conjectured in Sec. III C to apply only to the total entropy), there are several conclusions that could be drawn from this phenomenon.

A first possibility is that the Sackur–Tetrode equation should hold, and that the inconsistency is in the use of Eq. 7 for the entropy. Indeed, the weak convergence of the probability distribution of momentum to a Maxwell–Boltzmann distribution seems to suggest that the equation for the entropy could be modified to make the vibrational entropy of the two measures the same. Considering Fig. 8, this would likely involve a variation on the coarse-graining procedure discussed in Sec. II C. Since the concerns raised there have not yet been resolved, this line of thought is not considered further.

A second possibility is that the Sackur–Tetrode equation should hold, and the inconsistency be resolved by a variation on Jaynes’ forgetting of information. Observe that a practitioner who makes repeated and independent measurements of the position and momentum of the particle would likely conclude that $\rho(x, p, t)$ is a product of a uniform distribution $\rho_x(x, t)$ and a Maxwell–Boltzmann distribution $\rho_p(p, t)$, and hence that the Sackur–Tetrode equation holds. The argument is effectively that some information about the probability distribution of microstates is lost as a consequence of experimental measurements not being able to resolve the fine structure of the probability distribution of momentum. This seems more reasonable, but raises additional questions about precisely what information should be forgotten and how to do so.

A third possibility (and the one advocated by the authors) is that the Sackur–Tetrode equation does not hold unconditionally, but only when manipulating systems in a classical context. Knowledge of the fine structure of the probability distribution of momentum could, in principle, be used by a microscopic entity resembling Maxwell’s demon to extract more work from the system than would be available classically. This would presumably be reflected by a lower entropy than that predicted by the Sackur–Tetrode equation, and could frequently occur when finite systems are concerned. If the practitioner is only able to view the system in a classical context though, then the probability distribution of momentum would likely be mistaken for a Maxwell–Boltzmann distribution as in the previous paragraph and the classical result recovered. Thus the discrepancy with the Sackur–Tetrode equation is not viewed as an inconsistency, but as an indication of the additional opportunities available with a finite non-equilibrium statistical thermodynamics.

V. CONCLUSIONS

The existing foundations of statistical thermodynamics were developed more than a century ago, at a time before the conception of modern experimental and computational capabilities. Scanning tunneling electron microscopy was not available to resolve the motion of indi-
vidual atoms, and the calculations required to solve the evolution of nontrivial atomic systems were intractable until the advent of the electronic computer [64]. It is entirely understandable that the likes of Maxwell, Boltzmann and Gibbs should be concerned with predicting and explaining the experimental results available at that time, and did not hesitate to use simplifying assumptions like equilibrium and the thermodynamic limit to make the required calculations feasible.

The foundations of statistical thermodynamics have remained essentially unchanged since then though, despite the ongoing efforts of the scientific community. We suspect that the main obstacle to progress is the belief that the thermodynamic ensemble is sacrosanct. The use of thermodynamic ensembles raises questions about the definition of a macrostate and the construction of an ensemble; abandoning the practice instead raises questions about the interpretation of the probability distribution of microstates. Both approaches sow doubts about the reliability of understanding experimental systems by measuring thermodynamic quantities in molecular dynamic simulations, since such simulations are by necessity of finite non-equilibrium systems. Our view is that this situation is no longer tenable.

Since precisely defining thermodynamic ensembles for non-equilibrium states seems to be fraught with difficulties, this paper instead interprets the probability distribution of microstates without using ensembles. This quickly leads to the position advocated by Jaynes [19], that the probability distribution describes the subjective uncertainty of the practitioner about the microstate. The implication is that thermodynamics is not really concerned with the objective state of a thermodynamic system, but rather with the ability of the practitioner to manipulate that state. The entropy is interpreted in the context of the fundamental thermodynamic relation as indicating the amount of internal energy that cannot be extracted as work as due to the practitioner’s imperfect knowledge of the microstate. Consistent resolutions to the mixing paradox, Gibbs’ paradox, Loschmidt’s paradox, and Maxwell’s demon thought experiment are further consequences of the subjectivity of the probability distribution.

An equation for the entropy is proposed in Sec. III C that coincides with Gibbs’ entropy for the canonical ensemble, and by the equivalence of ensembles, is consistent with effectively all prior thermodynamic results in the equilibrium thermodynamic limit. The essential difference with Gibbs’ entropy is that the proposed definition increases with the mutual information of the position and momentum variables, allowing the dynamics imposed by Liouville’s equation to cause the spontaneous increase of entropy in non-equilibrium systems. That is, an answer is offered to the question of irreversibility. Definitions are proposed that allow all of the extensive quantities in the fundamental thermodynamic relation to be distributed over arbitrary thermodynamic subsystems. These definitions are used to analyze the expansion of an ideal gas into an isolated box. The results are found to coincide with those expected in a classical context, and suggest that there are additional opportunities offered by a finite non-equilibrium statistical thermodynamics.

The finite non-equilibrium statistical thermodynamics begun here is not complete. Notably, the intrinsic quantities appearing in the fundamental thermodynamic relation are not addressed, and there is reason to believe that their definition will follow along different lines than those explored here. Their development is intended for a future publication.
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Appendix A: Partitioning Potential Energy

Consider the example system in Fig. 10 where there are four atoms and three partitions. Table 1 shows all of the multiplicative factors $|L^i \cap s|/|s|$ that appear in Eq. 4. Similarly, Table 2 shows the coefficients $a_{rs}$ for events that remove atoms with labels in $r$. The coefficients form a $15 \times 15$ invertible matrix for four atoms, allowing potential energies to be assigned to the three partitions by means of Eq. 5.
subsystems selected before.

The hypothesis is that the number of permutations such that the first time an atom participating in the interaction is removed coincides with removing all the atoms of $A^t$ for $n!/p$ of the $n!$ possible permutations. This would result in the overall contribution of the interaction to $U_j^t(x)$ being $1/p$ times the energy of the interaction, as desired.

Consider the number of permutations such that the $q$ subsystems selected before $A^t$ do not participate in the interaction. There are $(n-p)!/(n-p-q)!$ ways to select such initial subsystems, and $(n-1-q)!$ ways to select the subsystems afterwards. This implies that the hypothesis is true if the equation

$$\frac{n!}{p} = \sum_{q=0}^{n-p} \frac{(n-p)!}{(n-p-q)!} (n-1-q)!$$

holds. This can be shown to be so by making the substitution $r = n-p-q$ and replacing the summand with a binomial coefficient to find

$$\frac{n!}{p} = (n-p)! (p-1)! \sum_{r=0}^{n-p} \binom{p-1+r}{r}.$$

The summation can be replaced by a single binomial coefficient using a variant of the Chu–Vandermonde identity with the result

$$\frac{n!}{p} = (n-p)! (p-1)! \binom{n}{n-p}.$$

Expanding the binomial coefficient and canceling the resulting terms reduces this to an identity.

### Appendix C: Evolution of an Ideal Gas in a Box

Liouville’s equation in principle describes the evolution of the probability distribution $\rho(x,p,t)$ for any isolated system, but is difficult to solve in practice. An ideal gas in an isolated box is one of the few systems for which a general solution is known [52], and relies on the observation that the problem can be reduced to a single particle moving in a one-dimensional box. The general solution
can be written as a product of the one-dimensional solutions, or

\[ \rho(x, p, t) = \prod_{j=1}^{N} \prod_{\mu=1}^{d} \rho(x_{\mu j}, p_{\mu j}, t) \]

\[ \rho(x_{\mu j}, p_{\mu j}, t) = e^{-iL_{\mu j}t} \rho(x_{\mu j}, p_{\mu j}, 0) \] (C1)

where \( j \) and \( \mu \) index the particles and spatial dimensions and \( L_{\mu j} \) is the one-dimensional Liouville operator. A procedure to obtain the one-dimensional solution was developed by Born \[65\] using the method of images. This replaces the actual Hamiltonian \( H \) by the free-particle Hamiltonian \( \hat{H} = p^2/2m \) (the subscripts \( \mu \) and \( j \) are dropped for simplicity) and handles the boundary conditions by modifying the probability distribution. The initial probability distribution \( \rho(x, p, 0) \) is replaced by an extended probability distribution \( \tilde{\rho}(x, p, 0) \) such that \( \tilde{\rho}(-x, -p, 0) = \tilde{\rho}(x, p, 0) \) and \( \tilde{\rho}(x + 2l, p, 0) = \tilde{\rho}(x, p, 0) \) where \( l \) is the length of the box. The extended problem is easier to solve, and the solution of the actual problem is \( \rho(x, p, t) = \tilde{\rho}(x, p, t) \) for \( 0 < x < l \). Details of this approach can be found in Refs. \[53, 65\].

Consider a system of \( N \) ideal gas particles initially confined to the left-hand side of a one-dimensional isolated box. The gas is in thermodynamic equilibrium with the initial condition

\[ \rho(x, p, 0) = \begin{cases} \rho_{x}(x, 0)\rho_{p}(p, 0) & \text{for } 0 < x < l', \\ 0 & \text{for } l' < x < l. \end{cases} \]

where \( \rho_{x}(x, 0) = 1/l' \) is a uniform probability distribution and \( \rho_{p}(p, 0) \) is the Maxwell–Boltzmann distribution. The extended probability distribution \( \tilde{\rho}(x, p, 0) \) is constructed as above, and along with the free-particle Hamiltonian \( \hat{H} \) gives \[53\]

\[ \tilde{\rho}(x, p, t) = \tilde{\rho}(x - pt, p, 0) \] (C2)

for the time evolution. Since \( \tilde{\rho}(x, p, 0) \) is an even function of \( x \) it can be written as the Fourier cosine series

\[ \tilde{\rho}(x, p, 0) = a_0(p) + \sum_{n=1}^{\infty} a_n(p) \cos \left( \frac{n\pi x}{l} \right) \]

\[ a_0(p) = \frac{1}{l} \rho_{p}(p, 0) \]

\[ a_n(p) = \frac{2}{n\pi l} \sin \left( \frac{n\pi l'}{l} \right) \rho_{p}(p, 0). \]

Using Eq. (C2) then yields the solution of a single particle with the free-particle Hamiltonian as

\[ \tilde{\rho}(x, p, t) = \begin{cases} \frac{1}{l} + \frac{2}{\pi l} \sum_{n=1}^{\infty} \frac{1}{n} \sin \left( \frac{n\pi l'}{l} \right) \times \cos \left( \frac{n\pi (x - pt)}{l} \right) \rho_{p}(p, 0). & \text{for } 0 < x < l. \end{cases} \]

Recall that the solution of the actual problem is

\[ \rho(x, p, t) = \tilde{\rho}(x, p, t) \] (C3)

Along with Eq. (C1) this can be used to find, e.g., the solution for \( N \) particles initially confined to the left-hand side of a three-dimensional box. The single particle marginal probability distributions \( \rho_{x}(x, t) \) and \( \rho_{p}(p, t) \) are

\[ \rho_{x}(x, t) = \left[ \frac{1}{l} + \frac{2}{\pi l} \sum_{n=1}^{\infty} \frac{1}{n} \sin \left( \frac{n\pi l'}{l} \right) \exp \left( - \frac{n^2\pi^2}{2\sigma^2} \right) \times \cos \left( \frac{n\pi x}{l} \right) \right] \rho_{p}(p, 0) \] (C4)

where \( \sigma = l/\pi \sqrt{m/(k_BT)} \) and the primed summation is only over odd \( n \). With increasing time the exponential term in \( \rho_{x}(x, t) \) goes to zero and \( \rho_{x}(x, t) \) converges to \( 1/l \) as expected. The dependence of \( \rho_{p}(p, t) \) on time suggests that the limit is not well-defined as a function, but \( \rho_{p}(p, t) \) does appear to weakly converge to a Maxwell–Boltzmann distribution as a measure \[53\].

---
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