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Abstract

Whilst adversarial attack detection has received considerable attention, it remains a fundamentally challenging problem from two perspectives. First, while threat models can be well-defined, attacker strategies may still vary widely within those constraints. Therefore, detection should be considered as an open-set problem, standing in contrast to most current detection approaches. These methods take a closed-set view and train binary detectors, thus biasing detection toward attacks seen during detector training. Second, limited information is available at test time and typically confounded by nuisance factors including the label and underlying content of the image. We address these challenges via a novel strategy based on random subspace analysis. We present a technique that utilizes properties of random projections to characterize the behavior of clean and adversarial examples across a diverse set of subspaces. The self-consistency (or inconsistency) of model activations is leveraged to discern clean from adversarial examples. Performance evaluations demonstrate that our technique ($AUC \in [0.92, 0.98]$) outperforms competing detection strategies ($AUC \in [0.30, 0.79]$), while remaining truly agnostic to the attack strategy (for both targeted/untargeted attacks). It also requires significantly less calibration data (composed only of clean examples) than competing approaches to achieve this performance.

1. Introduction

The rise of deep learning has led to state-of-the-art advances in machine learning (ML) across almost every conceivable application. With deep neural networks (DNNs) as the core computational elements in increasingly complex ML systems, there is greater demand for increasing DNN robustness to adversarial attacks.

The discovery of adversarial examples [16] has led to a wide range of subsequent findings in domains such as image classification, object detection, natural language processing, speech processing, and reinforcement learning. While adversarial examples are realized in the input domain, their intended and ultimate effect is on model behavior. To mitigate against potential attacks, we develop a model-centric, attack-agnostic method for adversarial example (AE) detection which analyzes the consistency of model activations under random projections. Our detection method is successful for a variety of attack strategies (e.g., FGSM [16], PGD [37], CWL [6]) and targeted/untargeted attacks. Our approach requires a small amount of calibration data and no a priori attack-specific knowledge or data.

2. Related Work

While developing novel attack and defense strategies occupies a large proportion of current and past AML research work, interest in automated detection of adversarial examples has grown considerably in recent years. Adversarial detection is a complementary problem to adversarial defense, but we focus here on efforts to explicitly predict cases of adversarial manipulation and leave it to downstream methods to mitigate the effects of any such manipulations.

We find the bulk of the AE detection work falls roughly into the following categories:

- **Input-space detection** - Methods that seek to
identify adversarial examples through an examination/manipulation of the inputs to DNNs [29, 54, 59].

- **Feature-space detection** - Methods which typically train new detector models on intermediate or final DNN layer outputs [39, 2, 9, 55, 13, 14, 43, 42, 36, 12].

- **Robustness Certificates** - Theoretical proofs for DNN robustness under specific threat models (assumptions for both attacker and defender) [58, 47, 57, 56, 51, 30, 33, 27, 28, 4, 15].

- **Statistical Detection** - Methods that focus on generating robust test statistics that separate clean from adversarial examples [31, 17, 46].

- **Network Coverage** - Methods that examine neuron coverage as a means to test DNN behavior and potentially establish differences between clean and adversarial examples [34, 35, 53, 52, 45].

Of specific relevance and similarity to our approach, are a set of high-performing methods [29, 36, 12, 43] which use local latent space geometry for AE detection. The work in [12] originally combined kernel density estimation and Bayesian uncertainty estimation to identify AEs as predicted-class outliers. Similarly, [29] examined detection through the lens of Gaussian Discriminant Analysis to estimate class confidence scores based on Mahalanobis distance (combined with a layer-wise logistic regression model to predict AE likelihood).

Both [36, 43] perform AE detection using nearest-neighbor principles where [36] relies on Local Intrinsic Dimensionality (LID) to characterize local neighborhood structure while [43] uses discrete k-Nearest Neighbors along with conformal prediction to identify neighborhood (in)consistencies. Our approach is inspired by elements of these papers and in particular, the approach towards AE detection by identifying (in)consistencies in latent-space behavior for both adversarial and clean examples.

3. Novel contributions

We present a novel approach to AE detection which leverages random projection subspace analysis to differentiate between model behavior under clean and adversarial conditions. Additional advantages and novel features of our proposed approach are as follows:

- Our detection scheme uses random projection subspaces to compare and analyze network activation behavior in a self-supervised manner.

- While most state of the art (SOTA) methods require some prior knowledge of attacks to train their detectors, our method is truly agnostic to attack strategy and goal, and requires a calibration set composed solely of clean examples.

- Additionally, while most detection methods rely on large calibration datasets, our method is extremely data efficient and requires only a fraction of the calibration data typically used. Our experiments show that calibration data requirements scale according to the number of classes rather than the method itself.

- Last, we evaluate our method under rigorous constraints by significantly reducing the size of the calibration set and restricting its composition to clean examples only (a true attack-agnostic paradigm). Under these more realistic and difficult conditions, our method far outperforms comparable methods across a variety of unseen attacks.

4. Background and Notation

We first provide some basic notation and assumptions. In typical image classification tasks, we start from a set of exemplars \((x, y)\) where \(x \in \mathbb{R}^{C \times W \times H}\) and \(y \in Y = \{1, \ldots, K\}\) (i.e., \(K\) classes). The aim is to produce a model, \(f : X \rightarrow Y\), which minimizes a loss, \(L(f(x; \theta), y)\). The
model is typically composed of a set of computational layers parameterized in aggregate by weight parameters \( \theta \) giving us \( \hat{y} = f(x; \theta) \). Assuming a purely feedforward model (a common form for image-based DNNs), we can decompose \( f \) as follows:

\[
\hat{y} = f_L^{\theta_L} \circ f_{L-1}^{\theta_{L-1}} \circ \cdots \circ f_1^{\theta_1}(x) = \hat{y}
\]

where \( f_l^{\theta_l}(\cdot) = z_l \)

Note that for machine vision problems, \( f(\cdot) \) is typically implemented as a deep neural network, whereby the intermediate layer activations, \( z_l \) may be 2D vectors or 3D tensors. Also, note that typically \( f(\cdot) \) produces an output that represents a distribution over the \( N \) classes where \( \hat{y} = \arg\max z_L \). During a forward pass of our model, we record and aggregate all intermediate activations into \( z = \{z_1, \ldots, z_L\} \).

5. Threat Model

We define an adversarial example as a perturbation, \( \eta \), such that for a correctly classified clean input, \( f(x; \theta) = \hat{y} = y_{\text{true}} \), whereas in untargeted scenarios, the AE is constructed to \( \hat{y} = y \) such that for a correctly classified clean input, \( f(x; \theta) = \hat{y} \neq y_{\text{true}} \). In targeted attacks cases, the AE is constructed to cause \( \hat{y} = y_{\text{target}} \) whereas in untargeted scenarios, the AE is constructed to cause \( \hat{y} \neq y_{\text{true}} \). In either case, the representation of the attacked image in feature space shifts away from its clean counterpart as illustrated in Figure 1.

In order to construct the most challenging detection task as possible from the perspective of the defender, we consider white-box scenarios whereby the attackers have full knowledge and access to the network weights and architecture to be attacked. In this setting, we assume that the attacker has access to the clean input and may modify it within specified constraints (e.g., a bound on the \( L_p \)-norm, i.e., \( ||\eta||_p \leq \epsilon \)).

6. Adversarial Attack Detection Method

6.1. Dimensionality Reduction via Random Projections

Recent work by \cite{22} provides evidence for the existence of robust and non-robust but useful features which contribute to task performance but crucially are informative regarding the susceptibility of the DNN to attacks. One possible mitigation strategy for adversarial manipulation of non-robust features is to perform dimensionality reduction of learned representations whereby the resulting features (from the robust set) preserve classification-relevant information and reduce or remove the impact of manipulated features (from the non-robust set).

Conventional dimensionality reduction techniques (e.g., Principal Components Analysis, Singular Value Decomposition, Independent Component Analysis) offer principled approaches to achieving the reduction, but a primary disadvantage is that they are computationally expensive to compute in high-dimensions. Furthermore, while beneficial in many scenarios, these methods produce a single deterministic subspace which limits the scope for comparative analysis between properties of the reduced and full representations.

Instead, Random Projections (RP) do not have the aforementioned drawbacks, provide many desirable properties (explained later), and allow for more flexible analysis. Our approach will be to project layer activations into a series of random subspaces and then compare the relation of these reduced dimension projections with respect to class prototypes (in each subspace). Differences between clear and adversarial behavior will be exploited to produce the final detection. Definitions of these terms and details will be discussed in the following sections.

First, define a random projection of activation \( z_i \) as:

\[
\hat{z}_i = R z_i
\]

where \( R \in \mathbb{R}^{k \times d} \) \((k \ll d)\), \( z_i \in \mathbb{R}^d \), and \( \hat{z}_i \in \mathbb{R}^k \), each \( R_{ij} \) is sampled independently from a standard normal distribution, and where representations are extracted from layer \( i \in \{1 \mid 1 \leq l \leq L\} \) of the DNN. Strictly speaking, the rows of \( R \) should be orthogonal. However, if \( R \)’s elements are sampled independently, it can be shown that the rows are approximately orthogonal \((\mathbb{E}\mid \hat{R}^T \hat{R} \approx I)\) and consequently the projections are reasonably approximate as well.

6.2. Theoretical Considerations

We draw particular motivation for using RP from the Johnson-Lindenstrauss Lemma which guarantees that with high probability, distances between pairs of points in the random subspace are preserved up to a scaling \((1 \pm \epsilon)\).

**Lemma 6.1 (Johnson-Lindenstrauss \cite{23})**

Let \( X = \{x_1, \ldots, x_k\} \in \mathbb{R}^n \). There exists a random function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) such that for any pair of points \( x_i, x_j \)

\[
(1 - \epsilon)||x_i - x_j||_2^2 \leq ||f(x_i) - f(x_j)||_2^2 \leq (1 + \epsilon)||x_i - x_j||_2^2
\]

with probability at least \( \frac{1}{k} \) so long as \( m \geq \frac{8 log k}{\epsilon^2} \).

A proof of Lemma 6.1 can be found in \cite{1}.

The J-L Lemma is a statement about the existence of (random) embeddings in lower dimensions whereby the distortion of distances between a pair of points can be guaranteed to be bounded. This forms the basis for our detection method as it allows comparison between the proximity of points in the ambient feature space and in arbitrary random subspaces. Section 6.3 will describe how we can use random subspaces to check whether distances between suspected adversarial examples and known class prototypes re-
main consistent across random subspaces (with inconsistences signalling a potential AE). The J-L Lemma guarantees that these distances should be preserved.

It is important to note that while the bound is tight, it represents a worst case scenario. In practice, distances are well-preserved below the theoretical value of $m$ (see \[10\]). Prior work has also reported that RP can help preserve other aspects of geometry such as cluster separability \[10\], volume, and distances to affine spaces \[38\], both theoretically and empirically. Connections between Restricted Isometry Property (RIP), a key ingredient for compressive sensing, and the J-L lemma were also made in \[26\].

### 6.3. Random Subspace Analysis

Our approach focuses on measuring the consistency of the local geometry around the test image embedding between the ambient and subspace representations. In particular, we leverage the ability to produce arbitrary random projections to compare DNN activations in multiple subspaces derived from the original full-dimensional space (illustrated conceptually in Figure 2).

More formally, define a set of $M$ projections, \{$R_m|1 \leq m \leq M\}$ applied to activation $z_l$ from layer $l$ to produce a set of subspace representations:

$$\hat{z}_l = \{\hat{z}_{l,m}\} = \{R_m z_l | 1 \leq m \leq M\} \quad (4)$$

where elements of $R_m$ are sampled independently from a standard normal distribution. When the random projection subspace is large, the projection vectors will tend to become normal to each other as the dimension increases. As shown in \[8\], any sampling of $R$ will be nearly orthonormal, ensuring that J-L Lemma holds in practice for arbitrary sampling using the standard normal distribution.

Because the RP preserves distances within some scaling, the potential loss of information can be advantageous. As evidenced by nearest-neighbor type analyses (e.g., \[43\]), adversarial features are likely to exhibit greater similarity to exemplars of the non-true class than the true class.

The existence of robust and non-robust but useful features, suggests that the non-robust features may be more likely than others to be manipulated under attack. Under a set of random projections, the influence of the manipulated features on the final outcome becomes increased/decreased as a function of the specific projection itself.

In the case that the manipulated features become less influential in the random subspace, the projection should show greater similarity to examples of the true class than the incorrect classes. Conversely, if the manipulated features become more influential, then the projection should show greater dissimilarity with the true class representation. When examined over a set of random projections, inconsistent behavior is more likely to be exposed and amplified.

For clean examples, projections should exhibit strong overall self-consistency to the true class across a set of projections (as suggested by the J-L lemma).

To build our detection model, we first extract layer-wise features $z_l$ for each image $x$ in a training dataset of clean images $D_T = \{(x,y)|x \in \mathbb{R}^{C \times W \times H}, y \in \{1, ..., K\}$). We compute class-conditional prototypes:

$$\mu_{l,k} = \frac{1}{N_k} \sum_{i\colon y_i = k} f_l(x_i; \theta) \quad (5)$$

where $N_k$ is the number of examples with class label $k$. Then, as described in Algorithm 1, we project both the test point features and the prototypes into the same subspace, determine the nearest prototype in the subspace, and return the associated label for each layer of interest.

---

**Algorithm 1: Random Subspace Analysis**

**Result:** Random Subspace Analysis

**Input:** $z_l$: Activation for the test image at layer $l$  
$\mu_l$: Class prototypes ($k$) at layer $l$  
$R_l$: Set of $M$ random projection matrices at layer $l$  
$d(\cdot)$: Distance function (i.e., euclidean, cosine)

**Output:** $P_l$: Set of $M$ predicted class labels (one per RP)

1. Initialize the RP nearest-label array $P_l = []$
2. for $m \in \{1, ..., M\}$ do
   3. Initialize distances array $D = []$
   4. Project activation: $\hat{z}_l = R_m z_l$
   5. for $k \in \{1, ..., K\}$ do
      6. Project prototype: $\hat{\mu}_{l,k} = R_m \mu_{l,k}$
      7. Add $d(\hat{z}_l, \hat{\mu}_{l,k})$ to $D$
      8. Add $c = \arg\min_k (D)$ to $P_l$
   9. return $P_l$

---

### 6.4. AE Detection

We next apply a simple decision rule on the nearest-prototype set $P_l$ (which contains the label of the nearest prototype to the test point in each subspace), to predict whether the test point is adversarial (represented as $\hat{a}$) and where $\text{mode}(P_l)$ represents the label occurring most frequently in $P_l$.

$$\hat{a} = \begin{cases} 
1 & \text{if } \frac{1}{M} \sum_{c \in P_l} \mathbb{1}(c = \text{mode}(P_l)) < \alpha \text{ for } \alpha \in [0, 1] \\
0 & \text{otherwise}
\end{cases} \quad (6)$$

Note that the set $P_l$ may be replaced by $P$ which is simply an aggregation of label preference across multiple layers of the network (i.e., $P = \bigcup P_l$ for $l \in L'$ $\subseteq L$). Essentially, Eq. 6 represents the fraction of label agreement across all
random subspaces (as determined by the distance from the
test point to its nearest prototype).

Of course, more powerful decision rules may be de-veloped, but the rule in Eq. (6) provides several notable ad-vantages: (1) it is interpretable and simple to compute, (2) it is tunable by a single hyperparameter \( \alpha \), (3) it is agn-octic to the ground-truth label, and (4) it is non-differentiable (increasing its robustness against many powerful attacks). Note that \( \alpha = 0 \) corresponds to the degenerate case where \( x \) is always labeled as clean. In contrast, \( \alpha = 1 \) is the most stringent case such that the label for the nearest-prototype
must be the same for all random projections in order for \( x \) to be considered clean. To be truly attack agnostic, the selec-tion of \( \alpha \) can be performed absent of any attack data (e.g.,
to reduce false alarms). However, if attack data is available, \( \alpha \) may be tuned in a more principled way.

The benefit from (3) above is of particular importance given that the true class is not known for new test points, and thus we cannot condition the detection on the true la-bel at inference. While many methods condition the detec-tion on the DNN’s prediction \( \hat{y} \) (e.g., [43, 36, 12]), our ap-proach considers only whether the label of the nearest proto-type stays consistent across random subspaces. Thus, we are able to use class-level representations while still sepa-rating AE detection from image classification. In essence, our method takes advantage of competing elements of ad-ver-sarial attacks, namely changing the predicted label of the model without changing the true meaning of the input.

7. Data and Models

7.1. Adversarial Example Generation

For evaluation purposes only, we generated sets of (clean, adversarial) image pairs on which to evaluate. We make use of the Foolbox toolkit [48] to generate attacks with varying complexity and strategy, including FGSM [16], PGD [37], CWL2 [7], JSMA [44], EAD [8], and gradient-free noise). We use the respective published attack hyperparameters during attack generation.

We evaluate our detection approach (Figure 3) under a white-box threat model whereby the adversary has full

knowledge of the network architecture and weights. At-
tack parameters are chosen to be consistent with those com-monly found in the literature (which balance attack effect-iveness and subtlety). This threat model provides an ap-proximate lower-bound for detection given that the adver-sary should not be able to improve their attack under less-favorable conditions.

7.2. Data

For each experiment, we generate a set of 4000 (clean, adversarial) image pairs for each attack under consideration for CIFAR10, SVHN, and mini-ImageNet. To fit our detection model, we reserve 10% of the clean examples only for computing the class-specific prototypes and the remaining 90% of exemplars for evaluation.

For each attack, we follow standard practice for evalu-at-ing AE detection and evaluate only the (clean, adversarial) pairs where both elements achieve their objectives (i.e.,
correct classification, misclassification). In both cases, we avoid confounding our detector’s performance with other data/model-related issues that would come from misclassi-fication of clean examples or failed attempts to attack the model.

7.3. White-box Models

We focus our efforts on attacking commonly used, high-performing architectures for image classification. We train ResNet[18,34] ([13]) and DenseNet161 ([21]) models from scratch on each dataset. We train for 200 epochs using SGD with a base learn rate of \( 10^{-3} \) (decreasing by 0.1 every 50 epochs starting from epoch 100), momentum of 0.9, and weight decay constant of \( 10^{-4} \). These models are then used directly for the white-box attack generation to ensure the most challenging AE detection scenario.

7.4. Baselines and SOTA Comparisons

We evaluate our method against SOTA approaches from [29] and [36] which use local latent space geometry for adversarial detection. These methods are not at-tack agnostic, so we must modify these approaches to fit our paradigm. First, we are primarily interested in attack-agnostic detection so we must have detection methods that do not require any attack data during the detector calibration step. Second, we focus on a test paradigm where the cali-bration set is limited in size which emphasizes advantages of the method relative to any performance gained from more data. Modifying these baselines further allows better insight into whether the performance of those methods is attributed to the method itself or the access to ground truth attack data during training.

DMD-OC: The Deep Mahalanobis Detector (DMD) [29] applies Gaussian Discriminant Analysis to compute class-conditional confidence scores across a
set of DNN layers. The maximum score over all classes is taken at each layer and then a weighted sum of the scores is used to produce the final output. The original method trained a logistic regression classifier on clean and adversarial data using the confidence scores as features to learn an optimal weighting of layer-specific scores.

**LID-OC:** The Local Intrinsic Dimensionality (LID) [36] detector estimates the local intrinsic dimensionality of the test sample from its k-nearest neighbors (we use \( k = 20 \) as in the original paper) based on activations at selected layers in the DNN. Similar to DMD, the original method trained a logistic regression classifier on clean and AE data using the LID estimates across layers as features to predict if the test point is clean or adversarial.

For these baselines, in order to fit the attack-agnostic paradigm where adversarial data for training is not available, we replace the Logistic Regression classifiers in both methods with a One-Class Support Vector Machine (SVM) [50] trained only on clean activations. We do not modify the computation of the confidence scores or LID values, and we use the same DNN layers for all baseline detection methods.

### 8. Experiments

In all of the following experiments, we run our detection method using the output from the last layer prior to the classification layer. Following standard practice, the primary performance metric is ROC Area Under the Curve (AUC) score which allows us to sweep over decision thresholds (i.e., \( \alpha \) for our method and similar for other baselines).

#### 8.1. White-Box Attacks

We first consider AE detection for untargeted white-box attacks. Since our method is agnostic to the attack algorithm, we observe the detection performance across a range of attacks and consider the differences in performance between them. Table 1 illustrates the detection performance for untargeted attacks. In all cases, \( k = 16 \) for the RP dimension, \( M = 8 \) projections were used for the detector.

#### 8.2. Sensitivity Studies

We run additional sensitivity studies to determine the impact of both the dimensionality of the random subspace as well as the number of subspaces considered during the detection process.

**RP Dimension Dependency** Table 2 shows the impact of changing the dimension of the RP on the AE detection result. In all cases, \( M = 8 \) projections were used for the layer prior to the final output layer. The full dimensionality of the final layer is 512, so the subspace dimensions studied here represent a modest-to-aggressive reduction.

**Dependence on Number of Projections** Table 3 captures the impact of the number of projections, \( M \), considered at detection time. We fix the dimensionality to \( k = 16 \).

We focus here on a range of projections to capture the trade-off between having sufficient data for measuring label consistency and over-inflating the computational requirements for performing detection.

**Expanded Calibration Data** We perform additional experiments which increase the amount of clean-only calibration data available to the detectors and present them in Table 4. Since the detectors are only fit to clean data and due to the limited size of the calibration/test splits for detection, we expand the available data by drawing from the original training set used for training the core model. While this is not common practice, this approach still has practical value since it allows the detectors to use prototypes based on embeddings the network was directly trained to produce. Data used for detection is held out as normal.

These results suggest that the strength of other detection methods scales in proportion to the available calibration data whereas our method provides consistent performance for small and larger training set sizes.

**Targeted Attacks** Table 6 captures the performance of the proposed method on targeted attacks. A target label was chosen at random from the CIFAR10 set and used to generate targeted attacks. The detector was calibrated on 20% of the clean samples. Results indicate that the proposed method significantly outperforms baselines even when the attack is steered towards a particular label.

#### 8.3. Experiments on mini-ImageNet

We run additional experiments on mini-ImageNet to test the effectiveness of our method on more challenging data (Table 5). We focus on scaling the complexity of the detection task to the image data (higher resolution, greater diversity) rather than the classification task itself (e.g., more classes). For these experiments, we choose the DeepRP hyperparameters to be \( M = 32 \) and \( k = 16 \). We also expand the calibration dataset to be 2000 clean examples.

Results show that our method far outperforms all competing methods even as the images become more complex in terms of resolution and statistics. That said, we believe that the difficulty of the ImageNet data relative to CIFAR or SVHN motivates a greater expansion of the calibration dataset to get more stable estimates of the class prototypes.

### 9. Discussion

Experiments demonstrate the efficacy of our approach and leads to several key observations. First, the overall detection performance of our method is consistently high across attack algorithms, demonstrating a degree of independence between our detection method and the details of the attack (under the same threat model). Slight differences occur between the detection performance given the archi-
Our method also outperforms the other baselines given limited access to clean-only training data. This performance difference is mostly attributed to the significant reduction in the calibration set size. While all methods benefit greatly from having more calibration data (i.e., to produce more stable prototypes (ours)), reduce the sparsity of the latent space (LID), improve the mean/covariance estimates (DMD)), results indicate that our approach is considerably more robust under this constraint. This lends credence to the use of our approach under a greater range of conditions where the attack is unknown and available calibration data may be limited.

Tables 2 and 3 indicate some dependence on both the dimension of the random projection (\(k\)) and the number of projections considered during the detection process (\(M\)). There is a clear tradeoff between choices of \(k\) and \(M\). For \(k\), results suggest that the RP must perform a certain degree of representation compression, but too little compression results in a representation too similar to the original (i.e., inclusion of too many non-robust features) and too much results in a significant loss of information (i.e., loss of robust and non-robust features). For \(M\), the balance must be between too few subspaces under consideration (i.e., resulting in insufficient observations of activation behavior) and too many (i.e., where subspace diversity becomes less prominent).

Furthermore, the additive noise attack produces, in general, the lowest detection performance. Since this attack requires no knowledge of the underlying model architecture or weights, it is unable to preferentially target (implicitly or explicitly) the non-robust features over the robust ones. As such, the random subspaces are more likely to produce consistent behavior and thereby miss possible detections. While this attack is notably weak compared to more sophisticated approaches (e.g., [7]), it highlights how an adaptive adversary might attempt to circumvent our detection scheme. However, while modifying an attack to more evenly manipulate features may evade detection, it may have unintended and detrimental consequences on the overall viability of the attack itself. We leave it to future work to investigate this tradespace of competing objectives in more depth.

Lastly, recent literature [5, 20, 14, 42] has provided new methods for detecting out-of-distribution or anomalous samples wherein adversarial examples may be viewed as a special case. Specifically, recent and concurrently developed self-supervised [41] and unsupervised [24, 25] methods in those problem domains present a promising direction for future research.

### 10. Conclusions

We present a novel approach to adversarial example detection via random subspace analysis. We use random projections to reduce dimensionality of deep features and then examine the consistency of features across a set of subspaces to detect attacks. We evaluate our method under much more rigorous constraints than prior approaches by constraining the calibration set to clean examples only.

Our results demonstrate that our approach, while being agnostic to the attack strategy or objective (i.e., targeted/untargeted), consistently outperforms against a range of SOTA attack strategies with various degrees of sophistication. We believe that this work opens up new approaches for analyzing deep features in the context of adversarial example detection via random subspace analysis.

Table 1. AUC score for detection of white-box untargeted perturbation attacks on CIFAR10 and SVHN. Best methods indicated in bold.

| Dataset | Architecture | Detector | FGSM | PGD | JSMA | EAD | CWL2 | Noise |
|---------|--------------|----------|------|-----|------|-----|------|-------|
| CIFAR10 | ResNet18     | LID-OC   | 0.570| 0.525 |      | 0.547| 0.509| 0.540 | 0.533 |
|         |              | DeepMD-OC| 0.502| 0.550 | 0.547| 0.547| 0.551| 0.553 |       |
|         |              | DeepRP (ours) | **0.955**| **0.964**| **0.962**| **0.951**| **0.954**| **0.930**|       |
|         | ResNet34     | LID-OC   | 0.495| 0.522 | 0.519| 0.512| 0.498| 0.505 |       |
|         |              | DeepMD-OC| 0.500| 0.601 | 0.594| 0.585| 0.583| 0.602 |       |
|         |              | DeepRP (ours) | **0.946**| **0.974**| **0.972**| **0.941**| **0.966**| **0.915**|       |
|         | DenseNet161  | LID-OC   | 0.491| 0.496 | 0.533| 0.493| 0.486| 0.553 |       |
|         |              | DeepMD-OC| 0.500| 0.500 | 0.500| 0.500| 0.500| 0.500 |       |
|         |              | DeepRP (ours) | **0.928**| **0.926**| **0.931**| **0.920**| **0.926**| **0.952**|       |
| SVHN    | ResNet18     | LID-OC   | 0.601| 0.482 | 0.480| 0.487| 0.468| 0.299 |       |
|         |              | DeepMD-OC| 0.501| 0.603 | 0.569| 0.603| 0.584| 0.571 |       |
|         |              | DeepRP (ours) | **0.954**| **0.957**| **0.965**| **0.951**| **0.952**| **0.950**|       |
|         | ResNet34     | LID-OC   | 0.543| 0.509 | 0.514| 0.494| 0.475| 0.384 |       |
|         |              | DeepMD-OC| 0.507| 0.591 | 0.580| 0.595| 0.592| 0.577 |       |
|         |              | DeepRP (ours) | **0.953**| **0.937**| **0.956**| **0.944**| **0.944**| **0.923**|       |
|         | DenseNet161  | LID-OC   | 0.513| 0.581 | 0.585| 0.588| 0.569| 0.795 |       |
|         |              | DeepMD-OC| 0.500| 0.500 | 0.500| 0.500| 0.500| 0.500 |       |
|         |              | DeepRP (ours) | **0.959**| **0.972**| **0.975**| **0.967**| **0.967**| **0.968**|       |
Table 2. AUC score for detection of white-box untargeted perturbation attacks on CIFAR10, SVHN as the dimension of the RP changes. Best results indicated in **bold face**.

| Attack | Dataset | Architecture | Detector | FGSM | PGD | JSMA | EAD | CWL2 | Noise |
|--------|---------|---------------|----------|------|-----|------|-----|------|-------|
|        | CIFAR10 | ResNet18      | DeepRP-k8| 0.935| 0.948| 0.947| 0.940| 0.928| 0.948 |
|        |         |               | DeepRP-k16| 0.955| 0.964| 0.962| 0.951| 0.954| 0.950 |
|        |         |               | DeepRP-k32| 0.961| 0.959| 0.961| 0.943| 0.945| 0.901 |
|        |         |               | DeepRP-k64| 0.965| 0.959| 0.945| 0.926| 0.931| 0.843 |
|        |         |               | DeepRP-k128| 0.910| 0.918| 0.904| 0.855| 0.873| 0.752 |
|        | SVHN    | ResNet18      | DeepRP-k8| 0.953| 0.958| 0.966| 0.961| 0.959| 0.967 |
|        |         |               | DeepRP-k16| 0.954| 0.957| 0.965| 0.951| 0.952| 0.950 |
|        |         |               | DeepRP-k32| 0.934| 0.916| 0.943| 0.909| 0.922| 0.904 |
|        |         |               | DeepRP-k64| 0.877| 0.845| 0.879| 0.838| 0.848| 0.834 |
|        |         |               | DeepRP-k128| 0.824| 0.779| 0.811| 0.775| 0.783| 0.768 |

Table 3. AUC score for detection of white-box untargeted perturbation attacks on CIFAR10, SVHN as the number of projections changes. Best results indicated in **bold face**.

| Attack | Dataset | Architecture | Detector | FGSM | PGD | JSMA | EAD | CWL2 | Noise |
|--------|---------|---------------|----------|------|-----|------|-----|------|-------|
|        | CIFAR10 | ResNet18      | DeepRP-M2| 0.768| 0.770| 0.771| 0.750| 0.764| 0.786 |
|        |         |               | DeepRP-M4| 0.895| 0.911| 0.910| 0.889| 0.904| 0.891 |
|        |         |               | DeepRP-M8| 0.955| 0.964| 0.962| 0.951| 0.954| 0.930 |
|        |         |               | DeepRP-M16| 0.968| 0.976| 0.974| 0.966| 0.965| 0.953 |
|        | SVHN    | ResNet18      | DeepRP-M2| 0.767| 0.753| 0.770| 0.761| 0.767| 0.823 |
|        |         |               | DeepRP-M4| 0.904| 0.901| 0.920| 0.894| 0.895| 0.910 |
|        |         |               | DeepRP-M8| 0.954| 0.957| 0.965| 0.951| 0.952| 0.950 |
|        |         |               | DeepRP-M16| 0.966| 0.972| 0.974| 0.964| 0.967| 0.960 |
|        |         |               | DeepRP-M32| 0.970| 0.977| 0.979| 0.972| 0.976| 0.971 |

Table 4. AUC score for detection of white-box untargeted perturbation attacks on CIFAR10 for 10x more training data. Best methods indicated in **bold face**.

| Attack | Dataset | Architecture | Detector | FGSM | PGD | JSMA | EAD | CWL2 | Noise |
|--------|---------|---------------|----------|------|-----|------|-----|------|-------|
|        | CIFAR10 | ResNet18      | LID-OC   | 0.495| 0.525| 0.525| 0.535| 0.763|       |
|        |         |               | DeepMD-OC| 0.833| 0.864| 0.885| 0.860| 0.849|       |
|        |         |               | DeepRP  (ours)| 0.961| 0.966| 0.963| 0.957| 0.948|       |
|        |         |               | DeepMD-OC| 0.486| 0.493| 0.584| 0.556| 0.739|       |
|        | ResNet34| LID-OC        | 0.486| 0.493| 0.584| 0.556| 0.739|       |
|        |         |               | DeepMD-OC| 0.837| 0.899| 0.904| 0.902| 0.861|       |
|        |         |               | DeepRP  (ours)| 0.965| 0.973| 0.971| 0.967| 0.928|       |

Table 5. AUC score for detection of white-box untargeted perturbation attacks on mini-Imagenet for 2k clean examples for training. Best methods indicated in **bold face**.

| Attack | Dataset | Architecture | Detector | FGSM | PGD | JSMA | EAD | CWL2 | Noise |
|--------|---------|---------------|----------|------|-----|------|-----|------|-------|
|        | mini-ImageNet | ResNet18      | LID-OC   | 0.533| 0.537| 0.502| 0.524| 0.528| 0.498 |
|        |         |               | DeepMD-OC| 0.449| 0.472| 0.476| 0.470| 0.464| 0.355 |
|        |         |               | DeepRP  (ours)| 0.790| 0.760| 0.749| 0.744| 0.760| 0.871 |

Table 6. AUC score for detection of white-box targeted perturbation attacks on CIFAR10. Best methods indicated in **bold face**.

| Attack | Dataset | Architecture | Detector | FGSM | PGD | JSMA | CWL2 | Noise |
|--------|---------|---------------|----------|------|-----|------|------|-------|
|        | CIFAR10 | ResNet18      | LID-OC   | 0.365| 0.475| 0.525| 0.525| 0.513|       |
|        |         |               | DeepMD-OC| 0.500| 0.618| 0.655| 0.655| 0.614|       |
|        |         |               | DeepRP  | 0.517| 0.858| 0.872| 0.872| 0.878|       |
|        |         |               | DeepMD-OC| 0.532| 0.511| 0.497| 0.515|       |
|        | ResNet34| LID-OC        | 0.532| 0.511| 0.497| 0.515|       |
|        |         |               | DeepMD-OC| 0.500| 0.563| 0.571| 0.577|       |
|        |         |               | DeepRP  | 0.528| 0.870| 0.885| 0.885| 0.871|       |
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