Towards Using Data-Influence Methods to Detect Noisy Samples in Source Code Corpora
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ABSTRACT

Despite the recent trend of developing and applying neural source code models to software engineering tasks, the quality of such models is insufficient for real-world use. This is because there could be noise in the source code corpora used to train such models. We adapt data-influence methods to detect such noises in this paper. Data-influence methods are used in machine learning to evaluate the similarity of a target sample to the correct samples in order to determine whether or not the target sample is noisy. Our evaluation results show that data-influence methods can identify noisy samples from neural code models in classification-based tasks. This approach will contribute to the larger vision of developing better neural source code models from a data-centric perspective, which is a key driver for developing useful source code models in practice.

1 INTRODUCTION

Research in the area of Deep Learning for Code [1–3, 8, 10, 11, 18] mostly relies on a large code corpus of code that allows deep learning methods to reason about source code properties. However, the real-world usage of such code models is still limited due to their quality. We observe that the source code data used for training code models is collected using a variety of heuristics, such as commit messages, tags provided by code competition websites [4, 5] and people tend to assume that the label of such data is accurate, despite the fact that it may contain a lot of noise [5]. There are many kinds of noise for classification-based tasks, but in our work, mislabeled examples are referred to as noisy examples.

We find that the majority of code learning research focuses on improving performance from a model-centric standpoint. This means that the dataset will remain constant while new models are being proposed to improve performance. There are recent efforts to analyze or propose methods to create high-quality datasets for software engineering tasks, including code classification and defect prediction. For these two tasks, our evaluation shows that data-influence methods can successfully identify a large number of noisy samples in the training set. Preliminary experiments with code search data showed that these methods successfully identified noisy training examples on model predictions. They track the changes in loss at test data points whenever the training example of interest is used. Finally, these methods will provide an influence score. This score indicates whether the sample is noisy or not.

In this work, we concentrate on classification-based tasks, including code classification and defect prediction. For these two tasks, our evaluation shows that the data-influence methods can successfully identify a large number of noisy samples in the training dataset. Furthermore, retraining the models on good training data improves the models’ performance and robustness.

2 TECHNICAL DETAILS

A source code model trained on a training set $Z_{train}$ is denoted as $M(\cdot; \theta)$. Assuming $Z_{train}$ contains some noise, our goal is to identify the set of noisy samples $Z_{noise} \subset Z_{train}$. By removing $Z_{noise}$, we get a new training set $Z_{clean}$. Retraining $M$ on $Z_{clean}$ results in a new model $M_{clean}$. We use the validation set $Z_{val}$ as the anchor to detect noise and select from $Z_{val}$ a set of correctly labeled samples by using $M$. A sample is considered correct if the prediction from the model $M$ matches its label with high confidence. We call this set of correctly labeled samples $Z_{gold}$.

Now, we introduce the data-influence methods. We focus on Influence Function (IF) [7] and TraIn [15] as they are currently...
Table 1: Results on identifying the mislabeled samples on Synthetic Noisy dataset.

| Method  | $k = 1$ | $k = 5$ | $k = 10$ |
|---------|---------|---------|-----------|
| ASTNN   | IF      | 94.20 ± 3.72 | 84.88 ± 2.26 | 59.71 ± 0.32 |
|         | TracIn  | 91.09 ± 5.06  | 79.86 ± 1.29  | 55.97 ± 1.14  |
| CodeBERT| IF      | 64.15 ± 1.07  | 31.50 ± 1.28  | 14.92 ± 1.33  |
|         | TracIn  | 72.36 ± 2.39  | 49.30 ± 1.33  | 35.36 ± 1.15  |

state-of-the-art techniques. IF $^1$ [7] estimates the influence of a sample $Z_{train}^{(i)}$ on the model $M$ by measuring the influence score in accordance with the change of the loss at $Z_{gold}^{(j)}$ when removing a training sample $Z_{train}^{(i)}$ from the training set.

We then present the pipeline for our evaluation with data-influence methods as the key component to detect noisy samples.

1. Initially, we train the model on training set $Z_{train}$, result in model $M$. We use $M$ to randomly select $N$ correctly predicted samples from the validation set $Z_{val}$, resulting in $Z_{gold}$.

2. For each sample in $Z_{train}$, we compute the influence score with all samples in $Z_{gold}$. The score for each training sample is:

$$S(Z_{train}^{(i)}|Z_{gold}) = \sum_{j=1}^{N} S(Z_{train}^{(i)}|Z_{gold}^{(j)})$$

A negative score shows that $Z_{train}^{(i)}$ has bad influence on the model $M$, which means $Z_{train}^{(i)}$ is likely to be mislabeled.

3. The top $k\%$ samples with the lowest score, denoted as $Z_{noise}$, are deemed to be noisy. We then remove $Z_{noise}$ from $Z_{train}$ to create the new training set $Z_{clean}$. On $Z_{clean}$, the model is retrained from scratch using the same hyperparameters.

3 EVALUATION

We introduce the datasets and source code models used in our experiments.

Datasets: Two types of dataset are involved in our evaluation:

1. Synthetic Noisy Dataset: We use the POJ-104 [12], a commonly used dataset for code classification. This dataset contains 52,000 C programs divided into 104 classes of 500 programs each. We randomly select 10% samples in each class and randomly relabel these samples. Now we have a training set $Z_{train}$ containing both clean and noisy data.

2. Real Noisy Dataset: As shown in [6], the dataset used in defect prediction task might contain a significant amount of noise. We chose Devign [20] as the representative after confirming that there are noises in the dataset. Devign dataset includes 21,854 potentionally vulnerable C functions collected from open source projects. Each function is manually labeled by software security experts as vulnerable or not.

Source code Models: We take the public code artifacts from ASTNN$^2$, CodeBERT$^3$ to reproduce results reported in the original works.

$^1$TracIn [15] follows the same principle. Readers are encouraged to read the original paper to check the details of TracIn’s formula.

$^2$https://github.com/microsoft/CodeBERT

$^3$https://github.com/zhangj111/astnn

Table 2: Results after retraining on the Devign dataset.

| Method       | Test ACC | Method       | Test ACC after removing |
|--------------|----------|--------------|-------------------------|
| CodeBERT     | 62.91 ± 0.08 | IF          | 63.31 ± 0.10            |
| TracIn       | 63.40 ± 0.20 | TracIn      | 63.40 ± 0.20            |
| Random       | 61.73 ± 0.05 | Random      | 61.73 ± 0.05            |

3.1 Evaluation Results

Firstly, we evaluate our method on the synthetic noisy dataset. Table 1 shows the performance of IF and TracIn in identifying the noisy examples on $Z_{train}$. In practice, we do not know how many percent of the samples in the dataset are noisy, so we choose different values of $k$. With ASTNN, in top $k = 10\%$ samples with the lowest score, both IF and TracIn can detect more than 55% noisy samples, and when $k = 1\%$, more than 91% samples in this subset are noise. Next, we evaluate data-influence methods on real noisy dataset. Column Test ACC in table 2 shows the performance of models trained on the original dataset. We then calculate the score for all training instances with the same procedure in our evaluation pipeline. The top 1% (best hyperparameter) samples with the lowest score are selected. We also include Random - a baseline randomly selecting a 1% sample set as $Z_{noise}$. The results in Table 2 show that by using data-influence methods, there are improvements in terms of ACC after retraining. In general, the results in Table 1 and Table 2 support our hypothesis that data-influence methods are effective at detecting noise in code corpus; and removing noises and re-training with cleaner datasets improves the performance of code models.

4 DISCUSSION & CONCLUSION

We performed various analyses on several baselines and obtained potentially promising results for improving the quality of source code data. However, such results are still preliminary. There are numerous aspects that we can investigate in the future. We mostly rely on synthetic noisy datasets to perform the evaluation. Also, we only concentrate on classification-based tasks while we can do the same for many other tasks. For example, when performing a generation-based task like code summarization, the comments and method body are extracted from code snippets collected on Github. However, not all of the developers’ comments reflect the functionality of the given code snippet; this can also be interpreted as noise and should be carefully examined too.

To conclude, we present a novel data-centric perspective for enhancing the quality of source code models by using data-influence methods. We have evidence that our methods will work in certain circumstances (classification-based tasks). In the future, we intend to pursue our research in three directions: (1) Identifying more noisy datasets to analyze and providing insights on the noises of such datasets; (2) Improving the methods to detect noisy data; and (3) Applying the methods to a broader range of software engineering tasks, such as code summarization, bug detection, and code translation.
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