Evaluation of Potable Groundwater Quality Using Environmetrics. The case of Nestos and Strymon River Regions, Northern Greece
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Abstract

In the present study potable water samples were regularly collected from two geographical regions in Northern Greece. The two regions are close to the Nestos and Strymon Rivers. Throughout 2015, samples from 13 sites were collected and analyzed with a frequency of three times per each quarter for the following parameters: chloride, calcium, nitrate, potassium, electric conductivity and total hardness. The main objective of this study was to investigate the effects of the geographical region and seasonal influence on the above parameters regarding the limits of the 98/83/EC Directive. The findings of the Linear Mixed Effects modeling revealed statistically significant main effects of both factors on the examined parameters.
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1. Introduction

Water for public consumption plays undoubtedly an important role for public health, human development and well-being. For these reasons potable water must meet distinct quality standards corresponding to various norms, regulations which are legislated and applied by the European Union (EU) as well as from institutions and national authorities of the countries whether they are members of the EU or not. These directives-regulations are aimed towards the insurance of the quality of potable water for example directive [1-5], just to mention some of the well-established common acts of EU.

The directives of water for the public consumption contain tables with parameters that must be examined such as: chemical, physical, microbiological and radiological, and contain the maximum admissible limits so the water may be characterized as potable. Also, the regulations refer to several other obligations such as: the number of analyses for each parameter per year in relation to the population, the obligatory water disinfection and controlling, and other obligations from the regional and national authorities which are charged with the control of quality and distribution of potable water to the population.

The limits of these parameters are legislated after extensive research and observations of the results that were provoked in the health of the population. This way it is logical for every new EU norm to modify some of the limits of the parameters (e.g. NO3), or to add the control of new parameters, due to the insertion of the potable water (e.g. the fabrication of pipeline for water distribution from new materials) or to remove some parameters because of their non-importance to the human health (e.g. water hardness).

Additionally, in order to treat specific problems which cause the limits to be surpassed in some areas when it is due to intensive meteorological phenomenon (climate change) or to the composition of the underground soil from which the potable water comes from, or in local problems as hot spot emissions, that are affected by the influence of air and soil pollution, waste disposal both domestic and industrial, organic components, fertilizers and organic pesticides used in agriculture, etc. [6-8], there is the opportunity for the authorities to use derogations. Derogation means in case of emergencies like the above, the local authorities ask for permission by the national authorities for the use of these waters for a limited time period (usually 2 years) by parallel declaration of the necessary work in the water body in order to reduce the parameter within the maximum admissible concentration by the end of the time period.

By systematically investigating the water quality in an area large data set may be collected. The data set of the drinking water supplied contains very important information. The classification, modeling and interpretation of the monitoring data could be a significantly important step in the complete assessment of the quality of potable water. By use of multivariate statistical approaches, such as linear mixed effects models, one is able to determine hidden information from the data as to possible environmental influences.
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The statistical methodologies can be an exceptional exploratory mechanism for interpreting datasets of complex water quality and for understanding spatial variations. This is useful and effective for the management of water quality. Therefore, information obtained by the application of multivariate data analysis methods will be a very useful addition to the required concentration values compared to the admissible threshold.

The aim of this study is to provide a multivariate statistical strategy in order to study the effects of the region and time period on the examined parameters regarding the limits authorized by the 98/83/EC Directive [11]. Multivariate statistical approach applied on data collected from different region sites \((n=13)\) in the vicinity of the two rivers of the region, Nestos and Strymon. To this regard, six quality parameters (Chloride, Calcium, Nitrate, Potassium, Electric Conductivity, Total Hardness) from the above 13 region sampling sites of drinking water were monitored within a period of one year (2015), whereas samples were collected once every three to four months.

2. Experimental

2.1 Study Area and Sampling

This study was conducted in Kavala, Northern Greece and water quality monitoring data were collected once every three to four months from February 2015 to November 2015. The selection of examined parameters (Table 1) was based on requirements from the European directives 98/83/EC [11] and 2000/60/EU [12]. The collection of the samples was made from 13 region sampling sites from two different regions of Kavala located across the Nestos and Strymon rivers (Fig. 1). The 13 regions were selected due to their different geographical and geological characteristics. The location of the potable water region sampling sites (1. Ofринио, 2. Галипсос, 3. Орфани, 4. Коккинохори, 5. Кариани, 6. Пodochori, 7. Акропотамос, 8. Пигес, 9. Агиасма, 10. Неа Кария, 11. Чадефто, 12. Монастираки, 13. Керамоти).

![Fig. 1. The 13 regions sampling sites](image)

### 2.2. Parameters and analytical methods

| Parameter          | Description                                                                 |
|--------------------|-----------------------------------------------------------------------------|
| Chloride (Cl)      | Due to anthropogenic, agricultural, industrial influence                     |
| Calcium (Ca)       | Due mainly to CaCO3 rock passages                                            |
| Sodium (Na)        | Natural factor, increases greatly with sea water contact                     |
| Potassium (K)      | Usually in low levels in all natural, clean waters                           |
| Electric Conductivity (EC) | Due to the totality of dissolved ions in water                                    |
| Total Hardness (TH) | Due mainly to CaCO3 rock passages                                           |

### 2.3. Statistical Methods

Univariate analysis for each parameter was carried out by descriptive statistics and results were expressed as mean \((\bar{M})\), standard deviation \((SD)\), median \((Mdn)\), minimum \((min)\) and maximum \((max)\). In order to study the effect of factors Region (Nestos/Strymon) and Time (Feb/June/Nov) on the mean values of the examined parameters (Table 1), the Linear Mixed Effects (LME) modeling (Pinheiro and Bates, 2006) [13], which is a statistical model containing both fixed effects and random effects, were used. These models are useful in experimental designs, where repeated measurements are collected on the same statistical units, whereas they can also provide specialized treatment for data organized in a hierarchically or nested structure. In our study, samples were collected from specific sites that are nested within two regions and the parameters were measured repeatedly every four months for a one year follow-up period.

Regarding the fixed component structure, which describes the main and interaction terms that will be included in the final model, the optimal structure was defined through the protocol proposed by Zuur et al. (2009) [14]. Describing briefly, a model (defined as the beyond model) examining all factors of interest and their possible interactions is fitted and tested against a second model after omitting the higher order interaction term through the Likelihood Ratio (LR) test. In case of an insignificant finding, the selection is based on the principle of parsimony, which practically means that simpler models with similar explanatory power are preferred over more complex models with more parameters but slightly better fit. To this end, the Akaike Information Criterion (AIC) is used for the comparison process, while the model with the lowest AIC value was preferred over the competitive ones. Finally, we have also to point out that in cases, where the final model presented significant departure from homoscedasticity assumption of the residuals, the logarithmic transformation was applied to the raw measurements and the model was refitted on the transformed variable.

All statistical analyses were conducted using the statistical language R (R Core Team, 2013) [15] and the function lme from package nlme, respectively (Pinheiro and Bates, 2006) [13]. Furthermore, the Tukey's HSD procedure was used in multiple comparisons in order to control the family-wise error rate (FWER) using function glht from package multcomp (Bretz et al., 2016) [16] of the R statistical language. In all tests a difference was considered as statistically significant when \(p\)-value (significance) was less than 0.05. All the tests conducted were two-tailed (non-directional) in the sense that...
the alternative hypothesis is that the measures tested are not equal.

3. Results and Discussion

Table 2 summarizes the descriptive statistics for each level of factors Region and Time from which, we can observe that there are differences between the two regions and among the examined time periods.

Table 2. Descriptive statistics of the examined parameters for each level of factors Region and Time

| Parameter | Region | Time | N  | M      | SD   | Mdn  | min  | max  |
|-----------|--------|------|----|--------|------|------|------|------|
| Cl        | Nestos | Feb  | 6  | 76.50  | 40.86| 75.50| 21.00| 120.00|
|           |        | June | 6  | 80.32  | 45.00| 78.90| 19.40| 130.00|
|           |        | Nov  | 6  | 88.20  | 52.72| 86.25| 21.00| 157.20|
|           |        | Total| 18 | 81.67  | 43.92| 79.75| 19.40| 157.20|
| Strymon   | Feb 7  | 9.11 | 2.63| 10.00  | 5.00 | 12.00|
|           | June 7 | 8.80 | 1.66| 8.90   | 5.60 | 10.60|
|           | Nov 7  | 12.33| 4.68| 13.80  | 3.10 | 15.60|
|           | Total  | 21   | 10.08| 3.48  | 10.00| 3.10 | 15.60|
| Ca        | Nestos | Feb 6| 3.17| 0.41   | 3.00 | 3.00 | 4.00 |
|           |        | June | 6  | 2.83   | 0.75 | 3.00 | 2.00 | 4.00 |
|           |        | Nov 6| 2.57| 0.78   | 2.30 | 2.00 | 4.00 |
|           |        | Total | 18  | 2.86  | 0.68 | 3.00 | 2.00 | 4.00 |
| Strymon   | Feb 7  | 53.71| 7.59| 52.00  | 47.00| 70.00|
|           | June 7 | 45.14| 4.67| 44.00  | 40.00| 55.00|
|           | Nov 7  | 41.71| 3.04| 41.00  | 39.00| 48.00|
|           | Total  | 21   | 46.86| 7.30  | 45.00| 39.00| 70.00|
| Na        | Nestos | Feb 6| 191.83| 26.48| 173.50| 173.00| 226.00|
|           |        | June | 6  | 192.17| 24.25| 180.00| 171.00| 224.00|
|           |        | Nov 6| 186.83| 27.05| 172.50| 166.00| 223.00|
|           |        | Total | 18  | 190.28| 24.51| 176.00| 166.00| 226.00|
| Strymon   | Feb 7  | 15.97| 9.27| 13.50  | 8.30 | 36.00|
|           | June 7 | 19.29| 10.26| 16.00  | 12.00| 42.00|
|           | Nov 7  | 16.43| 10.95| 13.00  | 10.00| 41.00|
|           | Total  | 21   | 17.23| 9.78  | 14.00| 8.30 | 42.00|
| K         | Nestos | Feb 6| 5.72 | 7.31   | 2.50 | 2.00 | 20.50|
|           |        | June | 6  | 5.90   | 6.94 | 2.90 | 2.30 | 19.90|
|           |        | Nov 6| 5.85 | 6.69   | 2.85 | 2.30 | 19.30|
|           |        | Total | 18  | 5.82  | 6.56 | 2.65 | 2.00 | 20.50|
| Strymon   | Feb 7  | 1.60 | 0.95| 1.30   | 1.00 | 3.70 |
|           | June 7 | 1.94 | 0.87| 1.60   | 1.50 | 3.90 |
|           | Nov 7  | 1.93 | 0.88| 1.60   | 1.40 | 3.90 |
|           | Total  | 21   | 1.82 | 0.87  | 1.60 | 1.00 | 3.90 |
| EC        | Nestos | Feb 6| 864.33| 165.49| 811.00| 685.00| 1068.00|
|           |        | June | 6  | 883.17| 159.76| 844.50| 698.00| 1076.00|
|           |        | Nov 6| 876.00| 168.29| 845.00| 680.00| 1071.00|
|           |        | Total | 18  | 874.50| 154.77| 817.00| 680.00| 1076.00|
| Strymon   | Feb 7  | 551.71| 107.62| 542.00| 439.00| 752.00|
|           | June 7 | 557.29| 87.84| 520.00| 498.00| 752.00|
|           | Nov 7  | 555.43| 99.56| 541.00| 460.00| 752.00|
|           | Total  | 21   | 554.81| 93.64| 541.00| 439.00| 752.00|
| TH        | Nestos | Feb 6| 5.55 | 1.98   | 5.75 | 2.80 | 8.60 |
|           |        | June | 6  | 5.66   | 2.12 | 5.65 | 2.60 | 8.90 |
|           |        | Nov 6| 5.07 | 2.13   | 5.10 | 2.50 | 8.60 |
|           |        | Total | 18  | 5.43  | 1.97 | 5.25 | 2.50 | 8.90 |
| Strymon   | Feb 7  | 26.43| 3.52| 25.00  | 22.50| 33.00|
|           | June 7 | 23.28| 2.51| 23.10  | 19.50| 26.70|
|           | Nov 7  | 22.30| 2.85| 22.20  | 17.70| 25.10|
|           | Total  | 21   | 24.00| 3.31  | 23.95| 17.70| 33.00|

Table 3 summarizes the findings from the application of the protocol for each examined parameter, in which the beyond model (Model A) incorporating the main effects of Region and Time and their interaction term (Region × Time) was compared against the model (Model B) incorporating only the main effects (Region and Time). The findings indicate that in the majority of the examined parameters (five out of six parameters), there was not noted a statistically significant interaction term, which practically means that the effect of Region factor on the changes of the examined parameters did not depend on the levels of factor Time. In contrast, for the case of Na parameter, there was noted a
Based on the application of the study protocol, the results of the Wald’s tests are presented in Table 4 for all the examined parameters of selected final models and also the estimates for the main effects (and possible interaction terms), in which the reference categories for Region and Time were Nestos region and February, respectively. Due to space limitation and in order to better illustrate the results provided in this table, we provide details for an indicative parameter, i.e. Cl. The final model (fixed effects columns in Table 4) indicates statistically significant main effects of both Region, \( F(1, 11) = 17.080, p = 0.002 \) and Time, \( F(2, 24) = 6.395, p = 0.006 \) on the mean values of Cl measurements. Regarding the main effect of factor Region, the estimated coefficient for the region of Strymon \( (b = -71.591, SE = 17.323, t(11) = -4.133, p = 0.002) \) demonstrates that the mean value of Cl evaluated from the sites along Strymon river was 71.591 lower than the corresponding mean value evaluated from the samples collected from Nestos region. As far as the main effect of factor Time concerns, the post-hoc analysis through Tukey’s HSD procedure (Table 5) reveals statistically significant differences between specific time periods, i.e. between November and February \( (p = 0.002) \) and between November and June \( (p = 0.022) \).

The inspection of the fixed effects from the set of the examined LME models can be summarized into the following points:

- The factor Region presented statistically significant main effects on five out of six examined parameters (except K parameter). More specifically, the samples derived from the sites located at Strymon region presented lower mean values for Cl and EC and higher mean values for Ca and TH parameters. The lower mean values for Cl is due to the fact that these waters are not affected by human, agricultural or industrial activities and the lower EC shows that the clean water has no contact with seawater as is the case for the Strymon region sites. The higher mean values for Ca and TH most often characterize water that passes through mountains rich in calcium carbonate rocks.

- For the case of K parameter, there was noted only a marginally significant difference between the mean values of the two regions.

- Regarding the effect of factor Time, the LME models revealed statistically significant main effect for five out of six parameters. In contrast, time seems not to present a statistically significant main effect on the mean values of EC parameter. The EC value corresponds to the amount of the total ion dissolved in the water. Characteristically, underground water travels the same passage and the dissolved solids are always in a constant level thus the EC value is stable and independent of the factor of Time.

### Table 3. Application of the study protocol (LME models) for the examined parameters

| Parameter                  | LMEM       | \( df \) | AIC        | Comparison  |
|----------------------------|------------|----------|------------|-------------|
| Cl                         | Model A    | 8        | 308.329    | \( \chi^2(2) = 4.852, p = 0.088 \) |
|                           | Model B    | 6        | 309.181    |             |
| Ca (log transformation)    | Model A    | 8        | -35.692    | \( \chi^2(2) = 0.564, p = 0.754 \) |
|                           | Model B    | 6        | -39.416    |             |
| Na                        | Model A    | 8        | 16.127     | \( \chi^2(2) = 1.164, p = 0.559 \) |
|                           | Model B    | 6        | 13.291     |             |
| K                         | Model A    | 8        | 427.413    | \( \chi^2(2) = 5.879, p = 0.053 \) |
|                           | Model B    | 6        | 423.986    |             |
| EC                        | Model A    | 8        | -33.993    | \( \chi^2(2) = 0.276, p = 0.871 \) |
|                           | Model B    | 6        | -32.114    |             |

### Table 4. Final LME models for the examined parameters and their fixed effects

| Parameter                  | Fixed Effects | Coefficient | Estimate | S.E. | df | t   | p   |
|----------------------------|---------------|-------------|----------|------|----|-----|-----|
| Cl                         | Time          | 6.395       | 78.765   | 12.769 | 24 | 6.169 | < 0.001 |
| Region                    | 17.080        | -71.591     | 17.323   | \( t(11) = -4.133, p = 0.002 \) |
| Ca (log transformation)   | Time          | 23.011 \( < \) 1.155 \( 0.001 \) | \( \chi^2(2) = 17.221, p = 0.001 \) |
| Region                    | 1051.595 \( < \) -0.154 \( 0.001 \) | \( \chi^2(2) = 4.252, p < 0.001 \) |
|                         |                | -0.243 \( 0.036 \) | \( \chi^2(2) = -6.704, p < 0.001 \) |
| Na (log transformation)   | Time          | 11.730 \( < \) 5.249 \( 0.001 \) | \( \chi^2(2) = 37.247, p < 0.001 \) |
| Region                    | 174.864 \( < \) 0.003 \( 0.001 \) | \( \chi^2(2) = 0.070, p = 0.944 \) |
Table 5. Post-hoc analysis for LME models presenting statistically significant main effect for factor Time

| Parameter | Comparison          | Estimate | p    |
|-----------|---------------------|----------|------|
| Cl        | June - Feb          | 1.592    | 0.727|
|           | Nov - Feb           | 7.131    | 0.002|
|           | Nov - June          | 5.538    | 0.022|
| Ca        | June - Feb          | -0.154   | < 0.001|
| (log transformation) | Nov - Feb | -0.243   | < 0.001|
|           | Nov - June          | -0.089   | 0.038|
| K         | June - Feb          | 0.342    | < 0.001|
|           | Nov - Feb           | 0.358    | < 0.001|
|           | Nov - June          | 0.017    | 0.912|
| TH        | June - Feb          | -0.062   | 0.110|
| (log transformation) | Nov - Feb | -0.141   | < 0.001|
|           | Nov - June          | -0.080   | 0.027|
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