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Abstract

To understand how training on conversational language impacts performance of pre-trained models on downstream dialogue tasks, we build compact Transformer-based Language Models from scratch on several large corpora of conversational data. We compare the performance and characteristics of these models against BERT and other strong baselines on dialogue probing tasks. Commercial dialogue systems typically require a small footprint and fast execution time, but recent trends are in the other direction, with an ever-increasing number of parameters, resulting in difficulties in model deployment. We focus instead on training fast, lightweight models that excel at natural language understanding (NLU) and can replace existing lower-capacity conversational AI models with similar size and speed. In the process, we develop a simple but unique curriculum-based approach that moves from general-purpose to dialogue-targeted both in terms of data and objective. Our resultant models have around 1/3 the number of parameters of BERT-base and produce better representations for a wide array of intent detection datasets using linear and Mutual-Information probing techniques. Additionally, the models can be easily fine-tuned on a single consumer GPU card and deployed in near real-time production environments.

1 Introduction

The development of the Transformer (Vaswani et al., 2017) – a multi-headed attention architecture with high capacity – caused a breakthrough in the pre-training of contextualized representations for text (Radford et al., 2018; Devlin et al., 2019). This architecture can internalize large amounts of information from massive datasets, yielding powerful encoders that can be fine-tuned for various NLP tasks. The generative pre-training (GPT) model (Radford et al., 2018) used a standard language modeling objective, learning to predict the next word in a sequence, and demonstrated the ability of Transformers to learn long distance dependencies – a limitation of previous architectures. BERT (Devlin et al., 2019) later introduced a Masked Language Model (MLM) objective, where a portion of the text is masked out or perturbed, and the model learns to reconstruct those portions, yielding bi-directional representations.

Various datasets have been explored for pre-training including the Toronto BookCorpus (Zhu et al., 2015) and Wikipedia. More recently, much larger datasets have been used including Common Crawl datasets for RoBERTa (Liu et al., 2019b), T5 (Raffel et al., 2020) and others. Larger datasets facilitate more parameters (Kaplan et al., 2020; Raffel et al., 2020) and with so much available data, many recent models range from tens to hundreds of billions of parameters. These large language models (LLMs) exhibit remarkable capabilities for many tasks, but they are massive, difficult to control, and expensive to deploy. 1

LLMs have yielded improvements over their predecessors, with little architectural modification, primarily by using larger datasets, more capacity, and training longer with more compute. The trend in the literature seems clear – use a denoising or language model objective and train on larger datasets with longer contexts and more capacity to improve NLP performance.

The main approach seems to be "more is better" without much qualification to the type of textual content that is applied. There have been some attempts to qualify the corpora used for pre-training (Mitchell et al., 2019), but attempting to limit what goes into training becomes increasingly difficult as the datasets get larger. For this work, we attempt to target conversational AI, taking into account both

1While denoising auto-encoders such as T5 and BERT are not considered proper LMs, they are often lumped under that nomenclature, which we retain for consistency.
model and dataset.

It seems reasonable to assume that some carefully curated data, like Wikipedia, should be broadly useful as it presents related concepts in close proximity with reliable structure. But for our purposes, it also seems desirable to have a large amount of data that is conversational, though its unclear how this data should be structured and how it should be balanced with non-conversational sources. Knowing that task-oriented dialogue systems often have a need to understand domain-specific concepts and proper names, it also seems reasonable to assume that sources such as consumer reviews of products and services might be helpful.

In this work, we attempt to build practical, compact models that excel for conversational AI, especially NLU. We set out to build on data sources that will be particularly useful for dialogue systems, and try to incorporate common-sense architectural modifications that should improve performance on dialogue. We focus our effort on MLM models as most NLU tasks benefit from bi-directionality (Devlin et al., 2019). We also investigate a curriculum that teaches the model a grounded foundation first in generic language, followed by increasingly complex masking over conversational data.

2 Related Work

2.1 Models targeting Dialogue

Several Transformer models have been developed specifically to target dialogue, including ConveRT (Henderson et al., 2020), and later ToD-BERT (Wu et al., 2020). The former was trained from scratch on 3 years of Reddit data (Henderson et al., 2019) using a dual-encoder with a contrastive loss function to predict the second utterance in a paired dialogue turn. ToD-BERT similarly used a contrastive loss head (in conjunction with an MLM head) to predict the next turn of dialogue (again in a dialogue pair). Unlike ConveRT, ToD-BERT was adapted to a very small corpus of only task-oriented dialogue from a pre-trained BERT checkpoint. Di- aloGPT (Zhang et al., 2020) is a GPT2-adapted (Radford et al., 2019) model using a corpus of conversational data. Unlike our work, they are specifically targeting response generation.

Some dialogue-targeted models have attempted to solve end-to-end task-oriented dialogue with pre-trained Transformers, including SimpleToD (Hosseini-Asl et al., 2020), a model that learns the entire process of NLU, state internalization, NLG and API calls using only a prefix-LM. This model is particularly strong on MultiWoz (Budzianowski et al., 2018), a common task-oriented dialogue benchmark, but the design is ill-suited for real-world system deployment – API calls and NLG are integrated directly into the LM, making the model difficult to adapt, control, and maintain over time. We focus instead on targeting the understanding portion of a dialogue system. As a result, our models can be easily incorporated into modular dialogue management systems.

2.2 Compact models

Distillation (Hinton et al., 2015) is a common technique for creating compact Transformers (Sanh et al., 2019; Jiao et al., 2020). In basic distillation, a larger model (the “teacher”) predicts the labels on a dataset and its outputs are treated as the target distribution using the Kullback-Leibler (KL) Divergence against the predictions of a smaller “student” model. During training, the student learns to make similar predictions to the teacher (Beyer et al., 2021).

While we could attempt to train a very large Transformer from scratch and distill to a smaller one in the hopes of improved performance, this would be resource-inefficient. Alternatively, we could adapt an existing off-the-shelf pre-trained model and distill it down, but we are concerned that both the prior pre-training and distillation events could create biases on our models that would limit our ability to understand the impacts of data choices. We decided instead to training compact models from scratch without distillation.

3 Model Description

Our model is an encoder-only Transformer, similar to BERT or RoBERTa, trained primarily on full-context conversational input. Unlike most previous MLMs, our model is trained with relative attention (Shaw et al., 2018). In this approach, relative positional representations are not conditioned on the global position of the token but instead use a local relative offset embedding at every layer as part of the self-attention computation, which we hypothesize makes them more suitable for dialogue applications where the global offset in a conversation is not meaningful. Additionally, we perform layer normalization before each sub-layer and we also after the last Transformer encoder layer (Chen et al., 2018).
We also experiment with a curriculum for our MLM where the initial masking follows BERT but, later in training, switches to masked turn modeling (MTM), where we mask entire turns, token-by-token.

We train eight-layer models with eight attention heads, and a hidden size of 512. We use Byte Pair Encoding (BPE) (Sennrich et al., 2016) with a vocab containing 30,000 lower-case tokens. We also include special tokens including “[CLS]” and “[MASK]” (borrowed from BERT), “<EOS>” for end-of-sentence and “<EOU>” for end-of-utterance. We use fastBPE ² to train, sampling 2 million posts from Reddit as the BPE corpus.

4 Datasets

In our investigation of sources of data for pre-training targeting conversational AI, we identified several potential source types. We bucket these into three basic categories:

- **foundational**: general purpose data sources, expected to provide a broad basis for pre-training
- **online reviews and customer data**: domain-informative data from single users, drawn primarily from online reviews
- **conversational**: data taken from bulletin boards and online forums capturing interactions between multiple users

We hypothesized that, used together, each data source may provide complementary information that could improve model performance and robustness for a range of dialogue tasks.

4.1 Foundational Data Sources

Dialogue systems, particularly task-oriented ones, are often required to recognize entities, their relations to one another, and to user intent. Wikipedia seems like an especially useful dataset as it makes explicit the relationship between many objects in the world. Words like “Camaro”, a type of vehicle manufactured by “Chevrolet”, itself a company owned by “General Motors”, will all be mentioned in close proximity along with other types of vehicles, and possibly competitors. Thus we get access to a large number of proper-noun concepts and their relationships in the universe. A data source lacking encyclopedic knowledge would be unlikely to be present these primary relationships explicitly (or so thoroughly) across so many domains. Still there are several potential problems with a corpus like Wikipedia. First, the data is written formally in a manner that would rarely be encountered in actual conversations between humans. Second, queries to DBpedia to find concepts in Wikipedia show that certain domains may have quite different coverage from other domains, possibly resulting in inconsistent performance or coverage on a downstream target domain. Third (and this is a problem for any online corpus), the knowledge represented is a snapshot in time. New concepts are introduced often, and old ones may become irrelevant to daily life.

The authors of T5 created a new, large dataset from Common Crawl with broad coverage, which they refer to as “C4” (Raffel et al., 2020). The content of this corpus was subsequently analyzed and documented in (Dodge et al., 2021). Their analysis reveals that the largest sources of data within the cleaned C4 corpus are patents, Wikipedia and news sites. Based on this knowledge, a model trained on C4 would also be expected to have good coverage of concepts and their relations and strong downstream performance on problems with formal language and syntactic structure.

4.2 Online Reviews and Customer Data

We considered online reviews as a potential source of data to acquire world-knowledge useful for targeting specific domains, particularly considering entities and their relationships. For instance, for a food service application, restaurant review sites might provide some background knowledge of food items, their component parts, and in-domain co-reference knowledge. For hospitality applications, we may want to include information telling us about the properties of hotels, bed and breakfasts and resorts, and how they relate to concepts such as location, cleanliness and desirability for consumers.

4.3 Conversational Data Sources

We wished to target pre-training sources considering size and similarity to the content of our target data, including formality and structure of the lexical content. For this work, we decided to focus on English data sources only, as most of the previously available collected corpora and downstream datasets are in English.

²https://github.com/glample/fastBPE
We hypothesized that online forums, where users are looking for guidance regarding a product or service, would be closely related to typical task-oriented dialogue problems, and of generally high value. Also, as threads on forums can be updated over years, the lengths of forum conversations can be quite long, which may allow our models to learn rich long-distance relationships. However, even with a large number of forums, the total amount of data collected is fairly small in comparison to other online data sources. We also considered lower-quality sources of conversational data which, though dissimilar from task-oriented dialogue, might capture common discourse aspects over a large number of full conversations. We considered Twitter threads as a possible source, but the conversations tend to be very short and unfocused, and are not easy to capture using the streaming API. On the other hand, recent work has been published on Reddit as a data source (Al-Rfou et al., 2016; Henderson et al., 2019), and the scripts for obtaining this data were previously released (Henderson et al., 2019) and are reproducible with minimal cost. The corpus is quite large, and full conversations are available.

We note that, for all of our conversational data sources, author handles may be mentioned by other users, but no metadata regarding authors, locations nor any other profile information is included in the text corpus. All data collection was limited to the visible textual content of a post.

As we are particularly interested in task-oriented dialogue, we also looked into large available Wizard-of-Oz (WoZ) collected data, but found a limited selection to be available.

For all conversational data sources, we pass entire conversations into the pre-training and we use an end-of-turn marker (\texttt{<EOU>}) to mark new posts within a thread. In most cases its not possible (or probably even useful) to further disentangle the authors.

4.4 Combinations of data

Conversational data sources seem the most directly related to our dialogue pre-training goals. If we only considered that data, we could always provide conversational turn demarcation, and provide full conversations for each sample. We could also focus on objectives that specifically target dialogue data. However, with the non-dialogue data sources, this is not possible. As a result, its not clear how to combine the approaches effectively, or what mixture of the data we should use to support downstream applications.

We were interested in isolating the contributions of the different types of data. We trained two sets of models with slightly different datasets (version 1 and version 2). The version 1 model was trained and used internally for several months before we began work on the version 2 approach.

4.4.1 Version 1: RWD Corpus

For our first pre-training experiments, we used the full Reddit corpus from (Henderson et al., 2019), as well as 2.5 million online threads from publicly available forums, 8.2 million online reviews for restaurants and hotels, and a small amount of task-oriented dialogue (about 160,000 conversations). We determined from early experiments that Wikipedia complemented the Reddit dataset, providing better downstream fine-tuning results, so we also incorporated all of English Wikipedia. We call the resultant corpus “Reddit-Wiki-Dialogues” (RWD).

Table 1 shows a list of the datasets contained in RWD and their sizes.

4.4.2 Version 2: RF Corpus

We were interested in further isolating the impact of models trained only on conversations. While in version 1, models were trained on RWD, which is comprised of various types of data, for version 2 we attempt to better isolate the impact of conversation data only.

We introduce a conversation-only dataset containing Reddit and online forums, which we refer to as “Reddit-Forums” (RF). It does not include online reviews nor Wikipedia, nor does it use any task-oriented dialogue data.

We hypothesized that a model trained only on conversations, which are subjective in nature, might benefit from an initial pre-training with more coverage of broad concepts, so we also explore training in a curriculum that starts with a single epoch of C4 pre-training and continues on the RF corpus.

For version 2, we observed that forum data often contains quotes from previous posters, which are usually expressed in a markdown format like BB-Code \footnote{https://www.bbcode.org/reference.php}. For these quotes, which often juxtapose the post itself, we create additional tokens marking...
Table 1: RWD Corpus

| Label           | Size  | Content         |
|-----------------|-------|-----------------|
| Reddit          | 173GB | 700M conversations |
| Wikipedia       | 20GB  | 2.7B tokens      |
| Forums          | 14GB  | 2.5M threads     |
| Yelp            | 3.9GB | 6.6MB reviews    |
| TripAdvisor     | 1.5GB | 1.6M reviews     |
| MetalWoz        | 19MB  | 37k conversations |
| DSTC7 (ubuntu)  | 54MB  | 105k conversations |
| DSTC8           | 18MB  | 15k conversations |

the beginning and end and rely on the attention mechanism of the Transformer in the same manner we do for end-of-sentence and end-of-turn markers. For version 2, to somewhat offset the loss of the review data and the task-oriented dialogue corpus, we collected another approx. 800k conversations from additional forum sources (yielding a total of approx 3.3M threads).

5 Training Details

We train each model using mead-baseline (Pressel et al., 2018) on a single v3 Tensor Processing Unit (TPU). Each run takes 2-3 days, but curriculum branches are run from previous checkpoints, minimizing the total training time. To best utilize TPUs, we use bucketing based on full conversation lengths, scaling the number of samples for each bucket length so that the number of tokens is constant per batch. We use AdamW with a peak learning rate of 4e-4, a weight decay of 1e-3, and a linear warm-up of 10,000 steps followed by cosine decay over training to zero.

For version 1, we use a maximum context window of length 256, training for 1 million steps with context windows between 64 and 256 tokens.

For version 2, targeting the RF conversation-only corpus, we use a longer maximum context window of length 1024. For comparison purposes, in version 2, we train separate models using C4 only, C4 followed by RF, and RF only.

From early experiments, we determined that the MTM objective was too difficult to learn from scratch, so for MTM models, we train the first 80% following the masking algorithm for BERT, and we switch to MTM masking for the last 20%.

6 Experiments

We use the SentEval (Conneau and Kiela, 2018) approach to perform linear probing on a several intent detection datasets, including few-shot scenarios. We also perform Mutual Information-based clustering probing experiments.

6.1 Linear Probing Intent Detection

To assess the quality of our representations, we use the linear probing methods from SentEval applied to intent detection, and compare against BERT-base, ToD-BERT and SentenceBERT (Reimers and Gurevych, 2019) (an adaptation of BERT on Natural Language Inference data shown to improve embedding quality). Each of these baselines has 12 heads, 12 layers, and 768 hidden units.

Our analysis includes several commonly used datasets – Clinc150 (OOS) (Larson et al., 2019), PolyAI Banking77 (Casanueva et al., 2020), and the Heriot-Watt University dataset (Liu et al., 2019a). In addition to the original versions, we use 10-example and 30-example versions for each dataset to attempt understand the few-shot capabilities of our models. We also compare three internally-created intent detection datasets targeting automotive customer service, pizza customer service, and pizza ordering (shown in Table 2).

From our linear probing experiments, we find compelling evidence that our representations have internalized more useful information for dialogue, yielding better general-purpose representations. Both aspects of our training curriculum for RF models improve the overall results. The best model overall starts with C4 and continues pre-training on a conversational dataset (RF) using our MTM objective at the end of training. However, while pre-training with C4 does typically improve our MTM, the RF-only MTM model is still stronger than the version 1 model which contains all three data source types. All of our conversationally pre-trained models exhibit much better performance than the baselines. Interestingly, we observe that
our 8-layer, C4-only baseline is similar in performance to BERT and ToD-BERT. This might be due to the much larger size of the training set compared to BERT. Overall, our results clearly demonstrate the importance of conversational pre-training. We find very little difference in the performance of the basic MLM models using RWD versus C4+RF alone, but once coupled with the new MTM objective, the RF corpus shows a clear advantage over RWD for linear probing.

6.2 Mutual Information-based Clustering

Intent Detection

In Mutual Information-based Clustering, utterances are clustered using K-means algorithm for various values of K. Then, the Adjusted Mutual Information (ANMI) score is computed between the predicted clustering and intent-based clusterings for the different settings of K (Wu and Xiong, 2020). In that work, the authors show the strength of ToD-BERT, primarily based on strong probing results using the MultiWoz dataset.

We apply the same method and compare against BERT, ToD-BERT and SentenceBERT across Intent Detection datasets. While BERT is a strong baseline for supervised downstream tasks, using Mutual Information-based Clustering, we find that ToD-BERT is significantly better than SentenceBERT which, in turn, produces consistently better representations than BERT. However, despite their much smaller size, our MTM models outperform the others by a large margin, including the MLM-only models trained on the same dataset (Figures 1, 2, 3).

For two of the datasets, the C4+RF models are the best, but for the HWU dataset, the RF-only model is better.

7 Deployment

To support deployment into our Intelligent Virtual Assistant (IVA) environment, we compared fine-tuning of our version 1 models against our production models, which operate on ASR N-best hypotheses and predict multiple outputs, representing intents and entities. For all fine-tuning, we trained on a single NVIDIA GTX1080ti and measured the joint accuracy on a real-world customer care application. We found the new models to be competitive, especially in few-shot environments. Using distillation to a single model from an ensem-
### Table 2: Comparison of Model Accuracy by Probing Intent Detection Datasets

| ID       | BERT  | SBERT | ToD-BERT | RWD48 | C4   | C4+RF | MTM RF | MTM C4+RF |
|----------|-------|-------|----------|-------|------|-------|--------|-----------|
| AutoCS   | 60.54 | 53.79 | 58.98    | 63.45 | 61.06| 65.52 | 66.25  | 66.36     |
| PizzaCS  | 55.06 | 51.45 | 54.43    | 60.22 | 54.34| 57.05 | 58.23  | 59.13     |
| PizzaOrder| 81.44 | 80.64 | 80.82    | 83.39 | 80.91| 82.68 | 81.97  | 82.06     |
| OOS10    | 72.24 | 80.82 | 79.51    | 84.47 | 77.29| 84.56 | 85.76  | 88.16     |
| OOS30    | 85.49 | 87.44 | 85.51    | 91.27 | 85.93| 91.27 | 90.53  | 91.98     |
| OOS      | 90.89 | 91.98 | 90.31    | 94.56 | 89.84| 93.93 | 93.13  | 94.93     |
| HWU      | 86.25 | 85.41 | 83.18    | 87.08 | 82.43| 86.80 | 86.71  | 89.03     |
| HWU10    | 68.31 | 70.54 | 68.96    | 72.58 | 65.61| 73.42 | 75.74  | 76.39     |
| HWU30    | 78.44 | 79.00 | 77.51    | 81.13 | 76.39| 82.53 | 82.06  | 83.36     |
| Bank     | 83.80 | 87.86 | 84.19    | 87.99 | 84.9 | 87.76 | 90.42  | 90.49     |
| Bank10   | 56.14 | 70.71 | 65.42    | 70.42 | 66.82| 71.56 | 77.27  | 78.44     |
| Bank30   | 74.84 | 81.82 | 76.92    | 82.37 | 77.86| 82.21 | 85.00  | 85.84     |
| Avg      | 74.45 | 76.79 | 75.48    | 79.91 | 75.28| 79.94 | 81.09  | 82.18     |

### Table 3: IVA Dataset Speed vs. Accuracy

| Model       | sec/sample | Testing Acc |
|-------------|------------|-------------|
| Production  | 0.0003s    | 83.67%      |
| MLM 2-Layers| 0.0018s    | 83.82%      |
| MLM 4-layers| 0.0033s    | 83.94%      |

### 8 Conclusion

Using a combination of online user conversations and sensible design choices, we are able to provide models that are compact, efficient and perform well for conversational AI. We find that conversational-only pre-training compares favorably to more traditional online data sources, but that combining the two in a curriculum can be advantageous in many cases. Additionally we find that masking whole turns later in training is also particularly helpful for learning good dialogue representations.

In future work, we will compare alternative architectures an a larger number of dialogue-oriented tasks. We are also interested in how model capacity affects downstream performance, particularly for few-shot learning. We also wish to explore the trade-offs between LM pre-training in the conversational domain versus equivalent adaptation using a contrastive loss function as used in \cite{vuli2021}, and to further isolate the impacts of individual data sources and lexical content.
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