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1. Introduction

The recent boost towards the development of Internet-of-Things architectures is leading to the substitution of the traditional monitoring and surveillance camera networks in favor of smart Visual Sensor Networks (VSNs). From an overall perspective, such multi-sensor systems are composed of a collection of spatially distributed static or (partially) dynamic smart camera-devices, capable of communicating over a wireless network both raw images and complex, semantic data, obtained through advanced computations. Thus, VSNs are, potentially, highly cooperative systems where images are fused from a variety of viewpoints, whenever it turns out to be more useful than extracting information from individual images \cite{1}. Supported by the last advances in high performance embedded microprocessors, fully optimized computer vision algorithms and safe, fast and reliable communication protocols, VSNs are rapidly becoming an ubiquitous and strategic technology in industrial, rural, civil and domestic contexts, enabling vision-based interpretative applications as, for instance, events and crowd monitoring \cite{2}, dynamic intruders tracking \cite{3}, and assisted and autonomous driving \cite{4}.

All the mentioned application scenarios benefit from the knowledge of each sensor’s field of view (FoV) and, more in general, of the coverage capabilities of the entire VSN. When modeling the coverage features of a VSN, one can distinguish between the coverage overlap models and the transition models \cite{5}. The former focus on the physical relationships between pairs or groups of cameras having overlapping FoVs, and can be obtained during a preliminary setup phase from the pose of the cameras in the environment and their viewing properties. The latter take into account the more abstract relationships arising from the probability of an event that is engaging in time multiple cameras FoVs (e.g., the presence of a target moving across the environment). The coverage overlap models can be mathematically represented by undirected graphs wherein each node corresponds to a sensor in the network and the edges are defined according to the mentioned physical FoVs overlapping relations. These graphs are often referred to as visual sensing graphs. Similarly, the transition models can be formalized through the transition graphs, wherein the node set represents the devices group and the edge set is derived accounting for both the cameras geometric coverage and the environment dynamics model.

A particular type of transition graph is the stimulation graph, wherein an edge between two nodes does not refer to a (non-zero) transition probability between the two corresponding cameras’ FoVs, but it represents the fact that the same event can trigger (namely, stimulate) both the two cameras, either simultaneously or at different time instants. In particular, when multiple events can be observed by the same VSN, the stimulation graph results to be a multi-graph, namely a set of graphs, each of which is associated to a specific event. The stimulation graph is a graphical model representation of a Stimulation Model (SM), which is a map between the stimuli (events) and the information processing units (cameras). The identification of such a map turns out to be advantageous when dealing with several collaborative VSN assignments, as, for instance, resources (e.g., energy, bandwidth) allocation and management \cite{6,7}, network self-organization requirements (e.g.,
cluster head election) [8], distributed estimation [9], [10], tracking tasks [11], and distributed and federated learning actions [12]. Although its potentialities in the application context, the SM is a concept that has not been properly investigated in the existing VSN literature.

The main contribution of this work, thus, consists in the formal definition of the SM identification problem, and subsequently in the description of a proper solution. In detail, the outlined identification strategy takes advantages of the flexibility and efficient modeling capabilities characterizing the Gaussian Mixture Models (GMMs). These statistical tools, indeed, permit to approximate any given probability density with high accuracy [13]; and, for this reason, they are exploited in a large variety of applications ranging from path planning [14, 15], to object tracking [16], from image modeling and segmentation [17], [18], to speech understanding [19]. Coping with the SM identification problem, a GMM is adopted for describing the VSN collected data, thus leading to the design of a learning based strategy, which involves the presence of an auto-encoder (AE) to deal with the emergence of possible dimensionality issues.

1.1. Related Works

The literature devoted to the modeling of multi-camera systems is substantial [5, 20, 21], and particularly in [5], the existing topological and geometric coverage models are investigated and compared considering the target applications. Quite recently, also supported by the progression in the learning field, the identification of the VSNs topological features continues to represent a stimulating research topic (see, e.g. [22, 23, 24]). The interest is still mainly directed on the study of the coverage overlap models and the corresponding graph-based representations, which turns out to be a (complex but) static problem. The attention toward this issue is principally justified by the determination of the optimal camera placement in order to face the traditional VSN surveillance and monitoring operations [25, 26, 27]. On the other hand, however, the attention is also focused on the identification of topological properties deriving from highly dynamic scenarios, outlining the importance of transition graphs in such contexts. For example, camera network topology inference methods have been proposed for large-scale person re-identification [28, 29], which infer the VSN topology based on the occurrence correlation between the people’s entry and exit events.

In the transition models definition, two elements result to be very important. On one side, communities and clusters arise as important structural characteristics of the large VSNs, given that these consist in cameras subsets whose components are characterized by some common functional and organizational properties [30, 31]. On the other side, the adopted network observations model is fundamental, since it defines the measurements characteristics, describes the data generation process, and accounts for the principal sources of data artifacts [32]. In this respect, probabilistic approaches are usually employed for modeling the observations in order to suitably represent realistic perception with uncertainties and distortions [33], and statistical filtering techniques are often used to retrieve the variables of interest [34]. Along this line, the approach proposed in [35] for the identification of the transition graph describes the observable areas of a VSN relying on the hidden Markov model theory and, similarly, in [36] the transitions are described by the distribution of an underlying Markov process; in [37], instead, the transition model identification is faced by casting the network observations in a Bayesian framework.

In these works, however, the focus of the modeling is on the VSN components and the observations are exploited as a mean to establish a link among two or more cameras, which reveals to be fundamental in coordinated tasks of patrolling or tracking. Differently, in the SM proposed here, the observations take a role as important as those of the devices, and the aim of the model is to understand which sensor is more apt to observe which event. Interestingly, this employment of the observations constitutes also a semantic representation of the VSN and its camera partitions: the association between cameras and events allow the specialization of any sensor and may yield performance improvements.

Despite the diverse employment of the observations, how different approaches deal with the needed data volume for modeling is a further aspect discussed in the literature: indeed, the recent VSNs literature also accounts for the issues deriving from the increasing number of the devices composing the networks and the dataset dimensionality that follows. In [38], e.g., it is presented a decentralized approach leveraging Principal Component Analysis for data compression to retrieve the vision graph of an ad-hoc camera network, in which each edge of the graph models two cameras that monitor a sufficiently broad part of the same scene. More recently, [39] illustrates an effective method that encompasses latent structural constraints into binary compressed sensing, demonstrating high accuracy and robust effectiveness with artificial small-world and scale-free networks, as well as empirical networks. This strategy allows network construction based on evolutionary game data, it requires a relatively small number of observations and it is robust against strong measurement noise. A general approach for dimensional reduction using iteratively thresholded ridge regression screeners has been developed in [40]. After drastically diminishing the dimensions of the problem, the lasso approach is then used to recover the network connections.

The approach proposed in this paper for data dimensionality reduction differs from the solutions described so far, being based on the use of AEs [41]. As a matter of fact, AEs have been employed in VSN applications for specific tasks (e.g. for 3D motion understanding [42], visual tracking [43]), but they have not been used (to the best of the authors knowledge) for the VSN model identification. In this context, the AE approach appears quite promising, being characterized by well-stated theoretical function approximation properties and having demonstrated efficient and robust learning capabilities.
1.2. Contributions

Within the VSN context, this work focuses on the aforementioned SM, according to the cutting-edge interest toward the definition of transition models rather than coverage overlap models. To the best of authors knowledge, such a model has not been investigated in the existing literature, even though it turns out to be beneficial when dealing with complex highly dynamic scenarios. In particular, the novelty brought by this investigation is twofold:

(i) first, the rigorous definition of the Stimulation Model is provided. Then, the resolution of the SM identification problem is formally stated. In detail, the latter consists in the estimation of a certain Boolean matrix, which encodes the stimulation pattern of the network components by a set of events, by exploiting the cameras collected data in correspondence to the occurrence of the events, namely by resting on the network observations.

(ii) the detailed characterization of both the events set and the network observation is derived in probabilistic terms leading to the design of a SM identification procedure based on some deep embedded features. More in detail, the outlined identification solution exploits the GMM interpretation of the given network observations model and envisages an AE to face the possible dimensionality issues, while solving a Maximum A-Posteriori estimate on the encoded features.

The choice of exploiting GMMs is motivated by the fact that these are a valuable statistical tool for modeling densities. In particular, these are flexible enough to approximate any given density with high accuracy, hence they turn out to be a suitable approximate model for the cameras’ observations. On the other side, AEs have been proven to be a valuable technique for dimensionality reduction, with superior performance with respect to both linear (e.g., Principal Component Analysis) and non-linear (e.g., isomap) methods [44].

The effectiveness of the outlined SM identification solution is assessed by evaluating some suitably defined performance metrics in an extensive simulation campaign.

Paper structure - Some mathematical preliminaries on the GMMs and the AEs are given in Section 2. Section 3 is devoted to the formal definition of the SM for a given VSN, and then to the statement the SM identification problem. Section 4 focuses on the SM characterization, describing the stochastic models of the events and the network observations. The outlined GMM-based SM identification solution is then illustrated in Section 5. Section 6 reports the numerical results aiming at validating the designed procedure. The main conclusions are drawn in Section 7.

Notation - Hereafter, lowercase italic characters denote scalar values, lowercase bold characters denote (column) vectors, uppercase characters denote matrices, and uppercase calligraphic letters denote sets. In addition, \( \mathbf{1}_N \in \mathbb{R}^N \) and \( \mathbf{0}_N \in \mathbb{R}^N \) respectively identify the \( N \)-dimensional (column) vector of all ones and zeros, while \( \mathbf{1}_{N \times N} \in \mathbb{R}^{N \times N} \) and \( \mathbf{0}_{N \times N} \in \mathbb{R}^{N \times N} \) respectively identify the identity and null matrix of dimension \( N \).

Furthermore, in this work, \( \mathbb{S}^N \subset \mathbb{R}^{N \times N} \) is the space of \( N \)-dimensional positive semi-definite matrices, \( \mathcal{H}_u^N \) is the \( N \)-dimensional unitary hypercube, \( \mathcal{V}_u^N \) is the set of \( 2^N \) vertices of \( \mathcal{H}_u^N \) and \( \mathcal{V}_u^N \setminus \{\mathbf{0}_N\} \) is the set of vertices of \( \mathcal{H}_u^N \) excluding the origin (thus, its cardinality is equal to \( 2^N - 1 \)).

Finally, the notation \( \mathcal{N}(\mathbf{x}; \mu, \Sigma) \) is used to indicate the Gaussian distribution having parameters \( \mu \in \mathbb{R}^N \) and \( \Sigma \in \mathbb{R}^{N \times N} \) which best approximates the \( N \)-dimensional vector \( \mathbf{x} \). Similarly, the notation \( U(y; a, b) \) is used in case of a uniform distribution with parameters \( a, b \in \mathbb{R} \).

2. Methodological Background

This section provides a methodological background for the proposed SM identification procedure, revising the principal concepts related to the GMMs and the use of the autoencoder to face the dimensionality problem.

2.1. GMMs Overview

Given the dataset \( D = \{\mathbf{x}^d \in \mathbb{R}^N\}_{d=1}^D \), the associated GMM is a parametric probability density function such that any data point \( \mathbf{x}^d \in D \) is statistically described by a weighted sum of Gaussian distributions. Formally, introducing the weight set \( \{w_m \in [0, 1]\}_{m=1}^M \) having cardinality \( M \geq 1 \) but such that \( \sum_{m=1}^M w_m = 1 \), it holds that

\[
p(\mathbf{x}^d) = \sum_{m=1}^M w_m \mathcal{N}(\mu_m; \Sigma_m)
\]

where the vector \( \mu_m \in \mathbb{R}^N \) and the (positive semi-definite) matrix \( \Sigma_m \in \mathbb{R}^{N \times N} \) denote the unknown mean and unknown variance of the corresponding Gaussian distribution.

The \( N \)-dimensional GMM having \( M \) components and corresponding to the probability density function (1) is thus parametrized by the unknown set \( \phi = \{\phi_m\}_{m=1}^M \) where

\[
\phi_m = \{\mu_m, \Sigma_m\} \in \Phi \subseteq [0, 1] \times \mathbb{R}^N \times \mathbb{S}^N.
\]

In the literature, it exists a collection of techniques aiming at identifying the optimal parameter set \( \phi^* \) whose corresponding probability density function better fits with the given dataset \( D \). These are generally referred to as GMM learning methods and distinguished into two classes according to the adopted Fisherian or Bayesian approach. In the former case, the learning strategy rests on the solution of a maximization problem, i.e., the Maximum Likelihood Estimation (MLE) problem, by exploiting an iterative procedure, known as Expectation-Maximization (EM) algorithm, which outputs an estimate of the optimal parameter set \( \phi^* \). On the other side, when resting on Bayesian approach, the parameters estimation is replaced by the inference of their a-posteriori probability distributions. In particular, the most common Variational Bayesian (VB) techniques exploit some auxiliary hyperparameters to characterize the a-posteriori distribution of the optimal parameters set \( \phi^* \).
addition, when resting on a Fisherian approach, the well-known Cross-Validation methods can be employed to determine also the optimal number $M^∗$ of components of the considered GMM. Contrarily, the Variational inference method is such that some mixture weights are selected close to zero, thus suggesting the number of effective components of the GMM [45].

2.2. AE-based dimensionality reduction

Any GMM learning method can be interpreted as a soft-clustering strategy [46], having the purpose of assigning any data point $x^d \in D$ to the $m^*$-th cluster with

$$m^* = \arg \max_{m \in [1,M]} \frac{\pi_m \mathcal{N}(\mu_m, \Sigma_m)}{\sum_{k=1}^{M} \pi_k \mathcal{N}(\mu_k, \Sigma_k)}. \quad (3)$$

In the light of this fact, one can observe that, like any other clustering algorithm that aggregates data with similar properties, criticalities may emerge when accounting for GMMs in high-dimensional spaces [47, 48, 49].

To face this drawback, an AE can be exploit to carry out a dimensionality reduction, thus entailing the overfitting abatement, the data interpretability increase and the required storage space reduction. An AE is an artificial neural network designed to learn a dataset representation in an unsupervised manner [44, 50, 41]. As reported in Figure 1, this consists of two parts, the encoder and the decoder. Introducing the input set $\mathcal{X} \subseteq \mathbb{R}^d$ so that $D \subseteq \mathcal{X}$ and the feature set $\mathcal{F} \subseteq \mathbb{R}^p$, with $p < d$, the encoder and the decoder can be defined via the functions $f^* : \mathcal{X} \rightarrow \mathcal{F}$ and $g^* : \mathcal{F} \rightarrow \mathcal{X}$ such that

$$f^*(x), g^*(r) = \arg \min \|D - g(f(D))\|^2. \quad (4)$$

Any vector $f(x) \in \mathbb{R}^p$ can be interpreted as a compressed representation of the vector $x \in \mathbb{R}^d$, however a key property of the AEs is that the non-linear transformation $f(\cdot)$ preserves local data structure [51].

3. VSN Stimulation Model

This section is devoted to the statement of the SM identification problem for a given VSN. The attention is focused on the definition of the SM associated to the multi-camera system, and then on the formalization of the identification problem in terms of estimation of a suitable Boolean matrix.

3.1. SM Definition

Let us consider a VSN made up of $N \geq 2$ cameras, and a set of possible events $\mathcal{E} = \{e^m\}_{m=1}^M$, $M \in [1, 2^N - 1]$. In this work, the term event is used to indicate a generic occurrence that a camera can detect through the state-of-the-art computer vision techniques, as for instance, the presence of a specific object or person, but also a pre-defined action, gesture or behavior performed by one or more agents. Although any camera in the given network can be programmed to detect all the events in $\mathcal{E}$ [52], only a subset $\mathcal{E}_a = \{e^m\}_{m=1}^M \subseteq \mathcal{E}$, $M \leq \tilde{M}$, of events are practically perceivable by the VSN devices. Hereafter, these are referred to as active events, and for sake of completeness, the events belonging to the set $\mathcal{E}_s = \mathcal{E} \setminus \mathcal{E}_a$ are indicated as silent events.

Example 1. To clarify this fact, let us consider a VSN whose cameras are programmed to detect and classifying moving agents, including both cars and people. Whether the network is employed in indoor environment, any vehicle occurrence constitutes a silent event, whereas walking children represent active events.

Accounting for the graph-based multi-element systems representation, let us introduce the node set $\mathcal{V} = \{v^N\}_{n=1}^N$ such that the $n$-th node $v^n$ represents the $n$-th device in the network. The occurrence of any active event $e^m \in \mathcal{E}_a$ inside the FoV of the $n$-th camera is, thus, referred to as the stimulation of $v^n$ by $e^m$. Moreover, it is possible to define the VSN SM as follows.

Definition 1. For a $N$-devices VSN associated to the node set $\mathcal{V} = \{v^N\}_{n=1}^N$ and the corresponding set of active events $\mathcal{E}_a = \{e^m\}_{m=1}^M$, the SM consists in the function

$$\tau : \mathcal{E}_a \rightarrow \mathcal{P}(\mathcal{V}), \quad e^m \mapsto \mathcal{V}_m, \quad (5)$$

where $\mathcal{P}(\mathcal{V})$ denotes the power set of $\mathcal{V}$ and $\mathcal{V}_m$ identifies the set of cameras stimulated by the event $e^m$, namely the so-called $m$-th stimulation set.

According to Definition 1, the VSN SM can be mathematically represented by the multi-graph $\mathcal{G} = \{\mathcal{G}_m = (\mathcal{V}_m, \mathcal{V}_m \times \mathcal{V}_m)\}_{m=1}^M$, resulting in a collection of undirected and fully connected graphs, hereafter referred to as communities [53, 54]. On the other hand, as concerns function (5), the following remarks are mandatory.

Remark 1. Since two distinct events can stimulate the same set of cameras, the function $\tau(\cdot)$ is not guaranteed to be injective, namely $e^m, e^{m'} \in \mathcal{E}_a$ with $e_m \neq e_{m'}$ generally does not imply $\mathcal{V}_m \neq \mathcal{V}_{m'}$. Thus, it follows that identical communities can be present in $\mathcal{G}$.

Remark 2. By definition of active events, any stimulation set $\mathcal{V}_m$ cannot be an empty set, and, therefore, it holds that $\emptyset \notin \text{Im} \tau(\mathcal{E}_a)$. This implies that the function $\tau(\cdot)$ is neither surjective. In particular, in general it also holds that $\text{Im} \tau(\mathcal{E}_a) = M < 2^N = |\mathcal{P}(\mathcal{V})|$.
Remark 3. Despite \( \bigcup_{m=1}^{M} \mathcal{V}_m = \mathcal{V} \), the stimulation sets are not guaranteed to be pairwise disjoint, since the same camera can be stimulated by different events. Thus, the communities of \( \mathcal{G}' \) do not represent clusters of the VSN [30].

The following example is provided to clarify the aforementioned problem setup.

Example 2. Figure 2 provides two examples of SMs accounting for real-world scenarios, both characterized by \( M = 3 \) active events and a VSN composed of \( N = 5 \) cameras. In Figure 2a an urban scenario is considered. The camera-nodes \( v_1 \) and \( v_2 \) are placed inside a building, the camera-nodes \( v_3 \) and \( v_4 \) monitor a road, the camera-node \( v_5 \) is positioned along a river. In addition, the event \( e_1 \) corresponds to the detection of a person, the event \( e_2 \) to the detection of a vehicle and the event \( e_3 \) to the detection of a boat. According to the collected data, it is possible to distinguish the following stimulation sets: \( \mathcal{V}_1 = \{v_1, v_2\} \), \( \mathcal{V}_2 = \{v_3, v_4\} \) and \( \mathcal{V}_3 = \{v_5\} \). In Figure 2b an industrial warehouse is depicted. This is composed of three structured rooms: one for generic packages storage (corresponding to event \( e_1 \)) monitored by the camera-nodes \( v_1 \) and \( v_2 \), one for mobile phones storage (corresponding to event \( e_2 \)) surveilled by camera-nodes \( v_3 \) and \( v_4 \), and one for clothes storage (corresponding to event \( e_3 \)) wherein the camera-nodes \( v_3 \) and \( v_5 \) are located. In this case, the stimulation sets result to be \( \mathcal{V}_1 = \{v_1, v_2\} \), \( \mathcal{V}_2 = \{v_2, v_3\} \) and \( \mathcal{V}_3 = \{v_4, v_5\} \).

3.2. SM Identification Problem

According to Definition 1, the SM for a \( N \)-devices VSN consists in the function \( (5) \), which maps any active event \( e_m \in \mathcal{E}_a \) in the corresponding stimulation set \( \mathcal{V}_m \in \mathcal{P}(\mathcal{V}) \), \( m \in [1, M] \). Nonetheless, it is to be noted that the aforementioned function \( \tau(\cdot) \) is equivalent to the following function

\[
\tau' : [1, M] \rightarrow \{0, 1\}^N, \quad m \mapsto \tau_m, \tag{6}
\]

where the index \( m \in [1, M] \) uniquely identifies the \( m \)-th event in \( \mathcal{E}_a \) and the vector \( \tau_m \in \{0, 1\}^N \) is a \( N \)-dimensional binary representation of the stimulation set \( \mathcal{V}_m \), hereafter referred to as stimulation vector. In detail, each \( n \)-th entry of \( \tau_m, n \in [1, N] \), is defined as follows

\[
t_{m,n} = \begin{cases} 
1, & v_n \in \mathcal{V}_m \\
0, & \text{otherwise}
\end{cases} \tag{7}
\]

Through the introduction of function (6), the SM is completely characterized by the so-called stimulation matrix, namely the Boolean matrix obtained by stacking all the stimulation vectors. Formally, this is given by

\[
T = [\tau_1 \ldots \tau_M]^\top \in \{0, 1\}^{M \times N}. \tag{8}
\]

Note that each row of the matrix \( T \) corresponds to an event in \( \mathcal{E}_a \). The following problem can be thus stated.

Problem 1. For a \( N \)-devices VSN associated to the node set \( \mathcal{V} = \{v_n\}_{n=1}^{N} \) and the corresponding set of active events \( \mathcal{E}_a = \{e_m\}_{m=1}^{M} \), the SM identification problem consists in the estimation of the stimulation matrix \( T \in \{0, 1\}^{M \times N} \), defined according to (6)-(8), up to row permutations.

Note that, for a \( N \)-devices VSN, Problem 1 results to be well defined when \( M \leq 2^N \). In fact, the condition \( M > 2^N \) implies the existence of at least two different indistinguishable events which are associated to the same stimulation vector. On the other hand, from Remark 2 it follows that \( \mathbf{0} \not\in \text{Im} \tau'([1, M]) \), and hence it is not possible to have \( M = 2^N \).

4. SM Characterization

To subsequently cope with the SM identification problem in a formal manner, this section focuses on the adopted stochastic description of both the active events and the network observations understood as the stimulation vectors generated from the cameras collected data.
4.1. Active Events

In general, the occurrence of an event in a certain monitored environment can be described by the realization of a random variable. Accounting for the set $E_v$, any active event $e_{m}, m \in [1, M]$ can be modeled as a discrete random variable, whose corresponding probability distribution $p(e_{m}) \in [0,1]$ represents the (unknown) a-priori probability of the event to occur. In particular, without loss of generality, it can be assumed that $\sum_{m=1}^{M} p(e_{m}) = 1$.

In addition, the following further assumption is made as concern the active events. This will turn out to be relevant within the observations generation (Section 4.2).

Assumption 1. When any event $e_{m}, m \in [1, M]$ occurs in the monitored environment according to the given stochastic law, it appears at least once in the FoV of all and only the cameras within the corresponding stimulation set $Y_m$, defined according to (5).

4.2. Network Observations

To face Problem 1, it is necessary to adopt a model for the network observations able to describe the stimulation vectors generated by the collected camera data, by also taking into account misdetections and misclassifications.

In doing this, let us introduce the observation dataset

$$D = \{ \tilde{t}^i \in H^N_u \}_{i=1}^D.$$  \hspace{1cm} (9)

In (9) any $d$-th vector $\tilde{t}^i \in H^N_u$ denotes the stimulation vector, obtained through the aggregation of the data collected by the single cameras as reported in Algorithm 1.

According to Algorithm 1, when a $n'$-th camera, $n' \in [1, N]$ identifies the event $e_{m}, m \in [1, M]$, it generates the corresponding observation $\tilde{t}_{n'} = c_{n'}$, where $c_{n'} \in [0,1]$ represents the confidence index associated to the event recognition. According to the literature [55], such an index is supposed to be extracted from a uniform distribution $U(c; \xi, 1)$ where $\xi$ is typically chosen close to 1. Then, under the assumption of perfect network communication, the camera-node $v_{n'}$ notifies to all the other network components about the occurrence of the $m$-th event in the monitored environment.\footnote{For a camera, the event identification (recognition) consists in the event detection and classification, while the stimulation coincides with the occurrence of an event inside its FoV. The former process can be subject to misclassifications, the latter to both misdetections or misclassifications.}

According to Assumption 1, the event $e_{m}$ appears (at least once) inside the FoV of all and only the cameras in $Y_m \setminus \{v_{n'}\}$. However, all the VSN devices wait for the event for $K \geq 1$ iterations, where the patience parameter $K$ constitutes a tunable variable. At each k-th iteration, $k \in [1, K]$, any $n$-th camera in $V \setminus \{v_{n'}\}$ updates the value of its observation $\tilde{t}_n \in [0, 1]$ as follows

$$\tilde{t}_n = h(m,n)c_{n'}, \quad h(m,n) = \begin{cases} 1, & \text{if } v_n \text{ identifies } e_m \\ 0, & \text{otherwise.} \end{cases} \hspace{1cm} (10)$$

Finally, the observation vector $\tilde{t}$ is obtained by stacking the outputs of all the VSN components; hence, it is $\tilde{t} \in H^N_u$.

In (10), $h(m,n)$ plays the role of an indicator function that is active (i.e., $h(m,n) = 1$) only when the $n$-th camera identifies the event $e_m$, namely in correspondence to one of the following cases: (a) the event $e_m$ stimulates the camera-node $v_n$, which correctly classifies the event $e_m$; (b) the event $e_{m'}, m' \neq m$, stimulates the camera-node $v_n$, which incorrectly classifies the event $e_{m'}$ as $e_m$. The latter case is common when event recognition algorithms are fooled by objects or actions described by similar features [56]. Conversely, it holds that $h(m,n) = 0$ when either the event $e_m$ does not stimulates the camera-node $v_n$, or when the camera-node $v_n$ misclassifies the event $e_m$, e.g., due to occlusions and/or low resolution issues [57].

To capture the complexity and the probabilistic nature of the described scenario, it turns out to be advantageous to introduce a stochastic characterization of the indicator function $h(\cdot, \cdot)$. In doing this, the conditional probability of $h(m,n) = 1$ given that the event $e_m$ occurs in the monitored environment can be computed as follows

$$\begin{align*}
    p_{h_{m,n}}^{[1]} &= p\left(h(m,n) = 1|e_m \right) = t_{m,n}p(D_{m,n})p(C_{m\rightarrow m,n})+ \sum_{m' \neq m} p(S_{m',n})p(D_{m',n})p(C_{m\rightarrow m',n}) \\ 
    p_{h_{m,n}}^{[0]} &= p\left(h(m,n) = 0|e_n \right) = 1 - p_{h_{m,n}}^{[1]} \hspace{1cm} (11)
\end{align*}$$

In (11) $p(S_{m,n}) \in [0, 1]$ denotes the probability that event $e_m$ stimulates camera $v_n$. Thus, it is

$$p(S_{m,n}) = \begin{cases} p(e_m), & \text{if } v_n \in Y_m \\ 0, & \text{otherwise}. \end{cases} \hspace{1cm} (13)$$

The probability that the $n$-th camera detects the $m$-th event is instead represented by $p(D_{m,n}) \in [0, 1)$, while $p(C_{m\rightarrow m,n}) \in [0, 1]$ ($p(C_{m\rightarrow m',n}) \in [0, 1]$) is the probability that the $n$-th camera classifies the detected event as $e_m$ (as $e_{m'}$).

---

L. Varotto et al.: Preprint submitted to Elsevier
For sake of simplicity, hereafter, it is assumed that
\[
\begin{align*}
\Pr(D_{m,n}) & = \Pr_D \tag{14} \\
\Pr(C_{m\rightarrow m,n}) & = \Pr_C \tag{15} \\
\Pr(C_{m\rightarrow m',n}) & = \frac{1-\Pr_C}{M-1}. \tag{16}
\end{align*}
\]
for any \( m \in [1,M], \ m' \in [1,M] \) and \( n \in [1,N] \). In other words, the detection probability (14) and correct classification probability (15) are supposed to be independent on both the considered event and camera (i.e., there is no dependency on the indices \( m \) and \( n \)). In particular, \( D_{m,n} \) is a Bernoulli random variable with success probability \( \Pr_D \); whereas the misclassification probability (16) of any event is equally distributed among all the \( M-1 \) events (excluding \( e_m \)). Under these assumptions, it holds that
\[
\Pr^{\text{hit}|m}_{m,n} = \Pr_D \left( t_{m,n}p_C + \frac{1-\Pr_C}{M-1} \sum_{m'\neq m} \Pr(e_{m'})t_{m',n} \right). \tag{17}
\]

According to (17), the probability of the \( m \)-th event identification by the \( n \)-th camera results from three contributions: the event detection probability \( \Pr_D \) which works as necessary condition for \( v_n \) to identify \( e_m \), the probability \( \Pr_C \) of correct classification of \( e_m \) by the \( n \)-th camera, and a combination of the cumulative a-priori probability of any other event (sum over the events different from \( e_m \) and able to stimulate \( v_n \)) and the misclassification probability (16).

Given these premises, it is possible to define the probability distribution of any camera observation over the \( K \) iterations, given the occurrence of the \( m \)-th event in the environment. This, called conditional single camera stimulation likelihood, turns out to be
\[
\begin{align*}
\Pr(\tilde{t}_n|e_m) & = \left( 1-(\Pr^{\text{hit}}|m)_{m,n} \right)^K \Pr^{\text{hit}|m}_{m,n} \tag{18} \\
& = \left( 1-(\Pr^{\text{hit}}|m)_{m,n} \right)^K \Pr^{\text{hit}}(\tilde{t}_n) \\
& = \left( 1-(\Pr^{\text{hit}}|m)_{m,n} \right)^K \Pr^{\text{hit}}(\tilde{t}_n) + \alpha_{m,n}\delta(\tilde{t}_n)
\end{align*}
\]
where \( \delta(\cdot) \) is the Kronecker delta and \( \alpha_{m,n} = (\Pr^{\text{hit}}|m)_{m,n} \) is introduced to ease the notation. Notice that the incorrect observation probability corresponds to \( \alpha_{m,n} \) if \( t_{m,n} = 1 \) and to \( 1 - \alpha_{m,n} \) if \( t_{m,n} = 0 \). In detail, in the former case, the systematic effect affecting the correct observations is equal to \( (\varepsilon + 1)/2 \), which is thus dependent from the (minimum) confidence of the event recognition algorithm.

**Remark 4.** The probability of detecting the \( m \)-th event by the \( n \)-th camera is proportional to the parameter \( K \). Thus, when \( v_n \in V_m \), a high value of \( K \) results to be beneficial. However, this choice increase the possibility of artifacts emergence in the observations. As a consequence, it is suitable to select the patience parameter by accounting for the specific application, the cameras computational capabilities and placement and the structure of the monitored environment.

Given (18), it is possible to define also the conditional VSN stimulation likelihood as the multivariate \( N \)-dimensional distribution \( \Pr(\tilde{t}|e_m) = \Pr(\tilde{t}_1, \ldots, \tilde{t}_N|e_m) \). Assuming i.i.d. cameras observations, it holds that
\[
\Pr(\tilde{t}|e_m) = \prod_{n=1}^{N} \Pr(\tilde{t}_n|e_m) \\
= \prod_{n=1}^{N} \left( (1-a_{m,n})\Pr^{\text{hit}}(\tilde{t}_n; \varepsilon; 1) + a_{m,n}\Pr^{\text{hit}}(\tilde{t}_n) \right) \\
= \prod_{n=1}^{N} \left( \left( 1-a_{m,n} \right)^K \Pr^{\text{hit}}(\tilde{t}_n) + a_{m,n}\Pr^{\text{hit}}(\tilde{t}_n) \right). \tag{19}
\]

**Remark 5.** (Geometric interpretation) According to (5), each event \( e_m \) is associated to a stimulation set \( V_m \) and, based on (6), such a set can be described by the \( N \)-dimensional binary vector \( t_m \). Thus, any vector \( t_m \) can be interpreted as an element of \( \mathbb{H}^N \). In particular, the set \( \{t_m\}_{m=1}^{M} \) identifies the active vertices. Then, in accordance with (18), each component \( t_n \) of the observation vector \( \tilde{t} \) is defined in \( \{0,1\} \cup \{\varepsilon,1\} \), hence, any \( \tilde{t} \) belongs to \( \mathbb{H}^N \).

Now, comparing \( t_m \) and the observation vector \( \tilde{t} \in \mathbb{H}^N \) gathered in correspondence to the occurrence of the \( m \)-th event, two types of discrepancies can emerge. One consists on a bias between the two vectors: this happens when no misdetections nor misclassifications occur and it is only due to the confidence of the classification algorithm (i.e., \( e_m \) if \( v_n \in V_m \)). The other one arises when the vector \( \tilde{t} \) is projected from \( t_m \) to another vertex \( t_{m'} = \mathbb{H}^{N,0} \setminus t_m \). This is a consequence of a misdetection or a misclassification: from (17), the former implies that non-zero entries in \( t_{m'} \) become null in \( \tilde{t} \), while the latter has the opposite effect. If \( t_{m'} \) is an active vertex, the observation vector is the result of an artifact; if \( t_{m'} \) is a non-active vertex, the importance of \( e_m \) and \( e_{m'} \) is altered (see Section 5.1).

Figure 3 provides a visual representation of the given geometrical interpretation of the SM and of the network observations, with \( N = 3 \) and \( M = 4 \).

### 5. SM Identification via GMM

This section aims at presenting a solving procedure for the SM identification problem. In particular, the outlined strategy takes advantage of the interpretation of the given observations model as GMM.

#### 5.1. Observations Model GMM Interpretation

As highlighted in Remark 5, any observation vector \( \tilde{t} \), \( m \in [1,M] \), constitutes a point on the hypercube \( \mathbb{H}^N \). In particular, when dealing with real-world application, it holds that \( \varepsilon \approx 1 \), and then \( \tilde{t} \) belongs to the neighborhood of one of the hypercube vertices.
Example 3. To clarify this fact, let us consider a VSN composed of \( N = 2 \) cameras. In this case the probability (19) results to be

\[
p(t|e_m) = \sum_{k_0=0}^{1} \sum_{k_1=0}^{1} (1 - a_{m1}) U(t_i; 0, 1) \left( \alpha_{m2}(\delta(t_i)) \right)^{1-k_1} (1 - a_{m2}) U(t_i; 0, 1) \left( \alpha_{m2}(\delta(t_i)) \right)^{1-k_2}
\]

\[= a_{m1} \alpha_{m2}(\delta(t_i)) + (1 - a_{m1}) a_{m2}(\delta(t_i)) U(t_i; 0, 1) + (1 - a_{m1})(1 - a_{m2}) U(t_i; 0, 1) U(t_i; 0, 1)\]

(20)

Based on (20), if event \( e_m \) occurs in the monitored environment, the observation vector \( t \) is equal to \([0, 0]^T\), namely it coincides with the origin of a unitary square, with probability \( a_{m1} \alpha_{m2} \). Alternatively, it is close to the vertex \([0, 1]^T\) with probability \( (1 - a_{m1}) \alpha_{m2} \) and to the vertex \([1, 1]^T\) with probability \( (1 - a_{m1})(1 - \alpha_{m2}) \), and the proximity is determined by a uniform distribution over the non-zero component. Finally, \( t \) approximates the vertex \([1, 1]^T\) with probability \( (1 - a_{m1})(1 - \alpha_{m2}) \): the proximity depends on a bi-variate uniform distribution over the two components of the observation vector, so that it holds \( c \leq t_1, t_2 \leq 1 \). To clarify, if \( t_m = [0, 1]^T \), then \( a_{m1}(1 - a_{m2}) \) represents the probability of correct observation, while the other terms in (20) represent observation errors and artifacts.

Notably, accounting for the normal approximation of a uniform distribution \([58]\) and applying the total probability theorem, the generative probability distribution of any network observation \( t \) can be approximated by the following GMM, which depends on the parameter set \( \varphi = (\phi_m)_{m=1}^N \), as described in Table 1, namely

\[
p_{\varphi}(t) \approx \sum_{m=1}^{N} \rho(e_m) N(t; \mu_m, \Sigma_m).
\]

(22)

The reasoning carried out in the given example can be generalized to the case of a VSN made up of \( N \geq 2 \) cameras.

Table 1

| Parameters of the GMM (22) | \( \mu_m \) | \( \Sigma_m \) |
|---------------------------|------------|------------|
| \( \phi_1 \) | \( \sum_{i=1}^{2} \rho(e_i) a_{i1} a_{i2} \) | \( \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \) |
| \( \phi_2 \) | \( \sum_{i=1}^{2} \rho(e_i) a_{i1} (1 - a_{i2}) \) | \( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) |
| \( \phi_3 \) | \( \sum_{i=1}^{2} \rho(e_i) (1 - a_{i1}) a_{i2} \) | \( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) |
| \( \phi_4 \) | \( \sum_{i=1}^{2} \rho(e_i) (1 - a_{i1})(1 - a_{i2}) \) | \( \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \) |

In particular, it holds that

\[
p_{\varphi}(t) \approx 2^N \sum_{m=1}^{N} \tilde{p}(\mu_m, \Sigma_m).
\]

(23)

Note that any observation turns out to be approximately distributed according to a \( N \)-dimensional GMM with a number of components equal to the number of vertices of the \( N \)-dimensional hypercube, i.e., to \( 2^N \). In detail, it holds that \( \mu_m \approx t_m \), for all \( m \in [1, M] \), given that \( c \approx 1 \). Moreover, from the generalization of Table 1, it follows that any weight \( \tilde{\mu}_m \), representing the importance of the \( m \)-th GMM component, can be expressed as

\[
\tilde{\mu}_m = \sum_{\epsilon \in \Upsilon_m, \ell} \rho(e_{\epsilon}) \prod_{n=1}^{N} \left( \alpha_{m,n} - 2 \alpha_{m,n} q_{m,n} + q_{m,n} \right)
\]

(24)

\[
= \tilde{\mu}_m + \tilde{\mu}_m^t,
\]

(25)

with \( d_{m,n} \) being the \( n \)-th entry of the \( m \)-th vector \( q_{m} \in \mathbb{H}^N \) and

\[
\tilde{\mu}_m = \begin{cases} \rho(e_m) \prod_{n=1}^{N} (\alpha_{m,n} - 2 \alpha_{m,n} q_{m,n} + q_{m,n}) & \text{if } e_m \in \epsilon_a \\ 0 & \text{otherwise} \end{cases}
\]

(26)

\[
\tilde{\mu}_m^t = \sum_{\epsilon \in \Upsilon_m, \ell} \rho(e_{\epsilon}) \prod_{n=1}^{N} (\alpha_{m,n} - 2 \alpha_{m,n} q_{m,n} + q_{m,n}).
\]

(27)

The term \( \tilde{\mu}_m \) in (26) represents the a-priori probability of the \( m \)-th event, revised in the light of the cameras detection and recognition capabilities, namely combined with the probabilities \( P_D \) and \( P_C \) encoded in the quantities \( \{a_{m,n}\}_{n=1}^{N} \). On the other hand, the term \( \tilde{\mu}_m^t \) in (27) represents an alteration of the \( m \)-th vertex importance, caused by the (incorrect) classification of any event \( e_{m'} \), \( m' \neq m \), as \( e_m \) according to the \( m' \)-th event occurrence probability and cameras detection and recognition capabilities. Mathematically, this result from the sum of \( M - 1 \) or \( M \) components, given that \( q_m \) corresponds to an active vertex or not. In this sense, in the ideal case wherein \( P_C = P_D = 1 \), it holds from (17)

\[
a_{m,n} = 1 - t_{m,n}
\]

(28)

then, accounting for (27), it follows that

\[
\tilde{\mu}_m = \begin{cases} \rho(e_m) = \mu_m, & m \in [1, M] \\ 0, & m \in [M + 1, 2^N] \end{cases}
\]

(29)

\[
\tilde{\mu}_m^t = 0
\]

(30)
Thus, it is possible to conclude that
\[
\rho_\mathcal{F}(\tilde{t}) \approx \sum_{m=1}^{M} \rho(e_m)N(\tilde{t}|t_m, \Sigma_m),
\]

(31)

namely, the VSN stimulation likelihood given in Section 4.2 can be interpreted as a GMM, parameterized by \( \phi = \{p(e_m), t_m, \Sigma_m\}_{m=1}^{M} \in \Phi \) and whose number of components corresponds to the number \( M \) of active events.

Given these premises, one can realize that it is possible to address the SM identification problem as a canonical GMM fitting task, and, thus exploiting the standard statistical methods to estimate the parameter set \( \phi \) [13, 59]. In view of the foregoing, the following proposition shows how the fact that the SM is associated to the not necessary injective function (5) (Remark 1) affects the solution of Problem 1.

**Proposition 1.** If the SM \( \tau^*(-\cdot) \) is not injective, then the stimulation matrix (8) is not globally identifiable.

**Proof.** As defined in [60], a family of probability densities \( \{\rho_\mathcal{F}(\cdot), \phi \in \Phi\} \) is globally identifiable if
\[
\rho_\mathcal{F}_1(\cdot) = \rho_\mathcal{F}_2(\cdot) \Rightarrow \phi_1 = \phi_2, \; \forall \phi_1, \phi_2 \in \Phi,
\]
while the fact that \( \tau^*(\cdot) \) is not injective means that
\[
\exists m', m'' \in [1, M] \text{ s.t. } m' \neq m'' \land t_{m'} = t_{m''}.
\]

(33)

Then, from (31), it follows that
\[
\rho_\mathcal{F}_1(\tilde{t}) \approx \sum_{m=1}^{M} \rho_\mathcal{F}_2(\tilde{t}|t_m, \Sigma_m)
\]
\[
= \sum_{m=1}^{M} \rho_\mathcal{F}_1(\tilde{t}|t_m, \Sigma_m)
\]
\[
= \sum_{m=1}^{M} \rho_\mathcal{F}_1(\tilde{t}|t_m, \Sigma_m)
\]
\[
\approx \sum_{m=1}^{M} \rho_\mathcal{F}_1(\tilde{t}|t_m, \Sigma_m) = \rho_\mathcal{F}_2(\tilde{t}),
\]
\[
\rho_\mathcal{F}_2(\tilde{t}|t_m, \Sigma_m) \neq \rho_\mathcal{F}_1(\tilde{t}|t_m, \Sigma_m)
\]
\[
(34)
\]

where \( \Sigma_m = \Sigma_m' \), from the hypothesis \( t_{m'} = t_{m''} \). From (34) it follows that the underlying GMM distribution \( \rho_\mathcal{F}_1(\tilde{t}) \) is indistinguishable with respect to \( \rho_\mathcal{F}_2(\tilde{t}) \), which is a GMM with \( M - 1 \) components.

From Proposition 1, one can conclude that when the function (5) is not injective), namely when the stimulation matrix \( \mathbf{T} \) in (8) is not full-row rank, Problem 1 is ill-posed, given that \( \phi \) is not identifiable. In other words, any observation vector \( \mathbf{t} \) cannot provide complete information about the parameter set \( \phi \). For this reason, the following assumption is stated. Note that this requires to design the network deployment with balanced degree of redundancy [61].

**Assumption 2.** The function \( \tau^*(-\cdot) \) in (5) introduced in Definition 1 is supposed to be injective.

Typically, learning problems suffer from the so-called curse of dimensionality, especially in correspondence to large scale networks [62]. Also the discussed SM identification is affected by this issue. In this case, an AE is employed to reduce the data dimensionality, enabling the implementation of the deep embedded clustering over a lower-dimensional feature space while preserving the local data structure properties [51]. In this manner, Problem 1 boils down to a particular GMM inference problem, namely the estimation of GMM parameters retrieved from the network observations dataset (9).

5.2. Identification Procedure

Hereafter, the outlined procedure aiming at solving Problem 1 is described. This is based on the given observation that the SM identification problem can be addressed as a canonical GMM fitting task, leveraging (31). In this sense, the curse of dimensionality emerging in correspondence to high values of the number \( N \) of devices composing the VSN are faced through the introduction of an AE.

It is worth to recall that the dimensionality reduction techniques are fundamental to decrease the amount of undesired artifacts generated by the employed observations/measurments [48, 49], and in the proposed solution, the AE is specifically used to reduce the dimension of the GMM to learn since the number of fitting GMM components is typically greater than the number of events \( M \). On the other hand, it is also to be noted that, in a compact space, the soft-partition clustering can be well combined with the deep embedding [63]. As a consequence, an AE can be generally adopted a-fortiori to also discard the low-prior GMM components.

In light of these facts, Figure 4 illustrates the overall proposed SM identification strategy. This entails the four principal steps described in the following.

**AE training** - The observations dataset \( D \) introduced in (9) is generated according to the stochastic characterization described in Section 4.2. This is successively split into the training and testing subsets as follows
\[
D_{\text{train}} = \{\tilde{\mathbf{d}}_d\}_{d=1}^{D_{\text{train}}}
\]
\[
D_{\text{test}} = D \setminus D_{\text{train}} = \{\tilde{\mathbf{d}}_d\}_{d=D_{\text{train}}+1}^{D}
\]
(35)

The subset \( D_{\text{train}} \) is then used to train an AE adopting the unsupervised learning paradigm (Figure 4a).

**Data encoding & GMM learning** - The subset \( D_{\text{test}} \) is provided as input to the encoder part of the AE, which aims at compressing its \( N \)-dimensional data points into the \( p \)-dimensional embedded features \( \{\mathbf{z}_d\}_{d=D_{\text{train}}+1}^{D} \) (Figure 4b).

These features are then used to figure out the following GMM
\[
\rho_\phi(\mathbf{z}) = \sum_{m=1}^{M} \hat{\mathbf{z}}_m^{[p]} \mathcal{N}(\mathbf{z}|\hat{\mathbf{z}}_m^{[p]}, \hat{\Sigma}_m^{[p]}),
\]
(36)
where the notation $\cdot^{|p|}$ is used to stress the fact that the probability distribution (36) is defined in $\mathbb{R}^p$ (contrarily to the one in (31) defined in $\mathbb{H}_u^N$), while the notation $\cdot$ identifies the estimated quantities. These last correspond to the GMM parameters, and include also the number $\hat{M}$ of the GMM components.

**Data decoding** - Since it is defined in a different (reduced) space, the probability distribution (36) does not properly describe the SM. The decoder part of the AE is thus used to project each $p$-dimensional vector $\mu_{\hat{m}}^{(p)}$ onto the (original) $N$-dimensional space $\mathbb{H}_u^N$, obtaining $\hat{\mu}_m \in \mathbb{H}_u^N$ (Figure 4c). The decoder does not modify neither the number of GMM components nor their corresponding weights, hence it theoretically holds that

$$\hat{M} = M$$ \hfill (37)$$\hat{\pi}_m = \pi_m, \; m \in [1, \hat{M}]$$ \hfill (38)$$\hat{t}_m \approx \hat{\mu}_m, \; m \in [1, \hat{M}]$$ \hfill (39)

where $M$ and $\{\pi_m\}_{m=1}^M$ are the parameters characterizing (31). Note that, in this work, a two-stage clustering is proposed, as in [64]; however, in the literature there are attempts to jointly accomplish feature learning and clustering in a single-stage training process [65].

**Rounding operation** - The approximation $\hat{t}_m \approx \hat{\mu}_m$ in (39) is due to the fact that $\mu_m \in \mathbb{H}_u^N$ and $\hat{t}_m \in \mathbb{H}_u^{N,0}$. The two quantities coincide by projecting any $\mu_m$ onto $\mathbb{H}_u^{N,0}$ (Figure 4d). This is equal to rounding each entry of the vector $\mu_m$ to the closer binary number, i.e., to either 0 or 1. The rounding operation can be formalized through the introduction of the following map

$$r : \mathbb{H}_u^N \rightarrow \mathbb{H}_u^{N,0}, \; \hat{\mu}_m \mapsto \hat{t}_m.$$ \hfill (40)

It is to be noted that the map $r(\cdot)$ is not injective in general, as a consequence, it follows that

$$|\text{Im} (\mathbb{H}_u^N) | := \hat{M}_{eff} \leq \hat{M}$$ \hfill (41)

where $\hat{M}_{eff}$ corresponds to the effective estimated number of GMM components.

In the light of (41), it is suitable to distinguish between the estimated stimulation matrix $\hat{T} \in \{0, 1\}^{\hat{M} \times N}$, defined as

$$\hat{T} = \left[ \hat{t}_1 \; \cdots \; \hat{t}_\hat{M} \right]^{\top},$$ \hfill (42)

and the effective estimate of the stimulation matrix $\hat{T}_{eff} \in \{0, 1\}^{\hat{M}_{eff} \times N}$. The latter depends on the former as follows

$$\hat{T}_{eff} = \hat{E} \hat{T},$$ \hfill (43)

where $\hat{E} \in \{0, 1\}^{\hat{M}_{eff} \times \hat{M}}$ acts by removing the duplicated rows in $\hat{T}$. This matrix is, indeed, constructed by setting $[\hat{E}]_{ki} = 1$, $[\hat{E}]_{ij} = 0$, $i \neq j$, when the $i$-th row in $\hat{T}$ is redundant (i.e., it is linearly dependent on other rows) and $[\hat{E}]_{ij} = 1$, $i \neq j$, otherwise. Similarly, the effective GMM estimated weights are defined as

$$\hat{\pi}_{m,eff} = \sum_{k \in [1, \hat{M}]: \hat{t}_k = t_m} \hat{\pi}_k, \; m \in [1, \hat{M}_{eff}].$$ \hfill (44)

Any $\hat{\pi}_{m,eff} \in [0, 1]$ combines the weights of all the GMM components projected by $r(\cdot)$ onto the same vertex of $\mathbb{H}_u^N$.

### 5.3. Performance Assessment

The performance of the proposed AE-based identification procedure can be assessed by evaluating the reconstruction error. This is defined as the sum of two (positive) terms, namely

$$e_r = e^{alt}_r + e^{md}_r$$ \hfill (45)

$$e^{alt}_r = \frac{1}{\hat{M} - M} \sum_{k=1}^{\hat{M}_{eff}} \mathbb{I} \left[ \hat{\pi}_k \notin \text{Im} \; r'(\{1, M\}) \right] \hat{\pi}_{k,eff}$$ \hfill (46)$$e^{md}_r = \frac{1}{M} \sum_{m=1}^{M} \mathbb{I} \left[ t_m \notin \text{Im} \; r(\mathbb{H}_u^N) \right] \pi_m$$ \hfill (47)

where $\mathbb{I}(\cdot)$ is an indicator function, which is equal to 1 in correspondence to a true condition and 0 otherwise. The term (46) accounts for the artifacts generated by the identification procedure, and for their weight; in other words, $e^{alt}_r$ takes into account the GMM centroids that are projected
onto non-active vertices of \( \mathbb{H}_u^N \). The term \((47)\), instead, accounts for the active vertices not detected by the identification procedure, and their weights. Thus, one can conclude that the reconstruction error \( \epsilon_r \) accounts for the importance of both spurious and miss-detected events.

The following proposition shows that the error \((45)\) constitutes a valid performance index to determine the effectiveness of the proposed procedure to solve Problem 1.

**Proposition 2.** Assuming that the effective GMM estimated weights \((44)\) are proper, meaning that \( \hat{\mathbf{\epsilon}}_{k,\text{eff}} \neq \mathbf{0} \), for all \( k \in [1, \hat{\mathbf{M}}_{r,\text{eff}}] \), the reconstruction error \( \epsilon_r \) in \((45)\) is null if and only if \( \hat{T}_{\text{eff}} = \mathbf{P} \mathbf{T} \) with \( \mathbf{P} \in \{0, 1\}^{M \times M} \) being a permutation matrix.

**Proof.** Trivially, since \( \epsilon_r \geq 0 \), \( \epsilon_r \geq 0 \), it holds that \( \epsilon_r = 0 \) if and only if both \( \epsilon_r = 0 \) and \( \epsilon_r = 0 \). In addition, exploiting the assumption \( \hat{\mathbf{\epsilon}}_{k,\text{eff}} \neq \mathbf{0} \), \( \forall k \in [1, \hat{\mathbf{M}}_{r,\text{eff}}] \), it also holds that \( \epsilon_r = 0 \) if and only if \( \hat{\mathbf{t}}_k \in \mathbf{I} \), \( \forall k \in [1, \hat{\mathbf{M}}_{r,\text{eff}}] \), and \( \epsilon_r = 0 \) if and only if \( \mathbf{t}_m \in \mathbf{I} \), \( \forall m \in [1, \hat{\mathbf{M}}_{r,\text{eff}}] \). Hence, it follows that \( \epsilon_r = 0 \) if and only if

\[
\begin{align*}
\hat{\mathbf{t}}_k & \in \mathbf{I} \mathbf{r}(\{1, \mathbf{M}\}), \quad \forall k \in [1, \hat{\mathbf{M}}_{r,\text{eff}}], \\
\mathbf{t}_m & \in \mathbf{I} \mathbf{r}(\mathbb{H}_u^N), \quad \forall m \in [1, \mathbf{M}].
\end{align*}
\]

The two conditions in \((48)\) are equivalent to the following inclusions

\[
\begin{align*}
\mathbf{I} \mathbf{r}(\mathbb{H}_u^N) & \subseteq \mathbf{T}^\top, \\
\mathbf{T}^\top & \subseteq \mathbf{I} \mathbf{r}^\top(\mathbb{H}_u^N)
\end{align*}
\]

leading to the requirement \( \mathbf{I} \mathbf{r}^\top(\mathbb{H}_u^N) = \mathbf{T}^\top \). This implies that the equivalence \( \hat{\mathbf{M}}_{r,\text{eff}} = \mathbf{M} \) is a necessary condition to ensure \( \epsilon_r = 0 \). As a consequence, \( \epsilon_r \) is null if and only if, for all \( m \in [1, \mathbf{M}] \), the \( m \)-th row of the matrix \( \hat{T}_{\text{eff}} \) is equal to the \( m \)-th row of the product matrix \( \mathbf{T} \mathbf{P} \), given some permutation induced by \( \mathbf{P} \). Matrix \( \mathbf{P} \) is uniquely determined, since each row both in \( \mathbf{T} \) and in \( \hat{T}_{\text{eff}} \) is a \( N \)-dimensional transpose column vector linearly independent from the other rows. This observation concludes the proof.

Remarkably, Proposition 2 shows that zeroing the reconstruction error \((45)\) corresponds to solve Problem 1, since it is a necessary and sufficient to ensure that the effective estimated stimulation matrix \( \hat{T}_{\text{eff}} \) is equal to the stimulation matrix \( \mathbf{T} \) up to a row permutation. Furthermore, from the proof of Proposition 2, the following corollary ensues.

**Corollary 1.** If \( \hat{\mathbf{M}}_{r,\text{eff}} \neq \mathbf{M} \), then \( \epsilon_r > 0 \).

Note that, in Figure 4d, it holds that \( \epsilon_r = \hat{\epsilon}_4 \), since \( \hat{\mathbf{t}}_4 \not\in \mathbf{I} \mathbf{r}(\{1, \mathbf{M}\}) \), and \( \epsilon_r = \epsilon_1 \), since \( \mathbf{t}_1 \not\in \mathbf{I} \mathbf{r}(\mathbb{H}_u^N) \).

6. Numerical Results

This section reports the results of the experimental campaign carried out on a fully synthetic dataset to investigate the performance of the proposed SM identification procedure\(^2\). The outcome of a single illustrative test is first discussed for the purpose of providing an insight on the outlined strategy. Then, the results of a Monte Carlo (MC) experiment are presented aiming at strengthening the solution validity.

In detail, hereafter, two versions of the method described in Section 5.2 are taken into account distinguishing between GMM+AE-based and V-GMM+AE-based identification. The former learns the \( p \)-dimensional GMM \((36)\) through the EM algorithm, while the latter exploits the VB inference. Table 2 reports the parameters related to the AE structure and its training process, performed using the Keras deep learning library \([66]\)\(^3\). Such two versions of the outlined solution for Problem 1 are compared with the following alternative SM identification methods.

- **(V-)GMM:** the SM identification is faced by applying the canonical GMM fitting methods on the original space \( \mathbb{H}_u^N \). In detail, the \( N \)-dimensional GMM \((31)\) is directly learnt on the input data, either via EM algorithm (GMM) or through VB inference (V-GMM). The comparison between (V-)GMM and (V-)GMM+AE is meant to prove that, to obtain acceptable identification performance, it is necessary to apply a dimensionality reduction scheme.

- **(V-)GMM+DNN:** the AEs mitigate the effects of the curse of dimensionality, but they apply a lossy transformation on the input data, with possible detrimental effects on the overall identification pipeline; therefore, the (V-)GMM+DNN-based solution class is taken into account. In this case, the undercomplete AE is replaced by an overcomplete one\(^3\) (later on generally referred to as Deep Neural Network - DNN). In particular, the encoder of the considered DNN has two layers, each composed by \( N \) nodes, so that a lossless transformation is applied from \( \mathbb{H}_u^N \) to \( \mathbb{H}_u^N \) itself. The training process exploits the parameters in Table 2. The comparison between (V-)GMM+DNN and (V-)GMM+AE is meant to prove that, with regard to the GMM inference process, the detrimental effects of the curse of dimensionality (present in the DNN version) are more critical than the lossy transformation (present in AE version).

### 6.1. Single Illustrative Test

With the aim of exemplifying the working principles of the proposed SM identification solution, a VSN composed of \( N = 15 \) cameras is taken into account for a single test. The network observations are generated according to the protocol described in Section 4.2 and based on the setup parameters reported in Table 3. The (real) stimulation matrix \( \mathbf{T} \) is, instead, randomly selected.

As described in Section 5.2, the SM identification performance can be assessed via the reconstruction error \((45)\). In addition, the following quantities are hereafter considered.

\(^2\)The code can be found at [github.com/luca-varotto/VSN-with-AE](https://github.com/luca-varotto/VSN-with-AE)

\(^3\)Here it is adopted the same taxonomy proposed in \([41]\).
Table 2
Main parameters regarding the encoder/decoder structure and the training process.

| number of layers | 5 |
|---|---|
| nodes per layer | $N - 12 - 8 - 4 - 2$ (p = 2) |
| number of epochs | 15 |
| batch size | 30 |
| loss function | MSE |
| optimizer | Adadelta |
| activation function | ReLU (last layer decoder: sigmoid) |

Table 3
Single illustrative run. Principal setup parameters.

| number of potential events | $M = 20$ |
| number of active events | $M = 3$ |
| events generator pdf | $e_m \sim U(1, M)$, $m \in [1, M]$ |
| observations set cardinality | $D = 10^8$ |
| probability of detection | $p_D = 0.8$ |
| probability of classification | $p_c = 0.99$ |
| minimum confidence value | $\epsilon = 0.7$ |
| confidence value | $c_n \sim U(\epsilon, 1)$, $n \in [1, N]$ |

- **estimated number of active events** $\hat{M}_{eff}$: it results to be interesting to compare $\hat{M}_{eff}$ with $\hat{M}$. Indeed, when these variables are different, their comparison allows to understand if the identification procedure is affected by overfitting ($\hat{M}_{eff} > M$) or underfitting ($\hat{M}_{eff} < M$). Moreover, this reveals the importance of the rounding operation through the map (40).

- **Kullback-Leibler (KL) divergence** $D_{KL}$: even though the focus of this work is on the identification of the active events stimulation actions (via the estimation of the matrix $T$), it is also worth studying the capability of retrieving the events a-priori distribution. To this aim, it is possible to compute the KL divergence between $\{\pi_m\}_{m=1}^M$ and $\{\hat{\pi}_{m,eff}\}_{m=1}^{\hat{M}_{eff}}$. However, accounting for the fact that the two distributions might not have the same support (i.e., whenever $e_r \neq 0$), it results to be more convenient to consider the following modified version of the KL divergence:

$$D_{KL} = \frac{1}{M} \sum_{m : \hat{m} \in \text{Im}(H_N)} \pi_m \log \frac{\pi_m}{\hat{\pi}_{m,eff}}, \quad (50)$$

where $M_r \leq M$ is the number of detected active events (note that if $M_r = 0$, $D_{KL}$ is not defined).

Given these premises, Table 4 reveals that all the considered SM identification methods experience a certain level of overfitting, since $\hat{M}_{eff} > M$ in all the cases. Nonetheless, this fact is particularly evident for the (V-)GMM solution class, where $\hat{M}_{eff} = \hat{M} = 20$; on the other side, the (V-)GMM+AE procedures turn out to be more accurate ($\hat{M}_{eff} \approx M$), together with GMM+DNN. However, the main difference between the two AE-based solutions and GMM+DNN resides in the value of the reconstruction error, which is remarkably smaller when adopting the former approaches, meaning that all active events are detected and the few introduced artifacts have negligible importance weight.

The results reported in Table 4 are graphically depicted in Figure 5a. In detail, Figure 5a represents the estimated events prior before the rounding process, while Figure 5b shows the final results after the rounding process. In both figures, the underlying uniform event priors are depicted with unfilled boxes. Hence, the effect of the rounding process (40) can be evaluated by comparing Figure 5a with Figure 5b: in the former, a large number of spurious components characterizes the estimated event distributions for all the considered methods; in the latter, this issue is partially solved, due to the aggregation of multiple centroids on a single vertex, according to (44). From Figure 5b one can notice that the GMM+AE solution provides the most accurate prior estimate (confirmed also by the smallest value of $D_{KL}$ in Table 4), while V-GMM+AE yields a slightly worse result in terms of overfitting (even though the reconstruction capability is still acceptable if compared with all the other methods, as suggested by Table 4). Moreover, the already mentioned overfitting effect in (V-)GMM, as well as in V-GMM+DNN, is evident from the large number of spurious components that appear in the final estimates. Conversely, the GMM+DNN method experiences a milder overfitting effect; nonetheless, the reconstruction process is completely ruinous, as validated also by the non-defined value of $D_{KL}$ and the high value of $e_r$ reported in Table 4.

In general, the results obtained with the EM-based approach are characterized by lighter overfitting than the variational counterpart. It is important to recall that V-GMM chooses automatically the optimal number of components, while GMM requires an extensive cross-validation phase.

Table 4
Single illustrative test. Performance indexes of the six algorithms under comparison: uniform events prior case. Best figures are highlighted in bold.

| $M$ | $M_{eff}$ | $e_r$ | $D_{KL}$ |
|---|---|---|---|
| GMM | 20 | 0.161 | 0.487 |
| V-GMM | 20 | 0.039 | 0.386 |
| GMM+AE | 6 | 0.003 | 0.017 |
| V-GMM+AE | 14 | 0.013 | 0.081 |
| GMM+DNN | 4 | 0.392 | / |
| V-GMM+DNN | 20 | 0.038 | 0.561 |

Table 5
Single illustrative test. Performance indexes of the six algorithms under comparison: non-uniform events prior case. Best figures are highlighted in bold.

| $M$ | $M_{eff}$ | $e_r$ | $D_{KL}$ |
|---|---|---|---|
| GMM | 20 | 0.041 | 0.394 |
| V-GMM | 20 | 0.045 | 0.508 |
| GMM+AE | 7 | 3 | 0.0 | $3.4 \times 10^{-4}$ |
| V-GMM+AE | 18 | 3 | 0.0 | $1.6 \times 10^{-4}$ |
| GMM+DNN | 12 | 8 | 0.026 | 0.216 |
| V-GMM+DNN | 20 | 15 | 0.014 | 0.092 |
Interestingly, the (V-)GMM+AE approaches outperform the other identification solutions also in the case of non-uniform events prior distribution, as shown by Table 5 and Figure 6. Overall, similar considerations to the uniform case can be done; for instance, the beneficial effect of the rounding procedure is evident also in this scenario (see Figure 6a). In addition, in this case both GMM+AE and V-GMM+AE solutions entail the reconstruction error zeroing, even though the events distribution estimate is not without errors, as can be seen in the last column of Table 5 and in Figure 6b. On the other side, GMM+DNN still experiences poor reconstruction capabilities, denoted by the value $e_r = 0.026$, together with a higher overfitting effect with respect to the uniform case ($\tilde{M}_{eff} = 8$ in Table 5 against $\tilde{M}_{eff} = 4$ in Table 4).

Finally, it is worth mentioning the fact that, in the ideal case of $p_D = 1$ and $c = 0.9$, all the considered strategies manage to perfectly identify the SM (i.e., $e_r = 0$); moreover, all of them provide an accurate estimate of the events a-priori distribution ($D_{KL} < 10^{-3}$). This is due by the fact that $p_D = 1$ prevents the generation of artifacts, while $c = 0.9$ ensures that each observation $\mathbf{f}^d$ is close to the corresponding active vertex $\mathbf{t}_m$, whenever the $m$-th event occurs in the monitored environment; hence, the collected data are intrinsically aggregated on $M$ compact clusters and the GMM learning becomes easy even at high dimensions.

6.2. MC experiment

The discussed single illustrative test is useful to clarify the working principle of the proposed SM identification procedure and its benefits with respect to other possible solutions. However, in highly dynamic scenarios characterized by elevated variability in terms of parameters, a single test is not fully representative of the method performance. In particular, one can observe that for a $N$-devices VSN and a certain set of $M$ events, it is possible to have $\prod_{i=0}^{M} (2^N - i)$ different stimulation matrices. Furthermore, in Section 4.2 the nature of the network observations is assumed to be intrinsically stochastic, and also the adopted GMM learning techniques are based on optimization procedures which do not guarantee the global optimality of their solution.
For these reasons, hereafter, the results of an MC experiment are discussed, focusing on all the variable contributes in the SM identification process. More precisely, the single illustrative test described in Section 6.1 is repeated 50 times. In correspondence to each run, a stimulation matrix is randomly generated and a synthetic dataset is determined on the basis of the computed $T$ and according to Table 3.

The performance are evaluated by accounting for:

- the histograms of $\hat{M}$ and $\hat{M}_{eff}$ over the 50 MC runs, to quantify possible overfitting effects;
- the Empirical Cumulative Distribution Function (ECDF) of the reconstruction error (45) and of the KL divergence (50) over the 50 MC runs, defined as

$$\hat{F}_{50}(a) = \frac{1}{50} \sum_{i=1}^{50} f_i(a) \quad (51)$$

with • standing for $e_r$ or $D_{KL}$ and $f_i(a)$ denoting the indicator function, assuming value 1 only when the corresponding performance index is smaller than a certain threshold $a$, and 0 otherwise.

From Figure 7a, it is possible to note that the weight of the spurious/non-detected components tends to be much smaller when adopting the outlined (V-)GMM+AE approach with respect to the other identification methods. Furthermore, this solution outperforms both (V-)GMM and (V-)GMM+DNN identification methods in terms of capability of retrieving the a-priori distribution of the active events. This fact is justified by the results in Figure 7b: the $D_{KL}$ index is never larger than 0.2 when accounting for the (V-)GMM+AE approach, while the same value is overcome more than 60% of times by all the other strategies.

In addition, Figure 8a confirms the overfitting tendency of all the considered SM identification methods, especially in correspondence to the variational approaches, for which the histograms are quite spread far from the optimal value (i.e., $M = 3$). From Figure 8b, instead, one can perceive the main differences between the three classes of solutions and this is due to the rounding operation (whose benefits have already been mentioned in Section 6.1). In particular, by interpreting an histogram as an empirical probabilistic measure, it results that the designed (V-)GMM+AE strategy guarantees the higher probability of having $\hat{M}_{eff} \approx M$. It is also worth noting that the non-linear DNN-based lossy transformation improves the performance of the (V-)GMM methods; however, to further improve the results, it is necessary to cope with the emerging curse of dimensionality via an AE-based dimensionality reduction.

Finally, it is interesting to compare Figure 8 with Figure 9. The latter reports the results gathered from a 50-run MC experiment accounting for a small VSN made up of $N = 3$ cameras, given the parameters setup of Table 3. One can realize that, for large scale networks (Figure 8), the performance difference between the three considered classes of identification methods can be explained by the presence of the AE fulfilling a (beneficial) dimensionality reduction. In Figure 9, indeed, the performance gap results to be less evident, intuitively because the dimensionality issues are milder, requiring also an encoder with simpler structure ($N = 3 \sim 2$ layers, $p = 2$). In detail, the (V-)GMM+AE and (V-)GMM+DNN methods turn out to behave similarly; on the other side, the (V-)GMM approach still experiences the overfitting phenomenon and its capability of reconstructing the events prior probability remains limited.

In conclusion, it results that the proposed (V-)GMM+AE approach is advantageous if compared with the lossless (V-)GMM+DNN methods for the large scale VSNs of interest, because the drawbacks of the lossy AE transformation are compensated by the benefits of the dimensionality reduction. In addition, they anyway provide better performance with respect to the SM identification applied directly on the input data, namely performed through the (V-)GMM procedures, since in the latter case the beneficial effects of optimization or inference effect would not be present.

7. Conclusion
In particular, the suggested solution leverages a GMM approximation and an AE-based dimensionality reduction of the GMM learning problem. The algorithmic framework is discussed and theoretically presented. Moreover, the identification procedure is first assessed with a simple numerical example and then it has been validated through more complete MC experiments on synthetic datasets.

The main innovative contribution with respect to the state of the art is the design of a model identification solution through an AE-based dimensionality reduction and GMM
inference on the reduced feature space, which avoids the curse of dimensionality. The proposed procedure performance appears to be interesting compared to both a basic approach, where the model is obtained directly from the input data, and with respect to a lossless solution where a deep neural network is used to retain the original observation dimensionality.

Future directions will be devoted to the extension of the proposed approach to distributed and dynamic scenarios (e.g., pan-tilt or mobile cameras); in particular, incremental GMM approaches may be used to update and refine the SM in time ([67]), while concepts of federated machine learning may be applied to distribute the computation over the network [12]. In addition, it is important to formally study the impact of the main setup parameters on the overall identification performance, as suggested by the results in Section 6.1. Finally, it would be interesting to implement the proposed strategy on a real-world scenario and with some modifications on the overall pipeline described in Section 5.2 (e.g., by adopting a Variational AE for the data encoding and dimensionality reduction process).
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