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Abstract: Finding dependencies in the data requires the analysis of relations between dozens of parameters of the studied process and hundreds of possible sources of influence on this process. Dependencies are nondeterministic and therefore modeling requires the use of statistical methods for analyzing random processes. Part of the information is often hidden from observation or not monitored. That is why many difficulties have arisen in the process of analyzing the collected information. The paper aims to find frequent patterns and parameters affected by COVID-19. The novelty of the paper is hierarchical architecture comprises supervised and unsupervised methods. It allows the development of an ensemble of the methods based on k-means clustering and classification. The best classifiers from the ensemble are random forest with 500 trees and XGBoost. Classification for separated clusters gives us higher accuracy on 4% in comparison with dataset analysis. The proposed approach can be used also for personalized medicine decision support in other domains. The features selection allows us to analyze the following features with the highest impact on COVID-19: age, sex, blood group, had influenza.
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1. Introduction

The trend of the disease in most countries of the world and Ukraine continues to deteriorate [1]. The nature of the increase in the number of sick people changed from linear in May–August 2020 to a clear exponential in September–October this year. During October–November, the situation threatens to become extremely difficult, especially for the country’s medical system.

The difficulty in analyzing and forecasting the spread of COVID-19 is the indisputable difference between real data and official statistics published by the National Health Service of Ukraine [2], the National Security and Defense Council of Ukraine, and other sources. The main reasons for this are the following:

- The number of tests in Ukraine is insufficient to identify a real picture of the spread of the disease [3], which doubt the adequacy of the data, especially at the beginning of the epidemic—during the first—quarantine period. For comparison, according to the WHO report dated 3rd September 2020, 1 million 621 thousand 697 tests were performed in Ukraine, which is 0.48 tests per 1000 population. In the United States, 2.19 tests were performed per 1000 population. In the UAE, testing reaches almost 8 tests per 1 thousand of population. In Germany, 1.68 tests were performed per 1000 population.
- Many people, recognizing well-known symptoms, do not rush to report it to their doctor, but are treated on their own, continuing to spread the disease, and, accordingly, with a successful recovery, do not get into the official statistics.
- The rate of increase or decrease in daily morbidity should primarily depend on the actual number of active patients. However, it is also necessary to take into account the insufficient amount of laboratory tests, which does not allow timely diagnosis,
insufficient effectiveness of diagnostic methods, which also reduces the reliability of official data [4].

Even though intelligent machine learning algorithms [4], neural networks [5], and SARIMA-type models [6] used in research are able to determine certain “patterns” and trends in the behavior of the studied phenomena, it is impossible to obtain a high accuracy prediction under the above circumstances [5]. It can only indicate the defining trends and patterns of disease spread.

That is why the aim of the paper is to find frequent patterns and to find parameters affected by COVID-19. Our approach consists of a hierarchical classifier as comprising supervised and unsupervised methods.

The main contribution of this paper can be summarized as follows:
− a dataset from three countries (Ukraine, Germany, and Belarus) was collected, which allowed a more in-depth analysis and generalization;
− hypothesis that patients with blood group II are more vulnerable to COVID-19;
− the features affected by COVID-19 cases were selected based on machine learning algorithms and comparison of their results;
− the proposed hierarchical classifier based on the combined use of unsupervised and supervised machine learning algorithms provide higher accuracy on 4% in comparison with random forest and XGBoost algorithms.

Thus, the frequent pattern for COVID-19 resistance can be found. The proposed approach can be used also for personalized medicine decision support in other domains. The developed pattern of resistance patient to COVID-19 allows more accurate estimation of new cases based on traditional models such as SSIR, SEIR, SARIMA, etc.

The structure of the paper is following. Section 2 represents the literature review and approach for the spread of virus modeling. The dataset description is given in Section 3. Section 4 represents the estimation of quality metrics for the existing clustering method. Next, the novel approach based on an ensemble of the clustering and classification methods is developed. Section 5 reports the results of the proposed approach. The conclusion underlines the novelty of the proposed approach.

2. Literature Review

COVID-19 is known to be one of the influenza virus variants [6]. When ingested, specific antibodies (Ig) are produced that are intended to combat the virus and are major markers in the study that are capable of showing whether the virus is present in the body. Thus, predominantly the presence of viruses in the blood indicates the presence of specific IgG, and the sign of a transmitted viral infection is the presence in the body of IgM [7]. However, the appearance of these and other specific immunoglobulins may be associated with the transmission of a history of other types of viral infection, the preliminary vaccination against influenza, including tuberculosis.

The main idea is to analyze rapid tests and answers in the questionnaire: was/were vaccinated against influenza, tuberculosis, and whether they were ill with influenza/tuberculosis this year. Additionally, a person should indicate which blood group they have. Compared to other regions or countries, it will probably reveal the causes of different incidence of COVID-19 in different countries.

The main methods used to build a predictive model and calculate the spread of COVID-19 virus are the following:
• data mining [8];
• principle of similarity in mathematical modeling [9];
• correlation analysis [10];
• regression analysis [11].

Autoregressive integrated moving average, or ARIMA, is one of the most widely used forecasting methods for univariate forecasting of time series data [12]. Although the method can handle trending data, it does not support seasonal component time series [13].
The ARIMA extension that supports direct modeling of the seasonal component of the series is called SARIMA [14]. The problem with ARIMA is that it does not support seasonal data. This is a time series with a repeating cycle. ARIMA expects data that is not seasonal or has a seasonal component removed, for example, seasonally adjusted using techniques such as seasonal variance.

Seasonal autoregressive integrated moving average, SARIMA or seasonal ARIMA, is an extension of ARIMA that explicitly supports univariate time series data with a seasonal component [15]. It adds three new hyperparameters for specifying autoregressive (AR), difference (I), and moving average (MA) for the seasonal component of the series, as well as an additional parameter for the seasonality period. The seasonal ARIMA model is formed by including additional seasonal terms in ARIMA [16]. The seasonal portion of the model consists of terms that are very similar to the non-seasonal components of the model, but include reverse shifts of the seasonal period [17].

The special methods for virus modeling are analyzed in [18]. The biggest problem is the uncertainty of the available official data, especially regarding the real initial number of infected (cases), which can lead to ambiguous results and inaccurate forecasts for the order, which was also pointed out by other investigators.

That is why the agent approach is combined with the SEIR-model in [19]. The following agents are used: person, house, business, government, healthcare system. The COVID-ABS approach was capable to effectively simulate social intervention scenarios. However, it is impossible to find the source of spread of virus.

The task of finding dependencies in the data requires the analysis of dependencies between dozens of parameters of the studied process and hundreds of possible sources of influence on this process. Dependencies are nondeterministic and therefore modeling requires the use of statistical methods for analyzing random processes [20]. Part of the information is often hidden from observation or not monitored. That is why many difficulties have arisen in the process of analyzing the collected information.

Today, the developed methods of statistical analysis allow working with partially uncertain or vague processes. However, the available methods have significant limitations in the scope and data types.

The purpose of the paper is to find the dependence between individual parameters of separated responder (age, sex, blood group, etc.) and COVID-19 resistance. The frequent pattern of resistant people based on this dependence should be developed. The travel restriction, isolation, quarantine, lock down, and social distancing are not taken into account. That is why we do not use the SEIR model, which allows to predict the number of new cases.

Thus, all the above factors may adversely affect the conduct, interpretation, and generalization of research results and the understanding and interpretation of the phenomenon under study.

3. Dataset Description

The dataset [21] is collected using Google form (Appendix A), is funded by the Central European Initiative, and verified by Lviv regional center COVID’19 resistance. The project Stop COVID-19 [22] has use case, implemented in Ukraine and Belarus. Partners from Germany shared Google form too and helped in data collection. The dataset is collected data over the period from 1 September to 29 October. The dataset provides data of COVID-19 unconfirmed and confirmed cases [21].

This dataset consists of the following characteristics:

- Age (categorical): 1:<15, 2: 16–22, 3: 23–40, 4: 41–65, 5: >66;
- Sex (categorical): male, female;
- Region (string): Lviv (Ukraine), Chernivtsi (Ukraine), Belarus, Germany, Other;
- Do you smoke (Boolean): 2: yes, 0: no;
- Have you had COVID (categorical): 2: yes, 0: no, 1: maybe;
- IgM level (numerical): [0..0.9) (negative), [0.9..1.1) (indefinite), ≥1.1 (positive);
• IgG level (numerical): [0..0.9) (negative), [0.9..1.1) (indefinite), \geq 1.1 (positive);
• Blood group (categorical): 1, 2, 3, 4;
• Do you vaccinate for influenza? (categorical): 2: yes, 0: no, 1: maybe;
• Do you vaccinate for tuberculosis? (categorical): 2: yes, 0: no, 1: maybe;
• Have you had influenza this year? (categorical): 2: yes, 0: no, 1: maybe;
• Have you had tuberculosis this year? (categorical): 2: yes, 0: no, 1: maybe.

Characteristics IgG and IgM represent the result of rapid tests and anti-SARS-CoV-2 IgG and IgM kits. The number of IgG and IgM antibodies is different for different times after infection. That is why not only categorical meaning (positive, indefinite, or negative), but also exact values of these attributes are taken into account.

A total of 313 responses are presented in the dataset. Thirty-eight rows have empty values.

4. Materials and Methods

In predictive analytics machine learning methods, in particular, neural networks, are often mentioned [23]. However, in this case, the effectiveness of their use will be small. The main reason is that machine learning models are worthwhile in the case of stationary processes. It is assumed that future forecasting data are described by the same distribution as the training data. However, the growth of detected cases of coronavirus is a significantly non-stationary process. In addition, to identify complex patterns by machine learning methods, it is necessary to have large enough training samples with a sufficient number of informative features, such as patient conditions, behavior in different regions, attendance at different institutions, and so on. Currently, such features are analyzed by various specialists and when such data are widely available, machine learning methods will be able to show their effectiveness [3,4,8].

In our point of view, models that combine available data and expert opinion are effective. These can be parametric models, i.e., models that describe the process of coronavirus spread using some formula with parameters. The values of these parameters should describe the available data by the selected model. In the simple case, if the time derivative of the number of coronavirus cases is proportional to the total number of cases, then the solution of such diffraction is described by an exponential function. In logarithmic scale, we obtain a linear dependence, the parameters of which can be found by the method of least squares. However, the exponential nature of the number of detected cases can describe the process only for a certain period of time, the number of cases is limited by the number of people who can potentially catch the virus. Thus, after some time, the pandemic should end, and the number of cases should reach saturation. This process can be modeled using a logistic curve.

It is also important to assess the uncertainty of the forecast, the limits of changes in forecast values. One of the beneficial approaches, in our opinion, is the usage of Bayesian inference, which are based on Bayesian theorem [24]. The least squares method makes it possible to find constant coefficients for the models and, accordingly, some predicted value. With the help of Bayesian regression, it is possible to find distributions for model parameters and accordingly estimate the uncertainty of forecasting, which is important for a small amount of data.

Thus, the results of Bayesian inference prediction can be seen as a compromise between historical data and expert opinion, which is important for cases with small dataset. The logistics curve model can be useful when distribution has exponential growth of detected coronavirus cases.

Analysis of the spread of the COVID-19 epidemic in different countries shows the different nature of virus affection [25]. That is why our idea is to find parameters that affect the spread of the COVID-19 epidemic.
4.1. Data Preprocessing

First, the data preprocessing is provided. The main assumption of the analysis: all who filled out the form were either ill or had symptoms. The data distribution is analyzed.

RStudio is used for data analysis. By using packages factoextra, cluster, corrplot, and caret, the biggest part of the methods was implemented.

The instances selection is based on data distribution.

The distribution of dataset characteristics is given in Table 1. Frequency of <15 age is lower than 0.013. That is why 4 rows are deleted. Sex distribution is relatively the same.

Table 1. Age, sex, region and COVID distribution.

| #  | Age      | n  |
|----|----------|----|
| 1  | 23–40    | 124|
| 2  | 40–65    | 84 |
| 3  | 16–22    | 82 |
| 4  | >65      | 19 |
| 5  | <15      | 4  |

| #  | Sex       | n  |
|----|-----------|----|
| 1  | Male      | 178|
| 2  | Female    | 135|

| #  | Region    | n  |
|----|-----------|----|
| 1  | Ukraine, Lviv | 159|
| 2  | Ukraine, Chernivtsi | 67 |
| 3  | Belarus    | 56 |
| 4  | Germany    | 27 |
| 5  | others     | 4  |

| #  | COVID     | n  |
|----|-----------|----|
| 1  | yes       | 105|
| 2  | no        | 100|
| 3  | maybe     | 78 |

Distribution based on blood group is presented in Figure 1. Confirmed cases distribution by blood group is the following: 1 group—58, 2 group—76, 3 group—18, 4 group—15.

Figure 1. Blood group distribution.
The next assumption is the correlation between features (Figure 2) for seeking persons and persons with unknown diagnose.

Figure 2. Correlation matrix.

The presented correlation matrix shows lack of dependent parameters for the whole dataset. The target attribute COVID is clearly not defined by features.

Spectral decomposition, which examines the covariance/correlation between variables, is developed using principle component analysis (PCA). The dependence between variables is given in Figure 3. Positively correlated variables point to the same side of the plot. Negatively correlated variables point to opposite sides of the graph. Therefore, the correlation between COVID and age, sex, blood group, vaccinated tuberculosis, had influenza is presented.

Figure 3. The dependence between variables.

The next step is clustering and data analysis inside clusters.
4.2. Cluster Analysis
4.2.1. COVID-19 Dataset Clustering

Clustering methods require finding the distance between instances. That is why one-hot-encoding is used for categorical data transformation to numerical data for clustering.

First, we try to find clusters and use these clusters for future analysis. The first method is k-means algorithm with 4 clusters estimated by gaps-statistics [26]. Visualization of k-means shows intersection between clusters (Figure 4). This requires the future analysis.

![Cluster plot](image)

**Figure 4.** k-means visualization.

The tendency of clustering is analyzed. Hopkins statistics (H) [27] shows that data distribution is not uniform. That means the data are good for clustering:

\[
H = 0.5940309.
\]  

4.2.2. Analysis of Each Cluster

The next step is to analyze each cluster separately (Figure 5).

As you can see, the distributions in different clusters are completely different to each other: not only median values differ, but also the spread of values. However, it is worth mentioning that “box-and-whiskers diagrams” are most informative when the data distribution is normal or close to normal. Cluster 2 consists of only men, and cluster 4 consists of only women. Persons vaccinated against influenza are presented only in cluster 3.

Next, cluster objects distribution by parameters is given (Figure 6). Cluster 3 has the biggest number of confirmed cases. The most frequent is blood group 2. This fact confirms the hypothesis that patients with blood group II are more vulnerable to COVID-19 for the mentioned dataset. The smallest number of confirmed cases is given in cluster 4.

The visualization of the clusters distribution by blood group shows outliers in clusters 1 and 2 (blood group 3), in cluster 3 (blood group 1), and uniform distribution of persons with blood group 1–3 in cluster 4.
4.2.2. Analysis of Each Cluster

The next step is to analyze each cluster separately (Figure 5).

(a) by age; (b) by blood group; (c) by sex; (d) by vaccinated influenza.

Figure 5. Cluster objects distribution: (a) by age; (b) by blood group; (c) by sex; (d) by vaccinated influenza.
4.3. Classification

We try to build the classifier for the whole dataset. The target variable will be “Have you had COVID”, the rest of variables will be features.

First, the decision tree is built (Figure 7).

![Figure 6. Cluster objects distribution by blood group.](image1)

Figure 6. Cluster objects distribution by blood group.

The accuracy is equal to 0.5135. However, this model allows choosing the main features as following “Have you had influenza this year”, sex, blood group, region.

Besides the feature selection based on PCA and decision tree shows the different result (Figures 3 and 7), the random forest model will be developed based on all features and grouping features (Figure 3). Five hundred trees with 3 variables tested at each split are built. Mean of squared residuals (MSR) account for dispersions of the actual value of target variable and the estimated value of the target variable derived from linear regression (thus considering the meant of target variable). MSR for the whole dataset and selected features
are equal to 0.5067292 and 0.5736409, respectively. Thus, all features are taken into account for future analysis.

Out-of-bag measuring (OOB) is the prediction error of random forests, boosted decision trees, and other machine learning models utilizing bagging to sub-sample data samples used for training. OOB is the mean prediction error on each training sample $x_i$, using only the trees that did not have $x_i$ in their bootstrap sample. OOB rate is equal to 16.61%. The confusion matrix is given in Table 2.

**Table 2. Confusion matrix.**

|       | 0  | 1  | 2  | Class Error   |
|-------|----|----|----|---------------|
| 0     | 153| 9  | 17 | 0.14525139    |
| 1     | 8  | 88 | 12 | 0.18518518    |
| 2     | 1  | 3  | 20 | 0.16666666    |

The biggest error is for class 1 (COVID—yes). It can be explained by differences in IgG and IgM representation (data scatter is between 0.00 and 18.00) in different countries.

The minimal depth values for all trees in a random forest are given in Figure 8.

Figure 8. Distribution of minimal depth of developed trees.

The x-axis ranges from zero trees to the maximum number of trees. In each tree, any variable was used for 500 splitting. Therefore, the maximum depth in created trees is for vaccinated influenza. The first level in the biggest part of “poor classifiers” is presented by IgG.

To further explore variable importance measures, we pass our forest to measure importance function and get the following data frame (Table 3). Age and blood group are the most frequent roots.

Figure 9 represents the plot of selected measures of importance of variables in a forest. The correlation between mean_min_depth and times_a_root is found. From this fact, we conclude that the attributes age and blood type are the most influential on the analysis of the incidence of COVID-19.
Table 3. Data frame based on the random forest algorithm.

| # | Variable                | Mean_Min Depth | Times_a_Root |
|---|-------------------------|----------------|--------------|
| 1 | Age                     | 1.511688       | 112          |
| 2 | Blood group             | 1.620000       | 111          |
| 3 | Sex                     | 1.723688       | 53           |
| 4 | Had influenza           | 1.727688       | 92           |
| 5 | Smoke                   | 2.030000       | 79           |
| 6 | Vaccinated influenza    | 2.372752       | 25           |
| 7 | Vaccinated tuberculosis | 2.164000       | 28           |

Relations between measures of importance

Figure 9. Relations between measures. *** stands for.

After selecting a set of most important variables (Table 4), we can investigate interactions relatively, i.e., splits appearing in maximal subtrees in accordance with selected variables. To extract the names of 5 most important variables according to both the mean minimal depth and number of trees in which a variable appeared, we have the following result.

Table 4. Most important variables.

| # | Region            |
|---|-------------------|
| 1 | Age               |
| 2 | IgG               |
| 3 | Blood group       |
| 4 | Had influenza     |
| 5 | IgM               |

Naive Bayes shows the density for each feature in the dataset (Figure 10). The accuracy of naive Bayes is much less than random forest and is equal to 67%. Figure 9 visualizes the marginal probabilities of predictor variables in the given class.
Next step, neural network classification is used. The architecture of the neural network is the following:

- 1 hidden layer and 7 neurons in hidden layer,
- Biases are used,
- Backpropagation as learning algorithm,
- logistic activation function.

The accuracy is equal to 82%.

The following classifiers are used for COVID-19 classification too:

1. Support vector machine with lineal kernel shows the accuracy equal to 60.5%.
2. Logistic regression for numerical data shows Akaike information criterion (AIC): 37.471. The accuracy is equal to 55.3%.

At the next step of analysis, each classifier is evaluated for:

- whole dataset,
- dataset by countries,
- selected features,
- each cluster separately.

Results of models’ accuracy are given in Tables 5 and 6.

### 4.4. Hierarchical Classifier

The importance of variables is different for different methods. It means that dependence between parameters is supported only for part of the dataset. That is why we propose to find the dependence for separated clusters and use this dependence for classification.

We propose the hierarchical classifier as a two-stage algorithm for data prediction. The first stage is clustering; the next stage is classification model building for each separated cluster.

Besides, the hierarchical classifier built on ensemble of k-means and XGBoost shows the best accuracy for clusters 1, 2, and 4. K-means together with random forest is not dominated by the rest of the models in cluster 3. All “poor” classifiers show better accuracy for separated clusters than for the whole dataset.
Table 5. Models' accuracy for whole features.

| Model                  | Full Dataset | Filtered by Ukraine | Filtered by Belarus | Filtered by Germany | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 |
|------------------------|--------------|---------------------|---------------------|---------------------|-----------|-----------|-----------|-----------|
| Logistic regression    | 0.553        | 0.572               | 0.534               | 0.544               | 0.601     | 0.592     | 0.610     | 0.589     |
| Support vector machine | 0.605        | 0.6327              | 0.570               | 0.584               | 0.621     | 0.694     | 0.635     | 0.637     |
| Naive Bayes            | 0.670        | 0.693               | 0.655               | 0.655               | 0.674     | 0.693     | 0.672     | 0.692     |
| XGBoost                | 0.898        | 0.932               | 0.860               | 0.942               | 0.941     | 0.945     | 0.899     | 0.957     |
| Random forest          | 0.897        | 0.924               | 0.859               | 0.940               | 0.932     | 0.944     | 0.961     | 0.925     |
| Neural network         | 0.820        | 0.849               | 0.828               | 0.79                | 0.830     | 0.849     | 0.8204    | 0.849     |
| Decision tree          | 0.513        | 0.542               | 0.517               | 0.492               | 0.553     | 0.631     | 0.612     | 0.642     |

Table 6. Models' accuracy for selected features.

| Model                      | Age, IgG, Blood_Group, Had_Influenz, IgM | Age, Sex, Blood_Group, Had_Influenz |
|----------------------------|------------------------------------------|-------------------------------------|
| Logistic regression        | 0.633                                    | 0.671                               |
| Support vector machine     | 0.671                                    | 0.722                               |
| Naive Bayes                | 0.674                                    | 0.732                               |
| XGBoost                    | 0.935                                    | 0.945                               |
| Random forest              | 0.945                                    | 0.934                               |
| Neural network             | 0.832                                    | 0.845                               |
| Decision tree              | 0.553                                    | 0.631                               |

*Optimal parameters for the investigated methods are shown in Table A2.*

Therefore, the hierarchical classifier is built as following:

1. Using gaps-statistics, the appropriate number of clusters is found. This number is equal to four;
2. k-means divides objects by 4 groups; density of distribution is calculated;
3. XGBoost and random forest are used for each cluster separately;
4. Hard voting on the obtained results is provided. Based on it, the class with the highest number of votes will be selected. If votes are the same, the result of the classifier with minimal depth value will be selected.

The accuracy of the hierarchical classifier is given in Table 7.

Table 7. The accuracy of the hierarchical classifier.

| Model          | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 |
|----------------|-----------|-----------|-----------|-----------|
| Hierarchical classifier | 0.941     | 0.945     | 0.961     | 0.957     |

XGBoost and random forest algorithms give the high accuracy for the model based on selected features too, but less in comparison with the hierarchical classifier.

5. Conclusions

Thus, it is shown that the study of COVID-19-resistance is now in high demand. Our approach consists of a hierarchical classifier and dependence between COVID-19 resistance and patient’s features estimation. The dataset was collected in different countries and at 29.10.2020 contains 313 observations.
The novelty of the paper is the hierarchical classifier based on the combined usage of unsupervised and supervised machine learning algorithms. The “poor” classifiers based on k-means results are evaluated. The hierarchical classifier is built on k-means, random forest with 500 trees, and XGBoost. Classification for separated clusters gives us higher accuracy on 4% in comparison with dataset analysis. The proposed approach can be used also for personalized medicine decision support in other domains.

The hypothesis that patients with blood group II are more vulnerable to COVID-19 is approved for the collected dataset. This fact can be used in further research.

The features selection allows us to analyze the following features with highest impact to COVID-19: age, sex, blood group, had influenza.

The developed pattern of resistance patient to COVID-19 allows more accurate estimation of new cases based on traditional models such as SSIR, SEIR, SARIMA, etc.

Among the prospects for further research, it is planned to analyze the effectiveness of various ensembles of artificial neural networks to improve the accuracy of solving the classification problem.
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Appendix A

Table A1. Statistics of the collected dataset.

|                | Age          | Sex          | Region           | Smoke         |
|----------------|--------------|--------------|------------------|---------------|
| Min.:          | 1.000        | Min.: 1.00   |                  | Min.: 0.000   |
| Max.:          | 5.000        | Max.: 2.00   |                  | Max.: 2.00    |
| 1st Qu.:       | 2.000        | 1st Qu.: 1.00|                  | 1st Qu.: 0.000|
| Median:        | 2.000        | Median: 1.00 | Class: character | Median: 0.000 |
| Mean:          | 2.207        | Mean: 1.46   | Mode: character  | Mean: 0.474   |
| 3rd Qu.:       | 3.000        | 3rd Qu.: 2.00|                  | 3rd Qu.: 0.000|
| Covid          |              | IgM          | IgG              | Blood group   |
| Min.:          | 0.000        | Min.: 0.000  | Min.: 0.000      | Min.: 1.000   |
| Max.:          | 9.800        | Max.: 123.300| Max.: 2.000      | Max.: 4.000   |
| 1st Qu.:       | 1.000        | 1st Qu.: 0.000| 1st Qu.: 0.000  | 1st Qu.: 2.000|
| Median:        | 1.000        | Median: 2.250| Median: 2.625    | Median: 2.000 |
| Mean:          | 1.106        | Mean: 2.731  | Mean: 41.760     | Mean: 2.145   |
| 3rd Qu.:       | 2.000        | 3rd Qu.: 4.825| 3rd Qu.: 99.675  | 3rd Qu.: 3.000|
| Vaccinated influenza | Min.: 0.000 | Min.: 0.000  | Min.: 0.0000     | Min.: 0.0000  |
| Max.:          | 2.000        | Max.: 2.00   | Max.: 2.0000     | Max.: 2.0000  |
| 1st Qu.:       | 1.000        | 1st Qu.: 1.00| 1st Qu.: 0.0000  | 1st Qu.: 0.0000|
| Median:        | 0.000        | Median: 2.00 | Median: 0.0000   | Median: 0.0000|
| Mean:          | 0.424        | Mean: 1.46   | Mean: 0.4949     | Mean: 0.4949  |
| 3rd Qu.:       | 0.000        | 3rd Qu.: 2.00| 3rd Qu.: 1.0000  | 3rd Qu.: 1.0000|

Table A2. Models’ parameters constructed for the whole dataset.

| Model               | Accuracy | Parameters |
|---------------------|----------|------------|
| Logistic regression | 0.553    |            |
|                     |          | Coefficients: |
|                     |          | Estimate Std. Error t value Pr(>|t|) |
|                     |          | (Intercept) 1.7055 20.7048 0.082 0.938 |
|                     |          | Age 1.1441 3.1016 0.369 0.731 |
|                     |          | IgG -1.8642 6.9744 -0.267 0.802 |
|                     |          | Blood group -0.3521 14.4088 -0.024 0.982 |
|                     |          | Had influenza 0.9687 0.5028 1.927 0.126 |
|                     |          | IgM -0.1306 9.2942 -0.014 0.989 |
| SVM                 | 0.605    |            |
| SVM-Type:           |          | C-classification |
| SVM-Kernel:         |          | linear; cost: 10; beta0 = -0.5491702; >svmfit$coefs |
|                     |          | [1] -0.0351190476 |
|                     |          | [2] 0.0009065892 |
|                     |          | [3] -0.3970516219 |
|                     |          | [4] -0.0062360063 |
| Number of Support Vectors: | | 144 |
## Table A2. Cont.

| Model             | Accuracy | Parameters                                                                 |
|-------------------|----------|-----------------------------------------------------------------------------|
| Naive Bayes       | 0.670    | 95% CI: (0.4829, 0.7658); No Information Rate: 0.6327; p-Value [Acc > NIR]: 0.5639 |
| XGBoost           | 0.898    | booster = “gbtree”, objective = “binary:logistic”, eta = 0.3, gamma = 0, max_depth = 6, min_child_weight = 1, subsample = 1, colsample_bytree = 1 test error mean: 0.1263 |
| Random Forest     | 0.897    | Type of random forest: classification; Number of trees: 500; No. of variables tried at each split: 2; OOB estimate of error rate: 31.82% 1 hidden layer and 7 neurons in hidden layer with backpropagation and logistic activation function |
|                   |          | $\textit{neurons}[1] \times 1 \times 2 \times 3 \times 4 \times 5$ |
|                   |          | 2 1 0.83886256 0.00 0.02793296 0.03582645 0.1794872 |
|                   |          | 8 1 0.22748815 0.82 0.54748603 0.35181777 0.4487179 |
|                   |          | 11 1 0.09004739 0.92 0.56145251 0.30235390 0.7179487 |
|                   |          | 13 1 0.12322275 0.34 0.83798883 0.50076039 0.9358974 |
|                   |          | $\textit{neurons}[2] \[,1\] \[,2\] \[,3\] \[,4\] \[,5\] \[,6\] \[,7\]$ |
|                   |          | 2 1 0.4205161 0.9336224 0.6383656 0.054238905 0.9657629 0.6551819 |
|                   |          | 8 1 0.5645997 0.9994024 0.9742761 0.002255419 0.9983305 0.9231495 |
|                   |          | 11 1 0.5289330 0.9996923 0.9852911 0.001609122 0.9989139 0.9578591 |
|                   |          | 13 1 0.6656213 0.99988683 0.9908708 0.001052506 0.9994693 0.9543330 |
|                   |          | $\textit{neurons}[3] \[,1\] \[,2\]$ |
|                   |          | 2 1 1.330679e−4 |
|                   |          | 8 1 3.060782e−05 |
|                   |          | 11 1 2.867471e−05 |
|                   |          | 13 1 2.672559e−05 |
| Neural network    | 0.820    | $\textit{neurons}[1] \times 2 \times 3 \times 4 \times 5$ |
| Decision tree     | 0.513    | 95% CI: (0.4829, 0.7658); No Information Rate: 0.6327; p-Value [Acc > NIR]: 0.5639 |
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