Multi-state Household Appliance Identification Based on Convolutional Neural Networks and Clustering
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Abstract: Non-intrusive load monitoring, a convenient way to discern the energy consumption of a house, has been studied extensively. However, most research works have been carried out based on a hypothetical condition that each electric appliance has only one running state. This leads to low identification accuracy for multi-state electric appliances. To deal with this problem, a method for identifying the type and state of electric appliances based on a power time series is proposed in this paper. First, to identify the type of appliance, a convolutional neural network model was constructed that incorporated residual modules. Then, a k-means clustering algorithm was applied to calculate the number of states of the appliance. Finally, in order to identify the states of the appliances, different k-means clustering models were established for different multi-state electric appliances. Experimental results show effectiveness of the proposed method in identifying both the type and the running state of electric appliances.
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1. Introduction

Non-intrusive load monitoring (NILM) has been studied extensively in smart grids as a convenient way to discern the energy consumption of a house by analyzing aggregated signals [1]. Compared to the traditional intrusive load monitoring method, this method reduces the demand for a large amount of monitoring equipment. Hence, the cost of the smart grid is cut down. The key process is to accurately identify appliances and their statuses [2].

Generally, the NILM method includes several processes, such as switching event detection [3–5], non-intrusive load decomposition [6], non-intrusive load identification, and so on. The switching event detection process detects the on and off states of an electric appliance according to transient signal characteristics. The non-intrusive load decomposition process is used to decompose the total household signal into several sub-signals caused by different electric appliances [7]. The non-intrusive load identification process is used to achieve load identification by identifying all kinds of sub-signals obtained after the process of non-intrusive load decomposition [8]. In this paper, the non-intrusive load identification process is studied. There are already various non-intrusive load identification methods [9–11]; however, most research works have been carried out based on a hypothetical condition that each electric appliance only has one running state. In fact, with the development of science and technology, not only the type of electric appliance but also the running...
state of each electric appliance is increased; that is, lots of electric appliances have multiple states. In such a situation, electric appliance identification becomes more and more difficult.

In this paper, an identification method for distinguishing and identifying the types and stats of different electric appliances based on power time series is proposed. First, to identify the type of appliance, a convolutional neural network model that incorporates residual modules is constructed. In such a way, the recognition accuracy of electrical appliance types can be improved. The k-means clustering algorithm is then applied to calculate the number of states of the appliance. Finally, in order to identify the states of the appliances, different k-means clustering models are established for different multi-state electric appliances. This method is useful not only for electric appliances, but also for microfluidic systems modelling [12].

The structure of this paper is as follows. A brief introduction of the research work of single-state and multi-state electrical appliances is given in Section 2. Relevant theoretical knowledge involved in the article is elaborated upon in Section 3. The method and overall framework proposed in this paper are presented in Section 4. The detailed experimental process and experimental results are presented in Section 5. All abbreviations mentioned in this article are listed in Table 1.

### Table 1. A detailed overview of the abbreviations.

| Logogram | Full Name                              |
|----------|----------------------------------------|
| NILM     | Non-intrusive load monitoring          |
| PLAIM    | Plug Load Appliance Identification Dataset |
| REDD     | Reference Energy Disaggregation Data Set |
| NILMtk   | Non-intrusive load monitoring tool kit |
| SGD      | Stochastic gradient descent            |
| TP       | True Positive                          |
| TN       | True Negative                          |
| FP       | False Positive                         |
| FN       | False Negative                         |

### 2. Related Work

Most of the research work on non-intrusive load recognition methods has focused on feature extraction from data collected at transient states or during steady-state operations of the electric appliance. Yanchi Liu et al. [13] proposed an admittance-based load feature construction method called Resolution Enhanced Admittance (REA), which was shown by experiments to improve the accuracy of non-intrusive load identification. Current–voltage trajectory is another way to perform feature extraction. Leen De Baets et al. separated the voltage and current trajectories from aggregated signals by considering current changes before and after an event. They trained and tested the Reference Energy Disaggregation Data Set (PLAID) using two different classifiers of random forest and convolutional neural network algorithms [14]. In order to solve the problem of imbalanced multi-class classification data, Liu Hui and Haiping Wu proposed a hybrid equipment classification model that uses time series features and a random forest classifier to realize load identification. Compared to the previously proposed methods, the identification accuracy of different electric appliances has been improved [15]. Ghosh Soumyajit et al. proposed an improved NILM method in which the harmonic impedance of different loads on the load side is first determined, then a fuzzy rule-based method is used to identify different loads on the user side [16]. However, those non-intrusive load identification methods are mainly focused on the identification of single-state appliances.

There are few researchers that have focused on state recognition within multi-state appliances. Chinthaka Dinesh et al. proposed a non-intrusive load monitoring method that simultaneously determines the amount of solar inflow and the device information (such as transient state, operation state, and level of power consumption based on the spectral clustering method), to automatically classify different operating modes of multi-state appliances [17]. Kushan Ajay Choksi et al. [18] proposed a method of constructing a power matrix that converts different states to three different values of −1, 0, and +1, and then uses machine learning to realize the state recognition of electrical
appliances. In order to improve the identification accuracy of multi-state electric appliances, this paper proposes a method of state recognition responding to specific electrical equipment types based on power time series.

3. Theory

3.1. Convolutional Neural Network Model

3.1.1. Data Preprocessing

The Reference Energy Disaggregation Data Set (REDD), which includes high- and low-frequency data, was published as a non-intrusive load monitoring study by J. Zico Kolter and Matthew J. Johnson, and has been used widely [19]. Most research works on non-intrusive load decomposition have been carried out based on high-frequency data. In this paper, low-frequency data are studied to realize load identification within multi-state appliances. In order to determine the characteristics of power time series, closed-state power in the dataset was first removed. The power time series of REDD was then segmented. Although it can be taken as a periodic signal, each data cycle of a power time series contains different data points. Hence, the cycle lengths of different devices were different. In order to extract all states of an appliance, 1000 data points were intercepted as a line and the category at the beginning of each line was labeled as an input to the one-dimensional convolutional neural network, as shown in Figure 1.

![Figure 1. One-dimensional convolutional neural network input graph.](image)

3.1.2. Convolutional Neural Network Model Structure

In 1998, Bengio, LeCun et al. proposed the first convolutional neural network model, called lenet-5, which classified numbers within a written number [20]. In this paper, a convolutional neural network is applied to identify the type of electrical appliance; that is, a convolutional neural network model was fused with a residual module to process a power time series. The model mainly consisted of three units. The first unit included a layer of convolution and a layer of pooling. In the convolution operation, the number of convolution kernels was set to 32, the size of the convolution kernels was set to $3 \times 1$, and the stride was set to 1. Pooling used the maximum pooling operation. The pool size was set to 2, and the stride was set to 1. The second unit was the residual module, which included two layers of convolution. Here, the number of convolution kernels was set to 64, the size of the convolution kernel was set to $3 \times 1$, the stride was set to 1, and an add operation was included. The final unit included a layer of convolution and a layer of maximum pooling. In the convolution operation, the number of convolution kernels was set to 128, the size of the convolution kernels was set to $3 \times 1$, and the stride was set to 1. In the pooling operation, the pool size was set to 2 and the stride was set to 2. In order to prevent overfitting caused by the convolutional neural network, a dropout layer was set up in the network. The latter unit included a fully connected layer and an output layer, which are shown in Figure 2.
3.2. Construction of the Cluster Model

3.2.1. Load Multi-State Detection

Since different states of original data are not labeled in the REDD, the states of each electrical appliance were detected by constructing a clustering model. In this paper, k-means clustering models were constructed for electric appliances in house1 of the REDD. The electrical distribution diagram of house1 in the REDD is shown in Figure 3.

Figure 3. House1 electrical distribution map.

Non-intrusive load monitoring tool kit (NILMtk) [21] was installed on the pycharm platform and used to verify the states of the REDD. Each appliance contained a different cycle (the cycle here refers to the period of time from the opening to the closing of the appliance), and each cycle provided data of the appliance operating in different states. This article mainly records the different appliances in house1 of the REDD. Ten kinds of electrical data, including a bathroom gfi, dish washer, electric heater, fridge, kitchen outlets, light, microwave, oven, stove, and washer/dryer were collected for verification and identification. Different appliances had different states, as shown in Table 2.
Table 2. Table of different electrical states.

| Appliance      | States |
|----------------|--------|
| Bathroom gfi   | 2      |
| Dish washer    | 4      |
| Electric heater| 1      |
| Fridge         | 2      |
| Kitchen outlets| 3      |
| Light          | 4      |
| Microwave      | 3      |
| Oven           | 4      |
| Stove          | 4      |
| Washer/dryer   | 2      |

Figure 4 shows the state diagrams for two different periods of the dish washer, fridge, and microwave in house1. The horizontal axis represents the clustering center, and the vertical axis represents the power of different states of each appliance. Figure 4 shows the two different periodic M and N state distributions of the different appliances. The k-means clustering algorithm was used for clustering. The Euclidean metric was used to measure the similarity between sample data. The samples are divided into different categories according to the similarities among samples. Since the k-means clustering algorithm is sensitive to isolated points and outliers, better results could be achieved. Obviously, there are four different states in the dishwasher. The microwave had a cycle with three different states and a cycle with two different states. The refrigerator had two different states. The states shown in the figure do not contain the shutdown states of the appliances. Experiments showed that REDD low-frequency data could be used as the basis for multi-state appliance identification.
3.2.2. Load Multi-State Identification

C. C. Yang et al. investigated switch detection using k-means clustering [22]. In the last section, the number of states of the appliance were calculated. In order to accurately identify the running state of an appliance, a corresponding k-means clustering model was established for appliances with a state number greater than 1. First, the value of parameter k was properly selected according to the actual situation, then k points were selected randomly from the dataset as the centroids. For each sample point in the dataset, the Euclidean distance between that point and different centroids was calculated. In such a way, all sample points should be grouped into k sets based on adjacency. If the distance between a newly calculated centroid and the original centroid was less than a set threshold, the clustering model had reached expectations. As a result, the threshold was set to −1. If the desired result was not achieved, the clustering model would continue to iterate. Different states were represented by different colors. Because of the close time points of sample collection, the time on the horizontal axis was set to be displayed at intervals. The status displays are shown in Figure 5 separately.

![Dishwasher status switching diagram](image1)
![Microwave status switching diagram](image2)
![Refrigerator status switching diagram](image3)

**Figure 5.** (a) Dishwasher status switching diagram. (b) Microwave status switching diagram. (c) Refrigerator status switching diagram.

4. Model Fusion

In this paper, a clustering model and convolutional neural network were combined to realize the load identification of multi-state appliances. First, the data were periodically cut by the NILMtk tool. Although the opening and closing of the appliance could be detected through NILMtk, the switch between different operating modes of the appliance was still difficult to detect. To solve this problem, a processing framework for the multi-state identification of electric appliances was proposed. Firstly, a load type identification model based on a convolutional neural network was
constructed. Then, a clustering model based on electrical multi-state switching identification was constructed, and a multi-state appliance list was extracted at the same time. In order to detect switching between different states of each electrical appliance, the state identification model and the electrical identification model were integrated into the electrical multi-state processing framework. When a switch event was detected, the load was then identified by the constructed convolutional neural network, and it was determined whether the current appliance was a multi-state appliance. When the appliance status was greater than or equal to 2, the multi-state recognition model was activated in order to judge the current state of the appliance in real-time. When the switch event occurred again and was recognized as the shutdown of the current multi-state appliance, the current real-time judgment process was ceased. A flow chart of the method is shown in Figure 6.

![Flow Chart](image)

**Figure 6.** Flow chart of the method.

5. Experiment

5.1. Model Training

In order to detect the effect of the proposed model, the experiments were carried out based on REDD. A one-dimensional convolutional neural network that was fused with residual modules was then trained.

In order to increase the training speed, the convolution kernel was randomly initialized before convolution. In this paper, the dropout rate was set to 0.5. It has been verified that when the dropout rate is set to 0.5, the randomly generated network structure is at its best, which allows the model to better learn the characteristics of the input image or data and thus achieve better results. The batch was set to 64, and the epoch was set to 50. The training model aimed to reduce loss in the model during the training process and therefore improve the training accuracy of the model. In order to reduce loss, a cross-entropy loss function was applied.

The cross-entropy loss function is defined as follows:

$$\text{Loss} = - \sum_{i=1}^{n} \sum_{k=1}^{m} t_{ik} \log y_{ik}$$

(1)

where the samples are labelled with their corresponding class $t = (t_1, t_2, ..., t_n)$, $n$ is the number of samples and $m$ is the number of categories. $y_i$ is the predicted output, and $t_i$ is the real output. An Adam optimizer was selected to improve the identification accuracy of appliances. According to
experimental verification, the accuracies of the Adam optimizer and the Stochastic gradient descent (SGD) optimizer were 97% and 86%, respectively.

5.2. Experiment Result

5.2.1. Evaluation Criteria

It was important to select performance evaluation indicators to comprehensively evaluate the classification model. Makonin et al. proposed a method for measuring and reporting accuracy, taking accuracy, recall, and F1-scores as the measure for each class [23], which is shown below:

\[
\text{Precision} = \frac{TP}{TP+FP} \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP+FN} \tag{3}
\]

\[
\text{F1-score} = \frac{2 \cdot TP}{2 \cdot TP + FP + FN} \tag{4}
\]

where True Positive (TP) predicts a positive class as a positive class, True Negative (TN) predicts a negative class as a negative class, False Positive (FP) predicts a negative class as a positive class, and False Negative (FN) predicts a positive class as a negative class.

It can be seen from Equation (2) that precision reflects the ability of the model to distinguish negative samples. The higher the precision, the stronger the ability of the model to distinguish negative samples. It can be seen from Equation (3) that recall represents the ability of the classification model to identify positive samples. The higher the recall, the stronger the recognition ability of positive samples by the model. The F1-score is a combination of precision and recall. The higher the F1-score, the more robust the classification model is. This paper also considers micro-averages and macro-averages. A micro-average takes all the one-times into account and calculates the accuracy of the category prediction. A macro-average considers each category separately, calculating the accuracy of each category separately and performing an arithmetic average to get the accuracy of the test set.

5.2.2. Appliances Type Identification Result

The experimental results obtained according to the above evaluation criteria are shown in Table 3, which proves the robustness of the proposed model.

| Appliance         | Recall | Precision | F1-Score |
|-------------------|--------|-----------|----------|
| Bathroom gfi      | 0.96   | 0.99      | 0.97     |
| Dish washer       | 0.79   | 0.68      | 0.73     |
| Electric heater   | 0.40   | 1.00      | 0.57     |
| Fridge            | 0.99   | 1.00      | 0.99     |
| Kitchen outlets   | 1.00   | 1.00      | 1.00     |
| Light             | 0.97   | 0.99      | 0.98     |
| Microwave         | 1.00   | 1.00      | 1.00     |
| Oven              | 1.00   | 0.60      | 0.75     |
| Stove             | 1.00   | 0.11      | 0.20     |
| Washer/dryer      | 0.96   | 0.93      | 0.94     |

A confusion matrix was used to observe the classification performance of the model in each category, and it summarizes the classification effectiveness of the classification model. Figure 7 shows the processing results of the one-dimensional convolutional neural network classification model, which uses data from 10 kinds of appliances, including a bathroom gfi, dish washer, electric heater,
fridge, kitchen outlets, light, microwave, oven, stove, and washer/dryer. The x-axis represents the label predicted by the classification model, and the y-axis represents the true label of the category. The confusion matrix shows the probability of the model classifying items correctly or incorrectly. It can be seen from Figure 8 that the probability of model classification error is small.

Figure 7. Confusion matrix.

Figure 8 is the loss and accuracy curves obtained from the experiment. From the figure, we can clearly see that the classification accuracy of the model tended to increase gradually, and gradually moved closer to 1. However, the loss of the classification model tended to gradually decrease, and gradually approached 0.15.

Figure 8. Loss and accuracy curves.

5.2.3. Appliance States Identification Result

The different state distributions of different electrical appliances are summarized in Figure 9 following the methodology set out in Section 3.2.
In order to detect the accuracy of electrical status recognition, manual sampling was applied. A small number of samples were randomly selected for state comparisons. The results are shown in Figure 10 and Table 4. In Figure 10, the red points indicate the states in which the error was recognized, and the blue dots indicates the correct point.
There were 54, 38, 53, 18, 54, 50, 23, 50, 50, and 50 samples for the above electrical appliances, as shown in Table 4. The ratios of blue samples to selected samples shown in Table 4 were obtained using the calculations show in Figure 10.

| Appliance       | Accuracy |
|-----------------|----------|
| Bathroom gfi    | 100%     |
| Dish washer     | 85%      |
| Electric heater | 92%      |
| Fridge          | 79%      |
| Kitchen outlets | 62%      |
| Light           | 91%      |
| Microwave       | 65%      |
| Oven            | 77%      |
| Stove           | 92%      |
| Washer dryer    | 96%      |

6. Conclusions

To deal with the increasing complexity of multi-state electric appliances, a novel NILM was proposed to identify both the types and states of electric appliances based on a power time series. In this method, a convolutional neural network model incorporating residual modules was constructed to identify specific types of appliances. The k-means clustering algorithm was then applied to calculate the number of states of the appliance. Finally, in order to identify the states of the appliances, different k-means clustering models were established for different multi-state electric appliances. The experimental results show that the model achieved 97% accuracy when identifying appliance types and 83.9% accuracy when identifying appliance states. Hence, the method proposed in this paper demonstrated a good performance when identifying both types and states of multi-state electric appliances.
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