SELF-INTERSECTIONS OF LAURENT POLYNOMIALS 
AND THE DENSITY OF JORDAN CURVES

SERGEI KALMYKOV AND LEONID V. KOVALEV

Abstract. We extend Quine’s bound on the number of self-intersection of curves with polynomial parameterization to the case of Laurent polynomials. As an application, we show that circle embeddings are dense among all maps from a circle to a plane with respect to an integral norm.

1. Introduction

In 1973 Quine [7] proved that, with few exceptions, the restriction of a complex polynomial of degree $n$ to the unit circle $\mathbb{T}$ is a closed curve with at most $(n - 1)^2$ self-intersections, and this upper bound is best possible. The exceptional case is the polynomial being of the form $p(z) = q(z^j)$ where $q$ is a polynomial and $j > 1$.

In the context of continuous circle maps $f: \mathbb{T} \to \mathbb{C}$ it is natural to consider Laurent polynomials $p(z) = \sum_{k=m}^{n} c_k z^k$, which can approximate $f$ uniformly. Our main result (Theorem 2.1) asserts, in part, that the closed curve $p|_{\mathbb{T}}$ has at most $(n - 1)(n - m)$ self-intersections when $-n < m < 0$, unless $p$ is of the form $q(z^j)$ where $q$ is a Laurent polynomial and $j \neq -1, 1$. This estimate is sharp when $\gcd(n, m) = 1$, as is shown in Section 3. It also matches Quine’s bound $(n - 1)^2$ which corresponds to $m = 1$.

As a consequence of the finiteness of self-intersections, we obtain the density of circle embeddings in $L^p$ norms for finite $p$.

Theorem (Theorem 4.1). For $p \in [1, \infty)$, every function $f \in L^p(\mathbb{T}; \mathbb{C})$ can be approximated in the $L^p$ norm by orientation-preserving $C^\infty$-smooth embeddings of $\mathbb{T}$ into $\mathbb{C}$.
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When $p = 2$, it follows that one can obtain no quantitative estimates for the Fourier coefficients $\hat{f}$ based on the fact that $f$ is an embedding, even if its orientation is known. Such estimates are available under additional geometric conditions such as convexity or starlikeness of $f(T)$: e.g., the Radó-Kneser-Choquet theorem [2, p. 29] implies that $|\hat{f}(1)| > |\hat{f}(-1)|$ for positively oriented convex curves. The relation between $\hat{f}$ and the shape of $f(T)$ was considered in [4, 5].

2. **Self-intersections of Laurent polynomials**

Consider a Laurent polynomial

$$p(z) = \sum_{k=m}^{n} a_k z^k, \quad z \in \mathbb{C} \setminus \{0\},$$

where $m, n \in \mathbb{Z}$, $a_m \neq 0$, and $a_n \neq 0$. On the unit circle $T$ this can be written as a trigonometric polynomial,

$$p(e^{i\theta}) = \sum_{k=m}^{n} a_k e^{ik\theta}, \quad \theta \in \mathbb{R}.$$  

We are interested in the self-intersections of the closed parametric curve $p(T) = \{p(e^{i\theta}) : 0 \leq \theta \leq 2\pi\}$. By definition, a self-intersection of $p$ on $T$ is a two-point subset $\{z_1, z_2\} \subset T$ where $z_1 \neq z_2$ and $p(z_1) = p(z_2)$. For example, the image of $T$ under $p(z) = z^2 + z^{-1}$ passes through 0 three times, which counts as three self-intersections, namely $\{e^{\pi i/3}, -1\}$, $\{e^{-\pi i/3}, -1\}$, and $\{e^{\pi i/3}, e^{-\pi i/3}\}$. To motivate this way of counting, observe that the image of $T$ under a perturbed function $z^2 + cz^{-1}$ with $c$ close to 1 has three distinct self-intersections near 0.

Replacing $\theta$ by $-\theta$ if necessary, we make sure that $n \geq |m|$. Also, since the constant term does not affect self-intersections, we may assume $m \neq 0$. Thus, the case of algebraic polynomials considered by Quine [7] corresponds to $m = 1$. It should be noted that Quine considers the vertices of $p$, which are the values attained more than once. The number of vertices may be smaller than the number of self-intersections, but Quine’s argument applies to both. The main result of this paper is the following theorem.
Theorem 2.1. If \(-n \leq m < n\) and \(m \neq 0\), the number of self-intersections of the Laurent polynomial \((2.1)\) on \(T\) is at most

\[
\begin{cases} 
(n - 1) \left( n - \frac{m + 1}{2} \right), & 1 \leq m < n \\
(n - 1)(n - m), & -n < m \leq -1 \\
(n - 1)(2n - 1), & m = -n 
\end{cases}
\]

with the following exceptions: (a) \(p\) can be written as \(q(z^j)\) for some Laurent polynomial \(q\) and some integer \(j \neq -1, 1\); (b) \(n = -m\) and \(|a_n| = |a_m|\).

Remark 2.2. If \(p = q(z^j)\) with \(j \neq -1, 1\), the polynomial \(p\) traces a closed curve more than once, thus creating uncountably many self-intersections. If \(n = -m\) and \(|a_n| = |a_m|\), the number of self-intersections may also be infinite: consider \(p(z) = q(z + 1/z)\) where \(q\) is an algebraic polynomial of degree \(n\). This polynomial has self-intersections \(p(z) = p(1/z)\), for all \(z \in T \setminus \{-1, 1\}\).

The sharpness of Theorem 2.1 is discussed in Section 3. Its proof requires preliminary lemmas involving Chebyshev polynomials and resultants.

Let \(U_n, n \in \mathbb{N}\), be the Chebyshev polynomial of second kind of degree \(n\). Recall that

\[
U_n(\cos \theta) = \frac{\sin((n + 1)\theta)}{\sin \theta}.
\]

By convention, \(U_{-1} \equiv 0\) and \(U_{-n-1} = -U_{n-1}\) for \(n \in \mathbb{N}\); both of these formulas are consistent with (2.4).

Lemma 2.3. Consider a Laurent polynomial \((2.1)\) with \(-n < m \leq n\), \(m \neq 0\), \(a_n \neq 0\), and \(a_m \neq 0\). Let

\[
g(t, z) = \sum_{k=m}^{n} a_k U_{k-1}(t) z^{k-m},
\]

\[
g^*(t, z) = z^{n-m} g(t, 1/z) = \sum_{k=m}^{n} a_k U_{k-1}(t) z^{n-k}.
\]

Then, with \(t = \cos \theta\), we have

\[
g(t, z) = z^{-m} \frac{p(e^{i\theta} z) - p(e^{-i\theta} z)}{e^{i\theta} - e^{-i\theta}}.
\]

Also, \(g\) is a polynomial in \(t, z\) of total degree \(2n - m - 1\), and \(g^*\) is a polynomial in \(t, z\) of total degree \(n - m + |m| - 1\). Finally, if \(g\) and \(g^*\) are considered as
elements of \( \mathbb{C}[t][z] \), their resultant is a polynomial of degree \( 2(n - 1)(n - m) \) in \( t \).

**Proof.** The property \((2.7)\) follows by expanding \( p(e^{\pm i\theta}z) \) into a sum and observing that

\[
\frac{e^{ik\theta} - e^{-ik\theta}}{e^{i\theta} - e^{-i\theta}} = \frac{\sin k\theta}{\sin \theta} = U_{k-1}(t).
\]

The monomial of highest degree in \( g \) comes from multiplying the leading term of \( U_{n-1}(t) \) by \( a_n z^{n-m} \). This leading term is \((2t)^{n-1}(\text{see, e.g. [1, 2.1.E.10(g), p. 37]}))\), and therefore the leading monomial in \( g \) is \( a_n (2t)^{n-1}z^{n-m} \).

Concerning \( g^* \), note that the total degree of \( U_{k-1}(t)z^{n-k} \) is \( |k| - 1 + (n - k) \), which is strictly decreasing for negative \( k \) and constant for positive \( k \). Thus, if \( m < 0 \), the monomial of highest degree in \( g^* \) is \(-a_m (2t)^{n-1}z^{n-m} \), which has degree \( n - 2m - 1 \). If \( m > 0 \), then the highest degree is \( n - 1 \), which is achieved by multiple monomials. Their sum is

\[
(2.8) \quad \sum_{k=m}^{n} \frac{a_{m}U_{k-1}z^{n-k}}{a_{m}U_{k-1}}.
\]

There is no cancellation between monomials in \((2.8)\).

For the computation of the resultant of \( g \) and \( g^* \), write down their Sylvester matrix (see e.g. [3, (1.12), Chapter 12, p. 400] or [4, Chapter 1, p. 24]) as

\[
\begin{pmatrix}
a_n U_{n-1} & \cdots & a_m U_{m-1} \\
\vdots & \ddots & \vdots \\
a_m U_{m-1} & \cdots & a_m U_{m-1} \\
\frac{a_m}{a_k} U_{m-1} & \cdots & \frac{a_m}{a_k} U_{n-1} \\
\vdots & \ddots & \vdots \\
\frac{a_m}{a_k} U_{m-1} & \cdots & \frac{a_m}{a_k} U_{n-1}
\end{pmatrix}
\]

which is a matrix of size \( 2(n - m) \) where the diagonal elements are of degree \( n - 1 \) in \( t \), while off-diagonal elements are of degree less than \( n - 1 \). It follows that the determinant of this matrix is a polynomial of degree \( 2(n - 1)(n - m) \) in \( t \).

**Lemma 2.4.** Let \( p, g, g^* \) be as in Lemma 2.3. Given a self-intersection of \( p|_{\mathbb{T}} \), write it in the form \( \{e^{i\theta}z, e^{-i\theta}z\} \) where \( z \in \mathbb{T} \) and \( e^{i\theta} \in \mathbb{T} \setminus \{-1, 1\} \). Let \( t = \cos \theta \). Then \( g(t, z) = g^*(t, z) = g(-t, -z) = g^*(-t, -z) = 0 \), i.e., the algebraic curves \( g = 0 \) and \( g^* = 0 \) intersect at the points \((t, z)\) and \((-t, -z)\). Different self-intersections correspond to different pairs \( \{(t, z), (-t, -z)\} \).
Proof. The identity (2.7) implies $g(t, z) = 0$. Since $z = 1/\bar{z}$, we also have $g^*(t, z) = 0$ from (2.6). Since the self-intersection $\{e^{i\theta}z, e^{-i\theta}z\}$ can also be written as $\{e^{i(\pi-\theta)}(-z), e^{-i(\pi-\theta)}(-z)\}$, it follows that $g$ and $g^*$ vanish at $(-t, -z)$ as well. Finally, the pair $(t, z)$ determines $(\theta, z)$ up to replacing $\theta$ with $\pm\theta + 2\pi k$, $k \in \mathbb{Z}$, which does not change the self-intersection set $\{e^{i\theta}z, e^{-i\theta}z\}$. □

Proof of Theorem 2.1. We begin with the case $n = -m$. For $z \in \mathbb{T}$ the Laurent polynomial $p$ agrees with the harmonic polynomial

(2.9) \[ p_h(z) = \sum_{k=1}^{n} (a_kz^k + a_{-k}\bar{z}^k). \]

Let $\psi(w) = w + cw$, where $c = -a_{-n}/a_n$. This is an invertible $\mathbb{R}$-linear transformation of the plane, with the inverse $\psi^{-1}(\zeta) = (\zeta - c\bar{\zeta})/(1 - |c|^2)$. We have

\[ \psi \circ p_h(z) = \sum_{k=1}^{n} ((a_k + ca_{-k})z^k + (a_{-k} + ca_k)\bar{z}^k), \]

where the coefficient of $\bar{z}^n$ vanishes by the choice of $c$. Returning to the Laurent polynomial form, we have for $z \in \mathbb{T}$,

\[ \psi \circ p(z) = \sum_{k=1}^{n} (a_k + ca_{-k})z^k + \sum_{k=1}^{n-1} (a_{-k} + ca_k)z^{-k}. \]

If $\psi \circ p|_{\mathbb{T}}$ depends only on $z^j$ for some $j \in \mathbb{Z} \setminus \{-1, 1\}$, then by applying the inverse transformation $\psi^{-1}$ we conclude that the original polynomial $p$ had the same property, i.e., exceptional case (a) holds. Apart from this exceptional case, we can apply Theorem 2.1 to $\psi \circ p$, with $m > -n$. The bound provided by (2.3) is largest when $m = 1 - n$, when it is equal to $(n - 1)(2n - 1)$. This completes the case $n = -m$.

From now on, $-n < m < n$. Let $g$ and $g^*$ be as in Lemma 2.3. The polynomials $g$ and $g^*$ are relatively prime in $\mathbb{C}[t][z]$, for otherwise their resultant would be identically zero, contradicting Lemma 2.3. We also want to show they are relatively prime in $\mathbb{C}[t, z]$. If not, there is a nonconstant polynomial $h \in \mathbb{C}[t]$ that divides both $g$ and $g^*$. Let $t_0$ be a zero of $h$. Then $g(t_0, z) = 0$ for all $z$, which in view of (2.3) implies $U_{n-1}(t_0) = 0$. The definition of the Chebyshev polynomial $U_{n-1}$ implies that $t_0 = \cos(\pi k/n)$ for some integer $1 \leq k \leq n-1$. By virtue of (2.7) we have $p(e^{2k\pi i/n}z) = p(z)$ for all $z$. Comparing the coefficients of these Laurent polynomials, we conclude
that \( p \) can be written in the form \( p(z) = q(z^j) \) where \( j \) is such that \( e^{2k\pi i/n} \) is a primitive \( j \)th root of unity, and \( q \) is a Laurent polynomial. This is the exceptional case (a) of the theorem.

Thus, \( g \) and \( g^* \) are relatively prime in \( \mathbb{C}[t, z] \). By Bezout’s theorem [9, Chapter 3, Theorem 3.1, p. 59] they have at most \( \deg g \deg g^* \) common zeros. By Lemma 2.4, the number of self-intersections of \( p|_T \) is at most \( \deg g \deg g^* \). This proves the case \( m \geq 1 \) of (2.3). The case \( m \leq -1 \) requires additional consideration of the intersection between \( g = 0 \) and \( g^* = 0 \) at infinity, similar to the proof of Theorem 3 in [8].

Recalling (2.5) and (2.6), we can write the polynomials \( g \) and \( g^* \) in terms of homogeneous coordinates \( (t, z, w) \) as follows:

\[
G(t, z, w) = w^{2n-m-1} g(t/w, z/w) = \sum_{k=0}^{n} a_k U_{k-1}(t/w) z^{k-m} w^{2n-k-1}
\]

and

\[
G^*(t, z, w) = w^{n-2m-1} g^*(t/w, z/w) = \sum_{k=0}^{n} a_k U_{k-1}(t/w) z^{n-k} w^{k-2m-1}.
\]

Since \( w^{|k|-1} U_{k-1}(t/w) \) is a polynomial, the index-\( k \) term in (2.10) is divisible by \( z^{k-m} w^{2n-k-|k|} \) which is a monomial of degree \( 2n - m - |k| \geq n - m \). Thus, \( G \) has a zero of order \( n - m \) at the point \( (t, z, w) = (1, 0, 0) \) of the projective space \( \mathbb{C}P^2 \). Similarly, the index-\( k \) term of (2.11) is divisible by the monomial \( z^{n-k} w^{k-2m-|k|} \) of degree \( n - 2m - |k| \geq -2m \). Thus, \( G^* \) has a zero of order \( -2m \) at the point \( (1, 0, 0) \) of \( \mathbb{C}P^2 \). By Theorem 5.10 in [9, p. 114], the curves \( G = 0 \) and \( G^* = 0 \) have an intersection of multiplicity at least \( (-2m)(n - m) \) at \( (1, 0, 0) \).

Since the index-\( k \) term in the sum (2.10) has degree \( 2n - k - 1 \geq n - 1 \) in \( t \) and \( w \) jointly, it follows that \( G \) has a zero of order \( n - 1 \) at \( (0, 1, 0) \). Also, the index \( k \) term in (2.11) has degree \( k - 2m - 1 \geq -m - 1 \) in \( t \) and \( w \) jointly, which implies that \( G \) has a zero of order \( n - 1 \) at \( (0, 1, 0) \). (As usual, a zero of order 0 is not a zero at all.) This results in the intersection multiplicity at least \( (n - 1)(-m - 1) \) at \( (0, 1, 0) \).

Subtracting the intersections at \( (1, 0, 0) \) and \( (0, 1, 0) \) from the total number \( \deg g \deg g^* \) given by Bezout’s theorem, we conclude that the curves \( g = 0 \)
and \( g^* = 0 \) have at most
\[
(2n - m - 1)(n - 2m - 1) + 2m(n - m) + (n - 1)(m + 1) = 2(n - 1)(n - m)
\]
intersections in the affine plane \( \mathbb{C}^2 \). By Lemma 2.4, the number of self-intersections of \( p|_T \) is bounded by \((n - 1)(n - m)\), in agreement with (2.3).

This completes the proof of Theorem 2.1. \( \square \)

3. Lower bound on the number of self-intersections

The case of algebraic polynomials, considered by Quine [7], corresponds to \( m = 1 \) in Theorem 2.1, when the estimate on the number of self-intersections is \((n - 1)^2\). This bound is attained by \( z^n + \epsilon z^m \) for small \( \epsilon \), as shown in [7].

The following proposition implies that the bound provided by Theorem 2.1 is also sharp when \( m \) is negative and coprime to \( n \).

**Proposition 3.1.** Suppose \( n, m \in \mathbb{Z}, n > |m| \geq 1 \), and \( \gcd(n, m) = 1 \). Then for sufficiently small \( \epsilon > 0 \) the Laurent polynomial \( p(z) = z^n + \epsilon z^m \) has \((n - 1)(n - m)\) self-intersections on \( T \).

**Proof.** The polynomial \( g \) from (2.5) takes the form
\[
(3.1) \quad g(t, z) = U_{n-1}(t)z^n + \epsilon U_{m-1}(t)z^m = \left( \frac{\sin n\theta}{\sin m\theta} \right)^{n-m} \epsilon \left( \frac{\sin m\theta}{\sin \theta} \right) z^m
\]
where \( t = \cos \theta \). Note that \( U_{n-1} \) and \( U_{m-1} \) have no common zeros because \( \gcd(n, m) = 1 \). Therefore, any solution of \( g(t, z) = 0 \) with \( |z| = 1 \) and \( 0 < t < 1 \) arises from
\[
(3.2) \quad \frac{\sin n\theta}{\sin m\theta} = \pm \epsilon, \quad 0 < \theta < \frac{\pi}{2}.
\]
The zeros of the left-hand side of (3.2) on \([0, \pi/2]\) are \( \pi k/n \) for \( 1 \leq k \leq \lfloor n/2 \rfloor \). It follows that for small enough \( \epsilon \), (3.2) holds at \( n - 1 \) points of \((0, \pi/2)\). Indeed, there are two such points near \( \pi k/n \) with \( 1 \leq k < \lfloor n/2 \rfloor \), and one such point next to \( \pi/2 \) (only if \( n \) is even). This adds up to \( 2(n/2 - 1) + 1 = n - 1 \) when \( n \) is even, and \( 2(n - 1)/2 = n - 1 \) when \( n \) is odd.

Thus, we have \( n - 1 \) values of \( t \in (0, 1) \) for which \( |U_{n-1}(t)| = \epsilon |U_{m-1}(t)| \), and for each of them there are \((n - m)\) values of \( z \) (roots of either 1 or \(-1\)) such that (3.1) turns into 0. Each such pair \((t, z)\) produces a self-intersection of \( p|_T \) by virtue of (2.7), and all these self-intersections are distinct by Lemma 2.4. In conclusion, there are \((n - 1)(n - m)\) self-intersections of \( p|_T \). \( \square \)
We do not know whether Theorem 2.1 is sharp when \(m\) and \(n\) are not coprime, or when \(m > 1\).

4. Approximating closed curves by Jordan curves

Let \(\mathcal{E}(T; \mathbb{C})\) be the set of all circle embeddings, i.e., continuous injective maps of \(T\) into \(\mathbb{C}\). It is well known that continuous maps are dense in \(L^p(T; \mathbb{C})\) for \(1 \leq p < \infty\). In this section we prove that \(\mathcal{E}(T; \mathbb{C})\) is dense as well. As a corollary, it follows that the Fourier coefficients \(\hat{f}\) of a circle embedding \(f: T \to \mathbb{C}\) can be arbitrarily close to any element of \(\ell^2(\mathbb{Z})\).

Note that the real-variable analog of this result is false: continuous injective maps \(f: [0, 1] \to \mathbb{R}\) are not dense in \(L^p([0, 1])\) for any \(p\), as their closure is the set of monotone functions. Also, \(\mathcal{E}(T; \mathbb{C})\) is not dense in the space of continuous maps \(C^0(T; \mathbb{C})\) with the uniform norm, e.g., a continuous map of \(T\) onto a “figure eight” curve cannot be uniformly approximated by injective maps.

**Theorem 4.1.** For \(p \in [1, \infty)\), every function \(f \in L^p(T; \mathbb{C})\) can be approximated in the \(L^p\) norm by orientation-preserving \(C^\infty\)-smooth embeddings of \(T\) into \(\mathbb{C}\).

**Proof.** By the Stone-Weierstrass theorem, the Laurent polynomials \(q(z) = \sum_{k=-n}^{n} a_k z^k\) are dense in \(C^0(T; \mathbb{T})\), hence dense in \(L^p\). By a slight perturbation we can ensure that \(q\) does not fall into either of the exceptional cases of Theorem 2.1 and therefore \(q_T\) has a finite number of self-intersections. Consequently, there is a finite subset \(F \subset T\) such that \(q\) is injective on \(T \setminus F\).

After removing small disjoint neighborhoods of the elements of \(F\) from \(T\), we obtain a finite set of disjoint arcs \(\gamma_j \subset T\), \(j = 1, \ldots, N\) whose images under \(q\) are disjoint smooth simple arcs \(\Gamma_j = q(\gamma_j), j = 1, \ldots, N\). Recall that a simple arc (a homeomorphic image of a line segment) does not separate the plane [6, Theorem V.10.1]. By Janiszewski’s theorem [6, Theorem V.9.1.2], the set \(\Omega = \mathbb{C} \setminus \bigcup_{j=1}^{N} \Gamma_j\) is connected.

The arcs \(\Gamma_j\) have orientation induced by the positive (counterclockwise) orientation of \(T\). Since the complement of \(\Omega\) consists of smooth arcs, every boundary point of \(\Omega\) is accessible from the domain by a smooth curve. In particular, we can join the endpoint of \(\Gamma_1\) to the beginning of \(\Gamma_2\) by a smooth
curve that stays within $\Omega$. This replaces $\Gamma_1$ and $\Gamma_2$ by one simple arc, which we can make smooth as well.

Continue the above process until only one smooth oriented arc is left. We have two topologically different ways to join its ends, creating either a positively oriented simple closed curve, or a negatively oriented one. Up to a global homeomorphism, this choice amounts by completing the oriented segment $[-1, 1]$ either by the upper semicircle with counterclockwise orientation, or by the lower semicircle with clockwise orientation. We choose the closed curve to be positively oriented.

It remains to consider the impact of the above modifications on the $L^p$ norm of the parameterized curve $q: \mathbb{T} \to \mathbb{C}$. To do this, from the beginning we pick a large $R$ such that $|q| < R$ on $\mathbb{T}$, and perform the replacements so that the connecting curves remain within the open disk $\{w: |w| < R\}$. Then the $L^p$ distance between the original and modified curves is controlled by the linear measure of the set on which $q$ is modified, and this measure can be made arbitrarily small.

The Fourier coefficients of an integrable function $f: \mathbb{T} \to \mathbb{C}$ are given by

$$\hat{f}(n) = \frac{1}{2\pi} \int_{0}^{2\pi} f(e^{i\theta})e^{-in\theta} \, d\theta.$$  

Theorem 4.1 and Parseval’s theorem imply the following result.

**Corollary 4.2.** For any sequence $c \in \ell^2(\mathbb{Z})$ and any $\epsilon > 0$ there exists an orientation-preserving circle embedding $f: \mathbb{T} \to \mathbb{C}$ such that $\|c - \hat{f}\|_2 < \epsilon$.

Such density no longer holds in some weighted $\ell^2$ norms. For example, $\sum_{n \in \mathbb{Z}} n|\hat{f}(n)|^2 > 0$ for every orientation-preserving circle embedding, as this quantity is proportional to the area enclosed by $f(\mathbb{T})$.
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