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Abstract

Serious Games (SGs) are used to support knowledge acquisition and skill development. For this, there is a need to measure the results achieved (both during and after students play) to ensure the game effectiveness. In this context, the aim is to develop and evaluate the AvaliaJS, a conceptual model to structure, guide and support the planning of the design and execution of the student's performance assessment in SGs. AvaliaJS has two artifacts: a canvas model, for high-level planning, and an assessment project document, for more detailed specifications of the canvas. To analyze and exemplify the use of the model, the artifacts were applied to three ready-made games as a proof of concept. In addition, the quality of AvaliaJS was evaluated by experts in SGs and assessment using a questionnaire. The results of experts' answers confirm a good internal consistency (Cronbach’s alpha a = 0.87) which indicates that AvaliaJS is correct, authentic, consistent, clear, unambiguous and flexible. However, the model will need to be validated during the process of creating a new game to ensure its usability and efficiency. In general, AvaliaJS can be used to support the team in the planning, documentation and development of artifacts and data collection in SGs, as well as in the execution of the assessment, learning measurement and constant and personalized feedback for students.
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1 Introduction

There are two main points in Serious Games (SGs): (1) combination of games with one or more functions, such as broadcasting a message, providing training or promoting data exchange; and (2) application in a specific domain, such as defense, training, education, healthcare, and not just in the entertainment area (Zyda, 2005; Alvarez; Djaouti, 2012). Because they have educational functions, serious games are characterized by the focus on teaching a certain content, helping to explore new skills, disseminating concepts and seeking to change an attitude (Dempsey et al., 1996).

The effectiveness of SGs refers to the ability to ensure that learning happened, by offering an effective assessment of student performance (in assisting learning and skills development) (Salas et al., 2009, Slussareff et al., 2016; Rocha, 2014). The literature indicates that most evaluations and assessments in SGs occur at the reaction level of Kirkpatrick’s model (Kirkpatrick; Kirkpatrick, 2006), with the collection of student satisfaction, motivation and other perceptions. At the same time, the assessment of the learning level, which measures the change in attitudes, knowledge and skills, is neglected (Salas et al., 2009; Savi et al., 2010; Rocha et al., 2015; Oliveira et al., 2018). This issue is because of the lack of approaches (processes, models, frameworks) that address the planning of this assessment during the SGs development lifecycle, as there is a greater concern in game design and not in the design of the student’s performance assessment (Rocha, 2014; Oliveira et al., 2018; Emmerich; Bockholt, 2016).

It is important to collect in-game data to measure learning and provide results reports to stakeholders (teacher/instructor, institution, among others) (Salas et al., 2009). The in-game assessment offers the opportunity to use the game itself and employ alternative and less obvious forms of assessment that could (and should) become a game element, such as a Stealth Assessment (Bente; Breuer, 2009). Continuous and immediate feedback is also important because it supports the effective learning of pedagogical goals (Trybus, 2010). A model that aggregates these aspects is relevant to the efficiency and effectiveness of SGs (Rocha, 2014; Trybus, 2009; Chaudy; Connolly, 2019; Emmerich; Bockholt, 2016).

This paper is organized as follows: Section 2 presents the theoretical background, with the main concepts involved, such as serious games, game evaluation and assessment, and data collection instruments. Section 3 presents the related works and Section 4 describes the proposed conceptual model (together with the canvas model and the assessment project document). Section 5 presents the evaluations and results, with examples of AvaliaJS model used for planning three serious games and the evaluation based on the expert
perspective. Section 6 discusses the results and Section 7, the final considerations.

2 Background

This section summarizes the concepts, theories, techniques and instruments that support the construction of the conceptual model proposed and evaluated in this paper.

2.1 Serious Games

A game “is a system in which players engage in an artificial conflict, defined by rules, that results in a quantifiable outcome.” (Salen; Zimmerman, 2003, p. 80); the term “serious” points out that they are games aimed at purposes other than pure entertainment (Abt, 1987).

Serious Games (SGs) are effective for teaching and training students of different ages, mainly by four factors: (1) are highly motivating; (2) provide efficient communication about pedagogical concepts and contents; (3) provide a contextualized representation of the problem to be taught; (4) make students take on realistic roles, such as tackling problems, formulating strategies, making decisions, and getting immediate feedback on the consequences of their actions (Alvarez; Djaouti, 2012; Salas et al., 2009; Rocha, 2014; Abt, 1987).

SGs can be digital (computer use) or analog games (boards and physical objects), and grouped into genres, such as adventure, action, puzzle, strategies (Abt, 1987; Shell, 2008; Petri, 2018). In this context, Djaouti et al. (2011) have developed a model for serious game classification, consisting of three aspects: (1) gameplay: intended to provide information about the game structure of the SG, can be game-based (well-defined rules, such as Mario World) or play-based (does not feature stated goals, such as Sim City); (2) purpose: indicates the overall goal of the game, which is divided into three types: (a) message-broadcasting (educative, informative, persuasive and subjective); (b) training (to improve cognitive performance or motor skills); (c) data exchange (collecting player information); and (3) escape: indicates the kind of market (health, military, education, religious) and the audience (general public, professionals and students).

2.2 Assessment, Evaluation and Performance in Serious Games

2.2.1 Conceptualization and Types of Assessment and Evaluation

There are two different processes to help students build learning competencies: evaluation and assessment (Baehr, 2010). The evaluation is defined as the process of passing judgment about learner performance or SG effectiveness (usability aspects), based on defined criteria and evidence, aiming to reinforce, guide and correct behavior of the evaluated in their tasks or improve the SG effectiveness (Daoudi et al., 2017). The assessment is defined as the process of collecting, reviewing and using data, to improve the student’s current performance (help to learning and skills development), to provide them feedback on their errors and hits (Bellotti et al., 2013; Daoudi et al., 2017).

The main objective of the assessment is to provide feedback to stakeholders, which may include students, teachers/instructors, and coordinators/managers (Zinovieff; Rotem, 2008). Student performance refers to increased student knowledge and capacity as a result of learning activity (Ariifin et al., 2014). The performance assessment determines the degree to which the student applies in the real world the competencies acquired (Salas et al., 2009). Competence is “the ability of an individual to perform a specific activity or work with quality” (Durand, 2000). The competence is divided into three dimensions: (1) knowledge: refers to a set of information stored in the person's memory, i.e., having information; (2) skills: refers to the ability to make productive use of knowledge, i.e., it is to have the technique and ability to apply knowledge; and (3) attitude: refers to the person's predisposition (wanting to make/determination) to work, objects or situations, i.e., applying the skill (Savi et al., 2010; Rocha, 2014).

The evaluation and assessment can occur at different times of the teaching-learning process (Hettiarachchi et al., 2013): (1) diagnostic: carried out in the beginning, to analyze the student’s previous knowledge; (2) formative: carried out during the process, to improve and develop the competencies; and (3) summative: carried out after the learning period, aiming to measure and classify the student progression. Self-assessment can be used to reflect the student's evolution (Rocha, 2014).

The assessment can be of the reaction (“did the students like the game?”), learning (“did students learn from the game?”), behavior (“are students applying the new knowledge?”) or results (“did the game have an impact on the results?”), according to Kirkpatrick's model (Kirkpatrick; Kirkpatrick, 2006; Kirkpatrick; Kirkpatrick, 2016). At the reaction level, the student's perceptions are evaluated in three dimensions: motivation (relevance, confidence, satisfaction and attention), engagement and self-assessment. At the learning level, changes in what the user knows about the content after the activity are identified. The learning assessment is related to the measurement of knowledge, skill, attitude and commitment (Kirkpatrick; Kirkpatrick, 2016).

Feedback is information provided by an agent regarding aspects of performance or understanding and complement evaluation (Hattie; Timperley, 2007). In serious games, feedback can be used to report game progress, learning feedback and user interaction (Ifenthaler et al., 2012; Rocha, 2014; Chaudy; Connolly, 2019).

In the context of SGs, the assessment can be classified according to its purpose (Ifenthaler et al., 2012): (1) external: data collection processes that use tools external to the game, such as observation, tests, debriefing, interview; (2) internal: tools and techniques applied within the game, such as log-file, monitoring of states, learning analytics; (3) before: occurs previous to interaction with the game; (4) during: occurs when the player interacts with the game; and (5) after: occurs when the player finishes his/her interaction with the game.

Still according to Ifenthaler et al. (2012), when it comes to internal evaluation, the types of records of players’ actions can be classified: (i) game score record: refers to the scoring methods and time needed for completing a specific task; and (ii) interaction record: describes student behavior during the game, collected through log-files or clickstreams,
information trails, monitoring of status, among others (Ifenthaler et al., 2012). Based on Rocha (2014), this paper added the performance record, which refers to recording data related to the learning of the game content (player competencies), e.g. errors and hits, sequences of actions, i.e., it is the player’s performance with the taught content.

2.2.2 Theories of learning, training, reaction and feedback
Some theories are applied in SGs to support the planning and requirements gathering, in the context of learning and training, reaction and feedback: (1) theories about learning and training: refers to pedagogical theories about learning and training, used to describe the motives and processes of learning and human performance, events and teaching methods. For example, Bloom's taxonomy (Bloom, 1956), training program evaluation theory (Kirkpatrick; Kirkpatrick, 2016), learning-experiential theory and learning style (Kolb; Kolb, 2005), principles of affective learning (Trybus, 2010); (2) theories about user’s reaction: refers to theories related to player satisfaction, e.g., ARCS (Attention, Relevance, Confidence and Satisfaction) model and expectation-value theory of motivational strategies (Keller, 1987; 2009), flow theory (Csikszentmihalyi, 1990), engagement (Boyle et al., 2012); and (3) theories about feedback: refers to theories that define the types, how and when to make and expose feedback, as well as support in the description and classification of feedback. For example, individual performance theory (Salas et al., 2009), feedback dimensions (Bee; Bee, 2000 apud Rocha, 2014), feedback classification and levels (Hattie; Timperley, 2007).

2.2.3 Data Collection Techniques and Instruments
In the context of SGs, different techniques and data collection instruments can be used: (1) external assessment: questionnaires (e.g., reaction and self-assessment), interview, pre-test and post-test, observation, focus group, debriefing, think-aloud protocol, conceptual map, chat, forum, among others (Rocha et al., 2015; Chaudy; Connolly, 2019; Ifenthaler et al., 2012; Eseryel et al., 2011; Oliveira et al., 2019); and (2) internal assessment: phases of the game with data collection of user’s actions (records of score, interaction and performance), phases with a questionnaire (pre- and post-test, reaction, self-assessment and player profile questionnaires), player registration, learning analytics, among others (Rocha, 2014; Chaudy; Connolly, 2019; Ifenthaler et al., 2012; Eseryel et al., 2011).

3 Related Works
Studies on assessment in serious games can be classified into three groups: (i) approaches (methods, methodologies, processes, frameworks, models) to SG/game development and assessment/evaluation (Rocha, 2014; Pereira Junior; Menezes, 2015; Chaudy; Connolly, 2019; Ibrahim; Jaafar, 2009; Kiili, 2005; Westera et al., 2008; Victal; Menezes, 2015; Akilli; Cagiltay, 2006; Rocha et al., 2017; Yedri et al., 2018; Jappur et al., 2014; Petri, 2018); (ii) canvas template for game design (Sarinho, 2017; Sousa, 2014; Carey, 2015; Star et al., 2016; Kornonean et al., 2017; Walker, 2015); and (iii) systematic reviews and mappings that analyze evaluation/assessment in SGs and educational games (Battistella et al., 2014; Petri; Wangenheim, 2016; Lopes et al., 2013; Petri; Wangenheim, 2017; Wangenheim et al., 2009; Calderon; Ruiz, 2015; Abdulmajed et al., 2015; Wang et al., 2016; Alfarah et al., 2010; Daoudi et al., 2017).

In group (i), most game development approaches do not specify assessment planning in the development life cycle. They are more concerned with collecting player action data, such as the number of errors and hits, and there is no focus on planning that involves the different types of assessment and evaluation. The approaches that specify assessment include various types of evaluation/assessment, such as formative, diagnostic and summative. However, some approaches do not include external evaluation in the evaluation/assessment planning; or do not specify the feedback during the game; or are limited to the created game used to evaluate the approach. For example, Petri (2018) presents MEEGA+, a model that contains the planning and conducting process to evaluate the quality of educational games (in terms of player experience and usability). However, it does not specify or support an in-game assessment, such as registration, interaction and performance data collection.

In the group (ii), the canvas models do not specify the student performance assessment and evaluation of the game itself. Just the work of Star et al. (2016) supports student performance assessment planning and game evaluation, however, it is specific to prosocial games.

In group (iii), almost all analyzed games are developed disregarding the planning of students’ performance assessment. The games are evaluated by collecting players’ opinions (reaction - level 1). The learning assessment (level 2) is usually performed through pre- and post-tests, without assessments during the game (formative evaluation and data collection of players’ actions during the game).

The studies analyzed in the three groups show the importance of internal and external assessment in SGs. External assessment alone (not aligned with the internal assessment) may neglect important changes during the learning process, as it is mainly focused on the application of pre- and post-tests (Eseryel et al., 2011). This approach can make it difficult to provide immediate feedback regarding the content covered in the game. The internal assessment, focused on in-game data collection, if well designed, can provide detailed information about learning processes as well as immediate and personalized feedback for the student (Ifenthaler et al., 2012; Eseryel et al., 2011). Thus, internal and external assessments should be strategically designed to ensure student learning through SGs, both before, after and during interaction with the game.

In-game data collection and assessment can provide constant and personalized feedback to the players (professionals and students) while running the game (Chaudy; Connolly, 2019). In addition, they are also important for measuring learning and offering to report for stakeholders (e.g. teachers and institutions) (Salas et al., 2009) and evaluating the game effectiveness (final product), after the game (Hays, 2005). Thus, a model that allows the planning of the design and execution of the assessment is relevant to support the evaluation and development team, as well as to document and analyze the results of this process and final product.
**Figure 1.** AvaliaJS overview: a conceptual model for planning of the design and execution of student performance assessment in SGs.

**Figure 2.** Detailed overview of the execution/evaluation step of the AvaliaJS model.
4 AvaliaJS Model

The conceptual model proposed was called AvaliaJS (in Portuguese: Avalia = Avaliação (Assessment) + JS = Jogo Sério (Serious Games)). It was conceived through a holistic view on the evaluation and assessment approaches (methods, methodologies, processes, frameworks, models), in the context of SGs, from a literature review. AvaliaJS aims to develop games considering the planning of the design and execution of the student performance assessment in SGs and immediate and constant feedback.

In AvaliaJS model is considered the development life cycle of an SGs, based on Rocha (2014), that is formed by three stages: (1) pre-production (initial planning), (2) production (analysis, design, implementation, integration and testing) and (3) post-production (execution/evaluation and analysis of results). Thus, the AvaliaJS is divided between the pre-production/production and post-production stages as shown in Figure 1.

In general, the evaluation team is responsible for (1) planning the external and internal assessment, using the appropriate theories according to the focus of the SGs; and (2) developing artifacts for external and internal assessment, such as questionnaires, observation checklist, interview protocol. The internal assessment artifacts, with the description of techniques and decisions for internal assessment, generated by the evaluation team, are delivered to the development team, which develops the game with data collection (internal assessment). The external assessment artifacts are designed to be used by the player before, during, or after the game application. Thus, the player plays, performs assessment (external) activities and receives feedback; and the observer/monitor monitors, instructs, observes and evaluates with external instruments. Figure 2 illustrates a detailed cutout of the execution/evaluation stage, in which some techniques, assessment instruments and data collection (internal and external to the game) are presented.

The AvaliaJS has artifacts for the assessment planning, which aim at the description of the theories, techniques and instruments, both external and internal, which will be used for the execution of the assessment: (1) canvas model (high-level planning), as shown in Figure 3, and (2) assessment project document (description in low level). The canvas model allows quick identification of the elements and activities required for the planning of design and execution of the student’s performance assessment in SGs. In the assessment project document, what was planned in the canvas model should be detailed.

Figure 3. Canvas model for the planning of assessment in SG.

The proposed canvas model (as illustrated in Figure 3) was developed based on the 5W2H method (Rossato, 1996) and questions that can be used to plan an assessment in the classroom context in higher education (Falchikov, 2005). The 5W2H method is an action plan that allows elements and tasks to be identified quickly, during the development life cycle. Table 1 presents the relationship among the questions of Rossato (1996), of Falchikov (2005) and the proposed canvas model.

---

1 http://www.bit.ly/CanvasModelAvaliaJS last access on 04/11/2021.
2 http://www.bit.ly/ProjDocAvaliaJS last access on 04/11/2021.
The questions selected for the development of the canvas model allow quick identification of the elements and activities necessary for the planning of the design and execution of the student performance assessment in SGs. Falchikov (2005) did not address the questions of where they will be carried out and how much the assessments will cost. However, he included the reliability and validity of the assessments, as well as the planning of what will be done with the results. The cost was not considered, because AvaliaJS focused on how to do the planning (goals, techniques and execution), and also the analyzed games did not address the cost. In addition, the reliability was not added to the model, because the techniques and instruments listed to be used in the assessment were consulted and grouped in the model from the literature review, which increases reliability. Another question not addressed is the planning of what will be done with the results. It was not inserted because assessment analysis and results were not discussed in using the AvaliaJS model. However, the three questions can be considered in future work.

The canvas model was developed incorporating the characteristics for the construction of a Business Model Canvas (BMC), presented by Osterwalder (2004). BMC is a tool that gives a preformatted overview and allows you to develop and sketch new or existing business models, through blocks (Osterwalder, 2004). It is important to reinforce that some canvas models for game design were inspired by BMC, such as Unified Game Canvas (UDC) (Sarinho, 2017). In this paper, the following characteristics were considered: (1) organization by influence: it organizes the sections that have the greatest influence on each other; (2) grouping by relation: the set of sections that have a relationship with each other or offer a specific scenario; and (3) atomic meaning of the sections: each section deals specifically with a single subject (Osterwalder, 2004).

Thus, the sections of the canvas template were organized to deal with a specific subject and influence each other. The sections were grouped by color, being differentiated by the target of the assessment planning: (1) blue: refers to the contextualization of the game; (2) green: refers to the project planning of internal and external assessment, such as focus, objective and theories, methods, instruments and artifacts; and (3) purple: refers to the planning of the assessment execution, such as time, place and participants.

Figure 4 presents the canvas model filled with the main contents for assessment planning. The canvas model does not have a defined fill order. However, it is preferable to start with the blue section: fill in the game name and overall objective fill date, names of the responsible and their function, mark whether the assessment planning is of the full game or a specific phase/levels (e.g., the prototype of only one game mission). Then, the green and purple group blocks can be filled in parallel, according to the project needs.

Table 1. Relationship among the questions for assessment planning.

| 5W2H (1996) | Falchikov (2005) | AvaliaJS Canvas model |
|-------------|------------------|-----------------------|
| What (what will be done?) | What will be the assessment focus? (what to assess?) | What will be assessed during the game? (focus) |
| Why (why will it be done?) | The assessment purpose (why to assess?) | Why should the assessment be carried out? (assessment purposes) |
| Where (where will it be done?) | - | Where will each assessment be carried out? (mode, place, context and equipment) |
| When (when will it be done?) | When should each assessment be carried out? (when to assess?) | When should each assessment be carried out? (time/duration/deadline) |
| Who (by whom will it be done?) | For whom the results will be provided (who assesses?) | Who is involved in carrying out the assessments? (participants/role) |
| How (how will it be done?) | What evaluation methodology will be used? (how to assess?) | How should the assessment be carried out? (theories, techniques, instructions and artifacts) |
| How much (how much will it cost?) | - | - |

- How reliable or valid are student assessments? (how well do we assess?)
- What will be done with the results of the evaluation? (Whither? What next)
Figure 4. Canvas model for the planning of the assessment in SGs: examples of contents.

Figure 5. Summarized diagram of the canvas model content (in red, features not addressed by the model).
5 Evaluations and Results

This section presents (1) the results of the application of three serious games, to exemplify the use of the AvaliaJS model as proof of concept; and (2) the evaluation of the AvaliaJS model through an expert panel.

5.1 Application and exemplification of the AvaliaJS

The objective of the application and exemplification of the AvaliaJS is (according to Goal/Question/Metric (GQM) method, proposed by Basili et al. (1994)):

- **Analyze** the games GLPSobControle (G1), Guerra em Alto Mar (G2) and Expedição Antárctica (G3) for the purpose of evaluating and exemplify the use of the conceptual model as proof of concept with respect to coverage of contents to fill in the model from the viewpoint of researchers in the context of development and assessment/evaluation in serious games.

Filling out the canvas model and the project document was prepared by the researchers (who also participated in the productions of these games (G1: author 2, G2: author 1, G3: authors 1, 2 and 3), after defining the games analyzed. To conduct the evaluation, researchers should answer the following question: *does the model include and cover the content necessary for planning and evaluating the player assessment in the serious game (as performed in each game)?* As this is a qualitative evaluation, the metrics were defined to identify the contents to fill the model: focuses, purposes, theories, techniques, instruments, artifacts and infrastructure. These games were chosen because they are focused on teaching-learning, training, evaluation, motivation and engagement and because they are available (game/source code and documentation). The application (use and example) of the canvas model and the project document in these three different games, and with different pedagogical objectives, allows an evaluation and analysis of AvaliaJS. We present below the results of the interpretation according to the GQM method.

The games GLPSobControle (G1), Guerra em Alto Mar (G2) and Expedição Antárctica (G3) were used to exemplify the canvas model and the assessment project document. The GLPSobControle (in English: Liquefied Petroleum Gas Under Control) is a digital game for training and assessment of firefighters on the control of kitchen gas leaks (Rocha, 2014). The Guerra em Alto Mar (in English - War on the High Seas) is a board game for motivating and engaging students in learning Python programming language (Oliveira; Rocha, 2019). The Expedição Antárctica (in English - Antarctica Expedition) is a digital game for teaching-learning about the knowledge of citizen science set in Antarctica (Oliveira et al., 2019). A comparison of the analyzed games is presented in Table 2.

Filling the canvas model and the assessment project document, in the three games, began with contextualization. The games were situated in a specific context, describing the name, gameplay and genre, general objective (purpose), target audience, the role of the person responsible for assessment planning and a summary of the main objectives of the game (full game or phases/missions). Then, the scope of the assessment project was defined, such as the focus (what?), objective (why?) and theories, techniques and instruments (how?), followed by the description of the execution part of the assessment, focused on when and where the assessment occurs and who is involved in it. The canvas templates and assessment project documents of the exemplified games can be downloaded from the online repository\(^3\).

| Type of game | G1 | G2 | G3 |
|--------------|----|----|----|
| *Phase/Levels* (analyzed) | 7 phases | 1 phase with rounds until you have a winner | 1 phase with 4 mini-games |
| Target audience | firefighters | computer students | undergraduate students |
| Motivation/Domain | kitchen gas leak training | motivation for learning Python | citizen science (whale mission) |

Table 2. Comparison of the analyzed games.

About the objective of the assessment (“why?”), based on our filled documents, we can observe that the model describes the assessment objective of the three SGs analyzed. The assessment objectives were divided according to the focus of the game: learning and training (knowledge, skill, attitude and commitment), reaction (motivation, engagement and self-assessment) and assessment and feedback (learning report, game progress and user interaction). The games GLPSobControle and Expedição Antárctica present similar objectives, differing that in the first there is self-assessment and in the second the commitment. At Guerra em Alto Mar, the objectives of the assessment are focused on promoting motivation and engagement, measuring knowledge and reporting learning and game progress.

About the theories, techniques, instruments and artifacts used, the two digital games were developed so that their phases could collect players’ actions and record performance, interaction and score game. They take into account internal and external data collection, to implement the evaluation and assessment of training, teaching-learning and reaction. At GLPSobControle, the first phase is a 2D card game to check what the learner already knows about what will be trained, which is characterized as a phase with pre-test (Rocha, 2014). The following phases were implemented in 3D to record the sequences of actions of the learner. Such sequences produce results that give feedback on the player's performance at the end of the training, such as a wrong sequence that generates an explosion, or a correct sequence, which indicates the success of the training. The last phase is a questionnaire of self-assessment and evaluation/assessment of the training program, that collects the user reaction.

The game Expedição Antárctica has no linear phases, as in GLPSobControle, and the player can start with the mini-

---

\(^3\) https://bit.ly/LGPCanvas, https://bit.ly/AntarcticaCanvas, https://bit.ly/WarCanvas, last access on 04/11/2021.
game they prefer (only the final mini-game that, to be released, needs all others to be completed) (Oliveira et al., 2019). Because it is an RPG game, the game score record is designed to sustain the player's experience and life bar, which increases or decreases according to players' actions, such as chatting with a mentor, playing a mini-game, earning reward, completing or redoing missions. In addition, in some mini-games, the player receives tips from mentors to advance in their activities. Also, in the Expedição Antártica, the database attributes were divided into game score, performance and user interaction records, which helps in planning the data to be collected. About external instruments, pre- and post-test, player profile and reaction questionnaires were used. During the interaction with the game, the players were able to verbalize their thoughts through the Think-Aloud protocol, being observed by the researchers (Oliveira et al., 2019). At the end of the interaction, an interview and a debriefing session were held.

In Guerra em Alto Mar, because it is an analog game (board), the player actions are recorded through a result collection form, focused on the performance and game score record. A monitor manually recorded the results of the answers (if they missed or got it right) of the players to the quiz and the response time of each (Oliveira; Rocha, 2019). As external instruments, the students were observed by the researchers and, after interaction with the game, answered a reaction questionnaire. This game was used to exemplify that the model proposed in this paper covers the assessment planning in analog games, however, it needs to be validated in the creation of other analog games.

In general, the model allows the inclusion of artifacts external to the game (such as questionnaires and interviews) and internal instruments, which aim to collect players' data, through the records of game score, performance and user interaction. Thus, the model allows the support of the use of phases with pre-test, self-assessment and satisfaction questionnaires to the game, such as the case of GLPSobControle.

The planning and documentation of feedback, in the use of theories and dimensions of human errors, allowed a detailed view of pedagogical aspects to be assessed in the games. The constant and immediate feedback is perceived, in digital games, through punctuation, visual and sound feedback of actions and consequences attributed to errors and hits of players, such as receiving a camera as a reward, in the Expedição Antártica, or an explosion when generating static ignition, in the game GLPSobControle (Rocha, 2014; Oliveira et al., 2019). The game Expedição Antártica has mentors who give tips in response to some wrong actions of players in mini-games and dialogues. In Guerra em Alto Mar, to advance in gameplay, the student needs to answer a quiz. The right or wrong feedback is given through the "Answer Letter", which contains the correct alternative and an explanation of the quiz. About the final feedback, in the case of the game GLPSobControle, the data of the result of the apprentice's performance are presented at the end of the training, on a screen that shows, for example, the number of victims, duration of the training, results of phases, number of corrections (Rocha, 2014). The game Expedição Antártica did not implement a report at the end of the game, because of the lack of time and the project scope (Oliveira et al., 2019). The Guerra em Alto Mar used the results sheet as a report to discuss the errors and correct answers of the students in each question (Oliveira; Rocha, 2019).

Regarding the execution planning, the model provided the schedule planning and duration of the assessment activities (external and internal). In the case of the exemplified games, the evaluation was performed in just one day (Rocha, 2014; Oliveira et al., 2019; Oliveira; Rocha, 2019). However, it may happen that, for example, a pre-test questionnaire is applied one week before the game is applied. What sets the time is the timeline of the game project to be developed. In addition, the model also provided the planning of the place/infrastructure and participants involved in the evaluation/assessment session.

5.2 Evaluation of the AvaliaJS by Experts

The evaluation of the AvaliaJS model was carried out through an expert panel (Beecham et al., 2005). The evaluation planning of the AvaliaJS model was structured according to the GQM method (Basili et al., 1994). Thus, the objective of the study was defined as:

**Analyze the AvaliaJS model (diagrams + canvas template + project document) for the purpose of evaluating the quality with respect to its correctness, consistency, understandability, unambiguousness, completeness, authenticity, flexibility and usability from the viewpoint of experts in serious games and assessment involved in the production and development of the games used to apply and exemplify AvaliaJS model in the context of student performance assessment in serious games.**

In this paper, quality is defined as the degree and/or capacity of a model to meet the needs, expectations or requirements specified by the user for a specific goal (IEEE, 2010). To collect the data, a questionnaire was created and used, reported in Oliveira (2020), whose metrics and questions were based on the works of Savi et al. (2010), Rocha (2014) and Petri (2018). The validation of the items of the questionnaire was performed through a semantic analysis (Zerbini et al., 2012) and a checklist for writing and evaluating items, adapted from Coelho et al. (2020) and Mourão & Meneses (2012). The questionnaire can be viewed in Appendix B.

The questionnaire was divided and organized into three parts: (1) collection of the expert's profile; (2) items related to quality characteristics; and (3) additional open items, to collect insights from the main strengths and weaknesses of the evaluated model. A protocol was developed to guide the experts in the evaluation of the AvaliaJS model.

To evaluate AvaliaJS (diagrams + canvas model + project document), six experts in the area of serious game development and evaluation were invited, by sending the email with the evaluation protocol. The evaluators were selected for convenience because they are researchers involved in the development of the serious games used to exemplify the AvaliaJS model and have knowledge of human performance assessment in different perspectives and areas (training, education, psychology, neuroscience, gaming and computing). For the game GLPSobControle, a domain expert was invited. In the game Guerra em Alto Mar, an expert teacher was invited. For the game Expedição Antártica, four professionals were invited: one expert-teacher of the accessibility team and another from the evaluation team, a
interviews/debriefing at the end of the game interaction; use interviews/debriefing at the end of the game interaction; for personal purposes or to be used by other stakeholders; and share the artifacts of the other games. Of the six specialists, three are doctors, one is a doctoral student, one is a master's student and one is an undergraduate student. Four evaluators are in the area of computer science, one has a degree in psychology and the other in the area of neuroscience.

The first part of the questionnaire aimed to collect information about the experts’ experience related to the development, use and evaluation and assessment of SGs. Figure 6 illustrates that most experts have developed (66.6%), used (50%) or evaluated (66.7%) less than five games.

Figure 6. Experts’ experience in the development, use and evaluation of serious games.

In the case of the development experience, probably the expert who scored who developed "none game" must have considered that he/she did not because he/she did not participate in the design and programming of the game. Regarding the use, there was no question whether the use was for personal purposes or to be applied in the classroom context (in workshops, classes, short courses and related). Regarding the evaluation, the experts were asked how they assess student performance in SGs. Figure 7 illustrates that most experts have developed (66.6%), used (50%) or evaluated (66.7%) less than five games.

The experts were asked about their knowledge of other planning artifacts of the design and execution of the student performance assessment in SGs. Most evaluators (83.3%) commented that he/she did not know other artifacts with a proposal similar to that presented in this paper. In addition, experts were asked to comment on the degree of difficulty in planning the assessment of reaction and learning, inside and outside SGs. In general, experts are aware of the complexity of assessment planning in SGs and the difficulty in finding tools that support this, which aligns with the thoughts of several authors, such as Emmerich et al. (2016), Rocha (2017) and Oliveira et al. (2018).

The second part of the questionnaire consists of five items with dichotomous scale (yes or no) and six items with Likert scale (ranging from strongly disagree (1) to strongly agree (5)), which evaluate quality aspects of the model, such as correctness, consistency, understandability, unambiguousness, completeness, authenticity, flexibility and usability. Regarding the metrics (related to GQM), the results of the items are interpreted based on the median and frequency of response of each item. However, only the responses of Likert scale items will be presented graphically, since all experts answered "no" to the first five items.

Based on the answers of the experts, the internal consistency of the Likert scale items of the questionnaire was analyzed using Cronbach’s Alpha method (Cronbach, 1951). The internal consistency verifies how consistent a set of items in a questionnaire is based on the correlation between them (Cronbach, 1951; Raabe; Bombasar, 2020). Thus, Cronbach’s Alpha coefficient indicates the degree to which items measure the same quality factor. The coefficient value was $\alpha = 0.87$, indicating a "good internal consistency", according to DeVellis (2016). The calculation result of Cronbach’s Alpha Coefficient can be viewed in Appendix C. Thus, this result indicates that the experts' answers, through the items 6 to 11 (Likert scale) of the questionnaire, are consistent and accurate, in relation to the evaluation of the quality of the AvaliaJS model and its artifacts. We present below the analysis of the results, divided according to the questions (Q1 to Q8) defined in the GQM method.

Q1: Is the AvaliaJS model correct?

Regarding correctness, all experts answered that they did not find errors in the AvaliaJS model (diagrams), canvas model, and assessment project document (item 1). This corresponds to a frequency of 6 positive responses.
Therefore, the experts’ answers indicate that the AvaliaJS model is correct.

**Q2: Is the AvaliaJS model consistent?**

Regarding consistency, all experts answered that they did not find inconsistencies in the AvaliaJS model (diagrams), canvas model, and assessment project document (item 2). This corresponds to a frequency of 6 positive responses. Therefore, the experts’ answers indicate that the AvaliaJS model is consistent.

**Q3: Is the AvaliaJS model understandable?**

Regarding understandability, all experts answered that they did not find confusion in the AvaliaJS model (diagrams), the canvas model, and the assessment project document (item 3). This corresponds to a frequency of 6 responses. Therefore, the experts’ answers indicate that the AvaliaJS model is understandable. However, one of the experts commented on the aesthetics of the canvas model, suggesting a better contrast in the background and font colors. This suggestion was not accepted in the current version of the AvaliaJS model but can be analyzed and considered in a future version.

**Q4: Is the AvaliaJS model unambiguous?**

All experts answered that they did not find ambiguities in the AvaliaJS model (diagrams), in the canvas model and the assessment project document (item 4). This corresponds to a frequency of 6 positive responses. Thus, the experts’ answers indicate that the AvaliaJS model is not ambiguous.

**Q5: Is the AvaliaJS model complete?**

Regarding completeness, all experts answered that they did not miss anything in the AvaliaJS model (diagrams), the canvas model, and the assessment project document (item 5). This corresponds to a frequency of 6 positive responses. Therefore, the experts’ answers indicate that the AvaliaJS model is complete. However, one expert pointed out that the understanding of the model and the way how to use it can be improved through a more decomposed description of the technical report (Oliveira; Rocha, 2020a). In this case, the specialist referred to the usability characteristic, in terms of ease of use. However, he/she commented in the field destined to the completeness of the model, as he/she may have missed a more detailed description regarding the use of the model. In this case, the result of the usability evaluation is analyzed in question Q8.

**Q6: Is the AvaliaJS model authentic?**

When analyzing the authenticity of the AvaliaJS model, based on Figure 8, we can observe that most experts strongly agree and agree that the AvaliaJS model diagrams (100%), the canvas model (73.3%), and the assessment project document (100%) adequately include what is necessary to plan the assessment of student performance in a serious game (item 6), as shown in Figure 8.

![Figure 8. Experts’ answers regarding the adequacy (item 6) of the AvaliaJS model.](image)

Nevertheless, some comments on the adequacy of AvaliaJS were made by the experts: (i) use other examples of experimental design in behavior analysis (not only the pre- and post-test classic with an intervention); (ii) the canvas template is not so easy to read/follow. This should probably refer to the completed model (see Figure 4). In this case, the template will be analyzed for future updates.

Still on the authenticity of the AvaliaJS model, as shown in Figure 9, we can observe that most experts agree and strongly agree that the diagrams of the AvaliaJS model (66.7%), the canvas model (66.7%) and the assessment project document (66.7%) provide more support than the other artifacts that experts know (item 7). Two experts did not evaluate this assertion. As a suggestion, one of the experts commented on adding to the canvas model the blocks “cost”, “how well assessed is” and “what will be done with the results” of the assessment. This suggestion should be added in a future version of the AvaliaJS model. Despite the comments, generally, the analyzed data indicates that the AvaliaJS model looks original and can provide support to developers in planning the assessment in SGs.

![Figure 9. Experts’ answers regarding the support (item 7) of the AvaliaJS model.](image)

**Q7: Is the AvaliaJS model flexible?**

Regarding the flexibility, it was identified that most experts agree and strongly agree that the AvaliaJS model diagrams (100%), canvas model (83.3%) and project document (100%) can be easily adapted to plan the assessment in different learning contexts (item 8), as shown in Figure 10.

![Figure 10. Experts’ answers regarding the flexibility (item 8) of the AvaliaJS model.](image)

The results indicate that the AvaliaJS model can be shaped according to the different focus of the game (teaching-learning, training, assessment, motivation and engagement). One expert commented on the possibility of using AvaliaJS in the context of distance learning, which can be analyzed and considered in future studies since the scope of this work is limited to the use of the model in the context of SGs.
Q8: Does the AvaliaJS model have usability?

The usability analysis of the diagrams, canvas model and assessment project document is performed based on the experts’ answers in three items: in terms of efficiency (item 9), ease of use (easy to learn to use - item 10) and utility of AvaliaJS (item 11). Regarding efficiency (efficiency is understood as the ability to produce the maximum result with the least effort), according to Figure 11, it was observed that 66.6% of the experts strongly agree and agree that the diagrams of the AvaliaJS model allow for assessment planning with minimal effort; 50% agree and strongly agree that the canvas template and project document allow you to plan the assessment efficiently. The experts scored some observations regarding this item: (1) the way the model is understood and how to use it can be improved through a more decomposed description of the technical report. Although not referring to the efficiency of the model, this comment indicates that a difficult-to-use model indirectly affects the efficiency of assessment planning; (2) one expert comments on the complexity of the evaluation/assessment and questions what would be "minimal effort", which made him strongly disagree with this item. As previously mentioned, the experts are aligned with the literature, about the complexity of the evaluation/assessment. The model proposed was thought to be an aid tool, which can be used to make the assessment planning an activity that can be carried out with more design and documentation and with fewer errors, although it is complex. In general, the model must be applied in the construction of new games so that its efficiency can be measured.

Regarding the ease of use, which refers to the degree to which the AvaliaJS model is easy to learn, 33.3% of the experts were neutral that the model diagrams are easy to use; 50% were neutral about the ease of learning of the canvas model and assessment project document. The results presented in Figure 12 may indicate that, because they did not use the AvaliaJS model in practice, the experts were neutral.

Q9: How practical is the AvaliaJS model?

The results indicate that the AvaliaJS model is correct, consistent, clear, unambiguous, complete, authentic and flexible. Regarding usability, the current version of the model needs to be improved to provide excellent usability to those responsible for planning the assessment. The results indicate that the usability of the model needs to be improved in such a way as to be better evaluated. The items of the third and last part of the questionnaire sought to know from the experts their considerations about the strengths, weaknesses and additional comments that were identified during the evaluation. As strengths are the description of the content contained in the conceptual model, the intuitive and visual format of the canvas model, the possibility of thinking in advance about the gaps of evaluation and assessment in SGs, among others. The weaknesses are related to the limitations of usability, already scored in this section.

6 Discussions

The conceptual model and its application are discussed through four perspectives, based on Aslan & Balci (2015): (1) artifacts created and final product, (2) methods and processes, (3) people and (4) project.

For the artifacts created and final product, the AvaliaJS suggests the use of the canvas template and assessment project document, which should be used to document decisions regarding the planning of the design and execution
of assessment in SGs. As presented in the previous section, the results of the evaluation by the experts indicated a good quality of AvaliaJS artifacts (diagrams, canvas template and project document). However, the usability of the AvaliaJS model needs to be reviewed and improved. The diagrams give an overview of the assessment planning process in SGs development life cycle and present some techniques, evaluation/assessment and data collection instruments that can be used. The canvas template and the assessment project document are tools that can be edited and adapted according to the needs of each new project.

Regarding the methods and processes, the AvaliaJS model describes, at a high level, the process of conducting evaluation/assessment planning, related to the SGs development life cycle. In summary, the process involves the evaluation/assessment planning with the use of artifacts and the development of the SG, in the pre-production and production stage; and involves the implementation of the evaluation/assessment in the post-production stage. However, the model could specify at a low level some activities and tools needed to facilitate the evaluation/assessment planning process, such as planning and execution activities that produce input and output artifacts. The use of the 5W2H method (Rossato, 1996) and Falchikov questions (Falchikov, 2005) to construct the canvas model was important for the organization of assessment planning in serious games. Through the questions, it was possible to record the elements and activities, in an agile and holistic way, of the concepts that involve the assessment in SGs. In future works, the model should be expanded to include the (1) costs of the design and execution evaluation/assessment (such as the value of the materials, instruments and artifacts used), predicted by Rossato (1996); the (2) assessment reliability issues (evaluation validation techniques and types of reliability), and the (3) results analysis (techniques for presenting the results and reflecting the educational outcomes achieved), predicted by Falchikov (2005).

Regarding the people, the AvaliaJS model describes the actors involved in the evaluation/assessment, during the planning, design and execution (evaluation team, development team, player and observer (teacher/monitor/researcher)) and their roles to perform the process activities. However, future versions of AvaliaJS may add news actors and specify their roles (content writer, analyst, instructional designer, professional expert (of a specific area), game designer, among others), especially in the evaluation and development teams.

Regarding the project, three existing serious games were used for analysis and exemplification. However, AvaliaJS should be used in the development of a new project, with the different professionals involved in the evaluation/assessment, and not only with the researchers who created the model. The serious games used to exemplify the AvaliaJS model are focused on teaching-learning, training, engagement, motivation, assessment and feedback. Games focused on awareness, recruitment and rehabilitation were not contemplated. Therefore, the model may not support the planning of serious game assessment with this focus. The three SGs used to exemplify the canvas model did not contemplate the same fill content, because they were games with different types and goals. Thus, it was possible to get a general idea of the content that the AvaliaJS model can cover.

6.1 Threats to validity

We discuss the limitations and threats to validity related to this study, presented below, classified into four categories according to Wohlin et al. (2000).

Internal Validity: The term Serious Games is comprehensive as it involves different purposes and domains. Thus, we believe this could be a threat to the scope of the model. To minimize possible problems, we limited the scope of the model to serious games with a focus on education and training/simulation. Furthermore, the adherence of the model to different theories, techniques, instruments and artifacts for the assessment and evaluation in SGs was verified only in the three games used as proof of concept. Regarding evaluation with experts, we believe that they could be affected by the deadline for evaluating the model. To mitigate this, the experts received the AvaliaJS documents, protocol and questionnaire by email and were able to assess at the most convenient time. Another internal validation problem could be the number of documents that experts had to evaluate. To minimize this problem, we created a technical report (Oliveira; Rocha, 2020) and a protocol with well-defined guidelines and tasks.

External Validity: When selecting people to exemplify the model, there would be a threat to validity if they had not participated in the production of the games analyzed and used as proof of concept, as they might not understand these games. This was mitigated because the researchers were involved in the creation of the analyzed games. This threat could also be minimized if other people were selected to exemplify the model using the games they created. However, the researchers chose to exemplify, because of the difficulty of finding developers who created serious games with different proposals (training, motivation, engagement, learning, evaluation), who assessed the user's performance in these games and who were willing to learn and use the AvaliaJS model. Thus, it was also decided to evaluate by an expert panel, to reduce the threat of bias in the involvement of the researchers in the use of the created model. For this, experts were selected who were also involved in the development of the analyzed games but did not participate in the development of the AvaliaJS. The selected experts evaluated the model and the exemplification but did not use it for planning the assessment in a game, which makes it difficult to measure usability. Another threat to the possibility of generalizing the results is related to the number and experience of specialists. Regarding the sample size (N=6), it is a size that can be used to evaluate and support the development of models or concepts (Beecham et al., 2005). Furthermore, all reviewers are experts and involved in the production of the games used. This made it easier for them to evaluate the fidelity of the artifacts. Therefore, we cannot generalize this assessment to all contexts, for example, to non-specialists.

Construct Validity: The threat regarding the interpretation of model filling (as proof of concept) was mitigated by the involvement of researchers in the production of the games. Another threat is related to the interpretation of the questionnaire by experts. To minimize this problem, the questionnaire used in the expert panel was designed
considering the construction processes of assessment measures and validated through semantic and syntactic analysis with two experts in games and information technology in education. Furthermore, the reliability of the questionnaire was analyzed using the Cronbach coefficient ($\alpha=0.87$), which indicated good internal consistency.

**Conclusion Validity:** We do not evaluate the model with the creation of a new game (by external users involved in the production of that game). Thus, the results cannot be considered conclusive, but an indication that the model is functional and that it covers the contents that can be used for evaluation in serious games within the scope of this study.

### 7 Conclusion

Serious Games are developed for the primary purpose to assess the learning progress and outcomes. However, many of these games are not developed with effective assessment and feedback. This issue could be because of lack of development time, lack of involvement of domain experts in the development process, or focusing on content conveying rather than assessment. In this context, this paper presented and evaluated the AvaliaJS, a conceptual model that supports the planning the design and execution of student performance assessments in SGs. The AvaliaJS has a canvas template, for high-level planning, and a low-level assessment project document, for more specification. Three ready-made serious games were used as proof of concept to analyze and exemplify the use of the conceptual model. The quality of AvaliaJS was confirmed by a panel of six experts, using an online questionnaire for data collection. The internal reliability of the questionnaire was measured using Cronbach's Alpha coefficient ($\alpha=0.87$), which indicates a good consistency and accuracy about the quality evaluation of the AvaliaJS model and its artifacts.

As the main contributions of this study, the conceptual model aims to support the team in the planning, documentation and development of artifacts and data collection in SGs, as well as, in the execution of the assessment, learning measurement and constant and personalized feedback for students. The use of the 5W2H method (Rossato, 1996) and the questions of Falchikov (2005) enabled the identification and organization of assessment elements. The questions that have not been considered can be aggregated into a future proposal for a broader model. The compilation and organization of the theoretical background is also a contribution to the different professionals involved. This is justified by the need to understand this area and to create games that contemplate assessment/evaluation and feedback (technical aspects, such as collections and records, as well as pedagogical aspects, such as theories, techniques and instruments). This also contributes to the "people" pillar (perspective described in Aslan & Balci (2015)) by being better able to design and produce the games.

As future work, the model should be validated in the creation of a game. AvaliaJS can be enhanced if integrated into well-defined processes in each game development phase (planning, analysis, design, implementation, integration and testing, execution and evaluation) and the specification of the roles and actors involved, activities and input and output artifacts. Thus, also in future studies, it is intended to propose a methodology that integrates the conceptual model and artifacts developed in a systematic and facilitating way. In addition, to proposing a computational tool, to support the methodology, to include, customize and analyze the assessment and generate reports of the collected data.
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Appendix A - Summary of the analyzed games

| Canvas | Game | G1 | G2 | G3 |
|--------|------|----|----|----|
| Purposes | Training Assessment | Motivation Engagement | Teaching-Learning Assessment | Game phase |
| Planning | Full game | Full game | | |
| What will be assessed during the game? (focus) | | | |
| Planning | | | |
| When should each assessment be carried out? (time/duration/deadline) | Total of 1h30: 30 min for each activity: answer questionnaire, game interaction and debriefing | Total of 3h: 10 min- profile questionnaire; 15 min- video display with rules; 130 min-game interaction; 25 min- reaction (questionnaire) | Total of 1h: 5 min- profile questionnaire; 5 min- pre/post-test; 30 min- game interaction; 10 min - post-test / reaction (questionnaire); 10 min-debriefing and interview |
| Where will each assessment be carried out? (mode, place, context and equipment) | Mode: online; Place: fire station; Context: training session; Equipment: PC. | Mode: offline; Place: laboratory; Context: monitoring, workshop, class, course; Equipment: analogic game and stopwatch. | Mode: online; Place: laboratory, residence; Contexto: workshop, class/course; Equipment: PC. |
| Who is involved in carrying out the assessments? (participants / role) | Players: firefighters (soldier, corporal and sergeant); Observer: researcher. | Players: students; Monitor: mediates and monitors responses; Observer: researcher. | Players: undergraduate students; Observer: researcher. |

Table 3. Summary of the canvases of the analyzed games.
### Appendix B - Questionnaire of quality evaluation of the AvaliaJS Model

**Table 4. Questionnaire of quality evaluation of the AvaliaJS Model**

| Part I - Expert's Profile | Items                                                                 | Scale                                                                 |
|---------------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|
|                           | 1. How many serious games (digital or non-digital) have you developed? | Multiple Choice: (<br>1) None; (<br>1) Less than 5 serious games; (<br>1) 5 to 10 serious games; (<br>1) More than 10 serious games. |
|                           | 2. How many serious games (digital or non-digital) have you used?     | (<br>1) Competencies Assessment (knowledge, skill, attitude); (<br>1) Commitment Assessment; (<br>1) Motivation Assessment; (<br>1) Engagement Assessment; (<br>1) Self-Assessment; (<br>1) Pre/Post-test; (<br>1) Observation; (<br>1) Interview /Debriefing; (<br>1) I don't usually evaluate; (<br>1) Others |
|                           | 3. How many serious games (digital or non-digital) have you evaluated? | Open-ended                                                             |
|                           | 4. How do you usually evaluate serious games?                        | (<br>1) Competencies Assessment (knowledge, skill, attitude); (<br>1) Commitment Assessment; (<br>1) Motivation Assessment; (<br>1) Engagement Assessment; (<br>1) Self-Assessment; (<br>1) Pre/Post-test; (<br>1) Observation; (<br>1) Interview /Debriefing; (<br>1) I don't usually evaluate; (<br>1) Others |
|                           | 5. Do you know any artifact of planning the design and execution of the student performance assessment in serious games? | Open-ended                                                             |
|                           | 6. Comment on the degree of difficulty in planning the assessment of reaction and learning, inside and outside serious games | Open-ended                                                             |

**Part II - Items related to quality characteristics of AvaliaJS (diagrams, canvas template and project document)**

| Items                                                                 | Scale                                                                 |
|-----------------------------------------------------------------------|----------------------------------------------------------------------|
| a. Correctness: Degree of how correct the model is, what is the extent of existing errors. | (<br>1) Yes or (<br>1) No |
| 1. Did you find any errors in AvaliaJS?                               | (<br>1) Yes or (<br>1) No                                           |
| b. Consistency: Degree of uniformity, standardization, and freedom from contradiction among the components of AvaliaJS | Open-ended                                                             |
| 2. Did you find any inconsistencies in AvaliaJS?                      | (<br>1) Yes or (<br>1) No                                           |
| c. Understandability: Degree to which the purpose, concepts, and structure of the AvaliaJS are clear to the experts. | Open-ended                                                             |
| 3. Did you find anything confusing in AvaliaJS?                       | (<br>1) Yes or (<br>1) No                                           |
| d. Unambiguosness: Degree to which a definition/statement is described in terms that only allow a single interpretation. | Open-ended                                                             |
| 4. Did you find any ambiguity in AvaliaJS?                            | (<br>1) Yes or (<br>1) No                                           |
| e. Completeness: Degree of coverage of the AvaliaJS, if the model is sufficiently complete. | (<br>1) Yes or (<br>1) No |
| 5. Did you notice something missing in AvaliaJS?                      | (<br>1) Yes or (<br>1) No                                           |
| f. Authenticity: Degree to which the AvaliaJS can realistically represent the domain it was defined. | Open-ended                                                             |
| 6. The AvaliaJS adequately includes what is necessary to plan the assessment of student performance in a serious game. | Likert Scale: (<br>1) (Strongly Disagree) to 5 (Strongly Agree) |
| 7. The AvaliaJS provides more support than the other artifacts I know for planning the assessment of student performance in a serious game. Do not respond if you do not know other artifacts. | Likert Scale: (<br>1) (Strongly Disagree) to 5 (Strongly Agree) |
| g. Flexibility: Degree to which the AvaliaJS can be adapted to changes, allowing it to be applied in contexts other than the one defined. | (<br>1) Yes or (<br>1) No |
| 8. The AvaliaJS can be easily adapted to plan assessment in different learning contexts. | Likert Scale: (<br>1) (Strongly Disagree) to 5 (Strongly Agree) |
| h. Usability: Degree of understanding, ease of use and applying the AvaliaJS in an effective and efficient way. | Open-ended                                                             |
| 9. The AvaliaJS allows me to plan the assessment with minimal effort. | Likert Scale: (<br>1) (Strongly Disagree) to 5 (Strongly Agree) |
| 10. I learned to use the AvaliaJS easily.                             | Likert Scale: (<br>1) (Strongly Disagree) to 5 (Strongly Agree) |
| 11. The AvaliaJS are useful for planning the assessment.              | Likert Scale: (<br>1) (Strongly Disagree) to 5 (Strongly Agree) |

**Part III - Final Considerations**

| Items                                                                 | Scale                                                                 |
|-----------------------------------------------------------------------|----------------------------------------------------------------------|
| What are the strengths of the AvaliaJS model and its artifacts?       | Open-ended                                                             |
| What are the weaknesses of the AvaliaJS model and its artifacts?      | Open-ended                                                             |
| Do you have any more comments, suggestions and criticisms about the AvaliaJS? | Open-ended                                                             |
### Appendix C - Calculation of Cronbach's Alpha Coefficient

#### Table 5. Calculation of Cronbach's Alpha Coefficient

|   | Item 6 | Item 7 | Item 8 | Item 9 | Item 10 | Item 11 | Total |
|---|-------|-------|-------|-------|--------|--------|-------|
|   | D     | CM    | PD    | D     | CM    | PD    | D     | CM    | PD    | D     | CM    | PD    |       |
| 1 | 5     | 5     | 4     | 5     | 4     | 5     | 3     | 3     | 3     | 3     | 3     | 4     | 4     | 4     | 73   |
| 2 | 5     | 5     | 5     | 0     | 0     | 0     | 5     | 5     | 5     | 4     | 3     | 4     | 4     | 4     | 5     | 5     | 5     | 68   |
| 3 | 5     | 4     | 4     | 4     | 4     | 4     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 85   |
| 4 | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 5     | 90   |
| 5 | 4     | 4     | 5     | 0     | 0     | 0     | 4     | 3     | 5     | 4     | 3     | 3     | 5     | 4     | 5     | 60   |
| 6 | 4     | 3     | 4     | 4     | 4     | 4     | 4     | 4     | 4     | 1     | 1     | 1     | 3     | 3     | 3     | 5     | 3     | 4     | 59   |
| Var | 0.3   | 0.7   | 0.3   | 5.0   | 5.6   | 5.0   | 0.3   | 0.7   | 0.2   | 2.3   | 2.3   | 2.3   | 1.0   | 3.0   | 1.0   | 0.2   | 0.7   | 0.3   | 164.3 |

**Caption:** D - Diagrams | CM - Canvas Model | PD - Project Document | E - Expert | Var - Variance

|   | Number of items (k)* | 18  |
|---|----------------------|-----|
|   | Sum of item variances ($\sum V_i$) | 28,6 |
|   | Total test variance ($V_T$) | 164,3 |
|   | Cronbach’s Alpha (\(\alpha\)) | 0,87 |

| Alpha Value | Internal consistency (Scales) |
|-------------|------------------------------|
| $\alpha \geq 0.9$ | Excellent |
| $0.9 > \alpha \geq 0.8$ | Good |
| $0.8 > \alpha \geq 0.7$ | Acceptable |
| $0.7 > \alpha \geq 0.6$ | Questionable |
| $0.6 > \alpha \geq 0.5$ | Poor |
| $\alpha \leq 0.5$ | Unacceptable |

* Each item of the questionnaire evaluated three artifacts (diagrams, canvas model and project document). Therefore the total number of items is equal to 18.