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Abstract

We study Quantum Gravity effects on the density of states in statistical mechanics and its implications for the critical temperature of a Bose Einstein Condensate and fraction of bosons in its ground state. We also study the effects of compact extra dimensions on the critical temperature and the fraction. We consider both neutral and charged bosons in the study and show that the effects may just be measurable in current and future experiments.
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1 Introduction

Quantum Mechanics (QM) and General Relativity (GR) successfully describe observable phenomena in microscopic and macroscopic regimes respectively. However, there is no simple way of combining these two theories to describe phenomena in regimes where both theories are applicable. Candidate theories of Quantum Gravity (QG), which aim to accomplish this, such as String Theory and Loop Quantum Gravity, have made significant progress. Yet, there has not been a single experiment or observation which support or refute any QG theory. Since the immensity of the QG or the ‘Planck scale’, about $10^{16}$ TeV, prevents such tests directly in colliders, it is important to look for indirect signatures of these theories in accessible, low energy laboratory based experiments [1, 2]. Potential QG signatures in condensed matter, atomic and molecular experiments have been explored by various authors [3, 4, 5, 6, 7, 8, 9, 10]. However, QG effects in statistical mechanical systems have not been studied extensively, although there has been some work done in the search for QG signatures in BECs [11, 12, 13] and that of compactified extra dimensions on BECs [14, 15, 16].

We also study QG effects in BEC in this paper, although our approach is different and we obtain a number of new results. Furthermore, we will study the feature that most QG theories predict, namely a minimum measurable length and the related Generalized Uncertainty Principle (GUP) [5, 17, 18, 19, 20, 21, 22, 23, 24, 25].

We will work with the general form of the GUP, incorporating both linear and quadratic terms in momenta, and which imply a minimum measurable length and a maximum measurable momentum, is given by [5]

$$[x_i, p_j] = i\hbar \left( \delta_{ij} - \alpha \left( p \delta_{ij} + \frac{p_i p_j}{p} \right) + \beta \left( p^2 \delta_{ij} + 3 p_i p_j \right) \right). \quad (1)$$

In the above, $x_i$ and $p_j$ are the position and momentum operators respectively and $p = \sqrt{p_i p_i}$. Also, $\alpha \equiv \alpha_0/(M_p c)$, $\beta \equiv \beta_0/(M_p c)^2$, where $\alpha_0$ and $\beta_0$ are the linear and quadratic GUP parameters and $M_p = \sqrt{\hbar c/G}$ is the Planck mass. It is sometimes assumed that $\alpha_0, \beta_0 = O(1)$. However, we will make no such restriction and compute QG effects for arbitrary $\alpha_0$ and $\beta_0$. Note that this implies intermediate length scales $\alpha_0 \ell_{Pl}$ and $\sqrt{\beta_0} \ell_{Pl}$ between the electroweak length scale ($\approx 10^{-18}$ m) and the Planck scale, $\ell_{Pl} \approx 10^{-35}$ m. The only restrictions that these impose are $\alpha_0 < 10^{17}$ and $\beta_0 < 10^{34}$, the bounds implied indirectly by LHC experiments, since no new fundamental length (or energy) scale has been observed therein.

The above, when applied to Statistical Mechanics, modifies the energy levels of a particle in a box, and hence the corresponding phase space volume of a quantum particle in a box [26]. This when applied to the statistics of a BEC, modifies its critical temperature $T_c$ and the fraction of bosons in the ground state at any $0 < T < T_c$. Using the above, in this paper we present a new approach to computing QG corrections to observables in BEC, such as the critical temperature and fraction of bosons in the ground state. This approach modifies the density of states by approximating it to first order in $\alpha$ and $\beta$.

This paper is organized as follows. In section 2 we present the standard results of the BEC, which is followed by a discussion about the role of compact dimensions in BEC in section 3. QG effects on observables in BEC and their potential measurability are discussed in section 4. We summarize the work in section 5.
2 Standard Bose-Einstein condensation

The phenomenon of BEC occurs when a dilute gas of bosons is cooled below a certain temperature, such that more and more bosons start occupying the ground state. This temperature is known as the critical temperature $T_c$. Since Bose-Einstein (BE) statistics (see Eq.(51) in Appendix A) allows for an arbitrary number of bosons in any state, there could theoretically be an infinite number of bosons in the ground state. We review a few important results related to a BEC that will be used in the rest of the paper. Note that results in this section for $T_c$ are valid for arbitrary $d$ spatial dimensions.

The critical temperature $T_c$ is the threshold at which one still has all the bosons in the excited states. As the gas temperature $T$ is decreased from $T_c$, they start dropping to the ground state. Furthermore, the chemical potential $\mu \to 0$ at $T = T_c$ in the non-relativistic case, which we consider first. In $d$-dimensional space, with $d \geq 3$ (since it can be shown that there can be no non-relativistic BEC in 1 and 2 dimensions [15]), the critical temperature takes the form

$$T_c = \frac{2\pi \hbar^2}{k_B m \zeta \left( \frac{d}{2} \right)^{2/d} n^{2/d}},$$

from which one can see that the critical temperature of a non-relativistic BEC will be higher for high boson densities and light boson masses. The second important observable in BEC is the fraction $f_0$ of bosons in the ground state. If $n_0$ is the number density of bosons in the ground state, $n(T)$ the number density in the excited states at temperature $T < T_c$ and $n$ the total number density, then these are related by

$$n = n_0 + n(T) = n_0 + n \left( \frac{T}{T_c} \right)^{d/2} \quad \implies \quad f_0 = \frac{n_0}{n} = 1 - \left( \frac{T}{T_c} \right)^{d/2}.$$

From Eq.(3) we can see, that at $T = T_c$, all bosons are still in the excited states, since $f_0 = 0$. The bosons start to occupy the ground state for $T < T_c$, when $f_0 > 0$ and completely fill the ground state at $T = 0$ K, when $f_0 = 1$.

The critical temperature and fraction of bosons in the ground state for the relativistic case can be found in a similar manner. We consider two cases of relativistic bosons. The first, when they are considered neutral, is associated with the following critical temperature

$$T_c = \frac{1}{k_B} \left( \frac{2^{d-1} \pi^{d/2} \hbar^d c^d \Gamma \left( \frac{d}{2} \right)}{\Gamma(d) \zeta(d)} \right)^{1/d} n^{1/d},$$

for arbitrary $d \geq 2$ spatial dimensions [27, 28]. Note that while it is dependent on the number density of bosons, it does not depend on boson mass, unlike the non-relativistic result given in Eq.(2). However, it continues to depend on the boson number density, albeit with a different (positive) power. In this case, the fraction of relativistic neutral bosons in the ground state turns out to be

$$f_0 = \frac{n_0}{n} = 1 - \left( \frac{T}{T_c} \right)^d.$$

The second relativistic case includes both bosons and antibosons. The distribution function for this case is obtained by subtracting two BE distributions, one for bosons $\mu(T_c) = mc^2$ and one
for antibosons \( \mu(T_c) = -mc^2 \), to compute the total charge density \( n \) (in previous cases this was just the number density). The relativistic boson-antiboson critical temperature can be expressed in arbitrary dimensional Euclidean space \( d \geq 3 \) as \[ T_c = \frac{1}{k_B} \left( \frac{2^{d-2} \pi^{d/2} \hbar^d e^{d-2} \Gamma(d/2)}{m \Gamma(d) \zeta(d-1)} \right)^{1/(d-1)} n^{1/(d-1)}. \] (6)

Note that the above depends on the boson mass, and the number density. The critical temperature increases with increasing number density and decreasing boson mass. The fraction of bosons in the ground state in this case turns out to be
\[ f_0 = \frac{n_0}{n} = 1 - \left( \frac{T}{T_c} \right)^{(d-1)} . \] (7)

Note the different power of \( T/T_c \) when compared with Eq.(5).

To summarize, we have seen in this section that the BEC critical temperature in all cases is a function of boson mass \( m \) and boson number density \( n \), with different powers for different cases. Similarly, the fraction of bosons in the ground state depends on different powers of \( T/T_c \) for the different cases.

3 Bose-Einstein condensation in compact dimensions

Compact extra dimensions are interesting from the point of view of QG, since they are an essential component in String Theory, where they are normally assumed to be tiny, and in fact most often, of the order of the Planck length \[ 29 \]. In this section, we examine whether compact dimensions have an effect on the BEC critical temperature, in which case they may be measurable. Interestingly, we find that there is indeed such an effect. We start with the expression for the charge density \( n \) of relativistic particles in \( d \) non-compact dimensions and \( N \) compact dimensions with a topology of \( \mathbb{R}^d \times S^N \) \[ 14 \],
\[ n = \sum_{\ell=0}^{\infty} d_{\ell} \int_0^{\infty} \frac{d^d k}{(2\pi)^d} \frac{1}{e^{\beta \sqrt{\hbar^2 \omega^2_{\ell} \varepsilon + m^2 c^4 + \hbar^2 \omega^2_{\ell} \varepsilon + mc^2}} - 1 - \frac{1}{e^{\beta \sqrt{\hbar^2 \omega^2_{\ell} \varepsilon + m^2 c^4 + \hbar^2 \omega^2_{\ell} \varepsilon + mc^2}} - 1} , \] (8)
where
\[ d_{\ell} \equiv \frac{(2\ell + N - 1)\Gamma(\ell + N - 1)}{\ell! \Gamma(N)} \quad \text{and} \quad \omega^2_{\ell} \equiv \frac{\ell^2}{R^2} (\ell + N - 1) \quad (\text{for} \ \ell \in \mathbb{N} \cup \{0\}) , \] (9)
are the degeneracy factors and energy contributions from compact dimensions respectively, and \( R \) is the radius of the compact \( S^N \). We consider the case which is currently the only one which is experimentally measurable, namely a non-relativistic BEC, with \( k_B T \ll mc^2 \). In this case, Eq.(8) reduces to
\[ n \approx \sum_{\ell=0}^{\infty} d_{\ell} \frac{1}{(2\pi \hbar^2)^{d/2} (k_B T_c)^{d/2}} \frac{1}{e^{\beta \sqrt{\hbar^2 \omega^2_{\ell} c^4 + m^2 c^4 - mc^2}} \sum_{n=1}^{\infty} \frac{1}{n^{d/2}} e^{-n\beta \varepsilon (\sqrt{\hbar^2 \omega^2_{\ell} + m^2 c^4} - mc^2)} . \] (10)
If we further consider a regime where the radius of the compact dimension is very small, and the boson mass is much less than its inverse mass scale (the Planck scale), such that the inequality $(mc/h)R \ll 1$ holds, we see that all terms except for $\ell = 0$ are exponentially suppressed by the Boltzmann factor. The second sum in Eq. (10) reduces to the polylogarithm function $Li_{d/2}(\exp(-\beta_c \ell R \sqrt{N}))$ (see Eq. (53) in Appendix A), where we have used the condition $\hbar \omega_c \gg mc^2$, which follows directly from the previous one for small mass regimes. Now, for a small argument $T_c \sim R$, which as expected is very small due to the Boltzmann suppression factor. This term goes to zero as $R \to 0$. We are interested in the critical temperature $T_c$, which we extract from Eq. (11), using a perturbative approach and defining $T_c = T_c^{(0)} + \Delta T(R)$. The critical temperature with corrections due to extra compact dimensions then takes the form

$$T_c \sim \frac{2\pi \hbar^2}{k_B m \zeta(d/2)^2} n^{2/d} - \frac{4\pi \hbar^{d/2} N^{(d+4)/4}}{k_B R^{d/2} m^{(d+2)/2} \varepsilon^{d/2}} \frac{\beta_c^{(0)} \hbar \sqrt{N}}{\zeta(d/2)^{2+d/d}} n^{2/d}, \tag{12}$$

where $\beta_c^{(0)} = 1/(k_B T_c^{(0)})$. From Eq. (12), we see that the first term is identical to Eq. (2) and the magnitude of the correction term increases with increasing number density and decreasing boson mass. We can also see the non-trivial dependence of the correction term on the compact dimension.

We discuss this in terms of the relative magnitude of the correction, expressible from Eq. (12) as

$$\left| \frac{\Delta T(R)}{T_c^{(0)}} \right| = \frac{2 \hbar^{d/2} N^{(d+4)/4} \varepsilon^{-\beta_c^{(0)} \hbar \sqrt{N}}}{d R^{d/2} m^{d/2} \varepsilon^{d/2} \zeta(d/2) \zeta(2)} \equiv 10^{-r} < 10^{-q}. \tag{13}$$

In the above, $r$ and $q$ take positive values and $10^{-q}$ denotes the precision at which the BEC critical temperature can be measured, and the inequality stems from the fact that the above $\Delta T(R)$ has not been observed in the laboratory so far. This subsequently puts bounds on the extra dimensions, as we shall see below. The important point to note here is that the RHS of Eq. (13) contains the compact dimension radius $R$ in the denominator as well as in the numerator, via the exponential Boltzmann factor. Therefore, interestingly, as one spans the range of $R$ from very small to larger values, the correction term first increases and then starts to decrease. This behaviour is shown in Fig. (1). The blue line therein depicts the relative correction given in Eq. (13), suitably normalized for ease of comparison with the horizontal orange line, signifying a hypothetical precision, expected to be attainable in the future (a line corresponding to current accuracies would lie well above the blue curve). Note that the curves intersect at two points, corresponding to $R_1$ and $R_2$ on the horizontal axis. Therefore, if no trace of the compact dimension is found in experiments, in terms of the above corrections, it would mean that the relative precision is either on the left of $R_1$ or right of $R_2$. In other words, one obtains an upper as well as a lower bound on the size of the compact radius $R$. More precisely, the peak is located at $R_{\text{max}} = 2 \beta_c^{(0)} \hbar \sqrt{N}/d$ and the two bounds always satisfy $R_1 \leq R_{\text{max}} \leq R_2$ for lower and upper bound respectively. While upper bounds on
the size of compact dimensions have been imposed from a number of theoretical and experimental
standpoints. We are not aware of any other experiment or observation which puts both an upper
and a lower bounds on $R$. We can also see that Eq. (13) is implicitly dependent on the number
density $n$ through the inverse critical temperature $\beta_c(0)$, since the latter depends on $n$. Therefore, if
we increase $n$, the exponential factor increases and the relative correction increases. Therefore, the

$$
|\Delta T| \approx R \left( \frac{d}{\sqrt{N}} \right)^{\frac{d}{2}} \left( \frac{m}{\sqrt{2}} \right)^{\frac{d}{2}} \frac{\zeta(d/2)}{2^{d/2} N^{(d+4)/2}} e^{\beta_c(0) \frac{\hbar c}{R} \sqrt{\pi}}.
$$

(14)

The above gives us an estimate of what the precision of the temperature measurements must be, to
detect such a deviation from the standard theory and obtain signatures of extra dimensions. The
second observable, the fraction of bosons in the ground state, including corrections due to extra

Figure 1: Relative correction as a function of radius $R$ of the compact dimension for a helium gas,
using $m = m_{He}$, $n = 10^{23} m^{-3}$, $d = 3$ and $N = 1$ (blue), and a hypothetical precision of the
experiment (orange).
compact dimensions, takes the form
\[ f_0 = \frac{n_0}{n} = 1 - \left( \frac{T}{T_c} \right)^{d/2} \left[ 1 + \frac{\hbar^2 N^{(d+4)/4}}{R^{d/2} m^{d/2} e^{d/2} \zeta(\frac{d}{2})} \left( e^{-\frac{\beta}{\sqrt{N}} \left( \frac{T}{T_c} \right)} - e^{-\frac{\beta}{\sqrt{N}} \left( \frac{T}{T_c} \right)} \right) \right], \]  
(15)
from where we can see, that without the correction term \((R \to 0)\) the fraction is the same as in standard theory in Eq.(3). The correction term in square brackets in Eq.(15) vanishes for \(T = T_c\), as expected.

In this analysis, we considered a spherical topology of the compact dimensions \(\mathbb{R}^d \times S^N\), where there is only one radius, no matter how many compact dimensions \(N\) we consider. If the topology of the compact dimensions is toroidal instead, say \(\mathbb{R}^d \times T(N)\), then each of the \(N\) compact dimensions could have distinct radii. For such a spatial topology, the above calculations would be similar, with the difference that the energy contribution in Eq.(16) would be a function of all \(N\) radii, instead of just \(R\). However, for \(N = 1\), we do not expect any difference between the two topologies.

4 Bose-Einstein condensation with QG corrections

QG effects in standard QM systems are implied by the GUP, defined by the commutator in Eq.(1). The phase space integrals in statistical mechanics are normalized by a phase space volume of a particle in a box, so this is where the QG corrections appear in the analysis. Such a modification also modifies the density of states, which is used to calculate the QG corrected number density of bosons and by extension, the critical temperature and fraction of bosons in the ground state. To apply the GUP in Eq.(1) to a quantum particle in a box, we modify the dispersion relation between energy and momentum of a particle, which is the Hamilton operator in QM
\[ H = \frac{p^2}{2m} + V(x), \]  
(16)
where \(p\) is the physical momentum of the particle, \(p = |p|\), \(m\) its mass and \(V(x)\) the potential of a particle in a box \((V(x) = 0 \text{ inside the box and } V(x) = \infty \text{ outside the box})\). We notice that we cannot use the standard operator for momentum \(p_i \neq -i\hbar \partial x_i\), because the commutation relation is modified as in Eq.(1). However, we can define a set of canonical operators \(x_{0i}\) and \(p_{0i}\), which satisfy a standard commutation relation \([x_{0i}, p_{0j}] = i\hbar \delta_{ij}\). Therefore, we can write \(p_{0i} = -i\hbar \partial x_{0i}\). In terms of \(x_{0i}\) and \(p_{0i}\), we get
\[ x_i = x_{0i}, \quad p_i = p_{0i}(1 - \alpha p_0 + 2\beta p_0^2), \]  
(17)
where \(p_0 = \sqrt{p_{0k}p_{0k}}\). We will use the above to compute QG corrections to the non-relativistic and relativistic Hamiltonians, and examine its consequences for a BEC in the following subsections. Note that the physical momentum is still \(p_i\).

4.1 Non-relativistic

In this case, we use the non-relativistic kinetic term and choose the potential inside a three dimensional box with edges \(L_x, L_y\) and \(L_z\) to be \(V(x) = 0\), and the potential outside this box \(V(x) = \infty\). As usual, we choose the boundary conditions \(\psi(0, y, z) = \psi(x, 0, z) = \psi(x, y, 0) = \psi(L_x, y, z) = \psi(x, L_y, z) = \psi(x, y, L_z) = 0\). To compute the QG corrected energy spectrum of a non-relativistic
where we assumed the energy spectrum in Eq. (20), we use the time independent, first order perturbation theory to compute the linear (see Appendix B) and quadratic terms of the perturbation. As we know, the eigenfunctions of an unperturbed Hamiltonian, for a particle in a three dimensional box are also dependent on quantum numbers, is just the sum of Eqs. (20-22) to the energy spectrum of a particle in a three dimensional box are also dependent on quantum numbers.

\[ \psi_n(x_0) = \psi_{n_x,n_y,n_z}(x_0,y_0,z_0) = \sqrt{\frac{8}{V}} \sin \left( \frac{\pi n_x}{L_x} x_0 \right) \sin \left( \frac{\pi n_y}{L_y} y_0 \right) \sin \left( \frac{\pi n_z}{L_z} z_0 \right), \]

where \( V = L_x L_y L_z \) is the volume of the box and \( n_x, n_y, n_z \in \mathbb{N} \) are quantum numbers. In a Hilbert space \( \mathcal{H} = \{ \psi_n; n \in \mathbb{N}^3 \} \) we can write a general wavefunction as \( \Psi(x_0) = \sum_n c_n \psi_n(x_0) \), where \( c_n \in \mathbb{C} \). The energy spectrum of a three dimensional particle in a box, considering an unperturbed Hamiltonian \( H_0 \) is

\[ \varepsilon_n^{(0)} = \varepsilon_{n_x,n_y,n_z}^{(0)} = \langle \psi_n(x_0)|H_0|\psi_n(x_0) \rangle = \frac{\hbar^2 \pi^2}{2m L^2} (n_x^2 + n_y^2 + n_z^2), \]

where we assumed \( L = L_x = L_y = L_z \) without loss of generality. To get the QG correction to the energy spectrum in Eq. (20), we use the time independent, first order perturbation theory to compute the linear (see Appendix B) and quadratic terms of the perturbation \( H_1 \) and \( H_2 \) respectively as

\[ \Delta \varepsilon_n^{(1)Lin} = \langle \psi_n(x_0)|H_1|\psi_n(x_0) \rangle = -\frac{\alpha \hbar^3 \pi^3}{m L^3} (n_x^2 + n_y^2 + n_z^2)^{3/2}, \]

\[ \Delta \varepsilon_n^{(1)Quad} = \langle \psi_n(x_0)|H_2|\psi_n(x_0) \rangle = \frac{5\beta \hbar^4 \pi^4}{2m L^4} (n_x^4 + n_y^4 + n_z^4 + 2n_x^2 n_y^2 + 2n_z^2 n_x^2 + 2n_z^2 n_y^2), \]

so that the energy spectrum of a particle in a three dimensional box, up to quadratic order of the QG parameters, is just the sum of Eqs. (20-22)

\[ \varepsilon_n = \frac{h^2 \pi^2}{2m L^2} (n_x^2 + n_y^2 + n_z^2) - \frac{\alpha h^3 \pi^3}{m L^3} (n_x^2 + n_y^2 + n_z^2)^{3/2} + \frac{5\beta h^4 \pi^4}{2m L^4} (n_x^4 + n_y^4 + n_z^4 + 2n_x^2 n_y^2 + 2n_z^2 n_x^2 + 2n_z^2 n_y^2), \]

where \( k_n^2 = \frac{\pi^2}{L^2} (n_x^2 + n_y^2 + n_z^2) \) in the third line. From the above we can see that the QG corrections to the energy spectrum of a particle in a three dimensional box are also dependent on quantum numbers \( n_x, n_y \) and \( n_z \), but with different powers. An exact procedure to obtain the QG corrected energy spectrum of a particle in a one dimensional box, without using perturbation theory is described in [22].

Considering the QG corrected energy spectrum for a particle in a three dimensional box, by Eq. (23), we calculate the QG corrected density of states in the continuum limit \( \varepsilon_n \rightarrow \varepsilon \) (see Appendix C) as

\[ g(\varepsilon) = \frac{V(2m)^{3/2} \varepsilon^{1/2}}{4\pi^2 \hbar^3} (1 + 16\alpha m \varepsilon^{1/2} - 25\beta m \varepsilon), \]
from which we see that it reduces to the usual density of states, given by Eq. (29) in Appendix A when \( \alpha, \beta \to 0 \). A more general procedure, described in Appendix D can also be used to obtain the QG corrected density of states. However, its use is currently limited to the non-relativistic case with quadratic corrections only, due to the complexity of calculations.

The number of particles in the system is calculated using Eq. (48) of Appendix A and the QG corrected density of states. We evaluate the integral at \( T_c (\mu \to 0) \) and divide it by \( V \) to get the QG corrected boson number density

\[
n = \frac{N_{BE}}{V} = \frac{\sqrt{2}m^{3/2}}{2\pi^2\hbar^3} \left[ \int_0^{\infty} \frac{e^{1/2}}{e^{3z} - 1} \, dz + 16\alpha \sqrt{m} \int_0^{\infty} \frac{z}{e^{3\alpha z} - 1} \, dz - 25\beta m \int_0^{\infty} \frac{z^{3/2}}{e^{3\beta z} - 1} \, dz \right]
\]

\[
= \frac{\sqrt{2}m^{3/2}}{4\pi^2\hbar^3} \left[ (k_B T_c)^{3/2} \zeta \left( \frac{5}{2} \right) + \frac{16\pi^{3/2}}{3} \alpha \sqrt{m} (k_B T_c)^2 - \frac{75}{2} \beta m (k_B T_c)^{5/2} \zeta \left( \frac{5}{2} \right) \right],
\]

where we can see that it reduces to the usual number density, given by Eq. (53) (as \( \mu \to 0 \)) in Appendix A when \( \alpha, \beta \to 0 \). Note that we cannot extract a closed form expression of \( T_c \) from Eq. (25), and therefore we use a perturbative approach. We define \( T_c = T_c^{(0)} + \Delta T(\alpha) + \Delta T(\beta) \), to express the QG corrected \( T_c \), where \( \Delta T(\alpha) \propto \alpha \) and \( \Delta T(\beta) \propto \beta \). It is easy to see that the uncorrected critical temperature \( T_c^{(0)} \) is equal to that in Eq. (2) for \( d = 3 \). The QG corrected critical temperature \( T_c \) is then

\[
T_c = \frac{2\pi^2h^2}{k_B m \zeta \left( \frac{5}{2} \right)^{2/3}} n^{2/3} + \alpha \frac{32 \sqrt{3} \pi^3 \hbar^3}{9k_B m \zeta \left( \frac{5}{2} \right)^{2/3}} n + \beta \frac{100 \pi^2 h^4 \zeta \left( \frac{5}{2} \right)}{k_B m \zeta \left( \frac{5}{2} \right)^{2/3}} n^{4/3},
\]

where we can see that the QG corrections increase with increasing number density \( n \) and decreasing boson mass \( m \). We also see that higher order QG corrections have a stronger dependence on \( n \). This is a direct consequence of the presence of higher order terms \( T_c \) in Eq. (25). The magnitude of the relative correction is then

\[
\left| \frac{\Delta T}{T_c^{(0)}} \right| = \alpha_0 \frac{16 \sqrt{8} \pi^2 h}{9 M_p c \zeta \left( \frac{5}{2} \right)^{4/3}} n^{1/3} - \beta_0 \frac{50 \pi^2 h^2 \zeta \left( \frac{5}{2} \right)}{M_p c^2 \zeta \left( \frac{5}{2} \right)^{5/3}} n^{2/3},
\]

which increases with increasing \( n \), but does not depend on the boson mass. This is presented in Fig(2), where the black line represents the current experimental accuracy which will evidently continue to improve with time. Eq. (27) differs from a similar result in [11] [12], where the relative correction decreases with increasing \( n \) as \( |\Delta T/T_c^{(0)}| \propto \alpha_0/n^{1/3} \). Note that as the particle number increases in a given volume, the total energy gets closer to the Planck energy scale, thus magnifying the QG effects [33]. This shows that our result is perfectly reasonable.

The second important observable is the fraction of bosons in the ground state. Using the same procedure as for Eq. (3), we calculate this fraction using Eq. (25) as

\[
f_0 = \frac{n_0}{n} = 1 - \left( \frac{T}{T_c} \right)^{3/2} + \alpha \frac{16 \pi^{3/2}}{3 \zeta \left( \frac{5}{2} \right)} \sqrt{m} k_B \left[ \frac{T^{3/2}}{T_c} - \frac{T^2}{T_c^{3/2}} \right] - \beta \frac{75 \pi \zeta \left( \frac{5}{2} \right)}{2 \zeta \left( \frac{3}{2} \right)} m k_B \left[ \frac{T^{3/2}}{T_c} - \frac{T^{5/2}}{T_c^{3/2}} \right],
\]

where we see that a standard result in Eq. (3) is recovered for \( \alpha, \beta \to 0 \). Furthermore, we see that at \( T = T_c \), the QG corrections vanish and \( f_0 = 0 \), as expected, even when \( \alpha, \beta \neq 0 \). This means that a deviation in fraction of bosons in the ground state due to QG effects, should be observed at temperatures \( T < T_c \).
Figure 2: Relative temperature correction as a function of the number density $n$, for a helium gas, for different values of parameter $\alpha_0$, where $\beta_0 = \alpha_0^2$ and the black line represents the experimental accuracy.

Figure 3: Fraction correction as a function of the condensate temperature $T$, for a helium gas, for different values of parameter $\alpha_0$, where $\beta_0 = \alpha_0^2$ and the black line represents the experimental accuracy.
The corrections terms from Eq. (28) are presented in Fig. (3) for a helium gas. We see that the correction has a maximum between absolute zero and the critical temperature $T_c$ at

$$T_m = \frac{9}{16} T_c - \frac{\beta 2025 \zeta(\frac{5}{2}) \sqrt{mkB}}{\alpha 256 \pi^{3/2}} T_c^{3/2}. \tag{29}$$

This suggest that experiments able to measure the fraction of bosons in the ground state with high accuracy would most likely observe QG corrections near this temperature $T_m$.

### 4.2 Relativistic

For this case we follow the procedure outlined in [34] to obtain the QG corrected energy spectrum of a relativistic boson in a three dimensional box. This is then used to obtain the relativistic density of states, the QG corrected critical temperature $T_c$, and fraction of bosons in the ground state $f_0$ for a relativistic BEC. We consider two distinct cases. In the first case, we consider neutral bosons, and in the second case we consider charged bosons and antibosons.

Relativistic bosons (spin zero) are described by the Klein-Gordon equation, which as shown in [34, 35] gives rise to the following effective Hamiltonian in the Feshbach-Villars formalism

$$H = (\tau_3 + i\tau_2) \frac{p^2}{2m} + \tau_3 mc^2, \tag{30}$$

where $\tau_i$ ($i = 1, 2, 3$) are the Pauli matrices. The corresponding wavefunction satisfies the equation

$$i\hbar \frac{\partial \psi}{\partial t} = H \psi. \tag{31}$$

It is straightforward to show that $\psi = \varphi + \chi$ satisfies the Klein-Gordon equation

$$\frac{1}{c^2} \frac{\partial^2 \psi}{\partial t^2} - \nabla^2 \psi + m^2 c^2 = 0. \tag{32}$$

It turns out that the time dependent solutions for $\varphi$ and $\chi$ of the effective Hamiltonian in Eq. (30) are

$$\varphi_n^\pm(x) = \sqrt{\frac{8}{V}} \varphi_0^\pm(p) e^{\pm \frac{E}{T}} \sin \left( \frac{\pi n_x}{L_x} x \right) \sin \left( \frac{\pi n_y}{L_y} y \right) \sin \left( \frac{\pi n_z}{L_z} z \right),$$

$$\chi_n^\pm(x) = \sqrt{\frac{8}{V}} \chi_0^\pm(p) e^{\pm \frac{E}{T}} \sin \left( \frac{\pi n_x}{L_x} x \right) \sin \left( \frac{\pi n_y}{L_y} y \right) \sin \left( \frac{\pi n_z}{L_z} z \right), \tag{33}$$

where $V = L_x L_y L_z$ is the volume of the box, $n_x, n_y, n_z \in \mathbb{N}$ are quantum numbers and $(\varphi_0^\pm)^2 - (\chi_0^\pm)^2 = \pm 1$ where $\pm$ denotes particle and anti-particle solutions. We notice that the solutions in Eq. (33) are similar to those in the non-relativistic case in Eq. (19). They differ only by the relativistic, momentum-dependent functions $\varphi_0^\pm(p)$ and $\chi_0^\pm(p)$. To compute the QG corrected energy spectrum of a relativistic particle in a box, we modify the effective Hamiltonian, using the transformation in Eq. (17), as

$$H_{QG} = (\tau_3 + i\tau_2) \frac{p_0^2}{2m} + \tau_3 mc^2 - (\tau_3 + i\tau_2) \frac{\alpha}{m} p_0 + (\tau_3 + i\tau_2) \frac{5\beta}{2m} p_0^4 = H_0 + H_1 + H_2, \tag{34}$$
where $H_0 = (\tau_3 + i\tau_2)\frac{\hbar^2}{2m} + \tau_3mc^2$, $H_1 = -(\tau_3 + i\tau_2)\frac{\hbar^2}{2m}\rho^0_0$ and $H_2 = (\tau_3 + i\tau_2)\frac{5\hbar^2}{2m}\rho^2_0$. The energy spectrum of a three dimensional relativistic particle in a box, considering an unperturbed effective Hamiltonian $H_0$ is

$$\varepsilon_n^{(0)} = \pm \sqrt{\frac{\epsilon^2 \hbar^2 \pi^2}{L^2} \left(n_x^2 + n_y^2 + n_z^2\right) + m^2 c^4},$$

(35)

where we assumed $L = L_x = L_y = L_z$, without loss of generality and $\pm$ signifies the particle and anti-particle solutions. We obtained the energy spectrum in Eq. (35), by computing the eigenvalues of the effective Hamiltonian $H$.

We see that it reduces to the usual relativistic density of states, given by Eq. (50) in Appendix A, which is obtained by calculating the eigenvalues of the effective Hamiltonian $H_{QR}$.

The energy spectrum is then

$$\varepsilon_n = \pm \sqrt{\epsilon^2 \hbar^2 c^2 k_n^2 - 2\alpha \hbar^2 c^2 k_n^3 + 5\beta \hbar^4 c^4 k_n^4 + m^2 c^4},$$

(36)

which is obtained by calculating the eigenvalues of the effective Hamiltonian $H_{QR}$. In the above, we again used $k_n^2 = \frac{\epsilon^2}{\hbar^2 c^2} \left(n_x^2 + n_y^2 + n_z^2\right)$ and the sign plays no role in further considerations, since we use the square of Eq. (36).

Considering the QG corrected energy spectrum for a particle in a three dimensional box, given by the relativistic relation in Eq. (36), we calculate the QG corrected density of states in the continuum limit $k_n \rightarrow k$ and $\varepsilon_n \rightarrow \varepsilon$ (see Appendix C) as

$$g(\varepsilon) = \frac{V \sqrt{\varepsilon^2 - m^2 c^4}}{2\pi^2 \hbar^3 c^3} \left(1 + 4\alpha \frac{1}{c} \sqrt{\varepsilon^2 - m^2 c^4} - \frac{25}{2} \beta \frac{1}{c^2} (\varepsilon^2 - m^2 c^4)^{3/2}\right).$$

(37)

We see that it reduces to the usual relativistic density of states, given by Eq. (50) in Appendix A when $\alpha, \beta \rightarrow 0$. It may be noted that the integrals which take the form of Eq. (48) in Appendix A are non-analytical when using the relativistic density of states in Eq. (37). They can be expressed in a closed form only in the ultra-relativistic (UR) limit, where $\varepsilon \gg mc^2$. The number of particles in the system is calculated using Eq. (48) in Appendix A and the QG corrected density of states in Eq. (37). We evaluate the integral at $T = 0$ in the UR limit and divide it by $V$ to get the QG corrected number density for the neutral boson case

$$n = \frac{N_{BRB}}{V} = \frac{1}{2\pi^2 \hbar^3 c^3} \left[ \int_0^\infty \frac{\varepsilon^2}{\varepsilon - \frac{e^{\beta \varepsilon}}{c} + \frac{e^{\beta \varepsilon}}{c}} \frac{\varepsilon^3}{\varepsilon - \frac{e^{\beta \varepsilon}}{c}} d\varepsilon + \frac{4\alpha}{c} \int_0^\infty \frac{\varepsilon^3}{\varepsilon - \frac{e^{\beta \varepsilon}}{c}} d\varepsilon - \frac{25}{2} \beta \frac{1}{c^2} \int_0^\infty \frac{\varepsilon^4}{\varepsilon - \frac{e^{\beta \varepsilon}}{c}} d\varepsilon \right]$$

(38)

and for the charged boson case

$$n = \frac{N_{BRB}}{V} = \frac{m}{2\pi^2 \hbar^3 c k_B T} \left[ \int_0^\infty \frac{\varepsilon^2}{\cosh (\beta \varepsilon) - 1} d\varepsilon + \frac{4\alpha}{c} \int_0^\infty \frac{\varepsilon^3}{\cosh (\beta \varepsilon) - 1} d\varepsilon \right]$$

$$- \frac{25}{2} \beta \frac{1}{c^2} \int_0^\infty \frac{\varepsilon^4}{\cosh (\beta \varepsilon) - 1} d\varepsilon$$

$$= \frac{m}{3\hbar c} \left[ (k_B T)^2 + \frac{72}{\pi^2 c} (k_B T)^3 (3) - 10 \pi^2 \frac{\beta}{c^2} (k_B T)^4 (5) \right],$$

(39)

where we see, that for both cases the results return the number densities as in the standard theory when $\alpha, \beta \rightarrow 0$. Again using the perturbative approach as for the non-relativistic case, we find...
the critical temperatures for the neutral boson case to be

\[
T_c^B = \frac{\pi^{2/3}hc}{k_B\zeta(3)^{1/3}} n^{1/3} - \alpha^2 \frac{\pi^{16/3}h^2c}{45 k_B\zeta(3)^{5/3}} n^{2/3} + \beta^2 50 \frac{\pi^2h^3c}{k_B} \frac{\zeta(5)}{\zeta(3)^2} n
\]

(40)

and for the charged boson case, it is given by

\[
T_c^{BB} = \frac{1}{k_B} \left( \frac{3h^3c}{m} \right)^{1/2} n^{1/2} - \alpha 108 \frac{h^3\zeta(3)}{\pi^2 k_B m} n + \beta 15 \frac{\pi^2}{k_B m^3c} \left( \frac{3h^9}{m^3c} \right)^{1/2} n^{3/2},
\]

(41)

where we can see that the QG corrections increase with increasing number density \( n \) for both cases. In the charged boson case the QG corrections increase with decreasing boson mass \( m \), while the neutral boson case is independent of boson mass. We also notice that higher order QG corrections have a stronger dependence on \( n \), as also seen in the non-relativistic case. For \( \alpha, \beta \to 0 \) in Eqs. (10,11), we recover the standard results from Eqs. (4,6). The magnitude of the relative corrections of the critical temperature for the neutral boson case is

\[
\left| \frac{\Delta T^B}{T_c^{(0)}} \right| = \alpha_0 \frac{2\pi^{14/3}h}{45 M_Pc\zeta(3)^{4/3}} n^{1/3} - \beta_0 \frac{50\pi^{1/3}h^2\zeta(5)}{(M_Pc)^2\zeta(3)^{5/3}} n^{2/3},
\]

(42)

while for the charged boson case, it is given by

\[
\left| \frac{\Delta T^{BB}}{T_c^{(0)}} \right| = \alpha_0 \frac{108h^{3/2}\zeta(3)}{\sqrt{3}\pi^2 M_Pc\sqrt{mc}} n^{1/2} - \beta_0 \frac{15\pi^2h^3}{(M_Pc)^2mc} n.
\]

(43)

From the above we can see that the relative correction increases only with increasing \( n \) and does not depend on \( m \) for the neutral bosons and increases with increasing \( n \) and decreasing \( m \) for the charged bosons. The relative corrections are presented in Fig. 4. We see that the QG corrections for the charged boson case require a higher \( \alpha_0 \) (about 5 orders of magnitude) to achieve the same magnitude of the QG correction as the neutral boson case. In other words, the corrections are much smaller for the charged boson case. This is due to the higher power of the Planck constant in the charged boson case, which significantly decreases the magnitude of the correction.

The fraction of bosons in the ground state for the neutral boson case turns out to be

\[
f_0^B = \frac{n_0}{n} = 1 - \left( \frac{T}{T_c} \right)^3 + \alpha^2 \frac{2\pi^4}{15\zeta(3)} \frac{k_B}{c} \left[ T^3 \left\{ \frac{T^3}{T_c} - \frac{T^4}{T_c^2} \right\} - \beta^2 150 \frac{\zeta(5)}{\zeta(3)^2} \frac{k_B}{c^2} \left[ T^3 \left\{ \frac{T^3}{T_c} - \frac{T^5}{T_c^2} \right\} \right] \right),
\]

(44)

while for the charged boson case

\[
f_0^{BB} = \frac{n_0}{n} = 1 - \left( \frac{T}{T_c} \right)^2 + \alpha^2 \frac{72\zeta(3)}{\pi^2} \frac{k_B}{c} \left[ T^2 \left\{ \frac{T^2}{T_c} - \frac{T^3}{T_c^2} \right\} - \beta^2 10 \frac{\zeta(5)}{\zeta(3)^2} \frac{k_B}{c^2} \left[ T^2 \left\{ \frac{T^2}{T_c} - \frac{T^4}{T_c^2} \right\} \right] \right).
\]

(45)

From the above we see that for \( \alpha, \beta \to 0 \), the standard results from Eqs. (5,7) are recovered. We again see that at \( T = T_c \), the QG corrections vanish and \( f_0 = 0 \), as expected in standard theory, even when \( \alpha, \beta \neq 0 \). Therefore, as in the non-relativistic case, the fraction of bosons in the ground state undergoes QG corrections for any \( T < T_c \).
Figure 4: Relative correction as a function of the number density $n$, for a helium gas, for different values of parameter $\alpha_0$, where $\beta_0 = \alpha_0^2$. The solid lines represent the neutral case and the dashed lines represent the charged case.

Figure 5: Fraction correction as a function of the condensate temperature $T$, for a helium gas, for different values of parameter $\alpha_0$, where $\beta_0 = \alpha_0^2$. The solid lines represent the neutral case and the dashed lines represent the charged case.
The corrections terms from Eqs. (44, 45) are presented in Fig. (5). Since only the charged boson case is dependent on the boson species, we used helium gas to plot it. We again see that the correction has a maximum between the absolute zero and the critical temperature $T_c$ at

$$T_m^B = \frac{3}{4}T_c - \frac{\beta}{\alpha} \frac{3375\zeta(5)}{\pi^4} \frac{k_B}{c} T_c^2$$  \hspace{1cm} (46)$$

for the neutral case and

$$T_m^{BB} = \frac{2}{3}T_c - \frac{\beta}{\alpha} \frac{5\pi^4}{54\zeta(3)} \frac{k_B}{c} T_c^2$$  \hspace{1cm} (47)$$

for the charged case. This suggests that experiments able to measure the fraction of bosons in the ground state for a relativistic BEC with high accuracy would most likely observe QG corrections near this temperature $T_m$.

4.3 Experimental implications

There are six observables, for which we made theoretical predictions that include QG effects. The observables in the non-relativistic and relativistic regimes are the three critical temperatures from Eqs. (26, 40, 41) and three fractions of bosons in the ground state from Eqs. (28, 44, 45). Out of these theoretical possibilities, only the non-relativistic BEC can currently be realized in the lab, and with ever-improving measurement accuracies, we hope that some of our predicted effects may be observable in this system. We also hope that relativistic BECs can also be produced in the lab in the future, which will further open up the window for measuring potential QG effects.

In the most optimistic scenario at present, where the detection threshold for critical temperatures is of the order $\sim 10^{-10}$ K, the QG effects should be large enough to be observed for $\alpha_0 \gtrsim 10^{19}$ when $\beta_0 = \alpha_0^2$ (the same holds when $\beta_0 \sim 0$) and for $\beta_0 \gtrsim 10^{46}$ when only quadratic QG corrections are considered (i.e., $\alpha_0 = 0$). In the worst case the experiments do not observe any deviations from the standard theory, but we can still constrain the QG parameters to $\alpha_0 < 10^{19}$ for $\beta_0 = \alpha_0^2$ (or $\beta_0 \sim 0$) and $\beta_0 < 10^{46}$ for $\alpha_0 = 0$.

The fraction of bosons in the ground state is measured by integrating the velocity distribution in the ranges of velocities, where the gas is in the condensate state [36]. The precision of such a measurement is around $10^{-2}$, i.e. about 1% [37, 38] and continually improving. We therefore expect this precision to increase with time as well, and reach a stage in the foreseeable future where our predicted effects will either be measurable, or one will be able to put strict bounds on the QG parameters. The bounds on QG parameters obtained by considering the precision of measuring the fraction of bosons in the ground state are $\alpha_0 < 10^{25}$ for $\beta_0 = \alpha_0^2$ (or $\beta_0 \sim 0$) and $\beta_0 < 10^{52}$ for $\alpha_0 = 0$. These bounds are not as good as the ones obtained using critical temperature and are therefore phenomenologically not yet as interesting.

5 Conclusion

Bose-Einstein condensation is an interesting phenomenon, which has a variety of theoretical and experimental implications. The remnant effects of compactified dimensions and QG effects, due to GUP, on a BEC could be observable through their effects on the critical temperature and the fraction of bosons in the ground state for a BEC, with a high enough sensitivity of the experimental setup.
The effects which arise from the presence of compactified dimensions are many orders of magnitude smaller than the current experimental capabilities, but they imply interesting bounds on the dimensions of compact spaces. If such high accuracies were to be achieved, we would get an upper and lower bound simultaneously for the radius of compact dimensions, given the topology $\mathbb{R}^d \times S^N$. This can be seen if Fig. (1), for $d = 3$ and $N = 1$. To our knowledge, this is the first time that such constraints on both the upper and lower bounds simultaneously has been found. Therefore, this could have potentially far-reaching implications in the search for extra dimensions, which is an important ingredient in certain theories of QG such as String Theory.

By considering QG effects due to GUP, the number densities for non-relativistic and relativistic gases get modified, which we use to compute the critical temperature and fraction of bosons in the ground state. We notice that both linear and quadratic corrections increase with increasing number density $n$, for all three cases, but only the charged boson case has a dependence on mass $m$. For each of the cases, the powers of $n$, the number density of bosons, are different. Although a relativistic BEC has not been experimentally realized so far in the laboratory, our theoretical predictions should be useful when such a state is finally achieved. Therefore, as of now, the only case that can be experimentally tested is the non-relativistic one. In this, increasing the number density of a boson gas influences the magnitude of the QG corrections, and for sufficiently high densities, this increase may be by one or more orders of magnitude, as seen from Figs. (2, 4).

We have obtained the QG corrections to the critical temperatures in Eqs. (28, 40, 41) and fractions of particles in the ground state in Eqs. (28, 41, 45), by considering the linear and quadratic GUP corrections separately. If both corrections are considered simultaneously, the calculations would be much more complicated, but the results in Eqs. (28, 40, 41, 44, 45) would change only by a numerical factor of order $\sim \mathcal{O}(1)$ in front of the quadratic correction.

Finally, as shown in our paper, it is not necessary for the minimum measurable length scale that follows from QG theories to be of the order of the Planck scale. In fact, it can be a potentially observable intermediate scale, between the electroweak and Planck scales. Our results are valid for any such intermediate scale. If no QG effects are observed in BEC on the other hand, we can still constrain the QG parameters to $\alpha_0 < 10^{19}$, assuming $\beta_0 = \alpha_0^2$ (or $\beta_0 \sim 0$) and $\beta_0 < 10^{46}$, assuming $\alpha_0 = 0$, given the experimental accuracy. While this is slightly worse than the bounds that follow for example from experiments at the LHC, which gives $\alpha_0 < 10^{17}, \beta_0 < 10^{34}$, our bounds will continue to improve with ever increasing experimental accuracies. Furthermore, we do expect the predicted QG effects to be present, and detectable in the future. We hope to report on the further ramifications of our results elsewhere.
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Appendix A

When we calculate predictions of any physical observable in Statistical Mechanics, we have to compute averages, because in systems with many particles we can only measure macroscopic observables of the whole system, such as temperature, pressure and volume. To compute an ensemble average of a physical, single particle quantity $Y$ over the whole energy range $\varepsilon \in [0, \infty)$, for a gas of bosons or fermions, we use the ensemble average

$$
\langle Y \rangle = \int_0^\infty Y(\varepsilon)g(\varepsilon)f_{BE(FD)}(\varepsilon)d\varepsilon ,
$$

(48)

where

$$
g(\varepsilon) = \frac{V(2m)^{3/2}\varepsilon^{1/2}}{4\pi^2\hbar^3}
$$

(49)
is the density of states for non-relativistic bosons,

\[ g(\varepsilon) = \frac{V\varepsilon \sqrt{\varepsilon^2 - m^2c^4}}{2\pi^2h^3c^3} \]  

(50)
is the density of states for relativistic bosons and

\[ f_{BE(FD)}(\varepsilon) = \frac{1}{e^{\beta(\varepsilon - \mu)} \pm 1}, \]  

(51)
is the BE distribution (−) or FD distribution (+). In the above \( \beta = \frac{1}{k_BT} \), \( k_B \) is the Boltzmann constant, \( T \) the temperature, \( \varepsilon \) the energy of the particle and \( \mu \) the chemical potential. For any single particle quantity \( Y(\varepsilon) \), all integrals given by Eq.(48), which we calculate using the BE distribution in Eq.(51) (using −), are of the following form

\[ I_{\nu}(\beta, \beta\mu) = \int_{0}^{\infty} \frac{\varepsilon^{\nu}}{e^{\beta\varepsilon} - 1} d\varepsilon = \frac{\Gamma(\nu + 1)}{\beta^\nu} \text{Li}_{\nu+1}(e^{\beta\mu}) , \]  

(52)

where \( \nu \) is the power of the energy in the integral, \( \Gamma(\nu + 1) \) is the gamma function evaluated at \( \nu + 1 \) and

\[ \text{Li}_{\nu}(x) = \sum_{k=1}^{\infty} \frac{x^k}{k^{\nu}} \]  

(53)
is the polylogarithm function. For \( x = 1 \), which corresponds to the case \( \mu = 0 \), the polylogarithm function in Eq.(53) reduces to the well known Riemann zeta function

\[ \zeta(\nu) = \sum_{k=1}^{\infty} \frac{1}{k^{\nu}} . \]  

(54)

On the other hand, all integrals, which we calculate using the FD distribution in Eq.(51) (using +), are of the following form

\[ J_{\nu}(\beta, \beta\mu) = \int_{0}^{\infty} \frac{\varepsilon^{\nu}}{e^{\beta\varepsilon} + 1} d\varepsilon = \frac{\Gamma(\nu + 1)}{\beta^\nu} \text{Li}_{\nu+1}(-e^{\beta\mu}) . \]  

(55)

For \( x = -1 \), corresponding to \( \mu = 0 \), the polylogarithm function in Eq.(53) reduces to

\[ \text{Li}_{\nu}(-1) = -\eta(\nu) , \]  

(56)

where

\[ \eta(\nu) = \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k^{\nu}} \]  

(57)
is the Dirichlet eta function. The values for the Riemann zeta and Dirichlet eta, as a function of \( \nu \) (where defined) can be found numerically.
As the simplest example we can compute the number of particles in a gas of bosons, contained in a volume $V$, using the BE distribution and Eqs.(48, 49), as

$$N_{BE} = \int_{0}^{\infty} g(\varepsilon) f_{BE}(\varepsilon) d\varepsilon$$

$$= \frac{V(2m)^{3/2}}{4\pi^2\hbar^3} \int_{0}^{\infty} \frac{\varepsilon^{1/2}}{e^{\beta(\varepsilon - \mu)} - 1} d\varepsilon$$

$$= \frac{V(2m)^{3/2}}{4\pi^2\hbar^3} (k_B T)^{3/2} \Gamma\left(\frac{3}{2}\right) Li_{3/2}(e^{\beta\mu})$$

$$= \frac{V}{8\hbar^3} \left(\frac{2mk_B T}{\pi}\right)^{3/2} Li_{3/2}(e^{\beta\mu}), \tag{58}$$

where we used Eq.(52) to evaluate the integral in line two. As the temperature approaches $T_c$, the chemical potential vanishes $\mu \to 0$, which reduces the polylogarithm function in Eq.(58) to the Riemann zeta function $\zeta\left(\frac{3}{2}\right) \approx 2.612$. This is the regime where the Bose-Einstein condensation starts to occur.

In the same manner we can compute the number of particles in a gas of fermions, contained in a volume $V$, using the FD distribution and Eqs.(48, 49), as

$$N_{FD} = \int_{0}^{\infty} g(\varepsilon) f_{FD}(\varepsilon) d\varepsilon$$

$$= \frac{V(2m)^{3/2}}{4\pi^2\hbar^3} \int_{0}^{\infty} \frac{\varepsilon^{1/2}}{e^{\beta(\varepsilon - \mu)} + 1} d\varepsilon$$

$$= -\frac{V(2m)^{3/2}}{4\pi^2\hbar^3} (k_B T)^{3/2} \Gamma\left(\frac{3}{2}\right) Li_{3/2}(-e^{\beta\mu})$$

$$= -\frac{V}{8\hbar^3} \left(\frac{2mk_B T}{\pi}\right)^{3/2} Li_{3/2}(-e^{\beta\mu}), \tag{59}$$

where we used Eq.(55) to evaluate the integral in line two. The above is an exact solution for a Fermi gas at temperature $T$. In the case, when $T \to 0$, the FD distribution reduces to $f_{FD}(\varepsilon) = 1$ and we would get a finite so-called Fermi energy $E_f$ as an upper limit to the integral. This would represent a degenerate Fermi gas.

**Appendix B**

We take a look at the operator $p_0 = \sqrt{p_0 x_0 p_0}$, where $p_{0x} = -i\hbar \frac{\partial}{\partial x_0}$. Note that $p_0$ is a scalar operator. Explicitly it can be written as

$$p_0 = \sqrt{-\hbar^2 \left(\frac{\partial^2}{\partial x_0^2} + \frac{\partial^2}{\partial y_0^2} + \frac{\partial^2}{\partial z_0^2}\right)} = \sqrt{-\hbar^2 \nabla_0^2} = \hbar \left(-\nabla_0^2\right)^{1/2}. \tag{60}$$

We conveniently write it as the following, where $l$ is a non-zero constant and we have added and subtracted a 1 inside the parenthesis. We will interpret $l$ as a length scale and therefore assume it to be positive. This also ensures that the eigenvalues of $p_0$ are positive.

$$p_0 = \frac{\hbar}{l} \left(1 - l^2 \nabla_0^2 - 1\right)^{1/2}. \tag{61}$$
We see that the above is of the form \((1 + x)^{1/2}\), where \(x = -l^2\nabla_0^2 - 1\), which can be represented as a Taylor series

\[
(1 + x)^{1/2} = \sum_{m=0}^{\infty} c_m x^m. \tag{62}
\]

In the above, the expansion coefficients \(c_m\) correspond to those in the Taylor series of \((1 + x)^{1/2}\). However, we do not need the exact values for the remainder of our proof. Using the above, we can write Eq. (61) as

\[
p_0 = \frac{\hbar}{l} \sum_{m=0}^{\infty} c_m (-l^2\nabla_0^2 - 1)^m. \tag{63}
\]

Next, use the binomial theorem

\[
(a + b)^m = \sum_{p=0}^{m} \binom{m}{p} a^{m-p} b^p,
\]

where \(\binom{m}{p} = \frac{m!}{(m-p)!p!}\) and \(a, b \in \mathbb{R}\) to rewrite Eq. (63) as

\[
p_0 = \frac{\hbar}{l} \sum_{m=0}^{\infty} c_m \sum_{p=0}^{m} \binom{m}{p} (-l^2\nabla_0^2)^{m-p} (-1)^p. \tag{65}
\]

Since the identity operator commutes with every other operator, and in particular \([1, (\nabla_0^2)^r] = 0\), where \(r \in \mathbb{N} \cup \{0\}\), we can rewrite Eq. (65) as

\[
p_0 = \frac{\hbar}{l} \sum_{m=0}^{\infty} c_m \sum_{p=0}^{m} \binom{m}{p} (-1)^p (l^2)^{m-p} (-\nabla_0^2)^{m-p}. \tag{66}
\]

In our analysis we considered eigenfunctions of a three dimensional particle in a box \(|\psi_n\rangle\) with eigenvalues of operator \(-\nabla_0^2\) being

\[
-\nabla_0^2|\psi_n\rangle = k_n^2|\psi_n\rangle. \tag{67}
\]

where \(k_n^2 = k_{nx}^2 + k_{ny}^2 + k_{nz}^2 = \frac{\pi^2}{L^2}(n_x^2 + n_y^2 + n_z^2)\). Therefore, if we take a square of the operator \(-\nabla_0^2\), we get

\[
(-\nabla_0^2)^2|\psi_n\rangle = (-\nabla_0^2)(-\nabla_0^2)|\psi_n\rangle = (-\nabla_0^2)k_n^2|\psi_n\rangle = k_n^2(-\nabla_0^2)|\psi_n\rangle = k_n^2k_n^2|\psi_n\rangle = (k_n^2)^2|\psi_n\rangle. \tag{68}
\]

Similarly, for all other powers \(r \in \mathbb{N} \cup \{0\}\) of the operator \(-\nabla_0^2\), it can be proven by induction, that

\[
(-\nabla_0^2)^r|\psi_n\rangle = (k_n^2)^r|\psi_n\rangle. \tag{69}
\]
Having all necessary information, we can now use the operator in Eq. (66) to compute its eigenvalue on the eigenfunction $|\psi_n\rangle$:

$$p_0|\psi_n\rangle = \hbar \sum_{m=0}^{\infty} c_m \sum_{p=0}^{m} \binom{m}{p} (-1)^p (l^2)^{m-p} (-\nabla_0^2)^{m-p} |\psi_n\rangle$$

$$= \hbar \sum_{m=0}^{\infty} c_m \sum_{p=0}^{m} \binom{m}{p} (-1)^p (l^2)^{m-p} (k_n^2)^{m-p} |\psi_n\rangle$$

$$= \hbar \sum_{m=0}^{\infty} c_m (l^2 k_n^2 - 1)^m |\psi_n\rangle$$

$$= \hbar (k_n^2)^{1/2} |\psi_n\rangle$$

(70)

To compute the eigenvalue of the operator $p_0^3$, we use operators $p_0$ and $p_0^2$ consecutively on the state $|\psi_n\rangle$:

$$p_0^3|\psi_n\rangle = p_0^2(p_0|\psi_n\rangle) = p_0^2\hbar (k_n^2)^{1/2} |\psi_n\rangle = \hbar (k_n^2)^{1/2} p_0^2|\psi_n\rangle$$

$$= \hbar (k_n^2)^{1/2} (-\hbar^2 \nabla^2) |\psi_n\rangle = \hbar (k_n^2)^{1/2} (\hbar^2 k_n^2) |\psi_n\rangle$$

$$= \hbar^3 (k_n^2)^{3/2} |\psi_n\rangle$$

(71)

To our knowledge, this is the first time that the eigenfunctions of the $p_0^3$ operator in three spatial dimensions have been found by this method, thereby providing a simple solution for future research in QG phenomenology involving a linear GUP.

**Appendix C**

The QG corrected density of states is obtained in a similar way as it is obtained without QG corrections. Without QG corrections, in the continuum limit, and for the dispersion relation $\varepsilon(p)$, the number of particles, and by extension the density of states is given by

$$\sum_n \approx \int d^3 n = \frac{V}{(2\pi \hbar)^3} \int_0^\infty d^3 p = \frac{V}{2\pi^2} \int_0^\infty k^2 dk = \int_0^\infty g(\varepsilon) d\varepsilon$$

(72)

where $p = \hbar k$ and $d^3 p = 4\pi p^2 dp$ were used. By using the modified dispersion relations from Eqs. (23), we obtain the QG corrected density of states for non-relativistic and relativistic particles respectively. We modify both $k^2$ and $dk$, by expressing $k$ in terms of the particle energy $\varepsilon$ from Eq. (23) for the non-relativistic case and from Eq. (36) for the relativistic case, in the continuum limit ($k_n \rightarrow k$ and $\epsilon_n \rightarrow \varepsilon$). We considered the linear and quadratic GUP separately for convenience. Considering both contributions simultaneously would make the results change just by a numerical factor of $\mathcal{O}(1)$ in front of the quadratic term.
C.1 Quadratic GUP

For the quadratic QG correction \((\alpha = 0)\), \(k\) is obtained from Eq.(23) by solving a quadratic equation for \(k^2(\varepsilon)\) and the solutions are

\[
k_{1,2}^2 = \begin{cases} 
\frac{1}{10\beta\hbar^2} \left[ -1 \pm \sqrt{1 + 4\beta \varepsilon} \right] , & \text{non-relativistic} \\
\frac{1}{10\beta\hbar^2} \left[ -1 \pm \sqrt{1 + 20\beta \left( \frac{\varepsilon^2 c^2}{c^2 - m^2 c^2} \right)} \right] , & \text{relativistic}
\end{cases}
\]  

Each of the above cases gives rise to 4 solutions. However, we restrict ourselves to \(k_{1,2} \in \mathbb{R}\) and to \(k_{1,2} > 0\), it being the radius of a sphere in \(k\)-space. This reduces the number of solutions to just 1 each.

To obtain the QG corrected measure \(d\kappa\), we calculated the derivatives of Eqs.(23,36) (for \(\alpha = 0\)) with respect to \(k\) and expressed \(d\kappa\) as

\[
d\kappa = \begin{cases} 
\frac{\varepsilon \, d\varepsilon}{\hbar^2 k^3 + 10\beta \hbar^4 c^2 k^3} , & \text{non-relativistic} \\
\frac{\varepsilon \, d\varepsilon}{\hbar^2 c^2 k + 10\beta \hbar^4 c^2 k^3} , & \text{relativistic}
\end{cases}
\]  

To obtain the density of states with quadratic QG corrections, we plug the solution for \(k\) from Eq.(73) in Eq.(74), such that the measure is now completely dependent on \(\varepsilon\). Finally, we substitute both Eqs.(73,74) in Eq.(72) to obtain the QG corrected densities of states in Eqs.(24, 37) for non-relativistic and relativistic particles respectively. Note that a perturbative approach, dropping terms of order equal to or higher than \(\mathcal{O}(\beta^2)\), was necessary to obtain the QG corrected densities of states.

C.2 Linear GUP

We follow a similar procedure as in the previous subsection. For the linear QG correction \((\beta = 0)\), \(k\) is obtained from Eqs.(23,36) by solving cubic equations for \(k(\varepsilon)\), giving rise to 3 solutions for each of the non-relativistic and relativistic cases

\[
k = \begin{cases} 
\frac{1}{6\alpha\hbar}[1 - \cos(\varphi(\alpha)) + \sqrt{3}\sin(\varphi(\alpha))] , \\
\frac{1}{6\alpha\hbar}[1 - \cos(\varphi(\alpha)) - \sqrt{3}\sin(\varphi(\alpha))] , \\
\frac{1}{6\alpha\hbar}[1 + 2\cos(\varphi(\alpha))] ,
\end{cases}
\]  

(75)
where
\[
\varphi(\alpha) = \begin{cases} 
\frac{1}{3} \arctan \left( \frac{6\sqrt{6} \alpha \sqrt{m\varepsilon} \sqrt{1 - 54\alpha^2 m\varepsilon}}{1 - 108\alpha^2 m\varepsilon} \right), & \text{non-relativistic} \\
\frac{1}{3} \arctan \left( \frac{2\sqrt{27} \alpha \sqrt{\frac{n^2}{c^2} - m^2 c^2} \sqrt{1 - 27\alpha^2 \left( \frac{n^2}{c^2} - m^2 c^2 \right)}}{1 - 54\alpha^2 \left( \frac{n^2}{c^2} - m^2 c^2 \right)} \right), & \text{relativistic}
\end{cases}
\]  

(76)

Next, out the the 3 solutions of Eq.(75), only the first is physically relevant, since the second solution is not positive and the third diverges in the limit \(\alpha_0 \to 0\). We are therefore left with only 1 solution for each case.

To obtain the QG corrected measure \(dk\), we calculate the derivatives of Eqs.(23,36) (for \(\beta = 0\)) with respect to \(k\) and express \(dk\) as
\[
dk = \begin{cases} 
\frac{d\varepsilon}{\hbar k} \frac{n^2}{m} - \frac{3\alpha \hbar^2 k^3}{m}, & \text{non-relativistic} \\
\frac{\varepsilon d\varepsilon}{\hbar^2 c^2 k - 3\alpha \hbar^2 c^2 k^3}, & \text{relativistic}
\end{cases}
\]  

(77)

To obtain the density of states with linear QG corrections, we plug the solution for \(k\) from Eq.(76) in Eq.(77) for the measure to be completely dependent on \(\varepsilon\). Finally, we substitute both Eqs.(76,77) in Eq.(72) to obtain the QG corrected densities of states in Eqs.(24, 37) for non-relativistic and relativistic particles respectively. Note that also here a perturbative approach, using Taylor series expansions, dropping terms of quadratic order or higher.

**Appendix D**

For a particle in a box without any QG corrections, we can define the ‘dimensionless energy’ \(\varepsilon^*\) as
\[
\varepsilon^* \equiv n_x^2 + n_y^2 + n_z^2 = \frac{2mL^2 \varepsilon}{\hbar^2 \pi^2}.
\]  

(78)

When we include QG corrections, we need to solve the quadratic equation, from Eq.(29) \((\alpha = 0)\) for \(n^2 \equiv n_x^2 + n_y^2 + n_z^2\)
\[
n^2_{1,2} = \frac{L^2}{10\beta \pi^2 \hbar^2} (-1 \pm \sqrt{1 + 40\beta m\varepsilon}) ,
\]  

(79)

In what follows, we will only consider the + sign, since the right hand side of Eq.(79) is negative (and hence \(n\) imaginary, whereas \(n_x, n_y, n_z \in \mathbb{Z}\) for the solution with the – sign.

Next, to get the dimensionless energy with no QG corrections for a gas of \(N\) such particles, one adds up single particle energies \(\varepsilon_i\) to get
\[
\sum_{i=1}^{3N} n_i^2 = \frac{2mL^2 E}{\hbar^2 \pi^2} \equiv E^* ,
\]  

(80)
where \( E = \varepsilon_1 + \varepsilon_2 + \cdots + \varepsilon_N \) and \( E^* = \varepsilon_1^* + \varepsilon_2^* + \cdots + \varepsilon_N^* \). We follow the same procedure for the QG corrected dimensionless energy, in which we use the Taylor expansion up to second order (\( \sqrt{1 + x} \approx 1 + \frac{1}{2}x - \frac{1}{8}x^2 \)) in Eq. (79), and evaluate the sum in Eq. (80) for \( N \) particles to get

\[
\sum_{r=1}^{3N} n_r^2 = \frac{2mV^{2/3}E}{\hbar^2\pi^2} - \frac{20\beta V^{2/3}m^2E_s^2}{\hbar^2\pi^2} = E^*,
\]

(81)

where \( E = \varepsilon_{n_1} + \varepsilon_{n_2} + \cdots + \varepsilon_{n_N} \), i.e. the sum of energies of all the particles, \( E_s = \varepsilon_{n_1} + \varepsilon_{n_2} + \cdots + \varepsilon_{n_N} \), i.e. the sum of its squares and \( V^{2/3} = L^2 \). \( E_s \) is related to the total energy \( E \) through \( E^2 = E_s^2 + 2E_m^2 = \varepsilon_{n_1}^2 + \varepsilon_{n_2}^2 + \cdots + \varepsilon_{n_N}^2 + 2\varepsilon_{n_1}\varepsilon_{n_2} + 2\varepsilon_{n_1}\varepsilon_{n_3} + \cdots + 2\varepsilon_{n_2}\varepsilon_{n_3} \cdots \), where \( E_m^2 \) is the sum of all mixed terms.

To compute the number of microstates in a \( d \)-dimensional sphere in \( E^* \) space up to some arbitrary energy, we use \( V_d(R) = \frac{4d/3}{\pi^{d/2}} R^d \) and we take \( n^2 \geq 0 \), so we are left with just the upper half of a sphere. Using \( d = 3N \) and \( R = \sqrt{E^*} \), the number of microstates becomes

\[
\Sigma_N(E^*) = \left( \frac{1}{2} \right)^{3N} \left[ \frac{\pi^{3N/2}}{\Gamma(3N/2 + 1)} (E^*)^{3N/2} \right],
\]

(82)

in which we then plug in Eq. (81) to obtain

\[
\Sigma(N, V, E) = \left( \frac{1}{2} \right)^{3N} \left[ \frac{\pi^{3N/2}}{\Gamma(3N/2 + 1)} \left( \frac{2mV^{2/3}E}{\hbar^2\pi^2} - \frac{20\beta V^{2/3}m^2E_s^2}{\hbar^2\pi^2} \right) \right]^{3N/2}.
\]

(83)

The number of microstates in a spherical shell of thickness \( \Delta \) is computed as

\[
\Gamma(N, V, E; \Delta) = \frac{\partial \Sigma(N, V, E)}{\partial E} \Delta
\]

(84)

\[
= \frac{\Delta}{E} \frac{\pi^{3N/2}}{\Gamma(3N/2 + 1)} \frac{V_N^{3N}}{3N^N \hbar^{3N}} \left[ 2mE - 20\beta m^2 (E_s^2 - 2E_m^2) \right]^{3N/2} \left( 1 - 20\beta m \left( E - 2E_m \frac{\partial E_m}{\partial E} \right) \right) \left( 1 - 10\beta m \left( E - 2E_m^2 \frac{\partial E_m}{\partial E} \right) \right).
\]

To get a number of microstates in an energy shell with thickness \( \Delta \), we can use the phase space integral \( \Gamma(N, V, E) = \omega/\omega_0 \), where \( \omega_0 \) is the normalization of the phase space integral, which we want to find with QG corrections and

\[
\omega = \int d^{3N} x \int d^{3N} p = V_N \int_{2m(E - \frac{1}{2}\Delta) \leq \Sigma_{i=1}^{3N} \varepsilon_i^2 \leq 2m(E + \frac{1}{2}\Delta)} \cdots \int d^{3N} y =
\]

\[
= \frac{V_N \Delta}{E} \frac{(2\pi mE)^{3N/2}}{(2N/2 - 1)!} = \Gamma(N, V, E) \omega_0.
\]

(85)

We compare Eq. (84) and Eq. (85) to get

\[
\omega_0 = \frac{(2\pi \hbar)^{3N}}{\left[ 1 - 10\beta m \left( E - 2E_m^2 \frac{\partial E_m}{\partial E} \right) \right]^{3N-1} \left[ 1 - 20\beta m \left( E - 2E_m \frac{\partial E_m}{\partial E} \right) \right]},
\]

(86)
which is valid for any arbitrary number of particles $N$. For the limit, where $N \to \infty$, Eq. (86) reduces to $\omega_0 = (2\pi\hbar)^N$. For BEC we are interested in the case where $N = 1$

$$\omega_0 = \frac{(2\pi\hbar)^3}{1 - 25\beta m \varepsilon},$$

(87)

where $\varepsilon$ is again a single particle energy. It may be noted that the density of states derived using the modified normalization of the phase space integral is identical to that obtained by using the method in Appendix C for quadratic GUP.