Source-free Domain Adaptation for Multi-site and Lifespan Brain Skull Stripping
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Abstract. Skull stripping is a crucial prerequisite step in the analysis of brain magnetic resonance (MR) images. Although many excellent works or tools have been proposed, they suffer from low generalization capability. For instance, the model trained on a dataset with specific imaging parameters (source domain) cannot be well applied to other datasets with different imaging parameters (target domain). Especially, for the lifespan datasets, the model trained on an adult dataset is not applicable to an infant dataset due to the large domain difference. To address this issue, numerous domain adaptation (DA) methods have been proposed to align the extracted features between the source and target domains, requiring concurrent access to the input images of both domains. Unfortunately, it is problematic to share the images due to privacy. In this paper, we design a source-free domain adaptation framework (SDAF) for multi-site and lifespan skull stripping that can accomplish domain adaptation without access to source domain images. Our method only needs to share the source labels as shape dictionaries and the weights trained on the source data, without disclosing private information from source domain subjects. To deal with the domain shift between multi-site lifespan datasets, we take advantage of the brain shape prior which is invariant to imaging parameters and ages. Experiments demonstrate that our framework can significantly outperform the state-of-the-art methods on multi-site lifespan datasets.
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1 Introduction

Skull stripping, the separation of brain tissue from non-brain tissue, is a critical preprocessing step for the characterization of brain MRIs. Plenty of skull stripping methods have been proposed, e.g., morphology-based method: Brain Surface Extractor (BSE) [1], surface-based method: Brain Extraction Tool (BET) [2], and meta-method: Brain MAPS [3]. Compared with traditional skull stripping tools, deep learning has recently been proven more suitable for skull stripping, where 3D U-Net is the most popular backbone [4,5]. However, the high performance of deep learning-based methods requires that the training and testing datasets share a similar data distribution, which is hardly met due to a variety of device manufacturers, magnetic field strength, and acquisition protocols. Moreover, there is also a substantial data distribution difference across lifespan, e.g., the adult and infant brain MRIs in Fig. 1, where the infant’s brain is undergoing myelination and maturation.

Fig. 1. A schematic overview of our proposed source-free domain adaptation framework.

Many efforts have been devoted to addressing the domain shift problem. Among them, the most widely used method is domain adaptation to align the latent feature distributions of the two domains [6,7,8]. Unfortunately, one limitation is that it requires concurrent access to the input images of both the source and target domains. It is well known that, compared with natural images, medical images are difficult to share due to privacy. To effectively enhance the segmentation performance in different domains, we propose a novel source-free domain adaptation method in this work to deal with the absence of concurrent access to the source and target domain images. The main contributions of our method are three-fold: 1) A novel source-free domain adaptation framework is designed, without disclosing the privacy. 2) A shape dictionary based on the
Fourier Descriptors is proposed to fully utilize the anatomical prior knowledge of the brain shape. 3) To better model the overall shape information, we designed a Shape AutoEncoder (SAE) based on Shuffle Transformer.

2 Method

2.1 Overall Architecture:

The overall framework is illustrated in Fig. 1. Specifically, we can arbitrarily take an off-the-shelf model trained on the source domain as the segmentation network, and share the source labels (excluding the privacy information) with the target domain. Fourier Descriptors [9] of the source labels are computed to build a shape dictionary. Then, the target domain image is directly input into the shared model, and Fourier Descriptors of the segmentation results are computed. Through it, we can retrieve a label with the closest shape from the shape dictionary. Finally, the segmentation results together with the retrieved labels serve as inputs into Shape AutoEncoder to further refine the segmentation results.

2.2 Shape Dictionary

To make full use of the anatomy prior knowledge of brain shape, we calculate the corresponding Fourier Descriptors for each subject according to the source labels and store them in the dictionary. Assuming source labels \( L_s = \{l_s^i\}_{i=1}^{L_s^i} \), the constructing process of shape dictionary \( D_s \) is defined as Eq. (1)

\[
D_s = \{d_s^i = F(l_s^i)\}_{i=1}^{L_s^i}
\] (1)

where \( F \) is the Fourier Descriptor for a quantitative representation of closed shapes independent of their starting point, scale, location, and rotation. The whole process of computing Fourier Descriptors consists of three steps: (1) Establish a coordinate system in the upper left corner of the boundary, and the coordinate axis is tangent to the boundary. (2) Take the two axes as real and imaginary numbers respectively, and the coordinates of points \((x_m, y_m)\) on the boundary are expressed in complex numbers \(z(m) = x_m + j y_m\). (3) The discrete Fourier transform (DFT) is applied to the above coordinates to obtain the Fourier Descriptor of the boundary shape, which is defined as \(Z(k)\) in Eq. (2).

\[
Z(k) = \frac{1}{N} \sum_{m=0}^{N-1} z(m)e^{-j2\pi mk/N}, k = 0, 1, 2, \ldots, N - 1
\] (2)

where \(N\) is the amount of the boundary points. Specifically, we choose 10 low-frequency coefficients as the final Fourier Descriptors, which is sufficient to achieve the required accuracy for retrieving [10].
2.3 Shape AutoEncoder (SAE)

The Shape AutoEncoder is designed to further refine the segmentation results based on both segmentation maps from the segmentation network and shape reference from the shape dictionary, with the detailed structure shown in Fig. 2. To better extract global information such as overall shape, Transformer-based methods are good candidates. Nevertheless, most 3D Transformer-based networks face cubic computational complexity. There are two solutions to reduce the computational complexity. The first one, which is represented by ViT [11], is to take a patch with a certain size as an element, but it is in the image level and more suitable for classification tasks. The second one is Swin Transformer [12][13][14], which performs pixel-level operations in a small local window, and gradually obtains global information via deepening the network, but it does not fully utilize Transformer’s global modeling capability. Therefore, we design a novel model so-called Shuffle Transformer to capture global capability with low computational complexity.

**Shuffle Transformer:** Our shuffle Transformer mixes the voxel features regularly, then evenly divides them into non-overlapping groups. Specifically, Shuffle Module takes the feature $X$ as input and outputs shuffled blocks $X^b$ thus it can be formulated through Eq. (3).

$$X^b = \{x_i^b \mid x_i^b = \text{Split}(\text{Shuffle}(\text{Group}(X, i))), x_i^b \in \mathbb{R}^{D_{n_1} \times H_{n_2} \times W_{n_3}} \}_{i=1}^{(n_1 \times n_2 \times n_3)}$$

(3)

where the details of Group, Shuffle, and Split are depicted in Fig. 2. After these operations we obtain a total number of $(n_1 \times n_2 \times n_3)$ shuffled blocks $x^b$, each with a size of $D_{n_1} \times H_{n_2} \times W_{n_3}$. Subsequently, each group is computed by multi-head self-attention. Since our shuffle operation keeps the relative position of each element in the shuffled blocks as the same as the original feature block, our position encoding method is based on relative-distance-aware position encoding [15][16][17]. The query-key-value (QKV) attention [18] in each small block $x^b$ can
be computed by Eq. (4).

\[
\text{Attention}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}} + B)V
\]  

(4)

where \(Q\), \(K\), and \(V\) stand the query, key, and value matrices of dimension \(d_k\) respectively, and \(B\) denotes the position biases matrix.

**Self-supervised Training of Shape AutoEncoder:** As for the training process of SAE, it is based on self-supervision, meaning the supervisory signals are generated by the input, and we use the shared source labels as the training images of SAE. Each image is processed by two kinds of random spatial transformations \((T_1, T_2)\). Assume we have images \(Y = \{y_i\}_{i=1}^\eta\) where \(\eta\) denotes the number of images, thus transformed images are generated via Eq. (5).

\[
\begin{align*}
Y^{T_1} &= \{y_i^{T_1} \mid y_i^{T_1} = T_1(y_i)\}_{i=1}^\eta \\
Y^{T_2} &= \{y_i^{T_2} \mid y_i^{T_2} = T_2(y_i)\}_{i=1}^\eta
\end{align*}
\]  

(5)

To mimic the unreliable segmentation results caused by domain shift, random noises \(RN\) are added to \(T_2\) through placing random false positive and false negative stain to generate \(Y^{T_2\circ RN}\) formulated by Eq. (6).

\[
Y^{T_2\circ RN} = RN(Y^{T_2})
\]  

(6)

Let \(SAE(y_i^{T_1}, y_i^{T_2\circ RN}; \theta)\) be the Shape AutoEncoder, thus refined outputs \(\hat{Y}\) are defined via Eq. (7).

\[
\hat{Y} = SAE(Y^{T_1}, Y^{T_2\circ RN}; \theta)
\]  

(7)

\(\hat{Y}\) and \(\theta\) represent the prediction output and the trainable parameters of SAE respectively, and the self-supervised loss function of the SAE is defined by Eq. (8).

\[
L_{SAE}(\hat{Y}, Y^{T_2}) = -\frac{1}{\eta} \sum_{i=1}^{\eta} (T_2(y_i) \times \ln(SAE(T_1(y_i), RN(T_2(y_i)); \theta)) \\
+ (1 - T_2(y_i)) \times (1 - \ln(SAE(T_1(y_i), RN(T_2(y_i)); \theta))))
\]  

(8)

In this way, it can not only combine segmentation results and shape reference but also denoise and refine the unreliable segmentation results automatically through learning shape prior knowledge from the labels.

### 3 Implementation and Experiments

#### 3.1 Datasets and Evaluation Metrics

We evaluated the proposed method on the publicly available dataset, where the source domain is from Neurofeedback Skull-stripped (NFBS) [19], and the target
domains are from Alzheimer’s Disease Neuroimaging Initiative (ADNI) [20] and Developing Human Connectome Project (dHCP) [21]. Note that subjects from NFDS are young adults from 21 to 45 years old and ADNI are elder adults from 55 and 90 years old, and dHCP are newborns. After resampling and padding, the size of the individual scan is $256 \times 256 \times 256$ and each voxel size is $1 \times 1 \times 1 \text{mm}^3$. We selected 25 subjects from NFBS with manual labels as the training dataset and 10 subjects from ADNI and dHCP as the testing dataset, and 3-fold cross-validation is used. It is worth noting that there is no available publicly manual label of dHCP, thus we only compare the results by visual inspection. Due to the limited GPU memory, a sub-volume of size $64 \times 64 \times 64$ is used as the first stage segmentation network input. In order to better capture the overall shape, the input size of the Shape AutoEncoder is set to $8 \times 256 \times 256$, and the middle layer slice with the size of $256 \times 256$ is used to compute the Fourier Descriptors and retrieve the most similar shape from the dictionary. For all experiments described below, the Average Surface Distance (ASD), the Dice Coefficients (DICE), the sensitivity (SEN) and specificity (SPE) are chosen for evaluation metrics.

3.2 Implementation Details

Our all experiments were based on the PyTorch framework and carried out on 4 Nvidia RTX 2080Ti GPUs. We trained our network from scratch for a total of 10000 iterators, and the parameters were updated by the Adam algorithm (momentum = 0.97, weight decay = $5 \times 10^{-4}$). We adopt a batch size of 4 and set the learning rate as $2 \times 10^{-4}$.

| Method   | Adaptation               | ASD (mm)      | DICE (%)    | SPE (%)     | SEN (%)     |
|----------|--------------------------|---------------|-------------|-------------|-------------|
| 3D U-Net | Train on Source Only     | 11.57±9.83    | 88.30±3.53  | 99.51±0.68  | 82.69±3.10  |
| CycleGAN | Appearance Translation   | 18.96±7.88    | 86.27±2.85  | 98.72±0.51  | 85.19±2.58  |
| EMNet    | Feature Alignment        | 8.67±9.86     | 91.49±2.39  | 99.37±0.49  | 85.32±2.10  |
| Tent     | Minimize Entropy (Source-free) | 7.19±0.24 | 90.52±1.70  | 99.64±0.28  | 85.60±2.18  |
| SDAF (ours) | Shape Prior (Source-free) | 4.63±0.96    | 91.57±1.38  | 99.55±0.15  | 88.09±2.67  |

3.3 Experimental Results on Cross-site Dataset

Our results are presented in Table 1 from which it can be observed that our method achieves better performance than 3D U-Net. Moreover, even without concurrent access to the source and target domain images, our method outperforms the state-of-the-art domain adaptation method, i.e., EMNet. Interestingly, the ASD achieved by other methods was unexpectedly far higher than ours. This may be due to the fact that the training data from the source domain do not have the shoulder part, but the testing data in the target domain do have the shoulder, which is illustrated in Fig. 3. Our method is capable to identify the segmentation result of the shoulder as unreliable results and exclude it from
the brain tissues. We can also notice that the output of CycleGAN mistakenly identifies many non-brain regions as the brain. Consequently, its performance is unexpectedly poorer than those obtained from the source model without domain adaptation.

![Fig. 3. Visualization of segmentation results on ADNI.](image)

### 3.4 Visualization Results on Newborns

We qualitatively compare the segmentation outputs of the proposed SDAF and the 3D U-Net on the newborn. Although the infant shares a similar shape and basic structure with the adult, the infant’s brain develops rapidly throughout the first year of life, resulting in huge appearance differences with the adult. As shown in Fig. 4, 3D U-Net cannot achieve accurate brain tissues with fuzzy brain boundaries, while our method is able to generate smooth and reasonable segmentations.

![Fig. 4. Qualitative comparison of segmentation results on newborn brain MRIs from dHCP.](image)
3.5 Ablation Study

In order to verify the effectiveness of the main components of our proposed SDAF, we conducted the following ablation study: a) implement our SDAF without Shape AutoEncoder, referred to as SDAF w/o SAE. b) implement our SDAF without shape dictionary, that is, only the unrefined segmentation results are input to Shape AutoEncoder, referred to as SDAF w/o SD. c) implement our SDAF without shuffle Transformer, that is, replace the shuffle Transformer block with the basic convolution block, denoted as SDAF w/o ST. Quantitative comparison results of the three variants along with the SDAF are illustrated in Table 2. The proposed SDAF achieves improved performance, especially in terms of important ASD and DICE metrics.

| Method       | ASD (mm)   | DICE (%) | SPE (%) | SEN (%) |
|--------------|------------|----------|---------|---------|
| SDAF w/o SAE | 11.57±9.83 | 88.30±1.53 | 99.51±0.68 | 82.69±1.10 |
| SDAF w/o SD  | 6.86±3.53  | 89.73±1.42 | 99.41±0.13 | 86.04±2.21 |
| SDAF w/o ST  | 6.39±4.24  | 90.62±1.40 | **99.76±0.13** | 84.79±2.66 |
| SDAF (ours)  | 4.63±0.98  | **91.57±1.38** | 99.55±0.15 | **88.09±2.67** |

3.6 Comparison with the Traditional Tools

As skull stripping is typically an initial step of most brain MRI studies, plenty of pipelines/tools were developed previously. To demonstrate the advantage of the proposed framework, we further make comparisons with BET, one of the most widely used tools. As illustrated in Fig. 5, we can observe that BET always under-segments the brain tissues from the infant dataset, while our method can achieve reasonable results. Furthermore, we also apply our framework to refine the unreasonable segmentation by BET through our Shape AutoEncoder, and we find the BET results are improved by visual inspection, indicating that our method has a wide application.

![Fig. 5. Qualitative results of comparison and combination between traditional tool BET and our method on dHCP.](image)
4 Conclusion

In summary, we presented a source-free domain adaptation method and successfully applied it to the skull stripping task on multi-site lifespan datasets without the need for any annotations on the target domain or concurrent access to the input images of both the source and target domains. Our method consists of a segmentation network, a shape dictionary, and a Shape AutoEncoder. With the assistance of the shape dictionary, the Shape AutoEncoder makes full use of the anatomical prior knowledge to refine the unreliable segmentation results on the target domain. Experimental results demonstrated that the proposed method achieves better performance than the state-of-the-art unsupervised domain adaptation methods, and the proposed Shape AutoEncoder can further enhance traditional skull stripping tools.
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