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Abstract

Federated learning usually employs a server-client architecture where an orchestrator iteratively aggregates model updates from remote clients and pushes them back a refined model. This approach may be inefficient in cross-silo settings, as close-by data silos with high-speed access links may exchange information faster than with the orchestrator, and the orchestrator may become a communication bottleneck. In this paper we define the problem of topology design for cross-silo federated learning using the theory of max-plus linear systems to compute the system throughput—number of communication rounds per time unit. We also propose practical algorithms that, under the knowledge of measurable network characteristics, find a topology with the largest throughput or with provable throughput guarantees. In realistic Internet networks with 10 Gbps access links at silos, our algorithms speed up training by a factor 9 and 1.5 in comparison to the server-client architecture and to state-of-the-art MATCHA, respectively. Speedups are even larger with slower access links.

1 Introduction

Federated learning (FL) “involves training statistical models over remote devices or siloed data centers, such as mobile phones or hospitals, while keeping data localized” [56] because of privacy concerns or limited communication resources. The definition implicitly distinguishes two different settings [41]: the cross-device scenario including a large number (millions or even more) of unreliable mobile/edge devices with limited computing capabilities and slow Internet connections, and the cross-silo scenario with at most a few hundreds of reliable data silos with powerful computing resources and high-speed access links. While the first FL papers [72, 51] emphasized the cross-device setting, the cross-silo scenario has become popular for distributed training among banks [107], hospitals [19, 93, 69], pharmaceutical labs [67], and manufacturers [74].

In federated learning, clients (e.g., mobile devices or whole organizations) usually train the model through an iterative procedure under the supervision of a central orchestrator, which, for example, decides to launch the training process and coordinates training advances. Often—e.g., in FedAvg [72], SCAFFOLD [45], and FedProx [57]—the orchestrator directly participates to the training, by aggregating clients’ updates, generating a new model, and pushing it back to the clients. Hence, clients only communicate with a potentially far-away (e.g., in another continent) orchestrator and do not...
exploit communication opportunities with close-by clients. This choice is justified in the cross-device setting, where inter-device communication is unreliable (devices may drop-out from training at any time) and slow (a message needs to traverse two slow access links). But in the cross-silo setting, data silos (e.g., data centers) are almost always available, enjoy high-speed connectivity comparable to the orchestrator’s one, and may exchange information faster with some other silos than with the orchestrator. An orchestrator-centered communication topology is then potentially inefficient, because it ignores fast inter-silo communication opportunities and makes the orchestrator a candidate for congestion. A current trend \cite{104, 18, 100, 95, 7, 49, 53} is then to replace communication with the orchestrator by peer-to-peer communications between individual silos, which perform local partial aggregations of model updates. We also consider this scenario and study how to design the communication topology.

The communication topology has two contrasting effects on training duration. First, a more connected topology leads to faster convergence in terms of iterations or communication rounds, as quantified by classic worst-case convergence bounds in terms of the spectral properties of the topology \cite{75, 24, 89, 90, 103, 40}. Second, a more connected topology increases the duration of a communication round (e.g., it may cause network congestion), motivating the use of degree-bounded topologies where every client sends and receives a small number of messages at each round \cite{5, 61}. Recent experimental and theoretical work suggests that, in practice, the first effect has been over-estimated by classic worst-case convergence bounds. Reference \cite{79} partially explains the phenomenon and overviews theoretical results proving asymptotic topology-independence \cite{61, 81, 5}. Sector 6.3 extends some of the conclusions in \cite{79} to dynamic topologies and multiple local updates. Experimental evidence on image classification tasks (\cite{79, Fig. 2}, \cite{66, Fig. 20}, \cite{61, Fig. 3}) and natural language processing tasks (\cite{61, Figs. 13-16}) confirms this finding. Motivated by these observations, this paper focuses on the effect of topology on the duration of communication rounds.

Only a few studies have designed topologies taking into account the duration of a communication round. Under the simplistic assumption that the communication time is proportional to node degree, MATCHA \cite{104} decomposes the set of possible communications into matchings (disjoint pairs of clients) and, at each communication round, randomly selects some matchings and allows their pairs to transmit. MATCHA chooses the matchings’ selection probabilities in order to optimize the algebraic connectivity of the expected topology. Reference \cite{78} studies how to select the degree of a regular topology when the duration of a communication round is determined by stragglers \cite{44, 55}. Apart from these corner cases, “how to design a [decentralized] model averaging policy that achieves the fastest convergence remains an open problem” \cite{41}.

Our paper addresses this open problem. It uses the theory of linear systems in the max-plus algebra \cite{6} to design cross-silo FL topologies that minimize the duration of communication rounds, or equivalently maximize the system throughput, i.e., the number of completed rounds per time unit. The theory holds for synchronous systems and has been successfully applied in other fields (e.g., manufacturing \cite{16}, communication networks \cite{54}, biology \cite{12}, railway systems \cite{31}, and road networks \cite{25}). Synchronous optimization algorithms are often preferred for federated learning \cite{9}, because they enjoy stronger convergence guarantees than their asynchronous counterparts and can be easily combined with cryptographic secure aggregation protocols \cite{8}, differential privacy techniques \cite{1}, and model and update compression \cite{111, 101, 88, 13}.

To the best of our knowledge, this paper is the first work to take explicitly in consideration all delay components contributing to the total training time including computation times, link latencies, transmission times, and queueing delays. It complements the topology design approaches listed above that only account for congestion at access links \cite{104} and straggler effect \cite{78}.

The algorithms we propose (Sect. 3) are either optimal or enjoy guaranteed approximation factors. Numerical results in Sect. 4 show significant training speed-up in realistic network settings; the slower the access links, the larger the speedups.
2 Problem Formulation

2.1 Machine Learning Training

We consider a network of $N$ siloed data centers who collaboratively train a global machine learning model, solving the following optimization problem:

$$\min_{\mathbf{w} \in \mathbb{R}^d} \sum_{i=1}^{N} p_i \mathbb{E}_{\xi_i} [f_i(\mathbf{w}, \xi_i)],$$

(1)

where $f_i(\mathbf{w}, \xi_i)$ is the loss of model $\mathbf{w}$ at a sample $\xi_i$ drawn from data distribution at silo $i$ and the coefficient $p_i > 0$ specifies the relative importance of each silo, with two natural settings being $p_i$ equal to 1 or to the size of silo $i$’s local dataset [56]. In the rest of the paper we consider $p_i = 1$, but our analysis is not affected by the choice of $p_i$.

In order to solve Problem (1) in an FL scenario, silos do not share the local datasets, but periodically transmit model updates, and different distributed algorithms have been proposed [57, 72, 58, 45, 104, 52, 103]. In this paper we consider as archetype the decentralized periodic averaging stochastic gradient descent (DPASGD) [103], where silos are represented as vertices of a communication graph that we call overlay. Each silo $i$ maintains a local model $\mathbf{w}_i$ and performs $s$ mini-batch gradient updates before sending its model to a subset of silos $\mathcal{N}_{i}^-$ (its out-neighbours in the overlay). It then aggregates its model with those received by a (potentially different) set of silos $\mathcal{N}_{i}^+$ (its in-neighbours).

Formally, the algorithm is described by the following equations:

$$\mathbf{w}_i(k+1) = \begin{cases} \sum_{j \in \mathcal{N}_{i}^+ \cup \{i\}} A_{i,j} \mathbf{w}_j(k), & \text{if } k \equiv 0 \pmod{s+1}, \\ \mathbf{w}_i(k) - \alpha_k \frac{1}{m} \sum_{h=1}^{m} \nabla f_i(\mathbf{w}_i(k), \xi_{i}^{(h)}(k)) , & \text{otherwise}. \end{cases}$$

(2)

where $m$ is the batch size, $\alpha_k > 0$ is a potentially varying learning rate, and $A \in \mathbb{R}^{N \times N}$ is a matrix of non-negative weights, referred to as the consensus matrix. For particular choices of the matrix $A$ and the number of local updates $s$, DPASGD reduces to other schemes previously proposed [61, 58, 110], including FedAvg [72], where the orchestrator just performs the averaging step (this corresponds to its local loss function $f_i(.)$ being a constant). Convergence of (2) was proved in [103].

In this paper we study how to design the overlay in order to minimize the training time. While we consider DPASGD, our results are applicable to any synchronous iterative algorithm where each silo alternates a local computation phase and a communication phase during which it needs to receive inputs from a given subset of silos before moving to the next computation phase. This includes the distributed algorithms already cited, as well as push-sum training schemes [5, 91, 87, 76, 23, 98, 109] and in general the black-box optimization procedures as defined in [90].

2.2 Underlay, Connectivity graph, and Overlay

FL silos are connected by a communication infrastructure (e.g., the Internet or some private network), which we call underlay. The underlay can be represented as a directed graph (digraph) $G_u = (\mathcal{V} \cup \mathcal{V}', E_u)$, where $\mathcal{V}$ denotes the set of silos, $\mathcal{V}'$ the set of other nodes (e.g., routers) in the network, and $E_u$ the set of communication links. For simplicity, we consider that each silo $i \in \mathcal{V}$ is connected to the rest of the network through a single link $(i, i')$, where $i' \in \mathcal{V}'$, with uplink capacity $C_{UP}(i)$ and downlink capacity $C_{DN}(i)$. The example in Fig. 1 illustrates the underlay and the other concepts we are going to define.

Figure 1: Examples for underlay, connectivity graph, and overlay, with routers (blue nodes), silos (red nodes), underlay links (solid black lines), and information exchanges (dashed lines).
We call the time interval between \( t_{i}(k) \) and \( t_{i}(k + 1) \) a cycle. The average cycle time for silo \( i \) is defined as \( \tau_{i} = \lim_{k \to \infty} t_{i}(k)/k \). The cycle time 1) does not depend on the specific silo (i.e., \( \tau_{i} = \tau_{j} \)) \[6\text{ Sect. 7.3.4], and 2) can be computed directly from the graph \( G_{o} \) \[6\ Thm. 3.23]. In fact:

\[
\tau(G_{o}) = \max_{\gamma} \frac{d_{o}(\gamma)}{|\gamma|},
\]

where \( \gamma \) is a generic circuit, i.e., a path \( (i_{1}, \ldots, i_{p} = i_{1}) \) where the initial node and the final node coincide, \( |\gamma| = p \) is the length of the circuit, and \( d_{o}(\gamma) = \sum_{k=1}^{p-1} d_{o}(i_{k}, i_{k+1}) \) is the sum of delays

\footnote{The available bandwidth of a path is the maximum rate that the path can provide to a flow, taking into account the rest of the traffic \[15][39]; it is then smaller than the minimum link capacity of the path.}
When building an undirected overlay, we can restrict ourselves to consider trees as solutions of \( M(G) \) we progressively build a tree using the links in (Lemma \( E.1 \)). In fact, additional links can only increase the number of circuits and then increase the cycle time. This construction corresponds to finding a minimum weight spanning tree (MST) in an opportune undirected version of \( G_c \). The cycle time is a key performance metric for the system because the difference in the throughput is bounded for all \( k \geq 0 \) so that, for large enough \( k \), \( t_k(k) \approx \tau(G_o) \times k \). In particular, the inverse of the cycle time is the throughput of the system, i.e., the number of communication rounds per time unit. An overlay with minimal cycle time minimizes the time required for a given number of communication rounds. This observation leads to our optimization problem.

### 2.4 Optimization Problem

Given a connectivity graph \( G_c \), we want the overlay \( G_o \) to be a strong digraph (i.e., a strongly connected directed graph) with minimal cycle time. Formally, we define the following *Minimal Cycle Time* problem:

**Minimal Cycle Time (MCT)**

**Input:** A strong digraph \( G_c \) = \((V, \mathcal{E}_c), \{C_UP(i), C_DN(j), l(i,j), A(i',j'), T_c(i), \forall (i, j) \in \mathcal{E}_c\} \).

**Output:** A strong spanning subdigraph of \( G_c \) with minimal cycle time.

Note that the input does not include detailed information about the underlay \( G_o \), but only information available or measurable at the silos (see Sect. \( 2.2 \)). To the best of our knowledge, our paper is the first effort to study MCT. The closest problem considered in the literature is, for a given overlay, to select \( G_o \) with minimal cycle time.

### 3 Theoretical Results and Algorithms

In this section we present complexity results for MCT and algorithms to design the optimal topology in different settings. Table 1 lists these algorithms, their time-complexity, and their guarantees. We note that in some cases we adapt known algorithms to solve MCT. All proofs and auxiliary lemmas are in Appendix \[F\].

#### 3.1 Edge-capacitated networks

Remember that we call a network edge-capacitated if access links delays can be neglected, as it is for example the case whenever \( \frac{1}{\text{delay}} \times \min \{C_UP(i), C_DN(j)\} \geq A(i',j') \) for each \((i,j) \in \mathcal{E}_c\). In this setting (5) becomes

\[
d_o(i,j) = s \times T_c(i) + l(i,j) + \frac{M}{A(i',j')},
\]

and then the delay between two silos does not depend on the selected overlay \( G_o \).

FL algorithms often use an undirected overlay with symmetric communications, i.e., \((i,j) \in \mathcal{E}_o \Rightarrow (j,i) \in \mathcal{E}_o\). This is the case of centralized schemes, like FedAvg, but is also common for other consensus-based optimization schemes where the consensus matrix \( A \) is required to be doubly-stochastic [77, 87, 103]—a condition simpler to achieve when \( G_o \) is undirected.

When building an undirected overlay, we can restrict ourselves to consider trees as solutions of MCT (Lemma \( E.1 \)). In fact, additional links can only increase the number of circuits and then increase the cycle time (see [5]). Moreover, we can prove that the overlay has simple critical circuits of the form \( \gamma = (i,j,i) \), for which \( d_o(\gamma) / |\gamma| = (d_o(i,j) + d_o(j,i)) / 2 \) (Lemma \( E.2 \)). Intuitively, if we progressively build a tree using the links in \( G_c \) with the smallest average of delays in the two directions, we obtain the overlay with minimal cycle time. This construction corresponds to finding a minimum weight spanning tree (MST) in an opportune undirected version of \( G_c \).
Proposition 3.1. Consider an undirected weighted graph $G^u_c = (\mathcal{V}, \mathcal{E}_c^u)$, where $(i, j) \in \mathcal{E}_c^u$ if $(i, j) \in \mathcal{E}_c$ and $(j, i) \in \mathcal{E}_c$ and where $(i, j) \in \mathcal{E}_c^u$ has weight $d_c^u(i, j) = (d_o(i, j) + d_o(j, i))/2$. A minimum weight spanning tree of $G^u_c$ is a solution of MCT when $G_c$ is edge-capacitated and $G_o$ is required to be undirected.

Prim’s algorithm is an efficient algorithm to find an MST with complexity $O(|\mathcal{E}_c| + |\mathcal{V}| \log |\mathcal{V}|)$ and then suited for the usual cross-silo scenarios with at most a few hundred nodes.

We have pointed out a simple algorithm when the overlay is undirected, but directed overlays can have arbitrarily shorter cycle times than undirected ones even in simple settings where all links in the underlay are bidirectional with identical delays in the two directions (see Appendix C). Unfortunately, computing optimal directed overlays is NP-hard:

Proposition 3.2. MCT is NP-hard even when $G_c$ is a complete Euclidean edge-capacitated graph.

We call a connectivity graph $G_c$ Euclidean if its delays $d_c(i, j) \triangleq s \times T_c(i) + l(i, j) + M/A(i', j')$ are symmetric ($d_c(i, j) = d_c(j, i)$, $\forall i, j \in \mathcal{V}$) and satisfy the triangle inequality ($d_c(i, j) \leq d_c(i, k) + d_c(k, j)$, $\forall i, j, k \in \mathcal{V}$). These assumptions are roughly satisfied for geographically distant computing clusters with similar computation times, as the delay to transmit a message between two silos is roughly an affine function of the geodesic distance between them. Under this condition MCT can be approximated:

Proposition 3.3. Christofides’ algorithm is a 3N-approximation algorithm for MCT when $G_c$ is edge-capacitated and Euclidean.

The result follows from Christofides’ algorithm being a 1.5-approximation algorithm for the Travelling Salesman Problem, and our proof shows that a solution of the Travelling Salesman Problem is $\text{CT}_c$ when $G_c$ is node-capacitated and Euclidean.

3.2 Node-capacitated networks

When silos do not enjoy high-speed connectivity, congestion at access links can become the dominant contribution to network delays, especially when one silo communicates with many others. Intuitively, in this setting, good overlays will exhibit small degrees.

If $G_o$ is required to be undirected, MCT can be reduced from the problem of finding the minimum bottleneck spanning tree with bounded degree $\delta > 1$ ($\delta$-MBST for short) which is NP-hard.

Proposition 3.4. In node-capacitated networks MCT is NP-hard even when the overlay is required to be undirected.

We propose Algorithm (see Appendix D), which combines existing approximation algorithms for $\delta$-MBST on a particular graph built from $G_c$.

Proposition 3.5. Algorithm is a 6-approximation algorithm for MCT when $G_c$ is node-capacitated and Euclidean with $C_{\text{UP}}(i) \leq \min \left(\frac{C_{\text{up}}(i)}{N}, A(i', j')\right)$, $\forall (i, j) \in \mathcal{E}_c$, and $G_o$ is required to be undirected.

Finding directed overlays is obviously an NP-hard problem also for node-capacitated networks. Christofides’ algorithm holds its approximation factor also in this more general case:

Proposition 3.6. Christofides’ algorithm is a 3N-approximation algorithm for MCT when $G_c$ is node-capacitated and Euclidean.

4 Numerical Experiments

We adapted PyTorch with the MPI backend to run DPASGD (see Appendix E) on a GPU cluster. We also developed a separate network simulator that takes as input an arbitrary underlay topology described in the Graph Modelling Language and silos’ computation times and calculates the time instants at which local models $\omega_i(k)$ are computed according to (Appendix F). While

---

\footnote{A $\delta$-MBST is a spanning tree with degree at most $\delta$ in which the largest edge delay is as small as possible.}
We evaluated our solutions on three standard federated datasets from LEAF [14] and on iNaturalist
(3) built from the geographical locations of AWS data centers [38, 96] (Table 3). These topologies have
between 11 and 87 nodes located in the same continent with the exception of Gaia, which spans four
continents. We considered that each node is connected to a geographically close silo by a symmetric
access link. See Appendixes [G] and [H] for a detailed description of the experiments and additional
results.

We evaluated our solutions on three standard federated datasets from LEAF [14] and on iNaturalist
dataset [99] with geolocalized images from over 8,000 different species of plants and animals (Table 2).
For LEAF datasets, we generated non-iid data distributions following the procedure in [57]. For
iNaturalist we assigned half of the images uniformly at random and half to the closest silo
obtaining local datasets different in size and in the species represented (Appendix G).

Table 3 shows the effect of 6 different overlays when training ResNet-18 over iNaturalist in networks
with capacities equal to 1 Gbps and 10 Gbps for core links and access links, respectively. These
overlays are (1) the STAR, corresponding to the usual server-client setting, where the orchestrator
(located at the node with the highest load centrality [11]) averages all models at each communication
round, (2) a dynamic topology built from MATCHA starting from the connectivity graph, (3) one
built starting from the underlay and denoted as MATCHA + (in both cases MATCHA’s parameter Cb
equals 0.5 as in experiments in [104]), (4) the minimum spanning tree (MST) from Prop. 3.1, (5) the
δ-minimum bottleneck tree (δ-MBST) from Prop. 3.5, and (6) the directed RING from Prop. 3.6. In
this particular setting, δ-MBST selects the same overlay as MST. The consensus matrix A is selected
according to the local-degree rule [62].

The overlays found by our algorithms achieve a higher throughput (smaller cycle time) than the STAR
(the server-client architecture) and, in most cases, than state-of-the-art MATCHA +. In particular,
the RING is between 3.3 ($\approx 391/118$ on Gaia) and 9.4 ($\approx 902/95$ on Ebone) times faster than the STAR and between 1.5 and 6 times faster than MATCHA. MATCHA$^+$ relies on the knowledge of the underlay—probably an unrealistic assumption in an Internet setting—while our algorithms only require information about the connectivity graph. Still, the RING is also faster than MATCHA$^+$ but on Géant network (where MST is the fastest overlay). From now on, we show only the results for MATCHA$^+$, as it outperforms MATCHA.

The final training time is the product of the cycle time and the number of communication rounds required to converge. The overlay also influences the number of communication rounds, with sparser overlays demanding more rounds \cite{75, 24}. The last two columns in Table 3 show that this is a second order effect: the RING requires at most 20\% more communication rounds than the STAR and then maintains almost the same relative performance in terms of the training time\cite{77}. These results (and those in Fig. 2) confirm that the number of communication rounds to converge is weakly sensitive to the topology (as already observed in \cite{61, 60, 49, 66} and partially explained in \cite{86, 5, 79}). The conclusion is that overlays should indeed be designed for throughput improvement rather than to optimize their spectral properties: the topologies selected by our algorithms achieve faster training time than the STAR, which has optimal spectral properties, and MATCHA/MATCHA$^+$, which optimize spectral properties given a communication budget.

The same qualitative results hold for other datasets and Fig. 2 shows the training loss versus the number of communication rounds (top row) and versus time (bottom row) when training on AWS North America with 100 times slower access links. Other metrics for model evaluation (e.g., training/test accuracy) are shown in Appendix H.2. The advantage of designing the topology on the basis of the underlay characteristics is evident also in this setting.

Figure 3 illustrates the effect of access link speeds on the cycle time and the training time. When all silos have the same access link capacity (Fig. 3a), for capacity values smaller than 6 Gbps, the RING has the largest throughput followed by $\delta$-MBST, MST and MATCHA$^+$ almost paired, and finally the STAR. The advantage of topologies with small nodes' degrees (like $\delta$-MBST and the RING) is somehow expected in the slow access link regime, as access link delays become the dominant term in (3). In particular, Eq. (5) and some simple calculations in Appendix B show that, with $N$ silos, the RING is up to $2N$ (=80 for Géant) times faster than the STAR and $C_b \times \max(degree(G_u))$ (= 5 for Géant) times faster then MATCHA$^+$ for slow access links as confirmed in Fig. 3a (left plot). What is less expected (but aligned with our observations above about the importance to design overlays for throughput improvement) is that RING’s throughput speedups lead to almost as large training

\footnote{Training time is evaluated as the time to reach a training accuracy equal to 65\%, 55\%, 55\%, 50\% and 50\% for Gaia, AWS North America, Géant, Exodus, and Ebone networks, respectively. Note that data distribution is different in each network, so that a different global model is learned when solving Problem \cite{1} (see explanations in Appendix H.5).}
time speedups, even larger than those in Table 3, e.g., 72x in comparison to the STAR and 5.6x in comparison to MATCHA+ for 100 Mbps access link capacities.

When the most central node (which is also the center of the STAR) maintains a fixed capacity value equal to 10 Gbps (Fig. 3b), the STAR performs better, but still is twice slower than the RING and only as fast as $\delta$-MBST. This result may appear surprising at first, but it is another consequence of Eq. (5) discussed in Appendix B. Again the relative performance of different overlays in terms of throughput is essentially maintained when looking at the final training time, with differences across topologies emerging only for those with very close throughputs, i.e., MST and MATCHA+, and STAR and $\delta$-MBST in the heterogeneous setting of Fig. 3b.

When local computation requires less time than transmission of model updates, the silo may perform $s$ local computation steps before a communication round. As $s$ increases, the total computation time ($s \times T_c(i)$) becomes dominant in (3) and the throughput of different overlays become more and more similar (Fig. 4). Too many local steps may degrade the quality of the final model, and how to tune $s$ is still an open research area [106, 105, 102, 64, 108, 50]. Our next research goal is to study this aspect in conjunction with topology design. Intuitively, a faster overlay reduces the number of local steps needed to amortize the communication cost and may lead to better models given the available time budget for training.

5 Conclusions

We used the theory of max-plus linear systems to propose topology design algorithms that can significantly speed-up federated learning training by maximizing the system throughput. Our results show that this approach is more promising than targeting topologies with the best spectral properties, as MATCHA(+) does. In future work, we will explore how to further speed-up training, e.g., by enriching the topologies found by our algorithms with additional links that improve connectivity without decreasing the throughput, and by carefully optimizing the weights of the consensus matrix.

---

In Appendix H.1 we show tables similar to Table 3 for different values of $s$. 

---

Figure 3: Effect of access link capacities on the cycle time and the training time when training iNaturalist on Géant network. 1 Gbps core links capacities, $s = 1$. (3a): All access links have the same capacity. (3b): One node (the center of the star) has a fixed 10 Gbps access link capacity. The training time is the time when training accuracy reaches 55%.

Figure 4: Throughput speedup in comparison to the STAR, when training iNaturalist over Exodus network. All links with 1 Gbps capacity.
6 Broader Impact

We have proposed topology design algorithms that can significantly speed-up federated learning in a cross-silo setting. Improving the efficiency of federated learning can foster its adoption, allowing different entities to share datasets that otherwise would not be available for training.

Federated learning is intended to protect data privacy, as the data is not collected at a single point. At the same time a federated learning system, as any Internet-scale distributed system, may be more vulnerable to different attacks aiming to jeopardize training or to infer some characteristics of the local dataset by looking at the different messages [26, 92]. Encryption [10, 80, 8] and differential privacy [1] techniques may help preventing such attacks.

Federated learning is less efficient than training in a highly-optimized computing cluster. It may in particular increase energy training costs, due to a more discontinuous usage of local computing resources and the additional cost of transmitting messages over long distance links. To the best of our knowledge, energetic considerations for federated learning have not been adequately explored, but for a few papers considering FL for mobile devices [42, 97].
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A Graph Theory

We now list concepts of graph theory which will be used later on.

- **Predecessor, successor, neighbour:** If in a graph \((i, j) \in \mathcal{E}\), then \(i\) is called a predecessor of \(j\), \(j\) is called a successor of \(i\) and \(j\), resp. \(i\) is called a neighbour of \(i\), resp. \(j\). The set of predecessors of \(j\) is indicated by \(\pi(j)\) (or \(N_j^+\)), the set of all successors of \(i\) is denoted \(\sigma(i)\) (or \(N_i^-\)) and the set of neighbours of \(i\) is denoted \(N_i\). Note that in the case of undirected graphs, \(N_i = \pi(i) = \sigma(i)\).

- **Path, circuit:** A path is a sequence of nodes \((i_1, \ldots, i_p)\), \(p > 1\), such that \(i_j \in \pi(i_{j+1}), j = 1, \ldots, p - 1\). An elementary path is a path where no node appears more than once. When the initial node and the final node coincide, we call the path a circuit. A circuit \(C = (i_1, \ldots, i_p = i_1)\) is an elementary circuit if the path \((i_1, \ldots, i_{p-1})\) is elementary, an elementary circuit is sometimes referred to as a cycle. If a cycle spans all vertices of the graph it is called a *Hamiltonian cycle*. The length of circuit \(C = (i_1, \ldots, i_p)\) is the number of the arcs of which it is composed, i.e., \(|C| = p\), and its weight is the sum of the weights of its arcs, i.e., \(d(C) = \sum_{k=1}^{p-1} d(i_k, i_{k+1})\).

- **Subgraph, spanning subgraph:** Given a graph \(G = (\mathcal{V}, \mathcal{E})\), a graph \(G' = (\mathcal{V}', \mathcal{E}')\) is said to be a subgraph of \(G\) if \(\mathcal{V}' \subset \mathcal{V}\) and \(\mathcal{E}' \subset \mathcal{E}\). \(G'\) is said to be a spanning subgraph if \(\mathcal{V}' = \mathcal{V}\).

- **Strongly connected graph:** A digraph is said to be *strongly connected* or *strong* if for any two different nodes \(i\) and \(j\) in \(\mathcal{V}\) there exists a path from \(i\) to \(j\).

- **Optimal tour:** In a Hamiltonian graph (i.e., a graph having a Hamiltonian cycle) a Hamiltonian cycle with minimum weight is called an *optimal tour*. Finding the optimal tour in a complete graph is a well known problem and is referred to as the Traveling Salesman Problem (TSP), see for example [4].

- **Tree, acyclic graph, and Minimum Spanning Tree (MST):** A tree, or equivalently a connected acyclic undirected graph, is an undirected graph in which any two vertices are connected by exactly one path. An acyclic graph \(T\) is said to be a spanning tree of an undirected graph \(G\) if \(T\) is a connected spanning subgraph of \(G\). \(T\) is said to be an MST of \(G\) if it has minimal weight (the weight of a tree is the sum of the weights of all its edges) among all spanning trees of \(G\).

- **Cut, cut-set, and cut property:** A *cut* is a partition of the vertices of a graph into two disjoint subsets. For a cut \(c\), the cut-set is the set of edges connecting two nodes from the two disjoint subsets. In a tree, deleting an edge, induces a partition of the set of vertices. For any cut \(c\) of the graph, if the weight of an edge \(e\) in the cut-set of \(c\) is strictly smaller than the weights of all other edges of the cut-set of \(c\), then this edge belongs to all MSTs of the graph.
B On STAR and MATCHA\(^{(+)\}}\) Cycle Times

For a graph \(G\), let \(\text{degree}(i, G)\) denote the degree node \(i\) in \(G\) and \(\max(\text{degree}(G))\) denote the maximum degree of the nodes in \(G\). We show that, with \(N\) silos, the RING is up to \(2N\) times faster than the STAR and approximately \(C_b \times \max(\text{degree}(G_u))\) times faster than MATCHA\(^{(+)\}}\) for slow homogeneous access links as shown also in Fig. 3a.

Since access links are homogeneous, i.e., \(C_{\text{UP}}(i) = C_{\text{DN}}(j) = C_{\text{UP}}(j) = C_{\text{DN}}(i) = C, \forall i, j \in V\), and slow access links determine the delays, i.e., \(C_{\text{UP}}(i) \ll A(i', j')\) and \(s \times T_c(i) + t(i, j) \ll \frac{M}{A(i,j)}\), according to (3), we have:

\[
d_o(i, j) = \max(|N_i^-, |N_j^+|) \times \frac{M}{C}.
\]

Then, the cycle time of the RING can be obtained from (5):

\[
\tau_{\text{RING}} = \sum_{i=1}^{N} d_o(i, i + 1) = \frac{M}{C} \times N = \frac{M}{C}.
\]

Remember that a cycle is the time interval between two consecutive computations at a given silo. For the STAR, it corresponds to the time interval between when the central node sends the new aggregate model to all silos and when it receives all updated local models. Therefore, we have:

\[
\tau_{\text{STAR}} = \frac{M}{C} \times N + \frac{M}{C} \times N = 2N \times \frac{M}{C}.
\]

For MATCHA\(^{(+)\}}\), at each communication round, we select a random subgraph \(G\). Let \(\text{degree}(i, G)\) denote the degree of silo \(i\) in \(G\). If \(G\) is drawn, the duration of the communication round is \(M/C \times \max(\text{degree}(G))\). The cycle time is then

\[
\tau_{\text{MATCHA}^+} = \frac{M}{C} \mathbb{E}_G [\max \text{degree}(G)].
\]

Let \(j\) be the silo such that \(j'\) has the largest degree in \(G_u\). MATCHA\(^{(+)\}}\) uses \(\max(\text{degree}(G_u)) + 1\) matchings. The edges of \(j\) belong to different matchings. As MATCHA\(^{(+)\}}\) activates at any communication round a fraction \(C_b\) of all matchings, the average degree of node \(j\) is \(\mathbb{E}_G [\text{degree}(j, G)] \approx C_b \times \text{degree}(j, G_u) = C_b \times \max(\text{degree}(G_u))\). Then

\[
\tau_{\text{MATCHA}^+} \geq \frac{M}{C} \times C_b \times \max(\text{degree}(G_u)).
\]
C Directed Overlays may be Faster than Undirected Overlays

We provide two examples where the underlay network is undirected and still a directed overlay can have shorter cycle time than directed overlays. Examples are in Fig. 5 where numbers associated to links are the corresponding delays (in the two directions).

The network in Fig. 5a has only three nodes, \( V = \{1, 2, 3\} \). We have \( d_c(1, 2) = d_c(2, 1) = 1 \), \( d_c(2, 3) = d_c(3, 2) = 3 \), and \( d_c(1, 3) = d_c(3, 1) = 4 \). The fastest undirected overlay is \( G_o^{(u)} = (V, \{(1, 2), (2, 3)\}) \). Consider the directed ring \( G_o = (V, \{(1, 2), (2, 3), (3, 1)\}) \). We have:

\[
\tau(G_o^{(u)}) = \max \left( \frac{1+1}{2}, \frac{3+3}{2}, \frac{1+3+1+3}{4} \right) = 3, \quad (7)
\]

\[
\tau(G_o) = \frac{1+3+(3+1)}{3} = \frac{8}{3} < 3. \quad (8)
\]

The network in Fig. 5b shows that a directed ring can be arbitrarily faster than an undirected one. Similarly to above, the fastest undirected overlay is \( G_o^{(u)} \) and coincides with the underlay. The directed overlay is the ring \( (1 \rightarrow 2 \rightarrow 3 \rightarrow \ldots n \rightarrow n+1 \rightarrow 1) \). We have

\[
\tau(G_o^{(u)}) = n, \quad (9)
\]

\[
\tau(G_o) = \frac{(n-1) \times 1 + n + (n + (n-1) \times 1)}{n+1} = \frac{4n-2}{n+1} < 4. \quad (10)
\]

The ratio of the two cycle times can be made arbitrarily large.
D Approximation Algorithm for MCT on Node-Capacitated Networks

In this section, we describe Algorithm 1 that provides an approximate solution for MCT when the network is node-capacitated and \( G_c \) is complete. Algorithm 1 combines existing approximation algorithms for \( \delta \)-MBST on a particular undirected graph built from \( G_c \) and denoted by \( G_c^{(u)} \) (lines 1-3). Lemma E.5 establishes a connection between the bottleneck of the MBST of \( G_c^{(u)} \) and the cycle time of MCT on \( G_c \), when the overlay is required to be undirected. To get an approximated \( \delta \)-MBST on \( G_c^{(u)} \), we apply the best known 3-approximation algorithm from [3, Sect. 3.2.1] (lines 6-8) which requires \( G_c^{(u)} \) to be Euclidean (Lemma E.6), and take its result as one candidate for our solution (line 9). The cube of a graph \( G \), denoted by \( G^3 \), is the super-graph of \( G \) such that the edge \((u, v)\) is in \( G^3 \) if and only if there is a path between \( u \) and \( v \) in \( G \) with three or fewer edges. It has been proved that the cube of a connected graph is Hamiltonian and to find a Hamiltonian path in such a cube can be done in polynomial time [13]. Other \( \delta \)-BSTs built by Algorithm 2 for \( 3 \leq \delta \leq N \) are considered as candidates (lines 10-11) and we finally provide as solution the overlay with the smallest cycle time (line 13).

Algorithm 1: Approximation algorithm for MCT on node-capacitated networks.

Input: \( G_c = (\mathcal{V}, \mathcal{E}_c) \), uplink capacity \( C_{UP}(i) \), end-to-end delay \( l(i, j) \), computation time \( T_c(i) \) and model size \( M \).

Result: Undirected overlay \( G_o \).

1. Create \( G_c^{(u)} = (\mathcal{V}, \mathcal{E}_c^{(u)}) \) where \((i, j) \in \mathcal{E}_c^{(u)} \) iff \((i, j) \in \mathcal{E}_c \) and \((j, i) \in \mathcal{E}_c \);
2. for \((i, j) \in \mathcal{E}_c^{(u)} \) do
   3. \( d_c^{(u)}(i, j) = [s \times (T_c(i) + T_c(j)) + l(i, j) + l(j, i) + \frac{M}{C_{UP}(i)} + \frac{M}{C_{UP}(j)}]/2 \)
4. end
5. \( S \leftarrow \emptyset \); // the set of candidate solutions
6. /* consider \( 2\)-MBST approximate solution on \( G_c^{(u)} \) as one candidate */
7. \( T \leftarrow \) a minimum weight spanning tree of \( G_c^{(u)} \);
8. \( T^3 \leftarrow \) the cube of \( T \);
9. \( \mathcal{H} \leftarrow \) a Hamiltonian path in \( T^3 \);
10. \( S \leftarrow \{\mathcal{H}\}; \)
11. /* consider other \( \delta \)-BST for \( 3 \leq \delta \leq N \) as candidates */
12. for \( \delta \in \{3, 4, 5, ..., N\} \) do
13. \( S \leftarrow S \cup \{\delta\text{-PRIM}(G_c^{(u)})\} \) // \( \delta\text{-PRIM}(G_c^{(u)}) \) gives a \( \delta \)-BST on \( G_c^{(u)} \)
14. end
15. /* choose the one with the minimum cycle time as output overlay */
16. \( G_o \leftarrow \arg \min_{G \in S} \mathcal{F}(G) \)

Algorithm 2: \( \delta\text{-PRIM}[2] \)

1. Function \( \delta\text{-PRIM}(G = (\mathcal{V}, \mathcal{E})) \):
2. \( \mathcal{V}_T := \{v_0\} \) for some \( v_0 \in \mathcal{V}; \)
3. \( \mathcal{E}_T := \{\}; \)
4. \( T = (\mathcal{V}_T, \mathcal{E}_T); \)
5. while \(|\mathcal{E}_T| < |\mathcal{V}| - 1\) do
6. \( \mathcal{E}_T \leftarrow \mathcal{E}_T \cup \{\delta\text{-PRIM}(G^{(u)}_c)\} \) // \( \delta\text{-PRIM}(G^{(u)}_c) \) gives a \( \delta \)-BST on \( G_c^{(u)} \)
7. end
8. return \( T \);
E Proofs

We use some graph terminology and notation introduced in Appendix A.

E.1 Proof of Proposition 3.1

When we require the overlay $G_o$ to be undirected, if we include link $(i, j) \in G_e$ then we will also include link $(j, i)$. It is then convenient to consider the undirected graph $G_c^u = (V, E_c^u)$, where $(i, j) \in E_c^u$ iff $(i, j) \in E_c$ and $(j, i) \in E_c$, from which we want to extract an undirected strong subgraph $G_o$ with minimal cycle time. We also associate to each edge $(i, j) \in G_c^u$ the weight $d_c^u(i, j) = (d_c(i, j) + d_c(j, i))/2$. Remember that $d_c(i, j)$ is defined as follows

$$d_c(i, j) \triangleq s \times T_c(i) + l(i, j) + M/A(i', j').$$

Note that an undirected weighted graph can be also seen as a particular directed graph where for each link $(i, j)$ in one direction, there exists a link $(j, i)$ with the opposite direction and the same weight. The concept of cycle time can then immediately be extended to undirected graphs.

**Lemma E.1.** Consider the undirected weighted graph $G_c^u = (V, E_c^u)$, where $(i, j) \in E_c^u$ iff $(i, j) \in E_c$ and $(j, i) \in E_c$. When $G_c$ is edge-capacitated and $G_o$ is required to be undirected, the set of solutions $MCT$ includes a spanning tree of $G_c^u$.

*Proof.* MCT is a discrete optimization problem on a finite set thus the set of solutions of MCT is non-empty. Suppose by contradiction that the set of solutions does not contain any spanning tree of $G_c^u$ and consider $G_c^u$ to be one of such solutions.

As $G_c^u$ is not a spanning tree and it is strongly connected, there exist circuits in $G_c^u$. For any circuit $C = (i_1, i_2, \ldots, i_p = i_1) \in G_o^u$, we consider the edge $e_C$, such that $d_c^u(e_C) = \max_{k=1, \ldots, p-1} d_c^u(i_k, i_{k+1})$. The graph $G_c^u$ obtained from $G_o^u$ by deleting $e_C$ is a connected spanning subgraph of $G_c^u$ and its cycle time is not greater then the cycle time of $G_c^u$. We can now proceed in the same way on $G_c^u$ until the residual graph has no more circuits and it is then a spanning tree of $G_c^u$ with cycle time not greater than the cycle time of $G_c^u$. This tree is also a solution of MCT contradicting the fact that no spanning tree is in the set of solutions.

**Lemma E.2.** Consider an undirected tree $T = (V, E)$, weighted with a delay function $d^u_c : V \times V \rightarrow \mathbb{R}_+$. Its cycle time is $\tau(T) = \max_{i,j} d^u_c(i, j)$.

*Proof.* The cycle time of $T$ is given by Equation [3]. $\tau(T) = \max_C \frac{w(C)}{|C|}$, where the maximum is taken over all the elementary circuits of $T$. Since $T$ is acyclic, the only elementary circuits of $T$ are of the form $(i, j, i)$ for some $(i, j) \in E$. By definition $|(i, j, i)| = 2$ and $w((i, j, i)) = d_c^u(i, j)$. It follows that $\tau(T) = \max_{i,j} d_c^u(i, j)$.

**Proposition 3.1** Consider an undirected weighted graph $G_c^u = (V, E_c^u)$, where $(i, j) \in E_c^u$ iff $(i, j) \in E_c$ and $(j, i) \in E_c$ and where $(i, j) \in E_c^u$ has weight $d_c^u(i, j) = (d_c(i, j) + d_c(j, i))/2$. A minimum weight spanning tree of $G_c^u$ is a solution of MCT when $G_c$ is edge-capacitated and $G_o$ is required to be undirected.

*Proof.* Denote by $G^*$ the solution of MCT when $G_c$ is edge-capacitated and $G_o$ is required to be undirected, and denote $T^*$ an MST of $G_c^u$ weighted with $d_c^u$, and suppose by contradiction that $\tau(T^*) > \tau(G^*)$. By Lemma E.2, it follows that there is an edge $e_{T^*}$ of $T^*$ such that $d_c^u(e_{T^*}) = \tau(T^*)$. Moreover, it follows that $\forall e \in E(G^*)$, $d_c^u(e) \leq \tau(G^*) < \tau(T^*) = d_c^u(e_{T^*})$. If we remove $e_{T^*}$ from $T^*$, the two components define a cut of $G_c$. The edge of $G^*$, say $e_{cut}$ belonging to the cut-set is such that $d_c^u(e_{cut}) < d_c^u(e_{T^*})$, and this is a contradiction with the cut property satisfied by minimum cost spanning trees.

---

Footnote: The set of subgraphs of an undirected graph $G_c$ is finite.
E.2 Proof of Proposition 3.2

Proposition 3.2 MCT is NP-hard even when \( G_c \) is a complete Euclidean edge-capacitated graph.

Proof. When \( G_c \) is an edge-capacitated graph, \( d_c(i, j) = s \times T_c(i) + l(i, j) + \frac{M}{\Delta(v, j)} \). \( G_c \) is complete and Euclidean means that \( d_c(i, j) = d_c(j, i) \), for all \( (i, j) \in V \times V \) and that \( d_c \) verifies triangular inequality, i.e., \( d_c(i, j) \leq d_c(i, k) + d_c(k, j) \), for every \( i, j, k \in V \).

We consider the decision problem MCT-DECISION associated to the particular case of MCT when \( G_c \) is an Euclidean edge-capacitated graph and we prove that it is NP-complete.

Euclidean Edge-Capacitated Minimal Cycle Time - Decision (MCT-DECISION)

Input: A strong digraph \( G_c = (V, E_c) \), delays function \( d_c \) and a real number \( \tau_0 \)

Output: Is there a strong spanning subdigraph of \( G_c \) with cycle time at most \( \tau_0 \)?

We first prove that MCT-DECISION is NP-complete.

Several algorithms (e.g., Karp’s Algorithm [20]) determines the cycle time of a given graph in a polynomial time. Thus for a proposed solution of MCT-DECISION, we can compute its cycle time in polynomial time, and we can verify if the graph is strongly connected using for example depth first search. It follows that MCT-DECISION is NP-complete.

To prove that MCT-DECISION is NP-complete, we show that Hamiltonian Cycle (HC) can be reduced in a polynomial time to MCT-DECISION, i.e., HC \( \leq_p \) MCT-DECISION.

Hamiltonian cycle problem is the following decision problem:

Hamiltonian Cycle (HC)

Input: A connected (undirected) graph \( D = (V, E) \).

Output: Is there a Hamiltonian cycle in \( D \)?

Given an instance of HC with an undirected graph \( D = (V, E) \), we construct an instance of MCT-DECISION with a complete digraph \( G_c = (V, (V \times V)) \), a real number \( \tau_0 = \frac{N+2}{N} \), where \( N \) is the size of \( V \), and delay function \( d_c \), where for a given arbitrary choice of vertex \( v_0 \), \( d_c \) is defined as:

\[
    d_c(i, j) = \begin{cases} 
        1 & \text{if } ((i, j) \in E) \land (j \neq v_0) \land (i \neq v_0), \\
        2 & \text{if } (((i, j) \in E) \land ((j = v_0) \lor (i = v_0))) \lor (((i, j) \notin E) \land (j \neq v_0) \land (i \neq v_0)), \\
        3 & \text{if } (((i, j) \notin E) \land ((j = v_0) \lor (i = v_0))).
    \end{cases}
\]

The constructed digraph \( G_c \) is complete and the delays are symmetric and verify triangular inequality. In fact for three distinct nodes \( i, j, k \) in \( V \), we prove that \( d_c(i, j) \leq d_c(i, k) + d_c(k, j) \) by distinguishing three possible cases:

1. If \( i \neq v_0 \) and \( j \neq v_0 \), then \( d_c(i, j) \leq 2 \), but every delay is at least equal to one and then \( 2 \leq d_c(i, k) + d_c(k, j) \); it follows that \( d_c(i, j) \leq d_c(i, k) + d_c(k, j) \).

2. If \( i = v_0 \), then \( d_c(v_0, k) \geq 2 \), thus \( d_c(v_0, k) + d_c(k, j) \geq 3 \). It follows that \( d_c(v_0, j) \leq 3 \leq d_c(v_0, k) + d_c(k, j) \).

3. The case when \( j = v_0 \) is analogous to the case when \( i = v_0 \).

If \( D \) has a Hamiltonian cycle, then the (directed) graph induced by this cycle is a strong spanning subdigraph of \( G_c \), and its cycle time is \( \tau_{HC} = \frac{1 \times (N-2)+2+2}{N} = \frac{N+2}{N} \leq \tau_0 \).

If \( G_c \) has a strong spanning sub-digraph, say \( G^* \), having a cycle time \( \tau^* \leq \frac{N+2}{N} \), let \( C \) be an elementary circuit of \( G^* \) containing \( v_0 \) (such a circuit always exists because the graph is strongly connected). By definition of cycle time, \( \frac{d_c(C)}{\min C} \leq \tau^* = 1 + \frac{2}{N} \). We are going to prove that \( C \) is a Hamiltonian cycle of \( D \).

We prove first by contradiction that \( C \) contains only the arcs from \( E \). Suppose by contradiction that there exists an arc \((i, j) \notin E \) in \( C \), two cases are possible:

\(^{10}\)A decision problem is NP if we can verify in a polynomial time that the answer for a given instance is YES.
1. If \( j \neq v_0 \), and \( i \neq v_0 \) then \( d_c(i, j) = 2 \) and since \( v_0 \in C \), there exist two nodes \( v_0^+ \in \pi(v(0)) \) and \( v_0^- \in \pi(v(0)) \) in \( C \). It follows that \( d_c(C) \geq d_c(i, j) + d(v_0^+, v_0) + d_c(v_0, v_0^-) + 1 \times (|C| - 3) \geq 2 + 2 + 2 + |C| - 3 = |C| + 3 \). Since \( C \) is an elementary circuit, it follows that \( |C| \leq N \), thus \( d_c(C) \geq 1 + \frac{3}{N} \), and this contradicts \( \frac{d_c(C)}{|C|} \leq 1 + \frac{2}{N} \).

2. If \( i = v_0 \), let \( v_0^+ \) be the predecessor of \( v_0 \) in \( C \), it follows that \( d_c(C) \geq d_c(v_0^+, v_0) + d(v_0, j) + 1 \times (|C|-2) \geq 3 + 2 + |C|-2 = 3 + |C| \), thus \( \frac{d_c(C)}{|C|} \geq 1 + \frac{3}{|C|} \), and using the same argument as for the first case we get a contradiction.

3. The case when \( j = v_0 \) is analogous to the case when \( i = v_0 \).

It follows that any arc of \( C \) is in \( \mathcal{E} \).

We prove next that \( C \) is a Hamiltonian Cycle, i.e., \( |C| = N \). Since \( v_0 \in C \), there exist two nodes \( v_0^+ \in \sigma(v(0)) \) and \( v_0^- \in \pi(v(0)) \) in \( C \), it follows that \( d_c(C) = d_c(v_0^+, v_0) + d_c(v_0, v_0^-) + 1 \times (|C|-2) = 2 + 2 + |C| - 2 = 2 + |C| \).

Since \( \frac{d_c(C)}{|C|} \leq \tau^* = 1 + \frac{2}{N} \), it follows that \( 1 + \frac{2}{|C|} \leq 1 + \frac{2}{N} \), thus \( |C| \geq N \). As \( C \) is an elementary cycle it follows that \( |C| = N \), i.e., \( C \) is a Hamiltonian cycle. Since \( C \) is a circuit containing only arcs from \( D \), it follows that \( D \) has a Hamiltonian cycle.

So we have proved that \( D \) has a Hamiltonian cycle if and only if \( G_c \) has strong spanning subdigraph of cycle time at most \( \tau_0 = \frac{N}{N-2} \). It follows that MCT-DECISION is NP-complete, thus MCT is NP-hard even when \( G_c \) is a complete Euclidean edge-capacitated graph.

**Proof.** Let \( G^* \) be a spanning digraph of \( G_c \) with optimal cycle time \( \tau^* \).

Let \( \{ C_i \}_{i=1}^{c} \) be a minimal set of elementary circuits of \( G_c \), so that \( \bigcup_{i=1}^{c} C_i = G_c \) and \( \bigcup_{i \neq j} C_i \neq G_c \) for each \( j \) (as illustrated in Fig. 6(a)). Consider an auxiliary graph \( G^\prime \) whose \( c \) nodes represent the \( c \) circuits and whose links correspond to two circuits sharing a node. Let \( T \) be a spanning tree of \( G^\prime \). Starting from the root of \( T \), we can define an order of the nodes in each circuit and an order of the children of each circuit as follows. Given the orientation of the circuit corresponding to the root, consider the first node they share with each child. We order the children according to such order (solving arbitrarily possible ties). For each child we reorder its nodes starting from the node they share with the father and following the orientation of the circuit. We consider then the ordered traversal of the circuits \( \Gamma = (C_{i_1}, C_{i_2}, \ldots, C_{i_{2^n-1}} = C_{i_1}) \) obtained using DFS on \( T \) and visiting the children according to the order introduced above (as illustrated in Fig. 6(b)).

From \( \Gamma \) we can build two closed walks \( W_1 \) and \( W_2 \), both spanning all nodes of \( G^\ast \). The walk \( W_1 \) is built by considering all circuits in the order they appear in \( \Gamma \), and then concatenating their nodes as follows. The first time we visit one circuit we take all nodes in the circuit in their order (but the last one in each circuit that coincides with the first one). When we come back to the circuit, we only pick the nodes needed to move to the following circuit in \( \Gamma \). The walk \( W_2 \) is built by considering the \( c \) circuits in the order they first appear in \( \Gamma \), and then again concatenating their nodes (but the last one in each circuit that coincides with the first one). Each sequence of nodes defines walks as \( G_c \) is Euclidean and then complete. The length of \( W_1 \) is \( |W_1| = \sum_{i=1}^c |C_i| \leq N^2 \), as we can have at most \( N - 1 \) elementary circuits and each of them has length at most \( N \). See Figs. 6c and 6d for the examples of \( W_1 \) and \( W_2 \).

E.3 Proof of Proposition 3.3

Under the assumption that the connectivity topology is Euclidean (delays are symmetric and verify triangular inequality), we first show that the solution of Travelling Salesman Problem (Tsp) \([33]\) is guaranteed to be within a \( 2N \)-multiplicative factor of the solution of MCT (Lemma 2.3). As a result, the Christofides algorithm \([73]\) which is a 1.5-approximation algorithm for Tsp, is a \( 3N \)-approximation algorithm for MCT (Prop. 3.3).

**Lemma E.3.** Consider an Euclidean digraph \( G_c \) with \( N \) nodes and let \( H^\ast \) denote its optimal tour. Then \( \frac{d_c(H^\ast)}{|H^\ast|} \leq 2N \times \tau^* \), where \( \tau^* \) is the optimal cycle time that can be achieved by a strong spanning subdigraph of \( G_c \).

**Proof.** Let \( G^\ast \) be a spanning digraph of \( G_c \) with optimal cycle time \( \tau^* \).

Let \( \{ C_i \}_{i=1}^{c} \) be a minimal set of elementary circuits of \( G_c \), so that \( \bigcup_{i=1}^{c} C_i = G_c \) and \( \bigcup_{i \neq j} C_i \neq G_c \) for each \( j \) (as illustrated in Fig. 6a). Consider an auxiliary graph \( G^\prime \) whose \( c \) nodes represent the \( c \) circuits and whose links correspond to two circuits sharing a node. Let \( T \) be a spanning tree of \( G^\prime \). Starting from the root of \( T \), we can define an order of the nodes in each circuit and an order of the children of each circuit as follows. Given the orientation of the circuit corresponding to the root, consider the first node they share with each child. We order the children according to such order (solving arbitrarily possible ties). For each child we reorder its nodes starting from the node they share with the father and following the orientation of the circuit. We consider then the ordered traversal of the circuits \( \Gamma = (C_{i_1}, C_{i_2}, \ldots, C_{i_{2^n-1}} = C_{i_1}) \) obtained using DFS on \( T \) and visiting the children according to the order introduced above (as illustrated in Fig. 6b).

From \( \Gamma \) we can build two closed walks \( W_1 \) and \( W_2 \), both spanning all nodes of \( G^\ast \). The walk \( W_1 \) is built by considering all circuits in the order they appear in \( \Gamma \), and then concatenating their nodes as follows. The first time we visit one circuit we take all nodes in the circuit in their order (but the last one in each circuit that coincides with the first one). When we come back to the circuit, we only pick the nodes needed to move to the following circuit in \( \Gamma \). The walk \( W_2 \) is built by considering the \( c \) circuits in the order they first appear in \( \Gamma \), and then again concatenating their nodes (but the last one in each circuit that coincides with the first one). Each sequence of nodes defines walks as \( G_c \) is Euclidean and then complete. The length of \( W_1 \) is \( |W_1| = \sum_{i=1}^c |C_i| \leq N^2 \), as we can have at most \( N - 1 \) elementary circuits and each of them has length at most \( N \). See Figs. 6c and 6d for the examples of \( W_1 \) and \( W_2 \).
We observe that $d_c(W_1) \leq 2 \sum_{i=1}^{c} d_c(C_i)$ as the walk $W_1$ passes through each link in each circuit $C_i$ at most twice: it walks through the first $|C_i| - 1$ edges of $C_i$ the first time it visits $C_i$, and uses once more the edges in $C_i$ to visit the other circuits and go back to the root. As $W_2$ is a sublist of the nodes in $W_1$ and delays satisfy the triangle inequality, it holds $d_c(W_2) \leq d_c(W_1)$.

Finally, from the walk $W_2$ we can extract a Hamiltonian cycle $H$ that has an even smaller delay. Let $H^*$ be an optimal tour. It follows

\[
\tau(H^*) = \frac{d_c(H^*)}{|H^*|} \leq \frac{d_c(H)}{|H|} \leq \frac{d_c(W_2)}{|H^*|} \leq \frac{|W_2|}{|H^*|} \leq 2N \sum_{i=1}^{c} \frac{d_c(C_i)}{|C_i|} \leq 2N \max_{i=1,...,c} \frac{d_c(C_i)}{|C_i|} \leq 2N \tau^*. 
\] (15)

**Proposition 3.3** Christofides’ algorithm \[73\] is a $3N$-approximation algorithm for MCT when $G_c$ is edge-capacitated and Euclidean.

**Proof.** Christofides algorithm provides a $\frac{3}{2}$-approximation for the traveling salesman problem TSP defined in \[4\] \[11\] Given an instance of MCT let $\tilde{C}$ denote the output of Christofides algorithm and $C^*$ denote the optimal tour of $G_c$. It follows that $d_c(\tilde{C}) \leq \frac{3}{2} d_c(C^*)$. Since both $\tilde{C}$ and $C^*$ are

\[11\] See \[73\] for the proof.
Hamiltonian cycles, \(|\tilde{C}| = |C^*|\). Using Lemma E.3, it follows that \(d_\tilde{C}(C) \leq 2N \times \frac{3}{2} \times \tau_* = 3N \times \tau_*\).

Thus the graph obtained using only the edges of \(C\) is a 3\(N\)-approximation of the MCT problem when \(\mathcal{G}_c\) is edge-capacitated and Euclidean.

**Observation E.4.** Christofides’ algorithm \([73]\) is a \(\Omega(N)\)-approximation algorithm for MCT when \(\mathcal{G}_c\) is edge-capacitated and Euclidean.

**Proof.** Christofides’ algorithm returns a ring as solution. We provide an example of an Euclidean underlay where any ring has cycle time at least \(N/4\) times larger than the optimal overlay. We consider a complete connectivity graph \(\mathcal{G}_c = (\mathcal{V}, \mathcal{E}_c)\) to which we associate a delay function \(d_c\) verifying

\[
\forall (i,j) \in \mathcal{V} \times \mathcal{V}; \quad d_c(i,j) = \begin{cases} 
0 & \text{if } i,j \in \{1, \ldots, N\}, \\
1 & \text{if } i \in \{N+1, \ldots, 2N\} \text{ or } j \in \{N+1, \ldots, 2N\}.
\end{cases}
\]  

(16)

\(\mathcal{G}_c\) is clearly an Euclidean graph.

A Hamiltonian cycle \(\mathcal{H}\) of \(\mathcal{G}_c\) needs to use exactly \(2N\) different edges and in particular \(N\) different edges with delay 1 to connect nodes \(i \in \{N+1, \ldots, 2N\}\). Therefore, the total delay of the cycle is at least \(N \times 0 + N \times 1 = N\), and its cycle time \(\tau(\mathcal{H}) \geq \frac{N}{2N} = \frac{1}{2}\).

Consider a directed overlay \(\mathcal{G}_o = (\mathcal{V}, \mathcal{E}_o)\), with

\[
\mathcal{E}_o = \{ (i,i+1); \quad i \in \{1, \ldots, N-1\}\} \cup \bigcup_{K \in \{N+1, \ldots, 2N\}} \{ (N,K), (K,1) \}.
\]

(17)

The set of elementary circuits of \(\mathcal{E}_o\) is exactly the set

\[
\mathcal{C} = \{ C_K = (1, \ldots, N, K, 1); \quad K \in \{N+1, 2N\}\}.
\]

For any circuit \(C_K \in \mathcal{C}\),

\[
\tau(C_K) = \frac{0 \times (N-1) + 2 \times 1}{N+1} = \frac{2}{N+1}.
\]

It follows that the minimal cycle time \(\tau_{\text{OPT}} = \frac{2}{N+1}\), and \(\tau(\mathcal{H}) \geq \frac{N+1}{4} \tau_{\text{OPT}}\) for any Hamiltonian cycle \(\mathcal{H}\) of \(\mathcal{G}_c\).  

**E.4 Proof of Proposition 3.4**

We prove that in a node-capacitated network, MCT is NP-hard even when \(\mathcal{G}_o\) is required to be undirected. We start introducing the associated decision problem:

**MCT-U-Decision**

**Input:** A strongly connected directed graph \(\mathcal{G}_c = (\mathcal{V}, \mathcal{E}_c)\), model size \(M\), \(\{C_{UP}(i), C_{DN}(j), l(i,j), A(i',j'), T_c(i), \forall (i,j) \in \mathcal{E}_c\}\), and a constant \(\tau_0 > 0\).

**Output:** Is there a strong spanning undirected subgraph \(\mathcal{G}_o\) of \(\mathcal{G}_c\), such that \(\tau(\mathcal{G}_o) \leq \tau_0\)?

MCT-U-Decision is closely related to the degree-constrained spanning tree (DCST) defined below:

**Degree-constrained spanning tree (DCST)**

**Input:** An \(N\)-node connected undirected graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\); positive integer \(k \leq N\).

**Output:** Does \(\mathcal{G}\) have a spanning tree in which no node has degree greater than \(k\)?

DCST is a simpler version of \(\delta\)-MBST, where we look for a spanning tree with degree at most \(k\) and minimum bottleneck.

DCST is NP-complete \([27]\). For example for \(k = 2\) it can be shown by a reduction from HC.

**Proposition 3.4.** In node-capacitated networks MCT is NP-hard even when the overlay is required to be undirected.
Proof. Our proof is based on a reduction of DCST to MCT-U-Decision.

Given an instance of DCST with an N-node connected undirected graph \( G = (V, E) \) and a positive integer \( k \leq N \), we define an instance of MCT-U-Decision on a connected graph \( G_c = (V_c, E_c) \) built from \( G \) according to the following mapping \( \Pi \): For each node \( v \) in \( V \), there are two nodes \( v^{(1)} \) and \( v^{(2)} \) in \( V_c \), and for an arc \( (v_i, v_j) \) in \( E \), there is an arc \( (v_i^{(1)}, v_j^{(2)}) \) in \( E_c \). We set \( \frac{M}{C_{UP}(v^{(1)})} = 1 \) and \( \frac{M}{C_{UP}(v^{(2)})} = k + 1 \) for all \( v \in V \), \( T_c(i) = 0 \), \( C_{DN}(i) = \infty \) for all \( i \in V_c \), and \( l(i, j) = 0 \), \( A(i', j') = \infty \) for all \( (i, j) \in E_c \). Finally, we consider \( \tau_0 = k + 1 \).

Suppose that \( G \) has a spanning tree \( T = (V, E_T) \) in which no node has degree greater than \( k \), and denote \( T_c = \Pi(T) \) (i.e., we apply the same mapping described above). \( T_c \) is a spanning tree of \( G_c \) (it is acyclic and spans all nodes of \( G_c \)). All elementary circuits of \( T_c \) are either of the form \( (v_i^{(1)}, v_i^{(2)}, v_i^{(1)}) \) for some \( v_i \in V \), or of the form \( (v_i^{(1)}, v_j^{(1)}, v_i^{(1)}) \) for some \( (v_i, v_j) \in E \). Moreover, \( \tau((v_i^{(1)}, v_j^{(1)}, v_i^{(1)})) = \frac{\deg_{T_c}(v_i)}{2} + 1 \leq k + 1 \) and \( \tau((v_i^{(1)}, v_j^{(1)}, v_i^{(1)})) = \frac{\deg_{T_c}(v_i) + 1}{2} + \frac{\deg_{T_c}(v_i) + 1}{2} \leq k + 1 \). It follows that \( \tau(T_c) \leq k + 1 = \tau_0 \).

Inversely, suppose that \( G_c \) has an MST \( T_c \) having a cycle time at most \( \tau_0 \), and let \( T = \Pi^{-1}(T_c) \), where \( \Pi^{-1}(T_c) \) is obtained by deleting all the vertices of the form \( v_i^{(2)} \) for \( v_i \in V \). \( T \) is a spanning tree of \( G \) (it contains all nodes of \( G \) and is acyclic). We prove by contradiction that \( \deg_T(T) \leq k \). Suppose that there exists a node \( v \in V \) such that \( |N^e_T(v)| > k \), it follows that circuit \( \{v_i^{(1)}, v_i^{(2)}, v_i^{(1)}\} \) is a circuit of \( T_c \), and \( \tau((v_i^{(1)}, v_i^{(2)}, v_i^{(1)})) = \frac{\deg_{T_c}(v_i) + 1}{2} + \frac{\deg_{T_c}(v_i) + 1}{2} = k + 1 \). It follows that \( \tau(T_c) > k + 1 \), thus \( k + 1 < \tau_0 = k + 1 \) (contradiction).

Then the answer to DCST is positive if and only if the answer to MCT-U-Decision is positive. In addition, we have a polynomial reduction algorithm. It follows that MCT-U-Decision is NP-hard. \( \square \)

E.5 Proof of Proposition 3.5

The bottleneck of a tree \( T \) is its maximum edge weight, denoted by \( B(T) \). To prove Prop. 3.5, we start by proving that the bottleneck of the MBST of the undirected graph \( G_c^{(u)} \) (considered in lines 13 of Algo. 1) is smaller than or equal to the minimal cycle time of the connectivity graph \( G_c \).

We consider a node-capacitated case where \( C_{UP}(i) = \min \left( \frac{C_{DN}(i)}{N}, A(i', j') \right), \forall (i, j) \in E_c \). Thus, according to 3, the overlay \( G_c \) has weights

\[
d_c(i, j) = s \times T_c(i) + l(i, j) + \frac{M \cdot |N^e_T(i)|}{C_{UP}(i)}, \forall (i, j) \in E_c. \tag{18}
\]

Note that the weights defined for the undirected graph \( G_c^{(u)} = (V, E_c^{(u)}) \) are

\[
d_c^{(u)}(i, j) = \frac{s \times (T_c(i) + T_c(j)) + l(i, j) + l(j, i) + \frac{M}{C_{UP}(i)} + \frac{M}{C_{UP}(j)}}{2}, \forall (i, j) \in E_c^{(u)}. \tag{19}
\]

Lemma E.5. Consider the case where \( G_c \) is node-capacitated with \( C_{UP}(i) = \min \left( \frac{C_{DN}(i)}{N}, A(i', j') \right), \forall (i, j) \in E_c, and the overlay is required to be undirected. Let \( \tau^*(G_c) \) be the cycle time of MCT on \( G_c \) and \( T_{MBST}(G_c^{(u)}) \) be the MBST of \( G_c^{(u)} \). The bottleneck of \( T_{MBST}(G_c^{(u)}) \) is smaller than or equal to \( \tau^*(G_c) \). i.e. \( B(T_{MBST}(G_c^{(u)})) \leq \tau^*(G_c) \).

Proof. Denote \( T^*(G_c) \) the undirected overlay of \( G_c \) with minimal cycle time. We consider the edge

\[
(w, v) = \arg\max_{(i, j) \in E(T^*(G_c))} d_c^{(u)}(i, j).
\]

By definition, \( B(T_{MBST}(G_c^{(u)})) = \min_{T \in ST(G_c^{(u)})} \max_{(i, j) \in E(T)} d_c^{(u)}(i, j) \), where \( ST(G_c^{(u)}) \) is the set of spanning trees of \( G_c^{(u)} \). Since \( T^*(G_c) \in ST(G_c^{(u)}) \), we have:

\[
B(T_{MBST}(G_c^{(u)})) \leq d_c^{(u)}(w, v)
\]
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where the second inequality follows from $|N^-_w|, |N^-_v| \geq 1$, and the last inequality comes from the definition of cycle time. \endproof

Lemma \ref{lem:MCTConnectivityGraph} establishes a connection between the bottleneck of the MBST of $G^{(u)}_c$ and the cycle time of MCT on $G_c$ when the overlay is required to be undirected. To get an approximated 2-MBST on $G^{(u)}_c$, we apply the best known 3-approximation algorithm from \cite[Sec. 3.2.1]{3} (see lines 6-8 in Algo. \ref{alg:MBST}) which requires $G^{(u)}_c$ to be Euclidean. So in the following, we show that indeed $G^{(u)}_c$ is Euclidean.

Lemma \ref{lem:Euclideanness}. If $G_c$ is Euclidean, then $G^{(u)}_c$ is Euclidean.

\begin{proof}
Remind that the connectivity graph $G_c$ is Euclidean on a node-capacitated network, if its delays $d_c(i,j) = s \times T_c(i) + l(i,j)$ are symmetric ($d_c(i,j) = d_c(j,i), \forall i,j \in V$) and satisfy the triangle inequality. From (19) it is easy to check that $d^{(u)}_c(i,j) = d^{(u)}_c(j,i)$. Consider three nodes $i,j,k \in V$, we have:

$$d^{(u)}_c(i,j) = \frac{d_c(i,j) + d_c(j,i) + M/C_{UP}(i) + M/C_{UP}(j)}{2} \leq \frac{d_c(i,k) + d_c(k,j) + d_c(j,k) + d_c(k,i) + M/C_{UP}(i) + M/C_{UP}(j)}{2} \leq \frac{d_c(i,k) + d_c(k,j) + d_c(j,k) + d_c(k,i) + M/C_{UP}(i) + M/C_{UP}(j) + 2M/C_{UP}(k)}{2} = d^{(u)}_c(i,k) + d^{(u)}_c(k,j),$$

where the first inequality follows from the triangle inequality for $d_c(i,j)$ and the second inequality from $C_{UP}(k) \geq 0$. \endproof

Proposition \ref{prop:approx}. Algorithm \ref{alg:MBST} is a 6-approximation algorithm for MCT when $G_c$ is node-capacitated and Euclidean with $C_{UP}(i) \leq \min\left(\frac{C_{UP}(j)}{N^-}, A(i',j')\right), \forall (i,j) \in E_c$, and $G_c$ is required to be undirected.

\begin{proof}
Algorithm \ref{alg:MBST} considers, as a candidate solution, an opportune Hamiltonian path $H$ (line 8) for which reference \cite[Thm. 8]{3} proves that

$$B(H) \leq 3 \times B(T_{MBST}(G^{(u)}_c))$$

as $G^{(u)}_c$ is Euclidean (Lemma \ref{lem:Euclideanness}). Moreover,

$$\tau(H) = \max_{(i,j) \in E(H)} \frac{d_o(i,j) + d_o(j,i)}{2} \leq \max_{(i,j) \in E(H)} \frac{s \times T_c(i) + s \times T_c(j) + l(i,j) + l(j,i) + M|N^-|/C_{UP}(i) + M|N^-|/C_{UP}(j)}{2} \leq \max_{(i,j) \in E(H)} \frac{s \times T_c(i) + s \times T_c(j) + l(i,j) + l(j,i) + 2M|C_{UP}(i)| + 2M|C_{UP}(j)|}{2} \leq \max_{(i,j) \in E(H)} \frac{M/C_{UP}(i) + M/C_{UP}(j)}{2} \leq \frac{2}{M} \max_{(i,j) \in E(H)} d^{(u)}_c(i,j)$$

\end{proof}
\[ = 2B(H), \quad (21) \]

where the first inequality follows from nodes in a path having degree at most 2. Combining (20), (21), and Lemma E.5 it follows that \( \tau(H) \leq 6 \times \tau^*(G_c) \).

E.6 Proof of Proposition 3.6

**Proposition 3.6**  Christofides’ algorithm is a 3N-approximation algorithm for MCT when \( G_c \) is node-capacitated and Euclidean.

**Proof.** Let \( G_c' \) be a weighted graph with the same topology as \( G_c \) with weights \( d'(i, j) = s \times T_c(i) + l(i, j) + \frac{M}{\min(C_{i'C'}, C_{i'J'})} \). Denote \( \hat{C} \) the output of Christofides’ algorithm when used on \( G_c' \), and denote \( C^* \) the optimal tour of \( G_c' \). Since Christofides’ algorithm provides a \( \frac{3}{2} \)-approximation to TSP, it follows that \( d'(\hat{C}) \leq \frac{3}{2} d'(C^*) \). As \( \hat{C} \) and \( C^* \) are directed rings, it holds \( d'(\hat{C}) = d_o(\hat{C}) \) and \( d'(C^*) = d_o(C^*) \). Using Lemma E.3 it follows that

\[
\tau(\hat{C}) = d_o(\hat{C}) = \frac{d'(\hat{C})}{|\hat{C}|} \leq \frac{3 d'(C^*)}{2 |\hat{C}|} = \frac{3 d_o(C^*)}{2 |C^*|} = \frac{3}{2} \tau(C^*) \leq 3N \tau^*.
\]

Thus the graph obtained using only the edges of \( \hat{C} \) is a 3N-approximation algorithm for MCT when \( G_c \) is node-capacitated and Euclidean. \( \square \)
The time simulator reconstructs the wall-clock time. It requires the complete knowledge about the underlay topology, i.e., the capacities of all physical links and the upload and download capacities for each silo. For a given overlay topology $G_o = (V, E_o)$, the purpose of the proposed time simulator (Alg. 3) is to compute $t(k) = (t_i(k))_{1 \leq i \leq N}$, i.e., the time at which each silo starts computing for the $k$-th time. The simulator needs to compute the delay required to send a message with a known size on each physical link of the underlay. This delay is the sum of two terms:

- **Latency**: it is the time required by the first transmitted bit to travel from the source to the destination. The latency of a link $(i, j)$ essentially depends on the length of the link and the speed of the light in the link’s transmission medium. We have estimated the latency using the formula proposed in [32]: $0.0085 \times \text{distance}(i, j) + 4$, where the distance is expressed in kilometers and the latency in milliseconds. The latency of a path is the sum of the link latencies.

- **Transmission Delay**: it is the time between the reception of the first bit of the message and the reception of the last bit. It depends on the minimum available bandwidth along the path. We compute it as $M/\min\left(\frac{C_{UP}(i)}{|N^-_i|}, \frac{C_{DN}(j)}{|N^+_j|}, A(i', j')\right)$.

Finally, the simulator also accounts for the total time spent in computation by each node, that is the product of the number of local steps $s$ and the time needed to perform one local step (in milliseconds), i.e., $s \times T_c(i)$.

**Algorithm 3: Time Simulator**

**Input**: $(l_{i,j})_{(i,j) \in G_o}, (T^c_i)_{i \in V}, (C_{DN}(i))_{i \in V}$ and $(C_{UP}(i))_{i \in V}$

**Result**: $t \in \mathbb{R}^{N \times K}$

1. for $i \in V$ do
2. $t_i(0) = 0$;
3. end
4. for $k \in \{1, \ldots, K\}$ do
5. $t_i(k) = \max_{j \in N^+_i} \left( t_j(k-1) + l(i, j) + \frac{M}{\min\left(\frac{C_{UP}(i)}{|N^-_i|}, \frac{C_{DN}(j)}{|N^+_j|}, A(i', j')\right)} \right)$;
6. $t_i(k) = t_i(k) + s \times T_c(i)$;
7. end
G Experiments Detailed Description

G.1 Networks and Communication model
We considered three real topologies from Rocketfuel engine \[94\] (Exodus and Ebone) and from The Internet Topology Zoo \[48\] (Géant), and two synthetic topologies (AWS North-America and Gaia) built from AWS data centers \[38, 96\] (Table 3). For the synthetic topologies, we consider a full-meshed underlay. We assume all underlays support a shortest path routing with the geographical distance (or equivalently the latency) as link cost. These topologies have between 11 and 87 nodes located in the same continent with the exception of Gaia, which spans four continents. The Géant and Ebone network connect European cities and Exodus network connect American cities. We considered that each network node is connected to a geographically close silo by a symmetric access link.

Some underlays and examples of overlays are shown in Figures 8, 9, and 10.

G.2 Datasets and Models
We provide full details on datasets and models used in our experiments. We use multiple datasets spanning a wide range of machine learning tasks (sentiment analysis, language modeling, image classification, handwritten character recognition), including those used in prior work on federated learning \[72\], and in LEAF \[14\] benchmark, and a cross-silo specific dataset based on iNaturalist \[99\].

**iNaturalist dataset.** iNaturalist \[99\] consists of images from over 8,000 different species of plants and animals. We choose the dataset from iNaturalist 2018 competition which contains 450,000
images where the geo-locations of these images are provided. Due to a large class imbalance, iNaturalist species classification is a tough learning task, which requires large computation resources. In our experiments, we started by using a subset of the original iNaturalist dataset, selecting images containing the 80 most popular species.

We have also conducted additional experiments on the full iNaturalist dataset, whose corresponding results are presented in Appendix H.4. We refer to the complete dataset as Full-iNaturalist.

In order to simulate a realistic cross-silo environment with non-iid local datasets, one can assign the images to the geographically closest silo obtaining local datasets different in size and in the species represented. This distribution would lead some silos to have no point. We decided then to assign half of the images uniformly at random and half to the closest silo. Moreover, since most of the images in iNaturalist are from North America, for European networks such as Ebene and Géant, we mapped the European cities westward by reducing their longitude by 90 degrees. Table 4 shows that our method generates quite unbalanced data distribution (e.g., for Ebène, one silo can have up to 50 times more images than another one).

To classify iNaturalist images we finetuned a pretrained ResNet-18 on ImageNet. In particular we used the torchvision implementation of ResNet-18.

**LEAF datasets.** LEAF is a benchmark framework for learning in federated settings. We used three LEAF datasets in our experiments on AWS North America network where we took 20% of the samples randomly as our dataset. Statistics for the corresponding data distributions are in Table 5.

- **FEMNIST (Federated Extended MNIST):** A 62-class image classification dataset built by partitioning the data of Extended MNIST based on the writer of the digits/characters. In our experiments, we associate each silo with a random number of writers following a lognormal distribution with mean equal to 5 and standard deviation equal to 1.5. We train a convolutional neural network, similar to LeNet, with two convolutional layers followed by a max-pooling layer and two fully connected layers.

---

[12] iNaturalist 2018 competition is part of the FGVC workshop at CVPR (https://github.com/visipedia/inat_comp/blob/master/2018/README.md).

[13] The dataset size is reduced from 120GB to 18GB containing 67,000 images. We subsampled then 20% from this dataset for training.

[14] Actually, the amount of data we considered is comparable to the federated learning paper: we considered 10 times more data for FEMNIST and the same amount of data for Sentiment140 and Shakespeare.
Table 4: Statistics of iNaturalist dataset distribution for different networks.

| Network name     | Silos | Samples/silo | Mean   | Stdev  | Min    | Max    |
|------------------|-------|--------------|--------|--------|--------|--------|
| Gaia             | 11    | 1213         | 1143   | 610    | 3981   |        |
| AWS North America| 22    | 606          | 731    | 113    | 3216   |        |
| Géant            | 40    | 333          | 644    | 152    | 4261   |        |
| Exodus           | 79    | 168          | 96     | 92     | 576    |        |
| Ebone            | 87    | 153          | 394    | 68     | 3389   |        |

Table 5: Statistics of LEAF dataset distribution for AWS North America network (22 silos).

| Dataset            | Samples/silo | Mean   | Stdev  | Min   | Max    |
|--------------------|--------------|--------|--------|-------|--------|
| Shakespeare        | 36359        | 6837   | 24207  | 50736 |        |
| FEMNIST            | 6847         | 7473   | 196    | 26469 |        |
| Sentiment140       | 13101        | 14273  | 424    | 50562 |        |

- **Shakespeare**: A dataset built from *The Complete Works of William Shakespeare*, which is partitioned by the speaking roles [72]. In our experiment, we associate each silo with a random number of speaking roles following a lognormal distribution with mean equal to 5 and standard deviation equal to 1.5.
  
  We consider character-level based language modeling on this dataset. The model takes as input a sequence of 200 English characters and predicts the next character. The model embeds the 200 characters into a learnable 16 dimensional embedding space, and uses two stacked-GRU layers with 256 hidden units, followed by a densely-connected layer.

- **Sentiment140** [30]: An automatically generated sentiment analysis dataset that annotates tweets based on their emoticons. In our experiment, we associate each silo with a random number of Twitter accounts following a lognormal distribution with mean equal to 5 and standard deviation equal to 1.5.
  
  We use a two layer bi-directional LSTM binary classifier containing 256 hidden units with pretrained 100 dimensional GloVe embedding [82].

G.3 Implementation Details

**Machines.** The experiments have been run on a CPU/GPU cluster, with different GPUs available (e.g., Nvidia Tesla V100, GeForce GTX 1080 Ti, and Titan X).

**Libraries.** All code is implemented in PyTorch Version 1.4.0. We offer two possibilities for running the code: *sequential* (using only one GPU) and *parallel* (using multiple GPUs). In the parallel setting MPI backend is used for inter-GPU communications.

**Hyperparameters.** The dataset is randomly split into an 80% training set and a 20% testing set. When training on Gaia, AWS North America, and Géant networks, the initial learning rate is set to 0.001 with Adam optimizer. When training on Exodus and Ebene networks, the initial learning rate is set to 0.1 with SGD optimizer. We decay the learning rate based on the inverse square root of the number of communication rounds. The batch size is set to 512 for Sentiment140 and Shakespeare datasets, to 128 for Femnist dataset and to 16 for iNaturalist dataset.

**Consensus Matrix.** For a given overlay \( G = (\mathcal{V}, \mathcal{E}) \), the consensus matrix \( A \) is selected similarly to the local-degree rule in [62]. The weight on an arc is based on the larger in-degree of its two incident nodes:

\[
A_{i,j} = \frac{1}{1 + \max(|\mathcal{N}_i^-|, |\mathcal{N}_j^-|)}, \quad \forall (i, j) \in \mathcal{E}.
\] (22)
\[ A_{i,i} = 1 - \sum_{j \in \mathcal{N}_i^-} A_{i,j}, \quad \forall i \in \mathcal{V}. \] (23)

The matrix \( A \) so-built is symmetric doubly stochastic. The weights can be determined in a fully-distributed way: every node just needs to exchange degree information with its neighbours.

**MATCHA.** We implemented MATCHA as described in [104] but for one difference. In MATCHA, each matching \( i \) is selected independently with some probability \( p_i \). With probability \( q = \prod_i (1 - p_i) \), no matching is selected and then no communication occurs. This is equivalent to perform a random number of local steps \( s \) between two communication rounds. In order to compare fairly the different approaches and isolate the effect of \( s \), we fixed \( s \) also for MATCHA as follows. Silos perform a given number of local steps \( s \) and then, when a communication should occur, matchings are independently sampled until at least one of them is selected. In practice, in our experiments, the probability \( q \) was close to 0, so that the two approaches are practically indistinguishable. Finally, we observe that MATCHA computes the matchings coloring an initial topology, but it is not explained how this initial topology is selected. MATCHA and MATCHA\(^+\) operate exactly in the same way but starting from two different initial topologies: the connectivity graph \( G_c \) and the underlay \( G_u \), respectively. The silos can easily discover the connectivity graph \( G_c \); reconstructing the underlay is much more complicated. Nevertheless, as MATCHA\(^+\) was in general outperforming MATCHA, we showed the results for MATCHA\(^+\).
Table 6: iNaturalist training over different networks. 1 Gbps core links capacities, 10 Gbps access links capacities. Five local computation steps.

| Network name | Silos | Links | Cycle time (ms) | Ring’s training speed-up |
|--------------|-------|-------|-----------------|--------------------------|
|              |       |       | STAR | MATCHA (+) | MST | δ-MBST | RING vs STAR | vs MATCHA (+) |
| Gaia [38]    | 11    | 55    | 492.4 | 329.3 (329.3) | 239.7 | 239.8 | 219.7 | 1.79 | 1.50 (1.50) |
| AWS NA [96]  | 22    | 231   | 389.8 | 226.0 (226.0) | 191.3 | 191.3 | 182.9 | 1.40 | 1.24 (1.24) |
| Géant [29]   | 40    | 61    | 736.0 | 553.8 (207.4) | 202.6 | 202.6 | 210.6 | 3.49 | 2.63 (2.96) |
| Exodus (us)  | 68    | 79    | 1013.4| 675.0 (243.8) | 246.9 | 246.9 | 205.5 | 3.95 | 2.25 (1.18) |
| Ebone (eu)   | 68    | 87    | 1003.2| 681.6 (224.9) | 223.2 | 223.2 | 196.9 | 3.04 | 2.29 (1.21) |

Table 7: iNaturalist training over different networks. 1 Gbps core links capacities, 10 Gbps access links capacities. Ten local computation steps.

| Network name | Silos | Links | Cycle time (ms) | Ring’s training speed-up |
|--------------|-------|-------|-----------------|--------------------------|
|              |       |       | STAR | MATCHA (+) | MST | δ-MBST | RING vs STAR | vs MATCHA (+) |
| Gaia [38]    | 11    | 55    | 619.4 | 456.4 (456.4) | 366.7 | 366.7 | 346.7 | 1.79 | 1.32 (1.32) |
| AWS NA [96]  | 22    | 231   | 516.8 | 353.2 (353.2) | 318.3 | 318.3 | 309.9 | 0.69 | 0.47 (0.47) |
| Géant [29]   | 40    | 61    | 609.0 | 680.8 (334.7) | 329.6 | 329.6 | 337.6 | 0.90 | 1.00 (1.98) |
| Exodus (us)  | 68    | 79    | 1140.4| 822.0 (370.9) | 373.9 | 373.9 | 332.5 | 1.52 | 1.10 (1.23) |
| Ebone (eu)   | 68    | 87    | 1130.2| 808.6 (352.1) | 350.4 | 350.4 | 323.9 | 1.74 | 1.25 (1.09) |

H Complete Set of Experiments

H.1 Effect of the number of local steps

Tables [6] and [7] show the effect of 6 different overlays when training ResNet-18 over iNaturalist in networks with 1 Gbps core links and 10 Gbps access links and local steps equal to 5 and 10, respectively. For 5 local steps, the training time is evaluated as the time to reach a training accuracy equal to 65%, 50%, 50%, 45%, and 45% for Gaia, AWS North America, Géant, Exodus, and Ebone, respectively. For 10 local steps, the training time is evaluated as the time to reach a training accuracy equal to 65%, 50%, 50%, 45%, and 40%, respectively.

H.2 Full results for training every dataset on AWS North America

In Figure [2] we have shown the training loss w.r.t. communication rounds and wall-clock time when training four different datasets on AWS North America. Here we provide the complete results (Figures [11],[14]) which include training loss, training accuracy, test loss, and test accuracy w.r.t communication rounds and wall-clock time.

H.3 Exploring other scenarios

In our experiments, we considered 5 underlays, for which we compared 6 different overlays (e.g., Table [3]). Moreover, we tested 4 different datasets (e.g., Fig. [2]) and 3 different values for the number of local steps $s = 1, 5, 10$ (e.g., Tables [6] and [7]). We were not able to run experiments for all 360 possible combinations. In Figures [15],[24] we show some representative additional results. For each experimental result, four metrics are shown including the train loss, train accuracy, test loss, and test accuracy w.r.t. communication rounds and wall-clock time. The common observation is that the RING converges faster than MATCHA$^+$ and STAR in terms of wall-clock time. In some cases, the test loss and accuracy of the model learned by the RING start becoming worse after some time, with overfitting being a possible explanation in some cases (see Figs. [15],[17],[20] and [22]).
Figure 11: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training Shakespeare on AWS North America underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$.

Figure 12: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training FEMNIST on AWS North America underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$.

Figure 13: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training Sentiment140 on AWS North America underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$. 
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Figure 14: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training iNaturalist on AWS North America underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$.

Figure 15: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Gaia underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$.

Figure 16: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on AWS North America underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$. 
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(a) Train Loss
(b) Train Accuracy
(c) Test Loss
(d) Test Accuracy

Figure 17: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Géant underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$.

(a) Train Loss
(b) Train Accuracy
(c) Test Loss
(d) Test Accuracy

Figure 18: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Exodus underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$.

(a) Train Loss
(b) Train Accuracy
(c) Test Loss
(d) Test Accuracy

Figure 19: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Ebone underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 1$. 
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Figure 20: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Gaia underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 5$.

Figure 21: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on AWS North America underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 5$.

Figure 22: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Géant underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 5$. 
Figure 23: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Exodus underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 5$.

Figure 24: Effect of overlays on the convergence w.r.t. communication rounds (top row) and wall-clock time (bottom row) when training ResNet-18 image classification model using iNaturalist on Ebone underlay. 1 Gbps core links capacities, 100 Mbps access links capacities, $s = 5$.

H.4 Training on Full-iNaturalist dataset

Full-iNaturalist contains 450,000 images belonging to 8142 classes. The distribution of images across classes is highly skewed. We randomly split them into an 80% training set and a 20% testing set, and fine-tuned a pretrained ResNet-50 on ImageNet from torchvision implementation for species classification. When training on Gaia, AWS North America, and Géant networks, the initial learning rate is set to $5 \times 10^{-5}$ with Adam optimizer. When training on Exodus and Ebone networks, the initial learning rate is set to $0.1$ with SGD optimizer. We decay the learning rate by half every epoch. The batch size is set to 96. Because of the larger model size ($161.06$ Mbits) and larger batch size (compared with the iNaturalist setting in Table 2), the computation time for one local update of the model in this case increases to $946.7$ ms.

Half of the images are assigned uniformly at random, the other half are assigned to the geographically closest silo. Table 8 shows that our method generates quite unbalanced data distributions (e.g., for Ebene, one silo can have up to 43 times more images than another one). Moreover, Figure 25 shows pairwise Jenson-Shannon (JS) divergence [63] for label distributions at different silos under our method and under a uniformly random repartition. The JS divergence across silos is larger when the samples are distributed following our method, suggesting that novel data is far from being iid distributed.
Table 8: Statistics of Full-iNaturalist dataset distribution for different networks.

| Network name       | Silos | Samples/silo | Mean    | Stdev   | Min    | Max    |
|--------------------|-------|--------------|---------|---------|--------|--------|
| Gaia               | 11    | 37795        | 29986   | 19344   | 112745 |
| AWS North America  | 22    | 18897        | 9915    | 10502   | 50727  |
| Géant              | 40    | 10393        | 17535   | 5102    | 116498 |
| Exodus             | 79    | 5262         | 3368    | 2710    | 18454  |
| Ebone              | 87    | 4778         | 11222   | 2264    | 98886  |

Figure 25: Pairwise Jensen-Shannon divergence across silos labels distributions for Full-iNaturalist dataset on different networks. The first row is for data distributed with our method and the second row is for data distributed uniformly at random.

Differently from the previous experiments, we did not set the consensus weights using the local degree rule, but, for a given overlay, we computed the consensus matrix $A$ with the optimal spectral properties. For undirected topologies, we solved the symmetric fast distributed linear averaging problem [62, Eq. 17]. This problem is expressed as a semi-definite program that is convex and can be solved efficiently. For the RING, the optimal consensus matrix has all the non-zero entries equal to $1/2$.

Table 9 shows the effect of 6 different overlays when training ResNet-50 over Full-iNaturalist in networks with capacities equal to 1 Gbps for core links and access links. We can see that RING always achieves the best throughput in this setting.

H.5 Dependence of model performance on underlays

The models obtained by the experiments in Table 3 have different performance w.r.t. the underlays. The reason is that we chose to optimize the mean of local functions (1), which leads to different optimization problems when the number of silos changes. The observed difference in the trained models’ performances is related to the fact that each of them is the result of a different optimization problem. Instead, when optimizing the weighted sum of local functions with weights equal to the percentage of the data points held by silos, the model performance does not depend on the underlay. To confirm this claim, we trained ResNet-18 on iNaturalist using the weighted average loss on STAR topology over the five underlays considered in the paper. Figure 26 shows that the obtained models for these five underlays have similar performances, reaching a test accuracy between 46% and 48%.

H.6 Effect of $C_b$ in MATCHA

There is no real configuration criterion for $C_b$ in [104], but [104, Fig. 3] suggests to select the smallest $C_b$ that has the same spectral norm of vanilla-SGD—but less communication overhead. This criterion leads to pick for all our topologies, but “AWS North America,” a value of $C_b \in [0.4, 0.6]$, with no significant change to the results in Table 3. For “AWS North America” the criterion leads to $C_b = 0.2$.

Training time is evaluated as the time to reach a top 5 training accuracy equal to 18% for Gaia and to 13% for other networks. The top 5 training accuracy reached by centralized training ResNet-50 after 50 epochs is about 20%.
Table 9: Full-iNaturalist training over different networks. 1 Gbps core links capacities, 1 Gbps access links capacities. One local computation step (s = 1).

| Network name | Silos | Links | Cycle time (ms) | Ring’s training speed-up vs STAR | vs MATCHA(*) |
|--------------|-------|-------|-----------------|-------------------------------|--------------|
| STAR         |       |       | MATCHA (+)      | MST δ-MBST                    |              |
| Gaia [38]    | 11    | 55    | 4444            | 1498                         | 1363         |
| AWS North America [96] | 22 | 231   | 7785            | 1441                         | 1297         |
| Géant [29]   | 40    | 61    | 13585           | 1944                         | 1464         |
| Exodus [68]  | 79    | 147   | 26258           | 2078                         | 1481         |
| Ebune [68]   | 87    | 161   | 28753           | 2448                         | 1481         |

Table 10, first row, shows indeed that MATCHA is faster for \( C_b = 0.2 \), but still RING is 1.08 and 3.29 faster than MATCHA for 10 Gbps and 100 Mbps access links capacities, respectively. The table shows also that this criterion does not lead necessarily to the fastest training time for MATCHA. An alternative is to select \( C_b \) by running time-consuming training experiments, but in any case we have always observed RING to outperform MATCHA except on Géant (see Table 3 and Table 10). Note that MATCHA is supposed to find by itself how often to use each link and “achieve a win-win in this error-runtime trade-off for any arbitrary network topology” [104]. We ran additional experiments with MATCHA over our topologies (for the RING we considered its undirected version as MATCHA uses bi-directional communications); however, MATCHA was still slower than RING (last two rows in Table 10).

Table 10: RING’s training speed-up vs MATCHA when training iNaturalist on AWS-North America network. MATCHA runs on top of underlay, RING, and δ-MBST with different values of communication budget \( C_b \). 1 Gbps core links capacities. The star denotes the results with \( C_b \) set according to [104] Fig. 3. Bold fonts denote the optimal setting for \( C_b \).

| Access links capacities | 10 Gbps | 100 Mbps |
|-------------------------|---------|----------|
| Communication budget \( (\text{in M}) \) | 1.0     | 0.8      |
| MATCHA over underlay    | 1.0     | 1.0      |
| MATCHA over δ-MBST      | 1.0*    | 1.0*     |
| MATCHA over RING        | 1.0*    | 1.0*     |