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Abstract—Nearly all practical applications of the theory of characteristic modes (CMs) involve the use of computational tools. Here in Paper 2 of this Series on CMs, we review the general transformations that move CMs from a continuous theoretical framework to a discrete representation compatible with numerical methods. We also review key concepts encountered across a variety of numerical CM implementations. These include modal tracking, dynamic range, code validation, and techniques related to electrically large problems.

Index Terms—Antenna theory, convergence of numerical methods, eigenvalues and eigenfunctions, electromagnetic theory, numerical analysis.

I. INTRODUCTION

While the theory of characteristic modes (CMs) can be applied rigorously in certain theoretical cases, it has long been associated with computational methods allowing for the analysis of arbitrarily shaped systems. The method of moments (MoM) [1] in particular is closely tied to the analysis of CMs due to its direct transformation of the continuous impedance operator into a finite-dimensional impedance matrix [2]. Simple MoM implementations are commonly taught in graduate-level coursework on computational electromagnetics [1], [3], [4], and many commercial software packages allow for the generation and exporting of MoM-related data [5], [6]. Contemporary computing power allows for the solution of moderately sized MoM problems (on the order of a few thousand unknowns) without the necessity of employing sophisticated algorithms and expensive high-performance hardware. This availability of MoM codes and their close connection to modal analyses has enabled many researchers to explore different aspects of CM theory without excessive overhead spent in the development of specialized computational tools. As such, many studies in the literature implicitly assume MoM numerical tools as the basis for the theory of CMs, rather than the continuous operator theory underpinning its original formulations [7]. While this is not entirely accurate, it does reflect the prevalence of numerical tools in the study of CMs and motivates the present second part of this review series on computational aspects of characteristic mode analysis (CMA).

The intent of this review is to highlight key challenges and techniques in the numerical implementation of CMA, with focus placed on methods preserving the favorable properties associated with purely analytical formulations. This part follows general overview (Paper 1 of this series) and precedes a review on canonical antenna design with the help of CMs (Paper 3 of this series).

II. CHARACTERISTIC MODES

CM decomposition is motivated by the desire for a modal basis with properties convenient for electromagnetic scattering analyses. Most often, these types of decomposition are based on the diagonalization of specific operators arising from frequency domain integral equations. Beginning in the 1940’s, decompositions of fields scattered by obstacles were independently introduced using the scattering matrix [8], the transition matrix [7], and the impedance matrix [9]. An important property of the CM decomposition is that the external (radiating) problem is treated, making it possible to orthogonalize modal radiation patterns.

Contemporary work on CMs is concentrated on formulations based on impedance operators relating current distributions on a specified object to the fields they scatter, see Box 1. In this case, CMs are commonly defined as those current distributions diagonalizing both the impedance and radiation operators. Modifications of the CM decomposition exist, see Section VI, though these techniques often come at the cost of certain properties which make the impedance / radiation formulation favorable [10].

CMs represent a basis of continuous current distributions and are defined independently of any computational method. However, outside of select canonical problems, e.g., [11]–[13], solutions to the CM eigenvalue problem can only be obtained through the use of numerical tools.

III. MATRIX REPRESENTATION OF CMs

Computational implementation of the theory of CMs relies on the conversion of fields and operators defined over continuous domains into vectors and matrices corresponding to a basis with discrete elements [2]. By approximating currents on arbitrarily shaped conducting surfaces through an appropriate basis (e.g., RWG basis functions [14], see top insets in Box 1) the electric field integral equation (EFIE) may be transformed into a system of equations via application of MoM [1]. This conversion, in turn, leads to a discrete representation of the CM eigenvalue problem, see Box 1 and bottom insets therein.
When the impedance matrix is transpose symmetric, e.g., when Galerkin method [1] is used within the MoM to model reciprocal systems, CMs are equiphasse and diagonalize the impedance operator, leading to orthogonality in both the radiation and reactance operator. Normalization of CMs is arbitrary, though normalizations forcing each modal current to radiate equal power are by far the most common, see Box 2.

In some cases, computation of the impedance matrix may be accelerated via non-Galerkin procedures or asymmetric integrations [3], leading to asymmetric impedance matrices. In such cases care must be taken to either be aware of reduced orthogonality or to artificially "symmetrize" appropriate matrix operators. Orthogonality in the matrix \( R \) by Poynting’s theorem, also leads to orthogonality in modal far-fields when integrated over the entire far-field sphere, see Box 2. Note that this orthogonality property is not, in general, present for lossy structures unless modifications to the generating eigenvalue problem are altered, necessarily impacting other orthogonality properties in the process [10], [15]–[17]. Additionally, modal currents are not, in general, orthogonal in an unweighted inner product, i.e., \( \mathbf{I}^H_r \mathbf{I}_n \neq \delta_{mn} \delta_{mr} \), and their orthogonality is reserved only for so-called separable coordinate systems [18] for which analytical solutions to the problem (2) may typically be found [7], [11], [19]–[21]. The orthogonality relations in (6) and (7) imply modal orthogonality in reactive energy, i.e., the difference between stored magnetic and electric energies. While the reactance operator \( X \) can be decomposed into electro and magnetic energy operators [22], [23], orthogonality of modes does not, in general, extend to these individual operators or their summation which represents stored electromagnetic energy.

Due to their relative excess of magnetic (electric) energy, modes with positive (negative) eigenvalues are referred to as inductive (capacitive), cf. (7) in Box 2. A balance of modal electric and magnetic energies leads external resonance \(^1\) at \( \lambda = 0 \). The spectrum of eigenvalues spans all positive and negative real numbers, with accumulation at \( \pm \infty \). As such, eigenvalues are frequently reported in terms of log magnitude or characteristic angle [24] \( \alpha_n = \pi - \arctan \lambda_n \), the latter being restricted to the interval \([\pi/2, 3\pi/2]\). Similarly the quantity \( 0 \leq |1 + j\lambda_n|^{-1} \leq 1 \) is frequently used as a metric of modal significance due to its predictable range and appearance in many CM expansion formulae.

IV. ACCURACY, DYNAMIC RANGE, AND CONVERGENCE

Solutions to the discrete eigenvalue problem in (5) may be found using a variety of numerical methods. The choice of numerical method, however, along with the properties of the underlying impedance matrix data, may lead to noticeable differences in modal solutions. In this section, we discuss key numerical aspects of obtaining CM data.

A. Solving Generalized Eigenvalue Problems

When it comes to the numerical evaluation of (5), two algorithms are typically employed: generalized Schur decomposition (GSD) and the implicitly restarted Arnoldi method

\(^1\)Here external resonance denotes the condition \( \lambda_n = 0 \) whereas internal resonances are typically associated with non-radiating currents.

Box 1. EFIE Formulation and Its Matrix Representation

The electric field integral equation (EFIE) relates a scattered field \( \mathbf{E}_s(r) \) and its sources \( \mathbf{J}(r') \) as [25]

\[
\mathbf{E}_s(r) = -j\omega \mu_0 \int_\Omega \mathbf{G}(r, r') \cdot \mathbf{J}(r') \, dr'
\]

with \( \mathbf{G}(r, r') \) being the dyadic Green's function. The above relation can be used to define an impedance operator \( Z(\mathbf{J}) = \mathbf{R}(\mathbf{J}) + j \lambda_n \mathbf{X}(\mathbf{J}) = \mathbf{n} \times \mathbf{n} \times \mathbf{E}_s(\mathbf{J}) \) from which a CM eigenvalue problem is constructed as [9]

\[
Z(\mathbf{J}_n) = (1 + j\lambda_n) \mathbf{R}(\mathbf{J}_n).
\]

The generalized eigenvalue problem (2) demands a solution to the integral equation, which can be analytically found in exceptional cases only. For this reason, the continuous quantities are represented in a suitable basis \( \{ \psi_n(r') \} \), [26]

\[
\mathbf{J}(r') \approx \sum_{n=1}^N I_n \psi_n(r'), \quad r' \in \Omega_T,
\]

which yields a matrix representation of the impedance operator \( \mathbf{Z} = \mathbf{R} + j \mathbf{X} \equiv [Z_{pq}] \) with elements given by

\[
Z_{pq} = j\omega \mu_0 \int_{\Omega_T} \int_{\Omega_T} \psi_p(r) \cdot \mathbf{G}(r, r') \cdot \psi_q(r') \, dr' \, dr.
\]

From this representation, a matrix form of the CM decomposition [2]

\[
\mathbf{Z} \mathbf{I}_n = (1 + j\lambda_n) \mathbf{R} \mathbf{I}_n \leftrightarrow \mathbf{X} \mathbf{I}_n = \lambda_n \mathbf{R} \mathbf{I}_n,
\]

may be constructed. It should be noted that the choice of basis (3) is arbitrary, i.e., it can be composed of entire-domain (e.g., spherical waves) or piece-wise defined (e.g., RWG) basis functions. While the transition from analytical (2) to numerical (5) representation of the CM problem significantly broadens the scope of its practical use, it also restricts the inherent precision and may lead to numerical issues, discussed further in Section IV.

\( (\text{IRAM}) \) [28]. For example, in MATLAB [29], their LAPACK and ARPACK implementations are accessible via \texttt{eig()} and \texttt{eigs()} functions, respectively, and similarly for other high-level programming languages. The most notable difference is their algorithmic complexity. The GSD method achieves higher numerical stability and produces a full set of eigen- modes, however, the cost is \( \mathcal{O}(N^3) \), where \( N \) is the number
Box 2. Current Normalization

Transpose symmetry of the impedance matrix $Z$ leads to CM current distributions which are orthogonal in both the radiation and reactance operators. The orthogonality in the radiation operator implies orthogonal far fields (see the inset below). The choice of normalization, however, is arbitrary and provides an opportunity to re-scale eigenvectors $J_n(r')$ and $I_n$ at will. The most commonly adopted normalization ensures real-valued current vectors radiating equal amounts of power, i.e.,

$$P_{t,n} = \frac{1}{2Z_0} \int \mathbf{F}^H_n(\hat{r}) \cdot \mathbf{F}_n(\hat{r}) d\Omega$$

$$= \frac{1}{2} (J_m, R(J_n)) \approx \frac{1}{2} I^H_m R I_n = \delta_{m,n}. \quad (6)$$

This choice of normalization also equates modal reactive power with the CM as

$$2\omega (W_m,n - W_e,n) = \frac{1}{2} (J_m, X(J_n))$$

$$\approx \frac{1}{2} I^H_m X I_n = \lambda_n \delta_{m,n}, \quad (7)$$

where $W_m,n$ and $W_e,n$ are the modal magnetic and electric stored energies [27].

As an example, the radiation pattern cuts of the first four characteristic modes of a perfectly electric conducting plate from Box 1 are depicted for $ka = 1$. When (6) is applied, their size is changed dramatically.

$|P_1(\hat{\theta})| \quad |P_2(\hat{\theta})| \quad |P_3(\hat{\theta})| \quad |P_4(\hat{\theta})|$

$P_{t,1} = 1.00 W \quad P_{t,2} = 0.59 W \quad P_{t,3} = 0.05 W \quad P_{t,4} = 0.04 W$

of degrees of freedom, cf., (2). The IRAM method is capable of efficiently finding only the first $M$ modes with complexity $O(MN^2)$. When the eigenvalue problem is solved, the CMs are typically then normalized, see Box 2, and tracking is performed, see Box 3.

B. Modal Dynamic Range

For a system with $N$ degrees of freedom, the generalized eigenvalue problem (5) defines a set of $N$ CMs. However, issues related to numerical precision (specifically in the representation of weakly radiating currents with complex spatial dependence) typically limit meaningful results to those $M \ll N$ modes with eigenvalue magnitudes below an empirically observed threshold. Conveniently, “low-order” modes with eigenvalues at or near resonance are those most commonly studied [30]–[32]. The numerical threshold determining the number of available modes depends on many factors, particularly singularity treatment and numerical precision [21], but also the operational frequency and object complexity.

An important issue significantly affecting the numerical dynamics of the CM generalized eigenvalue problem (CMGEP) is the null-space of the $R$ matrix [2]. This null-space can be extracted, which greatly extends the dynamic range of available modes and reduces computational time [33]. An ultimate solution in this direction is to evaluate the transition matrix $T$ from the impedance matrix $Z$ as described in [34] and perform decomposition in a basis of outgoing spherical waves. This leads to the improved performance shown in Fig. 1. Another problem is low-frequency instability which is addressed in [35].

Figure 2 demonstrates the limited number of CMs by plotting modal current distributions (top) and eigenvalue magnitude (bottom left) for a straight dipole antenna. There it is clear that for modes with eigenvalue magnitudes less than $\sim 10^{-6}$, modal current distributions are smooth functions resembling a Fourier basis in one dimension, whereas modes with eigenvalues saturated above this level have current distributions that are effectively numerical noise.

C. Convergence in Modal Superposition

Diagonalization of the impedance operator leads to a simple form of expansion coefficients for the current induced by an incident field represented by the vector $V$.

$$I = \sum_n \alpha_n I_n, \quad \alpha_n = \frac{I^H_n V}{2P_t(1 + j\lambda_n)}, \quad (8)$$

where $\alpha_n$ is commonly referred to as a modal weighting coefficient. The explicit form of the modal weighting coefficients suggests that modal contributions to the total current distribution depend both on the alignment (inner product) of modal currents with the excitation $(I^H_n V)$ as well as the reactive nature of each mode (via $|1 + j\lambda_n|^{-1}$). These two terms are commonly called the modal excitation coefficient and modal significance, respectively. Note that highly reactive currents with $|\lambda_n| \gg 1$ may make a non-trivial contribution to the above sum due to large current magnitudes induced by the chosen normalization enforcing all currents to radiate unit
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The von Neumann-Wigner theorem [38] gives rise to several important results related to modal tracking and symmetry.

In greatly simplified terms, this theorem states that there can be no eigentrace crossings so long as an object under study has no point-group symmetries (see the “asymmetric” shape \( \Omega_1 \) above and the left inset below), i.e., the impedance matrix is in its irreducible form [39]. On the contrary, when an object possesses point-group symmetries (e.g., mirror or rotational symmetry, see shape \( \Omega_2 \) above), its impedance matrix is reducible into a block-diagonal matrix and eigentraces from different blocks (associated with irreducible representations) may cross each other, see the right inset below. The importance of this result extends far beyond CMs as it applies to any eigenvalue problem, e.g. those encountered in quantum mechanics [40, Figs. 30, 31]. See [41] and [42] for further details.

V. Tracking

The operators involved in the CMGEP are naturally parameterized by frequency \( \omega \), leading to frequency dependent modal quantities. The concept of associating modal quantities across frequencies (particularly over a set of discrete frequencies at which the CMGEP is solved) is known as modal tracking. Modal data represented by characteristic angles \( \alpha_n \) are shown schematically in Fig. 3, where untracked data at discrete data frequency points are tracked to create smooth eigentraces.

Based on hypotheses of various metrics of modal similarity, many heuristic tracking algorithms have been proposed, such as leveraging vector correlation [43], [44], eigenvalue proximity [45], far-field correlation [46], and hybrid methods [47]. Complicating the process of modal tracking are degeneracies and crossing avoidances (associated with modal coupling) [48]–[51] near frequencies where multiple eigenvalues approach the same value. Though a system’s symmetry [39], [52], [53] may be employed to analytically distinguish degeneracies and crossing avoidances [41] and enable smooth tracking of complex modal systems [42], the sensitivity of these phenomena to vanishingly small symmetry-destroying perturbations raises questions regarding the physical relevance of tracking modes across frequency. Regardless of physical interpretation, one special case stands out among results related to symmetry-based tracking: modal eigenvalues of completely asymmetric (\( C_1 \) symmetry) structures are infinitely unlikely to cross [38], [41]. Additionally, modal symmetry has factored into the design of MIMO systems with orthogonal radiation channels [42], [54].

Several misconceptions regarding modal tracking are prevalent in the literature. First, it is not generally appropriate to assume “slowly changing” modal currents as functions of frequency. As observed in other branches of physics involving coupled modes [55], modal eigenvectors may change rapidly in the vicinity of crossing avoidances [49]. Second, though useful for interpretation and visualization, the premise of modal tracking is primarily one of human convenience, rather than physical truth. Symmetry-based tracking rules demonstrate that infinitesimal perturbations to a system lead to differing tracking results [42].

VI. Extended Techniques

So far in this review only the specific generalized eigenvalue problem in (2), formulated for the study of lossless scatterers in free space, has been considered. However, many variations on this problem exist, allowing for CMs to be applied in a number of alternate settings.

A. Electrically Large Problems

As the electrical size of a structure increases, so does the number of degrees of freedom required to accurately model induced currents. This increase, in turn, leads to rapidly growing power. This is particularly true for the common, but poorly converging, case of antennas driven by delta gap sources [36], as illustrated by the example data in the bottom right panel of Fig. 2 showing relative errors in driven input conductance (\( \epsilon_C \)) and susceptance (\( \epsilon_B \)) as a function of increasingly higher number of modes used to reconstruct the driven current distribution of a center fed dipole. In synthesizing equivalent circuit models of driven antennas, excess reactance due to modes far away from resonance are frequently modeled using empirically determined reactive components, e.g., [37].
computational cost in populating, storing, and manipulating an impedance matrix generated by EFIE-based MoM, limiting the practical feasibility of carrying out CM analyses. Fast multipole methods have been applied to remedy this issue, greatly reducing the computational cost involved in obtaining dominant CMs from large structures [56]–[58]. Nevertheless, it is important to point out that the number of significant modes increases rapidly with electrical size $ka$, see Fig. 4.

**B. Dual and Substructure Problems**

Dual formulations involving Babinet’s principle may be employed to represent apertures and slot structures on infinite ground planes as magnetic currents, see [59], [60] and references therein. Numerical Green’s functions may be employed to generalize the impedance operator to non-free-space settings, most commonly in the analysis of embedded antennas located on or near conducting platforms [61]–[65]. When all objects in such a system are of finite extent, calculation of the numerical Green’s function is closely related to the partitioning of an impedance matrix representing the entire system, see Fig. 5, while problems involving infinite ground planes may be approached through the use of image theory [66], [67].

**C. Arrays and Network Modes**

The finite basis impedance matrix is equivalent to that encountered in the analysis of $N$-port networks, leading directly to the concept of network CMs [68]–[70]. For array problems, the scattering problem may be reduced to an $N$-port network or whole domain basis functions may be employed to approximate currents over each element to reduce computational overhead [48], [71]–[73]. More involved approaches have been developed for similar analysis of finite arrays through the use of modal properties of single array elements [74]. Numerical analysis of infinite uniform arrays has also been carried out through the use of problem-specific Green’s functions, closely resembling the approaches taken in the analysis of objects above infinite ground planes [66], [75], [76].

**D. Related Modal Methods**

Variations on the CM eigenvalue problem involving weighted far-field integration (as opposed to the implicit uniform weighting present in the classical CMGEP) give rise to Inagaki modes [77] and generalized CMs [78], both of which have been applied to bounds and synthesis problems involving pattern specification (e.g., directivity, pattern orthogonality) [79]–[81]. Other modal problems may be constructed using various combinations of the total energy (rather than the reactance), Ohmic (thermal) losses, far-field, and radiation operators [23], [82], each with advantages and disadvantages leading themselves to specific problems, particularly in the study of bounds on antenna performance, e.g., [83]–[85]. Similar in name to CMs, characteristic basis functions serve as a convenient method for reducing the computational cost of solving large systems by partitioning and expanding currents in terms of subdomain basis functions obtained for particular excitation [86], [87].

The diagonalization properties of CMs make them attractive for accelerating optimization problems containing objectives or constraints involving the impedance matrix, such as those encountered in determining physical bounds on extinction and scattering cross sections [88].
VI. CONCLUSION

For most of its history, CMA has been closely tied to numerical methods, particularly EFIE-based MoM for perfectly conducting structures, and since the publication of seminal work in the 1970’s, continued research on CM decomposition has led to many findings in areas related to its computational implementation. In this review, we touch on several of these areas, ranging from improved numerical techniques to new theoretical formulations. Just as the field has progressed enormously in the last 50 years, we expect research in CMs to continue in directions yet-unknown for many years to come. Perhaps just as impactful as CMA itself is the increased awareness and interest in source-based theoretical methods it has provided the antennas and propagation community. The use of modal currents and fields as a basis for exploring the feasibility of electromagnetic devices is by no means unique to characteristic modes, though modern computing power has greatly accelerated progress in its application to the development of fast solution techniques, the calculation of physical bounds, and the discovery of further intuitions for practical antenna design. Nevertheless, with every “new finding” in the 21st century, it seems the community also gains an increased appreciation for early pioneers of the field, e.g., the authors of work on numerical methods [1], [89], scattering decompositions [7], [8] and source-based optimization [90–94]; whose insights set the stage for modern work in CMA.
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