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Abstract. We study the regularity properties of the Hamilton-Jacobi flow equation and infimal convolution in the case where initial datum function is continuous and lies in given Sobolev-space $W^{1,p}(\mathbb{R}^n)$. We prove that under suitable assumptions it holds for solutions $w(x, t)$ that $D_x w(\cdot, t) \to Du(\cdot)$ in $L^p(\mathbb{R}^n)$. Moreover, we construct examples showing that our results are essentially optimal.

1. Introduction

Consider the Hamilton-Jacobi flow equation

\begin{equation}
\begin{cases}
w_t + H(Du) = 0 & \text{in } \mathbb{R}^n \times ]0, \infty[, \\
w(x, 0) = \lim_{t \to 0} w(x, t) = u(x) & \text{for every } x \in \mathbb{R}^n.
\end{cases}
\end{equation}

for initial datum function $u : \mathbb{R}^n \to \mathbb{R}$ and Hamiltonian function $H : \mathbb{R}^n \to [0, \infty[$. It is known (see [ST]) that the unique viscosity solution $w$ of the equation (1) is achieved via the Hopf-Lax formula

\begin{equation}
w(x, t) = \inf_{y \in \mathbb{R}^n} \left( u(y) + tL(y - x/t) \right),
\end{equation}

where

\begin{equation}
L(q) = \sup_{p \in \mathbb{R}^n} \{ p \cdot q - H(p) \}
\end{equation}

is the Legendre-Fenchel transform of $H$. Here one of course needs to require some regularity properties for functions $u$ and $H$. It is shown in [ST] that (2) is a solution of (1) if $H$ is a strictly convex $C^1$-function with $H(0) = DH(0) = 0$, and superlinear, i.e. $|H(p)| \to \infty$ as $p \to \infty$. From here on we will assume that these are valid for $H$.

For initial value function $u$ our standing assumptions are that $u$ is continuous and bounded function. In this case it is clear that $w(\cdot, t)$ provides a good approximation of $u$ when $t$ is small. Indeed, formula (2) above, for given $t > 0$, is also often called as an infimal convolution of $u$ (respect to function $L$) and appears as a standard smoothing operator in the theory of viscosity solutions. In this setting the notation $w(x, t) = ut(x)$ is typically used and so do we as well.

We will study the properties of the infimal convolution also in the case, where $L$ needs not to be a Legendre transform of any $H$ with aforementioned properties and so that the formula (2) can not be interpreted as a solution of (1). Our standing assumptions for function $L$ will be that

\begin{equation}
L \text{ is non-negative } C^1 \text{-function, } L(0) = 0 = DL(0) \text{ and } L \text{ is superlinear.}
\end{equation}

These assumptions almost coincide with those we made for function $H$, only the convexity assumption is dropped. It is also well known that if $L$ is the Legendre transform of $H$, then $L$ is convex function and also satisfies the required properties in (4).

The regularity issues for the solutions of Hamilton-Jacobi equations (or infimal convolutions) have been widely studied, see, e.g., [BDR], [H], [K], [VHT] and
In this work we focus on the convergence problems for the derivatives of the solutions. As we know that convergence \( w(\cdot, t) = u_t \to u \) holds, it is natural to ask if this convergence applies also to the derivatives. In classical setting, where \( u \in C^k, \ k \in \mathbb{N} \) and the pointwise convergence is studied, this question is rather easy. It follows e.g. from the method of characteristics (with additional assumption \( H \in C^2 \)) that answer is positive even for higher derivatives.

The present paper investigates the above problem in the framework of Sobolev-functions and \( S \). More precisely, we assume that \( u \) is continuous and bounded and \( u \in W^{1,p}(\mathbb{R}^n) \) for some \( 1 < p < \infty \) and then pose the following question: Does it hold that

\[
(Q) \quad Du_t \to Du \quad \text{in} \quad L^p(\mathbb{R}^n) ?
\]

According to our knowledge, this problem has not been studied before.

Our first main result is the following:

**Theorem 1.1.** Let \( u \in W^{1,p}(\mathbb{R}^n) \) be bounded, \( p > n \), and suppose that there exists constant \( C > 0 \) such that

\[
|DL(x)| \leq C \frac{L(x)}{|x|}.
\]

Then

\[
\|Du_t - Du\|_p \to 0 \quad \text{as} \ t \to 0.
\]

Moreover, \( \|Du_t\|_p \leq C(p, n, L)\|Du\|_p \) for every \( t > 0 \) and \( u \in W^{1,p}(\mathbb{R}^n) \).

It is easy to check that in the case \( L(x) = C|x|^q, \ q > 1 \), appearing as the most commonly used in the theory of viscosity solutions, assumption (5) is valid. More careful analysis show that e.g. convexity with condition

\[
(6) \quad \sup_{\frac{x}{t} < |x| < r} L \leq C \inf_{\frac{x}{t} < |x| < r} L
\]

for all \( r > 0 \) and constant \( C < \infty \) is sufficient for (5).

Regarding the solutions of the Hamilton-Jacobi equation, Theorem 1.1 combined with Proposition 2.6 in section 2 gives the following Corollary:

**Corollary 1.2.** Let \( p > n, \ u \in W^{1,p}(\mathbb{R}^n) \) bounded and assume that \( H \) satisfies our standing assumptions (given above). Additionally, suppose that there exists \( C > 1 \) and \( C' > 1 \) such that

\[
H(2x) > 2C \text{ for every } x \in \mathbb{R}^n \text{ and}
\]

\[
H(2x) < 2C' \text{ for every } x \in \mathbb{R}^n.
\]

for every \( r > 0 \). Then \( D_x w(\cdot, t) \to Du(\cdot) \) in \( W^{1,p}(\mathbb{R}^n) \) if \( t \to 0 \), and \( \|D_x w(\cdot, t)\|_p \leq C(p, n, H)\|Du\|_p \) for every \( t > 0 \) and \( u \in W^{1,p}(\mathbb{R}^n) \).

The proofs of the above results are given in section 2.

In section 3 we show that our assumptions in Theorem 1.1 (and Corollary 1.2) are essentially sharp. Relating to the assumption \( p > n \), it is shown (even in the most important special case \( L(q) = |q|^2 \)) that

**Theorem 1.3.** If \( n \geq 2 \), then there exists continuous and compactly supported function \( u \in W^{1,n}(\mathbb{R}^n) \) such that \( |Du| \to \infty \) when \( t \to 0 \) in a set of positive measure.
This implies that answer to (Q) is definitely negative when $1 \leq p \leq n$.

The rest of the section deals with assumption (5). The most natural case where (5) fails appears when $L$ behaves in infinity like exponential function, which corresponds to the case where $H$ is of type $|x| \log(|x|)$ and (4) does not hold for $H$. In the second example of section three it is shown that in this case the convergence (Q) fails in general also in the case $p > n \geq 3$. In this connection we also state some open questions, especially relating to the cases $n = 1$ and $n = 2$.

We end up with justifying in our third example the assumption of 'quasi-radiality', i.e. property (3) by considering the example in $\mathbb{R}^2$, where $H(x, y) = C_s |x|^s + C_{s'} |y|^{s'}$, $s > s' > 1$. This appears as a model case for the failure of (3) ($H$ still satisfies other required properties). We show that convergence (Q) does not hold in this situation for any $1 < p < \infty$.
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2. Boundedness and Convergence of the Gradients

Before proving Theorem 1.1, we have to verify some auxiliary lemmas. Although most of these results are rather easy and well known in optimization theory, we have not find sufficiently convenient references for our purposes. Because of that we prefer to express the complete proofs.

Firstly, it is well known that for every fixed $t > 0$ functions $u_t$ are locally Lipschitz and in our case where $u$ is assumed to be bounded, functions $u_t$ are even globally Lipschitz. More precisely, suppose that $C = \sup a$ and choose $R > 0$ such that $tL(a) \geq 2C$ if $|a| \geq R$. Then one can easily verify that $u_t$ is Lipschitz with constant

$$\sup_{a \in B(0, R)} |DL(a)|.$$

Here continuity of function $u$ does not have any role.

Next we remark that the Hopf-Lax formula may be written in many different ways. In this work we will exploit the following equivalent definition:

$$u_t(x) = \inf_{a \in \mathbb{R}^n} (u(x + ta) + tL(a)).$$

Furthermore, since we assumed that function $u$ is bounded and $L(x) \to \infty$ as $|x| \to \infty$, it follows that for every $t > 0$ there exists $R_t > 0$ such that

$$u_t(x) = \inf_{a \in B(0, R_t)} (u(x + ta) + tL(a)).$$

for every $x \in \mathbb{R}^n$. Assuming additional properties for $L$ or $u$ would make it possible to verify more precise estimates for $R_t$.

Throughout this work the following notation is used: For every $x \in \mathbb{R}^n$ define set $\mathcal{R}u_t(x)$ such that $a \in \mathcal{R}u_t(x)$ if

$$u_t(x) = u(x + at) + tL(a).$$

It is easy to check that $\mathcal{R}u_t(x)$ is always non-empty and compact set. The following inequality (suppose $|a| \leq C$)

$$u_t(x) = u(x + ta_t) + tL(a_t) \geq -C + t|a_t| \frac{L(a_t)}{|a_t|},$$

if $a_t \in \mathcal{R}u_t(x)$, combined with the superlinearity of $L$ (and the fact that $a_t$ minimizes (11)), guarantees that for any given $x$ the sets $t\mathcal{R}u_t(x)$, $t > 0$, are uniformly bounded (respect to $t$). This, combined with the continuity of $u$, also implies the (pointwise) convergence $u_t \to u$ as $t \to 0$. 
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Since functions \( u_t \) are Lipschitz, they are differentiable almost everywhere by Rademacher’s theorem. Actually more careful analysis show that they are even twice differentiable a.e. This is due to the fact that one can show that functions \( u_t \) are semiconcave (see e.g. [14]).

It is easy to see that functions \( u_t \) do not need to be differentiable everywhere. However, the directional derivatives exist at every point, which is verified in the following lemma.

**Lemma 2.1.** Suppose that \( u \) is continuous and bounded function and \( t > 0 \). Then \( u_t \) has directional derivatives at every point to any direction \( \gamma \) and

\[
D_\gamma u_t(x) = \inf_{a' \in \mathcal{R} u_t(x)} (-D_\gamma L(a')) = -D_\gamma L(a) \text{ for some } a \in \mathcal{R} u_t(x).
\]

**Proof.** Let \( t > 0 \) and \( x \in \mathbb{R}^n \). Recall first that by compactness of set \( \mathcal{R} u_t(x) \) there exists \( a \in \mathcal{R} u_t(x) \) such that

\[
-D_\gamma L(a) = \inf_{a' \in \mathcal{R} u_t(x)} (-D_\gamma L(a')).
\]

Moreover, continuity of \( u \) implies that \( u_t(x) = u(x + ta) + t L(a) \). We first estimate the difference \( u_t(x + h \gamma) - u_t(x), h > 0 \), from above by choosing points \( a_h \) such that \( a_h = a - \frac{h \gamma}{t} \). It follows that

\[
\frac{u_t(x + h \gamma) - u_t(x)}{h} \leq \frac{1}{h} \left( (u(x + h \gamma + ta_h) + t L(a_h)) - (u(x + ta) + t L(a)) \right)
\]

\[
= \frac{t}{h} \left( L(a_h) - L(a) \right) = \frac{L(a) - \frac{h \gamma}{t} - L(a)}{t}.
\]

Taking the limit yields that

\[
\limsup_{h \to 0^+} \frac{u_t(x + h \gamma) - u_t(x)}{h} \leq -D_\gamma L(a).
\]

Assume then that there exists sequence \( h_k > 0, h_k \to 0 \) as \( k \to \infty \), and \( \lambda > 0 \) so that

\[
\frac{u_t(x + h_k \gamma) - u_t(x)}{h_k} < -D_\gamma L(a) - \lambda
\]

for every \( k \). Suppose that \( a_k \in \mathcal{R} u_t(x + h_k) \) and choose \( a'_k = a_k + \frac{h_k \gamma}{t} \). Recall that sequence \( (a_k) \) has to be bounded and by extracting a subsequence, if needed, we may assume that \( a_k \to a_0 \). Moreover, \( u_t(x) = \lim_{k \to \infty} u_t(x + h_k) = \lim_{k \to \infty} u(x + h_k + ta_k) + t L(a_k) = \lim_{k \to \infty} u(x + ta'_k) + t L(a'_k) \)

which guarantees that \( a_0 \in \mathcal{R} u_t(x) \). Then we estimate the difference from below using points \( a'_k \):

\[
\frac{u_t(x + h_k \gamma) - u_t(x)}{h_k} \geq \frac{1}{h_k} \left( (u(x + h_k \gamma + ta_k) + t L(a_k)) - (u(x + ta'_k) + t L(a'_k)) \right)
\]

\[
= \frac{t}{h_k} \left( L(a_k) - L(a'_k) \right) = \frac{\left( L(a_k) - L(a_k + \frac{h_k \gamma}{t}) \right)}{h_k}.
\]

Then recall that \( L \) is \( C^1 \) function and \( a_k \to a_0 \) as \( k \to \infty \). This implies that above the last quantity converges to \(-D_\gamma L(a_0)\). Because \( a_0 \in \mathcal{R} u_t(x) \) we get that

\[
\liminf_{k \to \infty} \frac{u_t(x + h_k \gamma) - u_t(x)}{h_k} \geq -D_\gamma L(a_0) \geq -D_\gamma L(a).
\]

This contradicts with \([16]\) and the proof is complete. \( \square \)

We get the following corollary in the points of differentiability of \( u_t \):

Corollary 2.2. Let \( u \) be continuous and bounded and \( t > 0 \). Then \( u_t \) is differentiable at \( x \) and \( Du_t(x) = -DL(a) \) for every \( a \in R_u(x) \) if and only if \( DL(a) = DL(a') \) for every \( a, a' \in R_u(x) \).

Proof. Suppose, on the contrary that \( u_t \) is differentiable at \( x \) such that there exists \( a_1, a_2 \in R_u(x) \) so that \( DL(a_1) \neq DL(a_2) \). Then there exists direction \( \gamma \) so that \( DL(a_1) \cdot \gamma < DL(a_2) \cdot \gamma \). Then we get by Lemma (2.1) that \( D_t u_t(x) \leq -DL(a_2) \cdot \gamma < -DL(a_1) \cdot \gamma = DL(a_1) \cdot (-\gamma) \leq -D \cdot \gamma u_t(x) = D_t u_t(x) \), which is a contradiction. Another direction follows by the same argument. \( \square \)

Remark 1. Though we know that functions \( u_t \) are differentiable almost everywhere, we prefer writing our lemmas or theorems using directional derivatives \( D_tu_t \), since they really exist at every point for every \( t \in (0, 1) \). Then we can avoid possible technical problems which may occur if there were some exceptional sets of measure zero for every \( t \in (0, 1) \).

Remark 2. It is often preferable to study the regularity of the solutions \( u_t \) in terms of subdifferentials (see e.g. [PR]). In this presentation we have chosen to avoid this since they seem not to give any advantage for our short-term goals.

Remark 3. In above results it was assumed that \( u \) is continuous function. However, this is actually not needed but simplifies the proof since it makes possible to write \( u_t(x) = u(x + ta) + tL(a) \) if \( a \in R_u(x) \) instead of using the sequences \( (a_k) \) giving the infimum.

Remark 4. It is clear that also the boundedness of \( u \) can be replaced by assuming only that the growth of \( u \) in infinity is suitably comparable to the growth of \( L \). This remark (as well as the remarks above) is involved in forthcoming results, as well.

To prove the convergence \( Du_t \to Du \) in \( L^p \) when \( p > n \) we first show that this convergence holds pointwise a.e. This part follows basically from the next theorem.

Theorem 2.3. Suppose that \( u \) is continuous and bounded function and differentiable at \( x \in \mathbb{R}^n \). Then \( D_t u_t(x) \to Du(x) \cdot \gamma \) as \( t \to 0 \) for any direction \( \gamma \).

Proof. Denote that \( Du(x) =: D \). By the differentiability of \( u \) at \( x \), there exists function \( \varepsilon_x \) such that \( \varepsilon_x(h) \to 0 \) as \( |h| \to 0 \) and

\[
(17) \quad u(x + ta) = u(x) + t(D \cdot a + \varepsilon_x(ta)|a|).
\]

Suppose that \( a_t \in R_u(x) \) so that \( D_t u_t(x) = -D \cdot L(a_t) \). To complete the proof we have to show that \( D_t L(a_t) \to -D \cdot \gamma \). It follows from (17) that for every \( t \to 0 \), point \( a_t \) minimizes the quantity

\[
(18) \quad D \cdot a + \varepsilon_x(ta)|a| + L(a).
\]

As it was deduced from (12) above, \( \{ta_t\}_{t>0} \) is bounded. Combining this with the fact that \( a_t \) minimizes (18) and using again the superlinearity of \( L \) one obtains that even \( \{a_t\}_{t>0} \) is bounded.

Next we denote by \( A \) the set of points \( a' \) which are the minimizers of the above quantity without the error term \( \varepsilon_x(ta)|a| \), thus every \( a' \in A \) minimizes

\[
(19) \quad D \cdot a + L(a).
\]

Superlinearity of \( L \) implies that \( A \neq \emptyset \). Then it clearly holds (recall that \( L \) is \( C^0 \)-function) that \( DL(a') = -D \) for every \( a' \in A \).

Suppose then that our claim is not true, thus there exists a sequence \( a_{t_k} \) such that \( D_t L(a_{t_k}) \not\to -D \cdot \gamma \). Since the sequence \( a_{t_k} \) has to be bounded we may assume
that it converges, say to \( a'_0 \). Then
\[
D \cdot a'_0 + L(a'_0) = \lim_{k \to \infty} (D \cdot a_{tk} + \varepsilon_k(t_k a_{tk})(|a| + L(a_{tk})))
\leq \lim_{k \to \infty} (D \cdot a + \varepsilon_k(t_k a)|a| + L(a)) = D \cdot a + L(a)
\]
for every \( a \in \mathbb{R}^n \), thus \( a'_0 \in A \) and \( DL(a'_0) = -D \). Therefore
\[
D \cdot a + L(a) \to D \cdot a + L(a) = -D \cdot \gamma.
\]
This is the desired contradiction. \( \square \).

**Remark 1.** This implies that if \( u \) is differentiable almost everywhere, like if \( u \in W^{1,p}([\mathbb{R}^n]) \), \( p > n \), then \( D_{\gamma} u_t \to Du \cdot \gamma \) almost everywhere and \( Du_t \to Du \) a.e for any sequence \( t_k \to 0 \) (here it is reasonable to formulate the latter claim for sequences, see the remarks above).

**Remark 2.** Above theorem accounts for our assumption \( L \in C^1 \) (or strictly convexity of \( H \)). Dropping this assumption would yield problems with this theorem. The main reason for this is the fact that we really need the above theorem in the form where anything else about the smoothness of \( u \) around point \( x \) is not known than the differentiability in that single point \( x \).

The remaining ingredient of our main result relies to the following rather standard inequality (following e.g. from Poincare inequality, see [A]).

**Lemma 2.4.** Suppose that continuous function \( u : \mathbb{R}^n \to \mathbb{R} \) has locally integrable weak partial derivatives and \( p > n \). Then
\[
|u(x) - u(y)| \leq C(p, n)|x - y| \left( \int_{B(x, 2|x - y|)} |Du|^{p} \right)^{\frac{1}{p}}
\]
for every \( x, y \in \mathbb{R}^n \) such that \( B(x, 2|x - y|) \subset \Omega \).

Using the above inequality we get the desired \( p \)-integrable majorant for functions \( Du \) when \( |DL(x)| \leq \frac{\gamma(x)}{|x|} \). Below \( M \) denotes the classical centered Hardy-Littlewood maximal function.

**Theorem 2.5.** If \( u \) is bounded and continuous and \( L \) satisfies \( |DL(x)| \leq C \frac{L(x)}{|x|} \), then
\[
(20) \quad \sup_{\gamma} |D_{\gamma} u_t(x)| \leq C \left( M(|Du|^p)(x) \right)^{\frac{1}{p}} \text{ for every } t \in [0, 1] \text{ and } x \in \mathbb{R}^n.
\]

**Proof.** Observe first that by Lemma 2.4
\[
\sup_{\gamma} |D_{\gamma} u_t(x)| = \sup_{\gamma} |D_{\gamma} L(a_{t})| = |D_{\gamma} L(a)|,
\]
for some \( a \in R_{ut}(x) \) (here we also used the fact that \( R_{ut}(x) \) is compact and \( L \) is \( C^1 \)-function). Then, if \( a = 0 \), the claim is trivially true since \( DL(0) = 0 \). Suppose then that \( a \neq 0 \) whence it holds that
\[
u(x + ta) + tL(a) \leq u(x) \implies \frac{L(a)}{|a|} \leq \frac{|u(x + ta) - u(x)|}{t|a|}.
\]
Then we get by Lemma 2.4 and assumption \( |DL(x)| \leq C \frac{L(x)}{|x|} \) that
\[
|DL(a)| \leq C \frac{L(a)}{|a|} \leq CC(p, n) \left( \int_{B(x, 2|x - y|)} |Du|^{p} \right)^{\frac{1}{p}} \leq C \left( M(|Du|^p)(x) \right)^{\frac{1}{p}}
\]
for every \( x \).

Then we are ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** Let \( p > n \), \( u \in W^{1,p}(\mathbb{R}^n) \) bounded, and suppose that \( L \) satisfies \( |DL(x)| \leq C \frac{L(x)}{|x|} \). We have to show that

\[
\|Du_t - Du\|_p \to 0 \quad \text{as} \quad t \to 0,
\]

and, moreover, that \( \|Du_t\|_p \leq C\|Du\|_p \) for every \( t > 0 \).

Let us begin with choosing a sequence \( t_k \to 0 \) and \( t_k \to 0 \) as \( k \to \infty \). Recall that in case \( p > n \) function \( u \) is a.e. differentiable. Then it follows by Theorem (2.3) that \( Du_{t_k} \to Du \) almost everywhere. Then the first of the claims above follows by Lebesgue dominated convergence theorem if we only find the desired \( p \)-integrable bound for the sequence \( |Du_{t_k}| \). For that, let us choose \( c = \frac{1+\frac{p}{q}}{2} > 1 \) and apply Theorem (2.5) for exponent \( \frac{q}{q-2} \) such that

\[
|x|^{2(n-1)\frac{q}{q-2}} \leq C\|Du_{t_k}\|_p.
\]

These formulas also immediately imply the latter claim. \( \square \)

We end up this section with the proof of the proposition 2.6. When combined with Theorem (1.1) it immediately implies Corollary 1.2.

**Proposition 2.6.** If \( L \) is a Legendre transform of \( H \) (with aforementioned properties) then (5) follows if there exists \( C > 1 \) and \( C' > 1 \) so that

\[
(21) \quad \frac{H(2x)}{H(x)} > 2C \quad \text{for every} \quad x \in \mathbb{R}^n \quad \text{and}
\]

\[
(22) \quad \sup_{\partial B(0,r)} H < C' \inf_{\partial B(0,r)} H.
\]

for every \( r > 0 \).

**Proof.** Suppose that \( H \) satisfies the requirements of the proposition. It is easy to check that for every \( q \in \mathbb{R}^n \) there is unique \( p_q \) such that

\[
(23) \quad L(q) = \sup_{p \in \mathbb{R}^n} p \cdot q - H(p) = p_q \cdot q - H(p_q) \quad \text{and, moreover,} \quad DL(q) = p_q.
\]

Thus, the claim of the proposition is equivalent with

\[
(24) \quad |p_q||q| \leq C''(p_q \cdot q - H(p_q)),
\]

for some constant \( C'' < \infty \). Let then \( p'_q := \frac{(p_q,q)^2}{|p_q|^2} \) denote the projection of \( p_q \) on a line \( \{tq : t \in \mathbb{R} \} \). Because \( p_q \cdot q = p'_q \cdot q \), it follows that \( H(p_q) \leq H(p'_q) \). Using the convexity of \( H \) and assumption (22) we then conclude that \( |p_q| \leq C'\|p'_q\| \). This in turn implies that

\[
(25) \quad |p_q||q| \leq C'(p_q \cdot q).
\]

Furthermore, using (21) we get that

\[
p_q \cdot q - H(p_q) \geq \frac{p_q}{2} \cdot q - H\left(\frac{p_q}{2}\right) \geq \frac{p_q}{2} \cdot q - \frac{1}{2C}H(p_q) = \frac{1}{2C}(p_q \cdot q - H(p_q)) + \frac{C-1}{2C}(p_q \cdot q).
\]
Finally, we conclude with
\[
(26) \quad p_q \cdot q \leq \frac{2C - 1}{C - 1} (p_q \cdot q - H(p_q)) .
\]
This completes the proof, since (24) follows from (25) and (26). □

This proposition shows that assumptions (21) and (22) for $H$ guarantee that Legendre transformation $L$ of $H$ satisfies (5) and Theorem 1.1 is usable.

3. Counterexamples

In this section we consider the sharpness of the results we proved in the previous section. This section is splitted in three subsections. The first one deals with assumption $p > n$ while two latter subsections are devoted to the assumption $DL(x) \lesssim \frac{L(x)}{|x|}$.

The case $p \leq n$. The following example deals with case $p \leq n$ and the most important special case $L(q) = \frac{1}{2} |q|^2 = H(q)$. If we only want to show that theorem (1.1) does not hold in this case, thus the convergence or the boundedness of the gradients $Du_t$ in Sobolev-norm does not hold, we may do this much more simple than the following construction by using suitable radial functions. However, in the following example it is shown that in this case even pointwise convergence may totally fail.

For this example we first recall that in the case $L(q) = \frac{1}{2} |q|^2$ it follows directly from Corollary 2.2 that for a.e. $x \in \mathbb{R}^n$ (27)
\[
Du_t(x) = \frac{x - y^*}{t}
\]
for every $y^*$ such that the infimum in (2) is attained at $y^*$.

In the core of the construction below is (of course) the fact that functions $u \in W^{1,n}(\mathbb{R}^n)$, $n \geq 2$, may be even discontinuous, i.e. they do not need to have continuous representatives. Therefore it is easy to construct a continuous function $u \in W^{1,n}(\mathbb{R}^n)$ for which
\[
\liminf_{t \to 0} \sup \left\{ \frac{u(x) - u(y)}{|x - y|} : y \in B(x, 2^{-k}) \setminus B(x, 2^{-k - 1}) \right\} = \infty
\]
even for almost every $x$. On the other hand, the careful analysis of the definition of $u_t$ suggests that $\lim_{t \to 0} |Du_t(x)|$ should be typically comparable to this quantity. In the following example this intuition is verified.

**Proof of Theorem 1.3.** Let $n \geq 2$ and $L(q) = \frac{1}{2} |q|^2$. We have to find continuous and compactly supported function $u \in W^{1,n}(\mathbb{R}^n)$ such that $|Du_t| \to \infty$ in a set of positive measure when $t \to 0$. Let us begin with defining grid sets $A_k$ in $[0, 1]^n$ by (28)
\[
A_k = \left\{ \left\{ \frac{i}{4^k} : 0 \leq i \leq 4^k, i \in \mathbb{Z} \right\} \right\}^n .
\]
Then denote by $N_k$ the number of points in $A_k$. Define also radially increasing functions $g^k$ such that $g^k(0) = -\frac{1}{2^k}$, $\|Dg^k\|_n \leq \frac{1}{2^{2n_k}}$, and $g^k$ is supported in $B(0, r_k)$. Moreover, radii $r_k$ are chosen to be so small that $r_k << \frac{1}{4^k}$ and, especially,
\[
\bigcup_{k=1}^{\infty} \bigcup_{a \in A_k} B(a, 2r_k) =: |B| < \frac{1}{2} .
\]
Finally, define

\begin{equation}
  u(x) = \inf_{k \in \mathbb{N}} \left( \sum_{a \in A_k} g^k(x - a) \right) =: \inf_{k \in \mathbb{N}} f^k(x).
\end{equation}

Observe that the distance between two points in \( A_k \) is always greater than \( r_k \) which implies that for every \( x \) and \( k \) there exists at most one \( a \in A_k \) such that \( g^k(x - a) \neq 0 \). Moreover, \( u \) is continuous function since the functions \( f^k \) are continuous and \( |f^k| \leq 2^{-k} \) for every \( k \). Furthermore, it is easy to check that

\[ \|Du\|_n \leq \sum_{k=1}^{\infty} N_k \|Dg^k\|_n \leq \sum_{k=1}^{\infty} N_k \frac{1}{2^k N_k} = 1. \]

This implies that \( u \in W^{1,n}(\mathbb{R}^n) \).

In what follows we prove that \( Du_t \to \infty \text{ a.e in } B^c \). For the proof, observe first that

\[
\begin{align*}
  u_t(x) &= \inf_{y \in \mathbb{R}^n} \left( u(y) + \frac{|x - y|^2}{2t} \right) = \inf_{y \in \mathbb{R}^n} \left( \inf_{k \in \mathbb{N}} \left( f^k(y) + \frac{|x - y|^2}{2t} \right) \right) \\
  &= \inf_{k \in \mathbb{N}} \left( \inf_{y \in \mathbb{R}^n} \left( f^k(y) + \frac{|x - y|^2}{2t} \right) \right) = \inf_{k \in \mathbb{N}} f^k_t(x)
\end{align*}
\]

for every \( x \in \mathbb{R}^n \), \( t > 0 \).

Suppose then that \( t \in [4^{-j}, 4^{-j+1}] \) and \( k > \frac{3}{2}j =: k_0 \). Then there exists point \( y^* \in A_{k_0} \) so that \( |x - y^*| \leq C_n 4^{-k_0} \) whence

\[
\frac{|x - y^*|^2}{2t} \leq C'_n \frac{4^{-2k_0}}{4^{-j}} < C'_n \frac{1}{2^j}.
\]

This implies that

\[
\begin{align*}
  f^k_t(x) &\geq -\frac{1}{2^k} \geq -\frac{1}{2^{k_0}} + \frac{1}{2^{k_0+1}} = -\frac{1}{2^{k_0}} + \frac{2^{k_0-1}}{2^j} \\
  &\geq -\frac{1}{2^{k_0}} + C'_n \frac{1}{2^j} \geq f^{k_0}_t(y^*) + \frac{|x - y^*|^2}{2t} \geq f^{k_0}_t(x).
\end{align*}
\]

We conclude that if \( t \in [4^{-j}, 4^{-j+1}] \) then there exists integer \( k_0 \) such that \( u_t(x) = f^{k_0}_t(x) \) and \( k_0 \leq \frac{3}{2}j \). Especially, if \( u_t(x) \) is achieved in point \( y^* \) then it follows from above that \( f^k(y^*) \neq 0 \) for some \( k \leq \frac{3}{2}j \), thus

\begin{equation}
  y^* \in \bigcup_{k=1}^{\frac{3}{2}j} \left( \bigcup_{a \in A_k} B(a, r_k) \right).
\end{equation}

Suppose then that \( u_t(x) \) is achieved in \( y^* \) such that \( |x - y^*| \leq 4^{-\frac{7}{2}j} \) whence it holds that

\[
\begin{align*}
  x &\in \bigcup_{k=1}^{\frac{3}{2}j} \left( \bigcup_{a \in A_k} B(a, r_k + 4^{-\frac{7}{2}j}) \right) \\
  &\subseteq \left( \bigcup_{k=1}^{\infty} \bigcup_{a \in A_k} B(a, 2r_k) \right) \bigcup \left( \bigcup_{k=1}^{\frac{3}{2}j} \bigcup_{a \in A_k} B(a, 2(4^{-\frac{7}{2}j})) \right) \\
  &= B \cup \bigcup_{a \in A_{\frac{3}{2}j}} B(a, 2(4^{-\frac{7}{2}j})) =: B \cup B_j.
\end{align*}
\]
Observe then that if \( x \in B^c \cap B_j \) then \(|x - y^*| > 4^{-j} i\) and (recall (27))

\[
|Du_t(x)| \overset{a.e.}{=} \frac{|x - y^*|}{t} > 4^{\pm j}
\]

if \( t \in [4^{-j}, 4^{-j+1}] \). It follows that

\[
\{x \in B^c : Du_t(x) \not\rightarrow \infty\} \subset \bigcap_{m=1}^{\infty} \bigcup_{j=m}^{\infty} B_j.
\]

Finally, observe that \( |B_j| \leq C_n (4^{\pm j} 4^{-j})^n \leq C_n 4^{-j} \) and so \( \sum_{j=1}^{\infty} |B_j| < \infty \). This guarantees that \( Du_t \rightarrow \infty \) a.e. in \( B^c \).

**Exponential but radial growth.** As it was mentioned in the introduction, perhaps the most natural case when assumption \(|DL(x)| \lesssim \frac{|L(x)|}{|x|}\) does not hold appears when \( L \) behaves in infinity like exponential function. At first glance it may look that the more faster \( L \) grows in infinity the better the local regularity of \( u \) is retained for function \( u_t \). In certain sense this is true, especially at the points where \( u \) is differentiable. However, in case of Sobolev-functions, even if \( p > n \), there might exist singular points for the gradient like when \( u(x) = |x|^\alpha \), where \( \alpha > 1 - \frac{n}{p} \).

It turns out that around these singular points the bad behaviour of \( L \) at infinity may kill the uniform local \( p \)-integrability of the derivatives \( Du_t \). More precisely, we prove the following theorem:

**Theorem 3.1.** Let \( p > n \geq 3 \) and suppose that \( C^1 \)-function \( L : \mathbb{R}^n \rightarrow [0, \infty] \) coincides with function \( e^{|x|} \) when \( |x| \geq 1 \). In \( B(0,1) \) suppose that \( L \) is strictly convex with \( L(0) = DL(0) = 0 \). Suppose that functions \( u_t \) are determined by \( L \) as in (3). Then there exists compactly supported function \( u \in W^{1,p}(\mathbb{R}^n) \) such that \( \|Du_t\|_p \rightarrow \infty \) as \( t \rightarrow 0 \).

**Proof.** Let us fix \( \frac{1}{2} < \alpha < 1 \) such that \((\alpha - 1)p + n > 0 \). Moreover, define for every \( k \in \mathbb{N} \) constants \( C_k \) by

\[
C_k = \frac{2^{k(\alpha - 1) + \frac{n}{p}}}{k^{\frac{n}{p}}}.
\]

and functions \( u^k \) in \( \mathbb{R} \) by

\[
(31) \quad u^k(x) = \begin{cases} C_k |x|^\alpha & \text{if } |x| < 2^{-k}, \\ C_k 2^{(1-k)\alpha} & \text{otherwise}. \end{cases}
\]

Let us then assume that \( t \in [2^{-k}, 2^{-k+1}] \) and consider the function \( u^k_t \),

\[
(32) \quad u^k_t(x) = \inf_{y \in \mathbb{R}} \left( u(y) + te^{ \frac{|x-y|}{r} } \right).
\]

We are going to show that actually \( u^k_t \) coincides with \( te^{|x|} \) in \( B(0,r) \) such that

\[
r \geq t \log(\frac{e^{\alpha-1}C_k}{2}) =: r_0.
\]

To prove this, suppose that \(|x| = r_0 \). Then it follows that

\[
|(te^{|x|})'(x)| = e^{\alpha|x|} = e^{\alpha r_0} = \frac{\alpha-1}{2} C_k \leq \frac{\alpha(2^{-k})^{\alpha-1}}{2} \leq C_k.
\]

Since we know that the derivative of \( tL(\frac{x}{t}) \) is increasing (respect to \(|x|\)), the above estimate implies that in \([-r_0, r_0] \) the supremum of \(|(te^{|x|})'(x)|\) is less than the infimum of the absolute value of the derivative of \( u^k \) in \([-2^{-k}, 2^{-k}] \). One can easily
see that this guarantees the coincidence of functions \(u_k^t\) and \(te^\varphi\) in \([-r_0, r_0]\) if we only know that
\[
te^\varphi \leq C_k(2^{-k})^\alpha.
\]
But this follows by substituting the value of \(r_0\) and using the assumption \(t \leq 2^{-k+1}\).

Observe then that if functions \(u_t^k\) and correspondingly \(u_t^\varphi\) above were defined in \(\mathbb{R}^n\) (instead of \(\mathbb{R}\)) in the same way as in (\ref{11}) and (\ref{12}), we would end up exactly with the same conclusion, thus the coincidence of \(u_t^k\) and \(te^\varphi\) in \(B(0, r_0)\). Let us then estimate the \(p\)-norm of the derivative of \(u_t^k\):
\[
\int_{B(0,r_0)} |Du_t^k(x)|^p \, dx = \int_{B(0,r_0)} \left( e^{\frac{\varphi}{p}} \right)^p \, dx \geq \int_{0}^{r_0} r^{n-1} e^{\frac{\varphi r}{p}} \, dz
\]
\[
\geq r_0^{n-1} \int_{0}^{r_0} r^{\varphi} \, dz \geq r_0^{n-1} \left( e^{\frac{\varphi r_0}{p}} \right)
\]
\[
= \left( \log \left( \frac{t^{\alpha-1}C_k}{2} \right) \right) ^{n-1} t^\frac{\alpha-1}{p} \left( \frac{t^{\alpha-1}C_k}{2} \right)^p
\]
\[
\approx \left( \log \left( \frac{t^{\alpha-1}C_k}{2} \right) \right) ^{n-1} \frac{1}{k^\frac{\alpha}{p}}.
\]
Here (as well as below) notation ’\(\gtrsim\)’ and ’\(\lesssim\)’ mean that corresponding equality/inequality is valid up to a constant which does not depend on \(t\) or \(k\). Furthermore,
\[
\int_{\mathbb{R}^n} |Du_t^k(x)|^p \, dx \approx \int_{B(0,2^{-k/3})} C_k^{\frac{p}{q}}(z^{(\alpha-1)p}) \approx C_k^{\frac{p}{q}} \int_{0}^{\varepsilon} z^{n-1} z^{(\alpha-1)p} \, dz
\]
\[
\approx \left( \log \left( \frac{t^{\alpha-1}C_k}{2} \right) \right) ^{n-1} \frac{1}{k^\frac{\alpha}{p}}.
\]

Finally, compute that
\[
\left( \log \left( \frac{t^{\alpha-1}C_k}{2} \right) \right) ^{n-1} \geq \left( \log \left( \frac{2}{t^{\alpha-1}C_k} \right) \right) ^{n-1}
\]
\[
= \left( \log \left( \frac{2}{t^{(k-1)(\alpha-1)C_k}+\frac{\alpha}{2}} \right) \right) ^{n-1}
\]
\[
\geq \left( \log \left( \frac{2}{k^\frac{\alpha}{p}} \right) \right) ^{n-1} \geq k^{n-1}.
\]

Combining the above estimates and substituting the value of \(C_k\) we get that
\[
\int_{B(0, r_0)} |Du_t^k(x)|^p \, dx \gtrsim k^{n-1} C_k^{\frac{p}{q}} t^{n-1} \approx k^{n-1} \frac{1}{k^\frac{\alpha}{p}} \to \infty \text{ when } k \to \infty.
\]

Above in the last convergence we need the assumption \(n \geq 3\) (this assumption is commented below).

Summing up, we constructed a sequence of radial Sobolev-functions \(u_k\) so that \((u_k^t) \to 0\) in \(W^{1,p}(\mathbb{R}^n)\), functions \(u_k^t\) are constant outside the ball \(B(0, 2^{-k})\) and so that if \(t_k^*\) is in range \([2^{-k}, 2^{-k+1}]\), then the \(p\)-norm of \(Du_k^t\) tends arbitrarily big as \(k\) tends to infinity. To verify our claim, thus the existence of single compactly supported Sobolev-function \(u\) for which \(\|Du\|_p \to \infty\) as \(t \to \infty\), we will use functions \(u_k^t\) in the following way: Define a collection of disjoint balls \(B_k = B(x_k, r_k) \subset \mathbb{R}^n\) so that \(r_k = k2^{-k}\) and all these balls are contained in \(B(0, R), R > 0\). Then define function \(u\) so that outside the union of these balls \(u \equiv 0\) and in every \(B(x_k, r_k)\) \(u\) coincides with \(\tilde{u}_k\), where
\[
\tilde{u}_k^t(x) = u_k^t(x - x_k) - C_k2^{-k}\alpha.
\]
That is, $u^k$ is given by translation of $u^k$ so that $u^k = 0$ in $B(x_k, r_k) \setminus B(x_k, 2^{-k})$. Then it is easy to check that if $t \in [2^{-k}, 2^{-k+1}]$ then $u_t$ coincides in $B(x_k, r_k)$ with $u^k$ up to the appropriate translation. To guarantee this fact we defined $r_k = k2^{-k}$ to get enough space around every translated $u^k$.

Then what we computed above implies that $\|Du_t\|_p \to \infty$ as $t \to 0$. The only thing we still have to check is that $\|Du\|_p$ is finite. But this follows since

$$\|Du\|_p \leq \sum_{k=1}^{\infty} \|Du^k\|_p \leq \sum_{k=1}^{\infty} \frac{1}{k^{2s}} < \infty. \tag{33}$$

The above theorem was proved only in the case $n \geq 3$. How about the cases $n = 2$ or $n = 1$? The one-dimensional case appears as a special case in many ways. Indeed, we state the following conjecture:

**Conjecture 3.2.** If $n = 1$ and $L$ satisfies the assumptions given in the introduction, then $\|u_t^p\|_p \leq C\|u^p\|_p$ for any $1 \leq p \leq \infty$.

As we proved, in multidimensional case the above theorem may fail if $L$ behaves in infinity like exponential function. In the core of the argument was the fact that exponential function $L$ may ‘spread’ the singularity of the derivative in such a way that the measure of the set for which the bad behaviour of the gradient is copied becomes enough big to destroy the uniform $p$-integrability. This phenomenon can not happen in one-dimensional case. However, we predict that proving the above conjecture requires a subtle argument since it seems that simple maximal-function type pointwise inequalities do not exist.

In case $n = 2$ it is easy to check that above proof implies that there exists compactly supported $u \in W^{1,p}(\mathbb{R}^2)$ so that

$$\lim_{t \to 0} \|Du_t\|_p \to \infty.$$  

However, the stronger divergence in this case seems to require ‘less rough’ constructions and estimates than it was used in the proof of the previous theorem. The difficulty lies in the fact that to make $\|Du_t\|$ big it seems technically challenging to avoid of using a sequence of ‘singularity functions’ $u^k$ with pairwise disjoint supports as in above construction (‘every scale needs its own function’). Eventually, this kind of construction requires that $\sum \|Du^k\|_p$ is finite, say typically $\|Du^k\|_p \lesssim \frac{1}{k}$. But this leads to the situation where the increment in the Sobolev-norm of the gradient, caused basically by the ‘measure factor’ is comparable to $k^{n-1}$ which in this case equals to $k$. In this case factors $k$ and $\frac{1}{k}$ cancel and one does not get the desired divergence. Summing up, we state the following problem:

**Question 3.3.** Let $1 < p < \infty$ and define functions $u_t$ using proper function $L$ such that $L(x) = e^{\|x\|}$ when $r \geq r_0$. Does there exist compactly supported function $u \in W^{1,p}(\mathbb{R}^2)$ such that $\|Du_t\|_p \to \infty$ as $t \to 0$? Furthermore, one can ask if this $u$ can be even radial (this question can be posed in the case $n \geq 3$, as well).

**Quasi-radiality.** We end up with a simple example relating to the necessity of the assumption $[s]$ for our results. Suppose that $s > s' > 1$, and define strictly convex function $L$ in the plane by $L(x, y) = |x|^s + |y|^{s'}$. Elementary calculations show that now $L$ is Legendre transform of Hamiltonian $H$, where

$$H(x, y) = \left(\frac{s - 1}{s}\right) \left(\frac{1}{s}\right)^{\frac{1}{s'}} |x|^{\frac{s}{s'}} + \left(\frac{s' - 1}{s'}\right) \left(\frac{1}{s'}\right)^{\frac{1}{s}} |y|^{\frac{s'}{s'}}.$$

$$=: C(s)|x|^{\frac{s}{s'}} + C(s')|y|^{\frac{s'}{s'}}.$$
We consider this as the most natural example of the failure of (35) and in what follows we will show that if $L$ is as above then for any $2 < p < \infty$ there exists compactly supported and radial function $u \in W^{1,p}(\mathbb{R}^2)$ such that $\|Du\|_p \to \infty$ as $t \to 0$. Unless our example is in $\mathbb{R}^2$ it is obvious that the same phenomenon can take place also in higher dimensions.

Let $0 < \alpha < 1$ and suppose that function $u$ is compactly supported such that

$$\text{(34)} \quad u(x, y) = |(x, y)|^\alpha \text{ if } x \in B(0, 1)$$

and $u$ is smooth outside the origin. Then, if $p > 2$, $u \in W^{1,p}(\mathbb{R}^2)$ exactly when $\alpha > \frac{p-2}{p}$. We claim that now

$$\|u_t\|_p \to \infty \text{ as } t \to 0,$$

if $\alpha$ is chosen such that $\alpha - \frac{p-2}{p}$ is positive but small enough. It turns out that it suffices to consider the set of those $(x, y)$ for which

$$\text{(35)} \quad u_t(x, y) = \frac{|x|^s}{t^{s-1}} + \frac{|y|^{s'}}{t^{s'-1}}.$$

In this set the infimum in (2) is achieved at $y = 0$ (or alternatively, $\frac{p}{2} \in \mathcal{R}f(x)$).

We claim that there exist $c_1 > 0$ and $c_2 > 0$, which especially do not depend on $t$, such that (35) holds if $(x, y) \in Q$, where

$$\text{(36)} \quad Q = \{(x, y) \in \mathbb{R}^2 : |x| \leq c_1 t^{\frac{s-1}{s}} \text{ and } |y| \leq c_2 t^{\frac{s'-1}{s'}}\}.$$

To show this, observe that if (35) does not hold, then there exists $a \in \mathbb{R}^2$ such that

$$\text{(37)} \quad |a|^\alpha + \frac{|a_1 - x|^s}{t^{s-1}} + \frac{|a_2 - y|^{s'}}{t^{s'-1}} < \frac{|x|^s}{t^{s-1}} + \frac{|y|^{s'}}{t^{s'-1}}.$$

It is easy to check that we may assume that above $|a_1| \leq |x|$ and $|a_2| \leq |y|$. Then it follows from (37) that

$$|a_1|^\alpha + |a_2|^\alpha \lesssim |a|^\alpha < \frac{|x|^s - |x - a_1|^s}{t^{s-1}} + \frac{|y|^{s'} - |y - a_2|^{s'}}{t^{s'-1}}$$

$$\lesssim \frac{|a_1||x|^{s-1}}{t^{s-1}} + \frac{|a_2||y|^{s'-1}}{t^{s'-1}},$$

implying that either

$$|a_1|^{1-\alpha} \gtrsim \frac{t^{s-1}}{|x|^{s-1}} \quad \text{or} \quad |a_2|^{1-\alpha} \gtrsim \frac{t^{s'-1}}{|y|^{s'-1}}.$$

Finally, using again facts $|a_1| \leq |x|$ and $|a_2| \leq |y|$ we get that either

$$|x| \gtrsim t^{\frac{s-1}{s}} \text{ or } |y| \gtrsim t^{\frac{s'-1}{s'}}.$$

This guarantees that (35) holds in $Q$ for constants $c_1, c_2 > 0$, independent on $t$. Then, one can estimate $\|Du_t\|_p$ from below simply by

$$\int_{\mathbb{R}^2} |Du_t(x, y)|^pd(x, y) \geq \int_{Q} |Du_t(x, y)|^pd(x, y)$$

$$\geq \int_0^{\epsilon_1} \int_{c_1 t^{\frac{s-1}{s}}}^{c_2 t^{\frac{s-1}{s}}} s^p |x|^{(s-1)p} dy \, dx \geq \int_0^{\epsilon_1} t^{\frac{s-1}{s} - \alpha} \frac{t^{s-1}}{t^{s-1}} |x|^{(s-1)p} \, dx$$

$$\gtrsim \frac{t^{s-1}}{t^{s-1}} \frac{s^p}{t^{(s-1)p}} \frac{\epsilon_1^{(s-1)p}}{t^{p-1}} \left(1 + \frac{s-1}{s'} + \frac{(s-1)(s-\alpha)}{s'} \right) =: t^\beta.$$ 

By elementary calculations, $\beta < 0$ is equivalent with

$$\text{(38)} \quad (s' - 1)(s - \alpha) + (s - 1)(s' - \alpha) < p(s - 1)(1 - \alpha)(s' - \alpha).$$
We are ready if we only can show that $\beta < 0$ for suitable $1 > \alpha > \frac{p-2}{p}$. This in turn follows if (38) holds with substitution $\alpha = \frac{p-2}{p}$. Then $1 - \alpha = \frac{2}{p}$ and (38) is equivalent with

$$(s'-1)(s-\alpha) + (s-1)(s'-\alpha) < 2(s-1)(s'-\alpha)$$

$\iff (s'-1)(s-\alpha) < (s-1)(s'-\alpha)$$

$\iff -\alpha s' - s < -\alpha s - s'$$

$\iff \alpha = \frac{p-2}{p} < 1.$

This verifies our claim.
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