A New Objective Function for the Recovery of Gielis Curves
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Abstract: The superformula generates curves called Gielis curves, which depend on a small number of input parameters. Recovering parameters generating a curve that adapts to a set of points is a non-trivial task, thus methods to accomplish it are still being developed. These curves can represent a great variety of forms, such as living organisms, objects and geometric shapes. In this work we propose a method that uses a genetic algorithm to minimize a combination of three objectives functions: Euclidean distances from the sample points to the curve, from the curve to the sample points and the curve length. Curves generated with the parameters obtained by this method adjust better to real curves in relation to the state of art, according to observational and numeric comparisons.
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1. Introduction

The importance of detecting and representing shapes is recognized by several research communities such as engineering [1,2] and computer science community [3]. In [2], superquadric shapes (such as cuboids and lozenges) have been numerically studied. Gielis curves can describe shapes of nature and shapes made by man, including geometric figures [4]. This makes its use possible in areas such as botany and it is even used for road signal recognition [5]. In other works [6,7], an infinite plasmonic cylinder (whose cross-section is described by the Gielis superformula) is optimized.

Duda and Hart defined pattern recognition as “the field concerned with machine recognition of meaning regularities in noisy of complex environments” [8], this includes shape recovery. One of the most common ways to represent shapes is with the use of superquadrics [9,10]. Superellipses represent shapes of two dimensions, but they have the disadvantage of limited symmetry. Shapes represented by superellipses necessarily have two symmetry axis, i.e., four sections. As a result of this, many shapes of nature and objects can not be represented with them.

With the aim to overcome the mentioned inconveniences, Johan Gielis proposed the superformula [4] that generates curves called Gielis curves. The superformula allows obtaining a greater degree of freedom, being able to represent organisms of nature, objects and geometric figures using a small amount of input parameters. In exchange for getting a greater degree of freedom, it is more difficult to perform the shape recovery.

Gielis curves can be classified as self-intersecting and non-self-intersecting. Fougerolle et al. [11] and Gielis et al. [12] proposed methods for the recovery of Gielis curves from a set of sample points.
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Some experiments on fitting of Gielis curves by simulated annealing and particle swarm methods of global optimization were made by Sudhanshu K. Mishra [13].

We propose a new objective function based on the method proposed by Fougerolle et al. [11], focusing on non-self-intersecting Gielis curves, without noise and without translation or rotation, minimizing a function that combines the distance from the sample points to the curve, the distance from the sample points to points of the generated curve and the curve’s total length. In addition to visual evaluation, we propose a metric for numeric comparison of the obtained results.

The rest of the paper is divided as follows: in Section 2, Gielis curves are presented, that are calculated using the superformula, which is a generalization of the superellipse [4]. In Section 3, the background to the problem is presented. Then, in Section 4, the proposed method is presented. Experiments and obtained results are presented in Section 5 and conclusions and future work in Section 6.

2. Gielis Curves

As mentioned before, Gielis curves are introduced for representing shapes with variable symmetry such as those in nature and objects. Gielis curves are a generalization of the superellipses, which are defined by the formula:

$$\frac{|x|^n}{a^n} + \frac{|y|^n}{b^n} = 1,$$  \hspace{1cm} (1)

where $x$ is the axis of abscissas, $y$ is the axis of ordinates, $a \in \mathbb{R}^+$ is the maximum value of $x$, $b \in \mathbb{R}^+$ is the maximum value of $y$ and $n \in \mathbb{R}^+ - \{0\}$ define the shape of the curve.

Standard ellipses can be generated with $n = 2$. For $n < 2$, curves are inscribed in that ellipse, i.e., they fit inside it, and the curve is called hypoellipse. For $n > 2$, curves are circumscribed about that ellipse, i.e., that ellipse fits inside the curve, and the curve is called hyperellipse. In the limit case where $n$ is infinite, a rectangle is obtained [14]. Figure 1 shows examples of superellipses. The first one is a hyperellipse, the second one is a circumference and the third one is a hypoellipse.

![Superellipse examples](image)

Figure 1. Superellipse examples in blue. In green, circles (given by Equation (1) using $n = 2$, $a = b = 1$). The first curve is circumscribed by the circle, the second curve is a circle and the third curve is inscribed in the circle. Values of $a$, $b$ and $n$ from Equation (1) are shown, respectively.

Specific rotational symmetries are introduced with the use of polar coordinates $\rho = f(\theta)$, where $\rho$ is the distance to the origin or pole and $\theta$ is the angle that forms with the polar axis, equivalent to the $x$ axis in the cartesian system; and adding the argument $\frac{m\pi}{4}$ to the $\theta$ angle. In addition, exponents $n_1$, $n_2$ and $n_3$ are introduced, replacing exponent $n$ used in Equation (1). This leads to the function in Equation (2), which is called superformula [4]:
\[
\rho(\theta) = \frac{1}{n_1\sqrt{\left|1 \cos\left(\frac{m\theta}{4}\right)^{n_2} + \left|1 \sin\left(\frac{m\theta}{4}\right)^{n_3}\right|}}},
\]

(2)

where \( m \in \mathbb{R}^+ - \{0\} \) is the value of rotational symmetry; \( a \in \mathbb{R}^+ \) is the maximum length in the polar axis; \( b \in \mathbb{R}^+ \) is the maximum length in the perpendicular to the polar axis and \( n_1, n_2, n_3 \in \mathbb{R}^+ - \{0\} \) determine the shape of the Gielis curve.

The argument \( m \) indicates the amount of points that are fixated in the ellipse of semi axis \( a \) and \( b \), that is centered in the origin of coordinates. As occurs with superellipses, for \( n_2 = n_3 < 2 \) the Gielis curve is inscribed in that ellipse, and for \( n_2 = n_3 > 2 \) the Gielis curve is circumscribed about that ellipse. Original superellipses, given by Equation (1), can be generated by Equation (2).

We may find complex shapes that are very different to view, but that have in common the property of being able to be represented by the superformula. These shapes can be organisms, objects and geometric figures. Figure 2 shows examples of Gielis curves generated by Equation (2) that can not be represented using Equation (1).

Parameter \( m \) can be viewed as \( p/q \), where \( p \in \mathbb{N}^+ - \{0\} \) is the number of sectors of the Gielis curve (symmetry) and \( q \in \mathbb{R}^+ - \{0\} \) is the maximum number of intersections of the Gielis curve with itself, where \( p \) and \( q \) are relative primes [11]. The generated Gielis curve is repeated every \( 2\pi \) for integer values of \( m \) and every \( 2q\pi \) for rational values of \( m \), i.e., only data generated by the function (2) within the \([0, 2q\pi]\) interval is analyzed.

Unfortunately, methods for recovery of superellipses are not directly applicable to Gielis curves [11]. For this reason, effective methods to perform recovery of Gielis curves are still developed. This recovery can be viewed as an optimization problem, where from sample points we minimize some objective functions under certain restrictions.

Optimization problems can be solved with the use of deterministic and stochastic algorithms. Deterministic algorithms follow a rigorous process and their execution is reproducible, with the risk of falling into local minima when the problem structure is non-convex. To overcome this drawback, stochastic algorithms always have some degree of randomness [15]. Genetic algorithms are inspired on the evolution of populations and they provide a natural and intrinsic way to explore the solution space [16,17]. Each individual in the population represents a problem solution. Selection and recombination are genetic operators performed on the current population to generate a new promising population. To avoid premature stagnation, mutation operators inject new genetic information into the population. The development of promising genetic strategies to achieve balance between exploitation and exploration in the solution space has led to the successful application of modern genetic algorithms in several highly complex problems [18,19]. In the next section the application of this type of algorithm for solution searching is presented.
Figure 2. Gielis curves examples. For all the examples, $a = b = 1$, the values that are shown correspond to $m$, $n_1$, $n_2$ and $n_3$ from Equation (2), respectively.
3. Background

In this section we present evolutionary algorithms and the method proposed in [11] for the recovery of Gielis curves from a set of points. This method is based on the algorithm proposed by Bokhabrine et al. [20].

Evolutionary algorithms are stochastic search methods, inspired by biologic evolution, and they have been applied successfully in several pattern recognition problems [21–23]. Each individual from the population represents a solution, and each individual has an associated fitness that measures its adaptation to the environment, i.e., the quality of the solution. Individuals are composed by a set of variables, called genes. Operators applied in evolutionary algorithms are based on mechanisms of biological evolution, such as selection, mating or crossover and mutation. The selection process is the one that determines which individuals will be used to create new generations, i.e., perform crossover. The crossover operator is applied between the selected individuals, the parents. This operator produces descent individuals, that are obtained by the combination of the genes from the parents. The mutation operator produces random changes in the individuals, aiming to achieve greater exploration of the solution space and avoid local convergences, which are the main inconvenient of deterministic algorithms. The mutation rate is a value that must be chosen carefully, since a low value can cause the algorithm to converge to local minima, while a high value can cause the algorithm to behave similar to a random search [11].

Fougerolle et al. [11] proposed a method for the recovery of Gielis curves, using a genetic algorithm as follows:

- Each gene represents a parameter from the superformula, i.e., each gene may be represented by a real number, except \( p \) and \( q \), which are restricted to integer numbers.
- Crossover is performed as follows: given two parent solutions, two children solutions are obtained, where each child inherits each gene from one of the parents with a probability of 0.5, using a \( \alpha \) value between 0 and 1. Since \( p \) and \( q \) must be relative primes, in case they are taken from different parents, the fulfillment of this condition is verified. If it is not fulfilled, both genes are taken from the same parent, in order for this condition to be fulfilled. Figure 3 shows crossover method: in Figure 3a an example in which the crossover produces a child in which \( p \) and \( q \) are not relative primes (4 and 2, respectively), and in Figure 3b the correction applied in order for the condition to be fulfilled.

![Figure 3. Crossover examples. For each gene, a random value \( \alpha \) between 0 and 1 is obtained. If \( \alpha \leq 0.5 \) the first child takes the gene from the first father (in blue) and the second child takes the gene from the second father (in green). If \( \alpha > 0.5 \) the first child takes the gene from the second father (in green) and the second child takes the gene from the first father (in blue). (a) Shows crossover in which the condition that \( p \) and \( q \) should be relative primes is not fulfilled. (b) Shows the correction applied in order to fulfill the condition.](image)

- In order to perform mutation on continuous variables \((a, b, n_1, n_2, n_3)\), a normal distribution is used as follows:
\[ g_{\text{mut}} = N(g_i, k \times s_i), \]  

(3)

where \( N \) is the normal distribution, \( g_i \) is gene \( i \), \( s_i \) is the interval length of the variable represented by gene \( g_i \) and \( k \) is a user defined parameter, the suggested value is \((0.1)\). Then, mutation is performed with a normal distribution with a standard deviation of a tenth of the interval length of the variable.

- Discrete variables (\( p \) and \( q \) in this case) indicate the number of sectors of the Gielis curve and the maximum number of self-intersections, respectively. When performing mutation, small variations of these variables have no reason for being, since they produce big changes in the adaptation to the sample points. This can be observed in Figure 4, where both Gielis curves have the same parameters, except \( p \), but they have completely different shapes. For this reason, it is suggested to simply generate random values, with the condition that \( p \) and \( q \) must be relative prime.

![Figure 4. Variation of parameter p. The curves generated by Equation (2) are shown in blue. a, b, p, q, n1, n2, n3 from Equation (2) are shown between braces.](image)

- The selection process is performed as follows: the size of the population is kept constant and individuals with best adaptive value remain. In order to face local convergence and premature convergence issues, Fougerolle et al. [11] suggested to measure the standard deviation of the population after each iteration, and if it is less than a user defined threshold, \( \sigma_{\text{min}} \), the population is re-initialized randomly. This is computed with normalized values. The norm used is defined according to Equation (4), denoted as

\[ v = \frac{c - c_{\text{min}}}{c_{\text{max}} - c_{\text{min}}}, \]  

(4)

where \( c \in F \) is the value of the variable to be normalized, \( F = \{a, b, p, q, n1, n2, n3\} \) is the set of parameters from the superformula, \( c_{\text{min}} \) is the lower limit of the interval of the variable, \( c_{\text{max}} \) is the upper limit of the interval of the variable and \( v \) is the normalized value.

- If the standard deviation of all variables is less than the defined threshold, population is re-initialized randomly.

The behavior of the population is as follows: as the generation number increases, average error of the population decreases, despite that there can be small perturbations due to the mutation operator, crossover operator is dominant. Once the population converges (the standard deviation is less than the defined threshold), the best solution from the population is stored if this solution is better than the current “global best”, and a random re-initialization of the population is performed, i.e., the best
solution so far is always stored, independently from the re-initializations performed. We explore the solution space by this procedure, without losing the best solution obtained so far.

Tests are performed to determine the impact from the mutation and crossover operators using two strategies: the first strategy was to modify the mutation parameter $k$, the mutation rate and the standard deviation threshold for population re-initialization; and increasing the number of iterations for greater exploration. Applying this strategy, the standard deviation of the population is high and the algorithm does not converge. The second strategy consists in increasing the size of the population by 10, 50 and 100 times. The results are similar, so the conclusion is that performing re-initialization of a small population is more effective than trying to perform a search around local minima or handle big populations [11].

In order to determine the inclusion of a point in respect to a given curve, the use of Shortest Euclidean Distance (SED) between the sample points and the curve is suggested by Fougerolle et al. [11]. Figure 5 shows an example of this SED. In order to compute the SED, sample points from the curve are obtained; then for each point, it is selected the point from the curve with minimum distance. This is given by Equation (5), denoted as

$$ SED(Q, F) = \min(d(Q, R_i)), \quad (5) $$

where $Q = (\rho, \theta)$ is a sample point in polar coordinates, where $\rho$ is the distance to the origin and $\theta$ is the angle formed with the polar axis, $F = [a, b, q, n_1, n_2, n_3]$ is the set of parameters from the superformula, $R_i = (t, \omega)$ is each one of the sample points from the curve generated with $F$, in polar coordinates, where $t$ is the distance to the origin and $\omega$ is the angle formed with the polar axis and $i \in \{1, 2, ..., r\}$, where $r$ is the amount of sample points from the Gielis curve generated with $F$ and $d$ is the Euclidean distance between two points.

Using the $SED$, we define an objective function to be minimized, as observed in Equation (6); denoted as

$$ f_1(P, F) = e \sum_{j=1}^{e} SED^2(P_j, F), \quad (6) $$

where $P_j$ is each one of the sample points and $e$ is the amount of sample points.

Figure 5. Shortest Euclidean Distance (SED) example. The SED is calculated for the curve in blue. The sample points are in green, and the segment that indicates the shortest distance from the point to the curve is in black.
The function given by Equation (6) is not good enough for obtaining satisfactory results [11]. An example can be seen in Figure 6, where the generated Gielis curve has segments that approach the original curve. The generated Gielis curve also has segments that self-intersect and do not correspond to the original curve.

Fougerolle et al. [11] suggested to also minimize the length of the generated Gielis curve, given by Equation (7), denoted as

\[ l(F) = \int_{0}^{2\pi} \sqrt{\rho(\theta)^2 + \left(\frac{\rho(\theta)}{d\theta} \right)^2} d\theta, \quad (7) \]

where \([0, 2\pi]\) is the interval of \(\rho(\theta)\), \(\rho(\theta)\) is the Gielis curve and \(\frac{d\rho(\theta)}{d\theta}\) is the derivative of \(\rho(\theta)\).

In this work, the approximate length of the Gielis curve is calculated easily, dividing the Gielis curve in small sections and computing the distance between the start and finish points of each sections. The calculation uses polar coordinates and sums the computed distances to obtain a total length according to function (8); denoted as

\[ l(F) \approx f_{2}(F) = \sum_{i=1}^{o-1} \sqrt{\rho_{i}^2 + \rho_{i+1}^2 - 2\rho_{i}\rho_{i+1}\cos(\theta_{i+1} - \theta_{i})}, \quad (8) \]

where \((\rho_{i}, \theta_{i}), (\rho_{i+1}, \theta_{i+1})\), the points between distances, are calculated and \(o\) is the amount of points used for computing distances.

Then, the function from Equation (8) is combined with the function from Equation (6) using an R-function. An R-function, proposed by V.L. Rvachev [24], is a real function distinguished because one of its properties is fully determined by that same property of its arguments. For example, the sign of a real function is fully determined by the sign of its arguments [25,26]. In Table 1 possible signs of the function \(f(x, y) = x + y + \sqrt{x^2 + y^2}\), are in function of the sign of its arguments. This function is the analytical equivalent to boolean union, considering negative values as false, and positive values as true [25]. On the contrary, \(f_1(x, y) = x + y\) is not an R-function since its sign depends on the magnitude of its parameters and not just its signs.

![Figure 6](image_url)  
**Figure 6.** Example of the recovery of Gielis curves minimizing function in Equation (6). In blue is the original curve and in red is the recovered curve.
Table 1. Example of an R-function with its corresponding signs.

| x | y | f(x, y) |
|---|---|---------|
| + | + | +       |
| + | − | +       |
| − | + | +       |
| − | − | −       |

Once the combination of Equations (6) and (8) is performed using the mentioned R-function, the objective function from equation [11] is obtained

\[
F_1(P, F) = f_1(P, F) + f_2(F) + \sqrt{f_1^2(P, F) + f_2^2(F)}. \tag{9}
\]

Even with the use of this objective function there are conflictive cases, as can be observed on Figure 7, in which the original curve is not self-intersecting, but the recovered Gielis curve is. Aiming to overcome these drawbacks, this work proposes a variation of the objective function given by Equation (9), which will be explained in the next section. We also propose a numerical evaluation for comparing different methods. Such evaluation complements visual comparison, which will be explained in Section 5.

4. Proposal

This work aims to improve the limits of the objective function in Equation (9) introduced in the previous section.

The SED seeks points from the generated Gielis curve, such that they are close to sample points. Therefore we propose a similar metric with the same goal, but with less computational cost. This metric consists in computing the Euclidean distance \(d(P_j, S_j)\) between the sample point \(P_j = (\rho_j, \theta_j)\) and the resulting point from the generated Gielis curve \(S_j = (\tau_j, \theta_j)\) on angle \(\theta_j\), instead of computing SED. The inclusion of the point to the original curve is still evaluated, but avoiding the iterative method for computing SED, since the suggested distance is computed directly.

Figure 8 shows the difference between SED and \(d(P_j, S_j)\). In this case \(d(P_j, S_j)\) measures differently the approximation of the Gielis curve to the sample points. SED can be in any direction but \(d(P_j, S_j)\) is always in the same direction than the line between \(P_j\) and the polar axis.
Figure 8. The SED from $P_j$ to the curve (in red) is shown in green. $d(P_j, S_j)$ is shown in yellow.

The sample points are in blue and the generated curve is in red.

Figure 9 shows an example of $d2$ and we observe that $d2$ penalizes points from the generated Gielis curve that are distant from the sample points.

SED can be replaced by the distance in Equation (6), obtaining

$$f_3(P, S) = \sum_{j=1}^{e} d^2(P_j, S_j),$$

where $P$ is the set of sample points, $S$ is the set of sample points from the generated Gielis curve, $e$ is the amount of sample points and $d$ is the Euclidean distance.

The length of the Gielis curve is not related to the sample points, as observed in Equations (7) and (8), whose input parameters are solely the superformula parameters and not the sample points. As we need a metric that penalizes the segments from the generated Gielis curve that are far from the sample points, we suggest a new metric instead of the length. The computing of this metric is as follows:

- Obtain a finite amount of points from the generated Gielis curve, to equals intervals of $\theta$, with a sampling. An example of this is observed in Figure 9, with the points in red.
- For each point $R_i = (r_i, \omega_i)$ find the sample point that is closest and compute its Euclidean distance. This distance is observed in green in Figure 9.

The new distance will be called $d2$ and is given by Equation (11), denoted as

$$d2(R_i, P) = \min(d(R_i, P)),$$

where $R_i = (r_i, \omega_i)$ is a sample point from the generated Gielis curve, $P$ is the set of sample points and $d$ is the Euclidean distance between two points. Figure 9 shows an example of $d2$ and we observe that $d2$ penalizes points from the generated Gielis curve that are distant from the sample points.
Figure 9. Distance $d_2$ given by Equation (11) is shown in green. The sample points are in blue and the points corresponding to the generated curve are in red.

The function from Equation (12) is built with the sum of squares of $d_2$:

$$f_4(R, P) = \sum_{i=1}^{r} d_2^2(R_i, P),$$  \hspace{1cm} (12)

where $R$ is the set of sample points from the generated Gielis curve and $r$ is the cardinality of $R$.

In order to combine functions from Equations (10) and (12), we use the same R-function than in function from Equation (9). Then, we obtain the following objective function to be minimized:

$$F_2(P, F) = f_3(S, P) + f_4(R, P) + \sqrt{f_3^2(S, P) + f_4^2(R, P)},$$  \hspace{1cm} (13)

where $S$ and $R$ are sets of sample points from the Gielis curve generated with $F$.

Figure 10 shows a case in which this objective function presents a better result than $F_1$. The method that uses $F_1$ generates a Gielis curve that is self-intersecting near the polar axis, while the method that uses $F_2$ is not self-intersecting and because of this it presents a better adjustment to the original curve.

After the tests performed using Equation (13), drawbacks with this method are also observed. If length is not minimized, there are cases in which the solution spins around the original curve. Figure 11 shows examples of this drawback, the segments corresponding to the generated Gielis curves are not distant from the original curves, but spin around them.

Tests performed with this method and observed in Figure 11 show the importance of minimizing the length of the Gielis curve, aiming to avoid the repetition of segments in the obtained Gielis curves. Then, we include the length of the Gielis curve in the function given by Equation (13), and we obtain the following objective function.

$$F_3(P, F) = f_3(S, P) + f_4(R, P) + f_2(F) + \sqrt{f_3^2(S, P) + f_4^2(R, P) + f_2^2(F)},$$  \hspace{1cm} (14)

Function from Equation (14) allows to overcome the drawbacks mentioned with the previous methods and represents the main contribution of this work. Figure 12 shows the recovery of the same Gielis curves but using the objective function $F_3$, thus avoiding the repetition of segments in the obtained Gielis curves. In the next section we describe the tests performed with the proposed objective functions and the results obtained.
Figure 10. In blue are the original curves and in red are the solution curves. At the left is the result of minimizing function $F_1$ given by Equation (9) and at the right is the result of minimizing function $F_2$ given by Equation (13).

Figure 11. Examples of conflicting cases using $F_2$, given by Equation (13). In blue are the original curves and in orange are the solution curves.
Figure 12. Same curves as Figure 11 but recovered using $F_3$ given by Equation (14). In blue are the original curves and in orange are the solution curves.

5. Experimental Tests

In this section we present the metrics that are used to compare the aforementioned methods and the results obtained, in order to determine which method provides a better adaptation to the sample points. As input data, we used points obtained by means of a sampling from Gielis curves with known parameters, to equal intervals of $\theta$. For each $\theta$ value, its corresponding $\rho$ is computed, obtaining the desired amount of sample points. Next we describe the metrics used, the algorithm parameters and the results obtained.

5.1. Evaluation Metrics

Once the sample points that will be used as input data are obtained, the algorithm is executed with each method, five times per method. We take the best solution among executions, and three Gielis curves are obtained, one for each method.

Aiming to evaluate and compare the quality of the solutions, it is important an appropriate metric for evaluating the grade of similarity between two curves. This metric will be calculated between the original curve and each of the Gielis curves, allowing to compare the quality of the solutions obtained with each method. The metric is applied as follows:

- Considering that the tests were performed using Gielis curves with known parameters, an amount $h$ of sample points in the original curve is obtained, to equal intervals of $\theta$. These sample points
are obtained by dividing the interval \([0, 2q\pi]\) in \(h\) equal parts. Figure 13a shows an example where \(h = 4\), and since \(q = 1\), the values of \(\theta\) are \{\(\pi/2, \pi, 3\pi/2, 2\pi\}\). There is in blue the original curve and in black the points obtained.

- For each solution (one for each method), an amount \(h\) of sample points is obtained, where values of \(\theta\) are the same used for the original curve. Figure 13b shows an example, corresponding to the Gielis curve obtained using objective function \(F3\) in Equation (14). The Gielis curve is in red and the sample points are in black.

- Considering a \(h\)-dimensional space, finite representation of the original curve and the solutions obtained with each method are built, with polar distances \((\rho_1, \rho_2, ..., \rho_h)\) for each of them. We denote \(A_0\) as the original curve, \(A_1\) as the Gielis curve from the method proposed by Fougerolle et al., \(A_2\) as the curve from the method that uses objective function \(F2\) from Equation (13) and \(A_3\) for the method that uses our contribution, the objective function \(F3\) from Equation (14). In the example from Figure 13, there are \(A_0 = \{\rho_1, \rho_2, \rho_3, \rho_4\}\) and \(A_3 = \{\rho'_1, \rho'_2, \rho'_3, \rho'_4\}\).

- Finally, the Euclidean distance between \(A_0\) and each \(h\)-dimensional point corresponding to each solution is calculated. The distance between \(A_0\) and \(A_1\) will be called \(M1\); between \(A_0\) and \(A_2\), \(M2\); and between \(A_0\) and \(A_3\), \(M3\). The lower the value of the distance, the better the quality of the solution. Continuing with the example given in Figure 13, Figure 14 shows \(M3\), that is equal to the root square of the sum of squares of the length of the segments in green.

The generalization of the metric for \(h\) dimensions is given by the Equation (15), denoted as

\[
M(A_0, A) = \sqrt{\sum_{i=1}^{h} (\rho'_i - \rho_i)^2},
\]  

where \(A_0\) is the set of polar distances from the original curve, \(A\) is the set of polar distances from the generated Gielis curve, \(h\) is the amount of sample points used to calculate the metric, \(\rho'_i\) is each of the polar distances from the generated Gielis curve and \(\rho_i\) is each of the polar distances from the original curve.

Figure 13. Sample points for the computation of the comparison metric given by Equation (15). (a) In blue is the original curve and (b) in red is the Gielis curve. In black are the points obtained.

Despite comparing the similarity between the original curve and the Gielis curves, this metric does not penalize the cases in which the Gielis curve spins around the original curve. This is due to the fact that the computation is performed in the interval corresponding to the original curve \([0, 2q_{\text{orig}}\pi]\), where \(q_{\text{orig}}\) is the value of \(q\) corresponding to the original curve. Thus if \(q_{\text{sol}}\), the parameter
$q$ of the Gielis curve, is bigger than $q_{\text{orig}}$, segments that are in the interval $[2q_{\text{orig}}\pi, 2q_{\text{sol}}\pi]$ are not penalized. Figure 15a shows in blue the original curve and in red the Gielis curve recovered using Equation (13). Figure 15b shows in blue the same original curve and in red the Gielis curve recovered using Equation (14). Visually we note that the second one is a better solution. On the contrary, according to the metric, the Gielis curve recovered using Equation (13) represents a better solution since $M_2$ is less than $M_3$ ($M_2 = 34.252844$ and $M_3 = 50.560416$). This is due to the fact that the generated Gielis curve in Figure 15a has a value $q_{\text{sol}}$ of 5 while the original curve has a value $q_{\text{orig}}$ of 1. Then, $M_2$ only takes 1/5 of the outline of the generated Gielis curve using Equation (13) into account. In the case of the generated Gielis curve in Figure 15b, $q_{\text{sol}}$ has the same value as $q_{\text{orig}}$, thus $M_3$ takes the whole solution curve into account.

For this reason, in addition to the numeric metric presented, we still perform a visual comparison to determine the quality of the solutions.

![Figure 14. M3. The original curve is in blue and the Gielis curve is in red. The metric corresponds to the root square of the sum of squares of the segments in green, i.e., Euclidean distance.](image)

![Figure 15. Example of a drawback with the proposed metric M3. (a,b) The original curve is in blue and the Gielis curve is in red.](image)
5.2. Parameters Used

Fougerolle et al. propose the following values for the evolutionary parameters [11]:

- Mutation parameter $k = 0.1$.
- Mutation probability is 0.15.
- Minimum limit for population standard deviation $\sigma_{\text{min}} = 0.05$.
- The size of the population is 100 individuals.
- The number of generations is 1000.
- The intervals of the parameters of the superformula are $a, b \in [0.01, 100]; n_1, n_2, n_3 \in [0.01, 1000]; p, q \in [1, 11]$.

We observed the behavior of the population using $F_3$ with these same parameters. Figure 16 shows this behavior. The global best is in red and the best elements from each generation are in blue. We observe peaks in blue due to re-initialization of the population and we also observe in red how re-initialization favors an improvement in the fitness of the global best. After observing the behavior of the population of solutions, we decided to maintain the same parameters.

For the performed tests, the amount $e$ of sample points is 1000. Since this work also proposes a metric for curve comparison, the amount $r$ for computing the norms is 500,000, in order to keep the distance between the points close enough for not skipping segments from the curve.

![Figure 16](image)

**Figure 16.** Example of the behavior of the population using $F_3$. The global best is in red and the best elements from each generation are in blue.

5.3. Results

The Gielis curves in Figure 2 are considered for these experiments. Table A1 (see in Appendix A) shows these Gielis curves and the results obtained with each method. The first column shows the row number; the second shows the parameters of the original Gielis curve from which the sample points are obtained; and the third, fourth and fifth show the parameters recovered using $F_1$, $F_2$ and $F_3$, respectively. The parameters that offer the best solution according to the proposed metric are shown in bold.

Table A2 (see in Appendix A) compares the three methods. The smaller metric values are shown in bold for each Gielis curve. The metric $M_3$, corresponding to the objective $F_3$, offers better solutions for the 60% of the cases, according to the applied metric. Figure 17 shows the percentages of better solutions provided by each method, according to the applied metric.
The last column of Table A2 (see in Appendix A) shows which objective function(s) provide(s) the best solution(s) according to visual comparison. We observe that in 60% of the cases, the solutions provided by $F_2$ and $F_3$ are of similar quality, better than $F_1$, and in 22.9% of the cases $F_3$ is better than $F_2$ and $F_1$. These cases are those in which the solutions spin around the original curves, i.e., $q_{sol}$ is bigger than $q_{orig}$. This gives a total of 82.9% of the cases in which the solution provided by $F_3$ is visually satisfactory. Figure 18 shows some representative examples. Each row corresponds to an original curve. The first column shows the solution obtained using the method by Fougerolle et al., the second column shows the solution obtained by $F_2$, and the third column shows the solution obtained by $F_3$. Rows 1, 3 and 4 show examples in which the solutions provided by $F_2$ and $F_3$ are similar; and row 2 shows an example in which the solution provided by $F_2$ spins around the original curve, and the solution provided by $F_3$ is better. It should also be noted that the solutions provided by $F_3$ fail to capture the corner of the shapes. This is because the length of the generated curve is included in the objective function.

Figure 19 shows examples of exceptional cases. The first row corresponds to Gielis curve 33 from Table A2 (see in Appendix A): a case in which neither $F_2$ nor $F_3$ offer a solution of good visual quality, while $F_1$ provides a good general adjustment but has intersections that do not adjust to the original curve. Despite metric values, the better solution is provided by $F_2$. The second row corresponds to Gielis curve 16 from Table A2 (see in Appendix A): a case in which all the methods tested provide solutions of good visual quality. According to the metric, $F_3$ provides the better solution. The third row corresponds to the Gielis curve 20 from Table A2 (see in Appendix A): a case in which none of the methods offers a visually satisfying solution, although $F_1$ is visualized as the better solution, which is confirmed by the metric. The fourth row corresponds to Gielis curve 22 from Table A2 (see in Appendix A): a case similar to the previous one, where $F_1$ is observed as visually better, but according to the metric $F_3$ offers the better solution.
Figure 18. Representative examples of the solutions obtained using each method. The original curves are in blue and the Gielis curves are in red. First column corresponds to the method proposed by Fougerolle et al. Second column corresponds to $F_2$ (Equation (13)), and the third column corresponds to $F_3$ (Equation (14)).
Figure 19. The original curves are in blue and the Gielis curves are in red. First column (a,d,g,j) corresponds to the method proposed by Fougerolle et al. Second column (b,e,h,k) corresponds to $F_2$ (Equation (13)), and the third column (c,f,i,l) corresponds to $F_3$ (Equation (14)).

6. Conclusions and Future Work

New objective functions for the recovery of Gielis curves from a set of sample points are proposed, based on a genetic algorithm proposed in the literature, which minimizes an objective function that combines Euclidean distances from the sample points to the curve, and the length of the recovered Gielis curve. The first proposed method minimizes an objective function that combines the Euclidean
distances from the sample points to a curve, and from the curve to the sample points. The second proposed method minimizes another objective function, that in addition to the mentioned distances, includes the length of the recovered Gielis curve.

A visual comparison of the solutions by these methods was performed. It is observed that in 60% of the cases, the solutions provided by the proposed methods have similar quality, these being better than the ones found in the literature. In 22.9% of the cases, the second proposed method offers better solutions than the first proposed method and the literature. This totals 82.9% of cases in which the second proposed method offers better solutions than the literature.

For an objective comparison, a numeric metric for similarity between two curves has been proposed. This metric consists of obtaining sample points from both curves, building vectors with them and computing the Euclidean distance between these vectors. A lower distance implies more similarity between curves. The comparison between solutions of each method and the original curve is performed using this metric. According to the metric, we observed that the method proposed in the literature offers better solutions in only 2.9% of the cases, the first proposed method in 37.1% of the cases and the second proposed method in 60% of the cases. Although the new objective function proposed in the paper cannot faithfully represent simple curves such as squares or pentagons, it was shown to be more efficient on more complex curves compared to the method of Fougerolle et al. [11].

As future work we propose searching for other objective functions that perform well using partial data, i.e., not using all the sample points as input data: and/or with noise, i.e., with small displacements in the sample points, as done in [12]. We also propose including rotation and translation parameters to the Gielis curves respect to the origin of coordinates, in order to analyze the behavior of the objective functions with a greater amount of parameters to recover. The proposed objective function could be useful also for other metaheuristic algorithms such as simulated annealing and particle swarm. In addition, the proposed objective function can be complemented for better corner fit.
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Appendix A

Table A1. Original Gielis curves parameters and recovered values using F1, F2 and F3. The parameters with the lowest metric are in bold.

| N° | F1 | F2 | F3 |
|----|----|----|----|
| 1  | 0.484, 0.791, 4, 3, 98, 105, 975, 495, 129.099 | 0.319, 0.832, 4, 3, 424, 050, 114, 101, 770, 828 | 0.914, 0.599, 4, 4, 325, 238, 742, 188, 59.849 |
| 2  | 4.588, 0.414, 4, 7, 191, 792, 144, 745, 383, 061 | 1.042, 93, 605, 4, 1, 279, 456, 290, 473, 67, 824 | 1.079, 75, 865, 4, 4, 498, 795, 499, 327, 127.463 |
| 3  | 0.696, 0.714, 4, 2, 6, 293, 960, 253, 0.142 | 0.936, 0.704, 9, 5, 304, 509, 938, 779, 1, 122 | 0.893, 0.686, 10, 1, 438, 576, 755, 576, 0.190 |
| 4  | 0.297, 0.937, 6, 5, 61, 612, 979, 904, 316, 092 | 0.297, 0.812, 2, 1, 449, 637, 118, 878, 703, 362 | 0.334, 0.786, 2, 1, 607, 431, 176, 358, 733, 708 |
| 5  | 0.224, 2.645, 6, 5, 906, 527, 578, 865, 557, 219 | 0.950, 61, 136, 6, 1, 381, 374, 232, 292, 56, 929 | 0.978, 44, 759, 6, 1, 639, 679, 364, 542, 103, 393 |
| 6  | 0.228, 9.450, 6, 5, 895, 876, 704, 128, 83, 234 | 0.906, 91, 677, 6, 1, 696, 133, 434, 260, 61, 787 | 0.921, 41, 385, 8, 1, 145, 875, 87, 718, 15, 638 |
| 7  | 0.193, 60, 259, 7, 5, 992, 387, 599, 391, 100, 493 | 0.939, 63, 322, 6, 1, 70, 160, 766, 7, 200, 23, 420 | 0.921, 52, 455, 9, 1, 261, 234, 121, 281, 7, 35, 24 |
| 8  | 5.496, 0.677, 1, 2, 62, 279, 3.720, 970, 215 | 0.838, 46, 876, 6, 1, 388, 904, 127, 007, 20, 429 | 0.837, 45, 008, 6, 1, 667, 043, 7, 213, 335, 34, 701 |
| 9  | 0.394, 0.903, 1, 1, 5, 32, 366, 888, 396, 93, 668 | 0.315, 8.856, 8, 3, 431, 634, 116, 629, 972, 433 | 0.905, 0.190, 8, 1, 395, 665, 775, 248, 79, 420 |

Note: The values in bold are the parameters with the lowest metric.
Table A2. Gielis curves parameters and corresponding values of $M_1$, $M_2$ and $M_3$. The lowest metric values are in bold. The last column shows which objective function(s) provide(s) the best solution(s) according to a visual comparison.

| $N^\circ$ | $F$ | $M_1$ | $M_2$ | $M_3$ | Visual |
|-----------|-----|-------|-------|-------|--------|
| 1         | 1, 1, 2, 1, 1, 1 | 377.053 | 43.293 | 34.294 | $F_3$ |
| 2         | 1, 1, 2, 1, 1, 4, 8 | 1009.591 | 218.157 | 217.863 | $F_2$, $F_3$ |
| 3         | 1, 1, 2, 1, 2, 2 | 706.607 | 34.252 | 50.560 | $F_3$ |
| 4         | 1, 1, 3, 1, 1, 1, 1 | 455.757 | 50.816 | 51.171 | $F_2$, $F_3$ |
| 5         | 1, 1, 3, 1, 2, 5, 7 | 686.339 | 57.359 | 53.733 | $F_2$, $F_3$ |
| 6         | 1, 1, 3, 1, 2, 8, 3 | 648.761 | 70.691 | 68.729 | $F_2$, $F_3$ |
| 7         | 1, 1, 3, 1, 4, 5, 10, 10 | 681.300 | 35.201 | 38.909 | $F_2$, $F_3$ |
| 8         | 1, 1, 3, 1, 6, 6, 6 | 80.002 | 28.249 | 28.169 | $F_2$, $F_3$ |
| 9         | 1, 1, 4, 1, 1, 1 | 564.189 | 51.252 | 32.550 | $F_3$ |
| 10        | 1, 1, 4, 1, 1, 7, 8 | 1749.448 | 247.471 | 238.497 | $F_2$, $F_3$ |
| 11        | 1, 1, 4, 1, 4, 7, 7 | 683.150 | 31.546 | 29.996 | $F_2$, $F_3$ |
| 12        | 1, 1, 4, 1, 12, 15, 15 | 114.992 | 27.884 | 25.087 | $F_2$, $F_3$ |
| 13        | 1, 1, 5, 1, 1, 1 | 385.339 | 48.252 | 33.713 | $F_3$ |
| 14        | 1, 1, 5, 1, 2, 6, 6 | 665.170 | 43.641 | 47.987 | $F_2$, $F_3$ |
| 15        | 1, 1, 5, 1, 2, 7, 7 | 767.114 | 52.248 | 54.319 | $F_2$, $F_3$ |
| 16        | 1, 1, 5, 1, 2, 13, 13 | 523.584 | 176.658 | 174.971 | $F_2$, $F_3$ |
| 17        | 1, 1, 5, 1, 4, 4, 4 | 48.117 | 28.069 | 25.447 | $F_2$, $F_3$ |
| 18        | 1, 1, 6, 1, 1, 1 | 60.797 | 53.942 | 52.437 | $F_3$ |
| 19        | 1, 1, 6, 1, 1, 1, 6 | 735.628 | 63.434 | 63.769 | $F_2$, $F_3$ |
| 20        | 1, 1, 6, 1, 1, 7, 8 | 796.208 | 1112.325 | 1170.644 | $F_1$ |
| 21        | 1, 1, 7, 1, 1, 1, 1 | 564.189 | 52.983 | 53.652 | $F_3$ |
| 22        | 1, 1, 7, 1, 2, 8, 4 | 227.429 | 193.666 | 166.163 | $F_1$ |
| 23        | 1, 1, 7, 1, 10, 6, 6 | 750.658 | 31.693 | 38.823 | $F_3$ |
| 24        | 1, 1, 2, 1, 1000, 500, 500 | 46.976 | 23.665 | 23.606 | $F_2$, $F_3$ |
| 25        | 1, 1, 4, 1, 1000, 1000, 1000 | 84.709 | 24.656 | 26.681 | $F_2$, $F_3$ |
| 26        | 1, 1, 8, 1, 1, 1 | 63.033 | 53.164 | 53.052 | $F_2$ |
| 27        | 1, 1, 1, 1, 1000, 500, 500 | 735.506 | 20.497 | 22.454 | $F_2$, $F_3$ |
| 28        | 1, 1, 5, 1, 1000, 620, 620 | 739.203 | 29.093 | 27.489 | $F_2$, $F_3$ |
| 29        | 1, 1, 8, 1, 1000, 50, 250 | 71.043 | 35.788 | 29.789 | $F_2$, $F_3$ |
| 30        | 1, 1, 1, 1, 0.5, 0.5, 0.5 | 235.733 | 28.127 | 29.374 | $F_2$ |
| 31        | 1, 1, 2, 1, 0.5, 0.5, 0.5 | 102.927 | 82.178 | 73.118 | $F_1$ |
| 32        | 1, 1, 3, 1, 0.5, 0.5, 0.5 | 106.666 | 76.119 | 69.748 | $F_1$ |
| 33        | 1, 1, 4, 1, 0.5, 0.5, 0.5 | 148.707 | 72.191 | 75.724 | $F_2$, $F_3$ |
| 34        | 1, 1, 3, 1, 5, 18, 18 | 1103.138 | 62.807 | 63.799 | $F_2$, $F_3$ |
| 35        | 1, 1, 6, 1, 20, 7, 18 | 48.787 | 54.227 | 42.373 | $F_3$ |
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