Anisotropy and multifractal analysis of turbulent velocity and temperature in the roughness sublayer of a forested canopy
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Anisotropy and multifractality in velocity and temperature time series sampled at multiple heights in the roughness sublayer (RSL) over a boreal mixed-coniferous forest are reported. In particular, a turbulent-stress invariant analysis along with a scalewise version of it are conducted to elucidate the nature of relaxation of large-scale anisotropy to quasi-isotropic states at small scales. As the return to isotropy is linked to nonlinear interactions and correlations between different fluctuating velocity components across scales, we study the velocity and temperature time series by using multifractal detrended fluctuation analysis and multiscale multifractal analysis to assess the effects of thermal stratification and surface roughness on turbulence in the RSL. The findings are compared so as to quantify the anisotropy and multifractality ubiquitous to RSL turbulent flow. As we go up in the RSL, (a) the length scale at which return to isotropy commences increases because of the weakening of the surface effects and (b) the largest scales become increasingly anisotropic. The anisotropy in multifractal exponents for the velocity fluctuations is diminished when we use the extended-self-similarity procedure to extract the multifractal-exponent ratios.

I. INTRODUCTION

The characterization of the statistical properties of boundary-layer turbulence continues to be a challenging problem in a variety of areas including geophysical fluid dynamics and micro-meteorology. Atmospheric boundary layers provide natural laboratories for such characterization at high Reynolds number that remain outside the reach of direct numerical simulations and laboratory experiments. Because of the high Reynolds number expected, the statistical properties of the flow depend, to some extent, on the surface topography [13], vegetation cover [4], and thermal stratification [5]. Boundary layers over sand grains [6, 7] can be different from those above forested canopies [4, 7] in numerous ways that remain to be uncovered. It is important to understand such differences because they have a bearing on diverse applications in a variety of areas including wind-energy production [8, 9], air-pollution control [10], meteorological research [11], civil engineering [12], and ecological applications dealing with pollen and seed spread [13].

One area where atmospheric flows are contributing to a fundamental understanding of turbulence is flow near roughness elements (hereafter labelled the roughness sublayer or RSL), especially forests. The reason flow in the RSL over forests can enlighten basic turbulence research is the scale separation characterizing the spectrum of eddies. Atmospheric boundary layers over forests are characterized by (i) large boundary depth (exceeding 1000 m), (ii) canopy heights that readily exceed 10 m, (iii) Kolmogorov dissipation length scales that are smaller than 1 mm. Another aspect of RSL flows that can be interrogated is thermal stratification. Turbulence in the RSL involves the interaction between mechanical generation of turbulent kinetic energy (TKE) and buoyancy forces that can produce or dissipate TKE. Hence, the role of thermal stratification cannot be ignored when analyzing the structure of turbulence in the RSL.

It is known that the co-spectrum of the vertical velocity and the air temperature is finite in the inertial subrange and exhibits a $-7/3$ scaling range, suggesting that a finite interaction must exist between velocity and temperature at inertial scales, contrary to expectations based on isotropic turbulence. This finite co-spectrum is primarily because of finite mean temperature gradients. Likewise, a finite co-spectrum of vertical and longitudinal velocity components, because of finite mean velocity gradients, implies a sustained interaction between the vertical velocity and longitudinal velocities, within the inertial subrange, contrary to expectations from isotropic turbulence.

It is also well established that ramp-cliff patterns lead to dissimilarity in the multifractal properties of temperature (or any scalar) and the velocity [14, 15]; we refer the reader to Ref. [16] for a comprehensive review on ramp-cliff patterns in laboratory and field experiments, under
different surface-roughness conditions.

Return to isotropy, with decreasing length scales, deals primarily with energy redistribution, among velocity components, and the destruction of turbulent stress. Hence, return to isotropy has been studied by using second-order statistics. Mindful of these findings and scalewise interactions between vertical velocity, temperature, and longitudinal velocity, we seek to examine to what extent scalewise return to isotropy, characterized by using the two-point measures discussed below, is retarded by (a) excess intermittency in the temperature or (b) multifractality in high-order velocity structure functions. The focus of our study is on production-to-inertial length scales, which is where the signature of TKE production and its relaxation to isotropy are most apparent.

We carry out a detailed investigation of the statistical properties of velocities and air temperatures at two different heights in the RSL above the Hyytiäinen forest in Southern Finland. The statistical properties considered are (a) energy spectra, (b) second-order velocity structure functions, (c) measures of flow anisotropy that use invariant analysis \[\text{(IA)}\] in the anisotropy-invariant-map (AIM) and the barycentric-map (BAM) frameworks \[\text{(FM)}\], and (d) multifractal detrended fluctuation analysis (MFDFA), multifractal spectra, and multiscale multifractal analysis (MMA) for the temperature and velocity fields. These properties are all examined for different atmospheric stability conditions, which are presumed to be controlled by the stability parameter $\zeta$ (Eq. 1). These different characterization tools have not been brought to bear simultaneously on the analysis of turbulent flows in the RSL. Our overarching goal is the quantification of the effects of surface roughness and stratification on the nature of anisotropic fluctuations and multifractal correlations in such turbulent flows. By using invariant analysis and multifractal analysis, the effects of stratification on the degree and relaxation of large-scale anisotropy at different heights in the roughness sublayer above the forest cover are quantified.

The remaining part of this manuscript is organized as follows: In Sec. II, a brief description of the experiment, its location, and the setup is provided. In Sec. III, the techniques and statistical measures that are used to characterize the flow anisotropy and the multifractality of the velocity and temperature fields are reviewed. In Sec. IV, the connection between the overarching goal and the application of the aforementioned methods is presented. Section V is devoted to concluding remarks about the significance of the results for future models of the RSL.

II. EXPERIMENTS

A. Research site and measurements

The data sets were collected at the SMEAR (Station for Measuring Ecosystem-Atmosphere Relations) - II station located within the Hyytiäinen forest in Southern Finland (61°51’ N, 24°17’ E – 180 m above sea level). The station is equipped with a tall meteorological tower where turbulence statistics are collected as part of a long-term monitoring initiative. In our study, we focus on data sampled at two heights (23.3 m and 33.0 m above ground level) in the RSL, roughly 4 m and 14 m above the canopy top. The mean canopy height is approximately $h_{\text{canopy}} \approx 19$ m. The tower is located at the highest spot in the area (181 m above sea level). In 1962, the area was regenerated by clear-cutting and sowing Scots pine seeds. The ecosystem that the SMEAR II station is surrounded by is a typical boreal forest, which is dominantly Scots pine with some spruce and birch patches further away from the measurement tower (Fig. 1). A notable spruce forest patch is located some 180 m south of the tower.

The wind velocity components and air temperature have been measured by three-dimensional sonic anemometers from Gill Instruments Ltd. (Lymington, Hampshire, England). For the 23.3 m measurement set-up, the ultrasonic anemometer model is Solent Research 1012 R2 (sampling frequency at 10.41 Hz), and for the 33.0 m set-up, a Gill HS-50 ultrasonic anemometer (sampling frequency at 10 Hz) is in use.

B. Post-processing

The measured time series of the 3 velocity components and the air temperature are divided into non-overlapping 30-minute segments. For each 30-minute segment, the coordinate system used assumes $u_1(=u)$, $u_2(=v)$, and $u_3(=w)$ are the longitudinal (or streamwise), lateral (or spanwise), and vertical (or wall-normal) velocity components aligned along $x_1$ (or $x$), $x_2$ (or $y$), and $x_3$ (or $z$) with $z = 0$ being the forest floor and $x$ aligned along the mean wind direction. Primed quantities are turbulent fluctuations around their mean state defined by time-averaging over 30 minutes. Throughout, overline represents time-
averaged quantities. A standard double rotation was performed to align the velocity vector along the mean-flow direction resulting in \( \mathbf{u} = \mathbf{w} = 0 \). For notational convenience, \( \mathbf{u} = U \) defines the mean longitudinal velocity. A successive-difference-based despiking scheme \(^{19}\) with a threshold of 10 m/s for streamwise and spanwise components, 5 m/s for the wall-normal component of the velocity, and 5 K for the air temperature was then used to identify anomalous spikes. We have not considered segments that display more than 5% spikes in a given 30-minute.

For the invariant and multifractal analyses, we have used data from these 30-minute segments. Each of these 30-minute periods is classified as stable, unstable, or near-neutral using the atmospheric stability parameter \( \zeta \):

\[
\zeta = \frac{z - z_d}{L_{obu}}, \quad L_{obu} = -\frac{u_2^3}{\kappa g w'\theta'_w/\theta_v},
\]

\[
u_2^* = \sqrt{(u'w')^2 + (v'w')^2}, \quad z_d = \frac{2}{3} h_{canopy}, (1)
\]

where \( L_{obu}, u_*, \kappa, g, \) and \( z_d \) denote the Obukhov length, the friction velocity, the von Kármán constant, the gravitational acceleration, and the estimated zero-displacement height, respectively (Table \( II \) for details). The \( \theta'_w \) denotes the potential temperature fluctuations; \( \theta'_v, u'w', v'w', w'\theta'_w \) denote the mean virtual potential temperature, the vertical component of the turbulent fluxes of horizontal momenta and potential temperature, respectively, with temporal averaging, indicated by an overline, performed over each 30-minute period; periods with \( \zeta > 0.01, \zeta < -0.01 \) and \( |\zeta| \leq 0.01 \) are classified as stable, unstable, and near-neutral, respectively. In data set presented here, there are 771, 733, and 233 30-minute periods of stable, unstable, and neutral stratification at \( z_{bot} \); whereas for \( z_{top} \) we have 956, 683, and 98 30-minute periods of stable, unstable and neutral stratification.

III. METHODS

Kolmogorov’s 1941 (K41) phenomenological theory \( \cite{20,21} \) of statistically homogeneous, isotropic turbulence (assumed for small scales) does not account for multifractality; and, of course, anisotropy in eddy sizes. The local-isotropy assumption of K41 implies that the signature of TKE generation is lost as we small length scales in the energy cascade. Furthermore, the K41 exponents for second-order structure functions are affected very marginally by (a) deviations from local isotropy and (b) multifractality. It remains open to what extent the effects of TKE generation are truly lost in the scalewise turbulent cascade of each velocity component. Mathematically, the scalewise production term of TKE can be expressed in terms of the co-spectra and is given by:

\[-E_{uu}(k)dU/dz + (g/T)E_{uw}(k)\], where \( T \) denotes the air temperature and \( k \) denotes the wave-number.

So, the strength of the mean-velocity gradient \( dU/dz \) in the RSL and the shape of the co-spectra of both \( E_{uu}(k) \) and \( E_{uw}(k) \) within the inertial subrange, are likely to have an effect on the return to isotropy. Differential intermittency buildup, within the velocity components, entirely ignored by K41, can slow the relaxation to local isotropy, in the inertial range. For this reason, we first discuss the spectra, co-spectra, and second-order structure functions, prior to the scalewise return to isotropy. In the first two sub-sections, an overview of the methods, which are used to characterize the anisotropy of the flows, are described. The third sub-section features the techniques with which multifractality \( \cite{21,27} \) is analyzed.

A. Invariant Analysis

The anisotropy of the Reynolds stress tensor and the asymmetric distribution of the turbulent kinetic energy among the different spatial components of the velocity can be traced to stratification and surface roughness; these issues have been explored, e.g., in Refs. \( \cite{7,28,29} \). The relaxation of anisotropy, at large scales, to quasi-isotropy, at the small scales (as hypothesized in K41), e.g., via asymmetric correlations between the pressure and the rate-of-strain tensor, remains an active research area \( \cite{30,31} \). Such anisotropy can be quantified and visualized by using the turbulent-stress invariant analysis \( \cite{17} \) and the scalewise invariant analysis of the traceless deviator of the second-order velocity structure function \( \cite{7} \).

In this invariant analysis, the invariants of the Reynolds stress anisotropy tensor are determined from \( \cite{18} \)

\[
a_{ij} = \frac{u_i' u_j'}{2k} - \frac{1}{3} \delta_{ij} \quad \text{and} \quad k = \frac{u_i' u_i}{2}. (2)
\]

For the scalewise invariant analysis, the traceless deviator of the velocity structure-function tensor \( D_{ij}(r) = \frac{1}{2} \delta_{ij}(r) \delta_{ij}(r) \) is used and is given by \( \cite{7} \):

\[
A_{ij}(r) = \frac{D_{ij}(r)}{D_{kk}(r)} - \frac{1}{3} \delta_{ij}, (3)
\]

where \( r \) is the separation distance (a surrogate for the eddy size) that may be inferred from Taylor’s frozen turbulence hypothesis.

If the turbulence is statistically homogeneous and isotropic, \( a_{ij} \) and \( A_{ij} \) are identically zero. Therefore, any deviation from these isotropic forms for these tensors can be used to quantify the anisotropy of a turbulent flow. Indeed, such invariant analysis \( \cite{18,22} \) has been used extensively to describe the various limiting states in turbulent flows and the route to the relaxation towards isotropy \( \cite{7,30,33} \).

The state of turbulence and the relaxation to quasi-isotropic states at small scales can be effectively visualized through the trajectories of the second and the third
TABLE I. Definitions and ensemble-averaged values across all runs and stability conditions of measured and calculated variables: $\sigma^2 \theta$ denotes covariance between variables $a$ and $b$; $\kappa = 0.4$ and $g = 9.8 \text{ m/s}^2$ denote the von Kármán and the gravitational acceleration constants, respectively; $\bar{u} = \left[ \frac{\bar{u}^2 + \bar{v}^2}{2} \right]^{1/4} \approx 0.44 \text{ m/s}^{-1}$ (averaged across all runs and the two heights), $\bar{u}_r = 2k$ are the local friction velocity and twice the turbulent kinetic energy ($\approx k$), respectively. The ensemble-averaged values are featured only to illustrate order-of-magnitude estimates of key flow properties for the entire experiment. All calculations in the figures are based on run-to-run flow statistics.

| Variable                  | Symbol | Units | Definition                                                                 |
|---------------------------|--------|-------|-----------------------------------------------------------------------------|
| Sampling frequency        | $f_s$  | Hz    |                                                                              |
| Mean velocity             | $\bar{U}$ | m/s  |                                                                              |
| r.m.s velocity           | $\bar{u}_{\text{rms}}$ | m/s  | $(2k/3)^{1/2}$                                                               |
| energy dissipation rate   | $\epsilon$ | m$^2$/s$^3$ | $\bar{u}_i^2 (\kappa(z - z_d))^{-1}$                                        |
| Reynolds number           | Re     |       | $4k^2(9\nu)^{-1}$                                                           |
| K41 length scale          | $\eta_\text{m}$ | m    | $(\nu^3/\epsilon)^{1/4}$                                                   |
| K41 time scale            | $\tau_\text{m}$ | s    | $(\nu/\epsilon)^{1/2}$                                                     |
| Strain rate               | $S(z_{\text{bot}})$ | s$^{-1}$ | $\bar{U}_{23}(z_{\text{bot}} - z_d)^{-1}$                                |
|                           | $S(z_{\text{top}})$ | s$^{-1}$ | $(U_{33} - \bar{U}_{23})(z_{\text{top}} - z_{\text{bot}})^{-1}$             |
| Shear parameter           | $S^*$  |       | $2kS/\epsilon$                                                              |
| Integral length scales    | $L_u$  | m     | $\bar{U} \int \rho_{uu}(\tau) d\tau$                                      |
|                           | $L_v$  | m     | $\bar{U} \int \rho_{uv}(\tau) d\tau$                                      |
|                           | $L_w$  | m     | $\bar{U} \int \rho_{uw}(\tau) d\tau$                                      |
|                           | $L_T$  | m     | $\bar{U} \int \rho_{TT}(\tau) d\tau$                                      |
| $r_{\text{iso}}/L_w$     | Eq. (19) |      |                                                                              |
| $r_{\text{ani}}/L_w$     | Eq. (20) |      |                                                                              |

invariants, $I_2$ and $I_3$, respectively; (first invariant $I_1 = 0$ by construction). These are given by [33]:

$$I_1 = \lambda_1 + \lambda_2 + \lambda_3, I_2 = \lambda_1 \lambda_2 + \lambda_2 \lambda_3 + \lambda_3 \lambda_1,$$

$$I_3 = \lambda_1 \lambda_2 \lambda_3; \lambda_i \geq \lambda_j, \quad i \leq j, \quad i, j = 1, 2, 3,$$  

(4)

where $\lambda_i$, $i = 1, 2, 3$ are the ordered eigenvalues of the tensors mentioned above. This has been used extensively to visualize the flow anisotropy in shear and wall-bounded flows [34][35].

B. Anisotropy Measures

1. BAM framework: In the BAM framework, the measure of flow anisotropy $C_{\text{iso}}$ and scalewise anisotropy $C_{\text{iso}}(r)$ are defined from the eigenvalues $\lambda_i$, $i = 1, 2, 3$:

$$C_{\text{iso}} = 1 + 3\lambda_3, \quad C_{\text{iso}}(r) = 1 + 3\lambda_3(r).$$

(5)

2. AIM framework: In the AIM framework, the measure of flow anisotropy $F$ and scalewise anisotropy $F(r)$ are defined in terms of the invariants $I_2, I_3$ (Eq. (4)) as follows:

$$F = 1 + 27I_3 + 9I_2, \quad F(r) = 1 + 27I_3(r) + 9I_2(r).$$

(6)

In the case of statistically homogeneous and isotropic turbulence [18], the eigenvalues and the invariants $I_2$ and $I_3$ for $a_{ij}$ are identically 0, so both the anisotropy measures $C_{\text{iso}}$ and $F$ are 1.

C. Correlation-significance testing

Given two random variables $A$ and $B$, whose normalized fluctuations are $A_n = A'/\sigma_A$ and $B_n = B'/\sigma_B$, the Pearson’s correlation coefficient $\rho(A, B) = A_n B_n$. Given $\rho(A, B)$, the most conventional significance testing relies on the $t$-statistic

$$t(A, B) = \frac{\sqrt{n - 2}}{\sqrt{1 - \rho(A, B)^2}} |\rho(A, B)|,$$  

(7)

where $n$ is the sample size. This statistic is compared with the critical value $t_{\alpha/2, n-2}$ of a $t$-distribution with a level of significance of $\alpha/2$ and $n - 2$ degrees of freedom. Here, $\alpha$ is the chosen significance level for this test. The variables $A$ and $B$ are considered statistically independent when $t(A, B) < t_{\alpha/2, n-2}$. 


D. Multifractal Analysis

Multifractality and multiscaling corrections to K41 scaling in turbulence were introduced by Frisch and Parisi [21, 23] and studied extensively thereafter (see, e.g., Refs. [21, 24, 27]) including in the atmospheric surface layer [36, 38]. Since then, multifractal techniques have been used not only in turbulence (for recent trends see, e.g., Refs. [27, 39–42]), but also in diverse fields including atmospheric science [43], DNA sequencing [44], heart-rate dynamics [45, 46], cloud structure [47], economics [48], and many parts of physics (see, e.g., Refs. [49, 50]).

The multifractal analysis adopted here studies fluctuations of different non-stationary fields by using two extensions of the detrended fluctuation analysis techniques, namely, Multifractal Detrended Fluctuation Analysis (MF DFA) and Multiscale Multifractal Analysis (MMA). These techniques are briefly described. The code developed in Ref. [51] is modified and used for this purpose.

1. Multifractal Detrended Fluctuation Analysis (MF DFA):

The MF DFA examines the scaling properties of fluctuations of a time-series \( a_i \), \( i = 1, \ldots, N \), where \( N \) is, as before, the length of the time series. The time-integrated series, which is referred to as a profile in such analysis, is obtained from:

\[
Y(i) = \sum_{k=1}^{i} (a_k - \langle a \rangle), \quad i = 1, \ldots, N, \quad (8)
\]

where \( \langle \cdot \rangle \) denotes the overall mean. The profile is now partitioned into \( N_s = \lfloor N/s \rfloor \) segments each of length \( s \). To incorporate the extra floating segment at the tail of the series, if \( s \) is not a divisor of \( N \), we perform a similar partitioning, by starting from the end of the time series; this yields \( 2N_s \) bins. For each partitioned bin, we calculate the order-\( m \) polynomial trend and determine the variance of the profile as:

\[
F^2(o, s) = \frac{1}{s} \sum_{i=1}^{s} \left\{ Y(i + (o - 1)s) - y^m_o(i) \right\}^2, \quad 1 \leq o \leq N_s, \quad (9)
\]

\[
F^2(o, s) = \frac{1}{s} \sum_{i=1}^{s} \left\{ Y(N + i - (o - N_s)s) - y^m_o(i) \right\}^2, \quad N_s + 1 \leq o \leq 2N_s,
\]

where \( y^m_o \) is the order-\( m \) polynomial trend for the segment indexed by \( o \).

The order-\( q \) fluctuation function \( F_q(s) \) for the scale \( s \) is the generalized mean with exponent \( q \):

\[
F_q(s) = \left[ \frac{1}{2N_s} \sum_{o=1}^{2N_s} F^2(o, s)^{q/2} \right]^{1/q}, \quad q \neq 0; \quad (10)
\]

\[
F_q(s) = \exp \left\{ \frac{1}{4N_s} \sum_{o=1}^{2N_s} \ln \left[ F^2(o, s) \right] \right\}, \quad q = 0. \quad (11)
\]

The Hurst exponent \( h(q) \) follows from the scaling form \( F_q(s) \sim s^{h(q)} \) with the variable scale \( s \). We calculate \( h(q) \) from the (best-fit) slope of the following line in the double-log plot of \( F_q(s) \) versus \( s \), over the entire scale range of \( s \):

\[
\ln F_q(s) = h(q) \ln s + c,
\]

where \( c \), the intercept, is inconsequential in the calculations below. If \( h(q) \) is independent of \( q \), the time series is labeled as monofractal, i.e., it is characterized by a single scaling exponent: \( 1 > h(q) > 0.5 \) indicates a correlated time series, whereas \( h(q) < 0.5 \) for an anti-correlated time series.

Given \( h(q) \), the singularity strength or Hölder exponent \( \alpha \) and the singularity spectrum \( f(\alpha) \) can be computed by using

\[
f(\alpha) = \min_q [ q\alpha - \tau(q) ]; \quad (13)
\]

i.e., \( f(\alpha) \) is the Legendre transform of \( \tau(q) = (qh(q) - 1) \). The \( \alpha \) and \( f(\alpha) \) are, respectively, conjugate variables of \( q \) and \( \tau(q) \). For the time series under consideration, \( \frac{d\tau(q)}{dq} \) exists, so Eq. (13) is equivalent to:

\[
\alpha = \frac{d\tau(q)}{dq}; \quad f(\alpha) = q\alpha - \tau(q). \quad (14)
\]

The multifractal spectrum describing a plot of \( f(\alpha) \) versus \( \alpha \) reflects certain roughness characteristics of the time series. The width of the multifractal spectrum, \( \alpha_{\text{max}} - \alpha_{\text{min}} \), as well as that of the Hurst exponent, \( h(q_{\text{max}}) - h(q_{\text{min}}) \), are measures of the degree of multifractality (or deviations from monofractality).

To obtain \( F_q(s) \), linear detrending is employed, i.e., \( m = 1 \) and correspondingly \( y^1_\delta \) are order-1 polynomials. Although \( q \) can take any real value, in any practical calculation \( q \) must be finite and discrete; we use \( q \) from \([-5, 5]\) in steps of 0.1. The partitioning scales \( s \) have been chosen from the geometric sequence, \( s \in \{ s_j, j = 1, \ldots, n_{\text{scales}} \} \) defined in Eq. (15) below [51]:

\[
s_j = 2^{s_{\text{min}} + (j - 1)\delta l}, \quad \delta l = \frac{\log_2(s_{\text{max}}/s_{\text{min}})}{n_{\text{scales}} - 1}, \quad (15)
\]

where \( \lfloor \cdot \rfloor \) denotes rounding to the nearest integer. We have chosen \( n_{\text{scales}} = 19 \); the choice of scales \( s_{\text{min}} \) and \( s_{\text{max}} \) is dictated by (i) the limitations of the algorithm used and (ii) the physical processes of interest. The former dictates a range \( s_{\text{min}} = 32 \) and \( s_{\text{max}} = 1024 \). For \( s > s_{19} = s_{\text{max}} \approx N/18 \), averages are unreliable (given
our data), whereas for $s < s_1 = s_{\text{min}}$, arithmetic underflow occurs, so the values of the Hurst exponents are not reliable [43, 44, 52]. We are interested in the scaling of structure functions in the inertial range, so we use $6 < s < 340$. Thus, for our analysis, we choose the scales commensurate with both these criteria: $32 < s < 340$.

2. Multiscale Multifractal Analysis (MMA):

In the MMA, a scale-dependent Hurst exponent $h(q, s)$ can be computed as [43]:

$$
\ln F_q(s) = h(q, s) \ln s + c, \quad s \in [s_{\text{low}}(s), s_{\text{high}}(s)], \quad (16)
$$

over a window $[s_{\text{low}}(s), s_{\text{high}}(s)]$; we choose $s_{\text{lower}}(s_j) = s_{j-2}$ and $s_{\text{upper}}(s_j) = s_{j+2}$ for this linear fit, so we have expanding windows $[s_{j-2}, s_{j+2}], j = 3, \ldots, n_{\text{scales}} - 2$, which are required for MMA calculations [43, 45]. Here it should be noted that the scale axis in the Hurst-surface plots presented later is calibrated so as to show the beginning of the fitting windows $\{s_j\}$.

For a multifractal time series, $h(q, s)$ exhibits intricate scale-dependent properties [43]. By comparing the Hurst surfaces $h(q, s)$ for different velocity components, the anisotropy of a turbulent flow is expanded to include scalewise measures of roughness and intermittency.

IV. RESULTS

We first present the findings from the invariant analysis in sub-section IV A followed by the results of the MFDFA and MMA analyses. We also discuss the key features of certain bulk and scalewise changes as well as their connections and variations with stability.

A. Anisotropy Analysis

In Fig. 2(a) log-log plots of the ensemble-averaged and compensated total-energy spectrum $E(f)$, and componentwise energy spectra (for the longitudinal, transverse, and wall-normal components) $E_{uu}(f) f^{5/3} \epsilon^{-2/3}$, $E_{uv}(f) f^{5/3} \epsilon^{-2/3}$, and $E_{ww}(f) f^{5/3} \epsilon^{-2/3}$ are presented, respectively, in Figs. 2(b), (c), and (d) for $z_{\text{bot}} = 23.3m$ (blue) and $z_{\text{top}} = 33m$ (red). A well-developed $-5/3$ scaling region is observed only for the longitudinal energy spectrum (in the blue shaded region).

In terms of time-scale separation, the Corrsin-Uberoi criterion is satisfied because the ratio of the Kolmogorov time to the mean-shear time scale $S^*/S = \eta/(S^{-1})^{-1} = S(\nu/\epsilon)^{1/2}$ is small (Table 1); also, $\eta^{-1} \gg k \gg (S^3 \epsilon^{-1})^{1/2}$ so we can expect the flow, at small length scales, to be approaching a locally isotropic state. However, because of large mean gradients within the RSL in velocity [53] and temperature [54], the inertial-range shear-stress and heat flux co-spectra are not zero and exhibit a $-7/3$ scaling exponent. This is indeed the case, as shown from the compensated shear-stress co-spectra [55] in Fig. 2(e). These co-spectra exhibit well-developed $-7/3$ scaling regimes in the wave-number range where both the longitudinal and wall-normal energy spectra exhibit power-law regions with exponents $\simeq -5/3$. The corresponding correlation co-spectra $R_{uu}(f)$ (Fig. 2(f)) also show power laws with exponents $\simeq -2/3$ (not shown). We give plots of the shear co-spectra only in the low-frequency range where the flow is anisotropic. These low frequencies are determined as less than $f_{\text{max}}^T = 0.48 Hz$ and $f_{\text{bot}}^\epsilon = 0.52 Hz$, for $2_{\text{bot}}$ and $z_{\text{top}}$, respectively. The aforementioned frequencies correspond to the length scales $L_{\text{bot}}^T = 4.92m < L_{\text{bot}}^\epsilon = 6.03m$, respectively, where (quasi-) isotropy is attained and experimental values occur with both signs (Fig. 2(f)). It can be surmised that small-length-scale quasi-isotropy is attained, when identified by the scaling laws, more so at $z_{\text{bot}}$, in the RSL, than at $z_{\text{top}}$. Black dotted lines, parallel to the horizontal axis are shown for reference; in Figs. 2(e) and (f), the orange lines (dashed, for $z_{\text{top}}$, and dashed-dotted, for $z_{\text{bot}}$) mark the commencement of the $-7/3$ scaling regime for the shear-stress co-spectra.

With regard to temperature, Figs. 2(g) and (h) show the compensated plot of the temperature power spectra $E_{TT}(f) f^{5/3} \epsilon^{1/3}$ and (wall-normal) velocity-temperature co-spectra $E_{wT}(f) f^{7/3} \epsilon^{-1/3}$, respectively. The vertical velocity-temperature co-spectra is only shown in the low-frequency range for $f < f_{\text{max}}^T = 0.26 Hz \simeq f_{\text{max}}^\epsilon = 0.21 Hz$, respectively, beyond which experimental values occur with both signs. These frequencies $\tilde{f}$ correspond to length scales at which the flow is anisotropic. For a detailed discussion on the other possible power-laws and the implications of these scaling exponents, we refer the reader to Ref. [56].

In Fig. 3 log-log plots of the ensemble-averaged, diagonal components of the structure functions $D_{uu, u_1}$, $(u_1, u_2, u_3) = (u, v, w)$, normalized by $\overline{u_1u_2}$ against normalized scales are shown. The K41 scaling form $r^{2/3}$ is indicated by black dashed lines in the inertial range. We do not observe a distinct logarithmic scaling [17, 57] in the longitudinal (streamwise) second-order structure function $D_{uu}$ (Fig. 3) or a $f^{-1}$ scaling in longitudinal energy spectra $E_{uu}$ in Fig. 2(b) neither at $z_{\text{bot}}$, nor at $z_{\text{top}}$.

Yellow shading highlights regions where the structure functions show approximate $r^{2/3}$ scaling; this K41-type range is smaller for the wall-normal and the transverse components than for the streamwise component. Within the roughness sublayer, the range of K41-type scaling is different at different heights and for different velocity components.

Figure 4 shows the ratios of the diagonal components of the second-order structure function. These ratios are more sensitive to anisotropy than scaling exponents in structure functions. The ratios exhibit some deviations.
FIG. 2. Log-log plots of spectral and co-spectral variables versus the normalized frequency \( f_{\tau_0} \) (with \( \tau_0 \) the K41 dissipation time scale), of ensemble-averaged and compensated (a) total-energy spectrum \( E(f) f^{5/3} \epsilon^{-2/3} \) and componentwise energy spectra (b) \( E_{uu}(f) f^{5/3} \epsilon^{-2/3} \), (c) \( E_{ww}(f) f^{5/3} \epsilon^{-2/3} \), (d) \( E_{uw}(f) f^{5/3} \epsilon^{-2/3} \), at \( z_{\text{bot}} = 23.3 \text{m} \) (blue), \( z_{\text{top}} = 33 \text{m} \) (red), (e) shear-stress co-spectra \( E_{uv}(f) f^{5/3} \epsilon^{-1/3} S^{-1} \), (f) correlation co-spectra \( R_{uu}(f) \), with a \(-2/3\) scaling (not shown), (g) compensated temperature power spectra \( E_{TT}(f) f^{5/3} \epsilon^{1/3} \), and (h) compensated (wall-normal) velocity-temperature co-spectra \( E_{wu}(f) f^{7/3} \epsilon^{-1/3} \). Regions shaded in blue show the spectral range in which the energy spectrum shows an approximate \(-5/3\) scaling for the power spectra and \(-7/3\) scaling for the co-spectra. Note that (e) is shown only in the low-frequency range because, for \( f > f_{\text{max}} \) where isotropy is reached, experimental values appear with both signs. Note that \( f_{\text{top}} > f_{\text{max}} \). Orange lines (dashed for \( z_{\text{top}} \) and dashed dots for \( z_{\text{bot}} \) mark the commencement of the \(-7/3\) scaling range for the shear-stress co-spectra; and black lines (dashed for \( z_{\text{top}} \) and dashed dots for \( z_{\text{bot}} \)) indicate the beginnings of the \(-5/3\) scaling range for the wall-normal velocity spectra. We have averaged the normalized variables over stable, unstable and near-neutral stratification for the above graphs.

from the K41 expectation (shown by black dotted lines for low turbulent intensity) for both \( z_{\text{bot}} \) (a), (c) and \( z_{\text{top}} \) (b), (d) and for different stability conditions: stable (green), unstable (red), and neutral (blue). The values in the region of a \( 2/3 \) scaling (highlighted in yellow) are close to the K41 result; deviation from this is significant at larger length scales (as expected). It is to be noted that for locally isotropic conditions \( D_{uu}(r)/D_{uw}(r) = 1 \), whereas \( D_{uv}(r)/D_{uw}(r) = 3/4 \) although some deviations from those ratios are expected because of the use of Taylor’s frozen turbulence hypothesis as discussed elsewhere [28].

\[
x_{\text{BAM}} = C_{1c} x_{1c} + C_{2c} x_{2c} + C_{3c} x_{3c}; \\
y_{\text{BAM}} = C_{1c} y_{1c} + C_{2c} y_{2c} + C_{3c} y_{3c}; \\
C_{1c} = \lambda_1 - \lambda_2, \quad C_{2c} = 2(\lambda_2 - \lambda_3), \quad C_{3c} = 1 + 3\lambda_3.
\]

In Fig. 3 the averaged relaxation-to-isotropy trajectories in the \((-I_2, I_3)\) plane (AIM) and in the \((x_{\text{BAM}}, y_{\text{BAM}})\) plane (BAM) from measurements along with their counterparts in the quadratic Rotta model [27] are shown. To obtain these plots, we average over initial starting points in the AIM and BAM maps for the following different stability conditions: stable (green), unstable (red), neutral (blue). Data from measurements at different heights are also presented: dashes with a circle for \( z_{\text{bot}} \) and dashed-dotted lines for \( z_{\text{top}} \). For all these stability conditions, the averaged relaxation-to-isotropy path occurs along the plain-strain limit, corresponding to \( I_3 = 0 \) (\( x = 0 \) in the AIM framework and the central dotted line in the BAM framework). That is, once trajectories intersect the plane-strain limit, they are forced to approach local isotropy along this line.

These measurements differ substantially from the prediction of the quadratic Rotta model [30], which is given as

\[
\frac{dI_2}{dt} = -2(B_1 - 2)I_2 + 2B_2 I_3, \\
\frac{dI_3}{dt} = -3(B_1 - 2)I_3 + \frac{1}{2}B_2 I_2^2,
\]

where \( B_1 = 3.4, B_2 = 3(B_1 - 2) \). We integrate these Rotta-model ordinary differential equations (ODEs) numerically by a fourth-order Runge-Kutta scheme. Their solutions predict axisymmetric expansion for initial conditions with \( I_3 > 0 \); these solutions lead to the trajectories that are shown in Figs. 5 (b) and (d). Some of these trajectories lie outside the AIM domain; they are not physically realisable. It is equally significant that, the return to isotropy, by this Rotta scheme in the BAM representation, favors the prolate direction when the start-
FIG. 3. Log-log plots of flow variables versus the scaled distance separation $r_{L_w^{-1}}$ (with $L_w$ the integral length scale (Table I)) of the ensemble-averaged normalized structure functions $\frac{1}{2} D_{ii}(u_i u_i)^{-1}$ (with one-standard-deviation error bars), for $z_{\text{bot}}$ (blue) (a), (b), and (c) and $z_{\text{top}}$ (red) (d), (e), and (f); the range of approximate $r^{2/3}$ scaling is highlighted in yellow; the dashed line shows the K41 result, i.e., scaling with a 2/3 exponent.

FIG. 4. Linear-log plots of flow variables versus the scaled separation $r_{L_w^{-1}}$ for the ratios of the diagonal components of second-order structure function; the K41 expectation is shown by the black dotted lines for $z_{\text{bot}}$ (a and c) and $z_{\text{top}}$ (b and d) and for different stability conditions: stable (green), unstable (red) and neutral (blue). The regions highlighted in yellow indicate where these structure functions show $r^{2/3}$ scaling. Taylor’s frozen turbulence hypothesis was used to convert time to space in both - the numerator and denominator of the abscissa. We expect some distortions due to the use of frozen turbulence; however, the normalized scale separation is likely less sensitive to those distortions.

5. This return-to-isotropy trajectory, which is obtained in the Rotta scheme, is opposite to that in the RSL measurements, in which this trajectories is attracted to the plain-strain line.

One plausible explanation is that production terms, which are neglected in the derivation of the Rotta model, must still be active. These production terms do not favor axisymmetric expansion or a return to isotropy along the prolate side in Fig. 5 (a), (c). Therefore, we conclude that common models of scalewise return to isotropy require updating when we employ them in the RSL.

In Figs 6, linear-log plots of the isotropy measures $C_{\text{iso}}$ (Figs 6 a and b) and $F$ (Figs 6 c and d) are shown in the BAM and the AIM frameworks, respectively, versus the scaled separation. Data for different heights, blue for $z_{\text{bot}}$ and red for $z_{\text{top}}$, are shown along with the lines $r_{\text{iso}} L_w^{-1}$ (dashed dots) and $r_{\text{ani}} L_w^{-1}$ (dashed) defined in Eqs. (19) and (20). Relaxation to small-scale quasi-isotropy commences at $r_{\text{ani}}/L_w$, whence the anisotropy measure $F$ increases with decreasing scales, close to the $F \simeq 1 + 9 I_2$ limit, as a consequence of the relaxation along the plain-strain limit. This relaxation concludes
FIG. 5. Plots of the averaged relaxation-to-isotropy trajectories in the \((-I_2, I_3)\) plane from observations (a) and (c) and those predicted (b) and (d) by the quadratic Rotta model \(^7\); (a) and (b) in AIM framework and (c) and (d) in BAM framework. These plots are for different stability conditions: stable (green); unstable (red); and neutral (blue); and also for different heights: \(z_{\text{bot}}\) (dashed -) with circles; and \(z_{\text{top}}\) (dashed dots -) with +.

FIG. 6. Linear-log plots of the isotropy measures \(C_{\text{iso}}\) (a and b) in the BAM framework and \(F\) (c and d) in the AIM framework, versus the scaled separation, with one-standard-deviation error bars at different heights. Lines with black dash-dots indicate \(r_{\text{iso}}L_w^{-1}\); and the black dashed line indicate \(r_{\text{iso}}L_w^{-1}\). Measurements at \(z_{\text{bot}}\) (a), (c) are shown in blue; whereas those at \(z_{\text{top}}\) (b), (d) are shown in blue.

scales \(r_{\text{iso}}/L_w\), given by:

\[
r_{\text{iso}}/L_w = \max_{r/L_w} \{C_{\text{iso}}(r/L_w) \geq 0.9 \max \{C_{\text{iso}}\}\}; \quad (19)
\]

\[
r_{\text{ani}}/L_w = \min \left\{C_{\text{iso}}(r/L_w) < 1.1 \min(C_{\text{iso}})\right\}. \quad (20)
\]

We find that \(r_{\text{iso}}/L_w \approx l_{\text{iso}}/L_w\) for \(z_{\text{top}}\) and \(r_{\text{iso}}/L_w \approx l_{\text{bot}}/L_w\) for \(z_{\text{bot}}\). In the BAM measure (Fig. 6), at the smallest scales resolved, \(C_{\text{iso}}\) saturates to a value 0.8 indicating that signatures of anisotropy are still retained in the small-scale eddies. At the same time, the largest scales above the canopy top are less anisotropic, in the AIM measure, compared to higher up in the RSL. Hence, we conjecture that the interactions of the residual wakes, which originate from vegetation elements, with anisotropic attached eddies, play a role in the randomization of energies and the breakdown of eddies in the cascade.

We also explore the dependence of these characteristic scales, \(r_{\text{ani}}\) and \(r_{\text{iso}}\), on the thermal integral length scale \(L_T\) (Table I). Such studies have been carried out in experiments above urban canopies \(^9\) and also in the roughness and inertial sublayers \(^7\). In particular, we characterize the correlations between \(L_T\) and \(r_{\text{ani}}, r_{\text{iso}}, r_{\text{ani}}L_T^{-1}, r_{\text{iso}}L_T^{-1}\) at \(z_{\text{top}}\) and \(z_{\text{bot}}\), for the different stability conditions given in Table I.

The \(t\)-test in Eq. (7) is performed at a 5% significance level (i.e., \(t_{\alpha/2,n-2} \approx 1.96\)) with variables \(A\) and \(B\) set to one of the variables \(L_T\) and \(r_{\text{ani}}, r_{\text{iso}}, r_{\text{ani}}L_T^{-1}, r_{\text{iso}}L_T^{-1}\). The resulting correlation coefficients and their significance at \(z_{\text{top}}\) and \(z_{\text{bot}}\) and for the different stability conditions are presented in Table II. These correlation coefficients are small, \(< 0.2\); however, the following points can be made:

- For unstable stratification, and at both \(z_{\text{top}}\) and \(z_{\text{bot}}\), there is significant correlation between \(r_{\text{ani}}\) and \(L_T\), irrespective of the normalization with \(L_w\).
- For stable stratification and unfiltered ensemble averages, \(r_{\text{ani}}\) has a significant correlation with \(L_T\); this is lost on normalization with \(L_w\).
- For unstable stratification, \(r_{\text{iso}}\) is uncorrelated with \(L_T\), irrespective of the normalization.
- For stable stratification and unfiltered, ensemble averages, just above the canopy top (at \(z_{\text{bot}}\)), \(r_{\text{iso}}\) is correlated with \(L_T\), but, on normalisation with \(L_w\), the correlation coefficients are insignificant; higher up in the roughness sublayer, we do not find conclusive evidence for such an interpretation.

We normalise the separation \(r\) by \(L_w\) because it is the most restricted length scale. Our significance tests also show that much of the dependence of \(r_{\text{ani}}\) on \(L_T\), at both
TABLE II. Ensemble-averaged (e.a.) correlation coefficients and the test statistic $t$ (see text) of $LT$ with $r_{ani}$, $r_{iso}$, $r_{ani}L_{T}^{-1}$, $r_{iso}L_{T}^{-1}$, at $z_{bot}$ and $z_{top}$ and for the different stability conditions, stable (s) and unstable (u).

| Height | Filter | $\rho(r_{ani}, LT)$ | $t(r_{ani}, LT)$ | $\rho(r_{ani}L_{w}^{-1}, LT)$ | $t(r_{ani}L_{w}^{-1}, LT)$ | $\rho(r_{iso}, LT)$ | $t(r_{iso}, LT)$ | $\rho(r_{iso}L_{w}^{-1}, LT)$ | $t(r_{iso}L_{w}^{-1}, LT)$ |
|--------|--------|----------------------|------------------|-----------------------------|-----------------------------|----------------------|------------------|-----------------------------|-----------------------------|
| $z_{bot}$ e.a. | 0.160 | 6.75 | 0.035 | 1.44 | 0.110 | 4.60 | -0.011 | 0.43 |  
| s | 0.146 | 4.08 | 0.033 | 0.91 | 0.187 | 5.28 | 0.046 | 1.27 |  
| u | 0.098 | 2.66 | 0.079 | 2.13 | 0.016 | 0.43 | 0.001 | 0.02 |  
| $z_{top}$ e.a. | 0.167 | 7.05 | 0.016 | 0.68 | 0.019 | 0.80 | -0.014 | 0.57 |  
| s | 0.183 | 5.73 | 0.008 | 0.24 | 0.048 | 1.49 | 0.001 | 0.03 |  
| u | 0.078 | 2.03 | 0.105 | 2.74 | 0.056 | 1.46 | -0.044 | 1.14 |  

$z_{bot}$ and $z_{top}$ (i.e., throughout the RSL), and of $r_{iso}$, at $z_{bot}$, arises from the dependence of $L_{w}$ on $\zeta$. In general, these results are similar to the results of measurements in the ASL and CSL [7]. For unstable stratification, however, we do not find conclusive evidence in support of such dependence.

B. Multifractality Analysis

The results for the Hurst exponents $h(q)$ (obtained from the MFDFA) are presented first, followed by the results for Hurst surfaces $h(q, s)$ (obtained from MMA) based on stability. We seek to find the cause of multifractality of the temperature and velocity series. For the analysis below, only those 30-minute periods that satisfy the tests mentioned in Sec. IIIB are used.

In Figs. 7(a) and (c) we plot versus $q$ the Hurst exponents $H_u$, $H_v$, $H_w$, and $H_T$ and the corresponding $f(\alpha)$ spectra in Figs. 8(b) and (d), for the original (full lines) and shuffled (dashed lines) series from the MFDFA at $z_{bot}$ in Figs. 7(a) and (b) and $z_{top}$ in Figs. 7(c) and (d).

The shuffled series are monofractal, with a $q$-independent Hurst exponent $= 0.5 \pm 0.01$, so the multifractal spectrum has a width $\delta \alpha = \alpha_{\text{max}} - \alpha_{\text{min}}$, which is an order of magnitude smaller than its counterpart for $f(\alpha)$ spectra that we obtain from the original series. The corresponding Hurst surfaces for all the velocity components and temperature (not shown) are constant surfaces with $h(q, s) = 0.5 \pm 0.01$ and contain no extra information than the corresponding Hurst exponents $h(q)$.

Multifractality can be traced to (1) long-range correlations or (2) a broad probability distribution function [52]. Random shuffling of a time series eliminates the long-range correlations, but it preserves the probability distribution. Thus, we can conclude that multifractality in the velocity and the temperature time series arises because of long-range correlations, which scale differently for the different velocity components and temperature. The cause of multifractality in our studies is different from that in Refs. 50–59, where amplitude variations, studied by a telegraphic approximation [60], leads to multifractal fluctuations.

At this point, it is instructive to recall the relation of the Hurst exponents $h(q)$, with the conventional, order-$p$, multiscaling exponents that are defined via order-$p$ moments of velocity increments. We illustrate this for the velocity component $w$: our discussion follows that of Meneveau and Sreenivasan (see especially pages 64-67 of Ref. 61 and Eq. (5.6)).

We begin with order-$p$ velocity structure function $S_p^w(r) = \langle (|w(r_0 + r) - w(r_0)|)^p \rangle$, where the angular brackets denote an average over the statistically steady state and the origin $r_0$; for the separation $r = |r|$ in the inertial range of scales (much larger than the dissipation scale and much smaller than the length scale at which energy is injected into the system), $S_p^w \sim r^\xi_p$; this defines the order-$p$ multiscaling exponents $\xi_p$ (In homogeneous, isotropic turbulence, these exponents are defined often by using the longitudinal component of the velocity [41]). As discussed elsewhere [61], these exponents are related to the Hurst exponents as follows:

$$\xi_p = (p/3 - 1)D_{p/3} + 1;$$

$$\xi_p = \zeta(q) + 1 = qh(q); p/3 = q;$$

here, $D_{p/3}$ is the generalized dimensions and $h(q)$ is the Hurst exponent calculated before and the superscript indicating the corresponding component has been dropped. From Eqs. (2.13,2.14) in Ref. 61 and Eq. (14) above, it is evident that $D_q = (q - 1)/q$.

In Fig. 8 we plot these order-$p$ exponents, for all the three components $u$, $v$, and $w$ versus $p$ (for $0 \leq p \leq 6$); we also include a plot of the K41 prediction $\xi_p^w = p/3$ and the She-Leveque (SL) parameterization [11,2]. The SL model is chosen because it has no tunable intermittency parameters. The error bars are large, so it is difficult to use this plot to make definitive statements about multiscaling; however, there is a systematic difference between the exponents for $u$, $v$, and $w$ [36,37]: $h_u(q)$ is consistently smaller than $h_v(q)$ and $h_w(q)$. We also see that $\delta \alpha_u < \delta \alpha_v < \delta \alpha_w$. Thus, we can conclude that the largest (smallest) is found in intermittency in the wall-normal (longitudinal) velocity components; this is consistent with the observations reported in the atmospheric surface layer [36,37]. The anisotropy that we observe in these scaling exponents is, however, less pronounced here than in other studies over pine forests [37]; we observe $L_u/L_w \approx 6$ compared to $L_u/L_w > 10$ in Ref. [37].
FIG. 7. Plots versus $q$ of the Hurst exponents $\overline{H}_u$, $\overline{H}_v$, $\overline{H}_w$, and $\overline{H}_T$ and the corresponding the $f(\alpha)$ spectra in (b) and (d), for the original (full lines) and shuffled (dashed lines) series from the MFDFA at $z_{\text{bot}}$ (a) and (b) and $z_{\text{top}}$ (c) and (d). The shuffled series are monofractal with Hurst exponent $\overline{h}(q) = 0.5 \pm 0.01$; correspondingly the multifractal spectrum has a width $\delta\alpha = \alpha_{\text{max}} - \alpha_{\text{min}}$, which is an order of magnitude smaller than its counterpart for the original series.

FIG. 8. Plots vs order $p$ of multiscaling exponents $\xi^u_p$ for different velocity components $u$(red), $v$(green), $w$(blue) at different heights, $z_{\text{bot}}$ (a) and $z_{\text{top}}$ (b), obtained from our multifractal analysis.

FIG. 9. Plots vs order $p$ of ESS-normalized multiscaling exponents $\xi^u_p/\xi^w_3$, for different velocity components $u$(red), $v$(green), $w$(blue) at different heights, $z_{\text{bot}}$ (a) and $z_{\text{top}}$ (b), obtained from the proposed multifractal analysis here.

We find $\alpha_0 \approx 1.12$, consistent with values observed in Ref. [61].

The extended-self-similarity (ESS) procedure [41, 63, 64], in which the exponent ratios, say $\xi_p^w/\xi^w_3$, are determined from the slopes of log-log plots of $S_p^w$ versus $S^w_3$ has also been used frequently to measure the scaling of these structure functions and thus to characterize multifractality [36, 37].

From these we obtain the ESS plots of the exponent ratios, which we display in Fig. [9] for $0 \leq p \leq 6$. As we expect from the general experience with ESS [41, 62], these exponent ratios do indicate multifractality; but the difference between the ratios for the different components, $u$, $v$, and $w$, is not very striking, for low orders ($0 \leq p \leq 6$); higher-order exponents require better statistics than can be obtained from the field data here. In Appendix A we also present the result of traditional structure function analysis. From one point measurements, it is not possible to perform the SO(3) decomposition [6, 65, 66], which can be used alternatively to calculate the anisotropic scaling of structure functions. The nature and degree of multifractality of temperature fluctuations is quite different from that of velocity fluctuations: immediately above the canopy top, temperature fluctuations are insensitive to fluctuations of small magnitudes; thus, we see a multifractal spectrum (Fig. 7 (b)) with a long left tail [51]; this is not evident higher up in the RSL, where temperature fluctuations are more multifractal (Fig. 7 (b), (d)) compared to those above the canopy.

To distinguish between different Hurst surfaces, the distance $d_{h\theta}$ between the surfaces $h_\theta$ and $h_\phi$ for the variables $\theta$ and $\phi$ is used and is defined as (see, e.g.,
The effect of stability is now quantified on each of the velocity components \( u, v, \) or \( w \). In Fig. 10 representative plots are given for \( q \) and \( s \) of \( \bar{h}_u(q,s), \bar{h}_v(q,s), \bar{h}_w(q,s), \bar{h}_T(q,s) \) (averaged Hurst surfaces) and their standard deviations \((\sigma_{h_u}, \sigma_{h_v}, \sigma_{h_w}, \sigma_{h_T})\), corresponding, respectively, to streamwise, spanwise and wall-normal velocity components, and the temperature, on the scale \( s \) and for the order \( q \). \( \bar{h}_u(q,s), \bar{h}_v(q,s), \bar{h}_w(q,s) \) show weak scale \( s \) dependence. Both MMA and MF DFA show interesting features for temperature-fluctuation scaling exponents, \( h_T(q) \) and \( \bar{h}_u(q,s) \) respectively; we refer the reader to Ref. [59] for other explorations.

1. Anisotropy in Hurst Surfaces

In Figs. 11 (a) and (b) we show, as a function of \( s \), the cross-section of constant \( q = 1.3 \) of averaged Hurst surfaces (with one-standard-deviation error bars); and in Figs. 11 (c) and (d) we show, as a function of \( q \), the cross-section of constant \( s = 229 \) of averaged Hurst surfaces (with one-standard-deviation error bars). We also show plots of \( \bar{h}_u(q,s) \) (red), \( \bar{h}_v(q,s) \) (green), and \( \bar{h}_w(q,s) \) (blue) at different heights \( z_{\text{bot}} \) (a) and (c) and \( z_{\text{top}} \) (b) and (d) for the case of stable stratification. These variations of the Hurst surfaces can be best visualized by looking at the animations that we provide in Ref. [67].

![Hurst surfaces plots](image)

2. Effect of Shear on Anisotropy

TABLE III. Distance between Hurst surfaces (see text) of different velocity components along with their mean value.

| \( z \) | \( d_{uu} \) | \( d_{uw} \) | \( d_{vw} \) | \( \bar{h}_u \) | \( \bar{h}_w \) | \( \bar{h}_w \) |
|-----|-----|-----|-----|-----|-----|-----|
| \( z_{\text{bot}} \) | 0.026 | 0.043 | 0.017 | 1.33 | 1.25 | 1.19 |
| \( z_{\text{top}} \) | 0.018 | 0.039 | 0.022 | 1.29 | 1.21 | 1.14 |

We now calculate the anisotropy in the scaling of the fluctuations of the different components of the velocity by comparing their Hurst-surface plots. For the calculations we present in this section, we have averaged over all periods, independent of stratification condition. Thus, any differences may be attributed to shear.

Table III summarizes the distances between the Hurst surface of the streamwise, transverse and wall-normal velocity components and the mean values of the corresponding components. We observe that \( d_{uu} > d_{uw} > d_{vw} \), for both \( z_{\text{top}} \) and \( z_{\text{bot}} \), but this anisotropy in the scaling of velocity fluctuations is especially evident near the canopy surface, where such distances are larger. We also calculate the componentwise distances \( d_i = \langle u_i \rangle, i = 1, 2, 3 \): \( d_u = 0.012, d_v = 0.020, d_w = 0.018 \).

3. Effect of Stability on Anisotropy

The effect of stability is now quantified on each of the Hurst surfaces, for the longitudinal, transverse and wall-normal velocity components in Table IV.
FIG. 11. Cross-sections of averaged Hurst surfaces (with one-standard-deviation error bars [68]) corresponding to different velocity components ($h_u(q,s)$ (red), $h_v(q,s)$ (green) $h_w(q,s)$ (blue)) for constant $q = 1.3$ (a) and (b) and cross-sections for constant scale $s = 229$ (c) and (d). (a) and (c) correspond to measurements at $z_{\text{bot}}$ and (c) and (d) correspond to measurements at $z_{\text{top}}$. These representative plots, correspond to measurements under stable stratification ($\zeta > 0.01$) and highlights the anisotropy in the scaling of velocity fluctuations.

(b) show the cross-sections of Hurst surfaces of the longitudinal velocity component, $h_u$ at $z_{\text{bot}}$ and $z_{\text{top}}$, respectively, with one-standard-deviation error bars, whereas Fig. 12 (c) and (d) show the cross-sections of Hurst surfaces of the wall-normal velocity component, $h_w$ at $z_{\text{bot}}$ and $z_{\text{top}}$, respectively, with one-standard-deviation error bars. These cross-sections have been shown at a constant representative scale $s = 229$. The cross-sections of Hurst surfaces corresponding to stable stratification ($\zeta > 0.01$) is shown in red, whereas those corresponding to unstable stratification ($\zeta < -0.01$) are shown in blue. The correlations of multifractal fluctuations is very similar for the longitudinal and the transverse velocity components for stable and unstable stratification, compared to those for the wall-normal components. However, because of the significant overlap between the Hurst surfaces, we cannot draw any conclusive evidence.

Table IV shows the effect of stability on inter-component Hurst surface distances $d_{u_iu_j}$. The correlation of multifractal fluctuations for the wall-normal velocity differ significantly, for both stable and unstable stratification. With decreasing stability ($\zeta$), only $d_{uu}$ decreases, whereas $d_{ww}$ increases, albeit marginally, throughout the RSL. Furthermore, all fluctuations show larger correlation for unstable stratification than for stable stratification.

### Table IV. Distance between Hurst surfaces (see text) of corresponding velocity components for stable and unstable stratification.

| Height | $d_{uu}$ | $d_{uw}$ | $d_{ww}$ |
|--------|----------|----------|----------|
| $z_{\text{bot}}$ | 0.019    | 0.028    | 0.031    |
| $z_{\text{top}}$ | 0.019    | 0.028    | 0.021    |

### Table V. Distance between Hurst surfaces (see text) of different velocity components along with their mean values for stable and unstable stratification.

| $z$   | Stability | $d_{uu}$ | $d_{uw}$ | $d_{ww}$ | $\bar{H}_u$ | $\bar{H}_w$ | $\bar{H}_v$ |
|-------|-----------|----------|----------|----------|-------------|-------------|-------------|
| $z_{\text{bot}}$ | $s$       | 0.033    | 0.043    | 0.012    | 1.31        | 1.21        | 1.13        |
|        | $u$       | 0.020    | 0.042    | 0.024    | 1.35        | 1.30        | 1.24        |
| $z_{\text{top}}$ | $s$       | 0.024    | 0.041    | 0.018    | 1.27        | 1.16        | 1.09        |
|        | $u$       | 0.012    | 0.037    | 0.028    | 1.32        | 1.27        | 1.22        |
FIG. 13. Log-log plots versus the scaled separation $r L_w^{-1}$, of ensemble-averaged structure functions $S_i^p$, corresponding to the different velocity components: $u$ (a), (d), $v$ (b), (e), and $w$ (c), (f) for orders $p = 0, 1, 2, 3, 4, 5, 6$ (in cyan, yellow, green, orange, red, purple, and blue respectively) at $z_{bot}$ (a), (b), (c) and $z_{bot}$ (d), (e), (f).

FIG. 14. Semi-log plots versus the scaled separation $r L_w^{-1}$, of local-slopes of ensemble-averaged structure functions $S_i^p$ corresponding to the different velocity components: $u$ (a), (d), $v$ (b), (e), and $w$ (c), (f), for orders $p = 0, 1, 2, 3, 4, 5, 6$ (in cyan, yellow, green, orange, red, purple, and blue respectively) at $z_{bot}$ (a), (b), (c) and $z_{bot}$ (d), (e), (f). Horizontal dashed lines indicate the linear-regression fit (see text) and horizontal dotted line shows K41 values ($p/3$); vertical-dashed lines indicate normalized (by $L_w$) integral scales $L_w, L_v, L_u$ (from left to right).

V. DISCUSSIONS AND CONCLUSIONS

We have carried out a detailed study of the statistical properties of turbulent velocity and air-temperature in the roughness sublayer at different heights above the Hyytiälä forest. The foci of our study have been (a) anisotropy of turbulence at large scales, (b) its relaxation to isotropy at small scales, and (c) its effect on the multiscaling exponents. This relaxation is of interest given that turbulence in the RSL exhibits multifractality in velocity and air-temperature fluctuations.

The return to isotropy commences and concludes at scales, $r_{ani}$ and $r_{iso}$, respectively, that increase the higher up we go in RSL, because surface effects are weaker than they are just above the canopy. At the same time, the largest scales above the canopy top are less anisotropic,
in the AIM measure, compared to higher up in the RSL. This leads us to the conjecture that the interactions of the residual wakes, which originate from vegetation elements, with anisotropic attached eddies, play a role in the randomization of energies and the breakdown of eddies in the cascade.

The scale \( r_{\text{ani}} \) is smaller for stable than for unstable stratification at both heights. Both the AIM and BAM frameworks indicate that relaxation to small-scale quasi-isotropy occurs (Fig. 15); however, this return is not concluded in the BAM measure (Fig. 15), and at the smallest scales resolved, \( C_{1\text{an}} \) saturates to a value 0.8 indicating that signatures of anisotropy are still retained in the small-scale eddies. We see that the return-to-isotropy trajectories occur along the plain-strain limit, at all heights, and this similarity is most pronounced for stable stratification. By contrast, this is quite different from the predictions of the quadratic Rotta model, which predicts relaxation along the axisymmetric expansion limit.

The ensemble-averaged correlation coefficients indicate that normalized scales, at which the return to isotropy commences and concludes, are generally seen to be dependent on thermal stratification only through \( L_u \). Whereas this is seen to be true for stable stratification, we cannot draw such a conclusion for unstable stratification, because we find \( r_{\text{ani}} \) and \( r_{\text{iso}} \) are dependent on and independent of, respectively, the thermal integral scale, irrespective of the normalization with \( L_u \).

We find that temperature and velocity fluctuations in the inertial range display multifractality because of long-range correlations. The multifractal exponents are slightly different (although the error bars are quite large) for different velocity components; the longitudinal component being the least intermittent. The nature of multifractality differs primarily in two aspects when compared to [37]; the reduced anisotropy in multifractal exponents and the role of amplitude variability (albeit calculated by different algorithms). The multifractality of the temperature fluctuations is more than that of velocity fluctuations (Fig. 7). Immediately above the canopy top, temperature fluctuations are insensitive to fluctuations of small magnitudes; multifractality of temperature increases with height in the RSL. In contrast, the multifractality of the velocity components is found to be similar above the canopy top and higher up in the RSL.

We have also looked for signatures of anisotropy in the Hurst exponents \( h(q) \) and the multifractal exponents \( \xi_p \), for different components of the velocity field, by using our single-point measurements. We find that the error bars for \( h(q) \) and \( \xi_p \) are large. Therefore, we have extended the scaling range by using the ESS procedure [41, 63]. This ESS procedure yields multiscaling exponent ratios \( \xi_p/\xi_3 \) with smaller error bars than those we find for \( h(q) \) and \( \xi_p \). Unfortunately, the signatures of anisotropy in \( \xi_p/\xi_3 \) are much less evident than in \( \xi_p \). An earlier study [37], with slightly different experimental conditions, has reported multiscaling exponent ratios \( \xi_p/\xi_3 \) that do retain signatures of anisotropy. Improved measurements in future should allow us to use \( \xi_p \) or \( h(q) \), without ESS, to uncover the signatures of anisotropy in these multiscaling exponents.

As we expect from field experiments, it is clearly more challenging to obtain \( h(q) \) and \( \xi_p \), with small error bars, from measurements over forests than from laboratory experiments. We note, in passing, that the universal values of \( \xi_p \), for statistically homogeneous and isotropic fluid turbulence, can be obtained from measurements in atmospheric boundary layers by using the \( SO(3) \) decomposition discussed in Refs. [6, 65, 66]; this is not our purpose here; but we observe that the ESS procedure, which we use here, yields exponent ratios that are not very sensitive to the anisotropy of the flow and are, therefore, very close to the universal values of these ratios for statistically homogeneous and isotropic turbulence.

We also compare the results of our MFDFA with the conventional structure-functions analysis. We find that both multiscaling exponents \( \xi_p \) and ESS multiscaling ratios \( \xi_p/\xi_3 \), obtained from structure functions, show stronger deviations from K41 compared to their MFDFA counterparts. By contrast, the anisotropy in \( \xi_p/\xi_3 \) are comparable in MFDFA and the ESS procedure.

We believe that in the future, the methods developed here shall be used for the following: (a) different classes of stability, for e.g., near-neutral, mildly unstable, unstab-
ble, dynamic-convective, and free-convective, as well as stable - moderately stable, very stable with turbulence becoming patchy; and (b) different roughness configurations (say snow-no-snow, or winter vs summer - where the foliage density is quite different). It is envisaged that the methods introduced here can be used for a comprehensive characterization of anisotropy, return to isotropy, and multifractality of turbulence in the roughness sub-layer at different heights and many forest types to begin unfolding connections between distribution of foliage and turbulence in the RSL.
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Appendix A: Structure function scaling exponents

In Fig. 13, we show ensemble-averaged structure functions $S_p$, $i = 1, 2, 3$, for $u$ (a), (d), $v$ (b), (e), and $w$ (c), (f) for orders $p = 0, 1, 2, 3, 4, 5, 6$ (in cyan, yellow, green, orange, red, purple, and blue respectively), in the inertial range. From $S_p$, we calculate the local scaling exponents (as local slopes of the structure function) shown in Fig. 14. Vertical dashed lines (from left to right) indicate the integral scales, $L_w, L_v, L_u$. We calculate the universal multiscaling exponents $\xi_p, i = 1, 2, 3$ from Fig. 13 by using linear-regression over the range of $rL_w^{-1}$ that corresponds to the trough in Fig. 14. Horizontal dashed lines in Fig. 14 indicate the linear-regression fit ($\xi_p$) and vertical-dashed lines indicate normalised integral scales $L_w, L_v, L_u$ (from left to right). In Fig. 15, we plot the multiscaling exponents $\xi_p$, (a), (b) and ESS-normalised multiscaling exponents $\xi'_p$, (c), (d) versus order-$p$. We see that the multiscaling exponents obtained from the traditional structure function analysis, indicate larger intermittency compared to MFDFA; by contrast the anisotropy from both the calculations are comparable.
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