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Abstract. In this work, we propose an abstraction and refinement methodology for the controller synthesis of discrete-time stochastic systems to enforce complex logical properties expressed by deterministic finite automata (a.k.a. DFA). Our proposed scheme is based on a notion of so-called ($\epsilon, \delta$)-approximate probabilistic relations, allowing one to quantify the similarity between stochastic systems modeled by discrete-time stochastic games and their corresponding finite abstractions. Leveraging this type of relations, the lower bound for the probability of satisfying the desired specifications can be well ensured by refining controllers synthesized over abstract systems to the original games. Moreover, we propose an algorithmic procedure to construct such a relation for a particular class of nonlinear stochastic systems with slope restrictions on the nonlinearity. The proposed methods are demonstrated on a quadrotor example, and the results indicate that the desired lower bound for the probability of satisfaction is guaranteed.

1. Introduction

Motivation. Formal synthesis of controllers for continuous-space stochastic systems have gained significant attention in the past two decades due to the increasing demand for synthesizing correct-by-construction controllers in real-life safety-critical applications, including self-driving cars, power grids, etc., to name a few. In particular, these problems are more challenging when controllers are required to enforce high-level logic properties, e.g., those expressed by automata [1]. Since closed-form solutions of synthesized policies for continuous-space stochastic systems are not available, a promising approach is to approximate these models by simpler ones with finite state sets. A challenging step during this approximation phase is to provide formal guarantees such that the controller synthesized over (simpler) finite models can be refined back to original complex ones.

Related Works There have been many results on the controller synthesis for discrete-time stochastic systems in the past few years. Results in [2,3] focus on enforcing invariance properties for stochastic linear systems. As for nonlinear stochastic systems with continuous state and input sets, an abstraction-based approximation approach is initially proposed in [4]. This result is later improved in [5] regarding the scalability issue and extended in [6,8] for abstraction-based policy synthesis enforcing temporal logic properties characterized by deterministic finite automata. An ($\epsilon, \delta$)-approximate probabilistic relation is introduced in [9] to characterize the probabilistic dependency between an original model and its finite abstraction. With this type of relation, one can synthesize controllers enforcing the desired properties with less conservative lower bounds on probability of satisfaction. Later, results in [10,11] propose Bellman operators for synthesizing controllers enforcing co-safe LTL$_F$ properties [12] based on this relation. In the context of constructing finite abstractions for large-scale stochastic systems, compositional abstraction-based techniques have been introduced to alleviate the scalability issue due to discretizing the state sets; see for example [13,22].

Note that the above-mentioned works mainly focus on stochastic systems that are only affected by control inputs and noises. In some safety-critical real-life applications, systems are also affected by (rational) adversarial inputs, whose objectives are opposed to that of control inputs. In these scenarios, synthesis approaches for non-cooperative stochastic games [23] are required. Results in [24] handle synthesis problem for linear stochastic games based on iterative abstraction-refinement [25]. Results in [26,27] utilize a grid-based approximation framework [28] to synthesize controllers for nonlinear stochastic games. Within the same framework,
those results which are initially proposed for stochastic games with a finite or countably infinite number of states (e.g., stochastic games with generalized mean-payoff objectives [29,30], reachability objectives [31–34], multiple objectives [35–37]) can also be employed to synthesize controllers for stochastic games with continuous state sets. However, the guarantee provided under this framework is sometimes very conservative (this is shown with an example in Section 6.3). There have also been some results to synthesize controllers for non-cooperative stochastic games (see e.g. [38–42]), but they are not applicable to enforce high-level temporal logic properties for nonlinear systems.

Contributions. In this work, we focus on synthesizing controllers for discrete-time nonlinear stochastic systems with continuous state and input sets over a finite time horizon. Particularly, we consider those systems modeled by zero-sum stochastic games [23], which are subject to not only control inputs but also (rational) adversarial inputs whose objective is opposed to that of control inputs. Moreover, we are interested in a class of complex logical properties expressed by deterministic finite automata (DFA), which are powerful in specifying behaviours that occurs within finite time [12]. Here, we propose an abstraction-based technique to synthesize controllers based on an \((\epsilon, \delta)\)-approximate probabilistic relation. Concretely, we first construct a finite abstraction of the original game and then establish such a relation between the finite abstraction and the original one. Leveraging the probabilistic relation, we then propose new Bellman operators to synthesize a controller over the finite abstraction and finally refine this controller back over the original game while providing probabilistic guarantees for the satisfaction of desired properties. Here, we summarize our contributions as follows:

(i) Given the notion of approximate probabilistic relations similar to [20] for stochastic games, we propose a new Bellman operator to synthesize controllers for nonlinear stochastic games with continuous state and input sets. Leveraging the proposed operators, we are able to deal with complex logic properties modeled by deterministic finite automata, while providing less conservative probabilistic guarantees for satisfying those properties in comparison with the results in [26,27] (cf. Section 6.3).

(ii) For a class of nonlinear stochastic games, we propose a systematic algorithm to establish an approximate probabilistic relation between the original game and its abstraction. In comparison, results in [10,11,43] only establish such a relation for linear stochastic systems without rational adversarial inputs. Although [20] provides the notion of approximate probabilistic relations for stochastic games, it does not provide any constructive algorithm for establishing the relation.

(iii) The proposed operators in this work can also be applied to synthesis problems for stochastic systems without adversarial inputs. In this case, compared with the operators in [11], our results provide a less conservative probabilistic guarantee for satisfying the desired properties (cf. Lemma 5.8, Corollary 5.9 and Section 6.4).

Organizations. The remainder of the paper is structured as follows. In Section 2, we provide notations, underlying models, and a preliminary discussion on the problem that we aim to solve. We present in Section 3 an \((\epsilon, \delta)\)-approximate probabilistic relation between two stochastic games. This is followed by Section 4 in which we focus on the construction of finite abstractions together with \((\epsilon, \delta)\)-approximate probabilistic relations for a particular class of nonlinear stochastic games. In Section 5, we synthesize controllers given an \((\epsilon, \delta)\)-approximate probabilistic relation between the original game and its finite abstraction. In Section 6 we apply our results to a control problem for a quadrotor, and we also compare our results with some existing methods. Finally, we conclude our work in Section 7.

2. Problem Formulation

2.1. Preliminaries. A topological space \(S\) is called a Borel space if it is homeomorphic to a Borel subset of a Polish space (i.e., a separable and completely metrizable space). One of the examples of Borel space is the Euclidean spaces \(\mathbb{R}^n\). Here, any Borel space \(S\) is assumed to be endowed with a Borel \(\sigma\)-algebra denoted by \(\mathcal{B}(S)\). A map \(f : X \to Y\) is measurable whenever it is Borel measurable. Moreover, a map \(f : X \to Y\)
is universally measurable if the inverse image of every Borel set under $f$ is measurable w.r.t. every complete probability measure on $X$ that measures all Borel subsets of $X$.

A probability space in this work is presented by $(\hat{\Omega}, \mathcal{F}_\hat{\Omega}, P_\hat{\Omega})$, where $\hat{\Omega}$ is the sample space, $\mathcal{F}_\hat{\Omega}$ is a sigma-algebra on $\hat{\Omega}$ which comprises subsets of $\hat{\Omega}$ as events, and $P_\hat{\Omega}$ is a probability measure that assigns probabilities to events. Throughout this paper, we focus on random variables, denoted by $X$, that take values from measurable spaces $(S, \mathcal{B}(S))$, i.e., random variables here are measurable functions $X : (\hat{\Omega}, \mathcal{F}_\hat{\Omega}) \rightarrow (S, \mathcal{B}(S))$ such that one has $\text{Prob}(\mathcal{Q}) = \mathbb{P}_\hat{\Omega}(X^{-1}(\mathcal{Q}))$, $\forall \mathcal{Q} \in \mathcal{B}(S)$. For brevity, we directly present the probability measure on $(S, \mathcal{B}(S))$ without explicitly mentioning the underlying probability space and the function $X$ itself. Additionally, we denote by $\mathbb{P}(S, \mathcal{B}(S))$ a set of probability measures on the $(S, \mathcal{B}(S))$.

2.2. Notations. We use $\mathbb{R}$ and $\mathbb{N}$ to denote sets of real and natural numbers, respectively. These symbols are annotated by subscripts to restrict the sets in a usual way, e.g., $\mathbb{R}_{\geq 0}$ denotes the set of non-negative real numbers. Moreover, $\mathbb{R}^{n \times m}$ with $n, m \in \mathbb{N}_{\geq 1}$ denotes the vector space of real matrices with $n$ rows and $m$ columns. For $a, b \in \mathbb{R}$ (resp. $a, b \in \mathbb{N}$) with $a \leq b$, the close, open, and half-open intervals in $\mathbb{R}$ (resp. $\mathbb{N}$) are denoted by $[a, b)$, $(a, b)$, $[a, b]$, and $(a, b]$, respectively. Given $N$ vectors $x_i \in \mathbb{R}^n$, $n_i \in \mathbb{N}_{\geq 1}$, and $i \in \{1, \ldots, N\}$, we use $x = [x_1; \ldots; x_N]$ to denote the corresponding column vector of the dimension $\sum_i n_i$.

We denote respectively by $\mathbf{0}_n$ and $\mathbf{1}_n$ the column vector in $\mathbb{R}^n$ with all elements equal to 0 and 1. We also denote the identity matrix in $\mathbb{R}^{n \times n}$ and zero matrix in $\mathbb{R}^{m \times n}$ by $I_n$ and $0_{m \times n}$, respectively. We denote the chi-square inverse cumulative distribution function with $n$ degrees of freedom by $\chi^{-1}_n : [0, 1] \rightarrow \mathbb{R}$ [44]. Moreover, given a vector $x \in \mathbb{R}^n$, $\|x\|$ denotes the Euclidean norm of $x$, and $\|x\|_{\infty}$ denotes the infinity norm of $x$. Given a matrix $A \in \mathbb{R}^{n \times n}$, $\text{im}(A)$ denotes the image of $A$, and $\|A\|$ represents the operator norm of $A$, which is equal to the largest singular value of $A$. Given sets $X$ and $Y$, a relation $\mathcal{R} \subseteq X \times Y$ is a subset of the Cartesian product $X \times Y$ that relates $x \in X$ with $y \in Y$ if $(x, y) \in \mathcal{R}$, which is equivalently denoted by $x \mathcal{R} y$. Given a set $\mathcal{M} = X_1 \times X_2 \times \ldots \times X_n$ and vector $\mathbf{m} = (x_1, x_2, \ldots, x_n) \in \mathcal{M}$ with $x_i \in X_i$, we define $\mathbf{m}_{X_i} = x_i$. Moreover, given a set $X$, $X^\mathbb{N}$ denotes the Cartesian product of the countably infinite number of set $X$. Additionally, given functions $f : X \rightarrow Y$ and $g : Y \rightarrow Z$, we denote by $g \circ f : X \rightarrow Z$ the composition of functions $f$ and $g$.

2.3. General Discrete-Time Stochastic Games. In this paper, we focus on stochastic systems modeled as general discrete-time stochastic games (gDTSGs) between two non-cooperative players. Following standard conventions, we refer to the control input as Player I and the adversary input as Player II. This class of games, formalized in the next definition, evolves over continuous or uncountable state sets with an output set over which properties of interest are defined.

Definition 2.1. A general discrete-time stochastic game (gDTSG) is a tuple
\[
\mathcal{D} = (X, U, W, X_0, T, Y, h),
\] (2.1)

where,

- $X \subseteq \mathbb{R}^s$ is a Borel set as the state set. We denote by $(X, \mathcal{B}(X))$ the measurable space with $\mathcal{B}(X)$ being the Borel sigma-algebra on $X$;
- $U \subseteq \mathbb{R}^m$ is a compact Borel set as the input set of Player I;
- $W \subseteq \mathbb{R}^p$ is a compact Borel set as the input set of Player II;
- $X_0 \subseteq X$ is the set of initial states;
- $T : \mathcal{B}(X) \times X \times U \times W \rightarrow [0, 1]$ is a conditional stochastic kernel that assigns to any $x \in X$, $u \in U$, and $w \in W$ a probability measure $T(\cdot | x, u, w)$ on the measurable space $(X, \mathcal{B}(X))$. This stochastic kernel specifies probabilities over executions $\{x(k), k \in \mathbb{N}\}$ of the gDTSG such that for any set $\mathcal{Q} \subseteq \mathcal{B}(X)$ and for any $k \in \mathbb{N}$,
\[
\mathbb{P}\{x(k + 1) \in \mathcal{Q} | x(k), u(k), w(k)\} = \int_{\mathcal{Q}} T(dx(k+1)|x(k), u(k), w(k));
\]
- $Y \subseteq \mathbb{R}^q$ is a Borel set as the output set;
\* \( h : X \rightarrow Y \) is a measurable function that maps a state \( x \in X \) to its output \( y = h(x) \).

**Remark 2.2.** For robustness concern, we consider an asymmetric information pattern that favors Player II in this paper, i.e., Player II may select its action in a rational fashion based upon the choice of Player I. This results in a zero-sum Stackelberg game \([15]\) with Player I as the leader, which is crucial for the existence of deterministic policies (cf. Definition 2.4, Remarks 2.5 and 5.7) in this work. Note that our setting here is common for robust control problems in which control inputs are selected considering that adversarial inputs are provided in a worst-case manner. The motivation for using such a setting is to provide formal probabilistic guarantees regardless of how adversarial inputs are chosen by Player II. This also indicates that Player II does not have to select adversarial inputs rationally in practice.

Alternatively, a gDTSG \( \mathcal{D} \) as in \([2.1]\) can be described by the following difference equations

\[
\mathcal{D} : \begin{cases} 
  x(k+1) = f(x(k), u(k), w(k), \varsigma(k)), \\
  y(k) = h(x(k)), 
\end{cases} \quad k \in \mathbb{N},
\]  

(2.2)

where \( x(k) \in X, u(k) \in U, w(k) \in W, y(k) \in Y \), and \( \varsigma := \{\varsigma(k) : \hat{\Omega} \rightarrow V, k \in \mathbb{N}\} \) is a sequence of independent and identically distributed (i.i.d.) random variables from the sample space \( \hat{\Omega} \) to a set \( V \). With this notion, the evolution of a gDTSG can be described by its paths and output sequences as defined below.

**Definition 2.3.** (Path) A path of a gDTSG \( \mathcal{D} \) as in \([2.1]\) is

\[
\omega = (x(0), u(0), w(0), \ldots, x(k-1), u(k-1), w(k-1), x(k), \ldots),
\]

where \( x(k) \in X, u(k) \in U, \) and \( w(k) \in W \) with \( k \in \mathbb{N} \). We denote by \( \omega_x = (x(0), x(1), \ldots, x(k), \ldots) \), \( \omega_u = (u(0), u(1), \ldots, u(k), \ldots) \), and \( \omega_w = (w(0), w(1), \ldots, w(k), \ldots) \) the subsequences of states, control inputs of Player I, and adversarial inputs of Player II, respectively. The corresponding output sequence is denoted by

\[
y_\omega = (y(0), y(1), \ldots, y(k), \ldots),
\]

with \( y(k) = h(x(k)) \). In addition, we denote by \( \omega_k \) the path up to time instant \( k \), and by \( y_{\omega_k} \) its corresponding output sequence.

For a better illustration of the theoretical results, we employ a running example throughout the paper as follows.

**Running example.** Consider the following gDTSG

\[
\mathcal{D} : \begin{cases} 
  x(k+1) = Ax(k)+Bu(k)+E \sin(Fx(k))+Dw(k)+R\varsigma(k), \\
  y(k) = Cx(k), 
\end{cases} \quad k \in \mathbb{N},
\]

with

\[
A = \begin{bmatrix} 0.9204 & 0.4512 & 0.9491 \\ 0.7863 & 0.8269 & 1.074 \\ 0.6681 & 0.3393 & 0.5116 \end{bmatrix}, \quad B = \begin{bmatrix} 9.001 & 1.611 & 3.663 \\ 1.494 & 11.76 & 2.986 \\ 5.568 & 5.660 & 5.196 \end{bmatrix},
\]

\[
E = [0.6740; 0.6367; 0.7030], \quad D = [0.6; 0.4; 0.6], \quad R = [0.5110; 0.3347; 0.5336], \quad F = [0.5439; 0.9578; 0.2493]^T, \quad C = [0.1; 0.1; 0.1]^T,
\]

where \( x(t) = [x_1(k); x_2(k); x_3(k)] \) is the state, \( u(k) \in [-2.5, 2.5]^3 \) denotes the control input of Player I, \( w(k) \in [-0.5, 0.5] \) denotes the adversarial input of Player II, \( \varsigma(k) \) is a sequence of standard Gaussian random variables, and \( y(k) \) is the output.

The space for all infinite paths \( \Omega = (X \times U \times W)^\infty \) along with its product \( \sigma \)-algebra \( (\mathcal{B}(X) \times \mathcal{B}(U) \times \mathcal{B}(W))^\infty \) is called a canonical sample space for the gDTSG. Next, we define Markov policy for controlling the gDTSG.

**Definition 2.4.** (Markov Policy) Consider a gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \). A Markov policy \( \rho \) defined over the time horizon \( [0, H-1] \subset \mathbb{N} \) for Player I is a sequence \( \rho = (\rho_0, \rho_1, \ldots, \rho_{H-1}) \) of universally measurable maps \( \rho_k : X \rightarrow \mathcal{P}(U, \mathcal{B}(U)) \), with

\[
\rho_k(U|x(k)) = 1.
\]
Similarly, a Markov policy \( \lambda \) for Player II is a sequence \( \lambda = (\lambda_0, \lambda_1, \ldots, \lambda_{H-1}) \) of universally measurable maps \( \lambda_k : X \times U \to \mathcal{P}(W, \mathcal{B}(W)) \), with

\[
\lambda_k(W|x(k), u(k)) = 1,
\]
for all \( k \in [0, H-1] \). We use \( \mathcal{P} \) and \( \Lambda \) to denote the set of all Markov policies for Players I and II, respectively. Moreover, we denote by \( \mathcal{P}^H \) and \( \Lambda^H \) the set of all Markov policies for Players I and II within time horizon \([0, H-1]\), respectively.

**Remark 2.5.** In general, the Markov policy assigns a probability measure over \((U, \mathcal{B}(U))\) (resp. \((W, \mathcal{B}(W))\)). From practical implementations’ point of view, we are interested in nonrandomized Markov policies [46, Definition 8.2]. In this paper, by Markov policies, we refer to nonrandomized ones; otherwise, we explicitly say that the Markov policies are randomized ones.

Next, we define a more general set of control strategies for Players I and II. The definition here is adapted from [11] by allowing their output update map to be time dependent.

**Definition 2.6.** (Control Strategy) A control strategy for Player I or II of a gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) is a tuple

\[
C = (M, U, Y, H, M_0, \pi_M, \pi_Y),
\]
where \( M \) is a Borel set as the memory state set; \( U \) is a Borel set as the observation set; \( Y \) is a Borel set as the output set, which should be equal to \( U \) for Player I, and to \( W \) for Player II; \( H \subseteq \mathbb{N} \) is the time domain; \( M_0 \subseteq M \) is the set of initial memory state; \( \pi_M : M \times U \times H \to \mathcal{P}(M, \mathcal{B}(M)) \) is a memory update function; \( \pi_Y : M \times H \to \mathcal{P}(Y, \mathcal{B}(Y)) \) is an output update function.

**Remark 2.7.** A Markov policy \( \rho = (\rho_0, \rho_1, \ldots, \rho_{H-1}) \) for Player I (resp. \( \lambda = (\lambda_0, \lambda_1, \ldots, \lambda_{H-1}) \) for Player II) can be redefined as a control strategy \( C = (M, U, Y, H, M_0, \pi_M, \pi_Y) \) with \( M = \{m\} \), where \( m \) is the sole element in \( M \); \( U = X \) (resp. \( U = X \times U \)); \( Y = U \) (resp. \( Y = W \)); \( H = [0, H-1] \); \( M_0 = \{m\} \); and \( \pi_Y := \lambda_k \) (resp. \( \pi_Y := \lambda_k \) for all \( k \in H \)).

Given a gDTSG \( \mathcal{D} \), we denote by \((\rho, \lambda) \times \mathcal{D}\) the controlled gDTSG when \( \mathcal{D} \) is controlled by Markov policies \( \rho \) for Player I and \( \lambda \) for Player II. Analogously, consider a control strategy for Player I, denoted by \( C_\rho \), and a control strategy for Player II, denoted by \( C_\lambda \). The controlled gDTSG is denoted by \((C_\rho, C_\lambda) \times \mathcal{D}\). With this notation, we denote by \( \mathbb{P}_{(\rho, \lambda) \times \mathcal{D}} \) (resp. \( \mathbb{P}_{(C_\rho, C_\lambda) \times \mathcal{D}} \)) the probability measure over the space of output sequences of the controlled gDTSG \((\rho, \lambda) \times \mathcal{D}\) (resp. \((C_\rho, C_\lambda) \times \mathcal{D}\)). In the next subsection, we discuss the logical properties of interest.

2.4. Deterministic Finite Automata. In this paper, deterministic finite automata (DFA) would be leveraged to model the desired properties, as introduced below.

**Definition 2.8.** (DFA) A deterministic finite automata (DFA) is a tuple \( A = (Q, q_0, \Pi, \tau, F) \), where \( Q \) is a finite set of states, \( q_0 \in Q \) is the initial state, \( \Pi \) is a finite set of alphabet, \( \tau : Q \times \Pi \to Q \) is a transition function, and \( F \subseteq Q \) is a set of accepting states.

Without loss of generality [1 Section 4.1], we focus on those DFA which is total, i.e., given any \( q \in Q \), \( \forall \sigma' \in \Pi \), \( \exists q' \in Q \) such that \( q = \tau(q, \sigma') \). A finite word \( \sigma = (\sigma_0, \sigma_1, \ldots, \sigma_{k-1}) \in \Pi^k \) is accepted by \( A \) if there exists a finite state run \( q = (q_0, q_1, \ldots, q_k) \in Q^{k+1} \) such that \( q_{z+1} = \tau(q_z, \sigma_z) \), \( \sigma_z \in \Pi \) for all \( 0 \leq z \leq k \) and \( q_k \in F \). The set of words accepted by \( A \) is called the language of \( A \) and denoted by \( L(A) \). Next, we introduce how to connect the gDTSG \( \mathcal{D} \) as in (2.1) to a DFA \( A \) using a measurable labelling function.

**Definition 2.9.** (Labelling Function) Consider a gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \), a DFA \( A = (Q, q_0, \Pi, \tau, \tau, F) \), and a finite output sequence \( y_{H-1} = (y(0), y(1), \ldots, y(H-1)) \in Y^H \) of \( \mathcal{D} \) with some \( H \in \mathbb{N}_{>0} \). The trace of \( y_{H-1} \) over \( \Pi \) is \( \sigma = L_H(y_{H-1}) = (\sigma_0, \sigma_1, \ldots, \sigma_{H-1}) \) with \( \sigma_k = L(y(k)) \) for all \( k \in [0, H-1] \), where \( L : Y \to \Pi \) is a measurable labelling function and \( L_H : Y^H \to \Pi^H \) is a measurable function. Moreover, \( y_{H-1} \) is accepted by \( A \), denoted by \( y_{H-1} \models A \), if \( L_H(y_{H-1}) \in L(A) \).
Throughout the paper, we denote by \((A, H)\) the property of interest, with \(A\) being a DFA and \(H\) being the finite time horizon over which the property should be satisfied. Accordingly, we evaluate the satisfaction of a gDTSG \(\mathcal{D}\) with respect to this property in terms of \(\mathbb{P}_\mathcal{D}(y_{\omega(H-1)} \models A)\) within a bounded-time horizon, where \(y_{\omega(H-1)}\) is the output sequences generated by \(\mathcal{D}\). For this purpose, we need to construct a product gDTSG based on \(\mathcal{D}\) and \(A\), as defined below.

**Definition 2.10.** (Product gDTSG) Consider a gDTSG \(\mathcal{D} = (X, U, W, X_0, T, Y, h)\), a DFA \(A = (Q, q_0, \Pi, \tau, F)\), and a labelling function \(L : Y \rightarrow \Pi\) as in Definition 2.9. The product of \(\mathcal{D}\) and \(A\) is a gDTSG defined as

\[
\mathcal{D} \otimes A = \{\bar{X}, \bar{W}, \bar{X}_0, \bar{T}, \bar{Y}, \bar{h}\},
\]

where \(\bar{X} := X \times Q\) is the state set; \(\bar{U} := U\) is the input set for Player I; \(\bar{W} := W\) is the input set for Player II; \(\bar{X}_0\) is the initial state set, with \(\bar{x}_0 := (x_0, q_0) \in \bar{X}_0\); \(x_0 \in X_0\) and

\[
\bar{q}_0 = \tau(q_0, L \circ h(x_0));
\]

\(\bar{T}(dx' \times \{q\}|x, q, u, w)\) is the stochastic kernel that assigns for any \((x, q) \in \bar{X}, u \in \bar{U}\), and \(w \in \bar{W}\) the probability \(\bar{T}(dx' \times \{q\}|x, q, u, w) = T(dx'|x, q, u, w)\) when \(q' = \tau(q, L \circ h(x'))\), and \(\bar{T}(dx' \times \{q\}|x, q, w, u) = 0\), otherwise; \(\bar{Y} := Y\) is the output set and \(\bar{h}(x, q) := h(x)\) is the output map.

In the following, we formally define the problems of interest in this paper. For some properties, e.g., co-safe-LTL\(_F\) [12], all infinite output sequences violating them have a finite good prefix [47] Section 2.2. In this case, we model such properties with DFAs that accept all good prefixes. Accordingly, we focus on the lower bound of satisfaction probability, which yields a problem of robust satisfaction as follows.

**Problem 2.11.** (Robust Satisfaction) Consider a gDTSG \(\mathcal{D} = (X, U, W, X_0, T, Y, h)\) and the desired property \((A, H)\). The problem of robust satisfaction is to design a control strategy \(C_p\) for Player I such that for any control strategy \(C_\lambda\) for Player II, we have

\[
\mathbb{P}_{(C_p, C_\lambda) \times \mathcal{D}}\left(\exists k \leq H, y_{\omega k} \models A\right) \geq s,
\]

where \(s\) is the robust satisfaction probability guaranteed by \(C_p\).

Meanwhile, for some other logical properties, e.g., safe-LTL\(_F\) [48], all infinite output sequences violating these properties have a finite bad prefix [47] Section 2.2. Thus, we model such properties with DFAs that accept all bad prefixes, and an upper bound of the violation probability is of interest. This results in a problem of worst-case violation as defined below.

**Problem 2.12.** (Worst-case Violation) Consider a gDTSG \(\mathcal{D} = (X, U, W, X_0, T, Y, h)\) and a property \((A, H)\). The problem of worst-case violation is to design a control strategy \(C_p\) for Player I such that for any control strategy \(C_\lambda\) for Player II, we have

\[
\mathbb{P}_{(C_p, C_\lambda) \times \mathcal{D}}\left(\exists k \leq H, y_{\omega k} \models A\right) \leq v,
\]

with \(v\) being the worst-case violation probability ensured by \(C_p\).

**Running example (continued).** Here, we focus on the following property \(\psi\): within 20 time steps (i.e., \(H = 20\)), if the output of the system starts from \([0, 2]\), it should stay within \([-2, 2]\); if it instead starts from \([-1.8, 0]\), it should then stay within \([-1.8, 1.8]\). The DFA for modeling \(\psi\) is shown in Figure 1. Here, we focus on the problem of worst-case violation corresponding to this DFA.

**Remark 2.13.** To construct a DFA for modeling the desired property, one can first write down the temporal logic formula corresponding to this property, e.g., safe-LTL\(_F\) or co-safe-LTL\(_F\) formulae. Alternatively, one can also translate the desired property written in natural language into a temporal logic formula using the results in [49]. Having the logical formula, one can then build the corresponding DFA using existing tools such as SPOT [50].
\[ \Phi \subseteq \mathcal{P}(X, \mathcal{B}(X)) \times \mathcal{P}(\hat{X}, \mathcal{B}(\hat{X})) \]

Let \( X, \hat{X} \) be two sets with associated measurable spaces \( (X, \mathcal{B}(X)) \) and \( (\hat{X}, \mathcal{B}(\hat{X})) \). Consider a relation \( \mathcal{R} \subseteq X \times \hat{X} \) that is measurable, i.e., \( \mathcal{R} \in \mathcal{B}(X \times \hat{X}) \), probability distributions \( \Phi \in \mathcal{P}(X, \mathcal{B}(X)) \), and \( \Theta \in \mathcal{P}(\hat{X}, \mathcal{B}(\hat{X})) \). One has \( (\Phi, \Theta) \in \mathcal{R} \), denoted by \( \Phi \mathcal{R} \Theta \), with \( \mathcal{R} \subseteq \mathcal{P}(X, \mathcal{B}(X)) \times \mathcal{P}(\hat{X}, \mathcal{B}(\hat{X})) \) being a \( \delta \)-lifted relation, if there exists a probability measure \( \mathcal{L} \), referred to as a lifting, with a probability space \( (X \times \hat{X}, \mathcal{B}(X \times \hat{X}), \mathcal{L}) \) such that

\[ \forall \mathcal{X} \in \mathcal{B}(X), \mathcal{L}(\mathcal{X} \times \hat{X}) = \Phi(\mathcal{X}), \]
\[ \forall \hat{\mathcal{X}} \in \mathcal{B}(\hat{X}), \mathcal{L}(X \times \hat{\mathcal{X}}) = \Theta(\hat{\mathcal{X}}), \]
\[ \mathcal{L}(\mathcal{R}) \geq 1 - \delta, \text{ i.e., for the probability space } (X \times \hat{X}, \mathcal{B}(X \times \hat{X}), \mathcal{L}), \text{ one has } x \mathcal{R} \hat{x} \text{ with a probability of at least } 1 - \delta. \]

Next, inspired by [20] Definition 3.2, we define \((\epsilon, \delta)\)-approximate probabilistic relations between two gDTSGs based on the \( \delta \)-lifted relations between their probability measures.

\[ \text{Definition 3.2. (} (\epsilon, \delta)\text{-Approximate Probabilistic Relations) Consider gDTSGs } \mathcal{D} = (X, U, W, X_0, Y, h) \text{ and } \hat{\mathcal{D}} = (X, U, \hat{W}, \hat{X}_0, T, \hat{Y}, \hat{h}) \text{ with the same output set. The gDTSG } \hat{\mathcal{D}} \text{ is } (\epsilon, \delta)\text{-stochastically simulated by } \mathcal{D}, \text{ denoted by } \hat{\mathcal{D}} \leq_{(\epsilon, \delta)} \mathcal{D}, \text{ if there exist relations } \mathcal{R} \subseteq X \times \hat{X}, \mathcal{R}_w \subseteq W \times \hat{W} \text{ and a Borel measurable stochastic kernel } \mathcal{L}_{T}(\cdot | x, \hat{x}, u, w) \text{ on } X \times \hat{X} \text{ such that} \]

\[ \forall (x, \hat{x}) \in \mathcal{R}, \| y - \hat{y} \| \leq \epsilon, \text{ with } y = h(x) \text{ and } \hat{y} = \hat{h}(\hat{x}); \]
\[ \forall (x, \hat{x}) \in \mathcal{R}, \text{ and } \exists \hat{u} \in \hat{U}, \exists u \in U \text{ such that } \forall w \in W, \exists \hat{w} \in \hat{W} \text{ with } (w, \hat{w}) \in \mathcal{R}_w \text{ such that one has } T(\cdot | x, u, w) \mathcal{L}_{\hat{T}}(\cdot | x, \hat{x}, \hat{u}, w, \hat{w}) \text{ with lifting } \mathcal{L}_{T}(\cdot | x, \hat{x}, u, w, \hat{w}); \]
\[ \forall x_0 \in X_0, \exists \hat{x}_0 \in \hat{X}_0 \text{ such that } x_0 \mathcal{R} \hat{x}_0. \]

The second condition of Definition 3.2 implies implicitly that for any \( \hat{u} \in \hat{U} \), there exists an \textit{interface function} \( u = \nu(x, \hat{x}, \hat{u}) \) with \( u \in U \) such that the state probability measures are in the \( \delta \)-lifted relation after one-step transition. This function can be employed for refining \( \hat{u} \) for \( \hat{\mathcal{D}} \) to \( u \) for \( \mathcal{D} \). Note that unlike [20] Definition 3.2, the interface map is not a function of \( w \in W \) and \( \hat{w} \in \hat{W} \) due to the asymmetric information.
normal distributions. Moreover, the nonlinearity $\varphi$, the stochasticity $\varsigma$, and the pattern of the game, as discussed in Remark 2.2. Once we have $\hat{D} \preceq_D D$, we are able to construct a product gDTSG based on $D$ and $\hat{D}$, as defined in the following.

**Definition 3.3.** Consider gDTSGs $D = (X,U,W,X_0,T,Y,h)$ and $\hat{D} = (\hat{X},\hat{U},\hat{W},\hat{X}_0,\hat{T},\hat{Y},\hat{h})$ with $\hat{D} \preceq_D D$, interface function $\nu(x,\hat{x},\hat{u})$, and the corresponding lifted kernel $\mathcal{L}_T$. The product gDTSG of $D$ and $\hat{D}$ is a gDTSG and defined as

$$D||\hat{D} := (X||, U||, W||, X_0||, T||, Y||, h||),$$

where $X|| := X \times \hat{X}$ is the state set; $U|| := \hat{U}$ is the input set of Player I; $W|| := W$ is the input set of Player II; $X_0||$ the initial state set, with $x_0|| := (x_0,\hat{x}_0) \in X_0||$, $x_0 \in X$, $\hat{x}_0 \in \hat{X}_0$, and $(x_0,\hat{x}_0) \in \mathcal{R}$; $T|| := \mathcal{L}_T$ is the stochastic transition kernel; $Y|| := Y$ is the output set; and $h||(x,\hat{x}) := h(x)$ is the output map.

![Figure 2](image-url)  
Coupling gDTSG $D||\hat{D}$ (green region) controlled by $C_\rho$ (yellow region) and $C_\Lambda$ (blue region).

All ingredients of Definitions 3.2 and 3.3 are schematically depicted in Figure 2. Here, $\mathcal{L}_T$ characterizes the transition of states in $D||\hat{D}$ and specifies the relation of stochasticities between $D$ and $\hat{D}$. Moreover, given an input $w$ from $C_\Lambda$, $\hat{w}$ is selected such that $(w,\hat{w}) \in \mathcal{R}_w$ and fed to $\hat{D}$. In practice, we define a function

$$\Pi_w : W \rightarrow \hat{W},$$

that matches each $w \in W$ to a $\hat{w} \in \hat{W}$. With $\Pi_w$, the stochastic kernel $\mathcal{L}_T$ as in Definition 3.2 can be written as $\mathcal{L}_T(dx' \times d\hat{x}' \mid x,\hat{x},\hat{u},w)$. Moreover, according to [52, Corollary 3.1.2], one can decompose $\mathcal{L}_T$ as

$$\mathcal{L}_T(dx'|x,\hat{x},\hat{x}',\nu(x,\hat{x},\hat{u}),w)\hat{T}(d\hat{x}'|\hat{x},\hat{u},\Pi_w(w)),$$

where $\mathcal{L}_T(dx'|x,\hat{x},\hat{x}',\nu(x,\hat{x},\hat{u}),w)$ is a conditional stochastic kernel on $x'$ given $x,\hat{x},\hat{x}',\hat{u},$ and $w$.

### 4. Abstraction Synthesis for a Class of Nonlinear gDTSG

In this section, we focus on a particular class of nonlinear gDTSG, which is used to model many physical applications, such as fixed-joint robot [53], magnetic bearing [54], etc. This class of systems can be modeled as:

$$D: \begin{cases} x(k+1) = Ax(k) + Bu(k) + E\varphi(Fx(k)) + Dw(k) + R_k(k), \\ y(k) = Cx(k), \quad k \in \mathbb{N}, \end{cases}$$

with $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $E \in \mathbb{R}^{1 \times l}$, $F \in \mathbb{R}^{l \times n}$, $D \in \mathbb{R}^{n \times n}$, $R \in \mathbb{R}^{n \times d}$, and $C \in \mathbb{R}^{q \times n}$. We assume that the stochasticity $\varsigma : \mathbb{N} \rightarrow \mathbb{R}^d$ in (4.1) is a sequence of independent random vectors with multivariate standard normal distributions. Moreover, the nonlinearity $\varphi : \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$\bar{b} \leq \frac{\varphi(c) - \varphi(d)}{c - d} \leq \bar{b},$$

(4.2)
for all $c,d \in \mathbb{R}$, $c \neq d$, with some $b, \bar{b} \in \mathbb{R}$ where $b \leq \bar{b}$. In the remainder of this paper, we use the tuple 
\[ \mathcal{D} = (A, B, C, D, E, F, R, \varphi), \] 
(4.3)
to the systems as in \[4.1\]. Next, we first discuss the construction of finite abstractions for this class of systems. Then, we propose how to establish an $(\epsilon, \delta)$-approximate probabilistic relation between original models and their corresponding abstractions.

**Remark 4.1.** Note that although the main focus of this section is on establishing $(\epsilon, \delta)$-approximate probabilistic relations for a particular class of nonlinear gDTSGs as in \[4.1\], the proposed results in Sections \[3\] and \[7\] on synthesizing controllers are independent of the form of dynamics and are applicable to the general setting of gDTSG.

### 4.1. Construction of Finite Abstractions

Consider a gDTSG $\mathcal{D}$ as in \[4.3\]. We first introduce the construction of a reduced-order version of $\mathcal{D}$, denoted by $\hat{\mathcal{D}}_r = (\hat{A}_r, \hat{B}_r, \hat{C}_r, \hat{D}_r, \hat{E}_r, \hat{F}_r, \hat{R}_r, \varphi)$, where the index $r$ signifies the reduced-order version of the original game throughout the paper. Then, we discuss how to build a finite abstraction, denoted by $\hat{\mathcal{D}}$, for $\hat{\mathcal{D}}_r$. Note that the reduced-order gDTSG $\hat{\mathcal{D}}_r$ is a simplified model of $\mathcal{D}$, whose state and input sets are still continuous but with lower dimensions \[55\]. As a result, synthesizing controllers over reduced-order systems is more tractable than the original ones due to having less computational complexity (cf. Remark \[4.3\]).

To construct the reduced-order model $\hat{\mathcal{D}}_r$ for the gDTSG $\mathcal{D}$ as in \[4.3\], we first need to select an abstraction matrix $P \in \mathbb{R}^{s \times \hat{s}}$ that maps the states of the abstraction to the $\mathcal{D}$ as follows
\[ x = P \hat{x}. \] 
(4.4)
Here, $\hat{s}$ denotes the dimension of the state space for $\hat{\mathcal{D}}_r$, $x \in X \subseteq \mathbb{R}^s$ is the state of $\mathcal{D}$, and $\hat{x} \in \hat{X} \subseteq \mathbb{R}^{\hat{s}}$ is the state of $\hat{\mathcal{D}}_r$. With abstraction matrix $P$, we can construct the reduced-order game $\hat{\mathcal{D}}_r$ as long as the following equations hold for some matrices $G$, $Q$, and $S$ with appropriate dimensions:
\[ \hat{C}_r = CP, \] 
(4.5)
\[ \hat{F}_r = FP, \] 
(4.6)
\[ E = PE - BG, \] 
(4.7)
\[ AP = PA - BQ, \] 
(4.8)
\[ D = PD - BS. \] 
(4.9)

Conditions \[4.5\] to \[4.9\] are similar to \[20\] conditions (5.5b) to (5.5f)]. We discuss later (cf. \[4.35\]) how to select $\hat{R}_r$ such that it is easier to establish an approximate probabilistic relation between the original game and its abstraction. Additionally, we do not impose any restriction on the choice of $\hat{B}_r$. For instance, one can choose $\hat{B}_r = I_{\hat{s}}$ so that $\hat{\mathcal{D}}_r$ is fully actuated, and, hence, solving the synthesis problem over it gets easier.

**Remark 4.2.** Note that consider matrices $A$, $E$, $B$, and $P$. There exist matrices $\hat{A}_r$, $\hat{E}_r$, $G$, $Q$, and $S$ satisfying \[4.7\] to \[4.9\] if and only if \[56, Lemma 5.10 and Lemma 5.12\] $\text{im} AP \subseteq \text{im} P + \text{im} B$, $\text{im} D \subseteq \text{im} P + \text{im} B$, and $\text{im} E \subseteq \text{im} P + \text{im} B$.

We proceed with the construction of a finite abstraction $\hat{\mathcal{D}}$ of $\hat{\mathcal{D}}_r$. To this end, we introduce the region of interest, denoted by $\hat{X}_{rs}$, which is a compact subset of $\hat{X}_r$. Note that this is usually the case for physical systems in practice, where variables evolve in a bounded domain. Accordingly, we assume that $\hat{\mathcal{D}}_r$ will not come back to $\hat{X}_{rs}$ once it leaves $\hat{X}_{rs}$. Instead, it will stay in a single absorbing state, denoted by $\phi$. With these notions, we first partition $\hat{X}_r$ with $\hat{X}_r = \bigcup_{i \in \mathbb{N}} X_i$ and correspondingly select representative points $\hat{x}_i \in X_i$ for each cell, where $X_i$ are bounded cells. Then, we use $\hat{X} = \{\Pi'(X_i) \mid X_i \cap (\hat{X}_r \setminus \hat{X}_{rs}) = \emptyset\} \cup \{\phi\}$ as the state set of $\hat{\mathcal{D}}$, with $\Pi'$ being a function that maps $X_i$ to its representative points, and $\phi$ represents the aggregation of representative points in the set
\[ \{\Pi'(X_i) \mid X_i \cap (\hat{X}_r \setminus \hat{X}_{rs}) \neq \emptyset\}. \] 
(4.10)
For the sake of succinctness, we use \( \hat{X} = \{ \hat{x}_i \}_{i=1}^{n_x} \cup \{ \phi \} \) with \( n_x \) being the number of representative points in the set \( \{ \Pi'(X_i) \mid X_i \cap (\hat{X}_r \setminus \hat{X}_m) = \emptyset \} \). Additionally, we define \( \hat{\Pi} \) that maps any \( \hat{x} \in \hat{X} \) to \( \hat{x} = \Pi'(X_i) \) with \( \hat{x}_r \in X_i \), based on which we define the set
\[
\Delta := \{ \hat{\Pi}_x(\hat{x}_r) - \hat{x}_r \mid \hat{x}_r \in \hat{X}_r \}. 
\] (4.11)
Since the partitions of \( \hat{X}_r \) are bounded, \( \Delta \) is also bounded, namely, there exists \( \delta' \in (-\infty, +\infty) \) such that \( \forall \beta \in \Delta, \| \beta \|_\infty \leq \delta' \).

Following the same idea for constructing the finite state set, we construct the finite input set of Player I and Player II by first selecting bounded partitions \( \hat{U}_r = \bigcup_{i=1}^{n_u} U_i \) and \( \hat{W}_r = \bigcup_{i=1}^{n_w} W_i \), and then choosing representative points \( \hat{u}_i \in U_i \) and \( \hat{w}_i \in W_i \). Accordingly, we have \( \hat{U} = \{ \hat{u}_i \}_{i=1}^{n_u} \) being the input set for Player I and \( \hat{W} = \{ \hat{w}_i \}_{i=1}^{n_w} \) being the input set for Player II. Similar to \( \hat{\Pi}_x \) as in (4.11), we also define a function \( \Pi_w : \hat{W} \rightarrow \hat{W} \) that maps any \( \hat{w} \in \hat{W} \) to its representative point \( \hat{w} \in \hat{W} \) of the partition that contains \( \hat{w} \) and define a bounded set
\[
\Delta_w := \{ \Pi_w(\hat{w}_r) - \hat{w}_r \mid \hat{w}_r \in \hat{W}_r \}. 
\] (4.12)
The dynamic of \( \hat{\mathcal{D}} \) is constructed according to the dynamic of \( \mathcal{D} \), and the characteristic of \( \phi, \) i.e., \( \hat{x}_r(k+1) = \hat{f}(\hat{x}_r(k), \hat{u}_r(k), \hat{w}_r(k), \zeta(k)) = A_r \hat{x}_r(k) + E_r \varphi_r(F_r \hat{x}_r(k)) + D_r \hat{w}_r(k) + B_r \hat{u}_r(k) + R_r \zeta(k) \) when \( \hat{x}_r(k) \in \hat{X}_r \) and \( \hat{x}_r(k+1) = \hat{f}(\hat{x}_r(k), \hat{u}_r(k), \hat{w}_r(k), \zeta(k)) = \phi \) when \( \hat{x}_r(k) = \phi \). Concretely, the dynamic of \( \hat{\mathcal{D}} \) is given by
\[
\hat{f}(\hat{x}(k), \hat{u}(k), \hat{w}(k), \zeta(k)) := \Pi_x(\hat{f}(\hat{x}_r(k), \hat{u}_r(k), \hat{w}_r(k), \zeta(k))), 
\] (4.13)
where \( \Pi_x : \hat{X}_r \rightarrow \hat{X} \) is the map that assigns to any \( \hat{x}_r \in \hat{X}_r \) the representative point \( \hat{x} \in \hat{X} \) of the corresponding partition set containing \( \hat{x}_r \), and assigns any \( \hat{x}_r \in \hat{X}_r \) to \( \phi \). The output map is \( \hat{y} = \hat{C} \hat{x} \) when \( \hat{x} \neq \phi \), and \( \hat{y} = \phi_\circ \) when \( \hat{x} = \phi \). Then, we rewrite (4.13) as
\[
\hat{f}(\hat{x}(k), \hat{u}(k), \hat{w}(k), \zeta(k)) = \hat{f}(\hat{x}_r(k), \hat{u}_r(k), \hat{w}_r(k), \zeta(k)) + \beta, \beta \in \Delta. 
\]
Finally, the initial state set of \( \hat{\mathcal{D}} \) is defined as \( \hat{X}_0 := \{ \hat{x}_0 \in \hat{X} \mid \hat{x}_0 = \Pi_x(\hat{x}_{i0}), \hat{x}_{i0} \in \hat{X}_{i0} \} \), where \( \hat{X}_{i0} \) is the initial state set of \( \hat{\mathcal{D}}_r \), and the stochastic kernel \( \hat{T} \) is computed as
\[
\hat{T}(\hat{x}_h | \hat{x}_{h'}, \hat{u}_m, \hat{w}_l) = \begin{cases} 
T(X_h | \hat{x}_{h'}, \hat{u}_m, \hat{w}_l), & \text{if } \hat{x}_{h'} \in \{ \hat{x}_i \}_{i=1}^{n_x}, \\
T(\hat{X}_m | \hat{x}_{h'}, \hat{u}_m, \hat{w}_l), & \text{if } \hat{x}_{h'} \in \{ \hat{x}_i \}_{i=1}^{n_x}, \hat{x}_h = \phi, \\
1, & \text{if } \hat{x}_{h'} = \phi, \hat{x}_h = \phi, \\
0, & \text{if } \hat{x}_{h'} = \phi, \hat{x}_h \in \{ \hat{x}_i \}_{i=1}^{n_x}, 
\end{cases} 
\]
with \( h, h' \in [1, n_x], \hat{x}_h = \Pi'(X_h), \hat{u}_m \in \hat{U}, \) and \( \hat{w}_l \in \hat{W} \).

**Remark 4.3.** If the finite abstraction is directly constructed from original gDTSG, the size of \( \hat{T} \) grows exponentially with the dimension of original state and input sets. As a promising alternative, by constructing a reduced-order version of original gDTSG, the finite abstraction can be built based on gDTSG with a lower dimension, which alleviates the encountered computational complexity (cf. Section 6.1). One can also apply compositional techniques proposed in [29] for constructing finite abstractions of large-scale gDTSGs via abstractions of smaller subsystems, and utilize the techniques proposed in [57], Section 4.2] to further reduce the memory usage required for storing the stochastic kernel of finite abstractions.

### 4.2. Conditions for Establishing Approximate Probabilistic Relations

In this subsection, we show under which conditions \( \hat{\mathcal{D}} \) is \((\epsilon, \delta)-\)stochastically simulated by \( \mathcal{D} \), denoted by \( \hat{\mathcal{D}} \preceq_{\text{\hat{\mathcal{D}}} \text{\hat{\mathcal{D}}}} \mathcal{D} \), with respect to relations \( \mathcal{R} \) and \( \mathcal{R}_w \), defined as
\[
\mathcal{R} = \{ (x, \hat{x}) \mid (x - P \hat{x})^T M (x - P \hat{x}) \leq \epsilon^2 \}, 
\] (4.14)
\[
\mathcal{R}_w = \{ (w, \hat{w}) \mid (w - \hat{w})^T \hat{M} (w - \hat{w}) \leq \epsilon^2 \}, 
\] (4.15)
where \( M \) and \( \hat{M} \) are positive-definite matrices with appropriate dimensions, and \( \epsilon, \hat{\epsilon} \in \mathbb{R}_{>0} \). Prior to proposing the required conditions, we raise the following definition.
Definition 4.4. Consider a gDTSG $\mathcal{D} = (A, B, C, D, E, F, R, \varphi)$ as in (4.3), its reduced-order version $\widehat{\mathcal{D}} = (\widehat{A}, \widehat{B}, \widehat{C}, \widehat{D}, \widehat{E}, \widehat{F}, \widehat{R}, \varphi)$ with the same additive noise, a finite abstraction $\widehat{\mathcal{D}}$ constructed from $\widehat{\mathcal{D}}$, and relations $\mathcal{R}$ and $\mathcal{R}_w$ as in (4.14) and (4.15), respectively. For any $\kappa \in \mathbb{R}_{\geq 0}$, and matrices $K, L \in \mathbb{R}^{m \times n}$, consider the following conditions:

\[
M \succeq C^T C, \quad (4.16)
\]
\[
(A + BK)^T MA + \kappa M, \quad (4.17)
\]
\[
\widehat{A}^T M A \geq \kappa M, \quad (4.18)
\]
\[
\widehat{A}^T M A \geq \kappa M, \quad (4.19)
\]
\[
\sqrt{\kappa} \leq 1 - \tilde{\gamma}/\epsilon \leq 1, \quad (4.20)
\]

in which $\widehat{A} := A + BK + \overline{b}(BL + EF)$ and $\mathcal{A} := A + BK + \overline{b}(BL + EF)$ with $\overline{b}$ and $\overline{b}$ as appeared in (4.2), respectively, and $\tilde{\gamma} := \gamma_0 + \gamma_1 + \gamma_2 + \gamma_3 + \gamma_4$ with

\[
\gamma_0 := \arg \max_{\overline{b}, \|\overline{b}\|_M \leq \epsilon} \|D\overline{b}\|_M, \quad (4.21)
\]
\[
\gamma_1 := \arg \max_{\overline{a} \in \mathcal{U}'} \|((R - \hat{P}\hat{R})\overline{a})\|_M, \quad (4.22)
\]
\[
\gamma_2 := \arg \max_{\overline{c} \in \Delta} \|((R - \hat{P}\hat{R})\overline{c})\|_M, \quad (4.23)
\]
\[
\gamma_3 := \arg \max_{\beta \in \mathcal{A}} \|P\beta\|_M, \quad (4.24)
\]
\[
\gamma_4 := \arg \max_{\delta \in \mathcal{W}} \|BS\delta\|_M. \quad (4.25)
\]

In (4.21)-(4.25), $\chi_{d}^{-1}[0,1] \rightarrow \mathbb{R}$ is the chi-square inverse cumulative distribution function with $d$ degrees of freedom, $[\overline{x}] := \sqrt{x^T M x}$, $\Delta$ is as in (4.11), and $\mathcal{U}' \subseteq \mathcal{U}$ is the input set for $\widehat{\mathcal{D}}$.

With Definition 4.4 we are ready to introduce the required conditions under which one has $\widehat{\mathcal{D}} \preceq_{\delta} \mathcal{D}$ with respect to the relations as in (4.14) and (4.15).

Theorem 4.5. Consider a gDTSG $\mathcal{D}$ and its finite abstraction $\widehat{\mathcal{D}}$ constructed from $\widehat{\mathcal{D}}$. For any $x_0 \in X_0$ and $\hat{x}_0 \in \hat{X}_0$ with $(x_0, \hat{x}_0) \in \mathcal{D}$, $\mathcal{D}$ is $(\epsilon, \delta)$-stochastically simulated by $\mathcal{D}$ (i.e., $\widehat{\mathcal{D}} \preceq_{\delta} \mathcal{D}$) with respect to the relations as in (4.14) and (4.15), if

- (Cd.1) there exist $\kappa \in \mathbb{R}_{\geq 0}$ and $K, L \in \mathbb{R}^{m \times n}$, such that conditions in (4.16)-(4.20) hold;
- (Cd.2) the associated interface function is

\[
\nu(x, \hat{x}, \hat{u}) := (K + b(x, \hat{x})L)(x - P\hat{x}) + Q\hat{x} + \hat{R}\hat{u} + G\varphi(FP\hat{x}), \quad (4.26)
\]

with $P$, $Q$, and $G$ being as in (4.4), (4.5), and (4.7), respectively, $K$ and $L$ being as in (Cd.1) above, $\hat{R}$ being a matrix with an appropriate dimension,

\[
b(x, \hat{x}) = \frac{\varphi(Fx) - \varphi(FP\hat{x})}{F(x - P\hat{x})} \in [\overline{b}, \overline{b}],
\]

if $x \neq P\hat{x}$, with $\overline{b}$ and $\overline{b}$ appeared in (4.2), and $b(x, \hat{x}) = 0$ otherwise;

- (Cd.3) and $\widehat{U}'$ in (4.22) is constructed such that $\forall \hat{u} \in \widehat{U}'$ and $\forall (x, \hat{x}) \in \mathcal{R}$, one has $\nu(x, \hat{x}, u) \in U'$.

The proof of Theorem 4.5 is provided in Appendix A.

Remark 4.6. Given an initial state $x_0$ of $\mathcal{D}$, if there exists $\hat{x}_0 \in \hat{X}$ such that $(x_0, \hat{x}_0) \in \mathcal{R}$, one can choose $\hat{x}_0 = \Pi_x((P^T M)^{-1} P^T M x_0)$, which minimizes $\|x_0 - P\hat{x}_0\|_M$. Moreover, we do not have any restriction on $\hat{R}$ in (4.26) in general. However, we recommend using $\hat{R} = (B^T B)^{-1} B^T P\overline{b}$, to obtain a smaller $\gamma_1$ as in (4.22). Then, it gets easier to find $\tilde{\gamma}$ and $\epsilon$ such that an approximate probabilistic relation exists (cf. (4.34)).
Next, we propose another result to show that under which conditions, conditions \(4.16\)-\(4.20\) hold.

**Corollary 4.7.** Consider a gDTSG \(\mathcal{D} = (A, B, C, D, E, F, R, \phi)\). There exist \(M, K, L, \epsilon\), and \(\gamma\) such that \(4.16\)-\(4.20\) hold if and only if for all \(b' \in \{\bar{b}, \bar{b}, 0\}\), the pair \((A + b'E', B)\) is stabilizable, where \(\bar{b}\) and \(\bar{b}\) appeared in \(4.2\).

The proof of Corollary 4.7 is given in Appendix \([45]\). So far, we have introduced conditions under which there exists an approximate probabilistic relation between a gDTSG and its finite abstraction. Next, we discuss how to establish such a relation based on those conditions.

### 4.3. Algorithmic Procedure for Establishing Approximate Probabilistic Relation
In this subsection, we propose an algorithmic procedure to search for \(M, K, L, \epsilon\), and \(\gamma\) given the following items s.t. \((\text{Cd.1})\)-\(\text{Cd.3}\) in Theorem 4.5 hold:

(i) \(\delta\) in the approximate probabilistic relation;
(ii) a tolerable range for \(\epsilon\), denoted by \([\epsilon_{\text{min}}, \epsilon_{\text{max}}]\);
(iii) the finite abstraction constructed as in Section 4.1;
(iv) the set \(\bar{U}'\) as in Definition 4.4 for synthesizing the controller over the finite abstraction.

Here, we first discuss how to accommodate \(\bar{U}'\) when searching for \(M, K, L, \epsilon\), and \(\gamma\) so that \((\text{Cd.3})\) holds. Then, we investigate how to jointly compute \(M, K, L\), and \(\epsilon\) given candidates \(\epsilon \in [\epsilon_{\text{min}}, \epsilon_{\text{max}}]\) and \(\kappa \in [0, 1]\), with \(\kappa\) appeared in Definition 4.4. Finally, we formally propose the algorithmic procedure for establishing the approximate probabilistic relations.

**Accommodating \(\bar{U}'\).** Here, we assume that all \(\hat{u} \in \bar{U}\) are within a polytope defined by a matrix inequality

\[
A_u \hat{u} \leq b_u,
\]

where \(A_u \in \mathbb{R}^{r \times m}\) and \(b_u \in \mathbb{R}^{r \times 1}\). Note that the input set of the form of \(4.27\) is appropriate for many physical systems. Next, we substitute the interface function as in \(4.26\) into \(4.27\), and rewrite \(4.27\) as

\[
A_u \hat{u} \leq \tilde{b}_u(\hat{x}, \hat{u}),
\]

with \(\tilde{b}_u(\hat{x}, \hat{u}) = b_u - A_u(Q\hat{x} + \tilde{R}_u + G\phi(FP\hat{x}))\) and \(\tilde{u} = (K + bL)\hat{x}\), where \(\hat{x} = x - P\hat{x}\). One can readily see that every pair \((\hat{x}, \hat{u})\) corresponds to a polytope for \(\tilde{u}\) specified by \(A_u\) and \(\tilde{b}_u(\hat{x}, \hat{u})\), with \(\hat{x} \in \hat{X}\) and \(\hat{u} \in \hat{U}'\).

Here, we denote by \(A\) the set of all possible polytopes of the form of \(4.28\) given \(\hat{X}\) and \(\hat{U}'\), and by

\[
\tilde{A}\tilde{u} \leq \tilde{b},
\]

in which \(\tilde{A} \in \mathbb{R}^{r \times m}\) and \(\tilde{b} \in \mathbb{R}^{r \times 1}\), a polytope \(\tilde{A} := \cap_{r=1}^a \tilde{A}_r\), with \(a\) the number of polytopes within \(A\). This polytope can be computed by multi-parametric toolbox \([58]\). We now rewrite the polytope in \(4.29\) as:

\[
\alpha_i \tilde{u} \leq 1, \; i \in \{1, \ldots, r\},
\]

with \(\alpha_i = \frac{1}{\tilde{A}_i}\), \(\tilde{A}_i\) are the \(i\)-th row of \(\tilde{A}\) and \(\tilde{b}_i\), respectively. Now, we are ready to introduce Theorem 4.8, which accommodates \(4.30\) in the search for \(M, K, L, \epsilon\).

**Theorem 4.8.** Consider a series of constraints as in \(4.30\) for \(\tilde{u} := (K + bL)\hat{x}\), with \(\hat{x} \in \mathbb{R}^s\). For all \(\tilde{x} \in E_x^\epsilon \) with \(E_x^\epsilon := \{\tilde{x} \mid \tilde{x}^T M\tilde{x} \leq \epsilon^2\}\), \(M \in \mathbb{R}^{s \times s}\), and \(\epsilon \in \mathbb{R}_{>0}\), constraints as in \(4.30\) are satisfied for all \(b \in \{\bar{b}, \bar{b}\} \cup \{0\}\) if and only if

\[
\alpha_i K\tilde{M}K^T\alpha_i^T \leq 1/\epsilon^2,
\]

\[
\alpha_i (K + bL)\tilde{M} (K + bL)^T \alpha_i^T \leq 1/\epsilon^2,
\]

\[
\alpha_i (K + \bar{b}L)\tilde{M} (K + \bar{b}L)^T \alpha_i^T \leq 1/\epsilon^2,
\]

with \(\bar{b}\) and \(\bar{b}\) appeared in \(4.2\) and \(\tilde{M} = M^{-1}\), and \(i \in \{1, \ldots, r\}\).
The proof of Theorem 4.8 is provided in Appendix A. Next, we proceed with studying how to apply Theorem 4.8 when searching for $M, K$, and $L$.

Jointly Computing $M, K,$ and $L$. Consider (4.16)-(4.19) and (4.31)-(4.33). When $\epsilon$ and $\kappa$ are fixed, $M, K,$ and $L$ can be computed (if existing) by solving a semidefinite (SDP) programming problem [59]. Accordingly, one can first uniformly select samples from $[\epsilon_{\text{min}}, \epsilon_{\text{max}}]$ and $[0, 1]$ as candidates for $\epsilon$ and $\kappa$, respectively, and then try to compute $M, K,$ and $L$ for each $(\epsilon, \kappa)$ sample pair. The next corollary shows how to compute $M, K,$ and $L$ jointly, given $\delta$ and a sample pair $(\epsilon, \kappa)$.

**Corollary 4.9.** Consider a gDTSG $\mathfrak{D} = (A, B, C, D, E, F, R, \varphi)$, input constraints as in (4.30), $\delta$ as in the approximate probabilistic relation, candidates $\epsilon \in [\epsilon_{\text{min}}, \epsilon_{\text{max}}]$, and $\kappa \in [0, 1]$. Matrix $M$ as in (4.14) as well as $K$ and $L$ as in (4.26) can be computed jointly by solving the convex optimization problem:

$$\min \limits_{\bar{M}} - \log(\det(\bar{M}))$$

$$s.t. \quad \bar{M} \succ 0;$$

$$\begin{bmatrix} M & MC^T \\ CM & I_q \end{bmatrix} \succeq 0;$$

$$\begin{bmatrix} \bar{M} & \bar{K} \\ \bar{K}^T & \kappa \bar{M} \end{bmatrix} \succeq 0, \quad \alpha, b \in \{\bar{b}, \bar{\tilde{b}}, 0\};$$

$$\begin{bmatrix} \alpha_i (K + bL) \alpha_i^T M \end{bmatrix} \succeq 0,$$

with $i \in \{1, \ldots, r\}$ and $b \in \{\bar{b}, \bar{\tilde{b}}, 0\}$;

where $\bar{A}_b = (A + bEF)\bar{M} + B(\bar{K} + b\bar{L})$ and $\det(\bar{M})$ is the determinate of $\bar{M}$, with $\bar{M}, \bar{K},$ and $\bar{L}$ being matrices with appropriate dimensions. If there is a solution for this optimization problem, one can compute $M, K,$ and $L$ as $M = M^{-1}, K = \bar{K}M,$ and $L = \bar{L}M$, respectively, and we have $\mathfrak{D} \preceq^\delta_\epsilon \mathfrak{D}$, if

$$\hat{\gamma} \leq \epsilon (1 - \sqrt{\kappa}),$$

(4.34)

with $\hat{\gamma}$ being computed as in Definition 4.4.

Corollary 4.9 is a direct result of Theorems 4.5 and 4.8 with Schur complement [60]. Additionally, one can design $R_r$ as

$$\hat{R}_r = (P^T M P)^{-1} P^T M R_r,$$

(4.35)

to minimize $\gamma_2$ for the selected $\delta$. Finally, we summarize in Algorithm 1 our solution to systematically establish an approximate probabilistic relation.

**Remark 4.10.** The number of constraints in the optimization problem in Corollary 4.9 grows linearly with the dimension of the system and $r$ as in (4.30). In practice, this problem can be solved efficiently with existing SDP solvers such as SDPT3 [59].

**Running example (continued).** For constructing the finite abstraction, we select $P = [0.6199; 0.4443; 0.6219]$, and construct the reduced-order game with $\bar{A}_r = 0.55, \bar{B}_r = 1, \bar{D}_r = 1, \bar{E}_r = 0.32, \bar{F}_r = 0.7957,$ and $\bar{C}_r = 0.1686$. We therefore have $G = [-0.0334; -0.0311; -0.0342], Q = [-0.1617; -0.1269; 0.1877]$, and $S = [0.0021; 0.0038; -0.0014]$ as in (4.7) to (4.9). The finite abstraction for the reduced-order game is constructed as in Table 2 with $[-1.5, 1.5]$ and $[-0.5, 0.5]$ being selected as the the input set of Player I and II respectively. Based on the discretization of the Player II’s input set, we select $\hat{M} = 1$ and $\bar{\epsilon} = 0.05$. As for establishing the $(\epsilon, \delta)$-approximate probabilistic relation, we set $\hat{U}' = \bar{U}, \delta = 0.001,$ and the set for $\epsilon$ as $[0.05, 1]$. Then, by applying Algorithm 1 the finite abstraction is $(\epsilon, \delta)$-stochastically simulated by the original model with $\epsilon = 0.1509$,

$$M = \begin{bmatrix} 0.0132 & 0.0092 & 0.0146 \\ 0.0082 & 0.0110 & 0.0074 \\ 0.0146 & 0.0074 & 0.0188 \end{bmatrix},$$
\[ \hat{R}_r = 0.8256, \text{ and the interface function as in (4.26) with} \]
\[ K = \begin{bmatrix} -0.1163 & -0.0355 & -0.0999 \\ -0.0367 & -0.0499 & -0.0514 \\ 0.0222 & -0.0215 & 0.0125 \end{bmatrix}, \quad L = \begin{bmatrix} -0.0450 & -0.0824 & -0.0202 \\ -0.0682 & -0.0761 & -0.0573 \\ 0.0524 & 0.0666 & 0.0378 \end{bmatrix}, \]
and \[ \hat{R} = [0.0422; 0.0213; 0.0562]. \]

Algorithm 1 Establishing an approximate probabilistic relation between a stochastic game and its abstraction

1: Select matrix \( P \) as in Remark 4.2, compute \( \hat{C}_r, \hat{F}_r, \hat{E}_r, \hat{A}_r, \) and \( \hat{D}_r \) following (4.5)-(4.9), and choose \( \hat{B}_r \) freely;
2: Discretize the state set as well as the input sets of Player I and Player II, and then select \( \hat{M} \) and \( \hat{\epsilon} \) in (4.15) according to the discretization of \( \hat{W}_r \);
3: Select \( \hat{U} \subseteq \hat{U} \) for synthesizing controllers over the finite abstraction, compute \( \hat{R} \) in (4.26) according to Remark 4.6 and compute constraints in (4.30);
4: Select \( \delta \) and appropriate interval \([\epsilon_{min}, \epsilon_{max}]\). Then, uniformly select samples of \( \epsilon \) within \([\epsilon_{min}, \epsilon_{max}]\) and \( \kappa \) within \([0,1]\). For each \((\epsilon, \kappa)\),
   (i) Compute \( M, K, \) and \( L \) as in Corollary 4.9;
   (ii) If there are solutions in Step 4(i), compute \( \hat{R}_r \) as in (4.35), then compute \( \hat{\gamma} \) as in Definition 4.4 and check (4.34) accordingly;
   (iii) If (4.34) in Step 4(ii) holds, solutions for \( M, K, L, \) and \( \epsilon \) are founded for establishing the relation.

5. CONTROLLER SYNTHESIS PROBLEM

In this section, we discuss the synthesis of controller \( \hat{C}_\rho \) for a gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) for Problems 2.11 and 2.12, given a finite abstraction \( \hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \) of \( \mathcal{D} \) with \( \hat{\mathcal{D}} \preceq \delta \mathcal{D} \), and a property \((A, H)\), with \( A = (Q, q_0, \Pi, \tau, F) \). The general idea of our methods is depicted in Figure 3 and summarized as follows:

- As shown in Figure 3 (left), we first synthesize a Markov policy \( \rho \) for Player I of the gDTSG \( \hat{\mathcal{D}} \otimes A \), assuming that Player II of the gDTSG selects its actions in a rational fashion against the choice of Player I. The outcomes are the Markov policy \( \rho \) and the robust satisfaction probability \( s \) for Problem 2.11 (resp. worst-case violation probability \( v \) for Problem 2.12);
- We then construct \( \hat{C}_\rho \) based on \( \rho \) (cf. Definition 5.1) as depicted in Figure 3 (right). At runtime, when a state \( x \) of \( \mathcal{D} \) is fed to \( \hat{C}_\rho \):

\[ \]
Definition 5.1. Consider gDTSGs \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) and \( \mathcal{D} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, Y, \hat{h}) \) with \( \mathcal{D} \leq^\delta \mathcal{D} \). Given a Markov policy \( \rho = (\rho_0, \rho_1, \ldots, \rho_{H-1}) \) for Player I of \( \mathcal{D} \otimes \mathcal{A} \), we construct \( \hat{\rho} \) as in Definition 3.2. For all states of \( \mathcal{D} \), \( \hat{\rho} \) selects \( \hat{\nu}(\hat{x}, \hat{u}, \hat{w}) \) according to

\[
\hat{x} = \hat{\rho}(\hat{x}(0), \hat{u}(0), \hat{w}(0)), \quad \hat{x}(k) = \hat{\rho}(\hat{x}(k-1), \hat{u}(k-1), \hat{w}(k-1)),
\]

where \( x(k) \) is the state of \( \mathcal{D} \), \( \hat{x}(0) = x_0 \). For all states of \( \mathcal{D} \), \( \hat{x}(0) = x_0 \) such that \( (x_0, \hat{x}_0) \in \mathcal{A} \), where \( \mathcal{A} \) as in Definition 3.2.

Remark 5.3. Assumption 5.2 presupposes that all states of \( \mathcal{D} \) are coupled into the \( \delta \)-lifted relation, and at every time instant \( k \), \( \mathcal{P}(\{x', \hat{x}'\} \in \mathcal{A} | (x, \hat{x}) \in \mathcal{A}, \forall (w, \hat{w}) \in \mathcal{A}^w) \geq 1 - \delta \) holds for all \( \hat{x} \in \hat{X} \) via the interface function used in controller refinement, with \( (x, \hat{x}) \) and \( (x', \hat{x}') \) being the state pairs at time instants \( k \) and \( k+1 \), respectively. Given the existing results on \( \epsilon, \delta \)-approximate probabilistic relations [11, 20, 43], Assumption 5.2 does not introduce extra subtlety in practice. In fact, although the results in [11, 20, 43] do not explicitly require such an assumption, the existence of an \( \epsilon, \delta \)-approximate probabilistic relation is guaranteed by enforcing Assumption 5.2 (cf. [11, Condition A3], [20, Theorem 5.5] and [43, Theorem 3]).
5.1. Robust Satisfaction Problem. We start with discussing how to synthesize the Markov policy \( \rho \) for the problem of robust satisfaction as in Problem 2.11. Consider a gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) and its finite abstraction \( \hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \), a property \((A, H)\) with \( A = (Q, q_0, \Pi, \tau, F) \), and the product gDTSG \( \hat{\mathcal{D}} \otimes A = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \) as in Definition 2.10. Given a Markov policy \( \rho = (\rho_0, \rho_1, \ldots, \rho_{H-1}) \) for Player I and \( \lambda = (\lambda_0, \lambda_1, \ldots, \lambda_{H-1}) \) for Player II of \( \hat{\mathcal{D}} \otimes A \), we define a cost-to-go function \( \hat{V}_n^{\rho, \lambda} : \hat{X} \times Q \to [0, 1] \) that assigns a real number to states of \( \hat{\mathcal{D}} \otimes A \) at the time instant \( H - n \). We initialize \( \hat{V}_n^{\rho, \lambda}(\hat{x}, q) \) with \( \hat{V}_0^{\rho, \lambda}(\hat{x}, q) = 1 \) when \( q \in F \) and \( \hat{V}_0^{\rho, \lambda}(\hat{x}, q) = 0 \), otherwise, and recursively compute it as

\[
\hat{V}_{n+1}^{\rho, \lambda}(\hat{x}, q) = \mathcal{P}(\hat{V}_n^{\rho, \lambda})(\hat{x}, q), \tag{5.1}
\]

Here, \( \mathcal{P} \) is a Bellman operator defined as

\[
\mathcal{P}(\hat{V}_n^{\rho, \lambda})(\hat{x}, q) := \begin{cases} 
(1 - \delta) \sum_{\hat{x}' \in \hat{X}} \hat{V}_n^{\rho, \lambda}(\hat{x}', q(\hat{x}', q)) \hat{T}(\hat{x}'|\hat{x}, \hat{u}, \hat{w}), & \text{if } q \notin F; \\
1, & \text{if } q \in F,
\end{cases} \tag{5.2}
\]

with \( \hat{u} = \rho_{H-n-1}(\hat{x}, q) \), \( \hat{w} = \lambda_{H-n-1}(\hat{x}, q, \hat{u}) \), and

\[
q(\hat{x}', q) = \arg \min_{q' \in Q_*(\hat{x}')} \hat{V}_n^{\rho, \lambda}(\hat{x}', q'), \tag{5.3}
\]

where

\[
Q_*(\hat{x}') := \{ q' \in Q \mid \exists x \in X, q' = \tau(q, L \circ h(x)), \text{with } h(x) \in \mathcal{N}_c(h(\hat{x}')) \}, \tag{5.4}
\]

and \( \mathcal{N}_c(\hat{y}) := \{ y \in Y \mid \|y - \hat{y}\| \leq \epsilon \} \). Moreover, given a Markov policy \( \rho \) for Player I, the corresponding worst-case adversarial policy \( \lambda_*(\rho) \) for Player II can be computed as

\[
\lambda_*(\rho)_{H-n-1} = \min_{\lambda_{H-n-1} \in \Lambda} (1 - \delta) \sum_{\hat{x} \in \hat{X}} \hat{V}_n^{\rho, \lambda}(\hat{x}, \hat{u}, \hat{w}), \tag{5.5}
\]

for all \( n \in [0, H - 1] \), with \( \hat{u} = \rho_{H-n-1}(\hat{x}, q) \) and \( \hat{w} = \lambda_{H-n-1}(\hat{x}, q, \hat{u}) \). Now, we are ready to propose one of the main results of the problem for robust satisfaction.

**Theorem 5.4.** Consider gDTSGs \( \hat{\mathcal{D}} = (X, U, W, X_0, T, Y, h) \) and \( \hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \) with \( \hat{\mathcal{D}} \preceq \mathcal{D} \), and a property \((A, H)\) with \( A = (Q, q_0, \Pi, \tau, F) \). Given a Markov policy \( \rho \) designed for Player I of \( \hat{\mathcal{D}} \otimes A \) and a control strategy \( \hat{C}_\rho \) for Player I of \( \hat{\mathcal{D}} \) that is constructed based on \( \rho \) as in Definition 5.1, for any control strategy \( C_{\lambda} \) for Player II of \( \hat{\mathcal{D}} \), we have

\[
\mathbb{P}(\hat{C}_\rho, C_{\lambda})_{\times D} \{ \exists k H, y_{wk} = A \} \geq \hat{V}_H^{\rho, \lambda}(\hat{x}_0, \hat{q}_0), \tag{5.6}
\]

where \( \hat{x}_0 \in \hat{X}_0 \) and \( x_0 \in X_0 \), with \((x_0, \hat{x}_0) \in \mathcal{A} \) as in (4.14), \( \hat{V}_H^{\rho, \lambda}(\hat{x}_0, \hat{q}_0) \) is computed as in (5.1), with \( \lambda_*(\rho) \) as in (5.5) and \( \hat{q}_0 = \tau(q_0, L \circ h(x_0)) \).

The proof of Theorem 5.4 is provided in Appendix 5.5. In practice, we are interested in constructing a \( \rho \) that maximizes the robust satisfaction probability, i.e., \( \hat{V}_H^{\rho, \lambda}(\hat{x}_0, \hat{q}_0) \) as in (5.6). We discuss in the following proposition how to synthesize such a policy.

**Proposition 5.5.** Consider gDTSGs \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) and \( \hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \) with \( \hat{\mathcal{D}} \preceq \mathcal{D} \), and a property \((A, H)\) with \( A = (Q, q_0, \Pi, \tau, F) \). Considering that Player II minimizes \( \hat{V}_n^{\rho, \lambda}(\hat{x}, q) \) according to \( \rho \), the Markov policy \( \rho^* = (\rho_0^*, \rho_1^*, \ldots, \rho_{H-1}^*) \) for Player I maximizes \( \hat{V}_n^{\rho, \lambda}(\hat{x}, q) \), with

\[
\rho_{H-n-1}^* \in \arg \max_{\rho_{H-n-1} \in \mathcal{P}} \min_{\lambda_{H-n-1} \in \Lambda} (1 - \delta) \sum_{\hat{x} \in \hat{X}} \hat{V}_n^{\rho, \lambda}(\hat{x}, \hat{u}, \hat{w}), \tag{5.7}
\]

for all \( n \in [0, H - 1] \), where \( \hat{u} = \rho_{H-n-1}(\hat{x}, q) \) and \( \hat{w} = \lambda_{H-n-1}(\hat{x}, q, \hat{u}) \). Here, we denote by

\[
\hat{V}_H^{\rho^*}(\hat{x}, q) := \max_{\rho \in \mathcal{P}} \min_{\lambda \in \Lambda} \hat{V}_n^{\rho, \lambda}(\hat{x}, q), \tag{5.8}
\]

the cost-to-go function associated with \( \rho^* \).
Remark 5.7. There always exists a deterministic \[45, Section 5.1\] and Markovian \[61, Section 4\] policy as in \(D\) \(\hat{\omega}\). Note that Corollary 5.6 holds since Theorem 5.4 is valid for any arbitrary Markov policy.

Consider a property \(\rho\) \(\hat{\omega}\), these states as the setting in \(11\). Accordingly, the operator in \((5.2)\) provides less conservative probabilistic guarantees than in \((5.1)\) \(\hat{\omega}\). Without rational adversarial inputs for stochastic systems.

Finally, it is also worth noting that operators in \((5.2)\) and \((5.10)\) can readily be applied to synthesis problems for stochastic systems without rational adversarial inputs. In this case, thanks to Assumption \(5.2\) we are able to consider all states of finite abstraction \(\hat{\omega}\) in the proposed Bellman operators (instead of only a part of these states as the setting in \(11\)). Accordingly, the operator in \((5.2)\) provides less conservative probabilistic guarantees than the one proposed in \(11\) equation \((41)\), which is formally shown with the following lemma.

Lemma 5.8. Consider a property \((A, H)\) in which \(A = (Q, \rho_0, \Pi, \tau, F)\), \(gDTSGs \hat{\omega} = (X, U, W, X_0, T, Y, h)\) and \(\hat{\omega} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h})\) with \(\hat{\omega} \preceq_\rho \hat{\omega}\) and \(W = \hat{W} = \{0\}\). Given a Markov policy \(\rho\) designed for Player I of \(\hat{\omega} \otimes A\) and a control strategy \(\hat{C}_\rho\) for Player I of \(\hat{\omega}\) that is constructed based on \(\rho\) as in Definition \(5.4\) for any control strategy \(\hat{C}_\rho\) for Player II of \(\hat{\omega}\), we have

\[\mathbb{P}(\hat{C}_\rho, \hat{C}_\lambda) \otimes X \exists k \leq H, y, k = A \geq \hat{V}_H^*(\hat{x}_0, \hat{q}_0),\]

where \(\hat{x}_0 \in \hat{X}_0\) and \(x_0 \in X_0\), with \((x_0, \hat{x}_0) \in \mathcal{R}\) and \(\mathcal{R}\) as in \((4.14)\), \(\hat{V}_H^*(\hat{x}_0, \hat{q}_0)\) is as in \((5.9)\) with \(\hat{q}_0 = \tau(\hat{q}_0, L \circ h(x_0))\).

Note that Corollary 5.6 holds since Theorem 5.4 is valid for any arbitrary Markov policy \(\rho\) for Player I of \(\hat{\omega} \otimes A\). Therefore, the probabilistic guarantee associated with \(\rho\) as in \((5.7)\) can also be preserved for \(\omega\).
The proof of Lemma 5.8 is provided in in Appendix B.2. Similarly, the following corollary shows that the operator in (5.10) also provides less conservative probabilistic guarantees than the one proposed in [11] equation (42)].

**Corollary 5.9.** Given a Markov policy \( \rho^* \) synthesized for Player I of \( \mathcal{D} \otimes \mathcal{A} \) as in (5.7), and a control strategy \( \mathcal{C}_{\rho^*} \) for Player I of \( \mathcal{D} \) that is constructed based on \( \rho^* \) as in Definition 5.1, we have

\[
\mathbb{P}_{(\mathcal{C}_{\rho^*}, \mathcal{C}_\lambda) \times \mathcal{D}} \left\{ \exists k \leq H, y_{-k} = A \right\} \geq V^*_H(\hat{x}_0, \tilde{q}_0) \geq S^*(\hat{x}_0),
\]

(5.14)

where \( \hat{x}_0 = 0 \) and \( x_0 = 0 \), with \( (x_0, \hat{x}_0) \in \mathcal{D} \) and \( \mathcal{D} \) as in (4.14), \( \mathcal{C}_\lambda(m) = 0 \) with \( m \) as the memory state of \( \mathcal{C} \), \( \tilde{V}^*_H(\hat{x}_0, \tilde{q}_0) \) is as in (5.9) with \( \lambda(\hat{x}, \tilde{u}) = 0 \), \( \tilde{q}_0 = \tau(q_0, L \circ h(x_0)) \), and \( S^*(\hat{x}_0) \) is the probabilistic guarantee provided by the operator in [11] equation (42)].

The proof of Corollary 5.9 is similar to that of Lemma 5.8. We illustrate the results in Corollary 5.9 with an example in Section 6.4. Next, we proceed with proposing the results for the problem of worst-case violation.

### 5.2. Worst-case Violation Problem

Here, we discuss the controller synthesis for Problem 2.12 in details. Consider a gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) and its finite abstraction \( \mathcal{D} = (X, \hat{U}, \hat{W}, X_0, \hat{T}, Y, h) \) with \( \mathcal{A} \), a property \( (\mathcal{A}, H) \), and a product gDTSG \( \mathcal{D} \otimes \mathcal{A} = (X, \hat{U}, \hat{W}, X_0, T, Y, h) \). Given a Markov policy \( \rho = (\rho_0, \rho_1, \ldots, \rho_{H-1}) \) for Player I and \( \lambda = (\lambda_0, \lambda_1, \ldots, \lambda_{H-1}) \) for Player II of \( \mathcal{D} \otimes \mathcal{A} \), we define a cost-to-go function \( V_{n+1}^{\rho, \lambda} : X \times Q \rightarrow [0, 1] \) which maps each state of \( \mathcal{D} \otimes \mathcal{A} \) at the time instant \( H - n \) to a real number. Then, \( V_{n+1}^{\rho, \lambda}(\hat{x}, q) \) is recursively computed as

\[
V_{n+1}^{\rho, \lambda}(\hat{x}, q) = \mathbb{T}(V_n^{\rho, \lambda})(\hat{x}, q),
\]

initiated by \( V_0^{\rho, \lambda}(\hat{x}, q) = 1 \) when \( q \in F \), and \( V_0^{\rho, \lambda}(\hat{x}, q) = 0 \), otherwise. Here, \( \mathbb{T} \) is a Bellman operator defined as

\[
\mathbb{T}(V_n^{\rho, \lambda})(\hat{x}, q) := \begin{cases} (1 - \delta) \sum_{\hat{x}' \in X} V_n^{\rho, \lambda}(\hat{x}', \bar{q}(\hat{x}', q)) \hat{T}(\hat{x}'|\hat{x}, \bar{u}, \bar{w}) + \delta, & \text{if } q \notin F; \\ 1, & \text{if } q \in F,
\end{cases}
\]

(5.16)

where \( \bar{u} = \rho_{H-n-1}(\hat{x}, q) \), \( \bar{w} = \lambda_{H-n-1}(\hat{x}, q, \bar{u}) \), and

\[
\bar{q}(\hat{x}', q) = \arg \max_{q' \in Q'_i(\hat{x}')} V_n^{\rho, \lambda}(\hat{x}', q'),
\]

(5.17)

with \( Q'_i(\hat{x}') \) as in [5.4]. Additionally, one can compute the worst-case adversarial policy \( \lambda^*(\rho) \) for Player II with respect to the Markov policy \( \rho \) for Player I as

\[
\lambda_{H-n-1}^*(\rho) = \max_{\lambda_{H-n-1} \in \Lambda} \left( 1 - \delta \right) \sum_{\hat{x}' \in X} V_n^{\rho, \lambda^*(\rho)}(\hat{x}', \bar{q}(\hat{x}', q)) \hat{T}(\hat{x}'|\hat{x}, \bar{u}, \bar{w}) + \delta,
\]

(5.18)

for all \( n \in [0, H - 1] \), with \( \bar{u} = \rho_{H-n-1}(\hat{x}, q) \), and \( \bar{w} = \lambda_{H-n-1}(\hat{x}, q, \bar{u}) \). Now, we propose in the next theorem the main result corresponding to the problem of worst-case violation.

**Theorem 5.10.** Consider gDTSGs \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) and \( \mathcal{D} = (X, \hat{U}, \hat{W}, X_0, \hat{T}, Y, h) \) with \( \mathcal{A} \), and a property \( (\mathcal{A}, H) \) in which \( \mathcal{A} = (Q, \varnothing, \Pi, \tau, F) \). Given a Markov policy \( \rho \) for Player I of \( \mathcal{D} \otimes \mathcal{A} \), and a control strategy \( \mathcal{C}_{\rho} \) for Player I of \( \mathcal{D} \) that is constructed based on \( \rho \) as in Definition 5.1, for any control strategy \( \mathcal{C}_\lambda \) for Player II of \( \mathcal{D} \), we have

\[
\mathbb{P}_{(\mathcal{C}_{\rho}, \mathcal{C}_{\lambda}) \times \mathcal{D}} \left\{ \exists k \leq H, y_{-k} = A \right\} \leq V_H^{\rho, \lambda^*(\rho)}(\hat{x}_0, \tilde{q}_0),
\]

(5.19)

where \( \hat{x}_0 \in \hat{X}_0 \) and \( x_0 \in X_0 \), with \( (x_0, \hat{x}_0) \in \mathcal{D} \) and \( \mathcal{D} \) as in (4.14), \( V_H^{\rho, \lambda^*(\rho)}(\hat{x}_0, \tilde{q}_0) \) is computed as in (5.15), with \( \lambda^*(\rho) \) as in (5.18) and \( \tilde{q}_0 = \tau(q_0, L \circ h(x_0)) \).
The proof of Theorem 5.10 is provided in Appendix B.3. In practice, synthesizing a ρ that minimizes the worst-case violation probability, i.e., $V_{H}^\rho(\rho)(\tilde{x}_0,\tilde{q}_0)$ as in (5.19), is of particular interest. The following proposition shows how such a Markov policy can be synthesized.

**Proposition 5.11.** Consider gDTSGs $\mathfrak{D} = (X, U, W, X_0, T, Y, h)$ and $\tilde{\mathfrak{D}} = (\tilde{X}, \tilde{U}, \tilde{W}, \tilde{X}_0, \tilde{T}, \tilde{Y}, \tilde{h})$ with $\tilde{\mathfrak{D}} \approx^g \mathfrak{D}$, and a property $(A, H)$ in which $A = (Q, q_0, \Pi, \tau, F)$. Consider that Player II is assumed to be able to maximize $V_{n+1}^{\rho,\lambda}(\tilde{x}, q)$ according to $\rho$. The Markov policy $\rho_\ast = (\rho_{0}, \rho_{1}, \ldots, \rho_{H-1})$ for Player I minimizes $V_{n+1}^{\rho,\lambda}(\tilde{x}, q)$, with

$$
\rho_{H-n-1} \in \arg \min_{\rho_{H-n-1} \in P, \lambda_{H-n-1} \in \Lambda} \max_{\tilde{x} \in \tilde{X}} \left( (1 - \delta) \sum_{\tilde{x}' \in \tilde{X}} V_{s,n}(\tilde{x}', \tilde{q}_{s}(\tilde{x}', q)) \tilde{T}(\tilde{x}'|\tilde{x}, \tilde{u}, \tilde{w}) + \delta \right),
$$

(5.20)

for all $n \in [0, H - 1]$, where $\tilde{u} = \lambda_{H-n-1}(\tilde{x}, q)$ and $\tilde{w} = \lambda_{H-n-1}(\tilde{x}, q, \tilde{u})$. Here, we denote by

$$
V_{s,n}(\tilde{x}, q) := \min_{\rho \in P, \lambda \in \Lambda} \max_{\tilde{x} \in \tilde{X}} V_{n+1}^{\rho,\lambda}(\tilde{x}, q),
$$

(5.21)

the cost-to-go function associated with $\rho_\ast$.

Analogous to (5.15), we initialize $V_{s,n}(\tilde{x}, q)$ with $V_{s,0}(\tilde{x}, q) = 1$ when $q \in F$, and $V_{s,0}(\tilde{x}, q) = 0$ when $q \notin F$. Then, $V_{s,n}(\tilde{x}, q)$ can be recursively computed as

$$
V_{s,n+1}(\tilde{x}, q) = \mathfrak{I}_{s}(V_{s,n})(\tilde{x}, q),
$$

(5.22)

where $\mathfrak{I}_{s}$ is a Bellman operator defined as

$$
\mathfrak{I}_{s}(V_{s,n})(\tilde{x}, q) := \begin{cases} 
\min_{\rho_{H-n-1} \in P, \lambda_{H-n-1} \in \Lambda} \max_{\tilde{x}' \in \tilde{X}} \left( (1 - \delta) \sum_{\tilde{x}' \in \tilde{X}} V_{s,n}(\tilde{x}', \tilde{q}_{s}(\tilde{x}', q)) \tilde{T}(\tilde{x}'|\tilde{x}, \tilde{u}, \tilde{w}) + \delta \right), & \text{if } q \notin F; \\
1, & \text{if } q \in F,
\end{cases}
$$

(5.23)

with $\tilde{u} = \lambda_{H-n-1}(\tilde{x}, q)$, $\tilde{w} = \lambda_{H-n-1}(\tilde{x}, q, \tilde{u})$,

$$
\tilde{q}_{s}(\tilde{x}', q) = \arg \max_{q' \in Q} V_{s,n}(\tilde{x}', q'),
$$

(5.24)

and $Q_{s}'(\tilde{x}')$ as in (5.4). Note that Theorem 5.10 holds for any arbitrary Markov policy $\rho$ for Player I of $\tilde{\mathfrak{D}} \otimes A$. Thus, the probabilistic guarantee associated with $\rho_\ast$ as in (5.20) can also be preserved for $\mathfrak{D}$. This preservation is formally proposed in the following corollary.

**Corollary 5.12.** Consider gDTSGs $\mathfrak{D} = (X, U, W, X_0, T, Y, h)$ and $\tilde{\mathfrak{D}} = (\tilde{X}, \tilde{U}, \tilde{W}, \tilde{X}_0, \tilde{T}, \tilde{Y}, \tilde{h})$ with $\tilde{\mathfrak{D}} \approx^g \mathfrak{D}$, and a property $(A, H)$ in which $A = (Q, q_0, \Pi, \tau, F)$. Given a Markov policy $\rho_\ast$ synthesized for Player I of $\tilde{\mathfrak{D}} \otimes A$ as in (5.20), and a control strategy $C_{\rho_\ast}$ for Player I of $\mathfrak{D}$ that is constructed based on $\rho_\ast$ as in Definition 5.1 for any control strategy $C_{\lambda}$ for Player II of $\mathfrak{D}$, one has

$$
P_{(C_{\rho_\ast}, C_{\lambda}) \times \mathfrak{D}}(\exists k \leq H, y_{wk} \models A) \leq V_{s,H}(\tilde{x}_0, \tilde{q}_0),
$$

(5.25)

where $\tilde{x}_0 \in \tilde{X}_0$ and $x_0 \in X_0$, with $(x_0, \tilde{x}_0) \in \mathcal{R}$ and $\mathcal{R}$ as in (4.14). $V_{s,H}(\tilde{x}_0, \tilde{q}_0)$ is as in (5.22) and $\tilde{q}_0 = \tau(q_0, L \circ h(x_0))$.

Finally, we summarize the controller synthesis procedure as follows:

- For the problem of robust satisfaction, we first synthesize a Markov policy $\rho_\ast$ as in (5.7). Then, we construct the controller $C_{\rho_\ast}$ as in Definition 5.1 based on $\rho_\ast$.
- As for the problem of worst-case violation, we construct a control strategy $C_{\rho_\ast}$ as in Definition 5.1 based on a Markov policy $\rho_\ast$ synthesized as in (5.20).

**Remark 5.13.** Note that given the product gDTSG $\tilde{\mathfrak{D}} \otimes A = \{ \tilde{X}, \tilde{U}, \tilde{W}, \tilde{X}_0, \tilde{T}, \tilde{Y}, \tilde{h} \}$, both $\rho_\ast$ as in (5.7) and $\rho_\ast$ as in (5.20) are (offline) look-up tables, whose sizes grow linearly with the time horizon $H$ and the cardinality of $X$. Moreover, the number of operations required for computing (5.7) and (5.20) is proportional.
to $H$ and the cardinality of $\bar{X}$, $\bar{U}$, and $\bar{W}$. It is also worth noting that, for all $n \in [0, H - 1]$, the computations of $\rho_n(\hat{x}, q)$ and $\rho_n^*(\hat{x}, q)$ for all $(\hat{x}, q) \in \bar{X}$ are independent from each other and can be done in a parallel fashion.

6. Case Studies

In this section, we apply our proposed approaches to two case studies, including the running example and a control problem for a Quadrotor helicopter. We simulate each case study with $1.0 \times 10^5$ different realizations of noise, in which inputs of Player II are randomly selected from their input sets following a uniform distribution. Here, we do not consider that Player II selects adversarial inputs rationally since it is challenging to obtain closed-form solutions for such case. Meanwhile, the probabilistic guarantees provided by our results are still valid regardless of how Player II chooses inputs (cf. Remark 2.2). To show the applicability of our results, in all case studies, we summarize the required memory for storing stochastic kernels and synthesized controllers, and report the average execution time of these controllers. All experiments are performed via MATLAB 2019b, on a machine with Ubuntu 20.04 (Intel(R) Xeon(R) Gold 6254 CPU (3.1 GHz) and 378 GB of RAM).

6.1. Running Example (continued). Here, we synthesize the controller following (5.20)-(5.24). The simulation setting and results are summarized in Table 1 and depicted in Figure 4. One can readily observe that the probabilistic guarantee of satisfaction is respected. Additionally, we also show how the reduced-order game improves the scalability issue (cf. Remark 4.3) via the running example. To do so, we first build the finite abstraction of the original game without performing any model order reduction by considering $[-12,12]^3$ as the region of interest. We uniformly partition this region with grids whose sizes are $(0.24,0.24,0.24)$ for a fair comparison with the reduced-order model setting (cf. Table 2). For the same reason, we uniformly divide $\bar{U}$ and $\bar{W}$ with grids whose sizes are $(0.06,0.06)$ and 0.1, respectively. Under this setting, when a reduced-order game is built, we only need around 19 MB to store the stochastic kernel. On the other hand, without constructing a reduced-order game, the finite abstraction contains $10^6$ states, $1.25 \times 10^5$ inputs for Player I, and 10 inputs for Player II. As a result, one needs $4.65 \times 10^9$ GB to store the stochastic kernel, which is not practical.

![Figure 4. Simulation of the running example with respect to $\psi$.](image)

6.2. Controller Synthesis for a Quadrotor. Here, we apply our proposed results to a quadrotor tracking a moving vehicle on the ground. Consider a quadrotor moving on a 2-dimensional planar. As discussed in [26], the control of a quadrotor can be decoupled into the control on different dimensions. Hence, we borrow the model from [26] which models the relative motion between the quadrotor and the ground vehicle:

$$
\mathcal{D}: \left\{ \begin{array}{l}
x(k+1) = Ax(k) + Bu(k) + Dw(k) + R\varsigma(k), \\
y(k) = Cx(k), \\
k \in \mathbb{N},
\end{array} \right.
$$

1In this section, we allocate 4 bytes for each entry of matrices to be stored as a single-precision floating-point.
where $A = \begin{bmatrix} 0 & \Delta t \\ 0 & 0 \end{bmatrix}$, $R = \begin{bmatrix} 0.4 \Delta t & 0 \\ 0 & 0.4 \Delta t \end{bmatrix}$, $B = \begin{bmatrix} \Delta t^2/2; \Delta t y \\ \Delta t^2/2 \end{bmatrix}$, $D = \begin{bmatrix} \Delta t^2/2 \end{bmatrix}$, and $C = [1; 0]^T$, with $\Delta t = 0.05s$ being the sampling time and $g = 9.8 m/s^2$ being the gravitational constant. Here, $x(k) = [x_1(k); x_2(k)]$ with $x_1(k)$ and $x_2(k)$ being the relative position and velocity between the quadrotor and the vehicle, respectively; $u(k) \in [-0.25, 0.25](m/s^2)$ denotes the acceleration of the quadrotor as the control input; $w(k) \in [-0.6, 0.6](m/s^2)$ denotes the acceleration that can be (rationally) chosen by the vehicle; $\zeta(k)$ is a standard Gaussian random variable; and $y$ is the output of the system. Here, we are interested in the following properties:

(i) $\psi_1$: $y$ should stay in $[-0.7, 0.7]$ for 1 minute ($i.e.,$ time horizon $H = 1200$). The DFA for modeling $\psi_1$ is shown in Figure 5 (left), and we focus on the problem of worst-case violation concerning this DFA.

(ii) $\psi_2$: starting from $[-1.0, 1.0]$, $y$ should reach $[-0.5, 0.5]$ within 5 seconds ($i.e.,$ time horizon $H = 100$). Here, we construct a DFA for characterizing $\psi_2$ as in Figure 5 (right). Accordingly, we are interested in the problem of robust satisfaction regarding this DFA.

(iii) $\psi_3$: within 2 seconds ($i.e.,$ time horizon $H = 40$), (1) $y$ should reach $[-0.45, 0.45]$ and then stay within $[-0.45, 0.45]$ for 3 time instants after it reaches $[-0.45, 0.45]$; (2) if it reaches $[-0.1, 0.1]$, it only needs to stay within $[-0.45, 0.45]$ for 1 time instant after it reaches $[-0.1, 0.1]$; (3) $y$ is not allowed to leave $[-0.8, 0.8]$. The DFA for modeling $\psi_3$ is depicted in Figure 6 and we focus on the problem of robust satisfaction accordingly.

First, we construct the finite abstraction of the model. Since we do not apply any model order reduction to this model, we select $P = I_2$. Therefore, we have $\hat{A} = A$, $\hat{D}_r = D$, $\hat{R}_t = R$, $\hat{C}_r = C$ and $Q = S = 0_{2 \times 1}$. The finite abstraction is constructed as in Table 2. Accordingly, we select $\hat{M} = 1$ and $\hat{\varepsilon} = 0.05$. As for establishing the relation between the constructed abstraction and the original game, we set $\hat{U}' = \{ \hat{u} \in \hat{U} \mid -0.12 \leq \hat{u} \leq 0.12 \}$,
Table 1. Simulation results with respect to properties $\psi, \psi_1, \psi_2, \psi_3$, with $P_f$ denoting the formal probabilistic guarantees, and $P_e$ being the empirical satisfaction probability.

| $\psi$ | $x_0$          | $P_f$     | $P_e$     | Execution time (ms) |
|-------|----------------|-----------|-----------|---------------------|
| $\psi$ | [3.8; 4.1; 2.9] | $\geq$ 99.90% | 100%     | 0.0755             |
| $\psi_1$ | [0.2; 0.2]     | $\geq$ 99.26% | 100%     | 0.0684             |
| $\psi_2$ | [0.6; 0.1]     | $\geq$ 94.77% | 100%     | 0.0683             |
| $\psi_3$ | [−0.48; 0.45]  | $\geq$ 98.75% | 100%     | 0.0766             |

Table 2. Construction of finite abstractions against properties $\psi, \psi_1, \psi_2, \psi_3$, where $X_{rs}$ and $X$ denote the region of interest (see Section 4.1 for its definition) and its corresponding finite state set, respectively; $T$ denotes the stochastic kernel of the finite abstraction; $\rho^*$ (or $\rho_*$) denotes the look-up tables for constructing the desired controllers (cf. Remark 5.13); $U$ (resp. $W$) denotes the input set of Player I (resp. Player II) to be partitioned, and $U$ (resp. $W$) denotes its corresponding finite sets.

| $X_{rs}$          | Grids’ size | Number of Elements | Time horizon | Required Memory (GB) |
|-------------------|-------------|--------------------|--------------|----------------------|
| $\psi$            | −12, 12     |                    |              |                      |
| $\psi_1$          | −0.7, 0.7 × −0.5, 0.5 | (0.02, 0.02) | 0.02 | 0.1 | 101 | 50 | 10 | 4 | 20 | 1.9 × 10$^{-2}$ | 3.61 × 10$^{-3}$ |
| $\psi_2$          | −1.1 × −0.75, 0.75 |                |              |                      |
| $\psi_3$          | −0.8, 0.8 × −0.55, 0.55 | |              |                      |

$\delta = 0$, and the tolerable range of $\epsilon$ as [0.05, 0.4]. By applying Algorithm 1, the finite abstraction is $(\epsilon, \delta)$-stochastically simulated by the original model with $\delta = 0$, $M = \left[ \begin{array}{cc} 1.6999 & 0.5394 \\ 0.5394 & 0.3920 \end{array} \right]$, and $\epsilon = 0.2911$, when the interface function in (5.26) is applied with $R = 1$ and $K = [−0.4294; −0.2773]$. Now we are ready to synthesize a controller enforcing $\psi_1$ following (5.20)-(5.24), and controllers enforcing $\psi_2$ and $\psi_3$ following (5.7)-(5.11). The setting and results of the simulation for $\psi_1$, $\psi_2$, and $\psi_3$ are summarized in Table 1 and depicted in Figure 7. In all case studies, the probabilistic guarantees of satisfaction are well respected.

6.3. Comparison with Results in [26, 27]. By virtue of the grid-based approximation framework introduced in [28], results in [26, 27] can be applied to the synthesis problem for (nonlinear) stochastic games with continuous state and input sets. In this subsection, we compare our approaches with these results in the sense of the conservativeness of probabilistic guarantees associated with the synthesized controllers. Note that providing less conservative probabilistic guarantees are crucial in correct-by-construction synthesis techniques. The ultimate goal for employing these techniques is to obtain formal (probabilistic) guarantees for satisfying the desired properties, instead of performing exhaustive testing, which is heuristic, costly, and time-consuming.

Under the grid-based approximation framework in [28], the probabilistic guarantee for a desired property is provided in terms of a probabilistic closeness, denoted by $e$, between the finite abstraction and the original
where \( p \) and \( \hat{p} \) denote the probabilities of satisfaction over the finite abstraction and the original system, respectively. Moreover, \( \psi \) shows that \( \mathbf{e} \) is proportional to the size of discretization parameters, denoted by \( \eta_i, i = \{1, \ldots, s\} \), with \( s \) being the dimension of the state set. Roughly speaking, the quantity \( \eta_i \) is the maximum diameter of partition cells along with the \( i^{th} \) dimension of the state set. We refer the interested reader to \( \text{[13, Theorem 9]} \) for the formal definition. Here, by employing the results in \( \text{[13, Section 5]} \), we have \( \mathbf{e} = 3.586 \times 10^4, \mathbf{e} = 4.356 \times 10^3 \), and \( \mathbf{e} = 1.345 \times 10^2 \) for \( \psi_1, \psi_2 \), and \( \psi_3 \) respectively, when grid-size parameters are \((\eta_1, \eta_2) = (0.02, 0.02)\) (as the discretization setting in Table \( \text{[2]} \)).

In all cases, \( \mathbf{e} \) is significantly larger than 1. Notably, the results in \( \text{[13, Section 5]} \) only consider the effect of state set’s discretization on \( \mathbf{e} \). According to results in \( \text{[5, 6]} \), the discretization of input sets would make \( \mathbf{e} \) even larger. Since probability should be a real number between 0 and 1, the probabilistic guarantees for the original system are very conservative in all cases. To show this, we first synthesize controllers with the results in \( \text{[26, 27]} \). On the other hand, our results provide formal probabilistic guarantees which are much larger. Notably, the results in \( \text{[13, Section 5]} \) only consider the effect of different noise realizations. In both cases, as depicted in Figure \( \text{[7]} \), trajectories under different noise realizations satisfy the desired properties with probability 1 in the experiments. Hence, the formal probabilistic guarantees associated with both controllers are very conservative considering the empirical results. In comparison, as shown in Table \( \text{[1]} \) our controllers empirically perform as good as those controllers synthesized with the results in \( \text{[26, 27]} \). On the other hand, our results provide formal probabilistic guarantees which are much less conservative. Note that one may select smaller \( \eta_i \) such that \( \mathbf{e} \) becomes smaller. Here, we summarize in Table \( \text{[3]} \) the required \((\eta_1, \eta_2)\) and the corresponding memory for storing the stochastic kernels of finite abstractions such that we have reasonable \( \mathbf{e} \). In terms of required memory, it is computationally expensive to provide a reasonable guarantee under the grid-based approximation framework proposed in \( \text{[28]} \).

Table 3. Required \((\eta_1, \eta_2)\) and corresponding required memory for different properties when applying the results of \( \text{[26, 27]} \).

| Properties | Required \((\eta_1, \eta_2)\) \((\times 10^{-6})\) | Required memory (GB) |
|------------|-----------------------------------------------|----------------------|
| \( \psi_1 \) | \( (0.492, 0.644) \) | 2.184 \times 10^{10} |
| \( \psi_2 \) | \( (4.132, 5.166) \) | 2.207 \times 10^{10} |
| \( \psi_3 \) | \( (12.915, 17.512) \) | 6.768 \times 10^{12} |

6.4. Comparison with Operators in \( \text{[11]} \). Here, we show Corollary \( \text{[5, 9]} \) with an example. To this end, we focus on the following system:

\[
D: \begin{cases}
x(k + 1) = Ax(k) + Bu(k) + Rc(k), \\
y(k) = Cx(k), \\
k \in \mathbb{N},
\end{cases}
\]

where

\[
A = \begin{bmatrix}
0.91 & 0.47 & 0.76 \\
0.69 & 0.28 & 0.53
\end{bmatrix}, \quad B = \begin{bmatrix}
9.5 & 0.6 & 4.1 \\
5.7 & 5.4 & 5.8
\end{bmatrix}, \quad R = [0.63; 0.28; 0.48], \quad \text{and} \quad C = [0.1; 0.1; 0.1]^T.
\]

Here, we have \( x(t) = [x_1(k); x_2(k); x_3(k)] \) and \( u(k) \in [-3, 3]^3 \). We focus on a co-safe linear temporal logic property \( \psi' \) that can be handled by the operators proposed

\[\text{[12]}\] although results in \( \text{[26, 27]} \) only solve the reachability problem over continuous sets, enforcing DFA properties can be cast as a reachability problem over state set of the product system between the DFA and the original system. Therefore, results in \( \text{[13, Section 5]} \) readily be used to compute \( \mathbf{e} \) for \( \psi_2 \).

We are not able to synthesize controllers enforcing \( \psi_3 \) using the results in \( \text{[26, 27]} \), since they do not provide any operator that handle general DFA properties like \( \psi_3 \).
in [11]: starting from $[-2, 2]$, the output of the system should reach $[-0.3, 0.3]$ while avoiding $(-\infty, -2) \cup (2, +\infty)$ within 90 time steps (i.e., $H = 90$). Accordingly, we synthesize the controller by solving the problem of robust satisfaction corresponding to the DFA in Figure 8.

For constructing the finite abstraction, we select $P = [0.5; 0.4; 0.5]$ and accordingly construct a reduced-order model with $\hat{A} = 0.62$, $\hat{B} = 1$, $\hat{C} = 0.14$, $\hat{R} = 0.9939$, and $Q = [-0.1179; -0.0694; 0.1094]$ as proposed in (15.15)-(15.18). The finite abstraction is then constructed by uniformly dividing the region of interest, i.e. $[-15,15]$, of the reduced-order model’s state set into partitions whose lengths are 0.15, and partitioning the input set, i.e. $[-3,3]$, for the reduced-order model uniformly with 48 cells. Here, we set $\hat{U}' = \hat{U}$, and the finite abstraction is $(\epsilon, \delta)$-stochastically simulated by original model with $\delta = 0.1$, $\epsilon = 0.2466$, with the associated $\nu(x, \dot{x}, \dot{u}) := K(x - \tilde{x}) + Q\dot{x} + \tilde{R}\dot{u}$ with $\tilde{R} = [0.0369; 0.0172; 0.0340]$,

$$M = \begin{bmatrix} 0.0107 & 0.0106 & 0.0108 \\ 0.0106 & 0.0105 & 0.0106 \\ 0.0108 & 0.0106 & 0.0108 \end{bmatrix}, K = \begin{bmatrix} -0.3225 & -0.1899 & -0.3033 \\ 0.2399 & 0.2355 & 0.2094 \\ -0.0441 & -0.1894 & -0.0532 \end{bmatrix}.$$ 

Then, we synthesize controllers with the operator in (5.10) and the one proposed in [11, equation (42)]. As an example, we depict in Figure 9 the lower bounds for the probability of satisfaction associated with both controllers when the original system’s initial state is $x = [5; 5; \dot{x}]$ where $\dot{x} \in [-5, 5]$ (correspondingly, original system’s output $y \in [0.5, 1.5]$). One can readily observe that our proposed operator provides a less conservative lower bound than the one proposed in [11].

![Figure 8. DFA for modelling $\psi'$, with accepting state $q_1$, alphabet $\Pi = \{p_1, p_2, p_3\}$, and labelling function $L : Y \rightarrow \Pi$ with $L(y) = p_1$ when $y \in [-2, -0.3) \cup (0.3, 2]$, $L(y) = p_2$ when $y \in [-0.3, 0.3]$, and $L(y) = p_3$ when $y \in (-\infty, -2) \cup (2, +\infty)$.](image)

![Figure 9. Comparison of probabilistic guarantees between the operator in (5.23) and the one proposed in [11].](image)

7. Conclusions

In this paper, we consider a notion of $(\epsilon, \delta)$-approximate probabilistic relations to quantify the similarity between two stochastic games. Based on this notion, we proposed new Bellman operators to synthesize controllers for stochastic games enforcing complex logical properties modeled by deterministic finite automata.
To do so, we first synthesized a controller based on a finite abstraction that is \((\epsilon, \delta)\)-stochastically simulated by the original game. Then, this controller is refined to the original game based on the approximate probabilistic relation between the original game and its finite abstraction, which is the key to providing probabilistic guarantees. Moreover, we proposed a systematic algorithm to establish such a relation for a particular class of nonlinear stochastic games with slope restrictions on the nonlinearity. The empirical results show that our method is less conservative than the existing methods in the literature. Providing a systematic approach to establish approximate probabilistic relations for the general class of nonlinear stochastic games is under investigation as future work.
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The following proposition is required to show the results of Section 4.

**Proposition A.1.** Consider a positive (semi)definite matrix $M_0 \in \mathbb{R}^{s \times s}$. Given $a, b \in \mathbb{R}$ with $a \leq b$, and a matrix $M \in \mathbb{R}^{s \times s}$, if $M_0 + aM$ and $M_0 + bM$ are positive (semi)definite, then for all $t \in [a, b]$, $M_0 + tM$ is positive (semi)definite.

**Proof:** For any $t \in [a, b]$,

- If $a \leq t < 0$, one has
  \[ M_0 + tM = (1 - \frac{t}{a})M_0 + \frac{t}{a}M_0 + tM = (1 - \frac{t}{a})M_0 + \frac{t}{a}(M_0 + aM). \]
  Since $1 - \frac{t}{a} \geq 0$ and $\frac{t}{a} \geq 0$, both $(1 - \frac{t}{a})M_0$ and $\frac{t}{a}(M_0 + aM)$ are positive (semi)definite, so that $M_0 + tM$ is also positive (semi)definite.
- If $0 < t \leq b$, one has
  \[ M_0 + tM = (1 - \frac{t}{b})M_0 + \frac{t}{b}M_0 + tM = (1 - \frac{t}{b})M_0 + \frac{t}{b}(M_0 + bM). \]
  Since $1 - \frac{t}{b} \geq 0$ and $\frac{t}{b} \geq 0$, both $(1 - \frac{t}{b})M_0$ and $\frac{t}{b}(M_0 + bM)$ are positive (semi)definite, so that $M_0 + tM$ is also positive (semi)definite.

Additionally, $M_0 + tM$ is positive (semi)definite when $t = 0$, which completes the proof.  

We now are ready to show the results of Section 4.

**Proof of Theorem 4.5:** Since $\mathcal{D}$ and $\bar{\mathcal{D}}$ are affected by the same additive noise $\xi \sim \mathcal{N}(0_d, I_d)$, one can readily define an lifting $\bar{\mathcal{D}}_T$ based on $\xi \sim \mathcal{N}(0_d, I_d)$ for the approximation probabilistic relation. Now, we need to check the conditions in Definition 3.2. Note that the third condition in Definition 3.2 holds trivially since we focus on initial states $x_0 \in X_0$ and $\bar{x}_0 \in \bar{X}_0$ such that $(x_0, \bar{x}_0) \in \mathcal{R}$. We show that the first condition holds for all $(x, \bar{x}) \in \mathcal{R}$. With (4.15) and (4.16), we have

\[ \|y - \hat{y}\|^2 = \|Cx - \hat{C}r, \hat{x}\|^2 = (x - P\hat{x})^T C^T C(x - P\hat{x}) \leq (x - P\hat{x})^T M(x - P\hat{x}) \leq \epsilon^2, \]

for any $(x, \bar{x}) \in \mathcal{R}$. Then, the first condition holds. Next, we proceed with showing the second condition. This condition requires that $\forall (x, \bar{x}) \in \mathcal{R}, \forall u \in U, \exists \bar{u} \in \bar{U}$ s.t. $\forall w \in W, \exists \bar{w} \in \bar{W}$ with $(w, \bar{w}) \in \mathcal{R}_w$ s.t. the next state $(x', \bar{x}')$ is also in the relation $\mathcal{R}$ with a probability of at least $1 - \delta$. According to Assumption 5.2, the following should hold:

\[ \mathbb{P}\{\left(x' - P\bar{x}'\right)^T M(x' - P\bar{x}') \leq \epsilon^2\} \geq 1 - \delta. \hspace{1cm} (A.1) \]

From the slope restriction of $\varphi$ as in (4.2), we have

\[ \varphi(Fx) - \varphi(FP\hat{x}) = b(Fx - FP\hat{x}) = bF(x - P\hat{x}), \hspace{1cm} (A.2) \]
holds for all \( b \) by employing (4.6)-(4.9), (A.2) and (4.26). Note that here we use (A.3) to simplify (A.2) to

\[
\gamma \sim (0, I_d)
\]

so that \( \zeta^T \chi \) has chi-square distribution with \( d \) degrees of freedom. Considering the left-hand side of (A.4), we have

\[
\| (A+BK+b(BL+EF))(x-P\hat{x})+(\hat{B}R-P\bar{B}r)\hat{u}+D(w-\hat{w})+(R-P\hat{R}r)\chi+P\beta-BS\hat{w},
\]

by employing (4.6)-(4.9), (A.2) and (4.26). Note that here we use \( b \) to denote \( b(x, \hat{x}) \) as in (4.26) for succinctness, and it is clear from the context. Therefore, (A.1) is fulfilled when

\[
\| (A+BK+b(BL+EF))(x-P\hat{x})+(\hat{B}R-P\bar{B}r)\hat{u}+D(w-\hat{w})+(R-P\hat{R}r)\chi+P\beta-BS\hat{w},
\]

holds for all \( b \in [b, \bar{b}] \cup \{0\} \), for all \( \beta \in \Delta \) as in (4.11), and for all \( \zeta \) s.t. \( \mathbb{P}\{\zeta^T \chi \leq \epsilon^2\} \geq 1-\delta \) with \( c_\epsilon = 1/(1-\delta) \), since \( \zeta^T \chi \) has chi-square distribution with \( d \) degrees of freedom. Considering the left-hand side of (A.4), we have

\[
\| (A+BK+b(BL+EF))(x-P\hat{x})+(\hat{B}R-P\bar{B}r)\hat{u}+D(w-\hat{w})+(R-P\hat{R}r)\chi+P\beta-BS\hat{w},
\]

with \( \tilde{\gamma} \) as in (4.20), \( \gamma_0 \) as in (4.21), \( \gamma_1 \) as in (4.22), \( \gamma_2 \) as in (4.23), \( \gamma_3 \) as in (4.24), and \( \gamma_4 \) as in (4.25). According to S-procedure [60], for all \( \| x-P\hat{x} \|_M \leq \epsilon \), \( \| (A+BK+b(BL+EF))(x-P\hat{x}) \|_M + \tilde{\gamma} \leq \epsilon \) holds for all \( b \in [b, \bar{b}] \cup \{0\} \), \( b \leq 0 \), with 0.

\[
\begin{bmatrix}
A_b^T M A_b & M
\end{bmatrix}
\begin{bmatrix}
M
\end{bmatrix}
\geq 0,
\]

with \( M = M^{-1}, K = KM, \) and \( L = LM. \) According to (4.17), \( M_0 \) is positive semidefinite. Furthermore, (4.18), (4.19), and (4.20) ensure that there exists a \( \kappa \) with \( 0 \leq \kappa \leq (\epsilon - \tilde{\gamma})^2/\epsilon^2 \) such that (A.7) holds for \( b = \{b, \bar{b}\} \). As a result, according to Proposition A.1, there exists a \( \kappa \) in \( [0, (\epsilon - \tilde{\gamma})^2/\epsilon^2] \) such that \( M_0 + bM' \) is positive semidefinite for all \( b \in [b, \bar{b}] \cup \{0\} \). Therefore, the second condition also holds, which completes the proof.

Next, we show the results of Corollary 4.7.

**Proof of Corollary 4.7** According to [62] Theorems 5.6, for all \( b' \in [b, \bar{b}, 0] \), the pair \( (A+b'EF, B) \) is stabilizable if and only if there exist positive-definite matrix \( M \) and \( \kappa \in [0, 1] \) such that (4.17)-(4.19) hold.

Next, we show that if there exist \( M' \) and \( \kappa' \) such that (4.17)-(4.19) hold, then:

- **(C1)** There exist \( M \) and \( \kappa \) such that (4.16)-(4.19);
- **(C2)** There exist \( \tilde{\gamma} \) and \( \epsilon \) so that (4.20) holds.
According to Proposition A.2, − such that (4.17)-(4.19) still hold with $C_1$ (4.19) still hold with $M = m'M'$ and $\kappa = \kappa'$. Therefore, (C1) holds. Next, we proceed with showing (C2). Suppose we have $M$ and $\kappa$ such that (4.17)-(4.19) hold, one can verify that (4.17)-(4.19) also hold with $M$ and any $\kappa''$ such that

$$\sqrt{\kappa''} \geq \max_{b \in \{\bar{b}, \delta\}} \|NA_kN^{-1}\|,$$  \hspace{1cm} (A.8)

where $A_k = A + BK + b(BL + EF)$, and $N \in \mathbb{R}^{s \times s}$ is a positive-definite matrix such that $N^T N = M$. Thus, if one has $1 - \hat{\gamma}/\epsilon \in [\max_{b \in \{\bar{b}, \delta\}} \|NA_kN^{-1}\|, 1]$, then (4.20) holds. In fact, for any $\epsilon \in \mathbb{R}_{>0}$, we have $\hat{\gamma}$ such that $1 - \hat{\gamma}/\epsilon \in [\max_{b \in \{\bar{b}, \delta\}} \|NA_kN^{-1}\|, 1]$, when the finite abstraction is properly constructed. On one hand, one always has $\gamma_1 = \gamma_2 = \gamma_3 = 0$ when there is no model order reduction involving in the abstraction since, in this case, one has $P = I_s$. Then, one can select $\hat{B}_s = B$ and $\hat{R}_s = I_m$ in (4.22), $R = \hat{R}_s$ in (4.23), and $S = 0_{s \times p}$ in (4.25), so that one has $BR - \hat{B}_s = 0_{s \times m}$, $R - \hat{R}_s = 0_{s \times d}$ and $BS = 0_{s \times p}$. On the other hand, $\gamma_0$ and $\gamma_3$ are proportional to the cardinality of $\Delta_w$ in (4.12) and $\Delta$ in (4.11), respectively. Therefore, we have (C2) also holds, which completes the proof.

To show the results of Theorem 4.8 the following proposition is required.

**Proposition A.2.** Consider a constraint $c \bar{x} \leq 1$ with $\bar{x} \in \mathbb{R}^s$ and a set $E_\bar{x} = \{\bar{x} \mid \bar{x}^T M \bar{x} \leq \epsilon^2\}$ with $M \in \mathbb{R}^{s \times s}$ and $\epsilon \in \mathbb{R}_{>0}$. Then, $c \bar{x} \leq 1$ holds for all $\bar{x} \in E_\bar{x}$ if and only if $cM^{-1}c^T \leq 1/\epsilon^2$.

**Proof:** For all $\bar{x} \in E_\bar{x}$, $c \bar{x} \leq 1$ if and only if $\max_{\bar{x} \in E_\bar{x}} c \bar{x} \leq 1$. Let $\bar{x}^* = \arg\max_{\bar{x} \in E_\bar{x}} c \bar{x}$. Then, $\bar{x}^*$ satisfies the Karush-Kuhn-Tucker conditions [60]:

$$\lambda(\epsilon^2 - \bar{x}^*c^T M \bar{x}^*) = 0,$$  \hspace{1cm} (A.9)

$$c - 2\lambda M \bar{x}^* = 0,$$  \hspace{1cm} (A.10)

with $\lambda \geq 0$. Solving (A.9) and (A.10), we have

$$\bar{x}^* = \epsilon M^{-1}c^T \sqrt{cM^{-1}c^T}.$$  

Therefore, $\max_{\bar{x} \in E_\bar{x}} c \bar{x} = c \bar{x}^* = \epsilon \sqrt{cM^{-1}c^T} \leq 1$ if and only if $cM^{-1}c^T \leq 1/\epsilon^2$, which concludes the proof. 

Now we are ready to show the results of Theorem 4.8.

**Proof of Theorem 4.8.** For any $i \in \{1, \ldots, r\}$, $\alpha_i \bar{u} \leq 1$ implies that $\alpha_i(K + bL)\bar{x} \leq 1$ for all $b \in [\bar{b}, \bar{b}] \cup \{0\}$. According to Proposition A.2, $\forall \bar{x} \in E_\bar{x}$, $\alpha_i(K + bL)\bar{x} \leq 1$ is fulfilled for all $b \in [\bar{b}, \bar{b}] \cup \{0\}$ if and only if

$$\alpha_i(K + bL)M^{-1}(K + bL)^T \alpha_i \leq 1/\epsilon^2$$  \hspace{1cm} (A.11)

holds for all $b \in [\bar{b}, \bar{b}] \cup \{0\}$. Using Schur complement [60], (A.11) can be rewritten as

$$\begin{bmatrix} 1/\epsilon^2 & \alpha_i \bar{K}^T \alpha_i M \\
\bar{K}^T \alpha_i M & 0 \end{bmatrix} + \begin{bmatrix} 0 \\
\bar{L}^T \alpha_i \bar{M} \end{bmatrix} \succeq 0,$$  \hspace{1cm} (A.12)

with $\bar{M} = M^{-1}$, $\bar{K} = K\bar{M}$, and $\bar{L} = L\bar{M}$. Note that $M_0$ is positive semidefinite according to (4.31). Moreover, (4.32) and (4.33) ensure that $M_0 + bM'$ and $M_0 + \bar{b}\bar{M}'$ are both positive semidefinite. Then, according to Proposition A.1 (4.31) to (4.33) guarantee that (A.12) holds for all $b \in [\bar{b}, \bar{b}] \cup \{0\}$, which completes the proof.
Appendix B. Proof of Statements: Section B

To show the results of Section B, we need some additional definitions and lemmas for the product gDTSG \( \mathcal{D} \otimes \hat{\mathcal{D}} \) between the original gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \) and its finite abstraction \( \hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \) as in Definition B.3. Given a DFA \( \mathcal{A} = (Q, q_0, \Pi, \tau, F) \) that models the desired property, the reachability over the set \( F \) of the gDTSG \( (\mathcal{D} \otimes \hat{\mathcal{D}}) \otimes \mathcal{A} \) within the time horizon \( [0, H] \) can be characterized by a value function defined as

\[
\hat{V}_{n+1}^{\rho, \lambda}(x, \hat{x}, q) \equiv \mathbb{E}[\max_{H-n \leq t \leq H} 1_{F}(t(t)) | x(H-n) = x, \hat{x}(H-n) = \hat{x}, q(H-n) = q]
= \mathbb{P}_{(\rho, \lambda) \otimes (\mathcal{D} \otimes \hat{\mathcal{D}}) \otimes \mathcal{A}}(\exists k \in [H-n, H], q(k) \in F),
\]  
\( (B.1) \)

for all \( n \in [0, H] \), with \( \rho \in \mathcal{P}^H \) and \( \lambda \in \Lambda^H \) being Markov policies for Players I and II of \( (\mathcal{D} \otimes \hat{\mathcal{D}}) \otimes \mathcal{A} \), respectively. Given any Markov policy \( \rho = (\rho_0, \ldots, \rho_{H-1}) \) and \( \lambda = (\lambda_0, \ldots, \lambda_{H-1}) \), we initialize \( B.1 \) with \( \hat{V}_0^{\rho, \lambda}(x, \hat{x}, q) = 1 \) when \( q \in F \), and \( \hat{V}_0^{\rho, \lambda}(x, \hat{x}, q) = 0 \) when \( q \notin F \), and recursively calculate it as

\[
\hat{V}_{n+1}^{\rho, \lambda}(x, \hat{x}, q) = \sum_{q' \in Q} \int_{X \times \hat{X}} \hat{V}_{n}^{\rho, \lambda}(x', \hat{x}', q') T(dx' \times d\hat{x}' | x, \hat{x}, q, u, w)
= \int_{X \times \hat{X}} \hat{V}_{n}^{\rho, \lambda}(x', \hat{x}', q') \mathcal{L}_T(dx' \times d\hat{x}' | x, \hat{x}, q, u, w),
\]  
\( (B.2) \)

where \( \hat{u} = \rho_{H-n-1}(x, \hat{x}, q), w = \lambda_{H-n-1}(x, \hat{x}, q, \hat{u}), \) and \( q' = \tau(q, L \circ h(x')) \). In the case that \( \lambda = \lambda_r \) is a randomized Markov policy over \( [0, H - 1], \( B.2 \) should be rewritten as

\[
\hat{V}_{n+1}^{\rho, \lambda_r}(x, \hat{x}, q) = \int_{W} \int_{X \times \hat{X}} \hat{V}_{n}^{\rho, \lambda_r}(x', \hat{x}', q') \mathcal{L}_T(dx' \times d\hat{x}' | x, \hat{x}, \hat{u}, q, u, w) \lambda_r, H-n-1|dw | x, \hat{x}, q, \hat{u}.
\]  
\( (B.3) \)

In both \( B.2 \) and \( B.3 \), we have

\[
\mathbb{P}_{(\rho, \lambda) \otimes (\mathcal{D} \otimes \hat{\mathcal{D}}) \otimes \mathcal{A}}(\exists k \leq H, q(k) \in F) = \hat{V}_{n+1}^{\rho, \lambda}(x_0, \hat{x}_0, \tilde{q}_0),
\]  
\( (B.4) \)

with \( \tilde{q}_0 = \tau(q_0, L \circ h(x_0)), x_0 \in X_0, \) and \( \hat{x}_0 \in \hat{X}_0 \) with \( (x_0, \hat{x}_0) \in \mathcal{R} \).

Lemma B.1. Consider a Markov policy \( \rho \) over the time horizon \( [0, H - 1] \) for Player I of the gDTSG \( (\mathcal{D} \otimes \hat{\mathcal{D}}) \otimes \mathcal{A} \). For any randomized Markov policy \( \lambda_r \in \Lambda^H \) for Player II of \( (\mathcal{D} \otimes \hat{\mathcal{D}}) \otimes \mathcal{A} \), one has

\[
\hat{V}_n^{\rho, \lambda_r}(x_0, \hat{x}_0, \tilde{q}_0) \leq \hat{V}_{n+1}^{\rho, \lambda_r}(x_0, \hat{x}_0, \tilde{q}_0) \leq \hat{V}_{n}^{\rho, \lambda'}(x_0, \hat{x}_0, \tilde{q}_0)
\]  
\( (B.5) \)

and

\[
\hat{V}_n^{\rho, \lambda_r}(x_0, \hat{x}_0, \tilde{q}_0) \leq \hat{V}_{n+1}^{\rho, \lambda''}(x_0, \hat{x}_0, \tilde{q}_0) \leq \hat{V}_{n}^{\rho, \lambda''}(x_0, \hat{x}_0, \tilde{q}_0)
\]  
\( (B.6) \)

for all \( n \in [0, H] \), with \( \tilde{q}_0 = \tau(q_0, L \circ h(x_0)), x_0 \in X_0, \) and \( \hat{x}_0 \in \hat{X}_0 \) with \( (x_0, \hat{x}_0) \in \mathcal{R} \). Here, \( \lambda' \) and \( \lambda'' \) are nonrandomized Markov policies that are computed based on \( \rho \), as

\[
\lambda'_n, n-1 \in \inf_{\lambda_{n-i} \in \lambda, H-n-1} \int_{X \times \hat{X}} \hat{V}_n^{\rho, \lambda_r}(x', \hat{x}', q', \mathcal{L}_T(dx' \times d\hat{x}' | x, \hat{x}, \hat{u}, w),
\]  
\( (B.7) \)

and

\[
\lambda''_n, n-1 \in \sup_{\lambda_{n-i} \in \lambda, H-n-1} \int_{X \times \hat{X}} \hat{V}_n^{\rho, \lambda_r}(x', \hat{x}', q', \mathcal{L}_T(dx' \times d\hat{x}' | x, \hat{x}, \hat{u}, w),
\]  
\( (B.8) \)

for all \( n \in [0, H] \), with \( \hat{u} = \rho_{H-n-1}(x, \hat{x}), \) and \( w = \lambda_{H-n-1}(x, \hat{x}, q, \hat{u}) \).

Proof: First, we show \( B.5 \) in Lemma B.1 by induction. When \( n = 0 \), according to the initialization of \( \hat{V}_0^{\rho, \lambda_r}(x, \hat{x}, q), \) we have \( \hat{V}_0^{\rho, \lambda_r}(x, \hat{x}, q) = \hat{V}_0^{\rho, \lambda'}(x, \hat{x}, q) = \hat{V}_0^{\rho, \lambda''}(x, \hat{x}, q) \) so that \( B.5 \) holds. Suppose that \( B.5 \) is met when
Note that (c1) holds since we suppose that (B.5) is met when \( u \) = B.1.

**Required Lemmas, Definitions, and the proof for Theorem 5.4.**

The proof of Lemma B.2 is performed by induction. We use \( \tilde{\lambda} \) to denote \( \lambda \) in the following.

**Proof:** The proof of Lemma B.2 is by induction. We use \( \lambda \) to denote \( \lambda \) in the following. Additionally, we only focus on the cases in which \( q \notin F \) since \( \tilde{\lambda} \) holds trivially for all \( n \in \mathbb{N} \) when \( q \in F \). According to the initialization of \( \tilde{V}_n^{\rho,\lambda}(x, \hat{x}, q) \) and \( \tilde{V}_n^{\hat{\lambda}}(x, \hat{x}, q) \), we have \( \tilde{V}_n^{\rho,\lambda}(x, \hat{x}, q) = \tilde{V}_n^{\hat{\lambda}}(x, \hat{x}, q) \). Therefore, \( \tilde{V}_n^{\rho,\lambda}(x, \hat{x}, q) \) holds when \( n = 0 \). Suppose that \( \tilde{V}_n^{\rho,\lambda}(x, \hat{x}, q) \) holds when \( n = k \). Then, for \( n = k + 1 \), we have

\[
\tilde{V}_{k+1}^{\rho,\lambda}(x, \hat{x}, q) = \int_{\mathbb{X}} \int_{\mathbb{X}} \tilde{V}_k^{\rho,\lambda}(x', \hat{x}', q') \mathcal{L}_{T}(dx' \times d\hat{x}' | x, \hat{x}, \hat{u}, w) \lambda_{r,H-k-1}(dw | x, \hat{x}, q, \hat{u})
\]

\[
\geq \int_{\mathbb{X}} \int_{\mathbb{X}} \tilde{V}_k^{\rho,\lambda}(x', \hat{x}', q') \mathcal{L}_{T}(dx' \times d\hat{x}' | x, \hat{x}, \hat{u}, w) \lambda_{r,H-k-1}(dw | x, \hat{x}, q, \hat{u})
\]

\[
= \int_{\mathbb{X}} \tilde{V}_k^{\rho,\lambda}(x', \hat{x}', q') \mathcal{L}_{T}(dx' \times d\hat{x}' | x, \hat{x}, \hat{u}, w)
\]

Note that (c1) holds since we suppose that (B.5) is met when \( n = k \), and (c2) holds with \( u' = \lambda'_{H-k-1}(x, \hat{x}, q, \hat{u}) \) according to (B.7). Thus, we have (B.5) also holds for \( n = k + 1 \), which completes the proof for (B.5). The proof of (B.6) can be proceeded similar to (B.5), and is omitted here for the sake of brevity.

So far, we are ready to prove the results in Section 5.
Before showing Lemma \[\text{B.3}\] we define how to construct a control strategy \(C_\rho\) for Player I of the gDTSG \(\mathcal{D}||\bar{\mathcal{D}}\) given a Markov policy \(\bar{\rho}\) for Player I of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\).

**Definition B.3. (Construction of \(C_\rho\))** Consider a gDTSG \(\mathcal{D}||\bar{\mathcal{D}} = (X \times \hat{X}, \hat{U}, W, X_0||, \mathcal{L}_T, Y, h||)\), a DFA \(A = (Q, q_0, \Pi, \tau, F)\), and a Markov policy \(\bar{\rho} = (\bar{\rho}_0, \bar{\rho}_1, \ldots, \bar{\rho}_H)\) for Player I of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\) = \((\hat{X}, \hat{U}, W, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h})\). We construct a control strategy \(C_\rho = (M, U, Y, H, M_0, \pi_M, \pi_Y)\) for Player I of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\) with \(X = \hat{X} \times \hat{X} \times \hat{Q}; U = \hat{X} \times \hat{Y}; Y = \hat{U}; H = \{0, H-1\}\); and \(M_0 = \hat{X}_0\). Furthermore, \(\pi_M\) updates \(m(k) = (m_X(k), \bar{m}_X(k), m_Q(k))\) in \(M\) at the time instant \(k \in \mathcal{H}\{0\}\) with \(m_X(k), \bar{m}_X(k) = (x(k), \hat{x}(k))\), where \(x(k) \in X, \hat{x}(k) \in \hat{X}\), and \(m_Q(k) = \tau(m_Q(k-1), L \circ h(m_X(k)))\); \(\pi_Y\) updates \(y(k) \in Y\) at the time instant \(k \in H\) with \(y(k) = \bar{\rho}_k(m_X(k), \bar{m}_X(k), m_Q(k))\).

In brief, \(C_\rho\) takes the state \((x(k), \hat{x}(k))\) of \(\mathcal{D}||\bar{\mathcal{D}}\) and the state \(q(k)\) of \(A\) as its memory state at the time instant \(k\). At runtime, it provides input \(\hat{u}(k)\) to \(\mathcal{D}||\bar{\mathcal{D}}\) according to the Markov policy \(\bar{\rho}_k\) based on its memory state.

**Lemma B.4.** Consider a gDTSG \(\mathcal{D}||\bar{\mathcal{D}} = (X \times \hat{X}, \hat{U}, W, X_0||, \mathcal{L}_T, Y, h||)\), a DFA \(A = (Q, q_0, \Pi, \tau, F)\), and their product gDTSG \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\). Given a Markov policy \(\bar{\rho}\) for Player I of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\), for any control strategy \(C_\lambda\) for Player II of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\), one has

\[
\mathbb{P}_{(\bar{\rho}, \lambda)}(\exists k \leq H, q(k) \in F) \leq \mathbb{P}_{(c_\rho, c_\lambda) \times (\mathcal{D}||\bar{\mathcal{D}}) \otimes A}(\exists k \leq H, y_{\omega_k} \models A),
\]

with \(\lambda^*\) as in \(\text{B.7}\), and \(C_\rho\) being a control strategy for Player I of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\) constructed based on \(\bar{\rho}\) as in Definition \(\text{B.3}\).

**Proof:** Given a path \(\omega_k \in \Omega\) of \(\mathcal{D}\), the memory state of \(C_\rho\) is the same as the state of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\) according to the construction of \(C_\rho\) as in Definition \(\text{B.3}\). Therefore, the same input \(u(k)\) is selected by \(\bar{\rho}\) and \(C_\rho\) given the same path \(\omega_k\). Moreover, given \((\omega_k, u(k))\), we consider, without loss of generality, that \(C_\lambda\) chooses its adversarial input \(w(k)\) in \(W\) according to a measurable stochastic kernel \(T_W(W|\omega_k, u(k))\) over \((W, B(W))\). This kernel corresponds to a randomized Markov policy \(\lambda_w\) for Player II of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\) to select \(w(k)\) given the same \(\omega_k\) and \(u(k)\), such that

\[
\mathbb{P}_{(\bar{\rho}, \lambda_w) \times (\mathcal{D}||\bar{\mathcal{D}}) \otimes A}(\exists k \leq H, q(k) \in F) = \mathbb{P}_{(c_\rho, c_\lambda) \times (\mathcal{D}||\bar{\mathcal{D}}) \otimes A}(\exists k \leq H, y_{\omega_k} \models A).
\]

According to \(\text{B.5}\) and \(\text{B.4}\), we have

\[
\mathbb{P}_{(\bar{\rho}, \lambda_w) \times (\mathcal{D}||\bar{\mathcal{D}}) \otimes A}(\exists k \leq H, q(k) \in F) \leq \mathbb{P}_{(\bar{\rho}, \lambda^*) \times (\mathcal{D}||\bar{\mathcal{D}}) \otimes A}(\exists k \leq H, q(k) \in F),
\]

with synthesized \(\lambda^*\) based on \(\bar{\rho}\) as in \(\text{B.7}\). The proof is then completed by combining \(\text{B.10}\) and \(\text{B.11}\). ■

Before showing the proof for Theorem \(5.4\), we present how to construct the control strategy \(\tilde{C}_\rho\) for Player I of \(\mathcal{D}\) given the control strategy \(C_\rho\) for Player I of \((\mathcal{D}||\bar{\mathcal{D}}) \otimes A\).
Definition B.5. (Construction of $\tilde{C}_\rho$) Consider a gDTSG $\mathcal{D} = (X, U, W, X_0, T, Y, h)$ and its finite abstraction $\tilde{\mathcal{D}} = (\tilde{X}, \tilde{U}, \tilde{W}, \tilde{X}_0, \tilde{T}, \tilde{Y}, \tilde{h})$ with $\tilde{\mathcal{D}} \preceq \mathcal{D}$. Given a control strategy $\tilde{C}_\rho = (\tilde{M}, U, Y, H, M_0, \pi_M, \pi_Y)$ for Player I of $\mathcal{D}$, we construct a control strategy $\tilde{C}_\rho = (\tilde{M}, U, Y, \tilde{H}, \tilde{M}_0, \tilde{\pi}_M, \tilde{\pi}_Y)$ for Player I of $\tilde{\mathcal{D}}$, in which

- $\tilde{M} := M \times W \times \tilde{W} = X \times \hat{X} \times Q \times W \times \tilde{W}$;
- $\hat{U} := U_X \times W = X \times W$;
- $\hat{Y} := U$;
- $\hat{H} := H$;
- $\hat{m}_0 = (\hat{m}_X(0), \hat{m}_X(0), \hat{m}_Q(0), \hat{m}_W(0), \hat{m}_{\tilde{W}}(0)) \in \hat{M}_0$, where $\hat{m}_X(0) = x_0$, where $x_0 \in X_0$; $\hat{m}_X(0) = \hat{x}_0$ such that $(x_0, \hat{x}_0) \in \mathcal{R}$, where $\mathcal{R}$ is as in equation 4.14; $\hat{m}_Q(0) = \tau(q_0, L \circ h(\hat{m}_X(0)))$; $\hat{m}_W(0)$ is initialized as $\hat{m}_W(0) = w(0)$ after Player II of $\mathcal{D}$ has chosen $w(0)$, and $\hat{m}_{\tilde{W}}(0)$ is initialized as $\hat{m}_{\tilde{W}}(0) = \Pi_u(w(0))$ with $\Pi_u$ as in equation 3.1;
- $\tilde{\pi}_M$ updates $(\hat{m}_X(k), \hat{m}_X(k), \hat{m}_Q(k), \hat{m}_W(k), \hat{m}_{\tilde{W}}(k)) \in \hat{M}$ at all time instant $k \in \hat{H} \setminus \{0\}$, with the following steps:
  (i) update $\hat{m}_X(k)$ with the conditional kernel $\mathcal{L}_T(dx|\hat{m}_X(k-1), \hat{m}_X(k-1), x(k), \hat{u}(k-1), \hat{m}_W(k-1))$ as in equation 3.2, with $x(k)$ the state of $\mathcal{D}$ and $\hat{u}(k-1) = \tilde{\rho}_{k-1}(\hat{m}_X(k-1), \hat{m}_X(k-1), \hat{m}_Q(k-1));$
  (ii) update $\hat{m}_X(k)$ with $\hat{m}_X(k) = x(k)$;
  (iii) update $\hat{m}_Q(k)$ with $\hat{m}_Q(k) = \tau(\hat{m}_X(k-1), L \circ h(\hat{m}_X(k)))$;
  (iv) update $\hat{m}_W(k)$ with $\hat{m}_W(k) = w(k)$ after Player II of $\mathcal{D}$ has selected $w(k)$ and accordingly update $\hat{m}_{\tilde{W}}(k)$ as $\hat{m}_{\tilde{W}}(k) = \Pi_u(w(k))$ with $\Pi_u$ as in equation 3.1;
- $\tilde{\pi}_Y$ updates $y(k) \in \hat{Y}$ at the time instant $k \in \hat{H}$ with $y(k) = \nu(\hat{m}_X(k), \hat{m}_X(k), \hat{m}_X(k), \hat{m}_X(k), \hat{m}_Q(k)))$, with $\nu$ being the interface function associated with the approximate probabilistic relation.

**Figure 10.** **Left:** Coupling gDTSG $\mathcal{D}||\tilde{\mathcal{D}}$ (green region) controlled by $\tilde{C}_\rho$ (yellow region) and $\tilde{C}_\lambda$ (blue region). **Right:** A gDTSG $\mathcal{D}$ (green region) controlled by $\tilde{C}_\rho$ (yellow region) and $\tilde{C}_\lambda$ (blue region).

Employing Definition B.5, we construct a control strategy $\tilde{C}_\rho$ for Player I of the gDTSG $\mathcal{D}$ given a control strategy $\tilde{C}_\rho$ for Player I of $\mathcal{D}||\tilde{\mathcal{D}}$. Then, given any control strategy $\tilde{C}_\lambda$ for Player II of $\mathcal{D}$, the controlled gDTSG $(\tilde{C}_\rho, \tilde{C}_\lambda) \times \mathcal{D}$ can be written as a controlled gDTSG $(C_\rho, C_\lambda) \times \mathcal{D}||\tilde{\mathcal{D}}$ as depicted in Fig. 10, where $C_\lambda$ is constructed by combining $C_\lambda$ with the interface function $\nu(x, \hat{x}, \hat{u})$. Accordingly, we have

$$P_{(C_\rho, C_\lambda) \times \mathcal{D}}[\exists k \leq H, y_{\omega k} \models A] = P_{(C_\rho, C_\lambda) \times \mathcal{D}||\tilde{\mathcal{D}}}[\exists k \leq H, y_{\omega k} \models A].$$  \hspace{1cm} (B.12)

Now, we are ready to show the results of Theorem 5.4.
Proof of Theorem 5.4: Consider $x_0 \in X_0$ and $\hat{x}_0 \in \hat{X}_0$ with $(x_0, \hat{x}_0) \in \mathcal{R}$ and $\hat{\mathcal{R}}$ as in (4.14). According to [B.4] and Lemma B.2 for any Markov policy $\hat{\lambda}$ for Player II of the gDTSG $(\mathcal{D}||\hat{\mathcal{R}}) \otimes A$, we have

$$V_{H,\hat{\lambda}}^\rho(\hat{x}_0, \hat{q}_0) \leq \mathbb{P}(\hat{\rho}, \hat{\lambda}) \times (\mathcal{D}||\hat{\mathcal{R}}) \otimes A \{\exists k \leq H, q(k) \in F\},$$

with $\hat{\rho}$ being a Markov policy for Player I of the gDTSG $(\mathcal{D}||\hat{\mathcal{R}}) \otimes A$ that is constructed based on $\rho$ as discussed in Lemma B.2. Moreover, Lemma B.4 indicates that given a Markov policy $\hat{\rho}$ for Player I of $(\mathcal{D}||\hat{\mathcal{R}}) \otimes A$ and a control strategy $\hat{C}_p$ for Player I of $(\mathcal{D}||\hat{\mathcal{R}})$ that is constructed based on $\hat{\rho}$ as in Definition B.3, for any control strategy $\hat{C}_\lambda$ for Player II of $(\mathcal{D}||\hat{\mathcal{R}})$, one has

$$\mathbb{P}(\hat{\rho}, \hat{\lambda}) \times (\mathcal{D}||\hat{\mathcal{R}}) \otimes A \{\exists k \leq H, q(k) \in F\} \leq \mathbb{P}(\hat{C}_p, \hat{C}_\lambda) \times (\mathcal{D}||\hat{\mathcal{R}}) \{\exists k \leq H, y_{\omega(k)} \models A\},$$

where $\lambda$ is a Markov policy for Player II of $(\mathcal{D}||\hat{\mathcal{R}}) \otimes A$ computed as in (B.7). Since (B.13) holds for any Markov policy for Player II of $(\mathcal{D}||\hat{\mathcal{R}}) \otimes A$, by combining (B.13) and (B.14), we have

$$V_{H,\hat{\lambda}}^\rho(\hat{x}_0, \hat{q}_0) \leq \mathbb{P}(\hat{C}_p, \hat{C}_\lambda) \times (\mathcal{D}||\hat{\mathcal{R}}) \{\exists k \leq H, y_{\omega(k)} \models A\}.$$

Finally, considering (B.15) and (B.12), we have

$$V_{H,\hat{\lambda}}^\rho(\hat{x}_0, \hat{q}_0) \leq \mathbb{P}(\hat{C}_p, \hat{C}_\lambda) \times (\mathcal{D}||\hat{\mathcal{R}}) \{\exists k \leq H, y_{\omega(k)} \models A\},$$

where $\hat{C}_p$ is a control strategy for Player I of $(\mathcal{D}||\hat{\mathcal{R}})$ that is constructed based on $\hat{C}_p$ as in Definition B.5. Considering the construction of $\hat{\rho}$ as in Lemma B.2 based on $\rho$, $C_p$ as in Definition B.3 based on $\hat{\rho}$, and $\hat{C}_p$ as in Definition B.5 based on $\hat{C}_p$, $C_p$ in (B.16) can be constructed as in Definition 5.1 directly based on a Markov policy $\rho$ for Player I of $(\mathcal{D}||\hat{\mathcal{R}}) \otimes A$, which completes the proof. 

B.2 Results for Lemma 5.8: In this subsection, we denote by $\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h})$ the finite abstraction for the stochastic systems without rational adversarial input, and by $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$ a DFA modeling the desired property. Additionally, we use $\hat{V}_n^\rho(\hat{x}, \hat{q})$ to replace $\hat{V}_n^\rho(\hat{x}, q)$ as in (5.1), since $\hat{\lambda}$ does not play a role in stochastic systems of interest here. Accordingly, initializing $\hat{V}_n^\rho(\hat{x}, q)$ with $\hat{V}_0^\rho(\hat{x}, q) = 1$ when $q \in F$ and $\hat{V}_0^\rho(\hat{x}, q) = 0$, otherwise, $\hat{V}_{n+1}^\rho(\hat{x}, q)$ is then recursively computed as

$$\hat{V}_{n+1}^\rho(\hat{x}, q) := (1 - \delta) \sum_{\hat{x}' \in \hat{X}} \hat{V}_n^\rho(\hat{x}', \hat{q}(\hat{x}', q)) \hat{T}(\hat{x}'|\hat{x}, \hat{u}),$$

when $q \notin F$, and $\hat{V}_{n+1}^\rho(\hat{x}, q) := 1$ otherwise. Furthermore, $q$ as in (5.3) should accordingly be modified as

$$\hat{q}(\hat{x}', q') = \arg \min_{q' \in Q'_f(\hat{x}')} \hat{V}_n^\rho(\hat{x}', q'),$$

where $Q'_f(\hat{x}')$ is the set as in (5.4). Before showing the results for Lemma 5.8, we briefly introduce some results in [11] for the sake of completeness. Considering a Markov policy $\rho = (\rho_0, \rho_1, \ldots, \rho_{H-1})$ over time horizon $[0, H-1]$, a value function $V_n^\rho : \hat{X} \times Q \to [0, 1]$ is defined in [11]. Initialized with $V_0^\rho(\hat{x}, q) = 0$, $V_n^\rho(\hat{x}, q)$ is then recursively computed as (11) equation (41):

$$V_{n+1}^\rho(\hat{x}, q) := L \left( \sum_{\hat{x}' \in \hat{X}} \min_{q' \in Q'_f(\hat{x}, \hat{x}')} \max \{1_F(q'), V_k(\hat{x}', q')\} \hat{T}(\hat{x}'|\hat{x}, \hat{u}) - \delta \right),$$

with $L : \mathbb{R} \to [0, 1]$ being the truncation function $L(\cdot) := \min(1, \max(0, \cdot))$; $\hat{\tau}(\hat{x}, \hat{x}') := \{\tau(q, \alpha) \text{ with } \alpha \in L(\mathcal{N}(\hat{h}(\hat{x}'))))\}$, where $\mathcal{N}(\hat{y}) := \{y \in Y | ||y - \hat{y}|| \leq \epsilon\}$; $1_F(\cdot)$ being an indicator function for the set $F$, i.e., if $q' \in F$ then $1_F(q') = 1$, otherwise $1_F(q') = 0$; and $\hat{u} = \rho_{H-k-1}(\hat{x})$. With these notations, $\mathcal{S}(\hat{x}_0)$ as in (5.13) can be computed as [11] equation (43):

$$\mathcal{S}(\hat{x}_0) := \min_{\hat{q}_0 \in \mathcal{P}(\hat{q}_0, \hat{x}_0)} \max \{1_F(\hat{q}_0), V_n^\rho(\hat{x}_0, \hat{q}_0)\}.$$

Moreover, Lemma [B.6] is required for proving Lemma 5.8.
Lemma B.6. If we have
\[ V_n^p(\hat{x}', q) \leq \hat{V}_n^p(\hat{x}', q), \] (B.20)
for all \( \hat{x}' \in \hat{X} \) and \( q \in Q \), with \( n \in \mathbb{N} \), then we have
\[ \min_{q' \in \hat{r}(q, \hat{x}')} \max_{q' \in T(q)} \{ 1_F(q'), V_n^p(\hat{x}', q') \} \leq \hat{V}_n^p(\hat{x}', q(\hat{x}', q)). \] (B.21)

Proof of Lemma B.6. We prove Lemma B.6 by showing two cases:

- (Case 1) If \( \exists \hat{x} \in Q'_s(\hat{x}') \) such that \( \tau(q, \hat{x}) \notin F \), then we have
  \[ \min_{q' \in \hat{r}(q, \hat{x}')} \max_{q' \in T(q)} \{ 1_F(q'), V_n^p(\hat{x}', q') \} = \min_{q' \in \hat{r}(q, \hat{x}')} \sum_{q' \in T(q)} \min_{q' \in \hat{r}(q, \hat{x}')} \sum_{q' \in T(q)} V_n^p(\hat{x}', q'). \] (B.22)
  Meanwhile, according to the definition of \( q \) as in (B.17), we have
  \[ \hat{V}_n^p(\hat{x}', q(\hat{x}', q')) = \min_{q' \in Q'_s(\hat{x}')} \hat{V}_n^p(\hat{x}', q'). \] (B.23)
  Then, with (B.22), (B.23) and (B.20), one can readily verify that (B.21) holds in Case 1.

- (Case 2) If \( \forall \hat{x} \in Q'_s(\hat{x}') \) such that \( \tau(q, \hat{x}) \in F \), we have \( \hat{V}_n^p(\hat{x}', q(\hat{x}', q)) = 1 \). Therefore, (B.21) holds trivially in Case 2.

Then, we complete the proof for Lemma B.6 by combining Case 1 and Case 2.

Now, we are ready to show the results for Lemma 5.8

Proof of Lemma 5.8. First, we show that
\[ V_n^p(\hat{x}, q) \leq \hat{V}_n^p(\hat{x}, q) \] (B.24)
holds for all \( n \in \mathbb{N} \) by induction. Note that we only focus on the cases in which \( q \notin F \) since we have \( \hat{V}_n^p(\hat{x}, q) = 1 \) when \( q \in F \) so that (B.24) holds trivially. According to the initialization of \( \hat{V}_n^p(\hat{x}, q) \) and \( V_0(\hat{x}, q) \), we have \( \hat{V}_n^p(\hat{x}, q) \geq V_0(\hat{x}, q) \). Therefore, (B.24) holds when \( n = 0 \). Suppose that (B.24) is met when \( n = k \). Then, when \( n = k + 1 \), we only focus on the case in which
\[ \sum_{\hat{x}' \in X} \min_{q' \in \hat{r}(q, \hat{x}')} \max_{q' \in T(q)} \{ 1_F(q'), V_k^p(\hat{x}', q') \} \hat{T}(d\hat{x}'|\hat{x}, \hat{u}) - \delta \geq 0. \] (B.25)
Otherwise, \( V_{k+1}^p(\hat{x}, q) \leq \hat{V}_{k+1}^p(\hat{x}, q) \) holds trivially since one has \( V_n^p(\hat{x}, q) = 0 \) according to the definition of function \( L(\cdot) \) as in (B.18). When (B.25) holds, we have
\[ V_{k+1}^p(\hat{x}, q) = \sum_{\hat{x}' \in X} \min_{q' \in \hat{r}(q, \hat{x}')} \max_{q' \in T(q)} \{ 1_F(q'), V_k^p(\hat{x}', q') \} \hat{T}(d\hat{x}'|\hat{x}, \hat{u}) - \delta, \] (B.26)
\[ \leq \sum_{\hat{x}' \in X} \hat{V}_k^p(\hat{x}', q(\hat{x}', q)) \hat{T}(d\hat{x}'|\hat{x}, \hat{u}) - \delta \leq \sum_{\hat{x}' \in X} \hat{V}_k^p(\hat{x}', q(\hat{x}', q)) \hat{T}(d\hat{x}'|\hat{x}, \hat{u}) - \delta \left( \sum_{\hat{x}' \in X} \hat{V}_k^p(\hat{x}', q(\hat{x}', q)) \hat{T}(d\hat{x}'|\hat{x}, \hat{u}) \right) \]
\[ = (1 - \delta) \sum_{\hat{x}' \in X} \hat{V}_k^p(\hat{x}', q(\hat{x}', q)) \hat{T}(d\hat{x}'|\hat{x}, \hat{u}) = \hat{V}_{k+1}^p(\hat{x}, q). \]

Note that (B.26) holds according to Lemma B.6. Therefore, we have (B.24) also hold for \( n = k + 1 \), so that (B.24) holds for all \( n \in \mathbb{N} \). Then, one can readily verify
\[ \hat{V}_n^p(\hat{x}_0, \hat{q}_0) \geq \hat{S}(\hat{x}_0) \]
by considering (B.17), (B.19), (B.24), and Lemma B.6, which completes the proof.
B.3. Required Lemmas and the proof for Theorem 5.10. In order to show the results of Theorem 5.10, we need the Lemma B.7 and Lemma B.8.

Lemma B.7. Consider a gDTSG $\mathcal{D} = (X, U, W, X_0, T, Y, h)$ and its finite abstraction $\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X_0}, \hat{T}, \hat{Y}, \hat{h})$ with $\mathcal{D} \preceq \hat{\mathcal{D}}$, and a DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$ characterizing the desired property. Given a Markov policy $\rho$ for Player I of the gDTSG $\mathcal{D} \otimes \mathcal{A}$ over the time horizon $[0, H - 1]$, construct a Markov policy $\hat{\rho}$ for Player I of the gDTSG $(\mathcal{D}||\hat{\mathcal{D}}) \otimes \mathcal{A}$ such that $\forall k \in [0, H - 1], \hat{\rho}_k(x, \hat{x}, q) = \rho_k(\hat{x}, q)$. Then, for any Markov policy $\hat{\lambda}$ for Player II of $(\mathcal{D}||\hat{\mathcal{D}}) \otimes \mathcal{A}$, one has

$$V_n^{\rho, \lambda^*}(\hat{x}, q) \geq V_{n+1}^{\hat{\rho}, \hat{\lambda}}(\hat{x}, q),$$

for all $n \in [0, H], (x, \hat{x}) \in \mathcal{R}$ as in (4.14), with $\lambda^*(\rho)$ computed as in (5.18), $V_n^{\rho, \lambda^*}(\hat{x}, q)$ as in (5.15) and $V_{n+1}^{\hat{\rho}, \hat{\lambda}}(\hat{x}, q)$ as in (3.2).

Proof: The proof is followed by induction. We denote $\lambda^*(\rho)$ by $\lambda^*$ for the sake of clarity. Moreover, we only focus on the cases in which $q \notin F$ since (B.27) holds trivially for all $n \in \mathbb{N}$ when $q \in F$. For $n = 0$, one can readily verify that $V_n^{\rho, \lambda^*}(\hat{x}, q) = V_0^{\hat{\rho}, \hat{\lambda}}(\hat{x}, q)$ according to the initialization of $V_n^{\rho, \lambda^*}(\hat{x}, q)$ and $V_{n+1}^{\hat{\rho}, \hat{\lambda}}(\hat{x}, q)$. Thus, (B.27) holds for $n = 0$. Suppose that (B.27) holds for $n = k$. Then, for $n = k + 1$, one has

$$1 - V_{k+1}^{\rho, \lambda^*}(\hat{x}, q) = (1 - \delta) - (1 - \delta) \sum_{\hat{x}' \in \hat{X}} V_k^{\rho, \lambda^*}(\hat{x}', q(\hat{x}', q)) \bar{T}(\hat{x}'|\hat{x}, \hat{u}, \hat{w})$$

$$\leq (1 - \delta) - (1 - \delta) \sum_{\hat{x}' \in \hat{X}} V_k^{\rho, \lambda^*}(\hat{x}', q(\hat{x}', q)) \bar{T}(\hat{x}'|\hat{x}, \hat{u}, f_w)$$

$$= (1 - \delta) \sum_{\hat{x}' \in \hat{X}} \left(1 - V_k^{\rho, \lambda^*}(\hat{x}', q(\hat{x}', q))\right) \bar{T}(\hat{x}'|\hat{x}, \hat{u}, f_w)$$

$$\leq (1 - \delta) \sum_{\hat{x}' \in \hat{X}} \left(1 - V_k^{\rho, \lambda^*}(\hat{x}', q(\hat{x}', q))\right) \left(\frac{1}{1 - \delta} \int_{\hat{x}' \in \hat{X'}} \mathcal{L}_T(d\hat{x}'|\hat{x}, \hat{x}', \hat{u}, \hat{w}) \bar{T}(\hat{x}'|\hat{x}, \hat{u}, \Pi_w(w))\right)$$

with $w = \hat{\lambda}_{H-k-1}(x, \hat{x}, q, \hat{u})$

$$= \int_{\hat{X}} \left(1 - V_k^{\rho, \lambda^*}(\hat{x}', q(\hat{x}', q))\right) \mathcal{L}_T(d\hat{x}'|x, \hat{x}, \hat{u}, \hat{w}) \bar{T}(\hat{x}'|\hat{x}, \hat{u}, \Pi_w(w))$$

$$= \int_{\hat{X}} \left(1 - V_k^{\rho, \lambda^*}(\hat{x}', q(\hat{x}', q))\right) \mathcal{L}_T(d\hat{x}' \times d\hat{x}'|x, \hat{x}, \hat{u}, \hat{w})$$

$$\leq \int_{\hat{X}} \left(1 - V_k^{\rho, \lambda^*}(\hat{x}', q')\right) \mathcal{L}_T(d\hat{x}' \times d\hat{x}'|x, \hat{x}, \hat{u}, \hat{w})$$

with $q' = \tau(q, L \circ h(x'))$

$$\leq \int_{\hat{X} \times \hat{X}} \left(1 - V_{k+1}^{\hat{\rho}, \hat{\lambda}}(x, x', q')\right) \mathcal{L}_T(d\hat{x}' \times d\hat{x}'|x, \hat{x}, \hat{u}, \hat{w}) - 1 - V_{k+1}^{\hat{\rho}, \hat{\lambda}}(x, \hat{x}, q),$$

where $f_w$ is a function that assigns a probability measure over $(\hat{W}, B(\hat{W}))$, $\hat{X}_x = \{x' \in X|\langle x', \hat{x}'\rangle \in \mathcal{R}\}$, and $\mathcal{L}_T(d\hat{x}'|x, \hat{x}, \hat{x}', \hat{u}, \hat{w})$ is the conditional probability of $x'$ as in (3.2). Note that the chain of equations above hold similarly to those in the proof of Lemma B.2. Thus, we have $V_n^{\rho, \lambda^*}(\hat{x}, q) \geq V_{n+1}^{\hat{\rho}, \hat{\lambda}}(x, \hat{x}, q)$ so that (B.9) also holds for $n = k + 1$, which concludes the proof.

Lemma B.8. Consider a gDTSG $\mathcal{D}||\hat{\mathcal{D}} = (X \times \hat{X}, \hat{U}, W, X_0||, \mathcal{L}_T, Y, h||), a DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$, and their product gDTSG $(\mathcal{D}||\hat{\mathcal{D}}) \otimes \mathcal{A}$. Given a Markov policy $\hat{\rho}$ for Player I of $(\mathcal{D}||\hat{\mathcal{D}}) \otimes \mathcal{A}$, for any control
strategy $C_\lambda$ for Player II of $D|\hat{\mathcal{D}}$, one has

$$P_{(\hat{\lambda},\lambda'')}\times (D|\hat{\mathcal{D}}) \otimes A \{\exists k \leq H, q(k) \in F\} \geq P_{(C_\rho,C_\lambda)\times D|\hat{\mathcal{D}}} \{\exists k \leq H, y_{\omega k} \models A\},$$

with $\lambda''$ as in (B.8), and $C_\rho$ being a control strategy for Player I of $D|\hat{\mathcal{D}}$ constructed based on $\hat{\rho}$ as in Definition B.3.

Lemma B.8 can be proved similar to that of Lemma B.4 with the help of (B.6) and (B.8). Employing Lemmas B.7 and B.8, we show the results of Theorem 5.10 as follows.

**Proof of Theorem 5.10.** Consider $x_0 \in X_0$ and $\hat{x}_0 \in \hat{X}_0$ with $(x_0, \hat{x}_0) \in R$ and $R$ as in (4.14). According to (B.4) and Lemma B.7, for any Markov policy $\hat{\lambda}$ for Player II of the gDTSG $(\mathcal{D}|\hat{\mathcal{D}}) \otimes A$, we have

$$V^\rho_{H}(\hat{x}_0, \bar{q}_0) \geq P_{(\hat{\rho},\hat{\lambda})\times (\mathcal{D}|\hat{\mathcal{D}}) \otimes A} \{\exists k \leq H, q(k) \in F\},$$

(B.28)

where $\hat{\rho}$ is a Markov policy for Player I of the gDTSG $(\mathcal{D}|\hat{\mathcal{D}}) \otimes A$ that is constructed based on $\rho$ as in Lemma B.7. Furthermore, according to Lemma B.8 given a Markov policy $\hat{\lambda}$ for Player II of $(\mathcal{D}|\hat{\mathcal{D}}) \otimes A$ and a control strategy $C_\rho$ for Player I of $(\mathcal{D}|\hat{\mathcal{D}})$ constructed as in Definition B.3 based on $\hat{\rho}$, for any control strategy $C_\lambda$ for Player II of $(\mathcal{D}|\hat{\mathcal{D}})$, we have

$$P_{(\hat{\lambda},\lambda'')}\times (\mathcal{D}|\hat{\mathcal{D}}) \otimes A \{\exists k \leq H, q(k) \in F\} \geq P_{(C_\rho,C_\lambda)\times D|\hat{\mathcal{D}}} \{\exists k \leq H, y_{\omega k} \models A\},$$

(B.29)

where $\lambda''$ is a Markov policy for Player II of $(\mathcal{D}|\hat{\mathcal{D}}) \otimes A$ computed as in (B.8). Note that (B.28) holds for any arbitrary Markov policy for Player II of $(\mathcal{D}|\hat{\mathcal{D}}) \otimes A$. By combining (B.28) and (B.29), one has

$$V^\rho_{H}(\hat{x}_0, \bar{q}_0) \geq P_{(C_\rho,C_\lambda)\times D|\hat{\mathcal{D}}} \{\exists k \leq H, y_{\omega k} \models A\}.$$  

(B.30)

Then, similar to the proof of Theorem 5.4 one can readily verify (5.19) considering (B.30) and (B.12), which completes the proof.

---
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