A solvable model of axisymmetric and non-axisymmetric droplet bouncing
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We introduce a solvable Lagrangian model for droplet bouncing. The model predicts that, for an axisymmetric drop, the contact time decreases to a constant value with increasing Weber number, in qualitative agreement with experiments. We introduce asymmetries in the velocity, initial droplet shape, and contact line drag acting on the droplet and show that asymmetry can often lead to a reduced contact time and lift-off in an elongated shape. The model allows us to explain the mechanisms behind non-axisymmetric bouncing in terms of surface tension forces.

1 Introduction

The interaction of water droplets with solid surfaces is of importance to a wide range of applications including ink-jet printing, spray cooling, ice accumulation, and soil erosion by rainfall. The impact process can be complex: Depending on their size, impact velocity, and the nature of the surface, drops can be deposited on the surface, break-up and splash, or bounce.

When a drop lands on a solid surface inertial forces mediated by the contact with the surface cause the drop to spread out laterally. As it does so, its kinetic energy is transformed into surface energy. The fluid comes to rest and the stored surface energy causes the drop to retract towards its original spherical shape. If it does so with enough energy it will rebound from the surface. The timescale associated with the bouncing follows from a scaling argument balancing inertia and surface tension as \( \tau \sim \left( \frac{\rho R^3}{\sigma} \right)^{1/2} \) where \( \rho \) is the density, \( R \) is the radius and \( \sigma \) is the surface tension of the drop.

Superhydrophobic surfaces are characterised by high contact angles and low contact angle hysteresis. Richard et al. performed experiments showing that the contact time of a bouncing drop on a superhydrophobic surface is \( 2.6 \tau \) for high enough impact speeds, and that viscosity is not important in some regimes of droplet bouncing. Almost elastic collisions can also be achieved on a Leidenfrost surface or if a trapped air layer is preserved below the drop.

One theoretical approach to describing drop bouncing is in terms of the normal modes of vibration. In a classic paper Rayleigh calculated the period of small oscillations in the shape of a drop about the spherical equilibrium as \( 2.2 \tau \). Courty et al. extended this work to drops at a surface. They found that introducing a surface increased the oscillation period compared to free oscillations and, assuming that the contact time can be viewed as half an oscillation period of the lowest frequency harmonic, predicted a contact time of \( 2.3 \tau \).

In Sec. 2 we introduce a simple model of drop bouncing. Our model has the advantage over the Rayleigh approach in that it does not assume small deformations of the drop and so can go beyond linearity. In Sec. 3 we present our results. We consider the axisymmetric and non-axisymmetric motion of a free drop, showing that the drop oscillates chaotically in the non-axisymmetric case. We then calculate the contact time of an axisymmetric bouncing drop, which decreases to a constant value with increasing Weber number, in qualitative agreement with experiments. Next asymmetries in velocity, initial droplet shape, or drag are introduced. We show that asymmetry often leads to a reduced contact time and lift-off in an elongated shape, and we use analytical arguments and numerical solutions of the governing equations to explain why this is the case.
2 The droplet model

2.1 The free drop

We introduce a simple model which reproduces many of the features of droplet bouncing. Our first assumption is to neglect viscous dissipation in the fluid and assume zero friction with the surface. This means that the system is conservative and hence can be described by a Lagrangian. Secondly, we assume that the drop always takes an ellipsoidal shape which can be characterised by its three axes, of lengths $a$, $b$, $c$ along the $x$-, $y$- and $z$-directions respectively. Hence its volume, which is a conserved quantity, is $V_0 = 4\pi abc/3$. A convenient choice of fluid velocity, corresponding to an irrotational flow of incompressible fluid within the drop, allows the problem to be recast in terms of the evolution of the lengths of the axes of the ellipsoid:

$$u = \left(\frac{\dot{a}}{a}, \frac{\dot{b}}{b}, \frac{\dot{c}}{c}\right).$$  (1)

There are two contributions to the Lagrangian describing the drop, the kinetic energy and the potential energy. The kinetic energy, $T$, follows by integrating over the volume of the ellipsoid. The choice of origin for this integration determines the centre of mass motion of the drop; here we take the origin to be the centre of the ellipsoid, corresponding to no centre of mass motion, and giving

$$T = \int \frac{\rho}{2} (u_x^2 + u_y^2 + u_z^2) dV = \frac{\rho V_0}{2} I (\dot{a}^2 + \dot{b}^2 + \dot{c}^2)$$  (2)

where $\rho$ is the density of the fluid of the drop and $I = 1/5$ is the numerical factor associated with the moment of inertia of the ellipsoid.

We consider drops smaller than the capillary length and neglect gravity. Therefore the only contribution to the potential energy of the drop arises from the surface tension, $\sigma$, and is proportional to the surface area of the ellipsoid. As the surface area is in general given by elliptical integrals an approximation is useful:

$$U = 4\pi \sigma \left(\frac{(ab)^\alpha + (bc)^\alpha + (ac)^\alpha}{3}\right)^{1/\alpha}$$  (3)

For this value of $\alpha$ the formula gives a relative error of less than 1.42% for all ellipsoid shapes.

The Lagrangian of the system is given by

$$\mathcal{L} = T - U + p \left(\frac{4\pi abc}{3} - V_0\right),$$  (4)

where the final term is a Lagrange multiplier added to enforce the incompressibility constraint; the physical meaning of $p$ is pressure. In the system of units with length measured in units of the drop radius $R$ and time measured in units of $\tau_s = (\rho R^3 / \sigma)^{1/2}$ the Lagrangian of the system can be written as

$$\mathcal{L} = T(\dot{a}) - U(a) + \bar{p}(abc - 1),$$  (5)

where $a = (a,b,c)$, $\bar{p} = pR/\sigma$ is the dimensionless pressure,

$$T(\dot{a}) = T(\dot{a}, \dot{b}, \dot{c}) = \frac{1}{2} (\dot{a}^2 + \dot{b}^2 + \dot{c}^2)$$  (6)

is a quadratic form of $\dot{a}$ and

$$U(a) \approx 3^{1-1/\alpha} ((ab)^\alpha + (bc)^\alpha + (ca)^\alpha)^{1/\alpha},$$  (7)

with $\alpha = 1.6$ is a homogeneous function of degree 2.

The corresponding Euler-Lagrange equations read

$$I\ddot{a} = -\partial_a U + \bar{p}/a,$$  (8)

$$I\ddot{b} = -\partial_b U + \bar{p}/b,$$  (9)

$$I\ddot{c} = -\partial_c U + \bar{p}/c,$$  (10)

$$abc = 1.$$  (11)

This dynamical system describes how fluid inertia, surface tension and pressure forces determine the dynamics of the bouncing drop.

An elegant and useful expression for pressure $\bar{p}$ can be obtained by multiplying Eq. (8) by $a$, Eq. (9) by $b$ and Eq. (10) by $c$, summing them, and transforming the result using the Euler identity for $U$

$$a \frac{\partial U}{\partial a} = 2U$$

and the identities

$$a\ddot{a} = \frac{1}{2} \frac{d^2 a^2}{dt^2} - a^2, \quad b\ddot{b} = \frac{1}{2} \frac{d^2 b^2}{dt^2} - b^2, \quad c\ddot{c} = \frac{1}{2} \frac{d^2 c^2}{dt^2} - c^2.$$  (12)

Then,

$$\bar{p} = \frac{1}{3} \left(\frac{d^2 T(a)}{dt^2} - 2T(\dot{a}) + 2U(a)\right).$$

In particular, when the drop is maintained in equilibrium the time derivatives vanish and an equivalent of the Young-Laplace law for capillary pressure is recovered:

$$\bar{p}_{\text{capillary}} = \frac{2}{3} U(a).$$

Finally, we should notice that since the system conserves energy,

$$T(\dot{a}) + U(a) = E,$$  (13)

where $E$ is constant on any trajectory.
2.2 The bouncing drop

The formalism can be extended to describe a drop hitting a flat surface at \( z = -c \) by choosing a velocity field

\[
\mathbf{u} = \left( \frac{\dot{a}}{a}, \frac{\dot{b}}{b}, (z+c) \frac{\dot{c}}{c} \right). \tag{14}
\]

This model represents slip boundary conditions, since for a drop that initially lies above the surface the vertical component of velocity reaches zero at \( z = -c \). Then, the free drop kinetic energy, Eq. (6), is replaced by

\[
T(a) = T(\dot{a}, \dot{b}, \dot{c}) = \frac{1}{2} (\dot{a}^2 + \dot{b}^2 + (I+1)\dot{c}^2) \tag{15}
\]

where the additional term in the kinetic energy is the energy associated with the motion of the centre of mass of the drop. Eq. (10) is replaced by

\[
(I+1)\ddot{c} = -\partial_t U + \ddot{p}/c. \tag{16}
\]

For small amplitudes the drop oscillates without lifting off the surface. At higher amplitudes oscillations do not occur, but instead the drop leaves the surface after a finite contact time. It is assumed that for the time prior to the drop lifting off the surface \( \dot{c} > 0 \) as the surface exerts a positive force on the drop. Therefore we identify the time of lift-off by the conditions

\[
\ddot{c} = 0, \quad \dot{c} > 0. \tag{17}
\]

Contact line drag can be modelled by adding forcing terms of the form \( F_a = -k_a \dot{a} b \) and \( F_b = -k_b \dot{b} a \) to Eq. (8) and Eq. (9) respectively. This form is chosen so that the drag force is proportional to both the velocity in a given direction and to the length of the drop interface perpendicular to that direction.

2.3 Initial Conditions

The relevant variables in the model are \((a, b, c)\), describing the drop shape, and \((\dot{a}, \dot{b}, \dot{c})\), describing its velocity. The drop is initially chosen to be a sphere by setting \(a_0 = b_0 = c_0 = 1\). To define the initial velocities we choose an initial kinetic energy \(T_0\) corresponding to a Weber number

\[
\text{We} = \frac{2T_0 a_0}{V_0 \sigma} \tag{18}
\]

and a value for \(\gamma = \dot{a}_0/\dot{b}_0\), the initial degree of lateral asymmetry in the velocities of the drop. The third initial velocity follows automatically from the constraint that the drop is incompressible.

If a surface is present the drop is assumed to be just touching the surface at \(t = 0\) and Eq. (15) is used for the kinetic energy contribution to the Lagrangian. Note that the constraint on incompressibility leads to an initial velocity that already has components in the transverse directions. Physically this models times after the initial crush phase of impact, which is a short but highly compressible regime, when incompressibility again becomes a good approximation.

In the system of units with length measured in units of \(R\) and time measured in units of \(\tau\), the total energy of the drop

\[
E = T_0 + U(1,1,1) = \text{We}/2 + 3. \tag{19}
\]

3 Results

3.1 Free drop oscillations

We first consider the oscillations of a free drop. The drop can be initialised in an axisymmetric mode by choosing \(\gamma = 1\). It then oscillates between an oblate and a prolate spheroid, as shown in Fig. 1a. For small amplitudes the model captures the Rayleigh result for the period of oscillation, as expected. However, as the Weber number is increased, the drop no longer oscillates harmonically: in particular it oscillates far more quickly out of the oblate ellipsoid shape than it does from the prolate ellipsoid. Moreover, the period increases by approximately an order of magnitude as We increases from 1 to 10. (It should be noted that the extreme prolate shapes here are unphysical as drop breakup would occur.)

To initialise the drop in the non-axisymmetric mode we choose \(\gamma = -1\). In line with the Rayleigh predictions for small amplitudes this mode has the same oscillation time as the axisymmetric mode. At higher amplitudes a pressure-mediated coupling between modes becomes important and the drop quickly starts to oscillates in a mixed mode shown in Fig. 1b. Fig. 1c shows a Poincare section of this mixed mode case. It can be seen that the motion is chaotic in nature.

3.2 Axisymmetric bouncing

The case of axisymmetric bouncing, when the drop retains its circular shape during spreading and retraction, can be fully solved analytically. In this case \(a = b, c = 1/a^2\) and the potential energy

\[
U = U_1(a) = 3^{1-1/a} a^2 \left( 1 + 2a^{-3a} \right)^{1/a}, \tag{20}
\]

while the kinetic energy

\[
T = m(a) \dot{a}^2, \quad m(a) = f \left( 1 + \frac{12}{a^6} \right). \tag{21}
\]

From the energy conservation law (13)

\[
\dot{a}^2 = \frac{E - U_1(a)}{m(a)}, \tag{22}
\]
Fig. 1 (a) Time evolution of the vertical axis $c$ of a free drop oscillating (a) axisymmetrically (b) non-axisymmetrically at $We = 1$ (blue), $We = 5$ (green) and $We = 10$ (red). Snapshots of the drop shape at $t=0,2,4,...$ for $We = 5$ are shown to the right of the graphs. (c) Poincaré section for the non-axisymmetric case in the $a = 1$ plane showing $\dot{a}$ against the potential energy $U$. The colours denote different starting points in the phase space.
Fig. 2 (a) Variation of the contact time with Weber number for axisymmetric impacts. (b) Axis lengths, c: dotted, a = b full lines, against time for We = 10 (blue) and We = 20 (green). The vertical lines show \( t_1 \) and \( t_2 \) for each We. (c) A comparison of \( t_1 \) and \( t_2 \) for the numerical (solid lines) and analytical (dashed lines) results against Weber number with \( t_1 \) (blue), \( t_2 \) (green), \( t_1 + t_2 \) (red).
Thus, the lift-off occurs very soon after the drop radius
It results in
be found for small deviations from
account (22), the take-off condition reads

\[ U_1(a_{\text{turn}}) = E, \quad i = l, r. \]  

(24)

Since the Lagrangian dynamics is time-reversible, the limits
of integration should be reversed for \( a_2 < a_1 \).

In order to find the moment of drop lift-off we notice that
\( c = 1/a^2 \) and hence
\[ \dot{c} = \dot{a} \frac{d}{da} \frac{1}{a^2} = -\frac{2}{a} \frac{\dot{a}}{a}. \]

Therefore we conclude that at the lift-off moment characterised by \( \dot{c} = 0 \) and \( \dot{c} > 0 \), the radial drop velocity is negative, \( \dot{a} < 0 \), and the ratio \( \dot{a}/a^2 \) reaches its minimum. Taking into account (22), the take-off condition reads
\[ \frac{d}{da} \left[ \frac{E - U_1(a)}{a^6 m(a)} \right] = 0 \quad \text{or} \quad \frac{d}{da} \left[ \frac{E - U_1(a)}{a^6 + 12} \right] = 0. \]  

(25)

It follows immediately from (25) that both droplet inertia and
surface tension are essential for lift-off. Indeed, assuming that
the surface tension effects are unimportant immediately leads
to a contradiction as (25) can not be satisfied for \( U_1 \equiv 0, a > 0 \).
The explicit expression for the drop lift-off size \( a_{\text{lift}} \) (25) can be found for small deviations from \( a_{\text{lim}} = 1 \) by linearising (25). It results in
\[ a_{\text{lift}} \approx 1 - \frac{E - 3}{13a} = 1 - 0.024 \text{We}. \]  

(26)

Thus, the lift-off occurs very soon after the drop radius \( a \) has returned to the original size 1. It is clear, therefore, that a
suitable approximation for the time that the drop is in contact
with the surface \( \tau_{\text{contact}} \) for moderate We numbers is given by
the half-oscillation duration \( \tau_{\text{contact}} \approx \tau_{1/2} = 2t(1, a_{\text{turn}}) \).

Fig. 2a shows the dependence of the drop contact time on
the Weber number obtained in numerical simulations of the
model (8),(9),(11) and (16), with the lift-off condition (17).
The contact time decreases with increasing We, rapidly con-
verging to its limiting value 1.24; for \( \text{We} > 10 \) the contact
time becomes virtually independent of the impact velocity. A
qualitatively similar behaviour has been observed in experi-
ments. However the results are not a quantitative match as
the measured contact time equals 2.6\( \tau_c \), whereas the plateau
for the model occurs at 1.24\( \tau_c \), where \( \tau_c \) and \( \tau_r \) are the values of \( (\rho R^2/\sigma)^{1/2} \) for the experiment and simulation respectively.
This is not unexpected because the model neglects many fac-
tors present in experiment, for example a surface that is not
perfectly hydrophobic, surface drag and that the drop does not
remain ellipsoidal but develops a rim.

This dependence of the contact time on We finds an easy
explanation within our model. Indeed, for large enough We,
upon collision with the surface the drop height \( c \) quickly de-
creases and, correspondingly, the magnitude of drop spread
\( a \) becomes large. Hence, according to (20) and (21), the La-
grangian of the system can be approximated as
\[ \mathcal{L} \approx 1\dot{a}^2 - 3^{1-1/\alpha}a^2, \]  

(27)

for \( a > a_c \sim 2 \) (we shall return to discussing the more precise
value for \( a_c \) at the end of this section). This can be recognised
as the Lagrangian for an oscillator of frequency
\[ \omega_0 = \sqrt{3^{1-1/\alpha}/I} \approx 2.75, \]  

(28)

which is independent of the initial drop velocity. The corre-
sponding half-oscillation period \( \tau_{1/2} \approx 1.14 \). For large We the
drop contact time is dominated by the duration of drop spread-
ing in this regime. The discrepancy with the limiting contact
time value of 1.24 is primarily due to lift-off occurring slightly
after half an oscillation.

The tendency of contact times to increase for smaller We
can be traced to the longer periods of small (axisymmetric)
oscillations. For \( \Delta a = a - 1 \ll 1 \),
\[ \mathcal{L} \approx 13I(\Delta a)^2 - 3(1 + \alpha(\Delta a)^2), \]  

(29)

and the corresponding frequency of oscillations is
\[ \omega_s = \sqrt{3\alpha/13I} \approx 1.36, \]

with the half-oscillation period \( \approx 2.31 \).

Thus, for large enough We, the spreading dynamics of a
bouncing drop is comprised of two distinct stages: the first
stage, defined by \( a < a_c \), of duration \( \tau_1 \), is characterised by
fast evolution of the vertical (axial) drop thickness \( c \) and is
followed by the second stage, defined by \( a > a_c \), of duration
\( \tau_2 \), characterised by spreading mainly in the horizontal (radial)
direction, see Fig. 2b. The minimal drop thickness \( c_{\text{min}} \) is at-
tained during the second stage; it is straightforward to show
from the energy conservation law that \( c_{\text{min}} \sim \text{We}^{-1} \). The total
half-oscillation period \( \tau_{1/2} = 2(\tau_1 + \tau_2) \).

The half-oscillation period is dominated by \( \tau_2 \) only when
\( c \ll a \) for the majority of the oscillation, which is a reasonable
assumption only for very high Weber numbers. Therefore it
is surprising that, according to Fig. 2a, the contact time is already approaching its asymptotic value for We ~ 5. To understand this further, we calculate $t_1$ for the small oscillations approximation of the Lagrangian (29):

$$t_1 = t(1, a_c) \approx \frac{1}{2\omega_2} \arcsin \frac{a_c - 1}{a_s}, \quad a_s = \sqrt{\frac{We}{6\alpha}}. \quad (30)$$

Analogously, $t_2$ calculated using the large oscillations approximation of the Lagrangian (27) is

$$t_2 = t(a_c, a_{c,turn}) \approx \frac{1}{2\omega_b} \left( \frac{\pi}{2} - \arcsin \frac{a_c}{a_l} \right), \quad a_l = \sqrt{3^{1/\alpha}(We + 6)}.$$

For large We,

$$t_1 \approx \sqrt{\frac{26l}{We}}(a_c - 1), \quad t_2 \approx \frac{\pi}{2\omega_b} - \sqrt{\frac{2l}{We}}a_c.$$ 

The value of the cut-off length $a_c$ should be chosen such that the sum $t_1 + t_2$ only weakly depends on it. For $a_c \approx 1.3$ the two terms dependent on the Weber number cancel, hence the sum is only weakly influenced by the initial kinetic energy and the plateau in contact time is reached quickly with increasing We. Fig. 2c shows how the approximations for $t_1$ and $t_2$ compare to the times measured in the simulations.

We point out for future reference that the turning point gives an indication of the plateau in contact time is reached quickly with increasing We. If $R(a, b) > 0$, both eigenvalues of the linearised Eq. (31) are imaginary and hence the local dynamics of $(a - b)$ is oscillatory. But if $R(a, b) < 0$, one of the eigenvalues becomes real positive and the dynamics of $(a - b)$ is linearly unstable. Then, any asymmetry of the drop shape will grow exponentially. Having made this observation, we now turn to discussing the dependence of $R(a, b)$ on the physical parameters of the problem.

The first term on the right hand side of Eq. (32) describes the effect of pressure and therefore must be positive on physical grounds. Hence, it cannot lead to growth of the drop shape asymmetry. The second term on the right hand side of (32) describes the effect of surface tension. It can be easily shown that it is negative and, therefore, will lead to drop shape asymmetry growth. Indeed, tangential surface tension forces acting along a closed contour are proportional to its length. Therefore, as illustrated in Fig. 3, the total surface tension force $F_a = F_b$ acting along the direction $a (b)$ is proportional to the length $l_a (l_b)$ of the contour lying in the plane $a = \text{const}$ ($b = \text{const}$). If $a > b, l_a < l_b$ and $F_a < F_b$, i.e. the longer horizontal axis of the drop will experience a lesser contractile force.

Eq. (32) shows that the character of the dynamics of the drop asymmetry is determined by the competition of the pressure and surface tension forces. In particular it is independent of the inertia forces which only affect the rate of the dynamics.

3.3 Non-axisymmetric bouncing

Several authors have recently shown that the drop-substrate contact time is reduced if the bouncing is not axisymmetric. Non-axisymmetric bouncing may result from an asymmetry in the initial conditions, such as different initial momenta along the $a$ and $b$ directions or a non-axisymmetric drop shape at the collision, or from anisotropy of the physical process of interaction of the drop with the substrate, such as anisotropic surface drag. In section 3.3.1 we give analytical arguments to show that, given an initial anisotropy, the drop dynamics may lead to development of strongly non-axisymmetric shapes. We discuss the roles of surface tension, pressure and inertia forces and link the shortening of contact times to the non-axisymmetric bouncing. In section 3.3.2 we use numerical solutions of the equations of motion to confirm and extend our conclusions.

3.3.1 Analytical arguments: According to the governing equations (8), (9), (11) and (16), the drop shape dynamics is determined by interplay of three forces: the drop inertia, surface tension and pressure. Our goal is to find which of these factors lead to the development of non-axisymmetric drop shapes. To this end, we subtract Eq. (9) from Eq. (8) and obtain

$$I \frac{d^2}{dt^2}(a - b) + R(a, b)(a - b) = 0, \quad (31)$$

$$R(a, b) = \frac{\tilde{\rho}}{ab} + \frac{\partial_a U - \partial_b U}{a - b}. \quad (32)$$

The difference $(a - b)$ measures the drop shape asymmetry. If $R(a, b) > 0$, both eigenvalues of the linearised Eq. (31) are imaginary and hence the local dynamics of $(a - b)$ is oscillatory. But if $R(a, b) < 0$, one of the eigenvalues becomes real positive and the dynamics of $(a - b)$ is linearly unstable. Then, any asymmetry of the drop shape will grow exponentially. Having made this observation, we now turn to discussing the dependence of $R(a, b)$ on the physical parameters of the problem.

The first term on the right hand side of Eq. (32) describes the effect of pressure and therefore must be positive on physical grounds. Hence, it cannot lead to growth of the drop shape asymmetry. The second term on the right hand side of (32) describes the effect of surface tension. It can be easily shown that it is negative and, therefore, will lead to drop shape asymmetry growth. Indeed, tangential surface tension forces acting along a closed contour are proportional to its length. Therefore, as illustrated in Fig. 3, the total surface tension force $F_a = F_b$ acting along the direction $a (b)$ is proportional to the length $l_a (l_b)$ of the contour lying in the plane $a = \text{const}$ ($b = \text{const}$). If $a > b, l_a < l_b$ and $F_a < F_b$, i.e. the longer horizontal axis of the drop will experience a lesser contractile force.

Eq. (32) shows that the character of the dynamics of the drop asymmetry is determined by the competition of the pressure and surface tension forces. In particular it is independent of the inertia forces which only affect the rate of the dynamics.

Similarly to the axisymmetric case, for We > 5, following a collision with the surface, the drop dynamics is usefully decomposed into two stages: the first stage is characterised by a quick flattening of the drop and it is followed by the second stage characterised by a slow evolution of $c(t) \ll 1$. It turns out that the drop spreading dynamics during the second stage lends itself to a considerably simplified description. In order to demonstrate this we use the relation $c = (ab)^{-1}$ and re-write the potential energy as

$$U = U_2(a, b) = 3^{1-1/\alpha}((ab)^{\alpha} + a^{-\alpha} + b^{-\alpha})^{1/\alpha}. \quad (33)$$

For $c \ll a, b$, to leading order, 

$$T \approx \frac{l}{2}(a^2 + b^2), \quad U \approx 3^{1-1/\alpha}ab \quad (34)$$
and the dynamical equations for $a$ and $b$ decouple from the dynamical equation for $c$:

$$
\ddot{a} = -\omega_0^2 b, \quad \ddot{b} = -\omega_0^2 a,
$$

(35)

with $\omega_0$ defined by Eq. (28). In this approximation pressure plays no role in the dynamics of $a$ and $b$; hence, we should expect that development of drop shape anisotropy is most pronounced during this stage of drop spreading and retraction. (By contrast, to construct the proper approximation for the dynamics of $c$ one needs to go beyond the leading order approximation in (34). Then the pressure term emerges as the principal factor determining the dynamics of $c$.)

The dynamics described by Eqs. (35) is no longer oscillatory; indeed they can be immediately solved to produce

$$
a(t) = C_1 \sinh \omega_0 t + C_2 \cosh \omega_0 t + C_3 \sin \omega_0 t + C_4 \cos \omega_0 t,
$$

$$
b(t) = -C_1 \sin \omega_0 t - C_2 \cosh \omega_0 t + C_3 \sin \omega_0 t + C_4 \cosh \omega_0 t,
$$

where the coefficients $C_k$, $k = 1,...,4$ are related to the initial conditions at the beginning of the second stage as

$$
C_1 = \frac{a_0 - b_0}{2\omega_0}, \quad C_2 = \frac{a_0 - b_0}{2}, \quad C_3 = \frac{a_0 + b_0}{2}, \quad C_4 = \frac{a_0 + b_0}{2}.
$$

For collisions leading to an anisotropic distribution of momentum in an initially axisymmetric drop:

$$
C_1 = \sqrt{\omega_0 E_a} \frac{\gamma - 1}{\sqrt{1 + \gamma}}, \quad C_2 = 0, \quad C_3 = \sqrt{2\omega_0 E_a} \frac{\gamma + 1}{\sqrt{1 + \gamma}}, \quad C_4 = a_c.
$$

Analogously, for axisymmetric impacts of a drop having an anisotropic initial shape:

$$
C_1 = 0, \quad C_2 = \frac{f - a_0}{2f}, \quad C_3 = \sqrt{2\omega_0 E_a}, \quad C_4 = \frac{f + 1}{2f}a_0.
$$

where $f = b_0/a_0$.

Figure 4 shows the evolution of the potential energy $U(t)$ for varying impact anisotropy $\gamma$. The drop retracts sooner for increasing $\gamma$. The maximal potential energy $U_{\text{max}} = E$ is reached only for $\gamma = 1$ and decreases with increasing impact anisotropy. The non-axisymmetrically bouncing drop never comes to a full standstill. (Note that $U(t)$ is symmetric with respect to $\gamma \rightarrow \gamma^{-1}$, hence the curves for $\gamma = 2/3$ and $\gamma = 1.5$ coincide.)
3.3.2.1 Anisotropic momentum. We first consider the effect of an anisotropic momentum distribution upon the collision of an axisymmetric drop with a flat surface. Therefore, we impose an initial lateral asymmetry in momentum by taking $\gamma$ greater than unity, corresponding to $b_0 > a_0$. Fig. 5a(I) shows that, except for very small $\text{We} \sim 1$, the contact time substantially decreases with increasing anisotropy, and that this effect is more pronounced at larger $\text{We}$.

Fig. 5a(II) shows the dynamics of the drop. The initial anisotropy in momentum means that $b$ expands faster than $a$. This leads to a contractile surface tension force on $a$ that is larger than the one on $b$ (see Fig. 5(III)), in accordance with the argument given in section A. Hence, $a$ reaches a maximum, and then starts to retract while $b$ is still growing. The drop shape anisotropy at this stage is growing approximately exponentially with the rate $\dot{\gamma} a_0$. Once $a$ starts to retract the incompressibility condition leads to a positive feedback which tends to slow down the oscillation of $b$. This feedback becomes more pronounced as $a$ grows shorter and drives the development of the drop anisotropy further. As $a$ becomes shorter and $b$, driven by surface tension, slows down and reaches a maximum, pressure increases and causes the total force on $c$ to increase. Hence, the center of mass of the drop attains a positive vertical velocity $\dot{c}$. The drop starts to expand in the vertical direction and this expansion eventually drives the pressure force down. Hence, the combined force on $c$ decreases and, finally, reaches zero. At this point the drop lifts off the surface.

Note that, similar to the experiments$^{21}$ and in contrast with the axisymmetric drop dynamics, most of the change in contact time occurs during the retraction rather than the expansion stage.

For $\text{We} = 1$ there is a small increase in contact time. This occurs because the energy is insufficient for lift-off upon the initial retraction of the $a$-axis. The drop bounces at a later time as the $b$-axis retracts.

3.3.2.2 Anisotropic shape. The impacts of drops with non-axisymmetric initial shapes also lead to changes in contact time. The mechanisms responsible for the drop bouncing dynamics are similar to those for initial momentum anisotropy. However they give rise to a more complicated dependence of the contact times on the initial shape.

Fig. 5b shows a non-monotonic variation of the contact time on the parameter $f = b_0/a_0$, controlling the initial drop shape anisotropy. The physical difference between the bouncing for $f \sim 4$, to the left of the cusp, and for higher values of $f$ is that in the former case it is the retraction of the initially longer axis $b$ that drives the drop lift-off, while in the latter case it is the retraction of the initially shorter axis $a$.

For $f > 4$ the surface tension force acting on $a$ is initially large and therefore $a$ oscillates more quickly than $b$. Once it starts retracting the incompressibility condition leads to a coupling which further slows the oscillation of the $b$ axis and, in turn, promotes a faster $a$-retraction leading to quicker bouncing. This mechanism is fully analogous to that for the case of initial momentum anisotropy.

For smaller anisotropy, $f \ll 4$, the two directions are more balanced. $a$ still tends to oscillate more quickly but also to extend further before retracting. Hence the $b$ axis has ample time to contract first, and it drives the bouncing. In this case the shape anisotropy upon lift-off, and hence the reduction in contact time, are relatively small.

3.3.2.3 Anisotropic surface drag. Finally we consider the effect of anisotropic contact line drag on the bouncing of an initially axisymmetric drop. We assume that drag acts only on the moving $a$-axis, i.e. $F_a = -k_b \dot{a}$, $F_b = 0$. Fig 5c(I) shows that here too there is a non-monotonic variation of contact time with $\text{We}$. For low $k$ the bouncing mechanism is similar to that already described for anisotropic velocities, with the additional complication that for higher drag the slowing of the retraction due to the damping starts to have an effect. For higher $k$ there is a different regime in which the contact time is greater than that for zero drag. This occurs when the damped $a$-axis retracts with insufficient energy to drive lift-off.

4 Summary

We have defined a simple Lagrangian model which is able to reproduce many of the features of the impact of drops on solid surfaces. The model extends the classic normal mode analysis of Rayleigh beyond the linear regime. Our model qualitatively matches experiments on axisymmetric drop impact in that it shows a contact time that decreases to a plateau with increasing $\text{We}$. The plateau occurs because the spreading and retraction is predominantly a simple harmonic motion driven by surface tension. Quantitative difference between experiment and model are to be expected, because physical drops develop a rim upon bouncing, and because of viscous losses.

We use the model to describe non-axisymmetric bouncing, due to an anisotropic initial velocity, initial shape or contact line drag. The usual effect of anisotropy is to cause a reduction in contact time. We show analytically that this occurs because once the drop has an elliptical footprint the surface tension force acting on the longer sides (or, equivalently, the direction perpendicular to the smaller initial velocity) is greater. Therefore the shorter axis retracts faster and, due to the incompressibility constraints, pumps fluid along the more extended droplet axis. This leads to a positive feedback, allowing the drop to jump in an elongated configuration, and more quickly.
Fig. 5 Effect of anisotropy on the bouncing. I contact time as a function of asymmetry for We = 1 (blue), We = 3 (cyan), We = 5 (green), We = 10 (red) and We = 20 (magenta). II variation in axis length a(green), b(blue) and c(red) with time for We = 10, solid lines are the non-axisymmetric case with dotted lines the symmetric case for comparison. III variation in force on axis a(green), b(blue) and c(red) with time for We = 10, solid lines are the non-axisymmetric case with dotted lines the symmetric case for comparison.
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