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Expansion dynamics of single-species, non-neutral clouds, such as electron bunches used in ultrafast electron microscopy, show novel behavior due to high acceleration of particles in the cloud interior. This often leads to electron bunching and dynamical formation of a density shock in the outer regions of the bunch. We develop analytic fluid models to capture these effects, and the analytic predictions are validated by PIC and N-particle simulations. In the space-charge dominated regime, two and three dimensional systems with Gaussian initial densities show bunching and a strong shock response, while one dimensional systems do not; moreover these effects can be tuned using the initial particle density profile and velocity chirp.

I. INTRODUCTION

Non-neutral plasma systems arise in a variety of physical contexts ranging from astrophysics[1-3], accelerator technologies[4,7]; ion and neutron production[8,13]; sources for electron and ion microscopy[14,15]; to high power vacuum electronics[16-18]. Understanding of the dynamics of spreading of such systems is critical to the design of next generation technologies, and simple analytic models are particularly helpful for instrument design. As a result, substantial theoretical efforts have already been made in this vein[19-30]. Specifically, free expansion of clouds of charged single-specie particles starting from rest have been well studied both analytically and computationally[15,21,22,23,27,31-39], and a number of studies have found evidence of the formation of a region of high-density, often termed a “shock”, on the periphery of the clouds under certain conditions[14,22-26,31-34].

One application of these theories that is of particular current interest is to high-density electron clouds used in next-generation ultrafast electron microscopy (UEM) development[10,11]. The researchers in the UEM and ultrafast electron diffraction (UED) communities have conducted substantial theoretical treatment of initially extremely short bunches of thousands to ultimately hundreds of millions of electrons that operate in a regime dominated by a virtual cathode (VC) limit[30,40] which is akin to the Child-Langmuir current limit for beams generated under the steady-state conditions[18]. These short bunches are often generated by photoemission, and such bunches inherit an initial profile similar to that of the driving laser pulse profile. Typically, the laser pulse has an in-plane, “transverse” extent that is of order one hundred microns and a duration on the order of fifty femtoseconds, and these parameters translate into an initial electron bunch with similar transverse extents and sub-micron widths[40]. After photoemission, the electrons are extracted longitudinally using either a DC or AC field typically in the 1-10 MV/m[40-49] through tens of MV/m[50,52] ranges, respectively. However, the theoretical treatments of such “pancake-like” electron bunch evolution have largely focused on the longitudinal dimension[52,53,54], and the few studies looking at transverse dynamics have either assumed a uniform-transverse distribution[55] or have looked at the effect of a smooth Gaussian-to-uniform evolution of the transverse profile on the evolution of the pulse in the longitudinal direction[56,57]. Of specific note, only one analytic study found any indication, a weak longitudinal signal, of a shock[54].

On the other hand, an attractive theoretical observation is that an ellipsoidal cloud of cool, uniformly distributed charged particles has a linear electric field within the ellipsoid which results in maintenance of the uniform charge density as the cloud spreads[23]. In the accelerator community, such a uniform distribution is a prerequisite in employing techniques such as emittance compensation[53] as well as forming the basis of other theoretical analyses. It has long been proposed that such a uniform ellipsoid may be generated through proper control of the transverse profile of a short charged-particle bunch emitted from a source into vacuum[14], and experimental results have shown that an electron cloud emitted from a photocathode and rapidly accelerated into the highly-relativistic regime can develop into a final ellipsoidal profile characteristic of a uniform charge distribution[54].

Contrary to expectations from the free expansion work but consistent with the longitudinal analyses, this shadow lacks any indication of a peripheral region of high-density shocks. However, recent work has indicated that a substantial high density region may indeed form in the transverse direction[55], and N-particle simulation results, as demonstrated in Fig. 1, demonstrate a rapidly-developed substantial ring-like shock circum-scribing the median of the bunch when the bunch starts from sufficient density. Moreover, this shock corresponds to a region of exceedingly low brightness, or conversely, high, local temperature, and that experiments show that...
FIG. 1. (a-d.) Two dimensional projections of $1 \times 10^6$ electron positions simulated with the N-particle code, COSY, for approximately 300 ps after injection with a Gaussian ($\sigma_r = 100$ $\mu$m) transverse profile into a cavity with an electric field of 10 MV/m. Colors from white to red indicate electron density on a linear scale. (a.) and (b.) are projections of the full distribution to the x-z and x-y planes, respectively. (c.) and (d.) are x-z and x-y projections, respectively, of just the portion of the distribution within 20% of the standard deviation of the median value of y and z, respectively. Notice the ring-like substructure that is evident in the “slices”, (c.) and (d.) but absent from the full distribution projections, (a.) and (b.). (e.) N-particle radial-distributions obtained near the longitudinal median plane of the bunch at various times. Density is calculated by binning 1000 macroparticles and assigning the resulting density to the average radial position of those particles. The initial distribution is sampled from a Gaussian, and the square-like nature of the plot results from the discreteness of the bins. The sub-graph in the upper left corner shows the position of maximum density as a function of time, which is non-zero at initial time due to binning resulting in a non-zero minimum radial position. The sub-graph in the upper right shows the ratio of the maximum density to the density at the minimum $r$ value. Notice, the “phase transition” in the 45-80 ps range where the location of the non-zero, non-stochastic peak first appears well away from the origin.

removal of this region results in a dramatic increase in the bunch brightness, which we term “Coulomb cooling” as it is similar to evaporative cooling in the fact that the “hottest” charged particles are removed from the distribution’s edge thus leaving behind a higher-quality, cooler bunch.

To understand Coulomb cooling, we first investigate this transverse shock. Here we demonstrate the formation of a ring-like shock within N-particle simulations of electron bunches with initial transverse Gaussian profile and offer an explanation of why this phenomena has not been noted previously within the UED literature. We then utilize a Poisson fluid approach to derive analytic predictions for the expansion dynamics in planar (1D), cylindrical, and spherical geometries, and we derive conditions for the emergence of density peaks distinct from any initial density maximum. We show that peak formation has a strong dependence on dimension, with one dimensional systems less likely to form shocks, while in cylindrical and spherical geometries bunching is more typical. Particle-in-cell (PIC) methods, utilizing WARP, and N-particle simulation are then used to validate the analytical predictions for peak emergence.

II. OBSERVATION OF TRANSVERSE SHOCK

One reason that a transverse shock has not been seen previously in N-particle simulations is apparent in Fig. 1. We consider pancake electron bunches typical of 100keV ultrafast electron microscopy, and we consider the thin direction of the bunch to be the z-axis. Previous studies of the expansion dynamics of these bunches, including our own work, have looked at the projection of the particle density distribution to the x-z plane. Fig. 1 shows that by projecting the distribution in this manner, and with the ability to statistically discern density fluctuations at about the 10% level, results in what appears to be a uniform distribution; however, by restricting the projection to only electrons near the median of the bunch, a restriction that can only be done computationally presently, results in evidence of a transverse ring-like density substructure near the median longitudinal (z) position.
FIG. 2. Average density near the z-median of 30 simulations calculated from bunch profiles evaluated at different times: 5 \( \tau \) the total number of electrons \( N \) conditions (figures in each row) and for three values of cal rings, originating from three randomly chosen initial dots in each figure indicate average densities in cylindri-
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\[ \text{Moreover, due to the fact that for} \]
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and \( a' = \frac{d\rho_0}{d\rho} \) are important in describing the relative dynamics of Langrangian particles starting at different initial positions. Moreover, the special case of \( v_0 = 0 \) everywhere, which we will call the cold-case, is commonly assumed in the literature, and we now examine this case in detail.

First we consider the spreading charge distribution within the Eulerian perspective, where \( z \) is an independent variable instead of it describing the trajectory of a particle. We denote the charge distribution at all times to be \( Q(z; t) \) with \( \rho(z; t) \) a unitless, probability-like density and \( Q_\text{tot} \) the total charge per unit area in the bunch. Since particle number is conserved, we have

\[
\rho(z; t)dz = \rho_0dz_0 \tag{4}
\]

so that the in the non-relativistic case derived above

\[
\rho(z, t) = \rho_0 \left( \frac{dz}{dz_0} \right)^{-1} = \frac{\rho_0}{1 + v'_0 t + \frac{1}{2}a'_0t^2} \tag{5}
\]

Notice that the derivative of the acceleration with respect to the initial position is directly proportional to the initial distribution, so that for initial distributions that are symmetric about the origin,

\[
a'_0 = \frac{qQ_\text{tot}}{2mc_0} \frac{d\delta\sigma}{dz_0} = \frac{qQ_\text{tot}}{m\epsilon_0} \rho_0 \tag{6}
\]

Plugging Eq. (6) into Eq. (5), we get

\[
\rho(z, t) = \frac{\rho_0}{1 + v'_0 t + \frac{qQ_\text{tot}}{2m\epsilon_0} \rho_0t^2} \tag{7}
\]

\[
\frac{d}{dz} \rho(z, t) = \frac{\rho'_0 + (1 + v'_0 t - \rho_0 a''_0 t)}{(1 + v'_0 t + \frac{qQ_\text{tot}}{2m\epsilon_0} \rho_0t^2)^3} \tag{8}
\]

where \( \rho'_0 = \frac{d\rho_0}{dz} \) and \( v''_0 = \frac{d^2v_0}{dz^2} \). A detailed derivation of the second expression is in Appendix A.

For the cold-case, Eq. (7) reduces to the density evolution equation derived by Reed using different methods. Also, in the cold-case, Eq. (8) simplifies into a proportionality between the initial slope of the distribution and the slope of the distribution at any later time. Therefore, a charge distribution that is initially at rest and unimodal, i.e. only a single initial location has non-zero density with \( \rho'_0 = 0 \), never develops a dynamically generated second maximum. This explains why we should not expect to see an emergent shock in the longitudinal direction; provided the 1D model is applicable and cold initial conditions are valid.

However, if particles in the initial state have an initial velocity that depends on initial position, i.e. \( v_0(z_0) \), then density peaks will emerge at \( z \) when \( t = \frac{1}{v'_0 \rho_0 - v_0 \rho'_0} \).

This occurs at positive time if \( v''_0 \rho_0 > v'_0 \rho'_0 \). In the special case \( v'''_0 \rho_0 = v'_0 \rho'_0 \), the distribution may be reframed as a cold-case distribution starting from \( t = -\frac{mc_0\epsilon_0}{\rho_0 v'_0} \) for some \( z_0 \)-dependent constant \( c_1 \) with velocity units when \( mc^2_0\epsilon_0 < 1 \) or a distribution starting from a singularity with velocity distribution \( \tilde{v}_0 = c_1 (\rho_0 - \frac{1}{2}a_0) \).

As noted earlier, the function \( \rho_0(z_0) \) is monotonically increasing as a function of distance from the center of the pulse, which means that electrons at the edges of the bunch always have larger accelerations away from the center of the pulse than electrons nearer the pulse center. Thus crossover, where an inner electron moves past an outer electron, cannot occur unless the initial velocities of inner electrons overcome this relative acceleration.

A practical case where crossover may be designed is where the initial distribution has an initial velocity chirp, i.e. \( v_0 = cz_0 \) where \( c \) has units of inverse time. Intuitively we can expect that the velocity chirp needs to be negative in order for crossover to occur. To find the crossover time, we consider the time at which two electrons that were initially apart, are at the same position at the same time. In this case it is straightforward to find the time at which crossover occurs by considering an electron at initial position \( z_0 \), and a second electron at position \( z_0 + \delta z_0 \). Before either of these electrons experiences a crossover Eq. (3) is valid, and setting \( z(z_0, t_x) = z(z_0 + \delta z_0, t_x) \) reduces to

\[
A t_x^2 + B t_x + 1 = 0 \tag{9}
\]

where \( A = \frac{q}{2mc_0} \rho_0(z_0) \) and \( B = \frac{d^2}{dz^2} \). Solving the quadratic equation leads to the crossover time given by

\[
t_x = -B \pm \sqrt{B^2 - 4A} \frac{2A}{2A} \tag{10}
\]

Since \( A \) is always positive, the square root is real only if \( B^2 \) is larger than \( 4A \). Moreover the time is only positive if \( B \) is negative. Therefore crossover only occurs if the chirp has a negative slope, as expected on physical grounds. The conditions for tuning the chirp to produce crossover in 1D are then

\[
\frac{dv_0}{dz} < 0 \tag{11}
\]

\[
\left| \frac{dv_0}{dz} \right| \geq \sqrt{\frac{2q}{m\epsilon_0} \rho_0(z_0)} \tag{12}
\]

The results above are applicable to the spreading in the longitudinal direction of non-relativistic pancake bunches, because the expression Eq. (3) is linear in acceleration. In that case, the position of a charged particle at any time can be calculated from a superposition of the contribution from the space-charge field and any external constant field such as a constant and uniform extraction field. In that case, the space charge field leads to spreading of the pulse, while the extraction field leads solely to an acceleration of the center of mass of the entire bunch. In that case the center of mass and spreading dynamics are independent and can be decoupled. The extension of the description above to asymmetric charge density
functions is also straightforward, as is the inclusion of an image field at the photocathode. Moreover, inclusion of these effects does not change Eq. (4), Eq. (8), nor the conclusions we have drawn from them. These results apply generally to all times before the initial crossover event within the evolution of the bunch, and once crossover occurs, the distribution can be reset with a new Eq. (7) to follow further density evolution.

As we show in the next section the one-dimensional results do not apply, even qualitatively, to higher dimensions, as the constant acceleration situation is not valid and crossover can occur even with cold initial conditions, as demonstrated in the simulations presented in previous section. In the next section we present fluid models in higher dimensions where the origin of these new effects is evident.

IV. CYLINDRICAL AND SPHERICAL MODELS

The methodology for the cylindrical and spherical systems is similar so we develop the analysis concurrently.

Consider a non-relativistic evolving distribution $Q_{\text{tot}} \rho(r, t)$, where $\rho(r, t)$ is again taken to be the unitless particle distribution and $Q_{\text{tot}}$ is again the total charge in the bunch. In a system with cylindrical symmetry, the mean field equation of motion for a charge at $r \equiv r(t)$ is given by

$$\frac{dp_r}{dt} = \frac{qQ_{\text{tot}} \lambda(r, t)}{2\pi \epsilon_0 r}, \quad (13)$$

where $p_r$ is the momentum of a Lagrangian particle, $\lambda(r, t)$ is the cumulative distribution function (cdf)

$$\lambda(r, t) = \int_0^r 2\pi \tilde{r} \rho(\tilde{r}, t) d\tilde{r} \quad (14)$$

and $Q_{\text{tot}} \lambda(r; t)$ is the charge inside radius $r$. Analogously in a system with spherical symmetry, the equation of motion for an electron at position $r$ is given by

$$\frac{dp_r}{dt} = \frac{qQ_{\text{tot}} P(r, t)}{4\pi \epsilon_0 r^2}, \quad (15)$$

where $P(r, t) = \int_0^r 4\pi \tilde{r}^2 \rho(\tilde{r}, t) d\tilde{r}$ is the cdf and $Q_{\text{tot}} P(r; t)$ is the charge within the spherical shell of radius $r$. Notice, $r$ in Eq. (13) denotes the cylindrical radius while $r$ in Eq. (15) represents the spherical radius. In both cases, before any crossover occurs, the cdf of a Lagrangian particle is constant in time. For simplicity we write $\lambda(r, t) = \lambda(r_0, 0) \equiv \lambda_0$ and $P(r, t) = P(r_0, 0) \equiv P_0$ for a particle starting at $r_0 \equiv r(0)$. In other words, since $Q_{\text{tot}} \lambda_0$ and $Q_{\text{tot}} P_0$ can be interpreted as the charge contained in the appropriate Gaussian surface, if we track the particle that starts at $r_0$, these contained charges should remain constant before crossover occurs. It is convenient to also define the average particle density to be $\bar{\rho}_0 = \frac{\lambda_0}{\pi r_0^2}$ in the spherically symmetric case and $\bar{\rho}_0 = \frac{3P_0}{4\pi r_0^3}$ in the spherically symmetric case. Notice that these average particle densities are a function solely of $r_0$, and we will use these parameters shortly. Eq. (13) and Eq. (15) may now be rewritten as, for the cylindrical and spherical cases respectively

$$\frac{dp_r}{dt} = \frac{qQ_{\text{tot}} \lambda_0}{2\pi \epsilon_0 r}, \quad (16)$$

$$\frac{dp_r}{dt} = \frac{qQ_{\text{tot}} P_0}{4\pi \epsilon_0 r^2}, \quad (17)$$

which apply for the period of time before particle crossover. Note that unlike the one dimensional case, in two and three dimensional systems the acceleration on a Lagrangian particle is not constant, and has a time dependence through the time dependent position $r = r(r_0 : t)$ term in the denominator.

Since Eq. (16) and Eq. (17) represent the force on the particle in the cylindrical and spherical contexts, respectively, we can integrate over the particle’s trajectory to calculate the change in the particle’s energy. Integrating from $r_0, 0$ to $r, t$ gives for the cylindrical and spherical cases respectively

$$E(r, t) - E(r_0, 0) = \frac{qQ_{\text{tot}} \lambda_0}{2\pi \epsilon_0} \ln \left( \frac{r}{r_0} \right) \quad (18)$$

$$E(r, t) - E(r_0, 0) = \frac{qQ_{\text{tot}} P_0}{4\pi \epsilon_0} \left( \frac{1}{r_0} - \frac{1}{r} \right) \quad (19)$$

where the term on the right side of the equality can be interpreted as the change in the potential energy within the self-field of the bunch.

These expressions are fully relativistic, and in the non-relativistic limit, we can derive implicit position-time relations for the particle by setting the energy difference equal to the non-relativistic kinetic energy $mv^2/2$, and integrating. The details of this derivation have been placed in Appendix $[3]$ and the resulting expressions in the cold-case for the cylindrical and spherical systems are respectively

$$t = \frac{\bar{\tau}_{p,0} r}{\pi} F \left( \ln \left( \frac{r}{r_0} \right) \right) \quad (20)$$

$$t = \frac{3}{2} \frac{\bar{\tau}_{p,0}}{2\pi} \left( \frac{r}{r_0} \right) \left( 1 - \frac{r_0}{r} \right) \left( \tanh^{-1} \left( \sqrt{1 - \frac{r_0}{r}} \right) + \sqrt{1 - \frac{r_0}{r}} \right) \quad (21)$$

where $F(\cdot)$ represents the Dawson function and $\bar{\tau}_{p,0}$ represents the plasma period determined from the initial conditions: $\bar{\tau}_{p,0} = \frac{2\pi}{qQ_{\text{tot}} P_0 r_0}$, indicating that the appropriate time scale is the scaled plasma period as seen in Figs. (2) and (3) for the case of pancake bunches used in ultrastand electron diffraction systems. Eq. (21) and its derivation is equivalent to previous time-position relations reported in the literature$[29] [62]$ although the previous work did not identify the plasma period as the key time-scale of Coulomb spreading processes and cylindrical symmetry was not discussed (Eq. (20)).
The time-position relations detailed in the equations above depend solely on the amount of charge nearer to the origin than the point in question, i.e. \( Q_{\text{tot}}/\rho_0 \), and not on the details of the distribution. Notice however, that it is the difference between the time-position relationships of different locations where the details of the distribution become important and may cause neighboring particles to have interesting relative dynamics; leading to the possibility of shock formation in the density.

To translate the Lagrangian particle evolution equations above to an understanding of the dynamics of the charge density distribution, we generalize Eq. (5) to

\[
\rho(r, t) = \rho_0 \left( \frac{r}{r_0} \right)^{d-1} \frac{dr}{dr_0}^{-1}
\]

(22)

where \( d \) is the dimensionality of the problem, i.e. 1 (planar symmetry), 2 (cylindrical symmetry), or 3 (spherical symmetry). The factor in the denominator, \( \frac{dr}{dr_0} \), may be determined implicitly from the time-position relations above, and the details are presented in Appendix A. The resulting expressions for the density dynamics, in the cold case, for \( d = 2 \) (cylindrical) and \( d = 3 \) (spherical) cases are

\[
\frac{dr}{dr_0} = \frac{r}{r_0} \left( 1 + D_d(r_0) f_d \left( \frac{r}{r_0} \right) \right)
\]

(23)

where

\[
D_d = D_d(r_0) = \frac{d}{2} \left( \frac{\rho_0}{\rho_0} - 1 \right),
\]

(24)

is a function only of the initial position. The functions \( f_d \) for cylindrical systems is given by

\[
f_2 \left( \frac{r}{r_0} \right) = 2 \sqrt{\ln \left( \frac{r}{r_0} \right)} F \left( \sqrt{\ln \left( \frac{r}{r_0} \right)} \right),
\]

(25)

while for systems with spherical symmetry we find

\[
f_3 \left( \frac{r}{r_0} \right) = \frac{r_0}{r} \sqrt{1 - \frac{r_0}{r}} \tanh^{-1} \left( \sqrt{1 - \frac{r_0}{r}} \right) + 1 - \frac{r_0}{r}.
\]

(26)

Note that these are functions of the ratio \( r/r_0 \). The functions \( f_d \) can also be written as mixed functions of \( r \) and \( t \), specifically \( f_2 \left( \frac{r}{r_0} \right) = \frac{\rho_0}{\pi r} \sqrt{\ln \left( \frac{r}{r_0} \right)} \omega_0 t \) and \( f_3 \left( \frac{r}{r_0} \right) = \frac{\rho_0}{\pi r} \sqrt{1 - \frac{r_0}{r}} \omega_0 t \). However, care must be used when using these mixed forms as \( r \) is implicitly dependent on \( t \). Here we work with these functions in terms of relative position, \( \frac{r}{r_0} \). Substituting Eq. (23) into Eq. (22), we find that the density evolution in systems with cylindrical \((d=2)\) and spherical symmetry\((d=3)\) can be compactly written as

\[
\rho(r, t) = \left( \frac{r}{r_0} \right)^{d-1} \frac{\rho_0}{1 + D_d(r_0) f_d \left( \frac{r}{r_0} \right)}
\]

(27)

This expression is general and can be applied to arbitrary, spherically symmetric or cylindrically symmetric initial conditions.

Analogously to the 1D case the condition \( \frac{dr}{dr_0} < 0 \) results in particle crossover. However, as detailed in Eq. (23), the sign of \( \frac{dr}{dr_0} \) depends on the sign of \( 1 + D_d(r_0) f_d \left( \frac{r}{r_0} \right) \). It is very interesting to note that \( D_d(r_0) \) is the deviation from a uniform distribution function, so that the \( D \) functions are solely functions of the initial conditions and are positive at locations where the local density is larger than the average density at \( r_0 \), and negative when the local density is smaller than the average density at \( r_0 \). On the other hand, the functions \( f_d \) are functions of the evolution of the Lagrangian particle.

One immediate consequence of Eq. (27) is that for a uniform initial density distribution, for either cylindrical or spherical systems, the corresponding \( D \) function is zero at every location where the original density is defined. Thus, the uniform density evolution in Eq. (22) reduces to the generally recognized expressions: \( \rho(r, t) \pi r^2 = \rho_0 \pi r_0^2 \) for the cylindrical case; and \( \rho(r, t) \frac{2}{3} \pi r^3 = \rho_0 \frac{4}{3} \pi r_0^3 \) in the spherical case. We provide additional details for the uniform distribution in the next section. However, Eq. (23) is general for any distribution before particle crossover, not just the uniform distribution.

For a particle starting at position \( r_0 \) and having a deviation from uniform function \( D_d(r_0) \), crossover occurs when the particle is at a position, \( r \), that satisfies \( f_d \left( \frac{r}{r_0} \right) = -1/D_d(r_0) \). Since every particle moves toward positive \( r \), every particle will have a time for which it will assume every value of the function \( f \left( \frac{r}{r_0} \right) \). The character of the two and three dimensional \( f \)'s are similar as can be seen in Fig B where the value of the function is plotted against \( \frac{r}{r_0} \). Specifically, both functions increase to a maximum and then asymptote towards 1 from above. This means that all density positions eventually experience uniform-like scaling since \( \lim_{r \to \infty} f_d \left( \frac{r}{r_0} \right) = 1 \) results in Eq. (22) simplifying to \( \rho(r, t) \pi r^2 = \rho_0 + \frac{\pi r_0^2}{\rho} \frac{1}{\sigma D_d(r_0)} \) and \( \rho \frac{2}{3} \pi r^3 = \rho_0 \frac{4}{3} \pi r_0^3 \) in the cylindrical and spherical cases, respectively, for large enough \( r \). Notice, this uniform-like scaling does not mean that the distribution goes to the uniform distribution, which is what happens in 1D but need not happen under cylindrical and spherical geometries.

The main difference between the cylindrical and spherical symmetries are that the cylindrical function’s maximum is larger than the spherical function’s maximum; and we find \( \max(f_2) \approx 1.28 \) while \( \max(f_3) \approx 1.07 \). Moreover the maximum of the cylindrical function occurs at a larger value of \( \rho \) than that of the spherical function; specifically \( r \approx 9.54r_0 \) instead of \( r \approx 8.27r_0 \), respectively. The first observation means cylindrical symmetry is more sensitive to the distribution than the spherical case, while the second observation indicates that if crossover is go-
This may be achieved by using Lagrange multipliers or time. Since particles are always moving away from the origin, \( r_0 > 1 \) for positive times and this ratio go to infinity for infinite time. Both functions have a similar character with a maximum in the \( 8 - 10 \) \( r_0 \) range, and they both eventually approach one from above. Dashed lines in the plots indicate the location of the functions’ maxima. These functions allow us to analytically classify the distribution by the initial value of \( D_0(0) = \frac{\rho(0)}{\rho_0(0)} - 1 \) as is done in (c-d.). Specifically, crossover may occur at some time when \( \frac{dr}{dr_0} < 0 \). For negative values of \( D_0 \) crossover first occurs at the maximum of \( f_2 \) and the value of \( D_0 \) at which that occurs is given in the schematics of (c,d.). For values of \( D_0 \) that are more negative than this value, crossover will occurs at some time in some parts of the distribution. For the uniform distribution, \( D_0(0) = 0 \) for all points inside the distribution. The dashed blue line indicates expansion less quickly than the uniform distribution, while the green line indicates more rapid expansion than for the uniform distribution.

V. UNIFORM AND GAUSSIAN EVOLUTIONS: THEORY AND SIMULATION

In this section, the mean field predictions are compared to the N-particle and PIC simulations. First we present the evolution of the initially-at-rest cylindrically- and spherically-symmetric uniform distribution of \( 1.875 \times 10^7 \) and \( 2 \times 10^4 \) electrons within radii’s of 1 mm (see Fig. 4(a,b)). Note, in this fairly trivial case, crossover should not occur and the analytic results should be valid mean-field-results for all time. Since \( \rho_0 = \rho_0 \) in this case, \( D_0(r_0) = 0 \) and Eq. (27) reduces to

\[
\rho(r; t) = \left( \frac{r_0}{r} \right)^d \rho_0(r_0)
\]

Notice that \( r \) can be solved for a specific time using Eq. (20) or Eq. (21), depending on whether we are examining the cylindrically- or spherically- symmetric case, respectively, and due to \( \rho_0 \)’s independence from \( r_0 \), these equations need only be solved once for a give time to describe all \( r \). Therefore, we may write \( r = \alpha(t)r_0 = \alpha r_0 \), where \( \alpha \) is independent of \( r_0 \) and we immediately see that Eq. (25) can be written as \( \rho(r; t) = \alpha^d \rho_0(r_0) \) suggesting that the density simply scales with time as generally recognized by the community. We solve for \( \alpha \) at 6 times, and present a comparison with both PIC and N-particle cylindrically- symmetric and spherically-symmetric simulations in Fig. 4(a,b)). As can be seen, despite the presence of initial density fluctuations arising from sampling, the simulated results follow the analytic results exceedingly well. Specifically, the distributions simply expand while remaining essentially uniform, and the analytic mean field formulation correctly calculates the rate of this expansion. While this comparison is arguably trivial, it is reassuring to see that our general equation reduces to a form that captures these dynamics.

Less trivial is the evolution of Gaussian distributions. We simulated \( 3.75 \times 10^7 \) and \( 10^4 \) electrons for the cylindrically and spherical cases, respectively, using \( \sigma_r = 1 \) mm. Solving for the minimum crossover time, we get approximately 44 ns for each distribution. Therefore, we simulate for 37.5 ns, which is well before any crossover events.

For the Gaussian distributions we introduce the scaled radius variables \( s = \frac{r}{\sqrt{2}\sigma_r} \) and \( s_0 = \frac{r_0}{\sqrt{2}\sigma_r} \), so that from Eq. (25) for the cylindrical and spherical cases we have,

\[
D_2(s_0) = \frac{(1 + s_0^2)e^{-s_0^2} - 1}{1 - e^{-s_0^2}}
\]

\[
D_3(s_0) = \frac{(2s_0^2 + 3s_0)e^{-s_0^2} - \frac{3\sqrt{\pi}}{2}\text{erf}(s_0)}{\sqrt{\pi}\text{erf}(s_0) - 2s_0e^{-s_0^2}}
\]

where \( \text{erf} \) is the well known error function. Putting these expressions into Eq. (27) we find for the cylindrical and
FIG. 6. Analytical (solid line), PIC (circles), and N-particle (triangles) results of the normalized density evolution of (a.,c.) cylindrically and (b., d.) spherically symmetric (a., b.) uniform and (c.,d.) Gaussian distributions with \( R = \sigma_r = 1 \text{ mm} \) and \( N \) of \( 1.875 \times 10^7, 2 \times 10^4, 3.75 \times 10^7, \) and \( 10^5 \) electrons, respectively. The sub-graph in the upper left corner of (c.,d.) shows the analytic position of max density as a function of time, and the sub-graph in the upper right of (c.,d.) shows the analytic ratio of the max density to the density at the minimum \( r \) value both. The corresponding analytic ratio for the uniform distribution is shown in this sub-graph as a dashed horizontal line at 1. Unsurprisingly, the PIC results and the analytical results, both mean-field models, are in almost perfect agreement, and the N-particle results are in surprisingly good agreement as well. Notice that the models predict peak formation on a time-scale dependent on the initial plasma frequency similar to the peak formation seen in the N-particle disc-like density evolution seen in Fig. (1(e)) and detailed in Fig. (4).

To find \( r(t)/r_0 \) we solve Eq. (20) or Eq. (21), depending on whether we are examining the cylindrically- or spherically- symmetric cases, respectively; and for \( r/r_0 \), and for every time step, we calculate the predicted distribution at 5000 positions, \( r \), corresponding to 5000 initial positions, \( r_0 \), evolved to time \( t \). As can be seen in Fig. (6), both
the cylindrically- and spherically-symmetric Gaussian distributions develop peaks similar to those seen in the simulations of expanding pancake bunches described in the first section of the paper. As can be seen in Fig. 6, both the PIC and the N-particle results match the analytical results very well. Notice, the primary differences between the cylindrically- and spherically-symmetric evolutions is in their rate of width expansion and the sharpness of the peak that forms, and both of these facets are captured by the analytic models.

VI. CONCLUSIONS

In this work, we have shown that a shock occurs in the transverse, but not longitudinal, direction during expansion of pancake-like charged particle distributions typical of those used in ultrafast electron microscope (UEM) systems.

Fluid models for arbitrary initial distributions, Eq. 7, a generalization of a model already in the literature, showed that the formation of such a shock should not occur for any cold initial distribution in one dimension. This result is consistent with the finding that typically no shock is visible in the longitudinal direction dynamics of UEM bunches; however by tuning the initial velocity distribution it should be possible to generate a dynamic shock.

We generalized the fluid theory to cylindrical and spherical symmetries deriving implicit evolution equations for the charge density distributions Eq. 27. We analyzed these models for the advent of particle crossover, which occur for some distributions even when the initial distribution is cold due to the behavior of the Coulomb force in higher dimensions; and we found that the time scales associated with the space charge expansion are proportional to the plasma period. One interesting detailed observation is that in the case of cylindrical symmetry, the pre-factor of $\frac{2}{3}$ of Eq. 20 is roughly 0.3 while for the spherical symmetric case, corresponding pre-factor in Eq. 21, $\sqrt{\frac{1}{2\pi}}$, is roughly 0.2 plasma periods. Interestingly beam relaxation has been independently found to occur at roughly 0.25 the plasma period 65, which falls directly in the middle of our cylindrically and spherically symmetric models. The analytic theory predicts that emergence of a shock is distribution dependent, and as expected, a uniform initial distribution does not produce a shock. However we showed that electron bunches that are initially Gaussian distributed produce a shock well before the advent of particle crossover indicating that the emergence of a shock is well described by fluid models presented here. This is consistent with the observation of a shock in N-particle simulations of the transverse expansion of UEM pancake bunches (see Figs. 1-4).

To our knowledge, we have presented the first analytic derivation of the cold, single-species, non-neutral density evolution equations for cylindrical and spherical symmetries. These equations are general enough to handle any distribution under these symmetries, and can be used across specialties from accelerator technology, to electronics, to astrophysics. While simulation methods, like the N-particle and PIC codes used here are general tools, the insights provided by these simple analytical equations should provide fast and easy first-approximations for a number of calculations; while providing physical insights and parameter dependences that are more difficult to extract from purely computational studies.

The analysis presented here has been carried out for the non-relativistic regime; which is only valid for cases of sufficiently low density where the shock occurs prior to the electrons achieving relativistic velocities. For higher densities or other physical situations where the bunch becomes relativistic more quickly than the formation of this shock, a relativistic analysis is needed. On the other hand, for sufficiently high densities, i.e. approaching $10^7$ or more electrons in the pancake geometry used in this manuscript and typical in the UE field, relativistic effects in the transverse direction become important and need to be considered. The extension to fully relativistic cases will be addressed in future work.

We point out that Child-Langmuir current should not have these dynamic shocks except at the onset of the current before the steady-state condition sets in. Previous studies note the “hollowing” of a steady-state beam due to fringe field effects 64, but a steady state Child-Langmuir current is largely independent of emission parameters; so that this hollowing effect is not dynamical, but part of the continuous emission process itself, and is therefore a very different mechanism than the dynamic shocks we see here. It would be interesting to study the combined effects of steady state beam hollowing and dynamic shock formation in pancake bunches to determine if the combination of these processes provides new opportunities for optimization of beam properties.

The analytic models presented here treat free expansion whereas most applications have lattice elements to confine the bunches. Substantial work, in particular the particle-core model, has been very successful at predicting transverse particle halos of beams 66, 67. This model assumes a uniform-in-space beam-core density called a Kapchinsky-Vladimirsky (KV) distribution due to its particle-core model, has been very successful at predicting transverse particle halos of beams 66, 67. This model assumes a uniform-in-space beam-core density called a Kapchinsky-Vladimirsky (KV) distribution due to its ease of theoretical treatment. Such an assumption is supported by the analysis presented here as we find that the distribution within the shock is nearly uniform. However, the particle-core models do not treat the initial distribution as having a large density on the periphery. It would be interesting to revisit such treatments with this new perspective although we would like to point out that the main effect the particle-core model attempts to capture, halos, occur even after apertureing the beam 65. Specifically, it should be possible to examine the effect of radial-focussing fields on the evolution of the three-dimensional distributions we have investigated here.

The experimental work that motivated this analysis,
not only predicted a shock but also a correlated decrease in brightness near the periphery. We emphasize that the mean-field equations used here explain the density shock only and do not provide a quantitative theory of the emittance and the Coulomb cooling achieved by removing the electrons in the shock. Specifically, the true emittance in the analytic models presented here remains zero for all time as all particles at a radius $r$ have velocity $\sqrt{\frac{r}{m_0 c^2}} \sqrt{\frac{1}{m_0 c^2} r}$ resulting in zero local spread in velocity space. This perfect relationship between velocity and position means that the true emittance is zero even if the relation is non-linear; however, in such a non-linear chirp case, the rms emittance will not remain zero despite the true emittance being zero. Moreover, the analytic model does capture some of the rms emittance growth as a change in the distribution has a corresponding change on the variance measures used to determine the rms emittance. Specifically, a Gaussian distribution should have especially large emittance growth due to its evolution to a bimodal distribution, a distribution that is specifically problematic for variance measures. Such a large change in the emittance of the transverse Gaussian profile has been seen by Luiten et al. experimentally and us computationally. On the other hand, the perfectly uniform distribution does not change its distribution throughout its evolution and therefore should have zero rms emittance growth as the chirp exactly cancels out the expansion of the pulse at all times. Moreover, Luiten et al. found experimentally that the uniform distribution does have an increase in emittance although less than the Gaussian case, an observation that is corroborated by our own work with PIC and N-particle calculations. The analytic formulation of mean-field theory presented here provides new avenues to treating emittance growth, by treating fluctuations to these equations in a systematic manner. This analysis will be presented elsewhere.
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Appendix A: 1D Density Derivative

In the main text, we argued

$$\rho(z) = \rho_0(z_0) \left( \frac{dz}{dz_0} \right)^{-1} \quad (A1)$$

To determine the slope of the density, we take the derivative with respect to the $z$ coordinate

$$\frac{d}{dz} \rho(z) = \frac{d}{dz_0} \left( \rho_0(z_0) \left( \frac{dz}{dz_0} \right)^{-1} \left( \frac{dz}{dz_0} \right)^{-1} \right)$$

$$= \frac{d}{dz_0} \left( \rho_0(z_0) \right) \left( \frac{dz}{dz_0} \right)^{-2} - \rho_0(z_0) \left( \frac{dz}{dz_0} \right)^{-3} \frac{d^2 z}{dz_0^2}$$

$$= \frac{d}{dz_0} \left( \rho_0(z_0) \right) \left( \frac{dz}{dz_0} \right)^{-2} - \rho_0(z_0) \frac{d^2 z}{dz_0^2}$$

$$= \frac{d}{dz_0} \left( \rho_0(z_0) \right) \left( \frac{dz}{dz_0} \right)^{-2} - \rho_0(z_0) \frac{d^2 z}{dz_0^2}$$

$$= \frac{d}{dz_0} \left( \rho_0(z_0) \right) \left( \frac{dz}{dz_0} \right)^{-2} - \rho_0(z_0) \frac{d^2 z}{dz_0^2}$$

For the sake of conciseness, denote $\rho_0 = \rho_0(z_0)$, $\rho' = \frac{d}{dz} \rho(z)$, $\rho' = \frac{d}{dz_0} \rho_0$, $v_0' = \frac{dz}{dz_0}$, and $v_0'' = \frac{d^2 z}{dz_0^2}$ from the main text, we have

$$\frac{dz}{dz_0} = 1 + v_0' t + \frac{q}{2 m_0 e_0} \rho_0(z_0) t^2$$

and from this it is straightforward to show

$$\frac{d^2 z}{dz_0^2} = v_0'' t + \frac{q}{2 m_0 e_0} \rho_0' t^2$$

Subbing this back into Eq. (A2), we get

$$\rho' = \rho_0 \left( 1 + v_0' t + \frac{q}{2 m_0 e_0} \rho_0' t^2 \right) - \rho_0 \left( v_0'' t + \frac{q}{2 m_0 e_0} \rho_0' t^2 \right)$$

$$\rho' = \rho_0 \left( 1 + v_0' t + \frac{q}{2 m_0 e_0} \rho_0' t^2 \right) - \rho_0 \left( v_0'' t + \frac{q}{2 m_0 e_0} \rho_0' t^2 \right)$$

$$= \rho_0 \left( 1 + v_0' t \right) - \rho_0 \left( v_0'' t + \frac{q}{2 m_0 e_0} \rho_0' t^2 \right) \quad (A5)$$

Appendix B: Derivation of Time-location Relations

1. Integral form

Starting with the relativistic expression for change in particle energy derived in the main text

$$\text{cyl: } E(t) - E(0) = \frac{q Q_{tot} \lambda_0}{2 \pi \epsilon_0} \ln \left( \frac{r}{r_0} \right)$$

$$\text{sph: } E(t) - E(0) = \frac{q Q_{tot} P_0}{4 \pi \epsilon_0} \left( \frac{1}{r_0} - \frac{1}{r} \right)$$

we approximate the energy change with a change in non-relativistic kinetic energy starting from rest

$$\text{cyl: } \frac{1}{2} m v^2 = \frac{q Q_{tot} \lambda_0}{2 \pi \epsilon_0} \ln \left( \frac{r}{r_0} \right)$$

$$\text{sph: } \frac{1}{2} m v^2 = \frac{q Q_{tot} P_0}{4 \pi \epsilon_0} \left( \frac{1}{r_0} - \frac{1}{r} \right)$$

where $v = \frac{dr}{dt}$ are the velocity of the particle at time $t$ in the two or one of the three dimensional models, respectively, with the appropriate definition of $r$. Solving these
equations for the velocity at time $t$, we get
\[
\begin{align*}
\text{cyl: } \frac{dr}{dt} &= \sqrt{\frac{qQ_{tot}\lambda_0}{\pi m_0}} \ln \left( \frac{r}{r_0} \right) \\
\text{sph: } \frac{dr}{dt} &= \frac{qQ_{tot} P_0}{2\pi m_0 \epsilon_0} \left( \frac{1}{r_0} - \frac{1}{r} \right)
\end{align*}
\] (B5) (B6)

Separating the variables and integrating, we obtain
\[
\begin{align*}
\text{cyl: } t &= \int_{r_0}^{r} \frac{d\tilde{r}}{\sqrt{\frac{2qQ_{tot}\lambda_0}{\pi m_0}} \ln \left( \frac{\tilde{r}}{r_0} \right)} \\
\text{sph: } t &= \int_{r_0}^{r} \frac{d\tilde{r}}{\frac{qQ_{tot} P_0}{2\pi m_0 \epsilon_0} \left( \frac{1}{r_0} - \frac{1}{\tilde{r}} \right)}
\end{align*}
\] (B7) (B8)

Defining $a = \frac{qQ_{tot}}{\pi m_0 \epsilon_0}$, we rewrite Eq. (B7) and Eq. (B8) as
\[
\begin{align*}
\text{cyl: } t &= \int_{r_0}^{r} \frac{d\tilde{r}}{\sqrt{a\lambda_0 \ln \left( \frac{\tilde{r}}{r_0} \right)}} \\
\text{sph: } t &= \int_{r_0}^{r} \frac{d\tilde{r}}{\sqrt{\frac{aP_0}{2r_0} \sqrt{1 - \frac{\tilde{r}^2}{r^2}}}}
\end{align*}
\] (B9) (B10)

2. **Cylindrically-symmetric integral solution**

We solve the cylindrically-symmetric integral first. Define $\bar{u} = \sqrt{a\lambda_0 \ln \left( \frac{\tilde{r}}{r_0} \right)}$. Solving this equation for $\tilde{r}$ in terms of $\bar{u}$, we see that $\tilde{r} = r_0 e^{\frac{\pi u^2}{2r_0}}$. It is also straightforward to see that
\[
\begin{align*}
d\bar{u} &= \frac{1}{2} \frac{1}{\sqrt{a\lambda_0 \ln \left( \frac{\tilde{r}}{r_0} \right)}} \frac{a\lambda_0}{r} d\tilde{r} \\
&= \frac{1}{\sqrt{a\lambda_0 \ln \left( \frac{\tilde{r}}{r_0} \right)}} \frac{a\lambda_0}{2r_0} e^{\frac{\pi u^2}{r_0}} d\tilde{r}
\end{align*}
\]

Applying this change of coordinates to Eq. (B9), we get
\[
\begin{align*}
\text{cyl: } t &= \int_{0}^{w} \frac{2r_0}{a\lambda_0} e^{\frac{\pi u^2}{r_0}} \bar{u} d\bar{u} \\
&= \frac{2r_0}{a\lambda_0} \int_{0}^{w} e^{\frac{\pi u^2}{r_0}} \bar{u} d\bar{u} \\
&= \frac{2r_0}{\sqrt{a\lambda_0}} \int_{0}^{w} e^{\bar{u}^2} d\bar{u}
\end{align*}
\] (B11)

where $u = \sqrt{a\lambda_0 \ln \left( \frac{\bar{r}}{r_0} \right)}$, $\bar{w} = \frac{\bar{u}}{\sqrt{a\lambda_0}}$, and $w = \sqrt{\ln \left( \frac{\bar{r}}{r_0} \right)}$. The remaining integral, $\int_{0}^{w} e^{\bar{u}^2} d\bar{u}$, can be written in terms of the well-studied Dawson function, $F(\cdot)$:
\[
\int_{0}^{w} e^{\bar{u}^2} d\bar{u} = e^{w^2} F(w) = \frac{r}{r_0} F \left( \sqrt{\ln \left( \frac{r}{r_0} \right)} \right)
\] (B12)

Subbing Eq. (B12) back into Eq. (B11) gives us our time-position relation
\[
\begin{align*}
\text{cyl: } t &= \frac{2r}{\sqrt{a\lambda_0}} F \left( \sqrt{\ln \left( \frac{r}{r_0} \right)} \right) \\
&= 2r_0 \frac{\pi r_0^2 m_0 \epsilon_0}{qQ_{tot} \lambda_0} F \left( \sqrt{\ln \left( \frac{r}{r_0} \right)} \right) \\
&= 2r_0 \frac{m_0 \epsilon_0}{qQ_{tot} \lambda_0 r_0} F \left( \sqrt{\ln \left( \frac{r}{r_0} \right)} \right) \\
&= 2r_0 \frac{m_0 \epsilon_0}{qQ_{tot} \lambda_0 r_0} F \left( \sqrt{\ln \left( \frac{r}{r_0} \right)} \right) \\
&= \frac{2}{\tilde{\omega}_{p,0} r_0} F \left( \frac{\ln \left( \frac{r}{r_0} \right)}{r_0} \right)
\end{align*}
\] (B13)

where $\tilde{\omega}_0 = \frac{\lambda_0}{\sqrt{\pi}}$, and $\tilde{\omega}_{p,0} = \sqrt{\frac{qQ_{tot} \lambda_0}{\pi m_0 \epsilon_0}} = \frac{2\pi}{\tilde{\omega}_{p,0}}$.

3. **Spherically-symmetric Integral Solution**

We solve the spherically-symmetric integral with an analogous approach. Define $\tilde{u} = \sqrt{1 - \frac{\tilde{r}^2}{r}}$ and solving for $\tilde{r}$ gives $\tilde{r} = r_0 \sqrt{1 - \tilde{u}^2}$. Thus
\[
\begin{align*}
d\tilde{u} &= \frac{1}{2} \frac{1}{\sqrt{1 - \tilde{u}^2}} \frac{r_0}{2r_0} d\tilde{r} \\
&= \frac{1}{\sqrt{1 - \tilde{u}^2}} \left( 1 - \tilde{u}^2 \right) d\tilde{r}
\end{align*}
\]
Applying this change of coordinates to Eq. \((B10)\) with \(u = \sqrt{1 - \frac{r^2}{r_0^2}}\), we get

\[
\text{sph: } t = 2 \sqrt{\frac{2r_0}{aF_0}} \int_0^u \frac{2r_0}{(1 - u^2)^2} d\tilde{u} = 2 \sqrt{\frac{2r_0}{aF_0}} \int_0^u \frac{1}{(1 - \tilde{u}^2)^2} d\tilde{u} = 2 \sqrt{\frac{2r_0}{aF_0}} \left( \frac{1}{2} \tanh^{-1} (\tilde{u}) + \frac{1}{2} \tilde{u} \right)_{\tilde{u}=0}^{\tilde{u}=1} = \sqrt{\frac{2r_0}{aF_0}} \left( \tanh^{-1} \left( \sqrt{1 - \frac{r_0}{r}} \right) + \frac{r}{r_0} \sqrt{1 - \frac{r_0}{r}} \right) = \frac{\sqrt{2\pi r_0^3 m e_0}}{qQ_{\text{tot}} F_0} \left( \tanh^{-1} \left( \sqrt{1 - \frac{r_0}{r}} \right) + \frac{r}{r_0} \sqrt{1 - \frac{r_0}{r}} \right)
\]

where the solution to the integral was obtained with Mathematica’s online tool[67] and where \(\tilde{p}_0 = \frac{p_0}{\sqrt{2\pi r_0^3 m e_0}} = \frac{2\pi}{r_0} \varpi_{p,0}\).

### Appendix C: Derivation of Derivatives with Respect to Initial Position

As noted in the main text, much of the physics of distribution evolution in our models is captured in the term \(\frac{d\tilde{p}_0}{d\tilde{t}}\). The procedure to derive the expressions for this derivative is to take the derivative of Eq. \((B13)\) and Eq. \((B14)\). We do this mathematics here.

1. **The Cylindrically-symmetric Derivative**

   We begin by re-writing \(t\) from Eq. \((B13)\) as

   \[
   t = 2r \sqrt{\frac{1}{a\lambda_0}} F(y)
   \]

   where \(y = \sqrt{\ln \left( \frac{r}{r_0} \right)} = \sqrt{\ln(r) - \ln(r_0)}\). So

   \[
   \frac{dy}{dr} = \frac{1}{2y} \left( \frac{1}{r dr_0} - \frac{1}{r_0} \right)
   \]

   The Dawson function has the property \(\frac{d}{dy} F(y) = 1 - 2yF(y) = \left( \frac{1}{F(y)} - 2y \right) F(y)\), and with the chain rule this becomes \(\frac{d}{d\tilde{t}} F(y) = \left( \frac{1}{F(y)} - 2y \right) \frac{d}{d\tilde{t}} F(y)\). Using Eq. \((C2)\), this becomes

   \[
   \frac{d}{d\tilde{t}} F(y) = \left( \frac{1}{F(y)} - 2y \right) F(y) \left( \frac{1}{r dr_0} - \frac{1}{r_0} \right)
   \]

   Also, note

   \[
   \frac{d}{d\tilde{t}} \frac{1}{\sqrt{\lambda_0}} = -\frac{1}{2\sqrt{\lambda_0}} \frac{d\ln(\lambda_0)}{dr_0}
   \]

   So

   \[
   0 = \frac{dt}{d\tilde{t}} = \frac{1}{r \frac{dr}{d\tilde{t}}} - \frac{1}{2} \frac{d\ln(\lambda_0)}{dr_0} + t \left( \frac{1}{2yF(y)} - 1 \right) \left( \frac{1}{r dr_0} - \frac{1}{r_0} \right) = \frac{1}{r 2yF(y) \frac{dr}{d\tilde{t}}} - t \left( \frac{1}{2} \frac{d\ln(\lambda_0)}{dr_0} + \left( \frac{1}{2yF(y)} - 1 \right) \frac{1}{r_0} \right)
   \]

   which gives

   \[
   \frac{dr}{d\tilde{t}} = 2yF(y) \frac{1}{2} \frac{d\ln(\lambda_0)}{dr_0} + \left( \frac{1}{2yF(y)} - 1 \right) \frac{1}{r_0}
   \]

   \[
   = \frac{r}{r_0} \left( 1 + \frac{r_0 d\ln(\lambda_0)}{dr_0} - 1 \right) 2yF(y)
   \]

   \[
   = \frac{r}{r_0} \left( 1 + \frac{2\pi r_0 \tilde{p}_0}{\lambda_0} - 1 \right) 2yF(y)
   \]

   \[
   = \frac{r}{r_0} \left( 1 + \frac{2\pi r_0 \tilde{p}_0}{\lambda_0} - 1 \right) 2yF(y)
   \]

   \[
   = \frac{r}{r_0} \left( 1 + \frac{2\pi r_0 \tilde{p}_0}{\lambda_0} - 1 \right) 2yF(y)
   \]

2. **The Spherically-symmetric Derivatives**

   We begin by re-writing \(t\) from Eq. \((B14)\) as

   \[
   t = \sqrt{\frac{2r_0}{aF_0}} \left( \tanh^{-1} y + \frac{r}{r_0} \right)
   \]
where $y = \sqrt{1 - \frac{r}{r_0}}$. So

$$\frac{dy}{dr_0} = \frac{1}{2y} \left( \frac{r_0}{r^2} \frac{dr}{dr_0} - 1 \right) = \frac{1}{2yr} \left( 1 - \frac{r_0}{r} \frac{dr}{dr_0} \right) \quad \text{(C8)}$$

Hence

$$\frac{d \tanh^{-1} y}{dr_0} = \frac{1}{1 - y^2} \frac{dy}{dr_0} = \frac{r}{r_0} \left( \frac{1}{2yr} \left( 1 - \frac{r_0}{r} \frac{dr}{dr_0} \right) \right) = \frac{1}{2yr} \left( 1 - \frac{r_0}{r} \frac{dr}{dr_0} \right) \quad \text{(C9)}$$

and

$$\frac{d \left( \frac{r}{r_0} y \right)}{dr_0} = \frac{y}{r_0} \frac{dr}{dr_0} - \frac{r}{r_0} y + \frac{r}{r_0} \frac{dy}{dr_0} = \frac{r}{r_0} \left( \frac{dr}{dr_0} - \frac{r}{r_0} \right) y - \frac{1}{2y} \left( 1 - \frac{r_0}{r} \frac{dr}{dr_0} \right) \quad \text{(C10)}$$

Therefore

$$\frac{d \left( \tanh^{-1} y + \frac{r}{r_0} y \right)}{dr_0} = \frac{1}{yr_0} \left( \left( \frac{dr}{dr_0} - \frac{r}{r_0} \right) \left( 1 - \frac{r_0}{r} \right) \right) - 1 + \frac{r_0}{r} \frac{dr}{dr_0} = \frac{1}{yr_0} \left( \frac{dr}{dr_0} - \frac{r}{r_0} \right) \quad \text{(C11)}$$

Also, similar to Eq. (C4),

$$\frac{d}{dr_0} \sqrt{\frac{r}{r_0}} = - \frac{1}{2 \sqrt{\frac{r}{r_0}}} \frac{d \ln (r_0)}{dr_0}$$

Putting this together we have

$$0 = \frac{dt}{dr_0}$$

$$\frac{3 t}{2} \frac{r}{r_0} - \frac{t}{2} \frac{d \ln (P_0)}{dr_0} + \sqrt{\frac{2 r_0}{a P_0}} \frac{d \left( \tanh^{-1} y + \frac{r}{r_0} y \right)}{dr_0}$$

$$= \frac{3 t}{2} \frac{r}{r_0} - \frac{t}{2} \frac{d \ln (P_0)}{dr_0} + \sqrt{\frac{2 r_0}{a P_0}} \frac{1}{r_0} \left( \frac{dr}{dr_0} - \frac{r}{r_0} \right) \quad \text{(C12)}$$

Solving for $\frac{dr}{dr_0}$ we get

$$\frac{dr}{dr_0} = \frac{r}{r_0} - \frac{3 y}{2} \left( \tanh^{-1} y + \frac{r}{r_0} y \right) + \frac{y r_0}{2} \left( \tanh^{-1} y + \frac{r}{r_0} y \right) \frac{d \ln (P_0)}{dr_0}$$

$$= \frac{r}{r_0} + \frac{3 y}{2} \left( \frac{r_0}{3} \frac{d \ln (P_0)}{dr_0} - 1 \right) \left( \tanh^{-1} y + \frac{r}{r_0} y \right)$$

$$= \frac{r}{r_0} \left( 1 + \frac{3}{2} \left( - \frac{r_0}{3} \frac{d \ln (P_0)}{dr_0} - 1 \right) \left( \frac{r_0}{r} \sqrt{1 - \frac{r}{r_0}} \tanh^{-1} \left( \frac{1 - \frac{r}{r_0}}{r} \right) + 1 - \frac{r}{r_0} \right) \right) \quad \text{(C13)}$$
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