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Abstract. The entanglement entropy for a quantum critical system across a boundary with a corner exhibits a subleading logarithmic scaling term with a scale-invariant coefficient. Using a Numerical Linked Cluster Expansion, we calculate this universal quantity for a square-lattice bilayer Heisenberg model at its quantum critical point. We find, for this $2 + 1$ dimensional $O(3)$ universality class, that it is thrice the value calculated previously for the Ising universality class. This relation gives substantial evidence that this coefficient provides a measure of the number of degrees of freedom of the theory, analogous to the central charge in a $1 + 1$ dimensional conformal field theory.
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1. Introduction

Entanglement between two subregions of a system provides a novel probe of quantum correlations [1]. For this probe to be useful, it is necessary to extract quantities that are not only universal, but also give intuition into physical properties. One prominent idea is to use the entanglement entropy to define a measure of the degrees of freedom at and near quantum critical points. Heuristically, such a measure quantifies the information lost during RG transformations so that one may constrain flows of theories relevant for many condensed matter systems [2, 3]. While much is known for 1 + 1 dimensional systems via the connection of Zamolodchikov’s c-theorem [4] to entanglement [5–8], studies in higher dimensionality are in their infancy.

Subleading terms in the entanglement entropy provide some very intriguing possibilities. The leading contribution to the entanglement entropy \( S(A) \), between two subregions \( A \) and \( B \), scales with the ubiquitous area law [9–11] (with a few important exceptions [12–14]). In a quantum critical system in \( d+1 \) space-time dimensions, a shape-dependent subleading term \( \gamma \) is expected, so that [15]

\[
S(A) = C \left( \frac{\ell}{\delta} \right)^{d-1} + \gamma + \cdots .
\]

The linear dimension \( \ell \) characterizes the subregion \( A \) and \( \delta \) is the ultraviolet/lattice-scale cutoff, while the ellipses conceal non-universal constants and subleading terms depending on the length scale to some power. Explicit expressions for \( \gamma \) in a cylindrical geometry with smooth boundaries were found for \( \phi^4 \) theory in \( d = 3 - \epsilon \) [16]. At the
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infrared-unstable free-field fixed point, $\gamma$ indeed decreases under the renormalization group flow toward the non-trivial Wilson-Fisher fixed point, just like the $c$-theorem requires for the central charge $c$ in $d = 1^5$.

The precise functional form of $\gamma$ is expected in general to depend on scale invariants such as the aspect ratios, Euler characteristic, and other geometric features of region $A$ [18]. A particularly interesting piece comes from terms involving $\log(\ell/\delta)$. With smooth boundaries, this logarithmic divergence occurs only for odd $d$ [19, 20]. For even $d$, it can occur when there is a singularity such as a corner or a cone in the surface separating $A$ and $B$. In $d = 2$, the case of interest here, the contribution to $\gamma$ of a corner of interior angle $\theta$ in the one-dimensional boundary is

$$\gamma = a(\theta) \log \left( \frac{\ell}{\delta} \right) + \cdots. \quad (2)$$

Since the cutoff length $\delta$ is contained within the logarithm, rescaling it only affects the terms in the ellipses, not the coefficient $a(\theta)$.

Such corner contributions in $d = 2$ have been computed in several interesting situations. At a conformal quantum critical point [21] such as the quantum Lifshitz theory (describing e.g. the square-lattice quantum dimer model [22]), results from two-dimensional conformal field theory [23] have been adapted to give $a(\theta)$ [24]. It has been calculated in free-scalar field theory [25], numerically in interacting lattice models [26–29], and more generally using the AdS/CFT correspondence [30]. These are consistent with a conjectured geometrical form valid in any dimension [31].

These computations confirm that $a(\theta)$ is indeed universal. Even more strikingly, they point to $a(\theta)$ as a useful measure of the number of degrees of freedom. For example, for a $2 + 1$-dimensional conformal quantum critical point, $a(\theta)$ is proportional to the central charge $c$ of the two-dimensional conformal field theory describing the ground-state wavefunction [24].

The purpose of this paper is to show that this corner contribution behaves similarly in a less exotic situation, namely an interacting theory familiar to both condensed matter and particle theorists. To this end, we study the entanglement entropy for a critical system of spin-1/2 particles on a square-lattice bilayer with nearest-neighbor antiferromagnetic Heisenberg interactions. This quantum critical point is in the same universality class as the three-dimensional classical Heisenberg model [32], described in the continuum limit by the well-studied three-component $O(3)$-invariant $\phi^4$ field theory [33].

Specifically, we numerically compute the universal coefficient $a(\theta = \pi/2)$ in a continuous family of Renyi entanglement entropies for this critical Heisenberg bilayer. We compare the results to those for the critical point of the transverse-field Ising model (TFIM) [28], whose field theory description is a single-component $\phi^4$ theory. We find over a wide range of Renyi index values, $a(\pi/2)$ for the former is thrice that for the latter, to within numerical uncertainties. The factor of three is compelling evidence that the universal coefficient of the corner-induced logarithm provides a measure of the number of low-lying degrees of freedom. This indeed is behavior analogous to that of $c$ in $1 + 1$ dimensional CFTs.

In an interacting theory in a general dimension $d$, one does not expect such a measure to literally count the degrees of freedom; rather, it provides a way of

\footnote{For a simple explanation of how $c$ measures degrees of freedom in $1 + 1$ dimensions, see [17].}
understanding which renormalization-group flows are possible. The factor of 3 we find is presumably a consequence of the fact that $O(N) \phi^4$ theory is ‘close’ to free, in that the $\epsilon$ expansion around a free-field theory applies. To be precise, our numerical result implies that the leading contribution to $a(\theta)$ in $N$-component $\phi^4$ field theory in $2+1$ dimensions is proportional to $N$, and that corrections are within our (fairly small) numerical error.

The outline of this paper is as follows. In section 2 we review the Heisenberg bilayer model and its theoretical description. In section 3, we describe our numerical method, a novel Numerical Linked-Cluster Expansion (NLCE) [34–37]. Our NLCE uses both Lanczos diagonalization and Density Matrix Renormalization Group [38–40] (DMRG) calculations to calculate the Renyi entanglement entropies [41]. We present our results in section 4, and discuss some implications of this work in section 5.

2. The Heisenberg bilayer model and Its critical point

The aim of this paper is to understand the universal subleading term coming from corner contributions to the entanglement entropy. We study a strongly interacting quantum model whose physics is well understood, and which is amenable to treatment by the powerful NLCE method described in section 3. This system is the spin-1/2 nearest-neighbor Heisenberg model on a square lattice bilayer, or equivalently, two flavors of spins on the square lattice. Labelling the spin operator on site $j$ and layer $a$ by $S_{aj}$, the Hamiltonian is

$$H = J \sum_{\langle i,j \rangle} (S_{ai} \cdot S_{aj} + S_{2a} \cdot S_{2j}) + J_\perp \sum_i S_{1i} \cdot S_{2i},$$

where $\langle i,j \rangle$ denotes a pair of nearest-neighbor sites within a layer. We take the couplings $J$ and $J_\perp$ as positive, hence antiferromagnetic. The interactions between sites on the same layer ($J$) and sites on different layers ($J_\perp$) are represented pictorially in figure 1(c) for a $4 \times 4 \times 2$ bilayer system.

This Hamiltonian supports two different phases in its ground-state. At $J_\perp = 0$, the physics is simply that of two decoupled square-lattice Heisenberg models. These are Néel ordered, so that the $SU(2)$ symmetry is spontaneously broken to $U(1)$. For small
$J_\perp / J$, the order persists, and the coupling between the layers relates the ordering. Thus there are two Goldstone bosons in this Néel phase (which, incidentally, give rise to a subleading logarithm in the entanglement entropy of a straight boundary on a finite-size lattice [26], [42–44]). At large $J_\perp / J$, there is a ‘dimer’ phase where the pair of spins on each bond between the bilayers forms a singlet. In this phase the $SU(2)$ symmetry is unbroken, and the spectrum is gapped. A single quantum critical point separates the two phases. Estimates for the critical coupling have been calculated to high accuracy with series expansion [45, 46] and quantum Monte Carlo, [32] with the most accurate estimate ($J_\perp / J)_c = 2.5220(2)$ coming from the latter.

The universality class of this phase transition turns out to be the simplest possibility consistent with the symmetry. The order parameter describing the Néel/Goldstone phase is the staggered magnetization. Following the Landau–Ginzburg approach, one defines a three-component vector field $\vec{\phi}$ representing a suitably averaged order parameter. The simplest action for this field consistent with the symmetries is the $O(3)$-invariant $\phi^4$ theory:

$$S = \int d^2 x d t \left( \frac{\partial \vec{\phi}}{\partial t} \cdot \frac{\partial \vec{\phi}}{\partial t} - \nabla \vec{\phi} \cdot \nabla \vec{\phi} - \mu^2 \vec{\phi} \cdot \vec{\phi} - g (\vec{\phi} \cdot \vec{\phi})^2 \right).$$  

Equation (4)

At $\mu^2 < 0$ the $O(3)$ symmetry is spontaneously broken to $SO(2)$, resulting in two Goldstone bosons. There is a continuous phase transition at $\mu^2 = 0$ to a phase with no order in $\vec{\phi}$, as in the bilayer.

It has long been known that this Landau–Ginzburg/effective field theory describes the phase transition in the three-dimensional classical Heisenberg magnet between the low-temperature Goldstone and the high-temperature disordered phases. Even though the underlying degrees are fixed-length spins (and so are labeled by two angles), the average value of the magnetization also fluctuates strongly near the critical point, and so this three-component theory describes the critical behavior. This has been confirmed by comparing detailed numerical simulations [33, 47] with calculations in the $d = 3 - \epsilon$ expansion [48].

The same Landau–Ginzburg approach applies to the Heisenberg bilayer model we study here, with the same conclusion. This has also been confirmed convincingly via numerics [32], so that critical fluctuations corresponding to the restoration of $SU(2)$ symmetry at the critical point indeed are described by three bosonic fields. The appearance of the longitudinal mode can also be understood directly in the quantum theory [49]. It is a bound state in the Ising limit and therefore neglected by spin-wave and Schwinger boson treatments, which among other things leads to very poor estimates for the critical coupling $(J_\perp / J)_c$. This situation can be remedied with a proper treatment of all three modes [50–52]). The existence of this additional longitudinal mode has been recently emphasized by a numerical study explicitly demonstrating that it becomes degenerate with the two Goldstone modes exactly at the critical point, corresponding to a full restoration of $SU(2)$ symmetry [46].

Thus, the quantum critical point of the Heisenberg bilayer model offers an excellent opportunity to examine the behavior of the entanglement entropy in the presence of multiple bosonic modes in the low-lying spectrum of an interacting model. In the next
section, we discuss the details of the numerical simulation scheme used to extract the corner contribution to the Renyi entanglement entropies.

3. Numerical linked-cluster expansion

The Numerical Linked-Cluster Expansion \cite{34-37} (NLCE) is a method of extending measurements of a series of finite-sized lattice clusters towards the thermodynamic limit, cancelling off finite-size and boundary effects using sums and differences of various clusters. In its general formulation, this method uses measurements of a given property $P$ from all possible clusters of sites that can be embedded in the chosen lattice. Typical NLCE approaches involve the computationally expensive task of generating all clusters, and embeddable subclusters. This cluster embedding problem results in an exponential bottleneck, restricting the maximum number of sites to $\sim 16$ or so, depending on the lattice. However, in \cite{28}, a modified NLCE procedure was defined that employs an alternative definition of cluster geometries, involving only $m \times n$ rectangles. This restriction significantly simplifies the cluster embedding problem, passing the computational bottleneck to the calculation of ground-state properties, via numerical techniques such as exact diagonalization (Lanczos) or DMRG. As a consequence, one is able to achieve significantly higher orders of the expansion than conventional NLCE, and therefore significantly improve approximations to the thermodynamic limit. In this section, we give details of the NLCE procedure, definition of cluster geometries for the Heisenberg bilayer model, methods to define order extrapolations, and procedures to calculate the Renyi entanglement entropies using the Lanczos and DMRG methods.

3.1. NLCE overview

The foundation of the NLCE method is based on the fact that properties of a lattice model can be expressed as a sum over all distinct clusters which are embeddable in the lattice $L$. Let a cluster $c$ be a set of sites with the connectivity of the underlying lattice, and $L(c)$ be the number of distinct ways it can be embedded. A rotation or reflection could result in a different embedding depending on the symmetry of $c$, whereas a simple translation will not lead to a different embedding in the infinite lattice $L$; see figure 1(a)). For a square lattice, $L(c)$ can take values 1, 2, 4 and 8. Here, we follow \cite{28} and consider only $m \times n$ rectangular clusters, for which $L(c)$ can only be equal to 1 (if $m = n$) or 2 (if $m \neq n$).

A property $P$ per site can then be expressed as

$$P(L) / N = \sum_c L(c) \times W(c), \quad (5)$$

where the weight of a cluster for a given $P$ is defined by

$$W(c) = P(c) - \sum_{s \in c} W(s), \quad (6)$$

where $s$ is any subcluster of $c$. In the sum, each subcluster $s$ is included the number of times that it can fit inside cluster $c$ (see figure 1(b)). This relation is a generalization of
the inclusion-exclusion principle, the statement that the number of elements in the union of two finite sets \(|A \cup B|\) is simply \(|A|+|B|-|A \cap B|\). This gives intuition for why disconnected clusters need not be considered in NLCE calculations: their weight \(W(c)\) is always zero, just as the number of elements in the intersection of disconnected sets is zero.

The NLCE procedure uses equations (5) and (6) to build up the value of \(P/N\), starting from the smallest cluster (which has no subclusters, thus \(W(1) = P(1)\)) and ending with some maximal cluster size. For rectangular clusters on a square lattice, this maximal cluster size is limited in practice only by the computational cost of calculating the given property \(P\) on the cluster [28].

The value of the weight \(W(c)\) is an indicator of the convergence of the NLCE. In a system with no broken symmetries and a finite correlation length, the weights should decrease exponentially with cluster size, once these sizes exceed the correlation length. This would lead to an exponential convergence of the NLCE with cluster size (or ‘order’ as we define below). At (and near) a critical point, where the correlation length becomes large compared to the sizes of clusters we can study, the weights will vary as a power of the cluster size. This will lead to an algebraic convergence with order for quantities like ground-state energy and entanglement entropies, requiring a careful extrapolation. Note that other quantities, such as order-parameter susceptibility will diverge at the critical point. But even for divergent properties, the NLCE can extract useful information if one can reach orders large enough for the property to be fit to a known scaling relation. The fact that some quantities converge and others diverge is analogous to convergence or divergence of a series expansion at its radius of convergence.

It is instructive to work out the NLCE for one-dimensional systems, which can be done in full generality. All sub-clusters of a one-dimensional system are uniquely labeled by their length \(n\), and can be embedded only one way, thus \(L(n) \equiv 1\) and

\[
P / N = \sum_{n=1}^{\infty} W(n). \tag{7}
\]

The cluster weights are

\[
W(1) = P(1) \tag{8}
\]

\[
W(2) = P(2) - 2P(1) \tag{9}
\]

\[
W(3) = P(3) - 2P(2) + P(1) \tag{10}
\]

\[
:\quad W(n) = P(n) - 2P(n-1) + P(n-2) \quad [n \geq 3]. \tag{11}
\]

Defining partial sums up to order \(n\) of the NLCE as

\[
p(n) = \sum_{m=1}^{n} W(m), \tag{12}
\]

then for \(n > 1\)

\[
p(n) = P(n) - P(n-1). \tag{13}
\]
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Table 1. The properties of all clusters up to a maximum $n_x$ and $n_y$ of four sites, including: number of sites $N$, lattice constant $L(c)$, and the multiplicity of their subclusters (this is left blank when the multiplicity is zero). There is an implied bilayer ($n_z = 2$) for each cluster.

| Subcluster multiplicity | id#  | $n_x \times n_y$ | $N$  | $L(c)$ | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
|-------------------------|------|------------------|------|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| (1)                     | 1 x 1| 2 x 1           | 1    | 1      |     |     |     |     |     |     |     |     |     |
| (2)                     | 1 x 2| 4 x 2           | 2    | 2      |     |     |     |     |     |     |     |     |     |
| (3)                     | 1 x 3| 6 x 2           | 3    | 2      |     |     |     |     |     |     |     |     |     |
| (4)                     | 1 x 4| 8 x 2           | 4    | 3      | 2   |     |     |     |     |     |     |     |     |
| (5)                     | 2 x 2| 8 x 1           | 4    | 4      |     |     |     |     |     |     |     |     |     |
| (6)                     | 2 x 3| 12 x 2          | 6    | 7      | 2   |     |     |     |     |     |     |     |     |
| (7)                     | 2 x 4| 16 x 2          | 8    | 10     | 4   | 2   | 3   | 2   |     |     |     |     |     |
| (8)                     | 3 x 3| 18 x 1          | 9    | 12     | 6   | 4   |     |     |     |     |     |     |     |
| (9)                     | 3 x 4| 24 x 2          | 12   | 17     | 10  | 3   | 6   | 7   | 2   |     |     |     |     |
| (10)                    | 4 x 4| 32 x 1          | 16   | 24     | 16  | 8   | 9   | 12  | 6   | 4   |     |     |     |

Assuming that $P(n)/n$ approaches a constant as $n \to \infty$, then in the limit of large clusters

$$W(n) \simeq \frac{\partial^2}{\partial n^2} P(n)$$

(14)

$$p(n) \simeq \frac{\partial}{\partial n} P(n).$$

(15)

It is interesting to observe from equation (13) that in 1$d$, the NLCE is nothing but the ‘subtraction trick’ used, for example, in DMRG calculations to estimate bulk properties in the thermodynamic limit from finite systems with open boundary conditions [40].

3.2. Rectangular clusters for the square lattice bilayer

In this paper we study a square lattice bilayer system. Each cluster used in the calculation is an $n_x \times n_y \times 2$ array of sites, where $n_x, n_y \geq 1$. The second layer of the bilayer lattice does not change the NLCE calculations from the strictly two dimensional (2$d$) NLCE, other than doubling the number of sites in a given cluster, increasing the computational expense of measuring most properties. Table 1 shows the characteristics of all rectangular clusters with $n_x, n_y \leq 4$, including the number of embeddings of each subcluster, needed for equation (6). Unfortunately the 2$d$ cluster weights do not simplify as in the 1$d$ case, and all terms (even those from the smaller clusters) need to be included in equation (5).

In an NLCE calculation, it is necessary to define an order, a way of grouping together clusters of similar sizes. This allows one to assign a length scale related to the largest order included in a calculation. At a quantum critical point for example, this allows one to study NLCE data as a function of order, giving scaling relationships that can be extrapolated towards the thermodynamic limit.

In this paper we consider two methods of grouping clusters: (1) by the average edge-length of a cluster $O_1=(n_x+n_y)/2$ and (2) by the number of sites $O_2=N/2$ in one layer of the cluster.

doi:10.1088/1742-5468/2014/06/P06009
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Figure 2. Two methods for defining order $O$. Each tile shows the number of sites contained in a rectangle with its top right corner in that square and its bottom left corner at the bottom left of the figure. As an example the $2 \times 3$ rectangle is outlined with a dashed line, and from the top right corner one can see that it contains six sites per layer. Using $O_1$ the different orders are defined by the diagonals of this diagram. $O_1 = 1$ contains only the $1 \times 1 \times 2$ cluster (denoted by ‘1’ in the diagram), $O_1 = 1.5$ contains the clusters denoted by the $2’s$, $O_1 = 2$ contains 3, 4, 3 and so forth, moving along the diagonals. $O_2$ is simple to understand from this diagram. If $O_2 = x$, that order contains clusters with $x$ sites per layer. The shaded tiles show clusters solved by Lanczos and DMRG in this work.

In the two cases we have the average cluster length, $\ell - O_1 = (n_x + n_y) / 2$ and $\ell - \sqrt{O_2} = \sqrt{n_x n_y}$, which can be thought of respectively as the arithmetic and geometric mean of the edge-lengths for clusters of that order; figure 2 attempts to give some intuition for the two different definitions. Using $O_2$ tends to include longer 1$d$ clusters, while only including smaller square clusters, whereas truncating using $O_1$ includes all the clusters that will fit inside a diamond of a given size defined by that order, thus excluding long 1$d$ clusters. Additionally, each order using $O_1$ includes an increasing number of clusters (equal to $O_1$ rounded down to the nearest integer), while the number of clusters for each new order of $O_2$ is generally smaller and determined by the number of factors of $O_2$. This tends to give the data a step-like distribution as a function of $O_2$, while allowing for higher orders to be calculated, resulting in more data points. Contrastingly, plotting data as a function of $O_1$ gives a smoother distribution with fewer overall data points. Both methods contain the same information (though $O_1$ excludes long 1$d$ clusters) simply viewed in different ways.

The lattice constant, as described in section 3.1, reflects the number of ways a cluster can be embedded in the underlying lattice, and in the case of our square bilayer lattice, is limited to the values $L(c) = 1, 2$. It is important that measurements considered on a cluster obey the same symmetry, i.e. if $L(c) = 2$ then a measurement must give the same results for both orientations of the cluster, otherwise the two orientations should be considered separately with $L(c) = 1$ for each. Standard measurements, such
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3.3. The Renyi entanglement entropies

The Renyi entanglement entropies [41] are used to measure bipartite entanglement between two spatial regions of a system, labelled $A$ and $B$,

$$S_\alpha(A) = \frac{1}{1-\alpha} \log \text{Tr}(\rho_A^\alpha),$$

(16)

where $\rho_A = \text{Tr}_B(\rho)$ is the reduced density matrix of region $A$. Here, $\alpha$ is the Renyi index, such that the limit $\alpha = 1$ gives the familiar von Neumann entropy.

As mentioned above, the measurement of Renyi entropies in NLCE is non-standard because it requires the definition of two spatial regions $A$ and $B$. In this paper we focus on the entanglement due to a $90^\circ$ corner in the boundary between entangled regions. This is extracted by defining a boundary with a corner, and subtracting off the entanglement contribution coming from the linear portions, leaving only the entanglement due to the corner (figure 3).

Entanglement measurements in general are done by considering every possible way that the chosen boundary can intersect a cluster. Thus, to measure the entanglement across a line running in the $y$ direction $L_y^i$, for a given cluster we use

$$P(c) = \sum_{i=1}^{n_y-1} S_\alpha(L_y^i),$$

(17)

where $L_y^i$ denotes a region $A$ including $i$ columns of the cluster. This measurement can be simplified for many rectangular clusters. Since $S(A) = S(B)$ for a pure ground-state wavefunction, we have $S(A_i) = S(A_{n_y-i})$ which can approximately halve the number of measurements required. Different types of boundaries will have different symmetries that can be exploited to reduce the total number of measurements required.

Figure 3. (a) The entanglement due to a corner is calculated by considering each plaquette of a cluster. In this figure we consider a $4 \times 3$ cluster. (b) The corner entanglement is equal to the difference of the entanglement due to opposing boundaries with corners ($V^1, V^2$) at the given plaquette and the entanglement across the corresponding horizontal and vertical lines ($L^1, L^2$). (c) This figure shows all four entanglement cut geometries for the first plaquette superimposed. The subtracted line cuts are solid, and the corner cuts are dotted.
As mentioned in section 3.2, if a cluster has lattice constant \( L(c) > 1 \), any measurements on that cluster must share the same symmetry, or else \( L(c) \) must be modified for that cluster. This becomes especially important to consider for entanglement measurements, where a cluster is divided into two spatial regions. The example above, of the entanglement across a vertical line will give different results for the two orientations of a non-square cluster. This can be remedied by instead calculating the sum of the entanglement due to a vertical line and that due to a horizontal line. A second, but equivalent, method would be to always treat \( n \times m \) clusters as distinct from \( m \times n \) clusters and measure entanglement across only a line in the \( x \) direction, for example. Both techniques require the same computational effort, but use different methods of bookkeeping for the clusters and measurements.

The NLCE, unlike other numerical techniques such as traditional quantum Monte Carlo with periodic boundary conditions [29], is able to directly isolate the entanglement due to a 90° corner by subtracting off the entanglement contributions from the linear portions of the boundary. This is done by subtracting the entanglement due to the lines \( L^x \) and \( L^y \), from entanglement across opposing lines with 90° vertices (\( V^1 \) and \( V^2 \)), as shown in figures 3(b) and (c). To fully cancel off any line contributions to the entanglement we calculate the corner entanglement \( \mathcal{V}_c \) of a cluster \( c \) using

\[
2 \mathcal{V}_c(c) = \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} (S_n(V^i_{ij}) + S_n(V^2_{ij})) - (n_y - 1) \sum_{i=1}^{n-1} S_n(L^y_i) - (n_x - 1) \sum_{j=1}^{n-1} S_n(L^x_j),
\]

where \( V^i_{ij} \) denotes a region \( A \) including an \( i \times j \)-site rectangle of cluster \( c \). It is more intuitive to say that we measure the four terms in figure 3(b) for each plaquette in 3(a), which easily extends to clusters of other shapes and sizes. In practice, due to the symmetry of the rectangular clusters all \( V^2 \) measurements will already be done by \( V^1 \). The number of measurements required can be further reduced for a square cluster, where \( V^i_{ij} = V^j_{ji} \) for both \( V^1 \) and \( V^2 \).

3.4. NLCE cluster solvers

3.4.1. Lanczos and full diagonalization. It has not yet been discussed how the measurements on the different clusters are obtained. In previous NLCE studies, generally the Lanczos algorithm for diagonalization was used obtain the full ground-state wavefunction of the cluster, \( |\Psi_c\rangle \). To extract the entanglement entropy for each of the different entanglement cut geometries (see figure 3 for examples) one must take a partial trace of the full density matrix \( \rho = |\Psi_c\rangle \langle \Psi_c| \) over the states in region \( B \). The partial trace is done by rewriting the ground-state vector in matrix form,

\[
|\Psi_c\rangle = \sum \alpha_i |\psi^i_c\rangle \rightarrow M_c = \sum_{j,k} \alpha_j \langle \psi^j_A | \psi^k_B |, \tag{19}
\]

where \( \alpha_i, \alpha_j, \alpha_k \) are numerical coefficients such that \( \sum_i |\alpha_i|^2 = \sum_{j,k} |\alpha_j|^2 = 1 \), \( \{\psi^i_c\} \) are basis vectors for the full cluster of both regions \( A \) and \( B \), and \( \{\psi^i_A\} \) and \( \{\psi^i_B\} \) are the basis vectors of region \( A \) and \( B \) respectively. Computationally, this means constructing a matrix with all region \( A \) basis states as the columns and all region \( B \) basis states as the rows. Then, running through \( |\Psi_c\rangle \), each entry is assigned to an element of \( M_c \) where \( \psi^i = \psi^i_A \otimes \psi^i_B \). From there, obtaining the reduced density matrix simply requires multiplying this matrix by its conjugate transpose.
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\[ \rho_A = M_c M_c^\dagger = \sum_{i,j,k,l} a_{ij}^* a_{kl}^\dagger |\psi^A_i\rangle \langle \psi^B_j| \langle \psi^B_j| \langle \psi^A_i| = \sum_{i,j,k} a_{ij}^* a_{kl}^\dagger |\psi^B_j\rangle |\psi^A_i| = \sum_{i,j,k} a_{ij}^* a_{kl}^\dagger |\psi^B_j\rangle |\psi^A_i| |\psi^B_j| \langle \psi^A_i| \langle \psi^B_j|. \tag{20} \]

The multiplication $M_c M_c^\dagger = \rho_A$ or $M_c^\dagger M_c = \rho_B$ is chosen based on which will result in the smaller reduced density matrix, since one final diagonalization must be done to extract its eigenvalues. The diagonalization of the reduced density matrix must give the full eigenvalue spectrum; this requires a computationally more expensive algorithm than Lanczos which only returns the largest eigenvalues. The above method is limited by computer memory and time, and it is suitable only for smaller clusters. It is imperative to use a good linear algebra library as it will significantly improve the speed and performance of this algorithm. For this work the Eigen C++ template library [53] was used to solve clusters of up to 30 sites with Lanczos and exact diagonalization.

3.4.2. Density matrix renormalization group. For larger clusters we use a complementary method, the density matrix renormalization group (DMRG) [54]. Unlike exact diagonalization and Lanczos, DMRG is not necessarily limited by the total number of sites in the cluster. Instead, DMRG traverses the system along a one-dimensional path, such as the one shown in figure 4(a) for the $5 \times 4 \times 2$ cluster (top-down view). For a path of this type, DMRG scales exponentially in $n_y$ but scales much more favorably in $n_x$ (e.g. linearly in $n_x$ if the system is gapped).

A key advantage of using DMRG for computing entanglement entropy is that it diagonalizes the reduced density matrix for a different bipartition of the system at every step. These bipartitions correspond to cutting the one-dimensional path at each bond. Thus one can obtain the full entanglement spectrum for many of the cuts needed for the corner entanglement contribution within a single DMRG calculation. For example, the path in figure 4(a) provides two inequivalent vertical-line cuts (on the 4th and 8th bonds of the DMRG path) as well as corner cuts separating sites in the first column from the rest of the system. Other corner cuts, such as the one separating the system into the regions $A$ and $B$ of figure 4(b), require modifying the DMRG path. Such irregular paths typically increase the computational cost needed for DMRG to reached a fixed accuracy since short-range interactions in the two-dimensional Hamiltonian get mapped to much longer-ranged interactions in the one-dimensional model seen by DMRG.

For the results below, we used DMRG to solve the $4 \times 4 \times 2, 3 \times 6 \times 2, 6 \times 3 \times 2, 4 \times 5 \times 2$, and $5 \times 4 \times 2$ clusters. Each calculation kept up to 10,000 states or enough states to obtain a truncation error below $10^{-12}$, whichever occurred first. The only

\[ \text{Calculations were performed using the ITensor Library, http://itensor.org/}. \]
exception was one of the irregular paths for the $4 \times 5 \times 2$ cluster for which we only managed 8000 states (due to memory constraints) for a truncation error of $1.4 \times 10^{-9}$, which is still quite accurate. One can easily benchmark the accuracy for such difficult clusters by comparing the energy to the same cluster studied with a path more favorable to DMRG. For the $4 \times 5 \times 2$ cluster with the difficult irregular path, for example, we still obtained the energy within a relative error of $10^{-9}$ compared to the $5 \times 4 \times 2$ result, which is essentially exact to numerical precision.

4. Results

In this section we present our results for the subleading logarithmic term in the Renyi entropy resulting from a corner of angle $\pi/2$ at the quantum critical point in the Heisenberg bilayer. We compare these to the analogous results for the quantum critical point in the 2d transverse-field Ising model (TFIM) on the square lattice [28], in order to study the relation between the two.

The TFIM has only a $Z_2$ spin-flip symmetry, so applying the Landau-Ginzburg approach to it yields a scalar field theory with a single component. This has the same $O(N) \phi^4$ action given in equation (4) for the Heisenberg bilayer, except for Ising, $\phi$ has a single component. The critical theory in this $N = 1$ case is the famed Wilson–Fisher fixed point, in the same universality class of the classical 3 dimensional Ising model. This theory is not free; the NLCE calculation [28] gives values of $a_\alpha(\pi/2)$ very close to, but not exactly, those calculated for Renyi index $\alpha = 1, 2, 3$ in Gaussian free-field theory [25].

This indicates that the two critical points are ‘close’, in harmony with the fact that critical properties of the Wilson–Fisher fixed point can be computed very accurately in the $d = 3-\epsilon$ expansion around a free-field theory [48].

As discussed in section 2, the Heisenberg bilayer quantum critical point is described by the three-component $\phi^4$ theory. Thus if $a_\alpha(\pi/2)$ provides a measure of the number of degrees of freedom analogous to $c$, it should be approximately three times the value obtained for the Ising theory. It need not (and ought not) be exactly thrice the value, since this is an interacting fixed point, and critical properties depend on the number of components $N$ in a non-trivial way. Nevertheless, the $O(N)$ Wilson–Fisher fixed point can be reached by perturbing around $N$ free fields, and so one expects $a_\alpha(\pi/2)$ to be close to the free-field value, roughly $N$ times the single-component value.

As we now describe, our numerical calculations do indeed yield this factor of 3. We perform the NLCE procedure described in the previous section, at the critical coupling $(J_{\perp}/J)_c = 2.5220$ of the Heisenberg bilayer system, equation (3). In figure 5 the NLCE includes clusters from $1 \times 1 \times 2$ to $4 \times 5 \times 2$, while figures 6 and 7 exclude the 1d clusters which do not contribute to the corner entanglement term (see equation (18)). The largest NLCE truncation orders included are $O_1 = 4.5$ and $O_2 = 20$.

Before discussing results for the Renyi entropies, we perform an initial check of our NLCE procedure, by using it to compute the ground-state energy per site in the Heisenberg bilayer at its critical point. At $T = 0$, the ground-state energy plays the role of free energy, and by hyperscaling, its singular piece scales as $\xi^{-(d+z)}$, where for our problem $d+z = 3$. Thus, we expect the correction at order $\ell'$ to scale as $1/\ell'^3$. In figure 5, the ground-state energy per site is plotted as a function of $1/\ell'$ for both
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Figure 5. The energy per site for the Heisenberg bilayer system at its quantum critical point as a function of $1/\ell$ along with fits to $b/\ell^3 + d$ for some constants $b$ and $d$. The horizontal lines are predictions for the ground-state energy in the thermodynamic limit from series expansion and quantum Monte Carlo [55].

Figure 6. The entanglement due to a single corner $V_\alpha$ in the Heisenberg bilayer system for $\alpha = 1, 1.125, 1.25, 1.5, 2$ using both definitions of order $O_1$ (circles) and $O_2$ (squares) along with fits to $V_\alpha = a_\alpha \log \ell + b_\alpha$. The resulting coefficient $a_\alpha$ is shown in figure 7 for both definitions of order.

definitions of the order: $O_1 = (n_x + n_y) / 2 = \ell$ and $O_2 = n_x n_y = \ell^2$. Each dataset is fit to the function $E_0(\ell) = 1/\ell^3 + E_0(\infty)$, where $E_0(\infty)$ is the predicted ground-state energy per site in the thermodynamic limit. For the two different fits we find,

$O_1: E_0(\infty) = -1.12665$

$O_2: E_0(\infty) = -1.12649$. 
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Even though relatively small cluster sizes are included in this extrapolation, we see that both values of $E_0(\infty)$ are very close to two independent calculations from complementary, but very different techniques (see figure 5). First, from series expansions, Padé extrapolations lead to a value of $E_0(\infty) = -1.1262$ at $(J_\perp/J)_c = 2.5220$. Second, from large-scale unbiased quantum Monte Carlo (QMC) Sen and Sandvik [55] reveal a highly accurate value of $E_0(\infty) = -1.1265201(5)$ at the quantum critical point, which is again consistent with the NLCE results.

We now turn to our NLCE calculation for the subleading scaling term $\gamma$ induced by a 90° corner in the entanglement boundary. As discussed in the last section, the NLCE can isolate the corner contribution to the Renyi entanglement entropy independently from the leading ‘area law’ contribution to scaling. Thus for each value of the Renyi index $\alpha$, we extract the value of $a_\alpha(\pi/2)$ directly from fits of this corner entropy to

$$\gamma_\alpha(\ell) = a_\alpha \log \ell + b_\alpha. \quad (21)$$

The raw NLCE data for this quantity is shown in figure 6, for several values of $\alpha$. Data is plotted separately for both definitions of order, $O_1$ and $O_2$, and separate fits are performed for each value of $\alpha$ to equation (21), as a function of the cluster length scale $\ell$, to extract $a_\alpha$ and $b_\alpha$. We note that using $O_1$ results in a systematically higher value of $b_\alpha$, though the difference decreases as $\alpha$ increases.

Using this fitting procedure, our results for the log-coefficient $a_\alpha(\pi/2)$ are plotted in figure 7. Here, the coefficient $-a_\alpha$ is compared between three different theories: the single-component $\phi^4$ theory via the TFIM, the free field theory calculation of [25], and the present calculation of the Heisenberg bilayer. In figure 7, data for the Heisenberg bilayer is divided by 3 to emphasize how remarkably close it is to thrice the Ising data. The implications of this are discussed in detail in section 5.
The error bars shown in figure 7 are meant to be a guide to the reader. They are calculated as the standard deviation of the data from the linear fits to $\mathcal{V}_\alpha(\ell) = a_\alpha \log \ell + b_\alpha$, examples of which are shown in figure 6. This error is then assigned to $a_\alpha$, although strictly speaking it also depends on $b_\alpha$. As with any study of this kind which incorporates functional extrapolations using relatively small cluster sizes, significant uncertainty related to the precise data series included in the fit remains, and is not represented by the error bars in figure 7. It is worth noting that the NLCE results [28] for the second Renyi entropy $S_2(A)$ in the TFIM were independently benchmarked against series-expansion [27] and QMC data [29, 56] obtained through a replica-trick procedure. Both calculations yield a coefficient $a(\pi/2)$ consistent with the NLCE to within numerical errors. The unbiased QMC data were obtained from a much different fitting procedure involving a square subregion $A$ with four corners embedded in a toroidal lattice; thus the match with the NLCE is particularly striking.

It is clear from figure 7 that some uncertainty remains regarding the relationship between the data for $\alpha \lesssim 1.3$, obfuscated by the growth in uncertainties in the NLCE calculation in this regime. One can see from figure 6 that the data points deviate further above and below the linear fit for smaller values of $\alpha$, directly increasing the error bars. The poorer numerical convergence of the NLCE for smaller $\alpha$ could be expected, particularly since the $\alpha < 1$ Renyi entropies are more sensitive to the tail of the entanglement spectrum. At least for gapped systems, it has been argued that the closer a reduced density matrix eigenstate’s eigenvalue is to the tail of the entanglement spectrum, the further it probes the system away from the cut [57]. Thus, although it seems likely that the factor of 3 relationship between the TFIM and Heisenberg bilayer data remains for $\alpha \lesssim 1.3$, it remains possible that deviations, corrections, or even a phase transition in $\alpha$ change the relationship [16].

Despite the uncertainties, figure 7 gives substantial support to the hypothesis that $a_\alpha(\pi/2)$ for the Heisenberg bilayer at its critical point is approximately thrice the value for the TFIM at its critical point.

5. Summary and discussion

We have studied the Renyi entanglement entropies for a square-lattice Heisenberg bilayer antiferromagnet with a Numerical Linked Cluster Expansion method, employing both Lanczos and DMRG techniques as cluster solvers. Focussing on the subleading logarithmic scaling contribution to the Renyi entropies that arises from a 90° corner, we calculate the cutoff-independent coefficient $a_\alpha(\pi/2)$ of the logarithm directly at the quantum critical point of the model. This critical point is in the 3D $O(3)$ universality class, described by a three-component $\phi^4$ field theory. We find that the universal coefficient is thrice that computed previously [28] for a quantum critical point in the 3D Ising universality class, described by a single-component $\phi^4$ field theory. Our calculation thus provides substantial evidence that this universal coefficient provides a measure of the number of degrees of freedom of the field theory. In this interacting but close-to-free theory, this is the number of low-lying bosonic modes present at the quantum critical point.

There have been hints in past literature that the coefficient of the corner-induced logarithm contains valuable information about the effective low-energy critical
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Most concretely, for $z \neq 1$ conformal quantum field theories, the coefficient is proportional to the central charge of the conformal field theory used to build the ground-state wavefunction [24]. Since we found analogous behavior in $z = 1$ (Lorentz-invariant) field theories, it is thus tantalizing to speculate that this coefficient provides a quantity analogous to a central charge for any $2+1$-dimensional quantum critical point.

Holographic calculations of the entanglement entropy in higher dimensions also suggest this behavior. Using the AdS/CFT correspondence, the corner-induced logarithm from an angle $\theta$ and its analogs in arbitrary dimensions obey the scaling form [31]

$$\gamma = \left( \frac{L}{L_P} \right)^d q(\theta) \log \left( \frac{\ell}{\delta} \right) + \ldots, \quad (22)$$

where $L$ is the length scale set by the AdS curvature and $L_P$ is the Planck length, while the ellipses include a $\log^2(\ell/\delta)$ term for odd $d > 1$. The Planck length arises from Newton’s constant, which appears in Ryu and Takayanagi’s famous formula relating the entanglement entropy to an area of a minimal surface in the AdS space [19]. The factor $(L/L_P)^d$ scales appropriately for counting the degrees of freedom in $d$-dimensional space with the Planck length as a short-distance cutoff, and the cutoff-independent function $q(\theta)$ has been computed for $d < 6$. In $d = 1$, the coefficient indeed becomes precisely $c/3$ [58]. In $d = 2$, the $\theta$ dependence has been examined explicitly using the AdS/CFT correspondence [30], and also calculated exactly in a free field theory [25]. In $d > 2$ other relations with conformal central charges can be found [31]. Thus it is natural to believe that the coefficient of the log term in our case $d = 2$ is also proportional to some universal quantity like a central charge giving a measure for the degrees of freedom. Our results provide support for this idea.

Finally, it is important to test this behavior on other $2+1$ critical points with different types of effective low-energy theories. From this work, the conjecture is that the coefficient of the corner-induced logarithm counts a very clear signal (i.e. the integer $N$ in the $O(N)$ theory), and hence may be relatively insensitive to some finite-size effects. These finite-size effects will continue to be reduced in the future with the further adoption in NLCE of the powerful and general DMRG method, which has been shown to provide very accurate results on quasi-2d finite-size systems [40]. Such NLCE methods will complement future quantum Monte Carlo calculations of $S_\alpha$ for integer $\alpha \geq 2$ based on the replica trick [59], for which extracting the corner coefficient requires substantially more computational effort [29]. Thus, the calculations in this paper can immediately and straightforwardly be extended to other lattice models.

An obvious next candidate for study is an $O(2)$ critical point in $2+1d$, such as occurs in a spin $1/2$ XY model with bilayer couplings, or alternatively, in a symmetry-breaking magnetic field. If these and other conventional critical points confirm our scenario, then especially important would be the study of critical points with exotic structures to their low-energy effective theories. An exciting prospect would be the $SU(2)$-invariant Heisenberg model with four-site exchange (Sandvik’s J-Q model [60]), which is believed to contain a critical point in the non-compact $\text{CP}^1$ universality class, a field theory that describes two flavors of spinons interacting with a non-compact $U(1)$ gauge field [61, 62].
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