The second iterate of the Muskat equation in supercritical spaces
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Abstract
The ill-posedness of the Muskat problem in spaces that are supercritical with respect to scaling is studied. The paper’s main result establishes that for a sequence of approximations of the Muskat equation obtained via Taylor expansion, their corresponding second Picard’s iterate is discontinuous around the origin in a certain family of supercritical spaces approaching a critical space.
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1. Introduction

1.1. Description of the model
The Muskat equation describes the interface between two incompressible immiscible fluids with different densities in a porous media. The evolution problem can be described as a transport equation where the velocity field is incompressible and the evolution of the velocity of the fluid for a porous medium is given by Darcy’s law

\[ \vec{u} = -\nabla p - \rho \vec{e}_n, \]

where \( \vec{u} \) is the velocity, \( p \) is the pressure, \( \rho \) is the density, and \( \vec{e}_n \) is the last vector in the canonical base. This paper focuses on the 2D case in a situation in which we have two fluids of constant densities with the same viscosity, the denser fluid is at the bottom, and the surface tension is ignored. The main case of interest is where the interface is formed between water and oil [41].
To write an equation for the interface, we consider the regime where it can be described by the graph of a function

$$\Sigma(t) = \{(x_1, f(x_1, t)) \in \mathbb{R}^2 : x_1 \in \mathbb{R}\},$$

and consequently, the density can be written as

$$\rho(x, t) = \begin{cases} \rho_1, & x \in \Omega_1(t) := \{(x_1, x_2) \in \mathbb{R}^2 : x_2 > f(x_1)\} \\ \rho_2, & x \in \Omega_2(t) := \mathbb{R}^2 \setminus \Omega_1(t). \end{cases}$$

Under these assumptions, the initial value problem for the evolution of the interface is given by (see [21])

$$\begin{cases} \partial_t f + \frac{\rho_2 - \rho_1}{2} \vec{\nabla} f = -\frac{\rho_2 - \rho_1}{2\pi} \int_{\mathbb{R}} \frac{\partial_\alpha \delta_\alpha(f(x))}{\alpha} \left(\frac{(\delta_\alpha(f(x)))^2}{\alpha^2 + (\delta_\alpha(f(x)))^2}\right) \, d\alpha, \\ f(x, 0) = f_0(x), \quad x \in \mathbb{R}, \end{cases}$$

(1.1)

where $\rho_2 > \rho_1$, $\hat{f}(\xi) = \int e^{-2\pi i \xi x} f(x) \, dx$, $\mathcal{F}(\Lambda f) = 2\pi |\xi| \hat{f}, \delta_\alpha f(x) = f(x) - f(x - \alpha)$ and the principal value is taken at zero or infinity if needed. Additionally, without loss of generality, it is assumed that $\frac{\rho_2 - \rho_1}{2\pi} = 1$.

To study the well-posedness of problem (1.1), it is useful to consider the following family of homogeneous Besov-type spaces. Note that because (1.1) is invariant under the addition of constants, it is convenient to study the problem in homogeneous spaces.

**Definition 1.1 (the $\dot{L}^s_t \dot{F}^p_x$ norm).** For $k \in \mathbb{Z}$, we consider the annulus $C_k = \{x \in \mathbb{R} : 2^k \leq |x| < 2^{k+1}\}$ and for $s \in \mathbb{R}, p \geq 1, q \geq 1$ we consider the norm

$$\|f\|_{\dot{L}^s_t \dot{F}^p_x} = \left(\sum_{k \in \mathbb{Z}} \left(\int |\xi|^s |\hat{f}_k|^p \, d\xi\right)^q \right)^{1/q}, \quad f \in C_c^\infty(\mathbb{R}),$$

(1.2)

and the space $\dot{F}^p_x(\Omega)$ is defined as the closure of $C_c^\infty(\Omega)$ with respect to the $\dot{L}^s_t \dot{F}^p_x(\Omega)$ norm. A notation that is sometimes used is $\dot{F}^{s,p}:=\dot{F}^p_x$ and $\dot{F}^s:=\dot{F}^{s,1}$. Note that this family of spaces contains the Wiener algebra $\mathcal{H}^1 = \dot{F}^{1,1}$.

The Muskat equation satisfies the following scaling property: let $f(x, t)$ be a solution of (1.1), then $f_\lambda(x, t) = \frac{1}{\lambda} f(\lambda x, \lambda t)$ is also a solution of (1.1) for any $\lambda > 0$. Spaces whose norm is preserved under this scaling are called critical spaces. When considering a family of spaces, we say that spaces that are more regular than critical ones are subcritical, and the ones that are less regular are called supercritical. Some relevant critical spaces encountered while studying the Muskat problem in $\mathbb{R}^{d+1}$ ($d$-dimensional interface) are the homogeneous spaces $\dot{C}^1$, $\dot{F}^{1+d/p}_{d+1}$, $\dot{W}^{1+d/p}_{d+1}$ and $\dot{B}^{1+d/p}_{d+1}$.

**1.2. Main result**

Consider a sequence of approximations of the Muskat equation (1.1) obtained by considering the Taylor expansion of order $\ell$ of the nonlinear term.
**Definition 1.2.** A function \( f \) is said to be the solution of the truncation or order \( \ell \) of the Muskat problem if

\[
\begin{align*}
\partial_t f + \Lambda f &= \sum_{k=1}^{\ell} T_k f, \quad (x,t) \in \mathbb{R} \times [0,T], \\
f(0) &= f_0, \quad x \in \mathbb{R},
\end{align*}
\]

where the function \( T_k \) is given by

\[
T_k f = ( -1 )^k \frac{1}{\pi} p.v. \int_{\mathbb{R}} \frac{\partial_k \delta_\alpha f(x)}{\alpha} \left( \frac{\delta_\alpha f(x)}{\alpha} \right)^{2k} d\alpha
= ( -1 )^k \frac{1}{\pi (2k + 1)} p.v. \int_{\mathbb{R}} \partial_k \left( \frac{\delta_\alpha f(x)}{\alpha} \right)^{2k + 1} d\alpha.
\]  

To study the ill-posedness, we follow the strategy in \([33, 34]\) and prove that the solution map of the second Picard’s iterate of (1.3) is discontinuous at the origin. In many situations, Picard’s iteration is expected to converge to a solution to the problem, but in the case of supercritical spaces, this is a difficult question in general. This is why, in this paper, we only focus on the evolution of the second Picard’s iteration for some highly oscillatory initial data.

The Picard’s iterations \( \{ f^{(n)} \}_{n \geq 0} \) of equation (1.3) are defined in the following way: set \( f^{(0)} = 0 \) and for \( n \geq 1 \) define recursively

\[
\partial_t f^{(n)} + \Lambda f^{(n)} = \sum_{k=1}^{\ell} T_k f^{(n-1)}, \quad f^{(n)}(0) = f_0,
\]

from this definition, the first two Picard’s iterations are given by

\[
\partial_t f^{(1)} + \Lambda f^{(1)} = 0, \quad f^{(1)}(0) = f_0 \Rightarrow f^{(1)} = e^{-t\Lambda} f_0,
\]

\[
\partial_t f^{(2)} + \Lambda f^{(2)} = \sum_{k=1}^{\ell} T_k e^{-t\Lambda} f_0, \quad f^{(2)}(0) = f_0.
\]

Our goal is to show that by choosing an appropriate initial condition, we can make the term \( f^{(2)} \) arbitrarily large compared with the initial data after an arbitrarily short time.

**Definition 1.3.** Let \( \ell \in \mathbb{N}, p \geq 1, q \geq 1, T > 0 \). Given \( \varphi \in \mathcal{F}_{q,T}^{\frac{3\ell+1}{p}} (\mathbb{R}) \) the second Picard’s iterate of (1.3) is a function \( f \in C([0,T]; \mathcal{F}_{q,T}^{\frac{3\ell+1}{p}} (\mathbb{R})) \) that satisfy

\[
\begin{align*}
\partial_t f + \Lambda f &= \sum_{k=1}^{\ell} T_k e^{-t\Lambda} \varphi, \quad (x,t) \in \mathbb{R} \times [0,T], \\
f(x,0) &= \varphi(x), \quad x \in \mathbb{R},
\end{align*}
\]

in the weak sense.

We can now state the main result of this paper.

**Theorem 1.4 (norm inflation for truncated system).** Let \( \ell \in \mathbb{N}, T > 0, R > 0, p \geq 1, q > 2\ell + 1 \). Then there exists some \( \tilde{\ell} \in (0,T) \), and a function \( \varphi_0 \in \mathcal{F}_{q,T}^{\frac{3\ell+1}{p}} (\mathbb{R}) \) such that the solution \( f \in C([0,T]; \mathcal{F}_{q,T}^{\frac{3\ell+1}{p}} (\mathbb{R})) \) of (1.5) with \( \varphi = \varphi_0 \) satisfy

\[
\| f(0) \|_{\mathcal{F}_{q,T}^{\frac{3\ell+1}{p}}} < 1/R \quad \text{and} \quad \| f(\tilde{t}) \|_{\mathcal{F}_{q,T}^{\frac{3\ell+1}{p}}} > R.
\]
To make precise what we mean by discontinuity of the solution map for the approximation of the Muskat problem given by equation (1.5) at the origin, we can consider the operator

\[
L : \dot{X}_q^{\frac{2\ell + 1}{q}} (\mathbb{R}) \to C \left( [0, T]; \dot{X}_q^{\frac{2\ell + 1}{q}} (\mathbb{R}) \right),
\]

that takes a function \( \varphi_0 \in \dot{X}_q^{\frac{2\ell + 1}{q}} (\mathbb{R}) \) and return the solution

\[
f \in C \left( [0, T]; \dot{X}_q^{\frac{2\ell + 1}{q}} (\mathbb{R}) \right),
\]

of (1.5) with \( f(t, 0) = \varphi_0 \). Theorem 1.4 tells us that given some arbitrarily small \( T > 0 \) it is possible to find a decreasing sequence of times and function \( \{(t_N, \varphi_N)\}_{N=1}^{\infty} \) with \( t_N < T \), such that the sequence \( \{f_N = L\varphi_N\}_{N=1}^{\infty} \) satisfies

\[
\|\varphi_N\|_{\dot{X}_q^{\frac{2\ell + 1}{q}}} \leq \frac{1}{N} \text{ and } \|f_N(t_N)\|_{\dot{X}_q^{\frac{2\ell + 1}{q}}} > N,
\]

which implies that the solution map \( L : \dot{X}_q^{\frac{2\ell + 1}{q}} \to C([0, T]; \dot{X}_q^{\frac{2\ell + 1}{q}}) \) is not continuous around \( \varphi = 0 \) in \( \dot{X}_q^{\frac{2\ell + 1}{q}} (\mathbb{R}) \), for \( \ell \geq 1 \), \( q > 2\ell + 1 \). In particular we can look at the sequence of spaces \( \dot{X}_q^{\frac{2\ell + 1}{q}} (\mathbb{R}) \) as a family approaching the critical space \( \dot{X}_\infty^{1,1} \) as we increase the order of the approximation i.e. \( \ell \to \infty \).

The result in theorem 1.4 goes in line with [29, 33] where the analysis of the second iterate of the nonlinear problem is used to obtain partial results concerning the well-posedness of the equation. An interesting approach to exploit the information provided by the second iterate has been considered in [9, 34] where by considering some auxiliary spaces, the convergence of the iteration scheme for the particular initial data under consideration can be established, which allows translating norm inflation results from for the second iterate to the full equation. This aspect of the problem is not addressed in this work, and we will focus only on the analysis of the second iterate.

### 1.3. Choice of initial data

A crucial ingredient in the proof of theorem 1.4 is the choice of initial data and its dependence on various parameters. Given \( \ell \in \mathbb{N}, \ell \geq 1, q > 2\ell + 1, T > 0, 0 < \varepsilon < \frac{q}{2\ell + 1} - 1, \) and \( M > 2\ell + 2 \) we want to construct a sequence of functions \( \varphi^{(N)} \in \dot{X}_q^{\frac{2\ell + 1}{q}} (\Omega), N \in \mathbb{N} \) with small norm such that the solution of (1.5) becomes large after a short time \( \tilde{t} < T \). The structure of the initial data considered in this work is inspired by the works of Bourgain & Pavlovic [9] and Iwabuchi & Ogawa [34]. For each \( N \in \mathbb{N} \) we define the real-valued function \( \varphi^{(N)} \in L^2 (\mathbb{R}) \) by

\[
\varphi^{(N)} (\xi) = \sum_{j=N}^{(1+\varepsilon)N} \gamma_j \left( P_{k_j} (\xi) + P_{2\ell k_j + M} (\xi) \right), \quad \xi \in \mathbb{R},
\]

where \( P_{\lambda} (\xi) = \chi_0 (\xi - \lambda A) + \chi_0 (\xi + A) \) for \( A \in \mathbb{R} \) and \( \chi_0 (\xi) = 1_{[-1,1]} (\xi) \) denotes the characteristic function of the interval \([-1,1]\). Another notation we will use later is \( \chi_A (\xi) = \chi_0 (\xi - A) \).

The key of this construction is the choice of the sequences \( \{k_j\}_{j} \) and \( \{\gamma_j\}_{j} \). Here \( \{k_j\}_{j \geq 0} \) is a
sequence of positive integers that grow very fast, and \( \{\gamma_j\}_{j \geq 0} \) a sequence of positive numbers that depend on \( \{k_j\}_{j \geq 0} \). The precise growth requirements are given by the following conditions

\[
(a) \quad k_{j+1} > \ell^2 k_j + M \text{ if } \ell > 1 \text{ and } k_{j+1} > 2k_j + M \text{ for } \ell = 1, \\
(b) \quad \sum_{j=N}^{(1+\delta)N} \frac{1}{j^{\frac{3}{2}} \ell^{\frac{1}{1+\delta}}} \leq \frac{1}{N} k_N^{-\frac{1}{\ell+1}}, \\
(c) \quad (2\ell + 1)M < k_0/2, \\
(d) \quad \gamma_j = \frac{1}{j^{\frac{3}{2}} \ell^{\frac{1}{1+\delta}}} \text{ for } j \in \mathbb{N}.
\]

It is easy to see that both conditions (1.8) and (1.9) impose lower bounds on the coefficients \( k_j \), and therefore, they can be satisfied simultaneously.

1.4. Summary of known results

In the Rayleigh–Taylor (RT) unstable case \( (\rho_1 > \rho_2) \), the problem is known to be ill-posed in the Sobolev spaces \( H^s \) for \( s > 3/2 \) in 2D and 3D [24, 25].

The parameterisation of the problem as the graph of a function can hide some nuances of the equation. In a series of papers [13–15], the authors study this phenomenon in 2D and obtain that in the RT stable case \( (\rho_2 > \rho_1) \) some solutions can turn and then go back to the stable regime, and others can turn and later stop being \( C^\infty \).

For short time existence in the RT stable case \( (\rho_1 < \rho_2) \), the 2D problem without surface tension for initial data in Sobolev spaces has been considered by many authors [2, 3, 17, 22–24, 38, 39, 43] for initial data in \( W^{1,\infty} \cap H^s \) \( (s \geq 3/2) \) and [16] for initial data in \( C^1 \cap L^2 \). When viscosity jump is allowed [31] in 2D and 3D for initial data in \( L^2 \cap F^{1,1} \) with small \( F^{1,1} \) norm and [1] for the 2D problem with initial data in the sub-critical space \( W^{p,p} \) \( (1 + 1/p < s < 2, 1 < p < \infty) \). In 3D without viscosity jump [23, 24] for initial data in Sobolev spaces \( H^s \) \( (s \geq 4) \) and [16] for initial data in \( C^1 \cap L^2 \). For the 2D problem with surface tension [38] for initial data in \( H^s(\mathbb{T}) \) \( (2 < s < 3) \).

For global in-time results in the RT stable case, the 2D problem without viscosity jump was considered in [22] for initial data in \( W^{2,p}(\mathbb{R}) \cap W^{1,\infty} \cap L^2 \) \( (1 < p \leq \infty) \) with small slope, [44] for initial data \( f_0 \in H^s \) \( (\ell \geq 3) \) with \( \|f_0\|_{F^{1,1}} < k_0 \) (they call it medium size data as they provide an explicit lower bound for the size of the constant), [17] for initial data in \( H^s \) with small \( H^{1/2+\epsilon} \) norm [20, 21] for initial data in \( H^s \) \( (s \geq 3) \) with medium size \( F^{1,1} \) norm, [39] for initial data in \( H^s(\mathbb{T}) \) \( (3/2 < s < 2) \) with medium size \( F^{1,1} \) norm. In [30] for the problem with bubble geometry for \( F^{1,1} \cap J^{1/2} \) with medium size \( F^{1,1} \) norm. In 3D [20, 21] for initial data in \( H^s \) \( (s \geq 4) \) with \( \|\nabla f_0\|_{L^\infty} < 1/3, [12] \) for unbounded initial data with medium size slope and slow growth at infinity. In 2D [7], when permeability jump is allowed global existence for initial data \( W^{1,\infty} \) with a small slope. For the 3D problem, the local and global existence and uniqueness [5] for initial data \( H^2 \cap W^{1,\infty} \), note that the case of local and global existence of 3D Muskat is still open for \( H^2 \) initial data.

Many of the previously mentioned results require some control on the size of the slope (because \( \|u\|_{L^\infty} \leq \|u\|_{F^{1,1}} \)), but does not seem to be a strict requirement to obtain global in time results, for instance in [27] global existence for monotone initial data with finite limits at infinity and [11] for initial data in \( W^{1,\infty} \) with \( (\sup f_0)(\sup -f_0) < 1 \) [26] global existence.
for the 2D problem with initial data in $H^{3/2} \cap H^{3/2}$ and small $\dot{H}^{1/2}$ norm [32] global existence for the 3D problem with initial data in $W^{1,\infty} \cap H^2$ with small $\dot{H}^2$ norm where the required size depends on the maximum size of the slope [42] for small initial data in the critical space $\dot{B}_{1,\infty}^{1/2}$. For the one phase problem ($\rho_1 = 0$) global existence of viscosity solutions for initial data in $W^{1,\infty} (\mathbb{T})$ is obtained in [28]. Local existence, global existence, and uniqueness for the 2D problem [3] with small initial data in $W^{1,\infty} \cap H^{3/2}$ [4] in Sobolev-type spaces with logarithmic weight $\dot{H}^{1/2,1/3}$ where $H^{3/2+\varepsilon} \subset \dot{H}^{1/2,1/3} \subset \dot{H}^{3/2}$, which allow non-Lipschitz initial data to be considered. In [6] the local and global existence of 2D problem with initial data in $H^{3/2}$ is obtained, a key fact about this result is that the time for local existence depends on what the initial data is and not only its size, which makes the argument for global existence very delicate.

The approach of studying ill-posedness by looking at small low-regularity initial data has been successfully applied to other fluid problems. For the 3D Navier–Stokes equation (NSE), the norm inflation in the critical space $\dot{B}_{1,\infty}^{-1,\infty}$ and [46] for the $\dot{B}_{q,\infty}^{-1,\infty}$ case. In [33] discontinuity at the origin for the second Picard’s iterate of NSE is established in $\dot{B}_{q,\infty}^{-1,\infty}$ ($q > 2, d \geq 2$). In [19] for discontinuity of the solution map in a critical space for the 3D NSE with fractional diffusion [35] discontinuity of the solution map for compressible NSE in $\dot{B}_{p,\infty}^{-1/2,2d/3} (1 \leq \sigma \leq \infty, d \geq 2)$ [18] discontinuity of the solution map at the origin in a periodic domain for Euler in $B_{\sigma}^{1,d} (s > 0$ if $r > 2$ and $s > d(r/2 - 1)$ if $1 \leq r \leq 2$) which includes the critical space $\dot{B}_{1,\infty}^{1/3,3}$ [8] for Euler with $d \geq 2$, a small perturbation of initial data in the critical space $H^{3/2+\varepsilon}$ exhibits norm inflation [34] norm inflation for a drift diffusion system in $\dot{B}_{\sigma}^{-2+n/p,\sigma}$ ($2n < p \leq \infty$ and $1 \leq \sigma \leq \infty$, $p = 2d$) [40] for 2D Euler the discontinuity of the solution map in $C^1(\mathbb{R})$ and $B_{1,\infty}^{1}(\mathbb{R})$ [36] norm inflation for the 2D viscous shallow water in Besov spaces [37] norm inflation for Boussinesq in Besov spaces [45] discontinuity of the solution map for a stationary NSE in Besov spaces [10] for ill-posedness of the Camassa–Holm problem in the supercritical spaces $H^s (1 < s < 3/2)$.

2. A norm inflation result

In order to prove theorem 1.4 we will consider the following intermediate result that will give us conditions for the discontinuity of the solution map (1.6). Using the linearity of (1.5) we can consider the following decomposition

\[
\begin{align*}
\begin{cases}
\partial_t f_0 + \Lambda f_0 = 0, & (x,t) \in \mathbb{R} \times [0,T], \\
f_0(0) = \varphi, & x \in \mathbb{R}, \\
\partial_t f_k + \Lambda f_k = T_k f_0, & \text{for } 1 \leq k \leq \ell, (x,t) \in \mathbb{R} \times [0,T], \\
f_k(x,0) = 0, & \text{for } 1 \leq k \leq \ell, x \in \mathbb{R}.
\end{cases}
\end{align*}
\]

(2.1)

It is easy to see that if $(f_0, \ldots, f_{\ell})$ is a solution of the system (2.1) then the function $f = \sum_{j=0}^{\ell} f_j$ is a solution of (1.5). Another representation that will be useful later is obtained by applying Duhamel’s formula to (2.1)

\[
f_j(t) = \int_0^t e^{-(t-\tau)\Lambda} T_j (f_0) \, d\tau.
\]

(2.2)

**Theorem 2.1 (discontinuity of solution map).** Let $\ell \in \mathbb{N}, p \geq 1$ and $q > 2\ell + 1$. Suppose that there exists $\bar{T} > 0$ and $\bar{N} \in \mathbb{N}$ such that for each $N \geq \bar{N}$ there exist a function $\varphi_0^{(N)} \in \dot{F}_{q,\infty}^{\frac{3}{4}+\frac{1}{2\ell+1}}(\mathbb{R})$ such that for all $0 < t \leq \bar{T}$ the solution $f_k^{(N)} \in C(0,\bar{T}; \dot{F}_{q,\infty}^{\frac{3}{4}+\frac{1}{2\ell+1}}(\mathbb{R}))$, $k = 0, \ldots, \ell$ of (2.1) with
\( \varphi = \varphi_0^{(N)} \) satisfy that for some \( 0 < \varepsilon < \frac{d}{2\pi + 1} - 1 \) and some sequences \( \{k_j\}_{j \geq 0}, \{\gamma_j\}_{j \geq 0} \) satisfying (1.8)–(1.11) we have the following

i) Each \( \varphi_0^{(N)} \) satisfies

\[
\left\| \varphi_0^{(N)} \right\|_{\bar{F}_q^{2\kappa - 1}, q} \leq C \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\kappa + 1} k_j^{2\kappa - 1} \right)^{1/q},
\]

for some \( C = C(\varepsilon, p, q, M) > 0 \).

ii) For \( 1 \leq k < \ell, f_k \) satisfies

\[
\left\| f_k^{(N)}(t) \right\|_{\bar{F}_q^{2\kappa - 1}, q} \leq C \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\kappa + 1} k_j^{2\kappa - 1} \right)^{1/q} + \frac{C}{t^{2\kappa + 1} + 2\kappa N} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\kappa + 1} k_j^{2\kappa - 1} \right)^{2\kappa + 1},
\]

for some \( C = C(k, \ell, p, q) > 0 \).

iii) For \( k = \ell \)

\[
\left\| f_\ell^{(N)}(t) \right\|_{\bar{F}_q^{2\kappa - 1}, q} \geq C \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\kappa + 1} k_j^{2\kappa - 1} \right) - \frac{C}{t^{2\kappa + 1} + 2\kappa N} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\kappa + 1} k_j^{2\kappa - 1} \right)^{2\kappa + 1} - \frac{C}{t^{2\kappa + 1} + 2\kappa N} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\kappa + 1} k_j^{2\kappa - 1} \right)^{2\kappa + 1},
\]

for some \( C = C(\varepsilon, p, q) > 0 \).

Then, given \( R > 0 \) and \( T > 0 \) there exists \( 0 < \tilde{T} \leq T \) and \( \varphi_0 \in \bar{F}_q^{2\kappa - 1}, q(\mathbb{R}) \) such that the solution \( f \) of (1.5) with \( \varphi = \varphi_0 \) satisfies

\[
\left\| f(\tilde{T}) \right\|_{\bar{F}_q^{2\kappa - 1}, q} > R \quad \text{and} \quad \left\| \varphi_0 \right\|_{\bar{F}_q^{2\kappa - 1}, q} < 1/R.
\]

**Proof of theorem 2.1.** First, by definition of the \( \bar{F}_q^{2\kappa} \) norm (1.2) it is easy to see that

\[
\left\| e^{-tA} \varphi \right\|_{\bar{F}_q^{2\kappa - 1}, q} \leq \left\| \varphi \right\|_{\bar{F}_q^{2\kappa - 1}, q}.
\]

Next, let \( \tilde{T} = \min\{T, \overline{T}\} \) and consider \( f = \sum_{j=0}^{\ell} f_j^{(N)} \). Then, by using assumptions ii) and iii) we get the estimate
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It is easy to see that
\[ \|f(\tilde{T})\|_{\mathcal{F}_p^{\frac{2^d-1}{q}}} \geq \|f^{(N)}\|_{\mathcal{F}_p^{\frac{2^d-1}{q}}} - \sum_{k=1}^{\ell-1} \|f^{(N)}\|_{\mathcal{F}_p^{\frac{2^d-1}{q}}} - \|e^{-iN\varphi}\|_{\mathcal{F}_p^{\frac{2^d-1}{q}}}
\]
\[ \geq C_1 \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^d+1} k_j^{2^d-1} - \frac{C_2}{\hat{T}^{\frac{2^d-1}{q}+2} k_N} \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^d+1} k_j^{2^d-1}
\]
\[ - \frac{C_3}{\hat{T}^{\frac{2^d-1}{q}+2} k_N} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{\frac{2^d-1}{q}} \right)
\]
\[ - \frac{C_4}{\hat{T}^{\frac{2^d-1}{q}+2} k_N} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{\frac{2^d-1}{q}} \right)^{1/q}
\]
\[ = I_1 - I_2 - I_3 - I_4 - I_5 - I_6.
\]
We estimate each \( I_i, i = 1, \ldots, 6 \) separately.

**Estimate for \( I_1 \):**
\[ I_1 = C_1 \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^d+1} k_j^{2^d-1} = C_1 \sum_{j=N}^{(1+\delta)N} \frac{1}{j^{(1+\epsilon)2^d+1}} \rightarrow \infty \text{ as } N \rightarrow \infty,
\]
here the sequence diverges because assumption in \( \varepsilon \) imply \( \frac{(1+\varepsilon)(2^d+1)}{q} < 1 \). Therefore by taking \( N_1 > \hat{N} \) large enough we get that
\[ C_1 \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^d+1} k_j^{2^d-1} > 4R, \forall N > N_1.
\]

**Estimate for \( I_2 \):**
\[ I_2 = \frac{C_2}{\hat{T}^{\frac{2^d-1}{q}+2} k_N} \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^d+1} k_j^{2^d-1}.
\]
It is easy to see that \( |I_2| = \frac{C_2}{k_N C_1^{\frac{2^d-1}{q}}} |I_1| \), then there exists \( N_2 \geq N_1 \) large enough such that
\[ |I_2| \leq \frac{1}{2} |I_1|, \forall N > N_2.
\]
Estimate for $I_3$:

$$I_3 = \frac{C_3}{T^{2\ell+1}+2k_N} \left( \sum_{j=N}^{(1+\delta)N} \gamma j^{2\ell-1} \right) 2^{\ell+1}$$

$$= \frac{C_3}{T^{2\ell+1}+2k_N} \left( \sum_{j=N}^{(1+\delta)N} \frac{1}{j^{2\ell+1}} \right) 2^{\ell+1}.$$

Because as $N \to \infty$, the sequence inside the parenthesis diverges, in order to bound $I_3$, we make use that we have a factor of $k_N$ in the denominator. By the assumption (1.9) we know that the sequence $k_N$ satisfy

$$\sum_{j=N}^{(1+\delta)N} \frac{1}{j^{2\ell+1}} < \frac{1}{N^{2\ell+1}},$$

which means that we can take $N_3 \geq N_2$ large enough such that

$$|I_3| \leq \frac{C_3}{T^{2\ell+1}+2k_N} \frac{1}{N^{2\ell+1}} < 1, \quad \forall N \geq N_3.$$

Estimate for $I_4$: Substituting the definition of $\gamma_j$ we get the following identity

$$J_{N,k} = \sum_{j=N}^{(1+\delta)N} \gamma_j (2k+1) q j^{2k-2+\frac{2\ell-1}{2\ell+1}} q$$

$$= \sum_{j=N}^{(1+\delta)N} \frac{1}{k_j^{2\ell+1-q(2k-2+\frac{2\ell-1}{2\ell+1})}} \frac{1}{j^{2k+1}(1+\delta)},$$

next, using that $\frac{2\ell-1}{2\ell+1} < 1$ we get the following bound for the exponent of $k_j$

$$E = q (2k+1) \frac{2\ell-1}{2\ell+1} - q \left( 2k - 2 + \frac{2\ell-1}{2\ell+1} \right)$$

$$= q (2k+1) \left( \frac{2\ell-1}{2\ell+1} - \frac{2k-2 + \frac{2\ell-1}{2\ell+1}}{2k+1} \right)$$

$$= q (2k+1) \left( \frac{2\ell-1}{2\ell+1} - \frac{2k-1}{2k+1} \right) > 0,$$

and therefore we conclude that $J_{N,k} \to 0$ as $N \to \infty$, moreover because $\ell$ is fixed we can take $N_4 \geq N_3$ large enough such that

$$I_4 = \frac{C_4}{T^2} \sum_{j=1}^{\ell-1} J_{N,k}^{\ell/q} < 1, \quad \forall N \geq N_4.$$
Estimate for $I_5$:

$$L_{N,k} = \sum_{j=N}^{(1+\delta)N} \gamma_j k_j^{2q-1} = \sum_{j=N}^{(1+\delta)N} \frac{1}{k_j^{2+\frac{1}{q}}} \frac{1}{j^{\frac{1}{q}}} \to 0 \text{ as } N \to \infty$$

then we can take $N_5 \geq N_4$ large enough such that

$$I_5 = \sum_{k=1}^{\ell-1} \frac{C_5}{2^k k N} L_{N,k}^{2k+1} < 1, \forall N \geq N_5.$$

Estimate for $I_6$: From hypothesis i) we have the estimate

$$I_6 = \| \varphi \|_{2^{\frac{N-1}{q}}} \leq C_6 \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^q k_j^{2q-1} \right)^{1/q},$$

substituting the definition of $\gamma_j$ we know that

$$\sum_{j=N}^{(1+\delta)N} \gamma_j^q k_j^{2q-1} = \sum_{j=N}^{(1+\delta)N} \frac{1}{j^{\frac{1}{q}}} \to 0 \text{ as } N \to \infty,$$$$

therefore we can take $N_6 \geq N_5$ large enough such that

$$I_6 = \| \varphi \|_{2^{\frac{N-1}{q}}} \leq C_6 \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^q k_j^{2q-1} \right)^{1/q} < \frac{1}{R}, \forall N \geq N_6.$$

Finally, by combining the previous estimates, we obtain

$$\| f(\tilde{T}) \|_{2^{\frac{N-1}{q}}} \geq 2R - 4 \geq R,$$

for all $N \geq N_6$. This completes the proof of theorem 2.1. \qed

3. Verification of hypothesis theorem 2.1

The goal of this section is to prove theorem 1.4 by verifying the hypothesis of theorem 2.1. This is done in three steps: first, hypothesis (i) is verified in lemma 3.2 by estimating the size of the initial data given by (1.7). Next, using the same initial data as before, we verify hypothesis (ii) in lemma 3.3 by using the decomposition (2.1) to obtain that the terms $f_k$ for $k < \ell$ are small and finally hypothesis (iii) is verified in lemma 3.4 to obtain that the term $f_\ell$ is dominant.

A definition that will be useful in the proofs is the following.

Definition 3.1. Consider $E : C([0,T], C_0^\infty(\mathbb{R})) \to C([0,T], C_0^\infty(\mathbb{R}))$ defined by

$$E(g)(x,t) := \int_0^t e^{-(t-\tau)A} F^{-1}(g)(x,\tau) \, d\tau.$$ 

Via approximations this definition can be extended continuously to all $g \in C([0,T],S')$ to obtain $E : C([0,T],S') \to C([0,T],S').$
Lemma 3.2 (size of the initial data). Let \( m \geq 0, p \geq 1 \) and \( q \geq 1 \), and consider \( \varphi^{(N)} \) given by (1.7), then
\[
\left\| \varphi^{(N)} \right\|_{\mathcal{F}^{p,q}_N} \leq C \left( \sum_{j=0}^{(1+\delta)N} \frac{\gamma_j q^{mk_j}}{\ell_j^{q/p}} \right)^{1/q},
\]
for a constant \( C = C(m, \ell, p, q, M) > 0 \).

**Proof of lemma 3.2.** From the definition of the \( \mathcal{F}^{p,q}_N \) norm in (1.2) we have
\[
\left\| \varphi^{(N)} \right\|_{\mathcal{F}^{p,q}_N} \leq 2^{1/q} \left[ \sum_{j=0}^{(1+\delta)N} \gamma_j \left( \int_R |\xi|^{mp} |P_j|^{p} d\xi \right)^{q/p} + \left( \int_R |\xi|^{mp} |P_{2\ell_j+M}|^{p} d\xi \right)^{q/p} \right]^{1/q},
\]
here we used two facts, first, because of (1.8), on each annulus \( C_k \) at most one among \( \{ P_j, P_{2\ell_j+M} \}_{j=0}^{(1+\delta)N} \) is nonzero, this implies that we can separate the integrals inside the sum. Second, because for \( A > 2 \) the support of \( P_A(\xi) \) can only intersect at most two annuli \( C_k \), we get a factor of \( 2^{1/q} \) in the estimate. Lastly, an elementary bound of the integral gives us
\[
\left\| \varphi^{(N)} \right\|_{\mathcal{F}^{p,q}_N} \leq C \left( \sum_{j=0}^{(1+\delta)N} \gamma_j \left( (k_j + 1)^{mp} + (2\ell_j + M + 1)^{mp} \right) \right)^{1/q},
\]
for some constant \( C = C(m, \ell, p, q, M) > 0 \). \( \Box \)

Lemma 3.3 (estimate for \( 1 \leq k < \ell \)). Let \( f_k \) for \( 1 \leq k < \ell \) as defined by (2.1) with \( \varphi = \varphi^{(N)} \) given by (1.7), and \( t > 0 \) such that \( tM < 1 \) and \( tk_N > 1 \) then for \( 0 < m < 1 \) we have the estimate
\[
\left\| f_k \right\|_{\mathcal{F}^{p,q}_N} \leq C \left( \sum_{j=0}^{(1+\delta)N} \gamma_j \frac{(2k+1)^{2k+2+m}}{k_j^{(2k+2+m)/q}} \right)^{1/q} + \frac{C}{\rho^{m+2k_N}} \left( \sum_{j=0}^{(1+\delta)N} \gamma_j \frac{2^{k+1}}{k_j^{(2k+2+m)/q}} \right)^{2k+1},
\]
for \( 1 \leq k < \ell \) and a constant \( C = C(m, p, q, k, \ell) > 0 \).

Lemma 3.4 (estimate for \( k = \ell \)). Under the same assumptions as lemma 3.3 for \( 0 < m < 1 \) we have the estimate
\[
\left\| f_\ell \right\|_{\mathcal{F}^{p,q}_N} \geq C \left( \sum_{j=0}^{(1+\delta)N} \gamma_j^{2\ell+1} k_j^{2\ell-1} \right) - \frac{C}{\rho^{m+2k_N}} \sum_{j=0}^{(1+\delta)N} \gamma_j^{2\ell+1} k_j^{2\ell-1} - \frac{C}{\rho^{m+2k_N}} \left( \sum_{j=0}^{(1+\delta)N} \gamma_j \frac{2^{k+1}}{k_j^{(2k+2+m)/q}} \right)^{2k+1},
\]
for a constant \( C = C(m, p, q, \ell) > 0 \).

**Remark 3.5.** This lemma is one of the more delicate steps in the proof since it requires a lower bound for a highly oscillatory singular integral.
For the proof of lemma 3.3, an important technical tool is to be able to estimate the following integral, which will appear several times in our computations.

**Definition 3.6.** The function \( \Gamma_{2k+1} : \mathbb{R}^{2k+1} \to \mathbb{C} \) is defined by the following integral

\[
\Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) := i \int_{\mathbb{R}} m_\alpha(A_1) m_\alpha(A_2) \cdots m_\alpha(A_{2k}) m_\alpha(A_{2k+1}) \, d\alpha,
\]

where \( m_\alpha(A) = \frac{1-e^{-2\pi i A}}{\alpha} \).

Some important properties of \( \Gamma_{2k+1} \) are given by the following Lemma.

**Lemma 3.7 (properties of \( \Gamma_{2k+1} \)).** Let \( k \geq 1 \), then the function \( \Gamma_{2k+1} \) given by Definition 3.6 satisfy the following

i) \( \Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) \) is given explicitly by

\[
\Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) = (-1)^k \frac{(2\pi)^k}{(2k)!} \times \sum_{j=1}^{2k+1} \sum_{p_1, p_2, \ldots, p_j \in \mathbb{N}} (-1)^j (A_{p_1} + \cdots + A_{p_j})^{2k} \\
\times \text{sgn} (A_{p_1} + \cdots + A_{p_j}),
\]

ii) \( \Gamma_{2k+1}(cA_1, \ldots, cA_{2k+1}) = c^{2k} \text{sgn}(c) \Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) \) for \( c \in \mathbb{R} \),

iii) \( \Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) = 0 \) if \( A_i > 0 \) for all \( i = 1, \ldots, 2k + 1 \),

iv) \( \Gamma_{2k+1}(A_{\sigma(1)}, \ldots, A_{\sigma(2k+1)}) = \Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) \) where \( \sigma \) is any permutation the set \( \{1, 2, \ldots, 2k + 1\} \),

v) \( |\Gamma_{2k+1}(A_1, \ldots, A_{2k+1})| \leq (2\pi)^{2k+1}|A_1| |A_2| \cdots |A_{2k}| \). Notice that there are only \( 2k \) terms on the right-hand side, not \( 2k+1 \).

vi) \( |\Gamma_{2k+1}(A_1, \ldots, A_{2k+1})| \leq (2\pi)^{2k+1}|A_1| \cdots |A_{2k+1}| \frac{2^{2k}}{(2k)!} \),

\[
|\Gamma_{2k+1}(A_1, \ldots, A_{2k+1})| \leq (2\pi)^{2k+1} \min_{1 \leq j \leq 2k+1} |A_1| \cdots |A_{j-1}|A_{j+1} \cdots |A_{2k+1}|.
\]

vii) Let \( x_i \in [|A_i| - 1, |A_i| + 1], \) \( |A_i| > 2, i = 1, \ldots, 2k + 1 \) then

\[
|\Gamma_{2k+1}(x_1, \ldots, x_{2k+1}) - \Gamma_{2k+1}(A_1, \ldots, A_{2k+1})| \leq C (|A_1|^{2k-1} + \cdots + |A_{2k+1}|^{2k-1}),
\]

for a constant \( C = C(k) > 0 \).

**Proof of lemma 3.7.** To obtain i) we need the following identity. Let \( B \in \mathbb{R} \)

\[
p.v. \int_{\mathbb{R}} \frac{1}{\alpha^{2k+1}} e^{-2\pi i \alpha B} \, d\alpha = \frac{1}{(2k)!} p.v. \int_{\mathbb{R}} \frac{d\alpha}{\alpha^{2k}} \left( \frac{1}{\alpha} \right)^k e^{-2\pi i \alpha B} \, d\alpha \\
= \frac{1}{(2k)!} (-2\pi i B)^{2k} p.v. \int_{\mathbb{R}} \frac{1}{\alpha} e^{-2\pi i \alpha B} \, d\alpha \\
= i (-1)^{k+1} \frac{(2\pi)^{2k}}{(2k)!} B^{2k} \pi \text{sgn}(B),
\]
where we used that $p.v. \int_{\mathbb{R}} \frac{e^{-2\pi i \alpha B}}{\alpha} \, d\alpha = (-i)p.v. \int_{\mathbb{R}} \frac{\sin(2\pi \alpha B)}{\alpha} \, d\alpha = -i \pi \text{sgn}(B)$. Next, using the definition of $m_\alpha$, we expand the integral

$$I = \Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) = i \int_{\mathbb{R}} \frac{1}{\alpha^{2k+1}} (1 - e^{-2\pi i \alpha A_1}) \cdots (1 - e^{-2\pi i \alpha A_{2k+1}}) \, d\alpha$$

$$= i \sum_{j=1}^{2k+1} (-1)^j \sum_{p_1, p_2, \ldots, p_j \in \mathbb{N}} p.v. \int_{\mathbb{R}} \frac{1}{\alpha^{2k+1}} e^{-2\pi i \alpha (A_{p_1} + A_{p_2} + \cdots + A_{p_j})} \, d\alpha$$

$$= (-1)^j \frac{(2\pi)^{2k+1}}{(2k)!} \sum_{j=1}^{2k+1} \sum_{p_1, p_2, \ldots, p_j \in \mathbb{N}} p.v. \int_{\mathbb{R}} (-1)^j (A_{p_1} + \cdots + A_{p_j})^{2k} \times \text{sgn}(A_{p_1} + \cdots + A_{p_j}),$$

where we used that $p.v. \int_{\mathbb{R}} \frac{e^{-2\pi i \alpha A}}{\alpha} \, d\alpha = 0$, this gives us i). ii) is a direct consequence of the explicit formula in part i). iii) is obtained from definition 3.6 using that

$$m_\alpha(A) = \frac{1 - e^{-2\pi i \alpha A}}{\alpha} = \frac{2ie^{-\pi i \alpha A}}{\alpha} \sin(\pi \alpha A),$$

substituting this on definition 3.6 we get

$$\Gamma_{2k+1}(A_1, \ldots, A_{2k+1}) = i (2i)^{2k+1} \int_{\mathbb{R}} e^{-\pi i \alpha (A_1 + \cdots + A_{2k+1})} \frac{\sin(\pi \alpha A_1)}{\alpha} \cdots \frac{\sin(\pi \alpha A_{2k+1})}{\alpha} \, d\alpha.$$
Part iv) follows directly from the definition. To prove part v), we need to use the integral formula in definition 3.6 and observe that
\[
\frac{1 - e^{-2\pi i \alpha x}}{\alpha} = 2\pi i \int_0^1 e^{-2\pi i \alpha (1-t)} \, dt,
\]
applying this to definition 3.6 we get
\[
B = \Gamma_{2k+1} (A_1, A_2, \ldots, A_{2k+1})
\]
\[
= i (2\pi i)^{2k} A_1 A_2 \cdots A_{2k} \int_0^1 \cdots \int_0^1 \frac{1}{\alpha} \left( 1 - e^{-2\pi i \alpha A_{2k+1}} \right) e^{-2\pi i \alpha A_1 (1-t_1)} \cdots e^{-2\pi i \alpha A_2 (1-t_2)} dt_1 \cdots dt_{2k} d\alpha
\]
\[
= i (2\pi i)^{2k} A_1 A_2 \cdots A_{2k}
\]
\[
\times \left( \int_0^1 \cdots \int_0^1 \int_0^1 \frac{1}{\alpha} \left( e^{-2\pi i \alpha (A_1 (1-t_1) + \cdots + A_{2k} (1-t_2) )} - 1 \right) \, dt_1 \cdots dt_{2k} \right)
\]
\[
- \int_0^1 \cdots \int_0^1 \int_0^1 \frac{1}{\alpha} \left( 1 - e^{-2\pi i \alpha (A_1 (1-t_1) + \cdots + A_{2k} (1-t_2) + A_{2k+1})} \right) \, dt_1 \cdots dt_{2k}
\]
next using that \( \int_\mathbb{R} \frac{1 - e^{-2\pi i \alpha x}}{\alpha} \, d\alpha = i \pi \text{sgn}(x) \) we get that
\[
|B| \leq \pi (2\pi)^{2k} |A_1 \cdots A_{2k}| \int_0^1 \cdots \int_0^1 \left| - \text{sgn} \left( A_1 (1-t_1) + \cdots + A_{2k} (1-t_2) \right) \right| dt_1 \cdots dt_{2k}
\]
\[
+ \text{sgn} \left( A_1 (1-t_1) + \cdots + A_{2k} (1-t_2) + A_{2k+1} \right) \, dt_1 \cdots dt_{2k}
\]
\[
\leq (2\pi)^{2k+1} |A_1 \cdots A_{2k}|.
\]
Part vii) is obtained from v) and the observation that because of iv), the variable that we omit in the estimate v) can be any variable, and therefore taking the geometric average of the inequalities gives us the result. To prove vii) we use that because \( \Gamma_{2k+1}(x_1, \ldots, x_{2k+1}) \) is differentiable, we can use the mean value theorem to get the estimate. From i), we can bound the partial derivative using
\[
\frac{\partial}{\partial x_i} \Gamma_{2k+1} (x_1, \ldots, x_{2k+1}) \leq 2k \left( 2^{2k+1} - 1 \right) \left( \frac{2\pi}{(2k)!} \right)^2 \left( |x_1| + \cdots + |x_{2k+1}| \right)^{2k-1}
\]
\[
= C \left( |x_1|^{2k-1} + \cdots + |x_{2k+1}|^{2k-1} \right),
\]
for a constant \( C = C(k) > 0 \). Next, by the mean value theorem
\[
|J| = |\Gamma_{2k+1} (x_1, \ldots, x_{2k+1}) - \Gamma_{2k+1} (A_1, \ldots, A_{2k+1})| \leq \sum_{i=1}^{2k+1} \left| \frac{\partial}{\partial x_i} \Gamma_{2k+1} (y_1, \ldots, y_{2k+1}) \right|
\]
\[
\leq (2k + 1) C \left( |A_1 + 1|^{2k-1} + \cdots + |A_{2k+1} + 1|^{2k-1} \right)
\]
\[
\leq C_2 \left( |A_1|^{2k-1} + \cdots + |A_{2k+1}|^{2k-1} \right),
\]
for a constant \( C_2 = C_2(k) > 0 \). This concludes the proof of lemma 3.7 \( \square \)
Now we proceed to the proof of lemma 3.3.

**Proof of lemma 3.3.** First, taking Fourier transform of equation (1.4) and substituting that in (2.2) we get for $1 \leq k < \ell$

$$\hat{f}_k(\xi, t) = \frac{(-1)^k}{\pi (2k + 1)} E \left( (2\pi i \xi) \int_{\mathbb{R}} (m_\alpha \hat{f}_0)^{(2k+1)} \, d\alpha \right),$$

next substituting $\varphi = \varphi^{(N)}$ given by (1.7) in (2.1) we obtain the following formula for $f_0$

$$\hat{f}_0 = \sum_{j=N}^{(1+\delta)N} \gamma_j e^{-2\pi i \xi j} \left( P_{k_j} + P_{2k_j + M} \right),$$

substituting in $f_k$ we get

$$\hat{f}_k(\xi, t) = \frac{(-1)^k}{\pi (2k + 1)} E \left( \sum_{(n_1, \ldots, n_{2k+1}) \in S} \sum_{j=N}^{(1+\delta)N} \gamma_{n_1} \cdots \gamma_{n_{2k+1}} R_{c_{n_1}^{(1)} \cdots c_{n_{2k+1}}^{(1)}}(\xi, t) \right), \quad (3.1)$$

$$= \frac{(-1)^k}{\pi (2k + 1)} (E(J_k) + E(HF)), \quad (3.2)$$

where

$$\Lambda(k_j) = \{ \pm k_j, \pm (2k_j + M) \}, \quad (3.3)$$

and

$$J_k(\xi, t) = \sum_{j=N}^{(1+\delta)N} \sum_{c_{n_j}^{(1)} \in \Lambda(k_j)} \gamma_{n_j}^{2k+1} R_{c_{n_1}^{(1)} \cdots c_{n_{2k+1}}^{(1)}}(\xi, t), \quad (3.4)$$

$$HF(\xi, t) = \sum_{(s_1, \ldots, s_{2k+1}) \in D_k} \sum_{j=N}^{(1+\delta)N} \gamma_{s_1} \cdots \gamma_{s_{2k+1}} R_{c_{s_1}^{(1)} \cdots c_{s_{2k+1}}^{(1)}}(\xi, t), \quad (3.5)$$

where $D_k$ indicates the set of indices of the diagonal terms in the sum

$$D_k = \{ (s_1, \ldots, s_{2k+1}) \in \mathbb{N}^{2k+1} : N \leq s_1 \leq (1+\delta)N \text{ and } s_1 = s_2 = \cdots = s_{2k+1} \},$$

and

$$R_{c_{s_1}^{(1)} \cdots c_{s_{2k+1}}^{(1)}}(\xi, t) = (2\pi i \xi) \int_{\mathbb{R}} \left( e^{-2\pi i \xi |m_\alpha \gamma_{s_1}^{(1)}} \right) \cdots \left( e^{-2\pi i \xi |m_\alpha \gamma_{s_{2k+1}}^{(1)}} \right) \, d\alpha. \quad (3.6)$$

Here, $HF$ represents the off-diagonal terms in the sum in (3.1), which we expect to have high frequency and therefore, its norm should decay faster than the lower frequency terms; this should make this term easier to bound. A formula for $R_{c_{s_1}^{(1)} \cdots c_{s_{2k+1}}^{(1)}}(\xi, t)$ that will be useful later
is obtained by expanding the convolution and writing it in terms of the function $\Gamma_{2k+1}$ given by definition 3.6

\[
    R_{c_1^i \cdots c_{2k+1}}(\xi, t) = (2\pi)^k \int d\xi_1 \cdots \int d\xi_{2k+1} \Gamma_{2k+1}(\xi - \xi_1, \xi_1 - \xi_2, \cdots, \xi_{2k}) \\
    \times e^{-2\pi i t(\xi - \xi_1)} \chi_{c_1^i}(\xi - \xi_1) e^{-2\pi i t(\xi_1 - \xi_2)} \chi_{c_2^i}(\xi_1 - \xi_2) \\
    \times \cdots e^{-2\pi i t(\xi_{2k})} \chi_{c_{2k+1}^i}(\xi_{2k}).
\]  

(3.7)

Our main estimate is based on equation (3.2) by obtaining estimates in the $J_q^{m,p}$ norm for $J_k$ and $HF$ given by the next two lemmas.

**Lemma 3.8 (estimate diagonal terms in lemma 3.3).** Let $1 \leq k < \ell$, $0 < t \leq 1$ and consider $J_k$ as defined by (3.4), then

\[
    \|E(J_k)\|_{J_q^{m,p}} \leq C \left( \frac{(1+\delta)^N}{t^2} \sum_{j=1}^{\infty} j^{(2k+1)q} k^{(2k-2+m)q} \right)^{1/q},
\]

for some constant $C = C(k, \ell, M, p, q) > 0$.

**Lemma 3.9 (estimate off diagonal terms in lemma 3.3).** Let HF as defined by (3.5) and $0 < t \leq 1$, then

\[
    \|E(HF)\|_{J_q^{m,p}} \leq C \left( \frac{(1+\delta)^N}{t^{m+2kN}} \sum_{j=1}^{\infty} j^{(2k+1)m} \right)^{2k+1},
\]

for some constant $C = C(k, \ell, M, p, q) > 0$.

**Proof of lemma 3.8.** From equation (3.7) we get that in order to estimate $R_{c_1^i \cdots c_{2k+1}}$ we need to estimate $\Gamma_{2k+1}(\xi - \xi_1, \xi_1 - \xi_2, \cdots, \xi_{2k})$ in the region where

\[
    \chi_{c_1^i}(\xi - \xi_1) \chi_{c_2^i}(\xi_1 - \xi_2) \cdots \chi_{c_{2k+1}^i}(\xi_{2k}) \neq 0.
\]

Here we have two cases: first, when all $c_i^j$, $i = 1, \cdots, 2k+1$ have the same sign, then in the region we are interested we have that all $\xi - \xi_1, \xi_1 - \xi_2, \cdots, \xi_{2k}$ have the same sign and therefore we can apply lemma 3.7 part iii) to obtain that $R_{c_1^i \cdots c_{2k+1}} = 0$.

On the other hand, when not all $c_i^j$, $i = 1, \cdots, 2k+1$ have the same sign, the estimate is more delicate. Because $|c_i^j| \leq 2|k_j + M|$ for $c_i^j \in \Lambda(k_j)$, we can use lemma 3.7 parts v) and vii) to get the estimate

\[
    |\Gamma_{2k+1}(\xi - \xi_1, \xi_1 - \xi_2, \cdots, \xi_{2k})| \leq |\Gamma_{2k+1}(c_1^j, \cdots, c_{2k+1}^j)| \\
    + O(\sum_{j=1}^{2k}|c_i^j|^{2k-1}) \\
    \leq C(2|k_j + M|^{2k} + O(|k_j|^{2k-1}) \\
    \leq Ck_j^{2k},
\]

(3.8)
for a constant $C = C(k, M, \ell) > 0$. By applying (3.8) to (3.7) we get

$$|R_{c_1, \ldots, c_{2k+1}}| \leq C(2\pi |\xi|)k^2 \int_\mathbb{R} \cdots \int_\mathbb{R} \left( e^{-2\pi |\xi - \xi_1|} \chi_{c_1}'(\xi - \xi_1) \right) \cdots \left( e^{-2\pi |\xi_{2k}|} \chi_{c_{2k+1}}'(\xi_{2k}) \right) d\xi_1 \cdots d\xi_{2k} \leq C|\xi||k^2 e^{-2\pi |c_1' + \cdots + c_{2k+1}'| - (2k+1)} h_{c_1', \ldots, c_{2k+1}'}(\xi),$$ (3.9)

where

$$h_{c_1', \ldots, c_{2k+1}'}(\xi) = (\chi_{c_1} \ast \chi_{c_2} \ast \cdots \ast \chi_{c_{2k+1}})(\xi).$$ (3.10)

To continue with the estimate, we need two Lemmas. The first one provides a precise notion of how a convolution of characteristic functions can be compared with a single characteristic function and will be used to estimate the term $h_{c_1', \ldots, c_{2k+1}'}(\xi)$. The second one gives us an estimate for the sum $c_1 + \cdots + c_{2k+1}$.

**Lemma 3.10 (convolutions of characteristic functions).** Let $c_1, \cdots, c_k \in \mathbb{R}$, then

(i) $\chi_0(\xi - (c_1 + \cdots + c_k)) \leq \chi_{c_1} \ast \chi_{c_2} \ast \cdots \ast \chi_{c_k}(\xi) \leq 2^k \chi_0 \left( \frac{\xi - (c_1 + \cdots + c_k)}{k} \right)$,

(ii) If $|c_1 + \cdots + c_k| > k + 1$, $p \geq 1$, $q \geq 1$, $m \geq 0$ then

$$\|\chi_{c_1} \ast \chi_{c_2} \ast \cdots \ast \chi_{c_k}\|_{L^p} \leq C|c_1 + \cdots + c_k + k|^m,$$

for a constant $C = C(k, p) > 0$.

**Proof of lemma 3.10.** For the lower bound in part (i), the key fact is the following inequality

$$(\chi_A \ast \chi_B)(\xi) = \max \{2 - (\xi - A - B), 0\} \geq \chi_{A+B}(\xi),$$

and by iterating this inequality, we obtain the lower bound. For the upper bound, we need two observations: first, for $A, B \subset \mathbb{R}$ we have the inclusion

$$\text{supp}(1_A \ast 1_B) \subset A + B = \{a + b : a \in A, b \in B\},$$

second, the convolution of characteristic functions can be bounded by

$$\chi_0 \left( \frac{-A}{a} \right) \ast \chi_0 \left( \frac{-B}{b} \right) = \int_{\mathbb{R}} \chi_0 \left( \frac{x - y - A}{a} \right) \chi_0 \left( \frac{y - B}{b} \right) dy \leq \int_{\mathbb{R}} \chi_0 \left( \frac{y - B}{b} \right) dy = \frac{2b}{a},$$

and by symmetry $\chi_0(\frac{-A}{a}) \ast \chi_0(\frac{-B}{b}) \leq 2 \min\{a, b\}$, iterating this result we obtain the upper bound

$$\chi_{c_1} \ast \chi_{c_2} \ast \cdots \ast \chi_{c_k} \leq 2^k \chi_0 \left( \frac{\xi - (c_1 + \cdots + c_k)}{k} \right),$$
this completes the proof of part (i). For part (ii), we use the upper bound obtained in part (i)

\[ H = \| \chi_{c_1} \ast \chi_{c_2} \ast \cdots \ast \chi_{c_k} \|_{L^{q/p}} \]

\[ = \left( \sum_{n \in \mathbb{Z}} \left( \int_{C_n} |\xi|^{mp} |\chi_{c_1} \ast \chi_{c_2} \ast \cdots \ast \chi_{c_k}|^p d\xi \right)^{1/q} \right)^{1/p} \]

\[ \leq \left( \sum_{n \in \mathbb{Z}} \left( \int_{C_n} |c_1 + \cdots + c_k + k|^p \right)^{1/q} \right)^{1/p} \]

\[ \leq 2^k |c_1 + \cdots + c_k + k|^m \left( \chi_0 \left( \frac{k - (c_1 + \cdots + c_k)}{k} \right)^{1/q} \right)^{1/p} \]

where \( R \) is the number of dyadic intervals that intersect the interval \([c_1 + \cdots + c_k - k, c_1 + \cdots + c_k + k] \).

here, we use our assumption that \(|c_1 + \cdots + c_k| \geq k + 1\) to conclude that \( R \leq \log_2 k + 1 \), which gives us part (ii) and conclude the proof of lemma 3.10.

**Lemma 3.11.** Fix \( j \in \mathbb{N} \) and let \( c_i \in \Lambda(k_j) = \{ \pm k_j, \pm (2\ell k_j + M) \} \), \( i = 1, \cdots, 2k + 1 \), with \( \{k_i\}_{i=0}^{\infty} \) satisfying (1.8) and (1.10), and suppose that not all \( c_i \) have the same sign, then

i) \( c_1 + \cdots + c_{2k+1} = \pm M \) if and only if \( k = \ell \), exactly one of them is equal to \( \pm (2\ell k_j + M) \) and all the others equal to \( \mp k_j \).

ii) \(|c_1 + \cdots + c_{2k+1}| \geq k_j/2 \).

iii) \(|c_1| + \cdots + |c_{2k+1}| - |c_1 + \cdots + c_{2k+1}| \geq 2k_j \).

**Proof of Lemma 3.11.** For part i) because of condition (1.10), the assumption \( c_1 + \cdots + c_{2k+1} = \pm M \) tells us that we need an odd number of terms of the form \( \pm (2\ell k_j + M) \), call this number \( d \). When we add up all the terms of the form \( \pm (2\ell k_j + M) \), the sum must be of the form \( 2n\ell k_j \pm M, n \in \mathbb{Z} \) and \( n \neq 0 \) because we have an odd number of such terms. The remaining terms are of the form \( \pm k_j \), and its sum can be written as \( mk_j \) where \(|m| \leq 2k + 1 - d \) and equal to \( 2k + 1 - d \) if and only if all the terms of the form \( \pm k_j \) have the same sign. Then we have the following bound in the size of \( c_1 + \cdots + c_{2k+1} \)

\[ |c_1 + \cdots + c_{2k+1}| = |2n\ell k_j \pm M + mk_j| \geq (2|n| \ell + m)k_j - M \]

\[ \geq (2\ell - (2k + 1 - d))k_j - M = ((2\ell - 2k + d - 1)k_j - M. \]

We get that the sum of all the terms can only be equal to \( M \) if both \((2\ell - 2k) + (d - 1) = 0 \) and \( (2|n| \ell + m) = 0 \). From the first condition, because both terms are non-negative, we get that \( k = \ell \) and \( d = 1 \), which also implies that \(|n| = 1 \). From the second condition, we get \( m = 2\ell \), but that is only possible if all the terms of the form \( \pm k_j \) have the same sign. It remains to check only 4 cases for the terms \( c_1, \cdots, c_{2\ell+1} \)

(a) one equal to \((2\ell k_j + M) \) and all other equal to \( k_j \),

(b) one equal to \((2\ell k_j + M) \) and all other equal to \(-k_j \),

(c) one equal to \(- (2\ell k_j + M) \) and all other equal to \( k_j \),

\[ 
\]

\[ 
\]
(d) one equal to \(-2(k_j + M)\) and all other equal to \(-k_j\).

Only cases (b) and (c) satisfy that the sum is equal to \(\pm M\), which concludes the proof of part i). To prove part ii), we first need that it is impossible to write zero as the sum of \(2k + 1\) terms using only \(\{\pm 1, \pm 2\ell\} \) for \( k < \ell \), this can be done in a similar way to part i). Next, we write \(c_i = a_i k_j + \epsilon_i\), where \(a_i \in \{\pm 1, \pm 2\ell\} \) and \(\epsilon_i \in \{-M, 0, M\}\). Then
\[
c_1 + \cdots + c_{2k+1} = (a_1 + \cdots + a_{2k+1})k_j + (\epsilon_1 + \cdots + \epsilon_{2k+1}) .
\]
By the previous observation we see that \(|a_1 + \cdots + a_{2k+1}| \geq 1\) and therefore
\[
|c_1 + \cdots + c_{2k+1}| \geq k_j - |\epsilon_1 + \cdots + \epsilon_{2k+1}|
\geq k_j - (2k + 1)M
\geq k_j/2,
\]
here we used assumption (1.10) on the sequence \(k_j\). This completes the proof of part ii). Part iii) is a consequence of the following proposition.

**Proposition 3.12.** Let \(n \geq 2\), \(x_1, \ldots, x_n \in \mathbb{R}\setminus \{0\}\) and suppose that not all of them have the same sign, then
\[
|x_1 + \cdots + x_n| \leq |x_1| + \cdots + |x_n| - 2|x_j|,
\]
for some \(j \in \{1, \ldots, n\}\).

**Proof of proposition 3.12.** Without loss of generality we can assume that \(\{x_i\}_{i=1}^n\) are in ascending order and let \(m \in \{1, \ldots, n\}\) such that \(x_m < 0\) and \(x_{m+1} > 0\). Then, we can write
\[
|x_1 + \cdots + x_n| = |x_1 + \cdots + x_m - x_{m+1} + \cdots + x_n| .
\]
Next, assume that \(|x_1 + \cdots + x_m| - |x_{m+1} + \cdots + x_n| \geq 0\) (the case < 0 is analogous) then
\[
|x_1 + \cdots + x_n| = |x_1 + \cdots + x_m| - |x_{m+1} + \cdots + x_n| ,
\]
using triangle inequality, we get
\[
|x_1 + \cdots + x_n| \leq |x_1 + \cdots + x_m| + |x_{m+1} + \cdots + x_{n-1}| - |x_n|
\leq |x_1| + \cdots + |x_m| + |x_{m+1}| + \cdots + |x_{n-1}| - |x_n|
= |x_1| + \cdots + |x_n| - 2|x_j| .
\]
This concludes the proof of proposition 3.12.

Continuation of the proof of lemma 3.11. Because by assumption not all \(c_1, \ldots, c_{2k+1}\) have the same sign, then proposition 3.12 tell us
\[
|c_1 + \cdots + c_{2k+1}| \leq |c_1| + \cdots + |c_{2k+1}| - 2|c_j| ,
\]
for some \(1 \leq j \leq 2k + 1\), then we get
\[
|c_1| + \cdots + |c_{2k+1}| - |c_1 + \cdots + c_{2k+1}| \geq 2|c_j| \geq 2k_j .
\]
This concludes the proof of lemma 3.11.
Continuation of proof lemma 3.8. First, apply lemma 3.10 part (i) to obtain that in the support of \( h_{c_1^j \cdots c_{2k+1}^j} \) given by (3.10) we can bound
\[
|c_1^j + \cdots + c_{2k+1}^j - 2k - 1| \leq |\xi| \leq |c_1^j + \cdots + c_{2k+1}^j + 2k + 1|,
\]
next, substituting (3.9) in (3.4) and using that \( R_{c_1^j \cdots c_{2k+1}^j} = 0 \) when all \( c_i^j, i = 1, \ldots, 2k + 1 \) have the same sign we obtain the bound
\[
\left| E(J_k) \right| \leq C \sum_{j=N}^{(1+\delta)N} \gamma_{j}^{2k+1} |\xi| \int_{0}^{\tau(p-r)} e^{-2\pi (r-p)|\xi|} \frac{d\tau}{\gamma_{j}^{2k}}
\]
\[
\times e^{-2\pi r \left( |c_1^j + \cdots + c_{2k+1}^j| - 2k + 1 \right)} d\tau h_{c_1^j \cdots c_{2k+1}^j} (\xi)
\]
\[
\leq C \sum_{j=N}^{(1+\delta)N} \gamma_{j}^{2k+1} |c_1^j + \cdots + c_{2k+1}^j + 2k + 1| \frac{d\tau}{\gamma_{j}^{2k}}
\]
\[
\times e^{-2\pi r \left( |c_1^j + \cdots + c_{2k+1}^j| - |c_{2k+1}^j| \right)} d\tau h_{c_1^j \cdots c_{2k+1}^j} (\xi)
\]
now by definition of the set \( \Lambda(k) \) we can bound
\[
|c_1^j + \cdots + c_{2k+1}^j| \leq (2k + 1) (2k_j + M) \leq (2\ell + 1)^2 k_j
\]
therefore by applying lemma 3.11 part ii) and iii) we get
\[
\left| E(J_k) \right| \leq C \sum_{j=N}^{(1+\delta)N} \gamma_{j}^{2k+1} (2\ell + 1)^2 k_j^{2k}
\]
\[
\times e^{-2\pi r (k_j/2 - 2k - 1)} \int_{0}^{\tau(p-r)} e^{-2\pi r (2k_j)} d\tau h_{c_1^j \cdots c_{2k+1}^j} (\xi)
\]
\[
\leq C \sum_{j=N}^{(1+\delta)N} \gamma_{j}^{2k+1} k_j^{2k}
\]
\[
\times e^{-2\pi r (k_j/2 - 2k - 1)} \left( 1 - e^{-2\pi r (2k_j)} \right) h_{c_1^j \cdots c_{2k+1}^j} (\xi)
\]
\[
= C \sum_{j=N}^{(1+\delta)N} \gamma_{j}^{2k+1} H_j (t) B_j (\xi) ,
\]
(3.11)
where
\[ H_j(t) = k_j^{2k} e^{-\frac{2\pi i (k_j/2 - 2k - 1)}{2}} \left( 1 - e^{-\frac{2\pi i (2k_j)}{2}} \right) \leq C k_j^{2k} e^{-\pi k_j/2}, \] (3.12)

and
\[ B_j(\xi) = \sum_{c_j \in \Lambda(k_j)} \sum_{n=1}^{N} h_{c_j - c_{2k+1}}. \]

Using (3.11) we get the following bound for the \( \mathcal{F}^{mp}_q \) norm of \( E_k \)
\[ \| E_k \|_{\mathcal{F}^{mp}_q}^q \leq C \sum_{r \in \mathbb{Z}} \left( \int_{C_r} |\xi|^m \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2k+1} H_j(t) B_j(\xi) \right) \right)^{p/q} \]

now notice that because of condition (1.8) for different values of \( j \), the terms \( B_j(\xi) \) have disjoint support. Moreover, we can guarantee that on each dyadic annulus, at most one among
\[ c_j \in \Lambda(k_j) \]
not all \( c_j \)
with the same sign

Next, using lemma 3.11, we can bound the range of the values on the sum \( c_j^1 + \cdots + c_j^{2k+1} \)
\[ 2^{\frac{\log k_j}{2}} \leq k_j/2 \leq |c_j^1 + \cdots + c_j^{2k+1}| \leq (2k + (2k_j + M) \leq (2\ell + 1)^2 k_j \leq 2^{\frac{\log k_j}{2} + 1 + R}, \]

where \( R \in \mathbb{N} \) is the smallest integer such that \( 2^R > (2\ell + 1)^2 \). We conclude that the term \( B_j(\xi) \)
is supported in at most \( R + 2 \) dyadic annulus \( C_k \), and we can bound
\[ \| E_k \|_{\mathcal{F}^{mp}_q}^q \leq C \sum_{j=N}^{(1+\delta)N} \left( \gamma_j^{2k+1} H_j(t) \right)^q \left( R + 2 \right) \int_{\mathbb{R}} |\xi|^m |B_j| \right)^{p/q}. \] (3.13)

To bound the integral of \( |B_j| \) we get from lemma 3.10
\[ \| B_j \|_\infty \leq 2^{2k+1} (\text{number of terms in the sum}) \leq 8^{2k+1}, \]
and
\[
\|B\|_1 \leq \sum_{\substack{c_i \in \Lambda(k) \\ \eta=1,\ldots,2k+1} \text{not all } c_i} \int_{\mathbb{R}} |h_{c_i} \cdot c_{2k+1}(\xi)| d\xi
\]
with the same sign
\[
\leq \sum_{\substack{c_i \in \Lambda(k) \\ \eta=1,\ldots,2k+1} \text{not all } c_i} 2^{2k+1}(4k+2)
\]
Combining these results, we can bound the integral of \(|B_i|\) in the following way
\[
\left( \int_{\mathbb{R}} \xi |\text{me}| \|B_i\|^p d\xi \right)^{1/p} \leq (2\ell + 1)^2 k_j + 2k + 1 \right)^m \left( \int_{\mathbb{R}} |B_i|^p d\xi \right)^{1/p}
\leq (2\ell + 1)^2 k_j + 2k + 1 \right)^m \|B_i\|_{\infty} \|B_i\|_1^{1/p}
\leq (2\ell + 1)^2 k_j + 2k + 1 \right)^m 8^{2k+1}(4k+2)^{1/p}
= CK^m,
\]
for a constant \(C = C(m, \ell, k, p) > 0\). Finally applying (3.12) and (3.14) to (3.13) we get
\[
\|E(J_k)\|_{p_m,p} \leq C \left( \sum_{j=N}^{1+\delta N} (2^{k+1})^{q_j} k_j^{2k} e^{-\pi q_j k_j^{\frac{1}{2}}} \right)^{1/q}
\leq C \left( \sum_{j=N}^{1+\delta N} k_j^{2k-2} \right)^{1/q},
\]
for a constant \(C = C(k, \ell, M, p, q) > 0\). This completes the proof of lemma 3.8.

Before proceeding to the proof of lemma 3.9 we need an estimate for the term \(R_{c_i}^{n_1} \cdots c_{2k+1}^{n_{2k+1}}\) that will be used several time during the proof.

**Lemma 3.13 (estimate \(R_{c_i}^{n_1} \cdots c_{2k+1}^{n_{2k+1}}\)).** Let \(R_{c_i}^{n_1} \cdots c_{2k+1}^{n_{2k+1}}\) as defined by (3.6) and suppose the following
\[ i) \ N \leq s_i \leq (1+\delta)N, \text{ for each } i = 1, \ldots, 2k+1, \]
\[ ii) \ c_i^0 \in \Lambda(k_0), \text{ } i = 1, \ldots, 2k+1 \text{ and } \]
\[ iii) \text{ not all } c_i^1, \ldots, c_{2k+1}^{n_{2k+1}} \text{ are equal,} \]
then given \(p \geq 1, \ q \geq 1 \text{ and } 0 \leq m \leq 1 \text{ we have the estimate} \]
\[
\|E\left(R_{c_i}^{n_1} \cdots c_{2k+1}^{n_{2k+1}}\right)\|_{p_m,p} \leq \frac{C}{m+2kN} k_1 \cdots k_{2k+1}^{\frac{m-1}{m+1}},
\]
where \(C = C(m,k,\ell) > 0\).
Proof of lemma 3.13. First, we note that if all \( c_i^n, i = 1, \cdots, 2k + 1 \) have the same sign, then from lemma 3.7 part iii) we have that

\[
\Gamma_{2k+1}(\xi - \xi_1, \xi_2, \cdots, \xi_{2k}) = 0,
\]

in the region where

\[
\chi_{\xi_i}^{c_i} (\xi - \xi_1) \chi_{\xi_i}^{c_i} (\xi - \xi_2) \cdots \chi_{\xi_i}^{c_{2k+1}} (\xi_{2k}) \neq 0,
\]

and therefore \( \| E(R_{c_1^n \cdots c_{2k+1}^{2k+1}}) \|_{L^p} = 0 \). From now on, we can assume that not all \( c_i^n, i = 1, \cdots, 2k + 1 \) have the same sign. From lemma 3.7 part vi) we know that

\[
\| \Gamma_{2k+1}(c_{i_1}^n \cdots c_{i_{2k+1}}^{2k+1}) \| \lesssim C|c_{i_1}^n \cdots c_{i_{2k+1}}^{2k+1}|^{\frac{2k}{d+1}},
\]

applying this estimate to (3.7) we get

\[
\left| R_{c_1^n \cdots c_{2k+1}^{2k+1}} \right| \leq C \left( |c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| + 2k + 1 \right)
\times |c_{i_1}^n \cdots c_{i_{2k+1}}^{2k+1}|^{\frac{2k}{d+1}} \times e^{-2\pi t|c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| - 2k - 1} h_{c_1^n \cdots c_{2k+1}^{2k+1}}(\xi),
\]

where \( h_{c_1^n \cdots c_{2k+1}^{2k+1}} \) is given by (3.10). Next we look at the term \( E(R_{c_1^n \cdots c_{2k+1}^{2k+1}}) \)

\[
\left| F \left( E(R_{c_1^n \cdots c_{2k+1}^{2k+1}}) \right) \right| \leq C \int_0^t e^{-2\pi (t-\tau)|\xi|} \left( |c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| + 2k + 1 \right)
\times |c_{i_1}^n \cdots c_{i_{2k+1}}^{2k+1}|^{\frac{2k}{d+1}} \times e^{-2\pi t|c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| - 2k - 1} d\tau
\times h_{c_1^n \cdots c_{2k+1}^{2k+1}}(\xi)
\leq C \int_0^t e^{-2\pi (t-\tau)|c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| - 2k - 1}
\times \left( |c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| + 2k + 1 \right)|c_{i_1}^n \cdots c_{i_{2k+1}}^{2k+1}|^{\frac{2k}{d+1}}
\times e^{-2\pi t|c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| - 2k - 1} d\tau
\times h_{c_1^n \cdots c_{2k+1}^{2k+1}}(\xi)
\leq Ce^{-2\pi t|c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| - 2k - 1}
\times \left( |c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| + 2k + 1 \right)|c_{i_1}^n \cdots c_{i_{2k+1}}^{2k+1}|^{\frac{2k}{d+1}}
\times \int_0^t e^{-2\pi \tau|c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1}| - 2k - 1} d\tau
\times h_{c_1^n \cdots c_{2k+1}^{2k+1}}(\xi). \tag{3.15}
\]

As in the proof of lemma 3.8, a key ingredient for the estimate is to have some control on the size of the term \( c_{i_1}^n + \cdots + c_{i_{2k+1}}^{2k+1} \), which is provided by the following generalisation of lemma 3.11.

Lemma 3.14. Let \( k \leq \ell, c \subset \bigcup_{j=1}^{\ell+1} \{ \pm k_j, \pm (2k_j + M) \} \) for \( i = 1, \cdots, 2k + 1 \) and suppose that \( \{ b_j \}_{j=1}^\infty \) satisfy (1.8) and (1.10). Then we have the following
i) If \( c_1 + \cdots + c_{2k+1} \neq \pm M \) then
\[
|c_1 + \cdots + c_{2k+1}| \geq |k_i|/4,
\]
for some \( N \leq i_1 \leq (1 + \delta)N \),

ii) If not all \( c_i, i = 1, \ldots, 2k + 1 \) have the same sign then
\[
|c_1| + \cdots + |c_{2k+1}| - |c_1 + \cdots + c_{2k+1}| \geq 2|k_i|,
\]
for some \( N \leq i_2 \leq (1 + \delta)N \),

iii) \( \max \{|c_1 + \cdots + c_{2k+1}|, |c_1| + \cdots + |c_{2k+1}| - |c_1 + \cdots + c_{2k+1}|\} \geq \max_j |\varepsilon_j|/2. \)

**Proof of Lemma 3.14.** For part i) we write \( c_j = a_jk_j + \varepsilon_jM \), where \( a_j \in \{\pm 1, \pm 2\ell\}, \varepsilon_j \in \{-1, 0, 1\} \). Then we get
\[
c_1 + \cdots + c_{2k+1} = \sum_{j=N}^{(1+\delta)N} b_jk_j + (\varepsilon_1 + \cdots + \varepsilon_{2k+1})M, \tag{3.16}
\]
where \( b_j = \sum a_n : N \leq n \leq (1 + \delta)N, k_n = k_j \). From condition (1.8), we get that \( \sum_{j=N}^{i} b_jk_j \leq \frac{1}{2}k_{i+1} \) and therefore in order for \( \sum_{j=N}^{(1+\delta)N} b_jk_j \) to vanish we need that each \( b_j \) is identically equal to zero.

To see that not all \( b_j, N \leq j \leq (1 + \delta)N \) can vanish simultaneously, we first notice that if for some \( n \in \{1, \ldots, 2k + 1\} \) we have \( a_n = \pm 2\ell \), then by lemma 3.11 part i) if the corresponding \( b_n \) is equal to zero, that would imply that \( k_i = k_n \) for all \( j \in \{1, \ldots, 2k + 1\} \) and that \( |c_1 + \cdots + c_{2k+1}| = M \), which is a contradiction with our assumption. On the other, if for all \( n \in \{1, \ldots, 2k + 1\} \) we have \( a_n = \pm 1 \), then because \( \sum_{j=N}^{(1+\delta)N} b_j = \sum_{n=1}^{2k+1} a_n \) is an odd number, at least one \( b_j, N \leq j \leq (1 + \delta)N \) is not identically equal to zero.

Next because we know that at least one \( b_j, N \leq j \leq (1 + \delta)N \) is non zero, we can take \( i \) to be the largest of such \( j \), then we can bound
\[
|a_1k_0 + \cdots + a_{2k+1}k_{i+1}| \geq |b_i|k_i - \sum_{j=N}^{i-1} |b_j|k_j \geq \frac{1}{2}k_i.
\]

Next, because in (3.16) we can bound \( |\varepsilon_1 + \cdots + \varepsilon_{2k+1}| \leq 2k + 1 \), we obtain using assumption (1.8) that
\[
|c_1 + \cdots + c_{2k+1}| \geq \frac{1}{2}k_i - \frac{1}{2}k_0 \geq \frac{1}{4}k_i.
\]

This concludes the proof of part i). For part ii), the key argument is that because not all the \( c_i \) have the same sign, then by lemma 3.12, we can bound
\[
|c_1 + \cdots + c_{2k+1}| \leq |c_1| + \cdots + |c_{2k+1}| - 2|c_m|,
\]
for some \( m \in \{1, \ldots, 2k + 1\} \), therefore we conclude that
\[
|c_1| + \cdots + |c_{2k+1}| - |c_1 + \cdots + c_{2k+1}| \geq 2|c_m| \geq 2k_i.
\]
This completes the proof of part ii). Part iii) comes from the observation that
\[
(|c_1 + \cdots + c_{2k+1}|) + (|c_1| + \cdots + |c_{2k+1}| - |c_1 + \cdots + c_{2k+1}|)
\]
\[
= |c_1| + \cdots + |c_{2k+1}| \geq \max_j |c_j|,
\]
and because both terms are non-negative, we get the result. This concludes the proof of lemma 3.14.

Continuation of proof of lemma 3.13. Using that \(x^\mu e^{-x} \leq C\)
\[
|F \left( E \left( R_{c_1, \ldots, c_{2k+1}} \right) \right) | \leq \frac{C}{\mu^{n+2} k^N} \frac{|c_1^{\mu+1} \cdots c_{2k+1}^{\mu+1}|^n}{\max_j |c_j|} \left( |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| + 2k + 1 \right)
\]
\[
\times \frac{1}{\left( \left( |c_1| + \cdots + c_{2k+1} | - 2k - 1 \right)^{\mu+2} \right.}
\]
\[
\times e^{-\pi \left( |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| - 2k - 1 \right)}
\]
\[
\times \left( 1 - e^{-2\pi \left( |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| - |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| \right)} \right)
\]
\[
\times h_{c_1, \ldots, c_{2k+1}}(\xi),
\]
to bound the product in the denominator, we use the following inequality
\[
|c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| \times \left( |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| - |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| \right)
\]
\[
\geq \frac{1}{4} k^N \frac{1}{2} \max_j |c_j^{\mu+1}|.
\]
To obtain this bound, because of lemma 3.14 part iii) we know that at least one factor can be bounded below by \(\frac{1}{4} \max_j |c_j^{\mu+1}|\) and for the other one we apply lemma 3.14 part i) to get the lower bound of \(k^N/4\). Applying this bound to our previous computation, we obtain
\[
|F \left( E \left( R_{c_1, \ldots, c_{2k+1}} \right) \right) | \leq \frac{C}{\mu^{n+2} k^N} \frac{|c_1^{\mu+1} \cdots c_{2k+1}^{\mu+1}|^n}{\max_j |c_j|} \left( |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| + 2k + 1 \right)
\]
\[
\times \frac{1}{\left( \left( |c_1| + \cdots + c_{2k+1} | - 2k - 1 \right)^{\mu+2} \right.}
\]
\[
\times e^{-\pi \left( |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| - 2k - 1 \right)}
\]
\[
\times \left( 1 - e^{-2\pi \left( |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| - |c_1^{\mu+1} + \cdots + c_{2k+1}^{\mu+1}| \right)} \right)
\]
\[
\times h_{c_1, \ldots, c_{2k+1}}(\xi).
\]
Now notice that \(\max_j |c_j^{\mu+1}| \geq h_j^{\mu+1}(2\ell+1)\) for all \(j\), therefore we can bound
\[
\frac{|c_1^{\mu+1} \cdots c_{2k+1}^{\mu+1}|}{\max_j |c_j^{\mu+1}|} \leq (2\ell + 1) |c_1^{\mu+1} \cdots c_{2k+1}^{\mu+1}|^{\frac{2k+1}{\mu+1}},
\]
combining this with our previous estimate
\[
\left\| E \left( R_{c_1, \ldots, c_{2k+1}} \right) \right\|_{J_{q,p}} \leq C \frac{c_1 \cdots c_{2k+1}}{m+2kN} \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| \right)^m \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| \right)^m \
\times e^{-\pi \left| c_1 \right| \cdots \left| c_{2k+1} \right| / 2} \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| - 2k - 1 \right)^{m},
\]
(3.17)
for a constant \( C = C(k, p, q, \ell) > 0 \). Next by lemma 3.10 part (ii) we can bound the norm of \( h_{c_1, \ldots, c_{2k+1}}(\xi) \) by
\[
\left\| \mathcal{F}^{-1} \left( h_{c_1, \ldots, c_{2k+1}}(\xi) \right) \right\|_{J_{q,p}} \leq C \left| c_1 + \cdots + c_{2k+1} + 2k + 1 \right|^m,
\]
for a constant \( C = C(k, p) > 0 \). Applying this estimate to (3.17) and using that by lemma 3.14 part i), \( |c_1| + \cdots + |c_{2k+1}| \geq kN/4 \) we obtain
\[
\left\| E \left( R_{c_1, \ldots, c_{2k+1}} \right) \right\|_{J_{q,p}} \leq C \frac{c_1 \cdots c_{2k+1}}{m+2kN} \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| \right)^m \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| - 2k - 1 \right)^{m} \
\times e^{-\pi \left| c_1 \right| \cdots \left| c_{2k+1} \right| / 2} \leq C \frac{c_1 \cdots c_{2k+1}}{m+2kN} \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| \right)^m \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| - 2k - 1 \right)^{m} \
\leq C \frac{c_1 \cdots c_{2k+1}}{m+2kN} \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| \right)^m \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| - 2k - 1 \right)^{m},
\]
this concludes the proof of lemma 3.13.

\[\square\]

**Proof of lemma 3.9.** By applying lemma 3.13 to equation (3.5) we get
\[
\left\| E(HF) \right\|_{J_{q,p}} = \left\| \sum_{(r_1, \ldots, r_{2k+1}) \in S \cap D_k} \sum_{\eta \in \Lambda(k_{2k+1})} \gamma_{r_1} \cdots \gamma_{r_{2k+1}} E \left( R_{c_1, \ldots, c_{2k+1}} \right) \right\|_{J_{q,p}} \\
\leq \left\| \sum_{(r_1, \ldots, r_{2k+1}) \in S \cap D_k} \sum_{\eta \in \Lambda(k_{2k+1})} \gamma_{r_1} \cdots \gamma_{r_{2k+1}} \left\| E \left( R_{c_1, \ldots, c_{2k+1}} \right) \right\|_{J_{q,p}} \right\|_{J_{q,p}} \\
\leq C \frac{c_1 \cdots c_{2k+1}}{m+2kN} \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| \right)^m \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| - 2k - 1 \right)^{m} \
\leq C \frac{c_1 \cdots c_{2k+1}}{m+2kN} \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| \right)^m \left( \left| c_1 \right| + \cdots + \left| c_{2k+1} \right| - 2k - 1 \right)^{m},
\]
for a constant \( C = C(k, p, q, \ell) > 0 \). This completes the proof of lemma 3.9.

\[\square\]
Continuation of proof of lemma 3.3. Using the estimates given by lemmas 3.8 and 3.9 we get that

\[ \|f_k\|_{L_p^\infty} \leq \|E(J_k)\|_{L_p^\infty} + \|E(HF)\|_{L_p^\infty} \]

\[ \leq C \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2(\ell+1)q} k_j^{2(\ell+q)m} \right)^{1/q} \]

\[ + \frac{C}{m+2k_N} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\ell+1} k_j^{2\ell+1} \right) \]

for a constant \( C = C(m,q,\ell,k) > 0 \). This concludes the proof of lemma 3.3.

\[ \square \]

**Proof of lemma 3.4.** As in the proof of lemma 3.3, from equation (3.1) we can write the following decomposition of \( f_\ell \)

\[ f_\ell = \frac{(-1)^\ell}{2\ell+1} (E(J_\ell) + E(HF_1) + E(HF_2)) \]

where

\[ J_\ell (\xi,t) = \sum_{j=N}^{(1+\delta)N} \sum_{c_1^{\prime} \in \Lambda(k_{\ell j})} \sum_{c_2^{\prime} \in D_{\ell j}} \gamma_j^{2\ell+1} R_{c_1^{\prime},c_2^{\prime}} (\xi,t) \]

\[ HF_1 (\xi,t) = \sum_{j=N}^{(1+\delta)N} \sum_{c_1^{\prime} \in \Lambda(k_{\ell j})} \sum_{c_2^{\prime} \in D_{\ell j}} \gamma_j^{2\ell+1} R_{c_1^{\prime},c_2^{\prime}} (\xi,t) \]

and

\[ HF_2 (\xi,t) = \sum_{\substack{(\ell_1,\ldots,\ell_{2\ell+1}) \in S, \|\ell\| = 2(\ell+1) \\text{mod}(N,(1+\delta)N) \\text{mod}(1,2\ell+1) \}} \sum_{c_1^{\prime} \in \Lambda(k_{\ell j})} \sum_{c_2^{\prime} \in D_{\ell j}} \gamma_{\ell_1} \cdots \gamma_{\ell_{2\ell+1}} R_{c_1^{\prime},c_2^{\prime}} (\xi,t) \]

where \( R_{c_1^{\prime},c_2^{\prime}} \) is defined as (3.6). To estimate these terms, we use the following Lemmas.

**Lemma 3.15.** Let \( M > 2\ell + 2 \), \( tM \leq 1 \), \( tk_N > 1 \), and \( J_\ell \) as given by (3.19) then

\[ \|E(J_\ell)\|_{L_p^\infty} \geq C \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\ell+1} k_j^{2\ell-1} \]

where \( C = C(p,q,m,M,\ell) > 0 \).

**Lemma 3.16.** Let \( HF_1 \) and \( HF_2 \) as defined by (3.20) and (3.21), then

\[ \|E(HF_1)\|_{L_p^\infty} \leq \frac{C}{m+2k_N} \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\ell+1} k_j^{2\ell-1} \]
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and

\[ \|E(HF_2)\|_{L^p} \leq \frac{C}{p^{n+2}} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^{\ell+1}} \right)^{2\ell+1}, \]

where \( C = C(p,q,m,M,\ell) > 0. \)

**Proof of lemma 3.15.** The key element for this proof is a lower bound of \( R_{\ell'-\ell+1} \). For this purpose, we need to estimate the value of

\[ \Gamma_{2\ell+1} (-k_j, \ldots, -k_j, 2\ell k_j + M), \]

this can be done using the integral formula for \( \Gamma_{2\ell+1} \) given by definition 3.6

\[ L = \Gamma_{2\ell+1} (-k_j, \ldots, -k_j, 2\ell k_j + M) \]

\[ = i \int_{\mathbb{R}} \left( 1 - e^{2\pi i k_j \alpha} \right)^{2\ell} \left( 1 - e^{-2\pi i (2\ell k_j + M)\alpha} \right) \frac{d\alpha}{\alpha^{2\ell+1}} \]

\[ = i \int_{\mathbb{R}} \left( 1 - e^{2\pi i k_j \alpha} \right)^{2\ell} \left( 1 - e^{-2\pi i (2\ell k_j)\alpha} \right) \frac{d\alpha}{\alpha^{2\ell+1}} \]

\[ + i \int_{\mathbb{R}} \left( 1 - e^{2\pi i k_j \alpha} \right)^{2\ell} \left( e^{-2\pi i (2\ell k_j)\alpha} - e^{-2\pi i (2\ell k_j + M)\alpha} \right) \frac{d\alpha}{\alpha^{2\ell+1}} \]

\[ = I_1 + I_2. \]

For \( I_1 \) we have

\[ I_1 = i \int_{\mathbb{R}} \left( 1 - e^{2\pi i k_j \alpha} \right)^{2\ell} \left( 1 - e^{-2\pi i (2\ell k_j)\alpha} \right) \frac{d\alpha}{\alpha^{2\ell+1}} \]

\[ = i \int_{\mathbb{R}} \left( e^{-i \pi k_j \alpha} - e^{i \pi k_j \alpha} \right)^{2\ell} \left( e^{i \pi (2\ell k_j)\alpha} - e^{-i \pi (2\ell k_j)\alpha} \right) \frac{d\alpha}{\alpha^{2\ell+1}} \]

\[ = i (2i)\ell+1 k_j^{2\ell+1} \int_{\mathbb{R}} \sin^2 \left( \frac{2\ell \beta}{\beta} \right) \sin \left( \frac{2\ell \beta}{\beta} \right) \frac{d\beta}{\beta^{2\ell+1}} \]

\[ = (-1)^{\ell+1} (2\pi)^{2\ell+1} k_j^{2\ell} \]

For the second term, we use the following

\[ I_2 = i \int_{\mathbb{R}} \left( 1 - e^{2\pi i k_j \alpha} \right)^{2\ell} \left( e^{-2\pi i (2\ell k_j)\alpha} - e^{-2\pi i (2\ell k_j + M)\alpha} \right) \frac{d\alpha}{\alpha^{2\ell+1}} \]

\[ = i \int_{\mathbb{R}} \left( e^{-2\pi i k_j \alpha} - 1 \right)^{2\ell} \left( 1 - e^{-2\pi i M\alpha} \right) \frac{d\alpha}{\alpha^{2\ell+1}} \]

\[ = \Gamma_{2\ell+1} (k_j, \ldots, k_j, M) \]

\[ = k_j^{2\ell-1} |k_j| \Gamma_{2\ell+1} (1, \ldots, 1, M/k_j), \]

then by applying lemma 3.7 part v) we conclude

\[ |I_2| \leq |k_j|^{2\ell} (2\pi)^{2\ell+1} \frac{M}{|k_j|} = |k_j|^{2\ell-1} (2\pi)^{2\ell+1} M. \]
By putting the estimates for \(I_1\) and \(I_2\) together we get
\[
\Gamma_{2\ell+1} (-k_j, \ldots, -k_j, 2\ell k_j + M) = (-1)^{\ell+1} (2\pi)^{2\ell+1} k_j^{2\ell+1} + O\left(k_j^{2\ell-1}\right),
\] (3.22)
next, applying (3.22) to (3.7) we get the estimate
\[
(-1)^{\ell+1} R_{i_1 \cdots i_{2\ell+1}} \geq C |\xi| k_j^{2\ell} e^{-2\pi i (4\ell k_j + M + 2\ell+1)} \bar{h}_{i_1 \cdots i_{2\ell+1}}(\xi),
\]
where \(h_{i_1 \cdots i_{2\ell+1}}(\xi)\) is given by (3.10) and a constant \(C = C(M, \ell) > 0\). Next, we use that by lemma 3.11 part i) the only way of getting \(c_1^i + \cdots + c_{2\ell+1}^i = \pm M\) with \(c_i^j \in \Lambda(k_j), i = 1, \ldots, 2\ell+1\) are the tuples such that exactly one of the elements is equal to \(\pm (2\ell k_j + M)\) and all the others equal to \(\mp k_j\), and therefore this estimate apply to all terms in the sum (3.19).
Finally, using the lower bound from lemma 3.10 we get for \(E(J_\ell)\)
\[
\|E(J_\ell)\|_{\dot{H}^s_q} \geq C(M - 2\ell - 1)^{1+m(4\ell + 2)} \times \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\ell+1} k_j^{2\ell} e^{-2\pi i (M+2\ell+1)} \frac{(1 - e^{-2\pi i (4\ell k_j)})}{2\pi (4\ell k_j)} \geq C \sum_{j=N}^{(1+\delta)N} \gamma_j^{2\ell+1} k_j^{2\ell-1},
\]
for a constant \(C = C(M, \ell, m) > 0\). And because \(M > 2\ell + 2, tM \leq 1, tk_j > 1\), this concludes the proof of lemma 3.15. \(\square\)

**Proof of lemma 3.16.** As in the proof on lemma 3.9, by applying lemma 3.13 to (3.20) and (3.21) we get
\[
\|E(HF_1)\|_{\dot{H}^s_q} \leq \frac{C}{\rho^{m+2} k_N} \sum_{j=N}^{(1+\delta)N} \gamma_j^{2k+1} k_j^{2k-1},
\]
and
\[
\|E(HF_2)\|_{\dot{H}^s_q} \leq \frac{C}{\rho^{m+2} k_N} \left(\sum_{j=N}^{(1+\delta)N} \gamma_j^{k_j^{\frac{p+1}{q}}}\right)^{2k+1},
\]
for a constant \(C = C(m, p, q, \ell) > 0\), this complete the proof of lemma 3.16. \(\square\)

**Continuation of proof lemma 3.4.** From the decomposition given by equation (3.18) we can bound the \(\dot{X}^{\sigma,p}_q\) norm of \(f_\ell\) by
\[
\|f_\ell\|_{\dot{X}^{\sigma,p}_q} \geq \|E(J_\ell)\|_{\dot{H}^s_q} - \|E(HF_1)\|_{\dot{H}^s_q} - \|E(HF_2)\|_{\dot{H}^s_q},
\]

then by lemmas 3.15 and 3.16 we get the estimate
\[
\|f_\ell\|_{J_{2m-p}^{2m-p}} \geq C \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^{\ell+1}k_j^{2\ell-1}}
\]
\[
= \frac{C}{m+2k_N} \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^{\ell+1}k_j^{2\ell-1}} - \frac{C}{m+2k_N} \left( \sum_{j=N}^{(1+\delta)N} \gamma_j^{2^{\ell-1}k_j^{2\ell+1}} \right)^{2\ell+1},
\]
which concludes the proof of lemma 3.4.
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