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Abstract
In the theory of cluster algebras, a mutation loop induces discrete dynamical systems via its actions on the cluster $\mathcal{A}$- and $\mathcal{X}$-varieties. In this paper, we introduce a property of mutation loops, called the sign stability, with a focus on the asymptotic behavior of the iteration of the tropical $\mathcal{X}$-transformation. The sign stability can be thought of as a cluster algebraic analogue of the pseudo-Anosov property of a mapping class on a surface. A sign-stable mutation loop has a numerical invariant which we call the cluster stretch factor, in analogy with the stretch factor of a pseudo-Anosov mapping class on a marked surface. We compute the algebraic entropies of the cluster $\mathcal{A}$- and $\mathcal{X}$-transformations induced by a sign-stable mutation loop, and conclude that these two coincide with the logarithm of the cluster stretch factor. This gives a cluster algebraic analogue of the classical theorem which relates the topological entropy of a pseudo-Anosov mapping class with its stretch factor.
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1 Introduction

1.1 Cluster transformations and their algebraic entropy

The cluster algebras are at the center of research field initiated by Fomin–Zelevinsky [16] and Fock–Goncharov [8] independently. It has been developed with fruitful connections with other areas of mathematics such as discrete integrable systems [12,19], Teichmüller theory [7,14], and so on. The central objects of study are seeds and their mutations. A seed consists of two tuples of commutative variables called the \(A\)-variables and \(X\)-variables, and a matrix called the exchange matrix. A mutation produces a new seed from a given one, transforming the variables according to the rule determined by the exchange matrix, and changing the exchange matrix to another one at the same time. We call the transformation of \(A\)-variables (resp. \(X\)-variables) the cluster \(A\)-transformation (resp. cluster \(X\)-transformation). Both are birational transformations.

A mutation sequence is a finite sequence of seed mutations and permutations of indices. It is called a mutation loop if it preserves the exchange matrix. A mutation loop defines an autonomous discrete dynamical system, as the composition of cluster transformations and permutations of coordinates. The mutation loops form a group called the cluster modular group, and this group acts on some geometric objects called the cluster \(A\)- and \(X\)-varieties, and their tropicalizations by a semifield. Thus the discrete dynamical system induced by a mutation loop takes place in these spaces. It is known that many interesting discrete dynamical systems emerge in this way, and in some special cases a geometric construction ensures integrability [12,19].

As a measure of the deviation from discrete integrability, Bellon and Viallet [3] introduced the notion of algebraic entropy of a birational map. It is defined as the growth rate of the degree of the reduced rational expression of the iteration of a given map. It is widely believed that Liouville–Arnold integrability corresponds to vanishing of algebraic entropy. Indeed, in [1], Bellon indicated that the vanishing of entropy should be a necessary condition for the integrability in the Liouville–Arnold sense. For more details, see [22] and references loc. cit. The algebraic entropy of the cluster \(A\)- and \(X\)-transformations induced by a mutation loop has been studied by several authors [10,21,22]. In [10,22], the authors computed the algebraic entropies of mutation loops of length one, which have been classified by Fordy–Marsh [13]. They determined the mutation loops with vanishing entropy among the Fordy–Marsh construction. Moreover explicit first integrals are constructed in each of these cases in [10], showing that the Liouville–Arnold integrability is indeed achieved.

1.2 Sign stability and the main theorem

As opposed to the integrable mutation loops discussed above, the Teichmüller–Thurston theory provides a rich source of “non-integrable” mutation loops. The mapping class group of an oriented marked surface \(\Sigma\) is the group of isotopy classes (mapping classes) of orientation-preserving homeomorphisms of \(\Sigma\). The Nielsen–Thurston classification theory [11,32] classifies the mapping classes into three types: periodic, reducible (i.e., fixes a simple closed curve on \(\Sigma\)), and pseudo-Anosov. The last one is of generic type, and interesting for us. A pseudo-Anosov mapping class is characterized by the existence of a pair of invariant foliations on \(\Sigma\), and it is known that the topological entropy of a pseudo-Anosov mapping class is positive. Indeed, these invariant foliations are equipped with a transverse measure which is unique up to positive rescalings. The pseudo-Anosov mapping class rescales these
measures by a reciprocal factor called the \textit{stretch factor}, and the topological entropy is given by the logarithm of the stretch factor. See, for instance, [11, Section 10.4]. In this case, the value of the topological entropy itself is an important numerical invariant of a mapping class.

A deep connection between the Teichmüller–Thurston theory and the cluster algebra has been known. From an ideal triangulation of $\Sigma$ we can form a seed, whose mutation class only depends on the topology of $\Sigma$ [7,14,28]. The mapping class group can be embedded into the corresponding cluster modular group, and the manifold of positive real points of the cluster $\mathcal{A}$- (resp. $\mathcal{X}$-)variety can be identified with the decorated (resp. enhanced) Teichmüller space of $\Sigma$ [7,28]. The piecewise-linear manifold of real tropical points of the cluster $\mathcal{A}$- (resp. $\mathcal{X}$-)variety can be identified with the space of decorated (resp. enhanced) measured foliations on $\Sigma$ [7,31].

Based on this correspondence, the first author gave an analogue of the Nielsen–Thurston classification for a general cluster modular group in [23], which classifies the mutation loops into three types: periodic, cluster-reducible and cluster-pseudo-Anosov. However there exists a slight discrepancy between pseudo-Anosov and cluster-pseudo-Anosov even for a mutation loop given by a mapping class: a pseudo-Anosov mapping class provides a cluster-pseudo-Anosov mutation loop, but the converse is not true. Therefore, the search for generalized “pseudo-Anosov” properties of mutation loops continues.

As mentioned above, a pseudo-Anosov mapping class has a pair of invariant foliations. A combinatorial model of a measured foliation, called a \textit{train track} is commonly used to study the action of a mapping class on measured foliations. The action can be described by a sequence of \textit{splittings} of the corresponding train tracks. See, for instance, [29]. Our observation is that train track splittings can be translated into tropical cluster transformations. More precisely, some variants of train track splittings and their reverse operations can be unified to “signed” mutations [25], which is obtained by generalizing the usual seed mutation by introducing a sign in the formula. Based on these observations we introduce a property of mutation loops called the \textit{sign stability}, which is more closely related to being pseudo-Anosov. An intuitive (but not exact) definition of the sign stability is a stabilization property of the presentation matrix of the piecewise-linear map obtained as the tropicalization of the cluster $\mathcal{X}$-transformation. More precisely, given a mutation sequence and a point of $\mathcal{X}(\mathbb{R}_{\text{trop}})$, we define a sequence of signs indicating which presentation matrices (among three choices at each step of mutation) are applied to that point. A mutation loop is said to be sign-stable if the sign of each orbit stabilizes to a common one. To a sign-stable mutation loop, associated is a numerical invariant which we call the \textit{cluster stretch factor}, which is a positive number greater or equal to 1. Now our main theorem is the following. Let $E^a$ (resp. $E^x$) denote the algebraic entropy (Definition 4.1) of the cluster $\mathcal{A}$- (resp. $\mathcal{X}$-)transformation induced by the mutation loop $\phi$. For a matrix $A$, let $\rho(A)$ denote its spectral radius.

\textbf{Theorem 1.1} Let $\phi = [\gamma]_\lambda$ be a mutation loop with a representation path $\gamma : t_0 \to t$ which is sign-stable (Definition 3.6) on the set $\Omega_{(t_0)}^{\text{can}}$. Then we have

$$\log \rho(\tilde{E}^{(t_0)}_\phi) \leq E^a_\phi \leq \log R^{(t_0)}_\phi,$$

$$\log \rho(E^{(t_0)}_\phi) \leq E^x_\phi \leq \log R^{(t_0)}_\phi.$$\n
Here $R^{(t_0)}_\phi := \max\{\rho(E^{(t_0)}_\phi), \rho(\tilde{E}^{(t_0)}_\phi)\}$, where $E^{(t_0)}_\phi$ is the stable presentation matrix (Definition 3.15) and $\tilde{E}^{(t_0)}_\phi := ((E^{(t_0)}_\phi)^T)^{-1}$.

\textbf{Corollary 1.2} Moreover if Conjecture 3.13 holds true, then we get

$E^a_\phi = E^x_\phi = \log \lambda^{(t_0)}_\phi.$
Here $\lambda^{(n)} \geq 1$ is the cluster stretch factor (Definition 3.15).

This corollary gives a cluster algebraic analogue of the fact that the topological entropy of a pseudo-Anosov mapping class coincides with the logarithm of the stretch factor. Note that the vanishing of the algebraic entropy corresponds to the equality $\lambda^{(n)} = 1$.

Moreover we give several methods for checking the sign stability of a given mutation loop, and demonstrate them in concrete examples. See Sect. 5. We show that one of them can be effectively applied to certain mutation loops of length one arising from the Fordy–Marsh classification mentioned above. As a byproduct, we obtain a partial confirmation of [10, Conjecture 3.1] for these mutation loops.

1.3 Related topics and future works

Surface case As mentioned earlier, the sign stability is introduced as a generalization of the pseudo-Anosov property. In fact, it is defined by mimicking the convergence property of the RLS word of train track splittings [30]. It would be possible to obtain a direct relation in the surface case. The tasks are:

1. to show that the mutation loop obtained by a pseudo-Anosov mapping class is indeed sign-stable,
2. to give a direct relation between the sign of a mutation sequence given by a pseudo-Anosov mapping class and the RLS word of the splitting sequence of the corresponding invariant train track.

The task (1) is established in [24]. As a consequence of (1), the algebraic entropy of the mutation loop obtained by a pseudo-Anosov mapping class would coincide with the topological entropy.

Invariance of sign stability and relations with other pseudo-Anosov properties Strictly speaking, the sequence of signs is not an invariant of a mutation loop. Indeed, it highly depends on the choice of mutation sequence which represents a given mutation loop. For example, an elimination or addition of a repeated mutations at the same index does not change the mutation loop but changes (even the size of) the sign sequence. Nevertheless, a large number of experiments indicates that the sign stability is invariant under the change of representation sequence of a mutation loop. Thus we have the following conjecture:

**Conjecture 1.3** Let $\gamma_{i} : t_{i} \to t'_{i}$ ($i = 1, 2$) be two edge paths in $T_{f}$ which represent the same mutation loop $\phi := [\gamma_{1}]_{s} = [\gamma_{2}]_{s}$. Then $\gamma_{1}$ is sign-stable if and only if $\gamma_{2}$ is.
A partial confirmation of this conjecture will be worked out elsewhere. Moreover we will work on the relations between the sign stability and other properties, such as cluster-pseudo-Anosov property and the asymptotic sign coherence property introduced in [20].

**Relation with the categorical entropy** A quiver with a non-degenerate potential gives a 3-dimensional Calabi–Yau category as a full subcategory of the derived category of a certain dg algebra. We can consider it as a categorification of a seed data. When there exists a non-degenerate potential for a given quiver, a quiver mutation can be lifted to a derived equivalence. However this lifting has an ambiguity on the choice of signs of derived equivalences associated to mutations (see [26]), which corresponds to our signs of mutations. When a mutation loop is sign-stable, the stable sign determines a canonical lifting. It will be interesting to compare the algebraic entropy of a sign-stable mutation loop and the categorical entropy [5] of its canonical lift.

**1.4 Organization of the paper**

In Sect.2, basic notions in cluster algebra are recollected, basically following the conventions in [8,18]. In Sect.3, we introduce the sign stability of mutation loops and state some basic properties. In Sect.4, we recall the definition of algebraic entropy following [3] and give a proof of Theorem 1.1. In Sect.5, several methods for checking the sign stability for a given mutation loop are proposed. Some concrete examples of sign-stable mutation loops and given, and their cluster stretch factors and algebraic entropies are computed.

**2 Cluster ensembles**

In this section, we recall basic notions in cluster algebra. Basically we follow the conventions in [8,18]. As a technical issue, the distinction between a mutation loop (an element of the cluster modular group [8]) and its representative path is emphasized.

**2.1 Seed patterns**

We fix a finite index set $I = \{1, 2, \ldots, N\}$ and a regular tree $T_I$ of valency $|I| = N$, whose edges are labeled by $I$ so that the set of edges incident to a fixed vertex has distinct labels.

To each vertex $t$ of $T_I$, we assign the following data:

- A lattice $N^{(t)} = \bigoplus_{i \in I} \mathbb{Z}e_i^{(t)}$ with a basis $(e_i^{(t)})_{i \in I}$.
- An integral skew-symmetric matrix $B^{(t)} = (b_{ij}^{(t)})_{i,j \in I}$.

We call such a pair $(N^{(t)}, B^{(t)})$ of data a Fock–Goncharov seed or simply a seed. Let $M^{(t)} := \text{Hom}(N^{(t)}, \mathbb{Z})$ be the dual lattice of $N^{(t)}$, and let $(f_i^{(t)})_{i \in I}$ be the dual basis of $(e_i^{(t)})_{i \in I}$.

We call the matrix $B^{(t)}$ the exchange matrix. We define a skew-symmetric bilinear form $\{-, -\} : N^{(t)} \times N^{(t)} \to \mathbb{Z}$ by $\{e_{i}^{(t)}, e_{j}^{(t)}\} := b_{ij}^{(t)}$. It induces a linear map $p^* : N^{(t)} \to M^{(t)}$, $n \mapsto \{n, -\}$ called the ensemble map. Each triple $(N^{(t)}, \{-, -\}, (e_i^{(t)})_{i \in I})$ is called a seed in [8].

**Remark 2.1** 1. For simplicity, we only consider seeds with skew-symmetric exchange matrix without frozen indices. See [8,18] for a more general definition.
2. For exchange matrices we use the notation $B$ rather than $\epsilon$, since we want to reserve the latter for signs $\epsilon \in \{+, 0, -\}$. Our exchange matrix is related to the one $B^\text{FZ} = (b^\text{FZ}_{ij})_{i,j \in I}$ used in [17,27] by the transposition $b^\text{FZ}_{ij} = b_{ji}$.

We call such an assignment $s : t \mapsto (N^{(t)}, B^{(t)})$ a Fock–Goncharov seed pattern (or simply a seed pattern) if for each edge $t \xrightarrow{k} t'$ of $\mathbb{T}_I$ labeled by $k \in I$, the exchange matrices $B^{(t)} = (b_{ij})$ and $B^{(t')} = (b'_{ij})$ are related by the matrix mutation:

$$b'_{ij} = \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k, \\ b_{ij} + [b_{ik}]_+ [b_{kj}]_+ - [-b_{ik}]_+ [-b_{kj}]_+ & \text{otherwise.} \end{cases}$$

Here $[a]_+ := \max\{a, 0\}$ for $a \in \mathbb{R}$, throughout this paper. As a relation between the lattices assigned to $t$ and $t'$, we consider two linear isomorphisms $(\tilde{\mu}_k^\epsilon)^* : N^{(t')} \rightleftharpoons N^{(t)}$ which depend on a sign $\epsilon \in \{+, -\}$ and is given by

$$e'_i \mapsto \begin{cases} -e_k & \text{if } i = k, \\ e_i + [\epsilon b_{ik}]_+ e_k & \text{if } i \neq k. \end{cases}$$

Here we write $e_i := e_i^{(t)}$ and $e'_i := e_i^{(t')}$. It induces a linear isomorphism $(\tilde{\mu}_k^\epsilon)^* : M^{(t')} \rightleftharpoons M^{(t)}$ (denoted by the same symbol) which sends $f'_i$ to the dual basis of $(\tilde{\mu}_k^\epsilon)^*(e'_i)$. Explicitly, it is given by

$$f'_i \mapsto \begin{cases} -f_k + \sum_{j \in I} [-\epsilon b_{kj}]_+ f_j & \text{if } i = k, \\ f_i & \text{if } i \neq k. \end{cases}$$

We call each map $(\tilde{\mu}_k^\epsilon)^*$ the signed seed mutation at $k \in I$.

One can check the following lemma by a direct calculation:

**Lemma 2.2** The signed mutations are compatible with matrix mutations. Namely, for any $k \in I$ and $\epsilon \in \{+, -\}$, we have

$$\{((\tilde{\mu}_k^\epsilon)^*(e'_i), (\tilde{\mu}_k^\epsilon)^*(e'_j))\} = b'_{ij}.$$

**Remark 2.3** The map $(\tilde{\mu}_k^\epsilon)^*$ corresponds to the seed mutation introduced in [8]. However we treat it as a linear isomorphism between two lattices, rather than a base change on a fixed lattice.

For later discussions, we collect here some properties of the presentation matrices of the signed seed mutation and its dual, with respect to the seed bases. For an edge $t \xrightarrow{k} t'$ of $\mathbb{T}_I$ and a sign $\epsilon \in \{+, -\}$, let us consider the matrices $\tilde{E}^{(t)}_{k,\epsilon} = (\tilde{E}_{ij})_{i,j \in I}$ and $E^{(t)}_{k,\epsilon} = (E_{ij})_{i,j \in I}$, given as follows:

$$\tilde{E}_{ij} := \begin{cases} 1 & \text{if } i = j \neq k, \\ -1 & \text{if } i = j = k, \\ [-\epsilon b_{kj}^{(t)}]_+ & \text{if } i = k \text{ and } j \neq k, \\ 0 & \text{otherwise,} \end{cases}$$

$$E_{ij} := \begin{cases} 1 & \text{if } i = j \neq k, \\ -1 & \text{if } i = j = k, \\ [\epsilon b_{ik}^{(t)}]_+ & \text{if } j = k \text{ and } i \neq k, \\ 0 & \text{otherwise.} \end{cases}$$
Then the transpose of the matrix $E_{k,e}^{(t)}$ gives the presentation matrix of $(\tilde{\mu}_k^e)^* : N^{(t')} \sim N^{(t)}$ with respect to the seed bases $(e_i^{(t')})$ and $(e_i^{(t)})$:

$$(\tilde{\mu}_k^e)^* e_i^{(t')} = \sum_{j \in I} (E_{k,e}^{(t)})_{ij} e_j^{(t')}.$$ 

Similarly the transpose of the matrix $\tilde{E}_{k,e}^{(t)}$ gives the presentation matrix of $(\tilde{\mu}_k^e)^* : M^{(t')} \sim M^{(t)}$ with respect to the bases $(f_i^{(t')})$ and $(f_i^{(t)})$.

**Remark 2.4** These matrices look like

$$\tilde{E}_{k,e}^{(t)} = \begin{pmatrix} 1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{pmatrix} \text{ and } E_{k,e}^{(t)} = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{pmatrix}.$$ 

The following are basic properties, which can be checked by a direct computation.

**Lemma 2.5** For any edge $t \xrightarrow{k} t'$ and $\epsilon \in \{+, -\}$, we have the following equations:

1. $(E_{k,e}^{(t)})^{-1} = E_{k,e}^{(t)}$, $(\tilde{E}_{k,e}^{(t)})^{-1} = \tilde{E}_{k,e}^{(t)}$.
2. $(E_{k,e}^{(t)})^{-1} = E_{k,-e}^{(t)}$, $(\tilde{E}_{k,e}^{(t)})^{-1} = \tilde{E}_{k,-e}^{(t)}$.
3. $(E_{k,e}^{(t)})^T = (\tilde{E}_{k,e}^{(t)})^{-1}$.
4. $B^{(t)} \tilde{E}_{k,e}^{(t)} = E_{k,e}^{(t)} B^{(t)}$.

**Notation 2.6** In the sequel, we use the notation $\tilde{A} := (A^T)^{-1}$ for an invertible matrix $A$.

### 2.2 Seed tori

We are going to associate several geometric objects to a seed pattern $s : t \mapsto (N^{(t)}, B^{(t)})$. Let $\mathbb{G}_m := \text{Spec } \mathbb{Z}[z, z^{-1}]$ be the multiplicative group. A reader unfamiliar with this notation can recognize it as $\mathbb{G}_m(k) = k^*$ by substituting a field $k$. We repeatedly use the following:

**Lemma 2.7** We have an equivalence of categories

$$\text{Lattices} \sim \text{Torii}; \quad L \mapsto T_L := \text{Hom}(L^\vee, \mathbb{G}_m).$$

Here the former is the category of finite rank lattices and the latter is the category of split algebraic tori; $L^\vee := \text{Hom}(L, \mathbb{Z})$ denotes the dual lattice of $L$.

Indeed, the inverse functor is given by $T \mapsto X_s(T) := \text{Hom}(\mathbb{G}_m, T)$. We have a natural duality $X_s(T) \cong (X^*(T^\vee))^\vee$, where $X^*(T) := \text{Hom}(T, \mathbb{G}_m)$. On the other hand, for a lattice $N$, we have a natural isomorphism $N \sim X^*(T_{N^\vee})$ given by $n \mapsto \text{ch}_n$, where $\text{ch}_n(\phi) := \phi(n)$. Taking the dual of both sides and letting $N = L^\vee$, we get $L \cong (X^*(T_L))^\vee \cong X_s(T_L)$. The character $\text{ch}_n$ on $T_{N^\vee}$ used here is called the character associated with $n \in N$.

---

1. Note that this is consistent with the notation $E_{k,e}^{(t)}$, thanks to Lemma 2.5 (3). When one considers a skew-symmetrizable exchange matrix, it should be replaced with $\tilde{A} := D(A^T)^{-1} D^{-1}$ with a positive integral diagonal matrix $D = \text{diag}(d_1, \ldots, d_N)$.
For each \( t \in \mathbb{T}_I \), we have a pair of tori \( X(t) := T_{M(t)}, A(t) := T_{N(t)} \). They are called the seed \( \mathcal{X} \)- and \( A \)-tori, respectively. The characters \( X_i^{(t)} := \text{ch}_{i_j}^{(t)} \) and \( A_i^{(t)} := \text{ch}_{j_i}^{(t)} \) are called the cluster \( \mathcal{X} \)- and \( A \)-coordinates, respectively. The ensemble map induces a monomial map \( p(t) : A(t) \to X(t) \), \( p(t)(X_i^{(t)}) = \prod_{j \in I}(A_j^{(t)})^{b_{ij}} \).

### 2.3 Cluster transformations and cluster varieties

Consider an edge \( t \xrightarrow{k} t' \) of \( \mathbb{T}_I \).

**Notation 2.8** Whenever only one edge \( t \xrightarrow{k} t' \) of \( \mathbb{T}_I \) is concerned, we denote the cluster coordinates by \( X_i := X_i^{(t)}, A_i := A_i^{(t)} \), \( X_i := X_i^{(t')} \) and \( A_i := A_i^{(t')} \).

Note that the signed mutation induces monomial isomorphisms \( \tilde{\mu}_k : X(t) \xrightarrow{\sim} X(t') \) and \( \tilde{\mu}_k : A(t) \xrightarrow{\sim} A(t') \) are given by

\[
(\tilde{\mu}_k^\epsilon)_i X_i := \begin{cases} X_k^{-1} & \text{if } i = k, \\ X_i X_k^{[b_{ik}]} & \text{if } i \neq k, \end{cases} \quad (\tilde{\mu}_k^\epsilon)^\ast A_i := \begin{cases} A_k^{-1} \prod_{j \in I} A_j^{[-\epsilon b_{kj}]} & \text{if } i = k, \\ A_i & \text{if } i \neq k. \end{cases}
\]

Pre-composing the birational automorphisms \( \mu_k^{\# \epsilon} \) given by

\[
(\mu_k^{\# \epsilon})^\ast X_i := X_i (1 + X_k^{[\epsilon] b_{ik}}) \quad \text{and} \quad (\mu_k^{\# \epsilon})^\ast A_i := A_i (1 + (p^\ast X_k)^\epsilon)^{-\delta_{ik}},
\]

we get the cluster transformations \( \mu_k := \tilde{\mu}_k \circ \mu_k^{\# \epsilon} \). Explicitly, they are given by

\[
\mu_k^\ast X_i' = \begin{cases} X_k^{-1} & \text{if } i = k, \\ X_i (1 + X_k^{-\text{sgn}(b_{ik})} b_{ik}) & \text{if } i \neq k, \end{cases}
\]

and

\[
\mu_k^\ast A_i' = \begin{cases} A_k^{-1} \prod_{j \in I} A_j^{[b_{kj}]} + \prod_{j \in I} A_j^{[-b_{kj}]} & \text{if } i = k, \\ A_i & \text{if } i \neq k, \end{cases}
\]

which do not depend on the sign \( \epsilon \). When we stress the distinction between the \( \mathcal{X} \)- and \( A \)-transformations, we write \( \mu_k^X \) and \( \mu_k^A \) instead of \( \mu_k \).

**Remark 2.9** The triple \( ((A(t))^{\mathcal{FZ}}, (A_i^{(t)})_{i \in I}, (X_i^{(t)})_{i \in I}) \) forms a seed in the sense of [16]. The variables \( A_i^{(t)} \) and \( X_i^{(t)} \) are called \( x \)-variable and \( y \)-variable respectively, in the terminology of Fomin–Zelevinsky.

**Definition 2.10** The cluster varieties \( \mathcal{X}_s \) and \( A_s \) associated with a seed pattern \( s : t \mapsto (N(t), B(t)) \) is defined by gluing the corresponding tori by cluster transformations:

\[
\mathcal{X}_s := \bigcup_{t \in \mathbb{T}_I} X(t), \quad A_s := \bigcup_{t \in \mathbb{T}_I} A(t).
\]

From the definition, each \( X(t) \) is an open subvariety of \( \mathcal{X}_s \). The pair \( (X(t), (X_i^{(t)})_{i \in I}) \) of the torus \( X(t) \) and the set of characters \( (X_i^{(t)})_{i \in I} \) is called the cluster \( \mathcal{X} \)-chart associated with \( t \in \mathbb{T}_I \). Similarly we have the notion of cluster \( A \)-charts.

**Proposition 2.11** ([8, Proposition 2.2]) The ensemble maps \( p(t) : A(t) \to X(t) \) for \( t \in \mathbb{T}_I \) commute with cluster transformations. In particular they induces a morphism \( p : A_s \to \mathcal{X}_s \).

We call the triple \( (A_s, \mathcal{X}_s, p) \) the cluster ensemble associated to the seed pattern \( s \).
2.4 Horizontal mutation loops

In this section, we give a definition of a special class of mutation loops. In brief, general mutation loops are represented by sequences of indices in \( I \) and permutations of \( I \), but here, we consider the mutation loops which can be represented without permutations. We will refer to mutation loops of this type as horizontal mutation loops. It suffices to consider only such mutation loops for the computation of algebraic entropy (see 4.1). We give a concrete definition below.

Fix a seed pattern \( s : t \mapsto (N(t), B(t)) \). We say that two vertices \( t, t' \in \mathbb{T}_I \) are \( s \)-equivalent (and write \( t \sim_s t' \)) if both vertices are assigned the same matrix: \( B(t) = B(t') \). Then, the following linear isomorphism gives a seed isomorphism:

\[
\mu^s_{t,t'} : (N(t'), B(t')) \to (N(t), B(t)) ; \quad e^s_{t,t'} \mapsto e^s_{t,t'}.
\]

Namely, it is an isomorphism of lattices with skew-symmetric bilinear forms. The \( s \)-equivalence class containing \( t \) is denoted by \([t]_s\).

An edge path \( \gamma \) from \( t \) to \( t' \) in \( \mathbb{T}_I \) is denoted by \( \gamma : t \to t' \). For such an edge path, we define the birational map \( \mu^s_{\gamma} : Z(t) \to Z(t') \) to be the composition of the birational maps associated to the edges it traverses for \( (z, Z) = (a, A), (x, X) \).

**Remark 2.12** The map \( \mu^s_{\gamma} \) only depends on the endpoints \( t \) and \( t' \), thanks to the fact that each cluster transformation is involutive.

Let \( \gamma_v : t_v \to t'_v \) be a path in \( \mathbb{T}_I \) such that \( t_v \sim_t t'_v \) for \( v = 1, 2 \). We say that \( \gamma_1 \) and \( \gamma_2 \) are \( s \)-equivalent if the following diagram commutes:

\[
\begin{array}{ccc}
Z(t_i) & \xrightarrow{i_{1,t_i}^s} & Z(t) \\
\downarrow{\mu^s_{\gamma_v}} & & \downarrow{\mu^s_{\gamma}} \\
Z(t_j) & \xrightarrow{i_{1,t_j}^s} & Z(t_2),
\end{array}
\]

for paths \( \delta : t_1 \to t_2 \) and \( \delta' : t'_1 \to t'_2 \). Here \((z, Z) = (a, A), (x, X)\) and the horizontal maps are induced by the seed isomorphisms \( i_{t_v,t_v}^s \) for \( v = 1, 2 \). Note that the commutativity of the diagram does not depend on the choice of paths \( \delta \) and \( \delta' \). The \( s \)-equivalence class containing an edge path \( \gamma \) is denoted by \([\gamma]_s\).

**Definition 2.13** A horizontal mutation loop is the \( s \)-equivalence class of an edge path \( \gamma : t \to t' \) such that \( t \sim_s t' \). For a horizontal mutation loop \( \phi = [\gamma]_s \), the path \( \gamma \) is called a representation path of \( \phi \).

**Action on the cluster varieties.** For a horizontal mutation loop \( \phi \), take a representation path \( \gamma : t \to t' \). Then we have the following composite of birational isomorphisms:

\[
\phi_{(\gamma)}^s : Z(t) \xrightarrow{\mu^s_{\gamma}} Z(t') \xrightarrow{i_{t,t'}^s} Z(t)
\]

for \((z, Z) = (a, A), (x, X)\). It induces an automorphism on the cluster variety \( Z_s \), as follows:

\[
\begin{array}{ccc}
Z(t) & \xrightarrow{\mu^s_{\gamma}} & Z(t') \\
\downarrow & & \downarrow \\
Z_s & \xrightarrow{i_{t,t'}^s} & Z(t)
\end{array}
\]

\[
\begin{array}{ccc}
Z_s & \xrightarrow{\phi^s} & Z_s
\end{array}
\]
Here the vertical maps are coordinate embeddings given by definition of the cluster variety. If \( \gamma_v : t_v \to t'_v \) for \( v = 1, 2 \) are two representation paths of \( \phi \), then the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{Z}_{(t_1)} & \xrightarrow{\mu_{\gamma_1}^z} & \mathcal{Z}_{(t'_1)} \\
\downarrow{\mu_{\gamma_2}^z} & & \downarrow{\mu_{\gamma_2'}^z} \\
\mathcal{Z}_{(t_2)} & \xrightarrow{\mu_{\gamma_2}^z} & \mathcal{Z}_{(t'_2)},
\end{array}
\]  

(2.3)

where \( \delta : t_1 \to t_2 \) and \( \delta' : t'_1 \to t'_2 \) are arbitrary paths. Indeed, the left square commutes by Remark 2.12 and the right square commutes by (2.1). Thus the birational actions on \( \mathcal{Z}_s \) induced by different representation paths are compatible with each other, and hence we get a well-defined action of \( \phi \) on \( \mathcal{Z}_s \). We call the birational map (2.2) the \textit{coordinate expression} of \( \phi \) at the vertex \( t_0 \in \mathbb{T}_I \), which only depends on the mutation loop \( \phi \) and the vertex \( t_0 \).

Later we will use the following notations: for an edge path \( \gamma : t_0 \xrightarrow{k_0} t_1 \xrightarrow{k_1} \cdots \xrightarrow{k_{h-1}} t_h \),

- \(-k := (k_0, \ldots, k_{h-1})\) and write the path as \( \gamma : t_0 \xrightarrow{k} t_h \).
- \( h(\gamma) := h \), which is referred to as the \textit{length} of \( \gamma \).
- \( \gamma^n : t_0 \xrightarrow{k} t_h \xrightarrow{k} \cdots \xrightarrow{k} t_{n+h} \) for an integer \( n \geq 1 \). Note that if \( \gamma \) represents a horizontal mutation loop \( \phi \), then \( \gamma^n \) represents a horizontal mutation loop \( \psi \) such that \( \psi_{(t_0)} = (\phi_{(t_0)}^z)^n \). Therefore we write \( \phi^n := \psi \).

**Remark 2.14** Changes of representation paths of a mutation loop are divided into the following types:

(a) A change with the initial vertex fixed, the path \( \delta \) in (2.3) being constant. For example, an elimination or addition of a round trip \( t \xrightarrow{k} t' \xrightarrow{k} t \) on an edge preserves the \( s \)-equivalence class from Remark 2.12. Likewise, one can eliminate or add a path \( \delta' \) corresponding to one of the \((h+2)\)-gon relations [8].

(b) A change of the initial vertex, the paths \( \delta : t_1 \xrightarrow{k} t_2 \) and \( \delta' : t'_1 \xrightarrow{k'} t'_2 \) in (2.3) being related as \( k = k' \). In this case, the birational maps \( \phi_{(t_1)}^z \) and \( \phi_{(t_2)}^z \) are related by the conjugation of the map \( \mu_{\delta}^z \).

**Remark 2.15** The origin of the name “horizontal” is clarified in our paper [24]. A general mutation loop can be formulated as an equivalence class of an edge path on a graph \( \mathbb{E}_I \), which is an enhancement of \( \mathbb{T}_I \) by the Cayley graph of the symmetric group \( \mathcal{S}_I \). We will call an edge of \( \mathbb{E}_I \) coming from \( \mathbb{T}_I \) (resp. the Cayley graph of \( \mathcal{S}_I \)) a horizontal edge (resp. vertical edge), in analogy with the terminology used for the mapping class groupoid [28, Section 5]. As we mentioned at the beginning of this subsection, a horizontal mutation loop can be seen as a particular element of the cluster modular group. The notation \( \phi^n \) agrees with the composition law in the cluster modular group.

**2.5 Separation formulae and the \( c, g, f \)-vectors**

Fix \( t_0 \in \mathbb{T}_I \). Then we assign the \textbf{C-matrix} \( C^{t_0} = (c_{ij}^{(t_0)})_{i, j \in I} \) to each vertex \( t \in \mathbb{T}_I \) by the following rule:

1. \( C_{t_0} = \text{Id} \),
2. For each \( t \xrightarrow{k} t' \) of \( \mathbb{T}_I \), the matrices \( C_t^{s;t_0} \) and \( C_{t'}^{s;t_0} \) are related by

\[
c'_{ij} = \begin{cases} 
-c_{ij} & i = k, \\
 c_{ij} + [b_{ik}^{(t)}]+[c_{kj}]_+ - [-b_{ik}^{(t)}]+[-c_{kj}]_+ & i \neq k.
\end{cases}
\tag{2.4}
\]

Here we write \( c_{ij} := c_{ij}^{(t)} \) and \( c_{ij} := c_{ij}^{(t')} \). Its row vectors \( c_i^{(t)} = (c_{ij}^{(t)})_{j \in I} \) are called \( c \)-vectors\(^2\). The following theorem was firstly conjectured in [17], proved in [6] for skew-symmetric case, and in [18] for skew-symmetrizable case.

**Theorem 2.16** (Sign-coherence theorem for \( c \)-vectors) For any \( t \in \mathbb{T}_I \) and \( i \in I \), \( c_i^{(t)} \in \mathbb{Z}_{\geq 0}^I \) or \( c_i^{(t)} \in \mathbb{Z}_{\leq 0}^I \).

Following [27], we define the tropical sign \( \epsilon_j^{(t)} \) to be \( + \) in the former case, and \( - \) in the latter case.

Using the identity \([\epsilon b]_+ c + b[-\epsilon c]_+ = [b]_+[c]_+ - [-b]_+[-c]_+\) for real numbers \( b, c \) and a sign \( \epsilon \in \{+, -\} \), we get

\[
c'_{ij} = c_{ij} + [\epsilon b_{ik}^{(t)}]_+ c_{kj} + b_{ik}^{(t)}[-\epsilon c_{kj}]_+
\]

for \( i \neq k \). Substituting \( \epsilon = \epsilon_k^{(t)} \), we get \( c'_{ij} = c_{ij} + [\epsilon_k^{(t)} b_{ik}^{(t)}]_+ c_{kj} \). Equivalently, we get the following:

\[
C_{t'}^{s;t_0} = E_{k,\epsilon_k^{(t)}}^{(t)} C_t^{s;t_0},
\tag{2.5}
\]

where \( E_{k,\epsilon_k^{(t)}}^{(t)} \) is defined in Sect. 2.1.

Similarly, we assign the \( G \)-matrix \( G_t^{s;t_0} = (g_{ij}^{(t)})_{i,j \in I} \) to each vertex \( t \in \mathbb{T}_I \). The \( G \)-matrix is originally defined as a grading vector of cluster \( \mathcal{A} \)-variables. See [17, Section 6]. Since it involves a bit complicated recurrence relation, we adopt here the simplified recursion given in [27] as the definition of \( G \)-matrices:

1. \( G_t^{s;t_0} = 1d \),
2. For each \( t \xrightarrow{k} t' \) of \( \mathbb{T}_I \), the matrices \( G_t^{s;t_0} \) and \( G_{t'}^{s;t_0} \) are related by

\[
G_{t'}^{s;t_0} = E_{k,\epsilon_k}^{(t)} G_t^{s;t_0}.
\tag{2.6}
\]

We refer to the row vectors \( g_i^{(t)} \) of \( G_t^{s;t_0} \) as \( g \)-vectors. The tropical duality

\[
G_t^{s;t_0} = \bar{G}_t^{s;t_0}
\tag{2.7}
\]

is a consequence of Lemma 2.5 (3), (2.5) and (2.6).

In [17, Section 3], they introduce the \( F \)-polynomials as the special values of cluster \( \mathcal{A} \)-variables (called “\( x \)-variables” in loc. cit.) with principal coefficients. In this paper, we adopt the recurrence relation discussed in [17, Section 5] as the definition of \( F \)-polynomial. Fix a vertex \( t_0 \in \mathbb{T}_I \) and \( N \) indeterminates \( y_1, \ldots, y_N \). We assign the \( i \)-th \( F \)-polynomials \( F_i^{(t)}(y_1, \ldots, y_N) \in \mathbb{Z}[y_1, \ldots, y_N] \) for \( i \in I \) to each vertex \( t \in \mathbb{T}_I \):

1. \( F_i^{(t_0)} = 1 \) for all \( i \in I \),

\(^2\) Note that, due to the conventional difference explained in Remark 2.1(2), our \( C \)-matrices are transpose of those used in [17,27]
2. For each $t \overset{k}{\rightarrow} t'$ of $\mathbb{T}_I$, the polynomials $(F_i^{(t)})_{i \in I}$ and $(F_i^{(t')})_{i \in I}$ are related by

$$F_i^{(t')} = \begin{cases} 
\frac{F_i^{(t)}}{\prod_{j \in I} y_j^{c_{ij}^{(t)}} \prod_{l \in I} (F_j^{(t)})_{l}^{c_{lj}^{(t)}} + \prod_{j \in I} y_j^{-c_{ij}^{(t)}} \prod_{l \in I} (F_j^{(t)})_{l}^{-b_{lj}^{(t)}}} & \text{if } i \neq k, \\
F_k^{(t)} & \text{if } i = k.
\end{cases}$$

Though it is not clear that $F_i^{(t)}(y_1, \ldots, y_N)$ are polynomials from the above definition, one can check it by following the discussions in [17]; it is one of the consequences of the Laurent phenomenon of cluster $\mathcal{A}$-variables [17, Proposition 3.6].

Using these concepts, we can separate the rational expression of $\mathcal{A}$- and $\mathcal{X}$-variables in initial variables into its monomial part and polynomial part. The following formulae are called the separation formulae:

**Theorem 2.17** ([17, Proposition 3.13, Corollary 6.3]) Fix a vertex $t_0 \in \mathbb{T}_I$ and write $A_i := A_i^{(t_0)}$ and $X_i := X_i^{(t_0)}$ for $i \in I$. Then for each $t \in \mathbb{T}_I$, the variables $A_i^{(t)}$ and $X_i^{(t)}$ can be written as follows:

$$A_i^{(t)} = \prod_{j=1}^N A_j^{g_{ij}^{(t)}} \cdot F_i^{(t)}(p^*X_1, \ldots, p^*X_N), \quad \quad (2.8)$$

$$X_i^{(t)} = \prod_{j=1}^N X_j^{c_{ij}^{(t)}} F_i^{(t)}(X_1, \ldots, X_N)^{b_{ij}^{(t)}}. \quad \quad (2.9)$$

The following lemma will be used to give an estimate of the algebraic entropy of the $\mathcal{X}$-transformation from below:

**Lemma 2.18** ([17, Proposition 5.2]) Each of the $F$-polynomials $F_i^{(t)}(y_1, \ldots, y_N)$ is not divisible by any $y_j$.

Fujiwara and Gyoda introduce the $F$-matrices as a linearization of $F$-polynomials in [15].

**Definition 2.19** Fix a vertex $t_0 \in \mathbb{T}_I$. For each $i \in I$ and $t \in \mathbb{T}$, let $f_{i1}^{(t)}, \ldots, f_{iN}^{(t)}$ denote the maximal degrees of $y_1, \ldots, y_N$ in the $i$-th $F$-polynomial $F_i^{(t)}(y_1, \ldots, y_N)$. Then $f_i^{(t)} := (f_{i1}^{(t)}, \ldots, f_{iN}^{(t)})$ is called the $f$-vector and $F_i^{s; t_0} := (f_{ij}^{(t)})_{i,j \in I}$ is called the $F$-matrix assigned at $t$.

Later we use some of the mutation formulae for $F$-matrices derived in [15]. For a seed pattern $s$, let $-s$ denote the seed pattern $i \mapsto (N^{(t)}, -B^{(t)})$.

**Theorem 2.20** ([15, Theorem 2.8]) Let $s$ be a seed pattern and fix $t_0 \in \mathbb{T}_I$. Then for each $t \in \mathbb{T}_I$, we have the following equations:

$$C_i^{s; t_0} = C_i^{s; t_0} + B^{(t)} F_i^{s; t_0}, \quad$$

$$G_i^{s; t_0} = G_i^{s; t_0} + F_i^{s; t_0} B^{(t)}, \quad$$

$$F_i^{s; t_0} = F_i^{s; t_0}.$$
Theorem 2.21 (15, Proposition 2.16) For any edge $t \overset{k}{\longrightarrow} t'$ in $T_I$, we have

$$F_{t'}^{\sigma; t_0} = \tilde{E}_{k, \epsilon_k}^{(t)} F_t^{\sigma; t_0} + [\epsilon_k^{(t)} C_t^{-\sigma; t_0}]_k.$$  

Here for an $N \times N$ matrix $A$,

$$[A]^k := \text{diag}(0, \ldots, 0, 1, 0, \ldots, 0) \cdot A$$

and $[A]_+$ is the matrix obtained by applying $[-]_+$ to each entries.

2.6 Tropicalizations of the cluster ensemble

Let $\mathbb{P} = (\mathbb{P}, \oplus, \cdot)$ be a semifield. For a torus $T_L$ with finite rank lattice $L$, we define $T_L(\mathbb{P}) := L \otimes_{\mathbb{Z}} \mathbb{P}^\times$. Here $\mathbb{P}^\times := (\mathbb{P}, \cdot)$ denotes the multiplicative group. A positive rational map $f : T_L \rightarrow T_{L'}$ naturally induces a map $f(\mathbb{P}) : T_L(\mathbb{P}) \rightarrow T_{L'}(\mathbb{P})$. For a more detailed (and generalized) correspondence, see [18].

Recall the character $\chi_{\ell'} \in X^*(T_L)$ associated with a point $\ell' \in L^\vee$. It induces a group homomorphism $\chi_{\ell'}(\mathbb{P}) : T_L(\mathbb{P}) \rightarrow \mathbb{P}$ by $\psi \otimes p \mapsto \langle \psi, \chi_{\ell'}(p) \rangle$. One can verify that it coincides with the evaluation map $L \otimes_{\mathbb{Z}} \mathbb{P} \rightarrow \mathbb{P}; \lambda \otimes p \mapsto \ell'(\lambda)p$. Applying them to seed tori $X(t)$ and $A(t)$, we get $X(t)(\mathbb{P}) = M(t) \otimes \mathbb{P}$ and $A(t) = N(t) \otimes \mathbb{P}$ equipped with functions

$$x_i^{(t)} := \chi_{e_i^{(t)}(\mathbb{P})} : X(t)(\mathbb{P}) \rightarrow \mathbb{P}, \quad a_i^{(t)} := \chi_{a_i^{(t)}(\mathbb{P})} : A(t)(\mathbb{P}) \rightarrow \mathbb{P}$$

which we call the tropical cluster $X$- and $A$-coordinates. Since cluster transformations are positive rational maps, they induce maps between these sets.

Definition 2.22 We define the set of $\mathbb{P}$-valued points as $X_k(\mathbb{P}) := \bigsqcup_{t \in T_I} X(t)(\mathbb{P}) / \sim$, where for each edge $t \overset{k}{\longrightarrow} t'$, two points $x \in X(t)(\mathbb{P})$ and $x' \in X(t')(\mathbb{P})$ are identified if $x' = \mu_k(\mathbb{P})(x)$. Similarly we define $A_k(\mathbb{P})$.

We are mainly interested in the case $\mathbb{P} = \mathbb{Z}^{trop}$ or $\mathbb{R}^{trop}$. These semifields are defined to be the sets $\mathbb{Z}$ and $\mathbb{R}$ equipped with min-plus operations $a \oplus b := \min\{a, b\}$, $a \cdot b := a + b$. In these cases, the tropicalized cluster transformations associated with an edge $t \overset{k}{\longrightarrow} t'$ of $T_I$ are given by

$$(\mu_k^{\sigma}(\mathbb{P}))^s x'_i = \begin{cases} -x_k & \text{if } i = k, \\ x_i - b_{ik} \min\{0, -\text{sgn}(b_{ik})x_k\} & \text{if } i \neq k. \end{cases} \quad (2.10)$$

and

$$(\mu_k^{\sigma}(\mathbb{P}))^s a'_i = \begin{cases} -a_k + \min\{\sum_{j \in I} [b_{kj}]_+ a_j, \sum_{j \in I} [-b_{kj}]_+ a_j\} & \text{if } i = k, \\ a_i & \text{if } i \neq k. \end{cases} \quad (2.11)$$

Here we abbreviate Notation 2.8 for tropical coordinates. In particular, $X_k(\mathbb{R}^{trop})$ and $A_k(\mathbb{R}^{trop})$ are piecewise linear (PL for short) manifold. The ensemble map $p(t) : A(t) \rightarrow X(t)$ induces a linear map $p(t)(\mathbb{P}) : A(t)(\mathbb{P}) \rightarrow X(t)(\mathbb{P})$, which is given by $(p(t)(\mathbb{P}))^s x_k = \sum_{i \in I} b_{ki} a_i$. 

\footnote{Springer}
3 Sign stability of mutation loops

In this section, we introduce the sign stability of (horizontal) mutation loops and state some basic properties.

3.1 Definition of the sign stability

In what follows, we mainly deal with the \( \mathbb{R}_{\text{trop}} \) or \( \mathbb{Z}_{\text{trop}} \)-valued points of cluster varieties. Therefore we omit the symbol \( \mathbb{R}_{\text{trop}} \) or \( \mathbb{Z}_{\text{trop}} \) from the tropicalizations of positive maps, for notational simplicity. Moreover we omit the symbol “\( a \)” and “\( x \)” from the superscript when no confusion can occur.

In order to obtain the presentation matrices of the tropical cluster \( \mathcal{X} \)-transformation in the case \( \mathbb{P} = \mathbb{R}_{\text{trop}} \), first we rewrite the formula (2.10). For a real number \( a \in \mathbb{R} \), let \( \text{sgn}(a) \) denote its sign:

\[
\text{sgn}(a) := \begin{cases} 
+ & \text{if } a > 0, \\
0 & \text{if } a = 0, \\
- & \text{if } a < 0.
\end{cases}
\]

**Lemma 3.1** Fix a point \( w \in \mathcal{X}(\mathbb{R}_{\text{trop}}) \). Then the tropical cluster \( \mathcal{X} \)-transformation (2.10) can be written as follows:

\[
x_i'(\mu_k(w)) = \begin{cases} 
-x_k(w) & \text{if } i = k, \\
x_i(w) + [\text{sgn}(x_k(w))b_{ik}]_+x_k(w) & \text{if } i \neq k.
\end{cases}
\]  

**Proof** Using the formula \( a[\text{sgn}(a)b]_+ = b[\text{sgn}(b)a]_+ \) for real numbers \( a, b \), we get

\[
-b_{ik} \min\{0, -\text{sgn}(b_{ik})x_k(w)\} = b_{ik}[\text{sgn}(b_{ik})x_k(w)]_+ = x_k(w)[\text{sgn}(x_k(w))b_{ik}]_+.
\]

With this lemma in mind, we consider the half-spaces

\[ \mathcal{H}_{k,\epsilon}^{x,(t)} := \{ w \in \mathcal{X}(\mathbb{R}_{\text{trop}}) | \epsilon x_k^{(t)}(w) \geq 0 \} \]

for \( k \in I, \epsilon \in \{+, -\} \) and \( t \in \mathbb{T}_I \).

Let \( \psi : V \to W \) be a PL map between two vector spaces with fixed bases. If \( \psi \) is differentiable at \( x \in V \), then the presentation matrix of the tangent map of the presentation matrix of the tangent map \( d\psi_x : T_x V \to T_{\psi(x)} W \) with respect to the given bases. When \( V = \mathcal{X}(\mathbb{R}_{\text{trop}}) \) and \( W = \mathcal{X}(\mathbb{R}_{\text{trop}}) \) for some \( t, t' \in \mathbb{T}_I \), we always consider the bases \( (f_i^{(t)})_{i \in I} \) and \( (f_i^{(t')})_{i \in I} \) respectively, unless otherwise specified.

Then we have the following immediate corollary of Lemma 3.1.

**Corollary 3.2** For \( \epsilon \in \{+, -\} \), the tropical cluster \( \mathcal{X} \)-transformation \( \mu_k : \mathcal{X}(\mathbb{R}_{\text{trop}}) \to \mathcal{X}(\mathbb{R}_{\text{trop}}) \) is differentiable at any point in \( \mathcal{H}_{k,\epsilon}^{x,(t)} \), and its presentation matrix is given by \( E_{k,\epsilon}^{x,(t)} \) there.  

\[ \text{Note that this is the presentation matrix of the signed mutation } (\tilde{\mu}_k^{\epsilon})^* : M^{(t')} \to M^{(t)} \text{. It should be understood as the transpose of the signed mutation } (\tilde{\mu}_k^{\epsilon})^* : N^{(t')} \to N^{(t)} \text{ in view of Lemma 2.5 (1) and (3) with a notice that the lattice } N^{(t)} \text{ gives functions on } \mathcal{X}(\mathbb{R}_{\text{trop}}) \cong M^{(t)} \otimes \mathbb{R}. \]

\( \text{Springer} \)
We are going to define the \textit{sign} of a path in $T_I$. In the sequel, we use the following notation.

\textbf{Notation 3.3}

1. For an edge path $\gamma : t_0 \xrightarrow{k_0} t_1 \xrightarrow{k_1} \cdots \xrightarrow{k_{h-1}} t_h$ and $i = 1, \ldots, h$, let $\gamma_{\leq i} : t_0 \xrightarrow{(k_0, \ldots, k_{i-1})} t_i$ be the sub-path of $\gamma$ from $t_0$ to $t_i$, and let $\gamma_{\leq 0}$ be the constant path at $t$.

2. Fixing the initial vertex $t_0 \in T_I$ in the sequel, we simply denote the coordinate expression of $\phi$ at $t_0$ by $\phi := \phi(t_0) : X(t_0)(\mathbb{R}^{\text{trop}}) \to X(t_0)(\mathbb{R}^{\text{trop}})$. For a point $w \in X(t_0)(\mathbb{R}^{\text{trop}})$, let $E_{\phi(t_0)}(w)$ denote the presentation matrix of $\phi$ at $w$.

\textbf{Definition 3.4 (sign of a path)} Let the notation as above, and fix a point $w \in X(t_0)(\mathbb{R}^{\text{trop}})$. Then the \textit{sign} of $\gamma$ at $w$ is the sequence $\epsilon_{\gamma}(w) = (\epsilon_0, \ldots, \epsilon_{h-1}) \in \{+, 0, -\}^h$ of signs defined by

$$
\epsilon_i := \text{sgn}(x_{k_i}^{(t_i)}(\mu_{\gamma_{\leq i}}(w)))
$$

for $i = 0, \ldots, h - 1$.

Next lemma expresses the heart of Definition 3.4.

\textbf{Lemma 3.5} Let $\epsilon = (\epsilon_0, \ldots, \epsilon_{h-1})$ be the sign of a path $\gamma$ at $w \in X(t_0)(\mathbb{R}^{\text{trop}})$. If it is strict, namely $\epsilon \in \{+, -\}^h$, then the cluster $X$-transformation $\mu_{\gamma}$ is differentiable at $w$, and the presentation matrix is given by $E_{\gamma}^\epsilon := E_{k_{h-1},\epsilon_{h-1}}^{{\epsilon_{h-1}}}(t_{h-1}) \cdots E_{k_1,\epsilon_1}^{{\epsilon_1}}(t_1) E_{k_0,\epsilon_0}^{{\epsilon_0}}(t_0)$.

Using the concept of the sign of a mutation sequence, now we define the sign stability.

\textbf{Definition 3.6 (sign stability)} Let $\gamma$ be a path as above which represents a mutation loop $\phi := [\gamma]_\lambda$. Let $\Omega \subset X(t_0)(\mathbb{R}^{\text{trop}})$ be a subset which is invariant under the rescaling action of $\mathbb{R}_{>0}$. Then we say that $\gamma$ is \textit{sign-stable} on $\Omega$ if there exists a sequence $\epsilon^\text{stab}_{\gamma,\Omega} \in \{+, -\}^h$ of strict signs such that for each $w \in \Omega \setminus \{0\}$, there exists an integer $n_0 \in \mathbb{N}$ satisfying

$$
\epsilon_{\gamma}(\phi^n(w)) = \epsilon^\text{stab}_{\gamma,\Omega}
$$

for all $n \geq n_0$. We call $\epsilon^\text{stab}_{\gamma,\Omega}$ the \textit{stable sign} of $\gamma$ on $\Omega$.

For example, if $\phi$ has an invariant ray $\mathbb{R}_{>0}w$ such that the sign $\epsilon_{\gamma}(w)$ is strict, then $\gamma$ is sign-stable on $\Omega := \mathbb{R}_{>0}w$. More interesting choices of $\Omega$ would be the set $\mathbb{R}_{>0} \cdot X(t_0)(\mathbb{Z}^{\text{trop}})$ of integral points (cf. [20]) or the union $\Omega^\text{can}(t_0)$ of the positive and negative cones which will be introduced below. See Sect. 5 for concrete examples. As a simple non-example, if $\phi$ has an invariant ray $\mathbb{R}_{>0}w$ such that the sign $\epsilon_{\gamma}(w)$ is non-strict (i.e., contains 0), then it cannot be sign-stable on any set $\Omega$ which contains $\mathbb{R}_{>0}w$.

Sign stability in particular implies that the presentation matrix of $\phi$ at each point $w \in \Omega$ stabilizes:

\textbf{Corollary 3.7} Suppose $\gamma$ is a path as above which represents a mutation loop $\phi = [\gamma]_\lambda$, and which is sign-stable on $\Omega$. Then there exists an integral $N \times N$-matrix $E_{\phi,\Omega}(t_0) \in \text{GL}_N(\mathbb{Z})$ such that for each $w \in \Omega$, there exists an integer $n_0 \geq 0$ such that $E_{\phi,\Omega}(t_0)(\phi^n(w)) = E_{\phi,\Omega}(t_0)$ for all $n \geq n_0$.

We will discuss a Perron–Frobenius property of the stable presentation matrix $E_{\phi,\Omega}(t_0)$ in Sect. 3.2.

Next lemma shows that the tropical sign for $c$-vectors can be regarded as a special case of the sign of a path $\gamma$ in $T_I$. 
Lemma 3.8 When the coordinates of $w \in \mathcal{X}(\theta_0)(\mathbb{R}^t_{\text{trop}})$ are positive, the sign $\epsilon_\gamma(w)$ coincides with the sequence of tropical signs

$$\epsilon_\gamma^{\text{trop}} := (\epsilon_{k_0}^{(\theta_0)}, \ldots, \epsilon_{k_{h-1}}^{(\theta_0)}).$$

Moreover, the PL action of $\phi$ is differentiable at any point in the interior of the non-negative cone

$$C^+_t(\theta_0) := \left\{ w \in \mathcal{X}(\theta_0)(\mathbb{R}^t_{\text{trop}}) \mid x_i^{(\theta_0)}(w) \geq 0 \text{ for } i = 1, \ldots, N \right\},$$

and its presentation matrix there coincides with the $C$-matrix $C^s_{t_0}$:

$$\phi|_{C^+_t(\theta_0)} = E_\gamma^{\text{trop}} = C^{s;0}_{t_0}.$$

Moreover, we have $E_\gamma^{\text{trop}} = G^s_{t_0}$.

Proof For $t \in \mathbb{T}_t$, $t^{\pm}(\theta_0) \in \mathcal{X}(\theta_0)(\mathbb{R}^t_{\text{trop}})$ be the unique point determined by $x_i(t^{\pm}(\theta_0)) = (\pm 1, \ldots, \pm 1)^T$. Here $x_i(t) := (x_i^1(t), \ldots, x_i^N(t))^T$. Then $t^{\pm}(\theta_0)$ belongs to the interior of the cone $C^+_t(\theta_0)$. We claim that

$$x_i(t^{\pm}(\theta_0)) = C^{s;0}_{t_0} \cdot (1, \ldots, 1)^T$$

holds for $i = 0, \ldots, h - 1$. It clearly holds for $i = 0$. For $i > 0$, from Corollary 3.2 we have

$$x_i(t^{\pm}(\theta_0)) = C^{s;0}_{t_0} \cdot (1, \ldots, 1)^T.$$

We have the following “negative” version of Lemma 3.5:

Corollary 3.9 The PL action of $\phi$ is differentiable at any point in the interior of the non-positive cone

$$C^-_t(\theta_0) := \left\{ w \in \mathcal{X}(\theta_0)(\mathbb{R}^t_{\text{trop}}) \mid x_i^{(\theta_0)}(w) \leq 0 \text{ for } i = 1, \ldots, N \right\},$$

and its presentation matrix there coincides with the $C$-matrix $C_{t_0}^{-s;0}$ for the opposite seed pattern $-s : t \mapsto (N^{(t)}, -B^{(t)}) =: (N^{(-t)}, B^{(-t)})$. Namely, we have

$$\phi|_{C^-_t(\theta_0)} = C_{t_0}^{-s;0}.$$

If we denote the sign of $\phi$ at any point in $\text{int } C^-_t(\theta_0)$ by $\epsilon^{\text{trop}}_\gamma$, we have

$$C_{t_0}^{-s;0} = E_\gamma^{\text{trop}} \text{ and } G_{t_0}^{-s;0} = \tilde{E}_\gamma^{\text{trop}}.$$
Proof Let us write $X_{(-)} := T_{M(-)}$ so that $X_{-s} = \cup_{t \in \mathbb{T}_I} X_{(-t)}$. Then one can easily see that the monomial isomorphisms $\iota(t) : X_{(t)} \rightarrow X_{(-t)}$ given by $t\iota(t)^{(t)}X_{(t)} := (X_{(t)}^{(t)})^{-1}$ for each $t \in \mathbb{T}_I$ commute with cluster transformations, and hence combine to give an isomorphism $\iota : X_{s} \rightarrow X_{-s}$. See [9, Lemma 2.1 (b)]. Moreover for two vertices $t, t' \in \mathbb{T}_I$, we have $t \sim_s t'$ if and only if $t \sim_s t'$'. Hence the $s$-equivalence class of a path in $\mathbb{T}_I$ is a $(s)$-equivalence class, and vice versa. The monomial isomorphism $\iota : X_{s} \rightarrow X_{-s}$ is equivariant for the action of each mutation loop.

The tropicalized map $t_{\text{trop}} : X_{(s)}(\mathbb{R}_{\text{trop}}) \rightarrow X_{(-s)}(\mathbb{R}_{\text{trop}})$ is represented as $-\text{Id}$ on each chart, and hence sends the non-positive cone $C^-_{(s)}$ to the non-negative cone $C^+_{(-s)}$. Therefore from Lemma 3.5, we get

$$
\phi(w_-) = (t_{\text{trop}})^{-1}(\phi(t_{\text{trop}}(w_-))) = (-\text{Id})^{-1}C_{-s}^{s}0(-\text{Id})w_- = C_{-s}^{s}0w_-
$$

for all $w_- \in \text{int} C_{-s}^-$. The remaining assertions follows from the tropical duality (2.7).

Remark 3.11 We can define a similar sign sequence for tropical $A$-transformations as follows. Fix a point $v \in A_{(s)}(\mathbb{R}_{\text{trop}})$. Then the tropical cluster $A$-transformation (2.11) can be written as follows:

$$
a'_i(\mu_k(v)) = \begin{cases} 
-a_k(v) + \sum_{j \in I}[-s\text{gn}(a_k(p(v)))b_{kj}]a_j(v) & \text{if } i = k, \\
0 & \text{if } i \neq k.
\end{cases} \tag{3.3}
$$

Indeed, it follows from $\sum_{j \in I}[b_{kj}]a_j - \sum_{j \in I}[-b_{kj}]a_j = \sum_{j \in I} b_{kj}a_j = (p_{\text{trop}})^*x_k$.

Consider the half-spaces

$$
\mathcal{H}_{k,\epsilon}^{(t)} := \{v \in A_{(s)}(\mathbb{R}_{\text{trop}}) \mid \epsilon x_k(p(w)) \geq 0\}
$$

for $k \in I, \epsilon \in \{+, -\}$ and $t \in \mathbb{T}_I$. Then for an edge $t \rightarrow t'$, the tropical cluster $A$-transformation $\mu_k : A_{(s)}(\mathbb{R}_{\text{trop}}) \rightarrow A_{(t')}(\mathbb{R}_{\text{trop}})$ is differentiable at any point in $\text{int} \mathcal{H}_{k,\epsilon}^{(t)}$ and its presentation matrix there is $E_{k,\epsilon}^{(t)}$.

3.2 Perron–Frobenius property

We say that a path $\gamma : t_0 \rightarrow t$ in $\mathbb{T}_I$ is fully-mutating if

$$\{k_0, \ldots, k_{h-1}\} = I.$$

The following is a fundamental result on the stable presentation matrix of a sign-stable mutation loop:

Theorem 3.12 (Perron–Frobenius property) Suppose $\gamma$ is a path as above which represents a mutation loop $\phi = [\gamma]$, and which is sign-stable on $\Omega$. Then the spectral radius of $E_{\phi, \Omega}^{(t_0)}$ is attained by a positive eigenvalue $\lambda_{\phi, \Omega}^{(t_0)}$, and we have $\lambda_{\phi, \Omega}^{(t_0)} \geq 1$. Moreover if either $\gamma$ is fully-mutating or $\lambda_{\phi, \Omega}^{(t_0)} > 1$, then one of the corresponding eigenvectors is given by the coordinate vector $x(w_{\phi, \Omega}) \in \mathbb{R}^I$ for some $w_{\phi, \Omega} \in C_{\gamma}^{\text{stab}} \setminus \{0\}$. © Springer
The proof will be given in Sect. 3.3. We have checked that the following conjecture holds true for a large number of examples, by using a computer. We do not know any counterexamples.

**Conjecture 3.13** For any point \( w \in \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \) and a path \( \gamma \) which represents a mutation loop, the characteristic polynomials of the matrices \( E^{\varepsilon, (w)}(\gamma) \) and \( \tilde{E}^{\varepsilon, (w)}(\gamma) \) are the same up to an overall sign \(^4\). In particular, the spectral radii of these matrices are the same.

Note that for an \( N \times N \)-matrix \( E \) with \( \det E = \pm 1 \), the characteristic polynomials of the matrices \( E \) and \( \tilde{E} \) are the same up to an overall sign if and only if the characteristic polynomial \( P_E(v) \) of \( E \) is (anti-)palindromic: \( P_E(v^{-1}) = \pm v^{-N} P_E(v) \).

**Proposition 3.14** Suppose \( \gamma : t \rightarrow t' \) is a path which represents a mutation loop. If the exchange matrix \( B(t) \) is regular, then the characteristic polynomials of \( E^{\varepsilon}(\gamma) \) and \( \tilde{E}^{\varepsilon}(\gamma) \) are the same for any sign \( \varepsilon \in \{+,-\}^{h(\gamma)} \). In particular, Conjecture 3.13 is true.

**Proof** Let \( \varepsilon \in \{+,-\}^{h(\gamma)} \). Using Lemma 2.5 (4) repeatedly, we obtain

\[
B^{(t)} \tilde{E}^{\varepsilon}(\gamma) = E^{\varepsilon}(\gamma) B^{(t)}.
\]

The assertion follows from this equation. \( \square \)

It turns out that the sign stability on the set \( \Omega_{(t_0)}^{\text{can}} := \text{int} C_{(t_0)}^+ \cup \text{int} C_{(t_0)}^- \) plays a crucial role in the sequel, and the corresponding eigenvalue \( \lambda_{\phi, (t_0)}^{(0)} \) is a canonical numerical invariant of the mutation loop \( \phi \).

**Definition 3.15** **(Cluster stretch factor)** Suppose \( \phi = \{\gamma\}_t \) is a mutation loop, and the path \( \gamma \) is sign-stable on the set \( \Omega_{(t_0)}^{\text{can}} \). Then we denote the stable presentation matrix (Corollary 3.7) by \( E_{\phi(t_0)} := E_{\phi, \Omega_{(t_0)}^{\text{can}}}^{(t_0)} \), and we call the spectral radius \( \lambda_{\phi, (t_0)}^{(0)} := \lambda_{\phi, \Omega_{(t_0)}^{\text{can}}}^{(0)} \) the cluster stretch factor of \( \phi \).

Note that from the definition, the cluster stretch factor is an algebraic integer of degree at most \( N \).

**Remark 3.16** If moreover the path \( \gamma \) as above is fully-mutating or \( \lambda_{\phi, \Omega}^{(0)} > 1 \), then the cluster stretch factor \( \lambda_{\phi, (t_0)}^{(0)} \) only depends on the mutation loop \( \phi \). Indeed, if \( \phi \) also admits a representation path \( \gamma' : t'_0 \rightarrow t' \) which is sign-stable on \( \Omega_{(t'_0)}^{\text{can}} \), then choosing a path \( \delta : t_0 \rightarrow t'_0 \), we get the relation

\[
(d\phi(t_0))_{\mu_{\delta}(w)} \circ (d\mu_{\delta})_{w} = (d\mu_{\delta})_{\phi(t_0)(w)} \circ (d\phi(t_0))_{w}
\]

for any point \( w \in \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \). When \( w = w_{\phi, \Omega} \) with \( \Omega := \Omega_{(t_0)}^{\text{can}} \), then we have \( \phi(t_0)(w_{\phi, \Omega}) = \lambda_{\phi, \Omega}^{(0)} w_{\phi, \Omega} \) and in particular the points \( w_{\phi, \Omega} \) and \( \phi(t_0)(w_{\phi, \Omega}) \) have the same sign for any path \( \delta \). Denote the common presentation matrix of the PL map \( \mu_{\delta} \) at these points by \( M \). Then (3.4) implies that

\[
E_{\phi(t_0)}^{(t'_0)} = M E_{\phi(t_0)}^{(t_0)} M^{-1},
\]

hence the spectral radii \( \lambda_{\phi}^{(0)} \) and \( \lambda_{\phi, (t_0)}^{(0)} \) are the same. In this case, we simply write \( \lambda_{\phi} := \lambda_{\phi, (t_0)}^{(0)} \).

\(^4\) The conjecture of this form is based on a suggestion by Yuma Mizuno.
3.3 Proof of Theorem 3.12

Fix a mutation loop \( \phi \in \Gamma_k \) and its representation path \( \gamma : t_0 \to t \) with \( h(\gamma) = h \). For a sign \( \epsilon \in \{+, -\}^h \) we define the cone \( C^\epsilon_\gamma \) as

\[
C^\epsilon_\gamma := \text{rel.cl}\{w \in X(n)(\mathbb{R}^{\text{trop}}) \mid \epsilon \gamma(w) = \epsilon \} \subset X(n)(\mathbb{R}^{\text{trop}}),
\]

where \text{rel.cl} denotes the relative closure.

**Proposition 3.17** The sign cone \( C^\epsilon_\gamma \) is polyhedral and convex.

**Proof** Let

\[
\gamma : t_0 \xrightarrow{k_0} t_1 \xrightarrow{k_1} \cdots \xrightarrow{k_h} t_h.
\]

By definition, one can verify that

\[
C^\epsilon_\gamma := \bigcap_{i=0}^{h-1} \mu^{-1}_{\gamma \leq i}(\mathcal{H}_{k_i, \epsilon_i}),
\]

where \( \mu_{\leq 0} := \text{id} \). We will prove the claim by induction on the length of the path \( \gamma \).

In the case \( h(\gamma) = 1 \), the cone \( C^\epsilon_\gamma \) is nothing but the half space \( \mathcal{H}^{(1)}_{h_0, \epsilon_0} \), so it is clearly polyhedral and convex.

In the case \( h(\gamma) = h > 1 \), we put \( \epsilon' := (\epsilon_0, \ldots, \epsilon_{h-2}) \), \( \gamma' := \gamma_{\leq h-1} \), \( \gamma'' := \gamma_{\leq h-2} \) and \( \mathcal{H}_i := \mathcal{H}^{(1)}_{h_i, \epsilon_i} \) for \( i = 0, \ldots, h - 1 \). Then,

\[
C^\epsilon_\gamma = C^\epsilon_{\gamma'} \cap \mu^{-1}_{\gamma''}(\mathcal{H}_{h-1})
= \mu^{-1}_{\gamma''}(\mu_{\gamma''}(C^\epsilon_{\gamma'}) \cap \mu^{-1}_{\gamma''}(\mathcal{H}_{h-1}))
= \mu^{-1}_{\gamma''}(\mu_{\gamma''}(C^\epsilon_{\gamma'}) \cap \mathcal{H}_{h-2} \cap \mu^{-1}_{\gamma''}(\mathcal{H}_{h-1})).
\]

Here, the last equation follows from

\[
\mu_{\gamma''}(C^\epsilon_{\gamma'}) = \mu_{\gamma''}(\mathcal{H}_0) \cap \mu_{\gamma''}(\mu^{-1}_{\gamma \leq 1}(\mathcal{H}_1)) \cap \cdots \cap \mathcal{H}_{h-2}.
\]

Since \( \mu_{\gamma''} \) is linear on the cone \( C^\epsilon_{\gamma'} \), which is convex and polyhedral by the induction hypothesis, the image \( \mu_{\gamma''}(C^\epsilon_{\gamma'}) \) is also convex and polyhedral. Since the bent locus of the boundary of \( \mu^{-1}_{\gamma''}(\mathcal{H}_{h-1}) \) is contained in the boundary of \( \mathcal{H}_{h-2} \), the intersection \( \mathcal{H}_{h-2} \cap \mu^{-1}_{\gamma''}(\mathcal{H}_{h-1}) \) is the same as the intersection of two half-spaces, so it is also convex and polyhedral.

Thus the intersection \( \mu_{\gamma''}(C^\epsilon_{\gamma'}) \cap \mathcal{H}_{h-2} \cap \mu^{-1}_{\gamma''}(\mathcal{H}_{h-1}) \) is a convex polyhedral cone, and so is the cone \( C^\epsilon_\gamma \) since it is the inverse image under the linear map \( \mu_{k_{h-2}} |_{\tau_{h-2}} \).

In order to prove Theorem 3.12, we recall the notion of dual cones.

**Definition 3.18** (Dual cone) Let \( C \) be a convex cone in a finite dimensional vector space \( V \).

1. The dimension \( \text{dim} \ C \) of \( C \) is the dimension of the smallest subspace of \( V \) containing \( C \).
2. The dual cone \( C^\vee \) of \( C \) is a cone in the dual space \( V^* \), defined by

\[
C^\vee := \{n \in V^* \mid \langle n, v \rangle \geq 0 \text{ for all } v \in C\}.
\]

The following lemma is well-known.
Lemma 3.19
1. A convex cone $C \subset V$ is strictly convex if and only if $\dim C^\vee = \dim V$.
2. For two convex cones $C_1, C_2 \subset V$, $(C_1 \cap C_2)^\vee = C_1^\vee + C_2^\vee$.

Proposition 3.20 The sign cone $C^\epsilon_\gamma$ is strictly convex if $\gamma$ is fully-mutating.

Proof Let $\gamma$ be as in (3.5). For each $i = 0, 1, \ldots, h - 1$, we have

$$
\mu_{Y_{\leq i}}^{-1}(\mathcal{H}^{(t_i)}_{k_i, \epsilon_i}) = \{ w' \in X_{\leq 0}(\mathbb{R}^{\text{trop}}) \mid \langle \epsilon_i \cdot e^{(t_i)}_{k_i}, w' \rangle \geq 0 \}
$$

$$=
\{ w \in X_{\leq 0}(\mathbb{R}^{\text{trop}}) \mid \langle \epsilon_i \cdot e^{(t_i)}_{k_i}, \mu_{Y_{\leq i}}(w) \rangle \geq 0 \}
$$

$$=
\{ w \in X_{\leq 0}(\mathbb{R}^{\text{trop}}) \mid \langle \epsilon_i \cdot e^{(t_i)}_{k_i}, E_{Y_{\leq i}} \cdot w \rangle \geq 0 \}
$$

$$=
\{ w \in X_{\leq 0}(\mathbb{R}^{\text{trop}}) \mid \langle \epsilon_i \cdot (E_{Y_{\leq i}})^T \cdot e^{(t_i)}_{k_i}, w \rangle \geq 0 \},
$$

where $\epsilon_{\leq i} = (\epsilon_0, \ldots, \epsilon_{i-1})$. Since $(e^{(t_i)}_{j})_j$ is the basis of $N^{(t_i)}$, $c_i := (E_{Y_{\leq i}})^T \cdot e^{(t_i)}_{k_i}$ is the $k_i$-th row vector of $E_{Y_{\leq i}}$. Thus,

$$
(C^\epsilon_\gamma)^\vee = \sum_{i=0}^{h-1} \left( \mu_{Y_{\leq i}}^{-1}(\mathcal{H}^{(t_i)}_{k_i, \epsilon_i}) \right)^\vee 
$$

(by (3.6) and Lemma 3.19(2))

$$=
\sum_{i=0}^{h-1} \mathbb{R}_{\geq 0} \epsilon_i \cdot c_i
$$

Now we claim that

$$\text{span}_{\mathbb{R}}(c_{v})_{v=0}^j = \text{span}_{\mathbb{R}}(c_{k_v}^{(t_0)})_{v=0}^j
$$

holds for $0 \leq j \leq h - 1$. Indeed, with a notice that the matrices $E_{k,v}^{(t_i)}$ are row operator matrices (except for the $-1$ at the $(k,v)$-entry), one can easily see that the inclusion “$\subseteq$” holds. To prove the converse inclusion “$\supseteq$”, we proceed by induction on $j$. For $j = 0$, it is obvious since $c_{k_0}^{(t_0)} = c_0$. Assume the $j$-th step of the induction. If $k_{j+1} \in \{k_0, \ldots, k_j\}$, then the claim is also obvious. If $k_{j+1} \notin \{k_0, \ldots, k_j\}$, then the matrix $E_{Y_{\leq j+1}}$ does not include the row operation on the $k_{j+1}$-th row, and hence its $k_{j+1}$-th column vector is still the basis vector. Hence

$$c_{j+1} - c_{k_{j+1}}^{(t_0)} \in \text{span}_{\mathbb{R}}(c_{k_v}^{(t_0)})_{v=0}^j = \text{span}_{\mathbb{R}}(c_{v})_{v=0}^j
$$

by the fact that $c_{j+1} \in \text{span}_{\mathbb{R}}(c_{k_v}^{(t_0)})_{v=0}^{j+1}$ which we have confirmed and the induction hypothesis. Thus the claim is proved. Hence $\dim((C^\epsilon_\gamma)^\vee) = N$ by the fully-mutating condition, which implies the assertion by Lemma 3.19(1).

Proof of Theorem 3.12 Let us first consider the case where the path $\gamma$ is fully-mutating. In this case, by Proposition 3.20 the sign cone $C^\epsilon_\gamma$ is strictly convex, and so is the cone

$$C^\text{stab}_\gamma := \bigcap_{n \geq 1} C^\epsilon_\gamma \cap X^{(t_0)}/n,
$$

which is also $E_\phi$-stable by definition. Here, $(c^\text{stab}_\gamma)^n := (c^\text{stab}_\gamma, \ldots, c^\text{stab}_\gamma)$. Then by [2, Chapter 1, Theorem 3.2], the spectral radius $\rho(E_\phi^{(t_0)})$ is an eigenvalue and the cone $C^\epsilon_\gamma$ contains $\boxright$ Springer
a corresponding eigenvector \( w_{\phi, \Omega} \). Since \( \det E_{\phi}^{(n_0)} = \pm 1 \), we have \( \rho(E_{\phi}^{(n_0)}) \geq 1 \) and the assertion is proved.

Let us consider the case where the spectral radius \( \rho(E_{\phi}^{(n_0)}) > 1 \), and \( \gamma \) is not necessarily fully-mutating. Write \( \gamma \) as in (3.5). Let \( I(\gamma) := \{ k_0, \ldots, k_{n-1} \} \subset I \), and \( \overline{\phi} \) be the seed pattern with the seed

\[
\left( N^{(n_0)}|_{I(\gamma)} := \bigoplus_{i \in I(\gamma)} \mathbb{Z} e_i^{(n_0)}, B^{(n_0)}|_{I(\gamma)} := (b_{ij}^{(n_0)})_{i, j \in I(\gamma)} \right)
\]

at the initial vertex \( t_0 \). Then \( \gamma \) can be regarded as an edge path in \( \mathbb{T}_{I(\gamma)} \), which is fully-mutating and represents a mutation loop \( \overline{\phi} := [\gamma]_{\mathbb{F}} \). From the form of the matrices \( E_{k, \epsilon}^{(\gamma)} \) (recall Remark 2.4), we have the block-decomposition

\[
E_{\phi}^{(n_0)} = \begin{pmatrix} E_{\phi}^{(n_0)} & 0 \\ X_{\phi}^{(n_0)} & 1 \end{pmatrix}
\]

with respect to the direct sum decomposition \( X_{\phi}^{(n_0)}(\mathbb{R}^{\text{trop}}) = \mathbb{R} I = \mathbb{R} I(\gamma) \oplus \mathbb{R} I(\gamma) \) for some \( |I \setminus I(\gamma)| \times |I(\gamma)| \)-matrix \( X_{\phi}^{(n_0)} \) and the stable presentation matrix \( E_{\phi}^{(n_0)} \) of the mutation loop \( \overline{\phi} \). In particular, \( \rho(E_{\phi}^{(n_0)}) = \rho(E_{\phi}^{(n_0)}) \). Then by applying the argument above to \( E_{\phi}^{(n_0)} \), we see that \( \rho(E_{\phi}^{(n_0)}) \) is an eigenvalue of \( E_{\phi}^{(n_0)} \), hence of \( E_{\phi}^{(n_0)} \). One of the corresponding eigenvector of the latter is given by

\[
w_{\phi, \Omega} := \left( w_{\phi, \Omega}, \frac{X_{\phi}^{(n_0)} w_{\phi, \Omega}}{\lambda_{\phi}^{(n_0)} - 1} \right),
\]

where \( \overline{\Omega} \subset X_{\mathbb{F}}(\mathbb{R}^{\text{trop}}) \) is the image of \( \Omega \) under the projection \( \pi : X_{\mathbb{F}}(\mathbb{R}^{\text{trop}}) \to X_{\mathbb{F}}(\mathbb{R}^{\text{trop}}) \) determined by \( \pi^* X_{i}^{(n_0)} := X_{i}^{(n_0)} \) for \( i \in I(\gamma) \). Thus the theorem is proved.

\[\square\]

\textbf{Remark 3.21} From the proof, the statements in Theorem 3.12 still holds if the cone \( C_{\gamma, n}^{(\text{stab})} \) is strictly convex for some \( n \geq 1 \). This generalization is useful when we deal with a general mutation loop including permutations of indices. See Remark 5.9.

\section{4 Algebraic entropy of cluster transformations}

Let us first recall the definition of the algebraic entropy following [3].

For a rational function \( f(u_1, \ldots, u_N) \) over \( \mathbb{Q} \) on \( N \) variables, write it as \( f(u) = g(u)/h(u) \) for two polynomials \( g \) and \( h \) without common factors. Then the degree of \( f \), denoted by \( \deg f \), is defined to be the maximum of the degrees of the constituent polynomials \( g \) and \( h \). For a homomorphism \( \varphi^* : \mathbb{Q}(u_1, \ldots, u_N) \to \mathbb{Q}(u_1, \ldots, u_N) \) between the field of rational functions on \( N \) variables, let \( \varphi_i := \varphi^*(u_i) \) for \( i = 1, \ldots, N \). Since \( \mathbb{Q}(u_1, \ldots, u_N) \) is the field of rational functions on the algebraic torus \( \mathbb{G}_m^N \) equipped with coordinate functions \( u_1, \ldots, u_N \), the homomorphism \( \varphi^* \) can be regarded as the pull-back action via a rational map \( \varphi : \mathbb{G}_m^N \to \mathbb{G}_m^N \) between algebraic tori. We define the degree of \( \varphi \) to be the maximum of the degrees \( \deg \varphi_1, \ldots, \deg \varphi_N \) and denote it by \( \deg(\varphi) \).
Definition 4.1 (Bellon–Viallet [3]) The algebraic entropy $\mathcal{E}_\phi$ of a rational map $\phi : \mathbb{G}_m^N \to \mathbb{G}_m^N$ is defined as
\[
\mathcal{E}_\phi := \limsup_{n \to \infty} \frac{1}{n} \log(\text{deg}(\phi^n)).
\]
Since $\text{deg}(\phi^n) \leq \text{deg}(\phi)^n$, the algebraic entropy is always finite. Here are basic properties:

- For any rational map $\phi : \mathbb{G}_m^N \to \mathbb{G}_m^N$ and an integer $m \geq 0$, we have
\[
\mathcal{E}_{\phi^m} = m \mathcal{E}_\phi. \tag{4.1}
\]

- The algebraic entropy is conjugation-invariant. Namely, we have
\[
\mathcal{E}_{\phi \circ f \circ -1} = \mathcal{E}_\phi \tag{4.2}
\]
for a rational map $\phi : \mathbb{G}_m^N \to \mathbb{G}_m^N$ and a birational map $f : \mathbb{G}_m^{N} \to \mathbb{G}_m^{N}$.

Our aim is to compute the algebraic entropies of cluster transformations induced by a sign-stable mutation loop. For a mutation loop $\phi$, let us write $\mathcal{E}_{\phi}^z := \mathcal{E}_{\phi^z}$ for $z = a, x$. Here is our main theorem:

**Theorem 4.2** Let $\phi = [\gamma]_k$ be a mutation loop with a representation path $\gamma : t_0 \to t_h$ which is sign-stable on the set $\Omega_{(t_0)}$. Then we have
\[
\log \rho(\mathcal{E}_{\phi}^{(t_0)}) \leq \mathcal{E}_\phi^u \leq \log R_{\phi}^{(t_0)},
\]
\[
\log \rho(\mathcal{E}_{\phi}^{(t_0)}) \leq \mathcal{E}_\phi^l \leq \log R_{\phi}^{(t_0)}.
\]
Here $R_{\phi}^{(t_0)} := \max\{\rho(E_{\phi}^{(t_0)}), \rho(\mathcal{E}_{\phi}^{(t_0)})\}$. Note that if Conjecture 3.13 holds true, then we get $R_{\phi}^{(t_0)} = \rho(E_{\phi}^{(t_0)} = \rho(\mathcal{E}_{\phi}^{(t_0)}) = \lambda_{\phi}$. In particular we obtain Corollary 1.2.

Before proceeding to the proof, let us prepare some notations. Recall that for a representation path $\gamma : t_0 \to t_h$ of the mutation loop $\phi$, the path $\gamma^n : t_0 \to t_h \to \ldots \to t_{nh}$ represents the mutation loop $\phi^n$. We denote the data attached to the vertex $t_{nh}$ with a superscript $(n)$. For instance, $A_{i}^{(n)} := A_{i}^{(t_{nh})}$, $X_{i}^{(n)} := X_{i}^{(t_{nh})}$, and so on. We simply write $E_{\phi} := E_{\phi}^{(t_0)}$ and $R_{\phi} := R_{\phi}^{(t_0)}$.

### 4.1 Estimate of the entropy from below

For an $N \times N$-matrix $M = (m_{ij})_{i,j=1,\ldots,N}$, let $\|M\|_{\text{max}} := \max_{i,j=1,\ldots,N} |m_{ij}|$ denote the uniform norm. Since any two norms on $\mathbb{R}^N$ are equivalent, there exists a universal constant $K > 0$ such that $K^{-1} \| \cdot \|_\infty \leq \| \cdot \|_1 \leq K \| \cdot \|_\infty$ on $\mathbb{R}^N$.

**Lemma 4.3** For any $n \geq 0$, we have $\text{deg}((\phi^x)^n) \geq K^{-1} \| C^{(n)} \|_{\text{max}}$.

**Proof** Recall the separation formula (2.9). With the help of Lemma 2.18, we get
\[
\text{deg}(X_{i}^{(n)}) \geq \text{deg}(X_{1}^{(n)} \ldots X_{N}^{(n)}) = \| \mathcal{E}_{i}^{(n)} \|_1 \geq K^{-1} \| \mathcal{E}_{i}^{(n)} \|_\infty.
\]
Hence we have
\[
\text{deg}((\phi^x)^n) = \max_{i=1,\ldots,N} \text{deg}(X_{i}^{(n)}) \geq K^{-1} \max_{i=1,\ldots,N} \| \mathcal{E}_{i}^{(n)} \|_\infty = K^{-1} \| C^{(n)} \|_{\text{max}}.
\]
Let $C^{(n)}$ (resp. $G^{(n)}$) denote the $C$-matrix (resp. $G$-matrix) associated to the seed pattern $-s : t \mapsto (N^{(t)}, -B^{(t)})$.

**Lemma 4.4** For any $n \geq 0$, we have $\deg((\phi_a^n)) \geq \|G^{(n)}\|_{\text{max}} / 2$.

**Proof** Here note that the separation formula (2.8) itself does not give a reduced expression for the rational function $A_i^{(t)}$. For $t \in T_I$ and $i \in I$, we have

$$F_i^{(t)} = \sum_{m \in M_i^{(t)}} m_k,$$

where the set $M_i^{(t)}$ consists of integer vectors $m = (m_1, \ldots, m_N)$ with non-negative coordinates such that $0 \leq m_j \leq f^{(t)}_{ij}$ for all $j \in I$. Note that $f^{(t)}_{ij} \in M_i^{(t)}$. Using $\delta^{(t)}_{ij} := \max\{-\sum_k m_kb_{kj}^{(t)}\} + |m \in M_i^{(t)}|$, the reduced expression of $F_i^{(t)}(p^*X_1, \ldots, p^*X_N)$ can be written as

$$F_i^{(t)}(p^*X_1, \ldots, p^*X_N) = \sum_{m \in M_i^{(t)}} \prod_j A_j^{m_kb_{kj}^{(t)} + \delta^{(t)}_{ij}}.$$

Then the expression

$$A_i^{(t)} = \prod_j A_j^{[g^{(t)}_{ij}]^+} \sum_{m \in M_i^{(t)}} \prod_j A_j^{\sum_k m_kb_{kj}^{(t)} + \delta^{(t)}_{ij}}.$$

which is obtained from (2.8), may fail to be a reduced expression only for the reason that the numerator $\prod_j A_j^{[g^{(t)}_{ij}]^+}$ may have a common factor with the denominator $\prod_j A_j^{\delta^{(t)}_{ij}}$. For each $j \in I$, let $\deg_{A_j}$ denote the degree as a rational function of $A_j$, other variables being regarded as coefficients.

The case $\delta^{(t)}_{ij} = 0$: In this case, the monomial $A_j^{\delta^{(t)}_{ij}}$ has no common factors with other terms.

When $g^{(t)}_{ij} \geq 0$,

$$\deg_{A_j}(A_i^{(t)}) \geq g^{(t)}_{ij} + \sum_k f^{(t)}_{ik} b^{(t)}_{kj} = \left| g^{(t)}_{ij} + \sum_k f^{(t)}_{ik} b^{(t)}_{kj} \right|.$$When $g^{(t)}_{ij} \leq 0$,

$$\deg_{A_j}(A_i^{(t)}) \geq \max\{|g^{(t)}_{ij}|, \sum_k f^{(t)}_{ik} b^{(t)}_{kj}\} \geq \frac{1}{2} \left( |g^{(t)}_{ij}| + \sum_k f^{(t)}_{ik} b^{(t)}_{kj} \right) \geq \frac{1}{2} \left( |g^{(t)}_{ij}| + \sum_k f^{(t)}_{ik} b^{(t)}_{kj} \right).$$
The case $\delta^{(t)}_{ij} > 0$: When $g_{ij} \leq 0$, still there cannot be a cancellation, and hence
\[
\deg_{A_j}(A_i^{(t)}) \geq \max \left\{ |g_{ij}^{(t)} - \delta_{ij}^{(t)}|, \left| \sum_k f^{(t)}_{ik} b^{(t)}_{kj} + \delta_{ij}^{(t)} \right| \right\} 
\geq \frac{1}{2} \left( |g_{ij}^{(t)}| + \left| \sum_k f^{(t)}_{ik} b^{(t)}_{kj} + \delta_{ij}^{(t)} \right| \right) \geq \frac{1}{2} \left( |g_{ij}^{(t)}| + \left| \sum_k f^{(t)}_{ik} b^{(t)}_{kj} \right| \right). 
\]

When $g_{ij} \geq 0$, a reduction can occur but still we have
\[
\deg_{A_j}(A_i^{(t)}) \geq \begin{cases} 
(g_{ij}^{(t)} - \delta_{ij}^{(t)}) + \left( \sum_k f^{(t)}_{ik} b^{(t)}_{kj} + \delta_{ij}^{(t)} \right) & \text{if } g_{ij}^{(t)} - \delta_{ij}^{(t)} \geq 0, \\
\max \left\{ |g_{ij}^{(t)} - \delta_{ij}^{(t)}|, \left| \sum_k f^{(t)}_{ik} b^{(t)}_{kj} + \delta_{ij}^{(t)} \right| \right\} & \text{if } g_{ij}^{(t)} - \delta_{ij}^{(t)} \leq 0
\end{cases}
\geq \frac{1}{2} \left( |g_{ij}^{(t)}| + \left| \sum_k f^{(t)}_{ik} b^{(t)}_{kj} + \delta_{ij}^{(t)} \right| \right) \geq \frac{1}{2} \left( |g_{ij}^{(t)}| + \left| \sum_k f^{(t)}_{ik} b^{(t)}_{kj} \right| \right). 
\]

By summarizing above inequalities and applying to the case $t = t_{nh}$, we get
\[
\deg_{A_j}(A_i^{(n)}) \geq \frac{1}{2} \left| g_{ij}^{(n)} + \sum_k f^{(n)}_{ik} b^{(n)}_{kj} \right|. 
\]

Thus we have
\[
\deg((\phi^n)^{(n)}) = \max_{i \in I} \deg(A_i^{(n)}) \geq \max_{i, j \in I} \left\{ \deg_{A_j}(A_i^{(n)}) \right\} \geq \frac{1}{2} \left\| G^{(n)} + F^{(n)} B^{(n)} \right\|_{\max} = \frac{1}{2} \left\| G^{(n)} \right\|_{\max}. 
\]

Here the last equation follows from the second equation given in Theorem 2.20.

**Remark 4.5** A similar estimate of $\deg((\phi^n)^{(n)})$ using $D$-matrices (which have $d$-vectors as column vectors) might be easier. However we do not know if the linear independence of $d$-vectors holds in general, which we would need in the proof of Proposition 4.7 below.

**Lemma 4.6** Suppose that the representation path $\gamma$ of $\phi$ is sign-stable on $\Omega_{(t_0)}^{\text{can}}$. Then there exists an integer $n_0 \geq 0$ such that
\[
C^{(n+1)} = E_\phi C^{(n)}, \quad \overline{C}^{(n+1)} = E_{\overline{\phi}} \overline{C}^{(n)}, \\
G^{(n+1)} = \hat{E}_\phi G^{(n)}, \quad \overline{G}^{(n+1)} = \hat{E}_{\overline{\phi}} \overline{G}^{(n)}
\]
for all $n \geq n_0$.

**Proof** From Lemma 3.8, the $C$-matrix $C^{(n)}$ assigned to the endpoint of the $n$-th iterated path $\gamma^{(n)}$ is given by the matrix $E_{\gamma^{(n)}}^{\text{top}}$. Moreover, the sequence $\epsilon_{\gamma^{(n)}}$ of tropical signs coincides with the sign at any point $w$ in $\text{int} \, C^{(n)}$. In particular, we have the recurrence relation $C^{(n+1)} = E_{\gamma^{(n)}}^{(\phi^{(n)}(w))} C^{(n)}$ for all $n \geq 0$. Since $\gamma$ is assumed to be sign-stable on $\text{int} \, C^{(0)}$, there exists an integer $n_1 \geq 0$ such that $\epsilon_{\gamma^{(n)}}(\phi^{(n)}(w)) = \epsilon_{\gamma^{(n)}}^{\text{stab}}$ for all $n \geq n_1$. Thus we have $C^{(n+1)} = E_{\phi^{(n)}} C^{(n)}$ for all $n \geq n_1$.

Similarly from Corollary 3.9, we get $\overline{C}^{(n+1)} = E_{\gamma^{(n)}}^{(\phi^{(n)}(w_-))} \overline{C}^{(n)}$ for any $w_- \in \text{int} \, C^{(0)}$. Since $\phi$ is also sign-stable on $\text{int} \, C^{(0)}$, there exists an integer $n_2 \geq 0$ such that $\epsilon_{\gamma^{(n)}}(\phi^{(n)}(w_-)) = \epsilon_{\gamma^{(n)}}^{\text{stab}}$ and $\overline{C}^{(n+1)} = E_{\overline{\phi}} \overline{C}^{(n)}$ for $n \geq n_2$. Putting $n_0 := \max\{n_1, n_2\}$, we get the desired
assertion for $C$-matrices. The proof of the assertions for $G$-matrices follows from the same line of arguments.

Combining Lemmas 4.3 and 4.6, we get an estimate of the algebraic entropies $\mathcal{E}_\phi^x$ and $\mathcal{E}_\phi^a$ from below:

**Proposition 4.7** We have $\mathcal{E}_\phi^x \geq \log \rho (E_\phi)$ and $\mathcal{E}_\phi^a \geq \log \rho (\tilde{E}_\phi)$.

**Proof** From Lemma 4.6, there exists $n_0 \geq 0$ such that $C^{(n)} = E_{\phi}^{n-n_0}C^{(n_0)}$. Combining with the first estimate in Lemma 4.3, we get

$$\mathcal{E}_\phi^x = \limsup_{n \to \infty} \frac{1}{n} \log \deg(\phi^x)^n$$

$$\geq \limsup_{n \to \infty} \left( \frac{1}{n} \log \| C^{(n)} \|_{\max} + \frac{1}{n} \log K^{-1} \right)$$

$$= \limsup_{n \to \infty} \frac{1}{n} \log \| E_{\phi}^{n-n_0}C^{(n_0)} \|_{\max}$$

$$= \Lambda_{E_\phi} (C^{(n_0)}).$$

Here $\Lambda_{E_\phi} (C^{(n_0)}) := \max_{j=1, \ldots, N} \Lambda_{E_\phi} (\tilde{c}_j^{(n_0)})$ with $C^{(n_0)} = (\tilde{c}_1^{(n_0)}, \ldots, \tilde{c}_N^{(n_0)})$, and $\Lambda_{E_\phi} (\cdot)$ denotes the Lyapunov exponent. See “Appendix A.2”. Since $C^{(n_0)}$ is invertible, the column vectors $\tilde{c}_j^{(n_0)}$ are linearly independent. Hence the maximum of their Lyapunov exponents attains the logarithm of the spectral radius $\rho (E_\phi)$ from Corollary A.3. Thus we get $\mathcal{E}_\phi^x \geq \log \rho (E_\phi)$. The proof of the second estimate follows from the same line of arguments.

**4.2 Estimate of the entropy from above**

**Lemma 4.8** Let $K' := KN \max_{i,j} |b_{ji}| \geq K > 0$. Then for any $n \geq 0$, we have

$$\deg ((\phi^x)^n) \leq K' (\| C^{(n)} \|_{\max} + \| F^{(n)} \|_{\max}),$$

$$\deg ((\phi^a)^n) \leq K' (\| G^{(n)} \|_{\max} + \| F^{(n)} \|_{\max}).$$

**Proof** From the separation formula (2.9), we get

$$\deg X_i^{(n)} \leq \deg(\varphi_1^{(n)} \cdots \varphi_N^{(n)}) + \sum_{j=1}^N |b_{ji}| \deg (F_j^{(n)})$$

$$\leq \| \tilde{c}_i^{(n)} \|_{1} + \max_k |b_{ki}| \cdot \sum_{j=1}^N \| \tilde{f}_j^{(n)} \|_{1}$$

$$\leq K \| \tilde{c}_i^{(n)} \|_{\infty} + \max_k |b_{ki}| \cdot \sum_{j=1}^N K \| \tilde{f}_j^{(n)} \|_{\infty}$$

$$\leq K' \max_{j=1,\ldots,N} \| \tilde{c}_j^{(n)} \|_{\infty} + K' \max_{j=1,\ldots,N} \| \tilde{f}_j^{(n)} \|_{\infty}$$

$$= K' (\| C^{(n)} \|_{\max} + \| F^{(n)} \|_{\max}).$$

Similarly from the separation formula (2.8), we get

$$\deg A_i^{(n)} \leq \deg(A_1^{(n)} \cdots A_N^{(n)}) + \deg (F_i^{(n)}) \deg (p_{th})$$
Lemma 4.10 Suppose the representation path $\gamma$ of $\phi$ is sign-stable on $\Omega^{\text{can}}_{(t)},$ Then there exists an integer $n_0 \geq 0$ such that

$$F^{(n+1)} = \tilde{E}_\phi F^{(n)} + \left( \sum_{m=0}^{h-1} \tilde{E}_h \cdots \tilde{E}_{h-m} \cdot \epsilon_{h-m-1} \Delta_{kh-m-1} \cdot E_{h-m-2} \cdots E_{-1} \right) \overline{C}^{(n)}$$

for all $n \geq n_0.$ Here

- $k = (k_0, \ldots, k_{h-1}),$
- $\epsilon^{\text{stab}}_\gamma = (\epsilon_1, \ldots, \epsilon_h)$ is the stable sign,
- $E_r = E_{kr, \epsilon_r}$ and $\tilde{E}_r = \tilde{E}_{kr, \epsilon_r}$ for $r = 0, \ldots, h-1,$
- $E_{-1} = \tilde{E}_h := \text{Id},$ and
- $\Delta_k := \text{diag}(0, \ldots, 0, 1, 0, \ldots, 0).$

Proof This is a consequence of an iterated application of Theorem 2.21. Here note that the sign stability on the set $\Omega^{\text{can}}_{(t)}$ implies that the two sign sequences $\epsilon_\gamma(\phi^n(w))$ and $\epsilon_\gamma(\phi^n(w_-))$ for $w \in \text{int} C^+_{(t)}$ and $w_- \in \text{int} C^-_{(t)}$ stabilize to the same stable sign $\epsilon^{\text{stab}}_\gamma$ for large $n.$ Since the former one is the tropical sign and the latter is the sign of the row vectors of $C_{t}^{-x,t_0}$ (cf. the definition of the tropical sign), we see that the second term of the equation given in Theorem 2.21 becomes $(C_{t}^{-x,t_0})^{k*}$ in the stable range. With a notice that

$$C_{t_{abh}+h-m-1}^{-x,t_0} = E_{h-m-2} \cdots E_0 E_{-1} C_{t_{abh}},$$

the assertion follows from a direct computation. □

A “rotated” uniform norm is suited for our computation in the sequel. For a real invertible matrix $E \in GL_N(\mathbb{R}),$ consider its real Jordan normal form: $S^{-1}ES = J(v_1, m_1) \oplus \cdots \oplus J(v_r, m_r)$ for some real invertible matrix $S \in GL_N(\mathbb{R}).$ See Appendix A.1. Let $e_1, \ldots, e_N$ be the corresponding real Jordan basis. Then for a vector $v = x_1 e_1 + \cdots + x_N e_N \in \mathbb{R}^N,$ we define $\|v\|_{\infty}^E := \max_{k=1, \ldots, N} |x_k|.$ Then clearly $\cdot \|v\|_{\infty}^E$ defines a norm on $\mathbb{R}^N,$ which has the following nice property:

Lemma 4.10 Suppose $\det E = \pm 1.$ Then for any $v \in \mathbb{R}^N,$ we have the inequalities $\|Ev\|_{\infty}^E \leq \rho(E)\|v\|_{\infty}^E$ and $\|\tilde{E}v\|_{\infty}^E \leq \rho(\tilde{E})\|v\|_{\infty}^E.$ Here recall Notation 2.6.

Proof The first statement follows from the inequality $\|J(v, m)\|_{\infty} \leq \max(|v|, 1)$ for a real Jordan block $J(v, m),$ and the fact that $\rho(E) \geq 1.$ The second statement follows from $S^{-1}\tilde{E}S = \tilde{J}(v_1, m_1) \oplus \cdots \oplus \tilde{J}(v_r, m_r)$ and $\|\tilde{J}(v, m)\|_{\infty} = \|J(v, m)\|_{\infty}. □$

 Springer
For a matrix $M = (m_{ij})_{i,j=1}^N$ with column vectors $m_j := (m_{ij})_{i=1}^N$, let $\|M\|_{\max}^{E} := \max_{j=1,\ldots,N} \|m_j\|_E$. We also use the operator norm

$$\|M\|_{\text{op}} := \sup_{v \in \mathbb{R}^N \setminus \{0\}} \frac{\|Mv\|_E}{\|v\|_E}.$$  

We are going to use these norms for $E = E_\phi$.

**Lemma 4.11** Let the notations as in Lemma 4.9. Let

$$K'' := \max_{m=0,\ldots,h-1} \|\tilde{E}_h \cdots \tilde{E}_{h-m} \epsilon_{h-m-1} \Delta_{k_{h-m-1}} \cdots E_{-1}\|_{\text{op}} E_\phi,$$

and $K''' := K'' \rho(E_\phi)^{-n_0-1} C_{(n_0)}^{(n_0)} E_\phi^{E_\phi}$ Let $(s_n)_{n \geq n_0}$ be the sequence such that $s_{n+1} = s_n + K'''$ and $s_{n_0} = \rho(E_\phi)^{-n_0} F(n_0) E_\phi^{E_\phi}$. Then we have

$$\| F^{(n)} \|_{E_\phi} \leq s_n R_n^{n},$$

for all $n \geq n_0$.

**Proof** The initial condition for the sequence $(s_n)$ is chosen so that the assertion is true for $n = n_0$. Let us proceed by induction on $n \geq n_0$. Since the sign stabilizes for $n \geq n_0$, we have

$$\| F^{(n+1)} \|_{E_\phi} \leq \| \tilde{E}_h \cdots \tilde{E}_{h-m} \epsilon_{h-m-1} \Delta_{k_{h-m-1}} \cdots E_{-1} C_{-S}^{(n)} \|_{E_\phi}$$

$$\leq \rho(\tilde{E}_h) F^{(n)} \|_{E_\phi}^{E_\phi} + K'' \| C_{-S}^{(n)} \|_{E_\phi}^{E_\phi}$$

(Lemma 4.10)

$$\leq s_n \rho(\tilde{E}_h) R_n^{n_0} + K'' \rho(E_\phi)^{-n_0} F(n_0) E_\phi^{E_\phi}$$

$$= s_n \rho(\tilde{E}_h) R_n^{n_0} + K''' \rho(E_\phi)^{n+1}$$

$$\leq (s_n + K''') R_n^{n+1} = s_{n+1} R_n^{n+1}.$$  

Thus the assertion is proved. $\square$

Combining Lemmas 4.8 and 4.11, we get an estimate of the algebraic entropies $E_\phi^x$ and $E_\phi^a$ from above:

**Proposition 4.12** We have $E_\phi^x \leq \log R_\phi$ and $E_\phi^a \leq \log R_\phi$.

**Proof** Note that

$$\limsup_{n \to \infty} \frac{1}{n} \log (A_n + B_n) = \max \left\{ \limsup_{n \to \infty} \frac{1}{n} \log A_n, \limsup_{n \to \infty} \frac{1}{n} \log B_n \right\}$$

for sequences $(A_n), (B_n)$ of positive numbers. From Lemma 4.8, we get

$$E_\phi^x = \limsup_{n \to \infty} \frac{1}{n} \log \deg(\phi^x)^n$$

$$\leq \limsup_{n \to \infty} \left( \frac{1}{n} \log (\|C^{(n)}\|_{\max} + \|F^{(n)}\|_{\max}) + \frac{1}{n} \log K' \right)$$

$$= \max \left\{ \limsup_{n \to \infty} \frac{1}{n} \log \|C^{(n)}\|_{\max}, \limsup_{n \to \infty} \frac{1}{n} \log \|F^{(n)}\|_{\max} \right\}.$$
The first term gives \( \Lambda_{E_\phi}(C^{(0)}) = \log \rho(E_\phi) \) by the proof of Proposition 4.7. On the second term, we replace the uniform norm with the rotated norm \( \| \cdot \|_{E_\phi} \) and compute
\[
\limsup_{n \to \infty} \frac{1}{n} \log \| F^{(n)} \|_{E_\phi} \max = \limsup_{n \to \infty} \frac{1}{n} \log \| F^{(n)} \|_{E_\phi} \max \\
\leq \limsup_{n \to \infty} \left( \frac{1}{n} \log R^n_\phi + \frac{1}{n} \log s_n \right) \\
= R_\phi.
\]
Here we used Lemma 4.11 and the fact that the sequence \((s_n)\) is an arithmetic sequence. The proof of the second statement follows from the same line of arguments. \( \square \)

Combining Propositions 4.7 and 4.12, we get a proof of Theorem 4.2.

### 4.3 Two-sided sign stability

Let us consider the case where a path \( \gamma : t_0 \to t \) which represents a mutation loop \( \phi = [\gamma]_s \) is not sign-stable on \( \Omega_{\text{can}}^{(t_0)} = \text{int} C^+_{(t_0)} \cup \text{int} C^-_{(t_0)} \) but is sign-stable on each of \( \text{int} C^+_{(t_0)} \) and \( \text{int} C^-_{(t_0)} \). When it satisfies a suitable condition, we can still compute the algebraic entropy of the cluster transformations induced by such a mutation loop.

**Definition 4.13** Let \( \gamma : t_0 \to t \) be a path which represents a mutation loop \( \phi = [\gamma]_s \). The path \( \gamma \) is said to be **two-sided sign-stable** if it is sign-stable on each of \( \text{int} C^+_{(t_0)} \) and \( \text{int} C^-_{(t_0)} \) with stable signs \( \epsilon^+_{\gamma} \) and \( \epsilon^-_{\gamma} \) respectively, and satisfies the following conditions:

1. \( \epsilon^+_{\gamma} = -\epsilon^-_{\gamma} \), and
2. the spectral radii of \( E^{\epsilon^+_{\gamma}}_{\gamma} \) and \( E^{\epsilon^-_{\gamma}}_{\gamma} \) are the same.

When \( \gamma \) is two-sided sign-stable, we denote the spectral radii \( \lambda_{\phi, \text{int} C^+_{(t_0)}} = \lambda_{\phi, \text{int} C^-_{(t_0)}} \) by \( \lambda_{(t_0)}^{(t_0)} \) and still call it the **cluster stretch factor** of the mutation loop \( \phi \).

We will give an example of a two-sided sign-stable mutation loop in Example 5.10.

**Corollary 4.14** Let \( \phi = [\gamma]_s \) be a mutation loop with a representation path \( \gamma \) which is two-sided sign-stable. Assuming that Conjecture 3.13 holds true, we have
\[
\mathcal{E}^a_{\phi} = \mathcal{E}^c_{\phi} = \log \lambda_{(t_0)}^{(t_0)}.
\]

**Proof** Observe that all the statements in Sects. 4.1 and 4.2 still hold, except for Lemma 4.9. Indeed, they only depends on the sign stability on each of the cones \( \text{int} C^+_{(t_0)} \) and \( \text{int} C^-_{(t_0)} \). The replacement of Lemma 4.9 is rather simpler than the original one: \( \square \)

**Lemma 4.15** Suppose that the representation path \( \gamma : t_0 \to t \) of \( \phi \) is two-sided sign-stable. Then there exists an integer \( n_0 \geq 0 \) such that
\[
F^{(n+1)} = \tilde{E}^{(t_0)}_{\phi} F^{(n)}
\]
for all \( n \geq n_0 \).

**Proof** By definition of the two-sided sign stability, the stable sign \( \epsilon^+_{\gamma} \) on \( \text{int} C^+_{(t_0)} \) is the minus of the stable sign \( \epsilon^-_{\gamma} \) on \( \text{int} C^-_{(t_0)} \): \( \epsilon^+_{\gamma} = -\epsilon^-_{\gamma} \). The former sign is the sequence of tropical
signs by Lemma 3.8, and the latter gives the signs of row vectors of the matrices $C_i^{−s; t_0}$ by Corollary 3.9. Hence the second term in the right-hand side of Theorem 2.21 vanishes at vertex $t_m$ along the path $\gamma$, for sufficiently large integer $m$.

Now Corollary 4.14 can be proved by following the same line as the proof of Theorem 4.2, where the statements derived from Lemma 4.9 are replaced with simpler ones corresponding to Lemma 4.15.

5 Check methods and examples

In this section we give several methods for checking sign stability and demonstrate them in concrete examples. We denote by $S_X(t_0)(\mathbb{R}_{trop})$ the quotient of $X(t_0)(\mathbb{R}_{trop})$ by the rescaling $\mathbb{R}_{>0}$-action, and sometimes we identify it with the sphere $\{x_1^2 + \cdots + x_N^2 = 1\} \subset X(t_0)(\mathbb{R}_{trop})$. When we deal with concrete examples, it is useful to represent a skew-symmetric matrix $B = (b_{ij})_{i, j \in I}$ by a quiver $Q$. It has vertices parametrized by the set $I$ and $|b_{ij}|$ arrows from $i$ to $j$ (resp. $j$ to $i$) if $b_{ij} > 0$ (resp. $b_{ji} > 0$). Note that the quiver $Q$ has no loops and 2-cycles, and the matrix $B$ can be reconstructed from such a quiver.

5.1 An inductive check method

Here we give a method for checking sign stability, assuming one uses a computer. First of all, we fix a mutation loop $\varphi = [\gamma]$ with $h(\gamma) = h$.

1. For $n \geq 1$, examine the following inductive process:

   (A$_n$) Decompose $X(t_0)(\mathbb{R}_{trop})$ into the cones $C^{\epsilon}_n$ for $\epsilon \in \{+, -\}^n$.

   (B$_n$) For each cone $C^{\epsilon}_n$, such that $\dim C^{\epsilon}_n = N$, check whether it satisfies $\varphi^n(C^{\epsilon}_n) \subset \text{int } C^{\epsilon}_n$.

   If such a cone is found, then the process terminates. Note that in this case, the sign sequence $\epsilon$ has the form $(\epsilon_0, \ldots, \epsilon_0) \in \{+, -\}^{hn}$ where $\epsilon = (\epsilon_0, \ldots, \epsilon_0) \in \{+, -\}^{hn_0}$ by Proposition 3.10.

If this process terminates at $n = n_0$, then proceed to the next process (2). (If it does not terminate, then this method is not effective for checking if $\varphi$ is sign-stable or not.)

2. Chase the orbits of the points $l^{\pm}(t_0) \in \mathcal{O}^{\text{can}}(t_0)$ under the action of $\varphi$. If each of them goes to the interior of a common cone $C^{\epsilon}_n$ among those found in (1), then this mutation loop is sign-stable with the stable sign $\epsilon_0 \in \{+, -\}^h$, where $\epsilon = (\epsilon_0, \ldots, \epsilon_0) \in \{+, -\}^{hn_0}$ by Proposition 3.10.

Obviously this method can misses a sign-stable mutation loop, but it detects many examples. We demonstrate these steps below:

Example 5.1 (Markov quiver) Here, we demonstrate the inductive check method for a concrete example. Let $I = \{1, 2, 3\}$ and $s : t \mapsto (N(t), B(t))$ be a seed pattern such that

$$B^{(t_0)} = \begin{pmatrix}
0 & 2 & -2 \\
-2 & 0 & 2 \\
2 & -2 & 0
\end{pmatrix}$$

for a vertex $t_0 \in \mathbb{T}_I$. The quiver corresponding to this matrix is called Markov quiver Fig. 2.
Fig. 2 Markov quiver

Fig. 3 Cones in $\mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}})$ associated to signs and $C_{(t_0)}^\pm$
Let us consider the horizontal mutation loop $\phi$ represented by an edge path

$$\gamma : t_0 \overset{1}{\longrightarrow} t_1 \overset{2}{\longrightarrow} t_2 \overset{3}{\longrightarrow} t_3 \overset{1}{\longrightarrow} t_4 \overset{2}{\longrightarrow} t_5 \overset{3}{\longrightarrow} t_6,$$

which is fully-mutating. Then $X_{(t_0)}(\mathbb{R}^\text{trop})$ is decomposed into 17 full-dimensional cones. Figure 3 shows the image of the intersection of $S X_{(t_0)}(\mathbb{R}^\text{trop})$ and the following objects under the stereographic projection from $[(1, 1, 1)] \in S X_{(t_0)}(\mathbb{R}^\text{trop})$:

- boundary of the cones associated to sign sequences (black lines),
- the fixed point

$$p_+ = \left[1 - \frac{1 + \sqrt{5}}{2}, -1 + \frac{\sqrt{5}}{2}\right] \in X_{(t_0)}(\mathbb{R}^\text{trop})$$

with the stretch factor $\lambda_\phi = 9 + 4\sqrt{5}$ (red point),
- the cones $C_{-\phi}$ (blue regions),
- the cone associated to the sign sequence $(+, -)$ (yellow region).

The cone $C_{\gamma}^{(+, -, +, -)}$ satisfies the condition in $(B_n)$ with $n = 1$ and the conditions in (2). Therefore, we conclude that $\phi$ is sign-stable with stable sign $(+, -)$. Its stable presentation matrices $E_{\phi}$ and $\tilde{E}_{\phi}$ are given by

$$E_{\phi} = \begin{pmatrix} 9 & 6 & 4 \\ -12 & -7 & -4 \\ 4 & 2 & 1 \end{pmatrix}, \quad \tilde{E}_{\phi} = \begin{pmatrix} -7 & -4 & 12 \\ -12 & -7 & 20 \\ -20 & -12 & 33 \end{pmatrix}.$$

Their characteristic polynomials are the same:

$$(v - 1) \cdot (v^2 - 18v + 1).$$

Hence, Conjecture 3.13 holds true for this example, so the algebraic entropies of the cluster transformations induced by $\phi$ are

$$E_{\phi}^x = E_{\phi}^x = \log(9 + 4\sqrt{5}) = 2.88727095035762 \ldots$$

**Remark 5.2** In fact, the matrix $B_{(t_0)}$ in Example 5.1 arises from a triangulation of a once punctured torus. Moreover, the horizontal mutation loop $\phi$ in Example 5.1 is actually the third power of the mutation loop $\phi_{LR}$ corresponding to the mapping class called the “LR-transformation” which gives the smallest stretch factor among the mapping classes on a once punctured torus. This mutation loop $\phi_{LR}$ is represented by two mutations $(1, 2)$ and a permutation $1 \mapsto 2 \mapsto 3 \mapsto 1$. We can regard the sign sequence $(+, -)$ as $(+, -)$, $(+, -)$, $(+, -)$, $(+, -)$, where each sign sequence $(+, -)$ is the stable sign sequence for the mutation loop $\phi_{LR}$.

### 5.2 A heuristic check method

Fix a mutation loop $\phi$ with $h(\gamma) = h$. As we mentioned above, the process (1) of the inductive check method may not terminate in finitely many steps. As an alternative method, when the mutation loop $\phi$ is simple enough, it is well worth trying to find the cone satisfying the conditions in $(B_n)$ with $n = 1$ by inspection. Here is our second method:

1. Decompose $X_{(t_0)}(\mathbb{R}^\text{trop})$ into the cones $C_{\gamma}^\epsilon$ for $\epsilon \in \{+, -\}^h$.
2. Find a cone $C \subset X_{(t_0)}(\mathbb{R}^\text{trop})$ such that
We will refer to the cone \( C \) as a sign-stable \( \epsilon \)-invariant cone of \( \phi \). Clearly, the choice of an invariant cone is not unique: for example, we don’t need to take the maximal one.

**Example 5.3** (Kronecker quiver) Let \( I := \{ 1, 2 \} \), and \( s : t \mapsto (N(t), B(t)) \) be a seed pattern such that

\[
B(t_0) = \begin{pmatrix} 0 & -\ell \\ \ell & 0 \end{pmatrix}
\]

for a vertex \( t_0 \in \mathbb{T}_I \) and an integer \( \ell \geq 2 \). The quiver corresponding to this matrix is called a Kronecker quiver Fig. 4. Let us consider the horizontal mutation loop \( \phi \) represented by an edge path

\[
\gamma : t_0 \xrightarrow{1} t_1 \xrightarrow{2} t_2,
\]

which is fully-mutating. The tropical cluster \( \mathcal{X} \)-variety \( \mathcal{X}(t_0)(\mathbb{R}^{\text{trop}}) \) is decomposed into the following four domains of linearity \( C^\epsilon_I \) for \( \phi \) with the presentation matrix \( E^\epsilon_I \) for \( \epsilon \in \{ +, - \}^2 \):

See Fig. 5. In this case, the process (1) in the inductive check method does not terminate. However, we can take an invariant cone \( C \) as

\[
C = \{ x_1 \geq 0, x_1 + x_2 \geq 0 \} \subset C^{(+, +)}.
\]

Indeed, for each point \( (x_1, x_2) \in C \), putting \( (x_1', x_2') := \phi(x_1, x_2) \) we have

\[
x_1' = (\ell^2 - 1)x_1 + \ell x_2 \geq (\ell^2 - \ell - 1)x_1 \geq 0,
\]

\[
x_1' + x_2' = (\ell^2 - \ell - 1)x_1 + (\ell - 1)x_2 \geq (\ell^2 - 2\ell)x_1 \geq 0.
\]

Hence we have \( \phi(C) \subset C \). One can also see from the above computation that \( \phi(C \setminus \{ 0 \}) \subset \text{int} C \). Furthermore, by a direct calculation, one can check that

\[
\phi(C^{(+, -)}_\gamma) = C^{(-, +)}_\gamma, \quad \phi(C^{(-, +)}_\gamma \cup C^{(-, -)}_\gamma) \subset C.
\]
Hence we can conclude that $\phi$ is sign stable. The stable presentation matrices $E_\phi$ and $\tilde{E}_\phi$ have the same characteristic polynomial

$$v^2 + (-\ell^2 + 2)v + 1.$$ 

Hence Conjecture 3.13 holds true in this case, so the algebraic entropies of the cluster transformations induced by $\phi$ are obtained as

$$E^x_\phi = E^a_\phi = \log \left( \frac{\ell^2 - 2 + \ell \sqrt{\ell^2 - 2}}{2} \right).$$

**Remark 5.4** The mutation loop in Example 5.3 is so simple that we can describe the entire dynamics on $X(t_0)(\mathbb{R}_{trop})$. First, the action of $\phi$ has only two fixed points $p_+, p_-$ in $S_iX(t_0)(\mathbb{R}_{trop})$ with stretch factors $\lambda_+, \lambda_-$, respectively:

$$p_{\pm} = \left[ \left( 1, -\ell \pm \frac{\sqrt{\ell^2 - 4}}{2} \right) \right] , \quad \lambda_{\pm} = \frac{\ell^2 - 2 \pm \ell \sqrt{\ell^2 - 2}}{2}.$$ 

Moreover we have $p_{\pm} \in SC^{(+,+)}$ (see Fig. 5). Let us consider the following two cones:

$$C^{(+,+)}_+ := \left\{ x_1 \geq 0, \ x_1 + \frac{-\ell - \sqrt{\ell^2 - 4}}{2} x_2 > 0 \right\} ,$$

$$C^{(+,+)}_- := \left\{ \ell x_1 + x_2 \geq 0, \ x_1 + \frac{-\ell - \sqrt{\ell^2 - 4}}{2} x_2 < 0 \right\} ,$$

so that $C^{(+,+)}_+ \setminus p_- = C^{(+,+)}_+ \cup C^{(+,+)}_-$. By a direct calculation, one can see that each point in $SC^{(+,+)}_+$ converges to $p_+$ and that each point in $SC^{(+,+)}_- \cup SC^{(+,+)}_+ \cup SC^{(-,+)}$ leaves this region and travels $SC^{(+,-)}$, $SC^{(-,+)}$, and $SC^{(-,-)}$ in this order, and finally converges to $p_+$. Namely, the action of $\phi$ has the *north-south dynamics* on $S_iX(t_0)(\mathbb{R}_{trop})$ with the attracting (resp. repelling) point $p_+$ (resp. $p_-$). Therefore $C^{(+,+)}_+$ is the maximal invariant cone.
5.3 Mutation loops of length one

Here we give a family of examples for which the heuristic check method can be effectively applied. Let \( I := \{1, \ldots, N\} \), and consider a seed pattern \( s : t \mapsto (N_0(t), B(t)) \). Fix a vertex \( t_0 \in \mathbb{T}_f \) and put \( B := B_{(t_0)} \). Let us consider an edge path \( \gamma : t_0 \mapsto \{ t_1 \} \) and a permutation \( \sigma \) on \( I \) which is given by \( \sigma(i) := i - 1 \mod N \) for \( i = 1, \ldots, N \). The following classification theorem is due to Fordy–Marsh:

**Theorem 5.5** (Fordy–Marsh [13]) The condition

\[
\sigma.B_{(t_1)} = B
\]

holds if and only if there exists an integer vector \( a = (a_1, \ldots, a_{N-1}) \) such that \( a_j = a_{N-j} \) for \( j = 1, \ldots, N - 1 \) and the skew-symmetric matrix \( B = (b_{ij})_{i,j \in I} \) satisfies the following conditions:

\[
b_{i,j+1} = a_j, \quad b_{i+1,j+1} = b_{ij} + a_i[-a_j]_+ - a_j[-a_i]_+
\]

for all \( i, j \in \{1, \ldots, N - 1\} \).

The condition (5.1) can be paraphrased that the mutation sequence given by the edge path \( \gamma \) followed by the permutation \( \sigma \) defines a mutation loop \( \phi \). Although it is not a horizontal mutation loop and slightly sticks out our scope in this paper, the \( N \)-th power \( \phi^N \) is a horizontal mutation loop represented by the fully-mutating edge path

\[
\gamma^N : t_0 \mapsto \{ t_1 \mapsto \{ t_2 \mapsto \cdots \mapsto t_N \} \}.
\]

Sign stability can be naturally generalized to this situation as follows. The sign of \( \sigma \) is given by

\[
\varepsilon_\mathcal{X}_1(t_0) := \text{sgn}(x_1(t_0)(w)).
\]

The presentation matrix of \( \phi \) at \( w \) is given by \( E^\sigma_I := P_{\sigma} E_{1,e}^{(t_0)} \), where \( e := \varepsilon_\mathcal{X}_1(w) \) and \( P_{\sigma} := (\delta_{i,\sigma(j)})_{i,j \in I} \) is the presentation matrix of \( \sigma \). For a scaling invariant subset \( \mathcal{X} \subset \mathcal{X}_1(t_0)(\mathbb{R}^{trop}) \), \( \phi \) is said to be sign-stable if there exists a strict sign \( \varepsilon_\mathcal{X} \in \{+, -\} \) such that for each \( w \in \mathcal{X} \setminus \{0\} \), there exists an integer \( n_0 \in \mathbb{N} \) such that \( \varepsilon_\mathcal{X}(\phi^n(w)) = \varepsilon_\mathcal{X} \) for \( n \geq n_0 \). If \( \phi \) is sign-stable, then so is \( \phi^N \). See [24] for a general framework. Since the sign-stability for \( \phi \) is easier to check than that for \( \phi^N \), we are going to work with \( \phi \). Explicitly, the presentation matrix \( E^\varepsilon_I \) is given as follows:

\[
E^\varepsilon_I = \begin{pmatrix}
0 & 1 & \cdots & \cdots & 1 \\
1 & 0 & \cdots & \cdots & \varepsilon_{a_1} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\varepsilon_{a_{N-1}} & \cdots & \cdots & 1 \\
\varepsilon_{a_{N-1}+} & \cdots & \cdots & \cdots & 1
\end{pmatrix}
\]

Then we can find an invariant cone as follows:

**Lemma 5.6**

1. The cone

\[
\mathcal{C} := \{ x_1 \geq 0, \ [a_{i-1}]_+ x_1 + x_i \geq 0 \text{ for } i = 2, \ldots, N \}
\]

satisfies \( \phi(\mathcal{C}) \subset \mathcal{C} \) if and only if \( a_1 \geq 2 \). Moreover in this case, we have \( \phi^N(\mathcal{C} \setminus \{0\}) \subset \text{int} \mathcal{C} \).
2. The cone

\[ C_{[-1]} := \{ x_1 \leq 0, \, [-a_{i-1}]_+ x_1 + x_i \leq 0 \text{ for } i = 2, \ldots, N \} \]

satisfies \( \phi(C_{[-1]}) \subseteq C_{[-1]} \) if and only if \( a_1 \leq -2 \). Moreover in this case, we have \( \phi^N(C_{[-1]} \setminus \{0\}) \subseteq \text{int} C_{[-1]} \).

**Proof** First suppose \( a_1 \geq 2 \). For a point \( w \in C_{[+1]} \), let \( w' := \phi(w) \). Let \( x = (x_1, \ldots, x_N) \), \( x' = (x'_1, \ldots, x'_N) \) be the coordinate vectors defined by \( x_i := x_i(t) \) and \( x'_i := x'_i(t) \) for \( i = 1, \ldots, N \). Then from \( (x')^T = E^+_y x^T \), we get

\[
\begin{align*}
x'_1 &= a_1 x_1 + x_2 \geq 0, \\
[a_{i-1}]_+ x'_1 + x'_i &= [a_{i-1}]_+ (a_1 x_1 + x_2) + ([a_i]_+ x_1 + x_{i+1}) \geq 0, \\
[a_{N-1}]_+ x'_N + x'_N &= a_1 (a_1 x_1 + x_2) - x_1 = (a_1^2 - 1) x_1 + x_2 > a_1 x_1 + x_2 \geq 0.
\end{align*}
\]

Here \( i = 2, \ldots, N-1 \). Thus we have \( \phi(C_{[+1]}) \subseteq C_{[+1]} \). Furthermore, let \( \Phi^+_i := C_{[+1]} \cap \{ x_1 = 0 \} \) and \( \Phi^-_i := C_{[+1]} \cap \{ [a_{i-1}]_+ x_1 + x_i = 0 \} \) for \( i = 2, \ldots, N \) be facets of the cone \( C_{[+1]} \). Then the above computation shows that \( \phi(C_{[+1]}) \subseteq C_{[+1]} \setminus \Phi^+_N \),

\[
C_{[+1]} \setminus \Phi^+_N \xrightarrow{\phi} C_{[+1]} \setminus \Phi^+_{N-1} \xrightarrow{\phi} \cdots \xrightarrow{\phi} C_{[+1]} \setminus \Phi^+_2,
\]

and \( \phi(C_{[+1]} \setminus \Phi^+_2) \subseteq \text{int} C_{[+1]} \). Thus we have \( \phi^N(C_{[+1]}) \subseteq \text{int} C_{[+1]} \). On the other hand, when \( a_1 \leq 1 \), \( x = (2, -1, 0, \ldots, 0) \in C_{[+1]} \) satisfies \( x' \not\in C_{[+1]} \). The second assertion can be similarly proved. □

**Corollary 5.7** Let \( \epsilon \in \{+, -\} \) be a sign. If \( \epsilon a_1 \geq 2 \) and \( \epsilon a_i \geq 0 \) for \( i = 2, \ldots, N-1 \) holds, then \( \phi \) is sign-stable on the set \( \Omega_{(t)}^\text{can} \) with the stable sign \( \epsilon \). Moreover Conjecture 3.13 holds true in this case. The cluster stretch factor is the positive solution of the equation \( v^N - \sum_{i=1}^{N-1} \epsilon a_i v^{N-i} + 1 = 0 \) which is largest among the solutions in absolute value.

**Proof** It is enough to consider the case \( \epsilon = + \). We need to check that the cones \( C_{(t)} \) and \( C_{(t)}^- \) are sent into the cone \( C_{[+1]} \) by an iterated action of \( \phi \). It is clear from the definition of \( C_{[+1]} \) that we already have \( C_{(t)} \subseteq C_{[+1]} \). For a point \( w_- \in C_{(t)}^- \), let \( x_i := x_i(t) \) for its coordinates for \( i = 1, \ldots, N \). Since the action of \( \phi \) is presented by the matrix

\[
E^- = \begin{pmatrix} 0 & 1 \\ 0 & 0 & 1 \\ \vdots & 0 & \ddots \\ 0 & \ddots & 1 \\ -1 & \cdots & 0 \end{pmatrix}
\]

whenever the first coordinate of a point is non-positive, we can compute the \( \phi \)-orbit of \( w_- \) as

\[
\begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_{N-1} \\ x_N \end{pmatrix} \xrightarrow{E^-} \begin{pmatrix} x_2 \\ x_3 \\ \vdots \\ x_N \\ -x_1 \end{pmatrix} \xrightarrow{E^-} \begin{pmatrix} x_3 \\ x_4 \\ \vdots \\ -x_1 \end{pmatrix} \xrightarrow{E^-} \begin{pmatrix} x_4 \\ \vdots \\ -x_N \end{pmatrix}.
\]
This seed pattern satisfies the condition (5.2) in Theorem 5.5, and hence the edge path \( \gamma \).

**Lemma 5.11**

Let \( \phi \) be a mutation matrix. Then for each \( \epsilon \in \{+, -\} \) we have \( \phi^{\epsilon}(C_{(t_0)}) = C_{(t_0)} \subset C_{[\epsilon]} \). Combining with Lemma 5.6, we get \( \phi^{2\epsilon}(\Omega_{(t_0)}^{\text{can}} \setminus \{0\}) \subset \text{int} \, C_{[\epsilon]} \). Thus \( \phi \) is sign-stable on the set \( \Omega_{(t_0)}^{\text{can}} \) with the stable sign \((\epsilon)\).

The characteristic polynomial of \( E_{\gamma}^+ \) is given by \( P_{\gamma}^+(\nu) := \nu^N - \sum_{i=1}^{N-1} a_i \nu^{N-i} + 1 \), which is palindromic. Hence Conjecture 3.13 holds true in this case. The case \( \epsilon = - \) is similarly proved.

**Corollary 5.7**

This gives a partial confirmation of [10, Conjecture 3.1].

**Remark 5.8**

The mutation loop considered in Example 5.3 is obtained as the square of the mutation loop for the vector \( a = (-\ell) \). In the case \( \ell = 1 \), we get the seed pattern of type \( A_2 \) and hence \( \phi \) is periodic. In particular it has no invariant cone other than \( \{0\} \), and not sign-stable. This example indicates a reason why we need the condition \( |a_1| \geq 2 \) in Lemma 5.6 and Corollary 5.7.

**Remark 5.9**

Since the path \( \gamma^N \) is fully-mutating, by Theorem 3.12 and Remark 3.21, an eigenvector corresponding to the cluster stretch factor can be found in the stable cone \( C_{\gamma}^{\text{stab}} \). Hence by Remark 3.16, the cluster stretch factor is intrinsic to the mutation loop \( \phi \).

Finally, we give an example of two-sided sign-stable mutation loop. See Definition 4.13.

**Example 5.10** ([10, Example 3.7])

Let \( I = \{1, 2, 3, 4, 5, 6\} \) and \( s : t \mapsto (N(t), B(t)) \) be the seed pattern with the initial exchange matrix

\[
B_{(t_0)} = \begin{pmatrix}
0 & -2 & 2 & 4 & 2 & -2 \\
2 & 0 & -6 & -6 & 0 & 2 \\
-2 & 0 & 6 & -6 & 6 & 4 \\
-4 & 6 & 6 & 0 & -6 & 2 \\
-2 & 0 & 6 & 6 & 0 & -2 \\
2 & -2 & -4 & -2 & 2 & 0
\end{pmatrix}.
\]

This seed pattern satisfies the condition (5.2) in Theorem 5.5, and hence the edge path \( \gamma : t_0 \rightsquigarrow t_1 \) followed by the permutation \( \sigma : i \mapsto i - 1 \mod 6 \) gives a mutation loop \( \phi \).

Let \( E_{\gamma}^+ \) denote the presentation matrix of \( \phi \) on the cone \( \{\pm x_1 \geq 0\} \):

\[
E_{\gamma}^+ = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
2 & 0 & 1 & 0 & 0 & 0 \\
4 & 0 & 0 & 1 & 0 & 0 \\
2 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
E_{\gamma}^- = \begin{pmatrix}
2 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
2 & 0 & 0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

**Lemma 5.11**

Let \( C_{[\epsilon]} \) be the cones defined by

\[
C_{[\epsilon]} := \left\{ \begin{array}{l}
x_1 \geq 0, \quad x_2 \geq 0, \quad 2x_1 + x_3 \geq 0, \quad 4x_1 + x_2 + x_4 \geq 0, \\
6x_1 + 4x_2 + 2x_3 + x_5 \geq 0, \quad 16x_1 + 6x_2 + 4x_3 + 2x_4 + x_6 \geq 0
\end{array} \right\}.
\]

Then for each \( \epsilon \in \{+, -\} \) we have \( \phi(C_{[\epsilon]}) = E_{\gamma}^\epsilon(C_{[\epsilon]}) \subset C_{[\epsilon]} \). Moreover, for any point \( x \in C_{(t_0)}^{\epsilon} \) there exist an integer \( n_0 > 0 \) such that \( \phi^n(x) \in C_{[\epsilon]} \) for all \( n > n_0 \).
Proof Let us first consider the case $\epsilon = +$. For a point $w \in C_{[+]}$, let $w' := \phi(w)$. Let $x = (x_1, \ldots, x_6), x' = (x'_1, \ldots, x'_6)$ be the coordinate vectors defined by $x_i := x^{(t_0)}(w)$ and $x'_i := x^{(t_0)}(w')$ for $i = 1, \ldots, 6$. Then,

\begin{align*}
  x'_1 &= x_2 \geq 0, \\
  x'_2 &= 2x_1 + x_3 \geq 0, \\
  2x'_1 + x'_3 &= 4x_1 + x_2 + x_4 \geq 0, \\
  4x'_1 + x'_2 + x'_4 &= 6x_1 + 4x_2 + 2x_3 + x_5 \geq 0, \\
  6x'_1 + 4x'_2 + 2x'_3 + x'_5 &= 16x_1 + 6x_2 + 4x_3 + 2x_4 + x_6 \geq 0, \\
  16x'_1 + 6x'_2 + 4x'_3 + 2x'_4 + x'_6 &= 31x_1 + 16x_2 + 6x_3 + 4x_4 + 2x_5 \\
  &= 2(6x_1 + 4x_2 + 2x_3 + x_5) + 2(2x_1 + x_3) + 15x_1 + 8x_2 \geq 0.
\end{align*}

That is, $\phi(C_{[+]}) \subset C_{[+]}$. The case $\epsilon = -$ can be proved by a similar computation. The second statement can be checked by chasing the orbit of (the minus of) the standard basis vectors of $\mathcal{X}_{(t_0)}(\mathbb{R}_{\text{trop}})$.

Thus the mutation loop $\phi$ is sign-stable on each of the cones $C^+_{(t_0)}$ and $C^-_{(t_0)}$. The characteristic polynomial of the presentation matrix $E^+_{(t_0)}$ is given by

\[(v^2 + \epsilon v + 1) \cdot (v^4 - v^3 - 2v^2 - v + 1)\]

for $\epsilon \in \{+, -\}$, which is palindromic. In particular Conjecture 3.13 holds true on each cone $C_{(t_0)}$. The spectral radii of the matrices $E^+_{(t_0)}$ and $E^-_{(t_0)}$ are the same, which is the largest solution $\lambda_{\text{max}} = 2.0810189966245 \ldots$ to the equation $v^4 - v^3 - 2v^2 - v + 1 = 0$. Therefore the mutation loop $\phi$ is two-sided sign-stable, so the algebraic entropies of the induced cluster transformations are given by

\[E^a_{\phi} = E^x_{\phi} = \log \lambda_{\text{max}} = 0.73285767597364 \ldots\]
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A Terminology from discrete linear dynamical systems

We recollect here some basic terminology concerning discrete dynamical systems on $\mathbb{R}^N$ obtained as the iteration of a real $N \times N$-matrix $E$. We refer the reader to [4] for proofs.

A.1 Real Jordan normal form of a real matrix

First we recall the real Jordan normal form of a real matrix. The real Jordan block $J(\nu, m)$ of algebraic multiplicity $m$ with eigenvalue $\nu \in \mathbb{C}$ is defined to be

$$ J(\nu, m) := \begin{pmatrix} \nu & 1 \\ \vdots & \ddots \\ \vdots & & \ddots & 1 \\ \nu & & & & \end{pmatrix} $$

if $\nu$ is real, and

$$ J(\nu, m) := \begin{pmatrix} \xi & -\eta & 0 & 0 \\ \eta & \xi & 0 & 1 \\ & \xi & -\eta & \xi \\ & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & & & \xi & -\eta & 0 & 1 \\ & & & \eta & \xi & 0 & 1 \\ & & & & \xi & -\eta \\ & & & & & \eta & \xi \end{pmatrix} $$

if $\nu$ is non-real. Here we write $\nu = \xi \pm i \eta$ and $\eta > 0$. Note that the size of the matrix $J(\nu, m)$ is $2m$ if $\nu$ is non-real.

Recall that if a complex number $\nu$ is an eigenvalue of a real matrix $E$, then so is its complex conjugate $\overline{\nu}$. Therefore we can pick the one with positive imaginary part.

Theorem A.1 ([4, Theorem 1.2.3])  For any real matrix $E$, let $\nu_1, \ldots, \nu_r$ be its eigenvalues whose imaginary part is non-negative. Then there exists an invertible real matrix $S \in GL_N(\mathbb{R})$ such that $S^{-1}ES = J(\nu_1, m_1) \oplus \cdots \oplus J(\nu_r, m_r)$, where each $m_k$ is the algebraic multiplicity of the eigenvalue $\nu_k$. We call the right-hand side the real Jordan normal form of $E$. We call the column vectors of $S$ the real Jordan basis vectors.

We have the corresponding real generalized eigenspace decomposition

$$ \mathbb{R}^N = \widetilde{V}_{\nu_1} \oplus \cdots \oplus \widetilde{V}_{\nu_r}. $$
Here
\[ \tilde{V}_{\nu_k} := \{ \Re(v) \mid v \in \ker(E^C - \nu_k)^{m_k} \} + \{ \Im(v) \mid v \in \ker(E^C - \nu_k)^{m_k} \} \]
for an eigenvalue \( \nu_k \) of algebraic multiplicity \( m_k \), where we let \( E \) act on the complex vector space \( \mathbb{C}^N \). Note that an eigenvector of \( E \) with real eigenvalue \( \nu_k \) is real. Hence \( \tilde{V}_{\nu_k} = \ker(E - \nu_k)^{m_k} \) in this case, which recovers the usual generalized eigenspace.

### A.2 Lyapunov spaces and Lyapunov exponents

Let \( E \) be a real \( N \times N \)-matrix. Let \( \nu_1, \ldots, \nu_r \) be the eigenvalues of \( E \) whose imaginary part is non-negative. Denote the distinct modulus \( |\nu_k| \) of eigenvalues \( \nu_k \) by \( \lambda_1, \ldots, \lambda_l \), and order them as \( \lambda_1 > \cdots > \lambda_l \) with \( 1 \leq l \leq r \). Namely, we have \( \{|\nu_1|, \ldots, |\nu_r|\} = \{\lambda_1, \ldots, \lambda_l\} \). The largest modulus is denoted by \( \rho(E) := \lambda_1 \), and called the spectral radius of \( E \). We define the Lyapunov space of \( \lambda_j \) to be
\[ L(\lambda_j) := \bigoplus_{k : |\nu_k| = \lambda_j} \tilde{V}_{\nu_k}. \]
Then we have the direct sum decomposition \( \mathbb{R}^N = L(\lambda_1) \oplus \cdots \oplus L(\lambda_l) \). Let \( 1 \leq p \leq r \) be the largest integer such that \( \tilde{V}_{\lambda_p} \subset L(\lambda_1) \). Namely, \( \rho(E) = |\nu_1| = \cdots = |\nu_p| > |\nu_{p+1}| \geq \cdots \geq |\nu_r| \).

For an invertible real matrix \( E \in GL_N(\mathbb{R}) \) and a point \( v \in \mathbb{R}^N \setminus \{0\} \), the Lyapunov exponent of the orbit \( \{E^n(v)\}_{n \geq 0} \) is defined to be
\[ \Lambda_E(v) := \limsup_{n \to \infty} \frac{1}{n} \log \|E^n(v)\|, \]
where \( \| \cdot \| \) is any norm on \( \mathbb{R}^N \), and the result does not depend on this choice.

The Lyapunov exponents can be computed in terms of the eigenvalues.

**Theorem A.2** ((4, Theorem 1.5.6)) For a non-zero vector \( v = c_1 v_1 + \cdots + c_\ell v_\ell \in L(\lambda_1) \oplus \cdots \oplus L(\lambda_\ell) \), the Lyapunov exponent of the orbit \( \{E^n(v)\}_{n \geq 0} \) is expressed as
\[ \Lambda_E(v) = \max_{j : c_j \neq 0} \log \lambda_j. \]
As a special case, we have the following:

**Corollary A.3** Suppose that vectors \( v_1, \ldots, v_N \in V \) form a basis of \( V \). Then we have
\[ \max_{i=1, \ldots, N} \Lambda_E(v_i) = \log \rho(E). \]

### References

1. Bellon, M.P.: Algebraic entropy of birational maps with invariant curves. Lett. Math. Phys. 50, 79–90 (1999)
2. Berman, A., Plemmons, R.J.: Non-negative Matrices in the Mathematical Sciences, Revised reprint of the 1979 original. Classics in Applied Mathematics, 9. Society for Industrial and Applied Mathematics (SIAM), Philadelphia (1994)
3. Bellon, M.P., Viallet, C.-M.: Algebraic entropy. Commun. Math. Phys. 204, 425–437 (1999)
4. Colonius, F., Kliemann, W.: Dynamical Systems and Linear Algebra. Graduate Studies in Mathematics, vol. 158. American Mathematical Society, Providence (2014)
5. Dimitrov, D., Haiden, F., Katzarkov, L., Kontsevich, M.: Dynamical systems and categories. Contemp. Math. 621, 133–170 (2014)
6. Derksen, H., Weyman, J., Zelevinsky, A.: Quivers with potentials and their representations II: applications to cluster algebras. J. Am. Math. Soc. 23, 749–790 (2010)
7. Fock, V.V., Goncharov, A.B.: Dual Teichmüller and lamination spaces. Handbook of Teichmüller theory, Vol. I, 647–684; IRMA Lect. Math. Theor. Phys., 11, Eur. Math. Soc., Zürich (2007)
8. Fock, V.V., Goncharov, A.B.: Cluster algebras, quantization and the dilogarithm. Ann. Sci. Éc. Norm. Supér. 42(6), 865–930 (2009)
9. Fock, V.V., Goncharov, A.B.: Cluster algebras and quantization. II. The intertwiner. Algebra, arithmetic, and geometry: in honor of Yu. I. Manin. Vol. 1, 655–673; Progr. Math., 269, Birkhäuser Boston, Inc., Boston (2009)
10. Fordy, A.P., Hone, A.N.W.: Discrete integrable systems and Poisson algebras from cluster maps. Commun. Math. Phys. 325, 527–584 (2014)
11. Fathi, A., Laudenbach, F., Poénaru, V.: Thurston’s work on surfaces. Mathematical notes, 48, Princeton University Press, Princeton. Translated from the 1979 French original by D. M. Kim and D. Margalit (2012)
12. Fock, V.V., Marshakov, A.: Loop groups, clusters, dimers and integrable systems. Geometry and quantization of moduli spaces, 1–66; Adv. Courses Math. CRM Barcelona, Birkhäuser/Springer, Cham (2016)
13. Fujishige, Y., Iwata, S., Kanno, K.: Cluster algebras and triangulated surfaces. I. Cluster complexes. Acta Math. 210, 83–146 (2008)
14. Fujiwara, S., Gyoda, Y.: Duality between final-seed and initial-seed mutations in cluster algebras. SIGMA Symm. Integr. Geom. Methods Appl. 15, 040 (2019)
15. Gekhtman, M., Nakanishi, T.: Asymptotic sign coherence conjecture. Exp. Math. (2019). https://doi.org/10.1080/10586458.2019.1650401
16. Hone, A.N.W., Inoue, R.: Discrete Painlevé equations from Y-systems. J. Phys. A 47, 474007 (2014)
17. Hone, A.N.W., Lampe, P., Kouloukas, T.E.: Cluster algebras and discrete integrability. arXiv:1903.08335 (2019)
18. Ishibashi, T.: On a Nielsen–Thurston classification theory for cluster modular groups. Annales de l’Institut Fourier 69, 515–560 (2019)
19. Ishibashi, T., Kano, S.: Sign stability of mapping classes on marked surfaces I: empty boundary case. arXiv:2010.05214 (2020)
20. Keller, B., Yang, D.: Derived equivalences from mutations of quivers with potential. Adv. Math. 226, 2118–2168 (2011)
21. Nakanishi, T., Zelevinsky, A.: On tropical dualities in cluster algebras. Algebraic groups and quantum groups. Contemp. Math. 565, 217–226 (2012)
22. Penner, R.C.: Decorated Teichmüller theory. European Mathematical Society (EMS), Zürich, QGM Master Class Series (2012)
23. Penner, R.C., Harer, J.L.: Combinatorics of train tracks. Ann. Math. Stud. 125. Princeton University Press, Princeton (1992)
24. Papadopoulos, A., Penner, R.: A characterization of pseudo-Anosov foliations. Pacif. J. Math. 130, 359–377 (1987)
25. Papadopoulos, A., Penner, R.C.: The Weil–Petersson symplectic structure at Thurston’s boundary. Trans. Am. Math. Soc. 335, 891–904 (1993)
26. Thurston, W.P.: The Geometry and Topology of Three-Manifolds. Mimeographed Notes. Princeton University, Princeton (1976)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.