Research Article

Predicting Shear Strength in FRP-Reinforced Concrete Beams Using Bat Algorithm-Based Artificial Neural Network

Mohammad Nikoo, Babak Aminnejad, and Alireza Lork

Department of Civil Engineering, Kish International Branch, Islamic Azad University, Kish Island, Iran
Department of Civil Engineering, Roudehen Branch, Islamic Azad University, Roudehen, Iran
Department of Civil Engineering, Safadasht Branch, Islamic Azad University, Tehran, Iran

Correspondence should be addressed to Babak Aminnejad; aminnejad@riau.ac.ir

Received 8 July 2021; Revised 22 September 2021; Accepted 1 November 2021; Published 16 December 2021

Copyright © 2021 Mohammad Nikoo et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this article, 140 samples with different characteristics were collected from the literature. The Feed Forward network is used in this research. The parameters $f'_c$ (MPa), $\rho_f$ (%), $E_f$ (GPa), $a/d$, $b/w$ (mm), $d$ (mm), and VMA are selected as inputs to determine the shear strength in FRP-reinforced concrete beams. The structure of the artificial neural network (ANN) is also optimized using the bat algorithm. ANN is also compared to the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) algorithm. Finally, Nehdi et al.’s model, ACI-440, and BISE-99 equations were used to evaluate the models’ accuracy. The results confirm that the bat algorithm-optimized ANN is more capable, flexible, and provides superior precision than the other three models in determining the shear strength of the FRP-reinforced concrete beams.

1. Introduction

The steel bars are widely employed to enhance durability in concrete structures [1]. However, they are vulnerable to corrosion in acidic and alkaline environments [2]. Therefore, engineers have developed and utilized Fiber Reinforced Polymer (FRP) rebars to remedy this situation while offering further benefits to the design by replacing conventional steel bars and preventing corrosion in susceptible environments [3]. In this sense, the FRP rebars are suitable solutions for concrete reinforcement [1].

Abdalla et al. predicted the shear strength in the rectangular R/C beams using ANNs by employing six parameters: beam depth, beamwidth, span-to-depth ratio, longitudinal reinforcement, shear reinforcement, and concrete strength as the ANN inputs. In addition, they compared the obtained shear strength results with the ACI318-02 and BS8110 codes. The results showed that ANN offered accurate predictions for the shear strength of rectangular R/C beams.

Nehdi et al. presented a set of GA-optimized equations to calculate the shear strength of the FRP-reinforced concrete beams and compared them with the methods outlined in the ACI 440, CSA S806, JSCE, and ISIS (Canada) codes. They found that the strategies proposed for computing shear strength in the FRP-reinforced concrete beams are insufficient or very conservative. Also, Nehdi et al. utilized the GA and developed a set of simple equations to determine the shear strength of the FRP-reinforced concrete beams. The results of examining 212 experimental samples revealed that the shear span-to-depth ratio influences shear behavior in the bonded-FRP-reinforced concrete beams [4]. In addition, various other scholars, including Ricardo Perera et al. and Shahnewaz et al., conducted studies on GA to determine the shear strength equations. Kara optimized GA to determine the shear strength of concrete beams. In another study, Shahnewaz et al. used a database comprising 162 experiments on the FRP beams with and without straps and optimized the equations using GA. They established that the proposed equations are more accurate than the equations provided in the previous building codes [5]. Instead of using multiple linear regression models, Perera et al. used ANN to predict the shear strength in reinforced concrete beams. Also, they presented a parametric study to determine
the effects of some parameters of the beam and external reinforcement on shear strength to achieve reliable designs. They established that the ANN model is superior to the building code guidelines [6]. In another article, Perera et al. used neural networks to predict the shear strength by simultaneously testing the experimental data in simple FRP-reinforced beams and compared the results [7].

Tanarslan et al. used 84 concrete beam samples to determine shear strength in the presence of FRP and presented ANN for modeling. They compared the results with several building codes, including fib14, ACI 440.2R, CIDAR, CNR-DT 200, and CHBDC. The results showed that the ANN models presented better accuracy than the codes [8]. Using ANNs, Jalal and Ramezanianpour determined the ultimate strength in carbon fiber reinforced polymers (CFRPs) [9]. Mozumder et al. determined the compressive strength of concrete using Support Vector Machine Regression, compared the proposed model with ANNs, and performed a sensitivity analysis on selecting effective input parameters. The study showed that SVR could be used as a powerful alternative physical tool for predicting FRP-confined concrete strength [10].

Chahnasir et al. determined the shear strength of the FRP-reinforced concrete beams using a support vector machine and the firefly algorithm. They compared the proposed model with an ANN combined with a genetic algorithm [11]. Safa et al. showed that the firefly algorithm could reduce error in the proposed model and measure the compressive strength of concrete with high accuracy. Chou et al. used the intelligent firefly algorithm (IFA) to optimize the support vector machine model’s weights. As a result, they established that the proposed model is highly accurate [12]. Finally, Zhang and Wang used the beetle antennae search (BAS) algorithm combined with SVM, which has a high accuracy of $R^2 = 0.938$. They also showed that FRP width is the most sensitive variable in beam shear strength [13].

Abuodeh et al. studied the behavior of reinforced concrete (RC) beams and determined the shear strength in the FRP-reinforced state using machine learning. They used a 120-sample dataset with 15 different variables. They utilized the resilient backpropagation algorithm for modeling the recursive feature elimination (RFE) algorithm to optimize weights and used the sensitivity analysis to reduce the parameters. The results showed that the Radial Basis Probabilistic Neural Network (RBPNN) with the selected parameters accurately predicted the shear capacity of FRP ($R^2 = 0.885$) [14]. Also, in a study, Kamkar et al. determined a new formula for determining the shear capacity of FRP beams [15].

Naderpour et al. used various methods, including ANNs, gene expression programming, and group method of data handling, to predict the compressive strength of FRP-confined columns. Their model constituted 95 experimental data. The input parameters included column height, concrete compressive strength, FRP elastic modulus, yield strength, the area of longitudinal steel, and FRP and transverse steel confining pressure. Also, they compared the results with the formulas provided in the national and international building codes in which the ANN model presented superior accuracy [16]. Naderpour et al. used an ANN model to develop a novel equation for predicting the shear strength of FRP-reinforced concrete beams. For this purpose, 120 experimental data were used. In addition, the sensitivity analysis was conducted to examine the input parameters’ effects on the outputs. The results showed that the presented equation offers better results with higher accuracy than the other relations [12]. Naderpour et al. also determined the shear strength of FRP bars using artificial neural networks [17].

Cao et al. used six input parameters representing the bars’ geometric and mechanical properties and shear properties. Then, utilizing the adaptive neural fuzzy inference system (ANFIS), they compared the shear strength of FRP-reinforced concrete beams. They established that the shear span-to-depth ratio parameter had the most significant effect in predicting the shear strength of FRP-reinforced concrete beams. They also showed that the tensile reinforcement depth, FRP tensile modulus, and the shear span-to-depth ratio are the leading influential parameters in predicting the shear strength of FRP-reinforced concrete beams [18]. Kar et al. determined the shear strength of the RC beams using an adaptive neuro-fuzzy inference system [19]. Alam and Gazder proposed a generalized regression neural network (GRNN)-based model to predict the shear strength of FRP-reinforced concrete without transverse reinforcement. They used 196 laboratory samples and compared the model’s accuracy with the JSCE, CSA S806, ACI 440.1R, and BISE building codes. The proposed model exhibited superior accuracy compared to the building codes [20].

Many opportunities exist in civil engineering to develop models using novel optimization techniques. The bat optimization algorithm is a metaheuristic algorithm inspired by bats’ behavior. It has performed more successfully than other metaheuristic algorithms [21]. The study emphasizes increasing the prediction model’s ability using the bat algorithm to train ANN. Another advantage of this paper is the use of the bat algorithm to optimize weights in artificial neural networks to reduce the error rate and increase the model’s accuracy. This algorithm can be used as a powerful tool. The proposed method reflects all critical parameters required to predict the shear strength of FRP-reinforced concrete beams and analyzes them using a database of 140 samples.

The remainder of the present paper is as follows: Section 2 offers a thorough contextual review of artificial neural networks and the bat algorithm. Section 3 offers information about the experimental model’s development and training. Finally, sections 4 and 5 present the results and conclusion of the study. Figure 1 shows the process of using the bat algorithm in neural networks.

2. Background

2.1. Artificial Neural Networks. Artificial neural networks (ANNs) are among the most dynamic areas of current research [22]. The features and capabilities of neural networks...
include learning and adapting to existing knowledge, generalizability, higher processing speed, and error reduction [23]. For example, Figure 2 demonstrates a neural network with six neurons in the input layer, two hidden layers comprising twelve and five neurons, and a single output layer. According to Fan et al. [24], ANNs are based on the following processes:

1. Data are processed in units called neurons (or nodes).
2. Signals between the nodes are transmitted through connection lines.
3. The weight of each connection indicates its strength.
4. An activation function is applied to the weight input (plus the bias value) to determine the output of each neuron [24]. The feed-forward network is an ANN model in which the connection between its components does not create a cycle. The data flows from the input nodes through the hidden layers to the output nodes [25].

ANN network weights are usually assigned arbitrarily. The network output will be different from the target values. The network weights and deviations must be optimized in a neural network process to minimize the model error [26–28]. The methods for solving this optimization problem can be divided into gradient-based methods and metaheuristic methods. Contrary to the metaheuristic methods, the gradient-based approaches may be a constraint in local minima. Meanwhile, the drawback of the metaheuristic methods is that their solution is not necessarily universal. Nevertheless, they are typically intended to discover, exploit, and provide accurate results [26, 27, 29].

2.2. Bat Algorithm. The bat optimization algorithm is inspired by the tracking characteristics of small bats hunting prey in complete darkness by sending and receiving sound. In addition, the bat algorithm is based on the mammal’s impressive echolocation behavior. The microbats’ echolocation ability helps them identify their prey in total darkness and distinguish between different insects [30, 31].

If we thoroughly identify some of the echolocation features of microbats, we can present different algorithms derived from bats and use them for the following approximate rules [32]:

1. Bats utilize echolocation to detect direction and distance. They differentiate between prey, food, and other obstacles.
2. Bats fly arbitrarily in search of prey with a velocity \(v\) at a position \(x\) with a fixed frequency \(f\), variable wavelengths \(\lambda\), and loudness \(A_0\). Their proximity to the target can easily distinguish their emitted wavelength or pulse when \(r \in [0, 1]\).
3. Though the bats’ loudness may vary, we suppose their loudness deviates from a large \(A_0\) favorable position to a minimum constant value [32].

In a rather precise real-world execution, the amplitude is adjusted by changing the wavelengths. The identifiable range (in other words, the largest wavelength) must be selected as comparable to the desired amplitude, and then, it must be reduced to lower frequencies. Also, we are not limited to using the bats’ actual frequencies. Instead, we can change the frequencies when adjusting the wavelength \(f_0\). Because \(f_{\text{max}}\) and \(f_{\text{min}}\) are relative to each other, we use them in our assumption. We can choose \(f \in [0, f_{\text{max}}]\). The higher frequencies correspond to shorter wavelengths, thus traveling shorter distances. The normal range for bats is a few meters. The pulse rate is in the range of \([0, 1]\), with 0 denoting no pulse and 1 signifying the average maximum pulse rate [30, 33].
3. Materials and Methods

3.1. Dataset. The database in this article is derived from the dataset collected by Hasanzade–Inallu et al. It comprises 140 experimental results of shear strength in the FRP-reinforced concrete beams gathered by Hasanzade–Inallu et al. [21]. In this paper, the input and independent parameters in each sample, including $f_c$ (MPa), $p_f$ (%), $E_f$ (GPa), $a/d$, $bw$ (mm), and $d$ (mm), form a $6 \times 1$ matrix, and the dependent parameter consists of $V_{cf}$ (kN), which forms a $1 \times 1$ matrix. Table 1 shows the statistical characteristics of the data.

Different input variables in an ANN can have adverse effects on a model, such as a divergence optimization algorithm and an increased training time [27]. Therefore, the dataset's input and output variables can be normalized within the $[-1, 1]$ range. According to Hasanzade–Inallu et al., normalization is presented as equation (1). [21]

$$X_n = \frac{2(X - X_{\min})}{X_{\max} - X_{\min}} - 1,$$

where $X_n$ = normalized variable, $X_{\max}$ = maximum value, $X_{\min}$ = minimum value, and $X$ = original (nontransformed) variable value.

Table 1 provides the minimum and maximum values for each of the six input parameters and the shear strength target value. According to Hasanzade–Inallu et al., considering ANN training is based on the normalized data, the normalized values of the variables must be fed to the network using ANN to predict the new values and transfer the outputs of the network to their original (unnormaized) state [21].

The probability plot [34] inspects the normality of critical parameters within the data. These plots are shown in Figures 3 and 4. According to the outputs, the shear strength has a distribution close to the normal distribution, which indicates the suitability of the dataset for modeling.

3.2. Performance Measures. Assessing the performance and accuracy of the model requires us to define the criteria for such measurements. The goal is to define the best fitness value (or the lowest cost) in the test data, thereby selecting the model with the highest reliability and accuracy [35]. The statistical indices, including Mean Error (ME), Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Average Absolute Error (AAE), Model Efficiency (EF), and Variance Account Factor (VAF) are used to assess the performance of various topologies [35, 36] as follows:

$$ME = \frac{1}{n} \sum_{i=1}^{n} (P_i - O_i),$$

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |P_i - O_i|,$$

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2,$$

$$RMSE = \left[ \frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2 \right]^{1/2},$$

$$AAE = \frac{\sum_{i=1}^{n} \left| \frac{O_i - P_i}{O_i} \right|}{n} 	imes 100,$$

$$EF = 1 - \frac{\sum_{i=1}^{n} (P_i - O_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2},$$

$$VAF = \left[ 1 - \frac{\text{var}(O_i - P_i)}{\text{var}(O_i)} \right] \times 100.$$ (2)

3.3. Developing an Empirical Model Using BAT and ANNs. According to Section 3.1, six parameters influence the shear strength of the FRP-reinforced concrete beams. Hence, as shown in Figure 2, the trained ANNs have six neurons in their input layer and a single neuron in their output layer.

ANNs are vulnerable to overfitting, which means that the trained ANN network offers high performance (minimum data error during training). Yet, it fails to perform well when experimental data are not observed. Therefore, two random datasets were formed to minimize the over-installation effects as suggested in the literature [21, 26]. Ninety-eight samples (70%) were used for network training, and the remaining 30% (42 samples) were used for network performance testing. The ANN model is assigned with a specific number of hidden layers and total neurons in the
corresponding hidden layers based on the problem type. The ideal architecture, which better represents the problem data, was obtained by trial and error. Equation (3) offers a conventional heuristic method that determines the total number of neurons in ANN [37]:

\[ N_{H} \leq 2N_I + 1, \]

(3)

where \( N_{H} \) represents the number of hidden layer nodes, and \( N_I \) is the number of inputs. Considering the six effective parameters (inputs), the empirical equation indicates 13 hidden layer nodes.

Therefore, different architectures had two trained hidden layers and a maximum of 13 neurons (three neurons more than the recommended value). For example, in the two-layer model, the first hidden layer had 1 to 13 neurons, and the second hidden layer had 1 to 13 neurons. Hence, the models had 169 different trained architectures (Table 2).

For all ANNs, the hyperbolic tangent function (tanh) is the hidden layer activation function, whereas the identity function is chosen as the output layer activation function. A well-adjusted ANN is obtained by training the model and minimizing the error so that the optimal solution’s weight and bias minimize the cost performance (network prediction error). The bat algorithm defined in Section 2.2 was used for this purpose. To show weight and bias, ANN provides the least predictive error for trained architecture.

MATLAB version 2018 software was used to program the ANNs and BAT algorithms. The BAT training parameters of the 169 ANNs are provided in Table 3.

4. Results

4.1. Evaluating the Empirical Model. As explained in Section 3, the bat algorithm was used to train 169 different two-layer ANN architectures. The hyperbolic tangent function (tanh) was chosen as the activation function for the hidden layers. Meanwhile, the activation function of the output layer was chosen as the model’s identity function. From the 169 models trained for predicting the shear strength in the FRP-reinforced concrete beams, six of the best models were selected based on their mean squared error (MSE) values. Tables 4 and 5 present the chosen models and their test results.

According to the tables, ANN 2L (12-5) has the minimum MSE and RMSE values for data training and testing. The ANN-BAT 2L (5-12) network has the lowest MSR index, indicating better generalizability and accuracy. Also, the neural network function is compatible with training and testing. Therefore, it was selected as the best model trained using the BAT algorithm for further analyses. The ANN-BAT 2L (5-12) network training data has the RMSE and R values of 12.993 and 0.995, respectively. Also, the RMSE and R values for the test phase are 43.987 and 0.987, respectively. The data training and testing error criteria are computed by data values within the variables’ main range instead of their normalized \([-1, +1]\) range as seen in some other studies.
4.2. Model Comparisons. Three different models have been developed to assess the bat algorithm ANN-training for predicting the shear strength of concrete beams (KN). The ANNs underwent training using GA, PSO, and the Nehdi et al. model [38].

4.2.1. Particle Swarm Optimization. The same 169-member architecture provided in Table 2 was employed to train the ANNs using PSO to identify the top-performing ANN architecture. The top-performing ANN had nine neurons in the first hidden layer and three neurons in the second hidden layer. Henceforth, the networks will be denoted as ANN-PSO 2L (9-3) to differentiate between ANNs trained using BAT and PSO.

The PSO parameters employed for training ANN-PSO 2L (9-3) were obtained using trial and error (Table 6). The PSO ANN has a much higher prediction error compared to the BAT-ANN. The predicted values for the shear strength of concrete beams (KN) versus their experimental values are depicted in Figure 8 to illustrate the model’s performance. The points plotted on the graph are distanced from the $y=x$ line compared to ANN-BAT 2L (12-5).

4.2.2. Genetic Algorithm. The 169-architecture provided in Table 2 is employed to find the ANN architecture with superior performance. In addition, the Genetic Algorithm is used as a helpful tool to optimize the neural networks. ANN-GA 2L (7-3) was the best network comprising two hidden layers and nine nodes in the first layer and three nodes in the second layer.

The ANN-GA 2L (7-3) model’s optimization training parameters were obtained by trial and error (Table 7). Compared to the BAT ANN, ANN-GA 2L (7-3) has a less accurate prediction error. The predicted shear strength values of the concrete beams (KN), as opposed to their test values, are shown in Figure 9 to visualize the model’s performance. The points on the plot are farther away from the $y=x$ line.

4.2.3. The Experimental Model by Nehdi et al [38]. The bat-optimized ANN model was compared with the experimental model by Nehdi et al. The characteristics of their model are shown in equation (4) [4, 39].

$$V_c = 2.1 \left( \frac{f' \rho_f d}{a} \times \frac{E_f}{E_c} \right)^{0.23} b_d,$$

$$\text{if } \frac{a}{d} \geq 2.5,$$

$$V_c = 2.1 \left( \frac{f' \rho_f d}{a} \times \frac{E_f}{E_c} \right)^{0.23} \text{bd} \times \frac{2.5 d}{a},$$

$$\text{if } \frac{a}{d} < 2.5$$

The equation results for all samples are shown in Figure 10. According to the results, the ANN-Bat model offers better results.

4.2.4. The Experimental Model by ACI 440.1R-15 and BISE-99. To better evaluate the model, it is compared with the two standard codes ACI 440.1R-15 and BISE-99. The characteristics of ACI 440.1R-15 model are shown in equation (5) [40]. Also, the characteristics of BISE-99 model are shown in equation (5) [41, 42].

$$V_c = \frac{2}{5} \sqrt{f'w_b (k d)} k = \sqrt{2 \rho f'} n_f \left( \rho_f n_f \right)^{2} - \rho_f n_f$$

and $n_f = \frac{E_f}{E_c}$.

$$E_c = 4700 \sqrt{f'w} \text{ for normal weight concrete.}$$

$$V_c = 0.79 \left( \frac{100 \rho f'}{F_f} \right)^{1/3} \left( \frac{400}{d} \right)^{0.25} \left( \frac{E_f}{25} \right)^{1/3} b_w d, \quad \frac{d}{400} \leq 1.$$  

The equation results for all samples are shown in Figures 11 and 12. According to the results, the ANN-Bat model offers better results.

The MAE, RMSE, AAE, and VAF statistical indices of the studied models for the train, test, and all data modes are provided in Table 8. Based on the results, the ANN-Bat 2L (12-5) offers superior results, followed by the ANN-PSO 2L (9-3), ANN-GA 2L (7-3), ACI-440, BISE-99, and the Nehdi et al. model, respectively.

Figure 13 illustrates the predictions of the models using test data.

Taylor diagrams are accurate diagrams designed to show several models for comparison. This diagram, designed by Karl E. Taylor in 1994 [43], is used to quantify the degree of conformity between the modeled and observed behavior in terms of three statistics: the Pearson correlation coefficient, the root-mean-square error (RMSE) error, and the standard deviation [43]. As shown in Figure 14, the Taylor diagram is another suitable visual measure to be considered when comparing the performance of ANN-Bat against other
models. It offers a graphical illustration of each model’s adequacy based on the RMSE, correlation coefficient, and standard deviation (SD) [44].

4.3. Predictive Model with ANN Weights and Sensitivity Analysis. ANN-Bat 2L (12-5) is considered the best experimental model presented in this study. However, the ANN-BAT model works only if the source file is accessible to the researchers. Hence, the network’s weight and bias values are provided in this section. As noted previously, the networks’ input data must initially be normalized using equation (1). For this purpose, Table 1 offers the maximum and minimum values for each of the variables. Subsequently, the output should be restored to its original state.

\[
Y_{\text{Predict}(\text{Actual})} = \frac{Y_{\text{Predict}(\text{Normalize})} + 1}{2} \times (Y_{\text{max}} - Y_{\text{min}}) + Y_{\text{min}},
\]

where, according to Table 1, tanh = Hyperbolic tangent function, \(Y_{\text{predicted}} = \) Predicted value of compressive strength,

| Num | Network designation | MSE     | R     | ME     | MAE    | RMSE   |
|-----|---------------------|---------|-------|--------|--------|--------|
| 1   | ANN-bat 2L (12-5)   | 1934.757| 0.987 | 8.020  | 23.602 | 43.986 |
| 2   | ANN-bat 2L (10-4)   | 3146.645| 0.973 | 17.807 | 30.538 | 56.095 |
| 3   | ANN-bat 2L (7-3)    | 3309.031| 0.966 | 14.047 | 32.031 | 57.524 |
| 4   | ANN-bat 2L (9-3)    | 2910.475| 0.958 | 11.828 | 34.168 | 53.949 |
| 5   | ANN-bat 2L (8-5)    | 3959.096| 0.950 | 15.291 | 37.785 | 62.921 |
| 6   | ANN-bat 2L (10-4)   | 9105.949| 0.918 | 26.401 | 45.563 | 95.425 |

Figure 5: Experimental vs. predicted values of the shear strength of concrete beams (KN) for the ANN-BAT (12-5) model using training data.

Figure 6: Experimental vs. predicted values of the shear strength of concrete beams (KN) for the ANN-BAT (12-5) model using test data.

Figure 7: Experimental vs. predicted values of the shear strength of concrete beams (KN) for the ANN-BAT (12-5) model using all data.
$f_{max}$ = Maximum shear strength of concrete beam (KN), and $f_{min}$ = Maximum shear strength of concrete beam (KN).

The parameters $I_W$, $L_W1$, $L_W2$, $b_1$, $b_2$, and $b_3$ are shown as vector matrices in Table 9.

The sensitivity analysis assesses the impact of different input parameters over their entire spatial area and measures the uncertainty of output caused by input uncertainty, either over communication with other parameters or taken
**Figure 10:** Experimental vs. predicted values of the shear strength of concrete beams (KN) for the Nehdi et al. model using all data.

**Figure 11:** Experimental vs. Predicted values of the shear strength of concrete beams (KN) for the ACI 440 model using all data.

**Figure 12:** Experimental vs. Predicted values of the shear strength of concrete beams (KN) for the BISE-99 model using all data.
Table 8: Statistical indices of the different models.

| Topology          | Train | Test | All  |
|-------------------|-------|------|------|
|                   | MAE   | RMSE | AAE  | VAF (%) | MAE   | RMSE | AAE  | VAF (%) | MAE   | RMSE | AAE  | VAF (%) |
| ANN-bat 2L (12-5) | 8.79  | 12.99| 0.15 | 0.99    | 23.60 | 43.99| 0.22 | 0.90    | 13.24 | 26.43| 0.17 | 0.96    |
| ANN-GA 2L (7-3)   | 18.05 | 46.48| 0.26 | 0.87    | 17.67 | 31.30| 0.24 | 0.95    | 17.93 | 42.50| 0.26 | 0.89    |
| ANN-PSO 2L (9-3)  | 23.36 | 40.01| 0.32 | 0.90    | 25.80 | 27.50| 0.27 | 0.97    | 21.56 | 36.34| 0.30 | 0.92    |
| Nehdi et al.      | 43.39 | 59.12| 0.54 | 0.86    | 39.60 | 50.62| 0.48 | 0.90    | 42.26 | 56.70| 0.53 | 0.87    |
| ACI-440           | 58.41 | 125.05| 0.24 | 0.95    | 69.39 | 140.58| 0.53 | 0.95    | 61.70 | 129.90| 0.54 | 0.89    |
| BISE-99           | 46.25 | 118.41| 0.38 | 0.26    | 57.58 | 133.10| 0.38 | 0.20    | 49.65 | 123.00| 0.38 | 0.24    |

Figure 13: Comparison of the predictions of all models using test data.

Figure 14: Taylor diagram visualization of model performance based on prediction results for the shear strength of concrete beams.
individually. Therefore, acknowledging the nature of the complex nonlinear behavior and variation of shear strength in the FRP-reinforced concrete beams in the current study, the sensitivity analysis was selected to be much more rational for investigating the impact of input parameters on the overall performance [44]. Therefore, Figure 15 shows the effect of input parameters on shear strength using sensitivity analysis. The parameter $b_w$ with a value of 0.69 has the most effect and the parameter $f'_c$ with a value of 0.02 has the least effect on the shear strength of the concrete beams variable.

5. Conclusion

One hundred and forty experimental results were collected from different journal articles that predicted the concrete beams’ compressive strength. The bat algorithm was employed to train the ANN models in predicting the shear strength in the concrete beams. A summary of the results is provided as follows:

(1) The ANN-Bat 2L (12-5) model offers superior prediction results than ANNs with similar topologies. The models’ RMSE and VAF% for all data were 26.43% and 96%, respectively.

(2) An experimental model was presented by Nehdi et al. as a simple model to predict the shear strength in the concrete beams. Despite their acceptable results, our proposed ANN-Bat 2L (12-5) model offers superior performance.

(3) ANN based on two genetic algorithms and particle swarm optimization was trained using the same data. The best models for the two algorithms are ANN-GA 2L (7-3) and ANN-PSO 2L (9-3). Comparing the ANN-Bat 2L (12-5) model as our
the proposed model with the other two algorithms shows that the bat-optimized ANN offers better accuracy than the GA and PSO-trained ANNs. The best models in terms of importance and accuracy included PSO, GA, and the Nehdi et al. model.

(4) An ANN-Bat 2L (12-5)-based predictive model was considered to make available a ready-trained model. Since the design formulas for shear capacity should have an adequate level of safety concern, a strength reduction factor of 0.9 is proposed toward the informational model estimations.

(5) In this paper, in addition to optimization algorithms, two standard codes, including ACI-440 and BISE-99, were used to evaluate the ANN-BAT model better. The results show that the artificial neural network optimized using the bat algorithm has a very high accuracy to be used as a reliable model.
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