Comparison of Biological Age Prediction Models Using Clinical Biomarkers Commonly Measured in Clinical Practice Settings: AI Techniques Vs. Traditional Statistical Methods
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In this work, we used the health check-up data of more than 111,000 subjects for analysis, using only the data with all 35 variables entered. For the prediction of biological age, traditional statistical methods and four AI techniques (RF, XGB, SVR, and DNN), which are widely used recently, were simultaneously used to compare the predictive power. This study showed that AI models produced about 1.6 times stronger linear relationship on average than statistical models. In addition, the regression analysis on the predicted BA and CA revealed similar differences in terms of both the correlation coefficients (linear model: 0.831, polynomial model: 0.996, XGB model: 0.66, RF model: 0.927, SVR model: 0.787, DNN model: 0.998) and \( R^2 \) values. Through this work, we confirmed that AI techniques such as the DNN model outperformed traditional statistical methods in predicting biological age.
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INTRODUCTION

Chronological age (CA) is a commonly used indicator of aging. However, life expectancy varies considerably among individuals with equal or similar CAs due to diversity in genotypes, living habits, and environments. An individual aged 50 may have a physical function of those aged 60, and many people look older or younger compared to others at the same CA (even in twins). Therefore, it is well known that CA is not an optimal indicator for the aging progress (Jia et al., 2017).

Therefore, it has been acknowledged that there is an increasing need to obtain various aging-related biomarkers and translate them into statistical models capable of reflecting overall aging status of an individual. Various statistical models have been devised based on cognitive age, physical health age, biological age (BA), work ability index, and vulnerability index, combining physical, physiological, and biochemical parameters using mathematical methods in
consideration of the absence of standardized measures for aging in statistical models (Jia et al., 2017).

Among these, BA is a commonly used age estimation on an individual basis. One of the most well-known literatures on aging is BA estimation based on biomarkers identified for high correlation with age (Nakamura et al., 1998; Ingram et al., 2001; Jackson et al., 2003; Bae et al., 2008; Jee et al., 2012; Bae et al., 2013; KYE HWA LEE, 2013; Sebastiani et al., 2017; Horvath and Raj, 2018; Le Goallec and Patel, 2019). The underlying hypothesis for such BA estimation studies is that BA measured in relatively healthy adults better reflects their actual health status than CA does (Thompson and Voss, 2009; Li et al., 2018; Liu et al., 2019).

To predict BA, previous studies have employed traditional statistical methods such as the multiple linear regression (MLR), the principal component analysis (PCA), the Hochschild’s method, and the Klemera and Doubl’s method (KDM), using clinical biomarkers. In particular, statistical methods such as MLR and PCA have been the most popular for BA prediction using clinical biomarkers (Jia et al., 2017; Li et al., 2018; Liu et al., 2019; Liu, 2021).

Recently, numerous papers have been published about BA estimation with application of AI techniques using diverse biomarkers, and they are found to have, in most cases, higher predictive power than conventional statistical methods (Putin et al., 2016; Extracting biological age, 2018; Pyrkov et al., 2018; Gialluisi et al., 2019; Pyrkov and Fedichev, 2019; Rahman and Adjeroh, 2019; Cao et al., 2020; Galkin et al., 2020; Huang et al., 2020; Pei et al., 2020; Rahman et al., 2020; Sagers et al., 2020; Xu

---

**TABLE 1 | Hyperparameters of XGBoost model.**

| Parameter                  | Range          | Description                                                                 |
|----------------------------|----------------|-----------------------------------------------------------------------------|
| n_estimators               | 900–1,300      | The number of trees in the forest.                                           |
| eta(learning_rate)         | -              | Step size shrinkage used in update to prevent overfitting.                  |
| Gamma                      | 0.7–0.9        | Minimum loss reduction required to make a further partition on a leaf node of the tree. |
| max_depth                  | -              | Maximum depth of a tree.                                                    |
| min_child_weight           | 2–3            | Minimum sum of instance weight (hessian) needed in a child.                 |
| Subsample                  | 0.8–0.9        | Subsample ratio of the training instances to prevent overfitting.           |
| colsample_bytree           | 0.4–0.5        | the subsample ratio of columns when constructing each tree.                 |
| colsample_bylevel          | 0.3–0.4        | the subsample ratio of columns for each level.                              |
| lambda(reg_lambda)         | 0.1–0.2        | L2 regularization term on weights.                                           |

---

**FIGURE 1 | Project pipeline.**

---
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et al., 2020; Zhong et al., 2020; Gialluisi et al., 2021; Wang et al., 2021). However, there are few studies that compare AI techniques with traditional statistical methods to construct a BA prediction model using clinical biomarkers. This study was conducted to compare models employing AI and traditional statistical methods in BA prediction using clinical biomarkers that are commonly measured in clinical practice. In addition, this study compared the accuracy of BA prediction between various AI models. Lastly, this study compared the influence of each clinical biomarker on BA prediction between traditional statistical method-based and AI technique-based models.

### METHODS

#### Subjects

This study was conducted on 116,829 subjects aged 20 or older, comprising 80,373 men and 36,456 women, who received routine health check-ups from 2015 through 2017 at the university medical centers and community hospitals in Korea. We obtained permission from subjects who visited the hospitals for their annual health check-up to use their data excluding any identifiable items (e.g., name, resident id, etc.). Informed consent for this was obtained from all participants.

Those who have been found to have severe diseases such as cancer, malignant hypertension, uncontrolled diabetes, and heart, lung, liver, pancreas, and renal failure during health check-ups were excluded in order to comprehend changes in actual BA of each subject in the normal aging process.

#### Clinical Biomarkers

A routine health check-up included anthropometric measurements, cardiovascular and respiratory functions, and laboratory tests (blood and urine). The height, weight, lean body mass, and body fat were measured by using InBody (Biospace, Korea), a different segmental multi-frequency bioelectrical impedance device.

As for the waist circumference, the thinnest area between the inferior part of the lowest rib and the iliac crest was measured in an upright position. Hip circumference was measured at the level of the widest circumference over the great trochanters.

Blood pressure was measured manually using a sphygmomanometer after resting 5 min in a sitting position. Both forced vital capacity and forced expiratory volume in 1 s were measured by an electronic spirometer two times in a standing position, and better record was taken. Blood and urine samples were collected in the morning after an overnight fasting of longer than 10 h.

To develop BA prediction model, clinical biomarkers used 35 variables in total that are commonly used in the clinical settings and are known to have statistically significant associated with age by the previous studies (Bae et al., 2008; Bae et al., 2013). The anthropometric biomarkers include height (HT), weight (WT), waist circumference (WC), systolic blood pressure (SBP), diastolic blood pressure (DBP), lean body mass (LBM), body fat (BF), forced vital capacity (FVC), and forced expiratory volume in 1 s (FEV1). Other blood biomarkers include lactate dehydrogenase (LDH), creatine phosphokinase (CPK), total

### TABLE 2 | Hyperparameters of Random Forest model.

| Parameter   | Range          | Description                          |
|-------------|----------------|--------------------------------------|
| n_estimators| 900–1,300      | The number of trees in the forest.   |
| max_depth   | 15             | The maximum depth of the tree.       |

### TABLE 3 | Hyperparameters of SVR model.

| Parameters   | Range          | Description                          |
|--------------|----------------|--------------------------------------|
| Kernel       | Rbf            | Total number of training all datasets.|
| Gamma        | Scale          | Kernel coefficient.                  |
| Tol          | 1E-03          | Tolerance for stopping criterion.    |
| C            | 1–10           | Regularization parameter.            |
| Epsilon      | 0.1–0.2        | Tolerance in prediction.             |

### TABLE 4 | Hyperparameters of DNN model.

| Parameters          | Range          | Description                           |
|---------------------|----------------|---------------------------------------|
| Epochs              | 1,000          | Total number of training all datasets.|
| batch size          | 2,000          | Total number of training examples present in a single batch. |
| activation function | sigmoid,ELU, ReLU, tanh | Mathematical equations to normalize the output of each neuron. |
| loss function       | MSE            | Mean Squared Error                     |
| learning rate       | 0.01–0.001     | The amount that the weights are updated during training. |
| Optimizer           | Adam, SGD      | A method to find the best weights for minimizing the loss function. |
| Hidden layers(units) | 3–10 (256–512) | the number of layers and units of a hidden layer |
| Dropout             | 0–0.2          | the rate of dropout                     |
| Regularization      | 0–0.2          | L2 regularization                      |
TABLE 5 | Pearson correlation coefficients between age and biomarkers.

| Parameters | Mean ± SD* | Correlation coefficients |
|------------|------------|--------------------------|
| AGE(year)  | 45.505 ± 10.1292 | NA                       |
| WT(kg)     | 67.7374 ± 10.74764 | −0.628**                 |
| HT(cm)     | 188.0627 ± 8.16971 | −0.730**                 |
| LBM(kg)    | 47.4186 ± 8.54998  | −0.822**                 |
| BF(kg)     | 17.2034 ± 4.88856  | 0.128**                  |
| WAST(cm)   | 82.6592 ± 7.84826  | −0.420**                 |
| SBP(mmHg)  | 121.31 ± 13.457    | −0.234**                 |
| DBP(mmHg)  | 74.40 ± 9.463      | −0.163**                 |
| LDH(U/L)   | 221.0989 ± 47.4186 | 0.091**                  |
| CPK(U/L)   | 117.4549 ± 66.64536| −0.320**                 |
| TC(mg/dL)  | 194.7923 ± 30.65699| −0.023**                 |
| HDL(mg/dL) | 56.2406 ± 13.77866 | 0.292**                  |
| TG(mg/dL)  | 123.9407 ± 63.70010| −0.234**                 |
| ALB(mg/dL) | 3949.5323 ± 872.58809| −0.695**                |
| GLO(mg/dL) | 3066.4261 ± 677.12056| −0.632**                |
| AST(IU/L)  | 7.3498 ± 0.41204   | −0.007                   |
| ALT(IU/L)  | 4.6455 ± 0.32817   | −0.197**                 |
| ALP(IU/L)  | 2.7078 ± 0.37693   | 0.180**                  |
| AST(IU/L)  | 91.7534 ± 94.41618 | 0.004*                   |
| ALT(IU/L)  | 23.3336 ± 7.72307  | −0.185**                 |
| LDH(U/L)   | 24.4786 ± 12.95453 | −0.321**                 |
| CPK(U/L)   | 32.7577 ± 24.27862 | −0.348**                 |
| TG(mg/dL)  | 0.6656 ± 0.33432   | −0.264**                 |
| DBP(mg/dL) | 0.2691 ± 0.10521   | −0.278**                 |
| BS(mg/dL)  | 93.9305 ± 11.20277 | −0.128**                 |
| HBA1C(%)   | 5.4722 ± 0.42449   | −0.028**                 |
| TP(g/dL)   | 0.8970 ± 0.18229   | −0.652**                 |
| ALP(IU/L)  | 13.0205 ± 3.32623  | −0.201**                 |
| SBP(mmHg)  | 1.0207 ± 0.00657   | −0.082**                 |
| PH         | 5.8255 ± 0.73219   | 0.016**                  |

*SD, standard deviation.

Statistics: 0.05; not significant; **p < 0.05.

cholesterol (TC), high-density lipoproteins cholesterol (HDL-C), triglycerides (TG), total protein (TP), albumin (ALB), alkaline phosphatase (ALP), aspartate aminotransferase (AST), alanine aminotransferase (ALT), gamma-glutamyl transpeptidase (G-GTP), total bilirubin (TB), direct bilirubin (DB), fasting blood sugar (FBS), hemoglobin A1c (HbA1c), creatinine, and blood urea nitrogen (BUN). Urinalysis biomarkers include urine specific gravity (USG) and urine acidity (urine PH, UPH).

**Project Pipeline**

The project pipeline for this work is as follows. We used 116,829 samples of data and normalized the raw data of 36 markers, composing the dataset of 35 biomarkers excluding age. Then Linear/2nd Polynomial/XGB/RF/SVR/DNN Regression models trained on the final dataset to predict BA. Additionally, we applied the Permutation Feature Importance (PFI) function on each trained model to compute the Feature Importance (Figure 1).

**Statistical Methods and AI Techniques Used in BA Prediction Models**

The K-Fold cross-validation was performed to train each model with splitting the dataset into five folds. That is, 105,146 samples out of the total 116,829 samples were used as the training dataset, while 11,683 samples (10%) served as the test dataset. The training and validation procedures were sequentially repeated five times.

**Linear Regression Model**

Linear regression analysis is an important statistical method for the analysis of medical data as it enables the identification and characterization of relationships among multiple factors (Mamoshina et al., 2018). In particular, polynomial regression analysis analyzes the relationship between two or more independent variables and one dependent variable, expressed as a polynomial as shown in Eq. 1 (Schneider et al., 2010).

\[ y_i = \beta_0 + \beta_1 x_{1i} + \beta_2 x_{12} + \ldots + \beta_n x_{in} + e_i, \quad \text{for } i = 1, 2, \ldots, n \]  

In polynomial linear regression analysis, the least squared error estimation is used to produce a determinant as presented in Eq. 2, allowing calculation of the dependent variable \( Y \) through the independent variable \( X \) (Schneider et al., 2010).

\[ \hat{Y} = X\tilde{\beta}, \quad \text{where } \tilde{\beta} = (X^T X)^{-1} X^T Y \]  

In this paper, polynomial regression model using 30 independent variables was applied, and \( Y \) could be inferred by calculating the regression coefficient \( \beta \) through application of the training dataset.
To evaluate the performance of this model, $R^2$ was computed as an error between the estimated BA $Y^*$ and the CA $Y$.

2nd Polynomial Regression Model
Nonlinear regression analysis was applied. In doing so, we calculated BA by applying the independent variable $X$ of Eq. 1 (polynomial linear regression), with the addition of the quadratic terms, to Eq. 2. Then, $R^2$ was calculated as an error between the estimated BA and CA to evaluate the performance of this model.

XGB Regression Model
XGB, a scalable end-to-end tree boosting algorithm, has improved the performance of Gradient Boosting Machine (GBM) by proposing a novel sparsity-aware algorithm and weighted quantile sketch. XGB algorithm can be useful in developing biomarkers as it can calculate the feature importance, which helps determine the usefulness of each variable. The XGB model can improve efficiency of booster by setting parameters for the tree booster. This study was conducted by setting the parameters as shown in Table 1 below, and BA was derived from Eqs 1, 2. Based on these results, was calculated for performance evaluation.

RF Regression Model
RF regression analysis is an ensemble algorithm that operates by constructing a multitude of decision trees. RF applies bagging randomly to construct sub-trees, resulting in reduction of variance, bias, and noise, thereby making up for shortfalls of decision trees (Breiman, 2001). It consists of numerous randomized sub-trees, and training is run independently. Prediction is done on the basis of voting on the results of each sub-tree to produce an optimal result. As was the case in XGB, RF is also capable of computing the feature importance, making it possible to measure how each variable is useful. As the RF model requires parameters in constructing sub-trees, we set them as shown in Table 2 below. $R^2$ was calculated for the model’s performance evaluation.

SVR Model
Support Vector Regression (SVR) is one of the regression methods that uses the same principles as the SVM (Support Vector Machine) for classification. SVR constructs a hyperplane or set of hyperplanes in a high-dimensional space that can be used for linear or nonlinear regression. As the SVR model requires parameters in constructing hyperplanes, we set them as shown in Table 3 below. $R^2$ was calculated for the model’s performance evaluation.

DNN Regression Model
Deep learning solves problems of neural network algorithms and applies multilayer neural networks composition and

---

### Table 6 | The example of hyperparameters subsets for machine learning models.

| Model   | Set # | Hyperparameters                                                                 |
|---------|-------|---------------------------------------------------------------------------------|
| XGB     | 1     | n_estimators: 900, learning_rate: 0.01, gamma: 0.7, subsample: 0.9, reg_lambda: 0.1, min_child_weight: 3.0, colsample_bytree: 0.4, colsample_bylevel: 0.3, max_depth: 15 |
|         | 2     | n_estimators: 1,100, learning_rate: 0.01, gamma: 0.8, subsample: 0.8, reg_lambda: 0.2, min_child_weight: 3.0, colsample_bytree: 0.4, colsample_bylevel: 0.4, max_depth: 15 |
|         | 3     | n_estimators: 1,000, learning_rate: 0.01, gamma: 0.9, subsample: 0.9, reg_lambda: 0.15, min_child_weight: 2.0, colsample_bytree: 0.5, colsample_bylevel: 0.3, max_depth: 15 |
|         | 4     | n_estimators: 1,200, learning_rate: 0.01, gamma: 0.7, subsample: 0.8, reg_lambda: 0.1, min_child_weight: 3.0, colsample_bytree: 0.4, colsample_bylevel: 0.3, max_depth: 15 |
|         | 5     | n_estimators: 900, learning_rate: 0.01, gamma: 0.8, subsample: 0.9, reg_lambda: 0.2, min_child_weight: 3.0, colsample_bytree: 0.5, colsample_bylevel: 0.4, max_depth: 15 |
| RF      | 1     | n_estimators: 900, max_depth: 15                                               |
|         | 2     | n_estimators: 1,000, max_depth: 15                                             |
|         | 3     | n_estimators: 1,100, max_depth: 15                                             |
|         | 4     | n_estimators: 1,200, max_depth: 15                                             |
|         | 5     | n_estimators: 1,300, max_depth: 15                                             |
| SVR     | 1     | kernel: rbf, gamma: scale, tol: 1e-3, C: 1, epsilon: 0.1                       |
|         | 2     | kernel: rbf, gamma: scale, tol: 1e-3, C: 1, epsilon: 0.2                       |
|         | 3     | kernel: rbf, gamma: scale, tol: 1e-3, C: 0.01, epsilon: 0.15                   |
|         | 4     | kernel: rbf, gamma: scale, tol: 1e-3, C: 10, epsilon: 0.1                      |
|         | 5     | kernel: rbf, gamma: scale, tol: 1e-3, C: 10, epsilon: 0.2                      |
| DNN     | 1     | Epochs: 1,000, batch_size: 2000, activation: tanh, loss: MSE, learning_rate: 0.001, Optimizer: Adam, Hidden layers(units): 8(512), Dropout: 0, Regularization: 0 |
|         | 2     | Epochs: 1,000, batch_size: 2000, activation: ELU, loss: MSE, learning_rate: 0.001, Optimizer: SGD, Hidden layers(units): 5(512), Dropout: 0, Regularization: 0 |
|         | 3     | Epochs: 1,000, batch_size: 2000, activation: ReLU, loss: MSE, learning_rate: 0.001, Optimizer: Adam, Hidden layers(units): 5(256), Dropout: 0, Regularization: 0 |
|         | 4     | Epochs: 1,000, batch_size: 2000, activation: sigmoid, loss: MSE, learning_rate: 0.001, Optimizer: Adam, Hidden layers(units): 5(256), Dropout: 0, Regularization: 0 |
|         | 5     | Epochs: 1,000, batch_size: 2000, activation: tanh, loss: MSE, learning_rate: 0.001, Optimizer: Adam, Hidden layers(units): 7(512), Dropout: 0, Regularization: 0 |
backpropagation algorithms, allowing training of data with multiple levels of abstraction. It has been widely used in speech recognition, image recognition, object detection, drug discovery, and genomes (LeCun et al., 2015). As for the healthcare field, various deep learning methods, including DNN, Deep Autoencoder, Deep Belief Network (DBN), Deep Boltzmann Machine (DBM), and Recurrent Neural Network (RNN), have been used for public health, medical informatics, pervasive sensing, medical imaging, and bioinformatics (Ravì et al., 2017). This study was conducted by applying the DNN regression technique, widely used for classification and regression analysis as described by the authors (Ravì et al., 2017) who summarized the strengths and weaknesses of each deep learning architecture.

As shown in Figure 2, a DNN model uses the backpropagation algorithm, where the difference between the error and the correct answer is calculated and used to adjust the weight values (LeCun et al., 2015). Similar to the statistical technique, DNN regression defines the mean squared error (MSE) loss function as shown in Eq. 3.
aims to obtain highly accurate results by calculating weights that minimize the MSE. As was the case in abovementioned polynomial regression analysis, the loss function is expressed as a determinant, and gradient descent (GD) is used to find a value that minimizes the error. The MSE is calculated by comparing the outputs and the weights are updated in connection with gradient (error derivative) while going through the backpropagation process (Figure 2). The core operation of DNN regression is to find the weight values that gradually minimize the MSE by repeating the above process.

$$\text{loss}(W, b) = \frac{1}{m} \sum (H(X) - Y)^2, \text{where } H(X) = XW + b$$

(3)

We built the neural network for DNN regression by setting the parameters as shown in Table 4 below. \(R^2\) was calculated using test dataset for the model’s performance evaluation.

### Statistical Analysis

In this work, we used Python version 3.9.0 software with the statistical significance set at \(p < 0.05\). As for the validation of BA prediction accuracy, \(R^2\) and RMSE (Root Mean Squared Error), important measures in regression analysis, were calculated and compared between models. Additionally, we compared PFI scores to measure the effects of clinical biomarkers on BA prediction. PFI analysis assigns a score to input features based on how useful they are in predicting a target variable. Although an index called the feature importance is provided for XGB and RF in its own model, it is not the case for a deep learning model. Due to such differences between models, it is not discriminative enough. Therefore, we used a python package called eli5 to provide a common index for this paper, while setting \(R^2\) as a measure to assess PFI score.

### Ethical Permission

This study is approved by the Korea Institute of Bioethics Policy (KoNIBP) Electromagnetic Concern Committee (e-IRB) as it was judged to be exempt from examination (confirmation of exemption from examination). All methods were performed in accordance with the relevant ethical guidelines and regulations.

### RESULTS

#### Characteristics of Study Subjects and Correlation Between Age and Biomarkers

The data obtained from routine health check-ups (from 2015 through 2017) included 116,829 subjects consisting of 80,373...
males and 36,456 females. Mean age was 45.51 ± 10.13 years, and the details of data analysis are presented in Table 5.

To investigate the correlation between CA and each clinical biomarker, we performed the Pearson correlation analysis between age and biomarkers. The statistical significance of clinical biomarkers was set at $p < 0.05$. With regard to the correlation between the variables in this study, the variables exhibiting the strongest correlation were LBM ($r = -0.822$, $p < 0.001$), HT ($r = -0.730$, $p < 0.001$), and FVC ($r = -0.695$, $p < 0.001$) in that order (Table 5).

**Diagnosis of BA by Regression Models**

Machine learning by optimizing the hyperparameters of the regression model was performed to evaluate the adequacy of the calculated BA. Our evaluation consists of an inner-loop step, which is optimizing the hyperparameter of the regression models, and the outer cross-validation step, as shown in Figure 3. Except for the linear regression and the 2nd-order nonlinear regression model, we got the optimal hyperparameters through estimated $R^2$ by iterating the inner-loop for XGB, RF among ensemble models, and SVR, DNN among nonlinear models in hyperparameter range in Tables 1–4. Here, a part of the subsets of hyperparameter sets is in Table 6. We adopted fivefold cross-validation to finding optimal hyperparameters using hyperparameter sets within the given range. For outer validation, we prepared test subjects by sampling 10% of all data randomly. To verify in depth, we iterated outer-loop 20 times and we calculated the mean of $R^2$ of subsets of hyperparameters to choose optimal hyperparameters set for the regression models. The results of the inner-loop are shown in Figure 4. According to the result of the inner-loop, the 5th hyperparameter set of the XGB and RF models was chosen and the 4th hyperparameter set of the SVR model and DNN model was chosen as optimal hyperparameters. We applied optimal hyperparameter derived through inner-loop into each model and measured the mean of $R^2$ from test subjects to evaluate regression models. The result of outer validation is shown in Figure 5.

**Comparison of Six Age Prediction Models Used in AI**

The coefficient of determination ($R^2$) is a measure of how close the estimated linear model is to the observed data. The stronger the correlation between the dependent variable and the independent variable, the closer it is to 1. The results obtained after training the six models are as shown in Table 7. Generally, machine-learning models obtained higher values than statistical models, with the DNN regression model showing the highest coefficient of determination of 0.99804. It indicates a strong correlation between the 35 independent variables and the dependent variable, age, in the DNN regression model. Also, the DNN regression model yielded the lowest error of 0.4479 in RMSE measured between CA and BA estimated from each model, in much the same way as $R^2$ results.

**The Regression Between CA and BA**

A simple linear regression analysis was performed to find out the linear relationship between the predicted BA and CA. We
applied a conventional statistical method, instead of a machine learning technique, in investigating a linear relationship in each model. As shown in Table 8, the linear regression analysis revealed that AI models yielded higher correlation coefficients than statistical models. In particular, the correlation coefficient in the DNN regression model was about 0.99817, exhibiting a stronger linear relationship than any others. The linear relationships have been clearly confirmed through the observation of both regression analysis and distribution of BA and CA, as illustrated in Figure 6. In addition, AI models resulted in smaller RMSE values than traditional regression analysis models, implying better BA prediction accuracy.

**Comparison of PFI Scores Between Six Age Prediction Models**

Figure 7 show PFI scores of six BA prediction models. With regard to traditional models, a small number of variables had the effects on BA prediction. However, almost all variables had the effects in the case of AI models. For instance, it was CCR and CR that had the most effects on BA prediction in the 2nd polynomial
model. By contrast, all features in the DNN model affected BA prediction with the mean value of PFI score recording 0.39, higher than any other models.

Figure 8 shows the top 10 features that had the greatest impact on BA prediction. Regarding the variables that six models have in common: WT is shared by all four models. SEX, BMI, HT, and AST are shared by five models. CCR, CR, and WAIST are shared across all six models. The 2nd polynomial model that achieved better result among the statistical methods, the XGB model from the decision-tree-based ensemble series, and the DNN model from deep learning share the same three features shared by all five models (CCR, CR, and WAIST) with the addition of one more feature, AST.

**DISCUSSION**

In this work, we applied traditional regression methods (Linear, Polynomial) and ensemble methods (RF, XGB), and non-linear methods (SVR, DNN) for BA prediction. We also analyzed which regression model is proper in prediction of BA by estimating methods (SVR, DNN) for BA prediction. We also analyzed which nonlinear characteristics than linear characteristics. Therefore, it is important to choose an activation function to build a good DNN regression model.

Regarding $R^2$ results, although comparison was limited due to differences in applied data and machine learning models, this study appears to have outperformed previous studies. In this work, the DNN model produced $R^2$ value of 0.998, the highest value among six models. Considering previous studies employing various biomarkers, $R^2$ was 0.6 by Peters et al. (2015), 0.75 in Pyrkov et al. (2018), 0.82 in Wang et al. (2021), 0.83 in Zhong et al. (2020), 0.89 in Hannum et al. (2013), 0.92 in Sagers et al. (2020), and 0.93 in Horvath’s research (Horvath, 2013). It was good performance in nonlinear models like our study. This superior performance seems to come from differences in the types and numbers of biomarkers used in prediction models and applied AI models. Also, the data used in this work are provided with all the variables without omission, contributing to higher $R^2$ values than previous studies. Combining the results of this study and other previous studies, AI models including deep learning appear to have better predictive power than traditional statistical models. Accordingly, AI methods are expected to play a more prominent role in studies on aging.

This study could make up for the disadvantages of DNN regression model, mostly concerned about lack of explainability, by comparing the effects of each variable on BA prediction using PFI. Recently, numerous studies on explainable (XAI) have been carried out in the field of DNN regression model, using the feature importance. If researchers keep making progress on such studies, we can expect to see realization of explainable AI (XAI) services that are interpretable and explainable.

In this work, we used the health check-up data of more than 111,000 subjects for analysis, using only the data with all 35 variables entered. To compare BA prediction accuracy, we implemented both AI techniques and traditional statistical methods. It is noteworthy in that this study is the first to make such an attempt.

The key achievements of this study are as follows. First, this study compared and analyzed both traditional statistical methods and popular AI techniques to predict BA, finding out that AI models (especially the DNN regression model) outperformed statistical models in prediction accuracy. Secondly, BA prediction accuracy of the DNN model in this study was better than similar studies conducted before. Third, we compared and analyzed the effects of biomarkers on BA prediction accuracy by using a new technique like PFI score.

To conclude, this work confirmed that AI techniques such as the DNN model outperformed traditional statistical methods in predicting BA. If technical development continues on such areas as explainable AI (XAI), AI techniques will be more widely applied across medical and health management fields.

**TABLE 9 | Characteristics of mean of the biomarkers by age.**

| Characteristics | Biomarkers |
|-----------------|------------|
| Linear (16)     | ALB, BS, BUN, CCR, CR, DB, FEV1, HBA1C, HDL, BF, LBM, PH, SG, TB, TP, SBP |
| Nonlinear (18)  | WT, HT, WAIST, AGR, ALT, ALP, AST, BMI, CPK, DBP, PVC, GGTP, GLO, LDH, LDL, TC, TG, PP |
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