AC Wien effect in spin ice, manifest in non-linear non-equilibrium susceptibility
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We predict the non-linear non-equilibrium response of a “magnetolyte”, the Coulomb fluid of magnetic monopoles in spin ice. This involves an increase of the monopole density due to the second Wien effect—a universal and robust enhancement for Coulomb systems in an external field—which in turn speeds up the magnetization dynamics, manifest in a non-linear susceptibility. Along the way, we gain new insights into the AC version of the classic Wien effect. One striking discovery is that of a frequency window where the Wien effect for magnetolyte and electrolyte are indistinguishable, with the former exhibiting perfect symmetry between the charges. In addition, we find a new low-frequency regime where the growing magnetization counteracts the Wien effect. We discuss for what parameters best to observe the AC Wien effect in Dy2Ti2O7.

Introduction. — Frustrated systems exhibit extensively (quasi-)degenerate ground states [1][2]. This degeneracy facilitates fluctuations, destabilising conventional order and promoting new types of topological states including their exotic quasiparticle excitations.

A striking example is spin ice [3][5] in which the low-temperature properties are well described by a Coulomb fluid of magnetic monopoles [6] (“magnetolyte”). Within the spin description the extensive manifold of low energy states is difficult to treat theoretically. However, the monopole picture provides a framework in which electrolyte theory can be applied and further developed leading to an elegant theoretical description of this exotic frustrated magnet [6][9]. Here we show how the monopole model even gives access to a comprehensive description of the non-linear non-equilibrium response to an external field through the second Wien effect [10].

As one moves beyond linear response, perturbation-driven changes to internal correlations become visible. Non-linear susceptibilities, whether related to higher harmonics or to high-field response, are indispensable macroscopic signatures of this evolution. Notable examples in which non-linear effects are important include optics [11], glassy systems [12][15], liquids [16], superconductors [17], heavy fermions [18], and magnets [19][20].

Here we show that we can extract the non-linear response of spin ice from the magnetolyte picture over a broad range of temperatures, frequencies and field amplitudes. We use Onsager’s exact solution of the second Wien effect [10] to predict the full non-linear magnetization response. The underlying mechanism is the generation by the external field of an excess—often very sizeable—of free magnetic charge, which in turn amplifies the magnetic response (Fig. 1a–b). After introducing the model magnetolyte, we demonstrate that it exhibits the key features of the Wien effect and show how monopole and magnetic responses are coupled. We then develop a kinetic model which accurately reproduces both the Wien effect and the magnetic response observed in simulations. Finally, we propose an experimental protocol for the non-linear susceptibility and discuss the optimal experimental setting for detecting the AC Wien effect in Dy2Ti2O7.

Model. — Spin ice consists of a network of corner-sharing tetrahedra of Ising-like magnetic moments (spins) constrained to point along the axis connecting the centers of neighboring tetrahedra, which in turn define a diamond lattice of constant $a$. Both exchange and dipolar interactions are important. However, for configurations satisfying the “ice-rules” of two spins pointing in and two out of each tetrahedron, dipolar interactions maintain an approximate degeneracy which is exact in the dumbbell model, in which spins are replaced by magnetic charge dumbbells that touch at the centers of the tetrahedra. Monopoles on top of this vacuum represent a violation of the ice rules with 3 spins in and 1 out, or 3-out-1-in, corresponding to magnetic charges $Q_m = \pm 2\mu_a / a$ (Fig. 1b).

Doubly charged monopoles (4-in or 4-out tetrahedra) are costly in energy and can be neglected over the temperature range considered here [8].

The dumbbell model, which we use for both analytics and numerics, leads to a great simplification of the treatment of the dense network of magnetic moments. All the energetics are accounted for by the magnetic Coulomb interaction $U(r) = \pm 2\mu_0 Q_m^2 / 4\pi r$ [9] between monopoles along with their chemical potential $\nu$ [8]. The coupling of the monopoles to the spin background imposes constraints on their motion at short wavelengths, leading e.g. to a renormalisation of the diffusion constant $D$ [9] by a factor of $\frac{15}{2}$ compared to an unconstrained lattice electrolyte [21]. It also accounts for the entropies of spin ice [22][23] as the monopole motion changes the local magnetization. The dumbbell model thus formulates spin ice as a true Coulomb liquid of magnetic monopoles, with the added richness of configurational entropy in the spin background. It has been shown to
describe the equilibrium properties of spin ice materials such as Dy$_2$T$_3$O$_7$ (DTO) and Ho$_2$T$_3$O$_7$ (HTO) in previous studies [7] [9] [24] [25].

We simulate the dumbbell model with periodic boundary conditions and Ewald-summed Coulomb interactions [26]. After equilibration in zero field with both single-spin flip and worm Monte Carlo algorithms [27–29], the sample evolves via local moves following a chosen field protocol. The locality of the moves ensures that our algorithm maps to physical diffusive dynamics [25] [30] [32]. The parameters used in our simulations, and quoted throughout as dimensionful quantities, are extracted from experiments on DTO [25].

**Wien effect and non-linear response.**—In weak electrolytes, applying an external electric field strongly increases the density of mobile ions following the enhanced dissociation of bound pairs—the second Wien effect. By analogy one would expect the Wien effect to occur in a weak magnetolyte [33] such as DTO below $\sim 1.5$ K, where $\mu_0 Q^2_{\text{m}}/4\pi a > 2k_B T$. Our first and central result is that our simulations do indeed show the Wien effect in the increase in monopole density (Fig. 1)! However, this increase is only transient because the monopole currents magnetize the system (Fig. 1), which eventually halts the Wien effect and even reduces monopole density for unrelated energetic reasons (see Suppl. Mat.). Crucially, for the temperatures of interest where $n_t$ is small, the magnetization relaxation time, $\tau_m$, is longer than the Langevin time lag $\tau_L$, over which the Wien effect drives the density increase. Hence, periodic switching of the field direction stabilizes the density increase (Fig. 2a) when the switching period falls between these two scales, and even for higher frequencies as we discuss in Fig. 3. The amplitude dependence is staggeringly similar to that for the electrolyte in constant field (Fig. 2).

**Chemical kinetics of monopoles.**—The backbone of our dynamical analysis is a pair of coupled rate equations, for the monopole density $n_t$ and for the magnetization $M$ whose derivation we sketch in turn. For the monopole density, it is convenient to start from the field dependent steady state value for a weak electrolyte.

As in the case of weak electrolytes, monopoles in spin ice at low temperatures can be separated into free monopoles and bound (Bjerrum) pairs, treated as distinct chemical species [34]. Combining this with the creation of bound pairs from the ice manifold (quasi-particle vacuum), we have a double equilibrium: vacuum $\overset{\rightarrow}{\leftrightarrow}$ bound $(n_t) \overset{\gamma}{\leftrightarrow}$ free $(n_\pm)$. The dissociation constant $K = 2\gamma^2 n_+ n_-/n_t$ controls the equilibrium between the bound and free charges. The activity coefficient $\gamma$ gives the modification of the free charge density due to correlations, at the mean field level [37] [38].

In the second Wien effect, the external field strongly shifts this equilibrium towards the creation of addi-
tional free monopoles. The field reorients and dissociates the bound pairs while the bound charge density is swiftly replenished from the vacuum. Onsager\textsuperscript{10} presented an exact solution for the increase in dissociation rate $k_D(b) = F(b)k_D(0)$ and dissociation constant $K(b) = k_D(b)/k_A = F(b)K(0)$, where $b = \mu_0^2 Q_m^2 H_0/8\pi n(k_B T)^2$ is linear in a constant applied field $H_0$, $F(b) = I_1(2\sqrt{2b})/\sqrt{2b} \sim 1 + b + O(b^2)$ with $I_1$ the modified Bessel function. The association rate stays constant at $k_A = \chi_T/\tau_\mathrm{m}$\textsuperscript{39}, where $\chi_T = 3\sqrt{\mu}Q_m^2/8k_BT$ a is the isothermal susceptibility\textsuperscript{22 40}.

In dilute electrolytes ($n_t \ll 1$), the steady-state free charge density increases as

$$\Delta n_I(t)/n_I(0) = (\gamma(0)/\gamma(b))\sqrt{F(b) - 1}.$$ \hspace{1cm} (1)

At fields sufficiently strong to remove the screening atmosphere\textsuperscript{41 22}, $\gamma(b) \to 1$ (“Onsager’s theory”, valid above a field of $\sim 3\text{mT}$ in Figs. 2c,3f); in lower fields, a crossover in $\gamma(b)$ from unity to the zero-field value occurs. For details of screening, see Ref.\textsuperscript{43} and Suppl. Mat.

Magnetic monopoles in spin ice react to a force $F = \mu_0 Q_m (H - M/\chi_T)$\textsuperscript{22}, with $H$ the internal field along the [001]-axis. The term $M/\chi_T$ expresses the entropic bias towards states with low magnetization. Defining $H(t) - M/\chi_T = H_0(h(t) - m)$ with $h(t) = H(t)/H_0$ and $m = M/M_0 = M/(\chi_TH_0)$, the kinetics of the Wien effect are

$$dm/dt = k_D(b|h(t) - m|)n_b - k_A n_I b^2/2.$$ \hspace{1cm} (2)

We integrate $n_b$ out on account of its swift equilibration with the vacuum, whereupon it enters as $(1 - n_t)$, representing both bound charges and the monopole free vacancy. Further, linearising in $b$ and $n_t = n_t^0 + \Delta n_t$ one finds

$$d\Delta n_t/dt = k_D(0)b|h(t) - m| - k_A n_t^0 \Delta n_t.$$ \hspace{1cm} (3)

In terms of $\zeta(t) = \Delta n_t(t)/(b n_t^0/2)$, we obtain our first constitutive equation

$$d\zeta/dt = (|h(t) - m| - \zeta)/\tau_L(0),$$ \hspace{1cm} (4)

with $\tau_L(0) = 2n_0/(\chi_T n_I(0))$ the linearized Langevin time\textsuperscript{10 44}.

Magnetization dynamics. — Conveniently, from a conceptual and observational perspective, changes in magnetization are coupled to the current density of free (mobile) monopoles, $j = \partial M/\partial t = Q_m n_I V/\dot{V}$, where $\dot{V}$ is the volume per site and $V = \kappa_m F = (Q_m D/k_BT) F$ the drift velocity. Thus,

$$dn/dt = (h(t) - m)/\tau_m,$$ \hspace{1cm} (5)

with $\tau_m = 9k_BT \chi_T \dot{V}/n_I^2 \mu_0 Q_m^2 = (3/2)\tau_0/\tau_t$ and where, as advertised, $\tau_m/\tau_L(0) = \chi_T/2 \gg 1$ at low temperatures (in DTO $\chi_T \simeq 17.5$ at $T = 0.45$ K). Eq.\textsuperscript{5} implies a susceptibility\textsuperscript{22 45}

$$\chi(\omega) = \chi_T/(1 - i\omega\tau_m) = \chi_T/(1 - (3/2)i\omega\tau_0/\tau_t)$$ \hspace{1cm} (6)

which appears Debye-like, but has the relaxation time depend on monopole density. As $n_t(t)$ is itself time dependent through Eq.\textsuperscript{4} the magnetization relaxation rate, at low field, is enhanced by a factor $1 + b\zeta/2$, \hspace{1cm} (7)

Equations\textsuperscript{4} and\textsuperscript{7} form our kinetic model which captures the non-equilibrium dynamics observed in simulations; the non-linear behavior comes dominantly from the absolute value in Eq.\textsuperscript{4} and the monopole-spin coupling term $b\zeta n_I/2$ in Eq.\textsuperscript{7}. For quantitative comparisons, we replace $b/2$ with the full expression on the right-hand side of Eq.\textsuperscript{4} and $\tau_L(0)$ with $\tau_L(0) n_t(b)/n_I(0)$, which restores the field-dependence of $\tau_L$ predicted in\textsuperscript{10}. The model does not generally permit a solution in closed form, but it is readily integrated numerically and gives quantitative agreement with our numerical data, as shown in Figs.\textsuperscript{12}–b><b–c>!

Non-linear susceptibility. — In spin ice the magnetic response is more readily observable than changes in monopole density. In Fig.\textsuperscript{3} we show that, as for an electrolyte\textsuperscript{38 44 46 47}, enhanced density is stabilized by harmonic driving $H(t) = H_0 \sin(\omega t)$, permitting observation in AC susceptibility experiments. Measurements over a large range of driving field amplitudes should give access to the non-linear response, in the form of a non-linear susceptibility, which is the central object of our experimental proposal.

This non-linear susceptibility $\chi_H(\omega) = M(\omega)/H_0$ compares the magnetic response $M(\omega)$ to the amplitude $H_0$ of harmonic driving at the same frequency; $M(\omega)$ is obtained by spectral analysis of $M(t)$ in its periodic steady state (details in Supplemental Material). In the low-field limit, the usual linear susceptibility is recovered. Similarly, the response $M(\omega)$ at multiples of the base frequency yields further susceptibilities $\chi_L(\omega)$, i.e. higher harmonics. Both the magnitude of the field response and the occurrence of higher harmonics are characteristic of the Wien effect, as it couples a scalar (density) to the modulus of an applied vector field\textsuperscript{44}. Specifically, only odd higher susceptibilities are visible due to the occurrence of even harmonics in density.

Harmonic driving stabilizes a plateau of density increase in a frequency window between $\omega_{\text{low}} \simeq 1/\tau_m$ and $\omega_{\text{high}} \gg 1/\tau_L$ (Fig. 3). The process limiting the AC Wien effect at high $\omega$ is thus the establishment of Wieneffect correlations, i.e. the reorientation of bound pairs along the field direction (on a time scale $\tau_{\text{re}}$), and not the density relaxation ($\tau_L$); see Ref.\textsuperscript{15} for an early treatment of reorientation.

The Wien effect increase in density translates into an increase in susceptibility as observed in Fig. 3c–e. In the simplest approximation, the susceptibility follows the density as in Ryzhkin’s original non-interacting theory\textsuperscript{22}, i.e. $\Delta \chi_H(\omega)/\chi_0(\omega) \omega^\alpha \simeq \tau_\alpha \Delta \langle n_t(H_0) \rangle_T / n_t(0)$. \hspace{1cm} (8)
We compute $\chi_{H_0}(\omega)$ in our simulations and observe that this approach is remarkably successful (Fig. 3); especially so at frequencies $1/\tau_m \lesssim \omega \lesssim 1/\tau_L$ (Fig. 3a) where density fully relaxes as the field changes (even from zero field, as in Fig. 1a). Further, a reduction in magnetic response is observed between $1/\tau_L$ and $1/\tau_{\text{rot}}$ reflecting the increasing fraction of time the monopoles spend establishing the Wien effect rather than magnetizing the system. The Wien effect effectively vanishes for $\omega \gg 1/\tau_{\text{rot}}$.

As there are open questions about the exact nature even of the linear response in DTO at $T < T_I \approx 0.6 K$, at which dynamics slows beyond laboratory time scales [49-53], it is convenient that our approach relies only on measuring relative quantities, eliminating many non-universal contributions. As an example, $\tau_{\text{rot}}$ can be fixed from the linear susceptibility $\chi_0(\omega)$. Moreover, our theory holds above $T_I$; the 0.7 K equivalent of Fig. 3f is given in Suppl. Mat. Finally, we note that our model should contribute to the resolution of open issues concerning the experiment of Ref. 33 (Refs. 54-58, see Ref. 59 for a summary).

Conclusions. — There exists a time and frequency window where the Wien effect in spin ice is just the same as in a weak electrolyte. It seems hard to imagine that the consequent complex magnetic response could have been predicted from the microscopic spin Hamiltonian without the mapping to the monopole Coulomb gas. Our main proposal for experiment concerns the strong amplitude dependence of a non-linear susceptibility.

The results are also the most detailed modeling of the AC Wien effect in any material system. They enable its study in an “electrolyte” which is perfectly symmetric under the interchange of the sign of the charges, and provide access to more delicate aspects of the second Wien effect such as the roorientational dynamics of bound pairs at high frequencies.
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SUPPLEMENTAL MATERIAL

Response at higher temperatures

Thermalizing spin ice in the low temperature region, below $T_1 \approx 0.6\text{K}$, is a difficult task. Moreover there are signs that different degrees of freedom thermalize at different time scales [49,53], and it has not yet been established whether the hopping rate of 1 kHz extracted for spin ice above $T_1$ [25] itself acquires a temperature dependence below $T_1$. If spin ice can be successfully thermalized at 0.45 K one can expect the dumbbell model to provide an accurate description, with experiment yielding the non-linear magnetic response presented above. However, as shown in Fig. S1, the Wien effect is present and measurable well above this temperature. In this regime screening has to be taken into account in detail (see below) as, using the parameters for DTO, the crossover field, which was less than 3 mT at 0.45 K, increases to 25 mT at 0.7 K (see Figs. 2.3,S1,S3). Results in Fig. S1 also include effects of demagnetization by taking it into account in the Ewald summation [28]). Both demagnetization and increase in temperature act to narrow the frequency window for the Wien effect, with it stays observable at $T = 0.7\text{K}$ and demagnetization factor $D = 1/3$.

We note further that efficient heat extraction will be necessary during the field protocol in order to avoid competing non-linear response induced by heating [60,61]. Our model also neglects any minor adiabatic susceptibility response [62].

FIG. S1. Non-linear susceptibility for DTO at $T = 0.7\text{K}$ and demagnetization factor $D = 1/3$ ($n_{\text{tot}}(0) \approx 5.7 \times 10^{-3}$, and $n_{\text{f}}(0) \approx 4.4 \times 10^{-3}$). The high-temperature susceptibility requires a more precise choice of frequency and a detailed treatment of screening. (a) The non-linear susceptibility is visibly influenced by the Wien effect albeit at a narrower window of frequencies. (b) The amplitude dependence follows the prediction for the screened Wien effect given in Refs. [43] (“Crossover”) and [63] (“Liu’s theory”).

Screening: non-equilibrium activity coefficient

Onsager’s exact solution [10] of the problem of two-charge dynamics yields an increase in dissociation constant $K(b)/K(0) = \sqrt{F(b)}$. This approach neglects many-body correlations, considering the free charge concentration to be that of a non-interacting gas with chemical potential $\nu$. This is valid for an electrolyte or magnetolyte as the charge concentration goes to zero, but away from this limit the long range interaction is screened, leading to an excess concentration. The common approach is to treat screening correlations in a mean-field fashion through the activity coefficient $\gamma$. In this case $K = \gamma^2 n_{\text{f}}^2/(2n_{\text{f}})$ and the free charge density increase is taken to be

$$n_{\text{f}}(b)/n_{\text{f}}(0) = \left(\gamma(0)/\gamma(b)\right)\sqrt{F(b)}.$$  

The equilibrium coefficient, $\gamma(0) = \gamma_0$ can be calculated from electrolyte theory [34,37,38]. At high field the screening charge cloud is swept away, as internal correlations among the free charges fail to establish if the ion drift velocity is too high. This is the first Wien effect which allowed Onsager to set $\gamma(b) = 1$ for fields above a threshold level, obtained by comparing the Debye screening length $\ell_D = \sqrt{k_B T/\mu_0 Q_{\text{m}}^2}$ with $\ell_H = k_B T/\mu_0 Q_{\text{m}} H$, the length above which the field modifies the internal distribution of ions (see Fig. S2). At low temperatures the experimental range of fields extends well outside this threshold so that the effect is limited to a small offset to the unscreened theory [43]. At higher temperatures the threshold field is much larger and the crossover has to be considered in detail.

FIG. S2. At low fields ($\ell_H \gg \ell_D$) the charges effectively interact with a screened potential with Liu’s theory describing the increase in charge density. At high fields ($\ell_H \ll \ell_D$) screening is destroyed and Onsager’s theory holds. Crossover occurs in the field regime where $\ell_H \sim \ell_D$. As neither of the two theories describes the crossover in full, we use a phenomenological treatment in terms of the non-equilibrium activity coefficient $\gamma(b)$. Also shown is the Bjerrum pairing length $\ell_T = \mu_0 Q_{\text{m}}^2/8\pi k_B T$.

We recently proposed a phenomenological non-equilibrium form for $\gamma(b)$, giving the charge increase at intermediate fields ($\ell_D \sim \ell_H$) [43]. We assumed that the
screening re-establishes a standard quadratic field dependence to leading order: \( n_f(b)/n_f(0) = 1 + O \bigl( b^2 \bigr) \) and that the crossover to the high field limit, \( \gamma(b \to \infty) = 1 \) occurs exponentially rapidly above the field threshold:

\[
\gamma(b) = \left[ 1 + (1/\gamma_0 - 1) \exp \left( -\frac{b}{2(1 - \gamma_0)} \right) \right]^{-1}. \quad (9)
\]

This formula accurately describes the simulation data in both magnetolytes and electrolytes and also compares favorably with Liu’s [63] screening corrections at low field.

He argued that if \( \ell_D \ll \ell_H \), the effective two body potential is of the Debye form \( U(r) \propto \exp(-r/\ell_D)/r \) which admits a perturbative solution for small field, yielding a non-equilibrium activity coefficient which can be cast in the form \( \gamma_L(b) = \gamma'_L(b) \) with \( f_L(x) = \ln(1 + x)/x \). Data from our electrolyte simulations are compared with both expressions in Fig. S3.

The Wien effect, linear in \( H_0 \), occurs as, out of equilibrium, the magnetic field provides a chemical potential gradient for the monopoles, in analogy with the electrolyte. In this environment the symmetry principle is violated, only to be re-established at long time as the system returns to equilibrium.

The initial conditions for the kinetic model therefore depend on the selected experimental protocol. A sample prepared in zero field would correspond to zero initial magnetization \( m(0) = 0 \) and zero excess charge \( \zeta(0) = 0 \). However, if measured with respect to equilibrium in finite field, \( \zeta(t = 0) \) has to be modified accordingly. It is necessary to replace the initial zero-field condition \( \zeta(0) = 0 \) with

\[
\zeta(0) = \zeta_0 = \frac{n_f(t = 0) - n_f^0(H_0)}{n_f(H_0) - n_f^0(H_0)}. \quad (11)
\]

where \( n_f(H_0) \) denotes the steady-state Wien effect free charge density. We also reinterpret \( \zeta(t) \) as the relative increase in density from the in-field equilibrium base line towards the steady state value. Note that as the equilibrium charge decrease is quadratic in field, it does not require a direct modification of the kinetic model which contains only terms linear in field.

**FIG. S3.** Effect of screening on the second Wien effect at higher densities are shown for a lattice Coulomb gas simulation at \( \nu = -1.45 \times U_C(a) \) and \( k_B T = 0.212 \times U_C(a) \), where \( U_C(a) \) is the nearest-neighbor Coulomb coupling; zero field densities are \( n_f(0) = 1.24 \times 10^{-3} \) and \( n_b(0) = 1.25 \times 10^{-3} \). Compare with a similar result for spin ice in Fig. 5. Liu’s theory of diffusion in the Debye potential (grey line) describes the low field behavior and Onsager’s unscreened expression (black line) is approached in high fields (diffusion in the Coulomb potential). The crossover is well characterised by a phenomenological theory (red line) that extends the activity coefficient out of equilibrium to describe the decay of the ionic atmosphere in an applied field. The free and bound charge populations are less clearly distinguished at higher densities and start to increase in a similar manner.

Quadratic reduction of density in field

From Fig. 1c one can see that the long time, equilibrium monopole density for finite field, \( n_f^0(H_0) \), falls below that of zero field. The shift \( n_f^0(H_0) - n_f^0(0) \) varies quadratically with applied field. This effect appears already for a single tetrahedron as the energy costs for monopole creation by flipping a spin with, or against, the field differ by the Zeeman energy. By symmetry, the terms linear in field cancel, so that

\[
n_f^0(H_0) \simeq n_f^0 \left( 1 - \frac{2}{3} \left( \frac{\mu_0 H_0}{k_B T} \right)^2 \right). \quad (10)
\]

The Wien effect, linear in \( H_0 \), occurs as, out of equilibrium, the magnetic field provides a chemical potential gradient for the monopoles, in analogy with the electrolyte. In this environment the symmetry principle is violated, only to be re-established at long time as the system returns to equilibrium.

The initial conditions for the kinetic model therefore depend on the selected experimental protocol. A sample prepared in zero field would correspond to zero initial magnetization \( m(0) = 0 \) and zero excess charge \( \zeta(0) = 0 \). However, if measured with respect to equilibrium in finite field, \( \zeta(t = 0) \) has to be modified accordingly. It is necessary to replace the initial zero-field condition \( \zeta(0) = 0 \) with

\[
\zeta(0) = \zeta_0 = \frac{n_f(t = 0) - n_f^0(H_0)}{n_f(H_0) - n_f^0(H_0)}. \quad (11)
\]

where \( n_f(H_0) \) denotes the steady-state Wien effect free charge density. We also reinterpret \( \zeta(t) \) as the relative increase in density from the in-field equilibrium base line towards the steady state value. Note that as the equilibrium charge decrease is quadratic in field, it does not require a direct modification of the kinetic model which contains only terms linear in field.

**FIG. S4.** Spectral density of the magnetization. Parameters are for DTO at 0.45 K, driven by a sinusoidal field with \( T = 2.048 \tau_0 \) and \( \mu_0 H_0 = 50 \text{ mT} \). We observe response at the first and third harmonic on a background of thermal fluctuations. The background has a Debye-like form and is therefore consistent with the susceptibility via the fluctuation-dissipation theorem (dashed black line \( \propto 1/\omega \)). The kinetic model (yellow line) gives the correct peak weight; it is however athermal. Higher harmonics (at thin red lines) predicted by the kinetic model are below the thermal background in this simulation.
Spectral analysis

We first record the time trace of magnetization (~10 samples) for every amplitude and frequency in our simulations. Afterwards, we keep only the part corresponding to the periodic steady-state and discard the equilibration process. We perform a Fourier analysis to obtain the first and higher non-linear susceptibilities defined in the main text (see Fig. S4). We use zero-padding and a Hamming window to improve the quality of the results, although the choice of window has little influence on the extracted values of the first non-linear susceptibility. This also allows us to observe higher harmonics and confirm that only odd harmonics are present in the non-linear response. The highest harmonic observed was the 9th, when using parameters corresponding to DTO at $T = 0.45$ K, $\mu_0 H_0 = 100$ mT, and $T = 2048$ MC steps (not shown).