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Abstract  This work discusses parabolic Muckenhoupt weights on spaces of homogeneous type, i.e. quasi-metric spaces with both a doubling measure and an additional monotone geodesic property. The main results include a characterization in terms of weighted norm inequalities for parabolic maximal operators, a reverse Hölder inequality, and a Jones-type factorization result for this class of weights. The connection between the space of parabolic bounded mean oscillation and parabolic Muckenhoupt weights is studied by applying a parabolic John–Nirenberg lemma. A Coifman–Rochberg-type characterization of the space of parabolic bounded mean oscillation in terms of parabolic maximal functions is also given. The main challenges in the parabolic theory are related to the time lag in the estimates. The results are motivated by the corresponding Euclidean theory and the regularity theory for parabolic variational problems on metric measure spaces.
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1 Introduction

It is well known that both the real-variable theory of function spaces and the boundedness of Calderón–Zygmund operators play a fundamental role in harmonic analysis and partial differential equations. The class $A_q(\mathbb{R}^n)$ of Muckenhoupt weights (see, for instance, Muckenhoupt [64], Hunt et al. [36], Coifman and Fefferman [20], García-Cuerva and Rubio de Francia [31]) gives an appropriate condition for a nonnegative locally integrable weight function $\omega$ on $\mathbb{R}^n$, such that some well-known operators (for instance, the Hardy–Littlewood maximal operator, the Hilbert transform, and the Calderón–Zygmund operators) are bounded on the weighted Lebesgue space $L^q(\mathbb{R}^n, \omega)$ for any given $q \in (1, \infty)$. Recall that, for any $q \in (1, \infty)$, a nonnegative locally integrable function $\omega$ on $\mathbb{R}^n$ is said to belong to the Muckenhoupt class $A_q(\mathbb{R}^n)$ if

$$\sup_Q \left[ \frac{1}{|Q|} \int_Q \omega(x) \, dx \right]^{\frac{q-1}{q}} < \infty,$$

where the supremum is taken over all cubes $Q \subset \mathbb{R}^n$ with their edges parallel to the coordinate axes and where $1/q + 1/q' = 1$. For any given $q \in (1, \infty)$, the weighted Lebesgue space $L^q(\mathbb{R}^n, \omega)$ is defined to be the set of all the Lebesgue measurable functions $f$ on $\mathbb{R}^n$ such that

$$\|f\|_{L^q(\mathbb{R}^n, \omega)} := \left[ \int_{\mathbb{R}^n} |f(x)|^q \omega(x) \, dx \right]^{1/q} < \infty.$$

There exists a well-established theory related to the Muckenhoupt weights with applications in elliptic partial differential equations on $\mathbb{R}^d$ (see, for instance, [11, 12, 13, 14, 15, 17, 28, 37, 47, 49]). There has also been a lot of interest in extending both harmonic analysis and the calculus of variations to nonsmooth spaces such as spaces of homogeneous type, i.e. a quasi-metric spaces with a doubling measure; see Coifman and Weiss [21] [22]. For more about the Muckenhoupt weights on spaces of homogeneous type and their applications, we refer the reader to [2, 3, 8, 39, 52] for more properties of these weights, to [16, 18, 19, 25, 26, 32, 34] for some applications of these weights in the weighted boundedness of operators, and to [30, 71, 76, 77] for some applications of these weights in the related weighted Hardy spaces.

For the case of parabolic Muckenhoupt weights, let us first recall the boundedness of the one-sided maximal operator on $\mathbb{R}$. For any $q \in (1, \infty)$, Sawyer [70] introduced the one-sided $A_q(\mathbb{R})$ condition

$$\sup_{x \in \mathbb{R}, h \in (0, \infty)} \left[ \frac{1}{h} \int_{x-h}^x \omega(t) \, dt \right] \left[ \frac{1}{h} \int_{x-h}^{x+h} [\omega(t)]^{1-q'} \, dt \right]^{q-1} < \infty \tag{1.1}$$

and showed that the one-sided maximal operator $M^+_{os}$ defined by

$$M^+_{os} f(x) := \sup_{h \in (0, \infty)} \frac{1}{h} \int_x^{x+h} |f(t)| \, dt,$$
with \( x \in \mathbb{R} \), is bounded on \( L^q(\mathbb{R}, \omega) \) if and only if \( \omega \) satisfies (1.1). These weights and the corresponding one-sided maximal operators have attracted a lot of attention (see, for instance, \([4, 5, 23, 55, 56, 57, 58, 59]\)). There exist also many studies related to higher-dimensional versions of these one-sided ones (see, for instance, \([9, 29, 45, 48, 65]\)). Kinnunen and Saari \([45]\) introduced, for any \( q \in (1, \infty) \), the parabolic Muckenhoupt \( A^+_{q}(\mathbb{R}^{n+1}) \) condition

\[
\sup_{R} \left[ \frac{1}{|R^-(\gamma)|} \int_{R^-(\gamma)} \omega(x) \, dx \right] \left[ \frac{1}{|R^+(\gamma)|} \int_{R^+(\gamma)} [\omega(x)]^{1-q'} \, dx \right]^{q-1} < \infty,
\]

where \( R^\pm(\gamma) \subset \mathbb{R}^{n+1} \) are space-time rectangles with a time lag \( \gamma \in [0, 1) \), and developed a theory of parabolic Muckenhoupt weights. This approach is motivated by the regularity theory for nonlinear parabolic partial differential equations and has a very close connection to the space of functions with parabolic bounded mean oscillation; see \([45, 44, 68, 69, 43]\).

From the point of view of partial differential equations, an important observation in Moser’s proof \([60]\) of a Harnack inequality for nonnegative solutions of

\[
\text{div}(\{\nabla u\}_{p-2} \nabla u) = 0
\]

on \( \mathbb{R}^n \) when \( p \in (1, \infty) \), is that the logarithm of a nonnegative solution of (1.3) belongs to \( \text{BMO}(\mathbb{R}^n) \), the space of functions with bounded mean oscillation, introduced by John and Nirenberg \([41]\). The motivation to study the parabolic BMO came from the works of Moser \([61, 62, 63]\) for \( p = 2 \) and Trudinger \([73]\) for \( p \in (1, \infty) \) on the parabolic Harnack inequality for nonnegative solutions of the doubly nonlinear parabolic equation

\[
\frac{\partial(|u|^{p-2}u)}{\partial t} - \text{div}(\{\nabla u\}_{p-2} \nabla u) = 0
\]

on \( \mathbb{R}^n \times (-\infty, \infty) \). It is also possible to consider a more general class of equations of type (1.3) and (1.4). For the behavior of solutions to (1.4) see, for instance, \([33, 42, 43, 46, 73, 74]\). The space of parabolic bounded mean oscillation and a parabolic John–Nirenberg lemma are essential in \([62, 73]\). Fabes and Garofalo \([27]\) gave a simplified proof of the parabolic John–Nirenberg lemma originally proved in \([61, 62]\). The parabolic BMO and a John–Nirenberg lemma related to (1.4) has been recently discussed in \([43]\). A very general John–Nirenberg-type lemma on spaces of homogeneous type was proved by Aimar \([1]\). This approach includes both elliptic and parabolic cases. Parabolic BMO is instrumental in the Harnack estimates for nonnegative solutions to (1.4) and, on the other hand, it follows for the Harnack estimates that nonnegative solutions to (1.4) belong to the parabolic Muckenhoupt class in (1.2) for any \( q \in (1, \infty) \).

Sometimes it is advantageous to consider a variational problem instead of a partial differential equation. The parabolic variational inequality related to (1.4) is

\[
p \int |u|^{p-2}u \frac{\partial \varphi}{\partial t} \, dx \, dt + \int |\nabla u|^p \, dx \, dt \leq \int |\nabla u + \nabla \varphi|^p \, dx \, dt
\]

for every compactly supported smooth function \( \varphi \). This approach goes back to Lichnewsky and Temam \([50]\), who employed an analogous concept in the case of the time-dependent minimal surface equation. Wieser \([75]\) showed that the variational approach gives the same class of weak
solutions as the standard definition of a weak solution. In particular, a function is a weak solution to (1.4) if and only if it satisfies (1.5) for every compactly supported smooth function \( \varphi \). The main advantage of the variational approach is that, instead of partial derivatives, it is based on the modulus of the gradient. Thus, it is possible to consider the corresponding variational problems on metric measure spaces by applying the concept of an upper gradient, see [35]. The theory of upper gradients and Sobolev spaces in [35] is developed in the context of a metric space with a doubling measure, but in harmonic analysis it is more common to consider a slightly more general space of homogeneous type. Harnack estimates for nonlinear parabolic problems of type (1.5) on metric measure spaces have been investigated in [40, 54]. These results imply that the negative logarithm of a nonnegative variational solution belongs to the parabolic BMO. In addition, a non-negative variational solution satisfies a parabolic Harnack inequality and, consequently, belongs to the parabolic Muckenhoupt class as in (1.2).

The goal of this article is to create a theory for parabolic Muckenhoupt weights on spaces of homogeneous type having an additional monotone geodesic property. This is motivated by the corresponding Euclidean theory in [45] and connections to parabolic variational problems of type (1.5) on metric measure spaces. We discuss the parabolic Muckenhoupt weights on spaces of homogeneous type, give a characterization in terms of the weak-type and the strong-type weighted norm inequalities for parabolic maximal operators, and prove a reverse Hölder inequality and a Jones-type factorization result. Moreover, we discuss the parabolic space BMO and establish its relation with the parabolic Muckenhoupt weights by using a parabolic John–Nirenberg lemma. As an application, we obtain a Coifman–Rochberg-type characterization of the parabolic BMO in terms of the parabolic maximal functions.

The organization of the remainder of this article is as follows.

In Section 2 we recall the concepts of both a space \((X, \rho, \mu)\) of homogeneous type and the system of dyadic cubes of \((X, \rho, \mu)\). Some necessary assumptions, including the monotone geodesic property are imposed on \((X, \rho, \mu)\) (see Definition 2.4 and Remark 2.5 below for more details and for some examples of spaces of homogeneous type having this additional property). In addition, by applying the monotone geodesic property, we obtain a chaining ball property of \((X, \rho, \mu)\) (see Lemma 2.6 below). We also prove the Borel regularity of the product space \(X \times \mathbb{R}\) (see Corollary 2.11 below).

In Section 3 we first introduce the concept of parabolic cylinders of \((X, \rho, \mu)\) and then introduce the class of parabolic Muckenhoupt \(A^q_+(\gamma)\) weights. Some elementary properties of parabolic Muckenhoupt weights, such as the nestedness, dual properties, and forward-in-time doubling properties, are presented (see Proposition 3.4 below).

In Section 4 we show that, for any \(q \in (1, \infty)\), \(A^q_+(\gamma)\) is independent of the choice of the time lag \(\gamma\) whenever \(\gamma \in (0, 1)\) and, moreover, \(A^q_+(0)\) is a subset of \(A^q_+(\gamma)\) (see Theorem 4.1 below). In this proof, we use the Vitali covering lemma on a given space \((X, \rho, \mu)\) of homogeneous type to divide a given ball of \(X\) into overlapping balls with smaller radius and then to transport the new parabolic cylinders along both the time and the space axes by using both the chaining ball property and the forward-in-time doubling properties.

In Section 5 we introduce the concept of parabolic Muckenhoupt weights on parabolic rectangles, which is equivalent to that class defined on parabolic cylinders. Then we introduce the parabolic maximal operators related to parabolic rectangles and parabolic cylinders and prove that they are pointwise equivalent. To prove the necessity and the sufficiency of the parabolic Mucken-
houpt condition for the weak-type weighted boundedness of parabolic maximal operators, on the one hand, we use a similar proof of the classical Muckenhoupt theory on $\mathbb{R}^n$ to prove the necessity of the $A_q^+(\gamma)$ condition (see Theorem 5.5 below); on the other hand, we make use of a covering argument similar to that used in the proof of [45, Lemma 4.5] (see also [29, Theorem 1.2]) and geometric properties of the system of dyadic cubes to show the sufficiency of the $A_q^+(\gamma)$ condition (see Theorem 5.8 below). These results are discussed for parabolic rectangles and parabolic cylinders.

In Section 6, we first use the dyadic structure of the system of dyadic cubes of $X$ to construct a Calderón–Zygmund-type cover and establish an estimate for the distribution sets (see Lemma 6.3 below). Then we prove the reverse Hölder inequalities for parabolic Muckenhoupt weights (see Theorems 6.1 and 6.5 below) and further obtain a self-improving property for them (see Theorem 6.6 below). Using this, the weak-type weighted boundedness of parabolic maximal operators, and the Marcinkiewicz interpolation theorem, we further prove the strong-type weighted boundedness of parabolic maximal operators (see Theorem 6.8 below). Moreover, the backward-in-time reverse doubling properties of parabolic Muckenhoupt weights are showed to be equivalent to the reverse Hölder inequalities (see Theorem 6.7 below).

In Section 7, we first introduce the $A_1^+(\gamma)$ condition via parabolic maximal functions, and establish the relation between $A_1^+(\gamma)$ and $A_q^+(\gamma)$ with $q \in (1, \infty)$ (see Proposition 7.4 below). Then we give a factorization of $A_q^+(\gamma)$ (see Theorem 7.5 below) and use the reverse Hölder inequalities to obtain a characterization of $A_1^+(\gamma)$ as small powers of maximal functions multiplied by bounded functions (see Theorem 7.6 below).

In Section 8, we introduce the parabolic space $\text{PBMO}^+(X \times \mathbb{R})$. Using a John–Nirenberg-type lemma in [11], we establish the relation between the class $A_q^+(\gamma)$ with $q \in (1, \infty)$ and $\text{PBMO}^+(X \times \mathbb{R})$ (see Theorem 8.4 below). By this, the factorization of $A_q^+(\gamma)$ in Theorem 7.5 and the characterization of $A_1^+(\gamma)$ in Theorem 7.6, we give a characterization of $\text{PBMO}^+(X \times \mathbb{R})$ in terms of parabolic maximal functions in the sense of Coifman and Rochberg (see Theorem 8.6 below).

2 Spaces of Homogeneous Type and Monotone Geodesic Property

In this section, we recall the concept of spaces of homogeneous type, a necessary geometric assumption, the system of dyadic cubes, and the adjacent system of dyadic cubes on spaces of homogeneous type. In addition, from the monotone geodesic property, we deduce the chaining ball property of a given space $X$ of homogeneous type under consideration. We also establish the Borel regularity of the product space $X \times \mathbb{R}$.

The following notation will be used throughout. We always let $\mathbb{N} := \{1, 2, \ldots\}$ and $\mathbb{Z}_+ := \mathbb{N} \cup \{0\}$. We denote by $C$ a positive constant which is independent of the main parameters, but may vary from line to line. We use $C_{a,...}$ to denote a positive constant depending on the indicated parameters $a, \ldots$. The symbol $f \leq g$ means $f \leq C g$ and, if $f \leq g \leq f$, then we write $f \approx g$. If $f \leq C g$ and $g = h$ or $g \leq h$, we then write $f \lesssim h$ or $f \leq h$, rather than $f \lesssim g = h$ or $f \leq g \leq h$. For any $r \in \mathbb{R}$, let $r_+ := \max(0, r)$. For any $\alpha \in \mathbb{R}$, we denote by $[\alpha]$ the largest integer not greater than $\alpha$ and $[\alpha]$ the smallest integer not smaller than $\alpha$. For any index $q \in [1, \infty]$, we denote by $q'$ its conjugate index, namely, $1/q + 1/q' = 1$. For any $x \in X$ and $r \in (0, \infty)$, we denote by $B(x, r)$ the
ball of $X$ centered at $x$ with the radius $r$, namely,

$$B(x, r) := \{y \in X : \rho(x, y) < r\}.$$ 

For any ball $B$, we use $x_B$ to denote its center and $r_B$ its radius, and denote by $\lambda B$ for any $\lambda \in (0, \infty)$ the ball concentric with $B$ having the radius $\lambda r_B$. The set $E \subset X$ is said to be bounded if $E$ is contained in a $\rho$-ball. The diameter of $E$, $\text{diam} (E)$, is defined by setting

$$\text{diam} (E) := \sup \{\rho(x, y) : x, y \in E\}.$$ 

If $R$ is a subset of $X \times \mathbb{R}$, we denote by $1_R$ its characteristic function, by $R^C$ the set $(X \times \mathbb{R}) \setminus R$, and by $\# R$ the cardinality of $R$. Also, when we prove a lemma, proposition, theorem, or corollary, we always use the same symbols in the wanted proved lemma, proposition, theorem, or corollary.

We recall the concept of a quasi-metric space.

**Definition 2.1.** A quasi-metric space $(X, \rho)$ is a non-empty set $X$ equipped with a quasi-metric $\rho$, namely, a nonnegative function defined on $X \times X$ satisfying that, for any $x, y, z \in X$,

(i) $\rho(x, y) = 0$ if and only of $x = y$;

(ii) $\rho(x, y) = \rho(y, x)$;

(iii) there exists a constant $K_0 \in [1, \infty)$, independent of $x, y, z$, such that

$$\rho(x, y) \leq K_0 [\rho(x, z) + \rho(z, y)].$$

**Definition 2.2.** A triplet $(X, \rho, \mu)$ is called a space of homogeneous type if $(X, \rho)$ is a quasi-metric space and $\mu$ is a nonnegative measure, defined on a $\sigma$-algebra of subsets of $X$ which contains the $\rho$-balls, satisfying the following doubling condition: there exists a constant $C_\mu \in [1, \infty)$ such that, for any $x \in X$ and $r \in (0, \infty)$,

$$\mu(B(x, 2r)) \leq C_\mu \mu(B(x, r)).$$

Throughout the article, we always make the following basic assumptions on both $(X, \rho, \mu)$ and $(X \times \mathbb{R}, d, \lambda)$, where, for any $x, y \in X$ and $t, s \in \mathbb{R}$,

$$d ((x, t), (y, s)) := \max \{\rho(x, y), |t - s|^{1/p}\},$$

and $\lambda := \mu \times m$ with $m$ being the one-dimensional Lebesgue measure on $\mathbb{R}$:

(i) for any point $x \in X$, the balls $\{B(x, r)\}_{r \in (0, \infty)}$ form a basis of open neighborhoods of $x$;

(ii) $\mu$ is Borel regular which means that all open sets of $X$ are measurable and every set $A \subset X$ is contained in a Borel set $E$ such that $\mu(A) = \mu(E)$;

(iii) for any $x \in X$ and $r \in (0, \infty)$, $\mu(B(x, r)) \in (0, \infty)$;

(iv) $\text{diam} (X) = \infty$ and $(X, \rho, \mu)$ is non-atomic, which means $\mu(\{x\}) = 0$ for any $x \in X$. 

Remark 2.3. It follows from the doubling condition that, for any \( \lambda \in [1, \infty) \), \( x \in X \), and \( r \in (0, \infty) \),

\[
\mu(B(x, \lambda r)) \leq C_\mu \lambda^n \mu(B(x, r)),
\]

where \( n := \log_2 C_\mu \) is called the upper dimension of \( X \). By (iii) of the above assumptions, we conclude that \( C_\mu \in (1, \infty) \) and hence \( n \in (0, \infty) \) (see also [6, p. 72]).

Next, we introduce the definition of the monotone geodesic property on quasi-metric spaces.

Definition 2.4. Let \((X, \rho)\) be a quasi-metric space. The space \((X, \rho)\) is said to have the monotone geodesic property if there exists a positive constant \( \tilde{K} \) such that, for any \( s \in (0, \infty) \) and \( x, y \in X \) with \( \rho(x, y) \geq s \), there exists a positive integer \( m \in \mathbb{N} \) and a finite set \( \{x_i\}_{i=0}^m \) of points with both \( x_0 := x \) and \( x_m := y \) such that, for any \( i \in \{0, \ldots, m-1\} \),

(i) \( \rho(x_i, x_{i+1}) \leq \tilde{K}s \);

(ii) \( \rho(x_{i+1}, x_m) \leq \rho(x_i, x_m) - s \).

Remark 2.5. (i) To study the volume of spheres on doubling metric measure spaces and on groups of polynomial growth, the monotone geodesic property on metric spaces was originally introduced by Tessera in [72], where Tessera in [72, Theorem 4] proved that this property implies the Følner property for balls (see, for instance, [72, p. 48] for the definition of the Følner property). To establish the boundedness of the Littlewood–Paley operators on localized BMO spaces on doubling metric measure spaces, a slightly stronger scale invariant version of this monotone geodesic property was introduced by Lin et al. [51, Definition 4.1(II)], which, in the same article [51, Theorem 4.1], was proved to be equivalent to the chain ball property introduced by Buckley in [10]. Moreover, this monotone geodesic property was also used by Auscher and Routin [7] to ensure the Hardy property (see [7, Definition 3.4] for its definition) satisfied by metric measure spaces of homogeneous type under consideration. For more equivalent properties and details on the monotone geodesic property over doubling metric measure spaces, we refer the reader to [7, 51, 72].

(ii) If \((X, \rho)\) is a metric space, then Definition 2.4 coincides with [51, Definition 4.1(II)]. If \((X, \rho)\) is a metric space and \( s = 1 \), then Definition 2.4 coincides with the second properties of [72, Proposition 2].

(iii) Obviously, the Euclidean space \( \mathbb{R}^n \) equipped with the standard Euclidean distance has the monotone geodesic property. As was pointed out in [66, p. 890], this property in Definition 2.4 is satisfied by complete doubling Riemannian manifolds and also satisfied by both geodesics spaces and length spaces.

For any quasi-metric space \((X, \rho)\) having the monotone geodesic property in Definition 2.4 we have the following chaining ball property.

Lemma 2.6. Let \((X, \rho)\) be a quasi-metric space satisfying the monotone geodesic property in Definition 2.4. Then there exists a constant \( \Lambda \in (1, \infty) \) such that, for any \( x, y \in X \) and \( r \in (0, \infty) \), there exists a positive integer \( N(x, y, r) \in \mathbb{N} \), only depending on \( x \), \( y \), and \( r \), and a sequence \( \{x_i\}_{i=0}^{N(x,y,r)} \) of points with both \( x_0 := x \) and \( x_{N(x,y,r)} := y \) such that
both (i) and (ii) of Definition 2.4 hold true. Let $N$

**Proof.** Let $m$ and a finite set $\{s_i\}_{i=0}^m$ such that, for any $i \in \{0, ..., m-1\}$, both Definitions 2.1(iii) and 2.4(i) hold true. Let $N(x, y, r) = m$. Now, for any $i \in \{0, ..., m\}$, define $B_i := B(x_i, r)$. For any $i \in \{0, ..., m-1\}$, define $D_i := B(x_{i+1}, r/(2K_0))$ and $\Lambda := 4K_0^2$. From this and both Definitions 2.1(iii) and 2.4(i), we deduce that, for any $z \in D_i$ with $i \in \{0, ..., m-1\}$,

$$
\rho(x_i, z) \leq K_0[\rho(x_i, x_{i+1}) + \rho(x_{i+1}, z)] < K_0[\bar{K} s + r/(2K_0)] = r,
$$

which further implies that $D_i \subset B_i$ and hence

\begin{equation}
D_i \subset B_i \cap B_{i+1}.
\end{equation}

Notice that both Definitions 2.1(iii) and 2.4(i) imply that, for any $z \in B_i$ with $i \in \{0, ..., m-1\}$,

$$
\rho(x_{i+1}, z) \leq K_0[\rho(x_{i+1}, x_i) + \rho(x_i, z)] < K_0(\bar{K} s + r) < 2K_0 r,
$$

which further implies that $B_i \subset \Lambda D_i$. By both this and an obvious fact that $B_{i+1} \subset \Lambda D_i$ which is deduced from their definitions, we find that, for any given $i \in \{0, ..., m-1\}$,

$$
B_i \cup B_{i+1} \subset \Lambda D_i,
$$

which, together with (2.2), then completes the proof of (i).

Next, we show (ii). To this end, from Definition 2.4(ii), we deduce that

$$
0 \leq \rho(x_{m-1}, x_m) \leq \rho(x_{m-2}, x_{m-1}) - s \leq \cdots \leq \rho(x_0, x_m) - (m-1)s = \rho(x, y) - ms + s,
$$

which implies that

$$
m \leq \frac{\rho(x, y)}{s} + 1.
$$

By this, we further conclude that, for any $p \in (1, \infty)$,

$$
\lim_{r \to 0} N(x, y, r)r^p = \lim_{r \to 0} m r^p \leq \lim_{r \to 0} \left[ \frac{\rho(x, y)}{s} + 1 \right] r^p = \lim_{r \to 0} \left[ \frac{2K_0 \bar{K} \rho(x, y)}{r} + 1 \right] r^p = 0,
$$
which completes the proof of (ii) and hence Lemma 2.6 in the case that $\rho(x, y) \geq s$.

Case 2) $\rho(x, y) < s$. In this case, let $N(x, y, r) := 1$, $D_0 := B(x, r/(2K_0))$, and $\Lambda := 4K_0^2$. Since $N(x, y, r) = 1$, it is easy to deduce that (ii) holds true automatically in this case. By an argument similar to that used in the proof of Case 1), we find that (i) also holds true in this case. This finishes the proof of the case that $\rho(x, y) < s$ and hence Lemma 2.6.

In what follows, we always assume that $(X, \rho)$ is a quasi-metric space having the monotone geodesic property in Definition 2.4, which ensures that Lemma 2.6 holds true.

The following system of dyadic cubes of $(X, \rho, \mu)$ was established by Hytönen and Kairema in [38, Theorem 2.2].

**Lemma 2.7.** Let $(X, \rho, \mu)$ be a space of homogeneous type. Suppose that constants $0 < c_0 \leq C_0 < \infty$ and $\delta \in (0, 1)$ satisfy $12K_0^3C_0 \delta \leq c_0$. Given a set of points, $\{z^k_{\alpha} : k \in \mathbb{Z}, \alpha \in I_k\} \subset X$ with $I_k$ being a set of indices, which has the following properties: for any $k \in \mathbb{Z}$,

$$\rho(z^k_{\alpha}, z^k_{\beta}) \geq c_0 \delta^k \quad \text{if} \quad \alpha \neq \beta, \quad \text{and} \quad \min_{\alpha \in I_k} \rho(x, z^k_{\alpha}) < C_0 \delta^k \text{ for any } x \in X,$$

then there exists a family of sets, $\{Q^k_{\alpha} : k \in \mathbb{Z}, \alpha \in I_k\}$, satisfying

(i) if $l, k \in \mathbb{Z}$ with $l \geq k$, then, for any $\alpha \in I_k$ and $\beta \in I_l$, either $Q^k_{\beta} \subset Q^k_{\alpha}$ or $Q^k_{\beta} \cap Q^k_{\alpha} = \emptyset$;

(ii) for any $k \in \mathbb{Z}$, $X = \bigcup_{\alpha \in I_k} Q^k_{\alpha}$ is a disjoint union;

(iii) for any $k \in \mathbb{Z}$ and $\alpha \in I_k$,

$$B(z^k_{\alpha}, c_1 \delta^k) \subset Q^k_{\alpha} \subset B(z^k_{\alpha}, C_1 \delta^k) =: B(Q^k_{\alpha}),$$

where $c_1 := (3K_0^2)^{-1}c_0$ and $C_1 := 2K_0C_0$;

(iv) if $l, k \in \mathbb{Z}$ with $l \geq k$, and both $\alpha \in I_k$ and $\beta \in I_l$ satisfy $Q^k_{\beta} \subset Q^k_{\alpha}$, then $B(Q^k_{\beta}) \subset B(Q^k_{\alpha})$.

Recall that a quasi-metric space $(X, \rho)$ is said to be geometric doubling if there exists a positive integer $A_0 \in \mathbb{N}$ such that, for any $x \in X$ and $r > 0$, the ball $B(x, r)$ can be covered by at most $A_0$ balls $B(x, r/2)$. It is well known that any space of homogeneous type is also a geometric doubling quasi-metric space (see also [6, p. 53]). The following adjacent system of dyadic cubes of $(X, \rho, \mu)$ was established by Hytönen and Kairema in [38, Theorem 4.1].

**Lemma 2.8.** Let $(X, \rho, \mu)$ be a space of homogeneous type. Suppose that a constant $\delta \in (0, 1)$ satisfies $96K_0^6\delta^2 \leq 1$. Then there exists a positive integer $K := K(K_0, A_0, \delta)$, a countable set of points,

$$\left\{z^k_{\alpha, \tau} : \tau \in \{1, \ldots, K\}, k \in \mathbb{Z}, \alpha \in I_{k, \tau}\right\},$$

with $I_{k, \tau}$ for any $\tau \in \{1, \ldots, K\}$ and $k \in \mathbb{Z}$, being a set of indices, and a finite number of dyadic grids,

$$\{\mathcal{T}^\tau := \{Q^k_{\alpha, \tau} : k \in \mathbb{Z}, \alpha \in I_{k, \tau} : \tau \in \{1, \ldots, K\}\},$$

where, for any $\tau \in \{1, \ldots, K\}$, $\mathcal{T}^\tau$ is a collection of dyadic cubes, associated to dyadic points $\{z^k_{\alpha, \tau} : k \in \mathbb{Z}, \alpha \in I_{k, \tau}\}$, satisfying Lemma 2.7. In addition, there exists a positive constant $C$, only
depending on both \( K_0 \) and \( \delta \), such that, for any \( x \in X \) and \( r \in (0, \infty) \), there exists a \( \tau \in \{1, \ldots, K\} \) and a dyadic cube \( Q_{\alpha}^{k, \tau} \in \mathcal{D}^\tau \) with both \( k \in \mathbb{Z} \) and \( \alpha \in I_{k, \tau} \) such that

\[
(2.3) \quad B(x, r) \subset Q_{\alpha}^{k, \tau} \quad \text{and} \quad \text{diam} (Q_{\alpha}^{k, \tau}) \leq Cr.
\]

The following proposition is very useful, which might be well known; we present the details here for the convenience of the reader.

**Proposition 2.9.** Let \((X, \rho_1, \mu)\) and \((Y, \rho_2, \nu)\) be two spaces of homogeneous type, \( \tau_X \) and \( \tau_Y \) be, respectively, the topology on \( X \) induced by \( \rho_1 \) and the topology on \( Y \) induced by \( \rho_2 \), and \( \mathcal{A} \) and \( \mathcal{B} \), respectively, the \( \sigma \)-algebra of \( \mu \)-measurable sets and the \( \sigma \)-algebra of \( \nu \)-measurable sets. If both \( \mu \) and \( \nu \) are Borel regular, then the product measure \( \lambda := \mu \times \nu \) of the product space \((X \times Y, \tau_{X \times Y}, \lambda)\) is also Borel regular, where \( \tau_{X \times Y} \) denotes the product topology generated by the topology basis \( \tau_X \times \tau_Y \).

To prove Proposition 2.9, we need the following lemma.

**Lemma 2.10.** Any space of homogeneous type is separable and has a countable topological basis.

**Proof.** Let \((X, \rho, \mu)\) be a space of homogeneous type. We first prove that \((X, \rho, \mu)\) is separable. To this end, it is sufficient to show that the set \( Z := \{z^k\}_{k \in \mathbb{Z}, a \in I_k} \) of dyadic points in Lemma 2.7 is a countable dense subset of \( X \). Fix an \( x_0 \in X \). On the one hand, by both (i) and (iii) of Lemma 2.7 and the fact that \((X, \rho)\) is geometric doubling, we find that, for any \( k \in \mathbb{Z} \) and \( N \in \mathbb{N} \), the cardinality of the set

\[
Z_{k,N} := \{ z \in Z : B(z, c_1 \delta^k) \subset B(x_0, N) \}
\]

is finite, where both \( c_1 \) and \( \delta \) are the same as in Lemma 2.7. From this and both (ii) and (iii) of Lemma 2.7, we further deduce that

\[
Z = \bigcup_{k \in \mathbb{Z}} \bigcup_{N \in \mathbb{N}} Z_{k,N}
\]

is a countable subset of \( X \). On the other hand, by Lemma 2.7 (iii), we find that, for any \( x \in X \) and \( \varepsilon \in (0, \infty) \), there exists a \( k \in \mathbb{Z} \) satisfying that \( C_1 \delta^k < \varepsilon \) with \( C_1 \) in Lemma 2.7 and an \( a \in I_k \) such that \( x \in Q_{\alpha}^k \subset B(z_{\alpha}^k, C_1 \delta^k) \) and hence \( \rho(x, z_{\alpha}^k) < C_1 \delta^k < \varepsilon \). This further implies that \( Z \) is dense in \( X \). Thus, \( Z \) is a countable dense subset of \( X \).

Next, we show that \((X, \rho, \mu)\), with its topology induced by \( \rho \), has a countable topological basis. Notice that, from an argument similar to that used in the proof of [53, Theorem 2], we deduce that there exists a \( \theta \in (0, 1) \) and a metric \( \varrho \) such that \( \varrho \approx \rho^\theta \) and hence the topologies induced, respectively, by \( \varrho \) and \( \rho \) coincide. By this, \( X \) is separable, and [67, p. 204, Proposition 25], we conclude that the metric space \((X, \varrho)\) has a countable topological basis and hence so does \((X, \rho)\). This finishes the proof of Lemma 2.10. \( \Box \)

**Proof of Proposition 2.9.** To show that \( \lambda \) is Borel regular, we first prove that, for any open subset \( R \) of \( X \times Y \), \( R \) is \( \lambda \)-measurable. Let \( \mathcal{A} \otimes \mathcal{B} \) be the \( \sigma \)-algebra generated by the Cartesian product \( \mathcal{A} \times \mathcal{B} \). Since both \( \mu \) and \( \nu \) are Borel regular, it follows that \( \tau_X \subset \mathcal{A} \) and \( \tau_Y \subset \mathcal{B} \). By this, the
definitions of both $\tau_{XY}$ and $\mathcal{A} \otimes \mathcal{B}$, and Lemma \[2.10\] it is easy to show that, for any open subset $R$ of $X \times Y$, 

$$R \in \tau_{XY} \leq (\mathcal{A} \otimes \mathcal{B}).$$

From this and the fact that all the elements of $\mathcal{A} \otimes \mathcal{B}$ are $\lambda$-measurable, we deduce that, for any $R \in \tau_{XY}$, $R$ is $\lambda$-measurable.

Next, we show that, for any set $A \subset X \times Y$, there exists a Borel subset $F$ of $X \times Y$ such that $A \subset F$ and $\lambda(A) = \lambda(F)$. Recall that the product measure $\lambda$ on the product space $X \times Y$ is defined by setting, for any subset $A$ of $X \times Y$,

$$\lambda(A) := \inf \left\{ \sum_{j \in \mathbb{N}} \lambda(P_j) : P_j \in \mathcal{B}, A \subset \bigcup_{j \in \mathbb{N}} P_j \right\},$$

where $\mathcal{B}$ is defined to be the set of all the subsets $P$ of $X \times Y$ satisfying that there exist $P^X \in \mathcal{A}$ and $P^Y \in \mathcal{B}$ such that $P = P^X \times P^Y$. Let $A \subset X \times Y$. We consider the following two cases on $\lambda(A)$.

Case 1) $\lambda(A) = \infty$. In this case, it is easy to show that both $A \subset X \times Y$ and $\infty = \lambda(A) \leq \lambda(X \times Y)$, which further implies that $\lambda(A) = \lambda(X \times Y)$. Notice that $X \times Y$ is obviously a Borel set. This finishes the proof of Case 1).

Case 2) $\lambda(A) < \infty$. In this case, by the definition of $\lambda(A)$, we know that, for any $n \in \mathbb{N}$, there exist $\{A^X_{n,j} : A^X_{n,j} \subset X\}_{j \in \mathbb{N}}$ and $\{A^Y_{n,j} : A^Y_{n,j} \subset Y\}_{j \in \mathbb{N}}$ such that

\begin{equation}
(2.4) \quad A \subset \bigcup_{j \in \mathbb{N}} (A^X_{n,j} \times A^Y_{n,j}) =: F_n
\end{equation}

and

\begin{equation}
(2.5) \quad 0 \leq \lambda(F_n) - \lambda(A) < \frac{1}{n}.
\end{equation}

Since $\mu$ is Borel regular on $X$, it follows that, for any $n, j \in \mathbb{N}$, there exists a Borel subset $\overline{A}^X_{n,j}$ of $X$ such that

\begin{equation}
(2.6) \quad A^X_{n,j} \subset \overline{A}^X_{n,j} \quad \text{and} \quad \mu \left( A^X_{n,j} \right) = \mu \left( \overline{A}^X_{n,j} \right).
\end{equation}

Similarly, for any $n, j \in \mathbb{N}$, we can find a Borel subset $\overline{A}^Y_{n,j}$ of $Y$ such that

\begin{equation}
(2.7) \quad A^Y_{n,j} \subset \overline{A}^Y_{n,j} \quad \text{and} \quad \nu \left( A^Y_{n,j} \right) = \nu \left( \overline{A}^Y_{n,j} \right).
\end{equation}

For any $n \in \mathbb{N}$, we let

$$\overline{F}_n := \bigcup_{j \in \mathbb{N}} (\overline{A}^X_{n,j} \times \overline{A}^Y_{n,j}) \quad \text{and} \quad F := \lim_{k \to \infty} \bigcap_{n \geq k} \overline{F}_n.$$

On the one hand, by the definitions of both $F_n$ and $\overline{F}_n$, (2.6), (2.7), and (2.5), we conclude that, for any $n \in \mathbb{N}$,

$$0 \leq \lambda(\overline{F}_n) - \lambda(A) = \sum_{j \in \mathbb{N}} \mu \left( \overline{A}^X_{n,j} \right) \nu \left( \overline{A}^Y_{n,j} \right) - \lambda(A)$$
which, together with both the definition of \( F \) and \([2.4]\), further implies that \( \lambda(F) = \lambda(A) \) and \( A \subset F \). On the other hand, since \( \tilde{A}^X_{n,j} \) is a Borel subset of \( X \) and \( \tilde{A}^Y_{n,j} \) is a Borel subset of \( Y \), it follows that \( \tilde{A}^X_{n,j} \times \tilde{A}^Y_{n,j} \) is a Borel subset of \( X \times Y \) and hence so is \( \tilde{F}_n \). This, combined with the definition of \( F \), further implies that \( F \) is a Borel subset of \( X \times Y \). This finishes the proof of Case 2) and hence Proposition \([2.9]\) \( \Box \)

Using Proposition \([2.9]\) we immediately obtain the following conclusion which is used to prove Lemma \([5.3]\) below; we omit the details here.

**Corollary 2.11.** Let \( (X, \rho, \mu) \) be a space of homogeneous type and \( m \) the one-dimensional Lebesgue measure on \( \mathbb{R} \). Then the product measure \( \lambda := \mu \times m \) is Borel regular on the product measure space \((X \times \mathbb{R}, \lambda)\).

### 3 Parabolic Muckenhoupt Weights on Spaces of Homogeneous Type

Let \((X, \rho, \mu)\) be a space of homogeneous type having the monotone geodesic property. In this section, we introduce the parabolic Muckenhoupt weight class on \( X \times \mathbb{R} \) and present some related basic properties. We say that \( X \) is spatial and \( \mathbb{R} \) temporal related to the product space \( X \times \mathbb{R} \). For any given set \( E \subset X \times \mathbb{R} \) and any \( a \in \mathbb{R} \), the temporal translation \( E + a \) of \( E \) is defined by setting

\[
E + a := \{(x, t + a) : (x, t) \in E\}.
\]

To introduce the definition of the parabolic Muckenhoupt weight class, we first introduce the following concept of parabolic space-time cylinders. Throughout this article, we always fix a parameter \( p \in (1, \infty) \).

**Definition 3.1.** Let \((X, \rho, \mu)\) be a space of homogeneous type and \( \gamma \in [0, 1) \). For any \( x \in X, t \in \mathbb{R} \), and \( l \in (0, \infty) \), let

\[
R(x, t, l) := B(x, l) \times (t - l^p, t + l^p),
\]

\[
R^-(x, t, l, \gamma) := B(x, l) \times (t - l^p, t - \gamma l^p),
\]

and

\[
R^+(x, t, l, \gamma) := R^-(x, t, l, \gamma) + (1 + \gamma)l^p = B(x, l) \times (t + \gamma l^p, t + l^p).
\]

The set \( R(x, t, l) \) is called an \((x, t)\)-centered parabolic cylinder with edge length \( l \) of \( X \times \mathbb{R} \). Simply write \( R := R(x, t, l) \), \( R^- := R^-(x, t, l, \gamma) \), \( R^+(\gamma) := R^+(x, t, l, \gamma) \),

\[
R^- := R^-(x, t, l, 0),
\]

and \( R^+ := R^+(x, t, l, 0) \) if there exists no confusion. Moreover, \( R^+(\gamma) \) are called, respectively, the upper and the lower parts of \( R \), and \( \gamma \) is called the time lag.
Recall that, for any \( q \in (0, \infty) \), the Lebesgue space \( L^q(X \times \mathbb{R}) \) is defined to be the set of all the \( \lambda \)-measurable functions \( f \) on \( X \times \mathbb{R} \) such that
\[
\|f\|_{L^q(X \times \mathbb{R})} := \left( \int_{X \times \mathbb{R}} |f(x, t)|^q \, d\mu(x) \, dt \right)^{1/q} < \infty.
\]
For any \( q \in (0, \infty) \), the set of all the locally \( q \)-integrable functions \( X \times \mathbb{R}, L^q_{\text{loc}}(X \times \mathbb{R}) \), is defined to be the set of all the \( \lambda \)-measurable functions \( f : X \times \mathbb{R} \rightarrow \mathbb{C} \) satisfying that, for any \((x, t) \in X \times \mathbb{R}\), there exists an \( r \in (0, \infty) \) such that
\[
\|f \mathbb{1}_{R(x,t,\gamma)} \|_{L^q(X \times \mathbb{R})} < \infty.
\]
A weight \( \omega \) always means a real-valued \( \lambda \)-almost everywhere positive locally integrable function on \( X \times \mathbb{R} \). For any measurable set \( E \subset X \times \mathbb{R} \), we let
\[
\omega(E) := \int_E \omega
\]
and, for any \( f \in L^1_{\text{loc}}(X \times \mathbb{R}) \),
\[
f_E := \int_E f := \frac{1}{\lambda(E)} \int_E f.
\]
Here and thereafter, we always omit the differential \( d\mu(x) \, dt \) in all integral representations to simplify the presentation if there exists no confusion.

We now introduce the parabolic Muckenhoupt weight class via parabolic cylinders as follows.

**Definition 3.2.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \( q \in (1, \infty) \), and \( \gamma \in [0, 1) \).

(i) A weight \( \omega \) is said to belong to the **parabolic Muckenhoupt weight class via parabolic cylinders**, \( A^+_q(\gamma) \), if
\[
[\omega]_{A^+_q(\gamma)} := \sup_{\{R(x, t, l) : (x, t) \in X \times \mathbb{R}, l \in (0, \infty)\}} \left( \int_{R^-(\gamma)} \omega \right)^{1-q} \left( \int_{R^+(\gamma)} \omega^{1-q} \right)^q < \infty.
\]

(ii) A weight \( \omega \) is said to belong to the **parabolic Muckenhoupt weight class via parabolic cylinders**, \( A^-_q(\gamma) \), if
\[
[\omega]_{A^-_q(\gamma)} := \sup_{\{R(x, t, l) : (x, t) \in X \times \mathbb{R}, l \in (0, \infty)\}} \left( \int_{R^+(\gamma)} \omega \right)^{1-q} \left( \int_{R^-(\gamma)} \omega^{1-q} \right)^q < \infty,
\]

where \( q' \in (1, \infty) \) denotes the conjugate index of \( q \), namely, \( 1/q + 1/q' = 1 \), and the supremum in both (3.1) and (3.2) are taken over all the parabolic cylinders \( R(x, t, l) \) of \( X \times \mathbb{R} \) with both \((x, t) \in X \times \mathbb{R}\) and \( l \in (0, \infty) \).

**Remark 3.3.** If \( X = \mathbb{R}^n \),
\[
\rho(x, y) := \max \{2|x_i - y_i| : i \in \{1, ..., n\}\}
\]
for any \( x := (x_1, ..., x_n), y := (y_1, ..., y_n) \in \mathbb{R}^n \), and \( \mu = \mathcal{L}^n \) is the Lebesgue measure on \( \mathbb{R}^n \), then, in this case, Definition 3.2 coincides with [45, Definition 3.2].
Next, we present some elementary and useful properties of parabolic Muckenhoupt weights; since their proofs are similar to those of [45] Propositions 3.3 and 3.4, we omit the details here.

**Proposition 3.4.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), and \(\gamma \in [0, 1)\).

(i) Assume that \(u, v \in A_q^+(\gamma)\). Then both \(f := \min\{u, v\}\) and \(g := \max\{u, v\}\) belong to \(A_q^+(\gamma)\). Moreover, there exists a positive constant \(C_q\) such that
\[
[f]_{A_q^+(\gamma)} \leq C_q \left( [u]_{A_q^+(\gamma)} + [v]_{A_q^+(\gamma)} \right) \quad \text{and} \quad [g]_{A_q^+(\gamma)} \leq C_q \left( [u]_{A_q^+(\gamma)} + [v]_{A_q^+(\gamma)} \right).
\]

(ii) For any \(r \in [q, \infty)\), \(A_q^+(\gamma) \subset A_r^+(\gamma)\).

(iii) \(\omega \in A_q^+(\gamma)\) if and only if \(\omega^{1-q'} \in A_q^+(\gamma)\).

(iv) Let \(\omega \in A_q^+(\gamma)\). Then, for any parabolic cylinder \(R(x, t, l)\) with both \((x, t) \in X \times \mathbb{R}\) and \(l \in (0, \infty)\), any \(S \subset R^+(\gamma)\), and any \(P \subset R^-\gamma)\),
\[
\omega(R^-(\gamma)) \leq [\omega]_{A_q^+(\gamma)} \left[ \frac{\lambda(R^-\gamma))}{\lambda(S)} \right]^q \omega(S)
\]
and
\[
\omega^{1-q'}(R^+(\gamma)) \leq [\omega]_{A_q^+(\gamma)}^{q'-1} \left[ \frac{\lambda(R^+(\gamma))}{\lambda(P)} \right]^{q'} \omega^{1-q'}(P).
\]

4 Independent of the Choice of the Time Lag

Let \((X, \rho, \mu)\) be a space of homogeneous type having the monotone geodesic property. In this section, we establish the relation between the parabolic Muckenhoupt weight class with different time lag. More precisely, we aim to prove the following theorem.

**Theorem 4.1.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), and \(\gamma, \gamma' \in [0, 1)\).

(i) If \(0 \leq \gamma \leq \gamma' < 1\), then \(A_q^+(\gamma) \subset A_q^+(\gamma')\).

(ii) If \(0 < \gamma' < \gamma < 1\), then \(A_q^+(\gamma) \subset A_q^+(\gamma')\).

To prove Theorem 4.1 we need the following proposition.

**Proposition 4.2.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), and \(\gamma \in [0, 1)\). Assume that \(\omega \in A_q^+(\gamma)\) and \(\theta \in (0, \infty)\). Then, for any parabolic cylinder \(R(x, t, l)\) with both \((x, t) \in X \times \mathbb{R}\) and \(l \in (0, \infty)\),
\[
\int_{R^-(\gamma)} \omega \leq [\omega]_{A_q^+(\gamma)} \int_{R^-(\gamma)+\theta(1+\gamma)} \omega^p
\]
and
\[
\int_{R^+(\gamma)} \omega^{1-q'} \leq [\omega]_{A_q^+(\gamma)}^{q'-1} \int_{R^+(\gamma)-\theta(1+\gamma)} \omega^{1-q'}.
\]
To prove Proposition [4.2], we need the following Vitali covering theorem which is just [1] Lemma 2.1] and can also be found in [21] with a slightly different statement.

**Lemma 4.3.** Let $(X, \rho, \mu)$ be a space of homogeneous type. Let
\[ \mathcal{B} := \{ B_\alpha := B(x_\alpha, r_\alpha) : \alpha \in \Gamma \} \]
be a family of balls in $X$ such that $\bigcup_{\alpha \in \Gamma} B_\alpha$ is bounded. Then there exists a sequence $\{ B_i \}_i \subset \mathcal{B}$ of disjoint balls such that, for any $\alpha \in \Gamma$, there exists an $i$ satisfying that $r_\alpha \leq 2r_i$ and
\[ B_\alpha \subset B(x_i, 5K_0^2r_i). \]

**Remark 4.4.** In Lemma 4.3, since $\mu$ is doubling, we find that, if, for any $\alpha, \beta \in \Gamma$, $r_\alpha \approx r_\beta$ uniformly, then $\{ B_i \}_i$ is a finite set. Moreover, if there exists a positive constant $r$ such that, for any $\alpha \in \Gamma$, $r_\alpha \approx r \approx \text{diam} \left( \bigcup_{\alpha \in \Gamma} B_\alpha \right)$ uniformly, then $\{ B_i \}_i$ is a finite set with its cardinality independent of $r$.

**Proof of Proposition 4.2.** Let $R := R(x, t, l)$, with both $(x, t) \in X \times \mathbb{R}$ and $l \in (0, \infty)$, be a parabolic cylinder. We first prove (4.1). To this end, we consider the following three cases on $\theta$.

*Case 1*) $\theta = 1$. In this case, it is easy to show that $R^-(\gamma) + (1 + \gamma)l^p = R^+\gamma).$ From (5.1), the fact that $\varphi(s) := s^{1-q}$ for any $s \in (0, \infty)$ with $q \in (1, \infty)$ is a convex function, and the Jensen inequality, we deduce that
\[
\frac{1}{R^-(\gamma)} \int_{R^-(\gamma)} \leq [\omega]_{A^*_\gamma} \left( \int_{R^-(\gamma)} \omega^{1-q} \right)^{1-q} \leq [\omega]_{A^*_\gamma} \int_{R^+(\gamma)} \omega
\]
\[= [\omega]_{A^*_\gamma} \int_{R^-(\gamma) + (1 + \gamma)l^p} \omega. \]
This finishes the proof of (4.1) in the case that $\theta = 1$.

*Case 2*) $\theta \in (0, 1)$. In this case, $R^-(\gamma) + \theta(1 + \gamma)l^p \subset R(x, t, l)$. Let
\[ \mathcal{B} := \{ B(y, (5K_0^2)^{-1}l^{1/p}) : y \in B(x, l) \}. \]
By Definition [2.1]iii), we find that, for any given $y \in B(x, l)$ and for any $z \in B(y, (5K_0^2)^{-1}l^{1/p})$,
\[ \rho(x, z) \leq K_0 [\rho(x, y) + \rho(y, z)] < K_0 l + (5K_0)^{-1}l^{1/p}, \]
which further implies that $B(y, (5K_0^2)^{-1}l^{1/p}) \subset B(x, K_0 l + (5K_0)^{-1}l^{1/p})$ and hence
\[ (4.3) \quad \bigcup_{B \in \mathcal{B}} B \subset B(x, K_0 l + (5K_0)^{-1}l^{1/p}) \]
is a bounded set. From this, Lemma 4.3 and Remark 4.4, it follows that there exists a positive integer $N$ and a sequence $\{ B_i := B(y_i, (5K_0^2)^{-1}l^{1/p}) \}_{i=1}^N \subset \mathcal{B}$ of disjoint balls such that
\[ (4.4) \quad B(x, l) \subset \bigcup_{i=1}^N 5K_0^2 B_i. \]
and, for any \( \tau \in \{1, \ldots, N\} \),

(4.5) \[
\mu \left( B(x, l) \setminus \left[ \bigcup_{i=1}^{N} 5K_0^2B_i \setminus 5K_0^2B_\tau \right] \right) > 0.
\]

Now, we let \( M := [\theta^{-1}] \in [2, \infty) \) and, for any \( j \in \{1, \ldots, M\} \),

\[
T_j := (t - l^p + (j - 1)\theta(1 - \gamma)l^p, t - l^p + j\theta(1 - \gamma)l^p).
\]

From this, it follows that

(4.6) \[
\bigcup_{j=1}^{M} T_j = (t - l^p, t - l^p + M\theta(1 - \gamma)l^p) \supset (t - l^p, t - \gamma l^p)
\]

in the sense that it is allowed to differ by a set of zero measure of \( \mathbb{R} \). For any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \), let

\[
R^-_{i,j}(\gamma) := (5K_0^2B_i) \times T_j \quad \text{and} \quad R^+_{i,j}(\gamma) := (5K_0^2B_i) \times T_j + \theta(1 + \gamma)l^p,
\]

which, combined with both (4.4) and (4.6), implies that

(4.7) \[
R^-(\gamma) \subset \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} R^-_{i,j}(\gamma) \quad \text{and} \quad R^-(\gamma) + \theta(1 + \gamma)l^p \subset \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} R^+_{i,j}(\gamma)
\]

in the sense that it is allowed to differ by a set of zero measure of \( X \times \mathbb{R} \).

Next, we reconstruct \( \{R^+_{i,j}(\gamma)\}_{i \in \{1, \ldots, N\}, j \in \{1, \ldots, M\}} \) such that the union in the second formula of (4.7) is a disjoint union. To this end, for any \( j \in \{1, \ldots, M\} \), let

\[
\tilde{R}^+_{1,j}(\gamma) := R^+_{1,j}(\gamma)
\]

and, for any \( i \in \{2, \ldots, N\} \), let

\[
\tilde{R}^+_{i,j}(\gamma) := R^+_{i,j}(\gamma) \setminus \bigcup_{\tau=1}^{i-1} R^+_{\tau,j}(\gamma).
\]

This implies that, for any \( i, \tau \in \{1, \ldots, N\} \) and \( j, k \in \{1, \ldots, M\} \) with \( i \neq \tau \) or \( j \neq k \),

(4.8) \[
\tilde{R}^+_{i,j}(\gamma) \cap \tilde{R}^+_{\tau,k}(\gamma) = \emptyset \quad \text{and} \quad \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} \tilde{R}^+_{i,j}(\gamma) = \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} R^+_{i,j}(\gamma).
\]

Moreover, (4.5) and the definitions of both \( \tilde{R}^+_{i,j}(\gamma) \) and \( R^+_{i,j}(\gamma) \) imply that, for any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \),

(4.9) \[
\lambda \left( \tilde{R}^+_{i,j}(\gamma) \cap [R^-(\gamma) + \theta(1 + \gamma)l^p] \right) > 0.
\]
Notice that, for any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \),

\[
\lambda \left( R^{-}_i(y) \right) = \mu(B_i) \times \theta(1 - \gamma) l^p = \lambda \left( R^+_i(y) \right)
\]

and

\[
\lambda (R^{-}(y)) = \mu(B(x, l)) \times (1 - \gamma) l^p = \lambda (R^{-}(y) + \theta(1 + \gamma) l^p).
\]

From this, (4.7), \( \omega \in \mathcal{A}^q(\gamma) \), the fact that \( f(s) := s^{1-q} \) for any \( s \in (0, \infty) \) is a decreasing convex function with \( q \in (1, \infty) \), (4.9), the Jensen inequality, and (4.8), we further deduce that

\[
\int_{R^{-}(y)} \omega \leq \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\lambda(R^{-}_i(y))}{\lambda(R^{-}(\gamma))} \int_{R^+_i(y)} \omega^{1-q} \]

\[
\leq [\omega]_{A^q_i(\gamma)} \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\lambda(R^{-}_i(y))}{\lambda(R^{-}(\gamma))} \left[ \int_{R^+_i(y)} \omega^{1-q} \right]^{1-q}
\]

\[
\leq [\omega]_{A^q_i(\gamma)} \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\lambda(R^{-}_i(y))}{\lambda(R^{-}(\gamma))} \frac{1}{\lambda(R^+_i(y))} \int_{R^+_i(y)} \omega^{1-q} \]

\[
\leq [\omega]_{A^q_i(\gamma)} \frac{1}{\lambda(R^{-}(\gamma) + \theta(1 + \gamma) l^p)} \sum_{i=1}^{N} \sum_{j=1}^{M} \int_{R^+_i(y)} \omega^{1-q} \]

\[
= [\omega]_{A^q_i(\gamma)} \int_{R^{-}(y) + \theta(1 + \gamma) l^p} \omega.
\]

This finishes the proof of (4.11) in the case that \( \theta \in (0, 1) \).

Case 3) \( \theta \in (1, \infty) \). In this case, let \( a := [\theta] \). If \( \theta = a \), then, from case 1), we deduce that

(4.10) \[
\int_{R^{-}(y)} \omega \leq [\omega]_{A^q_i(\gamma)} \int_{R^{-}(y) + a(1 + \gamma) l^p} \omega \leq \cdots \leq [\omega]_{A^q_i(\gamma)} \int_{R^{-}(y) + a(1 + \gamma) l^p} \omega.
\]

If \( \theta > a \), then, by both cases 1) and 2), we conclude that

\[
\int_{R^{-}(y)} \omega \leq [\omega]_{A^q_i(\gamma)} \int_{R^{-}(y) + a(1 + \gamma) l^p} \omega \leq \cdots \leq [\omega]_{A^q_i(\gamma)} \int_{R^{-}(y) + a(1 + \gamma) l^p} \omega
\]

\[
\leq [\omega]_{A^q_i(\gamma)} \int_{R^{-}(y) + \theta(1 + \gamma) l^p} \omega,
\]

which, together with (4.10), then completes the proof of (4.1) in the case that \( \theta \in (1, \infty) \).

In summary, we finish the proof of (4.1). By Proposition 3.4(iii), (3.2), and an argument similar to that used in the above proof of (4.1), we conclude that (4.2) also holds true. This finishes the proof of Proposition 4.2.

Using Proposition 4.2 we immediately obtain the following conclusion; we omit the details here.
Corollary 4.5. Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), and \(\gamma \in [0, 1)\). Assume that \(\omega \in A^+_q(\gamma)\) and \(\theta_1, \theta_2 \in (0, \infty)\). Then

\[
\sup_{\{R(x,t,l) \colon (x,t) \in X \times \mathbb{R}, \ l \in (0, \infty)\}} \left[ \int_{R^{-}\gamma}(\cdot) \omega \right]^{q-1} \left[ \int_{R^{+}(\gamma)} \omega^{1-q} \right]^{q-1} \leq \left[ \omega \right]_{A^+_q(\gamma)}^{\theta_1 + \theta_2 + 1}.
\]

Now, we prove Theorem 4.1.

Proof of Theorem 4.1. We first prove (i). Let \(\omega \in A^+_q(\gamma)\) and \(R := R(x, t, l)\), with both \((x, t) \in X \times \mathbb{R}\) and \(l \in (0, \infty)\), be a parabolic cylinder. Since \(\gamma' > \gamma\), it follows that \(R^{-}\gamma(\cdot) \subset R^{-}\gamma\) and \(R^{+}\gamma(\cdot) \subset R^{+}\gamma\). By this, \(q \in (1, \infty)\), and (3.1), we find that

\[
\left[ \int_{R^{-}\gamma}(\cdot) \omega \right]^{q-1} \left[ \int_{R^{+}\gamma}(\cdot) \omega^{1-q} \right]^{q-1} \leq \left[ \frac{1 - \gamma}{1 - \gamma'} \right]^q \left[ \int_{R^{-}\gamma}(\cdot) \omega \right]^{q-1} \left[ \int_{R^{+}\gamma}(\cdot) \omega^{1-q} \right]^{q-1} \leq \left[ \frac{1 - \gamma}{1 - \gamma'} \right]^q \left[ \omega \right]_{A^+_q(\gamma)} < \infty
\]

and hence \(\omega \in A^+_q(\gamma')\). This finishes the proof of (i).

Next, we prove (ii). To this end, we first claim that, for any \(\gamma \in (0, 1)\), \(A^+_q(\gamma) \subset A^+_q(\gamma/2)\). Assume for the moment that the claim holds true. For any \(\gamma \in (0, \infty)\), we find that there exists a \(K \in \mathbb{N}\) such that \(\gamma/2^K \leq \gamma'\), which, combined with both the claim and (i) of the present theorem, further implies that

\[A^+_q(\gamma) \subset A^+_q(\gamma/2) \subset \cdots \subset A^+_q(\gamma/2^K) \subset A^+_q(\gamma').\]

To complete the proof of (ii) of the present theorem, it remains to prove the above claim. Assume that \(\omega \in A^+_q(\gamma)\). Let \(R := R(x, t, l)\), with both \((x, t) \in X \times \mathbb{R}\) and \(l \in (0, \infty)\), be a parabolic cylinder. We divide this proof into the following three steps.

Step 1. Division process. Fix a sufficiently small positive constant \(k \in (0, 1)\) which is determined later. Let

\[\mathcal{B} := \left\{ B(y, (5K^2)\gamma^{-1}kl) : y \in B(x, l) \right\}.
\]

Using an argument similar to that used in the proof of (4.8), we find that \(\bigcup_{B \in \mathcal{B}} B\) is bounded. From this, Lemma 4.3 and Remark 4.4 it follows that there exists a positive integer \(N\), depending on \(k\), and a sequence \(\{B(y_i, (5K^2)^{-1}kl)\}_{i=1}^N \subset \mathcal{B}\) of disjoint balls such that

\[
\bigcup_{i=1}^N B(y_i, kl) \supset B(x, l).
\]

Let \(M := [(2 - \gamma)/(2(1 - \gamma)k^p)]\). For any \(j \in \{1, \ldots, M\}\), we define

\[T_j^+ := (t + \gamma l^p/2 + j(1 - \gamma)k^p l^p, t + \gamma l^p/2 + j(1 - \gamma)k^p l^p)\]

and

\[T_j^- := (t - \gamma l^p/2 - j(1 - \gamma)k^p l^p, t - \gamma l^p/2 - (j - 1)(1 - \gamma)k^p l^p)\].
By this, it is easy to show that

\[ \bigcup_{j=1}^{M} T_j^- = (t - \gamma l^p / 2 - M(1 - \gamma)k^p l^p, t - \gamma l^p / 2) \supset (t - l^p, t - \gamma l^p / 2) \]

and

\[ \bigcup_{j=1}^{M} T_j^+ = (t + \gamma l^p / 2, t + \gamma l^p / 2 + M(1 - \gamma)k^p l^p) \supset (t + \gamma l^p / 2, t + l^p) \]

in the sense that it is allowed to differ by a set of zero measure of \( \mathbb{R} \). For any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \), let

\[ R_{i,j}(\gamma) := B(y_i, kl) \times T_j^- \quad \text{and} \quad R_{i,j}^+(\gamma) := B(y_i, kl) \times T_j^+. \]

From this, (4.11), (4.12), and (4.13), we deduce that

\[ R^-(\gamma / 2) \subset \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} R_{i,j}^-(\gamma) \quad \text{and} \quad R^+(\gamma / 2) \subset \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} R_{i,j}^+(\gamma) \]

in the sense that it is allowed to differ by a set of zero measure of \( X \times \mathbb{R} \).

**Step 2.** Translation process. In this step, we show how each element of \( \{R_{i,j}^-(\gamma)\}_{i \in \{1, \ldots, N\}, j \in \{1, \ldots, M\}} \) can be transported to the same spatially central position \( B(x, kl) \) without losing too much information about their measures. By Lemma 2.6, we find that, for any given \( i \in \{1, \ldots, N\} \), there exist two constants \( K_i \in \mathbb{N} \) and \( \Lambda \in (1, \infty) \), \( \{x_i\}_{i=0}^{N} \subset X\), and \( \{D_i\}_{i=0}^{K_i-1} \) satisfying both (i) and (ii) of Lemma 2.6 with \( x_0 := y_i, x_k := x \), and \( r := kl \). From this, (4.3) with \( R^- \) replacing \( R^+ \) and \( S \) replaced, respectively, by \( B(x_0, kl) \times T_j^- \) and \( D_0 \times T_j^- + (1 + \gamma)kl^p \), and (2.1), we deduce that, for any \( j \in \{1, \ldots, M\}, \)

\[
\omega \left( R_{i,j}^-(\gamma) \right) = \omega \left( B(x_0, kl) \times T_j^- \right) \\
\leq \left[ \frac{\lambda(B(x_0, kl) \times T_j^-)}{\lambda(D_0 \times T_j^- + (1 + \gamma)kl^p)} \right]^q \omega \left( D_0 \times T_j^- + (1 + \gamma)kl^p \right) \\
\approx \left[ \frac{\mu(B(x_0, kl))}{\mu(D_0)} \right]^q \omega \left( D_0 \times T_j^- + (1 + \gamma)kl^p \right) \\
\leq \left[ \frac{\mu(K_iD_0)}{\mu(D_0)} \right]^q \omega \left( D_0 \times T_j^- + (1 + \gamma)kl^p \right) \\
\leq \omega \left( B(x_1, kl) \times T_j^- + (1 + \gamma)kl^p \right),
\]

where the implicit positive constants only depend on \( n, q, \) and \( \Lambda \). Repeating this argument for \( \{B(x_i, kl) \times T_j^- + v(1 + \gamma)kl^p\}_{i=1}^{K_i-1} \), we further obtain, for any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\}, \)

\[ \omega \left( R_{i,j}^-(\gamma) \right) \leq \omega \left( B(x_1, kl) \times T_j^- + (1 + \gamma)kl^p \right) \leq \cdots \leq \omega \left( B(x_{K_i}, kl) \times T_j^- + (1 + \gamma)K_i kl^p \right) \]
\[
\approx \omega \left( B(x, kl) \times T_j^{-} + (1 + \gamma)K_jk^p l^p \right).
\]

By both (3.4) and an argument similar to that used in the estimation of (4.14) with \( \omega \) and \( R_{i,j}^-(\gamma) \) replaced, respectively, by \( \omega^{1-q'} \) and \( R_{i,j}^+(\gamma) \), we find that, for any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \),

\[
(4.15) \quad \omega^{1-q'} \left( R_{i,j}^+(\gamma) \right) \lesssim \omega^{1-q'} \left( B(x, kl) \times T_j^{+} - (1 + \gamma)K_jk^p l^p \right).
\]

Now, for any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \), we let

\[
{\tilde R}_{i,j}^-(\gamma) := B(x, kl) \times T_j^{-} + (1 + \gamma)K_jk^p l^p
\]

and

\[
{\tilde R}_{i,j}^+(\gamma) := B(x, kl) \times T_j^{+} - (1 + \gamma)K_jk^p l^p.
\]

From this and (2.1), we deduce that, for any \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \),

\[
(4.16) \quad \frac{\lambda({\tilde R}_{i,j}^-(\gamma))}{\lambda(R_{i,j}^-(\gamma))} = \frac{\mu(B(x, kl))}{\mu(B(y_i, kl))} \leq \frac{\mu(B(y_i, K_0(kl + l)))}{\mu(B(y_i, kl))} \leq 1,
\]

where, in the penultimate inequality, we used Definition 2.1 (iii) and the fact that \( \rho(x, y_i) < l \). Similarly, we have

\[
(4.17) \quad \frac{\lambda({\tilde R}_{i,j}^+(\gamma))}{\lambda(R_{i,j}^+(\gamma))} \leq 1,
\]

where the implicit positive constants are independent of \( x, t, \) and \( l \). By Lemma 2.6 (ii), we choose \( k \) sufficiently small such that

\[
\min_{i \in \{1, \ldots, N\}} \{ \gamma l^p - 2(1 + \gamma)K_jk^p l^p \} > 2\gamma k^p l^p,
\]

which, together with the definitions of both \( {\tilde R}_{i,j}^-(\gamma) \) and \( {\tilde R}_{i,j}^+(\gamma) \), further implies that, for any \( i, \tau \in \{1, \ldots, N\} \) and \( j, \sigma \in \{1, \ldots, M\} \),

\[
(4.18) \quad \min_{(x,t_1) \in {\tilde R}_{i,j}^-(\gamma), \ (x,t_2) \in {\tilde R}_{i,j}^+(\gamma)} \{t_2 - t_1\}
\]

\[
> t + \gamma l^p / 2 - \max_{i \in \{1, \ldots, N\}} \{ (1 + \gamma)K_jk^p l^p \}
\]

\[
- \left( t - \gamma l^p / 2 + \max_{i \in \{1, \ldots, N\}} \{ (1 + \gamma)K_jk^p l^p \} \right)
\]

\[
> 2\gamma k^p l^p.
\]

Moreover, from the definitions of both \( {\tilde R}_{i,j}^-(\gamma) \) and \( {\tilde R}_{i,j}^+(\gamma) \), the choice of \( k \), and the fact that \( M < (2 - \gamma) / ((1 - \gamma)k^p) \), it follows that, for any \( i, \tau \in \{1, \ldots, N\} \) and \( j, \sigma \in \{1, \ldots, M\} \),

\[
(4.19) \quad \max_{(x,t_1) \in {\tilde R}_{i,j}^-(\gamma), \ (x,t_2) \in {\tilde R}_{i,j}^+(\gamma)} \{t_2 - t_1\}
\]
where the implicit positive constants are independent of \(x\), \(t\), \(l\), \(\gamma\), \(\mu\), and \(\lambda\). From this, (4.16), (4.17), (4.14), (4.15), and Corollary 4.5 combined with both (4.18) and (4.19), we deduce that

[Step 3. In this step, we aim to prove that \(\omega \in A^*_q(\gamma/2)\). By Step 1 and (2.1), we find that]

\[
\int_{R^+(\gamma/2)} \frac{\omega}{\omega^{1-q}} \leq \left[ \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\lambda(\mathcal{R}_i^+(\gamma))}{\lambda(R^+(\gamma/2))} \int_{R^+_i(\gamma)} \frac{\omega}{\omega^{1-q}} \right]^{q-1} \leq \sum_{i=1}^{N} \sum_{j=1}^{M} \int_{R^+_i(\gamma)} \frac{\omega}{\omega^{1-q}} \]

and, similarly,

\[
\left[ \int_{R^+(\gamma/2)} \frac{\omega}{\omega^{1-q}} \right]^{q-1} \leq \left[ \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\lambda(\mathcal{R}_i^+(\gamma))}{\lambda(R^+(\gamma/2))} \int_{R^+_i(\gamma)} \frac{\omega}{\omega^{1-q}} \right]^{q-1} \leq \sum_{i=1}^{N} \sum_{j=1}^{M} \int_{R^+_i(\gamma)} \frac{\omega}{\omega^{1-q}} ,
\]

where the implicit positive constants are independent of \(x\), \(t\), \(l\), \(\gamma\), \(\mu\), and \(\lambda\). From this, (4.16), (4.17), (4.14), (4.15), and Corollary 4.5 combined with both (4.18) and (4.19), we deduce that

\[
\left[ \int_{R^+(\gamma/2)} \frac{\omega}{\omega^{1-q}} \right]^{q-1} \leq \left[ \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\lambda(\mathcal{R}_i^+(\gamma))}{\lambda(R^+(\gamma/2))} \int_{R^+_i(\gamma)} \frac{\omega}{\omega^{1-q}} \right]^{q-1} \leq \sum_{i=1}^{N} \sum_{j=1}^{M} \int_{R^+_i(\gamma)} \frac{\omega}{\omega^{1-q}} ,
\]

where the implicit positive constants are independent of \(x\), \(t\), \(l\), \(\gamma\), \(\mu\), and \(\lambda\). By this and the arbitrariness of the parabolic cylinder \(R(x,t,l)\), we further conclude that \(\omega \in A^*_q(\gamma/2)\).

Combining these three steps, we finish the proof of the above claim, which then completes the proof of (ii) and hence Theorem 4.1. \(\Box\)
Remark 4.6. (i) By Theorem 4.1, we find that, for any \( q \in (1, \infty) \), \( A_q^+(\gamma) \) is independent of the choice of \( \gamma \) whenever \( \gamma \in (0, 1) \).

(ii) Notice that Lemma 2.6, which follows from the monotone geodesic property, is only used to prove Theorem 4.1. If \((X, \rho, \mu)\) is a space of homogeneous type satisfying (i) and (ii) of Lemma 2.6 instead of the monotone geodesic property, but with Lemma 2.6(ii) replaced by

(a) there exists a constant \( p_0 \in (0, \infty) \), only depending on \((X, \rho)\) and \( p \), such that, for any \( x, y \in X \) and \( p \in (p_0, \infty) \),

\[
\lim_{r \to 0} N(x, y, r)p = 0,
\]

and define \( p_X \) to be the smallest \( p_0 \) satisfied by \((X, \rho)\) in (a), then we can choose any \( p \in (p_X, \infty) \) to define parabolic cylinders in Definition 5.1 and all the results of this article still hold true. It can be seen that whether (i) of the present remark holds true depends on both the parameter \( p \) in Definition 5.1 and the geometric properties of \((X, \rho)\) reflected by \( p_X \). For instance, let \((X, \rho) = (\mathbb{R}^n, |\cdot|)\), where \(|\cdot|\) is the standard Euclidean distance. Then, in this case, \( p_X = 1 \) and we can use any \( p \in (1, \infty) \) to define the parabolic cylinders to develop a corresponding theory. This interesting phenomenon has already been mentioned in [45, p. 1723].

(iii) Let \((X, \rho, \mu)\) be a space of homogeneous type, \( q \in (1, \infty) \), and \( \gamma \in [0, 1) \). Assume that \( \omega \in A_q^+(\gamma) \) and \( \theta_1, \theta_2 \in \mathbb{R} \) satisfy \( \theta_1 + \theta_2 > -\frac{2\gamma}{1+\gamma} \). By both Corollary 4.5 and an argument similar to that used in the proof of Theorem 4.1(ii), we find that there exists a positive constant \( C \) such that

\[
\sup_{R(x,t) \in X \times \mathbb{R}, \ell \in (0, \infty)} \left[ \int_{R^+(\gamma) - \theta_1(1+\gamma)p} \omega \right]^{\frac{1}{q}} \left[ \int_{R^+(\gamma) + \theta_2(1+\gamma)p} \omega^{1-q} \right]^{q-1} \leq C.
\] (4.20)

Moreover, assuming that (4.20) holds true, it is possible to show that \( \omega \in A_q^+(\gamma) \) by an argument similar to that used in the proof of (4.20). This implies that we can replace (3.1) by (4.20) in the definition of the parabolic Muckenhoupt weight class. The new condition is satisfied with a different constant which depends on \( q, \gamma, [\omega]_{A_q^+(\gamma)}, \theta_1, \) and \( \theta_2 \).

5 Parabolic Maximal Operators and Parabolic Weighted Norm Inequalities

In this section, we introduce the parabolic maximal functions and show the weak-type parabolic weighted norm inequalities. To this end, we first introduce the parabolic space-time rectangles as follows.

Definition 5.1. Let \((X, \rho, \mu)\) be a space of homogeneous type, \( p \in (1, \infty) \), and \( \gamma \in [0, 1) \). Assume that

\[
\left\{ \mathbb{T}^r := \left\{ Q_{k,t}^r : k \in \mathbb{Z}, \alpha \in I_{k,t} \right\} \right\}_{r=1}^K
\]
is the adjacent system of dyadic cubes and \( \delta \in (0, 1) \) in Lemma 2.8. For any \( \tau \in \{1, ..., K\} \), \( k \in \mathbb{Z} \), \( \alpha \in I_{k, \tau} \), and \( t \in \mathbb{R} \), let

\[
P(\tau, k, \alpha, t) := Q^k_\alpha \times (t - \delta^k, t + \delta^k),
\]

\[
P^- (\tau, k, \alpha, t) := Q^k_\alpha \times (t - \delta^k, t - \gamma \delta^k),
\]

and

\[
P^+ (\tau, k, \alpha, t) := P^- (\tau, k, \alpha, t, \gamma) + (1 + \gamma) \delta^k = Q^k_\alpha \times (t + \gamma \delta^k, t + \delta^k).
\]

The set \( P(\tau, k, \alpha, t) \) is called a \((z_\alpha^k, t)\)-centered parabolic rectangle of \( X \times \mathbb{R} \) with edge length \( l(P(\tau, k, \alpha, t)) := \delta^k \), where \( z_\alpha^k \) is the same as in Lemma 2.7 related to the system \( \Xi^\tau \) of dyadic cubes.

Simply write \( P := P(\tau, k, \alpha, t), P^- \) \((\gamma) := P^- (\tau, k, \alpha, t, \gamma), P^+ \) \((\gamma) := P^+ (\tau, k, \alpha, t, \gamma),
\]

\[
P^- := P^- (\tau, k, \alpha, t, 0),
\]

and \( P^+ := P^+ (\tau, k, \alpha, t, 0) \) if there exists no confusion. Then \( P^\pm (\gamma) \) are called, respectively, the upper and the lower parts of \( P \).

We now introduce the parabolic Muckenhoupt weight class via parabolic rectangles as follows.

**Definition 5.2.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \( q \in (1, \infty) \), and \( \gamma \in [0, 1) \).

(i) A weight \( \omega \) is said to belong to the parabolic Muckenhoupt weight class via parabolic rectangles, \( A_q^\tau (\gamma) \), if

\[
[\omega]_{A_q^\tau (\gamma)} := \sup_{P(\tau, k, \alpha, t)} \left( \frac{\int_{P^- (\gamma)} \omega}{\int_{P^+ (\gamma)} \omega} \right)^{q^{-1} - 1} < \infty.
\]

(ii) A weight \( \omega \) is said to belong to the parabolic Muckenhoupt weight class via parabolic rectangles, \( A_q^- (\gamma) \), if

\[
[\omega]_{A_q^- (\gamma)} := \sup_{P(\tau, k, \alpha, t)} \left( \frac{\int_{P^+ (\gamma)} \omega}{\int_{P^- (\gamma)} \omega} \right)^{q^{-1} - 1} < \infty,
\]

where \( q' \in (1, \infty) \) is the conjugate index of \( q \), namely, \( 1/q + 1/q' = 1 \), and the suprema in both (5.1) and (5.2) are taken over all the parabolic rectangles \( P(\tau, k, \alpha, t) \) of \( X \times \mathbb{R} \) with \( \tau \in \{1, ..., K\}, k \in \mathbb{Z}, \alpha \in I_{k, \tau}, \) and \( t \in \mathbb{R} \).

**Remark 5.3.**

(i) Let \( q \in (1, \infty) \) and \( \gamma \in [0, 1) \). Then (i), (ii), and (iii) of Proposition 3.4 still hold true for \( A_q^\tau (\gamma) \). Proposition 3.4(iv) also holds true for any \( \omega \in A_q^\tau (\gamma) \) with parabolic cylinders replaced by parabolic rectangles.

(ii) From both an argument similar to that used in the proof of Proposition 4.2 and the forward-in-time doubling property of \( \omega \in A_q^\tau (\gamma) \) [see Proposition 3.4(iv) with parabolic cylinders replaced by parabolic rectangles], we deduce that Proposition 4.2 also holds true with parabolic cylinders replaced by parabolic rectangles. By this and an argument similar to that used in the proof of Theorem 4.1, we find that Theorem 4.1 also holds true for \( A_q^\tau (\gamma) \). In addition, we conclude that \( A_q^- (\gamma) \) is independent of the choice of \( \gamma \) whenever \( \gamma \in (0, 1) \).
Moreover, simply write $M$ and $\ell$ of $f$

\[ \ell(\lambda) := \sup_{\xi \in \mathbb{R}^n, \lambda > 0} \xi \left[ \int_{X \times \mathbb{R}} \frac{|f(x,t)|^q}{\lambda \omega} \right]^{1/q} \]

with both $c_1$ and $C_1$ in Lemma 2.7 and both $\delta$ and $C$ in Lemma 2.8.

Let $(X, \rho, \mu)$ be a space of homogeneous type and $\gamma \in [0, 1)$. Assume that $f \in L^1_{\text{loc}}(X \times \mathbb{R})$. The parabolic maximal functions, related to parabolic rectangles, $M^{+}f$ and $M^{-}f$ of $f$ are defined, respectively, by setting, for any $(x, t) \in X \times \mathbb{R},$

\[ M^{+}f(x, t) := \sup_{P(\mathbb{R}^{1+n}), \mathbb{R}^{1+n}} \int_{P(\gamma)} |f|^q \]

and

\[ M^{-}f(x, t) := \sup_{P(\mathbb{R}^{1+n}), \mathbb{R}^{1+n}} \int_{P(\gamma)} |f|^q. \]

Moreover, simply write $M^{+} := M^{0+}$ and $M^{-} := M^{0-}$.

Let $q \in (0, \infty)$ and $\omega$ be a weight. Recall that the weighted Lebesgue space $L^q(X \times \mathbb{R}, \omega)$ is defined to be the set of all the $\lambda$-measurable functions $f$ on $X \times \mathbb{R}$ such that

\[ \|f\|_{L^q(X \times \mathbb{R}, \omega)} := \left( \int_{X \times \mathbb{R}} |f|^q \right)^{1/q} < \infty. \]

The weighted weak Lebesgue space $L^{q,\infty}(X \times \mathbb{R}, \omega)$ is defined to be the set of all the $\lambda$-measurable functions $f$ on $X \times \mathbb{R}$ such that

\[ \|f\|_{L^{q,\infty}(X \times \mathbb{R}, \omega)} := \sup_{\xi \in (0, \infty)} \xi \left[ \omega \left( \{(x, t) \in X \times \mathbb{R} : |f(x, t)| > \xi \} \right) \right]^{1/q} < \infty. \]
Especially, when $\omega \equiv 1$, $L^{q,\infty}(X \times \mathbb{R}, 1)$ is just the weak Lebesgue space and we simply write

$$L^{q,\infty}(X \times \mathbb{R}) := L^{q,\infty}(X \times \mathbb{R}, 1).$$

Now, we show the necessity of the $A_q^\infty(\gamma)$ condition.

**Theorem 5.5.** Let $(X, \rho, \mu)$ be a space of homogeneous type, $q \in (1, \infty)$, and $\gamma \in [0, 1)$. Assume that $\omega$ is a weight such that the parabolic maximal operator

$$\mathcal{M}^+ : L^{q}(X \times \mathbb{R}, \omega) \to L^{q,\infty}(X \times \mathbb{R}, \omega)$$

is bounded. Then $\omega \in A_q^\infty(\gamma)$.

**Proof.** Without loss of generality, we may assume that $f \in L^q(X \times \mathbb{R}, \omega)$ is a nonnegative function and $P := P(\tau, k, \alpha, t)$ a parabolic rectangle with $\tau \in \{1, ..., K\}$, $k \in \mathbb{Z}$, $\alpha \in I_{k,\tau}$, and $t \in \mathbb{R}$. Let $k := k + \lfloor \log_2 \rho \rfloor < k$, where $\delta \in (0, 1)$ is the same as in Lemma 2.8. By this and Lemma 2.7, we find that there exists a unique $\beta \in I_{k,\tau}$ such that $Q_{\alpha,\tau}^{k,\beta} \subset Q_{\beta,\tau}^{k,\gamma}$, which implies that, for any $(y, s) \in P^-(\tau, k, \alpha, t, \gamma) =: P^-(\gamma)$, $(y, s) \in P(\tau, k, \beta, s)$ and

$$S^+(\gamma) := P^+(\gamma) + \frac{\gamma}{\lambda^+(\gamma)} f_{S^+(\gamma)},$$

where $P^+(\gamma) := P^+(\tau, k, \alpha, t, \gamma)$. From this, both (iii) and (iv) of Lemma 2.7, Definition 2.1 iii), and (2.1), we deduce that, for any $(y, s) \in P^-(\gamma)$,

$$\mathcal{M}^+ f(y, s) \geq \int_{P^-(\tau k,\beta, s, \gamma)} f \geq \frac{\lambda(S^+(\gamma))}{\lambda(P^+(\tau, k, \beta, s, \gamma))} f_{S^+(\gamma)}$$

$$= \frac{\mu(Q_{\alpha,\tau}^{k,\beta})}{\mu(Q_{\beta,\tau}^{k,\gamma})} f_{S^+(\gamma)} \geq \frac{\delta^p \mu(B(z_{\alpha,\tau}^{k,\beta}, c_1 \delta^k))}{2 \mu(\tilde{B}(z_{\beta,\tau}^{k,\gamma}, c_1 \delta^k))} f_{S^+(\gamma)}$$

$$\geq \frac{\delta^p \mu(B(z_{\alpha,\tau}^{k,\beta}, c_1 \delta^k))}{2 \mu(B(z_{\alpha,\tau}^{k,\beta}, 2K_0 C_1 \delta^k))} f_{S^+(\gamma)}$$

$$= \frac{\delta^p}{2C_\mu} \left( \frac{2K_0 C_1 2^{1/p}}{c_1 \delta} \right)^{-n} f_{S^+(\gamma)},$$

and hence

$$P^-(\gamma) \subset \left\{ (x, t) \in X \times \mathbb{R} : \mathcal{M}^+ f(x, t) > \frac{\delta^p}{2C_\mu} \left( \frac{2K_0 C_1 2^{1/p}}{c_1 \delta} \right)^{-n} f_{S^+(\gamma)} \right\}.$$ 

By this and the boundedness of $\mathcal{M}^+$ from $L^q(X \times \mathbb{R}, \omega)$ to $L^{q,\infty}(X \times \mathbb{R}, \omega)$, we find that, for any $\xi \in (0, \frac{\delta^p}{2C_\mu} \left( \frac{2K_0 C_1 2^{1/p}}{c_1 \delta} \right)^{-n} f_{S^+(\gamma)})$,

$$\omega(P^-(\gamma)) = \int_{P^-(\gamma)} \omega \leq \int_{\{(x, t) \in X \times \mathbb{R} : \mathcal{M}^+ f(x, t) > \xi \}} \omega \leq \frac{1}{\xi q} \int_{X \times \mathbb{R}} f^q \omega.$$
Let \( f := \omega^{1-q} \mathbf{1}_{S^+(\gamma)} \) and \( \xi \to \frac{\delta^p}{2C_\eta} \left( \frac{2K_0C_\eta^{2/p}}{c_\xi \delta^p} \right)^{-n} f_{S^+(\gamma)} \). Then, by (5.3) and the fact that \( \lambda(S^+(\gamma)) = \lambda(P^+(\gamma)) = \lambda(P^-(\gamma)) \), we conclude that

\[
(5.4) \quad \int_{P_-(\gamma)} \omega \lesssim \frac{1}{\lambda(S^+(\gamma))} \left[ \int_{S^+(\gamma)} \omega^{1-q} \right]^{1-q} \left[ \int_{S^+(\gamma)} \omega^{(1-q')q + 1} \right]^{q-1}.
\]

On the one hand, if \( \gamma = 0 \), then \( S^+(0) = P^+ \). This, combined with (5.4), implies that

\[
\left( \int_{P^-} \omega \right) \left( \int_{P^+} \omega^{1-q} \right)^{q-1} \lesssim 1,
\]

which, together with the arbitrariness of \( P \), further implies that \( \omega \in A^+_q(0) \). On the other hand, if \( \gamma \in (0, 1) \), then, from (5.4), the arbitrariness of \( P \), and Remark 5.3(iii), we deduce that, for any parabolic rectangle \( U \),

\[
\left[ \int_{P^-} \omega \right] \left[ \int_{P^+} \omega^{1-q} \right]^{q-1} \lesssim \sup_P \left[ \int_{P^-} \omega \right] \left[ \int_{P^+} \omega^{1-q} \right]^{q-1} \lesssim 1
\]

and hence \( \omega \in A^+_q(\gamma) \). This finishes the proof of Theorem 5.5. \( \square \)

Next, we show the reverse conclusion of Theorem 5.5. To this end, we need two technical lemmas.

**Lemma 5.6.** Let \( \tau \in \{1, \ldots, K\} \) with \( K \) in Lemma 2.8 and let \( F := \{ P_i = Q_i \times I_i : i \in \Lambda \} \), with \( \Lambda \) being a set of indices, be a countable collection of parabolic rectangles satisfying that

(i) there exists a positive constant \( C \) such that, for any \( k \in \mathbb{Z} \),

\[
\sum_{P \in F, l(P) = \delta^k} 1_{P^-} \leq C;
\]

(ii) for any \( P, U \in F \) with \( P \neq U \), \( P^- \nsubseteq U^- \);

(iii) for any \( i \in \Lambda \), \( Q_i \in \mathcal{D}^\tau \).

Then there exists another positive constant \( C' \) such that, for any parabolic rectangle \( P_0 := Q_0 \times I_0 \) with \( Q_0 \in \mathcal{D}^\tau \),

\[
(5.5) \quad \sum_{P \in \mathcal{F}} \lambda(P) \leq C' \lambda(P_0),
\]

where \( \mathcal{F} \), related to \( P_0 \), is defined by setting

\[
\mathcal{F} := \{ P \in F : P^+ \cap P_0^+ \neq \emptyset, l(P) < l(P_0) \}.
\]
Proof. Assume that
\begin{equation}
(5.6) \quad P_0 := Q_{a_0}^{k_0,\tau} \times (t_0 - \delta^{k_0}, t_0 + \delta^{k_0})
\end{equation}
with \( k_0 \in \mathbb{Z} \), \( \alpha_0 \in I_{k_0,\tau} \), and \( t_0 \in \mathbb{R} \). We divide \( \mathcal{F} \) into
\[ \mathcal{F} = \{ P \in \mathcal{F} : P \not\in P_0 \} \cup \{ P \in \mathcal{F} : P \subset P_0 \} =: \mathcal{F}_1 \cup \mathcal{F}_2. \]
Thus, to prove (5.5), it suffices to show
\begin{equation}
(5.7) \quad \sum_{P \in \mathcal{F}_1} \lambda(P) \leq \lambda(P_0) \quad \text{and} \quad \sum_{P \in \mathcal{F}_2} \lambda(P) \leq \lambda(P_0).
\end{equation}

We first prove the first inequality of (5.7). By both (i) and (ii) of Lemma 2.7, we find that, for any \( k \in \mathbb{Z} \cap (k_0, \infty) \), there exists a finite set \( \tilde{I}_{k,\tau} \subset I_{k,\tau} \) of indices such that, for any \( \alpha \in \tilde{I}_{k,\tau} \),
\begin{equation}
(5.8) \quad Q_{a}^{k,\tau} \subset Q_{a_0}^{k_0,\tau}.
\end{equation}
Assume that \( I \) is an interval of \( \mathbb{R} \) such that \( P = Q_{a}^{k,\tau} \times I \in \mathcal{F}_1 \). Then (5.8), the definition of \( \mathcal{F}_1 \), (ii) of the present lemma, and (5.6) imply that \( I = (t_I - \delta^{k}, t_I + \delta^{k}) \) with
\[ t_I \in (t_0 + \delta^{k}, t_0 + \delta^{k}), \]
which, combined with (i) of the present lemma, further implies that
\begin{equation}
(5.9) \quad \# \left\{ P : P = Q_{a}^{k,\tau} \times I \in \mathcal{F}_1 \right\} \leq \sum_{P \in \mathcal{F}_1, \lambda(P) = \delta^{k}} 1_p \left( z_{a,\tau}^{k,\tau}, t_0 + \delta^{k} - \frac{2\delta^{k}}{3} \right)
+ \sum_{P \in \mathcal{F}_1, \lambda(P) = \delta^{k}} 1_p \left( z_{a,\tau}^{k,\tau}, t_0 + \delta^{k} - \frac{4\delta^{k}}{3} \right)
\leq 1,
\end{equation}
where \( z_{a,\tau}^{k,\tau} \) is any point in \( Q_{a}^{k,\tau} \). From this, (5.8), and both (i) and (ii) of the present lemma, we deduce that
\begin{equation}
(5.9) \quad \sum_{P \in \mathcal{F}_1} \lambda(P) = \sum_{k=k_0+1}^{\infty} \sum_{\alpha \in I_{k,\tau}} \sum_{P = Q_{a}^{k,\tau} \times I \in \mathcal{F}_1} \lambda(P) \leq \sum_{k=k_0+1}^{\infty} \sum_{\alpha \in I_{k,\tau}} \mu(Q_{a}^{k,\tau}) \delta^{k}
\approx \sum_{k=k_0+1}^{\infty} \mu(Q_{a_0}^{k_0,\tau}) \delta^{k} \approx \mu(Q_{a_0}^{k_0,\tau}) \delta^{k_0} \approx \lambda(P_0).
\end{equation}

Next, we prove the second inequality of (5.7). Notice that, for any \( P \in \mathcal{F}_2 \), we have \( l(P) < l(P_0) < \infty \). We now let
\[ \Delta_1 := \left\{ P \in \mathcal{F}_2 : l(P) = \max_{U \in \mathcal{F}_2} l(U) \right\}, \]
and, for any $k \in \mathbb{N} \setminus \{1\}$,

$$\bar{\Delta}_k := \left\{ P \in \mathcal{F}_2 : P^c \cap \bigcup_{U \in |f|^{-1}} U = \emptyset \right\}$$

and

$$\Delta_k := \left\{ P \in \bar{\Delta}_k : l(P) = \max_{U \in \bar{\Delta}_k} \{ l(U) \} \right\}.$$ 

Let $\Delta := \bigcup_{k \in \mathbb{N}} \Delta_k$ and it is easy to show that, for any $U \in \mathcal{F}_2 \setminus \Delta$, there exists a parabolic rectangle $P \in \Delta$ such that $P^c \cap U^c \neq \emptyset$. This implies that

$$\sum_{P \in \mathcal{F}_2} \lambda(P) \leq \sum_{P \in \Delta} \lambda(P) + \sum_{U \in \mathcal{F}_2 \setminus \Delta, U^c \cap P^c \neq \emptyset} \lambda(U).$$

Notice that, for any $P, U \in \mathcal{F}_2$ with $P \neq U$, $U^c \nsubseteq P^c$. By this and an argument similar to that used in the estimation of (5.9), we find that, for any $P \in \Delta$,

$$\sum_{U \in \mathcal{F}_2 \setminus \Delta, U^c \cap P^c \neq \emptyset, l(U) < l(P)} \lambda(U) \leq \lambda(P).$$

From this, (5.10), the definition of $\Delta$, (i) of the present lemma, and the definitions of both $\bar{\Delta}_k$ and $\mathcal{F}_2$, we deduce that

$$\sum_{P \in \mathcal{F}_2} \lambda(P) \leq \sum_{P \in \Delta} \lambda(P) \approx \sum_{k \in \mathbb{N}} \sum_{P \in \Delta_k} \lambda(P) \approx \sum_{k \in \mathbb{N}} \sum_{P \in \Delta_k} \lambda(P^-) \approx \sum_{k \in \mathbb{N}} \lambda \left( \bigcup_{P \in \Delta_k} P^- \right) \approx \lambda \left( \bigcup_{k \in \mathbb{N}} \bigcup_{P \in \Delta_k} P^- \right) \leq \lambda(P_0),$$

which, together with both (5.7) and (5.9), further implies (5.5). This then finishes the proof of Lemma 5.6. 

\[\square\]

**Lemma 5.7.** Let $\gamma \in [0, 1)$ and $\mathcal{D}^\tau$ be the system of dyadic cubes in Lemma 2.7 where $\tau \in \{1, ..., K\}$ and $K \in \mathbb{N}$ are the same as in Lemma 2.8. Let $j \in \mathbb{N}$, $\xi \in (0, \infty)$, and $f \in L^{1}_{\text{loc}}(X \times \mathbb{R})$ be a nonnegative function. For any given $x_0 \in X$ and $r_0 \in (0, \infty)$, consider the set $A := R \cap \xi$, where $R := B(x_0, r_0) \times [-r_0, r_0]$ and

$$E := \{ (x,t) \in X \times \mathbb{R} : \xi \leq M^{\gamma}_{\tau,j}f(x,t) \leq 2\xi \}$$

with

$$M^{\gamma}_{\tau,j}f(x,t) := \sup_{P \in \mathcal{D}^\tau(x,t)} \int_{P^\gamma(y)} f.$$
For any \((x,t) \in E\), let \(P_{(x,t)} := Q_{\alpha}^{k,\tau} \times (t - \delta^{k,p}, t + \delta^{k,p})\), for some \(|k| \leq j\) and \(\alpha \in I_{k,\tau}\), be a parabolic rectangle satisfying that

\[
(5.12) \quad \xi \leq \int_{P_{(x,t)}^+} f \leq 2 \xi.
\]

Then there exists a set \(\Omega \subset A \) such that, for any \((x,t) \in \Omega\), there exists a set \(F_{(x,t)} \subset P_{(x,t)}^+ \) such that

(i) \(A \subset \bigcup_{(x,t) \in \Omega} \overline{P_{(x,t)}}\), where, for any \((x,t) \in \Omega\), \(\overline{P_{(x,t)}}\) denotes the closure of \(P_{(x,t)}\);

(ii) \(1 \int_{F_{(x,t)}} f \geq \xi;\)

(iii) \(\sum_{(x,t) \in \Omega} 1_{F_{(x,t)}} \leq 1,\)

where the implicit positive constants are independent of \(\xi, f, x, t, x_0, \) and \(r_0\).

Proof. We first construct \(\Omega\). To this end, by the definitions of both \(E\) and \(M_{r,j}^{\tau+}\), we know that, for any given \((x,t) \in E\), there exists a \(|k| \leq j\), an \(\alpha \in I_{k,\tau}\), and a parabolic rectangle \(P_{(x,t)}\) such that

\[
P_{(x,t)} = Q_{\alpha}^{k,\tau} \times (t - \delta^{k,p}, t + \delta^{k,p})
\]

and that \((5.12)\) holds true. Notice that the edge length of parabolic rectangles taken in \((5.11)\) is not smaller than \(\delta^j\). By both (i) and (ii) of Lemma \((2.7)\), we find that there exists a unique \(\beta \in I_{j,\tau}\) such that \(x \in Q_{\beta}^{j,\tau} \subset Q_{\alpha}^{k,\tau}\). Thus, for any \(y \in Q_{\beta}^{j,\tau}\), \((5.11)\) implies that

\[
M_{r,j}^{\tau+} f(x,t) = M_{r,j}^{\tau+} f(y,t)
\]

and hence \((y,t) \in E\). This, combined with the fact that \(f_{P_{(x,t),k,\alpha,\tau}} \) is a continuous function of \(t\), further implies that, for any dyadic cube \(Q \in 2^{\tau}\) at level \(j\), \(t : Q \times \{t\} \subset E\) is a closed set. By this and the assumption that \(A \subset R\) is bounded, we find that there exists a closed subset \(I_{\alpha}^{j,\tau} \subset [-r_0, r_0]\), for any \(\alpha \in I_{j,\tau}\), such that

\[
A = \bigcup_{\alpha \in I_{j,\tau}} \left[ (Q_{\alpha}^{j,\tau} \times I_{\alpha}^{j,\tau}) \cap R \right]
\]

becomes a union of a finite number of disjoint subsets of \(X \times \mathbb{R}\). Thus, we can choose an \((x_1, t_1) \in A\) such that \(t_1 = \max_{(x,t) \in A} \{t\}\). For any \(k \in \mathbb{N} \setminus \{1\}\), choose an \((x_k, t_k) \in A\) such that

\[
(x_k, t_k) \notin \bigcup_{i=1}^{k-1} Q_{\alpha_i}^{k,\tau} \times (t_i - \delta^{k,p}, t_i]
\]

with \(P_{(x_i,t_i)} = Q_{\alpha_i}^{k,\tau} \times (t_i - \delta^{k,p}, t_i + \delta^{k,p})\) for any \(i \in \{1, ..., k - 1\}\), and that

\[
t_k = \max \{t : (x,t) \in A \text{ satisfies } (5.13)\}.
\]
Define $\widetilde{\Omega} := \{(x, t)\}_{i \in \mathbb{N}}$. Since, for any $(x, t) \in A$, the edge length of the parabolic rectangle $P_{(x,t)}$ is not greater than $\delta^{-j}$, we can choose a $(y_1, s_1) \in \widetilde{\Omega}$ such that

$$l(P_{(y_1,s_1)}) = \max \{l(P_{(y,s)})\},$$

where, for any $(y, s) \in \widetilde{\Omega}$, $l(P_{(y,s)})$ denotes the edge length of the parabolic rectangle $P_{(y,s)}$. For any $k \in \mathbb{N} \setminus \{1\}$, choose a $(y_k, s_k) \in \widetilde{\Omega}$ such that, for any $i \in \{1, \ldots, k - 1\}$,

$$(5.14) \quad P_{(y_k-s_k)} \not\subseteq P_{(y_i,s_i)}$$

and

$$l(P_{(y_k,s_k)}) = \max \{l(P_{(y,s)}) : P_{(y,s)} \text{ satisfies } (5.14)\}.$$ 

Thus, we obtain a sequence $\Omega := \{(y_i, s_i)\}_{i \in \mathbb{N}}$. By the above construction of $\Omega$, it is easy to show that, for any $(x, t), (y, s) \in \Omega$,

$$(5.15) \quad P_{(x,t)} \not\subseteq P_{(y,s)}$$

and

$$A \subset \bigcup_{(x,t) \in \Omega} \overline{P_{(x,t)}}^*.$$ 

Thus, $\Omega$ satisfies (i).

Next, we show that $\Omega$ satisfies (ii). To this end, we first claim that Lemma 5.6(i) holds true for $\Omega$. Indeed, by both (i) and (ii) of Lemma 2.7, we find that, for any $(x, t), (y, s) \in \Omega$ with both $l(P_{(x,t)}) = l(P_{(y,s)})$ and $P_{(x,t)} \cap P_{(y,s)} \neq \emptyset$,

$$\text{pr}_X(P_{(x,t)}) = \text{pr}_X(P_{(y,s)}),$$

where $\text{pr}_X$ denotes the projection to $X$. For any given $(x, t) \in \Omega$, we consider the set

$$\Omega_{(x,t)} := \{(y, s) \in \Omega : P_{(y,s)} = \text{pr}_X(P_{(x,t)}) \times (s - [l(P_{(x,t)})]^p, s + [l(P_{(x,t)})]^p)\}.$$

Hence, we may identify $\Omega_{(x,t)}$ with a collection of intervals. This, together with (5.13), implies that

$$\sum_{(y,s) \in \Omega_{(x,t)}} 1_{P_{(y,s)}} \leq 2,$$

which, combined with both (i) and (ii) of Lemma 2.7, further implies that, for any $k \in \mathbb{Z}$,

$$(5.16) \quad \sum_{(x,t) \in \Omega, l(P_{(x,t)}) = \delta^k} 1_{P_{(x,t)}} \leq \sum_{(x,t) \in \Omega, l(P_{(x,t)}) = \delta^k} 1_{P_{(x,t)}} \leq 2.$$ 

Thus, $\Omega$ satisfies Lemma 5.6(i). This finishes the proof of the above claim. Combining this claim, (5.15), and Lemma 5.6, we find that, for any given $(x, t) \in \Omega$,

$$\sum_{(y,s) \in \Gamma_{(x,t)}} \lambda(P_{(y,s)}) \leq \lambda(P_{(x,t)}),$$
where
\[
\Gamma_{(x,t)} := \left\{(y,s) \in \Omega : P^+_y \cap P^+_x \neq \emptyset, l(P_{(y,s)}) < l(P_{(x,t)})\right\}.
\]

From this, we deduce that, for any \((x,t) \in \Omega,\)
\[
\sum_{(y,s) \in \Gamma_{(x,t)}} \lambda(P^+_y(y)) \approx \sum_{(y,s) \in \Gamma_{(x,t)}} \lambda(P_{(y,s)}) \approx \lambda(P^+_y(y)),
\]
which, together with (5.12), further implies that
\[
\sum_{(y,s) \in \Gamma_{(x,t)}} \int_{P^+_y(y)} f \leq \xi \sum_{(y,s) \in \Gamma_{(x,t)}} \lambda(P^+_y(y)) \leq \xi \lambda(P^+_y(y)) \approx \int_{P^+_y(y)} f.
\]

By this, we find that there exists a positive constant \(\tilde{C}\) such that
\[
(5.17) \quad \sum_{(y,s) \in \Gamma_{(x,t)}} \int_{P^+_y(y)} f \leq \tilde{C} \int_{P^+_y(y)} f.
\]

Observe that, for any \((y,s) \in \Omega,\) \(\delta^j \leq l(P_{(y,s)}) \leq \delta^{-j}.\) From this, Lemma 2.7(iii), \(\text{pr}_x A \subset B(x_0, r_0),\) and the fact that \((X, \rho, \mu)\) is geometric doubling, it follows that \(\{\text{pr}_x(P_{(y,s)})\}_{(y,s) \in \Omega}\) is a finite set, which, combined with both (5.16) and the assumption that \(A \subset R\) is bounded, further implies that, for any given \((x,t) \in \Omega,\) \(#\Gamma_{(x,t)}\) is finite. Now, we construct \(F_{(x,t)}\) by considering the following two cases on \(#\Gamma_{(x,t)}\).

**Case 1**) \(#\Gamma_{(x,t)} \leq 2\tilde{C}.\) In this case, let \(F_{(x,t)} := P^+_y(y).\) By this and (5.12), it is easy to show that (ii) holds true.

**Case 2**) \(#\Gamma_{(x,t)} > 2\tilde{C}.)\) In this case, for any \(i \in \mathbb{N} \cap \{1, \#\Gamma_{(x,t)}\},\) let
\[
(5.18) \quad E^{(i)}_{(x,t)} := \left\{(z, \tau) \in P^+_y(y) : \sum_{(y,s) \in \Omega, l_{i,1}(y) < l_{i,1}(x)} 1_{P^+_y(y)}(z, \tau) \geq i\right\}.
\]

From this and the definition of \(\Gamma_{(x,t)},\) it follows that, for any \((z, \tau) \in P^+_y(y),\)
\[
(5.19) \quad \sum_{i=1}^{\#\Gamma_{(x,t)}} 1_{E^{(i)}_{(x,t)}}(z, \tau) = \sum_{(y,s) \in \Gamma_{(x,t)}} 1_{P^+_y(y)}(z, \tau).
\]

By the definition of \(E^{(i)}_{(x,t)},\) we know that, for any \(i, j \in \mathbb{N}\) with \(i < j,\) \(E^{(i)}_{(x,t)} \subset E^{(j)}_{(x,t)},\) which, together with both (5.19) and (5.17), further implies that
\[
(5.20) \quad 2\tilde{C} \int_{P^+_y(y)} f(z, \tau) d\mu(z) d\tau \leq \sum_{i=1}^{\#\Gamma_{(x,t)}} \int_{E^{(i)}_{(x,t)}} f(z, \tau) d\mu(z) d\tau
\]
\[
= \int_{P^+_y(y)} f(z, \tau) \sum_{i=1}^{\#\Gamma_{(x,t)}} 1_{E^{(i)}_{(x,t)}}(z, \tau) d\mu(z) d\tau
\]
and (5.12), we deduce that

\[ E^i = \frac{1}{2} \int_{P^+(\gamma)} f(z, \tau) \, d\mu(z) \, d\tau \]

where \( E^{(2\gamma)} \) is as in (5.18) with \( i \) replaced by \( 2\gamma \). Let \( F_{\gamma,j} := P^+(\gamma) \setminus E^{(2\gamma)} \). From this, (5.20), and (5.12), we deduce that

\[ \int_{F_{\gamma,j}} f = \int_{P^+(\gamma)} f - \int_{E^{(2\gamma)}} f \geq \frac{1}{2} \int_{P^+(\gamma)} f \geq \xi \lambda(P^+(\gamma)), \]

which further implies that (ii) holds true also in this case. Thus, \( \Omega \) satisfies (ii).

Finally, we show that \( \Omega \) satisfies (iii). Let \( k \in \mathbb{N} \). Assume that \( \Omega \subset \Omega \) satisfies

\[ \# \Omega = k \quad \text{and} \quad \bigcap_{(x,j) \in \Omega} F_{\gamma,j} \neq \emptyset. \]

Let \( (z, \tau) \in \bigcap_{(x,j) \in \Omega} F_{\gamma,j} \) and \( l_0 := \max_{(x,j) \in \Omega} \|l(P_{\gamma,j})\| \). By (5.16), we find that there exist at most two parabolic rectangles \( \{P_{\gamma,j}\}_{j=1}^2 \), with edge length \( l_0 \), that contain \( (z, \tau) \). Moreover, from the definition of \( F_{\gamma,j} \), we deduce that, for any \( P_{\gamma,j} \) with \( i \in \{1, 2\} \), there exist at most \( 2\gamma \) upper halves of smaller parabolic rectangles that might contain \((z, \tau)\). Thus,

\[ k = \sum_{(x,j) \in \Omega} 1_{F_{\gamma,j}}(z, \tau) = \sum_{(x,j) \in \Omega, h(P_{\gamma,j}) = l_0} 1_{F_{\gamma,j}}(z, \tau) + \sum_{(x,j) \in \Omega, l(P_{\gamma,j}) < l_0} 1_{F_{\gamma,j}}(z, \tau) \leq 2 + 4\gamma, \]

which completes the proof of (iii) and hence Lemma 5.7.

Next, by Lemma 5.7, we show the weak-type weighted norm inequality.

**Theorem 5.8.** Let \((X,\rho,\mu)\) be a space of homogeneous type, \( q \in (1, \infty) \), and \( \gamma \in [0, 1) \). Assume that \( \omega \in A^+_{\eta}(\gamma) \). Then there exists a positive constant \( C \) such that, for any \( f \in L^q(X \times \mathbb{R}, \omega) \) and \( \xi \in (0, \infty) \),

\[ \omega\left( \{(x,t) \in X \times \mathbb{R} : M^+ f(x,t) > \xi \} \right) \leq C \xi^{-q} \int_{X \times \mathbb{R}} |f|^q \omega. \]

**Proof.** Without loss of generality, we may assume that \( f \in L^q(X \times \mathbb{R}, \omega) \) is a nonnegative function. For any given \( \tau \in \{1, \ldots, K\} \) with \( K \) in Lemma 2.8 and for any \((x, t) \in X \times \mathbb{R}\), let

\[ M^+_\tau f(x,t) := \sup_{P(\tau,x,t) \cap \{x, t\}} \int_{P^+(\gamma)} f. \]
From this and the definition of $\mathcal{M}^+$, it follows that

$$\{(x,t) \in X \times \mathbb{R} : \mathcal{M}^+ f(x,t) > \xi\} \subset \bigcup_{\tau=1}^{K} \{(x,t) \in X \times \mathbb{R} : \mathcal{M}^+_{\tau} f(x,t) > \xi\}.$$  

Thus, to prove (5.21), it suffices to show that, for any $\tau \in \{1, ..., K\}$,

$$\omega\left(\{(x,t) \in X \times \mathbb{R} : \mathcal{M}^+_{\tau} f(x,t) > \xi\}\right) \leq \xi^{-q} \int_{X \times \mathbb{R}} f^q \omega,$$

where the implicit positive constant is independent of $\tau, f$, and $\xi$. To this end, by the monotone convergence theorem, it suffices to prove that, for any $\tau \in \{1, ..., K\}$ and $j \in \mathbb{N}$,

$$\omega\left(\{(x,t) \in X \times \mathbb{R} : \mathcal{M}^+_{\tau,j} f(x,t) > \xi\}\right) \leq \xi^{-q} \int_{X \times \mathbb{R}} f^q \omega,$$

where, for any $(x,t) \in X \times \mathbb{R}$, $\mathcal{M}^+_{\tau,j} f(x,t)$ is the same as in (5.11) and where the implicit positive constant is independent of $\tau, j, f$, and $\xi$. To prove (5.22), it suffices to show that, for any $\tau \in \{1, ..., K\}, j \in \mathbb{N}$, and $i \in \mathbb{Z}_+$,

$$\omega\left(\{(x,t) \in X \times \mathbb{R} : 2^i \xi \leq \mathcal{M}^+_{\tau,j} f(x,t) \leq 2^{i+1} \xi\}\right) \leq 2^{-iq} \xi^{-q} \int_{X \times \mathbb{R}} f^q \omega.$$

Assume this for the moment. Then

$$\omega\left(\{(x,t) \in X \times \mathbb{R} : \mathcal{M}^+_{\tau,j} f(x,t) > \xi\}\right) \leq \sum_{i=0}^{\infty} \omega\left(\{(x,t) \in X \times \mathbb{R} : 2^i \xi \leq \mathcal{M}^+_{\tau,j} f(x,t) \leq 2^{i+1} \xi\}\right) \leq \sum_{i=0}^{\infty} 2^{-iq} \xi^{-q} \int_{X \times \mathbb{R}} f^q \omega,$$

which completes the proof of (5.22) and hence Theorem 5.8 under the assumption (5.23).

It remains to show (5.23). Since $\omega \in A^+_{q}(\gamma)$, it then follows that (5.1) implies that the weighted measure $\omega(x,t)\,d\mu(x)\,dt$ is finite on any bounded subsets of $X \times \mathbb{R}$. Therefore, it suffices to show that, for any set

$$A := \left[ B(x,r) \times [-r, r] \cap \{(x,t) \in X \times \mathbb{R} : 2^i \xi \leq \mathcal{M}^+_{\tau,j} f(x,t) \leq 2^{i+1} \xi\} \right]$$

with both $x \in X$ and $r \in (0, \infty)$,

$$\omega(A) \leq 2^{-iq} \xi^{-q} \int_{X \times \mathbb{R}} f^q \omega.$$

Without loss of generality, we may assume that $i = 0$. By Lemma 5.7, we find that there exists a set $\Omega \subset A$ such that (i), (ii), and (iii) of Lemma 5.7 hold true. From this, the Hölder inequality, and Remark 5.3(iii), we deduce that

$$\omega(A) \leq \omega\left( \bigcup_{(x,t) \in \Omega} P^{-}_{(x,t)} \right) \leq \sum_{(x,t) \in \Omega} \omega(P^{-}_{(x,t)})$$
Theorem 5.9 and 5.10, where Theorem 5.9 is on the case that $\gamma$ which completes the proof of (5.24) and hence (5.23). This finishes the proof of Theorem 5.8.

$\square$

Let the following statements are equivalent.

Combining Theorems 5.8 and 5.9 and Remark 5.3(ii), we immediately obtain the following.

Next, we show that Theorems 5.9 and 5.10 hold true also for the parabolic maximal function, related to parabolic cylinders, defined as follows.

Definition 5.11. Let $(X,\rho,\mu)$ be a space of homogeneous type and $\gamma \in [0,1)$. Assume that $f \in L^1_{\text{loc}}(X \times \mathbb{R})$. The parabolic maximal functions, related to parabolic cylinders, $M^+f$ and $M^-f$ of $f$ are defined, respectively, by setting, for any $(x,t) \in X \times \mathbb{R}$,

$$M^+f(x,t) := \sup_{[R(x,t,j); \ j \in (0,\infty)]} \left( \int_{R^+(\gamma)} |f| \right)$$

and

$$M^-f(x,t) := \sup_{[R(x,t,j); \ j \in (0,\infty)]} \left( \int_{R^-} |f| \right).$$

Moreover, simply write $M^+ := M^{0+}$ and $M^- := M^{0-}$.

Now, we prove the following pointwise estimates for parabolic maximal operators.
Proposition 5.12. Let \((X, \rho, \mu)\) be a space of homogeneous type and \(\gamma \in [0, 1]\). Then there exists a positive constant \(c\) such that, for any \(f \in L^1_{\text{loc}}(X \times \mathbb{R})\) and \((x, t) \in X \times \mathbb{R},\)

\[
(5.25) \quad M^{\gamma +} f(x, t) \leq c M^{\gamma^+} f(x, t)
\]

and

\[
(5.26) \quad M^{\gamma +} f(x, t) \leq c M^{\gamma^+} f(x, t),
\]

where \(\gamma_1 := \gamma \min\{(c_1/C)^{\rho}, c_1^0 \delta^0/(2K_0C_1)^{\rho}\}\) and \(\gamma_2 := \gamma \min\{1, 1/(2K_0C_1)^{\rho}\}\) with both \(c_1\) and \(C_1\) in Lemma 2.7 and with both \(\delta\) and \(C\) in Lemma 2.8. Moreover, if \(\gamma = 0\), then \(\gamma_1 = 0 = \gamma_2\).

Proof. We first prove (5.25). To this end, fix an \((x, t) \in X \times \mathbb{R}\). Let \(r \in (0, \infty)\) and take any parabolic cylinder \(R = B(x, r) \times (t - r^p, t + r^p)\). Lemma 2.8 implies that there exists a dyadic cube \(Q_{\alpha}^{k, \tau}\) such that (2.23) holds true. From this and Lemma 2.7(iii), we deduce that \(B(x, r) \subset Q_{\alpha}^{k, \tau} \subset B(x, Cr), \quad r \leq \text{diam} (Q_{\alpha}^{k, \tau}) \leq 2K_0C_1\delta^k\), and \(c_1\delta^k \leq \text{diam} (Q_{\alpha}^{k, \tau}) \leq Cr\), which, combined with (2.1), further implies that

\[
(5.27) \quad \int_{R^* (\gamma)} |f| \leq \int_{Q_{\alpha}^{k, \tau} \times (t+y\gamma_i^p, t+y\gamma_i^p)} |f| \\
\leq \frac{\mu(B(x, r))}{\mu(B(x, Cr))} \int_{Q_{\alpha}^{k, \tau} \times (t+y\gamma_i^p, t+y\gamma_i^p)} |f| \\
\leq \int_{Q_{\alpha}^{k, \tau} \times (t+y\gamma_i^p, t+y\gamma_i^p)} |f|.
\]

Then we consider the following two cases on \(2K_0C_1\).

Case 1) \(2K_0C_1 \geq 1\). In this case, we find that there exists a \(k' \in \mathbb{Z}_+\) such that

\[
(5.28) \quad \delta^{-k'+1} < 2K_0C_1 \leq \delta^{-k'}.
\]

By Lemma 2.7(i), we find that there exists a \(\beta \in I_{k-k'}\) such that \(Q_{\alpha}^{k, \tau} \subset Q_{\beta}^{k-k', \tau}\). From this and (5.28), we deduce that

\[
(5.29) \quad \int_{Q_{\alpha}^{k, \tau} \times (t+y\gamma_i^p\delta^p/C^p, t+y\gamma_i^p(2K_0C_1)p\delta^p)} |f| \\
\leq \int_{Q_{\alpha}^{k-k', \tau} \times (t+y\gamma_i^{\beta\delta^p/C^p}, t+y\gamma_i^{\beta\delta^p/C^p}(2K_0C_1)p\delta^p)} |f| \\
\leq \int_{Q_{\alpha}^{k-k', \tau} \times (t+y\gamma_i^{\beta\delta^p/C^p}, t+y\gamma_i^{\beta\delta^p/C^p}(2K_0C_1)p\delta^p)} |f| \leq M^{\gamma^+} f(x, t),
\]

where \(\gamma_1 := \gamma c_1^0 \delta^0/(2K_0C_1)^{\rho}\).

Case 2) \(2K_0C_1 < 1\). In this case, we have

\[
(5.30) \quad \int_{Q_{\alpha}^{k, \tau} \times (t+y\gamma_i^p\delta^p/C^p, t+y\gamma_i^p(2K_0C_1)p\delta^p)} |f| \leq \int_{Q_{\alpha}^{\gamma_1} \times (t+y\gamma_i^{\beta\delta^p/C^p}, t+y\gamma_i^{\beta\delta^p/C^p}(2K_0C_1)p\delta^p)} |f| \leq M^{\gamma^+} f(x, t),
\]
where $\gamma_1 := \gamma c_1^p / C_1^p$. Taking the supremum over all parabolic cylinders $R(x, t, r)$ with $r \in (0, \infty)$, by (5.27), (5.29), and (5.30), we then conclude that

$$M^p f(x, t) = \sup_{r \in (0, \infty)} \int_{R^+(y)} |f| \lesssim \max \left\{ M^{\gamma_1} f(x, t), M^{\gamma_1} f(x, t) \right\} \approx M^{\gamma_1} f(x, t),$$

where $\gamma_1 := \min(\gamma_1, \gamma_1')$. Observe that, if $\gamma = 0$, then also $\gamma_1 = 0$. This finishes the proof of (5.25).

Next, we prove (5.26). To this end, fix an $(x, t) \in X \times \mathbb{R}$. Take an arbitrary parabolic rectangle $P := P(\tau, k, \alpha, t) = Q_0^{k_1} \times (t - \delta^p, t + \delta^p)$ with $\tau \in [1, \ldots, K], k \in \mathbb{Z}$, and $\alpha \in I_{k, \tau}$ such that $(x, t) \in P$. From this, Lemma 2.7(iii), and Definition 2.1(iii), it follows that $x \in Q_0^{k_1} \subset B(z_0^{k_1}, C_1 \delta^k)$ and, for any $y \in B(z_0^{k_1}, C_1 \delta^k)$,

$$\rho(x, y) \leq K_0 [\rho(x, z_0^{k_1}) + \rho(z_0^{k_1}, y)] < 2K_0 C_1 \delta^k,$$

which further implies that $B(z_0^{k_1}, C_1 \delta^k) \subset B(x, 2K_0 C_1 \delta^k)$. By this, Lemma 2.7(iii), and 2.1, we conclude that

$$\int_{P^+(y)} |f| \leq \frac{\mu(B(z_0^{k_1}, C_1 \delta^k))}{\mu(Q_0^{k_1})} \int_{B(z_0^{k_1}, C_1 \delta^k) \times (t - \delta^p, t + \delta^p)} |f| \leq \frac{\mu(B(z_0^{k_1}, C_1 \delta^k))}{\mu(B(z_0^{k_1}, C_1 \delta^k))} \int_{B(x, \Lambda \delta^k) \times (t - \delta^p, t + \delta^p)} |f| \leq \int_{B(x, \Lambda \delta^k) \times (t - \delta^p, t + \delta^p)} |f| \leq M^{\gamma_2} f(x, t),$$

where $\Lambda := \max(2K_0 C_1, 1)$ and $\gamma_2 := \gamma / \Lambda^p$. Taking supremum over all parabolic rectangles $P \ni (x, t)$, we further conclude that

$$M^{\gamma_2} f(x, t) = \sup_{P \ni (x, t)} \int_{P^+(y)} |f| \lesssim M^{\gamma_2} f(x, t).$$

Also observe that, if $\gamma = 0$, then $\gamma_2 = 0$. This finishes the proof of (5.26) and hence Proposition 5.12. □

**Remark 5.13.** By Proposition 5.12, we find that Theorems 5.9 and 5.10 hold true also for the parabolic maximal function $M^p f$ related to parabolic cylinders but with $\gamma \in (0, 1)$ in both (iii) and (iv) of Theorem 5.10 replaced by

$$\gamma \in \left(0, \min \left\{ \min \left\{ 1, \frac{1}{(2K_0 C_1)^p} \right\}, \min \left\{ \left( \frac{c_1}{C} \right)^p, \left( \frac{c_1 \delta}{2K_0 C_1 C} \right)^p \right\} \right\} \right),$$

where $K_0$ is the coefficient of the quasi-triangle inequality in Definition 2.1(iii), $c_1$ and $C_1$ are the same as in Lemma 2.7(iii), and $\delta$ and $C$ are the same as in Lemma 2.8.
6 Reverse Hölder Inequalities

In this section, we aim to prove the reverse Hölder inequalities for parabolic Muckenhoupt weights. Here is the main theorem of this section.

**Theorem 6.1.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), and \(\gamma \in [0, 1)\). Assume that \(\omega \in A^+_q(\gamma)\). Then there exist two positive constants \(\kappa\) and \(C\) such that, for any parabolic rectangle \(P\),

\[
\left( \int_{P} \omega^{\kappa+1} \right)^{\frac{1}{\kappa+1}} \leq C \int_{P} \omega
\]

and

\[
\left[ \int_{P} \omega^{(1-q')(\kappa+1)} \right]^{\frac{1}{\kappa+1}} \leq C \int_{P} \omega^{1-q'}.
\]

To prove Theorem 6.1 we need the following technical lemma.

**Lemma 6.2.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), \(\gamma \in [0, 1)\), and \(\tau \in \{1, \ldots, K\}\) with \(K\) in Lemma 2.8. Assume that \(\omega \in A_{q^*}(\gamma)\). Then there exist two positive constants \(\varepsilon, \eta \in (0, 1)\) such that, for any parabolic rectangle \(P = Q_{a^*}^{k^*} \times (t - \delta^{k^*} + 1, t + \delta^{k^*})\) with \(k \in \mathbb{Z}\), \(\alpha \in I_{k, \tau}\), and \(t \in \mathbb{R}\),

\[
\lambda(P \cap \{(x, t) \in X \times \mathbb{R} : \omega(x, t) > \varepsilon \omega_{P_{\alpha^*}}\}) > \eta \lambda(P),
\]

where

\[
\bar{P} := Q_{a^*}^{k^*} \times (t + \delta^{k+1} \rho, t + \delta^{k+1} \rho).
\]

**Proof.** By Theorem 4.1, without loss of generality, we may assume that \(\gamma = \delta^p / 2\). By this, the Chebyshev inequality, and Remark 5.3(iii), we find that, for any parabolic rectangle \(P = Q_{a^*}^{k^*} \times (t - \delta^{k^*}, t + \delta^{k^*})\) with \(k \in \mathbb{Z}\), \(\alpha \in I_{k, \tau}\), and \(t \in \mathbb{R}\),

\[
\lambda(P \cap \{(x, t) \in X \times \mathbb{R} : \omega(x, t) > \varepsilon \omega_{P_{\alpha^*}}\})
\]

\[
\leq \int_{\bar{P}} \omega(x, t) \frac{1}{\omega_{P_{\alpha^*}}} d\mu(x) dt = \varepsilon^{\rho - 1} \lambda(\bar{P}) \omega_{\bar{P}}^{\rho - 1} \int_{\bar{P}} \omega(x, t)^{1-q'} d\mu(x) dt
\]

\[
\leq \varepsilon^{\rho - 1} \lambda(\bar{P}) \sum_{i=1}^{\lfloor 2\delta^{-p} \rfloor} \omega_{P_{\alpha^*}}^{\rho - 1} \int_{\bar{P}} \omega(x, t)^{1-q'} d\mu(x) dt \leq \varepsilon^{\rho - 1} \lambda(\bar{P}),
\]

where, for any \(i \in \{1, \ldots, \lfloor 2\delta^{-p} \rfloor\},\)

\[
P_{\alpha^*}^{-i} := Q_{a^*}^{k^*} \times (t - i \delta^{k+1} \rho / 2, t + (i - 1) \delta^{k+1} \rho / 2)
\]

and the implicit positive constants only depend on \(\delta, p, \varepsilon, q,\) and \([\omega]_{A^*_q(\gamma)}\). Choose an \(\varepsilon \in (0, 1)\) sufficiently small and then (6.3) implies that there exists a constant \(\eta \in (0, 1)\) such that (6.3) holds true, which completes the proof of Lemma 6.2. \(\square\)
Using Lemma 6.2, we prove the following conclusion.

**Lemma 6.3.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty), \gamma \in [0, 1), \) and \(\tau \in \{1, \ldots, K\}\) with \(K\) as in Lemma 2.8. Assume that \(\omega \in A_q^\gamma(\gamma), P_0 := P_0(\tau, k_0, \alpha_0, t_0)\) is a parabolic rectangle, and \(\hat{P}_0 := Q_{a_0, \tau}^{k_0, r} \times (t_0 - \delta_k^0, t_0 + \delta_{k+1}^{(p)}),\) where \(Q_{a_0, \tau}^{k_0, r}\) is a dyadic cube and \(\delta \in (0, 1)\) the same as in Lemma 2.8. Then there exist two constants \(C \in (0, \infty)\) and \(\varepsilon \in (0, 1),\) independent of \(P_0,\) such that, for any \(\xi \in [\omega_{P_0}, \infty),\)

\[
\omega\left(P_0 \cap \{(x, t) \in X \times \mathbb{R} : \omega(x, t) > \xi\}\right) \\
\leq C\xi \lambda\left(\hat{P}_0 \cap \{(x, t) \in X \times \mathbb{R} : \omega(x, t) > \varepsilon\xi\}\right).
\]

**Proof.** Let

\[
\mathcal{B} := \left\{ U = Q_{\beta}^{l, r} \times (t - \delta_l^p/2, t + \delta_l^p/2) \subset Q_{a_0, \tau}^{k_0, r} \times (t_0 - \delta_k^0, t_0) : l \geq k_0, \beta \in I_l \right\}
\]

and, for any \((x, t) \in X \times \mathbb{R},\)

\[
\mathcal{M}_\mathcal{B}(\omega)(x, t) := \sup_{(x, t) \in U \in \mathcal{B}} \int_U |\omega|.
\]

From Corollary 2.11 and the Lebesgue differentiation theorem (see, for instance, [35, Theorem 1.8]), we deduce that, for \(\lambda\)-almost every \((x, t) \in P_0 \cap \{(x, t) : \omega(x, t) > \xi\},\)

\[
\mathcal{M}_\mathcal{B}(\omega)(x, t) = \sup_{(x, t) \in U \in \mathcal{B}} \int_U \omega \geq \omega(x, t) > \xi,
\]

which further implies that

\[
P_0 \cap \{(x, t) : \omega(x, t) > \xi\} \subset \{(x, t) : \mathcal{M}_\mathcal{B}(\omega)(x, t) > \xi\} =: E.
\]

Now, we aim to construct a Calderón–Zygmund type decomposition for \(E.\) From the definition of \(\mathcal{B},\) it is easy to see that, for any \(U = Q_{\beta}^{l, r} \times (t - \delta_l^p/2, t + \delta_l^p/2) \in \mathcal{B},\) one has \(t \in (t_0 - \delta_k^0, t_0)\). Then, for any fixed \(t \in (t_0 - \delta_k^0, t_0),\) we define \(E_i := E \cap (X \times \{t\}).\) Since \(\xi \geq \omega_{P_0}\), we infer that there exists a collection \(\{Q_i\}_{i \in \Gamma}^0\) of maximal dyadic cubes and \(\{U_i\}_{i \in \Gamma}^0 \subset \mathcal{B},\) with \(\Gamma^0\) being a set of indices, satisfying that, for any \(i \in \Gamma^0,\)

(i) \(Q_i \times \{t\} \subset E_i;\)

(ii) the projection of \(U_i\) on \(X\) is \(Q_i\) and the projection on \(\mathbb{R}\) contains \(\{t\};\)

(iii)

\[
\int_{U_i} \omega > \xi;
\]

(iv) \(Q_i \subset Q_{a_0, \tau}^{k_0, r} ,\)
where the maximality means that, for any \( x \in X \) satisfying \( (x, t) \in E_t \), there exists an \( i \in \Gamma_t \) such that \( x \in Q^t_i \) and, for any dyadic cube \( Q \) which properly contains \( Q^t_i \), there exists no \( U \in \mathcal{B} \) satisfying the above conditions with respect to \( Q \). Indeed, by the definition of \( E \), we know that there exist \( \{Q^t_i\}_{i \in \Gamma_t} \) and \( \{U^t_i\}_{i \in \Gamma_t} \), satisfying (i), (ii), and (iii). If (iv) does not hold true, then \( Q^t_i = Q_{a_0}^{\delta, \tau} \) and \( U^t_i = P_0^- \), which, together with (iii), further implies that

\[
\omega_{P_0^-} = \int_{P_0^-} \omega = \int_{U^t_i} \omega > \xi.
\]

This contradicts \( \xi \geq \omega_{P_0^-} \). Thus, the above statements hold true.

Next, we claim that

(a) \( E \subset \bigcup_{t \in (t_0 - \delta, t_0)} \bigcup_{i \in \Gamma_t} U^t_i \);

(b) for any \( t \in (t_0 - \delta, t_0) \) and \( i \in \Gamma_t \),

\[
\int_{U^t_i} \omega \approx \xi.
\]

Indeed, by the definition of \( E_t \), (i), the maximality of \( \{Q^t_i\}_{i \in \Gamma_t} \), and (ii), we conclude that

\[
E = \bigcup_{t \in (t_0 - \delta, t_0)} E_t \times \{t\} = \bigcup_{t \in (t_0 - \delta, t_0)} \bigcup_{i \in \Gamma_t} Q^t_i \times \{t\} \subset \bigcup_{t \in (t_0 - \delta, t_0)} \bigcup_{i \in \Gamma_t} U^t_i.
\]

This finishes the proof of (a). To prove (b), let \( t \in (t_0 - \delta, t_0) \) and \( i \in \Gamma_t \), and denote the level of \( Q^t_i \) by \( l \). Since \( Q^t_i \) is maximal and \( Q^t_i \subseteq Q_{a_0}^{\delta, \tau} \), it follows that, for any dyadic cube \( Q_{p_0}^{l-1, \tau} \) satisfying \( Q^t_i \subseteq Q_{p_0}^{l-1, \tau} \subseteq Q_{a_0}^{\delta, \tau} \), and for any interval \( I \) satisfying that \( U^t_i \subseteq Q_{p_0}^{l-1, \tau} \times I \) with \( m(I) = \delta(l-1)p \),

\[
\int_{Q_{p_0}^{l-1, \tau} \times I} \omega \leq \xi.
\]

If there exists a dyadic cube at level \( l - 1 \) and an interval with length \( \delta(l-1)p \) such that (6.9) does not hold true, then \( Q_{p_0}^{l-1, \tau} \not\subseteq \{Q^t_i\} \), which, combined with \( Q^t_i \subseteq Q_{p_0}^{l-1, \tau} \), contradicts the maximality of \( \{Q^t_i\} \). Thus, both (6.7) and (6.9) imply that

\[
\xi < \int_{U^t_i} \omega \leq \int_{Q_{p_0}^{l-1, \tau} \times I} \omega \leq \xi,
\]

which completes the proof of (b) and hence this claim.

Now, we collect and reorganize \( \{U^t_i\} \). To this end, we let

\[
S := \left\{ U^t_i : t \in (t_0 - \delta, t_0), i \in \Gamma_t \right\} =: \bigcup_{j \in \mathbb{N}} S^j =: \bigcup_{j \in \mathbb{N}} \bigcup_{\beta \in A_j} S_{\beta}^j,
\]

where, for any \( j \in \mathbb{N} \), we collect all elements of \( S \) with same edge length \( \delta^{k_0+j} \) by setting

\[
S_j := \left\{ U = Q \times I \in S : m(I) = \delta^{k_0+j}p \right\}
\]
and, for any $\beta \in \Lambda_j$ with $\Lambda_j$ being a set of indices, we collect all elements of $S_j$ with the same space projection $Q_{\beta}^{\text{in}}$ by setting

$$S_{j\beta} := \left\{ U = Q \times I \in S_j : Q = Q_{\beta}^{\text{in}} \in \{ Q \}_{i \in (0, -\delta R, t_0), i \in \Gamma_i} \right\}.$$  

By this, it is easy to show that, for any $j \in \mathbb{N}$ and $\beta, \beta' \in \Lambda_j$ with $\beta \neq \beta'$,

\begin{equation}
\left( \bigcup_{U \in S_{j\beta}} U \right) \cap \left( \bigcup_{U \in S_{j\beta'}} U \right) = \emptyset.
\end{equation}

Since each $U \in S_{j\beta}$ has the same space projection $Q_{\beta}^{\text{in}}$, we identify $S_{j\beta}$ with a collection

$$I_{j\beta} := \left\{ I : Q_{\beta}^{\text{in}} \times I \in S_{j\beta} \right\}$$

of intervals having the same length. Thus, there exists a subset $I_{j\beta}$ of $I_{j\beta}$ such that, for any $t \in \mathbb{R}$,

$$\sum_{I \in I_{j\beta}} 1_I(t) \leq 2 \quad \text{and} \quad \bigcup_{I \in I_{j\beta}} I = \bigcup_{I \in I_{j\beta}} I,$$

and hence there exists a subset $\tilde{S}_{j\beta} := \{ Q_{\beta}^{\text{in}} \times I : I \in \tilde{I}_{j\beta} \}$ of $S_{j\beta}$ such that, for any $(x, t) \in X_\times \mathbb{R}$,

\begin{equation}
\sum_{U \in \tilde{S}_{j\beta}} 1_U(x, t) \leq 2 \quad \text{and} \quad \bigcup_{U \in \tilde{S}_{j\beta}} U = \bigcup_{U \in S_{j\beta}} U,
\end{equation}

which, together with (6.11), further implies that $\tilde{S}_j := \bigcup_{\beta \in \Lambda_j} \tilde{S}_{j\beta}$ satisfies (6.12) with $\tilde{S}_{j\beta}$ and $S_{j\beta}$ replaced, respectively, by $\tilde{S}_j$ and $S_j$. This, combined with both (a) and (6.10), implies that

\begin{equation}
E \subset \bigcup_{i \in (0, -\delta R, t_0)} \bigcup_{j \in \mathbb{N}} \bigcup_{U \in S_j} U' = \bigcup_{U \in S} U = \bigcup_{j \in \mathbb{N}} \bigcup_{U \in S_j} U = \bigcup_{U \in \tilde{S}} U,
\end{equation}

where $\tilde{S} := \bigcup_{j \in \mathbb{N}} \tilde{S}_j$. Moreover, $\tilde{S}$ is countable and the elements of $\tilde{S}$ are interpreted as lower halves of parabolic rectangles, namely, for any $U \in \tilde{S}$, there exists a parabolic rectangle $P$ such that $U = P^-$.

Next, we define $\Sigma_1$ to be the set of all the elements of $\tilde{S}$ with maximal edge length, that is, $\Sigma_1 = \tilde{S}_1$. For any $k \in \mathbb{N} \setminus \{1\}$, define $\Sigma_k$ to be the set of all the elements of $\tilde{S}_k$ satisfying that, for any $P^- \in \Sigma_k$,

\begin{equation}
P^+ \cap \bigcup_{U \in \tilde{S}_{j\beta}^-} U^+ = \emptyset.
\end{equation}

Let $\mathcal{F} := \bigcup_{k \in \mathbb{N}} \Sigma_k$. By this, (6.14), and the first inequality of (6.12) for $\{ \tilde{S}_j \}_{j \in \mathbb{N}}$, we conclude that

\begin{equation}
\sum_{P^- \in \mathcal{F}} 1_{P^+} \leq 2.
\end{equation}
For any parabolic rectangle $P$, let $\hat{P}$ be the same as in (6.4). From (6.6), (6.13), (6.8), the definition of $F$, Lemma 5.6 (6.3), (6.7), and (6.15) with $\hat{P} \subset P^*$, we deduce that, for any $\xi \in \omega_{P_0}$, $\infty$,

\[
\omega \left( P_0^* \cap \{(x,t) : \omega(x,t) > \xi\} \right) \\
\leq \omega(E) \leq \sum_{P' \in S} \omega(P') \approx \xi \sum_{P' \in S} \lambda(P') \\
\approx \xi \sum_{P' \in F} \left[ \lambda(P') + \sum_{U' \in \tilde{S}, U' \cap P' \neq \emptyset, l(U') < l(P)} \lambda(U') \right] \\
\leq \xi \sum_{P' \in F} \lambda(P') \approx \xi \sum_{P' \in F} \lambda(\hat{P}) \leq \xi \sum_{P' \in F} \lambda(\hat{P} \cap \{(x,t) : \omega(x,t) > \varepsilon \omega_{P'}\}) \\
\leq \xi \int_{\cup_{P' \in F} \hat{P} \cap \{(x,t) : \omega(x,t) > \varepsilon \xi\}} 2 \\
\leq \xi \lambda(\overline{P_0^*} \cap \{(x,t) : \omega(x,t) > \varepsilon \xi\}),
\]

where, in the last inequality, we used the fact that, for any $P^- \in F$, $\hat{P} \subset \overline{P_0}$, which completes the proof of Lemma 6.3.

Now, using Lemma 6.3, we prove Theorem 6.1.

Proof of Theorem 6.7 Fix any constant $m \in (0, \infty)$, let $u := \min(\omega, m)$ be a weight. Since Proposition 3.3(1) and $\omega, m \in A^+_\gamma(\gamma)$, it follows that $u \in A^+_\gamma(\gamma)$. Now, we first prove that $u$ satisfies (6.1) for some $\kappa \in (0, \infty)$. Let $P := P(\tau, k, \alpha, t)$, with $\tau \in \{1, \ldots, K\}$, $k \in \mathbb{Z}$, $\alpha \in I_k$, and $t \in \mathbb{R}$, be any fixed parabolic rectangle. We divide the proof into the following three steps.

Step 1. Division process. Let $P^- := Q^{k,\tau}_\alpha \times (t - \delta^{kp}, t)$ and

\[
\tilde{P} := Q^{k,\tau}_\alpha \times (t - \delta^{kp}, t + \delta^{(k+1)p}).
\]

By Lemma 2.7, we find that there exists a sequence $\{Q^{k+1,\tau}_\beta\}_{\beta \in J_{k+1,\tau}}$ of dyadic cubes such that

\[
\bigcup_{\beta \in J_{k+1,\tau}} Q^{k+1,\tau}_\beta = Q^{k,\tau}_\alpha,
\]

where $J_{k+1,\tau} \subset I_{k+1,\tau}$ is a set of indices and satisfies

\[
\# J_{k+1,\tau} \leq \left[ \frac{\mu(Q^{k,\tau}_\alpha)}{\min_{\beta \in J_{k+1,\tau}} \mu(Q^{k+1,\tau}_\beta)} \right] \leq \left[ \frac{\mu(B(z^{k,\tau}_\alpha, C_1 \delta^k))}{\min_{\beta \in J_{k+1,\tau}} \mu(B(z^{k+1,\tau}_\beta, C_1 \delta^k))} \right] \\
\leq \left[ \max_{\beta \in J_{k+1,\tau}} \frac{\mu(B(z^{k+1,\tau}_\beta, (C_1 + c_1) K_0 \delta^k))}{\mu(B(z^{k+1,\tau}_\beta, C_1 \delta^k))} \right] \\
\leq \left[ C_\mu \left( \frac{(C_1 + c_1) K_0}{c_1} \right) \right] =: M
\]
with both $c_1$ and $C_1$ in Lemma 2.7. Now, for any $\beta \in J_{k+1,\tau}$, we let

$$P^{i-}_\beta := Q^{k+i,\tau}_\beta \times \left(t, t + \delta(k+1)p\right) \quad \text{and} \quad \overline{P}^{i-}_\beta := Q^{k+i,\tau}_\beta \times \left(t, t + (1 + \delta^p)\delta(k+1)p\right).$$

For any given $i \in \mathbb{N} \setminus \{1\}$, by Lemma 2.7 we find that there exists a sequence $\{Q^{k+i,\tau}_\beta\}_{\beta \in I_{k+1,\tau}}$ of dyadic cubes such that

$$\bigcup_{\beta \in I_{k+1,\tau}} Q^{k+i,\tau}_\beta = Q^{k,\tau},$$

where $J_{k+1,\tau} \subset I_{k+1,\tau}$ is a set of indices and satisfies $\#J_{k+1,\tau} \leq M^i$. Next, for any $\beta \in J_{k+1,\tau}$, we let

$$P^{i-}_\beta := Q^{k+i,\tau}_\beta \times \left(t + \delta(k+1)p \frac{1 - \delta(i-1)p}{1 - \delta^p}, t + \delta(k+1)p \frac{1 - \delta^i p}{1 - \delta^p}\right)$$

and

$$\overline{P}^{i-}_\beta := Q^{k+i,\tau}_\beta \times \left(t + \delta(k+1)p \frac{1 - \delta(i-1)p}{1 - \delta^p}, t + \delta(k+1)p \frac{1 - \delta^i p}{1 - \delta^p}\right).$$

From this and $\delta \in (0, (96K^6)^{-1})$, it is easy to show that

$$\bigcup_{i \in \mathbb{N}} \bigcup_{\beta \in J_{k+1,\tau}} P^{i-}_\beta \subset P^+$$

is a disjoint union and, for any $i \in \mathbb{N}$,

$$\bigcup_{\beta \in J_{k+1,\tau}} \left(\overline{P}^{i-}_\beta \setminus P^{i-}_\beta\right) = \bigcup_{\beta \in J_{k+i+1,\tau}} P^{(i+1)-}_\beta$$

is also a disjoint union.

**Step 2.** Iteration process. Define

$$E := \{(x, t) \in X \times \mathbb{R} : u(x, t) > u_{P^*}\}.$$

By this, the Cavalieri principle, and Lemma 6.3, we find that there exist two positive constants $c \in (0, 1)$ and $C$, independent of $P$, such that, for any $\kappa \in (0, 1)$,

$$\int_{P^* \cap E} u^{k+1} = \kappa \int_{0}^{\infty} s^{k-1} u \left(\{(x, t) \in P^* \cap E : u(x, t) > s\}\right) \, ds$$

$$= \kappa u(P^* \cap E) \int_{0}^{\infty} s^{k-1} \, ds$$

$$+ \kappa \int_{u_{P^*}}^{\infty} s^{k-1} u \left(\{(x, t) \in P^* : u(x, t) > s\}\right) \, ds$$

$$\leq \lambda(P^* \cap E) u^{k+1} + C \kappa \int_{u_{P^*}}^{\infty} s^{\kappa} \lambda \left(\{(x, t) \in \overline{P} : u(x, t) > es\}\right) \, ds$$

$$\leq \lambda(P^* \cap E) u^{k+1} + \frac{Ck}{(k + 1)e^{k+1}} \int_{P^* \setminus (P^* \cap E)} u^{k+1}$$
By an argument similar to that used in the estimation of (6.18) and by (6.17), we find that, for any \( i \in \mathbb{N} \),
\[
\frac{C_k}{(k+1)e^{k+1}} \int_{P^{-} \cap E} u^{k+1},
\]
which implies that, for any \( \kappa \in (0,1) \) satisfying \( \frac{C_k}{(k+1)e^{k+1}} \kappa < 1 \),
\[
\int_{P^{-} \cap E} u^{k+1} \leq \frac{(k+1)e^{k+1}}{(k+1)e^{k+1} - C_k} \lambda(P^{-} \cap E) u^{k+1}_{P^{-}} + \frac{C_k}{(k+1)e^{k+1} - C_k} \int_{\tilde{P}^{-}\cap P^{-}} u^{k+1}.
\]
Using this and the fact that, for any \( (x,t) \in P^{-} \setminus E, u(x,t) \leq u_{P^{-}} \), we find that we can choose a \( \kappa \) sufficiently small such that
\[
\sum_{\beta \in J_{i+1},t} \int_{P_{\beta}} u^{k+1} \leq \sum_{\beta \in J_{i+1},t} \left[ 2\lambda(P^{-}_{\beta}) u^{k+1}_{P^{-}_{\beta}} + 2C_k/\kappa \int_{\tilde{P}^{-}_{\beta}\cap P^{-}_{\beta}} u^{k+1} \right]
\]
\[
= \sum_{\beta \in J_{i+1},t} \left[ 2\lambda(P^{-}_{\beta}) u^{k+1}_{P^{-}_{\beta}} + 2C_k/\kappa \sum_{\beta \in J_{i+1},t} \int_{\tilde{P}^{-}_{\beta}} u^{k+1} \right]
\]
and
\[
\int_{\tilde{P}^{-}\cap P^{-}} u^{k+1} = \sum_{\beta \in J_{i+1},t} \int_{P_{\beta}} u^{k+1}.
\]

**Step 3.** In this step, we aim to prove (6.1). To this end, using (6.18), (6.20), and (6.19), we conclude that, for any \( N \in \mathbb{N} \),
\[
\int_{P^{-}} u^{k+1} \leq 2\lambda(P^{-}) u^{k+1}_{P^{-}} + 2C_k/\kappa \int_{\tilde{P}^{-}\cap P^{-}} u^{k+1}.
\]
\[ 2\lambda(P^-)u_{p^-}^{k+1} + 2C\kappa /\varepsilon \sum_{\beta \in J_{k+1,\tau}} \int_{p_{\beta}^-} \, u^{k+1} \]

\[ \leq 2 \sum_{i=0}^{N} \left[ (2C\kappa /\varepsilon)^i \sum_{\beta \in J_{k+1,\tau}} \lambda(P_{p^-}^i)u_{p_{\beta}^-}^{k+1} \right] + (2C\kappa /\varepsilon)^N \int_{D_N} \, u^{k+1} \]

\[ =: I_1 + I_2, \]

where \( J_{k,\tau} := \left\{ \alpha \right\}, \ p_{\alpha}^- := P^- \), and

\[ D_N := \bigcup_{\beta \in J_{k+1,\tau}} (\overline{D}_N \setminus P_{\beta}^-) = \bigcup_{\beta \in J_{k+1,\tau}} P_{(N+1)-\beta}^{(1)} \]

\[ = q_{\alpha}^{k,\tau} \times \left\{ \left( t + \delta^{k+1} 0 \frac{1 - \delta^N}{1 - \delta^p} + t + \delta^{k+1} 0 \frac{1 - \delta^{(N+1)p}}{1 - \delta^p} \right) \right\}. \]

For \( I_1 \), from (2.1) and the definition of \( M \), we deduce that, for any \( i \in \mathbb{Z}_+ \),

\[ \sum_{\beta \in J_{k+1,\tau}} \lambda(P_{p^-}^i)u_{p_{\beta}^-}^{k+1} = [\lambda(P^-)]^{-\kappa} \sum_{\beta \in J_{k+1,\tau}} \lambda(P_{p^-}^i) \left( \int_{p_{\beta}^-} \, u \right)^{k+1} \]

\[ \leq [\lambda(P^-)]^{-\kappa} \sum_{\beta \in J_{k+1,\tau}} (M\delta^{-\rho})^i \left( \int_{p_{\beta}^-} \, u \right)^{k+1} \]

\[ \leq [\lambda(P^-)]^{-\kappa} (M\delta^{-\rho})^i \left( \int_{\bigcup_{\beta \in J_{k+1,\tau}} p_{\beta}^-} \, u \right)^{k+1}, \]

which, together with (6.16), further implies that

\[ I_1 \leq [\lambda(P^-)]^{-\kappa} \left( \int_{\bigcup_{\beta \in J_{k+1,\tau}} p_{\beta}^-} \, u \right)^{k+1} \]

\[ \leq [\lambda(P^-)]^{-\kappa} \sum_{i=0}^{\infty} \left( \int_{\bigcup_{\beta \in J_{k+1,\tau}} p_{\beta}^-} \, u \right)^{k+1} \leq [\lambda(P^-)]^{-\kappa} \left( \int_{p} \, u \right)^{k+1} \]

\[ \approx \lambda(P^-) \left( \int_{p} \, u \right)^{k+1} \]

with \( \kappa \) sufficiently small such that \( 2C\kappa M^k / (\varepsilon\delta^{k\rho}) \leq 1 \). Let \( P_1 := q_{\alpha}^{k,\tau} \times (t - \delta^{k\rho}, t - \delta^{k\rho} / 2), \)

\[ P_2 := q_{\alpha}^{k,\tau} \times (t - \delta^{k\rho} / 2, t), \]

and \( P_3 := q_{\alpha}^{k,\tau} \times (t + \delta^{k\rho} / 2, t + \delta^{k\rho}) \). Then, by (4.1), we find that

\[ \int_{p} \, u = \int_{P_1} \, u + \int_{P_2} \, u + \int_{P_3} \, u \leq \int_{P_1} \, u + \int_{P_2} \, u \approx \int_{P_3} \, u, \]
which, combined with (6.22), further implies that

\[(6.23) \quad I_1 \leq \lambda(P^-) \left( \int_{P^+} u \right)^{\kappa + 1}.
\]

For I₂, choose a \(\kappa\) sufficiently small such that \(2C\kappa < \varepsilon\). Since \(\lambda(D_N) = \mu(Q_a^{k,T}) \times \delta^{(k+N+1)p} \to 0\) as \(N \to \infty\), it follows that I₂ \(\to 0\) as \(N \to \infty\). This, together with both (6.23) and (6.21), implies that (6.1) holds true for \(u\). This, combined with the monotone convergence theorem, further implies that (6.1) holds true for \(\omega\). This finishes the proof of Step 3 and hence (6.1).

From both Proposition 5.2(iii) and an argument similar to that used in the above proof of (6.1), we deduce (6.2), which completes the proof of Theorem 6.1. \(\square\)

Remark 6.4. Let \(q \in (1, \infty), \gamma \in [0, 1), \) and \(\omega \in A_q^+(\gamma)\). By Theorem 6.1 and an argument similar to that used in the proof of Proposition 4.2, we find that there exists a positive constant \(\kappa\) such that, for any given \(\gamma_1, \gamma_2 \in (0, \infty)\), and for any \(\tau \in \{1, \ldots, K\}, k \in \mathbb{Z}, \alpha \in I_{r,k}, \) and \(t \in \mathbb{R}\),

\[
\left[ \int_{Q_a^{k,T} \times (t - \tau, t)} \omega^{\kappa + 1} \right]^{\frac{1}{\kappa + 1}} \leq \int_{Q_a^{k,T} \times (t - \tau, t) + \gamma_2 \delta^p} \omega
\]

with the implicit positive constant depends on both \(\gamma_1\) and \(\gamma_2\). Especially, for any parabolic rectangle \(P\) and any \(\gamma, \gamma' \in [0, 1)\) satisfying that \(\gamma < \gamma'\),

\[
\left[ \int_{P^-} \omega^{\kappa + 1} \right]^{\frac{1}{\kappa + 1}} \leq \int_{P^-} \omega \quad \text{and} \quad \left[ \int_{P^-} \omega^{\kappa + 1} \right]^{\frac{1}{\kappa + 1}} \leq \int_{P^-} \omega.
\]

All conclusions of the present remark also hold true for \(\omega^{1-q'}\) with the time axis reversed.

The following theorem shows that Theorem 6.1 holds true also with parabolic rectangles replaced by parabolic cylinders.

**Theorem 6.5.** Let all the symbols be the same as in Theorem 6.1. Then both (6.1) and (6.2) still hold true with parabolic rectangles replaced by any parabolic cylinders.

**Proof.** Let \((x, t) \in X \times \mathbb{R}\) and \(r \in (0, \infty)\), and take any parabolic cylinder \(R = B(x, r) \times (t - r^p, t + r^p)\). By Lemma 2.8, we find that there exists a dyadic cube \(Q_a^{k,T}\) such that (2.3) holds true, which, together with Lemma 2.7(iii), further implies that \(B(x, r) \subset Q_a^{k,T} \subset B(x, Cr)\),

\[r \leq \text{diam } (Q_a^{k,T}) \leq 2K_0C_1 \delta^k\]

and \(c_1 \delta^k \leq \text{diam } (Q_a^{k,T}) \leq Cr\), where both \(c_1\) and \(C_1\) are the same as in Lemma 2.7 and where both \(\delta\) and \(C\) the same as in Lemma 2.8. From these, Remark 6.4 and (2.1), we deduce that there exists a positive constant \(\kappa\) such that

\[(6.24) \quad \left( \int_{R^-} \omega^{\kappa + 1} \right)^{\frac{1}{\kappa + 1}} \leq \frac{(2K_0C_1)^p \delta^p \mu(Q_a^{k,T})}{r^p \mu(B(x, r))} \int_{Q_a^{k,T} \times (t - (2K_0C_1)^p \delta^p, t)} \omega^{\kappa + 1} \right]^{\frac{1}{\kappa + 1}}\]
and (3.3), we further conclude that
By this, an argument similar to that used in the proof of Case 2 of the proof of Proposition 4.2, which shows that (6.1) holds true for parabolic cylinders. Similarly, we obtain (6.2) for parabolic cylinders. S

where

\[ U^-(\gamma') := B(x, \bar{r}C) \times (t, t + (1 - \gamma')\bar{C}^p r^p) \]

with both \( \bar{C} := \max(C, 4K_3 C/c_1, 2) \geq 2 \) and \( \gamma' := 1 - 1/2^p \). By Theorem 4.1 we have \( \omega \in A^+_q(\gamma) \subset A^+_q(\gamma') \). Notice that

\[ S := B(x, r) \times (t + (1 + \gamma')\bar{C}^p r^p, t + (1 + \gamma')\bar{C}^p r^p + r^p) \]

is contained in

\[ U^+(\gamma') = U^-(\gamma') + (1 + \gamma')\bar{C}^p r^p = B(x, \bar{r}C) \times (t + (1 + \gamma')\bar{C}^p r^p, t + 2\bar{C}^p r^p) \]

because \( r^p \leq (1 - \gamma')\bar{C}^p r^p \) by the definition of \( \bar{C} \). Thus, we may apply (3.3) for both \( U^-(\gamma') \) and \( S \subset U^+(\gamma') \). From this and (2.1), we deduce that

\[ \omega(U^-(\gamma')) \leq \left[ \frac{\lambda(U^-(\gamma'))}{\lambda(S)} \right]^{\gamma} \omega(S) \leq \left[ \frac{\mu(B(x, \bar{r}C))}{\mu(B(x, r))} \right]^{\gamma} \omega(S) \leq \omega(S), \]

which, combined with (6.24), implies that

\[ \left( \int_{R^1} \omega^{k+1} \right)^{\frac{1}{k+1}} \leq \int_{U^-(\gamma')} \omega \leq \frac{\lambda(S)}{\lambda(U^-(\gamma'))} \int_S \omega \leq \int_S \omega. \]

By this, an argument similar to that used in the proof of Case 2 of the proof of Proposition 4.2 and (3.3), we further conclude that

\[ \left( \int_{R^1} \omega^{k+1} \right)^{\frac{1}{k+1}} \leq \int_{R^1} \omega, \]

which shows that (6.1) holds true for parabolic cylinders. Similarly, we obtain (6.2) for parabolic cylinders, which completes the proof of Theorem 6.5. \( \Box \)
Using both Theorem 6.1 and Remark 6.4, we obtain the following open property for parabolic Muckenhoupt weight classes.

**Theorem 6.6.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), and \(\gamma \in [0, 1)\). Assume that \(\omega \in A_q^+ (\gamma)\). Then there exists a constant \(\varepsilon \in (0, \infty)\) such that \(\omega \in A_{q-\varepsilon}^+ (\gamma)\).

**Proof.** From both \(\omega \in A_q^+ (\gamma)\) and Remark 6.4, it follows that there exist two positive constants \(\kappa\) and \(C\) such that, for any parabolic rectangle \(P\),

\[
\left[ \int_{P^+ (\gamma)} \omega^{\frac{1}{q-\varepsilon}} \right]^{q-\varepsilon-1} \leq \left[ \int_{P^- (\gamma)} \omega^{\frac{1}{q-\varepsilon}} \right]^{q-\varepsilon-1}.
\]

Let \(\varepsilon := \frac{\kappa}{1+\gamma} (q-1) \in (0, q-1)\). By this, \((6.25)\), and the definition of \(A_q^+ (\gamma)\), we find that, for any parabolic rectangle \(P\) with edge length \(\delta^k\),

\[
\left[ \int_{P^+ (\gamma)} \omega^{\frac{1}{q-\varepsilon}} \right]^{q-\varepsilon-1} = \left[ \int_{P^- (\gamma)} \omega^{\frac{1}{q-\varepsilon}} \right]^{q-\varepsilon-1} \leq \left[ \int_{P^- (\gamma)-(1+\gamma)\delta^k} \omega \right]^{1+\gamma} \omega^{\frac{1}{q-\varepsilon}}.
\]

which, together with Remark 5.3(iii), further implies that \(\omega \in A_{q-\varepsilon}^+ (\gamma)\). This finishes the proof of Theorem 6.6. \(\square\)

By some arguments similar to those used in [44, pp. 295-296, Subsection 4.2], we have the following conclusion; we omit the details here.

**Theorem 6.7.** Let \((X, \rho, \mu)\) be a space of homogeneous type and \(q \in (1, \infty)\). Assume that \(\omega\) is a weight. Then the following statements are equivalent.

(i) There exist two positive constants \(\kappa\) and \(C\) such that, for any parabolic rectangle \(P\), \((6.1)\) holds true.

(ii) There exist two positive constants \(\varepsilon\) and \(\bar{C}\) such that, for any parabolic rectangle \(P\) and any measurable set \(E \subset P^+\),

\[
\omega(E) \leq \bar{C} \left[ \frac{\lambda(E)}{\lambda(P^+)} \right]^{\varepsilon} \omega(P^+).
\]

Using Theorems 5.10 and 6.6 Proposition 3.4(ii), and the Marcinkiewicz interpolation theorem, we immediately obtain the following conclusion; we omit the details here.

**Theorem 6.8.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), \(\gamma_1, \gamma_2, \gamma_3 \in (0, 1)\), and \(\omega\) be a weight. Then the following statements are equivalent.

(i) \(\omega \in A_q^+ (\gamma_1)\).

(ii) \(M_{\gamma_2}^+\) is bounded from \(L^q (X \times \mathbb{R}, \omega)\) to \(L^{q,\infty} (X \times \mathbb{R}, \omega)\).

(iii) \(M_{\gamma_3}^+\) is bounded from \(L^q (X \times \mathbb{R}, \omega)\) to \(L^q (X \times \mathbb{R}, \omega)\).

**Remark 6.9.** By Proposition 5.12, we find that Theorem 6.8 also holds true for the parabolic maximal function \(M_{\gamma_2}^+\) related to parabolic cylinders but with both \(\gamma_2\) and \(\gamma_3\) satisfying \((5.31)\).
7 Parabolic $A^+_1(\gamma)$ Class and a Factorization of $A^+_q(\gamma)$

In this section, we introduce the parabolic Muckenhoupt weight classes $A^+_q(\gamma)$ and $A^-_q(\gamma)$, and give a factorization of $A^+_q(\gamma)$ with $q \in (1, \infty)$. Moreover, we establish a characterization of $A^+_1(\gamma)$ in terms of the small power of maximal functions multiplied by bounded functions. To this end, we first introduce the following concept of parabolic $A^+_1(\gamma)$ classes.

Definition 7.1. Let $(X, \rho, \mu)$ be a space of homogeneous type and $\gamma \in [0, 1)$.

(i) A weight $\omega$ is said to belong to the parabolic Muckenhoupt weight class $A^+_1(\gamma)$ if there exists a positive constant $C$ such that, for $\lambda$-almost every $(x, t) \in X \times \mathbb{R}$,

\[
M^\gamma \omega(x, t) \leq C \omega(x, t).
\]

(ii) A weight $\omega$ is said to belong to the parabolic Muckenhoupt weight class $A^-_1(\gamma)$ if there exists a positive constant $C'$ such that, for $\lambda$-almost every $(x, t) \in X \times \mathbb{R}$,

\[
M^{\gamma'} \omega(x, t) \leq C' \omega(x, t).
\]

Moreover, $[\omega]_{A^+_1(\gamma)}$ and $[\omega]_{A^-_1(\gamma)}$ are defined to be the smallest constants, respectively, in (7.1) and (7.2).

Remark 7.2. Let $\gamma, \gamma' \in [0, 1)$ with $\gamma \leq \gamma'$. By Definition 7.1 and the facts that, for any $f \in L^1_{\text{loc}}(X \times \mathbb{R})$ and $(x, t) \in X \times \mathbb{R}$,

\[
M^\gamma f(x, t) \leq \frac{1 - \gamma}{1 - \gamma'} M^{\gamma'} f(x, t) \quad \text{and} \quad M^{\gamma'} f(x, t) \leq \frac{1 - \gamma}{1 - \gamma'} M^\gamma f(x, t),
\]

we find that $A^+_1(\gamma) \subset A^+_1(\gamma')$ and $A^-_1(\gamma) \subset A^-_1(\gamma')$.

Now, we consider the relation between $A^+_1(\gamma)$ and $A^+_q(\gamma)$ with $q \in (1, \infty)$. To this end, we need the following technical lemma.

Lemma 7.3. Let $(X, \rho, \mu)$ be a space of homogeneous type, $\delta \in (0, 1)$ the same as in Lemma 2.4. $\varepsilon_0 := \delta^{(\log \delta)^2/p}/2$, $\gamma \in [0, 1/\varepsilon_0)$, and $\omega \in A^+_1(\gamma)$. Then there exists a positive constant $C$ such that, for any parabolic rectangle $P$,

\[
\int_{P \cap (\varepsilon_0, \gamma)} \omega \leq C \text{ess inf}_{(y, s) \in P^1(\varepsilon_0, \gamma)} \omega(y, s).
\]

Proof. Assume that $P := P(\tau, k, \alpha, t)$, with $\tau \in \{1, ..., K\}$, $k \in \mathbb{Z}$, $\alpha \in I_{k, \tau}$, and $t \in \mathbb{R}$, is any given parabolic rectangle. Let

\[
(y, s) \in P^1(\varepsilon_0, \gamma) = Q_{\alpha}^k \times (t + \varepsilon_0 \gamma \delta^k, t + \delta^k).
\]

Let $k' := k + \lfloor \log_\delta(2^{1/p}) \rfloor < k$. It is easy to show that $\delta^k \geq 2\delta^{k'}$, which further implies that

\[
(7.3)\quad s - \delta^k \rho < t + \delta^k \rho - \delta^{k'} \rho < t - \delta^{k'} \rho
\]
and

\[(7.4) \quad s - \gamma \delta^k > t + \varepsilon_0 \gamma \delta^k - \gamma \delta^k = t - \varepsilon_0 \gamma \delta^k.\]

Notice that, by Lemma 2.7, we know that there exists a \( \beta \in \mathcal{I}_{k', \tau} \) such that \( y \in \mathcal{Q}_{\alpha}^{k', \tau} \subset \mathcal{Q}_{\beta}^{k', \tau} \). This, combined with both (7.3) and (7.4), implies that

\[P^-(\varepsilon_0 \gamma) = \mathcal{Q}_{\alpha}^{k', \tau} \times (s - \delta^k, t - \varepsilon_0 \gamma \delta^k) \subset \mathcal{Q}_{\beta}^{k', \tau} \times (s - \delta^k, s - \gamma \delta^k).\]

From this, (2.1), Lemma 2.7(iii), Definition 5.4, and (7.1), we further deduce that, for \( \lambda \)-almost every \((y, s) \in P^-(\varepsilon_0 \gamma)\),

\[
\int_{P^-(\varepsilon_0 \gamma)} \omega \leq \frac{\mu(Q_{\beta}^{k', \tau})}{\mu(Q_{\alpha}^{k', \tau})} \int_{Q_{\beta}^{k', \tau} \times (s - \delta^k, s - \gamma \delta^k)} \omega \\
\leq \frac{\mu(B(z_{\beta}^{k', \tau}, C_1 \delta^k))}{\mu(B(z_{\alpha}^{k', \tau}, C_1 \delta^k))} \int_{Q_{\beta}^{k', \tau} \times (s - \delta^k, s - \gamma \delta^k)} \omega \\
\leq \lambda^0 \omega(y, s) \leq \omega(y, s),
\]

where the implicit positive constants are independent of \(y, s\), and \(P, k, \alpha, t\). This, together with the arbitrariness of \(P\), then finishes the proof of Lemma 7.3. \(\square\)

Using Lemma 7.3, we obtain the following proposition.

**Proposition 7.4.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(\varepsilon_0 := \delta^{[\log_2 2^{1/p}]} / 2\), \(\gamma \in [0, 1/\varepsilon_0)\), and \(\omega \in A^+_1(\gamma)\).

(i) If \(\gamma = 0\), then, for any \(q \in (1, \infty)\) and \(\gamma' \in [0, 1)\), \(A^+_1(0) \subset A^+_q(\gamma')\).

(ii) If \(\gamma \neq 0\), then, for any \(q \in (1, \infty)\) and \(\gamma' \in (0, 1)\), \(A^+_1(\gamma) \subset A^+_q(\gamma')\).

**Proof.** Assume that \(P := P(\tau, k, \alpha, t)\), with \(\tau \in \{1, ..., K\}, k \in \mathbb{Z}, \alpha \in \mathcal{I}_{k, \tau}\), and \(t \in \mathbb{R}\), is any given parabolic rectangle, and \(\omega_0 := \text{ess inf}_{(y, s) \in P^-(\varepsilon_0 \gamma)} \omega(y, s)\). By Lemma 7.3 we find that, for any \(q \in (1, \infty)\),

\[
\left[ \int_{P^-(\varepsilon_0 \gamma)} \omega \right] \left[ \int_{P^-(\varepsilon_0 \gamma)} \omega^{1-q} \right]^{q-1} \leq \omega_0 \left[ \int_{P^-(\varepsilon_0 \gamma)} \omega_0^{1-q} \right]^{q-1} \approx 1,
\]

which further implies that \(\omega \in A^+_q(\varepsilon_0 \gamma)\). From this, Theorem 4.1(i), and Remark 4.6(i), we deduce that, if \(\gamma = 0\), then, for any \(\gamma' \in [0, 1)\), \(A^+_1(0) \subset A^+_q(0) \subset A^+_q(\gamma')\) and, if \(\gamma \in (0, 1)\), then, for any \(\gamma' \in (0, 1)\), \(A^+_1(\gamma) \subset A^+_q(\varepsilon_0 \gamma) = A^+_q(\gamma')\). This finishes the proof of Proposition 7.4. \(\square\)

Now, we establish a factorization of \(A^+_q(\gamma)\) with both \(q \in (1, \infty)\) and \(\gamma \in [0, 1)\).

**Theorem 7.5.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \(q \in (1, \infty)\), and \(\varepsilon_0 := \delta^{[\log_2 2^{1/p}]} / 2\). Then
(i) for any \( \gamma \in [0, 1/\varepsilon_0) \), \( u \in A^+_1(\gamma) \), \( v \in A^-_1(\gamma) \), and \( \gamma' \in (0, 1) \), \( uv^{1-q} \in A^+_q(\gamma') \). Especially, if \( \gamma = 0 \), then \( uv^{1-q} \in A^+_q(0) \);

(ii) for any \( \gamma, \gamma' \in (0, 1) \) and \( \omega \in A^+_q(\gamma') \), there exist two weights \( u \in A^+_1(\gamma) \) and \( v \in A^-_1(\gamma) \) such that

\[
(7.5) \quad \omega = uv^{1-q}.
\]

Especially, if \( \gamma' = 0 \), then (7.5) holds true for any \( \gamma \in [0, 1) \).

**Proof.** We first prove (i). Assume that \( u \in A^+_1(\gamma) \) and \( v \in A^-_1(\gamma) \). By Lemma 7.3, we find that, for any parabolic rectangle \( P \),

\[
(7.6) \quad \text{ess sup}_{(x,t) \in P^{+}(\varepsilon_0 \gamma)} [u(x,t)]^{-1} = \left[ \text{ess inf}_{(x,t) \in P^{+}(\varepsilon_0 \gamma)} u(x,t) \right]^{-1} \lesssim \left[ \frac{1}{\int_{P^{+}(\varepsilon_0 \gamma)}} u \right]^{-1}
\]

and

\[
(7.7) \quad \text{ess sup}_{(y,s) \in P^{+}(\varepsilon_0 \gamma)} [v(y,s)]^{-1} = \left[ \text{ess inf}_{(y,s) \in P^{+}(\varepsilon_0 \gamma)} v(y,s) \right]^{-1} \lesssim \left[ \frac{1}{\int_{P^{+}(\varepsilon_0 \gamma)}} v \right]^{-1}.
\]

Combining (7.6) and (7.7), we conclude that, for any \( q \in (1, \infty) \) and any parabolic rectangle \( P \),

\[
\left[ \frac{1}{\int_{P^{+}(\varepsilon_0 \gamma)}} uv^{1-q} \right]^{q-1} \lesssim \left[ \frac{1}{\int_{P^{+}(\varepsilon_0 \gamma)}} u \right]^{q-1} \left[ \frac{1}{\int_{P^{+}(\varepsilon_0 \gamma)}} v \right]^{q-1} \lesssim 1,
\]

which further implies that \( uv^{1-q} \in A^+_q(\varepsilon_0 \gamma) \). This, combined with Theorem 4.1, then finishes the proof of (i).

Next, we prove (ii). Let \( q \in [2, \infty) \), \( \gamma' \in [0, 1) \), and \( \omega \in A^+_q(\gamma') \). By Theorem 4.1 for any \( \gamma \in (0, 1) \) when \( \gamma' \in (0, 1) \), and for any \( \gamma \in [0, 1) \) when \( \gamma' = 0 \), we find that \( \omega \in A^+_q(\gamma) \). Now, we define the sublinear operator \( T \) by setting, for any \( f \in L^q(X \times \mathbb{R}) \),

\[
Tf := \left[ \omega^{-1/q} M^{v^-} \left( f^{q-1} \omega^{1/q} \right) \right]^{1/(q-1)} + \omega^{1/q} M^{v^+} \left( f \omega^{-1/q} \right).
\]

From \( \omega \in A^+_q(\gamma) \), Proposition 3.4(iii), and Theorem 6.8 it follows that \( M^{v^+} \) is bounded from \( L^q(X \times \mathbb{R}, \omega) \) to \( L^q(X \times \mathbb{R}, \omega) \) and \( M^{v^-} \) is bounded from \( L^q(X \times \mathbb{R}, \omega^{1-q'} \) to \( L^{q'}(X \times \mathbb{R}, \omega^{1-q'}) \). This, together with the definition of \( T \), implies that, for any \( f \in L^q(X \times \mathbb{R}) \),

\[
(7.8) \quad \|Tf\|_{L^q(X \times \mathbb{R})} \lesssim \left\| \left[ \omega^{-1/q} M^{v^-} \left( f^{q-1} \omega^{1/q} \right) \right]^{1/(q-1)} \right\|_{L^q(X \times \mathbb{R})}
\]

for any \( q \in (1, \infty) \).
iterate of \( (7.10) \) and the definition of \( T \).

where the implicit positive constants depend on \( \omega \). Choose a function \( g \in L^q(X \times \mathbb{R}) \) satisfying \( \|g\|_{L^q(X \times \mathbb{R})} = 1 \). From this and \( (7.8) \), we deduce that

\[
\sum_{i=1}^{\infty} \left[ 2\|T\|_{L^q(X \times \mathbb{R})} \right]^{-i} \|T^i g\|_{L^q(X \times \mathbb{R})} \leq 1,
\]

which further implies that the series

\[
(7.9) \quad \sum_{i=1}^{\infty} \left[ 2\|T\|_{L^q(X \times \mathbb{R})} \right]^{-i} T^i g
\]

converges in \( L^q(X \times \mathbb{R}) \) and hence \( \lambda \)-almost everywhere, where, for any \( i \in \mathbb{N} \), \( T^i \) denotes the \( i \)-th iterate of \( T \). We denote the series of \( (7.9) \) pointwisely by \( \phi \). Define \( u := \omega^{1/q} \phi^{q-1} \) and \( v := \omega^{-1/q} \phi \). By this, it is easy to see that \( \omega = uv^{1-q} \).

Next, we prove that \( u \in A_1^+(\gamma) \) and \( v \in A_1^- (\gamma) \). Since \( q \geq 2 \), it follows that \( T \) is a sublinear operator. From this, the definition of \( \phi \), and \( Tg \geq 0 \), we deduce that

\[
(7.10) \quad T \phi \leq 2\|T\|_{L^q(X \times \mathbb{R})} \sum_{i=1}^{\infty} \left[ 2\|T\|_{L^q(X \times \mathbb{R})} \right]^{-i} T^{i+1} g
\]

\[
= 2\|T\|_{L^q(X \times \mathbb{R})} \frac{Tg}{2\|T\|_{L^q(X \times \mathbb{R})}} \left[ \phi - \frac{Tg}{2\|T\|_{L^q(X \times \mathbb{R})}} \right]
\]

\[
\leq 2\|T\|_{L^q(X \times \mathbb{R})} \|\phi\|_{L^q(X \times \mathbb{R})} \phi
\]

\( \lambda \)-almost everywhere on \( X \times \mathbb{R} \). Notice that \( \phi = (\omega^{-1/q} u)^{1/(q-1)} = \omega^{1/q} v \). This, combined with both \( (7.10) \) and the definition of \( T \), implies that

\[
2\|T\|_{L^q(X \times \mathbb{R})} \|\phi\|_{L^q(X \times \mathbb{R})} (\omega^{-1/q} u)^{1/(q-1)}
\]

\[
= 2\|T\|_{L^q(X \times \mathbb{R})} \|\phi\|_{L^q(X \times \mathbb{R})} \geq T \phi
\]

\[
= T((\omega^{-1/q} u)^{1/(q-1)}) \geq (\omega^{-1/q} M^{1/q-1} u)^{1/(q-1)}
\]

\( \lambda \)-almost everywhere on \( X \times \mathbb{R} \) and, similarly,

\[
2\|T\|_{L^q(X \times \mathbb{R})} \|\phi\|_{L^q(X \times \mathbb{R})} \geq \omega^{1/q} M^{1/q} v
\]
\( q \in \lambda \) almost everywhere on \( X \times \mathbb{R} \), which further implies that

\[
\mathcal{M}^\gamma v = [2\|T\|_{L^p(\mathbb{R}^n)}]^{q-1} u \quad \text{and} \quad \mathcal{M}^\gamma v \leq 2\|T\|_{L^p(\mathbb{R}^n)} v
\]

\( \lambda \)-almost everywhere on \( X \times \mathbb{R} \). By this, we conclude that \( u \in A^\gamma_+ (\gamma) \) and \( v \in A^\gamma_- (\gamma) \), which completes the proof of (ii) and hence Theorem 7.5.

From Proposition 3.4 (ii) and an argument similar to that used in the proof of (ii) in the case that \( q \in [2, \infty) \) with \( \omega \) and \( q \) replaced, respectively, by \( \omega^{1-q'} \) and \( q' \), we deduce that, for any \( q \in (1, 2) \), (ii) holds true, which completes the proof of (ii) and hence Theorem 7.5. \( \square \)

Next, we establish a characterization of \( A_+^\gamma (\gamma) \). Recall that a measure \( \nu \) on \( X \times \mathbb{R} \) is Borel regular if open subsets of \( X \times \mathbb{R} \) are \( \nu \)-measurable and every set \( A \subset X \times \mathbb{R} \) is contained in a Borel set \( E \) such that \( \nu (A) = \nu (E) \). For any \( f \in L^1_{\text{loc}}(X \times \mathbb{R}) \), the Hardy–Littlewood maximal function \( \mathcal{M} f \) of \( f \) is defined by setting, for any \((x, t) \in X \times \mathbb{R},\)

\[
\mathcal{M} f(x, t) := \sup_{R \ni (x, t)} \frac{1}{\lambda (R)} \int_R |f|,
\]

where the supremum is taken over all the parabolic cylinders \( R \) of \( X \times \mathbb{R} \) that contain \((x, t)\).

**Theorem 7.6.** Let \((X, \rho, \mu)\) be a space of homogeneous type, \( q \in (1, \infty) \), and \( \varepsilon_0 := \delta \lfloor \log_\delta 2^p/jp \rfloor / 2 \).
Assume that

\[
\{D^\tau := \{Q_{k, \alpha} : k \in \mathbb{Z}, \alpha \in I_{k, \tau} \} : \tau \in \{1, \ldots, K\}\}
\]

is the adjacent system of dyadic cubes in Lemma 2.3.

(i) Let \( \nu \) be a locally finite nonnegative measure defined on a \( \sigma \)-algebra which contains

\[
\{B(x, t) \times (t - lp, t) : (x, t) \in X \times \mathbb{R}, l \in (0, \infty)\}
\]

such that, for \( \lambda \)-almost every \((x, t) \in X \times \mathbb{R}, \mathcal{M}^\gamma \nu(x, t) < \infty \). Then, for any \( \varepsilon \in [0, 1) \) and \( \gamma \in [0, 1), \)

\[
\omega := (\mathcal{M}^\gamma \nu)^\varepsilon \in A^\gamma_+ (\gamma).
\]

(ii) Let \( \gamma \in [0, 1/\varepsilon_0) \) and \( \omega \in A^\gamma_+ (\gamma) \). Then there exists a Borel regular measure \( \nu \) in (i), \( \varepsilon \in [0, 1) \), and a function \( \phi \) with \( \phi, \phi^{-1} \in L^\infty (X \times \mathbb{R}) \) such that, for any \( \gamma' \in (\gamma, 1), \)

\[
\omega = \phi \times (\mathcal{M}^{\gamma'} \nu)^\varepsilon.
\]

**Proof.** We first prove (i). If \( \varepsilon = 0 \), it is easy to show that \( \omega = 1 \in A^\gamma_+ (\gamma) \) and hence (i) holds true. Now, we assume that \( \varepsilon \in (0, 1) \) and \( R := R(x, t, r) \), with both \((x, t) \in X \times \mathbb{R} \) and \( r \in (0, \infty) \), is any given parabolic cylinder. Let

\[
\tilde{R} := R^{-}(x, t, 2K_0r) \quad \text{and} \quad \nu = \nu \big|_{\tilde{R}^{-}} + \nu \big|_{(\tilde{R}^{-})^c} =: \nu_1 + \nu_2.
\]

On the one hand, since, for any \( f \in L^1_{\text{loc}}(X \times \mathbb{R}) \), \( \mathcal{M}^\gamma f \leq Mf \) pointwisely, and the Hardy–Littlewood maximal operator \( \mathcal{M} \) is bounded from \( L^1(X \times \mathbb{R}) \) to \( L^{1, \infty} (X \times \mathbb{R}) \) (see, for instance, [22, Theorem 3.5]), it follows that the sublinear operator \( \mathcal{M} \) is bounded from \( L^1(X \times \mathbb{R}) \) to \( L^{1, \infty} (X \times \mathbb{R}). \)
By this, \( \varepsilon \in (0, 1) \), and the Kolmogorov inequality (see, for instance, [24] Lemma 5.16), we find that
\[
\left[ \int_{R^-} (M^{-\nu_1})^\epsilon \right]^{1/\epsilon} \leq \| \lambda(R^-) \|_{L^1(X \times R)}^{1/\epsilon} \| \nu_1 \|_{L^1(X \times R)}.
\]

From this, (2.1), and the definition of \( M^- \), we deduce that
\[
\int_{R^-} (M^{-\nu_1})^\epsilon \leq \| \lambda(R^-) \|_{L^1(X \times R)}^{1/\epsilon} \| \nu_1 \|_{L^1(X \times R)} \leq \| \lambda(R^-) \|_{L^1(X \times R)}^{1/\epsilon} \| \nu_1 \|_{L^1(X \times R)} \leq (M^{-\nu})^\epsilon.
\]

On the other hand, let \((y, s) \in R^- \) and \( l \in (0, \infty) \). By Definition 2.1(iii), we find that, for any \( z \in B(y, l) \), \( \rho(z, y) \leq K_0 \rho(z, y) \leq K_0(l + r) \) and hence
\[
B(y, l) \subset B(x, K_0(l + r)).
\]

If \( l \leq r \), then both \((y, s) \in R^- \) and (7.12) imply that
\[
R^-(y, s, l) = B(y, l) \times (s - l^p, s) \subset B(x, 2K_0r) \times (t - 2r^p, t) \subset \tilde{R}^-
\]

By this, we further conclude that \( R^-(y, s, l) \cap (\tilde{R}^-)^C = \emptyset \) and hence
\[
\int_{R^-(y, s, l)} v_2 = 0.
\]

If \( l > r \), from (7.12), we deduce that
\[
R^-(y, s, l) = B(y, l) \times (s - l^p, s) \subset B(x, 2K_0l) \times (t - r^p - l^p, t) \subset R^-(x, t, 2K_0l).
\]

This, together with (7.13), Definition 2.1(iii), and (2.1), implies that, for any \((y, s) \in P^-\),
\[
M^{-\nu_2}(y, s) = \sup_{l \in (0, \infty)} \int_{R^-(y, s, l)} v_2 = \sup_{l \in (0, \infty)} \int_{R^-(y, s, l)} v_2 \leq \sup_{l \in (0, \infty)} \int_{R^-(x, t, 2K_0l)} \lambda(R^-(x, t, 2K_0l)) \frac{\mu(B(x, 2K_0l))^p}{\mu(B(y, l))^p} v_2 \leq \sup_{l \in (0, \infty)} \int_{R^-(x, t, 2K_0l)} \mu(B(y, l))^p v_2 \leq M^{-\nu}(x, t),
\]

which, combined with both (7.11) and Proposition 5.12 further implies that, for any \((x, t) \in X \times R\),
\[
M^{-\left([M^{-\nu}]^\epsilon\right)}(x, t) \approx M^{-\left([M^{-\nu}]^\epsilon\right)}(x, t) \approx \sup_{l \in (0, \infty)} \int_{R^-(x, t, l)} (M^{-\nu})^\epsilon \leq \sup_{l \in (0, \infty)} \left[ \int_{R^-(x, t, l)} (M^{-\nu_1})^\epsilon + \int_{R^-(x, t, l)} (M^{-\nu_2})^\epsilon \right] \leq [M^{-\nu}(x, t)]^\epsilon \approx [M^{-\nu}(x, t)]^\epsilon.
\]
Thus, for any \( \varepsilon \in (0, 1) \), \( (\mathcal{M}^\ast\nu)^\nu \in A_1^\ast(0) \). By this and Remark 7.2, we further conclude that, for any \( \gamma \in [0, 1) \), \( (\mathcal{M}^\ast\nu)^\nu \in A_1^\ast(\gamma) \), which completes the proof of (i).

Next, we prove (ii). By both \( \omega \in A_1^\ast(\gamma) \) and Proposition 7.4, we find that, for any \( q \in (1, \infty) \) and \( \gamma' \in (0, 1) \), \( \omega \in A_q^\ast(\gamma') \). From this, Remark 6.4 and the definitions of both \( \mathcal{M}^\ast \) and \( A_1^\ast(\gamma) \), we deduce that there exists a positive constant \( \kappa \) such that, for \( \lambda \)-almost every \( (x, t) \in X \times \mathbb{R} \), any parabolic rectangle \( P(\tau, k, \alpha, t) \ni (x, t) \), and any \( \gamma' \in (\gamma, 1) \),

\[
(7.14) \quad \left[ \int_{P^-(\gamma')} \omega^{1+k} \right]^{1/k} \leq \int_{P^-(\gamma')} \omega \leq \mathcal{M}^\ast \omega(x, t) \leq \omega(x, t).
\]

Define \( \nu := \omega^{1+k} \). Since \( \nu \) is Borel regular, then, by the Lebesgue differentiation theorem (see, for instance, [35, Theorem 1.8]) and (7.14), we conclude that, for \( \lambda \)-almost every \( (x, t) \in X \times \mathbb{R} \),

\[
\omega(x, t) = \left[ \lim_{k \to \infty} \int_{P^-(\gamma')} \nu \right]^{1/k} \leq \left( \mathcal{M}^\ast \nu \right)^{1/k} \leq \sup_{P^0(x, t)} \left[ \int_{P^-(\gamma')} \omega^{1+k} \right]^{1/k} \leq \omega(x, t),
\]

which further implies that

\[
\frac{\omega}{(\mathcal{M}^\ast \nu)^{1/k}} \approx 1
\]

\( \lambda \)-almost everywhere. This finishes the proof of (ii) and hence Theorem 7.6. \( \Box \)

8 A Characterization of Parabolic BMOs on Spaces of Homogeneous Type

The main target of this section is to establish a relation between the parabolic Muckenhoupt weight class and the parabolic space BMO, and further establish a characterization of the parabolic space BMO in terms of parabolic maximal functions in the sense of Coifman and Rochberg. To this end, we first introduce the following concept of the parabolic BMO. Recall that, for any \( r \in \mathbb{R} \), \( r_+ := \max\{0, r\} \).

**Definition 8.1.** Let \( (X, \rho, \mu) \) be a space of homogeneous type.

(i) The **parabolic space** \( \text{PBMO}^+ (X \times \mathbb{R}) \) is defined to be the set of all the functions \( u \in L^1_{\text{loc}} (X \times \mathbb{R}) \) satisfying that there exist constants \( \gamma \in (0, 1) \) and \( a_R \in (0, \infty) \), where \( a_R \) may depend on the parabolic cylinder \( R \), such that

\[
(8.1) \quad \sup_{\{R = R(x, t): (x, t) \in X \times \mathbb{R}, t \in (0, \infty)\}} \left[ \int_{R^+(\gamma)} (u - a_R)_+ + \int_{R^-(\gamma)} (a_R - u)_+ \right] < \infty.
\]
(ii) The parabolic space $\text{PBMO}^+(X \times \mathbb{R})$ is defined to be the set of all the functions $u \in L^1_{\text{loc}}(X \times \mathbb{R})$ satisfying that there exist constants $\gamma \in (0, 1)$ and $b_R \in (0, \infty)$, where $b_R$ may depend on the parabolic cylinder $R$, such that

$$
\sup_{\{R := R(x, t, l); (x, t) \in X \times \mathbb{R}, t \in (0, \infty)\}} \left[ \int_{R^+(\gamma)} (u - b_R)_+ + \int_{R^-(\gamma)} (b_R - u)_+ \right] < \infty.
$$

The following proposition directly follows from Definition 8.1; we omit the details here.

**Proposition 8.2.** Let $(X, \rho, \mu)$ be a space of homogeneous type.

(i) Let $u, v \in \text{PBMO}^+(X \times \mathbb{R})$. Then, for any $\alpha, \beta \in (0, \infty)$, $\alpha u + \beta v \in \text{PBMO}^+(X \times \mathbb{R})$.

(ii) $u \in \text{PBMO}^+(X \times \mathbb{R})$ if and only if $-u \in \text{PBMO}^-(X \times \mathbb{R})$.

(iii) $L^\infty(X \times \mathbb{R}) \subset \text{PBMO}^+(X \times \mathbb{R})$.

To prove a characterization of $\text{PBMO}^+(X \times \mathbb{R})$, we need the following John–Nirenberg-type lemma, which is obtained by combining [1, Lemma 3.4] with a chaining argument (see [68, Lemma 3.1] for the argument in the Euclidean space case); we omit the details here.

**Lemma 8.3.** Let $(X, \rho, \mu)$ be a space of homogeneous type, $u \in \text{PBMO}^+(X \times \mathbb{R})$, and $\gamma \in (0, 1)$. Then there exist two constants $A, B \in (0, \infty)$, depending only on $K_0, C_\mu, \gamma$, and $u$, such that, for any parabolic cylinder $R := R(x, t, l)$ and any $\xi \in (0, \infty)$,

$$
\lambda(R^+(\gamma) \cap \{(x, t) : (u - a_R)_+ > \xi\}) \leq Ae^{-B\xi} \lambda(R)
$$

and

$$
\lambda(R^-(\gamma) \cap \{(x, t) : (a_R - u)_+ > \xi\}) \leq Ae^{-B\xi} \lambda(R).
$$

Using Lemma 8.3 and Proposition 8.2, and following the proof of [45, Lemma 7.4], we obtain the following conclusion; we omit the details here.

**Theorem 8.4.** Let $(X, \rho, \mu)$ be a space of homogeneous type and $\gamma \in (0, 1)$. Then, for any $q \in (1, \infty)$,

$$
\text{PBMO}^+(X \times \mathbb{R}) = \left\{ -\xi \log \omega : \omega \in A_\gamma^+(\gamma), \xi \in (0, \infty) \right\}
$$

and

$$
\text{PBMO}^-(X \times \mathbb{R}) = \left\{ -\xi \log \omega : \omega \in A_\gamma^-(\gamma), \xi \in (0, \infty) \right\}.
$$

**Remark 8.5.**

(i) Combining Theorem 8.4 and Remark 4.5, we find that the parabolic spaces $\text{PBMO}^+(X \times \mathbb{R})$ are independent of the choice of $\gamma \in (0, 1)$, namely, if (8.1) [resp., (8.2)] holds true for some $\gamma \in (0, 1)$, then (8.1) [resp., (8.2)] also holds true for all $\gamma \in (0, 1)$. 

(ii) From both Lemma 2.7(iii) and (2.3), it follows that, as subsets of \( X \times \mathbb{R} \), a parabolic cylinder and a parabolic rectangle are comparable in measure and in diameter. Thus, Lemma 8.3 holds true for parabolic rectangles. Using this and Remark 5.3(iii), we obtain Theorem 8.4 in which both PBMO\(^+\)(\( X \times \mathbb{R} \)) and A\(^+\)\(_q\)(\( \gamma \)) are defined by parabolic rectangles instead of parabolic cylinders. This, together with Remark 5.3(iv), further implies that, if we replace the parabolic cylinders by parabolic rectangles in Definition 8.1, then this new definition still recovers the same class of functions.

By an argument similar to that used in the proof of [45, Theorem 7.5], Theorems 8.4, 7.5, and 7.6, and Proposition 8.2, we obtain the following characterization of PBMO\(^+\)(\( X \times \mathbb{R} \)) in terms of parabolic maximal functions in the sense of Coifman and Rochberg; we omit the details here.

**Theorem 8.6.** Let \( (X, \rho, \mu) \) be a space of homogeneous type.

(i) Let \( f \in \text{PBMO}^+(X \times \mathbb{R}) \). Then there exists \( \alpha, \beta \in (0, 1) \), two constants \( a, b \in (0, \infty) \), a function \( b \in L^\infty(X \times \mathbb{R}) \), and two nonnegative Borel regular measures \( \nu_1 \) and \( \nu_2 \) such that

\[
f = -\alpha \log \mathcal{M}^- \nu_1 + \beta \log \mathcal{M}^+ \nu_2 + b.
\]

(ii) Let \( \alpha, \beta \in (0, \infty) \), \( b \in L^\infty(X \times \mathbb{R}) \), and \( \nu_1 \) and \( \nu_2 \) be two measures in Theorem 7.6(i). Then

\[
-\alpha \log \mathcal{M}^- \nu_1 + \beta \log \mathcal{M}^+ \nu_2 + b \in \text{PBMO}^+(X \times \mathbb{R}).
\]
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