Discrimination of civet coffee using near infrared spectroscopy and artificial neural network
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Abstract
Civet coffee is regarded as the most expensive coffee in the world. Owing to its high price the conventional method of harvesting civet coffee in the wild has been replaced by a farming method, wherein the wild civet cats are being captured, caged, and then force-fed with ripe, hand-picked, coffee cherries. This is contrary to the production of wild civet coffee from the ripest and sweetest coffee cherries, carefully picked by the civet cat. As the wild civet coffee is quite hard to obtain, most of the civet coffee commercially sold as authentic civet coffee is actually from a caged civet cat. Traders and consumers have no way of differentiating the caged civet coffee beans from ordinary green coffee beans. The technique used was the near infrared spectroscopy (NIRS) as it is non-destructive and can generate quick results. A total of 218 samples were scanned, which generated absorbance in the entire 780 wavelength capacity of the Cavite State University Indium, Gallium and Arsenic (CsSU InGaAs)-based NIR instrument, ranging from 904 to 1684 nanometres (nm). A total of 170,040 spectra were generated. The average spectral absorbance’s having major differences between the two groups, were chosen, which are 907 nm, 1088 nm, 1540 nm and 1650 nm, respectively. Out of 218 samples, 130 samples were used as training data, 40 samples as testing data, and the remaining 48 samples for validation purposes. The training data were subjected to the 4 layers, 15 neurons feed forward back propagation artificial neural network (FFBPANN) for training. Classification scores of 95% to 100% were achieved. Using the combined NIRS and FFBPANN, the civet coffee can be successfully discriminated from coffee beans not eaten by a civet.
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1. Introduction
Civet coffee refers to the coffee that includes partly-digested coffee cherries eaten and defecated by the palm civet cat (Paradoxurus hermaphroditus). Civet cats seek out and eat only the ripest, reddish coffee cherries. The coffee cherry fruit is sweet and is completely digested, but the beans are excreted in their feces. It is one of the rarest and priciest coffees in the world [1]. At present, there is still no accepted standard in determining the authenticity of the civet coffee [2]. Due to its high price, the traditional method of collecting feces from the wild civets has given way to a farming method where civets are kept in cages and force-fed with the cherries. Most of the previous studies done in discriminating civet coffee from ordinary coffee beans used a destructive method of sampling, preparation wherein coffee beans were ground and results can take a very long time. The forte of the NIRS technique lies in its speed [3].

NIRS is an analytical technique that uses no chemicals, gives accurate and precise results in minutes or even continuously, and is simple to install, and is safe to use. It is a rapid method for qualitative and quantitative analysis of a very wide range of materials, powders, slurries, and even solid materials and gases. A “rapid” method is defined as a method that will provide accurate and precise results in two minutes or less, including the time for sample preparation, and accessing the sample too, and removing it from the instrument. The NIRS spectrum analysis does not require samples to be grounded because when the light passes through it, the spectra of light can reveal a certain characteristics or features that are unique to the class of that sample.

Artificial neural network (ANN) is a computational system that employs parallel processing based on connections and distributional methodology. ANN is similar in operations to a biological neural network [4,5]. It can be trained to learn and once trained it can be used as a very good classifier. Just like the
human brain, after its exposure to different classes of things or objects and studying its properties eventually it will learn to associate certain properties to a particular class and can successfully discriminate that particular class from other classes.

The civet coffee has been subjected to numerous discrimination and characterization studies which all aimed to describe its unique properties. It was discovered in [6] that the sensory and microbial characteristics of both wild and caged civet coffee are similar in profile. Results showed that the cupping score of wild civet coffee is slightly higher than the caged civet coffee. Wild civet coffee got an excellent specialty classification and the caged civet got a very good specialty classification on the scoring key that they used. Overall they concluded using t-test analysis, that the cupping scores of wild and caged civet coffee are similar. In terms of lactic acid bacteria count of civet feces, the caged civet has higher colony count that the wild civet. The lactic acid count could be affects by life condition and the diet taken by the civet. Based on this study, although the lactic acid colony differs in wild civet and caged civet coffee the taste of the two coffee groups are similar, this is according to the expert that have done the sensory evaluation of the coffee taste. In [7] civet coffee was discriminated from two other Indonesia’s specialty coffee the peaberry and the pagar alam using the fluorescence spectroscopy, principal component analysis (PCA) and the soft independent modelling of class analogies (SIMCA) method. According to this study, the civet coffee has its unique characteristics distinguishable from other specialty coffee of Indonesia.

Although the fluorescence spectroscopy successfully discriminated the three specialty coffee groups, the major drawback of this method is that the coffee beans are needed to be ground and liquid samples are to be extracted and pipette into a cuvette for fluorescence spectral acquisition. This is clearly different from the NIRS method in which the whole coffee beans are used and spectra data can be acquired without destroying the beans by grinding. In [8] their research discriminated the civet coffee from non-civet coffee using UV-visible spectroscopy and the SIMCA and partial least square-discrimination analysis (PLS-DA). They successfully discriminated with 100% accuracy the civet coffee from non-civet coffee by using ground coffee beans as samples. In [9] the civet ground coffee was discriminated from non-civet coffee using the electronic tongue, the multi-dimensional scaling (MDS), and the PCA. In [10] gas chromatography/mass spectroscopy was applied in combination of multivariate analysis to discriminate ground civet coffee from non-civet coffee. According to [2] the gas chromatography–mass spectroscopy (GCMS) chromatographic profile of civet coffee is almost similar to non-civet coffee but of different concentrations. In [1, 2] using the e-nose, aroma of civet coffee is different from the non-civet coffee. The major drawback of mentioned researches [1,2,6–10] is that they require complicated and time consuming sample preparation such as grinding the samples. Some require the use of chemicals. The coffee beans are needed to be ground before a feature can be extracted. In this study the samples were not destroyed by grinding, no chemicals were used; features were extracted in several seconds and subjected to a trained artificial neural network where results were achieved in seconds also.

Different studies proved that civet and non-civet coffee differs in aroma [1, 2], taste [9] and other distinguishable properties [7, 8, 10]. According to [6] wild civet coffee and caged civet coffee has almost the same taste. NIRS has been the accepted technology for rapid, accurate, non-destructive analysis of food quality and properties [11]. This has been used as a tool for extracting spectra that reveal attributes and properties for classification of vegetables [12,13], nuts [14,15], fruits [16–19], meat [20–22], grains [23–25] and other agricultural products. Many studies have been published about the utilization of NIRS in the classification of coffee properties. It has also been used to determine the compositions of coffee such as caffeine [23, 24, 26], theobromine and theophylline [27], water content [28] and moisture content [29]. According to these studies, coffee properties and features produce specific spectra that can be used to differentiate one group from another.

Feed forward back propagation artificial neural network (FFBPANN) is a powerful classifier and has been used in recent studies with high percentage of classification accuracy. In agriculture, FFBPANN has been used in the classification of coffee species into excelsa, robusta and liberica with a 96.67% accuracy [30]. It classified mature from non-mature apple fruit with 98.1% accuracy [31]. FFBPANN is also used in music, wherein it classified melakartina ragas with 96.4% accuracy [32]. In the field of informatics FFBPANN classified email spam with 91% accuracy [33]. In medicine, it has a 87.5 to 97.5% accuracy into classifying future osteoporotic fracture risks for low mass group, post-menopausal and old aged women [34]. It was also used in classifying damaged and undamaged tablets with 94.4% accuracy [35]. It successfully classified lesion
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in mammogram with 96% accuracy [36]; renal calculus disease with 96.88% accuracy [37]; lung columnar cells, 92.9% [38]; major lung diseases, 92% [39] and brain magnetic resonance imaging with accuracy of 96.67% [40].

This study was conducted to determine if passage of coffee beans in the digestive tract of civet cat can alter its properties, and whether these alterations can be detected by NIRS and be discriminated by ANN. It is the also the aim of the study to detect the spectra equivalent to the unique properties of the caged civet coffee that makes it different from the non-civet coffee.

2. Materials and methods

2.1 Conceptual framework

The conceptual framework of the study is shown in Figure 1. SA and SB are the sample names. The first part is the use of NIRS to acquire absorbance values in a chosen wavelength of 85 single-bean samples civet and 85 single-bean samples of non-civet coffee. The second part is the classification of absorbance values by FFBPANN. This is done by training the network to classify that a particular absorbance value belongs to either civet or non-civet coffee. A total of 65 samples of civet coffee, samples SA1.1 to SA1.65 and another 65 samples of non-civet coffee, samples SB1.66 to SB1.131 comprises the training samples of the FFBPNN. After training the network multiple times an acceptable accuracy was achieved. Test samples are inputted into the network to determine if it can precisely classify the civet coffee and the non-civet coffee. Test samples, SA2.1 to SA2.20 for civet coffee and SB2.1 to SB2.20 for non-civet coffee is input into the network to determine if it can precisely classify the civet coffee and the non-civet coffee.

2.2 Civet coffee samples

Based on [6], civet coffee and non-civet coffee cannot be differentiated in terms of taste and due to the scarcity of civet coffee beans in the wild; this study used the caged civet coffee. The samples shown in Figure 2 were from the coffee season of January to March 2018. Handpicked red Robusta coffee beans were divided into two different groups. The first group consisted of Robusta beans offered to a caged civet cat and the second group were the control group or the non-civet coffee. Civet coffee beans were harvested in the morning and were kept in a plastic bag with zip lock and were placed in a freezer. For the non-civet coffee beans, the outer skin layers (epicarp) were stripped but the pulp layers underneath it (mesocarp) were not removed. This is because when the civet cat eats the coffee beans, only the epicarp is digested, but the mesocarp remains as shown in Figure 2. After removing the outer skin from the seed, the beans were also kept in a plastic bag with zip lock before putting in the freezer. After the collection period, the two groups of samples were taken out of the freezer and were washed in running water, then air dried and suns dried for a period of 8 days and were kept in dried plastic containers.

The conditions between the two groups were made the same in terms of storage time in the freezer, wash time, air drying time and the sun drying time, so that the moisture content between the two groups would remain the same. The recommended sun drying time for washed coffee is six to seven days to achieve a moisture of 15% [41]. In this study, the sun drying time was made eight days for the two groups of sample to attain an estimated moisture value of 9 to 12% or an average of 10.8% which is the natural moisture range for green coffee beans [42].

The conditions between the two groups were made the same in terms of storage time in the freezer, wash time, air drying time and the sun drying time so that moisture content between the two groups would remain the same. The recommended sun drying time for washed coffee is six to seven days to achieve a moisture of 15% [41]. In this study, the sun drying time was made eight days for the two groups of sample to attain an estimated moisture value of 9 to 12% or an average of 10.8% which is the natural moisture range for green coffee beans [42].
2.3 Collection of NIR single-bean spectra

The NIRS instrument used in this study is the CvSU InGaAs-based NIR instrument. This instrument is a patent pending. NIRS instrument developed by engineers, scientists and professors from Cavite State University that is based on Indium Gallium and Arsenic (InGaAs) NIR sensor. It can obtain the absorbance data in the range of 950 to 1684 nm. The technique used in this study is the single seed NIR spectra acquisition as described in [43], where a single bean is placed in the scanner of CvSU InGaAs-based NIR instrument. The instrument was allowed to warm-up for a period of at least 30 minutes so that the light output and electronics related to spectrometer would stabilize prior to spectra collection. After warming up the instrument, the spectral precision for the two groups of sample was determined. This was done by scanning ten different samples (re-loaded group) of civet coffee and the tenth sample scanned for another ten times (non-reloaded group).

Then spectral data at two wavelength points, (e.g. 1210 and 1630 nm) were recorded for all the 20 scans and the standard deviation (SD) and coefficient of variation(CV) for both reloaded and non-reloaded sets of ten scans for the civet coffee and the non-civet coffee were calculated. The standard deviation of the reloaded set is the spectral precision that will be achieved in the day to day work. The CV should be no higher than 4%. The SD and CV were also calculated for the reloaded set. This is the error of the instrument itself, because there should be no operator error. The SD and CV of the non-reloaded set of 10 scans should be much lower.

After calibrating the NIR instrument, the total samples composed of the civet coffee and the non-civet coffee was subjected to scanning to the CvSU InGaAs-based NIR instrument in its entire
wavelength capacity of 904 to 1684 nm. From these scanned values, the average spectra of the civet coffee and non-civet coffee were placed in a graph. Also, the spectral average of the two groups was tabulated in Microsoft Excel to determine their differences. Based on the visual difference in the graph and the computed differences in MS Excel, four spectra values were chosen. The differences in values of spectra between the two groups were also inspected and evaluated to find out if their differences are not due to their water content. There are spectral values in coffee that are indications of water differences. The biggest differences that occur in the areas of 960, 1155, 1420 and 1930 nm indicate differences in water [44].

Figure 3 Structure of the feed forward back propagation artificial neural network

2.4 The feed forward back propagation artificial neural network

After the appropriate spectral values were chosen, they were subjected through analysis for classification using feed forward back propagation artificial neural network. A total of 65 samples per group were subjected to multiple training until an acceptable overall accuracy of above 99% was met. Testing samples were used to evaluate whether the network can classify which samples belong to their respective groups. The output of the ANN is the number of correct classifications. The artificial neural network is inspired on how the neurons work in a biological brain. Its structure is shown in Figure 3. It consists of a large network of interconnected neurons, which have the ability to gain knowledge through training. It can effectively use the knowledge acquired through training into associating to solution patterns in which it was trained for. An example on how the principle in biological brain works and is applied in ANN is the ability of the K9 bomb sniffing dogs. As a result of the numerous times of training the dog’s brain neurons can associate certain scents of compounds used as bomb components. The pattern of solving, whether there is a bomb in a container is already created and stored in the dog’s brain.

A FFBPANN is the first and simplest artificial neural network devised. The network is termed as feed forward because the information moves in a forward direction and there are no loops from the input layer to the hidden layer and then to the output layer. In back propagation, the output values are compared to the correct answer to compute the value of some predefined error function. The error is fed back through the network using various techniques. As error is fed back through the network, the weights are given to each connection; the algorithm adjusts the weights of each connection with the objective of reducing the error’s value in small amount in every training cycle. Nonlinear optimization, called gradient descent, is applied to adjust the error properly in such a way that he error decreases. Repetition of reducing the error in a large number of training cycles would result to a state of convergence where the error is very small. Upon reaching this state, the network is called a learned network [45].

3. Results

Implementation of the proposed methodology was carried out using Intel core i7 with 4 GB RAM and 3.5GHz processor. The FFBPANN algorithm was implemented in MATLAB R2017b. A total of 218 samples of single bean civet and non-civet coffee were scanned in the CvSU 1GaAs based NIR equipment. A total of 170,040 absorbance values were produced from a wavelength of 904 to 1604 nm. Range of absorbance values of the chosen spectra is shown in Table 1. It can be seen in Table 1 that the values of absorbance for 907, 1088, 1540 and 1658 nm are overlapping. The average absorbance for the two groups is displayed in Figure 4. It can be seen in Figure 4 that civet coffee beans have higher values of average absorbance compared to non-civet coffee for
the entire wavelength of 904 to 1604 nm. Figure 5 shows the difference value in the wavelengths 960, 1155 and 1420 nm which were evaluated to make sure that the difference between the two groups is not because of water contents. Further, the difference in the spectra between two groups does not peak at 960, 1155 and 1420 nm which means that the difference in absorbance between two groups is not due to water. From Figure 5, the four wavelengths where there is a large difference in absorbance were chosen. These are the 907, 1088, 1540 and 1658 nm.

A total of 130 training samples, 40 testing samples and 48 validation samples were used in this study and were subjected to FFBBANN. They were trained in the network shown in Figure 6, which has a 4 input, 2 hidden layer and 1 output layer until an overall accuracy of 99.98% were reached as shown in Figure 7.

The trained ANN network was validated ten times using different set combinations of 20 samples per validation from 48 validation samples and an accuracy ranging from 95 to 100% was achieved.

| Coffee type         | 907nm         | 1088nm        | 1540nm        | 1658nm        |
|---------------------|---------------|---------------|---------------|---------------|
| Civet Coffee        | 0.7501 to 1.2103 | 0.80201 to 1.17116 | 0.934344 to 1.254289 | 0.91242 to 1.26597 |
| Non Civet Coffee    | 0.7130 to 1.0349  | 0.77854687 to 1.04549289 | 0.937738 to 1.146626  | 0.904525 to 1.14468226 |

Figure 4 Average spectra of civet coffee vs. non-civet coffee

Figure 5 Difference in absorbance between civet coffees vs. non-civet coffee
4. Discussion
4.1 Comparison of the proposed method with the previous studies

Table 2 is a summary of past studies, discriminating civet coffee from non-civet coffee using different technologies and analysis techniques. Free range civet coffee and caged civet coffee have similar aroma and flavoured characteristics [6]. However, other techniques stated that civet and non-civet coffee are different from each other in terms of properties and features. Using an electronic nose and GCMS, it was found that civet and non-civet coffee differ in aroma and volatiles [2]; using electronic tongue, they differ in sensory attributes [9], and using Gas chromatography with flame ionization detector (GC/FID), they differ in metabolites [10]. Using other spectroscopy techniques, the ultraviolet-visible spectroscopy and fluorescence spectroscopy, both yielded the same results that civet and non-civet coffee can be differentiated by statistically analyzing their spectra [7, 8]. Although these studies differ in terms of instruments and the algorithm used, their results corroborate the result of this study, that civet and non-civet coffee are different. The only difference is that the samples used in this study were not destroyed by grinding and all physical attributes before and after the data were gathered from the samples were retained. In the context of commercial application, samples not destroyed when data are extracted for testing are very advantageous because samples are not wasted and can still be sold.

Table 2 Comparison of past studies differentiating civet coffee from non-civet coffee

| Author(s)     | Technology            | Algorithm                          | Sample preparation: Destructive or non-destructive | Findings                                      |
|---------------|-----------------------|------------------------------------|----------------------------------------------------|-----------------------------------------------|
| Ongo et al. [2] | Electronic nose (E-Nose) | Gas chromatography mass spectroscopy | Principal component analysis (PCA) Destructive     | Civet and non-civet coffee differ in aroma and volatiles. |
4.2 Comparison of the FFBPANN classifier with other machine learning algorithms

The classification performance of the FFBPANN was compared to other machine learning algorithms to determine if FFBNN is the best method. Classification Learner App in MATLAB 2017b was used to train the NIRS absorbance’s of civet coffee and non-civet coffee using the same parameter used in training the ANN. In ANN, 65 samples each were used for training and 20 samples each were used for testing and were validated ten times.

To do the same training and testing in Classification Learner App, 85 samples were used for each group. The four columns containing the absorbances of each bean group in the 907 nm, 1088 nm, 1540 nm and 1650 nm were the input. The fifth column contains the response, whether it is 1 for civet coffee and 2 for non-civet coffee. In the response column there are eighty-five 1’s and eighty five 2’s. All the 22 machine learning algorithms in the Classification Learner App were selected and the 24-fold cross validation was used to set the training and testing data for the model. The 24-fold cross validation method was used to set 24% data for testing and 76% data for training. That is, 24% of 85 is 20.4 or 20 samples for testing and 76% of 85 is 64.6 or 65 samples of the training. The 24-fold cross validation also means that the training and testing process are repeated for 24 times. The results of the classification using the 22 machine learning algorithms are shown in Table 3.

It can be seen from the data in Table 3 that the highest classification accuracy is 86.5%, which was produced by quadratic support vector machine (SVM) and fine Gaussian SVM, followed by cubic SVM with 85.9% and the third in rank is the fine k-nearest neighbor (KNN) with 85.3%.

| Classifier | Classifier type | Accuracy (%) | Prediction speed (Objects/Seconds) | Training time (Seconds) |
|------------|----------------|--------------|-----------------------------------|------------------------|
| Decision Trees | Fine Tree | 81.2 | 760 | 72.27 |
|                | Medium Tree | 81.2 | 1000 | 65.93 |
|                | Coarse Tree | 80 | 1300 | 83.26 |
| Discriminant Analysis | Linear Discriminant | 65.3 | 1300 | 83.26 |
|                | Quadratic Discriminant (Using Diagonal Covariance) | 64.1 | 110 | 44.89 |
| SVM | Linear SVM | 62.9 | 730 | 81.255 |
|                | Quadratic SVM | 86.5 | 840 | 79.33 |
|                | Cubic SVM | 85.9 | 920 | 101.7 |

Table 3 Classification results for each classifier using the classification learner app without using the PCA
The training time for FFBPANN is dependent on the human trainer. The human trainer can extend the training time if higher accuracy is desired. The data in this study were trained for 300 seconds; it was stopped when the overall accuracy of 99.984% was reached. Validating the trained FFBPANN yields classification accuracy in the range of 95 to 100%. This is above any classification accuracy produced by 22 machine learning algorithms. The prediction speed of the trained FFBPANN network is 60 seconds. Comparing it to the different machine learning algorithms in Table 3, only the ensemble classifiers can match the speed of the FFBPANN in terms of training and prediction speed. Overall, in terms of classification accuracy and in terms of speed, the FFBPANN is the best classifier in discriminating the civet coffee from non-civet coffee using the NIRS absorbances.

5. Conclusion and recommendations
This paper introduces a combined NIRS and ANN approach for civet coffee classification. Experimental results using ANN indicate that the approach is workable in classifying civet from non-civet coffee with a degree of accuracy from 95 to 100%. The results can be interpreted that there are different components in civet coffee that makes it different from non-civet coffee. This finding supports the previous work of other researchers [2, 7–10], that civet coffee is indeed different from non-civet coffee. This study proves that the fermentation in the gastric juices of the civet cat changes the properties of the coffee beans and that change in properties is observable using the NIRS approach. The advantage of the NIRS approach is that the samples are not destroyed by grinding and spectra can be generated in a quick manner. In this study, it was proven that the absorbance spectra values of 907nm, 1088nm, 1540nm and 1658nm can be used to discriminate civet coffee from non-civet coffee beans and their differences can be classified by the ANN. It can also be concluded that the most suitable classifier to use is the FFBPANN over other machine learning algorithms.

It is recommended that the training, test and validation samples be increased in number and tested multiple times to further validate the results in this study. For future work, the results gathered in this study can be used as a basis in developing a portable instrument that uses combined NIRS sensor and ANN for the authentication of civet coffee. It is recommended that the spectra of caged civet coffee and authentic free range civet coffee be compared using NIRS and ANN in the future. Another recommendation is that further studies be made in authentication of the caged civet coffee so that there will be a way to determine whether in bean form, roasted form or in ground form that it is a 100% caged civet coffee and not as claimed by businessmen as authentic free range civet coffee. In this way, production of caged civet coffee will be eliminated with proper legislation so that civet cats do not have to suffer in cages.
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