Analyzing admissions metrics as predictors of graduate GPA and whether graduate GPA mediates PhD completion
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An analysis of 1,955 physics graduate students from 19 PhD programs shows that undergraduate grade point average predicts graduate grades and PhD completion more effectively than GRE scores. Students’ undergraduate GPA (UGPA) and GRE Physics (GRE-P) scores are small but statistically significant predictors of graduate course grades, while GRE quantitative and GRE verbal scores are not. We also find that males and females score equally well in their graduate coursework despite a statistically significant 18 percentile point gap in median GRE-P scores between genders. A counterfactual mediation analysis demonstrates that among admission metrics tested only UGPA is a significant predictor of overall PhD completion, and that UGPA predicts PhD completion indirectly through graduate grades. Thus UGPA measures traits linked to graduate course grades, which in turn predict graduate completion. Although GRE-P scores are not significantly associated with PhD completion, our results suggest that any predictive effect they may have are also linked indirectly through graduate GPA. Overall our results indicate that among commonly used quantitative admissions metrics, UGPA offers the most insight into two important measures of graduate school success, while posing fewer concerns for equitable admissions practices.

I. INTRODUCTION

As physics graduate admission committees across the country consider eliminating GRE scores from consideration when evaluating applicants [1, 2], it is important to continue examining the GRE’s ability to predict success in graduate school in order for programs to make informed policy choices. Although GRE scores are among the numeric metrics that best predict admission into U.S. graduate programs [3, 4], there are significant disparities in typical GRE performance between students of different demographic backgrounds [5]. Combined with the fact that Physics remains one of the least diverse of all the STEM fields [6], the prospect that GRE tests limit the ability of certain students to enter graduate school has led researchers to begin questioning the utility of GRE exam scores in the graduate admissions process in comparison to other quantitative metrics such as undergraduate GPA (UGPA) [1, 7, 8]. Among some of the findings in this body of work are indications that earning high marks on the GRE Physics (GRE-P) test fails to help students “stand out” to admissions committees who would have overlooked them due to an otherwise weak application [8], and that typical physics PhD admissions criteria such as the GRE-P exam fail to predict PhD completion despite limiting access to graduate school for underrepresented groups [1].

Yet overall PhD completion is only one measure of “success” in graduate school. Graduate faculty often cite high grades, graduation in a reasonable amount of time, and finding a job after graduation as indications of successful graduate students [9]. It is therefore crucial for admissions committees understand how these other measures of success are related to common quantitative admissions metrics as well. In particular, studying the role of graduate grade point average (GGPA) is important for both historical and practical reasons. Among physics graduate students, positive relationships between GRE-P scores, first-year graduate grades, and cumulative graduate grades have traditionally been touted as evidence for the exam’s utility in evaluating applicants [10, 11]. Several other studies [12–15] suggest that a number of common admissions metrics are correlated with GGPA as well. At a practical level, gaining a better understanding of which factors best predict graduate grades is valuable due to the fact that performance in graduate classes can influence whether students will ultimately complete a PhD. For instance, programs may institute GPA requirements that prevent students from continuing study if their course grades do not meet certain criteria.

Predictive validity analyses of GRE scores across all STEM disciplines consistently find that scores on the GRE Quantitative (GRE-Q) and Verbal (GRE-V) tests are more effective predictors of graduate grades than PhD completion [12, 13]. For instance, recent studies on PhD admissions in the biomedical field found that students’ GRE-Q and GRE-V scores are poor predictors of PhD completion, but are more associated with first-semester and cumulative graduate school grades [14, 15]. In contrast, studies cited by the Educational Testing Service (ETS) such as the meta-analysis of GRE predictive validity by Kuncel et al. [11] show a positive correlation
between GRE subject scores, graduate grades, and PhD completion. Kuncel et al. find that GRE subject tests show larger correlations with GGPA than GRE-Q, GRE-V, or UGPA, which they attribute to the subject-specific knowledge that the GRE subject tests are purported to measure. Still, GRE-Q and GRE-V scores, which the authors presume to be broad measures of cognitive ability, are shown to only moderately correlate with GGPA but do not significantly correlate with PhD completion. Kuncel et al. also find undergraduate grade point average (UGPA) correlates with GGPA but not completion.

Despite voluminous research on the efficacy of quantitative admissions metrics in predicting graduate success, there remains a dearth of studies specifically examining these metrics in the context of physics graduate education. No current study elucidates the relationships between undergraduate grades, GRE scores, and physics graduate grades. Moreover, studies such as [1] do not incorporate graduate grades into models of PhD completion despite its theoretical and structural importance on the road to graduate success. This paper aims to fill these gaps in the current literature.

The primary goal of this paper is to extend the analysis of Miller et al. [1], using the same data set to examine the correlations of common quantitative admissions statistics with graduate physics GPA, as well as the role that graduate GPA plays in predicting whether a student completes their PhD program. Whereas [1] did not utilize information on student graduate course performance, this paper incorporates graduate GPA into several models in order to determine whether commonly used admissions metrics predict PhD completion of US students directly, or indirectly via graduate GPA; a discussion of the theoretical motivation for why graduate grades may mediate the relationship between admissions metrics and PhD completion is offered in Section II. Hence, while the analysis presented in Miller et al. [1] was primarily focused on simply identifying the measures that best correlated with PhD completion, this analysis explores questions regarding both how and why those correlations occurred.

Exploring whether graduate GPA mediates the relationship between common admissions metrics and PhD completion affords us the opportunity to employ statistical methods from the literature on causal inference [16–23]. In doing so we lay out methods of calculating the direct and indirect effects of common admissions metrics on PhD completion, as well as the assumptions needed for those effects to have a causal interpretation. This approach allows us to gain useful information from the present analysis, while careful examination of the assumptions required for causal interpretation will help guide future studies.

Use of statistical methods developed in the causal inference literature allows us to build on the findings in [24] by incorporating the ranking of a student’s PhD program along a mediating pathway to completion rather than as a covariate in regression analysis. We also present models with various combinations of GRE-P and GRE-Q scores to show that variance inflation due to collinearity is minimal, and is therefore not a concern. These analyses are included in the Supplemental Material.

We seek to answer two primary research questions in this paper:

1. How do commonly used admissions metrics and demographic factors relate to physics graduate GPA?

2. What role does graduate GPA play in predicting PhD completion, and do quantitative admissions metrics predict PhD completion indirectly through graduate GPA?

To answer these questions, we begin by exploring the relationships between variables using bivariate correlations. We then examine the unique predictive effects of different admission metrics on graduate GPA using a multiple linear regression model. These results lay the groundwork for a mediation analysis, which is used to examine the role that graduate GPA plays in PhD completion by breaking down effects into direct and indirect components. All of the primary analyses are performed using data on US physics graduate students, with a review of equivalent analyses for international students included in the Supplemental Materials.

II. BACKGROUND AND MOTIVATION

Before outlining the quantitative methods employed in this analysis, we briefly describe the student performance metrics used in this study and the broad individual student characteristics they help to measure. We discuss the underlying constructs hypothesized by the GRE Quantitative, Verbal, and subject tests, as well as undergraduate and graduate grades, and several external factors that influence these scores. The GRE Analytical Writing test is not included since it is not used enough in physics graduate admissions to warrant investigation. This section serves as a theoretical motivation for the models of PhD completion analyzed in this study.

The GRE is a series of standardized tests designed to help admissions committees predict future academic success of students coming from different backgrounds [25, 26]. While the GRE-Q assesses basic concepts of arithmetic, algebra, geometry, and data analysis, the GRE-V assesses reading comprehension skills and verbal and analytical reasoning skills. These tests are specifically constructed to measure “basic developed abilities relevant to performance in graduate studies” [27]. In their meta-analysis of GRE predictive validity, Kuncel et al. frame the GRE-Q and GRE-V as most related to declarative and procedural knowledge and suggest that they are best described as measures of general cognitive ability [11]. In contrast, the GRE subject tests “assess acquired knowledge specific to a field of study” [25], indicating that the GRE subject tests are ostensibly a direct
measure of a student’s knowledge of a particular area of study. Indeed, admissions committees often interpret high GRE subject scores as strong evidence of a student’s discipline-specific knowledge [9]. Other research suggests that higher scores on standardized subject tests could also reflect greater student interest in that subject area [28].

The individual characteristics measured by a student’s undergraduate grades include both academic knowledge and a collection of noncognitive factors [29]. Much research exists on the meaning and value of grades, particularly at the K-12 level, and a review [30] of the past century of grading research finds that grades assess a multidimensional construct comprising academic knowledge, engagement (including motivation and interest), and persistence. Consistently over the past 100 years only about 25% of variance in grades is attributable to academic knowledge as measured by standardized tests [31], with recent research suggesting that much of the unexplained variance is represented by a student’s ability to negotiate the “social processes” of school [32]. We therefore regard UGPA as broadly measuring student academic achievement across a wide range of subjects in addition to several aspects of noncognitive traits such as motivation, interest, and work habits. However, we also recognize the limitations inherent in compressing students’ college academic performance into a single number, including the loss of information pertaining to student growth over time and time to degree completion.

We conceptualize graduate GPA similarly, treating it as a measure of subject-specific academic knowledge as well as other non-academic characteristics. In addition to the broad research on grades described above, research specifically addressing the factors leading to graduate success supports this interpretation of GGPA. Interviews conducted with over 100 graduate school faculty reveal that graduate success, which they define as a student’s ability to earn high graduate grades and eventually complete their degree in a timely manner, is largely dependent on noncognitive characteristics [9]. Interviewees deemed motivation, work ethic, maturity, and organizational skills as crucial to student success in graduate school. In a separate review of noncognitive predictors pertaining to graduate success, graduate GPA is specifically linked to a variety of personality (e.g. extroversion and conscientiousness) and attitudinal factors (e.g. motivation, self-efficacy, identity), limit access to research opportunities (e.g., repeating classes, ease of finding a research lab), or may indicate a lack of preparation for research, all of which could hinder PhD completion. It is also more temporally proximal to PhD completion than the other metrics included in the study.

Lastly, we note that although this discussion has focused on students’ individual traits that may predict success in graduate school, there are undoubtedly a number of external factors that can influence student attrition. Socioeconomic factors, mental health, family responsibilities, work duties, external job prospects, and departmental culture are all variables that would play a role in a comprehensive model of graduate school persistence [9, 34–38]. These uncollected pieces of information may act as “confounding” variables that can bias results, and we discuss their influence on the present study in Section VB.

III. METHOD

A. Data

Student level data for both this study and [1] was requested from physics departments that awarded more than 10 PhD’s per year for students who matriculated between 2000 and 2010, including information on undergraduate GPA (UGPA), GRE-Q, GRE-V, GRE-P, and graduate GPA (GGPA). Data collected also included the final disposition of students (PhD earned or not), start and finish years, and demographic information. GPA data is analyzed on a 4.0 scale while GRE scores are on the percentile scale.

We received data from 27 programs (approximately a 42% response rate), which spanned a broad range of Na-
Figure 1: Distributions of the quantitative metrics included in the data. “Raincloud plots” show density plots, boxplots, and scatterplots of the data. We see that despite significant score gaps between US male and female GRE-P test takers, no such gap exists in subsequent GGPA performance. UGPA distributions for male and female applicants are also similar. Code for generating raincloud plots courtesy of [39]. All figures generated with the R package ggplot2 [40]. Figure themes adapted from [41].
Table I: Demographic breakdown of the data used in this analysis. To focus on issues of diversity and inclusion most strongly associated with US applicants to physics graduate programs, we analyze only the data from US graduate students.

|       | US  | Non-US | Total |
|-------|-----|--------|-------|
| Male  | 1638| 1164   | 2802  |
| Female| 317 | 287    | 604   |
| Total | 1955| 1451   | 3406  |

The racial composition of the dataset is 61.6% White, 1.3% Black, 2.1% Hispanic, 0.2% Native American, 3.5% Asian, 1.0% multiple or other races, and 30.2% undislosed. Excluding the cases for which race was unavaiable, the sample is thus roughly representative of annual PhD production in U.S. physics for gender, race, and citizenship [43]. We include race as a covariate in each analysis.

The data collection process was limited to gathering only cumulative graduate GPA rather than first-year graduate grades, which were not recorded by some programs. Thus, depending on whether a student persisted in a program, their graduate GPA may be based on many courses while others are based on only a few courses. The data set is also necessarily subject to range restriction, since data on student performance in graduate school is automatically limited to include only students who were accepted to undertake graduate study. We cannot know how students who were not accepted into graduate school would have performed had they been accepted. Range restriction may act to attenuate the strength of observed effects in subsequent analyses [45].

Although not used in a majority of this study, we briefly explore the role of the doctoral programs’ NRC ranking in PhD completion [46]. Since the NRC only gives confidence intervals for program rank, we created a ranking for this study by averaging the 5 and 95% confidence bounds for the NRC regression-based ranking (NRC-R) and rounded this up to the nearest five to protect the confidentiality of participating programs. This led to a ranking range of 5 to 105. We divided the programs into terciles of approximately equal number of records, and categorized as Tier 1 (highest ranked, NRC-R ≤ 20), Tier 2 (25 ≤ NRC-R ≤ 55), and Tier 3 (NRC-R > 55).

Multiple imputation (predictive mean matching) is used to impute missing UGPA and GRE-P scores. Predictive mean matching is used due to the non-normality of the data. 160 students do not have data for either UGPA or GRE-P, while 400 are missing only UGPA and 263 are missing only GRE-P. All multiple imputation is conducted using the mice package in R [47]. 20 imputed data sets are used for each analysis. For consistency, incomplete variables are imputed using the same
imputation model used in [1], in which the imputation model utilizes all other variables in the data set aside from graduate GPA and PhD completion. The model utilizes GRE-Q, GRE-V, program tier, gender, and race, as well as complete cases of UGPA and GRE-P. Although the imputation approach presented here is theoretically sound, we also present a comparison of several different models of data imputation in the Supplemental Materials.

B. Methods to explore the role of graduate grades

The goal of this section is twofold. First, we seek to gain a cursory look at how graduate GPA is related to common admissions metrics. In doing this, we also wish to determine whether it is reasonable that admissions metrics could indirectly predict completion through graduate GPA. This section presents a series of analyses meant to elucidate the relationships between standard admissions metrics, students’ GGPA, and students’ final disposition. To make our analysis maximally accessible to readers of different statistical backgrounds, we describe here in detail the methods used in this section.

Bivariate correlation coefficients provide information about the level of association between two variables, and are therefore a useful starting point for analysis. We construct a correlation matrix (see Table II) for all variables in the sample using Pearson correlation coefficients, which are equivalent to the standardized slope coefficients for a linear model predicting $y$ from $x$. These are given by

$$r_{xy} = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}}$$

for any two continuous variables $x$ and $y$. Calculating $r_{xy}$ gives us a first glance at the relationships between the continuous variables UGPA, GGPA, GRE-P, GRE-Q, and GRE-V.

When the $x$ variable is treated as dichotomous (e.g., gender in this data set), Eq. (1) reduces to the point-biserial correlation coefficient $r_{pb}$,

$$r_{pb} = \frac{\bar{y}_1 - \bar{y}_0}{\sigma_y} \sqrt{\frac{q}{p}}$$

where $\bar{y}_1$ and $\bar{y}_0$ are the means of the continuous $y$ variable for the two $x$ groups 1 and 0, $q$ and $p$ are the proportions of data belonging to these two groups, and $\sigma_y$ is the standard deviation for the $y$ variable. Like the Pearson coefficient, the quantity $r_{pb}$ ranges from -1 to 1 and indicates the strength of association between two variables. Conveniently, a significance test for the point-biserial correlation is identical to performing an independent $t$-test on the data [48]. Thus, the point-biserial correlation coefficient yields information about whether two group means are statistically different. For instance, the point-biserial correlation tests whether the GGPA of male students are statistically different from those of female students (we find that GGPA are not significantly different by gender, see Table II).

When $x$ and $y$ are both dichotomous, the Pearson coefficient reduces to the phi coefficient,

$$\phi = \sqrt{\frac{\chi^2}{n}}$$

where $\chi^2$ is the chi-squared statistic for a 2x2 contingency table and $n$ is the total number of observations in the data. The phi coefficient also ranges from -1 to 1 and indicates the strength of association between two binary variables. This quantity allows us to examine whether final disposition is significantly associated with gender (we find that the association between gender and final disposition just meets the threshold for statistical significance ($\phi = -0.05 \pm 0.04, p = 0.04)$, likely due to the large sample size of our data, but the very small phi coefficient indicates that the practical strength of this relationship is negligible [49]).

To characterize how GGPA and other numerical predictors vary across program tier, we conduct several one-way analysis of variance (ANOVA) tests using program tier as the independent variable. ANOVA tests allow us to determine whether there are significant differences between different groups, such as students in different program tiers. These tests produce an $F$-statistic, which is interpreted as the ratio of between-group variability to within-group variability. Thus, higher values of $F$ indicate that between-group variability is large compared to within-group variability, which is unlikely if the group means all have a similar value.

Lastly we present the results of a multiple regression analysis in which we regress GGPA on common admissions metrics and demographic factors. Regression allows us to examine the unique predictive effects of these predictors.

The classical linear regression model is written mathematically for an outcome variable $Y$ as

$$Y_i = \alpha_1 X_{i1} + \alpha_2 X_{i2} + \ldots + \alpha_k X_{ik} + \epsilon_i$$

where $i = 1, ..., n$, the number of observations in the data, and $k$ represents the number of predictors in the model. Error terms $\epsilon_i$ are assumed to be independent and normally distributed with mean 0 and standard deviation $\sigma$. $\hat{\alpha}$ is the vector of regression coefficients that minimizes the sum of squared errors

$$\sum_{i=1}^{n} (Y_i - \hat{\alpha} X_i)^2$$

for the given data. The regression coefficients can be interpreted as the difference in the outcome variable $Y$, on average, when comparing two groups of units that differ by 1 in one predictor $X$ while keeping all the other predictors the same.

We report both unstandardized and standardized versions of the regression coefficients. Unstandardized coeffi-
Figure 2: A qualitative graphical depiction of a mediated relationship between two variables. $X$, $Y$ and $M$ represent the model’s independent, dependent, and mediating variables while $C$ represents a covariate. A researcher who observes a positive relationship between using active learning activities in the classroom and the exam grades of students might posit that a third variable, student engagement, is actually responsible for causing the observed relationship.

C. Mediation analysis methods

Using mediation analysis we seek to answer the question of whether graduate GPA mediates the predictive ability of common admissions metrics on PhD completion. Whereas analyses such as logistic regression [1] yield information about whether independent variables such as UGPA and GRE-P affect final disposition of a graduate student, they do not offer insight into the explanation of why and how UGPA, GRE-P, and other admissions metrics affect completion. Mediation analysis is one technique that allows us to probe the underlying process by which some variables influence others [19–23].

Figure 2 graphically depicts a prototypical mediation model, where $X$, $Y$ and $M$ represent the model’s independent, dependent, and mediating variables. $C$ represents a covariate. As a hypothetical example, let’s say that previous research has shown a positive relationship between the use of active learning activities in physics class and student exam grades. Researchers might hypothesize that this relationship is actually due to a third mediating variable, student engagement. Using active learning activities in class may cause students to become more engaged with the material, making their subsequent exam grades increase. Engagement is a mediating variable in this case. Meanwhile, since students who are already interested in physics could be predisposed to being more engaged and performing better on exams, the researcher might take students’ prior physics interest into account by including it as a covariate in their analyses.

In this section, we wish to discern whether graduate GPA mediates the relationship between common admissions metrics and students’ likelihood of completing graduate school. In practice, mediation analysis is done by simultaneously estimating a set of regression equations [50]. The goal is to partition the total effect of the independent variable $X$ on the dependent variable $Y$ into two parts: the direct effect of $X$ on $Y$ and the indirect effect of $X$ on $Y$ through the mediating variable $M$. For the simple example given above, the set of regression equations to be solved are:

$$Y_i = \beta_0 + \beta_1 M_i + \beta_2 X_i + \beta_3 C_i + \epsilon_{yi} \tag{6}$$

$$M_i = \gamma_0 + \gamma_1 X_i + \gamma_2 C_i + \epsilon_{mi}. \tag{7}$$

Traditional mediation literature [51, 52] defines the direct effect of $X$ on $Y$ as the coefficient $\beta_2$ and the indirect effect of $X$ on $Y$ as the product of coefficients $\gamma_1 \beta_1$, corresponding to the products of the path coefficients along the mediated path shown in Figure 2. Statistically significant values of $\gamma_1 \beta_1$ indicate that the relationship between $X$ and $Y$ is mediated by $M$. This method demonstrates the general intuitive ideas underlying mediation analysis, but is subject to several important limitations. Foremost among the limitations associated with traditional mediation analysis is that its applicability to model categorical variables (e.g., binary outcomes) and nonlinearities is not well defined, as these situations preclude the use of sums and products of coefficients [19, 53, 54]. The difficulties associated with binary outcomes are therefore problematic for a model predicting final disposition, a binary outcome. Furthermore, traditional mediation models leave the causal interpretation of their results ambiguous [55].

Recent work in the field of causal inference [16–18] has formalized and generalized mediation analysis to resolve these limitations, allowing for categorical outcomes while also clarifying that under certain conditions the results may be interpreted causally. In this framework, often called the “potential outcomes” framework, the traditional product-of-coefficients mediation analysis is a special case for which the mediator and outcome variables
are both continuous, while the functional forms of the direct and indirect effects for other situations become more complicated [50].

For the primary analysis of this paper, we calculate the direct and indirect effects defined by the potential outcomes framework for the case of a continuous independent variable (UGPA, GRE-P, and GRE-Q), a continuous mediator (GGPA), and a dichotomous outcome (final disposition). The simultaneous regression equations to be calculated are still Eqs. (6) and (7), except the binary $Y$ is replaced with $Y^*$, a continuous unobserved latent variable which represents the observed binary variable. Once estimated, the direct and indirect effects reduce to simple differences in probability of completing a PhD between students across different values of the independent variables. Mathematically, the effects for a change in the independent variable from a value $x_0$ to $x_1$ at a particular value of the control $c$ are given by

$$\text{IE} = \Phi[\text{probit}(x_0, x_1)] - \Phi[\text{probit}(x_0, x_0)],$$ \hspace{1cm} (8)$$

$$\text{DE} = \Phi[\text{probit}(x_1, x_1)] - \Phi[\text{probit}(x_0, x_1)],$$ \hspace{1cm} (9)$$

where $\Phi$ represents the normal cumulative distribution function and $\text{probit}(x_a, x_b)$ is given by

$$\text{probit}(x_a, x_b) = [\beta_0 + \beta_2 x_a + \beta_3 c + \beta_1(\gamma_0 + \gamma_1 x_b + \gamma_2 c)]/\sqrt{v(x_a)},$$ \hspace{1cm} (10)$$

and $v(x_a)$ is

$$v(x_a) = \beta_1^2 \sigma_m^2 + 1.$$ \hspace{1cm} (11)$$

Note that these expressions are all still simply combinations of the coefficients from the regression equations (6) and (7). Thus, the potential outcomes framework allows us to calculate the total predicted change in probability of completing a PhD due to an independent variable and decompose it into that variable’s indirect effect on final disposition through GGPA as well as its direct effect (see Figure 4).

Using this mediation framework can help to give powerful insights into nuanced relationships between the variables in an observational study [56]. However, giving a truly causal interpretation to the results of this mediation analysis requires a set of strong assumptions to be met, and in practice it can be difficult for any observational study fully meet these conditions [57]. Hence, we try to avoid making explicitly causal claims in our discussion as well as the robustness of the current study to violations of those assumptions in Section V.B.

Mediation analyses were conducted using the mediation package in R [58]. Checks for the consistency of results across different computational approaches were done by performing duplicate mediation analyses in the R package medflex [59] as well as the statistical software Mplus [60].

Figure 3: (a) Graduate GPA by program tier and final disposition. Students who do not complete a PhD earn lower graduate grades than students who complete their programs ($r_{pb} = 0.43, p < .001$). Tier 3 students tend to earn slightly lower graduate course grades than Tier 1 or 2 students. (b) Graduate GPA by program tier and gender. Male and female students earn similar graduate grades ($r_{pb} = -0.01, p = 0.57$, equivalent to a non-significant independent t-test), and this trend holds across program tier. (c) GRE Physics by program tier and gender. Across all program tiers there is a significant gap in scores between male and female GRE-P test takers ($r_{pb} = -0.30, p < .001$, equivalent to a statistically significant independent t-test). Score distributions trend upward for higher tier programs.
| Measure (M + SD) | UGPA | GRE-Q | GRE-V | GRE-P | GGPA | Final Disp. | Gender |
|-----------------|------|-------|-------|-------|------|-------------|--------|
| UGPA (3.6 ± 0.3) |      | (0.25, 0.35) | (0.12, 0.22) | (0.26, 0.37) | (0.24, 0.33) | (0.10, 0.20) | (-0.11, 0.01) |
| GRE-Q (83.3 ± 10.4) | 0.30 |      | (0.30, 0.37) | (0.47, 0.54) | (0.13, 0.22) | (0.10, 0.18) | (-0.16, -0.07) |
| GRE-V (76.3 ± 18.7) | 0.17 | 0.33 |      | (0.23, 0.32) | (0.06, 0.15) | (0.02, 0.10) | (-0.02, 0.07) |
| GRE-P (52.9 ± 23.2) | 0.31 | 0.51 | 0.28 |      | (0.18, 0.27) | (0.10, 0.19) | (-0.33, -0.24) |
| GGPA (3.5 ± 0.5) | 0.29 | 0.18 | 0.10 | 0.22 |      | (0.39, 0.46) | (-0.06, 0.03) |
| Final Disp. | 0.15 | 0.15 | 0.06 | 0.14 | 0.43 |      | (-0.09, -0.01) |
| Gender | -0.05 | -0.11 | 0.03 | -0.30 | -0.01 | -0.05 |      |

Table II: A matrix showing bivariate correlations between continuous and dichotomous variables used in subsequent analyses. Correlations are shown in the lower diagonal while confidence intervals for those correlations are shown in the upper diagonal. For example, the correlation between GGPA and GRE-P is 0.22 and a 95% CI of (0.18, 0.27), indicating a weak correlation. Means and standard deviations are also presented in the first column. GPAs are on a 4.0 scale while GRE scores are in terms of percentiles. Correlations are calculated for US students only.

### IV. RESULTS

#### A. Results of exploring the role of graduate grades

**Correlations** An initial question related to predicting a student’s final disposition is whether UGPA, GRE scores, and GGPA are reliably correlated with a student’s final outcome. We are also interested in the strength of association between GGPA, UGPA, and GRE scores, as this information yields insight into whether GGPA could serve as a mediating variable in predicting final disposition. Table II contains the bivariate correlations (Pearson, point-biserial, and phi) between each pair of measures for the sample in the lower diagonal. The 95% confidence intervals are reported in the upper diagonal. Confidence intervals that do not include a value of zero indicate that the correlation is statistically significant. The means and standard deviations of the continuous variables are presented in the table’s first column (GPA data is analyzed on a 4.0 scale while GRE scores are on the percentile scale).

Inspection of Table II reveals that GGPA is the predictor most strongly correlated with final disposition ($r_{pb} = 0.43$). This value is statistically significant ($p < .001$) and positive, meaning that students with higher GGPA are more likely to finish their PhD program successfully. This trend is visually apparent in Figure 3(a), which shows boxplots of GGPA grouped by PhD completers and non-completers. We also observe that UGPA ($r_{xy} = 0.29$, $p < .001$), GRE-Q ($r_{xy} = 0.18$, $p < .001$), and GRE-P ($r_{xy} = 0.22$, $p < .001$) are all positively correlated with GGPA, albeit weakly, meaning that students with higher scores in these metrics tend to earn higher GGPA. Taken together, the observation that higher UGPA and GRE scores positively correlate to GGPA, which in turn correlate with a student’s likelihood of completion, implies that GGPA might play an important role in mediating the influence of these admissions metrics on PhD completion.

The lack of a statistically significant correlation between gender and GGPA indicates that the disparity in scores on the GRE-P between males and females does not manifest itself in subsequent GGPA performance. Indeed, there is no statistical difference between average GGPA for males and females ($r_{pb} = -0.01$, $p = 0.57$, equivalent to a non-significant independent $t$-test), as demonstrated in Figure 3(b). Yet there exists a statistically significant difference between males and females in GRE-P performance in our data ($r_{pb} = -0.30$, $p < .001$, equivalent to a statistically significant independent $t$-test). Thus GGPA does not differ between genders despite the known performance gap between males and females on the GRE-P exam. Furthermore, the phi coefficient measuring the association between gender and PhD completion is negligible despite barely meeting the threshold of statistical significance ($\phi = -0.05$, $p = 0.04$).

Still, the bivariate correlations shown in Table II do not control for possible relationships between the variables of interest. For instance, the moderate correlation between GRE-Q and GRE-P ($r_{xy} = 0.51$, $p < .001$) indicates that there may be a spurious relationship between one of these variables and GGPA. In addition, we observe low but statistically significant correlations between UGPA and GRE-P ($r_{xy} = 0.31$, $p < .001$), GRE-Q ($r_{xy} = 0.30$, $p < .001$), and GRE-V ($r_{xy} = 0.17$, $p < .001$). This is expected, as UGPA likely contains some information regarding the specific aspects of students’ aptitudes tested by GRE exams. These results motivate the use of multiple regression analysis later in this section in order to disentangle the unique effects of each independent variable on GGPA. That analysis reveals that when we isolate the unique predictive effects of each variable in the regression model, UGPA and GRE-P remain significant but weak predictors of GGPA, while GRE-Q does not retain statistical significance.

Similarly, although UGPA ($r_{pb} = 0.15$, $p < .001$), GRE-P ($r_{pb} = 0.14$, $p < .001$) and GRE-Q ($r_{pb} = 0.15$, $p < .001$) are positively correlated with PhD completion, the magnitudes of these correlations are very weak and do not account for other parameters that may be associated with completion. Multivariate approaches al-
ows us to isolate how individual metrics relate to PhD completion, which we explore in the mediation analysis presented in Section IV.B. Consistent with previous studies of PhD completion using multivariate approaches [1], we find that when accounting for other parameters, only UGPA remains a statistically significant predictor of completion.

Results of one-way independent ANOVA tests show that the main effect of program tier on GGPA is significant, \( F(2, 1949) = 26.31, p < .001 \), which reflects the upward trend in GGPA from Tier 3 to Tier 1 and 2 programs. A Tukey post hoc test reveals that the GGPA was significantly higher for students at Tier 2 (\( M = 3.59, SD = 0.40, p < .001 \)) and Tier 1 (\( M = 3.60, SD = 0.42, p < .001 \)) institutions than those at Tier 3 institutions (\( M = 3.41, SD = 0.59 \)). There was no statistically significant difference between the Tier 1 and Tier 2 groups (\( p = 0.97 \)).

**Multiple Regression** To disentangle the unique effects of each predictor on GGPA we conduct a multiple linear regression analysis. Multiple linear regression allows us to simultaneously fit many independent variables to measure each of their relative effects on a single dependent variable, GGPA. Analyzing the raw coefficients fitted by the regression analysis yields insight into the predicted change in GGPA due to changes in one variable while holding all others constant. Standardized coefficients allow for a comparison of the relative effect sizes of the independent variables.

Our model includes all available GRE scores (GRE-P, GRE-Q, and GRE-V) as well as UGPA in order to examine the unique predictive effects of each measure. We considered the possibility that including both GRE-P and GRE-Q in the same model would raise collinearity concerns, but find these concerns unfounded. The bivariate correlation (\( r_{xy} = 0.51 \)) between the two is not high enough to warrant genuine concern [61, 62]; furthermore, the variance inflation factor (VIF) for every imputed dataset’s regression model was below 1.75, well below the commonly cited threshold of 10. Hence, we deem the model posed in the study as most appropriate to answer the research questions raised in this study (further discussion regarding collinearity concerns in the data is available in the Supplemental Material).

The results obtained in our analysis are summarized in Table III. Significant predictive effects at the 95% threshold were found for the numerical metrics UGPA (\( \beta = 0.24, t = 8.88, p < .01 \)) and GRE-P (\( \beta = 0.15, t = 5.02, p < .01 \)). Students with higher UGPA and GRE-P scores therefore tend to receive higher GGPPAs. Among statistically significant predictors, the highest standardized coefficient is UGPA, which is larger than the GRE-P coefficient by approximately 50%.

The regression model predicts that for a 0.10 score increase in UGPA, GGPA is expected to increase on average by 0.035 points, holding all other predictors fixed. Meanwhile, a 10 percentile increase in GRE-P score is associated with a 0.031 point increase in GGPA on average, again holding other predictors fixed.

A significant predictive effects was found for gender (\( \beta = 0.13, t = 2.11, p = .04 \)). The positive \( \beta \) coefficient indicates that if a female student and male student have the same admissions scores, the female student would earn a higher grades in her graduate classes. We include race as a parameter in the analysis as a categorical variable, though all groups except White had small \( N \) (the most students in the dataset identified as White, \( N = 1205 \), while the fewest identified as Native American, \( N = 4 \)). None of the race categories were statistically significant parameters except “Other.”

Notably the GRE-Q coefficient is not statistically significant, suggesting that it has little predictive effect on graduate course performance. Yet in [1], GRE-Q was seen to link to overall completion. This observation, along with those made above regarding the predictive effects of UGPA and GRE-P on GGPA, motivate the mediation analysis in the following section. Some predictors, namely GRE-Q, may link more directly to PhD completion, while others such as UGPA and GRE-P may indirectly predict completion through their effect on GGPA, which itself links to completion.

### B. Mediation analysis results

Having demonstrated that graduate GPA (GGPA) is correlated with several quantitative admissions metrics of interest as well as final PhD completion, we now turn
to the results of a mediation analysis to determine the extent to which GGPA mediates the relationship between these variables. As described previously, these results yield insight into whether better performance in undergraduate coursework and on GRE examinations increase a student’s likelihood of completing a PhD program directly or indirectly via GGPA. Over the course of performing these analyses we explored numerous mediation models using different combinations of covariates (e.g. gender and race) to explore their effect on the results. For instance, we probed the effects of including these variables as moderators in the analysis to account for varying predictive effects among different demographics. However, results were consistent regardless of how these covariates were included in the model.

We perform a separate mediation analysis for each predictor variable (UGPA, GRE-P, and GRE-Q). For each analysis, we begin by calculating the direct and indirect effects of each metric on PhD completion using Eqs. (8) and (9). We also calculate the total effect, which is the sum of the direct and indirect effects. The total effect is comparable to the result one would obtain by using logistic regression to predict changes in probability of PhD completion as was done in Miller et al. [1].

This procedure requires us to choose both a control and treatment value for the admissions metrics, since the output of the mediation analysis is the predicted difference in probability of PhD completion if a student who earned the control score had earned the treatment score instead.

Table IV shows the results of a mediation analysis in which we calculate the predicted change in probability of PhD completion if a student had earned a 3.90 undergraduate GPA rather than a 3.46 undergraduate GPA. This change corresponds to a shift from the 25th to 75th percentile of undergraduate GPAs in our data. We observe that the predicted total effect of this change is to increase the student’s overall probability of PhD completion by 6.0% (p < 0.01). That effect is entirely attributable to the indirect effect of UGPA on PhD completion through graduate GPA, since the direct effect is estimated to be -0.1% and is not statistically significant (p = 0.97), while the indirect effect is estimated to be 6.0% and is statistically significant (p < 0.01). Meanwhile, mediation analysis using GRE-P as the predictor variable estimates that due to a change from the 25th to 75th percentile of GRE-P scores among students in this study, the probability of PhD completion increases by 3.7% (this change corresponds to a shift in GRE-P percentile ranking from 35 to 71 among the overall physics test-taking population). This result just misses the threshold of statistical significance (p = 0.08). However, any effect that may be associated with a higher GRE-P score is attributable to the indirect effect of GRE-P on GGPA, which is estimated to be 4.2% and is statistically significant (p < 0.01). For a change in GRE-Q score from the 25th to 75th percentile of scores among students in this study (a change in GRE-Q percentile ranking from 79 to 91 among the overall physics test-taking population), the direct (2.4%, p = 0.13) and indirect (0.9%, p = 0.26) predictive effects on PhD completion are not statistically significant. Their sum, the total effect, estimates an increase in PhD completion probability of 3.4%, and like the total effect of GRE-P also just misses the threshold for statistical significance (p = 0.07).

To examine how the predicted probability of PhD completion changes over a broad range of UGPA and GRE scores, we repeat this single mediation analysis for a range of treatment values, as suggested in [22]. We opt to choose our data’s median values as the baseline control value of each metric, then compute the direct and indirect effects for a variety of treatment values with respect to this baseline. The result is a plot of predicted PhD completion probability change as each score is varied. Figure 4 graphically summarizes the results of the mediation analysis. Figures 4a), c), and e) display the results of the three separate analyses predicting PhD completion probability changes relative to the median value of each independent variable. Points on each plot represent individual calculations of probability change relative to each admission metric’s median value. Hence, the median value of the x-axis variable is clearly shown on the plot as the point where the direct (red) and indirect effect (blue) lines intersect, corresponding to a total probability change of 0%.

Percent probability changes due to direct effects of each admissions metric on PhD completion are shown in red, while indirect effects on PhD completion transmitted through GGPA are shown in blue. Plots of the
Figure 4: Mediation analysis results predicting a student’s change in probability of completion, split into direct (red) and indirect via graduate GPA (blue) effects. Points on each plot represent individual calculations of probability change relative to each admission metric’s median value. 95% confidence intervals are indicated by the shaded region around each line; hence, if the shaded region contains the line $y = 0$, the effect is not statistically significant at the $\alpha = .05$ level. The median value of the x-axis variable is clearly shown on the plot as the point where the direct and indirect effect lines intersect, corresponding to a total probability change of 0%. The total effect of UGPA as well as the indirect effects associated with UGPA and GRE-P are statistically significant across all magnitudes of score change.

The total effect of each variable on PhD completion probability, which is the sum of the direct and indirect effects, are shown in Figures 4b), d), and f). The shaded ribbons around the lines representing the best-estimates of probability change show the 95% confidence interval. Hence, if this shaded region contains the line $y = 0$, the effect is not statistically significant at the $\alpha = .05$ level.

In agreement with the results of the example analysis shown in Table IV, the total predictive effect of UGPA on PhD completion is statistically significant while the total effects of GRE-P and GRE-Q do not reach the threshold for statistical significance, indicated by the error bands that encompass the $y = 0$ line (Figures 4d and f). Still, as suggested by the result in the Total Effect column of
Table V: Comparison of results from the current study to results presented by Miller et al. [1] in which the authors predict PhD completion using a logistic regression model. Despite using different statistical methods and omitting program tier as a predictor in our model, we observe that the results obtained in this study are qualitatively consistent with those reported previously. In both cases, UGPA is the strongest predictor of PhD completion among admissions metrics tested.

Table IV for GRE-P \((p = 0.08)\) and GRE-Q \((p = 0.07)\), these effects are close to reaching statistical significance; for reference, each point in Figure 4d) the GRE-P confidence ribbon surpasses the line \(y = 0\) by less than 0.5%. Thus these results provide some evidence that scoring more highly on the GRE-P and GRE-Q are positively associated with higher rates of completion, although the effects are not statistically significant.

Also consistent with the results of the example analysis shown in Table IV the results of the three mediation analyses indicate that predictive effects of UGPA and GRE-P on a student’s PhD completion are entirely mediated by GGPA, defined by the fact that the indirect effect of these admissions metrics are statistically significant across all magnitudes of score change while their direct effects are not. These indirect effects are shown in Figure 4 by the blue lines in the UGPA and GRE-P plots, whose error ribbons do not contain the line \(y = 0\). The interpretation of this result is that UGPA effectively predicts a student’s GGPA, which in turn predicts PhD completion. Similarly, any increase in PhD completion probability associated with increases in GRE-P scores are a result of the indirect effect through graduate GPA, although the total effect is not statistically significant.

With regard to GRE-Q, given the weak relationship between GRE-Q and GGPA revealed by the multiple regression analysis in Section IV A, it is unsurprising that the indirect effect shown in blue on Figure 4 is nearly zero. Indeed, as indicated by the earlier results in Table IV any predictive effect from GRE-Q on completion appears to stem from the direct effect of GRE-Q on PhD completion, although the direct effect does not achieve statistical significance at the \(\alpha = 0.05\) level.

Lastly, despite using different statistical methods and omitting program tier as a predictor in our model, we observe that the results obtained in this study are qualitatively consistent with those reported by Miller et al. [1]. Table V shows a comparison of the total effects predicted by the mediation model presented here with the results of the logistic regression model presented in [1], again using as an example the predicted changes in probability of PhD completion due to shifts from the 25th to 75th percentile in score for the different admissions metrics.

In both analyses, the predictive effects associated with changes in UGPA are statistically significant and are the largest in magnitude among the tested metrics. Effects associated with changes in GRE-P scores are not statistically significant at the \(\alpha = 0.05\) level in either model but are close \((p = 0.08\) in this study and \(p = 0.09\) in [1]). The only minor inconsistency between the two analyses is revealed in the results of the GRE-Q models. Whereas in [1] the predictive effect of GRE-Q on completion was barely significant \((p = 0.04)\), it is not statistically significant here \((p = 0.07)\). However, as demonstrated in Table V, effects associated with GRE-Q are not strong in either model and both are very close to the \(\alpha = 0.05\) threshold for statistical significance, indicating that the two results are still approximately consistent.

V. DISCUSSION

A. Interpretation of Results

The results presented in Section IV B give new insight into how admissions committees may contextualize the use of quantitative admissions metrics. Clearly, no existing metric provides unassailable evidence that a student will complete their graduate program. However, among the imperfect quantitative admissions metrics commonly used by admissions committees, the consistent message from this work and others is that undergraduate GPA offers the most promising insight into whether physics graduate students will earn a PhD. Moreover, there is no significant difference between male and female applicants’ UGPAs as there is for the GRE-P, meaning that its use in ranking applicants is less likely to skew diversity of admitted students.

As demonstrated by the multiple regression analyses in Section IV A, UGPA is most strongly associated with graduate course performance among the variables tested. In some ways this is an expected result: UGPA, the metric that directly measures a student’s in-class performance, is most effective at predicting future in-class performance in graduate school. Still, UGPA would seem to
vary greatly depending on the student’s particular undergraduate institution while a standardized exam like the GRE-P is consistent across all students. It is possible that UGPA may also be signaling socio-emotional skills such as achievement orientation and conscientiousness, which are known to predict high levels of performance both in and out of the classroom [63–66]. These sorts of socio-emotional skills are also shown in the relevant research literature to lack the race, gender, and culture of origin gaps that are found on many standardized tests [67–69].

While previous work showed that UGPA was an effective predictor of PhD completion, mediation analysis demonstrates that relationship is entirely transmitted through UGPA’s ability to predict GGPA. Thus, although UGPA is the best predictor of a student’s final disposition, our analysis indicates that it is not a direct measure of PhD completion. Rather, the observed relationship between undergraduate grades and completion is explained by the intervening variable GGPA. Regarding the magnitude of the observed effects, we see that changes in score from the 25th to 75th percentile in UGPA (3.46 to 3.90) are associated with an 6% increase in completion probability. Changes across a broader range of UGPAs from the 10th to 90th percentile (3.2 to 3.98), the mediation model predicts an 11% increase in PhD completion probability.

Multiple regression and mediation analyses also yield improved insight into the information provided by GRE-P. Consistent with prior published work by ETS [10, 11], regression analysis reveals that GRE-P is an effective predictor of graduate grades. However, the effect associated with UGPA is approximately 50% larger than the effect associated with GRE-P. Regarding the relationship between GRE-P scores and PhD completion, any association between GRE-P performance and PhD completion is entirely mediated by graduate course performance, similar to UGPA. This particular indirect effect indicates that a student who scores more highly on the GRE-P is more likely to perform better in graduate school courses, which may slightly improve their probability of graduation (although the total effect of GRE-P is not statistically significant). However, this indirect effect is still smaller than the indirect effect associated with UGPA, as illustrated in Figure 4.

Notably, despite the existence of a large gender gap in GRE-P scores (the median GRE-P percentile for females is 35 and 57 for males), male and female graduate students earn nearly indistinguishable graduate grades (Figure 3). Moreover, there is no practical relationship between gender and PhD completion (Table II). We have also done a preliminary analysis of this same data examining the relation between gender and time to PhD completion, and found that no statistically significant difference exists in the time it takes for male and female physics graduate students to complete doctoral degrees. The disparity in GRE-P scores between male and female test takers is therefore anomalous, as it does not appear to be related to differences in ability or level of preparation and is not reflected in subsequent graduate performance.

Results of multiple regression and mediation analyses that show GRE-Q is not strongly associated with increased graduate course performance are unsurprising given the GRE-Q’s task relevance is lower than subject tests and undergraduate grades. Indeed, in its Guide to the Use of Scores[25], ETS describes the GRE-Q as testing “high school mathematics and statistics at a level that is generally no higher than a second course in algebra; it does not include trigonometry, calculus or other higher-level mathematics.” As shown in Table IV, the association between GRE-Q scores and PhD completion just misses the \( \alpha = 0.05 \) threshold of statistical significance (\( p = 0.07 \)). Combined with previous studies in which this weak association was statistically significant [1], evidence suggests a weak relationship between GRE-Q scores and completion.

Both direct and indirect effects of GRE-Q on completion were not statistically significant and therefore we cannot discern with certainty which small effect is more important. Considering the case of a possible direct effect between GRE-Q and completion, the low task relevance makes it unlikely that GRE-Q is a measure of research competence or perseverance. One hypothesis is that socioeconomic status (SES) could be confounding the relationship between GRE-Q, an exam consisting of high school level mathematics questions, and PhD completion. Students with lower SES may have fewer opportunities academically and may perform worse on a standardized exam like the GRE-Q. Indeed, it is estimated that roughly 20% of variance in standardized test scores can be explained by SES [70] in general, previous research [71] indicates that SES impacts whether students possess the proper resources to support them should financial, health or other external circumstances make it difficult to complete. Moreover, doctoral students from lower social classes are more likely to experience a lower sense of belonging in graduate school, often due to the residual financial burdens that are not mitigated by graduate stipends [72]. Reduced sense of belonging in graduate school drives lower interest in pursuing advanced careers in the field, and ultimately a lower likelihood of completing a PhD.

### B. Limitations and future research

#### 1. Assumptions in Causal Mediation Analysis

The causal effect framework laid out in Section III C requires several assumptions to be satisfied in order for effect estimates to be properly identified. All of the assumptions underlying causal mediation analysis refer to “confounding variables,” which are variables that influence two other variables simultaneously, thereby causing a spurious association between them. In this section we
discuss whether it is plausible that our study has satisfied these assumptions, as well as suggestions for future researchers seeking to perform similar analyses.

Although the assumptions prescribed by causal mediation analysis may be stated in multiple ways [73, 74], we describe them in the manner presented by [19], who condenses them into four requirements. These assumptions, displayed graphically in Figure 5, are that there exists (1) no unmeasured treatment-outcome confounders, (2) no unmeasured mediator-outcome confounders, (3) no unmeasured mediator-outcome confounders, and (4) no mediator-outcome confounder affected by the treatment.

The final assumption is equivalent to assuming that there is not an alternative mediating variable for which we have not accounted [73]. Concerns about this assumption are handled using methods for multiple mediators, discussed in detail in the Supplemental Material.

Assumptions 1-3 require us to be sure we have included all variables that could be confounding the relationships between \( X \) (UGPA, GRE-P or GRE-Q), \( Y \) (PhD completion), and \( M \) (GGPA) in our regression models. These are shown graphically by variables \( C_1 \), \( C_2 \), and \( C_3 \) in Figure 5. Some of the \( C \) variables may influence more than one of \( X \), \( Y \), or \( M \), or may influence each other, so categorization into \( C_1 \), \( C_2 \), and \( C_3 \) is not exclusive. Accounting for variables \( C_1 \) and \( C_3 \) correspond to assumptions normally made in observational studies to calculate total effects [75], while accounting for variables labeled \( C_2 \) is important specifically for the estimation of direct and indirect effects.

2. Sensitivity Analysis for Violation of Assumptions

Unfortunately, as is the case in any regression analysis, whether these assumptions are met is not testable; however, there exist several ways to probe the robustness of our findings under certain violations. In particular, sensitivity analyses have been developed [19, 22] to determine how strong a confounding effect between the mediator and the outcome would have to be in order to make statistically significant effects become no longer significant.

We perform such sensitivity analyses on each of the imputed data sets used in the single mediator models presented in Section IV B to assess their robustness. We then report the results of the sensitivity analyses averaged across the imputed datasets.

Let \( R^2_M \) and \( R^2_Y \) represent the proportions of original variances explained by the unobserved confounder for the mediator GGPA and the outcome PhD completion, respectively. The result of a sensitivity analysis is a single value representing the product \( R^2_M \times R^2_Y \) that identifies the amount of original variance in the mediator and outcome that the confounder would have to explain in order to make the observed effect vanish. Hence, the sensitivity analysis results in a family of solutions for which the equation \( R^2_M \times R^2_Y = \text{constant} \) is satisfied.

Our sensitivity analysis reveals that for a confounder to explain enough variance to make the indirect effect of UGPA on GGPA vanish, the product \( R^2_M \times R^2_Y \) would have to be, on average, 0.072 (standard deviation = 0.006). For context, the variables included in the mediation models presented here, as a group, are able to explain 11% of variance in the GGPA outcome (\( R^2 = 0.11 \)); for PhD completion, \( R^2 = 0.32 \).

Comparing these values to those required to satisfy the equation \( R^2_M \times R^2_Y = 0.072 \), we see that a mediator-outcome confounder would have to be a better predictor of both GGPA and PhD completion than any quantity included in the model so far. For instance, suppose a mediator-outcome confounder satisfied the equation \( R^2_M \times R^2_Y = 0.15 \times 0.45 = 0.072 \), sufficient to nullify the indirect effect of UGPA on completion. The relationship between the confounder and GGPA (\( R^2_M = 0.15 \)) would be larger than all other variables combined in the model. The link between the confounder and PhD completion (\( R^2_Y = 0.45 \)) would be larger than all other variables combined in the model as well.

Since the values of \( R^2_M \) and \( R^2_Y \) must be so high relative to the rest of the variables in our model to nullify the indirect effect of UGPA on PhD completion, this result appears to be fairly robust.

Results of sensitivity analyses on the indirect effect of GRE-P on PhD completion were similarly robust: for a confounder to explain enough variance to make the indirect effect of GRE-P on GGPA vanish, the product \( R^2_M \times R^2_Y \) on average would have to be 0.069 (standard deviation = 0.001). This is essentially the same as the analyses on the robustness of the UGPA result, so its interpretation is the same as above.

More details regarding the sensitivity analyses performed, including contour plots of \( R^2_M \times R^2_Y \) products for which indirect effects of UGPA and GRE-P vanish, are available in the Supplemental Material.
3. Conceptualizing possible unmeasured confounders

Thoroughly considering variables that could conceivably act as confounders in Figure 5 would benefit future researchers studying graduate admissions. Non-quantitative aspects of a student’s admission credentials such as letters of recommendation and prior research experience may be associated with PhD completion, and could represent several $C$ variables in the diagram. For example, prior research experience could act as a mediator-outcome confounder, labeled $C_2$ in Figure 5. A student with more research experiences prior to entering graduate school may be more likely to complete a PhD than a student with fewer research experiences, since they have already become familiar with the expectations associated with scientific research and have already demonstrated the motivation to pursue it independently. More research experience may also translate to better graduate course performance, particularly if graduate courses are well-aligned with the goal of preparing students for future research.

As discussed earlier, information on student socioeconomic status could be useful as well. We also see SES as potentially representing several confounding relationships. For instance, it could act as a treatment-outcome confounder, influencing both GRE scores and PhD completion. It is estimated that roughly $20\%$ of variance in standardized test scores can be explained by SES [70], so SES could be influencing performance on tests such as the GRE-Q and GRE-P. Students with lower SES may have fewer resources to support them should financial, external circumstances arise that make it difficult for them to complete their PhD [35, 71]. Including data on these and other possible confounders would bolster causal claims in future analyses. Furthermore, our current models only explain a small amount of the overall variance in the outcome variable, and many other factors are surely at play.

Lastly, although graduate course performance and PhD completion represent some aspects of graduate school success (as evidenced by their inclusion in GRE validation studies), they are certainly crude metrics. Future work should explore other outcomes as well, including success measures such as research productivity, job attainment, or graduate student satisfaction.

VI. CONCLUSIONS

Using data visualization, regression analyses, and mediation analyses, we investigated the role that graduate GPA plays on a physics graduate student’s path to PhD completion. We aimed to answer two primary research questions: 1) How do commonly used admissions metrics and demographic factors relate to physics graduate GPA?, and 2) What role does graduate GPA play in predicting PhD completion, and does it mediate the influence of these other predictor variables on PhD completion? Broadly, we find that across the dynamic range of scores in the data, undergraduate GPA was a better predictor of both graduate GPA and final disposition than GRE scores.

Regarding the first research question of how various admissions metrics and demographic factors relate to physics graduate GPA, we see that significant but weak predictive effects at the 95\% threshold were found for the numerical metrics undergraduate GPA ($\beta = 0.24, t = 8.88, p < .01$) and GRE Physics ($\beta = 0.15, t = 5.02, p < .01$); GRE Quantitative and Verbal scores are not significantly associated with graduate GPA. The regression model predicts that for a 0.10 score increase in undergraduate GPA, a student’s graduate GPA is expected to increase on average by 0.035 points, holding all other predictors fixed. Meanwhile, a 10 percentile increase in GRE Physics score is associated with a 0.031 point increase in graduate GPA on average, again holding other predictors fixed. For comparison, a change in UGPA from the 25th to 75th percentile of scores in our data predicts a 0.15 point increase in graduate GPA, whereas a change in GRE-P from the 25th to 75th percentile of scores in our data predicts a 0.11 increase in graduate GPA.

We also observe that the graduate GPAs are not statistically different between males and females. Hence, the statistically significant gap in performance by gender on the GRE Physics exam (within our data the median GRE Physics percentile for females is 35 and 57 for males) does not carry over to subsequent graduate course performance. The large difference in performance is unexplained, yet is potentially problematic for promoting diversity in physics graduate school. Multiple regression analysis did not reveal race to be a statistically significant predictor of graduate GPA, but unfortunately it is difficult to properly interpret relationships between race and graduate grades due to a small $N$. Small sample size precludes useful interpretation of the results pertaining to Black, Hispanic, Native American, and Asian students.

As to the second research question of whether graduate GPA mediates the influence of these other predictor variables on PhD completion, we find that UGPA predicts PhD completion indirectly through graduate grades. Only UGPA is a statistically significant predictor of overall PhD completion (a change in UGPA from the 25th to 75th percentile of scores in our data predicts a 6\% increase in PhD completion probability, $p < 0.01$), and that effect is entirely attributable to the indirect effect of UGPA on PhD completion through graduate GPA. The indirect effect associated with UGPA on PhD completion was statistically significant across all magnitudes of score changes, while the direct effect was not (see Figure 4). Thus UGPA effectively predicts graduate course performance, which is then associated with degree completion. The association between GRE-P scores and PhD completion is not statistically significant (a change in GRE-P from the 25th to 75th percentile of scores in our data predicts a 3.7\% increase in PhD completion probability, $p = 0.08$). However, like UGPA, the indirect effect associ-
ated with increases in GRE-P score was also statistically significant across all magnitudes of score change, meaning that any predictive effect that GRE-P score may have is therefore also linked indirectly through graduate GPA.

Although these models explain some of the variance in student outcomes (the variables included in the mediation models, as a group, explain 11% of variance in graduate GPA ($R^2 = 0.11$); for PhD completion, $R^2 = 0.32$), much of the variation lies in factors outside the models, in both unmeasured student characteristics prior to admission and unmeasured aspects of the graduate student experience.

No standardized test measures the research and project management skills it takes to successfully complete a multi-year research project, yet those are the skills that are so highly valued in PhD graduates. The GRE-P utilizes two-minute theoretical physics problems to ascertain aspects of students’ physics knowledge, but it neglects the broad range of computational and experimental skills used in contemporary physics research. Because undergraduate GPA reflects a mix of courses that include theory, experiment, computation, and in some cases research projects, it could be a more useful measure of research-relevant skills. However, our result that UGPA only indirectly predicts PhD completion seems to indicate those research-relevant skills are not a major part of the overall UGPA. Identifying a broader set of applicant characteristics that predict graduate student outcomes is essential.

By better understanding and improving graduate education, we have the opportunity to meet societal goals of a highly-skilled advanced STEM workforce that reflects the diversity of our society. While adjusting admissions practices may offer some improvements by adjusting which students are allowed to undertake graduate study, such efforts do nothing to improve the graduate student experience and train graduate students more effectively for STEM careers. The potential for innovation and improvement within graduate education is large and is the area deserving substantial increased attention for education research and programmatic implementation. While our study gives admissions committees greater insight into how and why various quantitative scores link to completion, our discussion of the limitations also points to areas where future researchers can build. We encourage the continued study of not only the physics graduate admissions process, but also the ongoing experience of students in PhD programs, how they are taught, mentored, and supported through their growth as individuals within a larger scientific community.
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I. MULTIPLE MEDIATOR MODEL RESULTS

Figure 1: Qualitative diagram displaying the proposed effects in a multiple mediator model that includes program tier.

The results presented in the main analysis (see Section IV B) utilize models that suppose the existence of one mediating variable (GGPA). Single mediator models such as this have been studied extensively [1], and provide a well-established mathematical framework (see Section III C of the main text) to calculate direct and indirect effects. However, it is sometimes of interest to consider cases involving multiple mediators.

In Section IV A of the main text we found that students attending institutions categorized as Tier 3 earned GGPA scores that were statistically lower than students attending Tier 1 or 2 institutions. We suppose that program tier is a proxy measure for institutional resources and support, meaning that a higher tier institution might possess greater academic resources, which could improve student graduate performance. Better resources for students could also directly affect PhD completion, as indicated in [2]. Hence, we also consider a multiple mediator model corresponding to Figure 1 in which program tier is posited to be a second mediating variable between admissions metrics and PhD completion.

Methods to disentangle the effect that each individual path in a multiple mediator model has on the dependent variable has been the subject of much recent research [3, 4]. We follow the method provided in [5], which extends the counterfactual mediation analysis framework to deal with particular cases of multiple mediators.

The results of this analysis are direct and indirect effects of each admissions metric on PhD completion, with the indirect effect broken down into the portion transmitted through GGPA and the portion transmitted through program tier. Indeed, the output is qualitatively similar to the single mediator case described previously: direct and indirect effects are calculated,
Figure 2: Results of a model using multiple mediators to predict PhD completion. Bars represent the change in log odds associated with a one standard deviation change in the independent variable. Results are qualitatively the same as the single mediator case, with graduate GPA. Despite its inclusion, the indirect effects transmitted through program tier are not statistically significant in any of the multiple mediator models and are minuscule compared to the effects associated with GGPA.

and effects for which the 95% error bars do not cross zero are statistically significant. These results are summarized in Figure 2.

The single mediator results presented in Section IV B of the main text are fully consistent qualitatively with the results of this multiple mediator analysis. Again, only UGPA has a significant total effect on PhD completion, and that effect is fully transmitted through GGPA. The indirect effect of GRE-P is significant, meaning that increased GRE-P scores tend to predict better GGPA scores, which in turn predict higher PhD completion. Still, this effect lesser in magnitude than the effect of UGPA. Again, none of the predictive effects of GRE-Q are significant, although the direct predictive effect of GRE-Q on completion borders closely on statistical significance.

Quantitatively the results of multiple mediation analysis yield effect estimates on the log odds scale rather than a probability scale. Exponentiation of the log odds converts the scale to a regular odds ratio. Thus, the numerical estimates for the effects shown in Figure 2 may be interpreted as the change in the log odds ratio (or if exponentiated, the odds) of PhD completion due to a one standard deviation increase in the independent variable. For instance, the “Indirect” bar of Figure 2a shows the best estimate for the log odds ratio for the indirect predictive effect of UGPA on PhD completion is 0.46 (meaning that the
odds ratio is $\exp(0.46)=1.58$). Thus, the model predicts that a student who had scored one standard deviation higher in their UGPA would increase their odds of PhD completion by 58%.

Although this may seem like a large value, recall that the probability of an event is given by $\frac{odds}{1+odds}$, meaning that the larger the probability, the larger the difference in odds. Models in [2] estimated that probability of PhD completion was typically around 75% for most U.S. students, so an increase of approximately 50% in odds of completion would result in a probability increase of about 7%. This estimate falls within the 95% confidence interval of the results presented in the single mediator model for a one standard deviation increase in UGPA (approximately an increase in score of 0.3).

Despite its inclusion, the indirect effects transmitted through program tier are not statistically significant in any of the multiple mediator models and are minuscule compared to the effects associated with GGPA. For comparison, in the model using UGPA as the independent variable the increase in the log odds ratio of PhD completion associated with Tier is 0.03, while the log odds ratio increase associated with GGPA is 0.43. Thus, the results of all multiple mediator models analyzed indicate that tier is a far weaker mediator than GGPA.

II. MULTIPLE REGRESSION AND MULTICOLLINEARITY

To address potential concerns with multicollinearity in our primary regression analysis, we present here the results of several alternative regression models. Multicollinearity is a phenomenon in which two or more predictors in a regression model are highly correlated [6]. When multicollinearity is present, the standard errors of the affected variables can become inflated [7, 8]. Increased standard errors may cause some variables to appear statistically insignificant when they should be significant.

Diagnosing multicollinearity often consists of examining bivariate correlations between variables in the regression model and calculating variance inflation factor (VIF) scores. VIF scores are measures of the extent to which the variance of a regression coefficient is increased due to collinearity. When two predictors are independent (orthogonal, zero correlation) their VIF score is 1. As the correlation between the variables increase, so does the VIF score.

Unfortunately the threshold values of metrics for identifying multicollinearity are am-
Table I: Average Variance Inflation Factors (VIF) for each predictor in a multiple regression predicting graduate GPA across 20 imputed data sets.

|     | VIF |
|-----|-----|
| UGPA| 1.16|
| GRE-P| 1.56|
| GRE-Q| 1.47|
| GRE-V| 1.18|
| Race | 1.05|
| Gender | 1.01|

biguous [9]. For instance, some authors suggest that correlations above $r = 0.35$ [10] are cause for concern, while some use $r = 0.5$ as a cutoff [11]. Others assert that $r = 0.80$ or $r = 0.90$ are likely to be problematic [12, 13]. Reviews of articles discussing multicollinearity thresholds indicate that it is most common for authors to use $r = 0.70$ to $r = 0.80$ and VIF $> 10$ rule-of-thumb cutoffs for investigating possible multicollinearity [14, 15].

Effects due to multicollinearity and variance inflation are negligible in our analyses. As noted in the main text, we considered the possibility that it would be inappropriate to include both GRE-P and GRE-Q in the same model due to collinearity concerns. However, both the correlation coefficient and VIF scores for these variables fail to meet the most commonly used thresholds. The bivariate correlation ($r_{xy} = 0.51$) between the two is not high enough to warrant genuine concern. Furthermore, the variance inflation factor (VIF) of both GRE-P and GRE-Q was below 1.75 in each imputed dataset’s regression model, well below the commonly cited threshold of 10.

Still, we perform several analyses in order to explore the effect of eliminating either GRE-Q or GRE-P from our analyses. We also consider a model in which we generate a composite GRE-Average score, which is the simple average of the two exam scores. These are shown in Table III. The results of the main text’s analysis are shown in Table II for comparison.

Notably, as suggested by the low VIF scores, the standard errors of the GRE-Q and GRE-P coefficients remain approximately constant regardless of whether one or both variables are
included in the regression model. In the model presented in the primary analysis shown in Table II, the standard errors for GRE-P and GRE-Q are $6 \times 10^{-4}$ and $12 \times 10^{-4}$, respectively. When GRE-P is removed from the model, the standard error of GRE-Q decreases slightly to $11 \times 10^{-4}$. When GRE-Q is removed, the standard error of GRE-P remains $6 \times 10^{-4}$.

Across all versions of the multiple regression analyses, UGPA is highly significant and is the most effective predictor of GGPA among tested variables, evidenced by examining the standardized regression coefficients in each model. Indeed, even in the case that GRE-P and GRE-Q are averaged into one score to consolidate their predictive ability we observe that UGPA is the most effective predictor. This again reinforces the conclusion that undergraduate grades are the best predictors of graduate school course performance.

In the model with GRE-Q removed, the GRE-P coefficient is 0.17, which hardly changes from the model in which both GRE-Q and GRE-P are included (0.15). Thus the practical effect on the GRE-P coefficient is negligible regardless of whether the model includes GRE-Q. Meanwhile, exclusion of the GRE-P variable does indeed cause the GRE-Q coefficient become a statistically significant predictor. This is unsurprising given the fact that its magnitude dropped from 0.09 to 0.03 with the inclusion of GRE-P while maintaining approximately the same standard error.
### Multiple Regression Results (*p < .05, **p < .01)

| Independent Variable | Coefficient (Standard Error) | Standardized Coefficient |
|----------------------|------------------------------|--------------------------|
| Intercept            | 1.92** (0.15)                | -0.06                    |
| UGPA                 | 0.35** (0.04)                | 0.24**                   |
| GRE-P                | $31 \times 10^{-4}$** ($6 \times 10^{-4}$) | 0.15**                   |
| GRE-Q                | $16 \times 10^{-4}$ ($12 \times 10^{-4}$) | 0.03                     |
| GRE-V                | $3 \times 10^{-4}$ ($6 \times 10^{-4}$) | 0.01                     |
| Black                | -0.11 (0.09)                 | -0.23                    |
| Hispanic             | -0.01 (0.07)                 | -0.02                    |
| Native Am.           | 0.01 (0.23)                  | 0.03                     |
| Asian                | -0.02 (0.06)                 | -0.05                    |
| Other                | -0.24* (0.11)                | -0.51*                   |
| Undisclosed          | 0.07** (0.02)                | 0.15**                   |
| Gender               | 0.06* (0.03)                 | 0.13*                    |

| N                    | 1955                         |
| Adjusted $R^2$       | 0.11                         |

Table II: Coefficients of a multiple regression analysis modeling graduate GPA as a function of common quantitative admissions metrics. Reference categories are White for race and Male for gender. These results are presented in the main analysis and are included here for comparison with alternate regression models.
Table III: Coefficients of several multiple regression analysis modeling graduate GPA using different combinations of GRE scores. Across all versions of the multiple regression analyses, UGPA is highly significant and is the most effective predictor of GGPA, evidenced by examining the standardized regression coefficients in each model. Reference categories are White for race and Male for gender.
III. MEDIATION WITH CATEGORICAL PREDICTORS

Figure 3: Plots of the indirect and direct effects for UGPA and GRE-P when treated as categorical predictors. Results are qualitatively similar to those treating the variables as continuous. (a) Indirect effect of undergraduate GPA when split into quintiles and treated as a categorical variable. (b) Indirect effect of GRE-P when split into quintiles and treated as a categorical variable. (c) Direct effect of undergraduate GPA when split into quintiles and treated as a categorical variable. (d) Direct effect of GRE-P when split into quintiles and treated as a categorical variable.

In addition to the analysis presented in the main text in which we treated UGPA, GRE-P, and GRE-Q as continuous variables, we also performed a mediation analysis in which we turned these predictors into categorical variables by binning scores into quintiles. This means that students whose UGPA score fell in the top 20% of our data were classified in the 5th (top) quintile and students whose scores fell in the bottom 20% were classified as the 1st (bottom) quintile. We grouped students in this way for their UGPA, GRE-P, and
GRE-Q scores separately. Grouping the variables in this way may provide readers with a more intuitive feeling for how PhD completion probability is predicted to change between students.

Grouping UGPA scores by quintile leads to five possible classifications: 1st quintile (< 3.38), 2nd quintile (3.38-3.61), 3rd quintile (3.61-3.80), 4th quintile (3.80-3.91), and 5th quintile (> 3.91). Similarly for GREP the groupings are: 1st quintile (< 30), 2nd quintile (30-46), 3rd quintile (46-61), 4th quintile (61-74), 5th quintile (> 74). We also explored treating GRE-Q as a categorical variable by splitting students into quintiles, but the scores for physicists taking the GRE-Q are so tightly distributed that we do not believe much intuition is gained from the analysis. In particular, the second quintile of scores ranges from 89.1-90.9 and the third quintile ranges from 85-89.1, while the fifth quintile includes all scores less than 77. Since there is such a small score difference between students who scored in bottom and top quintiles on the GRE-Q, we do not believe it is useful to group the scores in this way.

Results for treating UGPA and GRE-P as categorical variables are qualitatively similar to those presented in the main paper. Using the "Medium" group as a reference, the predicted direct and indirect effects associated with UGPA and GRE-P are shown in 3.

For UGPA, a student who earns a score in the 5th quintile as opposed to the 1st quintile increases their probability of PhD completion by approximately 10% due to the indirect effect on GGPA. We had reported in the main paper that the predicted probability change in completion for a student in the 10th percentile of UGPA scores to the 90th percentile (a change in score from 3.2 to 3.98) was 11%, which is consistent with the results shown here. As in the main text, all direct effects of UGPA are not statistically significant.

Meanwhile the indirect effect of GRE-P on completion predicts a probability change of approximately 6% for a student who earns a top quintile GRE-P score as opposed to a bottom quintile score. This is consistent with the main analysis, which estimated that due to the indirect effect of GRE-P on GGPA a change from the 10th to 90th percentile of GRE-P scores (a change in GRE-P from 21 to 85 among the overall test-taking population) increased the predicted probability of completion by 7%. Again, as in the main text, all direct effects of GRE-P are not statistically significant.
IV. SENSITIVITY ANALYSIS PLOTS

Figure 4: Contour plots of the total variance of the mediator and outcome variables that an unobserved confounder would have to explain in order to make the indirect effects of UGPA and GRE-P vanish. The bold lines represent solutions to the equations
\[ R_M^2 \times R_Y^2 = 0.072 \] and \[ R_M^2 \times R_Y^2 = 0.069 \], for UGPA and GRE-P respectively. These plots are generated using a typical imputed dataset and are not pooled across imputations. Plots are generated in the R package mediation [16].

In the main analysis we summarized the results of sensitivity analyses performed on each of the imputed data sets used in the single mediator models to assess their robustness. We let \( R_M^2 \) and \( R_Y^2 \) represent the proportions of original variances explained by the unobserved confounder for the mediator GGPA and the outcome PhD completion, respectively. The result of a sensitivity analysis is a single value representing the product \( R_M^2 \times R_Y^2 \) that identifies the amount of original variance in the mediator and outcome that the confounder would have to explain in order to make the observed effect vanish. Hence, the sensitivity analysis results in a family of solutions for which the equation \( R_M^2 \times R_Y^2 = \text{constant} \) is satisfied.

Our sensitivity analysis reveals that for a confounder to explain enough variance to make the indirect effects of UGPA and GRE-P on GGPA vanish, the product \( R_M^2 \times R_Y^2 \) on average would have to be 0.072 and 0.069, respectively. The standard deviation of the UGPA sensitivity analysis results across all imputed datasets was 0.006. This indicates there was little difference in the outcome of sensitivity analyses regardless of imputation. The standard
deviation of the GRE-P sensitivity analysis results across all imputed datasets was 0.001; again, there was little difference in sensitivity analysis results across imputations.

Contour plots of solutions to the equation $R_M^2 \times R_Y^2 = 0.072$ and $R_M^2 \times R_Y^2 = 0.069$, for UGPA and GRE-P respectively, are shown in Figure 4 by the line labeled 0 and in bold. Other combinations of higher $R_M^2 \times R_Y^2$ values are plotted as well, which demonstrate values at which the estimated indirect effect would actually become negative.
V. ALTERNATIVE IMPUTATION MODEL USING OUTCOME VARIABLES

The primary analysis employed the well-known method of multiple imputation [17, 18] to handle cases of missing UGPA and GRE-P scores. Multiple imputation handles missing data by replacing the missing values using a statistical model based on the complete data. This process is performed several times to generate multiple versions of the complete data set in order to reflect uncertainty in the missing data.

The imputation model used in Miller et al. [2] predicted students’ missing UGPA and GRE-P scores using their GRE-Q, GRE-V, gender, race, and program tier (the other independent variables in the regression model presented in [2]). GGPA was not included as a predictor in the imputation model since it was not included as a variable of interest in the analysis. Thus, including GGPA in the models presented in the current paper presented a choice regarding our approach to handling missing data: to use the same imputation model as Miller et al. in order to directly compare results across analyses, or to use a slightly different imputation model that also included GGPA as a predictor variable. Ultimately we opted to keep the same imputation approach across papers, but we present here the results of the paper had we used the alternative imputation model in which GGPA was included.

It may seem counterintuitive to use GGPA, which was used as an outcome variable in the primary analysis, in a model of data imputation. Employing a model of data imputation that uses the outcome variable to predict missing values of the independent variable may seem like a self-fulfilling prophecy, guaranteeing a relationship to exist between them. However, research suggests that including all variables, including the outcome variable, in the imputation model in fact tends to produce less biased results [19–21]. This further motivates our decision to include this alternative imputation approach, which demonstrates that results are qualitatively similar regardless of which imputation model is used.

As in the main paper, we begin by exploring the relationships between variables using bivariate correlations. We then examine the unique predictive effects of different admission metrics on graduate GPA using a multiple linear regression model. Mediation analysis is used to examine the role that graduate GPA plays in PhD completion by breaking down effects into direct and indirect components. Lastly, we perform a second set of mediation analyses using multiple mediators in which we compare the relative importance of tier and graduate GPA as mediators in our model of PhD completion. At each point in the analysis,
we provide brief summaries of the important results and point out any differences that arise from the primary analysis due to the use of a different imputation model.

A. Exploring the Role of GGPA - Alternative imputation model using outcome variable

| Measure (M + SD) | UGPA | GRE-Q | GRE-V | GRE-P | GGPA | Final Disp. | Gender |
|-----------------|------|-------|-------|-------|-------|-------------|--------|
| UGPA (3.6 ± 0.3) | –    | (0.26, 0.35) | (0.13, 0.23) | (0.27, 0.37) | (0.32, 0.41) | (0.14, 0.23) | (-0.09, 0.01) |
| GRE-Q (83.3 ± 10.4) | 0.31 | –    | (0.30, 0.37) | (0.46, 0.54) | (0.13, 0.22) | (0.10, 0.19) | (-0.16, -0.07) |
| GRE-V (76.3 ± 18.7) | 0.18 | 0.34 | –    | (0.22, 0.30) | (0.06, 0.15) | (0.02, 0.10) | (-0.02, 0.07) |
| GRE-P (52.9 ± 23.2) | 0.32 | 0.51 | 0.26 | –    | (0.21, 0.31) | (0.11, 0.20) | (-0.33, -0.24) |
| GGPA (3.5 ± 0.5) | 0.37 | 0.18 | 0.10 | 0.26 | –    | (0.39, 0.46) | (-0.06, 0.03) |
| Final Disp. | 0.19 | 0.15 | 0.06 | 0.16 | 0.43 | –    | (-0.09, 0.00) |
| Gender | -0.04 | -0.11 | 0.03 | -0.29 | -0.02 | -0.05 | –    |

Table IV: A matrix showing bivariate correlations between continuous and dichotomous variables under an alternate imputation model. Correlations are shown in the lower diagonal while confidence intervals for those correlations are shown in the upper diagonal. UGPA and GRE-P correlations with GGPA are slightly boosted compared to the correlations presented in the main text.

Since only aspects of the analysis including UGPA and GRE-P are influenced by the new imputation model, only correlations involving these two variables are different from the main paper. For instance, UGPA (\( r_{xy} = 0.37, p < .001 \)) and GRE-P (\( r_{xy} = 0.26, p < .001 \)) are again positively correlated with GGPA, meaning that students with higher scores in these metrics tend to earn higher GGPA scores. However, as expected due to the use of GGPA in this imputation model, the correlation between UGPA and GGPA is now higher (\( r_{xy} = 0.37 \) rather than 0.29). The correlation between GGPA and GRE-P is also slightly higher (\( r_{xy} = 0.26 \) rather than 0.22). Thus the boost in correlation is higher for UGPA than GRE-P, indicating that the primary effect of adding GGPA into the imputation model is to boost the effects associated with UGPA.

Other results reported in Table IV are identical to the main paper. Again, GGPA is the predictor most strongly correlated with final disposition (\( r_{pb} = 0.43 \)). This value is statistically significant (\( p < .001 \)), meaning that the mean GGPA score of students who
do not complete a PhD are statistically different from those who do complete their PhD. Specifically, the positive correlation means that students with higher GGPA scores are more likely to finish their PhD program successfully.

| Independent Variable | Coefficient (Standard Error) | Standardized Coefficient |
|----------------------|------------------------------|--------------------------|
| Intercept            | 1.51** (0.15)                | -0.08**                  |
| UGPA                 | 0.50** (0.04)                | 0.34**                   |
| GRE-P                | $40 \times 10^{-4}$ (6 \times 10^{-4}) | 0.19**              |
| GRE-Q                | $-3 \times 10^{-4}$ (12 \times 10^{-4}) | -0.01              |
| GRE-V                | $-2 \times 10^{-6}$ (6 \times 10^{-4}) | 0.00               |
| Black                | -0.10 (0.09)                 | -0.20                    |
| Hispanic             | 0.01 (0.07)                  | 0.01                     |
| Native Am.           | 0.07 (0.24)                  | 0.16                     |
| Asian                | -0.03 (0.07)                 | -0.05                    |
| Other                | -0.24* (0.10)                | -0.50*                   |
| Undisclosed          | 0.10** (0.02)                | 0.20**                   |
| Gender               | 0.07* (0.03)                 | 0.15*                    |

Table V: Results of a multiple regression for alternative imputation model. As in the correlation matrix, the coefficients of the UGPA and GRE-P terms are boosted compared to the main analysis. This effect is stronger for UGPA. Also notable is that the GRE-Q coefficient is relatively weaker compared to the main analysis.

The results of the multiple regression analysis predicting GGPA shown in Table V are qualitatively consistent with those presented in the main analysis. Significant unique predictive effects at the 95% threshold were found for the numerical metrics UGPA and GRE-P, meaning that students with higher UGPA and GRE-P scores tended to receive higher GGPA scores. GRE-Q does not reach the threshold for statistical significance.

The alternative imputation model increased the effects associated with UGPA ($\beta = 0.34$, $t = 12.67$, $p < .01$) and GRE-P ($\beta = 0.19$, $t = 6.18$, $p < .01$). Specifically, the UGPA standardized coefficient increased from 0.24 to 0.34 and the GRE-P standardized coefficient increased from 0.15 to 0.19. As with the bivariate correlations, the alternate imputation
model boosts the effect of UGPA on GGPA more than it does for GRE-P. Furthermore, the overall model fit improved under the alternate imputation approach ($R^2$ increased from 0.11 to 0.17).
B. Mediation Analysis - Alternative imputation model using outcome variable

Figure 5 graphically summarizes the results of the mediation analysis under the alternate imputation model. As in the main paper, Figures 5a), c), and e) display the results of the three separate analyses predicting PhD completion probability changes relative to the median value of each independent variable. Points on each plot represent individual calculations of probability change relative to each admission metric’s median value. Hence, the median value of the $x$-axis variable is clearly shown on the plot as the point where the direct (red) and indirect effect (blue) lines intersect, corresponding to a total probability change of 0%. Percent probability changes due to direct effects of each admissions metric on PhD completion are shown in red, while indirect effects on PhD completion transmitted through GGPA are shown in blue. Plots of the total effect of each variable on PhD completion probability, which is the sum of the direct and indirect effects, are also shown in Figures 5b), d), and f). The shaded ribbons around the lines representing the best-estimates of probability change show the 95% confidence interval. Hence, if this shaded region contains the line $y = 0$, the effect is not statistically significant at the $\alpha = .05$ level.

For the most part the results presented in Figure 5 are qualitatively consistent with those in the main analysis. The primary message from this model and the main text is that among common quantitative admissions metrics, undergraduate GPA offers the most promising insight into whether physics graduate students will earn a PhD.

Under the alternate imputation model, there is a noticeable increase in both the total and indirect predictive effects associated with UGPA.

While the total effect of GRE-P just barely missed reaching the threshold for statistical significance in the main paper, under the alternate imputation model the shaded ribbons around total effect of GRE-P no longer cross the line $y = 0$. Hence, the total effect of GRE-P meets the threshold of statistical significance at the $\alpha = .05$ level in this model, although it is again very close. The magnitude of the total effect is similar to the main paper (a change from the 10th to 90th percentile of GRE-P scores among students in this model increases the predicted probability of completion by approximately 8% in this model as opposed to 7% in the main paper). This is likely due to the slight boost in the magnitude of the GRE-P’s indirect effect on completion; a change from the 10th to 90th percentile of GRE-P scores among students in this model increases the predicted probability of completion by
approximately 10%, up from 8% in the main analysis.

In contrast to the main analysis, the direct effect of GRE-Q under the alternate imputation model meets the threshold of statistical significance at the $\alpha = 0.05$ level; the indirect predictive effects of GRE-Q on PhD completion remain statistically insignificant.

Their sum, the total effect, also barely meets the threshold for significance. This is consistent with [2], in which the predictive effect of GRE-Q on completion was significant but was not strong and in fact bordered on insignificance as well ($p = 0.048$).

Given the weak relationship between GRE-Q and GGPA revealed by the multiple regression analysis in Section V A, it is expected that the indirect effect shown in blue on Figure 5 is nearly zero. Indeed, any predictive effect from GRE-Q on completion appears to stem from the direct effect of GRE-Q on PhD completion.
Figure 5: Mediation analysis results from an alternate imputation model predicting a student’s change in probability of completion, split into direct (red) and indirect via graduate GPA (blue) effects. The indirect effects of UGPA and GRE-P are larger compared with the main analysis, and again UGPA is clearly a stronger predictor in these models. Also notable is that the total effect of GRE-P just meets the threshold of significance under this model. The direct effect of GRE-Q shifts to significant at 95% threshold as well.
C. Multiple Mediators - Alternative imputation model using outcome variable

| Tier | GGPA | Indirect | Direct | Total |
|------|------|----------|--------|-------|
| -0.2 | 0.0  | 0.2      | 0.4    | 0.6   | 0.8   |

Log Odds (GRE−P)

| Tier | GGPA | Indirect | Direct | Total |
|------|------|----------|--------|-------|
| -0.2 | 0.0  | 0.2      | 0.4    | 0.6   | 0.8   |

Log Odds (UGGPA)

| Tier | GGPA | Indirect | Direct | Total |
|------|------|----------|--------|-------|
| -0.2 | 0.0  | 0.2      | 0.4    | 0.6   | 0.8   |

Log Odds (GRE−Q)

Figure 6: Multiple mediator results under an alternate imputation model. Results are qualitatively consistent with the single mediator case. As in the main analysis, the indirect effects transmitted through program tier are not statistically significant in any of the multiple mediator models and are minuscule compared to the effects associated with GGPA.

As discussed in the main text, methods to disentangle the effect that individual paths in a multiple mediator model have on the dependent variable has been the subject of much recent research [3, 4]. For the alternate imputation model we again follow the method provided in [5], which extends the counterfactual mediation analysis framework to deal with particular cases of multiple mediators. The results of this analysis are direct and indirect effects of each admissions metric on PhD completion, with the indirect effect broken down into the portion transmitted through GGPA and the portion transmitted through program tier.

The output is again qualitatively similar to the single mediator case described previously: direct and indirect effects are calculated, and effects for which the 95% error bars do not cross zero are statistically significant. These results are summarized in Figure 6. The single mediator results presented in Section V B are fully consistent qualitatively with the results of this multiple mediator analysis. Again, both UGPA and GRE-P have a significant total effect on PhD completion, and that effect is fully transmitted through GGPA. However the effect of UGPA is larger than the effect of GRE-P. The increase in log-odds associated with a one standard deviation increase in UGPA is 0.60 and GRE-P is 0.35. As in the single mediator case the direct effect of GRE-Q is just barely significant.

Despite its inclusion, the indirect effects transmitted through program tier are not sta-
tistically significant in any of the multiple mediator models and are minuscule compared to the effects associated with GGPA.
VI. NON-US RESULTS

In order to focus on issues of diversity and inclusion associated most strongly with US applicants, the main paper only used data from the subset of domestic graduate students. This decision was also motivated by the markedly different distributions of scores for US and Non-US students. Here, we repeat the analyses presented in the main paper on the subset of international graduate students.

To match the primary analysis, we first present the relationships between variables using bivariate correlations. We then examine the unique predictive effects of different admission metrics on international students’ graduate GPA using a multiple linear regression model. A mediation analysis is used to examine the role that graduate GPA plays in PhD completion by international students by breaking down effects into direct and indirect components. Lastly, we perform a second set of mediation analyses using multiple mediators in which we compare the relative importance of tier and graduate GPA as mediators in our model of PhD completion by international students. At each point in the analysis, we provide brief summaries of the important results and point out any differences between results for US and Non-US students.

A. Exploring the Role of GGPA - NonUS

As was the case for US students, GGPA is the predictor most strongly correlated with final disposition ($r_{pb} = 0.26$) for international students. This value is statistically significant ($p < .001$), meaning that the mean GGPA score of students who do not complete a PhD are statistically different from those who do complete their PhD. Specifically, the positive correlation means that students with higher GGPA scores are more likely to finish their PhD program successfully. This trend is visually apparent in Figure 7(a), which shows boxplots of GGPA grouped by PhD completers and non-completers.

There is no statistical difference between average GGPA scores for male and female international students ($r_{pb} = 0.00, p = 0.98$), as demonstrated in Figure 7(b). However, the statistically significant difference between males and females in GRE-P performance persists ($r_{pb} = -0.23, p < .001$). Thus the gap in GRE-P performance by gender appears in both the US and NonUS groups, but disappears in subsequent graduate performance metrics.
Table VI: A matrix showing bivariate correlations between continuous and dichotomous variables for international students. Correlations are shown in the lower diagonal while confidence intervals for those correlations are shown in the upper diagonal. GGPA persists as the best predictor of PhD completion, but none of the other quantitative metrics (UGPA, GRE-P, GRE-Q, and GRE-V) have a statistically significant correlation with PhD completion.

In contrast to US students, none of the quantitative metrics (UGPA, GRE-P, GRE-Q, and GRE-V) have a statistically significant correlation with PhD completion. This already suggests that the results of subsequent mediation analyses are likely to differ between the US and NonUS student groups. Also different are the results of one-way independent ANOVA tests, which show that the main effect of program tier on GGPA is insignificant, $F(2, 1448) = 2.80, p = 0.06$. This indicates that GGPA scores of NonUS students do not differ regardless of the tier of their institution, whereas GGPA scores of US students tended to be higher as program tier increased.

The results obtained in our multiple regression analysis predicting GGPA are summarized in Table VII. Significant unique predictive effects at the 95% threshold were found only for the numerical metric GRE-P ($\beta = 0.17, t = 4.42, p < .01$). Hence, international students with higher GRE-P scores tended to receive higher GGPA scores. As in the main text, the GRE-Q coefficient is not statistically significant ($\beta = 0.04, t = 1.20, p = 0.23$) and is less than a quarter the magnitude of the GRE-P coefficient. Combined with the low correlation between GRE-Q and PhD completion, this result indicates that GRE-Q scores likely will not have significant predictive effects in subsequent mediation analyses.

In contrast with the US student group, the UGPA coefficient is statistically insignificant ($\beta = 0.06, t = 1.69, p = 0.09$) and is approximately 33% the size of the GRE-P coefficient.
Figure 7: (a) Graduate GPA by program tier and final disposition. International students who do not complete a PhD earn lower graduate grades than students who complete their programs. (b) Graduate GPA by program tier and gender. Male and female international students earn similar graduate grades, and this trend holds across program tier. (c) GRE Physics by program tier and gender. As for US students, across all program tiers there is a significant gap in scores between male and female GRE-P test takers.

This suggests UGPA has comparatively little predictive effect on graduate course performance for international students. Similar to the GRE-Q, this result suggests that UGPA will not have significant predictive effects in subsequent mediation analyses.

Since [2] did not include the results of a logistic regression model predicting PhD outcome for international students, we include the results of that analysis here in Table VIII. We observe that none of the quantitative admissions metrics meet the threshold of statistical significance at the \( \alpha = 0.05 \) level, although GRE-P (\( \beta = 0.07, p = 0.49 \)) and GRE-Q (\( \beta = 0.08, p = 0.19 \)) are closest.
### Multiple Regression Results (*p < .05, **p < .01)

| Independent Variable | Coefficient (Standard Error) | Standardized Coefficient |
|----------------------|------------------------------|--------------------------|
| Intercept            | 3.03** (0.17)                | -0.02                    |
| UGPA                 | 0.06 (0.03)                  | 0.06                     |
| GRE-P                | $29 \times 10^{-4}$** ($7 \times 10^{-4}$) | 0.17**                   |
| GRE-Q                | $20 \times 10^{-4}$ ($16 \times 10^{-4}$) | 0.04                     |
| GRE-V                | $7 \times 10^{-4}$ ($4 \times 10^{-4}$) | 0.05                     |
| Gender               | 0.05 (0.03)                  | 0.12                     |

| N                    | 1451                         |
| Adjusted R-Squared   | 0.05                         |

Table VII: Coefficients of a multiple regression analysis modeling graduate GPA as a function of common quantitative admissions metrics for international student data. Reference category for gender is male.

#### B. Mediation Analysis - NonUS

Figure 8 graphically summarizes the results of the mediation analysis for the subset of international students. As in previous discussions, Figures 8a), c), and e) display the results of the three separate analyses predicting PhD completion probability changes relative to the median value of each independent variable. Points on each plot represent individual calculations of probability change relative to each admission metric’s median value. Hence, the median value of the $x$-axis variable is clearly shown on the plot as the point where the direct (red) and indirect effect (blue) lines intersect, corresponding to a total probability change of 0%. Percent probability changes due to direct effects of each admissions metric on PhD completion are shown in red, while indirect effects on PhD completion transmitted through GGPA are shown in blue. Plots of the total effect of each variable on PhD completion probability, which is the sum of the direct and indirect effects, are also shown in Figures 8b), d), and f). The shaded ribbons around the lines representing the best-estimates of probability change show the 95% confidence interval. Hence, if this shaded region contains the line $y = 0$, the effect is not statistically significant at the $\alpha = .05$ level.

Several of the results presented in Figure 8 for international students are markedly different from the US student population.
Table VIII: Coefficients of a logistic regression analysis modeling PhD completion as a function of common quantitative admissions metrics for international student data. Reference category for gender is male. For comparison, 25% of US students (494 of 1955) in this data set did not earn a PhD while 24% of international students (344 of 1451) in this data set did not earn a PhD.

Whereas for US students the total effect of UGPA on PhD completion was statistically significant and almost entirely attributable to the indirect effect of UGPA through GGPA, the total effect of UGPA on completion is not significant for international students. The estimated probability change in completion for a student in the 10th percentile of UGPA scores to the 90th percentile (a change in score from 3.1 to 3.99) is just 3%, compared with 11% for US students.

The confidence ribbon around the estimate of the total effect of GRE-Q for NonUS students (Figure 8f) is larger than that for US students, indicating a larger degree of uncertainty around this estimate. While the total effect of GRE-Q bordered on statistical significance for the US student subset, the wider confidence interval for the NonUS student estimate easily includes the line $y = 0$ and therefore does not provide strong evidence that GRE-Q effectively predicts NonUS student PhD completion. The direct and indirect effect estimates of GRE-Q on completion do not meet the threshold of statistical significance either.

The GRE-P mediation analysis results for international students is similar to that of the US student group. Again, the total effect of GRE-P barely misses the threshold for statistical significance (Figure 8d). However, any effect of GRE-P on a student’s PhD
Figure 8: Mediation analysis results using international student data predicting a student’s change in probability of completion, split into direct (red) and indirect via graduate GPA (blue) effects. Only the GRE-P mediation analysis results for international students is similar to that of the US student group.

Completion appears to be entirely mediated by GGPA, defined by the fact that the indirect effect of GRE-P is statistically significant across all magnitudes of score change while its direct effects are not. The model estimates that due to the indirect effect of GRE-P on GGPA, a change from the 10th to 90th percentile of GRE-P scores among international students in this study (a change in GRE-P from 21 to 85 among the overall test-taking population).
population) the predicted probability of completion increases by 8%.
C. Multiple Mediators - NonUS

Figure 9: Multiple mediator results for NonUS students. As in the main analysis, the indirect effects transmitted through program tier are not statistically significant in any of the multiple mediator models and are minuscule compared to the effects associated with GGPA. Results are mostly consistent with the single mediator case, although in this GRE-Q model the total indirect effect is slightly larger than the direct effect. However the large error bars indicate these estimates are highly uncertain.

Methods to disentangle the effect that individual paths in a multiple mediator model have on the dependent variable has been the subject of much recent research [3, 4]. For the international student model we again follow the method provided in [5], which extends the counterfactual mediation analysis framework to deal with particular cases of multiple mediators.

Again despite its inclusion, the indirect effects transmitted through program tier are not statistically significant in any of the multiple mediator models and are minuscule compared to the effects associated with GGPA.

Direct and indirect effects are calculated for the multiple mediator mode; effects for which the 95% error bars do not cross zero are statistically significant. These results are summarized in Figure 9. The single mediator results presented in Section VI B are mostly consistent qualitatively with the results of this multiple mediator analysis. None of the metrics have a statistically significant total effect, although GRE-P is close.

The primary difference between the single mediator and multiple mediator models is that in the multiple mediator GRE-Q model, the total indirect effect is slightly larger than the direct effect, whereas this is reversed in the single mediator case. Still, neither effect is statis-
tically significant in either the single or multiple mediator models. The confidence intervals for the direct effect are large and clearly cross zero in both models, so this discrepancy is not inconceivable.
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