Extensions of modules for twisted current algebras
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Abstract. Twisted current algebras are fixed point subalgebras of current algebras under a finite group action. Special cases include equivariant map algebras and twisted forms of current algebras. Their finite-dimensional simple modules fall into two categories, those which factor through an evaluation map and those which do not. We show that there are no nontrivial extensions between finite-dimensional simple evaluation and non-evaluation modules. We then compute extensions between any pair of finite-dimensional simple modules for twisted current algebras, and use this information to determine the block decomposition for the category. In the special case of twisted forms, this decomposition can be described in terms of maps to the fundamental group of the underlying root system.
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1 Introduction

Let \( g \) be a finite-dimensional reductive Lie algebra over an algebraically closed field \( k \) of characteristic zero, and suppose that \( X \) is an affine \( k \)-scheme of finite type with coordinate algebra \( S \). The vector space \( g \) is naturally an affine \( k \)-scheme, and the algebra of morphisms from \( X \) to \( g \) may be identified with the current Lie algebra \( g \otimes_k S \), under the pointwise Lie bracket \( [x \otimes r, y \otimes s] = [x, y] \otimes rs \) for all \( x, y \in g \) and \( r, s \in S \).

Let \( \Gamma \) be a finite group acting by \( k \)-algebra automorphisms on \( S \), and let \( u \) be a crossed homomorphism from \( \Gamma \) to the group \( \text{Aut}_{S-Lie}(g \otimes_k S) \) of \( S \)-Lie automorphisms of \( g \otimes_k S \). The crossed homomorphism \( \gamma \mapsto u_\gamma \) then induces a group action of \( \Gamma \) on the
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current algebra \( g \otimes_k S \) by \( k \)-Lie algebra automorphisms:

\[
\gamma(x \otimes s) := u_\gamma(x \otimes \gamma s),
\]

and the \( k \)-Lie subalgebra \( (g \otimes_k S)^\Gamma = \{ z \in g \otimes S : \gamma z = z \text{ for all } \gamma \in \Gamma \} \) of \( \Gamma \)-invariants is called the twisted current algebra associated with the action of \( \Gamma \) on \( g \otimes_k S \). In the case where \( g \) is simple and \( S \) is reduced, any group action \( \Gamma \to \text{Aut}_{k-Lie}(g \otimes_k S) \) is of this form, and the twisted current algebras are precisely the invariant subalgebras of \( g \otimes_k S \) under finite group actions [8, Theorem 2.2].

We are especially interested in the case where \( g \) is simple and \( S \) is a Galois extension of the subalgebra \( S^\Gamma \) of \( \Gamma \)-invariants. Descent theory studies these twisted current algebras, which are exactly the \( S/S^\Gamma \)-twisted forms of the current algebra \( g \otimes_k S^\Gamma \). Modules for these algebras will be studied in detail in Section 5. Another important class of examples is the case where the cocycle \( u \) defines a group action of the form \( \gamma(x \otimes s) = \gamma x \otimes \gamma s \) for all \( \gamma \in \Gamma \) and \( x \otimes s \in g \otimes S \). Such twisted current algebras are called equivariant map algebras. For further examples and details on twisted current algebras, see [8].

The finite-dimensional simple modules for twisted current algebras were classified in [8] as evaluation modules or tensor products of evaluation modules with 1-dimensional non-evaluation modules. Evaluation modules are those whose action factors through the image of an evaluation homomorphism

\[
\text{ev}_M : L \to g \otimes_k S \to (g \otimes_k S/M_1) \oplus \cdots \oplus (g \otimes_k S/M_r)
\]

for some family of maximal ideals \( M = \{M_1, \ldots, M_r \} \subseteq \text{Max} \ S \). As the image of each of the “evaluations” \( L \to g \otimes S/M_i \) is isomorphic to a reductive subalgebra of the finite-dimensional \( k \)-Lie algebra \( g \), this reduces the classification of evaluation representations to the well known description of simple modules for reductive Lie algebras and the somewhat trickier problem of classification up to isomorphism. Non-evaluation modules first appeared in the context of the Onsager algebra [3]; they are representations which do not factor through any evaluation homomorphism.

The next step in understanding the category \( L\text{-mod} \) of finite-dimensional modules for twisted current algebras, and the main goal of the present article, is to calculate the extensions between simple modules and determine the blocks of \( L\text{-mod} \). Such a classification was recently obtained in the case of equivariant map algebras [11], modulo an assumption that certain \( \text{Ext}^1 \) groups vanish. In Theorem 3.2, we completely settle this question and show that every Lie subalgebra of \( g \otimes_k S \) is extension-local. In particular, twisted current algebras (and thus equivariant map algebras) are

After a brief review of the classification of finite-dimensional simple modules in Section 2, we address the open question of calculating extensions between evaluation and non-evaluation modules in Section 3. The block decomposition for equivariant map algebras was previously obtained only under the key assumption that \( \text{Ext}_L^1(V, k_\lambda) = 0 \) for simple evaluation modules \( V \) and 1-dimensional non-evaluation modules \( k_\lambda \). Such algebras \( L \) are said to be extension-local. It has remained an open question as to whether there exist equivariant map algebras which are not extension-local. In Theorem 3.2, we completely settle this question and show that every Lie subalgebra of \( g \otimes_k S \) is extension-local. In particular, twisted current algebras (and thus equivariant map algebras) are
always extension-local. It then easily follows that there are no non-trivial extensions between simple evaluation and non-evaluation modules (Theorem 4.2).

In Section 4, we apply our extension-locality results to the context of calculating extensions and blocks of the category $L$-mod for any twisted current algebra $L$. In Theorem 4.23 we obtain a bijection between blocks and pairs $(\chi, k_\alpha)$ of spectral characters $\chi$ and certain non-evaluation representations $k_\alpha$. The results generalize previous work done in the case of equivariant map algebras [11], and we are able to offer a more complete classification even in this case, by using the results of Section 3 to drop the hypothesis of extension-locality.

We close the paper with a specialization to the previously unexplored setting of twisted forms of current algebras. Since these algebras are perfect, it is obvious that there are no non-evaluation modules, and the classification of blocks reduces to the calculation of spectral characters. We show that these spectral characters may be interpreted as maps from the maximal spectrum $\text{Max} \, S$ to the fundamental group $P/Q$ of the root system of $g$. This generalizes previously known results for loop algebras [2, 13]. None of this material was previously known in the general setting of twisted current algebras.

Our proofs in Section 5 are completely different from those appearing in the special case of loop algebras [2, 13], however. Chari, Moura, and Senesi made extensive use of Weyl modules and Drinfeld polynomials, while our approach relies on a more explicit determination of extensions, whose dimension depends on particular Littlewood-Richardson coefficients, which are then calculated with the PRV formula. We illustrate the power of our results with a strikingly simple parametrisation of the blocks of the mysterious Margaux algebra, a twisted form of a multiloop algebra whose existence is only known cohomologically through descent theory.
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Notation. Throughout this paper, $k$ will denote an algebraically closed field of characteristic zero. All algebras and tensor products will be taken over $k$ unless otherwise indicated. The category of finitely generated unital commutative associative $k$-algebras will be denoted by $k$-alg. We write $\text{Max} \, S$ for the maximal spectrum of each object $S$ in $k$-alg. Unless otherwise specified, $L$ will denote an arbitrary Lie algebra over $k$, $L' = [L, L]$ will be its derived subalgebra, and $L$-mod will be the category of finite-dimensional $L$-modules. For linear forms $\lambda \in (L/L')^*$, the associated 1-dimensional $L$-module will be denoted by $k_\lambda$, and $V^L$ will be the (trivial) submodule $V^L = \{v \in V : x.v = 0 \text{ for all } x \in L\}$ of $L$-invariants of any $L$-module $V$.

2 Representations of Twisted Current Algebras

Let $g$ be a finite-dimensional reductive Lie algebra over $k$, $S$ an object of $k$-alg, and $\Gamma$ a finite group acting by $k$-algebra automorphisms on $S$. Given a crossed homomorphism $u : \Gamma \to \text{Aut}_{S-Lie}(g \otimes S)$, $\gamma \mapsto u_\gamma$, there is an action of $\Gamma$ by $k$-Lie algebra
automorphisms on the current algebra \( g \otimes S \):

\[
\gamma(x \otimes s) = u_\gamma(x \otimes \gamma s),
\]

for all \( \gamma \in \Gamma \) and \( x \otimes s \in g \otimes S \). The Lie subalgebra

\[
\mathcal{L} = (g \otimes S)^\Gamma = \{ z \in g \otimes S \mid \gamma z = z \text{ for all } \gamma \in \Gamma \}
\]

of \( \Gamma \)-invariants is called a twisted current algebra. When \( g \) is simple and \( S \) is reduced, every finite group action by \( k \)-Lie algebra automorphisms on \( g \otimes S \) is of this form, and the twisted current algebras are precisely the invariant subalgebras of \( g \otimes S \) under finite group actions \([8, \text{Theorem } 2.2]\).

When \( g \) is simple and \( S \) is a Galois extension of the subalgebra \( S^\Gamma \) of \( \Gamma \)-invariants, we obtain the \( S/S^\Gamma \)-twisted forms of the current algebra \( g \otimes S^\Gamma \), those \( S^\Gamma \)-Lie algebras \( A \) with the property that \( A \otimes_{S^\Gamma} \) is isomorphic to the \( S \)-Lie algebra \( g \otimes S \). See \([9]\) for details. Another important class of examples occurs when the automorphisms \( u_\gamma : g \otimes S \to g \otimes S \) leave the subalgebra \( g \otimes k \cong g \) setwise invariant. Such twisted current algebras are called equivariant map algebras.

The finite-dimensional simple modules of twisted current algebras \( \mathcal{L} = (g \otimes S)^\Gamma \) were classified in \([8]\). We summarize the necessary definitions and classification results in this section.

For each \( s \in S \) and \( M \in \text{Max } S \), let \( s(M) \in k \) be the reduction of \( s \) modulo \( M \):

\[
s(M) + M = s + M \in S/M \cong k.
\]

Likewise, we write \( z(M) = \sum s_i(M)x_i \in g \), for all \( z = \sum x_i \otimes s_i \in g \otimes S \). For each \( M \in \text{Max } S \), the image of the map

\[
ev_M : g \otimes S \to g
\]

\[
z \mapsto z(M),
\]

restricted to the twisted current algebra \( \mathcal{L} = (g \otimes S)^\Gamma \), is the reductive Lie algebra

\[
g^M = \{ x \in g \mid \gamma(M)x = x \text{ for all } \gamma \in \Gamma^M \},
\]

where \( \Gamma^M = \{ \gamma \in \Gamma \mid \gamma M = M \} \), and \( \gamma(M) \) is the \( k \)-Lie algebra automorphism

\[
\gamma(M) : g \to g
\]

\[
x \mapsto (\gamma(x \otimes 1))(M).
\]

For any Lie subalgebra \( L \) of \( g \otimes S \), the modules whose actions factor through an evaluation homomorphism

\[
ev_M : L \to ev_{M_1}(L) \oplus \cdots \oplus ev_{M_r}(L)
\]

for some \( M = \{ M_1, \ldots, M_r \} \subseteq \text{Max } S \) are called evaluation modules.
Theorem 2.1 [Theorems 3.1 and 3.2] Let $\rho : \mathcal{L} \to \text{End}_k V$ be an irreducible finite-dimensional representation of the twisted current algebra $\mathcal{L}$. Then there exist $M_1, \ldots, M_r \in \text{Max} S$ in distinct $\Gamma$-orbits, together with finite-dimensional simple $\mathfrak{g}^M$-modules $(V_i, \rho_i)$ and a (possibly trivial) 1-dimensional $\mathcal{L}$-module $W$, such that $V \cong W \otimes V_1 \otimes \cdots \otimes V_r$, with $\mathcal{L}$-action $\rho_i \circ \text{ev}_{M_i}$ on each $V_i$. Conversely, every $\mathcal{L}$-module of this form is finite-dimensional and simple.

The classification of simple modules up to isomorphism is given in terms of a trivial fibre bundle

$$\mathcal{R} = \bigsqcup_{M \in \text{Max} S} \text{Rep}(\mathfrak{g}^M) \to \text{Max} S,$$

where the fibre over $M \in \text{Max} S$ is the set $\text{Rep}(\mathfrak{g}^M)$ of isomorphism classes of finite-dimensional simple $\mathfrak{g}^M$-modules. The class $[k_0]$ of the trivial 1-dimensional module $k_0$ is a member of each fibre. For any section $f : \text{Max} S \to \mathcal{R}$ of this bundle, we define the support of $f$ to be $\text{supp } f = \{M \in \text{Max} S \mid f(M) \neq [k_0]\}$. If $\text{supp } f$ is of finite cardinality, we say that $f$ is finitely supported, and we denote the set of finitely supported sections by $\mathcal{F}$.

Given an evaluation module $E = \bigotimes_{i=1}^r E_i$, with $[(E_i, \rho_i)] \in \text{Rep}(\mathfrak{g}^{M_i})$, we define a section $f_E \in \mathcal{F}$ as follows:

$$f_E : \mathcal{R} \to \bigotimes_{i=1}^r \text{Rep}(\mathfrak{g}^{M_i})$$

where the image of the maximal ideal $M_i$ under the action of $\gamma \in \Gamma$ on $S$. Such sections $f_E$ are invariant under an action $f \mapsto \gamma f$ of the group $\Gamma$ on the set $\mathcal{F}$, where

$$\gamma f(M) = \left[\left(V_{\gamma^{-1}M}, \rho_{\gamma^{-1}M} \circ (\gamma(M))^{-1}\right)\right],$$

and $(V_{\gamma^{-1}M}, \rho_{\gamma^{-1}M})$ is a representative of the isomorphism class $f(\gamma^{-1}M)$ of $\mathfrak{g}^{\gamma^{-1}M}$ modules. In the remainder of the paper, we will use the more concise notation $f(\gamma^{-1}M) \circ (\gamma(M))^{-1}$ for $(\gamma f)(M)$.

Conversely, for each $f$ in the set $\mathcal{F}^\Gamma$ of finitely supported $\Gamma$-invariant sections, we can decompose the support of $f$ into pairwise disjoint $\Gamma$-orbits:

$$\text{supp } f = \bigsqcup_{i=1}^r \Gamma \cdot M_i,$$

and define an $\mathcal{L}$-module:

$$V_f = V_{f(M_1)} \otimes \cdots \otimes V_{f(M_r)},$$

where the $V_{f(M_i)}$ are representatives of the isomorphism classes $f(M_i) \in \text{Rep}(\mathfrak{g}^{M_i})$, and $(V_f, \rho_f)$ is an evaluation $\mathcal{L}$-module via the pullback of $\text{ev}_{M}$. The isomorphism class of $(V_f, \rho_f)$ is independent of the choice of representatives $V_{f(M_i)}$ and these give a natural bijection between $\mathcal{F}^\Gamma$ and the set $\mathcal{S}$ of simple objects in $\mathcal{L}_{\text{ev}} - \text{mod}$, the full subcategory of finite-dimensional evaluation modules in $\mathcal{L} - \text{mod}$. 
Theorem 2.4 [8, Proposition 3.13] The map \( f \mapsto V_f \) is a bijection from \( \mathcal{F}_\Gamma \) to \( \mathcal{S} \), with inverse \( E \mapsto f_E \).

Using this equivalence, we define the support of a simple object \( E \in \mathcal{L}_{ev} - \text{mod} \) to be the support of the corresponding section \( f_E \). The support of an arbitrary module in \( \mathcal{L}_{ev} - \text{mod} \) is defined as the union of the supports of its simple subquotients. A finite-dimensional simple evaluation module supported on a single \( \Gamma \)-orbit \( \Gamma . M \) is called a single-orbit evaluation module, and the full subcategory of such modules in \( \mathcal{L}_{ev} - \text{mod} \) is denoted by \( \mathcal{L}_{ev}^{\Gamma . M} - \text{mod} \). By [8, Lemma 3.8], there are natural equivalences of categories

\[
\mathcal{L}_{ev}^{\Gamma . M} - \text{mod} \cong \mathcal{L}_{ev}^{\Gamma . (\gamma M)} - \text{mod} = \mathcal{L}_{ev}^{\Gamma . M} - \text{mod}
\]

(2.5)

\[
(\rho, V) \mapsto \left( \rho \circ (\gamma(M))^{-1}, V \right),
\]

for all \( M \in \text{Max } S \) and \( \gamma \in \Gamma \).

The classification of finite-dimensional simple \( \mathcal{L} \)-modules up to isomorphism finishes with a removal of redundancies created by the tensor product with the 1-dimensional module \( W \) in the statement of Theorem 2.1:

Theorem 2.6 [8, Theorem 3.14] The isomorphism classes of finite-dimensional simple \( \mathcal{L} \)-modules are in natural bijection with the pairs \( (\lambda, f) \in \mathcal{L}^* \times \mathcal{F}_\Gamma \), such that \( \lambda \) vanishes on \( [\mathcal{L}, \mathcal{L}] \), \( \mathcal{L} / \ker \rho_f \) is semisimple, and \( \ker(\lambda \otimes 1 + 1 \otimes \rho_f) = (\ker \lambda) \cap (\ker \rho_f) \). Explicitly, \( (\lambda, f) \) corresponds to the isomorphism class of \( k_{\lambda} \otimes V_f \).

3 Extensions between Evaluation and Non-Evaluation Modules

Given an abelian category \( \mathcal{C} \), two indecomposable objects \( I_1 \) and \( I_2 \) are linked, and we write \( I_1 \sim I_2 \) if there is no decomposition \( \mathcal{C} = \mathcal{C}_1 \oplus \mathcal{C}_2 \) where \( \mathcal{C}_i \) are abelian subcategories such that \( I_i \in \mathcal{C}_i \). For a given linkage class \( \Lambda \), define \( \mathcal{C}_\Lambda \) to be the full subcategory of \( \mathcal{C} \) consisting of direct sums of indecomposables from \( \Lambda \). The category \( \mathcal{C}_\Lambda \) is called a block of \( \mathcal{C} \) and the category \( \mathcal{C} \) then has the following block decomposition: \( \mathcal{C} = \bigoplus \mathcal{C}_\Lambda \), where the direct sum is taken over all linkage classes \( \Lambda \).

The blocks of the category of finite-dimensional representations of equivariant map algebras were classified in [11], modulo the hypothesis of extension-locality, defined as below.

Definition 3.1 A Lie subalgebra \( \mathcal{L} \) of the current algebra \( \mathfrak{g} \otimes S \) is extension-local if \( \text{Ext}^1_L(k_{\lambda} \otimes V) = 0 \) whenever \( V \) is a simple evaluation module and \( k_{\lambda} \) is not an evaluation module.

\footnote{The original definition was that \( \text{Ext}^1_L(V, k_{\lambda}) = 0 \) for all simple \( V \in \mathcal{L}_{ev} - \text{mod} \) and \( k_{\lambda} \notin \mathcal{L}_{ev} - \text{mod} \). Since \( \text{Ext}^1_L(V^*, k_{\lambda}^*) = H^1(\mathcal{L}; V \otimes k_{\lambda}^*) = \text{Ext}^1_L(k_{\lambda} \otimes V) \), this is clearly equivalent to the definition above, since duals of (non)evaluation modules are (non)evaluation modules.}
Despite a number of interesting examples of extension-local equivariant map algebras, it has remained an open question whether there exist equivariant map algebras which are not extension-local [11, Remark 5.14]. In this section, we prove that there are no such examples; every twisted current algebra is extension-local, and the hypothesis of extension-locality is thus superfluous in [11] and in the present article.

**Theorem 3.2** Let $\mathcal{L}$ be a Lie subalgebra of $\mathfrak{g} \otimes S$. Then $\mathcal{L}$ is extension-local. In particular, every twisted current algebra is extension-local.

**Proof** Suppose $\mathcal{L}$ is not extension-local. Then there is a simple evaluation representation $(V, \psi)$ and a 1-dimensional non-evaluation $\mathcal{L}$-module $k_\lambda$ such that $\text{Ext}^1_{\mathcal{L}}(k_\lambda, V) \neq 0$. As usual, we view $\lambda$ as a linear functional on $\mathcal{L}$, with kernel containing the derived subalgebra $\mathcal{L}'$. In particular, there exist maximal ideals $M_1, \ldots, M_r \in \text{Max} S$ such that

$$\ker \text{ev}_M := \bigcap_{i=1}^r \ker \text{ev}_{M_i}$$

lies in $\ker \psi$. As $k_\lambda$ is not an evaluation module, $\ker \text{ev}_M \not\subseteq \ker \lambda$, so there exists

$$z \in \ker \text{ev}_M \setminus \ker \lambda. \hspace{1cm} (3.3)$$

Rescaling $z$ if necessary, we may assume that $\lambda(z) = -1$.

As $\text{Ext}^1_{\mathcal{L}}(k_\lambda, V) \neq 0$, there is an $\mathcal{L}$-module structure

$$\phi : \mathcal{L} \to \text{End}_k(V \oplus k_\lambda)$$

on the vector space direct sum $V \oplus k_\lambda$, such that the natural inclusion and projection maps give a nonsplit short exact sequence

$$0 \to V \to V \oplus k_\lambda \to k_\lambda \to 0. \hspace{1cm} (3.4)$$

Fixing a $k$-basis $\{v_1, \ldots, v_\ell\}$ for the $\mathcal{L}$-module $V$ and a nonzero element $v' \in k_\lambda$, we may express the image $\phi(x)$ of each $x \in \mathcal{L}$ as an $(\ell + 1) \times (\ell + 1)$ matrix

$$\phi(x) = \begin{pmatrix} A(x) & b(x) \\ 0 & \lambda(x) \end{pmatrix},$$

with respect to the basis $\{v_1, \ldots, v_\ell, v'\}$. Here $A(x)$ is an $\ell \times \ell$ matrix in $M_\ell(k)$ and $b(x)$ is an $\ell \times 1$ column vector in $k^\ell$.

For clarity, we will divide the rest of the proof into a series of short steps.

**Step 1.** Suppose that the $k$-vector space

$$\mathcal{R} = \left\{ \begin{pmatrix} b(x) \\ \lambda(x) \end{pmatrix} \mid x \in \mathcal{L} \right\}$$

is 1-dimensional. Then $V$ is 1-dimensional.
Proof. By hypothesis, there exists $b \in k^\ell$ such that
\[ b(x) = \lambda(x)b \]
for all $x \in \mathcal{L}$. If $x \in \mathcal{L}$ and $y \in \ker \lambda$, we have
\[ \phi[x, y] = [\phi(x), \phi(y)] = \begin{pmatrix} [A(x), A(y)] & -\lambda(x)A(y)b \\ 0 & 0 \end{pmatrix}. \]
In particular,
\[ -\lambda(x)A(y)b = b([x, y]) = \lambda([x, y])b = 0, \]
since $\lambda$ vanishes on $\mathcal{L}'$. Specializing to any $x \notin \ker \lambda$, we see that
\[ A(y)b = 0 \quad (3.5) \]
for all $y \in \ker \lambda$.

If $b = 0$, then
\[ \phi(x) = \begin{pmatrix} A(x) & 0 \\ 0 & \lambda(x) \end{pmatrix} \]
for all $x \in \mathcal{L}$, which is impossible since (3.4) is not split.

We can thus identify $b$ with a nonzero element $\sum_{i=1}^\ell b_i v_i$ of $V$. For $x \in \mathcal{L}$ and $y \in \ker \lambda$,
\[ y.(x.b) = [y, x].b + x.(y.b). \quad (3.6) \]
Since $y, [y, x] \in \ker \lambda$ and the action of each element $u \in \mathcal{L}$ on $b$ is given by $u.b = A(u)b$, we see that $y.(x.b) = 0$, by (3.5) and (3.6). Moreover, $\mathcal{U}(\mathcal{L}).b = V$ by the irreducibility of $V$, so
\[ 0 = (\ker \lambda).\mathcal{U}(\mathcal{L}).b = (\ker \lambda).V. \]
Thus $\ker \lambda \subseteq \ker \psi$, so $\mathcal{L}/\ker \psi$ is of dimension at most 1, and the irreducible $\mathcal{L}$-module $V$ is 1-dimensional.

**Step 2.** There exists $t \in \ker \lambda$ such that $b(t) \neq 0$.

**Proof.** Suppose that $\mathcal{R}$ is 1-dimensional. By Step 1, $V = k_\mu$ for some $\mu \in \mathcal{L}^*$, and
\[ \phi(x) = \begin{pmatrix} \mu(x) & \lambda(x)b \\ 0 & \lambda(x) \end{pmatrix} \]
for some nonzero $b \in k$. Moreover,
\[ \mu(y)b = A(y)b = 0 \]
for all $y \in \ker \lambda$ by (3.5), so $\ker \lambda \subseteq \ker \mu$ and $\mu = \lambda$ or $\mu = 0$. As $V = k_\mu$ is an evaluation module and $k_\lambda$ is not, we see that $\mu = 0$.

Therefore,
\[ \phi(x) = \begin{pmatrix} 0 & \lambda(x)b \\ 0 & \lambda(x) \end{pmatrix} \]
for all $x \in L$. But then the map

$$
\begin{align*}
\rho : & k\lambda \rightarrow V \oplus k\lambda \\
& cv' \mapsto (c\mathbb{B}, cv')
\end{align*}
$$

(3.7)

for each $cv' \in k\lambda = \text{Span}\{v'\}$ is a splitting of (3.4), contradicting the assumption that the exact sequence (3.4) is not split. Hence $R$ is at least 2-dimensional.

We can thus construct $t \in \ker \lambda$ such that $\mathbb{B}(t) \neq 0$, by taking an appropriate linear combination of any pair $u_1, u_2 \in L$ such that

$$
\begin{align*}
\mathbb{B}(u_1) \\
\lambda(u_1)
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{B}(u_2) \\
\lambda(u_2)
\end{align*}
$$

are linearly independent.

**Step 3.** There exists $w \in \ker \mathbb{B}_M \cap \ker \lambda$ such that $\phi(w) \neq 0$.

**Proof.** Let $X = \{\phi(x) : x \in \ker \mathbb{B}_M\}$. If $X = 0$, then $\ker \mathbb{B}_M \subseteq \ker \phi \subseteq \ker \lambda$. Since $k\lambda$ is not an evaluation module, this is impossible. Hence $X \neq 0$, and without loss of generality, we can assume that each nonzero $\phi(x) \in X$ is of the form

$$
\phi(x) = \begin{pmatrix}
0 \\
\mathbb{B}(x) \\
0 \\
\lambda(x)
\end{pmatrix},
$$

with $\lambda(x) \neq 0$. In particular, $X$ is 1-dimensional, as

$$
\phi(\lambda(y)x - \lambda(x)y) = \begin{pmatrix}
0 \\
\lambda(y)\mathbb{B}(x) - \lambda(x)\mathbb{B}(y) \\
0 \\
0
\end{pmatrix}
$$

will be nonzero for any pair of linearly independent $\phi(x), \phi(y) \in X$. There is thus a nonzero element $\mathbb{B} \in V = k\ell$ such that

$$
\phi(x) = \begin{pmatrix}
0 \\
\lambda(x)\mathbb{B} \\
0 \\
\lambda(x)
\end{pmatrix},
$$

for all $x \in \ker \mathbb{B}_M$.

For each $x \in \ker \mathbb{B}_M$ and $y \in \ker \lambda$, we have

$$
\phi([x, y]) = [\phi(x), \phi(y)] = \begin{pmatrix}
0 \\
-A(y)\mathbb{B}(x) - \lambda(x)\mathbb{B}(y) \\
0 \\
0
\end{pmatrix}.
$$

If $-A(y)\mathbb{B}(x) - \lambda(x)\mathbb{B}(y)$ is nonzero for some $x \in \ker \mathbb{B}_M$ and $y \in \ker \lambda$, then we are done, since $w = [x, y] \in \ker \mathbb{B}_M \cap \ker \lambda$ and $\phi(w) \neq 0$.

We can thus assume that

$$
A(y)\lambda(x)\mathbb{B} + \lambda(x)\mathbb{B}(y) = A(y)\mathbb{B}(x) + \lambda(x)\mathbb{B}(y) = 0,
$$

(3.8)

for all $x \in \ker \mathbb{B}_M$ and $y \in \ker \lambda$. The map $\rho : k\lambda \rightarrow V \oplus k\lambda$ in (3.7) is then again a splitting of the short exact sequence (3.4). Indeed, since $\ker \lambda$ is codimension 1 in $L$
and $\ker ev_M \not\subseteq \ker \lambda$, we see that $\ker ev_M + \ker \lambda = \mathcal{L}$, and we need only verify that $\rho$ commutes with the actions of $\ker ev_M$ and $\ker \lambda$.

Let $cv' \in k_\lambda = \text{Span}\{v'\}$. For $x \in \ker ev_M$, we have

$$x.\rho(cv') = x.(c\mathfrak{B}, cv') = (\lambda(x)c\mathfrak{B}, \lambda(x)cv'). \tag{3.9}$$

Likewise, for $x \in \ker \lambda$, we have

$$x.\rho(cv') = x.(c\mathfrak{B}, cv') = (cA(x)\mathfrak{B} + c\mathfrak{B}(x), 0). \tag{3.10}$$

Taking $z$ as in (3.3), we see that $\lambda(-cz) = c$, so $x.\rho(cv') = (0, 0) = (\lambda(x)c\mathfrak{B}, \lambda(x)cv')$ by (3.8) for all $x \in \ker \lambda$. In both (3.9) and (3.10),

$$\rho(x.cv') = x.\rho(cv'),$$

so the map $\rho$ is a splitting of (3.4). This contradicts the non-triviality of the extension, so there exists $w \in \ker ev_M \cap \ker \lambda$ with $\phi(w) \neq 0$.

**Step 4.** $\text{Ext}^1_{\mathcal{L}}(k_\lambda, V) = 0$.

**Proof.** By Step 3, there exists $w \in \mathcal{L}$ such that

$$\phi(w) = \begin{pmatrix} 0 & \mathfrak{B}(w) \\ 0 & 0 \end{pmatrix} \neq 0.$$

Choosing $z$ as in (3.3), we have

$$\phi([z, w]) = [\phi(z), \phi(w)] = \left[ \begin{pmatrix} 0 & \mathfrak{B}(z) \\ 0 & -1 \end{pmatrix}, \begin{pmatrix} 0 & \mathfrak{B}(w) \\ 0 & 0 \end{pmatrix} \right] = \phi(w).$$

Let $z_n = (\text{ad} z)^{n-1}w$ for all $n \geq 1$. Then

$$\phi(z_n) = \phi(w) \neq 0$$

for all $n$. As $z, w \in \ker ev_M \subseteq \mathcal{L} \cap (\mathfrak{g} \otimes M_1)$, we also have

$$z_n \in \mathcal{L} \cap (\mathfrak{g} \otimes M_1^n),$$

where $M_1^n$ is the $n$th power of the maximal ideal $M_1 \in \text{Max} \mathcal{S}$.

Let $\mathcal{I}_n = (\mathcal{L} \cap (\mathfrak{g} \otimes M_1^n)) + \ker \phi$. Clearly,

$$\dim_k(\mathcal{I}_n/\ker \phi) \leq \dim_k(\mathcal{L}/\ker \phi) \leq (\ell + 1)^2.$$

That is,

$$\mathcal{I}_1/\ker \phi \supseteq \mathcal{I}_2/\ker \phi \supseteq \cdots$$

is a decreasing sequence of finite-dimensional vector spaces. In particular, there exists $N > 0$ such that

$$\mathcal{I}_N = \mathcal{I}_{N+1} = \mathcal{I}_{N+2} = \cdots.$$
Since \( z_N \in \mathcal{I}_N \setminus \ker \phi \), we see that \( \dim_k(\mathcal{I}_N/\ker \phi) \neq 0 \), so

\[
\left( \mathcal{L} \cap \left( \mathfrak{g} \otimes \bigcap_{n>0} M_1^n \right) \right) + \ker \phi = \bigcap_{n>0} \mathcal{I}_n = \mathcal{I}_N
\]
is not contained in \( \ker \phi \).

The finitely generated \( k \)-algebra \( S \) is a quotient of a polynomial ring \( T \) in finitely many variables. The maximal ideal \( M_1 \in \text{Max} \ S \) is thus the quotient of a maximal ideal \( N \) of \( T \). As \( T \) is a noetherian domain,

\[
\bigcap_{n>0} N^n = 0,
\]

by the Krull Intersection Theorem. It follows that

\[
\bigcap_{n>0} M_1^n = 0 \quad \text{and} \quad \bigcap_{n>0} \mathcal{I}_n = \ker \phi,
\]
a contradiction. Hence \( \text{Ext}^1_C(k\lambda, V) = 0 \).

\[\square\]

4 Blocks for Twisted Current Algebras

In this section, we compute extensions in the category \( \mathcal{L}-\text{mod} \) of finite-dimensional modules over a twisted current algebra \( \mathcal{L} = (\mathfrak{g} \otimes S)^\Gamma \). We use Theorem 3.2 to reduce the calculation of ext-blocks to the calculation of extensions between simple evaluation modules, and then use the description of ext-blocks to determine the blocks for \( \mathcal{L}-\text{mod} \). The material in this section relies on basic definitions and facts about extensions found in Appendix A, and extends previously known results for equivariant map algebras [11] to the general setting of twisted current algebras.

We begin our study of block decomposition with the following corollary to Theorem 3.2, which says that there are no non-trivial extensions between simple evaluation and non-evaluation modules.

**Definition 4.1** Let \( V \) and \( W \) be simple objects of an abelian category \( \mathcal{C} \) of finite length, such as \( \mathcal{L}-\text{mod} \), \( \mathcal{L}_{\text{ev}}-\text{mod} \), or the finite-dimensional modules over a finite-dimensional Lie algebra. We say that \( V \) and \( W \) are in the same extension block of \( \mathcal{C} \) if \( V \cong W \) or there is a finite sequence of simple objects \( \{T_i\}_{i=0}^N \) with \( T_0 = V, T_N = W \), and

\[
\text{Ext}^1_C(T^i, T^{i+1}) \neq 0 \quad \text{or} \quad \text{Ext}^1_C(T^{i+1}, T^i) \neq 0
\]

for every \( i \in \{0, ..., N-1\} \). The set of extension blocks of \( \mathcal{C} \) is denoted by \( \text{Ext-block} C \), and is a partition of the collection of simple objects of \( \mathcal{C} \) into disjoint subcollections. The block containing a simple object \( V \) will be denoted by \([V]\).

Let \( b \) be an extension block of \( \mathcal{C} \). The full subcategory \( \mathcal{C}^b \) of objects whose simple subquotients are all contained in \( b \) is a block of the category \( \mathcal{C} \), as defined at the beginning of Section 3. Conversely, every block of \( \mathcal{C} \) is of this form. More details may be found in [6, Section 1.13], for instance.

We begin our study of block decomposition with the following corollary to Theorem 3.2, which says that there are no non-trivial extensions between simple evaluation and non-evaluation modules.
Theorem 4.2 Let $k_\lambda \otimes V_f$ and $k_\mu \otimes V_g$ be simple objects of $\mathcal{L}$-mod where $(\lambda, f), (\mu, g) \in \mathcal{L}^* \times \mathcal{F}^\Gamma$ satisfy the three conditions of Theorem 2.6. Assume that $k_{\lambda - \mu}$ is not an evaluation module. Then $\text{Ext}_L^1(k_\lambda \otimes V_f, k_\mu \otimes V_g) = 0$.

Proof Consider the following natural isomorphism

$$\text{Ext}_L^1(k_\lambda \otimes V_f, k_\mu \otimes V_g) \cong \text{Ext}_L^1(k_{\lambda - \mu}, V^*_f \otimes V^*_g).$$

By [3] Theorem 4.12.1, the tensor product $V^*_f \otimes V^*_g$ is a semisimple $\mathcal{L}$-module. As both $V_f$ and $V_g$ are finite dimensional evaluation modules, $V^*_f \otimes V^*_g$ is a finite direct sum of simple finite dimensional evaluation $\mathcal{L}$-modules. Finally, since the bifunctor $\text{Ext}_L^1(-, -)$ commutes with finite direct sum in both slots, the result now follows as a corollary to Theorem 3.2. \square

Definition 4.3 Define $(\mathcal{L}/\mathcal{L}')^*_\text{ev} = \{ \lambda \in (\mathcal{L}/\mathcal{L}')^* | k_\lambda$ is an evaluation module}. Let

$$(\mathcal{L}/\mathcal{L}')^*_\text{comp-ev}$$

be a complementary vector subspace for $(\mathcal{L}/\mathcal{L}')^*_\text{ev}$ in $(\mathcal{L}/\mathcal{L}')^*$, so that

$$(\mathcal{L}/\mathcal{L}')^* = (\mathcal{L}/\mathcal{L}')^*_\text{ev} \oplus (\mathcal{L}/\mathcal{L}')^*_\text{comp-ev}.$$ (4.4)

Corollary 4.5 Let $k_\lambda \otimes V_f$ and $k_\mu \otimes V_g$ be simple objects of $\mathcal{L}$-mod where $(\lambda, f), (\mu, g) \in \mathcal{L}^* \times \mathcal{F}^\Gamma$ satisfy the three conditions of Theorem 2.6. Decompose $\lambda = \lambda_{\text{ev}} + \lambda_{\text{comp-ev}}$ and $\mu = \mu_{\text{ev}} + \mu_{\text{comp-ev}}$ according to [4.4]. Then $[k_\lambda \otimes V_f] = [k_\mu \otimes V_g]$ in $\mathcal{L}$-mod

$$\iff \begin{cases} 
\lambda_{\text{comp-ev}} = \mu_{\text{comp-ev}} \\
[k_\lambda_{\text{ev}} \otimes V_f] = [k_\mu_{\text{ev}} \otimes V_g] \end{cases}$$

in $\mathcal{L}_{\text{ev}}$-mod

Proof Since $k_{\lambda - \mu}$ is not an evaluation module if an only if $\lambda_{\text{comp-ev}} = \neq \mu_{\text{comp-ev}}$, Theorem 4.2 implies that $\lambda_{\text{comp-ev}} = \mu_{\text{comp-ev}}$ is necessary. Now suppose that $\lambda_{\text{comp-ev}} = \mu_{\text{comp-ev}}$ and consider proving the ‘only if’ part. Without loss of generality, the problem reduces to the case where $\text{Ext}_L^1(k_\lambda \otimes V_f, k_\mu \otimes V_g) \neq 0$ and the result follows from the natural isomorphism $\text{Ext}_L^1(k_\lambda \otimes V_f, k_\mu \otimes V_g) \cong \text{Ext}_L^1(k_{\lambda_{\text{ev}}} \otimes V_f, k_{\mu_{\text{ev}}} \otimes V_g)$. The ‘if’ part follows similarly. \square

Next, we proceed to describing the sets $\text{Ext}_L^1(E, F)$ of extensions between simple finite-dimensional evaluation $\mathcal{L}$-modules $E$ and $F$ (simple objects of $\mathcal{L}_{\text{ev}}$-mod).

Recall that the $\mathcal{L}$-action on a simple object of $\mathcal{L}_{\text{ev}}$-mod factors through the action of a reductive Lie algebra $\mathfrak{g}^M = \bigoplus_{i=1}^{r} \mathfrak{g}^M_i = \text{ev}_M(\mathcal{L})$ where $M = \{ M_i \}_{i=1}^{r}$ is a set of maximal ideals of $\mathcal{S}$ coming from $r$ distinct $\Gamma$-orbits. The reductive Lie algebra $\mathfrak{g}^M$ can be neatly described in terms of $\mathcal{L}$ itself and two ideals of $\mathcal{L}$, $\mathfrak{z}_M = \text{ev}_M^{-1}(Z(\mathfrak{g}^M))$ and $K_M = \ker(\text{ev}_M)$. The Chinese Remainder Theorem then gives an isomorphism of $\mathcal{S}^\Gamma$-Lie algebras

$$\mathfrak{g}^M \cong \mathcal{L}/K_M \longrightarrow \mathcal{L}/(\mathcal{L}' + K_M) \oplus \mathcal{L}/\mathfrak{z}_M.$$ (4.6)

In particular, we see that $\mathcal{L}/\mathfrak{z}_M \cong [\mathfrak{g}^M, \mathfrak{g}^M]$ is the derived subalgebra of the Lie algebra $\mathcal{L}/(\mathcal{L}' + K_M) \oplus \mathfrak{z}_M$, and $\mathcal{L}/(\mathcal{L}' + K_M) \cong Z(\mathfrak{g}^M)$ is its centre.

The following proposition and theorem can be proved with the obvious generalizations of proofs previously used in the equivariant map algebra case [11, Propositions 3.3 and 3.6].
Proposition 4.7 Let $\mathcal{M} = \{M_i\}_{i=1}^r$ be a set of maximal ideals of $S$ coming from distinct $\Gamma$-orbits. Let $\mathcal{I}_M = \bigcap_{\gamma \in \Gamma} \gamma \mathcal{M}$, $\mathcal{I}_M' = \mathcal{I}_M \cap S^\Gamma$, and

$$N_M = \{x \in K_M \mid I^M_{\Gamma} \cdot x \subseteq K'_{\Gamma}\} \quad \text{and} \quad \tilde{N}_M = \{y \in \mathfrak{Z}_M \mid I^M_{\Gamma} \cdot y \subseteq \mathfrak{Z}'_M\}.$$ 

Then $K'_M \subseteq N_M \subseteq K_M$ and $\mathfrak{Z}'_M \subseteq \tilde{N}_M \subseteq \mathfrak{Z}_M$ are all $S^\Gamma$-ideals of $L$, with

$$N_M/K'_M = (K_M/K'_M)^{I^M_{\Gamma}} \quad \text{and} \quad \tilde{N}_M/\mathfrak{Z}'_M = (\mathfrak{Z}_M/\mathfrak{Z}'_M)^{I^M_{\Gamma}}.$$ 

The adjoint action of $\mathcal{L}$ induces actions of $\mathfrak{g}^M \cong \mathcal{L}/K_M$ on the quotients $N_M/K'_M$, $K_M/K'_M$, and $K_M/N_M$. Moreover,

1. $K_M/N_M$ is a trivial $\mathfrak{g}^M$-module.
2. As $\mathfrak{g}^M$-modules, $N_M/K'_M = \bigoplus_{i=1}^r T_i$, where the $T_i$ are finite-dimensional over $k$, and $\mathfrak{g}^M, T_i = 0$ for all $j \neq i$.

Similarly, the adjoint action of $\mathcal{L}$ induces an action of $[\mathfrak{g}^M, \mathfrak{g}^M] \cong \mathcal{L}/\mathfrak{Z}_M$ on the quotients $\tilde{N}_M/\mathfrak{Z}'_M$, $\mathfrak{Z}_M/\mathfrak{Z}'_M$, and $\mathfrak{Z}_M/\tilde{N}_M$. Moreover,

3. $\mathfrak{Z}_M/\tilde{N}_M$ is a trivial $[\mathfrak{g}^M, \mathfrak{g}^M]$-module.
4. As $[\mathfrak{g}^M, \mathfrak{g}^M]$-modules, $\tilde{N}_M/\mathfrak{Z}'_M = \bigoplus_{i=1}^r U_i$, where the $U_i$ are finite-dimensional over $k$, and $[\mathfrak{g}^M, \mathfrak{g}^M], U_i = 0$ for all $j \neq i$.

\[
\square
\]

Theorem 4.8 Let $E$ and $F$ be simple objects of $\mathcal{L}_{ev\text{-mod}}$ and let $\{M_i\}_{i=1}^r \subseteq \text{Max } S$ be a set of representatives of each $\Gamma$-orbit in $\text{supp } E \cup \text{supp } F$. Write $E = \bigotimes_{i=1}^r E_i$ and $F = \bigotimes_{i=1}^r F_i$, where $E_i$ and $F_i$ are simple $\mathfrak{g}^{M_i}$-modules for all $i$.

Let $f_E$ and $f_F$ be the finitely supported $\Gamma$-invariant sections from $\text{Max } S$ to $\mathcal{R}$ corresponding to the isomorphism classes of $E$ and $F$, respectively. Then we have the following description of extensions:

1. If $f_E$ and $f_F$ differ on more than one $\Gamma$-orbit of $\text{Max } S$, then

$$\text{Ext}_{\mathcal{L}}^1(E, F) = 0.$$ 

2. If $f_E$ and $f_F$ differ on the single $\Gamma$-orbit of $M_j \in \text{Max } S$, then

$$\text{Ext}_{\mathcal{L}}^1(E, F) \cong \text{Ext}_{\mathcal{L}}^1(E_j, F_j).$$

3. If $f_E = f_F$, then

$$((\mathcal{L}/\mathcal{L}')^\ast)^{\oplus r-1} \oplus \text{Ext}_{\mathcal{L}}^1(E, F) \cong \bigoplus_{i=1}^r \text{Ext}_{\mathcal{L}}^1(E_i, F_i).$$

\[
\square
\]
Remark 4.9  Theorem [4.8] was first proved in the simpler setting of untwisted current algebras $\mathfrak{g} \otimes_k S$ in [7].

Theorem [4.8] reduces the problem of understanding the $\text{Ext}^1_L(-,-)$ bifunctor on a pair of evaluation modules to that of understanding it on a pair of evaluation modules that are supported on a single $\Gamma$-orbit of $\text{Max} S$. The next proposition precisely addresses this point.

Proposition 4.10  Let $k_{\lambda} \otimes V_f$ and $k_{\mu} \otimes V_g$ be simple objects of $L^{\Gamma,M}_{\mathfrak{ev},\mathfrak{mod}}$ where $(\lambda, f)$, $(\mu, g) \in \mathcal{L}^* \times J^\Gamma$ satisfy the three conditions of Theorem 2.6. In particular, $\lambda, \mu \in (\mathcal{L}/\mathcal{L}')^*_\mathfrak{ev}$, the support of $k_{\lambda}$, $k_{\mu}$, $V_f$ and $V_g$ is contained in $\Gamma.M$ and we have $V_f = V_{f(M)}$ and $V_g = V_{g(M)}$. Note that $V_{f(M)} \cong V_{g(M)} \iff f(M) = g(M)$ by definition. Set $U = k_{\mu-\lambda} \otimes (V_f)^* \otimes V_g$. Then there is a natural isomorphism

$$\text{Ext}^1_L(k_{\lambda} \otimes V_f, k_{\mu} \otimes V_g) \cong \begin{cases} \text{Hom}_{L/K_M}(N_M/K'_M, U) & \text{if } \lambda \neq \mu \\ \text{Ext}^1_{L/\mathfrak{mod}}(N_M/\mathfrak{g}^M, U) & \text{if } \lambda = \mu \text{ and } f(M) \neq g(M) \\ \text{Hom}_{\mathfrak{g}^M}(N_M/\mathfrak{g}^M, U) & \text{if } \lambda = \mu \text{ and } f(M) = g(M) \end{cases}$$

Proof  Consider the case where $\lambda \neq \mu$. The isomorphism $\text{Ext}^1_L(k_{\lambda} \otimes V_f, k_{\mu} \otimes V_g) \cong \text{Hom}_{L/K_M}(K_M/K'_M, U)$ follows from [11, Proposition 2.6]. Recall that $L/K_M \cong \mathfrak{g}^M$. The $\mathfrak{g}^M$-module $K_M/K'_M$ appears in the following short exact sequence:

$$0 \rightarrow N_M/K'_M \rightarrow K_M/K'_M \rightarrow K_M/N_M \rightarrow 0$$

Induce the associated long exact sequence with the functor $\text{Hom}_{\mathfrak{g}^M}(-, U)$

$$0 \rightarrow \text{Hom}_{\mathfrak{g}^M}(K_M/N_M, U) \rightarrow \text{Hom}_{\mathfrak{g}^M}(K_M/K'_M, U) \rightarrow \text{Hom}_{\mathfrak{g}^M}(N_M/K'_M, U) \rightarrow \text{Ext}^1_{\mathfrak{g}^M}(K_M/N_M, U). \quad (4.11)$$

By Proposition [4.7] (1), $K_M/N_M$ is a trivial $\mathfrak{g}^M$-module. Also, since $\lambda \neq \mu$, the simple module $k_{\lambda-\mu} = k_{\mu-\lambda}^*$ is nontrivial, and it follows from Schur’s Lemma that $U^\mathfrak{g}^M = 0$. Therefore,

$$\text{Hom}_{\mathfrak{g}^M}(K_M/N_M, U) \cong 0. \quad (4.12)$$

As $U$ is a tensor product of simple finite-dimensional modules, it is completely reducible by [11, Theorem 4.12.1] and we can write $U = \bigoplus_{k=1}^N V_k$ where the $V_k$ are finite-dimensional simple $\mathfrak{g}^M$-modules. Because $U^\mathfrak{g}^M = 0$, the $V_k$’s are all nontrivial. Then Proposition [A.3] gives

$$\text{Ext}^1_{\mathfrak{g}^M}(K_M/N_M, U) \cong \bigoplus_{k=1}^N \text{Ext}^1_{\mathfrak{g}^M}(K_M/N_M, V_k) \cong \bigoplus_{k=1}^N 0 = 0. \quad (4.13)$$

Using the results (4.12) and (4.13) in the exact sequence (4.11), we get

$$\text{Ext}^1_L(k_{\lambda} \otimes V_f, k_{\mu} \otimes V_g) \cong \text{Hom}_{\mathfrak{g}^M}(K_M/K'_M, U) \cong \text{Hom}_{\mathfrak{g}^M}(N_M/K'_M, U).$$
For the cases where $\lambda = \mu$, $U$ is a module for $L/3_M \cong [g^M, g^M]$. We use [11, Proposition 2.6] once more to get

$$\text{Ext}_L^1(k\lambda \otimes V_f, k\mu \otimes V_g) \cong \text{Hom}_{[g^M, g^M]}(3_M/3'_M, U)$$

When $\lambda = \mu$ and $f(M) \neq g(M)$, we finish exactly as above using the long exact sequence obtained from the functor $\text{Hom}_{[g^M, g^M]}(-, U)$ and the short exact sequence $0 \to \tilde{N}_M/3'_M \to 3_M/3'_M \to 3_M/\tilde{N}_M \to 0$. \[\square\]

With Theorem 4.8 and Proposition 4.10 in hand, we are ready to give a description of the extension blocks of $L_{\text{ev}}$-mod. For this, we start by making a few simple observations about extensions of evaluation modules and introduce a few notions.

**Definition 4.14** Let $M \in \text{Max} S$. Then $\text{Ext}$-block$(L | \Gamma, M)$ will denote the extension blocks of the full subcategory $L_{\text{ev}}$-mod of $L_{\text{ev}}$-mod.

**Remark 4.15** In general, the categories $\text{Ext}$-block$(L | \Gamma, M)$ and $\text{Ext}$-block$(g^M)$ are not the same. However, there is always a well-defined map

$$\text{Ext}$-block$(g^M) \twoheadrightarrow \text{Ext}$-block$(L | \Gamma, M)$

Analogous to the framework used in Section 2 to describe isomorphism classes of simple objects, we consider the trivial fiber bundle

$$\mathcal{B} = \bigsqcup_{M \in \text{Max} S} \text{Ext}$-block$(L | \Gamma, M) \twoheadrightarrow \text{Max} S$$

**Definition 4.17** Define the **support of a section** $\chi$ of $\mathcal{B}$ by

$$\text{supp} \chi = \{ M \in \text{Max} S \mid \chi(M) \neq [k_0] \in \text{Ext}$-block$(L | \Gamma, M) \}$$

Let $M \in \text{Max} S$ and $\gamma \in \Gamma$. As $\Gamma, M = \Gamma, \gamma M$, we have the equivalences of categories [23], and $\text{Ext}$-block$(L | \Gamma, M) = \text{Ext}$-block$(L | \Gamma, \gamma M)$. It follows that there is a group action $\chi \mapsto \gamma \chi$ of $\Gamma$ on the set of sections of $\mathcal{B}$ given by the following definition:

$$\gamma \chi : M \mapsto \left[\left(\rho_{\gamma^{-1}M} \circ \gamma(M)\right)^{-1}, V_{\gamma^{-1}M}\right]. \quad (4.18)$$

where $(\rho_{\gamma^{-1}M}, V_{\gamma^{-1}M})$ be a simple module in the extension block $\chi(\gamma^{-1}M)$. This is well-defined, since the equivalence of categories [23] preserves nontrivial extensions. Henceforth, the shorter notation $\chi(\gamma^{-1}M) \circ (\gamma(M))^{-1}$ will be used for $\gamma \chi(M)$ instead of (4.18).

**Definition 4.19** The **spectral characters** of $L$ are defined to be the finitely supported $\Gamma$-invariant sections of $\mathcal{B}$ under the action of $\Gamma$ on sections described by (4.18). We use the following notation:

$$\mathcal{SC}^\Gamma = \{ \Gamma$-invariant sections of $\mathcal{B}$ with finite support \}.$$
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Next, we associate a spectral character to each simple object of $L_{ev}$-mod. By the classification recalled in Section 2, they are in natural bijection with $F^\Gamma$, the $\Gamma$-invariant finitely supported sections of the fibration $\mathcal{R}$ from line (2.2).

If $V$ is a simple object of $L_{ev}$-mod and $f_V \in F^\Gamma$ is its associated $\Gamma$-invariant section, we define the spectral character of $V$ to be $\chi_V \in S(\mathcal{C})$, defined by

$$\chi_V(M) = [f_V(M)] \in \text{Ext-block}(\mathcal{L} \mid \Gamma \cdot M),$$

where $[f_V(M)]$ denotes the extension block that contains the class $f_V(M) \in \text{Rep}(g^M)$, where $g^M$-modules are reinterpreted as evaluation $\mathcal{L}$-modules in the obvious way.

As in the case of loop algebras and equivariant map algebras [2, 13, 11], spectral characters can be used to classify extension blocks of evaluation modules for twisted current algebras.

Proposition 4.21 Let $V$ and $W$ be simple objects of $L_{ev}$-mod. Then $[V] = [W]$ in $L_{ev}$-mod if and only if $\chi_V = \chi_W \in S(\mathcal{C})$.

The next corollary is an immediate consequence of Propositions 4.1 and 4.21.

Corollary 4.22 Let $\mathcal{L}$ be a twisted current algebra. The extension blocks of $L_{ev}$-mod are in natural bijection with the elements of $S(\mathcal{C})$. The block decomposition of $L_{ev}$-mod is then

$$L_{ev}$-mod = \bigoplus_{\chi \in S(\mathcal{C})} (L_{ev}$-mod)$^\chi$$

where $(L_{ev}$-mod)$^\chi$ is the full subcategory consisting of modules whose irreducible subquotients all have spectral character $\chi$.

The results of Sections 3 and 4 now determine the block decomposition of $\mathcal{L}$-mod:

Theorem 4.23 Let $\mathcal{L}$ be a twisted current algebra. The extension blocks of $\mathcal{L}$-mod are in natural bijection with the elements of $S(\mathcal{C}) \times (\mathcal{L}/\mathcal{L}')^{\text{comp-ev}}$. The block decomposition of $\mathcal{L}$-mod is

$$\mathcal{L}$-mod = \bigoplus_{(\chi, \alpha) \in S(\mathcal{C}) \times (\mathcal{L}/\mathcal{L}')^{\text{comp-ev}}} (\mathcal{L}$-mod)$^{(\chi, \alpha)}$$

where $(\mathcal{L}$-mod)$^{(\chi, \alpha)}$ is the full subcategory consisting of modules whose irreducible subquotients all have non-evaluation part $k_\alpha$ and whose evaluation part has spectral character $\chi$.

Proof The description of extension blocks follows directly from Theorem 3.2, Proposition 4.22, and Corollary 4.5. The blocks are then determined by the discussion in Definition 4.1. \qed
5 Specialization to Twisted Forms

Section 4 extends known results for equivariant map algebras to the general setting of twisted current algebras, while providing previously unknown descriptions of extensions and blocks for twisted forms. We now concentrate on the previously unexplored special case of twisted forms, and reinterpret block decompositions in terms of maps from Max $S$ to the fundamental group $P/Q$ of the root system of $g$. This generalizes results of Chari, Moura, and Senesi [2, 13] for untwisted and twisted loop algebras, the twisted forms where $S = \mathbb{C}[t, t^{-1}]$.

Our approach is entirely different from that of [2, 13], however. We make no use of Weyl modules and Drinfeld polynomials, and we reduce the determination of ext-groups to the explicit computation of relatively simple tensor product multiplicities, for which well known combinatorial formulas are available. As a byproduct, our approach gives a simple formula for the dimension of the space of extensions between simple modules in the category.

Throughout this section, $g$ will be a finite-dimensional simple $k$-Lie algebra, $\Gamma$ a finite group acting by automorphisms on a Galois extension $S$ of the invariant subalgebra $R = S^\Gamma$ in $k$-alg. We fix a Cartan subalgebra $h \subseteq g$ and base $\Delta = \{\alpha_1, \ldots, \alpha_\ell\}$ of simple roots for the root system $Q = Q(g, h)$, and we write $\{\omega_1, \ldots, \omega_\ell\}$ and $P^+$ for the corresponding sets of fundamental weights and integral dominant weights, respectively. The simple $g$-module of highest weight $\lambda \in P^+$ will be denoted by $L(\lambda)$, and $L(\lambda, M)$ will be the corresponding evaluation $L$-module:

$$\mathcal{L} \xrightarrow{ev_M} g \longrightarrow \text{End} L(\lambda),$$

for any maximal ideal $M$ of $S$.

**Theorem 5.1** Let $\mathcal{L}$ be an arbitrary $S/R$-twisted form of $g \otimes R$.

1. Let $\lambda, \mu \in P^+$ and $M \in \text{Max } S$. If $\mu - \lambda$ is a simple root, then

$$\text{Ext}_\mathcal{L}^1(L(\lambda, M), L(\mu, M)) = k^{d_M},$$

where $d_M$ is the dimension of the cotangent space $I/I^2$ of Spec $R$ at the closed point $I = M \cap R$.

2. Two finite-dimensional simple $\mathcal{L}$-modules $E$ and $F$ are in the same ext-block if and only if the corresponding maps

$$f_E, f_F : \text{Max } S \longrightarrow P^+/\sim$$

are equal, where $\alpha, \beta \in P^+$ are equivalent under $\sim$ if and only if $\alpha - \beta \in Q$. That is, the blocks of the abelian category $\mathcal{L}$-mod are in natural bijection with the set of spectral characters, in the sense of [2].
Proof Let $M$ be a maximal ideal of $S$ and $I = M \cap R$. We recall the notation of Proposition 4.7.

$$K_M = \ker(ev_M), \quad I_M^\Gamma = \left( \bigcap_{\gamma \in \Gamma} \gamma M \right) \cap R,$$

$$3_M = \{ z \in \mathcal{L} \mid [z, \mathcal{L}] \subseteq K_M \}, \quad \tilde{N}_M = \{ n \in 3_M \mid I_M^\Gamma n \subseteq 3_M' \}.$$ By [9] Proposition 3.3, $K_M = I\mathcal{L}$ and $\mathcal{L}/K_M \cong g$, so $3_M = \{ z \in \mathcal{L} \mid [z, \mathcal{L}] \subseteq I\mathcal{L} \}$ and $K_M$ is a maximal ideal of $\mathcal{L}$. Since every twisted form is perfect and $K_M$ is a proper ideal, it follows that $3_M$ is a proper ideal of $\mathcal{L}$ containing $K_M$. Therefore, $3_M = K_M = I\mathcal{L}$ and $3_M' = [3_M, 3_M] = I^2\mathcal{L}$. By [10] Lemmas 2.1 and 2.8, $\bigcap_{\gamma \in \Gamma} \gamma M = IS$ and $IS \cap R = I$. Thus $I_M^\Gamma = I$ and $\tilde{N}_M = \{ n \in I\mathcal{L} \mid I.n \subseteq I^2\mathcal{L} \}$. Clearly, $I\mathcal{L} \subseteq \tilde{N}_M \subseteq I\mathcal{L}$, so $\tilde{N}_M = I\mathcal{L}$.

The extension $S/R$ is Galois, thus faithfully flat, and $S \otimes_R \mathcal{L} \cong g \otimes_k S$ is a free $S$-module. By [10] Exercise 7.1, this implies that $\mathcal{L}$ is flat as an $R$-module. It then follows that

$$\tilde{N}_M/3_M' = I\mathcal{L}/I^2\mathcal{L} \cong (I/I^2) \otimes_R \mathcal{L}$$

as $R$-modules. By the same argument, the simple Lie algebra

$$g \cong \mathcal{L}/K_M = R\mathcal{L}/I\mathcal{L} \cong (R/I) \otimes_R \mathcal{L}$$

as $k$-Lie algebras. The induced $g$-module structure on $(I/I^2) \otimes_R \mathcal{L}$ is then given by

$$((r + I) \otimes_R z).((s + I^2) \otimes_R w) = (rs + I^2) \otimes_R [z, w],$$

for all $r \in R$, $s \in I$, and $z, w \in \mathcal{L}$. Reinterpreting $(I/I^2) \otimes_R \mathcal{L}$ as the $k$-vector space

$$(I/I^2) \otimes_k g = (I/I^2) \otimes_{R/I} ((R/I) \otimes_R \mathcal{L})$$

$$= ((I/I^2) \otimes_{R/I} (R/I)) \otimes_R \mathcal{L}$$

$$= (I/I^2) \otimes_R \mathcal{L},$$

the $g$-module action on $\tilde{N}_M/3_M'$ is simply the adjoint action:

$$x.(\bar{s} \otimes_k y) = \bar{s} \otimes_k [x, y],$$

for all $x, y \in g$ and $\bar{s} = s + I^2 \in I/I^2$. That is, as $g$-modules,

$$\tilde{N}_M/3_M' \cong g \otimes_{dM}.$$

Since $\mathcal{L}$ is a twisted form, $g^M = g$ by [9] Proposition 3.3 and the proof of [8] Theorem 3.2, so $Z(g^M) = 0$ and $[g^M, g^M] = g$. But $3_M = \tilde{N}_M = I\mathcal{L}$, so in light of Theorem 4.8 and Proposition 4.10 we need only calculate

$$\text{Ext}^1_{\mathcal{L}}(V, W) = \text{Hom}_g \left(g \otimes_{dM}, V^* \otimes W\right)$$

for simple evaluation modules $V$ and $W$ at the same maximal ideal $M$ to determine the block decomposition of the category $\mathcal{L} - \text{mod} = \mathcal{L}_{ev} - \text{mod}$. That is,

$$\text{Ext}^1_{\mathcal{L}}(V, W) = k^{\oplus c(V, W)dM}.$$
where \( c(V, W) \) is the multiplicity of the adjoint module \( g \) in the tensor product \( V^* \otimes W \) of \( g \)-modules.

These multiplicities may be computed with the PRV formula. See [12, Theorem 1.1], for instance. Explicitly, in our case, the formula simplifies to

\[
c(L(\lambda), L(\mu)) = c(L(\mu)^*, L(\lambda)^*) = \dim \{ v \in g_{\mu-\lambda} | e_i^{\lambda_i+1}v = 0 \text{ for all } i \},
\]

where \( g_{\mu-\lambda} = \{ x \in g \mid [h, x] = (\mu - \lambda)(h)x \text{ for all } h \in h \} \), the \( e_i \in g_{\alpha_i} \) are the Chevalley-Serre generators of \( g \), and

\[
\lambda = \sum_{i=1}^\ell \lambda_i \omega_i
\]

is the expression of \( \lambda \) with respect to the fundamental weights \( \omega_i \). But \( \mu - \lambda \) is assumed to be a simple root \( \alpha_j \in \Delta \), so \( g_{\mu-\lambda} = g_{\alpha_j} \) is 1-dimensional and spanned by \( e_j \). By the Serre presentation,

\[
e_i^{1-a_{ji}}e_j = 0 \text{ for all } i \neq j,
\]

where \( \alpha_j = \sum_{i=1}^\ell a_{ji} \omega_i \). But

\[
\sum_{i=1}^\ell (a_{ji} + \lambda_i)\omega_i = \alpha_j + \lambda = \mu
\]

is integral dominant, so \( a_{ji} + \lambda_i \geq 0 \) for all \( i \). That is,

\[
e_i^{\lambda_i+1}e_j = 0
\]

for all \( i \neq j \) by (5.2). Obviously, \( e_ie_i = 0 \), so

\[
c(L(\lambda), L(\mu)) = 1,
\]

and \( \text{Ext}^1_L(L(\lambda, M), L(\mu, M)) = \text{Hom}_g(g^{d_M}, L(\lambda)^* \otimes L(\mu)) \) is of dimension \( d_M \), proving (1).

In particular, two finite-dimensional simple evaluation modules \( L(\alpha) \) and \( L(\beta) \), supported on a single \( \Gamma \)-orbit \( \Gamma \cdot M \), are in the same ext-block if the integral dominant highest weights \( \alpha, \beta \in P^+ \) are in the same coset of \( h^* \) modulo the root lattice \( Q \). Conversely, if \( \alpha, \beta \in P^+ \) and \( \alpha - \beta \notin Q \), then \( g_{\beta-\alpha} = 0 \), so \( c(L(\alpha), L(\beta)) = 0 \) by the PRV formula, and \( \text{Ext}^1_L(L(\alpha, M), L(\beta, M)) = 0 \). Then by Theorem 4.8 and Proposition 4.10, simple evaluation \( \mathcal{L} \)-modules \( E \) and \( F \) belong to the same block of the category \( \mathcal{L} \)-mod if and only if the corresponding maps \( \int_E, \int_F : \text{Max } S \rightarrow P^+/\sim \) are equal. \( \square \)

**Remark 5.3** In the special case of untwisted and twisted loop algebras, the dimension of the cotangent space \( I/I^2 \) is always 1, and we immediately recover the parametrisation of blocks obtained in [2, 13] from Part (1) of Theorem 5.1.

**Remark 5.4** One of the most intriguing twisted forms is the Margaux algebra \( M \), a \( \mathbb{C}[s^\pm 1, t^\pm 1]/\mathbb{C}[s^\pm 2, t^\pm 2] \)-twisted form of \( \mathfrak{sl}_2(\mathbb{C}) \otimes \mathbb{C}[s^\pm 2, t^\pm 2] \), which is not a twisted
multiloop algebra. Its existence is only known cohomologically \cite{5}, though its finite-dimensional simple modules were classified up to isomorphism in \cite{9}. In particular, they are of the form
\[ L(\lambda_1, M_1) \otimes \cdots \otimes L(\lambda_m, M_m), \]
where \( \lambda_1, \ldots, \lambda_m \in P^+ = \mathbb{N} \), and the ideals \( M_1, \ldots, M_m \in \text{Max} \mathbb{C}[s^{\pm 1}, t^{\pm 1}] = \mathbb{C}^\times \times \mathbb{C}^\times \) belong to distinct orbits under the Galois action of \( \Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2 \). Identifying each \( M_i \) with a pair of nonzero complex numbers \((a_i, b_i)\), the \( \Gamma \)-orbit of \( M_i \) is \( \{ (\pm a_i, \pm b_i) \} \).

As \( P/Q = \mathbb{Z}_2 \) for \( \mathfrak{sl}_2(\mathbb{C}) \), Theorem \ref{5.1} gives an explicit description of the blocks in the category \( \mathcal{M} \)-mod: they are in bijection with the finite subsets of \( \mathbb{C}^\times \times \mathbb{C}^\times \times \{ 0, 1 \} \), where \( \mathbb{C}^\times \times \mathbb{C}^\times = \{ (z_1, z_2) \in \mathbb{C} \times \mathbb{C} | \text{im } z_j > 0 \text{ or } z_j \in \mathbb{R}_{>0} \text{ for } j = 1, 2 \} \) is a set of representatives of the orbit space \( \Gamma \backslash (\mathbb{C}^\times \times \mathbb{C}^\times) \) and \( \{ 0, 1 \} = P^+ / \sim \).

\section*{A Appendix: Basic Results on Extensions}

In this appendix, we recall some well-known general facts about extensions.

An extension of an \( L \)-module \( V \) by an \( L \)-module \( W \) is a short exact sequence (in the category of \( L \)-modules) of the form
\[ 0 \to W \to E \to V \to 0. \]

Two such extensions
\[ 0 \to W \xrightarrow{f_1} E_1 \xrightarrow{g_1} V \to 0 \]
\[ 0 \to W \xrightarrow{f_2} E_2 \xrightarrow{g_2} V \to 0 \]
are equivalent if there is an \( L \)-module isomorphism \( \phi : E_1 \to E_2 \) such that \( f_2 = \phi \circ f_1 \) and \( g_1 = g_2 \circ \phi \). We denote by \( \text{Ext}^1_L(V,W) \) the set of equivalence classes of extensions of \( V \) by \( W \).

By definition, the first cohomology of a Lie algebra \( L \) with coefficients in an \( L \)-module \( V \) is the vector space \( H^1(L ; V) = \text{Der}(L,V)/\text{IDer}(L,V) \), where \( \text{Der}(L,V) \) and \( \text{IDer}(L,V) \) are the spaces of derivations and inner derivations, respectively. For \( L \)-modules \( V \) and \( W \), there is a natural vector space isomorphism between \( \text{Ext}^1_L(V,W) \) and \( H^1(L ; \text{Hom}_k(V,W)) \). See \cite{14} for details.

We begin by considering extensions between 1-dimensional representations of \( L \).

\textbf{Lemma A.1} Let \( \lambda, \mu \in (L/L')^* \). Identify \( \lambda \) and \( \mu \) with the corresponding elements of \( L^* \) which vanish on \( L' \), and set \( K = \ker(\mu - \lambda) \subseteq L \). Then there is a natural isomorphism
\[ \text{Ext}^1_L(k_{\lambda}, k_{\mu}) \cong \text{Hom}_{L/K} \left( K/K', k_{\mu - \lambda} \right). \]
Proof First consider the case where \( \lambda = \mu \). Then \( k_{\mu - \lambda} = k_0 \) is trivial and \( (L/L')^* \cong H^1(L ; k_0) \cong \text{Ext}^1_L(k_{\lambda}, k_{\mu}) \), but in this case, \( L = K \), \( L/K = 0 \) and \( (L/L')^* \cong \text{Hom}_k(K/K', k_0)^{L/K} \) matches the formula we were aiming for.

Second, consider the case where \( \lambda \neq \mu \). The set \( \text{IDer}(L, k_{\mu - \lambda}) \) consists of derivations \( \ell \mapsto \ell.a \) where \( a \in k_{\mu - \lambda} \). We find \( \text{IDer}(L, k_{\mu - \lambda}) = \text{Span}_k\{\mu - \lambda\} \).

On the other hand, there exists \( u \in L \) such that \( (\mu - \lambda)(u) = 1 \) and thus, an arbitrary derivation \( d \in \text{Der}(L, k_{\mu - \lambda}) \) can be uniquely written as

\[
(d - d(u)(\mu - \lambda)) + d(u)(\mu - \lambda).
\]

This means that in \( \text{Ext}^1_L(k_{\lambda}, k_{\mu}) \cong H^1(L ; k_{\mu - \lambda}) \), the class of \( d \) is uniquely represented by \( d - d(u)(\mu - \lambda) \in \text{Der}(L, k_{\mu - \lambda}) \), a derivation that vanishes on \( \text{Span}_k\{u\} \). Therefore, as a set, \( \text{Ext}^1_L(k_{\lambda}, k_{\mu}) \) is the same as \( D_0 = \{ d \in \text{Der}(L, k_{\mu - \lambda}) \mid d(u) = 0 \} \).

Fix \( d \in D_0 \). As \( K \subseteq L \) is a \( k \)-ideal of codimension one and since \( u \notin K \), we have \( L = \text{Span}_k\{u\} \oplus K \). This decomposition for \( L \) implies that \( d \) is determined by its restriction \( d|_K \in \text{Der}(K, k_{\mu - \lambda}) \). Then as \( k_{\mu - \lambda} \) is a trivial \( K \)-module, \( \text{Der}(K, k_{\mu - \lambda}) \cong \text{Hom}_k(K/K', k_{\mu - \lambda}) \). We deduce that \( D_0 \rightarrow \text{Hom}_k(K/K', k_{\mu - \lambda}) \).

Moreover, since \( d \in D_0 \), we have \( d(\omega) = 1 \cdot d(\omega) - \omega.d(u) = d([u, \omega]) \) for all \( \omega \in K \). Note that \([u, \omega] \in K \) for any given \( \omega \in K \). It follows that

\[
D_0 \cong \left\{ f \in \text{Hom}_k(K/K', k_{\mu - \lambda}) \mid f(\omega - [u, \omega] + K') = 0 \text{ for all } \omega \in K \right\}. \tag{A.2}
\]

But the set in \( \text{(A.2)} \) is precisely \( \text{Hom}_{L/K}(K/K', k_{\mu - \lambda}) \), since \( (\mu - \lambda)(u) = 1 \) and \( L = \text{Span}_k\{u\} \oplus K \).

Corollary A.3 [11, Corollary 2.5] Let \( k_{\lambda}, k_{\mu} \) be 1-dimensional modules over an abelian Lie algebra \( Z \). Then

\[
\text{Ext}^1_Z(k_{\lambda}, k_{\mu}) \cong \begin{cases} Z^* & \text{if } \lambda = \mu \\ 0 & \text{if } \lambda \neq \mu. \end{cases}
\]

Proof The case \( \lambda = \mu \) follows directly from Lemma A.1. However, if \( \lambda \neq \mu \), the same lemma gives us \( \text{Ext}^1_Z(k_{\lambda}, k_{\mu}) \cong \text{Hom}_{Z/K}(K/K', k_{\mu - \lambda}) \) where \( K = \text{ker}(\mu - \lambda) \).

Given that \( Z \) is abelian, \( K/K' \) is a trivial \( Z/K \)-module. Then for any choice of \( f \in \text{Hom}_{Z/K}(K/K', k_{\mu - \lambda}) \), we get \( f(K/K') \subseteq (k_{\mu - \lambda})^{Z/K} \). Since \( k_{\mu - \lambda} \) is a nontrivial simple \( Z/K \)-module, \( (k_{\mu - \lambda})^{Z/K} = 0 \). It follows that \( f = 0 \). \qed

As we often work with reductive Lie algebras, it will be useful to consider \( \text{Ext}^1_{L_1 \oplus L_2}(V, W) \), when \( V \) and \( W \) are finite-dimensional simple modules over a Lie algebra direct sum \( L_1 \oplus L_2 \). Such modules \( V \) and \( W \) are necessarily tensor products \( M_1 \otimes M_2 \) of finite-dimensional simple \( L_i \)-modules \( M_i \) for \( i = 1, 2 \) [1].

The following general fact is a straightforward consequence of the Küneth formula and the usual duality between homology and cohomology. See [11, Proposition 2.7b] for details.
Proposition A.4 Let $L_1$ and $L_2$ be Lie algebras and let $V = V_1 \otimes V_2$ and $W = W_1 \otimes W_2$ be finite-dimensional simple $(L_1 \oplus L_2)$-modules. Then

$$\text{Ext}^1_{L_1 \oplus L_2}(V, W) \cong \begin{cases} 
0 & \text{if } V_1 \not\cong W_1 \text{ and } V_2 \not\cong W_2 \\
\text{Ext}^1_{L_2}(V_2, W_2) & \text{if } V_1 \cong W_1 \text{ and } V_2 \not\cong W_2 \\
\text{Ext}^1_{L_1}(V_1, W_1) & \text{if } V_1 \not\cong W_1 \text{ and } V_2 \cong W_2 \\
\text{Ext}^1_{L_1}(V_1, W_1) \oplus \text{Ext}^1_{L_2}(V_2, W_2) & \text{if } V_1 \cong W_1 \text{ and } V_2 \cong W_2.
\end{cases}$$

The following result is needed for the application to twisted current algebras in Section 4.

Proposition A.5 Let $T$ and $V$ be modules over a finite-dimensional reductive $k$-Lie algebra $g$, where $T$ is trivial and $V$ is finite-dimensional, nontrivial, and simple. Then

$$\text{Ext}^1_g(T, V) = 0.$$

Proof Since $\text{Ext}^1_g(T, V) \cong H^1(g; \text{Hom}_k(T, V))$, it suffices to show that all derivations in $\text{Der}(g, \text{Hom}_k(T, V))$ are inner.

Let $d \in \text{Der}(g, \text{Hom}_k(T, V))$. For each $x, y \in g$ and $t \in T$, we have

$$\left( d([x, y]) \right)(t) = x \left( (d(y))(t) \right) - y \left( (d(x))(t) \right),$$

so each $t \in T$ induces a derivation $\delta_t \in \text{Der}(g, V)$ by setting $\delta_t(x) = (d(x))(t)$.

Next, we will prove that $\delta_t$ is inner. Recall that

$$H^1(g; V) = H^1(g; k^* \otimes V) = H^1(g; \text{Hom}_k(k_0, V)) = \text{Ext}^1_g(k_0, V),$$

so it suffices to show that $\text{Ext}^1_g(k_0, V) = 0$. Since $g$ is reductive,

$$g = Z \oplus S,$$

where $Z = Z(g)$ and $S = g'$ is semisimple (and finite-dimensional). We can thus decompose $V$ as $V = k_\lambda \otimes V_S$ where $\lambda \in Z^*$ and $V_S$ is a finite-dimensional simple $S$-module.

We now apply Proposition A.4 with $L_1 = Z$ and $L_2 = S$:

$$\text{Ext}^1_g(k_0, V) \cong \begin{cases} 
0 & \text{if } 0 \neq \lambda \text{ and } k_0 \not\cong V_S \\
\text{Ext}^1_S(k_0, V_S) & \text{if } 0 = \lambda \text{ and } k_0 \not\cong V_S \\
\text{Ext}^1_Z(k_0, k_\lambda) & \text{if } 0 \neq \lambda \text{ and } k_0 \cong V_S \\
\text{Ext}^1_Z(k_0, k_\lambda) \oplus \text{Ext}^1_S(k_0, V_S) & \text{if } 0 = \lambda \text{ and } k_0 \cong V_S
\end{cases} \quad (A.6)$$

By Weyl’s Theorem, $\text{Ext}^1_S(k_0, V_S) = 0$. Combining Corollary A.3 with (A.6), we obtain

$$\text{Ext}^1_g(k_0, V) \cong \begin{cases} 
0 & \text{if } V \text{ is a nontrivial } g \text{-module} \\
Z^* & \text{if } V \text{ is a trivial } g \text{-module.}
\end{cases} \quad (A.7)$$

But since $V$ is nontrivial by assumption, we see that $\text{Ext}^1_g(k_0, V) = 0$, so each derivation $\delta_t$ is inner.
Next, by fixing a vector space section \( s : \text{IDer}(\mathfrak{g}, V) \to V \) of the short exact sequence
\[
0 \to V^0 \to V \to \text{IDer}(\mathfrak{g}, V) \to 0,
\]
we have \( \delta_t(x) = x.s(\delta_t) \) for all \( x \in \mathfrak{g} \). The set-theoretic mapping \( f_d : t \mapsto \delta_t \mapsto s(\delta_t) \) is clearly \( k \)-linear.

Finally, since \( T \) is trivial,
\[
(d(x))(t) = \delta_t(x) = x.f_d(t) = x.f_d(t) - f_d(x.t) = (x \cdot f_d)(t),
\]
for all \( x \in \mathfrak{g} \) and \( t \in T \). Thus \( d(x) = x \cdot f_d \) for all \( x \in \mathfrak{g} \), and every derivation in \( \text{Der} \left( \mathfrak{g}, \text{Hom}_k(T, V) \right) \) is inner. \( \square \)
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