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Abstract

In this paper, we concentrate on Person Re-Identification (Re-ID) that consists of searching for a person who has been previously observed over a camera network. Person Re-ID is important for searching suspicious or missing persons if we have sample images of the person of interest. Despite the fact that there are many researches on vision-based Person re-identification, it still remains a challenging problem. We propose a person re-identification system using a deep learning based human body part segmentation, and Gaussian filtering based smooth mask generation. A semantic partition technique is used to segment human body parts and generate local binary masks. These masks are deterministic binary images. These binary masks have strict boundaries, and we lose some features near the boundaries. Therefore, we apply Gaussian filter for smoothing masks so that features near the boundaries are also taken into account slightly. These smooth masks are applied to the final feature maps generated at the end of network on contrary to other methods which apply mask at the beginning or in the middle of the deep learning network. Therefore, our work is new and different from other works because of using semantic partition and masking at the end of network, as well as our mask are smoothed with Gaussian filter to handle errors during the partitioning stage. We use a well-known pre-trained network, namely ResNet-50, to extract global features, and a method called Cross-Domain Complementary Learning for human body partitioning. Applying Gaussian filtered smooth local masks to the global features, which are extracted at the end of Resnet-50 network, increases the performance of Person Re-Identification system. Evaluation is conducted on a commonly accepted Market-1501 dataset, and results are promising.
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Derin Öğrenme Tabanlı Vücut Bölme ve Gaussian Filtreleme Kullanarak Gözetim Videolarında Kişiyi Yeniden Tanıma

Öz

Bu makalede, daha önce bir kamera ağı üzerinden gözmelenen bir kişiyi arakan için Kişiyi Yeniden Tanma (Person Re-Identification) sistemi üzerine yoğunlaşyardsız. Kişiyi Yeniden Tanma önemli bir iştır. Örneğin kayıp veya şüpheli bir kişinin görüntülerini bulunuyorsa, Kişiyi Yeniden Tanma sistemi, kişiyi video görüntülerinden bulunmasını sağlayabilir. Bu alanda kişinin yeniden tanınmasını ilâskin birçok araştırma olmasına rağmen, bu hala zarır bir проблем olmayan devam etmektedir ve birçok araştırma bu alanda devam etmektedir. Bu sorunu çözmek amacıyla, makalemizde derin öğrenme tabanlı insan vücutu bölümü bölümlene ve Gaussian filtrelene tabanlı pürüzsüz maske üretimi kullanarak Kişiyi Yeniden Tanma Sistemi sunuyoruz. İnsan vücutu parçalarını bölmeleri ayırma ve yerel ikili maskeler oluşturmak için anlamsal bir vücutteki teknii kullanıyoruz. Bu maskeler deterministik ikili görüntüleir. Bu ikili maskelerin katı sınırları vardır ve bu deterministik maskelerle bazı özelliklerin kaybedilmesine sebep verir, performansı düşüktüktedir. Bu nedenle, maskeleri pürüzsüz hale getirebilmek için Gaussian filtresi

* Corresponding Author: Middle East Technical University Northern Cyprus Campus, Centre for Sustainability, Department of Electrical and Electronics Engineering, Kalkanlı, Güzelyurt, Northern Cyprus, Mersin 10, Turkey. ORCID: 0000-0001-7709-4082, cemdir@metu.edu.tr

http://dergipark.gov.tr/ejosat

291
yuguluyoruz, böylece sınırlara yakın özellikler de performansa biraz katkı sağlıyor. Bizim geliştirdiğimiz metodumuzda, bu pürüzbesch maskeler, derin öğrenme ağına başlangıç veya ortasında maska uygulayan diğer yöntemlerin aksine, ağın sonunda oluşturulmuş olan özellik haritalarına uygulanmaktadır. Bu nedenle, işlem yerli ve diğer çalışmalar farklılıkta çıkan ağın sonunda anlamlı bölümlere ve maskeleme kullanmanın yanı sıra bölümlere aşamasında hataları gidermek için maskemiz Gaussian filtresi ile pürüzbesch hale getirilmiştir. Global özellikleri çıkarmak için iyi bilinen üniteden eğitim bir ağ olan ResNet-50'yi ve insan vücutundan bölümlenmesi için Alanlar Arası Tamamlayıcı Öğrenme adlı bir yöntemi kullanıyoruz. Resnet-50 ağının sonunda çıkarılan global özelliklere Gaussian filtreli pürüzbesch yerel maskelerin uygulanması, kişiyi yeniden tanıma sisteminin performansını artırtıyor. Değerlendirirme, yaygın olarak kabul edilen Market-1501 veri kümesi üzerinde gerçekleştirilmiştir ve sonuçlar umut vericidir.

Anahtar Kelimeler: Kişiyi Yeniden Tanıma, özellik çıkarma, sınıflandırma, Derin Öğrenme, Evrişimli Sinir Ağları.

1. Introduction

Surveillance video analysis is required for safety and security of human beings. There are surveillance control rooms where the videos captured by surveillance cameras are monitored by human operators. However, monitoring many recorded videos continuously is a difficult process, and almost impossible for a person to follow many videos continuously. Computer vision technology is required to automatically detect and recognize objects, and analyze videos for action recognition and behaviour analysis. In our work, we developed a Person Re-Identification (Re-ID) algorithm that is about searching for a person who has been previously captured by a camera network. In particular, Person Re-ID is important for searching suspicious or missing persons if we have sample images of the person of interest. A typical application scenario of person Re-ID can be considered as follows: We have a network of video surveillance cameras monitoring a large public space. A little girl wearing green dress was lost in a shopping mall, or on a street. The girl is seen at first by a camera located at some point. Then the images of the little girl are input to the system for person re-identification in a camera network. A person Re-ID system should associate these images to the same identity and retrieve the same person and the most similar individuals as a result of Re-ID. Despite the fact that there are some researches on vision-based Person re-identification (Leng, et al., 2020; Zheng et al., 2016; Lavi et al., 2018), it still remains a challenging problem and practically not applicable. To achieve Person Re-ID, two important problems should be solved: Person detection and recognition. If an image of a person is given as a query image, the system retrieves the same and similar persons, together with location and time information in the surveillance network. In our research, we concentrate on recognition part that consist of feature extraction and similarity calculation between the queried person and the persons detected in the video frames.

Person Re-ID techniques mainly divided into two approaches: Deep Learning systems (Zheng et al., 2016; Lavi et al., 2018) and Hand-Crafted Feature systems. In Hand-Crafted Feature systems (Hamidou et al., 2008; Faremenza et al., 2010; Cong et al., 2009; Karaman and Bagdanov, 2012), features and information are extracted from the image itself. For example, some simple Hand-Crafted features which can be extracted from images are edges, corners and color. In (Faremenza et al., 2010), the SURF features have been used as local features to detect and represent points of interest (corners) inside of short video segments. In order to optimize the matching performance and speed up the matching process, these SURF features are indexed in the KD-tree. (Cong et al., 2009) used the manifold geometric structures within video segments to generate more compact spatial descriptors with color-based features. (Karaman and Bagdanov, 2012) designed a conditional random field (CRF) model to incorporate constraints in the spatial and temporal domains for Person Re-ID. The Hand-Crafted Feature systems are considered to be older works, they are less accurate than Deep Learning methods since the features are extracted with human decision. On the other side, Deep Learning based systems automatically learns the features from the example images of objects. As a result, Deep Learning-based systems are more robust than Hand-Crafted systems. Additionally, Hand-Crafted systems may be computationally more complex than Deep Learning methods. Hand-Crafted systems may also be more problematic on large datasets in comparison to Deep Learning systems. Since in Hand-Crafted systems, it is difficult to generalize the features using human decision. Conversely, Deep Learning systems are designed to work well with large datasets since as the number of image samples increases, they can better learn and discriminate features.

Recently, convolutional neural networks (CNNs) (Krizhevsky et al., 2012; Simonyan and Zisserman, 2014) proved to be very successful in different computer vision problems. CNN is also known as Deep Learning (DL) system in research community. CNNs have been used for Person Re-ID application as well. A number of DL models have been employed to improve the accuracy of Person Re-ID either by changing the existing DL architectures or designing a new DL architecture. Two main types of DL techniques have been used in Person Re-ID (Lavi et al., 2018): (i) a classification technique for Person Re-ID problem, and (ii) a Siamese model based on either pair or triplet comparisons. In a classification model for Person Re-ID, the network takes the image of an individual (i.e. in a bounding box), and calculated class probability of the individual (Wu et al., 2016; Xiao et al., 2016; Su et al., 2017; Li et al., 2017). (Wu et al., 2016) introduce a DL architecture in order to combine CNN features with handcrafted features. (Xiao et al., 2016) presents a work that uses CNN for automatically learning effective neurons in every training dataset by utilizing deep feature representations. Another challenge of Person Re-ID methods is pose variations and misalignments of persons. (Su et al., 2017) aims to tackle this problem of person pose variations and misalignments by proposing a deep convolutional model. Another interesting work that is presented by (Li et al., 2017) which is based on extracting features from the parts of the body and the whole body. In particular, they introduced a context aware deep network consisting of multiple scales to acquire powerful features for Person Re-ID. Conversely, in person re-identification, Siamese network models have been widely used because of small number of training samples. Siamese neural network is a neural network architecture that consist of two or more identical sub-networks. These sub-networks have identical network architecture and identical parameters and weights with each other. A Siamese network can be generally designed as pairwise (Zhang et al., 2014; Wang et al., 2017; Tao et al., 2018; Varior et al., 2016): when there are two sub-networks, or triplet (Ding et al., 2015; Liu et al., 2016; Bai et al., 2017): when there are three sub-networks. A Siamese model basically outputs a similarity score of the network. In triplet Siamese model, an objective function is utilized in order to train the network models. These models generates a
margin between distance metric of positive pair and distance metric of negative pair. A softmax layer is used at the end of the network for both distance outputs. The network models are trained with the triplet loss function that makes the similarity distance between the matched pairs less than the mismatched pairs in the learning feature space.

In this paper, we introduce a person re-identification system based on human body part segmentation. This segmentation is achieved with a semantic partitioning method called Cross-Domain Complementary Learning (CDCL) (Lin et al., 2020). After segmentation, we create binary masks for human body part regions. These regions are smoothed with Gaussian filter to overcome the segmentation error. These smooth masks are applied to the feature maps obtained at the end of feature maps produced at the end of ResNet-50 network (He et al., 2016). The masked feature maps are then processed and classified for Person Re-ID. Results shows that applying Gaussian filtered masks at the end of ResNet-50 network increase the discrimination power, and therefore the accuracy of Person Re-ID. Experiments are performed on a publicly available popular Market-1501 dataset (Zheng et al., 2016B). In particular, we compare our method with two baseline methods. The first baseline method is ResNet-50 network. Person Re-ID is achieved directly with ResNet-50 without any body part segmentation and Gaussian filtering. Global features of full body are directly used for recognition in this baseline method. In the second baseline method, horizontal partitioning is used with individual classifier for person re-ID. In this baseline method, the image is divided into equal horizontal stripes which does not contain semantic information about body parts. Then, we compare the results of the baseline methods with the results of; (1) the semantic partition with individual classifier (no Gaussian filtering), (2) the semantic partition with Gaussian filtering and individual classifier, and (3) the semantic partition with Gaussian filtering and shared classifier. In this way, gains of the proposed methods against the baselines can be assessed. Results are very promising.

![Figure 1. Proposed Framework for Person Re-ID](image)

2. Proposed Method

2.1. System Architecture

To develop a person re-identification system, we use CNN based human body part segmentation and feature extraction algorithms. We extract local part features of individuals and then measure distances between features for identification. Our proposed algorithm is illustrated in Figure 1. The upper part of the system shows the main backbone network to generate global feature maps. We use a well-known pre-trained network, ResNet-50 (He et al., 2016) for global feature map generation. ResNet-50 is a commonly used, 50 layer pretrained convolutional neural network. It is trained on the well-known ImageNet (Deng et al., 2009) dataset. The bottom part shows the human body part segmentation algorithm to partition the human body into parts. We use the state-of-art algorithm for human body partitioning which is called CDCL (Lin et al., 2020). CDCL employs ResNet-101 for body parts segmentation. These part regions are represented with binary images. Then, we apply Gaussian filter to smooth these binary images (masks) features since binary segmentations (part labels) are not 100% accurate. Applying a Gaussian filter optimizes the body part mask distributions, and make them more reliable. After extracting global feature maps as shown at the upper part of Figure 1, and creating smooth local masks at the bottom part, we mask these feature maps to separate local features. We have 7 different feature maps for masking. Finally, global average pooling is utilized to take the average of all parts separately and concatenate the final values into a single fully connected layer. The right part of the Figure 1 shows the averaging and classification blocks.

2.2. Local Body Part Feature Extraction and Our Contributions

As described above, we use ResNet-50 (He et al., 2016) to extract global features of the images. ResNet-50 is a commonly used, 50 layer pretrained convolutional neural network. It is trained on the well-known ImageNet (Deng et al., 2009) dataset. We first use ResNet-50 with raw images to extract global features of the person. A sample raw image is shown in Figure 2(a). In literature, there are two common approaches for feature generation. Some works (Bai et al., 2017B; Wang et al., 2018) use global features to calculate the similarity and others (Cheng et al., 2016; Sun et al., 2018) use local features. We choose to use local features because global features can be affected more by the distortions, occlusions, background etc. We take into account every body part individually. Since the color, texture and other features of the parts are similar, the features that are extracted are more consistent than the global features. These part-based methods are also divided into a few categories. Some works (Cheng et al., 2016; Sun et al., 2018) partition the image into equal horizontal stripes. However, this kind of partition causes some problems because of the pose variations and improper bounding boxes. For instance, the first part of one image can contain a head but the other can contain only background or middle parts can be both contain body and legs. Therefore, we use a semantic partition technique. Our work partitions the final feature map according to body parts on the contrary to horizontal partition as in other works. In literature, partition at the end of the network is done as horizontally in general. The semantic partition takes places mostly at the beginning or in the middle of the network. Therefore, we use a new approach which is using semantic partition at the end. Moreover, we use a different algorithm to extract body
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part maps and use them as masks in our partition method. To do this, first, we use a state-of-art algorithm (Lin et al., 2020) to label the body parts accordingly like head, body, arms, legs etc. After that, we use these labels to mask the global features that are the outputs of the ResNet-50 in order to separate the features according to each body part. We convert all the labels to binary map. A sample binary mask is shown in Figure 2 (b). However, these binary maps have strict boundaries. Since the body parts are not labeled perfectly, we lose some features with these deterministic masks. Therefore, we apply Gaussian filter to smooth these masks to take the features near the labels into account. Figure 2 (c) shows the resulting masks after Gaussian filtering. This is a new approach as other works generally does not use part labelling or when it is used, they use different attention-based methods. After this process, we multiply these masks with the global image feature map one-by-one to get the features of each part separately. Figure 2 (d) shows the masked images if they were applied to input image directly. However, it is important to mention that those smooth masks are applied to feature maps at the output of Resnet-50 with multiplication as illustrated in Figure 2. As a last step, we perform adaptive average pooling to take the means of each part in order to reduce dimensions. Then these mean values, final features, are concatenated and fed into the classifier. Some of the researches (Li et al., 2017B; Gray and Brennan, 2007) uses multi-loss method which means that every part is fed into a separate classifier and has separate loss. However, we observed that combining feature and using one classifier increases accuracy considerably. Results are presented in experiments section.

![Figure 2](image)

Figure 2. (a) Raw image (b) binary body part masks (c) masks after applying Gaussian filter (d) masking operation is illustrated on a raw image.

3. Evaluation

We conduct experiments on a commonly used dataset, namely Market-1501 dataset (Zheng et al., 2016B). Market-1501 dataset has 32,668 images of 1,501 persons. Each individual is captured by at least two different cameras from the front of a supermarket, and there are 6 different camera views in total. Some of the images can be seen in Figure 3. We implement the algorithm that is explained in Section 2 with a well-known deep learning library, namely Pytorch. We choose batch size 32, epoch number 30 and learning rate 0.1 with a decay by a factor of 0.1 in every 10 epochs. The parameters of the Gaussian filter is as follows; kernel size is 41x41 and standard deviation is 5. Filter is applied on spatial domain. We did experiments with horizontal partitioning, body part partitioning, and different classifiers. Most of the benchmarks uses CMC evaluation which stands for cumulative matching characteristics. CMC represents the probability of a person appears in different-sized candidate lists. Generally, rank-1, rank-5 and rank-10 lists are used which represent first, first five, and first ten guesses. Particularly, achieving good results in rank-1 is important for retrieving tasks. Market-1501 also uses another evaluation metric that is called mean average precision (mAP). To calculate mAP, first, it needed to be calculated the area under the Precision-Recall curve for each query. This area is the average precision (AP). Then, the mean of average precision of all queries is calculated.

Results are given in Table 1. First, we present the results of two baseline methods. The first baseline method is defined to be ResNet-50 network. Person Re-ID is achieved directly with ResNet-50 without any body part segmentation and Gaussian filtering. Global features of full body are directly used for recognition in this baseline method. In the second baseline method, horizontal partitioning is used with individual classifier for person re-ID. In this baseline method, the image is divided into equal horizontal stripes which does not contain semantic information about body parts. Then, we compare the results of the baseline methods with the results of; (1) the semantic partition with individual classifier (no Gaussian filtering), (2) the semantic partition with Gaussian filtering and individual classifier, and (3) the semantic partition with Gaussian filtering and shared classifier. In this way, gains of the proposed methods against the baselines can be assessed. Results show that the baseline method #1 (ResNet-50) achieves 0.858, 0.949 and 0.969 rank-1, rank-5 and rank-10 respectively. The baseline #1 also achieves a mAP of 0.67. The baseline method #2 (horizontal partition) achieves worse than the baseline method #1. In particular, baseline #2 achieves 0.796, 0.912, 0.941 and 0.59 for rank-1, rank-5, rank-
10 and mAP respectively. The semantic partition with individual classifier (without the Gaussian filtering) performs the worse among the all compared methods (except rank-1) with 0.817, 0.912, 0.94 and 0.468 for rank-1, rank-5, rank-10 and mAP respectively. The semantic partition with Gaussian filtering and individual classifier performs better than the semantic partition without the Gaussian filtering but worse than the baseline method #1 with 0.845, 0.94, 0.961 and 0.634 for rank-1, rank-5, rank-10 and mAP respectively. Finally, the semantic partition with Gaussian filtering and shared classifier improves the performance at rank-1, rank-5 and rank-10 compared to the baseline method #1 with 0.87, 0.952, 0.971 for rank-1, rank-5, rank-10. In particular, at rank-1, it improves the performance comparing to the baseline methods significantly. In addition, the semantic partition with Gaussian filtering and shared classifier achieves similar results as the baseline #1 with a mAP of 0.688. These results show that integration of semantic partition with Gaussian filtering and shared classifier with an existing pre-trained network can improve person re-identification performance. In future, we plan to integrate our semantic partitioning based body parts segmentation with Gaussian filtering approach to other networks that is particularly designed for person re-identification tasks rather than a general network used for image classification (Resnet-50). In particular, Harmonious attention network (Li et al., 2018), Auto-ReID (Quan et al., 2019) and PLR-OSNet (Xie et al., 2020) can be tested. In addition, semantic approaches (Sah and Direkoglu, 2017) can be integrated for person re-ID that allows intelligent search interfaces (Hatirmaz et al., 2020).

4. Conclusions and Future Work

Person Re-Identification (Person Re-ID) is an important task for searching suspicious or missing persons in surveillance domain. To address this problem, in this paper, we developed a person re-identification algorithm. Our algorithm involves body part partitioning and Gaussian filtering based mask generation for Person Re-ID. First, a pre-trained network (Resnet-50) is employed to extract global features of the person. A semantic partition technique is also used to segment human body parts, and create local binary masks where the masks are deterministic binary images. Mask smoothing is performed with a Gaussian filter, and then we perform masking operation to the global feature maps produced at the end of Resnet-50. Our masks are smoothed binary images. Our approach is experimented on Market-1501 dataset that is a publicly available popular dataset. Results indicates that the our method is very promising. Using Gaussian filter with semantic partitioning in the algorithm increases the accuracy of baseline algorithms. In our future work, we can integrate our semantic partitioning based body parts segmentation with Gaussian filtering approach to other networks that is particularly designed for person re-identification tasks. We will also experiment our method on different datasets and conduct time evaluations.
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