HESSIAN OF BUSEMANN FUNCTIONS AND RANK OF HADAMARD MANIFOLDS
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Abstract. In this article we show that every geodesic is rank one and the Hessian of Busemann functions is positive definite for a harmonic Damek-Ricci space, a two step solvable Lie group with a left invariant metric. Moreover, the eigenspace of the Hessian of Busemann functions on a Hadamard manifold \((M, g)\) corresponding to eigenvalue zero is investigated with respect to rank of geodesics. On a harmonic Hadamard manifold which is of purely exponential volume growth, or of hypergeometric type it is shown that every Busemann function admits positive definite Hessian. A criterion for \((M, g)\) fulfilling visibility axiom is presented in terms of positive definiteness of the Hessian of Busemann functions.

1. Introduction and main theorems

Let \((M, g)\) be a Hadamard manifold, namely, a simply connected, complete Riemannian manifold of non-positive sectional curvature. A geometric notion important for a Hadamard manifold is a Busemann function \(b_\gamma : \mathbb{R} \to M\), associated with a unit speed geodesic \(\gamma : \mathbb{R} \to M\). Each Busemann function \(b_\gamma\) which is \(C^2\), convex over \(M\), induces level hypersurfaces \(b_\gamma^{-1}(p), p \in M\) called horospheres, in \(M\) and admits positive semi-definite Hessian \(\nabla^2 b_\gamma\).

For a Hadamard manifold an ideal boundary \(\partial M\) is defined as the set of geodesic rays on \(M\) modulo asymptotical equivalence relation. The Busemann function is well-defined associated with an ideal boundary point \(\theta\) of \(\partial M\) represented by a geodesic ray \(\gamma\), denoted by \(b_\theta\), up to additive constants.

If a Hadamard manifold \((M, g)\) is a rank one symmetric space of non-compact type, then, \((M, g)\) is either a real, complex, quaternionic hyperbolic space, or 16 dimensional Cayley hyperbolic space, for which the Hessian of the Busemann function \(\nabla^2 b_\theta\) is described as

\[
\nabla^2 b_\theta(u, v) = \langle u, v \rangle - \langle \nabla b_\theta, u \rangle \langle \nabla b_\theta, v \rangle + \sum_{k=1}^{d-1} \langle \nabla b_\theta, J_k u \rangle \langle \nabla b_\theta, J_k v \rangle,
\]

with respect to the corresponding structures \(\{J_1, \cdots, J_{d-1}\}\) where \(d\) is the dimension of the field \(F\) defining the hyperbolic space. Here, sectional curvature \(K\) is normalized as constant \(-1\) for \(F = \mathbb{R}\), and \(-4 \leq K \leq -1\) for \(F = \mathbb{C}, \mathbb{H}\) and \(\mathbb{O}\), respectively. So, except for the real hyperbolic space each hyperbolic space admits the eigenspace \(\oplus_k \mathbb{R} J_k \nabla b_\gamma\) with eigenvalue \(\lambda_1 = 2\) and the eigenspace \((\oplus_k \mathbb{R} J_k \nabla b_\gamma)^\perp\) with eigenvalue \(\lambda_2 = 1\). Therefore, for every hyperbolic space the Hessian of the Busemann function is positive definite over \(\nabla b_\theta^\perp\), and the constant eigenvalues \(\lambda_1, \lambda_2\) with constant multiplicities \(\mu_1, \mu_2\). In case of the real hyperbolic space the Hessian of the Busemann function admits only single eigenvalue 1.
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These hyperbolic spaces are non-compact harmonic Hadamard manifolds. A Riemannian manifold is called harmonic, if it admits a solution of Laplace equation $\Delta f = 0$ which depends only on the distance function. However, there are non-symmetric, harmonic Riemannian homogeneous Hadamard manifolds, called Damek-Ricci spaces. It is interesting to investigate rank one geodesic property and the positive definiteness for the Hessian of Busemann functions of a Damek-Ricci space, compared with those hyperbolic spaces. The rank of a geodesic $\gamma$ is dimension of the parallel Jacobi fields along $\gamma$. The rank $r(M)$ of $(M, g)$ is defined by $r(M) = \inf_\gamma \text{rank } \gamma$, a generalization of the rank of symmetric space. See [2] for the notion of rank. The rank of any geodesic is one for a rank one symmetric space of non-compact type.

This article is comprised of two parts, Part I and Part II. In Part I we present for a Damek-Ricci space $S$ the rank one geodesic property and the positive definiteness of the Hessian of an arbitrary Busemann function by exploiting the algebraic structure of the Lie algebra $\mathfrak{s}$ of $S$. In Part II the main results are presented, namely Theorem 1.4 and Corollary 1.5.

A Damek-Ricci space $S$ is a two step solvable Lie group with a left invariant metric which is a harmonic Hadamard manifold, a particularly important manifold which plays an significant role in the counter example of the Lichnerowicz conjecture. For basic properties of a Damek-Ricci space refer to [4].

The following are our main results of Part I.

**Theorem 1.1.** Any geodesic of a Damek-Ricci space is rank one.

**Theorem 1.2.** For any Busemann function $b_\gamma$ of a Damek-Ricci space the Hessian is positive definite over the orthogonal complement $\nabla b_\gamma$ to the gradient field $\nabla b_\gamma$.

These theorems are apparently independent. However, the rank of a geodesic and the eigenspace of the Hessian of the Busemann function corresponding to eigenvalue zero are essentially related, as illustrated in Part II. They are obtained by using arguments of the Lie algebra structure of a Damek-Ricci space.

We will give two proofs to Theorem 1.1 one by an argument based on a subtle relation on eigenvalues of the Jacobi operator together with an explicit formula of a geodesic on a Damek-Ricci space $S$ at $e_S$ in Section 3, Part I and the other one by using flat plane section field along a geodesic in Appendix 1, Part I. Theorem 1.2 is shown by getting formulae of the Hessian $\nabla db_\gamma$ of the Busemann function at the identity $e_S$ and computing the components of $\nabla db_\gamma$ by the aid of the Lie algebra structure of $\mathfrak{s}$. Theorem 1.2 will be given in Section 4, Part I. Refer to [21] for another proof. Moreover we have the following.

**Theorem 1.3.** Let $S$ be a Damek-Ricci space. Then there exists a positive constant $C_0$ such that for any $\theta \in \partial S$ and $p \in S$

$$\nabla db_\theta(u, u) \geq C_0|u|^2, \quad \forall u \in T_p\mathcal{H}(\theta, p).$$

In Part II the following are investigated with respect to Hadamard manifolds including Damek-Ricci spaces.

**Theorem 1.4.** Let $(M, g)$ be an analytic Hadamard manifold. Let $\theta \in \partial M$ and $\gamma : \mathbb{R} \rightarrow M$ be a geodesic, parametrized by arc-length and with $[\gamma] = \theta$. Let $b_\theta$ be the Busemann function associated with $\theta$. Assume $b_\theta$ is an analytic function. Then,

$$\text{rank } \gamma = \dim(\mathbb{E}_{b_\theta})_{\gamma(t)} + 1$$

for any $t$. Here, $(\mathbb{E}_{b_\theta})_{\gamma(t)} := \{ u \in (\nabla b_\theta^+)_{\gamma(t)} | (\nabla db_\theta)_{\gamma(t)}(u, u) = 0 \}$ denotes the eigenspace of $\nabla db_\theta$ over $\nabla b_\theta^+$ corresponding to eigenvalue zero.
Consequently, we get the following.

**Corollary 1.5.** Let \((M, g)\) be an analytic Hadamard manifold. Assume each Busemann function \(b_\theta\) is analytic in \(M\). Let \(\gamma\) be a geodesic on \(M\). Then, \(\gamma\) has rank one if and only if \(\nabla db_\theta, \theta = [\gamma]\) is positive definite over \(b_\theta^\perp\).

Theorem 1.4 is obtained by exploiting the Riccati equation together with a double induction argument. The Riccati equation, given at (2.2), in §2 describes a time-variation of the shape operator \(S(t)\) of horospheres along a geodesic \(\gamma\) of \([\gamma] = \theta \in \partial M\).

Now let \((M, g)\) be a Hadamard manifold which is harmonic. Then \((M, g)\) is Einstein and hence analytic. Every Busemann function on such \(M\) is analytic (cf. [18] for this). It is well known that a Damek-Ricci space is harmonic. It is expected that every geodesic is rank one on such \((M, g)\) as in [16] where G. Knieper conjectured for a harmonic non-compact manifold and obtained the following by assuming that \((M, g)\) is of purely exponential volume growth (see [16, 17]).

**Proposition 1.6.** Let \((M, g)\) be a non-compact harmonic manifold of volume entropy \(Q > 0\). If \((M, g)\) is of purely exponential volume growth. Then each geodesic of \((M, g)\) is rank one.

Here, a non-compact, harmonic manifold of volume entropy \(Q > 0\) is said to be of purely exponential volume growth if there exist constants \(0 < a \leq b\) such that \(a e^{Qr} \leq \Theta(r) \leq be^{Qr}\) for all \(r \geq 1\), with respect to the volume density function \(\Theta(r)\) of a geodesic sphere of radius \(r > 0\) (see [16] for the details).

Since a Hadamard manifold is non-compact, we have from Theorem 1.4 and Proposition 1.6.\n
**Proposition 1.7.** Let \((M, g)\) be a harmonic Hadamard manifold of purely exponential volume growth. Then the Hessian \(\nabla db_\theta\) of each Busemann function \(b_\theta\) is positive definite over \(\nabla b_\theta^\perp\).

Theorem 1.2 is then obtained from Proposition 1.7 not using the Lie algebra argument, since any Damek-Ricci space \(S\) is of purely exponential volume growth. In fact, the volume density of a geodesic sphere of radius \(r\) in \(S\) has the form \(\Theta(r) = c \cdot \sinh^{n-1} r/2 \cdot \cosh^{2Q - (n-1)} r/2\), where \(c > 0\), \(n = \dim S\) and the volume entropy \(Q\) coincides with the homogeneous dimension of \(S\). Refer to [1].

Now, let \((M, g)\) be a harmonic Hadamard manifold of the hypergeometric type, namely, the radial part of the Laplace-Beltrami operator of \(M\), \(-\left(\frac{d^2}{dr^2} + \sigma(r)\frac{d}{dr}\right)\) is transformed into a second order, differential equation of Gauss hypergeometric type by the transformation \(z = -\sinh^2 \frac{r}{2}\) of the radial variable \(r > 0\). Here \(\sigma(r)\) is the mean curvature of the geodesic sphere \(\Sigma(x; r)\). See [10, 14] for the precise definition of the hypergeometric type. A harmonic Hadamard manifold of a hypergeometric type is of purely exponential volume growth. In fact, the following is verified in [14].

**Proposition 1.8.** Let \((M, g)\) be a harmonic Hadamard manifold of volume entropy \(Q > 0\). Then, \((M, g)\) is of the hypergeometric type if and only if the volume density function \(\Theta(r)\) of the geodesic sphere \(\Sigma(x; r)\) has the form \(\Theta(r) = c_i \sinh^{2\alpha_i} r/2 \cosh^{2\beta_i} r/2\), \(r > 0\) for some constants \(c_i > 0\), \(i = 1, 2, 3\).

A harmonic Hadamard manifold of the hypergeometric type is of importance from harmonic analysis, since the spherical Fourier-Helgason transform on such a manifold is well defined and admits an inversion formula, as shown in [14]. From Propositions 1.7 and 1.8 we obtain the following.
Corollary 1.9. Let \((M, g)\) be a harmonic Hadamard manifold of the hypergeometric type. Then, each Busemann function of \((M, g)\) has positive definite Hessian over \(\nabla b_\theta^\perp\).

This asserts again that every Busemann function on a Damek-Ricci space has positive definite Hessian.

A notion of visibility axiom is closely related to the hyperbolicity of a Hadamard manifold.

Definition 1.10. A Hadamard manifold \((M, g)\) satisfies the visibility axiom, when for any distinct ideal points \(\theta, \theta'\) of \(\partial M\) there exists a geodesic \(\gamma : \mathbb{R} \to M\) such that \([\gamma] = \theta\) and \([\gamma^-] = \theta'\). Here \(\gamma^-\) is the reversed one of \(\gamma\).

The visibility axiom is a geometric feature of the ideal boundary \(\partial M\). Refer to [3, 8]. There are several geometric criterions equivalent with the visibility axiom, one of which is stated as follows.

Proposition 1.11. Let \((M, g)\) be a Hadamard manifold. Then \((M, g)\) satisfies the visibility axiom if and only if it holds for any \(\theta \in \partial M\)

\[
\lim_{t \to \infty} b_\theta(\gamma_1) = +\infty, \tag{1.2}
\]

with respect to the Busemann function \(b_\theta\) centered at \(\theta \in \partial M\). Here \(\gamma_1\) is any geodesic parametrized by arc-length with \([\gamma_1] \neq \theta\).

In [3] Proposition 1.11 is stated in terms of horofunction. However, from Lemma 3.4, [3] any Busemann function is a synonym for horofunction with respect to continuous functions. The proposition means that for any geodesic \(\sigma\) satisfying \([\sigma] \neq \theta\) and \([\sigma^-] \neq \theta\) the convex function \(b_\theta(\sigma(t))\) has necessarily a minimum at some \(t_0\). Refer to §1.6.5, [7].

The positive definiteness of the Hessian of the Busemann functions is related with the visibility axiom.

Proposition 1.12. Let \((M, g)\) be a Hadamard manifold. Assume that (i) any Busemann function \(b_\theta\) admits positive definite Hessian \(\nabla b_\theta\) over \(\nabla b_\theta^\perp\) and (ii) let \(\lambda = \lambda(p)\) be the least eigenvalue of the Hessian \((\nabla b_\theta)_p\) and let \(t_1\) be arbitrary. If along an arbitrary geodesic \(\gamma_1\) with \([\gamma_1] \neq \pm \theta\)

\[
\int_{t_1}^{t} \lambda(\gamma_1(s))ds \to +\infty \text{ as } t \to \infty, \tag{1.4}
\]

then, \((M, g)\) fulfills the visibility axiom.

The content of this article is as follows. In Section 2 we begin with preliminaries of Hadamard manifolds as a basic reference to the sequel. In Section 3, Part I we give definition of a Damek-Ricci space and then present a proof of Theorem...
Section 4 is devoted to proving the positive definiteness of the Hessian of an arbitrary Busemann function on a Damek-Ricci space. Appendix I, Part I another proof of Theorem 1.4 is provided and in Appendix II, Part I a proof to the existence of the admissible decomposition of the Lie algebra of a Damek-Ricci space is given. In Section 5, Part II we deal with an inductive proof of Theorem 1.4 using Riccati equation. Section 6, Part II offers criterions for is the visibility axiom in terms of the Hessian of the Busemann function.

2. PRELIMINARIES FOR HADAMARD MANIFOLDS

Let \((M, g)\) be a simply connected, \(n\)-dimensional complete Riemannian manifold of non-positive sectional curvature \((n \geq 2)\). We call such a \((M, g)\) a Cartan-Hadamard manifold, or briefly a Hadamard manifold. By the Cartan-Hadamard theorem \((M, g)\) is diffeomorphic to an \(n\)-dimensional Euclidean space.

From the non-positive sectional curvature condition the distance function \(d : M \times M \to \mathbb{R}\) is a convex function [20]. A function \(f : M \to \mathbb{R}\) is convex (strictly convex), if the restriction \(f(\gamma(t))\) is convex (strictly convex) for any geodesic \(\gamma\) of \(M\). If a continuous function is \(C^2\), then \(f\) is convex if and only if the Hessian \(\nabla^2 f\) is positive semi-definite for any point. A \(C^2\) function \(h\) is strictly convex if \(\nabla^2 h\) is positive definite at any point. Refer to 1.6.4, [1] for the convexity.

In what follows, a geodesic on \(M\) is assumed parametrized by arc-length. Associated with a geodesic \(\gamma : \mathbb{R} \to M\) we define a function, called Busemann function \(b_\gamma : M \to \mathbb{R}\) by

\[
b_\gamma(p) := \lim_{t \to \infty} \{d(p, \gamma(t)) - t\}.
\]

The Busemann function associated with \(\gamma\) thus defined, is \(C^2\) and convex, with gradient field \(\nabla b_\gamma\) of unit norm. Refer to [1] for Busemann function being of \(C^2\). Note \(b_\gamma(\gamma(t)) = -t, t \in \mathbb{R}\). Since \(b_\gamma\) is convex, the Hessian \(\nabla^2 b_\gamma\) is positive semi-definite at any \(p \in M\) and satisfies \(\langle \nabla^2 b_\gamma(u), u \rangle = 0\) for any \(u \in T_pM\) and \(p \in M\). Here, for a \(C^2\)-function \(f\) on \(M\), the Hessian of \(f\) is defined by \(\langle \nabla^2 f(u, v) := u(df(\tilde{v})) - df(\nabla_u \tilde{v}), \ u, v \in T_pM \rangle\) where \(\tilde{v}\) is a smooth vector field around \(p\), an extension of \(v\).

In order to develop geometry of a Hadamard manifold \((M, g)\) we define an ideal boundary \(\partial M\) for \(M\). We denote by \(\tilde{G}_M\) the set of all geodesic rays; \(\gamma : [0, \infty) \to M\). Then, \(\gamma, \gamma_1 \in \tilde{G}_M\) are asymptotically equivalent, denoted by \(\gamma \sim_a \gamma_1\), if there exists a constant \(C > 0\) such that \(d(\gamma(t), \gamma_1(t)) \leq C t\) for \(t \geq 0\). The relation \(\sim_a\) is an equivalence relation so we obtain the quotient space \(\tilde{G}_M / \sim_a\) denoted by \(\partial M\), and called an ideal boundary of \((M, g)\). We denote by \([\gamma]\) an equivalence class represented by \(\gamma\) and usually use a symbol \(\theta\) for \([\gamma]\). Let \(p \in M\) be an arbitrary point. Then, for each \(\theta\) there exists a unique geodesic \(\gamma : \mathbb{R} \to M\) such that \(\gamma(0) = p\) and \([\gamma] = \theta\) so that the ideal boundary \(\partial M\) is identified with the unit tangent sphere \(U_pM\) at \(p\), by the map \(U_pM \ni v \mapsto [\gamma_v] \in \partial M\), where \(\gamma_v\) is a geodesic defined by \(\gamma_v(t) := \exp_p tv\). It is noticed that \(\gamma \sim_a \gamma_1\) if and only if the difference \(b_{\gamma_1}(\cdot) - b_{\gamma_0}(\cdot)\) is a constant function on \(M\). Now fix \(p \in M\) as a reference point such that \(U_pM \sim \partial M\) being identified, and choose for each \(\theta \in \partial M\) a geodesic \(\gamma = \gamma_v, v \in U_pM, [\gamma_v] = \theta\) and set \(b_\theta := b_{\gamma_v}\). We call the \(C^2\)-function \(b_\theta\) the Busemann function associated with \(\theta\). Denote by \(\mathcal{H}(\theta, p) := \{x \in M | b_\theta(x) = b_\theta(p)\}\) a horosphere centered at \(\theta\) passing \(p\), a level hypersurface of \(b_\theta\) which passes a point \(p\). The minus signed Hessian of \(b_\theta\) restricted to a tangent space of a horosphere \(\mathcal{H}(\theta, p)\) yields the second fundamental form of the horosphere. Indeed, the gradient field \(\nu := \nabla b_\theta\) gives a unit normal to \(\mathcal{H}(\theta, p)\) so that one defines the shape operator \(S : T_x \mathcal{H}(\theta, p) \to T_x \mathcal{H}(\theta, p)\) at \(x \in \mathcal{H}(\theta, p)\) by \(S \nu := -\nabla_\nu \nu\) and the second fundamental form \(h : T_x \mathcal{H}(\theta, p) \times T_x \mathcal{H}(\theta, p) \to \mathbb{R}\) by \(h(\nu, \nu) := \langle \nabla_\nu \nu, \nu \rangle\), respectively \(\nu\).
extension of \( w \). Then, one sees easily
\[
h(v, w) = \langle Sv, w \rangle = -\langle \nabla db_\theta \rangle_z(v, w).
\]

(2.1)

An eigenvector of \( \nabla db_\theta \) corresponding to eigenvalue \( \lambda \) is geometrically a principal
direction of a horosphere with principal curvature \( -\lambda \). Let \( x \in H_{(\theta, \rho)} \) and \( \gamma : \mathbb{R} \to M \) a geodesic of \( M \) satisfying \( \gamma(0) = x \) and \( \gamma'(0) = -\langle \nabla b_\theta \rangle_z \). Then, one observes that \( [\gamma] = \theta \) in \( \partial M \) and a family of horospheres \( \{ H_{(\theta, \gamma(t))} | t \in \mathbb{R} \} \) along \( \gamma \) foliates \( M \).

Let \( \Sigma(q; r) \) be a geodesic sphere centered at a point \( q \in M \) and of radius \( r \). Then, one admits a family \( \{ \Sigma(q; t) | t > 0 \} \) of geodesic spheres centered at \( q \) which foliates \( M \setminus \{ q \} \). Let \( \sigma : \mathbb{R} \to M \) be a geodesic such that \( \sigma(0) = q, \sigma'(0) = v \in U_q M \). Then, one can define a Jacobi vector field \( J(t) \) along \( \sigma \), perpendicular to \( \sigma'(t) \) by \( J(t) := (d\exp_q)_tv, u \in U_q M, u \perp v \). See for this [9]. One sees easily \( J(0) = 0 \) and \( J'(0) = v \). Now let \( \{ e_j(t) | j = 1, \ldots, n \} \) be a set of parallel vector fields along \( \sigma \), orthonormal at any \( t \) such that \( e_1(0) = v \) and define the Jacobi fields \( J_j(t), j = 2, \ldots, n \) by \( J_j(t) := (d\exp_q)_tv_j \), which induce an endomorphism \( A(t) : T_{\sigma(t)}(\Sigma(q; t)) \to T_{\sigma(t)}(\Sigma(q; t)) \) along \( \sigma \), called a Jacobi tensor field, by \( A(t)e_j(t) := J_j(t) \). \( \{ A(t) | t > 0 \} \) is a family of endomorphisms satisfying the equation \( A'(t) + R(t) \circ A(t) = 0 \), where \( R(t) \) is a Jacobi operator associated with \( \sigma'(t) \); \( R(t)v := R(v, \sigma'(t))\sigma'(t) \). Here the prime ' denotes the covariant differentiation along \( \sigma \). The endomorphism \( A(t) \) satisfies \( A(0) = 0 \) and \( A(t) \) is invertible at any \( t \neq 0 \). Therefore, for \( t > 0 \), \( A(t) \) induces an endomorphism \( A'(t) \circ A^{-1}(t) \), which yields the shape operator of \( \Sigma(q; t) \) at \( \sigma(t) \).

Let \( \gamma \) be a geodesic of \( M \) and \( b_\theta \) the Busemann function on \( M \) associated with \( \theta = [\gamma] \). The shape operator \( S = S(t) \) of the horosphere \( H_{(\theta, \gamma(t))} \) along the geodesic \( \gamma \) of \( [\gamma] = \theta \) at \( \gamma(t) \) is defined similarly by using a stable Jacobi tensor \( B(t) \) as \( S(t) := B'(t) \circ B^{-1}(t) \). A Jacobi tensor field \( B(t) \) along \( \gamma \) is called stable, if \( B(t) \) satisfies \( |B(t)| \leq C \), for a constant \( C > 0 \), \( t \geq 0 \). For a precise definition and the construction of a stable Jacobi tensor refer to [13], [15], [17]. Notice that \( \{ S(t) | -\infty < t < \infty \} \) satisfies the Riccati equation;
\[
S'(t) + S(t)^2 + R(t) = 0.
\]

(2.2)

which plays a significant role in Sections 7 and 8 of Part II.

\section{A Damek-Ricci space and rank one geodesic property}

\subsection{Damek-Ricci spaces} Let \((n, [\cdot, \cdot]_n)\) be a two-step nilpotent algebra with
an inner product \( \langle \cdot, \cdot \rangle_n \). Denote by \( \mathfrak{z} \) the center of \( n \) and by \( \mathfrak{v} \) the orthogonal complement of \( \mathfrak{z} \). Then, \([\mathfrak{v}, \mathfrak{v}] \subset \mathfrak{z} \) and each \( Z \in \mathfrak{z} \) defines an endomorphism \( J_Z : \mathfrak{v} \to \mathfrak{v} \);
\[
\langle J_Z V, V_1 \rangle := \langle Z, [V, V_1]_n \rangle_n \quad V, V_1 \in \mathfrak{v}.
\]

(3.1)

When \( J_Z \) satisfies
\[
(J_Z)^2 = -|Z|^2 \text{id}_n
\]

(3.2)

for \( Z \in \mathfrak{z} \), we call \((n, [\cdot, \cdot]_n)\) together with \( \langle \cdot, \cdot \rangle_n \) a \textit{generalized Heisenberg algebra}.

Remark that polarization of \( \mathfrak{z} \) yields
\[
J_Z J_{Z_1} + J_{Z_1} J_Z = -2 \langle Z, Z_1 \rangle_n \text{id}_n.
\]

(3.3)
The endomorphism $J_Z$ fulfills the basic formulae:
\[
\langle J_Z U, J_Z V \rangle_n + \langle J_Z U, J_Z V \rangle_n = 2\langle U, V \rangle_n \langle Z, Z_1 \rangle_n
\]
\[
[J_Z U, V] - [U, J_Z V] = -2\langle U, V \rangle_n Z
\]
\[
[J_Z U, J_Z V] = -|Z|^2[U, V] - 2\langle U, J_Z V \rangle_n Z
\]
and then
\[
[V, J_Z V] = |V|^2 Z.
\]
Let $(n, [\cdot, \cdot]_n)$ with $\langle \cdot, \cdot \rangle_n$ be a generalized Heisenberg algebra and $N$ be a simply connected Lie group with Lie algebra $(n, [\cdot, \cdot]_n)$. Via the exponential map $\exp_n : n = v \oplus \mathfrak{z} \to N; V + Z \mapsto \exp_n(V + Z)$ the group structure on $N$ is described by the Campbell-Hausdorff formula:
\[
\exp_n(V + Z) \cdot \exp_n(V_1 + Z_1) = \exp_n(V + V_1 + Z + Z_1 + \frac{1}{2}[V, V_1]).
\]
Let $s = n \oplus a = v \oplus \mathfrak{z} \oplus a$ be a one dimensional extension of a generalized Heisenberg algebra $n = v \oplus \mathfrak{z}$. Here $a$ is a one-dimensional vector space with a non-zero vector $A$. Define a bracket structure $[\cdot, \cdot]_s$ on $s$ by
\[
[V + Z + \ell A, V_1 + Z_1 + \ell_1 A]_s = \left(\frac{\ell}{2}V_1 - \frac{\ell_1}{2}V\right) + (\ell Z_1 - \ell_1 Z + [V, V_1]_n) + 0A
\]
for $V, V_1 \in v$, $Z, Z_1 \in z$, $\ell, \ell_1 \in \mathbb{R}$ and an inner product $\langle \cdot, \cdot \rangle$ on $s$ by
\[
\langle V + Z + \ell A, V_1 + Z_1 + \ell_1 A \rangle = \langle V, V_1 \rangle_n + \langle Z, Z_1 \rangle_n + \ell \ell_1.
\]
Consider the product $S := N \times \mathbb{R}$ of $N$ with $\mathbb{R}$. A group structure on $S$ is given by, for $(\exp_n(V + Z), a), (\exp_n(V_1 + Z_1), a_1) \in S$
\[
(\exp_n(V + Z), a) \cdot (\exp_n(V_1 + Z_1), a_1) = \left(\exp_n(V + e^{a/2}V_1 + Z + e^a Z_1 + \frac{1}{2}e^{a/2}[V, V_1]), a + a_1\right).
\]
See [3] [19] for this. We call the simply connected Lie group $S$ whose Lie algebra is $s$ a Damek-Ricci space. $S$ is equipped with the left invariant Riemannian metric induced from $\langle \cdot, \cdot \rangle$, denoted by the same symbol $\langle \cdot, \cdot \rangle$. For later use, we adopt another semi-direct product representation of $S$ as
\[
S \cong N \times \mathbb{R}_+ = \{(\exp_n(U + X), e^\lambda) | U + X \in n, \lambda \in \mathbb{R}\}.
\]
This representation corresponds to Poincaré upper half space model for a real hyperbolic space. For this refer to [11] also. Note that the identity elements is $e_S = (\exp_n(0_n + 0_\lambda), 1)$. The exponential map
\[
\exp_n \times \exp_a : n \oplus a \to S = N \times \mathbb{R};
\]
\[
U + X + sA \mapsto (\exp_n(U + X), s)
\]
is a diffeomorphism.

**Proposition 3.1.** [11][19] A Damek-Ricci space is a harmonic, Einstein Hadamard manifold.

### 3.2. Coordinates

We introduce global coordinates on a Damek-Ricci space $S$ by the aid of the exponential map.

Let $\{V_1, \ldots, V_n, Y_1, \ldots, Y_k, A\}$ be a basis of $(s, \langle \cdot, \cdot \rangle)$ such that $\{V_i\}$ and $\{Y_a\}$ are bases of $v$ and $z$, respectively. Here $m = \dim v$, $k = \dim z$. Denote by $\{\tilde{v}_1, \ldots, \tilde{v}_m, \tilde{y}_1, \ldots, \tilde{y}_k, \tilde{\lambda}\}$ the corresponding coordinate functions on $s$.

Via the exponential map $\exp_n \times \exp_a$ we define coordinates $\{v_1, \ldots, v_m, y_1, \ldots, y_k, \lambda\}$ on $S$ by
\[
(v_1, \ldots, v_m, y_1, \ldots, y_k, \lambda)(p) := (\tilde{v}_1, \ldots, \tilde{v}_m, \tilde{y}_1, \ldots, \tilde{y}_k, \tilde{\lambda})(\exp_n \times \exp_a)^{-1}(p).
\]
Lemma 3.2. \[4\] At a point \( p = (U, X, e^r) \in S \) of coordinates \( \{v_i, y_\alpha, a = e^\lambda\} \)
\[
V_i = \sqrt{a} \frac{\partial}{\partial v_i} - \frac{1}{2}\sqrt{a} \sum_{j, \alpha} ([V_i, V_j], Y_\alpha) v_j \frac{\partial}{\partial y_\alpha}, \quad Y_\alpha = a \frac{\partial}{\partial y_\alpha}, \quad A = \frac{\partial}{\partial \lambda} = a \frac{\partial}{\partial a}.
\]
Conversely
\[
\frac{\partial}{\partial v_i} = \frac{1}{\sqrt{a}} V_i + \frac{1}{2a} \sum_{j, \alpha} ([V_i, V_j], Y_\alpha) v_j Y_\alpha, \quad \frac{\partial}{\partial y_\alpha} = \frac{1}{a} Y_\alpha, \quad \frac{\partial}{\partial \lambda} = a \frac{\partial}{\partial a} = A.
\]

3.3. Levi-Civita connection and Riemannian curvature tensor. Let \( \nabla \) be the Levi-Civita connection of a Damek-Ricci space \( S \). The connection \( \nabla \) is determined by its values on the left invariant vector fields in \( \mathfrak{s} \).

Lemma 3.3. \[4\] For left invariant vector fields \( V + Y + sA \) and \( U + X + rA \)
\[
\nabla_{(V+Y+sA)}(U+X+rA) = -\frac{1}{2} J_X V - \frac{1}{2} J_Y U - \frac{1}{2} rV - \frac{1}{2} [U, V] - rY + \frac{1}{2} (U, V) A + (X, Y) A.
\]

Namely
\[
\nabla_V U = -\frac{1}{2} [U, V] + \frac{1}{2} (U, V) A, \quad \nabla_V X = \nabla_X V = -\frac{1}{2} J_X Y, \quad \nabla_V A = -\frac{1}{2} V, \quad \nabla_Y X = \nabla_X Y = (X, Y) A, \quad \nabla_Y A = -Y, \quad \nabla_A V = 0, \quad \nabla_A Y = 0, \quad \nabla_A A = 0.
\]

The Riemannian curvature tensor \( R \) is defined by
\[
R(u, v)w := (\nabla_\bar{u} \nabla_v \bar{w} - \nabla_v \nabla_\bar{u} \bar{w} - \nabla_\bar{v} \nabla_\bar{u} \bar{w}) (p), \quad u, v, w \in T_p M,
\]
where \( \bar{u}, \bar{v}, \bar{w} \) are extensions of \( u, v, w \). For the formula of \( R \) in terms of the algebra \( \mathfrak{s} \) refer to pp. 84, 85, \[4\]. The Jacobi operator \( R_u, u \in T_z S, |u| = 1 \) is an endomorphism, defined by \( R_u : u^\perp \to u^\perp, R_u(v) := R(v, u)u \). Since \( S \) is of non-positive sectional curvature, \( R_u \) is negative semi-definite for any \( u \).

3.4. The endomorphism \( K_{V,Y} \). Let \( V \in \mathfrak{v} \) and \( Y \in \mathfrak{s} \) be non-zero vectors with the normalized unit vectors \( \hat{V} = \frac{V}{|V|}, \hat{Y} = \frac{Y}{|Y|} \). Denote by \( Y^\perp \) a linear subspace in \( \mathfrak{s} \);
\[
Y^\perp := \{Z \in \mathfrak{s} | \langle Z, Y \rangle = 0\}.
\]

Definition 3.4. \[4\] An endomorphism \( K = K_{V,Y} : Y^\perp \to Y^\perp \) is defined by
\[
Z \mapsto K(Z) := [\hat{V}, J_Z J_Y \hat{V}].
\]

Proposition 3.5. \[4\] The endomorphism \( K \) is skew-adjoint with respect to the inner product \( \langle \cdot, \cdot \rangle \). Thus \( K^2 \) is self-adjoint.
We decompose $Y^\perp$ orthogonally into a direct sum

$$Y^\perp = L_0 \oplus \cdots \oplus L_\ell, \quad L_j := \text{Ker}(K^2 - \mu_j \text{id}_{Y^\perp}), \quad j = 0, \ldots, \ell$$  \hspace{1cm} (3.13)

with the distinct eigenvalues

$$0 \geq \mu_0 \geq \mu_1 > \cdots > \mu_\ell \geq -1$$

of $K^2$. It is observed since $K^2 \circ K = K \circ K^2$ that

$$K(L_j) \subset L_j, \quad j = 0, \ldots, \ell$$

and from [4] that when $\mu_0 = 0$

$$X \in L_0 \Leftrightarrow J_X J_Y V \in \text{Ker ad}(V)$$

and when $\mu_\ell = -1$

$$X \in L_\ell \Leftrightarrow J_X J_Y V \in \text{Ker ad}(V)^\perp.$$

Define a subspace of $v \oplus \mathfrak{z}$

$$q_j := \text{Span} \{L_j, J_{L_j} V, J_{L_j} J_Y V\}, \quad j = 0, \ldots, \ell,$$  \hspace{1cm} (3.14)

when $\mu_\ell \neq -1$ and

$$q_\ell := \text{Span} \{L_\ell, J_{L_\ell} V\}, \quad \text{when } \mu_\ell = -1.$$  \hspace{1cm} (3.15)

Then, we define as an orthogonal direct sum

$$q := q_0 \oplus \cdots \oplus q_\ell$$  \hspace{1cm} (3.16)

which has the form

$$q = \text{Span} \{L_{Y^\perp}, L_{Y^\perp} L_Y V, Y^\perp\}.$$  \hspace{1cm} (3.17)

Refer for this to p.97, [4].

We define a linear subspace $(Y^\perp)_J$ in $Y^\perp$ as

$$(Y^\perp)_J := \{Z \in Y^\perp | \exists Z' \in \mathfrak{z} \text{ such that } J_Z J_Y V = J_{Z'} V\}$$  \hspace{1cm} (3.18)

and its orthogonal complement $(Y^\perp)_J^\perp$ so that

$$Y^\perp = (Y^\perp)_J \oplus (Y^\perp)_J^\perp.$$  \hspace{1cm} (3.19)

We remark that in (3.18) $Z'$ belongs to $(Y^\perp)_J$. Actually from (3.18) the $Z'$ must satisfy $J_Z J_Y V = J_{(Y^\perp)_J^\perp} J_{Y^\perp} V$, since from $J_Y(J_Z J_Y V) = J_Y(J_{Y^\perp} V)$, one has from (3.19) $-J_Z(J_Y J_Y V) = -J_{Y^\perp} V$. Hence $-J_Z(-Y^\perp) V) = -J_{Z'} V.

\textbf{Note 3.6.} If $\mathfrak{z}$ satisfies the $J^2$-condition, then, one has exactly $Y^\perp = (Y^\perp)_J$.\n
\textbf{Lemma 3.7.} $K((Y^\perp)_J) \subset (Y^\perp)_J$ and $K((Y^\perp)_J^\perp) \subset (Y^\perp)_J^\perp$.

\textbf{Lemma 3.8.} (i) The endomorphism $K^2 = K^2_{Y,V}$ is equal to $-\text{id}_{(Y^\perp)_J}$, when restricted to $(Y^\perp)_J$.

(ii) For $Z \in Y^\perp$ it holds $K^2(Z) = -Z$ if and only if $Z \in (Y^\perp)_J$.

(iii) Any eigenvalue $\mu$ of $K^2_{|Y^\perp}$ restricted to $(Y^\perp)_J$ satisfies $-1 < \mu \leq 0$.

Therefore, we have from (3.14)

$$(Y^\perp)_J = L_\ell, \quad (Y^\perp)_J^\perp = L_0 \oplus \cdots \oplus L_{\ell-1},$$

provided $\mu_\ell = -1$, since $J_{Y^\perp} V = \text{Ker ad}(V)^\perp$.

\textbf{Lemma 3.9.} Assume $\mu_\ell = -1$. Let $j, j' = 0, \ldots, \ell - 1$. Then

(i) $J_{L_j} V \perp J_{L_{j'}} V, \quad j \neq j'$,

(ii) $J_{L_j} J_Y V \perp J_{L_{j'}} J_Y V, \quad j \neq j'$,

(iii) $J_{L_j} V \perp J_{L_{j'}} J_Y V, \quad j \neq j'$,

(iv) $J_{L_j} V \cap J_{L_{j'}} J_Y V = \{0\}.$
Remark 3.10. It does not hold
\[ J_{L_j} V \perp J_{L_j} J_Y V, \quad j = 1, \ldots, \ell - 1, \]
except for \( j = 0 \) with \( \mu_0 = 0 \) as
\[ J_{L_0} V \perp J_{L_0} J_Y V. \quad (3.20) \]
In fact, for vectors \( W_1 := J_{Z_1} V \in J_{L_j} V, \quad W_2 := J_{Z_2} J_Y \tilde{V} \in J_{L_j} J_Y V, \quad 0 < j \leq \ell - 1, \)
where \( Z_1 \) and \( Z_2 = \frac{1}{\sqrt{-\mu_j}} K(Z_1) \) are unit vectors in \( L_j \). We have then
\[ \langle W_1, W_2 \rangle = -\sqrt{-\mu_j}. \quad (3.21) \]
Actually the inner product is
\[ \langle W_1, W_2 \rangle = \frac{1}{\sqrt{-\mu_j}} \langle [\tilde{V}, J_{KZ_j} J_Y \tilde{V}], Z_1 \rangle = \frac{1}{\sqrt{-\mu_j}} \langle K(KZ_j), Z_1 \rangle. \]

3.5. Geodesics of a Damek-Ricci space. In what follows, we use customarily symbols \( U, V \) and \( W \) for elements of \( v \) and \( X, Y \) and \( Z \) for elements of \( s_j \).

Lemma 3.11. Let \( V + Y + sA \in s \) be a unit vector and \( \gamma \) be a geodesic in \( S \) of \( \gamma(0) = e_s, \gamma'(0) = V + Y + sA \). Then \( \gamma(t) \) can be represented by
\[ \gamma(t) = \exp_t \left( \frac{2\theta(t)(1-s\theta(t))}{\chi(t)} V + \frac{2\theta^2(t)}{\chi(t)} J_Y V + \frac{2\theta(t)}{\chi(t)} Y, \left( 1 - \frac{2\theta(t)}{\chi(t)} A \right) \right). \quad (3.22) \]
Here \( \theta(t) := \tanh \left( \frac{t}{2} \right), \chi(t) := (1 - s\theta(t))^2 + |Y|^2 \theta^2(t). \quad (3.23) \)

3.6. Rank one geodesic property. Let \( \gamma \) be a geodesic in a Damek-Ricci space \( S \) of \( \gamma(0) = e_S \) and of \( \gamma'(0) = V + Y + sA \), a unit tangent vector in \( T_{e_S} S \). Let \( u = u(t) \) be a parallel Jacobi field along \( \gamma \), that is,
\[ u''(t) + R(u(t), \gamma'(t))\gamma'(t) = 0 \quad \text{and} \quad u'(t) = 0, \quad (3.24) \]
where \( R(\cdot, \cdot) \) is the Riemannian curvature tensor of \( S \). Therefore it holds with respect to the Jacobi operator \( R_{\gamma'(t)} \) defined by \( R_{\gamma'(t)}: \gamma'(t)^\perp \rightarrow \gamma'(t)^\perp; v \rightarrow R(v, \gamma'(t))\gamma'(t) \) it holds \( R_{\gamma'(t)} u(t) = 0 \) for all \( t \). In particular, \( u(t) \) is an element of \( \text{Ker}(R_{\gamma'(t)}) \) in \( \gamma'(t)^\perp \subset T_{\gamma(t)} S \).

Now, using several propositions, we will prove that if there exists a vector field perpendicular to \( \gamma' \) which is an element of \( \text{Ker}(R_{\gamma'(t)}) \) at any \( t \), then there is a contradiction.

Eigenvalue zero of \( R_{V + Y + sA} \) and the corresponding eigenspaces are presented as

Proposition 3.12. (Theorem 1, p. 96-98, \[4\]) we have

Case (i): \( V = 0 \) or \( Y = 0 \).

The eigenspace of \( R_{V + Y + sA} \) corresponding to zero is \( \mathbb{R}(V + Y + sA) \).

Case (ii): \( V \neq 0 \) and \( Y \neq 0 \).

In this case we can decompose from \[3.13\] the subspace \( Y^\perp \) orthogonally into \( Y^\perp = L_0 \oplus \cdots \oplus L_\ell \) in terms of the eigenspaces \( L_\ell \) of \( K^2 \) with eigenvalues
\[ 0 \geq \mu_0 > \mu_1 > \cdots > \mu_\ell \geq -1. \]
Then, each space \( q_\ell \) of \[3.10\] is invariant under \( R_{V + Y + sA} \). Refer for this to \[4\].

We have further a decomposition of \( s \) as \( s = s_4 \oplus p \oplus q \) orthogonally for some subspaces \( s_4, p \) which are invariant under \( R_{V + Y + sA} \). The eigenspace of \( (R_{V + Y + sA})|_{(s_4 \oplus p)} \) corresponding to eigenvalue zero is \( \mathbb{R}(V + Y + sA) \).

If \( j = \ell \) and \( \mu_\ell = -1 \), then the eigenvalues of \( (R_{V + Y + sA})_{q_\ell} \) are \(-\frac{1}{4}\) and \(-1\).
Otherwise, if not, \((R_{V+Y+sA})_{\mathbf{A}_j}\) has two or three distinct eigenvalues \(\kappa_1, \kappa_2, \kappa_3\) satisfying
\[
-1 < \kappa_1 \leq -\frac{3}{4} \leq \kappa_2 < -\frac{1}{4} < \kappa_3 \leq 0.
\]
(3.25)
They are the solutions of the equation
\[
\frac{(\kappa + 1)(\kappa + \frac{1}{4})^2}{4^4} = \frac{27}{64} |Y|^4 (1 + \mu_j).
\]
(3.26)
Notice for detail of the decomposition \(s = s_4 \oplus p \oplus q\) of \(s\) refer to Proposition 4.11. A proof is given in Appendix II.

**Proposition 3.13.** Let \(V + Y + sA\) be a unit vector in \(s\) of the Damek-Ricci space \(S\). If there exists an eigenvector of \(R_{V+Y+sA}\) corresponding to eigenvalue zero which is not proportional to the vector \(V + Y + sA\), then \(V\) and \(Y\) must satisfy
\[
|V|^2 = \frac{2}{3} \quad \text{and} \quad |Y|^2 = \frac{1}{3}.
\]
(3.27)

**Proof.** Suppose that there exists an eigenvector of \(R_{V+Y+sA}\) corresponding to zero, not proportional to \(V+Y+sA\). By Proposition 3.12, there exists some \(j \in \{1, \ldots, \ell\}\) such that \((R_{V+Y+sA})_{\mathbf{A}_j}\) has two or three distinct eigenvalues \(\kappa_1, \kappa_2, \kappa_3\) satisfying the conditions in (3.25) and (3.28). We have here from (3.26) the eigenvalue \(\kappa_3 = 0\), since others \(\kappa_1, \kappa_2\) are negative. Thus, we have, substituting \(\kappa = 0\) into (3.26)
\[
\frac{1}{16} = \frac{27}{64} |V|^4 |Y|^2 (1 + \mu_j).
\]
Since \(|V|^2 + |Y|^2 + s^2 = 1\),
\[
|V|^4 |Y|^2 \leq (1 - |Y|^2)^2 |Y|^2 \leq \frac{4}{27}.
\]
The last inequality comes from \(\max_{0 \leq t \leq 1} (1-t)^2t = 4/27\) and the equality \(|V|^4 |Y|^2 = 4/27\) attains if and only if
\[
|V|^2 = \frac{2}{3}, \quad |Y|^2 = \frac{1}{3} \quad \text{and} \quad s = 0.
\]
Since \(0 \leq 1 + \mu_j \leq 1\),
\[
\frac{27}{64} |V|^4 |Y|^2 (1 + \mu_j) \leq \frac{27}{64} |V|^4 |Y|^2 \leq \frac{1}{16}
\]
and hence
\[
\frac{1}{16} = |V|^4 |Y|^2 (1 + \mu_j) \iff |V|^2 = \frac{2}{3}, \quad |Y|^2 = \frac{1}{3}, \quad s = 0 \quad \text{and} \quad \mu_0 = 0, j = 0.
\]
In particular,
\[
|V|^2 = \frac{2}{3}, \quad |Y|^2 = \frac{1}{3}.
\]
\(\square\)

**Proposition 3.1.4.** (Theorem 2, p. 94, [3]) Let \(V + Y + sA\) be a unit vector of \(s\) and \(\gamma\) the geodesic in \(S\) of \(\gamma(0) = eS, \gamma'(0) = V + Y + sA\). Decompose \(\gamma'(t)\) into
\[
\gamma'(t) = V(t) + Y(t) + A(t).
\]
(3.28)
Then \(|V(t)|^2 = |V|^2 h(t)\) and \(|Y(t)|^2 = |Y|^2 h(t)\) where
\[
h(t) = \frac{1 - \theta^2(t)}{\chi(t)}.
\]
(3.29)

**Theorem 3.15.** There exists no parallel Jacobi vector field which is orthogonal to \(\gamma'\) along a geodesic \(\gamma\) in a Damek-Ricci space \(S\).
Proof. Suppose that there exists a vector field $u(t)$ which is parallel, Jacobi and orthogonal to $\gamma'$ along a geodesic $\gamma$.

Decompose $\gamma'(t)$ into \ref{4.2} for each $t$. Fix $t_0$. Then $\gamma'(t_0)$ is a unit vector and $R(Y(t) + Y(t_0) + A(t_0))u(t) = 0$ at $t_0$. Thus by Proposition \ref{3.13} $|V(t_0)|^2 = \frac{2}{3}$ and $|Y(t_0)|^2 = \frac{1}{3}$ and moreover $A(t_0) = 0$. Therefore, $|V(t)|^2 = \frac{2}{3}$ and $|Y(t)|^2 = \frac{1}{3}$ for any $t$.

By Proposition \ref{3.14} $h(t) \equiv 1$ for any $t$ and then, from \ref{3.29} $\theta(t) = 0$ for any $t$. However, $\theta(t) = 0$ if and only if $t = 0$. So, this is a contradiction. \hfill $\Box$

4. Hessian of Busemann function

4.1. The distance function of a Damek-Ricci space. Let $p \in \mathcal{S}$ be a point and represent $p$ in a view of (3.8) as $p = (\exp_n(U + X), e^r)$. From Lemma \ref{3.11} we obtain

**Lemma 4.1.** \cite{12} The distance of $p = (\exp_n(U + X), e^r)$ from $e_{\mathcal{S}}$ is given by

$$d(e_{\mathcal{S}}, p) = \log \left( \lambda(p) - 2 + \sqrt{\lambda^2(p) - 4\lambda(p)} \right),$$  \hspace{1cm} (4.1)

where, $a = e^r$ and $\lambda : \mathcal{S} \to \mathbb{R}$ is a function of $\mathcal{S}$ given by

$$\lambda(p) := \frac{1}{a} \left\{ (1 + a + \frac{1}{4}|U|^2)^2 + |X|^2 \right\}. \hspace{1cm} (4.2)$$

Now, let $\gamma$ be a geodesic of $\gamma(0) = e_{\mathcal{S}}$, $\gamma'(0) = V + Y + sA$.

**Lemma 4.2.** \cite{12} The distance $d(p, \gamma(t))$ is described by

$$d(p, \gamma(t)) = \log \lambda - 2 + \sqrt{\lambda^2 - 4\lambda},$$  \hspace{1cm} (4.3)

where

$$\lambda = \lambda(p^{-1} \gamma(t)) = \frac{1}{a(t)} \left\{ (1 + a(t) + \frac{1}{4}|\hat{U}(t)|^2)^2 + |\hat{X}(t)|^2 \right\}, \hspace{1cm} (4.4)$$

$$\hat{U}(t) = -e^{-r/2}U + e^{-r/2}\tilde{V}(t), \hspace{1cm} (4.5)$$

$$\hat{X}(t) = -e^{-r}X + e^{-r}\tilde{Y}(t), \hspace{1cm} a(t) = e^{-r}h(t).$$

If we write $\gamma(t) = (\hat{V}(t), \tilde{Y}(t), h(t))$,

$$\hat{V}(t) = \frac{2\theta(t)(1 - s\theta(t))}{\chi(t)} V + \frac{2\theta^2(t)}{\chi(t)} J_{\mathcal{Y}} V, \hspace{0.5cm} \tilde{Y}(t) = \frac{2\theta(t)}{\chi(t)} Y.$$

Then

$$p^{-1} \gamma(t) = (-e^{-r/2}U, -e^{-r}X, e^{-r})(\hat{V}(t), \tilde{Y}(t), h(t))$$

$$= (-e^{-r/2}U + e^{-r/2}\tilde{V}(t), -e^{-r}X + e^{-r}\tilde{Y}(t), e^{-r}h(t))$$

$$=: (\hat{U}(t), \hat{X}(t), a(t)).$$

Therefore, Lemma \ref{4.2} is obtained from Lemma \ref{4.1}.
4.2. Busemann function on a Damek-Ricci space. Let $b_\gamma$ be the Buseman function on $S$ associated with a geodesic $\gamma$:

$$b_\gamma(p) := \lim_{t \to \infty} \{d(p, \gamma(t)) - t\} = \lim\{d(e_S, p^{-1}\gamma(t)) - t\}, \ p \in S.$$ 

Then

**Proposition 4.3.** [12] Let $p = (\exp_p(U + X), e^r) \in S$ and $\gamma$ be a geodesic of $\gamma(0) = e_S$, $\gamma'(0) = V + Y + sA$, a unit vector. Then the Busemann function $b_\gamma$ on $S$ associated with $\gamma$ is described by

$$b_\gamma(p) = -\log \left( \frac{e^r \cdot (1 + \frac{1}{2}|v|^2 + |y|^2)}{(e^r + \frac{1}{2}|U - v|^2)^2 + |X - y + \frac{1}{2}[U, v]|^2} \right), \ s \neq 1, \ (4.6)$$

$$= -\log e^r, \ s = 1.$$ 

Here $(v, y) \in \mathfrak{v} \times \mathfrak{j}$ is defined by

$$v := \frac{2}{\chi_\infty} \left( (1 - s)V + J_yV \right), \ y := \frac{2}{\chi_\infty} Y \ (4.7)$$

$$(\chi_\infty := \lim_{t \to \infty} \chi(t) = (1 - s)^2 + |Y|^2). \ (v, y) \text{ defines an ideal boundary point representing } [\gamma] \in \partial S, \text{ relative to a cone topology of } S \cup \partial S.$$ 

4.3. **Hessian of Buseman function.** The aim of this section and the subsequent sections is to investigate the positive definiteness of the Hessian of the Busemann function over $\nabla b_\gamma$ at any point of $S$.

Let $b_\gamma$ be the Busemann function associated with a geodesic $\gamma$ of $\gamma(0) = e_S$, $\gamma'(0) \in T_x S$, a unit vector. Notice that the gradient $\nabla b_\gamma$ gives a null vector of the Hessian. Let $p \in S$ be an arbitrary point and restrict the Hessian to $\nabla b_{\gamma,p}^\perp$, the subspace of $T_p S$ orthogonal to $\nabla b_{\gamma,p}$:

$$\nabla db_{\gamma,p} : \nabla b_{\gamma,p}^\perp \times \nabla b_{\gamma,p}^\perp \to \mathbb{R}.$$ 

Since the metric of $S$ is left invariant, any left translation is an isometry. Therefore, as Proposition [4.3] shows, in order to assert the positive definiteness of the Hessian $\nabla b_\gamma$ at an arbitrary point it suffices to investigate the positive definiteness of the Hessian at $e_S$. Just like the equivariance of the Jacobi operator $R_u$ with respect to an isometry, the Hessian $\nabla b_\gamma$ satisfies the following for the action of left translation.

**Proposition 4.4.** Let $\gamma$ be a geodesic of $S$ and $y$ an arbitrary point of $S$. Then, for any $x \in S$

$$(\nabla db_\gamma)_y(u, v) = (\nabla db_{L_x(\gamma)}(L_x y)(L_x u, L_x v)), \ u, v \in T_y S.$$ 

Here $L_x(\gamma)$ is a geodesic defined by $L_x(\gamma)(t) := L_x(\gamma(t))$.

A proof is derived by $(\nabla db_\gamma)_y(u, v) = (\nabla_u \nabla b_\gamma, v)_y$.

We may assume in Proposition [4.4] that $\gamma$ satisfies $\gamma(0) = y$, since $\nabla db_\gamma = \nabla db_{\gamma_1}$ for geodesics $\gamma$ and $\gamma_1$ such that $\gamma_1 \sim \gamma$, so that we choose $x = y^{-1}$. Therefore, $L_x(\gamma)(0) = L_x y = e_S$ for the geodesic $L_x(\gamma)$ appeared on the right hand side.

4.4. **The formula of the Hessian.** We now investigate some of the properties of the Hessian.

**Theorem 4.5.** Let $V + Y + sA \in \mathfrak{g}$ be an arbitrary unit vector and $\gamma$ be the geodesic of $\gamma(0) = e_S$, $\gamma'(0) = V + Y + sA$. Then the Hessian $\nabla db_\theta$ is positive definite over $\gamma'(0)^\perp$, where $\theta = [\gamma] \in \partial S$.

Note $\nabla db_\theta \equiv \nabla db_\gamma$ on $S$. Theorem [4.5] therefore implies
Proposition 4.6. The Hessian $\nabla db_0$ is uniformly bounded from below by a positive constant. Namely, there exists $C_0 > 0$ such that $\nabla db_0(X, X) \geq C_0$, for any $X \in T_p \mathcal{H}(\theta, \rho)$ of $|X| = 1$ and any $p \in S$, $\theta \in \partial S$.

In fact, let $\Theta := \{(V + Y + sA, V_1 + Y_1 + s_1 A) \in \mathfrak{s} \times \mathfrak{s} \mid |V + Y + sA| = |V_1 + Y_1 + s_1 A| = 1, |V + Y + sA, V_1 + Y_1 + s_1 A| = 0\}$ and define a map $\Psi : \Theta \to \mathbb{R}$ by $\Psi(V + Y + sA, V_1 + Y_1 + s_1 A) = (\nabla db_0)_{\gamma_0}(V_1 + Y_1 + s_1 A, V + Y + sA)$, where $\gamma$ is the geodesic of $\gamma(0) = e_S$, $\gamma'(0) = V + Y + sA$. The map $\Psi$ is a continuous function on a compact set $\Theta$ so that from Theorem 4.5 there exists a constant $C_0 > 0$ such that $\Psi(V + Y + sA, V_1 + Y_1 + s_1 A) \geq C_0$, namely $\nabla db_0(V_1 + Y_1 + s_1 A, V + Y + sA, V_1 + Y_1 + s_1 A) \geq C_0 |V_1 + Y_1 + s_1 A|^2, V_1 + Y_1 + s_1 A \in T_0 \mathcal{H}(\theta, \gamma(0))$.

In what follows we will prove Theorem 4.6.

We mainly deal with the case $s \neq 1$. In case $s = 1$ it is directly shown as

Proposition 4.7. Let $\gamma$ be the geodesic of $\gamma(0) = e_S$, $\gamma'(0) = A$. Then, $\nabla db_{\gamma}$ is positive definite over $\gamma'(0) = \mathfrak{s} = \mathfrak{z}$ and $\mathfrak{z}$ is the eigenspace of $\nabla db_{\gamma}$ corresponding to eigenvalue $\frac{1}{2}$ and $\mathfrak{z}$ is the eigenspace corresponding to eigenvalue 1.

In fact, by the aid of the formula in Lemma 4.4, it is easily seen that $\nabla db_{\gamma}(V, V^{'}) = \frac{1}{2}(V, V^{'})$, $\nabla db_{\gamma}(Z, Z^{'}) = (Z, Z^{'})$, and $\nabla db_{\gamma}(V, Z) = V^{'}, V^{'}, V \in \mathfrak{v}, Z, Z^{'}, Z \in \mathfrak{z}$. So, the proposition is proved.

Let $s \neq 1$. We use the formula 4.10 in Proposition 4.5. We identify a point $p = (\exp_{\gamma}(U + X), a = e^\gamma)$ with its coordinates $(v^i(p), y^a(p), a(p))$ in terms of $U = \sum_i v^i(p) V_i, X = \sum_a y^a(p) Y_a, a(p) = e^{\lambda(p)}, \lambda(p) = r$. We introduce the following maps and the functions

$$V : S \times \partial S \to \mathfrak{v} : V(p, (v, y)) := v - U,$$

$$Y : S \times \partial S \to \mathfrak{z} : Y(p, (v, y)) := y - X - \frac{1}{2}[U, v],$$

$$f(p, (v, y)) := a + \frac{1}{4}|V(p, (v, y))|^2, F(p, (v, y)) := f^2(p, (v, y)) + |Y(p, (v, y))|^2,$$

respectively so that $b_{\gamma}$ can be written by

$$b_{\gamma}(p) = \log F(p, (v, y)) - \log a + C((v, y)).$$

Here $C((v, y)) := -\log (1 + \frac{1}{4}|v|^2 + |y|^2)$ is a constant function on $S$. Notice that for a fixed $(v, y)$ thus defined $f, F, V$ and $Y$ are functions of $p$ and expressed by $f = f(p), F = F(p), V = V(p)$ and $Y = Y(p)$, respectively.

Thus, the Hessian can be computed by using the formula

$$\nabla d\log F(u, v) = \frac{1}{F}(u(\tilde{v}F) - (\nabla \tilde{v})F) - \frac{1}{F^2}uFvF, \quad u, v \in T_pS$$

($\tilde{v}$ is an extension of $v$).

Let $p = (\exp_{\gamma}(U + X), e^{\lambda})$ be a point of $S$ with coordinates $(v, y, a = e^{\lambda})$. Then, straightforward computations give us via (3.2)

$$V_{\lambda}F = \sqrt{a} \frac{\partial}{\partial v_{\lambda}} F - \frac{1}{2} \sqrt{a} \sum_{j:a} \langle [V_{\lambda}, V_j], Y_a \rangle v_j \frac{\partial}{\partial y_a} F \quad (4.11)$$

$$Y_{\lambda}F = e^{\lambda} \frac{\partial}{\partial y_{\lambda}} F = -2a \langle Y_{\lambda}, Y_a \rangle, AF = \frac{\partial}{\partial A} F = a \frac{\partial}{\partial a} F = 2af \quad (4.12)$$
and for the \( v, j \)-valued functions \( \mathcal{V}, \mathcal{Y} \)

\[
V_i(\mathcal{V}) = -\sqrt{a}V_i, \quad V_i(\mathcal{Y}) = -\frac{\sqrt{a}}{2}[\mathcal{V}, \mathcal{Y}],
\]

\[
Y_\alpha(\mathcal{V}) = 0, \quad Y_\alpha(\mathcal{Y}) = -aY_\alpha
\]  

which are derived from \( \frac{\partial}{\partial x^\alpha} \mathcal{V} = -V_i, \quad \frac{\partial}{\partial y^\alpha} \mathcal{V} = 0, \quad \frac{\partial}{\partial x^\alpha} \mathcal{Y} = -\frac{1}{2}[V_i, v], \quad \frac{\partial}{\partial y^\alpha} \mathcal{Y} = -Y_\alpha. \)

**Lemma 4.8.** The components of the Hessian \( \nabla db_\gamma \) with respect to a basis \( \{\mathcal{V}, Y_\alpha, A\} \) of \( s = v \oplus j \oplus a \) at a point \( p = (\exp_a(U + X), a) \) are given by

\[
\nabla db_\gamma(A, A) = \frac{2a}{F^2} (fF + aF - 2a f^2),
\]

\[
\nabla db_\gamma(A, V_i) = \nabla db_\gamma(V_i, A) = -\frac{\sqrt{a}}{F^2} \{(fF + 2aF - 4af^2)(\mathcal{V}, V_i) + (4af - F)(J_\gamma \mathcal{V}, V_i)\},
\]

\[
\nabla db_\gamma(A, Y_\alpha) = \nabla db_\gamma(Y_\alpha, A) = \frac{2a}{F^2}(2af - F)(\mathcal{Y}, Y_\alpha),
\]

\[
\nabla db_\gamma(V_i, V_j) = \nabla db_\gamma(V_j, V_i) = \frac{1}{2}(V_i, V_j) + \frac{a}{2F}(\langle \mathcal{V}, V_i \rangle \langle V_j, V_j \rangle + \langle [\mathcal{V}, V_i], [\mathcal{V}, V_j] \rangle)
\]

\[
- \frac{a}{F^2}(fF - J_\gamma \mathcal{V}, V_i)(fF - J_\gamma \mathcal{V}, V_j),
\]

\[
\nabla db_\gamma(V_i, Y_\alpha) = \nabla db_\gamma(Y_\alpha, V_i) = -\frac{2a\sqrt{a}}{F^2}(fF - J_\gamma \mathcal{V}, V_i)(\mathcal{Y}, Y_\alpha)
\]

\[
- \frac{\sqrt{a}}{2F}(\langle [\mathcal{V}, (f - 2a)\mathcal{V} - J_\gamma \mathcal{V}], Y_\alpha \rangle),
\]

\[
\nabla db_\gamma(Y_\alpha, Y_\beta) = \nabla db_\gamma(Y_\beta, Y_\alpha) = \frac{1}{F}(F - 2af + 2a^2)(Y_\alpha, Y_\beta) - \frac{4a^2}{F^2}(\mathcal{Y}, Y_\alpha)(\mathcal{Y}, Y_\beta).
\]

**Remark 4.9.** Using the above formulae we can see that the velocity vector \( V + Y + sA \) of a geodesic \( \gamma \) is a null vector of \( \nabla db_\gamma \), one of the basic properties of the Busemann functions. However we omit the detail.

To get the formula of \( \nabla db_\gamma(V_i, V_j) \) for example, we use \( 4.15 \) and \( 4.10 \) as

\[
\nabla d \log F(V_i, V_j) = \frac{1}{F}\{V_i(V_j F) - (\nabla V_i V_j) F\} - \left(\frac{V_j F}{F}\right) \left(\frac{V_i F}{F}\right),
\]

where \( V_j F \) is computed from \( 4.11 \) and then

\[
V_i(V_j F) = V_i(\sqrt{a}(\mathcal{V}, V_j) - (J_\gamma \mathcal{V}, V_j))
\]

\[
= -\sqrt{a}(\langle V_i \mathcal{V}, V_j \rangle + fV_i \langle \mathcal{V}, V_j \rangle - V_i \langle J_\gamma \mathcal{V}, V_j \rangle).
\]

Here, from \( 4.13 \)

\[
V_i \mathcal{V} = -1/2 \sqrt{a} \mathcal{V}, \quad V_i (\mathcal{V}, V_j) = -\sqrt{a}(\mathcal{V}, V_j),
\]

\[
V_i (J_\gamma \mathcal{V}, V_j) = \langle J_\gamma (\mathcal{V}, V_j), V_i \rangle - \langle J_\gamma V_i (\mathcal{V}, V_j), V_j \rangle
\]

\[
= -\sqrt{a}(\langle [\mathcal{V}, V_j], J_\gamma \rangle) + \frac{\sqrt{a}}{2}(\langle [\mathcal{V}, V_j], [\mathcal{V}, V_i] \rangle).
\]

Thus

\[
V_i(V_j F) = \frac{a}{2}(\mathcal{V}, V_i) \langle \mathcal{V}, V_j \rangle + af[\mathcal{V}, V_j] - a(\mathcal{V}, V_j, \mathcal{Y}) + \frac{a}{2}(\mathcal{V}, V_j, [\mathcal{V}, V_i]).
\]
The term \( (\nabla_V V_j) F \) is given by \(-a([V, V_j], \gamma) + aF(V, V_j)\) from (4.10). Thus, 
\[
\frac{1}{F} \{ V_i (V_j F) - (\nabla V_i V_j) F \} = \frac{a}{F^2} \{ (V, V_i)(V, V_j) + ([V, V_j], [V_i, V]) \}
\]
and then (4.13) turns out to be 
\[
\frac{a}{2F} \{ (V, V_i)(V, V_j) + ([V, V_j], [V_i, V]) \} - \frac{a}{F^2} (fV - J_2 V, V_i)(fV - J_2 V, V_j).
\]
This formula together with \(-\nabla d \log a(V_i, V_j) = \frac{1}{a}(\nabla V_i V_j)a = \frac{1}{2}(V_i, V_j)\) yields the formula for \(\nabla db_i(V_i, V_j)\).

To get the last formula of Lemma 4.8 we have 
\[
Y_\beta F = -2a(\gamma, Y_\beta), \quad Y_\alpha (Y_\beta F) = 2a^2(Y_\alpha, Y_\beta).
\]
The term \( (\nabla Y_\alpha Y_\beta) F \) is given by \((Y_\alpha, Y_\beta) AF = 2a(Y_\alpha, Y_\beta) f\) from (4.10) so that 
\[
\frac{1}{F}(Y_\alpha (Y_\beta F) - (\nabla Y_\alpha Y_\beta) F) = \frac{1}{F} \{ 2a^2(Y_\alpha, Y_\beta) - 2af(Y_\alpha, Y_\beta) \}
\]
and 
\[
\left( \frac{Y_\alpha F}{F} \right) \left( \frac{Y_\beta F}{F} \right) = \frac{4a^2}{F^2} (Y_\alpha, Y_\beta) (Y_\alpha, Y_\beta). \quad \text{Then (4.17) turns out to be}
\]
\[
\frac{1}{F} (2a^2 - 2af)(Y_\alpha, Y_\beta) - \frac{4a^2}{F^2} (Y_\alpha, Y_\beta) (Y_\alpha, Y_\beta).
\]
This formula together with \(\nabla d \log a(Y_\alpha, Y_\beta) = \frac{1}{a}(\nabla Y_\alpha Y_\beta)a = (Y_\alpha, Y_\beta)\) yields the formula for \(\nabla db_\gamma(Y_\alpha, Y_\beta)\). Other components of the Hessian are similarly obtained.

**Lemma 4.10.** Let \(W, W' \in \mathfrak{v}\) and \(Z, Z' \in \mathfrak{z}\). The Hessian \(\nabla db_\gamma\) satisfies at \(e_S\) the following:

\[
\nabla db_\gamma(A, A) = \frac{2}{F^2} (ff + F - 2f^2), \quad (4.18)
\]
\[
\nabla db_\gamma(A, W) = -\frac{1}{2F^2} \{ (ff + 2F - 4f^2)(v, W) + (4f - F)(J_2 v, W) \}, \quad (4.19)
\]
\[
\nabla db_\gamma(A, Z) = \frac{2}{F^2} (2f - F)(y, Z), \quad (4.20)
\]
\[
\nabla db_\gamma(W, W') = \frac{1}{2} (W, W') + \frac{1}{2F} (v, W)(v, W') + ([v, W], [v, W'])\), \quad (4.21)
\]
\[
- \frac{1}{F^2} (fv - J_2 v, W)(fv - J_2 v, W'),
\]
\[
\nabla db_\gamma(W, Z) = \frac{2}{F^2} (fv - J_2 v, W)(y, Z) - \frac{1}{2F} ([W, fv - J_2 v - 2v], Z), \quad (4.22)
\]
\[
\nabla db_\gamma(Z, Z') = \frac{1}{F} (F - 2f + 2)(Z, Z') - \frac{4}{F^2} (y, Z)(y, Z'). \quad (4.23)
\]

**4.5. Block decomposition of \(\nabla db_\gamma\).** Let \(\gamma\) be a geodesic of \(\gamma(0) = e_S, \gamma'(0) = V + Y + sA\), a unit vector such that \(V \neq 0\) and \(Y \neq 0\).

**Proposition 4.11.** The Lie algebra \(\mathfrak{s}\) admits the orthogonal decomposition:

\[
\mathfrak{s} = \mathfrak{s}_4 \oplus \mathfrak{p} \oplus \mathfrak{q}, \quad \mathfrak{q} = \mathfrak{t} \oplus Y^\perp, \quad (4.24)
\]
\[
\mathfrak{s}_4 := \text{Span} \{ V, J_2 V, Y, A \}, \quad (4.25)
\]
\[
\mathfrak{p} := \text{Ker}(ad V) \cap \text{Ker}(ad J_2 V), \quad (4.26)
\]
\[
\mathfrak{t} := \{ J_2 V, J_2 J_2 V \}, \quad (4.27)
\]
\[
Y^\perp := \{ Z \in \mathfrak{z} \mid Z \perp Y \}.
\]
(J_Y \cdot V := \{ J_Z V, \mid Z \in Y^\perp \}).

Refer to [I, p.97 for Proposition I.11] whose proof will be given in Appendix II, Part I. The subspace &/(0)^{\perp} is therefore decomposed into

\[ (V + Y + sA)^{\perp} = g^0_0 \oplus p \oplus t_1 \oplus t_2 \oplus t_3 \oplus (Y^\perp)_J \oplus (Y^\perp)_J^\perp. \]

Here \( g^0_0 := g_4 \cap (V + Y + sA)^{\perp}. \) Due to the notation of [I] and (3.16), (3.17)

\[ q := q_0 \oplus \cdots \oplus q_\ell, \]

\[ q_\ell = t_1 \oplus (Y^\perp)_J, \quad t_1 \equiv J_{(Y^\perp)_J} V \]

and

\[ q_0 \oplus \cdots \oplus q_{\ell-1} = t_2 \oplus t_3 \oplus (Y^\perp)_J, \]

\[ t_2 := J_{(Y^\perp)_J} V, \quad t_3 := J_{(Y^\perp)_J} J_Y V. \]

Then we have an orthogonal decomposition:

\[ (V + Y + sA)^{\perp} = g^0_0 \oplus p \oplus (\oplus_{j=0}^{\ell-1} q_j) \oplus q_\ell. \] (4.32)

**Lemma 4.12.** With respect to the decomposition (4.32)

(i) \( \nabla db_\gamma(g^0_0, p) = 0, \) (ii) \( \nabla db_\gamma(g^0_0, q_j) = 0, \quad 0 \leq j \leq \ell, \)

(iii) \( \nabla db_\gamma(p, q_j) = 0, \quad 0 \leq j \leq \ell, \) (iv) \( \nabla db_\gamma(q_i, q_j) = 0, \quad i \neq j, 0 \leq i < j \leq \ell. \)

so that

\[ \nabla db_\gamma = \nabla db_\gamma|_{g^0_0} \oplus \nabla db_\gamma|_p \oplus (\oplus_{j=0}^{\ell-1} \nabla db_\gamma|_{q_j}) \oplus \nabla db_\gamma|_{q_\ell}. \]

**Proof.** From the orthogonality of \( g^0_0 \) and \( p, \) and definition of \( p \) it is obvious to see (i), since \( [V, W] = [J_Y V, W] = 0 \) for \( W \in p. \) (iii) is similarly shown. For verifying (ii) it suffices to prove that \( \nabla db_\gamma(V, q_j) = \nabla db_\gamma(J_Y V, q_j) = \nabla db_\gamma(Y, q_j) = 0 \) and \( \nabla db_\gamma(A, q_j) = 0, \) since \( \gamma'(0) = V + Y + sA \in g_4 \) is a null vector of \( \nabla db_\gamma. \)

Let \( W + Z \in q_j. \) \( W \) is written for \( j \) of \( \mu_j > -1 \) by \( W = J_{Z_1} \hat{V} + J_{Z_2} J_Y \hat{V} \) with \( Z, Z \in L_j, a = 1, 2 \) and for \( j = \ell \) of \( \mu_\ell = -1 \) \( W = J_{Z_1} \hat{V} \) with \( Z, Z \in (Y^\perp)_J = \ell, \) respectively. Then from the formulae of Lemma 1.10 together with Lemma 1.13 below we see (ii). (iv) is also shown by the aid of Lemma 1.13.

**□**

**Lemma 4.13.** Let \( Z \in L_j \left( \subset Y^\perp \right). \) Then

\[ [v, J_Z \hat{V}], [v, J_Z J_Y \hat{V}], [J_Y v, J_Z \hat{V}], [J_Y v, J_Z J_Y \hat{V}] \in \text{Span} \{ Z, KZ \} \subset L_j, \] (4.33)

more precisely

\[ [v, J_Z \hat{V}] = \frac{2|V|}{\lambda_\infty} \{(1 - s)Z - |Y|KZ\}, \]

\[ [v, J_Z J_Y \hat{V}] = \frac{2|V|}{\lambda_\infty} \{|Y|Z + (1 - s)KZ\}. \]

**Proof.** One has

\[ [V, J_Z \hat{V}] = |V||\hat{V}, J_Z \hat{V}| = |V|Z \]

and by using (3.5) namely the formula \( [J_Y U, J_Z V] = -|Z|^2[U, V] - 2(U, J_Z V)_nZ \)

\[ [J_Y V, J_Z \hat{V}] = |Y||V||J_Y \hat{V}, J_Z \hat{V}| = |Y||V||-\{J_Y \hat{V}, J_Y (J_Y J_Z \hat{V})\}) \]

\[ = |Y||V|\{-(|Y|^2[J_Y J_Z \hat{V}] - 2(J_Y J_Z \hat{V})Y) \}

\[ = |Y||V|(\hat{V}, J_Y J_Z \hat{V}) - 2(V, J_Z \hat{V})Y) \]

\[ = |Y||V||\hat{V}, J_Y J_Z \hat{V}| = -|Y||V||[\hat{V}, J_Z J_Y \hat{V}| \]

\[ = -|Y||V|K(Z) \]
so that (4.33) is shown, since $v$ and $J_y v$ are a linear combination of $V$ and $J_Y V$, respectively. Moreover

$$[V, J_Z J_Y \hat{V}] = |V||[\hat{V}, J_Z J_Y \hat{V}] = |V|K(Z)$$

and

$$[J_Y V, J_Z J_Y \hat{V}] = |Y||[\hat{V}, J_Z J_Y \hat{V}] = |Y||V|Z.$$

Therefore the later parts of (4.33) are similarly obtained. □

Thus, for asserting the positive definiteness of $\nabla db_{\gamma}$ it suffices from Lemma 4.12 to show the positive definiteness to each subspace of (4.32).

**Lemma 4.14.** For $W, W' \in \mathfrak{p}$

$$\nabla db_{\gamma}(W, W') = \frac{1}{2}(W, W').$$

Henceforth, each $W$ in $\mathfrak{p}$ is an eigenvector of $\nabla db_{\gamma}$ corresponding to eigenvalue $\frac{1}{2}$.

This is a direct consequence of (4.21), since $W, W' \in (\ker adV) \cap (\ker adJ_Y V)$ and $v, J_y v$ are vectors linearly spanned by $V, J_Y V$.

4.6. **Auxiliary formulae.** The value of $V$ and $Y$ at $e_S$ are

$$V(e_S) = v = \frac{2}{\lambda_{\infty}} \{(1 - s)V + J_Y V\}, \quad Y(e_S) = y = \frac{2}{\lambda_{\infty}} Y,$$

since $U = 0, X = 0$ and $a = 1$ at $e_S$. Here $v$ and $y$ are the coordinates of $[\gamma] \in \partial S$ defined by (4.7). Note $V(e_S) = v \in \text{Span} \{V, J_Y V\}$. Moreover,

$$f(e_S) = \frac{2(1 - s)}{\lambda_{\infty}}, \quad F(e_S) = f^2(e_S) + |Y|^2(e_S) = \frac{4}{\lambda_{\infty}}. \quad (4.34)$$

As before, we let $\chi_{\infty} = (1 - s)^2 + |Y|^2 = \lim_{t \to \infty} \chi(t)$, the limit of the function $\chi(t)$. From (4.34) we have

$$f(e_S)v = \frac{4(1 - s)}{\lambda_{\infty}^2} \{(1 - s)V + J_Y V\}, \quad J_y v = \frac{4}{\lambda_{\infty}^2} \{(1 - s)J_Y V - |Y|^2 V\}$$

so that at $e_S$

$$f(e_S)v - J_y v = \frac{4}{\lambda_{\infty}^2} V \quad \text{and} \quad 4f - F = 4(1 - 2s)\frac{1}{\lambda_{\infty}}.$$

4.7. **An adapted basis.** First we take an orthonormal basis of the Lie subalgebra $\mathfrak{g}_4$ of $\mathfrak{g}$;

$$W^{24}_0 := V + Y + sA, \quad (4.35)$$

$$W^{24}_1 := |V|J_Y \hat{V} + s\hat{Y} - |Y|A,$$

$$W^{24}_2 := s\hat{V} - |Y| J_Y \hat{V} - |V|A,$$

$$W^{24}_3 := |Y| \hat{V} + sJ_Y \hat{V} - |V|\hat{Y}.$$

**Proposition 4.15.** $W^{24}_1$ is an eigenvector of $\nabla db_{\gamma}$ of eigenvalue 1 at $e_S$ and $W^{24}_2, W^{24}_3$ are the eigenvectors of $\nabla db_{\gamma}$ of eigenvalue $\frac{1}{2}$ at $e_S$.

**Note 4.16.** The above basis corresponds to the eigenvectors of $R_{V+Y+sA}$. Namely, $W^{24}_1$ is the eigenvector with eigenvalue $-1$ and $W^{24}_2, W^{24}_3$ are eigenvectors with eigenvalue $-\frac{1}{2}$. Refer to [4].
Now decompose, as before, $Y^\perp \subset J$ into

$$Y^\perp = (Y^\perp)_J \oplus (Y^\perp)^\perp_J.$$ 

Put $\dim (Y^\perp)_J = k_1$ and $\dim (Y^\perp)^\perp_J = k_2$. Then $\dim Y^\perp = k_1 + k_2$ and $k = \dim J = k_1 + k_2 + 1$.

The orthogonal decomposition of $Y^\perp$ induces, therefore, a decomposition of the subspace $t = \{J_Y \cdot V, J_Y \cdot J_Y V\}$ as $t = t_1 \oplus t_2 \oplus t_3$.

Note that $t_1 = J_{(Y^\perp)_J} V = J_{(Y^\perp)^\perp_J} V$ is $J_Y$-invariant. By the aid of the bases $\{Z^+_\alpha\}$ and $\{Z^\perp_\beta\}$ of $(Y^\perp)_J$ and $(Y^\perp)^\perp_J$, we provide an orthonormal basis for each of the subspaces $t_a$, $a = 1, 2, 3$, respectively as follows:

$$\{W^a_1 = J_{Z^+_\alpha} V, \ldots, W^a_{k_1} = J_{Z^+_\alpha} V\},$$

$$\{W^a_1 = J_{Z^\perp_\beta} V, \ldots, W^a_{k_2} = J_{Z^\perp_\beta} V\},$$

$$\{W^a_1 = J_{Z^\perp_\beta} V, \ldots, W^a_{k_3} = J_{Z^\perp_\beta} V\}.$$

Thus, $\dim t_1 = k_1$, $\dim t_2 = \dim t_3 = k_2$ and $\dim t = k_1 + 2k_2$.

The components of the Hessian $\nabla db_\gamma$ with respect to $V_1 = \hat{V}, V_2 = J_Y \hat{V}, Y_1 = \hat{Y}, A$ are given by the following. At $e_S$ we have $a = 1, V = v, Y = y$ and from this, we have the following.

**Lemma 4.17.**

$$\nabla db_\gamma(A, V_2) = \frac{1}{2F^2} \left( (fF + 2F - 4f^2) \langle v, V_2 \rangle + \langle 4f - F \rangle \langle J_y v, V_2 \rangle \right) = -\frac{1}{2} |Y| |V|,$$

$$\nabla db_\gamma(V_1, V_2) = \frac{1}{2F} \left( \langle v, V_1 \rangle \langle v, V_2 \rangle + \langle [v, V_1], [v, V_2] \rangle \right) = 0,$$

$$\nabla db_\gamma(V_2, V_2) = \frac{1}{2F} \left( \langle v, V_1 \rangle \langle v, V_2 \rangle + \langle [v, V_2], [v, V_2] \rangle \right) + \frac{1}{2} = \frac{1}{2} ( 1 + |V|^2 ),$$

$$\nabla db_\gamma(V_2, Y_1) = \frac{2}{F^2} \langle f v - J_y v, V_2 \rangle \langle u, Y_1 \rangle - \frac{1}{2} \frac{1}{2} \langle [V_2, (f - 2)v - J_y v], Y_1 \rangle = \frac{1}{2} s |V|.$$

**Lemma 4.18.**

$$\nabla db_\gamma(W^a_i, W^a_i) = 1, \quad \nabla db_\gamma(W^a_i, W^a_j) = 0, \quad i = 2, 3,$$

$$\nabla db_\gamma(W^a_i, W^a_j) = \frac{1}{2} \delta_{ij}, \quad i, j = 2, 3.$$

**Proof.** Since $W^a_i = |V| J_Y \hat{V} + s \hat{Y} - |Y| A$, using the formulae of Lemma 4.17 we verify that

$$\nabla db_\gamma(W^a_i, W^a_i) = |V|^2 \left( \frac{1}{2}|V|^2 + \frac{1}{2} \right) + 2s |V| \left( \frac{1}{2} |V|^2 \right) - 2|V||Y| \left( \frac{|V||Y|}{2} \right)$$

$$+ s^2 \left( \frac{1}{2} (1 + s^2 - |Y|^2) \right) - 2s |Y| (-s|Y|) + |Y|^2 \cdot \frac{1}{2} (1 - s^2 + |Y|^2)$$

$$= 1.$$

Others are similarly obtained. □

It is concluded from Lemma 4.18 that $W^a_i$ is an eigenvector of $\nabla db_\gamma$, corresponding to eigenvalue 1, and $W^a_2$ and $W^a_3$ are eigenvectors corresponding to eigenvalue $\frac{1}{2}$. 
4.8. Positive definiteness over \( q_t = t_1 \oplus (Y^\perp)_J \). The aim of this subsection is to show the following.

Lemma 4.19. \( \nabla db_\gamma \) over \( t_1 \oplus (Y^\perp)_J \) is positive definite.

Decompose \( t_1 \oplus (Y^\perp)_J \) orthogonally into
\[
\nabla db_\gamma |_{t_1 \oplus (Y^\perp)_J} = \oplus_{a=1}^{r_t} h_a, \quad h_a := \text{Span} \{W_{2a-1}, W_{2a}, Z_{2a-1}, Z_{2a}\}
\]
(\( \dim(Y^\perp)_J = 2r_t \)). Then, it follows immediately
\[
\nabla db_\gamma |_{t_1 \oplus (Y^\perp)_J} = \oplus_{a=1}^{r_t} \nabla db_\gamma |_{h_a}
\]
as a direct sum of the quadratic forms \( \nabla db_\gamma |_{h_a} \). We will show \( \nabla db_\gamma |_{h_a} > 0 \), \( a = 1, \ldots, r_t \) and conclude thus \( \nabla db_\gamma > 0 \) over \( t_1 \oplus (Y^\perp)_J \).

Instead of showing \( \nabla db_\gamma > 0 \) we rather consider the eigenproblem for \( \mathcal{T} = -S \), the endomorphism induced from \( \nabla db_\gamma \). Here \( S \) is the shape operator of a horosphere centered at \( [\gamma] \in \partial S \). Then we restrict the eigenproblem over \( h_1 \) and write the endomorphism \( \mathcal{T}|_{h_1} \) as a \( 4 \times 4 \)-matrix given by
\[
B = \begin{pmatrix}
  a & 0 & c & d \\
  0 & a & -d & c \\
  c & -d & b & 0 \\
  d & c & 0 & b \\
\end{pmatrix},
\]
where
\[
a = \frac{1}{2}(1 + |V|^2), \quad b = \frac{1}{2}(1 + s^2 + |Y|^2), \quad c = \frac{1}{2}s|V|, \quad d = \frac{1}{2}|Y||V|.
\]
Other matrices for \( h_a, a > 1 \) are the same. Let \( \lambda \) be an eigenvalue of \( B \). Then, \( \lambda \) satisfies
\[
(a - \lambda)(b - \lambda) = c^2 + d^2
\]
whose solutions are
\[
\lambda = \frac{1}{2} \left( a + b \pm \sqrt{(a - b)^2 + 4(c^2 + d^2)} \right) = 1, \frac{1}{2}.
\]

Lemma 4.20. The eigenvalues of \( B \) and hence of \( \mathcal{T} \) are 1 and \( \frac{1}{2} \).

Let \( \lambda = 1/2 \) be the eigenvalue of \( \nabla db_\gamma \) over \( q_t \). The eigenvectors corresponding to \( \lambda = 1/2 \) are vectors of the form
\[
U_1 = |V|^2 Z + J_Z (J_Y V - sV), \quad Z \in (Y^\perp)_J.
\]
(4.36)

Let \( \lambda = 1 \) be the eigenvalue. Then, the eigenvectors corresponding to \( \lambda = 1 \) are vectors of the form
\[
U_2 = (|V|^2 - 1) Z + J_Z (J_Y V - sV), \quad Z \in (Y^\perp)_J.
\]
(4.37)

Remark 4.21. As shown in [4], the eigenvalues of \( R_{V^+Y+sA}|_{t_1 \oplus (Y^\perp)_J} \) and the corresponding eigenspaces are
\[
\begin{array}{c}
-\frac{1}{4} : \quad |V|^2 Z + J_Z (J_Y V - sV), \quad Z \in (Y^\perp)_J, \\
-1 : \quad (|V|^2 - 1) Z + J_Z (J_Y V - sV), \quad Z \in (Y^\perp)_J.
\end{array}
\]
Thus, the eigenspaces of \( \nabla db_\gamma \) over \( t_1 \oplus (Y^\perp)_J \) are exactly same as those of the Jacobi operator.

As was verified above, it is concluded that \( \nabla db_\gamma \) is positive definite over \( t_1 \oplus (Y^\perp)_J \).
4.9. Positive definiteness over $q_j$, $j = 0, \ldots, \ell - 1$. We will deal in this subsection with the positive definiteness of the Hessian over the subspace $t_2 \oplus t_3 \oplus (Y^\perp)^j_j = \oplus_{j=0}^{\ell-1} q_j$. It suffices from Lemma 4.12 to show $\nabla db_j|_{q_j} > 0$ for each $j = 0, 1, \cdots, \ell - 1$. Here $q_j = \text{Span}\{J_{L_j}, V_j, J_{F_j}, V_j, L_j\}$.

Let $j = 0$ with $\mu_0 = 0$. Then, $L_0 = \{Z \in (Y^\perp)^j_j | KZ = 0\}$, since $K^2 Z = 0 \iff KZ = 0$ and also $J_{L_0} V \perp J_{L_0} J_{F_j} V$ from (3.20). Let $\{Z_a, a = 1, \cdots, r_0\}$ be an orthonormal basis of $L_0$ so that $q_0$ is decomposed orthogonally into

$$q_0 = \bigoplus_{a=1}^{r_0} f_a, \ f_a := \text{Span}\{W_a = J_{L_a} \hat{V}, W'_a = J_{L_a} J_{F_j} \hat{V}, Z_a\}.$$ 

It is easily derived similarly as in the proof of Lemma 4.12 that $\nabla db_j|_{q_0} = \bigoplus_{a=1}^{r_0} \nabla db_j|_{f_a}$, from Lemma 4.13.

In what follows we will prove $\nabla db_j|_{f_a} > 0$. With respect to the basis $\{W_a, W'_a, Z_a\}$ of $f_a$, we have the following.

Lemma 4.22.

$$\nabla db(W_a, W_a) = \frac{1}{2} + \frac{1}{2\chi_\infty} |V|^2 (1 - s)^2,$$

$$\nabla db(W'_a, W'_a) = \frac{1}{2} + \frac{1}{2\chi_\infty} |V|^2 |Y|^2,$$

$$\nabla db(Z_a, Z_a) = \frac{1}{2}(1 + s^2 + |Y|^2),$$

$$\nabla db(W_a, Z_a) = \frac{1}{2} |V|s, \ \nabla db(W'_a, Z_a) = -\frac{1}{2} |V||Y|,$$

$$\nabla db(W_a, W'_a) = \frac{1}{2} |V|^2 (1 - s)|Y| \chi_\infty.$$ 

Let $wW_a + w'W'_a + zZ_a \in f_a(w, w', z \in \mathbb{R})$ be a non-zero vector. Then

$$\nabla db_j(wW_a + w'W'_a + zZ_a, wW_a + w'W'_a + zZ_a)$$

$$= \left\{\frac{1}{2} + \frac{1}{2\chi_\infty} |V|^2 (1 - s)^2\right\} w + \left\{\frac{1}{2} + \frac{1}{2\chi_\infty} |V|^2 |Y|^2\right\} (w')^2$$

$$+ \frac{1}{2}(1 + s^2 + |Y|^2)z^2 + 2\frac{1}{2}|V|^2 (1 - s)|Y| \chi_\infty w' w'$$

$$+ 2\frac{1}{2} s |V|w z + 2\frac{1}{2} (-|Y|\ |V|) w' w'$$

$$= \frac{1}{2}(w^2 + (w')^2) + \frac{1}{2\chi_\infty} |V|^2 \{(1 - s)w + |Y|w'\}^2$$

$$+ \frac{1}{2}(1 + s^2 + |Y|^2)z^2 + 2\frac{1}{2}|V|z (sw - |Y|w')$$

which is reduced to

$$\frac{1}{2}(w^2 + (w')^2) + \frac{1}{2\chi_\infty} |V|^2 \{(1 - s)w + |Y|w'\}^2$$

$$+ \frac{1}{2}z^2 + \frac{1}{2}s^2 z^2 + \frac{1}{2}|Y|^2 z^2 + 2\frac{1}{2}|V|w(s z) + 2\frac{1}{2}|V|w' (-|Y| z)$$

$$= \frac{1}{2\chi_\infty} |V|^2 \{(1 - s)w + |Y|w'\}^2 + \frac{1}{2} (w + s|V|z)^2$$

$$+ \frac{1}{2} (w' - |Y||V|z)^2 + \frac{1}{2}\{1 + (s^2 + |Y|^2)(1 - |V|^2)\} z^2.$$ 

This is obviously positive, since $V, Y$ are non-zero vectors, so we have the following.

Proposition 4.23. $\nabla db_j$ is positive definite over $q_0$. 
For the case $0 < j < \ell$ with $-1 < \mu_j < 0$ define on the subspace $q_j$ an almost complex structure $\hat{K} := \frac{1}{\sqrt{|\mu_j|}} K$, Hermitian with respect to the inner product $\langle \cdot, \cdot \rangle$ so that we take an orthonormal basis $\{Z_j\}$, $j = 1, \ldots, 2r_j$ such that $Z_{2a} := \hat{K} Z_{2a-1}$ $a = 1, \ldots, r_j$.

Decompose $q_j$ into

\[ q_j := \oplus_{a=1}^{r_j} b_a, \quad \dim L_j = 2r_j, \]
\[ b_a := \text{Span} \{W_{2a-1}, W_{2a}, W'_{2a-1}, W'_{2a}, Z_{2a-1}, Z_{2a}\}, \quad (4.38) \]

where $W_{2a-1} := JZ_{2a-1}, V, W_{2a} := JZ_{2a}, V', W'_{2a-1} := JZ_{2a-1}, J_j V, W'_{2a} := JZ_{2a}, J_j V'$. Similarly as in case $j = 0$ with $\mu_0 = 0$, it is shown that $\nabla db_j |q_j| = \oplus_{a=1}^{r_j} \nabla db_j |b_a|$. Notice that the basis of (4.38) is not orthonormal, since $(W_{2a-1}, W'_{2a}) = -\sqrt{|\mu_j|}$ from (2.24).

\textbf{Lemma 4.24.} On $b_1 = \text{Span} \{W_1, W_2, W'_1, W'_2, Z_1, Z_2\}$ the components of the Hessian $\nabla db_1$ are shown below.

\[ \nabla db(W_1, W_1) = \nabla db(W_2, W_2) \]
\[ = \frac{1}{2} + \frac{1}{2\chi_\infty} |V|^2 \left\{ (1 - s)^2 - |Y|^2 \mu_i \right\}, \]
\[ = \frac{1}{2} (1 + |V|^2) - \frac{1}{2\chi_\infty} |V|^2 |Y|^2 (1 + \mu_i), \]
\[ \nabla db(W_1, W_2) = 0, \]
\[ \nabla db(W'_1, W'_1) = \nabla db(W'_2, W'_2) = \frac{1}{2} + \frac{1}{2\chi_\infty} |V|^2 \left\{ |Y|^2 - (1 - s)^2 \mu_i \right\} \]
\[ = \frac{1}{2} (1 + |V|^2) - \frac{1}{2\chi_\infty} |V|^2 (1 - s)^2 (1 + \mu_i), \]
\[ \nabla db(W'_1, W'_2) = 0, \]
\[ \nabla db(W_1, W'_1) = \nabla db(W_2, W'_2) = \frac{1}{2\chi_\infty} |V|^2 (1 - s) |Y| (1 + \mu_i), \]
\[ \nabla db(W_1, W'_2) = -\nabla db(W_2, W'_1) = \frac{1}{2} (|W_1, W'_2| + \frac{1}{2} |V|^2 \sqrt{|\mu_i|}) \]
\[ = -\frac{1}{2} (1 + |V|^2) \sqrt{|\mu_i|}. \]

\[ \nabla db(W_1, Z_1) = \nabla db(W_2, Z_2) = \frac{1}{2} s |V|, \]
\[ \nabla db(W_1, Z_2) = -\nabla db(W_2, Z_1) = -\frac{1}{2} |V| |V| \sqrt{|\mu_i|}, \]
\[ \nabla db(W'_1, Z_1) = \nabla db(W'_2, Z_2) = -\frac{1}{2} |V| |V|, \]
\[ \nabla db(W'_1, Z_2) = -\nabla db(W'_2, Z_1) = \frac{1}{2} s |V| \sqrt{|\mu_i|}, \]
\[ \nabla db(Z_i, Z_j) = \frac{1}{2} (1 + s^2 + |Y|^2) \delta_{ij}, \quad i, j = 1, 2. \]

\textbf{Note 4.25.} From this lemma the Hessian $\nabla db_1 |q_1|$ is Hermitian with respect to $\hat{K}$.

Now we show the positive definiteness of $\nabla db_1$ on $b_1$. Let $W = v_1 W_1 + v_2 W_2 + v_1 W'_1 + v_2 W'_2 + w_1 Z_1 + w_2 Z_2 \in b_1$ be a non zero vector. Then, $\nabla db_1(W, W)$ is
written in terms of a quadratic form as
\[ \nabla db_3(W, W) = a(u_1^2 + u_2^2) + b(v_1^2 + v_2^2) + t(w_1^2 + w_2^2) + 2c(u_1v_1 + u_2v_2) + 2d(u_1v_2 - u_2v_1) + 2f(u_1w_1 + u_2w_2) + 2g(u_1w_2 - u_2w_1) + 2h(v_1w_1 + v_2w_2) + 2i(v_1w_2 - v_2w_1), \]

where
\[ a = \frac{1}{2} + \frac{1}{2\chi_{\infty}}|V|^2 \{ (1 - s)^2 + |Y|^2 \cos^2 \theta_i \}, \]
\[ b = \frac{1}{2} + \frac{1}{2\chi_{\infty}}|V|^2 \{ |Y|^2 + (1 - s)^2 \cos^2 \theta_i \}, \]
\[ c = \frac{1}{2\chi_{\infty}}|V|^2(1 - s)|Y| \sin^2 \theta_i, \]
\[ d = -\frac{1}{2}(1 + |V|^2) \cos \theta_i, \]
\[ f = \frac{1}{2}s|V|, \quad g = \frac{1}{2}|V||V| \cos \theta_i, \]
\[ h = -\frac{1}{2}|Y||V|, \quad \ell = \frac{1}{2}s|V| \cos \theta_i, \]
\[ t = \frac{1}{2}(1 + s^2 + |Y|^2). \]

Set, for convenience, \( \sqrt{\mu_i} = \cos \theta_i, 0 < \theta_i < \frac{\pi}{2} \), so \( \mu_i = -\cos^2 \theta_i \). Then, the above quadratic form can be described by the Hermitian form in terms of a Hermitian matrix \( H \):
\[ \nabla db(W, W) = (\pi, \pi, \pi)H^1(u, v, w), \text{ where} \]
\[ H = \begin{pmatrix} a & c - id & f - ig \\ c + id & b & h - i\ell \\ f + ig & h + i\ell & t \end{pmatrix}, \]

\( u = u_1 + iu_2, v = v_1 + iv_2, w = w_1 + iw_2 \in \mathbb{C} \). In order to assert the positive definiteness of the Hessian it suffices to show \( \det H^{(2)} = \left| \begin{array}{cc} a & c - id \\ c + id & b \end{array} \right| > 0 \) and \( \det H^{(3)} = \det H > 0 \), since \( a = \det H^{(1)} > 0 \).

**Lemma 4.26.**
\[ \det H^{(2)} = \frac{1}{4}(1 + |V|^2) \sin^2 \theta_i, \]
\[ \det H^{(3)} = \frac{1}{4} \sin^2 \theta_i - \frac{|V|^4|Y|^2}{8\chi_{\infty}} \sin^4 \theta_i > \frac{1}{8\chi_{\infty}} \sin^4 \theta_i \left( 2\chi_{\infty} - |V|^4|Y|^2 \right). \]

**Proof.** One sees
\[ \det H^{(2)} = ab - |c + id|^2 = \frac{1}{4}(1 + |V|^2) \sin^2 \theta_i. \]

For \( \det H^{(3)} \) one has
\[ \det H^{(3)} = \det H^{(2)}t - a|h + i\ell|^2 - b|f + ig|^2 + 2Re(c + id)(h + i\ell)(f - ig). \]

By straight computations one obtains
\[ a|h + i\ell|^2 + b|f + ig|^2 = \frac{|V|^2}{8}(s^2 + |Y|^2)(1 + \cos^2 \theta_i) + \frac{|V|^4}{8\chi_{\infty}} \left( |Y|^2(s^2 + (1 - s)^2)(1 + \cos^4 \theta_i) + 2(|Y|^4 + s^2(1 - s)^2) \cos^2 \theta_i \right), \]
and
\[ Re(c + id)(f - ig)(h + if) = \frac{|V|^2}{4} \left\{ -\frac{|V|^2}{2\lambda}\sin(1-s)|Y|^2 \sin^4 \theta_i + \frac{1}{2}(1 + |V|^2)(s^2 + |Y|^2) \cos^2 \theta_i \right\}. \]

Thus, one has
\[
\det H^{(3)} = \frac{1}{8}(1 + |V|^2) \sin^2 \theta_i (1 + s^2 + |Y|^2) - \frac{|V|^2}{8}(s^2 + |Y|^2)(1 + \cos^2 \theta_i)
\]
\[
- \frac{|V|^4}{8\lambda}\left\{ |Y|^2 (s^2 + (1-s)^2)(1 + \cos^4 \theta_i) + 2(|Y|^4 + s^2(1-s^2) \cos^2 \theta_i) \right\}
\]
\[
+ \frac{2|V|^2}{4} \left\{ -\frac{|V|^2}{2\lambda} \sin(1-s)|Y|^2 \sin^4 \theta_i + \frac{1}{2}(1 + |V|^2)(s^2 + |Y|^2) \cos^2 \theta_i \right\}.
\]

Then, a slight computation gives us
\[
\det H^{(3)} = \left( \frac{1}{4} - \frac{1}{4} \cos^2 \theta_i - \frac{|V|^2}{4}(s^2 + |Y|^2) \cos^2 \theta_i \right)
\]
\[
+ \left( -\frac{|V|^4}{8\lambda}\right)|Y|^2(1 + \cos^4 \theta_i) + \frac{|V|^4}{4\lambda}\right) |Y|^2 \cos^2 \theta_i)
\]
\[
+ \frac{|V|^2}{4} (s^2 + |Y|^2) \cos^2 \theta_i
\]
\[
= \frac{1}{4} - \frac{1}{4} \cos^2 \theta_i - \frac{|V|^4|Y|^2}{8\lambda}(1 - \cos^2 \theta_i)^2
\]
\[
= \frac{1}{4} \sin^2 \theta_i - \frac{|V|^4|Y|^2}{8\lambda}\sin^4 \theta_i.
\]


Summarizing the arguments from subsection 4.5 we can conclude that the Hessian of the Busemann function associated to $\gamma$ is positive definite, provided $V \neq 0, Y \neq 0$ for $\gamma(0) = V + Y + sA$.

We will give an argument for $\nabla db_\gamma > 0$ in the following non-generic cases; (i) $V \neq 0$, $Y = 0$; (ii) $V = 0$, $Y \neq 0$ and (iii) $V = 0$, $Y = 0$, i.e., $s = -1$.

Case: $V \neq 0$, $Y = 0$; Let $\gamma$ be the geodesic of $\gamma(0) = e_s$, $\gamma'(0) = V + sA = |V|V + sA$, $|V|^2 + s^2 = 1$. Let $W_1 := |V|^2 V + sA$ and $W_2 := sV - |V|A$. Then, one has $s = s_2 \oplus p \oplus q \oplus \bar{q}$, $s_2 := \text{Span} \{ W_1, W_2 \}$, $p := \{ U \in v \mid \langle U, V \rangle = 0 \}$, $q := J_2 V$, so $\gamma'(0) = RW_2 \oplus p \oplus q \oplus \bar{q}$.

It is shown by a simple computation that any vector of $RW_2 \oplus p$ is an eigenvector corresponding to eigenvalue $\frac{1}{2}$.

The Hessian $\nabla db_\gamma$ is positive definite over $q \oplus \bar{q}$. In fact, $q \oplus \bar{q}$ splits into $q \oplus \bar{q} = \oplus_{a=1}^k \bar{v}_a$, $v := \text{Span} \{ J_{Z_a} \bar{V}, Z_a \}$ and fulfills that $\nabla db_\gamma (v, b_0) = 0$ for any distinct $a, b$ and $\nabla db_\gamma |_{b_0} > 0$, $a = 1, \ldots, k$. Thus, the Hessian $\nabla db_\gamma$ is positive definite over $\gamma'(0)^\perp$.

Case: $V = 0$, $Y \neq 0$; Let $\gamma$ be the geodesic of $\gamma(0) = e_s$, $\gamma'(0) = Y + sA = |Y|Y + sA$, $|Y|^2 + s^2 = 1$. It is concluded that on the space $\gamma(0)^\perp = v \oplus \mathbb{R}(s\bar{Y} - |Y|A) \oplus Y^\perp$, the Hessian $\nabla db_\gamma$ is positive definite. Moreover, $v$ is the eigenspace corresponding to eigenvalue $\frac{1}{2}$ and $Y^\perp$ is the eigenspace corresponding to eigenvalue 1.

Case: $V = 0$, $Y = 0$, i.e., $s = -1$; In this case one can apply the formulae of Lemma 13 to obtain that the Hessian $\nabla db_\gamma$ is positive definite over $(-A)^\perp = v \oplus \bar{q}$.
since at $e_S \mathcal{V} = \mathcal{Y} = 0$. The space $v$ is the eigenspace corresponding to eigenvalue $\frac{1}{2}$ and $\bar{z}$ is the eigenspace corresponding to eigenvalue $1$.

Therefore, from the above arguments Theorem 5.3 is completely verified.

4.10. Spectral properties of $\nabla db_\gamma$. As a by-product of Theorem 4.5 we can compare the eigenspaces of $(\nabla db_\gamma)e_S$ corresponding to the eigenvalues with the eigenspaces of $R_{\gamma(0)}$ corresponding to the eigenvalues. Let $\mathcal{S} := s_0^2 \oplus p \oplus t_1 \oplus (Y^+)_{2J}$ be the subspace of $\gamma'(0)^\perp$. Then, we can assert the commutativity of $\mathcal{S}(t)|_{f}$ with $R_{\gamma(t)}|_{f}$ at $t = 0$. Moreover we can show that the commutativity is valid for all $t$ as follows.

**Theorem 4.27.** Let $V + Y + sA \in \mathfrak{s}$ be a unit vector. Assume $V \neq 0$, $Y \neq 0$, a generic assumption on $V$, $Y$. Let $\mathfrak{s} = s_4 \oplus p \oplus t_1 \oplus t_2 \oplus t_3 \oplus (Y^+)_{2J} \oplus (Y^+)_{2J}$ be an admissible decomposition of $\mathfrak{s}$ associated with $V + Y + sA$.

Then, (i) on the subspace $\mathfrak{s}$ the shape operator $\mathcal{S}(t)$ of the horosphere $H(\theta, \gamma(t))$ commutes with $R_{\gamma(t)}$ ($\gamma$ is a geodesic of $\gamma(0) = e_S$, $\gamma'(0) = V + Y + sA$, $[\gamma] = \theta$) so that $\mathcal{S}(t)|_{f}$ shares common eigenspaces with $R_{\gamma(t)}|_{f}$ and (ii) each eigenvalue of $\mathcal{S}(t)|_{f}$ is negative constant and moreover (iii) if $\lambda < 0$ is an eigenvalue of $\mathcal{S}(t)|_{f}$, then $-\lambda^2$ is an eigenvalue of $R_{\gamma(t)}|_{f}$ and vice versa.

In fact, from [4.28] the vectors $V, Y$ for $\gamma'(0) = V + Y + sA$ are generic if and only if $V(t), Y(t)$ for $\gamma'(t) = V(t) + Y(t) + A(t)$ are generic and we have moreover $K_{V(t), Y(t)} = K_{V, Y}$ as shown in 4.3, [4]. It can be checked further that the admissible decomposition of $\mathfrak{s}$ at $t = 0$ gives also admissible one at any $t$. For the detailed argument for all $t$ refer to [11].

**Remark 4.28.** The eigenvalues and eigenspaces of $R_{V + Y + sA}$ are given completely in [4]. On the subspace $\mathfrak{s}$ one has

1. the eigenvalues and eigenspaces of $R_{V + Y + sA}|_{s_0^2}$ are

   $\begin{align*} &0, \quad \mathbb{R}(V + Y + sA), \\
&-\frac{1}{4}, \quad \mathbb{R}(sV - J_YV - |V|^2A) \oplus \mathbb{R}(|V|^2V + sJ_YV - |V|^2Y), \\
&-1, \quad \mathbb{R}(J_YV + sY - |V|^2A). \end{align*}$

2. $R_{V + Y + sA}|_{p}$ has a single eigenvalue, that is $-\frac{1}{4}$, provided $p \neq \{0\}$.

3. If $q \neq \{0\}$ and further $(Y^+)_{2J} \neq \{0\}$, the eigenvalues and eigenspaces of $R_{V + Y + sA}|_{t_1 \oplus (Y^+)_{2J}}$ are

   $\begin{align*} &-\frac{1}{4}, \quad |V|^2X + J_X(J_YV - sV), \quad X \in (Y^+)_{2J}, \\
&-1, \quad (|V|^2 - 1)X + J_X(J_YV - sV), \quad X \in (Y^+)_{2J}. \end{align*}$

5. Appendix I; another proof of Theorem 4.5

**Proposition 5.1.** Let $S$ be a Damek-Ricci space. Let $\gamma$ be an arbitrary geodesic of $S$. Then, there exists no non-trivial perpendicular, parallel Jacobi vector field along $\gamma$.

As a direct consequence we obtain

**Corollary 5.2.** Let $S$ be a Damek-Ricci space. Then every geodesic of $S$ is of rank one.

To verify the above proposition we present the sectional curvature formula as
Proposition 5.3. Let \( U + X + rA, V + Y \) be vectors in \( s \) of unit norm, perpendicular to each other. Then, the sectional curvature \( K(P) \) of a plane section \( P = \{ U + X + rA, V + Y \} \) is represented by

\[
K(P) = \frac{3}{4} [\langle U, V \rangle + rY^2 - \frac{1}{4} |V|^2 - \frac{1}{4} |Y|^2] + \frac{1}{4} |Y|^2 |X|^2 + \frac{1}{4} |U|^2 |Y|^2 - \langle JXU, JYV \rangle + \frac{1}{2} \langle JXV, JYU \rangle - \left( \frac{1}{2} |X|^2 |V|^2 + \frac{1}{2} |Y|^2 |U|^2 + \frac{1}{4} |U|^2 |V|^2 + |X|^2 |Y|^2 \right) \]

from which it follows

\[
\langle U, V \rangle \langle X, Y \rangle - \frac{1}{4} (U, V)^2 - (X, Y)^2.
\]

This formula is obtained from the formula given in [4], p. 85. We remark that the metric of a Damek-Ricci space is left invariant. Any formulae represented by using left invariant vector fields are valid at any point of \( S \).

Lemma 5.4. Let \( P \) be a plane section at \( e_S \) spanned by orthonormal vectors \( \{ X_1 = aA + b(U_1 + Y_1), X_2 = U_2 + Y_2 \} \), \( a, b \in \mathbb{R}, U_1, U_2 \in v, Y_1, Y_2 \in z \). Then

\[
K(P) = -\frac{a^2}{4} - \frac{3}{4} a Y_2 + b \langle U_1, U_2 \rangle^2
\]

where

\[
T(P) := |Y_1|^2 |Y_2|^2 + 2 \langle JY_1, U_1 \rangle \langle JY_2, U_2 \rangle + \frac{1}{3},
\]

which fulfills

\[
T(P) \geq |Y_1|^2 |Y_2|^2 - 2 |Y_1| |Y_2||U_1||U_2| + \frac{1}{3}
\]

\[
\geq (\sqrt{3} |Y_1||Y_2| - \frac{1}{\sqrt{3}})^2 \geq 0
\]

from which it follows \( K(P) \leq 0 \).

Proof. To obtain (5.1) and (5.2) we set \( U = bU_1, X = bY_1, r = a, V = U_2 \) and \( Y = Y_2 \) in Proposition 5.3 to have

\[
K(P) = -\frac{3}{4} |bU_1, U_2| + a Y_2^2 - \frac{1}{4} a^2 |U_2|^2 - \frac{1}{4} a Y_2^2 + \frac{1}{4} |bU_1|^2 |Y_2|^2 - \langle JbY_1, bU_1, JY_2U_2 \rangle + \frac{1}{2} \langle JbY_1U_2, JY_2bU_1 \rangle - \left( \frac{1}{2} |bY_1|^2 |U_2|^2 + \frac{1}{2} |Y_2|^2 |bU_1|^2 + \frac{1}{4} |bU_1|^2 |U_2|^2 + |bY_1|^2 |Y_2|^2 \right)
\]

For this we make use of (5.4) and the orthonormality of \( U_i + Y_i, i = 1, 2 \), in particular \( \langle U_1, U_2 \rangle + \langle Y_1, Y_2 \rangle = 0 \) to obtain (5.1), (5.2). We show the second inequality of (5.3) as follows. It suffices for this to show

\[
|Y_1|^2 |Y_2|^2 - 2 |Y_1||Y_2||U_1||U_2| + \frac{1}{3} \geq 3 |Y_1|^2 |Y_2|^2 - 2 |Y_1||Y_2| + \frac{1}{3}
\]

and hence suffices to show

\[
-|Y_1|^2 |Y_2|^2 + |Y_1||Y_2| \geq |Y_1||Y_2||U_1||U_2|.
\]
Let \( \partial_t^2 \) be the left, right hand side of (5.3), respectively. Notice \( \partial_t^2 > 0 \), because:

\[
\partial_t^2 = \frac{v_1^2}{\partial_t v_1^2} - 2v_1v_2v_3 + \frac{v_2^2}{\partial_t v_2^2}
\]

which implies that the sectional curvature is represented by a sum of four non-positive terms and thus Lemma 5.5 is proved. Refer to (6.1) for this lemma.

Lemma 5.5. Let \( P \) be a plane section given in Lemma 5.4. Then, \( K(P) = 0 \) if and only if \( a = 0, b = 1 \) and \( \partial_t v_1^2 = 0, \partial_t v_2^2 = 0 \) and \( v_1, v_2, v_3 = 0 \). Therefore, we may complete \( \partial_t^2 \) as:

\[
\partial_t^2 = (v_1^2 - 2v_1v_2v_3 + v_2^2)/\partial_t^2.
\]

Refer to (6.2) for more detail.

Since \( K(P) = 0 \) at \( t = 0 \), Lemma 5.4 implies \( s = 0 \) and hence \( b = 1 \) so that:

\[
\begin{align*}
\gamma'(t) &= (\log(\delta(t)), 0) \\
\gamma''(t) &= (\log(\delta(t))')
\end{align*}
\]

Proof of Proposition 5.1. Let \( \gamma \) be a geodesic of \(\Sigma\) of \(\gamma\). Then, we can assert that there exists no plane section field \( P \) perpendicular to \( \gamma \). Also, \( \gamma \) is represented by an orthonormal basis \( \gamma(t) = (\theta(t), \phi(t)) \), where \( \delta(t) = (\theta(t))' + (\phi(t))' \). From Lemma 5.5 we have:

\[
\begin{align*}
A(t) &= \sqrt{\text{det}(g(t))} \\
\gamma(t) &= (\log(\delta(t)), 0) \\
\gamma''(t) &= (\log(\delta(t))')
\end{align*}
\]
For this, we make use of the orthogonal decomposition defined at (6.18)
\[ Y^\perp = (Y^\perp)_J \oplus (Y^\perp)_J, \]
together also with the direct sum decomposition given at (4.29) and (4.31)
\[ t = t_1 \oplus t_2 \oplus t_3 = J_{(Y^\perp)_J} V \oplus J_{(Y^\perp)_J} V \oplus J_{(Y^\perp)_J} V, \quad (6.2) \]
\[ \dim t = k_1 + 2k_2, \quad (6.3) \]
\[ k_1 := \dim(Y^\perp)_J = \dim J_{(Y^\perp)_J} V, \]
\[ k_2 := \dim(Y^\perp)_J = \dim J_{(Y^\perp)_J} V = J_{(Y^\perp)_J} V. \]

We have certainly the orthogonal decomposition relative to the vector \( V \) as
\[ v = \text{Ker }\text{ad}(V) \oplus J_J V, \] where \( J_J V = \{ J_J V \mid Z \in \mathbb{Z} \} = \text{Ker }\text{ad}(V)^\perp \) and have, replacing \( V \) by \( J_J^* V \neq 0 \), another decomposition as \( v = \text{Ker }\text{ad}(J_J V) \oplus J_J J_J V \). Decompose \( v \) into
\[ v = \text{Ker }\text{ad}(V) \oplus J_J V = \mathbb{R} V \oplus \mathbb{R} J_J V \oplus p \oplus p_1 \oplus J_J V \quad (6.4) \]
and similarly into
\[ v = \text{Ker }\text{ad}(J_J V) \oplus J_J J_J V = \mathbb{R} V \oplus \mathbb{R} J_J V \oplus p \oplus p_2 \oplus J_J J_J V, \quad (6.5) \]
where \( p_i, i = 1, 2 \) are the orthogonal complement of \( p \) in \( \text{Ker }\text{ad}(V) \) and \( \text{Ker }\text{ad}(J_J V) \), respectively.

**Claim 6.1.** The map
\[ h : \quad p_1 \quad \mapsto (Y^\perp)_J; \quad (6.6) \]
\[ U \quad \mapsto h(U) := \frac{1}{|V|^2 |Y|_2^2} [J_J V, U] \]
is injective.

**Proof.** From the above orthogonal decompositions we have
\[ p_1 \oplus J_J V = p_2 \oplus J_{(Y^\perp)_J} V \oplus J_{(Y^\perp)_J} J_J V, \quad (6.7) \]
where \( Y^\perp = (Y^\perp)_J \oplus (Y^\perp)_J \). Then, any \( U \in p_1 \) is written as
\[ U = U_1 + U_2^I + U_2^{II}, \quad U_1 \in p_2, \quad U_2^I \in J_{(Y^\perp)_J} J_J V, \quad U_2^{II} \in J_{(Y^\perp)_J} J_J V. \quad (6.8) \]

Hence, there exists a \( Z \in (Y^\perp)_J \) such that \( U_2^I = J_J J_J V. \) Here \( U_2^{II} \) is written also as \( U_2^{II} = J_J V \) for a \( Z^I \in (Y^\perp)_J \) from definition of \( (Y^\perp)_J \). Moreover, \( U^{II} = J_J J_J J_J V \) for a \( Z^{II} \in (Y^\perp)_J \). Take an inner product of (6.3) with the vector \( U_2^{II} = J_J J_J V. \) Then \( (U, U_2^{II}) = (U, J_J J_J V) = 0 \), since \( p_1 \perp J_J J_J V \). On the other hand \( (U_1, J_J J_J V) = (U_1, J_J J_J J_J V) = 0 \), since \( p_2 \perp J_J J_J J_J V \). Also we have \( (U_2^{II}, U_2^{II}) = 0 \) from (6.3) and consequently \( |U_2^{II}|^2 = 0 \), namely \( U_2^{II} = 0 \). Therefore \( U \) is written as \( U = U_1 + U_2^{II} \).

Since \( p_2 \subset \text{Ker }\text{ad}(J_J V) \),
\[ [J_J V, U] = [J_J V, U_1 + U_2^{II}] = [J_J V, U_2^{II}] \quad (6.9) \]
\[ = [J_J V, J_J J_J J_J V] = |J_J V|^2 |Z^{II}| = |Y|^2 |V|^2 |Z^{II}| \]
and henceforth \( Z^{II} = \frac{1}{|V|^2 |Y|_2^2} [J_J V, U] \) which is just \( h(U) \).

Now suppose \( h(U) = Z^{II} \) is zero vector. Then, \( [J_J V, U] = 0 \), that is, \( U \in \text{Ker }\text{ad}(J_J V) \). By the way, \( U \in p_1 \subset \text{Ker }\text{ad}(V) \) so that \( U \in p = \text{Ker }\text{ad}(V) \cap \text{Ker }\text{ad}(J_J V) \) and consequently \( U = 0 \), since \( p \cap p_1 = \{0\}. \)
From this lemma \( p_1 = \dim p_1 \leq k_2 = \dim J_{(Y^\perp)} J_Y V \) so that from (6.3)
\[
\dim v = 2 + p + p_1 + \dim(J_{Y^\perp} V) = 2 + p + p_1 + k_1 + k_2 \leq 2 + p + k_1 + 2k_2 = 2 + p + \dim t \cdot (6.10)
\]
Hence the desired decomposition is obtained.

\[ H^{\text{Eig}} \]

7. Rank of geodesics and eigenspace corresponding to eigenvalue 0

In this section, we prove Theorem 1.4.

Let \( x \in M \) and \( \theta \in \partial M \). Let \( \gamma \) be a geodesic of \( M \) satisfying \( \gamma(0) = x \), representing \( \theta \) and \( b = b_\gamma \) be the Busemann function associated with \( \gamma \).

First we show
\[
\rank \gamma - 1 \leq \dim(E_b)_{\gamma(t)}, \forall t \in \mathbb{R} \quad (7.1)
\]
and then by exploiting double inductive arguments
\[
\rank \gamma - 1 \geq \dim(E_b)_{\gamma(t)}, \forall t \in \mathbb{R}. \quad (7.2)
\]
Let \( r = \rank \gamma \). Let \( \{v_1(t), \cdots, v_r(t)\} \) be an orthonormal basis consisting of parallel vector fields along \( \gamma \) such that \( \gamma'(t) = v_1(t) \) and \( v_j(t), j = 2, \cdots, r \) are Jacobi vector fields. It suffices to show \( S(t)v_j(t) = 0 \) for \( j = 2, \cdots, r \) in terms of the shape operator \( S(t) \) of the horosphere \( \mathcal{H}(\theta, \gamma(t)) \). Then, the inequality (7.1) is proved. Define, for this, a set of perpendicular Jacobi fields \( \{Y_j = Y_j(t) \mid j = 2, \cdots, n, t \in \mathbb{R}\} \) satisfying \( Y_j(0) = v_j(0) \) and \( |Y_j(t)| \leq C, \forall t \geq 0 \) for some \( C > 0, j = 2, \cdots, n \). Note these Jacobi vector fields are stable. Here \( Y_j(t) = v_j(t), t \in \mathbb{R} \) for \( j = 2, \cdots, r \), since each \( v_j(t) \) is a parallel Jacobi field. Thus \( \{Y_1(t) = Y_1(t), \cdots, Y_n(t) = Y_n(t)\} \) defines a stable, perpendicular Jacobi tensor \( J = J(t) \) along \( \gamma \) by
\[
J(t) : \gamma(t)^\perp \to \gamma(t)^\perp, \\
\sum_{j=2}^n c^j v_j(t) \mapsto \sum_{j=2}^n c^j Y_j(t) \quad (7.3)
\]
from which the shape operator \( S(t) \) of the horosphere \( \mathcal{H}(\theta, \gamma(t)) \) at \( \gamma(t) \) is described by \( S(t) = J(t) J^{-1}(t) \). Refer to [13, 15] for construction of the stable Jacobi tensor and its relation with the shape operator \( S(t) \). By definition of \( J(t) \) we see for each \( j = 2, \cdots, r \)
\[
J(t) v_j(t) = v_j(t) \quad \text{so that} \quad J(t) v_j(t) = 0 \quad \text{and} \quad J^{-1}(t) v_j(t) = v_j(t) \quad \text{and therefore} \quad S(t)v_j(t) = J(t) J^{-1}(t) v_j(t) = J(t) v_j(t) = 0 \quad \text{so we get (7.1)}.
\]

Now we will show (7.2) as follows.

For this we fix \( t = 0 \) without loss of generality and verify that for \( u \in T_{\gamma(0)} \mathcal{H}(\theta, \gamma(0)) \) satisfying \( S(0)u = 0 \) there exists a parallel vector field \( u(t) \) along \( \gamma \) such that \( u(0) = u \) which satisfies \( R(t)u(t) = 0, \forall t \in \mathbb{R}. \) This proves (7.2).

Let \( \mathcal{H}(\theta, \gamma(t)) = \{y \in M \mid b_\gamma(y) = b_\gamma(\gamma(t))\}, t \in \mathbb{R} \), be a horosphere centered at \( \theta \) and passing through \( \gamma(t) \). The restriction of the Hessian to a horosphere \( \mathcal{H}(\theta, \gamma(t)) \) gives minus signed second fundamental form \( h \), as seen at (2a), Section 2. Namely, we have \( (\nabla db_\gamma)_{\mathcal{H}(\theta, \gamma(t))}(\cdot, \cdot) = -\langle S(t), \cdot, \cdot \rangle \) with respect to the operator \( S(t) \) which is negative semi-definite from the positive semi-definiteness of \( \nabla db_\gamma \).

Let \( u(t) \) be a parallel vector field along \( \gamma(t) \) such that \( u(0) = u \). Similarly for \( v(t) \in T_{\gamma(0)} \mathcal{H}(\theta, \gamma(0)) \) we define a parallel vector field \( v(t) \) along \( \gamma(t) \) such that \( v(0) = v \).

From the Riccati equation we have along \( \gamma(t) \)
\[
\langle S(t)u(t), v(t) \rangle' + \langle S(t)u(t), S(t)v(t) \rangle + \langle R(t)u(t), v(t) \rangle = 0 \quad (7.4)
\]
In order to obtain Proposition 7.1 below we need to take the derivative of $S(t)$. Since $S(t)u(t) = \nabla \theta, u(t)$, $S(t)$ is an endomorphism of $T_{\gamma(t)}H(\theta, \gamma(t))$. For any integer $k \geq 2$, $S^{(k)}(t)u(t) = \left(\frac{\partial}{\partial t}\right)^k (S(t)u(t))$ is also an endomorphism of $T_{\gamma(t)}H(\theta, \gamma(t))$.

**Proposition 7.1.** Let $(M, g)$ be a Hadamard manifold. Let $x \in M$ and $\theta \in \partial M$ and $\gamma$ be a geodesic satisfying $\gamma(0) = x$ and $[\gamma] = \theta$.

If there exists a non-zero $u \in T_xH(\theta, x)$ satisfying $S(0)u = 0$, then

$$\left(\left(S(t)u(t), v(t)\right)\right)_{|t=0} = 0,$$

$$\left(\left(R(t)u(t), v(t)\right)\right)_{|t=0} = 0$$

for any $v \in T_xH(\theta, x)$ and any integer $k \geq 0$.

An inductive proof will be given in the next section.

**Theorem 7.2.** Let $(M, g)$ be an analytic Hadamard manifold. Let $x \in M$ and $\theta \in \partial M$ and $\gamma$ be a geodesic satisfying $\gamma(0) = x$ and $[\gamma] = \theta$. Suppose that every Busemann function $b_\theta$ of $M$ is analytic.

If there exists a non-zero $u \in T_xH(\theta, x)$ satisfying $S(0)u = 0$, then $S(t)u(t) = 0$ and $R(t)u(t) = 0$ for any $t \in \mathbb{R}$ so that $u(t)$ is a parallel Jacobi field along $\gamma$.

This theorem is a direct consequence of Proposition 7.1.

Let $\{e_i(t); i = 2, \ldots, n\}$ be a parallel, perpendicular orthonormal fields along $\gamma$, $n = \dim X$. Then from Proposition 7.1 we have

$$\left(\left(S(t)u(t), e_i(t)\right)\right)_{|t=0} = 0$$

for any $k \geq 0$. Since $(X, g)$ is analytic and every Busemann function is analytic on $M$, the Hessian $\nabla b_\theta$ is also analytic on $M$ so that $S(t)$ is analytic along the geodesic $\gamma$ and hence $(S(t)u(t), v(t)) = 0$, that is, $S(t)u(t) = 0$ for $-\infty < t < \infty$. Similarly we have $R(t)u(t) = 0$ for $-\infty < t < \infty$.

From this theorem the inequality (7.2) is derived.

8. **Proof of Proposition 7.1**

We assume that there exists a non-zero vector $u \in T_{\gamma(0)}H(\theta, \gamma(0)) = \gamma'(0)\perp$ which satisfies $S(0)u = 0$.

**Lemma 8.1.** Under this assumption it holds

$$\langle S(0)^{(j)}u, u \rangle = 0, \ j = 0, \cdots, 4,$$

$$\langle R(0)^{(j')}u, u \rangle = 0, \ j' = 0, \cdots, 3,$$

and moreover for any $v \in T_{\gamma(0)}H(\theta, \gamma(0)) = \gamma'(0)\perp$

$$\langle S'(0)u, v \rangle = 0, \ \langle R'(0)u, v \rangle = 0.$$

**Proof.**

**Assertion 8.2.**

$$\langle S(0)u, u \rangle = 0, \ \langle S'(0)u, u \rangle = 0.$$ 

The first equality is obvious. The second one follows from the negative semidefiniteness of $S(t)$ for any $t$. In fact, set $f(t) := \langle S(t)u(t), u(t) \rangle$. Then $f(0) = 0$. 

Suppose $f'(0) = \langle S'(0)u, u \rangle \neq 0$. Then, we may assume $f'(0) = \langle S(t)u(t), u(t) \rangle \big|_{t=0} =: a > 0$ without loss of generality. Then, since $f(t)$ is analytic, there exists $t_0 > 0$ such that $f'(t) > \frac{a}{t}$ for $0 < t < t_0$. From Maclaurin expansion we have $f(t) = f(0) + f'(0)t + \frac{f''(0)}{2!}t^2 > \frac{a}{2}t^2 > 0$, for any $0 < t < t_0$ ($0 < \theta < 1$). This is a contradiction, because $\langle S(t)v, v \rangle$ is negative semi-definite for any $t$.

The following is immediate from the assumption above.

**Assertion 8.3.**

\[ \langle S(0)u, v \rangle = 0, \quad \forall v \in T_{\gamma(0)}H. \]

Therefore, the Riccati equation implies then

**Assertion 8.4.**

\[ \langle R(0)u, u \rangle = 0, \quad \langle R'(0)u, u \rangle = 0. \quad (8.4) \]

In fact, set $v = u$ in the equation $(7.5)$ to get

\[ \langle S'(t)u(t), u(t) \rangle + \langle S(t)u(t), S(t)u(t) \rangle + \langle R(t)u(t), u(t) \rangle = 0. \quad (8.5) \]

Then, as $(8.3)$ and $(8.3)$ show, the first and the second terms of the equation $(8.5)$ at $t = 0$ vanish so that the third term $\langle R(0)u, u \rangle$ must be zero. From the negative semi-definiteness of the Jacobi operator $R(t)$ one obtains $\langle R'(0)u, u \rangle = 0$ similar to the proof of Assertion $(8.2)$. Since $R(t) \leq 0$, $\forall t$, $(8.4)$ implies

**Assertion 8.5.**

\[ \langle R(0)u, v \rangle = 0, \quad \forall v \in T_{\gamma(0)}H_{(\theta, \gamma(0))}. \quad (8.6) \]

By using these facts and applying the Riccati equation, one has

**Assertion 8.6.**

\[ \langle S''(0)u, u \rangle = 0, \quad \langle S'''(0)u, u \rangle = 0. \quad (8.7) \]

This is shown by the following argument. Differentiate the equation $(8.3)$ with respect to $t$ at $t = 0$. Then the second term reduces to $2\langle S'(0)u, S(0)v \rangle$ which vanishes from Assertion $(8.3)$. The third term vanishes from Assertion $(8.4)$ so one gets the first equality of $(8.7)$. From the negative semi-definiteness of $S(t)$ together with the Maclaurin expansion the second one is obtained.

**Assertion 8.7.**

\[ \langle S'(0)u, v \rangle = 0, \quad \forall v \in T_{\gamma(0)}H_{(\theta, \gamma(0))} \]

i.e., $S'(0)u = 0$.

**Proof.** In the equation $(7.5)$ one set $t = 0$, where $v(t)$ is a parallel vector field along $\gamma$ such that $v(0) = v$. Then, the second term $\langle S(t)u, S(0)v \rangle$ vanishes from $(8.3)$ and third term vanishes from $(8.4)$ so the first term must vanish.

From the Riccati equation one has

**Assertion 8.8.**

\[ \langle R''(0)u, u \rangle = 0, \quad \langle R'''(0)u, u \rangle = 0. \quad (8.9) \]
In fact one has by differentiating twice \( (8.9) \) and setting \( v(t) = u(t) \)
\[
(S''''(t)u(t), u(t)) + (S(t)u(t), S(t)u(t))'' + (R(t)u(t), u(t))'' = 0.
\]
Here, the first term \( (S''''(0)u, u) \) vanishes from \( (8.7) \) and the second term becomes
\[
(S(t)u(t), S(t)u(t))'' = 2(S''(t)u(t), S(t)u(t)) + (S''(t)u(t), S'(t)u(t))
\]
which also vanishes at \( t = 0 \) from Assertion \( (8.7) \). So, one obtains the first equality of \( (8.9) \).
One has immediately then by the Maclaurin expansion
\[
(R''''(0)u, u) = 0
\]
from the negative semi-definiteness of \( R(t) \).

Now, we will investigate the following.

**Assertion 8.9.**

\[
\langle R'(0)u, v \rangle = 0, \quad \forall v \in T_{\gamma(0)}H(\theta, \gamma(0)),
\]
that is, \( R'(0)u = 0 \).

**Proof.** Suppose that there exists a \( v \) such that \( \langle R'(0)u, v \rangle \neq 0 \). Then, one may assume without loss of generality \( \langle R'(0)u, v \rangle > 0 \). Now one can consider the quadratic form \( \langle R(t)w(t), w(t) \rangle \), \( w(t) = (u(t) + xv(t)) \in T_{\gamma(t)}H(\theta, \gamma(0)), x \in \mathbb{R} \). Since
\[
\langle R(t)w(t), w(t) \rangle = \langle R(t)u(t), v(t) \rangle + 2x\langle R(t)u(t), v(t) \rangle + x^2\langle R(t)v(t), v(t) \rangle
\]
where
\[
\begin{align*}
\hat{f}(t) &:= \langle R(t)u(t), u(t) \rangle, \quad \hat{g}(t) := \langle R(t)u(t), v(t) \rangle \quad \text{and} \quad \hat{h}(t) := \langle R(t)v(t), v(t) \rangle
\end{align*}
\]
are functions with respect to \( t \). One has then from the previous arguments by using the Maclaurin expansion
\[
\hat{f}(t) = \frac{\hat{f}^{(4)}(\theta t)}{4!} t^4, \quad 0 < \theta < 1,
\]
since \( \hat{f}^{(j)}(0) = 0 \) for \( j = 0, \cdots , 3 \) and similarly
\[
\hat{g}(t) = \hat{g}'(\theta' t)t, \quad 0 < \theta' < 1,
\]
since \( \hat{g}(0) = 0 \). The discriminant \( D = D(t) \) of \( x \) is given, therefore, by
\[
D(t) = (\hat{g}(t))^2 - \hat{f}(t)\hat{h}(t) = (\hat{g}'(\theta' t))^2 t^2 - \frac{\hat{f}^{(4)}(\theta t)}{4!} t^4 \cdot \hat{h}(t).
\]
One may assume \( \hat{h}(0) < 0 \), since, if, otherwise, \( \hat{h}(0) = 0 \), then \( v = v(0) \) and hence \( w = u + yv \), \( y \in \mathbb{R} \) is also an eigenvector of \( R(0) \) with eigenvalue zero so that \( \langle R'(0)w, w \rangle = 2\hat{g}(R'(0)u, v) \) must vanish and this leads to a contradiction. Thus, one has
\[
D(t) = (\hat{g}'(\theta' t))^2 t^2 \left\{ 1 - \frac{\hat{f}^{(4)}(\theta t)}{4!} / \{\hat{g}'(\theta' t)\}^2 t^2 \cdot \hat{h}(t) \right\}.
\]
Here, for a \( t \) of sufficiently small \( |t| \) \( |\hat{f}^{(4)}(\theta t)| \leq C \), for a \( C > 0 \) from the continuity of \( \hat{f}(t) \) and moreover \( \hat{g}'(\theta' t) > 0 \) from the assumption in proving argument. Therefore, there exists some \( t \) of sufficiently small \( |t| \) for which \( D(t) > 0 \) so that one can choose an \( x \) such that \( \langle R(t)w(t), w(t) \rangle = \hat{f}(t) + 2x\hat{g}(t) + x^2\hat{h}(t) > 0 \) for such \( t \). This is a contradiction, since \( \langle R(t)w(t), w(t) \rangle \leq 0 \) for any \( w(t) \) and one can conclude \( \langle R'(0)u, v \rangle = 0 \) for any \( v \).
\[\square\]
Assertion 8.10.

\[ \langle S^{(4)}(0)u, u \rangle = 0. \]

This follows from the Riccati equation argument

\[ \langle S(t)u(t), u(t) \rangle^{(3)} + \langle S(t)u(t), S(t)u(t) \rangle^{(3)} + \langle R(t)u(t), u(t) \rangle^{(3)} = 0. \]

The second term reduces at \( t = 0 \) by Leibniz’ formula to

\[ \langle S(t)u(t), S(t)u(t) \rangle^{(3)} \big|_{t=0} = 2\langle S(0)u, S''(0)u \rangle + 6\langle S'(0)u, S''(0)u \rangle = 0. \]

Furthermore at \( t = 0 \) \( \langle R(t)u(t), u(t) \rangle^{(3)} \big|_{t=0} = \langle R''(0)u, u \rangle = 0 \) from \( \text{[8.7]} \). Thus the lemma is proved.

Proposition 8.11. Let \( k \) be a positive integer. Suppose for this integer \( k \)

(i) \[ \langle S(t)u(t), u(t) \rangle_{t=0}^{(j)} = 0, \ j = 0, \ldots, 2k, \quad (8.11) \]

(ii) \[ \langle S(t)u(t), v(t) \rangle_{t=0}^{(j)} = 0, \ v \in T_{\gamma(0)}H_{\theta, \gamma(0)}, \ j_1 = 0, \ldots, k - 1 \quad (8.12) \]

and moreover

(iii) \[ \langle R(t)u(t), u(t) \rangle_{t=0}^{(j_2)} = 0, \ j_2 = 0, \ldots, 2k - 1 \quad (8.13) \]

and (iv)

(iv) \[ \langle R(t)u(t), v(t) \rangle_{t=0}^{(j_3)} = 0, \ v \in T_{\gamma(0)}H_{\theta, \gamma(0)}, \ j_3 = 0, \ldots, k - 1. \quad (8.14) \]

Then, it is concluded

(a) \[ \langle S(t)u(t), u(t) \rangle_{t=0}^{(j)} = 0, \ j = 2k + 1, 2k + 2 \quad (8.15) \]

(b) \[ \langle S(t)u(t), v(t) \rangle_{t=0}^{(k)} = 0, \ \forall v \in T_{\gamma(0)}H_{\theta, \gamma(0)} \quad (8.16) \]

and moreover (c)

\[ \langle R(t)u(t), u(t) \rangle_{t=0}^{(j_1)} = 0, \ j_1 = 2k, 2k + 1 \quad (8.17) \]

and (d)

\[ \langle R(t)u(t), v(t) \rangle_{t=0}^{(k)} = 0, \ \forall v \in T_{\gamma(0)}H_{\theta, \gamma(0)}. \quad (8.18) \]

Proof. First we show \( \langle S(t)u(t), u(t) \rangle_{t=0}^{(2k+1)} = \langle S^{(2k+1)}(0)u, u \rangle = 0. \) For this we suppose \( a := \langle S(t)u(t), u(t) \rangle_{t=0}^{(2k+1)} = \langle S^{(2k+1)}(0)u, u \rangle > 0 \) without loss of generality.

Let \( f(t) := \langle S(t)u(t), u(t) \rangle. \) Then by using the Maclaurin expansion the function \( f(t) \) is written from (i) as

\[ f(t) := \frac{1}{(2k + 1)!} f^{(2k+1)}(\theta)u^{(2k+1)}, \ 0 < \theta < 1 \]

for \( t \) of sufficiently small \( |t| \). There exists, then, a \( t_0 > 0 \) such that \( f^{(2k+1)}(t) \geq \frac{a}{2} > 0 \) and hence \( f(t) \) must be positive for \( 0 < t < t_0 \). This is a contradiction and hence we obtain \( \text{[8.15]} \). Since \( S(t) \) is negative semi-definite. In case of \( a < 0 \), we may take a negative \( t \) of sufficiently small \( |t| \).

Now we will show

\[ \langle S(t)u(t), u(t) \rangle_{t=0}^{(k)} = 0 \]
for any $v \in T_{x(0)}\mathcal{H}(\theta, \gamma(0))$. For this we suppose similarly as in proof of Assertion $[8.9]$

$$\langle S(t)u(t), v(t) \rangle_{t=0}^k > 0$$

and consider the quadratic form $\langle S(t)w(t), w(t) \rangle$, $w(t) = u(t) + xv(t)$ for any $x \in \mathbb{R}$. Then

$$\langle S(t)(w(t), w(t)) \rangle = f(t) + 2xg(t) + x^2h(t), \quad (8.19)$$

$g(t) := \langle S(t)u(t), v(t) \rangle$, 

$\langle S(t)v(t), v(t) \rangle$.

Here $f(t)$ is written by

$$f(t) = \frac{1}{(2k + 2)!} f^{(2k+2)}(\theta_1 t) t^{(2k+2)}, \quad 0 < \theta_1 < 1$$

from $(8.11)$ and $(8.15)$. Moreover $g(t)$ is expanded from $(8.12)$ as

$$g(t) = \frac{1}{k!} g^{(k)}(\theta_2) t^k, \quad 0 < \theta_2 < 1.$$ 

From $(8.10)$ we may assume $g^{(k)}(\theta_2) \neq 0$ for $t > 0$ of sufficiently small $|t|$. Since $h(0) \leq 0$, we can assume $h(0) < 0$ (if $h(0) = 0$ is supposed, then $v(0)$ is an eigenvector of eigenvalue zero so for any $x \ u + xv$ is also an eigenvector of $S(0)$ corresponding to eigenvalue zero and consequently $\langle S(0)(u + xv), u + xv \rangle = 0$. However, $\langle S(0)(u + xv), u + xv \rangle = \langle S(0)u, u \rangle + 2x^2 \langle S(0)v, v \rangle = 2x \langle S(0)u, v \rangle$. This is a contradiction, since $(8.12)$ is assumed in the proposition and we assumed $(8.10)$). Return back to the main argument. Compute the discriminant $D(t) = g^2(t) - f(t)h(t)$ of $(8.19)$ as

$$D(t) = \left( \frac{1}{k!} \right)^2 \left\{ g^{(k)}(\theta_1) t^k \right\}^2 - \frac{h(t)}{(2k + 2)!} f^{(2k+2)}(\theta_1 t) t^{(2k+2)}$$

$$= \left( \frac{1}{k!} \right)^2 \left\{ g^{(k)}(\theta_1) \right\}^2 \left[ 1 - \left( \frac{1}{k!} \right)^{-2} \left\{ g^{(k)}(\theta_1) \right\}^{-2} \frac{h(t)}{(2k + 2)!} f^{(2k+2)}(\theta_1 t) t^2 \right].$$

Since

$$\left| \left( \frac{1}{k!} \right)^{-2} \left\{ g^{(k)}(\theta_1) \right\}^{-2} \frac{h(t)}{(2k + 2)!} f^{(2k+2)}(\theta_1 t) t^2 \right| \leq e t^2,$$

for $t$ of sufficiently small $|t|$, the terms in the parenthesis tend to 1 as $t \to 0$. Consequently we have $D(t) > 0$ for any $t$ of sufficiently small $|t|$ so that the quadratic function $(8.19)$ with $h(t) < 0$ has a positive value for a certain $x \in \mathbb{R}$. This is a contradiction so that $(8.16)$ is verified.

We will next show $(8.17)$ in the following way.

First we show the first equality of $(8.17)$ by differentiating $2k$ times the Riccati equation $(7.3)$ at $t = 0$ as

$$\langle S'(t)u(t), u(t) \rangle_{t=0}^{(2k)} = 0 \quad (8.20)$$

$$+ \langle S(t)u(t), S(t)u(t) \rangle_{t=0}^{(2k)}$$

$$+ \langle R(t)u(t), u(t) \rangle_{t=0}^{(2k)} = 0.$$
The first term, as reduced to $\langle S^{(2k+1)}(0)u, u \rangle = 0$ vanishes from (8.15). To assert $\langle S(t)u(t), S(t)u(t) \rangle^{(2k)}_{t=0} = 0$ we apply Leibniz formula

$$\langle S(t)u(t), S(t)u(t) \rangle^{(2k)} = \sum_{r=0}^{2k} \binom{2k}{r} \langle S^{(r)}(t)u(t), S^{(2k-r)}(t)u(t) \rangle = 2 \sum_{r=0}^{k-1} \binom{2k}{r} \langle S^{(r)}(t)u(t), S^{(2k-r)}(t)u(t) \rangle + \binom{2k}{k} \langle S^{(k)}(t)u(t), S^{(k)}(t)u(t) \rangle.$$  

When $t = 0$, all the terms of right hand vanish from the assumption (8.12) together with (8.16). Thus, the second term of (8.20) vanishes. Therefore the third term vanishes, namely the first equality of (8.17) is proved. The second equality of (8.17) is shown by using the Maclaurin expansion, similar to the proof of the first equality of (8.15).

Now we will show

$$\langle R(t)u(t), v(t) \rangle^{(k)}_{t=0} = 0$$

for any $v \in T_{\gamma(0)}\mathcal{H}$. However, this is verified by using an argument just similar to the argument given for proving (8.10) so we omit a proof.

To see finally $\langle S(t)u(t), u(t) \rangle^{(2k+2)}_{t=0} = 0$ we differentiate the Riccati equation $2k+1$ times

$$\langle S'(t)u(t), u(t) \rangle^{(2k+1)} + \langle S(t)u(t), S(t)u(t) \rangle^{(2k+1)} + \langle R(t)u(t), u(t) \rangle^{(2k+1)} = 0.$$  

Here the third term vanishes at $t = 0$ from (8.17). We see that the second term vanishes at $t = 0$, since we can assume $S^{(j)}(0)u = 0$ for $j = 0, \ldots, k$ from the assumption (8.12) and (8.10) to observe by the aid of the Leibniz formula

$$\langle S(t)u(t), S(t)u(t) \rangle^{(2k+1)}_{t=0} = 2 \sum_{r=0}^{k} \binom{2k+1}{r} \langle S^{(r)}(0)u, S^{(2k+1-r)}(0)u \rangle = 0.$$  

Therefore, $\langle S^{(2k+2)}(0)u, u \rangle = 0$, that is, the second equality of (8.15) is obtained.

9. Visibility axiom and the Hessian of Busemann function

First we will prove Proposition (1.12)

Let $b_\theta$ be the Busemann function associated with $\theta \in \partial M$. Let $p \in M$ and $\gamma : \mathbb{R} \to M$ be a geodesic of $\gamma(0) = p$, $[\gamma] = \theta$. So $b_\theta$ may be represented by $b_\theta(\cdot) = b_{\theta}(\cdot)$ neglecting an additive constant so $b_\theta$ satisfies $b_\theta(p) = 0$ and $b_\theta(\gamma(t)) = -t$ for any $t$. Now, let $\gamma_1$ be a geodesic of $\gamma_1(0) = p$ and $[\gamma_1] \neq \theta$. We will show $b_\theta(\gamma_1(t)) = +\infty$. We see $\gamma_1(0) \neq \gamma'(0)$ at $p$ from the non-positive curvature assumption and $[\gamma_1] \neq \theta$.

Further, we can assume $\gamma_1'(0) \neq -\gamma'(0)$, since, if equality $\gamma_1'(0) = -\gamma'(0)$ holds, then $\gamma_1(t) = \gamma(-t)$ for any $t$, and hence $b_\theta(\gamma_1(t)) = b_\theta(\gamma(-t)) = t \to +\infty$ as $t \to +\infty$, so we get the desired result.

Let $\varphi$ be the angle between $\nabla b_\theta$ and $\gamma_1'(0)$, that is, $\cos \varphi = \langle (\nabla b_\theta)_p, \gamma_1'(0) \rangle$. Since $\nabla b_\theta$ coincides with $-\gamma'(0)$ at $p$, we consider the following cases: case (i): $0 < \varphi < \pi/2$, case (ii): $\varphi = \pi/2$, that is, $\gamma_1'(0)$ is tangent to the horosphere $\mathcal{H}(\theta, \gamma_1(0))$ at $p$ and case (iii) $\pi/2 < \varphi < \pi$.

Define a function $q$ of $t$ by $q(t) := b_\theta(\gamma_1(t))$. Note $q(0) = 0$. Since $[\gamma_1] \neq \pm \theta$, $q(t)$ is strictly convex for any $t$. In fact, $q''(t)$ is written by

$$q''(t) = \langle \nabla^2 b_\theta \rangle_{\gamma_1(t)}(\gamma_1'(t), \gamma_1'(t))$$
and this value of the Hessian is positive. If the value is zero, otherwise, then, the velocity vector $\gamma'_1(t)$ must be a null vector of the Hessian at the point $\gamma_1(t)$, that is, orthogonal to a horosphere centered at $\theta$. Thus $\gamma_1$ must be asymptotically equivalent to the geodesic $\gamma$ so that $\gamma_1$ belongs to $\theta$ or $-\theta = [\gamma]^{-1}$. But this possibility is excluded as before and hence we have $q'(t) = (\nabla db_\theta)_{\gamma_1(t)}(\gamma'_1(t), \gamma'_1(t)) > 0$. Then, $q(t)$ is strictly convex.

Consider case (i): Since $0 < \varphi < \pi/2$, $0 < \cos \varphi < 1$. We have $q'(t) = (\nabla db_\theta)_{\gamma_1(t)}(\gamma'_1(t)) > 0$ so that $q'(0) = \cos \varphi > 0$. Therefore, there exists $t_0 > 0$ such that $q'(t) > \varepsilon > 0$ for an $\varepsilon > 0$ and any $t$ of $0 \leq t \leq t_0$. Since $q''(t) > 0$ at any $t$, $q'(t)$ is strictly increasing in any $t$ so that we conclude $q'(t) \geq \varepsilon > 0$ for any $t \geq t_0$ and hence for all $t > 0$ and also we may assume $q(t_0) > 0$. Let $n > 0$ be an arbitrary positive number. Then, from the strict convexity of $q(t)$, $q(t_0) < \left(1 - \frac{1}{n}\right)q(0) + \frac{1}{n}q(n t_0) = \frac{1}{n}q(n t_0)$ that is, $q(n t_0) > nq(t_0)$, in other words, $b_\theta(\gamma_1(t_0)) > nb_\theta(\gamma_1(t_0))$. Notice $b_\theta(\gamma_1(t_0)) = q(t_0) > 0$. So we get $\lim_{t \to \infty} b_\theta(\gamma_1(t)) = \infty$ from the continuity of $b_\theta$.

Case (ii): In this case $\gamma_1$ is tangent to the horosphere $H_{(\theta, \gamma(0))}$ at $t = 0$. We see then $q'(0) = 0$. So, from $q'(t) > 0$ it follows that for any $t$ there exists a of $0 < a < 1$ such that $q(t) = \frac{1}{2}q''(at)t^2 > 0$. This means that $q(t_0) > 0$ for some $t_0 > 0$ so that we conclude that $\lim_{t \to \infty} b_\theta(\gamma_1(t)) = \infty$, similarly as in case (i).

Case (iii): We have $\cos \varphi < 0$. By the way, $q'(t) = (\nabla db_\theta, \gamma'_1(t)) = \cos \varphi(t)$, where $\varphi(t)$ is the angle $\angle_{\gamma_1(t)}(\nabla db_\theta, \gamma'_1(t))$ between $\nabla db_\theta$ and $\gamma'_1(t)$. Then

$$\cos \varphi(t) - \cos \varphi(0) = \int_0^t q'(s)ds = \int_0^t \nabla db_\theta(\gamma'_1(t), \gamma'_1(t))dt.$$  \ \ (9.1)

Here $\varphi(0) = \varphi$ and then $-1 < \cos \varphi(0) < 0$. Thus, from the assumption of Corollary 1.2 there exists a $t_0 > 0$ such that $\cos \varphi(t_0)$ is positive, since

$$\cos \varphi(t_0) = \cos \varphi + \int_0^{t_0} \nabla db_\theta(\gamma'_1(t), \gamma'_1(t))dt.$$  From the continuity of $\varphi(t)$ there exists a $t_1 > 0$ such that $\cos \varphi(t_1) = 0$. So, it is concluded by applying case (ii) that $b_\theta(\gamma_1(t))$ tends to $+\infty$ as $t \to \infty$.

**Proof.** of Proposition 1.3  Note that the least eigenvalue $\lambda = \lambda(p)$ is a positive continuous function on $S$, since $\nabla db_\theta(\cdot, \cdot) > 0$. Let $q(t) = b_\theta(\gamma_1(t))$ as before. Then, $q'(t) = (\nabla db_\theta, \gamma'_1(t)) = \cos \varphi(t)$, $\varphi(t) = \angle_{\gamma_1(t)}(\nabla db_\theta, \gamma'_1(t))$ and $q''(t) = \nabla db_\theta(\gamma'_1(t), \gamma'_1(t))$. Since $\nabla db_\theta(\nabla b_\theta, v) = 0$ for any vector $v$ tangent to a horosphere centered at $\theta$, we have the equality

$$(\cos \varphi(t))' = \nabla db_\theta(\gamma'_1(t)^T, \gamma'_1(t)^T)$$

where $\gamma'_1(t)^T := \gamma'_1(t) - (\nabla db_\theta, \gamma'_1(t))\nabla b_\theta$ is tangential to the horosphere. Then, by using $\lambda(t) := \lambda(\gamma_1(t))$ we have

$$\nabla db_\theta(\gamma'_1(t)^T, \gamma'_1(t)^T) \geq \lambda(t)|\gamma'_1(t)^T|^2 = \lambda(t)(1 - \cos^2 \varphi(t))$$

so that

$$(\cos \varphi(t))' \geq \lambda(t)(1 - \cos^2 \varphi(t)).$$

Let $y(t) := q'(t) = \cos \varphi(t)$. Then, this is reduced to $y'(t) \geq \lambda(t)(1 - y^2(t))$, or equivalently to

$$\frac{1}{1 - y^2(t)} \quad y'(t) \geq \lambda(t).$$  \ \ (9.2)

Here, $-1 < y(t) < 1$ for any $t$. In fact, if we assume, otherwise, $y(t) = \pm 1$ for a $t_0$, then this means that $\varphi(t_0) = 0$ or $\pi$ and consequently either $[\gamma_1] = \theta$, which is
excluded, or \[\gamma_1 = -\theta\] from which \(b_\theta(\gamma_1(t)) = t \to +\infty\), as \(t \to \infty\). But this case has been considered.

Now from (9.2) we obtain

\[
\log \sqrt{\frac{1 + y(t)}{1 - y(t)}} \geq \log \sqrt{\frac{1 + y(t_1)}{1 - y(t_1)}} \int_{t_1}^{t} \lambda(s) ds
\]

for any \(t, t_1\) \((t_1 < t)\), from which

\[
\frac{1 + y(t)}{1 - y(t)} \geq \frac{1 + y(t_1)}{1 - y(t_1)} \exp \left\{ 2 \int_{t_1}^{t} \lambda(s) ds \right\}.
\] (9.3)

We set \(F(t; t_1) := \frac{1 + y(t_1)}{1 - y(t_1)} \exp \left\{ 2 \int_{t_1}^{t} \lambda(s) ds \right\}\). Then, (9.3) is written as

\[
y(t) \geq \frac{F(t; t_1) - 1}{F(t; t_1) + 1}.
\]

From the assumption of Proposition 1.13, namely from \(\lim_{t \to \infty} \int_{t_1}^{t} \lambda(s) ds = +\infty\), it holds \(F(t, t_1) - 1 > 0\) for a sufficiently large \(t\) and thus \(y(t) = \cos \varphi(t) > 0\), that is, \(0 < \varphi(t) < \frac{\pi}{2}\) for the angle \(\varphi(t) = \angle_{\gamma_1(t)} (\nabla b_\theta, \gamma_1'(t))\). Since the Hessian \(\nabla b_\theta\) is positive definite, we can apply the argument in proving Proposition 1.12 in case (i) to obtain Proposition 1.13. \(\Box\)

Moreover we have the following result.

**Corollary 9.1.** Let \((M, g)\) be a Hadamard manifold having positive definite Hessian \(\nabla b_\theta\), for any \(\theta \in \partial M\). If the least eigenvalue of \(\nabla b_\theta\) restricted to a horosphere centered at \(\theta \in \partial M\) has a uniform lower bound from below over \(M\), then \((M, g)\) fulfills visibility axiom.

A Damek-Ricci space \(S\) satisfies the visibility axiom from Theorem 1.3. The visibility of \(S\) is also derived directly from the exact form of the Busemann function in Proposition 4.3.

**Acknowledgements**

This research was supported by Basic Science Research Program through the National Research Foundation of Korea(NRF) funded by the Ministry of Education (NRF-2016R1D1A1B03930449).

**References**

1. J.-P. Anker, E. Damek and C. Yacoub, Spherical Analysis on Harmonic A N Groups, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 23(1996), 643-679.
2. W. Ballmann, M. Brin and P. Eberlein, Structure of manifolds of nonpositive curvature I, Ann. of Math., 112(1985), 171-206.
3. W. Ballmann, M. Gromov and V. Schroeder, Manifolds of Nonpositive Curvature, Progr. Math., 61, Birkhäuser, Boston, 1985.
4. J. Berndt, F. Tricerri and L. Vanhecke, Generalized Heisenberg Groups and Damek-Ricci Harmonic spaces, Lecture Notes, 1598, Springer, Berlin, 1991.
5. J. Boggino, Generalized Heisenberg groups and solvmanifolds naturally associated, Rend. Sem. Mat. Univ. Politec. Torino., 43(1985), 529-547.
6. M. P. do Carmo, Riemannian Geometry, Birkhäuser Boston, 1992.
7. P. Eberlein, Geometry of Nonpositively Curved Manifolds, University of Chicago, Chicago, 1996.
8. P. Eberlein and B. O’Neill, Visibility Manifolds, Pacific J. Math., 46(1973), 45-109.
9. E. Heintze and H.C. Im Hof, Geometry of horospheres, Jour. Diff. Geom., 12(1977), 481-491.
[10] M. Itoh, S. Kim, J. H. Park and H. Satoh, Harmonic Hadamard Manifolds of prescribed Ricci curvature and volume entropy, Kyushu J. Math., 70 (2016), 267-280.

[11] M. Itoh, S. Kim, J. H. Park and H. Satoh, Damek-Ricci spaces and spectral properties of the shape operator of horospheres, in preparation.

[12] M. Itoh and H. Satoh, Information Geometry of Poisson Kernels on Damek-Ricci spaces, Tokyo J. Math., 33 (2010), 129-144.

[13] M. Itoh and H. Satoh, Horospheres and Hyperbolic Spaces, Kyushu J. Math., 67 (2013), 309-326.

[14] M. Itoh and H. Satoh, Harmonic Hadamard Manifolds and Gauss Hypergeometric Differential Equations, submitted.

[15] G. Knieper, Hyperbolic Dynamics and Riemannian Geometry, in Handbook of Dynamical Systems, vol.1A, edited by B. Hasselblatt and A. Katok, 453-545, 2002, North-Holland.

[16] G. Knieper, New results on noncompact harmonic manifolds, Comment. Math. Helv., 87 (2012), 669-703.

[17] G. Knieper, A survey on noncompact harmonic and asymptotically harmonic manifolds, Geometry, topology, and dynamics in negative curvature, 146-197, London Math. Soc. Lecture Note Ser., 425, Cambridge Univ. Press, Cambridge, 2016.

[18] A. Ranjan and H. Shah, Busemann Functions in a Harmonic Manifold, Geometriae Dedicata, 101 (2003), 167-183.

[19] F. Rouvière, Espace de Damek-Ricci, Geometrie et Analyse, Semin. Congr., 7, 45-100, Soc. Math. France, Paris, 2003.

[20] T. Sakai, Riemannian Geometry, Trans. Math. Mono., 149, A.M.S., Providence, 1996.

[21] H. Satoh, Hessian of Busemann functions of a Damek-Ricci space, manuscript, 2010.

University of Tsukuba, 1-1-1 Tennodai, Tsukuba, Ibaraki 305-8577 JAPAN
E-mail address: itohm@math.tsukuba.ac.jp

Graduate school of Mathematics, Sungkyunkwan University, Suwon 16419, Korea
E-mail address: kimsinhwi@skku.edu

Department of Mathematics, Sungkyunkwan University, Suwon 16419, Korea
E-mail address: parkj@skku.edu

Nippon Institute of Technology, Japan
E-mail address: hiroyasu@nit.ac.jp