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Abstract. In this paper we consider the classical initial value problem for
the bosonic membrane in light cone gauge. A Hamiltonian reduction gives a
system with one constraint, the area preserving constraint. The Hamiltonian
evolution equations corresponding to this system, however, fail to be hyper-
bolic. Making use of the area preserving constraint, an equivalent system of
evolution equations is found, which is hyperbolic and has a well-posed initial
value problem. We are thus able to solve the initial value problem for the
Hamiltonian evolution equations by means of this equivalent system. We fur-
thermore obtain a blowup criterion for the membrane evolution equations, and
show, making use of the constraint, that one may achieve improved regularity
estimates.

1. Introduction

The initial value problem for the classical evolution of a physical system seeks
to characterize critical points of the action functional associated to the problem
in terms of an appropriate set of initial data. Once the well-posedness of the
classical field equations has been shown, the initial data not only determines the
classical motion for some time interval \((0, T)\), where \(T\) is the time of existence
concerning to the data, but also the Hilbert space of wave functions of the
the corresponding quantum-mechanical system. For physical systems without gauge
symmetries described by conjugate pairs \((x, p)\) satisfying Hamilton’s equations, the
initial data is given directly by specifying the conjugate pair \((x_0, p_0)\) at an initial
time. The wave functions, in the Schrödinger picture, are precisely the space of
functions \(\varphi(x_0)\) with \(\varphi \in L^2\).

In the presence of gauge symmetries the initial data is restricted by constraints
and gauge-fixing conditions. One may solve these restrictions at the classical level
in terms of conjugate pairs and then determine the wave function as before, or
one may consider general wave functions \(\varphi(x_0)\), \(\varphi \in L^2\), and restrict them at the
quantum level to a subspace \(\mathcal{H} \subset L^2\); the domain of the quantum operators should
then be dense in \(\mathcal{H}\). In this latter case, one may then extend the phase space in
order to realize the BRST symmetry of the quantum system. A key point in both
procedures is to determine both the classical and quantum restrictions associated
to the gauge symmetries.

The formulation of the initial value problem for gauge theories, including Ein-
stein gravity, electromagnetism, Yang-Mills, string, and membrane theories, as well
as their supersymmetric extensions, is formally solved by the approach of Dirac [19]. It determines in a constructive and systematic manner, the constraints associated to the gauge theory. Moreover the procedure ensures that the constraints are preserved in time by the Hamiltonian flow, with the Lagrange multipliers associated second-class constraints determined by the conservation procedure and Lagrange multipliers associated to first-class constraints remaining as gauge-dependent variables. The resulting Hamiltonian formulation of the gauge theory ensures that if the constraints are satisfied initially, then they are also satisfied on (0, T), for some time of existence T. The first-class constraints close as an algebra under a Poisson bracket constructed from the symplectic structure of the Hamiltonian formulation. The generators of this algebra realize the gauge symmetry of the action functional, and consequently of the field equations themselves. (For a detailed exposition of this systematic approach in the case the Einstein gravity, including a discussion of first- and second-class constraints, see [30].)

A well-known gauge choice of the above mentioned field equations is the light cone gauge (LCG). In this gauge, one can solve the constraints, together with the gauge fixing conditions, in terms of unconstrained physical degrees of freedom. This property of the LCG becomes very useful when proving relevant properties of the corresponding quantum theories, one example being arguments concerning the unitarity of S-matrix in superstring theory. A treatment of Einstein gravitation has been considered in [43], [31], [4]. In [4] the positivity of the energy and coupling to gauge fields was analyzed. For a review of non-covariant gauges in gauge field theories, including the light cone gauge, see [34].

The LCG has proven particularly fruitful in classical and quantum analyses of the D = 11 supermembrane theory [11], [27], [16], which is also a relevant ingredient of M-theory. The supermembrane theory has first-class constraints associated to the generators of diffeomorphisms of the world volume and the local fermionic symmetry, known as $\kappa$-symmetry, as well as second-class fermionic constraints. The complete set of constraints is very difficult to treat in a covariant formulation. However, the LCG allows an explicit solution of all first- and second-class constraints. It is also convenient in the case of both membrane and supermembrane theory to fix all symmetries up to area-preserving diffeomorphisms, which in this case are in fact symplectomorphisms (with respect to a symplectic structure defined as part of the gauge choice) [3]. The resulting Hamiltonian, in LCG with these residual symmetries, may be analyzed without difficulty. The constraint associated to the area-preserving diffeomorphisms may be interpreted as a symplectic generalization of the Gauss law, with nonlinear terms à la Yang-Mills, but arising from the symplectic bracket rather than the bracket of the $SU(n)$ Lie algebra [38].

Once the LCG is implemented in a Hamiltonian formulation of the supermembrane, and the first- and second-class constraints are solved, one obtains directly a canonical Hamiltonian reduction of the original formulation. That is, the elimination of phase-space variables occurs in canonical-conjugate pairs. The Hamiltonian
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in the LCG is polynomial in the remaining variables and their derivatives and, because it is formulated in terms of physical degrees of freedom (the residual gauge symmetry may be fixed in a convenient manner), it is essentially the same Hamiltonian which appears in the path-integral formulation of the quantum theory. This means that properties of the same potential will determine both classical and quantum aspects of the theory. The classical and quantum stability properties of the membrane or supermembrane theories are determined by the nonlinear dependence of the potential, along the configurations for which the potential becomes zero.

These properties have been analyzed by considering a $SU(n)$ regularization of the membrane or supermembrane theory [27], [17], [18]. This regularization is itself an interesting physical model, and was the starting point in the introduction of the matrix model. The $SU(n)$-regularized supermembrane is a maximally supersymmetric Yang-Mills theory in 1 + 0 dimensions [17], the classical field equations being ordinary differential equations and the corresponding quantum problem finite dimensional. The regularized membrane potential has “valleys” extending to infinity; the value of the potential at the bottom of these valleys is zero. Thus the static solutions of the equations of motion with zero value of the potential are unstable. Nonetheless, the quantum-mechanical Hamiltonian of the membrane theory has a discrete spectrum, due to the structure of the valleys. In dimensions greater than one, the discreteness of the spectrum of the regularized Hamiltonian, a Schrödinger operator, is determined by the behavior of the mean value of the potential in the sense of Molčanov [41], [39]. This mean value tends to infinity as one moves outward along the valleys in configuration space, thus ensuring that the operator has discrete spectrum [47], [36], [25]. In the supermembrane case, the potential becomes unbounded from below, due to Fermionic contributions, in a manner which renders the spectrum continuous [17]. However, the supermembrane with central charges generated by the wrapping of the supermembrane on a compact sector of the target space has discrete spectrum [14]. In fact the topological condition ensuring the nontrivial wrapping, which does not modify the number of local degrees of freedom, eliminates the nontrivial configurations with zero potential.

Besides this interesting relation between classical and quantum stability properties of the membrane and supermembrane theories, there are other aspects of classical supermembrane theory which reproduce quantum $\alpha'$ effects of string theory. (That is, perturbative quantum effects in string theory where the perturbative parameter is the inverse of the string tension.) The closure of the $\kappa$ symmetry in supermembrane theories with a general background metric on the target space is only possible provided the background satisfies the $D = 11$ supergravity equations [12]. The analogous result for superstring theory arises only when $\alpha'$ quantum effects are taken into account. Furthermore, the IIA $D$-brane action in $D = 10$ may be obtained from a duality transformation from the $D = 11$ supermembrane compactified on a circle. The same $D$-brane action arises from Dirichlet strings only when quantum effects are considered [14], [40].

In light of these considerations, it is natural to analyze the classical initial-value problem of the membrane and supermembrane in the LCG. This not only provides a foundation for the study of the quantum mechanical systems corresponding to the membrane and supermembrane in LCG, by putting the classical theory on a firm basis but, in establishing a criterion for continuing the classical solution in
time, is an important first step towards the identification and characterization of whatever singularities may develop. This is interesting not only from a classical perspective, but also from a quantum mechanical one, as singularities are expected to play an important role in the quantum theory \[6\], \[2\]. It may also provide a framework to analyze the large \(n\) limit of the regularized theories and the related stability problems, one may hope to extrapolate consequences for the quantum stability problem.

From a mathematical perspective, the problem is interesting as the membrane equations, which correspond to the supermembrane field equations after the spinor dependence (i.e., the fermionic sector) has been annihilated, are one case of an important class of geometric wave equations. Geometrically, membranes are timelike submanifolds with vanishing mean curvature; the equation governing this condition is the Lorentzian analogue of the minimal submanifold equations (much as wave maps are the Lorentzian analogue of harmonic maps). Attempts to approach the problem of existence of such submanifolds by applying techniques from the theory of differential equations are complicated by the inherent diffeomorphism invariance of the problem; in an arbitrary coordinate system the equations are not strictly hyperbolic (i.e., wave equations). As in the case of the mathematical study of the Einstein field equations, this difficulty can be overcome by choosing a gauge, which eliminates (or at least reduces) the diffeomorphism freedom and yields a system of equations to which PDE theory can be applied.

In fact, there are actually two levels at which the mathematical problem of local existence can be posed. As the equations governing the embedding are wave-type equations, one expects to pose an initial value problem. The first is at the level of geometry: Given an initial spacelike submanifold and timelike vectorfield on the submanifold, can one extend the submanifold in the direction of the vectorfield such that the mean curvature of the extension vanishes? The second is at the level of embedding functions: Given an embedding function for an initial spacelike slice, an initial ‘velocity’ for that function, and a gauge condition, can one find an embedding function satisfying the relevant PDE (as expressed under the gauge condition)? In either case, one would also like to show Cauchy stability as well: that not only do local solutions exist, but that they are unique and depend continuously upon the given data.

The problem of local well-posedness at the level of geometry has been recently addressed in a very general setting in \[40\]. At the level of the PDE, that work makes use of a variation of the harmonic gauge condition, which was first applied to the membrane problem in a Minkowski ambient spacetime by \[7\], and has been used extensively in the study of the initial value problem for the Einstein equations \(23\), see also \[22\]). These works provide a very satisfactory resolution to the geometric local-existence problem, as well as a rather complete solution to the local existence problem for the PDE in harmonic coordinates. It leaves open, however, the problem of local existence of embedding functions satisfying other gauge conditions which may be better-suited for addressing questions of the lifespan of solutions (and/or singularity formation of solutions) or questions arising when considering aspects of the quantum problem.
In fact, relatively little is known concerning the existence of solutions to the PDE when reduced by even the simplest gauge conditions. A Hamiltonian reduction under the partial gauge condition that the time coordinate of the submanifold coincide with the Minkowski time coordinate was considered in [42] (see also [26]). Under this choice of foliation, the equations for codimension-1 membranes reduce to a first-order system. A large number of examples of solutions satisfying this gauge condition have been constructed; see for example [28].

In this work we address the well-posedness of the membrane field equations in the LCG. In particular, we show that for any non-degenerate initial data satisfying the constraints there exists a time interval $(0, T)$, with $T$ depending on the initial data, and a unique solution to equations of motion of the reduced (in LCG) Hamiltonian corresponding to the initial data. Furthermore, both $T$ and the solution depend continuously on the initial data in a suitable topology. The result is obtained by application of the theory of hyperbolic partial differential equations.

The system of field equations obtained by taking variations of the membrane action in light cone gauge is a fully non-linear system which is not, however, hyperbolic. We therefore introduce a modified system which is quasi-linear and hyperbolic, and has the property that solutions of this modified system satisfy the constraints and field equations if these are satisfied initially. It would be interesting if this modified system has a (super-) membrane action associated to it, as it has additional constraints which are preserved by evolution and which should appear in any quantum formulation of such a theory. The existence of such preserved constraints is an indication that there may be a gauge theory, with gauge symmetries generated by both constraints, which under some appropriate gauge fixing reduces to the modified system we employ.

The modified system is obtained by differentiating the LCG field equations with respect to time, and eliminating terms which vanish due to the constraints. Similar techniques have been used to extract hyperbolic systems for the Einstein and Yang-Mills equations without gauge fixing, see [1] and references therein. We are able to show the existence of solutions to the modified equation using a standard argument based on energy estimates. The structure of the modified system is such that the normal procedure for obtaining energy estimates, commuting spatial derivative operators through the equation, leads to a loss (see commutator estimate 5.11). We recover this loss by means of an elliptic estimate and by commuting a time derivative through the equation. The result of our method is a local existence result which requires slightly more regularity than expected for arguments based on the Sobolev embedding. We are nevertheless able, by making use of the constraint, to obtain an improved energy estimate for solutions the original equation. With this improved energy estimate we are able to show that the time of existence depends on the “classically-expected” norm of the initial data.

In this paper we work in terms of integer order Sobolev spaces only. By making use of more sophisticated techniques, the results presented here can be improved as far as the regularity requirements are concerned. The algebraic structure of the reduced field equation, makes it interesting to ask for the optimal well-posedness result from the point of view of the regularity of initial data. The matrix analog of
the system gives an ODE analog of the membrane system, which has been extensively studied (see for example [13], [29], [5]). It is interesting to consider this from an analytical point of view as a consistent truncation of the system, and to make use of related ideas to study the local well-posedness of the system for rough initial data.

The organization of the remainder of this paper is as follows. In the next section we outline our notational conventions, and list a number of functions spaces and related estimates appearing in the local existence proof. In subsequent section 3 we introduce the Lagrangian formulation of the membrane problem and perform a Dirac-style canonical analysis of the membrane problem, deriving the reduced equations of motion under the light cone gauge condition. In section 4 we give a treatment of the initial value problem by means of the modified system described above. The modified system is hyperbolic and well-posedness follows along essentially standard lines, with the additional difficulty that the system is fully nonlinear. See [32], [35] for treatments of related problems. For completeness, we give a self-contained proof in section 5. Finally in section 6 we derive the improved energy estimate, which gives us the improved estimate for the time of existence.

2. Preliminaries

We consider 3-dimensional submanifolds $M$ of $D$-dimensional Minkowski space $\mathbb{R}^D$ with $M \cong \mathbb{R} \times \Sigma$ and $\Sigma$ some compact 2-manifold.

We make use of a number of index sets: Greek indices $\mu, \nu, \ldots$, ranging over $0, \ldots, D - 1$, refer to Cartesian coordinates in Minkowski space. Middle Latin indices $m, n, \ldots$, ranging $1, \ldots, D - 2$, refer to Cartesian coordinates on Euclidean space $\mathbb{R}^{D-2}$. Lower-case early Latin indices $a, b, \ldots$, take values $1, 2$ and refer to coordinates on $\Sigma$. Upper-case Latin indices $A, B, \ldots$, take values $0, 1, 2$ and refer to coordinates on $M$. We now describe the various coordinates in more detail and indicate which metrics are used to raise/lower each set of indices. In all cases we sum over repeated indices.

In Cartesian coordinates $(x^\mu)$ the Minkowski metric $\eta_{\mu\nu}$ is given by

$$\eta_{\mu\nu}dx^\mu dx^\nu = -(dx^0)^2 + (dx^1)^2 + \cdots + (dx^{D-1})^2. \tag{2.1}$$

Greek are raised/lowered using $\eta_{\mu\nu}$ so that $x^a = \eta_{\mu\nu}x^\nu$.

We also make use of null coordinates $x^\pm = \frac{1}{\sqrt{2}}(x^0 \pm x^{D-1})$ for Minkowski space, denoting by $(x^m)$, the remaining coordinates $(x^1, \ldots, x^{D-2})$ in Euclidean space $\mathbb{R}^{D-2}$. With respect to these coordinates the Minkowski metric is given by $\eta_{++} = \eta_{--} = 0$, $\eta_{+-} = \eta_{-+} = -1$, and $\eta_{mn} = \delta_{mn}$ is the Euclidean metric.

Let $\tau$ be some global coordinate whose level sets $\Sigma_\tau$ foliate $M$. When there is no confusion, we denote $\Sigma_\tau$ by $\Sigma$. On each $\Sigma$ we use ($\tau$-independent) local coordinates $(\sigma^a)$ with $a = 1, 2$. Together $(\tau, \sigma^a) = (\xi^A)$ give coordinates on $M$.

Any (embedded) submanifold $M \subset \mathbb{R}^D$ is determined by the function $x = (x^\mu) : M \to \mathbb{R}^D$ which induces a metric $g_{AB}$ on $M$ which in local coordinates is given by $g_{AB} = \eta_{\mu\nu}\partial_A x^\mu \partial_B x^\nu$; here $\partial_A x^\mu = \frac{\partial x^\mu}{\partial \xi^A}$. In what follows we restrict attention to
the case where the induced metric $g_{AB}$ is Lorentzian with $\partial_\tau$ a timelike direction. The metric $g_{AB}$ induces a volume form $\mu_g$, given in coordinates by $\mu_g = \sqrt{|g|}d\xi^0 \wedge d\xi^1 \wedge d\xi^2$ with $\sqrt{|g|} = \sqrt{-\det[g_{AB}]}$, used below to define the Lagrangian action for the membrane system.

We denote by $\gamma_{ab}$ the metric on $\Sigma$ induced by $g_{AB}$; we require $\gamma_{ab}$ to be Riemannian. Note that

$$\gamma_{ab} = \eta_{\mu\nu} \partial_a x^\mu \partial_b x^\nu = -(\partial_a x^+ \partial_b x^- + \partial_a x^- \partial_b x^+) + \partial_a x^m \partial_b x_m. \tag{2.2}$$

Where we desire to indicate explicitly the $x$-dependence of $\gamma_{ab}$ we write $\gamma_{ab}(x)$. The metric $\gamma_{ab}$ gives rise to a volume form $\mu_\gamma = \sqrt{\gamma} d\sigma^1 \wedge d\sigma^2$; here $\gamma$ is the determinant of $\gamma_{ab}$. By the usual formula for the inverse of a matrix, the inverse $\gamma^{ab}$ of $\gamma_{ab}$ can be expressed

$$\gamma^{ab} = \frac{1}{\gamma} \varepsilon^{ac} \varepsilon^{bd} \gamma_{cd}. \tag{2.3}$$

Here $\varepsilon^{ab}$ is the anti-symmetric symbol with two indices. (Explicitly, $\varepsilon^{12} = - \varepsilon^{21} = 1$, $\varepsilon^{11} = \varepsilon^{22} = 0$.) Using the anti-symmetric symbol, the determinant $\gamma$ can be written as

$$\gamma = \frac{1}{2} \varepsilon^{ab} \varepsilon^{cd} \gamma_{ac} \gamma_{bd}. \tag{2.4}$$

2.1. Symplectic structure. The light cone gauge condition requires the choice of a fixed ($\tau$-independent) area form $\sqrt{w} \, d\sigma^1 \wedge d\sigma^2$ on $\Sigma$. We presume $\sqrt{w} \, d\sigma^1 \wedge d\sigma^2$ to be the area element arising from some fixed background metric $w_{ab}$ on $\Sigma$; thus $\sqrt{w} = \sqrt{\det w_{ab}}$. We may without loss of generality assume that $w_{ab}$ is real analytic.

The area form gives rise to a symplectic structure on $\Sigma$. In local coordinates, the Poisson bracket associated to this symplectic structure is given by

$$\{f, g\} = \varepsilon^{ab} \frac{\sqrt{w}}{\sqrt{w}} \partial_a \sqrt{w} \partial_b \sqrt{w} \tag{2.5}$$

where $f, g$ are functions on $\Sigma$. Recall that the Poisson bracket is bilinear, skew ($\{f, g\} = -\{g, f\}$), and satisfies the Jacobi identity

$$0 = \{f, \{g, h\}\} + \{g, \{h, f\}\} + \{h, \{f, g\}\}. \tag{2.6}$$

In what follows we make use of the area form $\sqrt{w} \, d\sigma^1 \wedge d\sigma^2$ when integrating on $\Sigma$, but denote the form simply by $\sqrt{w}$ (i.e. the expression $d\sigma^1 \wedge d\sigma^2$ is to be implicitly understood). Note that Stokes’ theorem implies

$$\int_{\Sigma} \{f, g\} h \sqrt{w} = - \int_{\Sigma} f \{h, g\} \sqrt{w}. \tag{2.7}$$

2.2. Derivatives and function spaces. Here we outline our notational conventions regarding derivatives and introduce some function spaces used in the local existence results below. These spaces are defined with respect to a fixed atlas of coordinate charts on $\Sigma$.

For function $v$ defined on $[0, T] \times \Sigma$, we denote by $D^l v$ any coordinate derivative $\partial_a v$. By $D^l v$, with $l$ a non-negative integer, we mean an arbitrary combination of $l$ coordinate derivatives of $v$. We furthermore denote by $\partial v$ any of $\partial_a v$ or $\partial_\tau v$. 

In a slight abuse of notation, in the presence of norms we implicitly sum over all coordinate derivatives, so that
\[ |\partial v|^2 = |\partial_\tau v|^2 + |Dv|^2; \tag{2.8} \]
\[ |D^i v|, |D\partial v|, \text{ etc. are defined analogously.} \]

The following is an overview of the norms and function spaces used.

**Sobolev spaces:** Denote by \( H^l \) the Sobolev space of functions on \( \Sigma \) whose derivatives (in a fixed coordinate atlas) of up to order \( l \) are square-integrable. Thus
\[ \|v\|_{L^2}^2 = \int_\Sigma |v|^2 \sqrt{w}, \quad \|v\|_{H^1}^2 = \|v\|_{L^2}^2 + \int_\Sigma |Dv|^2 \sqrt{w}, \quad \text{etc.} \tag{2.9} \]

**\( L^\infty \) spaces:** The following norms control the (essential) supremum of functions:
\[ \|v\|_{L^\infty} = \text{ess sup}_{\Sigma} |v|. \tag{2.10} \]

When \( v \in C^0(\Sigma) \) one can replace \( \text{ess sup}_{\Sigma} \) with \( \max_{\Sigma} \). Furthermore define
\[ \|v\|_{W^{1,\infty}} = \|v\|_{L^\infty} + \|Dv\|_{L^\infty}. \tag{2.11} \]

**Curves in function spaces:** The set of maps \( w : [0, T] \to H^l \) which are \( r \) times differentiable with respect to \( \tau \) is denoted \( C^r([0, T]; H^l) \) and given the norm
\[ \|w\|_{C^r([0, T]; H^l)} = \sup_{[0, T]} \sum_{i=0}^r \|\partial^i \tau w\|_{H^l}. \tag{2.12} \]

For functions \( w \in C^r([0, T]; H^l) \), we use a subscript to denote restriction to \( \tau = 0 \). It is important that this restriction is made after any differentiation, so that (for example) \( |\partial w_0|^2 = |\partial_\tau w(0)|^2 + |Dw(0)|^2 \).

**Spacetime norms:** We make use of two particular norms for curves of \( H^l \) functions. For
\[ v \in C^l_T := \bigoplus_{i=1}^2 C^l([0, T]; H^{l-i}) \tag{2.12} \]
we make use of the norms
\[ \|v\|_l^2 = \sum_{i=0}^2 \|\partial_i v\|_{H^{l-i}}^2 \tag{2.13} \]
and
\[ \|v\|_{l,\tau} = \sup_{[0, T]} \|v(\cdot)\|_l. \tag{2.14} \]

Note that \( \|v\|_l \) is equivalent to \( \|v\|_{H^l} + \|\partial_\tau v\|_{H^{l-2}} \). We also use the norms
\[ \langle \langle x \rangle \rangle_l^2 = \|x\|_{H^l}^2 + \|\partial_\tau x\|_{H^{l-1}}^2 \tag{2.15} \]
and
\[ \langle \langle x \rangle \rangle_{l,\tau} = \sup_{[0, T]} \langle \langle x \rangle \rangle_l \tag{2.16} \]
for \( x \in C^l([0, T]; H^l) \).
2.3. Results from analysis. We make use of the following estimates, which can be proven using classical methods of calculus; see, for example, Chapter 13 §3 of [48]. Note that while versions of these estimates hold in all dimensions, as presented here the estimates are dependent on the dimension of Σ being 2. Here, and in the application of these estimates below, C is a constant independent of the function(s) being estimated (and unless otherwise specified depends only on Σ, our coordinate charts, \( \sqrt{w} \), and the number of derivatives being estimated).

**Sobolev inequality:** For \( l > 1 \) and \( v \in H^l \) we have \( v \in C^0 \) and
\[
\|v\|_{L^\infty} \leq C\|v\|_{H^1}.
\] (2.17)

**Product estimate:** For \( v, w \in L^\infty \cap H^l \) we have
\[
\|vw\|_{H^k} \leq C(\|v\|_{L^\infty}\|w\|_{H^l} + \|w\|_{L^\infty}\|v\|_{H^l}).
\] (2.18)

Note that this estimate, together with (2.17) implies that \( \|xy\|_l \leq C\|x\|_l\|y\|_l \) provided \( l > 1 \).

**Elliptic regularity:** For uniformly elliptic operator \( L = \partial_a[a^{ab}\partial_b(\cdot)] + b^a\partial_a \) with \( a \in W^{1,\infty} \), \( b^a \in L^\infty \), there exists a constant \( C \), depending on the norm of the coefficients and the ellipticity constant, such that
\[
\|v\|_{H^2} \leq C(\|v\|_{L^2} + \|Lv\|_{L^2}).
\] (2.19)

**Gagliardo-Nirenberg-Moser estimate:** For \( l < k \) we have
\[
\|D^jv\|_{L^{2k/l}} \leq C\|v\|_{L^\infty}^{1-\frac{1}{l}}\|D^kv\|_{L^2}^{\frac{1}{l}}.
\] (2.20)

An easy consequence of Hölder’s inequality and (2.20) is the following product estimate for \( u, v \in H^2 \)
\[
\|(Du)(Dv)\|_{L^2} \leq C\|u\|_{H^2}\|v\|_{H^2}.
\] (2.21)

**Commutator estimate:** The estimate (2.20) also implies the following commutator estimate
\[
\|[D^j, v]w\|_{H^l} \leq C(\|w\|_{L^\infty}\|v\|_{H^{l+j}} + \|Dv\|_{L^\infty}\|w\|_{H^{l+j-1}}).
\] (2.22)

3. Canonical analysis and the light cone gauge

We now perform an ADM-style canonical analysis of the membrane system. Beginning with a Lagrangian action integral, we give a brief treatment for the membrane system in general before analyzing in detail the reduction under the light cone gauge condition.

3.1. Lagrangian formulation. We seek an embedding
\[
x = (x^\mu) : M^{1+2} \to \mathbb{R}^D,
\] (3.1)
which is critical with respect to the action given by the induced volume element
\[
S = -\int_M \mu_g.
\] (3.2)
In string theory (3.2) corresponds to the Nambu-Goto action. An equivalent formulation, expressed in terms of a polynomial Lagrangian density and corresponding to the Polyakov action of string theory, is given by

\[ S_P = -\frac{1}{2} \int_M \left[ \eta_{\mu\nu} g^{AB} \partial_A x^\mu \partial_B x^\nu - 1 \right] \mu_g, \]  

(3.3)

where the inverse metric \( g^{AB} \) is treated as an independent variable. Both (3.2) and (3.3) lead to the same Hamiltonian formulation.

Critical points of the functional (3.2) give rise to submanifolds \( M \subset \mathbb{R}^D \) with vanishing mean curvature; the Euler-Lagrange equations for (3.2) are

\[ \sqrt{|g|} \Box g^{\mu\nu} = \partial_A \left( \sqrt{|g|} g^{AB} \partial_B x^\mu \right) = 0, \quad \mu = 0, \ldots, D - 1, \]  

(3.4)

which can be seen by computing

\[ \delta \sqrt{|g|} = \frac{1}{2} \sqrt{|g|} g^{AB} \delta g_{AB} = \sqrt{|g|} g^{AB} \partial_A x^\mu \partial_B [\delta x^\mu]. \]  

(3.5)

When \( \sqrt{|g|} \neq 0 \), the system (3.4) can be expressed (in any coordinates) as

\[ (\delta_{\mu\nu} - g^{CD} \partial_C x_\mu \partial_D x_\nu) g^{AB} \partial_A x^\mu \partial_B x^\nu = 0. \]  

(3.6)

One can interpret (3.4) as evolution equations for \( x(\tau) : \Sigma \to \mathbb{R}^D \). As the induced metric \( g_{AB} \) is Lorentzian, one expects the system to be hyperbolic (i.e., a wave-type equation) and thus to be able to pose the following initial value problem: For initial embedding \( x_0 \), and initial velocity \( u_0 \) does there exists an interval \( [0, T] \) on which \( x(\tau) \) is defined and satisfies \( x(0) = x_0, \partial_\tau x(0) = u_0 \), and (3.4)?

As expressed above, the evolution equations for \( x^\mu \) are not strictly hyperbolic; this is due to the diffeomorphism invariance of (3.2) under re-parameterizations of \( M \). (Note that it is also invariant under choice of coordinates in the Minkowski spacetime, but we have fixed these degrees of freedom.) Thus we turn to the issue of gauge choice by performing a canonical analysis.

3.2. **Canonical (Hamiltonian) analysis.** The Hamiltonian approach plays a fundamental role in the classical and quantum analysis of field theories. The formulation for gauge theories briefly described below was developed by Dirac in [19]. For a detailed description of this approach applied to classical covariant field theories see [30]; for a description of path-integral quantum analysis in the presence of general constraints see [45].

The starting point, as proposed by Dirac [19], is an action integral expressed in terms of a Lagrangian density \( \mathcal{L} \), defined on some time-foliated manifold \( \mathbb{R} \times \Sigma \). The density \( \mathcal{L} \) depends on some number of independent fields \( \phi \) and their spatial derivatives up to order \( k \), \( D\phi, \ldots, D^k \phi \), as well as on the derivatives of the first time derivative of \( \phi \), \( \partial_t \phi, D\partial_t \phi, \ldots, D^l \partial_t \phi \).

One then introduces the Hamiltonian density \( \mathcal{H} \) via a Legendre transformation

\[ \int_\Sigma \mathcal{H} = \int_\Sigma (\pi \partial_t \phi - \mathcal{L}) \]  

(3.7)
where the conjugate momenta $\pi$ associated to $\phi$, defined as

$$\pi = \frac{\delta L}{\delta (\partial_t \phi)},$$

appear in the functional derivative of the Lagrangian action $L = \int_{\mathbb{R} \times \Sigma} L$ with respect to independent variations $\delta \phi$ and $\delta (\partial_t \phi)$:

$$\delta L = \int_{\mathbb{R} \times \Sigma} \left( \frac{\delta L}{\delta \phi} \delta \phi + \frac{\delta L}{\delta (\partial_t \phi)} \delta (\partial_t \phi) \right).$$

The canonical variables $\phi, \pi$ take values in an infinite-dimensional manifold referred to as the phase space of the theory, which is equipped with a Poisson structure given (as a density) by

$$[u, v]_P = \frac{\delta u}{\delta \phi} \frac{\delta v}{\delta \pi} - \frac{\delta v}{\delta \phi} \frac{\delta u}{\delta \pi}.$$  

(3.10)

The symplectic structure determined by the Poisson bracket plays a fundamental role in both the classical analysis of the field theory, as well as in the canonical quantization of the theory. It is also the main algebraic structure in the deformation quantization approach [10], [21], [33].

In gauge theories, $\partial_t \phi$ cannot be expressed in terms of unconstrained momenta as the Hessian of $L$ with respect to $\partial_t \phi$ becomes singular; thus there are constraints on the phase space for $(\phi, \pi)$. Further constraints, or restrictions on the Lagrange multipliers associated to these constraints, may arise upon imposing the requirement that the vanishing of the constraints be preserved by evolution under the Hamiltonian flow (see below). These constraints are of two types. First-class constraints are those which commute, on the constraint submanifold (defined to be the submanifold where all first and second class constraints are satisfied), with all other constraints; the Lagrange multipliers associated to these first-class constraints are gauge-dependent fields and remain undetermined during the canonical analysis. Second-class constraints do not commute (on the constraint submanifold) with all other constraints and the associated Lagrange multipliers are determined by the condition that the constraints be preserved.

Notice that there is an implicit assumption in the Dirac approach concerning the structure of the constraints: they must be regular. A point $x_0$ is a regular point of $\phi : X \to Y$ if $\phi'(x_0)$ is onto. The constraint $\phi = 0$ is regular when each point of the constraint submanifold $\{ x : \phi(x) = 0 \}$ is a regular point of $\phi$. Irregular constraints must be treated in a separate manner as the usual theory for Lagrange multipliers assumes regular constraints.

Once the Hamiltonian $H = \int_\Sigma \mathcal{H}$ and the constraints have been determined, one can reformulate the action integral in terms of the canonical fields

$$S[\phi, \pi] = \int_{\mathbb{R} \times \Sigma} (\pi \partial_t \phi - \mathcal{H} - \lambda_a C^a),$$

(3.11)

where $C^a$ define the constraints on the phase space and $\lambda_a$ are the associated Lagrange multipliers. The canonical Hamiltonian density defined by

$$H_c = \int_\Sigma \mathcal{H}_c = \int_\Sigma \mathcal{H} + \lambda_a C^a$$

(3.12)
determines the evolution of the canonical fields via the Hamiltonian field equations
\begin{align}
\partial_t \phi &= [\phi, H_c]_\mathcal{P} = \left( \frac{\delta \mathcal{H}_c}{\delta \pi} \right) \\
\partial_t \pi &= [\pi, H_c]_\mathcal{P} = -\left( \frac{\delta \mathcal{H}_c}{\delta \phi} \right),
\end{align}
(3.13)
which are obtained by varying (3.11), and are equivalent to the Euler-Lagrange field equations associated to the Lagrangian $L$. Note that for a general quantity $F = f(\phi, \pi, t)$ one has
\begin{equation}
\partial_t F = [f, H_c]_\mathcal{P} + \partial_t f
\end{equation}
along the Hamiltonian flow.

The action (3.11) is also the starting point for the Feynman path-integral formulation of quantum field theory. Under some assumptions on the dependence of $\mathcal{H}$ on $\pi$, the path integral defined from $\mathcal{S}[\phi, \pi]$ is formally equivalent to the one defined from the Lagrangian action integral.

The action integral $\mathcal{S}[\phi, \pi]$ is invariant under the gauge transformations generated by the first class constraints, this can be easily seen by noting that the procedure above ensures that any first class constraint $C$ has $[C, H]_\mathcal{P} = 0$ on the constraint submanifold. (An interesting feature of diffeomorphism-invariant gauge theories is that $\mathcal{H} = 0$, i.e. $\mathcal{H}_c = \lambda_a C^a$.) This gauge invariance leads to degeneracies for the classical field equations (3.13); thus one typically performs a (partial) gauge fixing before proceeding to analyze the equations of motion. There is a general method for introducing gauge-fixing terms, and the corresponding Faddeev-Popov terms in the path-integral formulation, without solving the constraints. The resulting effective action becomes BRST-invariant; it may be obtained from the Hamiltonian formulation following [8], [24], or from the Lagrangian formulation following [9]. Both approaches present difficulties in the presence of complicated second class constraints, such as those arising in supermembrane theory. In that case, it is most convenient to explicitly solve the constraints at the classical level (in the light cone gauge) and then proceed to quantize the theory. Thus we follow this latter approach in this paper.

### 3.3. Canonical analysis for membranes.
We start from the Lagrangian action (3.3), where $x^\mu$ and $g^{AB}$ are independent fields. Alternatively, one may start from (3.2); the resulting Hamiltonians are exactly the same.

We perform the usual ADM decomposition of $g$ with respect to the foliation $\Sigma_\tau$, denoting by $\gamma_{ab}$ the metric on $\Sigma$, by $N = \sqrt{|\gamma|} = \sqrt{-g_{00}}$ the lapse, and by $N^a = N^2 g^{0a}$ the shift vector. We raise and lower $a, b$ with $\gamma_{ab}, \gamma^{ab}$; thus $N_a = \gamma_{ab} N^b$, etc. To be explicit, the metric $g_{AB}$ and its inverse $g^{AB}$ are given by
\begin{equation}
[g_{AB}] = \begin{pmatrix} -N^2 + N^c N_c & N_b \\ N_a & \gamma_{ab} \end{pmatrix}, \quad [g^{AB}] = \begin{pmatrix} -N^{-2} & N^{-2} N^b \\ -N^{-2} N^a & \gamma^{ab} - N^{-2} N^a N^b \end{pmatrix}.
\end{equation}
(3.15)
Treating \( x^\mu \) as canonical variables, we see that the conjugate momenta to \( x^\mu \) are given by
\[
p_\mu = \frac{\sqrt{\gamma}}{N} (\partial_\tau x_\mu - N^a \partial_a x_\mu).
\] (3.16)
Instead of introducing the conjugate momenta to \( N, N_a, \) and \( \gamma_{ab} \), it is convenient to treat them as auxiliary fields. Furthermore, \( \gamma_{ab} \) may be eliminated as an independent field and expressed in terms of the \( x^\mu \) using \( \gamma_{ab} = \partial_a x^\mu \partial_b x_\mu \).

We are able to solve (3.16) for \( \partial_\tau x^\mu \) in terms of \( p_\mu \)
\[
\partial_\tau x^\mu = \frac{N}{\sqrt{\gamma}} p^\mu + N^a \partial_a x^\mu.
\] (3.17)
The canonical Hamiltonian density is therefore given by
\[
\mathcal{H} = \frac{1}{2} \frac{N}{\sqrt{\gamma}} (p^2 + \gamma) + N^a p_\mu \partial_a x^\mu.
\] (3.18)
Here \( p^2 = p_\mu p^\mu \).

There are two constraints
\[
\Phi = \frac{1}{2} (p^2 + \gamma) = 0 \quad (3.19)
\]
\[
\Phi_a = p_\mu \partial_a x^\mu = 0 \quad (3.20)
\]
with Lagrange multipliers
\[
\lambda = \frac{N}{\sqrt{\gamma}} \quad \text{and} \quad \lambda^a = N^a. \quad (3.21)
\]
The action can now be written
\[
S = \int_M p_\mu \partial_\tau x^\mu - \int_M (\lambda \Phi + \lambda^a \Phi_a).
\] (3.22)
Note that \( \Phi_a \) is given independently of the target (Minkowski) metric, while \( \Phi \) depends on the ambient metric \( \eta \).

The constraints \( \Phi, \Phi_a \) are first-class constraints in the sense of Dirac. The quantities \( \Phi, \Phi_a \) are the generators of time and spatial diffeomorphisms, respectively.

One can compare the structure of this Hamiltonian to that arising in the theory of general relativity (see, for example [30]); the Hamiltonian has the same linear structure (i.e., it is linear in \( \Phi, \Phi_a \)) since both are invariant under diffeomorphisms. We also point out that \( \Phi \) has the same quadratic dependence on the momentum as the corresponding time generator in general relativity.

3.4. Light cone gauge. We consider a (partial) gauge fixing of the above action: the light cone gauge. It has the property that the gauge fixing procedure gives rise to a canonical reduction of the above action, and is also the only known gauge where the \( \kappa \)-symmetry constraints of the supermembrane can be explicitly solved.

In order to specify the light cone gauge, we make use of the null coordinates \( (x^+, x^-, x^m) \) in Minkowski space and also the (\( \tau \)-independent) volume form \( \sqrt{w} \) on \( \Sigma \).
The light cone gauge condition for the membrane Hamiltonian is determined by taking
\[ x^+ = -p^0 \tau \quad \text{and} \quad p_+ = p^0 \sqrt{w}, \tag{3.23} \]
where \( p^0 \) is some constant.\(^3\) As is made evident below, this is only a partial gauge fixing, the resulting system being invariant under diffeomorphisms which are area-preserving with respect to \( \sqrt{w} \). Note that under this gauge choice, the metric \( \gamma_{ab} = \partial_a x^m \partial_b x^m \); i.e., it does not depend on derivatives of \( x^\pm \).

We now proceed to construct the (partial) gauge-fixed Hamiltonian in light cone gauge. The constraint \( \Phi = 0 \) may be solved algebraically for \( p^+ \) in terms of \( x^m \) and \( p_m \)
\[ p_+ = \frac{1}{c \sqrt{w}} \frac{1}{2} (p_m p^m + \gamma), \tag{3.24} \]
while the constraint \( \Phi_a = 0 \) determines \( x^- \) (in terms of \( x^m \) and \( p_m \)) via the relation
\[ \partial_a x^- = -\frac{1}{c \sqrt{w}} p_m \partial_a x^m, \tag{3.25} \]
provided the integrability condition
\[ \int_C \frac{p_m}{\sqrt{w}} dx^m = 0 \tag{3.26} \]
holds for all closed curves \( C \) in \( \Sigma \). The conjugate pairs \( x^+, p_+ \) and \( x^-, p_- \) are thus eliminated provided this condition holds.

The Poisson bracket analysis of (3.26) shows that it is a first-class constraint generating area-preserving diffeomorphisms and is equivalent to the local constraint
\[ \left\{ \frac{p_m}{\sqrt{w}}, x^m \right\} = 0 \tag{3.27} \]
in combination with the global constraint
\[ \int_{C_i} \frac{p_m}{\sqrt{w}} dx^m = 0 \tag{3.28} \]
on some basis \( \{ C_i \} \) of the homology of \( \Sigma \). Together, (3.27)-(3.28) generate area-preserving diffeomorphisms homotopic to the identity. The distinction between them is the following. The left side of (3.27) generates area-preserving diffeomorphisms under the Poisson bracket, with infinitesimal parameter \( \epsilon \), a time-dependent single-valued function on \( \Sigma \), i.e.
\[ \delta_\epsilon x^m = \left[ x^m, \int_{\Sigma} \epsilon \left\{ \frac{p_n}{\sqrt{w}}, x^n \right\} \sqrt{w} \right]_p = \{ x^m, \epsilon \}. \tag{3.29} \]
The left side of (3.28) generates area-preserving diffeomorphisms with infinitesimal parameter \( \hat{\epsilon} \), where \( d\hat{\epsilon} \) is a harmonic 1-form on \( \Sigma \). Thus we may write
\[ \delta_{\hat{\epsilon}} x^m = \left[ x^m, \hat{\epsilon} \int_{C_i} \frac{p_n}{\sqrt{w}} dx^n \right]_p = \{ x^m, \hat{\epsilon} \}, \tag{3.30} \]
where \( \hat{\epsilon}_i \) are time dependent functions such that \( d\hat{\epsilon} = \hat{\epsilon}_i \omega^i \) for some basis \( \omega^i \) of harmonic 1-forms on \( \Sigma \) normalized with respect to the homology basis \( \{ C_i \} \). The constraint (3.28) is used in the quantum theory as a matching level condition.

\(^3\)The constant \( p^0 \) is related to the total momentum (in the \( x^- \) direction) \( P^0 = \int_{\Sigma} p_- \) by the relation \( p^0 = P^0 / \text{vol}(\Sigma) \). Here the volume is measured with respect to \( \sqrt{w} \).
We may now determine $N$ and $N^a$ so that the gauge conditions are preserved under evolution in $\tau$. Ensuring that $x^+ = -c\tau$ by requiring that

$$\left[ x^+ + c\tau, \int_\Sigma \left( \lambda \Phi + \lambda^a \Phi_a \right) \right]_P + c = 0$$

we find that

$$N = \frac{\sqrt{\gamma}}{\sqrt{w}}$$

(3.32)

In order that the second light cone gauge condition be preserved, we require that

$$\left[ p_+ - c\sqrt{w}, \int_\Sigma \left( \lambda \Phi + \lambda^a \Phi_a \right) \right]_P = 0$$

(3.33)

which leads to the condition

$$\partial_a \left[ \sqrt{w} N^a \right] = 0.$$  

(3.34)

Let $\Omega = \frac{1}{2} \sqrt{w} \varepsilon_{ab} N^a d\sigma^b$; the condition (3.34) is equivalent to $d\Omega = 0$, i.e. that $\Omega$ is closed. Consequently, on each contractible domain in $\Sigma$, we have that $\Omega$ is (locally) exact: $\Omega = df$ for some locally defined function $f$. The one form $\Omega$ may be globally decomposed, uniquely, into its harmonic and exact parts

$$\Omega = h + d\Lambda_{\text{exact}}.$$  

(3.35)

In any local coordinates, $\Omega = (h_a + \partial_a \Lambda_{\text{exact}}) d\sigma^a$. Thus

$$N^a = \frac{\varepsilon^{ab}}{\sqrt{w}} (h_b + \partial_b \Lambda_{\text{exact}}).$$  

(3.36)

The form $h$ may be expressed as $h = d\Lambda_{\text{harmonic}}$ for some multi-valued function $\Lambda_{\text{harmonic}}$; write $\Lambda = \Lambda_{\text{harmonic}} + \Lambda_{\text{exact}}$. Note that while $\Lambda$ is multi-valued, $d\Lambda$ is a well-defined geometric object. It is also useful to keep in mind that $dx^m$ are exact one forms, as they are single-valued functions $\Sigma \to \mathbb{R}^D$. This need not be true if the target space $\mathbb{R}^D$ is replaced by a manifold with non-trivial topology.

The light cone action may be obtained from (3.22) by noticing that (3.19)-(3.20) hold and thus

$$S = \int_M p_\mu \partial_\tau x^\mu = \int_M \left( p_m \partial_\tau x^m - cp_+ + \partial_\tau [p_- x^-] \right),$$  

(3.37)

where we may drop the last term as it is a total derivative. The reduced Hamiltonian in light cone gauge is then given by

$$\mathcal{H} = \sqrt{w} \left( \frac{1}{2} \frac{p_m p^m}{\sqrt{w^2}} + \frac{1}{4} |\{x, x\}|^2 \right) + p_m \{\Lambda, x^m\},$$

(3.38)

where $|\{x, x\}|^2 = \{x^m, x^n\} \{x_m, x_n\}$ and we have made use of the the expression (2.4) for $\gamma$.

Notice that the constraints (3.19)-(3.20) are implemented in the action by the reduction procedure. The last term in $\mathcal{H}$ is well-defined as it is expressed in terms of $d\Lambda$. In contrast, the expression $\Lambda \{p_m, x^m\}$ is ill-defined. We now verify that the term $p_m \{\Lambda, x^m\}$ indeed corresponds to a Lagrange multiplier term multiplied by the constraints.
The harmonic one form $h$ may be expressed in terms of a basis $\{\omega^i\}$ of harmonic 1-forms. The basis contains $2g$ elements, where $g$ is the genus of $\Sigma$. Thus

$$h = \lambda_i \omega^i, \quad i = 1, \ldots, 2g,$$

(3.39)

where the coefficients $\lambda_i$ are functions only of $\tau$. Making use of the bilinear Riemann identities (see, for example [20]) we have

$$\int_{\Sigma} p_m \{\Lambda, x^m\} = - \int_{\Sigma} \Lambda_{\text{exact}} \left\{ \frac{p_m}{\sqrt{w}}, x^m \right\} \sqrt{w} + \lambda_i \int_{C_i} p_m \sqrt{w} dx^m$$

(3.40)

and arrive at the constraints (3.27)-(3.28). We furthermore can interpret $\Lambda_{\text{exact}}$ and the $\lambda_i$ as the Lagrange multipliers associated to these constraints; thus our remaining gauge freedom lies in the choice of these functions.

We now turn to the equations of motion associated to the reduced Hamiltonian (3.38). Defining $D_\tau = \partial_\tau + \{\cdot, \Lambda\}$, they are

$$D_\tau x^m = \partial_\tau x^m + \{x^m, \Lambda\} = \frac{p_m}{\sqrt{w}}$$

(3.41)

$$D_\tau \left( \frac{p_m}{\sqrt{w}} \right) = \partial_\tau \frac{p_m}{\sqrt{w}} + \left\{ \frac{p_m}{\sqrt{w}}, \Lambda \right\} = \{x_m, x_n\}. \nonumber \quad (3.42)$$

Note that the constraints (3.27)-(3.28) are preserved under this evolution.

This system transforms covariantly under area-preserving diffeomorphisms provided $\Lambda$ transforms appropriately. We see that under area-preserving diffeomorphisms generated by (3.27)-(3.28), we have

$$d\delta \Lambda = d\partial_\tau \zeta + d\{\zeta, \Lambda\} = d(D_\tau \zeta),$$

(3.43)

where $\zeta$ is $\epsilon + \hat{\epsilon}$ as above. The harmonic part of $d\Lambda$ transforms as

$$\delta \lambda_i = \partial_\tau \hat{\epsilon}_i,$$

(3.44)

The exact part of $d\Lambda$ transforms as

$$\delta \Lambda_{\text{exact}} = \partial_\tau \epsilon + \{\epsilon + \hat{\epsilon}, \Lambda_{\text{exact}} + \Lambda_{\text{harmonic}}\},$$

(3.45)

where we have used that $d\{\epsilon + \hat{\epsilon}, \Lambda_{\text{harmonic}}\}$ is an exact 1-form.

4. THE INITIAL VALUE PROBLEM

The gauge freedom present in the system allows us to fix $\Lambda_{\text{exact}}$ and the $\lambda_i$. Making the simple choice of setting each of these functions to zero, we see that Hamilton’s equations of motion reduce to the second-order system (see also [27])

$$\partial_\tau^2 x^m = \{x^m, x^n\}, x_n.$$

(4.1)

It is interesting to note that under these choices, which fix $\hat{\epsilon}_i$ and $\epsilon$ up to time-independent parameters, the coordinate function $\tau$ is in fact harmonic: $\Box_g \tau = 0$, i.e., this the co-moving gauge.

The remainder of this paper is devoted to studying the initial value problem for classical membranes in light cone gauge, as formulated in (4.1): For functions

$^4$Defined eg. with respect to $w_{ab}$
defined on $\Sigma$ we show the existence of a function $x : [0, T] \times \Sigma \to \mathbb{R}^{D-2}$ satisfying (4.1) and
\[
x(0) = x_0, \quad \partial_\tau x(0) = u_0.
\] (4.2)
We require that the initial data $(x_0, u_0)$ lie in an appropriate function space, as well as satisfy an appropriate version of the constraints in order that
\[
\{\partial_\tau x^m, x_m\} = 0
\] (4.3)
be satisfied by the corresponding solution $x$.

4.1. The degenerate hyperbolic system (4.1). The main difficulty presented by the system (4.1) is that it is not strictly hyperbolic. First, note that for fixed $x$,
the operator
\[
y \mapsto \{\{y^m, x^n\}, x_n\} = \frac{1}{\sqrt{w}} \partial_n \left[ \frac{1}{\sqrt{w}} \gamma(x) \gamma(x)^{ab} \partial_b y^m \right]
\] (4.4)
is elliptic with symbol $\frac{1}{\sqrt{w}} \gamma(x) \gamma(x)^{ab}$.

However, when the operator (4.4) is applied to $x$ itself, one must consider
\[
\mathcal{L} : x \mapsto \{\{x^m, x^n\}, x_n\}.
\] (4.5)
The first variation of $\mathcal{L}$ is given by
\[
\delta \mathcal{L}[x] y^m = \{\{y^m, x^n\}, x_n\} - \{\{y^n, x_n\}, x^m\} + 2\{\{x^m, x^n\}, y_n\},
\] (4.6)
where we have made use of the Jacobi identity (2.6). The first term is the elliptic operator (4.4), but the second term also contributes to the symbol and thus $\delta \mathcal{L}(x)$ need not be strictly elliptic even if the metric $\gamma(x)^{ab}$ is Riemannian.

Note that by the constraint (4.3), the second term in (4.6) vanishes when we take $y = \partial_\tau x$. Thus the equation (4.1), together with the constraint (4.3), imply a non-degenerate hyperbolic equation for $u = \partial_\tau x$, which we use below to construct the solution $x$. We also make use of the constraint when estimating solutions to the main equation (4.1), once their existence has been established.

Returning to the operator $\mathcal{L}$, we compute in local coordinates
\[
\mathcal{L}(x)_m = \{\{x^m, x^n\}, x_n\}
\]
\[
= \frac{1}{w} \left( \gamma^{ab} \delta_{mn} - \epsilon_{mn} \right) \partial_\tau \partial_b x^m + \text{lower order terms}
\] (4.7)
where $\epsilon_{mn} = \epsilon^{ac} \epsilon^{bd} \partial_c x_m \partial_d x_n$.

Writing
\[
L_{mn}^{ab} = \frac{1}{w} \left( \gamma^{ab} \delta_{mn} - \epsilon_{mn} \right)
\] (4.8)
we have
\[
L_{mn}^{ab} V^m_a V^m_b = \frac{1}{w} \left( \gamma |V|^2 - \left( \epsilon^{ac} \partial_a x_m V^m_b \right)^2 \right)
\] (4.9)
for vector $V^m_a \in \mathbb{R}^2 \times \mathbb{R}^{D-2}$. The first term appearing in $L_{mn}^{ab}$ is diagonal and positive-definite when $\gamma_{ab}$ is Riemannian, but the second term can cause the symbol to be degenerate. For example, consider a (local) situation with $x^1 = \sigma^1$, $x^2 = \sigma^2$, $V^1_2 = 1$ and all other components of $x$ and $V$ zero.
These degeneracies associated to $L$ prevent us from constructing solutions by direct application of standard energy methods, as the energy-type quantities associated to $L$ cannot be shown to adequately control approximate solutions. Thus we approach the initial value problem by considering a modified system, motivated by the linearization presented above, which we now describe.

### 4.2. The modified system.

Differentiating (4.1) with respect to $\tau$, which has the effect of linearizing the system, and making use of the Jacobi identity (2.6) we obtain

$$\partial_\tau^2 \partial_x x^m = \{ \partial_x x^m, x^n \} + 2 \{ \{ x^m, x^n \}, \partial_x x_n \} - \{ \partial_x x^n, x_n \} x^m. \tag{4.10}$$

When the constraint (4.3) is satisfied, the third term on the right vanishes; the remaining terms, when viewed as an operator acting on $\partial_\tau x$, are non-degenerate. We take advantage of this structure in the following manner.

For functions $x, u$ let

$$D = D(x, u) = \{ u^m, x_m \}, \tag{4.11}$$

$$\beta^m = \beta^m(x, u) = \partial_x u^m - \{ x^m, x^n \}, \tag{4.12}$$

$$A[x] u^m = \{ \{ u^m, x^n \}, x_n \} + 2 \{ \{ x^m, x^n \}, u_n \}. \tag{4.13}$$

A computation making use of the Jacobi identity and integration by parts shows that

$$\frac{d}{dt} \int_\Sigma \left( D^2 + |\beta|^2 \right) \sqrt{w} = 2 \int_\Sigma \left( D \{ u^m, \partial_x x_m \} + \beta_m (\partial_\tau^2 u^m - A[x] \partial_x x^m) \right.$$

$$+ \left. (D - \{ \partial_x x^m, x_m \}) \{ \partial_x u^m, \partial_x x_m \} \right) \sqrt{w}. \tag{4.14}$$

Thus if $x, u$ satisfy

$$\begin{cases} \partial_x x = u, \\ \partial_\tau^2 u = A[x] u, \end{cases} \tag{4.15}$$

then the conditions $D = 0, \beta^m = 0$ are preserved if initially satisfied. In particular, the function $x$ is a solution to the main equation (4.1) satisfying the constraint (4.3).

We thus approach the initial value problem for the equation (4.1) by considering the modified system (4.15) with initial data

$$x(0) = x_0, \quad u(0) = u_0, \quad \partial_x u(0) = u_1. \tag{4.16}$$

In order that the solution $(x, u)$ to the modified system (4.15) give rise to a solution of the main equation (4.1), we require

$$D_0 = \{ u_0^m, x_0^n \} \delta_{mn} = 0, \quad \text{and} \tag{4.17}$$

$$J_0^m = u_1^m - \{ \{ x_0^m, x_0^n \}, x_0^l \} \delta_{nl} = 0. \tag{4.18}$$

In the local existence result stated below, we require initial data with $x_0 \in H^k, u_0 \in H^k$, and $u_1 \in H^{k-1}$. The condition (4.18) imposes an extra regularity condition

\(^5\)One should also impose the global constraint condition $\int_{C_t} u_0 \cdot dx_0 = 0$ on the data in order to have a solution to the Hamiltonian system; however, this condition does not play a role in our method for constructing solutions to the reduced equations (4.1).
on \(x_0\). Note, however, that due to the degeneracy discussed in \((4.18)\) the condition \((4.18)\) does not imply \(x_0 \in H^{k+1}\).

Provided \(\gamma(x)_{ab}\) is non-degenerate, the operator \(A[x]\) is (quasi-diagonal) elliptic which in local coordinates can be written in divergence form:

\[
A[x]u^m = \partial_a \left[ \frac{\gamma(x)}{w} \gamma(x)^{ab} \partial_b u^m \right] + \partial_a \left[ \frac{\varepsilon^{ab}}{\sqrt{w}} \partial_c x^m \partial_d x^n \partial_b u_n \right] - \frac{\varepsilon^{ab}}{\sqrt{w}} \partial_c \left[ \varepsilon^{cd} \right] (\gamma_{bd} \partial_a u^m + 2 \partial_a x^m \partial_b x^n \partial_d u_n). \tag{4.19}
\]

Note that by the anti-symmetry of \(\varepsilon^{ab}\) the second line does not contain second derivatives of \(u\). In particular, the symbol of \(A[x]\) is \(\gamma(x) \gamma(x)^{ab}\). For notational convenience we denote the third line of \((4.19)\) by \(b[x]u = b(x)^a \partial_a u\), and the sum of the second and third lines by \(B[x]u = B(x)^a \partial_a u\). Since \(\gamma(x)_{ab} = \partial_a x^n \partial_b x_n\), the operator can be schematically written in two forms,

\[
A[x]u = \partial_a \left[ \gamma_{ab} \partial_b u \right] + B[x]u \sim D \left[ (Dx)^2 Du \right] + (D^2 x)(Dx) Du + (Dx)^2 Du \tag{4.20}
\]

\[
= \partial_a \left[ A^{ab} \partial_b u \right] + b[x]u \sim D \left[ (Dx)^2 Du \right] + (Dx)^2 Du \tag{4.21}
\]

(recall \(D\) represents spatial derivative); here

\[
A^{ab} = A^{ab}_{mn} = \delta_{mn} \gamma(x) \gamma(x)^{ab} + 2 \frac{\varepsilon^{ab}}{\sqrt{w}} \varepsilon^{cd} \partial_c x_m \partial_d x_n. \tag{4.22}
\]

4.3. Well-posedness results. We show the existence of a solution \((x, u)\) to the modified system \((4.13)\); by the discussion above if the constraints \((4.17)-(4.18)\) are initially satisfied, this leads to a solution \(x\) to the main equation \((4.1)\) satisfying the constraint \((4.3)\). This procedure implies no restriction on the solution, in particular all solutions of the membrane initial value problem with the appropriate regularity can be obtained in this way.

Our approach views \(x = x_0 + \int_0^t u\) as a functional of \(u\); thus \(x\) and \(u\) are required to have the same degree of spatial regularity.

**Theorem 4.1.** Let \(k \geq 4\) and let \(x_0, u_0, u_1 \in H^k \times H^k \times H^{k-1}\) such that \(\gamma(x_0)_{ab}\) is a non-degenerate Riemannian metric, and such that \((4.17)-(4.18)\) are satisfied. Then we have the following.

1. There exists \(T > 0\), depending continuously on the norm of the initial data and unique \((x, u) \in C^1([0, T]; H^k) \times C^2_T\) satisfying \((4.13)-(4.16)\). In particular, \(x \in C^1([0, t]; H^k)\) is a solution to \((4.1)-(4.2)\) which satisfies \((4.3)\).

2. Let \(T_\ast\) be the maximal time of existence for \((x, u)\) as given above. Then either \(T_\ast = \infty\) or

\[
\sup_{[0, T_\ast]} (\|\gamma^{-1}\|_{L^\infty} + \|Dx\|_{W^{1, \infty}} + \|Du\|_{L^\infty}) = \infty. \tag{4.23}
\]
Remark 4.1. An adaption of standard arguments, see §2.3 and citations therein, shows that the solution map $H^k \times H^k \times H^{k-1} \rightarrow C^1([0, T], H^k)$ given by $(x_0, u_0, u_1) \mapsto (x, u) \in C^1([0, T], H^k)$, is continuous. Thus the initial value problem for the system (4.17)-(4.18) is strongly well-posed.

5. Proof of Theorem 4.1

In this section we prove the existence of a solution $(x, u)$ as in point 1 of Theorem 4.1 to the initial value problem for the modified system (4.15)-(4.16), and establish the continuation criterion stated in point 2 of that theorem. First, we prove energy estimates for the linear system

$\partial_\tau^2 \Phi - A[x] \Phi = F$, \quad $(\Phi, \partial_\tau \Phi)|_{\tau=0} = (u_0, u_1)$, \quad (5.1)

associated to (4.15). Once such energy estimates have been established, a standard sequence of arguments (see [46], [37] for example) implies the theorem.

Below we use expressions like $\|\partial \Phi_0\|_{L^2}$, $\|\Phi_0\|_{L^2}$ to denote norms calculated in terms of the initial data at $\tau = 0$. For the higher order norms, the higher order $\tau$-derivatives are calculated formally.

5.1. The linear system. We consider first the linear system (5.1) for some fixed $x \in C^1([0, T]; H^k)$, $k \geq 4$, be such that the metric $\gamma(x)_{ab}$ is non-degenerate on $[0, T]$. In this section we generally suppress the $x$-dependence of $A$, $\gamma$, and other quantities defined below. We furthermore denote by $\Lambda$ any quantity which can be bounded by a constant times $\|Dx\|_{W^{1, \infty}} + \|D\partial_\tau x\|_{L^\infty}$. Let $\Lambda_T = \sup_{[0,T]} \Lambda$.

Define the energy $E = E[\Phi]$

$E(\tau) = \frac{1}{2} \int \sum (|\partial_\tau \Phi|^2 + \gamma^{ab} \partial_a \Phi^m \partial_b \Phi_m) \sqrt{w}$. \quad (5.2)

Define $\Lambda_E = \Lambda_E[x]$ to be the smallest constant such that

$\Lambda_E^{-2} \|\partial \Phi\|_{L^2}^2 \leq E[\Phi] \leq \Lambda_E^2 \|\partial \Phi\|_{L^2}^2$ \quad (5.3)

on $[0, T]$ for all $v$. Note that $\Lambda_E$ is bounded when $\|Dx\|_{L^\infty}$ is.

Differentiating with respect to $\tau$ and integrating by parts we estimate

$\partial_\tau E \leq \|\partial_\tau \Phi\|_{L^2} \|F\|_{L^2} + \Lambda^2 \|D \Phi\|_{L^2}^2$. \quad (5.4)

Integrating (5.4) and applying Grönwall’s lemma yields the standard basic energy estimate.

Lemma 5.1. If $\Phi \in C^1([0, T]; L^2) \cap C^0([0, T]; H^1)$ solves (5.1) with $F \in L^1([0, T]; L^2)$ then

$\|\partial \Phi\|_{L^2} \leq \Lambda_E e^{\Lambda_T \tau} \left( \|\partial \Phi_0\|_{L^2} + \int_0^\tau \|F\|_{L^2} \right)$. \quad (5.5)

This estimate is used below to construct estimates for $\|\Phi\|_l$ using the identity

$\partial_\tau^2 (D^l \partial_\tau \Phi) - A(D^l \partial_\tau \Phi) = D^l \partial_\tau F + [D^l, A] \partial_\tau \Phi + D^l (\partial_\tau, A) \Phi$. \quad (5.6)
Applying the energy estimate (5.5) to the identity (5.6) yields the following.

\[ \| \partial \tau \Phi \|_{H^1} \leq \Lambda \| \partial \tau \Phi \|_{H^1} + \int_0^T \left( \| \partial \tau F \|_{H^1} + \| [D^l, \mathcal{A}] \partial \tau \Phi \|_{L^2} + \| D^l \left( [\partial \tau, \mathcal{A}] \Phi \right) \|_{L^2} \right). \] (5.7)

In order to obtain an energy estimate which closes, we need an estimate for spatial derivatives of \( \Phi \). This is accomplished by use of the elliptic estimate (2.19) which implies

\[ \| D^l \Phi \|_{L^2} \leq \Lambda \left( \| D^{l-2} \Phi \|_{L^2} + \| \mathcal{A} D^{l-2} \Phi \|_{L^2} \right). \] (5.8)

Making use of the linear equation (5.1) we have

\[ \| D^l \Phi \|_{L^2} \leq \Lambda \left( \| D^{l-2} \Phi \|_{L^2} + \| F \|_{H^{l-2}} + \| D^{l-2} \partial^2 \Phi \|_{L^2} + \| [D^{l-2}, \mathcal{A}] \partial \tau \Phi \|_{L^2} + \| D^{l-2} \left( [\partial \tau, \mathcal{A}] \Phi \right) \|_{L^2} \right). \] (5.9)

Combining this with (5.7) yields

\[ \| \Phi \|_1 \leq (1 + \Lambda_T) \Lambda \| \Phi_0 \|_1 + \| F \|_{H^{l-2}} + \| D^{l-2} \partial^2 \Phi \|_{L^2} + \| [D^{l-2}, \mathcal{A}] \partial \tau \Phi \|_{L^2} + \| D^{l-2} \left( [\partial \tau, \mathcal{A}] \Phi \right) \|_{L^2} \] (5.10)

We estimate the commutator terms as follows.

**Lemma 5.2.** Suppose \( \Psi \in H^2 \), then

\[ \| [D, \mathcal{A}] \Psi \|_{L^2} \leq \Lambda \| D \Phi \|_{H^2} \] (5.11a)

\[ \| D \left( [\partial \tau, \mathcal{A}] \Psi \right) \|_{L^2} \leq \Lambda \| D \Phi \|_{H^2} \] (5.11b)

If furthermore \( \Psi \in H^1 \) for \( 3 \leq l \leq k \), then by (2.17) \( D \Psi \in L^\infty \) and

\[ \| D^{l-2} \mathcal{A} \Psi \|_{L^2} \leq \Lambda \left( \| D \Psi \|_{H^{l-2}} + \| D \Phi \|_{H^{l-1}} \| D \Psi \|_{L^\infty} \right) \] (5.11c)

\[ \| D^{l-2} \left( [\partial \tau, \mathcal{A}] \Psi \right) \|_{L^2} \leq \Lambda \left( \| D \mathcal{A} \Psi \|_{H^{l-1}} + \| D \Phi \|_{H^{l-1}} \| D \Psi \|_{L^\infty} \right) \] (5.11d)

**Proof.** Direct computation shows

\[ \| [D, \mathcal{A}] \Psi \|_{L^2} \leq \| (D^2 A)(D \Psi) \|_{L^2} + \| (DA)(D^2 \Psi) \|_{L^2} + \| (bD)D \Psi \|_{L^2}. \] (5.12)

Application of (2.21), (2.18) and (2.17) implies (5.11a). Similar considerations imply (5.11b). To see (5.11c) write

\[ [D^{l-2}, \mathcal{A}] \Psi = \left[ D^{l-2} D, \mathcal{A} \right] D \Psi - (D A)(D^{l-2} D \Psi) + D^{l-2} \left( b D \Psi \right) - b D^{l-2} D \Psi. \] (5.13)

By the product estimate (2.18) we have

\[ \| A \|_{H^{l-1}} \leq \Lambda \| D \Phi \|_{H^{l-1}}, \quad \text{and} \quad \| b \|_{H^1} \leq \Lambda \| D \Phi \|_{H^{l-2}} \] (5.14)

the second of which implies

\[ \| b D \Phi \|_{H^{l-2}} \leq \Lambda \left( \| D \Psi \|_{H^{l-2}} + \| D \Phi \|_{H^{l-2}} \| D \Psi \|_{L^\infty} \right). \] (5.15)
The estimate (5.11d) follows from commutator estimate (2.22). Finally, the product estimate (2.18) and Sobolev inequality (2.17) imply (5.11d).

As an immediate application of (5.11) we have

\[
\| [D, A] \partial_t \Phi \|_{L^2} \leq \Lambda \| D x \|_{H^3} \| \partial_t \Phi \|_{H^2}
\]

\[
\| [D^2, A] \partial_t \Phi \|_{L^2} \leq \Lambda \| D x \|_{H^3} \left( \| \Phi \|_{H^2} + \int_0^\tau \| \Phi \|_{L^2} \right)
\]

Furthermore

\[
\| [D, A] \Phi \|_{L^3} \leq \Lambda \| D x \|_{H^3} \left( \| \Phi \|_{H^2} + \int_0^\tau \| \Phi \|_{L^2} \right)
\]

\[
\| [D^2, A] \Phi \|_{L^3} \leq \Lambda^2 \left( \| D x \|_{H^3} \left( \| \Phi \|_{H^2} + \int_0^\tau \| \Phi \|_{L^2} \right) + \Lambda \| D x \|_{H^3} \left( \| D x \|_{H^2} + \int_0^\tau \| \partial_t \Phi \|_{H^2} \right) \right)
\]

where we have used the Sobolev inequality (2.17) in the last line.

Applying the commutator estimates above to (5.10), followed by application of Grönwall’s lemma, yields the following energy inequalities.

**Lemma 5.3.** A solution \( \Phi \) to the linear system (5.1) can be estimated for \( \tau \in [0, T] \) by

\[
\| \Phi \|_3 \leq \Lambda_E (1 + \Lambda_T) e^{\tau \Lambda_E (1 + \Lambda_T)} \left( (1 + \Lambda \| D x \|_{H^3}) \| \Phi \|_3 \right)
\]

\[
+ \| F(0) \|_{H^3} + \int_0^\tau \| \partial_t F \|_{H^3}
\]

and, for \( k \geq 4 \), by

\[
\| \Phi \|_k \leq \Lambda_E (1 + \Lambda_T) e^{\tau \Lambda_E (1 + \Lambda_T)} \left( (1 + \Lambda \| D x \|_{H^k}) \| \Phi \|_k \right)
\]

\[
+ \| F(0) \|_{H^{k-1}} + \int_0^\tau \| \partial_t F \|_{H^{k-2}}
\]

5.2. **Application to non-linear system.** In order to apply the above energy estimates to the non-linear system (4.15) we fix \( k \geq 4 \) and \( (x_0, u_0, u_1) \in H^k \times H^k \times H^{k-1} \). For \( T, R > 0 \) let

\[
V^k_{R,T} = \{ v \in C^k_T : \| v \|_{k,T} \leq R, v(0) = u_0, \partial_t v(0) = u_1 \}.
\]

For any \( v \in V^k_{R,T} \) let \( x(v) = x_0 + \int_0^\tau v \). There exists \( K_0 \) such that the restriction \( T < K_0/R \) implies \( \Lambda_E |x| \leq 2 \Lambda_E |x_0| \). We restrict to such values of \( T \); thus \( \gamma |x(v)|_{ab} \) is uniformly elliptic for all \( v \in V^k_{R,T} \).

Define \( \Phi = \Phi[v] \) to be the solution to

\[
\partial^2_t \Phi - A[x(v)] \Phi = 0, \quad (\Phi, \partial_t \Phi)_{\tau=0} = (u_0, u_1).
\]

The linear system (5.21) is hyperbolic and it follows from our assumptions that the coefficients are sufficiently regular that standard existence results apply, see [46].
Estimating
\[ \Lambda \|Dx\|_{H^{k-1}} \leq \|Dx\|_{H^{k-1}}^2 \leq 4 (1 + \|Dx_0\|_{H^{k-1}}^2 + \tau^2 \|Dx\|_{H^{k-1}}) \]  
(5.22)
the energy estimate (5.19), together with the Sobolev inequality (2.17) which provides control of \( \Lambda \), implies the following.

**Lemma 5.4.** There exists \( R_0 > 0 \) depending on \( x_0, u_0, u_1 \), such that for each \( R \geq R_0 \) there exists \( T_R > 0 \) such that for all \( T \leq T_R \) the map \( v \mapsto \Phi[v] \) takes \( V^k_{R,T} \) to itself.

Fixing some such \( R \), we now show that for a possibly smaller \( T > 0 \), the map \( v \mapsto \Phi[v] \) is a contraction with respect to the \( C_T^2 \) norm.

**Lemma 5.5.** For a possibly smaller value of \( T_R \), we have for each \( T \leq T_R \)
\[ ||\Phi[v^1] - \Phi[v^2]||_{3, \tau} < ||v^1 - v^2||_{3, \tau} \]  
for all \( v^1, v^2 \in V^k_{R,T} \).

**Proof.** Let \( \Phi^i = \Phi[v^i] \) and \( x^i = x(v^i) \) for \( i = 1, 2 \). Then
\[ \partial_x^2 (\Phi^1 - \Phi^2) - A[x^1](\Phi^1 - \Phi^2) = (A[x^1] - A[x^2])\Phi^2. \]
(5.24)
Schematically,
\[ \partial_x [(A[x^1] - A[x^2])\Phi] = D \left[(\partial_x A(x^1) - \partial_x A(x^2)) D\Phi \right] \]
\[ + \partial_x \left[(A(x^1) - A(x^2)) \partial_x \Phi \right] \]
\[ + (\partial_x b(x^1) - \partial_x b(x^2)) D\Phi \]
\[ + (b(x^1) - b(x^2)) \partial_x \Phi \]
(5.25)
Using the mean value theorem, along with product estimate (2.18) and the Sobolev inequality (2.17) the \( H^1 \) norm of each of the first two lines in (5.25) is controlled by \( C(R) \|D(x^1 - x^2)\|_2 \). A direct estimate yields the same bound for the latter terms. Applying the energy estimate (5.18), one can choose \( T \), depending on \( R \), such that \( v \mapsto \Phi[v] \) is a contraction.

A standard argument (see [46, 37]) using that the solution map \( v \mapsto \Phi[v] \) is bounded in \( C_T^k \) and a contraction in \( C_T^2 \) yields part 1 of Theorem 4.1.

### 5.3. Continuation criterion

We now establish the second part of Theorem 4.1. Consider the solution \((x, u)\) to (4.15)-(4.16) and suppose \([0, T_*)\) is the maximal interval of existence. Let
\[ \Lambda_T = \sup_{[0, \tau]} \left( \|Dx\|_{W^{1, \infty}} + \|Du\|_{L^\infty} + \Lambda_E(x) \right). \]
(5.26)
Note that \( \Lambda_E \) is finite if and only if \( \|Dx\|_{L^\infty} \) and \( \|\gamma(x)^{-1}\|_{L^\infty} \) are.

Using (5.11) and (5.16) applied to (5.10) we see for any \( \tau < T_* \) that
\[ \|u\|_k \leq (1 + \Lambda_\tau)\Lambda_E^{1/2} \Lambda^2 \left( (1 + \Lambda^2)\|u_0\|_k + \int_0^\tau (1 + \Lambda_\tau^2)\|u\|_k \right). \]
(5.27)
Thus Grönwall’s lemma implies that
\[ \|u\|_{k,\tau} \leq (1 + \Lambda_{\tau}^2)^2 \Lambda_{E} \tau^{(1 + \Lambda_{\tau}^2)^2 \Lambda_{E}} \|u_0\|_k. \]  
(5.28)

If \( \Lambda_{\tau} < \infty \) and \( T_\tau < \infty \), then one may extend \( x, u, \partial_\tau u \) to \([0, T_*]\) such that their restriction to \( \tau = T_* \) satisfies the hypotheses of the local existence theorem. As this contradicts the maximality of \( T_* \), we obtain the second part of Theorem 4.1.

6. Improved energy estimate

Having established the existence of a solution \( x \in C^1([0, T]; H^k) \) to the main equation (4.1), we are able to establish an improved energy estimate by making use of the constraint (4.3). In particular, we obtain the following.

**Theorem 6.1.** Let \( k \geq 4 \). For a solution \( x \in C^1([0, T], H^k) \) (4.1) with initial data \((x_0, u_0)\), the maximal time of existence \( T_* \) depends continuously on \( \|x_0\|_{H^k} + \|u_0\|_{H^{k-1}} \).

**Remark 6.1.** Comparing with theorem 4.1, we see that regularity requirement on the initial data is less. In particular, in theorem 4.1 it is required that \( x_0, u_0 \) are in \( H^k \), while in theorem 6.1, the regularity condition is of the type usually encountered for hyperbolic systems. Thus, from this point of view, when taking the area preserving constraint (4.3) into account, the degenerate hyperbolic system (4.1) behaves very much like a hyperbolic system.

From the extension criterion, we know that \( x \) may be continued so long as \( \Lambda_\tau \) is finite. The Sobolev estimate (2.17) implies that \( \Lambda_\tau \) can be estimated by \( \|\partial_\tau x_0\|^2_{H^{k-1}} = \|Dx_0\|^2_{H^{k-1}} + \|u_0\|^2_{H^{k-1}} \). We now establish an estimate for this quantity by deriving an energy estimate for the main equation (4.1) itself.

Retaining the notation above, we have
\[ \Lambda = \Lambda(x) = C(\|Dx\|_{W^{1,\infty}} + \|Du\|_{L^\infty}) \]  
(6.1)

where we let the constant \( C \) increase (independent of \( x \)) as needed and \( \Lambda_\tau = \sup_{[0, \tau]} \Lambda \).

Following the discussion in (4.1) we write (4.1) as
\[ \partial_\tau^2 x_m - L^{ab}_{mn} \partial_a \partial_b x^n = F_m \]  
(6.2)

where \( F_m = F_m(Dx) \). In order to estimate derivatives of \( x \) we make use of the identity
\[ \partial_\tau^2 (D^l x) - L(D^l x) = D^l (F) - [D^l, L] x \]  
(6.3)

where \( L = L^{ab}_{mn} \partial_a \partial_b \) and we have dropped the \( m, n \) indices for notational convenience.

Define the energy associated to \( \partial^2_\tau - L \) by
\[ E[y] = E[y](\tau) = \frac{1}{2} \int_{\Sigma} \left( \|\partial_\tau y\|^2 + L^{ab}_{mn}(Dx)(\partial_a y^m)(\partial_b y^n) \right) \sqrt{\omega}. \]  
(6.4)

We are of course interested in the cases \( y = D^l x \) for \( l = 0, \ldots, k - 1 \).
From (4.9) the non-degeneracy of \( \gamma(x) \) implies there is a constant \( \Lambda_\epsilon = \Lambda_\epsilon [x; T] \) such that on \([0, T]\)

\[
\mathcal{E}[y] \leq \Lambda_\epsilon^2 \| \partial y \|^2_{L^2} \quad \text{and} \quad \| \partial y \|^2_{L^2} \leq \Lambda_\epsilon^2 \frac{1}{2} \int_{\Gamma} \left( |\partial_x y|^2 + \frac{\gamma}{w} |Dy|^2 \right) \sqrt{w} \, . \tag{6.5}
\]

Note that since \( \Lambda_\epsilon \) essentially controls the ellipticity of \( \gamma(x)_{ab} \), it is effectively equivalent to \( \Lambda_\epsilon \) above.

A priori, the energy \( \mathcal{E}[y] \) does not necessarily control \( \| \partial y \|_{L^2} \). Rather

\[
\| \partial y \|^2_{L^2} \leq \Lambda_\epsilon^2 \left( \mathcal{E}[y] + \mathcal{Z}[y] \right) \tag{6.6}
\]

where

\[
\mathcal{Z}[y] = \frac{1}{2} \int_{\Gamma} \{ y^m, x_m \}^2 \sqrt{w} \, . \tag{6.7}
\]

The following lemma shows that the “error” \( \mathcal{Z} \) can be controlled for \( y = D^l x \), if \( x \) satisfies the constraint (4.3).

**Lemma 6.1.** Since the solution \( x \in C^1([0, T]; H^k) \) satisfies the constraint (4.3), then for \( 0 \leq l \leq k - 1 \) we have

\[
\mathcal{Z}[D^l x] \leq e^r \left( \mathcal{Z}[D^l x](0) + \int_0^T \Lambda_\epsilon^2 \| D^l \partial x \|^2_{L^2} \right)
\]

\[
\leq e^r \left( C \| \partial x_0 \|^2_{H^l} + \tau \Lambda_\epsilon^2 \| D^l \partial x \|^2_{L^2} \right) \tag{6.8}
\]

**Proof.** Applying \( D^l \) to the constraint yields

\[
\{ D^l u^m, x_m \} = - \sum_{j=1}^l \{ D^{l-j} u^m, D^j x_m \} \tag{6.9}
\]

from which we see that

\[
\partial_x \mathcal{Z}[D^l x] \leq \mathcal{Z}[D^l x] + \sum_{j=1}^l \int_{\Gamma} \{ D^{l-j} u^m, D^j x_m \}^2 \sqrt{w} \, . \tag{6.10}
\]

When \( j = 1 \) or \( l \) we have

\[
\int_{\Gamma} \{ D^{l-j} u^m, D^j x_m \}^2 \sqrt{w} \leq \| D\partial x \|^2_{L^2} \| D^l \partial x \|^2_{L^2} \tag{6.11}
\]

When \( 2 \leq j \leq l - 1 \) the Hörder estimate implies

\[
\int_{\Gamma} \{ D^{l-j} u^m, D^j x_m \}^2 \sqrt{w} \leq \| D^{l-j} D u \|_{L^{2p}} \| D^{l-1} D^2 x \|_{L^{2q}} \tag{6.12}
\]

with \( \frac{1}{p} = 1 - \frac{1}{q} = \frac{j-1}{j+1} \). From the interpolation estimate (2.20) we have

\[
\| D^{l-j} D u \|_{L^{2p}} \leq C \| D^{l-1} D u \|^{\frac{1}{2}}_{L^2} \| D u \|^{\frac{1}{2}}_{L^\infty} \tag{6.13}
\]

\[
\| D^{l-1} D^2 x \|_{L^{2q}} \leq C \| D^{l-1} D^2 x \|^{\frac{1}{2}}_{L^2} \| D^2 x \|^{\frac{1}{2}}_{L^\infty} \tag{6.14}
\]

Thus

\[
\partial_x \mathcal{Z}[D^l x] \leq \mathcal{Z}[D^l x] + \Lambda_\epsilon^2 \| D^l \partial x \|^2_{L^2} \, . \tag{6.15}
\]

Integrating and applying Gronwall’s lemma yields (6.3). \( \square \)
The estimate \((6.8)\) for \(Z\), together with \((6.6)\), implies that when
\[
Te^T < \Lambda_e^{-2} \Lambda_T^{-2}
\]
then
\[
\|\partial D^l x\|_{L^2, \tau}^2 \leq C\Lambda_e \left( \|\partial x_0\|_{H^i}^2 + \sup_{[0, \tau]} E[D^l x] \right).
\]
This facilitates the construction of the following energy estimate.

**Lemma 6.2.** When \((6.16)\) holds the first derivatives \(\partial x\) of solution \(x \in C^1([0, T]; H^k)\) can be controlled in \(L^\infty([0, T]; H^l)\) for \(0 \leq l \leq k - 1\) by
\[
\|\partial x\|_{H^l, \tau} \leq C\Lambda e^\int_0^\tau \Lambda^2 \|\partial x_0\|_{H^l}.
\]

**Proof.** A straightforward computation using integration by parts yields
\[
\partial\tau E[y] \leq \|\partial\tau y\|_{L^2} \|\partial^2\tau y - Ly\|_{L^2} + \Lambda^2 \|Dy\|_{L^2}^2.
\]
In order to apply this to \(y = D^l x\) we must estimate the right side of \((6.3)\), which we write schematically as
\[
D^l F - [D^l, L] x = D^l F - [D^l D, L]_{mn}^{ab} D^l ((DL)_{mn}^{ab}(Dx)) .
\]
Applying the commutator estimate \((2.22)\) and product estimate \((2.18)\) we have
\[
\|D^l F - [D^l, L] x\|_{L^2} \leq \Lambda^2 \|Dx\|_{H^l}.
\]
Thus integrating \((6.19)\) and using \((6.17)\) we have
\[
\|\partial x\|_{H^l, \tau}^2 \leq C\Lambda_e \left( \|\partial x_0\|_{H^l}^2 + \int_0^\tau \Lambda^2 \|Dx\|_{H^l}^2 \right).
\]
Applying Grönewall’s lemma we obtain \((6.18)\). \(\square\)

We now show that there exists \(T > 0\), depending only on \(\|\partial x_0\|_{H^1}\), such that the solution \(x\) to \((4.1)\) is defined on \([0, T]\). The key is to establish estimates for \(\Lambda_T\) and \(\Lambda_e\), and to ensure that \((6.16)\) is satisfied.

In order to estimate \(\Lambda_e\) note that there exists \(K\), depending on \(\Lambda_e[x_0]\), such that \(\Lambda_e[x] \leq 2\Lambda_e[x_0]\) whenever
\[
T \leq K\Lambda_T^{-1}.
\]
For such \(T\), the condition \((6.16)\) follows from
\[
Te^T \leq C\Lambda e[x_0]^{-2} \Lambda_T^{-2}.
\]
Making use of the Sobolev inequality \((2.17)\), the energy estimate \((6.18)\) implies that when \((6.23)\) is satisfied
\[
\Lambda_T \leq C\Lambda e[x_0] e^{T\Lambda_T^2} \|\partial x_0\|_{H^{k-1}}.
\]
Since \((6.23)-(6.24)-(6.25)\) all hold with strict inequality for \(T = 0\), we may choose \(T > 0\), depending on \(\|\partial x_0\|_{H^{k-1}}\), such that they continue to hold on \([0, T]\).
Acknowledgements. LA and PA thank the Mittag-Leffler Institute for hospitality and support during the 2008 program Geometry, Analysis, and Gravitation. LA is supported in part by the NSF, contract no. DMS 0707306. The work of AR was supported by a grant from the Albert Einstein Institute. Part of this work was done while PA held a post-doc position at the Albert Einstein Institute, and during a long-term research visit at the same institution.

References

[1] Andrew Abrahams, Arlen Anderson, Yvonne Choquet-Bruhat, and Jr. York, James W., Geometrical hyperbolic systems for general relativity and gauge theories, Class. Quant. Grav. 14 (1997), A9–A22.
[2] Bobby S. Acharya and Sergei Gukov, M theory and singularities of exceptional holonomy manifolds, Phys. Rep. 392 (2004), no. 3, 121–189.
[3] Lars Andersson and Vincent Moncrief, Elliptic-hyperbolic systems and the Einstein equations, Ann. Henri Poincaré 4 (2003), no. 1, 1–34.
[4] Carlos Aragone and Alvaro Restuccia, Signal-front gravidynamics of vector fields in the ray gauge, Phys. Rev. D (3) 13 (1976), no. 2, 207–217.
[5] Joakim Arnlind, Martin Bordemann, Laurent Hofer, Jens Hoppe, and Hidehiko Shimada, Noncommutative Riemann surfaces by embeddings in $\mathbb{R}^3$, Comm. Math. Phys. 288 (2009), no. 2, 403–429.
[6] Michael Atiyah and Edward Witten, M-theory dynamics on a manifold of $G_2$ holonomy, Adv. Theor. Math. Phys. 6 (2002), no. 1, 1–106.
[7] Antonio Aurilia and Demetrios Christodoulou, Theory of strings and membranes in an external field. I. General formulation, J. Math. Phys. 20 (1979), no. 7, 1446–1452.
[8] Igor A. Batalin and Efim S. Fradkin, Operatorial quantization of dynamical systems subject to constraints. A further study of the construction, Ann. Inst. H. Poincaré Phys. Théor. 49 (1988), no. 2, 145–214.
[9] Igor A. Batalin and G. A. Vilkovisky, Quantization of gauge theories with linearly dependent generators, Phys. Rev. D (3) 28 (1983), no. 10, 2567–2582.
[10] François Bayen, Moshé Flato, Christian Fronsdal, André Lichnerowicz, and Daniel Sternheimer, Deformation theory and quantization. I. Deformations of symplectic structures, Ann. Physics 111 (1978), no. 1, 61–110.
[11] Eric A. Bergshoeff, Ergin Sezgin, and Paul K. Townsend, Supermembranes and eleven-dimensional supergravity, Phys. Lett. B 189 (1987), no. 1-2, 75–78.
[12] ______, Properties of the eleven-dimensional supermembrane theory, Ann. Physics 185 (1988), no. 2, 330–368.
[13] Martin Bordemann, Jens Hoppe, Peter Schaller, and Martin Schlichenmaier, $\text{gl}(\infty)$ and geometric quantization, Comm. Math. Phys. 138 (1991), no. 2, 209–244.
[14] Lyonell S Boulton, María Pilar García del Moral, and Alvaro Restuccia, Discreteness of the spectrum of the compactified $D = 11$ supermembrane with nontrivial winding, Nuclear Phys. B 671 (2003), no. 1-3, 343–358.
[15] Mark Claudson and Martin B. Halpern, Supersymmetric ground state wave functions, Nuclear Phys. B 250 (1985), no. 4, 689–715.
[16] Bernard de Wit, Jens Hoppe, and Hermann Nicolai, On the quantum mechanics of supermembranes, Nuclear Phys. B 305 (1988), no. 4, FS23, 545–581.
[17] Bernard de Wit, Martin Lüscher, and Hermann Nicolai, *The supermembrane is unstable*, Nuclear Phys. B 320 (1989), no. 1, 135–159.

[18] Bernard de Wit, U. Marquard, and Hermann Nicolai, *Area-preserving diffeomorphisms and supermembrane Lorentz invariance*, Comm. Math. Phys. 128 (1990), no. 1, 39–62.

[19] Paul A. M. Dirac, *Lectures on quantum mechanics*, Belfer Graduate School of Science Monographs Series, vol. 2, Belfer Graduate School of Science, New York, 1967, Second printing of the 1964 original.

[20] Hershel M Farkas and Irwin Kra, *Riemann surfaces*, second ed., Graduate Texts in Mathematics, vol. 71, Springer-Verlag, New York, 1992.

[21] Boris V. Fedosov, *A simple geometrical construction of deformation quantization*, J. Differential Geom. 40 (1994), no. 2, 213–238.

[22] Arthur E. Fischer and Jerrold E. Marsden, *The Einstein evolution equations as a first-order quasi-linear symmetric hyperbolic system. I*, Comm. Math. Phys. 28 (1972), 1–38.

[23] Yvonne Fourès-Brufat, *Théorème d’existence pour certains systèmes d’équations aux dérivées partielles non linéaires*, Acta Math. 88 (1952), 141–225.

[24] Efim S. Fradkin and G. A. Vilkovisky, *Quantization of relativistic systems with constraints*, Phys. Lett. B 55 (1975), no. 2, 224–226.

[25] María Pilar García del Moral, Luis Javier Mendez Navarro, Amilcar J. Pérez, and Alvaro Restuccia, *Intrinsic moment of inertia of membranes as bounds for the mass gap of Yang-Mills theories*, Nuclear Phys. B 765 (2007), no. 3, 287–298.

[26] Jens Hoppe, *Canonical 3+1 description of relativistic membranes*, arXiv:hep-th/9407103v2.

[27] ———, *Quantum theory of a massless relativistic surface*, Ph.D. thesis, MIT, 1982, www.aei.mpg.de/~hoppe.

[28] Jens Hoppe and Hermann Nicolai, *Relativistic minimal surfaces*, Phys. Lett. B 196 (1987), no. 4, 451–455.

[29] Jens Hoppe and Shing-Tung Yau, *Some properties of matrix harmonics on S^2*, Comm. Math. Phys. 195 (1998), no. 1, 67–77.

[30] James Isenberg and James Nester, *Canonical gravity*, General relativity and gravitation, Vol. 1, Plenum, New York, 1980, pp. 23–97.

[31] Michio Kaku, *Ghost-free formulation of quantum gravity in the light-cone gauge*, Nuclear Physics B 91 (1975), no. 1, 99 – 108.

[32] Herbert Koch, *Mixed problems for fully nonlinear hyperbolic equations*, Math. Z. 214 (1993), no. 1, 9–42.

[33] Maxim Kontsevich, *Deformation quantization of Poisson manifolds*, Lett. Math. Phys. 66 (2003), no. 3, 157–216.

[34] George Leibbrandt, *Introduction to noncovariant gauges*, Rev. Mod. Phys. 59 (1987), no. 4, 1067–1119.

[35] Peter Lesky, Jr., *Local existence for solutions of fully nonlinear wave equations*, Math. Methods Appl. Sci. 14 (1991), no. 7, 483–508.

[36] Martin Lüscher, *Some analytic results concerning the mass spectrum of Yang-Mills gauge theories on a torus*, Nuclear Phys. B 219 (1983), no. 1, 233–261.
[37] Andrew Majda, *Compressible fluid flow and systems of conservation laws in several space variables*, Applied Mathematical Sciences, vol. 53, Springer-Verlag, New York, 1984.

[38] Isbelia Martín, J. Ovalle, and Alvaro Restuccia, *Compactified D = 11 supermembranes and symplectic noncommutative gauge theories*, Phys. Rev. D (3) 64 (2001), no. 4, 046001, 6.

[39] Vladimir Maz'ya and Mikhail Shubin, *Discreteness of spectrum and positivity criteria for Schrödinger operators*, Ann. of Math. (2) 162 (2005), no. 2, 919–942.

[40] Olaf Milbredt, *The Cauchy problem for membranes*, arXiv:0807.3465v1, adopted from the author’s dissertation arXiv:0807.2539v1.

[41] Albert M. Molčanov, *On conditions for discreteness of the spectrum of self-adjoint differential equations of the second order*, Trudy Moskov. Mat. Obšč. 2 (1953), 169–199.

[42] Vincent Moncrief, *Can one ADM quantize relativistic bosonic strings and membranes?*, Gen. Relativity Gravitation 38 (2006), no. 4, 561–575.

[43] John Scherk and John H. Schwarz, *Gravitation in the light cone gauge*, General Relativity and Gravitation 6 (1975), no. 6, 537–550.

[44] Christof Schmidhuber, *D-brane actions*, Nuclear Phys. B 467 (1996), no. 1-2, 146–158.

[45] Pavao Senejanovic, *Path integral quantization of field theories with second-class constraints*, Annals of Physics 100 (1976), no. 1-2, 227–261.

[46] Jalal Shatah and Michael Struwe, *Geometric wave equations*, Courant Lecture Notes in Mathematics, vol. 2, New York University Courant Institute of Mathematical Sciences, New York, 1998.

[47] Barry Simon, *Some quantum operators with discrete spectrum but classically continuous spectrum*, Ann. Physics 146 (1983), no. 1, 209–220.

[48] Michael E. Taylor, *Partial differential equations. III*, Applied Mathematical Sciences, vol. 117, Springer-Verlag, New York, 1997, Nonlinear equations, Corrected reprint of the 1996 original.

[49] Paul K. Townsend, *D-branes from M-branes*, Phys. Lett. B 373 (1996), no. 1-3, 68–75.

(Paul T. Allen) ALBERT EINSTEIN INSTITUTE, AM MÜHLENBERG 1, 14476 POTSDAM, GERMANY AND INTERDISCIPLINARY ARTS AND SCIENCES, UNIVERSITY OF WASHINGTON - TACOMA, 1900 COMMERCE STREET, TACOMA, WA 98402, USA

E-mail address: paul.allen@aei.mpg.de

(Lars Andersson) ALBERT EINSTEIN INSTITUTE, AM MÜHLENBERG 1, 14476 POTSDAM, GERMANY

E-mail address: laan@aei.mpg.de

(Alvaro Restuccia) DEPARTMENT OF PHYSICS, SIMON BOLIVAR UNIVERSITY, CARACAS, VENEZUELA

E-mail address: arestu@usb.ve