In this supplementary material, we show the per-category breakdown comparisons in Section A, and then the qualitative results are showed in Section E. In Section B, we compare with DepthContrast [5] on the efficient ScanNet setup. In Section C, we provide more implement details. Finally, we discuss the effectiveness of image scene parser in Section D.

## A Quantitative results of per-category mIoU

We use mean IoU to validate the effectiveness of our approach on ScanNet [2] Data Efficient Benchmark in our main paper. Below, we expand the results presented in the main paper with per-category breakdown.

### Limited annotations.

Following the official configuration in the 3D Semantic label with Limited Annotations benchmark, we demonstrate the state-of-the-art results of Table 1 in the main paper. Here we show the detailed performance of each category on 20, 50, 100 and 200 labeled points per scene in Table A, Table B, Table C, and Table D respectively.

### Table A. 20-points LA

| Points | avg. | bathtub | bed | book. | cabinet | chair | counter | curtain | desk | door | floor | otherf. | picture | frige | shower | sink | sofa | table | toilet | wall | window |
|--------|------|--------|-----|-------|---------|-------|---------|---------|------|------|-------|---------|---------|--------|-------|------|------|-------|--------|------|-------|
| PointContrast | 0.550 | 0.735 | 0.676 | 0.601 | 0.475 | 0.794 | 0.288 | 0.621 | 0.376 | 0.280 | 0.934 | 0.309 | 0.379 | 0.340 | 0.515 | 0.600 | 0.422 | 0.612 | 0.738 | 0.405 |
| CSC     | 0.531 | 0.652 | 0.327 | 0.355 | 0.257 | 0.257 | 0.161 | 0.452 | 0.409 | 0.416 | 0.390 | 0.335 | 0.407 | 0.272 | 0.368 | 0.434 | 0.370 | 0.433 | 0.433 | 0.433 |
| ViewPointBN | 0.848 | 0.772 | 0.403 | 0.409 | 0.702 | 0.255 | 0.132 | 0.412 | 0.401 | 0.400 | 0.380 | 0.325 | 0.407 | 0.272 | 0.368 | 0.434 | 0.370 | 0.433 | 0.433 | 0.433 |

### Table B. 50-points LA

| Points | avg. | bathtub | bed | book. | cabinet | chair | counter | curtain | desk | door | floor | otherf. | picture | frige | shower | sink | sofa | table | toilet | wall | window |
|--------|------|--------|-----|-------|---------|-------|---------|---------|------|------|-------|---------|---------|--------|-------|------|------|-------|--------|------|-------|
| PointContrast | 0.614 | 0.844 | 0.731 | 0.691 | 0.530 | 0.707 | 0.348 | 0.488 | 0.532 | 0.362 | 0.382 | 0.534 | 0.484 | 0.326 | 0.375 | 0.508 | 0.523 | 0.787 | 0.721 | 0.536 |
| CSC     | 0.612 | 0.747 | 0.731 | 0.691 | 0.530 | 0.707 | 0.348 | 0.488 | 0.532 | 0.362 | 0.382 | 0.534 | 0.484 | 0.326 | 0.375 | 0.508 | 0.523 | 0.787 | 0.721 | 0.536 |
| ViewPointBN | 0.623 | 0.775 | 0.717 | 0.635 | 0.280 | 0.161 | 0.452 | 0.409 | 0.416 | 0.390 | 0.335 | 0.407 | 0.272 | 0.368 | 0.434 | 0.370 | 0.433 | 0.433 | 0.433 |

### Table C. 100-points LA

| Points | avg. | bathtub | bed | book. | cabinet | chair | counter | curtain | desk | door | floor | otherf. | picture | frige | shower | sink | sofa | table | toilet | wall | window |
|--------|------|--------|-----|-------|---------|-------|---------|---------|------|------|-------|---------|---------|--------|-------|------|------|-------|--------|------|-------|
| PointContrast | 0.636 | 0.775 | 0.735 | 0.708 | 0.503 | 0.698 | 0.367 | 0.517 | 0.322 | 0.246 | 0.279 | 0.198 | 0.375 | 0.572 | 0.600 | 0.405 | 0.579 | 0.547 | 0.677 | 0.546 |
| CSC     | 0.644 | 0.784 | 0.757 | 0.703 | 0.642 | 0.813 | 0.161 | 0.452 | 0.521 | 0.416 | 0.416 | 0.521 | 0.416 | 0.416 | 0.521 | 0.416 | 0.416 | 0.521 | 0.416 | 0.416 |
| ViewPointBN | 0.762 | 0.754 | 0.715 | 0.641 | 0.441 | 0.541 | 0.059 | 0.741 | 0.479 | 0.536 | 0.908 | 0.801 | 0.251 | 0.661 | 0.756 | 0.574 | 0.741 | 0.541 | 0.375 | 0.544 |

### Table D. 200-points LA

| Points | avg. | bathtub | bed | book. | cabinet | chair | counter | curtain | desk | door | floor | otherf. | picture | frige | shower | sink | sofa | table | toilet | wall | window |
|--------|------|--------|-----|-------|---------|-------|---------|---------|------|------|-------|---------|---------|--------|-------|------|------|-------|--------|------|-------|
| PointContrast | 0.653 | 0.775 | 0.752 | 0.686 | 0.327 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 |
| CSC     | 0.665 | 0.807 | 0.772 | 0.736 | 0.642 | 0.813 | 0.161 | 0.452 | 0.521 | 0.416 | 0.416 | 0.521 | 0.416 | 0.416 | 0.521 | 0.416 | 0.416 | 0.521 | 0.416 | 0.416 |
| ViewPointBN | 0.699 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 | 0.687 |
| Ours    | 0.701 | 0.775 | 0.752 | 0.686 | 0.327 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 | 0.517 |
Limited reconstruction We expand the Table 2 in our main paper and show the per-category results on 3D Semantic label with Limited Reconstructions benchmark in Table E, Table F, Table G and Table H on 1%, 5%, 10% and 20% percentage of labeled scene. When only 1% of the training data is available, all methods achieve similar performance. When 5%,10%,20% of the training data is given, we outperform the previous state-of-the-art.

B Comparison with DepthContrast [5]

We use the released code and the pre-trained weight by DepthContrast to train on the efficient ScanNet setup. We note that DepthContrast uses Minkowski while we use O-CNN as the base model, so we also run the Minkowski without pre-training for a fair comparison. We present the results of the LR setup in Table I.

Table I. Comparison our pre-training with DepthContrast [5]. The results are presented as mIoU and compared on ScanNet validation set.
Without any pre-training, Minkowski outperforms O-CNN. However, O-CNN with our pre-training can overtake Minkowski with DepthContrast pre-training in LR 5% and LR 20%, and achieve similar mIoU in LR 10%. The results show that the proposed pre-training can boost better than the previous work in the LR setup.

C Additional implement details

In semi-supervised learning, the loss of unlabeled data are weighted sum by different coefficients across downstream tasks. For object classification, the weights of mini-entropy loss and consistency loss referenced in the main paper are 0.01 and 10. For scene semantic segmentation, the weights of mini-entropy loss and consistency loss are 0.25 and 10. Among Mean-Teacher training, the weights of the teacher model were updated each training step by EMA with smoothing hyperparameter $\alpha = 0.999$, and the coefficient of consistency cost will ramp up during the first 30 epochs by a sigmoid-shaped function $e^{-5(1-x)^2}$, where $x \in [0, 1]$.

D Statistic of the pre-training pseudo-labels

We adopt DPT [3], which has been trained on the ADE20k [6] dataset, to predict the categorical probability distribution over 150 classes for all pixels. We sum the predicted probability of pixels in all images in Matterport3D [1] dataset for each class. The histogram of the summed pseudo-label probability are presented in Fig. A. The horizontal axis represents the 150 different classes in ADE20k and the vertical axis shows the log of summed probabilities, then the yellow bars are the overlap classes for ADE20k and ScanNet. As shown in Fig. A, the pseudo-labels for pre-training provide extensive knowledge beyond the target ScanNet dataset and is non-trivial to learn.

Fig. A. The histogram for the summed probability of the pre-training pseudo-label. The x-axis are the 150 different classes of a image scene parse, which is DPT in this work, well-trained on the ADE20k dataset.
E Qualitative results of data efficient on ScanNet

Under limited annotations scenario, Figs. C and D are the results of O-CNN [4] models supervised by limited ScanNet annotation. Then Fig. E shows the results of O-CNN models supervised under limited ScanNet reconstruction. We show the visual comparisons between the results of training from scratch and training with our pre-training. We use red frames to highlight the difference, where our pre-training lead to more complete shapes and consistent prediction. The visual results echo our quantitative improvement, which shows that our pre-trained models improve the generalizability for scene understanding by the 2D transferred knowledge.

Fig. B. Corresponding colors to the categories in ScanNet.

Fig. C. Qualitative results for ScanNet LA

|          | 20 | 50 | 50 | 200 |
|----------|----|----|----|-----|
| Input RGB| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) |
| Trained from scratch | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) |
| Ground-truth | ![Image](image9.png) | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| Pre-training | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) | ![Image](image16.png) |
**Fig. D.** Qualitative results for ScanNet LA

|          | 20  | 50  | 50  | 200 |
|----------|-----|-----|-----|-----|
| Input RGB| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) |
| Trained from scratch | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) |
| Ground-truth | ![Image](image9.png) | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| Pre-training | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) | ![Image](image16.png) |
|          | ![Image](image17.png) | ![Image](image18.png) | ![Image](image19.png) | ![Image](image20.png) |
| Input RGB | ![Image](image21.png) | ![Image](image22.png) | ![Image](image23.png) | ![Image](image24.png) |
| Trained from scratch | ![Image](image25.png) | ![Image](image26.png) | ![Image](image27.png) | ![Image](image28.png) |
| Ground-truth | ![Image](image29.png) | ![Image](image30.png) | ![Image](image31.png) | ![Image](image32.png) |
| Pre-training | ![Image](image33.png) | ![Image](image34.png) | ![Image](image35.png) | ![Image](image36.png) |
|          | ![Image](image37.png) | ![Image](image38.png) | ![Image](image39.png) | ![Image](image40.png) |
| Input RGB | ![Image](image41.png) | ![Image](image42.png) | ![Image](image43.png) | ![Image](image44.png) |
| Trained from scratch | ![Image](image45.png) | ![Image](image46.png) | ![Image](image47.png) | ![Image](image48.png) |
| Ground-truth | ![Image](image49.png) | ![Image](image50.png) | ![Image](image51.png) | ![Image](image52.png) |
| Pre-training | ![Image](image53.png) | ![Image](image54.png) | ![Image](image55.png) | ![Image](image56.png) |
|                          | 1%          | 5%          | 10%         | 20%         |
|--------------------------|-------------|-------------|-------------|-------------|
| Input RGB                |             |             |             |             |
| Trained from scratch     | ![image](image1.png) | ![image](image2.png) | ![image](image3.png) | ![image](image4.png) |
| Ground-truth             | ![image](image5.png) | ![image](image6.png) | ![image](image7.png) | ![image](image8.png) |
| Pre-training             | ![image](image9.png) | ![image](image10.png) | ![image](image11.png) | ![image](image12.png) |
| Input RGB                |             |             |             |             |
| Trained from scratch     | ![image](image13.png) | ![image](image14.png) | ![image](image15.png) | ![image](image16.png) |
| Ground-truth             | ![image](image17.png) | ![image](image18.png) | ![image](image19.png) | ![image](image20.png) |
| Pre-training             | ![image](image21.png) | ![image](image22.png) | ![image](image23.png) | ![image](image24.png) |
| Input RGB                |             |             |             |             |
| Trained from scratch     | ![image](image25.png) | ![image](image26.png) | ![image](image27.png) | ![image](image28.png) |
| Ground-truth             | ![image](image29.png) | ![image](image30.png) | ![image](image31.png) | ![image](image32.png) |
| Pre-training             | ![image](image33.png) | ![image](image34.png) | ![image](image35.png) | ![image](image36.png) |

**Fig. E.** Qualitative results for ScanNet LR
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