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Fock states form a ubiquitous resource for many quantum technologies such as quantum metrology. While much progress has been made in single-photon source technologies, preparing Fock states with large photon number remains challenging. We present and analyze a bootstrapped approach for non-deterministically preparing large photon-number Fock states by iteratively fusing smaller Fock states on a beamsplitter. We show that by employing state recycling we are able to exponentially improve the preparation rate over conventional schemes, allowing the efficient preparation of large Fock states. The scheme requires single-photon sources, beamsplitters, number-resolved photo-detectors, fast-feedforward, and an optical quantum memory.

I. INTRODUCTION

Fock states form a ubiquitous resource for many quantum technologies [1, 2], ranging from quantum communication and quantum cryptography, to quantum-enhanced metrology [3–7], novel interferometric protocols [8], and all-optical quantum information processing [9]. While much progress has been made in single-photon source technology, preparing large photon-number Fock states remains challenging. Large Fock states can be relatively easily prepared from single-photon Fock states using non-deterministic linear optics, or via heralded spontaneous parametric down-conversion (SPDC). However, scalability is a problem owing to the inefficient (inverse exponential) scaling of the success probability against the desired number of photons.

It is known that quantum enhanced metrology is optimal (i.e. it reaches the Heisenberg limit of phase sensitivity) when NOON states are used [10]. Creating NOON states with large photon number can be as hard as building a universal optical quantum computer, as it requires many of the same technologies, such as a quantum memory, and feedforward. Nonetheless, one needs Fock states with large photon number to first generate NOON states with large photon number for quantum enhanced metrology [3]. Thus, efficient schemes for generating Fock states with large photon number, as presented in this manuscript, are an important stepping stone for realizing optimal quantum enhanced metrology.

Here, we present and analyze a bootstrapped protocol for iteratively building up large photon-number Fock states from a resource of single photons. We show that the bootstrapped technique exponentially improves scalability compared to naive single-shot preparation techniques, allowing efficient (polynomial time) state preparation. The experimental requirements are largely the same as for universal linear optics quantum computing (LOQC) [9], which, while presently challenging, will be viable when all-optical quantum computing eventuates.

This paper is structured as follows. In Sec. II, we review the most common form of Fock state preparation — heralded spontaneous parametric down-conversion — where we condition upon detecting some number of photons in one mode, guaranteeing the same number of photons in the other. In Sec. III, we present a naive brute-force approach to preparing large Fock states via post-selected linear optics — a technique which is inefficient, requiring exponential resources in both time and resource states. In Sec. IV, we present an improved technique, based on post-selected linear optics, where larger Fock states are progressively built up by combining smaller Fock states. We also introduce a recycling protocol, which exponentially improves the efficiency of state preparation compared to the previously described schemes. In Sec. V, we discuss fusion, i.e. how does the choice for the order in which to fuse Fock states affect resource scaling? Specifically we describe our fusion protocol, speak about some analytic approximations, discuss specific fusion strategies that we implement, and talk about hybrid schemes, where, instead of beginning with a resource of single photons, we begin with a resource of larger Fock states, thereby reducing the number of operations required to prepare the larger states. In Sec. VI, we discuss the converse protocol, where we wish to reduce photon number, allowing prepared Fock states with more than the desired photon-number to be shrunk to the desired target size. In Sec. VII we provide an analysis of imper-
fections in our scheme for guidance with experimental implementations. We present all of our simulation results in Sec. VIII, where we numerically simulate the different Fock state preparation algorithms. We conclude in Sec. IX and discuss issues that require consideration in future experimental implementations, specifically inefficiencies and imperfect photon mode-overlap.

II. POST-SELECTED SPONTANEOUS PARAMETRIC DOWN-CONVERSION

Perhaps, the most trivial approach to preparing large photon-number Fock states is to employ post-selected, heralded SPDC. Here, we exploit the photon-number correlations between the signal and idler modes of the SPDC output state. That is, upon detecting \( n \) photons in one mode, we are guaranteed of having prepared exactly \( n \) photons in the other (assuming perfect detection efficiency), as shown in Fig. 1. This approach has been experimentally demonstrated for small Fock states of up to three photons [11].

![FIG. 1. Conditional preparation of an \( n \)-photon Fock state via post-selected SPDC. A non-linear crystal is pumped with a coherent state \(|\alpha\rangle\), yielding a two-mode state given by a correlated superposition in the photon-number basis. Due to the perfect photon-number correlation between the two output modes, detection of \( n \) photons in the second output mode guarantees the preparation of \( n \) photons in the first. While this works in principle for arbitrary \( n \), the success probability decreases exponentially with \( n \).](image)

An SPDC source coherently down-converts photons from a coherent pump source with amplitude \( \alpha \) into photon pairs across the signal and idler output modes via a second-order non-linear process. This evolution is given by a Hamiltonian of the form

\[
\hat{H}_{\text{SPDC}} = \chi \hat{a}^{\dagger}_{\text{pump}} \hat{a}^{\dagger}_{\text{signal}} \hat{a}^{\dagger}_{\text{idler}} + \text{h.c.,} \tag{1}
\]

where \( \chi \) is the interaction strength, which depends on the non-linear material. This yields an output state, which is a two-mode superposition in the photon-number basis,

\[
|\psi_{\text{SPDC}}\rangle = \sum_{n=0}^{\infty} |\lambda_n\rangle |n, n\rangle, \tag{2}
\]

where the photon-number distribution is given by

\[
|\lambda_n|^2 = \frac{1}{\bar{n}+1} \left( \frac{\bar{n}}{\bar{n}+1} \right)^n, \tag{3}
\]

and \( \bar{n} \) is the mean photon number, which is a function of the pump-power \( \alpha \). Evidently, there is perfect photon-number correlation between the two output modes, providing a direct approach to non-deterministically preparing Fock states of arbitrary photon number. Suppose we wish to prepare large photon-number Fock states, with a target of at least \( d \) photons. Then the probability of successful preparation is

\[
P_{\text{prep}}(d) = \sum_{n=d}^{\infty} |\lambda_n|^2 = \left( \frac{\bar{n}}{\bar{n}+1} \right)^d, \tag{4}
\]

which decreases exponentially with \( d \), and therefore, the average number of trials required until success scales exponentially with \( d \). Furthermore, in present-day laboratories, \( \bar{n} \ll 1 \) [12], making this approach unviable for large \( d \). In Fig. 2, we illustrate the preparation probability for modest values of \( d \).

![FIG. 2. The probability of preparing at least \( d \) photons in the first mode of an SPDC source with mean photon number \( \bar{n} \), by post-selecting upon measuring at least \( d \) photons in the other mode.](image)

III. SINGLE-SHOT PREPARATION VIA POST-SELECTED LINEAR OPTICS

Using only single-photon sources as a resource (either from SPDC or any other source technology), the obvious way in which to prepare large photon-number Fock states using post-selected linear optics, is to simply input single-photon states into each of the input modes of the network, and post-select upon detecting vacuum at all but one of the output modes. When this post-selection succeeds, conservation of photon number ensures that all photons exit through the unmeasured mode. This is illustrated in Fig. 3.

Let us consider an \( n \)-mode interferometer with exactly one photon at each input mode. Then the input state is of the form

\[
|\psi_{\text{in}}\rangle = |1\rangle^{\otimes n} = \hat{a}^{\dagger}_1 \ldots \hat{a}^{\dagger}_n |0\rangle^{\otimes n} = \prod_{i=1}^{n} \hat{a}^{\dagger}_i |0\rangle^{\otimes n}, \tag{5}
\]

where \( \hat{a}^{\dagger}_i \) is the photonic creation operator for the \( i^{th} \) mode.
FIG. 3. Single-shot preparation on an \( n \)-photon Fock state from \( n \) single photons. A photon is incident upon each input mode, and we post-select upon detecting vacuum in all but one of the output modes, where all \( n \) photons must have exited the remaining output mode.

Next, we apply a linear optics network, implementing the unitary map on the photonic creation operators

\[
\hat{U} \hat{a}^\dagger_i \hat{a}^\dagger_j \mapsto \sum_{j=1}^{n} U_{i,j} \hat{a}^\dagger_j,
\]

yielding

\[
|\psi_{\text{out}}\rangle = \hat{U}|\psi_{\text{in}}\rangle = \left( \prod_{i=1}^{n} \sum_{j=1}^{n} U_{i,j} \hat{a}^\dagger_j \right) |0\otimes n\rangle.
\]

Post-selecting upon all photons being present in the first mode (i.e. vacuum in all other modes), the projected state is

\[
|\psi_{\text{proj}}\rangle = \left( \prod_{i=1}^{n} U_{i,1} \hat{a}^\dagger_1 \right) |0\otimes n\rangle
= \sqrt{n!} \left( \prod_{i=1}^{n} U_{i,1} \right) |n\rangle |0\rangle \otimes (n-1),
\]

and the probability of this event occurring is

\[
P_{\text{bunch}} = n! \left( \prod_{i=1}^{n} U_{i,1} \right)^2.
\]

To improve upon the unfavorable scaling of the single-shot approach, we next consider a bootstrapped approach, where progressively larger Fock states are built up using the iterative application of a fusion operation. The fusion operation is simply a beamsplitter, fed with two Fock states with photon numbers \( m \) and \( n \), where one output mode is measured in the photon-number basis. When no photons are detected, this yields a larger Fock state of size \( m + n \). When \( s \) photons are detected we have prepared a subtracted state of size \( m + n - s \), as shown in Fig. 4.

As a simple example, consider two-photon Hong-Ou-Mandel (HOM) [13] interference. In this instance \( n = 2 \), and

\[
P_{\text{bunch}} = \frac{2!}{2^2} = \frac{1}{2},
\]

as expected, since the output state of a HOM interferometer is \(|\psi_{\text{out}}\rangle = (|2,0\rangle + |0,2\rangle)/\sqrt{2}\).

IV. BOOTSTRAPPED PREPARATION VIA POST-SELECTED LINEAR OPTICS

FIG. 4. The Fock state fusion operation. Two Fock states with \( m \) and \( n \) photons are mixed on a beamsplitter of reflectivity \( \eta \). Upon detecting \( s \) photons in the first output mode, an \( m + n - s \) photon state is prepared in the other mode.

The input state to the fusion operation is

\[
|m\rangle = |m,n\rangle = \frac{1}{\sqrt{m!n!}} (\hat{a}^\dagger)^m (\hat{b}^\dagger)^n |0,0\rangle,
\]

which is incident upon a beamsplitter of reflectivity \( \eta \), given by the biased beamsplitter unitary

\[
U_{\text{BS}} = \left( \begin{array}{cc} \eta & \sqrt{1-\eta^2} \\ \sqrt{1-\eta^2} & -\eta \end{array} \right),
\]

where local phases are irrelevant. Then the output state
In the case of the non-recycled protocol, we only accept the $s = 0$ outcome, so we eliminate the sum and keep only the $s = 0$ term.

We wish to maximize this probability such that the likelihood of state growth is maximized, so for each configuration of input Fock states $m$ and $n$, we optimize $\eta$ to maximize $P_{\text{grow}}$,

$$P_{\text{opt}}(m, n) = \max_{\eta} [P_{\text{grow}}(m, n)],$$
$$\eta_{\text{opt}}(m, n) = \arg\max_{\eta} [P_{\text{grow}}(m, n)].$$  \hspace{1cm} (19)

\section{Fusion}

Figure 5 shows the optimized beamsplitter reflectivities and growth probabilities for $1 \leq m \leq 10$ and $1 \leq n \leq 10$. Evidently, when employing recycling (i.e. accepting all outcomes $s$) the growth probability is maximized when fusing two Fock states of equal photon number, $m = n$. This suggests that the optimal strategy for performing the fusion operations is to always fuse together states of equal size. This is analogous with the cluster state literature, where Rohde & Barrett showed that the balanced strategy [16], where one preferentially bonds cluster states of equal size, is optimal for state growth. In this instance, the only probabilities of interest are $P_{\text{sub}}(s|m, m)$, and the optimized growth probability is $P_{\text{opt}}(m, m) = 1/2 \forall m$. That is, for every fusion operation between two states of equal size, the probability of growing the state is always $1/2$, which is very favorable when dealing with large photon-number states. When not employing recycling (i.e. accepting only the $s = 0$ outcomes), the growth probability is maximized when we only attempt to fuse a Fock state with the single-photon state (i.e. $m = 1$ or $n = 1$). Rohde & Barrett refer to this as the modesty strategy, since fusions involve only the smallest states.

Clearly, if we were to progressively build up a large photon-number state by repeatedly utilizing the fusion operation and requiring $s = 0$, the success probability of the protocol would decrease exponentially with the number of fusion operations. To improve on this, we borrow the concept of recycling from cluster state protocols [16–18], where when a fusion operation fails we do not throw away the state and begin from scratch, but rather store the states from failures and reuse them in future fusion operations. Intuitively, we are accepting all detection events, as opposed to only the $s = 0$ events, which one expects to improve efficiency.

\subsection{Fusion Protocol}

We begin by assuming that we have a resource of single-photon states, that come for free, i.e. these states are trivial to prepare on-demand. Next, we have a series of buckets (quantum memories) containing Fock states of different photon numbers. Let $c_n(t)$ be the number of $n$-photon states that we have in the respective bucket after the $t^{th}$ fusion operation. Since we assume that single-
FIG. 5. (a) The optimal beamsplitter reflectivity ($\eta_{\text{opt}}$) for maximizing growth probability when fusing two Fock states of photon number $m$ and $n$, accepting all outcomes $s$. (b) The associated growth probability ($P_{\text{opt}}$) for the fusion operation. (c) The optimal beamsplitter reflectivity for maximizing only the probability of the $s=0$ outcome, i.e. for the non-recycled protocol. (d) The associated success probability.

photon states come for free, we let $c_1(0) = \infty$, and initially all other buckets are empty, $c_{i>1}(0) = 0$.

We then take two Fock states from the buckets, in accordance with the employed fusion strategy, which we let be $m$ and $n$, and apply the fusion operation between them. With probability $P_{\text{sub}}(s|m,n)$ this prepares the $(m+n-s)$-photon state, which updates the buckets according to

$$
\begin{align*}
  c_m &\rightarrow c_m - 1, \\
  c_n &\rightarrow c_n - 1, \\
  c_{m+n-s} &\rightarrow \begin{cases} 
    c_{m+n-s} + 1 & \text{with recycling;} \\
    c_{m+n-s} + \delta_{s,0} & \text{without recycling.}
  \end{cases}
\end{align*}
$$

That is, we remove a state from each of the $m$- and $n$-photon buckets, and add one more state to the $m+n-s$ photon bucket. Thus, the protocol proceeds as a random walk of populations between the buckets. With recycling, we accept all events $s$, and without recycling accept only the $s=0$ outcomes. Obviously the latter case repopulates the larger photon-number buckets with lower probability, reducing the rate of state preparation.

Next, suppose we wish to prepare a resource of Fock states with photon number at least $d$. Then we are interested in the buckets

$$
\begin{align*}
  c_{\geq d} &= \sum_{j=d}^{\infty} c_j. 
\end{align*}
$$

The rate at which these states are prepared, per fusion operation, is then

$$
\begin{align*}
  r(d) &= \lim_{t \to \infty} \frac{c_{\geq d}(t)}{t},
\end{align*}
$$

where $t$ is the number of fusion operations that have been applied. We consider the $t \to \infty$ limit to establish the steady state flow dynamics of states through the buckets under the action of the random walk.

B. Analytic Approximations

For some simplified schemes, we can establish analytic results that show that the rate is improved exponentially over the single-shot case discussed in Sec. III. First we consider a non-recycled scheme, where we attempt to construct a Fock state with $d$ photons, where $d$ is a power of 2. For values of $d$ that are not a power of 2, we can simply construct a Fock state with a number that is the next largest power of 2. The rate will be unchanged, and the scaling will not be significantly affected.

As this is a non-recycled scheme we only retain successes. We therefore fuse single-photon states until we obtain 2-photon states, fuse 2-photon states until we obtain 4-photon states, and so forth, which is why we consider powers of two. As was found above (see Fig. 5), the success probability is maximized for 50/50 beam splitters when using equal photon numbers, so we use 50/50 beam splitters. To estimate the rate, we will estimate the average number of single-photon states needed to produce one $d$-photon state. Then the preparation rate of
$d$-photon Fock states per fusion operation will have scaling equal to the inverse of this number. That is because there can be no more than a factor of 2 between the number of single-photon states used and the number of fusion operations.

To show that result, consider first the ideal case where every fusion operation is successful. Then for $d$ single-photon states, there would be $d/2$ fusion operations, and $d/4$ fusion operations on the 2-photon states, and so forth. Adding them together for $d$ a power of two gives a total number of fusion operations equal to $d - 1$, or one less than the number of single-photon states. As the success rate is reduced, the number of fusion operations can only be reduced for a given number of single photons. Hence the number of fusion operations cannot be any larger than the number of single photons. For this scheme we perform fusion operations on all pairs of single photons, so the number of fusion operations must be at least half the number of single-photon states.

Now we estimate the average number of single-photon states required to produce one $d$-photon state. The expected number of attempts to fuse two $d/2$-photon states to produce the $d$-photon state will be $1/P_{\text{sub}}(0|d/2, d/2)$. This corresponds to an expected number of $d/2$-photon states of $2/P_{\text{sub}}(0|d/2, d/2)$, as there are two in each attempt. Then, the expected number of $d/4$-photon states required to produce each $d/2$-photon state is $2/P_{\text{sub}}(0|d/4, d/4)$. As a result, the expected number of $d/4$-photon states required to produce one $d$-photon state is $4/[P_{\text{sub}}(0|d/2, d/2)P_{\text{sub}}(0|d/4, d/4)]$. Continuing this reasoning, the expected number of single photons required to produce one $d$-photon state is

$$\frac{\log_2 d}{\prod_{j=1}^{\log_2 d} \frac{2}{P_{\text{sub}}(0|d/2^j, d/2^j)}}. \quad (23)$$

To estimate this expected number of photons, we can use

$$P_{\text{sub}}(0|n, n) = 2^{-\eta n} \frac{(2n)!}{(n!)^2} \sim \frac{1}{\sqrt{\pi n}}. \quad (24)$$

where the approximation is via Stirling’s formula. Using this approximation with Eq. (23) gives the expected number of single-photon states scaling as

$$2^{\log_2 d} \prod_{j=1}^{\log_2 d} \sqrt{\pi d/2^j} = d(\pi d)^{(\log_2 d)/2} - \log_2 d(\log_2 d + 1)/4$$

$$= d^{3/4 + (\log_2 \pi)/4 + (\log_2 d)/4}. \quad (25)$$

Testing this expression numerically, we find that the expected number of single photons is about 47 times this value.

As discussed above, the preparation rate of $d$-photon Fock states per fusion operation will scale as the inverse of this expression, and is therefore

$$r(d) \propto \frac{1}{d^{3/4 + (\log_2 \pi)/2 + (\log_2 d)/4}}. \quad (26)$$

There is an exponential improvement over the case with just a single interferometer and single-shot preparation. The scaling is not exponential in $d$, but it is also not polynomial in $d$, because the power is logarithmic in $d$.

For a further improvement, we can add limited recycling. Rather than just requiring zero photons to be lost at each stage, we require that the number of photons lost is no more than $n/2$ when fusing two $n$-photon states so that the probability of success is given by

$$P = \sum_{s=0}^{\text{Floor}(n/2)} P_{\text{sub}}(s|n, n), \quad (27)$$

with $\eta = 1/\sqrt{2}$. Then we find numerically that the probability of success approaches $\sim 1/3$ in the limit $n \to \infty$ as can be seen in Fig. 6. An analytic solution for this result currently eludes us so we have provided numerical evidence. It is smaller for smaller values of $n$, but because we are calculating the scaling for large $d$ we will take the probability of success to be $1/3$. Without loss of generality we can require that on success the photon number is $\lceil 3n/2 \rceil$. If the photon number is larger than that, we can reduce the photon number with the state reduction scheme described in Sec. VI. Now, in order to obtain photon number $n$, we need a number of levels scaling as $\log_3/2 d$, rather than $\log_2 d$. However, the multiplying factor for the number of repetitions at each stage is smaller.

Therefore, the number of single photons required to obtain a single $d$-photon Fock state scales as

$$6^{\log_3/2 d} = d^{\log_3/2 6} = d^{4.419 \ldots}. \quad (28)$$

Testing this expression numerically, the number of single photons required is about 47 times less. The corresponding rate for this scheme then scales as

$$r(d) \propto d^{-4.419 \ldots}. \quad (29)$$

FIG. 6. The probability of an improved recycling scheme with $\eta = 1/\sqrt{2}$, where we require that the number of photons lost is no more than $n/2$ when fusing two $n$-photon states. We see that this probability approaches $\sim 1/3$ as $n \to \infty$. 
This scaling is again an exponential improvement, and is now strictly polynomial.

C. Fusion Strategies

An analytic bound for more advanced recycling strategies is nontrivial and we instead simulate these protocols as classical Markov processes between the buckets, with transition probabilities given by the parameters $P_{\text{sub}}(s|m, n)$, and transition rules from Eq. (20).

While Fig. 5 intuitively hints that the balanced strategy may be optimal, we consider several other strategies as a comparison to provide further insight into the importance of fusion strategy. We will consider four recycling strategies in total:

- **Balanced**: Fuse the largest two available states of equal size, $m = n$. This strategy is based on the observation of Fig. 5 that fusing states of equal size maximizes the growth probability, $P_{\text{grow}}$.

- **Modesty**: Always attempt to grow our state by a single photon, by fusing the state $m$ with a single-photon state, $n = 1$.

- **Random**: Randomly choose any two available states, irrespective of their relative sizes.

- **Frugal**: Same as balanced, except that it does not attempt to fuse two equally sized states if $m = n > \lfloor d'/2 \rfloor$, where $d' \geq d$. For states of size $n > d'/2$, it instead attempts to fuse available states such that $d \leq m + n \leq d'$. This is because larger number states are costly to prepare, so it is wasteful to fuse two states with a total photon number well in excess of the target $d$.

The optimization technique for the frugal strategy is different than for the other strategies, which use $P_{\text{grow}}$. If the total input photon number $m + n \geq d$, then for each configuration of input Fock states $m$ and $n$, we optimize $\eta$ to maximize the probability of getting at least $d$ photons. Specifically, we maximize

$$\sum_{s=0}^{m+n-d} P(s|m, n).$$

If $m + n < d$, then for each configuration of input Fock states $m$ and $n$, we optimize $\eta$ to maximize the probability of increasing the maximum photon number with increasing weightings for growing the photon number larger. Specifically, we maximize

$$\sum_{s=0}^{m+n-\max(m, n)} \sum_{s=0}^{m + n - s - \max(m, n)} P(s|m, n).$$

D. Hybrid schemes

Thus far, we have considered the scenario where a free resource of single-photon states is available. Clearly, this is appropriate when our sources are true single-photon sources. However, emerging photon-source technologies, such as some quantum dot sources, have the ability to prepare small-photon-number Fock states directly. Intuitively, one expects that by starting with a resource of such larger states, by mitigating the need to nondeterministically prepare these states from single photons, we might further improve preparation rates.

This is easily accommodated for in our framework by letting $c_x = \infty$ rather than $c_1 = \infty$, where $x$ is the number of photons that can be prepared in a single shot. For example, beginning with two-photon sources, we let $c_2 = \infty$. Having made this slight adjustment to the protocol, it proceeds as usual using the appropriate fusion strategy.

VI. STATE REDUCTION

In our analysis, we have let $d$ be our target number of photons, and the state preparation rate $r(d)$ is defined to be the rate at which Fock states of size at least $d$ are prepared. For some protocols employing large Fock states, this is an appropriate definition. However, for other applications one may require states of size exactly equal to $d$. In this instance we would need a protocol by which to reduce the photon number of states larger than $d$ to have photon number exactly $d$.

This may be easily efficiently implemented using postselected linear optics. We simply impinge the prepared Fock state on an extremely low-reflectivity beamsplitter with vacuum at the other input ($n = 0$, $\eta \ll 1$). Because the beamsplitter reflectivity is low, most of the time no photons will be detected in the reflected mode. Sometimes a single photon will be detected. And with higher order probability more than one photon will be detected. By making the reflectivity sufficiently small, these higher order probabilities may be made arbitrarily low, such that with close to unit probability we detect at most one photon. When a single photon is detected we have reduced the photon number by one. We simply apply this protocol repeatedly until the desired number of photons have been subtracted, yielding the Fock state of the desired target photon number. Note that this protocol is efficient, requiring $O(s)$ beamsplitter operations on average when attempting to subtract $s$ photons.

Because the Fock states are only ever mixed with the vacuum state in the state reduction protocol, there are no mode-matching requirements, making state reduction somewhat experimentally easier to implement than state growth.
VII. EXPERIMENTAL IMPERFECTIONS

There are many experimental errors to consider in this scheme, including loss, mode-mismatch, and detector and photon source inefficiencies, among others. The accumulation of errors throughout this scheme will cause incorrect binning of Fock states, which will diminish the fidelity of the desired output state. Loss is the major experimental error that plagues this device, which can occur at any stage of the procedure. There are two distinct loss mechanisms in this scheme: firstly, loss will occur while photons are stored in the quantum memory, and secondly, loss will occur due to inefficient photodetectors during each fusion operation. Losses, in general, will produce a number of photons less than what is expected, contributing to a mixed state, which reduces the fidelity of the desired output state. For a given fusion operation in the presence of loss, if we are given \( t = m + n \) total photons, then the probability of retaining \( t \) photons and losing \( t - n \) photons may be modelled by,

\[
p_i = \nu^i (1 - \nu)^{t-i} \binom{t}{i},
\]

where \( 1 - \nu \) is the probability of losing a single photon, and \( \nu \) is the efficiency of a single instance of the fusion operation. When \( \nu \approx 1 \) then \( p_i \approx 1 - (1 - \nu)^t \). That is, in the limit of small loss, the probability of losing any photons is proportional to the number of photons. This error happens regardless of whether the loss occurs during detection or in the heralded mode, resulting in a mixture of the desired state with a state containing lower photon number. The total probability of loss for the protocol is then proportional to the average number of photons in a given fusion operation multiplied by the number of fusion operations.

Another advantage of our scheme is that Fock states have no phase and so the scheme is immune to dephasing.

VIII. RESULTS

In Fig. 7, we plot the rate of \( d \)-photon state preparation, \( r(d) \), for both the recycled and non-recycled bootstrapped protocols (Sec. IV), the single-shot protocol (Sec. III), and heralded SPDC (Sec. II).

In both bootstrapped protocols we employ the balanced fusion strategy and assume an infinite resource of single-photon states, \( c_1 = \infty \). Here the currency for resource requirements is the number of fusion (i.e. beamsplitter) operations.

In the case of the single-shot protocol, Eq. (11) gives us the rate of state preparation in units of the number of trials of the entire interferometer. To convert this to the currency of number of beamsplitters, we recognize that the interferometer shown in Fig. 3 can be most easily constructed from \( d \) beamsplitters in a linear array to progressively route every photon to the top mode. Thus, the rate of state preparation, as measured by number of beamsplitter operations, is simply given by Eq. (11) with an additional factor of \( 1/d \), yielding \( r(d) = d! / d^{d+1} \).

In the case of heralded SPDC, there is no direct conversion for resource requirements, since the SPDC protocol employs neither beamsplitters nor single photons as a resource. Rather, the currency is the number of repetitions of the SPDC source (given by the pump repetition rate). Thus, we use the number of repetitions as the resource, bearing in mind that this resource has a different interpretation than the resource usage in the other protocols. In Fig. 7, we have chosen the mean photon-number, \( \bar{n} \), such that SPDC has the same 20-photon preparation rate as the balanced bootstrapped protocol with recycling, in which case we see that \( \bar{n} \approx 1.7 \) is a threshold, above which SPDC is more efficient than the recycled bootstrapped protocol, and below which is less efficient. This regime for mean photon number is already well beyond what is typically employed in present-day experiments.

It is clear from the log plot that in all cases other than the balanced recycled protocol, the rate of state preparation decreases exponentially with \( d \). However, it is evident that recycling substantially improves the preparation rate compared to the non-recycled and single-shot approaches. For example, for 20-photon state preparation, state recycling improves the preparation rate by a
factor of $\approx 10^5$ over the single-shot protocol.

In Fig. 8, we show the recycled protocol for the various fusion strategies introduced earlier in Sec. V. From the log log plot, it is evident that the preparation rate exhibits polynomial scaling against $d$ when employing the frugal and balanced recycled strategies, as opposed to the exponential scaling of the random and modesty recycled strategies, and the single-shot, non-recycled and SPDC protocols. This represents an exponential efficiency improvement in the frugal and balanced recycled protocols. The associated scaling for the Frugal and Balanced strategies goes as $\sim 1/d^{2.8}$ and $\sim 1/d^{3.7}$ respectively, which is significantly better than the scaling in the doubling approach that led to the rate in Eq. (29).

In Fig. 9, we show the performance of hybrid schemes, where we begin with resource states of different photon numbers $x$ (i.e. $c_x = \infty$), and employ the frugal fusion strategy. Evidently, as we begin with larger starting resource states, the efficiency of the scheme improves, since now the steps that would ordinarily be required to prepare these resource states from single-photon states are mitigated.

The linear curves in the log-log plot are indicative of polynomial scaling of the preparation rate against the desired photon number — allowing experiments to efficiently (i.e. in polynomial time) prepare much larger Fock states than naive brute-force, single-shot approaches, which require exponential time in general. While some of the experimental requirements, such as quantum memory and fast-forward, are presently extremely challenging, these requirements are essentially the same as those for LOQC. Thus, when the tools for optical quantum computing become experimentally viable, all the requirements for this scheme will be in place, and new experiments requiring large photon-number Fock states will be accessible.

In our analysis, we have considered the ideal case, where the resource of single-photon states are perfect $|1\rangle$ states (or more generally $|x\rangle$ states when beginning with $x$-photon states as a resource), and the photo-detectors, beamsplitters and quantum memory have perfect efficiency. In practice, any experimental implementation will exhibit inefficiencies, which would result in output states mixed in the photon-number basis, something which future experimental implementations would need to take into account.

We have also assumed that all photons in the protocol have perfect mode-overlap. In practice, photons will always exhibit some degree of distinguishability, resulting in reduced HOM visibility. This will change the photon-number distribution at the outputs of the fusion operations, affecting the state preparation rate and photon distinguishability of the prepared states. This can be readily modelled using the mode-operator formalism. See Rohde et al. [19–22] for details on how this technique may be applied to linear optics protocols.
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