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Abstract

We revisit and strengthen splitting methods for solving doubly nonnegative, DNN, relaxations of the quadratic assignment problem, QAP. We use a modified restricted contractive splitting method, rPRSM, approach. Our strengthened bounds and new dual multiplier estimates improve on the bounds and convergence results in the literature.

1 Introduction

We revisit and strengthen splitting methods for solving doubly nonnegative, DNN, relaxations of the quadratic assignment problem, QAP. We use a modified restricted contractive Peaceman-Rachford splitting method, rPRSM, approach. We obtain strengthened bounds from improved lower and upper bounding techniques, and from strengthened dual multiplier estimates. We compare with recent results in [24]. In addition, we provide a new derivation of facial reduction, FR, and the gangster constraints, and show the strong connections between them.

The quadratic assignment problem, QAP, is one of the fundamental combinatorial optimization problems in the fields of optimization and operations research, and includes many fundamental applications. It is arguably one of the hardest of the NP-hard problems. The QAP models real-life problems such as facility location. Suppose that we are given a set of n facilities and a set of n locations. For each pair of locations (s, t) a distance $B_{st}$ is specified, and for each pair of facilities (i, j) a weight or flow $A_{i,j}$ is specified, e.g., the amount of supplies transported between the two
facilities. In addition, there is a location (building) cost $C_{is}$ for assigning a facility $i$ to a specific location $s$. The problem is to assign each facility to a distinct location with the goal of minimizing the sum over all facility-location pairs of the distances between locations multiplied by the corresponding flows between facilities, along with the sum of the location costs. Other applications include: scheduling, production, computer manufacture (VLSI design), chemistry (molecular conformation), communication, and other fields, see e.g., [13,16,20,21,29]. Moreover, many classical combinatorial optimization problems, including the traveling salesman problem, maximum clique problem, and graph partitioning problem, can all be expressed as a QAP, see e.g., [4,26]. For more information about QAP, we refer the readers to [7,25].

That the QAP (1.1) is NP-hard is given in [15]. The cardinality of the feasible set of permutation matrices $\Pi$ is $n!$ and it is known that problems typically have many local minima. Up to now, there are three main classes of methods for solving QAP. The first type is heuristic algorithms, such as genetic algorithms, e.g., [10], ant systems [14] and meta-heuristic algorithms, e.g., [3]. These methods usually have short running times and often give optimal or near-optimal solutions. However the solutions from heuristic algorithms are not reliable and the performance can vary depending on the type of problem. The second type is branch-and-bound algorithms. Although this approach gives exact solutions, it can be very time consuming and in addition requires strong bounding techniques. For example, obtaining an exact solution using the branch-and-bound method for $n = 30$ is still considered to be computationally challenging. The third type is based on semidefinite programming, SDP. Semidefinite programming is proven to have successful implementations and provides tight relaxations, see [2,33]. There are many well-developed SDP solvers based on e.g., interior point methods, e.g., [1,23,32]. However, the running time of the interior point methods do not scale well, and the SDP relaxations become very large for the QAP. In addition, adding additional polyhedral constraints such as interval constraints, can result in having $O(2n^2)$ constraints, a prohibitive number for interior point methods.

Recently, Oliveira at el., [24] use an alternating direction method of multipliers, ADMM, to solve a facially reduced, FR, SDP relaxation. The FR allows for a natural splitting of variables between the SDP cone and polyhedral constraints. The algorithm provides competitive lower and upper bounds for QAP. In this paper, we modify and improve on this work.

1.1 Background

It is known e.g., [12], that many of the QAP models, such as the facility location problem, can be formulated using the trace formulation:

$$\min_{X \in \Pi} \langle AXB - 2C, X \rangle,$$

where $A, B \in \mathbb{S}^n$ are real symmetric $n \times n$ matrices, $C$ is a real $n \times n$ matrix, $\langle \cdot, \cdot \rangle$ denotes the trace inner product, i.e., $\langle Y, X \rangle = \text{tr}(YX^T)$, and $\Pi$ denotes the set of $n \times n$ permutation matrices.

We use the following notation from [24]. We denote the matrix lifting

$$Y := \left( \begin{array}{c} 1 \\ x \end{array} \right) \in \mathbb{S}^{n^2+1}, \quad x = \text{vec}(X) \in \mathbb{R}^{n^2},$$

where $\text{vec}(X)$ is the vectorization of the matrix $X \in \mathbb{R}^{n \times n}$, columnwise. Then $Y \in \mathbb{S}_+^{n^2+1}$, the space of real symmetric positive semidefinite matrices of order $n^2+1$, and the rank, $\text{rank}(Y) = 1$. Indexing
the rows and columns of \( Y \) from 0 to \( n^2 \), we can express \( Y \) in (1.2) using a block representation as follows:

\[
Y = \begin{bmatrix} Y_{00} & \bar{y}^T \\ \bar{y} & \bar{Y} \end{bmatrix}, \quad \bar{y} = \begin{bmatrix} Y_{(10)} \\ Y_{(20)} \\ \vdots \\ Y_{(n0)} \end{bmatrix}, \quad \text{and} \quad \bar{Y} = xx^T = \begin{bmatrix} Y_{(11)} & \cdots & Y_{(1n)} \\ \vdots & \ddots & \vdots \\ Y_{(n1)} & \cdots & Y_{(nn)} \end{bmatrix},
\]

(1.3)

where

\[
\bar{Y}_{(ij)} = X_iX_j^T \in \mathbb{R}^{n \times n}, \forall i, j = 1, \ldots, n, \quad Y_{(j0)} \in \mathbb{R}^n, \forall j = 1, \ldots, n, \quad \text{and} \quad x \in \mathbb{R}^{n^2}.
\]

Let

\[
L_Q = \begin{bmatrix} 0 & -(\text{vec}(C)^T) \\ -\text{vec}(C) & B \otimes A \end{bmatrix},
\]

where \( \otimes \) denotes the Kronecker product. With the above notation and matrix lifting, we can reformulate the QAP (1.1) equivalently as

\[
p^*_\text{QAP} = \min_X \langle AXB - 2C, X \rangle = \langle L_Q, Y \rangle
\]

\[
s.t. \quad Y := \begin{bmatrix} 1 \\ x \end{bmatrix} \begin{bmatrix} 1 \\ x \end{bmatrix}^T \in S_{n^2+1}^{n^2+1} \\
X = \text{Mat}(x) \in \Pi,
\]

(1.4)

where \( \text{Mat} = \text{vec}^* \).

In [33], Zhao et al. derive an SDP relaxation as the dual of the Lagrangian relaxation of a quadratically constrained version of (1.4), i.e., the constraint that \( X \in \Pi \) is replaced by quadratic constraints, e.g.,

\[
\|Xe - e\|^2 = \|X^Te - e\|^2 = e, \quad X \circ X = X, \quad X^TX = XX^T = I,
\]

where \( \circ \) is the Hadamard product and \( e \) is the vector of all ones. After applying the so-call facial reduction technique to the SDP relaxation, the variable \( Y \) is expressed as \( \bar{Y} = \hat{V}R\hat{V}^T \), for some full column rank matrix \( \hat{V} \in \mathbb{R}^{(n^2+1) \times ((n-1)^2+1)} \) defined below in Section 2.1.2. The SDP then takes on the smaller, greatly simplified form:

\[
\min_R \langle \hat{V}^T L_Q \hat{V}, R \rangle \\
s.t. \quad \mathcal{G}_j(\hat{V}R\hat{V}^T) = u_0 \\
R \in S_{(n-1)^2+1}^{(n-1)^2+1}.
\]

(1.5)

The linear transformation \( \mathcal{G}_j(\cdot) \) is called the gangster operator as it fixes certain matrix elements of the matrix, and \( u_0 \) is the first unit vector and so all but the first element are fixed to zero. The Slater constraint qualification, strict feasibility, holds for both (1.5) and its dual, see [33, Lemma 5.1, Lemma 5.2]. We refer to [33] for details on the derivation of this facially reduced SDP.

We now provide the details for \( \hat{V} \), the gangster operator \( \mathcal{G}_j \), and the gangster index set, \( \hat{J} \).
1. Let $\hat{Y}$ be the barycenter of the set of feasible lifted $Y$ (1.3) of rank one for the SDP relaxation of (1.4). Let the matrix $\hat{V} \in \mathbb{R}^{(n^2+1) \times ((n-1)^2+1)}$ have orthonormal columns that span the range of $\hat{Y}$. Every feasible $Y$ of the SDP relaxation is contained in the minimal face, $\mathcal{F}$ of $\mathbb{S}^n_{++}$:

$$\mathcal{F} = \hat{V} \mathbb{S}^n_{++} \hat{V}^T \subseteq \mathbb{S}^n_{++}.$$ 

2. The gangster operator is the linear map $G_{\bar{J}} : \mathbb{S}^n_{++} \to \mathbb{R}^{\lvert \bar{J} \rvert}$ defined by

$$G_{\bar{J}}(Y) = Y_{\bar{J}} \in \mathbb{R}^{\lvert \bar{J} \rvert},$$

where $\bar{J}$ is a subset of (upper triangular) matrix indices of $Y$.

Remark 1.1. By abuse of notation, we also consider the gangster operator as a linear map from $\mathbb{S}^n_{++}$ to $\mathbb{S}^n_{++}$, depending on the context.

$$G_{\bar{J}} : \mathbb{S}^n_{++} \to \mathbb{S}^n_{++}, \quad [G_{\bar{J}}(Y)]_{ij} = \begin{cases} Y_{ij} & \text{if } (i,j) \in \bar{J} \text{ or } (j,i) \in \bar{J}, \\ 0 & \text{otherwise}, \end{cases}$$

Both formulations of $G_{\bar{J}}$ are used for defining a constraint which “shoots holes” in the matrix $Y$ with entries indexed using $\bar{J}$. Although the latter formulation is more explicit, it is not surjective and is not used in the implementations.

3. The gangster index set $\bar{J}$ is defined to be the union of the top left index $(00)$ with the set of indices $J$ with $i < j$ in the submatrix $\overline{Y} \in \mathbb{S}^{n^2}$ corresponding to:

(a) the off-diagonal elements in the $n$ diagonal blocks in $\overline{Y}$ in (1.3); 
(b) the diagonal elements in the off-diagonal blocks in $\overline{Y}$ in (1.3).

Many of the constraints that arise from the index set $J$ are redundant. We could remove the indices in the submatrix $\overline{Y} \in \mathbb{S}^{n^2}$ corresponding to all the diagonal positions of the last column of blocks and the additional $(k-2,k-1)$ block. In our implementations we take advantage of redundant constraints when used as constraints in the subproblems.

4. The notation $u_0$ in (1.5) denotes a vector in $\{0,1\}^{\lvert J \rvert}$ with 1 only in the first coordinate, i.e., the 0-th unit vector. Therefore (1.5) forces all the values of $\hat{V}R\hat{V}^T$ corresponding to the indices in $\bar{J}$ to be zero. It also implies that the first entry of $G_{\bar{J}}(\hat{V}R\hat{V}^T)$ is equal to 1, which reflects the fact that $Y_{00} = 1$ from (1.3). Using the alternative definition of $G_{\bar{J}}$ in (1.7), the equivalent constraint is $G_{\bar{J}}(Y) = E_{00}$ where $E_{00} \in \mathbb{S}^{n^2+1}$ is the $(0,1)$-matrix with 1 only in the $(00)$-position.

Since interior point solvers do not scale well, especially when nonnegative cuts are added to the SDP relaxation in (1.5), Oliveira et al. [24] propose using an ADMM approach. They introduce nonnegative cuts (constraints) and obtain a doubly nonnegative, DNN, model. The

\footnote{There are several ways of constructing such a matrix $\hat{V}$. One way is presented in Proposition 2.5, below.}
ADMM approach is further motivated by the natural splitting of variables that arises with facial reduction:

\[
\begin{align*}
\min_{R,Y} & \quad \langle L_Q, Y \rangle \\
\text{s.t.} & \quad G(Y) = u_0 \\
& \quad Y = \hat{V} R \hat{V}^T \\
& \quad R \succeq 0 \\
& \quad 0 \leq Y \leq 1.
\end{align*}
\]  

(1.9)

The output of ADMM is used to compute lower and upper bounds to the original QAP (1.1). For most instances in QAPLIB\(^2\), [24] obtain competitive lower and upper bounds for the QAP using ADMM. And in several instances, the relaxation and bounds provably find an optimal permutation matrix.

1.1.1 Further Notation

We let \(\mathbb{R}^n\) denote the usual Euclidean space of dimension \(n\). We use \(S^n\) to denote the space of real symmetric matrices of order \(n\). We use \(S^n_+\) (\(S^n_{++}\), resp.) to denote the cone of \(n\)-by-\(n\) positive semidefinite (definite) matrices. We write \(X \succeq 0\) if \(X \in S^n_+\) and \(X > 0\) if \(X \in S^n_{++}\). Given \(X \in \mathbb{R}^{n \times n}\), we use tr\((X)\) to denote the trace of \(X\). We use \(\circ\) to denote the Hadamard (elementwise) product. Given a matrix \(A \in \mathbb{R}^{m \times n}\), we use \(\text{range}(A)\) and \(\text{null}(A)\) to denote the range of \(A\) and the null space of \(A\), respectively.

We denote \(u_0\) to be the unit vector of appropriate dimension with 1 in the first coordinate. By abuse of notation, for \(n \geq 1\), \(e_n\) denotes the vector of all ones of dimension \(n\). \(E_n\) denotes the \(n \times n\) matrix of all ones. We omit the subscripts of \(e_n\) and \(E_n\) when the dimension is clear.

1.2 Contributions and Outline

We begin in Section 2 with the modelling and theory. We first give a new joint derivation of the so-called gangster constraints and the facial reduction procedure. We then propose a strengthened model of (1.9), by imposing a trace constraint to the variable \(R\), and use this for deriving a modified restricted contractive Peaceman-Rachford splitting method, \(rPRSM\) for solving the strengthened model. We improve lower bounds presented in [24] by utilizing the trace constraint added to the variable \(R\). We also adopt a randomized perturbation approach to improve upper bounds. In addition, we improve the running time with new dual variable updates as well as adopting additional termination conditions. Our numerical results in Section 4 show significant improvements over the previous results in [24].

2 The DNN Relaxation

In this section we present details of our doubly nonnegative, \(DNN\), relaxation of the QAP. This is related to the \(SDP\) relaxation derived in [33] and the \(DNN\) relaxation in [24]. Our approach is novel in that we see the gangster constraints and facial reduction arise naturally from the relaxation of the row and column sum constraints for \(X \in \Pi\).

\(^2\text{http://coral.ise.lehigh.edu/data-sets/qaplib/qaplib-problem-instances-and-solutions/}\)
2.1 Novel Derivation of DNN Relaxation

The SDP relaxation in [33] starts with the Lagrangian relaxation (dual) and forms the dual of this dual. Then redundant constraints are deleted. We now look at a direct approach for finding this SDP relaxation.

2.1.1 Gangster Constraints

Let $D_e$ and $Z$ be the sets of row and column sums equal one matrices, and the set of binary matrices, respectively:

\[
D_e := \{ X \in \mathbb{R}^{n \times n} : X e = e, X^T e = e \},
\]

\[
Z := \{ X \in \mathbb{R}^{n \times n} : X_{ij} \in \{0, 1\}, \forall i, j \in \{1, \ldots, n\} \}.
\]

We let $D = D_e \cap \{ X \geq 0 \}$ denote the doubly stochastic matrices. The classical Birkhoff-von Neumann Theorem [5, 31] states that the permutation matrices are the extreme points of $D$. This leads to the well-known conclusion that the set of $n$-by-$n$ permutation matrices, $\Pi$, is equal to the intersection:

\[
\Pi = D_e \cap Z. \tag{2.1}
\]

It is of interest that the representation in (2.1) leads to both the gangster constraints and facial reduction for the SDP relaxation on the lifted variable $Y$ in (1.3), and in particular on $\overline{Y}$. Not only that, but the row-sum constraints $X e = e$, along with the 0-1 constraint, expressed as $X \circ X = X$, give rise to the constraint that the diagonal elements of the off-diagonal blocks of $\overline{Y}$ are all zero; while the column-sum constraint $X^T e = e$ along with the 0-1 constraints give rise to the constraint that the off-diagonal elements of the diagonal blocks of $\overline{Y}$ are all zero. The following well-known Lemma 2.1 about complementary slackness is useful.

**Lemma 2.1.** Let $A, B \in \mathbb{S}^n$. If $A$ and $B$ have nonnegative entries, then $\langle A, B \rangle = 0 \iff A \circ B = 0$.

**Proof.** This is clear from the definitions of $A, B$. \hfill \Box

The following Lemma 2.2 and Corollary 2.3 together show how the representation of $\Pi$ in (2.1) gives rise to the gangster constraint on the lifted matrix $Y$ in (1.2). We first find (Hadamard product) exposing vectors in Lemma 2.2 for lifted zero-one vectors.

**Lemma 2.2** (exposing vectors). Let $X \in Z$ and let $x := \text{vec}(X)$. Then the following hold:

1. $X e_n = e_n \implies [(e_n e_n^T \otimes I_n) - I_{n^2}] \circ xx^T = 0$;

2. $X^T e_n = e_n \implies [(I_n \otimes e_n e_n^T) - I_{n^2}] \circ xx^T = 0$.

**Proof.** We first show Item 1. Let $X \in Z$ and $X e_n = e_n$. We note that $X \in Z \iff x \circ x - x = 0$ and $X e_n = e_n \iff I_n X e_n = e_n \iff (e_n^T \otimes I_n)x = e_n$.

We begin by multiplying both sides by $(e_n^T \otimes I)^T = e_n \otimes I$:

\[
(e_n^T \otimes I)n = e_n \]

\[
\implies (e_n \otimes I_n)(e_n^T \otimes I_n)x = (e_n \otimes I_n)e_n = e_n^2
\]

\[
\implies [(e_n \otimes I_n)(e_n^T \otimes I_n) - I_{n^2}]x = e_n^2 - x
\]

\[
\implies \text{tr} \left( [(e_n e_n^T \otimes I_n) - I_{n^2}] xx^T \right) = e_n^2 x^T - xx^T
\]

\[
\implies \text{tr} \left( ([e_n e_n^T \otimes I_n] - I_{n^2}) xx^T \right) = \text{tr}(e_n^2 x^T - xx^T).
\]
Since $x \circ x = x$, we have $\text{tr}(e_nx^Tx - xx^T) = 0$. Therefore, it holds that
\[
\text{tr} \left( [(e_n^T \otimes I_n) - I_{n^2}] xx^T \right) = 0.
\]

We note that $[(e_n^T \otimes I_n) - I_{n^2}]$ and $xx^T$ are both symmetric and nonnegative. Hence, by Lemma 2.1, we get
\[
[(e_n^T \otimes I_n) - I_{n^2}] \circ xx^T = 0.
\]

The proof for Item 2 follows by using a similar argument.

**Corollary 2.3.** Let $X \in \Pi$, and let $Y$ satisfy (1.2). Let $G_{\bar{J}}, \bar{J}$ be defined in (1.6) and (1.8). Then

1. $G_{\bar{J}}(Y) = u_0$;

2. $0 \leq Y \leq 1$, $Y \succeq 0$, rank($Y$) = 1.

**Proof.** Note that

- the matrix $(e_n^T \otimes I_n) - I_{n^2}$ has nonzero entries on the diagonal elements of the off-diagonal blocks;

- the matrix $(I_n \otimes e_n^T n) - I_{n^2}$ has nonzero entries on the off-diagonal elements of the diagonal blocks.

Therefore, Lemma 2.2, the definition of the gangster indices $\bar{J}$ in (1.8), and the structure of $Y$ in (1.2), jointly give $G_{\bar{J}}(Y) = u_0$, i.e., Item 1 holds. Item 2 follows from (2.1) and the structure of $Y$ in (1.2).

So far, we have shown that the representation $\Pi = D_e \cap Z$ gives rise to the gangster constraint and the polyhedral constraint on the variable $Y$ given in (1.9). Therefore, replacing the constraints in (1.4) by the items in Corollary 2.3, and discarding the *hard* rank-one constraint, we get the following SDP relaxation:

\[
\begin{align*}
p^*_\text{QAP} \geq & \min_Y \langle L_Q, Y \rangle \\
\text{s.t.} & \quad G_{\bar{J}}(Y) = u_0 \\
& \quad 0 \leq Y \leq 1 \\
& \quad Y \succeq 0.
\end{align*}
\]

(2.2)

2.1.2 **Facially Reduced DNN Relaxation**

Next, we explore the derivation for the facial reduction constraint $Y = \hat{V} R \hat{V}^T$ in (1.9). As for the derivation of the gangster constraint, it arises from consideration of an exposing vector. We define

\[
H := \begin{bmatrix} e_n^T \otimes I_n \\ I_n \otimes e_n \end{bmatrix} \in \mathbb{R}^{2n \times n^2},
\]

(2.3)

and

\[
K := \begin{bmatrix} -e_n^T \\ H^T \end{bmatrix} \begin{bmatrix} -e_n^2 & 0 \\ 0 & H \end{bmatrix} \in \mathbb{S}^{n^2+1}.
\]

(2.4)

We note that $H$ arises from the linear equality constraints $X e = e, X^T e = e$. The matrix $H$ in (2.3) is the well-known matrix in the linear assignment problem with rank($H$) = $2n - 1$ and the rows sum up to $2 e_n^T n$. Then rank($K$) = $2n - 1$ as well. Moreover, the following Lemma 2.4 is clear.
Lemma 2.4. Let $H$ be given in (2.3); and let
\[ X \in \mathbb{R}^{n \times n}, \quad x = \text{vec}(X), \quad Y_x = \begin{pmatrix} 1 \\ x \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix}^T. \]
Then
\[ Xe = e, \quad X^Te = e \iff Hx = e \]
\[ \iff \begin{pmatrix} 1 \\ x \end{pmatrix}^T \begin{pmatrix} -e^T \\ H^T \end{pmatrix} = 0 \]
\[ \iff \begin{pmatrix} 1 \\ x \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix}^T \begin{pmatrix} -e^T \\ H^T \end{pmatrix} \begin{pmatrix} -e^T \\ H^T \end{pmatrix}^T = 0 \]
\[ \iff \quad Y_x K = 0. \]

From Lemma 2.4, $K$ is an exposing vector for all feasible $Y$ and so for all feasible $Y$ in (2.2), see e.g., [11]. Then we can choose a full column rank $\hat{V}$ with the range equal to the nullspace of $K$ and obtain facial reduction, i.e., all feasible $Y$ for the SDP relaxation satisfy
\[ Y \in \hat{V} \mathbb{S}^{(n-1)^2+1} \hat{V}^T \leq \mathbb{S}^{n^2+1}. \]

There are clearly many choices for $\hat{V}$. We present one in Proposition 2.5 that is studied in [33]. In our work we use $\hat{V}$ that have orthonormal columns as in [24], i.e., $\hat{V}^T \hat{V} = I$.

Proposition 2.5 ([33]). Let
\[ \hat{V} = \begin{pmatrix} \frac{1}{n} e_n \otimes V_e \end{pmatrix} \in \mathbb{R}^{(n^2+1) \times ((n-1)^2+1)}, \quad \hat{V}^T \hat{V} = \begin{pmatrix} n \end{pmatrix}_{n \times (n-1)}, \]
and let $K$ be given as in (2.4). Then we have $\mathcal{R}(\hat{V}) = \mathcal{R}(K)$. \qed

Our DNN relaxation has the lifted $Y$ from (1.2) and (1.4) and the FR variable $R$ from (1.5). The relation between $R,Y$ provides the natural splitting:
\[ p^*_\text{DNN} = \min_{\text{s.t.}} \quad \langle L_Q, Y \rangle \]
\[ \bar{G}_j(Y) = u_0 \]
\[ Y = \hat{V} R \hat{V}^T \]
\[ R \succeq 0 \]
\[ 0 \leq Y \leq 1. \]

A strictly feasible $\hat{R} > 0$ for the facially reduced SDP relaxation is given in [33], based on the barycenter $\hat{Y}$ of the lifted matrices $Y$ in (1.2). Therefore, $0 < \hat{Y}_f \leq 1$ and this pair $(\hat{R}, \hat{Y})$ is strictly feasible in (2.5).

2.2 Adding Redundant Constraints

We continue in this section with some redundant constraints for the model (2.5) that are useful in the subproblems.
2.2.1 Preliminary for the Redundancies

Before we present the redundant constraints for (2.5). We first recall two linear transformations defined in [33].

**Definition 2.6** ([33, Page 80]). Let \( Y \in \mathbb{S}^{n^2+1} \) be blocked as in (1.3). We define the linear transformation \( b^0 \text{diag} (Y) : \mathbb{S}^{n^2+1} \rightarrow \mathbb{S}^n \) by the sum of the \( n \)-by-\( n \) diagonal blocks of \( Y \), i.e.,

\[
b^0 \text{diag} (Y) := \sum_{k=1}^{n} Y_{(k,k)} \in \mathbb{S}^n.
\]

We define the linear transformation \( o^0 \text{diag} (Y) : \mathbb{S}^{n^2+1} \rightarrow \mathbb{S}^n \) by the trace of the block \( \overline{Y}_{(ij)} \), i.e.,

\[
o^0 \text{diag} (Y) := \left( \text{tr} \left( \overline{Y}_{(ij)} \right) \right)_{ij} \in \mathbb{S}^n.
\]

With Definition 2.6, the following lemma can be derived from [33, Lemma 3.1].

**Lemma 2.7** ([33, Lemma 3.1]). Let \( V \) be any full column rank matrix such that \( \text{range} (V) = \text{range} (\hat{V}) \), where \( \hat{V} \) is given in Proposition 2.5. Suppose \( Y = VRV^T \) and \( \bar{G}_J(Y) = u_0 \) hold. Then the following hold:

1. The first column \( Y \) is identical with the diagonal of \( Y \).

2. \( b^0 \text{diag} (Y) = I_n \) and \( o^0 \text{diag} (Y) = I_n \).

\( \square \)

2.2.2 Adding Trace \( R \) Constraint

The following Proposition 2.8 now shows that the constraint \( \text{tr} (R) = n+1 \) in (2.6) is indeed redundant. But, as mentioned, it is not redundant when the subproblems of rPRSM are considered as independent optimization problems. We take advantage of this in the corresponding \( R \)-subproblem and the computation of the lower bound of QAP.

**Proposition 2.8.** The constraint \( \text{tr} (R) = n+1 \) is redundant in (2.8), i.e., \( Y = \hat{V}RV^T \), \( R \succeq 0 \) and \( Y \in \mathcal{Y} \) yields that \( \text{tr} (R) = n+1 \).

**Proof.** By Lemma 2.7, \( b^0 \text{diag} (Y) = I_n \) hold. Then with \( Y_{00} = 1 \), we see that \( \text{tr} (Y) = n+1 \). By cyclicity of the trace operator and \( \hat{V}^T \hat{V} = I \), we see that

\[
\text{tr} (R) = \text{tr} (R) \hat{V}^T \hat{V} = \text{tr} \left( \hat{V} RV^T \right) = \text{tr} (Y) = n+1.
\]

\( \square \)

**Remark 2.9.** Note that we could add more redundant constraints to (DNN). For example:

\[
P_D^{\text{DNN}} := \min_{R,Y} \langle L_Q, Y \rangle \quad \text{s.t.} \quad Y = \hat{V} RV^T \quad \bar{G}_J(Y) = u_0 \quad \bar{G}_J(\hat{V} RV) = u_0 \quad R \succeq 0 \quad 0 \leq Y \leq 1.
\]
We could also add redundant constraints to the sets $\mathcal{R}, \mathcal{Y}$ that are not necessarily redundant in the subproblems below, thus strengthening the splitting approach. For example, we could use the so-called arrow $b^0 \text{diag} o^0 \text{diag}$ constraints that are defined and shown redundant in [33]. Moreover, from Item 2 of Lemma 2.7, $\text{Mat} \left( \text{diag}(\overline{\mathcal{Y}}) \right)$ is doubly stochastic for a feasible $\mathcal{Y}$ to the model (2.5), where $\text{Mat}$ is the adjoint of the $\text{vec}$ operator. Hence one may include an additional redundant constraint to the model (2.5). Moreover, we could strengthen the relaxation by restricting each row/column (ignoring the first row/column) to be a multiple of a vectorized doubly stochastic matrix.

### 2.3 Optimality Conditions for Main Model

We now derive the main splitting model. We define the cone and polyhedral constraints, respectively, as

$$\mathcal{R} := \left\{ R \in S^{(n-1)^2+1} : R \succeq 0, \ \text{tr}(R) = n + 1 \right\},$$

and

$$\mathcal{Y} := \left\{ Y \in S^{n^2+1} : G_J(Y) = u_0, \ 0 \leq Y \leq 1 \right\}.$$

Replacing the constraints in (2.5) with (2.6) and (2.7), we obtain the following DNN relaxation that we solve using rPRSM:

$$p^*_\text{DNN} := \min_{R,Y} \langle L_Q, Y \rangle$$

subject to

$$Y = \hat{V} \text{vec}(R), \quad R \in \mathcal{R}, \quad Y \in \mathcal{Y}. \tag{2.8}$$

The Lagrangian function of model (2.8) is:

$$\mathcal{L}(R,Y,Z) = \langle L_Q, Y \rangle + \langle Z, Y - \hat{V} \text{vec}(R) \rangle.$$

The first order optimality conditions for the model (2.8) are:

$$0 \in -\hat{V}^T Z \hat{V} + \mathcal{N}_R(R), \quad \text{(dual } R \text{ feasibility)} \tag{2.9a}$$

$$0 \in L_Q + Z + \mathcal{N}_Y(Y), \quad \text{(dual } Y \text{ feasibility)} \tag{2.9b}$$

$$Y = \hat{V} \text{vec}(R), \quad R \in \mathcal{R}, \ Y \in \mathcal{Y}, \quad \text{(primal feasibility)} \tag{2.9c}$$

where the set $\mathcal{N}_R(R)$ (resp. $\mathcal{N}_Y(Y)$) is the normal cone to the set $\mathcal{R}$ (resp. $\mathcal{Y}$) at $R$ (resp. $Y$).

By the definition of the normal cone, we can easily obtain the following Proposition 2.10.

**Proposition 2.10** (characterization of optimality for (2.8)). *The primal-dual $R,Y,Z$ are optimal for (2.8) if, and only if, (2.9) holds if, and only if,*

$$R = \mathcal{P}_R(R + \hat{V}^T Z \hat{V}) \tag{2.10a}$$

$$Y = \mathcal{P}_Y(Y - L_Q - Z) \tag{2.10b}$$

$$Y = \hat{V} \text{vec}(R). \tag{2.10c}$$
We use (2.10) as one of the stopping criteria of the \texttt{rPRSM} in our numerical experiments.

As in all optimization, the dual multiplier, here \( Z \), is essential in finding an optimal solution. We now present properties on \( Z \) that are exploited in our algorithm in Section 3. Theorem 2.11 shows that there exists a dual multiplier \( Z \in S^{n^2+1} \) of the model (2.8) that, except for the (0,0)-th entry, has a known diagonal, first column and first row. This allows for faster convergence in the algorithm in Section 3.

**Theorem 2.11.** Let \((R^*, Y^*)\) be an optimal pair for (2.8), and let
\[
Z_A := \left\{ Z \in S^{n^2+1} : Z_{i,i} = -(L_Q)_{i,i}, \ Z_{i,0} = Z_{0,i} = -(L_Q)_{0,i}, \ i = 1, \ldots, n^2 \right\}.
\]
Then there exists \( Z^* \in Z_A \) such that \((R^*, Y^*, Z^*)\) solves (2.9).

**Proof.** We define \( \mathcal{Y}_A := \left\{ Y \in S^{n^2+1} : G_J(Y) = E_{00}, \ 0 \leq E_A \circ Y \leq 1 \right\} \), where \( E_A = \begin{bmatrix} 1 & 0 \\ 0 & E_{n^2-I_{n^2}} \end{bmatrix} \).

Namely, \( \mathcal{Y}_A \) consists of the elements of \( \mathcal{Y} \) after removing the polyhedral constraints on the diagonal and the first row and column. Consider the following problem:
\[
\min_{R,Y} \{ \langle L_Q, Y \rangle : Y = \hat{V} R \hat{V}^T, \ R \in \mathcal{R}, \ Y \in \mathcal{Y}_A \}. \quad (2.11)
\]

Clearly, every feasible solution of (2.8) is feasible for (2.11). Consider a feasible pair \((R, Y)\) to (2.11). By Item 2 of Lemma 2.7 and the positive semidefiniteness of \( Y = \hat{V} R \hat{V}^T \), the elements of the diagonal of \( Y \) are in the interval \([0,1]\). In addition, by Item 1 of Lemma 2.7, the elements of the first row and column of \( Y \) are also in the interval \([0,1]\). Thus we conclude that \( Y \in \mathcal{Y} \) and (2.8) and (2.11) are equivalent.

Let \((R^*, Y^*)\) be a pair of optimal solution to (2.11). Hence, there exists a \( Z^* \) that satisfies the following characterization of optimality:
\[
\begin{align*}
0 & \in -\hat{V}^T Z^* \hat{V} + \mathcal{N}_R(R^*), \quad (2.12a) \\
0 & \in L_Q + Z^* + \mathcal{N}_{\mathcal{Y}_A}(Y^*), \quad (2.12b) \\
Y^* & = \hat{V} R^* \hat{V}^T, \quad R^* \in \mathcal{R}, \ Y^* \in \mathcal{Y}_A. \quad (2.12c)
\end{align*}
\]

By the definition of the normal cone, we have
\[
0 \in L_Q + Z^* + \mathcal{N}_{\mathcal{Y}_A}(Y^*) \iff \langle Y - Y^*, L_Q + Z^* \rangle \geq 0, \ \forall Y \in \mathcal{Y}_A.
\]

Since the diagonal and the first column and row of \( Y \in \mathcal{Y}_A \) except for the first element are unconstrained, we see that
\[
(E_{n^2+1} - E_A) \circ (Z^* + L_Q) = 0,
\]
which implies that
\[
Z_{ii} = -(L_Q)_{i,i}, \ Z_{i,0} = Z_{0,i} = -(L_Q)_{0,i}, \ i = 1, \ldots, n^2, \ \text{i.e.,} \ Z^* \in Z_A.
\]

In order to complete the proof, it suffices to show that the triple \((R^*, Y^*, Z^*)\) also solves (2.9). We note that (2.12a) and (2.12c) imply that (2.9a) and (2.9c) hold with \((R^*, Y^*, Z^*)\) in the place of \((R, Y, Z)\). In addition, since \( Y^* \in \mathcal{Y} \subseteq \mathcal{Y}_A \), we see that \( \mathcal{N}_{\mathcal{Y}_A}(Y^*) \subseteq \mathcal{N}_{\mathcal{Y}}(Y^*) \). This together with (2.12b) shows that (2.9b) holds with \((Y^*, Z^*)\) in the place of \((Y, Z)\). Thus, we have shown that \((R^*, Y^*, Z^*)\) also solves (2.9). \(\square\)
3 The rPRSM Algorithm

We now present the details of a modification of the so-called restricted contractive Peaceman-Rachford splitting method, PRSM, or symmetric ADMM, e.g., [19,22]. Our modification involves redundant constraints on subproblems as well as on the update of dual variables.

3.1 Outline and Convergence for rPRSM

The augmented Lagrangian function for (2.8) with Lagrange multiplier $Z$ is:

$$L_A(R,Y,Z) = \langle L_Q,Y \rangle + \langle Z,Y - \hat{V} \hat{R}^T \rangle + \frac{\beta}{2} \|Y - \hat{V} \hat{R}^T\|_F^2,$$  (3.1)

where $\beta$ is a positive penalty parameter.

Define $Z_0 := \{Z \in S^{n^2+1} : Z_{i,i} = 0, Z_{0,i} = Z_{i,0} = 0, i = 1, \ldots, n^2\}$ and let $P_{Z_0}$ be the projection onto the set $Z_0$. Our proposed algorithm reads as follows:

Algorithm 3.1 rPRSM for DNN in (2.8)

\begin{itemize}
  \item Initialize: $L_A$ augmented Lagrangian in (3.1); $\gamma \in (0,1)$, under-relaxation parameter; $\beta \in (0,\infty)$, penalty parameter; $R,Y$ from (2.6); $Y^0$; and $Z^0 \in Z_A$;
  \item while tolerances not met do
    \begin{itemize}
      \item $R^{k+1} = \text{argmin}_{R \in \mathcal{R}} L_A(R,Y^k,Z^k)$
      \item $Z^{k+\frac{1}{2}} = Z^k + \gamma \beta \cdot P_{Z_0} \left( Y^k - \hat{V} R^{k+1} \hat{V}^T \right)$
      \item $Y^{k+1} = \text{argmin}_{Y \in \mathcal{Y}} L_A(R^{k+1},Y,Z^{k+\frac{1}{2}})$
      \item $Z^{k+1} = Z^{k+\frac{1}{2}} + \gamma \beta \cdot P_{Z_0} \left( Y^{k+1} - \hat{V} R^{k+1} \hat{V}^T \right)$
    \end{itemize}
  \end{itemize}

Remark 3.1. Algorithm 3.1 can be summarized as follows: alternate minimization of variables $R$ and $Y$ interlaced by the dual variable $Z$ update. Before discussing the convergence of Algorithm 3.1, we point out the following. The $R$-update and the $Y$-update in Algorithm 3.1 are well-defined, i.e., the subproblems involved have unique solutions. This follows from the strong convexity of $L_A$ with respect to $R,Y$ and the convexity and compactness of the sets $\mathcal{R}$ and $\mathcal{Y}$. We also note that, in Algorithm 3.1, we update the dual variable $Z$ both after the $R$-update and the $Y$-update.

This pattern of update in our Algorithm 3.1 is closely related to the strictly contractive Peaceman-Rachford splitting method, PRSM; see e.g., [19,22]. Indeed, we show in Theorem 3.2 below, that our algorithm can be viewed as a version of semi-proximal strictly contractive PRSM, see e.g., [18,22], applied to (3.2). Hence, the convergence of our algorithm can be deduced from the general convergence theory of semi-proximal strictly contractive PRSM.

Theorem 3.2. Let $\{R^k\}, \{Y^k\}, \{Z^k\}$ be the sequences generated by Algorithm 3.1. Then the sequence $\{(R^k,Y^k)\}$ converges to a primal optimal pair $(R^*,Y^*)$ of (2.8), and $\{Z^k\}$ converges to an optimal dual solution $Z^* \in Z_A$.

Proof. The proof is divided into two steps. In the first step, we consider the convergence of the semi-proximal restricted contractive PRSM in [18,22] applied to the following problem (3.2), where
$\mathcal{P}_{Z_0}$ is the projection onto the orthogonal complement of $Z_0$, i.e., $\mathcal{P}_{Z_0} = I - \mathcal{P}_{Z_0}$:

$$
\begin{align*}
\min_{R,Y} & \quad \langle L_Q, \mathcal{P}_{Z_0}(Y) + \mathcal{P}_{Z_0}(VRVT) \rangle \\
\text{s.t.} & \quad \mathcal{P}_{Z_0}(Y) = \mathcal{P}_{Z_0}(\hat{V}RV^T) \\
& \quad R \in \mathcal{R} \\
& \quad Y \in \mathcal{Y}.
\end{align*}
$$

(3.2)

We show that the sequence generated by the semi-proximal restricted contractive PRSM in [18, 22] converges to a Karush-Kuhn-Tucker, KKT point of (2.8). In the second step, we show that the sequence generated by Algorithm 3.1 is identical with the sequence generated by the semi-proximal restricted contractive PRSM applied to (3.2).

**Step 1:** We apply the semi-proximal strictly contractive PRSM given in [18, 22] to (3.2). Let $(\hat{R}^0, \hat{Y}^0, \hat{Z}^0) := (R^0, Y^0, Z^0)$, where $R^0$ and $Y^0$ are chosen to satisfy (2.8) and $Z^0 \in \mathcal{Z}_A$. Consider the following update:

$$
\begin{align*}
\hat{R}^{k+1} &= \arg\min_{R \in \mathcal{R}} \langle L_Q, \mathcal{P}_{Z_0}(\hat{V}RV^T) \rangle - \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(\hat{Y}^k - \hat{V}RV^T) \right\|_F^2 + \frac{\gamma}{2} \left\| \mathcal{P}_{Z_0}(\hat{V}RV^T - \hat{V}\hat{R}^{k+1}V^T) \right\|_F^2, \\
\hat{Z}^{k+\frac{1}{2}} &= \hat{Z}^k + \gamma \beta \mathcal{P}_{Z_0}(\hat{Y}^k - \hat{V}\hat{R}^{k+1}V^T), \\
\hat{Y}^{k+1} &= \arg\min_{Y \in \mathcal{Y}} \langle L_Q, \mathcal{P}_{Z_0}(Y) \rangle + \langle \hat{Z}^{k+\frac{1}{2}}, \mathcal{P}_{Z_0}(Y) \rangle + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(Y - \hat{V}\hat{R}^{k+1}V^T) \right\|_F^2, \\
\hat{Z}^{k+1} &= \hat{Z}^{k+\frac{1}{2}} + \gamma \beta \mathcal{P}_{Z_0}(\hat{Y}^{k+1} - \hat{V}\hat{R}^{k+1}V^T),
\end{align*}
$$

(3.3)

where $\gamma \in (0, 1)$ is an under-relaxation parameter. Note that the $R$-update in (3.3) is well-defined because the subproblem involved is a strongly convex problem. By completing the square in the $Y$-subproblem, we have that

$$
\hat{Y}^{k+1} \in \arg\min_{Y \in \mathcal{Y}} \left\| \mathcal{P}_{Z_0}(Y) - \mathcal{P}_{Z_0}(\hat{V}\hat{R}^{k+1}V^T) - \frac{1}{\beta}(L_Q + \hat{Z}^{k+\frac{1}{2}}) \right\|_F^2.
$$

We note that $\mathcal{P}_{Z_0}(\hat{Y}^{k+1})$ is uniquely determined with

$$
\mathcal{P}_{Z_0}(\hat{Y}^{k+1}) = \mathcal{P}_{Z_0}(\hat{V}\hat{R}^{k+1}V^T) - \frac{1}{\beta}(L_Q + \hat{Z}^{k+\frac{1}{2}}),
$$

while $\mathcal{P}_{Z_0}(\hat{Y}^{k+1})$ can be chosen to be

$$
\mathcal{P}_{Z_0}(\hat{Y}^{k+1}) = \mathcal{P}_{Z_0}(\hat{V}\hat{R}^{k+1}V^T), \quad \forall k \geq 0.
$$

(3.4)

Finally, one can also deduce by induction that $\hat{Z}^k \in \mathcal{Z}_A$, for all $k$, since $Z^0 \in \mathcal{Z}_A$. From the general convergence theory of semi-proximal strictly contractive PRSM given in [18, 22], we have

$$
\left( \hat{R}^k, \hat{Y}^k, \hat{Z}^k \right) \to \left( R^*, Y^*, Z^* \right) \in \mathcal{R} \times \mathcal{Y} \times \mathcal{Z}_A,
$$

where the convergence of $\{\hat{R}^k\}$ follows from the injectivity of the map $R \mapsto \hat{V}RV^T$. Thus, the triple $(R^*, Y^*, Z^*)$ solves the optimality condition for (3.2), i.e.,

$$
\begin{align*}
0 &\in \hat{V}^T \mathcal{P}_{Z_0}(L_Q)\hat{V} - \hat{V}^T \mathcal{P}_{Z_0}(Z^*)\hat{V} + \mathcal{N}_R(R^*) \tag{3.5a} \\
0 &\in \mathcal{P}_{Z_0}(L_Q) + \mathcal{P}_{Z_0}(Z^*) + \mathcal{N}_Y(Y^*) \tag{3.5b} \\
\mathcal{P}_{Z_0}(Y^*) &\in \mathcal{P}_{Z_0}(\hat{V}R^*\hat{V}^T) \tag{3.5c}
\end{align*}
$$
Since we update $\mathcal{P}_{Z_0}(\bar{Y}^k)$ by (3.4), we also have that
\[ \mathcal{P}_{Z_0}(Y^*) = \mathcal{P}_{Z_0}(\bar{V}R^\star\bar{V}^T). \] (3.6)

Next we show that the triple $(R^\star, Y^\star, Z^\star)$ is also a KKT point of model (2.8). Firstly, It follows from (3.5c) and (3.6) that
\[ Y^\star = \bar{V}R^\star\bar{V}^T. \]

Secondly, we can deduce from (3.5a), (3.5b) and $Z^\star \in \mathcal{Z}_A$ that
\[ 0 \in -\bar{V}^TZ^\star\bar{V} + \mathcal{N}_R(R^\star) \quad \text{and} \quad 0 \in L_Q + Z^\star + \mathcal{N}_Y(Y^\star). \]

Hence, we have shown that the sequence generated by (3.3) and (3.4), converges to a KKT point of the model (2.8).

**Step 2:** We now claim that the sequence $\{(\tilde{R}^k, \tilde{Z}^{k-\frac{1}{2}}, \tilde{Y}^k, \tilde{Z}^k)\}$ generated by (3.3) and (3.4), starting from $(\tilde{R}^0, \tilde{Y}^0, \tilde{Z}^0) := (R^0, Y^0, Z^0)$, is identical to the sequence $\{(R^k, Z^{k-\frac{1}{2}}, Y^k, Z^k)\}$ given by Algorithm 3.1. We prove this by induction. First, we clearly have $(\tilde{R}^0, \tilde{Y}^0, \tilde{Z}^0) = (R^0, Y^0, Z^0)$ by the definition. Suppose that $(\tilde{R}^k, \tilde{Y}^k, \tilde{Z}^k) = (R^k, Y^k, Z^k)$ for some $k \geq 0$. Since $\tilde{Z}^k \in \mathcal{Z}_A$ and (3.4) holds, we can rewrite the $R$-subproblem in (3.3) as follows:

\[
\begin{align*}
\arg\min_{R \in \mathcal{R}} (L_Q, \mathcal{P}_{Z_0}(\bar{V}R^T)) &- (\tilde{Z}^k, \mathcal{P}_{Z_0}(\bar{V}R^T)) + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(\tilde{Y}^k - \tilde{V}R^T) \right\|_F^2 + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(\tilde{V}R^k\tilde{V}^T - \tilde{V}R^T) \right\|_F^2 \\
&= \arg\min_{R \in \mathcal{R}} (L_Q, \mathcal{P}_{Z_0}(\tilde{Z}^k), \tilde{V}R^T) + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(\tilde{Y}^k - \tilde{V}R^T) \right\|_F^2 + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(\tilde{V}R^k\tilde{V}^T - \tilde{V}R^T) \right\|_F^2 \\
&= \arg\min_{R \in \mathcal{R}} (L_Q, \mathcal{P}_{Z_0}(\tilde{Z}^k)) - \mathcal{P}_{Z_0}(\tilde{Z}^k), \tilde{V}R^T) + \frac{\beta}{2} \left\| \tilde{Y}^k - \tilde{V}R^T \right\|_F^2, \\
\end{align*}
\]

where the second “$=$” is due to $\tilde{Z}^k \in \mathcal{Z}_A$ and (3.4). The above is equivalent to the $R$-subproblem in Algorithm 3.1, since $\tilde{Z}^k = Z^k$ and $\tilde{Y}^k = Y^k$ by the induction hypothesis. This shows that $\tilde{R}^{k+1} = R^{k+1}$ and it follows that $\tilde{Z}^{k+\frac{1}{2}} = Z^{k+\frac{1}{2}}$. Since $Z^{k+\frac{1}{2}} \in \mathcal{Z}_A$, we can rewrite the $Y$-subproblem in Algorithm 3.1 as

\[
\begin{align*}
\arg\min_{Y \in \mathcal{Y}} (L_Q + Z^{k+\frac{1}{2}}, Y) + \frac{\beta}{2} \left\| (Y - \tilde{V}R^{k+1}\tilde{V}^T) \right\|_F^2 \\
&= \arg\min_{Y \in \mathcal{Y}} (L_Q + Z^{k+\frac{1}{2}}, Y) + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(Y - \tilde{V}R^{k+1}\tilde{V}^T) \right\|_F^2 + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(y - \tilde{V}R^{k+1}\tilde{V}^T) \right\|_F^2 \\
&= \arg\min_{Y \in \mathcal{Y}} (L_Q, \mathcal{P}_{Z_0}(Y)) + (Z^{k+\frac{1}{2}}, \mathcal{P}_{Z_0}(Y)) + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(Y - \tilde{V}R^{k+1}\tilde{V}^T) \right\|_F^2 + \frac{\beta}{2} \left\| \mathcal{P}_{Z_0}(y - \tilde{V}R^{k+1}\tilde{V}^T) \right\|_F^2, \\
\end{align*}
\]

where the first “$=$” is due to $Z^{k+\frac{1}{2}} \in \mathcal{Z}_A$. Hence, with $\tilde{R}^{k+1} = R^{k+1}$ and $\tilde{Z}^{k+\frac{1}{2}} = Z^{k+\frac{1}{2}}$, we have that the above subproblem generates $\hat{y}^{k+1}$ defined in (3.3) and (3.4). Thus we have $\hat{y}^{k+1} = Y^{k+1}$ and it follows that $\tilde{Z}^{k+1} = Z^{k+1}$ holds. This completes the proof for $\{(R^k, Y^k, Z^k)\}_{k \in \mathbb{N}} \equiv \{(\tilde{R}^k, \tilde{Y}^k, \tilde{Z}^k)\}_{k \in \mathbb{N}}$, and the alleged convergence behavior of $\{(R^k, Y^k, Z^k)\}$ follows from that of $\{(\tilde{R}^k, \tilde{Y}^k, \tilde{Z}^k)\}$.

\[ \square \]

**3.2 Implementation details**

Note that the explicit $Z$-updates in Algorithm 3.1 is simple and easy. We now show that we have explicit expressions for $R$-updates and $Y$-updates as well.
3.2.1 $R$-subproblem

In this section we present the formula for solving the $R$-subproblem in Algorithm 3.1. We define $\mathcal{P}_R(W)$ to be the projection of $W$ onto the compact set $\mathcal{R}$, where $\mathcal{R} := \{ R \in S_{+}^{(n-1)^2+1} : \text{tr}(R) = n+1 \}$.

By completing the square at the current iterates $Y^k, Z^k$, the $R$-subproblem can be explicitly solved by the projection operator $\mathcal{P}_R$ as follows:

$$R^{k+1} = \arg\min_{R \in \mathcal{R}} -\langle Z^k, \hat{V} R \hat{V}^T \rangle + \frac{\beta}{2} \| Y^k - \hat{V} R \hat{V}^T \|_F^2$$

$$= \arg\min_{R \in \mathcal{R}} \frac{\beta}{2} \| Y^k - \hat{V} R \hat{V}^T + \frac{1}{\beta} Z^k \|_F^2$$

$$= \arg\min_{R \in \mathcal{R}} \frac{\beta}{2} \| R - \hat{V}^T (Y^k + \frac{1}{\beta} Z^k) \hat{V} \|_F^2$$

$$= \mathcal{P}_R(\hat{V}^T (Y^k + \frac{1}{\beta} Z^k) \hat{V})$$

where the third equality follows from the assumption $\hat{V}^T \hat{V} = I$.

For a given symmetric matrix $W \in S_{+}^{(n-1)^2+1}$, we now show how to perform the projection $\mathcal{P}_R(W)$. Using the eigenvalue decomposition $W = U \Lambda U^T$, we have

$$\mathcal{P}_R(W) = U \text{Diag}(\mathcal{P}_\Delta(\text{diag}(\Lambda))) U^T,$$

where $\mathcal{P}_\Delta(\text{diag}(\Lambda))$ denotes the projection of $\text{diag}(\Lambda)$ onto the simplex

$$\Delta = \{ \lambda \in \mathbb{R}_{+}^{(n-1)^2+1} : \lambda^T e = n+1 \}.$$ 

Projections onto simplices can be performed efficiently via some standard root-finding strategies; see, for example [8, 30]. Therefore the $R$-updates reduce to the projection of the vector of the positive eigenvalues of $\hat{V}^T (Y^k + \frac{1}{\beta} Z^k) \hat{V}$ onto the simplex $\Delta$.

3.2.2 $Y$-subproblem

In this section we present the formula for solving the $Y$-subproblem in Algorithm 3.1. By completing the square at the current iterates $R^{k+1}, Z^{k+\frac{1}{2}}$, we get

$$Y^{k+1} = \arg\min_{Y \in \mathcal{Y}} \langle L_Q, Y \rangle + \langle Z^{k+\frac{1}{2}}, Y - \hat{V} R^{k+1} \hat{V}^T \rangle + \frac{\beta}{2} \| Y - \hat{V} R^{k+1} \hat{V}^T \|_F^2$$

$$= \arg\min_{Y \in \mathcal{Y}} \frac{\beta}{2} \| Y - \left( \hat{V} R^{k+1} \hat{V}^T - \frac{1}{\beta} (L_Q + Z^{k+\frac{1}{2}}) \right) \|_F^2.$$

Hence the $Y$-subproblem involves the projection onto the polyhedral set

$$\mathcal{Y} := \{ Y \in S_{+}^{n^2+1} : \mathcal{G}_f(Y) = u_0, 0 \leq Y \leq 1 \}.$$

Let $T := \left( \hat{V} R^{k+1} \hat{V}^T - \frac{1}{\beta} (L_Q + Z^{k+\frac{1}{2}}) \right)$. Then we update $Y^{k+1}$ as follows:

$$(Y^{k+1})_{ij} = \begin{cases} 1 & \text{if } i = j = 0, \\ 0 & \text{if } i j \text{ or } j i \in J/(00), \\ \min \{ \max \{ (\hat{V} R^{k+1} \hat{V}^T)_{ij}, 0 \} \} & \text{if } i = j \neq 0 \text{ or } i j = 0 \neq i + j, \\ \min \{ 1, \max \{ T_{ij}, 0 \} \} & \text{otherwise}. \end{cases}$$
3.3 Bounding

In this section we present some strategies for obtaining lower and upper bounds for \( p_{\text{QAP}}^* \).

3.3.1 Lower Bound from Relaxation

Exact solutions of the relaxation (2.8) provide lower bounds to the original QAP (1.1). However, the size of problem (2.8) can be extremely large, and it could be very expensive to obtain solutions of high accuracy. In this section we present an inexpensive way to obtain a valid lower bound using the output with moderate accuracy from our algorithm.

Our approach is based on the following functional

\[
g(Z) := \min_{Y \in \mathcal{Y}} \langle LQ + Z, Y \rangle - (n + 1)\lambda_{\text{max}}(\hat{V}^T \hat{V}),
\]

where \( \lambda_{\text{max}}(\hat{V}^T \hat{V}) \) denotes the largest eigenvalue of \( \hat{V}^T \hat{V} \).

In Theorem 3.3 below, we show that \( \max_Z g(Z) \) is indeed the Lagrange dual problem of our main problem (2.8).

**Theorem 3.3.** Let \( g \) be the functional defined in (3.7). Then the problem

\[
d^*_Z := \max_Z g(Z)
\]

is a concave maximization problem. Furthermore, strong duality holds for the problem (2.8) and (3.8), i.e.,

\[ p_{\text{DNN}}^* = d^*_Z, \text{ and } d^*_Z \text{ is attained.} \]

**Proof.** Note that the function \( \hat{V}^T \hat{V} \) is linear in \( Z \). Therefore the largest eigenvalue function \( \lambda_{\text{max}}(\hat{V}^T \hat{V}) \) is a convex function of \( Z \). Thus the function

\[
\langle LQ + Z, Y \rangle - (n + 1)\lambda_{\text{max}}(\hat{V}^T \hat{V})
\]

is concave in \( Z \). The concavity of \( g \) is now clear.

We derive (3.8) via the Lagrange dual problem of (2.8):

\[
p_{\text{DNN}}^* = \min_{R \in \mathcal{R}, Y \in \mathcal{Y}} \max_Z \left\{ \langle LQ, Y \rangle + \langle Z, Y - \hat{V} R \hat{V}^T \rangle \right\} \\
= \max_Z \left\{ \min_{Y \in \mathcal{Y}} \left\{ \langle LQ, Y \rangle + \langle Z, Y - \hat{V} R \hat{V}^T \rangle \right\} \right\}
\]

(3.9a)

\[
= \max_Z \left\{ \min_{Y \in \mathcal{Y}} \left\{ \langle LQ, Y \rangle + \langle Z, Y \rangle \right\} + \min_{R \in \mathcal{R}} \langle Z, -\hat{V} R \hat{V}^T \rangle \right\}
\]

(3.9b)

\[
= \max_Z \left\{ \min_{Y \in \mathcal{Y}} \langle LQ + Z, Y \rangle - (n + 1)\lambda_{\text{max}}(\hat{V}^T \hat{V}) \right\}
\]

where:
1. That (3.9a) follows from [28, Corollary 28.2.2, Theorem 28.4] and the fact that (2.8) has
   generalized Slater points, see [33].

2. That (3.9b) follows from the definition of \( R \) and the Rayleigh Principle.

We see from [28, Corollary 28.2.2, Corollary 28.4.1] that the dual optimal value \( d^*Z \) is attained.

Since the Lagrange dual problem in Theorem 3.3 is an unconstrained maximization problem,
evaluating \( g \) defined in (3.7) at the \( k \)-th iterate \( Z^k \) yields a valid lower bound for \( p^*_{\text{DNN}} \), i.e., \( g(Z^k) \leq p^*_{\text{DNN}} \leq p^*_{\text{QAP}} \). The functional \( g \) also strengthens the bound given in [24, Lemma 3.2]. We also
see in (3.9b) that \( Z \prec 0 \) provides a positive contribution to the eigenvalue part of the lower bound.
Moreover, Theorem 2.11 implies that the contribution from the diagonal, first row and column of
\( LQ + Z \) (except for the \((0,0)\)-th element) is zero. This motivates scaling \( LQ \) to be positive definite.

Let \( P = \hat{V} \hat{V}^T \). Then for any \( r, s \in \mathbb{R} \), the objective in (2.8) can be replaced by
\[
\langle r(P \Lambda LQ \Lambda R + sI), Y \rangle.
\] (3.10)

We obtain the same solution pair \((R^*, Y^*)\) of (2.8). Another advantage is that it potentially forces
the dual multiplier \( Z^* \) to be negative definite, and thus the lower bound is larger.

**Remark 3.4.** Additional strategies can be used to strengthen the lower bound \( g(Z^k) \). Suppose that
the given data matrices \( A, B \) are symmetric and integral, then from (1.1), we know that \( p^*_{\text{QAP}} \) is
an even integer. Therefore applying the ceiling operator to \( g(Z^k) \) still gives a valid lower bound to \( p^*_{\text{QAP}} \).
According to this prior information, we can strengthen the lower bound with the even number in the pair \( \lceil g(Z^k) \rceil, \lceil g(Z^k) \rceil + 1 \).

### 3.3.2 Upper Bound from Nearest Permutation Matrix

In [24], the authors present two methods for obtaining upper bound from nearest permutation matrices. In this section we present a new strategy for computing upper bounds from nearest permutation matrices.

Given \( \bar{X} \in \mathbb{R}^{n \times n} \), the nearest permutation matrix \( X^* \) from \( \bar{X} \) is found by solving
\[
X^* = \arg\min_{X \in \Pi} \frac{1}{2} \|X - \bar{X}\|_F^2 = \arg\min_{X \in \Pi} -\langle \bar{X}, X \rangle.
\] (3.11)

Any solution to the problem (3.11) yields a feasible solution to the original QAP, which gives a
valid upper bound \( \text{tr}(AX^*B(X^*)^T) \). It is well-known that the set of \( n \)-by-\( n \) permutation matrices is the set of extreme points of the set of doubly stochastic matrices \( \{X \in \mathbb{R}^{n \times n} : Xe = e, X^Te = e, X \geq 0\} \). Hence we reformulate the problem (3.11) as
\[
\max_{x \in \mathbb{R}^{n^2}} \left\{ \langle \text{vec}(\bar{X}), x \rangle : (I_n \otimes e^T)x = e, (e^T \otimes I_n)x = e, x \geq 0 \right\}
\] (3.12)

and we solve (3.12) using simplex method. Suppose that we have found an approximate optimum
\( Y^\text{out} \) for our DNN relaxation. The first approach presented in [24] is to set \( \text{vec}(\bar{X}) \) to be the second

---

3. Note that the Lagrangian is linear in \( R, \bar{Y} \) and linear in \( Z \). Moreover, both constraint sets \( R, \bar{Y} \) are convex and compact. Therefore, the result also follows from the classical Von Neumann-Fan minmax theorem.

4. It is known as Birkhoff-von Neumann theorem [5,31].
through the last elements of the first column of $Y^{\text{out}}$ and solve (3.12). Now suppose that we further obtain the spectral decomposition of the approximate optimum

$$Y = \sum_{i=1}^{r} \lambda_i v_i v_i^T,$$

with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r > 0$. And by abuse of notation we set $v_i$ to be the vectors in $\mathbb{R}^{n^2}$ formed by removing the first element from $v_i$. The second approach presented in [24] is to use $\text{vec}(\bar{X}) = \lambda_1 v_1$ in solving (3.12), where $(\lambda_1, v_1)$ is the most dominant eigenpair of $Y^{\text{out}}$.

We now present our new approach inspired by [17]. Let $\xi$ be a random vector in $\mathbb{R}^r$ with its components in $(0, 1)$ and in decreasing order. We use $\xi$ to perturb the eigenvalues $\lambda_1, \ldots, \lambda_r$ for forming $\bar{X}$ as follows:

$$\text{vec}(\bar{X}) = \sum_{i=1}^{r} \xi_i \lambda_i v_i.$$

In each time we compute the upper bound, we use this approach $3\lceil \log(n) \rceil$ times to obtain a bunch of upper bounds, and then choose the best (smallest) as the upper bound.

4 Numerical Experiments with rPRSM

We now present the numerical results for Algorithm 3.1, that we denote rPRSM with the bounding strategies discussed in Section 3.3. The parameter setting and stopping criteria are introduced in Section 4.1 below. The numerical experiments are divided into two sections. We use symmetric\(^5\) data from QAPLIB\(^6\). In Section 4.2 we examine the comparative performance between rPRSM and [24, ADMM]. We aim to show that our proposed rPRSM shows improvements on convergence rates and relative gaps as compared to [24]. In Section 4.3 we compare the numerical performance of rPRSM with the two recently proposed methods [6, C-SDP] and [9, F2-RLT2-DA], that are based on relaxations of the QAP.

4.1 Parameters Setting and Stopping Criteria

Parameter Setting We scale the data $L_Q$ as presented in (3.10) as follows:

$$L_1 \leftarrow P_V L_Q P_V,$$

$$L_2 \leftarrow L_1 + \sigma_L I,$$

$$L_3 \leftarrow \frac{n^2}{\alpha} L_2,$$

where $\sigma_L := \max\{0, -\lfloor \lambda_{\min}(L_Q) \rfloor\} + 10n$, and $\alpha := \lceil \|L_2\|_F \rceil$.

We set the penalty parameter $\beta = \frac{n}{3}$ and the under-relaxation parameter $\gamma = 0.9$ for the dual variable update. We choose

$$Y^0 = \frac{1}{n!} \sum_{X \in \Pi} (1; \text{vec}(X))(1; \text{vec}(X))^T$$

and $Z^0 = \mathcal{P}_{Z_A}(0)$ to be the initial iterates\(^7\) for rPRSM. We compute the lower and upper bounds every 100 iterations.

---

\(^5\)We exclude instances that have asymmetric data matrices.

\(^6\)http://coral.ise.lehigh.edu/data-sets/qaplib/qaplib-problem-instances-and-solutions/

\(^7\)The formula for $Y^0$ is introduced in [33, Theorem 3.1].
**Stopping Criteria**  We terminate rPRSM when either of the following conditions is satisfied.

1. Maximum number of iterations, denoted by “maxiter” is achieved. We set \( \text{maxiter} = 40000 \).

2. For given tolerance \( \epsilon \), the following bound on the primal and dual residuals holds for \( m_t \) sequential times:

\[
\max \left\{ \frac{\|Y^k - VR^k VT\|_F}{\|Y^k\|_F}, \beta \|Y^k - Y^{k-1}\|_F \right\} < \epsilon.
\]

We set \( \epsilon = 10^{-5} \) and \( m_t = 100 \).

3. Let \( \{l_1, \ldots, l_k\} \) and \( \{u_1, \ldots, u_k\} \) be sequences of lower and upper bounds from Section 3.3.1 and Section 3.3.2, respectively. The lower (resp. upper) bounds do not change for \( m_l \) (resp. \( m_u \)) sequential times. We set \( m_l = m_u = 100 \).

4. The KKT conditions given in (2.10) are satisfied to a certain precision. More specifically, for a predefined tolerance \( \delta > 0 \), it holds that

\[
\max \left\{ \|R^k - P_R(R^k + VR^k Z^k VT)\|_F, \|Y^k - P_Y(Y^k - L_Q - Z^k)\|_F, \|Y^k - VR^k VT\|_F \right\} < \delta.
\]

We use this stopping criterion for instances with \( n \) larger than 20 and we set the tolerance \( \delta = 10^{-5} \) when it is used.

### 4.2 Empirical Results

In this section we examine the comparative performance of rPRSM and [24, ADMM] by using instances from QAPLIB. We split the instances into three groups based on sizes:

\[
n \in \{10, \ldots, 20\}, \{21, \ldots, 40\}, \{41, \ldots, 64\}.
\]

For each group of specific size, we aim to show that our proposed rPRSM shows improvements on convergence and relative gaps from ADMM in [24]. We used the parameters for ADMM as suggested in [24], i.e., \( \beta = n/3, \gamma = 1.618 \). We adopt the same stopping criteria for ADMM as rPRSM for a proper comparison. All instances in Tables 4.1 to 4.3 are tested using MATLAB version 2018b on a Dell PowerEdge M630 with two Intel Xeon E5-2637v3 4-core 3.5 GHz (Haswell) with 64 Gigabyte memory.

Below we give some illustrations for the headers in Tables 4.1 to 4.3.

1. **problem**: instance name;
2. **opt**: global optimal value of each instance. If the optimal value is unknown, instance name is marked with the asterisk ”*”;
3. **lbd**: the lower bound obtained by running rPRSM;
4. **ubd**: the upper bound obtained by running rPRSM;
5. **rel.gap**: relative gap of each instance using rPRSM, where

\[
\text{relative gap} := 2 \frac{\text{best feasible upper bound} - \text{best lower bound}}{\text{best feasible upper bound} + \text{best lower bound} + 1}.
\]

6. **rel.gapADMM**: relative gap of each instance using [24, ADMM] with the tolerance \( \epsilon = 10^{-5} \);
7. **iter**: number of iterations used by rPRSM with tolerance \( \epsilon = 10^{-5} \);
8. **iterADMM**: number of iterations used by [24, ADMM] with tolerance \( \epsilon = 10^{-5} \);
9. **time(sec)**: CPU time (in seconds) used by rPRSM.
### 4.2.1 Small Size

Table 4.1 contains results on 45 QAPLIB instances with sizes $n \in \{10 \ldots, 20\}$. Columns `rel.gap` and `rel.gap_{ADMM}` show the improvements on relative gaps on these instances. In particular, 40 out of 45 instances show competitive relative gaps compared to `ADMM` and these instances are marked with boldface in Table 4.1. This is due to the improved upper bounds from the random perturbation approach presented in Section 3.3.2. In fact, we now have found provably optimal solutions for the following twenty instances:

- chr12b
- chr12c
- chr15a
- chr15b
- chr15c
- chr18a
- chr18b
- chr18c
- chr20a
- chr20b
- chr20c
- els19
- esc16a
- esc16b
- esc16c
- esc16d
- esc16e
- esc16g
- esc16h
- esc16i
- esc16j
- had12
- had14
- had16
- had18
- had20
- nug12
- nug14
- nug15
- nug16a
- nug16b
- nug17
- nug18
- nug20
- rou12
- rou15
- rou20
- scr12
- scr15
- scr20
- tai10a
- tai12a
- tai15a
- tai17a
- tai20a

| Problem | opt | lbd | ubd | rel.gap | rel.gap_{ADMM} | iter_{ADMM} | time (sec) |
|---------|-----|-----|-----|---------|----------------|-------------|------------|
| chr12a | 9552 | 9548 | 9552 | 0.04 | 0.02 | 11500 | 13000 | 39.30 |
| chr12b | 9742 | 9742 | 9742 | 0 | 0 | 10300 | 10600 | 34.75 |
| chr12c | 11156 | 11156 | 11156 | 0 | 0 | 1600 | 1700 | 5.38 |
| chr15a | 9896 | 9896 | 9896 | 0 | 0 | 8400 | 8800 | 61.00 |
| chr15b | 7990 | 7990 | 7990 | 0 | 0 | 4300 | 4000 | 32.78 |
| chr15c | 9504 | 9504 | 9504 | 0 | 0 | 2200 | 2200 | 16.44 |
| chr18a | 11098 | 11098 | 11098 | 0 | 0 | 3000 | 2500 | 42.04 |
| chr18b | 1534 | 1534 | 1724 | 11.66 | 65.60 | 5947 | 3937 | 95.05 |
| chr20a | 2192 | 2192 | 2192 | 0 | 0 | 6100 | 5900 | 133.59 |
| chr20b | 2298 | 2298 | 2298 | 0 | 0 | 1900 | 3700 | 47.03 |
| chr20c | 14142 | 14128 | 14142 | 0.10 | 0.02 | 17000 | 39800 | 365.76 |
| els19 | 17212548 | 17189708 | 17212548 | 0.13 | 0.02 | 21500 | 26000 | 378.69 |
| esc16a | 68 | 64 | 76 | 17.02 | 43.64 | 412 | 1176 | 3.70 |
| esc16b | 292 | 290 | 292 | 0.69 | 2.72 | 284 | 424 | 2.56 |
| esc16c | 160 | 154 | 176 | 13.29 | 32.52 | 397 | 923 | 3.55 |
| esc16d | 16 | 14 | 16 | 12.90 | 28.00 | 1137 | 507 | 9.89 |
| esc16e | 48 | 48 | 48 | 0 | 0 | 100 | 3388 | 9.98 |
| esc16f | 1652 | 1652 | 1652 | 0 | 0 | 300 | 1000 | 0.99 |
| esc16g | 2724 | 2724 | 2724 | 0 | 0 | 500 | 2100 | 3.28 |
| esc16h | 3720 | 3720 | 3720 | 0 | 0 | 600 | 2100 | 6.62 |
| esc16i | 5358 | 5358 | 5358 | 0 | 0 | 1900 | 5800 | 30.86 |
| esc16j | 6922 | 6922 | 6922 | 0 | 0 | 3700 | 9440 | 95.06 |
| had12 | 578 | 568 | 642 | 12.22 | 12.22 | 1361 | 5304 | 4.86 |
| had14 | 1014 | 1012 | 1022 | 0.98 | 1.08 | 2940 | 7533 | 19.05 |
| had16 | 1150 | 1142 | 1280 | 11.39 | 15.74 | 1582 | 6111 | 13.86 |
| had18 | 28 | 28 | 28 | 0 | 0 | 90.32 | 100 | 3388 | 0.98 |
| had20 | 1610 | 1600 | 1610 | 0.62 | 0.62 | 4160 | 11200 | 43.19 |
| nug12 | 996 | 978 | 1100 | 11.74 | 24.82 | 1137 | 507 | 9.89 |
| nug14 | 14 | 12 | 14 | 14.81 | 83.72 | 1445 | 9593 | 13.86 |
| nug15 | 1150 | 1142 | 1280 | 11.39 | 15.74 | 1582 | 6111 | 13.86 |
| nug16a | 1610 | 1600 | 1610 | 0.62 | 0.62 | 4160 | 11200 | 43.19 |
| nug16b | 1240 | 1220 | 1250 | 2.43 | 24.91 | 2405 | 5982 | 23.44 |
| nug17 | 1732 | 1708 | 1756 | 2.77 | 2.77 | 3963 | 10469 | 52.89 |
| nug18 | 1930 | 1894 | 2160 | 13.12 | 15.74 | 1582 | 6111 | 13.86 |
| nug20 | 2570 | 2508 | 2680 | 6.63 | 17.30 | 3735 | 9356 | 99.67 |
| rou12 | 235528 | 235528 | 235528 | 0 | 0 | 3700 | 6400 | 13.99 |
| rou15 | 354210 | 350218 | 360702 | 2.95 | 4.89 | 1924 | 2313 | 15.99 |
| rou20 | 725522 | 695182 | 781532 | 11.69 | 14.93 | 3953 | 3778 | 99.21 |
| scr12 | 31140 | 31410 | 31410 | 0 | 0 | 4100 | 3778 | 99.21 |
| scr15 | 51140 | 51140 | 51140 | 0 | 0 | 4100 | 3778 | 99.21 |
| scr20 | 110030 | 106804 | 132826 | 21.72 | 35.54 | 5787 | 27800 | 135.58 |
| tai10a | 135028 | 135028 | 135028 | 0 | 0 | 1000 | 1700 | 2.15 |
| tai12a | 224416 | 224416 | 224416 | 0 | 0 | 300 | 500 | 0.78 |
| tai15a | 388214 | 377102 | 403890 | 6.86 | 9.03 | 1957 | 2050 | 16.58 |
| tai17a | 491812 | 476526 | 534328 | 11.44 | 16.25 | 2058 | 3091 | 26.62 |
| tai20a | 703482 | 671676 | 762166 | 12.62 | 19.03 | 2114 | 2850 | 55.72 |
Comparing the column `iter` and the column `iter_{ADMM}`, we see that 37 instances were treated with fewer number of iterations using `rPRSM` than `ADMM`. It shows that `rPRSM` converges much faster than `ADMM` for the small-size QAPLIB instances.

For `rPRSM` alone we observe that most of the instances show good bounds with reasonable amount of time. Most of the instances are solved within two minutes using the machine described above. Our algorithm produces strong lower bounds on these instances, mostly within 2 percent of the optimum.

### 4.2.2 Medium Size

Table 4.2 contains results on 29 QAPLIB instances with sizes $n \in \{21, \ldots, 40\}$. We make similar observations in Section 4.2.1.

| Problem | Opt. | Lbd | Ubd | Rel. Gap | Rel. Gap_{ADMM} | Iter | Iter_{ADMM} | Time (sec) |
|---------|------|-----|-----|---------|-----------------|------|-------------|------------|
| chr22a  | 6156 | 6156| 6156| 0       | 0               | 11500| 14200       | 373.12     |
| chr22b  | 6194 | 6190| 6194| 0.06    | 0               | 13500| 11500       | 467.28     |
| chr25a  | 3796 | 3796| 3796| 0       | 0               | 700  | 6100        | 362.11     |
| esc32a  | 130  | 104 | 160 | 42.26   | 106.49          | 25000| 14000       | 3956.78    |
| esc32b  | 168  | 132 | 216 | 48.14   | 95.87           | 700  | 10900       | 108.35     |
| esc32c  | 642  | 616 | 652 | 5.67    | 20.92           | 3000 | 2700        | 474.61     |
| esc32d  | 200  | 192 | 210 | 8.93    | 44.94           | 700  | 3400        | 109.00     |
| esc32e  | 2    | 2   | 24  | 162.96  | 147.37          | 600  | 8300        | 91.08      |
| esc32g  | 6    | 6   | 8   | 26.67   | 121.21          | 300  | 2000        | 48.71      |
| esc32h  | 6    | 6   | 8   | 26.67   | 121.21          | 300  | 2000        | 48.71      |
| kra30a  | 88900| 86838|   96230| 10.26   | 14.54           | 6500 | 12000       | 1483.00    |
| kra30b  | 91420| 87858| 101640| 14.55   | 28.52           | 3600 | 12900       | 428.83     |
| kra32   | 88700| 85776| 93950 | 9.10    | 34.43           | 3000 | 9100        | 460.33     |
| mug21   | 2438 | 2382| 2682 | 11.85   | 17.12           | 600  | 19300       | 150.78     |
| mug22   | 3596 | 3530| 3678 | 4.11    | 16.79           | 6800 | 12100       | 216.12     |
| mug24   | 3488 | 3402| 3818 | 11.52   | 17.78           | 3700 | 11800       | 160.69     |
| mug25   | 3744 | 3626| 4024 | 10.40   | 19.06           | 7700 | 15900       | 395.78     |
| mug27   | 5234 | 5130| 5502 | 7.00    | 11.64           | 700  | 12700       | 508.69     |
| mug28   | 5166 | 5026| 5674 | 12.11   | 17.14           | 5300 | 12300       | 455.90     |
| mug30   | 6124 | 5950| 6610 | 10.51   | 15.76           | 6900 | 12900       | 799.43     |
| ste36a  | 9526 | 9260| 9980 | 7.48    | 39.68           | 14000| 26700       | 4445.23    |
| ste36b  | 15852| 15668| 16058| 2.46    | 84.83           | 40000| 38500       | 11985.79   |
| ste36c  | 8239110| 8134838| 8387978| 3.06    | 37.61           | 16800| 40000       | 4036.27    |
| tai25a  | 1167256| 1096658| 1279534| 15.39   | 20.55           | 1700 | 2300        | 71.73      |
| tai30a  | 1818146| 1706872| 1987862| 15.21   | 15.21           | 3300 | 3700        | 319.41     |
| tai35a* | 2422092| 2216648| 2589892| 15.88   | 20.94           | 1800 | 3300        | 379.75     |
| tai40a* | 3139370| 2843314| 3461270| 19.60   | 22.87           | 2500 | 4700        | 1016.85    |
| tho30   | 149936| 143576| 166336| 14.69   | 23.62           | 5000 | 17900       | 582.65     |
| tho40*  | 240516| 226532| 258158| 13.05   | 21.61           | 6200 | 21200       | 2323.48    |

Columns `rel.gap` and `rel.gap_{ADMM}` in Table 4.2 show that `rPRSM` produces competitive relative gaps compared to `ADMM`. In particular, 27 out of 29 instances are solved with relative gaps just as good as the ones obtained by `ADMM` and these instances are marked with boldface in Table 4.2. We have found provably optimal solutions for instances `chr22a` and `chr25a`. We also observe from columns `iter` and `iter_{ADMM}` in Table 4.2 that `rPRSM` gives reduction in number of iterations in many instances; 24 out of 29 instances use fewer number of iterations using `rPRSM` compared to `ADMM`.

For `rPRSM` alone we observe that most of the instances show good bounds with reasonable amount of time. `rPRSM` produces strong lower bounds on these instances, mostly within 5 percent of the optimum.
4.2.3 Large Size

Table 4.3 contains results on 9 QAPLIB instances with sizes $n \in \{41, \ldots, 64\}$. We again make similar observations made in Section 4.2.1. We observe that rPRSM outputs better relative gaps than ADMM on all these instances and this is due to the random perturbation approach presented in Section 3.3.2. We also obtain reduction on the number of iterations. It indicates that our strategies taken on $R$ and $Z$ updates in rPRSM help the iterates converges faster than ADMM.

### Table 4.3: QAPLIB Instances of Large Size

| problem   | opt  | lbd  | ubd  | rel.gap | rel.gap^{ADMM} | iter  | iter^{ADMM} | time(sec) |
|-----------|------|------|------|---------|----------------|-------|-------------|-----------|
| esc64a    | 116  | 98   | 222  | 77.26   | 81.68         | 500   | 1400        | 6595.62   |
| sko42*    | 15812| 15336| 16394| 6.67    | 17.61         | 5800  | 18200       | 4249.87   |
| sko49*    | 23386| 22654| 24268| 6.88    | 17.41         | 7900  | 17300       | 14234.86  |
| sko56*    | 34458| 33390| 36638| 9.28    | 15.13         | 5100  | 20600       | 20533.41  |
| sko64*    | 48498| 47022| 50684| 7.50    | 15.37         | 6500  | 20900       | 66648.80  |
| tai50a*   | 4938796| 4390982| 5421576| 21.01   | 25.79         | 2300  | 5400        | 4580.58   |
| tai60a*   | 7205962| 6326350| 7920830| 22.38   | 25.60         | 3300  | 7400        | 23741.83  |
| tai64c    | 1855928| 1811348| 1887500| 4.12    | 36.50         | 1200  | 2800        | 11054.54  |
| wil50*    | 48816| 48126| 50712| 5.23    | 8.89          | 4700  | 15300       | 6133.16   |

4.3 Comparisons to Other Methods

In this section we make comparisons with results from two recent papers that engage QAP lower and upper bounds via relaxation.\(^8\)

**Comparison to C-SDP([6])** Here we compare our numerical result with the results presented by Ferreira et al. [6]. Briefly, Ferreira et al. [6] propose a semidefinite relaxation based algorithm C-SDP. The algorithm applies to relatively sparse data and hence their results are presented for chr and esc families in QAPLIB. Figure 1 below illustrates the relative gaps arising from rPRSM and C-SDP. The numerics used in Figure 1 can be found in [6, Table 3-4]. The horizontal axis indicates the instance name on QAPLIB whereas the vertical axis indicates the relative gap\(^9\). Figure 1 illustrates that rPRSM yields much stronger relative gaps than C-SDP.

\(^8\)For more comparisons, see e.g., [24, Table 4.1, Table 4.2] to view a complete list of lower bounds using bundle method presented in [27].

\(^9\)We selected the best result given in [6, Table3, Table 4] for different parameters. We point out that [6] used a different formula for the gap computation. In this paper, we recomputed the relative gaps using (4.1) for a proper comparison. [6] used similar approach for upper bounds as in our paper, that is, the projection onto permutation matrices using [5, 31].
Comparison to F2-RLT2-DA\((9)\) Date and Nagi \[9\] propose F2-RLT2-DA, a linearization technique-based parallel algorithm (GPU-based) for obtaining lower bounds via Lagrangian relaxation.

![Comparison Graph](image)

Figure 2: Numerical Comparison for \(rPRSM\) and F2-RLT2-DA

Figure 2(a) illustrates the comparisons on lower bound gap \(^{10}\) using \(rPRSM\) and F2-RLT2-DA. It shows that both \(rPRSM\) and F2-RLT2-DA output competitive lower bounds to the best known feasible values for \(QAP\). Figure 2(b) illustrates the comparisons on the running time\(^{11}\) in seconds using \(rPRSM\) and F2-RLT2-DA. We observe that the running time of F2-RLT2-DA is much longer than the running time of \(rPRSM\); F2-RLT2-DA requires at least 10 times longer than \(rPRSM\). Furthermore, from Figure 2 we observe that even though the two methods give similar lower bounds to \(QAP\), \(rPRSM\) is less time-consuming even considering the differences in the hardware\(^{12}\).

5 Conclusion

In this paper we re-examine the strength of using a splitting method for solving the facially reduced SDP relaxation for the \(QAP\) with nonnegativity constraints added, that is, the splitting of constraints into two subproblems that are challenging to solve when used together. In addition, we provide a straightforward derivation of facial reduction and the gangster constraints via a direct lifting.

We use a strengthened model and algorithm, i.e., we incorporate a redundant trace constraint to the model that is not redundant in the subproblem from the splitting. We also exploit the set of dual optimal multipliers and provide customized dual updates in the algorithm that allow for a proof of optimality for the original \(QAP\). This allowed for a new strategy for strengthening the upper and lower bounds.

\(^{10}\)We compute the lower bound gap by \(100 \times (p^* - l)/p^* \%\), where \(p^*\) is the best known feasible value to \(QAP\) and \(l\) is the lower bound.

\(^{11}\)The running time for F2-RLT2-DA is obtained by using the average time per iteration presented in \[9\] multiplied by 2000 as F2-RLT2-DA runs the algorithm for 2000 iterations. The running time for \(rPRSM\) is drawn from Tables 4.1 to 4.3.

\(^{12}\)F2-RLT2-DA was coded in C++ and CUDA C programming languages and deployed on the Blue Waters Supercomputing facility at the University of Illinois at Urbana-Champaign. Each processing element consists of an AMD Interlagos model 6276 CPU with eight cores, 2.3 GHz clock speed, and 32 GB memory connected to an NVIDIA GK110 “Kepler” K20X GPU with 2.688 processor cores and 6 GB memory.
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projection onto $\mathcal{Z}_0$, $\mathcal{P}_{\mathcal{Z}_0}$, 13
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