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Abstract

We report on a general purpose method for the scalar Stefan problem inspired by the standard boundary updating method used in several existence proofs. By suitably modifying it we can solve numerically any kind of Stefan problem. We present a theoretical justification of the method and several computational results.

1. Introduction

In the numerical solution of one dimensional phase change (Stefan) problems involving an infinite rod of ice at zero temperature one usually considers a zero thickness liquid region on which the computation is initiated. A key issue is how to initiate this computation; a common approach is to determine a starting solution analytically and input the results to a numerical scheme after a small, arbitrary time interval [4]. Thus a boundary immobilization scheme [1] can be implemented starting from a definite initial temperature distribution. A criticism to this approach is that a singularity is artificially introduced in the physical equations. However [4] shows that by a modification of this method self similar solutions for the entire region can be determined, and demonstrate the validity of their method for several cases well known in the literature.

In this work we report on the application of a boundary updating method inspired by the one used in proving the existence of a solution to the phase change problem as outlined in [1]. One considers a Stefan problem with given, positive heat flux at the initial point. An operator is introduced modifying phase boundaries and such that its fixed points are solutions to the Stefan problem. The operator is essentially the integral of the Stefan condition. One then shows that the operator is continuous in the appropriate norm and hence a fixed point exists. It is also shown that the operator is a contraction for small horizons and hence it potentially provides a method to numerically identify the boundary. This operator approach is not applicable to the Stefan problem whose boundary condition is specified by a temperature function at the origin since a fundamental property is not valid in this case and a different proof is given [2].

We have reexamined this method with a modification that improves its contraction features, and in fact we show that if the original operator is bounded, an appropriate modification gives a contraction. This relies on a reversal type property, namely that if a function dominates another, their transforms...
have an inverted domination property. This shows that starting with a function dominated by the fixed point repeated applications of the operator result in oscillations around the fixed point. Then reasoning as in the scalar case a reduction in the amplitude of the oscillations is possible if instead of the original operator we consider one that is a weighted average of the identity and the operator. Applying this straightforward idea to standard cases in the literature [1], [4] we were able to obtain the analytic without using the extra analysis required therein. Also novel examples were solved giving results consistent with the Stefan condition. These example were of both boundary types. Furthermore we were able to solve problems with a Stefan condition corresponding to inhomogeneous ice. We have some results indicating why the method is successful but these rely on reasonable but unproven assumptions.

The next section (Section 2) presents the Stefan problems with particular attention paid to the variations in the boundary conditions and the homogeneity mentioned earlier as well as some relevant results from the literature, especially the operators used in the existence proof in [1]. Section 3 presents the main iterative methods introduced and their justification. Section 4 includes the numerical schemes used. In Section 5 we present some iterative methods of a different philosophy based on an optimization approach as in our previous work [3], show how to implement them and present an argument for their convergence. Conclusions and further work plans are in the final Section 6.

2. Statement of the Free Boundary Problem

We follow [1] and [4] in formulating the one dimensional Stefan problem. The space parameter is \( x \) and the time one \( t \). Consider the melting of ice, initially occupying the half line \( x \geq 0 \) as a rod of infinitesimal thickness which is then heated at \( x = 0 \). The liquid region at time \( t \) is from zero to \( s(t) \) and we denote it by \( Q_s = \{(x, t) | 0 < x < s(t)\} \). We are interested in the temperature distribution \( U(x, t) \) in the liquid region \( Q_s \), and the solid - liquid interface or boundary \( s(t) \). The interface is not known and must be determined so that it satisfies a condition reflecting the latent heat of the melting of ice. In the liquid phase \( Q_s \) the temperature \( U(x, t) \) satisfies the heat equation

\[
\frac{\partial U}{\partial t}(x, t) = \frac{\partial^2 U}{\partial x^2}(x, t), \quad 0 < x < s(t), \ t > 0
\]  

while in the solid phase \( Q_s^c = \{(x, t) | x \geq s(t)\} \) we assume that the temperature is everywhere at zero. One can consider the case where there exists initially a liquid phase interval at zero temperature, in which case the problem simplifies; we will assume no such interval. We thus have the initial conditions

\[
s(0) = 0, \
U(0, 0) = 0 \tag{2} \\
U(s(t), t) = 0 \tag{4}
\]

On the liquid-solid boundary the heat of melting must equal the heat transfer due to the temperature gradient. Thus if \( L = L(x) \) is the latent heat per unit volume, \( k = k(x) \) the diffusivity coefficient of the
liquid at position $x$ then $-kU_x(s(t), t)\delta s = L\delta s$; setting $\beta = L/k$ we obtain the Stefan condition

$$\beta(s(t)) \frac{ds}{dt} = -\frac{\partial U}{\partial x}(s(t), t).$$  \hspace{1cm} (5)$$

In case $L, k$ depend on the position $x$, a situation that might occur if there are impurities in the solid phase, there is a space dependence $\beta = \beta(x)$. We will mostly work with a constant $\beta$ but our numerical methods work for variable $\beta$’s.

We consider as in the literature two modes of heating, a Dirichlet and a Neumann form and consider two types of condition at $x = 0$

$$U(0, t) = g(t), \quad \text{Dirichlet boundary}$$

$$\frac{\partial U}{\partial x}(0, t) = h(t) \geq 0 \quad \text{Neumann boundary}$$

As customary we assume $g$ to be nonnegative and $h$ to be positive.

Let $Q_{s,T} = \{(x, t)|0 < x < s(t), 0 < t < T\}$ and $\overline{Q_{s,T}}$ be the closure of $Q_{s,T}$. A solution of the problem consisting of (1), (2)–(4), and either (6) or (7) in the horizon from zero to $T$ i.e. $Q_{s,T}$ is a pair $(U, s)$ with $s \in C^1((0, T)) \cap C([0, T])$, $s(0) = 0$, $s \geq 0$, $0 \leq t \leq T$, $U \in C(\overline{Q_{s,T}}) \cup C^2((0, T), \overline{Q_{s,T}})$, $U_x \in C(\overline{Q_{s,T}}) - \{t = 0\}$.

For constant $\beta$ there are standard existence and uniqueness theorems for both the Dirichlet and the Neumann condition as long as the heat flux $h$ is positive and the temperature is nonnegative at the origin \cite{1, 2}, but the proof of the Neumann case is more relevant to our work.

In the existence proofs the following construction - transformation proves useful \cite{1}: One considers a function $s$ serving as a candidate for the interface (and hence $s(0) = 0$) and then solves a heat equation problem without the Stefan condition and $s$ as the interface. Namely one considers the solution $U^s(x, t)$ of (1), (2)–(4) and either (6) or (7) from zero to $T$ i.e. in the domain $Q_{s,T}$. We will refer to the problem of finding a solution for given $s$ and a Dirichlet condition (6) as the Fixed Boundary Dirichlet problem. Finding a solution $U(x, t) \equiv U^s(x, t)$ for $s$ and a Neumann condition (7) will be called the Fixed Boundary Neumann problem.

One then modifies the boundary $s$ by transforming it through:

$$\mathcal{R}(s)(t) = -\int_0^t U^s_x(s(z), z)dz, \quad 0 \leq t \leq T.$$  \hspace{1cm} (8)$$

It is easily verified that a fixed point $s^*$ of (8) is a solution to the Stefan problem. Now, as in \cite{1}, using the divergence theorem for the identically zero function $U_{xx} - U_t$ on $Q_{s,T}$ we obtain

$$\mathcal{R}(s)(t) = -\int_0^t U^s_x(0, z)dz - \int_0^{s(t)} U^s(x, t)dx, \quad 0 \leq t \leq T \hspace{1cm} (9)$$

For Neumann type problems the transform becomes

$$\mathcal{R}(s)(t) = \int_0^t h(z)dz - \int_0^{s(t)} U^s(x, t)dx$$

and it can be then shown that $\mathcal{R}$ is continuous in the appropriate norm; by Schauder’s theorem stated in \cite{1} it has a fixed point which is the required solution. Moreover it is also shown in the same reference.
that it is a contraction for a small enough horizon $T$ leading thus to a constructive existence proof. This argument is not applicable for the Dirichlet problem \([6]\) since the expression \([9]\) does not lead to \([10]\) which is crucial for proving continuity of $\mathcal{R}$. A different approach is used to show existence for this case \([2]\). However we will show that $\mathcal{R}$ after its modification by the divergence theorem \([9]\) has additional properties that can serve as a basis for a general purpose iterative algorithm, as we show next.

3. A modified iterative algorithm for free boundary problems

A very useful property of $\mathcal{R}$ is stated as a n exercise in \([1]\). We state and prove it next.

**Lemma 3.1. (Reversal lemma)**

Consider the Fixed Boundary Neumann Problem as defined in the previous section (Namely the solution $U^s$ of \([1], [2], [4]\) and the Neumann condition \([7]\)) and assume that it has a solution for any smooth $s$ starting at the origin. If $s_1, s_2$ are boundary functions such that $s_1(t) \leq s_2(t)$, $t \in [0, T]$ then $\mathcal{R}(s_1)(t) \geq \mathcal{R}(s_2)(t)$.

**Proof.** We assumed the existence of $U^s$. If $h > 0$ then we will first show that $U^s$ is everywhere nonnegative. Since $U^s$ is zero on the boundary $s$ and it attains its extremes on the parabolic boundary, the minimum must be at some $(x, t) = (0, t^*)$. If the minimum is negative then $U^s(0, t^*) < 0$. But since $U^s_x(0, t^*) = -h(t^*) < 0$ the minimum can not occur on the parabolic boundary and thus $U^s$ is nonnegative on $Q_{s, T}$.

Consider now the solutions of the above problem in the boundaries $s_1, s_2 U^{s_1, \epsilon}$ and $U^{s_2}$ respectively with Neumann conditions $-U^{s_1, \epsilon}_x(0, t) = h(t) + \epsilon, -U^{s_2}_x(0, t) = h(t)$. Also consider their difference $\Delta^\epsilon = U^{s_1, \epsilon} - U^{s_2}$. On $s^1, \Delta^\epsilon \geq 0$ and if its minimum is negative it occurs on a zero value of $x$. But this is impossible since $\Delta^\epsilon_x(0, t) = -\epsilon < 0$ and thus $\Delta^\epsilon \geq 0$. As $\epsilon \to 0$ and assuming continuity with $\epsilon$ we obtain $\Delta^0 = U^{s_1, 0} - U^{s_2} \geq 0$ everywhere. Then using \([10]\) we have

$$\mathcal{R}(s_1)(t) - \mathcal{R}(s_2)(t) = \int_0^{s_2(t)} U^{s_2}(x, t) dx - \int_0^{s_1(t)} U^{s_1}(x, t) dx = \int_0^{s_2(t)} [U^{s_2}(x, t) - U^{s_1}(x, t)] dx + \int_{s_1(t)}^{s_2(t)} U^{s_2}(x, t) dx. \quad (11)$$

Since both terms are nonnegative we have $\mathcal{R}(s_1) \geq -\mathcal{R}(s_2)$.

This *reversal lemma* \([3.1]\) is suggestive of a useful property in one dimensional fixed point algorithms - see Diagram \([1]\) - where we are interested in computing the fixed point of a scalar function $f$ with a large, negative slope. The iteration $x_{n+1} = f(x_n)$ is diverging, but the function $g(x) = (f(x) + x)/2$ is of smaller absolute value of slope and thus has a better chance of converging to the fixed point through the iteration $\bar{x}_{n+1} = g(\bar{x}_n)$.

We thus introduce the operators $\mathcal{P}^\alpha(s)$ with $\alpha \in [0, 1]$ as

$$\mathcal{P}^\alpha(s)(t) = \alpha \mathcal{R}(s)(t) + (1 - \alpha)s(t) \quad (12)$$

In most of our implementations $\alpha$ will be taken as $1/2$ but different values might be necessary for convergence. Note that $s^*$ is a fixed point of both $\mathcal{P}$ and $\mathcal{R}$. An indicative result for $\alpha = 1/2$ is as follows:
Figure 1: Illustrating the modified boundary transform

**Proposition 3.2.** Let \( s^* \) be the solution of the Stephan problem with the Neumann condition and let \( s \leq s^* \) for all \( t \). Then for all \( t \)

\[
s - s^* \leq \frac{P^{1/2}(s) - s^*}{2} \leq \frac{R(s) - s^*}{2} \leq R(s) - s^*.
\]

If \( s \geq s^* \) for all \( t \)

\[
s - s^* \geq \frac{P^{1/2}(s) - s^*}{2} \leq s^* - P^{1/2}(s) \geq \frac{R(s) - s^*}{2} \geq R(s) - s^*.
\]

**Proof.** If \( s \leq s^* \)

\[
P^{1/2}(s) - s^* = \frac{1}{2}(R(s) + s) - \frac{1}{2}(R(s^*) + s^*) = \frac{1}{2}(R(s) - s^*) + \frac{1}{2}(s - s^*) \leq \frac{1}{2}(R(s) - s^*)
\]

and

\[
P^{1/2}(s) - s^* = \frac{1}{2}(R(s) + s) - s^* = \frac{1}{2}(R(s^*) - s^*) + \frac{1}{2}(s - s^*) \geq \frac{1}{2}(s - s^*)
\]

A similar proof in case \( s > s^* \). \(\square\)

A similar result is valid if \( s \) dominates the equilibrium \( s^* \). The proof is in a sense a special case of the next proposition modulo a boundedness assumption on the operator \( R \). The proposition shows that our modified operator \( P \) has better contraction properties than \( R \). We generalize the proposition in our next result. We use the norm \( \|s_1 - s_2\| \equiv \min_{t} |s_1(t) - s_2(t)| \) for \( t \leq T \).

**Proposition 3.3.** Assume \( s_1 \leq s_2 \) and that \( R \) satisfies the reversal property of Lemma 3.1, while \( P^\alpha(s)(t) = \alpha R(s)(t) + (1 - \alpha)s(t) \) as in (12). Assuming that \( R \) is bounded, i.e. \( \|R(s_1) - R(s_2)\| \leq \gamma \|s_1 - s_2\| \) and \( \gamma \) is finite, then

\[
\|P^{\frac{1}{1+\gamma}}(s_1) - P^{\frac{1}{1+\gamma}}(s_2)\| \leq \frac{\gamma}{\gamma + 1} \|s_1 - s_2\| \leq \|s_1 - s_2\|
\]

In terms of the operators \( P^\alpha \) we have \( \alpha = \frac{1}{\gamma + 1} \).
Proof. Let \( s_1 \leq s_2 \) all \( t \). Then for all \( t \)
\[
(1 - \alpha)(s_1 - s_2) \leq \mathcal{P}^\alpha(s_1) - \mathcal{P}^\alpha(s_2) = \alpha(\mathcal{R}(s_1) - \mathcal{R}(s_2)) + (1 - \alpha)(s_1 - s_2) \leq \alpha(\mathcal{R}(s_1) - \mathcal{R}(s_2))
\] (18)
since \( s_1 \leq s_2 \), \( \mathcal{R}(s_1) \geq \mathcal{R}(s_2) \).
Now if \( \mathcal{P}^\alpha(s_1) - \mathcal{P}^\alpha(s_2) \geq 0 \) at some \( t \) then
\[
|\mathcal{P}^\alpha(s_1)(t) - \mathcal{P}^\alpha(s_2)(t)| \leq \alpha|\mathcal{R}(s_1)(t) - \mathcal{R}(s_2)(t)| \leq \alpha \max_t |\mathcal{R}(s_1)(t) - \mathcal{R}(s_2)(t)| = \alpha \|\mathcal{R}(s_1) - \mathcal{R}(s_2)\| \leq \alpha \|\mathcal{R}(s_1) - \mathcal{R}(s_2)\|
\]
and otherwise if \( \mathcal{P}^\alpha(s_1) - \mathcal{P}^\alpha(s_2) \geq 0 \) then
\[
|\mathcal{P}^\alpha(s_1)(t) - \mathcal{P}^\alpha(s_2)(t)| \leq (1 - \alpha)|s_1(t) - s_2(t)| \leq (1 - \alpha) \max_t |s_1(t) - s_2(t)| = (1 - \alpha) \|s_1 - s_2\|
\]
Hence
\[
|\mathcal{P}(s_1)(t) - \mathcal{P}(s_2)(t)| \leq \max(\alpha \gamma \|s_1 - s_2\|, (1 - \alpha) \|s_1 - s_2\|)
\]
Since the above relation is true for all \( t \) we have
\[
\max_t |\mathcal{P}(s_1)(t) - \mathcal{P}(s_2)(t)| = \|\mathcal{P}(s_1) - \mathcal{P}(s_2)\| \leq \max(\alpha \gamma, 1 - \alpha) \|s_1 - s_2\|
\]
and finally
\[
\|\mathcal{P}(s_1) - \mathcal{P}(s_2)\| \leq \min \max(\alpha \gamma, 1 - \alpha) \|s_1 - s_2\| = \frac{\gamma}{\gamma + 1} \|s_1 - s_2\|
\] (19)
The min-max relation in the last equality occurs when the two terms \( \alpha \gamma, 1 - \alpha \) are equal and hence \( \alpha = \frac{1}{1 + \gamma} \). The above inequality is symmetric in \( s_1, s_2 \) so it is valid whenever one boundary dominates the other. \( \square \)

In the existence proof for the Neumann version in [1] it is shown that the \( \mathcal{R} \) operator is indeed bounded so the \( \mathcal{P} \) operators can be used as contraction operators to locate the fixed point. We next show that even in the Dirichlet problem the \( \mathcal{R} \) operator has the reversal property, so if one can show that it is bounded this provides a justification of the use of \( \mathcal{P} \) to locate the fixed point.

**Lemma 3.4.** Consider the fixed boundary Dirichlet problem with \( U^s(t, 0) = g(t) \), \( g \) nonnegative and nondecreasing. Then for a given boundary \( s \) the solution \( U^s \) satisfies \( U^s(0, t) \leq 0 \).

**Proof.** Consider the problem for \( Q_{s, T} \) i.e. \( t \in [0, T] \). The maximum of \( U^s \) is on the parabolic boundary and since \( U^s(s(t), t) = 0 \) the maximum is at \( x = 0, \ t = T \) where \( U^s(0, T) = g(T) \) given that \( g \) is nondecreasing. Hence \( U^s_x(0, T) \leq 0 \) for otherwise the maximum would not be on the parabolic boundary. Since \( g \) is nondecreasing the argument can be repeated for any value of \( T \). \( \square \)

We will not use the above lemma, but it is interesting in its own right. It is not valid for \( g \)'s that have both increasing and decreasing regions.

**Lemma 3.5.** For the Fixed Boundary Dirichlet problems with boundaries \( s_1 \leq s_2 \) (i.e. for which \( U^{s_1}(0, t) = U^{s_2}(0, t) = g(t) \)) we have \( U^{s_1}_x(0, t) \leq U^{s_2}_x(0, t) \).

**Proof.** Consider \( \Delta U(t) = U^{s_1}(x, t) - U^{s_2}(x, t) \) up to \( s_1 \), which vanishes for \( x = 0 \) and is nonnegative on \( s_1 \). The minimum of \( \Delta U \) is on the parabolic boundary and in particular for some zero \( x \) and some \( t \). But then \( \Delta U_x(0, t) \) must be nonnegative for otherwise there is a minimum in the parabolic interior. Therefore \( \Delta U_x(0, t) = U^{s_1}_x(0, t) - U^{s_2}_x(0, t) \geq 0 \) as required. \( \square \)

The main result for Dirichlet problems is the following:

**Proposition 3.6.** The operator \( \mathcal{R} \) as defined in [2] for the Fixed Boundary Dirichlet problem with nonnegative boundary condition \( U(0, t) = g(t) \geq 0 \) has the reversal property of Lemma 3.1, i.e. if \( s_1, s_2 \) are boundary functions and \( s_1(t) \leq s_2(t), \ t \in [0, T] \) then \( \mathcal{R}(s_1)(t) \geq \mathcal{R}(s_2)(t) \).
Proof. Consider the boundary functions (smooth and starting at the origin) $s_1, s_2$ and such that $s_1(t) \leq s_2(t), \ t \in [0, T]$ and the corresponding solutions $U^{s_1}(x, t), U^{s_2}(x, t)$ on for $x \leq s_1(t)$. On $s_1$ we have $U^{s_2}(s_1(r), t) - U^{s_1}(s_1(r), t) \geq 0$ and at zero $U^{s_2}(0, t) - U^{s_1}(0, t) = g(t) - g(t) = 0$. Hence by the minimum principle $U^{s_2}(x, t) - U^{s_1}(x, t) \geq 0$ for $x \leq s_1(t)$. We also have by lemma 3.5 $U^{s_1}(0, t) \leq U^{s_2}(0, t)$. Hence using expression (9) for $R$ we have

$$R(s_2(t)) - R(s_1(t)) = - \int_0^t [U^{s_2}_{x}(0, \tau) - U^{s_1}_{x}(0, \tau)] d\tau - \int_0^{s_2(t)} U^{s_2}(x, t) dx + \int_0^{s_1(t)} U^{s_1}(x, t) dx = (20)$$

The first integral is non negative by the derivatives’ property at zero. The last two integrals are

$$- \int_0^{s_1(t)} U^{s_1}(x, t) dx + \int_0^{s_2(t)} U^{s_2}(x, t) dx = \int_0^{s_1(t)} [U^{s_1}(x, t) - U^{s_2}(x, t)] dx - \int_0^{s_2(t)} U^{s_2}(x, t) dx \geq 0 \quad (21)$$

Hence $R$ has the desired property

To some extent a similar treatment is possible for the nonhomegeneous problem where the Stefan condition is $-U_x(s(t), t) = \beta(s(t)) \dot{s}(t)$. Then we modify the operator $R$ as follows (to be completed...)

### 3.1. Iterative algorithm based on the Boundary Immobilization Technique

Set,

- $T=\text{final time}$
- $dx=\text{spatial step}$
- $dt=\text{time step}$
- $h\_function=h(t)$
- $t\_vec=0:dt:T$
- $h\_vec=h\_function(t\_vec)$
- $s\_vec$
- $error=1$
- $counter = 0$

such that $1/dx$, $T/dt$ be integer and $s\_vec$ be the vector of boundary of equal length with $t\_vec$, initially arbitrary.

```matlab
while error \geq tol \ & \ counter \leq upCounterBound
    F=temperatureDistribution(T,dx,dt,s,h)
    for i=1:length(s)
        s1(i) = -trapz(h\_vec(1:i))dt - trapz(F(:,i))s(i)dx
    end for
end while
```
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error = norm(abs(s1-s),inf)
counter = counter+1
s=s1
end while

3.2. Temperature distribution for given $T,dx,dt,s,h$

We will use the Crank-Nicolson scheme to implement the function temperatureDistribution($T,dx,dt,s,h$) that returns the temperature distribution for given $T,dx,dt,s,h$.

4. Numerical schemes and results

4.1. Boundary immobilization technique-BIM

As the boundary varies in time, in order to keep the number of spatial nodes fixed and any finite difference scheme can be applied, either a changing spatial step, either a coordinate transformation technique must be used. We here use the Boundary Immobilization technique, that fixes the moving boundary by using a fixed co-ordinate system in space. So, we set

$$\xi = \frac{x}{s(t)}, \quad T = F(\xi, t),$$

so that the equations (1)-(7) become

$$\frac{\partial^2 F}{\partial \xi^2} = s^2 \frac{\partial F}{\partial t} - s \frac{ds}{dt} \frac{\partial F}{\partial \xi},$$

$$s(0) = 0, \quad F(\xi, 0) = 0, \quad \beta \frac{ds}{dt} = -\frac{\partial F}{\partial \xi}_{\xi=1}$$

subject to

$$F(0, t) = g(t), \text{ or}$$

$$\frac{\partial F}{\partial \xi}_{\xi=0} = s(t)h(t) = \hat{h}(t)$$

Let for simplicity $s^2 = z$, that is $s \frac{ds}{dt} = \frac{dz}{dt}$, and

$$N = \frac{1}{\Delta \xi}, \quad \xi_i = i \Delta \xi \quad i = 0...N$$

$$M = \frac{T}{\Delta t}, \quad t^n = n \Delta t \quad n = 0...M$$

where $T$ is the final time.
Then, using the Crank-Nicolson scheme involving a central difference at time $t^{n-\frac{1}{2}}$ and a second order central difference for space derivative for the discretization of $\frac{\partial^2}{\partial x^2}$ we have

$$
\frac{1}{2} \left( \frac{F^n_{i+1} - 2F^n_i + F^n_{i-1}}{\Delta \xi^2} \right) + \frac{1}{2} \left( \frac{F^{n-1}_{i+1} - 2F^{n-1}_i + F^{n-1}_{i-1}}{\Delta \xi^2} \right) = z^{n-\frac{1}{2}} \left( \frac{F^n_i - F^{n-1}_i}{\Delta t} \right)
$$

$$
- \frac{\xi_i}{2} \left( \frac{dz}{dt} \right)^n \left\lbrack \frac{1}{2} \left( \frac{F^n_{i+1} - F^n_{i-1}}{2\Delta \xi} \right) + \frac{1}{2} \left( \frac{F^{n-1}_{i+1} - F^{n-1}_{i-1}}{2\Delta \xi} \right) \right\rbrack \Rightarrow
$$

$$
(F^n_{i+1} - 2F^n_i + F^n_{i-1}) + (F^{n-1}_{i+1} - 2F^{n-1}_i + F^{n-1}_{i-1}) = z^{n-\frac{1}{2}} 2\Delta \xi \frac{\partial}{\partial t} (F^n_i - F^{n-1}_i) - \frac{\xi_i}{4} \left( \frac{dz}{dt} \right)^n \Delta \xi [(F^n_{i+1} - F^n_{i-1}) + (F^{n-1}_{i+1} - F^{n-1}_{i-1})]
$$

where $z^n = z(d\Delta t)$, $z^{n-\frac{1}{2}} = \frac{z^n + z^{n-1}}{2}$ and $\left( \frac{dz}{dt} \right)^n = \frac{z^n - z^{n-1}}{\Delta t}$.

Setting $\rho^n = z^{n-\frac{1}{2}} \frac{2\Delta \xi^2}{\Delta t}$ and $\sigma^n_i = \frac{\xi_i}{4} \left( \frac{dz}{dt} \right)^n \Delta \xi$ the above equation becomes

$$
(F^n_{i+1} - 2F^n_i + F^n_{i-1}) + (F^{n-1}_{i+1} - 2F^{n-1}_i + F^{n-1}_{i-1}) = \rho^n (F^n_i - F^{n-1}_i) - \sigma^n_i [(F^n_{i+1} - F^n_{i-1}) + (F^{n-1}_{i+1} - F^{n-1}_{i-1})] \Rightarrow
$$

$$(1 - \sigma^n_i)F^n_{i-1} - (2 + \rho^n)F^n_i + (1 + \sigma^n_i)F^n_{i+1} = -(1 - \sigma^n_i)F^{n-1}_{i-1} + (2 - \rho^n)F^{n-1}_i - (1 + \sigma^n_i)F^{n-1}_{i+1} \tag{31}
$$

The above equation is valid for $i = 1...N - 1$, while for $i = 0$, taking into account that $\sigma^n_0 = 0$ and replacing the term $F^n_{-1}$ using the relationship $\frac{F^n_{-1} - F^n_{-2}}{2\Delta \xi} = h^n s^n \Rightarrow F^n_{-1} = F^n_1 - 2h^n s^n \Delta \xi$, with $s^n = s(n\Delta t)$, $h^n = h(n\Delta t)$. So the equation becomes

$$
-(2 + \rho^n)F^n_0 + 2F^n_1 = (2 - \rho^n)F^{n-1}_0 - 2F^{n-1}_1 + 4\Delta \xi \frac{s^n h^n + s^{n-1} h^{n-1}}{2} \tag{32}
$$

Since $F(s(t)) = 0$, the equation for $i = N$ is $F^n_N = F^{n-1}_N = 0$ or

$$
-(2 + \rho^n)F^n_N = (2 - \rho^n)F^{n-1}_N = 0 \tag{33}
$$

Let now $R^n$, $L^n \in \mathbb{R}^{(N+1)x(N+1)}$, defined as,

$$
L^n = \begin{bmatrix}
-\rho^n & 2 & & & \\
1 - \sigma^n_1 & -(\rho^n) & 1 + \sigma^n_1 & & \\
1 - \sigma^n_2 & -(\rho^n) & 1 + \sigma^n_2 & & \\
& & & & \\
& & & & \\
& & & & \\
1 - \sigma^n_{N-1} & -(\rho^n) & 1 + \sigma^n_{N-1} & & \\
& & & & \\
& & & & \\
& & & & \\
0 & -(\rho^n) & & & \\
\end{bmatrix}.
$$

(34)
\[ R^n = \begin{bmatrix} (2 - \rho^n) & -2 \\ -1 + \sigma_1^n & (2 - \rho^n) & -1 - \sigma_1^n \\ & -1 + \sigma_2^n & (2 - \rho^n) & -1 - \sigma_2^n \\ & & \ddots & \ddots & \ddots \\ & & & -1 + \sigma_{N-1}^n & (2 - \rho^n) & -1 - \sigma_{N-1}^n \\ & & & & 0 & (2 - \rho^n) \end{bmatrix}, \tag{35} \]

and \( E^n \in \mathbb{R}^{N+1} \) defined as \( E^n = [4\Delta \xi \frac{\eta^n h^n + \eta^{n-1} h^{n-1}}{2}, 0, \ldots, 0]^T \)

Now, given the temperature distribution \( f^{n-1} = [F_0^{n-1}, F_1^{n-1}, \ldots, F_N^{n-1}]^T \), the equations (32)-(33) can be written in matrix form

\[ L^n f^n = R^n F^{n-1} + E^n \Rightarrow f^n = (L^n)^{-1}(R^n F^{n-1} + E^n) \tag{36} \]

for \( n = 1 \ldots M \) and \( f^0 = [0, 0, \ldots, 0]^T \)

4.1.1. Implementation

\texttt{temperatureDistribution(T,dx,dt,s,h)}

\begin{itemize}
  \item \( N = \frac{1}{dx} + 1 \)
  \item \( M = \frac{1}{dx} + 1 \)
  \item \( F = \text{zeros}(N,M) \)
  \item \textbf{for} \( n=1:M \)
    \begin{itemize}
      \item Define \( R^n \)
      \item Define \( L^n \)
      \item Define \( E^n \)
      \item \( F(:,n) = (R^n)^{-1}(L^n F(:,n-1) + E^n) \)
    \end{itemize}
  \item \textbf{end for}
  \item \textbf{return} \( F \)
\end{itemize}

4.2. Numerical Results

We consider three examples taken from [4] with the following boundary conditions at \( x = 0 \).

\begin{itemize}
  \item \((i) T = e^t - 1, \quad (ii) \frac{\partial T}{\partial x} = -e^t, \quad (iii) T = 1 - \epsilon \sin(\omega t), \)
\end{itemize}
where the parameters \( \epsilon \) and \( \omega \) in (iii) represent the amplitude and the thermal oscillation. The solution for the first two boundary conditions is known and it is

\[
T = e^{t-x} - 1, \quad s(t) = t
\]

for both of them, provided \( \beta = 1 \). The solution for boundary condition (iii) is unknown. For the two first examples we compare the approximate solution found using the iterative algorithm with exact solution for both the \( s(t) \) and temperature distribution at final time, whilst for the third example we compare the derivative of boundary \( s \) with the \( \frac{\partial F}{\partial x} \) at \( x = s(t) \) as evidence that the Stefan condition at the boundary holds for approximate solution.

Following the [4] and [5] we define

\[
\Delta \xi_k = 2^{-k} \Delta \xi_0, \quad \Delta \xi_0 = 0.1
\]

\[
\xi_{i,k} = i \Delta \xi_k, \quad i = 0, 1, \ldots, \frac{1}{\Delta \xi_k}.
\]

For the examples that the analytical solution is known \( T \) we define the error at time \( n \) as follows

\[
E^n_k = \left( \Delta \xi_k \sum_{i=0}^{\frac{1}{\Delta \xi_k}} (F(\xi_{i,k}, t^n) - T(s^n \xi_{i,k}, t^n))^2 \right)^{1/2},
\]

\( F \) being the numerical solution and \( T \) being the exact. The order of accuracy of the solution is defined as the number

\[
p = \frac{\ln(E^n_k/E^n_{k+1})}{\ln(\Delta \xi_k/\Delta \xi_{k+1})}
\]

if that number exists.

| \( \Delta \xi \) | Boundary condition (i) | Boundary condition (i) |
|-----------------|------------------------|------------------------|
| 1/10            | 2.21 \times 10^{-3}    | 7.03 \times 10^{-4}    |
| 1/20            | 5.35 \times 10^{-4}    | 2.050                  |
| 1/40            | 1.31 \times 10^{-4}    | 4.29 \times 10^{-5}    |
| 1/80            | 3.22 \times 10^{-5}    | 1.06 \times 10^{-5}    |
| 1/160           | 7.84 \times 10^{-6}    | 2.66 \times 10^{-6}    |

Table 1: The error of the numerical solution of \( F \), fixed at time \( t^n = 1 \) and the order of accuracy for boundary condition (i) and (ii).

Figure 4 confirms the oscillating nature of the successive boundaries. For this example we have removed the average rule and the new boundary have been calculated by straight use of the rule (10).

5. Alternative Iterative Methods

Given a boundary for the Stefan problem and the corresponding solution \( s, U^s \) one might try to improve on the boundary by considering a direct modification that reduces the discrepancy in the Stefan condition \( U^s_z(s(t))t = -\dot{s}(t) \). A possible measure the discrepancy is a quadratic one

\[
D_1(s) = \int_0^T (U^s_z(s(t), t) + \dot{s}(t))^2 dt
\]
Figure 2: The error versus iteration for the boundary found using the iterative method with boundary condition (i). The error is located near the start.

Figure 3: The error versus iteration for the boundary found using the iterative method with boundary condition (ii). The approximation is good at all time intervals.
Figure 4: Detail from three successive boundaries for example 2. The boundaries oscillate around and converge to the exact.

One can then try to find an alternative boundary $\hat{s}$ on which this discrepancy is reduced, namely set $\hat{s} = y$ where $y$ is the solution of the following calculus of variations problem in $y$

$$\inf_y \int_0^T \left( \frac{\partial}{\partial t} (U_x(y(t),t) + \dot{y}(t))^2 + y(t)^2 \right) dt \quad y(0) = 0 \quad y(T) \text{ free}$$

which however can be solved by inspection.

An alternative formulation is to use the discrepancy measure

$$D_2(s) = \int_0^T \left( (U_x(s(t),t) + \dot{s}(t))^2 + U^x(s(t),t)^2 \right) dt$$

(39)
leading to the calculus of variations problem
\[
\inf_y \int_0^T [(U_x^*(y, t) + y'(t))^2 + U_x^*(y, t)^2]dt \quad y(0) = 0 \quad y(T) \text{ free,} \tag{40}
\]
In this formulation we are certain that the updated boundary \( \hat{s} = y \) has an overall penalty inferior to \( \int_0^T (U_x^*(s(t), t) + \dot{s}(t))^2 dt \) because \( \int_0^T (U_x^*(s(t), t) + \dot{s}(t))^2 dt = \int_0^T [(U_x^*(s(t), t) + \dot{s}(t))^2 + U_x^*(s(t), t)^2]dt \) since \( U_x^*(s(t), t) = 0 \).

The Euler Lagrange conditions for the first problem (38) is
\[
d^2 y d^2 = U_{xx}^*(y, t)U_{xx}^*(y, t) - U_{x,t}^*(y, t) \quad y(0) = 0, y'(T) = U_x^*(y(T), T) \tag{41}
\]
while for (40) is the slightly more complicated:
\[
d^2 y d^2 = U_{xx}^*(y, t)U_{xx}^*(y, t) - U_{x,t}^*(y, t) + U_x^*(y, t)U_{y,t}^*(y, t) \quad y(0) = 0, y'(T) = U_x^*(y(T), T) \tag{42}
\]
It can be easily shown that (41) leads to the obvious condition
\[
\frac{dy}{dt} = -U_x^*(y, t) \quad y(0) = 0, y(T) \text{ free.} \tag{43}
\]
which requires to find a path \( y \) on which \( U_x^* \) satisfies the Stefan condition; however on this path \( U_x^* \) does not necessarily vanish, but we hopefully get a boundary closer to the Stefan solution. The path satisfying (42) presents a compromise between the goals of the derivative condition and zero boundary temperature.

Solving even (41) is complicated by the fact that it requires the values of \( U_x^* \) for \( x \geq s(t) \) which is an numerically unstable problem. A similar situation was present in the authors’ previous work in the context of locating the exercise boundary of an American typo option by improving on a current exercise boundary [3]. We developed there an alternative approach sidestepping the need to solve outside the \( Q_{s,T} \). Solving (42) in addition introduces a two point boundary value problem on the numerically generated function \( U_x^* \) that must also be known outside \( Q_{s,T} \). We have not worked on either the convergence or the numerical properties of those improvements, but they are in the spirit of the usually efficient (super-linear) policy iteration algorithms analyzed in [3] and it would not be a surprise if they prove more efficient than the \( P \) operator ones that are fixed point algorithms with geometric convergence.

As in our previous work, we consider a linearized improvement that does not require \( U_x^* \) except on the boundary \( s \) and could be of use in an alternative method. For a fixed boundary problem with a solution \( U_x^* \) on \( s \) consider a modification \( \hat{s} = s + \xi \) with \( \xi \) small. The first order approximations of interest are
\[
U_x^*(s + \xi, t) \approx U_x^*(s, t) + U_{x,t}^*(s, t)\xi, \quad U_x^*(s + \xi, t) \approx U_x^*(s, t) + U_x^*(s, t)\xi = U_x^*(s, t)\xi. \tag{43}
\]
Then we can write the first order analog of (38) as
\[
\inf_{\xi} \int_0^T (\dot{s} + \dot{\xi} + U_x^*(s, t) + U_{x,t}^*(s, t)\xi)^2 dt \quad \xi(0) = 0, \xi(T) \text{ free} \tag{44}
\]
The solution \( \xi \) satisfies the obvious differential equation (equivalent to the Euler Lagrange conditions)

\[
\ddot{\xi} + \beta(t)\dot{\xi} + \alpha(t) = 0 \quad \xi(0), \xi(T) \text{ free} \tag{45}
\]

The coefficients are given in terms of \( U^s(s(t), t) \) and its derivatives, in particular \( \beta(t) = U^s_x(s(t), t), \alpha(t) = \dot{s} + U^s_x(s(t), t) \). The boundary update could be of the form \( \dot{s} = s + \epsilon \xi \) with \( \epsilon \) in \([0,1]\) and we can show that for small enough \( \epsilon \) we indeed get an improvement. Consider the discrepancy measure \( D_2 \) in (39) for \( s + \epsilon \xi \)

\[
\int_0^T [(\dot{s} + \epsilon \dot{\xi} + U^s_x(s + \epsilon \xi, t))^2 + U^s(s + \epsilon \xi, t)^2] dt
\]

Using (45) we have

\[
\dot{s} + \epsilon \dot{\xi} + U^s_x(s + \epsilon \xi, t) = \dot{s} + \epsilon(-\dot{s} - U^s_x(s, t) - U^s_{xx}(s, t) \xi) = U^s_x(s, t) + U^s_x(s, t) \epsilon \xi + o(\epsilon^2) = (1-\epsilon)(\dot{s} + U^s_x(s, t)) + o(\epsilon^2)
\]

and also

\[
U^s(s + \epsilon \xi, t) = U^s(s, t) + U^s_x(s, t) \epsilon \xi + o(\epsilon^2) = U^s_x(s, t) \epsilon \xi + o(\epsilon^2).
\]

Hence the quadratic discrepancy for \( s + \epsilon \xi \) is

\[
(1-\epsilon)^2 \int_0^T [(\dot{s} + U^s_x(s, t))^2 + \epsilon^2 \xi^2 U^s_x(s, t) + o(\epsilon^2)] dt = (1-2\epsilon) \int_0^T (\dot{s} + U^s_x(s, t))^2 dt + o(\epsilon^2) \tag{46}
\]

This shows that the discrepancy measure \( D_2 \) is reduced multiplicatively, and thus this boundary updating algorithm will succeed if properly applied. A similar treatment can be carried out for (40).

6. Conclusions

Concerning the numerical results presented in 4.2 we observe a consistent high speed convergence, not entirely justified by our rather conservative results. It would be of some interest to extend our theoretical results to explain this fortuitous situation.
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