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Based on Hrushovski, Palacín and Pillay’s example (Selecta Mathematica 19:4 (2013), 865–877), we produce a new structure without the canonical base property, which is interpretable in Baudisch’s group. Said structure is, in particular, CM-trivial, and thus at the lowest possible level of the ample hierarchy.

1. Introduction

In geometric stability, one is often interested in quantifying the complexity of forking in a given theory. An important example is one-basedness: a stable theory is one-based if for any tuples $a$ and $b$, the canonical base $\text{Cb}(\text{stp}(a/b))$ is algebraic over $a$. This has very strong structural consequences, for example, on definable groups, which must be abelian-by-finite.

This is only the first step of a strictly increasing hierarchy of complexity: the ample hierarchy, introduced by Pillay [2000]. A theory can be $n$-ample for any $n \in \mathbb{N}$, and is 1-ample if and only if it is not one-based. This was motivated by Hrushovski’s construction [1993] of a new strongly minimal set that is 1-ample, but not 2-ample, which was the first such example. Because algebraically closed fields are $n$-ample for all $n$ [Pillay 2000, Proposition 3.13] this also provided a counterexample to Zilber’s trichotomy: a non-one-based strongly minimal set not interpreting an algebraically closed field.
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Not being 2-ample is also called CM-triviality in the literature, and is defined as follows: a theory $T$ is CM-trivial if whenever $A \subset B$ are parameters and $c$ is a tuple satisfying $acl^{eq}(c, A) \cap acl^{eq}(B) = acl^{eq}(A)$, then $Cb(stp(c/A))$ is algebraic over $Cb(stp(c/B))$.

Another way to generalize one-basedness is to introduce internality in the definition. Recall that if $\mathcal{P}$ is a family of types, a stationary type $p \in S(A)$ is $\mathcal{P}$-internal (resp. almost $\mathcal{P}$-internal) if there is a set of parameters $C$ such that for any realization $a \models p$, there is a tuple $e$ of realizations of types in $\mathcal{P}$, each based over $C$, such that $a \in dcl(e, C)$ (resp. $a \in acl(e, C)$). Internality is essential to the understanding of superstable theories of finite rank, via the machinery of analyzability: any type can be constructed as an iterated fibration, with $\mathcal{P}$-internal fibers at each step, where $\mathcal{P}$ is the family of Lascar rank one types.

A relative version of one-basedness, inspired by the model theory of compact complex spaces, is the canonical base property, which was implicitly studied in [Pillay 2001] and [Pillay and Ziegler 2003], and first formally defined in [Moosa and Pillay 2008]. A superstable theory has the canonical base property (CBP) if (possibly working over some parameters) for any tuples $a$ and $b$, if $stp(a)$ has finite Lascar rank and $b = Cb(stp(a/b))$, then $stp(b/a)$ is almost $\mathcal{P}$-internal, where $\mathcal{P}$ is the family of Lascar rank one types. One observes that the canonical base property is obtained by replacing “algebraic” with “almost $\mathcal{P}$-internal” in the definition of one-basedness.

It was at first conjectured that all superstable structures of finite Lascar rank had the CBP, until Hrushovski, Palacín and Pillay produced a counterexample [Hrushovski et al. 2013], which is interpretable in (and interprets) an algebraically closed field of characteristic zero. More recently, Loesch [2021] has produced new structures without the CBP, which are conjectured to not be interpretable in the first one.

Nevertheless, all the known examples interpret an algebraically closed field, and it is a natural extension of Zilber’s trichotomy to ask if it is always the case. Moreover, the interaction between the CBP and the ample hierarchy, which are both based on generalizing one-basedness, is so far unknown. In the present article, we make progress in both of these directions by producing a CM-trivial structure that does not have the CBP. Thus, a structure without the CBP can exist at the lowest possible level of the ample hierarchy, and does not have to interpret an algebraically closed field.

Our structure is interpretable in Baudisch’s uncountably categorical group [1996], but our methods are based on his second account of his construction [2009] (itself inspired by methods developed in [Baudisch et al. 2006; 2007]). Said group is constructed via a Hrushovski–Fraïssé amalgamation (with collapse) of finite-dimensional 2-nilpotent Lie algebras over a finite field, and was the first example of
a CM-trivial superstable group. As a matter of fact, Baudisch’s group is obtained from the amalgamated Lie algebra (which we will call Baudisch’s Lie algebra), and we will work with the Lie algebra rather than the group.

Our proof consists of a formal transposition of the techniques used by Hrushovski, Palacín and Pillay in [Hrushovski et al. 2013] to interpret a structure without the CBP in an algebraically closed field of characteristic zero. In said article, the authors carefully pick a cover of the complex numbers by their additive group to ensure that its automorphisms are given by derivations of the field. This in turn gives them enough flexibility to produce a configuration contradicting the CBP.

Here, we will mimic their proof by first constructing derivations of Baudisch’s Lie algebra. This is the technical heart of our article, and requires some elementary, but tedious, bilinear algebra. The rest of the proof is mostly routine, and a direct transposition of [Hrushovski et al. 2013]: we pick a similar cover, and show that derivations of Baudisch’s Lie algebra give rise to automorphisms of this structure. By using a criteria for the CBP first noticed in [Pillay and Ziegler 2003], we can copy the proof given in [Hrushovski et al. 2013] to prove that our structure does not have the CBP.

There are still open questions regarding the canonical base property. First, there is the tantalizing conjecture of Hrushovski, Palacín and Pillay that any structure interpretable in an algebraically closed field of positive characteristic has the canonical base property. At present, the authors do not see any reason to confirm or infirm this, except that the known cover constructions do not transpose to this case. Second, there is the existence of a structure without the CBP, and not interpreting a group. Geometric stability theory considerations show that such a structure cannot be \( \aleph_1 \)-categorical, but there is no other known obstruction to its existence. Perhaps it could be interpretable in Hrushovski’s original strongly minimal set.

The article is organized as follows: In Section 2, we give necessary preliminaries on both 2-nilpotent Lie algebras and Baudisch’s construction. In Section 3, we construct many derivations on Baudisch’s Lie algebra, using bilinear algebra considerations, and properties of Baudisch’s construction. Finally, everything comes together in Section 4, where said derivations are used to produce a cover of Baudisch’s Lie algebra without the canonical base property.

### 2. Preliminaries

From now on, we denote by \( \langle A \rangle \) the vector subspace generated by a subset \( A \) in a vector space.

**2A. 2-nilpotent graded Lie algebras.** Before we start our journey into Baudisch’s work [1996; 2009], we will remind the reader of a few elementary definitions and results on 2-nilpotent Lie algebras, which will be central to our construction.
Definition 2.1. Let $\mathbb{K}$ be a field. A $\mathbb{K}$-Lie algebra is a $\mathbb{K}$-vector space $\mathfrak{g}$ equipped with a bilinear map $[\cdot, \cdot] : \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, called the Lie bracket, that is

- alternative, i.e., $[x, x] = 0$ for all $x \in \mathfrak{g}$,
- anticommutative, i.e., $[x, y] = -[y, x]$ for all $x, y \in \mathfrak{g}$,
- satisfies the Jacobi identity, i.e., $[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0$ for all $x, y, z \in \mathfrak{g}$.

In Baudisch’s construction, one considers graded 2-nilpotent Lie algebras.

Definition 2.2. A 2-nilpotent graded Lie algebra is a Lie algebra $\mathfrak{g}$, which is graded as a vector space, meaning $\mathfrak{g} = \mathfrak{g}_1 \oplus \mathfrak{g}_2$, and satisfies

- $\langle [\mathfrak{g}_1, \mathfrak{g}_1] \rangle = \mathfrak{g}_2$,
- $[\mathfrak{g}, \mathfrak{g}_2] = \{0\}$.

A Lie algebra homomorphism is a $\mathbb{K}$-linear map preserving the Lie bracket. Just as for commutative rings, kernels of homomorphisms will be exactly ideals:

Definition 2.3. Let $\mathfrak{g}$ be a $\mathbb{K}$-Lie algebra. A vector space $\mathfrak{h} \subseteq \mathfrak{g}$ is a subalgebra if it is preserved by the Lie bracket. It is an ideal if it moreover satisfies $[\mathfrak{g}, \mathfrak{h}] \subseteq \mathfrak{h}$.

Given an ideal $\mathfrak{h} \subseteq \mathfrak{g}$, one can form the quotient Lie algebra $\mathfrak{g}/\mathfrak{h}$.

Remark 2.4. Let $\mathfrak{g} = \mathfrak{g}_1 \oplus \mathfrak{g}_2$ be a 2-nilpotent graded Lie algebra:

- Any vector subspace $\mathfrak{g}_1'$ of $\mathfrak{g}_1$ generates a subgraded algebra $\mathfrak{g}' = \mathfrak{g}_1' \oplus \mathfrak{g}_2'$, i.e., a 2-nilpotent graded subalgebra $\mathfrak{g}'$ such that $(\mathfrak{g}')_i = \mathfrak{g}_i \cap \mathfrak{g}'$.
- Any vector subspace of $\mathfrak{g}_2$ is an ideal.

In fact, 2-nilpotent graded Lie algebras correspond exactly to quotients of exterior squares:

Definition 2.5. Let $V$ be a vector space over a field $\mathbb{K}$. The exterior algebra $\wedge V$ of $V$ is defined as the quotient of the tensor algebra $T(V)$ by the (two-sided) ideal generated by $\{x \otimes x : x \in V\}$. We denote by $x \wedge y$ the product in $\wedge V$, and call it the wedge product of $x$ and $y$.

The exterior square $\wedge^2 V$ is the vector space generated by $\{x \wedge y : x, y \in V\}$.

We will frequently state that a family of wedge products is free. When we do, it is a consequence of the following:

Fact 2.6. Let $\{a_i : i \in I\}$ be a basis of $V$, and fix an ordering $< $ of $I$. Then $\{a_i \wedge a_j : i < j\}$ is a basis of $\wedge^2 V$.

From the exterior square, we can construct 2-nilpotent Lie algebras:

Observation 2.7. The vector space $V \bigoplus \wedge^2 V$ can be equipped with a Lie algebra structure by setting $[x, y] = x \wedge y$ for all $x, y \in V$, and $[x, [y, z]] = 0$ for all $y, z \in V$ and $x \in V \bigoplus \wedge^2 V$. This Lie algebra is 2-nilpotent graded by construction. It is the free 2-nilpotent Lie algebra over $V$, denoted by $F_2(V)$. 
A trivial but essential remark, which is used heavily by Baudisch [2009], is the following:

**Remark 2.8.** Consider a 2-nilpotent graded Lie algebra \( g = g_1 \oplus g_2 \). The identity from \( V = g_1 \) to \( g_1 \) extends canonically to a Lie algebra morphism \( \varphi \) from \( F_2(V) \) onto \( g \), which induces an Lie isomorphism between \( g \) and \( F_2(V)/N_g \), where \( N_g \) is the kernel of \( \varphi \). Note that

\[
N_g = \left\{ \sum_{i=1}^{n} \lambda_i x_i \wedge y_i : x_i, y_i \in V, \lambda_i \in \mathbb{K} \text{ such that } \sum_{i=1}^{n} \lambda_i [x_i, y_i] = 0 \right\}.
\]

Thus, one can identify 2-nilpotent graded Lie algebras with Lie algebras of the form \( V \oplus (\wedge^2 V)/N \), where \( V \) is a \( \mathbb{K} \)-vector space and \( N \) a \( \mathbb{K} \)-vector subspace of \( \wedge^2 V \). When there is no ambiguity, we denote by \( N(V) \) the considered ideal \( N \) of \( F_2(V) \).

Let \( g = A \oplus (\wedge^2 A)/N(A) \) be a 2-nilpotent graded Lie algebra and \( B \) be a vector subspace of \( A \). The subalgebra \( g' \) generated by \( B \) is isomorphic to \( B \oplus (\wedge^2 B)/N(B) \), where \( N(B) = N(A) \cap \wedge^2 B \).

From linear maps on the first components of 2-nilpotent graded Lie algebras, one can obtain Lie algebra morphisms:

**Remark 2.9.** Let \( g = U \oplus (\wedge^2 U)/N(U) \) and \( h = V \oplus (\wedge^2 V)/N(V) \) be 2-nilpotent graded Lie algebras.

- Any linear map \( \sigma : U \to F_2(V) \) extends uniquely to a Lie algebra morphism \( \sigma : F_2(U) \to F_2(V) \).
- Moreover, if \( \sigma(N(U)) \subseteq N(V) \), it induces by quotients a unique Lie algebra morphism \( \sigma : g \to h \).

In the rest of the paper, we will consider only graded Lie algebra morphisms, which are morphisms of the form \( \sigma : g \to h \) such that \( \sigma(U) \subseteq V \) or equivalently linear maps \( \sigma : U \to V \) such that \( \sigma(N(U)) \subseteq N(V) \).

Derivations play a key role in the study of Lie algebras, and will feature prominently in our construction:

**Definition 2.10.** Let \( g \) be a \( \mathbb{K} \)-Lie algebra.

A derivation \( \delta : g \to g \) is a \( \mathbb{K} \)-linear map satisfying the Leibniz law, that is, \( \delta([x, y]) = [\delta(x), y] + [x, \delta(y)] \) for all \( x, y \in g \).

A partially defined derivation \( \delta \) is a \( \mathbb{K} \)-linear map from a subalgebra \( g' \) to \( g \) satisfying the Leibniz law (on elements in \( g' \)).

When \( g \) is a 2-nilpotent graded and \( g' \) a graded Lie subalgebra, we say that a partially defined derivation \( \delta : g' \to g \) is graded if \( \delta(g'_1) \subseteq g_1 \).
Note that for any Lie algebra $g$ and $g \in g$, the application $\delta_g : x \to [x, g]$ is a derivation. However, in the case of a graded 2-nilpotent Lie algebra, this derivation is not graded. One can construct graded derivations just as graded morphisms were previously constructed:

**Remark 2.11.** Let $g = A \oplus (\wedge^2 A)/N(A)$ be a 2-nilpotent graded Lie algebra, $B$ be a vector subspace of $A$, and $g'$ be the subalgebra generated by $B$.

- A linear map $f : B \to F_2(A)$ induces a unique partially defined derivation $\tilde{f} : F_2(B) \to F_2(A)$ such that $\tilde{f}|_B = f$.
- A partially defined derivation $\delta : g' \to g$ is uniquely determined by the linear map $\delta|_B : B \to g$. Moreover, we have $\delta|_B(N(B)) \subseteq N(A)$.
- Reciprocally, a linear map $f : B \to F_2(A)$ such that $\tilde{f}(N(B)) \subseteq N(A)$ induces by quotients a unique partially defined derivation $\delta : g' \to g$.
- If $f(B) \subseteq A$, the corresponding partially defined derivation is graded.

When there is no ambiguity, we will use the same notation for the linear map and the partially defined derivations. In such a setting, we will say that $f : B \to A$ is a partially defined derivation if $f$ is a linear map from $B$ to $A$ such that $f(N(B)) \subseteq N(A)$ (where $f$ denotes $\tilde{f}$ in the last inclusion).

### 2B. Baudisch’s group

Our final structure will be based on Baudisch’s group (or rather, the Lie algebra associated to it). In this section, entirely due to Baudisch, we recall how this algebra is constructed, and state results that we will use. This group was first constructed in [Baudisch 1996], but we found the later article [Baudisch 2009] easier to use for our purposes. We will freely refer to results and definitions from said article, and we encourage the reader to have it within reach.

Fix a finite field $F_q$ with $q > 2$. Baudisch [2009] constructs an $\omega$-stable 2-nilpotent graded $F_q$-Lie algebra $M$ as the Hrushovski–Fraïssé limit of a class of finite 2-nilpotent graded $F_q$-Lie algebras. He then constructs a CM-trivial 2-nilpotent graded $F_q$-Lie algebra of Morley rank 2 as a collapse $M_\mu$, which depends on a certain function $\mu$.

To see 2-nilpotent graded $F_q$-Lie algebras as first-order structures, we will use an expansion of the language of $F_q$-vector spaces by a binary function symbol $[\cdot, \cdot]$ for the Lie bracket, as well as two unary predicates for the degree-one and degree-two components. We denote by $L$ this language. We reserve the notation $\wedge$ for the Lie bracket in free 2-nilpotent Lie algebras:

**Notation.** If $A \oplus (\wedge^2 A)/N(A)$ is a 2-nilpotent Lie algebra, we will often work in the free 2-nilpotent Lie algebra $F_2(A)$. When we do, we will always use the wedge product notation. Thus, an equality of the form $\sum_{i,j}[a_i, b_j] = 0$ in the Lie algebra $A \oplus (\wedge^2 A)/N(A)$ is equivalent to $\sum_{i,j} a_i \wedge b_j \in N(A) \subseteq \wedge^2 A$. 
We will say that $A \oplus (\wedge^2 A)/N(A)$ satisfies $\sum_{i,j} a_i \wedge b_j \in N(A)$, even though this is not, strictly speaking, a formula in $L$.

Let us recall how Baudisch’s class of Lie algebras, as well as their predimension function, are defined.

**Definition 2.12** (predimension). For any finite 2-nilpotent graded Lie algebra $g = A \oplus (\wedge^2 A)/N(A)$, we let

$$\delta(g) = \text{ldim}(A) - \text{ldim}(N(A)),$$

where ldim denotes the $\mathbb{F}_q$-linear dimension.

When we are in an ambient 2-nilpotent Lie algebra $V \oplus (\wedge^2 V)/N(V)$, for any finite vector subspace $B$ of $V$, we simply denote by $\delta(B)$ the predimension of the subalgebra generated by $B$.

Note that $\delta(B) = \text{ldim}(B) - \text{ldim}(N(B))$, where $N(B) = N(V) \cap \wedge^2 B$.

More generally, the relative predimension is defined for vector subspaces $C \subseteq B$ of $V$ such that $B$ is finitely generated over $C$ by

$$\delta(B/C) = \text{ldim}(B/C) - \text{ldim}(N(B)/N(C)).$$

**Observation 2.13** (submodularity). The predimension is submodular: for two vector subspaces $A$ and $B$ such that $A$ is finitely generated over $A \cap B$, we have

$$\delta(A + B/B) \leq \delta(A/A \cap B).$$

**Definition 2.14** (strongness). When working in an ambient 2-nilpotent Lie algebra $V \oplus (\wedge^2 V)/N(V)$, for any vector subspaces $B \subseteq A$ of $V$, we say that $B$ is self-sufficient or strong in $A$ (denoted by $B \leq A$) if for any vector subspace $B \subseteq C \subseteq A$, finitely generated over $B$, we have $\delta(C/B) \geq 0$.

Note that because of submodularity, the intersection of two subspaces that are strong in $V$ is also strong. Thus, given $B \subseteq V$, there is a smallest strong subspace of $V$ that contains $B$, namely the intersection all strong subspaces of $V$ containing $B$. We call it the self-sufficient closure of $B$.

We say that $A \supseteq B$ is a minimal strong extension of $B$ if $B \leq A$ and there is no vector subspace $B \subsetneq C \subsetneq A$ such that $C \leq A$.

**Definition 2.15** (class $\mathcal{K}$). The class $\mathcal{K}$ is made of all 2-nilpotent Lie algebras $V \oplus (\wedge^2 V)/N(V)$ such that

- $[v, w] \neq 0$ for any linearly independent $v$ and $w$ in $V$;
- $\mathbb{F}_q \cdot v \leq V$ for all $v$ in $V$.

Note that the second assumption is equivalent to $\delta(A) \geq 1$ for any finite nontrivial vector subspace of $V$. 


In the class $\mathcal{K}$, there are three possibilities for minimal strong extensions:

- **Transcendental:** In this case, $\text{ldim}(A) = \text{ldim}(B) + 1$ and $\delta(A) = \delta(B + 1)$.

- **Algebraic:** In this case, $\text{ldim}(A) = \text{ldim}(B) + 1$ and $\delta(A) = \delta(B)$. This forces the existence of $a \in A \setminus B$ such that $A = B \oplus \langle a \rangle$ and $N(A) = N(B) \oplus \langle a \land b + c \rangle$ for $b \in B$ and $c \in \bigwedge^2 B$.

- **Prealgebraic:** This contains all other cases, meaning that $\text{ldim}(A) > \text{ldim}(B) + 1$ and $\delta(A) = \delta(B)$.

**Example 2.16.** Let $B = \langle b_0, b_1, b_2 \rangle$ be a 3-dimensional $\mathbb{F}_q$-vector space, and consider the Lie graded 2-nilpotent algebra $F_2(B)$. We construct an extension of $B$ of each type, using linearly independent elements $a_0$ and $a_1$ over $B$.

- Let $A_{\text{tr}} = B \oplus \langle a_0 \rangle$, and consider the Lie algebra $F_2(A_{\text{tr}})$. This is a transcendental extension of $B$.

- Let $A_{\text{alg}} = B \oplus \langle a_0 \rangle$, and consider the Lie algebra $F_2(A_{\text{alg}})/N(A_{\text{alg}})$, with $N(A_{\text{alg}}) = \langle a_0 \land b_0 + b_1 \land b_2 \rangle$. This is an algebraic extension of $B$.

- Let $A_{\text{pr}} = B \oplus \langle a_0, a_1 \rangle$, and consider the Lie algebra $F_2(A_{\text{pr}})/N(A_{\text{pr}})$, with $N(A_{\text{pr}}) = \langle a_0 \land b_0 + a_1 \land b_1, a_0 \land a_1 + b_1 \land b_2 \rangle$. This is a prealgebraic extension of $B$.

A key property is:

**Theorem 2.17** [Baudisch 2009, Theorems 8.3 and 8.4]. The subclass $\mathcal{K}_{\text{fin}}$ of finite $L$-structures in $\mathcal{K}$ has the amalgamation property with respect to strong embeddings. Therefore, there is a unique up to isomorphism countable $L$-structure $M = V \oplus (\bigwedge^2 V)/N(V)$ in $\mathcal{K}$, constructed by Hrushovski–Fraissé amalgamation, that is rich, meaning: if $B \leq V$ is a finite self-sufficient subspace of $V$ and $A \geq B$ is a finite strong extension of $B$ in $\mathcal{K}$, there is a strong embedding $f$ of $A$ in $V$ over $B$.

Note that because we imposed, for any $A \in \mathcal{K}$, that $[a, b] \neq 0$ for any linearly independent $a, b \in A$, any algebraic extension in $V$ is algebraic in the model-theoretic sense. However, this is not the case for prealgebraic extensions, which are of Morley rank one over their basis. This is why $V$ and $M$ have, respectively, Morley rank $\omega$ and $\omega \cdot 2$: we can take successive prealgebraic extensions, and reach any finite Morley rank in $V$.

We will denote by $T$ the theory of the $L$-structure $M$. Note that $M$ is the countable saturated model of $T$ [Baudisch 2009, Theorem 8.6].

Because we want a finite-rank structure, what is needed is to **collapse** this structure, meaning force the prealgebraic extensions to become algebraic. As is classical in Hrushovski constructions, this is done via a set of codes for prealgebraic extensions. More precisely, Baudisch [2009] considers a set of **good codes**, which is a set $(\varphi_{\alpha}(\bar{x}, y))_{\alpha \in \mathcal{C}}$ of $L^{\text{eq}}$-formulas with, in particular, the following
properties (and many others useful for the construction):

• $\bar{x}$ is an $n$-tuple of variables in the first predicate of $L$ (that is, a tuple of elements of degree zero) and $y$ is an imaginary variable.

• For $b \in M^\text{eq}$, either the formula $\varphi_a(V^n, b)$ is empty or $b$ is the canonical parameter of $\varphi_a(\bar{x}, b)$ in $T$.

• There exist $n$ terms

$$\Phi_i(\bar{x}, \bar{y}_i, z_i) = \sum_{j<k<n} \lambda_{ijk} x_j \land x_k + \sum_{j<n} y_{ij} \land x_j + z_i,$$

where $\bar{y}_i$ is a tuple of variables in the first predicate and $z_i$ a variable of the second predicate, which describe up to isomorphisms a prealgebraic extension in the following sense: if $b \in \text{dcl}^\text{eq}(B)$ for a vector subspace $B$ of $V$ (and $\varphi_a(V^n, b) \neq \emptyset$) there exist $c_{ij} \in B$ and $\psi_i \in \land^2 B$ such that for any $\bar{a} \in \varphi_a(V^n, b)$,

- $\Phi_i(\bar{a}, \bar{c}_i, \psi_i) \in N(V)$,
- if $\bar{a}$ is $w$-generic over $B$, that is, if $\bar{a}$ is linearly independent over $B$ and $\delta(\langle \bar{a}, B \rangle / B) = 0$, then $\langle \bar{a}, B \rangle$ is a prealgebraic minimal extension of $B$, where

$$N(\langle \bar{a}, B \rangle) = N(B) \oplus (\Phi_i(\bar{a}, \bar{c}_i, \psi_i) : i < n).$$

Then using a notion of difference sequences for good codes, a subclass $K^\mu$ of $K$ is defined for any good map $\mu : C \rightarrow \mathbb{N}$, so that:

**Theorem 2.18** [Baudisch 2009; 1996]. The subclass $K^\mu_{\text{lin}}$ of finite $L$-structures in $K^\mu$ has the amalgamation property with respect to strong embeddings and the theory $T^\mu$ of the countable rich structure $M^\mu = V^\mu \oplus (\land^2 V^\mu) / N(V^\mu)$ of $K^\mu$ is uncountably categorical of Morley rank 2, with $V^\mu$ being strongly minimal. Moreover, $T^\mu$ is CM-trivial.

The bounds for difference sequences [Baudisch 2009, Section 5] is central in the above construction. In particular there is a characterization of minimal extensions which do not belong in $K^\mu$ [Baudisch 2009, Corollary 5.3]. In order to extend derivations, we will need only the following fact that one can deduce directly from this characterization:

**Fact 2.19.** Let $D$ be in $K^\mu$ and $D \leq D'$ be a minimal extension in $K \setminus K^\mu$. Then the extension $D'$ is prealgebraic, and there is a good code $\alpha \in C$ such that one of the following holds:

(a) $D' = D + \langle \bar{e} \rangle$ for a $w$-generic realization $\bar{e}$ over $D$ of $\varphi_a(\bar{e}, b)$, where $b \in \text{dcl}^\text{eq}(D)$, and there is at least one realization $\bar{z}'$ in $D$ of $\varphi_a(\bar{x}, b)$.

(b) There is a vector subspace $D \subseteq E \subseteq D'$ and $b \in \text{dcl}^\text{eq}(E)$ with at least two realizations $\bar{e}$ and $\bar{z}'$ in $D'$ of $\varphi_a(\bar{x}, b)$, where $\bar{e}$ is $w$-generic over $E$ and $\bar{z}'$ is $w$-generic over $E + \langle \bar{e} \rangle$.
3. Constructing derivations

To construct derivations on $M_\mu$, we will proceed by induction, namely, extending derivations step-by-step. We will consider only partially defined graded derivations on finite 2-nilpotent Lie algebras, or equivalently, in an ambient 2-nilpotent Lie algebra $V \oplus (\wedge^2 V)/N(V)$, we consider partially defined derivations $f : B \to V$, where $B$ is a finite vector subspace of $V$ and $f : B \to V$ a linear map such that $f(N(B)) \subseteq N(B + f(B))$ (see Remark 2.11).

**Definition 3.1.** A derivation extension problem is the data of two finite vector subspaces $B \leq A \leq V_\mu$ and a partially defined graded derivation $f : B \to V_\mu$ with $A + f(B) \leq V_\mu$. We denote it by $(B \leq A, f)$.

For any derivation extension problem $(B \leq A, f)$, we want to extend the derivation to $A$ and obtain a partially defined graded derivation $f : A \to V_\mu$ with $A + f(A) \leq V_\mu$.

Let us fix such a derivation extension problem $(B \leq A, f)$ for now.

First we construct what we will call a free pseudosolution. The Lie algebra generated by $A + f(A)$ for this free pseudosolution will not be in general in $K_\mu$, and finding a solution realized in $M_\mu$ will be the technical heart of the proof.

**Construction 3.2.** Consider an abstract vector space $U$ over $A + f(B)$ such that $\text{ldim}(U/A + f(B)) = \text{ldim}(A/B)$. Extend the linear map $f : B \to B + f(B)$ to a linear map $f : A \to U$ which sends a (any) basis of $A$ over $B$ onto a basis of $U$ over $A + f(B)$. From now on, we set $U = A + f(A)$.

By Remark 2.11, this map canonically gives us a partially defined derivation $f : F_2(A) \to F_2(A + f(A))$.

Now we define $N(A + f(A)) = N(A + f(B)) + f(N(A))$ and we consider the 2-nilpotent graded algebra $\mathfrak{g} = (A + f(A)) \oplus (\bigwedge^2 (A + f(A))/N(A + f(A))$. Then we have to check that $N(A + f(B)) = N(A + f(A)) \cap \bigwedge^2 (A + f(B))$ in order to prove that the Lie subalgebra generated by $A + f(B)$ in $M_\mu$ is also a subgraded algebra of $\mathfrak{g}$. We will use a particular (and simpler) case of the following lemma for $A' = B$.

**Lemma 3.3.** For any $B \subseteq A' \subseteq A$, we have $f^{-1}(\bigwedge^2 (A + f(A'))) = \bigwedge^2 A'$.

Thus, if the family $(e_1, \ldots, e_t)$ of vectors in $\bigwedge^2 A$ is free over $\bigwedge^2 A'$, then the family $(f(e_1), \ldots, f(e_t))$ is free over $\bigwedge^2 (A + f(A'))$.

**Proof.** Consider a basis $(a_1, \ldots, a_s)$ of $A$ over $B$ such that $A' = \langle B, a_1, \ldots, a_s \rangle$.

Letting $e \in \bigwedge^2 A$, we can write

$$e = \sum_{i,j} \lambda_{i,j}(a_i \wedge b_j) + \sum_{k \leq \ell} \beta_{k,\ell}(a_k \wedge a_{\ell}) + c$$
with $\lambda_{i,j}, \beta_{k,\ell} \in \mathbb{F}_q$, $c \in \wedge^2 B$ and $b_1, \ldots, b_m$ linearly independent vectors of $B$. Then

$$f(e) = \sum_{i,j} \lambda_{i,j} (f(a_i) \wedge b_j + a_i \wedge f(b_j)) + \sum_{k<\ell} \beta_{k,\ell} (f(a_k) \wedge a_\ell + a_k \wedge f(a_\ell)) + f(c)$$

$$= \sum_{i,j} \lambda_{i,j} (f(a_i) \wedge b_j) - \sum_{\ell<k} \beta_{\ell,k} (a_k \wedge f(a_\ell)) + \sum_{k<\ell} \beta_{k,\ell} (a_k \wedge f(a_\ell))$$

$$+ \sum_{i,j} \lambda_{i,j} (a_i \wedge f(b_j)) + f(c).$$

The last two terms of that sum belong to $\wedge^2 (A + f(B))$. Moreover, the family $\{f(a_i) \wedge b_j : s < i \leq n, 1 \leq j \leq m\} \cup \{a_k \wedge f(a_\ell) : 1 \leq k \leq n, s < \ell \leq n\}$ is linearly independent over $\wedge^2 (A + f(A')) = \wedge^2 (A + f(B) \oplus (f(a_1), \ldots, f(a_s)))$. Thus if $f(e) \in \wedge^2 (A + f(A'))$, we must have $\lambda_{i,j} = 0$ for all $i > s$ and $\beta_{k,\ell} = 0$ for all $\ell > s$, implying that $e \in \wedge^2 A'$.

Thus $f^{-1}(\wedge^2 (A + f(A'))) \subseteq \wedge^2 A'$, and the other inclusion is immediate. \[\square\]

**Corollary 3.4.** $N(A + f(B)) = N(A + f(A)) \cap \wedge^2 (A + f(B))$. Thus, the Lie subalgebra generated by $A + f(B)$ in $M_\mu$ is also a subgraded algebra of $g = (A + f(A)) \oplus (\wedge^2 (A + f(A)))/N(A + f(A))$, and the linear map $f : A \to A + f(A)$ induces a partially defined graded derivation $f : A \oplus (\wedge^2 A)/N(A) \to g$.

**Proof.** Recall $N(A + f(A)) = N(A + f(B)) + f(N(A))$. Let $e = e_1 + f(e_2)$ with $e \in \wedge^2 (A + f(B))$, $e_1 \in N(A + f(B))$ and $e_2 \in N(A)$. Then $f(e_2) \in \wedge^2 (A + f(B))$, and by the previous lemma, $e_2 \in \wedge^2 B$. Since $N(B) = B \cap N(A)$ and $f : B \to B + f(B)$ is a derivation, we obtain that $f(e_2) \in N(B + f(B))$ and $e \in N(A + f(B))$.

By definition of $N(A + f(A))$, we have $f(N(A)) \subseteq N(A + f(A))$, and then, by Remark 2.11, the linear map $f : A \to A + f(A)$ induces a partially graded defined derivation $f : A \oplus (\wedge^2 A)/N(A) \to g$, which extends the partially graded defined derivation $f : B \oplus (\wedge^2 B)/N(B) \to (B + f(B)) \oplus (\wedge^2 (B + f(B)))/N(B + f(B))$. \[\square\]

We call the above extension the **free pseudosolution** of the derivation extension problem (it is unique up to isomorphisms). When there is no ambiguity, we will call $A + f(A)$ the free pseudosolution of $(B \leq A, f)$.

The following lemma will be useful in understanding this derivation:

**Lemma 3.5.** Let $A + f(A)$ be the free pseudosolution of a derivation extension problem $(B \leq A, f)$ and $A'$ a vector subspace of $A$ containing $B$. Then

$$\delta(A + f(A') / A + f(B)) = \delta(A'/B).$$

More precisely, the family $(f(e_1), \ldots, f(e_t))$ is a basis of $N(A + f(A'))$ over $N(A + f(B))$ for any basis $(e_1, \ldots, e_t)$ of $N(A')$ over $N(B)$.\[\square\]
Proof. By construction, we know that \( N(A + f(A')) \subseteq N(A + f(B)) + f(N(A)) \). As in the previous proof, let \( \eta = \eta_1 + f(\eta_2) \) be in \( N(A + f(A')) \), decomposed along this sum, i.e., \( \eta_1 \in N(A + f(B)), \eta_2 \in N(A) \) and \( f(\eta_2) \in N(A + f(A')) \). By Lemma 3.3 we obtain \( \eta_2 \in N(A) \cap \wedge^2 A' = N(A') \). Thus \( N(A + f(A')) = N(A + f(B)) + f(N(A')) \).

Consider a basis \((e_1, \ldots, e_t)\) of \( N(A') \) over \( N(B) \). The family \((e_1, \ldots, e_t)\) is free over \( \wedge^2 B \) because \( N(B) = N(A') \cap \wedge^2 B \), and by Lemma 3.3, the family \((f(e_1), \ldots, f(e_t))\) is free over \( \wedge^2 (A + f(B)) \). Moreover, \( f(N(A')) \) is generated by \( (f(e_1), \ldots, f(e_t)) \) over \( f(N(B)) \subseteq N(B + f(B)) \) (since \( f : B \to B + f(B) \) is a derivation). Thus \( (f(e_1), \ldots, f(e_t)) \) is a basis of \( N(A + f(B)) + f(N(A')) = N(A + f(A')) \) over \( N(A + f(B)) \), and \( \text{ldim}(N(A + f(A'))/N(A + f(B)) = \text{ldim}(N(A')/N(B)) \).

Finally, by construction, \( \text{ldim}(A + f(A')/A + f(B)) = \text{ldim}(A'/B) \), and therefore \( \delta(A + f(A')) = \delta(A'/B) \).

We will consider minimal derivation extension problems \((B \leq A, f)\), i.e., derivation extension problems such that \( A \) is a minimal strong extension of \( B \).

Corollary 3.6. The free pseudosolution \( A + f(A) \) of a (minimal) derivation extension problem \((B \leq A, f)\) is a (minimal) strong extension of \( A + f(B) \).

Proof. Consider a vector subspace \( C \) such that \( A + f(B) \subseteq C \subseteq A + f(A) \). By linearity, \( C = A + f(A') \), where \( A' = f^{-1}(C) \). Note that \( B \subseteq A' \subseteq A \). By the previous lemma, \( \delta(C/A + f(B)) = \delta(A'/B) \geq 0 \) since \( B \leq A \). One deduces that \( A + f(A) \) is a strong extension of \( A + f(B) \).

Suppose now that \( A \) is a minimal strong extension of \( B \). If \( \text{ldim}(A/B) = 1 \), then \( \text{ldim}(A + f(A)/B + f(A)) = 1 \) and \( A + f(A) \) is minimal over \( A + f(B) \). Otherwise, \( A \) is prealgebraic over \( B \) and, in particular, \( \delta(A/B) = 0 \). In this case, if \( A + f(B) \subsetneq C \subsetneq A + f(A) \), we have \( \delta(C/A + f(B)) = \delta(A'/B) > 0 = \delta(A/B) = \delta(A + f(A)/A + f(B)) \), so \( C \) is not strong in \( A + f(A) \).

Our goal is to use the Lie algebra just constructed to extend a derivation from \( B \leq V_\mu \) to \( B \leq A \leq V_\mu \). It is not guaranteed that the free pseudosolution will belong to \( K_\mu \). There are multiple cases to consider:

(Case A) The free pseudosolution does not belong to \( K \).

(Case B) The free pseudosolution belongs to \( K \), but not to \( K_\mu \).

(Case C) The free pseudosolution belongs to \( K_\mu \). In that case, we will be able to extend the derivation without further work, by using richness of \( M_\mu \).

Let us start dealing with Case A. We first notice:

Lemma 3.7. Let \( A + f(A) \) be the free pseudosolution of a derivation extension problem \((B \leq A, f)\). For any nonzero vector subspace \( C \) of \( A + f(A) \), we have \( \delta(C) \geq 1 \).
Proof. Let $C \subseteq A + f(A)$ be a nonzero vector subspace.

If $C \cap (A + f(B))$ is nonzero, then, by submodularity,

$$
\delta(C) \geq \delta(C \cap (A + f(B))) + \delta(C + A + f(B)/A + f(B)) \geq 1 + 0,
$$

since $A + f(B) \in K$ and $A + f(B) \leq A + f(A)$.

Otherwise, consider a basis $(f(a_1) + a'_1, \ldots, f(a_s) + a'_s)$ of $C$. Since we have $C \cap (A + f(B)) = \{0\}$, the family $(f(a_1), \ldots, f(a_s))$ is free over $A + f(B)$, and the basis $\{(f(a_i) + a'_i): i < j\}$ of $\bigwedge^2 C \subseteq \bigwedge^2 (A + f(A))$ is free over $\{\alpha \wedge \alpha', f(\beta) \wedge f(\beta'), \alpha \wedge f(\alpha'): \alpha, \alpha' \in A, \beta, \beta' \in B\}$.

By construction,

$$
N(A + f(A)) \subseteq \{\alpha \wedge \alpha', f(\beta) \wedge f(\beta'), \alpha \wedge f(\alpha'): \alpha, \alpha' \in A, \beta, \beta' \in B\},
$$

and thus $N(C) = N(A + f(A)) \cap \bigwedge^2 C = \{0\}$. Then $\delta(C) = s > 0$. \qed

Therefore, the only way for the free pseudosolution of $(B \leq A, f)$ to not belong to $K$ is for $F_2(A + f(A))$ to contain linearly independent vectors $v_0$ and $v_1$ such that $v_0 \wedge v_1 \in N(A + f(A))$ or, equivalently, $[v_0, v_1] = 0$ in $A + f(A) \oplus (\bigwedge^2 (A + f(A))/N(A + f(A))$. This possibility cannot be eliminated in general, as the following shows:

**Example 3.8.** Suppose we have vectors $b_0, b_1$ and $b_2$ such that $f(b_1) = f(b_2) = 0$ and $f(b_0) = b_0$ and want to extend $f$ to an element $a$ satisfying $[a, b_0] + [b_1, b_2] = 0$.

Let $A + f(A)$ be the free pseudosolution of this derivation extension problem. It has to satisfy $[f(a), b_0] + [a, b_0] = 0$, which can be factorized as $[f(a) + a, b_0] = 0$. Therefore, the free pseudosolution cannot belong to $K$.

An obvious workaround, in that case, is to consider the linear map $g$ with $g(b_i) = f(b_i)$ for $i = 0, 1, 2$, and $g(a) = -a$, and extend it into a derivation of $\langle a, b_0, b_1, b_2 \rangle$. This is easily checked to quotient into a derivation extending $f$.

The solution presented in the previous example is the idea behind the general case:

**Lemma 3.9 (Case A).** Suppose that the free pseudosolution of a minimal derivation extension problem $(B \leq A, f)$ is not in $K$. Then the linear map $f : B \to B + f(B)$ can be extended to a linear map $g : A \to A + f(B)$ such that $g(N(A)) \subseteq N(A + f(B))$, which gives a solution of the extension problem.

Proof. By the previous lemma, in such a case, the free pseudosolution $A + f(A)$ contains linearly independent vectors $v_0$ and $v_1$ such that $v_0 \wedge v_1 \in N(A + f(A))$ (i.e., such that $[v_0, v_1] = 0$).

As $N(A + f(A))$ is generated by $f(N(A))$ over $N(A + f(B))$, there are $e \in N(A)$ and $c \in N(A + f(B))$ such that $f(e) + c = v_0 \wedge v_1$.

Note first that $f(e) + c \in \langle f(a) \wedge a': a, a' \in A \rangle + \bigwedge^2 (A + f(B))$. 


We can write \( v_0 = f(a_0) + a'_0 \) and \( v_1 = f(\tilde{a}_1) + \tilde{a}'_1 \) with \( a_0, a'_0, \tilde{a}_1, \tilde{a}'_1 \in A \). Since \( M_\mu \in K \), at least one \( v_i \) is not in \( A + f(B) \). We may assume that \( a_0 \in A \setminus B \).

Note that \( f(\tilde{a}_1) \in \langle A, f(a_0) \rangle \): otherwise,
\[
f(a_0) \land f(\tilde{a}_1) \notin \langle f(a) \land a': a, a' \in A \rangle + \land^2(A + f(B)),
\]
which contradicts the equality
\[
v_0 \land v_1 = f(a_0) \land f(\tilde{a}_1) + f(a_0) \land \tilde{a}'_1 + a'_0 \land f(\tilde{a}_1) + a'_0 \land \tilde{a}'_1 = f(e) + c.
\]
Thus, there is \( \alpha \in \mathbb{F}_q \) and \( a'_1 \in A \) such that \( v_1 = \alpha f(a_0) + a'_1 \), and in fact
\[
v_0 \land v_1 = f(a_0) \land (a'_1 - \alpha a'_0) + a'_0 \land a'_1.
\]
Now, complete \( a_0 \) to a basis \( (a_0, \ldots, a_n) \) of \( A \) over \( B \). We can write
\[
e = \sum_{i < j \leq n} \lambda_{i,j}a_i \land a_j + \sum_{i \leq n} a_i \land b_i + d
\]
with \( \lambda_{i,j} \in \mathbb{F}_q, b_i \in B \) and \( d \in \land^2 B \).

Then
\[
f(e) = \sum_{i < j \leq n} \lambda_{i,j}f(a_i) \land a_j - \sum_{j < i \leq n} \lambda_{j,i}f(a_i) \land a_j + c'
\]
with \( c' \in \langle f(a) \land b: a \in A, b \in B \rangle + \land^2(A + f(B)) \).

But the family \( \{ f(a_i) \land a_j: i \neq 0, j \neq i \} \) is free over
\[
\langle f(a_0) \land a': a' \in A \rangle + \langle f(a) \land b: a \in A, b \in B \rangle + \land^2(A + f(B))
\]
Hence the equality \( f(e) + c = v_0 \land v_1 \) yields that \( \lambda_{j,i} = 0 \) for all \( j < i \leq n \) and thus
\[
e = \sum_{i \leq n} a_i \land b_i + d.
\]
This yields
\[
f(e) = \sum_{i \leq n} f(a_i) \land b_i + c^*
\]
with \( b_i \in B \) and \( c^* \in \land^2(A + f(B)) \).

Note that if \( (a_0^*, \ldots, a_n^*) \) is a family of vectors of \( A \), then the family
\[
\{ f(a_i) \land a_i^*: a_i^* \neq 0, i = 0, \ldots, n \}
\]
is free over \( \land^2(A + f(B)) \). Therefore, the equality \( f(e) + c = v_0 \land v_1 \) yields that \( b_0 = a'_1 - \alpha a'_0 \) and \( b_i = 0 \) for all \( i > 0 \).

We have \( e = a_0 \land b_0 + d \), where \( a_0 \in A \setminus B, b_0 \in B \) and \( d \in \land^2 B \). Since \( v_0 \) and \( v_1 \) are linearly independent, we have \( b_0 = a'_1 - \alpha a'_0 \neq 0 \). Therefore, \( e \in N(A) \setminus N(B) \), and \( B \oplus \langle a_0 \rangle \) defines an algebraic extension of \( B \). By minimality of \( B \leq A \), we deduce that \( A = \langle B, a_0 \rangle \).
Since \( a'_1 = \alpha a'_0 + b_0 \), we have \( v_0 \wedge v_1 = f(a_0) \wedge b_0 + a'_0 \wedge a'_1 = f(a_0) \wedge b_0 + a'_0 \wedge b_0 \). Then the equality \( f(e) + c = v_0 \wedge v_1 \) yields the following equality in \( \wedge^2(A + f(B)) \):

\[
a_0 \wedge f(b_0) + f(d) + c = a'_0 \wedge b_0.
\]

Let us consider the linear map \( g : A \to A + f(B) \) such that \( g|_B = f \) and \( g(a_0) = -a'_0 \). We claim that \( g \) is a solution to the derivation extension problem \( (B \leq A, f) \).

By Remark 2.11, it is enough to show that \( g(e) \in N(A + f(B)) \). We have

\[
g(e) = g(a_0 \wedge b_0 + d) \\
= g(a_0) \wedge b_0 + a_0 \wedge g(b_0) + g(d) \\
= -a'_0 \wedge b_0 + a_0 \wedge f(b_0) + f(d) \\
= -c \in N(A + f(B)).
\]

This \( g \) is thus the solution we were looking for. \(\square\)

Now consider Case B:

**Lemma 3.10 (Case B).** Suppose the free pseudosolution of a minimal derivation extension problem \( (B \leq A, f) \) belongs to \( \mathcal{K} \), but does not belong to \( \mathcal{K}_\mu \). Then the linear map \( f : B \to B + f(B) \) can be extended again to a linear map \( g : A \to A + f(B) \) such that \( g(N(A)) \subseteq N(A + f(B)) \), which gives a solution of the extension problem.

**Proof.** By Corollary 3.6, \( A + f(A) \) is a minimal strong extension of \( A + f(B) \), and by Fact 2.19, this can happen for two different reasons:

(a) There is a good code \( \alpha \in \mathcal{C} \) and \( b \in \text{dcl}^{eq}(A + f(B)) \) such that \( A + f(A) = (A + f(B), \bar{e}) \) with \( \bar{e} \) \( w \)-generic in \( \varphi_\alpha(\bar{x}, b) \) over \( A + f(B) \). Moreover, there is \( \bar{e}' \in A + f(B) \) which realizes \( \varphi_\alpha(\bar{x}, b) \) (in this case \( \bar{x} \) is an \( n \)-tuple, where \( n = \text{ldim}(A/B) \)).

(b) There exist a vector subspace \( A + f(B) \subseteq E \subseteq A + f(A) \), a good code \( \alpha \in \mathcal{C} \), an imaginary \( b \in \text{dcl}^{eq}(E) \), and realizations \( \bar{e} \) and \( \bar{e}' \) of \( \varphi_\alpha(\bar{x}, b) \) such that \( \bar{e} \) is \( w \)-generic over \( E \) and \( \bar{e}' \) is \( w \)-generic over \( \langle E, \bar{e} \rangle \) (in this case \( \bar{x} \) is an \( m \)-tuple with \( m < \text{ldim}(A/B) \)).

Let us take care of subcase (a) first. In this case, there are \( n \) terms \( \langle \Phi_i \rangle_{i < n} \):

\[
\Phi_i(x_0, \ldots, x_{n-1}) = \sum_{j < k < n} \lambda_{ijk} x_j \wedge x_k + \sum_{j < n} c_{ij} \wedge x_j + \psi_i,
\]

where \( \lambda_{ijk} \in \mathbb{F}_p \), \( c_{ij} \in A + f(B) \) and \( \psi_i \in \text{dcl}^2(A + f(B)) \), such that

\[
\Phi_i(\bar{e}') \in N(A + f(B)) \quad \text{for} \quad i < n
\]

and

\[
N(A + f(A)) = N(A + f(B)) \oplus \langle \Phi_i(\bar{e}') \rangle_{i < n}.
\]
Thus, \( F \) is the canonically partially defined derivation from \( A \) onto \( \overline{A} \). By Remark 2.11 we have to check that \( \pi(\Phi_i(\overline{e})) = \Phi_i(\overline{e}') \), so \( \pi(N(A + f(A)) = N(A + f(B)) \). By Remark 2.9, \( \pi \) induces a Lie algebra morphism from \( A + f(A) \) to \( A + f(B) \).

Now, consider the linear map \( g = \pi \circ f : A \to A + f(B) \).

**Claim 3.11.** The linear map \( \pi \) induces a Lie algebra morphism from \( A + f(A) \) onto \( A + f(B) \).

**Proof.** Remember that \( \pi \) extends canonically to a Lie algebra morphism from \( F_2(A + f(A)) \) to \( F_2(A + f(B)) \). Then \( \pi(\Phi_i(\overline{e})) = \Phi_i(\overline{e}') \), so \( \pi(N(A + f(A)) = N(A + f(B)) \). By Remark 2.9, \( \pi \) induces a Lie algebra morphism from \( A + f(A) \) to \( A + f(B) \). \( \square \)

Consider \( \pi \) the linear map \( A + f(A) \to A + f(B) \) such that \( \pi|_{A + f(B)} = \text{Id} \), and \( \pi(\overline{e}) = \overline{e}' \).

**Claim 3.12.** The linear map \( g \) induces a partially defined graded derivation from \( A \) to \( A + f(B) \).

**Proof.** By Remark 2.11 we have to check that \( g(N(A)) \subseteq N(A + f(B)) \), where \( g \) is the canonically partially defined derivation from \( F_2(A) \) to \( F_2(A + f(B)) \). Note that \( g \) on \( F_2(A) \) is equal to the composition of the Lie algebra morphism \( \pi \) on \( F_2(A + f(A)) \) with the derivation \( f \) on \( F_2(A) \). Indeed, if \( x, y \in A \), we obtain

\[
\pi(f(x \wedge y)) = \pi(f(x) \wedge y + x \wedge f(y)) = \pi(f(x)) \wedge \pi(y) + \pi(x) \wedge \pi(f(y)) = \pi(f(x)) \wedge y + x \wedge \pi(f(y)) = g(x) \wedge y + x \wedge g(y) = g(x \wedge y).
\]

Thus,

\[
g(N(A)) = \pi(f(N(A))) \subseteq \pi(N(A + f(A))) = N(A + f(B)). \tag{\red{\square}}
\]

Since the partially defined derivation \( g : A \to A + f(B) \) extends the derivation \( f|_B : B \to B + f(B) \), the previous claim gives a solution in \( \mathcal{K}_\mu \) to our derivation extension problem.

We are now going to show that in the specific case of derivation extension problems, subcase (b) cannot happen.

By way of contradiction, suppose that \( A + f(B) \leq A + f(A) \) is of type (b). In this case,

\[
\text{ldim}(E + \langle \overline{e}, \overline{e}' \rangle/E) = \text{ldim}\left(N(E + \langle \overline{e}, \overline{e}' \rangle)/N(E)\right) = 2m,
\]

and the linear map which sends \( \overline{e} \) onto \( \overline{e}' \) over \( E \) induces a Lie algebra isomorphism over \( E \) between \( E + \langle \overline{e} \rangle \) and \( E + \langle \overline{e}' \rangle \).

Thus, there are \( m \) terms \( \Phi_i(x_0, \ldots, x_{m-1}) = \sum_{j<k<m} \lambda_{ijk} x_j \wedge x_k + \sum_{j<m} c_{ij} \wedge x_j + \psi_i \),
where $\lambda_{ijk} \in \mathbb{F}_p$, $c_{ij} \in E$ and $\psi_i \in \bigwedge^2 E$, such that

$$N(E + \langle \tilde{e}, \tilde{e}' \rangle) = N(E) \oplus \langle \Phi_i(\tilde{e}), \Phi_i(\tilde{e}') \rangle_{i<n} \subseteq N(A + f(A)).$$

Recall that

$$N(A+f(A)) = N(A+f(B)) + f(N(A)) \subseteq \bigwedge^2(A+f(B)) + \langle f(a) \land a': a, a' \in A \rangle.$$

Since $A + f(B) \subseteq E \subseteq A + f(A)$ and $\tilde{e}$ is a tuple of $m$ linearly independent vectors in $A + f(A)$ over $E$, there exist a vector subspace $B \subseteq A_0 \subseteq A$ such that $E = A + f(A_0)$ and linearly independent vectors $a_0, \ldots, a_{m-1} \in A$ over $A_0$ such that $\tilde{e} = (f(a_0) + v_0, \ldots, f(a_{m-1}) + v_{m-1})$, where $v_j \in A + f(B)$. If $(c_l)_{l<m}$ is a family of vectors in $E \setminus (A + f(B))$, the family

$$(f(a_j) \land f(a_k), c_l \land f(a_l): j < k < m, l < m)$$

is free over $\bigwedge E + \langle f(a) \land v: a \in A, v \in A + f(B) \rangle$. It follows that $\lambda_{ij} = 0$ and $c_{ij} \in A + f(B)$ for all $i$ and $j$.

The difference between the equations $\Phi_i(\tilde{e})$ and $\Phi_i(\tilde{e}')$ gives us $m$ linearly independent equations in $N(A + f(A))$ over $N(A + f(B))$:

$$\sum_{j<m} c_{ij} \land (e_j - \bar{e}_j') \in N(A + f(A)).$$

So $\delta(A + f(B) + \langle e_j - \bar{e}_j': j < m \rangle / A + f(B)) = 0$, contradicting the minimality of the extension $A + f(A)$ over $A + f(B)$ (since $m < n = \text{ldim}(A + f(A)) / A + f(B))$).

Therefore, subcase (b) cannot happen. \(\square\)

Finally, in Case C, we conclude by using richness of $M_\mu$:

**Proposition 3.13.** Every minimal derivation extension problem $(B \leq A, f)$ has a solution: i.e., there is a partially defined derivation $g: A \rightarrow A + g(A)$ extending $f$ such that $A + g(A) \leq V_\mu$.

**Proof.** For any such extension problem, if the free pseudosolution $A + f(A)$ is in $K_\mu$ (Case C), then by richness of $M_\mu$, there is a strong embedding $h$ of $A + f(A)$ in $V_\mu$ over $A + f(B)$, and we can take $g = h \circ f$. Otherwise, we can extend $f$ by a partially defined derivation $g: A \rightarrow A + f(B)$ (Lemmas 3.9 and 3.10). \(\square\)

Let us show how we can use this to construct derivations on $M_\mu$ by reducing every configuration to a minimal derivation extension problem. Given a partially defined derivation $f$ on $B$ and a strong extension $A$ of $B$, there is no reason a priori for $A + f(B)$ to be strong in $V_\mu$, and we cannot directly apply the previous proposition in order to extend the derivation. In that case, we will extend in several steps to the self-sufficient closure of $A + f(B)$:
Lemma 3.14. Let $B \leq V_\mu$ be a finite strong subspace and $f : B \to B + f(B)$ a partially defined graded derivation with $B + f(B) \leq V_\mu$.

If $B \leq A \leq V_\mu$ is a minimal strong extension of $B$ in $V_\mu$ such that $A + f(B)$ is not self-sufficient in $V_\mu$, then

- $\delta(A/B) = 1$, and
- the partially defined derivation $f$ can be extended to a partially defined graded derivation on $\tilde{A}$, where $\tilde{A}$ is the self-sufficient closure of $A + f(B)$ in $V_\mu$.

Proof. Since $B \leq A \leq V_\mu$ and $B + f(B) \leq V_\mu$, by submodularity of $\delta$, we have

$$B \leq A \cap (B + f(B)) \leq A.$$ 

By minimality of $B \leq A$, there are two cases, either $A \cap (B + f(B)) = A$ or $A \cap (B + f(B)) = B$. In the first case, $A \subseteq B + f(B)$, and since $B \subseteq A$, we get $A + f(B) = B + f(B) \leq V_\mu$, a contradiction.

Thus, $A \cap (B + f(B)) = B$. Again, by submodularity,

$$0 \leq \delta((A + f(B)/B + f(B)) \leq \delta(A/B) \leq 1.$$ 

Since $A + f(B)$ is not self-sufficient in $V_\mu$, we have necessarily

$$\delta((A + f(B)/B + f(B)) = \delta(A/B) = 1.$$ 

Because $B \leq B + f(B)$, we decompose it into a tower of minimal extensions $B = B_0 \leq \cdots \leq B_n = B + f(B)$. Since $B \subseteq B_1 \subseteq B + f(B)$, we have that $B_1 + f(B) = B + f(B) \leq V_\mu$, and we can extend $f$ to $B_1$ using Proposition 3.13. Then $B_2 + f(B_1) = B_1 + f(B_1)$, and iteratively, we extend $f$ to $B + f(B)$. Let $\tilde{A}$ be the self-sufficient closure of $A + f(B)$. Because $A + f(B)$ is not self-sufficient in $V_\mu$ and $\delta((A + f(B)/B + f(B)) = 1$, we obtain $\delta(\tilde{A}/B + f(B)) = 0$.

There is a sequence of minimal extensions $B + f(B) = C_0 \leq \cdots \leq C_n = \tilde{A}$. Moreover, as $\delta(\tilde{A}/A + f(B)) = 0$, all these extensions are either prealgebraic or algebraic. In particular, we can iteratively extend $f$ to each of them using Proposition 3.13, since $\delta(C_{i+1}/C_i) = 0$ imposes at each step that $C_{i+1} + f(C_i) \subseteq V_\mu$. 

Theorem 3.15. Let $B \leq V_\mu$ be finite and $f : B \to B + f(B)$ be a partially defined graded derivation, with $B + f(B) \leq V_\mu$. Let $a \in V_\mu$. There exists a finite $B \leq A$ with $a \in A$ and a graded extension $f : A \to A + f(A)$ to $A$ with $A \leq V_\mu$ and $A + f(A) \leq V_\mu$.

Proof. Let $A'$ be the self-sufficient closure of $(B, a)$. There is a sequence $B \leq A'_0 \leq \cdots \leq A'_n = A'$ of minimal extensions. Moreover, we know that $\delta(A'/B) \leq 1$, so at most one of these extensions is transcendental.

We extend iteratively $f$ to $A'_i$. While $A'_{i+1} + f(A'_i) \leq V_\mu$, we apply Proposition 3.13. If it is the case for all $i < n$, we obtain an extension $f$ to $A = A' \supseteq (B, a)$. 

Otherwise, there is \( i_0 < n \) such that \( f \) is extended to \( A'_{i_0} \) and \( A'_{i_0} + f(A'_{i_0}) \) is not self-sufficient in \( V_\mu \). By Lemma 3.14, \( \delta(A'_{i_0} + f(A'_{i_0})) = 1 \) and we can extend \( f \) to \( A_{i_0 + 1} \), where \( A_{i_0 + 1} \) is the self-sufficient closure of \( A'_{i_0} + f(A'_{i_0}) \).

Now define \( A_i = A'_i + A_{i_0 + 1} \) for \( i > i_0 + 1 \). Since \( \delta(A'/B) \leq 1 \), we have \( \delta(A'_{i+1}/A'_{i}) = 0 \) for all \( i > i_0 \).

This implies that \( A_i \leq V_\mu \) for all \( i > i_0 \). Indeed, if \( A_i \subset D \) for some \( D \), then

\[
\delta(D/A_i) = \delta(D) - \delta(A_{i_0 + 1} + A'_i) \\
\geq \delta(D) - \delta(A_{i_0 + 1}) - \delta(A'_i) + \delta(A_{i_0 + 1} \cap A'_i) \quad \text{(submodularity)} \\
= \delta(D/A_{i_0 + 1}) - \delta(A'_i/A_{i_0 + 1} \cap A'_i) \\
\geq -\delta(A'_i/A_{i_0 + 1} \cap A'_i) \quad \text{as} \ A_{i_0 + 1} \leq V_\mu \\
\geq 0,
\]

where the last line is a consequence of the fact that \( A'_i \) is a strong extension of \( A'_{i_0 + 1} \) with \( \delta(A'_i/A'_{i_0 + 1}) = 0 \), and \( A'_{i_0 + 1} \subset A_{i_0 + 1} \cap A'_i \subset A_i \).

This implies that \( \delta(A_{i+1}/A_i) = 0 \) for all \( i > i_0 \), as

\[
\delta(A_{i+1}/A_i) = \delta(A_i + A'_{i+1}/A_i) \\
\leq \delta(A'_{i+1}/A_i \cap A'_{i+1}) \quad \text{(submodularity)} \\
\leq 0,
\]

where we obtain the last line by similarly considering the strong extension \( A'_i \leq A'_{i+1} \) and \( A'_i \subset A_i \cap A'_{i+1} \subset A'_{i+1} \). We get \( \delta(A_{i+1}/A_i) = 0 \) by strongness.

Again by Lemma 3.14, for \( i > i_0 \), we have iteratively \( A_{i+1} + f(A_i) \leq V_\mu \), and we can extend \( f \) to \( A_{i+1} \) by Proposition 3.13. Thus, we obtain an extension \( f \) to \( A = A_n \supseteq A' \supseteq \langle B, a \rangle \).

By a direct induction, any finite partially defined graded derivation can be extended to \( M_\mu \):

**Corollary 3.16.** Any partially defined graded derivation \( f : B \rightarrow B + f(B) \) with \( B \leq B + f(B) \leq V_\mu \) and \( B \) finite can be extended to a graded derivation \( f \) on \( M_\mu \) (i.e., \( f(V_\mu) \subseteq V_\mu \)).

## 4. A cover without the CBP

We are now ready to define a cover of the sort \( V_\mu \) in \( M_\mu \) that will not have the canonical base property. It will closely mirror the example constructed in [Hrushovski et al. 2013].

Let us first recall a few definitions, valid in any superstable theory.

**Definition 4.1.** Let \( \mathcal{P} \) be a family of partial types. A stationary type \( p \in S(A) \) is \( \mathcal{P} \)-internal (resp. almost \( \mathcal{P} \)-internal) if there is a set of parameters \( C \) such that for
any realization $a \models p$ independent from $C$ over $A$, there is a tuple $e$ of realizations of types in $\mathcal{P}$, each based over $C$, such that $a \in \dcl(e, C)$ (resp $a \in \acl(e, C)$).

**Fact 4.2.** If all partial types in $\mathcal{P}$ are over some parameters $A$ and $p \in S(A)$, the parameters $C$ can be picked as a Morley sequence $a_1, \ldots, a_n$ in $p$, called a fundamental system of solutions. See the proof of [Pillay 1996, Chapter 7, Lemma 4.2] for the $\mathcal{P}$-internal case. It immediately adapts to the almost internal case.

More generally, a stationary type $p \in S(A)$ is said to be $\mathcal{P}$-analyzable if there is $a \models q$ and $a = a_n, a_{n-1}, \ldots, a_1$ such that $tp(a_1/A)$ is almost $\mathcal{P}$-internal, and for all $n > i \geq 1$ we have that $tp(a_{i+1}/Aa_i)$ is stationary, $\mathcal{P}$-internal and $a_i \in \dcl(a_{i+1}A)$.

**Definition 4.3.** A theory has the canonical base property (CBP) if (possibly working over some parameters) for any tuples $a$ and $b$, if $tp(a)$ has finite Lascar rank and $b = \Cb(stp(a/b))$, then $stp(b/a)$ is almost $\mathcal{P}$-internal, where $\mathcal{P}$ is the family of Lascar rank one types that are not locally modular.

In this last section, we construct a structure without the CBP that is interpretable in $M_\mu$ with its 2-nilpotent graded Lie algebra structure. As a consequence, this structure will be CM-trivial:

**Definition 4.4.** A stable theory $T$ is CM-trivial if whenever $A \subset B$ are parameters and $c$ is a tuple satisfying $acl^eq(c, A) \cap acl^eq(B) = acl^eq(A)$, then $\Cb(stp(c/A))$ is algebraic over $\Cb(stp(c/B))$.

In particular, our structure will not interpret a field, by a result of Pillay [2000]. Let us now define it.

Let $Q$ be a sort, given by $M_\mu$, and let $P = V_\mu$. The second sort $S$ is given (as a set) by $V^2_\mu$. We equip $Q = M_\mu$ with all its $L$-structure, i.e., its structure of 2-nilpotent graded Lie algebra. Moreover, we equip $S$ with

- the projection $\pi : S \to P$ with $\pi((a, u)) = a$;
- the group action $(P, +) \times S \to S$ given by $b * (a, u) = (a, u + b)$;
- the group law $+: S^2 \to S$ given by the addition on $V_\mu$;
- for any $\emptyset$-definable set $W$ in $V^2_\mu$ given by $\sum_{i=1}^n [x_i, y_i] = 0$, a relation $T_W$ on $S$ given by
  $$\sum_{i=1}^n [x_i, y_i] = 0 \quad \text{and} \quad \sum_{i=1}^n ([u_i, y_i] + [x_i, v_i]) = 0$$
  for $(x_i, u_i)$ and $(y_i, v_i)$ in $S$.

We denote this two-sorted structure $N$. Note that the relations $T_W$ are, formally, defined exactly like tangent bundles in an algebraically closed field.

Before proving that $N$ does not have the canonical base property, allow us to explain why it is CM-trivial. First, the Lie algebra $M_\mu$ is CM-trivial, as proven by
Baudisch [1996] in his construction, and thus so is $M_{\mu}^{eq}$. Moreover, our structure $N$ is simply a reduct of $M_{\mu}^{eq}$ (in fact, of $(M_{\mu}, V_{\mu}^2)$). By a result of Nübling [2005], any reduct of a finite Morley rank CM-trivial theory is also CM-trivial.

The CBP refers to (almost) internality to the family of strongly minimal types that are not locally modular. Thus we need to identify this family in $N$. Note that by construction, this structure is 2-analyzable in $P = V_{\mu}$, which is strongly minimal and not locally modular. Thus $N$ is $\aleph_1$-categorical, and $P$ is, up to nonorthogonality, the only strongly minimal set that is not locally modular, and we will identify (almost) internality to strongly minimal types that are not locally modular and (almost) internality to $P$. To prove that $N$ does not have the CBP, the key observation is:

**Lemma 4.5.** For any graded derivation $f$ of $M_{\mu}$ (i.e., $f(V_{\mu}) \subseteq V_{\mu}$), the map

$$\sigma_f : N \to N, \quad (a, u) \in S \to (a, u + f(a)), \quad b \in Q \to b$$

is an automorphism of $N$, fixing $Q$ pointwise by definition.

**Proof.** Let $f$ be a graded derivation and $\sigma_f$ be the associated map. It is obviously a bijective map, so we only have to prove that it preserves the functions and relations of $N$. As it is the identity on $Q$, it preserves its relations and functions. Preservation of the projection, group law and group action are immediate.

In order to show that the definable sets $T_W$ are preserved, consider a tuple

$$((a_1, u_1), \ldots, (a_n, u_n), (b_1, v_n), \ldots, (b_n, v_n))$$

in $T_w$, with $W$ given by $\sum_{i=1}^{n}[x_i, y_i] = 0$. We have

$$\sum_{i=1}^{n}([u_i + f(a_i), b_i] + [a_i, v_i + f(b_i)]) = \sum_{i=1}^{n}([u_i, b_i] + [a_i, v_i]) + \sum_{i=1}^{n} f([a_i, b_i])$$

$$= \sum_{i=1}^{n}([u_i, b_i] + [a_i, v_i]) + f\left(\sum_{i=1}^{n}[a_i, b_i]\right)$$

$$= \sum_{i=1}^{n}([u_i, b_i] + [a_i, v_i])$$

and thus

$$((a_1, u_1 + f(a_1)), \ldots, (a_n, u_n + f(a_n)), (b_1, v_n + f(b_1)), \ldots, (b_n, v_n + f(b_n)))$$

is in $T_W$. \[\Box\]

Our previous work allowed us to construct many derivations on $M_{\mu}$, which will thus give rise to automorphisms of $N$ fixing $Q$. The key consequence of this is:

**Corollary 4.6.** For any $(a, u) \in S$, the type $tp(a, u)$ is not almost $P$-internal.
Proof. First note that the structure \( N \) is a countable saturated model of its theory because \( M_\mu \) is a countable saturated model of \( T_\mu \).

Thus, almost \( P \)-internality of a type over \( \emptyset \) should be witnessed in \( N \) since we are only considering type-definable sets over finite sets of parameters.

Namely, if \( \text{tp}(a, u) \) was almost \( P \)-internal, there would exist, in \( N \), a sequence \((b_1, v_1), \ldots, (b_n, v_n)\) of realizations of \( \text{tp}(a, u) \), independent over \((a, u)\), and a tuple \( \bar{c} \in P \) such that \( (a, u) \in \text{acl}((b_1, v_1), \ldots, (b_n, v_n), \bar{c}) \) (we are using Fact 4.2 here). Let us suppose so, and try to derive a contradiction.

A consequence of independence is that \( a, b_1, \ldots, b_n \) are independent, as points in \( M_\mu \). Thus we have \( \langle a, b_1, \ldots, b_n \rangle \leq V_\mu \), and they do not satisfy any Lie algebra equations, meaning \( N((a, b_1, \ldots, b_n)) = \{0\} \). Thus, if \( e \) is any nonzero point of \( V_\mu \), independent from \( a, b_1, \ldots, b_n \), we have \( \langle a, b_1, \ldots, b_n, e \rangle \leq V_\mu \) and the linear map

\[
f : \langle a, b_1, \ldots, b_n \rangle \to \langle a, b_1, \ldots, b_n, e \rangle, \quad a \to e, \quad b_i \to 0
\]
gives a partially defined graded derivation. Applying Corollary 3.16, we extend \( f \) to a graded derivation of \( M_\mu \), which yields an automorphism \( \sigma_f \) of \( N \), fixing \( Q \) point-wise. Moreover, this automorphism fixes \((b_i, v_i)\) for all \( i \), and \( \sigma_f((a, u)) = (a, u + e) \).

As we can find such an automorphism for any \( e \in V_\mu \) independent from \( a, b_1, \ldots, b_n \), the orbit of \( (a, u) \) under automorphisms fixing \((b_1, v_1), \ldots, (b_n, v_n), \bar{c}\) is infinite, which is a contradiction.

To prove that our structure does not have the CBP, we will use what is called the “group version” of the CBP, observed by Pillay and Ziegler in [2003]:

**Proposition 4.7** [Hrushovski et al. 2013, Fact 1.3]. Assume \( T \) has the CBP. Let \( G \) be a definable group, let \( a \in G \), and assume that \( p = \text{stp}(a/A) \) has finite stabilizer. Then \( p \) is almost internal to the family of strongly minimal types that are not locally modular.

We can now prove:

**Theorem 4.8.** The structure \( N \) does not have the CBP.

**Proof.** Using Proposition 4.7, we need to find a tuple \( ((a_1, u_1), \ldots, (a_n, u_n)) \in S^n \) such that \( \text{stp}((a_1, u_1), \ldots, (a_n, u_n)) \) has finite stabilizer for the group law of \( S \). Indeed, such a type is never \( P \)-internal, by Corollary 4.6.

To do so, we will, mutatis mutandis, use the proof of [Hrushovski et al. 2013, Theorem 3.7]. For the convenience of the reader, we repeat the proof of Hrushovski, Palacín and Pillay here.

Fix \( (a, u), (b, v), (c, r), (d, s) \), generic points of \( T_W \), where \( W \) is the definable set given by \( \{(x, y, z, w) \in P^4 : [x, z] + [y, w] = 0\} \). Let

\[
q = \text{stp}((a, u), (b, v), (c, r), (d, s))
\]
Concretely, this means that we have the equalities

\[ [a, c] + [b, d] = 0 \quad \text{and} \quad [u, c] + [a, r] + [v, d] + [b, s] = 0. \]

We will prove that Stab(q) is trivial. First, we show that Stab(stp(a, b, c, d)) is trivial in \((V_\mu, +)^4\). Suppose that \(e_1, e_2, e_3, e_4 \in \text{Stab}(\text{stp}(a, b, c, d))\) are independent from \(a, b, c, d\). Then we have

\[ [a + e_1, c + e_3] + [b + e_2, d + e_4] = 0, \]

which simplifies into

\[ [a, e_3] + [e_1, c] + [e_1, e_3] + [b, e_4] + [e_2, d] + [e_2, e_4] = 0, \]

which contradicts the independence assumption, unless \(e_i = 0\) for \(i = 1, \ldots, 4\). Thus Stab(\(e_1, e_2, e_3, e_4\)) is trivial.

Hence any element in the stabilizer of \(q\) is of the form \((0, x), (0, y), (0, w), (0, z)\). Pick such a tuple, independent from \((a, u), (b, v), (c, r), (d, s)\). Then we have

\[ [u + x, c] + [a, r + w] + [v + y, d] + [b, s + z] = 0, \]

giving us

\[ [x, c] + [a, w] + [y, d] + [b, z] = 0. \]

If \(x, y, z, w\) were elements of \(V_\mu\), independent over \(a, b, c, d\), we could directly conclude that \(x = y = z = w = 0\). However, this is not the case, as in the structure \(N\), only the tuples \((0, x), (0, y), (0, z), (0, w)\) exist. We will now find elements \(x'', y'', z'', w'' \in V_\mu\) satisfying the same equation and independence.

Let \((0, x'), (0, y'), (0, w'), (0, z')\) be another tuple in the stabilizer of \(q\), this time independent from both \((a, u), (b, v), (c, r), (d, s)\) and \((0, x), (0, y), (0, w), (0, z)\). We similarly obtain

\[ [x', c] + [a, w'] + [y', d] + [b, z'] = 0. \]

Pick \(x'', y'', w'', z'' \in P\) such that \(x'' \ast (0, x) = (0, x')\) (i.e., \(x'' = x' - x\) in the full structure), and similarly for \(y, w\) and \(z\). Again we have

\[ [x'', c] + [a, w''] + [y'', d] + [b, z''] = 0. \]

A quick forking computation yields that \(x'', y'', w'', z''\) are independent from \(a, b, c, d\) in \(Q = M_\mu\). This yields \(x'' = y'' = w'' = z'' = 0\), and thus \((x, y, w, z) = (x', y', w', z')\). As \((0, x), (0, y), (0, w), (0, z)\) and \((0, x'), (0, y'), (0, w'), (0, z')\) are independent over the empty set, this implies that Stab(q) is trivial. \(\square\)

**Remark 4.9.** It is unclear how many different, up to interpretability, new theories without the CBP this construction yields. Indeed, for any \(q > 2\) and good map \(\mu\), we obtain a structure \(N = N_{q, \mu}\). There are countably many choices for \(q\), and
uncountably many for $\mu$, once $q$ is fixed. It remains to be seen if any $N_{q,\mu}$ can be interpreted in another.
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