Monthly Rainfall Anomalies Forecasting for Southwestern Colombia Using Artificial Neural Networks Approaches
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Abstract: Improving the accuracy of rainfall forecasting is relevant for adequate water resources planning and management. This research project evaluated the performance of the combination of three Artificial Neural Networks (ANN) approaches in the forecasting of the monthly rainfall anomalies for Southwestern Colombia. For this purpose, we applied the Non-linear Principal Component Analysis (NLPCA) approach to get the main modes, a Neural Network Autoregressive Moving Average with eXogenous variables (NNARMAX) as a model, and an Inverse NLPCA approach for reconstructing the monthly rainfall anomalies forecasting in the Andean Region (AR) and the Pacific Region (PR) of Southwestern Colombia, respectively. For the model, we used monthly rainfall lagged values of the eight large-scale climate indices linked to the El Niño Southern Oscillation (ENSO) phenomenon as exogenous variables. They were cross-correlated with the main modes of the rainfall variability of AR and PR obtained using NLPCA. Subsequently, both NNARMAX models were trained from 1983 to 2014 and tested for two years (2015–2016). Finally, the reconstructed outputs from the NNARMAX models were used as inputs for the Inverse NLPCA approach. The performance of the ANN approaches was measured using three different performance metrics: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Pearson’s correlation (r). The results showed suitable forecasting performance for AR and PR, and the combination of these ANN approaches demonstrated the possibility of rainfall forecasting in these sub-regions five months in advance and provided useful information for the decision-makers in Southwestern Colombia.
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1. Introduction

Rainfall is a meteorological phenomenon that is a product of the condensation process of atmospheric water vapor and the influence of many ocean–atmospheric factors. Its estimation in a region is considered essential for adequate water resources management, particularly in many decision-making processes concerned with water and agriculture planning, to perform risk management.
efficiently, drought and flood control, and mainly for guaranteeing water for human consumption and food safety [1]. The occurrence of extreme rainfall events linked to climatic variability can result in flooding and droughts with material damage and even loss of human life in the local communities [2,3]; therefore, it is meaningful to study the rainfall variability in terms of anomalies, which show the deviations from rainfall normal patterns [4]. According to Solomon et al. [5], the rainfall anomalies are a good indicator of the climatic variability in a region, which has often been studied in different regions with multiple purposes [6–8]. Therefore, understanding rainfall anomalies, knowing the factors that influence their behavior, and improving forecast accuracy are significant aspects for the proper planning and management of water resources [9].

To improve the rainfall forecast accuracy, several authors have used its influential variables and applied different modeling approaches, whether linear or non-linear. Linear methods conventionally use stochastic models such as the Multiple Linear Regression (MLR) [10,11], the Autoregressive Moving Average model (ARMA), the Autoregressive Integrated Moving Average model (ARIMA), and Autoregressive Moving Average with exogenous variable (ARMAX) [12–14]. For non-linear ones, at least in the last two decades, the researchers have widely used Artificial Neural Networks (ANNs) [1,9,15–17], which have shown significant ability in the forecasting of hydroclimatic variables due to their inherent non-linear ability for modeling. In this regard, Mishra and Desai [18] spotlight the advantage of the ANNs over linear methods in the prediction of hydroclimatic data with non-linear and non-stationary features. Several studies have evidenced the superiority of the ANNs over stochastic models in rainfall forecasting [3,19,20].

The use of ANNs in the forecasting of hydroclimatic phenomena has grown widely given that this approach allows us to handle the non-linear relationship between predictors (inputs) and predictands (outputs); furthermore, it analyzes the trend of the datasets and uses this for forecasting processes [3]. The main advantage of ANNs is that they can tackle problems involving non-linear relationships without a priori knowledge of the subjacent process, including a large number of predictors and datasets with missing data [21,22].

In South America, it is well established that the annual and inter-annual variability of rainfall is mainly modulated by the meridional migration of the Inter-Tropical Convergence Zone and the El Niño Southern Oscillation (ENSO) phenomenon. Nevertheless, the regional effects are variable in magnitude, signal, and time [23]. In Colombia, several types of research have evidenced relationships between its hydroclimatology and climate indices such as Sea Surface Temperature (SST) in regions of the Tropical Pacific Ocean (SST1+2, SST3, SST3.4, and SST4), Oceanic Niño Index (ONI), Multivariate ENSO Index (MEI), Southern Oscillation Index (SOI), and Pacific Decadal Oscillation (PDO) [24–35]. Therefore, ENSO and other large-scale climate indices must be taken into account for improving the rainfall forecast models [16,36–38]. Southwestern Colombia (Department of Nariño) has some complex topographic conditions because of the presence of the Andes Mountain Range and its proximity to the Tropical Pacific Ocean; these conditions can influence changes in the rainfall patterns of this region. Nariño has two climatic sub-regions: the Andean Region (AR) and the Pacific Region (PR) with a bimodal and an unimodal cycle, respectively [35]. The rainfall variability of these sub-regions is linked with the SST of the Tropical Pacific Ocean and ENSO climate indices [35]. Thus, the teleconnections previously identified can be useful for the forecasting of monthly rainfall anomalies of the two sub-regions in Southwestern Colombia.

The main objective of this study is to develop a model of monthly rainfall anomalies forecasting for the AR and the PR of Southwestern Colombia using a dataset of monthly rainfall for the period 1983 to 2016. This model uses lagged cross-correlations with large-scale climate indices previously identified by Canchala et al. [35] and will be defined by ANN approaches. We study the rainfall anomalies forecast accuracy with five months in advance to provide information that helps the decision-makers give recommendations for water resource planning and management promptly. This paper is organized as follows: Section 2 explains details about the study area and datasets; Section 3 presents the methodology applied for monthly rainfall variability modes estimation, the selection of climatic predictors, the
description of the forecasting model used, and performance metrics; Section 4 depicts the results and discussion. Finally, Section 5 presents the conclusions and considerations.

2. Study Area and Data

2.1. Study Area

The Department of Nariño is located in Southwestern Colombia, in the south of the Colombian Biogeographic Choco, which is considered a biodiversity hotspot in the world (Figure 1). This region lies near the Tropical Pacific Ocean and is crossed in the middle by the Andes Mountain Range [39]. The study area has two climatic sub-regions: the AR and the PR that cover an approximate surface area of 15,466 km$^2$ and 14,754 km$^2$, respectively [35].

![Figure 1. Geographic location of the study area and distribution of rainfall gauge stations.](image)

These sub-regions have different rainfall regimes. The rainfall in AR records a bimodal annual cycle (Figure 2a) [35], with an average monthly rainfall of 130 mm/month$^{-1}$. Otherwise, PR depicts a unimodal annual cycle (Figure 2b), with an average monthly rainfall of 350 mm/month$^{-1}$.

2.2. Rainfall Data

We used a monthly rainfall time-series from 1983 to 2016 of forty-four rainfall gauge stations distributed over Nariño, provided by Instituto de Hidrología, Meteorología y Estudios Ambientales (IDEAM) of Colombia. Thirty-three (33) and eleven (11) gauge stations belong to the AR and PR, respectively. The missing data in the time series were less than 11% and were estimated using the Non-linear Principal Component Analysis (NLPCA) through the methodology suggested by Scholz et al. [40]. Details about the estimation of missing data are available in Canchala et al. [39].
We also selected other indices: ONI, calculated as the three-month moving average of SST anomalies in Western Colombia evidenced that its hydroclimatology has high concurrent or lagged correlations with these large-scale climate indices [24–28,30,31,33–35,41,42]. Therefore, we use regional Sea Surface Temperatures (SSTs): SST1+2 (0°–10° S, 90°–80° W), SST3 (5° S–5° N, 90°–150° W), SST3.4 (5° N–5° S, 170°–120° W), and SST4 (5° N–5° S, 160° E–150° W) provided by the National Oceanic and Atmospheric Administration (NOAA) and available at https://www.esrl.noaa.gov/psd/data/climateindices/list/ [43]. We also selected other indices: ONI, calculated as the three-month moving average of SST anomalies in the Niño3.4 region [44]; MEI, corresponding to the linear combination of six variables from the tropical Pacific Ocean [45]; SOI, characterized by the anomalies of the sea level pressure between Darwin and Tahiti; and the PDO index, linked with the SST anomalies in the North Pacific Ocean. The ONI, MEI, and SOI indices were obtained from the NOAA website, while the PDO index was obtained from the Joint Institute for the Study of the Atmosphere and Ocean (http://research.jisao.washington.edu/pdo/). All these indices are the exogenous variables on a monthly scale analogous to the rainfall dataset for the 1983–2016 period.

In addition, we changed the monthly rainfall values into anomalies by subtracting the mean monthly climatological value to each month from the monthly values to eliminate the annual cycle.

3. Methodology

The overall methodology applied in this research project is based on three ANNs approaches Non-linear Principal Component Analysis (NLPCA), Neural Network Autoregressive Moving Average with eXogenous variables (NNARMAX), and Inverse NLPCA. The forecasting scheme uses time lags between the exogenous variables and the predictand variable (rainfall anomalies); the flowchart of the methodology is shown in Figure 3. Initially, we used the NLPCA approach to reduce the dimensions of the monthly rainfall anomalies of a region ($x_n$) and to extract the main information of the datasets. The Non-linear Principal Components (NLPCs) obtained in the bottleneck of the NLPCA approach ($y_m$) depict the main modes of rainfall anomalies variability in each region (AR and PR). Subsequently, each estimated NLPC for one region was forecasted through the NNARMAX model ($y'_m$). Here, we used as exogenous variables the large-scale climate indices that have a significant lagged correlation with the estimated NLPCs for each region. Thereafter, the forecasted NLPCs ($y'_m$) were used as input variables in the Inverse NLPCA approach to obtain the monthly rainfall anomalies ($\tilde{x}_n$) forecasted for each region. Finally, we use three performance metrics to evaluate both forecasting models.
the dimensions of the monthly rainfall anomalies of a region \( x_{\text{dim}} \) and to extract the main information of the datasets. The Non-linear Principal Components (NLPCs) obtained in the bottleneck of the NLPCA approach \( y_{\text{NLPCA}} \) depict the main modes of rainfall anomalies variability in each region (AR and PR). Subsequently, each estimated NLPC for one region was forecasted through the NNARMAX model \( y_{\text{NNARMAX}} \). Here, we used as exogenous variables the large-scale climate indices that have a significant lagged correlation with the estimated NLPCs for each region. Thereafter, the forecasted NLPCs \( y_{\text{NLPCA}}' \) were used as input variables in the Inverse NLPCA approach to obtain the monthly rainfall anomalies \( x_{\text{dim}}' \) forecasted for each region. Finally, we use three performance metrics to evaluate both forecasting models.

The monthly NLPCs data and climate indices were used to build and validate the non-linear NNARMAX model. We divided the dataset from 1983 to 2014 into three sub-sets: 40% for the training of the ANN architecture, 30% for the validation phase, and 30% for the test phase; we randomly selected all indices at the sets to avoid overfitting and underfitting. Data from the two last years, i.e., from 2015 to 2016, were used to assess the performance of the forecasting model.

3.1. Non-Linear Principal Component Analysis

In this study, NLPCA was used to establish dominant modes of variability of monthly rainfall anomalies in AR and PR. NLPCA is a non-linear generalization of principal component analysis [46] that allows extracting non-linear components with the least loss of information, including lines and curves. Therefore, NLPCA generalizes the principal components from straight lines to curves, describing the inherent structure of the data by curved spaces, allowing better data space coverage and representation [47]. For this purpose, the ANN activate the first part of network that represents the extraction function \( \Phi_{\text{extr}} : x \rightarrow y \). This method was developed by Hsieh [46] and Scholz [47], using the multi-layer perceiver of an auto-associative topology, which is better known as an auto-encoder or bottleneck.

In the last decades, non-linear methods have been widely applied to analyze oceanographic, meteorological, and hydroclimatological datasets [35,39,46,48–53], considering that most of the
atmosphere–climate relationships are not linear. We used the NLPCA toolbox provided by Scholz. [47] (available in http://www.nlpca.org/matlab.html) to get the hierarchically ordered features by training sequentially and calculating the explained variance of each NLPC. In this study, the NLPCA training was performed with the dataset from 1983 to 2014, which corresponds to the calibration period of the NNARMAX model. Once the NLPCA was trained, we used this trained network to estimate the values of the last two years (2015–2016), considering the ability of generalization that this approach has. The estimation of this period will allow us to corroborate the forecasting results obtained by the NNARMAX model in the following step. Furthermore, we selected the best architecture taking into account the best performance in terms of the highest percentage of explained variance.

3.2. Selecting of Significant Predictors

The relationships between NLPCs for AR and PR and large-scale climate indices described in Section 2.3 were evaluated using Pearson correlations and the Student $t$-test to assess the statistical significance with a confidence value of 99% ($\alpha = 0.01$), corresponding to $r > 0.128$. Furthermore, we used partial cross-correlations to measure the degree of correlation of the teleconnections and its persistence by calculating lagged correlation coefficients ($r$) for a range from 0 to 12 months, considering that the large-scale climate indices precede the monthly rainfall. The lagged climatic indices from 6 to 12 months with $r > 0.128$ were selected as rainfall anomalies predictors (Figure 4).

3.3. Building a Model Using Artificial Neural Network

ANN is a data-driven mathematical model that emulates a human brain neural network, which has been used to solve issues such as forecasting and classification [54]. There are different architectures of ANN; however, the most common model is a Multi-Layer Perceptron (MLP) neural network, which has a structure with an input layer, single or multiple hidden layers, and an output layer. The MLP has

![Figure 4. Predictor selection methodology.](image-url)
been widely used to forecast several phenomena in meteorology and hydroclimatology [3,9,17,54–57]. The typical mathematical expression of the ANN is:

\[ y_k = f_0 \sum_{j=1}^{n} w_{kj} \left( \sum_{j=1}^{m} w_{ji} x_i + w_{ij} \right) + w_{ik} \]  

(1)

where \( y_k \) is the output, for time \( t \); \( x_i \) is the \( i \)th input; \( w_{ji} \) are the synaptic weights connecting the input layer and the hidden layer; \( w_{kj} \) are the synaptic weights connecting the neurons of the hidden and output layers; \( f_0 \) and \( f_i \) are the activation functions in the output and the hidden layers, respectively; \( n \) and \( m \) are the number of output and hidden layers, respectively, and \( w_{ib} \) and \( w_{kb} \) are the bias for the hidden and output layers [15,54].

For training the networks, we use a learning algorithm to find the best combination of synapse weights with the least error [17] that were estimated using the back-propagation algorithm, which propagates back the error between the actual output and the calculated output through the network to update the parameters. The mathematical expression is described in Equation (2), as follows:

\[ E = \sum_{p=1}^{P} E_p = \sum_{p=1}^{P} \sum_{k=1}^{n} (y_{pk} - \hat{y}_{pk})^2 \]  

(2)

where \( E \) is the total error, \( P \) is the number of input sets, and \( E_p \) is the error of the squared difference between the actual outputs \( y_{pk} \) and the forecasted outputs \( \hat{y}_{pk} \) for pattern \( p \) [15].

3.3.1. NNARMAX Model

For the forecasting of the NLPCs for AR and PR, we built specifically an NNARMAX model, which allows showing and characterizing complex non-linear relationships between the main modes of variability of rainfall anomalies and large-scale climate indices depicting how an output signal (response variable) is related to a number of input signals (explanatory variables) and their combined interlinkage [58].

We considered many exogenous variables; therefore, the NNARMAX model is described in Equation (3) as follows:

\[ y(k + 1) = f(y(k), y(k - 1), \ldots, y(k - n_y), u_1(k), u_1(k - 1), \ldots, u_i(k - n_{ui}), \ldots, u_r(k - n_{ur}), e(k), e(k - 1), \ldots, e(k - n_e)) \]  

(3)

where \( y(k + 1) \) is the output; \( n_y \) are the lags of output; \( u_i(k) \) are the input variables (exogenous terms) with \( x \in [1, r] \); \( n_{ui} \) are the lags of the exogenous terms; \( k \) is the sample time; \( e(k) \) is a noise sequence; \( n_e \geq 0 \) is the maximum lags; and \( f \) is a non-linear function. \( e(k) = y(k) - \hat{y}(k) \), where \( \hat{y}(k) \) is the forecasted value at time instant \( k \) and \( n_e \) are the lags of the respective differences of \( e(k) \).

The NNARMAX model was trained as an MLP neural network, using the Bayesian regularization and the back-propagation algorithm to update the weight and bias values. We used the non-linear hyperbolic tangent and linear functions for the hidden and output layers activation, respectively. Furthermore, the network training phase is performed in an open loop, while the validation phase is performed in a closed loop assuming a moving average equal to zero, so the forecasting depends only on the number of lags of the exogenous variables.

The number of neurons in the hidden layer was estimated through a trial and error approach, which is a method that is widely used given that there is no standard methodology for its estimation [3]. Therefore, in the present study, the best number of hidden neurons for the model was determined through the correlation coefficient (\( r \)) that measures the relationship between the predicted value and the observed value. Thus, the model was trained with different numbers of hidden neurons, and the
number of neurons that provided the highest r value was selected. Finally, to avoid over-fitting in the NNARMAX model, we implemented an early stopping technique in which the training stops when the errors during the validation phase start to increase, even when the errors in the training phase decrease.

### 3.3.2. Backward Elimination Method

Given that in NNARMAX we can use as exogenous variables all the predictors that meet the condition described in Section 3.2, we use the backward elimination method [59] for the predictor variable selection of the Simplified-NNARMAX model. This method starts with the training of the model, considering all possible input predictors. From the selected input predictors, the least significant predictors are removed until the main predictors remain; this method is an iterative procedure that allows for improving the performance of the model [60]. The fewer exogenous variables the model has, the more robust it is, given that the prediction depends on less external information, in this case, on fewer macroclimatic indices. The simplified model outputs are the inputs for the Inverse NLPCA.

### 3.4. Inverse NLPCA

The inverse NLPCA is the second step of the NLPCA full approach; this uses the reconstruction function \( \Phi_{\text{gen}} : y \rightarrow \mathbf{x}^{'} \), which is performed by a feed-forward network. Equation (4) shows that the output \( \mathbf{x}^{'} \) is dependent upon the input \( y \) and the ANN synaptic weights \( w \in W_3, W_4 \).

\[
\mathbf{x}^{'} = \Phi_{\text{gen}}(w, y) = W_4 g(W_3 y)
\]

(4)

where \( \Phi_{\text{gen}} \) reconstructs the dataset \( \mathbf{x}' \), which should be close to the target dataset \( \mathbf{x} \) by minimizing the squared error \( \| \mathbf{x} - \mathbf{x}' \|^2 \). More information about this process is widely detailed in Scholz et al. [40,61]. In this regard, we reconstructed the rainfall anomalies forecasted of AR and PR, using the inputs of the forecasted NLPCs obtained through the Simplified-NNARMAX.

### 3.5. Forecast Verification

To evaluate the model performance and the forecast skill in both training and testing timestamps, we used three statistical methods: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Pearson correlation coefficients (r) [62], applying Equations (5)–(7), respectively.

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (F_i - O_i)^2}{n}}
\]

(5)

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |F_i - O_i|
\]

(6)

\[
r = \frac{\frac{1}{n} \sum_{i=1}^{n} (F_i - \bar{F}_i)(O_i - \bar{O}_i)}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} (F_i - \bar{F}_i)^2} \sqrt{\frac{1}{n} \sum_{i=1}^{n} (O_i - \bar{O}_i)^2}}
\]

(7)

where \( O_i \) and \( F_i \) are the observed and forecasted value, respectively, \( n \) corresponds to the number of all observations, and \( \bar{O}_i \) and \( \bar{F}_i \) are the mean of the observed and forecasted values, respectively.

### 4. Results and Discussion

#### 4.1. Modes of Monthly Rainfall Anomalies Variability

Using NLPCA, we established the main modes of monthly rainfall anomalies variability for the sub-regions AR and PR. The NLPCA for AR (PR) results showed two (one) significant NLPCs that explained around 73% (48%) of the original dataset variance. We assess several topologies to define which is the best in terms of the highest explained variance. The best topologies for each region are
shown in Table 1; the best result for AR was found with a [33-25-15-2-15-25-33] network topology, whereas the best outcome for PR was found with a [11-8-5-1-5-8-11] network topology. The components were estimated in hierarchical order.

Table 1. Topologies and explained variance for the Andean Region (AR) and the Pacific Region (PR) using the NLPCA approach.

| Region | Topologies       | Explained Variance (%) |
|--------|------------------|------------------------|
|        | NLPC1            | NLPC2                  | Total     |
| AR     | 33-25-15-2-15-25-33 | 55.26           | 17.46     | 72.72     |
| PR     | 11-8-5-1-5-8-11  | 47.51                  | –         | 47.51     |

The time-series for each NLPC for AR (NLPC1-AR and NLPC2-AR) and PR (NLPC1-PR) are shown in Figure 5. The main negative (positive) values for the NLPC1-AR (Figure 5a) include periods of 1987–1988, 1997–1998, 2009–2010, and 2015–2016 (1988–1989, 1999–2001, 2008–2009, 2010–2011, and 2011–2012); NLPC2-AR (Figure 5b) recorded negative (positive) values in the periods 1991–1992, 1997–1998, 2002–2003, 2009–2010, and 2015–2016 (1985–1986, 1988–1989, 1998–1999, and 2011–2012). The negative (positive) periods highlighted in NLPC1-AR and NLPC2-AR correspond to the EN (LN) events [43,63]. Meanwhile, NLPC1-PR (Figure 5c) recorded positive (negative) values during 1997–1998 and 2015–2016 (1985–1986, 1988–1989, and 2011–2012), which match with EN (LN) events. An extensive discussion on the relationship between the main components obtained and the period’s EN and LN recorded in the region is available in Canchala et al. [35].

Figure 5. Non-linear principal components (1983–2016) for the Andean Region and the Pacific Region. (a) NLPC1-AR, (b) NLPC2-AR, and (c) NLPC1-PR. The red dotted line indicates the starting point of the period to be forecasted (2015–2016).
4.2. Identification of Significant Exogenous Variables

The partial cross-correlations between NLPC1-AR, NLPC2-AR, and NLPC1-PR and the eight possible predictors described in Section 2.3 are presented in Figure 6a–c, respectively. We observe that statistically significant positive (negative) cross-correlations ($r > \pm 0.128$) at lag=$0$ occur between NLPC1-AR and SOI (SST1+2, SST3, SST3.4, SST4, ONI, MEI, and PDO), evidencing that between the variables, there exists a direct (inverse) physical relationship. For some variables such as SST1+2, SST3.4, SST4, MEI, SOI, and PDO, the relationship is persistent and statistically significant until lags 6, 10, 8, 9, 11, and 12, respectively, with the strongest correlations in the SST3.4, PDO, and MEI indices (See Figure 6a). For NLPC2-AR, we observed the negative synchronous correlations and statistical significance with SST3.4, SST4, and ONI; however, in lags greater than 8 months, we identified significant positive correlations with SST1+2, SST3, MEI, and SOI (See Figure 6b).

![Figure 6](image)

Figure 6. Correlations between NLPCs and climate indices. (a) NLPC1-AR, and (b) NLPC2-AR, and (c) NLPC1-PR. The dotted lines indicate a significance level of 0.01 ($\pm 0.128$).

In contrast, the partial cross-correlations between NLPC1-PR and the eight climate indices (Figure 6c) showed that at lag = 0, there are positive correlations that are statistically significant only with the SST3 index. However, in lags greater than 5 months, negative cross-correlations that were statistically significant with SST3.4, SST4, MEI, SOI, and ONI indices were observed, with the strongest correlations in the SST3.4, SOI, and MEI indices. A noticeable aspect of partial cross-correlations for NLPC2-AR and NLPC2-PR is the fact that the correlations change the sign in the time-lagged. This condition also was evidenced by Córdoba-Machado et al. [64]. They reported the change of sign of
the correlations between seasonal rainfall in Colombia and the SST patterns with several season lags, which is a condition linked to the periodicity of the variability of the ENSO phenomenon.

Overall, the results obtained showed that the teleconnections between monthly rainfall and ENSO climate indices are stronger and more persistent in the AR than the PR. The outcomes for AR are consistent with the results found by Navarro et al. [65], Montealegre [66], Córdoba-Machado et al. [64] (AR of Colombia), Campozano et al. [67], and Morán-Tejeda et al. [68] (AR of the neighboring country Ecuador). They showed an increase (decrease) in the rainfall values linked to negative (positive) anomalies of the SST in the central region of the Tropical Pacific Ocean. Regarding the persistence of the influence of the ENSO indices on the rainfall, the results are consistent with those of Navarro et al. [65] and Canchala et al. [34]. They reported a persistent lagged influence of up 9 and 10 months, mainly with the SST in the central region of the Tropical Pacific Ocean.

Furthermore, the results for AR showed that the PDO index has high and persistent correlations with the rainfall in this region. Although PDO is a phenomenon that occurs in the Pacific Ocean north of 20° N that modulates warm and cold phases at an interdecadal time scale, it can influence the climatic variability in some regions of South America. According to Garreaud et al. [69], whether the PDO is in its cold (negative index) or warm (positive index) stage, the effects of ENSO on rainfall can decrease or increase. When ENSO and PDO are in phase, the dry (wet) anomalies led by EN (LN) intensify over the regions influenced by a typical ENSO event (canonical regions). In contrast, if ENSO and PDO are out of phase, the dry or wet anomalies vanish [70]. Therefore, in AR high (low), rainfall is favored when negative LN/PDO (positive EN/PDO) episodes occur.

Concerning the results obtained for rainfall in PR, we observed that the cross-correlations with the SST1+2 and SST3 indices were positive until lags 3 and 4, respectively. Subsequently, the value sign changed, whereas the cross-correlations with the SST3.4 index were negative in all the delays evaluated. The positive relationship with the SST1+2 index indicated that the positive (negative) rainfall anomalies in PR were weakly linked with the positive (negative) anomalies in SST of the east of the Tropical Pacific Ocean. In contrast, the correlations with the SST3+4 and SST4 indices were negative and statistically significant from six and eight lags, respectively. In regard to the opposite influence exerted by the SST in the east and central region over the rainfall in PR, several studies had reported that two kinds of El Niño drive to different effects on rainfall variability from the regional to global scale [71,72]. The El Niño Canonical (ENC), which is characterized by positive or negative SST anomalies in the east of the Tropical Pacific Ocean, and the El Niño Modoki (ENM), which is characterized by positive SST anomalies in the Central Pacific Ocean, which is bounded by negative SST anomalies in the eastern and western Tropical Pacific Ocean [73].

Here, we found a contrary influence exerted by the SST in the east and central regions over the rainfall in PR, which seems to suggest that the ENM mostly modulates the rainfall in PR, more than the ENC. This suggestion is consistent with the findings reported by Córdoba-Machado et al. [71]. They found that the rainfall in some regions of Colombia is greater during ENM than during ENC, such as the Pacific Coast of the department of Nariño. Here, they found that gauge stations with data significantly correlated with ENM, but not with ENC, concluding that this sub-region seems to show a particular sensitivity to the ENM conditions. Furthermore, they found that ENM exerts an opposite influence to the one exerted by ENC.

From the previous analysis, we selected predictors with statistically significant correlations in lags from 6 until 12 months (6 ≤ lags ≤ 12), considering that these indices have a persistent relationship with the monthly rainfall anomalies in AR and PR. The strong correlations at lags higher than 5 months make them potential predictors of rainfall, given that the large lag time allows developing early warning systems for the several socio-economic sectors and decision-makers [53]. The exogenous variables and the respective lags selected for the preliminary NNARMAX model for NLPC1-AR, NLPC2-AR, and NLPC1-PR are shown with shading in Table 2.
Table 2. Exogenous variables selected as predictors in the preliminary Neural Network Autoregressive Moving Average with eXogenous variables (NNARMAX) model for NLPC1-AR, NLPC2-AR, and NLPC1-PR.

| NLPCs | Climate Index | Preliminary NNARMAX Model |
|-------|---------------|--------------------------|
|       |               | Lags                     |
|       |               | 6 7 8 9 10 11 12         |
| NLPC1-AR | SST1+2     | -0.147 -0.121 -0.121 -0.113 -0.083 -0.081 -0.075 |
|         | SST3.4      | -0.231 -0.197 -0.164 -0.153 -0.137 -0.120 -0.102 |
|         | SST4        | -0.182 -0.148 -0.134 -0.124 -0.103 -0.089 -0.079 |
|         | MEI         | -0.166 -0.148 -0.149 -0.163 -0.155 -0.136 -0.115 |
|         | ONI         | -0.189 -0.169 -0.151 -0.131 -0.112 -0.094 -0.078 |
|         | SOI         | 0.109 0.078 0.139 0.141 0.115 0.126 0.034 |
|         | PDO         | -0.172 -0.198 -0.213 -0.218 -0.191 -0.190 -0.168 |
| NLPC2-AR | SST3        | 0.061 0.097 0.129 0.133 0.126 0.118 0.132 |
|         | SST3        | 0.058 0.097 0.132 0.140 0.122 0.119 0.145 |
|         | MEI         | -0.004 0.064 0.118 0.145 0.162 0.140 0.122 |
| NLPC1-PR | SST3.4     | -0.150 -0.147 -0.156 -0.170 -0.164 -0.147 -0.133 |
|         | SST4        | -0.115 -0.126 -0.139 -0.148 -0.129 -0.117 -0.110 |
|         | MEI         | -0.075 -0.104 -0.127 -0.146 -0.155 -0.139 -0.134 |
|         | ONI         | -0.134 -0.149 -0.159 -0.158 -0.148 -0.131 -0.117 |
|         | SOI         | 0.103 0.116 0.168 0.192 0.175 0.125 0.121 |

The shading lags indicate a significance level of 0.01 is ± 0.128.

The outcomes showed in Table 2 are consistent with the results obtained in earlier research in Colombia that suggests that the forecasting of the hydroclimatology variables based on ENSO indices is possible. According to Gutierrez et al. [74], the streamflows of some Colombian rivers can be forecasted in particular with the MEI, SOI, and SST4, given that they found strong correlations for lags between 4 and 6 months. Regarding the rainfalls, Poveda et al. [41] suggested that ENSO indices, mainly SST3 and SST4, can become relevant to forecast the seasonal rainfall over the Andes region, considering the high correlations registered with the rainfall in the tropical Andes. In the neighboring country of Ecuador, a country with similar topographic conditions of Nariño, Vicente-Serrano et al. [75] concluded that the SST3.4 index explains the drought variability in the Andes Mountains range. Moreover, Cordoba Machado et al. [64] registered that the seasonal rainfall in Colombia can be predicted using the ENC and ENM, since the ENC is the most important pattern for explaining the seasonal rainfall in the country, and ENM is the second pattern that influences the rainfall.

According to Serrano et al. [75] and Cordoba Machado et al. [71], the differences found in the response patterns to the ENSO phenomenon in sub-regions that are close to each other are given by the strong orography complexity that modulates the influence of atmospheric circulation processes in the region and alters the ENSO effects over the northwest of South America.

4.3. Preliminary NNARMAX Model for Rainfall Forecasting

The optimal preliminary NNARMAX models frame, with the selected exogenous variables (see Table 2) for NLPC1-AR, NLPC2-AR, and NLPC1-PR was established, varying the number of hidden neurons from 12 to 20. For each topology, i.e., an MLP with a defined number of hidden neurons, we ran it fifty times for both training and validation tests. The best networks were saved and evaluated for testing. For each study, the optimal number of hidden neurons was found to be 12 (NLPC1-AR), 20 (NLPC2-AR), and 18 (NLPC1-PR). The performance of the preliminary NNARMAX models was tested using Pearson’s correlation coefficients. For the NNARMAX training, the dataset from 1983 to 2014 was used for the knowledge of the input variables patterns; the output data from the training are called in this study calibration. The dataset from 2015 to 2016 was used to test the preliminary NNARMAX model, and the results were considered as the testing period. The comparisons of the NLPCs observed with the NLPCs trained in the calibration period and the forecasted NLPCs in the
testing phase are shown in Figure 7. In general, the NNARMAX models forecasting for NLPC1-AR \((r = 0.99)\) (Figure 7a) and NLPC1-PR \((r = 0.99)\) (Figure 7c) are more accurate than the NLPC2-AR model \((r = 0.97)\) (Figure 7b); however, all the NNARMAX models capture the positive and negative peaks of the time-series; these results support the accuracy of the non-linear proposed models.

**Figure 7. Results of the preliminary NNARMAX models for the calibration and testing period: (a) NLPC1-AR, (b) NLPC2-AR, and (c) NLPC1-PR.**
4.4. Simplified NNARMAX Model

Given that the preliminary NNARMAX models have exogenous variables, all possible input predictors can even be correlated with each other, being redundant. Therefore, we use the backward elimination method to remove predictors and establish the Simplified-NNARMAX models for the NLPCs studied, and finally, we use this forecasted NLPCs as input in the inverse NLPCA model for the reconstruction of the forecasted rainfall anomalies. The exogenous variables and the respective lags for the Simplified-NNARMAX model for NLPC1-AR, NLPC2-AR, and NLPC1-PR are shown with shading in Table 3, and the simplified models developed for each one are given in Equations (8)–(10), respectively.

\[
y_1(k+1) = f\left(\begin{array}{c} y_1(k), y_1(k-1), y_1(k-2), x_1(k-6), x_1(k-7), x_1(k-8), x_1(k-9), \\
      x_1(k-10), x_2(k-6), x_2(k-7), x_2(k-8), x_2(k-9), x_2(k-10), \\
      x_3(k-11), x_3(k-6), x_3(k-8), x_3(k-9), x_3(k-10), x_3(k-11), \\
      x_3(k-12), e(k), e(k-1), e(k-2) \end{array}\right)
\]

(8)

\[
y_2(k+1) = f\left(\begin{array}{c} y_2(k), y_2(k-1), y_2(k-2), x_4(k-8), x_4(k-9), x_4(k-12), \\
      x_5(k-8), x_5(k-9), x_5(k-12), x_2(k-9), x_2(k-10), \\
      x_2(k-11), e(k), e(k-1), e(k-2) \end{array}\right)
\]

(9)

\[
y_3(k+1) = f\left(\begin{array}{c} y_3(k), y_3(k-1), y_3(k-2), x_1(k-6), x_1(k-7), x_1(k-8), \\
      x_2(k-10), x_2(k-11), x_2(k-12), e(k), e(k-1), e(k-2) \end{array}\right)
\]

(10)

where \(y_1(k+1), y_2(k+1), \) and \(y_3(k+1)\) are the forecasted outputs NLPC1-AR, NLPC2-AR, and NLPC1-PR, in closed loop, respectively; \(u_k\) are the input variables (exogenous variables); \(u_1 = SST3.4, u_2 = MEI, u_3 = PDO, u_4 = SST1+2,\) and \(u_5 = SST3; k\) is the sample time; \(e(k)\) is a noise sequence.

| NLPCs | Climate Indices | Simplified-NNARMAX Model |
|-------|----------------|-------------------------|
|       |                | Lags                    |
|       |                | 6  | 7  | 8  | 9  | 10 | 11 | 12 |
| NLPC1-AR | SST3.4      | -0.231 | -0.197 | -0.164 | -0.153 | -0.137 | -0.120 | -0.102 |
|         | MEI          | -0.166 | -0.148 | -0.149 | -0.163 | -0.155 | -0.136 | -0.115 |
|         | PDO          | -0.172 | -0.198 | -0.213 | -0.218 | -0.191 | -0.190 | -0.168 |
| NLPC2-AR | SST1+2      | 0.061 | 0.097 | 0.129 | 0.133 | 0.126 | 0.118 | 0.132 |
|         | SST3         | 0.058 | 0.097 | 0.132 | 0.140 | 0.122 | 0.119 | 0.145 |
|         | MEI          | -0.004 | 0.064 | 0.118 | 0.145 | 0.162 | 0.140 | 0.122 |
| NLPC1-PR | SST3.4      | -0.150 | -0.147 | -0.156 | -0.170 | -0.164 | -0.147 | -0.133 |
|         | MEI          | -0.075 | -0.104 | -0.127 | -0.146 | -0.156 | -0.155 | -0.139 | -0.134 |

The shading lags indicate a significance level of 0.01 (± 0.128).

The optimal Simplified-NNARMAX models structure with the selected exogenous variables for NLPC1-AR, NLPC2-AR, and NLPC1-PR was established by varying the number of hidden neurons from 12 to 24 with a similar methodology to the one used for preliminary NNARMAX. Now, the optimal number of hidden neurons was 16, 20, and 22 for NLPC1-AR, NLPC2-AR, and NLPC1-PR, respectively. Again, the performance of the Simplified-NNARMAX models for the calibration and testing period used Pearson’s correlation coefficients for evaluation. The comparisons of the NLPCs observed with the NLPCs trained in the calibration period and the forecasted NLPCs in the testing phase are shown in Figure 8.
Figure 8. Results of Simplified-NNARMAX models for calibration and testing period: (a) NLPC1-AR, (b) NLPC2-AR, and (c) NLPC1-PR.

The Simplified-NNARMAX models have fewer exogenous input variables than the preliminary NNARMAX models shown in Figure 7; however, the Pearson’s correlation result remained at 0.99, 0.97, and 0.99 for NLPC1-AR (Figure 8a), NLPC2-AR (Figure 8b), and NLPC1-PR (Figure 8c), respectively. The accuracy of forecasting using Simplified-NNARMAX was similar to that obtained in the forecasting using preliminary-NNARMAX, with the advantage that these models depend only on two or three exogenous variables, which makes them more independent models compared to the preliminary NNARMAX models. The exogenous variables for Simplified-NNARMAX for NLPC2-AR remained the same as the initial one, since the elimination of a variable affected the forecasting performance.
Overall, the results demonstrate the ability of the large-scale climate indices chosen in this study to predict the main modes of monthly rainfall anomalies of the AR and PR in the Department of Nariño. The results also highlight that the monthly rainfall variability in these sub-regions is strongly linked with the ENSO phenomenon; also, it needs to be posited that its influence is not only synchronous but also remains in time up to 12 months in some cases.

4.5. Inverse NLPCA Approach

In this section, we show the ability of the Inverse NLPCA approach to reconstruct the mean of forecasted monthly rainfall anomalies of AR (PR), using the outputs obtained of the Simplified-NNARMAX for NLPC1-AR and NLPC2-AR (NLPC1-PR) as inputs. Figure 9a,b depicts the observed rainfall anomalies time series \( (X) \), the reconstructed rainfall anomalies times series without using NLPCs forecasted \( (\bar{X}) \), and the forecasted monthly rainfall anomalies \( (\bar{X}') \) during the calibration period for AR and PR, respectively. The reconstruction of this time series for the testing period for AR and PR are reported in Figure 10a,b, respectively. The performance metrics for calibration and testing phases are shown in Table 4.

![Figure 9.](image)

**Figure 9.** Comparison of the Inverse NLPCA output with the monthly rainfall anomalies observed during calibration. \( X \) is the input layer (rainfall anomalies), \( \bar{X} \) is the output layer (forecasted rainfall anomalies). (a) Andean region, (b) Pacific region.
Figure 10. Comparison of the forecasted series with the monthly rainfall anomalies observed during the testing period using the Inverse NLPCA approach. (a) Andean region, (b) Pacific region.

Table 4. Performance metrics of Inverse NLPCA approach.

| Region | RMSE (mm) | MAE (mm) | r         |
|--------|-----------|----------|-----------|
|        | Calibration | Testing | Calibration | Testing | Calibration | Testing |
| AR     | 3.76       | 5.01    | 2.64          | 3.80    | 0.99        | 0.99    |
| PR     | 8.56       | 13.99   | 6.57          | 10.85   | 0.99        | 0.99    |

Overall, the forecasted series of the monthly rainfall anomalies for AR and PR provide a good representation of the inter-annual variability of the original rainfall anomalies series. The performance metrics (see Table 4) obtained for both AR and PR showed that the ANN approaches for forecasting monthly rainfall anomalies and the exogenous variables selected for each sub-region demonstrate the adequate skill of the forecasting models used. The Pearson’s correlation ($r$) between the observed time series and forecasted time series for AR and PR were maintained during the calibration phase as in the testing phase with $r = 0.99$. Furthermore, the RMSE and MAE found between the mean of original rainfall series and the mean forecasted ones, for each sub-region, show higher values in PR than AR in the calibration and testing phase. This result is consistent, considering that the average monthly rainfall in PR is higher (350 mm/month$^{-1}$) than the average monthly rainfall in AR (130 mm/month$^{-1}$) and that the coefficient of variation in PR ranges from 2.35 to 4.05 mm/month$^{-1}$, while the coefficient of variation in AR ranges from 0.57 to 1.68 mm/month$^{-1}$.

Furthermore, we considered that the errors reported in PR are small when compared on an annual scale, given that the PR is lying in the south of Colombian Biogeographic Choco, one of the rainiest regions of Colombia (and of the world), where the rainfall ranges between 3000 and 7000 mm annually [76]. Otherwise, we expected greater errors in the PR prediction model than in AR, given that
the number of the rainfall gauge stations found in PR was less compared to AR. The difference helps understand the explained variance of the NLPCs, where AR obtained 73% compared to 48% in the PR.

Through the Inverse NLPCA approach, it was also possible to reconstruct the monthly rainfall anomalies forecasted for each gauge station for both AR and PR. We evaluated the performance on the ANN approaches using the Pearson’s correlation and RMSE. Figure 11a shows the correlation map between the observed rainfall series and the forecasted rainfall series, and Figure 11b shows the RMSE map.

Figure 11. Comparison of the original and forecasted series of rainfall anomalies using the Simplified-NNARMAX model. (a) Pearson’s correlation (r), and (b) Root Mean Square Error in mm.

The correlation map shows that the value of the correlations for AR and PR were more significant than 0.59, and higher correlation values in AR than in PR were registered. Otherwise, the RMSE map indicated that the RMSE values range between 17 and 165 mm, and there are higher RMSE values in PR than in AR. The results confirmed that the anomalies’ rainfall forecasting is good in the two regions; however, the rainfall forecasting through the Simplified-NNARMAX is more accurate for AR than for PR. These results are consistent with the findings reported by Cordoba-Machado et al. [64] in the seasonal rainfall prediction of Colombia using ENC and ENM as predictors. They registered higher RMSE values in the western region of Colombia, which ranged from 80 to 100 mm determined by the season of the year. In general, from the results reported here, we conclude that the forecasted series of the NLPCs for AR and PR using large-scale climate indices as exogenous variables and using ANN approaches allow explaining and predicting the monthly rainfall anomalies of the Department of Nariño.

5. Conclusions

In this study, we evaluate a forecasting model of monthly rainfall anomalies using Artificial Neural Networks (ANN) approaches and large-scale climate indices linked to the ENSO phenomenon as predictor variables. The forecasting models were constructed for the monthly rainfall anomalies forecasting with a lag time up to five months in two sub-regions of Southwestern Colombia: the Andean Region (AR) and the Pacific Region (PR). The main results are the following:
1. The Non-linear Principal Component Analysis (NLPCA) allowed the reduction of dimensions of the rainfall anomalies for AR and PR. We get two Non-linear Principal Components (NLPCs) for AR with an explained variance of the original dataset around 73% and one NLPC for PR with an explained variance of around 48%.

2. The analysis of the partial cross-correlations between the main modes of the monthly rainfall variability for AR and PR obtained through NLPCA and the eight large-scale climate indices linked to the ENSO phenomenon helped identify the possible predictors (exogenous variables) for each preliminary NNARMAX model. In this study, the lagged climatic indices from 6 to 12 months with $r > 0.128$ were considered. The variables selected for the forecasting of NLPC1-AR (NLPC2-AR) were SST1 + SST3.4, SST4, MEI, ONI, SOI, and PDO (SST1 + SST3, and MEI), while for NLPC1-PR, they were SST3.4, SST4, MEI, ONI, and SOI.

3. The correlation degree measure between NLPCs and climate indices, as well as the relationship persistence, were used for the selection of the best exogenous variables for each Simplified-NNARMAX model. The selected exogenous variables were refined through the backward elimination method. For NLPC1-AR (NLPC2-AR), the selected input variables were SST3.4, MEI, and PDO (SST1 + SST3, and MEI). For NLPC1-PR, the best predictors were SST3.4 and MEI.

4. The performance of the Simplified-NNARMAX model for NLPC1-AR, NLPC2-AR, and NLPC1-PR was measured using Pearson’s correlation between the observed series and the forecasted series. The results showed satisfactory forecasting performance with $r$ values greater than 0.95 for the calibration and testing datasets. Although Simplified-NNARMAX uses less exogenous variables as input than the initial NNARMAX, the performance of each of the models remains preserved, confirming that the selection of exogenous variables was adequate.

5. The forecasted NLPCs obtained using Simplified-NNARMAX were used as inputs of the Inverse NLPCA to get the forecasted rainfall anomalies for AR and PR. The results showed suitable forecasting performance both for the AR and for the PR. For AR, the RMSE values were 3.76 and 5.01 mm, while the MAE values were 2.64 and 3.8 mm for the calibration and testing datasets, respectively. While for PR, the RMSE values were 8.5 and 13.99 mm, and MAE values were 6.57 and 10.9 mm for the calibration and testing datasets, respectively. These results indicate that the forecast with ANN approaches is more accurate for AR than for PR. The performance measures of forecasting per each gauge station in both AR and PR support this conclusion. The RMSE values range between 17 and 165 mm, in which the RMSE values in PR are higher than those in AR.

6. The ANN approach provided in this study allows the forecasting of the rainfall anomalies of each gauge station that makes up a particular region of interest using as exogenous variables the large-scale climate indices. Furthermore, this model demonstrated the possibility of rainfall forecasting five months in advance for the AR and PR in Southwestern Colombia, providing reasonable forecasting of the months that recorded rainfall above or below the average. This information is relevant for the decision-makers in the Department of Nariño, given that this model provides enough time for the proper planning and management of water resources as well as risk management.
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