A 3D platform for the morphology modulation of materials: first principles calculations on the thermodynamic stability and surface structure of metal oxides: Co$_3$O$_4$, $\alpha$-Fe$_2$O$_3$, and In$_2$O$_3$
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Abstract
Essentially, the exposed crystal planes of a given material, which primarily determine their morphology, tremendously affect its behavior. First principle calculations, based on the Wulff construction model and broken bonding density index, have been performed to calculate the equilibrium and their transformations for different metal oxides: Co$_3$O$_4$, $\alpha$-Fe$_2$O$_3$, and In$_2$O$_3$. Present results point out that starting by surface thermodynamics is a helpful approach to predict and assess the morphology transformations of these materials. These complete set of morphologies may serve as a guide for researchers, when analyzing the images from electron microscopies, to gain further understanding of how to control crystal shape synthetically by tuning the surface chemistry and by controlling the relative values of surface energies.
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1. Introduction

A few years ago, McIlroy et al [1] stated: ‘Currently, there is a large divide between surface scientists and most catalysis researchers (who make and test new materials), caused by the inability of existing experimental and theoretical techniques to deal with the real-world nanomorphologies. Closing this divide would allow the entire surface science community to be much more effective.’ In recent years, there has been such speed and development in this area that this is no longer a valid assessment. The current combination of theory, simulation, and experiment is not only capable of developing new functional materials with predictable and desirable properties, but also enables us to understand the nature of micro and nano-structures with novel morphologies.

Control of the morphology of micro and nanocrystals depends on factors such as the internal structure of the crystal and the external growth conditions. The surface facet energies can be modified by the use of different synthetic methods, reaction times, the nature of surfactants etc. In this sense, the rational design of nanomaterials is one of the holy grails of nanoscience and nanotechnology. The precise regulation and controlled synthesis of specific morphologies is crucial to enhance their performance in practical applications of micro and nanomaterials [2].

Predicting the 3D morphologies of crystalline materials can be used to guide the analysis of field-emission scanning electron microscopy images of the materials, and could be a very useful tool to design the synthesis of new materials. However, there are many scientific and technological challenges to overcome; in particular, we must understand the relationship between properties and structure.

Since various physical and chemical processes occur at surfaces, an understanding of the surface structure and the factors that affect surfaces is important. The shape of crystals grown under or near equilibrium conditions is governed mainly by surface energies, forming simple shapes with well-defined facets that can achieve minimum surface energy [3]. One method of predicting the morphology of a crystal is to calculate the energies of the different surfaces and these values can be associated to the fraction of surface atoms with unsaturated coordination shells, i.e. the number of under-coordinated surface atoms. The predominant surface will be the most stable surface; but measuring the geometries and energies of the surface facets is extremely challenging. In this context, surface energies are not readily acquired by experiment, and computer modeling and simulation are necessary to obtain these energies, being a powerful tool to explore the morphological mechanism at the atomic/molecular level.

Theory and simulation in this research area should be further strengthened, which focuses on understanding the morphology, can guide the efficient synthesis of outstanding materials. First principles investigations are well established in the study of the morphology and surface properties of materials, from simple to complex metal oxides [4–27]. There are several insightful reviews that report experimental results and theoretical calculations on the most important aspects that govern crystal shape modulation in semiconductors and in metal nanoparticles [12, 28–31]. Theoretical works, in which surface modification by explicit or implicit solvation/hydration/redox effect are taken into account, can be considered the current state-of-the-art on theoretical methods and computing procedures. In this context, good illustrations have been published, as showed in these recent works: (1) the stabilization effect of surface impurities on the structure of ultrasmall ZrO2 nanoparticles [32], (2) on the basis of theoretical predictions, Yang et al have synthesized uniform anatase TiO2 single crystals with a high percentage of reactive facets [33], (3) theoretical investigations into the structure and surface thermodynamics of the (100) facet of Co3O4 at various
redox conditions \[34\] as well as the morphological control of Co\(_3\)O\(_4\) to enhance the oxidation of CO at low temperatures \[35\], and (4) the mechanism of morphology transformation of tetragonal phase LaVO\(_4\) nanocrystals controlled by surface chemistry: experimental and theoretical insights, in which equilibrium geometries, surface energies, and surface tensions are calculated for selected low-index surfaces of tetragonal LaVO\(_4\) under the different surface passivated conditions \[24\].

Recently, we have determined the morphologies of several metal oxides such as SnO\(_2\), PbMoO\(_4\), and CaWO\(_4\) using \textit{ab initio} quantum mechanical calculations \[15–20\]. First principles calculations were also used to study the effects of surface stability on the morphological transformation of different metals and metal oxides (Ag, anatase TiO\(_2\), BaZrO\(_3\), and \(α\)-Ag\(_2\)WO\(_4\)) \[36\]. Morphological transformations are due to the geometric constraints imposed by the crystal structure and are associated with the relative values of the surface energy of each face. In this context, and we have analyzed theoretical morphology modulation for \(α\)-Ag\(_2\)WO\(_4\) \[37\], Ag\(_3\)PO\(_4\) \[38\] and Ag\(_2\)MoO\(_4\) \[39\] materials in order to explain the surface energy changes observed in experimental conditions, and how the knowledge of surface-specific properties can be utilized to design a number of crystal morphologies that may offer improved performance in various applications. It is important to remark that along our calculations specific solvent and/or surfactants interactions or hydration/redox effects on each face are not considered.

The main objective of this work is to show how the values of surface energies, obtained from first principle calculations in \textit{vacuo}, can be used to obtain possible morphologies under thermodynamic equilibrium conditions for three metal oxides: Co\(_3\)O\(_4\), \(α\)-Fe\(_2\)O\(_3\), and In\(_2\)O\(_3\) as well as to better understand the mechanism of morphological transformation at atomic level. The results of calculations have been compared with the experimental data. It is important to note the following aspects: (i) we have used the values of surface energy from literature, and we are confident that the proposed set of morphologies is not dependent on the calculation level; (ii) the values of surface energies are obtained in \textit{vacuo}; (iii) from these values we are capable to predict the available morphologies for a crystalline material; (iv) by screening of the relative values of surface energies, a desired morphology can be obtained; (v) an analysis of how the idealized in \textit{vacuo} surface results can be related to the \textit{in situ} behavior, and this strategy allow us to find the target and control of crystal morphologies, as well as to rationalize the different channels starting from the ideal morphology.

The whole paper is arranged as follows: (2) a description of theoretical method and computational procedure, (3) the application of the method and the presentation of results, and (4) our main conclusions and perspectives close this letter.

### 2. Theoretical method and computational procedure

From the thermodynamic point of view, the free energy of the crystal facets \(E_{\text{surf}}\) determines the equilibrium shape by a classic Wulff construction, which minimizes the total surface free energy at a fixed volume \[40\]. The Wulff theorem provides a simple relationship between the \(E_{\text{surf}}\) of the \((hkl)\) plane and the distance, \(r_{hkl}\), in the normal direction from the center of the crystallite. In addition, we have calculated the broken bonding density \((D_b)\) index proposed by Gao \textit{et al} \[41\] \(D_b\), the number of bonds broken per area on creation of a new surface calculated from equation (1), where \(N_b\) is the number of broken bonds per unit cell area on a particular surface and \(A\) is the area of the surface unit cell.

\[
D_b = \frac{N_b}{A}
\]

\(1\)
3. Results and discussion

3.1. \( \text{Co}_3\text{O}_4 \)

\( \text{Co}_3\text{O}_4 \) is a multifunctional material that has many applications and has received much theoretical and practical investigation \[14, 42–45\]. \( \text{Co}_3\text{O}_4 \) has a face centered cubic spinel structure, crystallizing in space group \( \text{Fd}-3m \), and has two formula units \((Z = 2)\) in the unit cell. Zasada \textit{et al} \[14\] obtained the surface energies for the low index faces \((1 0 0), (1 1 0), \) and \((1 1 1)\) using calculations on a \( \text{Co}_3\text{O}_4 \) slab and compared the Wulff construction for this simulated material with the experimental morphology of a \( \text{Co}_3\text{O}_4 \) nanocrystal. Su \textit{et al} \[46\] synthesized single crystalline \( \text{Co}_3\text{O}_4 \) nanocrystals with different exposed crystal planes and wide range of morphologies such as cubic, pseudo octahedral, nanosheets, and nanoplatelets, and so on. These authors found a correlation between the reducing charge – discharge overpotential with crystal planes of \( \text{Co}_3\text{O}_4 \) and established an order of catalytic activity: \((1 1 1) > (1 1 0) > (1 1 2) > (1 0 0), \) and very recently, Liu \textit{et al} \[47\] have confirmed the facet-dependent electrocatalytic performance of \( \text{Co}_3\text{O}_4 \) for rechargeable \( \text{Li}^{++} - \text{O}_2 \) battery.

The Wulff construction for \( \text{Co}_3\text{O}_4 \) structure has been obtained from the work of Su \textit{et al} \[46\]. Table 1 lists the values of the surface energies obtained by Su \textit{et al} \[46\] as well as the broken bonding density \( (D_b) \) of the faces used in the Wulff construction. The \( D_b \) values can be directly related to the order of surface stability because higher values represent the presence of a larger quantity of defects on the surface (broken bonds). For the \( \text{Co}_3\text{O}_4 \) simulated system, table 1 reveals that the order of stability of the faces is \((1 0 0) > (1 1 0) > (1 1 2) > (1 1 1), \) and the complete set of morphologies for \( \text{Co}_3\text{O}_4 \) structure has been depicted in figure 1, in which the transformations can be obtained by changing the ratio between the values of \( E_{\text{surf}} \) for each surface. Transformations between the different morphologies are due to the geometric constraints imposed by the crystal structure and are associated with the relative surface energy value of each surface. This interpretation has the advantage that all faces grow from the initial \( \text{Co}_3\text{O}_4 \) crystal (ideal) as function of their surface energy value. It is important to note that these images will serve as a guide to better interpret the morphological changes according to the synthetic method used, and so on. In addition, the different degrees of saturation at the surface, and consequently the different \( D_b \) values, in the simulated system play an important role in the predicted morphology of the crystal and these differences must be considered when comparing experimental and theoretical results. In a real system, the surfaces can adsorb species present during synthesis, and these adsorbed species will affect the surface energy and, thus, the final morphology, as shown in figure 1. Therefore, several research groups have been reported the synthesis of different morphologies of the \( \text{Co}_3\text{O}_4 \) indicated on figure 1, such as cubic \((a)\) \[46–49\], octahedron \((b)\) \[47\], and pseudo octahedron \((c)\) \[46\], in which it is necessary to differ one of the \((1 1 0)\)-surface group \( (E_{\text{surf}}^{110}), \) can be \( E_{\text{surf}}^{110} \) or \( E_{\text{surf}}^{110} \) or \( E_{\text{surf}}^{110} \).

| Surface | \( E_{\text{surf}} \) (J m\(^{-2}\)) | Broken bonds | Area (nm\(^2\)) | \( D_b \) (nm\(^{-2}\)) |
|---------|-----------------|--------------|----------------|----------------|
| \((1 0 0)\) | 0.92 | 12 | 0.3258 | 36.83 |
| \((1 1 0)\) | 1.31 | 20 | 0.4607 | 43.41 |
| \((1 1 1)\) | 2.31 | 15 | 0.2821 | 53.17 |
| \((1 1 2)\) | 1.46 | 36 | 0.7980 | 45.11 |
Iron nanomaterials are used in catalysts and electrodes, as medical imaging contrast agents, adsorbents, and magnetic recording devices. The morphology of individual particles is one of the determining factors in their performance, stability, and in the safety of both engineered nanoparticles as well as natural samples. For example, pseudocube-shaped hematite nanoparticles have a significantly larger permanent magnetization and coercivity than rice-shaped particles [50].

Hematite (α-Fe₂O₃) also has unique optical and electronic properties and is among the most important materials discussed in literature regarding energy-conversion processes [51–55]. Thus, there is considerable scientific and technological interest in the morphology of iron oxides, as it is demonstrated in various studies, reporting different morphologies synthesized via a template-free hydrothermal route [56], under the influence of H₃PO₄ ions [57], prepared by forced hydrolysis of ferric chloride [58], synthesized via an octadecylamine-assisted [59] and via atriphenyl-phosphine-assisted [60] hydrothermal method and with an oriented attachment mechanism controlled by different solvents [61]. Recently, a relationship between surface structure of hematite (001) and the macroscopic charging (zeta-potential measurements in electrolyte solutions as a function of pH) has been reported [62], and the shape of Fe₃O₄ ferroferric oxide nanoparticles synthesized by a coprecipitation method as well as their electrochemical performances has been investigated [63]. Much effort is being directed towards the controlled synthesis of functional nanomaterials in which the shape and size can be engineered.

α-Fe₂O₃ crystallizes in the trigonal space group R-3c, and is isostructural with corundum, Al₂O₃. It is one of the most thermodynamically stable and abundant phases among all of the iron oxides and oxyhydroxides. Each rhombohedral unit cell contains four Fe atoms, distributed over two cation layers. The spins of the Fe atoms in the layers perpendicular to the [0001] axis are aligned. The spin of the alternating layers is antiparallel, which leads to an antiferromagnetic material.

Guo et al [64] performed surface energy calculations for α-Fe₂O₃. The authors studied the most important surfaces of hematite: (001)-Fe, (012), (100) and (110), of which
(001) was the most extensively studied. The reported surface energies for these slabs and the morphologies generated by Wulff construction are shown in the center of figure 2. Central morphologies of figure 2 seem to be in agreement with scanning electron microscopy images of α-Fe₂O₃ particles formed in 5 mol% octadecylamine (ODA) for 48 h reported by Liu et al [59]. However, they reported a tetrakaidecahedral morphology increasing ODA to 12 mol% and enhancing the appearance of (1 1 2), (0 0 1) and (−1 1 2) facets over the other. The influence in morphology of temperature as well as a mixture EtOH/H₂O has been investigated [56] obtaining rhombohedra more or less truncated and cubic morphologies, which fit with some morphologies depicted in figure 2 involving different ratios of (0 1 2) and (1 0 0) surfaces.

Table 2 shows that the value for $D_b$ index decreases in the order: (001)/Fe > (100) > (101) > (001)/O > (012) > (110), while the surface energy decreases in this order: (100) > (101) > (110) > (001)/Fe > (012) > (001)/O. Because H atoms were added to the (001)-O surface there is a large difference in the order of the (001)-O surface energy compared to the $D_b$ representation. For this reason, the (001)-O surface energy was not used in the Wulff construction to generate the hematite morphology shown in figure 2. From the analysis of the (001)-O surface, it is clear that H atoms stabilized the under-coordinated O atoms on the surface, and this decreased both the surface energy and the density of broken bonds. In this system, the $D_b$ values are not consistent with the simulated surface energy order. This can be related to the theoretical methodology used by Guo et al [64] to study the surface energy. That is, the surface model contained surface vacancies that are not fully explained.

3.3. In₂O₃

Indium oxide (In₂O₃) is an n-type highly degenerate wide band gap material that has many applications. Indium oxide is used in flat panel displays, photoelectric devices, windshield defrosting layers, heat-reflecting mirrors, high-transparency layers and gas sensor devices.
The body-centered cubic polymorph of In$_2$O$_3$ crystallizes in the space group $Ia-3$ with eight formula units ($Z = 8$) in the unit cell.

Walsh and Catlow [66] performed surface energy calculations for In$_2$O$_3$. We have used their surface values to generate the Wulff construction and the morphologies of In$_2$O$_3$. Figure 3 shows the energies, morphologies and the comparison with experimental results for In$_2$O$_3$ in our laboratory [67].

According to table 3, the order of stability using the $D_h$ method is $(1\ 1\ 1) < (1\ 1\ 0) < (1\ 0\ 0)$, the same as the theoretical surface energies. Thus, In$_2$O$_3$ surfaces with higher energies possess the highest amount of unsaturation on the surface.

### Table 2. Values of $E_{surf}$, number of broken bonds, area, and broken bonding density ($D_b$) calculated for $\alpha$-Fe$_2$O$_3$.

| Surface  | $E_{surf}$ (J m$^{-2}$) | Broken bonds | Area (nm$^2$) | $D_b$ (nm$^{-2}$) |
|----------|-------------------------|--------------|--------------|------------------|
| (0 0 1)-Fe| 1.145                   | 12           | 0.2196       | 54.65            |
| (0 1 2)  | 1.056                   | 8            | 0.2733       | 29.27            |
| (1 0 0)  | 1.369                   | 28           | 0.6923       | 40.44            |
| (1 0 1)  | 1.306                   | 12           | 0.2421       | 49.57            |
| (1 1 0)  | 1.230                   | 8            | 0.3997       | 20.01            |
| (0 0 1)-O | 0.782                   | 9            | 0.2196       | 40.99            |

Figure 3. Crystallographic structure and morphologies of In$_2$O$_3$ with crystal planes $(1\ 0\ 0)$, $(1\ 1\ 0)$ and $(1\ 1\ 1)$. Surface energy is in joule per square meter.

It is mandatory to control the morphology of a micro/nanocrystal for for many scientific and technological applications. In this work, we used first principle calculations, based on the Wulff construction model and broken bonding density index, to investigate the effect of surface chemistry on the mechanism of morphology transformation of metal oxides: Co$_3$O$_4$, $\alpha$-Fe$_2$O$_3$,
and In$_2$O$_3$. Using a methodology recently developed by our research group, a detailed configurational analysis of the different faces was performed. A correlation between the broken bonding density ($D_b$) and the surface energies was found. The relaxed structures and surface energies were used to obtain a complete array of accessible morphologies. Manipulating the values of surface energy for each face plays a significant role, and it is exemplified in the aforementioned materials.

This method provides an approach with both predictive and explanatory capabilities and the results presented here are an illustration of how first principle calculations can rationalize the mechanisms stabilizing the morphology of micro- and nano-particles at the atomic level. The calculated diagrams relate the crystal growth conditions with the observed morphologies in an attempt to rationalize the morphologies obtained under different conditions. The morphological transformation of Co$_3$O$_4$, α-Fe$_2$O$_3$, and In$_2$O$_3$ materials revealed by this model was consistent with the Wulff construction.

Our results point out that starting by surface thermodynamics is a helpful approach to predict and assess the morphology transformation of materials and they are very useful in interpreting changes in crystal morphology. By this way, this method allow to understand how tuning the surface can control the shape of micro and nanocrystals synthetically. We expect that our work is beneficial to get a profound understanding of how to achieve shape-controlled materials synthesis than the normal trial and error synthetic procedure.
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