Quantum mechanics is a calculus for estimation under epistemic restriction
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Abstract

Consider a statistical model with an epistemic restriction such that, unlike in classical mechanics, the allowed distribution of positions is fundamentally restricted by the form of an underlying momentum field. Assume an agent (observer) who wishes to estimate the momentum field given information on the conjugate positions. We discuss a classically consistent, weakly unbiased, best estimation of the momentum field minimizing the mean squared error, based on which the abstract mathematical rules of quantum mechanics can be derived. The results suggest that quantum wave function is not an objective agent-independent attribute of reality, but represents the agent's best estimation of the momentum, given the positions, under epistemic restriction. Quantum uncertainty and complementarity between momentum and position find their epistemic origin from the trade-off between the mean squared errors of simultaneous estimations of momentum field and mean position, with the Gaussian wave function represents the simultaneous efficient estimations, achieving the Cramér-Rao bounds of the associated mean squared errors. We then argue that unitary time evolution and wave function collapse in measurement are normative rules for an agent to update her/his estimation given information on the experimental settings.
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I. INTRODUCTION

Quantum mechanics is without doubt an incomparably successful physical theory, and it plays a decisive role in our attempt to comprehend Nature. It is therefore remarkable that, after almost a century since its inception, the discussion on its meaning is as hot as ever. Central to this debate is on the meaning of pure quantum state or wave function, i.e., whether wave function is an objective physical thing independent of measurement \[1–5\], or, it is merely a convenient mathematical tool which represents the agent’s subjective knowledge or information about the system \[6–14\]. A physical wave function, for example, can explain particle interference transparently. However, a physical wave which is defined in multidimensional configuration space (instead of in the ordinary three dimensional physical space), or suffers instantaneous collapse during measurement, is conceptually uncanny. By contrast, an informational wave function does not suffer from the latter two conceptual problems, but then particle interference becomes a mystery. The standard mathematical formalism of quantum mechanics does not provide a general unequivocal guide to unscramble parts of the theory which refer to objective reality from those which merely represent the agent’s information about reality \[15, 16\]. A related fundamental problem is that the standard formalism does not offer a transparent quantum-classical boundary and correspondence \[17, 18\].

We might understand quantum mechanics better if we could derive it from simple axioms with transparent meaning, rather than the well-known, notoriously abstruse, formal mathematical axioms \[19, 20\]. This reconstruction program is also pivotal to answer a tantalizing question why quantum mechanics has the specific form it does, expressed in an abstract complex Hilbert space, such that a slight modification of its axioms may lead to bizarre implications such as superluminal signalling \[21–23\] or violations of the second law of thermodynamics \[24, 25\]. Various axiomatic derivations of quantum mechanics with different approaches and scopes have been suggested \[11–13, 26–49\]. In particular, significant efforts have been spent in the last decades to show that a remarkably large set of phenomena, traditionally regarded as specifically quantum, could in fact surprisingly be explained using classical statistical models by imposing some form of ‘epistemic restrictions’ (statistical constraints), which attempt to capture an intuitive picture about quantum uncertainty \[18, 29, 36, 37, 50\]. Such an approach is crucial to better understand the deep distinc-
tion between quantum and classical worlds, i.e. the fundamental origin of nonclassicality, which might find important practical applications to transparently identify the boundary between quantum and classical computations. Following this line of inquiry, in Ref. [49], we have proposed a statistical model wherein the abstract mathematical formalism of spinless non-relativistic quantum mechanics is shown to emerge from a modification of classical mechanics, introducing a specific epistemic restriction, and an ontic extension in the form of a global-nonseparable random variable with a strength on the order of Planck constant, parameterizing the epistemic restriction. The epistemic restriction and ontic extension are argued to imply quantum uncertainty and entanglement.

In the present work, we ask: what does the statistical model in Ref. [49] tell us about the nature of wave function and thus the meaning of quantum mechanics? To answer this important interpretational question, we need to clarify the meaning of the specific epistemic restriction postulated in the model (see Eq. (7) below), which gives rise to the mathematical expression of the wave function. We argue that the specific epistemic restriction in Ref. [49] can be motivated from deeper and transparent informational constraints employed in the field of (classical) parameter estimation theory [51, 52]. To do this, we first assume that unlike in classical mechanics, in microscopic world, there is a general epistemic restriction such that the allowed probability distribution of positions is fundamentally restricted, hence parameterized, by the form of an underlying momentum field. Consider an agent who wishes to estimate the momentum field, given information on the conjugate positions, under such an epistemic restriction. In this operational setting, we show that the specific epistemic restriction in [49] can be seen naturally as describing a classically consistent, weakly unbiased, “best” estimation of the momentum field minimizing the mean squared (MS) error.

The results suggest that wave function is not an objective agent-independent attribute of a reality, but is a mathematical encryption of an agent-dependent information about her/his preparation: it represents the agent’s best estimation of the momentum, given the positions, in the presence of epistemic restriction. Quantum uncertainty and complementarity between momentum and position are then shown to originate from the trade-off between the MS errors of simultaneous estimations of momentum field and mean position, with the Gaussian wave function represents the simultaneous “efficient” estimations, attaining the Cramér-Rao bounds of the associated MS errors. Unitary Schrödinger equation arises naturally as a rule for updating the agent’s estimation when she/he does not make any selection of
trajectories so that her/his estimation must respect the conservation of trajectories and average energy. And, epistemic wave function collapse reflects the Bayesian updating of the agent’s estimation due to a selection of certain subset of trajectories compatible with the measurement outcomes. Within the epistemic reconstruction and interpretation, the Wigner’s friend paradox \cite{53} is explained in term of two different estimations by two agents having two incompatible information.

Let us mention that different approaches to derive the Schrödinger equation invoking the ideas of estimation were reported in Refs. \cite{38, 39}. Unlike our approach which is based on estimation of momentum given information on the conjugate position under a fundamental assumption of epistemic restriction, in these latter approaches, they start from estimation of position, and minimize the associated Fisher information, under some statistical constraints. An approach where Schrödinger equation is obtained from statistical inference employing the maximum entropy principle to the entropy of a newly added variable is proposed in Ref. \cite{46}, and, in Ref. \cite{41} the authors argue that the Schrödinger equation can be derived from logical inference applied to robust experiments. Next, in Ref. \cite{40} the authors use the exact uncertainty relation defined in \cite{54}, to infer the form of the Lagrangian associated with an ensemble and use variational principle to obtain the Schrödinger equation. See also Ref. \cite{55} for a derivation of Born’s rule based on decision theory, and Ref. \cite{13} for the interpretation of Gleason theorem for the derivation of Born’s rule as reflecting Bayesian reasoning based on Dutch-book argument, leading to a Bayesian interpretation of quantum mechanics \cite{14}.

II. ESTIMATION OF MOMENTUM GIVEN INFORMATION ON CONJUGATE POSITIONS UNDER EPISTEMIC RESTRICTION

For simplicity, we consider first a general classical system of one spatial dimension $q$ with the conjugate momentum $p$. Let $t$ denotes time. We recall that within the Hamilton-Jacobi formalism of classical mechanics, the momentum field arising in a preparation can in general be expressed as:

$$\tilde{p}_C(q,t) = \partial_q S_C(q,t),$$

(1)

where $S_C(q,t)$ is the Hamilton’s principal function. (Here and below, we use $\tilde{p}$ to represent the functional form of momentum field, and $p$ is used to denote a specific value
of momentum.) Moreover, for a system with a classical Hamiltonian \( H(q, p) \), the Hamilton’s principal function \( S_C(q, t) \) evolves with time following the Hamilton-Jacobi equation:

\[
-\partial_t S_C = H(q, p) = H(q, \partial_q S_C).
\]

Solving the Hamilton-Jacobi equation for \( S_C(q, t) \), a trajectory is singled out by selecting a position \( q = q_0 \) at an arbitrary time \( t = t_0 \), wherein the momentum along the trajectory is obtained by computing Eq. (1). Hamilton-Jacobi formalism thus offers a geometrical description of an ensemble of trajectories, obtained by repeating the experiment many times varying \( q = q_0 \) at \( t = t_0 \), all following a momentum field \( \tilde{p}_C(q, t) \) characterized by a single Hamilton’s principal function \( S_C(q, t) \) [56].

Let us discuss such an ensemble of classical trajectories and express the probability distribution that the system has a position \( q \) at time \( t \) as \( \rho(q, t) \). It is then clear from the above Hamilton-Jacobi formalism that in classical mechanics, each trajectory in a given momentum field \( \tilde{p}_C(q) \) of Eq. (1) can be assigned an arbitrary weight \( \rho(q) \) (dependence on time is notationally omitted). For a simple illustration, consider a uniform momentum field \( \tilde{p}_C(q) = p_o \), where \( p_o \) is spatially constant. Then, we can prepare any arbitrary probability distribution of position \( \rho(q) \) by suitably weighting each point \( q \) with \( \rho(q) \). Hence, in classical mechanics, ‘the probability distribution of position \( \rho(q) \) is in principle independent of, thus is not parameterized by, the underlying momentum field \( \tilde{p}_C(q) \)’. We argue that this ‘epistemic freedom’, i.e., the freedom to choose an arbitrary probability distribution of positions \( \rho(q) \) independent of the underlying momentum field \( \tilde{p}_C(q) \), is a fundamental principle (implicitly) assumed in classical mechanics (analogous to the independency of time and space in pre-relativity physics).

We assume that the above epistemic freedom is no longer fully granted in microscopic world (in an analogous way that absolute time, independent of spatial coordinate, is violated by fast moving objects in relativity theory). First, assume that in microscopic world, the momentum field arising in a preparation is fluctuating randomly. To this end, we introduce a global-nonseparable random variable \( \xi \) the fluctuation of which induces the random fluctuation of the momentum field \( \tilde{p}(q, t; \xi) \). We then assume that the ensemble of trajectories following the momentum field, obtained by repeating the experiment many times, suffer a general form of ‘epistemic restriction’: namely, given a momentum field \( \tilde{p}(q; \xi) \), unlike in classical mechanics discussed above, it is no longer possible to prepare an ensemble of trajectories with an arbitrary probability distribution of position, or, each trajectory in the momentum field can no longer be assigned an arbitrary weight [49]. The allowed probability
distributions of position therefore fundamentally depends on, thus is restricted or parameterized by, the functional form of the underlying momentum field \( \tilde{p}(q; \xi) \). To make explicit this dependency via statistical restriction (parameterization), we write the probability distribution of position as

\[
\rho_{\tilde{p}}(q).
\]

Now, suppose an agent makes a measurement of position and obtain a value \( q \), e.g. via a selection of trajectories passing through \( q \). (As emphasized by Bell, any measurement should be reducible to the measurement of position \[57\]. See also Ref. \[58\].) Since \( q \) is sampled from \( \rho_{\tilde{p}}(q) \), it must somehow carry some information about the underlying momentum field \( \tilde{p}(q; \xi) \) parameterizing \( \rho_{\tilde{p}}(q) \). Our question is then: how can the agent use her/his information on \( q \), in the most reasonable way, to estimate the form of the conjugate momentum field \( \tilde{p}(q; \xi) \) parameterizing \( \rho_{\tilde{p}}(q) \). This is a parameter estimation problem which has extensively been studied in (classical) statistical-information theory \[51, 52\]. Note that in our problem, the parameter to be estimated, i.e., the random momentum field, is itself a function of the position used for estimation. Does Nature impose a fundamental informational restriction for the agent to estimate the momentum field arising in her/his preparation given information on the conjugate position?

What are the requirements that a ‘good’ estimator for the momentum field \( \tilde{p}(q; \xi) \), based on information on \( q \), should satisfy? First, it is imperative that the estimator has a consistent classical limit. Noting the fact that in macroscopic regime the momentum field takes the form of Eq. \( (1) \), we assume that given \( q \), the estimator for \( \tilde{p}(q; \xi) \) has a general form \( \partial_q S(q) \). Here, \( S(q) \) is a real-valued function with the dimension of action, and we demand that in the classical limit we recover Eq. \( (1) \). Next, we require the estimator \( \partial_q S(q) \) to satisfy a ‘weak’ unbiased condition so that for any value of \( \xi \), the average of the estimator \( \partial_q S(q) \) over \( \rho_{\tilde{p}}(q) \), is equal to the average of the momentum field \( \tilde{p}(q; \xi) \) to be estimated over \( \rho_{\tilde{p}}(q) \), i.e.: \( \int dq \partial_q S(q) \rho_{\tilde{p}}(q) = \int dq \tilde{p}(q; \xi) \rho_{\tilde{p}}(q) \). This requirement simply means that, for all \( \xi \), the error of estimation \( \tilde{p}(q; \xi) - S(q) \) is on average vanishing. As shown in the Appendix \( A \) this reasonable requirement implies the Cramér-Rao inequality. Namely, for each \( \xi \), the MS error of the estimation of momentum field \( \tilde{p}(q; \xi) \) with the weakly unbiased estimator \( \partial_q S(q) \) is bounded from below as

\[
\int dq (\tilde{p}(q; \xi) - \partial_q S(q))^2 \rho_{\tilde{p}}(q) \geq \frac{1}{J_p}, \quad (2)
\]
where $J_p = \int dq (\partial_q \ln \rho_p(q))^2 \rho_p(q)$ is the Fisher information about the momentum field $\tilde{p}$ contained in $\rho_p(q)$. The weakly unbiased estimator $\partial_q S$ is called efficient if it saturates the Cramér-Rao inequality of Eq. 2.

Let us also assume that in the mathematical limit $\xi \to 0$, namely in the absence of the global random fluctuation, we regain the formalism of classical mechanics, i.e., $\tilde{p}(q; \xi) \to \tilde{p}_C(q) = \partial_q S_C$, so that the epistemic restriction also disappears: $\rho_{\tilde{p}}(q) \to \rho(q)$. This means that the global random variable $\xi$ provides the strength of the epistemic restriction, and requires that the fluctuation of $\xi$ should be microscopically small, so that it is practically ignorable in macroscopic regime. In this limit, $q$ sampled from $\rho(q)$ practically no longer carries any information about the conjugate momentum field $\tilde{p}_C(q)$, and the Cramér-Rao inequality is no longer relevant.

III. QUANTUM CALCULUS FROM BEST ESTIMATION OF MOMENTUM GIVEN INFORMATION ON POSITIONS UNDER EPISTEMIC RESTRICTION

A. Estimation error and information trade-off

To proceed, we need to know, given $q$, the error of each single shot estimation of $\tilde{p}(q; \xi)$ with the weakly unbiased estimator $\partial_q S(q)$, i.e. $\epsilon_p(q; \xi) = \tilde{p}(q; \xi) - \partial_q S(q)$. This estimation error must reflect the actual microscopic physics underlying the momentum field $\tilde{p}(q; \xi)$ to be estimated, hence, the choice must be confronted with empirical evidences. It is first natural to demand that the estimation error is vanishing in the formal limit $\xi \to 0$, so that we regain classical mechanics. It must also reasonably satisfy the weak unbiased condition implying the Cramér-Rao inequality of Eq. 2. Next, given $\xi$, it is intuitive to assume that the errors of estimating momentum fields arising in independent preparations must also be independent. Finally, we require that it leads to the best possible estimation, in the sense that the estimator $\partial_q S(q)$ must minimize the associated MS error measuring the accuracy of the estimation.

To this end, we postulate that the error in a single shot estimation takes the following form:

$$\epsilon_p(q; \xi) = \tilde{p}(q; \xi) - \partial_q S(q) = \frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}(q).$$  \hspace{1cm} (3)
As required, it is vanishing in the limit $\xi \to 0$. It is also clearly weakly unbiased, i.e., for any $\xi$, the error is indeed on average vanishing: 
\[ \int dq \tilde{p}(q; \xi)\rho_{\tilde{p}}(q) - \int dq \partial_q S(q)\rho_{\tilde{p}}(q) = \frac{\xi}{2} \int dq \partial_q \rho_{\tilde{p}}(q) = 0, \]
where we have assumed that $\rho_{\tilde{p}}(q)$ is vanishing at infinity. Let us assume that $\xi$ fluctuates randomly on a microscopic time scale with a probability density $\chi(\xi)$ such that its first and second moments are constant in $(q, t)$, given respectively by \[49\] 
\[ \overline{\xi} = \int \, d\xi \, \xi \chi(\xi) = 0 \quad \& \quad \overline{\xi^2} = \hbar^2. \] (4)

The left equation in (4) ensures that the estimation satisfies a reasonable independence condition that for any $q$, the estimation error $\epsilon_p(q; \xi) = \frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}(q)$ is uncorrelated with the estimator $\partial_q S(q)$, i.e., one has $(\partial_q S(q))(\epsilon_p(q; \xi)) = \frac{1}{2} \xi \partial_q S \partial_q \ln \rho_{\tilde{p}} = 0$. On the other hand, the right equation in (4) says that the strength of the estimation error is on the order of Planck constant, so that for macroscopic systems it is practically ignorable, as required. In Subsection IV B we show that, given $\xi$, it indeed leads to independent estimation errors for independent preparations. That the above choice of estimation error, i.e., Eqs. (3) and (4), tally with empirical evidences and provide a scheme for best estimation minimizing the MS error, will be clarified in the next Subsection.

As one crucial insight for the above choice, we note that Eqs. (3) and (4) implies an information trade-off between the agent’s knowledge about momentum and position. To see this, computing the MS error of the estimation of momentum field arising in a preparation one obtains:

\[ \mathcal{E}_p^2 \doteq \int dq d\xi \, \epsilon_p(q; \xi)^2 \chi(\xi)\rho_{\tilde{p}}(q) \]
\[ = \frac{\hbar^2}{4} \int dq (\partial_q \ln \rho_{\tilde{p}})^2 \rho_{\tilde{p}}(q) = \frac{\hbar^2}{4} J_q, \] (5)

where $J_q$ is the Fisher information about the mean position $q_0 \doteq \int dq \rho_{\tilde{p}}(q)$ contained in $\rho_{\tilde{p}}(q)$, defined as \[51, 52\]
\[ J_q \doteq \int dq (\partial_q \ln \rho_{\tilde{p}}(q))^2 \rho_{\tilde{p}}(q). \] (6)

One can see that Eq. (5) describes a trade-off — on the order of Planck constant — between the agent’s estimation about the momentum and her/his information about the conjugate position, in an exact form. Namely, the smaller (larger) the MS error $\mathcal{E}_p^2$, i.e., the sharper (poorer) the agent’s estimation about the momentum field, the smaller (larger) the Fisher
information $J_q$, i.e., the poorer (better) her/his knowledge about the mean position. In this sense, one might say that Planck constant $h$ makes the agent’s information about momentum inseparable from her/his information about position, in the same spirit that the constant speed of light $c$ for all observers makes space and time inseparable in relativity theory. The above information trade-off clearly already reveals the essence of Heisenberg uncertainty principle from (classical) information theoretical viewpoint. We shall show in Subsection IV A that Eq. (5) indeed entails quantum uncertainty relation.

B. Emergent quantum calculus

To show that the above choice of estimation error complies with empirical evidences in microscopic worlds, we note that Eqs. (3) and (4) comprise the specific epistemic restriction we postulated in Ref. [49] to reconstruct the mathematical formalism of spin-less non-relativistic quantum mechanics. For later convenient, we rewrite Eq. (3) as

$$\tilde{p}(q; \xi) = \partial_q S(q) + \frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}(q).$$

(7)

First, the random momentum field of Eq. (7) implies the following ‘epistemically restricted’ phase space distribution [49, 59]:

$$\mathbb{P}_{\{S, \rho_{\tilde{p}}\}}(p, q|\xi) = \delta(p - \tilde{p}(q; \xi)) \rho_{\tilde{p}}(q)$$

$$= \delta(p - \partial_q S(q) - \frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}(q)) \rho_{\tilde{p}}(q).$$

(8)

It was then shown in Ref. [49] that the ensemble average of any classical physical quantity $O(q, p)$ up to second order in $p$, over the phase space distribution of Eqs. (8) and (4), is equal to the quantum mechanics expectation value as

$$\langle O \rangle_{\{S, \rho_{\tilde{p}}\}} \doteq \int dq d\xi dp \: O(q, p) \mathbb{P}_{\{S, \rho_{\tilde{p}}\}}(p, q|\xi) \chi(\xi)$$

$$= \langle \psi | \hat{O} | \psi \rangle.$$

(9)

Here, $\hat{O}$ is a Hermitian operator taking the same form as that obtained by applying the standard Dirac canonical quantization scheme to $O(q, p)$ with a specific ordering of operators, and the wave function $\psi(q) = \langle q | \psi \rangle$ is defined as

$$\psi(q, t) \doteq \sqrt{\rho_{\tilde{p}}(q, t)} \exp \left(\frac{i S(q, t)}{\hbar}\right).$$

(10)
See Section Methods in Ref. [49] for a proof. Equation (10) implies that Born’s statistical interpretation of wave function is valid by construction:

\[ \rho_\tilde{p}(q,t) = |\psi(q,t)|^2. \] (11)

Further, imposing conservation of trajectories (or conservation of the probability current) manifested by the continuity equation, i.e.: \( \partial_t \rho_\tilde{p} + \partial_q (\dot{q} \rho_\tilde{p}) = 0 \), where \( \dot{q} \equiv dq/dt \), and conservation of average energy, i.e.: \( (d/dt) \langle H \rangle_{(S,\rho_\tilde{p})} = 0 \), one can show that the time evolution of the wave function defined in Eq. (10) must follow the unitary Schrödinger equation [49]:

\[ i\hbar \frac{d}{dt} |\psi\rangle = \hat{H} |\psi\rangle. \] (12)

Here, \( \hat{H} \) is the quantum Hamiltonian, again having the same form as that obtained by applying the standard canonical quantization to the classical Hamiltonian \( H(q,p) \) with a specific ordering of operators.

The above results can be extended straightforwardly to systems with many degrees of freedom, including interacting subsystems, generating quantum entanglement. In this case, as discussed in Ref. [49], to obtain Eqs. (9) and (12) for Hamiltonian with cross terms of momentum between different degrees of freedom (as, e.g., arising in the measurement of momentum discussed in Appendix F), \( \xi \) must indeed be global-nonseparable. Otherwise, if \( \xi \) is separable, instead of quantum expectation value of energy and the Schrödinger equation, we regain respectively the conventional classical statistical average of energy and the classical Hamilton-Jacobi equation. Finally, applying the Schrödinger equation to a measurement interaction, and combining with Eq. (11), noting that the system and measurement device in the model always follow a definite trajectory, one can derive the Born’s rule for the statistics of measurement outcomes [49].

Let us prove that the choice of estimation error of Eqs. (3) and (4) implies that the weakly unbiased estimator \( \partial_q S(q) \) best estimates \( \tilde{p}(q;\xi) \) as claimed in the previous section. To this end, given information on \( q \) obtained in measurement, we assume a general estimator \( T_p(q) \) for \( \tilde{p}(q;\xi) \), and compute the associated MS error to first obtain

\[ \int dq d\xi (\tilde{p}(q;\xi) - T_p(q))^2 \chi(\xi) \rho_\tilde{p}(q) = \langle \psi | (\tilde{p} - T_p(q))^2 |\psi\rangle, \] where we have used Eq. (9). The right hand side can be further expanded to give

\[ \int dq d\xi (\tilde{p}(q;\xi) - T_p(q))^2 \chi(\xi) \rho_\tilde{p}(q) = \langle \psi | \tilde{p}^2 |\psi\rangle + \int dq \rho_\tilde{p}(q) ((T_p(q) - \partial_q S(q))^2 - (\partial_q S(q))^2), \] where we have used Eq. (10). One can then see that it is minimized when \( T_p(q) = \partial_q S(q) \) as claimed. We note that such best
estimation is not necessarily efficient, i.e., it does not necessarily saturate the Cramér-Rao inequality of Eq. (2). We shall see in Subsection IV A and Appendix D that the Cramér-Rao bound of Eq. (2) is attained by certain class of ‘Gaussian preparations’. Finally, it is interesting that the form of estimation error for best estimation of Eq. (3) has a similar form as that for efficient estimation of Eq. (A8), except that there the derivative is with respect to $\tilde{p}$ instead of $q$.

C. Wave function represents an agent’s best estimation of momentum given information on positions

We first note that we still keep the conjecture put in Ref. [49] that there is an ontic or real dynamics underlying the statistical model, i.e., the dynamics of the actual random momentum field for an individual system. This dynamics of the momentum field must fundamentally restrict the dynamics of the distribution of positions; this is the essence of the epistemic restriction. We still do not know the exact nature of the ontic dynamics of the momentum field for individual system, and why, unlike in conventional classical mechanics, such dynamics of momentum field fundamentally restricts (thus must be irreducibly correlated with) that of the distribution of positions.

We then decompose the random momentum field into two terms as in Eq. (7). We emphasize however that this decomposition is not physical (realist). In particular, it is not a decomposition of the momentum field $\tilde{p}(q; \xi)$ into a deterministic (classical) component $\partial_q S(q)$ subjected to a stochastic physical noise $\epsilon_p(q; \xi) = \frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}(q)$ as in Nelson stochastic mechanics [42]. Such a physical decomposition will have to face a conceptual difficulty that the momentum field $\tilde{p}(q; \xi)$ (an ontic variable) might be causally affected by the probability distribution of position $\rho_{\tilde{p}}(q)$ (an epistemic quantity). Rather, the decomposition in Eq. (7) is epistemic or informational: namely, given information on $q$, an agent must see the term $\partial_q S(q)$ as her/his weakly unbiased best estimate of $\tilde{p}(q; \xi)$, with the random estimation error $\epsilon_p(q; \xi) = \frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}(q)$. Hence, the decomposition in Eq. (7) does not happen in real physical space, but in the agent’s mind.

We have shown that the epistemic decomposition of momentum field of Eq. (7) leads to the quantum kinematics of wave functions and Hermitian operators defined in Eqs. (9) and (10) [49]. In this sense, we can regard the epistemic decomposition to provide a kind
of kinematics restriction [60], in an analogous way that the Minkowski space provides a spacetime constraint in relativity theory. We may therefore conclude within the above epistemic reconstruction based on estimation scheme, that the wave function \( \psi(q) \) defined in Eq. (10) implying Eqs. (9) and (12), does not represent the actual objective physical state — i.e., the random momentum field — arising in the preparation. Rather, \( \psi(q) \) should be interpreted to summarize the agent’s weakly unbiased best estimate of the momentum and the corresponding estimation error, based on information on the conjugate position, under epistemic restriction. Quantum wave function is therefore agent-dependent, i.e., relative to the agent making the estimation given prior information about her/his preparation. It lives in the agent’s mind, rather than in physical space. And, since the wave function describes an estimation, it must therefore be meaningful even for an individual system. At this point, we note that Pusey, Barrett and Rudolph (PBR) have recently devised a theorem which shows the conceptual difficulty to hold a realist interpretation of quantum mechanics with such an epistemic wave function [61]. We shall show at the end of Subsection IV B that the statistical model with epistemic wave function proposed in this paper violates the assumption of preparation independence underlying the PBR theorem.

Let us make more precise the above epistemic interpretation of wave function. Suppose an agent makes an experimental preparation by varying some controllable macroscopic parameters to select a specific wave function \( \psi(q) \) among those allowed by the experimental arrangement. What does the selected \( \psi(q) \) mean? Within the above epistemic reconstruction based on estimation scheme, noting Eqs. (7) (or (3)) and (10), a preparation quantum mechanically represented by \( \psi(q) \) means that the system undergoes a momentum fluctuation \( \tilde{p}(q; \xi) \) such that given information on \( q \), the agent’s weakly unbiased best estimate of the momentum field at \( q \), denoted by \( \bar{p}(q) \), and the associated estimation error \( \epsilon_p(q; \xi) = \tilde{p}(q; \xi) - \bar{p}(q) \), are determined by \( \psi(q) \), respectively, as

\[
\bar{p}(q) = \partial_q S(q) = \frac{\hbar}{2i} \left( \partial_q \ln \psi(q) - \partial_q \ln \psi^*(q) \right),
\]

\[
\epsilon_p(q; \xi) = \frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}(q) = \frac{\xi}{2} \partial_q \ln \left| \psi(q) \right|^2.
\]

We show that the above epistemic interpretation allows for a conceptually transparent quantum-classical boundary and transition. First, in the physical regime wherein the magnitude of estimation error is much smaller than the magnitude of the estimator, i.e., \( |\bar{p}| = |\partial_q S| \gg |\epsilon_p| = |\frac{\xi}{2} \partial_q \ln \rho_{\tilde{p}}| \), the second term on the right hand side of Eq. (7) can
be practically ignored and we regain classical mechanics relation $\tilde{p} \approx \overline{p} = \partial_q S$ of Eq. (1) (by identifying $S$ with $S_C$ and $\tilde{p}$ with $\tilde{p}_C$). This is approximately true in the macroscopic regime due to Eq. (4) that the strength of the estimation error is on the order of $\hbar$.

Hence, in the macroscopic regime, given $q$, an agent can in principle prepare the momentum $p = \tilde{p}(q) \approx \partial_q S(q)$ of the system sharply with practically negligible error.

D. Quantum canonical commutation relation from estimation of momentum given the positions under epistemic restriction

One of the basic mathematical axioms of quantum calculus is the canonical commutation relation between position and momentum operators, i.e., $[\hat{q}, \hat{p}] = \hat{q}\hat{p} - \hat{p}\hat{q} = i\hbar$, sometimes regarded as the “fundamental quantum condition” [62]. This commutation relation underlies the noncommutative structure of quantum observables, and is at the root of many important mathematical results of quantum mechanics, including the violation of Bell’s inequality [63] as suggested in Refs. [64–66]. It is therefore instructive to ask how the canonical commutation relation is reflected within the epistemic reconstruction of quantum mechanics based on the scheme of estimation under epistemic restriction discussed above.

To study this question, we express the MS error of the estimation of momentum field given in Eq. (5) using the language of quantum calculus in complex Hilbert space as:

$$E_p^2 = \frac{\hbar^2}{4} \int dq (\partial_q \ln \rho_p)^2 \rho_p(q)$$

$$= \int dq \left( \frac{\langle \psi | [\hat{\pi}_q, \hat{\dot{p}}] | \psi \rangle}{2i} \right)^2 \langle q | \psi \rangle^2,$$

(14)

where $\hat{\pi}_q = |q\rangle \langle q|$ is the projector onto $|q\rangle$. One can then see that if, unlike our statistical model, $E_p^2$ is vanishing for all preparations, then we must have $[\hat{\pi}_q, \hat{p}] = 0$, in contradiction with canonical commutation relation. Further, let us estimate the mean position $q_o$ with the unbiased estimator $q$, so that the MS error reads $E_q^2 \approx \int dq(q - q_o)^2 \rho_p(q) = \int dq(q - q_o)^2 \langle q | \psi \rangle^2$. Multiplying this to Eq. (14), and applying the Cauchy-Schwarz inequality, one obtains, after a straightforward manipulation, a Robertson-like uncertainty relation

$$E_p^2 E_q^2 \geq \frac{1}{4} \left| \langle \psi | [\hat{\dot{q}}, \hat{\dot{p}}] | \psi \rangle \right|^2,$$

(15)

where $\hat{\dot{q}} = \int dq q |q\rangle \langle q|$. 


In this sense, we may therefore conclude that the epistemic decomposition of the momentum field into the weakly unbiased best estimate and its error of Eq. (7), which together with Eq. (11) implies the information trade-off in Eq. (5), gives the informational origin of the quantum canonical commutation relation in complex Hilbert space formalism of quantum mechanics. Indeed, we shall show in Subsection IV A without using quantum calculus that the right hand side of Eq. (15) is given by $\hbar^2/4$.

E. Estimation of momentum based on information on position versus momentum

weak value at a given position

We show that the above scheme of estimation is deeply related to the intriguing concept of weak value obtained from weak measurement over pre- and post-selected ensemble [67]. Consider an ensemble of repeated weak measurement of momentum in such a way that it only gently perturbs the initial preparation, and followed by a post-selection on (a sub-ensemble compatible with) the conjugate position $q$. It can be shown within the operational formalism of quantum mechanics [68, 69] that the average shift of the position of the pointer of the measuring device is proportional to the real part of the weak momentum value at $q$ given by: $\text{Re}\{\langle q|\hat{p}|\psi\rangle\langle q|\psi\rangle\} = \partial_q S(q)$, where we have used Eq. (10). Moreover, the average shift of the pointer momentum is proportional to the imaginary part of the weak momentum value at $q$: $\text{Im}\{\langle q|\hat{p}|\psi\rangle\langle q|\psi\rangle\} = -\frac{\hbar}{2}\partial_q \ln \rho_{\tilde{p}}(q)$. Noting this, first, the epistemically restricted phase space distribution of Eq. (8) associated with $\psi(q) = \sqrt{\rho_{\tilde{p}}(q)} \exp(iS(q)/\hbar)$ is not just a mathematical artefact, but can be determined experimentally via weak momentum value as $\mathbb{P}(s, p\tilde{p})(p, q|\xi) = \delta(p - \text{Re}\{\langle q|\tilde{p}|\psi\rangle\langle q|\psi\rangle\} + \frac{\xi}{\hbar}\text{Im}\{\langle q|\tilde{p}|\psi\rangle\langle q|\psi\rangle\})|\langle q|\psi\rangle|^2$ [59]. Moreover, the weakly unbiased best estimate of the momentum based on information of position of Eq. (13) and the associated MS error of Eq. (5), can thus be experimentally probed via weak measurement of momentum followed by post-selection on position, respectively as

$$\text{P}(q) = \partial_q S = \text{Re}\{\langle q|\hat{p}|\psi\rangle\langle q|\psi\rangle\},$$

$$\mathcal{E}_p^2 = \int dq \left(\text{Im}\{\langle q|\tilde{p}|\psi\rangle\langle q|\psi\rangle\}\right)^2 |\langle q|\psi\rangle|^2.$$

This shows that the outcome of weak momentum measurement with position post-selection also represents the agent’s weakly unbiased best estimate of momentum given position, rather than revealing what exist objectively prior to observation.
Let us mention that in Ref. [54], working within the standard formalism of quantum mechanics, Hall argued that, for a given pure quantum state written in polar form as in Eq. (10), an operator defined as \( \hat{p}_C \equiv \int dq \, \partial q S(q) |q\rangle \langle q| \) can be seen as the ‘best classical estimate’ of \( \hat{p} \) compatible with \( \hat{q} \), minimizing the quantum MS error defined as the quantum statistical deviation between \( \hat{p} \) and \( \hat{p}_C \) over \( |\psi\rangle \). In this way, he derived from quantum mechanics a similar result as in Eq. (5). Namely, he defined \( \delta X = \frac{J_q}{2} \) as ‘Fisher length’, and \( \Delta_{Pnc} = \sqrt{\langle \psi | (\hat{p} - \hat{p}_C)^2 |\psi\rangle} = \sqrt{E_p^2} \) as the strength of ‘nonclassical momentum fluctuation’, and write Eq. (5) as \( \Delta_{Pnc}\delta X = \hbar / 2 \), calling it an ‘exact uncertainty relation’. Johansen in Ref. [70] further showed that \( \hat{p}_C \) defined above can be interpreted as the best estimate of \( \hat{p} \) over a pre-selected ensemble represented by a quantum state \( |\psi\rangle \) and followed by post-selection of a sub-ensemble compatible with \( q \) within weak measurement scheme, and derived Eq. (16). In Ref. [71] Hall later argued that \( \partial_q S(q) \) should be seen as the best estimate of \( \hat{p} \) based on measurement of \( \hat{q} \).

Our interpretation of wave function in terms of estimation of momentum given information on position thus somehow combines all the results reported by the above authors, while providing a new insight based on the notion of epistemic restriction proposed in Ref. [49]. We note first that these authors worked within the standard formalism of quantum mechanics rather than reconstructing it from scratch. By contrast, here we start from a weakly unbiased, best estimation of momentum given information on position, in the presence of epistemic restriction, to reconstruct quantum mechanics. Further, in [54, 70, 71], while the authors gave the form of the quantum mechanical MS error in terms of quantum statistical deviation, they did not offer the form of the error arising at each single shot of estimation. By contrast, we have provided the exact functional form of the random estimation error \( \epsilon_p(q; \xi) \) for each single shot of estimation given in Eq. (13) (or Eq. (3)), introducing a global-nonseparable random variable \( \xi \). We emphasize that it is the introduction of \( \xi \) satisfying Eq. (4) parameterizing the error function \( \epsilon_p(q; \xi) \) in Eq. (13) which leads to the derivation of abstract mathematical rules of quantum mechanics given in Eqs. (9) - (12).

Next, in [72] Wiseman introduced the notion of ‘naively observable’ average velocity at \( q \), denoted as \( v_W(q) \), and interpreted it operationally using quantum weak value. He showed that, for a particle of mass \( m \) in a scalar potential, the naively observable average velocity determined operationally as weak velocity value, is exactly equal to the Bohmian velocity \([1]\), i.e., \( v_W(q) = \text{Re} \{ \langle q | \hat{p} | \psi \rangle \} / m = \partial_q S(q) / m \). This thus operationally justifies the unique
choice of the Bohmian velocity in terms of weak velocity value. Noting Eq. (13), one can however see within our epistemic reconstruction that Wiseman naively observable average velocity is also equal to the weakly unbiased best estimate of velocity given information on \( q \), i.e., \( \overline{v}(q) = \overline{p}(q)/m = \partial_q S(q)/m = v_W(q) \). This observation suggests that Wiseman naively observable average velocity and Bohmian velocity should be read subjectively as weakly unbiased best estimate of velocity given information on \( q \), rather than revealing an agent-independent objective velocity of the particle as favored by Bohmian mechanics.

IV. EPISTEMIC INTERPRETATION OF QUANTUM MECHANICS

A. Informational origin of quantum uncertainty and complementarity

Consider an agent preparing a system quantum mechanically represented by a general wave function \( \psi(q) \). As discussed in the previous section, it means that the system experiences a random momentum fluctuation \( \tilde{p}(q; \xi) \) fundamentally restricting the allowed distribution of positions \( \rho_{\tilde{p}}(q) \), such that the MS error of the agent’s weakly unbiased best estimate of the momentum, given the position, with the estimator \( \overline{p}(q) = \partial_q S(q) \), must satisfy Eq. (5). On the other hand, in a general unbiased estimation of mean position \( q_o \), the corresponding MS error must satisfy the Cramér-Rao inequality associated with the estimation [51, 52]. Taking \( q \) as the unbiased estimator for \( q_o \) one therefore has

\[
\mathcal{E}_q^2 \geq \int dq (q - q_o)^2 \rho_{\tilde{p}}(q) \geq \frac{1}{J_q},
\]

where \( J_q \) is the Fisher information about \( q_o \) defined in Eq. (6). Multiplying both sides with \( \mathcal{E}_p^2 \) and using Eq. (5), one finally obtains,

\[
\mathcal{E}_p^2 \mathcal{E}_q^2 \geq \frac{\hbar^2}{4},
\]

describing a trade-off between the MS errors of the joint/simultaneous weakly unbiased best estimation of momentum given \( q \) with the estimator \( \partial_q S(q) \), and an unbiased estimation of mean position \( q_o \) with the estimator \( q \). Note that Eq. (18) is linked to Eq. (15) via the canonical commutation relation. Further, as shown in Appendix B the estimation of mean position \( q_o \) with the estimator \( q \) is efficient saturating the Cramér-Rao inequality of Eq. (17), when the probability distribution of estimation error \( q - q_o \) takes the form of a
Gaussian $\rho_\theta(q) = \frac{1}{\sqrt{2\pi\sigma^2_q}} e^{-\frac{(q-q_o)^2}{2\sigma^2_q}}$. For Gaussian distribution of $q - q_o$, the inequality in Eq. (18) is therefore also saturated: $\mathcal{E}_p^2\mathcal{E}_q^2 = \hbar^2/4$.

Hence, no preparation gives the agent sharp weakly unbiased best estimate of the momentum field and sharp unbiased estimate of mean position, simultaneously, based on information on $q$: the product of their MS errors is bounded from below by the Planck constant, the strength of the fluctuation of $\xi$. It thus somewhat reflects Bohr’s principle of complementarity: Bohr’s fundamental limitations in jointly defining complementary quantities (like position and momentum) within the context of a measurement [6], is reflected within our epistemic interpretation by the agent’s limitation in jointly estimating complementarity quantities resulting in a preparation.

To connect the MS errors trade-off of Eq. (18) with the quantum uncertainty relation, we need to interpret the quantum variance of position and momentum operators within the above interpretative framework based on estimation scheme. First, using Eq. (10), we find that the quantum variance $\sigma^2_\theta$ of position operator $\hat{q}$ is mathematically equal to the MS error of estimation of mean position $\mathcal{E}_q^2$ defined in Eq. (17), i.e.: $\sigma^2_\theta = \langle \psi | (\hat{q} - \langle \psi | \hat{q} | \psi \rangle)^2 | \psi \rangle = \int dq (q - q_o)^2 \rho_\theta(q) = \mathcal{E}_q^2$. Moreover, we show in Appendix [C] that the quantum variance $\sigma^2_p$ of the momentum operator $\hat{p}$ can be decomposed as: $\sigma^2_p = \langle \psi | (\hat{p} - \langle \psi | \hat{p} | \psi \rangle)^2 | \psi \rangle = \mathcal{E}_p^2 + \Delta^2_p$, where $\Delta^2_p \equiv \int dq (\partial_q S(q) - \int dq' \partial_q S(q') \rho_\theta(q'))^2 \rho_\theta(q)$ is the dispersion of the estimator $\partial_q S(q)$.

Hence, within the estimation scheme, $\sigma^2_p$ should be interpreted as the sum of the MS error of estimation of momentum (i.e., inaccuracy of estimation) and the dispersion of the estimator (i.e., imprecision of estimation) [71]. Combining these two equations, one finally obtains, by the virtue of Eq. (18), and noting the fact that $\Delta^2_p \geq 0$, the Heisenberg-Kennard uncertainty relation

$$\sigma^2_p \sigma^2_\theta \geq \mathcal{E}_p^2\mathcal{E}_q^2 + \Delta^2_p \mathcal{E}_q^2 \geq \frac{\hbar^2}{4} + \Delta^2_p \mathcal{E}_q^2 \geq \frac{\hbar^2}{4}.$$  

Note that the Heisenberg-Kennard uncertainty relation for preparation underlies the uncertainty relations arising in measurement, either describing the trade-off between error-disturbance [73], or between errors in joint measurement [71, 74].

We have shown above that the first inequality in Eq. (19) is saturated when the estimation of $q_o$ by $q$ is efficient, so that the distribution of $q - q_o$ takes a Gaussian. On the other hand, one can see from Eq. (19) that the second inequality is saturated when $\Delta^2_p = 0$. This can be solved to give $S(q) = p_o q$, where $p_o$ is an arbitrary real constant. Combining these two
facts, and noting Eq. (10), both the inequalities in Eq. (19) are therefore saturated when the wave function associated with the preparation is given by the Gaussian wave function:

$$\psi(q) = \left( \frac{1}{2\pi \sigma_q^2} \right)^{1/4} e^{-\frac{(q-q_o)^2}{4\sigma_q^2} + i p_o q / \hbar}. \quad (20)$$

We further show in Appendix D that for this Gaussian preparation, the best estimate of the momentum field \( \Hat{p} \) by the estimator \( \Hat{p} = \partial_q S(q) = p_o \) is also efficient saturating the Cramér-Rao inequality of Eq. (2). In this respect, Gaussian wave function is thus special, that is, it describes a preparation wherein the agent’s simultaneous estimations of the momentum field and mean position parameterizing \( \rho_{\Hat{p}}(q) \) are both efficient, achieving the Cramér-Rao bounds of the associated MS errors. These results show that quantum uncertainty relation is fundamentally related to the Cramér-Rao inequality limiting the agent’s estimation.

B. Quantum superposition and non-factorizable wave function

Let us proceed to discuss a specific combination of preparations and its implication to the agent’s estimation. Consider the superposition of two wave functions \( \psi(q) \sim \psi_1(q) + \psi_2(q) \), where \( \psi_j(q) = \sqrt{\rho_{\Hat{p}_j}(q)} e^{\pm i S_j(q)} \), \( j = 1, 2 \). First, assume that the two wave functions \( \psi_j(q), \) \( j = 1, 2, \) do not overlap, i.e., \( \Lambda_1 \cap \Lambda_2 = \emptyset \), where \( \Lambda_j \) is the support of \( \psi_j(q), j = 1, 2. \) In this case, information on \( q \) is sufficient to discriminate unambiguously the two wave functions \( \psi_j(q), j = 1, 2, \) each represents the agent’s best estimation of the momentum field arising in a distinct preparation. Moreover, as shown in Appendix E, given \( q \in \Lambda_j, j = 1, 2, \) the agent’s best estimate of the momentum field \( \Hat{p}(q; \xi) \) associated with \( \psi(q) \sim \psi_1(q) + \psi_2(q) \) is given by \( \Hat{p}(q) = \Hat{p}_j(q) \) with the corresponding estimation error \( \epsilon_{\Hat{p}}(q; \xi) = \epsilon_{\Hat{p}_j}(q; \xi) \). Here, \( \Hat{p}_j(q) = \partial_q S_j(q) \) and \( \epsilon_{\Hat{p}_j}(q; \xi) = \frac{\xi}{\sigma} \partial_q \ln \rho_{\Hat{p}_j}(q) \) are respectively the agent’s best estimate of the momentum field \( \Hat{p}_j(q) \) and the corresponding estimation error, associated with \( \psi_j(q), j = 1, 2. \) For \( q \in \Lambda_j, j = 1, 2, \) we thus have \( \Hat{p}(q; \xi) = \Hat{p}(q) + \epsilon_{\Hat{p}}(q; \xi) = \Hat{p}_j(q) + \epsilon_{\Hat{p}_j}(q; \xi) = \Hat{p}_j(q; \xi). \) Hence, any trajectory belonging to the momentum field \( \Hat{p} \) associated with \( \psi \sim \psi_1 + \psi_2, \) must also belong to either \( \Hat{p}_1 \) associated with \( \psi_1, \) or \( \Hat{p}_2 \) associated with \( \psi_2. \) In this sense, we say that \( \Hat{p} \) associated with \( \psi \sim \psi_1 + \psi_2 \) is compatible with \( \Hat{p}_j \) associated with \( \psi_j, j = 1, 2. \) The ensemble of trajectories following \( \Hat{p} \) associated with \( \psi \sim \psi_1 + \psi_2 \) is thus a statistical mixture of those following \( \Hat{p}_j \) associated with \( \psi_j, j = 1, 2. \) Accordingly, the agent should expect that the probability distribution of position is additively decomposable: \( \rho_{\Hat{p}}(q) = \rho_{\Hat{p}_1}(q) + \rho_{\Hat{p}_2}(q), \)
with no interference term, as predicted by quantum mechanics. The above observation shows that, if $\psi_1$ and $\psi_2$ are nonoverlapping, given $q$, the agent’s weakly unbiased best estimation of momentum field represented by $\psi_j$, $j = 1, 2$, is sufficient to fully account for that represented by their superposition $\psi \sim \psi_1 + \psi_2$. In this case, as intuitively expected, the MS error is additive: $E_p^2[\psi] = E_p^2[\psi_1] + E_p^2[\psi_2]$.

If instead $\psi_1(q)$ and $\psi_2(q)$ are overlapping on a non-empty set $\Lambda_{12} = \Lambda_1 \cap \Lambda_2 \neq \emptyset$, then for each $q \in \Lambda_{12}$, the above conclusions do not apply. First, information on $q \in \Lambda_{12}$ is no longer sufficient for the agent to unambiguously distinguish the two preparations represented by $\psi_j$, $j = 1, 2$. What is the form of the momentum field $\tilde{\mathbf{p}}(q; \xi)$ in the overlapping region? We note that this momentum field must respect the epistemic restriction of Eq. (7). Inserting $\psi = \psi_1 + \psi_2$ into Eqs. (7) or (13), one can show that at $q \in \Lambda_{12}$, the associated momentum field $\mathbf{p}$ is not equal to either $\tilde{\mathbf{p}}_1$ or $\tilde{\mathbf{p}}_2$ (see Eq. (E2) for the exact forms of $\mathbf{p}$, $\epsilon_p$, and thus $\tilde{\mathbf{p}} = \mathbf{p} + \epsilon_p$ at $q \in \Lambda_{12}$). Namely, there are trajectories passing $q \in \Lambda_{12}$ belonging to the momentum field $\tilde{\mathbf{p}}_j$, associated with $\psi_j$, $j = 1, 2$, which do not belong to the momentum field $\tilde{\mathbf{p}}$ associated with $\psi \sim \psi_1 + \psi_2$, and vice versa. Hence, they are no longer compatible: their sample spaces are incompatible. The ensemble of trajectories following $\tilde{\mathbf{p}}$ associated with $\psi \sim \psi_1 + \psi_2$ thus cannot in general be decomposed into a statistical mixture of ensembles of trajectories following $\tilde{\mathbf{p}}_j$ associated with $\psi_j$, $j = 1, 2$. Accordingly, at $q \in \Lambda_{12}$, we must have $\rho_{\tilde{\mathbf{p}}}(q) \neq \rho_{\tilde{\mathbf{p}}_1}(q) + \rho_{\tilde{\mathbf{p}}_2}(q)$, namely, there is an interference term as predicted by quantum mechanics. This result does not violate the usual law of total probability since the probabilities on the left and right hand sides are parameterized by different incompatible momentum fields (via epistemic restriction), i.e., the two sides refer to two incompatible contexts.

Hence, interference term in position space arising in coherent superposition is implied by the presence of epistemic restriction (i.e., the restriction on the allowed probability distribution of position by the underlying momentum field), and the fact that in the overlapping region $\Lambda_{12}$, the momentum field $\tilde{\mathbf{p}}$ associated with $\psi \sim \psi_1 + \psi_2$ is not compatible with $\tilde{\mathbf{p}}_j$ associated with $\psi_j$, $j = 1, 2$. This means that, at $q \in \Lambda_{12}$, the agent’s best estimation of the momentum fields $\tilde{\mathbf{p}}_1$ and $\tilde{\mathbf{p}}_2$ respectively represented by $\psi_1$ and $\psi_2$, is not sufficient to fully account for her/his estimation of the momentum field $\tilde{\mathbf{p}}$ represented by $\psi \sim \psi_1 + \psi_2$. Accordingly, in this case, the MS error is not additively decomposable: $E_p^2[\psi] \neq E_p^2[\psi_1] + E_p^2[\psi_2]$, as intuitively expected. A simple example is given by the superposition of two plane wave
functions $\psi_1 \sim e^{ip_1q_1/\hbar}$ and $\psi_2 \sim e^{-ip_2q_2/\hbar}$, so that $\psi \sim \psi_1 + \psi_2 \sim \cos(p_0q/\hbar)$. While the agent’s best estimation of momentum field arising in the two preparations, each represented by a plane wave, are sharp with vanishing MS errors, i.e., $E^2_P[\psi_j] = 0$, $j = 1, 2$, her/his best estimation of momentum field arising in the combination of the two preparations represented by the superposition of the two plane waves has a finite MS error i.e., $E^2_P[\psi_1 + \psi_2] = P_0^2 > 0$. This example also shows that quantum coherence in momentum basis reflects that the MS error of best estimation of momentum field is non-vanishing.

A similar epistemic reading applies to separable and inseparable (entangled) wave functions of two or more subsystems. Consider first independent preparations of two subsystems, $A$ and $B$, with a spatial configuration $q = (q_A, q_B)$, so that quantum mechanically it is described by a separable total wave function $\psi(q_A, q_B) = \psi_A(q_A)\psi_B(q_B)$. In this case, noting Eq. (10), the phase of the wave function is additively decomposable, $S(q_A, q_B) = S_A(q_A) + S_B(q_B)$, and the amplitude is separable, $\rho_P(q_A, q_B) = \rho_{\tilde{p}_A}(q_A)\rho_{\tilde{p}_B}(q_B)$, so that inserting into Eq. (13), given the positions $q = (q_A, q_B)$, the agent’s weakly unbiased best estimate of the momentum and its estimation error are separable, respectively given by: $\overline{\rho}_I(q_I) = \partial_{q_I}S_I(q_I)$ and $\epsilon_{P_I}(q_I; \xi) = \frac{\xi}{2}\partial_{q_I} \ln \rho_{\tilde{p}_I}(q_I)$, $I = A, B$. This shows that separable wave function represents independent pair of preparations so that information on $q_A(q_B)$ is sufficient for the agent to make independent, weakly unbiased, best estimation about the momentum field $\tilde{p}_A(\tilde{p}_B)$, i.e., the associated estimators and estimation errors are both independent. In this case, the MS error of joint estimation is additively decomposable: $E^2_P[\psi] \doteq \sum_{I=A,B} \int dq_A dq_B d\xi (\tilde{p}_I - \partial_{q_I}S)^2 \chi(\rho_p(q)) = \sum_{I=A,B} \int dq_I d\xi (\frac{\xi}{2}\partial_{q_I} \ln \rho_{\tilde{p}_I}(q_I))^2 \chi(\rho_p(q_I)) = E^2_P[\psi_A] + E^2_P[\psi_B]$, as intuitively expected. On the other hand, when the wave function is entangled, i.e., $\psi(q_A, q_B) \neq \psi_A(q_A)\psi_B(q_B)$, the above conclusion is no longer valid. For example, information on $q_A$ is no longer sufficient for the agent to make weakly unbiased best estimation of the momentum field associated with subsystem $A$, i.e., $\overline{\rho}_A$ and/or $\epsilon_{P_A}$ now may depend on the position $q_B$ of subsystem $B$, even if the two subsystems are remotely separated from each other. Accordingly, the MS error is no longer additive. Entangled wave function thus represents correlated preparations due to interaction in the past, so that independent weakly unbiased best estimation is impossible.

Next, within the model, the measurement outcome is determined by the initial position, initial momentum field, and importantly by a finite time fluctuation of $\xi(t)$, denoted as $[\xi(t)]$ (see Appendix F for a concrete example of measurement of momentum). They thus
constitute the *instrumental* hidden variables of the model. Now, consider again a pair of independent preparations of two non-interacting subsystems with configuration $q = (q_A, q_B)$ and momentum $p = (p_A, p_B)$, so that it is described by a separable total wave function $\psi(q_A, q_B) = \psi_A(q_A)\psi_B(q_B)$. In this case, noting that the amplitude of the wave function is separable and the phase is decomposable, the distribution of the instrumental hidden variables determining measurement outcome associated with the independent preparations is given by

$$P\{S, \rho_{\tilde{p}}\}(p, q, \xi(t)) = \prod_{I=A,B} \delta\left(p_I - \partial_{q_I} S_I - \frac{\xi}{2} \frac{\partial_{q_I} \rho_{\tilde{p}_I}}{\rho_{\tilde{p}_I}}\right) \rho_{\tilde{p}_I}(q_I) \chi[\xi(t)]$$

$$\neq P\{S_A, \rho_{\tilde{p}A}\}(p_A, q_A, [\xi_A(t)]) P\{S_B, \rho_{\tilde{p}B}\}(p_B, q_B, [\xi_B(t)])$$

(21)

where $\chi[\xi(t)]$ is the probability density that $[\xi(t)]$ occurs. As explicitly shown above, due to the nonseparability (i.e. globalness) of $\xi$, thus the nonseparability of $[\xi(t)]$, the distribution of the instrumental hidden variables associated with independent preparations is not factorizable, violating preparation independence. Our epistemic interpretation of wave function therefore may not contradict PBR theorem, which states that under preparation independence, the wave function must be ontic or physical [61].

If instead $\xi$ is separable into two independent random variables, $[\xi(t)]$ must be also separable into two independent fluctuations, i.e., $[\xi(t)] = ([\xi_A(t)], [\xi_B(t)])$ with $\chi[\xi(t)] = \chi_A[\xi_A(t)]\chi_B[\xi_B(t)]$. Inserting this into the second line in Eq. (21), it is clear that the distribution of the instrumental hidden variables associated with independent preparations becomes separable satisfying the preparation independence, i.e.: $P\{S, \rho_{\tilde{p}}\}(p, q, [\xi(t)]) = P\{S_A, \rho_{\tilde{p}A}\}(p_A, q_A, [\xi_A(t)]) P\{S_B, \rho_{\tilde{p}B}\}(p_B, q_B, [\xi_B(t)])$. In view of PBR theorem, the above analysis shows that for our epistemic interpretation to hold, the nonseparability of $\xi$ is indeed indispensible. This conclusion is consistent with the fact that, for separable $\xi$, the model does not lead to quantum mechanics for Hamiltonian with cross terms in momentum degrees of freedom, as e.g. arising in measurement interaction generating quantum entanglement (see Subsection III B and Ref. [49]). A closely related idea is reported in Ref. [75]. Note that the preparation independence is also regained in the classical limit, or in the formal limit $\xi \to 0$. 
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C. How the agent should update the estimation: Schrödinger equation and wave function collapse

To make the epistemic interpretation of wave function self-consistent, here we argue that the dynamics of the wave function, i.e., the unitary Schrödinger equation when there is no measurement, and nonunitary wave function collapse in measurement, also admit natural epistemic interpretations as normative rules to update the agent’s estimation given information on the experimental settings. Suppose first that the agent does not make any selection of trajectories, hence, she/he does not have new relevant information for her/his estimation. In this case, the agent should rationally assume that her/his estimation must comply with conservation of trajectories which is manifested by the continuity equation. Furthermore, for the same reason, the agent should rationally also assume that her/his estimation respects the conservation of ensemble average energy (since the underlying momentum field is random, the energy of a single trajectory is in general not conserved). As shown in Ref. [49] and mentioned in Subsection III B, these two conditions combined with the agent’s epistemic decomposition of momentum field of Eq. (7), imply that the time evolution of the wave function defined in Eq. (10) — which represents the agent’s estimation about her/his preparation — must satisfy the unitary Schrödinger equation. We emphasize that the two conditions, i.e., the conservation of trajectories and average energy, are not agent-independent objective dynamical constraints, like the principle of least action of classical mechanics. Rather, they should be seen as an application of a form of Bayesian inference taking into account the time symmetry of the statistical problem [76]. Hence, they are epistemic subjective constraints, relative to the agent describing the system. As discussed below, other agent, having more detailed information about the system, must have instead a nonunitary time evolution for the wave function representing the updating of her/his estimation.

Suppose instead that the agent makes a selection of certain subset of trajectories compatible with some macroscopically distinguishable values of a physical parameter, e.g., selecting those trajectories passing through one of the two arms in the Mach-Zehnder interferometer. In this case, since some (potential) trajectories of the original ensemble are no longer relevant for the agent’s estimation, a rational agent must no longer impose the conservation of trajectories and average energy to update her/his estimation. Accordingly, the time evolution of wave function representing her/his estimation no longer follows the unitary Schrödinger
Moreover, the information obtained via the selection provides new evidence for the agent implying a Bayesian updating of the agent’s weakly unbiased best estimation of the underlying momentum field. Finally, since the agent’s estimation is represented by a wave function, the Bayesian updating of the agent’s estimation is represented mathematically as a discontinuous change of wave function, or nonunitary wave function collapse. Of course, to be able to make a selection of trajectories, the system must be interacting with an apparatus of measurement in a specific way. Unlike in classical mechanics, as discussed in Appendix F, this process of selection requires a specific disturbance to the underlying momentum field, while respecting the epistemic restriction of Eq. (7) implying the MS errors trade-off of Eq. (18) (or, the information trade-off Eq. (5)).

The above subjective agent-dependent criterion, i.e., whether the agent has made a selection of trajectories compatible with some values of macroscopic parameter, or not, defines unambiguously whether or not there is a measurement. The time reversibility of the Schrödinger equation reflects the fact that there is no selection of trajectories, so that in this sense, there is no loss of information. On the other hand, the irreversibility of epistemic wave function collapse — which is necessary to have a consistent measurement —, reflects a loss of information due to selection of trajectories. As demonstrated in Appendix F with a concrete simple example for the measurement of momentum, the aim of a strong (i.e., standard, ideal) measurement is to manipulate the momentum field via measurement interaction allowing a selection of trajectories, so that for the selected ensemble of trajectories, the agent can make a sharp best estimation with vanishing estimation error. This epistemic requirement implies the standard projection postulate in quantum mechanics. Hence, measurement is a subjective agent-dependent phenomena with an active agent participation. Moreover, there is no infinite regress due to the ambiguity of the Heisenberg’s cut (i.e., the shifty split), demarcating the system to be observed and the observer. The Heisenberg’s cut is a subjective agent-dependent line reflecting a transfer of information via an act of selection of trajectories.

Now consider two agents: one agent, Wigner, has no access to the selection of trajectories; and the other agent, Wigner’s friend, has access to the selection of trajectories via measurement of position. In this case, according to Wigner’s friend, within the above estimation scheme, after making the selection of trajectories, she should not impose the conservation of trajectories and average energy to update her estimation. Accordingly, the wave func-
tion representing her estimation about the system does not follow the Schrödinger equation. Rather, it must follow an epistemic wave function collapse onto one of the eigenfunctions of the quantum observable being observed, representing the Bayesian updating in light of new information obtained via the selection of trajectories compatible with the measurement outcome. By contrast, according to Wigner, since he has no access to the selection of trajectories (the only information that is available to Wigner is that the system is interacting with the measuring device with a specific interaction Hamiltonian, and observed by his friend), he should rationally impose the conservation of trajectories and average energy to update his estimation about the whole system-device-his friend. Accordingly, his wave function for describing his estimation about the whole system follow the unitary Schrödinger equation for measurement interaction, so that he has to represent his estimation with an entangled wave function between the system, the measuring apparatus, and state of mind of his friend.

The two different descriptions of the system by Wigner and his friend are equally valid; i.e., they have different and incompatible information about the system, so that they must have different estimation and therefore must attribute different wave functions to their systems. The above analysis therefore again shows that wave function is indeed agent-dependent. Moreover, since measurement outcome is obtained via Bayesian reasoning, involving agent-dependent disturbance (see Appendix F) based on the agent-dependent estimation about the preparation represented by the wave function, it too is not an objective agent-independent fact, but has meaning only relative to the agent making the preparation and measurement. In this respect, similar to consistent histories [8], relational quantum mechanics [11], and QBism [14], the present epistemic model thus violates the assumption of consistency in an extension of Wigner’s friend paradox devised by Frauchiger and Renner [77], blocking the various combination of statements by different agents.

V. SUMMARY AND DISCUSSION

We have first started from a realist picture of microscopic world with an underlying momentum field \( \tilde{p}(q; \xi) \), fluctuating randomly induced by a sub-quantum fluctuation of a global variable \( \xi \) satisfying Eq. (4). We then assumed an epistemic restriction that unlike in classical mechanics, the allowed probability distribution of positions \( \rho_{\tilde{p}}(q) \) is fundamentally restricted by the form of the underlying momentum field \( \tilde{p}(q; \xi) \). Now, suppose an agent
wishes to estimate the momentum, given information on positions sampled from \( \rho_p(q) \), under such an epistemic restriction. In this operational setting, we showed that quantum wave function emerges to represent the agent’s classically consistent, weakly unbiased, “best” estimation of the momentum field with a specific estimation error. Hence, wave function is not an objective attribute of reality, but is epistemic and agent-dependent. Quantum uncertainty and complementarity between momentum and position finds its informational origin from the trade-off between the MS errors of simultaneous estimations of momentum field and mean position, with Gaussian wave functions represent the “efficient” simultaneous estimations, achieving the Cramer-Rao bounds of the associated MS errors. We then argued that unitary time evolution and wave function collapse in measurement are normative rules for an agent to rationally update her/his estimation given information on the experimental settings. We have thus ended up with an epistemic interpretation of quantum calculus, as a set of normative rules for an agent to predict the statistical results of measurement, employing a Bayesian reasoning, based on her/his best estimation about the preparation.

There are three key conceptual ingredients in the above epistemic interpretation and reconstruction of quantum mechanics. First is the epistemic restriction, which makes explicit that the apparently innocuous Born’s probability distribution of position, \( \rho_p(q) = |\psi(q)|^2 \), is actually implicitly parameterized by an underlying momentum field \( \tilde{p}(q; \xi) \), thus in this sense contextual. We have shown that, by making explicit the underlying momentum fields (i.e., the contexts), the interference term in position space arising in coherence superposition of two wave functions can be explained without violating the usual law of total probability. The second conceptual ingredient is that the mathematical rules of quantum mechanics emerges in the operational setting of estimation, by an outside agent, about her/his preparation, based on which she/he rationally make predictions, via Bayesian reasoning, on the outcomes of measurements. The interpretation thus goes along the line of the Copenhagen Interpretation \[6\] and QBism \[13, 14\], wherein the description of quantum mechanics is agent-dependent. Unlike those interpretations, however, we have derived the abstract rules of quantum calculus from a set of transparent epistemic or informational axioms, without assuming any quantum structures in Hilbert space. Third, we employ the unambiguous language of classical physics \[78\], from the outset, allowing a transparent quantum-classical transition and correspondence.

Several important problems are left for future study. First, having conjectured that
there is an underlying ontic dynamics, i.e., the dynamics of the random momentum field for an individual system, the most pressing problem concerns the explanation of the well-known no-go theorems, which conceptually limit such a conjecture. We have given a sketch on how the model may evade two recently devised no go theorems, that of PBR theorem via the violation of preparation independence [61], and FR theorem via the violation of consistency assumption [77]. Next, to complete the above epistemic reconstruction, and to better understand the puzzle that a slight modification of the Hilbert space quantum mechanics may lead to implausible implications stated in the Introduction, it is crucial to search for a set of transparent and plausible axioms which single out the specific functional form of the estimation error $\epsilon_p(q; \xi)$ of Eq. (13) [79]. Related to this, since quantum mechanics emerges in the operational setting of best estimation, we should ask whether it is the ultimate (maximal) epistemic theory, or, whether it is possible to go beyond the epistemic description of quantum mechanics, into the sub-quantum ontic fluctuation. In particular, it is intriguing to ask if we can or cannot experimentally probe the single shot estimation error $\epsilon_p(q; \xi)$ of Eq. (13). Further, one wonders how quantum mechanics, being shown as calculus for estimation under epistemic restriction, be reconciled with relativity.
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Appendix A: Derivation of Cramér-Rao inequality for the estimation of momentum of Eq. (2)

Suppose an agent wants to estimate the momentum field $\tilde{p}(q;\xi)$ arising in her/his preparation arrangement, based on information on position $q$ sampled from $\rho_{\tilde{p}}(q)$ parameterized by the momentum field $\tilde{p}(q;\xi)$ via a fundamental epistemic restriction. Assume that the estimator $\partial_q S(q)$ is in a sense ‘weakly’ unbiased so that we impose:

$$\int dq \partial_q S(q)\rho_{\tilde{p}}(q) = \int dq \tilde{p}(q;\xi)\rho_{\tilde{p}}(q). \quad (A1)$$

The above condition is weaker than the usual unbiased condition which demands that the average of the estimator is equal to the parameter being estimated $^{51, 52}$.

First, we take the derivative of both sides of Eq. (A1) with respect to $\tilde{p}$ to get

$$\int dq (\tilde{p}(q;\xi) - \partial_q S(q))\frac{\partial \rho_{\tilde{p}}(q)}{\partial \tilde{p}} = -\int dq \rho_{\tilde{p}}(q) = -1, \quad (A2)$$

where we have used a regularity condition $^{51}$: $\frac{\partial}{\partial \tilde{p}} \int dq (\cdot) = \int dq \frac{\partial}{\partial \tilde{p}} (\cdot)$. Then, we rewrite Eq. (A2) as

$$\int dq \left( (\tilde{p}(q;\xi) - \partial_q S(q))\sqrt{\rho_{\tilde{p}}(q)} \right) \left( \sqrt{\rho_{\tilde{p}}(q)} \frac{1}{\rho_{\tilde{p}}(q)} \frac{\partial \rho_{\tilde{p}}(q)}{\partial \tilde{p}} \right) = -1. \quad (A3)$$

Applying the Cauchy-Schwarz inequality, we thus obtain

$$\int dq (\tilde{p}(q;\xi) - \partial_q S(q))^2 \rho_{\tilde{p}}(q) \int dq \left( \frac{1}{\rho_{\tilde{p}}(q)} \frac{\partial \rho_{\tilde{p}}(q)}{\partial \tilde{p}} \right)^2 \rho_{\tilde{p}}(q) \geq 1. \quad (A4)$$

For each $\xi$, the first integral on the left hand side is just the MS error of the estimation of the momentum field $\tilde{p}(q;\xi)$ with the weakly unbiased estimator $\partial_q S(q)$, so that we have the well-known Cramér-Rao inequality $^{51, 52}$:

$$\int dq (\tilde{p}(q;\xi) - \partial_q S(q))^2 \rho_{\tilde{p}}(q) \geq \frac{1}{J_p}, \quad (A5)$$

where $J_p$ is the Fisher information about $\tilde{p}$ contained in $\rho_{\tilde{p}}(q)$ defined as

$$J_p \doteq \int dq (\partial_{\tilde{p}} \ln \rho_{\tilde{p}}(q))^2 \rho_{\tilde{p}}(q). \quad (A6)$$

The weakly unbiased estimator $\partial_q S(q)$ is called an “efficient” estimator if it is optimal saturating the Cramér-Rao inequality of Eq. (A5), i.e.:

$$\int dq (\tilde{p}(q;\xi) - \partial_q S(q))^2 \rho_{\tilde{p}}(q) = \frac{1}{J_p}. \quad (A7)$$
From Eq. (A3), this is achieved when the estimator \( \partial_q S(q) \) and the parameter being estimated \( \tilde{p}(q; \xi) \) satisfies the following condition [51]:

\[
\tilde{p}(q; \xi) = \partial_q S(q) + a(\xi) \partial_p \ln \rho_p(q) .
\] (A8)

where \( a \) is independent of \( q \).

**Appendix B: Efficient estimation of mean position and Gaussian distribution of error**

Suppose that the estimation of the mean position \( q_o \) parameterizing \( \rho_p(q) \) with the unbiased estimator \( q \) is efficient, so that the Cramér-Rao inequality of Eq. (17) is saturated, i.e.: \( \mathcal{E}_q^2 = \int dq (q - q_o)^2 \rho_p(q) = 1/J_q \). In this case, the estimator \( q \) and the parameter being estimated \( q_o \) must satisfy the following condition [51]:

\[
q_o = q + b \frac{\partial_q \rho_p}{\rho_p},
\] (B1)

where \( b > 0 \). Integrating the above differential equation, denoting \( b = \sigma_q^2 \), the distribution of error of efficient estimation of \( q_o \) with the estimator \( q \) must therefore be given by a Gaussian:

\[
\rho_p(q) = \frac{1}{\sqrt{2\pi \sigma_q^2}} e^{-\frac{(q - q_o)^2}{2\sigma_q^2}},
\] (B2)

as claimed in the main text.

**Appendix C: Decomposition of quantum variance of momentum into the accuracy and imprecision of best estimation of momentum**

Writing the wave function in polar form as in Eq. (10), and computing the quantum variance \( \sigma_p^2 \) of the momentum operator \( \hat{p} \), one directly obtains

\[
\sigma_p^2 = \langle \psi | \hat{p}^2 | \psi \rangle - (\langle \psi | \hat{p} | \psi \rangle)^2 \\
= -\hbar^2 \int dq \frac{\partial_q^2 \rho_p}{\sqrt{\rho_p}} \rho_p(q) + \int dq (\partial_q S)^2 \rho_p(q) - \left( \int dq \partial_q S \rho_p(q) \right)^2 \\
= \frac{\hbar^2}{4} \int dq \left( \frac{\partial_q \rho_p}{\rho_p} \right)^2 \rho_p(q) + \int dq \left( \partial_q S - \int dq' \partial_q' S \rho_p(q') \right)^2 \rho_p(q). \] (C1)
Here to get the first term in the third line, we have first used a mathematical identity
\[
-\frac{\partial^2 q \sqrt{\rho_\tilde{p}}}{\sqrt{\rho_\tilde{p}}} = \frac{1}{4} \left( \frac{\partial q \rho_\tilde{p}}{\rho_\tilde{p}} \right)^2 - \frac{1}{2} \frac{\partial^2 q \rho_\tilde{p}}{\rho_\tilde{p}}. \tag{C2}
\]
to replace the first term of the second line, followed by integrating the second term on the right hand side of Eq. (C2) after being multiplied by \( \rho_\tilde{p}(q) \), applying the fundamental theorem of calculus and discarding the surface term assuming that the first derivative of \( \rho_\tilde{p}(q) \) is vanishing at the boundary. Further, the last two terms of the second line in Eq. (C1) is rewritten as
\[
\int dq(\partial_q S)^2 \rho_\tilde{p}(q) - \left( \int dq \partial_q S \rho_\tilde{p}(q) \right)^2 = \int dq \left( \partial_q S - \int dq' \partial_q' S \rho_\tilde{p}(q') \right)^2 \rho_\tilde{p}(q) = \Delta_p^2,
\]
which is just the dispersion of the estimator \( \partial_q S(q) \). We thus obtain \( \sigma^2_\tilde{p} = \mathcal{E}_p^2 + \Delta_p^2 \) as claimed in the main text.

**Appendix D: Gaussian wave function describes efficient estimation of momentum**

We show that when the preparation is given by Gaussian wave function of Eq. (20), the estimation of the momentum field \( \tilde{p} \) by the estimator \( \partial_q S(q) = p_o \) based on the decomposition of Eq. (7) is also efficient saturating the associated Cramér-Rao inequality of Eq. (A5). First, since \( \rho_\tilde{p}(q) \) is given by Gaussian distribution of Eq. (B2), noting Eq. (13), the estimation error of momentum is linear in position given by
\[
\epsilon_p(q; \xi) = \frac{\xi}{2} \frac{\partial q \rho_\tilde{p}}{\rho_\tilde{p}} = \frac{\xi q - q_o}{2 \sigma_q^2}. \tag{D1}
\]
Inserting into Eq. (7), and noting that for Gaussian wave function \( \partial_q S(q) = p_o \) is independent of \( q \), we have
\[
a = \frac{\xi}{2} \frac{\partial \rho_\tilde{p}}{\partial q} = -\frac{\xi^2}{4 \sigma_q^2}. \tag{D2}
\]
Using \( a \) defined above, we can then rewrite Eq. (7) associated with Gaussian wave function as
\[
\tilde{p}(q; \xi) = p_o + a \frac{\partial_q \rho_\tilde{p}}{\rho_\tilde{p}}. \tag{D3}
\]
Since \( a \) is independent of \( q \), as shown at the end of Appendix A, the above equation can be seen as the condition for an efficient estimation of momentum with the estimator \( p_o \).
Appendix E: Estimation of momentum field associated with superposition of two wave functions

Consider the superposition of two wave functions as follows:

\[ \psi(q) \sim \psi_1(q) + \psi_2(q), \quad \text{where } \psi_j = \sqrt{\rho_{\bar{p}_j}(q)} e^{i \xi_j S_j(q)}, \quad j = 1, 2. \]  

(E1)

Inserting into Eq. (13), the weakly unbiased best estimate of the momentum given information on position, and the associated estimation error, read

\[ \overline{p}(q) = \partial_q S = \frac{1}{\rho_{\bar{p}_1} + \rho_{\bar{p}_2} + 2\sqrt{\rho_{\bar{p}_1}\rho_{\bar{p}_2}} \cos \left( \frac{S_1 - S_2}{\hbar} \right)} \times \left( \rho_{\bar{p}_1} \partial_q S_1 + \rho_{\bar{p}_2} \partial_q S_2 \right) + \sqrt{\rho_{\bar{p}_1}\rho_{\bar{p}_2}} \cos \left( \frac{S_1 - S_2}{\hbar} \right) \left( \partial_q S_1 + \partial_q S_2 \right) - \hbar \left( \sqrt{\rho_{\bar{p}_1}} \partial_q \sqrt{\rho_{\bar{p}_2}} - \sqrt{\rho_{\bar{p}_2}} \partial_q \sqrt{\rho_{\bar{p}_1}} \right) \sin \left( \frac{S_1 - S_2}{\hbar} \right), \]

\[ \epsilon_p(q; \xi) = \frac{\xi}{2 \rho_{\bar{p}_1} + \rho_{\bar{p}_2} + 2\sqrt{\rho_{\bar{p}_1}\rho_{\bar{p}_2}} \cos \left( \frac{S_1 - S_2}{\hbar} \right)} \times \left( \partial_q \rho_{\bar{p}_1} + \partial_q \rho_{\bar{p}_2} + \left( 2\sqrt{\rho_{\bar{p}_1}} \partial_q \sqrt{\rho_{\bar{p}_2}} + 2\sqrt{\rho_{\bar{p}_2}} \partial_q \sqrt{\rho_{\bar{p}_1}} \right) \cos \left( \frac{S_1 - S_2}{\hbar} \right) - \frac{2}{\hbar} \sqrt{\rho_{\bar{p}_1}\rho_{\bar{p}_2}} \sin \left( \frac{S_1 - S_2}{\hbar} \right) \left( \partial_q S_1 - \partial_q S_2 \right) \right). \]  

(E2)

One can thus see that when $$\psi_1$$ and $$\psi_2$$ are not overlapping, namely when $$\rho_{\bar{p}_1}(q) \rho_{\bar{p}_2}(q) = 0$$ for all $$q$$, the above two equations reduce into

\[ \overline{p}(q) = \frac{\rho_{\bar{p}_1} \partial_q S_1 + \rho_{\bar{p}_2} \partial_q S_2}{\rho_{\bar{p}_1} + \rho_{\bar{p}_2}} = \mu_1 \overline{p}_1(q) + \mu_2 \overline{p}_2(q), \]

\[ \epsilon_p(q; \xi) = \frac{\xi}{2 \rho_{\bar{p}_1} + \rho_{\bar{p}_2}} \partial_q \rho_{\bar{p}_1} + \frac{\xi}{2 \rho_{\bar{p}_1} + \rho_{\bar{p}_2}} \partial_q \rho_{\bar{p}_2} = \mu_1 \epsilon_{p_1}(q; \xi) + \mu_2 \epsilon_{p_2}(q; \xi), \]  

(E3)

where $$\overline{p}_j(q) = \partial_q S_j(q)$$ and $$\epsilon_{p_j}(q; \xi) = \frac{\xi}{2} \partial_q \ln \rho_{\bar{p}_j}(q)$$ are the weakly unbiased best estimate of momentum field and its estimation error associated with preparation represented by $$\psi_j$$, and

\[ \mu_j(q) = \frac{\rho_{\bar{p}_j}(q)}{\rho_{\bar{p}_1}(q) + \rho_{\bar{p}_2}(q)}, \]  

(E4)

\( j = 1, 2. \) Denoting the support of $$\psi_j(q)$$ as $$\Lambda_j$$, $$j = 1, 2$$, since $$\Lambda_1 \cap \Lambda_2 = \emptyset$$, then for $$q \in \Lambda_j$$ we have $$\mu_k(q) = \delta_{jk}$$, $$k = 1, 2$$. Noting this, for $$q \in \Lambda_j$$, the two equations in (E3) can be written as

\[ \overline{p}(q) = \overline{p}_j(q), \]

\[ \epsilon_p(q; \xi) = \epsilon_{p_j}(q; \xi). \]  

(E5)
For \( q \in \Lambda_j, j = 1, 2 \), one therefore has

\[
\tilde{p}(q; \xi) = \overline{p}(q) + \epsilon_p(q; \xi) = \overline{p}_j(q) + \epsilon_{p_j}(q; \xi) = \tilde{p}_j(q; \xi).
\] (E6)

**Appendix F: Wave function collapse in measurement represents a Bayesian updating of the agent’s estimation: a simple example**

We give a concrete simple example of an epistemic wave function collapse in measurement due to a Bayesian updating of the agent’s estimation via a selection of trajectories. Consider an interaction between a system with a spatial coordinate \( q_A \) and a device for momentum measurement with the coordinate of its pointer \( q_B \), via a measurement interaction classical Hamiltonian \( H = g p_A p_B \), where \( p_A \) and \( p_B \) are respectively the momentum of the system and the pointer of the measuring device, and \( g \) is the interaction strength. We assume that the measurement interaction is impulsive so that the effects of individual free Hamiltonians can be neglected. Suppose the initial wave function of the system-device at time \( t = t_0 \) is separable as \( \psi(q_A, q_B, t_0) = \psi_A(q_A, t_0) \psi_B(q_B, t_0) \), representing the agent’s initial estimation that the system and the device are prepared independently. Further, for the purpose of illustration, assume that the initial wave function of the system takes the simplest yet nontrivial form: \( \psi_A(q_A, t_0) \sim e^{i \frac{p_0 q_A}{\hbar}} + e^{-i \frac{p_0 q_A}{\hbar}} \sim \cos(p_0 q_A / \hbar) \); extension to a general form of initial wave function is straightforward. Hence, as per Eq. (10), initially at \( t = t_0 \), since \( S_A(q_A, t_0) = 0 \) and \( \rho_{\tilde{p}_A}(q_A, t_0) \sim \cos^2(p_0 q_A / \hbar) \), using Eq. (13), the agent’s best estimate of the momentum of the system given \( q_A \) is vanishing, \( \overline{p}(q_A, t_0) = \partial_{q_A} S_A(q_A, t_0) = 0 \), with a non-vanishing random estimation error \( \epsilon_{p_A}(q_A, t_0; \xi) = \frac{\xi}{2} \partial_{q_A} \ln \rho_{\tilde{p}_A}(q_A, t_0) = -\frac{\xi}{\hbar} p_0 \tan(p_0 q_A / \hbar) \) (with MS error: \( \mathcal{E}_{p_A}^2 = p_0^2 \)). As we shall see, the aim of a strong (i.e., ideal or standard) measurement of the system momentum is to manipulate the momentum field of the system-device so that at the end of the process, the agent can make a sharp, weakly unbiased, best estimate of the momentum of the system given information on the position of the device pointer, with a vanishing estimation error. This epistemic requirement, as we argue below, implies the Dirac-von Neumann projection postulate that an immediate repetition of measurement must give the same outcome.

To do this, the agent first lets the system and device interact without any selection of trajectories so that, she/he should rationally impose the conservation of trajectories
and average energy to her/his estimation. As shown in Ref. [49], in this case, the associated wave function representing her/his estimation evolves following the Schrödinger equation with a measurement interaction quantum Hamiltonian \( \hat{H} = g \hat{p}_A \hat{p}_B \). Solving the Schrödinger equation with the above separable initial wave function, because of the measurement interaction, the wave function at time \( t = T \) becomes entangled: \( \psi(q_A, q_B, T) \sim e^{\frac{i}{\hbar} p_o q_A} \psi_B(q_B - g p_o T) + e^{-\frac{i}{\hbar} p_o q_A} \psi_B(q_B + g p_o T) \). One can see that the wave function of the device splits into two wave packets, i.e., \( \psi_B(q_B - g p_o T) \) and \( \psi_B(q_B + g p_o T) \), respectively obtained by shifting the initial wave function of the device \( \psi_B(q_B) \) a finite amount \( g p_o T \) and \(-g p_o T\), so that it correlates with each term of the superposition in the initial wave function of the system.

Next, assume that the shifted wave functions of the device, i.e., \( \psi_B(q_B - g p_o T) \) and \( \psi_B(q_B + g p_o T) \), are not overlapping, so that they are distinguishable via the knowledge of \( q_B \). To achieve such separation, we can choose sufficiently strong interaction \( g \) or start with sufficiently narrow initial wave function \( \psi_B(q) \) of the device. Suppose further that the agent makes a selection of trajectories of the device pointer by recording \( q_B \) at time \( T \). Assume that \( q_B \) at time \( t = T \) enters the support of \( \psi_B(q_B - g p_o T) \). Due to the selection of trajectories, the agent should rationally assume that the conservation of trajectories and average energy are no longer respected. The new information obtained in the selection (i.e., that \( q_B \) at time \( t = T \) enters the support of \( \psi_B(q_B - g p_o T) \)) must rationally sharpen the agent’s estimation about the system-device, so that the associated wave function representing the agent’s estimation must also transform, discontinuously and nonunitarily, as: \( \psi(q_A, q_B, T) \sim e^{\frac{i}{\hbar} p_o q_A} \psi_B(q_B - g p_o T) + e^{-\frac{i}{\hbar} p_o q_A} \psi_B(q_B + g p_o T) \) (prior to selection) \( \mapsto \psi(q_A, q_B, T) \sim e^{\frac{i}{\hbar} p_o q_A} \psi_B(q_B - g p_o T) \) (after the selection). Accordingly, there is an effective wave function collapse of the system due to the updating of the agent’s estimation about the system as: \( \psi_A(q_A, T_0) \sim e^{\frac{i}{\hbar} p_o q_A} + e^{-\frac{i}{\hbar} p_o q_A} \) (prior to measurement interaction) \( \mapsto \psi_A(q_A, T) \sim e^{\frac{i}{\hbar} p_o q_A} \) (after the measurement).

Note importantly that, all the above processes involving the wave function occur not in physical space, but in the agent’s rational mind.

Next, from Eq. (13), since after the measurement interaction at time \( t = T \) we have \( S_A(q_A, T) = p_o q_A \), and \( \rho_{p_A}(q_A, T) \) is spatially uniform, the agent’s best estimate of the momentum of the system given \( q_B \) becomes \( \bar{p}_A(T) = \partial_{q_A} S_A(T) = p_o \), with vanishing estimation error \( \epsilon_{p_A}(T) = \frac{\xi}{2} \partial_{q_A} \ln \rho_{p_A}(q_A, T) = 0 \), as expected. Exactly the same process occurs when \( q_B \) at time \( t = T \) enters instead the support of \( \psi_B(q_B + g p_o T) \), in case of which, the
agent’s best estimate of momentum after the measurement is \( \mathbf{p}_A(T) = -p_o \), with vanishing estimation error \( \epsilon_{p_A}(T) = 0 \). It is clear in the above mechanism that repeating the measurement immediately after the first measurement, since there is no new information, the agent’s best estimate should yield the same outcome with vanishing estimation error. One can see that these sharp estimates of the system momentum at the end of measurement, i.e. \( \mathbf{p}_A(T) = \pm p_o \), are exactly equal to the outcomes of quantum measurement of \( \hat{p} \) over the initial wave function of the system \( \psi_A(q_A, t_0) \sim e^{\frac{ip_o q_A}{\hbar}} + e^{-\frac{ip_o q_A}{\hbar}} \). Finally, we note that since the underlying momentum field is random due to the fluctuation of \( \xi \), whether \( q_B \) at time \( t = T \) enters the support of \( \psi_B(q_B - gp_o T) \) or \( \psi_B(q_B + gp_o T) \) must occur randomly. Accordingly, the agent’s best estimate of the momentum in each measurement repetition also fluctuates randomly \( \mathbf{p}_A(T) = \pm p_o \).

The above scheme of momentum measurement explicitly shows that a single measurement outcome — in the above example: \( \pm p_o \) — does not in general reveal the objective value of momentum \( \hat{p}_A \) prior to measurement. Rather, as in the Copenhagen interpretation, a measurement is, in a sense, a way of preparing the system in some final state, to sharpen the agent’s estimation. Hence it creates new value via the active participation of the agent. The measurement interaction changes the initial momentum field, allowing the agent to select a specific ensemble of trajectories compatible with a specific macroscopically distinguishable value of a parameter of the measuring device, so that for the selected ensemble she/he can make a sharp estimation of system momentum with vanishing estimation error. There is thus a Bayesian mapping, i.e., the sharpening of the agent’s estimation about the momentum of the system: from \( \mathbf{p}_A(t_0) = 0 \) (prior to measurement) with finite MS error, \( \mathcal{E}_{p_A}^2(t_0) = p_o^2 > 0 \), to \( \mathbf{p}_A(T) = \pm p_o \) (after the measurement) with vanishing MS error, \( \mathcal{E}_{p_A}^2(T) = 0 \). We note that after the momentum measurement, since the final wave function is a plane wave, the agent’s unbiased estimate of the mean position becomes infinitely poor, i.e., \( \mathcal{E}_{q_A}^2(T) = \infty \), in accord with the trade-off of the MS errors of Eq. 18. Further, the mapping occurs randomly with a probability that can be shown to reproduce the prediction of quantum mechanics as prescribed by the Born’s rule (see Section Methods in Ref. 49). The above results for the measurement of momentum can be straightforwardly extended to general initial wave function of the system, and also apply to the measurement of angular momentum with
discrete possible measurement outcomes.
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