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ABSTRACT

Airborne missile servo system (AMSS) is a complex time-varying nonlinear system and the design of which is a multi-objective optimization problem. Fuzzy PID controller (FPC) is demonstrated appropriate for complex time-varying nonlinear systems but the design of which needs a tedious trial and error process. Non-dominated Sorting Genetic Algorithm III (NSGA-III) is a multi-objective evolutionary algorithm with good generality and robustness which can do a big favor for parameter tuning of complex system. This paper develops NSGA-III for parameter tuning in design process of FPC. Resulting FPCs are tested with model of AMSS on simulink. For further comparison, performance of conventional PID controller and sectional PID controller which is widely used in the engineering are also shown. Comparison shows that NSGA-III tuned FPCs have the better performance in AMSS.
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1. Introduction
AMSS is a complex electromechanical hybrid system with time-varying and nonlinear features. Conventional PID controller is so simple that it can't get a high performance in complex systems like AMSS. At present, the most popular controller of AMSS is the sectional PID controller whose coefficients are different on different sections depending on input signal error because it can improve performance to some extent and simple to design. However, the improvement is scant because the coefficients can't adapt to the system all the time. Fuzzy control is an intelligent control mode using control rules described by fuzzy mathematical language. FPC is the combination of conventional PID controller and fuzzy control. FPC doesn't need exact mathematical model of controlled object and has satisfactory performance in complex systems. However, the large number of coefficients to be tuned makes the design of FPC a tedious trial and error process. This paper develops NSGA-III for parameter tuning of FPC. The tuning process becomes simple because of the automatic heuristic random search. In addition, non-dominated sets of parameters will be got due to the multi-objective feature and different set of parameters will be used to satisfied different requirements, like high speed, high precision, low power and so on. The detailed design process is elaborated in the methodology section. Then the resulting NSGA-III tuned FPCs with different parameters are tested with model of AMSS. As a comparison, conventional PID controller and sectional PID controller are tested in the same way. The performances of proposed controllers are compared, analyzed in the result and discussion section.

2. Methodology
2.1 AMSS
AMSS follows commands of flight controller to assist the airborne missile in adjusting its flying attitude to hit the target. The block diagram of AMSS is shown in figure 1, which includes 3 parts, namely power supply, controller, actuator. The power supply includes low voltage used for controller and high voltage used for actuator. The controller includes MCU and processing circuit. The processing circuit modulates signal from flight controller and actuator to the format which can be processed by MCU and the MCU implements the control algorithm by commands of flight controller and feedback from actuator. The actuator receives the commands from controller, makes the wing rotate following the commands by motor and transmission mechanism and sends the wing position which is got by position sensor installed on the wing axle back to the controller.

![AMSS block diagram](image)

Under the influence of manufacturing process, installation error, material and other factors, the actuator of AMSS has nonlinear characteristics such as dead zone, saturation and load torque disturbance. Similar to the actuator, the controller and power supply of AMSS also have...
nonlinear characteristics as performance and structure of the components in them always change nonlinearly with the change of working conditions. All the nonlinearities mentioned above make the AMSS an complex system and hard to design. For this reason, this paper uses FPC instead of conventional PID controller.

### 2.2 FPC

FPC is the PID controller who uses fuzzy logic to improve adaptability to nonlinear or time-varying system. Considering design complexity and control performance, this paper selects the 2-dimensional FPC whose block diagram is shown in figure 2.

![FPC block diagram](image)

The working principle of proposed FPC is as follows: First, input signal error $e$ and change in error $ec$ are translated into fuzzy linguistic terms which are specified by membership functions of the fuzzy sets; Then, the fuzzy linguistic terms are used for calculation of compensatory coefficients $\Delta K_p$, $\Delta K_i$ and $\Delta K_d$ with the fuzzy rule_set look_up table. Finally, the compensatory coefficients are transferred to the PID controller to finish the coefficient modification.

In order to allow full play to the advantage of fuzzy logic, this paper uses the symmetrical exponential membership functions which is shown in (1).

$$\mu_{\pm i}(x)=\exp(-|x|\alpha_i/\beta_i/\sigma_i), \ x \in [-\text{big},+\text{big}] \quad (1a)$$

where $i=\{\text{zero},\pm \text{small},\pm \text{medium},\pm \text{big}\}$ and

$$\mu_{+\text{big}}=1 \ x>\alpha_{+\text{big}} \quad (1b)$$
$$\mu_{-\text{big}}=1 \ x>\alpha_{-\text{big}} \quad (1c)$$

It’s easy to see that shapes of the membership functions are determined by the coefficients $\alpha_i$, $\beta_i$ and $\sigma_i$. $\alpha_i$ determines the center point, $\beta_i$ resembles the shapes from a triangular to a trapezoidal, and $\sigma_i$ determines the base_length and overlapping. Shapes of the membership functions are shown in figure 3. It should be noted that membership functions of $e$ is different from ec, so different symbols $\mu_e$ and $\mu_{ec}$ are used to distinguish them.
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Fig. 3. Symmetrical exponential membership functions

As mentioned earlier, a FPC has 3 coefficients to modify, respectively \( \Delta K_p \), \( \Delta K_i \) and \( \Delta K_d \). Accordingly, 3 fuzzy rule set look up tables are required and shown in figure 4.

![Figure 4](https://escipub.com/american-journal-of-computer-sciences-and-applications/)

(a) \( \Delta K_p \) look up table

(b) \( \Delta K_i \) look up table

(c) \( \Delta K_d \) look up table

(d) Comparison table

The compensatory coefficients are calculated by weighted average method which is shown in (2). The coefficients \( g_p, g_i, g_d \) in (2) are the gain factors of \( K_p, K_i, K_d \) from actual domain to fuzzy domain.

\[
\Delta K_p = \mu e \cdot pij(e) \cdot mec \cdot pij(\text{ec}) \cdot pij \cdot gp \\
\Delta K_i = \mu e \cdot iiij(e) \cdot meec \cdot iiij(\text{ec}) \cdot iiij \cdot gi \\
\Delta K_d = \mu e \cdot diij(e) \cdot meec \cdot diij(\text{ec}) \cdot diij \cdot gd
\]

The major task of design lies in the optimal choice of membership functions parameters \((\alpha_i, \beta_i, \sigma_i)\), look up tables parameters \((pij, iiij, diij)\) and gain factors \((gp, gi, gd)\). That’s an arduous task for manual design and therefore this paper develops the automatic optimal design using adaptive NSGA-III Tuned FPC.

2.3 NSGA-III Tuned FPC

NSGA-III is an elitist multi-objective evolutionary algorithm which is developed from Genetic algorithm (GA). The main difference between NSGA_III and GA is the selection operator. Optional objects in NSGA-III includes the current generation and the lase generation while those in GA only include the current one. Meanwhile NSGA-III uses non-dominated sorting and reference point distance sorting to choose excellent individuals into genetic pool which can make the distribution of solutions more uniform and avoid of locally optimal solution.

In order to use NSGA-III in FPC design, parameters of FPC must be encoded to constitute chromosomes. Considering accuracy and complexity, Membership functions parameters \((\alpha_i, \beta_i, \sigma_i)\) are encoded in 2 bits and look up tables parameters \((pij, iiij, diij)\) are encoded in 1 bit...
gain factors (gp, gi, gd) are encoded in 3 bits. Relationship between these parameters and encoded ones is shown in (3). C represents the value of parameters and string_val represents the corresponding code and n represents the encoding bits of the parameter.

\[ C = C_{\text{min}} + (C_{\text{max}} - C_{\text{min}}) \cdot \text{string_val} / (7n - 1) \]  

Then the encoded parameters are combined together as chromosomes whose total length comes 228 bits. The chromosomes will be disposed by crossover, mutation and selection operators in iterations so that optimal solutions can be got.

In every iteration, parent population generate the progeny one by chromosome crossover and mutation. This process don’t change size of the population, so either size of them is equal to N. Then the parent and progeny population are put together to make up a candidate set whose size is 2N for selection. Finally half of candidates get through the selection and become the parent population in the next iteration. The algorithm flow chart is shown in figure 5.

In order to maintain diversity of population and improve efficiency of iteration, this paper uses adaptive crossover and mutation operators in NSGA-III. Specifically, the probability of crossover and mutation changes with the similarity of the parent chromosomes. The higher the similarity, the lower the crossover probability and the higher the mutation probability. The similarity between chromosomes A and B is measured by (4). The subscript i represents the location in the chromosome and the symbol L represents the length of the chromosome. In this paper, L is equal to 228.

\[ S(A, B) = 1 - \left( \Sigma A_i \oplus B_i \right) / L \]  

The selection operator is the core of NSGA-III. Firstly, all the individuals in candidate set will be sorted in groups with different grade by the dominant relationship between them and this
process is called non-dominated sorting. By the way, this paper selects overshoot, steady-state error and rise time as objective functions. Secondly, the groups are transferred into an intermediary set from high grade to low grade until more than \( N \) individuals in the candidate set are transferred. Thirdly, if intermediary set size is not exactly equal to \( N \), individuals of group with the lowest grade in the intermediary set will be sorted by the distance with associated reference point and associated candidates amount of every reference point. Fourthly, the superior ones in the sorting of reference point distance sorting are left to make sure the intermediary set size is exactly equal to \( N \). Finally, individuals in the intermediary set are transferred to the parent population in the next iteration. The algorithm flow chart of selection operator is shown in figure 6.

![Algorithm flow chart of selection operator](image)

3. Result and Discussion

Proposed algorithm is implemented and tested with the AMSS model on the Simulink. The block diagram is shown in figure 7. In this paper, 3 indices are concerned and treated as objective functions, namely overshoot, steady-state error and rise time. In order to acquire the indices, step test is implemented at each iteration.
After 13 iterations, the stop conditions are satisfied. The average objective function values of population in each generation is shown in figure 8.

For further comparison, the step response of conventional PID controller and sectional PID controller are put together with NSGA-III tuned FPCs. The step response curves are shown in figure 8 and specific data of indexes are shown in table I.
From the results shown in Table I, we can draw the following conclusions: NSGA-III tuned FPC can get the better performance than conventional PID controller and sectional PID controller in the AMSS and NSGA-III tuned FPC can provides a variety of options for different objectives.

References

1. Kim Chwee Ng; Yun Li, “Design of sophisticated fuzzy logic controllers using genetic algorithms,” in IEEE World Congress on Computational Intelligence Proceedings of the 3rd IEEE Conference on Fuzzy Systems, 1994, pp. 1708 -1712, June 1994.
2. Andong He, “Multi-objective Evolutionary Algorithm and Its Application in Testability Design,” Master’s Thesis, University of Electronic Science and Technology of China, 2018.
3. Boudville, R., Hussain, Z., Yahaya, S.Z., Ahmad, K.A., Taib, M.N, “GA-tuned fuzzy logic control of knee-FES-ergometer for knee swinging exercise,” in 2013 IEEE International Conference on Control System, Computing and Engineering (ICCSCE), pp. 608-611, Dec 2013.
4. Guangyu Li, Chen Guo, Yanxin Li, Wu Deng, “Fractional-Order PID Controller of USV Course-Keeping Using Hybrid GA-PSO Algorithm,” in 2015 8th International Symposium on Computational Intelligence and Design (ISCID), Vol. 2, pp. 506-509, Dec 2015.
5. Fang Nie, “The Application Research of Fuzzy PID Optimization Control in Combined-Type Drying Experimental Equipment,” Master’s Thesis, Beijing University of Posts and Telecommunications, 2015.