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Abstract—In this paper, we exploit the theory of compressive sensing to perform detection of a random source in a dense sensor network. When the sensors are densely deployed, observations at adjacent sensors are highly correlated while those corresponding to distant sensors are less correlated. Thus, the covariance matrix of the concatenated observation vector of all the sensors at any given time can be sparse where the sparse structure depends on the network topology and the correlation model. Exploiting the sparsity structure of the covariance matrix, we develop a robust nonparametric detector to detect the presence of the random event using a compressed version of the data collected at the distributed nodes. We employ the multiple access channel (MAC) model with distributed random projections for sensors to transmit observations so that a compressed version of the observations is available at the fusion center. Detection is performed by constructing a decision statistic based on the covariance information of un compressed data which is estimated using compressed data. The proposed approach does not require any knowledge of the noise parameter to set the threshold, and is also robust when the distributed random projection matrices become sparse.
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I. INTRODUCTION

Over the last two decades, wireless sensor network (WSN) technology has gained increasing attention by both research community and actual users [1]-[8]. Sensor networks are inherently resource constrained and they starve for energy and communication efficient protocols [1]. There is abundant literature related to energy-saving in WSNs as numerous methods have been proposed for energy efficient protocols in the last several years. However, there is still much ongoing research on how to optimize power and communication bandwidth in resource constrained sensor networks since none of the existing standalone protocol is universally applicable.

Recent advances in compressive sensing (CS) have led to novel approaches to design energy efficient WSNs. Sparsity is a common characteristic that can be observed in WSN applications in various forms. For example, in many applications, the time samples collected at a given node can be represented in a sparse manner in a given basis [9]. When considering multiple measurement vectors (MMVs) collected at distributed nodes, different sparsity patterns with certain structures can be observed [9]. Joint processing of such MMVs using CS techniques by exploiting temporal sparsity along with different joint structures leads to energy efficient signal processing as desired by WSNs. Spatial sparsity of observations collected at distributed nodes is another form of sparsity. For example, since not all the sensors gather informative observations at any given time, to make a compressed version of the observations available at the fusion center, random projections can be employed [10]. Spatial sparsity can also be leveraged by construction such as in source localization and sparse event detection [11]-[13]. In addition to complete signal reconstruction as is commonly done in the CS literature, CS has been exploited for detection problems exploiting temporal, or spatial spatial sparsity [14]-[19] or without exploiting any sparsity prior of signals [20]-[23].

In contrast to these existing works, in this paper, our goal is to exploit the sparsity or structural properties of the covariance matrix of spatially correlated data (but not sparsity of observations itself) to solve a random event detection problem. In particular, a decision statistic is computed using the covariance information of data collected at multiple sensors. In a typical WSN, the densely deployed sensor observations can be highly correlated. In [24], [25], several spatial correlation models have been discussed. With most of these models, the covariance among nodes that are located far from each other is negligible. Thus, the covariance matrix of the concatenated data vector can have a sparse or some known structure which is determined by the spatial correlation model and the network topology. If only a compressed version of the concatenated data vector is received at the fusion center, the covariance matrix can be computed based on compressed data as considered in compressive covariance sensing [26]. To have a compressed version of spatially correlated data at the fusion center, we employ the multiple access channel (MAC) model with distributed random projections [10], [27]. Using the sample estimate of the covariance matrix of compressed data with limited samples, we compute a decision statistic in terms of the covariance matrix of un compressed data. The proposed approach does not require any knowledge of the noise parameters for threshold setting as needed by likelihood ratio (LR) based and/or energy detectors. Further, the proposed approach is shown to be robust to the selection of the distributed projection matrices (i.e., dense vs sparse matrices).

This work is motivated by our recent work in [28], in which a similar decision statistic was computed to perform detection with multi-modal (non-Gaussian in general) dependent data in the compressed domain. However, the application scenario and the problem formulation in this work are different from that in [28] mainly with respect to the compression model used at each sensor and the communication architecture between the sensors and the fusion center.

II. DETECTION WITH SPATIALLY CORRELATED DATA IN WSNs

Let there be \( L \) sensor nodes in a network deployed to solve a binary hypothesis testing problem where the two hypotheses are denoted by \( \mathcal{H}_1 \) (signal present) and \( \mathcal{H}_0 \) (signal absent). Consider the detection of a random signal, denoted by \( S \), emitted by a point source. The \( n \)-th measurement at the \( j \)-th node is denoted by \( x_{nj} \) for \( j = 1, \cdots, L \) and \( n = 1, \cdots, T \). Under the two hypotheses, \( x_{nj} \) is given by

\[
\begin{align*}
\mathcal{H}_1 & : x_{nj} = s_{nj} + v_{nj} \\
\mathcal{H}_0 & : x_{nj} = v_{nj}
\end{align*}
\]

for \( j = 1, \cdots, L \) and \( n = 1, \cdots, T \), where \( s_{nj} \) is the realization of \( S \) at the \( j \)-th node at time \( n \), \( v_{nj} \sim \mathcal{N}(0, \sigma_v^2) \) is the noise which
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is assumed to be Gaussian and iid over \( j \) and \( n \). We further define \( x[n] = [x_{n1}, \ldots, x_{nk}]^T \) to be the observation vector over all the nodes at time \( n \). Similarly, we use the notations \( s[n] \) and \( y[n] \), respectively, to denote the signal and noise vectors at time \( n \). The mean and the variance of \( S \) are denoted by \( \mu_S \) and \( \sigma^2_S \), respectively. Without loss of generality, we assume that \( \mu_S = 0 \).

In a dense sensor network where the nodes are located very close to each other, the elements of \( S[n] \) can be correlated at any given time when all the nodes observe the same random phenomenon. Let the covariance matrix of \( S[n] \) be denoted by \( \Sigma_S \), with the \((i,j)\)-th element, \( \Sigma_S[i,j] = \rho_{ij}\sigma^2_S \) for \( i \neq j \). We define \( \rho_{ij} \) to be the correlation coefficient between \( s_{n1} \) and \( s_{nj} \) which is given by

\[
\rho_{ij} = \frac{\text{cov}(s_{n1}, s_{nj})}{\sigma^2_S}.
\]

(2)

In [24], several spatial correlation models were discussed in which \( \rho_{ij} \) is expressed as \( \rho_{ij} = G_0(r_{ij}) \) where \( r_{ij} \) denotes the distance between the \( i \)-th node and the \( j \)-th node, and \( G_0(\cdot) \) defines the correlation model (e.g., spherical, power exponential, etc.). If \( S \) is assumed to be Gaussian and \( \Sigma_S \) and \( \sigma^2_S \) are known, the LR test can be employed to solve the detection problem (1) assuming that \( x[n] = \mathbb{E}[y[n]|H_0] + w[n] \) is available at a central fusion center. However, when these parameters are unknown and/or \( S \) is not Gaussian, performing LR based detection is challenging. In such scenarios, one of the commonly used nonparametric detectors is the energy detector. While the energy detector shows good performance when \( S \) is Gaussian, its susceptibility to the exact knowledge of the noise power makes the energy detector not very attractive in many practical settings. Further, making \( x[n] \) available at the fusion center may require considerable communication overhead which can be undesirable in resource constrained sensor networks.

To address these issues, we exploit CS theory to make a compressed version of \( x[n] \) available at the fusion center and propose a robust nonparametric detector based on covariance information of the uncompressed observations. When the random event is present, the covariance matrix of \( x[n] \) is non-diagonal while it is diagonal in the presence of only noise. Thus, a decision statistic based on the covariance matrix of \( x[n] \) can be used to perform detection. On the other hand, based on most of the spatial correlation models discussed in [24], the observations at nearby sensors are strongly correlated while the correlation reduces as the distance between nodes increases. Thus, \( \Sigma_S \) can be assumed to have a sparse structure. If a compressed version of \( x[n] \) is available at the fusion center, the concepts of CS can be utilized to construct a decision statistic based on \( \Sigma_S \) without having access to the raw observations \( x[n] \).

III. NONPARAMETRIC COMPRESSED DETECTION OF A RANDOM EVENT VIA MAC

To obtain a compressed version of \( x[n] \) at the fusion center, we employ the MAC architecture as proposed in [10, 27]. In the MAC model, the \( j \)-th node multiples its observation at time \( n \) by a scalar quantity denoted by \( A[i,j] \) and transmits it coherently so that the fusion center receives

\[
y_{ni} = \sum_{j=1}^L A[i,j] x_{nj} + w_{ni}
\]

(3)

with the \( i \)-th transmission where \( w_{ni} \sim \mathcal{N}(0, \sigma^2_w) \) is the noise at the fusion center which is assumed to be Gaussian and iid. The observed signal vector at the fusion center at time \( n \) after \( M \) transmissions can be expressed as \( y[n] = Ax[n] + w[n] \) where \( A \in \mathbb{R}^{M \times N} \), and \( w[n] \sim \mathcal{N}(0, \sigma^2_w I) \) with \( I \) denoting the identity matrix. With this model, the detection problem reduces to

\[
\mathcal{H}_1 : y[n] = As[n] + \bar{w}[n]
\]

\[
\mathcal{H}_0 : y[n] = \bar{w}[n]
\]

(4)

where \( \bar{w}[n] = A\sqrt{v}[n]+w[n] \). In the rest of the paper, we assume that the elements of \( A \) are zero mean random and satisfy \( AA^T = I \) (we discuss the robustness of the proposed method when this condition is relaxed in Section [13]). Then, we have \( \bar{w}[n] \sim \mathcal{N}(0, \sigma^2_w I) \) where \( \sigma^2_w = \sigma^2_v + \sigma^2_n \). Let \( \Sigma_y = \mathbb{E}[y[n]|y[n]^T] \) denote the covariance matrix of \( y[n] \) which is given by \( \Sigma_y = A \Sigma_x A^T \) where

\[
\Sigma_x = \left\{ \begin{array}{ll}
\Sigma_x + \sigma^2_w I & \text{under } \mathcal{H}_1 \\
\sigma^2_w I & \text{under } \mathcal{H}_0
\end{array} \right.
\]

(5)

It is noted that \( \Sigma_x \) is the covariance matrix of \( x[n] \) if \( x[n] \) was available at the fusion center in the presence of noise with zero mean and the covariance matrix \( \sigma^2_w I \).

The goal is to decide as to which hypothesis is true based on (4) when the signal and noise statistics are completely unknown at the fusion center. From [5], it is seen that \( \Sigma_x \) has different structures under the two hypotheses which can be used to construct a decision statistic. Here we consider the following decision statistics based on \( \Sigma_x \) [29–30]:

\[
\Lambda_C = \frac{\sum_{i,j} |\Sigma_x[i,j]|}{\sum_{i} |\Sigma_x[i,i]|}
\]

(6)

where \(| \cdot | \) denotes the absolute value. Note that \( \Sigma_y \) is a compressed version of \( \Sigma_x \) where \( \Sigma_x \) has a sparse structure under \( \mathcal{H}_1 \) with different correlation models as discussed in [24]. This motivates us to exploit the concepts of compressive covariance sensing [26] to efficiently compute \( \Lambda_C \) based on \( \Sigma_y \). In this paper, we replace \( \Sigma_x \) by its sample estimate, \( \hat{\Sigma}_y \), which is given by \( \hat{\Sigma}_y = \frac{1}{n} \sum_{n=1}^n y[n]y[n]^T \).

A. Computation of \( \Lambda_C \)

The specific procedure to estimate \( \hat{\Sigma}_x \) from \( \hat{\Sigma}_y \) depends on the structure of \( \Sigma_x \) which depends on the sensor network configuration and the correlation model. Here, we consider a specific architecture for the sensor network.

1) Equally spaced 1-D sensor network: When the sensors in a 1-D network are equally spaced with the node index order \( [1, \ldots, L] \), with the correlations models considered in [24], \( \Sigma_x \) (and thus \( \Sigma_y \)) can be assumed to have a Toeplitz structure. Let \( d = [d_1, \ldots, d_L] \) denote the first row of \( \Sigma_x \), which is given by \( d_1 = \sigma^2_S + \sigma^2_w \) and \( d_k = \rho_{k-1}\sigma^2_S \) for some \( -1 < \rho_k < 1 \) for \( k = 2, \ldots, L \). It is noted that \( \Sigma_x \) is determined by \( d \). With this structure, estimation of \( \Sigma_x \) reduces to finding a band covariance matrix in which only few off diagonals have significant coefficients. Thus, we expect that constructing \( \Lambda_C \) estimating only \( 1 < K < L \) coefficients of \( d \) would not result in a significant performance degradation.

Let \( \mathcal{U}_d \) be the set containing all the \((i,j)\) pairs of the \(k\)-th diagonal in the upper triangle (including the main diagonal) of \( \Sigma_x \) for \( k = 0, 1, \ldots, L-1 \). It is noted that \( \mathcal{U}_d \) corresponds to the main diagonal. Let \( B_0 = \sum_{(i,j) \in \mathcal{U}_d} a_i a_j^T \), \( B_k = \sum_{(i,j) \in \mathcal{U}_d} a_i a_j^T + a_k a_k^T \) for
With the first $K$ significant elements of $d$, $\Sigma_y$ can be approximated by

$$\Sigma_y \approx \sum_{k=0}^{K-1} d_{k+1} B_k.$$  \hspace{1cm} (7)

While there are several approaches proposed in the literature to estimate the covariance matrix based on the compressed measurements [26, 31, 32], in this work, we consider the least squares (LS) method. Evaluation of the merits of different algorithms for covariance estimation is beyond the scope of this paper. The LS estimate of the first $K$ coefficients of $d$, $d_K$, can be found as the solution to

$$d_K = \arg \min_{d_K} ||\Sigma_y - \sum_{k=0}^{K-1} d_{k+1} B_k||_F^2$$  \hspace{1cm} (8)

which is given by,

$$d_K = H_{KL} f_K$$  \hspace{1cm} (9)

where $H_{KL}[i, j] = \text{tr}(B_{i-1}^T B_{j-1}^T)$ for $i, j = 1, \cdots, K$, $f_K[i] = \text{tr}(\Sigma_y B_{i-1}^T)$ for $i = 1, \cdots, K$, $||.||_F$ denotes the Frobenius norm and $\text{tr}(.)$ denotes the trace operator. Then, $\Lambda_C$ in (8) can be approximated by,

$$\Lambda_C \approx \frac{L|d_1| + 2 \sum_{k=1}^{K-1} |L-I||d_{k+1}|}{L|d_1|}.$$  \hspace{1cm} (10)

IV. NUMERICAL RESULTS

To obtain numerical results, the random source is assumed to be Gaussian. We define the average SNR to be $\gamma_0 = 10\log_{10}\left(\frac{\sigma_y^2}{\sigma_x^2}\right)$. We consider a scenario with $L$ equally spaced sensors in a 1-D space. Further, we consider the power exponential model for correlation [24] in which $\rho_k$ in $d$ can be expressed as $\rho_k = G_\varphi(r_{ik})$ for $k = 2, \cdots, L$ where $G_\varphi(r_{ik}) = e^{-r_{ik}/\theta_1}$ for $\theta_1 > 0$. Let $r$ be the distance between any two sensors. Then, we can write $G_\varphi(r_{ik}) = e^{-(k-1)r/\theta_1} = \left(e^{-r/\theta_1}\right)^{(k-1)} \triangleq \rho^{(k-1)}$ where $\rho = e^{-r/\theta_1}$ for $k = 2, \cdots, L$. First, we select the elements of $A$ so that $AA^T = I$. With this selection, $A$ is a dense matrix, thus, all the nodes transmit during each MAC transmission. The performance of the detector is evaluated via the probability of false alarm, $P_f$, and probability of detection, $P_d$, which are given by $P_f = Pr(\Lambda_C \geq \tau \varphi|\mathcal{H}_0)$ and $P_d = Pr(\Lambda_C \geq \tau \varphi|\mathcal{H}_1)$, respectively.

We show the detection performance with $\Lambda_C$ given in (10) in terms of ROC curves as $K$ varies for given $T$ and $L$ in Fig. 1(a). We let $L = 50$, $\rho = 0.8$, $\sigma_y^2 = 1$, $\sigma_x^2 = 0.5$, $\sigma_v^2 = 1$ so that $\gamma_0 = -1.7609$ dB. In Fig. 1(a), $T = 10$ while in Fig. 1(b), $T = 50$. For given $T$ and $c_r$, $\Delta \triangleq \frac{\sigma_v}{\sigma_x}$, it can be observed from Fig. 1(a) and Fig. 1(b) that, with large $K$, the detection performance degrades compared to relatively small $K$; i.e., estimating only $K = 3$ coefficients of $d$ provides better detection performance than that with $K = 10$. With limited $T$, when the number of elements to be estimated becomes larger, the error in estimation can increase, thus, performance with smaller $K$ is better than that with large $K$. When $T$ increases from $T = 10$ (Fig. 1(a)) to $T = 50$ (Fig. 1(b)), improved performance for given $c_r$ is observed since then the sample estimate of $\Sigma_y$ becomes more accurate resulting in a more accurate estimate for $d_K$. In the following figures, we set $K = 3$ with $\Lambda_C$ unless otherwise specified.

Let the desired probability of false alarm be $\alpha_0$. In order to find the threshold of the detector with $\Lambda_C$, we need to find $\tau_C$ so that $Pr(\Lambda_C \geq \tau_C|\mathcal{H}_0) \leq \alpha_0$, which is analytically difficult. In Fig. 2 we plot $\tau_C$ computed numerically as $\sigma_v^2$ varies keeping $L, T$ and $M$ fixed. The noise power along the $x$-axis is taken as $10\log_{10}(\sigma_v^2)$. It can be observed that, the threshold is independent of the noise parameter for given $T$, $L$ and $c_r$ which makes the compressive covariance based detector attractive compared to the other non parametric detectors such as the energy detector.

Next, we illustrate the robustness of the proposed detector com-
pared to the energy detector. The decision statistic of the energy detector is given by \( \Lambda_E = \sum_{n=1}^{T} ||y[n]||^2 \). Approximating \( \Lambda_E \) to be Gaussian under \( \mathcal{H}_0 \), the threshold of the energy detector to keep \( P_f \leq \alpha_0 \), \( \tau_{E} \), can be found as \( \tau_{E} = \sigma_w^2 \left( \sqrt{2MTQ^{-1}(\alpha_0)} + MT \right) \) which is a function of \( \sigma_w^2 \), where \( Q^{-1}(\cdot) \) denotes the inverse Gaussian \( Q \) function. The estimated or the assumed noise power in many practical receivers can be different from the real noise power. Let \( \sigma_w^2 \) be the estimated noise power, which can be expressed as \( \sigma_w^2 = \beta_w \sigma_r^2 \). The noise uncertainty factor is defined as \( \beta = \max\{10 \log_{10} \beta_w\} \) \cite{29}.

As in \cite{29}, we assume that \( \beta_w \) is uniformly distributed over \([-\beta, \beta]\). In Fig. 3, \( P_d \) and \( P_f \) vs SNR are plotted when detection is performed with \( \Lambda_C \) and \( \Lambda_E \) setting the threshold so the \( \alpha_0 = 0.1 \). To vary SNR, we vary \( \sigma_w^2 \) keeping \( \sigma_r^2 \) and \( \sigma_w^2 \) fixed. With \( \Lambda_C \), we compute the threshold numerically for given \( L, c_r \), and taking \( \sigma_r^2 = 0.5 \) and \( \sigma_w^2 = 0.1 \) and keep it the same as SNR varies. With \( \Lambda_E \), we plot \( P_d \) and \( P_f \) in the presence of noise variance uncertainty (as \( \beta \) varies) as well as when it is assumed that there in no uncertainty.
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From Fig. 3 it can be seen that when there is no uncertainty in the estimated noise power, the energy detector has better detection performance than the covariance based detector. However, the performance of the former, in terms of both \( P_d \) and \( P_f \), degrades significantly even with small \( \beta \). Thus, detection based on \( \Lambda_C \) appears to be more robust in practical applications than the energy detector.

Next, we investigate the detection performance when the assumption \( \mathbf{A} \mathbf{A}^T = \mathbf{I} \) is relaxed. In resource constrained sensor networks, the use of sparse random projections for spatial data compression is promising \cite{33}–\cite{35} since then not all the sensors need to transmit during a given MAC transmission. To illustrate the detection performance, we select \( \mathbf{A}[i,j] \) as

\[
\mathbf{A}[i,j] = \sqrt{\frac{s_0}{T}} \begin{cases} 
1 & \text{with prob } \frac{1}{2s_0} \\
0 & \text{with prob } 1 - \frac{1}{2s_0} \\
-1 & \text{with prob } \frac{1}{2s_0} 
\end{cases} \quad (11)
\]

with \( s_0 \geq 1 \). With this matrix, only \( L/s_0 \) sensors, on an average, need to transmit during a given MAC transmission. When \( s_0 = 1 \), \( \mathbf{A} \) is dense and all the nodes have to transmit. In Fig. 4 we plot \( P_d \) vs SNR as \( s_0 \) varies with \( \Lambda_C \) and \( \Lambda_E \) with \( \beta = 2dB \). We let \( \alpha_0 = 0.1 \). We further plot the performance when \( \mathbf{A} \) is selected such that \( \mathbf{A} \mathbf{A}^T = \mathbf{I} \) as considered before so that \( \mathbf{\Sigma}_x \) is exactly diagonal under \( \mathcal{H}_0 \). When comparing \( \Lambda_C \) with \( \mathbf{A} \) as in (11) for \( s_0 = 1 \), to \( \Lambda_C \) with \( \mathbf{A} \mathbf{A}^T = \mathbf{I} \), it can be seen from Fig. 4 that the former provides the degraded performance compared to the latter. This is due to the fact that, with the former, \( \mathbf{\Sigma}_x \) is only approximately diagonal under \( \mathcal{H}_0 \) which reduces the distinguishability between the two hypotheses. However, compared to the energy detector with noise uncertainty, \( \Lambda_E \) with \( \mathbf{A} \) as in (11) even with very small \( 1/s_0 \) provides much better detection performance. Further, it is seen that the sparsity parameter of \( \mathbf{A} \) in (11), \( s_0 \), does not impact on the detection performance significantly. Thus, it is sufficient for only a small number of nodes (e.g., \( \sqrt{T} \) on average) to transmit observations to achieve almost the same performance as when all the \( L \) nodes transmit with the matrix \( \mathbf{A} \) in (11).

![Fig. 4: Probability of detection vs SNR with sparse random projections](image)

V. Conclusion

In this paper, we have proposed a nonparametric detection method exploiting CS to detect a random event using spatially correlated data in a sensor network. To transmit a compressed version of spatially correlated data at the fusion center, the MAC model was employed. A test statistic based on the covariance matrix of uncompressed data was considered which was computed based on the limited compressed samples received at the fusion center. Unlike the widely used energy detector, the proposed detector does not need exact estimates of the noise power to set the threshold. Further, the proposed detector is robust to the selection of the sparsity parameter of the random projection matrix when sparse random projections are employed to reduce the communication overhead.
