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Abstract: In this work, we study the weighted Kirchhoff problem

\[
\begin{align*}
-\mathbf{g} \left( \int_B \sigma(x)|\nabla u|^N \, dx \right) \text{div}(\sigma(x)|\nabla u|^{N-2} \nabla u) &= f(x, u) \quad \text{in } B, \\
u > 0 &\quad \text{in } B, \\
u = 0 &\quad \text{on } \partial B,
\end{align*}
\]

where \( B \) is the unit ball of \( \mathbb{R}^N \), \( \sigma(x) = \left( \log \left( \frac{e^x}{|x|} \right) \right)^{N-1} \), the singular logarithm weight in the Trudinger-Moser embedding, and \( g \) is a continuous positive function on \( \mathbb{R}^+ \). The nonlinearity is critical or subcritical growth in view of Trudinger-Moser inequalities. We first obtain the existence of a solution in the subcritical exponential growth case with positive energy by using minimax techniques combined with the Trudinger-Moser inequality. In the critical case, the associated energy does not satisfy the condition of compactness. We provide a new condition for growth, and we stress its importance to check the compactness level.
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1 Introduction

In this article, we consider the following non-local weighted problem:

\[
\begin{align*}
L_{(N, \sigma, g)} = -\mathbf{g} \left( \int_B \sigma(x)|\nabla u|^N \, dx \right) \text{div}(\sigma(x)|\nabla u|^{N-2} \nabla u) &= f(x, u) \quad \text{in } B \\
u > 0 &\quad \text{in } B, \\
u = 0 &\quad \text{on } \partial B,
\end{align*}
\]

where \( B = B(0, 1) \) is the unit open ball in \( \mathbb{R}^N \), \( f(x, t) \) is a radial function with respect to \( x \), and the weight \( \sigma(x) \) is given by
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\[ \sigma(x) = \left( \log \left( \frac{e}{|x|} \right) \right)^{N-1} \]  

and \( g: \mathbb{R}^+ \to \mathbb{R}^+ \) is a positive continuous function which will be specified later.

In 1883, Kirchhoff studied the following parabolic problem:

\[ \rho \frac{\partial^2 u}{\partial t^2} - \left( \frac{P_0}{h} + \frac{E}{2L} \int_0^L \left( \frac{\partial u}{\partial x} \right)^2 \, dx \right) \frac{\partial^2 u}{\partial x^2} = 0, \]

for free vibrations of elastic strings. The parameters in equation (3) have the following meanings: \( L \) is the length of the string, \( h \) is the area of cross-section, \( E \) is the Young's modulus of the material, \( \rho \) is the mass density, and \( P_0 \) is the initial tension.

These kinds of problems have physical motivations. Indeed, the Kirchhoff operator \( \int \nabla G u \, dx \) also appears in the nonlinear vibration equation, namely,

\[ \frac{\partial^2 u}{\partial t^2} - G \left( \int_B |\nabla u|^2 \, dx \right) \operatorname{div}(\nabla u) = f(x, u) \text{ in } B \times (0, T) \]

\[ u > 0 \text{ in } B \times (0, T) \]

\[ u = 0 \text{ on } \partial B \]

\[ u(x, 0) = u_0(x) \text{ in } B \]

\[ \frac{\partial u}{\partial t}(x, 0) = u_1(x) \text{ in } B \]

which have received the attention of several researchers, mainly as a result of the work of Lions [1].

We mention that non-local problems also arise in other areas, e.g., biological systems where the function \( u \) describes a process that depends on the average of itself (e.g., population density), see, e.g., [2,3] and references therein.

In the non-weighted case, i.e., when \( \sigma(x) \equiv 1 \) and when \( N = 2 \), problem (1) can be seen as a stationary version of the evolution problem (4).

Recently, Xiu et al. [4] studied the following singular nonlocal elliptic problem:

\[ \left\{ \begin{array}{l}
-M \int_{\mathbb{R}^N} |x|^{-ap} |\nabla u|^p \, dx \operatorname{div}(|x|^{-ap} |\nabla u|^{p-2} \nabla u) = h(x)|u|^{p-2} u + H(x)|u|^{q-2} u, \\
u(x) \to 0 \text{ as } |x| \to +\infty,
\end{array} \right. \]

where \( x \in \mathbb{R}^N \), \( M(t) = \tilde{b} + \tilde{a}t, \tilde{a}, \tilde{b} > 0 \), \( a < \frac{N-p}{p} \), \( h(x) \) and \( H(x) \) are nonnegative function. They proved that this problem has infinitely many solutions by variational methods and the genus theorem.

In order to motivate our study, we begin by giving a brief survey on Trudinger-Moser inequalities. In the past few decades, Moser gives the famous result about the Trudinger-Moser inequality [5,6]; many applications take place as in conformal deformation theory on manifolds, the study of the prescribed Gauss curvature and mean field equations. After that, a logarithmic Trudinger-Moser inequality was used in a crucial way in [7] to study the Liouville equation of the form

\[ \left\{ \begin{array}{l}
-\Delta u = \lambda \frac{e^u}{\int_{\Omega} e^u} \text{ in } \Omega \\
u = 0 \text{ on } \partial \Omega,
\end{array} \right. \]
where \( \Omega \) is an open domain of \( \mathbb{R}^N \), \( N \geq 2 \), and \( \lambda \) a positive parameter. Equation (5) has a long history and has been derived in the study of multiple condensate solution in the Chern-Simons-Higgs theory \([8,9]\) and also it appeared in the study of Euler flow \([10–13]\).

Later, the Trudinger-Moser inequality was improved to weighted inequalities \([14,15]\). The influence of the weight in the Sobolev norm was studied as the compact embedding \([16,17]\).

When the weight is of logarithmic type, Calanchi and Ruf \([18]\) extended the Trudinger-Moser inequality and gave some applications when \( N = 2 \) and for prescribed nonlinearities. After that, Calanchi et al. \([19]\) considered more general nonlinearities and proved the existence of radial solutions.

We point out that recently, in the case \( g(t) = 1 \), Deng et al. \([20]\) have proved the existence of a nontrivial solution for the following boundary value problem:

\[
\begin{aligned}
-\text{div}(w(x) \nabla u(x))^{N-2} &\nabla u(x) = f(x, u) \quad \text{in } B \\
&\quad \text{on } \partial B,
\end{aligned}
\]

where \( B \) is the unit ball in \( \mathbb{R}^N \), \( N \geq 2 \), the radial positive weight \( w(x) \) is of logarithmic type, the function \( f(x, u) \) is continuous in \( B \times \mathbb{R} \) and has critical double exponential growth.

Also recently, de Figueiredo and Severo \([21]\) studied the following problem:

\[
\begin{aligned}
-\text{div}(|\nabla u|^2) &\nabla u = f(x, u) \quad \text{in } \Omega \\
&\quad \text{in } \Omega \\
&\quad \text{on } \partial \Omega,
\end{aligned}
\]

where \( \Omega \) is a smooth-bounded domain in \( \mathbb{R}^2 \), the nonlinearity \( f \) behaves like \( \exp(\alpha|t|^2) \) as \( t \to +\infty \), for some \( \alpha > 0 \). The authors proved that this problem has a positive ground state solution. The existence result was proved by combining minimax techniques and Trudinger-Moser inequalities.

Inspired by the last two works, we investigate our problem by adapting weighted Sobolev space setting. We use the Trudinger-Moser inequality to study and prove the existence of solutions of (1).

Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain and \( \sigma \in L^1(\Omega) \) be a nonnegative function. We define the weighted Sobolev space as follows:

\[
W_0^{1,N}(\Omega, \sigma) = \text{closure} \left\{ u \in C_0^\infty(\Omega) \middle| \int_B |\nabla u|^N \sigma(x) \, dx < \infty \right\},
\]

we will limit our attention to radial functions and then consider the subspace,

\[
\mathcal{W} = W_{0,\text{rad}}^{1,N}(B, \sigma) = \text{closure} \left\{ u \in C_0^{\infty}(B) \middle| \int_B |\nabla u|^N \sigma(x) \, dx < \infty \right\},
\]

equipped with the norm

\[
||u|| = \left( \int_B |\nabla u|^N \sigma(x) \, dx \right)^\frac{1}{N}.
\]

The choice of the weight and the space \( \mathcal{W} = W_{0,\text{rad}}^{1,N}(B, \sigma) \) are motivated by the following exponential inequalities.

**Theorem 1.1.** \([15]\) Let \( \sigma \) be given by (2), then

\[
\int_B \exp \left( e^{u(x)^2} \right) \, dx < +\infty, \quad \forall u \in \mathcal{W},
\]
\[
\sup_{u \in W^1_0(B)} \int_B \exp\left(\beta e^{\frac{u^+}{2N^2}}\right) dx < +\infty \iff \beta \leq N,
\]

(7)

where \(\omega_{N-1}\) is the area of the unit sphere \(S^{N-1}\) in \(\mathbb{R}^N\).

Let \(N'\) be the Hölder conjugate of \(N\) that is \(N' = \frac{N}{N-1}\). In view of inequalities (6) and (7), we say that \(f\) has subcritical growth at \(+\infty\), if
\[
\lim_{s \to +\infty} \frac{|f(x, s)|}{\exp(N e^{as N})} = 0, \quad \forall \alpha > 0 \quad \text{uniformly in } x \in B
\]

and \(f\) has critical growth at \(+\infty\), if there exists some \(\alpha_0 > 0\), such that
\[
\lim_{s \to +\infty} \frac{|f(x, s)|}{\exp(N e^{as N})} = +\infty, \quad \forall \alpha < \alpha_0 \quad \text{uniformly in } x \in B.
\]

In this article, we consider problem (1) with subcritical or critical growth nonlinearities \(f(t, x)\). Furthermore, we suppose that \(f(t, x)\) satisfies the following hypotheses:

\((H_1)\) The nonlinearity \(f : B \times \mathbb{R} \to \mathbb{R}\) is positive, continuous, radial in \(x\), and \(f(x, t) = 0\) for \(t \leq 0\).

\((H_2)\) There exist \(t_0 > 0\) and \(M_0 > 0\), such that for all \(t > t_0\) and for all \(x \in B\), we have
\[
0 < F(x, t) \leq M_0 f(x, t),
\]

where \(F(x, t) = \int_0^t f(x, s) ds\).

\((H_3)\) For each \(x \in B\), \(\frac{f(x, t)}{t^{N-1}}\) is increasing for \(t > 0\).

\((H_4)\) In the critical case, there exists a constant \(\gamma_0\) with \(\gamma_0 > \frac{1}{a^2 - 2\gamma_0 \frac{\alpha_0 - 1}{a^2 - 1}}\) such that
\[
\lim_{t \to +\infty} \frac{f(x, t) t}{\exp(N e^{a_0 t N})} \geq \gamma_0 \quad \text{uniformly in } x \in B.
\]

The condition \((H_2)\) implies that for any \(\epsilon > 0\), there exists a real \(t_\epsilon > 0\), such that
\[
F(x, t) \leq \epsilon f(x, t), \quad \forall |t| > t_\epsilon \quad \text{uniformly in } x \in B.
\]

(8)

Also, we have that condition \((H_3)\) leads to
\[
\lim_{t \to -0} \frac{f(x, t)}{t^\theta} = 0 \quad \forall 0 \leq \theta < 2N - 1 \quad \text{uniformly in } x \in B.
\]

(9)

The condition asymptotic \((H_4)\) would be crucial to identify the minmax level of the energy associated with problem (1). We give an example of \(f\). Let \(f(t) = F(t)\), with \(F(t) = \frac{t^{1/2}}{2N + 2} + t^\tau \exp(N e^{a_0 t N})\), with \(\tau > 2N\). A simple calculation shows that \(f\) verifies conditions \((H_1)\), \((H_2)\), \((H_3)\), and \((H_4)\).

We define the function \(G(t) = \int_t^0 g(s) ds\). The function \(g\) is continuous on \(\mathbb{R}^+\) and verifies

\((G_1)\) There exists \(g_0 > 0\), such that \(g(t) \geq g_0\) for all \(t \geq 0\) and
\[
G(t + s) \geq G(t) + G(s) \quad \forall s, t \geq 0.
\]

\((G_2)\) \(\frac{g(t)}{t}\) is nonincreasing for \(t > 0\).

The assumption \((G_2)\) implies that \(\frac{g(t)}{t} \leq g(1)\) for all \(t \geq 1\). Then, one has \(g(t) \leq g(1)t\) for \(t \geq 1\).
Another consequence of \((G_2)\) is that a simple calculation shows that
\[
\frac{1}{N} G(t) - \frac{1}{2N} g(t) t \text{ is nondecreasing for } t \geq 0.
\]
So, one has
\[
\frac{1}{N} G(t) - \frac{1}{2N} g(t) t \geq 0, \quad \forall t \geq 0. \tag{10}
\]
A typical example of a function \(g\) fulfilling conditions \((G_0)\) and \((G_2)\) is given by
\[
g(t) = g_0 + at, \quad g_0, a > 0.
\]
Another example is given by \(g(t) = 1 + \ln(1 + t)\).

The major difficulty in this problem lies in the concurrence between the growths of \(g\) and \(f\).

It will be said that \(u\) is a solution to problem (1), if \(u\) is a weak solution in the following sense.

**Definition 1.1.** A function \(u\) is called a solution to problem (1) if \(u \in \mathcal{W}\) and
\[
g(\|u\|^N) \int_B (\sigma(x)|\nabla u|^2 - 2\nabla u \nabla \varphi) \, dx = \int_B f(x, u) \varphi \, dx, \quad \text{for all } \varphi \in \mathcal{W}.
\]

The energy functional, also known as the Euler-Lagrange functional associated with (1), is defined by
\[
\mathcal{J} : \mathcal{W} \to \mathbb{R}
\]
\[
\mathcal{J}(u) = \frac{1}{N} G(\|u\|^N) - \int_B F(x, u) \, dx. \tag{11}
\]

It is quite clear that finding weak solutions to problem (1) is equivalent to finding non-zero critical points of the functional \(\mathcal{J}\) over \(\mathcal{W}\).

In the subcritical exponential growth case, we will prove the following result.

**Theorem 1.2.** Let \(f(x, t)\) be a function that has a subcritical growth at \(+\infty\) and satisfies \((H_1), (H_2),\) and \((H_3)\). Assume that \(g\) satisfies \((G_0)\) and \((G_2)\). Then, problem (1) has a non-trivial radial solution.

In the context of the critical double exponential growth, the study of problem (1) becomes more difficult than in the subcritical case. Our Euler-Lagrange function is losing compactness at a certain level. To overcome this lack of compactness, we choose test functions, which are extremal for the Trudinger-Moser inequality (7). Our result is as follows.

**Theorem 1.3.** Assume that \(f(x, t)\) has a critical growth at \(+\infty\) and satisfies conditions \((H_1), (H_2), (H_3),\) and \((H_4)\). Assume that \(g\) satisfies \((G_0)\) and \((G_2)\). Then, problem (1) has a nontrivial solution.

This article is organized as follows. In Section 2, we give some useful lemmas for the compactness analysis. In Section 3, we prove that the functional \(\mathcal{J}\) satisfies the two geometric properties. Section 4 is devoted to estimate the minimax level of the energy. We conclude with the proofs of Theorems 1.2 and 1.3 in Section 5.

We shall use the notation \(\|u\|_p\) for the norm in the Lebesgue space \(L^p(B)\). We will also use the Sobolev weighted space defined by
\[
W^{2,p}(\Omega, \sigma) = \{u \in L^p(B) \text{ such that } D^a u \in L^p(B, \sigma) \text{ for all } 1 \leq |a| \leq 2\},
\]
equipped with the norm
\[
\|u\|_{W^{2,p}(B, \sigma)} = \left(\|u\|^p_p + \sum_{1 \leq |a| \leq 2} \|D^a u\|^p_{L^p(B, \sigma)}\right)^{\frac{1}{p}}.
\]
and where the Lebesgue weighted space,

\[ L^p(B, \sigma) = \left\{ u : B \to \mathbb{R} \text{ measurable} \mid \int_B \sigma(x)|u|^pdx < \infty \right\}, \]

is endowed with the norm \( \|u\|_{p, \sigma} = \left( \int_B \sigma(x)|u|^pdx \right)^{\frac{1}{p}} \).

## 2 Preliminaries for the variational formulation

In this section, we will present a number of technical lemmas for our future use. We begin with the radial lemma.

**Lemma 1.** [15] Let \( u \) be a radially symmetric function in \( C^1_0(B) \). Then, we have

\[ |u(x)| \leq \frac{1}{\omega_{N-1}^{\frac{1}{N}}} \log \frac{\epsilon}{|x|} \|u\|, \]

where \( \omega_{N-1} \) is the area of the unit sphere \( S^{N-1} \in \mathbb{R}^N \).

The second important lemma is given as follows:

**Lemma 2.** [22] Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain and \( f : \overline{\Omega} \times \mathbb{R} \) be a continuous function. Let \( \{u_n\}_n \) be a sequence in \( L^1(\Omega) \) converging to \( u \) in \( L^1(\Omega) \). Assume that \( f(x, u_n) \) and \( f(x, u) \) are also in \( L^1(\Omega) \). If

\[ \int_{\Omega} |f(x, u_n)|udx \leq C, \]

where \( C \) is a positive constant, then

\[ f(x, u_n) \rightharpoonup f(x, u) \quad \text{in} \ L^1(\Omega). \]

In an attempt to prove a compactness condition for the energy \( \mathcal{E} \), we need a Lions-type result [23] about an improved TM-inequality when we deal with weakly convergent sequences and double exponential case.

**Lemma 3.** Let \( \{u_k\}_k \) be a sequence in \( \mathcal{W} \). Suppose that \( \|u_k\| = 1 \), \( u_k \rightharpoonup u \) weakly in \( \mathcal{W} \), \( u_k(x) \to u(x) \) a.e. \( x \in B, \forall u_k(x) \to \forall u(x) \) a.e. \( x \in B \) and \( u \neq 0 \). Then

\[ \sup_k \int_B \exp \left( Ne^{p \omega_B^{\frac{1}{N}} |u_k|^p} \right)dx < +\infty \]

for all \( 1 < p < U \) where \( U \) is given by:

\[ U = \begin{cases} (1 - \|u\|^N)^{\frac{1}{N}} & \text{if } \|u\| < 1 \\ +\infty & \text{if } \|u\| = 1, \end{cases} \]

**Proof.** For \( a, b \in \mathbb{R}, q > 1 \). If \( q' \) is a conjugate, i.e., \( \frac{1}{q} + \frac{1}{q'} = 1 \), we have, by Young’s inequality, that

\[ e^{a+b} \leq \frac{1}{q} e^{qa} + \frac{1}{q'} e^{qb}, \]

and so
\[ \exp(Ne^{a+b}) \leq \exp\left(\frac{Ne^{qa}}{q} + \frac{Ne^{qb}}{q} \right). \]

Therefore,
\[ \exp(Ne^{a+b}) \leq \frac{1}{q} \exp(Ne^{qa}) + \frac{1}{q} \exp(Ne^{qb}). \]

Also, we have
\[ (1 + a)^q \leq (1 + \varepsilon)a^q + \left(1 - \frac{1}{(1 + \varepsilon)^{q-1}}\right), \quad \forall \varepsilon > 0 \quad \forall q > 1. \]

So, we obtain
\[ |u_k|^N = |u_k - u + u|^N \leq (|u_k - u| + |u|)^N \leq (1 + \varepsilon)|u_k - u|^N + \left(1 - \frac{1}{(1 + \varepsilon)^{q-1}}\right)|u|^N. \]

This implies that
\[ \int_B \exp\left(\frac{1}{q} Ne^{pq\varepsilon^2(1+\varepsilon)|u_k|^N}\right) dx \leq \frac{1}{q} \int_B \exp(\frac{1}{q} Ne^{pq\varepsilon^2(1+\varepsilon)|u|^N}) dx + \frac{1}{q} \int_B \exp\left(\frac{1}{q} Ne^{pq\varepsilon^2(1+\varepsilon)|u_k-u|^N}\right) dx, \]
for any \( p > 1. \) From (6), the last integral is finite. To complete the proof, we have to prove that for every \( p \) such that \( 1 < p < U, \)
\[ \sup_k \int_B \exp\left(\frac{1}{q} Ne^{pq\varepsilon^2(1+\varepsilon)|u_k-u|^N}\right) dx < +\infty, \quad (12) \]
for some \( \varepsilon > 0 \) and \( q > 1. \)

In the following, we suppose that \( |u| < 1, \) and in the case of \( |u| = 1, \) the proof is similar. When
\[ |u| < 1 \]
and
\[ p < \frac{1}{(1 - |u|^N)^{1+1}}, \]
there exists \( \nu > 0, \) such that
\[ p(1 - |u|^N)^{\frac{1}{1+1}}(1 + \nu) < 1. \]

On the other hand, by Brezis-Lieb’s lemma [24] we have
\[ \|u_k - u\|^N = \|u_k\|^N - \|u\|^N + o(1) \quad \text{where} \quad o(1) \to 0 \quad \text{as} \quad k \to +\infty. \]

Then,
\[ \|u_k - u\|^N = 1 - \|u\|^N + o(1), \]
and so,
\[ \lim_{k \to +\infty} \|u_k - u\|^N = 1 - \|u\|^N, \]
that is,
\[ \lim_{k \to +\infty} \|u_k - u\|^N = (1 - \|u\|^N)^{\frac{1}{1+1}}. \]
Therefore, for every $\varepsilon > 0$, there exists $k_\varepsilon \geq 1$ such that
\[ |u_k - u|^N \leq (1 + \varepsilon)^{(1 - |u|^N)^{\frac{1}{r}}}, \quad \forall k \geq k_\varepsilon. \]

If we take $q = 1 + \varepsilon$ with $\varepsilon = \sqrt{1 + \nu - 1}$, then $\forall k \geq k_\varepsilon$, we have
\[ pq(1 + \varepsilon)|u_k - u|^N \leq 1. \]

Consequently,
\[
\int_B \exp\left(Ne^{\frac{1}{pq}(1+\varepsilon)|u_k-u|^N}\right)dx \leq \int_B \exp\left(Ne^{\frac{1}{pq}|u-u|^N}\right)dx
\]
\[
\leq \int_B \exp\left(Ne^{\frac{1}{pq}|u|^N}\right)dx
\]
\[
\leq \sup_{|u|\leq 1} \int_B \exp\left(Ne^{\frac{1}{pq}|u|^N}\right)dx < +\infty.
\]

Now, (12) follows from (7). This completes the proof. \qed

3 The mountain pass geometry of the energy

Since the nonlinearity $f$ is critical or subcritical at $+\infty$, there exist $a, C > 0$ positive constants and there exists $t_2 > 1$ such that
\[ |f(x, t)| \leq C \exp\left(e^{at^N}\right), \quad \forall |t| > t_2. \]

So the functional $\mathcal{J}$ given by (11) is well defined and of class $C^1$.

In order to prove the existence of nontrivial solution to problem (1), we will prove the existence of nonzero critical point of the functional $\mathcal{J}$ by using the theorem introduced by Ambrosetti and Rabinowitz in [25] (mountain pass theorem) without the Palais-Smale condition.

**Theorem 3.1.** [25] Let $E$ be a Banach space and $J : E \to \mathbb{R}$ a $C^1$ functional satisfying $J(0) = 0$. Suppose that there exist $\rho, \beta > 0$, and $e \in E$ with $\|e\| > \rho$ such that
\[
\inf_{\|u\| = \rho} J(u) \geq \beta \quad \text{and} \quad J(e) \leq 0.
\]

Then, there is a sequence $(u_n) \subset E$ such that
\[ J(u_n) \to c \quad \text{and} \quad J'(u_n) \to 0,
\]
where
\[ c = \inf_{y \in \Gamma} \max_{[0,1]} J(y(t)) \geq \beta
\]
and
\[ \Gamma = \{ y \in C([0,1], E) \text{ such that } y(0) = 0 \text{ and } y(1) = e \}. \]

The number $c$ is called mountain pass level or minimax level of the functional $J$.

Before starting the proof of the geometric properties for the functional $\mathcal{J}$, it follows from the continuous embedding $\mathcal{W} \hookrightarrow L^q(B)$ for all $q \geq 1$, that there exists a constant $C > 0$ such that $\|u\|_{L^q} \leq C\|u\|$, for all $u \in \mathcal{W}$. 
In the next lemmas, we prove that the functional $\mathcal{J}$ has the mountain pass geometry of Theorem 3.1.

**Lemma 4.** Suppose that $f$ has critical or subcritical growth at $+\infty$. In addition, if $(H_1)$, $(H_2)$, and $(G_1)$ hold, then there exist $\rho, \beta > 0$ such that $\mathcal{J}(u) \geq \beta$ for all $u \in \mathcal{W}$ with $\|u\| = \rho$.

**Proof.** It follows from (9) that there exists $\delta_0 > 0$
\[
F(x, t) \leq \varepsilon |t|^N \quad \text{for } |t| < \delta_0.
\]
From (13), for all $q > N$, there exists a positive constant $\delta_1 > 0$ such that
\[
F(x, t) \leq C|t|^q \exp\big(e^{at}|t|^N\big), \quad \forall |t| > \delta_1.
\]
Using the continuity of $F$, we obtain
\[
F(x, t) \leq \varepsilon |t|^N + C|t|^q \exp\big(e^{at}|t|^N\big) \quad \text{for } t \in \mathbb{R}.
\]
We obtain from $(G_1)$,
\[
\mathcal{J}(u) \geq \frac{g_0}{N}\|u\|^N - \varepsilon \int_B |u|^N \, dx - C\int_B |u|^q \exp\big(e^{at}|u|^N\big) \, dx.
\]
From the Hölder inequality, we obtain
\[
\mathcal{J}(u) \geq \frac{g_0}{N}\|u\|^N - \varepsilon \int_B |u|^N \, dx - C\left(\int_B \exp\left(Ne^{at}|u|^N\right) \, dx\right)^{\frac{1}{q}}\|u\|_{N,q}^q.
\]
If we choose $u \in \mathcal{W}$ such that
\[
a\|u\|^N \leq \omega_{N-1}^{\frac{1}{N-1}},
\]
then from Theorem 1.1, we obtain
\[
\int_B \exp\left(Ne^{at}|u|^N\right) \, dx = \int_B \exp\left(Ne^{at}\frac{|u|}{(1+|u|)^a}\right) \, dx < C,
\]
with $C$ not depending on $u$.

On the other hand, $\|u\|_{N,q} \leq C\|u\|$, so
\[
\mathcal{J}(u) \geq \frac{g_0}{N}\|u\|^N - \varepsilon C\|u\|^N - C\|u\|^q = \|u\|^N\left(\frac{g_0}{N} - \varepsilon C_1 - C\|u\|^{q-N}\right),
\]
for all $u \in \mathcal{W}$ satisfying (14). Since $N < q$, we can choose $\rho = \|u\| \leq \omega_{N-1}^{\frac{1}{N-1}}$ and for fixed $\varepsilon$ such that $\frac{g_0}{N} - \varepsilon C_1 > 0$, there exists $\beta = \rho^N\left(\frac{g_0}{N} - \varepsilon C_1 - C\rho^{q-N}\right) > 0$ with $\mathcal{J}(u) \geq \beta > 0$. □

By the following lemma, we prove the second geometric property for the functional $\mathcal{J}$.

**Lemma 5.** Suppose that $(H_1)$, $(H_2)$, and $(G_2)$ hold. Then, there exists $e \in \mathcal{W}$ with $\mathcal{J}(e) < 0$ and $\|e\| > \rho$.

**Proof.** From condition $(G_2)$, for all $t \geq 1$, we have that
\[
G(t) \leq \frac{g(1)}{2} t^2.
\]
It follows from condition $(H_2)$, for all $t \geq t_0$
\[
f(x, t) = \frac{\partial}{\partial t} F(x, t) \geq \frac{1}{M_0} F(x, t).
\]
So

\[ F(x, t) \geq C e^{\omega t}, \quad \forall t \geq t_0. \]

In particular, for \( p > 2N \), there exist \( C_1 \) and \( C_2 \) such that

\[ F(x, t) \geq C_1 |t|^p - C_2 \quad \forall t \in \mathbb{R}, \ x \in B. \]

Next, one arbitrarily picks \( \bar{u} \in \mathcal{W} \) such that \( |\bar{u}| = 1 \). Thus from (15), for all \( t \geq 1 \),

\[ J(t\bar{u}) \leq \frac{g(1)}{2N} t^{2N} - C_1|\bar{u}|^p, \quad t^p - \frac{\omega_{N-1}}{N} C_2. \]

Therefore,

\[ \lim_{t \to +\infty} J(t\bar{u}) = -\infty. \]

We take \( e = t\bar{u} \), for some \( t > 0 \) large enough. So, Lemma 5 follows. \( \square \)

4 The minimax estimate of the energy

According to Lemmas 4 and 5, let

\[ d = \inf_{y \in \mathcal{E}} \max_{t \in [0, 1]} J(y(t)) > 0 \]

and

\[ \Lambda = \{ y \in C([0, 1], \mathcal{W}) \text{ such that } y(0) = 0 \quad \text{and} \quad J(y(1)) < 0 \}. \]

We are going to estimate the minimax value \( d \) of the functional \( J \). The idea is to construct a sequence of functions \( (v_n) \in \mathcal{W} \), and estimate \( \max\{J(v_n) : t \geq 0\} \). For this goal, let us consider the following Moser sequence:

\[ \psi_n(t) = \begin{cases} \frac{\log(1 + t)}{\log^p(1 + n)} & \text{if } 0 \leq t \leq n, \\ \frac{\log^p(1 + n)}{\log^p(1 + n)} & \text{if } t \geq n. \end{cases} \quad (16) \]

Let \( v_n(x) \) be the function defined by

\[ \psi_n(t) = \frac{1}{\omega_{N-1}^{N-1}} v_n(x), \quad \text{where } e^{-t} = |x|. \]

With this choice of \( \psi_n \), the sequence \( (v_n) \) is normalized since

\[ |v_n|^N = \frac{1}{\omega_{N-1}} \int_B \left| \nabla \psi_n \right|^N \left| \log \left( \frac{e}{|x|} \right) \right|^{N-1} dx = \int_0^{+\infty} \left| \psi(t)^N (1 + t)^{N-1} \right| dt = 1. \]

We have the following elementary crucial result.

**Lemma 6.** We have

\[ \lim_{n \to +\infty} \int_0^{+\infty} \exp(N e^{\psi_n} - N t) dt = \left( \frac{N + 1}{N} \right) e^{\psi_j}. \]

**Proof.** We make the changes of variable \( s = 1 + t \) and \( j = n + 1 \), so
\[ \int_0^{+\infty} \exp(Ne^{\psi(s)} - Nt)dt = \frac{e^N}{N} + \int_0^n \exp\left(Ne^{\psi(s)} - Nt\right)dt \]
\[ = \frac{e^N}{N} + \int_1^j \exp\left(Ns\left(\frac{\log s}{\log j}\right)^{\frac{1}{\alpha}} - N(s - 1)\right) ds \]
\[ = \frac{e^N}{N} + e^N \int_1^j \exp\left(Ns\left(\frac{\log s}{\log j}\right)^{\frac{1}{\alpha}} - Ns\right) ds. \]

We claim that
\[ \lim_{j \to +\infty} \int_1^j \exp\left(Ns\left(\frac{\log s}{\log j}\right)^{\frac{1}{\alpha}} - Ns\right) ds = 1. \]

Indeed, for any \( j > 4 \), we have
\[ \psi_j(s) = Ns\left(\frac{\log s}{\log j}\right)^{\frac{1}{\alpha}} - Ns \quad \text{with} \quad s \geq 1. \]

The interval \([1, j]\) is then divided as follows:
\[ [1, j] = \left[1, j^{\frac{1}{\alpha}}\right] \cup \left[j^{\frac{1}{\alpha}}, j - j^{\frac{1}{\alpha}}\right] \cup \left[j - j^{\frac{1}{\alpha}}, j\right]. \]

First, we consider the interval \( \left[1, j^{\frac{1}{\alpha}}\right]. \) Since
\[ \chi_{\left[1, j^{\frac{1}{\alpha}}\right]}(s)e^{\psi_j(s)} \leq e^{Nj^{\frac{1}{\alpha}} - Ns} \in L^1([1, +\infty)), \]
\[ \chi_{\left[1, j^{\frac{1}{\alpha}}\right]}(s)e^{\psi_j(s)} \to e^{N-Ns} \quad \text{for a.e} \quad s \in [1, +\infty), \text{as} \quad j \to +\infty, \]
then, using the Lebesgue-dominated convergence theorem, we obtain
\[ \lim_{j \to +\infty} \int_1^j \exp\left(Ns\left(\frac{\log s}{\log j}\right)^{\frac{1}{\alpha}} - Ns\right) ds = \lim_{j \to +\infty} \int_1^j \chi_{\left[1, j^{\frac{1}{\alpha}}\right]}(s)e^{\psi_j(s)} ds = \frac{1}{N}. \]

Now, we are going to study the limit of this integral on \( \left[j^{\frac{1}{\alpha}}, j - j^{\frac{1}{\alpha}}\right] \) and \( \left[j - j^{\frac{1}{\alpha}}, j\right], \) so we compute
\[ \psi\left(j^{\frac{1}{\alpha}}\right) = -Nj^{\frac{1}{\alpha}}\left(1 - j^{\frac{1}{\alpha}}\right) \]
and
\[ \psi\left(j^{\frac{1}{\alpha}}\right) = -j^{\frac{1}{\alpha}} \quad \text{for all} \quad j \geq 4. \quad (17) \]

We have also
\[ \psi\left(j - j^{\frac{1}{\alpha}}\right) = N \exp\left(\frac{1}{\log^{\frac{1}{\alpha}} j} \left[\log j + \log\left(1 - j^{\frac{1}{\alpha}}\right)^{\frac{1}{\alpha}}\right]\right) - N\left(j - j^{\frac{1}{\alpha}}\right) \]
\[ = N \exp\left(\log j + \frac{\log\left(1 - j^{\frac{1}{\alpha}}\right)^{\frac{1}{\alpha}}}{\log j}\right) - N\left(j - j^{\frac{1}{\alpha}}\right) \]
\[ \begin{align*}
&= N \left[ \exp \left( \log j \left( 1 - N' \frac{j^{2^N-N}} {\log j} + o \left( \frac{j^{2^N-N}} {\log j} \right) \right) \right) - j \right] + N_j \frac{j} {2^N-N} \\
&= N_j \left[ \exp \left( -N' \frac{j^{2^N-N}} {\log j} + o \left( \frac{j^{2^N-N}} {\log j} \right) \right) - 1 \right] + N_j \frac{j} {2^N-N}.
\end{align*} \]

Therefore, for every \( \varepsilon \in (0, 1) \), there exists \( j_0 \geq 1 \) such that

\[ \psi_j \left( j - j^{2^N-N} \right) \leq N_j \frac{j} {2^N-N} \left( 1 - (1 - \varepsilon)N' \right) \quad \text{for every } j \geq j_0. \]  

(18)

Let \( j \) be fixed and large enough. A qualitative study conducted on \( \psi_j \) in \([1, +\infty)\) shows that there exists a unique \( s_j \in (1, j) \) such that the derivative of \( \psi_j(s_j) = 0 \) and consequently

\[ \int_{j^{2^N-N}}^{j^{2^N-N}} e^{\psi_j(s)} ds \leq \left( j - 2j^{2^N-N} \right) e^{\max \left( \psi_j \left( j^{2^N-N} \right), \psi_j \left( j - j^{2^N-N} \right) \right) } . \]

In addition, from (17) and (18) with \( \varepsilon = \frac{1} {N'} \), we obtain

\[ \max \left( \psi_j \left( j^{2^N-N} \right), \psi_j \left( j - j^{2^N-N} \right) \right) \leq -j^{2^N-N}, \]

as condition that \( j \) is large enough. Hence, there exists \( \tilde{j} \geq 1 \) such that

\[ \int_{j^{2^N-N}}^{j^{2^N-N}} e^{\psi_j(s)} ds \leq \left( j - 2j^{2^N-N} \right) e^{-j^{2^N-N}} \quad \text{for all } j \geq \tilde{j}. \]

Therefore,

\[ \lim_{j \to +\infty} \int_{j^{2^N-N}}^{j^{2^N-N}} \exp \left( Ne \left( \frac{\psi_j(s)} {2^N-N} \right) - Ns \right) ds = 0. \]

Finally, we will study the limit on the interval \( \left[ j - j^{2^N-N}, j \right] \). We mention that for a fixed \( j \geq 1 \) large enough, \( \psi_j \) is a convex function on \( \left[ j - j^{2^N-N}, +\infty \right) \), and \( \psi_j(j) = 0 \), so we can obtain this estimate

\[ \psi_j(s) \leq \frac{j - s} {j^{2^N-N}} \psi_j \left( j - j^{2^N-N} \right), \quad s \in \left[ j - j^{2^N-N}, j \right]. \]

On the other hand, in view of (17) and (18), if \( \varepsilon \in (0, \frac{1} {N'}) \) and \( j \geq j_0 \), we have

\[ \psi_j(s) \leq N(1 - (1 - \varepsilon)N')(j - s), \quad s \in \left[ j - j^{2^N-N}, j \right]. \]  

(19)

Furthermore, using the fact that \( \psi_j \) is convex on \( \left[ j - j^{2^N-N}, +\infty \right) \) and \( \psi_j(j) = N' \), we obtain

\[ \psi_j(s) \geq \phi_j(j)(s - j) = N'(s - j), \quad s \in \left[ j - j^{2^N-N}, j \right]. \]

(20)

Then, by bringing together (19) and (20), we deduce

\[ \frac{1} {N'} \leq \lim_{j \to +\infty} \int_{j - j^{2^N-N}}^{j} e^{\psi_j(s)} ds \leq \frac{1} {N(1 - (1 - \varepsilon)N')}. \]

By tending \( \varepsilon \) to zero, we obtain
\[
\lim_{j \to +\infty} \int_{j^\frac{1}{N-1}} \exp \left( \frac{\mu_{N-1}}{N} - Ns \right) \, ds = \frac{1}{N}.
\]

So, our claim is proved and the lemma follows. \(\square\)

Finally, we give the desired estimate.

**Lemma 7.** Assume that if \((G_1), (G_2), (H_1), (H_2),\) and \((H_4)\) hold, then

\[
d < \frac{1}{N} G \left( \frac{\omega_{N-1}}{a_0^{-1}} \right).
\]

**Proof.** We have \(v_0 \geq 0\) and \(\|v_0\| = 1\). Then, from Lemma 5, \(J(tv_0) \to -\infty\) as \(t \to +\infty\). As a consequence,

\[
d \leq \max_{t \geq 0} J(tv_0).
\]

We argue by contradiction and suppose that for all \(n \geq 1\),

\[
\max_{t \geq 0} J(tv_0) \geq \frac{1}{N} G \left( \frac{\omega_{N-1}}{a_0^{-1}} \right).
\]

Since \(J\) possesses the mountain pass geometry, for any \(n \geq 1\), there exists \(t_n > 0\) such that

\[
\max_{t \geq 0} J(tv_0) = J(t_nv_0) \geq \frac{1}{N} G \left( \frac{\omega_{N-1}}{a_0^{-1}} \right).
\]

Using the fact that \(F(x, t) \geq 0\) for all \((x, t) \in B \times \mathbb{R}\), we obtain

\[
G(t_nv_0) \geq \frac{1}{N} G \left( \frac{\omega_{N-1}}{a_0^{-1}} \right).
\]

On one hand, the condition \((G_1)\) implies that \(G : [0, +\infty) \to [0, +\infty)\) is an increasing bijection. So

\[
t_n \geq \frac{\omega_{N-1}}{a_0^{-1}}. \tag{21}
\]

On the other hand,

\[
\frac{d}{dt} f(tv_0) \bigg|_{t=t_n} = g(t_n) t_n^{N-1} - \int_B f(x, t_nv_0) v_0 \, dx = 0,
\]

that is,

\[
g(t_n) t_n^{N-1} = \int_B f(x, t_nv_0) v_0 \, dx. \tag{22}
\]

Now, we claim that the sequence \(t_n\) is bounded in \((0, +\infty)\).

Indeed, it follows from \((H_4)\) that for all \(\varepsilon > 0\), there exists \(t_\varepsilon > 0\) such that

\[
f(x, t| t \geq (\psi_0 - \varepsilon) \exp(\mu_{N-1} t) \quad \forall \|x\| \geq t_\varepsilon \quad \text{uniformly in } x \in B. \tag{23}
\]

From (16) and (22), we have

\[
g(t_n) t_n^{N-1} = \int_B f(x, t_nv_0) v_0 \, dx \geq \omega_{N-1} \int_n^{+\infty} f \left( e^{\varepsilon}, t_n \frac{\psi_0}{\omega_{N-1}} \right) t_n \frac{\psi_0}{\omega_{N-1}} \, e^{-N\varepsilon} \, ds.
\]
Also,

\[ t_n \frac{\psi_n}{\omega^{N-1}_n} = t_n \left( \frac{\log(1 + n)}{\omega^{N-1}_n} \right)^{\frac{1}{\rho'}} \geq \left( \frac{\log(1 + n)}{\alpha_0} \right)^{\frac{1}{\rho'}}, \]

then, it follows from (23) that for all \( \varepsilon > 0 \), there exists \( n_0 \) such that for all \( n \geq n_0 \)

\[ g(t_n^N) t_n^N \geq \omega_{N-1} \varepsilon \int \frac{\omega_{N-1}}{\omega_{N-1}} \exp \left( \frac{\alpha_0}{\omega_{N-1}^N} \right) ds, \]

that is,

\[ g(t_n^N) t_n^N \geq \frac{\omega_{N-1}}{N} (\varepsilon - \varepsilon) \exp \left( \frac{\alpha_0}{\omega_{N-1}^N} \log(1 + n) \right). \]

Using the condition \((G_2)\), we obtain

\[ g(1) t_n^N \geq \frac{\omega_{N-1}}{N} (\varepsilon - \varepsilon) \exp \left( \frac{\alpha_0}{\omega_{N-1}^N} \log(1 + n) \right). \]

From (25), we obtain for \( n \) large enough

\[ 1 \geq \frac{\omega_{N-1}}{N} (\varepsilon - \varepsilon) \exp \left( \frac{\alpha_0}{\omega_{N-1}^N} \log(1 + n) \right). \]

Therefore, \((t_n)\) is bounded in \( R \). Now, suppose that

\[ \lim_{n \to +\infty} t_n^N > \frac{\omega_{N-1}}{\alpha_0^{N-1}}. \]

For \( n \) large enough, \( t_n^N > \frac{\omega_{N-1}}{\alpha_0^{N-1}} \) and in this case, the right-hand side of inequality (25) will give the unboundedness of the sequence \((t_n)\). Since \((t_n)\) is bounded, we obtain

\[ \lim_{n \to +\infty} t_n^N = \frac{\omega_{N-1}}{\alpha_0^{N-1}}. \]

Now, we are going to estimate the expression in (22). So let

\[ B_{N^+} = \{ x \in B ; \quad t_n \varepsilon_n(x) \geq t_c \} \quad \text{and} \quad B_{N^-} = \{ x \in B ; \quad t_n \varepsilon_n(x) < t_c \}. \]

We have

\[ g(t_n^N) t_n^N \geq (\varepsilon - \varepsilon) \int_{B_{N^+}} \exp(\omega_{N-1} \varepsilon_n) dx + \int_{B_{N^-}} f(x, t_n \varepsilon_n) t_n \varepsilon_n dx, \]

then

\[ g(t_n^N) t_n^N \geq (\varepsilon - \varepsilon) \int_B \exp(\omega_{N-1} \varepsilon_n) dx - (\varepsilon - \varepsilon) \int_{B_{N^-}} \exp(\omega_{N-1} \varepsilon_n) dx + \int_{B_{N^-}} f(x, t_n \varepsilon_n) t_n \varepsilon_n dx. \]

The sequence \((\varepsilon_n)\) converges to 0 in \( B \) and \( \chi_{B_{N^-}} \) converges to 1 a.e. in \( B \). By using the dominated convergence theorem, we obtain

\[ \lim_{n \to +\infty} \int_{B_{N^-}} f(x, t_n \varepsilon_n) t_n \varepsilon_n dx = 0 \]
and
\[
\lim_{n \to +\infty} \int_{B_{n-1}} \exp(\alpha N_{\alpha}^{\omega N}) dx \leq \frac{\alpha N_{\alpha}^{\omega N}}{N} e^N.
\]

We also have
\[
\lim_{n \to +\infty} \int_{B} \exp\left(\alpha N_{\alpha}^{\omega N}\right) dx = \lim_{n \to +\infty} \int_{0}^{+\infty} \exp(\alpha N_{\alpha}^{\omega N} - N t) dt.
\]

Then using (21) and Lemma 6, we obtain
\[
\lim_{n \to +\infty} \int_{B} \exp(\alpha N_{\alpha}^{\omega N}) dx \geq \lim_{n \to +\infty} \int_{B} \exp\left(\alpha N_{\alpha}^{\omega N}\right) dx = \alpha N_{\alpha}^{\omega N} \left(\frac{N + 1}{N}\right) e^N.
\]

Passing to the limit in (26), we obtain
\[
\left(\frac{\alpha N_{\alpha}^{\omega N}}{a_0^{\omega N}}\right) \left(\frac{\alpha N_{\alpha}^{\omega N}}{a_0^{\omega N}}\right) \geq (Y_0 - \epsilon) \alpha N_{\alpha}^{\omega N} e^N,
\]

for all \(\epsilon > 0\). So,
\[
Y_0 \leq \frac{1}{a_0^{\omega N} e^N} \left(\frac{\alpha N_{\alpha}^{\omega N}}{a_0^{\omega N}}\right),
\]

which contradicts the condition \((H_6)\). Hence, the lemma is proved. \(\square\)

5 Proof of main results

First, we begin by some crucial lemmas.

Now, we consider the Nehari manifold associated with the functional \(J\), namely,
\[
\mathcal{N} = \{u \in \mathcal{W} : J'(u)u = 0, u \neq 0\},
\]
and the number \(c = \inf_{u \in \mathcal{N}} J(u)\). We have the following lemmas.

Lemma 8. Assume that the condition \((H_3)\) holds, then for each \(x \in B\),
\[
tf(x, t) - 2NF(x, t) \text{ is increasing for } t \geq 0.
\]

Proof. Assume that \(0 < t < s\). For each \(x \in B\), we have
\[
tf(x, t) - 2NF(x, t) = \frac{f(x, t)}{t^{2N-1}} t^{2N} - 2NF(x, s) + 2N \int_{t}^{s} f(x, v) dv
\]
\[
< \frac{f(x, s)}{s^{2N-1}} s^{2N} - 2NF(x, s) + \frac{f(x, s)}{s^{2N-1}} (s^{2N} - t^{2N})
\]
\[
= sf(x, s) - 2NF(x, s). \quad \square
\]

Lemma 9. If \((G_2)\) and \((H_3)\) are satisfied, then \(d \leq c\).

Proof. Let \(\bar{u} \in \mathcal{N}, \bar{u} > 0\) and consider the function \(\psi : (0, +\infty) \to \mathbb{R}\) defined by \(\psi(t) = J(t\bar{u})\). \(\psi\) is differentiable and we have
We have \( g(||u||^N)||u||^N = \int_B f(x, u) dx \). Hence, 
\[
\psi'(t) = t^{2N-||u||^N} \left( g(T^N ||u||^N) - g(||u||^N) \right) + t^{2N-1} \int_B \left( f(x, u) - f(x, tu) \right) ||u||^N dx.
\]

We have that \( \psi'(1) = 0 \). We also have by conditions \((G_2)\) and \((H_2)\) that \( \psi'(t) > 0 \) for all \( 0 < t < 1 \) and \( \psi'(t) < 0 \) for all \( t > 1 \). It follows that 
\[
\mathcal{J}(\bar{u}) = \max_{t \geq 0} \mathcal{J}(t\bar{u}).
\]

We define the function \( \lambda : [0, 1] \to \mathcal{W} \) such that \( \lambda(t) = t\bar{u} \), with \( \mathcal{J}(t\bar{u}) < 0 \). We have \( \lambda \in \Lambda \), and hence 
\[
d \leq \max_{t \in [0,1]} \mathcal{J}(\lambda(t)) = \max_{t \geq 0} \mathcal{J}(t\bar{u}) = \mathcal{J}(\bar{u}).
\]

Since \( \bar{u} \in \mathcal{N} \) is arbitrary, then \( d \leq c \). \(\Box\)

### 5.1 Proof of Theorems 1.2 and 1.3

Since \( \mathcal{J} \) possesses the mountain pass geometry, there exists \( u_n \in \mathcal{W} \) such that 
\[
\mathcal{J}(u_n) = \frac{1}{N} G(||u_n||^N) - \int_B F(x, u_n) dx \to d, \quad n \to +\infty
\]
and 
\[
|\mathcal{J}'(u_n)\phi| = |g(||u_n||^N) \int_B \sigma(x)|\nabla u_n|^N-2 \nabla \phi dx - \int_B f(x, u_n)\phi dx| \leq \varepsilon_n ||\phi||, \quad \phi \in \mathcal{W}, \quad \varepsilon_n \to 0, \quad n \to +\infty.
\]

By (27), for all \( \varepsilon > 0 \), there exists a constant \( C > 0 \) 
\[
\frac{1}{N} G(||u_n||^N) \leq C + \int_B F(x, u_n) dx.
\]

From (8), we have 
\[
\frac{1}{N} G(||u_n||^N) \leq C + \int_{|u_n| \leq t_\varepsilon} F(x, u_n) dx + \varepsilon \int_B f(x, u_n) u_n dx.
\]

From (28) and (10), we obtain 
\[
\frac{1}{2^N} G(||u_n||^N) ||u_n||^N \leq \frac{1}{N} G(||u_n||^N) \leq C_1 + \varepsilon \varepsilon_n ||u_n|| + \varepsilon g(||u_n||^N) ||u_n||^N,
\]
for some constant \( C_1 > 0 \). Using the condition \((G_1)\), for all \( \varepsilon \) such that \( 0 < \varepsilon < \frac{1}{2^N} \) we obtain 
\[
g \left( \frac{1}{2^N} - \varepsilon \right) ||u_n||^N \leq C_1 + \varepsilon \varepsilon_n ||u_n||,
\]
and we deduce that the sequence \((u_n)\) is bounded in \( \mathcal{W} \). As a consequence, there exists \( u \in \mathcal{W} \) such that, up to subsequence, \( u_n \to u \) weakly in \( \mathcal{W} \), \( u_n \to u \) strongly in \( L^q(B) \), for all \( q \geq 1 \).
Furthermore, we have from (28) and (8) that

\[ 0 < \int_B f(x, u_n)u_n \leq C \]

and

\[ 0 < \int_B F(x, u_n) \leq C. \]

Since by Lemma 2, we have

\[ f(x, u_n) \to f(x, u) \quad \text{in } L^1(B) \quad \text{as } n \to +\infty, \]

then, it follows from \((H_2)\) and the generalized Lebesgue-dominated convergence theorem that

\[ F(x, u_n) \to F(x, u) \quad \text{in } L^1(B) \quad \text{as } n \to +\infty. \]

So,

\[ \lim_{n \to +\infty} G(\|u_n\|^N) = N(d + \int_B F(x, u)dx). \]

Next, we are going to make some claims. **Claim 1.** \(\nabla u_n(x) \to \nabla u(x)\) a.e \(x \in B\). Indeed, for any \(\eta > 0\), let \(\mathcal{A}_\eta = \{x \in B, |u_n - u| \geq \eta\}\). For all \(t \in \mathbb{R}\), for all positive \(c > 0\), we have

\[ ct \leq Ne^t + \frac{c^2}{N}. \]

It follows that for \(t = \omega N^{\frac{1}{N} - 1} \left(\frac{|u_n - u|}{|u_n - u|}\right)^N\), \(c = \frac{1}{N^{\frac{1}{N} - 1}}\|u_n - u\|^N\), we obtain

\[ |u_n - u|^N \leq Ne^{\frac{2}{N^{\frac{1}{N} - 1}}} \left(\frac{|u_n - u|}{|u_n - u|}\right)^N + \frac{1}{N} \|u_n - u\|^2 \leq Ne^{\frac{1}{N^{\frac{1}{N} - 1}}} \left(\frac{|u_n - u|}{|u_n - u|}\right)^N + C_1(N), \]

where \(C_1(N)\) is a constant depending only on \(N\) and the upper bound of \(\|u_n\|\). So, if we denote by \(L(\mathcal{A}_\eta)\) the Lebesgue measure of the set \(\mathcal{A}_\eta\), we obtain

\[ L(\mathcal{A}_\eta) = \int_{\mathcal{A}_\eta} e^{\|u_n - u\|^N} e^{-|u_n - u|^N} dx \leq e^{-\|u_n\|^N} \int_{\mathcal{A}_\eta} \exp \left( Ne^{\frac{1}{N^{\frac{1}{N} - 1}}} \left(\frac{|u_n - u|}{|u_n - u|}\right)^N + C_1(N) \right) dx \]

\[ \leq e^{-\|u_n\|^N} e^{C_1(N)} \int_{\mathcal{B}} \exp \left( Ne^{\frac{1}{N^{\frac{1}{N} - 1}}} \left(\frac{|u_n - u|}{|u_n - u|}\right)^N \right) dx \]

\[ \leq e^{-\|u_n\|^N} C_2(N) \to 0 \quad \text{as } \eta \to +\infty, \]

where \(C_2(N)\) is a positive constant depending only on \(N\) and the upper bound of \(\|u_n\|\). It follows that

\[ \int_{\mathcal{A}_\eta} |\nabla u_n - \nabla u|dx \leq Ce^{-\frac{1}{N^{\frac{1}{N} - 1}}} \left( \int_{\mathcal{B}} |\nabla u_n - \nabla u|^2 \sigma(x)dx \right)^{\frac{1}{2}} \to 0 \quad \text{as } \eta \to +\infty. \]

We define for \(\eta > 0\), the truncation function used in [26]

\[ T_\eta(s) = \begin{cases} s & \text{if } |s| < \eta \\ \eta - \frac{s}{|s|} & \text{if } |s| \geq \eta. \end{cases} \]
If we take $\varphi = T_\eta(u_n - u) \in \mathcal{W}$, then $\nabla \varphi = \chi_{B \setminus \mathcal{A}_\eta} \nabla (u_n - u)$. Considering $\varphi$ in (28) we obtain

$$
\left| g(\|u_n\|^N) \int_{B \setminus \mathcal{A}_\eta} \sigma(x)[|\nabla u_n|^{N-2}\nabla u_n - |\nabla u|^{N-2}\nabla u]. (\nabla u_n - \nabla u) dx \right|
\leq \left| g(\|u_n\|^N) \int_{B \setminus \mathcal{A}_\eta} \sigma(x)|\nabla u_n|^{N-2}\nabla u. (\nabla u_n - \nabla u) dx \right| + \int_B f(x, u_n) T_\eta(u_n - u) dx + \varepsilon_n\|T_\eta(u_n - u)\|.$$

Since $u_n \rightharpoonup u$ weakly in $\mathcal{W}$, then $\left| \int_B f(x, u_n) T_\eta(u_n - u) dx \right| \to 0$. By (29) and the Lebesgue-dominated convergence theorem, we obtain

$$
\int_B f(x, u_n) T_\eta(u_n - u) dx \to 0 \text{ as } n \to +\infty.
$$

Using the well-known inequality,

$$
\langle |x|^{N-2} x - |y|^{N-2} y, x - y \rangle \geq 2^{2-N} |x - y|^N \quad \forall x, y \in \mathbb{R}^N, \quad N \geq 2,
$$

$\langle \cdot, \cdot \rangle$ is the inner product in $\mathbb{R}^N$ and the fact that $0 < g_0 \leq g(\|u_n\|^N)$, one has

$$
\int_{B \setminus \mathcal{A}_\eta} \sigma(x)|\nabla u_n - \nabla u|^{N} dx \to 0.
$$

Therefore,

$$
\int_{B \setminus \mathcal{A}_\eta} |\nabla u_n - \nabla u|^{N} dx \leq \left( \int_{B \setminus \mathcal{A}_\eta} \sigma(x)|\nabla u_n - \nabla u|^{N} dx \right)^{\frac{1}{N}} \left( \mathcal{L}(B \setminus \mathcal{A}_\eta) \right)^{\frac{1}{N}} \to 0 \text{ as } n \to +\infty. \quad (33)
$$

From (32) and (33), we deduce that

$$
\int_B |\nabla u_n - \nabla u| dx \to 0 \text{ as } n \to +\infty.
$$

Therefore, $\nabla u_n(x) \to \nabla u(x)$ a.e $x \in B$ and claim 1 is proved.

**Claim 2.** At this stage, we affirm that $u \neq 0$. Indeed, we argue by contradiction and suppose that $u \equiv 0$.

Therefore, $\int_B F(x, u_n) dx \to 0$, and consequently, we obtain

$$
\frac{1}{N} G(\|u_n\|^N) \to d < \frac{1}{N} G\left( \frac{w_{N-1}}{a_0^{N-1}} \right). \quad (34)
$$

First, we claim that there exists $q > 1$ such that

$$
\int_B |f(x, u_n)|^{q} dx \leq C. \quad (35)
$$

By (28), we have

$$
\left| g(\|u_n\|^N)\|u_n\|^N - \int_B f(x, u_n) u_n dx \right| \leq C\varepsilon_n.
$$
So,
\[ g(\|u_n\|^N}\|u_n\|^N) \leq C\epsilon_n + \left( \int_B |f(x, u_n)|^q \right)^{\frac{1}{q}} \left( \int_B |u_n|^q \right)^{\frac{1}{q}}, \]
where \( q' \) is the conjugate of \( q \). Since \((u_n)\) converges to 0 in \( L^q(B) \)
\[ \lim_{n \to +\infty} g(\|u_n\|^N\|u_n\|^N) = 0. \]
From the condition \((G_1)\), we obtain
\[ \lim_{n \to +\infty} \|u_n\|^N = 0, \]
then \( u_n \to 0 \) in \( \mathcal{W} \). Therefore, \( \mathcal{J}(u_n) \to 0 \), which is in contradiction with \( d > 0 \).

For the proof of claim (35), since \( f \) has critical growth, for every \( \epsilon > 0 \) and \( q > 1 \), there exists \( t_\epsilon > 0 \) and \( C > 0 \) such that for all \( |t| \geq t_\epsilon \), we have
\[ |f(x, t)|^q \leq C \exp\left( Ne^{\alpha_0(1+\epsilon)|t|^N}\right). \]

Consequently,
\[ \int_B |f(x, u_n)|^q \, dx = \int_{|u_n| \leq \left(\frac{\alpha_0}{N}\right)} |f(x, u_n)|^q \, dx + \int_{|u_n| > \left(\frac{\alpha_0}{N}\right)} |f(x, u_n)|^q \, dx \]
\[ \leq \omega_{N-1} \max_{|t| = \left(\frac{\alpha_0}{N}\right)} |f(x, t)|^q + C \int_B \exp(\alpha_0(1+\epsilon)|u|^N) \, dx. \]

Since \((G^{-1}(Nd))^{\frac{1}{N-1}} < \frac{\alpha_0}{N}\), there exists \( \eta \in (0, \frac{1}{2}) \) such that \((G^{-1}(Nd))^{\frac{1}{N-1}} = (1 - 2\eta)\frac{\alpha_0}{N}\). From (34), \( \|u_n\|^N \to (G^{-1}(Nd))^{\frac{1}{N-1}} \), so there exist \( n_\eta \in \mathbb{N} \) such that \( \alpha_0\|u_n\|^N \leq (1 - \eta)\omega_{N-1}^{1/N} \), for all \( n \geq n_\eta \). Therefore,
\[ \alpha_0(1 + \epsilon) \left( \frac{|u_n|}{\|u_n\|} \right)^N \|u_n\|^N \leq (1 + \epsilon)(1 - \eta) \left( \frac{|u_n|}{\|u_n\|} \right)^N \omega_{N-1}^{1/N}. \]

We choose \( \epsilon > 0 \) small enough to obtain
\[ (1 + \epsilon)(1 - \eta) < 1, \]
hence the second integral is uniformly bounded in view of (7).

**Claim 3.** \( g(\|u\|^N)\|u\|^N \geq \int_B f(x, u) \, du \). We proceed by contradiction and we suppose that \( g(\|u\|^N)\|u\|^N < \int_B f(x, u) \, du \). Hence, \( \mathcal{J}'(u) < 0 \). The function \( \psi : t \to \psi(t) = \mathcal{J}'(tu)u \) is positive for \( t \) small enough. Indeed, from (9) and the critical (resp subcritical) growth of the nonlinearity \( f \), for every \( \epsilon > 0 \), for every \( q > N \), there exist positive constants \( C \) and \( \alpha_0 \) such that
\[ |f(x, t)| \leq C|t^{N-1} + C|t^q \exp\left(e^{\frac{C|t|^N}{N}}\right), \quad \forall (t, x) \in \mathbb{R} \times B. \]

Then, using the condition \((G_1)\), the last inequality, and the Hölder inequality, we obtain
\[ \psi(t) = g(t^N\|u\|^N)t^{N-1}\|u\|^N - \int_B f(x, tu) \, du \]
\[ \geq g_0 t^{N-1}\|u\|^N - \epsilon t^{N-1} \int_B u^N \, dx - C \left( \int_B \exp\left( Ne^{\alpha_0\|u\|^N}\right) \, dx \right) \left( \int_B u^N \, dx \right)^{\frac{1}{N}}. \]
In view of (7) the integral \( \int_B \exp(Ne^{\alpha N u^p}) \, dx = \int_B \exp \left( Ne^{\frac{\alpha N}{e^{\alpha N/|u|}} |u|^p} \right) \, dx < \infty \), provided \( t \leq \frac{\alpha N}{e^{\alpha N/|u|}} \). Using the radial Lemma 1, we obtain \( ||u||^p_N \leq C ||u||^q \). Then,

\[
\psi(t) \geq g_0 t^{N-1} ||u||^N - C_0 t^N - ||u||^N - C_0 ||u||^q = ||u||^N t^{N-1} \left( g_0 - C_0 t^{q-(N-1)} ||u||^{q-N} \right).
\]

We choose \( \varepsilon > 0 \), such that \( g_0 - C_0 \varepsilon > 0 \) and since \( \eta \in (0, 1) \) such that \( \psi(\eta u) = 0 \). Therefore, \( \eta u \in \mathcal{N} \). Using (10), the result of Lemma 7, the semicontinuity of norm, and Fatou’s lemma, we obtain

\[
\begin{aligned}
\int_B \int_B |\nabla u|^N |\nabla v|^N &= \int_B \int_B f(x, u) v \, dx \\
&\geq \liminf_{n \to \infty} \left[ \frac{1}{N} G(||u||^N) - \frac{1}{2N} G(||u||^N) ||u||^N + \frac{1}{2N} \int_B (f(x, u) u_n - 2NF(x, u_n)) \, dx \right] \\
&\leq \lim_{n \to \infty} \left[ \mathcal{J}(u_n) - \frac{1}{2N} \mathcal{J}'(u_n) u_n \right] = d,
\end{aligned}
\]

which is absurd and Claim 3 is well established.

**Claim 4.** \( u > 0 \). Indeed, since \((u_n)\) is bounded, up to a subsequence, \( ||u|| \to \rho > 0 \). In addition, \( \mathcal{J}'(u_n) \to 0 \) leads to

\[
g(\rho |u|) \int_B |\nabla u|^N |\nabla v|^N |v|^2 \, dx = \int_B f(x, u) v \, dx, \quad \forall v \in \mathcal{W}.
\]

By taking \( v = u^r \), with \( w = \max(\pm w, 0) \), we obtain \( ||u||^N = 0 \) and so \( u = u^r \geq 0 \). Since the nonlinearity has critical growth at \(+\infty\) and from the Trudinger-Moser inequality (7), \( f(.,u) \in L^p(B) \), for all \( p \geq 1 \). So, by elliptic regularity \( u \in W^{2,p}(B, \sigma) \), for all \( p \geq 1 \). Therefore, by Sobolev imbedding \( u \in C^{1,\gamma}(B) \).

Let us define \( B_0 = \{ x \in B : u(x) = 0 \} \). The set \( B_0 = \emptyset \). Indeed, suppose by contradiction that \( B_0 \neq \emptyset \). Since \( f(x, u) \geq 0 \), by the Harnack inequality (see [16], Theorem 1.9), we can deduce that \( B_0 \) is an open and closed set of \( B \). In virtue of the connectedness of \( B \), we reach a contradiction. Hence, Claim 4 is proved.

We affirm that \( \mathcal{J}(u) = d \). Indeed, by Claim 3, (10), and Lemma 8, we obtain

\[
\mathcal{J}(u) \geq \frac{1}{N} G(||u||^N) - \frac{1}{2N} G(||u||^N) ||u||^N + \frac{1}{2N} \int_B (f(x, u) - 2NF(x, u)) \, dx \geq 0.
\]

(36)

Now, using the semicontinuity of the norm and (30), we obtain,

\[
\mathcal{J}(u) \leq \frac{1}{N} \liminf_{n \to \infty} G(||u_n||^N) - \int_B F(x, u) \, dx = d.
\]

Suppose that

\[
\mathcal{J}(u) < d.
\]

Then

\[
||u||^N < \rho^N.
\]

(37)

In addition,

\[
\frac{1}{N} G(\rho^N) = \frac{1}{N} \lim_{n \to \infty} G(||u_n||^N) = \left( d + \int_B F(x, u) \, dx \right).
\]

(38)
which means that

\[ \rho^N = G^{-1} \left( Nd + N \int_{B} F(x, u) \, dx \right). \]

Set

\[ v_n = \frac{u_n}{\| u_n \|} \quad \text{and} \quad v = \frac{u}{\rho}. \]

We have \( |v_n| = 1, v_n \rightarrow v \) in \( W, v \neq 0, \) and \( |v| < 1. \) So, by Lemma 3, we obtain

\[ \sup_n \int_{B} \exp \left( Ne^\frac{v_n}{\rho^N} \right) \, dx < \infty, \]

for \( 1 < p < (1 - |v|^N) \frac{1}{\pi^2}. \)

By (27), (30), and (38), we have the following equality:

\[ Nd - NF(u) = G(\rho^N) - G(|u|^N). \]

From (36), Lemma 7, and the last equality, we obtain

\[ G(\rho^N) \leq Nd + G(|u|^N) < G \left( \frac{\omega_{N-1}}{a_0^{N-1}} \right) + G(|u|^N). \]

Now, using the condition (G), one has

\[ \rho^N < G^{-1} \left( G \left( \frac{\omega_{N-1}}{a_0^{N-1}} \right) + G(|u|^N) \right) \leq \frac{\omega_{N-1}}{a_0^{N-1}} + |u|^N. \quad (39) \]

Since

\[ \rho^N = \left( \frac{\rho^N - |u|^N}{1 - |v|^N} \right)^{\frac{1}{N-1}}, \]

we deduce from (39) that

\[ \rho^N < \left( \frac{\omega_{N-1}}{a_0^{N-1}} \right)^{\frac{1}{N-1}}. \quad (40) \]

On one hand, we have this estimate \( \int_{B} |f(x, u_n)|^q \, dx < C. \) Indeed, for \( \varepsilon > 0, \)

\[ \int_{B} |f(x, u_n)|^q \, dx = \int_{\{ |u_n| \leq \varepsilon \}} |f(x, u_n)|^q \, dx + \int_{\{ |u_n| > \varepsilon \}} |f(x, u_n)|^q \, dx \]

\[ \leq \omega_{N-1} \max_{B \setminus [-\varepsilon, \varepsilon]} |f(x, \ell)|^q + C \int_{B} \exp(\alpha |u_n|) \, dx \]

\[ \leq C_\varepsilon + C \int_{B} \exp(\alpha |u_n| |u_m|) \, dx \leq C \]

if we have \( \alpha_0 (1 + \varepsilon) |u_n| \leq \frac{1}{\pi^2}, \) with \( 1 < p < (1 - |v|^N) \frac{1}{\pi^2}. \)

From (40), there exists \( \delta \in (0, \frac{1}{2}) \) such that \( \rho^N = (1 - 2\delta) \left( \frac{\omega_{N-1}}{a_0^{N-1}} \right)^{\frac{1}{N-1}}. \)
Since \( \lim_{n \to \infty} ||u_n||^N = \rho^N \) then, for \( n \) large enough
\[
a_0(1 + \varepsilon)||u_n||^N \leq (1 + \varepsilon)(1 - \delta)||u_n||^N \left( \frac{1}{1 - ||u||^N} \right)^{\frac{1}{N-1}}.
\]
We choose \( \varepsilon > 0 \) small enough such that \( (1 + \varepsilon)(1 - \delta) < 1 \), which means
\[
a_0(1 + \varepsilon)||u_n||^N < \omega_{N-1}^N \left( \frac{1}{1 - ||u||^N} \right)^{\frac{1}{N-1}}
\]
and so, the sequence \( (f(x, u_n)) \) is bounded in \( L^q \), \( q > 1 \). Using the Hölder inequality, we deduce that
\[
\left| \int_B f(x, u_n)(u_n - u) \, dx \right| \leq \left( \int_B |f(x, u_n)|^q \, dx \right)^\frac{1}{q} \left( \int_B |u_n - u|^q \, dx \right)^\frac{1}{q} \\
\leq C \left( \int_B |u_n - u|^q \, dx \right)^\frac{1}{q} \to 0 \text{ as } n \to +\infty,
\]
where \( \frac{1}{q} + \frac{1}{q'} = 1 \). Since \( J'(u_n)(u_n - u) = o_n(1) \), it follows that
\[
g(||u||^N) \int_B (\sigma(x)|\nabla u_n|^{N-2} \nabla u_n \cdot (\nabla u_n - \nabla u)) \, dx \to 0.
\]
On the other side,
\[
g(||u||^N) \int_B \sigma(x)|\nabla u_n|^{N-2} \nabla u_n \cdot (\nabla u_n - \nabla u) \, dx \\
= g(||u||^N)||u||^N - g(||u||^N) \int_B \sigma(x)|\nabla u_n|^{N-2} \nabla u_n \cdot \nabla u \, dx.
\]
Passing to the limit in the last equality, we obtain
\[
g(\rho^N)\rho^N - g(\rho^N)||u||^N = 0,
\]
therefore \( ||u|| = \rho \). This is in contradiction with (37). Therefore, \( J(u) = d \). So, \( u \) is a solution of problem (1). The proof of Theorem 1.3 is complete.

**Proof of Theorem 1.2.** In the subcritical case, since \( u_n \) is bounded, there exist \( M > 0 \) and subsequences such that
\[
\begin{align*}
||u_n|| &\leq M \quad \text{in } \mathcal{W} \\
u_n &\rightharpoonup u \quad \text{weakly in } \mathcal{W} \\
u_n &\rightarrow u \quad \text{strongly in } L^q(B) \quad \forall q \geq 1 \\
u_n(x) &\rightarrow u(x) \quad \text{almost everywhere in } B.
\end{align*}
\]
Since \( f \) is subcritical at \( +\infty \), there exists a constant \( C_M > 0 \) such that
\[
f(x, s) \leq C_M \exp\left( \frac{s^\frac{1}{N-1}}{w^\frac{1}{N-1}} \right), \quad \forall (x, s) \in B \times (0, +\infty).
\]
Using the Hölder inequality
It is easy to check that \( J(u) = d \). Also, \( u \) is a solution of (1). This completes the proof of Theorem 1.2. \( \square \)

**Remark 5.1.** The solution \( u \) is also called a ground state solution of problem (1).

**Remark 5.2.** By a slight modification of the previous proof, we can prove that the functional \( J \) satisfies the Palais-Smale condition at all levels \( d \in \mathbb{R} \) for the subcritical case. However, in the critical case, \( J \) satisfies the Palais-Smale condition at all levels \( d < \frac{1}{N} \left( \frac{\omega_{N-1}}{\omega_0} \right)^{\frac{N}{N-1}} \).

**Acknowledgments:** The authors sincerely thank the anonymous reviewers for their careful reading, constructive comments, and suggesting some related references that improved the manuscript substantially.

**Funding information:** The authors state no funding involved.

**Author Contributions:** This study was carried out in collaboration with equal responsibility. All authors read and approved the final manuscript.

**Conflict of interest:** Authors state no conflict of interest.

**References**

[1] J. -L. Lions, *On some questions in boundary value problems of mathematical physics*, North-Holland Math. Stud. 30 (1978), 284–346.

[2] C. O. Alves, F. J. S. A. Corrêa, and T. F. Ma, *Positive solutions for a quasilinear elliptic equation of Kirchhoff type*, Comput. Math. Appl. 49 (2005), 85–93.

[3] C. O. Alves and F. J. S. A. Corrêa, *On existence of solutions for a class of problem involving a nonlinear operator*, Comm. Appl. Nonlinear Anal. 8 (2001), 43–56.

[4] Z. Xiu, J. Zhao, and J. Chen, *Existence of infinitely many solutions for a p-Kirchhoff problem in RN*, Bound. Value Probl. 2020 (2020), 106, DOI: https://doi.org/10.1186/s13661-020-01403-7.

[5] J. Moser, *A sharp form of an inequality by N. Trudinger*, Indiana Univ. Math. J. 20 (1970/71), 1077–1092.

[6] N. S. Trudinger, *On imbeddings into Orlicz spaces and some applications*, J. Math. Mech. 17 (1967), 473–483.

[7] J. Liouville, *Sur l’équation aux dérivées partielles*, Journal de Mathématiques Pures et Appliquées 18 (1853), 71–72.

[8] G. Tarantello, *Multiple condensate solutions for the Chern-Simons-Higgs theory*, J. Math. Phys. 37 (1996), 3769–3796, DOI: https://doi.org/10.1063/1.531601.

[9] G. Tarantello, *Analytical aspects of Liouville-type equations with singular sources*, in: M. Chipot and P. Quittner (eds.), Handbook of Differential Equations, Elsevier, North Holland, 2004, pp. 491–592.
[10] E. Caglioti, P. L. Lions, C. Marchioro, and M. Pulvirenti, *A special class of stationary flows for two-dimensional Euler equations: a statistical mechanics description*, Comm. Math. Phys. 143 (1992), no. 3, 501–525, DOI: https://doi.org/10.1007/BF02099262.

[11] E. Caglioti, P. L. Lions, C. Marchioro, and M. Pulvirenti, *A special class of stationary flows for two-dimensional euler equations: a statistical mechanics description*. II, Comm. Math. Phys. 174 (1995), no. 2, 229–260, DOI: https://doi.org/10.1007/BF02099602.

[12] S. Chanillo and M. Kiessling, *Rotational symmetry of solutions of some nonlinear problems in statistical mechanics and in geometry*, Comm. Math. Phys. 160 (1994), no. 2, 217–238, DOI: https://doi.org/10.1007/BF02103274.

[13] M. K.-H. Kiessling, *Statistical mechanics of classical particles with logarithmic interactions*, Comm. Pure Appl. Math. 46 (1993), no. 1, 27–56, DOI: https://doi.org/10.1002/cpa.3160460103.

[14] A. Adimurthi and K. Sandeep, *A singular Moser-Trudinger embedding and its applications*, NoDEA Nonlinear Differ. Equ. Appl. 13 (2007), no. 5–6, 585–603, DOI: https://doi.org/10.1007/s00030-006-4025-9.

[15] M. Calanchi, B. Ruf, *Trudinger-Moser type inequalities with logarithmic weights in dimension N*, Nonlinear Anal. 121 (2015), 403–411, DOI: https://doi.org/10.1016/j.na.2015.02.001.

[16] P. Drabek, A. Kufner, and F. Nicolosi, *Quasilinear elliptic equations with degenerations and singularities*, Series in Nonlinear Analysis and Applications, Walter de Gruyter, Berlin, 1997.

[17] A. Kufner, *Weighted Sobolev Spaces*, John Wiley and Sons Ltd, 1985.

[18] M. Calanchi and B. Ruf, *Weighted Trudinger-Moser inequalities and applications*, Bull. South Ural State Univ. Ser.: Math. Model. Program. Comput. Softw. 8 (2015), no. 3, 42–55, DOI: https://doi.org/10.14529/mmp150303.

[19] M. Calanchi, B. Ruf, and F. Sani, *Elliptic equations in dimension 2 with double exponential nonlinearities*, NoDEA Nonlinear Differential Equations Appl. 24 (2017), 29, DOI: https://doi.org/10.1007/s00030-017-0453-y.

[20] S. Deng, T. Hu, and C.-L. Tang, *N-Laplacian problems with critical double exponential non-linearities*, Discrete Contin. Dyn. Syst. 41 (2021), no. 2, 987–1003, DOI: http://doi.org/10.3934/dcds.2020306.

[21] D. G. de Figueiredo and U. B. Severo, *Ground state solution for a Kirchhoff problem with exponential critical growth*, Milan J. Math. 84 (2016), 23–39, DOI: http://doi.org/10.1007/s00032-015-0248-8.

[22] D. G. de Figueiredo, O. H. Miyagaki, and B. Ruf, *Elliptic equations in R^2 with nonlinearities in the critical growth range*, Calc. Var. Partial Differential Equations 3 (1995), 139–153, DOI: http://doi.org/10.1007/BF0201-0248-8.

[23] P. L. Lions, *The concentration-compactness principle in the calculus of variations, Part 1*, Rev. Mat. Iberoam. 11 (1985), 185–201.

[24] H. Brezis, *Functional Analysis, Sobolev Spaces and Partial Differential Equations*, Springer, New York, 2010.

[25] A. Ambrosetti and P. H. Rabinowitz, *Dual variational methods in critical points-theory and applications*, J. Functional Analysis 14 (1973), 349–381.

[26] L. Boccardo and F. Murat, *Almost everywhere convergence of the gradients of solutions to elliptic and parabolic equations*, Nonlinear Anal. 19 (1992), 581–597.