I. INTRODUCTION AND BACKGROUND

Quantum computation is an area of great interest to a variety of fields, including, but not limited to: cryptography/cryptanalysis [1–5], combinatorial optimization [6, 7], protein folding [8], genetic programming [9], and machine learning [10–13]. In theory, quantum computers can outperform classical, transistor-based computers significantly in certain areas. For this reason and the applications described above, they are an area of heavy research across the fields of physics, computer science, electrical engineering, and mathematics.

In this work we discuss calculations run on a commercial quantum annealing machine. The computational core of this hardware is a 512-point array of superconducting quantum interference devices (SQUIDs) that function as the qubits of the system. The use of SQUIDs as qubits has been studied in the past [14–17]. In practice, all 512 of the qubits are not functional when the chip is finished, and so the user must adapt to the network of functional qubits present in the system. The system used in these experiments had 476 functional qubits. Additionally, due to the hardware graph of the qubits, each qubit in the system is not coupled with every other qubit. This means that coupling between every given pair of qubits in the system is not possible and that the user must adapt and program the system such that all desired couplings are possible within the connectivity graph of the chip.

Quantum annealing [18–24] is a fundamentally different process from the algorithmic approach that would be implemented on quantum gate computers. Instead of functioning as a universal quantum computer, a quantum annealer has been shown to be useful in solving specific problems, namely NP-hard combinatorial optimization problems [22, 25]. In quantum annealing, the goal is to find a global minimum of a given function by manipulating the Hamiltonian of a system of qubits. This is done by programming the qubits to have a two-term Hamiltonian: an “easy” term whose ground state is known, and a “problem” term whose ground state is the solution to the problem the user wants to solve. This problem is always the minimization of a given objective function. The system is then initialized into the “easy” portion of the Hamiltonian and put into its ground state. Then the system is very slowly evolved into the “problem” portion of the Hamiltonian and, via the adiabatic theorem [26], the system should stay in its ground state, and thus display the desired solution. More formally, the quantum annealer solves the problem of minimizing the Hamiltonian

$$H(\sigma) = \sum_{i,j} J_{ij} \sigma_i \sigma_j + \sum_i h_i \sigma_i$$

where \( \mathbf{J} \) represents interactions between a given pair of variables, each \( \sigma_i \in \{0, 1\} \) represents a binary variable, and \( \mathbf{h} \) represents an external bias being applied to each variable. The goal is to set the values of \( \sigma \) such that the Hamiltonian is minimized. This problem class is known as quadratic unconstrained binary optimization (QUBO). To solve this problem, the quantum hardware
sets up a two-term Hamiltonian

\[ H(\sigma, \xi) = (1 - \xi) H_e + \xi H_p \]  

for \( 0 \leq \xi \leq 1 \). Here \( H_e \) is the initial “easy” Hamiltonian that has an easily locatable global minimum and \( H_p \) is the “problem” Hamiltonian that is to be minimized. As \( \xi \) is slowly changed from 0 to 1, an ideal system will adiabatically evolve from the ground state of \( H_e \) to that of \( H_p \) and the solution will be found.

This method stands in contrast to thermally driven simulated annealing [27, 28]. In simulated annealing, a global minimum is searched for using thermal fluctuations and gradual temperature reduction. This method can lead to a local rather than global minimum. Quantum annealing, however, makes use of quantum properties such as tunneling and the adiabatic theorem, allowing the system to evolve toward its ground state. This evolution is guaranteed to reach the ground state in the ideal, theoretical case of zero temperature and very long annealing time, but in practice non-zero temperatures and other factors could cause excitations that lead to suboptimal solutions.

There have been mixed views within the scientific community as to whether the hardware studied here is actually exhibiting quantum behavior or speed-up [29-38]. Several studies have concluded that entanglement and coherence were observed in the units they tested. The authors of one study [34] state that this provides “an encouraging sign that QA is a viable technology for large-scale quantum computing.” A June 2014 study [35] concluded that the unit they experimented with showed no signs of quantum speedup when compared with classical methods on the specific problems they tested. However in this same work the authors note that “Our results do not rule out the possibility of speedup for other classes of problems and illustrate the subtle nature of the quantum speedup question.” More recent results from December 2015 [36] show a speedup on certain problem cases when compared with specific classical algorithms, but not in general. In light of the academic debate and scrutiny surrounding this hardware, experimental QA calculations and their comparisons with classical computers and traditional methods and models are of great scientific interest.

The primary focus of this study is the development, application, and evaluation of quantum annealing enabled machine learning. Since this field contains many NP-hard combinatorial optimization problems, quantum annealing lends itself naturally to applications in it [39-44]. Despite the existence of theoretical studies on the subject for some time, the actual experimental application of quantum annealers to machine learning problems is an extremely recent innovation. Due to the availability of this quantum annealing hardware, several experimental studies on machine learning and performance have now been completed. A 2009 study by Neven et al. [45] focused on using this type of quantum annealing hardware for binary classification by developing the QBoost algorithm. In this algorithm, the quantum annealing hardware functions as an oracle to optimize the loss function generated during each iteration. In this study, they found that the annealer and algorithm they used outperformed a limited set of classical software classifiers.

Within machine learning, we specifically focused this study on quantum annealing enabled binary classification via regularized boosting. The goal of these techniques is to select the best ensemble of weak classifiers that, when assembled together in a voting quorum, form the most accurate strong classifier.

The current difficulty with execution of boosting on this system is that the number of qubits available (476 for this study) is small, and so optimizing a large set of weak classifiers in one shot is not possible. Neven et al. addressed this in their QBoost algorithm [45, 46]. QBoost is a modified version of AdaBoost that iteratively loops through a large pool of weak classifiers and optimizes subsets of them. It then greedily ensembles one or more weak classifiers into the strong classifier if their addition improves the classification accuracy over the validation set. This greedy approach may not find the globally optimal strong classifier due to the promotion of a weak classifier that is not a member of the best possible subset of weak classifiers.

In this work we present and test our resampled improvement to QBoost (RQBoost), against a large number of traditional machine learning techniques on a variety of datasets. Prior evaluations of quantum annealer enabled machine learning only tested against a limited number of traditional algorithms, and so these results give a much clearer picture of where these techniques stand in comparison to modern machine learning on classical hardware.

II. GENERAL METHODS

A. Overview

Three different datasets were studied and had binary classifiers constructed for them using both classical and quantum techniques. Each dataset had candidate weak binary classifier sets evaluated and ensembled using QBoost/RQBoost and either quantum annealing hardware or a quantum annealing simulator. The performance of these strong classifiers was compared to strong classifiers formed using traditional machine learning techniques, such as logistic regression with L1 and L2 regularization, gradient boosting machines, and random forests. Unlike initial benchmarks of QBoost [45, 46], which focused on comparisons to AdaBoost, we compared the performance of QBoost and RQBoost to a wide range of traditional, state of the art machine learning algorithms. This allows for a broader view of the current state of quantum machine learning via boosting in comparison to traditional machine learning.
B. The RQBoost Algorithm

RQBoost is our new binary classifier algorithm that extends the original QBoost through resampling and outputting probability estimates. As with QBoost, RQBoost uses quantum annealing hardware as an oracle for minimization of the loss function constructed during each iteration. The loss function minimized is of the form

\[ H(w) = \frac{1}{2} \sum_{x=1}^{S} \left[ \frac{1}{T_{\text{out}} + Q} \sum_{j=1}^{Q} w_j F_j(x_s) - \hat{y}_s \right]^2 + \lambda \sum_{j=1}^{Q} w_j \]

where

\[ \hat{y} = y_s - \frac{1}{T_{\text{out}} + Q} \sum_{t=1}^{T_{\text{out}}} F_t(x_s). \]

Here \( w_j \in \{0, 1\} \) are the weights of the weak classifiers, \( S \) is size of the training set, \( T_{\text{out}} \) is the size of the current strong classifier, \( Q \) is a tunable parameter typically set to the number of variables that an optimization run can handle, \( F_j \) represents the weak classifiers currently under consideration, \( F_t \) represents the weak classifiers that have already been accepted into the strong classifier, \( \lambda \) is the real-valued regularization strength, and \( y_s \in \{-1, 1\} \) is the label of a given training item.

The original QBoost algorithm only uses a fraction of the data as a result of requiring a train, validation, and test split of the input data. This lowers the power of the estimator since not all available data is leveraged explicitly in the training aspect of the algorithm. Repeatedly resampling and then producing three partitions of the data mitigates this problem, and thus is the key improvement offered by RQBoost. As the number of resamples increases to infinity, the probability of including all of the data in the training split at least once goes to one. Thus, given infinite resamples, all data is explicitly used to train the algorithm. In the practical case of many (but not infinite) resamples, the data is much more broadly used than in the case of a single split, as is used by QBoost.

In addition, the process of resampling and generating many individual strong classifiers allows RQBoost to produce probability estimates for each class instead of outputting binary class estimates by majority vote, as is the case with binary-weighted QBoost. In each resample iteration of RQBoost, a new strong classifier is generated. For a given test, the fraction of votes for a particular class the weak ensemble classifiers cast in a given strong classifier is calculated. The normalisation function then divides the fractional votes for a particular class by the total number of strong classifiers produced by RQBoost. The average of these scores across a large number of repeated resampled runs produces a final probability estimate of class.

C. Usage Specifics

During the execution of these algorithms, QUBO problems are generated via specification of the \( h \) and \( J \) coefficients. These QUBO problems represent minimizations of the loss function used in QBoost/RQBoost. These problems are submitted to the quantum hardware, and the minimum energy solution of the returned solutions is used in the continued execution of the algorithms (see [46] for details). These problems are often fully connected, meaning that there is an interaction term \( J_{ab} \sigma_a \sigma_b \) for every pair of variables \( \sigma_a \) and \( \sigma_b \) in the problem.

In order to solve these using this type of quantum annealer, the problem must be embedded into the hardware qubit graph structure. The hardware qubit graph, a piece of which is shown in schematic form in Figure 1, is a regular repeating structure of unit cells consisting of 8 qubits. The actual connectivity varies from chip to chip due to nonfunctional qubits and connectors. The highest connectivity possible in this configuration is 6 for the bulk and 5 for the edges, so in order to embed a fully connected problem into the hardware, qubits must be chained together to form logical qubits with higher connectivity. Finding an embedding that optimally satisfies the problem couplings and fits into the specific hardware graph with minimal chaining is a nontrivial problem that is computationally NP-hard and therefore is typically solved via heuristic methods. The use of heuristic solvers to find embeddings implies that the usage of suboptimal embeddings to solve more fully connected problems is both commonplace and necessary.

The process of actually using the hardware to solve a problem that involves qubit chains involves several extra steps compared to solving a problem that fits into the native hardware format. The chain strength of the qubit chains corresponds to the artificial \( J \) values these couplings are given. For a given problem, several different chain strengths must be tried due to the following trade-off: if the chain strengths are set too low, the annealing process will not preserve the larger logical qubits, and therefore will return answers that do not maintain the problem structure. Conversely, if the chain strengths are set too high, then the relative strength of the \( J \) coefficients corresponding to logical qubit connections will be very large compared to the actual \( h \) and \( J \) values of the problem submitted, and the anneal will strictly preserve the logical qubit chains without actually finding the minimum to the problem Hamiltonian. There are cases where acceptable values of chain strength for the problems being considered can be determined in advance. These procedures and trade-offs must be taken into account when using this quantum hardware to solve non-natively structured problems. Thus it can be seen that using the quantum hardware to solve non-natively structured QUBO problems is a nontrivial process.
III. NAME CLASSIFICATION

A. Methods

As an initial study, the performance of QBoost, RQBoost and R’s implementation of random forest were compared on the names corpus v1.3 from the Natural Language Toolkit with the area under the receiver operating characteristic curve (AUC) as the evaluation metric. The data used was a labeled set of 2943 male names and 5001 female names. The classifiers used for this dataset were very simple: if a name ended in a given letter, then it was classified as male or female. Each combination of letter and male/female was created, resulting in a pool of 52 weak classifiers.

The rows in this names dataset were shuffled and prepared for 10-fold cross-validation. This resulted in 10 random horizontal partitions of the dataset. 10 train and test set pairs were constructed from partitioned dataset, with each pair containing all 10 folds. 9 of the folds in a given pair were assigned to the training set, and the remaining fold was the test set. This resulted in a distribution of 10 AUC values for each algorithm tested. Here, we examine these empirical distributions as a means to compare the performance of QBoost, RQBoost and R’s implementation of random forest with default parameters.

In these experiments, we compared the performance of QBoost and RQBoost using a hardware graph structured brute force software solver rather than the quantum hardware itself. This brute force solver had a built-in qubit structure that was in the same pattern as the real quantum hardware and thus required the heuristic embedding finder and iterative solving by varying the chain strength to find a suitable value. Here, we deliberately used a brute force software solver to isolate the algorithm from the experimental noise which can occur with true quantum hardware runs. This allowed a more direct comparison of the algorithms’ performance.

B. Results

The R implementation of random forest with default parameters and random seed set to one was used to produce one empirical AUC value for each of the train/test pairs. The QBoost and RQBoost algorithms were used on each of the train/test pairs. The distributions of the AUC values obtained are given in Table I and plotted in Figure 2.

RQBoost outperformed QBoost in every summary statistic from minimum to maximum. In this particular dataset, RQBoost performed only 30 resamples but still made a clear improvement over the AUC scores of QBoost. With so few resamples, it is promising to see a significant performance improvement like this. It is expected RQBoost’s performance will continue to increase with more resamples. As a comparison to traditional machine learning techniques, the empirical AUC distribution produced by R’s random forest was noticeably better than both QBoost and RQBoost. This was expected, as this is a highly refined technique which is used frequently and does not face the same restrictions as QBoost and RQBoost.

IV. CASE STUDY: SEIZURE PREDICTION

As a much more complicated follow-up to our initial study of name classification, we conducted the first ever
application of quantum hardware to seizure prediction in Kaggle’s American Epilepsy Society Seizure Prediction Challenge [48]. The objective of the challenge was to estimate the probability of a seizure given EEG-based time series data in humans and canines. For those suffering with epilepsy, having foreknowledge of an oncoming seizure would be extremely beneficial and could even be life-saving. On top of performance benchmarking, this case study demonstrates important constraints when programming for a quantum annealer versus a typical classical computer.

A. Methods

Intracranial EEG clips from humans and canines with epilepsy were provided by the online data science competition website Kaggle [48], who sourced them from the NIH-sponsored International Epilepsy Electrophysiology Portal [49]. The sample rate for this data was 5000 Hz, and various numbers of electrodes recording the voltage outside particular locations on the subjects’ brains were used. Datasets were all 10 minutes in length and divided into two categories: interictal, which is normal brain function temporally distant from a seizure; and preictal, which is brain activity that came one hour before a seizure. The interictal data was chosen to be at least one week before and after seizure events for canines and at least four hours before and after seizure events in humans.

To run QBoost, RQBoost, and traditional machine learning algorithms on this data, features were extracted using the methods described in Appendix A. However, traditional machine learning algorithms, such as linear regression or decision trees, use real-valued features where quantum techniques like QBoost and RQBoost are limited to binary-valued features. Given a very large number of qubits to work with, this would not be a problem because of techniques such as the hash trick or one-hot encoding. Despite this, the largest available quantum annealers only contain approximately 1000 qubits with sparse connectivity, which is not yet large enough to one-hot encode real-valued features. Thus it is not possible to use QBoost/RQBoost in exactly the same manner as typical machine learning algorithms.

Furthermore, due to imperfect transmission to the system, the precision with which weight coefficients $h$ and couplings $J$ can be defined on the hardware within one standard deviation is approximately $\pm 0.05$ of the full range [50]. This will be discussed further below in Section VI, but this means that at this time not all problems can be expressed perfectly on the hardware. Thus we do not directly compare traditional machine learning to quantum machine learning. Instead we show very specific differences between quantum and traditional methods graphically across a large range of trials on the seizure dataset.

Given these difficulties presented by comparison and several more elaborated on in VI, Lessons Learned, we have opted here for the approach outlined below.

| Technique  | Min.  | 1st Qu. | Median | Mean  | 3rd Qu. | Max.  | Std. Dev. |
|------------|-------|---------|--------|-------|---------|-------|-----------|
| Random Forest | .7970 | .8362   | .8425  | .8367 | .8468   | .8514 | .01697    |
| QBoost     | .7388 | .7725   | .7836  | .7753 | .7863   | .7900 | .01785    |
| RQBoost    | .7431 | .7796   | .7863  | .7861 | .7922   | .8223 | .02137    |

B. Results

Results are represented in Figure 3, which is a plot of aggregate AUC data for all quantum machine learning (QML) and traditional machine learning (ML) techniques used. Kaggle functions by having a public and private test set. Due to the timing of these experiments, the traditional machine learning algorithms were executed before the competition closed and all quantum machine learning testing was done after the challenge concluded. In general, RQBoost and QBoost had lower mean AUC scores than linear regression, gradient boosting, or random forest techniques when given the same binary features. However, due to qubit limitations, RQBoost and QBoost were only given limited testing across a subset of features versus the multiple trials used by traditional machine learning techniques. Conversely, the chosen ML algorithms were applied to large datasets involving real-valued features. Using these ML methods, we were able to finish 58th out of 504 entrants on the challenge with a private leaderboard AUC score of 0.70419. This relatively high placement speaks to the quality of the feature extraction we performed and legitimizes their use in testing QBoost and RQBoost. Due to the various limitations imposed by these algorithms and the quantum hardware, we do not believe it is currently possible to achieve such a high score using only quantum annealer based machine learning. This is due to several factors, including the fully connected loss functions generated by QBoost/RQBoost and various properties of the hardware that will be outlined below in Section VI. As a result, we were motivated to investigate RQBoost and the quantum annealer in a much more controlled setting, which is described in the next section.
V. LINEARLY SEPARABLE DATA

A. Methods

To further evaluate QBoost and the quantum hardware in a more controlled setting, a computer-generated dataset was used to test the quantum annealer/QBoost’s ability to separate two classes perfectly via a hyperplane. This dataset contained weak classifiers such that a subset of the classifiers, when ensembled, perfectly classified all of the data. Individually, none of the classifiers in the perfect ensemble were highly correlated with the ground truth of the dataset. Additionally, weak classifiers that were highly correlated, albeit imperfectly, with the ground truth of the dataset were included as “bait” for the boosting algorithm. The goal in studying this dataset was to see if the quantum annealer/QBoost could separate the perfect ensemble of weak classifiers and not take the “bait.”

This data was generated by creating a random binary matrix of -1 and 1 with 1000 rows and 13 columns. After this matrix was generated, the first column was set to be the ground truth by combining columns 2 through 10 inclusively. The sum of the sign of columns 2 through 10 inclusive replaced column 1 and served as ground truth. Column 13 was set as the highly correlated “bait” column, where 91% of the column correctly predicted the ground truth column 1. The data is represented graphically in Figure 4.

Since the generated data is linearly separable by combining columns 2 through 10 and taking the sign, we assumed the ideal behavior of the quantum hardware/QBoost would be separation of the perfect ensemble of classifiers. However, this did not turn out to be the case. The quantum annealer/QBoost repeatedly included the bait column 13 along with columns 2 through 10 inclusive. This led to an imperfect classifier. The confusion matrix is shown in Table II. This test was conducted for a wide range of regularization and chain strength values and was never observed to perfectly separate the generated dataset. Traditional machine learning methods such as R’s glmnet were able to separate the perfect ensemble. Additionally, regularized regression with logistic loss also succeeded for a variety of regularization strengths. This is expected behavior for both LASSO and ridge regression. Resampling (RQBoost) was not used for this dataset.

Upon investigation of these results we determined why QBoost and the commercial quantum annealer were unable to perfectly separate this dataset. While the problem of linear separability may be a trivial one for most machine learning algorithms, the structure of QBoost forces some extra constraints to be placed on the structure of the loss function that account for the observed results. These constraints are a result of the specialized structure of the quantum hardware. The hardware optimizes a loss function of the form $(\hat{y} - \text{label})^2$, where $\hat{y}$ is the predicted value and label is the ground truth. The full form of this loss function was given in Section II B. The additional constraint is that $\hat{y}$ is limited to the class $\hat{y} = Q^{-1} \sum V_i(x)$, where $V_i$ is the vote of the $i^{\text{th}}$ weak classifier, $x$ is the input pattern, and $Q$ is a tunable parameter equal to the number of features in the current implementation. Due to this, there are cases where, even if the hardware found the global minimum of the above loss function, this solution would not correspond to the solution of the linearly separable problem.

If $Q$ is too large, the optimal solution returned will fail the separability test regardless of regularization choice. This sensitivity to $Q$ indicates that QBoost may not be well-suited for all problems.

| Ground Truth | Predicted | Total |
|--------------|-----------|-------|
| Positive     | 459       | 47    | 506  |
| Negative     | 43        | 451   | 494  |
| Total        | 502       | 498   | 1000 |

TABLE II. The confusion matrix of the linearly separable data.
VI. LESSONS LEARNED

Over the course of this project, we learned many details about the use and limitations of these quantum annealers. In this section on our lessons learned, we would like to briefly elaborate on them for the benefit of the industrial and academic community.

One of the primary considerations when using this hardware is the graph structure of the qubits themselves. A defect-free segment of the qubit graph was shown in Figure 1. The connectivity and uniqueness (due to defects) of this repeating graph must be taken into account when considering problems to submit to the hardware. In the best case, most qubits have connections to only 6 other qubits, which imposes restrictions on the problem structure that can be solved.

Heuristic methods for embedding more highly connected problems into the quantum hardware exist, but their use comes with several costs. First, a penalty in qubits must be paid as multiple qubits are chained together with large $J$ values to form logical qubits with higher order connectivities. In the worst-case of having fully connected variables in the problem Hamiltonian, this qubit penalty scales approximately as the square of the number of variables. For example, the 476 variable chip we used in these studies could have a maximum of 25 fully connected variables. This penalty must be carefully considered during problem selection.

Another penalty coming with highly connected problems is the process of chaining qubits to form an embedding. As described in Section II C, each problem submission using chaining might have to be submitted several times in order to find the optimal value for chain strength. These extra submissions are costly and should be taken into consideration when planning calculations using embeddings. In some cases, a chain strength can be found that is likely to succeed for most problems in an embedding graph and so the need for multiple submissions for every problem is reduced.

In summary, for a non-natively structured problem, there are several considerations that must be made during the problem-solving process. One must first heuristically search for an embedding, pay the cost in additional qubits to implement the embedding, and possibly perform multiple calculations for different values of chain strength as problems are submitted. Thus the process of solving non-natively structured problems can be costly. These combined costs highly motivate the user to structure problems in the native hardware format if possible.

Another crucial hardware consideration is the precision with which the hardware can physically map input $h$ and $J$ values to the hardware. This arises as a combination of systematic, random, persistent, and transient errors in the system and is known collectively as intrinsic control error (ICE). The precision with which $h$ and $J$ can be defined on the hardware within one standard deviation is approximately ±0.05, which is approximately 5% of full range of possible values. This is an additive error with a mean of zero [50]. This is important to note, as it is quite easy to over-specify the input coefficients when working in 32-bit or 64-bit variables commonly found in classical computer programming languages. When presented with a problem that over-specifies the input coefficients, the hardware will truncate them to lower precision values. Due to the combinations of ICE and hardware truncation, high precision problems are represented imperfectly on the quantum hardware. This implies that a problem solved on the hardware may be different from the problem that was submitted to it [51].

It is also important to understand that there is never a guarantee that the quantum annealing hardware will obtain an optimal solution for a submitted problem [51]. This is due to the fact that any real quantum annealing system will be unavoidably coupled to its surrounding environment and therefore may experience interactions with the environment that disrupt the annealing process.

Concerning QBoost and RQBoost, we note that the structure of the loss function used in these algorithms tends to generate fully connected QUBO problems to submit to the hardware. We have observed that this non-native structure imposes penalties that would best be avoided altogether if possible. Given sparsely connected QUBO problems, many more variables could be considered at once, and the extra steps required to embed highly connected problems into the hardware graph could be reduced or avoided altogether. Since the number of qubits required to represent a fully connected problem in the hardware graph scales approximately as the square of number of variables used, we feel this reduction in connectivity is especially important.

VII. CONCLUSION

In this work, we have used classical and quantum hardware to perform machine learning experiments on natural language, seizure EEG, and linearly separable datasets.
We extended and improved the QBoost algorithm via resampling and we call this result RQBoost. RQBoost outperformed QBoost on the datasets tested here using a 476 qubit commercial quantum annealer, but both quantum algorithms were outperformed by current machine learning techniques. These results are important because they show how current quantum machine learning via boosting compares to a variety of state-of-the-art traditional machine learning techniques, which was previously unknown.

These experiments also provide valuable insights into the usage of quantum annealing hardware and algorithms and their applicability to machine learning. Since this is an emerging field, we addressed specific considerations that users must make before implementing a quantum annealer based solution. These included the need to account for intrinsic control error in programming $h$ and $J$ coefficients, to structure the problem as closely to the native hardware format as possible, and to embed non-natively structured problems properly to ensure that global optimums are more likely to be obtained. Despite these considerations, there is no guarantee that global optimums will be returned. Additionally, the details and limitations of QBoost and RQBoost as applied with quantum annealing hardware were discussed at length, primarily the tendency of the these algorithms to generate fully connected QUBO problems. Fully connected problems require extra steps to solve, and these steps reduce the number of variables that can be optimized at once and therefore less effectively leverage the quantum hardware.

Studying QBoost and RQBoost allowed us to more accurately define the specific requirements of machine learning algorithms designed for execution on quantum annealing hardware. These results motivate the design and testing of the next generation of purpose-built quantum machine learning algorithms.

### Appendix A: Seizure Data Engineering

The seizure dataset consists of Intracranial EEG (iEEG) time series data with multiple channels corresponding to electrode locations in both humans and canines. This training data is labeled as “preictal” for pre-seizure data segments, or “interictal” for non-seizure data segments. Given this real-valued time series data, we obtained a feature matrix (with rows as observations and columns as features) through a variety of means. We produced many different models (to ensemble), each based upon a different combination of transformations. However, the general outline of transformation is as follows:

1. Use a filtering method such as a median filter or Gaussian filter in the time domain. This smooths out the data and removes outliers.
2. Pick a window or multiple overlapping windows which will be used in Step 3.
3. Given this filtered data, make summary statistics of the data within the window or windows obtained in Step 2. These summary statistics can include the mean, median, max, min, time index of max, min, time index of min, standard deviation, higher order moments, and quantiles. This method can also be applied to frequency domain data after a discrete fast Fourier transform is applied.
4. If using multiple channels, use Pearson correlation to create a correlation matrix. Take the lower triangle of this correlation matrix as the final features. Otherwise, just take a subset of channels from which to calculate summary statistics.

As a result of the above process, we obtain a real-valued feature matrix where the columns are derived features and the rows are unique observations. For conventional machine learning, this can be directly fed into a classification or regression model. However, each feature must be binarized for RQBoost. Several methods for create binary features were attempted in this paper. This included training simple machine learning models to just execute thresholding via an inequality. One-hot encoding through the hash trick was excluded because this would create more than a billion features, and the use of such data would not be computationally reasonable.

### Appendix B: A Note on TotalQBoost

In this work we presented RQBoost, a implementation of QBoost [45, 46] that was improved by resampling. In addition to the development of QBoost, Neven et al. created an alternative algorithm, TotalQBoost, that shows theoretical improvement over to QBoost but is not easily applicable to current quantum hardware due to the structure of the loss function [13]. For this reason, we have branched off of QBoost and not TotalQBoost to develop RQBoost.

### Appendix C: Future Work

Controlled experimentation on the quantum annealer is necessary to better understand the relationships between solution quality and hardware parameters such as anneal time, programming thermalization time, and readout thermalization time. In the future, our work will focus on better understanding the trade-offs associated with dynamic parameter adjustment versus fixed parameters. This may involve the design of optimal controllers for the quantum annealer.

We found that RQBoost and QBoost are sensitive to initial feature space partitions when the number of features is larger than the number of possible QUBO variables. Larger, next-generation hardware with a perfect 1152 qubit graph would be capable of optimizing approximately 49 fully connected, binary variables [50]. This
means that attempting to solve QUBO problems with more than 49 variables will require approximations of the original problem. QBoost and its variants use greedy approaches to this problem.

Currently the largest possible gains from using RQBoost involve ensembling quantum methods with traditional methods. RQBoost could be used as an ensemble where the base learners are traditional machine learning algorithms. However, it is also possible to use RQBoost as a standalone algorithm and then ensemble RQBoost’s results with other predictions. Even if RQBoost is not the strongest individual learning algorithm, its uniqueness may add value to a large ensemble of ML algorithms.
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