We consider a dual representation of an effective three-dimensional Polyakov loop model for the $SU(3)$ theory at nonzero real chemical potential. This representation is free of the sign problem and can be used for numeric Monte-Carlo simulations. These simulations allow us to locate the line of second order phase transitions, that separates the region of first order phase transition from the crossover one. The behavior of local observables in different phases of the model is studied numerically and compared with predictions of the mean-field analysis. Our dual formulation allows us to study also Polyakov loop correlation functions. From these results, we extract the screening masses and compare them with large-$N$ predictions.
1. Dual effective Polyakov loop model

The study of the QCD phase structure at nonzero chemical potential is complicated by the sign problem – the Boltzmann weight of the theory becomes complex and thus cannot be treated as a probability density in the Monte-Carlo simulation. One of the approaches that can be used to resolve the sign problem is reformulating the theory in terms of new degrees of freedom, for which the Boltzmann weight becomes positive, enabling numeric simulations. While such sign-problem-free formulation is currently unknown for full QCD, there has been a number of successful dual model constructions for simpler theories [1–8].

In this work we consider an effective 3-dimensional Polyakov loop model with exact static determinant, which can be obtained from a (3 + 1) \(SU(3)\) gauge theory coupled with one flavor of staggered fermions by going to an anisotropic lattice, taking the limit of vanishing space coupling \(\beta_s\), and performing integration over all spatial gauge fields.

The model is defined on a 3-dimensional hypercubic lattice \(\Lambda = L^3\), with a partition function

\[
Z(\beta, m, \mu) = \int \prod_x dU(x) \exp \left( \beta \sum_{x,m} \text{Re} \text{Tr} U(x) \text{Tr} U^\dagger(x + e_n) \right) \prod_x B(m, \mu; U(x)) ,
\]

where \(U(x)\) are \(SU(3)\) variables defined at the site \(x\), corresponding to the Polyakov loops of the original theory, \(\beta\) is an effective gauge coupling constant, \(m\) and \(\mu\) are dimensionless mass and chemical potential for the fermion \((m = m_{ph}/T, \mu = \mu_{ph}/T)\), and \(B(m, \mu; U)\) is the static fermion determinant

\[
B(m, \mu; U) = h^{-3} \det [1 + he^\mu U] \det [1 + he^{-\mu} U] , \quad h = e^{-N_t \arcsinh am_{ph}} \approx e^{-m} .
\]

It is clear that at nonzero \(\mu\), the static fermion determinant \(B(m, \mu; U)\) is complex, so the Polyakov model in the original formulation exhibits a sign problem.

The transition to dual variables can be performed by Taylor expansion of the gauge part of the partition function \((1)\), and integrating over the original variables \(U(x)\) at each site, resulting in the following dual partition function (see [7] for a more detailed derivation):

\[
Z = h^{-3L^3} \sum_{(r(l))=-\infty}^{\infty} \sum_{(s(l))=0}^{\infty} \prod_l \left( \frac{\beta}{2} \right)^{|r(l)|+2s(l)} (s(l) + |r(l)|) \prod_x R(n(x), p(x)) ,
\]

\[
n(x) = \frac{6}{\pi} \sum_{i=1}^{6} \left( s(l_i) + \frac{1}{2} |r(l_i)| \right) + \frac{1}{2} \sum_{\nu=1}^{3} \left( r_\nu(x) - r_\nu(x - e_\nu) \right) ,
\]

\[
p(x) = \frac{6}{\pi} \sum_{i=1}^{6} \left( s(l_i) + \frac{1}{2} |r(l_i)| \right) - \frac{1}{2} \sum_{\nu=1}^{3} \left( r_\nu(x) - r_\nu(x - e_\nu) \right) ,
\]

\[
R(n, p) = \int dU \ (\text{Tr} U)^n \ (\text{Tr} U^\dagger)^p \ B(m, \mu; U) .
\]

Here the dual model is defined in terms of two sets of variables assigned to the lattice links – integer \(r\), and a nonnegative integer \(s\). The summation over \(l_i\) in \((4,5)\) is done over the six links incident to the site \(x\).
The integral over the $SU(3)$ invariant measure in (6) can be expressed in terms of simpler group integrals $Q$,

\[ R(n,p) = Q(n+1,p) \left( h_+ + h_-^2 + h_+ h_-^2 + h_+^2 h_-^2 \right) + Q(n,p) \left( 1 + h_+^3 + h_-^3 + h_+ h_-^3 + h_+^3 h_-^3 \right) + Q(n+1,p+1) \left( h_+ h_+ + h_-^3 h_+^2 + h_+^3 h_- h_+ \right) + Q(n+2,p) h_+ h_-^2 + Q(n,p+2) h_+^3 h_-^2 , \]

so that

\[ h_+ = h e^{\frac{\mu}{h}} , \]

\[ Q(n,p) = \int dU \ (\text{Tr} U)^n \ (\text{Tr} U^\dagger)^p . \]

The integrals $Q$ do not depend on simulation parameters and can be precomputed. From the invariance of the integral under multiplication of $U$ by a $Z(3)$ factor follows that $Q(n,p) = 0$ if the difference $(n-p)$ is not divisible by three. In [9] it is shown that for $(n-p) = 3q$,

\[ Q(n,p) = \sum_{\lambda: \min(n,p)} d(\lambda) \ d(\lambda + |q|^3) , \]

where $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ is a partition of $r = \min(n,p)$: $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq 0$, $\sum_{i=1}^3 \lambda_i = r$, $d(\lambda)$ is the dimension of the permutation group $S_r$ in the representation $\lambda$, and $\lambda + |q|^3$ denotes a partition $(\lambda_1 + |q|, \lambda_2 + |q|, \lambda_3 + |q|)$. One sees that $Q(p + 3q,p)$ is a positive integer. Thus, at nonzero $h$, $R(n,p) > 0$ for any arguments $n,p$ showing that the partition function (3) is indeed free from the sign problem (at $h = 0$ the partition function still does not exhibit a sign problem, though the triality condition $n-p = 3q$ results in a condition on the $s$ and $r$ values, that has to be satisfied for the configuration to have a nonzero weight).

A definition of energy density, baryon number density and quark condensate in terms of dual degrees of freedom is easy to obtain by differentiating the partition function (3) with respect to $\beta$, $\mu$, and $m$, correspondingly,

\[ E = \frac{1}{3L^3} \frac{\partial \ln Z}{\partial \beta} = \frac{2}{3\beta L^3} \sum_l (2s(l) + |r(l)|) , \]

\[ B = \frac{1}{L^3} \frac{\partial \ln Z}{\partial \mu} = \frac{1}{L^3} \sum_l \left( \frac{\partial \ln R(n(x),p(x))}{\partial \mu} \right) , \]

\[ Q = \frac{1}{L^3} \frac{\partial \ln Z}{\partial m} = \frac{1}{L^3} \sum_l \left( \frac{\partial \ln h^{-3} R(n(x),p(x))}{\partial m} \right) , \]

Introducing sources for $\text{Tr} U$, $\text{Tr} U^\dagger$ in (1) before the integration, allows one to define the expectation values of Polyakov loop products as expectation values of the ratios of $R$ functions. For
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\[ \langle \text{Tr } U(x) \rangle = \left( \frac{R(n(x) + 1, p(x))}{R(n(x), p(x))} \right), \quad (15) \]

\[ \langle \text{Tr } U(x) \rangle^\dagger = \left( \frac{R(n(x), p(x) + 1)}{R(n(x), p(x))} \right), \quad (16) \]

\[ \langle \text{Tr } U(x) \text{U}(y) \rangle = \left( \frac{R(n(x) + 1, p(x))R(n(y), p(y) + 1)}{R(n(x), p(x))R(n(y), p(y))} \right). \quad (17) \]

Note that calculation of these observables in an actual simulation relies heavily on \( R \) being nonzero for every value of \( n, p \geq 0 \), so this simple approach cannot be used for \( h = 0 \).

2. Phase structure and local observables

To simulate numerically the partition function (3) we implemented a simple Metropolis update algorithm that attempts small updates to the \( s \) and \( r \) link variables. We performed the simulations on lattices with \( L = 10, 16, 24 \), and (in a few cases) 32, making \( 2 \cdot 10^5 \) thermalization updates, followed by \( 10^6 \) measurements with 50 updates between measurements. The number of Metropolis hits \( n_{hit} \) in multihit update varied between 5 and 2000, while keeping the acceptance rate \( p_{acc} \approx 0.5 \).

For small values of \( h \) the Polyakov loop model exhibits a deconfinement phase transition. To study the order of the transition we calculated the ratio of the peak values of the magnetic susceptibility (for fixed \( h \) and \( \mu \), and varying \( \beta \) – the peak value appears at \( \beta_{pc}(L) \)),

\[ \chi_M = L^2 \left( \left( \langle (\text{Tr } U(x))^2 \rangle - \langle \text{Tr } U(x) \rangle^2 \right) \right), \quad (18) \]

and extracted the critical index ratio \( \frac{\gamma}{\nu} \) from the results for two lattice sizes

\[ \left( \frac{\gamma}{\nu} \right)_{L_1, L_2} = \frac{\ln \chi_M \text{peak}(L_2) - \ln \chi_M \text{peak}(L_1)}{\ln L_2 - \ln L_1}, \quad (19) \]

and compared it to 1.9638(8) – the ratio for the 3d Ising model [10]. The results are collected in Fig. 1. As we see for \( \mu = 0 \) the second order phase transition happens at \( h_2(0) \approx 0.0156 \), for \( h < h_2(0) \) the transition is of first order, and for \( h > h_2(0) \) we have a crossover. Introducing a nonzero chemical potential \( \mu \) leaves the picture qualitatively the same, but reduces \( h_2: h_2(\mu) < h_2(0) \).

The behavior of the observables around the deconfinement phase transition is shown in Figs. 2-4. All four observables are sensitive to the transition – for example, for the first order transition, all the observables exhibit a finite jump. One can also notice that while below \( \beta_c \) mean magnetization and mean conjugate magnetization are visibly different (while both remaining real), above \( \beta_c \) they become much closer, that is, their difference (mean imaginary part of the magnetization) goes to zero at large \( \beta \).

3. Correlation functions and screening masses

Since we have two components of mean Polyakov loop, (\( \langle \text{Tr } U \rangle \) and \( \langle \text{Tr } U^\dagger \rangle \), or equivalently \( \langle \text{Re } \text{Tr } U \rangle \) and \( \langle \text{Im } \text{Tr } U^\dagger \rangle \)), we have four components of the Polyakov loop correlation function,
Figure 1: Phase diagram of the Polyakov loop model: (left) simulated points (colored according to the value of $\gamma/\nu$, see [13]), (right) the interpolated phase diagram

Figure 2: Observables for $h = 0.01$, $\mu = 0$ around the first order phase transition: (left to right) energy density, magnetization, quark condensate

Figure 3: Observables for $h = 0.01$, $\mu = 0.9635$ close to the second order phase transition: (left to right) energy density, magnetization (blue) and conjugate magnetization (red), quark condensate, baryon number density

Figure 4: Observables for $h = 0.01$, $\mu = 2.0$ in the crossover region: (left to right) energy density, magnetization (blue) and conjugate magnetization (red), quark condensate, baryon number density
which we write in the matrix form following [11]

\[
\Gamma(x, y) = \begin{pmatrix}
\langle \text{Re } \text{Tr } U(x) \text{ Re } \text{Tr } U(y) \rangle & \langle \text{Re } \text{Tr } U(x) \text{ Im } \text{Tr } U(y) \rangle \\
\langle \text{Im } \text{Tr } U(x) \text{ Re } \text{Tr } U(y) \rangle & \langle \text{Im } \text{Tr } U(x) \text{ Im } \text{Tr } U(y) \rangle
\end{pmatrix} = \\
\begin{pmatrix}
\Gamma_{rr}(x, y) & \Gamma_{rl}(x, y) \\
\Gamma_{lr}(x, y) & \Gamma_{ll}(x, y)
\end{pmatrix}.
\]

(20)

For \( \mu = 0 \) the off-diagonal terms are zero, and the coefficients in the exponential decay of the connected parts in diagonal terms define the magnetic and electric screening masses,

\[
\Gamma_{rr, \text{conn}}(0, R) \sim \frac{e^{-m_M R}}{R^\eta}, \quad \Gamma_{ll, \text{conn}}(0, R) \sim \frac{e^{-m_E R}}{R^\eta}.
\]

(21)

For \( \mu > 0 \) the electric and magnetic sector mix, so each correlation matrix element should be a sum of two terms – one decaying with \( M_M \), and the other with \( M_E \).

The mean-field analysis following the large-\( N \) limit approach of [12] gives the following expressions for the correlation functions decay:

\[
\Gamma_{rr, \text{conn}}(0, R) \sim (\sqrt{C_1 M + \sqrt{C_2 M^*}})^2 G_R(m_M) - (\sqrt{C_1 M - \sqrt{C_2 M^*}})^2 G_R(m_E),
\]

(22)

\[
\Gamma_{ll, \text{conn}}(0, R) \sim (\sqrt{C_1 M + \sqrt{C_2 M^*}})^2 G_R(m_E) - (\sqrt{C_1 M - \sqrt{C_2 M^*}})^2 G_R(m_M),
\]

(23)

\[
\Gamma_{rl, \text{conn}}(0, R) \sim (C_1 M^2 - C_2 M^* M) (G_R(m_M) - G_R(m_E)).
\]

(24)

Here \( G_R(m) \) is the massive Green function (having asymptotic behavior like in (21)), \( M, M^* \) are mean magnetization and mean conjugate magnetization, \( C_1, C_2 \) are coefficients defined from the Taylor expansion of the action around the saddle point.

An example of the Polyakov loop correlation function behavior obtained from the numeric simulations is given in Fig. 5. As we see, the correlation of real and imaginary parts of the Polyakov loop has the same slope as the correlation of real parts of the Polyakov loop, but is much smaller (the factor before \( G_R(m_M) \) in (24) is much smaller than the one in (22)). The slope for the imaginary-imaginary correlation is larger, which seems to suggest that the imaginary-imaginary correlation does not have a term with \( G_R(m_M) \). Most probably this is a result of very small mixing – the coefficient before \( G_R(m_M) \) in (23) is so small that, on the small distances like the one studied here, the slope is defined by \( m_E \). This would imply that continuing the plot to much larger \( R \) we would see the imaginary-imaginary correlation finally going parallel to the other ones. Unfortunately, the precision of determination of the correlation functions at large \( R \) is not enough to check this prediction.

Diagonalizing the correlation matrix and extracting the masses from a fit of the diagonal components to (21), we obtained the screening masses behavior in different phases (Fig. 6). As can be seen around the transition point the magnetic screening mass exhibits a drop (to zero in the case of a second order transition). The electric mass is larger than the magnetic one, and remains almost constant for \( \beta < \beta_c \), rising quickly for \( \beta > \beta_c \) (the errors grow in this region due to a need to extract the exponential decay with large mass from a set of data with finite absolute precision).
4. Summary

A dual formulation free from sign problem is obtained for an effective Polyakov loop model with an exact static quark determinant. The model can be simply generalized to larger $N$, and $N_f$.

Numeric simulations in a wide parameter region show the location of the second order critical line that separates the region of first order phase transition from the crossover region.

The Polyakov loop correlation function behavior is governed by two masses. Around the phase transition the magnetic (smaller) mass exhibits a rapid drop (to zero for the second order transition), while the electric (larger) mass remains almost constant at $\beta < \beta_c$, and grows rapidly for $\beta > \beta_c$. These results are in qualitative agreement with the prediction of mean field from the large-$N$ limit approach.

A more detailed description of our results for the phase diagram and local observables can be found in [13]. A paper with a detailed description of the correlation function and screening mass results is currently in preparation.
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