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Abstract

In the present study, trends and variations in climatic variables (i.e. rainfall, wet day frequency, surface temperature, diurnal temperature, cloud cover, and reference and potential evapotranspiration) were analyzed on seasonal (monsoon and non-monsoon) and annual time scales for the Ajmer District of Rajasthan, India. This was done using non-parametric statistical techniques, i.e. the Mann–Kendall (MK) and Modified Mann–Kendall (MMK) tests, over a period of 100 years. The MK test with prewhitening (MK–PW) of climatic series was also applied to climatic variables and the results were compared to those obtained through the MK and MMK tests in order to assess the performance of trend detection methods. The Pettitt–Mann–Whitney (PMW) test was applied to detect the temporal shift in climatic series. The trend analysis revealed that annual and seasonal rainfall did not show any statistically significant trend at a 10% significance level. A noticeable trend increase was found in wet day frequency, surface temperature and reference evapotranspiration (ET) during the non-monsoon season from the three non-parametric statistical tests at a 10% significance level. A statistically significant decrease in maximum temperature was found during the non-monsoon season by the MK–PW test alone. This analysis of several climatic variables at the district scale is helpful for the planning and management of water resources and the development of adaptation strategies in adverse climatic conditions.
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INTRODUCTION

The effects of climate change on precipitation occurrence, distribution, intensity, quality and quantity are resulting in noticeable changes in the hydrologic cycle. While the International Panel on Climate Change (IPCC) has projected an increase in global precipitation due to the effects of climate change, both increases and decreases in precipitation have been projected at the regional scale [IPCC 2007]. The later part of the 20th century experienced an average temperature increase of 0.6°C and by the end of the 21st century, temperatures are expected to increase dramatically by 1.4°C to 5.4°C based on various climate
and that long term data is often required. However, it was also evident that a small data set might not provide an accurate portrayal of climate change and that long term data is often required. However, the study was based solely on statistical analyses and trend analysis techniques (e.g. YOON, LEE [2003]; DE, RAO 2004; ARORA et al. 2005; BASISTHA et al. 2007; PINGALE et al. 2014) and only a few studies assessed different climatic variables at the district scale [GOWDA et al. 2008]. GOWDA et al. [2008] analyzed the climatic parameters (i.e. rainfall, relative humidity, maximum temperature, minimum temperature, sunshine hours and wind speed) for the Devangere district of India to assess local scale climate change over a period of 32 years. While the results showed a mild trend in climate change in and around the Devangere region, it was also evident that a small data set might not provide an accurate portrayal of climate change and that long term data is often required. However, the study was based solely on statistical analyses and trends and shifts in climatic variables were not assessed.

Ghossi et al. [2009] observed a varied trend in Indian summer monsoon season rainfall that was not only affected by global warming but also by local changes arising from rapid urbanization, industrialization, and deforestation. DUHAN and PANDEY [2013] explored the spatial and temporal variability of precipitation in 45 districts in Madhya Pradesh (MP), India on an annual and seasonal basis. The Mann–Kendall (MK) test and Sen's slope estimator test were used for trend detection. An increase and decrease in the precipitation trend was found in the districts of MP on an annual and seasonal basis, respectively. However, the study only assessed precipitation and a comparative study of different climatic variables using different statistical techniques was not performed.

There is need to analyze additional parameters within the political boundaries of countries, to clearly assess and understand climate change [ADAMOWSKI et al. 2012; ARAGHI et al. 2015; BELAYNEH et al. 2014; CAMPISI et al. 2012; HADJARY et al. 2013; TIWARI, ADAMOWSKI 2014]. Micro-scale studies are required to assess climate change and to identify its real causes for the proper planning and management of water resources [ADAMOWSKI et al. 2012; ADAMOWSKI, PROKOPH 2013; HALBE et al. 2013; SAADAT et al. 2011]. No studies have been reported in the literature that have investigated climate in terms of inter-seasonal and inter-annual variation in temperature, precipitation, number of rainy days, humidity, cloud cover, evaporation and evapotranspiration along with seasonal shifts for the Ajmer District for the State of Rajasthan, India. Ajmer is an important holy place in the central part of the State of Rajasthan. The effects of climate change are evident in the uneven rainfall pattern and temperature increases, and may due to increased population and developmental activities in Ajmer [PINGALE et al. 2015]. Therefore, the statistical analysis should be extended to analyze additional climatic parameters and their relationships with water resources, land use/cover change, urbanization, etc. Given this, the present study was undertaken with the objective to analyze representative meteorological parameters (i.e. rainfall, wet day frequency, temperature, cloud cover, reference and potential evapotranspiration) using non-parametric statistical tests (i.e. Mann–Kendall (MK) test, modified Mann–Kendall (MMK) test, MK test with prewhitening of series (MK–PW) and Pettitt–Mann–Whitney (PMW) test) to observe the trends and shifts in these climatic variables in the Ajmer District of Rajasthan, India. Also, a comparative assessment of the different trend detection techniques was performed to analyze trends and shifts in the selected climatic variables. Such information can be useful to allow stakeholders to plan and manage water resources in a more sustainable manner [BUTLER, ADAMOWSKI 2015; HALBE et al. 2014; INAM et al. 2015; KOLJIVADY et al. 2014a, b; STRAITH et al. 2014].

MATERIALS AND METHODOLOGY

STUDY AREA AND DATA USED

Ajmer District is located between 25°38' to 26°58’N latitude and 73°54’ to 75°22’E longitude (Fig. 1) in India. It is situated almost in the heart of Rajasthan, and it is bordered by the Nagaur district to the north, the Jaipur and Tonk districts to the east, the Bhiwara district to the south, and the Pali district to the west. To the north of Ajmer city is a large artificial lake called Anasagar, which is adorned with a marble structure called Baradari. The Ajmer District has an area of 8,481 km² and a population of 2,584,913 [Registrar General, India 2011]. It is situated 486 m above mean sea level (msl), has a hot climate characterized by extremely hot summers and receives a fairly large amount of rainfall.

In the present study, 0.5°×0.5° gridded meteorological data (i.e. monthly rainfall, wet day frequency, surface temperature, cloud cover, reference evapotranspiration and potential evapotranspiration) from the Ajmer District of Rajasthan were utilized from the year 1903 to 2002. These data sets were obtained from the Indian water portal web, developed from the Climate Research Unit TS 2.1 dataset [MITCHELL, JONES 2005], UK and GIS software GRASS (Geographic Resources Analytical Support System). The meteorological data of 100 years (1903 to 2002) was selected to assess climate change trends and variations.
on seasonal and annual scales for the Ajmer District. The monsoon season runs for the months of June to September, and the non-monsoon season represents the months of October to May.

**METHODOLOGY**

Assessment of climate change for the Ajmer District was carried out on seasonal (monsoon and non-monsoon) and annual time scales using the non-parametric (MK, MK–PW, MKK and PMW test), statistical analyses. The derived reference and potential evapotranspiration from the FAO-56 manual [Allen et al. 1998] were also analyzed for the Ajmer District over the period of 100 years.

**Normalisation and autocorrelation analysis of time series**

Normalised climatic time series were used to test for the presence of outliers, which were obtained from the following relationship [Pingale et al. 2014; 2015; Rai et al. 2010]:

\[
X_i = (x_i - \bar{x}) / \sigma
\]

Where \(X_i\) is the normalized anomaly of the series, \(x_i\) is the observed time series, \(\bar{x}\) and \(\sigma\) are the long-term mean and standard deviation of annual/seasonal time series.
The autocorrelation (serial coefficients) test was performed to check the randomness and periodicity in the time series [MODARRES, SILVA 2007]. If lag-1 serial coefficients were not statistically significant then the MK test was applied to the original time series [KARPOUZOS et al. 2010; LUO et al. 2008; PINGALE et al. 2015]. The MMK test was applied to the statistically significant time series after removing the effect of serial correlation. The serial correlation coefficients of normalized climatic series were computed for lags $L = 0$ to $k$, where $k$ is the maximum lag (i.e. $k = n/3$), and $n$ is the length of the series. The autocorrelation coefficient $r_k$ of a discrete time series for lag-$k$ was estimated as follows:

$$r_k = \frac{\sum_{i=1}^{n-k}(X_i - \bar{X})(X_{i+k} - \bar{X})}{\sum_{k=1}^{n-k}(X_i - \bar{X})^2(X_{i+k} - \bar{X})^2}^{0.5} \tag{2}$$

Where $r_k$ is the lag-$k$ serial correlation coefficient. The hypothesis of serial independence was then tested by the lag-1 autocorrelation coefficient as $H_0 : r_1 = 0$ against $H_1 : |r_1| \geq 0$ using the test of significance of serial correlation [RAI et al. 2010; YEVEVICH 1972]:

$$(r_1)_{ij} = \frac{1 \pm t_{\alpha/2}(n-k)^{0.5}}{n-k} \tag{3}$$

Where $(r_1)_{ij}$ is the normally distributed value of $r_1$, $t_{\alpha/2}$ is the normally distributed statistic at ‘$\alpha$’ level of significance. The values of $t_{\alpha/2}$ are 1.645, 1.965 and 2.326 at significance levels of 0.10, 0.05 and 0.01, respectively. If $|r_1| \geq (r_1)_{ij}$, the null hypothesis about serial independence was rejected at significance level $\alpha$ (0.05 in this study). For non-normal series, the MK test is an appropriate choice for trend analysis [BASISTHA et al. 2009; YUE, PIOLON 2004]. Therefore, the MK test was used in the present study where autocorrelation was found to be non-significant at the 5% level of significance.

**Mann–Kendall test**

The MK test is a non-parametric test used to detect trends in a time series [MANN 1945]. The non-linear trend and the turning point can be derived from Kendall test statistics [KENDALL 1975]. This method searches for a trend in a time series without specifying whether the trend is linear or nonlinear. It has been found to be an excellent tool for trend detection and many researchers have used this test to assess the significance of trends in hydro-climatic time series such as water quality, stream flow, temperature and precipitation (e.g. LUDWIG et al. [2004]; ZHANG et al. [2004]; McBEAN, MOTIEE [2008]; ADAMOWSKI et al. [2009]; BASISTHA et al. [2009]; ADAMOWSKI et al. [2010]; RAI et al. [2010]; NALLEY et al. [2012]; PASTRA et al. [2012]; NALLEY et al. [2013]; PINGALE et al. 2015]. The MK test can be applied to a time series $x_i$ ranked from $i = 1, 2, \ldots n$ and $x_j$ ranked from $j = i + 1, 2, \ldots n$. Each data point $x_i$ is used as a reference point and is compared with all other data points $x_j$ such that:

$$\text{sgn}(x_j - x_i) = \begin{cases} 1 & \text{if } (x_j - x_i) > 0 \\ 0 & \text{if } (x_j - x_i) = 0 \\ -1 & \text{if } (x_j - x_i) < 0 \end{cases} \tag{4}$$

The Kendall test statistic $(S)$ is given as:

$$S = \sum_{i=1}^{n-1} \text{sgn}(x_j - x_i) \tag{5}$$

Where $\text{sgn}(x_j - x_i)$ is the signum function. The test statistic $(S)$ has been assumed to be asymptotically normal, with $E(S) = 0$ for sample size $n \geq 8$ and variance as follows:

$$V(S) = \frac{[n(n-1)(2n+5) - \sum_i (t_i - 1)(2t_i + 5)]}{18} \tag{6}$$

Where $t_i$ denotes number of ties up to sample $i$. The standardized MK test statistics $(Z_{mk})$ can be estimated as follows:

$$Z_{mk} = \frac{S - 1}{\sqrt{V(S)}} \text{ if } S > 0 \tag{7}$$

$$Z_{mk} = \frac{0}{\sqrt{V(S)}} \text{ if } S = 0$$

$$Z_{mk} = \frac{S + 1}{\sqrt{V(S)}} \text{ if } S < 0$$

The standardized MK test statistics $(Z_{mk})$ follows the standard normal distribution with a mean of zero and variance of one. If $|Z_{mk}| \leq Z_{0.25}$ (here $\alpha = 0.1$), then the null hypothesis for no trend is accepted in a two sided test for trend and the null hypothesis for no trend is rejected if $|Z_{mk}| > Z_{0.25}$. Failing to reject $H_0$ (i.e. null hypothesis) does not mean that there is no trend. Rather, it is a statement that the evidence available is not sufficient to conclude that there is a trend [HELSEL, HIRSCH 2002]. A positive value of $Z_{mk}$ indicates an ‘upward trend’ and a negative value indicates a ‘downward trend’.

**Mann–Kendall test with pre-whitening of series**

The prewhitening of time series involves the computation of serial correlation and removing the correlation if the calculated serial correlation is significant at a significance level of 0.05 [BURN, ELNUR 2002]. The pre-whitening of the time series is accomplished as follows:

$$X'_i = (X_{i+1} - rx_k) \tag{8}$$
Where \( x_i \) is the original time series with autocorrelation for time interval \( k \); \( X^* \) is the pre-whitened time series; and \( r \) is the lag-1 autocorrelation coefficient. This pre-whitened series is then subjected to the MK test for detecting the trend.

**Modified Mann–Kendall test**

The MK–PW test is used to detect trends in a time series in the presence of autocorrelation [CUNDERLIK, BURN 2004]. However, pre-whitening reduces the detection rate of significant trends in the MK test [YUE, HASHINO 2003]. Therefore, the MMK test is employed for trend detection of an auto-correlated series [HAMED, RAO 1998]. Only significant values of \( \rho_k \) are used to calculate the variance correction factor \( n/n^*_s \) (equation 9) as the variance of \( S \) is underestimated when the data are positively autocorrelated.

\[
n/n^*_s = 1 + \\
+ \frac{2}{n(n-1)(n-2)} \sum_{i=1}^{n-1} (n-i)(n-i-1)(n-i-2) \rho_i(i) \tag{9}
\]

Where \( n \) is the actual number of observations, \( n^*_s \) is considered as the ‘effective’ number of observations to account for autocorrelation in data, and \( \rho_i(i) \) is the autocorrelation function of the ranks of the observations which is given as follows [KENDALL 1955]:

\[
\rho_i(i) = \sin^{-1} \left( \rho(i) \right) \tag{10}
\]

Where \( \rho(i) \) is the parent autocorrelation function of rank of the observation. The corrected variance is then computed as:

\[
V^*(S) = V(S) \cdot n/n^*_s \tag{11}
\]

Where \( V(S) \) is obtained from equation (6). The remaining process of trend analysis is included in the MK test by incorporating the corrected variance in equation (7). A significance level of 10% was used for the autocorrelation of rank \( \rho_i(i) \), which produces the best overall empirical significance level. The advantage of using corrected variance is that there is no need to either normalize data or their autocorrelation function [RAI et al. 2010].

**Sen’s estimator of slope and percentage change over a period**

If a linear trend is present in a time series, then the true slope of trend can be estimated using a simple non-parametric procedure [SEN 1968; THEIL 1950] that is computed as:

\[
Q_i = \text{median} \left( \frac{x_j - x_k}{j-k} \right) \quad \forall k \leq j \tag{12}
\]

Where \( x_j \) and \( x_k \) are data values at times \( j \) and \( k \) \((j > k)\), respectively. The median of \( N \) values of \( Q_i \) is Sen’s estimator of slope. If \( N \) is odd, then Sen’s estimator is computed by \( Q_{med} = Q_{(N+1)/2} \) and if \( N \) is even, then Sen’s estimator is computed by \( Q_{med} = (Q_{(N/2)} + Q_{(N/2+1)}/2) \). Finally, \( Q_{med} \) is tested by a two-sided test at a 100(1 – \( \alpha \))% confidence interval.

The percentage change (%) is estimated assuming a linear trend in which magnitude by Theil and Sen’s median slope and mean are used [BASISTHA et al. 2009; YUE, HASHINO 2003]. The %changes over a period is expressed as follows:

\[
\% \text{change} = \left( \frac{\text{median slope} \cdot \text{length of period}}{\text{mean}} \right) \tag{13}
\]

**Pettitt–Mann–Whitney (PMW) test for shift detection**

The PMW test is used for the determination of shift in climatological time series [PETTITT 1979]. This test was performed using the evaluation version of XLstat 2011 software. This test can be briefly described using PMW statistics [BASISTHA et al. 2009; KIELY et al. 1998] where \( T \) is the length of the time series and \( \tau \) is the year of the most likely change point. Considering the time series as two samples represented by \( X_1 \ldots X_T \) and \( X_{r+1} \ldots X_T \), the index \( V_\tau \) is defined as:

\[
V_\tau = \sum_{j=1}^{T} \text{sgn}(X_j - X_j) \quad \text{for any } \tau \tag{14}
\]

Let a further index \( U_\tau \) be defined as:

\[
U_\tau = \sum_{j=1}^{T} \sum_{\tau} \text{sgn}(X_j - X_j) \tag{15}
\]

A plot of \( U_\tau \) against \( \tau \) for a time series with no change point would result in a continually increasing value of \( |U_\tau| \). However, if there is a change point (even a local change point), then \( |U_\tau| \) would increase up to the change point and then begin to decrease. The most significant change point \( \tau \) can be identified as the point where the value of \( |U_\tau| \) is a maximum and can be found using equation (16).

\[
K_\tau = \max_{1 \leq \tau \leq T} |U_\tau| \tag{16}
\]

The probability of a change point being at a year where \( |U_\tau| \) is the maximum, is approximated by:

\[
p = 1 - \exp \left( -\frac{6K_\tau^2}{T^3 + T^2} \right) \tag{17}
\]

Further for \( 1 \leq \tau \leq T \), the series...
is introduced and defined as:

\[ p(\tau) = 1 - \exp\left( -\frac{6U(\tau)^2}{T_1^3 + T_2^3} \right) \]  

(19)

In this way, series consisting of probabilities of the change point at each year are obtained for the shift detection in the time series of annual and seasonal rainfall and temperature over a period of time.

### RESULTS AND DISCUSSION

In the present study, assessment of climate change (i.e., trends, shifts and variability) for the Ajmer District was carried out at seasonal (monsoon and non-monsoon) and annual time scales through the MK, MK–PW, MMK and PMW non-parametric statistical tests. Sen’s slope estimator and percentage confidence interval were decided by the 95% confidence level. The rainfall, wet day frequency, surface temperature (minimum, average and maximum), cloud cover, reference evapotranspiration (ET) and potential evapotranspiration (PET) were assessed for the Ajmer District over the period of 100 years.

### NORMALISATION AND AUTOCORRELATION ANALYSIS

Initially autocorrelation analysis was performed to identify the suitable trend analysis method for the original and normalized series of climatic variables. The results of autocorrelation analysis up to the 20th lag are shown in Table 1 and Fig. 2 to 4 for the climatic variables (i.e. rainfall, wet day frequency, temperature (minimum, average and maximum), cloud cover, reference ET and PET) for the monsoon season, non-monsoon season and annual scale. The upper and lower boundaries were decided by the 95% confidence interval to test the limits of the autocorrelation coefficient [Pingale et al. 2015]. The significant autocorrelation in climatic variables at lag-1 was observed for the monsoon season, non-monsoon season and annual scale at the 0.05 significance level. For auto-correlated series at lag-1, the MK test was applied for non-significant climatic variables while the MMK test was used for the significant climatic variables. The autocorrelation coefficient at lag-1 was selected because Wagesho et al. [2013] found that the dependence of physical systems on past values is likely to be strongest for the most recent past.

Based on the autocorrelation analysis, the MMK test was applied for the diurnal temperature for the monsoon season, non-monsoon season and annual scale. For the annual scale the MMK test was applied for PET and cloud cover while for the non-monsoon season the MK test was applied for the temperature, cloud cover, reference ET and PET. For the remaining variables, the MK test was applied for the monsoon season, non-monsoon season and annual scale (Tab. 1). The MK and MMK tests were applied at the 10% significance level for the trend analysis of the monsoon season, non-monsoon season and annual time scale. However, the MK, MK–PW and MMK test were also applied for all climatic variables for the monsoon season, non-monsoon season and annual scale. This was done in order to compare the results and accurately estimate the trends in climatic variables over the period of 100 years.

### TREND ANALYSIS

The climatic variables were analyzed for the monsoon season, non-monsoon season and annual scale using the MK, MK–PW and MMK trend tests. The MMK and MK–PW test were used for the series that had significant lag-1 autocorrelation at the 0.05 level of significance. The results of the three trend tests were derived for all climatic variables and compared at the 10% significance level. The test statistics \( S \) and \( Z_{mk} \) derived for the monsoon season, non-monsoon season and annual scale are presented in Tables 2 to 4 for both the significant and non-significant climatic variables. The positive values of \( Z_{mk} \) statistics indicated increasing trends in climatic variables while negative values of \( Z_{mk} \) showed decreasing trends for the significant and non-significant climatic variables.

After the MK test, the Sen’s estimator of slope was employed to find out the change per unit time of the trends observed in the time series of all climatic variables. The corresponding results are presented in Table 5. The Sen’s slope estimates with upper and lower bounds for statistically significant upward slopes for wet day frequency, surface temperature and downward slope of reference ET are shown in Fig. 5. The percentage changes in climatic variables over the 100 year period of study for the statistically significant climatic variables are presented in Table 5 for monsoon season, non-monsoon season and annual scale. The mean and standard deviation of all the nine

### Table 1. Summary of autocorrelation analysis at lag-1 for climatic variables

| Parameters         | Monsoon season | Non-monsoon season | Annual     |
|--------------------|----------------|--------------------|------------|
| Rainfall           | 0.060          | 0.008              | 0.041      |
| Wet day frequency  | 0.007          | 0.123              | 0.024      |
| Minimum temperature| 0.024          | 0.229              | 0.166      |
| Average temperature| 0.016          | 0.229              | 0.165      |
| Maximum temperature| 0.008          | 0.235              | 0.165      |
| Diurnal temperature| 0.311          | 0.298              | 0.384      |
| Cloud cover        | 0.102          | 0.490              | 0.549      |
| Reference ET       | -0.007         | 0.206              | 0.150      |
| PET                | 0.048          | 0.311              | 0.384      |

Explanations: ET = evapotranspiration; PET = potential evapotranspiration; highlighted bold values indicates significant autocorrelation at the 0.05 significance level.

Source: own study.
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Fig. 2. Autocorrelation analysis of climatic variables for monsoon season: a) rainfall, b) wet day, c) minimum temperature, d) average temperature, e) maximum temperature, f) diurnal temperature, g) ET, h) PET, i) cloud cover; source: own study
Fig. 3. Autocorrelation analysis of climatic variables for non-monsoon season: a) rainfall, b) wet day, c) minimum temperature, d) average temperature, e) maximum temperature, f) diurnal temperature, g) ET, h) PET, i) cloud cover; source: own study
Fig. 4. Autocorrelation analysis of climatic variables for annual scale: a) rainfall, b) wet day, c) minimum temperature, d) average temperature, e) maximum temperature, f) diurnal temperature, g) ET, h) PET, i) cloud cover; source: own study
Table 2. Trend analysis of climatic variables for monsoon season at Ajmer District

| Parameters            | MK test    | MK test with prewhitening | MMK test |
|-----------------------|------------|---------------------------|----------|
|                       | $S$ $Z_{mk}$ | $S$ $Z_{mk}$              | $S$ $Z_{mk}$ |
| Rainfall              | 250 0.74   | 245 0.73                  | 250 0.74 |
| Wet day frequency     | 406 1.21   | 409 1.22                  | 406 1.20 |
| Minimum temperature   | -501 -1.49 | -498 -1.48                | -501 -2.04 |
| Average temperature   | -505 -1.50 | -505 -1.50                | -505 -2.58 |
| Maximum temperature   | -501 -1.49 | -502 -1.49                | -501 -2.04 |
| Diurnal temperature   | -247 -0.80 | -302 -0.97                | -247 -0.25 |
| Cloud cover           | -8 -0.02   | -4 -0.01                  | -8 -0.01 |
| Reference ET          | -613 -1.82 | -613 -1.82                | -613 -2.63 |
| PET                   | -284 -0.84 | -284 -0.84                | -284 -0.83 |

Explanations: $S = $ Kendall test statistic, $Z_{mk} = $ standardized MK test statistics, $ET, PET$ as in Table 1; trends are highlighted in bold at the 10% level of significance.

Source: own study.

Table 3. Trend analysis of climatic variables for non-monsoon season at Ajmer District

| Parameters            | MK test    | MK test with prewhitening | MMK test |
|-----------------------|------------|---------------------------|----------|
|                       | $S$ $Z_{mk}$ | $S$ $Z_{mk}$              | $S$ $Z_{mk}$ |
| Rainfall              | 323 0.96   | 315 0.94                  | 323 1.14 |
| Wet day frequency     | 669 1.99   | 671 2.00                  | 669 1.99 |
| Minimum temperature   | 1050 3.12  | 1046 3.11                 | 1050 3.82 |
| Average temperature   | 1053 3.13  | 1053 3.15                 | 1053 3.13 |
| Maximum temperature   | 1055 3.14  | 1053 3.13                 | 1055 3.39 |
| Diurnal temperature   | 27 0.08    | 36 0.11                   | 27 0.03  |
| Cloud cover           | 501 1.49   | 497 1.48                  | 501 0.85 |
| Reference ET          | 998 2.97   | 998 2.97                  | 998 2.97 |
| PET                   | 550 1.64   | 550 1.64                  | 550 1.40 |

Explanations as in Table 2.
Source: own study.

Table 4. Trend analysis of climatic variables for annual level at Ajmer District

| Parameters            | MK test    | MK test with prewhitening | MMK test |
|-----------------------|------------|---------------------------|----------|
|                       | $S$ $Z_{mk}$ | $S$ $Z_{mk}$              | $S$ $Z_{mk}$ |
| Rainfall              | 344 1.02   | 343 1.02                  | 344 1.02 |
| Wet day frequency     | 667 1.98   | 674 2.00                  | 667 2.52 |
| Minimum temperature   | 558 1.66   | 557 1.66                  | 558 2.26 |
| Average temperature   | 525 1.56   | 534 1.59                  | 525 1.22 |
| Maximum temperature   | 517 1.54   | 515 1.53                  | 517 1.66 |
| Diurnal temperature   | -333 -1.04 | -377 -1.15                | -333 -0.50 |
| Cloud cover           | 425 1.26   | 430 1.28                  | 425 0.76 |
| Reference ET          | 443 1.32   | 443 1.32                  | 443 1.37 |
| PET                   | 247 0.73   | 247 0.73                  | 247 1.23 |

Explanations as in Table 2.
Source: own study.

Table 5. Sen’s slope and percentage change over 100 years of climatic variables

| Parameter             | Monsoon season | Non-monsoon season | Annual |
|-----------------------|----------------|-------------------|--------|
|                       | Sen's slope % change | Sen's slope % change | Sen's slope % change |
| Rainfall              | 0.397 8.03 | 0.079 17.15 | 0.675 12.46 |
| Wet day frequency     | 0.020 8.09 | 0.111 17.83 | 0.033 10.77 |
| Minimum temperature   | -0.004 -1.48 | 0.007 4.25 | 0.003 1.53 |
| Average temperature   | -0.004 -1.24 | 0.007 2.86 | 0.003 1.07 |
| Maximum temperature   | -0.004 -1.09 | 0.007 2.20 | 0.003 0.89 |
| Diurnal temperature   | 0.000 0.00 | 0.000 0.00 | 0.000 0.00 |
| Cloud cover           | 0.000 0.00 | 0.004 2.57 | 0.003 1.22 |
| Reference ET          | -0.002 -0.94 | 0.006 1.64 | 0.003 0.53 |
| PET                   | -0.001 -0.29 | 0.003 0.51 | 0.001 0.18 |

Explanations: $ET, PET$ as in Table 1; trends in Table 1; bold shows statistically significant Sen’s slope at the 10% level of significance.
Source: own study.

climatic variables are given in Table 6. These represent the changes and variation in all the climatic variables over the 100 year period for the above mentioned time scales in the Ajmer District.

The reference $ET$ in the monsoon season showed a significant decreasing trend over the study period by the MK test, MK–PW test ($Z_{mk} = -1.82$) and MMK test ($Z_{mk} = -2.63$). However, these tests failed to detect a significant trend for the other climatic variables using the MK and MK–PW tests at a 10% level of significance. The MMK test failed only for rainfall, diurnal temperature and cloud cover in the monsoon season at the 10% significance level. The null hypothesis of no trend indicated that the evidence of trends was not sufficient on seasonal and annual time scales in some of the studied climatic variables at the 10% significance level. These results were in agreement with some studies in other regions of India that also found no trends in rainfall (e.g. Arora et al. [2005]; DASH et al. [2007]; KUMAR et al. [2010]; PINGALE et al. [2013]). However, increasing and decreasing trends in rainfall have been observed in other regions of the country (e.g. BASISTHA et al. [2007]; RAI et al. [2010]; PINGALE et al. [2014]). It is clear from Table 2 that no significant increasing trend existed in wet day frequency and minimum temperature in the monsoon season based on the MMK test. However, GOWDA et al. [2008] found decreasing trends in annual rainfall and expected high intensity rainfall or storm events for the Devangere district of Karnataka, India. Also, increasing trends in minimum temperature have been observed by other researchers in India (e.g. JAIN et al. [2013]; PINGALE et al. [2014]; PINGALE et al. [2015]). Although significant decreasing trends were observed in average and maximum temperature using the MMK test (Tab. 2), previous studies have reported increasing trends in average and maximum temperature for other regions of India (e.g. SINGH et al. [2008]).
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Table 6. Summary of statistics of climatic variables at Ajmer District

| Parameters                      | Monsoon mean | Monsoon SD | Non-monsoon mean | Non-monsoon SD | Annual mean | Annual SD |
|--------------------------------|--------------|------------|------------------|----------------|-------------|-----------|
| Rainfall, mm                   | 495.07       | 177.11     | 46.29            | 28.71          | 541.35      | 183.78    |
| Wet day frequency, days        | 24.87        | 4.81       | 5.99             | 1.65           | 30.86       | 5.18      |
| Minimum temperature, °C        | 24.73        | 0.68       | 15.66            | 0.57           | 18.68       | 0.49      |
| Average temperature, °C        | 29.33        | 0.68       | 23.34            | 0.58           | 25.33       | 0.49      |
| Maximum temperature, °C        | 33.95        | 0.68       | 31.04            | 0.58           | 32.01       | 0.49      |
| Diurnal temperature, °C        | 9.20         | 0.09       | 15.38            | 0.10           | 13.32       | 0.08      |
| Cloud cover, %                 | 49.93        | 2.54       | 23.34            | 1.98           | 25.33       | 0.98      |
| Reference ET, mm               | 3.21         | 0.32       | 3.57             | 0.55           | 3.79        | 0.67      |
| PET, mm                        | 26.43        | 0.28       | 53.04            | 0.47           | 79.47       | 0.60      |

Explanations: SD = standard deviation; ET, PET as in Table 1.

The significant increasing trends were observed in most of the climatic variables in the non-monsoon season by all three methods over the 100 year period with the exception of maximum temperature by the MK–PW test, which showed a significant decreasing trend in the non-monsoon season at the 10% significance level (Tab. 3). Significant increasing trends were observed in wet day frequency, minimum and average temperature and reference ET in the non-monsoon season from the three tests. However, these tests failed to detect significant trends for other climatic variables at the 10% level of significance (Tab. 3).

Significant increasing trends were observed in wet day frequency and minimum temperature on an annual scale using the three statistical methods over the study period. However, a significant increasing trend was only observed in annual maximum temperature using the MMK test (Tab. 4). These results are in good agreement with previous studies in India (e.g. KOTHYARI, SINGH [1996]; KOTHAWALE, KUMAR [2005]; JAIN et al. [2013]). A study conducted by PINGALE et al. [2015] similarly observed average temperature increases over time in the Ajmer District, which contrasted with findings of the IPCC that demonstrated both an average increase and decrease in temperature at the global level.

Significant increasing trends were observed in wet day frequency and minimum temperature on an annual scale using the three statistical methods over the study period. However, a significant increasing trend was only observed in annual maximum temperature using the MMK test (Tab. 4). These results are in good agreement with previous studies in India (e.g. KOTHYARI, SINGH [1996]; KOTHAWALE, KUMAR [2005]; JAIN et al. [2013]). A study conducted by PINGALE et al. [2015] similarly observed average temperature increases over time in the Ajmer District, which contrasted with findings of the IPCC that demonstrated both an average increase and decrease in temperature at the global level. All three trend tests failed to detect significant trends in other remaining climatic variables at the 10% level of significance (Tab. 3). However, statistically significant upward...
slopes were observed in wet day frequency on an annual scale (Tab. 5), which indicated an increase in annual wet day frequency and a higher possibility of intense storms in the Ajmer District.

PETTIT–MANN–WHITNEY (PMW) TEST FOR SHIFT DETECTION

Shift detection is very important in identifying evidence of climate change and it provides valuable information for planning adaptation measures. Therefore, shift detection in the climatic time series was carried out using the PMW test on the seasonal and annual time scales for the climatic variables and a shift was observed in statistically significant climatic variables in the Ajmer District over the 100 year time period (Fig. 6 to 14). A shift in wet day frequency and average cloud cover variation (%) on an annual scale was observed during the years of 1941 and 1954, respectively (Fig. 6 and 14). However, a shift was not found in wet day frequency during the monsoon season and non-monsoon season and average cloud cover variation (%) during the monsoon season. No shift was observed in rainfall on either the seasonal or annual scale in the Ajmer District. However, this contrasted with Ajmer city where significant shifts have been observed in non-monsoon season rainfall in addition to an increasing trend in non-monsoon rainfall at the 10% significance level [PINGALE et al. 2015]. The surface temperature (minimum, average and maximum) in the non-monsoon season had a significant shift in 1937 (Fig. 6 to 9). There were no observablesignificant changes in surface temperature for the annual and monsoon season over the 100 year period. Significant shifts (increases) in both the reference evapotranspiration and PET were observed in the non-monsoon season in 1937 and 1930, respectively (Fig. 10 and 12). However, significant decreases in shift were observed for the PET during the monsoon season from 1952 onward (Fig. 11). There were no shifts in reference ET during the monsoon season and annual scale and no shifts in PET were observed at the annual time scale for the study period. The shifts in climatic variables were likely due to the global climate shift or factors such as the weakening global
monsoon circulation, the reduction in forest cover and increasing aerosol concentration in the atmosphere due to anthropogenic activities [Basistha et al. 2009].

The assessment of trends and shifts in different climatic variables on annual and seasonal scales is crucial for adaptation planning in arid and semi-arid regions of India at district scales. Similar studies like Pingale et al. [2014] that assess trends on local and regional levels at annual and seasonal time scales are useful for adaptation planning measures.

SUMMARY AND CONCLUSIONS

In this study, trend analysis of nine climatic variables during the monsoon season, non-monsoon season and annual scale was performed for the period of 1903 to 2002 in the Ajmer District using three non-parametric statistical tests (i.e., MK test, MK–PW test and MMK test). The PMW test was applied to detect temporal shifts in the climatic series over the study period. The Sen’s slope and percentage change in climatic variables were also estimated over the period of 100 years. The trend analysis revealed an overall upward precipitation trend even though no statistically significant trends were observed for the seasonal and annual scales. On the seasonal and annual scales, a noticeable increase was revealed in wet day frequency, surface temperature (i.e. minimum, average and maximum temperature) and reference ET during the non-monsoon season based on the results of the three non-parametric statistical tests at the 10% significance level, while maximum temperature experienced statistically significant decrease based on the MK–PW test). No change in average diurnal temperature was observed over the period of 100 years in the study area. This type of information should be helpful in facilitating a transition to more sustainable and adaptive water resources planning and management in the Ajmer District of India. Ultimately, this will help policy makers and scientists to focus on district scale planning measures for climate change adaptation and mitigation, by considering regional and local scale variability in trends compared to global climatic trends.

Acknowledgements

We gratefully acknowledge the India Water Portal site and the Tyndall Centre for Climate Change Research for providing meteorological datasets for this research work. Partial funding was provided by an NSERC Discovery and CFI grant held by Jan Adamowski.

REFERENCES

Adamowski J., Adamowski K., Bougadis J. 2010. Influence of trend on short duration design storms. Water Resources Management. Vol. 24. Iss. 3 p. 401–413.

Adamowski J., Chan H., Prasher S., Sharda V.N. 2012. Comparison of multivariate adaptive regression splines with coupled wavelet transform artificial neural net-
works for runoff forecasting in Himalayan micro-watersheds with limited data. Journal of Hydroinformat-
ics. Vol. 14. Iss. 3 p. 731–744.
ADAMOWSKI J., PROKOPH A. 2013. Assessing the impacts of the urban heat island effect on streamflow patterns in
Ottawa, Canada. Journal of Hydrology. Vol. 496 p. 225–237.
ADAMOWSKI J., PROKOPH A., ADAMOWSKI K. 2012. Influ-
ence of the 11 year solar cycle on annual streamflow maxima in Southern Canada. Journal of Hydrology. Vol.
442 p. 55–62.
ADAMOWSKI K., PROKOPH A., ADAMOWSKI J. 2009. Devel-
opment of a new method of wavelet aided trend detec-
tion and estimation. Hydrological Processes. Vol. 23.
Iss. 18 p. 2686–2696.
ALLEN R.G., PEREIRA L.S., RAES D., SMITH M. 1998. Crop
evapotranspiration: Guidelines for computing crop wa-
ter requirements. FAO Irrigation and Drainage Paper.
No 56. Rome, Italy.
ARAGHI A., ADAMOWSKI J., NALLEY D., MALARD J. 2015.
Using wavelet transforms to estimate surface temperature
trends and dominant periodicities in Iran based on
gridded reanalysis data. Atmospheric Research. Vol.
155 p. 52–72.
ARORA M., GOEL N.K., SINGH P. 2005. Evaluation of tem-
perature trends over India. Hydrological Sciences Jour-
nal. Vol. 50. Iss. 1 p. 81–93.
BASISTHA A., ARYA D.S., GOEL N.K. 2009. Analysis of his-
torical changes in rainfall in the Indian Himalayas.
International Journal of Climatology. Vol. 29. Iss. 4 p.
555–572.
BASISTHA A., GOEL N.K., ARYA D.S., GANGWAR S.K. 2007.
Spatial pattern of trends in Indian sub-divisional rain-
fall. Jalvivign Sameeksha. Vol. 22 p. 47–57.
BELAYNEH A., ADAMOWSKI J., KHALIL B., OZGA-ZIELINSKI
B. 2014. Long-term SPI drought forecasting in the
Awash River Basin in Ethiopia using wavelet-support vector regression models. Journal of Hydrology. Vol.
508 p. 418–429.
BURN D.H., ELNUR M.A. 2002. Detection of hydrologic
trends and variability. Journal of Hydrology. Vol. 255
p. 107–122.
BUTLER C., ADAMOWSKI J. 2015. Empowering marginalized
communities in water resources management: Address-
ing inequitable practices in Participatory Model Build-
ing. Journal of Environmental Management. Vol. 153
p. 153–162.
CAMPISI S., ADAMOWSKI J., ORON G. 2012. Forecasting
urban water demand via wavelet- denoising and neural
network models. Case study: City of Syracuse, Italy.
Water Resources Management. Vol. 26. Iss. 12 p. 3539–
3558.
CUNDERLIK J.M., BURN D.H. 2004. Linkages between re-
gional trends in monthly maximum flows and selected climatic variables. Journal of Hydrologic Engineering.
Vol. 9. Iss. 4 p. 246–256.
DASH S.K., JENAMANI R.K., KALSI S.R., PANDA S.K. 2007.
Some evidence of climate change in twentieth-century
India. Climatic Change. Vol. 85. Iss. 3 p. 299–321.
DE U.S., RAO G.S.P. 2004. Urban climate trends – The In-
dian scenario. Journal of Indian Geophysical Union.
Vol. 8. No 3 p. 199–203.
DUHAN D., PANDEY A. 2013. Statistical analysis of long
term spatial and temporal trends of precipitation during
1901–2002 at Madhya Pradesh, India. Atmospheric Re-
search. Vol. 122 p. 136–149.
GHOSH S., LUNYA V., GUPTA A. 2009. Trend analysis of
Indian summer monsoon rainfall at different spatial scales. Atmospheric Science Letters. Vol. 10. Iss. 4
p. 285–290.
GOWDA K.K., MAJUNATHA K., MANJUNATH B.M., PUTTY
Y.R. 2008. Study of climate changes at Davangere re-
gion by using climatological data. Water and Energy In-
ternational. Vol. 65. Iss. 3 p. 66–77.
HAIDARY A., AMIRI B.J., ADAMOWSKI J., FOhRER N.,
Nakane K. 2013. Assessing the impacts of four land
use types on the water quality of wetlands in Japan. Wa-
ter Resources Management. Vol. 27. Iss. 7 p. 2217–
2229.
HALBE J., ADAMOWSKI J., BENNET E., PAIH-WOSTL C.,
FARAHBAKHSH K. 2014. Functional organization analy-
sis for the design of sustainable engineering systems.
Ecological Engineering. Vol. 73 p. 80–91.
HALBE J., PAIH-WOSTL C., Sendzimir J., ADAMOWSKI J.
2013. Towards adaptive and integrated management
paradigms to meet the challenges of water governance.
Water Science and Technology. Water Supply. Vol. 67
p. 2651–2660.
HAMED K.H., RAO A.R. 1998. A modified Mann-Kendall
trend test for auto correlated data. Journal of Hydrology.
Vol. 204 p. 182–196.
HESEL D.R.,HIRSCH R.M. 2002. Statistical methods in
water resources. Techniques of water resources investiga-
tions. Book 4. Hydrologic analysis and interpretation.
Chapter A3. U.S. Geological Survey pp. 522.
INAM A., ADAMOWSKI J., HALBE J., PRASHER S. 2015. Us-
ing causal loop diagrams for the initialization of stake-
holder engagement in soil salinity management in agri-
cultural watersheds in developing countries: A case
study in the Rechna Doab watershed, Pakistan. Journal
of Environmental Management. Vol. 152 p. 251–267.
IPCC 2001. Climate change 2001: The scientific basis. Con-
tribution of Working Group to the Third Assessment
Report of the Intergovernmental Panel on Climate
Change. Vol. 1. Cambridge Univ. Press. ISBN 0521014
956 pp. 881.
IPCC 2007. Climate change 2007: The physical science
basis. Contribution of Working Group I to the Fourth
Assessment Report of the Intergovernmental Panel on
Climate Change. Cambridge Univ. Press. ISBN 978-0-
521-70596-7 pp. 996.
JAIN S.K., KUMAR V., SAHARIA M. 2013. Analysis of rain-
fall and temperature trends in northeast India. Interna-
tional Journal of Climatology. Vol. 33. Iss. 4 p. 968–
978.
KARPOUZOS D.K., KAVALIERATOU S., BABAJIMOPoulos C.
2010. Trend analysis of precipitation data in Pieria re-
gion (Greece). European Water. Vol. 30 p. 196.
KENDALL M.G. 1955. Rank correlation methods. 2nd ed.
London. Charles Griffin pp. 196.
KENDALL M.G. 1975. Rank Correlation Methods. 4th ed.
London. Charles Griffin pp. 202.
KIELY G., ALBERTSON J.D., PARLANGE M.B. 1998. Recent
trends in diurnal variation of precipitation at valentina
on the West Coast of Ireland. Journal of Hydrology.
Vol. 10. Iss. 4 p. 246–256.
KOLINIVADI V., ADAMOWSKI J., KOSOY N. 2014a. Juggling
issues of targeting in payments for ecosystem services.
GeoForum. Vol. 58 p. 1–13.
KOLINIVADI V., ADAMOWSKI J., KOSOY N. 2014b. Recast-
ing payments for ecosystem services (PES) in water re-

© PAN in Warsaw, 2016; © ITP in Falenty, 2016; Journal of Water and Land Development. No. 28 (I–III)
source management: A novel institutional approach. Ecosystem Services. Vol. 10 p. 144–154.

KOTHAWALE D.R., KUMAR R. 2005. On the recent changes in surface temperature trends over India. Geophysical Research Letters. Vol. 32. Iss. 18. L18714. DOI: 10.1029/2005GL023528.

KOTHIYARI U.C., SINGH V.P. 1996. Rainfall and temperature trends in India. Hydrological Processes. Vol. 10. Iss. 3 p. 357–372.

KUMAR V., JAIN S.K., SINGH Y. 2010. Analysis of long-term rainfall trends in India. Hydrological Sciences Journal. Vol. 55. Iss. 4 p. 484–496.

LUDWIG W., SERRAT P., CESMAT L., ESTEVES J.G. 2004. Evaluating the impact of the recent temperature increase on the hydrology of the Têt River (Southern France). Journal of Hydrology. Vol. 289. Iss. 1 p. 204–221.

LUO Y., LIO S., SHENG L., FU S., LIU J., WANG G., ZHOU G. 2008. Trends of precipitation in Beijiang River Basin, Guangdong Province, China. Hydrological Processes. Vol. 22. Iss. 13 p. 2377–2386.

MANN H.B. 1945. Non-parametric test against trend. Econometrica. Vol. 13 p. 245–259.

McBEAN E., MOTIEH H. 2008. Assessment of impacts of climate change on water resources: a long term analysis of the Great Lakes of North America. Hydrology and Earth System Sciences. Vol. 12. Iss. 1 p. 239–255.

MITCHELL T.D., JONES P.D. 2005. An improved method of constructing a database of monthly climate observations and associated high resolution grids. International Journal of Climatology. Vol. 25. Iss. 6 p. 693–712.

MODARRES R., DA SILVA R.V.P. 2007. Rainfall trends in India and semi-arid regions of Iran. Journal of Arid Environment. Vol. 70. Iss. 2 p. 344–355.

NALLEY D., ADAMOWSKI J., KHALIL B. 2012. Using discrete wavelet transforms to analyze trends in streamflow and precipitation in Quebec and Ontario (1954–2008). Journal of Hydrology. Vol. 475 p. 204–228.

NALLEY D., ADAMOWSKI J., KHALIL B., OZGA-ZIELINSKI B. 2013. Trend detection in surface air temperature in Ontario and Quebec, Canada during 1967–2006 using the discrete wavelet transform. Atmospheric Research. Vol. 132–133 p. 375–398.

NAPCC 2008. National Action Plan for Climate Change [online]. [Access 15.12.2015]. Available at: http://www.mof.nic.in/downloads/home/Pg01-52.pdf

PANT G.B., KUMAR K.R. 1997. Climates of South Asia. Collins: CO. Water Resources Publications pp. 276.

PATRA J.P., MISHRA A., SINGH R., RAGHUWANSHI N.S. 2012. Detecting rainfall trends in twentieth century (1871–2006) over Orissa State, India. Climatic Change. Vol. 111. Iss. 3 p. 801–817.

PETTITT A.N. 1979. A non-parametric approach to the change-point problem. Applied Statistics. Vol. 28. No. 2 p. 126–135.

PINGALE S., ADAMOWSKI J., JAT M., KHARE D. 2015. Implications of spatial scale on climate change assessments. Journal of Water and Land Development. No. 26 p. 37–56.

PINGALE S., KHARE D., JAT M., ADAMOWSKI J. 2014. Spatial and temporal trends of mean and extreme rainfall and temperature for the 33 urban centres of the arid and semi-arid state of Rajasthan, India. Atmospheric Research. Vol. 138 p. 73–90.

RAI R.K., UPADHYAY A., OJHA C.S.P. 2010. Temporal variability of climatic parameters of Yamuna River basin: spatial analysis of persistence, trend and periodicity. Open Hydrology Journal. Vol. 4. Iss. 1 p. 184–210.

Registrar General, India. 2011. Census of India 2011: provisional population totals-India data sheet. Office of the Registrar General Census Commissioner, India. Indian Census Bureau.

SAADAT H., ADAMOWSKI J., BONNELL R., SHARIFI F., NAMDAR M., ALE-EBRAHIM S. 2011. Land use and land cover classification over a large area in Iran based on single date analysis of satellite imagery. Journal of Photogrammetry and Remote Sensing. Vol. 66. Iss. 5 p. 608–619.

SEN P.K. 1968. Estimates of the regression coefficient based on Kendall’s tau. Journal of the American Statistical Association. Vol. 63. Iss. 324 p. 1379–1389.

SINGH P., KUMAR V., THOMAS T., ARORA M. 2008. Basinwide assessment of temperature trends in northwest and central India. Hydrological Sciences Journal. Vol. 53. Iss. 2 p. 421–433.

STRAITH D., ADAMOWSKI J., REILLY K. 2014. Exploring the attributes, strategies and contextual knowledge of champions of change in the Canadian water sector. Canadian Water Resources Journal. Vol. 39. Iss. 3 p. 255–269.

THEIL H. 1950. A rank-invariant method of linear and polynomial regression analysis. I, II, III. Proceedings of the Royal Netherlands Academy of Sciences. No 53 p. 386–392, 521–525, 1397–1412.

TIWARI M., ADAMOWSKI J. 2014. Urban water demand forecasting and uncertainty assessment using ensemble wavelet-bootstrap-neural network models. Water Resources Research. Vol. 49. Iss. 10 p. 6486–6507.

WAGESHO N., GOEL N.K., JAIN M.K. 2013. Temporal and spatial variability of annual and seasonal rainfall over Ethiopia. Hydrological Sciences Journal. Vol. 58. Iss. 2 p. 354–373.

YEVEVICH V. 1972. Stochastic processes in hydrology. Fort Collins: CO. Water Resources Publications pp. 276.

YOON W.S., LEE D.K. 2003. The development of the evaluation model of climate changes and air pollution for sustainability of cities in Korea. Landscape and Urban Planning. Vol. 63. Iss. 3 p. 145–160.

YUE S., HASHINO M. 2003. Long term trends of annual and monthly precipitation in Japan. Journal of the American Water Resources Association. Vol. 39. Iss. 3 p. 587–596.

YUE S., PILON P. 2004. A comparison of the power of the t test, Mann–Kendall and bootstrap tests for trend detection. Hydrological Sciences Journal. Vol. 49. Iss. 1 p. 21–37.

ZHANG X.B., ZWIERS F.W., LI G.L. 2004. Monte Carlo experiments on the direction of trends in extreme values. Journal of Climate. Vol. 17 p. 1945–1952.

© PAN in Warsaw, 2016; © ITP in Falenty, 2016; Journal of Water and Land Development. No. 28 (I–III)
Santosh M. PINGALE, Deepak KHARE, Mahesh K. JAT, Jan ADAMOWSKI

Analiza trendu czynników klimatycznych na suchych i półsuchych obszarach dystryktu Ajmer w Radżasthanie, Indie

STRESZCZENIE

Słowa kluczowe: nachylenie Sena, test Manna–Kendalla (MK), test Pettitta–Manna–Whitneya (PMW), trendy, Radżasthan, zmodyfikowany test Manna–Kendalla (MMK)

W pracy analizowano trendy i zmienność czynników klimatycznych (opad, częstotliwość dni wilgotnych, temperaturę powierzchni ziemi, temperaturę dobową, zachmurzenie oraz ewapotranspirację wskaźnikową i potencjalną) w skali sezonowej i rocznej w dystrykcie Ajmer, w Radżasthanie (Indie). Analizę przeprowadzono za pomocą nieparametrycznych technik statystycznych Manna–Kendalla (MK) i zmodyfikowanej techniki MK (MMK) dla 100-letniego okresu. Test MK z eliminacją korelacji serii klimatycznych (prewhitening – MK–PW) zastosowano także do zmiennych klimatycznych, a wyniki porównano z uzyskanymi z użyciem testów MK i MMK, co pozwoliło na ocenę wiarygodności wykrywania trendu zmian w czasie.

W celu wykrycia czasowych przesunięć serii klimatycznych zastosowano test Pettitta–Manna–Whitneya (PMW). Na podstawie analizy trendu stwierdzono, że opady roczne i sezonowe nie wykazywały statystycznie istotnego trendu na poziomie istotności 10%. Wykorzystując trzy testy nieparametryczne, stwierdzono rosnący trend w przypadku częstotliwości występowania wilgotnych dni, temperatury powierzchni i ewapotranspiracji wskaźnikowej w okresie pozamonsunowym na poziomie istotności 10%. Statystycznie istotny spadek maksymalnej temperatury w tym okresie stwierdzono jedynie, gdy stosowano test MK–PW. Przedstawiona analiza kilku zmiennych klimatycznych w skali dystryktu może być pomocna w planowaniu i zarządzaniu zasobami wodnymi i w rozwoju strategii adaptacji do niekorzystnych warunków klimatycznych.