A novel approach to quantify volatility prediction
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Abstract

Volatility prediction in the financial market helps to understand the profit and involved risks in investment. However, due to irregularities, high fluctuations, and noise in the time series, predicting volatility poses a challenging task. In the recent Covid-19 pandemic situation, volatility prediction using complex intelligence techniques has attracted enormous attention from researchers worldwide. In this paper, a novel and simple approach based on the robust least squares method in two approaches a) with least absolute residuals (LAR) and b) without LAR, have been applied to the Chicago Board Options Exchange (CBOE) Volatility Index (VIX) for a period of ten years. For a deeper analysis, the volatility time series has been decomposed into long-term trends, and seasonal, and random fluctuations. The data sets have been divided into parts viz. training data set and testing data set. The validation results have been achieved using root mean square error (RMSE) values. It has been found that robust least squares method with LAR approach gives better results for volatility (RMSE = 0.01366) and its components viz. long term trend (RMSE = 0.10087), seasonal (RMSE = 0.010343) and remainder fluctuations (RMSE = 0.014783), respectively. For the first time, generalized prediction equations for volatility and its three components have been presented. Young researchers working in this domain can directly use the presented prediction equations to understand their data sets.
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1. Introduction

With the present Covid-19 pandemic situation across the globe, accurate prediction and analysis of the stock market have gained much importance as compared to old times. A lot of research is being focused on accurate stock
market prediction. However, volatility prediction in future stock values is a challenging task. On one side, where the volatility helps in a better understanding of the market risk involved for the investors; on the other side, an accurate prediction model for the same can help in understanding the investment returns. In other words, irrespective of stock market fluctuations, volatility always provides a way to make a profit for investors. Volatility is defined by the random fluctuations in the return prices of an asset in the financial market [1, 2]. This aspect was reviewed and a comparative study was carried out on the findings of volatility forecasting published in 93 papers over a span of two decades [3]. It is well-proved that volatility prediction is difficult to estimate for its dependence on very much random but interdependent variables [4]. Investment risk goes higher for higher volatility. Thus, volatility prediction has gained much attention to assess the market risk and make the proper financial decisions [5].

During the present Covid-19 pandemic situation, the market has undergone high fluctuations making traditional volatility prediction a very tedious task. To address this issue, the present research has moved towards the application of different hybrid and complex artificial techniques for volatility forecasting. A neural network-based parametric model with idealistic assumptions for volatility forecasting was studied and presented [6]. Mettle et al. proposed the method to analyze volatility of an apparently random walk but with correlated errors time series [7]. This method was further successfully improvised for South Africa (SA), Canada, Switzerland, and China on their exchange rates to represent the adjudication of SA has the highest variation in exchange rates among all and thus regarded as the most unstable economy. The financial risk management of an organization was predicted and examined by Li et al. [8] using a logistic regression model, which gave better results than the conventional method. The effectiveness of the proposed method was proved experimentally to predict the financial data risks. As an advancement in this direction, a framework of deep learning model was adopted for longer period price prediction of a stock for a highly volatile market with unpredictable circumstances by Soleymani et al. [9]. The effectiveness of the approach was demonstrated experimentally, too. Authors Yazdani et al. have studied the volatility models for stochastic economic markets and associated behavior and correlation on return prices. The proposed algorithm was applied to many financial time-series and achieved a good fit for stock and cryptocurrency markets [10]. Authors Jia et al. [5] have concluded that the forecasting of volatility in stocks index can be represented in a better way by using the long short-term memory (LSTM) and deep neural network. Deep learning-based models, as well as machine learning have been applied to stock price prediction and forecast of gold volatility [11, 12, 13]. Authors Berry et al. in 2019 attempted to determine if the sentiment on stocks from Stock-Twits micro-blogs can improve volatility prediction [2]. The obtained results were evaluated experimentally. A new validation along with selection technique based on the Chan–Karolyi–Longstaff–Sanders (CKLS) method for two currency exchange rates and comparing their performance was proposed by Sikora et al. [14]. Net regression algorithms with an improved coefficient of determination which helped with forward-moving time frames rather than previous economic
indicators to predict volatility over a period of time were proposed [15]. Different econometric methods such as machine learning are widely adopted to predict the instability in the financial market [16, 17]. In a similar attempt, other authors have adopted a new model of regression neural network-based particle swarm optimization method to analyze the fluctuations for the financial market [1]. A robust regression model to accurately forecast stock return volatility [18]. It was empirically verified that the obtained results were robust to different settings.

The existing literature shows that volatility forecasting for the stock market has been attempted with traditional as well as intelligent approaches. After a thorough review, it has been observed that the financial stock market has different scales of motion for strong seasonal or long-term trends which, in turn, complicates the volatility prediction process. Thus, it motivates the authors to observe these patterns and compute the future volatility prediction separately for the different detrended time series. The analysis is based on the CBOE Volatility Index (VIX). The main objectives of this paper are two-folded: Firstly, to detrend the volatility return time-series data into a long-term trend, seasonal and random fluctuation (remainder) components. It is mainly important for market analysis as volatility forecasting highly depends on the long-term trend, seasonal, and remainder components and for the policymakers to make good decisions depending on the presence of seasonality if any. Secondly, it provides generalized equations to predict future volatility. In this paper, a simple approach to volatility prediction has been proposed. General prediction equations to represent the variations in the long-term trend, seasonal, and remainder components parameters along with volatility have been presented. The manuscript is organized in following section; Section 2 represents the data utilized for the investigation and the adopted methodologies for detrending the time series into its different component’s future prediction via curve fitting technique. Further, Section 3 depicts a detailed analysis of results along with the discussion. Finally, in section 4 the authors summarize the findings of the paper.

2. Data Description and Methodology

For the time series prediction analysis, here we consider Chicago Board Options Exchange’s (CBOE) Volatility Index (VIX), a volatility measure based on S&P 500 indices from Yahoo finance from 03-rd January 2011 to 06-th May 2022 (2857 trading days). CBOE VIX, introduced in 1993, is a measure of market expectation of next 1-month stock market volatility based on Standard and Poor’s 500 stock index option prices. It acts as a sign of market fear (bear) or greed (bull) and thus, helps to predict the overall market’s situation based on the movement of VIX.

2.1. Logarithmic Return

For the analysis, we consider logarithmic return time-series of volatility indices’ daily closure values with $\Delta t = 1$ day for $k$ stocks using the formula,

$$ r(t) = \ln P(t + \Delta t) - \ln P(t) $$  

(1)
Here \( r(t) \) and \( P(t) \) denote the logarithmic return price and return price, respectively, at time \( t \) with \( t = 1, 2, \ldots, T \) where \( T \) is the number of total trading days.

### 2.2. Kolmogorov-Zurbenko Filter

It is extensively shown in the literature that real time-series has a long-term trend, short-term seasonal variation, and random fluctuation as its component; financial market \[19, 20\], air quality data \[21, 22, 23, 24\]. There are many methods available for detrending the data viz. PEST Algorithm \[25\], monthly anomaly technique \[26\], the wave-let transform \[27, 28, 29, 30, 31\]. To decompose our time series, we have used the Kolmogorov-Zurbenko (KZ) filter proposed by Kolmogorov and Zurbenko in 1986 \[32\]. The advantage of this method over the others is that it is a simpler method and takes care of the missing data in the time series \[33\]. This method separates out the different components to analyze the underlying hidden trends of the time series in a deeper sense \[34, 33, 35, 36\].

An original time-series \( A(t) \) can be shown by:

\[
A(t) = e(t) + S(t) + W(t)
\]

where \( e(t) \), \( S(t) \) and \( W(t) \) are the long-term trend, short-term seasonal, and fluctuation components, respectively. This KZ filter behaves as a low-pass filter during successive iterations of a moving average of window length \( m \) and \( p \) iterations. It can be depicted as below:

\[
Y_i = \frac{1}{m} \sum_{j=-k}^{k} A_{i+j}
\]

where, the window length is considered as \( m = 2k + 1 \) with \( k \) as the number of data points included on both sides of \( i \). During each iteration, we get one output, which will be considered as the input for the next iteration. Different window lengths (\( m \)) and iteration number (\( p \)) find out different scales of motion. A \( KZ_{(365,3)} \) filter helps in extracting trends of different time-scales or periods from the data. \( e(t), s(t), w(t) \) can be calculated for different value of \( m \) and \( p \) as follows:

\[
e(t) = KZ_{(365,3)}
\]

\[
S(t) = KZ_{(15,5)} - KZ_{(365,3)}
\]

\[
W(t) = A(t) - KZ_{(15,5)}
\]

### 2.3. Curve fitting

Regression analysis is very important in statistical mathematics analysis. MATLAB-based Curve Fitting method is one of the simple and efficient ways of performing regression for linear as well as non-linear data sets. Literature search highlights the use of this method for prediction purposes in various domains of
real-life problems. Two different software viz. MATLAB and LabVIEW for curve fitting purposes were studied and compared which helped to select the appropriate configuration of the software while dealing with the problem associated with the real life [37]. An accurate curve fitting approach for short-term hourly load forecast was proposed [38]. An artificial neural network (ANN) based curve fitting technique for the prediction of Covid-19 cases across the world was also presented [39]. The results showed that ANN can predict the possible number of future cases of Covid-19 outbreak in any country very efficiently. The authors of this paper observed that the regression analysis using the Curve Fitting method is a popular and widely used analysis tool for many statistical problems, however, no or limited use can be seen in the market fluctuation analysis.

In this paper, regression analysis has been performed using the MATLAB-based Curve Fitting method, a simple yet effective approach to derive general prediction equations for volatility and its three components viz. long-term trend, seasonal, and remainder fluctuation. The Curve Fitting method helps get a curve plot or surface plot for linear and non-linear models. Surface plots help in a better and clear understanding of large data sets such as in this case. The pre-processing and post-processing of data sets, comparative analysis of developed models, and removal of outliers can be done using this method which in turn helps in a better understanding of the data sets under study. MATLAB also provides a platform to exclude outliers and improve the goodness of fit. This feature has been suitably used wherever required. The non-parametric modeling technique such as splines, interpolation, and smoothing is also possible with the MATLAB-based Curve Fitting method. The coefficients are estimated through the least-squares method which minimizes the summed square of residuals. Residuals ($r_i$), or the errors associated with the data for the $i$-th data point, are defined as the difference between the observed $y_i$ and fitted response value $\overline{y}_i$. Residual = Data – Fit

$$r_i = y_i - \overline{y}_i$$  \hspace{1cm} (7)

The summed square of residuals is given by

$$S = \sum_{i=1}^{n} r_i^2 = \sum_{i=1}^{n} (y_i - \overline{y}_i)^2$$  \hspace{1cm} (8)

Here $n$ and $S$ represents the number of data points in the fit and sum of squared error estimate respectively. It was specified that response errors represent a normal distribution consisting of rare extreme values i.e., outlier. The main disadvantage of the least-squares fitting is its sensitivity to these values as the squaring of the residuals magnifies the effects of extreme data points. In order to reduce the effect, the outliers are removed using residual plots which have helped to improve the results further. A robust least-squares regression has
least absolute residuals (LAR):
- It computes a curve by minimizing the absolute difference of the residuals. As it does not consider the squared differences in the calculation, it makes advantage of extreme values having a lesser influence on the fit.

- Bi-square weights:
  This method uses a weighted sum of squares and minimizes the same. The weight for each data point is a function of the distance of the point from the fitted line. More or full weight will be given to the points near the line. As points move farther from the line, the weight gets reduced.

Volatility prediction is a very important task due to random fluctuations in the market. In this paper, the robust least squares method has been used for volatility prediction. This paper has focused on volatility and its components viz. long-term trend, seasonal, and remainder fluctuation over a decade from 2011 to 2022. During the present study, it was found that the comparable goodness of fit could only be obtained for volatility and its variables through the LAR method. General prediction equations based on stock market parameters viz. volatility and volatility as a function of the long-term trend, seasonal, and remainder fluctuation components have been derived using above discussed Curve-Fitting methods.
3. Results and discussion

For the prediction, we have considered the time series of CBOE Volatility Index (VIX) daily closure return prices from 03-rd January 2011 to 06-th May 2022 (2857 trading days). We have started by computing the logarithmic return [see Eqn 1] which is a very common practice for researchers to normalize the data set. For further decomposition to different scales of motion, we applied KZ filter to the logarithmic return volatility time series. Figure 1 shows the logarithmic return volatility time series (top) and its decomposition to the long-term trend, seasonal trend, and remainder components from top to bottom, respectively. For prediction purposes, we have considered the original time series and its three components as separate time series. Over the span of 2011 to 2022, a total of 2857 data points have been considered, where the first 2000 points have been used as training data set while the next 857 points have been used to test the effectiveness of the used approach. In the present work, the robust least-squares method in two ways viz. a) without LAR and b) with LAR has been used for regression analysis of volatility prediction. The validation results have been achieved by observing the root mean square error (RMSE) values. RMSE gives the average distance between the predicted values from the regression model and the actual values of the data sets. Lower RMSE values, nearing 0, have been accepted as it implies a better fit of the data set.

In the robust least squares Curve Fitting method, the training data set points have been used to get three-dimensional surface plots and residual plots for volatility and its three components. A surface plot helps in a better understanding of large data sets. A residual plot graphically represents the difference between predicted values and actual values of the data set. It also helps in omitting the outliers which in turn helps in getting better prediction results. For the first time as a part of the present research work, general prediction equations have been obtained for volatility and its three components. Young researchers can directly use our general prediction equations to perform market volatility fluctuation analysis for their future work.

Generalized equation is of the form: \( f(x, y) = p_{mn} \times x^m \times y^n \) with \( m \) and \( n \) as the coefficients. Detailed values are given in Table 1 and 2 for without LAR and with LAR, respectively.

Figure 2 (a and b) shows the surface plot and residual plot for volatility prediction without the LAR method while Figure 2 (c and d) shows the surface plot and residual plot for volatility with the LAR method. It can be deduced that volatility prediction has better results with LAR (RMSE = 0.01366) than without LAR (RMSE = 0.07559) methods for training data sets. However, tested data sets show similar prediction results for volatility without LAR (RMSE = 0.0811392) and with LAR (RMSE = 0.0818176).

Figure 3 (a and b) shows the surface plot and residual plot for a long-term trend of volatility without the LAR method while Figure 3 (c and d) shows the surface plot and residual plot for the long term trend with LAR method. It
Table 1: Table presents the various coefficient values (with 95% confidence bounds) for the generalized equation \( f(x, y) = p_{mn} x^m y^n \) with \( m \) and \( n \) as the coefficients for without LAR method. Abbreviations \( V, T, S, \) and \( R \) represent the Volatility, Trend, Seasonal, and Remainder respectively. The range given within the bracket beside the main coefficient value defines the allowed range value of the fitting.

| \( m \) or \( n \) (downwards) | \( V \) | \( T \) | \( S \) | \( R \) |
|-----------------------------|-------|-------|-------|-------|
| \( 0 \) | -0.001231 (-0.000884, 0.000642) | -0.001231 (-0.000884, 0.000642) | -0.000441 (-0.000613, -0.000267) |
| \( 1 \) | -0.001231 (-0.000884, 0.000642) | -0.001231 (-0.000884, 0.000642) | -0.000441 (-0.000613, -0.000267) |
| \( 2 \) | -0.001231 (-0.000884, 0.000642) | -0.001231 (-0.000884, 0.000642) | -0.000441 (-0.000613, -0.000267) |
| \( 3 \) | -0.001231 (-0.000884, 0.000642) | -0.001231 (-0.000884, 0.000642) | -0.000441 (-0.000613, -0.000267) |
| \( 4 \) | -0.001231 (-0.000884, 0.000642) | -0.001231 (-0.000884, 0.000642) | -0.000441 (-0.000613, -0.000267) |
| \( 5 \) | -0.001231 (-0.000884, 0.000642) | -0.001231 (-0.000884, 0.000642) | -0.000441 (-0.000613, -0.000267) |

Table 2: Table presents the various coefficient values (with 95% confidence bounds) for the generalized equation \( f(x, y) = p_{mn} x^m y^n \) with \( m \) and \( n \) as the coefficients for with LAR method. Abbreviations \( V, R, S, \) and \( T \) represent the Volatility, Remainder, Seasonal, and Trend, respectively. The range given within the bracket beside the main coefficient value defines the allowed range value of the fitting.

| \( m \) or \( n \) (downwards) | \( V \) | \( R \) | \( S \) | \( T \) |
|-----------------------------|-------|-------|-------|-------|
| \( 0 \) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) |
| \( 1 \) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) |
| \( 2 \) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) |
| \( 3 \) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) |
| \( 4 \) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) |
| \( 5 \) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) | -0.000543 (-0.000579, -0.000517) |
can be seen that, for training data sets, the long-term trend has better results with LAR (RMSE = 0.01615) than without LAR (RMSE = 0.0745) methods. The prediction results also highlight that the long-term trend output with LAR (RMSE = 0.10087) is better than without LAR (RMSE = 0.20377) methods.

Figure 4 (a and b) and Figure 4 (c and d) show the surface plots and residual plots for a seasonal component of volatility without LAR and with LAR methods. For training data sets, the LAR method (RMSE = 0.001123) gives better results as compared to those without the LAR method (RMSE = 7.054). The prediction results are also best achieved using the LAR method (RMSE = 0.010343) as compared to the without LAR method (RMSE = 10.7434).

Figure 5 (a and b) shows the surface plot and residual plot for the remainder fluctuation of volatility without the LAR method. Figure 5 (c and d) shows the surface plot and residual plots for the remainder fluctuation of volatility with the LAR method. For training data sets, the LAR method (RMSE = 0.0001294) gives better results as compared to those without the LAR method (RMSE = 0.4691). The prediction results also highlight that the LAR method (RMSE = 0.014783) gives better results as compared to those without the LAR method (RMSE = 14.9627).
Volatility prediction is an important task to study market fluctuations. In the present work, the robust least squares method has been used in two ways, firstly without the LAR method and secondly with the LAR method. This study has presented the general prediction equations for volatility and its three components. Most of the research to date has presented work on volatility only. For the first time, it is deduced that any variation in the three volatility components results in the variation of volatility itself. The authors also comment that the derived general equations can be directly used by young researchers to understand their data sets.

4. Conclusions

This paper focuses on proposing a simple, efficient, and more effective volatility prediction technique. Volatility prediction helps in a better understanding of market fluctuations over a period of time. But, the lack of available information due to irregularity makes the prediction study a challenging task. We have considered the daily CBOE volatility return price index for the prediction analysis. We have decomposed volatility into a long-term trend, seasonal, and remainder fluctuation components and then have applied the prediction method separately to each one of them. To compare it, we also predicted the volatility
return indices. For the first time, the dependence of volatility on its three components viz. long-term trend, seasonal and remainder fluctuations have been discussed in detail. For prediction purposes, a simple regression analysis based on the robust least squares Curve Fitting method has been applied with two approaches viz. without LAR and with LAR methods. The obtained prediction results clearly depict that LAR based robust least squares method is acceptable for volatility prediction with the long-term trend, seasonal, and remainder fluctuation components. This study, for the first time, has provided general prediction equations using a simple approach for volatility and its components. The presented work can be extended in the future by applying artificial intelligence techniques to further improve the prediction results.

Acknowledgement

The authors acknowledge the Yahoo Finance archive for providing the data [41].

References

[1] D. Pradeepkumar, V. Ravi, Forecasting financial time series volatility using particle swarm optimization trained quantile regression neural network, Applied Soft Computing 58 (2017) 35–52.
Figure 5: Remainder fluctuations prediction using robust least squares method (a and b): without LAR and (c and d): with LAR; left: Surface plots, right: Residual plots

[2] S. Berry, G. Mitra, Z. Sadik, Improved volatility prediction and trading using stocktwits sentiment data, Available at SSRN 3527557 (2019).

[3] S.-H. Poon, C. W. Granger, Forecasting volatility in financial markets: A review, Journal of economic literature 41 (2) (2003) 478–539.

[4] D. Filipović, A. Khalilzadeh, Machine learning for predicting stock return volatility, Swiss Finance Institute Research Paper (21-95) (2021).

[5] F. Jia, B. Yang, Forecasting volatility of stock index: deep learning model with likelihood-based loss function, Complexity 2021 (2021).

[6] B. Pranav, V. Hegde, Volatility forecasting techniques using neural networks: A review.

[7] F. O. Mettle, G. Kallah-Dagadu, E. Aidoo, G. Debrah, D. Arku, Volatility analysis of exchange rate with correlated errors: A sliding data matrix approach, Journal of Applied Mathematics 2022 (2022).

[8] X. Li, S. Yan, J. Lu, Y. Ding, Prediction and analysis of corporate financial risk assessment using logistic regression algorithm in multiple uncertainty environment., Journal of Environmental & Public Health (2022).
[9] F. Soleymani, E. Paquet, Long-term financial predictions based on feynman–dirac path integrals, deep bayesian networks and temporal generative adversarial networks, Machine Learning with Applications 7 (2022) 100255.

[10] S. Yazdani, M. Hadizadeh, V. Fakoor, Computational analysis of the behavior of stochastic volatility models with financial applications, Journal of Computational and Applied Mathematics 411 (2022) 114258.

[11] J. Sen, S. Mehtab, A. Dutta, Volatility modeling of stocks from selected sectors of the indian economy using garch, in: 2021 Asian Conference on Innovation in Technology (ASIANCON), IEEE, 2021, pp. 1–9.

[12] E. Rahimikia, S.-H. Poon, Machine learning for realised volatility forecasting, Available at SSRN 3707796 (2020).

[13] A. Vidal, W. Kristjanpoller, Gold volatility prediction using a cnn-lstm approach, Expert Systems with Applications 157 (2020) 113481.

[14] G. Sikora, A. Michalak, L. Bielak, P. Mišta, A. Wylomańska, Stochastic modeling of currency exchange rates with novel validation techniques, Physica A: Statistical Mechanics and its Applications 523 (2019) 1202–1215.

[15] T. A. Smith, A. Rajan, A regression model to predict stock market mega movements and/or volatility using both macroeconomic indicators & fed bank variables, International Journal of Mathematics Trends and Technology 49 (3) (2017) 165.

[16] V. Kapoor, N. Khedkar, J. O’Keefe, I. Qiao, S. Venkatesan, S. Laghate, Predicting volatility in the s&c p 500 through regression of economic indicators, Unpublished master’s thesis. New Jersey Governor’s School of Engineering and Technology (2017).

[17] K. Ahoniemi, Modeling and forecasting implied volatility: An econometric analysis of the vix index (2006).

[18] M. He, X. Hao, Y. Zhang, F. Meng, Forecasting stock return volatility using a robust regression model, Journal of Forecasting 40 (8) (2021) 1463–1478.

[19] H. Wold, A study in the analysis of stationary time series, Ph.D. thesis, Almqvist & Wiksell (1938).

[20] L. R. Miloș, C. Hațiegan, M. C. Miloș, F. M. Barna, C. Botoc, Multifractal detrended fluctuation analysis (mf-dfa) of stock market indexes. empirical evidence from seven central and eastern european markets, Sustainability 12 (2) (2020) 535.

[21] E. K. Wise, A. C. Comrie, Extending the kolmogorov–zurbenko filter: Application to ozone, particulate matter, and meteorological trends Journal of the Air & Waste Management Association 55 (8)
(2005) 1208–1216. arXiv:https://doi.org/10.1080/10473289.2005.10464718
doi:10.1080/10473289.2005.10464718
URL https://doi.org/10.1080/10473289.2005.10464718

[22] D. Kang, C. Hogrefe, K. L. Foley, S. L. Napelenok, R. Mathur, S. T. Rao, Application of the kolmogorov–zurbenko filter and the decoupled direct 3d method for the dynamic evaluation of a regional air quality model, Atmospheric Environment 80 (2013) 58–69.

[23] P. Li, Y. Wang, Q. Dong, The analysis and application of a new hybrid pollutants forecasting model using modified kolmogorov–zurbenko filter, Science of The Total Environment 583 (2017) 228–240.

[24] D. M. Agudelo-Castaneda, E. C. Teixeira, F. N. Pereira, Time-series analysis of surface ozone and nitrogen oxides concentrations in an urban area at brazil, Atmospheric Pollution Research 5 (3) (2014) 411–420.

[25] P. J. Brockwell, R. A. Davis, Stationary time series, in: Time Series: Theory and Methods, Springer, 1991, pp. 1–41.

[26] D. S. Wilks, Statistical methods in the atmospheric sciences, Vol. 100, Academic press, 2011.

[27] K.-M. Lau, H. Weng, Climate signal detection using wavelet transform: How to make a time series sing, Bulletin of the American meteorological society 76 (12) (1995) 2391–2402.

[28] T. Meinl, E. W. Sun, A nonlinear filtering algorithm based on wavelet transforms for high-frequency financial data analysis, Studies in Nonlinear Dynamics & Econometrics 16 (3) (2012).

[29] E. W. Sun, T. Meinl, A new wavelet-based denoising algorithm for high-frequency financial data mining, European Journal of Operational Research 217 (3) (2012) 589–599. doi:https://doi.org/10.1016/j.ejor.2011.09.049
URL https://www.sciencedirect.com/science/article/pii/S0377221711009027

[30] E. W. Sun, Y.-T. Chen, M.-T. Yu, Generalized optimal wavelet decomposing algorithm for big financial data, International Journal of Production Economics 165 (2015) 194–214.

[31] T. Berger, Forecasting based on decomposed financial return series: A wavelet analysis, Journal of Forecasting 35 (5) (2016) 419–433.

[32] I. G. Zurbenko, The spectral analysis of time series, Elsevier North-Holland, Inc., 1986.

[33] R. E. Eskridge, J. Y. Ku, S. T. Rao, P. S. Porter, I. G. Zurbenko, Separating different scales of motion in time series of meteorological variables, Bulletin of the American Meteorological Society 78 (7) (1997) 1473–1484.
[34] J. Sen, T. D. Chaudhuri, A framework for predictive analysis of stock market indices: A study of the Indian auto sector, arXiv preprint arXiv:1604.04044 (2016).

[35] W. Yang, I. Zurbenko, Kolmogorov–Zurbenko filters, Wiley Interdisciplinary Reviews: Computational Statistics 2 (3) (2010) 340–351.

[36] I. G. Zurbenko, D. Smith, Kolmogorov–Zurbenko filters in spatiotemporal analysis, Wiley Interdisciplinary Reviews: Computational Statistics 10 (1) (2018) e1419.

[37] H. Wen, J. Ma, M. Zhang, G. Ma, The comparison research of nonlinear curve fitting in MATLAB and Labview, in: 2012 IEEE Symposium on Electrical & Electronics Engineering (EEESYM), IEEE, 2012, pp. 74–77.

[38] M. Farahat, M. Talaat, A new approach for short-term load forecasting using curve fitting prediction optimized by genetic algorithms 14 (2010) 106–110.

[39] S. Tamang, P. Singh, B. Datta, Forecasting of COVID-19 cases based on prediction using artificial neural network curve fitting technique, Global Journal of Environmental Science and Management 6 (Special Issue (Covid-19)) (2020) 53–64.

[40] M. K. Gopaliya, D. Kaushal, Prediction correlation of solid velocity distribution for solid-liquid slurry flows through horizontal pipelines using CFD, International Journal of Fluid Mechanics Research 47 (5) (2020).

[41] Yahoo finance database, https://finance.yahoo.com/, accessed and downloaded on 24th August, 2022, using the programming language and numeric computing environment developed by MathWorks. (2017).