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Abstract: A quantum lattice algorithm (QLA) is developed for the solution of Maxwell equations in scalar dielectric media using the Riemann-Silberstein representation. For x-dependent and y-dependent inhomogeneities, the corresponding QLA requires 8 qubits/spatial lattice site. This is because the corresponding Pauli spin matrices have off-diagonal components which permit the collisional entanglement of two qubits. However, z-dependent inhomogeneities require a QLA with 16 qubits/lattice site since the Pauli spin matrix $\sigma_z$ is diagonal. QLA simulations are performed for the time evolution of an initial electromagnetic pulse propagating normally to a boundary layer region joining two media of different refractive index. There is excellent agreement between all three representations, as well as very good agreement with nearly all the standard plane wave boundary condition results for reflection and transmission off a dielectric discontinuity. In the QLA simulation, no boundary conditions are imposed at the continuous, but sharply increasing, boundary layer.

1 Introduction

Quantum lattice algorithms (QLA) [1-20] have been shown to be excellent perturbative representations of physical problems that are ideally parallelized on classical supercomputers, and able to be directly encoded on a quantum computer. QLAs consist of an interleaved sequence of unitary collision and streaming operators on a set of qubits. The collision and streaming operators do not commute. Typically this part of QLA will recover the differential structures of the physical problem under consideration. For physics problems like the Nonlinear Schrodinger equation (NLS), the nonlinear terms are handled perturbatively by an exponential potential operator. The ensuing QLA [9-11] accurately recovered all the physics of soliton collisions, including the signature phase change induced by the actual collisions themselves. The extension of the NLS equation to three dimensions (3D) now permits the examination of the ground state of a Bose Einstein condensate (BEC) using QLA [4, 12-16, 19]. This has led to quantum turbulence studies and vortex reconnection in scalar and spinor BECs.
Here we continue our studies of a QLA for Maxwell equations in inhomogeneous media. In our earlier papers [17, 31] we presented QLA for 1D propagation of electromagnetic fields in a scalar dielectric medium. These QLAs were based on the Riemann-Silberstein vectors, which in essence give the two polarizations of an electromagnetic pulse. For homogeneous dielectrics, there is remarkable similarity between the Dirac equation and the 4-vector Riemann-Silberstein representation of Maxwell equations. Thus the Pauli spin-1/2 matrices play a significant role in the QLA. Khan [21] showed that for inhomogeneous media, the terms proportional to the gradient of the refractive index $n'(x)$ will lead to non-unitary operators in the time evolution of Maxwell equations. When one determines a QLA for Maxwell equations in an inhomogeneous medium, some of the evolution operators will necessarily be Hermitian, rather than unitary. In particular, for 1D propagation in the y-direction [17] two of the evolution operators are Hermitian, while for 1D x-propagation only one of the operators is Hermitian. Interestingly, Childs and Wiebe [22] have shown that algorithms utilizing sum of unitary operators (rather than the standard product of unitary operators) can still be encoded onto a quantum computer.

In [17] we discussed how to determine a 1D QLA for Maxwell equations with a y-dependent dielectric and in [31] that for an x-dependent dielectric. Here we discuss how to develop 1D QLA for Maxwell equations for the z-dependent refractive indices. Once having determined these three orthogonal 1D QLA representations one can immediately stitch these representations together to develop both 2D and fully 3D QLA representations of Maxwell equations. For both the x-dependent and y-dependent dielectrics, an 8-qubit representation is sufficient. However, for z-dependent dielectrics one will require a 16-qubit representation. This difference between these representations arises from the fact that the z-component Pauli spin matrix $\sigma_z$ is diagonal. The collision operator requires the coupling of at least 2 qubits locally at each lattice site in order to get entanglement. This entanglement is then spread throughout the lattice by the streaming operators.

Khan’s representation [21] of the Maxwell equations in an inhomogeneous medium using the Riemann-Silberstein vectors is presented in Sec. 2. In Sec. 3 we present the QLA formulation for x-, y-, and z-dependent media, while simulation results for z-dependent media are given in Sec. 4. Once one has these 1D modular representations, the QLA for Maxwell equations with either 2D or 3D dielectric inhomogeneities can be readily determined. Some QLA preliminary simulation results for 2D Maxwell equations are presented in Sec. 5.

2 General Theory of Khan [21] for Maxwell equations in Inhomogeneous Media

Soon after Dirac [23] was able to determine the square root of the Klein-Gordon wave operator and thus obtain a relativistically invariant counterpart to the Schrödinger equation, interest developed in making a formal theoretical connection between the relativistically invariant Maxwell equations and the Dirac equation [24-28]. One particularly intriguing approach has been through the use of the Riemann-Silberstein vectors [21, 24]

$$\mathbf{F}^\pm = \sqrt{\epsilon} \mathbf{E} \pm i \frac{\mathbf{B}}{\sqrt{\mu}}.$$  \hspace{1cm} (1)

where $\mathbf{E}$ is the (real) electric field, $\mathbf{B}$ the magnetic flux density, and $\epsilon$ and $\mu$ are the (scalar) permittivity and permeability of the medium, respectively. Thus the electric displacement $\mathbf{D} = \epsilon \mathbf{E}$, and the magnetic field $\mathbf{H} = \mathbf{B}/\mu$. The Maxwell equations (with free charge density $\rho$ and free
current density $\mathbf{J}$

\[ \nabla \mathbf{D} = \rho \quad \text{and} \quad \nabla \mathbf{B} = 0 \] \hspace{1cm} (2)

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad \text{and} \quad \nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t} \] \hspace{1cm} (3)

can be written in the Riemann-Silberstein form \[21\],

\[ i \frac{\partial \mathbf{F}^{\pm}}{\partial t} = \pm v \nabla \times \mathbf{F}^{\pm} + \frac{1}{2} \nabla v \times \mathbf{F}^{\pm} \pm \frac{v}{2h} \nabla h \times \mathbf{F}^{\mp} + \frac{i}{2} \left( \frac{\partial \ln v}{\partial t} \mathbf{F}^{\pm} + \frac{\partial \ln h}{\partial t} \mathbf{F}^{\mp} \right) - i \sqrt{\frac{vh}{2}} \mathbf{J}, \] \hspace{1cm} (4)

\[ \nabla \cdot \mathbf{F}^{\pm} = \frac{1}{2v} \nabla v \cdot \mathbf{F}^{\pm} + \frac{1}{2h} \nabla h \cdot \mathbf{F}^{\pm} + \sqrt{\frac{vh}{2}} \rho. \] \hspace{1cm} (5)

where $v$ is the normalized electromagnetic phase velocity of the wave in the medium, and $h$ is a normalized resistance

\[ v = \frac{1}{\sqrt{\varepsilon \mu}}, \quad h = \sqrt{\frac{\mu}{\varepsilon}}. \] \hspace{1cm} (6)

Note that the coupling between the two field polarizations $\mathbf{F}^{\pm}$ occurs through the space-time variations in $h$.

In determining the QLA representation of Maxwell equations it is convenient to rewrite the system in matrix form \[21\],

\[ \frac{\partial}{\partial t} \begin{pmatrix} \Psi^+ \\ \Psi^- \end{pmatrix} - \frac{1}{2} \frac{\partial \ln v}{\partial t} \begin{pmatrix} \Psi^+ \\ \Psi^- \end{pmatrix} + \frac{i}{2} M_{z \alpha y} \frac{\partial \ln h}{\partial t} \begin{pmatrix} \Psi^+ \\ \Psi^- \end{pmatrix} = -v \begin{pmatrix} \mathbf{M} \cdot \nabla + \mathbf{\Sigma} \cdot \frac{\nabla \nu}{2 \nu} & -i M_z \mathbf{\Sigma} \cdot \frac{\nabla h}{h - \alpha y} \\ -i M_z \mathbf{\Sigma}^* \cdot \frac{\nabla h}{h - \alpha y} & \mathbf{M}^* \cdot \nabla + \mathbf{\Sigma}^* \cdot \frac{\nabla \nu}{2 \nu} \end{pmatrix} \begin{pmatrix} \Psi^+ \\ \Psi^- \end{pmatrix} - \begin{pmatrix} W^+ \\ W^- \end{pmatrix}, \] \hspace{1cm} (7)

where the 8-spinor Cartesian components of the Riemann-Silberstein vectors are,

\[ \Psi^\pm = \begin{pmatrix} F_x^\pm \pm i F_y^\pm \\ F_z^\pm \\ F_z^\pm \pm i F_y^\pm \end{pmatrix}. \] \hspace{1cm} (8)

The $4 \times 4$ matrices $\mathbf{M}$ are the tensor products of the Pauli spin matrices, $\mathbf{\sigma} = (\sigma_x, \sigma_y, \sigma_z)$

\[ \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \] \hspace{1cm} (9)

with the $2 \times 2$ identity matrix $\mathbf{I}_2$,

\[ \mathbf{M} = \mathbf{\sigma} \otimes \mathbf{I}_2, \quad \text{and} \quad M_z = \sigma_z \otimes \mathbf{I}_2. \] \hspace{1cm} (10)
The 4 \times 4 matrices $\alpha$ and $\Sigma$ are given by,

$$
\alpha = \begin{pmatrix} 0 & \sigma \\ \sigma & 0 \end{pmatrix}, \quad \Sigma = \begin{pmatrix} \sigma & 0 \\ 0 & \sigma \end{pmatrix}.
$$

The current density and charge density source matrix is,

$$
W^\pm = \frac{1}{\sqrt{2\epsilon}}\begin{pmatrix} -J_x \pm iJ_y \\ J_z - v\rho \\ J_z + v\rho \\ J_x \pm iJ_y \end{pmatrix}.
$$

Moreover we shall find that the QLA representation can be determined in modular form: one need only examine 1D pulse propagation in each of the 3 orthogonal Cartesian directions. We explicitly write down these modular components:

### 2.1 1D Pulse Propagation in the x-direction

$$
\frac{\partial}{\partial t} \begin{bmatrix} q_0 \\ q_1 \\ q_2 \\ q_3 \end{bmatrix} = -\frac{1}{n(x)} \frac{\partial}{\partial x} \begin{bmatrix} q_2 \\ q_3 \\ q_0 \\ q_1 \end{bmatrix} + \frac{n'(x)}{2n^2(x)} \begin{bmatrix} q_1 + q_6 \\ q_0 - q_7 \\ q_3 - q_4 \\ q_2 + q_5 \end{bmatrix},
$$

$$
\frac{\partial}{\partial t} \begin{bmatrix} q_4 \\ q_5 \\ q_6 \\ q_7 \end{bmatrix} = -\frac{1}{n(x)} \frac{\partial}{\partial x} \begin{bmatrix} q_6 \\ q_7 \\ q_4 \\ q_5 \end{bmatrix} + \frac{n'(x)}{2n^2(x)} \begin{bmatrix} q_5 + q_2 \\ q_4 - q_3 \\ q_7 - q_0 \\ q_6 + q_1 \end{bmatrix}.
$$

### 2.2 1D Pulse Propagation in the y-direction

$$
\frac{\partial}{\partial t} \begin{bmatrix} q_0 \\ q_1 \\ q_2 \\ q_3 \end{bmatrix} = i\frac{1}{n(y)} \frac{\partial}{\partial y} \begin{bmatrix} q_2 \\ q_3 \\ -q_0 \\ -q_1 \end{bmatrix} + i\frac{n'(y)}{2n^2(y)} \begin{bmatrix} q_1 - q_6 \\ -q_0 - q_7 \\ q_3 + q_4 \\ -q_2 + q_5 \end{bmatrix},
$$

$$
\frac{\partial}{\partial t} \begin{bmatrix} q_4 \\ q_5 \\ q_6 \\ q_7 \end{bmatrix} = i\frac{1}{n(y)} \frac{\partial}{\partial y} \begin{bmatrix} -q_6 \\ -q_7 \\ q_4 \\ q_5 \end{bmatrix} + i\frac{n'(y)}{2n^2(y)} \begin{bmatrix} -q_5 - q_2 \\ q_4 - q_3 \\ -q_7 + q_0 \\ q_6 + q_1 \end{bmatrix}.
$$

### 2.3 1D Pulse Propagation in the z-direction

$$
\frac{\partial}{\partial t} \begin{bmatrix} q_0 \\ q_1 \\ q_2 \\ q_3 \end{bmatrix} = -\frac{1}{n(z)} \frac{\partial}{\partial z} \begin{bmatrix} q_0 \\ q_1 \\ -q_2 \\ -q_3 \end{bmatrix} + \frac{n'(z)}{2n^2(z)} \begin{bmatrix} q_0 - q_7 \\ -q_1 - q_6 \\ q_2 + q_5 \\ -q_3 + q_4 \end{bmatrix},
$$

$$
\frac{\partial}{\partial t} \begin{bmatrix} q_4 \\ q_5 \\ q_6 \\ q_7 \end{bmatrix} = -\frac{1}{n(z)} \frac{\partial}{\partial z} \begin{bmatrix} q_4 \\ q_5 \\ -q_6 \\ -q_7 \end{bmatrix} + \frac{n'(z)}{2n^2(z)} \begin{bmatrix} q_4 - q_3 \\ -q_5 - q_2 \\ q_6 + q_1 \\ -q_7 + q_0 \end{bmatrix}.
$$
3 QLA Representation of Maxwell Equations in Inhomogeneous Media

From our previous work [3-20] on forming QLA for 1D, 2D, 3D Nonlinear Schrdoinger/Gross Pitaevskii equations, the QLA takes on modular form. One needs only consider an interleaved sequence of unitary collide-stream operators along a particular axis of the generic form

\[
U = S_- C S_+ C^\dagger, \quad U^+ = S_+ C^\dagger S_- C S_- C^\dagger S_+ C
\]

acting on the 8-qubit vector \( Q = (q_0 \ q_1 \ ...q_7)^T \) to give a time-advancement

\[
Q_{t+\delta t} = U^+ U Q_t
\]

Since all quantum gates can be boiled down to 1-qubit and 2-qubit gates, we need only consider collision operators that couple 2 qubits. Hence the collision matrices will be, in general, sparse. The interleaved collide-stream operator sequence is used to recover the differentials in the partial differential equation of interest in the continuum limit of the lattice equations. The non-differential terms (in the case of Maxwell equations these are the inhomogeneous refractive index terms) will be modeled by potential matrices \( V_{pot} \). We now turn to specific details for the 3 orthogonal propagation directions.

3.1 QLA for 1D inhomogeneous Maxwell Equations for x-propagation

We first consider the construction of the collide-stream operators to recover any partial spatial x-derivatives to second order. For an 8-qubit vector, the collide-stream matrices will be \( 8 \times 8 \).

From Eqs. (13) - (14) we see the pairwise coupling of qubits \((q_0 - q_2), (q_1 - q_3), (q_4 - q_6), (q_5 - q_7)\). The simplest unitary matrix \( C \) with this structure has the form

\[
C(\theta) = \begin{bmatrix}
\cos \theta & 0 & \sin \theta & 0 & 0 & 0 & 0 & 0 \\
0 & \cos \theta & 0 & \sin \theta & 0 & 0 & 0 & 0 \\
-\sin \theta & 0 & \cos \theta & 0 & 0 & 0 & 0 & 0 \\
0 & -\sin \theta & 0 & \cos \theta & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cos \theta & 0 & \sin \theta & 0 \\
0 & 0 & 0 & 0 & 0 & \cos \theta & 0 & \sin \theta \\
0 & 0 & 0 & -\sin \theta & 0 & \cos \theta & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\sin \theta & 0 & \cos \theta 
\end{bmatrix}
\]

for some angle \( \theta \). The streaming operator \( S \) will stream 4 qubits at a time, and leave the other 4 qubits untouched at their lattice site. With the specific 2-qubit coupling \((q_0 - q_2), (q_1 - q_3), (q_4 - q_6), (q_5 - q_7)\) one will choose to stream the 4-qubits \((q_0 \ q_1 \ q_4 \ q_5)\) at one instant and then the other qubits \((q_2 \ q_3 \ q_6 \ q_7)\) at the next instant. Thus we have 2 basic unitary streaming operators which are diagonal matrices

\[
S_{14}^{01}, S_{15}^{02}, S_{16}^{03}, S_{17}^{04} = \begin{bmatrix}
q_0(x) \\
q_1(x) \\
q_2(x) \\
q_3(x) \\
q_4(x) \\
q_5(x) \\
q_6(x) \\
q_7(x)
\end{bmatrix}, \quad S_{14}^{23}, S_{15}^{26}, S_{16}^{27}, S_{17}^{25} = \begin{bmatrix}
q_0(x) \\
q_1(x) \\
q_2(x) \\
q_3(x) \\
q_4(x) \\
q_5(x) \\
q_6(x) \\
q_7(x)
\end{bmatrix}
\]

(22)
If we now define the unitary interleaved sequence of collision-stream operators

\[
U = S_{\kappa}^{145} \cdot C(\theta) \cdot S_{-\kappa}^{145} \cdot C^+ (\theta), S_{\kappa}^{2367} \cdot C(\theta) \cdot S_{-\kappa}^{2367} \cdot C^+ (\theta),
\]

\[
U^+ = S_{\kappa}^{145} \cdot C^+ (\theta) \cdot S_{-\kappa}^{145} \cdot C(\theta) \cdot S_{\kappa}^{2367} \cdot C^+ (\theta) \cdot S_{-\kappa}^{2367} \cdot C(\theta),
\]

and symbolically evaluate

\[
U^+.U.Q(x,t)
\]

for what we can define as one time instant \( \delta t \) of propagation, we find

\[
\begin{bmatrix}
q_0(x,t + \delta t) \\
q_1(x,t + \delta t) \\
q_2(x,t + \delta t) \\
q_3(x,t + \delta t) \\
q_4(x,t + \delta t) \\
q_5(x,t + \delta t) \\
q_6(x,t + \delta t) \\
q_7(x,t + \delta t)
\end{bmatrix} =
\begin{bmatrix}
q_0(x,t) \\
q_1(x,t) \\
q_2(x,t) \\
q_3(x,t) \\
q_4(x,t) \\
q_5(x,t) \\
q_6(x,t) \\
q_7(x,t)
\end{bmatrix} + \frac{1}{n(x)} \frac{\partial}{\partial x} \begin{bmatrix}
q_2(x,t) \\
q_3(x,t) \\
q_4(x,t) \\
q_5(x,t) \\
q_6(x,t) \\
q_7(x,t) \\
q_0(x,t) \\
q_1(x,t)
\end{bmatrix} \epsilon^2 + O(\epsilon^4)
\]

on choosing the collision angle

\[
\theta = \frac{\epsilon}{4n(x)}, \quad \text{with} \quad \epsilon << 1.
\]

Thus to recover the required differentials in the long-time-long-wavelength continuum limit we must enforce diffusion ordering on the time scales \( \delta t = \epsilon^2 \), where the spatial lattice unit spacing is \( \epsilon \):

\[
\frac{\partial}{\partial t} = - \frac{1}{n(x)} \frac{\partial}{\partial x} + O(\epsilon^2).
\]

So far the QLA is unitary.

To recover the two terms associated with the inhomogeneous refractive index

\[
\frac{n'(x)}{2n^2(x)}
\]

we will introduce two potential-like collision operators. Their basic form can be deduced from the required couplings in the x-dependent Maxwell equations. The first potential collision operator couples qubits \((q_0 - q_1, q_2 - q_3, q_4 - q_5, q_6 - q_7)\) while the second potential collision operator couples qubits \((q_0 - q_6, q_1 - q_7, q_2 - q_4, q_3 - q_5)\). An appropriate choice for these \(8 \times 8\) matrices is

\[
V_1(\alpha) =
\begin{bmatrix}
\cos \alpha & -\sin \alpha & 0 & 0 & 0 & 0 & 0 & 0 \\
-\sin \alpha & \cos \alpha & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \cos \alpha & -\sin \alpha & 0 & 0 & 0 & 0 \\
0 & 0 & -\sin \alpha & \cos \alpha & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cos \alpha & -\sin \alpha & 0 & 0 \\
0 & 0 & 0 & 0 & -\sin \alpha & \cos \alpha & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \cos \alpha & -\sin \alpha \\
0 & 0 & 0 & 0 & 0 & 0 & -\sin \alpha & \cos \alpha
\end{bmatrix}
\]

(29)
and
\[
V_2(\alpha) = \begin{bmatrix}
\cos \alpha & 0 & 0 & 0 & 0 & 0 & -\sin \alpha & 0 \\
0 & \cos \alpha & 0 & 0 & 0 & 0 & 0 & \sin \alpha \\
0 & 0 & \cos \alpha & 0 & \sin \alpha & 0 & 0 & 0 \\
0 & 0 & 0 & \cos \alpha & 0 & -\sin \alpha & 0 & 0 \\
0 & 0 & -\sin \alpha & 0 & \cos \alpha & 0 & 0 & 0 \\
\sin \alpha & 0 & 0 & 0 & 0 & \cos \alpha & 0 & 0 \\
0 & -\sin \alpha & 0 & 0 & 0 & 0 & 0 & \cos \alpha \\
0 & 0 & 0 & 0 & 0 & 0 & \cos \alpha & 0 \\
\end{bmatrix} .
\] (30)

for some angle \( \alpha \). From symbolic manipulations one finds that the appropriate potential collision angle \( \alpha \) is
\[
\alpha = e^2 n'(x) \frac{2}{n^2(x)} .
\] (31)

It is interesting to note that while \( V_2(\alpha) \) is unitary, the potential collision matrix \( V_1(\alpha) \) is not unitary, but just Hermitian.

The final QLA for 1D propagation in an x-dependent inhomogeneous medium is thus
\[
Q(t + \delta t) = V_2(\alpha).V_1(\alpha).U(\theta) .U(\theta).Q(t) .
\] (32)

3.2 QLA for 1D inhomogeneous Maxwell Equations for y-propagation

As can be seen from Eqs. (15)-(16), the y-dependent 1D Maxwell equations are very similar to those for the x-dependent ones. Of course, this is predicated by the similarity of the Pauli spin matrices \( \sigma_x \) and \( \sigma_y \):
\[
\sigma_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} , \sigma_y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix} .
\] (33)

Hence we will simply write down the corresponding unitary collision-streaming operators.
\[
C(\theta) = \begin{bmatrix}
\cos \theta & 0 & i \sin \theta & 0 & 0 & 0 & 0 & 0 \\
0 & \cos \theta & 0 & i \sin \theta & 0 & 0 & 0 & 0 \\
i \sin \theta & 0 & \cos \theta & 0 & 0 & 0 & 0 & 0 \\
0 & i \sin \theta & 0 & \cos \theta & 0 & 0 & -i \sin \theta & 0 \\
0 & 0 & 0 & 0 & \cos \theta & 0 & -i \sin \theta & 0 \\
0 & 0 & 0 & -i \sin \theta & 0 & \cos \theta & 0 & 0 \\
0 & 0 & 0 & 0 & -i \sin \theta & 0 & \cos \theta & 0 \\
\end{bmatrix} .
\] (34)

Since the collision operator couples the same two qubits as for the x-dependent Maxwell equation, the streaming operators will be unchanged. Moreover, for the inhomogeneous refractive index the two qubit couplings are also unchanged. Hence the two potential collision matrices are
\[
V_1(\beta) = \begin{bmatrix}
\cos \beta & \sin \beta & 0 & 0 & 0 & 0 & 0 & 0 \\
-\sin \beta & \cos \beta & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \cos \beta & \sin \beta & 0 & 0 & 0 & 0 \\
0 & 0 & -\sin \beta & \cos \beta & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cos \beta & -\sin \beta & 0 & 0 \\
0 & 0 & 0 & 0 & \sin \beta & \cos \beta & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \cos \beta & -\sin \beta \\
0 & 0 & 0 & 0 & 0 & 0 & \sin \beta & \cos \beta \\
\end{bmatrix} .
\] (35)
\[ V_2(\beta) = \begin{bmatrix} \cos \beta & 0 & 0 & 0 & 0 & 0 & -\sin \beta & 0 \\ 0 & \cos \beta & 0 & 0 & 0 & 0 & 0 & -\sin \beta \\ 0 & 0 & \cos \beta & 0 & \sin \beta & 0 & 0 & 0 \\ 0 & 0 & 0 & \cos \beta & 0 & \sin \beta & 0 & 0 \\ 0 & 0 & -\sin \beta & 0 & \cos \beta & 0 & 0 & 0 \\ 0 & 0 & 0 & -\sin \beta & 0 & \cos \beta & 0 & 0 \\ \sin \beta & 0 & 0 & 0 & 0 & 0 & \cos \beta & 0 \\ 0 & \sin \beta & 0 & 0 & 0 & 0 & 0 & \cos \beta \end{bmatrix} \] \tag{36}

The 1D \( y \)-dependent Maxwell equations are recovered from this QLA provided the collision angles

\[ \theta = \frac{\epsilon}{4n(y)}, \quad \beta = -i\epsilon \frac{n'(y)}{2n^2(y)}. \] \tag{37}

Because of the complex collision angle \( \beta \), both the potential collision matrices are Hermitian, but not unitary. The final QLA for \( y \)-dependent refractive index has a slightly different collide-stream interleaved sequence

\[ U = S_{2367}^{+}(\theta) . C(\theta) . S_{2367}^{-} . C'(\theta) . S_{0145}^{+} . C(\theta) . S_{0145}^{-} . C'(\theta), \]
\[ U^+ = S_{2367}^{+} . C'(\theta) . S_{2367}^{-} . C(\theta) . S_{0145}^{+} . C'(\theta) . S_{0145}^{-} . C(\theta) \] \tag{38}

so that for the 8-qubit vector \( Q \):

\[ Q(t + \delta t) = V_2(\beta).V_1(\beta).U^+(\theta).U(\theta).Q(t) \] \tag{39}

### 3.3 QLA for 1D inhomogeneous Maxwell Equations for \( z \)-propagation

The QLA for \( z \)-dependent propagation is very different from that for the other two orthogonal directions. This is because the Pauli spin matrix \( \sigma_z \) is diagonal

\[ \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \] \tag{40}

resulting in the coupling of \( \partial q_i/\partial t \) to \( \partial q_i/\partial z \), for each \( i, i = 0 \ldots 7 \). Since the unitary collision operators must couple two different qubits, there is no \( 8 \times 8 \) representation for \( z \)-propagation. Hence we turn to a 16-qubit representation. In our earlier work on developing QLA for solitons and Bose-Einstein condensates [15-16], the physical order-parameter equations (nonlinear Schrodinger equation or the Gross-Pitaevskii equation) were represented at a mesoscopic level by twice as many qubits as field components. Especially when dealing with a single scalar field equation, one needed at least 2 qubits per spatial lattice grid to represent the field so that there could be quantum entanglement arising from the unitary qubit collision operator. Because of vector nature of the electromagnetic fields in Maxwell equations there were sufficient qubits per lattice site to represent the fields directly. However, for \( z \)-dependent propagation, the diagonal form of the Pauli spin matrix \( \sigma_z \) forces us into a mesoscopic qubit representation.

An appropriate unitary collision matrix which couples qubits \( (q_0 - q_2, q_1 - q_3, q_5 - q_7, q_6 - q_8, q_9 - q_{11}, q_{12} - q_{14}, q_{13} - q_{15}) \) has the following \( 4 \times 4 \) block structure

\[ C(\theta) = \begin{bmatrix} V_4(\theta) & 0 & 0 & 0 \\ 0 & V_4(\theta) \ Tr & 0 & 0 \\ 0 & 0 & V_4(\theta) & 0 \\ 0 & 0 & 0 & V_4(\theta) \ Tr \end{bmatrix} \] \tag{41}
where

\[
V_4(\theta) = \begin{bmatrix}
\cos \theta & 0 & \sin \theta & 0 \\
0 & \cos \theta & 0 & \sin \theta \\
-\sin \theta & 0 & \cos \theta & 0 \\
0 & -\sin \theta & 0 & \cos \theta \\
\end{bmatrix},
\]

(42)

and \(V_4(\theta)^{Tr}\) is the transpose of the \(4 \times 4\) matrix \(V_4(\theta)\), Eq. (42).

The streaming operators each stream 8 qubits: let us denote one of these operators \(S_{08}\) which streams qubits \((q_0, q_1, q_4, q_5, q_8, q_9, q_{12}, q_{13})\) while \(S_{210}\) streams the 8 qubits \((q_2, q_3, q_6, q_7, q_{10}, q_{11}, q_{14}, q_{15})\).

The first of the potential collision operators mimics the coupling of the unitary collision matrix \(C\) so its \(4 \times 4\) block structure is

\[
P_1(\gamma) = \begin{bmatrix}
PV_4(\gamma) & 0 & 0 & 0 \\
0 & PV_4(\gamma) & 0 & 0 \\
0 & 0 & PV_4(\gamma) & 0 \\
0 & 0 & 0 & PV_4(\gamma) \\
\end{bmatrix},
\]

(43)

where

\[
PV_4(\gamma) = \begin{bmatrix}
\cos \gamma & 0 & -\sin \gamma & 0 \\
0 & \cos \theta & 0 & -\sin \gamma \\
-\sin \gamma & 0 & \cos \gamma & 0 \\
0 & -\sin \gamma & 0 & \cos \gamma \\
\end{bmatrix},
\]

(44)

while the second potential collision operator has diagonal-like structure of two \(8 \times 8\) matrices

\[
P_2(\gamma) = \begin{bmatrix}
PV_{81}(\gamma) & PV_{82}(\gamma) \\
PV_{82}(\gamma) & PV_{81}(\gamma) \\
\end{bmatrix},
\]

(45)

where

\[
PV_{81}(\gamma) = \begin{bmatrix}
\cos \gamma & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \cos \gamma & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \cos \gamma & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \cos \gamma & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cos \gamma & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \cos \gamma & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \cos \gamma & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cos \gamma \\
\end{bmatrix},
\]

(46)

and

\[
PV_{82}(\gamma) = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\sin \gamma \\
0 & 0 & 0 & 0 & 0 & 0 & -\sin \gamma & 0 \\
0 & 0 & 0 & 0 & 0 & -\sin \gamma & 0 & 0 \\
0 & 0 & 0 & -\sin \gamma & 0 & 0 & 0 & 0 \\
0 & 0 & \sin \gamma & 0 & 0 & 0 & 0 & 0 \\
0 & \sin \gamma & 0 & 0 & 0 & 0 & 0 & 0 \\
\sin \gamma & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

(47)

With the unitary operators

\[
U_{[16]} = S_{0^+}^{0.8} \cdot C(\theta) \cdot S_{0^+}^{0.8} \cdot C^+(\theta) \cdot S_{0^+}^{2.10} \cdot C(\theta) \cdot S_{0^+}^{2.10} \cdot C^+(\theta)
\]

\[
U^+_{[16]} = S_{0^+}^{0.8} \cdot C^+(\theta) \cdot S_{0^+}^{0.8} \cdot C(\theta) \cdot S_{0^+}^{2.10} \cdot C^+(\theta) \cdot S_{0^+}^{2.10} \cdot C(\theta)
\]

(48)
one obtains from
\[ Q_{10}(t + \delta t) = P_2(\gamma)P_1(\gamma)U_{10}^+U_{10}Q_{10}(t) \]  \hspace{1cm} (49)
on on using the collision angles
\[ \theta = \frac{\epsilon}{4n(z)}, \quad \gamma = \frac{\epsilon n'z}{2n^2z} \]  \hspace{1cm} (50)
the mesoscopic evolution of the 16-qubits. This evolution falls into a 4-block structure of the form
\[ q_{0+4k}(t + \delta t) = q_{0+4k}(t) + \left\{ \frac{n'(z)}{4n^2(z)} \left[ -q_{2+4k}(z) + (-1)^k q_{15-4k}(z) \right] - \left( -1 \right)^k \frac{1}{4n(z)} \frac{\partial q_{2+4k}}{\partial z} \right\} \epsilon^2 + O(\epsilon^4) \]
\[ q_{1+4k}(t + \delta t) = q_{1+4k}(t) + \left\{ \frac{n'(z)}{4n^2(z)} \left[ +q_{3+4k}(z) + (-1)^k q_{14-4k}(z) \right] - \left( -1 \right)^k \frac{1}{4n(z)} \frac{\partial q_{3+4k}}{\partial z} \right\} \epsilon^2 + O(\epsilon^4) \]
\[ q_{2+4k}(t + \delta t) = q_{2+4k}(t) + \left\{ \frac{n'(z)}{4n^2(z)} \left[ -q_{0+4k}(z) + (-1)^k q_{13-4k}(z) \right] - \left( -1 \right)^k \frac{1}{4n(z)} \frac{\partial q_{0+4k}}{\partial z} \right\} \epsilon^2 + O(\epsilon^4) \]
\[ q_{3+4k}(t + \delta t) = q_{3+4k}(t) + \left\{ \frac{n'(z)}{4n^2(z)} \left[ +q_{1+4k}(z) + (-1)^k q_{12-4k}(z) \right] - \left( -1 \right)^k \frac{1}{4n(z)} \frac{\partial q_{1+4k}}{\partial z} \right\} \epsilon^2 + O(\epsilon^4) \]
with \( k = 0, 1, 2 \text{ or } 3 \).

To recover the 8-spinor representation of the 1D Maxwell equations in Riemann-Silberstein formwe need only define
\[
\begin{align*}
\overline{q}_0 &= q_0 + q_2, & \overline{q}_1 &= q_1 + q_3, & \overline{q}_2 &= q_4 + q_6, & \overline{q}_3 &= q_5 + q_7, \\
\overline{q}_4 &= q_8 + q_{10}, & \overline{q}_5 &= q_9 + q_{11}, & \overline{q}_6 &= q_{12} + q_{14}, & \overline{q}_7 &= q_{13} + q_{15}.
\end{align*}
\]
\hspace{1cm} (51)

4 Some Simulations for Electromagnetic Pulses propagating in the z-direction

We have previously considered the QLA for 1D Maxwell equations in inhomogeneous media for propagation in the y-direction [17] and in the x-direction [31]. Both these QLAs require an 8-qubit representation. Here we present some longer time evolution of z-propagating Gaussian pulse which now requires 16 qubits/node. In particular we shall consider multiple reflections and transmissions at strongly varying dielectric boundary layers. We shall consider an inhomogeneous medium with vacuum refractive index \( n(z) = 1.0 \) for \( 0 < z < 3700 \) and for \( 4300 < z < 6500 \) and refractive index \( n(z) = 2 \) for \( 3700 < z < 4300 \), Fig. 1.

4.1 Normal incident electromagnetic pulse

The simplest Gaussian vacuum electromagnetic pulse propagating in the z-direction has for the non-zero components of the electric \( E \) and magnetic \( B \) fields
\[ E_x(z, t = 0) = 0.01 \exp\left[-\frac{e^2(z - z_0)^2}{1500}\right] = B_y(z, t = 0) \]  \hspace{1cm} (53)
where the small parameter \( \epsilon = 0.3 \) and the initial center of the Gaussian pulse is at \( z_0 = 2300 \).

This incident pulse propagates undistorted towards the dielectric slab, as seen in Fig. 2 for times \( t = 0 \), and \( t < 4000 \). By \( t = 4000 \) the forward part of the pulse is just starting to interact with the dielectric boundary layer. Fig. 3 shows the pulse straddling the vacuum-dielectric slab region at time \( t = 4800 \). Within the dielectric slab, the transmitted pulse has \( E_x \neq B_y \), with \( \max B_y = 2 \max E_x \). The part of the pulse in the vacuum is predominantly the transient reflected
Figure 1: A localized inhomogeneous dielectric region, $3700 < z < 4300$ within a vacuum.

Figure 2: The Gaussian pulse at $t = 0$ (red) and $t = 4000$ (black). In the vacuum, $E_x = B_y$ and these fields overlay each other. The vertical dashed lines indicate the dielectric slab of refractive index $n = 2$. 
part with the beginnings of a phase shift in $E_x$ since the reflection is occurring at a low-to-higher refractive index. By $t = 6000$ the transients have died down and one sees the transmitted pulse

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{At $t = 4800$, the incident vacuum pulse is being split into a partly transmitted pulse within the dielectric slab of $n_{\text{slab}} = 2$, and partially reflected pulse back into the vacuum. Because the pulse is moving from vacuum into a higher refractive index region it is the electric field component $E_x$ that exhibits phase change. ($E_x - \text{blue, } B_y - \text{red}$, dielectric slab lies in $3700 < z < 4300$, its boundaries denoted by the dashed vertical lines).}
\end{figure}

within the dielectric slab, with $B_y \simeq E_x$ and in phase, while the reflected pulse back into the vacuum has $E_x \pi$ out of phase with $B - y$. The speed of the transmitted pulse is half that of the incident and reflected pulse in the vacuum (Fig. 4).

By $t = 9000$ the transmitted pulse has reached the right boundary of the dielectric slab and it is undergoing its transmission and reflection, Fig. 5. Since the reflected pulse is going back into a higher refractive medium it is now $B_y$ that undergoes a $\pi$ phase change.

The time asymptotic state of this stage of pulse evolution is shown in Fig. 6 ($t = 10000$). The transmitted pulse ($z > 4300$ is back in the vacuum region so that $E_x \simeq B_y$ and the field components overlay each other, as at $t = 0$. This pulse has the same speed and width of the initial vacuum pulse, but its amplitude is somewhat reduced (to preserve total energy conservation). The reflected pulse in the dielectric slab is propagating to the left with half the speed of the initial vacuum pulse, with half its width and now with the $B_y$ out-of-phase by $\pi$ with its $E_x$ field component.

In our simulations we then follow the reflection and transmission of the left-traveling pulse within the dielectric as it hits the inner edge around $z = 3700$. The subsequent transmitted pulse then keeps propagating to the left into the vacuum has its $B_y$ out of phase with its companion $E_x$. The part of the pulse that is reflected from the dielectric boundary around $z = 3700$ has another $\pi-$ phase change induced in the magnetic field component $B_y$ so that this right traveling pulse within the dielectric has its components again in phase (see Fig. 7).

Finally, in these 1D simulations of the normal incidence of a Gaussian pulse onto a dielectric
Figure 4: The reflected and transmitted pulses at time $t = 6000$. Since the initial pulse is incident onto a higher refractive index medium, the reflected $E_x$ undergoes a $\pi$ phase change, but with $|E_x^{\text{refl}}| = B_y^{\text{refl}}$. The transmitted pulse’s speed is half of the initial vacuum pulse’s, and half the initial pulse width, with $B_y^{\text{trans}} \simeq 2E_x^{\text{trans}}$. ($E_x - \text{blue}, B_y - \text{red}$, dielectric slab lies in $3700 < z < 4300$, its boundaries denoted by the dashed vertical lines).

Figure 5: By $t = 9000$, the right traveling pulse reaches the right end of the dielectric slab and it itself undergoes transient transmission and reflection. Now, however it is the magnetic field $B_y$ that undergoes a phase change ($E_x - \text{blue}, B_y - \text{red}$, dielectric slab lies in $3700 < z < 4300$, its boundaries denoted by the dashed vertical lines).
Figure 6: A quasi-asymptotic state ($t = 10000$) with the first reflection and transmission off the back interface around $z = 4300$. For the reflect pulse in the dielectric slab, it is the magnetic field $B_y$ that undergoes a $\pi-$ phase transition. ($E_x - blue, B_y - red$, dielectric slab lies in $3700 < z < 4300$, its boundaries denoted by the dashed vertical lines).

Figure 7: A quasi-asymptotic state ($t = 14000$) following a reflection and transmission off the front interface around $z = 3700$. In the outgoing pulses traveling to the left, the two pulses are out of phase with each other. ($E_x - blue, B_y - red$, dielectric slab lies in $3700 < z < 4300$, its boundaries denoted by the dashed vertical lines).
slab we compute the instantaneous Poynting flux $S(t)$

$$S(t) = \int_0^L \mathbf{E}(z,t) \times \mathbf{B}_y(z,t) \cdot \mathbf{n} \, dz$$

(54)

It is seen from Fig. 8, that QLA conserves energy very well throughout the simulation except during the overlap of incident/reflected pulses around the slab boundaries $z = 3700$ or $z = 4300$. During these time intervals it is very difficult to distinguish which part of the pulse is incident and which part of the pulse is due to reflection – see e.g., Fig. 3 (for $t = 4800$) or Fig. 5 ($t = 9000$) – thus making the identification of the outward pointing normal difficult.

Figure 8: The instantaneous Poynting flux. The time intervals $4200 < t < 5300$, $8200 < t < 9300$ and $12400 < t < 13300$ are those in which there is pulse overlap with either the front or the back boundaries of the dielectric slab.

5 Preliminary 2D QLA Scattering from a Dielectric Obstacle

We can now readily stitch together the various three orthogonal QLAs to obtain a 2D or 3D Maxwell solver for electromagnetic fields in an arbitrary scalar dielectric medium. Here some preliminary 2D $x-z$ QLA simulations for an initial Gaussian pulse propagating towards a conical dielectric obstacle are presented. The $x-z$ QLA is obtained simply by stitching together the evolution equations (32) and (49). A 2D dielectric cone is situated with a base $75 < x/4 < 225$ and $175 < z/4 < 325$ and rising to a refractive index of 3 around $x/4 = 150, z/4 = 255$. The simulations were performed on a $2028 \times 2048$ grid, but the data was plotted at every 4th point - hence the figures are drawn on a $0 < x/4, z/4 < 512$ grid.

The initial Gaussian plane pulse is independent of $z$ and propagates in the $x$-direction towards the dielectric obstacle, Fig. 10.

By $t = 1250$, the Gaussian pulse is interacting with the dielectric cone. Since the cone’s refractive index $> 1$, the Gaussian pulse front slows down within the dielectric region (Fig. 11)
Figure 9: The refractive index of a conical dielectric obstacle

Figure 10: The initial Gaussian pulse propagating in the $x-$ direction.
Figure 11: The electromagnetic pulse as it starts to interact with the dielectric cone, $t = 1250$

Figure 12: The electromagnetic pulse at $t = 2500$
Figure 13: The electromagnetic pulse at $t = 3250$

Figure 14: The electromagnetic pulse at $t = 3500$
Figure 15: The electromagnetic pulse at $t = 4000$

Figure 16: The electromagnetic pulse at $t = 4500$
6 Conclusion and Summary

We have determined the QLA for Maxwell equations for 1D propagation in an inhomogeneous medium. From the modular form of the Cartesian coordinates, one can readily move to 2D and to 3D inhomogenous dielectric media. It was found that for z-propagation one required 16 qubits per lattice site because of the diagonal structure of the Pauli spin matrix $\sigma_z$. For the non-diagonal Pauli spin matrices $\sigma_x$ and $\sigma_y$ one needs only 8 qubits per lattice site for either x-propagation or y-propagation.
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