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Abstract—In this paper, we study the cell planning problem for a two-tier cellular network containing two types of base stations (BSs)—i.e. with fiber backhaul, referred to as wired BSs (W-BSs), and BSs with wireless backhaul, referred to as unwired BSs (U-BSs). In-band full-duplex wireless communications is used to connect U-BSs and W-BSs. We propose an algorithm to determine the minimum number of W-BSs and U-BSs to satisfy given cell and capacity coverage constraints. Furthermore, we apply our proposed non-dominated sorting genetic algorithm II (NSGA-II) to solve both cell planning and joint cell and backhaul planning problem to minimize the cost of planning, while maximizing the coverage simultaneously. Additionally, the considered cell planning program is developed into an optimization by including the problem of minimizing the cost of fiber backhaul deployment. In order to analyze the performance of the proposed algorithm, we study three different deployment scenarios based on different spatial distributions of users and coverage areas. The results show the superiority of our proposed NSGA-II algorithm for both cell planning and joint cell and backhaul planning to other well-known optimization algorithms. The results also reveal that there is a trade-off between cell deployment costs and SINR/rate coverage, and W-BSs are placed in congested areas to consume less resources for wireless backhauls. Similarly, a trade-off between cell and fiber deployment costs and SINR/rate coverage is observed in planning. We show that for realistic scenarios desirable solutions can be selected from the Pareto front of the introduced multi-objective problem based on given cellular operator policies.

Index Terms—Cell planning, in-band full-duplex (IBFD), fiber-wireless (FiWi) networks, millimeter-wave networks, next-generation passive optical networks (NG-PONs), self-backhauling

I. INTRODUCTION

THE EVER-increasing demand for wireless data is in- satiable and affecting, immensely, the technology and the design of future wireless networks. In 2015, mobile data traffic was about 3.7 Exabytes per month, and based on Cisco’s forecasts [1], it will exceed 30 Exabytes per month by 2020. Although wireless communication techniques have been developed to meet this demand, most of them will not suffice to satisfy exponentially increasing mobile data traffic volumes. Recently, numerous studies on 5G cellular networks have been reported. Nonetheless, there remain open questions about the final technologies of choice and 5G standards. According to [2], 5G will rely on the following three enabling technologies, the so called big-three: (i) massive multiple-input multiple-output (MIMO), (ii) millimeter wave (mmWave), and (iii) ultra-densification. Interestingly, these technologies are not only compatible and congruent but also represent prerequisites for each other.

The frequencies between 30 and 300 GHz are referred to as mmWave. Due to the high path loss, so far mmWave systems were not at the center of mobile communications research, though undoubtedly they will play a major role in 5G [3]. The availability of huge amounts of bandwidth in the mmWave band paves the way to serving mobile users with high data rates [4]. Furthermore, the implementation of massive-MIMO in mmWave systems can be easily realized via small-size array antennas.

Telecommunication companies apply densification techniques (i.e., ultra-dense small cell deployment) to improve their areal spectral efficiency, in particular in highly congested regions. Due to the high path loss in the mmWave band densification is inevitable. In [5], it was shown through experimental measurements that the maximum range of mmWave base stations (BSs) is less than 200 meters. The main problem raised by densification is how to serve all BSs with appropriate backhaul solutions [6].

A. Related Work

In [7], existing fiber-to-the-node residential access networks are utilized to design a cost-optimized optical fiber backhaul for small cells. In [8], the passive optical network (PON) architecture has been utilized as backhaul of heterogeneous networks. In [9] and [10], mixed free-space optic (FSO)/radio frequency (RF) and optical fiber backhaul networks were used to serve BSs. It was shown that the integration of optical fiber with other technologies is more practical and cost-effective than leveraging only optical fiber backhaul solutions. More recently, in [11], authors provides an optimization framework to deploy mixed fiber and wireless backhauls for BSs, where the survivability of fiber backhaul has been investigated. In addition, authors in [12] proposed a cost effective fiber backhaul

1 It should be noted that in the terminology of cloud-radio access network (C-RAN) the word fronthaul indicates the link between remote radio head (RRH) and base band unit (BBU), while the term backhaul means the backbone infrastructure connecting BBUs to the core network. However, in this study, we use the term backhaul to indicate either fiber links between W-BSs and central office or wireless links between U-BSs and W-BSs.
deployment and resource allocation optimization for integrated access and backhaul cellular networks where resources are shared dynamically between access and backhaul links.

Recently, self-backhauling has been attracting an increasing amount of attention [13]. On the other hand, given the successful demonstrations of in-band full-duplex (IBFD) radio systems [14], there is an emerging trend to utilize this technique in self-backhauled wireless systems [15]. It is worth mentioning that in IBFD self-backhauling, the same frequency band is simultaneously used for both backhaul and access links.

In [16], the authors investigated the cell planning problem for 3G cellular networks. They considered a set of candidate locations for BSs and selected optimal locations based on given traffic distributions and power consumption restrictions. In [17], the cell planning problem was investigated from an energy-efficiency point of view by means of ray-trace models. In [18], the authors proposed a cost-optimized cell planning method, whereby the locations of macro- and pico-BSs as well as relay nodes were determined. It is worth mentioning that in [16] - [18], a finite set of candidate locations was examined in greater detail. In [19], the authors proposed a cell planning approach by considering infinite candidate locations and various user distributions. Moreover, they utilized meta-heuristic algorithms to solve the cell planning problem under consideration. More recently, in [20], the authors reviewed cell planning problems and also investigated the problem of cell planning for future cellular networks.

All the aforementioned studies considered traditional cellular networks using the ultra-high frequency (UHF) band. In [21], the cell planning problem was resolved for mmWave cellular networks. The authors utilized a meta-heuristic algorithm to obtain near-optimum solutions. Furthermore, in [22], a new approach was proposed for solving the mmWave cell planning problem by leveraging the polygon computational geometry concept. Note, however, that in this study the issue of backhauling was not addressed. There were also some other studies on self-backhauling. Among them is [23], where the authors investigated joint beamforming, power allocation, and spectrum assignment in a self-backhauling two-tier wireless network. Further, cell association and backhaul spectrum assignment were studied in [24]. These two studies optimized the aforementioned parameters for fixed BSs, whereas in this work we determine the locations of self-backhauled BSs subject to satisfying the rate and coverage constraints.

B. Paper Contributions and Organization

This paper makes the following three main contributions: **Self-backhauled mmWave cell planning:** In this paper, a general optimization model is proposed for mmWave small cell planning. We consider both fiber and wireless backhauling techniques. Accordingly, two types of BSs are deployed, BSs with either fiber or wireless backhaul. At BSs with wireless backhaul, the IBFD technique is used to realize self-backhauled implementation. To satisfy, both, given coverage and capacity constraints with minimum number of either BSs, we propose a multi-objective optimization problem to simultaneously determine number of required BSs with fiber, wireless backhaul, and the optimum locations for BSs. Furthermore, an infinite set of candidate locations is considered.

**Joint cell and fiber backhaul planning:** We also formulate another multi-objective optimization problem for joint cell and fiber backhaul planning. The multi-objective problem contains two parts. One part optimizes the cell planning problem and the other one minimizes deployment costs. To reduce the cost of fiber installation, we leverage existing dark fibers and determine the best locations for installing optical splitters. We utilize a meta-heuristic approach to solve this multi-objective problem.

**Efficient meta-Heuristic algorithm:** To solve the above problems we develop an efficient meta-heuristic algorithm based on the well-known non-dominated sorting genetic algorithm (NSGA-II). We compare our proposed algorithm to meta-heuristic alternatives utilizing particle swarm optimization (PSO), tabu search (TS), simulated annealing (SA), and ant colony optimization (ACO). Our simulation results reveal the superiority of the NSGA-II based algorithm to the considered alternatives in terms of the obtained objective and speed of convergence. In addition, by means of simulation, we examine the impact of the probability density function (PDF) used to change the positions of BSs and tune this PDF to improve the objective of both cell planning and joint cell and backhaul planning problem.

It is worth mentioning that all the considered features for the radio access network are in accordance with the 3GPP standards [25] - [26].

The remainder of the paper is organized as follows. Section II describes the system model. In Section III, the proposed cell planning and joint cell and fiber backhaul planning are formulated. Section IV presents the proposed meta-heuristic algorithms. Numerical results and performance evaluation are presented in Section V. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

A. Network Architecture

In our system model, we consider small cells operating in the mmWave band and define two types of small-cell base stations, namely, wired base station (W-BS) and unwired base station (U-BS). As shown in Fig. 1, W-BSs are served with fiber backhaul and U-BSs are connected to W-BSs via wireless backhaul.

For U-BSs, the wireless backhaul is implemented by means of IBFD, referred to as IBFD wireless self-backhauling [27] - [28]. With this technique, the same frequency band is simultaneously used for both access and backhaul. The main issue of this technique is the self-interference between access and backhaul links. Hopefully, this interference can be mitigated efficiently by using separated highly directional antennas, thus providing sufficient distance between transmitter and receiver antennas, and utilizing advanced cancellation techniques in both digital and analog domains to remove residual interference [29]. Let $\tau \times P_a$ denotes the residual self-interference noise in the backhaul link in the downlink direction, where $\tau$ is the percentage of residual self-interference and $P_a$ is the transmission power of access links.
As illustrated in Fig. 1, we utilize a passive optical network (PON) architecture to realize the fiber backhaul. This architecture has been standardized as a promising scheme to realize fiber-to-the-x (FTTx) deployments, where the x may represent a home, building, neighborhood, or curb [30]. The main components of a PON consist of the optical line terminal (OLT), passive power splitter, and optical network units (ONUs). Generally, a PON has a tree-and-branch topology, whereby the OLT and ONUs serve as the root and leave nodes, respectively. The OLT is located at the central office (CO) and performs resource allocation among ONUs, and ONUs reside at subscriber premises. In our model each W-BS is connected to an ONU serving a single PON subscriber.

In this paper, we focus on the latest standards of PONs, the so-called Next-Generation Passive Optical Network 2 (NG-PON2), which is specified in ITU-T recommendation G.989.2 [31]. In NG-PON2, multiple subscribers are served by utilizing hybrid time and wavelength division multiplexing (TWDM), where each subscriber transmits at the maximum data rate of 10 Gbps [32]. By leveraging wavelength division multiplexing (WDM), it is also possible to implement a point-to-point connection between the OLT and any ONU, which is desirable for W-BS backhaul as it provides guaranteed low-latency backhaul with a dedicated capacity of 10 Gbps.

Interestingly, NG-PON2 is backward-compatible with previous PON standards such as GPON, which is widely used in FTTx deployments [32]. To provide fiber backhaul for small cells, we leverage pre-installed GPON equipment and only upgrade the OLT and splitter. As shown in Fig. 1, conventional GPON subscribers (denoted as FTTx subscriber) may be served beside W-BSs over the common fiber infrastructure.

In the proposed joint cell and fiber backhaul planning, by taking existing FTTx feeder fibers into account we determine the optimal locations for installing new splitters and deploying new distribution fibers. In our approach, the goal is to minimize the cost of new required facilities for fiber backhaul planning. However, we assume there is no available distribution fiber at the optimum place of a W-BS, and a new distribution fiber branch is installed to connect that W-BS to the existing fiber infrastructure.

Fig. 1: Network architecture and its main components.

B. mmWave Propagation and Blockage Model

Two main attributes of cellular networks are capacity and coverage, whereas the most critical design parameter in mmWave networks is path loss. With electromagnetic waves, the increase of path loss exponent is much higher in non line-of-sight (NLOS) than line-of-sight (LOS) systems, especially for higher frequencies such as mmWave [33]. Clearly, in mmWave cellular networks, LOS channels are preferable to increase the spectral efficiency.

The well-known path loss model (in dB) for mmWave cellular network is as follows [34]:

\[
\text{PL}(d) = \alpha + 10\beta \log |\mathcal{L}_\text{BS} - \mathcal{L}_{\text{UE}}| + \zeta, \tag{1}
\]

where \(\alpha\) and \(\beta\) denote the path loss at close-in reference distance and the path loss exponent, respectively. Furthermore, we have \(\zeta \sim \mathcal{N}(0, \sigma^2)\), where \(\sigma^2\) represents the lognormal shadowing variance, \(\mathcal{L}(\cdot)\) denotes the position of nodes in Cartesian coordinates, and \(|\cdot|\) is the Euclidean distance. Note that \(\beta\) as well as \(\sigma\) are different for LOS and NLOS.

The high path loss in mmWave systems limits the communication range to very short distances. However, this limitation can be partially alleviated by using directional antennas. In this study, we assume steerable array antennas at BSs for access link and highly directional horn antennas for backhaul links, whereby \(AG_{\text{BS}}^m\) and \(AG_{\text{UE}}\) denote the array gain of the access link at BSs and user equipment (UE), respectively, and \(AG_{\text{BS}}^m\) represents the array gain for the backhaul link at BSs. Furthermore, we assume that a perfect array beam matching is performed for both access and backhaul links.

In [35], a stochastic blockage model was derived for mmWave channels based on random shape theory and stochastic geometry. It was shown that when the blockage is modeled as a rectangle Boolean scheme, the probability of the channel status (LOS or NLOS) is given by

\[
\mathbb{P}(s)(d) = \begin{cases} 
    e^{-a_{\text{los}}d} & s : \text{LOS} \\
    1 - e^{-a_{\text{los}}d} & s : \text{NLOS},
\end{cases} \tag{2}
\]

where \(d\) denotes the link distance and \(a_{\text{los}}\) is a parameter that is determined by the density and average size of the blockages in a specific environment. For convenience, the notation and parameters are summarized in Table I.

III. PROBLEM FORMULATION

A. Assumptions and Preliminary Parameters

In this paper, we design a cellular network over an area of size \(S_T\) divided into \(T\) subareas, \(S_T = \{s_1, s_2, \ldots, s_T\}\), where each subarea \((s_t)\) has a unique user spatial distribution \((\phi(s_t))\) with a different average number of users per unit area \((\lambda_{s_t})\).

Without loss of generality, we assume that all users request the same average data rate and denote the average data rate in the downlink by \(\bar{R}_{\text{DL}}\). Here, it is important to note that this assumption will be generalized in the next subsection by assuming different data rate demands for each user. With regard to the average data rate, we also assume that at least \(\text{RB}_{th}\) resource blocks should be dedicated to each user to...
satisfy her demand. Hence, the largest number of users that can be supported by each BS is obtained as follows:

$$N_{BS}^{\text{U}} = \left\lfloor \frac{N_s \times BW_s}{\text{RB}_{1h} \times BW_{RB}} \right\rfloor,$$

where $N_s$ indicates the number of sectors of each BS; $BW_s$ and $BW_{RB}$ denote the available bandwidth of each sector and resource block (RB), respectively; and $\lfloor . \rfloor$ is the floor function. The smallest number of BSs to satisfy the users' data traffic demand in each subarea is computed as

$$N_{BS}^{N_s} = \left\lfloor \frac{N_s \times S_i}{N_{BS}^{\text{U}}} \right\rfloor, \quad \forall s_i \in S,$$

where $S_i$ is the size of subarea $s_i$ and $\lfloor . \rfloor$ represents the ceiling function. Consequently, the smallest total number of BSs required to serve all data requests in $S_T$ is given by

$$N_{BS}^{\text{Cap}} = \sum_{s_i \in S} N_{BS}^{N_s}.$$

It is worth mentioning that the number of W-BSs has to be equal or larger than $N_{BS}^{\text{Cap}}$ since all traffic is steered by W-BSs.

Next, the number of required BSs to satisfy the coverage constraint is given by

$$N_{BS}^{\text{Cov}} = \left\lceil \frac{S_T}{S_{BS}} \right\rceil,$$

where $S_{BS}$ is the coverage area of each BS. Then, we initialize our algorithms by feeding $N_{BS} = \max\{N_{BS}^{\text{Cov}}, N_{BS}^{\text{Cap}}\}$ into them. It should be noted that $N_{BS}$, which is $N_{W-BS} + N_{U-BS}$, is also a variable of our optimization problem. Thus, the final value of $N_{BS}$ might differ from its initial value. In fact, by means of these primary calculations the optimization process, will be elaborated upon, can be reduced significantly.

### B. Cell Planning Formulations

Let the following matrices represent the location of BSs:

$$L_{W-BS} \triangleq (L_{W-BS}^0, L_{W-BS}^1, \ldots, L_{W-BS}^{N_{W-BS}}),$$

$$L_{U-BS} \triangleq (L_{U-BS}^0, L_{U-BS}^1, \ldots, L_{U-BS}^{N_{U-BS}}),$$

$$L_{BS} \triangleq (L_{W-BS}, L_{U-BS}),$$

where $L_{i}(.)$ indicates the $i$-th BS position in the Cartesian system. For the sake of simplicity and without loss of generality, we assume that all BSs have the same height. Let the binary variable $X_{n}^{\phi}$ denotes the association state of the $n$-th user to the $i$-th BS, as obtained as follows:

$$X_{n}^{\phi} = \begin{cases} 1, \quad \text{if } i = \arg\min_{k \in \mathcal{B}} ||L_{n}^{\phi} - L_{k}^{\phi}||, \forall n \in \mathcal{N}, \\ 0, \quad \text{others.} \end{cases}$$

where $\mathcal{B}$ and $\mathcal{N}$ denote the set of BSs and users, respectively. Indeed, with this variable we can indicate whether the $i$-th BS is the nearest BS to the $n$-th user or not. Using the same definition, we can now define a binary variable $Y_{n}^{\phi}$ indicating the nearest W-BSs to U-BSs; it is set to 1 if the $w$-th W-BS is the nearest W-BS to the $u$-th U-BS, and 0 otherwise. Moreover, let $\Gamma_{n}^{\phi}$ indicate if the $n$-th user receives the minimum power from her associated BS for detection or not, which is given by

$$\Gamma_{n}^{\phi} = \begin{cases} 1, \quad \text{if } \mathcal{P}(\Gamma_{n}^{\phi} \geq \gamma_{\phi}^{th}) \times X_{n}^{\phi} \geq \gamma_{\phi}^{th}, \forall n \in \mathcal{N}, \\ 0, \quad \text{others.} \end{cases}$$

where $\mathcal{P}$ is the received SINR at the $n$-th user of the $i$-th BS. Furthermore, $\gamma_{\phi}^{th}$ denotes the lower bound of the probability and $\gamma_{\phi}^{th}$ is the SINR threshold for the successful detection. $\Gamma_{n}^{\phi}$ is given by

$$\Gamma_{n}^{\phi} = \frac{P_a \times AG_{BS}^{\phi} \times AG_{UE} \times PL^{-1}(d_{i,n})}{\sigma_{\phi}^{2} + I_{n}},$$

where $P_a$ is the access link transmission power, $AG_{BS}^{\phi}$ and $AG_{UE}$ are array gain, $PL(d)$ is path loss for $d$ m, $\sigma_{\phi}^{2}$ is the thermal noise, $I_{n}$ is also a variable of our optimization problem. Thus, the final constraint is given by

$$\mathcal{P}(\Gamma_{n}^{\phi} \geq \gamma_{\phi}^{th}) \times X_{n}^{\phi} \geq \gamma_{\phi}^{th}, \forall n \in \mathcal{N},$$
where $P_a$ indicates the transmitted power of the access link. $PL(d_{i,n})$ shows the path loss as a function of the distance between the $i$-th BS and the $n$-th user. $AG_{BS}^n$ and $AG_{UE}$ denote the array gain of the access link at BSs and UEs, respectively. In addition, $\sigma_N^2$ and $I_n$ denote the thermal noise and the corresponding interference that the $n$-th user suffers from the interfering BSs, respectively. Note that (9) and (10) specify access links. Similarly, we define the following variables for backhaul links:

$$\Gamma_u^w = \begin{cases} 1 & \text{if } P(\Gamma_u^w \geq \gamma_{th}) \times \gamma_u^w \geq \gamma_{th}, \forall u \in U, \quad (11) \\ 0 \end{cases}$$

$$\Gamma_u^w = P_b \times (AG_{BS}^b)^2 \times PL^{-1}(d_{u,w}) \quad (12)$$

where in (11) $U$ denotes the set of U-BSs, $\gamma_{th}$ is the SINR threshold for successful detection, and $\gamma_{th}$ is the lower bound of the successful detection probability. In (12), $p_b$ denotes the transmission power of the backhaul link, $PL(d_{u,w})$ is the path loss between two BSs at distance $d_{u,w}$, and $AG_{BS}^b$ represents the array gain of the backhaul link. Further, we use $\tau \times P_a$ and $I_u$ to represent the self-interference from the access link and neighboring U-BSs, respectively.

The primary goal of our cell planning framework is to maximize the number of users served with their requested data rates, $F_1$, which is accepted as crucial aim for 5G. Accordingly, we set the objective function of the cell planning problem to minimize the total number of users which are not satisfied with their demanded rates.

$$F_1 = \sum_{n \in N} I\{R_n < r_n\}, \quad (13)$$

where $r_n$ and $R_n$ indicate the desired and actual data rate of the $n$-th user, respectively. The indicator function in (13), $I\{\cdot\}$, equals 1 if the condition is satisfied, and 0 otherwise. Here, $r_n$ is a given constant and $R_n$ is given by

$$R_n = bw_n \log_2(1 + \Gamma_n^i), \quad (14)$$

where $bw_n$ is the bandwidth dedicated to the $n$-th user from its associated BS.

It is worth mentioning that another critical aspect of cell planning is to minimize capital expenditure (CAPEX). Hereupon, in addition to the cellular network rate, implementation cost is also involved in our cell planning procedure. Obviously, the major CAPEX of cellular network has its roots in BSs implementation and feeding them with appropriate backhauls. Therefore, we model the major cost of cell planning $F_2$ as follows:

$$F_2 = N_{W-BS}C_W + N_{U-BS}C_U, \quad (15)$$

where $C_W$ and $C_U$ are indicating the costs of implementing W-BS and U-BS and feeding them with suitable backhaul, respectively. Given the aforementioned definitions and assumptions, our cell planning problem can be formulated as follows:

$$\text{minimize } F_{W-BS}, F_{U-BS}, N_{W-BS}, N_{U-BS} \quad [F_1, F_2]$$

subject to:

$$\sum_{b \in B} \sum_{p \in P} \Upsilon_{p}^b \geq \delta_{cos} |P|, \quad (17)$$

$$\sum_{b \in W} \Upsilon_{b}^b = 1, \quad \forall b' \in U, \quad (18)$$

$$\sum_{b \in W} \Upsilon_{b}^b \leq N_{lim}, \quad \forall b \in W, \quad (19)$$

$$\sum_{n \in N} \Upsilon_{n}^b bw_n \leq N_s BW_s, \quad \forall b \in U, \quad (20)$$

$$\sum_{n \in N} \sum_{\forall b \in B} \Upsilon_{n}^b \Upsilon_{b}^b bw_n + \sum_{n \in N} \sum_{\forall b \in W} \Upsilon_{n}^b \Upsilon_{b}^b bw_n \leq \sum_{\forall b \in W} \Upsilon_{b}^b dw_n \leq N_s BW_s, \quad \forall b \in W, \quad (21)$$

$$\sum_{n \in N} \sum_{\forall b \in B} \Upsilon_{n}^b \Upsilon_{b}^b \geq \delta_{cap} |N| \quad (22)$$

**Objects:** The optimization problem has two objectives, $F_1$ and $F_2$. Thus, we have a multi-objective problem here. Obviously, these two objects are conflicting since having a good coverage implies having more BSs, which is costly.

**Coverage constraints:** Constraint (17) insures the coverage of deployed cells, where $|\cdot|$ denotes the total number of elements in a set, and $\delta_{cos}$ is a constant, relaxing the constraint. Furthermore, we divide the entire region into enough small areas called as pixels, in which $\delta_{cos}$ is computed using (9) for a user located at the center of $p$-th pixel. Constraint (18) is included to associate U-BSs to W-BSs. It is worth mentioning that in our cell planning each U-BS is served by a single W-BS.

**Limitations of W-BSs:** Due to the limited fiber backhaul capacity, energy constraint, and computation processing, the total number of U-BSs served by each W-BS is less than $N_{lim}$, as stated in (19).

**Capacity Constraints:** Clearly, the total spectrum of U-BSs assigned to users has to be less than its capacity, which is given by (20). The same approach can be employed for W-BSs, while accounting for their distinctive feature of supporting both access and backhaul links simultaneously.

Two different approaches can be applied to allocate the bandwidth of W-BSs to access and backhaul links: static or dynamic allocation. In static allocation, the bandwidth of each W-BS is divided into two sub-bands, which are separately dedicated to access and backhaul links. Conversely, in dynamic allocation, the W-BS bandwidth is divided among access and backhaul links dynamically according to current traffic loads and bandwidth requests. Clearly, dynamic allocation enables more flexibility and efficiency. It is worth mentioning that this functionality can be easily implemented in cellular networks thanks to the advent of software defined wireless network (SDWN) as well as cloud radio access network (C-RAN) [37]. Constraint (21) guarantees that the total bandwidth of
a given W-BS allocated to its associated access and backhaul links is less than its available bandwidth. In addition, constraint (22) is included to satisfy an acceptable amount of users, in which, δ \(_{cap}\) is a relaxing constant (similar to δ \(_{cov}\) in (17)).

### C. Joint Cell and Fiber Backhaul Planning

In this subsection, we optimize both the cell planning and fiber backhaul designing problems. We assume that there are some pre-deployed fiber access points (FAPs) that are randomly distributed across the area. Furthermore, we assume that there are enough dark feeder fibers associated with these FAPs. Our goal is to leverage these dark feeder fibers and FAPs to implement NG-PON2 architectures as the backhaul of W-BSs.

Let the binary variable Z\(_{f}\) indicates the selection state of FAPs, which is 1 if the f\(_{th}\) FAP is selected, and 0 otherwise. In addition, we define a binary variable C\(_{b}\), which is set to 1 if the b\(_{th}\) W-BS is connected to the f\(_{th}\) FAP; otherwise it is set to 0.

To formulate the cost of the fiber backhaul in our planning problem, we define some parameters in the following. Let C\(_s\) indicate the cost of selecting an FAP and installing an optical splitter at it. The costs to utilize feeder fiber and deploy distribution fibers per unit length are denoted by C\(_f\) and C\(_d\), respectively. Furthermore, let \(\ell_{f}^{b}\) indicates the distance between the f\(_{th}\) FAP and the b\(_{th}\) W-BS. Similarly, let \(\ell_{f}^{C}\) represents the distance between the central office and the f\(_{th}\) FAP.

Given the aforementioned parameters, the total cost of deploying fiber backhaul based on an NG-PON2 architecture (\(F_3\)) can be modeled as follows:

\[
F_3 = \sum_{b \in W} \sum_{f \in F} C_{b} C_{d} \ell_{f}^{b} + \sum_{f \in F} Z_{f} (C_{s} + C_{f} \ell_{f}^{C}).
\]  

We apply the same procedure utilized in the previous subsection for cell planning.

Finally, we can summarize the multi-objective joint cell and fiber backhaul planning as follows:

\[
\text{minimize } [F_1, F_2, F_3] \quad \text{subject to:} \quad C_{s} = 1, \quad \forall b \in W, \quad \ell_{f}^{b} \leq Z_{f}, \quad \forall b \in W, \quad \sum_{b \in W} C_{b} \ell_{f}^{b} \leq Z_{f}, \quad \forall f \in F, \quad \text{Constraints (17) - (22)},
\]  

where \(F_1, F_2,\) and \(F_3\) are given in (14), (15), and (23), respectively. Also, constraint (25) ensures that only one splitter is associated with each W-BS. Constraint (26) states that each W-BS is connected to a selected FAP and constraint (27) accounts for the capacity limitations of the fiber backhaul, which guarantees that the total number of W-BSs connected to a specific FAP does not exceed the fiber capacity allocated to that FAP (\(\mathcal{R}\)).

It should be noted that both \(F_2\) and \(F_3\) are the deployment costs of wireless and fiber networks. Therefore, they can be merged and treated as one object, \(F'_2\), defined as \(F_2 + F_3\). Thus, the planning objective can be rewritten as \([F_1, F'_2]\).

### IV. PROPOSED CELL PLANNING ALGORITHMS

Generally, the cell planning problem, similar to the well-known facility location problem \([38]\), is NP-Hard \([16]\). Thus, obtaining its optimal solution for large areas with infinite candidate positions is not straightforward. Alternatively, meta-heuristic algorithms such as tabu search, genetic algorithms, simulated annealing, and ant colony optimization can be used. The meta-heuristic approaches for cell planning problem can be divided in two categories based on either finite or infinite candidate locations for BSs. Clearly, considering infinite candidate locations results in a better performance at the expense of higher computational complexity.

In this paper, we assume infinite candidates and utilize genetic algorithm to solve our cell planning problem. Furthermore, we use NSGA-II to solve our planning problems to approach promising solutions. In what follow, first we start with introducing genetic algorithm then we follow NSGA-II algorithm.

### A. Cell planning with meta-heuristic algorithms

1) Genetic Algorithm: The genetic algorithm (GA) starts with an initial random population (individuals) denoted by \(L_{BS}^{(n)}\), \(n \in \{1, 2, ..., N\}\), where \(N\) is the total number of individuals.

Let \(N_{c}\) denotes the total number of iterations in GA. Let define \(N_{c}\) and \(N_{m}\) denoting the sets of selected individuals for crossover and mutation, respectively. Note that \(|N_{c}|\) and \(|N_{m}|\) are proportional to the total population \(N\). In each iteration, \(n_{c}\) individuals are selected from the set \(N_{c}\) and \(n_{m}\) individuals are selected from the set \(N_{m}\) for crossover and mutation, respectively. Different strategies may be applied for the selection step, either purely random selection or considering the cost function, for more information we refer interested readers to \([39]\).

Let \(v_{1}, v_{2} \in N_{c}\) denote the selected individuals for crossover. Then, in each iteration the crossover procedure is performed according to Eq. (28), and new individuals, \(c_{1}\) and \(c_{2}\), are derived as follows:

\[
L_{BS}^{(c_{1})} = M \circ L_{BS}^{(v_{1})} + M \circ L_{BS}^{(v_{2})}, \quad (28a)
\]

\[
L_{BS}^{(c_{2})} = M \circ L_{BS}^{(v_{1})} + M \circ L_{BS}^{(v_{2})}, \quad (28b)
\]

where \(\circ\) is the sign of the Hadamard production and \(L_{BS}^{(\cdot)}\) is directly derived from \(L_{BS}^{(\cdot)}\) to compute the summations represented in (28). It should be noted that \(v_{1}\) and \(v_{2}\) may have different number of elements, thus, the minimum dimension from the pair of \(v_{1}\) and \(v_{2}\), or even the maximum dimension can be selected, where for the case of maximum selection random elements are added to which has less elements. Additionally, \(M\) is a random matrix defined as follows:

\[
M = \\
\begin{pmatrix}
\mu_{x_{1}}^{WBS} & \mu_{x_{2}}^{WBS} & \ldots & \mu_{x_{k}}^{WBS} \\
\mu_{y_{1}}^{WBS} & \mu_{y_{2}}^{WBS} & \ldots & \mu_{y_{k}}^{WBS} \\
\mu_{x_{1}}^{UBS} & \mu_{x_{2}}^{UBS} & \ldots & \mu_{x_{k}}^{UBS} \\
\mu_{y_{1}}^{UBS} & \mu_{y_{2}}^{UBS} & \ldots & \mu_{y_{k}}^{UBS}
\end{pmatrix}
\]  

(29)
in which \( k_1 \) and \( k_2 \) are selected based on one of the above approaches. In addition, we have \( M = I - M \), where \( I \) is an all-one matrix with the same dimension as \( M \). Moreover, we determine the distribution of \( \mu_{(i)}^\prime \) in (29) empirically from simulation results as follows:

\[
f(\mu_{(i)}^\prime) = \begin{cases} \frac{2}{3(2+\epsilon)}, & -\epsilon \leq \mu_{(i)}^\prime \leq 1 + \epsilon, \\ \frac{1}{3}, & \mu_{(i)}^\prime = 1, \forall i; -\epsilon \leq \mu_{(i)}^\prime \leq 1 + \epsilon, \\ \frac{1}{3}, & \mu_{(i)}^\prime = 1, \forall i; -\epsilon \leq \mu_{(i)}^\prime \leq 1 + \epsilon, \end{cases}
\]

where \( \epsilon \) is a small positive constant, enabling the search of more possible solutions. Based on \( f(\mu) \), we have the following three different possibilities in each iteration: 1) transferring the locations of W-BSs to the next iteration while merging the locations of U-BSs, 2) transferring the locations of U-BSs to the next iteration while merging the locations of W-BSs, and 3) merging the locations of both W-BSs and U-BSs. Using this randomness implied by \( f(\mu) \) will help us keep the positions of those BSs that are appropriately located while merging the other. With this policy, we can significantly reduce the number of iterations and improve the performance of the optimization. Further details will be provided in our results below. Note that in the ordinary NSGA-II we just have the third case, where we merge the locations of all BSs. Let assume \( L_i^j \) (\( i \in N_m \)) is selected for permutation, then, its \( j \)-th column (\( j \) is randomly selected within \( [1, N_{BS}] \)) is mutated as follows:

\[
L_{BS}^j = L_{BS}^j + \begin{pmatrix} \alpha_x \\ \alpha_y \end{pmatrix}
\]

\[
\sigma_x = \mu(x_{max} - x_{min}), \quad \sigma_y = \mu(y_{max} - y_{min})
\]

where \( \alpha_x \sim N(0, \sigma_x) \) and \( \alpha_y \sim N(0, \sigma_y) \) are zero mean Gaussian random variables with variances of \( \sigma_x \) and \( \sigma_y \), respectively. Furthermore, \( \mu \) is a small enough positive constant denoting the mutation rate, and \( x \) and \( y \) denoting Cartesian coordinates. It should be noted that subscripts max and min are set to make sure we have most of the mutated individuals in the allowed area.

To complete the proposed GA, the following penalty functions are included in the objective function of the planning problem, in which we categorize (17), (19), (20), and (22) as inequality constraints \((C_j^{(I)}(x))\), and (18) as equality constraint \((C_j^{(E)}(x))\):

\[
C_j^{(I)}(x) \geq C_j, \quad \forall j \in \{1, 2, ..., N_{C_{I}}\},
\]

\[
P_j^{(I)}(x) = \sigma_{v_j}^{(I)} \times \max(1 - \frac{C_j^{(I)}(x)}{C_j}, 0),
\]

\[
C_j^{(E)}(x) = C_j, \quad \forall j \in \{1, 2, ..., N_{C_{E}}\},
\]

\[
P_j^{(E)}(x) = \sigma_{v_j}^{(E)} \times |1 - \frac{C_j^{(E)}(x)}{C_j}|,
\]

where \( x \) is a vector denoting the optimization variables. Furthermore, \( N_{C_{I}} \) and \( N_{C_{E}} \) are the number of inequality and equality constraints, respectively; \( \alpha_{v_j}^{(I)} \) and \( \alpha_{v_j}^{(E)} \) are large enough positive violation coefficients for inequality and equality constraints, respectively. For instance, the penalty function for (47) is:

\[
P_i(L_{W-BS}, L_{U-BS}, N_{W-BS}, N_{U-BS}) = \sigma_{v_i} \times \max(1 - \sum_{b \in B} \sum_{p \in P} \gamma_p^b, 0).
\]

It should be noted that \( \gamma_p^b \) is a function of \( L_{W-BS}, L_{U-BS}, N_{W-BS} \), and \( N_{U-BS} \). Finally, using the aforementioned penalty functions, the penalized objectives can be expressed as:

\[
F_i(x) = F_i(x) + \sum_{j=1}^{N_{C_{I}}} P_j^{(I)}(x) + \sum_{j=1}^{N_{C_{E}}} P_j^{(E)}(x), \quad \forall i.
\]

Here, we use \( x \) as a variable vector to abbreviate the variables \( L_{W-BS}, L_{U-BS}, N_{W-BS}, N_{U-BS} \). Since the penalized objective equals the objective itself in the feasible set we use the same notation for them.

**B. Meta-heuristic algorithms for the proposed multi objective problems**

We utilize the well-known NSGA-II algorithm \([40]\) to solve the considered multi-objective problems. In so doing, Algorithm 1 present GA procedure, afterward, we proceed to NSGA-II for our proposed planning problems.

**Algorithm 1: Genetic algorithm**

**Input:** \( N_{BS}, N_{BS}, f(\mu_{(i)}^\prime), \epsilon, \sigma, x_{max}, x_{min}, y_{max}, y_{min} \)

**Output:** \( L_{W-BS}, L_{U-BS}, L_{BS} \)

1. Generate an initial random population containing \( N \) chromosomes \( L_{BS}^{(n)} \), \( n = 1, 2, ..., N \) and compute their corresponding costs.
2. \( F = \{F(x_1), F(x_2), ..., F(x_N)\} \), \( \forall i \in \mathbb{N} \)
3. for \( t = 1, 2, ..., N_{it} \) do
4. for \( i = 1, 2, ..., n_{et}/2 \) do
5. Select two individuals from \( N_e \), combine them based on (28), and compute newborns’ costs \( F_{c_1} \) and \( F(x_{c_2}) \).
6. \( F \leftarrow \{F, \{F(x_{c_1}), \{F(x_{c_2})\}\}\} \)
7. end
8. for \( j = 1, 2, ..., n_{et} \) do
9. Select an individual, mutate it based on (31), and calculate its cost \( F_{m} \).
10. \( F \leftarrow \{F, \{F(x_{m})\}\} \)
11. end
12. end

Generally, multi-objective optimization problems have more than one optimal solution. The set of these optimal solutions is referred to as the Pareto front. The Pareto front is defined as follows:

**Definition 1:** A solution vector \( F(x^*) = \{F_1(x^*), F_2(x^*), ..., F_K(x^*)\} \), where \( F_i(x) \) indicates the \( i \)-th objective function, is a Pareto front or non-dominated, if and only if there is no \( F(x) \) such that:

1. \( \forall i, \ F_i(x) \leq F_i(x^*) \)
2) \( \exists i, \quad F_i(x) < F_i(x^*) \).
Similarly, \( x \) dominates \( y \) (\( x \prec_d y \)), if and only if:
1) \( \forall i \quad x_i \leq y_i \), and,
2) \( \exists i_0 \quad x_{i_0} \leq y_{i_0} \).

Two approaches are utilized to find the optimal Pareto front set. The first one is based on decomposition, in which the multi-objective problem is formulated as an one-objective optimization problem. The \( \epsilon \)-constraint, weighted sum, and goal attainment methods belong to this category \([39]\). In this approach, however, multiple executions of these algorithms with various conditions is challenging. The second approach deals directly with the multi-objective optimization problem. In our study, we apply NSGA-II, which belongs to the second category, as explained in more detail next.

**Non-Dominated Sorting Genetic Algorithm II:** This algorithm was introduced in \([39]\). It leverages GA for evolutionary computing and a specific sorting method referred to as non-dominated sorting. The sorting method is used to rank the solutions of each iteration. In what follows, the parameters required to develop the proposed NSGA-II algorithm are explained.

**Algorithm 2:** Non-dominated sorting

**Input:** \( F(x_1), F(x_2), \ldots, F(x_N) \)

**Output:** \( FR_i \)

```plaintext
1 for \( p = 1, 2, \ldots, N \) do
2     for \( q = p + 1, p + 2, \ldots, N \) do
3         if \( F(x_p) \prec_d F(x_q) \) then
4             \( S_p \leftarrow \{S_p, F(x_q)\}, n_q \leftarrow n_q + 1 \).
5         else if \( F(x_q) \prec_d F(x_p) \) then
6             \( S_q \leftarrow \{S_q, F(x_p)\}, n_p \leftarrow n_p + 1 \).
7     end
8 end
9 for \( i = 1, 2, \ldots, N \) do
10    \( FR_i \leftarrow \{FR_i, \{F(x_i)\}\} \), if \( n_i = 0 \),
11 end
12 \( k' \leftarrow 1 \)
13 while true do
14    \( Q \leftarrow \{\} \)
15    for \( \forall F(x_i) \in FR_k \) do
16        for \( \forall F(x_j) \in S_i \) do
17            \( n_j \leftarrow n_j - 1 \).
18        end
19        if \( n_j = 0 \) then
20            \( Q \leftarrow \{Q, \{F(x_j)\}\} \)
21        end
22    end
23 if \( Q = \{\} \) then
24    break
25 end
26 \( FR_{k'} \leftarrow Q; \ k' \leftarrow k' + 1 \)
end
```

Let \( S_i \) indicate a set for \( \nu \)-th individual, which is fulfilled for those individuals dominated by the \( \nu \)-th individual. In addition, a scalar \( n_i \) is used to denote the time instances that the \( \nu \)-th individual is dominated by other individuals. The non-dominated sorting procedure is explained in Algorithm \([2] \). Note that in Algorithm \([2] \) \( F(x_i) = [F_1(x_i), F_2(x_i), \ldots, F_k(x_i)] \), where \( FR_i \) indicates the \( i \)-th Pareto front set, i.e., \( FR_i \) is a set of solution vectors, \( F(x) \), which are dominated neither by themselves nor by the other solution vectors.

Ranking the solutions that are far apart from each other by using a prerogative approach is a promising approach to obtain a Pareto optimal solution. To implement this ranking method, we define the so-called crowding distance for the \( j \)-th answer \( d(x_j) \) as follows:

\[
d(x_j) = \sum_{i=1}^{K} \frac{|F_i(x_{j+1}) - F_i(x_{j-1})|}{F_i(x_{max}) - F_i(x_{min})},
\]

where \( F(x_{j-1}) \) and \( F(x_{j+1}) \) are the two nearest solutions to \( F(x_j) \) from different sides and are in the same Pareto front as \( F(x_j) \). Also, \( F(x_{max}) \) and \( F(x_{min}) \) are the two head solutions in each front. Note that the crowding distance for these two head solutions needs to be initialized with \( \infty \) to avoid being omitted or ignored during this procedure. Solutions with a small crowding distance are likely to be excluded from the procedure in subsequent iterations.

The variables of the fiber backhaul planning problem are binary. Thus, the crossover and mutation procedures are obtained by modifying Eqs. \([28] \) and \([51] \). Assume that \( Z^{(v_1)} \) and \( Z^{(v_2)} \), \( v_1, v_1 \in N_F \), are selected as parents. The binary crossover is then given by

\[
Z^{(c_1)} = \alpha \circ Z^{(v_1)} + \tilde{\alpha} \circ Z^{(v_2)},
\]

where \( Z^{(i)} = (Z_1^{(i)}, Z_2^{(i)}, \ldots, Z_N^{(i)}) \), \( N_F \) is the total number of FAPs, \( \alpha \) is a \( 1 \times N_F \) binary random vector whose elements are 0 or 1 with equal probability, and \( \tilde{\alpha} = 1 - \alpha \). Furthermore, the binary mutation for \( m \in N_F \) is given by

\[
Z_m^i \rightarrow 1 - Z_m^i, \quad 1 \leq i \leq N_F,
\]

where \( i \) is a random integer number between 1 and \( N_F \).

The proposed NSGA-II procedure for our cell planning and joint cell and backhaul planning problem is shown in Algorithm \(3\).

**Algorithm 3:** NSGA-II for planning problems

**Input:** \( M, N_{BS}, f(\mu_{m(i)}^{(j)}), \epsilon, \sigma_{F_i}, x_{max}, x_{min}, y_{max}, y_{min}, N_F \)

**Output:** \( L_{W-BS}, L_{U-BS}, L_{WS}, C_{m}, Z, N_{BS}, N_{BS}, N_{U-BS} \)

1 Generate an initial random population with size of \( N \) for variables and compute \( F(x_i), \forall i \in N \).
2 Use Algorithm 2 to rank the individuals, then calculate \( d(x_i), \forall i \).
3 for \( i = 1, 2, \ldots, N_F \) do
4     Run Algorithm 1.
5     Sort solutions based on their crowding distances in descending order.
6     Run Algorithm 2 to get \( FR_{k'}, \forall k' \), sort solutions based on their fronts in ascending order.
7     Retain the first \( N \) individuals and ignore the others.
8 end
TABLE II: Simulation Parameters and Default Values

| Parameter   | Value | Parameter | Value |
|-------------|-------|-----------|-------|
| $\rho_{\text{Access}}$ | 2     | $\rho_{\text{Backhaul}}$ | 3.3   |
| $\sigma_{\text{Access}}$ | 2     | $\sigma_{\text{Backhaul}}$ | 3.5   |
| $\beta$ | 5.2   | $\gamma$ | 7.2   |
| $\rho_{\text{Backhaul}}$ | 4.2   | $\gamma_{\text{BS}}$ | 7.9   |
| $\alpha_{\text{BS}}$ | 70 dB | $\alpha_{\text{Access}}$ | 70 dB |
| $N_{\text{BS}}$ | 3     | $\tau$ | $10^{-3}$ |
| $AC_{\text{BS}}$ | 18 dB | $AC_{\text{UE}}$ | 52 dB |
| $\sigma_{\text{BS}}$ | 10 dB | $\sigma_{\text{BS}}$ | 10 dB |
| $\sigma_{\text{BS}}$ | 10 dB | $\delta_{\text{BS}}$ | 3 |
| $\delta_{\text{UE}}$ | 10 dB | $\delta_{\text{Access}}$ | 10 dB |
| $\omega$ | 4     | $BW_{\text{c}}$ | 4 GHz |
| $S_{\text{BS}}$ | $\frac{3\sqrt{2}}{4} R_{\text{BS}}^2$ | $BW_{\text{RB}}$ | 1 MHz |
| $p_a$ | 1 Watt | $p_b$ | 1.26 Watt |
| $\gamma_{\text{BS}}$ | 10 dB | $\gamma_{\text{BS}}^2$ | 65 dB |
| $\rho_{\text{BS}}$ | 0.9   | $\rho_{\text{BS}}^2$ | 0.9   |
| $\delta_{\text{BS}}$ | 0.8−0.9 | $\delta_{\text{Access}}$ | 0.8−0.9 |

| Genetic Algorithm | Network Costs |
|-------------------|---------------|
| Parameter | Value | Facility | Price |
| $N_{\text{pop}}$ | 100 | $C_{\text{U}}$ | 18$/\text{each}$ |
| $\epsilon$ | 0.15 | $C_{\text{W}}$ | 28$/\text{each}$ |
| $\lambda$ | 0.15 | $C_{\text{F}}$ | 0.01$/\text{m}$ |
| $\lambda_{\text{pop}}$ | 0.9 | $C_{\text{d}}$ | 0.02$/\text{m}$ |
| $\lambda_{\text{m}}$ | 0.43 | $C_{\text{a}}$ | 0.03$/\text{each}$ |

V. RESULTS

A. System parameters for cell planning

We consider an area with mmWave BSs where some BSs have direct access to fiber (W-BSs) while the remaining ones are supported by W-BSs via wireless IBFD self-backhauling. The cell planning takes different criteria such as capacity, coverage, and self-backhauling into account. Specifically, parameters such as $N_{\text{BS}}$, $N_{\text{BS}}^c$, and $\omega$ are set to default values, as shown in Table I. In addition, we assume that the height of antenna in UEs and BSs is set to 1.5 m and $h_{\text{BS}}$ is 2.5 m, respectively. As listed in Table II, the required bandwidth for a data rate of 180 Mbps is approximately 50 MHz. On the other side, we also have the dimensions of areas, hereupon, by using (6) we can obtain $N_{\text{BS}}^c$. Accordingly, by utilizing the conclusion values $N_{\text{BS}}$, $N_{\text{BS}}^c$, and $N_{\text{BS}}$, we can appropriately set up the optimization algorithms.

Furthermore, the parameter settings for self-backhauling mmWave, equipment costs including both backhaul and access components, and parameter values of our proposed NSGA-II algorithm are listed in Table II. These parameter settings are taken from [5], [33], [34], [35], [41], and [42]. We note that the NSGA-II parameters are empirically set such that the best results are achieved.

B. Scenarios

We define some scenarios that consider different distributions of users as well as various environmental characteristics. In the first scenario, we consider a square area with two subareas. Users are distributed according to the Poisson point process (PPP) on both subareas. The second subarea consists of a square with diameter $d_{\text{sub}} = 100\sqrt{2}$ m in the middle of the area with different users distribution. Further details of the other considered scenarios are presented in Table III. As shown in the table, various scenarios are supposed for the distributions of users and area dimensions to simulate a variety of possible deployment situations. Table II also specifies other important design parameters, including the total number of BSs for the capacity and coverage of the areas, which are derived from Table I and by using (5) and (6) as well. We use a hexagonal cell to compute the area of each cell. Thus, the coverage area of each cell equals $S_{\text{BS}} = \frac{3\sqrt{2}}{4} R_{\text{BS}}^2$, where $R_{\text{BS}}$ denotes the cell radius.

C. Performance Analysis of Cell Planning Algorithms

Fig. 2 shows the speed of convergence and the final $F_1$ obtained under Scenario I. We also simulated other well-known algorithms such as an ordinary NSGA-II, particle swarm optimization (PSO), ant colony, tabu search (TS), and simulated annealing (SA). Comparing the results obtained from our proposed NSGA-II algorithm for cell planning and joint cell and backhaul planning to the results of the aforementioned algorithms reveals that our method converges faster and achieves superior performance. Among the other algorithms, SA has better performance, though it remains in a local minimum, which our method is able to escape.
TABLE III: Area and Subarea Characteristics

| Scenario | $N_{S1}^{\text{user}}$ | $S_{S1}^{\text{area}}$ (Km$^2$) | $\lambda_{S1}$ (user/Km$^2$) | $\lambda_{S2}$ = 6168.3 | $\lambda_{S3}$ = 6168.3 | $\lambda_{S4}$ = 6168.3 |
|----------|------------------------|-------------------------------|-----------------------------|------------------|------------------|------------------|
| Scenario I | $N_{S1}^{\text{def}}$ = 600 | $S_{S1}$ = 0.224 | $\lambda_{S1}$ = 6168.3 | 10 | 5 | 10 |
| Scenario II | $N_{S1}^{\text{def}}$ = 400 | $S_{S2}$ = 0.026 | $\lambda_{S2}$ = 3804.0 | 10 | 10 | 10 |
| Scenario III | $N_{S1}^{\text{def}}$ = 500 | $S_{S3}$ = 0.25 | $\lambda_{S3}$ = 2000 | 39 | 13 | 39 |

TABLE IV: CPU running time (second)

| Method | time | Method | time |
|--------|------|--------|------|
| Proposed NSGA-II | 3678.96 | Ordinary NSGA-II | 2621.98 |
| Tabu search | 8081.53 | Ant Colony | 3396.29 |
| Simulated Annealing | 7709.47 | FSO | 2438.39 |

from. The superior performance of our proposed NSGA-II algorithm compared to the ordinary NSGA stems from the randomness introduced by $f(\mu)$ in Section IV. The line of feasible realization indicates that all constraints are satisfied and the algorithms successfully search for the best solutions among the feasible set. We observed the same behavior for the other scenarios, however, due to the space limitations, we show only the results of Scenario I. To compare the complexity of the proposed algorithm against the other methods, Table IV reports CPU running time for each of them. It should be noted that all tests were executed on a Windows 7-64 bit Professional with Intel Core i7 2.2 GHz CPU and 8GB RAM.

The Pareto front obtained for scenarios I and II are depicted in Fig. 5. We observe that the two objective functions of joint planning, $F_1$ and $F_2$, are opposite. This is due to the fact that more BSs should be deployed to serve UEs with better SINR and rate, therefore, this redundant components will increase the total cost.

The final cellular network realizations and topologies obtained from Algorithm I under Scenario I are illustrated in Fig. 4A and Fig. 4B, respectively. As is clear, the realization with lowest cost has utilized less W-BS and U-BS, while on the other side, the realization with best coverage has more BSs. Additionally, although the outputs are different, they have in common that both algorithms place W-BSs in congested regions. This is due to the fact that by deploying W-BSs in congested areas fewer resources are assigned to IBFD self-backhauling, whereby each W-BS can support at most 3 U-BSs. As shown in both figures, W-BSs with a low number of associated users (referred to as self-load) support 3 U-BSs, while W-BSs with high self-load support fewer or even no U-BSSs. To give more insight about the complicated situation in Scenario II, we depicted one of the outlined cells’ scheme in Fig. 6.

For further insights into the performance of our proposed algorithms, we investigate the SINR and rate coverage for Scenarios I and II. Fig. 5B depicts the SINR coverage. In this figures, we observe that the realization with best coverage (maximum coverage in the figure) has offered better SINR coverage due to utilizing more BSs, whereas, the solution with lowest cost has worse SINR coverage. By comparing the SINR coverage under different scenarios, we also observe that this gap varies with respect to the densities of subareas in the scenarios.

The rate coverage under scenarios I and II is shown in Fig. 5C. We observe that most users achieve a data rate of 200 Mbps. The same as before, we demonstrate two realized solutions, one with maximum coverage and higher cost, and the other with lowest coverage and lower cost.

D. mmWave Cell Planning with Blockage Effect

As mmWave cellular networks suffer from the blockage of obstacles, in this subsection we investigate the proposed mmWave cell planning by considering the blockage effect. Toward this aim, we define binary variable $\lambda_i^{\text{w}}$ which is 1 if the direct link between pixels $i$ and $j$ is blocked by an obstacle, otherwise it is 0. Furthermore, we modify $\lambda_i^{\text{x}}$ as follows

$$\lambda_i^{\text{x}} = \begin{cases} 1, & \text{if } i = \arg\min_{k \in B} \frac{||\mathbf{X}_i - \mathbf{X}_k||}{\lll}, \forall p \in \mathcal{P} \end{cases}$$

In addition, the same formula is applied to modify $\lambda_i^{\text{y}}$. It should be noted that if for a pixel such as $p$, we have $\lambda_i^{\text{y}} = \infty$, then pixel $p$ will be excluded from the optimization procedure (it means that pixel $p$ is surrounded by obstacles, and it is impossible to cover it). However, this approach is not employed for $\lambda_i^{\text{y}}$.

Finally, in order to model the blockage effect, we substitute $\lambda_i^{\text{x}}$ and $\lambda_i^{\text{y}}$ in the proposed formulations in subsection III.B. By accounting obstacles into the cell planning problem, it will become more complicated, however, thanks to the Bresenham’s line algorithm [43], its computational complexity can be mitigated efficiently.

Fig. 7 indicates the results of cell planning over an area with four rectangular obstacles in which users are distributed on the whole area randomly. The figure shows the outline of cells and their corresponding IBFD self-backhauling links obtained from a point on its corresponding Pareto front. As the result shows, the positions of W-BSs as well as U-BSs are
adapted according to the location of blocks. It means that they are placed where to minimize the blocks’ effect. Successively, their locations are where that no obstacle disrupts IBFD self-backhauling links.

Recall that we leverage existing dark feeder fibers and FAPs to support mmWave cellular network via a fiber backhaul. Although existing dark fibers may be used as distribution fibers, in this study, we assume that new distribution fibers
are deployed to connect a W-BS to its corresponding FAP. In all scenarios, a finite number of FAPs are distributed randomly across the areas under considerations. Moreover, we assume that the central office is located at the middle of the areas. The cost of the components needed to realize the fiber backhaul infrastructure (including dark feeder fibers) is given in Table I, we also assume that $R = 4$. It should be noted that carriers can easily replace their real data including available FAPs, prices, and CO locations.

We considered the same scenarios as in the previous subsection. However, due to space limitations, in the following we only report the results of Scenarios III. We assume that and 20 FAPs are distributed randomly in the areas under Scenario III. The second objective is to minimize the total cost which includes both cell and fiber backhaul deployments expenses, denoted by $F_2$. We again apply the NSGA-II algorithm because of its proficiency in solving multi-objective optimization problems. The initial populations for NSGA-II is set to 200 and the total number of iterations equals 2000.

The Pareto front obtained from the NSGA-II algorithm is depicted in Fig. 8. The same as previous section, we can observe that the two objective functions of the joint planning, $F_1$ and $F_2$, are opposite. This is due to the fact that more fibers must be deployed to serve W-BSs when W-BSs are located further away from FAPs in order to serve more UEs and distributed U-BSs, which resulting in a higher cost function. This is in addition to utilizing more BSs as well.

For illustration, two solutions of the obtained Pareto front (Solution A and Solution B) are selected and investigated. The point A has better coverage but at the expense of higher deployment costs. The second one, point B, has worse coverage but with less deployment costs. In Figs. 9a and 9b the final topologies of the selected points are shown under Scenario III. We observe that in the topology of the first Pareto point (the solution with the lowest fiber deployment costs) W-BSs are located near FAPs to use less distribution fiber, whereas in the second Pareto point (the solution with the best LOS coverage), W-BSs are far away from FAPs to have a better LOS coverage meanwhile more BSs are also utilized, at the expense of higher implementation costs.

Fig. 10 and Fig. 11 indicate the SINR and rate coverage of the selected points under Scenarios III, respectively. In realistic situations based on the policies of cellular operators, a trade-off between deployment costs and SINR/rate coverage has to be made by selecting the desired solution from the obtained Pareto front.

We also investigate whether we can neglect the effect of interference in the proposed scenarios or not. To do so, let assume the extreme case, Scenario III, in which we have the highest users density, and therefore, more BSs are utilized. In this case, the SNR and SINR coverage of Scenario III are compared in Fig. [12]. We can observe that the SNR and SINR coverage are very close to each other, then, we can claim the interference in such a dense area is low enough to be ignored. Therefore, we can approximate SINR with SNR which brings less computational complexity. This effect of interference is studied well in [42], where the authors have determined the regime of noise-limited and interference-limited performances with respect to the density of users and BSs.

VI. CONCLUSIONS

We studied a cell planning problem for a two-tier cellular network to determine the number and the location of BSs with fiber backhaul (W-BSs) and BSs with wireless self-backhauling (U-BSs). We proposed an algorithm to minimize deployment costs while satisfying given cell and capacity coverage constraints. Furthermore, we applied a well-known meta-heuristic algorithm to solve our proposed cell planning problem.

The proposed planning programs were formulated as a multi-objective optimization problem by including the cell and fiber backhaul deployment at lowest costs. Further, we optimally developed an efficient meta-heuristic algorithm which has superiority against other well-known algorithms.

In order to scrutinize the performance of the proposed algorithms, we considered three different deployment scenarios with different user spatial distributions and coverage areas. With both planning problems, W-BSs are placed in congested areas with higher user density to consume fewer resources for IBFD self-backhauling links. Furthermore, our results on both cell planning and joint cell and fiber backhaul planning show that there exists a trade-off between deployment costs and SINR/rate coverage. Based on given cellular network operator polices the desired solution can be selected from the Pareto front of our studied multi-objective problem.
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