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Abstract

The contraction method is a procedure that allows to establish non-trivial relations between Lie algebras and have had successful applications in both mathematics and theoretical physics. This work deals with generalizations of the contraction procedure with a main focus in the so called S-expansion method as it includes most of the other generalized contractions. Basically, the S-expansion combines a Lie algebra $\mathcal{G}$ with a finite abelian semigroup $S$ in order to define new S-expanded algebras. After giving a description of the main ingredients used in this paper, we present a Java library that automatizes the S-expansion procedure. With this computational tool we are able to represent Lie algebras and semigroups, so we can perform S-expansions of Lie algebras using arbitrary semigroups. We explain how the library methods has been constructed and how they work; then we give a set of example programs aimed to solve different problems. They are presented so that any user can easily modify them to perform his own calculations, without being necessarily an expert in Java. Finally, some comments about further developments and possible new applications are made.
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1 Introduction

The theory of Lie groups and algebras plays an important role in physics, as it allows to describe the continuous symmetries of a given physical system. Due to the well-known relation between symmetries and conservation laws, via the Noether theorem, the Lie theory represents an essential ingredient in the construction of quantum field theories, particularly in the Standard Model of particles, as well as in general relativity and its generalizations. Since the second half of the last century, the study of non-trivial relations between Lie algebras and groups appears also as a problem of great interest in both mathematics and modern theoretical physics. Examples of these procedures are known as contractions [1, 2, 3] and deformations [4, 5, 6] of Lie algebras, both sharing the property of preserving the dimension of the algebras involved in the process.

The idea that lead to the concept of contractions was first introduced in Ref. [1] and consists in the observation that if two physical theories are related by means of a limit process, then the corresponding symmetry groups under which those theories are invariant should be related through a limit process too. For example, the Newtonian mechanics can be obtained from special relativity by taking \( c \to \infty \) (where \( c \) is the speed of light) and thus, the non-relativistic limit that brings the Poincaré algebra to the Galilean algebra is a good example of what is called a contraction process. On the other part, a deformation can be regarded as the inverse of a contraction, which means that in the previous example the Poincaré algebra is a deformation of the Galilean algebra. However, in the present article we will not work with deformations, but rather with generalizations of the contraction method.

The contractions were formally introduced in Ref. [2] in a way that nowadays it is known as İnönü-Wigner (IW) contraction. The contraction \( \mathcal{G}_c \) of an algebra \( \mathcal{G} \) is made with respect to a subalgebra \( \mathcal{L}_0 \) of \( \mathcal{G} \). The procedure basically consists in rescaling the generators of \( \mathcal{G}/\mathcal{L}_0 \) by a parameter \( \lambda \) and then to perform a singular limit for that parameter. As a result, the generators of \( \mathcal{G}/\mathcal{L}_0 \) becomes abelian and the subalgebra acts on them. Further details and explicit examples, including the mentioned relation between Galileo and Poincaré algebras, can be found in Refs. [7, 8]. Remarkably, if the original algebra have a more general subspace structure, it is possible to perform more general contractions which are known as Weimar-Woods (WW) contractions [9].

Recently, an interesting generalization has been parallelly introduced in the context of string theory [10] and supergravity [11, 12, 13]. This procedure, known as expansion method, is not only able to reproduce the WW contractions when the dimension is preserved in the process, but also may lead to expanded algebras whose dimension is higher than the original one (a result that cannot be obtained by any contraction process). Another distinguishing feature is that the algebra is described in its dual formalism, i.e., in terms of the Maurer-Cartan (MC) forms on the manifold of its associated Lie group (a good introduction to the dual formulation of Lie algebras can be found in Chapter 5.6 of [14]). Instead of rescaling the generators by a real parameter \( \lambda \), as it is usually made in the contractions methods, the rescaling is performed on some of the group coordinates. As a consequence, the MC forms can be expanded as power series in \( \lambda \) that under certain conditions can be truncated in such a way that assures the closure of a new bigger algebra.

In this work we deal with an even more general procedure called S-expansion [15] that not only reproduces the results of expansion method described before (which means in turn that also reproduces all WW contractions), but also allows to establish relations between Lie algebras that cannot be obtained by the previous expansion procedure. Instead of performing a rescaling of some of the algebra generators or the group coordinates, it combines the structure

\[ \text{By “non-trivial relations” we mean that starting from a given algebra there are mechanisms allowing us to generate new algebras that are not isomorphic to the original one, i.e., they cannot be obtained by a simple change of basis.} \]
constants of the algebra $G$ with the inner multiplication law of an abelian semigroup $S$ in order to define the Lie bracket of a new $S$-expanded algebra. Under certain conditions, it is possible to extract smaller algebras which are called resonant subalgebras and reduced algebras. On that stage, the $S$-expansion is able to reproduce the results of the previous expansion method \cite{10, 11}, for a particular family of semigroups denoted by $S_E^{(N)}$.

An important advantage of the $S$-expansion method is related with the construction of invariant tensors (and their duals known as Casimir operators) whose full classification is known only for semisimple Lie algebras. The standard procedure to construct an invariant tensor of range $r$ is to use the symmetrized trace (or supertrace for superalgebras) for the product of $r$ generators in some matrix representation. The good feature of the $S$-expansion is that if we know the invariant tensors of a certain semisimple Lie algebra, then the mechanism gives the invariant tensors for the expanded algebras even if they are not semisimple (the same result was extended in Ref. \cite{16} for the Casimir operators). Those invariant tensors of the $S$-expanded algebra are in general different from the symmetrized trace so it would be interesting to analyze if the $S$-expansion could help to solve the classification of invariant tensors for non-semisimple Lie algebras. Indeed, it has already been supposed in the early 60’s that solvable Lie algebras could be obtained as contractions of semisimple algebras of the same dimension \cite{17, 18}. The incorrectness of that conjecture was shown in Ref. \cite{19} and, recently, that problem has been revisited in terms of $S$-expansions \cite{20}. However, to know whether $S$-expansions are able to fit the classification of non-semisimple Lie algebras and their invariant tensors, remains an open problem. Independently of the answer, what we do know is that the $S$-expansion gives invariant tensors that are in general different from the symmetrized trace and this fact has already been useful for the construction of Chern-Simons (CS) gauge theories of (super)gravity \cite{21, 22} and their interrelations.

The dual formulation \cite{23} in terms of MC forms has also been very useful, as it allows to perform the $S$-expansion procedure directly on the Lagrangian of a given gravity theory. This has been used in Refs. \cite{24, 25, 26, 27, 28} to show that General Relativity (GR) in even and odd dimensions may emerge as a special limit of a Born Infeld \cite{29} and CS Lagrangian respectively. Black hole and cosmological solutions has been studied for gravity theories based on expanded algebras Refs. \cite{30, 31, 32, 33}, as well as some aspects about their non relativistic limits \cite{34}. In addition, the $S$-expansion has also been extended to other mathematical structures, like the case of higher order Lie algebras and infinite dimensional loop algebras \cite{35, 36, 37}.

At the beginning, the applications considered only the specific family of semigroups that allows to reproduce the previous expansion method \cite{10, 11}. These semigroups were denoted by $S_E^{(N)}$ and lead to the so called $S_N$ algebras \cite{15}. The use of others abelian semigroups to perform $S$-expansions of Lie algebras was first considered in Ref. \cite{38}. It was shown that some Bianchi algebras \cite{39} can be obtained as $S$-expansions form the two dimensional isometries acting transitively in a two-dimensional space. The semigroups that allows to obtain those relations are not all belonging to the $S_E^{(N)}$ family and thus, it is clear that these results can only be obtained in the context of the $S$-expansion, i.e., they cannot be reached by using the previous expansion procedure \cite{11}. This procedure was then used in Ref. \cite{16} to show that the semisimple version of the so called Maxwell algebra (introduced in \cite{40, 41, 42}) can be obtained as an expansion of the AdS algebra. Later, this result was generalized in Refs. \cite{43, 44} to new families of semigroups generating algebras denoted by $C_N$ and $D_N$ which have been useful to construct new (super)gravity models \cite{45, 46, 47, 48, 49, 50, 51, 52}. Other recent applications can also be found in \cite{53, 54}.

On the other hand, a general study of the properties $S$-expansion with arbitrary semigroups, in the context of the classification of Lie algebras, was performed in \cite{55}. It was
shown that under the S-expansions some properties of the original algebra are always pre-
erved while others do not in general. The explicit examples that allowed to check the results
in Refs. [38] and [55] were obtained with a set computing programs that, in this work, we
have improved and further developed to give them in the form of a Java library [56] allowing
to perform S-expansions with arbitrary finite abelian semigroups. We will present this library
as a handbook with examples and all the necessary information to use its methods.

This work is organized as follows: In section 2 we introduce the basic ingredients we will
use. First, we give a brief description of discrete semigroups and the S-expansion method.
Then we give a brief review about the existing literature about the classification of non-
isomorphic semigroups and finite semigroup computer programs. We conclude that section
with a general description of the library and notation used. In sections 3 and 4 we describe the
library, which consists of a set of classes containing different methods allowing us to perform
S-expansions with any given finite abelian semigroup. The reader who is not an expert in Java
language and/or probably is more interested in applying the computational tools presented
in this paper, might skip Sections 3 and 4 and go directly to Section 5. There, we describe
some of the 45 programs provided in [56] (see the list in Appendix A) as examples to use
the library. With those instructions the user can easily create new programs to perform his
own calculations just by changing the inputs and even without knowing about Java language.
Finally, Section 6 contains some comments about possible new applications.

2 Preliminars

2.1 Discrete semigroups

We consider a set of $n$ elements $S = \{\lambda_\alpha, \alpha = 1, \cdots, n\}$. We say that $S$ is a semigroup if it is
equipped with an associative product

$$\cdot : S \times S \rightarrow S$$

$$(\lambda_\alpha, \lambda_\beta) \rightarrow \lambda_{\kappa(\alpha, \beta)}.$$

Notice that:

- It does not exist necessarily the identity element $e$ satisfying $\lambda_\alpha \cdot e = \lambda_\alpha \forall \alpha = 1, \ldots, n$
- The elements $\lambda_\alpha$ do not need to have an inverse.
- If there exists an element $0_S$ such that $\lambda_\alpha \cdot 0_S = 0_S \forall \alpha$ we will call it a zero element
- $n$ is the order of the semigroup
- If $\lambda_\alpha \cdot \lambda_\beta = \lambda_\beta \cdot \lambda_\alpha$, the discrete semigroup is said to be commutative or abelian

We can give the product by means of a multiplication table, a $n \times n$ matrix

$$A = (a_{\alpha\beta}) \equiv (\lambda_\alpha \cdot \lambda_\beta),$$

with entries in $\lambda_\alpha$. Thus, a visual way to describe a semigroup is given by,

$$
\begin{array}{cccc}
\lambda_1 & \cdots & \lambda_\beta & \cdots & \lambda_n \\
\lambda_1 \\
\vdots \\
\lambda_\alpha \\
\vdots \\
\lambda_n \\
\end{array}
\Rightarrow
\begin{array}{ccc}
\lambda_\kappa(\alpha, \beta) \\
\end{array}
\nonumber$$

(2)
For instance, it allows us to check easily if a semigroup is commutative, because in that case its multiplication table is symmetric.

An informal way (but useful for our purposes) of expressing the multiplication group law is by means of the quantities $K_{\kappa\alpha\beta}$, called selectors, which are defined in the following way

$$K_{\kappa\alpha\beta} = \begin{cases} 1 & \text{if } \lambda_\alpha \cdot \lambda_\beta = \lambda_\kappa, \\ 0 & \text{if } \lambda_\alpha \cdot \lambda_\beta \neq \lambda_\kappa. \end{cases}$$

Then, the semigroup law can be expressed as follows:

$$\lambda_\alpha \cdot \lambda_\beta = K_{\kappa\alpha\beta} \lambda_\kappa.$$  

As shown explicitly in Ref. [15], from the associativity and closure of the semigroup it follows that the selectors provide a matrix representation for $S$ and this fact that will be used in the next section to define the S-expansion method.

**Isomorphisms of semigroups**

Consider the semigroups given by the following multiplication tables,

| $\lambda_1$ | $\lambda_2$ | $\lambda_1$ | $\lambda_2$ |
|-------------|-------------|-------------|-------------|
| $\lambda_1$ | $\lambda_1$ | $\lambda_1$ | $\lambda_2$ |
| $\lambda_2$ | $\lambda_1$ | $\lambda_2$ | $\lambda_2$ |

These two semigroups have exactly the same structure if we rename $\lambda_1$ by $\lambda_2$ and vice versa. This is an example of an isomorphism of semigroups.

The group of isomorphisms between semigroups of order $n$ is isomorphic to the group of permutations of $n$ elements $\Sigma_n$. For simplicity, we choose to represent a permutation by

$$(\lambda_{a_1}, \lambda_{a_2}, \cdots, \lambda_{a_n})$$

which means change $\lambda_1$ by $\lambda_{a_1}$, change $\lambda_2$ by $\lambda_{a_2}$, $\cdots$, and finally change $\lambda_n$ by $\lambda_{a_n}$. Then, isomorphisms between semigroups can be defined in terms of their multiplication tables. Let $A = (a_{\alpha\beta})$ and $B = (b_{\alpha\beta})$ be the multiplication tables of two semigroups of order $n$. According to the definitions given in Ref. [57], $A$ and $B$ describe two isomorphic semigroups if there exists a permutation $\sigma \in \Sigma_n$ such that

$$A\sigma = B \iff b_{\alpha\beta} = \sigma(a_{\sigma^{-1}(\alpha),\sigma^{-1}(\beta)}) \quad \forall \alpha, \beta = 1, \ldots, n.$$  

If, instead, we have

$$b_{\alpha\beta} = \sigma(a_{\sigma^{-1}(\beta),\sigma^{-1}(\alpha)})$$

we say that $A$ and $B$ are related by an *anti-isomorphism*.

### 2.2 S-Expansion of Lie algebras

Here we briefly describe the general abelian semigroup expansion procedure (S-expansion for short). We refer the interested reader to Refs. [15] for further details.

First, we need to consider a Lie algebra $\mathcal{G}$ with generators $\{X_i\}$ and Lie bracket

$$[X_i, X_j] = C_{ij}^k X_k.$$  

where $C_{ij}^k$ are the structure constants. Next, we need a finite abelian semigroup $S = \{\lambda_\alpha\}$, whose multiplication law is given in terms of the selectors $K_{\alpha\beta}^\gamma$ defined in Eqs. (3,4). According to Theorem 3.1 from Ref. [15], the direct product

$$\mathcal{G}_S = S \otimes \mathcal{G}$$

refers to the S-expansion method.
is also a Lie algebra, which is called expanded algebra. In the proof it can be seen that the commutativity property of the semigroup is crucial for the Jacobi identity to be satisfied in $G_S$. The elements of this expanded algebra are denoted by

$$X_{(i,\alpha)} = \lambda_{\alpha} \otimes X_i,$$

(11)

where $\otimes$ is the Kronecker product of the matrix representations of the generators $X_i \in G$ and the semigroup elements $\lambda_{\alpha} \in S$. The Lie bracket in $G_S$ is defined as

$$\left[ T_{(i,\alpha)}, T_{(j,\beta)} \right] = C_{(i,\alpha)(j,\beta)}^{(k,\gamma)} T_{(k,\gamma)} \equiv \lambda_{\alpha} \cdot \lambda_{\beta} \otimes \left[ T_i, T_j \right]$$

(12)

and therefore the structure constants of the expanded algebra $G_S$ are fully determined by the selectors and the structure constants of the original Lie algebra $G$, i.e.,

$$C_{(i,\alpha)(j,\beta)}^{(k,\gamma)} = K^\gamma_{\alpha\beta} C_{ij}^k.$$

(13)

There are different cases in which it is possible to systematically extract smaller algebras from $S \otimes G$. One of them it occurs when the Lie algebra has a decomposition in a direct sum of vectorial subspaces $G = \bigoplus_{p \in I} V_p$, where $I$ is a set of indices encoding the information of the internal subspace structure of the algebra through the mapping

$$i : I \otimes I \to 2^I$$

and the relation

$$[V_p, V_q] \subset \bigoplus_{r \in (p,q)} V_r.$$  

(14)

If the semigroup $S$ has a decomposition in subsets $S_p, S = \bigcup_{p \in I} S_p$, satisfying the condition

$$S_p \cdot S_q \subset \bigcap_{r \in (p,q)} S_r,$$

(15)

which is said to be resonant with respect to the subspace structure of the algebra, then the subset

$$G_{S,R} = \bigoplus_{p \in I} S_p \otimes V_p$$

(16)

is a Lie algebra by itself, which is called resonant subalgebra of $G_S$ (see Theorem 4.2 from ref. [15]).

Before explaining the next procedures to extract a smaller algebra from $G_S$ we need to briefly explain what is called a reduction of an algebra. Suppose that we have a Lie algebra with a subspace decomposition $G = V_0 \oplus V_1$. If the condition $[V_0, V_1] \subset V_1$ is satisfied, then it is possible to show that the structure constants on $V_0$ satisfies the Jacobi identity by themselves (the proof can be found in Chapter 4.1.2 of Ref. [58]). The structure constants whose indices take values only on $V_0$ defines then a Lie algebra, which is called reduced algebra $|V_0|$. Notice that this definition does not require that $V_0$ is a subalgebra.

Now, the second case in which is possible to obtain a smaller algebra occurs when there is a zero element in the semigroup $S = \{\lambda_{\alpha}, 0_S\}$. In that case the commutation relations of $G_S$ are given by

$$\left[ X_{(i,\alpha)}, X_{(j,\beta)} \right] = C_{ij}^k K_{\alpha\beta}^{ij} X_{(k,\gamma)} + C_{ij}^0 K_{\alpha\beta}^{ij} X_{(k,0)},$$

$$\left[ X_{(i,0)}, X_{(j,\beta)} \right] = C_{ij}^k X_{(k,\gamma)},$$

$$\left[ X_{(i,0)}, X_{(j,0)} \right] = C_{ij}^k X_{(k,0)},$$

(17)
Thus, the expanded algebra admits a decomposition $G_S = V_0 \oplus V_1$, with

\[
V_0 = (S/\{0_S\}) \otimes G = \langle \{X_{(i,0)}\} \rangle, \\
V_1 = \{0_S\} \otimes G = \langle \{X_{(i,0)}\} \rangle,
\]

which clearly satisfies the reduction condition $[V_0, V_1] \subset V_1$. According to the definition III.2 of Ref. [15], the structure constants $c_{(i,\alpha)(j,\beta)}^{(k,\gamma)} = c_{ij}^{k} K_{\alpha\beta}^{\gamma}$ satisfy the Jacobi identity on $V_0$ and then the commutators

\[
[X_{(i,\alpha)}, X_{(j,\beta)}] = c_{ij}^{k} K_{\alpha\beta}^{\gamma} X_{(k,\gamma)},
\]

define by themselves a Lie algebra, which is called the $0_S$-reduced algebra $G_{S,\text{red}}$. Thus, the reduction process is then equivalent to remove the whole $0_S \otimes G$ sector from the expanded algebra. As we can see from Eqs. (17), the reduced algebra defined in this way is not a subalgebra of $G_S$.

The existence of a resonant decomposition (a resonance for short) and a zero element for the semigroup are mutually independent issues and, consequently, the same is true for the extraction of a resonant subalgebra and a reduced algebra. This is, there are semigroups having resonances but with no zero element and vice versa. Thus, the third way to obtain smaller algebras happens when a given semigroup has simultaneously both properties. In that case it is possible to perform a reduction of the resonant subalgebra and the resulting algebra, denoted by $G_{S,R,\text{red}}$, is called a $0_S$-reduced resonant subalgebra.

A forth way to extract smaller algebras from $G_S$ is called resonant reduction. It can be applied when the semigroup have a resonant decomposition $S = \bigcup_{p \in I} S_p$, satisfying Eq. (18) for which, in addition, each subset $S_p$ admits a partition $S_p = \hat{S}_p \cup \tilde{S}_p$ such that

\[
\hat{S}_p \cap \tilde{S}_q = \phi,
\]

\[
\hat{S}_p \times \tilde{S}_q \subset \cap_{r \in \{p,q\}} \hat{S}_r.
\]

This partition induce a decomposition $G_{S,R} = \hat{G}_{S,R} \oplus \tilde{G}_{S,R}$ on the resonant subalgebra where,

\[
\hat{G}_{S,R} = \bigoplus_{p \in I} \hat{S}_p \otimes V_p,
\]

\[
\tilde{G}_{S,R} = \bigoplus_{p \in I} \tilde{S}_p \otimes V_p.
\]

Using conditions (19) and (20) it can be shown that $[\hat{G}_{S,R}, \tilde{G}_{S,R}] \subset \hat{G}_{S,R}$. This implies that $G_{S,R}$ is a reduction of the resonant subalgebra $G_{S,R}$ which is called the resonant reduction.

Interestingly, the $0_S$-reduction of a resonant subalgebra can be regarded as a particular case of the resonant reduction. Indeed, consider a semigroup $S$ with a $0_S$ element and a resonant decomposition $S = \bigcup_{p \in I} S_p$ such that $0_S \in S_p$ for each $p \in I$. If $G_{S,R} = \bigoplus_{p \in I} S_p \otimes V_p$ is the corresponding resonant subalgebra, then the following partition

\[
S_p = \hat{S}_p \cup \tilde{S}_p \text{ with } \hat{S}_p = \{0_S\} \text{ and } \tilde{S}_p = S_p - \{0_S\}
\]

satisfies the conditions (19) y (20) and therefore, in this particular case, the resonant reduction $\hat{G}_{S,R}$ of $G_{S,R}$ coincides with the $0_S$-reduction of $G_{S,R}$. Further details and explicit examples can be found in Ref. [15].

A last independent way to extract smaller algebras from $G_S$ can be done with the so called H-condition introduced in Ref. [59] that applies when the semigroup is a cyclic group of even order. However, as that procedure applies only for that family of semigroups, the techniques developed in this work are not necessarily needed for that case.
2.3 S-Expansions and the classification of Lie algebras

The properties of the S-expansion in the general context of the classification of Lie algebras has been studied in Ref. [55]. It was shown that abelian, solvable and nilpotent algebras under expansions with any semigroup remains to be respectively abelian, solvable and nilpotent (see figure [1]). However, for semisimple and compact algebras the situation is different. It was shown that the quantity
\[ g_S \equiv (g^S_{\alpha\beta}) = (K^\lambda_{\alpha\gamma}K^\gamma_{\beta\lambda}) , \]
called semigroup metric, can be used to predict if properties like semisimplicity and compactness are preserved or broken under the S-expansion. To see this, let us first remind that:

- A Lie algebra \( G \) is semisimple if and only if the Killing-Cartan (KC) metric,
\[ g \equiv (g_{ij}) = (C^l_{ik}C^k_{jl}) , \]
is non degenerate, i.e., if \( \det (g_{ij}) \neq 0 \).
- The KC metric is diagonalizable so if we denote by \( (\mu_i) \) its spectra of eigenvalues, then a semisimple Lie algebra \( G \) is compact if and only if \( \mu_i < 0 \).

Now, the Killing-Cartan (KC) metric of an S-expanded Lie algebra is given by
\[ g_{(i,\alpha)(j,\beta)} = C^{(l,\lambda)}(i,\alpha)(k,\gamma)(j,\beta)(l,\lambda) = K^\lambda_{\alpha\gamma}K^\gamma_{\beta\lambda}C^l_{ik}C^k_{jl} = g^S_{\alpha\beta}g_{ij} . \]
This means that \( g^E \) is the Kronecker product of \( g^S \) and \( g \),
\[ g^E \equiv (g_{(i,\alpha)(j,\beta)}) = g^S \otimes g , \]
with the last two matrices being diagonalizable. Denoting respectively by \( (\xi_\alpha) \) and \( (\mu_i) \) the spectra of eigenvalues of \( g^S \) and \( g \) we know, from the general theory of Kronecker products, that:

- the eigenvalues of \( g^E \) are \( (\xi_\alpha \mu_i) \);
- \( \det (g^E) = \det (g^S)^{\dim(G)} \det (g)^n \) where \( n \) is the order of the semigroup.

Therefore, \( G \) is semisimple \( (\det (g) \neq 0) \), \( G_S \) is semisimple if and only if \( \det (g^S) \neq 0 \). In addition, if \( G \) is compact \( (\mu_i < 0) \) then \( G_S \) is compact only if \( \xi_\alpha > 0 \). In other words, the real form of \( G_S \) strongly depends on the signs of \( \xi_\alpha \).

A similar analysis and the definition of the KC metric for the resonant subalgebra and reduced algebra that will be used in our library (see Section 4), can be found in Section 3.2 of Ref. [55]. In terms of the eigenvalues of the matrices \( g^S \), \( g^S (S_p) \), and \( g^{\text{red}} (S_p) \) it was shown that under the action of the S-expansion procedure some properties of the Lie algebras (like commutativity, solvability and nilpotency) are always preserved while others (like semisimplicity and compactness) are not in general. This was analyzed for: the expanded algebra \( G_S \), the resonant subalgebra \( G_{S,R} \) and the reduced algebras \( G_{S,\text{red}} \) and \( G_{S,R,\text{red}} \). The same analysis was done for the expansion of a general Lie algebra \( G \) on its Levi-Malcev decomposition \( G = N \oplus_s S \), where \( \oplus_s \) represents the semidirect sum of the semisimple subalgebra \( S \) and the
maximal solvable ideal $N$ (also known as radical). The results can be summarized as follow:

**Properties preserved by the action of the $S$-expansion process**

| Original $G$ | Expanded $G_S$ | Resonant $G_{S,R}$ | Reduced $G_{S,R}^{red}$ |
|-------------|----------------|--------------------|-------------------------|
| abelian     | abelian        | abelian            | abelian                 |
| solvable    | solvable       | solvable           | solvable                |
| nilpotent   | nilpotent      | nilpotent          | nilpotent               |
| compact     | arbitrary      | arbitrary          | arbitrary               |
| semisimple  | arbitrary      | arbitrary          | arbitrary               |
| $G = S$     | $G_S = N_{exp} \oplus_s S_{exp}$ | $G_{S,R} = N_{exp,R} \oplus_s S_{exp,R}$ | $G_{S,R}^{red} = N_{exp,R}^{red} \oplus_s S_{exp,R}^{red}$ |
| arbitrary   | $G_S = N_{exp} \oplus_s S_{exp}$ | $G_{S,R} = N_{exp,R} \oplus_s S_{exp,R}$ | $G_{S,R}^{red} = N_{exp,R}^{red} \oplus_s S_{exp,R}^{red}$ |
| arbitrary   | $G_S = N_{exp} \oplus_s S_{exp}$ | $G_{S,R} = N_{exp,R} \oplus_s S_{exp,R}$ | $G_{S,R}^{red} = N_{exp,R}^{red} \oplus_s S_{exp,R}^{red}$ |

Figure 1 illustrates the general scheme of the classification theory of Lie algebras and the arrows represent the action of the expansion method on this classification. **Grey arrows** are used when the expansion method maps algebras of one set to the same set, i.e., they preserve some specific property. On the other hand, **black arrows** indicate that the expansion methods can map algebras of one specific set to the same set and also can lead us outside the set, to an algebra that will have a Levi-Malcev decomposition.

Figure 1: Action of the expansion methods on the scheme of the Theory of the Classification of Lie Algebras.

The Cartan decomposition of the expanded algebra was also obtained when the expansion preserves compactness. To check all these theoretical results, an example was given by studying all the possible expansions of the semisimple algebra $\mathfrak{sl}(2, \mathbb{R})$ with semigroups of order up to 6. This checking was made with some computer programs that has been the starting point to construct the Java library that we will present in the next Sections. Before showing how the library is constructed and how it works, we give a brief review of the classification of semigroups.

### 2.4 Review of finite semigroups programs

Discrete semigroups have been a subject of intensive research in Mathematics and its classification have been made by many different authors (see e.g. [57], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69] and references therein). In particular, the number of finite non-isomorphic semigroups of order $n$ is given in the following table:
The problem of enumerating the all non-isomorphic finite semigroups of a certain order is a non-trivial problem. In fact, the number $Q$ of semigroups increases very quickly with the order of the semigroup. Since the original algorithms proposed by Plemmons \[52, 57, 63\] to computationally generate non-isomorphic semigroups, a lot of work has been aided by computers. Remarkably, the order 9 has only been reached with the aid of supercomputers and the number (but not the explicit list of semigroup tables) for the order 10 has been obtained very recently \[70\].

Particularly, in Ref. \[71\] there were constructed very useful algorithms to make calculations with finite semigroups. First, the program \texttt{gen.f} generates in lexicographical ordering the lists of all the non-isomorphic semigroups of order $n = 1, 2, \ldots, 8$. This means that if we find a semigroup table $\tilde{S}$ which is not contained in one of those lists, then:

- $\tilde{S}$ does not have lexicographical ordering and
- $\tilde{S}$ is isomorphic to one and only one table of the lists generated by \texttt{gen.f}.

In each list, a semigroup $S_{(n)}^a$ of order $n$ is univocally identified by the number $a = 1, \ldots, Q$ and the semigroup elements are denoted by $\lambda_\alpha$ with $\alpha = 1, \ldots, n$.

The second program of Ref. \[71\] is \texttt{com.f}, which takes one of these lists generated by \texttt{gen.f} and selects only the abelian semigroups. For example, for $n = 2$ the elements are labeled by $\{\lambda_1, \lambda_2\}$ and the program \texttt{com.f} gives the following list of semigroups:

\[
\begin{align*}
S_{(2)}^1 &= \begin{pmatrix} \lambda_1 & \lambda_2 \\ \lambda_1 & \lambda_1 \end{pmatrix}, & S_{(2)}^2 &= \begin{pmatrix} \lambda_1 & \lambda_2 \\ \lambda_1 & \lambda_1 \end{pmatrix}, & S_{(2)}^3 &= \begin{pmatrix} \lambda_1 & \lambda_2 \\ \lambda_2 & \lambda_1 \end{pmatrix} \\
S_{(2)}^4 &= \begin{pmatrix} \lambda_1 & \lambda_1 \\ \lambda_2 & \lambda_1 \end{pmatrix}, & S_{(2)}^5 &= \begin{pmatrix} \lambda_1 & \lambda_2 \\ \lambda_2 & \lambda_1 \end{pmatrix}, & S_{(2)}^6 &= \begin{pmatrix} \lambda_1 & \lambda_1 \\ \lambda_2 & \lambda_2 \end{pmatrix} 
\end{align*}
\]

Note that the semigroup $S_{(2)}^3$ is not given in the list \[28\] because it is not abelian. In the library that will described in the next section, it will be easier to use the full lists of semigroup generated by \texttt{gen.f}. When needed, we will select the abelian ones using a method similar to \texttt{com.f}.

### 2.5 Description of the library and notation

As a preliminar step, we have used the program \texttt{gen.f} of Ref. \[71\] to generate the files \texttt{sem.2}, \texttt{sem.3}, \texttt{sem.4}, \texttt{sem.5} and \texttt{sem.6} which contain all the non-isomorphic semigroups up to order 6. As we will see, those files are the input data for many of our programs.

---

\[28\] In principle, with the program \texttt{gen.f} it is possible to generate the full lists of non-isomorphic semigroups up to order 8. In our case we were able to compute the lists up to order 6. However, various methods of our library are able to perform calculations with semigroups of order higher than 6 like checking associativity, finding zero elements, isomorphisms and resonances (see e.g., Sections \[51\] and \[54\]).
To use the Java library that we present in this work it is necessary to download the linear algebra package *jama.jar* \(^6\) from [72] and the following files from [56]:

| File                  | Brief description                                                                 |
|-----------------------|-----------------------------------------------------------------------------------|
| data.zip              | Contains the files sem.n                                                           |
| sexpansion.jar        | Is the library itself                                                              |
| examples.zip          | Example programs listed in Appendix [A] and explained in Section 5                 |
| Output_examples.zip   | Output samples of the example programs                                              |

A *ReadMe.pdf* file is also provided with detailed installation instructions, should they be needed.

Our library is composed of the following *classes* (to see the source code unzip the file *sexpansion.jar*):

1. Semigroup.java
2. SetS.java
3. Selector.java
4. SelectorReduced.java
5. SelectorResonant.java
6. SelectorResonantReduced.java
7. StructureConstantSet.java
8. StructureConstantSetExpanded.java
9. StructureConstantSetExpandedReduced.java
10. StructureConstantSetExpandedResonant.java
11. StructureConstantSetExpandedResonantReduced.java

Each *class* contains different *methods*. A brief description can be found in the code at the beginning of each class and method. As the full documentation of the library is available in [73], in this article we will describe only the most important methods of these classes (see Sections 3-4).

In addition, there are 45 programs included as examples in the file *examples.zip* whose aim is to show how the methods of our library works. They are named with the prefixes *I*, *II*, *III* which stand for the following classification:

- **I**: General computations with semigroups,
- **II**: Examples of S-expansions of Lie algebras
- **III**: Programs related with the calculations made in Ref. [55].

The list of these example programs is given in the Appendix [A] and most of them will be described in the section [5].

\(^6\)In particular, we use the methods belonging to the class *Matrix* of the library *jama.jar*.
The type of resonances implemented on this first version The methods that will be described in Sections 3 and 4, are able to work with algebras having a decomposition \( G = V_0 \oplus V_1 \) with the subspace structure given by

\[
[V_0, V_0] \subset V_0, \\
[V_0, V_1] \subset V_1, \\
[V_1, V_1] \subset V_0.
\]  

(30)

Correspondingly, the type of resonant decomposition that will be considered have the form

\[
S = S_0 \cup S_1
\]

and satisfy

\[
S_0 \times S_0 \subset S_0, \\
S_0 \times S_1 \subset S_1, \\
S_1 \times S_1 \subset S_0.
\]  

(31)

Then, the resonant subalgebras that will be obtained have the form,

\[
G_{S,R} = (S_0 \otimes V_0) \oplus (S_1 \otimes V_1).
\]  

(32)

We will also deal with the case in which the semigroup may have a 0\(_S\) element. Therefore, the library will allow us to extract from \( G_S \) the following three types of smaller algebras:

- Resonant subalgebras, when the original subalgebra has the subspace decomposition described in (30) and the semigroup possesses a resonant decomposition satisfying (31),
- 0\(_S\)-Reduced algebras, when the semigroup has a 0\(_S\) element,
- 0\(_S\)-Reduction of the resonant subalgebra when the semigroup has simultaneously a 0\(_S\) element and the resonant decomposition given by Eq. (31).

In a first stage, the situation described by Eqs. (30-32) (particular cases of Eqs. (14-16)), will be enough for the applications we want to consider in this work. However, as our library has an open GNU licence\(^7\), we expect that it can be extended in order to perform S-expansions of algebras having more general subspace structures.

Conventions and notation For programming language reasons, the semigroup elements \( \lambda_\alpha \) must be labeled by their sub-index number,

\[
\lambda_\alpha \leftrightarrow \alpha,
\]  

(33)

with \( \alpha = 1, \ldots , n \). With this convention, the closure is given by

\[
\lambda_{\kappa(\alpha, \beta)} = \lambda_\alpha \cdot \lambda_\beta \leftrightarrow \kappa (\alpha, \beta) = \alpha \cdot \beta
\]  

(34)

so that the multiplication table, Eq. (11), can be written as

\[
A = (a_{\alpha, \beta}) \equiv (\alpha \cdot \beta).
\]  

(35)

Thus, properties like associativity and commutativity respectively read,

\[
(\alpha \cdot \beta) \cdot \gamma = \alpha \cdot (\beta \cdot \gamma), \quad \alpha \cdot \beta = \beta \cdot \alpha.
\]  

(36)

\(^7\)This type of licence basically means that anyone can download, use and modify the library. We do appreciate the corresponding citation to our original version.
which in terms of the multiplication table, can be expressed as

\[ a_{a_{\alpha,\beta},\gamma} = a_{\alpha,a_{\beta,\gamma}}, \ a_{\alpha\beta} = a_{\beta\alpha}. \] (37)

An isomorphism, like the one described in Eq. (6), will be then denoted by

\[ (\alpha_1\alpha_2\cdots\alpha_n) \] (38)

and means: change 1 by \( \alpha_1 \), change 2 by \( \alpha_2 \), \ldots and finally change \( n \) by \( \alpha_n \).

In the codes, latin characters are used to label both semigroup elements and generators of the Lie algebra and its meaning is specified.

3 Methods for semigroups calculations

3.1 Loading all the non-isomorphic semigroups

Using the conventions and notations adopted in Section 2.5, we define the Semigroup class to represent a discrete semigroup and all the operations which can be performed with them.

```java
public class Semigroup {
    int[][] data;
    int order;
    int ID;
}
```

Obviously the code is bigger\(^8\), but for space reasons we restrict ourselves only to describe the main parts of the methods and classes. Thus, we use 3 variables to save the information of a semigroup \( S^{n}_{(n)} \); an integer ID which correspond to the identifier \( a \) of the semigroup, a second integer order which tells us the order \( n \) of the semigroup and a matrix of integers data where we save the multiplication table of the semigroup \( A = (a_{\alpha\beta}) \equiv (\alpha \cdot \beta) \).

As explained in Section 2.5, in many of the calculations that will be done is necessary to load the semigroups generated by the program gen.f of Ref. [71]. This is done by the method loadFile which loads all the semigroups of a given order (up to order 6) returning us an array of Semigroup objects.

```java
private static Semigroup[] loadFile (int order , String Fname) {
    int N = 0;
    int NSemigroups;
    int number,id;
    BufferedReader theReader;
    Strings t;
    StringTokenizer st;
    int [][] matrix;
    Semigroup [] result;
    String fileName = null;
    int elements = 0;
    switch ( order ) {
        case 2 :
            fileName = Fname + "sem.2";
            elements = 4;
            break;
        case 3 :
            fileName = Fname + "sem.3";
            elements = 18;
            break;
        ...
    }
    ...
```

\(^8\)We remind to the reader that the library, containing the full code of all the programs described here, is available in [56].
case 4:
    fileName = Fname + "sem.4";
    elements = 126;
    break;
case 5:
    fileName = Fname + "sem.5";
    elements = 1160;
    break;
case 6:
    fileName = Fname + "sem.6";
    elements = 15973;
    break;
}
result = new Semigroup[elements];
File arxiu = new File(fileName);
try {
    NSemigroups = elements;
    FileReader reader = new FileReader(arxiu);
    theReader = new BufferedReader(reader);
    for (N = 0; N < NSemigroups; ++N) {
        matrix = new int[order][order];
        str = theReader.readLine();
        strNumber = st.nextToken();
        number = Integer.parseInt(strNumber);
        id = number;
        strNumber = st.nextToken();
        number = Integer.parseInt(strNumber);
        int i, j;
        for (i = 0; i < order; ++i) {
            for (j = 0; j < order; ++j) {
                str = theReader.readLine();
                st = new StringTokenizer(str);
                strNumber = st.nextToken();
                number = Integer.parseInt(strNumber);
                matrix[i][j] = number;
            }
        }
        result[N] = new Semigroup(matrix);
        result[N].ID = id;
    }
    reader.close();
} catch (IOException excepio) {
    System.out.println("Error");
}
return result;
}

To load all the available semigroups from order 2 to 6 we use the method loadFromFile, which uses the method loadFile.

public static Semigroup[] loadFromFile(String Fname) {
    Semigroup[] result;
    Semigroup[] aux;
    int i = 0, j = 0;
    int alreadySaved = 0;
    result = new Semigroup[4+18+126+1160+15973];
    int[] elements = {4,18,126,1160,15973};
    for (i = 2; i < 7; ++i) {
        ...
aux = loadFile(i, Fname);

for (j = 0; j < elements[i - 2]; ++j) {
    result[alreadySaved + j] = aux[j];
}

alreadySaved += elements[i - 2];

return result;

In Section 5 we will show how the method loadFromFile is used in different problems.

3.2 Associativity, commutativity and 0S-element

To check if a given a multiplication table of a set of elements \( S = \{\alpha\}_{\alpha=1}^n \) is a semigroup, we must check if it is associative. This means to check the relations \((\alpha \cdot \beta) \cdot \gamma = \alpha \cdot (\beta \cdot \gamma)\) for all \(\alpha, \beta, \gamma = 1, \ldots, n\). We perform this task with the method isAssociative.

```java
public boolean isAssociative()
{
    int i, j, k;
    for (i = 0; i < order; ++i)
    {
        for (j = 0; j < order; ++j)
        {
            for (k = 0; k < order; ++k)
            {
                if( !(data[i][data[j][k]-1] == data[data[i][j]-1][k]))
                {
                    return false;
                }
            }
        }
    }
    return true;
}
```

Basically, this method returns true if a given multiplication table is associative.

On the other hand, as described in section 2.2, to perform a S-expansion the semigroup used must be commutative. The method isCommutative returns true if a given semigroup is commutative, i.e., \(\alpha \cdot \beta = \beta \cdot \alpha\).

```java
public boolean isCommutative()
{
    int i, j;
    for (i = 0; i < order; ++i)
    {
        for (j = 0; j < order; ++j)
        {
            if( !(data[i][j] == data[j][i]))
            {
                return false;
            }
        }
    }
    return true;
}
```

In section 2.2 we have explained that when a commutative semigroup has a zero element satisfying \(\alpha \cdot 0_S = 0_S \forall \alpha\) it is possible to perform a 0S-reduction of the expanded algebra. To be able to automatize that procedure we need a method which can look for the zero element for any semigroup. The method findZero gives the zero element when the semigroup does have it, otherwise it returns -1 as a result.

```java
public int findZero()
{
    int i, j;
    boolean isZero = false;
    for (i = 0; i < order; ++i)
    {
        if (isZero == true)
        {
            return i;
        }
        j = 0;
        isZero = true;
        while (isZero && (j < order))
        {  
            if( data[i][j] == 0 )
            {
                return i;
            }
            j++;
        }
    }
    return -1;
}
```
public boolean isEqualTo (Semigroup B) {
    int i, j;
    if (this.order != B.order) {
        return false;
    }
    for (i = 0; i < this.order; ++i) {
        for (j = 0; j < B.order; ++j) {
            if (this.data[i][j] != B.data[i][j]) {
                return false;
            }
        }
    }
    return true;
}

In Section 5, we will show how the methods loadFromFile, isAssociative, isCommutative, findZero and isEqualTo are used in different problems.

3.3 Creating sets and the permutation group $\Sigma_n$

As explained in section 2.1, the group of isomorphism of the semigroups or order $n$ is the group of permutations of $n$ elements, $\Sigma_n$. Thus, we define the SetS class to represent a permutation.

```java
public class SetS {
    int [] list;
    int nElements;

    A SetS object contains an integer nElements representing the number of elements to which we want to apply the permutation and a list where we save the permutation with the notation given in Eq. (38) in Section 2.5. This objects will also serve us to save any set of non repeated integers, like the one we will use for the resonant decomposition of a discrete semigroup.

    Again, for space reasons, we are not able to reproduce the complete definition of the SetS class here and only its main methods will be described in what follows (remind that the full library is available on [56]).

    To create a SetS object just from an array of integers we can use the code

```java
public SetS (int [] elements) {
    list = elements;
    nElements = elements.length;
}
```

while to create a SetS of $n$ elements containing the identity permutation in $\Sigma_n$ we should use

```java
public SetS (int n) {
    nElements = n;
    list = new int[n];
    int i;
    for (i = 0; i < n; ++i) {
```
Now, to check if two given semigroups are isomorphic we have to try all the existent isomorphisms for a given order. This means to use all the elements in $\Sigma_n$. This is performed by the method `allPermutations`, which returns an array of `SetS` objects containing all the elements in $\Sigma_n$.

```java
SetS[] allPermutations() {
    SetS result = new SetS(0);
    return this.permutationsAux(this, result);
}
```

This method uses the auxiliar method `permutationsAux`, which actually performs most of the work. This is a recursive method which takes an original `SetS` object and reorders its elements in all the possible ways. This is, given the identity permutation

$$(1 \cdots n)$$

it returns all the possible ways to permute it, i.e., all the elements of the permutation group $\Sigma_n$. As we can see in what follows, `permutationsAux` uses the methods `addElement` and `eraseElement` whose definition is obvious and we do not reproduce here.

```java
SetS[] permutationsAux(SetS original, SetS result) {
    int i, j;
    SetS original2, result2;
    SetS[] list = null;
    SetS[] totalList = null;
    SetS[] previousList = null;
    int N = 0;
    if (original.nElements == 0) {
        list = new SetS[1];
        list[0] = result;
        return list;
    }
    for (i = 0; i < original.nElements; i++) {
        result2 = result.addElement(original.elementAt(i));
        original2 = original.eraseElement(i);
        list = permutationsAux(original2, result2);
        N = N + list.length;
        previousList = totalList;
        totalList = new SetS[N];
        for (j = 0; j < N - list.length; ++j) {
            totalList[j] = previousList[j];
        }
        for (j = 0; j < list.length; ++j) {
            totalList[j + N - list.length] = list[j];
        }
    }
    return totalList;
}
```

As explained in section 2.1, two given semigroups are isomorphic or anti-isomorphic if there exist a permutation $\sigma \in \Sigma_n$ that relates them through the Eqs. (7) and (8). Here we will describe two basic operations related with isomorphisms. First, the method which applies a given isomorphism to a semigroup is `permuteWith`:

```java
public Semigroup permuteWith(SetS s) {
    int i, j;
    int[][] matrix = new int[this.order][this.order];
    SetS inverse = s.inversePermutation();
```
for ( int i = 0 ; i < this.order ; ++i ) {
for ( j = 0 ; j < this.order ; ++j ) {
    matrix[i][j] = this.data[ inverse.elementAt(i) - 1 ]
    [ inverse.elementAt(j) - 1 ] ;
} }
for ( i = 0 ; i < this.order ; ++i ) {
for ( j = 0 ; j < this.order ; ++j ) {
    if ( matrix[i][j] != -1 ) {
        matrix[i][j] = s.elementAt( matrix[i][j] - 1 );
    }
} }
return new Semigroup(matrix);
}

In other cases, what we need is finding all the isomorphic forms of a given semigroup, i.e., apply all the possible permutations to a given semigroup. In that case, we use the method permute, which returns an array of Semigroup objects containing all the permutations of a given one:

public Semigroup[] permute() { 
    SetS identity = new SetS( this.order );
    Semigroup[] permutations = identity.allPermutations() ;
    int k;
    Semigroup[] result = new Semigroup[permutations.length];
    for ( k = 0 ; k < permutations.length ; ++k ) {
        result[k] = this.permuteWith( permutations[k] );
    }
    return result;
}

Then, a simple method to check anti-isomorphisms is given by

public Semigroup[] antiPermute() { 
    return (this.transpose()).permute();
}

In Section 5 we will show different examples using these methods.

3.4 Resonant decompositions

In Section 2.2 we explained that a resonant subalgebra can be extracted from the expanded algebra \( \mathcal{G}_S \) when the original algebra has a certain subspace structure and the semigroup satisfy a so called resonant decomposition (see Eqs. (14-15)). As mentioned in Section 2.5 for our purposes it will be enough to consider the case given by Eqs.(30-31), i.e., we will study resonant conditions of the type,

\[
S_0 \cdot S_0 \subset S_0, \\
S_0 \cdot S_1 \subset S_1, \\
S_1 \cdot S_1 \subset S_0.
\]

A previous step to check if two given subsets \( S_0 \) and \( S_1 \) satisfy the resonance condition, is to check that their union reproduce the full semigroup, i.e. \( S_0 \cup S_1 = S \). This is done by the method fillTheSpace of the SetS class.

public static boolean fillTheSpace(SetS s1, SetS s2, int order){
    int i ;
    for ( i = 0 ; i < order ; ++i ) {
        if ( ! s1.find( i+1 ) && ! s2.find( i +1 ) ){
            return false;
        }
The parameter \textit{order} tells the method the order of the semigroup for which \textit{s1} and \textit{s2} must be a resonant decomposition.

The method \textit{isResonant} returns true if the two \textit{SetS} objects \textit{s0} and \textit{s1} represent a resonant decomposition for the current \textit{Semigroup} object.

```java
public boolean isResonant ( SetS s0 , SetS s1 ) {
    int i , j , n0 = s0 . nElements , n1 = s1 . nElements ;
    if ( ! SetS . fillTheSpace ( s0 , s1 , order ) ) {
        for ( i = 0 ; i < n0 ; ++i ) {
            for ( j = 0 ; j < n0 ; ++j ) {
                if ( ! s0 . find ( this . data [ s0 . elementAt ( i ) -1 ]
                    [ s0 . elementAt ( j ) -1 ] ) )
                    return false ;
            }
            for ( j = 0 ; j < n0 ; ++j ) {
                if ( ! s1 . find ( this . data [ s0 . elementAt ( i ) -1 ]
                    [ s1 . elementAt ( j ) -1 ] ) )
                    return false ;
            }
        }
    } else {
        return false ;
    }
    return true ;
}
```

Once we are able to check is a given decomposition of a semigroup is resonant, we want to be able to look for resonant decompositions. The method \textit{findResonances} looks for all the possible resonances of a semigroup, with \textit{S0} and \textit{S1} having respectively \textit{n1} and \textit{n2} elements.

```java
public SetS [][] findResonances ( int n1 , int n2 ) {
    SetS total = new SetS ( this . order ) ;
    SetS [] list1 = total . subSets ( n1 ) ;
    SetS [] list2 = total . subSets ( n2 ) ;
    SetS [][] result = null ;
    SetS [][] auxiliar = null ;
    int foundResonances = 0 ;
    int i , j , k = 0 ;
    for ( i = 0 ; i < list1 . length ; ++i ) {
        for ( j = 0 ; j < list2 . length ; ++j ) {
            if ( this . isResonant ( list1 [ i ] , list2 [ j ] )
                & SetS . fillTheSpace ( list1 [ i ] , list2 [ j ] , this . order ) ) {
                foundResonances = foundResonances + 1 ;
                auxiliar = result ;
                result = new SetS [ foundResonances ] [ 2 ] ;
                for ( k = 0 ; k < foundResonances - 1 ; ++k ) {
                    result [ k ] [ 0 ] = auxiliar [ k ] [ 0 ] ;
                    result [ k ] [ 1 ] = auxiliar [ k ] [ 1 ] ;
                }
            }
        }
    }
    return result ;
}
```

20
result[ foundResonances - 1 ] [0] = list1[i];
result[ foundResonances - 1] [1] = list2[j];
})
return result;
}

In case it finds any resonant decomposition, this method returns a 2 dimensional array
whose element result[i][0] is the \( S_0 \) and result[i][1] is \( S_1 \) for the \( i \)th decomposition found.
This method uses the auxiliary method subSets which returns all the subsets with \( n \) element
of a given SetS object.

```java
public SetS [] subSets( int n ) {
SetS result = new SetS();
return SetS.cleanDuplicates(auxSubset( this , result , n ));
}
```

This method is just a more convenient way to use the recursive method auxSubset:

```java
public SetS[] auxSubset( SetS original , SetS result , int n ) {
int i;
SetS [] list = null;
SetS [] totalList = null;
if ( n == 0 ) {
totalList = new SetS[1];
totalList[0] = result;
return totalList ;
}
SetS aux1;
SetS aux2;
for ( i = 0 ; i < original.nElements ; ++i ) {
aux1= original.eraseElement(i);
aux2= result.addElement( original.elementAt(i));
list = auxSubset(aux1 , aux2 , n-1);
totalList = SetS.add(list , totalList );
if ( totalList != null ) {
}
}
return totalList ;
}
```

The auxiliar method cleanDuplicates just cleans possible duplicates in an array of SetS
objects

```java
public static SetS[] cleanDuplicates( SetS [] lst ) {
int i , j ;
int n = lst.length ;
int elements = n;
SetS [] newList ;
for ( i = 0 ; i < n ; ++i ) {
lst[i] = SetS.sort(lst[i]);
}
for ( i = 0 ; i < n ; ++i ) {
for ( j = i +1 ; j < n ; ++j){
if (lst[i] != null && lst[j] != null && lst[i].equalTo(lst[j])){
lst[j] = null ;
elements = elements - 1 ;
}
}
newList = new SetS[elements] ;
j = 0 ;
for ( i = 0 ; i < n ; ++i ) {
if ( lst[i] != null ) {
```
newList[j] = lst[i];
++j;
}
return newList;
}

To find all the possible resonant decompositions of a given semigroup we define the method
findAllResonances

public SetS[][] findAllResonances() {
    int i, j, k;
    SetS[][] result = null;
    SetS[][] auxiliar;
    SetS[][] intermediateResult;
    int N = 0;
    for (i = 1; i < this.order; ++i) {
        for (j = 1; j < this.order; ++j) {
            intermediateResult = this.findResonances(i, j);
            if (intermediateResult != null) {
                auxiliar = result;
                N = N + intermediateResult.length;
                result = new SetS[N][2];
                for (k = 0; k < intermediateResult.length; ++k) {
                    result[k][0] = auxiliar[k][0];
                    result[k][1] = auxiliar[k][1];
                }
                for (k = 0; k < intermediateResult.length; ++k) {
                    result[N - intermediateResult.length + k][0] =
                        intermediateResult[k][0];
                    result[N - intermediateResult.length + k][1] =
                        intermediateResult[k][1];
                }
            }
        }
    }
    return result;
}

In the following Sections we will see the usefulness of these methods.

4 Methods for S-expansions

In this Section we will explain the construction of the classes which will allow us to:

- Represent a semigroup of order \( n \) and compute the metric \( g^S \) defined in Eq. (23),
- Represent Lie algebras in terms of its structure constants (adjoint representation) and compute the Killing-Cartan (KC) \( g \) metric defined in Eq. (24),
- Show the selector in a fancy way, by using \( n \) boxes of dimension \( n \times n \), so the component \( K^a_{bc} \) is found in box \( a \), row \( b \), column \( c \) (and do something similar for the structure constants of the original and expanded algebras),
- Obtain the S-expanded algebra, resonant subalgebra, \( 0^S \)-reduced algebra and the \( 0^S \)-reduction of a resonant subalgebra,
- Compute the KC metric of the original Lie algebra, the S-expanded algebra, the resonant subalgebra, the \( 0^S \)-reduced algebra and the \( 0^S \)-reduction of a resonant subalgebra (see Eqs. (26) and Section 3.2 of Ref. [55])
A reminder: For space reasons, we will only explain the main parts of those classes here. The full source code of the library is available in [60] and its documentation can be found in [73].

### 4.1 Representing semigroups and Lie algebras

In section 2.1 it was shown that an informal but useful way to represent the multiplication law of a semigroup is by means of the selectors $K_{αβ}^c$, whose definition was given in Eq. (3). Thus, we define the `Selector` class to represent these quantities.

```java
public class Selector {
    int order;
    int[][][] data;
}
```

It has 2 variables: an integer to save the order of the semigroup and an array to save all the selectors in the semigroup as follows

$$ \text{data}[a][b][c] \equiv K_{αβ}^c. $$

The methods `Selector`, `SetS` and `get` allow to create a selector object for a semigroup of order $n$, to set and return the value of the $K_{αβ}^c$ component of the selector. The method `show` gives the selector by means of $n$ boxes of dimension $n \times n$, so the component $K_{αβ}^c$ is found in box $a$, row $b$, column $c$. According to Eq. (4), this means that box $a$ is indeed the adjoint representation of the element $λ_a$.

For example, consider the following semigroup,

|   | $λ_1$ | $λ_2$ | $λ_3$ | $λ_4$ |
|---|------|------|------|------|
| $λ_1$ | $λ_1$ | $λ_2$ | $λ_3$ | $λ_4$ |
| $λ_2$ | $λ_2$ | $λ_3$ | $λ_4$ | $λ_4$ |
| $λ_3$ | $λ_3$ | $λ_4$ | $λ_4$ | $λ_4$ |
| $λ_4$ | $λ_4$ | $λ_4$ | $λ_4$ | $λ_4$ |

The following piece of code (part of the program 26 in Appendix A) illustrates how the `Selector` class works together with the method `getSelector` of the `Semigroup` class, to build and print a selector object for this semigroup.

```java
int [][][] mS = {{1,2,3,4},{2,3,4,4},{3,4,4,4},{4,4,4,4}};
Semigroup S = new Semigroup(mS);
Selector Adj = S.getSelector();
Adj.show();
```

The output reads,

For the considered semigroup of order $m$, here we print the $m$ matrices $K_{αβ}^c = M_{b,c}$ (with $α=1,…,m$) which gives the adjoint representation for the elements of the semigroup.

```
*********
Adj [lambda_{1}] = ( K_{1,b}^c ) =
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
*********
Adj [lambda_{2}] = ( K_{2,b}^c ) =
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 1
*********
```
Adj \( \lambda_3 \) = ( \( K_{3,b}^c \) ) =
\[
\begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

**********
Adj \( \lambda_4 \) = ( \( K_{4,b}^c \) ) =
\[
\begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

This class also contains the methods \texttt{selectorMetric} and \texttt{expandedMetric} which computes the metrics \( g^S \) and \( g^E \) defined in Eqs. (23-25). Explicit examples with them will be given in Section 5.5.

In a similar way we construct the classes \texttt{SelectorReduced}, \texttt{SelectorResonant} and \texttt{SelectorResonantReduced}, which extend the \texttt{Selector} class for the cases where the semigroup have a zero element, a resonance and both simultaneously.

On the other hand, to represent a Lie algebra by means of its structure constants we define the \texttt{StructureConstantSet} class.

\texttt{public class StructureConstantSet {}
\begin{verbatim}
  double [][][][] constants ;
  int N ;
\end{verbatim}
}

The integer \( N \) is the number of generators of the Lie algebra and, with the convention
\[
[X_i,X_j] = C_{ij}^k X_k ,
\]
we choose
\[
\text{constants}[i][j][k] \equiv C_{ij}^k .
\]

This class contains methods that allow to introduce the values of the structure constants and show them in a similar way as was done for the selectors. In particular, the following method sets the values of \( C_{ij}^k \) and \( C_{ji}^k \).

\texttt{public void setStructureConstant (int i , int j , int k , double fijk) \{
  constants[i][j][k] = fijk ;
  constants[j][i][k] = -fijk ;
\}}

As the first possition of an array [] is usually [0], the method \texttt{setStructureConstant} must be used to introduce the non-vanishing structure constants \( C_{ij}^k \) as:
\[
\text{NameOfTheAlgebra.setStructureConstant (i , j , k , value of C_{i,j}^k \{k\})}
\]
where \( i,j,k = 0,1,\ldots,N-1 \). However, the outputs will be usually given in such a way that \( i,j,k = 1,\ldots,N \).

As an example, the following piece of code (also part of the program 26 in Appendix A) illustrates how to introduce the structure constants of the \( \mathfrak{sl}(2) \) algebra,
\[
[X_1,X_2] = -2X_3 \\
[X_1,X_3] = 2X_2 \\
[X_2,X_3] = 2X_1 ,
\]
in order to obtain its adjoint representation.
\begin{verbatim}
sl2.setStructureConstant (0, 1, 2, -2);
sl2.setStructureConstant (0, 2, 1, 2);
sl2.setStructureConstant (1, 2, 0, 2);
sl2.show();
\end{verbatim}
The output reads,

For the considered Lie algebra of dimension n, we print the n matrices $C_{ij}^{k} = M_{jk}$ (with $i=1,...,n$) which gives the adjoint representation for the elements of the algebra.

```
Adj [ X_{1} ] = ( C_{1,j}^{k} ) =
0.0 0.0 0.0
0.0 0.0 -2.0
0.0 2.0 0.0

Adj [ X_{2} ] = ( C_{2,j}^{k} ) =
0.0 0.0 2.0
0.0 0.0 0.0
2.0 0.0 0.0

Adj [ X_{3} ] = ( C_{3,j}^{k} ) =
0.0 -2.0 0.0
-2.0 0.0 0.0
0.0 0.0 0.0
```

Several simple operations can be performed by the methods of the `StructureConstantSet` class. For example, the following one computes the Killing-Cartan metric of a given Lie algebra.

```
public Matrix cartanKillingMetric(){
    int i, j, k, l;
    double sum = 0;
    double [[[[]]]] metric = new double[N][N];
    for (i = 0; i < N; ++i) {
        for (j = 0; j < N; ++j) {
            sum = 0;
            for (k = 0; k < N; ++k) {
                for (l = 0; l < N; ++l) {
                    sum = sum + this.structureConstant(i, k, l) * this.structureConstant(j, l, k);
                }
            }
            metric[i][j] = sum;
        }
    }
    return new Matrix( metric );
}
```

Explicit examples using this and other methods included in the classes `Selector`, `StructureConstantSet` will be given in Section 5.5.

### 4.2 The S-expanded algebra

In double index notation, the Lie bracket of the S-expanded algebra is written here as

$$
[X_{(i,a)},X_{(j,b)}] = C^{k}_{ij} K_{ab}^{c} X_{(k,c)}.
$$

To use this double index notation internally in our library, we create the class `StructureConstantSetExpanded`.

```
public class StructureConstantSetExpanded {
    int n, m;
    double [[[[]]]] data;
}
```
Thus, an object of this class has information about the dimension $n$ of the original Lie algebra, the order $m$ of the semigroup used to perform the S-expansion and uses the 6-dimensional array $data$ to save the structure constants, in such a way that
\[
data[i][a][j][b][k][c] \equiv C^{(k,c)}_{(i,a)(j,b)}.
\]
To get the S-expanded algebra we must follow the next steps:

1. Create a $StructureConstantSet$ object to store the original Lie algebra,
2. Create a $Semigroup$ object $S$ to store the semigroup which we want to use for the S-expansion,
3. Use the method $getExpandedStructureConstant$ to perform the S-expansion of the Lie algebra with the semigroup object,
4. Use the method $showCommut$ to get the non vanishing commutators of the expanded algebra $G_S$,
5. Use the method $showSC$ to get the non vanishing structure constants of $G_S$,
6. Use the method $cartanKillingMetric$ to compute the KC metric of $G_S$.

A piece of code performing the steps above for the algebra and the semigroup given by Eqs. (40) and (39), would be

```java
StructureConstantSet sl2 = new StructureConstantSet(3);
sl2.setStructureConstant(0, 1, 2, -2);
sl2.setStructureConstant(0, 2, 1, 2);
sl2.setStructureConstant(1, 2, 0, 2);
int [][] SemigroupTable = {{1, 2, 3, 4}, {2, 3, 4, 4}, {3, 4, 4, 4}, {4, 4, 4, 4}};
Semigroup S = new Semigroup(SemigroupTable);
StructureConstantSetExpanded Gexp = S.getExpandedStructureConstant(sl2);
Gexp.showCommut();
Gexp.showSC();
Matrix metricaGexp = Gexp.cartanKillingMetric();
metricaGexp.print(0, 0);
```

Further examples with sample outputs will be given in Section 5.5.

### 4.3 The resonant subalgebra

To get a resonant subalgebra of a S-expanded algebra, we define the $StructureConstantSetExpandedResonant$ class, which is a child of the $StructureConstantSetExpanded$ class.

```java
public class StructureConstantSetExpandedResonant extends
    StructureConstantSetExpanded {
    SetS S0, S1, V0, V1;

    Here $S0$ and $S1$ represent the resonant decomposition of the semigroup, whilst $V0$ and $V1$ give the graded decomposition of the Lie algebra. To get the resonant subalgebra of an S-expanded algebra we must

1. Get the correspondent S-expanded algebra, following the steps in the previous section,
2. Introduce the resonant decomposition $S0$ and $S1$ with the method $SetS$,
3. Introduce the graded decomposition $V0$ and $V1$ also with the method $SetS$,
```
4. Use all these objects to create a `StructureConstantSetExpandedResonant` object,

5. Use methods `showCommutRes`, `showSCRes` and `cartanKillingMetricPretty` to obtain the non vanishing commutators, structure constants and KC metric of the resonant subalgebra.

For example, the algebra considered in Eq. (40) has a subspace decomposition given by \( \mathfrak{sl}(2) = V_0 \oplus V_1 \), where

\[
V_0 = \{ X_1 \} \quad \text{and} \quad V_1 = \{ X_2, X_3 \}.
\]

Considering again the semigroup given in Eq. (39), we see that admits a decomposition \( S = S_0 \cup S_1 \) with

\[
S_0 = \{1, 3, 4\} \quad \text{and} \quad S_1 = \{2, 4\},
\]

which is resonant, i.e., it satisfies Eq. (31). Thus, the following piece of code perform the S-expansion of \( \mathfrak{sl}(2) \) and it calculates the resonant subalgebra.

```java
StructureConstantSet sl2 = new StructureConstantSet(3);
sl2.setStructureConstant(0, 1, 2, -2);
sl2.setStructureConstant(0, 2, 1, 2);
sl2.setStructureConstant(1, 2, 0, 2);
int[][] SemigroupTable = {
  {1, 2, 3, 4},
  {2, 3, 4, 4},
  {3, 4, 4, 4},
  {4, 4, 4, 4}
};
Semigroup S = new Semigroup(SemigroupTable);
int[][] mS0 = {1, 3, 4};
SetS S0 = new SetS(mS0);
int[][] mS1 = {2, 4};
SetS S1 = new SetS(mS1);
int[][] mV0 = {1};
SetS V0 = new SetS(mV0);
int[][] mV1 = {2, 3};
SetS V1 = new SetS(mV1);
StructureConstantSetExpanded Gexp = S.getExpandedStructureConstant(sl2);
StructureConstantSetExpandedResonant ResGexp =
  new StructureConstantSetExpandedResonant(Gexp.data, S0, S1, V0, V1);
ResGexp.showCommutRes();
ResGexp.showSCRes();
Matrix metricaResGexp = ResGexp.cartanKillingMetricPretty();
metricaResGexp.print(0, 0);
```

Other examples with samples of their outputs will be described in detail in Section 5.5.

### 4.4 S-expanded algebra followed by a 0\(_S\)-reduction

To perform the reduction by the zero element of a S-expanded Lie algebra we define the `StructureConstantSetExpandedReduced` class, which is a child of the `StructureConstantSetExpanded` class.

```java
public class StructureConstantSetExpandedReduced extends StructureConstantSetExpanded {
  int zero;
  // Respect to the StructureConstantSetExpanded class, it only adds an integer variable to
  // save the zero element.
  // What we need to perform the reduction by zero of a S-expanded algebra we have to

  1. Get the S-expanded algebra in a StructureConstantSetExpanded,

  2. Use it to create a StructureConstantSetExpandedReduced,
```
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3. Use other methods in the class to obtain the non vanishing commutators, structure constants and KC metric of the reduced algebra.

For example, the semigroup given by Eq. (39) has $\lambda_4$ as the zero element. Thus, the following piece of code calculates the $0_s$-reduction of the S-expansion of the algebra sl(2).

```java
StructureConstantSet sl2 = new StructureConstantSet(3);
sl2.setStructureConstant(0, 1, 2, -2);
sl2.setStructureConstant(0, 2, 1, 2);
sl2.setStructureConstant(1, 2, 0, 2);
int[][] SemigroupTable = {{1, 2, 3, 4}, {2, 3, 4, 4}, {3, 4, 4, 4}, {4, 4, 4, 4}};
Semigroup S = new Semigroup(SemigroupTable);
StructureConstantSetExpandedReduced RedGexp =
    new StructureConstantSetExpandedReduced(S.getExpandedStructureConstant(sl2).data, 4);
RedGexp.showCommutRed();
RedGexp.showSCRed();
Matrix metricaRedGexp = RedGexp.cartanKillingMetricPretty();
metricaRedGexp.print(0, 0);
```

4.5 Resonant subalgebra followed by a $0_s$-reduction

We define the class `StructureConstantSetExpandedResonantReduced`, which is a child of the class `StructureConstantSetExpandedResonant`.

```java
public class StructureConstantSetExpandedResonantReduced
    extends StructureConstantSetExpandedResonant {
    int zero;

    We just add an integer to save the zero element. Its use is analogous to that of the
    `StructureConstantSetExpandedResonant` described in Section 4.3. Explicit examples using
    this class and its methods are given in Section 5.5.
```

5 Applications

Here we will describe most of the programs listed in Appendix A in order to show explicitly
the kind of calculations that can be done with the methods described in the sections 3 and 4.
Mainly, we will explain the ones that allow us to:

- Check associativity and commutativity, find the zero element and resonances for any
  given multiplication table,
- Apply permutations and find isomorphisms between any set of semigroups,
- Perform S-expansions with any given semigroup and, if the semigroup fulfills the nec-
  essary conditions, to find the resonant subalgebra $G_{S,R}$, the reduced algebra $G_{S,red}$ and
  the reduction of the resonant subalgebra $G_{S,R,red}$,
- Identify S-expansions preserving semisimplicity.

With these examples the user can easily create new programs to perform his own cal-
culations. Along this section, we will refer to the example programs by their Appendix-A
number. When the output is short, the results are directly printed to screen. Longer out-
puts are printed in .txt-files in the folder “./Output_examples/”, with the naming convention:
`Output_ + name of the program`. In addition, most of the outputs can be found in the file
`Output_examples.zip` available in [56]. Finally, we remind that a brief description about the
general structure of these programs can be found in Section 2.4.

For a good visualization, those files must opened with Notepad++.
5.1 Examples of associativity and commutativity

The first two programs listed in Appendix A allow to check the associativity and commutativity of the following multiplication tables:

```
| S_{ex1} | λ_1 | λ_2 | λ_3 | S_{ex2} | λ_1 | λ_2 | λ_3 | S_{ex3} | λ_1 | λ_2 | λ_3 |
|---------|-----|-----|-----|---------|-----|-----|-----|---------|-----|-----|-----|
| λ_1     | λ_1 | λ_2 | λ_3 | λ_1     | λ_1 | λ_2 | λ_1 | λ_1     | λ_1 | λ_2 | λ_3 |
| λ_2     | λ_2 | λ_1 | λ_2 | λ_2     | λ_1 | λ_2 | λ_3 | λ_2     | λ_2 | λ_2 | λ_3 |
| λ_3     | λ_3 | λ_2 | λ_1 | λ_3     | λ_1 | λ_1 | λ_3 | λ_3     | λ_3 | λ_3 | λ_1 |

| S_{ex4} | λ_1 | λ_2 | λ_3 | λ_4 | S_{ex5} | λ_1 | λ_2 | λ_3 | λ_4 | λ_5 |
|---------|-----|-----|-----|-----|---------|-----|-----|-----|-----|-----|
| λ_1     | λ_1 | λ_2 | λ_3 | λ_4 | λ_1   | λ_5 | λ_4 | λ_2 | λ_1 | λ_3 |
| λ_2     | λ_2 | λ_3 | λ_4 | λ_1 | λ_2   | λ_4 | λ_3 | λ_5 | λ_2 | λ_1 |
| λ_3     | λ_3 | λ_4 | λ_1 | λ_2 | λ_3   | λ_4 | λ_3 | λ_2 | λ_4 | λ_5 |
| λ_4     | λ_4 | λ_1 | λ_2 | λ_3 | λ_5   | λ_3 | λ_1 | λ_3 | λ_2 | λ_4 |

| S_{ex6} | λ_1 | λ_2 | λ_3 | λ_4 | λ_5 | λ_6 | λ_7 | λ_8 | λ_9 | λ_10 |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| λ_1     | λ_1 | λ_1 | λ_1 | λ_5 | λ_6 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5  |
| λ_2     | λ_2 | λ_1 | λ_1 | λ_5 | λ_6 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5  |
| λ_3     | λ_3 | λ_3 | λ_3 | λ_5 | λ_6 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5  |
| λ_4     | λ_4 | λ_3 | λ_3 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5  |
| λ_5     | λ_5 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5 | λ_5  |
| λ_6     | λ_6 | λ_6 | λ_6 | λ_6 | λ_6 | λ_6 | λ_6 | λ_6 | λ_6 | λ_6  |
| λ_7     | λ_7 | λ_7 | λ_7 | λ_7 | λ_7 | λ_7 | λ_7 | λ_7 | λ_7 | λ_7  |
| λ_8     | λ_8 | λ_8 | λ_8 | λ_8 | λ_8 | λ_8 | λ_8 | λ_8 | λ_8 | λ_8  |
| λ_9     | λ_9 | λ_9 | λ_9 | λ_9 | λ_9 | λ_9 | λ_9 | λ_9 | λ_9 | λ_9  |
| λ_10    | λ_10| λ_10| λ_10| λ_10| λ_10| λ_10| λ_10| λ_10| λ_10| λ_10 |
```

The main parts of the program 1 are described in what follows.

```java
package examples;
import sexpansion.Semigroup;
public class I_associative_checking {
    public static void main(String[] args) {
        // Manually enter the semigroups as matrices
        int[][] ms_ex1 = {{1,2,3}, {2,1,2}, {3,2,1}};
        // and do the same for the other tables.
        // Next, we use these tables to define Semigroup objects:
        Semigroup s_ex1 = new Semigroup(ms_ex1);
        // and define s_ex2, ..., s_ex6 in the same way.
        // Now, the method isAssociative can be used as follows:
        if (s_ex1.isAssociative()) {
            System.out.println("The semigroup S_{ex1} is associative");
        } else {
            System.out.println("The semigroup S_{ex1} is not associative");
        }
    }
}
```

The output reads

The semigroup S_{ex1} is not associative,
The semigroup S_{ex2} is associative,
The semigroup S_{ex3} is associative,
The semigroup S_{ex4} is associative,
The semigroup S_{ex5} is associative,
The semigroup S_{ex6} is associative.
Program 2 is defined in a similar way.

```java
package examples;
import sexpansion.Semigroup;
public class I_commutative_checking {
    public static void main(String[] args) {
        After introducing the tables, in the same way as was done for the program 1, we use the method `isCommutative` as follows,
        ```java
        if (S_ex1.isCommutative()) {
            System.out.println("S_ex1 is commutative");
        } else {
            System.out.println("S_ex1 is not commutative");
        }
        // and repeat the same for the other tables.
        }
        ```
        Thus, we have the following result
        
        - S_ex1 is commutative,
        - S_ex2 is not commutative,
        - S_ex3 is commutative,
        - S_ex4 is commutative,
        - S_ex5 is commutative,
        - S_ex6 is not commutative.

        In particular, the semigroup S_ex6 is an example of a non commutative semigroup of order 10 that has been used in Ref. [70].

        Another example is given by the programs 3, which selects the abelian semigroups from the lists of all non isomorphic semigroups `sem.n` (with $n = 2, \ldots, 6$). The outputs are printed in the folder "./Output_examples/", in text files named with the convention explained at the beginning of this section.

### 5.2 Examples with zero element and resonances

Consider the following multiplication tables:

| $S^{(2)}_E$ | $l_0$ | $l_1$ | $l_2$ | $l_3$ | $S^{(3)}_K$ | $l_0$ | $l_1$ | $l_2$ | $l_3$ | $l_4$ | $S^{(4)}_{N1}$ | $l_0$ | $l_1$ | $l_2$ | $l_3$ | $l_4$ |
|------------|------|------|------|------|-------------|------|------|------|------|------|-------------|------|------|------|------|------|
| $l_0$      | $l_0$ | $l_1$ | $l_2$ | $l_3$ | $l_1$      | $l_4$ | $l_2$ | $l_1$ | $l_4$ | $l_2$ | $l_1$ | $l_4$ | $l_2$ | $l_1$ | $l_4$ |
| $l_1$      | $l_1$ | $l_2$ | $l_3$ | $l_4$ | $l_2$      | $l_3$ | $l_1$ | $l_2$ | $l_3$ | $l_1$ | $l_2$ | $l_3$ | $l_1$ | $l_2$ | $l_3$ |
| $l_2$      | $l_2$ | $l_3$ | $l_4$ | $l_1$ | $l_3$      | $l_1$ | $l_2$ | $l_3$ | $l_1$ | $l_2$ | $l_3$ | $l_1$ | $l_2$ | $l_3$ | $l_1$ |
| $l_3$      | $l_3$ | $l_4$ | $l_1$ | $l_2$ | $l_4$      | $l_0$ | $l_1$ | $l_0$ | $l_1$ | $l_0$ | $l_1$ | $l_0$ | $l_1$ | $l_0$ | $l_1$ |

With a simple program, like the ones described in the previous Section 5.1, it can be checked that the tables above actually represent abelian semigroups. Indeed, they have been
used in different works related with S-expansions. First, the semigroups $S_E^{(2)}$, $S_K^{(3)}$, $S_{N1}$, $S_{N2}$ and $S_{N3}$ were used in Ref. [35] to obtain some Bianchi as an S-expansion from the 2-dimensional solvable algebra $[X_1,X_2] = X_1$. Then, semigroup $S_{S3}$ and $S_{S2}$ were constructed in Ref. [16] to show that the semisimple version of the Maxwell algebra [40] can be obtained as an S-expansion of the AdS algebra, so $(D - 1, 2)$. Later, in Ref. [43], the semigroup $S_{S2}$ was renamed as $S_M^{(2)}$ and extended to a family of semigroups $S_M^{(N)}$, which lead to a generalization of the Maxwell algebras.

Now we will show explicitly how the methods of our library can be used to find the zero element and all resonant decompositions (of the type (31)) for these semigroups. First, the program 19 introduces those semigroups as tables and then as semigroup objects, in the same way explained in Section 5.1 for the program 1.

```java
package examples;
import sexpansion.Semigroup;
public class II_findzero_ex {
    public static void main(String[] args) {
        // Manually enter the semigroups table

        The only important issue is that the element $\lambda_0$ in the multiplication tables $S_E^{(2)}$, $S_{S3}$, $S_{S2}$, $S_M^{(3)}$, $S_M^{(4)}$ cannot be represented by the number 0, because the library recognizes only positive integer numbers to represent semigroup elements. For example, the matrix associated to $S_{S2}$ must be introduced as

        ```java
        int [][] ms_ex1 = {{1, 2, 3}, {2, 3, 2}, {3, 2, 3}};
        ```

        where we have identified $\lambda_0$ with 1, $\lambda_1$ with 2 and $\lambda_2$ with 3. And a similar change must be applied to introduce the other semigroups having the element $\lambda_0$.

        Then, the program 19 uses the method `findZero` of the class `Semigroup` to define an integer for each semigroup to save its zero element. It also defines the integer `nozero` that is used when a given semigroup has no zero element.

        ```java
        int zero_S_E2 = S_E2.findZero();
        // and do the same for the others.
        int nozero = -1;
        ```

        The following piece of code is used to obtain the results:

        ```java
        if (zero_S_E2 == nozero) {
            System.out.println("The semigroup S_E2 has no zero element");
        } else {
            System.out.println("The zero element of S_E2 is " + zero_S_E2);
        // and repeat for the others.
        }
        ```

        Thus, the output reads

        The zero element of S_E2 is 4,
        The zero element of S_K3 is 4,
        The zero element of S_N1 is 4,
        The zero element of S_N2 is 4,
        The zero element of S_N3 is 4,
        The zero element of S_S3 is 4,
        The semigroup S_S2 has no zero element,
        The semigroup S_M3 has no zero element,
        The semigroup S_M4 has no zero element.

        On the other hand, the program 15 finds the resonances of the semigroups given in (41).

        After introducing the semigroup tables, it defines the following variables: two auxiliar `SetS`
objects $S_0$ and $S_1$, the integers $j$ and $nResonances$ to count the different resonances that a given semigroup may have.

```java
package examples;
import expansion.Semigroup;
import expansion.SetS;
public class II_findResonances_ex_console {
    public static void main(String[] args) {
        // Manually enter the semigroups table
        SetS S0;
        SetS S1;
        int j, nResonances = 0;
        Then it defines a 2-dimensional array for each semigroup, whose elements are SetS objects.

        SetS[][] rS_E2;
        ... // Similarly define rS_N1, ..., rS_M4 for each semigroup.

To find the resonant decompositions of each semigroup, the method `findAllResonances` is used as follows.

        rS_E2 = S_E2.findAllResonances();
        ... // And similarly define rS_K3, ..., rS_M4 for the other semigroups.

This means that for each element in the array, let us call it $rS_{name}$, $rS_{name}$[j][0] and $rS_{name}$[j][1] will play respectively the role of $S_0$ and $S_1$ in the $j$th resonant decomposition for the semigroup $S_{name}$. This can be explicitly seen in the following piece of code, which is used to print the result.

```java
if (rS_E2 != null) {
    System.out.println("The semigroup S_{E2} has "+rS_E2.length+ " resonances:");
    for (j = 0 ; j < rS_E2.length ; ++j ) {
        nResonances = nResonances + 1;
        S0 = rS_E2[j][0] ;
        S1 = rS_E2[j][1] ;
        System.out.println("Resonance #" +nResonances);
        System.out.print("S0: ");
        S0.show();
        System.out.print("S1: ");
        S1.show();
    }
    nResonances = 0;
}
```

A sample output looks as follows.

... The semigroup S_N3 has 5 resonances:
Resonance #1
S0: 2 4
S1: 1 3 4
Resonance #2
S0: 2 3 4
S1: 1 4
Resonance #3
S0: 1 2 4
S1: 3 4
Resonance #4
S0: 2 3 4
S1: 1 3 4
Remarkably, a semigroup having more than one resonant decomposition might lead, through the S-expansion procedure, to different non-isomorphic expanded Lie algebras. This is the case of the semigroup $S_{N3}$, which according to the summary given in table 5 and Eqs. 34 and 36 of Ref. [38], allows to obtain the Type III and V Bianchi algebras with the resonant conditions:

$$S_0 = \{\lambda_2, \lambda_4\}, \quad S_1 = \{\lambda_1, \lambda_3, \lambda_4\}. \quad (42)$$

and

$$S_0 = \{\lambda_2, \lambda_3, \lambda_4\}, \quad S_1 = \{\lambda_1, \lambda_4\}. \quad (43)$$

According to the previous output sample, they correspond to the resonances #1 and #2.

5.3 All the semigroups with resonances and/or zero element

In some applications it is useful to have a list containing all the resonant decompositions of semigroups of a given order, e.g., if we want to study all the possible resonant subalgebras of the S-expansions of a given Lie algebra. The program 13 perform this task for the order 4.

```java
package examples;
import seexpansion.Semigroup;
import seexpansion.SetS;

public class II_findAllResonances
{
    public static void main(String[] args)
    {
        Semigroup[] list = Semigroup.loadFromFile("src/data/");
        SetS[][] Resonances;
        SetS S0, S1;
        int i, j, nResonances = 0, nSemigroupWithResonance = 0, TotalResonances = 0;
        for (i = 0; i < list.length; i++)
            if (list[i].order == 4 & list[i].isCommutative())
                Resonances = list[i].findAllResonances();
            if (Resonances != null)
                nSemigroupWithResonance = nSemigroupWithResonance + 1;
                TotalResonances = TotalResonances + Resonances.length;
                System.out.println("The semigroup #" + list[i].ID + " has "+Resonances.length+" resonances");
            list[i].show();
        for (j = 0; j < Resonances.length; j++)
            nResonances = nResonances + 1;
            S0 = Resonances[j][0];
            S1 = Resonances[j][1];
            System.out.println("Resonance #" + nResonances);
            System.out.print("S0: ");
            S0.show();
            System.out.print("S1: ");
            S1.show();
        nResonances = 0;
    }
}
System.out.println("There are "+nSemigroupWithResonance+" resonant decompositions.");
```
The semigroup #42 has 5 resonances
1 1 1 1
1 1 1 2
1 1 1 3
1 2 3 4
Resonance #1
S0: 1 4
S1: 1 2 3
Resonance #2
S0: 1 3 4
S1: 1 2
Resonance #3
S0: 1 2 4
S1: 1 3
Resonance #4
S0: 1 3 4
S1: 1 2 3
Resonance #5
S0: 1 2 4
S1: 1 2 3
The semigroup #43 has 2 resonances
...
There are 48 semigroups with at least one resonance and there are in total 124 different resonances.

Thus, apart from giving explicitly the resonances of all the non-isomorphic semigroups of a given order, the program 13 also gives the total number of semigroups having at least one resonance and the total number of different resonances. By changing the value of the variable list[i].order one can easily obtain the results for other orders. For the order 5 and 6 the output is so big that, depending on the Java environment that is being used, it could not be fully printed to screen. For this reason, the program 14 makes the same calculation for the orders \( n = 2, \ldots, 6 \) and prints the output in the folder 

```
./Output/examples/
```

On the other hand, also a list with all the semigroups of a given order having a zero element is useful if we want to study all the possible S-expansions followed by a 0S-reduction for a given Lie algebra. The program 18 make this for the order 4.

```
package examples;
import sexpansion.Semigroup;
public class II_findzero_console_ord4 {
    public static void main(String[] args) {
        Semigroup[] list = Semigroup.loadFromFile("src/data/");
        Semigroup s;
        int elementoCero;
        int i, j;
        for ( i = 0; i < list.length; ++i){
            s = list[i];
            ...
```

In particular, these outputs can also be found as pdf documents in the file Output examples.zip which is available together with the library in [56]. Using font-size 10, those documents contain 13 pages for \( n = 4 \), 130 for \( n = 5 \) and 1668 for \( n = 6 \).
elementoCero = list[i].findZero();
if ( s.order == 4 && elementoCero != -1 && list[i].isCommutative() ) {
  +j;
  System.out.println("#" + list[i].ID);
  list[i].show();
  System.out.print("The zero element is ");
  System.out.println(elementoCero);
}
System.out.println("Number of semigroups with zero element: "+j);
}

Again, changing the value in the variable s.order one can easily obtain the results for other orders. In particular, the program 20 performs the same calculation for \( n = 2, \ldots, 6 \) and prints the results in the folder "./Output_examples/".

Finally, the program 17 mix both types of codes described above in order to give the list of all semigroups having simultaneously both zero element and at least one resonance (the outputs are also printed to a file). It is also worth to point out that the type of programs described here were used in the Sections 4.1 and 4.2 of Ref. \[5\] to study the general properties of the expansions with semigroups up to order 6. These results will be summarized in Eq. \[50\] of the Section \[5.6\] where also the number of semigroups preserving semisimplicity will be given.

### 5.4 Examples of isomorphisms

As shown in Refs. \[15, 25, 43\], the following families of semigroups

\[
S_E^{(N)} = \{\lambda_0, \ldots, \lambda_N, \lambda_{N+1}\} \quad \text{and} \quad \lambda_\alpha \lambda_\beta = \begin{cases} \lambda_{\alpha+\beta}, & \alpha + \beta \leq N + 1 \\ \lambda_{N+1}, & \alpha + \beta > N + 1 \end{cases}, \tag{44}
\]

\[
S_M^{(N)} = \{\lambda_0, \ldots, \lambda_N\} \quad \text{and} \quad \lambda_\alpha \lambda_\beta = \begin{cases} \lambda_{\alpha+\beta}, & \alpha + \beta \leq 6 \\ \lambda_{\alpha+\beta-6}, & \alpha + \beta > 6 \end{cases}, \tag{45}
\]

allows to generate the algebras \( B_{N+2} \) and \( C_{N+2} \) which, as explained in the introduction, have been recently used in many applications in gravity theories. For each order \( n \), the semigroups \( S_E^{(n-2)} \) and \( S_M^{(n-1)} \) represents non isomorphic semigroups. For example, the semigroups corresponding of order 7 are given by,

\[
\begin{array}{ccccccccccc}
S_E^{(5)} & \lambda_0 & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_0 & \lambda_0 & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_1 & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_2 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_3 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_4 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_5 & \lambda_5 & \lambda_6 \\
\lambda_6 & \lambda_6 & \\
\end{array}
\quad 
\begin{array}{ccccccccccc}
S_M^{(6)} & \lambda_0 & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_0 & \lambda_0 & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_1 & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_2 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_3 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_4 & \lambda_4 & \lambda_5 & \lambda_6 \\
\lambda_5 & \lambda_5 & \lambda_6 \\
\lambda_6 & \lambda_6 & \\
\end{array}
\tag{46}
\]

The program 4,

```java
package examples;
import sexpansion.Semigroup;
public class IsomorphismsEx1 {
    public static void main(String[] args) {
        // determines if there are isomorphisms between them. After introducing the semigroups as done before (reminding to rename the semigroups elements in such a way that they are represented by positive integer numbers), we use the method isotope as follows,
```
if (SE_5.isIsomorphic(SM_6)[0]) {
    System.out.println("SE_5 is isomorphic to SM_6");
} else {
    System.out.println("SE_5 is not isomorphic to SM_6");
}

The output reads,

SE_5 is not isomorphic to SM_6

Similar programs were used in Ref. 38 to check that the semigroups $S_E^{(2)}$, $S_K^{(3)}$, $S_{N1}$, $S_{N2}$, $S_{N3}$ are not isomorphic between them and thus, that they represent different solutions to relate 2 and 3-dimensional algebras. Indeed, with the same kind of code, one could easily check that all the semigroups of order 4 given in Eq. (11) are not isomorphic between them.

On the other hand, there are cases where we need to identify the specific semigroup $S_a^{(n)}$ of the lexicographical classification to which a given semigroup $\tilde{S}$ is isomorphic. For example, let us consider the semigroup $S_{N3}$ of the Eq. (11). Using the method isEqualTo of the Semigroup class one may check that its multiplication table does not coincide with any table of the list sem.4 (and, in general, this will happens for any semigroup which does not have a lexicographical order). However that list is exhaustive, i.e., it contains all the non isomorphic semigroups of order 4 and thus, $S_{N3}$ must be isomorphic to one and only one semigroup in the list sem.4.

Before showing how we can find the semigroup $S_a^{(4)}$ which is isomorphic to $S_{N3}$, it is worth to see first how the methods of our library generate all the permutations (and the corresponding inverses) of a given set with $n$ elements. The program 8 perform that task for $n = 4$ using the methods allPermutations and inversePermutation. First, it defines a SetS object $n$elements with $n$ elements and stores all its permutations in the SetS object called allpermut.

```java
package examples;
import seexpansion.SetS;
public class IPermutations_and_inverses_console_n4 {
    public static void main(String[] args) {
        int n = 4, i;
        SetS [] allpermut ;
        SetS n_elements ;
        n_elements = new SetS(n);
        allpermut = n_elements.allPermutations() ;

        Then, with the following piece of code we obtain the result.
        for ( i = 0 ; i < allpermut.length; ++i ) {
            System.out.println("Permutation #" +i);
            allpermut[i].show();
            System.out.println("The inverse permutation is: ");
            allpermut[i].inversePermutation().show();
        }
    }
}
```

In the same way, the program 9 generate the list of all permutations with their corresponding inverses for a set of $n$ elements, with $n = 2,\ldots,7$. The results are directly printed in the folder "/Output_examples/" and in each case the $n!$ permutations are labeled here by $P^X$, with $X = 0,\ldots,(n! - 1)$.

Now, it is easy to see how the program 5 finds the semigroup $S_a^{(4)}$ of the lexicographic classification which is isomorphic to $S_{N3}$. First, it reads the semigroup $S_{N3}$, the full list of

12We remind that those semigroups were labeled in Section 2.4 by $S_a^{(n)}$, where $a = 1,\ldots,Q$ identify a specific semigroup of order $n$ and $Q$ is the total number of semigroups in that order.
semigroups of order 4 and defines some useful variables with the method \textit{allPermutations} explained before.

```java
package examples;
import sexpansion.Semigroup;
import sexpansion.SetS;
public class IsomorphismsEx2 {
    public static void main(String[] args) {
        int[][] mSN3 = {{4, 1, 4, 4}, {1, 2, 3, 4}, {4, 3, 4, 4}, {4, 4, 4, 4}};
        Semigroup SN3 = new Semigroup(mSN3);
        Semigroup[] lista = Semigroup.loadFromFile("src/data/");
        int i, k;
        Semigroup[] permutations;
        SetS[] p = (new SetS(4)).allPermutations();
        for (i = 0; i < lista.length; ++i) {
            if (lista[i].order == 4) {
                if (lista[i].isotest(SN3)[0]) {
                    System.out.println("The semigroup "+ lista[i].ID);
                    lista[i].show();
                    System.out.println("is isomorphic to SN3.");
                    permutations = lista[i].permute();
                    for (k = 0; k < permutations.length; ++k) {
                        if (permutations[k].isEqualTo(SN3)) {
                            System.out.print("A permutation that brings "+ lista[i].ID + " to SN3 is ");
                            System.out.println(k);
                            p[k].show();
                            System.out.println("The inverse permutation is:");
                            p[k].inversePermutation().show();
                        }
                    }
                }
            }
        }
    }
}
```

After introducing $S_{N3}$ as usual, the following piece of code performs the task.

```java
for (i = 0 ; i < lista.length ; ++i){
    if ( lista[i].order == 4 ) {
        if ( lista[i].isotest(SN3)[0] ) {
            System.out.println("The semigroup "+ lista[i].ID);
            lista[i].show();
            System.out.println("is isomorphic to SN3.");
            permutations = lista[i].permute();
            for (k = 0 ; k < permutations.length ; ++k ) {
                if ( permutations[k].isEqualTo(SN3) ) {
                    System.out.print("A permutation that brings "+ lista[i].ID + " to SN3 is ");
                    System.out.println(k);
                    p[k].show();
                    System.out.println("The inverse permutation is:");
                    p[k].inversePermutation().show();
                }
            }
        }
    }
}
```

The output reads,

The semigroup #42
\[
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 2 \\
1 & 1 & 1 & 3 \\
1 & 2 & 3 & 4 \\
\end{array}
\]
is isomorphic to SN3.

****
A permutation that brings #42 to SN3 is P#19
\[
\begin{array}{cccc}
4 & 1 & 3 & 2 \\
\end{array}
\]
The inverse permutation is:
\[
\begin{array}{cccc}
2 & 4 & 3 & 1 \\
\end{array}
\]

****
A permutation that brings #42 to SN3 is P#22
\[
\begin{array}{cccc}
4 & 3 & 1 & 2 \\
\end{array}
\]
The inverse permutation is:
\[
\begin{array}{cccc}
3 & 4 & 2 & 1 \\
\end{array}
\]

Interestingly, more than one permutation may represent the isomorphism. To show how the permutation must be applied according to the definition given by Eq. (38), let us see explicitly
the relation with $P^{#19}$:

\[
\begin{pmatrix}
S^{42}_{(4)}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_1 & \lambda_1 & \lambda_1 \\
\lambda_2 & \lambda_1 & \lambda_1 & \lambda_2 \\
\lambda_3 & \lambda_1 & \lambda_1 & \lambda_3 \\
\lambda_4 & \lambda_1 & \lambda_2 & \lambda_4 \\
\end{pmatrix}
= \begin{pmatrix}
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\end{pmatrix}
\begin{pmatrix}
S_{N3}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\end{pmatrix}
\sim
\begin{pmatrix}
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\
\end{pmatrix}.
\]

(47)

In addition, the program 10 uses the methods permuteWith and equalTo to check the result in both senses, i.e., it checks that:

- $S_{N3}$ can be obtained by applying the permutations $P^{#19} = (4 \ 1 \ 3 \ 2)$ and $P^{#22} = (4 \ 3 \ 1 \ 2)$ to the semigroup $S^{42}_{(4)}$.
- $S^{42}_{(4)}$ can be obtained by applying the permutations the permutations $(P^{#19})^{-1} = P^{#11} = (2 \ 4 \ 3 \ 1)$ and $(P^{#22})^{-1} = P^{#17} = (3 \ 4 \ 2 \ 1)$ to the semigroup $S_{N3}$.

With those isomorphisms one can directly check that the five resonances found for $S_{N3}$ and $S^{42}_{(4)}$, respectively in Sections 5.2 and 5.3, are in one to one correspondence.

With simple modifications on the inputs of the program described above, the reader may check if there exist isomorphisms for any given set of semigroups. Indeed, this type of code was used to find the isomorphisms given in Section 6 of Ref. [38].

5.5 Examples with S-expanded algebras

As explained in Section 4.1, given a semigroup we can use the method getSelector to obtain the adjoint representation of any semigroup. An explicit example to do this is provided by the program 26. Now, we are going to describe the main characteristics of the programs 28-35 in order to illustrate how to perform S-expansions.

Let us first consider the Lie algebra $G = sl(2)$ with the following commutation relations

\[
\begin{align*}
[X_1, X_2] &= -2X_3 \\
[X_1, X_3] &= 2X_2 \\
[X_2, X_3] &= 2X_1.
\end{align*}
\]

(48)

Consider also the semigroup

\[
\begin{array}{c|ccccc}
S^{770}_{(5)} & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 \\
\hline
\lambda_1 & \lambda_1 & \lambda_1 & \lambda_1 & \lambda_1 \\
\lambda_2 & \lambda_1 & \lambda_2 & \lambda_1 & \lambda_5 \\
\lambda_3 & \lambda_1 & \lambda_1 & \lambda_3 & \lambda_4 \\
\lambda_4 & \lambda_1 & \lambda_1 & \lambda_4 & \lambda_3 \\
\lambda_5 & \lambda_1 & \lambda_5 & \lambda_1 & \lambda_2 \\
\end{array}
\]

(49)

which has the resonant decomposition $S_0 = \{\lambda_1, \lambda_2, \lambda_3\}$, $S_0 = \{\lambda_1, \lambda_4, \lambda_5\}$ and where $\lambda_1$ is the zero element. The program 28 gives the non vanishing commutators and structure constants of:

- the expanded algebra $G_S$,
- the resonant subalgebra $G_{S,R}$,
- the reduced algebra $G_{S,\text{red}}$ and
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• the reduction of the resonant subalgebra $G_{S,R_{\text{red}}}$

To do this we need the following classes.

```java
package examples;
import Jama.Matrix;
import sexpansion.Semigroup;
import sexpansion.SetS;
import sexpansion.StructureConstantSet;
import sexpansion.StructureConstantSetExpanded;
import sexpansion.StructureConstantSetExpandedReduced;
import sexpansion.StructureConstantSetExpandedResonantReduced;
public class I1SExp_s12S770 {
  public static void main(String[] args) {

    Then, we define an object called `metric` with the class `Matrix` of the `jama` library and use the method `setStructureConstant` of the class `StructureConstantSet` to introduce the non-vanishing structure constants $C^k_{ij}$ of the original algebra.

    ```java
    Matrix metric;
    StructureConstantSet sl2 = new StructureConstantSet(3);
    sl2.setStructureConstant(0, 1, 2, -2);
    sl2.setStructureConstant(0, 2, 1, 2);
    sl2.setStructureConstant(1, 2, 0, 2);
    metric = sl2.cartanKillingMetric();
    metric.print(2, 2); // Show its KC metric
    System.out.println(metric.det()); // Prints its determinant
    ```

    In addition the KC metric and its determinant is calculated. Next, the program loads the semigroup $S_{770}^{(5)}$ and its resonant decomposition using the classes `Semigroup` and `SetS`

    ```java
    int[][] mS770 = {
        {1, 1, 1, 1, 1}, {1, 2, 1, 1, 5}, {1, 1, 3, 4, 1},
        {1, 1, 4, 3, 1}, {1, 5, 1, 1, 2}};
    Semigroup S770 = new Semigroup(mS770);
    int[][] mS0 = {{1, 2, 3}};
    SetS S0 = new SetS(mS0);
    int[][] mS1 = {{1, 4, 5}};
    SetS S1 = new SetS(mS1);
    int[][] mV0 = {{1}};
    SetS V0 = new SetS(mV0);
    int[][] mV1 = {{2, 3}};
    SetS V1 = new SetS(mV1);
    ```

    Now, we use the methods `showCommut`, `showSC` and `cartanKillingMetric` to compute the commutators, structure constants and KC metric of expanded algebra (here, some prints which explain the output are omitted for space reasons).

    ```java
    // 1) the expanded algebra
    StructureConstantSetExpanded Gexp = S770.getExpandedStructureConstant(sl2);
    Gexp.showCommut();
    Gexp.showSC();
    Matrix metricaGexp = Gexp.cartanKillingMetric();
    metricaGexp.print(0, 0);
    System.out.println(metricaGexp.det());
    ```

    According to the convention explained at the end of Section 4.1, this is done in such a way that $i, j, k = 0, 1, \ldots, n - 1$ where $n$ is the dimension of $G$. Similarly, $a, b, c = 0, 1, \ldots, m - 1$ in the functions $C^{(k,c)}_{(i,a)(j,b)}$, where $m$ is the order of the semigroup. However, the outputs will be given in such a way that $i, j, k = 1, \ldots, n$ and $a, b, c = 1, \ldots, m$.

    13
This way, we have reproduced the 6 steps explained in Section 4.2 for the specific expansion of \(sl(2)\) with the semigroup \(S^{770}_{5}\).

Similarly, the program 28 follows the steps given in Sections 4.3 and 4.4 to obtain the resonant subalgebra and reduced algebra.

```java
// 2) the resonant subalgebra
StructureConstantSetExpandedResonant ResGexp =
    new StructureConstantSetExpandedResonant(Gexp.data, S0, S1, V0, V1);
ResGexp.showCommutRes();
ResGexp.showSCRes();
Matrix metricaResGexp = ResGexp.cartanKillingMetricPretty();
metricaResGexp.print(0, 0);
System.out.println(metricaResGexp.det());
```

```
// 3) the reduced algebra showCommutRel
StructureConstantSetExpandedReduced RedGexp =
    new StructureConstantSetExpandedReduced(S770.getExpandedStructureConstant(sl2).data, 1);
RedGexp.showCommutRed();
RedGexp.showSCRed();
Matrix metricaRedGexp = RedGexp.cartanKillingMetricPretty();
metricaRedGexp.print(0, 0);
System.out.println(metricaRedGexp.det());
```

Finally, the reduction of the resonant subalgebra is obtained as follows.

```java
// 4) the reduction of the resonant subalgebra
StructureConstantSetExpandedResonantReduced RedResGexp =
    new StructureConstantSetExpandedResonantReduced(ResGexp, 1);
RedResGexp.showCommutResRed();
RedResGexp.showSCResRed();
Matrix metricaRedResGexp = RedResGexp.cartanKillingMetricPretty();
metricaRedResGexp.print(0, 0);
System.out.println(metricaRedResGexp.det());
```

A sample output for the expanded algebra looks as follows.

Killing–Cartan metric of \(sl(2)\)

|   |   |   |
|---|---|---|
| -8.00 | 0.00 | 0.00 |
| 0.00 | 8.00 | 0.00 |
| 0.00 | 0.00 | 8.00 |

whose determinant is: -512.0

METHOD: showCommut()
Non vanishing commutators of the 'Expanded algebra'

\(n = 3\), Dimension of the original Lie algebra.
\(m = 5\), Order of the semigroup.

With the notation: \(X_{i, a} = \lambda_{a} X_{i}\) \(\lambda_{a}\) the generators of the 'Expanded algebra' are given by:

\(Y_{1} = X_{1,1}\)
\(Y_{2} = X_{1,2}\)
\(Y_{3} = X_{1,3}\)
\(Y_{4} = X_{1,4}\)
\(Y_{5} = X_{1,5}\)
\(Y_{6} = X_{2,1}\)
\(Y_{7} = X_{2,2}\)
\(Y_{8} = X_{2,3}\)
\(Y_{9} = X_{2,4}\)
\[ Y_{10} = X_{2,5} \]
\[ Y_{11} = X_{3,1} \]
\[ Y_{12} = X_{3,2} \]
\[ Y_{13} = X_{3,3} \]
\[ Y_{14} = X_{3,4} \]
\[ Y_{15} = X_{3,5} \]

The non vanishing commutators of the 'Expanded algebra' are given by:
\[
\begin{align*}
& [ X_{1,1}, X_{2,1} ] = -2.0 \times X_{3,1} \\
& [ X_{1,1}, X_{2,2} ] = -2.0 \times X_{3,1}
\end{align*}
\]
... // here it follow 73 non vanishing commutators of the Expanded algebra

METHOD: showSC()
Non vanishing structure constants of the Expanded algebra:
\[
\begin{align*}
& C_{(1,1)(2,1)}^{(3,1)} = -2.0 \\
& C_{(1,1)(2,2)}^{(3,1)} = -2.0
\end{align*}
\]
... // here it follow 73 non vanishing structure constants of the Expanded algebra

METHOD: cartanKillingMetric()
The Killing-Cartan Metric of the Expanded algebra is:

\[
\begin{array}{cccccccccccc}
-8 & -8 & -8 & -8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-8 & -24 & -8 & -8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-8 & -8 & -24 & -8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-8 & -8 & -8 & -24 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 8 & 8 & 8 & 8 & 8 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 8 & 24 & 8 & 8 & 8 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 8 & 24 & 8 & 8 & 8 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 8 & 8 & 24 & 8 & 8 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 8 & 8 & 8 & 24 & 8 & 8 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 8 & 8 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 8 & 24 & 8 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 8 & 8 & 24 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 8 & 8 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 8 & 24 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 8 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

The determinant of the Killing-Cartan Metric of the Expanded algebra is:
-1.44115188075855872E17

Now, the part of the output corresponding to the reduction of the resonant subalgebra looks as follows.

METHOD: showCommutResRed()
Non vanishing commutators of the 'Reduction of the Resonant Subalgebra'

With the notation: \( X_{i,a} = X_{i} \lambda_a \), the generators of the 'Reduction of the Resonant Subalgebra' are given by:

\[
\begin{align*}
& Y_{2} = X_{1,2} \\
& Y_{3} = X_{1,3} \\
& Y_{6} = X_{2,4} \\
& Y_{10} = X_{2,5} \\
& Y_{14} = X_{3,4} \\
& Y_{15} = X_{3,5}
\end{align*}
\]

The non vanishing commutators of the 'Reduction of the Resonant Subalgebra' are given by:
METHOD: showSCResRed()
Non vanishing structure constants of the 'Reduction of the Resonant Subalgebra'
are given by:
\[ C_{(1,2)(2,5)}^{(3,5)} = -2.0 \]
\[ C_{(1,2)(3,5)}^{(2,5)} = 2.0 \]
\[ C_{(1,3)(2,4)}^{(3,4)} = -2.0 \]
\[ C_{(1,3)(3,4)}^{(2,4)} = 2.0 \]
\[ C_{(2,4)(3,4)}^{(1,3)} = 2.0 \]
\[ C_{(2,5)(3,5)}^{(1,2)} = 2.0 \]

METHOD: cartanKillingMetricPretty()
The Killing-Cartan Metric of the Reduced algebra is:

\[
\begin{bmatrix}
-8 & 0 & 0 & 0 & 0 & 0 \\
0 & -8 & 0 & 0 & 0 & 0 \\
0 & 0 & 8 & 0 & 0 & 0 \\
0 & 0 & 0 & 8 & 0 & 0 \\
0 & 0 & 0 & 0 & 8 & 0 \\
0 & 0 & 0 & 0 & 0 & 8 \\
\end{bmatrix}
\]

The determinant of the Killing-Cartan Metric of the Reduced algebra is:
262144.0

The programs 29-31 perform the same kind of calculation for the semigroups \( S_{968}^{(5)} \), \( S_{990}^{(5)} \) and \( S_{991}^{(5)} \). According to the Section 5 of Ref. [55] these are the semigroups of lowest order that leads (after extracting reduced and resonant subalgebras) to non trivial expansions of \( \mathfrak{sl}(2) \) in such a way that semisimplicity is preserved. In addition the programs 32-35 uses the method showPretty to generate the adjoint representations for expansions of \( \mathfrak{sl}(2) \) with the same semigroups. A sample output for the reduction of the resonant subalgebra obtained with the semigroup \( S_{770}^{(5)} \) is given in what follows.

NOTATION for the Reduction of the Resonant Subalgebra:
To print the structure constants notice that for (i,a) fixed, the quantities \( C_{(i,a)(j,b)}^{(k,c)} \) are elements of a matrix \( M \) whose indices have the following values:
\[ A,B = 2, 3, 9, 10, 14, 15, \]
Or equivalently,
\[ A,B = (1,2), (1,3), (2,4), (2,5), (3,4), (3,5), \]
Here we print the matrices \( C_{(i,a)(j,b)}^{(k,c)} \), with the double indices having the values described above.

\[
\begin{bmatrix}
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & -0.0 & -0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & -0.0 & -2.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\end{bmatrix}
\]
Here we print the matrices $C_{(1,3) (j,b)}^{(k,c)}$, with the double indices having the values described above.

... The full output of the programs described on this section can be found in the file Output_examples.zip available in [56].

5.6 Identifying S-expansions that preserve semisimplicity

In [55] it was shown that commutativity, solvability and nilpotency are properties preserved under the S-expansions any semigroup, whilst properties like semisimplicity and compactness are preserved only for semigroups satisfying certain conditions (see the summary given in Section 2.2). In what follows, we will show how our library can be used to identify all the semigroups preserving semisimplicity up to order 6.

Let us consider the $sl(2)$ algebra, whose commutation relations are given in Eq. (48). The program 42 calculates the S-expanded algebras $G_S = S_n \otimes G$ for all the non-isomorphic semigroups of the lists $sem.n$ for $n = 2, \ldots, 6$. As shown in what follows, for each expansion it checks if the determinant of the expanded Killing-Cartan metric is different than zero (again, for space reasons, some prints explaining the output are omitted)

```java
package examples;
import Jama.Matrix;
import sexpansion.Semigroup;
import sexpansion.StructureConstantSet;
import sexpansion.StructureConstantSetExpanded;
public class III$sl2_SExp_ord2$to$6$console {
    // To change the order modify the value of the integer 'order'
    // (only for values between 2 and 6)
    private static int order = 3;
    public static void main(String[] args) {
        Matrix metric;
        Semigroup[] listSemigroups = Semigroup.loadFromFile("src/data/");
        StructureConstantSet sl2 = new StructureConstantSet(3);
        sl2.setStructureConstant(0, 1, 2, -2);
        sl2.setStructureConstant(0, 2, 1, 2);
        sl2.setStructureConstant(1, 2, 0, 2);
        metric = sl2.cartanKillingMetric();
        metric.print(2, 2);
        System.out.println(metric.det());
        Semigroup semigroup;
        StructureConstantSetExpanded expandedAlgebra;
        int nCommutativos = 0;
        int nSemisimples = 0;
        int i;
        for (i = 0; i < listSemigroups.length; ++i) {
            semigroup = listSemigroups[i];
            if (semigroup.order == order && semigroup.isCommutative()) {
                nCommutativos = nCommutativos + 1;
            }
        }
    }
```
expandedAlgebra = semigroup.getExpandedStructureConstant( sl2 );
metric = expandedAlgebra.cartanKillingMetric();
if ( metric.det() != 0 ) {
    nSemisimples = nSemisimples + 1 ;
    System.out.println("A semisimple algebra has been found
    expanding with the semigroup "+semigroup.ID);
    semigroup.show();
    System.out.println("The metric of the expanded algebra is:");
    metric.print(2, 2);
    System.out.println("whose determinant is:");
    System.out.println(metric.det());
}

A sample of output reads,

Expanding by the semigroup #16
We have found a semisimple algebra
We have expanded by the semigroup:
  1 1 3
  1 2 3
  3 3 1
We show the metric of the S-expanded algebra

16.00 16.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16.00 24.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 16.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 8.00 8.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 8.00 8.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 8.00 12.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 12.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 8.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 8.00 8.00 0.00 0.00 0.00 0.00
Determinant of the metric: -1.34217728E8 .

Similarly, the programs 43-45 were used in Ref. 55 to perform S-expansions with all the non-isomorphic semigroups which have zero element and/or at least one resonances. In each case, these programs dentify the expanded algebras $G_{S,R}$, $G_{S,red}$, $G_{S,R,red}$ which are semisimple.

In particular, the figure 2 illustrate the different kind of expansions that can be done using the results of these programs for the order 3. For space reasons, only the label ‘a’ of the semigroup $S_{(3)}^{16}$ was written in the figure. The vertical axis illustrates the different types of expansions that can be performed and the boxes over the horizontal axis contain the semigroups that can be used for each case. The semigroups that preserve semisimplicity are labeled with a gray number and, as we can see, it might happen that a semigroup preserves semisimplicity in one level but not in other. This is the case of the semigroup $S_{(3)}^{16}$, appearing in the sample output above, which preserves semisimplicity for the expanded algebra but not for the resonant subalgebra.

The results of the programs 42-45 (which can also be found in the file Output_examples.zip
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available in [56] are summarized in the following table.

| n   | 2 | 3 | 4 | 5 | 6 |
|-----|---|---|---|---|---|
| #\(G_S\) | 3 | 12 | 58 | 325 | 2,143 |
| #pss | 2 | 5 | 16 | 51 | 201 |
| #\(G_{S,\text{red}}\) | 2 | 8 | 39 | 226 | 1,538 |
| #pss | 1 | 3 | 9 | 34 | 135 |
| #\(G_{S,R}\) | 1 | 8 | 48 | 299 | 2,059 |
| #r | 1 | 9 | 124 | 1,653 | 25,512 |
| #pss | 1 | 1 | 4 | 7 | 23 |
| #\(G_{S,R,\text{red}}\) | 0 | 5 | 32 | 204 | 1,465 |
| #r | 0 | 6 | 92 | 1,295 | 20,680 |
| #pss | 0 | 1 | 1 | 6 | 12 |

This table gives for each order the number of semigroups which allows to generate: S-expanded algebras \(G_S\), reduced algebras \(G_{S,\text{red}}\), resonant subalgebras \(G_{S,R}\) and reductions of the resonant subalgebras \(G_{S,R,\text{red}}\). The number of expansions preserving semisimplicity, denoted by #pss, is given for each case. Besides, as shown in Sections 5.2 and 5.3, a given semigroup might have more than one resonance and thus, for the cases with resonances, we also give the total number of resonances #r.

The fraction of semigroups preserving semisimplicity is very small and remarkably, as shown explicitly in Section 4.2 of Ref. [55], expansions performed with those semigroups always contains the original algebra as a subalgebra. For example, the semigroups \(S^2_{(n)}\) of order \(n = 3, 4, 5\) with a zero element and a resonant decomposition that preserve semisimplicity are:

\[
S_{(3)}^{12}, S_{(4)}^{88}, S_{(5)}^{770}, S_{(5)}^{779}, S_{(5)}^{922}, S_{(5)}^{968}, S_{(5)}^{990}, S_{(5)}^{991}.
\]

For some of them it is possible to perform more than one reduction consecutively and thus, it can be shown that the semigroups \(S_{(3)}^{12}, S_{(4)}^{88}, S_{(5)}^{770}\) and \(S_{(5)}^{922}\) leads after the whole process to the trivial result \(sl(2, \mathbb{R})\). Expansions with \(S_{(5)}^{770}, S_{(5)}^{968}, S_{(5)}^{990}\) leads essentially to \(sl(2, \mathbb{R}) \oplus sl(2, \mathbb{R})\), as it can be shown by performing a suitable change of basis. Finally, the expansion the semigroup \(S_{(5)}^{991}\) leads to \(su(2, \mathbb{R})\) as result of the expansion.

One of the motivations used in [55] to study S-expansions preserving semisimplicity was the possibility of establishing some relations between the classical simple Lie algebras \(A_n, B_n, C_n, D_n\) and the special ones. The detailed analysis revealed that the expansions preserving
semisimplicity generate only direct sums of simple algebras, always containing the original one as a subalgebra. This lead to the conjecture that there is no S-expansion procedure relating them (at least with the resonant conditions considered here). However, a general proof for this statement still remains as an open problem.

Finally, the programs 36-41 are examples to study the compactness property of S-expanded algebras (with semigroups of order \( n = 2, 3, 4 \)), in terms of the eigenvalues of the semigroup metric and the expanded Killing-Cartan metric given respectively in Eqs. (23) and (26). Following the procedure described in the previous section, these programs can be extended in order to study the compactness of resonant subalgebras and reduced algebras.

6 Comments

Motivated by the growing number of applications that the S-expansion method have had recently, mainly in the construction of higher dimensional gravity theories and the understanding of their interrelations, we have developed a computational tool to automatize this procedure. It is given as a Java library which is composed by 11 classes (listed in Section 2.5 and described in Sections 3 and 4) whose methods allows:

- To perform basic operations with semigroups (check associativity and commutativity, find the zero element, resonances and isomorphisms),
- To represent arbitrary Lie algebras and semigroups in order to perform S-expansions with arbitrary semigroups.

Many examples has been provided in Section 5 to solve a considerable number of problems. They are presented such that any user, not necessarily an expert in Java, can easily modify them to perform his own calculations.

An important input we have used in many of our algorithms is the lists of all the non isomorphic semigroups generated by the Fortran program gen.f given in Ref. [71]. Consequently, this is an input based in the results of many works related to the classification of semigroups (some of them, the most important for our purposes, were cited in Section 2.4). As mentioned in Ref. [71], the program gen.f should be able to generate in principle the full lists up to order 8. However, in our case we got them only up to order 6, because for some reason the program stops when reaches the 835,927th of the 836,021 semigroups of order 7. That is why, when we need to have the list of all non-isomorphic semigroups of a give order, we restrict our calculations up to order 6. However, with our library we can still perform calculations with semigroups of order higher than 6 (see e.g., the examples in Sections 5.1 and 5.4). The only issue is that we do not have the full list of non isomorphic tables for those higher orders.

Besides, as our library has an open licence GNU, we expect not only that these lists can be updated soon for semigroups up to order 8 but also that some of its methods can be improved and extended. For example, a superalgebra has usually a subspace structure \( \mathcal{G} = V_0 \oplus V_1 \oplus V_2 \) given by

\[
\begin{align*}
[\mathcal{G}_0, \mathcal{G}_0] & \subset \mathcal{G}_0, & [\mathcal{G}_0, \mathcal{G}_1] & \subset \mathcal{G}_1, & [\mathcal{G}_0, \mathcal{G}_2] & \subset \mathcal{G}_2 \\
[\mathcal{G}_1, \mathcal{G}_1] & \subset \mathcal{G}_0 \oplus \mathcal{G}_2, & [\mathcal{G}_1, \mathcal{G}_2] & \subset \mathcal{G}_1, & [\mathcal{G}_2, \mathcal{G}_2] & \subset \mathcal{G}_0 \oplus \mathcal{G}_2
\end{align*}
\]

This is consistent with the result obtained recently in Ref. [71], were it was stated that the expansion of simple algebras leads in general to non-simple algebras.

As mentioned before anyone can download, use and modify the library. The corresponding citation to this original version is appreciated.
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so, according with Ref. [15], in order to perform S-expansions of superalgebras one needs to consider resonant decompositions
\[ S = S_0 \cup S_1 \cup S_2 \]
satisfying
\[ S_0 \times S_0 \subset S_0, \quad S_0 \times S_1 \subset S_1, \quad S_0 \times S_2 \subset S_2 \]
\[ S_1 \times S_1 \subset S_0 \cap S_2, \quad S_1 \times S_2 \subset S_1, \quad S_2 \times S_2 \subset S_0 \cap S_2 \]
Therefore, an extension of the method described in Section 3.4 for this kind of resonances would allow to perform S-expansions of superalgebras with all the machinery developed in this work. It would also be useful to extend the library to perform resonant reductions which, as briefly mentioned at the end of Section 2.2 are more general than the $0_S$-reduction process.

Interestingly, in Ref. [75] it has been recently proposed an analytic method to answer if two given Lie algebras can be S-related. They consider resonances in which an element, different than zero, is not allowed to be repeated in the subsets of the considered decomposition of the semigroup. As our methods are able to find all possible resonant decompositions (allowing non-zero elements to be repeated), a method selecting the decompositions with non-repeated elements may be implemented in such a way that our library can also be useful for this kind of problem, at least for the case $S = S_0 \cup S_1$. We will provide those methods in Ref. [76] as a first extension of this library, together with an independent and complementary procedure that we developed in parallel, in order to answer whether two given Lie algebras can be S-related.

On the other hand, as mentioned in the introduction, in the early 60’s it was conjectured that all solvable Lie algebras could be obtained as a contraction of a semisimple Lie algebra of the same dimension (see, e.g., [17, 18]). Although in 2006 there were found some counterexamples that disproved this supposition [19] that problem has been revisited very recently in the context of the S-expansion [20]. Whether this method fixes the classification of solvable Lie algebras still remains an open problem, therefore we think that the computational tools developed in this work might be useful to work this out.

It is also worth to mention that the fact that the S-expansion reproduces all the WW contractions does not imply that the S-expansion covers all possible contractions. As noticed in [20] there exist contractions that cannot be realized by a WW contraction (see e.g., Refs.[77, 78]) and that is why it is still unclear whether all contractions can be obtained from S-expansions. On the other hand, we do know that there exist S-expansions that are not equivalent to any contraction (an explicit example is given in [20]) and, in general, this is the case of S-expansions with semigroups that do not belong to the family $S_E^{(N)}$ and/or the case of expansions that lead to algebras of dimension bigger than the original one. Thus, the computational tool provided on this article might also be useful to answer if S-expansions exhaust or not all possible contractions.

From the theoretical-physics point of view, the S-expansion method has been used to show that Chern-Simons (CS) or Born Infeld (BI) type gravities constructed with the $S_E^{(N)}$ family lead, on a certain limit, to higher dimensional General Relativity. Thus, between the possible new applications, the techniques developed in this paper might help to analyze if it is possible to uncover and classify all the relations of this type (some results on this particular problem will be submitted soon [79]). Besides, an extension of the method to calculate resonant decompositions able to expand superalgebras might also be very useful in the context of supergravity. For example, it might be analyzed if it is possible to obtain standard supergravity from a five-dimensional Chern-Simons supergravity based on a suitable expanded superalgebra.

Another application is related with the so called Pure Lovelock (PL) theory [80, 81, 82], which is a higher dimensional theory that has recently called the attention by the fact that their black hole solutions are asymptotically indistinguishable from the ones in general relativity. In Refs. [83, 84] an attempt to obtain PL gravity from CS and BI type gravities has been carried out using the expanded algebras. The relation is obtained at the level of the action,
but present some problems at the level of the field equations, which can be fixed only by performing suitable identifications of the fields. Thus, the methods of this library could be used to look for a suitable S-expanded algebra giving the right dynamical limit and without performing identification of the fields (see [55]).

Apart from the mentioned applications in gravity theories and Lie group theory, it would be interesting to analyze if this tool could have also applications in other physical theories related with symmetries as well as in other branches, like semigroup theory and constraint logic programming. Besides, Lie algebras and semigroups has been recently applied in robotics and artificial intelligence so it would also be interesting to explore possible applications of this methods in this area too.
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A List of program examples

In this Appendix we give the list of 45 example programs included in the file examples.zip available in [56]. Most of them has been described in Section 5 and, according to the classification explained in section 2.5, they are called generically as “prefix_name”.

1. I\_associative\_checking.java
2. I\_commutative\_checking.java
3. I\_commutative\_ord2\_to\_6.java
4. I\_isomorphisms\_ex1.java
5. I\_isomorphisms\_ex2.java
6. I\_isomorphisms\_ex3.java
7. I\_isomorphismsSE\_N.java
8. I\_Permutations\_and\_inverses\_console\_n4.java
9. I\_Permutations\_and\_inverses\_Order\_2\_to\_7.java
10. I\_PermuteWith\_ex.java
11. II\_AdjointRep\_Casimirs\_ex.java
12. II\_Example\_diagonalization.java
13. II\_findAllResonances\_console\_ord4.java
14. II\_findAllResonances\_ord2\_to\_6.java
15. II\_findresonances\_ex\_console.java
16. II\_findresonances\_ex.java
17. II\_findzero\_and\_AllResonances\_ord2\_to\_6.java
18. II\_findzero\_console\_ord4.java
19. II\_findzero\_ex.java
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