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Abstract Radiocarbon is an extremely useful carbon cycle tracer and radiometric dating tool. Here, we review the main principles and challenges involved in the use of radiocarbon in paleoceanography. First, we present a conceptual framework in which there are three possible uses of a radiocarbon measurement: (a) to obtain a calendar age interval, or a fossil entity’s age; (b) to obtain an estimate of a carbon reservoir’s past radiocarbon activity; or (c) to compare the relative radiocarbon activities of two contemporary carbon reservoirs. We discuss the analysis of marine fossil material, the generation of an atmospheric reference curve, and the interpretation of marine radiocarbon “ventilation metrics” in relation to this reference curve. It is emphasized that marine radiocarbon integrates the influences of: changing radiocarbon production; air-sea gas exchange effects at the sea surface; transport times within the ocean interior; and the mixing of water parcels with different transit times from the sea surface, and different sea-surface sources. These controls are what make radiocarbon such a powerful paleoceanographic tracer, though the difficulty of disentangling them is what makes marine radiocarbon dating and tracer studies so challenging. We discuss the implementation of radiocarbon in numerical models, and explore the theory linking ocean-atmosphere partitioning of radiocarbon and CO₂. Finally, we review existing records of marine radiocarbon variability over the last ∼25,000 years, which highlight the influence of ocean-atmosphere carbon exchange on past atmospheric CO₂ and climate, and point to emerging opportunities for resolving the global radiocarbon- and carbon budgets over the last glacial cycle.

Plain Language Summary Radiocarbon is a naturally occurring, albeit rare, isotope of carbon that is widely used in the biogesosciences: as a “dating tool,” to provide the age of carbon bearing materials; and as an environmental “tracer,” to track the movement of carbon in the environment. Radiocarbon is produced in the atmosphere, via the impact of cosmic radiation on nitrogen atoms. Once formed, it participates in the global carbon cycle, while gradually decaying away, providing a “clock” for the movement of carbon in the environment. In the field of paleoceanography (the study of past ocean dynamics and biogeochemistry), the most important areas of activity in the application of radiocarbon include: the ongoing improvement of analytical techniques for measuring ever smaller and more difficult samples; the elucidation of the myriad biological and sedimentary processes that may bias radiocarbon observations; and newly emerging opportunities for combining globally distributed observations with numerical and statistical models to infer increasingly detailed aspects of past ocean circulation and carbon cycle change. A revised synthesis of marine radiocarbon observations accumulated over the last decades attests to the ocean’s central role in past global change, and points to a wealth of exciting developments to be pursued in the years to come.

1. Introduction

Radiocarbon (¹⁴C) is one of three naturally occurring isotopes of carbon. Unlike its stable counterparts (¹²C and ¹³C), radiocarbon decays away with a half-life of ∼5700 years (i.e., the abundance of radiocarbon in a fixed mass halves every ∼5700 years). It is a relatively rare isotope of carbon, representing ∼1.2 × 10⁻¹⁰% of the total carbon inventory (compared to ∼98.9% for ¹²C, and ∼1.1% for ¹³C). Radiocarbon is naturally produced in the atmosphere via the collision of neutrons (themselves produced by cosmic protons) with nitrogen atoms, which capture a neutron and expel a proton to yield a radiocarbon atom. Once a radiocarbon atom is produced in the atmosphere it is cycled through the global carbon cycle (Figure 1), along with the other isotopes of carbon, eventually decaying back to stable nitrogen via beta particle emission (Craig, 1957).

Evidence for the existence of a radioactive isotope of carbon of atomic mass 14 was first discovered by Franz Kurie in 1934 (Kurie, 1934), but most of the fundamental work on its measurement and application as a
Figure 1. Illustration of some key aspects of the marine radiocarbon cycle (panel A), including processes operating at the air-sea interface (panel B) and the sediment-seawater interface (panel C). Radiocarbon is produced in the atmosphere (e.g., with a “fraction modern” radiocarbon activity, Fm ~ 1), after which it begins to decay away with a constant half-life while being cycled through the carbon cycle. The average timescale for exchange between a carbon bearing reservoir and the atmosphere will determine the extent of its isotopic enrichment relative to the atmosphere (e.g., yielding marine Fm ~ 0.82-0.95, and “radiocarbon-dead” lithosphere Fm ~ 0). The radiocarbon activity of the surface ocean reflects the efficiency of air-sea gas-exchange (e.g., modified by sea-ice cover), as well as the rate of mixing with the more radiocarbon-depleted ocean sub-surface (see panel A). The radiocarbon activity of the ocean (and its spatial distribution) therefore depends on air-sea gas exchange efficiency, combined with ocean interior transport rates and pathways. Net air-sea flux of radiocarbon (Φ(^14C)) depends on the CO_2 partial pressures and radiocarbon activities of both seawater and the overlying atmosphere (panel b), as well as the CO_2 solubility and exchange efficiency (represented in panel b by the factor “K”). Gas exchange involves isotopic fractionation of both ^13C/^12C and ^14C/^12C, with the latter twice as large as the former (i.e., ε_14 = 2 × ε_13, α_14 = α_13^2). Isotopic fractionation occurs during CO_2 uptake/release, during dissolved inorganic carbon speciation, and during organic carbon fixation or carbonate precipitation. By convention, these fractionation effects are corrected for when reporting radiocarbon activities/dates, by normalizing to equivalent organic carbon activities (measured activity/normalized activity, A/A_{SN} ~ (1 - 2(25 + d_13C_S)/1,000)). At the sediment-water interface (i.e., at the sea floor; panel [c]), benthic material will ideally reflect bottom-water radiocarbon activity, and co-deposited planktonic material will reflect the activity of overlying surface waters. However, the radiocarbon activity of sedimentary material can be influenced by: for example, mixing of old/young sediments via bioturbation, the supply of old/young carbon to pore-waters via respiration/dissolution of organic carbon/carbonate, and the possible precipitation of secondary carbonate coatings (or primary benthic carbonate) from pore-waters that have been influenced by respiration/dissolution of pelagic material.
Radiocarbon is widely used in the biogeoosciences (and archaeology, for example) due to the time-dependence of its decay, and/or its participation in the carbon cycle. Radiocarbon is perhaps best known for its use as a radiometric dating tool, and indeed it was developed by W. F. Libby primarily for this purpose (Libby, 1955). However, it is a curious fact that the conditions under which radiocarbon can be used to provide accurate calendar dates are far from universal, and are actually quite restricted. This review focuses on the challenges that arise in the use of radiocarbon in paleoceanography, where radiocarbon is used both as a dating tool and as an ocean circulation and carbon cycle tracer. First, in Section 2, we present a general conceptual framework for understanding the use of radiocarbon in paleoceanography, and discuss the central concepts and challenges associated with: (a) the analysis of marine fossil material; (b) the generation of an atmospheric reference curve; and (c) the interpretation of marine radiocarbon “ventilation metrics” in relation to this reference curve. Then, in Section 3, we address the developments and challenges associated with implementing radiocarbon in numerical models. In Section 4 we explore a basic theory for the link between marine radiocarbon, the marine “disequilibrium” and “respired” dissolved inorganic carbon (DIC) inventories, and atmospheric CO₂. Finally, in Section 5, we turn to the history.
of marine radiocarbon variability over the last ~25,000 years, and its implications for the ocean's role in carbon cycle and climate change.

2. Theory and Concepts for the Use of Radiocarbon as a Dating Tool and Tracer in Paleoceanography

2.1. A General Conceptual Framework for the Use of Radiocarbon in Paleoceanography

If radiocarbon were distributed uniformly alongside the stable carbon isotopes at the Earth's surface (i.e., in the atmosphere, ocean, and biosphere), it would serve as a straightforward chronological tool. However, the journey from its formation in the upper atmosphere to all the waters, soils, minerals and tissues of the world is not instantaneous. In addition, isotopic fractionation associated with phase transitions and chemical reactions can contribute to radiocarbon biases between reservoirs. As a result, different pools of carbon in the environment (e.g., dissolved inorganic carbon at a given location in the surface ocean, vs. carbon dioxide in the troposphere) will have different radiocarbon activities, at the same point in time. This means that different contemporary fossil entities can be formed, and eventually deposited, with different initial radiocarbon activities, depending on the reservoir that they have fixed their carbon from. To complicate matters, due to variable radiocarbon production rates and/or variable fluxes between carbon reservoirs, the radiocarbon activities of the various Earth surface reservoirs will vary over time. The evolving offsets in radiocarbon activity between carbon reservoirs creates the potential to use radiocarbon as an environmental tracer that informs on the physical, chemical, and biological processes that operate within them, and that mediate carbon exchanges between them. At the same time (and in a necessarily alternative application), it means that radiocarbon can only be used to date fossil material if we know how the radiocarbon activities of the relevant Earth surface reservoirs have evolved over time, thereby allowing us to calibrate “radiocarbon years” to calendar years. This is why accurate radiocarbon dating can be challenging.

The radiocarbon system combines the complexity of the global carbon cycle with the added influences of: variable cosmogenic isotope production (and hence the influence of geomagnetic field strength and solar activity variability); isotopic fractionation during phase transitions and chemical reactions; and constant gradual radioactive decay (see Figure 1). Most radiocarbon measurements further include influences from the biological systems that produce the fossils, tissues or minerals that are analyzed, as well as the sedimentary systems that these fossils “filter” through, into the geological record. The isotopic rarity of radiocarbon lends further analytical challenges, particularly for the analysis of small aliquots of relatively old material. These complexities make it particularly useful to adopt a consistent theoretical framework and rigorous nomenclature to avoid confusion and/or misinterpretation of the radiocarbon system (Mook & van der Plicht, 1999; Soulet et al., 2016; Stuiver & Polach, 1977). Because attendant complexities render such a framework and nomenclature somewhat cumbersome, we restrict ourselves to summarizing here just the most central axioms for interpreting measured radiocarbon activities in this context:

1. The basic known quantity for any radiocarbon-dated sample is the activity ratio, or “fraction modern carbon,” of the sample (Reimer et al., 2004), defined as: \( F_{\text{m reporting time}} \). This is the ratio of the measured (and mass-dependent isotopic fractionation-normalized) radiocarbon activity in the sample, relative to the radiocarbon activity that is defined as representing the year 0 before present (BP), that is, the year 1950, via primary oxalic acid standards (Stuiver & Polach, 1977). Note that 1950 is therefore defined as “the present” in this system.

2. The measured fraction modern of a sample (i.e., \( F_{\text{m sample}} \)) simply represents a point on a decay curve that extends from the past, through the present, and into the future, along a trajectory that is defined by the radiocarbon decay constant, \( \lambda_C \) (i.e., where the “true” or “Cambridge” half-life, \( r_C = \ln(2)/\lambda_C \)). The decay constant thus allows us to “adjust” a measured fraction modern, \( F_{\text{m sample}} \), to the value it would have been at any given “time before present” (T) in the past: that is, \( F_{\text{m sample}} \) (see Figure 2).

3. If we assume that the \( F_{\text{m sample}} \) of the measured sample faithfully recorded the radiocarbon activity of its “parent” carbon reservoir at the time (T) that it formed (i.e., it has not been biased by biological, sedimentary, diagenetic, analytical or other influences), then we can use the measured \( F_{\text{m sample}} \) value, along with the radiocarbon decay constant, to do one of three things (see Figure 3):

a. we can determine the radiocarbon activity of the parent reservoir at the time the fossil entity formed (e.g., the atmospheric radiocarbon activity in the past, \( F_{\text{m atm}} \)), if we also know the true “calendar” age of the sample (i.e., T, how far back in time to trace the decay curve);
b. we can determine the age of the fossil entity (i.e., \(T\), how long its radiocarbon has been decaying away), if we also know its initial radiocarbon activity, or equivalently the activity of its parent reservoir at the time the entity formed; or

c. we can determine the relative isotopic enrichment of the “parent” reservoir versus another, if we know the calendar age of the fossil entity and the radiocarbon activity of the second carbon reservoir at the time the fossil formed; for example, we can infer the ratio of \(Fm^0_{sample}/Fm^T_{sample}/Fm^T_{R1} = a_{sample-R1}^{T} \) remains constant over time.

Note that the ocean is typically depleted in radiocarbon relative to the atmosphere; however, we refer here to metrics for the isotopic enrichment of radiocarbon relative to \(^{13}\)C (i.e., \(Fm^T_{sample}\)), or the relative isotopic enrichment of radiocarbon in one reservoir versus another (i.e., \(a_{R2-atm}^{T}\)), such that greater enrichment is indicated by more positive values in these terms (or relative enrichment >1), and greater depletion is indicated by more negative terms (or a relative enrichment <1).

Implicit in the three (exclusive) applications of a single radiocarbon measurement listed above, are three basic requirements, in addition to knowledge of the radiocarbon half-life. The first is the ability to obtain accurate radiocarbon activity measurements, performed on a variety of materials obtained from marine sediments. The second, ideally, is accurate knowledge of how the radiocarbon activities of the main Earth surface carbon reservoirs (and their constituent parts, if they are not well mixed, e.g., the ocean) have evolved over time. Clearly, such knowledge would “beg the question” of most paleoceanographic research that seeks to use radiocarbon as a tracer. However, as a starting point, we might hope to have accurate knowledge of how the atmospheric radiocarbon activity has
evolved over time (and to what extent this reflects changes in the radiocarbon production rate), thus allowing us to compare our past marine radiocarbon activity estimates to a common, time-varying, atmospheric reference (notwithstanding subtle heterogeneities that also exist in the atmosphere [Capano et al., 2019; Hogg et al., 2020]).

The third basic requirement is an independent calendar age dating method, applicable to marine samples, as well as a theoretical framework for understanding marine radiocarbon activities and interpreting their evolution over time. While the first of these three requirements is needed in all cases, the second and third are needed in only two of the three cases listed above (Figure 3). We take up each of these requirements below.

### 2.2. Radiocarbon Measurements: Inherent Challenges and Technical Advances

The radiocarbon abundance in a sample can be measured by counting its “radio-activity” (e.g., disintegrations per minute per gram carbon, dpm/gC) or by measuring its $^{14}$C/$^{12}$C isotopic ratio by accelerator mass spectrometry (AMS). Both measurements are normalized to those of a reference sample with the same techniques and under the same conditions. This ensures an accurate determination of the radiocarbon abundance that can be expressed either as an absolute activity or as an isotopic ratio [Mook & van der Plicht, 1999]. Prior to the development of ion counting methods and AMS, radiocarbon measurement was exclusively possible by beta disintegration counting techniques. Such analysis methods require large samples in order to have enough carbon atoms present to have the chance of counting a sufficient number of disintegrations to permit a statistically reasonable estimate of the true radiocarbon activity of the sample. AMS methods have revolutionized the analysis of radiocarbon by permitting the accurate analysis of very small amounts of carbon. A 2009 review of radiocarbon analysis methods and their historical development can be found in Povinec et al. (2009).

The key principles of radiocarbon measurement by accelerator mass spectrometry are: (a) the ion source usually consists of negatively charged C ions, created in a secondary mode via sputtering a solid carbon target by
Cs + ions; (b) the presence of isobars ($^{13}$CH and $^{12}$CH$_2$, i.e., masses that "masquerade" as $^{14}$C) is solved by stripping negative ions at high energy (hence the accelerator); (c) AMS is based on multiple magnetic and electrostatic sectors, which select ions according to their $M/Eq^2$ and $E/q$ ratios, respectively ($M$ is mass, $E$ is energy, $q$ is charge state); and (d) detection of radiocarbon is finally achieved using gas ionization chambers, which select ions according to their $M/Z^2/E$ ratio ($Z$ being the atomic number). AMS has been routinely used for $^{14}$C measurements since the mid 1980s. One of the most significant recent analytical developments is the routine, accurate and relatively precise, gas ion source AMS measurements on small carbonate or organic carbon samples, down to ~50 µgC versus ~1 mgC for traditional AMS methods (Bard et al., 2015; Fagault et al., 2019; Gottschalk et al., 2018; Wacker et al., 2013). Even smaller quantities can be measured, albeit with a sacrifice in analytical precision. This analytical development has accelerated a host of specialized lines of enquiry, including in particular the routine analysis of compound-specific radiocarbon activities (Mollenhauer et al., 2019), or investigations of the distribution of radiocarbon between or even within individual foraminifera or coral skeletons etc. (e.g., Fagault et al., 2019; Lougheed et al., 2018; Wacker et al., 2013; Welte et al., 2016).

For paleoceanographic applications, radiocarbon measurements are performed on “fossil” material, containing either organic carbon or biogenic/inorganic carbonate, that has been incorporated into the marine sedimentary record. As such, it is important to take account of the depositional and diagenetic history, or “taphonomy,” of the material that is dated (e.g., Mekik, 2014). For biogenic material, it is also often important to consider the life habits, including the stenotopy and (micro-) habitat preferences, of the organisms that produced the fossil material being dated. In paleoceanographic contexts, fossil material for dating will typically include foraminifera (planktonic, and both infaunal- and epifaunal benthic), corals, gastropods, bivalves or coccoliths, as well as organic matter (undifferentiated or as isolated molecular types). In all these cases, life habits, taphonomy, and diagenesis are important issues to consider, in particular as they affect three key factors: (a) synformational/synedepositional contamination or habitat bias (e.g., from specific carbon sources during shell/skeleton/biomarker formation); (b) time-averaging, for example, due to bioturbation or lateral transport (affecting the age distribution amongst individual shells/fragments/molecules included in a single sample; Bard et al., 1987; Mollenhauer et al., 2005; Ohkouchi et al., 2002); and (c) post-depositional contamination/over-printing (e.g., from cementation or other post-depositional carbonate precipitation; Wycech et al., 2016), or selective destruction of labile phases via oxidation or dissolution (Barker et al., 2007; Broecker & Clark, 2011; see Figure 1c).

The first of the above factors would include habitat bias in shallow (surface) versus deep (thermocline) dwelling planktonic foraminifera, affecting the degree of offset from atmospheric radiocarbon activity (i.e., reservoir age offsets; see below). Habitat biases on epifaunal versus infaunal benthic foraminifera may also occur (e.g., Ezat et al., 2017, 2019; Keigwin & Lehman, 2015; Magana et al., 2010), although the relatively high concentration of dissolved inorganic carbon (DIC) in deep water means that significant biases from the ambient bottom water radiocarbon activity are most likely to occur in the context of major carbon fluxes from for example, hydrocarbon seeps or clathrate dissociation (Magana et al., 2010). Under “normal” infaunal conditions, with relatively high sedimentation rates, where the carbon inventory of pore-waters is dominated by the DIC of bottom water and secondarily influenced by organic carbon fluxes from the surface ocean, the direct addition of respired organic carbon, producing a pore-water δ13C depletion of −1 to −2 permil, might be expected to also coincide with a radiocarbon activity bias in pore-waters of <100 14C years equivalent (assuming a radiocarbon activity offset between deep-water and respired organic carbon equivalent to the typical average radiocarbon offset between deep- and surface waters). However, the observation of mono-specific radiocarbon dates on co-deposited benthic foraminifera that differ by several thousand years (Ezat et al., 2017; Magana et al., 2010), despite coherent stable isotopic compositions in some cases, indicates that much has yet to be learned regarding the cycling of radiocarbon in the benthic realm. Here, the shallow infaunal (high-Mg, miliolid) benthic foraminifer species Pyrgo sp., which tends to exhibit higher radiocarbon ages than other co-deposited benthic species, stands out as one example of a benthic foraminifer whose closer investigation holds potential to gain insights into the generation of radiocarbon biases between co-deposited benthic foraminifera (Magana et al., 2010).

Where carbonate dissolution also contributes DIC to pore-waters, the magnitude and direction of the resulting pore-water radiocarbon activity bias affecting infaunal benthics is hard to know a priori, as it will depend on a range of factors, including: the balance of respired organic carbon versus dissolved carbonate contribution to DIC, the deposition-age distribution of carbonate particles in the benthic foraminifer's habitat range and their solubility, and the degree of radiocarbon enrichment of those particles relative to contemporary bottom waters. In a context...
of very low sedimentation rates (e.g., a few cm per kyr), it has been shown that carbonate dissolution can cause pore-waters in the upper several centimeters of the sediment column to become significantly radiocarbon-depleted relative to bottom waters, equivalent to thousands of years older (Martin et al., 2000). This serves to underline the potential difficulties that arise at low sedimentation rate sites. Setting aside poorly understood species-specific effects (Magana et al., 2010), it is likely that where moderate to high sedimentation rates prevail, bioturbation of foraminifera (acting in conjunction with changes in their abundance) will exert the most significant impact on measured radiocarbon ages (Bard et al., 1987; Broecker et al., 1984; Missiaen et al., 2020). Furthermore, bioturbation will affect planktonic as well as benthic substrates, and will interact with particle abundance variations and particle preservation biases (Barker et al., 2007; Broecker, Andree, Bonani, Wolfli, Klas, et al., 1988) to create offsets between radiocarbon ages and sediment deposition age (and between radiocarbon ages for entities with different abundance histories and/or preservation potential; Bard et al., 1987; Broecker, Andree, Bonani, Wolfli, Klas, et al., 1988). Although it is possible to minimize radiocarbon age biases relative to deposition ages by performing radiocarbon dates exclusively at abundance maxima for the dated substrate (Bard et al., 1987; Cook & Keigwin, 2015), this approach will not eliminate radiocarbon age biases between co-deposited particles (e.g., benthic and planktonic foraminifera) whose abundance maxima do not happen to coincide. Thus, for example, obtaining planktonic radiocarbon dates at local abundance maxima might help to obtain an accurate radiocarbon age-depth model (e.g., for sediment chronology), but it will not help to obtain accurate benthic versus planktonic radiocarbon age offsets (see below) unless benthic and planktonic abundance maxima coincide.

In general, it is fair to say that the effects of syndepositional contamination, habitat biases, bioturbation, and post-depositional overprinting/preservation have been relatively under-studied, largely due to the relatively large sample sizes needed for radiocarbon analyses, even with accelerator mass spectrometry methods. However, this is set to change with the advent of accurate gas-source AMS methods capable of routinely measuring very small aliquots of carbon (e.g., single foraminifera; Fagault et al., 2019; Wacker et al., 2013), potentially in sequential or continuous fashion (e.g., on carbonate leachates, or by laser-ablation; Ausín et al., 2019; Missiaen et al., 2020; Welte et al., 2016). Thus, age distributions for fossil entities (Dolman et al., 2021; Fagault et al., 2019), or age biases in sample leachates (Ausín et al., 2019; Missiaen et al., 2020), might be used to inform on the effects of bioturbation, population sampling, preservation or diagenesis. Auxiliary assessments of diagenetic overprinting or recrystallization may also be obtained from scanning electron microscope (SEM) imaging, for example to provide evidence of secondary phases/coatings or altered surface structures (Stott et al., 2009; Wycech et al., 2016). In this context, quantifying the effects of diagenesis or alteration can be a major challenge, even when age differences between visually distinct fossils or species (Ausín et al., 2019; Barker et al., 2007; Broecker, Andree, Bonani, Wolfli, Klas, et al., 1988; Wycech et al., 2016), or between leachates and bulk samples (Ausín et al., 2019; Missiaen et al., 2020), can be identified. Furthermore, any such impacts are very likely to be specific to a given site, sediment core, or even a given set of samples, depending on the conditions of sedimentary deposition, sediment core recovery, and sample treatment. While it might be expected that benthic fossils are less likely to undergo sea floor diagenesis or alteration, the existence of as yet unexplained radiocarbon age offsets between co-deposited benthic species (Ezat et al., 2017; Magana et al., 2010) should give us pause. As for most paleoceanographic applications, the greatest challenge (and the greatest contribution to uncertainty) in this context is typically not analytical; rather, it relates to what our careful, and probably quite accurate, measurements actually represent.

Accordingly, an important avenue for future work will almost certainly involve plying newly available analysis methods to the “Pandora’s Box of taphonomic nightmares” that can affect marine radiocarbon dates, while at the same time developing a mindful pragmatic approach to producing informative paleoceanographic reconstructions. Clearly, the most pressing objective will be to rule out the possibility that a sedimentary/depositional bias is misinterpreted as a primary environmental/hydrographic signal. Perhaps the most feasible and useful first step in this direction would be the systematic collection and reporting of down-core changes in the abundance of proxy carriers and radiocarbon-dated entities (e.g., foraminifera counts, in absolute numbers), which would permit an initial assessment of time-averaging and/or preservation biases. While it may not always be feasible or practical to perform SEM imaging of all dated fossil entities, or to perform extensive radiocarbon dating of multiple co-deposited species, individual foraminifera, or leachates, some routine practices can help to minimize certain biases. Thus even a limited amount of routine screening of radiocarbon samples, for example, through SEM imaging of foraminifera, and dating of multiple species in parallel, will increase the likelihood of identifying major issues, even if it will not be able to rule out all forms of potential bias. This may be aided by routinely recording and reporting benthic faunal composition and foraminifer aspect, and by opting wherever possible for
high sedimentation rate study sites, which will limit the effects of bioturbation and its interaction with fossil abundance variations (e.g., working with laminated sediments will avoid bioturbation effects entirely). High sedimentation rates might also help to limit the effects of sea floor diagenesis where this is caused by exposure to deep-waters (Wycech et al., 2016), rather than pore-waters. The use of large specimen numbers in sample aliquots (even where analytical capabilities do not require this), will limit scatter in radiocarbon dates that arises from differences between the age of a sub-set of entities drawn from a mixed (i.e., bioturbated) population, versus the mean age of the population (Dolman et al., 2021). That said, obtaining numerous radiocarbon ages on entities or sub-samples drawn from a single interval may allow the age-distribution within the interval to be determined, which can be extremely informative (Dolman et al., 2021). While this is unlikely to be practical in most down-core studies, it may be advisable in very low sedimentation rate settings, where the mean age of fossil entities within a stratigraphic interval may represent such a broad distribution as to contain very little information on its own. Furthermore, as discussed above, even well constrained “mean ages” can be significantly biased by habitat effects, bioturbation, diagenesis etc., such that a high degree of reproducibility carries no guarantee of the significance of the age obtained. In all cases, care should be taken to exclude agglutinated benthic foraminifera, and species such as *Pyrgo*, or even deep infaunal species if possible, when attempting to reconstruct past deep-water radiocarbon signatures. Ultimately, a pragmatic approach must be adopted (e.g., mono-specific, single-foram, dating of at least 30 benthic and planktonic individuals, drawn exclusively from abundance maxima, is unlikely to be practical in most instances); however, such pragmatism must be tempered by an awareness of the distinction between a radiocarbon measurement and the marine “reservoir” that it hypothetically represents.

### 2.3. Atmospheric Radiocarbon and Radiocarbon “Calibration”

As noted above, knowing how the radiocarbon activities of the main Earth surface reservoirs have evolved over time (and in relation to each other) is the key to the use of radiocarbon both as an environmental tracer and as a dating tool. To date, most efforts have focused on reconstructing the evolution of atmospheric radiocarbon activity over time, as the atmosphere is well mixed (though not perfectly well mixed [e.g., Capano et al., 2019; Hogg et al., 2013; Roth & Joos, 2013]), and is the most significant source of radiocarbon to all the other Earth surface carbon reservoirs (in situ production in rocks by cosmic rays, or via radioactive decay in rocks, is an additional, albeit negligible, source). Armed with an atmospheric radiocarbon activity record, we could in principle derive the radiocarbon activities of other Earth surface reservoirs, and their constituent parts, given complete knowledge of all the physical and chemical fluxes that are involved in the global carbon cycle. In theory, this would allow any fossil entity to be accurately “dated” using radiocarbon. Alternatively (and a more likely scenario), if we had knowledge of the evolution of radiocarbon disequilibria over time (i.e., between various carbon reservoirs vs. the atmosphere), we might instead draw inferences regarding the cycling of carbon between these reservoirs and the atmosphere. The latter could clearly be useful for understanding the past evolution of atmospheric CO₂, for example.

Secular changes in atmospheric radiocarbon activity were initially confirmed by de Vries (1958) using radiocarbon dates on tree rings. Further dendrochronological work on particularly long-lived *Pinus longaeva* and *Sequoia gigantea* trees (i.e., comparing the number of calendar years indicated by annual tree ring counts with the number of radiocarbon-years indicated by radiocarbon dates on the same tree rings) provided ultimate confirmation of this (e.g., Willis et al., 1960). Today, the continuous dendrochronological radiocarbon record extends to ~14,000 years BP (Reimer et al., 2013, 2020), and arguably remains the most robust radiocarbon calibration basis over this time interval (Kromer, 2009; Reimer et al., 2004, 2009, 2013; Stuiver et al., 1998). Other approaches to directly reconstructing past atmospheric radiocarbon variability have used radiocarbon analyses on independently dated terrestrial material deposited in lake sediments (e.g., by annual “varve” layer counting; Bronk Ramsey et al., 2012; Goslar et al., 1995; Kitagawa & van der Plicht, 2000). Yet others have employed more indirect means (i.e., using radiocarbon dating of reservoirs that are offset from the atmosphere), including the dating of marine foraminifera (Bard et al., 2004, 2013; Hughen et al., 1998, 2006; Hughen, Eglinton, et al., 2004), marine corals (Bard et al., 1990, 1998; Fairbanks et al., 2005) or speleothem (cave) deposits (Cheng et al., 2018; Southon et al., 2012).

In all attempts to reconstruct past atmospheric radiocarbon activity, one principal challenge is obviously the determination of independent calendar ages, typically by layer counting (e.g., using tree rings or annual laminations/varves), uranium-series dating (e.g., in corals or speleothems), or chronostratigraphic alignments (e.g., for marine
foraminifera). However, a second, and often more significant challenge, is the reliable inference of atmospheric radiocarbon activity on the basis of radiocarbon measurements performed on for example, lacustrine, marine or speleothem material. Essentially, the challenge is to determine (or to guess, as accurately as possible) the degree of equilibration between the radiocarbon-dated carbon reservoir and its contemporary atmosphere. For marine samples, which are typically depleted in radiocarbon relative to the atmosphere due to the slow air-sea equilibration timescale for $^{14}$CO$_2$ (Bard, 1988; i.e., with $\Delta^\text{R-R}_{\text{Ocean-Atm}} < 1$), this amounts to knowing the applicable ocean-atmosphere “reservoir $^{14}$C-age offset” (Soulet et al., 2016); more commonly known simply as the “reservoir age.” For speleothem samples, which will derive a significant portion of their carbon from the soil and/or rocks above a cave, this is equivalent to knowing what is often called the “dead carbon proportion” (also called the dead carbon fraction) of the sample (Genty & Massault, 1997).

It is important to underline that, when inferring past atmospheric radiocarbon activity from radiocarbon-dated samples that derived their carbon from a non-atmospheric source (e.g., marine corals, or foraminifera, or speleothems), the only way to do so is by claiming a priori knowledge of the relative isotopic enrichment of radiocarbon in the source reservoir versus the atmosphere (i.e., $\Delta^\text{R-R}_{\text{In-R}}$ at the time $T$ the sample formed). Typically, the approach taken is to assume that the relative isotopic enrichment of the dated reservoir, relative to the atmosphere (i.e., the “reservoir age” of the marine sample, or “proportion dead carbon” of the speleothem) has not changed over time and can therefore be approximated by a modern or pre-industrial estimate. Clearly, such an approach is less than ideal, especially over time intervals that involved significant climatic-, carbon cycle and/or atmospheric CO$_2$ changes (e.g., Bard, 1988; Skinner, Muschitiello, & Scrivner, 2019).

Figure 4 illustrates a selection of current estimates of past atmospheric radiocarbon activity, based on a range of techniques, compared with an assessment of the history of past atmospheric radiocarbon activity, based on the IntCal13 and Intcal20 calibration products (Reimer et al., 2013, 2020). The latter calibration products (the 2013
and 2020 iterations in a series of updates (Reimer et al., 2004, 2009; Suiver et al., 1998) represent estimates of the history of past atmospheric radiocarbon activity that have been derived using a Bayesian statistical approach (Niu et al., 2013), applied to selected radiocarbon datasets (Reimer et al., 2013, 2020). Notably, because of the finite mixing time of the atmosphere, combined with differences in air-sea radiocarbon exchange in the northern and southern hemispheres (i.e., strong air-sea \(^{14}\)CO\(_2\) fluxes over the large area of the Southern Ocean; Brazunias et al., 1995; Rodgers et al., 2011), the southern hemisphere atmosphere is approximately +50 \(^{14}\)C years offset relative to the northern hemisphere (Capano et al., 2017, 2019; Hogg et al., 2020; Levin et al., 1987). For some applications, this may require the use of an “austral” calibration curve, such as SHCal20 (Hogg et al., 2020). An extension of this is that temporal variations in this interhemispheric atmospheric radiocarbon gradient have the potential to inform on variations in convection and air-sea gas exchange in the high northern- and/or southern latitudes (Capano et al., 2019; Hogg et al., 2016).

The \textit{Intcal} radiocarbon datasets incorporate tree-ring, lacustrine, marine and speleothem radiocarbon data, on independent calendar ages, which have been “corrected” for estimated relative isotopic enrichments to give atmospheric radiocarbon activities, and therefore an atmospheric radiocarbon-versus calendar age “calibration curve.” At the time of writing, the \textit{Intcal13} calibration curve has just been superseded by the \textit{Intcal20} iteration (Reimer et al., 2020). Most recent work in this field will have made use of the \textit{Intcal13} atmospheric curve; where possible in the figures that follow we have re-referenced marine data to the \textit{Intcal20} atmospheric curve. Notably, \textit{Intcal20} differs very little from \textit{Intcal13} back to \(\sim27\) ka BP (see Figure 4); however, it does represent a less “smoothed” record, and therefore contains a greater amount of very high-frequency (annual to decadal) variability. For the most part, marine records, in particular from the deep ocean interior, are not expected to resolve the highest register of this variability (e.g., Miyake et al., 2013), due to the longer time-scale of marine carbon turnover and the resulting attenuation of atmospheric-driven signal amplitude in the ocean reservoir.

As described above, the calibration of non-atmospheric radiocarbon dates using an atmospheric calibration curve requires knowledge of the relative isotopic enrichment of the dated reservoir versus the atmosphere at the time the sample formed (i.e., a so-called “reservoir age” correction must be made for marine samples). To circumvent this problem, one might consider constructing different \textit{reservoir-specific calibration curves}. This has been attempted for the surface mixed layer of the ocean, for example with the \textit{Marine13} counterpart to \textit{Intcal13} (Reimer et al., 2013), and its predecessors, which were derived in part by forcing an ocean box-model with variable atmospheric radiocarbon boundary conditions (but with constant ocean dynamics and carbon cycling) in order to simulate an “average surface ocean” radiocarbon activity (Hughen et al., 2006). However, this approach can be particularly problematic for a carbon reservoir like the ocean, which (unlike the surface reservoir of a box-model) is not well mixed and therefore has relative isotopic enrichments or “reservoir ages” that are highly variable, both regionally and temporally (e.g., Bard, 1988, 1998; Gottschalk et al., 2020; Peck et al., 2006; Sikes & Guilderson, 2016; Skinner, Muschitiello, & Scrivner, 2019). In light of these issues, the most recent marine calibration product, \textit{Marine20} (Heaton et al., 2020), has been constructed by forcing the BICYCLE carbon-cycle box model (Köhler et al., 2006) in a slightly more sophisticated manner, so as to take account of observed changes in atmospheric \(\Delta^{14}\)C and CO\(_2\) (the latter influences the partitioning of radiocarbon between ocean and atmosphere; Galbraith et al., 2015), as well as parameterized values for ocean overturning and air-sea gas exchange (i.e., piston velocities), including estimates of their uncertainties. Estimates of time varying “climate impacts” (e.g., from temperature, salinity, Southern Ocean convection etc.) were also incorporated, without accounting for their uncertainties (Heaton et al., 2020). In addition to providing useful estimates of the uncertainty in the calculated average surface ocean marine radiocarbon activity (derived from a large number of “Monte-Carlo” simulations using the box-model runs), this approach also makes an initial attempt to incorporate the influence on surface ocean \(\Delta^{14}\)C from changing ocean circulation (and ocean biogeochemistry). This is achieved through a parameterized switch in the strength of North Atlantic convection at \(\sim15\) ka BP from a hypothetical “glacial mode” to a baseline “modern” mode, as well as further parameterized changes in Southern Ocean convection, global marine carbonate sedimentation, and terrestrial biosphere evolution (Köhler et al., 2006). A strong argument in favor of this approach is that, by not ignoring changes in ocean circulation and biogeochemistry (which must have occurred, even if they remain difficult to quantify), it provides a more accurate estimate of average marine \(\Delta^{14}\)C variability, while also providing a measure of the estimate’s precision (i.e., uncertainty). However, it must be said that the improved accuracy of the resulting \textit{Marine20} calibration curve relies entirely on the accuracy of the parameterizations that it employs: parameterizations of ocean convection and mixing in particular. Ultimately the central issue here (setting aside potential errors in the atmospheric record, which serves as a model input) is
a tension between the need to take account of past changes in for example, ocean circulation or sea ice variability when simulating past marine $\Delta^{14}C$, and the inherent uncertainty in our estimates of these changes. The history of past ocean circulation change (including Southern Ocean convection, North Pacific overturning, North Atlantic deep water formation etc.) is an "unknown," and it is therefore hard to decide with appropriate confidence how to implement it as a forcing function when attempting to generate an "average mixed layer” calibration curve such as Marine20 (Heaton et al., 2020).

The use of a reservoir-specific calibration curve may be adapted to take into account spatial heterogeneity in “reservoir age offsets,” if such heterogeneities are assumed to be invariant, or to vary in a predictable manner. As originally described by Stuiver et al. (1986), under the special circumstance of the ocean circulation and carbon cycle remaining constant, and of ocean radiocarbon activity changes being driven exclusively from the atmosphere (e.g., due to variable radiocarbon production rates), this may be achieved by applying regional corrections to a global average (reservoir-specific) marine calibration curve, such as Marine20. Thus, while the atmosphere would drive the ocean's mean radiocarbon activity up or down, regional deviations from the mean would remain relatively invariant (again, as long as factors such as ocean circulation, sea ice distributions etc. remained unchanged; Stuiver et al., 1986). These regional deviations from the mean shallow marine radiocarbon activity can be described in terms of deviations from the mean shallow marine “reservoir age” (i.e., its relative isotopic enrichment vs. the atmosphere), or what have been called “$\Delta R$” values (Reimer & Reimer, 2001). These principles, and importantly the attendant restrictions also, underpin the application of $\Delta R$ values in conjunction with “average marine calibration curves” such as Marine13 or Marine20 (Heaton et al., 2020; Reimer et al., 2013; Stuiver et al., 1986). It is therefore important to stress that this approach should not in principle be applied in contexts where the carbon cycle and/or ocean circulation have changed significantly (this is the main reason its application was only initially extended to the last 9,000 years [Stuiver et al., 1986]). As described above, while the Marine20 calibration curve (Heaton et al., 2020) goes some way toward incorporating the impacts of past Earth System changes, it relies on highly parameterized changes in the ocean circulation in particular, and does not take into account centennial/millennial scale changes in for example, ocean circulation and sea-ice that are known to have occurred throughout the last glacial period and across the last deglaciation, and that remain difficult to quantify (e.g., Henry et al., 2016; McManus et al., 2004; Ng et al., 2018; Sadatzki et al., 2020; Spolaor et al., 2016). The inaccuracy of applying $\Delta R$ values to a “mean surface ocean” radiocarbon calibration across/beyond the last deglaciation for example (when significant, yet only loosely constrained, ocean circulation and carbon cycle changes certainly did occur) must therefore be weighed very carefully against inaccuracies or uncertainties involved in alternative approaches, such as the direct estimation of past shallow sub-surface ocean-atmosphere radiocarbon disequilibria/reservoir ages (e.g., Austin et al., 2011; Bard, 1988; Bard et al., 1994; Cao et al., 2007; Peck et al., 2006; Sarnthein et al., 2020; Siani et al., 2001; Sikes & Guilderson, 2016; Sikes et al., 2000; Skinner et al., 2010, 2015; Waelbroeck et al., 2001). Resolving this major and persistent issue for radiocarbon dating of marine sequences represents an important challenge for the future. One approach to addressing this challenge would involve the development of viable regional marine radiocarbon calibration curves (Skinner, Muschitiello, & Scrivner, 2019) that are not based on modern estimates of regional deviations from the global mean (i.e., $\Delta R$ values), and are based instead on direct estimates of past reservoir age variability, possibly supported by numerical modeling analyses of regional coherence and process-dependence of reservoir age offsets.

While knowledge of past atmospheric radiocarbon activity can provide a basis for radiocarbon dating of marine samples, it can also be used to infer changes in the global radiocarbon cycle. Atmospheric radiocarbon activity will vary as a function of: (a) changes in the rate of radiocarbon production and/or (b) changes in the global carbon cycle. Radiocarbon production rates will in turn depend on the cosmic radiation flux to Earth, which is modulated both by solar activity and by shielding provided by the Earth's magnetic field (Damon & Linick, 1986; Elsasser et al., 1956; Korff & Mendell, 1980; Kovaltsov et al., 2012; Lal & Peters, 1967; Masarik & Beer, 1999; Stuiver, 1961). If these can be constrained with observations, it should be possible to infer changes in radiocarbon cycling from discrepancies between observed atmospheric radiocarbon activities and modeled atmospheric radiocarbon activities that have been derived from radiocarbon production rate estimates and box-model simulations that specifically assume a constant carbon cycle (Bard, 1998; Bard et al., 1990; Cheng et al., 2018; Hughen, Lehman, et al., 2004; Laj et al., 2002; Mazaud et al., 1991; Muscheler et al., 2000, 2004). The idea is that discrepancies between the “constant carbon-cycle model” and direct observations will reflect the occurrence of carbon cycle changes. Radiocarbon production rate estimates for this approach might be based on $^{10}$Be or $^{36}$Cl cosmogenic nuclide records (e.g., Beer et al., 1988; Muscheler et al., 2005; Raisbeck et al., 1992), or they might...
influenced by factors such as temperature, wind speed and ice cover). Once radiocarbon has entered the surface ocean, it is re-distributed within the “mixed layer” relatively quickly (the top ∼100 m or so of the water column is exchanged rapidly with the atmosphere, but it also exchanges via dynamic equilibria with the large pool of ionic carbonate species. As a consequence, the equilibrium time constant for ocean-atmosphere adjustment is shorter for dissolved CO\(_2\) (∼monthly), longer for DIC (∼annual), and even longer for carbon isotope ratios (∼decadal; Broecker & Peng, 1974; Galbraith et al., 2015; D. C. Jones et al., 2014). For these reasons, the 14C-distribution in the mixed layer is buffered against rapid changes, on seasonal to interannual timescales. These chemical and isotopic processes, together with intense mixing in the mixed layer, collectively smooth out complexities linked to the local and high frequency variability of the mixed layer depth (de Boyer Montégut et al., 2004), and of the depth of phytoplankton growth, which tends to be shallow and highly seasonal at high latitudes, but often deeper (>50 m) in most of the ocean (Cornec et al., 2021; Sauzède et al., 2015). Notwithstanding relatively minor local anomalies in the air-sea \(p\text{CO}_2\) gradient (\(\Delta p\text{CO}_2\)) associated with biological drawdown, the primary

2.4. Radiocarbon in the Ocean

2.4.1. Controls on Marine Radiocarbon Activity

The marine and atmospheric carbon pools are tightly coupled by virtue of the solubility of CO\(_2\) in seawater. Changes in the magnitude or activity of one of these carbon pools (for example due to exchanges with other carbon reservoirs, such as the terrestrial biosphere or the lithosphere) will therefore inevitably be met by an adjustment in the other. Because an equilibrium in the exchange of carbon between the atmosphere and ocean is achieved via a balance of very large fluxes into and out of the ocean (e.g., summed across the ocean surface and throughout the annual cycle), small changes in these fluxes can also lead to significant adjustments in the carbon and/or radiocarbon inventories of either reservoir. However, because the ocean contains ∼60 times more carbon than the atmosphere, and ∼50 times more radiocarbon than the atmosphere, it is the atmospheric radiocarbon activity that will be most sensitive to any imbalances in the fluxes of (radio-) carbon between the ocean and atmosphere.

Radiocarbon enters the ocean from the atmosphere via air-sea CO\(_2\) exchange at the sea surface, which in turn is influenced by temperature and salinity effects on CO\(_2\) solubility, chemical controls on surface ocean \(p\text{CO}_2\) (and therefore the ocean-atmosphere \(p\text{CO}_2\) offset), and (kinetic) air-sea gas exchange rates (i.e., the piston velocity; influenced by factors such as temperature, wind speed and ice cover). Once radiocarbon has entered the surface ocean, it is re-distributed within the “mixed layer” relatively quickly (the top ∼100 m or so of the water column is mixed on a timescale of order ∼years), and can then be transported into the ocean interior via advective and diffusive processes, with radiocarbon decaying away over time as this occurs.

Here, it is worth noting that dissolved inorganic carbon (DIC) has four chemical species in seawater: CO\(_2\)\(_{\text{aqeous}}\) and H\(_2\)CO\(_3\), which together constitute dissolved CO\(_2\), and contribute to the partial pressure of CO\(_2\) above the seawater, \(p\text{CO}_2\) (equivalent to \([\text{CO}_2]/K_p\), where \(K_p\) is the apparent solubility coefficient); bicarbonate ion, HCO\(_3^-\); and carbonate ion, CO\(_3^{2-}\). The sum of all species is typically referred to as “total CO\(_2\)” (TCO\(_2\)), or DIC. In seawater, dissolved CO\(_2\) is ∼0.5%, HCO\(_3^-\) ∼89%, and CO\(_3^{2-}\) ∼11% of DIC, respectively. CO\(_2\) dissolved in the mixed layer is exchanged rapidly with the atmosphere, but it also exchanges via dynamic equilibria with the large pool of ionic carbonate species. As a consequence, the equilibrium time constant for ocean-atmosphere adjustment is shorter for dissolved CO\(_2\) (∼monthly), longer for DIC (∼annual), and even longer for carbon isotope ratios (∼decadal; Broecker & Peng, 1974; Galbraith et al., 2015; D. C. Jones et al., 2014). For these reasons, the 14C-distribution in the mixed layer is buffered against rapid changes, on seasonal to interannual timescales. These chemical and isotopic processes, together with intense mixing in the mixed layer, collectively smooth out complexities linked to the local and high frequency variability of the mixed layer depth (de Boyer Montégut et al., 2004), and of the depth of phytoplankton growth, which tends to be shallow and highly seasonal at high latitudes, but often deeper (>50 m) in most of the ocean (Cornec et al., 2021; Sauzède et al., 2015). Notwithstanding relatively minor local anomalies in the air-sea \(p\text{CO}_2\) gradient (\(\Delta p\text{CO}_2\)) associated with biological drawdown, the primary
control on $\Delta pCO_2$ is not local photosynthesis, but the cumulative impacts of physical parameters such as wind stress and temperature, and of large-scale ocean dynamics. For example, large parts of the oceans that are biologically productive, such as latitudes <20°, high latitudes of the Southern Ocean and North Pacific, or the upwelling zones of the Northern Indian Ocean, are even characterized by supersaturation on average, with net carbon flux out of the ocean (Landschützer et al., 2020; Takahashi et al., 2009; Wanninkhof et al., 2013).

An additional contribution to the radiocarbon pool of the ocean interior derives from the vertical flux of particulate organic matter and carbonate, raining down into the ocean interior. This carbon, which represents ~6% of the total DIC pool (Williams & Follows, 2011), is typically exported from the mixed layer within days (Lande & Wood, 1987), and converted to DIC through respiration/dissolution within days to decades (Walker et al., 2016). Export productivity therefore provides a “trickle” of young carbon to the ocean interior. Other sources of carbon to the ocean interior include the flux of remineralized dissolved organic carbon (DOC, which tends to be on the order to thousands of years old relative to the contemporary atmosphere [Walker et al., 2016; Williams & Druffel, 1987]); and volcanic/hydrothermal CO$_2$ (Jenkins et al., 2018). However, in both cases the magnitude of these “old carbon” sources is very small as compared to the total DIC pool (Jenkins et al., 2018; Key et al., 2004), and tends to counteract the small contribution from newly respired particulate organic matter.

As illustrated in Figure 5, the radiocarbon activity of a parcel of water in the ocean interior will therefore overwhelmingly reflect a combination of three components:

1. An “air-sea exchange rate component,” due to ocean-atmosphere gas exchange and the associated isotopic fractionation that determines the “preformed” radiocarbon activity of water in the mixed layer before it is transported into the ocean interior;
2. A “transport time component,” due to radiocarbon decay along the transport trajectory that brought water from the mixed layer to its current position in the ocean interior; and
3. A “mixing component,” due to the fractional contribution to the carbon mass in any given parcel of water in the ocean interior, from a range of different mixed layer origins, each associated with different transport trajectories and transit times. (For radiocarbon, it should be further noted that mixing two volumes of water with different radiocarbon activities, and possibly carbon concentrations, averages the isotopic mass-concentrations of the water parcels, rather than the isotopic ratios or radiocarbon “ages” of the water parcels.)

The first two of these influences account for the fact that a water “ parcel” (a small but finite volume of water) may have last equilibrated with the atmosphere at a different location from its last point of contact with the atmosphere (Koeve et al., 2015; Matsumoto, 2007; see Figure 5a). Given estimates of the radiocarbon activity of a parcel of water in the ocean interior (or better still, a large spatial array of such measurements), the ultimate goal might be to decompose these measurements into the three components indicated above. However, this presents a significant challenge, to say the least—a challenge that has yet to met using paleoceanographic observations, for example, through a combination of data and (inverse) numerical modeling techniques. Even without precisely decomposing marine radiocarbon activities into their constituent “preformed,” “transport” and “mixing” components (which is rarely possible), informative measures of isotopic disequilibria and/or decay times can still be derived. Typically, this is done by comparing the measured or inferred radiocarbon activity at a location in the ocean interior with the location of its last point of contact at the surface and the location at which it last equilibrated with the atmosphere. (b) Illustration of three “metrics” used for marine radiocarbon activity in paleoceanography: (1) the benthic-planktonic radiocarbon age offset (B-P, measured in radiocarbon years); (2) the benthic-atmospheric radiocarbon age offset (B-Atm, measured in radiocarbon years); the planktonic-atmospheric radiocarbon age offset (R, or the "reservoir age offset," measured in radiocarbon years), which represents the difference between B-Atm and B-P; and (3) the "projection age" (tproj, measured in calendar years), which represents a hypothetical transit time from a single putative surface water source region (S) to the location in the ocean interior. In principle, all of these metrics can be expressed as "age intervals" or as relative isotopic enrichments in fractional, percentage or “permil” notation.

**Figure 5.** (a) Illustration of the contributions to the radiocarbon activity of a parcel of seawater, including: air-sea gas exchange effects, resulting in air-sea disequilibrium, at a large number of contributing surface ocean source regions (e.g., $a_1$, $a_2$, …, $a_n$); transit time effects, resulting in radiocarbon decay during transport from each contributing surface ocean source region to a given location in the ocean interior (e.g., $t_1$, $t_2$, …, $t_n$); and mixing effects, due to the fractional contribution (e.g., $f_1$, $f_2$, …, $f_n$) of each surface source region and its associated air-sea gas exchange and transit time impacts. A minor addition of “young” carbon to the dissolved inorganic carbon pool from remineralized organic carbon and biogenic carbonate is indicated by the dotted green arrow. Note that imperfect gas-exchange efficiency in deep-water source regions (leading to a significant “preformed age”) can lead to a distinction between a water parcel’s last point of contact at the surface and the location at which it last equilibrated with the atmosphere. (b) Illustration of three “metrics” used for marine radiocarbon activity in paleoceanography: (1) the benthic-planktonic radiocarbon age offset (B-P, measured in radiocarbon years); (2) the benthic-atmospheric radiocarbon age offset (B-Atm, measured in radiocarbon years); the planktonic-atmospheric radiocarbon age offset (R, or the “reservoir age offset,” measured in radiocarbon years), which represents the difference between B-Atm and B-P; and (3) the “projection age” ($t_{proj}$, measured in calendar years), which represents a hypothetical transit time from a single putative surface water source region (S) to the location in the ocean interior. In principle, all of these metrics can be expressed as “age intervals” or as relative isotopic enrichments in fractional, percentage or “permil” notation.
ocean interior with the radiocarbon activity of the contemporary atmosphere or of other locations in the contemporary (or even pre-existing) ocean. The most common comparisons that are made in this way are illustrated in Figure 5. These consist of different ways of expressing the relative isotopic enrichment of $^{14}$C as compared to $^{12}$C in: (a) the surface ocean/planktonic habitat versus the contemporary atmosphere (i.e., near-surface “reservoir age” offsets); (b) the deep ocean/benthic habitat versus the contemporary atmosphere (i.e., B-Atm age offsets); (c) the deep ocean/benthic habitat versus a contemporary shallow ocean/planktonic habitat at the same location (i.e., B-P offsets); or (d) the deep ocean/benthic habitat versus its presumed mixed layer source region at some time in the past (i.e., “projection ages”).

It is important to note that it is mostly a matter of choice whether to express these different comparisons in terms of an isotopic enrichment or ratio, a decay time interval (in radiocarbon- or calendar years), or a relative offset (e.g., in permil notation). Here we follow the framework devised by Guillaume Soulet (summarized in brief by Soulet et al., 2016), whereby the first of these modes of expression can be defined as the ratio of the radiocarbon activity of one reservoir versus another, or the “relative isotopic enrichment,” defined here as:

$$\frac{R_{R2-R1}}{R_{R1}} = \frac{t^{14}C_{R2}}{t^{14}C_{R1}}$$

Above, $Fm_{R1}$ refers to the fraction modern radiocarbon that Reservoir 1 had at time $T$, but reported (adjusted) for the “present.” Note that 8267 in the above equation represents the “true” mean lifetime of radiocarbon, based on the “true” Cambridge half-life of 5730 (such that 5730/ln(2) = 8267). The relative isotopic enrichment factor $\alpha_{R2-R1}$ can also be expressed as an inter-reservoir radiocarbon age offset (i.e., in $^{14}$C years):

$$R_{R2-R1} = -8033 \times \ln(\alpha_{R2-R1})$$

which is equivalent to the difference between the corresponding radiocarbon ages of each reservoir (e.g., Bard, 1988):

$$R_{R2-R1} = t^{14}C_{R2} - t^{14}C_{R1}$$

In the above equation, $t^{14}C$ represents the radiocarbon age of a given reservoir, which is simply given by the conventional radiocarbon age of the sample that we are taking as representative of that reservoir:

$$t^{14}C_{sample} = t^{14}C_{R1} = -8033 \times \ln(Fm^0_{R1})$$

Note that here the Libby half-life (5568 years), and therefore the Libby mean radiocarbon lifetime (5568/ln(2) = 8033) are used by convention. When converted to an age offset, the relative isotopic enrichment, $\alpha_{R2-R1}$, of one reservoir versus another contemporaneous reservoir therefore encompasses paleoceanographic radiocarbon metrics such as benthic-planktonic foraminifer radiocarbon age offsets (B-P; Broecker, Andree, Bonani, Wolfli, Oeschger, et al., 1988), deep-water versus atmosphere radiocarbon age offsets (B-Atm, or “radiocarbon ventilation ages”; e.g., Skinner et al., 2010), and shallow sub-surface ocean versus atmosphere “reservoir ages” (e.g., Bard, 1988).

Finally, the relative isotopic enrichment of one reservoir versus another (at a given point in time, $T$) can also be expressed as a relative offset between two fraction modern carbon values:

$$\delta^{14}R_{R2-R1} = \frac{Fm^T_{R2} - Fm^T_{R1}}{Fm^T_{R1}} = \alpha_{R2-R1}^T - 1$$

This in turn can be expressed in permil notation by multiplying by a factor of 1,000:

$$\delta^{14}R_{R2-R1}(\%e) = (\alpha_{R2-R1}^T - 1) \times 1000$$

The above is essentially equivalent to the $\Delta^{14}$C$_{0ab}(\%e)$ metric defined by Cook and Keigwin (2015). It is also worth noting that the commonly encountered $\Delta^{14}$C(\%e) (e.g., as defined by Stuiver and Polach (1977), taking into account applicable $\delta^{13}$C-normalization), can be seen as a special case of $\delta^{14}R_{R2-R1}(\%e)$, where $R_z$ is the reservoir...
of interest (e.g., the atmosphere, for $\Delta^{14}C_{\text{atm}}(\text{‰})$) and $R_i$ is the fraction modern carbon of the modern reference, which is 1 by definition. Therefore:

$$\Delta^{14}C_{R2}(\text{‰}) = (Fm_{R2}^T - 1) \times 1000$$  \hspace{1cm} (7)

Note again that $Fm_{R2}^T$ represents the measured fraction modern ($Fm_{R2}^0$) that has been corrected to its value at time $T$ in the past.

Many paleoceanographic studies have sought to compare the radiocarbon activity of contemporaneous reservoirs by differencing their $\Delta^{14}C(\text{‰})$ values, for example:

$$\Delta\Delta^{14}C_{R2-\text{atm}}(\text{‰}) = \Delta^{14}C_{R2}(\text{‰}) - \Delta^{14}C_{\text{atm}}(\text{‰})$$  \hspace{1cm} (8)

However, as noted elsewhere (Burke et al., 2015; Cook & Keigwin, 2015; Soulet et al., 2016), this metric scales with the absolute values that are being differenced, and therefore the time-varying $\Delta^{14}C_{\text{atm}}(\text{‰})$, which means that a given value for $\Delta\Delta^{14}C_{R2-\text{atm}}(\text{‰})$ will represent different degrees of isotopic disequilibrium between two reservoirs depending on their absolute radiocarbon activities. The value of $\Delta\Delta^{14}C_{R2-\text{atm}}(\text{‰})$ can therefore change without any real change in relative isotopic enrichment between “reservoir 2” and the atmosphere. For this reason, the use of $\Delta\Delta^{14}C_{R2-\text{atm}}(\text{‰})$ offsets, without adjusting for changes in absolute radiocarbon activity (Cook & Keigwin, 2015), should probably be discouraged. It is preferable to use the “relative isotopic enrichment” ratio, or radiocarbon age offsets, especially in the context of varying absolute radiocarbon activity (Cook & Keigwin, 2015; Soulet et al., 2016).

To summarize: all of the formalism above is intended to underline the fact that there is a degree of equivalence between the various ways of representing radiocarbon enrichment in one reservoir versus another. Therefore, a $\Delta^{14}C_{0,\text{atm}}$ value does not “mean” something different from a “B-Atm” age-offset (and neither can it be said to be more accurate in any way). Rather, the central problem is always to understand, or to interpret, how either metric reflects the combined influences of air-sea exchange, transport, and/or mixing in the marine environment (Cook & Keigwin, 2015).

### 2.4.2. Radiocarbon “Ventilation” Metrics

In seeking to interpret a given measure of marine radiocarbon disequilibrium in terms of the three main components of marine radiocarbon disequilibrium noted above (i.e., the “air-sea exchange,” “transport time” and/or “mixing” components), it is important to emphasize the distinction between metrics of isotopic disequilibrium and the diverse physical processes that affect them. Thus, for example, mass transport rates in the ocean will affect the deep ocean’s radiocarbon age offset from the contemporary atmosphere (e.g., B-Atm in Figure 5), but the latter does not directly and exclusively provide a measure of ocean transport times or rates (Marchal & Zhao, 2021). Despite this major limitation, all of the isotopic disequilibrium metrics noted above (and illustrated in Figure 5) relate in some way to physical processes that transfer radiocarbon from the atmosphere (where radiocarbon is produced) to the surface ocean, and in turn that transport radiocarbon (in solution) from the surface ocean into the ocean interior and back again. As such, these metrics are often referred to as measures of ocean “ventilation.”

A discussion of the term “ventilation” is warranted. “Ventilation” is defined here as the collective effect of the physical and chemical processes that convey atmospheric properties into the ocean interior. The term “radiocarbon ventilation” therefore refers more specifically to the net effect of the processes that act to convey (“young”) atmospheric radiocarbon to the ocean interior. Other definitions of ventilation exist, and the paleoceanographic literature contains a plethora of different (often conflicting, and sometimes imprecise or only implicit) definitions of the term “ventilation” (e.g., applied to stable carbon isotopes, Nd isotopes etc.). Furthermore, the terms “ventilation” and “ventilation age” are generally used to refer to water transit times in studies of physical oceanography (England, 1995). This can lead to confusion regarding the intended goal of paleoceanographic radiocarbon studies as reconstructions of water renewal rates, versus carbon renewal rates (Marchal & Zhao, 2021). In this context, defining ventilation (which has a Latin linguistic root pertaining to the movement of air) in terms of the conveyance of atmospheric properties into the ocean interior will depart from common practice in physical oceanography, but is nevertheless an obvious choice for radiocarbon, which is produced in the atmosphere. However, to avoid confusion, when discussing the collective effects of air-sea gas exchange and transport/mixing on marine radiocarbon, it is recommended to refer exclusively to “relative isotopic enrichment” or “radiocarbon age
offsets,” or at least to specify “radiocarbon ventilation (ages).” Accordingly, “ideal age” (or transit time) might be reserved for the timescale associated with water renewal rates and mass transport (Hall & Haine, 2002). Thus, by clearly incorporating air-sea gas exchange effects into the definition of “radiocarbon ventilation,” one might obviate any confusion as to whether or not radiocarbon ventilation ages, such as B-Atm offsets (Figure 5), reflect transit times: they simply do not, even if there might be ways of using radiocarbon to constrain such transit times or ideal ages (DeVries & Primeau, 2010).

In order to demonstrate how different radiocarbon ventilation metrics can be derived in practice, Figure 6 illustrates an example scenario of paired radiocarbon dates on benthic (bottom dwelling) and planktonic (mixed layer dwelling) foraminifera, that have been co-deposited with a volcanic tephra that provides a time-marker for an eruption that has been previously radiocarbon dated on land using plant macrofossils (i.e., we have an estimate
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**Figure 6.** Four scenarios illustrating the reconstruction of a variety of radiocarbon metrics, as discussed in the text. In each plot, fraction modern radiocarbon activity ($F_m^T$) is plotted against calendar age, the solid black line represents the evolving atmospheric (Atm) radiocarbon activity, the dashed black line represents the evolving shallow marine mixed layer (ML) radiocarbon activity, and the long-dashed gray and black curves represent decay trajectories for various fossil entities. Note that $R_{1-2}$ values represent radiocarbon age offsets, which are derived from $F_m$ values by: $R_{1-2} = -8033 \times \ln(\alpha_{1-2})$, where $\alpha_{1-2} = F_m^1 / F_m^2$ (see text).
of the atmospheric radiocarbon activity at the time of the volcanic eruption). We might further assume in this example that the history of atmospheric radiocarbon activity is also known (e.g., from radiocarbon dates on independently calendar-dated tree rings and/or speleothems, as described in Section 2.3). The information contained in this example scenario can be described in the following manner:

1. **Calibration of the tephra age to obtain a calendar age for the co-deposited foraminifera** (Case A in Figure 6): this consists of determining the calendar age for which the decay trajectory for the (terrestrial) tephra’s measured fraction modern (Fm$_{\text{tephra}}^0$) intersects the history of atmospheric radiocarbon activity.

   \[ Fm_{\text{atm}}^T = Fm_{\text{tephra}}^0 \exp^{\lambda C T} \]  
   \[ T = \frac{1}{\lambda C} \ln \left( \frac{Fm_{\text{atm}}^T}{Fm_{\text{tephra}}^0} \right) \]  

   Note that here the “true” Cambridge half-life ($\lambda_C = \ln(2)/\lambda_C = 5730$ years), or equivalently the “true” mean life ($1/\lambda_C = 5730/\ln(2) = 8267$), should be used so as to obtain the calendar age of the volcanic tephra.

2. **The planktonic radiocarbon activity in relation to the atmosphere** (Case B in Figure 6): The fraction modern of the planktonic foraminifer at the time it was living will reflect the radiocarbon activity of the shallow sub-surface ocean where the planktonic foraminifer lived (i.e., the fraction modern of the mixed layer, Fm$_{\text{ML}}^0$). We can obtain this by correcting the measured fraction modern of the planktonic foraminifer sample (Fm$_p^0$) for the decay time experienced by the sample (i.e., for the calendar age of the co-deposited tephra, T), using the following equation:

   \[ Fm_{\text{ML}}^T = Fm_p^T = Fm_p^0 \exp^{\lambda C T} \]  

   Note that the measured fraction modern of the foraminifer sample (Fm$_p^0$) is related to its conventional radiocarbon age ($t^{14}C_p$), using the conventional (Libby) mean radiocarbon lifetime of 8033 years, such that:

   \[ t^{14}C_p = -8033 \times \ln(Fm_p^0) \]  

   With this information, we can compare the fraction modern of the mixed layer/shallow sub-surface ocean with that of the contemporary atmosphere, via the “relative isotopic enrichment” ratio (Soulet et al., 2016), defined here as:

   \[ a_{\text{ML-atm}}^T = \frac{Fm_{\text{ML}}^T}{Fm_{\text{atm}}^T} \]  

   This metric can be expressed as an isotopic ratio as above, or else as a relative deviation (e.g., in permil notation, $\delta^{14}R_{\text{ML-atm}}(‰)$) or a radiocarbon age offset ($R_{\text{ML-atm}}^{14}$):  

   \[ \delta^{14}R_{\text{ML-atm}}(‰) = (a_{\text{ML-atm}}^T - 1) \times 1000 \]  

   and

   \[ R_{\text{ML-atm}}^{14}(\text{C yr}) = -8033 \times \ln(a_{\text{ML-atm}}^T) \]  

   The latter is simply equivalent to the difference between the conventional radiocarbon age of the planktonic foraminifer and that of the atmosphere at the time the foraminifer lived (T), and is typically referred to as a “reservoir age”:

   \[ R_{\text{ML-atm}}^{14}(\text{C yr}) = t^{14}C_p - t^{14}C_{\text{atm}} \]  

The above definition of a “reservoir age” is equivalent to that introduced by Bard (1988), as the age offset between planktonic foraminifera and terrestrial organic matter that are stratigraphically linked by an isochronous
volcanic ash layer. It is worth noting that this simple difference of two radiocarbon ages of contemporaneous samples (as for the ratio of their radiocarbon activities, $\alpha_{ML-atm}^T$) is independent of the atmospheric and marine radiocarbon calibration curves; it depends only on the two samples having been formed contemporaneously.

3. The benthic radiocarbon activity in relation to the atmosphere (Case C in Figure 6): The fraction modern of the benthic foraminifer at the time it was living ($Fm_{T}^T$) will (ideally) reflect that of bottom water ($Fm_{BW}^T$) at the location in the deep ocean where the foraminifer lived, and can be obtained in the same way as described above for the planktonic foraminifer by correcting for its calendar age ($T$), given here by calibrating the atmospheric radiocarbon age of the co-deposited tephra. This in turn can be compared with the activity of the contemporary atmosphere to derive an estimate of the relative isotopic enrichment of the deep ocean versus the atmosphere, which can be expressed as an isotopic ratio ($\alpha_{BW-atm}^T$), a relative deviation for example, in permil notation ($\delta^{14}R_{BW-atm}(\%e)$) or a radiocarbon age offset ($R_{BW-atm}(14.Cyrs)$, often referred to as B-Atm), as described above for the planktonic foraminifer radiocarbon activity.

4. The benthic foraminifer's radiocarbon activity in relation to its planktonic counterpart (Case D in Figure 6): In addition to comparing the radiocarbon activities of the benthic and planktonic foraminifer habitats (i.e., the deep ocean and the shallow sub-surface ocean) to that of the contemporary atmosphere, we might also compare these directly to each other, providing an estimate of the radiocarbon activity gradient that existed between the shallow sub-surface and the deep ocean at the time (and at the location) that the foraminifera lived. This comparison is simplified by the fact that we do not need to know the calendar age of the foraminifer samples; we only need to know that the benthic and planktonic foraminifera have the same calendar age. Once again, the comparison can be expressed as an isotopic ratio, a relative deviation (e.g., in permil notation) or as a radiocarbon age offset. The latter would simply be the difference between the conventional radiocarbon ages of the benthic and planktonic foraminifera ($t^{14}C_{b} - t^{14}C_{p}$, often referred to as B-P).

5. The benthic radiocarbon activity in relation to its presumed mixed layer source regions (Case E in Figure 6): A further comparison can be made between the radiocarbon activity of the bottom water (derived from the benthic foraminifer's fraction modern/conventional radiocarbon age) and the activity of its presumed mixed layer source region(s). Thus, if we assume that the deep water the benthic foraminifer lived in originally came from a single region of the ocean's surface mixed layer (ML) and that we know the relative isotopic enrichment of this mixed layer source region versus the atmosphere (e.g., $R_{ML-atm}^T \approx 500$ 14C-years, or $\alpha_{ML-atm}^T = 0.94$ etc.), then we can estimate the number of calendar years that have elapsed since the water left that mixed layer source region. This time interval would represent a hypothetical estimate for the “transit time” of water moving from the mixed layer to the location of the benthic foraminifer on the sea floor, and would be given as the difference between the calendar age of the benthic foraminifer and the calendar age of a reservoir that would have the same measured fraction modern as the benthic foraminifer (if measured today), but that had an initial fraction modern that was the equivalent of 500 14C-years offset from the atmosphere. This is typically referred to as a “projection age” in the literature (Adkins & Boyle, 1997), and as will be apparent from the assumptions involved in its application (i.e., of a single deep water source region, and of known initial relative isotopic enrichment of the source waters), which are not likely to be realistic in most cases, this metric should be applied with caution (DeVries & Primeau, 2010). Note that the approach of adjusting a projection age interval (i.e., in calendar years), by a presumed source water “reservoir age” (i.e., in radiocarbon years) is incorrect (Lund, Adkins, & Ferrari, 2011; Lund, Mix, & Southon, 2011); rather the projection age should be determined by projecting to a presumed source water $Fm^{t+dt}$ (Skinner & Shackleton, 2004), as illustrated in Figure 6 (Case E).

In the hypothetical example above, a tephra “time marker” horizon was used as a way of linking marine radiocarbon activities obtained from paired benthic and planktonic foraminifera, to a contemporary atmospheric radiocarbon activity obtained from terrestrial sites (e.g., Bard et al., 1994; Siani et al., 2001, 2013; Sikes et al., 2000; Sikes, Cook, & Guilderson, 2016; Skinner et al., 2015). Any other chronostatigraphic approach could also be used (e.g., alignment of the marine sequence to an independently dated ice-core archive; Marchitto et al., 2007; Peck et al., 2006; Skinner et al., 2010, 2014; Thornalley et al., 2011). As an alternative one might also consider a scenario where for example, a coral sample has been both radiocarbon- and uranium-series dated (e.g., Adkins et al., 1998; Bard et al., 1998; Burke & Robinson, 2012; Chen et al., 2015; Goldstein et al., 2001; Hines et al., 2015; Mangini et al., 1998; Robinson et al., 2005). The U-series age would thus provide a calendar age for
the coral radiocarbon date, and thus permit a comparison of the coral’s initial fraction modern radiocarbon at the
time it formed with that of the contemporary atmosphere (Case F in Figure 6).

The unique paleoceanographic significance of each these metrics should be clear from their respective defini-
tions and derivations; however, it is important to emphasize that all of them simply reflect measures of isotopic
disequilibrium between two different carbon reservoirs (estimated via measurements on samples that formed in
different reservoirs). Their relative merits relate primarily to their ease of derivation in different contexts, as
well as the different potential biases and uncertainties that each is subject to. Thus, for example, the calendar
age of a sample estimated through stratigraphic correlation or with a U-series age, must first be used to obtain
an atmospheric $^{14}$C age before calculating the difference with the contemporaneous marine $^{14}$C age. This implies
that the $^{14}$C reservoir age, estimated this way, depends on the atmospheric $^{14}$C calibration curve (unlike for co-de-
posited and coeval tephra or terrestrial material, as described above). There are two implications of this: first,
the uncertainty in the “de-calibration” step also needs to be taken into account in the overall error propagation
(Soulet, 2015); and second, direct comparisons can only be made between reservoir age offsets that have been
calculated in this way using the same atmospheric reference curve (e.g., successive Intcal updates).

In summary, marine radiocarbon serves as a carbon cycle tracer that is influenced by radiocarbon production
rates, air-sea gas exchange, mass transports, and the time varying interaction of these processes. It does not
provide a straightforward “transport time clock.” However, marine radiocarbon can in principle be used to study
past ocean dynamical processes, via a three-step process: (a) by using marine radiocarbon measurements to
derive a clearly defined metric of isotope disequilibrium, for example, of a parcel of water in the ocean relative
to the atmosphere; (b) by interpreting the extent to which the inferred isotopic disequilibrium reflects each of
the various radiocarbon ventilation processes that act to transfer atmospheric radiocarbon into the ocean interior
(which may be categorized according to air-sea gas exchange-, transport time-, or mixing components—as well as
their interaction with variable radiocarbon production); and (c) to isolate and interpret those radiocarbon “ventil-
ation” processes that derive from ocean transport and mixing processes only. This three-step process, targeting
information on ocean dynamics, presents a significant challenge. Future progress in the application of radiocar-
bon as a paleoceanographic dynamical tracer is likely to be met through the combination of radiocarbon measure-
ments with other proxy measurements that are able to constrain a sub-set of those physical processes (e.g., water
sourcing from Nd, relative transport rates from sediment grain sizes or Pa/Th, respiration from nutrient concen-
trations, stable carbon isotopes, or apparent oxygen utilization, etc.), in particular if deployed in combination with
appropriate statistical techniques and numerical models (DeVries & Primeau, 2010).

3. Radiocarbon in Numerical Models

3.1. Process Comprehensiveness in Models

The percolation of radiocarbon from its atmospheric source throughout the carbon pools of the Earth’s surface
environment is convoluted by the three-dimensional circulation of the ocean and the passage of carbon through
living organic matter and biogenic carbonate. When secular changes in production rate, and changes in ocean
circulation are also considered, the resulting four-dimensional problem can become extremely complex. Models
are therefore indispensable tools for quantitatively considering the suite of processes that influence the distribu-
tion of radiocarbon within the environment. Essentially, all such models calculate the input, output and internal
decay of radiocarbon (either implicitly or explicitly) in discrete reservoirs, accounting for air-sea exchange and
ocean circulation (some also include exchange with the biosphere). Because the ocean dominates the carbon pool
(it contains approximately 95% of the ocean-atmosphere-biosphere carbon), it also dominates the radiocarbon
pool, so that radiocarbon modeling is primarily concerned with the air-sea transfer of radiocarbon and its spatial
distribution within the ocean.

The simplest models of radiocarbon consider a $^{14}$C concentration per unit volume, in the atmosphere or in the
ocean, as a tracer that decays according to the Cambridge half-life, and which in the surface ocean layer relaxes
toward the atmospheric radiocarbon activity with a prescribed timescale. Often, the concentration of the $^{14}$C
tracer is scaled to convenient values, such as “100” for a pre-industrial atmosphere (e.g., Siegenthaler et al., 1980;
Toggweiler et al., 1989). These simplified implementations are sufficient to provide a first-order estimate of the
global air-sea-biosphere radiocarbon budget, and the effect of ocean circulation on radiocarbon distributions. For
example, if the global atmospheric production of radiocarbon is $Q$, the decay rate is $\lambda$, the radiocarbon activity of
a reservoir per unit volume is \( R \), the concentration of carbon in that reservoir is \( C \), and the volume of the reservoir is \( V \), then at steady state:

\[
Q = \lambda \sum_{i=1}^{n} V_i C_i R_i
\]

That is, at steady state, the production of radiocarbon is balanced by the decay of radiocarbon in all reservoirs. Because \( \lambda \) is constant, there is a unique sum of radiocarbon that can be present in all reservoirs for a given production rate, equal to \( Q/\lambda \). If we simplify the system to just two reservoirs, atmosphere (a) and ocean (o),

\[
\frac{Q}{\lambda} = V_a C_a R_a + V_o C_o R_o
\]

Since \( V_a \) and \( V_o \) are essentially fixed (\( V_o \) changed by \( \sim 3\% \) over the last \( \sim 1 \) million years), this very simple model predicts a strong compensatory relationship between the radiocarbon inventories of the ocean and atmosphere, at steady state, for a given \( Q \). Although the Earth system, and the ocean, are unlikely to ever be exactly at steady state, variations in radiocarbon production will rapidly be accommodated by changes in the radiocarbon content of the atmospheric reservoir, allowing the global radiocarbon inventory to come to equilibrium relatively quickly. The new radiocarbon inventory would then be redistributed to other carbon reservoirs, including the ocean, on their respective time-scales of equilibration (thus effectively rebalancing the terms on the right hand side of Equation 18). On the other hand, since the marine carbon inventory is much larger than that of the atmosphere (\( C_o V_o >> C_a V_a \)), small changes in \( R_o \) will require large, opposite changes in \( R_a \) at steady state (Siegenthaler et al., 1980). These elementary principles illustrate the power of reservoir-based mass-balance calculations for understanding the global radiocarbon cycle. The approach can be scaled up to include hundreds of thousands of reservoirs, in the form of grid cells within a “general circulation model” (GCM), allowing the effect of ocean circulation to be estimated. Variants of this simple approach were introduced by Oeschger et al. (1975), Toggweiler et al. (1989), and Stocker and Wright (1996), and it has continued to be employed in many other simulations (e.g., Butzin et al., 2017; Meissner et al., 2003). The main advantages of the simple approach are that it is easy to implement and interpret, and requires only a single ocean tracer. However, this approach can often ignore the fact that air-sea exchange and associated isotopic fractionation is influenced by carbonate chemistry, biology (carbon uptake and remineralization) and physics (e.g., temperature, salinity, sea ice and wind-speed).

A second domain of comprehensiveness resolves the nuances of ocean carbon chemistry, for example, as exemplified by the protocol for the Ocean Carbon Modeling Intercomparison Project 2 (OCMIP2), often referred to as “abiotic” \(^{14}\)C (Orr et al., 2000). The OCMIP2 approach requires including two tracers in the ocean model, DIC and DI\(^{14}\)C, where DIC is the sum of all dissolved inorganic carbon (dominated by \(^{12}\)C and \(^{13}\)C) and DI\(^{14}\)C is the concentration of dissolved inorganic \(^{14}\)C. Typically, the numerical values of DI\(^{14}\)C are scaled by the natural abundance of \(^{12}\)C/\(^{14}\)C in the model, so that they differ from the numerical values of DI\(^{13}\)C by less than 40%, rather than 12 orders of magnitude. This convention minimizes the impact of numerical round-off errors on the resulting isotopic ratios, and provides an approximation of \( \Delta^{14}\)C = (DI\(^{14}\)C/DIC − 1) × 1,000 (in permil notation).

A defining feature of this approach is the representation of air-sea exchange as dependent on the dissolved \( \text{CO}_2 \) concentration. This results in a non-linear “buffering effect” of \( \text{CO}_2 \) dissolving in seawater, for example, with incrementally smaller adjustments in DIC occurring as air-sea exchange progresses (e.g., see Williams & Follows, 2011; Zeebe & Wolf-Gladrow, 2001). Carbon dioxide is an unusual gas in that it reacts with water predominantly to form two carbonate species (\( \text{HCO}_3^- \) and \( \text{CO}_2^{2-} \)), which greatly slows its equilibration relative to non-dissociative gases like \( \text{O}_2 \), or inert gases like \( \text{Xe} \). In general, as reviewed in depth by Sarmiento and Gruber (2006), models that consider carbon speciation calculate the air-sea flux of carbon (\( \phi_{\text{DIC}} \)) at the ocean surface as something like:

\[
\phi_{\text{DIC}} = k_w (\text{CO}_2^{\text{sat}} - \text{CO}_2^{\text{ocean}})
\]

In the above equation, \( k_w \) is the wind-speed dependent “piston velocity” that determines the rapidity of gas exchange, \( \text{CO}_2^{\text{sat}} \) is the concentration of \( \text{CO}_2 \) in the water at saturation or equivalently the atmospheric partial pressure of \( \text{CO}_2 \), and \( \text{CO}_2^{\text{ocean}} \) is the actual concentration of \( \text{CO}_2 \) in the seawater, as defined by the DIC concentration, the alkalinity (usually provided by a third, interactive tracer), the salinity and the temperature of the seawater. The concentration of \( \text{CO}_2^{\text{ocean}} \) is determined at every time step of the model by a carbon system solver for
carbon speciation, such as CO$_{2}$scale or CSYS (Zeebe & Wolf-Gladrow, 2001). Thus, the air-sea exchange includes
the physical impacts of wind-speed, temperature and salinity, and the chemical impacts of carbon speciation.
Biological impacts can also be included by accounting for particulate transport of radiocarbon and fractionation
during biological uptake, although these effects tend to be small (<10% of the signal that arises from abiological
processes, such as water transport) and are typically ignored (Fiadiero, 1982), hence the moniker “abiotic.” The
air-sea equilibration timescale is thus an emergent property of the model environment, and varies over a factor
of roughly 2 across the modern ocean surface, as determined by the DIC buffer factor and therefore dDIC/dCO$_2$ocean
(e.g., Galbraith et al., 2015). The dependence of the equilibration time on the ratio of DIC to dissolved CO$_2$ is
intuitive in the sense that the timescale will be longer if the DIC pool to equilibrate with is larger, and will be
shorter to the extent that the dissolved CO$_2$ “window” (or “bottle neck”) through which the equilibration occurs
is larger.

The air-sea exchange equation for radiocarbon is identical to that of $^{13}$C, but uses the atmospheric partial pressure
of $^{14}$C (rather than total carbon) to calculate $^{14}$CO$_{2}$sat and uses DI$^{14}$C to calculate $^{14}$CO$_{2}$ocean (see Figure 1b). If
we define $R_{\text{atm}}$ and $R_{\text{ocean}}$ as the $^{14}$C/$^{12}$C ratios of the atmosphere and the ocean respectively, then the atmosphere to
ocean radiocarbon flux is given by:

$$\phi_{\text{DI}^{14}C} = k_w (\alpha_{\text{atm}} R_{\text{atm}^{12}C} - \alpha_{\text{ocean}} R_{\text{ocean}^{12}C})$$

(20)

where $\alpha_{\text{atm}} = 0.9897^2$ and $\alpha_{\text{ocean}} = 0.9980^2$, which are the isotopic fractionation factors for ocean-atmosphere transfer
and vice versa. Note therefore that net carbon fluxes are not equivalent to net radiocarbon fluxes: that is, there
is zero net exchange of carbon (i.e., CO$_{2}$ocean = CO$_{2}$sat) while there is still a net flux of radiocarbon into the
ocean from the atmosphere (i.e., $\alpha_{\text{ML-atm}} < 1$).

Another important difference from CO$_2$ transfer is that the speciation of DI$^{14}$C is not dependent on DI$^{14}$C itself,
but depends on the abundance of total carbon, or DIC. This apparent subtlety leads to a surprisingly large differ-
ence in the air-sea exchange timescale relative to DIC, increasing it by an order of magnitude relative to total
Carbon. As noted above (Section 2.4.1), the result is a relatively slow (decadal) equilibration timescale for radi-
ocarbon, roughly 200 times slower than for O$_2$ (and roughly 10 times slower than for CO$_2$), and scaling with the
ratio DIC/CO$_{2}$ocean (Galbraith et al., 2015; D. C. Jones et al., 2014).

The OCMIP2 implementation (and closely related variants) are widely applied in models. However, they ignore
one important process: mass-dependent fractionation. Because the mass of
$^{14}$C differs from $^{12}$C, it is subject to
mass-dependent fractionation in most reactions, with approximately twice the fractionation as experienced by $^{13}$C.
As described above, conventional measurements of radiocarbon are always corrected for the relative abundance
of $^{13}$C measured simultaneously, which inherently includes natural as well as analytical mass-dependent fraction-
ation. The standard corrections (Stuiver & Polach, 1977) assume that a constant mass-dependent fractionation
has been experienced by the sample, relative to the atmosphere, with the correction approximately calibrated for a
 terrestrial plant. Because air-sea exchange and biological cycling in the ocean introduce additional mass-depend-
ent fractionations (see Figure 1b), different histories of air-sea exchange and biological cycling can in principle
result in different reported “conventional radiocarbon ages” (due to different $\delta^{13}$C-based mass-dependent fraction-
ation corrections [Stuiver & Polach, 1977]), even for identical in situ radiocarbon activities in seawater. Thus,
conventional radiocarbon dates obtained from marine biogenic carbonate samples are normalized, in principle,
to the radiocarbon activity of a terrestrial plant would have if it sampled its radiocarbon from the same host
reservoir. For a model to be accurately compared with conventional radiocarbon observations, it should therefore
also simulate $^{14}$C, and include mass-dependent fractionations for both $^{13}$C and $^{14}$C. Currently, there are relatively
few examples of models that include this (e.g., Jahn et al., 2015). The results of Jahn et al. (2015) suggest that
biology and mass-dependent fractionation may actually have quite a significant effect in simulations, both on the
distribution of radiocarbon in the ocean-atmosphere system (biotic runs were linked to an overall more radiocar-
on depleted ocean), and on the equilibration time for model runs. One area where neglecting mass-dependent
fractionation corrections will definitely have a significant effect, is in the calculation of global radiocarbon inven-
tories (e.g., Dinauer et al., 2020), for which “raw” uncorrected ratios must be used. The reason for this is that the
very large marine carbon reservoir will appear to include less radiocarbon if it is “corrected” to what it would be
if it obtained its carbon from the atmosphere through photosynthesis, as illustrated by a comparison of measured-
and modeled bomb-14C inventories (Bard et al., 1988).
Over the past few decades, a diverse array of approaches has been developed for modeling radiocarbon. The most simplified approaches make use of box-models, which typically prescribe the physical exchanges between a small number of reservoirs (usually between 2 and 20) in an ad hoc manner, with the only physical constraint being the conservation of mass between boxes. One way of avoiding the ad hoc prescription of physical exchanges is via the use of “isopycnal box models,” where the volumes of boxes representing individual density classes scale according to the advective and diffusive mass fluxes through them, and therefore with buoyancy forcing applied at the box model boundaries (e.g., Goodwin, 2012). Temporal discretization tends to be very coarse, on the order of 1 or more years, usually ignoring the seasonal cycle. These models have formed the backbone of radiocarbon research since the 1950s (e.g., Arnold & Anderson, 1957; Craig, 1957; Revelle & Suess, 1957; Siegenthaler, 1983; Toggweiler & Sarmiento, 1985) and continue to be extremely useful. Given the very slow equilibration of radiocarbon among reservoirs (order 10,000 years) and the long timescale of past changes in production rate, the computational speed of box models is a tremendous advantage.

General Circulation Models (GCMs), in contrast, calculate the physical exchanges between reservoirs from fundamental physical principles, based on governing equations of fluid dynamics, and typically supplemented with many empirically based parameterizations. GCMs range from highly simplified, “reduced-physics” models, such as CLIMBER 2 (Ganopolski & Brovkin, 2007) or GENIE (Ridgwell et al., 2007), to state-of-the-art (process-) comprehensive models that are used to project future climate change (e.g., C. D. Jones et al., 2016). An important defining characteristic of any GCM is the size of its grid cells (spatial resolution), since circulation features smaller than ~threefold the grid cell size cannot be explicitly resolved. For example, to resolve geostrophic flows 1,000 km across, grid cells of ~300 km across (i.e., ~3°) are required, while resolving mesoscale eddies of 30 km across requires grid cells on the order of 10 km or ~0.1°. The temporal discretization of the model is intimately linked to the spatial resolution, since each time-step must be short enough to prevent transports from crossing a grid cell in a single time-step. Time-steps range from days for highly simplified GCMS to minutes for extremely high resolution GCMs.

The short time-steps used in GCMs allow fast processes to be explicitly calculated, which is relevant for the air-sea exchange of radiocarbon. Processes such as seasonal cycles of sea ice and mixed layer depths, storms with elevated winds and reduced sea level pressure, and short bursts of deep convection can be simulated in GCMs, with potentially significant impacts on radiocarbon distributions. As a side effect of the higher spatiotemporal resolution of GCMs, their computational cost is orders of magnitude greater than for box models. Crucially, this makes it extremely difficult to reach equilibrium for radiocarbon, as a full GCM can require a full year of computation on a small computer cluster to complete a single run of 10,000 years. Amongst available GCMs, only a sub-set will include biogeochemistry modules, and further sub-set of these will also include the cycling of isotopes such as radiocarbon, or atmospheric CO₂ as a prognostic variable: the full treatment of the global carbon and radiocarbon cycles in GCMs is far from universal. Table 1 provides a list of GCMs that include radiocarbon, and that have been applied to paleoceanographic investigations.

A final type of model we discuss is a type of “hybrid” of box models and GCMs, which we call “matrix” solutions, or “transport matrix methods” (TMM; e.g., Khatiwala et al., 2005). The latter models use GCM-like grids, but do not calculate physical or chemical exchanges, instead relying on one among a number of techniques to
impose a matrix of transports (i.e., exchanges between grid cells) previously calculated from a steady-state GCM solution. These models combine computational speed with the spatial resolution of GCMs, allowing equilibrium radiocarbon distributions to be calculated for well-resolved, 3-dimensional oceans. Some matrix solution methods are used exclusively for steady state, and solve the biogeochemistry for the equilibrium using something like Newton's method (e.g., Kwon & Primeau, 2006). Because these methods provide analytical solutions, they can be extremely valuable for making statistical calculations, or for solving inverse problems (e.g., calculating ocean transport from radiocarbon observations [DeVries & Primeau, 2011]). Meanwhile others use a biogeochemical module similar to those embedded in GCMs and simply use a transport matrix for calculating the transport of biogeochemical tracers over discrete time-steps (Khatiwala et al., 2005, 2019). The latter approach is significantly more computationally costly than the analytical solutions, but allows the seasonal cycle and/or biogeochemical transients, such as changes in radiocarbon production, to be resolved. Matrix solutions are still relative newcomers in this field of research, and have not yet been widely applied. However, given the dual importance of long simulations for radiocarbon, and the need to resolve spatial patterns, they hold great promise for future advances (Bardin et al., 2014). One particularly enticing opportunity is the use of such methods for the inverse modeling of geochemical tracers, for example, to place tighter constraints on mass transports in the past ocean (LeGrand & Wunsch, 1995; Marchal & Curry, 2008). Although inverse modeling has been applied to radiocarbon (Gebbie & Huybers, 2012; Marchal, 2005), this technique has yet to be fully exploited in the paleoceanographic context.

4. Radiocarbon and the Marine Carbon Cycle

The ocean is guaranteed a key role as a potential trigger and modulator of atmospheric CO₂ change due to its magnitude (containing ~60 times more carbon than the atmosphere), its dynamism on a range of timescales, and its inherent connection to the atmosphere via air-sea gas-exchange. Indeed, air-sea gas exchange, along with the solubility and reactivity of CO₂ in seawater, ensures that the atmospheric and marine carbon pools remain coupled to some degree. The degree to which the marine and atmospheric carbon pools are equilibrated (i.e., with the same average CO₂ partial pressure [pCO₂], and the same average radiocarbon activity) is important, because atmospheric CO₂ will be drawn down to the extent that more of the marine carbon inventory is shifted away from regions of the ocean that are well-equilibrated with the atmosphere to regions that are not (and vice versa; Eggleston & Galbraith, 2018). The main vector for moving carbon out of the atmosphere-equilibrated carbon pool is the so-called biological carbon pump (Volk & Hoffert, 1985). This “pump” maintains chemical gradients between the surface ocean (which is relatively well-equilibrated with the atmosphere) and deep ocean interior (which is relatively poorly equilibrated with the atmosphere). This is achieved through the fixation of carbon in the photic zone and its subsequent remineralization at depth. The efficiency of this biological pump is a key determinant of the marine carbon cycle’s impact on atmospheric CO₂, and can be defined in terms of the magnitude of the pCO₂ gradient that it maintains between the surface ocean and the deep ocean interior (Ito & Follows, 2005; Volk & Hoffert, 1985; where the latter is relatively poorly equilibrated with the atmosphere). The efficiency of this carbon sequestration process can be further enhanced via relatively poor air-sea exchange/equilibration in regions of the surface ocean with relatively high pCO₂ (given DIC, ALK, T, and S) (Ito & Follows, 2013). Such regions are typically the regions of the ocean that provide the main “leaks” in the biological carbon pump due to significant “upwelling” of deep water to the ocean surface (e.g., the Southern Ocean). Both of these marine carbon cycle determinants (i.e., biological carbon pump efficiency and air-sea equilibration efficiency) have a direct impact on marine radiocarbon activities, making radiocarbon a particularly useful carbon cycle metric.

The link between radiocarbon and marine carbon cycling can be illustrated by considering a conceptual model that divides the marine carbon pool into two components (e.g., following Williams and Follows [2011]): a “preformed” carbon pool, and a “remineralized” carbon pool. The preformed carbon pool can be further divided, conceptually, into “equilibrium” and “disequilibrium” components, that account respectively for: (a) the hypothetical amount of carbon that would reside in the ocean as determined by atmospheric CO₂ (given the ocean’s circulation and surface T-S distribution, which together comprise the so-called “solubility pump” [Volk & Hoffert, 1985]) and (b) the deviation from this hypothetical amount that results from imperfect air-sea gas exchange (which could be an excess or a deficit on average):

\[ I_o = I_{\text{pre}} + I_{\text{rem}} = (I_{\text{eq}} + I_{\text{dis}}) + I_{\text{rem}} \]  

(21)
Above, \( I_{\text{atm}}, I_{\text{pre}}, I_{\text{eq}}, I_{\text{dis}}, \) and \( I_{\text{rem}} \) are respectively the total-, preformed-, respired/remineralized-, equilibrium-, and disequilibrium carbon inventories. If we consider the ocean and atmospheric carbon inventories as forming a closed system (which is reasonable for relatively short timescales), then any change in the atmospheric carbon inventory will be given by:

\[
-\Delta I_{\text{atm}} = -M_{\text{a}} \Delta X_{\text{CO}_2} = \Delta I_{\text{atm}} = \Delta I_{\text{eq}} + \Delta I_{\text{dis}} + \Delta I_{\text{rem}}
\]  

(22)

where \( \Delta I_{\text{atm}} \) is the change in the atmospheric carbon inventory, \( M_{\text{a}} \) is the molar mass of the atmosphere, \( \Delta X_{\text{CO}_2} \) is the change in the molar mixing ratio of \( \text{CO}_2 \) in the atmosphere, and other terms indicate changes in the respective carbon inventories of the ocean. The above equation can be simplified to:

\[
-M_{\text{a}} \Delta X_{\text{CO}_2} = V_{\text{o}} \left( \Delta C_{\text{eq}} + \Delta C_{\text{dis}} + \Delta C_{\text{rem}} \right)
\]

(23)

where \( V_{\text{o}} \) is the volume of the ocean, and \( \Delta C_{\text{eq}}, \Delta C_{\text{dis}}, \) and \( \Delta C_{\text{rem}} \) are the changes in the global average concentrations of the equilibrium-, disequilibrium- and, remineralized/respired DIC pools. We can eliminate \( \Delta C_{\text{eq}} \) from the above expression by relating it to the atmospheric \( \text{CO}_2 \) mixing ratio (\( X_{\text{CO}_2} \)), via the average DIC buffer factor (\( \gamma_{\text{DIC}} \)) of the equilibrated carbon pool (Williams & Follows, 2011). In addition, we can define the total “sequestered” carbon pool (with respect to the atmosphere) as comprising the remineralized- and disequilibrium carbon pools (i.e., \( \Delta C_{\text{dis}} = \Delta C_{\text{dis}} + \Delta C_{\text{rem}} \)). A typical approach is to ignore any changes in disequilibrium, thereby eliminating \( \Delta C_{\text{dis}} \) from consideration (e.g., Kwon et al., 2011; Skinner et al., 2015). However, it is becoming increasingly clear that changes in the disequilibrium carbon pool may play a significant role in altering the partitioning of carbon between the ocean and atmosphere (Eggleston & Galbraith, 2018; Galbraith & Skinner, 2020; Ito & Follows, 2013; Khatiwala et al., 2019; Skinner, Muschitiello, & Scrivner, 2019).

It is notable that the two marine carbon reservoirs that constitute the total sequestered carbon inventory will both tend to scale in magnitude with their respective radiocarbon ventilation ages. Thus, \( \Delta C_{\text{dis}} \) will be related to changes in the average air-sea exchange efficiency, which can be seen as a function of how much older the surface ocean is, as compared to what is expected from changes in the average \( p\text{CO}_2 / \text{DIC} \) ratio of the equilibrium carbon pool (Galbraith et al., 2015). In addition, \( \Delta C_{\text{rem}} \) can be related to changes in the product of the average residence time of water below the mixed layer and the average remineralization rate of organic carbon in the ocean interior (i.e., average export productivity, \( B_{\text{c}} \)) (Eggleston & Galbraith, 2018). All else being equal, changes in the degree of radiocarbon depletion of the ocean, relative to the contemporary atmosphere, should therefore relate to changes in the total sequestered carbon inventory (i.e., the sum of the disequilibrium and respired carbon pools) of the ocean, and therefore changes in atmospheric \( p\text{CO}_2 \).

In order to describe this relationship more explicitly, we can assume that any change in the inventory of the total sequestered carbon pool (i.e., the sum of the disequilibrium and remineralized pools) will be distributed between the atmosphere and the equilibrium carbon pool, as determined by an average Revelle “buffer factor” (\( \gamma_{\text{DIC}} \)) (Oeschger et al., 1975; Williams & Follows, 2011), such that:

\[
\Delta C_{\text{eq}} = \frac{C_{\text{eq}}(0) \Delta X_{\text{CO}_2}}{\gamma_{\text{DIC}} X_{\text{CO}_2}(0)}
\]

(24)

where \( \Delta X_{\text{CO}_2} \) is the atmospheric \( \text{CO}_2 \) molar mixing ratio prior to any perturbation, and \( \Delta X_{\text{CO}_2} \) is the change in the mixing ratio as a result of the perturbation. By substituting Equation 24 into Equation 23, and defining the sequestered carbon pool as the sum of the respired and disequilibrium carbon pools (i.e., \( \Delta C_{\text{eq}} = \Delta C_{\text{dis}} + \Delta C_{\text{rem}} \)), we can write:

\[
\Delta X_{\text{CO}_2} = \frac{-V_{\text{o}} \Delta C_{\text{eq}}}{(M_{\text{a}} + V_{\text{o}} C_{\text{eq}}(0) / \gamma_{\text{DIC}} X_{\text{CO}_2}(0))}
\]

(25)

In order to approximate the change in the total sequestered carbon inventory (\( V_{\text{o}} \Delta C_{\text{eq}} \)), we can consider that a change in its equilibrium value will be given by the product of the change in the average “residence time” of carbon in the sequestered pool (\( \Delta \tau; \) equivalent to the change in average age of carbon leaving the sequestered pool, also called its “transit time” [Bolin & Rodhe, 1973]), and the net flux of carbon into/out of the sequestered
carbon pool (assumed constant). The latter might be approximated by the average organic carbon export rate \( (B) \), from the surface ocean mixed layer into the ocean, such that:

\[
\Delta C_{\text{seq}} = \frac{B \Delta \tau}{V_o}
\]

(26)

By substituting Equation 26 into Equation 25, we can obtain a theoretical description of the link between changes in the atmospheric \( \text{CO}_2 \) concentration and changes in the ocean interior average residence time:

\[
\Delta X_{\text{CO}_2} = -\frac{B \Delta \tau}{(M_o + V_o C_{\text{seq}(0)}/(Y_{\text{DIC}} X_{\text{CO}_2}))}
\]

(27)

where the subscripts (i) indicate initial values prior to the perturbation. If we further assume that the average residence time of carbon in the sequestered carbon pool, equivalent to the average age of carbon leaving the sequestered carbon pool, is the same as the average age of carbon in this pool (Bolin & Rodhe, 1973), then we can approximate \( \Delta \tau \) as the change in the average radiocarbon age offset between the deep ocean and the atmosphere (i.e., the average \( \Delta (B-\text{Atm}) \)), less any expected change in global average surface reservoir age due to equilibrium effects (i.e., determined by solubility and/or the surface ocean’s \( p\text{CO}_2/\text{DIC} \) ratio). While this assumption will be accurate for a “well mixed” reservoir (e.g., in a box model), it is likely to yield an underestimate of the average residence time (\( \Delta \tau \)) where we are dealing with an ocean reservoir that has modest transport velocities and a large spatial separation between the main sources and sinks of carbon in the reservoir (Bolin & Rodhe, 1973).

The above Equation 27 does not imply that any change in atmospheric \( \text{CO}_2 \) will be linked to a change in the ocean interior's radiocarbon activity. Instead, it serves to illustrate that a change in ocean turnover and/or gas exchange that reduces the radiocarbon activity of the ocean interior will also tend to reduce atmospheric \( \text{CO}_2 \) to an extent that depends on a few key factors: (a) the strength of the biological carbon pump (e.g., modulated by sub-surface or exogenous nutrient supply to the surface ocean); (b) average air-sea gas exchange efficiency (affecting the contribution of \( C_{\text{dis}} \) to \( C_{\text{seq}} \)); and (c) the carbonate chemistry of the equilibrated carbon pool (affecting the link between \( C_{\text{eq}} \) and \( p\text{CO}_2 \)). The latter will depend on any parallel changes in the efficiency of the carbonate pump, and in global ocean carbonate chemistry (e.g., due to carbonate compensation/dissolution; Hain et al., 2011). These considerations cohere with an alternative analysis, based on a large number of GCM simulations (Galbraith & de Lavergne, 2019), that describes marine carbon sequestration from the atmosphere as being primarily dependent on the product of the average age (i.e., transit time) of water in the ocean interior and the average export productivity, as well as the preponderance of water masses in the ocean interior with high levels of “disequilibrium DIC” (whereby the end-member values are influenced by air-sea gas exchange efficiency in the regions of deep water formation) (Galbraith & Skinner, 2020).

The general implication of the above analysis is that a more radiocarbon-depleted ocean is one that tends to sequester more \( \text{CO}_2 \) from the atmosphere, if biological export/remineralization and the ocean's carbonate chemistry are conducive to this. Of course, this does not apply to transient changes in ocean-atmosphere radiocarbon age offsets that arise from large/rapid changes in radiocarbon production that the ocean interior has not yet responded to. As shown in Figure 7, changes in atmospheric \( \text{CO}_2 \) (caused by variable overturning rates or gas exchange efficiency) scale with deep ocean radiocarbon ventilation age changes in a predictable manner that is consistent with the simple theory laid out above. It is encouraging that, without excessive “tuning,” good agreement can be obtained between the predictions of the simple inventory-based theory, and the outputs of 2- and 3 box model simulations, as well as the outputs of more complex general circulation models (Kwon et al., 2011; Tschumi et al., 2011). A link between atmospheric \( \text{CO}_2 \) and radiocarbon ventilation of the ocean interior is therefore clearly identifiable in biogeochemical ocean general circulation models (Kwon et al., 2011; Tschumi et al., 2011), and this link can be understood in terms of basic marine carbon cycle theory (e.g., as described by the equation above). However, as noted already, this same theory reminds us that the exact sensitivity of the link will be controlled by a number of auxiliary parameters that may be difficult to pin down, including in particular: ocean overturning rates, ocean-atmosphere gas exchange efficiency, and export productivity. Nevertheless, these considerations provide a useful backdrop for assessing the impact of ocean ventilation changes on past atmospheric \( \text{CO}_2 \), based on marine radiocarbon reconstructions. Below we turn to an assessment of such reconstructions from the Last Glacial Maximum and the last deglaciation, as well as their potential implications for ocean dynamics and the carbon cycle.
5. The Record of Past Marine Radiocarbon Variability

5.1. The Last Glacial Maximum

The Last Glacial Maximum (LGM; ∼20 ka BP) provides an opportune target for the use of radiocarbon as a carbon cycle- or ocean circulation tracer. The LGM, like preceding glacials throughout the Quaternary, was characterized by a very different global carbon cycle, and ocean state, providing an excellent training ground for our understanding of chemical, biological and physical processes that interact to influence global climate (Galbraith & Skinner, 2020). Notably, atmospheric CO$_2$ at the LGM was ∼90 ppm lower than pre-industrial levels (Monnin et al., 2001), associated with changes in the distribution of water masses (and possibly also their transport rates) (Adkins, 2013), as well as the conditions of air-sea gas exchange at high latitudes (e.g., due to altered sea ice distribution [Gersonde et al., 2003; Schüpbach et al., 2018], and upper ocean stratification [Francois et al., 1997]).

Understanding the nature and magnitude of large scale ocean dynamical changes between the LGM and the present, including their contribution to the evolution of atmospheric CO$_2$, remains a long-standing challenge in pale-oceanography, where radiocarbon has an important role to play. Paired calendar- and radiocarbon ages obtained for example, coral, speleothem, and plant macrofossil samples, indicate that atmospheric Δ$^{14}$C was ∼400‰ higher at the LGM (see Figure 4) (Reimer et al., 2020). As discussed further below, passive cosmogenic nuclide fluxes recorded in ice cores, and paleomagnetic field intensity reconstructions, further indicate that increased radiocarbon production at (and leading up to) the LGM can only partially account for the observed increased atmospheric radiocarbon activity (e.g., Bard, 1998; Broecker & Barker, 2007; Channell et al., 2018; Dinauer et al., 2020; Hain et al., 2014; Hughen, Lehman, et al., 2004; Köhler et al., 2005; Marchitto et al., 2007; Skinner et al., 2010). This would suggest a significant change in the partitioning of radiocarbon between the various...
surface carbon reservoirs, including in particular an increase in the mean residence time of carbon in the ocean (e.g., Bard, 1998; Muscheler et al., 2004).

For negligible changes in radiocarbon production, an increase in the mean residence time of carbon in the ocean interior would lead to a reduction in the marine radiocarbon inventory, and would require a parallel increase in the atmospheric radiocarbon inventory, so that total radiocarbon decay is able to balance total radiocarbon production at equilibrium (see Section 3.1 above). Essentially, the radiocarbon production rate determines the global radiocarbon inventory, which is distributed between the various Earth carbon reservoirs: less radiocarbon in another carbon reservoir (e.g., due to a decrease in its total size, or an increase in its turn-over time), will require that more radiocarbon accumulates in the atmosphere, all else being equal. The magnitude of the marine radiocarbon inventory therefore provides an essential constraint for reconciling estimates of past atmospheric radiocarbon activity with estimates of past radiocarbon production, and with past carbon cycle change.

Efforts to determine if, and how, the LGM marine radiocarbon inventory differed from the pre-industrial have been ongoing for decades, stimulated to a large extent by the pioneering work of Wally Broecker (e.g., Broecker, 1989; Broecker et al., 1984, 1990). Initial efforts focused on the radiocarbon age offset between benthic and planktonic foraminifera (B-P offsets) (Broecker et al., 1984) (see Case D in Figure 6), which elegantly focused on the fact that the accuracy of such age offsets does not depend on the accuracy with which the “true” calendar age of the samples is known (e.g., see Section 2.4.2 above), but also relied on the assumption that the shallow sub-surface habitat in which the planktonic foraminifer lived remained more or less in equilibrium with the contemporary atmosphere (cf., Bard, 1988). This early work appeared to show only a very modest increase in the radiocarbon depletion of the LGM ocean as compared to today (Broecker et al., 1990; Broecker, Andreu, Bonani, Wolfli, Oeschger, et al., 1988; Shackleton et al., 1988), which was hard to reconcile with existing reconstructions of altered nutrient distributions in the glacial ocean (Boyle & Keigwin, 1985, 1987; Broecker, 1989; Duplessy et al., 1988). Arguably, this early work was hampered to some extent by the use of relatively low sedimentation rate sediment cores (exacerbating differential bioturbation and preservation biases; see Section 2.2 above), and by the fact that surface ocean radiocarbon disequilibrium relative to the atmosphere has not been spatially or temporally constant (e.g., Bard, 1988; Sikes & Guilderson, 2016; Skinner, Muschitiello, & Scrivner, 2019), causing B-P offsets to differ from B-Atm offsets. Evidence for a significant increase in Pacific deep-water radiocarbon ventilation ages was first reported by Sikes et al. (2000), and although these ground-breaking results initially seemed difficult to reproduce in the wider Pacific (Broecker et al., 2007, 2008; Broecker, Barker, et al., 2004; Broecker, Clark, et al., 2004), evidence for significant B-P changes soon emerged from the Atlantic (Keigwin, 2004; Keigwin & Schlegel, 2002; Skinner & Shackleton, 2004).

The latter findings were consistent with new radiocarbon ventilation estimates derived from cold-water corals (e.g., Adkins et al., 1998; Robinson et al., 2005), dated using both radiocarbon and uranium-series decay (i.e., Case F in Figure 6). The use of U-series dated corals presented a means to overcome some of the impediments associated with the use of foraminifera (e.g., bioturbation, surface reservoir age variability), and provided direct estimates of the radiocarbon disequilibrium between deep-waters and the atmosphere. While the use of U-series dated corals has typically been limited to regions of the ocean that are relatively well ventilated (i.e., intermediate water depths, potentially due to oxygen requirements of the coral organisms), these studies have shown robustly that enhanced radiocarbon depletion indeed prevailed at the LGM in the northern- (Robinson et al., 2005), low latitude- (Chen et al., 2015), and southern Atlantic (Burke & Robinson, 2012), as well as the southern Pacific (Hines et al., 2015).

In the same vein, work using radiocarbon dated benthic foraminifera (prioritizing high-sedimentation rate cores, as advocated by for example, Shackleton et al., 1988) has increasingly aimed to reference benthic foraminiferal radiocarbon dates directly to the contemporary atmosphere (i.e., case C in Figure 6). Typically, this has been achieved through the use of co-deposited and independently dated tephra (e.g., Siani et al., 2001, 2013; Sikes & Guilderson, 2016; Sikes et al., 2000; Sikes, Cook, & Guilderson, 2016; Skinner et al., 2015), or chronostratigraphic constraints (e.g., Austin et al., 2011; Gottschalk et al., 2020; Marchitto et al., 2007; Peck et al., 2006; Skinner & Shackleton, 2004; Skinner et al., 2010, 2014), or indeed by the so-called “plateau tuning” approach (whereby inflections in planktonic radiocarbon time-series are matched to presumed counterparts in the atmospheric record) (Ausín et al., 2021; Balmer et al., 2016; Sarnthein et al., 2007, 2013, 2015; Umling & Thunell, 2017).
The accumulated evidence for the LGM (e.g., Skinner et al., 2017) now indicates that the ocean interior was clearly more radiocarbon-depleted versus the atmosphere than in pre-industrial times (see Figure 8). The data further suggest (albeit tentatively, since there remains a significant degree of scatter in the available observations) that this global average depletion represented the equivalent of at least \(~689 \pm 53\) \(^{14}\text{C}\)Yrs (Figures 8 and 11, where an updated value of \(~822 \pm 54\) \(^{14}\text{C}\)Yrs is suggested), resulting in a global average ocean radiocarbon “ventilation age” likely more than \(~2048 \pm 53\) \(^{14}\text{C}\)Yrs (Skinner et al., 2017). A similar global average increase has been proposed based on the “plateau tuning” methodology (Sarnthein et al., 2013).

5.2. Transport Time Versus Gas-Exchange Effects at the LGM

As illustrated in Figure 8, spatially resolved numerical model simulations of a putative “equilibrium LGM” state that include radiocarbon as a prognostic tracer (e.g., Chikamoto, Abe-Ouchi, et al., 2012; Chikamoto, Menviel, et al., 2012; Menviel et al., 2017; Muglia et al., 2018; Galbraith & de Lavergne, 2019) and reconstructed radiocarbon activity (light blue crossed circles, with 1 sigma error bars; Skinner et al., 2017), expressed relative to the atmosphere and as a function of water depth. A cubic spline fit to the proxy data (solid blue line), and the modern radiocarbon profile corrected for the influence of nuclear bomb testing in the twentieth century (solid red line; Key et al., 2004), are shown for comparison. The ocean is generally observed, and modeled, to have been more radiocarbon depleted at the LGM, relative to the contemporary atmosphere, as compared to modern, with generally good agreement between models despite a slight underestimation of simulated radiocarbon ventilation ages in the middepth ocean, where a “bulge” in ventilation ages is apparent (Burke et al., 2015; Skinner et al., 2017).

An important question that remains to be resolved therefore concerns the relative contributions to \(^{14}\text{C}\) drawdown at the LGM, from air-sea gas exchange (e.g., Khatiwala et al., 2019) versus mass turn-over rates (e.g., Burke et al., 2015; Ferrari et al., 2014; Menviel et al., 2017; Watson et al., 2015). Arguments can be advanced to support a role for both of these contributing processes (Galbraith & Skinner, 2020). On the one hand, the existing LGM radiocarbon observations, indicating the most significant “aging” in the deep Atlantic and Southern Ocean (Skinner et al., 2017), appear to resolve a long-standing puzzle regarding the reconciliation of the deep ocean's LGM radiocarbon- and nutrient distributions (Broecker, 1989), under the assumption that a reduced overturning rate in these basins allowed the accumulation of more respired nutrients (and respired carbon) (e.g., Siegenthaler & Wenk, 1984; Toggweiler, 1999; Toggweiler & Sarmiento, 1985). The role of respired carbon accumulation is tentatively supported by the fact that the aging of the deep ocean appears, in general, to have occurred in parallel with a drop in oxygenation (Anderson et al., 2019; de la Fuente et al., 2017; Gottschalk et al., 2016, 2020; Hoogakker et al., 2015, 2018; Jaccard & Galbraith, 2012; Skinner, Sadekov, et al., 2019; Umling & Thunell, 2018), an increase in nutrient concentrations (e.g., Curry & Oppo, 2005; Duplessy et al., 1988; Marchitto & Broecker, 2006; Peterson et al., 2014), and a (modest) drop in carbonate ion saturation (Anderson et al., 2019; de la Fuente et al., 2017; Umling & Thunell, 2018; Yu et al., 2014) (Figure 10). These associations could at face value reflect a longer residence time in the ocean interior, allowing more radiocarbon depletion.
and more respired carbon/nutrient accumulation, while also consuming oxygen and lowering the carbonate ion concentration through the addition of respired \( \text{CO}_2 \).

However, a fundamental ambiguity remains, since the patterns shown in Figure 10 could also be achieved in principle by unchanged mass turnover rates combined with less effective gas exchange at the sea surface. Indeed, it would appear that oxygen concentrations can also exhibit significant disequilibrium effects, under very restricted conditions of gas-exchange, despite the much faster equilibration time for \( \text{O}_2 \) as compared to \( \text{CO}_2 \) (and especially \( \text{^{14}CO}_2 \); see Section 2.5.1) (Khatiwala et al., 2019). Therefore, the question arises: to what extent was the LGM ocean more “sluggish,” and to what extent was it more effectively “sealed off” from the atmosphere at high latitudes? This question remains a challenging one to resolve, and it bears directly on which climate-carbon cycle feedbacks tend to dominate under different climatic conditions (Galbraith & Skinner, 2020). Once again, this challenge underlines the need for improved observational constraints on past radiocarbon disequilibria relative to the atmosphere, from both the surface- and deep ocean.

As described above in Section 4, ocean interior radiocarbon can relate to ocean-atmosphere carbon partitioning through its link to the total “sequestered carbon pool,” regardless of its partitioning into respired- versus disequilibrium components (Galbraith & Skinner, 2020). The simple relationship between marine radiocarbon depletion and the sequestered carbon inventory proposed in Section 4 (see Equation 27) predicts an atmospheric draw down of more than 50 ppm for a 689 \( \text{^{14}Cy}_r \) “aging” of the ocean’s carbon pool (all else being equal) (Skinner et al., 2017). This very rough estimate is broadly in line with the contribution that is typically attributed to “ocean ventilation” processes in numerical model scenarios (Brovkin et al., 2012; Hain et al., 2014; Köhler et al., 2005). Note that such “ventilation processes” include those that influence the ocean’s total disequilibrium.
carbon inventory (e.g., Khatiwala et al., 2019; Muglia et al., 2018) (i.e., sea-ice, wind speeds and gas exchange “piston velocities” etc.), as well as those that influence the ocean's total respired carbon inventory (e.g., Menviel et al., 2017). Therefore, the inferred impact on marine carbon sequestration from the atmosphere may not depend strongly on the variable contributions of transport- versus air-sea gas exchange effects alluded to above (and illustrated in Figures 7 and 9). While there remains the significant challenge of attributing marine radiocarbon anomalies at the LGM to the effects of ocean transport versus gas-exchange, models and data tend to converge in suggesting that ocean ventilation processes have played a significant role in glacial-interglacial atmospheric CO$_2$ change (Siegenthaler & Wenk, 1984; Sigman et al., 2010; Toggweiler, 1999), specifically where these ventilation processes are broadly defined as including both gas-exchange and mass transport effects (Galbraith & Skinner, 2020) (e.g., see Section 2.4.2).

5.3. Radiocarbon Ventilation Patterns at the LGM

Despite the emerging clarity regarding marine carbon cycling at the LGM (Galbraith & Skinner, 2020), major challenges remain to be addressed insofar as radiocarbon is concerned. One outstanding challenge is to narrow the scatter in marine radiocarbon ventilation age estimates for the LGM, and in particular to better constrain their spatial patterns. To some extent this is a question of improving high-quality data coverage, allowing for example, vertical-, intra- and inter-basin gradients to be constrained with greater precision. Figure 11 shows a global spatial interpolation of available radiocarbon data, following Skinner et al. (2017), indicating a significant “aging” >2,000 m, particularly in the deep Atlantic and Southern Ocean, but also extending into the Indo-Pacific. It is notable that the shallow/intermediate depth Atlantic (<2,000 m) was less radiocarbon depleted than the deepest
Atlantic at the LGM (e.g., Chen et al., 2020), suggesting an active, if shoaled, North Atlantic overturning cell (Freeman et al., 2015; Lippold et al., 2012; Skinner et al., 2017, 2021). In showing a modest aging of intermediate waters, as compared to modern (and as compared to the deepest Atlantic), these data fail to support the proposal of enhanced ventilation at the LGM in the deep North Atlantic reaching down to 3,500 m, as inferred from “plateau tuned” radiocarbon data (Sarnthein et al., 2020). The collected radiocarbon data (Skinner et al., 2017) very tentatively support the existence of a middepth “bulge” in radiocarbon ventilation ages in the Southern Ocean at the LGM (Burke et al., 2015), which could indicate altered buoyancy forcing in the Southern Ocean, resulting in a reduced residual overturning circulation (Ferrari et al., 2014). The latter would be conducive to an increased disequilibrium/respired carbon inventory at the LGM, with implications for atmospheric CO$_2$ (Watson et al., 2015).

Overall therefore, a familiar picture emerges of a relatively “poorly equilibrated” marine carbon pool in the bottom half of the LGM ocean, resonating with other lines of paleoceanographic evidence suggesting something of a “hydrographic divide” ~2,000 m water depth (e.g., Boyle, 1988; Lund, Adkins, & Ferrari, 2011; Lund, Mix, & Southon, 2011; Marchitto & Broecker, 2006), notwithstanding the radiocarbon evidence for active overturning and deep-water export in the North Atlantic and abyssal Southern Ocean (e.g., Burke et al., 2015; Skinner et al., 2021). Beyond this general picture, much of the detail of the LGM radiocarbon hydrography remains to be elucidated, for example, regarding the possibility of an east-west ventilation gradient in the Atlantic basin (Menviel et al., 2020; Ng et al., 2018; Skinner et al., 2021), or the patterns of ventilation across the Southern Ocean (Sikes et al., 2017; Sikes, Elmore, et al., 2016), and in the Indian basin in particular (Gottschalk et al., 2020; Ronge et al., 2020).

Figure 11. Meridional sections of B-Atm radiocarbon ventilation ages at the LGM (top panels), and offsets from modern bomb-corrected GLODAP data (Key et al., 2004) (bottom panels). Sections are based on zonally averaged global interpolations, after Skinner et al. (2017), incorporating more recent data (Chen et al., 2020; Dai et al., 2021; Gottschalk et al., 2020; Hines et al., 2019; Li et al., 2020; Ronge et al., 2019; Shao et al., 2019; Skinner et al., 2021; Skinner, Muschitiello, & Scrivner, 2019; Zhao et al., 2018). In this interpolation, the global average offset from modern at the LGM is 822 ± 54 14Cyrs, slightly higher than 689 ± 53 14Cyrs estimated by Skinner et al. (2017).
5.4. Extreme Radiocarbon Ventilation Ages at the LGM

One important aspect of the spatial variability in LGM radiocarbon ventilation ages that has yet to be completely resolved, is the observation of extreme radiocarbon depletions (i.e., the equivalent of more than 4,000–10,000 $^{14}$C yrs offset from the contemporary atmosphere). These offsets have been observed in foraminifera from a handful of locations, primarily at intermediate water depths, off Galapagos and in the southern Pacific in particular (Bova et al., 2018; Ronge et al., 2016; Stott et al., 2009, 2019). The same challenge arises in accounting for “extreme” marine radiocarbon depletion anomalies that have been observed at a few locations subsequent to the LGM, across the last deglaciation (in both benthic and planktonic foraminifera), again primarily at intermediate water depths in the low-latitude eastern Pacific (Lindsay et al., 2015; Marchitto et al., 2007; Rafter et al., 2018, 2019), but also the South Pacific (Ronge et al., 2016, 2019), and Arabian Sea (Bryan et al., 2010). These extreme radiocarbon depletions reflect statistical “outliers” in the global LGM and deglacial datasets, in the sense that they differ significantly from the global population (Skinner et al., 2017); however, they cannot be ignored and currently defy straightforward explanation and integration into a complete theory of LGM and deglacial carbon cycle change. We return to these extreme observations when discussing the last deglaciation, below.

5.5. Balancing the Global Radiocarbon Budget

A further issue that arises is the difficulty of reconciling reconstructions of past radiocarbon production rates with estimates of the atmospheric- and marine radiocarbon and carbon inventories, as these have evolved over time from the last glacial period to the present. A major source of difficulty in this respect derives from uncertainties regarding past radiocarbon production rates (Dinauer et al., 2020): these diverge significantly depending on how they are derived and the age-scales that are attributed to them (Channell et al., 2018; Frank et al., 1997; Guyodo & Valet, 1999; Laj et al., 2004; Muscheler et al., 2005), as well as the cosmogenic radiocarbon production model that is employed (Kovaltsov et al., 2012; Masarik & Beer, 1999). Thus, depending on the radiocarbon production history and the model that is adopted, between ~350‰ (Bard, 1998; Bard et al., 1990), ~180–240‰ (Bard, 1998; Hain et al., 2014; Muscheler et al., 2004; Skinner et al., 2010), ~146‰ (Dinauer et al., 2020), or perhaps as little as ~0 ± 50‰ (Channell et al., 2018), of the observed ~400‰ drop in atmospheric radiocarbon activity since the LGM can be accounted for in the absence of any carbon cycle changes (see Figure 12a). Accordingly, the above estimates leave anything from ~50 to ~500‰ atmospheric radiocarbon activity change to be accounted for by factors other than production, such as carbon cycle changes or even observational biases (Dinauer et al., 2020) (see residuals in Figure 12d). It is notable that the portion of the atmospheric radiocarbon record that cannot be accounted for by radiocarbon production rate changes shares some features with the atmospheric $p$CO$_2$ record, strongly suggesting the involvement of carbon cycle change (Figure 12d; Channell et al., 2018; Muscheler et al., 2004).

A complete explanation of the evolution of the global radiocarbon budget is a long-standing puzzle. The generation of marine sedimentary $^{10}$Be records, as a complement to ice-core $^{10}$Be and paleomagnetic reconstructions, represents a useful development in this regard (Frank et al., 1997; Ménabréaz et al., 2014; Simon et al., 2020). The combination of such records, from a range of latitudes, with numerical modeling of the production and spread of cosmogenic isotopes in the atmosphere and ocean, could in principle be used to assess the degree to which ice-core $^{10}$Be and $^{36}$Cl records provide an accurate picture of the global geomagnetic dipole moment variations, and therefore radiocarbon production rates. This would be aided by the fact that the relative geomagnetic modulation of cosmogenic isotope production is maximum at the equator, while the solar modulation (i.e., independent of geomagnetism) is maximum at the poles. Although most cosmogenic isotope production occurs in the stratosphere (Masarik & Beer, 1999), which is characterized by intense horizontal mixing and a residence time of a few years (Delaygue et al., 2015; Waugh & Hall, 2002), any deviation from a completely homogenous atmospheric (troposphere) mixing would affect the relative amplitudes of the geomagnetic and solar signals embedded in $^{10}$Be and $^{36}$Cl records. These considerations provide a glimmer of hope for disentangling the disparate geomagnetic and solar impacts on cosmogenic isotope production, and therefore also for assessing the accuracy of radiocarbon production rate estimates based on $^{10}$Be fluxes near the poles or relative paleomagnetic intensity. Here, a key challenge for ice core reconstructions will be to improve our ability to reconstruct atmospheric fluxes of $^{10}$Be or $^{36}$Cl, from concentrations or accumulation rates recorded in ice. For sedimentary reconstructions, the primary challenge will similarly be to accurately relate measured sedimentary $^{10}$Be concentrations (normalized
o $^{14}$Be or $^{230}$Th) to atmospheric fluxes, taking into account the complex effects of ocean transport, sea-water sediment interactions and “boundary scavenging” associated with vertical sedimentary particle fluxes.

In addition to past radiocarbon production changes, a number of carbon cycle changes are known to have occurred across the last deglaciation, and each will have had its own distinct, positive or negative, contribution to atmospheric radiocarbon activity (Köhler et al., 2006). For example, the well constrained atmospheric carbon inventory increase since the LGM (i.e., inferred from $p$CO$_2$) will have contributed to an atmospheric radiocarbon activity drop of $\sim 25\%$, if the total radiocarbon budget remained constant (Bard, 1998). The contributions from changes...
in for example, carbonate sedimentation, terrestrial biosphere magnitude, marine biological export productivity, and a variety of ocean “ventilation” processes (such as North Atlantic overturning, Southern Ocean overturning, sea-ice influenced gas-exchange etc.), might each have been of comparable magnitudes that remain difficult to quantify from observations (Dinauer et al., 2020; Köhler et al., 2006).

As a starting point, under constant radiocarbon production, it can be shown that an increase in the average marine surface-to-deep radiocarbon gradient (i.e., the age gradient between the sequestered- and equilibrated carbon pools) of ~439 $^{14}$Cyr, as previously proposed for the LGM (Skinner et al., 2017), might be expected to raise atmospheric radiocarbon activity by the equivalent of only ~50‰ (Bard, 1998). Larger changes in atmospheric $\Delta^{14}$C between the LGM and the pre-industrial can be obtained for larger changes in the marine radiocarbon inventory (as required by mass balance; see Section 3.1 above), with broadly similar sensitivities emerging from box-models (e.g., Hain et al., 2014) and comprehensive Earth system models (e.g., Dinauer et al., 2020; see Figure 12). The available observations indicate a significant but modest change in the marine radiocarbon inventory at the LGM (Skinner et al., 2017; see Figure 12c), suggesting that neither radiocarbon production (as currently estimated), nor ocean ventilation, can account for the elevated atmospheric $\Delta^{14}$C of the last glacial period (Broecker & Barker, 2007), either “single handedly” or in combination (Dinauer et al., 2020). This presents us with something of a puzzle that has yet to be resolved: how can we balance the global carbon/radio-
carbon budgets across the last glacial cycle?

Based on a set of plausible estimates for a wider range of carbon cycle changes (including ocean ventilation, as well as carbonate sedimentation, terrestrial biosphere changes etc.), it has been proposed tentatively that as much as ~100‰ (i.e., 25%) of the atmospheric $\Delta^{14}$C drop since the LGM can be accounted for by the combined (and partly compensating) effects of the various carbon cycle changes (Köhler et al., 2006) (see Figure 12). When further combining these carbon cycle changes with a selection of radiocarbon production scenarios (Laj et al., 2004; Muscheler et al., 2005), this same study was able to predict atmospheric $\Delta^{14}$C as high as ~224 ± 150‰ at the LGM, in parallel with an increase in the average marine radiocarbon ventilation age of ~690 $^{14}$Cyr, both of which are reasonably close to current observations (Reimer et al., 2020; Skinner et al., 2017). As shown in Figure 12c, the deglacial evolution of average marine radiocarbon ages simulated by (Köhler et al., 2006) is not extremely different from that reconstructed here for the deep North Pacific. While this convergence is encouraging, it may be fortuitous, and would need to be revisited in light of revised estimates of radiocarbon production based on both geomagnetic “paleointensity” and cosmogenic nuclide (e.g., $^{10}$Be) flux reconstructions, some of which now suggest that production changes may have contributed very little to increased atmospheric $\Delta^{14}$C at the LGM (Channell et al., 2018). A recent study, applying a range of radiocarbon production scenarios in a comprehensive Earth system model (Dinauer et al., 2020), found that atmospheric $\Delta^{14}$C as high as observed during the last glacial could only be reproduced if extreme (and likely implausible) changes in air-sea gas exchange were employed. This study thus reiterated the difficulty of reconciling observations of atmospheric- and marine radiocarbon, with available radiocarbon production rate scenarios, particularly when ocean ventilation is the only “control knob” that is manipulated (and when millennial-scale changes in ocean ventilation across the last deglaciation are not incorporated). Taken together with the earlier idealized scenarios of (Köhler et al., 2006), one further implication may be that increased attention should be focused on other contributing processes, such as marine sedimentation for example (Jeltsch-Thömmes & Joos, 2020). An alternative implication is that existing estimates of tropospheric radiocarbon input rates (i.e., production, and transfer from the stratosphere) might need to be revisited.

The project of reconciling deglacial radiocarbon- and carbon surface reservoir inventory changes, while taking into account emerging marine and atmospheric carbon isotope data (i.e., both $\Delta^{14}$C and $\delta^{13}$C) (Bauska et al., 2016), as well as emerging estimates of terrestrial biosphere (Ciais et al., 2012), marine organic carbon/carbonate sedimentation (Cartapanis et al., 2018), and volcanism (Huybers & Langmuir, 2009), remains a major challenge to be met in future. Addressing this challenge will represent a major step forward in the long-standing goal of identifying and quantifying the contributors to global carbon cycle change across the last glacial cycle.

5.6. Deglacial Change: “Ventilation Seesaws” and “Mode Shifts”

The drop in atmospheric radiocarbon activity across the last deglaciation was not smooth; rather it was punctuated by at least two millennial-scale steps that were each accompanied by an acceleration of atmospheric CO$_2$ rise (see Figure 12). The prima facie implication of these millennial features would be that they represent the pulsed release of radiocarbon-depleted carbon dioxide into the atmosphere (Marchitto et al., 2007). Notably, these two
intervals of accelerated atmospheric change also coincide with cold events (stadials) in the North Atlantic region and over Greenland (Heinrich Stadial 1, HS1, and the Younger Dryas, YD [Björck et al., 1998]), as well as activations of the so-called “thermal bipolar seesaw” (EPICA Community Members, 2006; Stocker & Johnsen, 2003) (Figure 12). Although millennial-scale fluctuations in atmospheric radiocarbon are resolved with difficulty prior to the last deglaciation (Gottschalk et al., 2016), similar associations between the activation of the thermal bipolar seesaw and pulses in atmospheric CO₂ are also apparent on previous deglaciations (Barker et al., 2019), and during previous glacial cycles (Gottschalk et al., 2019; Nehrbass-Ahles et al., 2020). Millennial carbon cycle perturbations are thus persistent phenomena in the climate system that could play an important role in longer-term climate dynamics (Barker et al., 2019; Wolff et al., 2009).

It has been argued that the available deglacial radiocarbon database exhibits sufficient scatter to preclude the unequivocal identification of any trends in global average ocean-atmosphere disequilibrium across the last deglaciation (Zhao et al., 2018). However, there may be several possible explanations for a set of marine radiocarbon dates (including diagenetic, taphonomic or habitat biases), in addition to the hydrographic influences we are typically seeking to reconstruct (see Section 2.2 above). Therefore, some disagreement between observations need not imply the refutation of a null hypothesis that is premised on a high level of agreement between samples that are interpreted a priori be drawn from a population of estimates of a single parameter (Zhao et al., 2018). Furthermore, while the combination of all available radiocarbon data into a single time-series may yield no discernable deglacial trend (Zhao et al., 2018), clear patterns in the distribution of marine radiocarbon do emerge when well-resolved records are grouped together according to their locations and the water masses that they were likely bathed in.

This is shown in Figure 13, where three broad associations of deglacial radiocarbon ventilation change are proposed for: (a) the intermediate depth (900–2,000 m) North Pacific (Figure 13b); (b) the deep (>2 km) Southern Ocean and EEP (Figure 13c); and (c) the North Atlantic, including high-latitude North Atlantic “reservoir ages” (Figure 13d), the intermediate (900–2,000 m) equatorial Atlantic (Figure 13d), and the deep (>2 km) Atlantic outside of the Southern Ocean (Figure 13e). Figure 13 gives a sense of the global coverage and diversity of deglacial B-Atm time-series that exist, while also illustrating the coherent signals that emerge in three key regions of the ocean interior that are intimately connected to the three main areas of ocean-atmosphere buoyancy exchange: the Southern Ocean, the North Atlantic, and the North Pacific (Primeau, 2005). For simplicity, Figure 13 does not illustrate uncertainty estimates associated with the B-Atm data; however, analytical uncertainties typically amount to a few centuries (~200 years on average). This level of analytical uncertainty effectively sets the minimum signal amplitude that can be interpreted with confidence in the deglacial time-series. As discussed in Section 2.2, the most significant source of uncertainty in the collected deglacial B-Atm time-series is probably not analytical, but instead derives from potential biases resulting from bioturbation, diagenesis, calendar age-control, reservoir age corrections etc. Arguably therefore, in this context, an indication of B-Atm time-series accuracy, and signal character/amplitude, may be derived from the coherence of multiple independent time-series. It is notable that, despite all the challenges potential biases associated with B-Atm reconstructions, Figure 13 demonstrates quite consistent regional patterns.

Although the compilation of data in Figure 13 is not exhaustive, it does include the bulk of available time-series that span the last deglaciation. One notable omission from detailed consideration here, is a set of records produced using the “plateau tuning” approach (Ausín et al., 2021; Sarnthein et al., 2007, 2013, 2015, 2020). As for a handful of other records/locations (e.g., Cleroux et al., 2011; Davies-Walczak et al., 2014; Lund et al., 2015; Rae et al., 2014; Sortor & Lund, 2011), these sometimes derive from locations (e.g., the South China Sea) that are not easily slotted into the three dominant hydrographic associations proposed in Figure 13 (i.e., the North Atlantic, the shallow/deep Southern Ocean and Eastern Equatorial Pacific, and the intermediate North Pacific). A further difficulty is that the analysis of “plateau tuned” radiocarbon data has generally focused on restricted time-slices, such as the LGM or HS1 (Sarnthein et al., 2020), rather than time-series that span the last deglaciation. This makes it difficult to compare most of the “plateau tuning” results with those shown in Figure 13. However, where B-Atm (and reservoir age) time-series can be reconstructed from the plateau tuning control points, they often differ significantly from other reconstructions for proximal locations. For example, using the plateau tuning approach, (Ausín et al., 2021) propose very muted change in B-Atm offsets across the last deglaciation at 2,646 m water depth on the Iberian Margin (with lower radiocarbon ventilation ages at the LGM). This contrasts starkly with B-Atm records from several other cores in the same area (often within hundreds of meters) (Freeman...
et al., 2016; Skinner & Shackleton, 2004; Skinner et al., 2014, 2021). The latter records (blue lines in Figure 13e) are highly coherent, and track local reconstructions of epibenthic δ¹³C (Freeman et al., 2016; Skinner & Shackleton, 2004), as well as B-Atm offsets from U-series dated corals in the western and equatorial Atlantic (Chen et al., 2015; Robinson et al., 2005) (Figure 13d), and reconstructions of AMOC strength (McManus et al., 2004) (Figure 13f). Similar contrasts from “plateau tuned” records arise in other regions (e.g., Broecker et al., 2008; Ezat et al., 2017; Kennett & Ingram, 1995; Thornalley et al., 2011, 2015; Wan & Jian, 2014). It should be underlined that, to a large extent, these discrepancies simply represent contrasting approaches to the development of calendar age-models for the various sediment cores. Like other chronostratigraphic methods, the “plateau tuning” approach commendably seeks to overcome problems associated with assuming a priori knowledge of past surface reservoir age offsets. However, it is particularly prone to the nexus of foraminifer abundance variability and bioturbation (Costa et al., 2017), due to its dependence on fluctuations in the observed radiocarbon age-depth relationship (e.g., Sarthein et al., 2013). Furthermore, its accuracy and universal applicability have been questioned on theoretical grounds (Bard & Heaton, 2021). For example, the inference of surface reservoir age offsets >2 kyr (Sarthein et al., 2020) is inconsistent with plateau tuning’s premise of perfect equilibrium and synchrony between the atmosphere and the surface ocean habitat of planktonic foraminifera, while the sparsity and scatter
in atmospheric and marine data can be shown to lead to ambiguous matching of plateaus, and therefore equivocal marine chronologies and reservoir age offsets (Bard & Heaton, 2021). Regardless of the proposed (de)merits of the plateau tuning approach, the conflicting results of Ausín et al. (2021) and for example, Skinner et al. (2021) indicate that plateau tuning is not always reconcilable with alternative chronostratigraphic methods, even where both avoid making assumptions regarding past surface reservoir age variability. Nevertheless, we emphasize that any records that are not included in Figure 13 are not “rejected” as invalid; rather, they may demand a more nuanced sedimentary, regional or intra-basin analysis/interpretation than is permitted by the body of existing data currently at our disposal.

In the interest of brevity, we also omit from detailed consideration the Mediterranean and the Nordic Seas, both of which make relatively small volumetric contributions to the global ocean, but are nonetheless hydrographically unique and important regions. The deglacial radiocarbon ventilation history of the Mediterranean remains relatively poorly constrained, though its degree of radiocarbon ventilation was likely not constant (McCulloch et al., 2010; Siani et al., 2001). The deglacial radiocarbon history of the Norwegian Seas exhibits some ambiguity. It has been proposed to include the influence of a “stagnant” Arctic Mediterranean feeding extreme radiocarbon depletions into the North Atlantic at times of reduced AMOC (Thornalley et al., 2011, 2015); however other reconstructions point to the possible influence of benthic foraminiferal “biases” as the source of at least some of the extreme radiocarbon depletions (Ezat et al., 2017), and ventilation records from the Fram Strait appear to rule out the delivery of extremely aged waters from the Arctic to the Nordic Seas (Ezat et al., 2019; Telesiński et al., 2021). As noted above, radiocarbon ventilation ages derived using the “plateau tuning” approach (Sarnthein et al., 2015) suggest a slightly different ventilation history in the Nordic Seas, particularly prior HS1. Nevertheless, most of the existing data are consistent with a pattern of lower B-Atm offsets during the B-A, as compared to HS1 and the YD (Muschitiello et al., 2019), broadly consistent with the wider North Atlantic (Figure 13e). The Mediterranean and the Arctic are both regions of particular environmental sensitivity, and both play important roles in determining the heat and salt budgets of the Atlantic. Fully elucidating the ventilation histories of the Norwegian and Mediterranean Seas, and their contribution to past climate and carbon cycle change therefore remains an important target for future work.

Finally, it is important to note that the hydrographic/regional groupings shown in Figure 13 do not include a set of intriguing records, many of which exhibit “extreme” radiocarbon depletions equivalent to 4,000–10,000 $^{14}$C-years offset from the contemporary atmosphere (a magnitude that is not observed anywhere in the modern ocean). These records derive primarily from the shallow/intermediate (<1,000 m water depth) eastern low-latitude Pacific (Bova et al., 2018; Marchitto et al., 2007; Rafter et al., 2018; Stott et al., 2009), though similar signals have been proposed in the Arabian Sea (Bryan et al., 2010) and the deep equatorial- and South Pacific (Bova et al., 2018; Ronge et al., 2016). This group of records is sufficiently perplexing that we treat them separately in Section 5.7.

Figure 13. Summary of deglacial time-series of ocean interior radiocarbon ventilation (B-Atm), grouped according to regional and water depth associations. (a) Atmospheric radiocarbon activity, $\Delta^{14}$C_atm (black line, Intcal13 [Reimer et al., 2013]; red line Intcal20 [Reimer et al., 2020]). (b) Collected intermediate-depth (900–2,000 m) North Pacific B-Atm data (blue crossed circles (Ahagon et al., 2003; Cook & Keigwin, 2015; Duplessy et al., 1989; Gorbarenko et al., 2000; Ikehara et al., 2006, 2011; Max et al., 2014; Mix et al., 1999; Okazaki et al., 2012, 2014), with cubic spline fit to all data shown by solid blue line, with shaded 95% confidence interval), compared with the rate of change of atmospheric $\Delta^{14}$C (orange line, time derivative of Intcal20 600-year moving average). (c) Southwest Pacific foraminifer data (2,314 m), filled blue stars and solid line (Skinner et al., 2015, 2017); Southwest Pacific coral data (1,400–1,900 m), gray solid circles (Hines et al., 2015); Drake Passage coral data <1,500 m, red crossed circles (Burke & Robinson, 2012; Chen et al., 2015; Li et al., 2020); Drake Passage coral data >1,500 m, filled black circles (Burke & Robinson, 2012; Chen et al., 2015; Li et al., 2020); South Atlantic, black crossed circles and solid line (Barker et al., 2010) (4,981 m), and black filled circles and solid line (Skinner et al., 2010) (3,770 m); Eastern Equatorial Pacific, purple filled squares and dashed line (de la Fuente et al., 2015; Skinner et al., 2017) (2,921 m), and filled gray circles and dashed line (Umling & Thunell, 2017) (2,730 m). Compiled Southern Ocean surface reservoir ages (which include shallow Drake Passage coral data) are shown for comparison (solid pink line, and shaded 95% confidence interval) (Skinner, Muschitiello, & Scrivner, 2019). (d) North Atlantic (>30°N) coral data (gray crosses; Adkins et al., 1998; Cao et al., 2007; Eltgroth et al., 2006; Robinson et al., 2005; Schroder-Ritzrau et al., 2003; Thiagarajan et al., 2014; Wilson et al., 2014), compared with equatorial Atlantic records from intermediate depths (900–2,000 m), including compiled coral data (black crossed circles and line, Chen et al., 2015), and a benthic foraminifer record from 1,000 m on the Brazil margin (filled blue stars and line; Freeman et al., 2015). Compiled high-latitude North Atlantic surface reservoir age offsets are also shown for comparison (pink solid line and shaded 95% confidence interval) (Skinner, Muschitiello, & Scrivner, 2019). (e) North Atlantic and Brazil Margin records >1 km, including: compiled deep Northwest Atlantic foraminifer data (black filled circles and solid line, Keigwin & Schlegel, 2002; Keigwin et al., 2005; Robinson et al., 2005); Northeast Atlantic data from >2 km water depth on the Iberian Margin (filled blue circles and solid lines; Skinner et al., 2021); and Brazil Margin data from >2 km water depth (filled black circles and dashed lines; Skinner et al., 2021). (f) North Atlantic overturning strength, based on Pa/Th ratios (McManus et al., 2004). Vertical light blue shaded bars indicate the approximate timing of Heinrich Stadial 1 (HS1) and the Younger Dryas (YD), and darker shaded bars indicate the approximate timing of centennial scale jumps in atmospheric $CO_2$. All ventilation ages have been “corrected” from the original published results or from those given by Zhao et al. (2018) according to the difference between the Intcal20 and Intcal13 atmospheric radiocarbon curves, without changing the proposed reservoir ages or chronology basis.
Based on a survey of the existing radiocarbon data spanning the last deglaciation (and the data grouped together in Figure 13), we tentatively propose four principal “modes” of deglacial radiocarbon ventilation change that appear to have consistent regional/hydrographic associations:

1. **Transient ventilation pulses during HS1 and the YD**, that broadly coincide with two millennial scale accelerations in atmospheric- Δ^14C drop (Reimer et al., 2020) and CO₂ rise (Minnin et al., 2001) (see Figure 13a). Note that these millennial features are distinguished from the centennial “jumps” apparent within HS1, and at the end of HS1 and the YD (see below). These periods of ocean interior rejuvenation, when the North Pacific and Southern Ocean may have become a stronger source of radiocarbon to the deep ocean than the North Atlantic (Menviel et al., 2018; Skinner et al., 2013, 2014), are most clearly identified in the intermediate depth (900–2,000 m) North Pacific (Ahagon et al., 2003; Duplessy et al., 1989; Ikehara et al., 2006; Max et al., 2014; Okazaki et al., 2012, 2014) (Figure 13b).

2. An “**HS1 mode-shift**,” affecting the radiocarbon ventilation of the deep Southern Ocean in particular (and tentatively also the deep eastern equatorial Pacific, EEP), and representing the earliest onset of deep ocean rejuvenation broadly coincident with the initiation of HS1 and deglacial atmospheric CO₂ rise (see Figure 13c). Records that exhibit this pattern of deglacial radiocarbon ventilation change may also exhibit a second, smaller increase in radiocarbon ventilation across the YD (Burke & Robinson, 2012; Skinner et al., 2010). In contrast to the transient radiocarbon ventilation pulses seen in the intermediate depth North Pacific (where radiocarbon ventilation remained only slightly different from modern at the LGM; see Figure 13b), this pattern of deglacial ventilation likely reflects the initiation of a “mode shift” in the mean radiocarbon ventilation state of the global ocean (i.e., from a glacial mode to an interglacial mode). Based on the collected data, it seems to have been mostly complete by the B-A, ~15 ka BP. Although this deglacial pattern is best expressed in records from the deep Southern Ocean (>2,000 m) (e.g., Gottschalk et al., 2020; Sikes et al., 2000; Sikes, Cook, & Guilderson, 2016; Skinner et al., 2010, 2015), evidence for early rejuvenation from the beginning of HS1 is also apparent in some data from the deep EEP (de la Fuente et al., 2015; Umling & Thunell, 2017), and in coral data from areas of the Drake Passage that are bathed in Upper Circumpolar (UCDW) (Burke & Robinson, 2012). It is also notable that the same pattern of change is seen in reconstructions of Southern Ocean shallow sub-surface reservoir age offsets (Skinner, Muschitiello, & Scriviner, 2019) (Figure 13c). However, surface reservoir ages show a smaller amplitude of change across the deglaciation than their deep ocean counterparts (Sikes & Guilderson, 2016; Skinner et al., 2015), indicating that a significant portion, but not all, of the post-LGM shift in deep ocean radiocarbon ventilation might be accounted for by changes in air-sea gas exchange, rather than ocean interior mixing or transport rates (Galbraith & Skinner, 2020; Skinner et al., 2021; Skinner, Muschitiello, & Scriviner, 2019). Note that while the gradual shift in radiocarbon ventilation across HS1 is distinguished here from a second “mode shift” in ventilation that occurred at the onset of the B-A (see below), it seems likely that it may simply represent the combined influences of a transient ventilation pulse during HS1 sourced from the Southern Ocean and North Pacific (noted above; Menviel et al., 2018), and a particularly strong ventilation pulse immediately after this, during the B-A, sourced primarily from the North Atlantic (Barker et al., 2010).

3. A **Bolling-Allerød (B-A) ventilation surge**, broadly tracking deglacial Atlantic Meridional Overturning Circulation (AMOC) reconstructions (McManus et al., 2004) (Figures 13d–13f), and characterized primarily by a strong pulse of ventilation associated with the B-A interstadial (Barker et al., 2010; Skinner et al., 2013, 2021), which occurred between two periods of reduced radiocarbon ventilation during HS1 and the YD. As with the early rejuvenation observed in the deep Southern Ocean across HS1, the B-A surge in ventilation seems to have represented a distinct (and more rapid) “mode shift” toward the modern ventilation state, that was only partially and temporarily reversed during the YD. This trend is well expressed in the deep- and intermediate North Atlantic foraminifer and coral data (>900 m) (Adkins et al., 1998; Cao et al., 2007; Eltgroth et al., 2006; Keigwin & Schlegel, 2002; Robinson et al., 2005; Schroder-Ritzrau et al., 2003; Skinner & Shackleton, 2004; Skinner et al., 2014, 2021; Thiagarajan et al., 2014), and the intermediate depth (900–2,000 m) equatorial Atlantic (Chen et al., 2015; Freeman et al., 2015; Skinner et al., 2021). Evidence for a ventilation pulse during the B-A (as compared to HS1 and the YD) is also seen in areas of the Drake Passage influenced by UCDW (Burke & Robinson, 2012), and the deep South Atlantic (Barker et al., 2010; Skinner et al., 2010), as well as the deep North Pacific (e.g., Galbraith et al., 2007), the intermediate/deep South Pacific (Hines et al., 2015), and perhaps also the EEP thermocline and deep ocean (Bova et al., 2018; Umling & Thunell, 2017). It is notable that high-latitude North Atlantic shallow sub-surface “reservoir age” reconstructions (Skinner,
Muschitiello, & Scrivner, 2019; Stern & Lisiecki, 2013) show broadly the same pattern as their deep ocean counterparts, and appear to track both the pattern and the amplitude of changes seen in the deep western North Atlantic and equatorial intermediate Atlantic (but not the deep eastern North Atlantic; Figures 13d and 13e). This likely indicates a dominant influence of air-sea gas exchange (rather than transport) on the radiocarbon activity of water exported along the pathway of the deep western boundary current (and suggests continuous export of deep water from the North Atlantic since the last glacial period) (Bradmiller et al., 2014; Freeman et al., 2015; Lippold et al., 2012; Skinner et al., 2021).

4. Centennial-scale ventilation jumps, coinciding with at least two out of three abrupt CO2 jumps that occurred during deglaciation (Marcott et al., 2014) (see darker vertical bars in Figure 13), have been identified in coral data from the equatorial Atlantic (Chen et al., 2015) and the Drake Passage (Burke & Robinson, 2012; Chen et al., 2015; Li et al., 2020) (see below), and possibly also in data with less precise chronological control from the North Atlantic and North Pacific (Keigwin & Schlegel, 2002; Rae et al., 2014; Robinson et al., 2005; Skinner & Shackleton, 2004; Skinner et al., 2014, 2021; Thorndal et al., 2011) (Figure 13d).

Of course, as alluded to above, the global hydrography is far too complex and varied to slot entirely into the framework suggested above and illustrated in Figure 13. However, this framework does provide a “zero-order” sketch of some key features that can be identified in the majority of deglacial marine radiocarbon time-series, and that may deserve closer attention. Based on a substantial body of paleoceanographic research, tentative explanations for most of these key features can be advanced, as discussed further in the following sections.

5.6.1. Ventilation Pulses During HS1 and the YD

A possible explanation of the transient “HS1/YD ventilation pulses” and the “HS1 mode-shift” is that they reflect the operation of two different “ventilation see-saws.” This is supported by the observation that radiocarbon ventilation ages in the North Pacific and Southern Ocean sub-surface gradually dropped, in time with periods of increased ventilation ages in the deep North Atlantic, during HS1 and the YD (see Figure 14). One of these “seesaws” would have operated in the Atlantic, characterized by an alternating dominance of deep convection (accompanied by ocean heat- and CO2 loss) in the North Atlantic versus the Southern Ocean (Broecker, 1998; Menviel et al., 2015; Skinner et al., 2013, 2014) (and with a direct link to the “thermal bi-polar seesaw” [EPICA Community Members, 2006; Pedro et al., 2018; Skinner, Muschitiello, & Scrivner, 2019; Stocker & Johnsen, 2003]; Figure 14). The link between the thermal bi-polar seesaw and Southern Ocean convection is likely to have operated via impacts on Southern Ocean sea-ice (Rae et al., 2018; Skinner et al., 2013; Skinner, Muschitiello, & Scrivner, 2019), winds (Menviel et al., 2018; Sikes, Elmore, et al., 2016), and/or buoyancy forcing (Ferrari et al., 2014; Hines et al., 2019; Watson et al., 2015). A further coupling with the North Pacific is evident in the approximately anti-phase character of North Atlantic and North Pacific radiocarbon ventilation records (particularly from intermediate depths, 900–2,000 m, in the North Pacific), as illustrated in Figure 14. These relationships have been interpreted to reflect the development of a Pacific meridional overturning circulation (PMOC) at times of reduced AMOC (Chikamoto, Abe-Ouchi, et al., 2012; Chikamoto, Menviel, et al., 2012; Freeman et al., 2015; Menviel et al., 2014; Okazaki et al., 2010, 2012). The emergence of a PMOC appears to have been linked to altered freshwater balance in the Pacific basin (Menviel et al., 2014), possibly influenced by reduced moisture transports across the Isthmus of Panama during North Atlantic stadials (Leduc et al., 2007). The depth to which the putative PMOC would have reached remains a contentious issue (Rae et al., 2014), though the records assembled by Zhao et al. (2018) indicate a rather muted and lagged response in the deep North Pacific, with ventilation increasing late in the HS1 and YD stadials, suggesting a PMOC with limited direct impact on depths >2,000 m.

Acting together, the two putative (North Atlantic/Southern Ocean and North Atlantic/North Pacific) “ventilation seesaws” may have been effective in ventilating a particularly large volume of the ocean interior, converting its sequestered carbon inventory to equilibrium carbon, and pushing up atmospheric CO2. The potential integrated effects of these two seesaws on atmospheric CO2 has been attested to by numerical model simulations (Menviel et al., 2018), though the physical basis for their coordination arguably remains to be fully analyzed. The likely importance of ventilating the intermediate ocean, via these putative “seesaws,” is underlined by the fact that the deepest ocean (>2,000 m) appears to have achieved a ventilation state broadly commensurate with the Holocene by the onset of the B-A (see Figure 13), whereas only ~56% of the deglacial CO2 rise had been achieved at this time. The proposed transient pulses of marine carbon release, during HS1 and the YD (as well as their associated centennial “jumps”—see below) may therefore have been the most instrumental component of the proposed ocean ventilation contribution to deglacial atmospheric CO2 rise, as is suggested by a close link to the rate of
atmospheric radiocarbon- and CO$_2$ change (see Figures 13b and 14b). A corollary is that only a portion of deglacial CO$_2$ rise, yet to be accurately quantified, could be accounted for by ocean ventilation processes (Brovkin et al., 2012).
5.6.2. The “B-A Ventilation Surge”

The “B-A ventilation surge” coincides with what has been interpreted to reflect an intensification (Gherardi et al., 2005; McManus et al., 2004), and possibly also an “extreme deepening” or “overshoot,” of the AMOC (Barker et al., 2010; Skinner et al., 2013). A clear association is thus apparent between the rapid rejuvenation of the deep (and shallow sub-surface) North Atlantic, the reinvigoration of the AMOC, and the abrupt warming over Greenland that marks the onset of the B-A, and that coincides with warming and sea-ice loss in the North Atlantic region. This is entirely consistent with the standard account of the AMOC’s role in the thermal bi-polar seesaw (Barker et al., 2009). However, it is intriguing that the bulk of the collected B-Atm records from the deep North Atlantic, shown in Figure 13e, appear to suggest that rejuvenation may have preceded the abrupt B-A onset by several centuries. While this may simply reflect signal smoothing due to bioturbation, or limitations in chronology precision, it is intriguing that a similar lead has been substantiated for the analogous transition that occurred at the end of the YD (Muschitiello et al., 2019).

While the influence of an AMOC during the B-A surge might be expected to reach downstream into the deep-and intermediate South Atlantic within centuries (Barker et al., 2010; Skinner et al., 2010), the time required to advect this signal to the deep EEP, and subsequently the deep North Pacific, would be >1000 years (Primeau & Deleersnijder, 2009). Nevertheless, it has been proposed by Umling and Thunell (2017) that a pulse of radiocarbon ventilation at ∼2,700 m in the deep EEP was essentially synchronous with the B-A surge observed in the North Atlantic at ∼14.8 ka BP, yet was delayed with respect to the earlier rejuvenation initiated in the Southern Ocean and intermediate Atlantic (which represents an interface between northern and southern sourced waters [Freeman et al., 2015]). The deep EEP B-Atm ventilation pulse inferred by Umling and Thunell (2017) at ∼14.8 ka BP is not clearly expressed in B-P 13C-age offsets at this site. As concluded by Umling and Thunell (2017), this would require that the radiocarbon ventilation of the thermocline- and deep EEP were affected in synchrony by a presumed southern source. This could be achieved in principle by rapid changes in Southern Ocean surface reservoir ages at ∼14.8 ka BP (i.e., air-sea gas exchange, influencing Antarctic mode- and deep waters transported to the EEP thermocline) (de la Fuente et al., 2015; Skinner et al., 2015). While Southern Ocean surface reservoir ages appear not to support this (exhibiting a gradual decline across HS1, in asynchrony with the North Atlantic) (Skinner, Muschitiello, & Scrivner, 2019) (Figures 13c and 14c), an abrupt centennial ventilation pulse ∼14.8 ka BP does seem to have affected the shallow sub-surface of the Drake Passage (Li et al., 2020) and Galapagos (Chen et al., 2020) (see below). Alternatively, the North Pacific may have contributed, alongside the AMOC, to a surge in deep Pacific ventilation during the B-A (Gray et al., 2018). There is a great deal of scatter in the collected data, though there does appear to be a slight decrease in ventilation ages, on average, just prior to the B-A in the deep (>2 km) North Pacific. Nevertheless, this trend appears to be reversed during the B-A, in keeping with an anti-phased relationship between PMOC and AMOC intensity (Chikamoto, Abe-Ouchi, et al., 2012; Chikamoto, Menviel, et al., 2012; Max et al., 2014; Menviel et al., 2014; Mix et al., 1999; Okazaki et al., 2010, 2012). In light of the foregoing discussion, it is fair to say that a host of interesting and puzzling observations from the Pacific basin currently defy a tidy explanation, particular in relation to the B-A. Their elucidation represents an important target for future work, particularly as this bears on the distinct roles of convection and air-sea exchange in the high latitudes of each hemisphere.

A further puzzle emerges when considering that the AMOC surge across the B-A appears to have had little impact on atmospheric CO₂, whereas an acceleration of ocean ventilation via renewed deep convection would be expected to reduce the ocean’s respired carbon content and push up atmospheric CO₂ (Sarmiento & Toggweiler, 1984). Instead, CO₂ declined slightly across the B-A (Marcott et al., 2014), though notably far more slowly than during previous D-O interstadials of the last glacial (Wolff et al., 2009). Indeed, D-O interstadials of the last glacial period (which were all characterized by a relatively strong AMOC [Gottschalk et al., 2015; Henry et al., 2016]) were consistently associated with declining atmospheric CO₂ (Ahn & Brook, 2008; Bauska et al., 2021), unlike during the B-A. The nearly stable CO₂ levels across the B-A therefore suggest an additional source of carbon (or a missing carbon sink) as compared to preceding D-O interstadials (Skinner et al., 2013, 2021).

Part of the explanation for nearly stable atmospheric CO₂ during the BA may be that the AMOC has a limited ability to affect the ocean’s total respired carbon content (Hain et al., 2014), both due to its limited volumetric influence (Johnson, 2008; Primeau, 2005), and relative to the overwhelming impacts of countervailing changes in ventilation occurring in the Southern Ocean and North Pacific during D-O interstadials (Anderson et al., 2009; Freeman et al., 2015; Menviel et al., 2014, 2015; Okazaki et al., 2012; Skinner et al., 2020). Therefore, from a
marine CO$_2$ release perspective, the B-A may have simply been an intermission between stronger pulses of CO$_2$ release during HS1 and the YD, while from an atmospheric radiocarbon perspective, the onset of the B-A may have been the more significant event (Hain et al., 2014). In this respect it is worth noting that the net fluxes of radiocarbon and CO$_2$ across the air-sea interface do not have to be correlated (see Section 3.1 above). Taken together, these considerations may suggest that deglacial AMOC changes associated with the “thermal bipolar seesaw” primarily influenced atmospheric CO$_2$ through far-field impacts during periods of reduced AMOC (Cheng et al., 2009), in particular in the Southern Ocean (Anderson et al., 2009; Skinner et al., 2014), and perhaps also the North Pacific (Menviel et al., 2014; Okazaki et al., 2010) (Figure 14). Accordingly, pulses of ocean interior ventilation during HS1 and the YD might be seen as the main enablers for deglacial CO$_2$ rise: metaphorically, “punctures” that produced a leak in the biological pump and thus deflated the ocean's overall sequestered carbon inventory (Anderson et al., 2009; Marchitto et al., 2007). While this canonical view of the AMOC contribution to deglacial carbon cycle dynamics is supported by many available observations and model simulations (e.g., Anderson et al., 2009; Cheng et al., 2009; Marchitto et al., 2007; Menviel et al., 2014, 2018; Okazaki et al., 2010; Skinner et al., 2014), it is now clear that it can only represent a partial explanation for deglacial CO$_2$ change as it ignores the possible contribution of shorter lived centennial events that occurred within stadial periods and at stadial-interstadial transitions (Bauska et al., 2021; Marcott et al., 2014). These are taken up next.

5.6.3. Centennial “Jumps”

Highly resolved CO$_2$ reconstructions from the WAIS Divide ice-core demonstrate that millennial-scale perturbations linked to the thermal bipolar seesaw can only account for a portion of deglacial CO$_2$ rise: at least ~40% of the total deglacial rise was achieved during separate centennial scale CO$_2$ jumps that were far more short-lived than HS1 and the YD (Marcott et al., 2014). Three main abrupt CO$_2$ jumps have been identified: in the middle of HS1 (16.3 ka BP), at the end of HS1 (and the onset of the B-A; 14.8 ka BP), and at the end of the YD (11.7 ka BP) (Marcott et al., 2014). Although evidence for marine radiocarbon ventilation pulses coinciding with each of these CO$_2$ jumps is hard to identify in the bulk of the available marine radiocarbon data (mostly foraminifer-based; see Figure 13), some tentative evidence for an association between ocean ventilation and centennial atmospheric CO$_2$ (and atmospheric $\Delta^{14}C$) jumps does exist. This is shown in Figure 15d, where rather subtle pulses in radiocarbon ventilation are apparent at ~12, 15, and 16 ka BP in collected coral-based data from both the Drake Passage in the Southern Ocean (in particular <1 km water depth) (Burke & Robinson, 2012; Chen et al., 2015; Li et al., 2020), and the Galapagos Plateau (~600 m water depth) (Chen et al., 2020). These regions are plausibly linked hydrographically by the influence of southern sourced intermediate-depth mode water.

The coincidence of the subtle ventilation pulses shown in Figure 15d with periods of rapid atmospheric CO$_2$ rise (Figure 15b) is probably not spurious, due to the accuracy of U-series dating performed on the corals. However, it is likely that the expression of ventilation pulses that coincided with the atmospheric CO$_2$ jumps may have been obscured to some degree (particularly in the Drake Passage data) due to the scatter of coral samples in space and time, which precludes the observation of varying conditions at a single location over time. While foraminifer-based radiocarbon ventilation data have the advantage of providing consistently ordered observations at a single location over time (in the absence of sedimentary disturbance), they are more difficult to date with centennial precision, and are typically affected by the smoothing and potentially biasing effects of bioturbation (see Section 2.2 above). Nevertheless, a few foraminifer-based radiocarbon ventilation reconstructions, for example, from the Brazil Margin (similarly influenced by southern-sourced water to some degree), provide rather tentative circumstantial evidence for declining B-Atm ventilation ages ~12, 15, and 16ka BP (see Figure 15e).

Two of the CO$_2$ jumps (at the end of HS1 and the YD) coincide with well-documented intervals of rapid intensification of the AMOC (McManus et al., 2004), and associated radiocarbon ventilation via the intermediate- (Chen et al., 2015) and deep Atlantic (Robinson et al., 2005; Skinner et al., 2014, 2021; Figures 13d and 13e). A link with North Atlantic convection is also suggested by rapid radiocarbon ventilation pulses that have been reconstructed in the North Atlantic south of Iceland (Thorvaldsen et al., 2011). Tentatively therefore, the ventilation pulses seen in the Southern Ocean, and downstream in the equatorial Pacific (see Figure 15), may have originated in the North Atlantic. Indeed, it has been proposed, on the basis of pH reconstructions (Rae et al., 2018), that the CO$_2$ jumps at ~11.7 and 14.8 ka BP may have been linked to carbon loss from the Southern Ocean due to the “excavation” of respired carbon from the deep Atlantic basin by rapid AMOC intensification at the onset of interstadial conditions in the North Atlantic, which was made possible by Antarctic sea-ice loss during the preceding “swing” of the thermal bipolar seesaw that warmed the South Atlantic (Rae et al., 2018).
The temporal resolution of measurements in the latter study (Rae et al., 2018) was too low to rule in or out a similar dynamic for the third CO₂ jump at ~16.3 ka BP, and other evidence has previously been advanced that would tentatively link the mid-HS1 CO₂ pulse to a millennial ventilation anomaly in the North Pacific instead (Rae et al., 2014). However, if it is hypothesized that all three of the main centennial CO₂ jumps during the last deglaciation were linked to the same mechanism, it is not obvious that a reinvigoration of the AMOC was at the center of it, mainly because a mid-HS1 AMOC pulse has so far not been identified (McManus et al., 2004). Nevertheless, the emerging radiocarbon evidence for a mid-HS1 ventilation pulse in the South Atlantic and equatorial Pacific (Figure 15), and perhaps also the North Atlantic (Thornalley et al., 2011), suggests that a marine role in the deglacial centennial CO₂ jumps should not yet be ruled out. Indeed, even if a mid-HS1 AMOC surge has not yet been identified, a change in the geometry of the AMOC is apparent within HS1, when comparing Pa/Th
reconstructions of ocean transports in the western and eastern North Atlantic basins (Gherardi et al., 2005; Ng et al., 2018).

The existence of two distinct phases during the HS1 chronozone has long been apparent in a range of archives, including: atmospheric CO$_2$ (Marcott et al., 2014; Monnin et al., 2001; Figure 15b); atmospheric $^{14}$CO$_2$ (Bauska et al., 2016; Figure 15c); atmospheric methane (Rhodes et al., 2015); low latitude hydrological cycling (Wang et al., 2001); North American Great Plains hydrology (Broecker et al., 2009); ice-rafted debris deposition in the North Atlantic (Bard et al., 2000); and surface temperature variability on the Iberian Margin (Pailler & Bard, 2002; Skinner & Elderfield, 2005; Skinner & Shackleton, 2006). Piecing these lines of evidence together into a coherent mechanistic framework remains a difficult challenge to address (Broecker & Putnam, 2012), and is one that appears to be intimately connected to an elucidation of the mechanisms behind the centennial CO$_2$ jumps of the last deglaciation (Bauska et al., 2021).

Despite the plausibility of an ocean ventilation role in at least some of the deglacial centennial CO$_2$ jumps (Bauska et al., 2016, 2021), and the emerging support for this role from some observations (Figure 15; Chen et al., 2015, 2020; Li et al., 2020; Rae et al., 2018), other explanations for these rapid carbon cycle perturbations have also been advanced. It has been proposed for example, that the atmospheric CO$_2$ pulse at ~14.8 ka BP may have resulted from northern hemisphere permafrost thawing, possibly as a knock-on effect of abrupt AMOC intensification and North Atlantic warming (Köhler et al., 2014). Indeed, it is possible that each of the centennial pulses involved the activation of different carbon sources, of either terrestrial or marine origin (Bauska et al., 2016; Chen et al., 2015; Köhler et al., 2014; Winterfeld et al., 2018), leaving open the possibility that (regardless of an ocean ventilation contribution) the correct mix of sources for all three of the deglacial pulses has yet to be identified.

Independent of their explanation, these abrupt CO$_2$ jumps, and the slower millennial increases across HS1 and the YD, emphasize the important role of rapid adjustments in the deglacial processes: deglacial carbon cycle evolution was clearly by “by jerks, and by creeps.” An important next step, for our understanding of the process of deglaciation and the involvement of the carbon cycle, will surely be to identify the origins of (and possible synergies between) events that occurred on a range of timescales: abrupt centennial jumps that were dispersed throughout the deglacial period; millennial anomalies that were coordinated by the bipolar seesaw; and longer term “mode shifts” (which may have been completed already half-way through the deglaciation).

### 5.7. Extreme Deglacial Anomalies: Fly in the Ointment or Red Herring

As noted above, there is a final grouping of deglacial radiocarbon ventilation records that resists integration into the canonical narrative of ocean circulation change and deglacial marine carbon release to the atmosphere, or indeed the general framework described above. These records derive primarily from the intermediate-depth eastern low-latitude Pacific (Baja California, California Margin, Galapagos), and exhibit a diversity of deglacial signatures. Some, from Baja California, exhibit well-expressed transient millennial-scale radiocarbon depletions that appear to coincide with the North Atlantic stadials HS1 and the YD (Lindsay et al., 2016; Marchitto et al., 2007). Others, mainly from just outside of the Gulf of California, exhibit a broad (and rather noisy) “extreme” radiocarbon anomaly that straddles the entire deglacial period, from the onset of HS1 to the end of the Pre-boreal period ~10 ka BP (Rafter et al., 2018, 2019). Yet others, from Galapagos, exhibit an extreme radiocarbon depletion that developed well before the LGM and was eliminated by the onset of the Holocene, ~10 ka BP (Bova et al., 2018; Stott et al., 2009). Similarly large amplitude radiocarbon depletions have also been reported at two sites in the South Pacific (Ronge et al., 2016), and a site in the Arabian Sea (Bryan et al., 2010) (the latter bearing a passing resemblance to the signal observed off Baja California) (Lindsay et al., 2016; Marchitto et al., 2007).

Suspicions that these observations reflect diagenetic overprinting, bioturbation, turbidites, or inaccurate age-models, have been argued against on the basis of the apparent consistency between sites within specific regions (Bova et al., 2018; Lindsay et al., 2016; Marchitto et al., 2007; Rafter et al., 2019; Stott et al., 2009), and due to a lack of evidence for sedimentary disturbance, secondary calcite phases, or age-differences between foraminifera of different species or of different degrees of preservation (Rafter et al., 2019; Stott et al., 2009). Nevertheless, high resolution radiocarbon dating has shown that at least one of the two South Pacific sites that exhibit “extreme” radiocarbon depletion (Ronge et al., 2016) has indeed been affected by a sedimentation hiatus and bioturbation (Ronge et al., 2019). Depositional hiatuses and age-reversals are also apparent in a set of cores from the
southern Indian Ocean presented by Ronge et al. (2020), further underlining the challenges that can arise (Costa et al., 2017), and that can often go undetected in some sedimentary contexts (Stott, 2020).

It is worth noting that additional observations of B-Atm offsets ranging from ~1,600 up to 6,800 14C years have also been reconstructed off New Zealand in association with the Kawakawa tephra, at 25,650 ± 40 kaBP (Sikes et al., 2000; Sikes, Cook, & Guilderson, 2016) (see Figure 16a). These results indicate a consistent “aging” of deep waters in the South Pacific during the last glacial period, consistent with numerous other reconstructions from the across the South Pacific water column (Hines et al., 2015; Shao et al., 2019; Siani et al., 2013), as well as from the Atlantic (Barker et al., 2010; Skinner et al., 2010), Indian (Gottschalk et al., 2020; Ronge et al., 2020), and Atlantic (Barker et al., 2010; Skinner et al., 2010), Indian (Gottschalk et al., 2020; Ronge et al., 2020), and Atlantic (Barker et al., 2010; Skinner et al., 2010), Indian (Gottschalk et al., 2020; Ronge et al., 2020), and Atlantic (Barker et al., 2010; Skinner et al., 2010), Indian (Gottschalk et al., 2020; Ronge et al., 2020), and Atlantic (Barker et al., 2010; Skinner et al., 2010), Indian (Gottschalk et al., 2020; Ronge et al., 2020), and Atlantic (Barker et al., 2010; Skinner et al., 2010), Indian (Gottschalk et al., 2020; Ronge et al., 2020).
and Pacific sectors of the deep (>2 km) Southern Ocean (Dai et al., 2021; Skinner et al., 2015; see Figure 16). However, the large degree of scatter exhibited in the results obtained for a single time horizon also suggests that individual observations (which may be subject to bioturbational biases above/below tephra [Sikes, Cook, & Guilderson, 2016]) are probably less representative of regional ventilation ages than their average. On this basis, only a single record from south of New Zealand (Ronge et al., 2016) would appear to deviate from a significant body of fairly consistent evidence from across the deep Southern Ocean (Barker et al., 2010; Dai et al., 2021; Gottschalk et al., 2020; Shao et al., 2019; Sikes, Cook, & Guilderson, 2016; Skinner et al., 2010, 2015, 2017), and indeed the deep EEP (de la Fuente et al., 2015; Umling & Thunell, 2017) (see Figure 16). It is probably fair to say that the current balance of evidence does not support the widespread prevalence of extremely aged deep-water radiocarbon signatures (i.e., >4,000 14Cyrs equivalent) in the South Pacific at the LGM or during deglaciation.

Off Baja California (see Figure 17d), marked radiocarbon anomalies during HS1 and the YD have been reproduced from a range of intermediate water depths, 430–1,270 m (Lindsay et al., 2016; Marchitto et al., 2007), and these are tracked by similar anomalies in obligate surface dwelling (i.e., algal symbiont bearing) planktonic foraminifera (red/orange symbols and lines in Figure 17d). The amplitude of the planktonic radiocarbon anomalies is ~50% of the benthic anomalies, and has been interpreted to reflect upwelling of “aged” intermediate waters sourced from the Southern Ocean (Lindsay et al., 2015). This interpretation has drawn circumstantial support from surface water pCO2 reconstructions (Martinez-Boti et al., 2015), and some surface water “reservoir age” reconstructions from the EEP (de la Fuente et al., 2015; Umling & Thunell, 2017). However, all of these studies appear to be inconsistent with surface reservoir ages derived from radiocarbon dating of allochthonous wood detritus in a marine core from the Columbian Margin (Zhao & Keigwin, 2018).

In the modern ocean, intermediate waters off Baja California are primarily sourced from the North Pacific, with a thin wedge of Antarctic Intermediate Water (AAIW) beneath this (Fiedler & Talley, 2006). Although a North Pacific origin for extreme radiocarbon anomalies in the shallow eastern low-latitude Pacific has been proposed (Bova et al., 2018), radiocarbon ventilation ages in the deep North Pacific were apparently never >2,500 14Cyrs since the LGM (Galbraith et al., 2007; Lund, Adkins, & Ferrari, 2011; Lund, Mix, & Southon, 2011; Mix et al., 1999; Okazaki et al., 2010, 2012; Rae et al., 2014) (see Figure 17e), making it difficult to account for the observed radiocarbon anomalies off Baja California with a northern source. Moreover, a southern source is also problematic, as intermediate depth sites in the Southern Pacific and Drake Passage do not record evidence for AAIW as old as implied by the Baja California anomalies (Burke & Robinson, 2012; De Pol-Holz et al., 2010; Hines et al., 2015; Siani et al., 2013; see Figure 17e). Furthermore, no evidence currently exists for B-Atm radiocarbon ventilation ages >3000 14Cyrs anywhere in the deep ocean after the B-A (see Figure 13), making it hard to account for the Baja California anomalies observed during the YD, even by appealing to an abyssal ocean source.

An alternative, and speculative, proposal might be that the radiocarbon anomalies observed off Baja California represent the influence of a radiocarbon-depleted sedimentary/geological carbon source, delivered to pore-waters during HS1 and the YD. Indeed, this hypothesis has been advanced to account for the far more “extreme” radiocarbon anomalies observed off Galapagos and the Gulf of California (Bova et al., 2018; Rafter et al., 2018, 2019; Stott et al., 2009). The proposal of a geological carbon source that supplemented the deep ocean’s respired/disequilibrium dissolved inorganic carbon pool from as early as ~25 ka BP until approximately the end of the YD (Rafter et al., 2019; Ronge et al., 2016; Stott et al., 2019) is intriguing, and raises something of a carbon cycle puzzle. There are three key aspects to this conundrum: (a) the reconciliation of carbon isotope-, carbonate chemistry- and carbon cycle impacts across the last deglaciation; (b) the explanation of the different timing and patterns of various putative “smoking gun/volcano” records; and (c) the implications for long-term ocean-atmosphere carbon budget evolution across recurring glacial cycles.

The first of these items requires that the proposed addition of geological carbon, directly to the deep ocean, was sufficient to alter the deep ocean’s radiocarbon signature, while leaving its δ13C signature unaffected (Rafter et al., 2019; Stott et al., 2019), and while also leaving sea floor carbonate sediment preservation unaffected (Marchitto et al., 2007; Rafter et al., 2019). The latter requirement stems from the fact that the addition of CO2 to the deep ocean would be expected to lower pH and shift the dissolved carbonate system equilibria away from carbonate ion, causing carbonate sediments to dissolve wherever carbonate ion concentrations dropped below carbonate saturation levels (they are close to saturation throughout the modern deep Pacific [Key et al., 2004]).
Figure 17. Marine radiocarbon ventilation records that exhibit evidence for extreme radiocarbon depletion, potentially suggestive of for example, localized “geological” carbon sources to the sedimentary environment, or diagenetic overprinting. (a) Global average carbonate sediment mass accumulation rates (Cartapanis et al., 2018). (b) Atmospheric CO$_2$ (Monnin et al., 2001). (c) Atmospheric radiocarbon activity (black line, Intcal13 (Reimer et al., 2013); red line Intcal20 [Reimer et al., 2020]). (d) Baja California records (Lindsay et al., 2015, 2016; Marchitto et al., 2007), exhibiting two transient radiocarbon depletions, during HS1 and the YD. (e) Cubic spline fits (with shaded 95% confidence interval) for data from the deep North Pacific (>2 km, see caption for Figure 11), and the upper Southern Ocean (<2 km, see caption for Figure 13), compared with planktic and benthic records from Baja California. (f) Gulf of California records based on several different benthic foraminifer species and based on planktonic foraminifera (Rafter et al., 2018, 2019). (g) Galapagos foraminifer-based records (red filled circles, planktic foraminifera [Stott et al., 2009]; open circles and lines, benthic foraminifera [Bova et al., 2018; Stott et al., 2009]); compared with coral-based data from the Galapagos Plateau (orange open stars and line) that show no extreme depletions (Chen et al., 2020). Vertical shaded bars indicate the approximate timing of Heinrich Stadial 1 (HS1) and the Younger Dryas (YD). All ventilation ages have been “corrected” according to the difference between the Intcal20 and Intcal13 atmospheric radiocarbon curves.
However, there is no evidence for significant carbonate dissolution at any of the eastern Pacific sites (Lindsay et al., 2015; Marchitto et al., 2007; Ortiz et al., 2004; Rafter et al., 2019; Stott et al., 2009). Globally, and across the Pacific, carbonate mass accumulation rates actually increased during the last deglaciation (Cartapanis et al., 2018; Figure 17a), as did carbonate ion concentrations in the deep Pacific (Allen et al., 2015, 2020; Marchitto et al., 2005; Yu et al., 2013). This would mean that significant and widespread geological CO$_2$ neutralization, either in the water column or at the sediment-sea-water interface, probably did not occur during deglaciation. Furthermore, if geological CO$_2$ neutralization by carbonate sediment dissolution did occur, it would cause ocean alkalinity to increase, and average ocean p$_{CO_2}$ to decrease, thus counteracting deglacial CO$_2$ rise on a multi-millennial timescale.

To get around these “carbonate system” problems, a metamorphic source of bicarbonate ion has been hypothesized (Rafter et al., 2019). Similarly, if geological CO$_2$ was supplied in the ocean via deep sedimentary/metamorphic seeps in the south Pacific (Stott et al., 2019), with vertical fluid flow occurring over several hundred meters or more, one might also expect geological CO$_2$ to be neutralized by carbonate dissolution occurring deep in the sediment column, far below the sea floor. This workaround could potentially reconcile the radiocarbon observations from Galapagos (Bova et al., 2018; Stott et al., 2009) and the Gulf of California (Rafter et al., 2018, 2019) (and maybe the South Pacific (Ronge et al., 2016)) with records of deglacial carbonate chemistry and carbonate preservation (Allen et al., 2015, 2020; Cartapanis et al., 2018; Marchitto et al., 2005; Yu et al., 2013). However, it would also render them somewhat irrelevant to deglacial atmospheric CO$_2$ change (Rafter et al., 2019). This is because the supply of carbon in the form of bicarbonate would increase deep ocean DIC and ALK in a 1:1 ratio, thus decreasing the p$_{CO_2}$ of the affected seawater only very slightly (Zeebe & Wolf-Gladrow, 2001). On a multi-millennial timescale, when this radiocarbon-dead bicarbonate-enriched water was transported to the sea surface by the overturning circulation, the “geological” contribution to reduced pH and increased p$_{CO_2}$ in upwelling regions would therefore be negligible.

If they existed, submarine geological carbon sources (in the form of bicarbonate) could therefore be important for certain deglacial radiocarbon records, and perhaps for global carbon budgets over long time-spans via impacts on alkalinity, but not for deglacial atmospheric CO$_2$ change. The suggestion that a local volcanic input may be detected in sea floor sediments, and indeed seawater, without this input representing a major influence on the global radiocarbon distribution and budget, is hinted at by high resolution and high precision hydrographic measurements from the modern East Pacific rise (Jenkins et al., 2018). Such geological sources of carbon to the ocean interior are surely important for refining our understanding of the chemical inventories of the ocean; but they are too small to leave their mark on the global pattern of radiocarbon ventilation ages in the modern ocean (Broecker & Peng, 1982; Key et al., 2004). The latter are overwhelmingly controlled by air-sea gas exchange at the sea surface, and transports in the ocean interior (Koeve et al., 2015).

Accounting for the timing of the proposed volcanic contributions presents a further puzzle, since deglacial ice-volume and sea level changes (which were initiated ~19 ka BP [Lambeck & Chappell, 2001]) could not have triggered the submarine volcanic/metamorphic CO$_2$ release that are proposed to have occurred well before the LGM, and at least as early as 25 ka BP in some places (Ronge et al., 2016; Stott et al., 2019). Indeed, increased submarine volcanism would not be triggered by glacioeustatic sea level rise at all, but rather by glacioeustatic sea level fall (in opposition to subaerial volcanism) (Huybers & Langmuir, 2017). Any geological carbon release related to submarine volcanism during deglaciation would therefore need to reflect a rather auspiciously delayed response to sea level drop during the onset of glaciation before the LGM (Huybers & Langmuir, 2017), perhaps ~32 ka BP (Grant et al., 2012), or ~22 ka BP (Yokoyama et al., 2018). An alternative to the volcanic mechanism is the proposal of a CO$_2$-hydrate “capacitor,” possibly regulated by deep water temperature change (since increasing sea-level and pressure would on the contrary stabilize clathrates during deglaciation) (Stott et al., 2019). Although the details of this purely hypothetical mechanism have yet to be worked out, it would have the advantage of allowing geological carbon release to be linked more directly to local deglacial climatic/hydrographic triggers, rather than global glacioeustatic sea level.

The identification of extreme radiocarbon depletions at various locations and at various times between ~25 and 10 ka BP, might be taken to represent a “fly in the ointment” for the canonical account of deglacial marine radiocarbon change as primarily a story of evolving ocean circulation and air-sea gas exchange. Given the great efforts that have gone into assessing and replicating the evidence at various locations (e.g., Lindsay et al., 2015, 2016; Marchitto et al., 2007; Rafter et al., 2019), and in trying to place some of these results into an explicit geological
context (e.g., Stott et al., 2019), the evidence cannot be cast aside lightly. Indeed, a “geological” contribution to
deglacial radiocarbon evolution in the marine sedimentary environment appears to be an incontrovertible conclu-
sion at a few locations (Bova et al., 2018; Rafter et al., 2019; Stott et al., 2009, 2019). However, the further inference
of a significant contribution from geological carbon sources to the ocean’s dissolved inorganic carbon pool,
seems more difficult to defend. This conclusion is supported in respect of the “global ocean” by the bulk of avail-
able data from the LGM (e.g., Skinner et al., 2017), and assembled here for the last deglaciation (Figures 13, 14,
and 16). In respect of intermediate waters in the eastern low-latitude Pacific, it is further supported by U-series
dated corals, from 627 m water depth on the Galapagos plateau (Chen et al., 2020), which show no evidence for
extreme radiocarbon depletion in a region that is currently influenced by AAIW (stars in Figure 17f). As shown
in Figure 15, these data exhibit a similar trend to coral data from the Southern Ocean (Burke & Robinson, 2012;
Chen et al., 2015; Li et al., 2020), consistent with the expected preponderance of southern sourced mode waters
in both of these locations, as in the modern ocean (Fiedler & Talley, 2006). The collected evidence therefore
suggests that extreme radiocarbon depletion observed in benthic and planktonic foraminifera at several locations
at the LGM and across the last deglaciation most likely reflects the influence of geological carbon sources on the
sedimentary environment in which the foraminifera lived or were deposited, rather than the ocean interior per se.

Even if perceived as a “red herring,” as far as the main controls on deglacial carbon cycle evolution are concerned,
the issue of geological carbon sources and their contribution to extreme radiocarbon depletion during deglacia-
tion may yet serve as a useful tonic for our canonical account of Pleistocene carbon cycle dynamics. In this regard,
it is interesting to note that glacial-interglacial variation of (subaerial) volcanic CO₂ flux, equivalent to ~30% of
long-term average global emission rate, has emerged as an important “tuning parameter” (i.e., one that is adjusted
to keep the surface carbon budgets balanced over time) in numerical model simulations of glacial-interglacial
CO₂ that are forced only by insolation pacing of Earth system feedbacks (Ganopolski & Brovkin, 2017). The
importance of sedimentation and sediment-seawater/pore-water interactions has also been underlined in model-
ing studies that implement sediment-modules and treat the joint ocean-atmosphere carbon reservoir as an “open”
system (e.g., Tschumi et al., 2011). Something of a “geological turn” in emerging accounts of glacial-interglacial
carbon cycle change is therefore apparent (Broecker et al., 2015; Ganopolski & Brovkin, 2017), and is arguably
warranted, since the ocean-atmosphere system does not form a “closed” carbon budget on timescales longer
than a few millennia (Jeltsch-Thömmes & Joos, 2020). Nevertheless, it seems clear that glacial-interglacial CO₂
and deglacial marine radiocarbon evolution is not either a simple story of solid Earth dynamics: the submarine
(as opposed to sub-aerial) “geological” contribution to deglacial atmospheric CO₂ rise seems particularly chal-
 lenging to explain when consideration is given to carbonate chemistry constraints, as well as the precise timing
and structure of CO₂ changes. This includes their consistent link with the interhemispheric “bipolar seesaw”
pattern, and associated changes in the AMOC, sea ice and ocean interior oxygenation for example (Gottschalk
et al., 2016, 2019; Henry et al., 2016; Jaccard et al., 2016; Schüpbach et al., 2018). Identifying a “geological”
contribution to global radiocarbon- and carbon cycle changes across glacial cycles, acting in parallel with the
already well-defined (if also poorly quantified) contribution from the biological pump and air-sea gas exchange
(Galbraith & Skinner, 2020), remains a further challenge for the future. Progress in addressing this challenge will
benefit from a more detailed elucidation of the spatial and temporal evolution of seawater and sedimentary/auth-
ogenic-phase radiocarbon activities since the late glacial, in particular as a means of constraining isotope enabled
numerical model scenarios that include carbonate chemistry and sedimentary fluxes.

6. Summary and Outlook

Radiocarbon is a particularly useful tool for the geosciences, applicable as a diagnostic carbon cycle tracer in
paleoceanographic studies and in numerical models, and under certain circumstances as a radiometric dating tool
extending to ~50 ka BP. A radiocarbon measurement performed on a single fossil entity can be used for one of
three purposes (assuming that the fossil was in equilibrium with its parent reservoir at the time of formation):
1. to determine the radiocarbon activity of the fossil’s parent reservoir at the time it formed, requiring knowledge
   of the true calendar age of the fossil entity;
2. to determine the time of formation of the fossil entity (i.e., its calendar age), requiring knowledge of the radi-
ocarbon activity of its parent reservoir, and how it evolved over time;
3. to determine the extent of disequilibrium between the fossil entity's parent reservoir, at the time of the fossil entity's formation, relative to another contemporaneous reservoir (e.g., the ocean relative to the atmosphere at 19 ka BP, etc.).

The use of radiocarbon as a dating tool is severely limited by: past radiocarbon production changes; past changes in the exchange rates between the various Earth surface reservoirs; and variability within reservoirs, such as the ocean in particular. Uncertainty regarding past “marine reservoir ages” currently represents a major impediment to accurate calendar age dating of marine fossils using radiocarbon.

A further significant challenge that has been emphasized by the development of gas-source AMS capable of measuring very small carbon samples, is the elucidation of life-habit and taphonomic biases that may affect all fossil entities in the geological record. In this context, a pragmatic balance must be struck between cognizance of the distracting noise and bias that may plague radiocarbon data, versus the underlying signals that are informative, where “noise” and “signal” will always be defined relative to a particular question of interest.

Reliable (proxy) measurements of the radiocarbon activity of a parcel of water in the ocean interior will reflect the combined effects of variable radiocarbon production, the radiocarbon distribution at the sea surface and the transport trajectories and transit times for water moving through the ocean interior (Koeve et al., 2015), with minor contributions from newly remineralized (“old”) DOC and (“young”) organic carbon and biogenic carbonate (Walker et al., 2016). Marine radiocarbon activity therefore includes primarily the combined effects of air-sea gas exchange, ocean transport, and mixing; it does not provide a straightforward and immediate measure of water transit times.

Through its link to the ocean's disequilibrium- and respired carbon inventories (both relatively depleted in radiocarbon as compared to the atmosphere), marine radiocarbon maintains an intimate link with ocean-atmosphere carbon partitioning, and therefore the ocean's potential role in atmospheric CO₂ change. A larger sequestered carbon inventory in the ocean will typically imply a more radiocarbon depleted marine carbon reservoir, though this link will be modulated by ocean carbonate chemistry and marine biology.

Understanding and interpreting marine radiocarbon as a carbon cycle tracer still has much to gain from the implementation of this isotope in numerical models. Particularly promising areas of development are in the use of “offline” or “transport matrix” methods for efficiently resolving equilibrium solutions that would otherwise require very long integration times (Bardin et al., 2014; Khatiwala et al., 2005), as well as the development of “inverse methods” for application to radiocarbon in combination with other independent tracers (LeGrand & Wunsch, 1995). Due to the relatively short half-life of radiocarbon, its use in paleoceanography is restricted to the latter half of the last glacial cycle. In this context, most work has so far focused on the LGM and the last deglaciation. The analytically challenging, yet potentially rewarding, investigation of marine radiocarbon prior to the LGM represents an apparent gap to be filled. Similarly, detailed studies of marine radiocarbon evolution across the Holocene remain sparse, particularly for the deep ocean.

The great bulk of work looking at the distribution of radiocarbon in the past ocean has focused on the LGM (∼20 ka BP), when atmospheric CO₂ was ∼90 ppm lower than pre-industrial, and a very different climate state prevailed. The accumulated results demonstrate a significant “aging” of the ocean interior relative to the contemporary atmosphere (especially >2.000 m water depth, and by perhaps more than ∼600 ¹⁴C yrs equivalent on average [Skinner et al., 2017]), thus supporting a role for ocean “ventilation” in CO₂ drawdown at the LGM, where ventilation is defined as including impacts on both disequilibrium- and respired carbon (i.e., gas exchange and ocean overturning rates [Galbraith & Skinner, 2020]). Although contributions to CO₂ drawdown at the LGM due to gas-exchange and ocean overturning are both supported by existing observations, determining their relative contributions remains a key challenge to address. The use of numerical models to this end will require that emphasis is placed on assessing changes in the “preformed” radiocarbon signatures of water in the ocean interior, in order to separate gas-exchange versus transport influences on radiocarbon and carbon sequestration (Eggleston & Galbraith, 2018). Surface reservoir age offsets, thus emerge as a particularly important target for reconstruction (Skinner, Muschitiello, & Scrivner, 2019), and for simulation (Butzin et al., 2017).

A long-standing overarching challenge remains to fully reconcile past atmospheric radiocarbon variability with reconstructed changes in radiocarbon production rates, and evolving marine radiocarbon activity (Dinauer et al., 2020). This challenge provides a stringent test, and an excellent training ground, for our understanding.
of global carbon cycle evolution over the last glacial cycle, as it requires accurate and consistent descriptions of radionuclide production, ocean ventilation, terrestrial biomass evolution, and marine sedimentation. The eventual reconciliation of marine- and atmospheric radiocarbon change across the last deglaciation (since ~20 ka BP), has a direct bearing on the causes of natural atmospheric CO$_2$ variability, including 10–40 ppm centennial/millennial scale “jumps,” and the longer-term drift of CO$_2$ across recurrent glacial cycles that might arise from “open system” effects (Chalk et al., 2017; Hönisch et al., 2009).

Existing marine radiocarbon data suggest that the ocean’s role in atmospheric CO$_2$ rise across the last deglaciation involved a pair of “ventilation seesaws” (between the North Atlantic and Southern Ocean [Broecker, 1998; Menveni et al., 2018; Skinner et al., 2014], and between the North Atlantic and North Pacific [Freeman et al., 2015; Max et al., 2014; Menveni et al., 2014; Okazaki et al., 2010]), as well as a pair of “mode changes” (in Southern Ocean convection from the onset of HS1 [Skinner et al., 2010], and in the AMOC from the onset of the B-A [Barker et al., 2010; Chen et al., 2015; Robinson et al., 2005; Skinner et al., 2013]). These “ventilation seesaws” and “step changes” were intimately connected to AMOC perturbations, through the thermal bipolar seesaw and its globally distributed impacts. The Pacific, and especially the Indian basin, stand out as major observational gaps to fill. Intermediate depths (900–2,000 m) in these basins may deserve special attention as potentially the primary locus for enhanced ocean-atmosphere equilibration and the exchange of carbon, and heat, during periods of “bipolar seesaw” activation (Baggenstos et al., 2019; Skinner et al., 2020).

A further major challenge that stands out in the context of deglacial radiocarbon evolution is an elucidation of the origin and carbon cycle implications of “extreme” radiocarbon depletions that have been observed between ~25 and ~10 ka BP at a number of sites. A dominant theory is that these represent radiocarbon-dead “geological” carbon injection at different times and at various locations on the sea floor (Rafter et al., 2019; Stott et al., 2019). However, the reconciliation of such a carbon source with marine carbonate preservation constraints seems to ensure that, even if it existed, it would have made little contribution to deglacial CO$_2$ rise. Furthermore, emerging coral radiocarbon data strongly question the validity of the foraminifer-based reconstructions as representative of ocean interior, as opposed to sedimentary/pore-water, phenomena (Chen et al., 2020). It therefore seems likely that the extreme radiocarbon depletions, at best, represent the impacts of “isotopic smoking guns” associated with small and localized geological carbon sources. Such radiocarbon-dead geological carbon sources can be observed, albeit with difficulty, in the modern ocean (Jenkins et al., 2018). Nevertheless, the apparent variability of such geological carbon sources, and their coordination with glacial-interglacial hydrographic and/or glacioeustatic change, underlines the importance of “open system” effects for the evolving alkalinity, carbon and radiocarbon budgets of the ocean-atmosphere system across recurrent glacial cycles.

In the 60 years since Willard Libby was awarded the Nobel Prize in chemistry “for his method to use carbon-14 for age determination in archeology, geology, geophysics, and other branches of science”, radiocarbon has proven to be far more useful than as just a dating tool. Far from having already borne its most significant intellectual fruits, radiocarbon is arguably a geochemical tracer that is poised to yield transformative progress throughout the geosciences. Annually resolved records of atmospheric radiocarbon are changing our understanding of solar dynamics (Miyake et al., 2013), and helping to improve even our best chronologies (Adolphi et al., 2018); novel analytical techniques are opening up new possibilities for high-resolution component/micro-analysis (Fagault et al., 2019; Wacker et al., 2013); a diversity of proposals regarding past radiocarbon production changes (Channell et al., 2018), as well as new reconstructions of past atmospheric radiocarbon (Cheng et al., 2018), have reset the stage for understanding the geodynamo and the biogeochemical influence of evolving sedimentary carbon fluxes; and ongoing careful data collection continues to shine new light on the multi-faceted role of the ocean as a regulator of atmospheric CO$_2$, emphasizing its physical transports as well as its climatically sensitive exchanges with both the atmosphere and the solid Earth. Much has yet to be learned about the Earth system through the use of this unique radio-isotope.

Data Availability Statement
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