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ABSTRACT

Lower order conservation laws and symmetries of a family of hyperbolic equations having the Camassa-Holm equation as a particular member are obtained. We show that the equation has two conservation laws with zeroth order characteristics and that its symmetries are generated by translations in the independent variables and a certain scaling, as well as some invariant solutions are studied. Next, we consider persistence and asymptotic properties for the solutions of the equation considered. In particular, we analyse the behaviour of the solutions of the equation for large values of the spatial variable. We show that if the initial data has a certain asymptotic exponential decaying, then such property persists for any time as long as the solution exists. Moreover, depending on the behaviour of the initial data for large values of the spatial variable and if for some further time the solution shares the same behaviour, then it necessarily vanishes identically. Finally, we prove unique continuation results for the solutions of the equation.
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1 Introduction

In [15,16] Hakkaev and Kirchev considered the following equation
\[ u_t - u_{txx} + \frac{(n+1)(n+2)}{2} u^n u_x = \frac{n(n-1)}{2} u^{n-2} u_x^3 + 2nu^{n-1} u_x u_{xx} + u^n u_{xxx}, \] (1.1)
where \( n \) is a constant, that henceforth will be assumed to be a positive integer, and \( u = u(t, x) \). We observe that whenever \( n = 1 \) we recover the celebrated Camassa-Holm (CH) equation [3], which is nowadays a by far famous equation not only for its relevance in hydrodynamics [3,6], but also for its rich mathematical properties, see [3–8,12,14,17–19] and references therein about several properties of the CH equation. For the CH equation the variables \( t \) and \( x \) are regarded as time and space, respectively, so that we maintain this terminology for (1.1).

In regard to (1.1), it is locally well-posed in Sobolev spaces \( H^{s}(\mathbb{R}) \), with \( s > 3/2 \), see [21, Theorem 2] and [15, Theorem 3.4] (see also [16, Theorem 2.2]), and for \( s \in (1, 3/2] \) the existence of weak solutions is granted by [21, Theorem 1].

In addition to the results in [15,21], in [24] was shown the local well-posedness of solutions of (1.1) in Besov spaces (see Theorem 1.1 in the mentioned reference) and under certain circumstances, the solutions are also analytic on a certain open set of \( \mathbb{R}^2 \), see [24, Theorem 1.2].

In [26] some persistence properties for (1.1) were considered. In particular, among its results there is one concerned with asymptotic properties of (1.1): in case \( n \) is odd and for each \( t \) fixed, then \( u(t, x) \sim u_0(x) + c(x)e^{-x} \), where \( c(x) \to 0 \) as \( x \to \infty \), see [26, Theorem 1.3].

The purpose of this paper is to shed light on:

- Invariance properties of (1.1), namely, local diffeomorphisms preserving solutions of the equation, as well as conserved currents and their corresponding conserved quantities;
- Unique continuation results for (1.1);

In addition to these points, we revisit some results proved in [26] from a different perspective influenced by recent developments considered in [9,12,14,23] and extending to (1.1) some results proved in the mentioned references. To do this, we consider families of functions obtained from a known solution \( u(t, x) \) of (1.1). More precisely, we consider the families
\[ \mathcal{F}_1 = (f_t)_{t \in [0, T)} \quad \text{and} \quad \mathcal{F}_2 = (F_t)_{t \in [0, T)}, \]
where
\[ f_t(x) := \frac{n}{2} u(t, x)^{n-1} u_x(t, x)^2 + \frac{n(n+3)}{2(n+1)} u(t, x)^{n+1} \quad \text{and} \quad F_t(x) := \partial_x \Lambda^{-2} * f_t(x). \]

The meaning of \( \partial_x \Lambda^{-2} \) will be given in Section 2 where we present the notations and conventions used throughout the paper, as well as our main results and outline of the work.

2 Main results of the paper, their preliminary discussion, and its outline

We introduce and fix the notation, notions and conventions used throughout the paper. Next, we state our main results and the manuscript’s outline.
2.1 Notation and conventions

By $\| \cdot \|_p$ and $\| \cdot \|_{H^s(\mathbb{R})}$ we denote the usual norms of the Banach spaces $L^p(\mathbb{R})$, $1 \leq p \leq \infty$, and the Sobolev space $H^s(\mathbb{R})$, $s \in \mathbb{R}$, respectively. The convolution of two functions $f$ and $g$ is denoted by $f \ast g$. If $u$ is a function of two variables $t$ and $x$, that is, $u = u(t, x)$, the function $x \mapsto u(0, x)$ will be frequently denoted by $u_0(x)$, whereas $u_t$ and $u_x$ denote the derivatives of $u$ with respect to the first and the second arguments, respectively. The Helmholtz operator $1 - \partial_x^2$ and its inverse $(1 - \partial_x^2)^{-1}$ are denoted by $\Lambda^2$ and $\Lambda^{-2}$, respectively. In particular, $\Lambda^{-2}(f) = g \ast f$, where $g$ is the Green function

$$g(x) = \frac{e^{-|x|}}{2}. \quad (2.1)$$

We say that $|f(x)| \sim O(e^{ax})$ as $x \nearrow \infty$ if there exists some $L$ such that

$$\lim_{x \to \infty} \frac{|f(x)|}{e^{ax}} = L,$$

whereas $|f(x)| \sim o(e^{ax})$ as $x \nearrow \infty$ if

$$\lim_{x \to \infty} \frac{|f(x)|}{e^{ax}} = 0.$$

The first definition does not exclude the case $L = 0$. If this happens, both definitions coincide, meaning that if $|f(x)| \sim o(e^{ax})$ as $x \nearrow \infty$, then $|f(x)| \sim O(e^{ax})$ as $x \nearrow \infty$, but the converse may not be true.

Finally, we recall the Grönwall inequality, e.g., see [25, page 29], which says that if $M(t)$ is non-negative and $t \geq 0$ and

$$u(t) \leq A + \int_0^t M(s)u(s)ds,$$

then $u(t) \leq Ae^{\int_0^t M(s)ds}$. Note that sometimes the original inequality is replaced by $u'(t) \leq M(t)u(t)$.

We recall that equation (1.1) can be rewritten as

$$u_t + u^n u_x + \partial_x (1 - \partial_x^2)^{-1} \left( \frac{n}{2} u^{n-1} u_x^2 + \frac{n(n + 3)}{2(n + 1)} u^{n+1} \right) = 0. \quad (2.2)$$

The results proved in [15, 21, 24] show that if $u = u(t, x)$ is a solution of (1.1) such that $u(0, x) = u_0(x)$, for some $u_0 \in H^s(\mathbb{R})$, with $s > 3/2$, then the corresponding Cauchy problem has a unique solution $u \in C^0([0, T); H^s(\mathbb{R})) \cap C^1([0, T); H^{s-1}(\mathbb{R}))$, for some $T > 0$. Unless otherwise mentioned, throughout this paper by a solution $u$ of (1.1) we mean a function $u \in C^0([0, T); H^s(\mathbb{R}))$, $s > 3/2$ (the exception is in some parts of Subsection 2.2). This fact will be widely used henceforth without further mention.

2.2 Main results and outline of the paper

Our first result is concerned with conserved currents, which are vector fields $(C^0, C^1)$ whose divergence $\partial_t C^0 + \partial_x C^1$ vanishes on the solutions of the equation (for further details, see [22, Sec. 4.3]). A characteristic of order $m$ ($m = 0, 1, 2, \cdots$) of a conservation law of an equation $E = 0$ is a function $Q$ of $t, x, u$ and derivatives of $u$ up to order $m$ such that $\partial_t C^0 + \partial_x C^1 = QE$. Therefore, as long as $u$ is a solution of $E = 0$, we then have $\partial_t C^0 + \partial_x C^1 = 0$. 

Theorem 2.1. Equation (1.1) admits only two conserved currents with zeroth characteristic $Q_1 = 1$ and $Q_2 = u$, for any positive integer $n$.

Corollary 2.1. Assume that $u$ is a solution of (1.1) vanishing as $|x| \to \infty$, whose derivatives up to second order are bounded. Then the quantities

$$
\mathcal{H}_1(t) := \int_{\mathbb{R}} u(t, x) dx \quad (2.3)
$$

and

$$
\mathcal{H}(t) := \int_{\mathbb{R}} \frac{u(t, x)^2 + u_x(t, x)^2}{2} dx = \frac{1}{2} \|u(t, \cdot)\|^2_{H^1_1(\mathbb{R})} \quad (2.4)
$$

are constant. In particular, if $u$ is either non-negative or non-positive, then $\|u(t, \cdot)\|_1$ is constant.

Note that solutions belonging to $C^0([0, T); H^s(\mathbb{R}))$, with $s > 3/2$, will have both (2.3) and (2.4) as conserved quantities, meaning that $\mathcal{H}_1(t) = \mathcal{H}_1(0)$ and $\mathcal{H}(t) = \mathcal{H}(0)$, for any $t \in (0, T)$.

Our next result gives the Lie point symmetries of (1.1). We recall that a Lie point symmetry of a given differential equation is a local diffeomorphism that maps a (strong or smooth) solution of the equation into another solution in a smooth way. As such, the symmetries are fluxes of certain linear operators, their generators, and therefore, once we know the generators we know the symmetries and vice-versa. Geometrically, or even physically, the Lie symmetries can be seen as smooth motions or deformations of the solutions of the equation.

Theorem 2.2. The Lie point symmetries of the equation (1.1) are

$$
v_1 = \partial_t, \quad v_2 = \partial_x, \quad v_3 = n t \partial_t - u \partial_u. \quad (2.5)
$$

The proof of Theorem 2.2 is straightforward, but long. It consists in applying the algorithm for finding the coefficients of the generator of symmetries [22, Chap. 2]. This will lead us to obtain an over-determined system of linear differential equations to the unknown coefficients whose solution, substituted into the generator of symmetries, will correspond to a linear combination of (2.5). Since this process is very long, and can be carried out by several computational packages available, e.g., see [10][11], we omit its demonstration.

The fluxes of the generators (2.5) correspond to translations in time $(t, x, u) \mapsto (t + \epsilon, x, u)$, space $(t, x, u) \mapsto (t, x + \epsilon, u)$ and the scaling $(t, x, u) \mapsto (e^{n \epsilon} t, x, e^{-\epsilon} u)$, where $\epsilon \in \mathbb{R}$. The invariance under the scaling leads us to solutions of the type

$$
u(t, x) = \frac{f(x)}{t^{1/n}}.
$$

Substituting this $u$ into (1.1) we obtain the following ODE to $f$:

$$
-\frac{1}{n} (f - f'') + \frac{(n + 1)(n + 2)}{2} f' f' = \frac{n(n - 1)}{2} f^{n-2} (f')^3 + 2 n f^{n-1} f' f'' + f^n f''',
$$

where we omitted the dependence with respect to $x$ and the prime $'$ denotes derivative with respect the independent variable. Two straightforward solutions to this ODE are $f_+(x) = e^x$ and $f_-(x) = e^{-x}$ and, therefore, it is easy to check that they provide solutions of (1.1) that does not conserve (2.3) nor (2.4). On the other hand, the invariance under translations in $t$ and $x$ naturally lead us to the investigation of travelling waves admitted by (1.1).
Let \( z = x - ct \) and \( u(t, x) = \phi(z) \). Substituting this \( u \) into (1.1) and rearranging the result, we have:

\[
\frac{d}{dz} \left( -c\phi + c\phi'' + \frac{n+2}{2}\phi^{n+2} \right) = \frac{d}{dz} \left( \frac{n}{2}\phi^{n-1}(\phi')^2 + \phi^n \phi'' \right),
\]

where the dependence is again omitted and the prime denotes usual derivative. Integrating the equation above and denoting the constant of integration by \( k_1/2 \), we have

\[
-c\phi + c\phi'' + \frac{n+2}{2}\phi^{n+1} = \frac{n}{2}\phi^{n-2}(\phi')^2 + \phi^n \phi'' + \frac{k_1}{2}.
\]

Multiplying the latter equation by \( \phi' \), integrating once more, denoting the new constant of integration by \( k_2/2 \) and rearranging the terms, we obtain

\[
(\phi')^2 = \frac{c\phi^2 - \phi^{n+2} + k_1\phi + k_2}{c - \phi^n}.
\]

Equation (2.7) shows that, in principle, we should expect problems at the derivatives of \( \phi \) if there exists a point \( z_0 \) such that \( \phi(z) \to c^{1/n} \) as \( z \to z_0 \). However, if such a pole is removable, we can hope for the emergence of a solution with some issues regarding differentiability, meaning that we may expect that (1.1) has solutions in the distributional sense. In particular, if the constants of integration \( k_1 \) and \( k_2 \) are taken as 0, then \( (\phi')^2 = \phi^2 \), and as a consequence we have the solution \( \phi(z) = c^{1/n}e^{-|z|} \), implying that

\[
u(t, x) = c^{1/n}e^{-|x-ct|}
\]

solves (1.1) in the weak sense. Such a solution, called peakon, is orbitally stable, see [16], and is one of the features of the CH equation shared by (1.1).

In [20] was shown that if an initial data of the CH equation, for large values of \( x \), behaves like the peakon solution, then this property persists for the corresponding solution. Therefore, it is natural to investigate whether the solutions of (1.1) would also inherit the same property using the approach in [20].

Our next two results shed light to the above question. In what follows, \( T_0 \in (0, T) \) is an arbitrary value for which the solutions is defined and we denote by \( I_0 \) the compact set \([0, T_0]\).

**Theorem 2.3.** Assume that \( u \in C^0(I_0; H^s(\mathbb{R})) \), \( s > 3/2 \), is a solution of (1.1) with initial condition \( u(0, x) = u_0(x) \). Assume that for some \( \theta \in (0, 1) \),

\[
|u_0(x)| \sim O(e^{-\theta x}) \quad \text{and} \quad |u'_0(x)| \sim O(e^{-\theta x}) \quad \text{as} \quad x \uparrow \infty.
\]

Then

\[
|u(t, x)| \sim O(e^{-\theta x}) \quad \text{and} \quad |u_x(t, x)| \sim O(e^{-\theta x}) \quad \text{as} \quad x \uparrow \infty,
\]

uniformly in \( I_0 \).

Theorem 2.3 could be inferred from [26, Theorem 1.2]. However, the approach used in [26] is different of ours. Moreover, Theorem 2.3 is a sine qua non ingredient for establishing our next result.

**Theorem 2.4.** Let \( u \in C^0(I_0; H^s(\mathbb{R})) \), \( s > 3/2 \), be a solution of (1.1) with initial condition \( u(0, x) = u_0(x) \). Assume that:

1. \( n \) is odd,
2. For some \( \alpha \in (1/(n + 1), 1) \),
\[
|u_0(x)| \sim o(e^{-x}) \quad \text{and} \quad |u_0'(x)| \sim O(e^{-\alpha x}) \quad \text{as} \quad x \to \infty,
\]  
(2.11)

and

3. There exists \( t_1 \in I_0, t_1 > 0 \), such that
\[
|u(t_1, x)| \sim o(e^{-x}) \quad \text{as} \quad x \to \infty.
\]  
(2.12)

Then \( u \equiv 0 \).

**Remark 2.1.** In case \( n \) is odd we could replace \( O(e^{-\alpha x}) \) by \( O(e^{-\alpha|x|}) \) in (2.9)–(2.10), as well as \( o(e^{-x}) \) by \( o(e^{-|x|}) \) in (2.11)–(2.12) and \( O(e^{-\alpha|x|}) \) in place of \( O(e^{-\alpha x}) \), and then let \( |x| \to \infty \). This comes from the following observation: if \( n \) is odd, then \( v(t, x) := -u(t, -x) \) would also satisfy (1.1) and \( v(0, x) := v_0(x) = -u_0(-x) \). Therefore, we can extend the result in theorems 2.3 and 2.4 for negative values of \( x \) through this transformation by applying it to \( v \).

Our next result regards unique continuation of the solutions of (1.2).

**Theorem 2.5.** Let \( u \) be a solution of (1.1). Assume that \( n \) is odd and there exists a non-empty open rectangle \( R = (t_0, t_1) \times (x_0, x_1) \subset [0, T] \times \mathbb{R} \) such that \( u|_R \equiv 0 \). Then \( u \equiv 0 \).

Observe that Theorem 2.4 and Theorem 2.5 imply local and global properties of the solution in time: while the latter implies that equation (1.1) (for \( n \) odd) cannot have compactly supported solutions in \([0, T] \times \mathbb{R}\), the former has a consequence the non-existence of compactly supported solutions for each \( t \in (0, T) \), as stated below.

**Corollary 2.2.** If \( n \) is odd and \( u \) is a solution of (1.1), then it cannot be compactly supported in \([0, T] \times \mathbb{R}\).

Note that if \( n \) is odd and \( u \) is a compactly supported solution of (1.1) for some \( t > 0 \), then it satisfies the conditions in Theorem 2.4. Therefore, we have the following straightforward consequence:

**Corollary 2.3.** If \( n \) is odd and \( u \in C^0([0, T]; H^s(\mathbb{R})) \), \( s > 3/2 \), is a compactly supported solution of (1.1), then it necessarily is \( 0 \). Conversely, if \( u \) does not vanish, then it cannot be compactly supported. In particular, a compactly supported data gives rise to a solution that cannot be compactly supported at any other time.

The next theorem is another unique continuation result for the solutions of (1.1).

**Theorem 2.6.** Assume that \( n \) is odd and \( u \) is a solution of (1.1). Suppose that for some \( t^* \in (0, T) \) we can find distinct points \( a \) and \( b \), with \( a < b \), such that \( u_i(t^*, a) = u_i(t^*, b) = 0 \) and \( u(t^*, x) = 0 \), \( x \in [a, b] \). Then \( u \equiv 0 \).

Theorems 2.1-2.6 are proved in Section 4 whereas in Section 3 we present technical results that we need in the demonstration of these theorems. Next, we discuss our achievements in Section 5 and present our conclusions in Section 6.

3 Preliminaries and technical results

In this section we present a couple of essential steps needed for the proof of the our main results.

Given a solution \( u \) of (1.1), for each \( t \in [0, T] \) we define
\[
f_t(x) := \frac{n}{2} u^{n-1} u_x^2 + \frac{n(n + 3)}{2(n + 1)} u^{n+1},
\]  
(3.1)
and

\[ F_t(x) := \partial_x \Lambda^{-2} \ast f_t(x). \tag{3.2} \]

Let us denote the families

\[ \mathcal{F}_1 = (f_t)_{t \in [0,T)}, \quad \mathcal{F}_2 = (F_t)_{t \in [0,T)} \tag{3.3} \]

and their corresponding sub-families

\[ \mathcal{F}_1^* = (f_t)_{t \in (0,T)}, \quad \mathcal{F}_2^* = (F_t)_{t \in (0,T)}. \tag{3.4} \]

Note that \( \mathcal{F}_1 \subset C^0(\mathbb{R}) \) whereas \( \mathcal{F}_2 \subset C^1(\mathbb{R}) \).

**Proposition 3.1.** Let \( u \) be a solution of (1.1) and \( f_t(\cdot) \) be the function given by (3.1). Assume that \( n \) is odd. Then we have the equivalences \( f_t(\cdot) = 0 \iff \Lambda^{-2} f_t(x) = 0 \iff \mathcal{H}(t) = 0 \), where \( \mathcal{H}(\cdot) \) is the conserved quantity (2.4).

**Proof.** The proof is straightforward once we note that the function (2.1) is positive and \( \Lambda^{-2} f_t(x) = (g \ast f_t)(x) \). Therefore, \( \Lambda^{-2} f_t(x) = 0 \) if and only if \( f_t(x) \equiv 0 \). Moreover, we also have \( u \equiv 0 \) if and only if \( \mathcal{H}(\cdot) = \| u(t, \cdot) \|_{\mathcal{H}^1(\mathbb{R})}^2 = 0 \). By (3.1) we realise that if \( n \) is odd, then \( f_t \) vanishes only when \( u \) vanishes. \( \square \)

**Proposition 3.2.** Let \( u \) be a solution of (1.1) and assume that \( n \) is odd. If there exist numbers \( t^*, x_0 \) and \( x_1 \) such that \( \{t^*\} \times [x_0, x_1] \subset (0, T) \times \mathbb{R} \), \( f_{t^*}|_{(x_0, x_1)} \equiv 0 \), \( F_{t^*}(x_0) = F_{t^*}(x_1) \), then \( \mathcal{F}_1 = \mathcal{F}_2 = \{0\} \). In particular, \( u \equiv 0 \).

**Proof.** Since \( \partial_x^2 \Lambda^{-2} = \Lambda^{-2} - 1 \), we have

\[ F'_{t^*}(x) = \partial_x F_{t^*}(x) = (\partial_x^2 \Lambda^{-2}) f_{t^*}(x) = \Lambda^{-2} f_{t^*}(x) - f_{t^*}(x). \]

Therefore, as long as \( x \in (x_0, x_1) \), we conclude that \( F'_{t^*}(x) = \Lambda^{-2} f_{t^*}(x) \). The Fundamental Theorem of Calculus jointly the condition \( F_{t^*}(x_0) = F_{t^*}(x_1) \) yield

\[ 0 = F_{t^*}(x_1) - F_{t^*}(x_0) = \int_{x_0}^{x_1} \Lambda^{-2} f_{t^*}(x) \, dx, \]

which forces \( \Lambda^{-2} f_{t^*}(x) = 0 \). The result follows from Proposition 3.1. \( \square \)

Note that Proposition 3.2 has a very strong and beautiful meaning: if we can find a member of \( \mathcal{F}_1^* \) that vanishes identically, then \( \mathcal{H}(t) = 0 \) (see (2.4)) for all \( t \), in view of the conservation of the \( H^1(\mathbb{R}) \) norm. Moreover, this implies that \( \mathcal{F}_1 = \{0\} \), as well as \( \mathcal{F}_2 = \{0\} \). On the contrary, if it is possible to find a member of \( \mathcal{F}_1^* \) that does not vanish, then any other member of this family will not be identically zero.

## 4 Proof of the main results

We now combine the results of the previous section to present the demonstration of the theorems announced in Section 2.
Proof of Theorem 2.1 A straightforward calculation shows the following formal identities for any \( v = v(t, x) \):

\[
\partial_t (v - v_{xx}) + \partial_x \left[ \frac{n + 2}{2} v^{n+1} - \frac{n}{2} u^{n-1} v_x^2 - n^2 v_{xx} \right] = v_t - v_{txx} + \frac{(n+1)(n+2)}{2} u^n v_x
\]

\[
- \frac{n(n-1)}{2} v^{n-2} v_x^3 + 2 n u^{n-1} v_x v_{xx} + v^n v_{xxx}
\]

\[\text{(4.1)}\]

and

\[
\partial_t \left( \frac{v^2 + v_x^2}{2} \right) + \partial_x \left( \frac{v^{n+2}}{n+2} + \frac{1-n}{2} v^n v_x^2 - v^{n+1} v_{xx} - v v_{tx} \right) =
\]

\[
v \left( v_t - v_{txx} + \frac{(n+1)(n+2)}{2} v^n v_x - \frac{n(n-1)}{2} v^{n-2} v_x^3 + 2 n u^{n-1} v_x v_{xx} + v^n v_{xxx} \right).
\]

\[\text{(4.2)}\]

Therefore, if \( u \) is a solution of (1.1), the right hand sides of (4.1) and (4.2) vanish. This implies that the left hand sides of these expressions are divergences vanishing on the solutions of (1.1) and, as a consequence, they are conserved currents for the equation. Moreover, \( Q = 1 \) and \( Q = u \) are the corresponding characteristics.

To the uniqueness of these conserved currents, let \( \phi = \phi(t, x, u) \) and

\[E := u_t - u_{txx} + \frac{(n+1)(n+2)}{2} u^n u_x - \frac{n(n-1)}{2} u^{n-2} u_x^3 + 2 n u^{n-1} u_x u_{xx} + u^n u_{xxx}.
\]

By [22, Theorem 4.7], \( QE \) is a divergence if and only if \( E_u(QE) = 0 \), where \( E_u \) is the Euler-Lagrange operator (see [22, Def. 4.3]). Therefore, solving the equation \( E_u(QE) = 0 \) we find \( Q = c_1 + c_2 u \), where \( c_1 \) and \( c_2 \) are two arbitrary constants, meaning that the unique characteristics are just \( Q = 1 \) and \( Q = u \). □

Proof of Corollary 2.1 Assuming (2.3), if \( u \) is either non-negative or non-positive, then \( u = \pm |u| \). Therefore, from (2.3) we conclude that \( \mathcal{H}_1(t) = \pm \| u(t, \cdot) \|_1 \).

Let us prove that (2.3) and (2.4) are constant. If we choose \( v = u \) and integrate (4.1) and (4.2) over \( \mathbb{R} \), we obtain, respectively,

\[ \frac{d}{dt} \int_{\mathbb{R}} (u - u_{xx}) dx = \frac{d}{dt} \int_{\mathbb{R}} u dx = 0 \]

and

\[ \frac{d}{dt} \int_{\mathbb{R}} \frac{u(t, x)^2 + u_x(t, x)^2}{2} dx = 0. \]

The relations above imply the desired results. □

We now prove theorems 2.5 and 2.6 and then the remaining results. Note that the conditions in theorems 2.5 and 2.6 imply that \( f_t(\cdot) \) is non-negative.

Proof of Theorem 2.5 From (3.2) and (2.2) we have

\[ F_t(x) = -(u_t + u^n u_x)(t, x), \quad t > 0. \]

(4.3)
Therefore, if \( u \) vanishes on \( \mathcal{R} \), then \( F_1(x) = 0 \) provided that \((t, x) \in \mathcal{R}\). Let us choose \( t^* \in (t_0, t_1) \) and real numbers \( a \) and \( b \) such that \( x_0 < a < b < x_1 \). Then
\[
F_{t^*}(b) = F_{t^*}(a) = 0.
\]
Since \( f_{t^*}(x) \geq 0 \) and \( f_{t^*}|_{[a,b]} \equiv 0 \), then Proposition 3.2 implies the result. \( \square \)

**Proof of Theorem 2.6.** Let us assume that we could find \( t^* \in (0, T) \) and an interval \([a, b]\) such that \( u(t^*, x) = 0, x \in [a, b], \) and \( u_k(t^*, a) = u_k(t^*, b) = 0 \). By (4.3) we conclude that \( F_{t^*}(a) = F_{t^*}(b) = 0 \). Also, we have \( f_{t^*}(x) = 0, x \in [a, b] \). The result is again a consequence of Proposition 3.2. \( \square \)

Before proving theorems 2.3 and 2.4 let us define
\[
M := \sup_{t \in I_0} \|u(t, \cdot)\|_{H^s(\mathbb{R})} + \sup_{t \in I_0} \|u_x(t, \cdot)\|_{H^s(\mathbb{R})} < \infty. \tag{4.4}
\]

Also, in what follows \( p \) denotes a positive integer, and we would like to note that \( \partial_t g \in L^1(\mathbb{R}) \), where \( g \) is given by (2.1), and \( u^{n-1}u_x^2, u^{n+1} \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) in view of the Sobolev Embedding Theorem [23] Proposition 1.3 and the Algebra Property [25] page 320, Exercise 6]. Therefore, we have
\[
\mathcal{F}_1 \subset L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \cap C^0(\mathbb{R}) \quad \text{and} \quad \mathcal{F}_2 \subset L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \cap C^1(\mathbb{R})
\]
where the families \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are given by (3.1).

In addition, noticing that if \( h \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \), then \( h \in L^r(\mathbb{R}) \), for all \( 1 \leq r \leq \infty \), from which we have
\[
\lim_{r \to \infty} \|h\|_r = \|h\|_\infty.
\]

Finally, in the next pages we make use of two claims, whose demonstrations are left to the Appendix. This is done in order to allow a more fluid reading and understanding of the demonstration and avoid moderately lengthy technical parts of the theorems.

**Proof of Theorem 2.3** Our strategy for proving Theorem 2.3 is the following: we construct a sequence of piecewise smooth functions \( \phi_N(x) \), such that \( \phi_N(x) \to e^{\theta x} \) pointwisely for \( x > 0 \), \( \|\phi_N(\cdot)u(t, \cdot)\|_\infty \) and \( \|\phi_N(\cdot)u_x(t, \cdot)\|_\infty \) are bounded, for each \( N \). Similarly as in [20], we show the existence of \( L \geq 0 \) such that \( |\phi_N(x)u(x, t)| + |\phi_N(x)u_x(x, t)| \) is bounded by \( L \). Then, allowing \( N \to \infty \) and using (2.9) we conclude (2.10).

Let \( N \) be a positive integer and consider the family \( \phi_N : \mathbb{R} \to \mathbb{R} \), given by
\[
\phi_N(x) = \begin{cases} 
1, & \text{if } x \leq 0, \\
e^{\theta x}, & \text{if } 0 < x < N, \\
e^{\theta N}, & \text{if } x \geq N.
\end{cases}
\]

Clearly \( \phi_N \in C^0(\mathbb{R}) \) and, for each \( N, \phi_N \) is piecewise smooth and \( \phi_N'(x) \leq \phi_N(x) \) almost everywhere.

Multiplying (2.2) by \( \phi_N(\phi_Nu)^{2p-1} \) and integrating with respect to \( x \) over \( \mathbb{R} \), we obtain \( I_1 = -I_2 - I_3 \), where
\[
I_1 = \|\phi_N(\cdot)u(t, \cdot)\|_{2p}^{2p-1} \frac{d}{dt} \|\phi_N(\cdot)u(t, \cdot)\|_{2p},
\]
\[ I_2 = \int_{\mathbb{R}} (\phi_N(x)u(t,x))^{2p} u(t,x)^{n-1} u_x(t,x) \, dx \quad \text{and} \quad I_3 = \int_{\mathbb{R}} (\phi_N(x)u(t,x))^{2p-1} \phi_N(x) F_t(x) \, dx. \]

**Claim 1:** \(|I_2| \leq M^n \left\| \phi_N(\cdot) u(t, \cdot) \right\|_{2p}^{2p} \) and \(|I_3| \leq \left\| \phi_N(\cdot) u(t, \cdot) \right\|_{2p}^{2p-1} \left\| \phi_N(\cdot) F_t(\cdot) \right\|_{2p}.

Since \( I_1 = -I_2 - I_3 \), the estimates in the claim gives the differential inequality

\[
\frac{d}{dt} \left\| \phi_N(\cdot) u(t, \cdot) \right\|_{2p} \leq M^n \left\| \phi_N(\cdot) u(t, \cdot) \right\|_{2p} + \left\| \phi_N(\cdot) F_t(\cdot) \right\|_{2p},
\]

that jointly with Grönwall’s inequality and letting \( p \to \infty \), yield

\[
\left\| \phi_N(\cdot) u(t, \cdot) \right\|_{\infty} \leq \left( \left\| \phi_n(\cdot) u_0(\cdot) \right\|_{\infty} + \int_0^t e^{-M^n t} \left\| \phi_N(\cdot) F_\tau(\cdot) \right\|_{\infty} d\tau \right) e^{M^n t}. \tag{4.5}
\]

Differentiating \((2.2)\) with respect to \( x \), we have

\[
u_{tx} + nu^{n-1}u_x + u^n u_{xx} + \partial_x F_t(x) = 0. \tag{4.6}
\]

Now we multiply \((4.6)\) by \( \phi_N(\cdot) u^2 \) to obtain the inequality \( I_4 \leq |I_5| + |I_6| + |I_7| \), where

\[
I_4 = \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{2p-1} \frac{d}{dt} \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{2p},
\]

\[
I_5 \leq \int_{\mathbb{R}} n u(t,x)^{n-1} (\phi_N(x)u_x(t,x))^{2p} u_x(t,x) \, dx,
\]

\[
I_6 \leq \int_{\mathbb{R}} u(t,x)^n (\phi_N(x)u_x(t,x))^{2p-1} (\phi_N(x) u_{xx}(t,x)) \, dx,
\]

\[
I_7 \leq \int_{\mathbb{R}} \phi_N(x)(\phi_N(x) u_x(t,x))^{2p-1} \partial_x F_t(x) \, dx,
\]

and we have our last claim.

**Claim 2:** \(|I_5| \leq n M^n \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{2p}^{2p} \) \( |I_6| \leq (n + 1) M^n \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{2p}^{2p-1} \) \( |I_7| \leq \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{2p}^{2p-1} \left\| \phi_N(\cdot) \partial_x F_t(\cdot) \right\|_{2p} \).

Therefore, we have the differential inequality

\[
\frac{d}{dt} \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{2p} \leq 2(n + 1) M^n \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{2p} + \left\| \phi_N(\cdot) \partial_x F_t(\cdot) \right\|_{2p},
\]

which yields, after using the Grönwall inequality, and taking \( p \to \infty \) again, we have

\[
\left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{\infty} \leq \left( \left\| \phi_N(\cdot) u_0'(\cdot) \right\|_{\infty} + \int_0^t e^{-2(n+1)M t} \left\| \phi_N(\cdot) \partial_x F_\tau(\cdot) \right\|_{\infty} d\tau \right) e^{2(n+1)M t}. \tag{4.7}
\]

We do not recall that there exists a positive constant \( c \) (see Appendix \[\Box\]) such that

\[
\left\| \phi_N(\cdot) F_\tau(\cdot) \right\|_{\infty} \leq c \left( \left\| \phi_N(\cdot) u(t, \cdot) \right\|_{\infty} + \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{\infty} \right), \tag{4.8}
\]

\[
\left\| \phi_N(\cdot) \partial_x F_\tau(\cdot) \right\|_{\infty} \leq c \left( \left\| \phi_N(\cdot) u(t, \cdot) \right\|_{\infty} + \left\| \phi_N(\cdot) u_x(t, \cdot) \right\|_{\infty} \right).
\]
Also, we recall that $e^{-M^nt}, e^{-2(n+1)t} \in (0, 1)$. Adding (4.5) to (4.7), and taking into account (4.8) and that $t \in T_0 = [0, T_0]$, we have
\[
\|\phi_N(\cdot)u(t, \cdot)\|_\infty + \|\phi_N(\cdot)u_x(t, \cdot)\|_\infty \leq K\left[\|\phi_N(\cdot)u_0(\cdot)\|_\infty + \|\phi_N(\cdot)u_0'(\cdot)\|_\infty\right] \\
+ \int_0^t \left(\|\phi_N(\cdot)u(t, \cdot)\|_\infty + \|\phi_N(\cdot)u_x(t, \cdot)\|_\infty\right) d\tau,
\]
for some $K = K(M, n, t_0) > 0$, which, after application of Grönwall inequality, yields
\[
\|\phi_N(\cdot)u(t, \cdot)\|_\infty + \|\phi_N(\cdot)u_x(t, \cdot)\|_\infty \leq \kappa \left(\|\phi_N(\cdot)u_0(\cdot)\|_\infty + \|\phi_N(\cdot)u_0'(\cdot)\|_\infty\right),
\]
where $\kappa := KT_0$. On the other hand, we have
\[
|\phi_N(x)u_0(x)| \leq \max\{1, e^\theta x\}u_0(x) \leq \max\{1, e^\theta \}u_0(\cdot)\|_\infty =: L_1/2
\]
and
\[
|\phi_N(x)u_0'(x)| \leq \max\{1, e^\theta x\}u_0'(x) \leq \max\{1, e^\theta \}u_0'(\cdot)\|_\infty =: L_2/2
\]
Let $L := \max\{\kappa L_1, \kappa L_2\}$. The inequalities above, jointly with (4.9), implies that
\[
\|\phi_N(\cdot)u(t, \cdot)\|_\infty + \|\phi_N(\cdot)u_x(t, \cdot)\|_\infty \leq L.
\]
(4.10)

Note that $L$ does not depend on $N$ and if $x > 0$, taking the limit $N \to \infty$, we conclude that
\[
\phi_N(x)u(t, x) \to e^\theta x u(t, x) \quad \text{and} \quad \phi_N(x)u_x(t, x) \to e^\theta x u_x(t, x).
\]
Therefore, if $N \to \infty$ and $x > 0$, (4.10) gives
\[
|e^\theta x u(t, x)| + |e^\theta x u_x(t, x)| \leq L,
\]
which implies the result. In particular, note that if $u_0(x_0) \neq 0$ for some $x_0$, then (4.10) implies that $L$ is positive. \hfill \Box

**Proof of Theorem 2.4**: Integrating (4.3) with respect to $t$ we have
\[
-\int_0^{t_1} F_\tau(x) d\tau = u(t_1, x) - u_0(x) + \int_0^{t_1} (uu^a)(\tau, x)d\tau =: J.
\]
By Theorem 2.3, we conclude that $(uu^a)(\tau, x) \sim O(e^{-\alpha(n+1)x})$. Moreover, since $1/(n+1) < \alpha < 1$, then $1 - \alpha(n+1) < 0$. Thus,
\[
\lim_{x \to \infty} \frac{|(uu^a)(t, x)|}{e^{-x}} = \lim_{x \to \infty} \left(\frac{|(uu)^a(t, x)|}{e^{-\alpha(n+1)x}} \cdot \frac{e^{-\alpha(n+1)x}}{e^{-x}}\right) = 0,
\]
meaning that $(uu^a)(\tau, x) \sim o(e^{-x})$. Therefore, it is immediate that $J \sim o(e^{-x})$.

We will prove the result by contradiction: we assume that $u$ is not identically zero. Then we show that if this is true, we can find a positive constant $K$ such that
\[
-\int_0^{t_1} F_\tau(x) d\tau \geq Ke^{-x}
\]
which contradicts $J \sim o(e^{-x})$.

We begin by recalling that $F_t(x) = (\partial_x g) * f_t(x)$, where $f_t(x)$ is given by (see (3.1))

$$f_t(x) = \frac{n}{2} u(t, x)^{n-1} \left( u_x(t, x)^2 + \frac{n+3}{n+1} u(t, x)^2 \right) \sim o(e^{-(n+1)\alpha x}).$$

Let us define

$$\rho(x) := \int_0^{t_1} f_\tau(x) d\tau.$$ 

Then we have the following identity:

$$- \int_0^{t_1} F_\tau(x) d\tau = (\partial_x g) * \rho(x). \quad (4.11)$$

We also observe that

$$(\partial_x g) * \rho(x) = -\frac{1}{2} e^{-x} \int_{-\infty}^x e^y \rho(y) dy + \frac{1}{2} e^x \int_x^{\infty} e^{-y} \rho(y) dy, \quad (4.12)$$

and

$$e^x \int_x^{\infty} \rho(y) dy = o(1) e^x \int_x^{\infty} e^{-(n+2)\alpha y} dy \sim o(1) e^{-(n+1)x} = o(e^{-(n+1)x}) \sim o(e^{-x}).$$

On the other hand, if $n$ is odd, then $\rho(y) > 0$ (recall that $u \not\equiv 0$) and

$$x \mapsto \int_{-\infty}^x e^y \rho(y) dy$$

is an increasing function, so that for $x$ sufficiently large, we can find a constant $k > 0$ such that

$$\int_{-\infty}^x e^y \rho(y) dy \geq k > 0.$$ 

The latter result, jointly with (4.12) and (4.11) imply that

$$- \int_0^{t_1} F_\tau(x) d\tau \geq \frac{k}{2} e^{-x},$$

which shows the desired contradiction. \hfill \Box

5 Discussion

To the best of the author’s knowledge, the Lie point symmetries of he equation (1.1) has not been previously investigated, as well as a classification of its lower order conservation laws. The Lie algebra of the Lie symmetries of (1.1) is just the same as the CH equation (compare [1, Proposition 1.1] with Theorem 2.2), which is somewhat expected in view of the structure of the equation.

In regard to conservation laws, we showed that the zeroth order characteristics are $\phi_1 = 1$ and $\phi_2 = u$, that correspond to conserved currents of zero and first orders, respectively. We note that these characteristics are just the same admitted by the CH equation, see [1, Proposition 2.1] and [1, Theorem 2.1], respectively.
We observe that from the symmetries we found some solutions of (1.1). More precisely, from the scaling \((t, x, u) \mapsto (e^{\alpha t}, x, e^{-\epsilon} u)\) we obtained two solutions for (1.1): \(u(t, x) = e^{x^2/t^{1/n}}\) and \(u(t, x) = e^{-x^2/t^{1/n}}\). These solutions, of course, do not conserve both (2.3) and (2.4). Another sort of solution coming from the Lie symmetries are the traveling waves. In particular, these solutions satisfy the relation (2.7). Although (2.7) was obtained, in principle, for classical solutions, the fact that it may have a singularity lead us naturally to consider solutions in the weak sense and, in particular, we show that the equation has peakon solutions for each \(n\). Moreover, as shown in [16], these peakons are orbitally stable solutions for (1.1) for each positive integer \(n\).

As far as the author knows, the first (and unique) work considering asymptotic properties of (1.1) with \(n \neq 1\) is [26], in which the ideas introduced by Brandolese [2] for the studying the CH equation for (1.1) were extended. In the present work we study these properties in a different way, using the ideas from [20] for proving theorems 2.3 and 2.4.

We note that our results are mostly concerned when \(n\) is odd. Such condition comes from the necessity that the function (3.1) be non-negative. Essentially, this also explains why the assumption that \(n\) is odd appears in [26, Theorem 1.3]. We could replace this hypothesis by assuming that \(u\) is either non-negative or non-positive, however, whether (1.1) has non-negative or non-positive solutions for \(n > 1\) seems to be an open question. For the CH equation this is proved by using a diffeomorphism constructed from its solutions [4, Theorem 3.1]. Although we could find a similar diffeomorphism for (1.1), we do not have a similar result as [4, Lemma 3.2]. Moreover, the apparent impossibility of the extension\(^2\) of such result to (1.1) make us also unable to proceed similarly as in [20], Theorem 1.4 to prove that (1.1) does not have compactly supported solutions corresponding to an initial data compactly supported.

Finally, we also reported some unique continuation results for (1.1) based on recent ideas [23], see also [12,13]. As pointed out in [9,12,14], these ideas are essentially geometric, see [9,12,14] for a better discussion.

6 Conclusion

In this paper we studied persistence and asymptotic properties of an extension of the CH equation, given by (1.1). Our main results are theorems 2.3–2.6. In particular, we complement the results in [26] by showing that (1.1) does not have compactly supported solutions, as well as we extend to (1.1) (for odd \(n\)) the results proved in [23], see also [12,14], regarding unique continuation of solutions.
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References

[1] S. C. Anco, P. L. da Silva and I. L. Freire, A family of wave-breaking equations generalizing the Camassa-Holm and Novikov equations, J. Math. Phys., vol. 56, (2015), paper 091506.

[2] L. Brandolese, Breakdown for the Camassa-Holm Equation Using Decay Criteria and Persistence in Weighted Spaces, International Mathematics Research Notices, vol. 22, 5161–5181, (2012).

[3] R. Camassa and D.D. Holm, An integrable shallow water equation with peaked solitons, Phys. Rev. Lett., vol. 71, 1661–1664, (1993).

[4] A. Constantin, Existence of permanent and breaking waves for a shallow water equation: a geometric approach, Ann. Inst. Fourier, vol. 50, 321-362, (2000).

[5] A. Constantin, Finite propagation speed for the Camassa–Holm equation, J. Math. Phys., vol. 46, article 023506, (2005).

[6] A. Constantin and D. Lannes, The Hydrodynamical Relevance of the Camassa–Holm and Degasperis–Procesi Equations, Arch. Rational Mech. Anal., vol. 192, 165–186 (2009).

[7] P. L. da Silva and I. L. Freire, Well-posedness, travelling waves and geometrical aspects of generalizations of the Camassa-Holm equation, J. Diff. Eq., vol. 267, 5318–5369, (2019).

[8] P. L. da Silva and I. L. Freire, Integrability, existence of global solutions, and wave breaking criteria for a generalization of the Camassa–Holm equation, Stud. Appl. Math., vol. 145, 537–562, (2020).

[9] P. L. da Silva and I. L. Freire, A geometrical demonstration for continuation of solutions of the generalised BBM equation, Monatsh. Math., vol. 194, 495–502, (2021).

[10] S. Dimas and D. Tsoubelis, SYM: A new symmetry-finding package for Mathematica, Proceedings of the 10th International Conference in Modern Group Analysis, Larnaca, Cyprus, 64–70, (2004)

[11] S. Dimas and D. Tsoubelis, A new heuristic algorithm for solving overdetermined systems of PDEs in Mathematica, 6th International Conference on Symmetry in Nonlinear Mathematical Physics, Kiev, Ukraine, 20–26, (2005).

[12] I. L. Freire, Conserved quantities, continuation and compactly supported solutions of some shallow water models, J. Phys. A: Math. Theor, vol. 54, paper 015207, (2021).

[13] I. L. Freire, Corrigendum: Conserved quantities, continuation and compactly supported solutions of some shallow water models (2021 J. Phys. A: Math. Theor. 54 015207). Journal of Physics A-Mathematical and Theoretical, v. 54, p. 409502, 2021.

[14] I. L. Freire, Geometrical demonstration for persistence properties for a bi-Hamiltonian shallow water system, (2020), arXiv:2011.08821v2.

[15] S. Hakkaev and K. Kirchev, Local well-posedness and orbital stability of solitary wave solutions for the generalized Camassa–Holm equation, Commun. P. Diff. Equ., vol. vol. 30, 761–781, (2005).

[16] S. Hakkaev and K. Kirchev, On the Well-posedness and Stability of Peakons for a Generalized Camassa-Holm Equation, International Journal of Nonlinear Science, vol.1, 139-148, (2006).

[17] D. Henry, Compactly supported solutions of the Camassa–Holm equation, J. Nonlin. Math. Phys., vol. 12, 342–347, (2005).
[18] D. Henry, Persistence properties for a family of nonlinear partial differential equations, Nonlin. Anal., vol. 70, 1565–1573, (2009).

[19] D. Henry, Persistence properties for the Degasperis-Procesi equation, J. Hyp. Diff. Equ., vol. 05, 99–111, (2008).

[20] A. A. Himonas, G. Misiolek, G. Ponce and Y. Zhou, Persistence properties and unique continuation of solutions of the Camassa-Holm equation, Commun. Math. Phys., vol. 271, 511-522, (2007).

[21] S. Lai and Y. Wu, The local well-posedness and existence of weak solutions for a generalized Camassa–Holm equation, J. Diff. Equ., vol. 248, 2038–2063, (2010).

[22] P. J. Olver, Applications of Lie groups to differential equations, 2nd edition, Springer, New York, (1993).

[23] F. Linares and G. Ponce, Unique continuation properties for solutions to the Camassa–Holm equation and related models, Proc. Amer. Math. Soc., vol. 148, 3871-3879, (2020).

[24] Y. Mi and C. Mu, Well-posedness and analyticity for the Cauchy problem for the generalized Camassa–Holm equation, vol. 405, 173–182, (2013).

[25] M. E. Taylor, Partial Differential Equations I, 2nd edition, Springer, (2011).

[26] S. Zhou, Persistence properties for a generalized Camassa–Holm equation in weighted $L^p$ spaces, J. Math. Anal. Appl., vol. 410, 932–938, (2014).

A Proof of Claim 1

Note that

$$|I_2| \leq \|u(t, \cdot)\|^{n-1}_{\infty} \|u_x(t, \cdot)\|_{\infty} \int_{\mathbb{R}} (\phi_N(x)u(t, x))^{2p}dx \leq \|u(t, \cdot)\|^{n-1}_{\infty} \|u_x(t, \cdot)\|_{\infty} \|\phi_N(\cdot)u(t, \cdot)\|^{2p}_{2p}$$

and, from Hölder’s inequality, we have

$$|I_3| \leq \int_{\mathbb{R}} |\phi_N(x)u(t, x)|^{2p-1} |\phi_N(x)F_t(x)| dx \leq \|\phi_N(\cdot)u(t, \cdot)\|^{2p-1}_{2p} \|\phi_N(\cdot)F_t(\cdot)\|_{2p}.$$  

The result is again a consequence of the inequalities above and (4.4).

B Proof of Claim 2

It is straightforward that

$$|I_5| \leq n\|u(t, \cdot)\|^{n-1}_{\infty} \|u_x(t, \cdot)\|_{\infty} \int_{\mathbb{R}} (\phi_N(x)u_x(t, x))^{2p}dx$$

and

$$\int_{\mathbb{R}} (\phi_N(x)u_x(t, x))^{2p}dx \leq \|\phi_N(\cdot)u_x(t, \cdot)\|^{2p}_{2p}.$$  

In regard to $I_6$, integration by parts gives

$$I_6 = -\frac{n}{2p} \int_{\mathbb{R}} u(t, x)^{n-1}u_x(t, x)(\phi_N(x)u_x(t, x))^{2p}dx - \int_{\mathbb{R}} (\phi_N(x)u_x(t, x))^{2p-1}\phi'(x)u_x(t, x)dx,$$
which implies after noticing that $\phi_N(x) \leq \phi_N(x)$ a.e.,

$$|I_6| \leq (n + 1) \left( \|u(t, \cdot)\|_{n-1}^{n-1} \|u_x(t, \cdot)\|_{\infty} + \|u(t, \cdot)\|_{\infty}^n \right) \|\phi_N(\cdot) u_x(t, \cdot)\|_{2p}^2.$$ 

With respect to $I_7$, using the Hölder inequality we have

$$|I_7| \leq \int_{\mathbb{R}} |\phi_N(x) u_x(t, x)^{2p-1} |\phi_N(x) \partial_x F_t(x)| dx \leq \|\phi_N(\cdot) u_x(t, \cdot)\|_{2p}^{2p-1} \|\phi_N(\cdot) \partial_x F_t(\cdot)\|_{2p}.$$ 

The inequalities above jointly with (4.4) complete the demonstration of Claim 2.

C Proof of estimates (4.8)

We begin by noticing that $|\phi_N(x) F_\tau(x)| = |\phi_N(x)((\partial_x g) * f_\tau)(x)|$. By (3.1) and (4.4), and [20, Eq. (2.31)], which shows that

$$\phi_N(x) \int_{\mathbb{R}} e^{-|x-y|} \phi_N(y) dy = \frac{4}{1 - \theta} =: c_0,$$

we have

$$|\phi_N(x) F_\tau(x)| \leq k \|u\|_{\infty}^{n-1} \phi_N(x) \int_{\mathbb{R}} e^{-|x-y|} \left( u^2 + u_x^2 \right) (\tau, y) dy$$

$$\leq k M^{n-1} \left[ \left( \phi_N(x) \int_{\mathbb{R}} e^{-|x-y|} \phi_N(y) dy \right) \|\phi_N(\cdot) u_x(t, \cdot)\|_{\infty} \|u_x(t, \cdot)\|_{\infty} \right]$$

$$\left( \phi_N(x) \int_{\mathbb{R}} e^{-|x-y|} \phi_N(y) dy \right) \|\phi_N(\cdot) u(t, \cdot)\|_{\infty} \|u(t, \cdot)\|_{\infty} \right]$$

$$\leq k M^n c_0 (\|\phi_N(\cdot) u(t, \cdot)\|_{\infty} + \|\phi_N(\cdot) u_x(t, \cdot)\|_{\infty}).$$

Since $\partial^2 x g = g - \delta$, where $\delta$ is the Dirac $\delta$ distribution, the same procedure shows the second estimate in (4.8) and for this reason its proof is omitted.