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Abstract—Recent deep learning-based video salient object detection (VSOD) has achieved some breakthrough, but these methods rely on expensive annotated videos with pixel-wise annotations, weak annotations, or part of the pixel-wise annotations. In this paper, based on the similarities and the differences between VSOD and image salient object detection (SOD), we propose a novel VSOD method via a progressive framework that locates and segments salient objects in sequence without utilizing any video annotation. To use the knowledge learned in the SOD dataset for VSOD efficiently, we introduce dynamic saliency to compensate for the lack of motion information of SOD during the locating process but retain the same segmenting process. Specifically, an algorithm for generating spatiotemporal location labels, which consists of generating high-saliency location labels and tracking salient objects in adjacent frames, is proposed. Based on these location labels, a two-stream locating network that introduces an optical flow branch for video salient object locating is presented. Although our method does not require labeled video at all, the experimental results on five public benchmarks of DA VIS, FBMS, ViSal, VOS, and DA VSOD demonstrate that our proposed method is competitive with fully supervised methods and outperforms the state-of-the-art weakly and unsupervised methods.

Index Terms—Video salient object detection, deep learning, weakly supervised learning, optical flow, location, segmentation.

I. INTRODUCTION

Video salient object detection (VSOD) is an important task toward intelligent video content understanding. It has wide applications in real-world vision tasks, such as video object segmentation [1], video classification [2], video summarization [3], video surveillance [4], video compression [5], and automatic driving [6]. Research [7] also revealed the role of visual saliency in aiding in the diagnosis of autism. Therefore, VSOD has recently attracted great attention to computer vision and multimedia processing communities. Unlike isolated images, video is more challenging with contextual associations and rich dynamic information. Existing VSOD methods mainly use the recurrent network [8], [9], [10] or introduce optical flow information [11], [12] to complement dynamic information. Although great progress has been made, the burden of collecting expensive video datasets with pixel-wise annotations still restricts the further development and application of VSOD.

Several recently fully supervised VSOD models [11], [12] adopt a two-step training strategy. First, image salient object detection(SOD) dataset, e.g., DUTS [13] or MSRA10K [14], is employed to pretrain the model. After that, VSOD datasets, e.g., DAVSOD [9] and DA VIS [15], are used to fine-tune it. The main reason is that the image SOD dataset has rich scene diversity, whereas the VSOD dataset has limited scene diversity. In this way, the model has better generalization ability and can adapt to richer scenarios, producing better results. Concretely, although VSOD dataset, e.g., DAVSOD, has more frames for training than the image dataset, great redundancy is observed across the frames of each video. Hence, the limited valid scenes provided by the video limit the performance of the model. Training a robust model directly using a video dataset of such small size is difficult. The most intuitive, effective way to solve the problem of limited scene diversity is to collect more videos. However, time-consuming, expensive annotations for videos are the largest obstacle to the development of VSOD. Although unsupervised VSOD methods [16], [17], [18], [19] employ hand-crafted low-level features, they suffer from poor performance and work well only in several considered cases. Recent research by [10] proposed a semi-supervised saliency detection method by using sparsely labeled frames. It greatly reduces the manual labeling cost, but still requires 20% pixel-wise annotations. Zhao et al. [20] designed a weakly supervised VSOD model via scribble to relieve the burden of pixel-wise labeling. Although scribble annotations can effectively reduce time and capital cost compared with pixel-wise annotations, it still requires expensive, time-consuming labeling. The main reasons are not only the large size of video dataset, but also the reliance on high-cost fixation annotations, which are recorded by tracking the eye movements of many people using expensive eye trackers. Although these learning-based methods can reduce
Fig. 2. Visualization of static saliency from DA VSOD training data with 7183 images by employing CLM [21] trained on image datasets, and the 1684 results with static and dynamic saliency are selected. Deformation recall indicates the proportion of true salient objects in the predicted locating region and a higher value indicates that the prediction is more likely to contain complete salient objects. Deformation precision indicates the proportion of true salient objects in the predicted salient area and a quite low value indicates that no salient objects are included. Many points in (a) are distributed in the lower left corner, but most of the points in (b) are distributed in the rightmost side and the value of the distortion accuracy is more than 0.2.

The cost of video annotations, it’s difficult for them to deal with large-scale datasets that contain richer scenes in the coming future. In this paper, to overcome the challenges of limited scene diversity and high-cost labeling in the VSOD dataset, we aim to utilize scene-rich, effortless image SOD dataset for VSOD. At the same time, our method without using video annotations can perform better when collecting more videos with richer scenes.

Although image-based saliency detection models can be used to implement the task of VSOD directly, they perform poorly in distinguishing salient objects compared with video-based models. In fact, salient object detection requires two tasks, locating and segmenting. Specifically, locating salient objects is to find the local region of salient objects from the global perspective of the whole image, whereas segmenting salient objects is to distinguish the boundary of salient objects from the local perspective of the regions that contain salient objects and their surrounding background. Although image SOD and VSOD tasks are different in locating salient objects, they share some degree of similarity because both require rigorous, fine segmentation of salient objects. Therefore, transferring knowledge to video saliency model by introducing models trained on image datasets is one of the feasible strategies. Two key issues need to be solved, namely, decoupling salient object detection into locating and segmenting and locating video salient objects. For the first problem, Xu et al. [21] proposed a novel progressive architecture for image salient object detection that consists of coarse locating module (CLM) and fine segmenting module (FSM). These two modules effectively decouple the functions of locating and segmenting salient objects, which provides a good solution. Compared with locating salient objects in images, detecting salient objects in videos is different. Temporal information can be a critical cue for identifying the salient objects in videos. Salient objects of a video can be detected by image-based SOD models. However, this straightforward idea leads to inaccurate location of video salient objects because of ignoring object motion (e.g., temporal information) in the consecutive frames. Previous works [12], [11] added an optical flow branch to leverage motion feature and achieve promising results, which indicates that the introduction of optical flow images can effectively capture temporal information and solve the above problem. The above observations inspire us to think whether regions with appearance saliency (static saliency) and motion variation (dynamic saliency) can be considered locations of salient objects in a video frame. Fig. 2 verifies our idea, that is, locating the salient objects in the video only by single static saliency is insufficient, we must take into account both static and dynamic saliency. (detailed in Section III-B1).

Based on the above problems and thoughts, in this work, we propose a novel VSOD method via progressive framework by using image SOD data and unlabeled videos. As shown in Fig. 1, after decoupling SOD into locating and segmenting independently, we design a progressive framework to transfer knowledge efficiently from images to videos based on the differences in locating and similarities in segmentation between SOD and VSOD. Specifically, we employ the CLM trained on the image SOD dataset that can predict the static location map and the dynamic location map from frames and their optical flow images, respectively. Then, we design a spatiotemporal location label generation method by measuring the similarity of the static location map and the dynamic location map. Next, we propose an optical flow tracking method to obtain the spatiotemporal location maps of the same salient objects in adjacent frames, which are also considered as the video salient object location maps. Furthermore, we propose a two-stream locating network to locate video salient objects by using those frames and corresponding spatiotemporal location maps. Based on the similarity between image SOD and VSOD on the segmentation of salient objects, we directly apply the fine segmentation model trained on the image SOD dataset to achieve accurate segmentation. Through such a two-stage approach of coarse locating and fine segmenting, knowledge learned from the image dataset is efficiently transferred to the VSOD task.

To demonstrate the effectiveness of our proposed method, we implement experiments on five popular benchmarks named DAVIS [15], FBMS [22], ViSal [23], VOS [24], and DAVIS [15], and visualize some examples of saliency maps. Further, we conduct ablation studies to verify the reliability of important modules. Our main contributions are as follows:

1) For the first time, we design a progressive deep framework for VSOD based on image SOD data and unlabeled videos. Our method does not require video annotations at all, but the results are competitive with those of existing fully supervised VSOD methods and outperform those of the state-of-the-art weakly or unsupervised methods.

2) We propose a novel algorithm for generating spatiotemporal location labels that consists of generating high-saliency location labels and tracking salient objects in adjacent frames, which can transfer knowledge learned from images indirectly for locating video salient objects.

3) We propose a two-stream locating network that bridges static and dynamic information to predict the salient

---

CLM and FSM mentioned in this paper are based on our previous work published on AAAI conference. Code and data are publicly available at our Project page.
object location maps for videos, which can adapt to the data structure of sparse spatiotemporal location labels and add important motion information through optical flow images.

II. RELATED WORK

A. Image Salient Object Detection

Early methods detect salient objects by employing handcrafted priors with low-level visual cues such as color [25], texture [26], and contrast [27]. Clearly, hand-crafted features are insufficient to capture high-level semantics, and many works [28], [29] use a convolutional neural network (CNN) to learn deep features for finding salient objects. Later, several works [30], [31] found that the shallow layers are even more important in capturing salient feature, and they further integrated additional features from multiple layers to leverage global and local contexts for improving model performance. Among them, Hou et al. [32] introduced short connections and combined features from different layers to generate saliency maps. Zhang et al. [33] derived a resolution-based feature combination module and a boundary-preserving refinement strategy. Hu et al. [34] aggregated deep features to exploit the complementary saliency information between the multi-level features and the features at each individual layer. Zhang et al. [35] formulated a bi-directional message passing model to select features for integration. Zhang et al. [36] developed an attention-guided network to select and integrate multi-level information. Li et al. [37] presented a contrast-oriented deep neural network, which adopts two network streams for dense and sparse saliency inference. Chen et al. [38] leveraged residual learning and reverse attention to refine saliency maps. Zhang et al. [39] designed a symmetrical CNN to learn the complementary saliency information and presented a weighted structural loss to enhance the boundaries of salient objects. Xu et al. [21] proposed a novel progressive architecture for image salient object detection that consists of coarse locating module and fine segmenting module. Although these methods make great progress, they are inapplicable to VSOD without considering temp-spatial information and contrast information.

B. Full Supervised Video Salient Object Detection

The mainstream fully supervised video salient detection models mainly focus on how to effectively explore the temporal and spatial information of annotated data. Wang et al. [40] employed FCN to take adjacent pairs of frames as input. Chen et al. [41] presented a spatiotemporal constrained optimization model, which exploits spatial and temporal cues, as well as a local constraint, to achieve a global saliency optimization. To capture a wider range of temporal information, Song et al. [8] designed a recurrent network framework for the fast detection of video salient object. Li et al. [42] proposed enhancing the temporal coherence at the feature level by exploiting motion information and sequential feature evolution encoding. Several methods also explore human attention mechanisms to select salient regions. Fan et al. [9] proposed a saliency-shift-aware module to learn human attention shift. Gu et al. [43] designed a constrained self-attention model to capture temporal information. As moving objects are usually salient in videos, Li et al. [11] developed a multi-task motion guided network to learn SOD in still images and motion saliency detection in optical flow images. Chen et al. [44] presented a new temporal-spatial network, in which the key innovation is the design of a temporal unit. Zhang et al. [45] proposed a dynamic context-sensitive filtering network to adapt to dynamic variations and introduce spatial information over time. Despite the great progress in VSOD, time-consuming, expensive annotations remain the largest obstacle to the further development of VSOD.

C. Weakly/Semi/Un-supervised Video Salient Object Detection

Several unsupervised VSOD methods employ hand-crafted low-level features. Rahtu et al. [16] advocated a salient object segmentation method based on combining a statistical framework with a conditional random field model. Based on the super pixel representation of video frames, Liu et al. [17] extracted motion histograms and color histograms at the super pixel level and the frame level, and integrated them into the spatiotemporal saliency map. Xi et al. [18] investigated how to identify the background priors for a video and detected the salient objects by employing the background priors. Chen et al. [19] proposed temp-spatial saliency fusion and low-rank coherence guided saliency diffusion for video saliency detection. Wang et al. [1] used spatial boundaries and temporal motion edges as indicators of foreground object locations. However, these traditional methods suffer from poor performance in real-world application and work well only in several considered cases. To alleviate the issue of relying on expensive, laborious pixel-wise dense annotations, few weakly supervised and semi-supervised learning-based methods started to emerge. Tang et al. [46] presented a spatiotemporal cascade neural network architecture, in which two fully CNNs are cascaded to evaluate the visual saliency from spatial and temporal cues. Li et al. [47] proposed to retrain pretrained saliency detection models weakly during testing by using pseudo labels. Yan et al. [10] presented a semi-supervised saliency detection method by using sparsely labeled frames. It greatly reduces the manual labeling cost, but still requires 20% pixel-wise annotations, which would be a large project for large video datasets with much richer scenes. Zhao et al. [20] designed a weakly supervised VSOD model via scribble to relieve the burden of pixel-wise labeling. Although scribble annotations can effectively reduce time and capital cost compared with pixel-wise annotations, it still requires expensive, time-consuming labeling. Different from previous learning-based approaches, which rely on part of the fully annotations or weak annotations, our method is based on effortless, scene-rich image dataset without using any annotated video label.

III. METHODOLOGY

In this section, we elaborate the details of our proposed method. Fig. 3 illustrates the framework of our method. It consists of three main steps: image salient object detection,
Fig. 3. Overview of our proposed method. It is composed of image SOD, generating spatiotemporal location labels, and VSOD. The image SOD consists of a CLM used to generate spatiotemporal location labels and a FSM employed for the final video salient object segmentation. Spatiotemporal location labels are generated by applying trained CLM. Based on the generated spatiotemporal location labels, a two-stream locating network that can locates salient regions of all frames is trained. Finally, VSOD is accomplished by the fine-trained two-stream locating network and FSM.

generating spatiotemporal location labels, and VSOD. First, CLM and FSM are trained by image SOD dataset DUTS-TR [13]. CLM aims to highlight areas that contain salient objects. After locating salient objects, FSM achieves their accurate segmentation. Second, fine-trained CLM is employed to identify static salient areas from video frames and dynamic salient regions from their optical flow images. When static salient regions and dynamic salient regions include the same objects in a frame, these objects are regarded as video salient objects. Based on the similarity between static salient regions and dynamic salient regions, the high-saliency frames can be identified, and their video salient areas can be located. According to the continuity of salient objects in adjacent frames, salient regions that contain the same salient objects in adjacent frames can be located by the adjacent frame tracking method. Finally, a two-stream locating network is proposed to learn video salient object location by using high-saliency frames and their adjacent frames with their optical flow images as inputs and salient regions predicted by CLM as spatiotemporal location labels. After locating salient objects, the fine segmenting results can be generated by fine-trained FSM.

A. Image Salient Object Detection

The task of VSOD includes not only distinguishing the region where the salient objects are but also accurately segmenting the salient objects. Compared with the image salient objects, the video salient objects change due to the introduction of motion information. However, the accurate segmentation of the objects is similar to that in the image. Thus, we split the image saliency detection into two parts, CLM and FSM, which can help VSOD take full advantage of the knowledge of location and segmentation learned in the image, respectively. This step consists of three parts: CLM, FSM, and attention-based sampler. As shown in Fig. 4, CLM is a network that locates salient objects, which is based on feature pyramid networks (FPNs) [48]. The body-attention location map is treated as the label of CLM to guide the model to focus on rough regions that contain salient objects, which are generated by the dilation operation and Gaussian blur operation. To accomplish the task of precise segmentation, body-attention location maps output by CLM are employed to increase the resolution of the regions related to salient objects in an image, which can magnify the details of salient objects. Such a processed image is treated as the input for FSM, which guides the FSM to focus on the segmentation of salient objects. The structure of the FSM is the same as the CLM, except that intermediate edge supervisions are applied in the decoder process to guide the network to retain more details. The attention-based sampler [49] is proposed in the fine-grained classification task to magnify the details of salient
objects. The main idea is that regions of attention-based maps with high attention value are sampled more intensively by calculating the mapping function between the coordinates of the original image and the sampled image. The restoration process reinstates the predicted sampled segmentation result to its original form by this calculated mapping function.

B. Generating Spatiotemporal Location Labels

1) Generating High-saliency Location Labels: Unlike static images, videos have rich motion characteristics. Specifically, salient objects in a static image are mainly determined by their static appearance (including texture, color, and semantics), whereas object saliency in the video is influenced by static appearance and the motion. For example, if a video has no evident moving object, static spatial information will play a decisive role. However, in static videos, such as surveillance video, moving objects are more attractive to human visual attention. Generally, in most videos, static appearance information and motion information play indispensable roles. Therefore, accurately establishing the relationship between static information and dynamic information can improve the performance of VSOD.

Several special objects in the video have appearance saliency and dynamic saliency. That is, these objects can attract human visual attention in a static frame and keep distinct movement in consecutive frames. These objects are denoted as spatiotemporal salient objects. When every object in a video frame is a spatiotemporal salient object, this frame is treated as a high-saliency frame. As shown in Fig. 3, spatiotemporal location label generating consists of appearance saliency prediction branch, dynamic saliency prediction branch, and high-saliency frame discriminator. For the static image branch, we employ CLM trained on the image dataset to find static salient regions. In the dynamic branch, we estimate the optical flow of video frames by [50] and render it according to [51]. In this way, motion information is visualized on a single image. When the object has motion distinct from the background, its area in the rendered optical flow image has distinguishable colors and clear boundaries. As a result, we can easily detect dynamic salient regions by CLM. After acquiring the predicted body-attention location maps of static frames and optical flow images, the high-saliency frame discriminator is used to determine whether their salient regions are similar. We design a strict discriminant condition to ensure the high quality of generated high-saliency frames. Intersection over union (IOU) is to measure the similarity of the generated body-attention maps of static frames and optical flow images:

$$\text{IOU} = \frac{\sum_{r=1}^{H} \sum_{c=1}^{W} S(r, c)G(r, c)}{\sum_{r=1}^{H} \sum_{c=1}^{W} [S(r, c) + G(r, c) - S(r, c)G(r, c)]}$$  \hspace{1cm} (1)

where \(G(r, c)\) is the optical flow saliency of the pixel \((r, c)\) and \(S(r, c)\) is the predicted probability of static saliency. \(H\) and \(W\) are the height and the weight of the video frame, respectively. When the IOU value of a frame higher than the threshold \(T\), it is considered a high-saliency frame. For these high-saliency frames, we use the static image salient areas predicted by CLM as video salient object location maps. Because the dynamic salient areas may not contain the complete object due to the local motion of the salient object, whereas the static image salient areas are obtained by the trained CLM that has learned the integrity of the object from the image SOD dataset, which has a high probability of containing complete objects. Ultimately, we employ these frames and their corresponding salient object location maps as a part of training data for subsequent learning of two-stream locating networks.

To verify whether regions with static saliency and dynamic saliency can be considered locations of salient objects, the results of static saliency from DAVSOD training data with 7183 images are visualized by CLM and 1684 results with static and dynamic saliency are selected, as shown in Fig. 2. CLM uses labels after the inflation and Gaussian blurring operations as training data; thus, the results predicted by CLM are blurred but can fully contain salient objects. Each blue point represents the result of one image. The horizontal coordinate is deformation recall (D-Recall), similar to recall, which indicates the proportion of true salient objects in the predicted locating region, and a higher value indicates that the prediction is more likely to contain complete salient objects. The vertical coordinate is deformation precision (D-Precision), similar to precision, which indicates the proportion of true salient objects in the predicted salient area, and a quite low value indicates that no salient objects is included. D-Recall and D-Precision can be computed as follows:

$$D - \text{Recall} = \frac{\sum_{r=1}^{H} \sum_{c=1}^{W} L(r, c)T(r, c)}{\sum_{r=1}^{H} \sum_{c=1}^{W} T(r, c)}$$  \hspace{1cm} (2)

$$D - \text{Precision} = \frac{\sum_{r=1}^{H} \sum_{c=1}^{W} L(r, c)T(r, c)}{\sum_{r=1}^{H} \sum_{c=1}^{W} L(r, c)}$$  \hspace{1cm} (3)

where \(L(r, c)\) is the prediction of the pixel \((r, c)\) by CLM, and \(T(r, c)\) is the ground truth. \(H\) and \(W\) are the height and the weight of the video frame, respectively. Many points in Fig. 2a are distributed in the lower left corner, but most of the points in Fig. 2b are distributed in the rightmost side and the value of the distortion accuracy is more than 0.2. It clearly proves that locating the salient objects in the video by single static saliency is insufficient, but the salient objects can be located by dynamic saliency and static saliency.

2) Tracking Adjacent Frames: After obtaining high-saliency frames with corresponding salient object location maps, salient object location maps of the adjacent frames are generated based on the corresponding optical flow information. If the training data of the two-stream locating network consists of only high-saliency frames with corresponding location maps, the trained model performs well only on such kind of frames but poorly on other frames without high-saliency objects. Depending on the continuity of the video, the video salient objects in the adjacent frames of a high-saliency frame are highly probable to be the same as those in the high-saliency frame. Therefore, we can avoid above-mentioned issues by adding these frames to the training data.

As shown in Fig. 5, given a high-saliency frame \(I_0\) and its corresponding spatiotemporal location map \(M_0\), the adjacent frames tracking method is used to calculate spatiotemporal location maps \(M_n\), of adjacent frames \(I_n\), where \(n\) indicates...
the first six frames and the last six frames of $I_0$. Based on [52], we can obtain the optical flow information between $I_0$ and adjacent frame $I_n$. The map records the displacement of objects. Based on the spatiotemporal location map of the high-saliency frame and the optical flow image, we calculate salient object location maps of the adjacent frames by using the remap function of OpenCV [53]. However, it may result in a remapped location map that does not contain the complete object and such location labels lack the incorrect shape of salient objects that may degrade the performance of subsequent training. To avoid the above problems, we crop out wider regions that contain remapped salient objects and reuse CLM to calculate its salient object location map. Specifically, we first dilate and erode the remapped location map, and then find the circumscribed boxes of the connected domains and double the size of the circumscribed boxes to include complete objects. Based on the coordinates of these boxes, the local images containing the salient objects are generated by cropping the adjacent frame. Finally, we employ CLM to predict the location maps of these local images and map them to the original size. In addition, a situation where a adjacent frame can be a high-saliency frame or have different spatiotemporal location maps generated by different high-saliency frames can occur. For this situation, we select the spatiotemporal location map based on the proximity principle.

C. Two-stream locating Network

After obtaining high-saliency frames and their neighboring frames as the video salient object location dataset, we propose a two-stream locating network to learn the location of salient objects. This network can adapt to the data structure of our sparse spatiotemporal location labels effectively and introduce important motion information through the optical flow images. As shown in Fig. 6, it is mainly composed of static feature extraction branch, dynamic feature extraction branch, and feature fusion module. The static branch and the dynamic branch are based on CLM [21] pretrained on the SOD dataset as the backbone, which can provide multi-scale features with rich semantic information. The input of the static branch is the RGB image and the inputs of the dynamic branch are five optical flow images. To obtain these optical flow images, we randomly choose five images from the first five frames and the last five frames to calculate optical flow images with the current frame. If the optical flow branch only inputs one optical flow frame, the result of the network is easily affected by the quality of the optical flow image. However, the five optical flow images contain more or less different motion information, which can provide richer information. In addition, our random selection is similar to data augmentation, which can improve the generalization ability of the model.

The feature fusion module not only needs to combine static features and dynamic features to obtain more comprehensive semantic information, but also needs to recover the spatial size of feature maps and predict high-resolution saliency maps by fusing high-level and low-level features. The basic structure of this module is the same as that of the decoder of FPN [48] that gradually integrates features layer by layer through the top-down transmission to obtain comprehensive information. The main difference is that Side-out Aggregation (SA) Module [54] is introduced after feature fusion of each layer. In the feature fusion module, we use output feature maps of the static branch and the dynamic branch as inputs, denoted as $C_{s1}, C_{s2}, C_{s3}, C_{s4}$, $C_s5$ and $C_{m1}, C_{m2}, C_{m3}, C_{m4}, C_{m5}$ respectively. A weight is added to each feature map because of the difference in the quality of each input optical flow image in the dynamic branch. Specifically, the feature maps of the last output layer are compressed to one dimension by a 1x1 convolution, and the weight of a certain optical flow image is obtained by average pool operation. These weights are then multiplied with the feature maps of layers corresponding to the optical flow image. Finally, the feature maps of the five optical flow images are added as the input to the feature fusion module. In addition, we add intermediate supervisions after each fusion to guide the network to retain only the helpful information related to salient objects. Feature integration consists of four steps. In the first fusion, $C_{s4}, C_{m4}$, the output of $C_s5$ that passes through the SA module, and the output of $C_{m5}$ that passes through the SA module are combined by the pixel-wise sum and a $3 \times 3$ convolution. In the next series of fusions, corresponding static features, corresponding motion features, and features from the previous layer that passes through the SA module are combined by pixel-wise sum and a $3 \times 3$ convolution. In addition, intermediate supervisions are added after each fusion to guide the network to retain only the helpful information related to salient objects.

D. Loss Function

Similar to the CLM, two-stream locating network aims to predict the distribution of salient objects rather than pixel-wise value. Sen [55] proposed a combined loss function that consists of linear correlation coefficient (CC), Kullback-Leibler divergence (KLD), and normalized scanpath saliency (NSS). We modify NSS to meet our goal. The loss function of body-attention supervision is formulated as follows:

$$l_b = NSS' + CC' + KLD \quad (4)$$

where $NSS'$ and $CC'$ indicate the variant of NSS and CC, respectively. We denote predicted maps as $P$ and body-attention maps as $Q$. Additionally, we pick up pixels with
values of 255 in Q to generate a new ground truth as $F$, which is the area with a high probability of salient objects.

NSS is employed to measure the average normalized values of $P$ at the eye fixation points in fixation prediction $F$ [56], which highlights the importance of these pixels. Our salient object location focuses on the pixels with high value in $F$. $NSS'$ is formulated as follows:

$$NSS'(P, F) = \frac{1}{N} \sum_i \frac{F - \mu(F)}{\sigma(F)} - \frac{P - \mu(P)}{\sigma(P)} \times F_i \quad (5)$$

where $i$ is the $i^{th}$ pixel, $N$ indicates the number of pixels with high value in $F$, and $\sigma(\cdot)$ and $\mu(\cdot)$ are the standard deviation and the mean of the input, respectively. The CC metric is commonly used to measure the linear correlation between two variables.

$$CC(P, Q) = \frac{\sigma(P, Q)}{\sigma(P) \times \sigma(Q)} \quad (6)$$

where $\sigma(P, Q)$ is the covariance of $P$ and $Q$. $CC'$ is formulated as follows:

$$CC'(P, Q) = 1 - \frac{\sigma(P, Q)}{\sigma(P) \times \sigma(Q)} \quad (7)$$

KLD is used to measure the similarity between two distributions and formulated as follows:

$$KLD(P, Q) = \sum_i Q_i \log\left(\frac{Q_i}{P_i + \varepsilon}\right) \quad (8)$$

where $\varepsilon$ is a regularization term.

The total loss of two-stream locating network ($L_{tln}$) is formulated as follows:

$$L_{tln} = \sum_{i=1}^{5} l_i \quad (9)$$

where $l_i$ indicates the loss of the $i^{th}$ intermediate body-attention supervision. Fig. 6 shows all supervisions.

E. Dataset

We systematically test our proposed methods on five existing mainstream VSOD datasets, including ViSal [23], VOS [24], Freiburg-Berkeley motion segmentation dataset (FBMS) [22], densely annotation video segmentation dataset (DAVIS) [15], and densely annotation VSOD dataset (DAVSOD) [9].

-ViSal is the first dataset dedicated to the detection of video salient objects. It contains 17 video clips, each with a length of 30 to 100 frames, and 193 manually annotation frames.

- FBMS includes 59 video sequences and 720 labeled frames.

- VOS consists of 200 videos. All objects and regions over 7,650 uniformly sampled keyframes are manually annotated and eye-tracking data of 23 subjects that free-view all videos are collected.

- DAVIS has 50 video sequences and 3455 annotated frames. It contains multiple video object segmentation challenges, such as occlusion, motion blur, and appearance changes. Each video sequence is about 2-4 seconds. For every frame in the video, it provides pixel-level accuracy and manually creates the segmentation in a binary mask.

- DAVSOD is a larger dataset. It contains 226 video clips with the size of $640 \times 360$ for a total of 798 seconds and covers approximately 70 of the most common scenes/objects, with 23938 frames of object-level saliency annotations. It also provides an additional 40,000 frames of instance-level saliency annotations and short text descriptions. DAVSOD is randomly divided into 90 training sets, 46 validation sets, and 90 test sets. In addition, according to the difficulty of the task, the 90 test sets are further divided into 35 easy, 30 ordinary, and 25 difficult subsets.
### TABLE I

Quantitative comparisons with state-of-the-art approaches on DAVSOD, ViSal, VOS, FBMS, and DAVIS across S-measure, max F-measure, and MAE. The best result are shown in red.

| Dataset | Metric | PoolNet | EGNet | PAKRN | SCOM | MBNM | PDB | FGRN | MGA | RCNN | SSAY | PCSA | STVS | DCFNet | SSOD | GF | SAS | Ours |
|---------|--------|---------|-------|-------|------|------|-----|------|-----|------|------|------|------|-------|------|-----|-----|-----|
| DAVSOD  | S-measure | 0.702 | 0.719 | 0.732 | 0.599 | 0.637 | 0.698 | 0.693 | 0.741 | 0.741 | 0.755 | 0.741 | 0.744 | 0.741 | 0.672 | 0.553 | 0.565 | 0.699 |
|         | F-max   | 0.592 | 0.604 | 0.632 | 0.464 | 0.520 | 0.572 | 0.573 | 0.643 | 0.654 | 0.659 | 0.656 | 0.650 | 0.660 | 0.556 | 0.334 | 0.370 | 0.593 |
|         | MAE     | 0.089 | 0.101 | 0.089 | 0.220 | 0.116 | 0.098 | 0.083 | 0.087 | 0.084 | 0.086 | 0.086 | 0.086 | 0.087 | 0.101 | 0.167 | 0.115 | 0.085 |
| ViSal   | S-measure | 0.891 | 0.941 | 0.956 | 0.831 | 0.883 | 0.888 | 0.848 | 0.936 | 0.907 | 0.938 | 0.941 | 0.953 | 0.953 | 0.931 | 0.683 | 0.688 | 0.875 |
|         | F-max   | 0.891 | 0.941 | 0.956 | 0.831 | 0.883 | 0.888 | 0.848 | 0.936 | 0.907 | 0.938 | 0.941 | 0.953 | 0.953 | 0.931 | 0.683 | 0.688 | 0.875 |
|         | MAE     | 0.025 | 0.015 | 0.010 | 0.122 | 0.020 | 0.032 | 0.045 | 0.017 | 0.026 | 0.021 | 0.017 | 0.013 | 0.010 | 0.038 | 0.107 | 0.105 | 0.031 |
| VOS     | S-measure | 0.733 | 0.793 | 0.792 | 0.712 | 0.742 | 0.818 | 0.715 | 0.791 | 0.873 | 0.786 | 0.828 | 0.832 | 0.846 | 0.682 | 0.615 | 0.619 | 0.765 |
|         | F-max   | 0.709 | 0.698 | 0.713 | 0.690 | 0.670 | 0.742 | 0.669 | 0.734 | 0.833 | 0.704 | 0.747 | 0.746 | 0.791 | 0.648 | 0.506 | 0.482 | 0.729 |
|         | MAE     | 0.082 | 0.082 | 0.077 | 0.162 | 0.099 | 0.078 | 0.097 | 0.075 | 0.051 | 0.091 | 0.065 | 0.061 | 0.060 | 0.106 | 0.162 | 0.172 | 0.089 |
| FBMS    | S-measure | 0.854 | 0.839 | 0.878 | 0.876 | 0.794 | 0.857 | 0.831 | 0.809 | 0.908 | 0.872 | 0.879 | 0.868 | 0.872 | 0.747 | 0.651 | 0.659 | 0.803 |
|         | F-max   | 0.830 | 0.848 | 0.850 | 0.797 | 0.816 | 0.821 | 0.767 | 0.903 | 0.859 | 0.865 | 0.837 | 0.854 | 0.854 | 0.727 | 0.571 | 0.564 | 0.792 |
|         | MAE     | 0.060 | 0.044 | 0.040 | 0.079 | 0.047 | 0.064 | 0.088 | 0.027 | 0.053 | 0.040 | 0.040 | 0.038 | 0.038 | 0.083 | 0.160 | 0.161 | 0.073 |
| DAVIS   | S-measure | 0.815 | 0.854 | 0.829 | 0.859 | 0.812 | 0.887 | 0.838 | 0.910 | 0.886 | 0.892 | 0.892 | 0.892 | 0.892 | 0.795 | 0.688 | 0.676 | 0.846 |
|         | F-max   | 0.815 | 0.768 | 0.823 | 0.783 | 0.861 | 0.855 | 0.783 | 0.892 | 0.848 | 0.846 | 0.880 | 0.865 | 0.900 | 0.734 | 0.569 | 0.515 | 0.793 |
|         | MAE     | 0.038 | 0.057 | 0.045 | 0.048 | 0.031 | 0.028 | 0.043 | 0.023 | 0.027 | 0.028 | 0.022 | 0.023 | 0.016 | 0.044 | 0.100 | 0.103 | 0.038 |

#### F. Evaluation Metrics

Three indicators are used to evaluate our methods: mean absolute error (MAE) [27], F-measure [60], Structural measurement (S-measure) [61].

MAE is the mean value of absolute value of error between the ground truth and the saliency map. And it’s defined as follows:

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |(f_i - y_i)|,$$

where $f_i$ denotes the predict saliency map value and $y_i$ denotes the ground truth value.

F-measure is a weighted harmonic mean of precision and recall, and is defined as

$$F_\beta = \frac{(1 + \beta^2) \cdot \text{Precision} \cdot \text{Recall}}{\beta^2 \cdot \text{Precision} + \text{Recall}},$$

We use the max F-measure over all thresholds from 0 to 255, denoted as $F_{\text{max}}$.

S-measure is used to evaluate the structural similarity between the saliency map and the ground truth map, which is defined as follows:

$$S = \alpha \cdot S_0 + (1 - \alpha) \cdot S_r,$$

where $\alpha \in [0, 1]$, and it is usually set to 0.5. $S_0$ means the object-aware structural similarity measure and $S_r$ means the region-aware structural similarity measure.

---

Fig. 7. Visual comparisons of our method with state-of-the-art methods. Each row shows the VSOD results of a frame. Each column indicates one algorithm. Our method consistently produces high-quality saliency maps and has more clear boundaries.
requires 20% pixel-wise video annotations. The performance of supervised saliency detection method using pseudo-labels, it demonstrates the effectiveness of our method in complex scenes, even without using pixel-wise annotations of image data performs best on all datasets across all metrics. Although it is called as a semi-supervised models, our weakly supervised methods based on image data performs best on all datasets across all metrics. All hyperparameter settings of the two-stream locating network are the same as CLM in PAKRN. During training of two-stream locating network, for image data or first and last frames without adjacent frames, our optical flow branch inputs images with equal random values for each pixel. During testing, we also feed the optical flow branch of first and last frames without adjacent frames with images of fixed value. The proposed framework is implemented based on PyTorch [63], a flexible, popular open source deep learning platform. In our method, \( T \) is set to 0.7. All experiments are run with a mini-batch of 1 on an NVIDIA GeForce GTX Titan XP GPU.

**H. Comparison with the State-of-the-arts**

As shown in Table I, we compare our proposed method with existing three image salient object detection models (PoolNet [54], EGNet [57], PAKRN [21]), ten fully supervised SOD models (SCOM [41], MBN [58], PDB [8], FGRN [42], MGA [11], RCRN [10], SSAAV [9], PCSA [43], STVS [44], and DCFN [45]), and four weakly or unsupervised models(SSOD [59], GF [23], SAG [1], WS [20]). For fair comparison, results of these methods are directly provided by authors or by their trained model and we use the same evaluation codes to test them. Our method does not have any post-processing.

For the image SOD methods, we can find that they perform well comparable to supervised models on ViSal and FBMS, especially in the ViSal dataset where the salient objects did not move dramatically and are easily distinguished in appearance. Our method also retains the advantages of image SOD models and shows comparable performance, which indicates that our method maintains good performance on the easy VSOD dataset. In several complicated datasets, especially on DAVSOD and VOS, image SOD methods don’t perform well due to the inability to identify the evident motion of salient objects. However, it can be seen that our method performs better, especially on the challenging dataset of DAVSOD, where our results are competitive to state-of-the-art fully supervised method. It demonstrates the effectiveness of our method in complex scenes, even without using pixel-wise annotations of videos. Further, compared with other weakly supervised and unsupervised models, our weakly supervised methods based on image data performs best on all datasets across all metrics. In addition, there is a semi-supervised video salient object detection method RCRN [10]. Although it is called as a semi-supervised saliency detection method using pseudo-labels, it requires 20% pixel-wise video annotations. The performance of our method is similar to that of RCRN, and Ours performs better on DAVSOD, ViSal, and FBMS, but worse on VOS and DA VIS. Our method performs well and does not use any video annotation, which indicates the effectiveness and superiority of our method. To further investigate the effectiveness of our proposed method, we show visual examples of our method with other approaches. As shown in Fig. 7, our method can not accurately distinguish salient objects but also accomplish fine segmentation. Especially in the boundary, our method is able to segment small objects more precisely than other methods.

1. **Ablation Study**

    1) Effectiveness of Strategies for Learning Video Knowledge from Image Data: As Section III described, our generated spatiotemporal location labels is based on CLM of PAKRN [21]. To investigate the effectiveness of strategies for learning video knowledge from image data, we compare the result of ours (red) with PAKRN trained by image SOD dataset (shown in Fig. 8). The experiments are performed on DAVSOD, DA VIS, FBMS, and ViSal across three metrics \((S_m, F_{max}, \text{and MAE})\). It can be observed that our method performs significantly better on VOS, DAVSOD, DAVIS, but it is similar on ViSal and FBMS. Because the data of ViSal and FBMS have evident static saliency. As shown in Table I, we can observe the superiority of PAKRN compared to the mainstream fully supervised VSOD approaches on ViSal and FBMS. Such datasets can be well predicted by the model trained on the only image SOD dataset, so it is difficult for our method to show its effective role. In general, our method outperform PAKRN, which can illustrate the effectiveness and reliability of our proposed VSOD method based on image SOD data.

    To explore the reasons why our method works well, we show some examples in Fig. 9. In video 0673, the object in the red circle of optical flow image is dynamic saliency but not static saliency, and the object in the red circle of PAKRN is static saliency but not dynamic saliency, so they not the salient object in the video. In this case, our method can distinguish it well by fusing appearance information and motion information. In video 0672, the static appearance salient object is not the video salient object. Thus, PAKRN does not find the salient object at all, but our method can discover it by employing optical flow information. In video 0609 with a complex background, it is difficult to distinguish salient objects by static saliency alone, but our method can effectively achieve it. These outcomes explain the effectiveness of our method that focuses on both static appearance and motion information.

    2) Effectiveness of generating spatiotemporal location labels: As shown in Table II, to evaluate the effectiveness of generating spatiotemporal location labels, we compare CLM fine-tuned with and without our generated location labels. CLM w/ location labels refers to CLM fine-tuned by our extracted video frames with spatiotemporal location labels and CLM w/ location labels refers to CLM trained by only image SOD dataset. Both networks are the same, but they are fed with different training datasets. The former is fine-tuned by

G. Implementation Details

Image salient object detection dataset DUTS-TR [13] with labels and VSOD datasets (e.g. FBMS, DAVIS, and DAVSOD) without annotations are employed to implement our method. We evaluate VSOD methods on DAVIS, FBMS, ViSal, VOS, and DAVSOD benchmarks. We apply Adam optimizer [62] with a weight decay of 1e-5 and learning rate of 5e-5 that is multiplied by 0.1 after 15 epochs to train two-stream locating network. We initialize the weights of the backbone of two-stream locating network from trained CLM and the model is trained for 24 epochs. All hyperparameter settings of the two-stream locating network are the same as CLM in PAKRN. During training of two-stream locating network, for image data or first and last frames without adjacent frames, our optical flow branch inputs images with equal random values for each pixel. During testing, we also feed the optical flow branch of first and last frames without adjacent frames with images of fixed value. The proposed framework is implemented based on PyTorch [63], a flexible, popular open source deep learning platform. In our method, \( T \) is set to 0.7. All experiments are run with a mini-batch of 1 on an NVIDIA GeForce GTX Titan XP GPU.
the selected frames and their spatiotemporal location maps after trained on the image SOD dataset, while the latter only uses the image SOD dataset. We can observe that CLM with spatiotemporal location labels has significantly better results on DAVSOD, FBMS, and DAVIS across all metrics, which proves that our method can generate high-quality location labels. However, one noteworthy finding is that CLM with spatiotemporal location labels performs not better on ViSal. The reason behind is that the location labels inevitably have a little bit of dirty data that can affect the model. For ViSal, a dataset where salient object detection can be easily achieved with a model trained with only image data, i.e., static saliency objects are video saliency objects, the introduction of our spatiotemporal location labels slightly does more harm than good. However, the performance of CLM fine-tuned by spatiotemporal location labels on ViSal does not degrade much, which indicates that our generated location labels are still reliable.

3) Effectiveness of tracking adjacent frames: To prove the effectiveness of the tracking adjacent frames strategy, we compare our two-stream locating network trained by high-saliency frames and their adjacent frame with by only high-saliency frames, as shown in Table IV. W/o neighbor represents for the two-stream locating network fed with only high-saliency frames and no adjacent frames. W/o neighbor indicates that the two-stream locating network is trained by high-saliency frames.
and their adjacent frames. Experiments show that the two-stream locating network trained by spatiotemporal location labels including adjacent frames performs better on DAVSOD, ViSal, and DAVIS and not worse on FBMS. It demonstrates that tracking adjacent frames strategy is reliable and essential for better results.

4) Effectiveness of the Proposed Two-stream locating Network: To evaluate the effectiveness of the proposed two-stream locating network, we compare it with a single-stream network, i.e., CLM, without dynamic optical flow branch, as shown in Table III. CLM w/ location labels refers to CLM trained by our extracted video frames with spatiotemporal location labels. For fair comparison, except for the network structure, other configurations are the same. As we can see, the two-stream locating network performs better than CLM on DAVSOD, ViSal, and DAVIS and slightly worse on FBMS. It demonstrates that our proposed two-stream locating network by fusing a dynamic optical flow branch is effective and necessary for better performance.

5) Different amounts of input optical flow images: As described in Section III-C, to alleviate the model’s vulnerability to the quality of individual optical flow image, our proposed two-stream locating network employs five optical flow images as input. To validate the effectiveness of our solution, we compare our methods with different amounts of input optical flow images on DAVSOD, FBMS, ViSal, and DAVIS as shown in Table V. We can see that when only one optical flow image is used as input, it performs significantly worse than others across most metrics. However, the performance of our method is improved when several optical flow images are employed as inputs, which proves that our multi-optical-flow input solution is effective in dealing with the vulnerability to the quality of individual optical flow image. In general, our method performs better when the number of input optical flow images is 4 and 5. Finally, we select five optical flow images as inputs that performs slightly better.

IV. Conclusion

Facing the problem of time-consuming, inefficient, and costly acquisition of video saliency data by the human eye tracker and the few annotated video saliency datasets available, a novel SOD method via progressive framework is proposed to transfer the knowledge learned in the images to the VSOD task. The competitive results compared with the state-of-the-art fully supervised methods show that our approach is effective and successful. In addition, the methods of generating high-saliency location labels and tracking adjacent frames are simple. In future work, based on our solid framework, improving these two steps will enhance performance. Moreover, after obtaining high-quality spatiotemporal location labels, creating a network that can efficiently combine spatial and temporal information to achieve promising performance will be an important work. Overall, our method does not require video labels, so the more unlabeled video datasets collected for training and the richer the video scenes, our model will performs better.
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