Large-scale Autonomous Flight with Real-time Semantic SLAM under Dense Forest Canopy
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Abstract—Semantic maps represent the environment using a set of semantically meaningful objects. This representation is storage-efficient, less ambiguous, and more informative, thus facilitating large-scale autonomy and the acquisition of actionable information in highly unstructured, GPS-denied environments. In this letter, we propose an integrated system that can perform large-scale autonomous flights and real-time semantic mapping in challenging under-canopy environments. We detect and model tree trunks and ground planes from LiDAR data, which are associated across scans and used to constrain robot poses as well as tree trunk models. The autonomous navigation module utilizes a multi-level planning and mapping framework and computes dynamically feasible trajectories that lead the UAV to build a semantic map of the user-defined region of interest in a computationally and storage efficient manner. A drift-compensation mechanism is designed to minimize the odometry drift using semantic SLAM outputs in real time, while maintaining planner optimality and controller stability. This leads the UAV to execute its mission accurately and safely at scale.

Index Terms—Aerial Systems: Perception and Autonomy, Field Robotics, Robotics and Automation in Agriculture and Forestry, SLAM

I. INTRODUCTION

AUTONOMOUSLY surveying large-scale environments and building semantic maps are key capabilities for autonomous mobile robots in many applications such as precision agriculture, infrastructure inspection, and search and rescue. Semantic maps of forests encode actionable information such as timber volume, yield estimation and forecasting. Unmanned Aerial Vehicles (UAVs) have unique advantages for such tasks: they can hover and fly fast in 3D environments, and they are not as affected by undergrowth or terrain elevation changes as ground robots.

Prior research and commercial solutions using UAVs for precision agriculture and forestry mostly focus on overhead flight through wide-open spaces. This simplifies operations, but limits what is possible to measure. On the other hand, it is impractical for human pilots to gather data on a large scale under the forest canopy, especially considering the communication range limit in radio and first-person view systems. Thus, UAVs capable of autonomous under-canopy flights are indispensable for acquiring such data at scale.

Therefore, developing an autonomous UAV system that can operate under the tree canopy while extracting actionable information on a large scale is critical for precision agriculture and forestry. This task, however, is still challenging since: (1) GPS has unsatisfactory accuracy under dense forest canopies [3]. Differential or RTK GPS requires reliable communication with a base station, which is impractical for long-range operation in under-canopy environments; (2) the environment is unstructured and dynamic (e.g. leaves blowing in the wind), which is challenging for traditional Simultaneous Localization and Mapping (SLAM) algorithms that rely on static geometric features; (3) the environment is highly cluttered, which requires a capable and reliable navigation system.

We integrate autonomous flight with semantic SLAM to address these challenges. The main contributions of our paper are: (1) To our knowledge, this is the first system that integrates semantic SLAM in real-time into an autonomous UAV feedback loop, while relying only on onboard sensing and computation. The semantic SLAM, coupled with a drift-compensation mechanism minimizes the UAV odometry drift. (2) We propose a UAV hardware and software system that is capable of long-range autonomous flights in large-scale, unstructured, cluttered, and GPS-denied environments. The customized UAV hardware platform (Fig. 1) has over 30 minutes flight time. Our autonomous flight stack and semantic SLAM algorithm are released at, respectively: https://github.com/KumarRobotics/kr_autonomous_flight
https://github.com/KumarRobotics/sloam
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The rest of the paper is arranged as follows: Sec. II surveys related work, followed by a problem statement in Sec. III. Sec. IV-A presents our UAV platform. Sec. IV-B and Sec. IV-C present the state estimation and perception modules. Sec. IV-D presents the planning and control modules, and explains how the integration between autonomy and semantic SLAM is achieved using the drift-compensation module. Sec. V shows our results and analysis in both simulated (V-A) and real-world experiments (V-B). Sec. VI presents the conclusion. A demo video can be found at: https://youtu.be/Ad3ANMX8gd4.

II. RELATED WORK

In this section we provide an overview of related literature. Compared with geometric features, semantic features are usually sparser, less ambiguous and repetitive, and thus can improve robot localization [4]. In addition, semantic maps are more informative and descriptive, facilitating high-level task or global planning [5]. Generic shape models, such as dual quadrics [6] and 3D bounding boxes [7] can be used to build semantic maps without being limited to specific semantic classes or requiring prior shape models.

Several SLAM algorithms are designed specifically for autonomous navigation. Bavle et al. proposed VPS-SLAM [8], the horizontal and vertical planes are extracted from semantic objects and maintained in the map. The centroids of the planes are then used to provide additional constraints in the graph SLAM optimization. Even though these approaches demonstrate good performance on pre-collected datasets, they are either without autonomy [8], [9], or with autonomy that does not use any feedback from semantic SLAM [10].

Bavle et al. [11] propose a particle-filter-based approach that combines visual, inertial and semantic information for UAV localization, which is then used for navigation. However, their system is demonstrated in small-scale indoor environments with an average flight speed of 0.3 m/s. The semantic objects are not modeled but treated as 3D point landmarks. Most importantly, the UAV relies on a ground station for computation, which means it does not achieve independent autonomy, and is not suitable for outdoor large-scale applications.

Several autonomous flight systems that can handle relatively complicated environments with onboard sensing and computation have been proposed. Lin et al. described an autonomous UAV system that relies only on a monocular camera and an Inertial Measurement Unit (IMU) to estimate UAV poses and build a dense Truncated Signed Distance Field (TSDF) map in real time [12]. Oleynikova et al. present an autonomous flight system that is capable of exploring and building dense Euclidean Signed Distance Field (ESDF) maps of unknown environments [13]. Building ESDF maps is computationally demanding but usually required for planning algorithms that use gradient-based optimization. Zhou et al. propose EGO-Planner [14] that bypasses this requirement, although an occupancy grid map is still needed. However, these systems are demonstrated in environments that are less cluttered and have smaller scale than our test environments (Fig. 2). More importantly, none of them incorporate semantic information. The geometric-based odometry algorithms accumulate large drift in under-canopy environment, and the storage demand for maintaining a dense 3D volumetric map is high.

Therefore, developing an autonomous UAV navigation system that requires no external infrastructure and can integrate semantic SLAM into its feedback loop in real time is of key importance for large-scale surveying and mapping missions.

We build upon the system proposed by Mohta et al. [1], [15], and make the following improvements: (1) We integrate semantic SLAM into the autonomy stack in real time, which produces more reliable, drift-minimized robot localization, as well as a semantically meaningful map. A drift compensation mechanism is designed to achieve this. (2) We introduce a multi-level planning and mapping framework to improve computation and storage efficiency and support large-scale coverage and mapping missions.

In addition, we modify the semantic lidar odometry and mapping framework (SLOAM) proposed in Chen et al. [16] by: (1) employing RangeNet++ [17], a neural network designed for Light Detection and Ranging (LiDAR) data, giving more accurate segmentation results; (2) integrating the state estimation step with a visual-inertial odometry (VIO) algorithm to increase robustness in case of sensor or segmentation failure; and (3) splitting the least-squares pose optimization into two steps to improve robustness.

III. PROBLEM STATEMENT

Let $\mathcal{G}$ be a mission defined by the ordered set $\mathcal{G} \triangleq \{g_0, g_1, \ldots, g_n\}$, where each $g_i \in \mathcal{G}$ is a waypoint relative to the robot’s takeoff position. The user can either directly specify $\mathcal{G}$ or draw a region of interest using a set of polygons, and the coverage planner will automatically compute the optimal $\mathcal{G}$ to cover this region. Without a prior map, the UAV must autonomously navigate through the environment and visit all waypoints while detecting and modeling the semantic objects observed. For our current application to forestry, the semantic objects are tree trunks and ground planes.

IV. PROPOSED APPROACH

In this section, we will introduce the individual modules in our system. The system diagram is shown in Fig. 3.
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A. UAV platform

The Falcon 4 UAV platform used for our experiments is
custom built with a carbon fiber frame. It is equipped with
various onboard computers and sensors, as shown in Fig. 1.

Our sensor choices are based on thorough analysis and
real-world verification. Cameras and IMUs are inexpensive,
lighweight, and have high update rates. However, in under-
canopy environments as shown in Fig. 2, varying illumination
in sunlit forests makes it challenging for any VIO system.
Exposure must be constantly adjusted, which is detrimental
for many algorithms that track visual features since this violates
the constant brightness assumption. On the other hand, 3D
LiDARs, although expensive, can have dense and accurate
range measurements up to several hundred meters while con-
suming negligible computation compared to stereo or multi-
view depth estimation. They are also robust to environments
with direct sunlight and varying illumination. These unique
advantages make them indispensable for our purposes of large-
scale autonomous navigation and accurate semantic mapping
in under-canopy environments. To achieve good robustness,
mapping accuracy, and odometry update rates, our system
combines stereo VIO and LiDAR. The platform has a payload
capacity (including battery) of ∼3 kg and can be reconfigured
to carry additional onboard computers and other mission-
specific sensors. Finally, the platform is powered with a 17,000
mAh Li-ion battery and achieves a flight time of ∼30 minutes
with all onboard sensors and computers running.

B. State Estimation

1) Odometry: We use the same odometry system proposed
in our previous work [1]. The innermost loop of our odometry
system is an Unscented Kalman Filter (UKF). The UKF relies
on measurements from stereo VIO [18] and runs at 200 Hz,
outputting smooth pose estimates. However, as mentioned in
Fig. 2, there are many challenges for robot localization under
the forest canopy. The geometric features used in traditional
VIO or LiDAR odometry systems will thus become unreliable.
Therefore, we use semantic SLAM to correct this drift before
feeding it to the planning loop.

2) Semantic Lidar Odometry: Assuming that objects make
contact with the ground and LiDAR observations will be
gravity aligned, an object detected in a LiDAR beam will
likely be present in other beams below it. Using this insight,
SLOAM [16] computes a trellis graph from the point cloud
with semantic labels, where nodes are organized as slices.
Each node represents a group of points of the same tree
from the same horizontal LiDAR beam. Weighted edges are
calculated based on the Euclidean distance between nodes.
Finally, individual trees are given by the shortest paths starting
from the first slice of the graph, which is computed using a
greedy algorithm.

Using nodes that belong to the same tree, SLOAM computes
a cylinder model \( c \) that estimates the diameter and growth
direction of the tree trunk. To represent the ground, we divide
the LiDAR reading according to a circular grid defined by the
distance and angle of the space around the sensor. Within each
grid cell, we retain the lowest points in the \( z \) direction. These
points define the set of ground features and are used to fit
one plane model \( \pi \) per bin. With these models, the robot can
estimate its pose \( T_k \) at each time step \( k \) and create a semantic
map with important information for timber inventory, such as
diameter at breast height and total tree count.

The main problem of relying purely on semantic informa-
tion is that the state estimation will also fail if object detection
fails. In the following sections, we present improvements to
the SLOAM framework to increase stability and robustness
for large-scale autonomy.

3) VIO Integration: VIO will drift under the forest canopy
because of light variation and the movement of underbrush
and tree branches, where most of the features are detected.
However, a robust VIO algorithm with high quality sensors
should still provide pose estimates that are consistent within
short time intervals. On the other hand, SLOAM may fail if
not enough trees are detected to constrain the pose estimation.

We use S-MSCKF [18] as an initial guess for pose estimation and run SLOAM to correct the drift over longer intervals. When the VIO odometry estimates a translational movement of at least 0.5 meters, a new keyframe is created. For a keyframe \( k \), SLOAM will detect trees, perform data association, estimate a pose \( \mathbf{T}^{\text{SLOAM}}_k \) and update the semantic map. This integration is especially valuable to the autonomy stack presented in this work. It is essential in saving computational resources, which enables the whole system to run in real-time.

Since SLOAM’s data association is based on nearest-neighbor matching, if the motion between two keyframe poses is large, the association may fail or give false positive matches. We can use the relative motion estimated with VIO to initialize SLOAM and perform data association reliably.

Due to drift in VIO, the VIO pose \( \mathbf{T}^{\text{VIO}}_k \) and SLOAM pose \( \mathbf{T}^{\text{SLOAM}}_k \) may be different. To provide SLOAM with an initial guess, at every keyframe \( k \), we store a tuple of poses \( (\mathbf{T}^{\text{SLOAM}}_k, \mathbf{T}^{\text{VIO}}_k) \). The initial guess of relative motion between keyframes estimated by the VIO is \( \mathbf{T}^{\text{REL}}_k = (\mathbf{T}^{\text{VIO}}_{k-1})^{-1} \cdot \mathbf{T}^{\text{VIO}}_k \). It can then be combined with the previous SLOAM pose \( \mathbf{T}^{\text{SLOAM}}_{k-1} \) to form \( \mathbf{T}^{\text{GUESS}}_k = \mathbf{T}^{\text{REL}}_k \cdot \mathbf{T}^{\text{SLOAM}}_{k-1} \), which is used to initialize the SLOAM optimization.

Let the semantic map \( \mathcal{M} \triangleq \{ \mathcal{L}_i \}_{i=1}^N \) with landmarks \( \mathcal{L} \) be the set of all landmarks detected by SLOAM over the robot trajectory. For a new observation, we extract a submap \( \mathcal{S}_k \subseteq \mathcal{M} \) by selecting from the semantic map a set of trees that are close to the current estimated position \( \mathbf{T}^{\text{GUESS}}_k \) of the robot based on a distance threshold \( \omega \). That is,

\[
\mathcal{S}_k = \{ m \in \mathcal{M} \mid \| m - \mathbf{T}^{\text{GUESS}}_k \|^2 < \omega \}.
\]

We store references to each tree in a KD-Tree indexed by their 2D position in the map coordinate frame to query the semantic map efficiently. SLOAM receives the submap \( \mathcal{S}_k \), the initial guess \( \mathbf{T}^{\text{GUESS}}_k \), and a LiDAR reading \( \mathcal{P}^{\text{ROB}}_k \) in the robot frame. In this formulation, SLOAM will estimate \( \mathbf{T}^{\text{SLOAM}}_k \) by performing data association between the current LiDAR reading and the submap.

4) Lidar State Estimation: Let \( \mathcal{P}^{\text{ROB}}_k \) be the LiDAR observation at the current time \( t_k \). To perform nearest-neighbor data association between the submap \( \mathcal{S}_k \) given an arbitrary robot motion, we transform \( \mathcal{P}^{\text{ROB}}_k \) using the initial guess \( \mathbf{P}^{\text{GUESS}}_k = \mathbf{T}^{\text{GUESS}}_k \cdot \mathcal{P}^{\text{ROB}}_k \). All features and models from this new observation will already be in the initial guess frame.

Given a set of tree models \( \mathcal{L}_k \triangleq \{ c_i^m \}_{i=1}^{N_k} \) of size \( N_k \), for each cylinder \( c_i^m \), let \( \mathcal{L}_j^m \triangleq \{ p_j \}_{j=1}^{N_k} \) be the set of tree feature points of size \( \delta_{i,k} \). We choose the nearest cylinder \( c_i^m \) associated with the landmark. The features in \( \mathcal{T}_k \) are associated to the nearest cylinder \( c_i^m \) from the submap \( \mathcal{S}_k \). The optimization objective is to minimize the point-to-cylinder distance of the associated features. Since the robot may not observe the entire tree trunk, the cylinder models are not constrained in the Z direction. For this reason, these models can constrain the X, Y, and yaw motion. The cost function is given by

\[
\arg \min \mathbf{T}^{\text{CYLINDER}}_k \sum_{i=1}^{N_k} \sum_{j=1}^{\delta_{i,k}} d(c_i^m, p_j). \tag{1}
\]

where \( \mathbf{T}^{\text{CYLINDER}}_k \) is an SE(3) transformation with three degrees of freedom (translation Z, Pitch, and Roll are fixed).

LeGO-LOAM [20] proposes a similar two-step optimization formulation, where the authors report 35% reduction in computation and similar accuracy when compared to estimating the full pose in one problem. LeGO-LOAM uses the output of the ground optimization to constrain the X, Y, and Yaw parameter estimation. However, since we have an initial guess from the odometry, we solve Eq. (1) and Eq. (2) independently. Our primary motivation for splitting the optimization is to increase robustness in failure cases. This formulation can provide constraints to parts of the robot pose even in observations where the object detection or data association partially fails.

A user-defined threshold controls the minimum number of feature-to-model matches required to perform the optimization. That is, if the number of ground features is low, we can set \( \mathbf{T}^{\text{GROUND}}_k = \mathbf{I} \), where \( \mathbf{I} \) is the identity transform. If not enough tree features are matched, we can set \( \mathbf{T}^{\text{CYLINDER}}_k = \mathbf{I} \). If both ground and tree features have few matches, SLOAM will use the initial guess to update the map.

C. Perception

1) Semantic Mapping: Given a new pose estimate \( \mathbf{T}^{\text{SLOAM}}_k \), SLOAM will project the models derived from the current sweep, and associate cylinder models to the ones in the submap using a cylinder-to-cylinder distance. These associations update the tree models to the latest estimate, and cylinders that do not have a match are added to the map.
2) Semantic segmentation on point clouds: The original SLOAM [16] implementation used a lightweight neural network to perform semantic segmentation at LiDAR frequency on the CPU. However, we observed that the segmentation would not be accurate along object edges, considering leaves and small branches as part of the trunk. As explained in section IV-B2, this is mitigated with the Trellis Graph instance detection. However, it is still challenging to filter these unwanted points that add noise to the cylinder model and, consequently, state estimation. Without the need to run inference on every scan, we improve SLOAM by using RangeNet++ [17], a more robust architecture designed for LiDAR data.

D. Planning and Control

Our previous efforts [1], [15] focused on fast autonomous flight in cluttered and GPS-denied environments. However, to autonomously acquire data in dense under-canopy environments that are significantly more cluttered, unstructured, and larger in scale, various challenges need to be addressed. First, we introduce a hierarchical planning and mapping framework to reduce computation and leverage the sparsity of the semantic map to alleviate memory demand. Second, we introduce a real-time drift compensation module to handle the odometry drift correction by semantic SLAM, while maintaining the planner optimality and the controller stability.

1) Hierarchical planning and mapping framework: We introduce a multi-level mapping and planning framework as illustrated in Fig. 5. Our top-level map consists of semantic models that help the UAV to accurately localize itself over long distances and keep track of the information of interest in an efficient manner. Our mid-level (global) map is a large but coarsely discretized voxel map. Our low-level (local) map is a small but finely discretized, robot-centric voxel map, and is updated at the LiDAR rate (10 Hz). The high level planner uses a boustrophedon-based coverage planning algorithm [19] to cover the region of interest defined by the user using one polygon to denote the boundary, and additional polygons to denote obstacles or uninterested regions. The user also needs to specify the sensing radius and overlap ratio. The mid-level global planner uses the jump point search algorithm to generate the shortest collision-free and long-horizon path to the next coverage waypoint $g_i$. Each waypoint is parameterized by the quadrotor’s flat outputs [21], i.e., $g_i = [x_i, y_i, z_i, \psi_i]^T$ where $x_i = [x_i, y_i]^T$ are the 3D positions of the quadrotor’s center of mass, and $\psi$ is the yaw angle.

The local planner uses a motion-primitive-based algorithm, where the 3-rd order derivative of positions (i.e., jerk) in quadrotor’s flat outputs are used as control inputs. This algorithm can generate safe and dynamically-feasible trajectories. We refer to the original work [22] for more details. The local goal is generated by finding the first intersection between the global path and the local map boundaries (the global goal will be used if it lies inside the local map). The planner only needs to reach the local goal within a position tolerance of 4 m, and the velocity is not specified unless the UAV is close to the final waypoint $g_i$. This avoids unnecessary acceleration and deceleration, and reduces the replan computation cost.

2) Trajectory tracking and control: To speed up the replanning process, our trajectory tracker assumes that the UAV can track the planned trajectory tightly. The assumption is valid since our trajectory is dynamically feasible. By making this assumption, we can reuse the motion primitive graph built during the previous re-plan steps. Since the local planner is running at 2 Hz, the updates in the local map and local goal are usually small. Thus, the planner only needs to expand a small number of additional nodes to reach the new goal, significantly reducing the re-plan time. In addition to tracking the position outputs, if yaw alignment is turned on, the trajectory tracker will use a constant $\psi_i$ to align $\psi$ with the direction of displacement on the x-y plane. For every time step $t$, the trajectory tracker outputs $s_t = [x_t^T, \dot{x}_t^T, \ddot{x}_t^T, \dot{\psi}_t, \ddot{\psi}_t, \psi_i]^T$. $s_t$ is calculated at 200 Hz. Under extreme circumstances, such as large external disturbance, the UAV may fail to track the trajectory tightly. Thus, the distance $d$ from the UAV to the trajectory is constantly monitored. When $d >= 0.5$ m, the state machine will automatically trigger the stopping policy. The stopping policy calculates $s_t$ using the maximum allowed $\dot{x}$ and $\dot{\psi}$, which brings $\dot{x}$ and $\dot{\psi}$ to zero as soon as possible while keeping $\dot{x}$ within the maximum values. When the UAV safely stops, the state machine will start a new re-plan process.

A nonlinear geometric-based controller [23], which has been demonstrated to have good tracking performance for fast quadrotor flights [15], is used as the position controller. Based on $s_t$ and the odometry, it will calculate the desired thrust, orientation, and body rate at 200 Hz. The Pixhawk 4 flight controller takes in these values and runs an onboard filter and orientation controller to calculate the motor speeds.

3) Real-time drift compensation module: A naive approach to correct the drift induced by the VIO is to feed the semantic SLAM estimated UAV poses directly into the planner and controller. However, unlike the filtering-based VIO that gives smooth pose estimates, the semantic SLAM estimated poses may not be locally smooth (due to, e.g., loop closures). This will cause the UAV to deviate from the existing trajectory. In such scenario, the motion primitive graph can no longer be reused, thus resulting in a much longer re-plan time. Even if the re-planning process is triggered when this happens, the new trajectory will not be immediately available due to the re-plan time. Such delay will cause the UAV to have no feasible trajectory to track, thus resulting in dangerous behaviors.

Figure 5: Visualization of real-time perception and decision making of the autonomy stack in a real-world forest. The green cylinders are tree models estimated by SLOAM, the small bounding box is the local voxel map, and the black line shown at the top of the middle panel is the edge of the global voxel map (1 km × 1 km × 10 m). The left panel shows a zoomed-in view of the SLAM and odometry reference frames. The VIO and SLOAM estimated poses are used to calculate a transform between the two reference frames, which compensates the VIO drift. In the right panel, the drift compensation is used by the planning module to output trajectories that guide the UAV to execute its mission accurately.
A more reliable solution is to maintain separate SLAM and odometry reference frames. Given a SLOAM pose $T_k^{\text{SLOAM}}$, the odometry drift is calculated by $T_k^{\text{DRIFT}} = T_k^{\text{SLOAM}} \cdot (T_k^{\text{ODOM}})^{-1}$. The inverse of the drift, which is the transformation from the semantic SLAM estimated pose to the VIO estimated pose, is applied on the odometry reference frame.

The global goal, given by a waypoint $g \in \mathcal{G}$ along the coverage path, lies in the SLAM reference frame and is transformed into the odometry reference frame $g'^{\text{ODOM}} = (T_k^{\text{DRIFT}})^{-1} \cdot g^{\text{SLOAM}}$. Using $g'^{\text{ODOM}}$, the global planner will output a global path that is drift compensated when replanning. This compensation leads the local planner to generate a drift-compensated local trajectory, while tightly tracking the existing trajectory. The optimality of the local trajectory planner is also maintained. Thus, the trajectory and control commands will guide the UAV to execute its long-range mission accurately without frequent stops. This mechanism also allows our autonomous flight system to directly work with other SLAM or even GPS estimated poses.

V. Results and Analysis

Our system is first developed and tested in simulated environments using the Unity engine\(^1\), and then demonstrated and improved in real-world forests. The simulation is especially important for training and testing our LiDAR-based semantic segmentation module as well as the behaviour of the autonomous navigation module without the risk of damaging the UAV. We conduct real-world experiments at the Wharton State Forest, a natural forest located in the U.S. state of New Jersey. It consists of approximately 122,880 acres of pinelands as shown in Fig. 2. There is significant variability in tree densities, sizes, shapes, and undergrowth conditions, thus making this forest ideal for verifying our system’s robustness and generalizability.

An important prerequisite is to train the segmentation neural network. We train RangeNet++ on simulator data and then fine-tune on real-world data. It is worth noting that we do not use any labeled data from the Wharton State Forest for training. Instead, we use data collected in a different pine forest in Arkansas, US. We label 50 LiDAR scans to fine-tune the model, 37 for training and 13 for validation. An example of the segmentation result is shown in Fig. 5. We use this model across all experiments without any re-training. It runs at 2 Hz using up to 3 threads of the 12-thread i7-10710U processor of the onboard Intel NUC 10 computer. This is sufficient since semantic segmentation is performed only on keyframes.

A. Simulation experiments and analysis

We set up an automatic pipeline that allows us to generate simulated environments based on real-world tree positions that we collected during field trips. We use various high-fidelity tree models that are available in the Unity asset store and customize their sizes, shapes, orientation, as well as undergrowth conditions to simulate the real-world forests.

In the first simulated experiment, we perform large-scale coverage. Using LiDAR data from an overhead flight, we detect trees with a Local Maximum Filter on the z axis, i.e., we assume that the trees’ crowns are the highest observed objects in a forest, and all local maxima are considered tree detections. These detections are used to position the tree models in our simulated environment. This environment covers around 0.77 km\(^2\) (190 acres) and contains 10,692 trees. Using the overhead data as a reference, the user draws polygons to specify the region of interest, and the coverage algorithm will then compute a coverage path as an ordered set of waypoints $\mathcal{G}$. This is illustrated in Fig. 6. We run SLOAM with no pose noise to generate a semantic map as the robot flies for around 10 km autonomously. The final tree cylinder count is 10,897.

The second set of experiments measures the impact of environment density on the autonomous flight stack, providing insight to the system’s potential to perform fast flights as well as the design considerations of autonomous UAVs. We use tree positions from a real forest and generate ten simulated forests with the same distribution but different densities (by scaling up or down the x and y positions). Taking the UAV and tree trunks’ diameters into account, the average gap between trees for the densest forest is 2.19 meters. These simulated experiments are performed with the maximum velocity set as 11.0 m/s and without pose estimation noise. Four missions

---

\(^1\)https://unity.com
with a combined trajectory length of \( \sim 1 \) km are sent to the robot for each environment.

From Fig. 7a, there is a clear trend showing that the average velocity decreases with increasing tree density. Fig. 7b shows that the actual distance traveled by the UAV increases with tree density due to obstacle avoidance. This, combined with the decrease of average velocity, leads to a more drastic increase in time to complete mission, as shown in the red curve. These experiments not only show our autonomous flight system’s fast flight capabilities, but also indicate that the difficulty of accomplishing flights with a limited battery life increases rapidly with the density of the environment. Moreover, under a dense canopy, the UAV’s average velocity is limited by the environment instead of its maximum design velocity. Thus, flight time is the dominant factor for the mission range. This supports our choice of using a Li-Ion battery over a Li-Po battery because the former has higher specific energy (Wh/kg).

**B. Real-world experiments and analysis**

![Figure 8: Top-down view of the 800 m trajectory.](image)

In this experiment, the autonomy stack relies only on VIO to control the UAV. The objective is to perform two square loops and return home. While according to VIO the robot is successful, both SLOAM and noisy GPS show that the UAV drifts significantly. The GPS sensor reported a \( \sim 10 \) m standard deviation for X and Y position estimates. However, as the GPS does not drift over time, it provides a useful high-level reference of the global position. Therefore, here we use it for qualitative evaluation.

![Figure 9: Top-down view of the 1.1 km trajectory.](image)

In the first field experiment, our goal is to show that relying only on VIO will lead to failure in completing the mission. As illustrated in Fig. 8, the autonomy stack relies only on VIO to control the UAV. The commanded mission is to perform two square loops of \( \sim 800 \) m and return home. According to VIO, the robot is successful, but according to SLOAM and GPS, the VIO drifts significantly (\( \sim 60 \) m). SLOAM and GPS agree with each other within a 10–20 m margin. A possible reason why VIO drifts significantly in this experiment is that the UAV’s motion is smooth and close to a constant velocity state, which may have formed degenerate cases for VIO [24].

In the second field experiment, we demonstrate that the VIO drift can be corrected with semantic SLAM. To quantify the drift, we manually pilot the UAV so that the takeoff and landing positions are exactly the same. As shown in Fig. 9, the trajectory is a loop of \( \sim 1.1 \) km, covering most of a 200 \( m^2 \) area while detecting and modeling 1157 trees. The GPS was not able to get a lock during this experiment. Therefore, we cannot include it in the results of this test.

In Table I, we compare the accumulated drift based on the starting and ending positions of the pose estimated by VIO and SLOAM + VIO. Although stereo VIO outputs consistent local estimates, it is unreliable over long-range flights, especially along the Z direction. Directly using such estimates will lead to the robot deviating from the desired trajectory. SLOAM benefits from the local consistency of VIO but can reduce the drift by using landmarks and the ground model. Most of the Z-axis drift is corrected by using our semantic LiDAR framework, and the XY drift is reduced. Other LiDAR state estimators such as LIO-SAM [25] and Fast-Lio2 [26] were also tested, but due to a LiDAR connector malfunction that caused intermittent data loss, these methods failed. This is also a good example of why having sensor redundancy is key to long-range operation, since a hardware malfunction such as this can happen anytime to a robot system.

| Method         | XY Drift (m) | Z Drift (m) | Total Drift (m) |
|----------------|-------------|-------------|-----------------|
| VIO            | 7.92        | -6.27       | 10.10           |
| SLOAM + VIO    | 3.93        | 0.71        | 3.99            |

**C. Discussion**

Navigating in forests is difficult, especially when the density is high. Even with the same planner configuration, the average speed, mission time and length vary significantly. There is a tight connection between perception and the decision-making loop. If there is drift in state estimation, the planning will deviate and fail to execute the mission; additionally, the state estimation results can be influenced by the UAV’s motion.

Traditional odometry systems are good at outputting smooth estimation over a moderate distance, but semantic SLAM can reduce drift for longer flights or different environment densities. Therefore, using semantics to compensate for the drift in VIO results in greater robustness and reliability. Moreover, different sensors have different degenerate cases and failure modes. Forest-like environments aggravate this due to perception aliasing, excessive heat, humidity, sunlight, and dust. Therefore, sensor redundancy can increase reliability.

A Smoothing and Mapping (SAM) framework such as the one proposed by LIO-SAM [25] can be extended to leverage our semantic map and could further reduce the global drift from SLOAM. However, the computation demand for handling loop closures with large maps is high. Thus, the use of SAM at for large-scale semantic maps is left as future work.

**VI. CONCLUSION AND FUTURE WORK**

Generating semantic maps of forests and orchards is important for understanding the magnitude of the carbon challenge...
and to develop new strategies for precision agriculture. Semantic mapping requires under-canopy flight and measurements at the individual tree or plant level. In this paper, we described the key hardware and software components required for an autonomous UAV to build large-scale maps of unstructured forests in a GPS-challenged environment with varying illumination (sunlight, shadows) and wind, without any human intervention. These include the use of cameras, an IMU, and a LiDAR for state estimation; the segmentation of trees and ground planes using a LiDAR; and the real-time integration of the semantic map in the control and planning loop to minimize drift and to facilitate localization, mapping, and planning. To our knowledge, this is the first time that real-time semantic SLAM has been integrated into the feedback loop for autonomous UAV navigation, and detailed, multi-resolution maps over a large area have been built in an automated fashion, using only onboard sensing and computation. We hope our work can inspire future research in not only SLAM but also aerial autonomy. Future work involves incorporating the semantic map to actively choose actions that reduces uncertainty of the information gathered by the system.
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