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Abstract. Let \( \overline{M} \) be a compact complex manifold with smooth Kähler metric \( \eta \), and let \( D \) be a smooth divisor on \( \overline{M} \). Let \( M = \overline{M} \setminus D \) and let \( \hat{\omega} \) be a Carlson-Griffiths type metric on \( M \). We study complete solutions to Kähler Ricci flow (1.1) on \( M \) which are comparable to \( \hat{\omega} \), starting from a smooth initial metric \( \omega_0 = \eta + i\partial \bar{\partial} \varphi_0 \) where \( \varphi_0 \in C^\infty(M) \). When \( \omega_0 \geq c \hat{\omega} \) on \( M \) for some \( c > 0 \) and \( \varphi_0 \) has zero Lelong number, we construct a smooth solution \( \omega(t) \) to (1.1) on \( M \times [0, T[\omega_0]) \) where \( T[\omega_0] := \sup \{ T : [\eta] + T(c_1(K_M) + c_1(O_D)) \in K_M \} \) so that \( \omega(t) \geq (\frac{1}{n} - \frac{4K}{c})\hat{\omega} \) for all \( t \leq \frac{c}{4nK} \) where \( K \) is a non-negative upper bound on the bisectional curvatures of \( \hat{\omega} \) (see Theorem 1.2). In particular, we do not assume \( \omega_0 \) has bounded curvature. If \( \omega_0 \) has bounded curvature and is asymptotic to \( \hat{\omega} \) in an appropriate sense, we construct a complete bounded curvature solution on \( M \times [0, T[\omega_0]) \) (see Theorem 1.3). These generalize some of the results of Lott-Zhang in [15]. On the other hand if we only assume \( \omega_0 \geq c\eta \) on \( M \) for some \( c > 0 \) and \( \varphi_0 \) is bounded on \( M \), we construct a smooth solution to (1.1) on \( M \times [0, T[\omega_0]) \) which is equivalent to \( \hat{\omega} \) for all positive times. This includes as a special case when \( \omega_0 \) is smooth on \( \overline{M} \) in which case the solution becomes instantaneously complete on \( M \) under (1.1) (see Theorem 1.1).

1. Introduction

Let \( \overline{M} \) be a compact complex manifold with smooth Kähler metric \( \eta \). Let \( D \) be a smooth divisor on \( \overline{M} \) and let \( M = \overline{M} \setminus D \). In this paper we consider the Kähler Ricci flow

\[
\begin{align*}
\frac{\partial \omega(t)}{\partial t} &= -\text{Ric}(\omega(t)) \\
\omega(0) &= \omega_0.
\end{align*}
\]

on \( M \) for initial data having the form \( \omega_0 = \eta + i\partial \bar{\partial} \varphi_0 \) where \( \varphi_0 \in Psh(\overline{M}, \eta) \). We refer to Definition 2.1 for the notations used here and throughout the rest of the paper. In particular, we also fix some holomorphic section \( S \) of \( O_D \) vanishing precisely along \( D \).

We will be interested in constructing solutions to (1.1) which are complete on \( M \). A canonical class to work with are the cusplike metrics on \( M \), which are metrics equivalent to the standard complete local model

\[
\frac{idz^1 \wedge dz^1}{|z^1|^2 \log^2|z^1|^2} + i \sum_{j=2}^{n} dz^j \wedge dz^\bar{j}.
\]
in any holomorphic coordinate neighborhood \( N \) of \( \overline{M} \) where \( D \cap N = \{ z_1 = 0 \} \). In [15] the authors showed that if \( \omega_0 \) is cusplike with so called super standard spatial asymptotics at \( D \), then a bounded curvature cusplike solution \( \omega(t) \) to (1.1) exists on \( M \times [0, T_{[\omega_0]}] \), having the same asymptotics for all \( t \), where

\[
T_{[\omega_0]} := \sup \{ T : [\eta] + T(c_1(K_{\overline{M}}) + c_1(O_D)) \in \mathcal{K}_M \}
\]

They also showed under a weaker condition called standard spatial asymptotics, a similar bounded curvature solution exists on \( M \times [0, T) \), for some maximal \( T \) where \( T \leq T_{[\omega_0]} \). A main point here is that the maximal existence time \( T_{[\omega_0]} \) depends only on the cohomology class of the initial form \( \omega_0 \). When \( \omega_0 \) has bounded curvature and is cusplike and satisfies a condition weaker than super standard spatial asymptotics at \( D \), then we show there still exists a solution to (1.1) on \( M \times [0, T_{[\omega_0]}] \) which is cusplike for all positive times (see Theorem 1.3 and below for details). More generally, assuming \( \omega_0 \) is only bounded below on \( M \) by a cusplike metric, and has zero Lelong number, we will construct a solution to (1.1) on \( M \times [0, T_{[\omega_0]}] \) which is likewise bounded below by a cusplike metric on some definite positive time subinterval of \( [0, T_{[\omega_0]}] \) (see Theorem 1.2 and below for details). In particular, \( \omega_0 \) may have unbounded curvature on \( M \) here. On the other hand, in cases when \( \omega_0 \) may be incomplete on \( M \), including when \( \omega_0 \) is smooth on \( \overline{M} \), we can still construct solutions on \( M \times [0, T_{[\omega_0]}] \) which are cusplike on \( M \) for all positive times (see Theorem 1.1). In these cases \( \omega_0 \) becomes becomes instantaneously complete on \( M \) under (1.1). We now describe our main results in more details below.

We first consider the case \( \omega_0 \geq c\eta \) on \( M \) for some \( c > 0 \) where \( \varphi_0 \) is bounded and smooth on \( M \). In particular, \( \omega_0 \) is typically incomplete on \( M \) here. Our main result here is

**Theorem 1.1.** Let \( \varphi_0 \in L^\infty(\overline{M}) \cap C^\infty(M) \cap Psh(\overline{M}, \eta) \) such that

\[
\omega_0 = \eta + i\partial \bar{\partial} \varphi_0 \geq c\eta
\]

for some constant \( c > 0 \). Let \( T_{[\omega_0]} \) be as in (1.2). Then (1.1) has a unique smooth solution \( \omega(t) \) on \( M \times [0, T_{[\omega_0]}] \) where

\[
c_1(t)\hat{\omega} \leq \omega(t) \leq c_2(t)\hat{\omega}
\]

for all \( t \in (0, T_{[\omega_0]} \) , and some positive functions \( c_i(t) \) and Carlson-Griffiths form (see §2) on \( \omega \) on \( M \).

Also, for any hermitian metric \( h \) on \( O_D \) and volume form \( \Omega \) on \( \overline{M} \), (1.7) and (1.8) hold on \( M \times [0, T_{[\omega_0]}] \) for some \( \varphi(t) \) which is bounded on \( M \) for each \( t \in [0, T_{[\omega_0]}] \).
Remark 1. Theorem 1.1 includes as a special case, when \( \omega_0 \) has conical singularities at \( D \) or is in fact smooth on \( \overline{M} \).

Next we consider when \( \omega_0 \) is a complete metric on \( M \) in which case \( \varphi_0 \) may be unbounded on \( M \). Our first result here is

\textbf{Theorem 1.2.} Let \( \varphi_0 \in C^\infty(M) \cap Psh(\overline{M}, \eta) \) have zero Lelong number such that

\[ \omega_0 = \eta + i\partial\bar{\partial}\varphi_0 \geq c \hat{\omega} \]

for some \( c > 0 \) and Carlson-Griffiths form \( \hat{\omega} \) on \( M \). The Kähler-Ricci flow \( (1.1) \) has a smooth solution \( \omega(t) \) on \( M \times [0, T_{[\omega_0]}] \) and

\[ \omega(t) \geq \left( \frac{1}{n} - \frac{4\hat{K}t}{c} \right)\hat{\omega} \]

for all \( t \leq \frac{c}{4n\hat{K}} \) where \( \hat{K} \) is a non-negative upper bound on the bisectional curvatures of \( \hat{\omega} \). Moreover,

1. For any hermitian metric \( h \) on \( \mathcal{O}_D \) and volume form \( \Omega \) on \( \overline{M} \), \((1.7)\) and \((1.8)\) hold on \( M \times [0, T_{[\omega_0]}] \) where \( \varphi(t) \leq c(t) \) on \( M \times [0, T_{[\omega_0]}] \) for some continuous function \( c(t) \).

2. Suppose further that \( \omega_0 \) is cusplike and \(-C\log\log^2 \|S\|^2_h \leq \varphi_0 \) on \( M \) for some constant \( C > 0 \), Hermitian metric \( h \). Then for any \( 0 < T < T_{[\omega_0]} \), \((1.7)\) and \((1.8)\) hold on \( M \times [0, T] \) where \(-c\log\log^2 \|S\|^2_{h'} \leq \varphi(t) \leq c \) on \( M \times [0, T] \) for some constant \( c > 0 \) and Hermitian metric \( h' \).

\textbf{Remark 2.} It can be proved that there is a unique solution \( g(t) \) satisfying \((1.5)\) and (1) on the time interval \([0, \frac{c}{4nK}]\), though it is not known if our solution is unique such on the whole time interval \([0, T_{[\omega_0]}]\). Uniqueness of complete bounded curvature solutions to the real Ricci flow (in particular \((1.1)\)) was proved in [6] and for a more general class of complete solutions to \((1.1)\) in [5].

Note also that Theorem 1.2 leaves open the possibility that the solution may exist beyond \( t = T_{[\omega_0]} \). Note also, in Theorem 1.2 \( \omega_0 \) is complete while the solution may not be complete for all positive times. Meanwhile in Theorem 1.1 \( \omega_0 \) may be incomplete while the solution is complete for all positive times. This seems counterintuitive, and is a result of the stronger a priori estimates in the case \( \varphi_0 \) is bounded. On the other hand, (2) says cusplikeness is preserved at the potential level for all times in some sense (see §2.1). If we assume \( \omega_0 \) above in fact has bounded curvature and is sufficiently asymptotic to the standard model at \( D \) in a sense, the following Theorem says the solution
Cusp flow

is indeed cusplike for all times, and \([0, T_\omega]\) is indeed a maximal time interval.

**Theorem 1.3.** Let \(\eta\) be a smooth Kähler form on \(M\) and \(\hat{\omega} = \eta - i\bar{\partial}\partial \log \log 2 \|S\|\|S\|\) be a Carlson-Griffiths form on \(M\). Let \(\omega_0 = \hat{\omega} + i\bar{\partial}\partial \phi\) be a smooth complete bounded curvature Kähler metric on \(M\) such that \(\frac{\varphi}{\log \log 2 \|S\|\|S\|} \to 0\), \(\frac{|d\varphi|}{\log \log 2 \|S\|\|S\|} \to 0\) and \(|\omega_0 - \hat{\omega}|_\omega \to 0\) as \(\|S\| \to 0\). Let \(T_{[\omega_0]}\) be as in (1.2). Then (1.1) has a unique smooth maximal bounded curvature solution \(\omega(t)\) on \(M \times [0, T_{[\omega_0]}]\).

**Remark 3.** In [14] the authors studied (1.1) in the case when \(T_{[\omega_0]} = \infty\) in (1.2) and the initial data \(\omega_0\) is a Carlson-Griffiths metric (see §2.1) which is a certain limit of metrics with conical singularities at \(D\). As a result of their construction they showed that \(\omega(t)\) in fact satisfies

\[
\frac{\partial \omega(t)}{\partial t} = -\text{Ric}(\omega(t)) + 2\pi [D]
\]

in the sense of currents on \(M\) where \([D]\) is the current of integration along \(D\). By the use of (1.7), (1.8), we can likewise show as in [14] that our solution \(\omega(t)\) in Theorem 1.3 also satisfies (1.6) in the sense of currents on \(M\). Here we have used the fact that \(\omega(t)\) has uniformly bounded curvature on compact time intervals of \(M \times [0, T_{[\omega_0]}]\).

**Remark 4.** In our results above we only considered the case of a single smooth divisor \(D \subset M\). On the other hand, straightforward extensions of our definitions and techniques allow us also to consider the case of some collection of simple normal crossing divisors \(D_1, \ldots, D_k\) in which case we can have similar statements as in our main Theorems for Kähler metrics on \(M\) which are cusplike at each \(D_i\).

We will study (1.1) through an associated parabolic Monge Ampère equation set up as follows. For any Hermitian metric \(h\) on \(\mathcal{O}_D\), and volume form \(\Omega\) on \(\overline{M}\), consider a solution \(\varphi(t)\) to the parabolic Monge Ampère equation

\[
\begin{cases}
\frac{\partial \varphi(t)}{\partial t} = \log \frac{\|S\|^2 \text{log}^2 \|S\|^2 (\theta_t + i\bar{\partial}\partial \varphi(t))^n}{\Omega} \\
\varphi(0) = \varphi_0.
\end{cases}
\]

(1.7)

\(\theta_t := \eta + t\chi; \quad \chi := -\text{Ric}(\Omega) + \Theta_h - i\bar{\partial}\partial \log \log 2 \|S\|\|S\|\)

and the associated family of Kähler metrics

\[
\omega(t) := \theta_t + i\bar{\partial}\partial \varphi(t)
\]

(1.8)
on $M \times [0, T)$ for some $T$. It follows $\omega(t)$ solves (1.1) on $M \times [0, T)$, and conversely, if $\omega(t)$ solves (1.1) on $M \times [0, T)$ then (1.8) holds for some solution $\varphi(t)$ to (1.7) (see the derivation of (3.2)). The equation (1.7) is different than the parabolic Monge Ampère equations considered in the earlier works mentioned above in the appearance of the $||S||^2 \log ||S||^2_h$ term in the numerator of the right hand side. This term will be useful in establishing the cusplike-ness of our solutions for positive times.

The Kähler Ricci flow (1.1) has been studied in several earlier works for singular initial metrics on compact Kähler manifolds. We describe some of those results which in some aspects can be compared to our result, and we refer therein for further references. The flow was studied for general singular initial metrics on compact Kähler manifolds in [20, 11, 10]. In the results there a solution to (1.1) was constructed under the hypothesis in Theorem 1.2 where the solution is smooth on $\overline{M}$ for all positive times and converges to the initial data at time 0 in some weak sense. In the case, the solution we construct is different since it is complete on $M$ for some positive times. In [7], solutions having conical singularities at $D$ were introduced and studied, and in [16, 17] it was shown that these solutions exist up to a maximal time given by (1.2) but with a factor $(1 - \beta)$ added in front of the term $O_D$ where $\beta$ is the cone angle along $D$. In particular, this factor is 1 when letting $\beta = 0$ in which case we recover the formula in (1.2) and this is consistent with our results if we view cusps as cones with angle $\beta = 0$.
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2. Preliminaries

Let $\overline{M}$ be a compact complex manifold with smooth Kähler metric $\eta$ and smooth divisor $D$, and let $M = \overline{M} \setminus D$ as in the introduction. Throughout the paper we will use the following notation and definitions.

**Definition 2.1.** We will adopt the following notations and definitions

- $\mathcal{K}_M$: the space of Kähler classes on $\overline{M}$
- $K_M$: the canonical bundle on $\overline{M}$
- $c_1(L)$: the first Chern class of a holomorphic line bundle $L$ on $\overline{M}$
- $[\sigma]$; the $H^{1,1}(\overline{M}, \mathbb{R})$ cohomology class of a 1-1 current $\sigma$ on $\overline{M}$
- $O_D$: the holomorphic line bundle associated to $D$
$S$: a holomorphic section of $\mathcal{O}_D$ vanishing exactly at $D$.

$\Theta_h$: the curvature form of a hermitian metric $h$ on $\mathcal{O}_D$

\begin{align*}
\Theta_h &= -i \partial \bar{\partial} \log h \text{ locally on } \overline{M}, \\
\text{and } \Theta_h &= -i \partial \bar{\partial} \log \|S\|_h^2 \text{ globally on } M
\end{align*}

$Psh(\overline{M}, \eta)$: the set of plurisubharmonic functions on $\overline{M}$ relative to $\eta$ (see definition 2.2 for details)

### 2.1. Carlson-Griffiths forms

Let $h$ be a Hermitian metric on $\mathcal{O}_D$. Consider the Carlson-Griffiths type form on $M = \overline{M} \setminus D$ associated to $\eta, h$:

\begin{equation}
\hat{\omega}_{\eta,h} := \eta - i \partial \bar{\partial} (\log \log^2 \|S\|^2_h) = \eta - 2i \frac{\partial \bar{\partial} \log \|S\|^2_h}{\log \|S\|^2_h} + 2i \frac{\partial \log \|S\|^2_h}{\log \|S\|^2_h} \wedge \bar{\partial} \log \|S\|^2_h
\end{equation}

as introduced in [2]. We now observe some facts about Carlson-Griffiths forms and we refer to [2] (see also [12]) for more details and explanations.

First, from the last line in (2.1) we may scale $h$ so that $\hat{\omega}_{\eta,h}$ is positive on $M$ in which case we will refer it as a Carlson-Griffiths type metric on $M$. Furthermore, around each point $p \in D$ there are holomorphic coordinates $z_1, \ldots, z_n$ were $D = \{ z_1 = 0 \}$ in which case $\hat{\omega}_{S,h}$ is equivalent to the local model

\[ \frac{idz^1 \wedge dz^1}{|z_1|^2 \log^2 |z_1|^2} + i \sum_{j=2}^n dz^j \wedge dz^j. \]

In particular Carlson-Griffiths type metrics are complete on $M$ and in also satisfy

1. $\hat{\omega}_{\eta,S,h}$ has bounded geometry of infinite order.
2. $- \log \log^2 \|S\|^2_h$ is bounded above and in $L^1(\overline{M})$
3. $\log \frac{\omega_{\eta,h}^n \log^2 \|S\|^2_h}{\Omega^n}$ is bounded on $M$ where $\Omega$ is any smooth volume form on $\overline{M}$

In particular (2) implies that $\hat{\omega}_{\eta,h}$ is a well defined current on $\overline{M}$. (see for example [15] (§8, example 8.15)).

### 2.2. Approximation of functions in $Psh(\overline{M}, \eta)$

Recall the following

**Definition 2.2.** $\varphi$ is called plurisubharmonic on the compact Kähler manifold $(\overline{M}, \eta)$, written $\varphi \in Psh(\overline{M}, \eta)$, when $\varphi : \overline{M} \to \mathbb{R}$ is upper semi-continuous and bounded above, and for any local holomorphic coordinate domain $U_\alpha$, $\eta_\alpha + \varphi$ is a classical plurisubharmonic
function in $U_\alpha$ where $\eta_\alpha$ is a local Kähler potential. In this context $\varphi \in C^\infty(M) \cap Psh(M, \eta)$ is said to have zero Lelong number if for any $c > 0$ we have

$$\lim_{d(x,D) \to 0} \frac{\varphi(x)}{c \log \|S\|_h} \to 0$$

where $d(\cdot, D)$ is the distance to $D \subset M$ relative to $\eta$.

Let $\varphi \in Psh(M, \eta)$ be given. By [8], or [1] for a simpler proof in our setting, there exists a decreasing sequence $\varphi_j \in C^\infty(M) \cap Psh(M, \eta)$ converging pointwise to $\varphi$. By a slight modification of the proof in [1], we may assume this convergence actually holds in $C^\infty(M)$ when $\varphi \in C^\infty(M)$. We include the statement and proof of this below for completeness.

**Theorem 2.1.** Suppose that $\varphi \in Psh(M, \eta) \cap C^\infty(M)$. Then there exists a sequence $\varphi_j \in C^\infty(M)$ with $\varphi_j \downarrow \varphi$ pointwise on $M$ and smoothly uniformly on compact subsets of $M$.

**Proof.** Let $S_j$ be an increasing sequence of open sets exhausting $M$ where each $\overline{S_j}$ is compact. Let $m_j = \min \{\varphi(x) : x \in \overline{S_j}\}$ and define $\varphi_j = \max\{\varphi, m_j\} + \frac{1}{j}$. Then $\varphi_j \in C^0(M) \cap C^\infty(S_j) \cap Psh(M, \eta)$ with $\varphi_j \downarrow \varphi$ pointwise on $\overline{M}$ and smoothly uniformly on compact subsets. Now for each $j$, suppose there exists a sequence $\varphi_{j,k} \in Psh(M, \eta) \cap C^\infty(M)$ with $\varphi_{j,k} \downarrow \varphi_j$ pointwise uniformly on $\overline{M}$ and smoothly uniformly on compact subsets. Moreover, by the fact $\varphi_j - \varphi_{j+1} \geq \frac{1}{j} - \frac{1}{j+1}$, it is clear that we may choose some sequence $a_j$ with $\varphi_{j,a_j} \downarrow \varphi$.

From the above, it suffices now to prove the following

CLAIM: if $\varphi \in C^0(\overline{M}) \cap C^\infty(U) \cap Psh(\overline{M}, \eta)$ for some open set $U$ and $V$ is a precompact open subset of $U$, there exists a sequence $\varphi_j \in C^\infty(M) \cap Psh(M, \eta)$ with $\varphi_j \downarrow \varphi$ pointwise on $\overline{M}$ and smoothly uniformly on $V$.

The claim follows from a slight modification of the proof of the main Theorem in [1]. In [1], an arbitrary open cover $U_\alpha$ of $\overline{M}$ is first chosen, then in each $U_\alpha$ a smooth local approximation $\varphi_{\alpha, \delta}$ of $\varphi$ is constructed through the use of local Kähler potentials and mollification. Then for fixed $\delta$, a global smooth approximation of $\varphi$ on $\overline{M}$ is defined as the pointwise regularized maximum (from [8]) of the $\varphi_{\alpha, \delta}$'s where the maximum is taken over all $\alpha$. Then, by letting $\delta \to 0$, it is shown there exists a sequence $\varphi_j \in C^\infty(\overline{M})$ with $\varphi_j \downarrow \varphi$ pointwise on $\overline{M}$. To
have smooth convergence uniformly on $V$ we modify this construction slightly as follows.

First we choose some finite open cover $\{V_\alpha\}_{\alpha=1}^k$ of the compact set $\overline{M}\setminus U$. Moreover, by compactness we may assume for each $\alpha > 0$ we have a proper inclusion of open sets $V_\alpha \subset U_\alpha \subset W_\alpha$ where: $W_\alpha \cap \overline{V} = \emptyset$ and $W_\alpha$ is a holomorphic coordinate neighborhood with smooth local Kähler potential $\eta = i\partial \overline{\partial} f_\alpha$. Then letting $U_0 := U$ we take $\{U_\alpha\}_{\alpha=0}^k$ as our open cover of $\overline{M}$.

Next we define local approximations $\varphi_{\alpha,\delta}$ of $\varphi$ on each $U_\alpha$. For $\alpha = 0$, let $g_\alpha$ be a smooth function which is equal to 0 in $U_0 \setminus \cup_{\alpha \neq 0} V_\alpha$ and equals $-1$ outside some compact subset of $U_\alpha$. For all $\alpha \neq 0$, let $g_\alpha$ be a smooth function in $U_\alpha$ such that $g_\alpha = 0$ in $V_\alpha$ and $g_\alpha = -1$ outside some compact subset of $U_\alpha$. Assume that $i\partial \overline{\partial} g_\alpha \geq -C\omega$ for some $C$ independent of $\alpha$. Now we define $\varphi_{\alpha,\delta}$ on $U_\alpha$ as follows. If $\alpha \neq 0$, then as in [1] we let

$$\varphi_{\alpha,\delta} = u_{\alpha,\delta} - f_\alpha + \frac{\epsilon}{C}g_\alpha$$

where $u_{\alpha,\delta}$ is a mollification of $u_\alpha := \varphi + f_\alpha \in Psh(U_\alpha)$ in $W_\alpha$ so that $u_{\alpha,\delta} \downarrow u_\alpha$ as $\delta \to 0$. If $\alpha = 0$, then we let

$$\varphi_{0,\delta} = \varphi + \frac{\epsilon}{C}g_0$$

In both cases, we have $\varphi_{\alpha,\delta} \in Psh(U_\alpha, (1+\epsilon)\eta)$ and it is non-increasing as $\delta$ decreases.

Now given our open cover $\{U_\alpha\}_{\alpha=0}^k$, and local approximations $\varphi_{\alpha,\delta}$ in these, the proof of the claim follows exactly as in [1] involving the regularized maximum (from [8]) of the $\varphi_{\alpha,\delta}$’s where the maximum is taken over all $\alpha$. Then, by letting $\delta \to 0$. We refer to [1] for details of this argument.

\[\square\]

3. Proof of Theorem 1.1

Analogous to [11], we will use Theorem 2.1 to construct approximation solutions to Kähler-Ricci flow from which we will take a limit to obtain the desired solution. Our study here is similar in ways to [15] where the authors also studied cusp type Kähler-Ricci flow solutions. On the other hand, our work here is different from these in the following ways. First, our initial metric is not cusplike (or even complete) as in the case of [15], yet we are looking solutions which are cusplike for positive times. This is one reason that the Monge Ampère equation (1.7) we consider is somewhat different than the ones studied in other works. Second, the background Carlson-Griffith metric has only $L^1$
volume form so we cannot approximate $\phi_0$ using the procedure from [20] which is based on Kolodziej’s $L^p$ estimate. In the following we will introduce approximation procedures to overcome these difficulties.

We first make the following technical assumptions which we will use throughout the rest of the section.

**Assumption 1.** Let $\eta, \hat{\omega}$ and $\phi_0$ be as in Theorem 1.1 and $T_{[\omega_0]}$ be as in (1.2). Fix some $\tilde{T} < T_{[\omega_0]}$ and choose a Hermitian metric $\hat{h}$ on $\mathcal{O}_D$ and smooth volume form $\Omega$ on $\overline{M}$ so that $\|S\|^2_{\hat{h}} < 1$ on $\overline{M}$ and

\[
\begin{align*}
(1) \quad & \eta + t(-\text{Ric}(\Omega) + \Theta_{\hat{h}}) > 0 \text{ on } \overline{M} \times [0, \tilde{T}] \\
(2) \quad & \eta + t(-\text{Ric}(\Omega) + \Theta_{\hat{h}} + \frac{2\Theta_{\hat{h}}}{\log \|S\|^2_{\hat{h}}}) > 0 \text{ on } M \times [0, \tilde{T}]
\end{align*}
\]

Finally, we will abbreviate $\|S\|^2_{\hat{h}}$ and $\Theta_{\hat{h}}$ simply by $\|S\|^2$ and $\Theta$ respectively.

We first choose $\hat{h}$ so that $\|S\|^2_{\hat{h}} < 1$ on $\overline{M}$. By the definition of $T_{[\omega_0]}$ we can then choose $\Omega$ such that (1) holds for $t = \tilde{T}$. Then, by scaling $\hat{h}$ smaller if necessary, we may also assume the inequality in (2) also hold at $t = \tilde{T}$ (by the smoothness of $\Theta$ on $\overline{M}$). The fact that (1) and (2) holds for all $t \in [0, \tilde{T}]$ then follows by interpolation between $t = 0$ and $t = \tilde{T}$.

3.1. **Proof of Theorem 1.1 when $\phi_0 \in C^\infty(M)$**. From the results in §2.1 and also Theorem 8.19 in [15] we have

**Lemma 3.1.** For $\epsilon > 0$ sufficiently small, $\omega_{\epsilon, 0} = \omega_0 - \epsilon \partial \overline{\partial} \log \|S\|^2_{\hat{h}}$ is a Carlson-Griffiths metric on $M$ and (1.1) has a bounded curvature solution $\omega_{\epsilon}(t)$ on $M \times [0, T_{[\omega_0]}]$ with initial data $\omega_{\epsilon, 0}$.

For $\omega_{\epsilon}(t)$ above, we will now derive estimates on compact subsets of $M \times [0, T_{[\omega_0]}]$ which are uniform with respect to $\epsilon$. We will then let $\epsilon \to 0$ to obtain a limit smooth solution $\omega(t)$ to (1.1) on $M \times [0, T_{[\omega_0]}]$ with initial data $\omega_0 = \eta + i \partial \overline{\partial} \phi_0$. We may write

\[
\omega_{\epsilon}(t) = \theta_{\epsilon, t} + i \partial \overline{\partial} \phi_{\epsilon}(t)
\]

where $\phi_{\epsilon}(t)$ solves the parabolic Monge Ampère equation on $M \times [0, T_{[\omega_0]})$:

\[
\begin{align*}
\partial_t \phi_{\epsilon}(t) & = \log \frac{\|S\|^2 \log \|S\|^2 (\theta_{\epsilon, t} + i \partial \overline{\partial} \phi_{\epsilon}(t))^n}{\Omega} \\
\phi_{\epsilon}(0) & = \phi_0.
\end{align*}
\]
\[ \theta_{\epsilon,t} := \eta + t\chi - \epsilon \partial_t \log \log^2 \|S\|^2; \quad \chi := -\text{Ric}(\Omega) + \Theta - i\partial \bar{\partial} \log \log^2 \|S\|^2 \]

Indeed, letting

\[ \varphi_{\epsilon}(t) = \varphi_0 + \int_0^t \log \frac{\|S\|^2 \log^2 \|S\|^2 (\omega_{\epsilon}(t))^n}{\Omega} \]

and defining \( \theta_{\epsilon,t} \) as above we see that (3.2) is obviously satisfied. On the other hand, we have

\[ \theta_{\epsilon,0} + i\partial \bar{\partial} \varphi_{\epsilon}(0) = \omega_{\epsilon}(0) \]

while on \( M \times [0, T_{[\epsilon_0]}) \)

\[ (\theta_{\epsilon,t} + i\partial \bar{\partial} \varphi_{\epsilon}(t))' = -\text{Ric}(\Omega) + \Theta - i\partial \bar{\partial} \log \log^2 \|S\|^2 \]

\[ + i\partial \bar{\partial} (\log \|S\|^2 + \log \log^2 \|S\|^2 + \log (\omega_{\epsilon}^n(t)) - \log \Omega) \]

\[ = i\partial \bar{\partial} \log (\omega_{\epsilon}^n(t)) \]

\[ = -Rc(\omega_{\epsilon}(t)) \]

and it follows from (1.1) that (3.1) holds on \( M \times [0, T_{[\epsilon_0]}) \). Conversely, reversing the process above shows that the metric in (3.1) satisfies (1.1) for any given solution to (3.2).

Note by (2) in Assumption 1 and (2.1), for \( \epsilon > 0 \) we have

\[ c_1 (t + \epsilon) \hat{\omega} \leq \theta_{t,\epsilon} \leq c_2 \hat{\omega}, \]

for some constants \( c_1, c_2 > 0 \) independent of \( \epsilon \) for all \( t \in [0, \bar{T}] \). We will now derive estimates for \( \varphi_{\epsilon}(t) \) on \( M \times [0, \bar{T}] \) which will be uniform with respect to \( \epsilon \) and will yield uniform \( C^\infty \) estimates for \( \omega_{\epsilon}(t) \). These will allow us to let \( \epsilon \to 0 \) and \( \bar{T} \to T_{[\epsilon_0]} \) and obtain a limit solution on \( M \times [0, T_{[\epsilon_0]}] \) satisfying the conditions in Theorem 1.1.

We begin with the following \( C^0 \) -estimates:

**Lemma 3.2.** On the time interval \((0, \bar{T})\), we have \( |\varphi_{\epsilon}| \leq C, \quad |\dot{\varphi}_{\epsilon}| \leq \frac{C}{t}, \)

where \( C \) is independent of \( \epsilon \) sufficiently small.

**Proof.** Fix \( \epsilon > 0 \) such that (3.4) holds. By the results in §2.1, \( \theta_{t,\epsilon} \) has bounded curvature on \( M = \overline{M} \setminus D \), uniformly for all \( t \in [0, \bar{T}] \).

Let \( \psi := \varphi_{\epsilon} - Ct \) for some \( C > 0 \) to be chosen. Then since \( \omega_{\epsilon}(t) \) is a bounded curvature solution, \( \psi \) is uniformly bounded on \( M \times [0, \bar{T}] \). We first suppose that \( \psi \) attains a maximum value on \( M \times [0, \bar{T}] \) at some point \((\mathfrak{p}, \bar{T})\). If \( \bar{t} > 0 \) then using (3.2) we have at \((\mathfrak{p}, \bar{T})\)

\[ (3.5) \quad \partial_t \psi \leq \log \frac{\|S\|^2 \log \|S\|^2 \theta_{t,\epsilon}^n}{\Omega} - C < -1 \]

by choosing \( C \) sufficiently large independent of \( \epsilon \). Indeed, such a choice of \( C \) exists from the upper bound in (3.4) and property (3) in §2.1.
But (3.5) contradicts the maximality of $\psi$ unless $\bar{t} = 0$ in which case $\psi \leq \sup \psi(0) = \sup \varphi_0$ on $M \times [0, \bar{T}]$ and thus

$$\varphi_\epsilon \leq \sup \varphi_0 + C\bar{T}$$

on $M \times [0, \bar{T}]$. Now in general, suppose $\psi$ does not attain a maximal value on $M \times [0, \bar{T}]$. Since $\omega_\epsilon(t)$ is a bounded curvature solution, we have $|\partial_t \psi_\epsilon|$ is bounded on $M \times [0, \bar{T}]$, and by the Omori-Yau maximum principal we can find a sequence $x_k \in M$ and $\bar{t} \in [0, \bar{T}]$ such that $\psi_\epsilon(x_k, \bar{t}) \to \sup_{M \times [0, \bar{T}]} \psi_\epsilon$ and $i\partial\bar{\partial}\psi_\epsilon(x_k, \bar{t}) \leq \lambda_k \theta_{t, \epsilon}$ where $\lambda_k$ decreases to 0 as $k \to \infty$. Combining these with (3.2), we may argue as above that for any $\delta$ we have $\partial_t \psi_\epsilon(x_k, \bar{t}) \leq -1$ for some $C$ independent of $\epsilon$ and all $k$ sufficiently large. On the other hand, $|\partial_t^2 \psi_\epsilon|(x_k, \bar{t})$ is uniformly bounded independent of $k$ using again that $\omega_\epsilon(t)$ is a bounded curvature solution. These last two facts contradict that $\psi_\epsilon(x_k, \bar{t}) \to \sup_{M \times [0, \bar{T}]} \psi_\epsilon$ unless $\bar{t} = 0$ and we conclude again as above that (3.6) likewise holds on $M \times [0, \bar{T}]$ in this case as well.

Using again that $\omega_\epsilon(t)$ is a bounded curvature solution, we also have $|\partial_t^2 \psi_\epsilon|$ is bounded on $M \times [0, \bar{T}]$.

By a similar argument, using (3.1) and (3.2) we may also get

$$\inf \varphi_0 + C' \int_0^t \log(s + \epsilon)ds \leq \varphi_\epsilon$$

on $M \times [0, \bar{T}]$ for some constant $C' > 0$ independent of $\epsilon$. We thus conclude the estimates for $|\varphi_\epsilon|$ in the Lemma hold.

Next we will apply the methods in [20] to derive estimates for $\dot{\varphi}_\epsilon$. We have

$$(\partial_t - \Delta)\dot{\varphi}_\epsilon = \text{tr}_{\omega_\epsilon} \chi$$

where the $\Delta$ denotes the Laplacian with respect to $\omega_\epsilon$, and also

$$(\partial_t - \Delta)(t\dot{\varphi}_\epsilon - \varphi_\epsilon - nt) = -\text{tr}_{\omega_\epsilon}(\eta - \epsilon \partial \bar{\partial} \log \log \|S\|^2) < 0,$$

where the last inequality comes from the fact that $\eta - \epsilon \partial \bar{\partial} \log \log \|S\|^2 > 0$ when $\epsilon$ is small by (2.1). Applying the maximum principle in [18], we conclude the supremum of $(t\dot{\varphi}_\epsilon - \varphi_\epsilon - nt)$ on $M \times (0, \bar{T})$, which is indeed finite, is attained when $t = 0$ and thus $\dot{\varphi}_\epsilon \leq \frac{\dot{\varphi}_0 - \varphi_0}{t} + n$ on $M \times (0, \bar{T})$. On the other hand, for sufficiently large $A$ independent of
\[ (\partial_t - \Delta)(\dot{\phi}_e + A\phi_e - n \log t) \]
\[ = tr_{\omega_e}(\chi + A\theta_{t,e}) + A\log \frac{\omega^n||S||^2\log^2||S||}{\Omega} - (An + \frac{n}{t}) \]
\[ \geq Atr_{\omega_e}\theta_{t,e} + A\log \frac{(\omega_t + \varepsilon)\omega^n}{\theta^n_{t,e}} - C \]
\[ \geq \frac{A}{4n} \left( \frac{\theta^n_{t,e}}{\omega^n_e} \right)^{1/n} - \frac{C}{t}. \]  

where in the second inequality we have made use of (3.4) and property (3) in §2.1, and in the third inequality we have again used (3.4). Now let \( \psi = (\dot{\phi}_e + A\phi_e - n \log t) \), and assume \( \psi \) attains a minimum value on \( M \times [0, \tilde{T}] \) at some point \((x, t)\). It follows that \( \tilde{t} > 0 \), and (3.8) then gives \( \omega^n(x, t) \geq c\theta^n_{t,e}(x, \tilde{T})\tilde{t}^n \) for some \( c > 0 \) independent of \( \varepsilon \). From this, (3.4), (3.2) and property (3) in §2.1 we may then have \( \psi \geq C \log t - C \) on \( M \times (0, \tilde{T}] \) for some \( C > 0 \) where we have used (3.6) and (3.7). In general, \( \psi \) is only bounded but may not attain a minimum value on \( M \times [0, \tilde{T}] \), though we may argue as before, applying the above estimate along an appropriate space-time sequence obtained by the Omori-Yau maximum principle, to conclude \( \dot{\phi}_e \geq C \log t - C \) on \( M \times (0, \tilde{T}] \) for some \( C > 0 \) in this case as well. We thus conclude the estimates for \( |\dot{\phi}_e| \) in the Lemma hold.

Next we want to derive a Laplacian estimate for \( \phi_e \).

**Lemma 3.3.** for each \( t \in (0, \tilde{T}] \) we have \( C_1(t)\dot{\omega} \leq \omega_i(t) \leq C_2(t)\dot{\omega} \), for constants \( C_1(t), C_2(t) > 0 \) independent of \( \varepsilon \) sufficiently small.

**Proof.** First recall that \( \dot{\omega} \) is complete and has uniformly bounded bisectional curvature. Then the parabolic version of the Chern-Lu inequality (see [19]) gives:

\[ (\partial_t - \Delta) \log tr_{\omega_i} \dot{\omega} \leq Ctr_{\omega_i} \dot{\omega} + C \]

where the constant \( C \) depends on the upper bound of the bisectional curvature of \( \dot{\omega} \). For the rest of the proof, \( C \) will denote a constant, which may change from line to line, and which is independent of \( \varepsilon \). Now by (3.5), we may choose \( A \) sufficiently large independent of \( \varepsilon \) so
that

\[(\partial_t - \Delta)(t \log t r_{\omega_t} - A\varphi_e)\]

\[\leq tr_{\omega_t}(Ct\hat{\omega} - A\theta_{t,\epsilon}) + \log tr_{\omega_t}\hat{\omega} - A\log \frac{\omega^n_n}{\omega} + (An + Ct)\]

\[\leq - \frac{A}{2} tr_{\omega_t}\theta_{t,\epsilon} + \log tr_{\omega_t}\theta_{t,\epsilon} + A\log \frac{\theta^n_n}{\omega^n_n} - CA\log(t + \epsilon) + C\]

\[\leq - \frac{A}{4} tr_{\omega_t}\theta_{t,\epsilon} - CA\log(t + \epsilon) + C,\]

Now suppose \(t \log tr_{\omega_t}\hat{\omega} - A\varphi_e\) attains a maximum value on \(M \times [0, \tilde{T}]\) at some point \((\tilde{x}, \tilde{t})\). Then if \(\tilde{t} > 0\), using (3.9) we have at \((\tilde{x}, \tilde{t})\) that

\[t \log tr_{\omega_t}\hat{\omega} - A\varphi_e \leq Ct(\log \log \frac{1}{t} + \log \frac{1}{t + \epsilon}) + C \leq C.\]

In this case it follows that

\[(3.10) \quad tr_{\omega_t}\hat{\omega} \leq e^{\frac{C}{t}}\]

on \(M \times [0, \tilde{T}]\) where we have used estimate for \(|\varphi_e|\) Lemma 3.2. On the other hand, if \(\tilde{t} = 0\) we also clearly have (3.10). In general, in general, \(t \log tr_{\omega_t}\hat{\omega} - A\varphi_e\) is only bounded but may not attain a maximum value on \(M \times [0, \tilde{T}]\), though we may argue as in the proof of Lemma 3.2 and apply the above estimates along an appropriate sequence in space-time to likewise conclude that (3.10) holds on \(M \times [0, \tilde{T}]\) in this case as well.

Finally, for any \(t \in (0, \tilde{T}]\), (3.2) gives

\[(3.11) \quad \frac{\omega^n}{\hat{\omega}^n} = e^{\hat{\varphi}_\epsilon} \frac{\Omega}{\omega^n||S||^2||S||^2} \leq C_t\]

on \(M\) for some constant \(C_t > 0\) where we have used the estimate for \(|\hat{\varphi}_\epsilon|\) in Lemma 3.2 and (3) in §2.1. The Lemma follows from (3.11) and (3.10).

\[\square\]

Completion proof of Theorem 1.1 when \(\varphi_0 \in C^\infty(M)\). The previous two lemmas and the Evans-Krylov theory applied to (3.2) imply that for any \(K \subset M\) and \(s \in (0, \tilde{T})\) we have

\[\max_K ||\nabla^k_{E}\varphi(t)||_{\eta} \leq C_{k,s,K,t}\]

independent of \(\epsilon\) and \(t \in (s, \tilde{T}]\) where the norm and covariant derivative here are with respect to \(\eta\). Thus for some subsequence \(\epsilon_i \to 0\), \(\varphi_{\epsilon_i}\) will converge locally uniformly to a smooth solution \(\varphi\) to (1.7) on \(M \times \)
Cusp flow \( (0, \tilde{T}) \) which is bounded on \( M \) for each \( t \). Thus \( \omega_{\epsilon_i}(t) \) converges locally uniformly to a smooth solution \( \omega(t) \) to the flow in equation (1.1) on \( M \times (0, \tilde{T}) \) and as \( \tilde{T} < T_{\omega_0} \) was arbitrary, we may in fact assume the convergence to a solution on \( M \times (0, T_{\omega_0}) \) satisfying the estimates in Lemma 3.3.

We now show the limit solution \( \omega(t) \) in fact converges smoothly uniformly on compact subsets of \( M \times (0, T_{\omega_0}) \) as \( t \to 0 \), and thus can be extended to a smooth solution to (1.1) on \( M \times [0, T_{\omega_0}] \) with initial data \( \omega_0 \). This basically follows from applying Theorem 4.1 in [3] to the sequence \( \omega_{\epsilon_i}(t) \), and observing that the completeness of the background metric \( \hat{g} \) in that Theorem is in fact not necessary in our case. We describe this in more detail as follows. Consider the family of solutions \( \omega_{\epsilon_i}(t) \) on \( M \times [0, T_{\omega_0}] \). For each \( i \) we have \( \omega_{\epsilon_i}(0) \geq c\eta \) on \( M \) for some \( c > 0 \) independent of \( i \) and we conclude from the proof of Lemma 3.1 of [3] that

\[
(3.12) \quad \omega_{\epsilon_i}(t) \geq c\eta
\]
on \( M \times [0, T] \) for some \( c, T > 0 \) independent of \( i \). For this simply observe that in Lemma 3.1 of [3], the completeness of \( \hat{g} \) is never actually used in the proof. Next we choose any smooth non-negative function \( \psi : [0, \infty) \to \mathbb{R} \) which is identically zero in some neighborhood of 0 and let \( \varphi(t) := \psi(\|S\|^2) \). Then using (3.12), as in the proof of Lemma 3.3 of [3] we may have \( \|\nabla_{\epsilon_i, t}\varphi(t)\|, \|\Delta_{\epsilon_i, t}\varphi(t)\| \leq C \) on \( M \) where the norms here are relative to \( \omega_{\epsilon_i}(t) \) and \( C \) is independent of \( i \) and \( t \in [0, T] \), and by the same proof there we may conclude that \( \varphi(t)R_{\epsilon_i}(t) \geq C \) on \( M \times [0, T] \) where \( R_{\epsilon_i}(t) \) is the scalar curvature of \( \omega_{\epsilon_i}(t) \) and the constant \( C \) is independent of \( i \). From this and the fact that \( \varphi \) was arbitrarily chosen, we can conclude as in Lemma 3.3 of [3] that for any compact \( K \subset M \) we have the upper bound

\[
(3.13) \quad \omega_{\epsilon_i}(t) \leq c\eta
\]
on \( K \times [0, T] \) for some \( c \) independent of \( i \). The smooth convergence of \( \omega_{\epsilon_i}(t) \) on compact subsets of \( M \times [0, T] \) then follows from (3.12), (3.13) and the Evans-Krylov theory. Thus the limit solution \( \omega(t) \) extends smoothly to \( M \times [0, T_{\omega_0}] \) as claimed above.

To complete the proof of the Theorem in this case, it remains only to prove the uniqueness statement which we do in the next sub-section in Proposition 3.1.
$C^\infty(M) \cap Psh(M, (1-\epsilon)\eta)$ so that $\varphi_j \downarrow \varphi_0$ pointwise on $\overline{M}$ and locally smoothly on $M$. In particular, it follows that

1. $|\varphi_j| \leq C$ for all $j$ and some $C$
2. $\omega_j = \eta + i\partial \bar{\partial} \varphi_j \geq \epsilon \eta$ for all $j$ on $\overline{M}$.

Now for each $j$ we let $\omega_j(t)$ be the solution to (1.1) on $M \times [0, T_{[\omega_j]}]$ with initial data $\omega_j(0) = \eta + i\partial \bar{\partial} \varphi_j$ constructed in the previous subsection. Under Assumption 1, let $\omega_j(t)$ be the corresponding solution to (1.7) on $M \times [0, T_{[\omega_j]}]$ also as previously constructed. From Lemma 3.2 and (1) it follows that $|\varphi_j(t)|$ and $|\dot{\varphi}_j(t)|$ are uniformly bounded on compact subsets of $M \times (0, \bar{T})$ independently of $j$ where $\bar{T}$ is from Assumption 1. From Lemma 3.3 it further follows that $\omega_j(t)$ is uniformly equivalent to $\hat{\omega}$ on $M$, independent of $j$, on compact intervals of $(0, \bar{T})$. As $\bar{T} < T_{[\omega_j]}$ was arbitrary and by applying the arguments in the last subsection separately for each $j$, we may conclude smooth local estimates for $\omega_j(t)$ on compact subsets of $M \times [0, T_{[\omega_j]}]$ which are independent of $j$, and that some subsequence of $\omega_j(t)$ converges to a solution $\omega(t)$ to (1.1) on $M \times [0, T_{[\omega]}]$ satisfying (1.4) for all $t \in (0, T_{[\omega]})$.

The proof of Theorem 1.1 will be complete once we prove uniqueness in the Proposition below. First, we note that by (1.3) each $\omega_j(t)$ will satisfy the lower bound in (3.12) for constants $c, \bar{T} > 0$ independent of $j$ and thus the limit solution $\omega(t)$ likewise satisfies the lower bound in (3.12). We will use this fact in the following proof.

**Proposition 3.1.** Let $\varphi_1(t), \varphi_2(t)$ be two solutions to (1.1) on $M \times [0, T_{[\omega_j]}]$ with initial data $\varphi_1(0) = \varphi_2(0) \in L^\infty(M) \cap C^\infty(M)$. Suppose $|\varphi_1(t)|, |\varphi_2(t)|$ are both bounded on $M \times [0, T]$ for every $T < T_{[\omega]}$. Then $\varphi_1(t) = \varphi_2(t)$ on $M \times [0, T]$.

**Proof.** We assume without loss of generality that the solutions $\omega_1(t)$ and $\varphi_1(t)$ are as constructed as in the proof of Theorem 1.1 so far. Now for any $T < T_{[\omega]}$ we prove that $\varphi_2 \leq \varphi_1$ on $M \times [0, T]$. Let $| \cdot |^2$ be a Hermitian metric such that $\|S\|^2 < 1$ and let $\Theta$ denotes its curvature form. As noted above, $\omega_1(t)$ satisfies the inequality in (3.12) on $M \times [0, \epsilon]$ for some constant $c, \epsilon > 0$. Thus for all $a > 0$ we can find $C_a \to 0$ as $a \to 0$ such that $\log \frac{\omega_1(t) + a\Theta}{\omega_1(t)^n} < C_a$ on $M \times [0, T]$. Consider $\psi = \varphi_2 - \varphi_1 + a \log \|S\|^2 - C_a t$, since $\varphi_2 - \varphi_1$ is a bounded function, $\psi$ attains a maximum on $M \times [0, T]$ at some point $(\bar{x}, \bar{t})$. If $\bar{t} > 0$, then at $(\bar{x}, \bar{t})$ we have

$$0 < \partial_t \psi = \log \frac{(\omega_1(t) + a\Theta + i\partial \bar{\partial} \psi)^n}{\omega_1(t)^n} - C_a < 0,$$
a contradiction. Thus since $\psi(x, 0) < 0$ we have $\varphi_2 \leq \varphi_1 - a \log \|S\|^2 + C_a t$, and letting $a \to 0$ we get $\varphi_2 \leq \varphi_1$.

To prove $\varphi_2 \geq \varphi_1$ we argue similarly. Namely, we first choose $C_a \to 0$ as $a \to 0$ so that $\log(\omega_1 - a \Theta)/\omega_1 \geq C_a$. Then we let $\psi = \varphi_2 - \varphi_1 - a \log \|S\|^2 - C_1 t$ and argue as before using the maximum principle that $\psi \geq \min_M \psi(0)$ everywhere then conclude by letting $a \to 0$ that $\varphi_2 \geq \varphi_1$ on $M$.

\[\square\]

4. Proof of Theorem 1.2

The proof here roughly the same steps as the proof in Theorem 1.1. Namely, we construct a suitable approximating family for $\omega_0$, then consider the corresponding family of approximate solutions to (1.1) and convergence to a limit solution is proved using the parabolic Monge Ampère equation. One major difference here is that $\omega_0$ is complete on $\bar{M}$ and we want to preserve this property in our approximation. Another major difference is that $\phi_0$ is no longer bounded on $\bar{M}$ in general which again makes the estimates more difficult.

We make the following technical assumptions which we will use throughout the rest of the section.

Assumption 2. Let $\eta, \hat{\omega}, \phi_0$, be as in Theorem 1.2. Let $0 < T < \tilde{T} < T_{\omega_0}$ be arbitrary. Choose a Hermitian metric $\hat{h}$ on $\mathcal{O}_D$, a smooth volume form $\Omega$ on $\bar{M}$ and a constant $\hat{\beta} > 0$ such that $\|S\|^2_{\hat{h}} < 1$ on $\bar{M}$ and

\[\begin{align*}
(1) \text{ on } M \times [0, \tilde{T}] \text{ we have } & \\
\eta + t(-\text{Ric}(\Omega) + \Theta_{\hat{h}} + \frac{2\Theta_{\hat{h}}}{\log \|S\|^2_{\hat{h}}}) & > 0 \\
(2) \text{ on } \bar{M} \text{ we have } & \\
(1 - c_{\hat{\beta}})\eta & \leq \eta - \hat{\beta}\Theta_{\hat{h}} \leq (1 + c_{\hat{\beta}})\eta \\
& \text{for some } c_{\hat{\beta}} < \frac{1}{2} \text{ with } T < (1 - c_{\hat{\beta}})\tilde{T}. \\
(3) \log \log^2 \|S\|^2_{\hat{h}} & > 1 \text{ on } M, \text{ and } \hat{\omega} = \eta + i\partial\bar{\partial} \log \log \|S\|^2_{\hat{h}}
\end{align*}\]

As before we will abbreviate $\|S\|^2_{\hat{h}}$ and $\Theta_{\hat{h}}$ simply by $\|S\|^2$ and $\Theta$.

We first choose some $\hat{h}$ so that $\|S\|^2_{\hat{h}} < 1$ on $\bar{M}$. As in the case of Assumption 1, we can find a smooth volume form $\Omega$, then scale $\hat{h}$ smaller if necessary, so that the inequality in (1) holds for $t = \tilde{T}$ in which case it must also hold for all $t \in [0, \tilde{T}]$ by interpolation. A
choice of $\hat{\beta}$ in (2) is justified by the smoothness of $\Theta$ on $\overline{M}$ and by scaling $\hat{h}$ smaller if necessary. Finally, by scaling $\hat{h}$ smaller still we may assume the inequality in (3) holds and that $\eta + i\partial\bar{\partial}\log \|S\|^2$ is also a Carlson-Griffiths metric as in §2.1. Thus without loss of generality we may assume $\hat{\omega} = \eta + i\partial\bar{\partial}\log \|S\|^2$ where $\hat{\omega}$ is from Theorem 1.2.

4.1. **Approximate solutions** $\omega_{\alpha,j}(t)$. Recall in Theorem 1.2 we have $\varphi_0 \in C^\infty(M) \cap Psh(\overline{M}, \eta)$ with zero Lelong number such that

$$\omega_0 = \eta + i\partial\bar{\partial}\varphi_0 \geq 2\delta \hat{\omega}$$

on $M$ for some $\delta > 0$. We begin by construct a two parameter family $\varphi_{\alpha,j}$ approximating $\varphi_0$ as $\alpha \to 0$ and $j \to \infty$ so that the metrics $\omega_{\alpha,j}(0) = \eta + i\partial\bar{\partial}\varphi_{\alpha,j}$ are likewise bounded below for some fixed Carlson-Griffiths metric for all $\alpha$. This uniform lower bound will be key for our later proofs, and this is one reason for our two parameter construction as opposed to a single parameter approximation as in Theorem 2.1.

**Lemma 4.1.** There exists $\hat{\alpha}$ such that for all $0 < \alpha \leq \hat{\alpha}$ there exists a sequence $\varphi_{\alpha,j} \in Psh(M, \eta)$ such that

1. $\varphi_{\alpha,j}$ decreases to $\alpha \log \|S\|^2 + \varphi_0$ (as $j \to \infty$) pointwise and smoothly on compact subsets of $M$.
2. $\psi_{\alpha,j} = \varphi_{\alpha,j} + \delta \log \|S\|^2 \in C^\infty(M) \cap Psh(M, (1-\delta)\eta)$

**Proof.** We will make use of the definitions and results of §2.1. Now $i\partial\bar{\partial}\log \|S\|^2$ coincides with a smooth form on $\overline{M}$ and thus for $\alpha > 0$ sufficiently small we have $-\delta \hat{\omega} \leq \alpha i\partial\bar{\partial}\log \|S\|^2 \leq \delta \hat{\omega}$ on $M$ and it follows from (4.1) that

$$\omega_0 = \eta + i\partial\bar{\partial}\varphi_0 \geq 2\delta \hat{\omega}$$

In particular, since $\varphi_0$ has zero Lelong number (see definition 2.2) the potential on the LHS of (4.2) approaches $-\infty$ when approaching $D$ giving

$$\alpha \log \|S\|^2 + \delta \log \log \|S\|^2 \varphi_0 \in Psh(M, (1-\delta)\eta)$$

for all sufficiently small $\alpha > 0$. Thus by Theorem 2.1 there exists $\psi_{\alpha,j} \in C^\infty(M) \cap Psh(M, (1-\delta)\eta)$ decreasing to $\alpha \log \|S\|^2 + \delta \log \log \|S\|^2 + \varphi_0$ as $j \to \infty$ pointwise on $M$ and smoothly on compact sets. In particular, we have

$$\psi_{\alpha,j} = \varphi_{\alpha,j} \in Psh(M, \eta)$$

so that $\varphi_{\alpha,j} := -\delta \log \log \|S\|^2 + \psi_{\alpha,j} \in Psh(M, \eta)$ decreases to $\alpha \log \|S\|^2 + \varphi_0$ as $j \to \infty$ pointwise on $M$ and smoothly on compact
sets. Thus for all $\alpha > 0$ sufficiently small $\varphi_{\alpha,j}$ satisfies the conclusions in the Lemma.

**Lemma 4.2.** For each $\varphi_{\alpha,j}$ in Lemma 4.1, $\omega_{\alpha,j}(0) = \eta + i\partial \bar{\partial} \varphi_{\alpha,j}$ is complete with bounded curvature on $M$ with lower bound

$$\omega_{\alpha,j}(0) \geq \delta \hat{\omega}$$

and the Kähler Ricci flow (1.1) has a smooth maximal bounded curvature solution $\omega_{\alpha,j}(t)$ on $M \times [0, T_{[\omega_0]}]$ with initial condition $\omega_{\alpha,j}(0) = \eta + i\partial \bar{\partial} \varphi_{\alpha,j}$ where $T_{[\omega_0]}$ is as in definition 1.2.

**Proof.** The lower bound in (4.5) follows immediately from (4.4). On the other hand we can also write $\eta + i\partial \bar{\partial} \varphi_{\alpha,j} = \eta + i\partial \bar{\partial}(-\delta \log \log |S|^2 + \psi_{\alpha,j})$ where $\psi_{\alpha,j} := \varphi_{\alpha,j} + \delta \log \log |S|^2 \in C^\infty(M)$ as in Lemma 4.1 (2), and the Lemma then follows from Theorem 8.19 in [15] (see also example 8.15).

Consider $\omega_{\alpha,j}(t)$ as in the above Lemma. In the following we will derive local estimates for $\omega_{\alpha,j}(t)$ on $M \times (0, \tilde{T})$ which will be independent of $\alpha, j$. These will ensure $\omega_{\alpha,j}(t)$ converges in $C^\infty_{\text{loc}}$ to a solution $\omega(t)$ on $M \times (0, \tilde{T})$ as $\alpha \to 0$ and $j \to \infty$. Then we will show that $\omega_{\alpha,j}(t)$ in fact converges in $C^\infty_{\text{loc}}$ on $M \times [0, \tilde{T}]$ and the limit solution is complete for a short time. Since $\tilde{T} < T_{[\omega_0]}$ in Assumption 2 was arbitrary, a diagonal argument will provide a solution on $M \times [0, T_{[\omega_0]}]$ as in Theorem 1.2.

We may derive as in (3.2) that

$$\omega_{\alpha,j}(t) = \theta_t + i\partial \bar{\partial} \varphi_{\alpha,j}(t)$$

where $\varphi_{\alpha,j}(t)$ solves the parabolic Monge Ampère equation:

$$\begin{cases}
\partial_t \varphi_{\alpha,j}(t) = \log \frac{||S||^2 \log ||S||^2(\theta_t + i\partial \bar{\partial} \varphi_{\alpha,j}(t))^n}{\Omega}; \\
\varphi_{\alpha,j}(0) = \varphi_{\alpha,j}.
\end{cases}$$

$$\theta_t := \eta + t\chi; \quad \chi := -\text{Ric} \Omega + \Theta - i\partial \bar{\partial} \log \log ||S||^2$$

on $M \times [0, T_{[\omega_0]}]$.

We will derive local uniform bounds of $|\varphi_{\alpha,j}(t)|$ and $|\partial_t \varphi_{\alpha,j}(t)|$ on $K \times [\epsilon, \tilde{T}]$ where $K \subset M$ is compact and $0 < \epsilon$ are arbitrary where the bounds will independent of $\alpha, j$. We will use these to derive uniform local trace estimates for $\omega_{\alpha,j}(t)$ which combined with the local Evans-Krylov estimates will yield the desired uniform $C^\infty_{\text{loc}}$ estimates.
4.2. **A priori estimates for** $\omega_{\alpha,j}(t)$. Recall the choices for $0 < T < \tilde{T} < T_{[\hat{s}]}$ and $\hat{h}, \Omega, \hat{\beta}$ in Assumption 2 and the notation there. Recall also the definitions of $\theta_i$ and $\chi$ from (4.7). We fix some $\hat{\alpha}$ from Lemma 4.1 and will always assume that $\alpha \leq \hat{\alpha}$ in the following.

4.2.1. **Local $C^0$ estimates of** $\varphi_{\alpha,j}(t)$. From Lemma 4.1 there is a constant $C$ and constant $K(\hat{\beta})$ such that

$$
\hat{\beta} \log \|S\|^2 - K\hat{\beta} \leq \varphi_{\alpha,j} < C
$$

on $M$ for all $\alpha \leq \hat{\beta}/2$ and all $j$. The upper bound follows simply from Lemma 4.1 (2) and the fact the $\psi_{\alpha,j} \in C^\infty(M)$ is decreasing. On the other hand, the fact that $\varphi_{\alpha,j} \downarrow \alpha \log \|S\|^2 + \varphi_0$, and $\varphi_0$ has zero Lelong number (see definition 2.2) and that $\|S\|(x) \to 0$ as $x \to D$ in $M$ together imply the lower bound in (4.8) some constant $K_{\hat{\beta}} > 0$ and any $\alpha \leq \hat{\beta}/2$ and $j$.

**Theorem 4.1.** There is a bounded continuous function $U(t)$ on $[0, \tilde{T}]$ such that $\varphi_{\alpha,j}(t) \leq U(t)$ on $M \times [0, \tilde{T}]$ for all $\alpha$ and $j$. There is a continuous function $L_{\hat{\beta}}(t)$ on $[0, (1 - c_{\hat{\beta}})\tilde{T}]$ such that $\frac{3}{2}\hat{\beta}\log \|S\|^2 + L_{\hat{\beta}}(t) \leq \varphi_{\alpha,j}(t)$ on $M \times [0, (1 - c_{\hat{\beta}})\tilde{T}]$ for all $\alpha \leq \hat{\beta}/2$ and all $j$.

We first prove

**Lemma 4.3.** We have

1. $\frac{\|S\|^2 \log \|S\|^2}{\Omega} \leq C_1(1 + t)$ for all $t \in [0, \tilde{T}]$;
2. $\frac{\|S\|^2 \log \|S\|^2 (\theta_t - \hat{\beta}\Theta)}{\Omega} \geq C_2 t$ for all $t \in [0, (1 - c_{\hat{\beta}})\tilde{T}]$,

where the constants $C_i > 0$ depend on $\Omega, \hat{h}$ and $\tilde{T}$.

**Proof.** Now it suffices to show that $C_2 t \leq \frac{\|S\|^2 \log \|S\|^2 \theta_t}{\Omega} \leq C_1 + C_1 t$ for all $t \in [0, \tilde{T}]$, where $C$ is a constant depending only on $h$ and $\tilde{T}$, since by (2) Assumption 2 we have for all $t \in [0, (1 - c_{\hat{\beta}})\tilde{T}]$

$$
\frac{\|S\|^2 \log \|S\|^2 (\theta_t - \hat{\beta}\Theta)}{\Omega} \geq \frac{(1 - c_{\hat{\beta}}) \|S\|^2 \log \|S\|^2 \theta_t}{\Omega} \geq \frac{1}{2} \frac{\|S\|^2 \log \|S\|^2 \theta_t}{\Omega}.
$$
Now \( \theta_t = \tilde{\theta}_t + \frac{2ti\partial ||S||^2 \wedge \tilde{\phi}||S||^2}{||S||^2 \log ||S||^2} \) where \( \tilde{\phi} = \eta - t\text{Ric} + t\phi + \frac{2t\phi}{\log ||S||^2} \). Thus
\[
\theta_t^n = \tilde{\theta}_t^n + n\tilde{\theta}_t^{n-1} \wedge (\frac{2ti\partial ||S||^2 \wedge \tilde{\phi}||S||^2}{||S||^2 \log ||S||^2})
\]

From this, the fact that \( \frac{2i\partial ||S||^2 \wedge \tilde{\phi}||S||^2}{||S||^2 \log ||S||^2} \) is a continuous positive \((1,1)\) form on \( \tilde{M} \), and the positivity of \( \tilde{\theta}_t \) on \( t \in [0,\bar{T}] \) we conclude \( C_2t \leq \frac{||S||^2 \log ||S||^2}{2n} \leq C_1 + C_1t \) on \( M \times [0,\bar{T}] \) as claimed. \( \square \)

**Proof of Theorem 4.1.** For all \( \alpha \leq \hat{\beta}/2 \) and \( j \), consider
\[
H_\epsilon = \varphi_{\alpha,j}(t) - \int_0^t \log[C_1(1+t)]dt - \epsilon t
\]
on \( M \times [0,\bar{T}] \) for any \( \epsilon > 0 \) and \( C_1 \) from Lemma 4.3. Since \( H_\epsilon(x,0) = \varphi_{\alpha,j} \) is bounded above by \( (4.8) \) and \( |\partial_t \varphi_{\alpha,j}(t)| \) and hence \( |\partial_t H_\epsilon| \) is bounded on \( M \times [0,\bar{T}] \) (by \( (4.7) \)) and that \( \omega_{\alpha,j}(t) \) is a complete bounded curvature solution to \( (1.1) \), it follows \( H_\epsilon \) is bounded above on \( M \times [0,\bar{T}] \). Now suppose \( H_\epsilon \) attains a maximum value on \( M \times [0,\bar{T}] \) at \((\bar{x},\bar{t})\). Then if \( \bar{t} > 0 \), using \( (4.7) \) and Lemma 4.3 we have at \((\bar{x},\bar{t})\):
\[
\partial_t H_\epsilon \leq \log \frac{||S||^2 \log ||S||^2 \theta_t^n}{\Omega} - \log[C_1(1+\bar{t})] - \epsilon \leq -\epsilon
\]
which contradicts the maximality assumption. Thus \( \bar{t} = 0 \) in which case we may simply take \( U(t) = C + \int_0^t \log[C_1(1+t)]dt \) for some \( C \) by \( (4.8) \).

In general, if \( H_\epsilon \) does not attain a maximum value on \( M \times [0,\bar{T}] \) we may argue as in the proof of Lemma 3.2 and apply the above estimates along an appropriate sequence in space-time (using the Omori-Yau maximum principle) and likewise take \( U(t) = C + \int_0^t \log[C_1(1+t)]dt \) for some \( C \) in this case as well.

For the lower bound we take \( Q_\epsilon(x,t) = \varphi_{\alpha,j}(x,t) - \hat{\beta} \log |S(x)|^2 - \int_0^t \log(C_2t)dt + \epsilon t \) on \( M \times [0,(1-c_\beta)\bar{T}] \) for any \( \epsilon > 0 \) and \( C_2 \) from Lemma 4.3. It follows from \( (4.8), (4.7) \) and that \( \omega_{\alpha,j}(t) \) is a bounded curvature solution that \( Q_\epsilon(x,t) \to \infty \) uniformly as \( x \) approaches \( D \) on \( M \times [0,(1-c_\beta)\bar{T}] \) and hence \( Q_\epsilon(x,t) \) attains an interior minimum on \( M \times [0,(1-c_\beta)\bar{T}] \). Using again Lemma 4.3 we may argue as above for the upper bound and conclude that \( L_{\hat{\beta}}(t) \) can be taken as \(-K_{\hat{\beta}} + \int_0^t \log(C_2t)dt \). \( \square \)
4.2.2. Local $C^0$ estimates of $\hat{\varphi}_{\alpha,j}(t)$.

**Theorem 4.2.** We have $\hat{\varphi}_{\alpha,j}(t) \leq \frac{U(t) - \hat{\beta} \log \|S\|^2 + K_{\hat{\beta}}}{t} + n$ on $M \times [0, (1 - c_{\hat{\beta}})\hat{T}]$ for all $\alpha \leq \hat{\beta}/2$ and all $j$.

**Proof.** The proof is the same as Proposition 3.1 in [11]. Let $H = t\hat{\varphi}_{\alpha,j}(t) - (\varphi_{\alpha,j}(t) - \varphi_{\alpha,j}) - nt$. Then using (4.7) we have $(\partial_t - \Delta)H < 0$, where $\Delta$ is the Laplacian with respect to $\omega_{\alpha,j}(t)$. Also, since that $\omega_{\alpha,j}(t)$ is a bounded curvature solution it follows $H$ is a bounded function on $M \times [0, \hat{T}]$, and thus by the maximum principle in [18] we have $H \leq \sup_{x \in M} H(x, 0) = 0$ on $M \times [0, \hat{T}]$. Then combining with Lemma 4.3 and (4.8) we obtain the theorem. \hfill $\Box$

**Theorem 4.3.** For all $A > 0$ with $0 < \hat{T} - \frac{1}{A}$, there is a smooth function $F(\|S\|^2(x), t)$ on $M \times (0, (1 - c_{\hat{\beta}})(\hat{T} - \frac{1}{A}))$ such that $\hat{\varphi}_{\alpha,j}(x, t) \geq F(\|S\|^2(x), t)$ on $M \times (0, (1 - c_{\hat{\beta}})(\hat{T} - \frac{1}{A}))$ for all $\alpha \leq 2\hat{\beta}$ and all $j$.

**Proof.** For all sufficiently small $\epsilon$, there exists a constant $C > 0$ such that

\begin{equation}
\theta_t - \delta \hat{\Theta} \log \log \|S\|^2 \geq C\hat{\omega}
\end{equation}

on $M \times [0, \hat{T}]$ for all $1 \leq s \leq 2$.

Fix some $A > 0$ with $0 < \hat{T} - \frac{1}{A}$ and $\epsilon$ as above. Let $Q = \hat{\varphi}_{\alpha,j}(t) + A(\varphi_{\alpha,j}(t) - \hat{\beta} \log \|S\|^2 + \epsilon \log \log \|S\|^2) - n \log t$. By our previous bounds, $Q \to \infty$ on $M$ as $t \to 0$ or $\|S\| \to 0$. In fact, from (4.7) and that $\omega_{\alpha,j}(t)$ is a bounded curvature solution, $Q(x, t) \to \infty$ uniformly on $M$ as $x$ approaches $D$ for all $t \in [0, (1 - c_{\hat{\beta}})(\hat{T} - \frac{1}{A}))$. So $Q$ has a minimum on $M \times (0, (1 - c_{\hat{\beta}})(\hat{T} - \frac{1}{A}))$ at some point $(\bar{x}, \bar{t})$ with $\bar{t} > 0$. Let $\Delta$ be the Laplacian with respect to $\omega_{\alpha,j}(t)$, using (4.7), we have

\[(\partial_t - \Delta)(\varphi_{\alpha,j}(t)) - \hat{\beta} \log \|S\|^2 + \epsilon \log \log \|S\|^2 = \varphi_{\alpha,j} - n + \text{Tr}_{\omega_{\alpha,j}} \left(\theta_t - \hat{\beta} \Theta - \epsilon \delta \hat{\Theta} \log \log \|S\|^2\right)\]

\[(\partial_t - \Delta)\hat{\varphi}_{\alpha,j}(t) = \text{Tr}_{\omega_{\alpha,j}} \chi.\]

Then at $(\bar{x}, \bar{t})$ we have the following, where we will use $C$ to denote a constant which is independent of $\alpha, j$ and which may differ from line...
to line.

\[ 0 \geq (\partial_t - \Delta)Q(\bar{x}, \bar{t}) \]
\[ = ATr_{\omega_{\alpha,j}}(\theta_{\bar{t}+\frac{1}{4}} - \beta \Theta - \epsilon i\partial\bar{\partial} \log \log^2 \|S\|^2) + A\dot{\varphi}_{\alpha,j} - nA - \frac{n}{\bar{t}} \]
\[ \geq A(1 - c_\beta)Tr_{\omega_{\alpha,j}}[\theta_{\bar{t}+\frac{1}{4}}(\bar{t}+\frac{1}{4}) - \frac{1}{1 - c_\beta} - \epsilon i\partial\bar{\partial} \log \log^2 \|S\|^2] + A\dot{\varphi}_{\alpha,j} - nA - \frac{n}{\bar{t}} \]
\[ \geq AC(1 - c_\beta)Tr_{\omega_{\alpha,j}}\dot{\varphi} + A\log \frac{\|S\|^2 \log \|S\|^2 \omega_{\alpha,j}^n}{\Omega} - nA - \frac{n}{\bar{t}} \]
\[ \geq CT_{\omega_{\alpha,j}}\dot{\varphi} - C \frac{\omega_{\alpha,j}^n}{\bar{t}} \]
\[ \geq C \left( \frac{\omega_{\alpha,j}^n}{\omega_{\alpha,j}^n} \right)^{\frac{1}{n}} - C \frac{\omega_{\alpha,j}^n}{\bar{t}} \]

where we have used Assumption 2 in the third line, \( c_\beta \leq \frac{1}{2} \) and (4.9) in the fourth line, (3) in \( \S 2.1 \) in the fifth line, and the fact \( \frac{1}{\lambda} + C \log \lambda \) is bounded below by some constant depending on \( C \) in the sixth line. Therefore, at \((\bar{x}, \bar{t})\), \( \omega_{\alpha,j}^n \geq CT^0\hat{\omega}^n \) and so \( \dot{\varphi}_{\alpha,j}(\bar{x}, \bar{t}) \geq C + n \log \bar{t} \) by (4.7) and (3) in \( \S 2.1 \). Since \( \log \log^2 \|S\|^2 > 1 \) by Assumption 2, we have \( Q(\bar{x}, \bar{t}) \geq C + A(\varphi_{\alpha,j}(\bar{x}, \bar{t}) - \beta \log \|S(\bar{x})\|^2) \). By Theorem 4.1, \( \varphi_{\alpha,j}(t) - \beta \log \|S\|^2 \geq C \) and so \( Q(\bar{x}, \bar{t}) \geq C \). From this, and the upper bound of \( \varphi_{\alpha,j}(t) \) from Theorem 4.1, we conclude the lower bound for \( \dot{\varphi}_{\alpha,j}(t) \) in the Theorem.

4.2.3. Local trace estimates for \( \omega_{\alpha,j}(t) \). Note for all \( \alpha \) and \( j \), since \( \omega_{\alpha,j}(t) \) is a bounded curvature solution on \( M \times [0, T_{[\varphi]}] \), so \( \omega_{\alpha,j}(t) \) will be uniformly equivalent to \( \hat{\omega} \) on any closed subinterval of \( [0, T_{[\varphi]}] \). In particular, \( Tr_{\omega} \omega_{\alpha,j}(t) \) will be a bounded function on \( M \times [0, T] \).

**Theorem 4.4.** There is a smooth function \( G(\|S\|^2(x), t) \) on \( M \times (0, (1 - c_\beta)T] \) such that \( Tr_{\omega} \omega_{\alpha,j}(x, t) \leq G(\|S\|^2(x), t) \) for all \( 2\alpha \leq \beta \) and all \( j \).

**Proof.** Consider \( Q(\cdot, t) = t \log Tr_{\omega} \omega_{\alpha,j}(t) - B(\varphi_{\alpha,j}(t) - \beta \log \|S\|^2 + \epsilon \log \log^2 \|S\|^2) \), where \( \epsilon \) is chosen as in (4.9) and \( B > 0 \) is a large constant which will be determined later, independently of \( \alpha, j \). Now \( Q(x, 0) \rightarrow -\infty \) as \( x \) approaches \( D \) from (4.9), and from (4.7) and that \( \omega_{\alpha,j}(t) \) is a bounded curvature solution, \( Q(x, t) \rightarrow -\infty \) uniformly
as $x$ approaches $D$ for all $t \in [0, (1 - c_\beta)\tilde{T}]$. Hence $Q(x, t)$ attains a maximum on $M \times [0, (1 - c_\beta)\tilde{T}]$ at some point $(\bar{x}, \bar{t})$. In the following, $C_i$’s will denote positive constants independent of $\alpha, j$.

If $\bar{t} > 0$, then $0 \leq (\partial_t - \Delta)Q(\bar{x}, \bar{t})$, where $\Delta$ is the Laplacian with respect to $\omega_{\alpha,j}(t)$. Also, we have
\begin{equation}
(\partial_t - \Delta) \log Tr\omega_{\alpha,j}(t) \leq C_1 Tr\omega_{\alpha,j}\dot{\omega}
\end{equation}
for some constant $C_1$ depending only on $\dot{\omega}$ (see [19]), so
\begin{equation}
(\partial_t - \Delta)\log Tr\omega_{\alpha,j}(t) = \log Tr\omega_{\alpha,j}(t) + t(\partial_t - \Delta) \log Tr\omega_{\alpha,j}(t) \\
\leq \log Tr\omega_{\alpha,j}(t) + C_1 t Tr\omega_{\alpha,j}(t) \dot{\omega}.
\end{equation}
Using the computations in the proof of Theorem 4.3, we have
\begin{equation}
(\partial_t - \Delta)(\varphi_{\alpha,j}(t) - \dot{\beta}\log ||S||^2 + \epsilon \log \log ||S||^2) \geq \varphi_{\alpha,j} - n + (1 - c_\beta)C_2 Tr\omega_{\alpha,j}\dot{\omega}.
\end{equation}
Therefore at $(\bar{x}, \bar{t})$, using that $c_\beta < 1/2$ from Assumption 2, we have
\begin{equation}
0 \leq (\partial_t - \Delta)Q \leq \log Tr\omega_{\alpha,j} - B\dot{\varphi}_{\alpha,j} + nB + (C_1 t - \frac{1}{2}BC_2) Tr\omega_{\alpha,j}\dot{\omega} \\
\leq \log Tr\omega_{\alpha,j} - Tr\omega_{\alpha,j}\dot{\omega} - B\dot{\varphi}_{\alpha,j} + nB
\end{equation}
where in the second line we have assumed a choice $B$, independent of $\alpha, j$ and $\bar{t}$, such that $C_1 \tilde{T} - \frac{1}{2}BC_2 < -1$.

Since $Tr\omega_{\alpha,j} \leq (Tr\omega_{\alpha,j}\dot{\omega})^{n - 1} \frac{1}{\omega_{\alpha,j}^n}$ and $\dot{\varphi}_{\alpha,j} \geq C_3 \log \frac{\omega_{\alpha,j}^n}{\omega_{\alpha,j}}$ for some $C_3$ depending only on $h$ and $\dot{\omega}$, putting them into the above expression, we get
\begin{equation}
0 \leq (n - 1) \log Tr\omega_{\alpha,j}\dot{\omega} + (1 - BC_3) \log \frac{\omega_{\alpha,j}^n}{\omega_{\alpha,j}} + Tr\omega_{\alpha,j}\dot{\omega} + C_4.
\end{equation}
Assume further that $BC_3 > 2$, we have
\begin{equation}
0 \leq -Tr\omega_{\alpha,j}\dot{\omega} + (n - 1) \log Tr\omega_{\alpha,j}\dot{\omega} - \log \frac{\omega_{\alpha,j}^n}{\omega_{\alpha,j}} + C_4 \\
\leq -\frac{1}{2} Tr\omega_{\alpha,j}\dot{\omega} - \log \frac{\omega_{\alpha,j}^n}{\omega_{\alpha,j}} + C_4,
\end{equation}
we used $-x + C \log x$ is bounded above for $x > 0$ by some constant depending on $C$. Now let $\lambda_i$ be the eigenvalue of $\omega_{\alpha,j}(\bar{x}, \bar{t})$ relative to $\dot{\omega}(\bar{x}, \bar{t})$ and let $C$ denote a positive constant independent of $\alpha, j$ which may differ from line to line. Then the previous equation says
\begin{equation}
\sum_i (\frac{1}{2\lambda_i} + \log \lambda_i) \leq C
\end{equation}
and from the fact that the function $1/2x + \log x$ is bounded below for all $x > 0$, we get that $(\frac{1}{2\lambda_i} + \log \lambda_i) \leq C$ for each $i$, thus $Tr\omega_{\alpha,j}(\bar{x}, \bar{t}) \leq C$. 

Since \( \varphi_{\alpha,j}(t) - \hat{\beta} \log \|S\|^2 \geq C \) and \( \epsilon \log \log^{2} \|S\|^2 \geq 0 \) we conclude \( Q(\bar{x}, \bar{t}) \leq C \). Thus by our earlier observed upper bound for \( Q(x, 0) \) we get \( Q(x, t) \leq C \) on \( M \times [0, (1 - c_{\beta})\bar{T}] \) and the Theorem follows from this and the upper bound in Theorem \( \text{1.1} \).

4.3. **Completion of Proof of Theorem** \( \text{1.2} \). Now recall our family \( \omega_{\alpha,j}(t) \) of solutions to (1.1) on \( M \times [0, T_{[\omega]}] \) from Lemma 4.2. Recall that we wrote \( \omega_{\alpha,j}(t) = \theta_{t} + i\partial\bar{\partial}\varphi_{\alpha,j}(t) \) where \( \varphi_{\alpha,j}(t) \) solves (4.7) on \( M \times [0, T_{[\omega]}] \). Also recall the choices made in Assumption 2, and in particular that \( 0 < T < \bar{T} < T_{[\omega]} \) was arbitrary.

From the Theorem 4.3, 4.4 and (4.7), for any \( \epsilon > 0 \) and compact subsets \( K_{1} \subset K_{2} \subset M \) we may have

(4.11) \[ C_{1}\eta \leq \omega_{\alpha,j}(t) \leq C_{2}\eta \]
on K_{2} \times [\epsilon, T] \] for some constants \( C_{i} \) independent over all \( \alpha \leq \hat{\beta}/2 \) and all \( j \). It follows from this and the estimates from the Evans-Krylov theory (see also [22] for a maximum principle proof of these for (1.1)), that for some \( \alpha_{k} \to 0, \ j_{k} \to \infty \), we have \( \omega_{\alpha_{k},j_{k}}(t) \) converges on \( K_{1} \times [\epsilon, T] \) smoothly to a limit solution \( \omega(t) \) to the flow in equation (1.1). As \( T < T_{[\omega]} \) was chosen arbitrarily, by a diagonal argument we may in fact assume \( \omega_{\alpha_{k},j_{k}}(t) \) converges on \( M \times (0, T_{[\omega]}) \), smoothly on compact subsets, to a limit solution \( \omega(t) \) to the flow in (1.1), while also \( \omega_{\alpha_{k},j_{k}}(0) \to \omega_{0} \) smoothly on compact subsets of \( M \). By applying Theorem 4.1 in [3] to the sequence \( \omega_{\alpha_{k},j_{k}}(t) \) on \( M \times (0, T_{[\omega]}) \) and observing the uniform lower bound on \( \omega_{\alpha_{k},j_{k}}(0) \geq \delta\omega \) in (4.5), we see that \( \omega_{\alpha_{k},j_{k}}(t) \) actually converges smoothly on \( M \times (0, T_{[\omega]}) \) to a limit solution satisfying (1.5). In other words the solution \( \omega(t) \) extends smoothly on \( M \times (0, T_{[\omega]}) \) and satisfies (1.5).

We now show (1) in the Theorem \( \text{1.2} \) is satisfied. Fix any Hermitian metric \( h \) on \( O_{D} \) and smooth volume form \( \Omega \) on \( M \). Then as in our derivation of (4.7) we see that \( \varphi(t) := \varphi_{0} + \int_{0}^{t} \log \log \frac{\|S\|^2_{h} \log \|S\|^2_{h}(\omega(t))}{\Omega} \) solves (1.7) on \( M \times [0, T_{[\omega]}] \) and (1.8). In particular, \( \varphi(t) = \lim_{k \to \infty} u_{\alpha_{k},j_{k}}(t) \) where \( u_{\alpha_{k},j_{k}}(t) = \varphi_{\alpha_{k},j_{k}} + \int_{0}^{t} \log \log \frac{\|S\|^2_{h} \log \|S\|^2_{h}(\omega_{\alpha_{k},j_{k}}(t))}{\Omega} \) solves (1.7) on \( M \times [0, T_{[\omega]}] \) with initial data \( \varphi_{\alpha_{k},j_{k}} \). To see that the upper bound in (1) holds, note that the estimate in Lemma 4.3 (1) in fact holds for any, and hence our, choice of \( h \) for some constant \( C_{1} \). Then from the proof of the upper bound in Theorem \( \text{1.1} \) there exists a continuous function \( U(t) \) such that \( u_{\alpha_{k},j_{k}}(t) \leq U(t) \) and hence \( \varphi(t) \leq U(t) \) on \( M \times [0, T_{[\omega]}] \). This completes the proof of (1) in the Theorem.
Finally, we show that (2) holds. Let \( \varphi_0 \) be as in (2). For any choice of \( 0 < T < \tilde{T} < T_{[\omega_0]} \) and corresponding subsequent choices in Assumption 2, consider solutions \( \varphi_{\alpha,j}(t) \) to (4.7) on \( M \times [0,T) \) constructed in the proof of Theorem 1.2 so far. Now if \( \varphi_0 \) also satisfies the lower bound in (2) then we may replace the estimates in (4.8) with (4.12) \[ \alpha \log \| S \|^2 - C \log \log \| S \|^2 \leq \varphi_{\alpha,j} < C \]
for some \( C \) and all \( \alpha \leq \hat{\alpha} \) and all \( j \) where \( \hat{\alpha} \) is from Lemma 4.1.

Now for \( \hat{\alpha} \) sufficiently small, observe that the estimate in Lemma 4.3 (2) still holds after replacing \( \beta \) with any \( \alpha \leq \hat{\alpha} \). Now repeating the proof of the lower bound in Theorem 4.1, but using instead the function \( Q_\epsilon(x,t) = \varphi_{\alpha,j}(x,t) - 2\alpha \log \| S(x) \|^2 - \int_0^t \log(C_2s)ds + et \), we may have \( \varphi_{\alpha,j}(t) \geq -\alpha \log \| S \|^2 - C \log \log \| S \|^2 + \int_0^t \log(C_2s)ds \) on \( M \times [0,T] \) for all \( \alpha \leq \hat{\alpha} \) and all \( j \). The a priori estimates in §4 imply that \( \varphi_{\alpha,j}(t) \) converges smoothly on compact subsets of \( M \times [0,T] \) to some \( \varphi(t) \) satisfying the bounds in (2). This completes the proof of Theorem 1.2 (2).

5. Proof of Theorem 1.3

We begin with the following Theorem from which Theorem 1.3 will follow. In the following, for any complete Kähler manifold \((M,\omega)\) with bounded curvature, we use \( T(\omega) \) to denote the maximal existence time of a complete bounded curvature solution to the Kähler-Ricci flow (1.1) starting from \( \omega \). Also, we say \( \gamma(x) \) is a distance like function on \((M,\omega)\) if for some \( p \in M \) and \( C_1, C_2 > 0 \) we have \( C_1^{-1}d(p,x) \leq \gamma(x) \leq C_1d(p,\cdot) \) whenever \( d(p,x) > C_2 \), where \( d(p,\cdot) \) is the distance function from \( p \) on \((M,\omega)\).

**Theorem 5.1.** Let \((M,\hat{\omega})\) be a complete Kähler manifold with bounded curvature. Let \( \gamma : M \to \mathbb{R} \) be a smooth distance-like function with \( |\nabla \gamma|_\omega < C \) and \( |i\partial \bar{\partial} \gamma|_\omega < C \) for some constant \( C \). Let \( \varphi \in C^\infty(M) \) such that \( |\varphi|/\gamma \to 0 \) and \( |\nabla \varphi|_\omega/\gamma \to 0 \) as \( \gamma \to 0 \). If \( \omega = \hat{\omega} + i\partial \bar{\partial} \varphi \) is a complete metric with bounded curvature and satisfies \( |\omega - \hat{\omega}|_\omega \to 0 \) as \( \gamma \to 0 \), then \( T(\omega) = T(\hat{\omega}) \).

**Proof.** Let \( \rho : \mathbb{R} \to \mathbb{R} \) be a smooth function such that \( \rho = 1 \) on \([0,1]\) and \( \rho = 0 \) on \([2,\infty)\). Define \( \rho_R : M \to \mathbb{R} \) by \( \rho_R = \rho(\gamma/R) \) and let \( \omega_R = \hat{\omega} + i\partial \bar{\partial} (\rho_R \varphi) \). We claim that if \( R \) is sufficiently large then \( \omega_R \) is a complete Kähler metric and there exists \( C_R \to 1 \) as \( R \to \infty \) such that \( \frac{1}{C_R \omega} \leq \omega_R \leq C_R \omega \).

We have \( \omega_R = \rho_R \omega + (1 - \rho_R) \hat{\omega} + 2\Re(i\partial \rho_R \hat{\varphi} + \bar{\partial} \varphi) + i\varphi \partial \bar{\partial} \rho_R \). Since \( |\omega - \hat{\omega}|_\omega \to 0 \) as \( \gamma \to \infty \), we have \( \frac{1}{C_R \omega} \leq \rho_R \omega + (1 - \rho_R) \hat{\omega} \leq C_R \omega \) for
some $C_R \to 1$ as $R \to \infty$. Now it suffices to show that $|2\text{Re}(i\partial \rho_R \wedge \bar{\partial} \varphi)|_{\bar{\omega}} \to 0$ and $|i\varphi \bar{\partial} \rho_R|_{\bar{\omega}} \to 0$ uniformly on $M$ as $R \to \infty$.

For any point in $M$, we have

$$|2\text{Re}(i\partial \rho_R \wedge \bar{\partial} \varphi)|_{\bar{\omega}} \leq \left| \frac{\rho'(\gamma)}{R} \bar{\nabla} \varphi \right|_{\bar{\omega}} \leq \frac{C}{R} \left| \nabla \varphi \right|_{\bar{\omega}} \leq 2C \left( \max_{R} |\rho'| \right) \left| \nabla \varphi \right|_{\bar{\omega}}.$$

Because $|\nabla \varphi|_{\bar{\omega}} = \gamma \to 0$ as $\gamma \to \infty$, the function on the right hand side converges uniformly to 0 as $R \to \infty$. Similar argument works for

$$|i\varphi \bar{\partial} \rho_R|_{\bar{\omega}} = |\varphi \rho' \gamma \left( \frac{\gamma}{R} \right) i\bar{\partial} \gamma \wedge \bar{\partial} \gamma|_{\bar{\omega}}.$$

Therefore, we have a family of complete Kähler metrics $\omega_R$ such that $\frac{1}{C_R} \omega \leq \omega_R \leq C_R \omega$ with $C_R \to 1$ as $R \to \infty$ and it is clear that $\omega_R$ has bounded curvature. Therefore, by Theorem 2.2 in [4], we have $\frac{1}{C_R} T(\omega_R) \leq T(\omega) \leq C_R T(\omega_R)$. On the other hand, since $\rho_R \varphi$ has compact support, by Theorem 4.1 in [15], we have $T(\omega_R) = T(\hat{\omega})$ for all $R$. Therefore, passing the limit $R \to \infty$ we obtain $T(\omega) = T(\hat{\omega})$. □

Proof of Theorem 1.3. The uniqueness of bounded curvature solutions follows from [6]. Let $p \in M$ and let $d_\omega(p, \cdot)$ be the distance function to $p$ relative to $\omega$. Let $\gamma(x) := \log \log |S(x)|^2$ on $M$. Then from (2.1) we may write

$$\omega = \bar{\eta} - i\partial \bar{\partial} \gamma(x) = \bar{\eta} - 2dd^c \log \frac{\|S\|^2_\hbar}{\log \|S\|^2_\hbar} + 2i\partial \gamma \wedge \bar{\partial} \gamma.$$

Noting that $\eta$ as well as the numerator of the second term above are smooth forms on $M$, we see that for all $x \in M$ sufficiently close to $D$, or equivalently when $\gamma(x)$ is sufficiently large, we have $C^{-1} \gamma(x) \leq d_\omega(p, x) \leq C \gamma(x)$ and $\|d\gamma(x)\|_{\bar{\omega}} < C$ for some constant $C$. Moreover, for all $x \in M$ sufficiently close to $D$ we also see from above that $-i\partial \bar{\partial} \gamma(x) > 0$, and from this and the first equality above we may conclude that $\|i\partial \bar{\partial} \gamma(x)\|_{\bar{\omega}} \leq C$ for some $C$ independent of $x$. In other words, $\gamma$ satisfies the assumption in Theorem 5.1 relative to $\hat{\omega}$, and Theorem follows immediately. □
Remark 5. In Theorem 1.3 we can remove the condition on $d\varphi$ if we assume $\omega_0$ has the same standard spatial asymptotics as that of $\hat{\omega}$ as defined in [15]. As an example, if $\omega = \hat{\omega} + i\partial\bar{\partial} \log \log \log \|S\|^2$ defines a metric, then it has standard spatial asymptotics at $D$ but not super-standard spatial asymptotics (see example 8.12 in [15]) while Theorem 1.3 still provides a bounded curvature solution on $M \times [0, T_{[\omega_0]})$. 
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