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ABSTRACT Control systems of modular multilevel converters can be partitioned into several levels. Such partitioning is becoming relevant in multi-vendor high-voltage direct-current systems where one party may deliver the converter hardware and associated control, whereas another party may deliver the system-related control. However, the exact control system partitioning has not been subject to research. This paper presents a method for partitioning control systems into two levels with minimum dependencies between the two levels. Furthermore, the impact of specific control designs on the partitioning and integration effort is discussed using an example. The presented method is useful for the design of multi-vendor control systems for modular multilevel converters whose partitioning otherwise would be based on engineering intuition.

INDEX TERMS Graph theory, modular multilevel converters, control system partitioning.

I. INTRODUCTION

The all power electronics grid will likely have a backbone structure consisting of high-voltage direct-current (HVDC) transmission links or HVDC multi-terminal systems. Many single-vendor point-to-point HVDC links are in operation. However, the implementation of multi-vendor or multi-terminal HVDC systems requires careful coordination.

In this context, the control systems of the modular multilevel converters (MMCs) have to be designed to accommodate a multi-vendor approach, particularly if one party delivers the converter hardware and associated control, whereas another party delivers the system-related control. Such a setup is becoming a more commonly used approach in multi-vendor HVDC systems according to [1] stating that “...the external controller and the internal controller are usually provided by different vendors...”. Hierarchical control systems with partitioning into an upper and a lower level are nothing new, as many standards and publications show, e.g., [2]–[4]. Though it is usually not explicitly stated, it can be assumed that, ideally, the control functions placed in the upper level should be concerned with the MMC’s system behavior. In contrast, the control functions placed in the lower level should ideally be concerned with the MMC internal behavior and hardware requirements. In such an ideal scenario, the partitioning into upper level and lower level can be assumed to be straightforward, as shown in Fig. 1(a).

Unfortunately, some control functions usually placed in the lower level can impact the system behavior. Vice-versa, some upper-level control functions concerned with the MMC system behavior depend on the MMC lower-level control and hardware (see Fig. 1(b)). In other words, the MMC hardware dimensioning and associated lower-level control determine what functionality the MMC can deliver to the system, e.g., during fault. As a result, it is not straightforward to partition an MMC control system into an upper and a lower level.

A real example of an HVDC system with multi-vendor control is the Johan Sverdrup project with two parallel HVDC links by two vendors and a third-party device providing...
coordinating control [5], [6]. Another example is the Zhangbei project with vendor-specific MMC valves [7] and upper-level controls supplied by another vendor. Similarly, the three-terminal Nan’ao system in Fig. 2 has a vendor-specific valve and submodule control [8], [9]. Note that the circulating current control is found in the lower control level. However, it is not explicitly indicated whether the DC- and AC-side current controllers are placed in the lower or upper control level.

The placement of specific control functions into specific control levels has not been subject to research, and the underlying reasoning is not addressed in standards or information on real MMC control systems. This gap leads to several challenges. For example, if there are dependencies between the upper and lower control level, sensitive vendor-specific implementation aspects and hardware limits in the lower level may have to be disclosed for the optimal design of the upper level. Also, if the upper and lower control levels are designed by different parties (vendors, transmission system operators (TSOs), consultancies) with a non-optimal partitioning, that is, many dependencies, likely the integration effort will be unnecessarily high — which can be perceived as a blocker for the implementation of multi-vendor HVDC systems. Furthermore, it can be argued that the result of a non-optimal control system partitioning will be the overdesign of the converter hardware, such as to provide margins in case the upper-level control puts unexpectedly high requirements on the hardware. For all these challenges, the underlying and central unaddressed aspect is that the exact partitioning of control systems in multi-vendor setups seems subject to an engineering decision and not a thorough investigation.

This paper addresses this gap by proposing a graph-theoretic method for partitioning MMC control systems. In particular, the integration effort motivates partitioning, where a minimum dependency between an upper and a lower control part is achieved. A minimum dependency refers to physical interfaces (e.g., references) between the upper and lower control levels, as well as, information to be shared (e.g., about lower control level needed for the design of the upper level). Lastly, specific control functions can be manually assigned to either the upper or lower control level before partitioning with a minimum dependency.

This paper is structured as follows: Section II describes the main idea of how control systems can be partitioned using graph theory. Section III presents the graph-theoretic method for this purpose. Section IV illustrates the control system under study, and Section V the different test cases. Section VI presents the results of the partitioning. Section VII discusses these results from different perspectives. Finally, Section VIII draws the conclusion.

II. PROCEDURE FOR PARTITIONING

The proposed procedure for partitioning an MMC control system using graph theory requires the following definitions. The procedure is described in Section II-F.

A. GRAPH REPRESENTATION

An MMC control system is represented as an undirected graph consisting of nodes and edges.

A node is used to represent an MMC control function. Two additional nodes are used as criteria for partitioning the control system graph into two parts. In this paper, these two nodes are “system relevance” and “hardware relevance”.

An edge is used to represent an MMC control signal between two control functions. Furthermore, edges can be added to represent a conceptual connection between a control function and “system relevance” or “hardware relevance”.

B. MINIMUM CUT

The minimum cut between two graph nodes is achieved when a minimum sum of (weighted) edges is cut. In this paper, the cut is performed between node “system relevance” and node “hardware relevance”. The minimum cut can be interpreted as minimum dependency between two graph parts. As a result, the minimum cut can be used to numerically assess the integration effort of a specific control system partitioning.

C. SYSTEM RELEVANCE (NODE)

System relevance means that a control function has an impact on the MMC’s system behavior. System relevance is indicated with an edge from the control node in question to the system relevance node. An example is the active power control, whose design is relevant for the MMC’s system behavior [11].

D. HARDWARE RELEVANCE (NODE)

Hardware relevance means that a control function is closely connected with the converter hardware. Hardware relevance is indicated with an edge from the control node in question to the hardware relevance node. An example is the current control, whose design is relevant so as not to surpass the MMC’s current limits and the capacitor voltage limits [11].

E. GRAPH EDGE WEIGHT

The edge weight represents how strongly two nodes are connected. In this paper, all edges within the control system graph, i.e., control signals, are chosen to have an edge weight of one. The additional edges connecting a control system node to the “system relevance” or “hardware relevance” node
can be assigned a larger edge weight to model the degree of relevance a control system node has for either the system or the hardware. In this paper, two options are available to model the degree of relevance, as shown in Fig. 3. For hands-on examples, it is referred to Section IV-B.

1) PARAMETERIZATION-RELATED RELEVANCE (EDGE WEIGHT 10)
Parameterization-related relevance means that the parameterization (e.g., gains) of a control function is relevant for the behavior on the system or converter hardware level, whereas the specific implementation of that function (e.g., detailed block diagram, underlying hardware limits/configuration) are not relevant. A parameterization-related relevance could be described using the parameters and a suitable description of the implemented functionality (transfer function, representative block diagram). Modifying the parameters (e.g., gains) is sufficient to change the behavior of a function with parameterization-related relevance. In this paper and as an example, the parameterization-related relevance is assigned an edge weight of ten.

2) IMPLEMENTATION-RELATED RELEVANCE (EDGE WEIGHT 100)
Implementation-related relevance means that both the parameterization (e.g., gains) and additional implementation-related knowledge of a control function are relevant for the behavior on the system or converter hardware level. Implementation-related relevance includes the function’s parameterization, but in addition, an implementation aspect (e.g., the sizing and/or configuration of hardware components, control system sampling and/or delays, the detailed block diagram) is relevant for the function’s behavior. To analyze the behavior of a function with implementation-related relevance, the parameterization and its interplay with implementation-specific aspects have to be understood. To change the behavior of a function with implementation-related relevance, ultimately, not only the parameterization but also specific implementation aspects may have to be changed. In this paper and as an example, the implementation-related relevance is assigned an edge weight of one hundred (compared to ten for parameterization-related relevance). This higher edge weight was chosen because more aspects than the simple parameterization are relevant for the behavior of a function with implementation-related relevance.

F. STEPS
Using the previous definitions, it is proposed to partition an MMC control system using four steps as illustrated in Fig. 4.
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III. GRAPH PARTITIONING METHOD

The graph partitioning method used in this paper is based on the minimum cut - maximum flow theorem [12]. The minimum cut between two graph nodes separating a graph into two parts corresponds to the maximum flow between those nodes1.

The maximum flow problem was first solved in 1956 and was presented and proven in [12]. The first algorithm that guaranteed termination was presented in the 1970s [14] with an upper runtime bound of $O(NE^2)$ with $N$ the number of graph nodes and $E$ the number of graph edges. Over the years, many more implementations with smaller upper runtime bounds were presented.

The “direct” minimum cut problem was first solved in 1995 [15] with an upper runtime bound of $O(N^2|E| + |N|^2\log|N|)$. Even though solving a maximum flow or minimum cut problem yields the same result, note that maximum flow algorithms are more established than minimum cut algorithms. Furthermore, maximum flow algorithms are readily available in different software, e.g., MATLAB, or R, Python, and C [16]. For that reason, a maximum flow algorithm is used for the method proposed in this paper. Note that algorithm runtime is not critical in the scope of this paper investigating small graphs (but would also favor maximum flow algorithms). For a better interpretation of the problem at hand, the remainder of this paper will present information using edge weights (not flows) even though a maximum flow algorithm is used for graph partitioning. For an overview on graph partitioning methods, it is referred to [17].

In power electronics, graph theory has been used for dynamic analysis [18], [19] (using switching flow graphs), cooperative control [20] (using directed communication graphs), converter topology simplification [21] (using node merging and path elimination), converter topology derivation [22] (using graph search), and chip layout optimization [23] (using constraint graphs). Another prominent example of using the minimum cut - maximum flow theorem is image segmentation. To the authors’ knowledge, graph-theoretic methods have not been used for control system partitioning, and vice versa, control system partitioning has not been subject to research.

IV. SYSTEM UNDER STUDY

The system under study is a typical control system of a single MMC-HVDC converter shown in Fig. 5. This implementation uses an energy-based approach and builds upon [10]. A standard MMC circuit is assumed, as presented, e.g., in [11], including a measurement distribution providing the required inputs for each control function block in Fig. 5, e.g., measured voltages, currents, angles, active/reactive powers, etc. Note that for better visibility, Fig. 5 only contains a strongly reduced representation of the measurement distribution.

Each control function block is represented by a node in a control graph and is assigned a number. The nodes are assigned a “system relevance” or “hardware relevance” (see Sections IV-A and IV-B, not shown in Fig. 5) with parameterization-related or implementation-related edge weight. Most nodes are assumed with a fixed degree of system or hardware relevance. However, some nodes are assumed with different degrees of system or hardware relevance depending on their design. Note that these assumptions serve the purpose of illustrating the developed partitioning method. Depending on a specific control system or control function design, other degrees of relevance (for the system or hardware) may apply.

1The flow of a graph can be calculated with, e.g., [13] and has additional constraints on edge capacity (maximum flow through an edge is the edge weight) and flow conservation (what flows into a node has to flow out).
FIGURE 5. Control system under study.

A. FIXED RELEVANCE DEGREE
The nodes 1 - 19, 21 - 23, 25, 28 - 29, and 31 - 37 are assumed with a parameterization-related relevance for the system because changing the parameters of the control functions is assumed to change the MMC’s system response.

The nodes 20 - 39 are assumed with an implementation-related relevance for the hardware because not only their parameterization but also their interplay with implementation aspects are assumed to determine the impact of those functions on the converter hardware.

B. RELEVANCE DEGREE DEPENDING ON FUNCTION DESIGN
To illustrate the developed graph method for control system partitioning, some nodes are assumed with parameterization-related or implementation-related relevance (for either system or hardware):

- 19 I_Q modulation and I_P/I_Q priority and capability limitation (on hardware),
- 20 Active power control (on system),
- 24 Current control (on system),
- 25 AC voltage limitation (on system).

For node 19, I_Q modulation and I_P/I_Q priority and capability limitation, an implementation-related hardware relevance is assumed if the underlying real hardware limitations have to be known to understand if the function will make the converter go into a forbidden operating point [11]. A parameterization-related hardware relevance is assumed if the design is in per unit instead of revealing actual hardware values.

For node 20 Mode 1: Active power control, a parameterization-related system relevance can normally be assumed. An implementation-related system relevance, however, may be assumed if software filtering is used such that the filter implementation becomes relevant for the function’s system behavior [11].

For node 24 Current control, a parameterization-related system relevance is assumed because the parameterization determines the answer to a disturbance. However, the underlying implementation (e.g., sampling and delays) may have an impact in higher frequency regions [24] and therefore also an implementation-related system relevance may be assumed.

For node 25 AC voltage limitations, it is assumed that this function is only noticeable on the system level if the converter runs into a forbidden operating point and limits the AC voltage to protect its hardware [11]. It is assumed that this function can be designed with parameterization-related system relevance (e.g., in p.u.) but also with implementation-related system relevance requiring revealing specific hardware aspects to fully understand the system behavior.

For node 29 DC voltage control or feedforward, a parameterization-related relevance for the system is assumed if a DC voltage controller is used. If instead a feedforward is used no relevance on the system is assumed [11].
TABLE 1. Results

|                      | Edge weight | Case 1 | Case 2 | Case 3 | Case 4 |
|----------------------|-------------|--------|--------|--------|--------|
| System under study   |             |        |        |        |        |
| parameterization-related system relevance | 10 | (1) – (19) | (1) – (25) | See 1a but manually assigned to lower level (20) (24) (25) |
| implementation-related system relevance | 100 | (20) (24) (25) | none | See 1a but manual partitioning according to standards and reference architectures, compare Fig. 5 |
| parameterization-related hardware relevance | 10 | (20) | (20) (19) |
| implementation-related hardware relevance | 100 | (19) (20) (24) | (20) (24) (25) |
| nodes in upper level | (same nodes are highlighted red in Fig. 6), indicated in light gray are the nodes with hardware relevance | 11 – 19 | 11 – 19 | see case 2 | 11 – 18 |
| nodes in lower level | (same nodes are highlighted black in Fig. 6), indicated in light gray are the nodes with system relevance | 10 – 19 | 10 – 19 | see case 2 | 10 – 19 |
| physical interfaces | 19 (19) (19) (19) | 20 (20) (20) (20) | 21 (21) (21) (21) | 22 (22) (22) (22) | see case 2 | 37 – 38 |
| physical signal cuts | 360 | 176 | 546 | 1412 |
| upper-level nodes with hardware relevance | 10 | 6 | 6 | 2 |
| lower level nodes with system relevance | 13 | 16 | 16 | 5 |
| total edge weight of minimum cut | 360 | 176 | 546 | 1412 |

V. TEST CASES

Four test cases will be investigated. In each test case, the number of physical signal cuts, the number of upper-level nodes with hardware relevance, the number of lower-level nodes with system relevance, as well as the total weight of the edge cut will be evaluated.

A. CASE 1: MOSTLY IMPLEMENTATION-RELATED RELEVANCE

In test case 1, the nodes 19, 20, 24, 25 are assumed with an implementation-related relevance for system or hardware, respectively (compare Section IV-B). Node 29 is assumed with a parameterization-related system relevance.

B. CASE 2: CHANGE FROM IMPLEMENTATION-RELATED TO PARAMETERIZATION-RELATED RELEVANCE

In test case 2, with the reasoning in Section IV-B, the nodes 19, 20, 24, 25 are changed such that they only have a parameterization-related relevance for system or hardware (instead of implementation-related). Also, node 29 is changed such that it has no more system relevance. Compared to test case 1, test case 2 has modifications corresponding to an improvement, meaning that the node relevance on either the system or the hardware is less than before. The assumption is that this makes the partitioning more straightforward.

C. CASE 3: MOSTLY STRUCTURAL IMPACT WITH MANUAL NODE ASSIGNMENT

In test case 3, the same node relevance for either system or hardware is assumed as in case 1. Additionally, the nodes that were placed in the upper control part in case 1 (and which still have a hardware relevance) are now manually assigned to the lower control level.

D. CASE 4: PARTITIONING ACCORDING TO STANDARDS / REFERENCE ARCHITECTURES

In test case 4, no graph theory is used for partitioning. The MMC control system is manually partitioned according to standards and published reference architectures [2], [8], [9]. The interface between the upper and lower control level is at the arm reference voltage with the circulating current control placed in the lower control level as shown in Fig. 5.

VI. RESULTS

The results for the different test cases are shown in Table 1. The resulting partitioned control system are shown in Fig. 6 for test case 1 and 2.

Test case 1 results in the partitioning into upper and lower control level as indicated in Fig. 6(a). Three nodes in the upper level have a hardware relevance, and 13 nodes in the lower level have a system relevance. The physical interface between the upper and lower control parts consists of 10 signals. The total weight of the minimum cut is 360.

Compared to test case 1, test case 2 results in a partitioning with nodes 20, 24 and 25 in the lower level as shown in Fig. 6(b). This is achieved by changing the design of node 19 from implementation-related to parameterization-related hardware relevance, nodes 20, 24, 25 from implementation-related to parameterization-related system relevance, and node 29 from parameterization-related to no system relevance. This means that the edges connecting these nodes with “system relevance” have less weight such that the “hardware
relevance” node has more influence resulting in the nodes being assigned to the lower level. No more node in the upper level have a hardware relevance. 16 nodes in the lower level have a system relevance. The physical interface between the levels consists of six signals. The total weight of the minimum cut is 176.

Test case 3 is based on test case 1. However, nodes 22 - 24 are manually assigned to the lower level such that no nodes with hardware relevance are present anymore in the upper level. The resulting partitioning is identical to test case 2. 16 nodes in the lower level have a system relevance. The physical interface between the upper and lower control levels consists of six signals. However, the total weight of the minimum cut is 546 and much higher than in test case 2 even though the identical partitioning is achieved.

Test case 4 with manual partitioning according to reference architectures and standards results in 15 nodes in the upper level with hardware relevance and five nodes in the lower level with system relevance. The physical interface between the upper and lower control level consists of only two signals, which is the lowest for all test cases. However, the total weight of the minimum cut is 1410 and the highest for all test cases.

VII. DISCUSSION
The presented method for partitioning of MMC control systems can be discussed from different perspectives.

A. LIMITATIONS
In the study done in this paper, the edge weight for a specific type and degree of relevance is chosen based on different observations (compare Section IV-B) on how the parameterization or implementation of a control function is relevant for either system or hardware. In this paper, the edge weights of 10 (parameterization-based relevance) and 100 (implementation-based relevance) were chosen as examples. Though it could not be shown using the test cases in this paper, the choice of edge weights, together with a function design, can impact the minimum cut.

A limitation when choosing the relevance edge weights is that there is currently no unified metric to model that relevance (and corresponding edge weight). For example, a high-frequency resonance in the power system related to the sampling (implementation-related relevance 24) could be numerically represented with worst-case negative damping, which could reflect in a specific edge weight. On the other hand, an active power control response related to a specific filter implementation (implementation-related relevance 20) would rather be represented with, e.g., a response time, which could then reflect in a specific edge weight. Though desirable, it is not obvious what a unified method for assigning relevance edge weights could look like.

Furthermore, it should be kept in mind that dealing with a function’s implementation aspects may be more challenging than dealing with a function’s parameterization for non-engineering reasons, e.g., intellectual property or trade secrets associated with implementation aspects. At the current research stage, the above aspects can only be reflected by manually choosing the relevance edge weights.

B. INTEGRATION EFFORT
The minimum cut corresponds to the minimum sum of edge weights between two graph parts. In this paper, these two parts correspond to “hardware relevance” and “system relevance”, resulting in a partitioning into an upper and a lower control level. The edge weight of the minimum cut can be interpreted as the dependencies between the two graph parts and, as a result, the integration effort of the resulting partitioning (one
vendor or integrator for system level, another vendor for hardware level) for the following three reasons:

Firstly, a different number of physical signal interfaces need to be provided as interface between lower and upper control parts, resulting in higher or lower integration effort.

Secondly, upper-level nodes with hardware relevance (case 1) must be well-understood when designing the lower control level and underlying hardware. In turn, the hardware design determines the design of the upper-level nodes with hardware relevance. Here, a distinction must be made between those nodes with parameterization-related hardware relevance and others with implementation-related hardware relevance. Node ⑨ for example, is designed with an implementation-related hardware relevance in test case 1 but a parameterization-related hardware relevance in test case 2. With implementation-related relevance, the specific implementation aspects (likely vendor-specific knowledge) may have to be disclosed. With parameterization-related relevance, the design is such that no vendor-specific implementation knowledge has to be disclosed, thus making the integration easier (and the total edge weight of the minimum cut smaller).

Thirdly, lower-level nodes with system relevance must be well-understood when designing the upper control level. In test case 1, nodes ②④⑤ have an implementation-related system relevance meaning that vendor-specific implementation aspects and hardware limits may have to be disclosed, thus leading to a high integration effort (and high total edge weight of the minimum cut). In turn, in test case 2, the fact that there is no node with implementation-related system relevance means that the integration effort is smaller compared to test case 1. This is reflected in a lower edge weight of the minimum cut.

A manual assignment of a node to the lower level (such as to avoid implementation-related relevances stretching from the upper control part to the hardware) is possible, as shown in case 3 while avoiding a function re-design. Here only the manual assignment of nodes to the lower level was investigated, but a node could equally well be manually assigned to the upper level. Other reasons for a manual assignment include a close connection to other functions, traditional placement in a certain control part, or intellectual property. Note, however, that the simple placement of nodes in a specific control part may not result in a decreased integration effort. In case 3 (based on case 1), three nodes are manually assigned to the lower level, resulting in a minimum cut of weight 546, indicating the increased integration effort (compared to case 2, weight 176). This is because, in case 3, lower-level functions with implementation-related system relevance have to be described to the upper-level control system to ensure proper design.

In summary, the main benefit of the proposed graph-theoretic method for control system partitioning is that the dependencies between the two control parts and the resulting integration effort can firstly be numerically assessed and secondly be minimized using the minimum cut, i.e., the sum of edge weights between two graph parts.

On another note, it can furthermore be argued that a partitioning with decreased dependencies between the upper and lower control level may allow the development of a more optimized hardware design because decreased dependencies could allow for reduced safety margins that otherwise account for potentially unknown and complex dependencies to the behavior of the upper-level control part.

C. PARTITIONING CRITERIA

This paper investigated the functional partitioning into “system relevance” and “hardware relevance”. However, other functional partitioning aspects, e.g., sub-partitioning on the system level could also be investigated. Non-functional options for partitioning include, e.g., the testing effort or partitioning into functions running on a digital signal processor (DSP) or a field-programmable gate array (FPGA). Vice-versa, the computing capacity or speed capability of the respective DSPs or FPGAs in an MMC control system may require manually assigning a control function to the upper level (likely implemented in a DSP) or lower level (likely implemented in an FPGA). Also, the partitioning method could be applied with additional protection functions and/or consider signal bandwidths. For example, a high signal bandwidth between two functions could be represented with a high edge weight, resulting in these two functions being so closely connected that they can be treated as a node sub-group. On this note, a manual sub-grouping of nodes, using an artificially high edge weight, may be done if two (or several) control functions are traditionally implemented together, or their separation with a communication interface would affect control performance.

Finally, the graph partitioning method could also be adapted to address the coordinated design of multiple MMCs, such as back-to-back MMC systems. For such applications, additional control layers are needed, in turn requiring a different method of control system partitioning [17], e.g., using several steps.

D. COMPARISON WITH STANDARDIZED PARTITIONING

When comparing the graph-based control partitioning with standardized approaches for control partitioning [2]–[4] or published control architectures [8], [9] it must be kept in mind that these partitioning solutions operate on generalized (standardized) and as a result simplified control systems. Still, it can be observed that the established partitioning solutions tend toward interfacing at the arm reference voltage with the circulating current control in the lower control level. However, suppose the relevance of control functions on the system and/or hardware is considered (as done in this paper). In that case, the partitioning is optimal in other locations that is not the arm reference voltage. This may result in more physical interfaces (e.g., six in case 2 compared to two in case 4) but fewer dependencies and less integration effort between upper and lower control levels (e.g., low minimum cut weight of 176 case 2 compared to 1412 in case 4).
E. HANDLING SENSITIVE INFORMATION

As regards multi-vendor setups, note that the proposed partitioning method operates on information whether or not there is an implementation-related or parameterization-related relevance of a function for hardware and/or system. The specifics of a function do not have to be revealed. As such, the method allows discussions between different parties (vendors, TSOs, research institutes) in an early project stage when detailed information about control functions is not yet relevant or cannot be revealed.

Furthermore, the proposed partitioning method gives means to understand how control design and the need for information disclosure interact. This is relevant not only in multi-vendor setups but even more so in suggested approaches using open-source upper-level MMC control [10] that would allow collaboration and re-configuration on the upper system level while keeping vendor-specific implementation aspects on the lower control level closed.

F. FUTURE WORK: SYSTEMS ENGINEERING, FUNCTIONAL SPECIFICATIONS, AND GRID CODES

In the future, it can be expected that the widespread application of complex HVDC systems will require a holistic design approach using the *Systems Engineering* methodology [25]. With this methodology, functional specifications will be defined for MMC control and protection based on requirements allowing a robust system design [26]. In a simplified view, the *Systems Engineering* methodology uses three steps:

The first step is the concept definition of the MMC control and protection system with the identification of neighboring systems and the basic operational conditions.

The second step is the system definition, where different specific MMC control and protection systems are evaluated regarding pre-defined requirements and the overall system goal. Here, the partitioning method proposed in this paper can be used to complement this evaluation, and the identification of the most suitable control system design, including the identification of physical signals and required information exchange between different vendors.

The third step is the component definition, where — based on the partitioning result in the system definition — the components’ specifications can be developed.

As a result, the proposed partitioning method is expected to complement the *Systems Engineering* methodology well because it contributes to an efficient concept, system, and component definition. On a related topic, the proposed partitioning method could also contribute to a better understanding of grid code definitions and how these translate into (groups of) specific control functions.

In summary, the application of the partitioning method is expected to be beneficial for studies and the efficient integration of MMC control and protection systems, especially in multi-vendor HVDC systems.

VIII. CONCLUSION

This paper presented a graph-theoretic method for partitioning MMC control systems into an upper and lower level, where the upper level has mainly system relevance, and the lower level has mainly hardware relevance. The partitioning is subject to minimized dependencies between the two control parts (minimum graph cut), and as a result, a minimized integration effort. The design of specific control functions has an impact on the partitioning. Suppose the design goal is to have no functions with hardware relevance in the upper level. In that case, it makes sense to design these functions with less system relevance, so they are more easily pulled to the lower level during partitioning. Furthermore, even though the manual assignment of specific functions to the lower level is possible, designing functions with less system relevance is desirable, such as minimizing the cut’s complexity and reducing the integration effort.

APPENDIX

The names and numbering of the control nodes is provided in Table 2.

| Node names                                      |
|------------------------------------------------|
| 1     Integrated AC/HVDC system control        |
| 2     Pole control                             |
| 3     Q mode                                   |
| 4     Voltage control                          |
| 5     $Q$ vs. $U$ curve                       |
| 6     $Q$ setpoint                             |
| 7     Ramped $Q$ setpoint                      |
| 8     Reactive power modulation                |
| 9     $I_Q$ calculation                        |
| 10    $P$ mode                                 |
| 11    $P$ setpoint                             |
| 12    Ramped $P$ setpoint                      |
| 13    Frequency sensitive mode                 |
| 14    $P$ vs. $f$ curve                       |
| 15    Active power modulation and stability functions |
| 16    $I_P$ calculation                        |
| 17    $U_{DC}$ control                        |
| 18    $U_{DC, ref} = U_{DC2, ref} + fref$      |
| 19    $I_Q$ modulation and $I_P/I_Q$ priority and capability limitation |
| 20    Mode 1: Active power control             |
| 21    Mode 2: DC voltage and/or total energy control |
| 22    Mode 3: $V/f$ control                    |
| 23    Current limitations                      |
| 24    Current control                          |
| 25    AC voltage limitations                   |
| 26    Zero phase sequence control              |
| 27    3rd harmonic injection                   |
| 28    Mode 1: DC current control or limitation |
| 29    Mode 2: DC voltage control or feedforward|
| 30    Mode 3: Total energy control             |
| 31    Mode 4: $I_d$ control for DC faults      |
| 32    DC voltage limitations                   |
| 33    Frequency selective filters              |
| 34    Weighting function                       |
| 35    Energy balancing with $P$ or $I +$ feedforwards |
| 36    Current limitations                      |
| 37    Circulating current control              |
| 38    Voltage order calculation                |
| 39    Voltage order limitation                 |

General meaning, do not confuse with power system.
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