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The textile and apparel industries have grown tremendously over the past few years. Customers no longer have to visit many stores, stand in long queues, or try on garments in dressing rooms, as millions of products are now available in online catalogs. However, given the plethora of options available, an effective recommendation system is necessary to properly sort, order, and communicate relevant product material or information to users. Effective fashion recommender systems (RSs) can have a noticeable impact on billions of customers’ shopping experiences and increase sales and revenues on the provider side.

The goal of this survey is to provide a review of RSs that operate in the specific vertical domain of garment and fashion products. We have identified the most pressing challenges in fashion RS research and created a taxonomy that categorizes the literature according to the objective they are trying to accomplish (e.g., item or outfit recommendation, size recommendation, and explainability, among others) and type of side information (users, items, context). We have also identified the most important evaluation goals and perspectives (outfit generation, outfit recommendation, pairing recommendation, and fill-in-the-blank outfit compatibility prediction) and the most commonly used datasets and evaluation metrics.
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1 INTRODUCTION

Recommender Systems (RSs) help users navigate large collections of products to find items relevant to their interests, leveraging large amounts of product information and user signals like product views followed or ignored items, purchases, or webpage visits to determine how, when, and what to recommend to their customers. RSs have grown to be an essential part of all large Internet retailers, driving up to 35% of Amazon sales [117] or more than 80% of the content watched on Netflix [32].

In this work, we are interested in RSs that operate in one particular vertical market: garments and fashion products. This setting introduces a particular set of challenges and subproblems that are relevant for developing effective RSs.

Due to market dynamics and customer preferences, there is a large vocabulary of distinct fashion products, as well as high turnover. This leads to sparse purchase data, which challenges the usage of traditional RSs [95]. Furthermore, precise and detailed product information is often not available, making it difficult to establish similarities between them.

To deal with the aforementioned problems, and given the visual and aesthetic nature of fashion products, there is a growing body of computer vision research addressing tasks like localizing fashion items [61, 179], determining their category and attributes [25, 54, 169], or establishing the degree of similarity to other products [6, 57, 111, 113], to name only a few. Although works in the computer vision literature often do not consider personalization (or recommendation), their predictions and embeddings can be leveraged by RSs and combined with past user preferences, thus mitigating sparsity and cold start problems. Another relevant fashion problem that has attracted the attention of computer vision research is that of combining garments into complete outfits [18, 27, 59, 107]. Several works have studied how to learn the compatibility between fashion items using both professional photos of models wearing designer-created outfits and social media pictures from ‘influencers’ and normal people [74, 148, 163]. In addition to allowing recommendations tailored to match the existing shopping basket or wardrobe of customers, these datasets help uncover other insights useful for RSs, such as the structure of fashion styles [73], social group preferences [93], or the evolution of trends across time and location [118, 119].

In addition to product-to-product relationships, fashion RSs also face particular product-to-user uncertainties, like fit, that can hurt the quality of recommendations if not taken into account. Fit prediction is a pain point for online fashion shopping according to customers, as well as the primary reason for product returns faced by online retailers [35]. The many sizing systems in use throughout the world, as well as their interpretation by different clothing manufacturers, make it very difficult to predict whether a particular product will properly fit a customer. Therefore, research on how to estimate a personalized garment fit has leveraged sources of information like co-purchase data [145], customer-reported measurements [128], or advanced imaging devices such as 3D scanners [12, 13, 37]. Needless to say, this information can be very valuable for recommendation.

Several online retailers, like Stitch-Fix and Amazon Prime Wardrobe, recreate the try-out experience of brick-and-mortar stores by shipping a highly tailored assortment of garments to a customer, who can proceed to try them on in their home and return those that they do not like. RSs can make this approach more sustainable by maximizing the number of items that customers keep [197], but the cold start problem and the commitment required from customers to stay in the membership plan make this approach hard to scale. Consequently, alternatives that would allow a customer to visualize the appearance and fit of clothes in an augmented reality or virtual environment are being researched [125].

The reverse approach, namely designing or automatically generating a computer model of a garment with the right appearance and fit for a customer and subsequently manufacturing it, is
another route being explored by, for example, Amazon with the Made for You Custom T-shirt, with the aim of bringing the made-to-measure fashion to the masses.¹

1.1 Major Challenges

In this section, we will describe the major challenges faced by RSs in the fashion domain:

**Fashion item representation:** Traditional RSs such as Collaborative Filtering (CF) and Content-Based Filtering (CBF) have difficulties in the fashion domain due to the sparsity of purchase data or the insufficient detail about the visual appearance of the product in category names [144]. Instead, more recent literature has leveraged models that capture a rich representation of fashion items through product images [62, 81], text descriptions or customer reviews [29, 192], or videos [181], which are often learned through surrogate tasks like classification or product retrieval. However, learning product representations from such input data requires large datasets to generalize well across different image (or text) styles, attribute variations, and so forth. Furthermore, constructing a representation that learns which product features customers take most into account when evaluating fashion products is still an open research problem.

**Fashion item compatibility:** Training a model that is able to predict if two fashion items ‘go together’ or directly combine several products into an outfit is a challenging task. Different item compatibility signals studied in recent literature include co-purchase data [120, 162], outfits composed by professional fashion designers [59], or combinations found by analyzing what people wear in social media pictures [83, 153]. From this compatibility information, associated image and text data are then used to learn to generalize to stylistically similar products. Some works explicitly model the latent style types [20]. An additional under-explored difficulty for compatibility prediction is the dependency on trends, seasonality, location, or social group. Current approaches usually leverage image and text information.

**Personalization and fit:** The best fashion product to recommend depends on factors such as the location where the outfit will be used [7, 24, 92, 166], the season or occasion [112, 118, 190], or the cultural and social background of the customer [93, 153, 193]. A challenging task in fashion recommendation systems is how to discover and integrate these disparate factors [148, 173]. Current research often tackles these tasks by utilizing large-scale social media data.

As discussed earlier, a personalization dimension very particular to the fashion domain is that of fit. In addition to predicting what size of a product will be more comfortable to wear, body shape can influence stylistic choices [69, 72, 143].

**Interpretability and explanation:** Most of the existing fashion RSs in the literature focus on improving predictive performance, treating the model as a black box. However, deploying accountable and interpretable systems able to explain their recommendations can foster user loyalty in the long term and improve the shopping experience. Current models generally offer explanations through highlighted image regions and attributes or keywords [58, 70, 103, 126, 176, 183].

**Discovering trends:** Being able to forecast consumer preferences is valuable for fashion designers and retailers to optimize product-to-market fit, logistics, and advertising. Many factors are confounded in what features are considered ‘fashionable’ or ‘trendy,’ like seasonality [118], geographical influence [7], historical events [75], or style dynamics [8, 55, 114]. Again, social media is a useful resource leveraged by researchers [51, 77].

¹https://www.amazon.com/Made-for-You-Custom-T-shirt/dp/B08N6J8G5M
The preceding challenges, as well as many other issues, have been discussed in the studied research works, and they are reviewed in the following sections. For instance, visual modeling of fashion items (cf. Section 2.2.2), modeling of fashion outfits (cf. Section 2.1.2), geo-temporal localization (cf. Section 2.2.3), attribute prediction for fashion and leveraging multi-modal data (cf. Section 2.2.2), explainability in fashion recommendation (cf. Section 2.1.4), and learning style (cf. Section 2.2.2).

1.2 Search Strategy for Relevant Papers

We primarily relied on papers indexed in DBLP, a prominent computer science bibliographic database, to identify publications that comprise the state-of-the-art in fashion item and outfit recommendation. Our search approach was divided into two stages: finding relevant publication collections, and post-processing and filtering the final list. The total number of articles analyzed exceeds 50, with the majority of recognized research papers published between 2014 and 2023, an indication of the topic’s originality and freshness. We do not claim that this study is exhaustive in terms of the collected papers; however, we believe it gives a comprehensive overview of current achievements, trends, and what we deem to be the most significant challenges and tasks in fashion RSs. Additionally, it gives valuable information to both industry practitioners and academics.

1.3 Related Surveys

To put this survey in context, we identified and present related review and survey articles to explain in which ways our article differs from and extends earlier work. In a recent work, Deldjoo et al. [45] presented a survey of RS leveraging multimedia content (i.e., visual, audio, and/or textual features). The domains studied in this survey include various ones such as media streaming for audio and video recommendation, e-commerce for recommending different products including fashion items, news, and information recommendation, social media, and so forth. Although fashion RS were also discussed, the authors only included a small portion of the topics and papers in this domain. Here, we discuss and present a comprehensive survey of significant tasks, challenges, and types of content used in the fashion RS field.

We have also identified surveys [30, 198] where the authors present a literature review of techniques at the intersection of fashion and computer vision and/or natural language processing. Although we find these works relevant to this article, they remain largely different from the review presented here, as those systems are not focused on RS but on other aspects of the fashion domain, such as text generation from images or pose estimation.

Perhaps the most relevant work to our current survey is a recent book chapter by Jaradat et al. [86] on fashion RS. This chapter focuses on discussing the state of the art of fashion recommendation systems; in particular, the authors affirm that deep learning represented a turning point with respect to the canonical approaches and therefore they examined four different tasks that use this new approach. Additionally, they provided examples and possible problems and their evaluation. In particular, the authors focused their review on tasks related to social media and the size recommendation problem (see Section 2.1.3, where we introduce this task in detail). In our survey, in addition to analyzing the state of the art of the most commonly used algorithms in a wide range of tasks, we went in depth to understand which are the main features used by the more modern fashion RSs. In fact, an extensive discussion is held on how both the user and the items, with their characteristics, can be a source for the definition of models with accurate recommendations.

[2]https://dblp.uni-trier.de/
[3]This link contains a comprehensive list of papers, which will be periodically updated: https://github.com/yasdel/FashionXrecsys
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Table 1. List of Abbreviations Used throughout This Article

| Abbreviation | Term                     | Abbreviation | Term                     |
|--------------|--------------------------|--------------|--------------------------|
| AI           | Artificial Intelligence  | KG           | Knowledge Graph          |
| BPR          | Bayesian Personalized Ranking | LSTM          | Long Short-Term Memory |
| CA           | Context Aware            | MF           | Matrix Factorization     |
| CBF          | Content-Based Filtering  | RNN          | Recurrent Neural Network  |
| CF           | Collaborative Filtering  | RS           | Recommender System       |
| CNN          | Convolutional Neural Network |             |                          |
| GAN          | Generative Adversarial Network |             |                          |

Furthermore, since the fashion domain focuses on visual aspects, a concise reference is made regarding the utilization of computer vision techniques in the realm of fashion recommendation systems.

The Outline of the Survey. The structure of the article is organized as follows:

- Section 2 is dedicated to the categorization of fashion RSs, which we organize according to the task (cf. Section 2.1) such as fashion item, pair, outfit, and size recommendation, among others, based on the input (cf. Section 2.2) (by relying on collaborative information, textual and visual features, etc.).
- Section 3 is dedicated to the algorithms for fashion RSs, which we perform based on visually aware CF (cf. Section 3.1), generative models (cf. Section 3.2), and other models (cf. Section 3.3), where the preceding two sections also touch on topics related to computer vision and fashion recommendation systems in a brief manner.
- Section 4 is dedicated to evaluation and datasets, which we discuss based on evaluation goal (cf. Section 4.1); evaluation perspective (cf. Section 4.2) discussing themes such as whether an evaluation is intended to evaluate recommendation, explanation, and image quality; and finally available datasets (cf. Section 4.3).
- Finally, Section 5 presents our conclusion, and Section 6 reveals our future challenges.

In Table 1, we mention the list of abbreviations used throughout this article.

2 CATEGORIZATION OF FASHION RSS

We categorize fashion RSs according to their task (cf. Section 2.1), and the input data they use to perform that task (cf. Section 2.2). We will discuss these two categorizations in more detail in the next sections.

2.1 Categorization Based on Task

By task, we refer to the internal goal the fashion RS aims to achieve. This affects, in particular, the expected output of the algorithms. We identified five main tasks in the academic literature that fashion RS aim to achieve: (i) fashion item recommendation, (ii) fashion pair and outfit recommendation, (iii) size recommendation, (iv) explanation for fashion recommendation, and (v) other fashion prediction tasks. There are a few other tasks that so far have not gathered much attention but are growing in popularity; they will be summarized later under the general subsection (v).

We discuss these five categories by presenting a broad definition of each task formally while leaving a more detailed discussion of several prominent research works for Section 3.

2.1.1 Fashion Item Recommendation. The fashion item recommendation task, similar to the classical recommendation problem, focuses on suggesting individual fashion items (clothing) that match users’ preferences.
**Definition 1 (Fashion Item Recommendation).** Let $U$ and $I$ denote a set of users and fashion items in a system, respectively. Each user $u \in U$ is related to $I_u^+$, the set of items she has consumed. Given a utility function $g : U \times I \rightarrow \mathbb{R}$, the item recommendation task is defined as

$$\forall u \in U, \ i_u^* = \arg\max_{i \in I \setminus I_u^+} g(u, i)$$  \hspace{1cm} (1)

where $i_u^*$ denotes the best matching item not consumed by the user $u$ before. The preference of user $u$ on item $i$ could be encoded as $s_{ui} \in S$, a continuous-value score (e.g., 1–5 Likert scale), or implicit feedback in which we assume the user likes the item if she has interacted with (i.e., reviewed, purchased, clicked) the item (i.e., $s_{ui} = 1$). $I_u^+$ represents the set of $(u, i)$ pairs for which $s_{ui}$ is known. The task of personalized top-$K$ fashion item recommendation problem is formally defined as identifying, for user $u$, a set of ranked list of items $X_u = \{i_1, i_2, \ldots, i_K\}$ that match user preference.

A simple yet effective pure CF model that serves as a foundation for many model-based visual RS is Bayesian Personalized Ranking—Matrix Factorization (BPR-MF) [137]. Given a user $u$, and an item $i$, the core predictor in this model is given according to

$$\hat{s}_{u, i} = p_u^T q_i,$$  \hspace{1cm} (2)

where $p_u, q_i \in \mathbb{R}^F$ are the embedding vectors for user $u$ and item $i$, respectively, and $F$ is the size of the embedding vector. This predictor is known as Matrix Factorization (MF), and the parameters of the model can be learned using Bayesian Personalized Ranking (BPR), a pairwise ranking optimization framework. We will show later in Section 3.1 how different authors have used this model as a starting point in the fashion domain so that it is extended to consider other types of inputs and learning scenarios.

**2.1.2 Fashion Pair and Outfit Recommendation.** Fashion outfits are sets of $N$ items worn together (for an outdoor wedding, graduation party, baby shower, etc.). The simplest form of a fashion outfit is when $N = 2$—that is, two different items that look good when paired together, such as an orange shirt and a blue pair of jeans. However, in general, outfits in online fashion stores can be composed of items in different categories (e.g., show, bottom, top, hat, bag) that share some stylistic relationship.

**Definition 2 (Fashion Outfit Composition).** Let $O = \{i_1, i_2, \ldots, i_N\} \in O$ denote a fashion outfit composed of a set of compatible fashion items, in which $i_n \in I$ is the $n$-th fashion item in the outfit $O$, $O$ is the set of all possible outfits, and $N$ is the length of the outfit, whose value is not fixed and can change with each outfit. Fashion outfit composition is formulated as follows: “given a scoring function $s(O)$ that indicates how well the outfit $O \in O$ is composed, find an outfit $O$ that maximizes this utility”:

$$O^* = \arg\max_{O \in O} s(O),$$  \hspace{1cm} (3)

where $s$ is the outfit utility function, a scoring function that takes into account different types of relationships between fashion items to generate an outfit compatibility score. It is worth noting that, given this general task definition, the evaluation of fashion outfit composition is typically performed via Fill-in-the-Blank (FITB) or outfit compatibility score prediction [129] described in Section 4.

Moreover, it is possible to encode several objectives relevant to the fashion domain in the definition of the outfit composition scoring function by incorporating domain knowledge. For instance, McAuley et al. [120] defined compatibility according to complementary relationships (e.g., how much a white shirt complements blue pants) and similarity (how much one item in the outfit
is visually similar to another item). Hsiao and Grauman [74] model the outfit scoring function $s(O_j)$ as the superposition of two objectives:

$$O_j^* = \arg\max_{O_j \in O} c(O_j) + v(O_j),$$

(4)

where $c(.)$ and $v(.)$ denote the compatibility score (how much pairs complement each other) and versatility score (defined as coverage of all styles), respectively. Parameters of the outfit scoring functions may be personalized to each style/user and learned from user interaction data. As an example, Lin et al. [107] propose a system where compatibility is computed according to the image and category of every item in the outfit.

Recommending a pair of fashion items or an outfit evidences several challenges, which have been addressed as follows:

- **Personalizing to a target customer**: Compatible fashion outfit recommendations can be studied in a personalized fashion with respect to the target user $u$ to whom recommendations are computed:

$$O_u^* = \arg\max_{O_j \in O} s(u, O_j).$$

(5)

A common problem here is the availability of sufficient interaction data to learn personalized outfit models. Different approaches have been proposed to address this issue in the literature, notably by using fashion generation [27], graph-learning approaches [101], binary codes [116], and finally a self-attention mechanism to model the higher-order interactions between fashion items [115].

- **Modeling outfits as a sequence**: To take advantage of the representation of order-aware models such as Long Short-Term Memory (LSTM), some works [59] model an outfit as an ordered sequence of items, where each item belongs to step $t$. Then sequence-aware methods model the visual compatibility relationships of outfits as a next item recommendation task:

$$\forall O_t = \{x_1, x_2, \ldots, x_t\}, \quad x_{t+1} = \arg\max_{x \in \mathcal{Y}} s(O_t, x),$$

(6)

where $\mathcal{Y}$ contains the set of allowed items. For instance, a user may want to find the best “shirt” that matches his/her current “shoes” and “pants.” In this example, all the “shirts” in the database could be a candidate item set, thus filling the cycle: “shoes $\rightarrow$ pants $\rightarrow$ shirts,” and this cycle can go on to add more items such as “shoes $\rightarrow$ pants $\rightarrow$ shirts $\rightarrow$ hat $\rightarrow$ bag” (bottom-up outfit representation), depending on the size of outfit considered.

This problem might be generalized by allowing an input query $x_q$, either as a textual query (e.g., what outfit goes well with this mini skirt?) or a visual query (photo of a skirt). Moreover, when $x_q$ is a visual query, the task is recognized as a visual retrieval task in the information retrieval community or contextual recommendation in the RS community.

- **CBF versus CF**: Although fashion item recommendation tasks have been dominated by CF-based approaches, which may or may not include side visual or textual information, the problem of outfit recommendation has been predominantly approached via content-based approaches, such as via visual metric learning problems. This can be explained due to scarcity of outfit interaction data. Nevertheless, there have been few works that approach the outfit problem in a CBF-driven approach. Consider the work by Hu et al. [76], in which the authors use multi-modal features of items and tensor factorization to model the interactions between users and fashion items.

Here, we review some notable research works that study fashion outfit composition tasks. Two crucial issues arise here [186]:
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• How can we learn domain knowledge about fashion compatibility relationships between fashion items in the presence of subtleties and subjectivity that can exist across customers?
• How can we incorporate the learned domain knowledge into the design space of fashion recommendation models?

A number of works have tried to model visual/style compatibility as a metric learning problem, for instance, for clothes [65, 120, 129] and for furniture [5, 17, 127]. Yin et al. [186] propose a fashion recommendation system that, in the first phase, learns and incorporates visual compatibility relationships of items at the pixel level. In the second phase, a domain adaptation strategy is used to allow the use of the knowledge extracted from the source domain that can be consistent with a different domain—that is, how to make sure that the knowledge learned in the database used in their experiments can also be compatible with others.

Polanía and Gupte [129] proposed a neural model composed of two subnetworks, first a Siamese subnetwork that extracts visual features from a pair of images and then a metric learning approach that maps the pair of features and auxiliary cues (color information) to a fashion compatibility score. Li et al. [102] proposed learning a representation of an outfit by exploiting the information from the image, title, and category and a multi-modal fusion model. Prediction is made by computing a compatibility score for the outfit representation. The scoring component is learned in an end-to-end fashion. Han et al. [59] model the outfit generation process as a sequential process and employ a bidirectional LSTM to predict the next item from the current one. However, these works build on two key assumptions: (i) a fixed number of items in an outfit or (ii) a fixed order of items in terms of their categories, which may not exist in reality. To address this issue, other approaches have been proposed that do not build on these assumptions. To address the issue of outfit recommendation, Lin et al. [104] employ a multiple instance learning approach. This assumes that labels for a group of items are known, but not for each individual item. They propose a two-stage framework called OutfitNet for a fashion outfit selection. In the first stage, a Fashion Item Relevancy network (FIR) is used to learn the compatibility of fashion items and garment item relevance embeddings. In the second stage, an Outfit Preference network (OP) uses visual input to learn consumers’ preferences. OutfitNet takes in various fashion products in an outfit, and learns the compatibility of the fashion items, the users’ preferences for each item, and the users’ attention on different pieces in the outfit.

Recent works in the fashion domain propose scalable approaches for personalized outfit recommendations. Chen et al. [27] present an industrial-scale fashion RS, POG, that uses a multi-modal neural model and transformer architecture to better capture dependencies among items. Sarkar et al. [142] propose OutfitTransformer, a scalable framework that uses self-attention to learn relationships between items in an outfit modeled as an unordered set. The system is trained using a novel set-wise outfit ranking loss, which generates a target item embedding and specification based on an outfit.

2.1.3 Size Recommendation. As the fashion industry continues to evolve, it has become increasingly important to consider more subjective factors such as fit, fabric softness, and material smell in fashion recommendation systems. According to Jaradat et al. [84], the ability to take measurements with mobile phones and apply algorithms will become crucial in this domain. However, the issue of size-fit remains a key concern for customers, leading to significant product returns and financial losses for companies. To address this challenge, size recommendation systems have been developed to help users select the best-fitting items without physically trying them on. Despite these efforts, determining the appropriate size and fit for customers still poses various challenges, as highlighted by Jaradat et al. [86]:
**Lack of consistency between brands:** There is a large number of approved sizing systems around the globe for various clothes, such as dresses, tops, skirts, and pants, and brands. Moreover, there are different size systems such as numeric (38-39-40), standard (S,M,L), fractions (41 1/3, 42.5), convention sizes (36–38, 40–42), and country conventions (EU, FR, IT, UK), where inconsistencies and different ways of converting a local size system to another (as brands do not always comply with the same conversion logic) make the task challenging.

**Subjectivity:** The exact size is a very subjective feature; users who have purchased items with the same style and shape may make future purchases with different sizes; and how an item fits on your body depends on or can be influenced by several factors, making an objective recommendation difficult. Moreover, customers may be driven by emotional aspects; even a piece of accurate size advice can come with a high emotional cost when the advised size differs from the customer’s expectation.

**Data sparsity:** On one hand, users are able to buy only a small part of the items of an e-commerce website, and on the other hand, articles have a limited stock, which can in turn hinder the task of RSs working with **User-Item (U-I)** fit feedback.

**Noise:** The underlying interaction data where fashion recommenders are trained can be very noisy since users may make purchases not only for themselves but also share information about clothing with their friends and family, hindering the task of size recommendation.

Given a fashion garment and the shopping history of a user, size recommendation methods predict whether a given size will be too large, small, or correct. Approaches for size recommendation can be classified according to which type of input data they rely on:

- **Physical body related features:** The easiest way to make effective sizing recommendations is to use data from certain parts of the body [69, 72], such as bust, waist, and hip. Sometimes it may be useful to involve the user directly, such as by providing questionnaires to obtain other information, such as age, sex, height, and weight, or in more recent systems to provide their own photos and through vision algorithms to extract 3D avatars that reflect the physical characteristics of the users [94].

- **U-I fit feedback:** To provide personalized size recommendations, the interaction between the user and the item is essential; in this sense, using purchase data [1] or user returns and features of items [56, 69, 72] are used for this purpose while allowing the user not to have to provide data relating to their physical appearance.

A few research works on size recommendation are reviewed here. Abdulla et al. [1] propose a size RS that treats the recommendation problem as a classification problem. It learns a joint size-fit shared latent space to project users and fashion items into, using the skip gram based Word2Vec model. A gradient-boosting classifier is then used to predict the fit likelihood. The authors validate the usefulness of their system with both offline and online evaluation.

The implementation of Bayesian models is described in other works [56, 122] to address size and fit-related returns, which involve keeping, returning, or exchanging an article due to sizing issues. These models utilize prior knowledge and expertise to enhance their accuracy and have been tested on a massive scale of data from millions of customers. In summary, these models exhibit significant potential in reducing returns and enhancing customer satisfaction in the fashion e-commerce industry.

In the fashion industry, choosing clothing that fits well and flatters one’s body shape is crucial. To address this issue, two approaches are discussed in the following. The first, ViBE (short for Visual Body-aware Embedding) proposed by Hsiao and Grauman [72], is a framework that captures clothing’s association with various body shapes. ViBE uses an embedding learned from
images of fashion models of different shapes and sizes wearing various garments to recommend clothing that will suit the user’s body shape. This approach allows for the creation of a 3D model of the human body that can be used for personalized recommendations. The second approach, proposed by Hidayati et al. [69], is a clustering-based body shape assignment approach that compares the body measurements of celebrities to assign them to body shape categories such as hourglass, rectangle, round, and inverted triangle. The system generates networks of images based on the visual appearance of clothing styles and body shape information, which are then used to recommend clothing for each body shape. However, one issue with this approach is that the body shapes of celebrities may not correspond to those of typical users. Overall, both approaches offer promising methods for personalized clothing recommendations that take body shape into account.

2.1.4 Learning Explanations for Fashion Recommendation. An explanation is a piece of information that is shown to users that describes why a particular item is recommended. In recent years, there has been an increase in the number of studies on explainable recommendation in various areas, especially the fashion domain, which can be categorized along the following dimensions:

- **Explanation goal**: Explanations have a significant impact on how individuals react to recommendations. An RS’s aims in creating explanations for a particular recommendation, however, might range from enhancing the transparency to facilitating a speedier decision to convincing the user [14, 158].
- **Information source for explanation**: Recommendation explanations can be derived from many information sources and be presented in a variety of display styles. Examples of such styles in the fashion domain include textual explanations [29, 31], or visual explanations to specific regions in the image [29], feature-level explanations based on fashion items’ content features [40, 155], and by comparison with the user purchase history [70].
- **Explanatory approach/focus**: Explainable recommendation research can focus on either developing interpretable models for increased transparency or developing separate post-hoc/model-agnostic approaches to explain recommendation results. Thus, the contrast lies in whether the explainability is focused on the method itself or the outcome.

In other words, the explanation goal asks, “What is the explanation’s ultimate objective?” whereas the explanatory approach/focus seeks to comprehend “What will the explanation focus on?” In Figure 1, different types of visual explanation used for fashion recommendation are illustrated. Chen et al. [29] present a method that provides visual explanations to the user through certain regions of the items, where an LSTM combines visual information and user reviews. With the same goal, Tangseng and Okatani [155] propose a system that provides outfit recommendations and provides scores for each item or for each item feature to understand how much these influence the outfit composition. To explain whether an item/feature is compatible with the outfit and its influence on the score, three attributes have been extracted from the images: shape, texture, and colors. K-means clustering is applied for colors, and a **Convolutional Neural Network (CNN)** is used for shape and texture representation.

2.1.5 Other Fashion-Related Prediction Tasks. Besides fashion items and outfit recommendations, a few similar tasks are gaining attention in the fashion and retail industry. One of these areas includes image-based fashion generation, where methods have been proposed to generate outfits so that the user could explore them and judge their compatibility [91, 105, 184]. One of the key techniques used in these works is **Generative Adversarial Networks (GANs)**, which will be described in detail in Section 3.2. Other relevant prediction tasks concern the fashion **Artificial Intelligence (AI)** such as design [91], wardrobe creation [74], fashion trend forecasting [8], and societal/marketing biases such as socio-demographic inequality structures through recommendation.
Fig. 1. (a) Personalized visual explanation by Chen et al. [29] related to the region of the fashion image based on user reviews. (b) Explainable outfit recommendation by Lin et al. [106] using a neural attentive model. (c) Outfit recommendation by Tangseng and Okatani [155] (d) Fashion item recommendation proposed by Hou et al. [70] comparing recommendation results with the target user’s purchase history.

systems in fashion [21], or user shopping behavior online and in brick-and-mortar stores [174], or capturing users’ seasonal and temporal preference changes [178].

2.2 Categorization Based on Input

By input, we refer to the data fashion RS used to train their models. They could be based on a U-I matrix together with side information beyond the U-I matrix (related to users and item), and contextual information. This information determines the type of RS, according to CF, hybrid (CF+CBF) systems, and Context-Aware (CA) systems. In Table 2, we provide a classification of data/computational features used for the design of fashion RS by authors over the years.

2.2.1 Fashion RS Relying on U-I Interaction Data.

Recommendation models that are trained purely from U-I interaction data are known as CF. Neighborhood models are among traditional CF classes that predict the unknown U-I preferences based on the neighborhoods defined over user-user or item-item similarities (user-based CF and item-based CF, respectively), derived from the preferences or interactions of used with products. Machine-learned recommendation models are powered by model-based CF, a parameterized model whose parameters are learned in the context of an optimization framework, such as BPR [138]. In the work of Agarwal et al. [3], BPR is used to address the typically vast size of the catalog in e-commerce platforms with a two-stage recommendation formulation. The first stage generates non-personalized similar candidate products, and the second stage uses a model-based CF trained with BPR to provide user-level personalization (top 50 styles).

MF, or BPR-MF, is one of the most promising approaches to building CF. MF essentially encodes the complex relations between users and items into a lower-dimensional (latent) representation of users and items, whose dot product explains the unknown predictions [95]. Hwangbo et al. [79] propose a fashion RS that simultaneously proposes substitutes and complements based on
Table 2. Classification of Different Research Works Incorporating Various Side Information Kinds in Their Proposed Approach

| Authors                  | Year | Social network | Body features | Side Info User | Side Information of Items | Data/Computational Features | Other Information |
|--------------------------|------|----------------|---------------|----------------|---------------------------|----------------------------|------------------|
|                          |      |                |               |                |                           | Image Representation       | Text Representation |
|                          |      |                |               |                |                           |                            |                  |
| Jing et al. [89]         | 2023 | ✓              |               |               |                           |                            |                  |
| Ye et al. [183]          | 2023 |                |               |               |                           |                            |                  |
| Sarkar et al. [142]      | 2023 |                |               |               |                           |                            |                  |
| De Laveissière et al. [38]| 2023 | ✓              |               |               |                           |                            |                  |
| Jandial et al. [82]      | 2022 | ✓              |               |               |                           |                            |                  |
| Delmas et al. [49]       | 2022 | ✓              |               |               |                           |                            |                  |
| Chia et al. [53]         | 2022 |                |               |               |                           |                            |                  |
| Wu et al. [177]          | 2022 |                |               |               |                           |                            |                  |
| S a r k a re ta l . [142]| 2023 |                |               |               |                           |                            |                  |
| De Divitiis et al. [38]  | 2023 |                |               |               |                           |                            |                  |
| Jandial et al. [82]      | 2022 | ✓              |               |               |                           |                            |                  |
| Delmas et al. [49]       | 2022 | ✓              |               |               |                           |                            |                  |
| Chia et al. [53]         | 2022 |                |               |               |                           |                            |                  |
| Wu et al. [177]          | 2022 | ✓              |               |               |                           |                            |                  |
| S a r k a re ta l . [142]| 2023 |                |               |               |                           |                            |                  |
| De Divitiis et al. [38]  | 2023 |                |               |               |                           |                            |                  |
| Jandial et al. [82]      | 2022 | ✓              |               |               |                           |                            |                  |
| Delmas et al. [49]       | 2022 | ✓              |               |               |                           |                            |                  |
| Chia et al. [53]         | 2022 |                |               |               |                           |                            |                  |
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previously purchased items, with the substitutes driving the majority of purchases according to evaluation data. The authors further consider a preference decay factor to account for the life span of a product.

Thanks to deep neural models’ ability to handle non-linear data through non-linear activation functions, recently deep neural CF models have been adopted by the research community to address the linearity issue of MF-based approaches and thereby uncover a more complex relationship between users and items. Given the challenges and nuances in the fashion domain, most of the works incorporate additional or side information to the problem and hence will be discussed in the following subsections.

### 2.2.2 Fashion RS Relying on U-I Interaction and Side Information

The range of information sources that RSs adopt can stretch beyond the U-I matrix, typically provided by attributes or information related to items such as the category of the user such as user gender, age, and demographics [146]. To surface valuable recommendations, it is essential to learn from available user interactions, understand, and uncover the underlying decision factors. We categorize this side information according to items and users.

#### Fashion RS Relying on U-I data and Side Information of Items

Understanding clothing provides a good platform for making recommendations [36]. State-of-the-art fashion RSs employ a variety of types of content features, such as visual and textual features, as side information to U-I interaction data. In the following, we review the most prominent features and attributes used for item representation in the fashion recommendation literature [36, 45]:

1. **Color**: The most common means to identify how one looks is achieved via colors, materials, and silhouettes on the body. Color and color consistency are among the most recognizable fashion clothing features that consumers often consider to decide what they want to wear. Color can be represented in several forms. For instance, as shown in Figure 2, Al-Rawi and Beel [9] describe a technique to segment and extract the color of a person’s picture through probabilistic color modeling for clothing items. This technique can either increase or replace the data entry procedure needed to add a fashion item to electronic commerce catalogs. Jagadeesh et al. [81] evaluate two image representations, HSV Histograms and color bag-of-words (BoW). Their results showed that color is a better descriptor than textures. In the work of Qian et al. [131], a recommendation model is proposed that uses a color map through k-means based on the value of the segmented pixel of the clothing items with an aim toward extracting a dominant color. Starting from an attribute query, Chae et al. [23] convert this
into a color vector space query; in particular, the Lab color space is used to simulate human visual perception through a palette of 269 colors.

(2) **Brand:** Product brands are a critical feature users consider when deciding among items. Wakita et al. [165] define a fashion-brand recommendation system, which through a deep (feed-forward) neural network has the primary purpose of predicting the user’s favorite brand starting from user information, such as gender and height. Jaradat [83] proposes a clothing recommendation system that uses brands as the main feature, where the model suggests to users clothes of similar brands that they have already purchased and that are on trend.

(3) **Deep visual features:** Fashion recommendations can be improved using image-level features extracted through a deep network, such as a CNN [178, 195]. For instance, Zhou et al. [195] propose a CNN implementation to address the issue of two-piece apparel matching that is suitable with current fashion trends. They merged perception and reasoning models and constructed two parallel CNNs to enable the system to recognize garment features, one for upper-body clothing and another for lower-body apparel. A hierarchical topic model incorporates the resulting information into style topics with better semantic understanding to interpret the collocation patterns. The authors present a novel learning model based on Siamese CNNs for learning a feature transformation from clothing photos to a latent feature space expressing fashion style consistency.

(4) **Texture:** The texture describes the body and surface of a garment. It has a direct impact on users and is often used in recommendation systems. For example, Tangseng and Okatani [155] propose an outfit recommendation system based on attributes that are “human-interpretable,” including texture, and highlight how useful it is to use them. Zou et al. [199] use eight different local binary patterns to extract texture features from pixels of an input image, after which a local vector is calculated for each region and encoded to obtain the final vector. Qian et al. [131] provide a system that uses a CNN to locate textures in an image dataset to create matches and provide recommendations. However, Jagadeesh et al. [81] affirm that the color of the clothing is more important than the type of texture because the former is a stronger descriptor than the latter.

(5) **Style:** Style is associated with how people intend to express themselves through visual elements such as accessories, clothing, hair, and other aesthetic features. Measuring style computationally and offering personalized style-based fashion recommendations is important for retail companies and the central focus of many research works. A wide range of methods has been proposed to model style in fashion recommendation, ranging from modeling the body characteristics of people with the features of clothes presented in Hidayati et al. [68], modeling fashion substitution and complementarity with other products by learning a parametric transform of distances proposed by McAuley et al. [120], and multi-modal representations to build trend-sensitive models within the fashion field as proposed by Zhou et al. [195].

(6) **Knowledge graph:** A **Knowledge Graph (KG)** is a heterogeneous graph where nodes serve as entities and edges serve as relationships between entities. The idea of making recommendations using side information from a KG has received considerable interest in the RecSys community. Such an approach can address the issues with RSs and provide explanations for recommended items. For instance, Li et al. [101] propose a model called a **Hierarchical Fashion Graph Network**, which uses a graph network to model the relationship between users and items for outfit recommendations through the propagation of information based on three levels, which are items, outfit level, and user level. Another possible use of KG is related to the solution of the cold start problem of many recommendation systems—for example, Yan et al. [180] use a model in which they build a U-K KG to discover the relationships that
exist between them and solve the cold start problem. Zhan et al. [189] address the problem of personalized outfit recommendation by proposing an Attentive Attribute-Aware Fashion Knowledge Graph (A3-FKG) that is used to associate various outfits with both outfit- and item-level features. Dong et al. [52] use a knowledge base to model the relationships between human bodies, fashion themes, and design factors using fuzzy techniques. The resulting ontology-based design knowledge base is used in an interactive, personalized design RS.

(7) **Textual features**: Textual features in the fashion domain can have several forms, such as reviews [29], article titles [192], article descriptions [105], and tags [20]. Zhao et al. [192] propose a sentence model that combines pairs of article titles to determine any compatibility of their styles. Textual features are integrated/modelled in the system for different purposes—for instance, for fashion generation [105]. In such a scenario, given an image of a top and a query vector description of the bottom, the fashion generator needs to generate a bottom image that matches the top image and the description as much as possible, process reviews [29], or attribute prediction [22]. A shown in Table 2, textual information has been used to represent item content in different forms, including term frequency–inverse document frequency [195], CNN [27, 192], Word2Vec [22, 76], transformer architecture [28], and graph embedding [56, 69], among others.

Some works have tried to evaluate the quality of the features mentioned previously for fashion recommendation. For example, Jagadeesh et al. [81] compare textual and visual features, and Deldjoo et al. [41] compare different CNN types for visual modeling of fashion items. In particular, the aim of Jagadeesh et al. [81] is to make efficient use of a large amount of fashion street images. To this end, two data-driven models are proposed, a deterministic fashion recommender (DFR) and a stochastic fashion recommender (SFR). The first is useful for identifying recommendations that are as objective as possible, and the latter is used to model the bias of users. An important aspect highlighted is that color is more important than the type of texture, which underlines how a simple descriptor such as color can be important. Deldjoo et al. [41] evaluate the quality of several visual fashion RSs, including Visual Bayesian Personalized Ranking (VBPR), DeepStyle, ACF (attentive CF), and VNPR (introduced in Section 3) empowered by pre-trained CNN types such as AlexNet, VGG-19, and ResNet-50. Evaluation is performed on accuracy and beyond-accuracy objective and qualitative assessment of the visual similarities between pairs of images.

**Fashion RS Relying on Interactions and Side Information of Users.** These approaches in the most canonical form use data from social networks and fashion magazines and websites, in which user-user and body features (e.g., face, makeup, and size) information are extracted.

The main source of side information on users stretching beyond the U-I matrix is social networks, which has impacted a wide range of research disciplines in RS [146]. Mining social trust, influential figures, celebrities, and bloggers are among the influential factors impacting users’ fashion choices. Different types of social network based relationships have been used in the RS domain to enhance the quality of recommendations, including membership, friendship, following, and so forth.

Different types of online platforms have been used for the purpose of advertising, marketing, social, and similar activities involving fashion and garments:

- **Social media**: With the advent of social media platforms like Instagram, the way fashion is advertised, and even the way it is designed, is being re-imagined. Hundreds of thousands of people share images of their “outfit of the day,” which prompts a flood of comments and queries from other users. Fashion brands can now use social media platforms such as Instagram to grow their businesses. Today, a single post by a fashion influencer receives much attention, allowing many followers to know more about the brands and styles of the clothes.
that users mostly follow to understand which brands and models users follow the most, or to catch the trends of the moment or seasonality [83, 85].

- **Fashion magazines and beauty websites**: It is especially common for celebrities’ styles to be viewed as fashion inspirations, as they pay fashion stylists to assist them with their wardrobe choices, which allows them to visually alter their figure. Hidayati et al. [69] extract a list of essential female celebrities from prominent fashion magazines such as *Vogue*, *Glamour*, and *Marie Claire*. In addition, a suite of body parameters is extracted from a body measurement website associated with celebrities. The dataset was completed using female celebrity photos taken from Google search engines. Polyvore\(^4\) was another good example of a fashion website, where users could build and post information about fashion outfits reflecting their taste. These fashion outfits feature a wealth of multi-modal data, including photographs and descriptions of fashion products, the number of times the outfit has been liked, and the outfit’s hash tags. Researchers have applied this data to a variety of fashion-related tasks (cf. Section 4).

Sun et al. [153] propose a personalized clothing recommendation system that takes into account both users’ social circles and fashion style consistency of clothing products. Fashion style consistency refers to the fact that two clothing items, such as tops and skirts, can be visually different, but as long as they belong to the same style (e.g., sport, street, casual), the user may be likely buy them; hence, fashion style consistency is an essential element for the design of clothing RSs. To this end, the proposed approach considers three factors in the proposed clothing RS, namely interpersonal influence, personal interest, and interpersonal interest similarity; this was motivated by previous research works (e.g., [130]). In particular, five types of matrices are built by mining the social data available and other sources of information: representing user-user social influence, representing the user-user similarity of interests, representing user-clothing similarity, representing clothing-fashion style similarity, and representing user-clothing ratings. Afterward, a probabilistic matrix factorization (PMF) framework is used to integrate the preceding observed matrices and recommend suitable clothing products to users by casting the problem in an optimization setting. Evaluation is carried out on real-world datasets collected from Moguije,\(^5\) a Chinese website for social fashion blending a social network with online shopping options.

2.2.3 **CA Fashion RSs.** CA models improve CF by including contextual information in the model to account for the current information need of the user [4, 45]. Context awareness (i.e., understanding the user’s situational or contextual aspects) is essential in improving the user experience. Several taxonomies have been identified to classify context (e.g., based on the computing environment, user environment, and physical environment or based on time, location, and social information (user’s friends, social circles)); see the work of Deldjoo et al. [47] for more information. For the scope of this survey, we choose a pragmatic approach and organize CA fashion RSs according to the types of context frequently used in the fashion literature, namely spatio-temporal context (e.g., GPS coordinates, location, place of interest, time, season), multimedia and physiological context (e.g., free text, image or user body/face features), and affective context (e.g., mood or emotion).

**Spatio-Temporal Context.** The temporal and geographic characteristics of fashion data influence human preferences. As for temporal aspects, first, fashion garments are sensitive to seasonal changes. Retail markets may face a decrease in preference over time after fashion products are released. Second, fashion style trends change as time progresses. For instance, trends can appear cyclically, with styles re-emerging after decades of absence, whereas others emerge and swiftly disappear.

---

\(^4\)http://www.polyvore.com  
\(^5\)http://mogu-inc.com/
Understanding how style choices vary with time, and thereby what constitutes fashionable trends, is of crucial importance to the fashion retail business.

He and McAuley [63] propose an approach that involves learning the time evolution with which users decide to buy items through their implicit feedback, such as purchase history, clicks, and bookmarks. These features are used to define a predictor, helpful in approximating how much users interact with articles in a particular epoch. Dynamic FDNA proposed in the work of Heinz et al. [67] extends the static FDNA model with the inclusion of time-of-sale information. Dynamic FDNA combines attributes and visual items using a neural architecture. Dynamic FDNA takes as input the timestamp of the purchase associated with a customer, and using existing information about the customer (purchase history so far), determines their current style. The dynamic model has the main advantage of providing recommendations for short-term customer intent. Adewumi et al. [2] propose a framework that provides (via a weather API) recommendations for the exact day the user needs them.

Multimedia and Body/Facial-Related Context. The term multimedia context refers to situations in which the system requires a user to provide a multimedia item (e.g., an image of a fashion item or an image plus textual query) to initiate the recommendation process (e.g., recommending a garment that complements an item the user is wearing):

- **Context = image**: Images are an important visual tool for users to communicate with a fashion RS. They could be used as input to the system to retrieve complementary or matching fashion products. For instance, given an image of a fashion item (e.g., “jeans”), one can identify matching fashion products (e.g., “tops”) that complement an item the user is considering [81, 195]. An application in the context of fashion is “upselling in e-commerce” when an online shopper with an item in her shopping basket is prompted to buy more things that match the one they already have in their shopping carts.

- **Context = image + text**: In the fashion domain, multi-modal dialogue systems that can accurately recommend or generate matching fashion items based on a user’s query image and textual description can potentially revolutionize how people shop for clothes. These systems can help users easily find the perfect outfit by providing personalized and accurate recommendations based on their preferences [49, 82, 98, 105, 171]. The problem addressed in these works can typically be formally started as given a query image and a textual description of modifications; the objective is to train a model that can learn an image-text representation that closely aligns with the visual representation of the target ground-truth image. Wen et al. [171] introduce a Comprehensive Linguistic-Visual Composition Network (CLVC-Net) that utilizes fine-grained local-wise and global-wise composition modules, along with a mutual enhancement module to retrieve the target image. The system can handle simple text modifications such as “change it to long sleeves” and abstract visual property adjustments like “change the style to professional.” Lee et al. [98] propose a CoSMo (Content-Style Modulation) algorithm that introduces two modules—the content and style modulators—to achieve desired modifications to the reference image feature for image retrieval with text feedback. Delmas et al. [49] propose an efficient model that consists of two modules (cross-modal and visual retrieval) with text-guided attention layers, each handling one modality of the query. These modules are trained jointly. These systems hold great potential for developing multi-modal dialogue systems and other tasks such as virtual try-on to effectively understand and respond to human queries involving text and images.

- **Context = body/facial-related attributes**: The user’s physical appearance, including their face or body, can provide valuable contextual information to a recommendation system, which can then suggest cosmetic products [34, 191], clothing [68, 69], and hairstyle...
Table 3. Classification of Fashion RS Based on the Input and Output of the System

| Class                  | Input         | Output         | Research Works |
|------------------------|---------------|----------------|----------------|
| Classical fashion RS   | –             | item           | [56, 67, 70, 79, 83, 153, 191] |
|                        | –             | pair/outfit    | [1, 28, 76, 79, 153, 155] |
| image                  | item          | [3, 19, 22, 81, 91, 131, 160, 186, 194] |
| image                  | pair/outfit   | [19, 96, 106, 108, 120, 129, 153, 186, 192, 194] |
| Contextual fashion RS  | image+text    | item           | [98, 171, 195] |
|                        | body/face     | compl. pair/outfit | [105, 195] |
| GAN-based fashion image gen. | – | item           | [91, 147, 149, 184] |
|                        | –             | compl. pair/outfit | [78, 96] |

Note: Compl. pair/outfit refers to settings where complementary relationships between fashion items are considered, either for pairwise matches or outfit recommendation.

recommendations [109, 182]. For instance, Hidayati et al. [68] propose a framework that uses both body characteristics and clothing style to provide size recommendations. Meanwhile, in a different work by Hidayati et al. [69], a system requires users to provide information about their body, such as their shape, weight, height, bust, waist, and hip measurements, which is then correlated with photos of celebrities to suggest a style that matches the user’s preferences.

In Table 3, we provide reference points to research works that explicitly use specific multimedia contexts (e.g., text and images) for fashion item information access (recommendation or search).

3 ALGORITHMS FOR FASHION RSS

For the purpose of this survey, we focus on the two most prominent approaches for fashion RS: (i) visually aware model-based CF (cf. Section 3.1) and (ii) generative fashion recommendation models (cf. Section 3.2). Finally, we briefly discuss other fashion RS approaches (cf. Section 3.3).

3.1 Visually Aware Model-Based CF

The fashion industry has a wide catalog of diverse items and a high rate of change or return as a result of market dynamics and customer preferences. This results in a lack of purchase data, which complicates the use of standard RSs. In addition, it is difficult to compute similarities across products when exact and extensive product information is not provided. Computer vision research is increasingly being used to address the issues outlined earlier. Given the visual and aesthetic nature of fashion products, a growing body of research addresses tasks like localizing fashion items, determining their category and attributes, or establishing the degree of similarity to other products. For instance, Qian et al. [131] use a CNN to segment and locate elements from the complicated backgrounds of street-style images. Hou et al. [70] use a semantic segmentation approach to derive region-specific attribute representations.

**VBPR (2016) [64].** The VBPR method is built upon BPR and extends it by incorporating a latent content-based preference factor. The core predictor in VBPR is given by

\[ \hat{x}_{u,i} = p_u^T q_i + \theta_u^T \theta_i, \]

where \( \theta_i \in \mathbb{R}^K \) is typically designed to represent the visual signal of an item and \( \theta_u \in \mathbb{R}^K \) represents the user preference on the visual dimension. He and McAuley [64] built the VBPR predictor
according to
\[ \hat{x}_{u,i} = p_u^T q_i + \theta_u^T E \Phi_f(\text{Img}_i), \] (8)
in which \( f_i = \Phi_f(\text{Img}_i) \in \mathbb{R}^{F \times 1} \) represents the latent feature of item \( i \) (typically extracted from a pre-trained CNN) and \( \Phi_f \) denotes the feature extractor. \( E \in \mathbb{R}^{K \times D} \) linearly transforms the high-dimensional feature \( F \) into a lower-dimensional (e.g., \( D = 20 \)) named the visual space. He and McAuley [64] show that VBPR improves the performance of BPR-MF and popularity-based recommenders for datasets chosen from Amazon fashion and Amazon phones.

**DeepStyle (2017) [110]**. Although VBPR has demonstrated effectiveness, it tends to learn the visual characteristics of items based on their category rather than their specific style (e.g., casual, aesthetic, or formal). Creating a style-CNN requires labeled data, which can be a time-consuming task that requires expert knowledge in the field of fashion. However, DeepStyle presents an innovative solution to this problem by using a U-I matrix to learn the style of items. The approach involves modeling the item as a combination of its style and category, where removing the category information is achieved by modeling the style as the difference between the item and the category (\( \text{style} = \text{item} - \text{category} \)). This transformation effectively converts the VBPR predictor into a dedicated style-CNN:
\[ \hat{x}_{u,i} = p_u^T q_i + p_u^T (E f_i - l_i), \] (9)
where \( l_i \) is a latent factor that embodies the categorical information of item \( i \).

**ACF (2017) [26]** Attentive CF integrates an attention network to consider the varying levels of attention that users give to different components within multimedia content, such as the regions in an image or frames in a video when making recommendations. This approach is more effective than traditional visual recommendation systems that do not account for such nuances in user behavior:
\[ \hat{x}_{u,i} = \left( p_u + \sum_{k \in I_u} a(u,k) v_k \right)^T q_i, \] (10)
in which \( a(u,k) \) denotes user \( u \)’s preference degree toward item \( k \), \( v_k \) is the attentive latent factor for item \( k \), and \( q_i \) is the basic item vector in the MF model.

**DVBPR (2017) [91]** VBPR utilizes pre-trained CNNs, such as ResNet-50, to extract visual information. However, these networks are trained for image classification tasks rather than recommendation tasks, and they come from different domains. In contrast, Deep Visual Bayesian Personalized Ranking (DVBPR) is an end-to-end model that trains the visual feature extractor and the preference prediction module simultaneously in a pairwise manner:
\[ \hat{x}_{u,i} = \theta_u^T \Phi_e(\text{Img}_i), \] (11)
where the product \( i \) is associated with an image denoted as \( \text{Img}_i \) and its item content embedding is represented by \( \Phi_e(\text{Img}_i) \). The CNN model used to generate this embedding is trained directly in a pairwise manner.

Other relevant techniques in this area are TVBPR by He and McAuley [63], which incorporates seasonality and temporal changes into the VBPR model, and CO-BPR by Yin et al. [186], which recommends compatible outfits based on BPR. These methods draw inspiration from traditional content-based recommendation techniques, with the primary challenge being the higher dimensionality and computational costs associated with visual data. To address this, the image representations are projected into lower-dimensional spaces (as with VBPR) or handled through end-to-end (pixel-level) representations.
A general classification of computer vision in fashion RSs is presented by Cheng et al. [30], according to (i) fashion detection (landmark detection, fashion parsing), (ii) fashion analysis (attribute prediction, style learning, popularity prediction), and (iii) fashion synthesis (style transfer, pose estimation).

3.2 Generative Fashion Recommendation Models

Most conventional RSs are not suitable for application in the fashion domain due to unique characteristics hidden in this domain. Recently, GAN-based models have been used for fashion generation and fashion recommendation with promising performance. For example, Kumar and Gupta [96] use an enhanced conditional GAN to generate bottom items that can fit with the top items received in input by their framework. GANs gain their power exploiting their generative power, allowing them to synthesize realistic-looking fashion items [43]. This aspect can inspire customers’ and designers’ aesthetic appeal/curiosity and motivate them to explore the space of potential fashion styles.

**CRAFT.** Huynh et al. [78] address the problem of recommending complementary fashion items based on visual features by using an adversarial process that resembles a GAN and uses a conditional feature transformer as $G$ and a discriminator $D$. One main distinction between this work and the prior literature is that the $\langle$input, output$\rangle$ pair for $G$ are both features (here features are extracted using pre-trained CNNs [154]) instead of $\langle$image, image$\rangle$ or hybrid types such as $\langle$image, features$\rangle$ explored in numerous previous works [164, 196]. This would allow the network to learn the relationship between items directly on the feature space, spanned by the features extracted. The proposed system is named CRAFT (complementary recommendation using adversarial feature transform) since in the model, $G$ acts like a feature transformer that—for a given query product image $q$—maps the source feature $s_q$ into a complementary target feature $\hat{t}_q$ by playing a min-max game with $D$ with the aim to classify fake/real features. For training, the system relies on learning the co-occurrence of item pairs in real images. In summary, the proposed method does not generate new images; instead, it learns how to generate features of the complementary items conditioned on the query item.

**DVBPR.** DVBPR [91] is one of the first works to exploit the visual generative power of GANs in the fashion recommendation domain. It aims to generate clothing images based on user preferences. Given a user and a fashion item category (e.g., tops, t-shirts, and shoes), the proposed system generates new images (i.e., clothing items) that are consistent with the user’s preferences. The contributions of this work are twofold. First, it builds an end-to-end learning framework based on the Siamese CNN framework. Instead of using the features extracted in advance, it constructs an end-to-end system that turns out to improve the visual representation of images. Second, it uses a GAN-based framework to generate images that are consistent with the user’s taste. Iteratively, $G$ learns to generate a product image integrating a user preference maximization objective, whereas $D$ tries to distinguish generated images from real ones. Generated images are quantitatively compared with real images using the preference score (mean objective value), inception score [141], and opposite SSIM [124]. This comparison shows an improvement in preference prediction in comparison with non-GAN-based images. At the same time, the qualitative comparison demonstrates that the generated images are realistic and plausible, yet they are quite different from any images in the original dataset—they have standard shape and color profiles but quite different styles.

**MrCGAN.** Shih et al. [147] propose a compatibility learning framework that allows the user to visually explore candidate compatible prototypes (e.g., a white t-shirt and a pair of jeans). The system uses a Metric-regularized Conditional Generative Adversarial Network (MrCGAN) to pursue the item generation task. It takes as input a projected prototype (i.e., the transformation of a query image in the latent “compatibility space”). It produces as the output a synthesized image.
of a compatible item (the authors consider a compatibility notion based on the complementary of the query item across different catalog categories). Similar to the evaluation protocol in the work of Huynh et al. [78], the authors conduct online user surveys to evaluate whether their model could produce images that are perceived as compatible. The results show that MrCGAN can generate compatible and realistic images under compatibility learning settings compared to baselines.

Yang et al. and c+GAN. Yang et al. [184] address the same problem settings of MrCGAN [147] by proposing a fashion clothing framework composed of two parts: a clothing recommendation model based on BPR combined with visual features and a clothing complementary item generation based GAN. Notably, the generation component takes as input a piece of clothing recommended in the recommendation model and generates clothing images of other categories (i.e., tops, bottoms, or shoes) to build a set of complementary items. The authors follow a similar qualitative and quantitative evaluation procedure as DVBPR [91] and further propose a compatibility index to measure the compatibility of the generated set of complementary items. A similar approach has also been proposed in c+GAN [96] to generate a bottom fashion item paired with a given top.

3.3 Other Fashion RS Algorithms

Depending on the task, fashion item and outfit recommendation, and size recommendation as we identified in Section 2.1, a variety of other models have been used in the studied research work, such as Recurrent Neural Networks (RNNs) [22, 106], graph modeling [28, 101, 120], two-input (Siamese) CNNs [91, 129, 186, 192, 195], and attention mechanisms [106], among others. A detailed discussion on these approaches is left as a future direction.

4 EVALUATION AND DATASETS

Evaluation of fashion recommendations is a very complex task. It has to be adapted to the specific recommendation task (see Section 2.1) and consider the inputs of the algorithms (Section 2.2). Hence, in the next section, we present several goals that aim to be achieved when deciding for a specific evaluation setting (Section 4.1), whereas Section 4.2 presents the most important perspectives analyzed in the literature; finally, Section 4.3 shows and discusses currently available datasets.

4.1 Evaluation Goal

The goal of the evaluation is usually linked with the task the recommendation is intended to satisfy. However, we may find proposals where the algorithm is evaluated under different goals. For example, an outfit recommender can be evaluated only for that goal by ranking lists of outfits, but a more simple setting could be devised by using the recommender to score different outfits, to validate whether the algorithm is capable of discriminating those outfits that occur in the ground truth.

In the following, we present the most important goals we have identified in the literature:

- **Goal 1—Outfit generation**: The goal of this task is, given a fashion item $x_q$ (e.g., skirt) representing the user’s current interest, to find the best item $x \in I$ (e.g., shirt) or the fashion outfit $F \in I$ (e.g., shirt, pants, hat) that goes well with the input query. The input $x_q$ can be specified as a textual query (e.g., what outfit goes well with this mini skirt?) or a visual query (photo of a skirt).

  When $x_q$ is a visual query, the task is recognized as a visual retrieval task in the community of information retrieval or contextual recommendation in the community of RS ($x_q$ is a multimedia context representing a user’s interest—e.g., see the work of Kaminskas and Ricci [90] for a definition of multimedia context (cf. Section 2.2.3)).
• **Goal 2—Outfit recommendation**: This goal is related to the fashion and outfit recommendation task, where a set of objects is recommended to the user at once, by maximizing a utility function that measures the suitability of recommending a fashion outfit to a specific user.

• **Goal 3—Pair recommendation**: This goal is a simplification of the outfit recommendation goal when \( N = 2 \). This is typically performed as top-bottom or bottom-up recommendation. In this task, given clothes related to the upper part of the body, the aim is to predict the possible lower part and vice versa. For instance, in a mobile setting, the user may take a photograph of a single piece of clothing of interest (e.g., tops) related to the upper part of the body and look for the bottom (e.g., trousers or skirts) from a large collection that best match the tops [81]. This typically requires a collection of pairs of top and bottom images for compatibility modeling. With advancements in computer vision, in some works, automated top-bottom region detection from photograph images has been proposed [80].

• **Goal 4—FITB**: This goal is used in a setting where we are given an incomplete outfit \( F^- \) (e.g., shirt, pants, accessories) with a missing item (e.g., shoes), and the method must find the best missing fashion item \( x \in \{x_1, x_2, x_3, x_4\} \) from multiple choices where \( F = \{F^-, x\} \) has fashion items, which are compatible visually [60]. This is a convenient scenario in real life—for example, a user wants to choose a pair of shoes to match his pants and jacket.

• **Goal 5—Outfit compatibility prediction**: This goal is focused on, given a complete outfit \( F \in \mathcal{F} \), predicting a compatibility score that best describes the composition of an outfit. All items in an outfit are compatible when all fashion items have similar style and go well together [60, 156]. This task is helpful since users may create their own outfits and wish to decide if they are compatible and trendy.

### 4.2 Evaluation Perspective

Besides the goal that is considered when evaluating an RS, we may find authors who take different perspectives when considering what is a good recommendation. Although most of the literature in the fashion domain has been focused on building more accurate prediction and recommendation models, as in other recommendation settings, recent research has gone beyond this perspective and analyzed the explanations that should be presented to the user, the images that go with the recommendations, and even social aspects that may reinforce biases in the system. We describe these perspectives next:

• **Evaluate the recommendation**: Most papers perform offline evaluation, where classification or ranking metrics are very popular (precision, NDCG, AUC); in this sense, business metrics like CTR or purchase percentage are less common. Later, Table 4 presents a summary. It should be noted that, depending on the recommendation task, other concepts, such as compatibility, might be measured to assess how well the user recognizes the recommendation. Recent approaches (e.g., [33]) propose comparative recommendations focused on product discovery tasks. Other works explicitly address the context of the recommendation—in particular, the scene in which the outfit is expected to be considered [185], natural language feedback [177], or maximum shopping budget [16].

• **Evaluate an explanation**: Understanding recommendation explanations is generally a difficult task, as theoretically it can be evaluated only by real users. However, these approaches can be costly and produce subjective judgments, but recent techniques aim to produce interpretable recommendations instead of providing an explicit explanation in natural language. Examples of research works where this perspective is considered for the fashion domain are presented elsewhere [176, 183].

• **Evaluate generated images**: When generating images, researchers typically measure three complementary metrics [91]: preference (how much each user would be interested in the rec-
ommended items), image quality using the inception score as a proxy, and diversity (where the visual similarity between every pair of returned images is computed). Sometimes qualitative evaluation is also included. For example, Lin et al. [105] show several examples of generated items and discuss their validity. A similar qualitative evaluation is observed in the work of Yang et al. [184].

- **Evaluate social perspectives:** Brand and Gross [21] highlight a very important aspect of today’s society—gender equality—in detail, the attention is placed on the price differences that emerge between men’s and women’s products. Other works (e.g., [134]) argue whether users perceive in the same way recommendations generated by humans or by services exploiting AI, in terms of trustworthiness and acceptance of the recommendations. In a similar line, the diversity of the recommendations (where the product exposure is higher) has been linked to a higher purchase rate and amount, although it may depend on the type of customer [97]. In any case, special care must be taken by automatic fashion RSs to not reinforce social biases and perpetuate long-observed objectifications [157, 161], hence more research on these lines should be derived from the machine learning and RecSys communities.

From the summary presented later in Table 4, we conclude that the most prominent perspective remains the first one (evaluate the recommendation). Nonetheless, some recent papers pay attention to other perspectives, such as image generation and social perspectives. This can be observed in the table by checking how many papers report image quality/diversity metrics, or metrics beyond accuracy, such as diversity or some kind of explanation measurements. The general trend, hence, is that offline evaluation with classical metrics (error, classification, and ranking) are prominent, but the community is working toward introducing others, more focused on alternative dimensions, such as business metrics or those related to social and explanation perspectives.

### 4.3 Available Datasets

Table 5 summarizes a list of the most frequently used datasets, together with information on their availability, size, and the area to which the data pertain. They are discussed in more detail next:

- **Amazon Reviews dataset:** Amazon is the world’s largest marketplace for selling several categories of products, including fashion products. The collection consists of about 140M records, including product reviews, ratings, and product information.
- **DeepFashion:** DeepFashion contains more than 800K photos annotated with 50 categories, 1K attributes, and clothing landmarks (each image contains four to eight landmarks), as well as more than 300K image pairs. They are classified according to several contexts, such as the store, street photo, and consumer.
- **Exact Street2Shop:** The images in this collection fall into two categories: (i) street images, which are photographs of individuals wearing various garments and taken in spontaneous, unplanned moments, and (ii) shop photos, which are photographs of clothing products from online clothing businesses.
- **ExpFashion:** This dataset was gathered from a collection of Polyvore images. They created new outfits given an item from current outfits and placed them in the dataset, starting with 1K seed outfits and expanding to a total of 100K outfits.
- **Fashion IQ:** This dataset is commonly used as a benchmark for image retrieval with natural language feedback. It contains 77.6K images of fashion products over three categories: Dress, Toptee, and Shirt, with 46.6K images in the training and around 15.5K images for both the validation and test sets.
- **FashionVC:** This is a dataset consisting of the outfits of Polyvore’s best fashion experts. Using a seed set of Polyvore popular outfits, the researchers identified 256 fashion experts, then retrieved historical outfits from them.
Table 4. Common Datasets and Evaluation Metrics Used in the Fashion Recommender Literature

| Authors               | Year | Evaluation Metric | Clothing Type | Datasets                  |
|-----------------------|------|-------------------|---------------|---------------------------|
|                       |      | Offline Metrics   |               |                           |
|                       |      | Error             |               |                           |
|                       |      | Clf.              |               |                           |
|                       |      | Rank              |               |                           |
|                       |      | Beyond            |               |                           |
|                       |      | Expl              |               |                           |
|                       |      | Survey            |               |                           |
|                       |      | Business          |               |                           |
|                       |      | Image quality     |               |                           |
|                       |      | Image diversity   |               |                           |
|                       |      | Online/Qual.      |               |                           |
|                       |      | Business          |               |                           |
|                       |      | Image diversity   |               |                           |
| Tangseng and Okatani  | 2020 | offline           | ✓             | generic                   |
|                       |      |                  | ✓             | PO                        |
| Lin et al.            | 2020 | offline           | ✓ ✓ ✓         | top-bottom                |
|                       |      |                  |               | FashionVC                 |
| Chen et al.           | 2019 | offline           | ✓             | generic                   |
|                       |      |                  | ✓             | POG                       |
| Polanía and Gupte     | 2019 | offline           | ✓             | generic                   |
|                       |      |                  | ✓             | PO                        |
| Hou et al.            | 2019 | offline           | ✓ ✓           | generic+shoe               |
|                       |      |                  |               | Amazon                    |
| Kumar and Gupta       | 2019 | offline           | ✓ ✓           | top-bottom                |
|                       |      |                  |               | Bing                      |
| Zhou et al.           | 2019 | online            |               | generic                   |
|                       |      |                  |               | NA                        |
| Pan et al.            | 2019 | offline           | ✓             | generic                   |
|                       |      |                  | ✓             | NA                        |
| Lin et al.            | 2019 | offline           | ✓ ✓            | top-bottom                |
|                       |      |                  |               | ExpFashion                |
| Lin et al.            | 2019 | offline           | ✓             | generic                   |
|                       |      |                  | ✓             | Amazon                    |
| Liu et al.            | 2019 | offline           | ✓             | top-bottom                |
|                       |      |                  |               | FarFetch                  |
| Abdulla et al.        | 2019 | offline           |               | generic                   |
|                       |      |                  |               | NA                        |
| Hwangbo et al.        | 2018 | online            | ✓             | generic                   |
|                       |      |                  |               | NA                        |
| Cardoso et al.        | 2018 | offline           | ✓             | generic                   |
|                       |      |                  |               | ASOS                      |
| He and Hu             | 2018 | online            | ✓             | generic                   |
|                       |      |                  |               | PO                        |
| Sun et al.            | 2018 | offline           | ✓ ✓           | top-bottom                |
|                       |      |                  |               | MonJIE                    |
| Cardoso et al.        | 2018 | offline           | ✓             | generic                   |
|                       |      |                  |               | ASOS                      |
| Tumhof et al.         | 2018 | offline           | ✓             | top-bottom                |
|                       |      |                  |               | CrowdFlower               |
| Hidayati et al.       | 2018 | offline           | ✓             | woman dress               |
|                       |      |                  | ✓             | StyleBody                 |
| Zhou et al.           | 2018 | offline           | ✓             | top-bottom                |
|                       |      |                  |               | DeepFashion               |
| Guigourès et al.      | 2018 | offline           | ✓             | shoes                     |
|                       |      |                  | ✓             | NA                        |
| Agarwal et al.        | 2018 | offline           | ✓ ✓           | men t-shirt               |
|                       |      |                  |               | Myntra                    |
| Heinz et al.          | 2017 | offline           | ✓             | generic                   |
|                       |      |                  |               | Zalando                   |
| Kang et al.           | 2017 | offline           | ✓ ✓ ✓          | shoe+top-bot.              |
|                       |      |                  |               | Amazon                    |
| Zhang et al.          | 2017 | offline           | ✓             | –                         |
|                       |      |                  |               | NA                        |
| Jaradat               | 2017 | offline           | –             | Zalando+Instagram          |
| Qian et al.           | 2017 | offline           | ✓ ✓            | top-bottom                |
|                       |      |                  |               | –                         |
| Zhao et al.           | 2017 | offline           | ✓             | generic                   |
|                       |      |                  |               | Amazon+Tao                |
| Itakachi et al.       | 2016 | offline           | ✓             | generic                   |
|                       |      |                  |               | Zalando                   |
| McAuley et al.        | 2015 | offline           | ✓             | –                         |
|                       |      |                  |               | Amazon                    |
| Hu et al.             | 2015 | offline           | ✓             | generic                   |
|                       |      |                  |               | PO                        |
| Wang et al.           | 2015 | online            | ✓             | –                         |
|                       |      |                  |               | –                         |
| Bhartwaj et al.       | 2014 | online            | ✓             | top-bottom                |
|                       |      |                  |               | Fashion-136K              |
| Jagadeesh et al.      | 2014 | online            | ✓             | top-bottom                |
|                       |      |                  |               | Fashion-136K              |

**Challenges**

- **IE:** Interpretability/Explanation.
- **Metrics**
  - Err.: Error-based accuracy (RMSE, MAE); Clf.: Classification metrics (Precision, Recall, F1, Accuracy, AUC);
  - RA: Rank-aware accuracy (MRR, MAP, NDCG); Beyond: Beyond accuracy metric (Novelty, Coverage, Diversity);
- Expl.: Explanation-related evaluation.

**Datasets**

- PO: Polyvore; NA: Anonymous.

- **Fashion-136K**: For this dataset, photographs of fashion models were gathered from the Web. All photographs will have both top and bottom garments in the same image.
- **IQON3000**: This dataset is composed of garment images and metadata. Garments are grouped by outfit and are associated to different users. These data were collected from IQON, a Japanese fashion community website, in which members could mix fashion items to create new outfits.
- **Polyvore**: This is a social commerce platform that allows users to exchange items and utilize them in image collages called Sets. As a dataset for many fashion recommendation systems (e.g., Hu et al. [76] have defined 150 sets of users), Sets are employed because they include...
only the products and a clean background, which substantially facilitates extraction of object properties.

- **POG**: The POG dataset contains data retrieved from the Taobao website; specifically, the clicks on the most popular items and outfits were extracted, and each one was paired with a record including the image’s background, title, and category.

- **StyleReference**: There are 2,160 photos of apparel in this collection. The photographs were sourced from a number of major fashion publications style magazines (e.g., Elle and Vogue).

- **Style4BodyShape**: In this dataset, it is possible to find three different kinds of information: (i) a list of the most stylish 3,150 female celebrities, who are well known for their refined sense of fashion; (ii) female celebrity body measurements, including dress, bust, waist, and hip measurements, derived from a website that compiles this data; and (iii) images of 270 fashionable celebrities crawled via the Google search engine.

In summary, we note that most of the reported datasets are not publicly available. This is a big hurdle to promote comparable and reproducible research in this domain. Moreover, we observe that the area to which the data belongs to is heterogeneous, as no two datasets share the same area except the three datasets classified as Generic. Finally, even though most of these datasets are quite large (reaching millions of interactions), some of them are very small, including few thousands of images, which might be insufficient information for some methods to learn interesting patterns from them.

## 5 CONCLUSION

In this survey, we examined RS specific to the clothing and fashion sector, introducing a taxonomy that categorizes them by task (e.g., item or outfit recommendations, size, explainability) and side information (users, items, context). We outlined key evaluation goals and metrics, such as outfit generation and compatibility prediction, along with community perspectives. This field offers distinct challenges vital to the success of RSs.

**Datasets.** We may recall how data collections began with simple “harvested” datasets and progressed to more “curated” datasets in subsequent years (e.g., images from fashion models rather than, e.g., co-purchase data). It is interesting to consider which of these methods is preferable and where the field is headed in terms of datasets. Even though harvested datasets are easy to collect and correspond well to real prediction tasks (e.g., purchase estimate), collected datasets are noisy; they may also not reflect the real semantics of visual preferences, compatibility, or other aspects of a user’s experience. In contrast, curated datasets may not match the distribution of real data, or “models” may not represent the preference dimensions of regular users, or the datasets may...
actually be contrary to one’s goals. For instance, a marketing image may try to promote a pair of shoes by pairing it with a “boring” (non-distracting) outfit, thus curated data may not be any more “real” than harvested data (cf. Section 4.3).

**Tasks.** Whereas the traditional task in fashion RS research involved purchase or co-purchase prediction tasks, recent systems focus on combinatorial outputs (e.g., outfits and wardrobes) or even generative tasks (cf. Section 2.1). One needs to think whether this complexity is necessary. Do complicated non-pairwise functions actually exist in fashion semantics, or are pairwise functions adequate to represent the underlying decision factors? Is the increased complexity of combinatorial models worth the investment? This may require us to examine the long-term viability of simpler models in comparison to more complicated ones (cf. Section 2.1).

**Interpretation.** What exactly do visually aware models “learn”? Are they truly capturing fine-grained fashion semantics, or are they simply learning trivial factors (e.g., categories) from fashion data? (cf. Section 2.1.4) Visual RSs are mostly used to cope with noisy, sparse, cold start datasets including visual data, but it is unclear that we have made much progress toward acquiring “real” fashion semantics in the manner of a designer. If our objective is just to predict purchases, this may be irrelevant; if our objective is to fulfill the function of fashion designers, how can we develop more representative datasets or tasks (cf. Section 2.1.4)?

6 FUTURE OUTLOOK

We anticipate that the following areas will receive future attention and be the subject of future surveys.

**Forecasting.** The majority of fashion recommendations are focused on predicting the “present” based on previous interactions and trends—that is, what the user will do right now based on their history. How might such models be utilized to make predictions regarding the fashion trends of the future? This aspect can be linked to popularity forecasting in the fashion domain since trendy items will likely be popular [15, 87].

**Ethics.** Fashion recommendation raises a number of ethical considerations—for instance, how certain factors like gender [21], race, body shape, or religion, to name a few, result in stereotypical recommendations. A fashion recommendation system, for instance, may be biased toward recommending clothing items that are traditionally worn by men or women, thereby ignoring the fashion tastes of people who do not conform to these traditional gender roles. Besides the ethical considerations, such bias and unfairness can have other severe consequences, including decreased retail sales, dissatisfied customers, and degradation of the brand image (e.g., see [10, 42]). With the goal of rare product discovery, Sá et al. [140] explore how to diversify the recommendations in the context of luxury fashion, whereas Nestler et al. [122] use a Bayesian model to reduce the size- and fit-related product returns, hence reducing the risk of personal issues such as “it’s not me” or other body image issues.

The ethics of “fast fashion” is also worth considering. **Fast fashion** is a term that refers to the manufacturing process, which means that the consumer may have to choose between purchasing something cheaper but manufactured under dubious conditions or paying more (or even having a very limited selection) for sustainable and ethically superior clothing.

**Adversarial Robustness and Privacy.** This topic revolves around protecting the security of machine learning/RS models and user data. In the fashion recommendation domain, adversarial attacks are a significant concern, as attackers can manipulate the system’s output and deceive users [44]. One common form of such an attack is to manipulate the images of clothing items, making them appear different from their actual appearance. Another form of attack involves adding adversarial perturbations (noise) to the images that are invisible to the naked eye and promoting
or demoting certain items or item categories in the recommendation list for purposes such as marketing presentations. Consequently, users may be directed to clothing items they may not have otherwise considered, which could result in dissatisfaction and a reduction in retail sales [11, 159]. An example of an attack is presented by Treu et al. [159], which uses a fashion image to generate an adversarial texture applied to the clothing regions of the target image, preventing person segmentation from working correctly.

**Deployability.** What are the practical considerations in terms of deploying models from academia? Perhaps complexity and being naturally black box models (relating to the preceding discussion about interpretation) are important aspects for consideration given that the majority of the techniques described are based on neural networks. Furthermore, good performance on a small academic dataset may fail to reproduce at an Internet-size scenario, which compounded with the lack of interpretability may result in unforeseen problems when a new model is released to the public [123, 136]. Properly testing systematically and at scale, and how to better explain and understand model predictions, is thus a relevant area of research.

**Multi-Modal and Cross-Modal Representations.** A multi-modal fashion RS can be trained to recognize the semantic aspects of clothing items, such as their color, style, and material, and combine this information with visual data, such as images of the clothing items, to improve the product representations and ultimately provide more accurate recommendations [46]. However, it is costly to scale the training data required for all the fashion concepts with industry-level accuracy. However, recent advances in multi-modal text-and-image models such as CLIP [132] or ALBEF [100] have shown that it is possible to achieve a remarkable level of semantic understanding using only weakly related Internet text and image data. Future research will probably target how to use similar approaches for fashion RSs.

Similarly, cross-modal text-to-image generative models, such as DALL-E [133] and Stable Diffusion [139], could be incorporated into fashion AI systems to improve the accuracy of recommendations. These models can be trained to generate images of clothing items based on textual descriptions or retrieve textual descriptions of clothing items based on visual data, which can provide more accurate and diverse recommendations for users.

**Iterative and Multi-Modal Recommendation.** As conversational systems progress and gain wide adoption, fashion RSs will be able to utilize multi-turn interactions [48, 187], as well as multiple forms of input, to refine and improve the recommendations to the customer. Furthermore, different pieces of information provided by the customer may be contradictory or modify each other, and future fashion RSs will need to exhibit robustness to more informal forms of communication. Several works [50, 172, 177], among others, start to tap into this area, but more research will be needed to make such systems practical and train them at scale.

**Virtual Try-on.** Augmented reality is becoming commonplace in mobile camera apps, and in consequence it is very likely that customers will start expecting it in e-commerce settings. Some product verticals like beauty or eyewear, where the requirements are more aligned with current commercial augmented reality technology, are early adopters [170]. Clothing virtual try-on will require more research before it becomes useful, but it will create opportunities to make fashion RSs more personalized [88].

**Causal Understanding.** Another challenge for fashion AI and recommendation is to take a causal approach to fashion recommendation, which entails understanding the causal relationships between data and the effect of features on informed decision making. For instance, a fashion AI model can be trained to understand the causal relationships between a user’s clothing preferences and their body type, age, or lifestyle, then use this knowledge to provide personalized recommendations that are more likely to suit the user’s needs and preferences.
**Integration with Generative AI and Large Language Models.** Finally, as generative AI and large language models continue to advance, their roles in RSs—particularly in the field of fashion—are becoming increasingly significant \[53, 71, 168\]. These models can operate in both uni-modal and multi-modal capacities. For example, in the fashion industry, large language models can generate outfit recommendations by understanding the compatibility between various fashion items in a nuanced manner. In multi-modal scenarios, these models can combine both text and visual data to offer more personalized choices. For instance, a user could interactively decide what they would like to wear by inputting both textual and visual preferences into the system. Moreover, these models can also tackle common challenges in RSs such as sparsity and the cold start problem through prompt engineering techniques such as few-shot and zero-shot learning \[39, 121\].
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