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Abstract
Evolution-based neural architecture search methods have shown promising results, but they require high computational resources because these methods involve training each candidate architecture from scratch and then evaluating its fitness, which results in long search time. Covariance Matrix Adaptation Evolution Strategy (CMA-ES) has shown promising results in tuning hyperparameters of neural networks but has not been used for neural architecture search. In this work, we propose a framework called CMANAS which applies the faster convergence property of CMA-ES to the deep neural architecture search problem. Instead of training each individual architecture separately, we used the accuracy of a trained one shot model (OSM) on the validation data as a prediction of the fitness of the architecture, resulting in reduced search time. We also used an architecture-fitness table (AF table) for keeping a record of the already evaluated architecture, thus further reducing the search time. The architectures are modeled using a normal distribution, which is updated using CMA-ES based on the fitness of the sampled population. Experimentally, CMANAS achieves better results than previous evolution-based methods while reducing the search time significantly. The effectiveness of CMANAS is shown on two different search spaces using four datasets: CIFAR-10, CIFAR-100, ImageNet, and ImageNet16-120. All the results show that CMANAS is a viable alternative to previous evolution-based methods and extends the application of CMA-ES to the deep neural architecture search field.
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1 Introduction
In recent years, convolutional neural networks (CNNs) have been instrumental in solving various computer vision problems. However, the CNN architectures (such as AlexNet, Krizhevsky et al., 2012; ResNet, He et al., 2016; DenseNet, Huang et al., 2017; and VGGNet, Simonyan and Zisserman, 2014) have been designed mainly by humans, relying on their intuition and understanding of specific problem. Neural architecture search (NAS) tries to replace the reliance on human intuition with an automated search of the neural architecture. Recent NAS methods (Elsken et al., 2018b; Zoph and Le, 2016; Pham et al., 2018) have shown promising results in the field of computer vision, but most of these methods consume a huge amount of computational power. Any NAS method (Elsken et al., 2019) has three parts (see Figure 1): search space, search strategy, and performance estimation. The search space typically defines the type of architecture that can be represented in principle. The search strategy defines the process of how
to explore the search space. This typically includes reinforcement learning (RL)-based methods, evolutionary algorithm (EA)-based methods, and gradient-based methods. The performance estimation refers to the process of estimating the performance of a neural architecture. The objective of any NAS method is to find the architecture with high performance using the performance estimation.

Evolutionary algorithm (EA)-based NAS updates a population of architectures on the basis of performance of the architectures from the performance estimation process. Reinforcement learning (RL)-based NAS has a RL agent sampling architecture in the search space, which is updated depending on the performance of the architecture determined the performance estimation process. Both types of methods require huge computational resources, resulting in long search time. For example, the method proposed in Real et al. (2019) required 3,150 GPU days of evolution, and that discussed in Zoph et al. (2018) required 1,800 GPU days of RL search. This is attributed to the performance estimation process (Figure 1) wherein each architecture is trained from scratch for a certain number of epochs in order to evaluate its performance on the validation data. Recently proposed gradient-based methods such as Liu et al. (2019), Dong and Yang (2019b), Xie et al. (2019), Dong and Yang (2019a), and Chen et al. (2019) have reduced the search time by sharing weights among the architectures. However, these gradient-based methods are highly dependent on the given search space and suffer from premature convergence to the local optimum as shown in Chen et al. (2019) and Zela et al. (2020).

EA-based NAS algorithms (Sinha and Chen, 2021) solve the premature convergence problem of the gradient-based methods but require a large number of architecture evaluations to get a feasible solution, which ultimately leads to longer search time. Covariance matrix adaptation evolution strategy (CMA-ES) (Hansen and Ostermeier, 2001; Jin et al., 2002) has shown promising results in tuning hyperparameters of a neural network (Loshchilov and Hutter, 2016), but it required 30 GPUs to accomplish the task. However, CMA-ES has not been used in deep neural architecture search (NAS) problems. In this work, we propose a method called CMANAS (Neural Architecture using Covariance Matrix Adaptation Evolution Strategy, summarized in Figure 2), wherein we use the faster convergence property of CMA-ES in the NAS problem. Here, the neural architecture is represented by a normal distribution (discussed later in Section 3). In every generation, the distribution is first used to sample a population of architectures and then the distribution is updated using CMA-ES on the basis of the performance of the population of architectures. We used a trained one shot model (OSM) (discussed later in Section 3.3) to evaluate each architecture instead of training each architecture from scratch. This resulted in reduced search time because the one shot model shares weight among all the architectures in the search space. We also used an architecture-fitness table (AF table) to maintain a record of the already evaluated architectures, which further resulted in the reduction of the search time.

Our contributions could be summarized as follows:

- We designed a framework of applying the covariance matrix adaptation evolution strategy (CMA-ES) to the NAS problem where the architecture is
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Figure 2: Illustration of the general framework of CMANAS.

represented by a 2D matrix. The entries in the matrix select an architecture by giving higher weights to that architecture in the search space. The matrix is updated using CMA-ES with more details given in Section 3. Instead of training each architecture in the population from scratch, we used a trained one shot model (OSM) (a supergraph that treats all architectures as subgraphs) for evaluating the performance/fitness of an architecture, resulting in reduced computational requirements.

• We used an architecture-fitness table (AF table) for maintaining the records of the already evaluated architectures in order to skip the process of re-evaluating an already evaluated architecture and thus reducing the search time.

• We also used a NAS benchmark, NAS-Bench-201 (Dong and Yang, 2020), which provides the fitness value of each architecture in the search space. This allowed us to simulate the process of using our method without OSM and guide the search process by training and evaluating each architecture in the population from scratch.

• We also created a visualization of the architecture search performed by CMANAS to get insights into the search process. We found that the search begins with giving equal weights to all architectures in the search space and as the search progresses and converges to an architecture, CMANAS increases the weights to the converged architecture. We also found that the first phase of the search is predominantly an exploration phase wherein CMANAS explores the given search space. This is followed by an exploitation phase (i.e., convergence to an architecture).

The code for our paper can be found here: https://github.com/nightstorm0909/CMANAS.

2 Related Work

Searching the neural architecture automatically by using an algorithm (i.e., NAS) is an alternative to the architectures designed by humans, and in recent years, these NAS methods have attracted increasing interest because of its promise of an automatic and efficient search of architectures specific to a task. Early NAS approaches (Stanley and
Miikkulainen, 2002; Stanley et al., 2009), optimized both the neural architectures and the weights of the network using evolution. However, their usage was limited to shallow networks. Recent NAS methods (Zoph and Le, 2016; Pham et al., 2018; Real et al., 2019; Zoph et al., 2018; Real et al., 2017; Liu, Simonyan, et al., 2018; Xie and Yuille, 2017) perform the architecture search separately while using gradient descent for optimizing the weights of the architecture for its evaluation, which has made the search of deep networks possible. The various NAS methods can be classified into two categories on the basis of the different methods used in the search strategy in Figure 1. These are gradient-based methods and non-gradient-based methods.

**Gradient-Based Methods:** These methods begin with a random neural architecture, which is then updated using the gradient information on the basis of its performance on the validation data. In general, these methods (Liu et al., 2019; Dong and Yang, 2019b; Xie et al., 2019; Dong and Yang, 2019a), relax the discrete architecture search space to a continuous search space by using a one shot model (OSM). The performance of the OSM on the validation data is used for updating the architecture using gradients. As the OSM shares weights among all architectures in the search space, these methods take lesser time in the performance estimation process in Figure 1 and thus shorter search time. However, these methods suffer from the overfitting problem wherein the resultant architecture shows good performance on the validation data but exhibits poor performance on the test data. This can be attributed to its preference for parameterless operations in the search space, as it leads to rapid gradient descent (Chen et al., 2019). Some regularization techniques have been introduced to tackle this problem, such as early stopping (Zela et al., 2020), search space regularization (Chen et al., 2019) and architecture refinement (Chen et al., 2019). In contrast to these gradient-based methods, our method does not suffer from the overfitting problem because of its stochastic nature and does not need any regularization to arrive at a good solution.

**Non-Gradient-Based Methods:** These methods include reinforcement learning (RL) methods and evolutionary algorithm (EA) methods. In the RL methods, an agent is used for the generating neural architecture. The agent is then trained to generate architectures in order to maximize its expected accuracy on the validation data (calculated in the performance estimation process in Figure 1). In Zoph and Le (2016) and Zoph et al. (2018), a recurrent neural network (RNN) is used as an agent for sampling the neural architectures. These sampled architectures are then trained from scratch to convergence in order to get their accuracies on the validation data (i.e., performance estimation process in Figure 1). These accuracies are then used for updating the weights of the RNN agent by using policy gradient methods. Because of the huge computational requirement of training the architectures from scratch in the performance estimation process, both of these methods suffered from long search time. This was improved in Pham et al. (2018) by using a single directed acyclic graph (DAG) for sharing the weights among all the sampled architectures, thus resulting in reduced computational resources.

The EA-based NAS methods begin with a population of architectures, each of which is evaluated on the basis of its performance on the validation data (performance estimation process in Figure 1). The population is then evolved on the basis of the performance of the population. Methods such as those proposed in Real et al. (2019) and Xie and Yuille (2017) used gradient descent for optimizing the weights of each architecture in the population from scratch in order to determine their accuracies on the validation data as their fitness during the performance estimation process, resulting in huge computational requirements. In order to speed up the training process, Real et al. (2017)
introduced weight inheritance wherein the architectures in the next generation population inherit the weights of the previous generation population, resulting in bypassing the training from scratch. However, the speed up gained is less, as it still needs to optimize the weights of the architecture. Methods such as that proposed in Sun, Wang, et al. (2019) use a random forest for predicting the performance of the architecture during the performance estimation process, resulting in a high speed up as compared to previous EA methods. However, its performance was far from the state-of-the-art results. In contrast, our method achieved better results than previous EA methods while using significantly less computational resources. CMA-ES has shown good performance in many high-dimensional continuous optimization problems such as fine-tuning the hyperparameters of the CNN (Loshchilov and Hutter, 2016). However, to the best of our knowledge, CMA-ES has not been applied to the NAS problem because of the discrete nature of the problem.

3 Proposed Approach

3.1 Search Space

The choice of the search space can affect the quality of the searched architecture. CMANAS searches for both operations and connections which is in contrast to previous EA-based NAS (Xie and Yuille, 2017; Sun, Wang, et al., 2019; Elsken et al., 2018a; Suganuma et al., 2017) focusing on one facet of the architecture search, for example, connections and/or hyperparameters. This makes our search space more comprehensive. The success of the recent hand-crafted CNN architectures is attributed to their sharing similar characteristics of repeating motifs (He et al., 2016; Huang et al., 2017; Szegedy et al., 2016). Therefore, in Zoph et al. (2018) and Zhong et al. (2018), the researchers proposed to search for such motifs called cells, instead of the whole architecture. In this work, we used this cell-based search space, which has been successfully employed in recent works (Pham et al., 2018; Real et al., 2019; Zoph et al., 2018; Liu et al., 2019; Dong and Yang, 2019b, 2019a; Lu et al., 2020; Liu, Zoph, et al., 2018). As illustrated in Figure 3a, the architecture is created by stacking together cells of two types: normal cells, which preserve the dimensionality of the input with a stride of one, and reduction cells, which reduce the spatial dimension with a stride of two. To construct both types of cells, we used directed acyclic graphs (DAGs) containing n nodes and edge (i, j) between any two nodes representing an operation from the search space with $N_{ops}$ different operations. In this work, we applied our method to two different search spaces: Search space 1 (S1) (Liu et al., 2019) and Search space 2 (S2) (Dong and Yang, 2020).

3.1.1 Search Space 1 (S1)

S1 is similar to that used in Liu et al. (2019), which allows us to compare the performance of our method with other NAS methods. Here, we search for both normal and reduction cells in Figure 3a, where each node $x^{(j)}$ maps two inputs to one output. The two inputs for $x^{(j)}$ in cell k are picked from the outputs from previous nodes $x^{(i)}$ in cell k (i.e., $i < j$), output from previous cell $c_{k-1}$, and output from the previous-to-previous cell $c_{k-2}$.

3.1.2 Search Space 2 (S2)

S2 is a smaller search space with a total of 15,625 architectures in the search space and is similar to that used in NAS-Bench-201 (Dong and Yang, 2020), where we search only for the normal cell in Figure 3a. Here, each node $x^{(j)}$ is connected to the previous node $x^{(i)}$ (i.e., $i < j$). NAS-Bench-201 provides a unified benchmark for almost any up-to-date
NAS algorithms by providing the results of each architecture in the search space on CIFAR-10, CIFAR-100, and ImageNet16-120. It provides an API that can be used to query accuracies on both validation and test sets for all the architectures in the search space. The API provides two types of accuracies for each architecture, that is, accuracy after training the architecture for 12 epochs and 200 epochs. The accuracies of the architectures after 200 epochs are used as the performance measurement of various NAS algorithms. NAS-Bench-201 (Dong and Yang, 2020) (i.e., S2) provides the search results for two types of NAS methods: weight-sharing-based and non-weight-sharing-based. In the weight-sharing-based NAS methods, all the architectures in the search space share their weights to reduce the search time (e.g., Pham et al., 2018; Liu et al., 2019; Dong and Yang, 2019b, 2019a; Li and Talwalkar, 2020). In the non-weight-sharing-based NAS methods (e.g., Real et al., 2019; Bergstra and Bengio, 2012; Williams, 1992; Falkner et al., 2018), the architectures in the search space do not share their weights, and during the architecture search, the performance of each architecture is evaluated on the basis of the accuracy on the validation data after training for 12 epochs, which is provided by the API.

### 3.2 Representation of Architecture

As illustrated in Figure 3b, a cell in the architecture is represented by an architecture parameter, $\alpha$. Each $\alpha$ for a normal cell and a reduction cell is represented by a matrix with columns representing the weights of different operations $Op(.)$s from the operation space $O$ (i.e., the search space of NAS) and rows representing the edge between two nodes. For example, in Figure 3b, $\alpha(0, 1)$ represents the edge between node 0 and node 1 and the entries in the row represent the weights given to the three different operations. The operations shown in Figure 3 are generic operations to provide an overview. So, for
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\( N_{\text{ops}} \) number of operations in the search space and \( N_{\text{edges}} \) edges between nodes in the cell, \( \alpha \) has \( N_{\text{edges}} \times N_{\text{ops}} \) parameters. \( \alpha \) is modelled with a multivariate normal distribution, \( \mathcal{N}(\mathbf{m}, \mathbf{C}) \), with a mean vector, \( \mathbf{m} \), of size \( N_{\text{edges}} \times N_{\text{ops}} \), representing the parameters in \( \alpha \), and a covariance matrix, \( \mathbf{C} \), of size \( (N_{\text{edges}} \cdot N_{\text{ops}}) \times (N_{\text{edges}} \cdot N_{\text{ops}}) \), which is used for guiding the search process using CMA-ES. So, the representation for the search spaces are as follows:

- **Search space 1 (S1):** Here, each cell has 7 nodes with the first 2 nodes being the output from previous cells and last node as output node, resulting in 14 edges \( (N_{\text{edges}}) \) among them. There are eight operations \( (N_{\text{ops}}) \) considered in S1, which are as follows: 3 \( \times \) 3 and 5 \( \times \) 5 dilated separable convolutions, 3 \( \times \) 3 and 5 \( \times \) 5 separable convolutions, 3 \( \times \) 3 max pooling, 3 \( \times \) 3 average pooling, skip connect, and zero. Therefore, an architecture is represented by two 14 \( \times \) 8 matrices, one each for a normal cell and a reduction cell. The values in these two matrices are modeled with a multivariate normal distribution \( \mathcal{N}(\mathbf{m}, \mathbf{C}) \) with a mean vector, \( \mathbf{m} \), of size 224, and a covariance matrix, \( \mathbf{C} \), of size 224 \( \times \) 224.

- **Search space 2 (S2):** Here, each cell has 4 nodes with the first node as the input node and last node as the output node, resulting in six edges \( (N_{\text{edges}}) \) among them. The five operations \( (N_{\text{ops}}) \) considered in S2 are as follows: 1 \( \times \) 1 and 3 \( \times \) 3 convolutions, 3 \( \times \) 3 average pooling, skip connect, and zero. Therefore, an architecture is represented by a 6 \( \times \) 5 matrix for the normal cell. The values in the matrix are modeled with a multivariate normal distribution \( \mathcal{N}(\mathbf{m}, \mathbf{C}) \) with a mean vector, \( \mathbf{m} \), of size 30, and a covariance matrix, \( \mathbf{C} \), of size 30 \( \times \) 30.

An architecture is derived from \( \alpha \) for the two search spaces through a mapping process (discussed in Section 3.3).

### 3.3 Performance Estimation

Evaluating an architecture involves training it from scratch for some epochs and then evaluating it on the basis of its performance on validation data, leading to long search time (Real et al., 2019; Zoph et al., 2018). Instead, we use a one shot model (OSM) (Liu et al., 2019), which shares the weights among all architectures by treating all the architectures as the subgraphs of a supergraph. As illustrated in Figure 3c, the OSM uses the architecture parameter, \( \alpha \), by normalizing it using softmax. The directed edge from node \( i \) to node \( j \) is the weighted sum of all \( Op(.) \)s in \( O \) where the \( Op(.) \)s are weighted by the normalized \( \alpha^{(i,j)} \). This can be written as:

\[
f^{(i,j)}(x^{(i)}) = \frac{\sum_{Op \in O} \sum_{Op' \in O} \exp(\alpha^{(i,j)}_{Op}) \cdot Op(x^{(i)})}{\sum_{Op' \in O} \sum_{Op \in O} \exp(\alpha^{(i,j)}_{Op'}) \cdot Op(x^{(i)})} \tag{1}\]

where \( \alpha^{(i,j)}_{op} \) represents the weight of the operation \( Op(.) \) in the operation space \( O \) between node \( i \) and node \( j \). This design choice allows us to skip the individual architecture training from scratch for its evaluation because of the weight-sharing nature of OSM, thus resulting in a significant reduction of search time. The performance of an architecture is calculated by the trained OSM using the validation data. The OSM is trained for a certain number of epochs using Stochastic Gradient Descent (SGD), (Sutskever et al., 2013) with nesterov momentum. The training of the OSM begins with randomly initializing the weights of the OSM. Then for each training batch in an epoch, a uniformly random architecture parameter, \( \alpha \), is sent to the OSM so that no particular subgraph
Algorithm 1: Training one shot model

**Input:** One shot model \( M \), architecture parameter \( \alpha \), training data \( D_{tr} \), total epochs \( N_{epochs} \), initial learning rate \( \eta_{max} \), minimum learning rate \( \eta_{min} \), weight decay \( \lambda \), momentum term weight \( \rho \).

**Output:** Trained one shot model \( M \).

1. \( W \leftarrow \) Randomly initialize weights of \( M \);
2. \( \Delta v \leftarrow 0 \) (Initialize the momentum term);
3. \( B \leftarrow \) Number of training batches;
4. **for** \( \tau \leftarrow 1 \) to \( N_{epochs} \) **do**
   5. \( \eta_{r} \leftarrow \eta_{r} + \frac{1}{2}(\eta_{max} - \eta_{min})(1 + \cos(\frac{\tau}{N_{epochs}} \pi)) \); // cosine annealing
   6. **for** \( t \leftarrow 1, \ldots, B \) **do**
      7. Update \( \alpha \) to random values and send to \( M \);
      8. \( \mathcal{L}(W_{t-1}) \leftarrow \) Cross-entropy loss;
      9. \( g_{t} \leftarrow \nabla_{W}\mathcal{L}(W_{t-1}) + \lambda W_{t-1} \);
     10. \( \Delta v \leftarrow \rho \cdot \Delta v + g_{t} \);
     11. \( g_{t} \leftarrow g_{t-1} + \rho \cdot \Delta v \); // Using nesterov momentum
     12. \( W_{t} \leftarrow W_{t-1} - \eta \cdot g_{t} \);
   **end**
5. **end**

(i.e., architecture) receives most of the gradient updates of the supergraph (i.e., OSM). The algorithm\(^1\) is summarized in Algorithm 1 and its implementation details discussed in Section 4.3.1.

The trained OSM from Algorithm 1 is then used to evaluate an architecture on the basis of its accuracy on the validation data, also known as the *fitness* of the architecture. The process of evaluation follows two steps sequentially (as illustrated in Figure 4):

\(^1\)Based on the implementation of SGD with nesterov momentum provided in PyTorch.
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Figure 4: Process of evaluating architecture using the trained one shot model with three nodes for S1 and four nodes for S2. **Left:** mapping process wherein the architecture parameter $\alpha$ is mapped to its corresponding architecture. $c_{k-1}$ and $c_{k-2}$ refer to outputs from the previous cell and previous-to-previous cell, respectively. **Right:** discretization process wherein $\tilde{\alpha}$ is created from the derived architecture and is copied to the OSM. The colors of the arrows between any two nodes represent the different operations and the thickness of the arrow is proportional to the weight of the corresponding operation.

- **Mapping process:** Here, the architecture, $A$, is derived from the architecture parameter $\alpha$, on the basis of the search space used.
  - **Search space 1 (S1):** Each node maps two inputs to one output, so for each node, the top two distinct input nodes are chosen from all previous nodes on the basis of the weights of all the operations in the search space. For example, in Figure 4, the bottom 4 rows in $\alpha$ represent all possible connections to node 2 from the previous nodes using all three generic operations. In the mapping process, node 2 is connected to node 0 and node 1 through $Op_2$ operation because they have the top two weights.
  - **Search space 2 (S2):** Each node is connected to all previous nodes, so for each edge between any two nodes, the top operation is chosen on the basis of weights of all the operations in the search space. For example, in Figure 4, the bottom 3 rows in $\alpha$ represent all possible connections to node 3 from previous nodes using all three generic operations. In the mapping process, node 3 is connected to node 0 though $Op_3$, node 1 though $Op_2$ and node 2 though $Op_1$ because they have the highest weights in each row.

Figure 4 illustrates the mapping process with three operations in both S1 and S2 and three nodes in S1 and four nodes in S2.

- **Discretization process:** The derived architecture, $A$, from the mapping process is then used to create a new architecture parameter called discrete architecture.
parameter, $\bar{\alpha}$, with the following entries:

$$\bar{\alpha}_{O_p}^{(i,j)} = \begin{cases} 1, & \text{if } O_p(.) \text{ present in } A \\ 0, & \text{otherwise}, \end{cases}$$

(2)

where $O_p(.)$ represents an operation in the operation space $O$, $\bar{\alpha}^{(i,j)}$ is used to select an operation from $O$ between node $i$ and $j$, and $\bar{\alpha}$ is used to select an architecture in the one shot model. For example, in discretization for S2 in Figure 4, the row $\bar{\alpha}(0, 1)$ represents the three different operations that can be chosen between node 0 and 1. Since $O_{p2}$ is present in the architecture between node 0 and 1 (as seen in the mapping part of Figure 4), only the entry for $O_{p2}$ in the row for $\bar{\alpha}(0, 1)$ is 1. $\bar{\alpha}$ is then sent to the OSM for evaluation of its accuracy on the validation data, which is the fitness of the architecture $A$. This process gives higher equal weight to the architecture $A$ operations while giving lower equal weights to the other architecture operations. This results in the higher contribution from the architecture $A$ and very low contribution by other architectures during the fitness evaluation.

3.4 CMANAS

Covariance matrix adaptation evolution strategy (CMA-ES) (Hansen and Ostermeier, 2001) is a state-of-the-art evolutionary algorithm for continuous blackbox functions (i.e., functions for which only the function values are available for the search points; Hansen, 2016). We used the capability of CMA-ES’s convergence to find a solution using small population size, as compared to other evolutionary methods, for reducing the search time. As illustrated in Figure 2, CMANAS starts with initializing the normal distribution $\mathcal{N}(m, C)$. This distribution is then used to sample a population of architectures (i.e., $\alpha$) with the population size $N_{pop}$ according to the following equation:

$$\alpha^{(g+1)}_{1:N_{pop}} \sim m^{(g)} + \sigma^{(g)} \mathcal{N}(0, C^{(g)}),$$

(3)

where $g = 0, 1, 2, \ldots$ is the generation number and $\sigma$ is the step size. In the evaluation process, we use an architecture-fitness table (AF table) to save the fitness of the already evaluated architecture. For an individual architecture in the population, we first check whether there is an entry present in the AF table for this architecture. If it is already present, then the entry in the AF table is returned. Otherwise, the fitness of the architecture is evaluated using the trained OSM (Section 3.3), and the AF table is updated with it. The normal distribution, $\mathcal{N}(m, C)$, and the step size, $\sigma$, are updated using CMA-ES, which involves sorting the evaluated architectures in the population in decreasing order according to their fitness and using the top-$\mu$ individuals to update the mean, $m$, as follows:

$$m^{(g+1)} \leftarrow \sum_{i=1}^{\mu} w_i \alpha^{(g+1)}_i$$

(4)

where $\mu = N_{\text{pop}}/2$ and this process is also referred to as the selection and recombination part of CMA-ES. The step size, $\sigma$, is increased or decreased by comparing the length of the conjugate evolution path, $p_\sigma$ (sum of the previous successive steps), with the expected
Neural Architecture Search using CMA-ES

length under random selection. Lastly, the covariance matrix, $\mathbf{C}$, is updated using two terms: Rank-$\mu$ update ($\text{Rank}_\mu$) and Rank-1 update ($\text{Rank}_1$) as follows:

$$
\mathbf{C}^{(g+1)} \leftarrow (1 + k)\mathbf{C}^{(g)} + c_1\text{Rank}_1^{(g)} + c_\mu\text{Rank}_\mu^{(g)}
$$

(5)

where $k$, $c_1$, and $c_\mu$ are the hyperparameters of CMA-ES. For a more detailed analysis of the hyperparameters and the updates in CMA-ES, please refer to Hansen (2016). The updated distribution is then resampled for the next generation population of architectures and repeats the cycle for a certain number of generations, $N_{\text{gen}}$. The mean of the normal distribution is returned as the searched architecture, $\mathbf{m}^{(N_{\text{gen}})}$ after $N_{\text{gen}}$ generations. The algorithm is summarized in Algorithm 2. Note that CMA-ES was chosen over

---

**Algorithm 2: CMANAS**

**Input:** Trained one shot model $M$, validation data $\mathcal{D}_{\text{va}}$, AF table, total generations $N_{\text{gen}}$, population size $N_{\text{pop}}$.

**Output:** Searched architecture, $\mathbf{m}^{(N_{\text{gen}})}$.

1. $g \leftarrow 0$ (Initialize the generation counter);
2. Initialize CMA-ES with $\mathbf{m}^{(g)} \leftarrow \mathbf{0}$, $\mathbf{C}^{(g)} \leftarrow \mathbf{I}$ and $\sigma^{(g)}$;
3. while $g \leq N_{\text{gen}}$ do
   4. Sample population, $\mathcal{P}$, of $N_{\text{pop}}$ individuals using Eq. 3;
   5. for each individual architecture $(\mathcal{A})$ in $\mathcal{P}$ do
      6. if $\mathcal{A}$ already present in AF table then
         7. $\text{fitness}(\mathcal{A}) \leftarrow$ entry in the AF table;
      else
         9. $\text{fitness}(\mathcal{A}) \leftarrow$ Evaluate $\mathcal{A}$ using $M$;
         10. Insert fitness$(\mathcal{A})$ to the AF table;
      end
   end
   12. Update $\mathbf{m}^{(g)}$, $\sigma^{(g)}$ and $\mathbf{C}^{(g)}$ using Eq. 4 and Eq. 5;
   13. $g \leftarrow g + 1$;
15. end
other continuous direct search methods, for example, differential evolution, because it has already shown its potential in hyperparameter tuning in deep neural networks.

4 Experiments and Results

4.1 Baselines

In order to illustrate the effectiveness of CMANAS, we compared the architecture returned by CMANAS with the other architectures reported in various peer-reviewed NAS methods. These peer-reviewed NAS methods are broadly classified into five categories: architectures designed by humans (reported as manual), RL-based methods (reported as RL), gradient-based methods (reported as grad. based), EA-based methods (reported as EA), and others. The others include the random search and sequential model-based optimization (SMBO) wherein the architecture is searched in the increasing order of complexity of its structure. The effectiveness of the reported architectures is measured in terms of the classification accuracy, and the computational requirement is measured in terms of search time on a single GPU reported as GPU days/GPU hours.

4.2 Dataset Settings

Both CIFAR-10 and CIFAR-100 (Krizhevsky et al., 2009) have 50,000 training images and 10,000 testing images and are classified into 10 classes and 100 classes, respectively. ImageNet (Deng et al., 2009) is a popular benchmark for image classification and contains 1.28 million training images and 50,000 test images, which are classified into 1,000 classes. ImageNet-16-120 (Chrabaszcz et al., 2017) is a down-sampled version of ImageNet wherein the images in the original ImageNet dataset are downsampled to 16 × 16 pixels with 120 classes to construct the ImageNet-16-120 dataset. The settings used for the datasets in S1 are as follows:

- **CIFAR-10**: We split 50,000 training images into two sets of size 25,000 each, with one set acting as the training set and the other set as the validation set.
- **CIFAR-100**: We split 50,000 training images into two sets. One set of size 40,000 images becomes the training set and the other set of size 10,000 images becomes the validation set.

We followed the settings used in Dong and Yang (2020) for the datasets in S2, which are as follows:

- **CIFAR-10**: The same settings as those used for S1 are used here as well.
- **CIFAR-100**: The 50,000 training images remain as the training set, and the 10,000 testing images are split into two sets of size 5,000 each, with one set acting as the validation set and the other set as the test set.
- **ImageNet-16-120**: It has 151,700 training images, 3,000 validation images, and 3,000 test images.

A tabular version of the dataset split for all the tasks in S1 and S2 is provided in the supplementary appendix. The training set is used for training the OSM and the validation set is used for estimating the fitness of the sampled architecture during the search process (Section 3.3).
4.3 Implementation Details

4.3.1 Training Settings

The training process is executed two times in our method, as follows:

- **One shot model (OSM) training**: In general, the OSM suffers from high memory requirements, which makes it difficult to fit it in a single GPU. For S1, we follow Liu et al. (2019) and Li and Talwalkar (2020) and use a smaller OSM, called proxy model, which is created with 8 stacked cells and 16 initial channels for both CIFAR-10 and CIFAR-100 datasets. It is then trained with SGD for 100 epochs on both CIFAR-10 and CIFAR-100 with the same settings, that is, batch size of 96, weight decay \( \lambda = 3 \times 10^{-4} \), cutout (DeVries and Taylor, 2017), initial learning rate \( \eta_{\text{max}} = 0.025 \) (annealed down to 0 by using a cosine schedule without restart; Loshchilov and Hutter, 2017) and momentum \( \rho = 0.9 \). For S2, we do not use a proxy model, as the size of the OSM is sufficiently small to be fitted in a single GPU. So, the OSM in S2 is created by stacking 5 normal cells for all three datasets. For training, we follow the same settings as those used in S1 for CIFAR-10, CIFAR-100, and ImageNet16-120 except batch size of 256.

- **Architecture evaluation**: Here, the discovered architecture, \( A \) (i.e., discovered cells), at the end of the architecture search is trained on the dataset to evaluate its performance for comparison with other NAS methods. For S1, we follow the training settings used in DARTS (Liu et al., 2019). Here, \( A \) is created with 20 stacked cells and 36 initial channels for both CIFAR-10 and CIFAR-100 datasets. It is then trained for 600 epochs on both the datasets with the same settings as the ones used in the OSM training above. Following recent works (Pham et al., 2018; Real et al., 2019; Zoph et al., 2018; Liu et al., 2019; Liu, Zoph, et al., 2018), we use an auxiliary tower with 0.4 as its weights, path dropout probability of 0.2, and cutout (DeVries and Taylor, 2017) for additional enhancements. For ImageNet, \( A \) is created with 14 cells and 48 initial channels in the mobile setting, wherein the input image size is \( 224 \times 224 \) and the number of multiply-add operations in the model is restricted to less than 600M. It is trained on 8 NVIDIA V100 GPUs by following the training settings used in Chen et al. (2019).

All the above trainings were performed on a single Nvidia RTX 3090 GPU except the one on ImageNet. The number of epochs for training the OSM was chosen to be 100 as we found that the performance of the architecture search increases from 50 epochs to 100 epochs and then deteriorates upon further increase in the number of training epochs because of the overfitting of the OSM (as shown in Figure 5).

4.3.2 Architecture Search Settings

The multivariate normal distribution, \( \mathcal{N}(\mathbf{m}, \mathbf{C}) \), that is used to model the architecture parameter, \( \alpha \), is initialized with its mean, \( \mathbf{m} \), equal to the zero vector. This results in the assignment of equal weights to all the operations in all the edges because of the normalization by softmax (Eq. 1). As recommended in Hansen (2016), we initialize the covariance matrix, \( \mathbf{C} \), with an identity matrix and the population size, \( N_{\text{pop}} \), to \( 4 + \lceil 3 \times \ln(n) \rceil \), where \( n \) is the size of the mean, \( \mathbf{m} \). Therefore, for S1, \( N_{\text{pop}} = 20 \), and for S2, \( N_{\text{pop}} = 14 \). The other hyperparameters of CMA-ES are initialized to their default values as per the recommendation in Hansen (2016), which are summarized in the supplementary
Figure 5: Top-1 accuracy of architecture searches performed with OSM trained for 50, 100, 200, and 300 training epochs in S1 on CIFAR-10 dataset. The number after CMANAS specifies the number of training epochs for which OSM was trained.

Figure 6: Plot of validation accuracy/fitness of architecture given by the mean, $m$, of the normal distribution, $\mathcal{N}(m, C)$, at each generation in (a) S1 on CIFAR-10 (denoted as CMANAS-C10) and CIFAR-100 (denoted as CMANAS-C100); and (b) S2 on CIFAR-10 (denoted as CMANAS-C10), CIFAR-100 (denoted as CMANAS-C100), and ImageNet16-120 (denoted as CMANAS-IMG16). The plots show all three runs in both S1 and S2.

appendix. We ran CMANAS for 100 generations, as we observed that the algorithm converged well before 100 generations for both S1 and S2 (as shown in Figure 6). All the architecture searches were performed on a single Nvidia RTX 3090 GPU. All the codes were implemented using the deep learning framework PyTorch (Paszke et al., 2019).

4.4 Results

4.4.1 Search Space 1 (S1)

We performed three architecture searches on CIFAR-10 with different random number seeds; their results are provided in Table 1 as CMANAS-C10A, CMANAS-C10B, and CMANAS-C10C. We also performed another three architecture searches on
Table 1: Comparison of CMANAS with other NAS methods in S1 in terms of test accuracy (higher is better) on CIFAR-10.

| Architecture                  | Top-1 Acc. (%) | Params (M) | GPU Days | # Arch. Evaluated | Search Method |
|-------------------------------|----------------|------------|----------|-------------------|---------------|
| ResNet (He et al., 2016)      | 95.39          | 1.7        | -        | -                 | manual        |
| DenseNet-BC (Huang et al., 2017) | 96.54          | 25.6       | -        | -                 | manual        |
| ShuffleNet (Zhang et al., 2018) | 90.87          | 1.06       | -        | -                 | manual        |
| PNAS (Liu, Zoph, et al., 2018) | 96.59          | 3.2        | 225      | -                 | SMBO          |
| RSPS (Li and Talwalkar, 2020) | 97.14          | 4.3        | 2.7      | -                 | random        |
| NASNet-A (Zoph et al., 2018)  | 97.35          | 3.3        | 1800     | -                 | RL            |
| ENAS (Pham et al., 2018)      | 97.14          | 4.6        | 0.45     | -                 | RL            |
| DARTS (Liu et al., 2019)      | 97.24          | 3.3        | 4        | -                 | grad. based   |
| GDAS (Dong and Yang, 2019b)   | 97.07          | 3.4        | 0.83     | -                 | grad. based   |
| SNAS (Xie et al., 2019)       | 97.15          | 2.8        | 1.5      | -                 | grad. based   |
| SETN (Dong and Yang, 2019a)   | 97.31          | 4.6        | 1.8      | -                 | grad. based   |
| AmoebaNet-A (Real et al., 2019) | 96.66          | 3.2        | 3150     | 20,000            | EA            |
| Large-scale Evo. (Real et al., 2017) | 94.60          | 5.4        | 2750     | -                 | EA            |
| Hierarchical Evo. (Liu, Simonyan, et al., 2018) | 96.25          | 15.7       | 300      | 7,000             | EA            |
| CNN-GA (Sun et al., 2020)     | 96.78          | 2.9        | 35       | 400               | EA            |
| CGP-CNN (Suganuma et al., 2017) | 94.02          | 1.7        | 27       | 600               | EA            |
| AE-CNN (Sun, Xue, et al., 2019) | 95.7           | 2.0        | 27       | 400               | EA            |
| AE-CNN+E2EPP (Sun, Wang, et al., 2019) | 94.70          | 4.3        | 7        | 400               | EA            |
| EvNAS (Sinha and Chen, 2021)  | 97.37          | 3.4        | 3.83     | 10,000            | EA            |
| SI-ENAS (Zhang et al., 2020)  | 95.93          | -          | 1.8      | -                 | EA            |
| CMANAS-C10A                   | 97.44          | 3.8        | 0.45     | 1,021             | EA            |
| CMANAS-C10B                   | 97.35          | 3.2        | 0.45     | 1,040             | EA            |
| CMANAS-C10C                   | 97.35          | 3.3        | 0.45     | 1,052             | EA            |
| CMANAS-C10rand                | 97.11          | 3.11       | 0.66     | 2,000             | random        |

CIFAR-100 with different random number seeds; their results are provided in Table 2 as CMANAS-C100A, CMANAS-C100B, and CMANAS-C100C. The results show that the cells discovered by CMANAS on CIFAR-10 and CIFAR-100 achieve better results than those by human-designed, RL-based, gradient-based, and EA-based methods while using significantly less computational time. We compared the computation time spent (or search cost), in GPU days, of CMANAS with that for the other RL and EA-based NAS methods (as shown in Figure 8a). GPU days for any NAS method is calculated by multiplying the number of GPUs used in the NAS method by the execution time (reported in units of days). A single run of CMANAS on CIFAR-10 and CIFAR-100 took 0.45 and 0.6 GPU days (including the training time of the OSM and the architecture search time using the trained OSM on the dataset), respectively. For comparison with other NAS methods, the search cost on CIFAR-10 for CMANAS was used, as it is the most common search cost used in most of the NAS methods. From Figure 8a, we observe that CMANAS is able to achieve better results than the previous evolution-based methods AmoebaNet (Real et al., 2019), Large-scale Evolution (Real et al., 2017), and Hierarchical...
Table 2: Comparison of CMANAS with other NAS methods in S1 in terms of test accuracy (higher is better) on CIFAR-100.

| Architecture                  | Top-1 Acc. (%) | Params (M) | GPU Days | Search Method |
|-------------------------------|----------------|------------|----------|---------------|
| ResNet (He et al., 2016)      | 77.90          | 1.7        | -        | manual        |
| DenseNet-BC (Huang et al., 2017) | 82.82          | 25.6       | -        | manual        |
| ShuffleNet (Zhang et al., 2018) | 77.14          | 1.06       | -        | manual        |
| PNAS (Liu, Zoph, et al., 2018) | 80.47          | 3.2        | 225      | SMBO          |
| MetaQNN (Baker et al., 2017)  | 72.86          | 11.2       | 90       | RL            |
| ENAS (Pham et al., 2018)      | 80.57          | 4.6        | 0.45     | RL            |
| DARTS (Liu et al., 2019)      | 82.46          | 3.3        | 4        | grad. based   |
| GDAS (Dong and Yang, 2019b)   | 81.62          | 3.4        | 0.83     | grad. based   |
| SETN (Dong and Yang, 2019a)   | 82.75          | 4.6        | 1.8      | grad. based   |
| AmoebaNet-A (Real et al., 2019) | 81.07          | 3.2        | 3150     | EA            |
| Large-scale Evo. (Real et al., 2017) | 77.00          | 40.4       | 2750     | EA            |
| CNN-GA (Sun et al., 2020)     | 79.47          | 4.1        | 40       | EA            |
| AE-CNN (Sun, Xue, et al., 2019) | 79.15          | 5.4        | 36       | EA            |
| Genetic CNN (Xie and Yuille, 2017) | 70.95          | -          | 17       | EA            |
| AE-CNN+E2EPP (Sun, Wang, et al., 2019) | 77.98          | 20.9       | 10       | EA            |
| EvNAS (Sinha and Chen, 2021)  | 83.14          | 3.4        | 3.83     | EA            |
| SI-ENAS (Zhang et al., 2020)  | 81.36          | -          | 1.8      | EA            |

|               |                |            |          |               |
| CMANAS-C100A  | 83.24          | 3.4        | 0.60     | EA            |
| CMANAS-C100B  | 83.09          | 3.47       | 0.63     | EA            |
| CMANAS-C100C  | 82.73          | 2.97       | 0.62     | EA            |
| CMANAS-C100rand | 82.35          | 3.17       | 0.67     | random        |

Evolution (Liu, Simonyan, et al., 2018) while using between ten and a thousand times fewer GPU days.

We also provide the number of architectures evaluated during the search process for the EA-based methods in Table 1 (reported as “# Arch. Evaluated”), as it is the bottleneck that increases the computational cost (measured in GPU days). From Table 1, we can see that the accuracy of the searched architecture increases with the increase in the number of the evaluated architectures, AmoebaNet-A (Real et al., 2019) and Hierarchical Evolution (Liu, Simonyan, et al., 2018). In comparison, our method gives better results while evaluating significantly fewer architectures, which results in significant reduction of the search time. Also, note that methods like CNN-GA and CGP-CNN evaluate fewer architectures as compared to our method but have larger search time as compared to our method. This is because methods like CNN-GA and CGP-CNN train each architecture from scratch for evaluating each architecture, whereas our method trains the one shot model once and uses it to evaluate an architecture. The top cells discovered by CMANAS on CIFAR-10 and CIFAR-100 (i.e., CMANAS-C10A and CMANAS-C100A) are shown in Figure 7. The cells discovered by the other runs of CMANAS on CIFAR-10 and CIFAR-100 are provided in the supplementary appendix.
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Figure 7: Normal cell on the left side and reduction cell on the right side. (a) Cells discovered by CMANAS-C10A. (b) Cells discovered by CMANAS-C100A.

Figure 8: (a) Search cost comparison of CMANAS with the other EA-based and RL-based NAS algorithms. (b) Search cost comparison of CMANAS with the other NAS algorithms that use OSM in S2 using our setup (i.e., RTX 3090 Ti).

We followed Pham et al. (2018), Real et al. (2019), Zoph et al. (2018), Liu et al. (2019), and Liu, Zoph, et al. (2018) to compare the transfer capability of CMANAS with that of the other NAS methods, wherein the discovered architecture on a dataset was transferred to another dataset (i.e., ImageNet) by retraining the architecture from scratch on the new dataset. The best discovered architectures from the architecture search on CIFAR-10 and CIFAR-100 (i.e., CMANAS-C10A and CMANAS-C100A) were then evaluated on the ImageNet dataset in mobile setting, and the results are provided in Table 3. The results show that the cells discovered by CMANAS on CIFAR-10 and CIFAR-100 can be successfully transferred to ImageNet, achieving better results than those of human-designed, RL-based, gradient-based, and EA-based methods while using significantly less computational time.
Table 3: Comparison of CMANAS with other NAS methods in S1 in terms of test accuracy (higher is better) on ImageNet.

| Architecture                  | Test Accuracy (%) | Params + (M) | GPU Days | Search Method |
|-------------------------------|-------------------|--------------|----------|---------------|
|                               | top 1             | top 5        |          |               |
| MobileNet-V2 (Sandler et al., 2018) | 72.0              | 91.0         | 3.4      | 300           | manual        |
| PNAS (Liu, Zoph, et al., 2018)  | 74.2              | 91.9         | 5.1      | 588           | 225           | SMBO          |
| NASNet-A (Zoph et al., 2018)   | 74.0              | 91.6         | 5.3      | 564           | 1800           | RL            |
| NASNet-B (Zoph et al., 2018)   | 72.8              | 91.3         | 5.3      | 488           | 1800           | RL            |
| NASNet-C (Zoph et al., 2018)   | 72.5              | 91.0         | 4.9      | 558           | 1800           | RL            |
| DARTS (Liu et al., 2019)       | 73.3              | 91.3         | 4.7      | 574           | 4              | grad. based   |
| GDAS (Dong and Yang, 2019b)    | 74.0              | 91.5         | 5.3      | 581           | 0.83           | grad. based   |
| SNAS (Xie et al., 2019)        | 72.7              | 90.8         | 4.3      | 522           | 1.5            | grad. based   |
| SETN (Dong and Yang, 2019a)    | 74.3              | 92.0         | 5.4      | 599           | 1.8            | grad. based   |
| AmoebaNet-A (Real et al., 2019)| 74.5              | 92.0         | 5.1      | 555           | 3150           | EA            |
| AmoebaNet-B (Real et al., 2019)| 74.0              | 91.5         | 5.3      | 555           | 3150           | EA            |
| AmoebaNet-C (Real et al., 2019)| 75.7              | 92.4         | 6.4      | 570           | 3150           | EA            |
| NSGANetV1-A2 (Lu et al., 2020) | 74.5              | 92.0         | 4.1      | 466           | 27             | EA            |
| EvNAS (Sinha and Chen, 2021)   | 74.9              | 92.2         | 4.9      | 547           | 3.83           | EA            |
| CMANAS-C10A                    | 75.3              | 92.6         | 5.3      | 589           | 0.45           | EA            |
| CMANAS-C100A                   | 74.8              | 92.2         | 4.8      | 531           | 0.60           | EA            |

4.4.2 Search Space 2 (S2)

We performed architecture search on the CIFAR-10, CIFAR-100, and ImageNet-16-120 datasets for both the types of NAS methods given in S2 (Dong and Yang, 2020):

- **Weight-sharing-based NAS**: Here, the architecture evaluation in CMANAS used the trained OSM (as discussed in Section 3.3). Following Dong and Yang (2020), we performed the architecture search three times on all three datasets and compared the results with those of other weight-sharing-based NAS methods because of the weight-sharing nature of the OSM. The results are reported as CMANAS in Table 4. In order to make a fair comparison in terms of search time, we re-ran all the methods using OSM on our setup, that is, RTX 3090, for the search space S2 and compare it with our method in Figure 8b. From the figure, we find that CMANAS is able to find good solutions with less search cost as compared to other methods using OSM. In Figure 9, we compare the progression of the search of the weight-sharing-based CMANAS with other NAS methods and found that CMANAS converges to a good solution at a much faster rate.

- **Non-weight-sharing-based NAS**: Here, the fitness of the architecture was evaluated to be the accuracy on the validation data after training for 12 epochs from scratch, which is provided by the API in S2. This allows us to simulate the process of using CMANAS without the OSM, wherein each architecture in the population is trained from scratch for 12 epochs and then evaluated on
Table 4: Comparison of CMANAS with other NAS methods on NAS-Bench-201 (i.e., S2) (Dong and Yang, 2020) with mean ± std. accuracies on CIFAR-10, CIFAR-100, and ImageNet16-120 (higher is better). The first block compares CMANAS with other weight-sharing-based NAS methods. The second block compares CMANAS with other non-weight-sharing-based NAS methods. Optimal in the third block refers to the best architecture accuracy for each dataset. Search times are given for a CIFAR-10 search on a single GPU.

| Method                  | Search (seconds) | CIFAR-10 validation | CIFAR-10 test | CIFAR-100 validation | CIFAR-100 test | ImageNet-16-120 validation | ImageNet-16-120 test | Search Method |
|-------------------------|------------------|---------------------|---------------|----------------------|---------------|---------------------------|---------------------|----------------|
| RSPS (Li and Talwalkar, 2020) | 7587.12          | 84.16 ± 1.69        | 87.66 ± 1.69  | 59.00 ± 4.60          | 58.33 ± 4.64  | 31.56 ± 3.28               | 31.14 ± 3.88        | random         |
| DARTS-V1 (Liu et al., 2019)      | 10889.87         | 39.77 ± 0.00        | 54.30 ± 0.00  | 15.03 ± 0.00          | 15.61 ± 0.00  | 16.43 ± 0.00               | 16.32 ± 0.00        | grad. based    |
| DARTS-V2 (Liu et al., 2019)      | 29901.67         | 39.77 ± 0.00        | 54.30 ± 0.00  | 15.03 ± 0.00          | 15.61 ± 0.00  | 16.43 ± 0.00               | 16.32 ± 0.00        | grad. based    |
| GDAS (Dong and Yang, 2019b)      | 28925.91         | 90.00 ± 0.21        | 93.51 ± 0.13  | 71.14 ± 0.27          | 70.61 ± 0.26  | 41.70 ± 1.26               | 41.84 ± 0.90        | grad. based    |
| SETN (Dong and Yang, 2019a)      | 31009.81         | 82.25 ± 5.17        | 86.19 ± 4.63  | 56.86 ± 7.59          | 56.87 ± 7.77  | 32.54 ± 3.63               | 31.90 ± 4.07        | grad. based    |
| ENAS (Pham et al., 2018)         | 13314.51         | 39.77 ± 0.00        | 54.30 ± 0.00  | 15.03 ± 0.00          | 15.61 ± 0.00  | 16.43 ± 0.00               | 16.32 ± 0.00        | RL             |
| CMANAS                              | 13896            | 89.06 ± 0.4         | 92.05 ± 0.26  | 67.43 ± 0.42          | 67.81 ± 0.15  | 39.54 ± 0.91               | 39.77 ± 0.57        | EA             |
| AmoebaNet (Real et al., 2019)     | 0.02             | 91.19 ± 0.31        | 93.92 ± 0.30  | 71.81 ± 1.12          | 71.84 ± 0.99  | 45.15 ± 0.89               | 45.54 ± 1.03        | EA             |
| RS (Bergstra and Bengio, 2012)    | 0.01             | 90.93 ± 0.36        | 93.70 ± 0.36  | 70.93 ± 1.09          | 71.04 ± 1.07  | 44.45 ± 1.10               | 44.57 ± 1.25        | random         |
| REINFORCE (Williams, 1992)        | 0.12             | 91.09 ± 0.37        | 93.85 ± 0.37  | 71.61 ± 1.12          | 71.71 ± 1.09  | 45.05 ± 1.02               | 45.24 ± 1.18        | RL             |
| BOHB (Falkner et al., 2018)       | 3.59             | 90.82 ± 0.53        | 93.61 ± 0.52  | 70.74 ± 1.29          | 70.85 ± 1.28  | 44.26 ± 1.36               | 44.42 ± 1.49        | grad. based    |
| CMANAS-h12-Ep25                  | 3.64             | 91.23 ± 0.40        | 94.00 ± 0.39  | 72.16 ± 1.19          | 72.11 ± 1.10  | 45.69 ± 0.84               | 45.7 ± 0.79         | EA             |
| CMANAS-h12-Ep100                  | 7.12             | 91.28 ± 0.35        | 94.06 ± 0.34  | 72.40 ± 0.96          | 72.26 ± 0.84  | 45.74 ± 0.86               | 45.69 ± 0.88        | EA             |
| ResNet                              | N/A              | 90.83               | 93.97         | 70.42                | 70.86         | 44.53                     | 43.63               | manual         |
| Optimal                             | N/A              | 91.61               | 94.37         | 73.49                | 73.51         | 46.77                     | 47.31               | N/A            |
N. Sinha and K. W. Chen

Figure 9: Comparison of the weight-sharing-based CMANAS with (a) gradient-based methods, (b) RL method, and (c) random search in terms of the test accuracy of the derived architecture evaluated on CIFAR-10 at each generation for the search space S2.

The results show that CMANAS outperforms most of the weight-sharing NAS methods except GDAS (Dong and Yang, 2019b). However, GDAS performs worse when the size of the search space increases, as can be seen for S1 in Table 1. CMANAS also dominates the non-weight-sharing-based NAS methods. Notably, the non-weight-sharing-based CMANAS (i.e., CMANAS-h12-Ep25) also dominates the weight-sharing-based CMANAS, which shows that the trained OSM provides a noisy estimate of the fitness/performance of an architecture.

4.4.3 CMANAS vs Gradient-Based Methods
In Figure 9a, we compare the progression of the search of the weight-sharing-based CMANAS with that of the other gradient-based NAS methods. The gradient-based method, like DARTS (Liu et al., 2019), suffers from the overfitting problem, wherein it converges to operations that give faster gradient descent, that is, skip-connect operation due to its parameter-less nature, as reported in Chen et al. (2019), Zela et al. (2020), and Dong and Yang (2020). This leads to higher number of skip-connect in the final discovered cell, a local optimum (as shown in Figure 9a). To resolve the overfitting problem, Chen et al. (2019) used a regularization method of restricting the number of skip-connect to a specific number in the final normal cell for the search space S1. This optimal number of skip-connect is a search-space dependent value and thus, the same method cannot be applied to the search space S2. In contrast, CMANAS does not have to worry about the overfitting problem due to its stochastic nature and does not need any regularization specific to a search space, thus making it independent of the search space.

5 Further Analysis
In the following sections, we will analyze the different aspects of CMANAS.
5.1 Visualizing the Architecture Search

For analyzing the search, we visualize the search process by using the following techniques:

- We plotted the number of unique architectures sampled in every generation for both weight-sharing-based CMANAS and non-weight-sharing-based NAS (i.e., CMANAS-h12-Ep100) in S2 for CIFAR-10 and the weight-sharing-based CMANAS in S1 for both CIFAR-10 and CIFAR-100, as shown in Figure 10. From the figure, we made the following observations:

  1. The number of unique architectures sampled in the beginning part of the architecture search was equal to the population size, $N_{pop}$. This part could be considered as the exploration phase of CMANAS, wherein the algorithm is exploring the search space by sampling unique architectures.

  2. As the search progressed, the number of unique sampled architectures decreased because of the dominance of some architecture solutions in the population. This part could be considered the exploitation phase of CMANAS, wherein the algorithm keeps on sampling the already evaluated good solution.

  3. The non-weight-sharing-based CMANAS (i.e., CMANAS-h12-Ep100) converged considerably faster to a better solution than the weight-sharing-based CMANAS in S2. This showed that the trained OSM provided a noisy estimate of the fitness of an architecture.

  4. Because of the bigger size of S1 than that of S2, the exploration phase of CMANAS was larger in S1 than in S2.

Figure 10: Number of unique architectures sampled in every generation averaged over all the runs. (a) Non-weight-sharing-based CMANAS for S2 on CIFAR-10; (b) Weight-sharing-based CMANAS for S2 on CIFAR-10; (c) Weight-sharing-based CMANAS for S1 on CIFAR-10; (d) Weight-sharing-based CMANAS for S1 on CIFAR-100.
As the architecture parameter, $\alpha$, is modeled using the mean of the normal distribution $\mathcal{N}(m, C)$, we can visualize the progression of $\alpha$ by visualizing the mean, $m$, throughout the architecture search process. In Figure 11, the mean, $m$, of the distribution in a generation is visualized using a bar plot, wherein each bar in the plot represents the edge between two nodes in the cell (x-axis). All the operations in the search space are represented by different colors, and the weight associated with any operation between two nodes (i.e., $\alpha$) is represented by the width of the color associated with that operation in the bar for that specific edge. From the figure, we observed that the search began with equal weights to all the operations in all the edges at generation 0, and as the search progressed, CMANAS changes the weights according to the fitness estimation of the architectures in the population. As the search converged to an architecture, CMANAS increased the weights of the operations of this architecture. Figure 11 shows the search progression for both weight-sharing-based CMANAS and non-weight-sharing-based CMANAS for S2 on CIFAR-10 dataset only. For CIFAR-100 and ImageNet16-120 datasets, please refer to the supplementary appendix.

5.2 Observation on Sampled Architectures

The API provided in the search space, S2, (i.e., NAS-Bench-201, Dong and Yang, 2020) allows a faster way to analyze a NAS algorithm. To discover the patterns associated with the sampled architectures, we plotted the frequency of all the operations in the search space S2 for the top 20 sampled architectures (in terms of their estimated fitness) in both the non-weight-sharing-based CMANAS (i.e., CMANAS-h12-Ep100) and the
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Figure 12: Frequency of all operations in S2 for top 20 architectures in S2, (i.e., NAS-Bench-201) labeled as “Top NAS201,” top 20 sampled architectures of non-weight-sharing-based CMANAS, labeled as “CMANAS-h12-Ep100,” and top 20 sampled architectures of weight-sharing-based CMANAS, labeled as “CMANAS.”

weight-sharing-based CMANAS as shown in Figure 12. They were compared with the frequency of all the operations in the search space S2 for the top 20 architectures (in terms of the test accuracy after 200 epochs), and we observed the following:

- The operation $3 \times 3$ convolutions dominated the top 20 architectures of S2, which was also seen in the non-weight-sharing-based CMANAS, but the weight-sharing-based CMANAS showed a marginal dominance.

- The frequency of operation $3 \times 3$ average pooling was very low in the top 20 architectures of S2 and was also seen in the non-weight-sharing-based CMANAS, but the weight-sharing-based CMANAS showed higher frequency.

All these observations show that the trained OSM provides a noisy estimate of the fitness of an architecture and with a better estimator, CMANAS can yield better results.

5.3 Ablation

Comparison with Random Search: Here, we do not the update the normal distribution, $N(m, C)$, after estimating the fitness of the individual architectures in the population (i.e., no “update distribution” block as shown in Figure 2). The sampled architecture with the best fitness is returned as the searched architecture after 100 generations. This is essentially a random search and is reported in Table 1 for CIFAR-10 as CMANAS-C10rand and in Table 2 for CIFAR-100 as CMANAS-C100rand. We found that CMANAS-C10rand shows similar results to those reported in RSPS (Li and Talwalkar, 2020) (random search with parameter sharing). We also found that the CMANAS took less time than the random search for both datasets while outperforming the random search in both the datasets. The reason for the random search taking longer than the CMANAS is due to the higher number of architectures evaluated during the search process (Table 1). Also, in Figure 9c, we compare the progression of the search of the weight-sharing-based CMANAS with that of the random search (Li and Talwalkar, 2020) in S2 and found that a mere random search in S2 cannot provide a good solution.

Effectiveness of the AF Table: To illustrate the effectiveness of the AF table used during the evaluation of the fitness of the architecture, we plotted the total number of architectures evaluated during the CMANAS search with and without the AF table as shown in Figure 13, and made the following observations:
Figure 13: Total number of architectures evaluated in a single run of weight-sharing-based CMANAS on (a) S1 for CIFAR-10 and CIFAR-100; (b) S2 for CIFAR-10, CIFAR-100, and ImageNet16-120.

Table 5: Search time of CMANAS with and without the AF table in both S1 and S2.

|          | S1                  | S2                  |
|----------|---------------------|---------------------|
|          | CIFAR-10            | CIFAR-100           |
|          | Search time in GPU days | Search time in seconds |
| Without AF table | 0.66 | 0.67 | 21807 | 27648 | 14220 |
| With AF table   | 0.45 | 0.62 | 13824 | 25992 | 13536 |

- On average, the use of the AF table reduces the architecture evaluation by 50% for S1 and 90% for S2 (as shown in Figure 13). This results in reducing the search time for CMANAS in both the search spaces on all the datasets and has been summarized in Table 5.

- Because of the smaller size of S2 than that of S1, CMANAS requires a smaller number of architecture evaluations in order to converge on an optimal solution in S2 than in S1.

- The speedup is much bigger for CIFAR-10 as compared to the other datasets in both S1 and S2 because of the bigger size of the validation data used for CIFAR-10 (Section 4.2), which results in longer fitness evaluation time.

6 Conclusion and Future Work

The goal of this paper was to develop a framework for utilizing the faster convergence property of the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) and extending its applicability to the NAS problem while using significantly less computational time than the previous evolution-based NAS methods. This was achieved by using a trained one shot model (OSM) for evaluating the architectures in the population, which allowed us to skip the training of each individual architecture from scratch.
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for its fitness evaluation. We applied our method (CMANAS) to two different search spaces to show its effectiveness in generalizing to any cell-based search space, that is, search-space agnostic. Experimentally, CMANAS reduced the architecture search time significantly by factors of ten to a thousand, while achieving better results on CIFAR-10, CIFAR-100, and ImageNet datasets than the previous evolutionary algorithms. The reduction in search time was achieved due to the use of one shot model, AF table, and the ability of CMA-ES to converge to a solution using a smaller number of architecture evaluations. CMANAS also solves the overfitting problem present in the gradient-based NAS methods because of its stochastic nature. We also created a visualization of the architecture search performed by CMANAS and found that the search begins with giving equal weights to all architectures in the search space and increases the weights of the converged architecture as the search progresses. We also analyzed the search process and found that the first part of the architecture search in the CMANAS acts as the exploration phase, wherein it explores the search space, and the later part acts as the exploitation phase, wherein the search converges to an architecture. A possible future direction to improve the performance of the algorithm is to use a better fitness estimator, as we found that a better estimator would allow CMANAS to achieve its full potential.
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