MPC Based Semi-active Suspension Control for Overtaking Maneuvers
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Abstract

In this paper, the lateral and vertical control design is presented for autonomous vehicles. The vertical control of the vehicle is based on a semi-active suspension system. In the first step, a decision-making process is made. Based on the results of this algorithm an optimal trajectory is planned. Since the trajectory is known, the lateral accelerations can be computed for the given control horizon. In the second step, the vertical control is achieved, which uses the results of the trajectory planning algorithms. The control design is made by a Model Predictive Control (MPC), in which the sign and the maximum value of the additional force can be taken into account. The main goal in the vertical control process is vehicle roll angle minimization. The results of the algorithm are validated using a high fidelity vehicle dynamics simulation software, CarMaker.
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1 Introduction

In recent years, technologies related to autonomous vehicles have received much attention. Strict requirements for autonomous vehicles have posed many problems for researchers/companies. A self-driving vehicle must meet a number of criteria, among which safety is the most important. Furthermore, ensuring comfort criteria is also an important step during the control design. Using a vertical dynamics control, comfort level of the passengers can be greatly increased. Active suspension systems can be divided into two main groups: the active and the semi-active systems. The damping coefficient can be regulated using the semi-active suspension within a few milliseconds (Gui et al., 2012).

Several papers are dealing with the control problem related to the semi-active suspensions. There are solutions which use the half-vehicle model during the control process (Kanarachos and Spentzas, 2005). Moreover, using a full vehicle model, more effects can be taken into account during the control design (Fang et al., 2011). In Fergani et al.’s (2013) work and in Poussot-Vassal et al.’s (2008) work a LPV based solution is presented. Moreover, a Linear Quadratic Regulator (LQR) based solution with an observer is presented in Unger et al.’s (2013) work. A Model Predictive Control (MPC) based approach can be found in Canale et al.’s (2005) work and in Gührle et al.’s (2013) work. In this paper the goal is to design a semi-active suspension using a MPC. During the control design, the comfort requirements are fulfilled.

In Fig. 1 the structure of the algorithm can be seen. In this paper, the lateral and vertical dynamics of the vehicle are controlled at the same time in order to guarantee safety and comfort requirements. In the first step,
the motion of the surrounding vehicles are predicted. Using this information, the decision making process is made by a graph-based method. The trajectory planning is performed using a model predictive approach. During the trajectory planning, the curvature of the trajectory is minimized, in order to decrease the maximum value of the lateral acceleration. Since the trajectory is known for the controlled vehicle, the lateral accelerations can be computed for the whole trajectory. The values of the lateral accelerations are considered as a disturbance during the vertical control. A Model Predictive Control (MPC) is responsible for the vertical control of the vehicle, in which several limitations are made for the states and for the control input. The lateral controller computes the steering angle ($\delta$) and the damping coefficients ($b_s$, $b_r$) are computed by the vertical MPC.

The structure of the paper is the following: in Section 2 the motion planning is detailed. The trajectory planning algorithm, which uses a model predictive control-based method is introduced in Section 3. The vertical control and the limitations are detailed in Section 4. A comprehensive simulation example can be found in Section 5. Finally, the whole paper is summarized in Section 6.

2 Motion planning
In this section, the motion planning of the controlled vehicle is presented. During the trajectory planning, several requirements must be fulfilled at the same time, which can be divided into two main groups. Firstly, the safety requirement must be guaranteed for the controlled vehicle. This requirement can be met by taking into account the limitations of the longitudinal and lateral position of the vehicle. Secondly, comfort requirements play an important role in the trajectory planning process. This means, that the accelerations and the roll angle must also be limited during the maneuver. The accelerations can be limited by the lateral controller, while the roll angle is limited using the vertical controller.

The motion planning algorithm of the vehicle is divided into two main layers. The upper layer is responsible for the decision-making process, which takes into account the surrounding vehicles, while the lower layer is for trajectory planning.

2.1 Decision making
The motion prediction of the surrounding vehicles is the basis of the decision-making layer, which is made in the longitudinal and lateral direction at the same time. In this paper, vehicle motions are predicted using density functions, which are determined by a previously recorded dataset. During the determination of the density functions, the Next Generation Simulation (NGSIM) dataset is used, which contains several states of the vehicles along the given road segment. The length of the examined road segment is approximately 640 m and there can be found 5 lanes.

2.1.1 Computation of the lateral density functions
The density function for lateral direction is computed using 300 overtaking trajectories, which are selected from the dataset. Since the measurements can be noisy, the selected dataset cannot be used directly. Using clothoid segments, feasible trajectories are fitted to the measured dataset. In the next step, the overtaking maneuvers are evaluated using the fitted trajectories. In Fig. 2 an example for the measured and the fitted trajectory can be seen. The fitted trajectory is represented with the red line and the raw position information is given by the blue circles.

Based on the fitted trajectories and using the velocity of the vehicle, the value of the lateral acceleration can be determined, with which one overtaking maneuver is
characterized. The calculation of the density function is based on these acceleration values. Gamma distribution function is used to describe the lateral motion of the vehicle [9], which can be formed as Eq. (1):

$$f_{lat}(x, \alpha, \beta) = \frac{\beta^\alpha e^{-\beta x}}{\Gamma(\alpha)},$$

where the parameters \((x, \alpha, \beta)\) are non-negative. Furthermore, the Gamma function is formed as:

$$\Gamma(\alpha) = \int_0^\infty x^{\alpha-1} e^{-x} dx.$$

During motion prediction, the reachability lateral positions for the surrounding vehicles can be calculated using the possible lateral acceleration values.

### 2.1.2 Computation of longitudinal density functions

The determination of the longitudinal motion density functions is also performed using the NGSIM dataset. The main idea is to assume a constant acceleration at a given prediction horizon. Then, based on the dataset, the error between the constant acceleration and the measured values are computed. Using the computed error values, a Gaussian distribution function is fitted, which can be described as Eq. (2):

$$f_{long}(a_{long}, \sigma, \mu) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(a_{long} - \mu)^2}{2\sigma^2}},$$

where \(\sigma\) is the standard deviation, \(\mu\) gives the mean of the computed dataset and \(a_{long}\) gives the possible longitudinal acceleration of the vehicle. Using this value and the initial velocity value and the possible reachability points can be determined. Moreover, a probability value can also be calculated for the possible longitudinal positions of the given vehicle. In Fig. 3, an example can be seen for the density functions for given time steps.

### 2.1.3 Motion prediction using density functions

In the followings, the motion of the surrounding vehicles are predicted using the computed density functions. The motion prediction is essential for the decision making, which is made using a graph-based algorithm. Assuming that the velocities and distances can be measured between the controlled and other vehicles, the density functions are used to predict the future position of the other participants. Using Eqs. (1), (2) the probability can be computed at the given position \((x(t), y(t))\) as Eq. (3):

$$P_{lat}(x_1, y_1) = \int f_{lat}(x, \alpha, \beta) dx \times \int f_{long}(a_{long}, \sigma, \mu) da,$$

where \((a_{lat,min}, a_{lat,max})\) gives the maximum and minimum lateral acceleration value, with which the given position can be reached. Furthermore, the whole prediction horizon is divided into discrete points, which can be computed as it is described in (Hegedűs et al., 2020). Using Eq. (3) the probabilities can be computed for each points and the calculated values are assigned to the positions. In the following step, the points are connected with each other, this results in a directed graph (Hegedűs et al., 2020).

$$G = (V, E),$$

where \(V\) gives the vertices that are previously calculated. Moreover, \(E\) gives the edges between the vertices. Two points are connected if the vehicle is able to get from one point to the other, taking into account the physical limits of the vehicle. In Fig. 4 the directed graph can be seen, with which the decision is made for the controlled vehicle.

Using the computed directed graph and a greedy algorithm, a collision-free trajectory can be computed. It is important to note that this trajectory cannot be traced because it is built up using linear segments. However, it
can be used as a reference trajectory during the feasible trajectory design process. The trajectory is calculated using a model predictive-based method, which is presented in the following subsection.

3 Trajectory planning of the vehicle
In this section the trajectory planning is presented. During the trajectory planning, the results of the decision making algorithm are used as a reference vector.

3.1 Lateral dynamics of the vehicle
Since the comfort and safety requirements must be satisfied several limitations must be taken into account during the trajectory planning. In the first step, the dynamic vehicle model is presented, which consists of three main equations (Eqs. (5), (6) and (7)):

\[ I \ddot{\psi} = F_f (\alpha_f) \mathcal{J}_f - F_r (\alpha_r) \mathcal{J}_r, \]
\[ m \ddot{y} = F_f (\alpha_f) + F_r (\alpha_r), \]
\[ \dot{\psi} = v_x (\psi + \beta), \]

where \( m \) gives the mass and \( I \) is the yaw-inertia of the vehicle. \( F_f \) denotes the forces of the tires on the front (\( f \)) and on the rear (\( r \)) axle of the vehicle. The lateral position is given by \( y \) and \( \psi \) is the yaw-angle. The longitudinal velocity is denoted by \( v_x \) and the side-slip of the vehicle is \( \beta \). Finally, \( l_f \) and \( l_r \) are the distances between the center of gravity and the axis of the vehicle. The lateral forces of the tires can be computed as Eq. (8) (Rajamani, 2006):

\[ F_i = \alpha_i C_i, \quad i \in \{ f, r \}, \]

where \( C_i \) gives the cornering stiffness of the tires. Moreover, the side slip angles of the tires (\( \alpha_i \)) can be determined as Eqs. (9), (10):

\[ \alpha_f = -\beta - \frac{\psi l_f}{v_x}, \]
\[ \alpha_r = -\beta + \frac{\psi l_r}{v_x}. \]

The trajectory planning is based on the bicycle model. Using the equations a state-space representation of the system can be determined, which can be formed as Eqs. (11), (12):

\[ \dot{x} = Ax + Bu, \]
\[ y = C^T x. \]

Since the trajectory planning process requires a discrete time mode, it is transformed to the form described in Eq. (13)

\[ x(k + 1) = \phi x(k) + \Gamma u(k), \]

where \( \phi = e^{4T_s} \) and \( \Gamma = \int_{0}^{T_s} e^{4(t - T_s)} B d\tau \). Moreover, \( T_s \) gives the sampling time.

3.2 Model Predictive Control (MPC) design
In this subsection the Model Predictive Control design is presented. The states of the system can be computed for the \( (k + 1) \)th time step as Eq. (14):

\[ x(k + 1) = \phi x(k) + \Gamma u(k), \]

Using Eq. (14) the states are computable for the \( (k + 2) \)th time step.

\[ x(k + 2) = \phi x(k + 1) + \Gamma u(k + 1) = \phi (\phi x(k) + \Gamma u(k)) + \Gamma u(k + 1) \]

Using the initial states of the system and the input vector \( U = [u(k + 1), u(k + 2), \ldots] \), the states can be computed for the arbitrary \((t + n)\)th time step. Since, the reference lateral positions (\( R \)) of the vehicle are already determined, the error can be computed as Eq. (16):

\[ e = y(U) - R. \]

During the determination of the feasible trajectory, the following cost function must be minimized (Németh et al., 2019):

\[ J(U, x(k), R) = \frac{1}{2} \sum_{k=1}^{n} e Q e + U^T L U. \]

In Eq. (17) \( Q \) and \( L \) are weighting matrices. The optimal control vector can be determined by solving the quadratic optimization problem.

4 Vertical control of the vehicle
In this section the semi active suspension control is presented for the vehicle. In Section 3 the feasible trajectory is determined, with which the lateral accelerations can be calculated along the overtaking trajectory. This lateral acceleration vector is considered as a disturbance during the vertical control design. Furthermore, the main goal during the vertical control is to minimize the roll angle of the vehicle.

4.1 The vertical dynamics of the vehicle
In this section, the vertical dynamics of the vehicle are presented (Poussot-Vassal et al., 2008) in Fig. 5. Moreover, the control design process is detailed.
The acceleration and the roll acceleration of the sprung mass can be determined as Eqs. (18), (19):

\[
\begin{align*}
    m \ddot{x}_c &= c_l (x_l - x_c) + c_r (x_r - x_c) + b_d (\dot{x}_l - \dot{x}_c) \\
    &\quad + b_s (\dot{x}_r - \dot{x}_c) - \phi l_c c_i - \phi l_r c_i + \phi l_c c_i + \phi l_r c_i, \\
    I \ddot{\phi} &= c_l (x_l - x_c) l_l + b_d (\dot{x}_l - \dot{x}_c) l_l - c_r (x_r - x_c) l_l \\
    &\quad - b_s (\dot{x}_r - \dot{x}_c) l_r - \phi l_c^2 c_i - \phi l_r^2 c_i - \phi l_c^2 c_i - \phi l_r^2 c_i - h_{cog} l_c m_c, \\
\end{align*}
\]

(18)

(19)

where \((c_l, c_r)\) are the right and left suspension spring stiffnesses and \((l_l, l_r)\) gives the distances between the center of gravity and the suspensions. Moreover, \(h_{cog}\) denotes the height of the center of gravity and \(m_c\) is the sprung mass. Using Eqs. (18) and (19) the following state space representation can be formed in Eq. (20):

\[
\begin{align*}
    \dot{x}_{\text{vertical}} &= A x_{\text{vertical}} + B u + B_s a_{\text{act}} + B_r u_r, \\
\end{align*}
\]

(20)

where the state vector is the following: \(x_{\text{vertical}} = [\dot{x}_c, \dot{x}_l, \dot{x}_r, \dot{\phi}, \phi, \dot{x}_c, x_l, x_r, \phi]^T\). Since, the state space representation of the system would not be linear in the case, when the damping coefficients are chosen to be the control signals, a nominal \(b_s\) is assumed, and the control signals are chosen to be the extra forces \((F_l, F_r)\) of the semi-active suspension. The state space representation must be discretized before the control design, which can be done similarly as it is described for the lateral case.

4.2 Control design of the vertical dynamics

An MPC is implemented for the vertical control of the vehicle. During the computation of the optimal control inputs, limitations can be made for the states of the system and also for the input signals. In this paper, the roll angle \((\phi)\) is minimized in order to fulfill comfort requirements. Using Eq. (17) the model predictive problem can be formulated as Eq. (21):

\[
\begin{align*}
    \min_{u(t), u(t+1), \ldots, u(t+n_a)} J(U, x(k), R) \\
    \text{s.t.} \quad &lb \leq u_r \leq ub \forall i, \\
\end{align*}
\]

(21)

where \((lb, ub)\) gives the lower and the upper bound of the input signals. Furthermore, the velocity of the unsprung mass is estimated using Eq. (18). This step is essential because the sign and magnitude of the force depend on the velocity difference between the sprung and unsprung masses. Using the estimated velocity value and the limitations of the actuator, the limitations \((lb, ub)\) can be computed. Fig. 6 depicts the control scheme of the vertical control system. Since the decision and trajectory planning algorithm provides the lateral accelerations, these values can be taken into account during the computation of the control inputs.

It can be said generally, that the value of the damping coefficients are set higher during the overtaking maneuver, and it should be decreased otherwise. In order to achieve this, the states are weighted during the optimization process, which is described in Eq. (17). The value of the weight for the roll is chosen as Eq. (22):

\[
Q_{\text{roll},i} = 0.1 + a_r^2,i. \\
\]

(22)

This means that during the overtaking maneuver, the damping coefficients are chosen to be higher values. Since the trajectory is designed beforehand, the weights can be computed for the given control horizon. Moreover, the weight of the input signal \((L)\) is set to 0.01. In the following section a simulation example is presented, in which the controlled vehicle overtakes another car in front of it.

5 Simulation of the proposed control system

In this section a simulation example is presented, in which the controlled vehicle performs a double lane change maneuver. Moreover, several bumps are placed randomly along the given road segments in order to simulate bad road conditions. The goal is to fulfill comfort requirements during the overtaking maneuver using a lateral and vertical control of the vehicle. In Fig. 7 the roll angle is presented during the simulation.
The red line represents the case when the nominal suspension is used, which is provided by the CarMaker. Furthermore, the blue line shows the results of the controlled system. The first lane change maneuver is performed in the 4th s. The vehicle gets back to its original lane at the 15th s. It can be said that the roll angle during the lane change maneuvers decreased in the case, when the semi-active suspension is used. The computed control inputs are calculated for the half-vehicle model. This means that, in the figure the sum of the left and right coefficients can be seen, which is presented in Fig. 8.

Fig. 9 depicts the steering angle, which shows that the vehicle performed a double lane change maneuver.

Finally, Fig. 10 shows the lateral position of the controlled vehicle during the simulation.

It can be seen that at ~350 meters the vehicle starts to go to the wrong direction, this phenomenon can be explained by the fact that the trajectory planning algorithm also minimizes the lateral acceleration.

6 Conclusion
In this paper, a semi-active suspension design has been demonstrated for autonomous vehicles. During the control design, two main requirements have been guaranteed: safety and comfort. The safety requirements are achieved through a graph-based decision-making algorithm and a model predictive approach is applied for trajectory planning. During the trajectory planning, the maximum value of the curvature is minimized in order to fulfill the comfort requirements. Moreover, the vertical control is made by an MPC, which takes into account the previously computed lateral acceleration values. The whole simulation is performed in a vehicle dynamics simulation software, CarMaker. The results show that using the semi-active suspension improves the traveling comfort for the passengers.
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