ON COMPOSITION AND RIGHT DISTRIBUTIVE LAW FOR FORMAL POWER SERIES OF MULTIPLE VARIABLES
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ABSTRACT. In the first part of the paper we prove a necessary and sufficient condition for the existence of the composition of formal power series in the case when the outer series is a series of one variable while the inner one is a series of multiple variables. The aim of the second part is to remove ambiguities connected with the Right Distributive Law for formal power series of one variable as well as to provide analogues of that law in the multivariable case.

1. INTRODUCTION

There is no need to convince about how important is the role that formal power series, as well as formal Laurent series, play in various branches of mathematics. In particular, they are frequently used in solving various type of equations, like ordinary differential equations or partial differential equations (see e.g. [12], [14] among numerous papers concerning this topic). Other applications of formal power series to Riordan groups and proofs of some classical results, like the Cayley-Hamilton Theorem, can be found e.g. in [4], [7] and [10].

An elementary introduction to the theory of formal power series in several variables can be found e.g. in the paper [9]. Moreover, in that paper one can find further applications of formal power series to the theory of multiplicative arithmetical functions of several variables and to the theory of the cumulants of random vectors.

In this article we are going to discuss two basic topics appearing in the theory of formal power series, that is, the composition of formal power series and the Right Distributive Law.

Our first goal is to prove a necessary and sufficient condition for the existence of the composition of formal power series in the case when the outer series is a series of one variable while the inner one is a series of multiple variables. It appears that the condition of our theorem is similar to the one appearing in Gan-Knox’s Theorem involving the composition of two formal power series of one variable (see [8] for more details).
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Our second goal is to examine the General Right Distributive Law. First, we are going to explain ambiguities connected with this law in the one variable case. Second, we prove analogues of that law for formal power series of multiple variables.

The reader can find more information concerning the composition of formal power series, e.g., in [2] or [3], while more details concerning the Right Distributive Law can be found, e.g., in [5].

2. Definitions, conventions and some basic facts

The goal of this section is to recall and introduce basic definitions and facts which will be needed in the sequel.

The symbol $\mathbb{Z}$ denotes the set of integer numbers, $\mathbb{N}$ is the set of positive integers and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. If $n \in \mathbb{N}$, then $[n] := \{1, \ldots, n\}$. Let us fix $q \in \mathbb{N}$, $k \in \mathbb{N}_0$ and denote by $C_k$ (usually the value of $q$ will be fixed and clear from the context, so we write just $C_k$ instead of, say, $C_q^k$) the set of all nonnegative integer solutions $c_1, \ldots, c_q$ of the equation $c_1 + \ldots + c_q = k$ for $k \in \mathbb{N}_0$, $q \in \mathbb{N}$, that is

$$C_k := \{c = (c_1, \ldots, c_q) \in \mathbb{N}_0^q : c_1 + \ldots + c_q = k\}.$$ 

It is known (see [15], p.25) that the number of elements of $C_k$ is $(q + k - 1 \choose q - 1)$ - let us denote that number by $s_k$. It is clear that $s_0 = 1$ and $C_k \cap C_{k'} = \emptyset$ for $k \neq k'$. Obviously, $C := \mathbb{N}_0^q = \bigcup_{k \in \mathbb{N}_0} C_k$ and for each $c \in C$ there is exactly one $k \in \mathbb{N}_0$ for which $c \in C_k$; we denote such a $k$ by $k(c)$. Let $\mathbb{K}$ stand for the field of real (or complex) numbers.

Now, we are ready to state the definition of a formal power series of multiple variables.

**Definition 1.** A formal power series $f$ in $q$-variables $x := (x_1, \ldots, x_q) \in \mathbb{K}^q$ (for short: $q$-fps) is a formal sum of the form $f(x) := \sum_{c \in C} f_c X^c$, where $f_c \in \mathbb{K}$ and $X^c := x_1^{c_1} \ldots x_q^{c_q}$ for all $c \in C$. An element $f_c$ is called the $c$-th coefficient of the $q$-fps $f$, $c \in C$. The set of all $q$-fps is denoted by $\mathbb{X}_q(\mathbb{K})$ or just by $\mathbb{X}_q$.

**Remark 2.** Let us observe that a $q$-fps $f$ can be uniquely identified with the mapping $C \ni c \mapsto f_c \in \mathbb{K}$.

**Remark 3.** For a $q$-fps with $q = 1$ we equate $x = (x_1)$ with $x$, where $x$ is the name of the variable, so we write $x^c$ instead of $X^c$. Further, for $f \in \mathbb{X}_1$, we identify $\sum_{c \in \mathbb{N}_0} f_c x^c$ with $\sum_{n=0}^{\infty} f_n x^n$ as long as we do not assign any particular value to $x$, that is, as long as we do not consider the value of the sum $\sum_{c \in \mathbb{N}_0} f_c x^c$ corresponding to a specific value of $x$. 

We distinguish two special q-fps, denoted by $I$ and $\theta$, whose coefficients are defined as $I_{(0, \ldots, 0)} := 1$, and $I_c := 0$ for $c \in C \setminus \{(0, \ldots, 0)\}$, where $(0, \ldots, 0) \in C$, 0 is the additive identity of the field $K$, 1 is the multiplicative identity of the field $K$, and $\theta_c := 0, c \in C$, respectively. Let us observe that the q-fps $I$ and $\theta$ are neutral elements of the multiplication and the addition of q-fps, respectively.

For q-fps $f$, $g$, the sum $f + g$, difference $f - g$ and product $af$, where $a \in K$, are q-fps whose coefficients are defined as $f_c + g_c$, $f_c - g_c$, and $af_c$, $c \in C$, respectively. We write $f = g$ if and only if $f_c = g_c$ for every $c \in C$. Obviously $f = g$ if and only if $f - g = \theta$.

Let us recall the definition of the Cauchy product of q-fps.

**Definition 4.** For q-fps $f(x) = \sum_{c \in C} f_c X^c$, $g(x) = \sum_{c \in C} g_c X^c \in K[X]$, $q \in \mathbb{N}$, the q-dimensional Cauchy product of $f$ and $g$ is a q-fps $h = fg$ defined as

$$h(x) := \sum_{c \in C} \left( \sum_{a,b \in C : a + b = c} f_a g_b \right) X^c.$$ 

Obviously, there are a finite number of pairs $(a, b)$ such that $a, b \in C$ and $a + b = c$ for the given $c \in C$. It is also clear that for such a pair we have $a \leq c$ and $b \leq c$, where the inequality $\leq$ is understood coordinatewise–like.

Now, let us introduce some further conventions we shall use. For any $a \in K$ we put $a^0 := 1$ even if $a = 0$. For a fixed $c \in C$, the monomial $X^c = x_1^{c_1} \ldots x_n^{c_n}$, where $x = (x_1, \ldots, x_n) \in K^n$, can be treated as a q-fps with all, but $c$-th, coefficients equal to 0. Moreover, we equate $X^c$ with $1X^c$. Any finite formal sum $a_1 X^{c_1} + \ldots + a_n X^{c_n}$, $c_1, \ldots, c_n \in C$, $a_1, \ldots, a_n \in K$, can be viewed as a q-fps whose all coefficients, possibly except $c_i$-th, $i \in [n]$, are 0, and $c_i$-th coefficient is $a_i$, $i \in [n]$. This way any element $a \in K$ can be identified with the constant q-fps $a X^{(0, \ldots, 0)} = aI(x)$. It is also obvious that the addition of q-fps is associative and commutative. Basic properties of the formal product are given in the following lemma. Its proof is standard so we omit it.

**Lemma 5.** Let $f, g, h \in \mathbb{F}_q$ be fixed for a given $q \in \mathbb{N}$. Then:

1. $fg = gf$,
2. $fI = If = f$,
3. $(fg)h = f(gh)$,
4. $(f + g)h = (fh) + (gh)$,
5. $f\theta = \theta$,
6. $fg = \theta$, implies $f = \theta$ or $g = \theta$ (which means that $\mathbb{F}_q$ is an integral domain).
We are now ready to define the composition of a 1 fps $g$ with a $q$-fps $f$.

**Definition 6.** For $f(x) = \sum_{c \in C} f_c X^c \in \mathbb{X}_q$, $q \in \mathbb{N}$, and $g(y) = \sum_{n=0}^{\infty} g_n y^n \in \mathbb{X}_1$, the composition of $g$ with $f$ is a $q$-fps $h = g \circ f$ defined by

$$h(x) := \sum_{c \in C} \left( \sum_{n=0}^{\infty} g_n f^n_c \right) X^c,$$

provided that the coefficients $h_c$ exist, that is, if the series defining $h_c$ converge for every $c \in C$, where $f^n \in \mathbb{X}_q$ is the $n$-th power of $f$, that is, $f^n := \sum_{n \times} f^n_c := (f^n)_{c}$, $n \in \mathbb{N}$, $c \in C$, and $f^0 := 1$.

**Remark 7.** Given a $q$-fps, if one needs an order of summation of its terms, then one can proceed in the following way. Let us define a linear order $\preceq$ on $C$ as follows: for $c = (c_1, \ldots, c_q)$, $c' = (c'_1, \ldots, c'_q) \in C$

$$c' \preceq c \Leftrightarrow (c'_1 + \ldots + c'_q < c_1 + \ldots + c_q \lor c \geq_{\text{lex}} c'),$$

where $c \geq_{\text{lex}} c'$ means that $c$ is lexicographically not less than $c'$. For each $k \in \mathbb{N}$, let us denote by $(c^k_1, \ldots, c^k_{s_k})$ the sequence of all elements of $C_k$ satisfying $c^k_{i+1} \geq_{\text{lex}} c^k_i$, $i \in [s_k - 1]$. Define

$$\overline{C} := (c^0_1, c^1_1, \ldots, c^1_{s_1}, c^2_1, \ldots, c^2_{s_2}, \ldots),$$

where $c^k_i \in C$, $c^k_i \preceq c^k_{i'}$ whenever $k < k'$ or $k = k' \land i < i'$, and $c^k_i = c^k_{i'}$ if and only if $i = i' \land k = k'$. Since all the terms of $\overline{C}$ are different, one can identify $C$ with $\overline{C}$ and we can write $C = \{c^0_1, c^1_1, \ldots, c^1_{s_1}, c^2_1, \ldots, c^2_{s_2}, \ldots\}$. The sequence $\overline{C}$ induces the order of addition in the sum $\sum_{c \in C} f_c X^c$ in a natural way.

**Definition 8.** For a $q$-fps $f \in \mathbb{X}_q$ and $k \in \mathbb{N}_0$, the $k$-th block of $f$ is a $q$-fps $f[k] \in \mathbb{X}_q$ whose coefficients are given by $f[k]_c := f_c$, $c \in C_k$, and $f[k]_c := 0$, otherwise.

As the sets $C_k$, $k \in \mathbb{N}_0$, are finite and pairwise disjoint, we get $f_c = \sum_{k \in \mathbb{N}_0} f[k]_c = \sum_{k=0}^{\infty} f[k]_c = f[k(c)]_c$ for $c \in C$. Further, $f(x) = \sum_{c \in C} (\sum_{k=0}^{\infty} f[k]_c) X^c = \sum_{k=0}^{\infty} \sum_{c \in C} f[k]_c X^c = \sum_{k=0}^{\infty} f[k](x)$, under the convention that the (formal) sum of countably many terms of the form $0 X^c$, $c \in C$, is $\theta$.

For the coefficients of the $n$-th power of a $q$-formal power series $f$, we have an obvious:

**Lemma 9.** For a $q$-fps $f(x) = \sum_{c \in C} f_c X^c \in \mathbb{X}_q$, $q \in \mathbb{N}$, and any $n \in \mathbb{N}$ and $c \in C$, it holds $f^n_c = \sum f_{c_1} \ldots f_{c_n}$, where the sum is taken over all solutions of the equation $c_1 + \ldots + c_n = c$, $c_i \in C$, $i \in [n]$. 

Proof. Let $c \in C$, $n \in \mathbb{N}$ be fixed. If $n = 1$, then the claim is true. If $n > 1$, by associativity of multiplication we have

$$f^n_c = \sum_{a+c_n=c} f^{n-1}_a f_{c_n} = \sum_{a+c_n=c} (\sum_{b+c_{n-1}} f^{n-2}_b f_{c_{n-1}}) f_{c_n} = \sum_{a+c_{n-1}+c_n=c} f^{n-2}_a f_{c_{n-1}} f_{c_n} = \ldots = \sum_{c_1+\ldots+c_n=c} f_{c_1} \ldots f_{c_n},$$

where all elements in equalities under summation symbols are members of $C$.

By Lemma 9 we conclude that for given $c \in C$ and $n \in \mathbb{N}$, we have

$$f^n_c = \sum_{c_1+\ldots+c_n=c} (f[0] + \ldots + f[k])c_1 \ldots (f[0] + \ldots + f[k])c_n,$$

where $k := k(c)$. This implies that to compute the $c$-th coefficient of $f^n$ it is enough to compute the $c$-th coefficient of the $q$-fps $(f[0] + \ldots + f[k])^n$, where $k := k(c)$. Since formal addition and multiplication are associative and commutative, for a given $c \in C$, by the Multinomial Theorem, we get

$$(f[0] + \ldots + f[k])^n = (f[0] + \ldots + f[k]) \ldots (f[0] + \ldots + f[k]) = \sum_{v_0!\ldots v_k!} \frac{n!}{v_0!\ldots v_k!} f[0]^{v_0} \ldots f[k]^{v_k},$$

where $k := k(c)$ and the sum extends over nonnegative integer solutions of $v_0 + v_1 + \ldots + v_k = n$. Observe that the only components of the sum that contribute to the $k$-th block of $f^n$, that is, $f^n[k]$, are those for which $v_1 + 2v_2 + \ldots + kv_k = k$. Therefore, for a $q$-fps $f$ and any $c \in C$, $n \in \mathbb{N}$, it follows that

$$f^n_c = \sum \frac{n!}{v_0!\ldots v_k!} (f[0]^{v_0} \ldots f[k]^{v_k}) c,$$

where $k = k(c)$ and the sum extends over nonnegative integer solutions of the system

$$\begin{align*}
v_0 + v_1 + \ldots + v_k &= n \\
v_1 + 2v_2 + \ldots + kv_k &= k.
\end{align*}$$

3. Existence of composition of two formal power series

In this section, we provide a proof of a necessary and sufficient condition for the existence of composition of $g \in \mathbb{X}_1$ with $f \in \mathbb{X}_q$, $q \in \mathbb{N}$. We use the following conventions: $\sum_{i\in\emptyset} := 0$, $\sum_{i\in A} 0 := 0$ ($A$ is a countable set) and $b^0 := 1$ for $b \in \mathbb{K}$.

**Theorem 10.** Fix $q \in \mathbb{N}$. Let $g(y) := \sum_{n \in \mathbb{N}_0} g_n y^n \in \mathbb{X}_1$, $f(x) := \sum_{c \in C} f_c x^c \in \mathbb{X}_q$ and $f \neq bI$ for any $b \in \mathbb{K}$. The composition $h := g \circ f$ exists if and only if

$$\sum_{n=k}^{\infty} \frac{n}{k} g_n b_0^{n-k} \in \mathbb{K},$$

where $b_0 = f(0,\ldots,0)$, for $k \in \mathbb{N}_0$. 
Remark 11. Before we present a proof of Theorem 10, let us notice that if we omit the assumption that \( f \neq bI \), then \( g \circ f \) exists if and only if the series \( \sum_{n=0}^{\infty} g_n b_n \) converges. In this case the composition is of the form \( (g \circ f)(x) = (\sum_{n=0}^{\infty} g_n b_n)X^{(0,\ldots,0)} \).

Proof. The main line of this proof is similar to the proof of Theorem 3 in \([1]\). By formulas (1)-(2) and Definition 6, it follows that the composition \( h \) of \( g \) with \( f \) exists if and only if, for every \( k \in \mathbb{N}_0 \), \( c \in C_k \) there exists the limit
\[
\lim_{d \to \infty} \sum_{n=0}^{d} g_n (w[k]^n)_c \in \mathbb{K},
\]
where \( w[k]^n := \sum_{v_0 \ldots v_k} \frac{n!}{v_0! \ldots v_k!} f[0]^{v_0} \ldots f[k]^{v_k} \) and the sum is taken over the set of nonnegative integer solutions \( v = (v_0, v_1, \ldots, v_k) \) to the system (2). For each \( k \in \mathbb{N}_0 \), the existence of the limit (4) is equivalent to the existence of the limit
\[
\lim_{d \to \infty} \sum_{n=k}^{d} g_n (w[k]^n)_c \in \mathbb{K}.
\]

Let us denote \( w_k^d(x) := \sum_{n=k}^{d} g_n w[k]^n(x) \). If \( k = 0 \), then \( (w_k^d)_{c_0} = \sum_{n=0}^{d} g_n b_0^n \), where \( c_0 := (0, \ldots, 0) \in C_0 \) and the existence of \( h_{c_0} \) is equivalent to the existence of the limit \( \lim_{d \to \infty} \sum_{n=0}^{d} g_n b_0^n \).

Let \( k \in \mathbb{N}_0 \) and define
\[
R_k^n := \left\{ (v_0, \ldots, v_k) \in \mathbb{N}_0^{k+1} : \sum_{i=0}^{k} v_i = n \text{ and } \sum_{i=1}^{k} iv_i = k \right\} = \left\{ v^{n,1}, \ldots, v^{n,r_k^n} \right\},
\]
where \( v^{n,j} = (v_0^{n,j}, v_1^{n,j}, \ldots, v_k^{n,j}) \in \mathbb{N}_0^{k+1} \) and \( r_k^n \) denotes the number of elements of \( R_k^n \),
\[
m_{k,j}^n := \frac{1}{v_1^{n,j}! \ldots v_k^{n,j}!} f[1]^{v_1^{n,j}} \ldots f[k]^{v_k^{n,j}}, \quad j \in [r_k^n],
\]
\[
W_{k,s}^n := \left\{ j \in [r_k^n] : \sum_{i=1}^{k} v_i^{n,j} = s \right\}, \quad s \in [k],
\]
\[
d_{k,s}^n := \sum_{j \in W_{k,s}^n} m_{k,j}^n.
\]
For \( d \geq k \), it holds

\[
w_k^d = \sum_{n=k}^{d} g_n \left( \sum_{v_0, \ldots, v_k} \frac{n!}{v_0! \ldots v_k!} f[0]^{v_0} \cdots f[k]^{v_k} \right) =
\]

\[
= \sum_{n=k}^{d} g_n \left( \sum_{j=1}^{r_k} b_0^n v_{0,j}^{n-j} \frac{n!}{v_{0,j}! v_{n,j}!} \cdots f[k]^{v_{n,j}} \right) =
\]

\[
= \sum_{n=k}^{d} g_n \left( \sum_{j=1}^{r_k} b_0^n v_{0,j}^{n-j} m_{n,j} \right) = \sum_{n=k}^{d} g_n \left( \sum_{j=1}^{r_k} b_0^n \frac{n!}{v_{0,j}! m_{n,j}} \right) = \ast
\]

but since for \( n \geq k \) we have \( W_{k,s}^n = W_{k,s}^{n'} \), \( m_{k,j} = m_{k,j}^{n'} \), \( d_{k,s}^n = d_{k,s}^{n'} \) as \( n' \geq n \), there is no necessity to discern between \( n \) and \( n' \) as long as \( n' \geq n \geq k \). Therefore we write \( W_{k,s}, m_{k,j}, d_{k,s} \) instead of \( W_{k,s}^n, m_{k,j}^n, d_{k,s}^n \), respectively. Due to the equality \( v_{0,j}^{n-j} = v_1^{n-j} - \cdots - v_k^{n-j} \), we get

\[
\ast = \sum_{n=k}^{d} g_n \left( \sum_{s=1}^{k} \left( \sum_{j=1}^{r_k} b_0^n v_{0,j}^{n-j} m_{n,j} \right) \right) =
\]

\[
= \sum_{n=k}^{d} g_n \left( \sum_{s=1}^{k} \frac{n!}{(n-s)!} b_0^{n-s} d_{k,s} \right) = \sum_{s=1}^{k} s! \left( \sum_{n=k}^{d} g_n b_0^{n-s} \right) d_{k,s}. \quad (6)
\]

If \( b_0 = 0 \), then the last formula reduces to \( w_k^d = k! g_k d_{k,k} \) and the claim follows. It is obvious that validity of condition (3), for \( k \in \mathbb{N}_0 \), implies that \( h \) is the composition of \( g \) with \( f \). This proves that condition (3) is sufficient for the existence of \( h \).

To prove necessity part we assume that \( h = g \circ f \) exists, so \( \lim_{d \to \infty} w_k^d \in \mathbb{K}, c \in C \). Assume that \( b_0 \neq 0 \). We shall proceed by induction with respect to \( k \). As we know, the coefficient \( h_{(0, \ldots, 0)} \) is well-defined if and only if the series in (3) converges for \( k = 0 \). Suppose that the equivalence is true for some \( k \in \mathbb{N}_0 \), which implies the convergence of series \( \sum_{n=s}^{\infty} \binom{n}{s} g_n b_0^{n-s} \) in \( \mathbb{K}, s = 0, \ldots, k \). Let \( l \) denote the least positive integer for which there is \( c \in C_l \) with \( f[l]_c \neq 0 \) (in other words, \( l \) is the least positive integer for which \( f[l] \neq \theta \) - a such number exists since \( f \neq b_0 l \) and \( b_0 \neq 0 \)). Let us fix some positive integer \( m \). First we will show that \( d_{ml,s} = \theta \), whenever \( ml \geq s > m \), and \( d_{ml,m} = \frac{1}{m!} f[l]^m \) (recall that we consider \( n, n' \geq k \), so \( d_{ml,s}^{n'} = d_{ml,s} \)). Indeed, assume that \( v_1, \ldots, v_{ml} \in \mathbb{N}_0 \) solve \( v_1 + 2v_2 + \cdots + mlv_{ml} = ml \) and that \( v_1 + \cdots + v_{ml} = s \). If \( ml \geq s > m \), it cannot be true that \( v_1 = \cdots = v_{l-1} = 0 \), since then we would have \( ml = lv_l + \cdots + mlv_{ml} \geq l(v_l + \cdots + v_{ml}) = sl > ml \), a contradiction. Therefore, if \( ml \geq s > m \), then in any component of the sum defining \( d_{ml,s} \), there is some \( i \in [l-1] \) such that \( v_i > 0 \) and, due to the definition of \( l \), \( f[i]^{v_i} = \theta \), so \( d_{ml,s} = \theta \). Consider now the case when \( s = m \). If for some \( i \in [l-1] \) we have \( v_i > 0 \), the component containing \( f[i]^{v_i} (= \theta) \)
Definition 12. Let \( f \in \mathbb{X}_q \), \( q \in \mathbb{N} \). We say that \( f \) is a \( q \)-nonunit formal power series if \( f_{(0, \ldots, 0)} = 0 \); otherwise we call it a \( q \)-unit.

Remark 13. Let us emphasize that in general the theory of formal power series is - roughly speaking - simpler if we restrict ourselves to \( q \)-nonunits. As an example one can mention here

\[
\lim_{d \to \infty} \sum_{n=(k+1)l}^d \binom{n}{k+1} g_n b_0^{n-(k+1)} \in \mathbb{K},
\]

which proves the assertion. \( \square \)

As we know from the one-variable case, the first coefficient of a fps under consideration plays an important role. In particular, it is important whether it is equal to zero or not. Therefore we introduce the following
the composition of formal power series (see e.g. [6], [11]). Namely, it is clear that necessary and sufficient conditions for the existence of composition of \( g \) with \( f \) are satisfied if \( f \) is a \( q \)-nonunit fps. The same remark concerns the Right Distributive Law, which will be discussed in the next section.

4. General Right Distributive Law

In this section we are going to consider formal power series of one variable only. Our goal is to remove ambiguities connected with the well known General Right Distributive Law. First, for convenience of the reader, we prove this law for arbitrary formal power series whose coefficients belong to \( \mathbb{R}_+ \).

**Theorem 14.** Let \( A(x) = \sum_{n=0}^{\infty} a_n x^n \), \( B(x) = \sum_{n=0}^{\infty} b_n x^n \) and \( P(x) = \sum_{n=0}^{\infty} p_n x^n \) be formal power series over \( \mathbb{R} \) such that their coefficients belong to \( \mathbb{R}_+ \). The Right Distributive Law, that is,

\[
(A \circ P)(B \circ P) = (AB) \circ P
\]

holds if both \( A \circ P \) and \( B \circ P \) exist.

**Proof.** Suppose that both \( A \circ P \) and \( B \circ P \) exist. Then

\[
(A \circ P)(x)(B \circ P)(x) = \sum_{m=0}^{\infty} r_m x^m
\]
is a formal power series in \( \mathbb{K}(\mathbb{R}) \) and \( r_m \in \mathbb{R}_+, \ m \in \mathbb{N}_0 \). Let

\[
P^n(x) = \sum_{k=0}^{\infty} p_k^{(n)} x^k, \quad n \in \mathbb{N}_0.
\]

Since \( P^{n+i} = P^n P^i \), the formula of the Cauchy product provides

\[
p_{m}^{(n+i)} = \sum_{j=0}^{m} p_j^{(n)} p_{m-j}^{(i)}
\]
for each \( m \in \mathbb{N}_0 \). Then

\[
r_m = \sum_{j=0}^{m} \left( \sum_{n=0}^{\infty} a_n p_j^{(n)} \right) \left( \sum_{i=0}^{\infty} b_i p_{m-j}^{(i)} \right)
\]

\[
= \sum_{n=0}^{\infty} a_n \left( \sum_{i=0}^{\infty} b_i \left( \sum_{j=0}^{m} p_j^{(n)} p_{m-j}^{(i)} \right) \right) = \sum_{n=0}^{\infty} a_n \left( \sum_{i=0}^{\infty} b_i p_{m}^{(n+i)} \right).
\]
Hence, by the absolute convergence of the series under consideration,

\[ r_m = \sum_{j=0}^{\infty} a_j \left( \sum_{n=0}^{\infty} b_n p_m^{(n+j)} \right) = \sum_{j=0}^{\infty} a_j \left( \sum_{n=j}^{\infty} b_{n-j} p_m^{(n)} \right) = \sum_{n=0}^{\infty} \left( \sum_{j=0}^{n} a_j b_{n-j} \right) p_m^{(n)} \]

for any \( m \in \mathbb{N}_0 \). However, the last term on the right–hand side is exactly the \( m \)-th coefficient of \((AB) \circ P\). Thus, the composition \((AB) \circ P\) exists and equation (7) is satisfied.

\[ \square \]

**Remark 15.** Let us emphasize that in the above theorem we have considered fps whose coefficients belong to \( \mathbb{R}_+ \). In [5] the Author claims that the Generalized Right Distributive Law holds for fps over \( \mathbb{R} \) while in [7] and [6] he claims that it holds for fps over \( \mathbb{C} \). The following example will show that unfortunately it is not a true claim.

**Example 16.** Let \( A = (a_0, a_1, a_2, \ldots) \) be a formal power series, where \( a_n = \frac{(-1)^n}{\sqrt{n+1}}, n \in \mathbb{N}_0 \). The series \( \sum_{n=0}^{\infty} a_n \) is conditionally convergent while the Cauchy product of the series with itself diverges (see [13], Example 3.49). Let \( P = (1, 0, 0, \ldots) \). It is not difficult to see that \( A \circ P = (\sum_{n=0}^{\infty} a_n, 0, 0, \ldots) \), so the composition \( A \circ P \) exists and thus the (Cauchy) product of formal power series \((A \circ P)(A \circ P)\) is well-defined. But \((AA) \circ P\) does not exist, since the first coordinate of it, \(((AA) \circ P)_0 = \sum_{n=0}^{\infty} c_n\), where \( c_n = a_0 a_n + a_1 a_{n-1} + \ldots + a_n a_0 \), diverges. This example invalidates the generality of the Right Distributive Law.

It appears that, adding the assumption of the existence of the composition \( AB \circ P \) in Theorem [14], one can prove the following version of the General Right Distributive Law.

**Theorem 17.** Let \( A(z) = \sum_{n=0}^{\infty} a_n z^n, B(z) = \sum_{n=0}^{\infty} b_n z^n, P(z) = \sum_{n=0}^{\infty} p_n z^n \) be formal power series over \( \mathbb{C} \). If \( A \circ P, B \circ P, \) and \((AB) \circ P\) exist, then the Right Distributive Law holds for \( A, B \) and \( P \), that is, \[(A \circ P)(B \circ P) = (AB) \circ P.\]

**Proof.** Since \( A \circ P, B \circ P \) and \((AB) \circ P\) exist, for \( m \in \mathbb{N}_0 \), the following series, that are \( m \)-th coordinates of \( A \circ P, B \circ P \) and \((AB) \circ P\), respectively,

\[ (A \circ P)_m = \sum_{n=0}^{\infty} a_n p_m^{(n)}, \quad (B \circ P)_m = \sum_{n=0}^{\infty} b_n p_m^{(n)}, \quad ((AB) \circ P)_m = \sum_{n=0}^{\infty} c_n p_m^{(n)}, \]

where \( p_m^{(n)} := (P^n)_m, c_n = \sum_{j=0}^{n} a_j b_{n-j} \), are convergent in \( \mathbb{C} \).

For any \( x \in (0, 1] \) and \( m \in \mathbb{N}_0 \), we denote

\[ (A \circ P)_m(x) := \sum_{n=0}^{\infty} a_n p_m^{(n)} x^n, \quad (B \circ P)_m(x) := \sum_{n=0}^{\infty} b_n p_m^{(n)} x^n, \quad ((AB) \circ P)_m(x) := \sum_{n=0}^{\infty} c_n p_m^{(n)} x^n. \]
Observe that the series \((A \circ P)_m(x), (B \circ P)_m(x), ((AB) \circ P)_m(x)\) are absolutely convergent power series for \(x \in (0, 1)\), since \((A \circ P)_m(1) = (A \circ P)_m, (B \circ P)_m(1) = (B \circ P)_m, ((AB) \circ P)_m(1) = ((AB) \circ P)_m\). By the Mertens Theorem ([13], Th. 3.50), it follows that for \(s, t \in \mathbb{N}_0, x \in (0, 1)\), the Cauchy product of series \((A \circ P)_s(x)\) and \((B \circ P)_t(x)\) is a convergent series \(R^{s,t}(x) = \sum_{n=0}^{\infty} r_n^{s,t} x^n\), where \(r_n^{s,t} := \sum_{k=0}^{n} a_k b_{n-k} p_s^{(k)} p_t^{(n-k)}\) and \((A \circ P)_s(x)(B \circ P)_t(x) = R^{s,t}(x)\). Hence, for \(m \in \mathbb{N}_0, x \in (0, 1)\), we have

\[
\sum_{j=0}^{m} (A \circ P)_j(x)(B \circ P)_{m-j}(x) = \sum_{j=0}^{m} R^{j,m-j}(x) = \sum_{j=0}^{m} \sum_{n=0}^{\infty} r_j^{j,m-j} x^n = \sum_{j=0}^{m} \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} a_k b_{n-k} p_j^{(k)} p_{m-j}^{(n-k)} \right) x^n = \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} \sum_{j=0}^{m} a_k b_{n-k} p_j^{(k)} p_{m-j}^{(n-k)} \right) x^n = (\ast),
\]

where the change of summation order is due to the convergence of series \(\sum_{n=0}^{\infty} r_n^{j,m-j} x^n\). Further,

\[
(\ast) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} a_k b_{n-k} p_j^{(k)} p_{m-j}^{(n-k)} x^n = \sum_{n=0}^{\infty} \sum_{k=0}^{n} p_j^{(k)} p_{m-j}^{(n-k)} a_k b_{n-k} x^n = \sum_{n=0}^{\infty} p_m^{(n)} \sum_{k=0}^{n} a_k b_{n-k} x^n = (AB) \circ P)_m(x).
\]

Now, by Abel’s Theorem ([13], Th. 8.2), we conclude that \(\sum_{j=0}^{m} (A \circ P)_j(1)(B \circ P)_{m-j}(1) = ((AB) \circ P)_m(1)\), which implies \(((A \circ P)(B \circ P))_m = \sum_{j=0}^{m} (A \circ P)_j(B \circ P)_{m-j} = ((AB) \circ P)_m\). Therefore, due to arbitrariness of \(m \in \mathbb{N}_0\), the claim follows.

\[\square\]

**Remark 18.** In connection with the above result, we have to add one more explanation. In [7] one can find the Right Distributive Law (Theorem 5.6.2), where it is assumed that \(A \circ P\) and \(B \circ P\) exist. It is a consequence of Lemma 5.6.1 therein, which states that this assumption implies the existence of the composition \((AB) \circ P\). However, one has to notice that the proof of Lemma 5.6.1 is based on Theorem 5.4.6, in which there is the assumption that \(\text{deg}(f) \neq 0\) (the degree of \(f\) is nonzero). Unfortunately this assumption is missed both in Lemma 5.6.1 and Theorem 5.6.2. Finally, let us emphasize that in Example [10] the degree of \(A\) (which plays the same role as \(f\) mentioned above) is equal to zero. It should explain all the ambiguities connected with this law.

**Remark 19.** Theorem [17] easily implies Abel’s theorem asserting that if two series converge and their Cauchy product converges, then the product of their values equals the value of their Cauchy
product. To see this, consider series $\sum_{n=0}^{\infty} a_n$, $\sum_{n=0}^{\infty} b_n$, $\sum_{n=0}^{\infty} c_n$ such that $\sum_{n=0}^{\infty} c_n$ is the Cauchy product of $\sum_{n=0}^{\infty} a_n$ and $\sum_{n=0}^{\infty} b_n$ and the three series are convergent in $\mathbb{C}$. Let $P(x) := I(x) \in \mathbb{K}_1$, $A(x) := \sum_{n=0}^{\infty} a_n x^n$, $B(x) := \sum_{n=0}^{\infty} b_n x^n$, $C(x) := \sum_{n=0}^{\infty} c_n x^n$. Then $(A \circ P) = (\sum_{n=0}^{\infty} a_n)I$, $(B \circ P) = (\sum_{n=0}^{\infty} b_n)I$, $(AB) \circ P = (\sum_{n=0}^{\infty} c_n)I$, which by Theorem 17 results in $(\sum_{n=0}^{\infty} a_n)(\sum_{n=0}^{\infty} b_n) = \sum_{n=0}^{\infty} c_n$.

5. General Multivariable Right Distributive Law

In this section we will present analogous results to those of Section 4 but now we are concerned with multivariable formal power series.

Theorem 20. Let $A(y) = \sum_{n=0}^{\infty} a_n y^n$, $B(y) = \sum_{n=0}^{\infty} b_n y^n \in \mathbb{K}_1$ and $P(x) = \sum_{c \in C} P_c x^c \in \mathbb{K}_q$ be formal power series over $\mathbb{R}$ such that their coefficients belong to $\mathbb{R}_+$. If both $A \circ P$ and $B \circ P$ exist, then the General Multivariable Right Distributive Law holds, that is:

$$(A \circ P)(B \circ P) = (AB) \circ P.$$ 

Proof. Let $(A \circ P)(B \circ P)(x) = \sum_{c \in C} h_c x^c$. By the existence of $A \circ P$ and $B \circ P$ and Definition 6 we obtain

$$(A \circ P)(x) = \sum_{c \in C} (A \circ P)_c x^c = \sum_{c \in C} \left( \sum_{n=0}^{\infty} a_n p^{(n)}_c \right) x^c,$$

$$(B \circ P)(x) = \sum_{c \in C} (B \circ P)_c x^c = \sum_{c \in C} \left( \sum_{n=0}^{\infty} b_n p^{(n)}_c \right) x^c,$$

where $p^{(n)}_c := (P^n)_c$. By definition of the (Cauchy) product, we get

$$h_c = \sum_{l, m \in C : l + m = c} (A \circ P)_l (B \circ P)_m = \sum_{l, m \in C : l + m = c} \left( \sum_{j=0}^{\infty} a_j p^{(j)}_l \right) \left( \sum_{i=0}^{\infty} b_i p^{(i)}_m \right) = (\star),$$

and since the external sum has a finite number of components we can write

$$\star = \sum_{j=0}^{\infty} a_j \left( \sum_{i=0}^{\infty} b_i \left( \sum_{l, m \in C : l + m = c} p^{(j)}_l p^{(i)}_m \right) \right) = \sum_{j=0}^{\infty} a_j \left( \sum_{i=0}^{\infty} b_i p^{(i+j)}_c \right).$$

Now, by absolute convergence of considered series,

$$h_c = \sum_{j=0}^{\infty} a_j \left( \sum_{i=0}^{\infty} b_i p^{(i+j)}_c \right) = \sum_{j=0}^{\infty} a_j \left( \sum_{i=j}^{\infty} b_i p^{(i)}_c \right) = \sum_{i=0}^{\infty} \left( \sum_{j=0}^{i} a_j b_{i-j} \right) p^{(i)}_c$$

for all $c \in C$. From this, definitions of the Cauchy product $AB$ and composition $AB \circ P$ we conclude that $(AB \circ P)_c = h_c, c \in C$. Therefore the composition $AB \circ P$ exists and the asserted equality holds true. □
As we did in the previous section, we are going to prove that by adding the assumption of the existence of \((AB) \circ P\) we can extend the above theorem to the case of series with coefficients in \(\mathbb{C}\).

**Theorem 21.** Let \(A(y) = \sum_{n=0}^{\infty} a_n y^n\), \(B(y) = \sum_{n=0}^{\infty} b_n y^n \in \mathbb{X}_1\) and \(P(x) = \sum_{c \in C} P_c X^c \in \mathbb{X}_q\) be formal power series over \(\mathbb{C}\). Suppose that \(A \circ P\), \(B \circ P\) and \((AB) \circ P\) exist. Then

\[(A \circ P)(B \circ P) = (AB) \circ P,
\]

that is, the General Multivariable Right Distributive Law holds.

**Proof.** Using Definition \(\text{[4]}\) we can write

\[(A \circ P)(x) = \sum_{c \in C} (A \circ P)_c X^c = \sum_{c \in C} \left( \sum_{n=0}^{\infty} a_n p_c^{(n)} \right) X^c\]

and

\[(B \circ P)(x) = \sum_{c \in C} (B \circ P)_c X^c = \sum_{c \in C} \left( \sum_{n=0}^{\infty} b_n p_c^{(n)} \right) X^c,
\]

where \(p_c^{(n)} := (P^n)_c\). Now, using the definition of the Cauchy product we get

\[((AB) \circ P)(x) = \sum_{c \in C} ((AB) \circ P)_c X^c = \sum_{c \in C} \left( \sum_{n=0}^{\infty} c_n p_c^{(n)} \right) X^c,
\]

where \(c_n = \sum_{k=0}^{n} a_k b_{n-k}\).

By assumption, the three compositions above exist, so for every \(c \in C\), the respective \(c\)-th coefficients are convergent series, that is, \(((AB) \circ P)_c\), \((A \circ P)_c\), \((B \circ P)_c \in \mathbb{C}\). For any \(t \in (0, 1]\), let us define

\[(A \circ P)_c(t) := \sum_{n=0}^{\infty} a_n p_c^{(n)} t^n,\]

\[(B \circ P)_c(t) := \sum_{n=0}^{\infty} b_n p_c^{(n)} t^n,\]

\[((AB) \circ P)_c(t) = \sum_{n=0}^{\infty} c_n p_c^{(n)} t^n.
\]

First, observe that \((A \circ P)_c(1) = (A \circ P)_c \in \mathbb{C}\), so for \(t \in (0, 1]\), \((A \circ P)_c(t)\) is absolutely convergent for any fixed \(c \in C\). Similar properties are shared by \((B \circ P)_c(t)\) and \(((AB) \circ P)_c(t)\), so we can apply the Mertens Theorem to deduce that, for \(r, s \in C\), \(t \in (0, 1]\), the Cauchy product \(((A \circ P)_c(t))(B \circ P)_s(t)) = Q^{r,s}(t)\) is convergent, where

\[Q^{r,s}(t) = \sum_{n=0}^{\infty} q_n^{r,s} t^n\]

and

\[q_n^{r,s} = \sum_{k=0}^{j} a_k b_{n-k} p_r^{(k)} p_s^{(j-k)}\]

We want to prove that for every \(c \in C\), \(((A \circ P)(B \circ P))_c = ((AB) \circ P)_c\). To this end fix \(c \in C\) and observe that for every \(y \in (0, 1]\) we have

\[\sum_{r, s \in C; r+s=c} (A \circ P)_r(t)(B \circ P)_s(t) = \sum_{r, s \in C; r+s=c} Q^{r,s}(t) = \sum_{r, s \in C; r+s=c} \sum_{n=0}^{\infty} q_n^{r,s} t^n = \]
\[
\sum_{r,s \in C: r + s = c} \sum_{n=0}^{\infty} (a_m b_{n-m} p_r^{(m)} p_s^{(n-m)}) t^n = \sum_{n=0}^{\infty} \left( \sum_{m=0}^{n} a_m b_{n-m} \right) \left( \sum_{r,s \in C: r + s = c} p_r^{(m)} p_s^{(n-m)} \right) t^n = (\star),
\]

where the last equality holds because of the convergence of \(Q^{r,s}(t)\). Then

\[
(\star) = \sum_{n=0}^{\infty} c_n p_c^{(n)} t^n = ((AB) \circ P)_c(t).
\]

Now, we refer to Abel’s Theorem to conclude that for all \(c \in C\)

\[
((A \circ P)(B \circ P))_c = \sum_{r,s \in C: r + s = c} (A \circ P)_r (A \circ P)_s = \sum_{r,s \in C: r + s = c} (A \circ P)_r(1) (A \circ P)_s(1) = ((AB) \circ P)_c(1) = ((AB) \circ P)_c,
\]

so that \(((A \circ P)(B \circ P))_c = ((AB) \circ P)_c\), for \(c \in C\), which proves our claim.

\[\square\]
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