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Spectral embedding finds vector representations of the nodes of a network, based on the eigenvectors of its adjacency or Laplacian matrix, and has found applications throughout the sciences. Many such networks are multipartite, meaning their nodes can be divided into groups and nodes of the same group are never connected. When the network is multipartite, this paper demonstrates that the node representations obtained via spectral embedding live near group-specific low-dimensional subspaces of a higher-dimensional ambient space. For this reason we propose a follow-on step after spectral embedding, to recover node representations in their intrinsic rather than ambient dimension, proving uniform consistency under a low-rank, inhomogeneous random graph model. Our method naturally generalizes bipartite spectral embedding, in which node representations are obtained by singular value decomposition of the biadjacency or bi-Laplacian matrix.

Graph embedding describes a family of tools for representing the nodes of a graph (or network) as points in space. Applications include exploratory analyses such as clustering [1] [3] or visualization [3], and predictive tasks such as classification [4] or anomaly detection [5]. The purpose of this article is to develop bespoke statistical methodology for the case when the graph is multipartite.

There are two reasons why a dedicated treatment is warranted. First, this special case is ubiquitous across science and technology, encompassing for example data linking ‘users’ and ‘items’ (bipartite graphs), which support modern recommendation systems, and data from large scientific repositories providing interconnections between more than two groups, such as drugs, diseases, targets, pathways, variant locations and haplotypes (a 6-partite graph) [3]. Second, as we will show, multipartite structure suggests an opportunity for dimension reduction.

We focus on spectral embedding, a particularly tractable graph embedding approach in which the principal eigenvectors of a matrix representation, such as the adjacency or Laplacian matrix, provide the node representations. Under a generic low-rank model, we will find that the spectral embedding of a multipartite network has special geometric structure, in which the node representations of each group live in the vicinity of a group-specific, low-dimensional subspace.

When the network is bipartite, this observation is exact, and the embedding lies precisely on the union of two low-dimensional subspaces. Dimension reduction is in fact implicit in the common practice of using the left and right embeddings obtained by singular value decomposition. In this bipartite case, our contribution is mainly estimation-theoretic: demonstrating this phenomenon and using it to provide asymptotic guarantees. In the multipartite case, our contribution is also methodological, suggesting an explicit secondary dimension reduction step. Moreover, for subsequent clustering, the estimated dimension of each subspace provides an estimate of the number of communities of each group.

The latent geometry of multipartite networks

In this paper, a graph is represented by its adjacency matrix $A ∈ \{0,1\}^{n×n}$ with entries $a_{ij} = 1$ if and only if there is an edge between nodes $i$ and $j$. For convenience, the graph is often referred to as $A$. The graph is assumed to be undirected and bipartite: $A$ is symmetric and there exist (known) $z_1, \ldots, z_n ∈ \{1, \ldots, K\}$, denoting the group of each node, such that $a_{ij} = 0$ if $z_i = z_j$. The normalized Laplacian (or just ‘Laplacian’) of $A$ is defined as $L = D^{-1/2} AD^{-1/2} ∈ \mathbb{R}^{n×n}$, where $D$ is the diagonal degree matrix with entries $d_{ii} = \sum_{j} a_{ij}$.

Definition 1. The adjacency spectral embedding $\tilde{X}$ of $A$ into $\mathbb{R}^D$ is

$$\tilde{X} = (\tilde{X}_1, \ldots, \tilde{X}_n)^\top := \hat{U}|\hat{S}|^{1/2},$$

where $\hat{U} \hat{S} \hat{U}^\top$ is a rank-$D$ (truncated) eigendecomposition of $A$. The Laplacian spectral embedding is defined in the same way, replacing $A$ with $L$.

To analyze the point clouds obtained from spectral embedding, we consider the following random graph model.

Definition 2. The graph $A$ is an inhomogeneous random graph with edge probability matrix $P$ if

$$a_{ij} \sim \text{Bernoulli}(p_{ij})$$

independently, for all $i < j$.

An inhomogeneous random graph is said to be multipartite if there exist $z_1, \ldots, z_n ∈ \{1, \ldots, K\}$ such that $p_{ij} = 0$ if $z_i = z_j$. We further assume that $P$ has low rank, that is, $\text{rank}(P) = D ≪ n$.

In order to elucidate the geometric structure present in a low-rank inhomogeneous random graph model, we introduce a matrix...
of $D$-dimensional vectors $X = (X_1, \ldots, X_n)^\top$ satisfying $P = X_1 \rho, qX_1^\top$, where $I_{P, q}$ is the diagonal matrix of $P$ followed by $q$ minus-ones, and $P$ and $q$ are the number of positive and negative eigenvalues (the signature) of $P$. Such a factorization always exists, for example using the rank $D$ eigendecomposition $P = USU^\top = (US^{1/2}) I_{P, q} (US^{1/2})^\top$. As suggested by the notation, the point $\hat{X}_i$ provides an estimate of the point $X_i$ (with uniform consistency, up to identifiability, and after rescaling if using the Laplacian) so that, for large $n$, the geometry of the points $X_1, \ldots, X_n$ will be approximately observed in $X_1, \ldots, X_n$.

A tripartite example

To motivate our discussion of multipartite random graphs, we consider a simple tripartite random graph, in which each node is assigned a scalar-valued weight, $w_i \in [0, 1]$, and an edge between nodes $i$ and $j$ occurs independently with probability

$$p_{ij} = \begin{cases} w_i w_j & \text{if } z_i \neq z_j, \\ 0 & \text{if } z_i = z_j. \end{cases} \quad (1)$$

This model may be regarded as a multipartite Chung-Lu model [8][9][10]. The matrix $P$ has rank three, with signature $(1, 2, 0)$. The left panel of Figure 1 shows a plot of an associated three-dimensional point cloud $X \in \mathbb{R}^{n \times 3}$ with $n = 900$ nodes of each group ($n = 900$) and weights drawn uniformly on the interval $[0, 1]$. The right panel shows the adjacency spectral embedding of a simulated realization of the graph.

The points in $X$ lie on three one-dimensional subspaces, corresponding to the three groups. These subspaces are totally isotropic with respect to the indefinite inner product $\langle x, y \rangle_{P, q} = x^\top I_{P, q} y$, meaning that the indefinite inner product of any two points on a subspace is zero.

The general case

This phenomenon holds more generally.

**Lemma 3.** Given a multipartite inhomogeneous random graph with $K$ groups and rank $D$ edge probability matrix $P = X \rho, qX^\top$, the points in $X$ have dimension $D$ and lie on $K$ group-specific totally-isotropic subspaces (with respect to the inner product $(\cdot, \cdot)_{P, q}$) of dimension $d_1, \ldots, d_K \leq \min\{p, q\}$.

**Lemma 3** follows as a corollary of Witt’s theorem of quadratic forms [11]. A proof is given in the appendix, along with all other proofs in this paper.

Because $X$ and the embedding $\hat{X}$ are close, the points of the embedding corresponding to the $k$th group, $\hat{X}^{(k)}$, live near a $d_k$-dimensional subspace of $\mathbb{R}^D$. For this reason, $d_k$ and $D$ are viewed respectively as the intrinsic and ambient dimensions of the points.

The bipartite case

When the graph under consideration is bipartite, it is common practice to consider the biadjacency matrix $A \in \{0, 1\}^{n \times n_2}$ whose $ij$th entry represents the presence of an edge between the $i$th node of the first group and the $j$th node of the second group, or the bi-Laplacian matrix $L = D_1^{-1/2} A D_2^{-1/2}$, where $A$ and $D$ are diagonal degree matrices with entries $a_i = \sum_j A_{ij}$ and $d_i = \sum_j A_{ij}$ respectively.

**Figure 2:** The latent geometry of a bipartite graph. The left panel shows the two-dimensional spectral embedding, $\hat{X}$, of a bipartite graph generated from the random graph model (1) where $z \in \{1, 2\}$, colored by group. The right panel shows the corresponding one-dimensional biadjacency spectral embedding, $\hat{Y}^{(1)}, \hat{Y}^{(2)}$ of the graph.

**Definition 4 (12, 13).** The biadjacency spectral embedding of $A$ into $\mathbb{R}^D$ is given by the two point clouds

$$\hat{Y}^{(1)} = (\hat{Y}_{11}, \ldots, \hat{Y}_{1n_1})^\top := \hat{U} S^{1/2},$$

$$\hat{Y}^{(2)} = (\hat{Y}_{21}, \ldots, \hat{Y}_{2n_2})^\top := \hat{V} S^{1/2},$$

where $\hat{U} S^{1/2}$ is a rank-$d$ singular value decomposition of $A$, and $i_1, \ldots, i_{n_1}$ and $j_1, \ldots, j_{n_2}$ are the ordered indices of the nodes for which $z_i = 1$ and $z_j = 2$ respectively. The bi-Laplacian spectral embedding is defined analogously by replacing $A$ with $L$.

The embeddings $\hat{Y}^{(1)}, \hat{Y}^{(2)}$ are deterministically related to $X$, as per the following lemma.

**Lemma 5.** For $D = 2d$ and compatible choices of spectral decomposition

$$\hat{Y}^{(1)} = \frac{1}{\sqrt{d_1}} X^{(1)} [I_d, -I_d]^\top, \quad \hat{Y}^{(2)} = \frac{1}{\sqrt{d_2}} X^{(2)} [I_d, -I_d]^\top,$$

where $I_d$ is the $d$-dimensional identity matrix.

This simple relationship, which is already known, e.g. [14], allows us to derive asymptotic results for biadjacency (and bi-Laplacian) embedding, based on recent estimation theory for $X$ (and its Laplacian counterpart), that are hard to establish by a more direct approach. Additionally, noting that the transformations from $X$ to $\hat{Y}^{(1)}, \hat{Y}^{(2)}$ are isometric, biadjacency (respectively, bi-Laplacian) spectral embedding is equivalent to adjacency (respectively, Laplacian) spectral embedding followed by dimension reduction, a procedure we shall propose for multipartite graphs more generally (Definition 6). The connection between $X$ and $\hat{Y}^{(1)}, \hat{Y}^{(2)}$ is illustrated in Figure 2 for a graph generated from a bipartite Chung-Lu model. One sense in which the bipartite case is ‘special’, relative to the general multipartite case, is that there is no off-subspace error — compare the right panel of Figure 1 with the left panel of Figure 2.

**Spectral embedding of multipartite graphs**

Under a multipartite, inhomogeneous random graph, standard spectral embedding gives a representation of the nodes in their ambient rather than intrinsic dimension. To obtain intrinsic-dimensional representations, we propose a subsequent, group-specific, subspace projection step. In statistical parlance, we perform group-specific, uncentered, principal component analysis.

**Definition 6.** Given integers $d_1, \ldots, d_K \leq D$, the multipartite spectral embedding of a multipartite graph is obtained as:
1. **Spectral embedding.** Let $\hat{X}$ be the adjacency or Laplacian spectral embedding of the graph (see Definition 1), divided into group-specific point clouds,

$$\hat{X}^{(k)} := (\hat{X}_{i_1}, \ldots, \hat{X}_{i_k})^T,$$

where $i_1, \ldots, i_k$ are the ordered indices of the nodes for which $z_i = k$, for $k \in \{1, \ldots, K\}$.

2. **Dimension reduction.** Define the multipartite spectral embedding of group $k$ as

$$\hat{Y}^{(k)} = (\hat{Y}_{i_1}, \ldots, \hat{Y}_{i_k})^T := \hat{X}^{(k)} \hat{V}^{(k)},$$

where the columns of $\hat{V}^{(k)}$ are $d_k$ right singular vectors of $\hat{X}^{(k)}$ with the largest singular values.

The dependence of $\hat{Y}^{(k)}$ on the embedding matrix, adjacency or Laplacian, is left implicit.

As previously alluded to, biadjacency and bi-Laplacian spectral embedding are special cases of Definition 4.

**Lemma 7.** Given a bipartite graph, Definition 2 with dimension $d$ is equivalent to Definition 6 with dimensions $D = 2d$ and $d_1 = d_2 = d$, for compatible choices of spectral decomposition.

For this reason, the theoretical results developed for multipartite spectral embedding immediately follow for bipartite spectral embedding defined as in Definition 4.

### Selecting the embedding dimension

The theory in this paper assumes that the embedding dimensions, both ambient and intrinsic, are known, and correspond to the population ranks of the embedding matrix and ambient embeddings. This represents an “unrealistic ideal” in two respects. First, in practice these dimensions need to be selected by the practitioner using the data. Second, the finite rank assumption on $P$ might not be expected to hold exactly. As a result, we prefer to view practical dimension selection as a bias/variance trade-off rather than an estimation problem. Indeed, even if we knew the ambient and intrinsic dimensions, in finite samples they might not be the best to choose. We refer the reader to [15][16][17] for pragmatic discussions around this topic. Several rank selection methods are available in the literature [18][19][15]. We use the elbow method of Zhu and Ghodsi [18] in our real data example, but leave the choice open in general, referring to a generic rank selection function $r(\cdot)$ in Algorithm 1. Note that Lemma 3 provides the maximal value of the intrinsic dimensions given the ambient dimension. We have found that reasonable rank selection procedures rarely break this inequality in practice (see e.g. Figure 5).

### Spectral clustering

A common application of spectral embedding is to uncover communities in a network through a subsequent clustering procedure. We propose Algorithm 1 for community recovery in multipartite networks. The input, $\tilde{M}$, to this procedure, is a matrix representation of the graph such as $A$, $L$ or a regularised version thereof (see real data section). To justify this procedure, we employ a simple model for community structured graphs, known as the stochastic block model [20].

**Definition 8.** Let $\tau_1, \ldots, \tau_n \in \{1, \ldots, S\}$ represent a subdivision of the nodes into $S \geq K$ communities, whose corresponding groups are denoted by $\zeta_1, \ldots, \zeta_S \in \{1, \ldots, K\}$. Let $B \in \{0, 1\}^{S \times S}$ be a fixed matrix where $b_{k\ell} = 0$ if $\zeta_k = \zeta_\ell$, and $w_1, \ldots, w_n \in (0, 1]$ a set of weights. The graph $A$ follows a multipartite stochastic block model if

$$a_{ij} \sim \text{Bernoulli} \left( b_{\tau_i, \tau_j} \right),$$

and a multipartite degree-corrected stochastic block model if

$$a_{ij} \sim \text{Bernoulli} \left( w_i w_j b_{\tau_i, \tau_j} \right),$$

independently, for all $i < j$.

The degree-corrected stochastic block model [21] allows for degree heterogeneity within communities, a property frequently observed in real world graphs.

The forthcoming estimation theory (where $D$ and $d_k$ are assumed known) demonstrates that under either model the communities are recovered perfectly, asymptotically, through multipartite spectral clustering, employing the spherical projection step of Algorithm 1 (line 6) only under the degree-corrected version. By this we mean that the event:

$$(\hat{\tau}_i = \hat{\tau}_j, z_i = z_j) \iff \tau_i = \tau_j,$$

holds with high probability. The automatic choice of the number of clusters in line 7 of Algorithm 1 corresponds to a full rank assumption on $B$, in which case $d_k$ is precisely the number of communities of group $k$.

### Obscured communities

The analysis of an individual bipartite subgraph, providing the connections between nodes of two given groups, might not reveal all communities present of those groups. To see this, consider a tripartite stochastic block model, with two communities of each group, where the matrix $B$ has full rank and the form

$$B = \begin{pmatrix} 0 & 0 & a & a & c & d \\ 0 & 0 & b & b & c & d \\ a & b & 0 & 0 & e & e \\ a & b & 0 & 0 & f & f \\ c & e & 0 & 0 & f & f \\ d & d & e & f & 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (2)

If, for example, we consider only the bipartite subgraph corresponding to groups 1 and 2, we observe that the two communities of group 2 are indistinguishable, and in fact every other bipartite subgraph also obscures a community. No single biadjacency spectral embedding can therefore uncover all relevant communities, but they are all revealed through multipartite spectral embedding. This is illustrated by simulation, in Figure 3.
The correspondence between the communities recovered and their labels is strong. Tables 1 and 2 show example clusters in the Drug and Pathway groups. The items with the highest degree are shown, with their labels in brackets. Below, we show the number of occurrences of each label within the cluster and in total, for the most commonly occurring labels in the cluster (if they appear more than once).

In the Drug group, Cluster 3 contains primarily nutrition-related substances, Cluster 36 contains primarily hypnotics and sedatives including all but one of the benzodiazepines, Cluster 45 primarily vasodilators including all but one of the phosphodiesterase inhibitors, and Cluster 61 includes all but one of the narcotics. In the Pathway group, Cluster 9 corresponds to pathways related to metabolism, Cluster 11 to addiction, Cluster 39 to neuro-degenerative diseases and Cluster 61 to cancer.

Any reasonable test against the null hypothesis that the labels are uniformly distributed among clusters gives a p-value close to zero.

### Theoretical results

To facilitate asymptotic analysis of point clouds obtained by multipartite spectral embedding, we put down a model for a low-rank multipartite inhomogeneous random graph, parameterized to make the true, intrinsic-dimensional representations of the nodes explicit.

#### The multipartite random dot product graph

Given intrinsic dimensions $d_1, \ldots, d_K$, let $\Lambda^{(k,\ell)}$ be $d_k \times d_\ell$ matrices such that $\Lambda^{(k,\ell)} = 0$ if $k = \ell$, and the matrix $\Lambda^{(k)} = (\Lambda^{(k,1)}, \ldots, \Lambda^{(k,K)})$ has rank $d_k$. Define the ambient dimension $D$ as the rank of the matrix $\Lambda$ whose $k$th block is $\Lambda^{(k,\ell)}$.

Next, let $\gamma$ be a $K$-dimensional probability vector and let $F(1), \ldots, F^{(K)}$ be distributions supported on sets $\gamma^{(k)} \subset \mathbb{R}^{d_k}$ satisfying $x^T \Lambda^{(k,\ell)} y \in [0,1]$ for all $x \in \gamma^{(k)}, y \in \gamma^{(\ell)}, k, \ell \in \{1, \ldots, K\}$, where each $F^{(k)}$ has full-rank second-moment matrix $\Delta_k = E(Y Y^T), Y \sim F^{(k)}$.

Finally, we introduce a positive sparsity factor $\rho_n$, satisfying either $\rho_n = 1$ or $\rho_n \to 0$, so that the average degree grows as $n \rho_n$. The two cases therefore induce dense and sparse asymptotic regimes, respectively.

### Definition 9

Let $z_i \sim \text{Categorical}(\gamma)$ and $Y_i = \rho_n^{1/2} \xi_i$, where $\xi_i \sim F(z_i)$, representing respectively the node group and its intrinsic latent position. Then the graph $A$ is a multipartite stochastic block model with inter-community probability matrix of the form

$$p_{ij} = \sum_{k=1}^{K} \Lambda^{(k,i)} \Lambda^{(k,j)}.$$

## Figure 3: Obscured communities. For a graph simulated from a multipartite stochastic block model with inter-community probability matrix of the form (2), the top panel shows the biadjacency spectral embeddings (Definition 1) of the subgraphs corresponding to every pair of groups. For each pair of groups, two of the four relevant communities cannot be distinguished. The bottom panel shows the multipartite spectral embedding (Definition 2) of the full tripartite graph, revealing all six communities.

## Figure 4: Schematic of the biomedical multipartite network. The number of nodes in each group and the number of edges between groups (zero if unspecified) are indicated.
Figure 5: Dimension selection for the biomedical multipartite network. The left panel shows the scree plot of the regularized Laplacian matrix and the right panels the scree plots of the ambient embeddings corresponding to each group. The dimension selected — and thus the number of clusters — is shown as a solid line and min{p, q} = 99 is shown as a dashed line.

Table 1: Example clusters of drugs.

| Cluster 3 | Cluster 45 | Cluster 61 |
|-----------|------------|------------|
| Pyridoxal Phosphate (Di, Mi, Su, Vb) | Diazepam (Ad, Am, An, Ax, Cx, Ga, Hy, Mu) | Caffeine (Ap, Ce, P1, Ph) |
| Citric Acid (Ac, Ch) | Midazolom (Ad, An, Ax, Ga, Hy) | Theophylline (Br, Mu, P1, Ph, Va) |
| Alglucosidase alfa (Ez) | Buclofen (Mu, Nm) | Adenosine monophosphate (Di, Mi, Su) |
| L-Proline (Di, Mi, Nea, Su) | Globazam (Bz, Cv) | Aminophylline (Br, Ca, Mu, P1, Ph) |
| Pyruvic acid (Di, Mi, Su) | Propofol (An, Hy) | + 28 |
| Tetrahydrofolic acid (Di, Mi, Su) | Lorazepam (Bz, Hy) | |

(Di) 12/44, (Mn) 12/41, (Su) 12/44, (Aa) 4/6, (Nea) 4/12, (Vb) 3/10

“X(a/b)” means “label (Xx) appears a times in the cluster and b times in total”.

Table 2: Example clusters of pathways.

| Cluster 9 | Cluster 11 | Cluster 39 |
|-----------|------------|------------|
| Fatty acid degradation (Li, Me) | Morphine addiction (Hu, Su) | Alzheimer’s disease (Hu, Ne) |
| Peroxisome (Ce, Tr) | Amphetamine addiction (Hu, Su) | Parkinson’s disease (Hu, Ne) |
| PPAR signaling pathway (En, Or) | Carcinoid entrainment (En, Or) | Oxidative phosphorylation (Em, Me) |
| Fat digestion and absorption (Di, Or) | Amyotrophic lateral sclerosis (Hu, Ne) | Non-alcoholic fatty liver disease (Em, Hu) |
| Fatty acid metabolism (Me, Ov) | Nicotine addiction (Hu, Su) | Huntington’s disease (Hu, Ne) |
| Primary bile acid biosynthesis (Ll, Me) | Renin secretion (En, Or) | |
| alpha-Linolenic acid metabolism (Li, Me) | | + 5 |

(Me) 8/80, (Li) 5/15, (Or) 2/69

“X(a/b)” means “label (Xx) appears a times in the cluster and b times in total”.

Table 3: Example clusters of haplotypes.

| Cluster 61 |
|-----------|
| Methadone (An, Na, Tu) | Morphone (An, Na) |
| | Heroin (An, Na) |
| | Oxycodone (Ad, An, Na) |
| | Pentaery (Ad, An, Na) |
| | Ketamine (Ag, An, Ex) |
| | Allentanil (Ag, An, Na) |

“X(a/b)” means “label (Xx) appears a times in the cluster and b times in total”.

Labels: (Aa) Amino acids, (Ad) Adjuvants, (Ana) Analgesics, (An) Anesthetics, (Ap) Appetite depressants, (Ax) Anti-anxiety agents, (Br) Bronchodilator agents, (Bz) Benzodiazepiners, (Ca) Cardiogenic agents, (Ce) Central-nervous-system stimulants, (Cx) Antiepileptics, (Di) Dietary supplements, (Ex) Excitatory amino acid antagonists, (Ez) Enzyme replacement agents, (Ga) GABA modulators, (Hy) Hypnotics and sedatives, (Mi) Micronutrients, (Mu) Muscle relaxants, (Na) Narcotics, (Naa) Narcotic antagonists, (Nea) Non-essential amino acids, (Nm) Neuromuscular agents, (P1) Purinergic P1 receptor antagonists, (Ph) Phosphodiesterase inhibitors, (Su) Supplements, (Tu) Antitussive agents, (Va) Vasodilator agents, (Vb) Vitamin-B complex.
random dot product graph when, for all $i < j$, 
$$a_{ij} \sim \text{Bernoulli}(p_{ij})$$

independently, where $p_{ij} = Y_i^\top A_{(z_i,z_j)} Y_j$.

This model can generate any low-rank matrix $P$ with multipartite structure, and so encompasses all multipartite stochastic block models, mixed membership and degree-corrected extensions, as well as the multipartite Chung-Lu model. We note that, with the exception of the bipartite case, this full generality could not be captured by employing a standard inner product between the intrinsic latent positions.

To obtain a multipartite stochastic block model, we can, for example, set each $A^{(k_1, k_2)} = B^{(k_1, k_2)}$ for corresponding submatrix of $B$, and, conditional on the community assignments $z_1, \ldots, z_n \in \{1, \ldots, S\}$, set each $Y_i$ to a standard basis vector (of dimension $d_0$) such that $Y_i^\top B^{(k_1, k_2)} Y_j = B_{z_i, z_j}$ for all $i, j$. Under the degree-corrected model, those positions are scaled by their respective weights. The degree-corrected position of any vertex $i$ is the intrinsic latent position $\hat{\Lambda}_{(i,k)}$ plus the sum of the weights of edges incident to vertex $i$. Theorem 1 implies that multipartite spectral embedding followed by $k$-means clustering achieves asymptotically perfect clustering under a multipartite stochastic block model. In addition, projecting the point cloud onto the unit sphere prior to the clustering step achieves perfect clustering under the degree-corrected stochastic block model.

These results hold for biadjacency and bi-Laplacian spectral embedding (Definition 4) due to their equivalence with multipartite spectral embedding (Lemma 7). The latent geometry elucidated in earlier sections also allows us to derive a central limit theorem for those embeddings. This implies, for example, that the clusters observed in the bipartite embeddings of Figure 3 are approximately Gaussian. Details are given in the supplementary materials.

**Discussion**

This paper elucidates the geometry of low-rank multipartite networks, and uses this to motivate a secondary dimension reduction step after spectral embedding. Network communities can then be recovered through $k$-means clustering, and the estimated intrinsic dimension can serve as an estimate of the number of communities.

We have principally focused on clustering as a downstream application of graph embedding, and our uniform consistency result guarantees asymptotically exact community recovery in this application. However, the uniform consistency result opens the way to many other forms of analysis, including simplex fitting [30, 31], topological data analysis and manifold learning [32, 33, 34, 35, 36, 17], regression and classification [4, 17].
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A Central limit theorems for bipartite spectral embedding

Theorem 11. Under a bipartite random dot product graph with sparsity factor satisfying $n\rho_n \gg \log^4 n$ for a universal constant $c > 1$, and $A^{(1,2)} = I_d$, fixed, conditional on $\zeta_1, \ldots, \zeta_m = 1$ (without loss of generality) and $\zeta_1 = y_1, \ldots, \zeta_m = y_m$, for a fixed $m$,

- under biadjacency spectral embedding, there exists a sequence of invertible random matrices $G_n^{(1)}$ such that
  \[ n^{1/2} (G_n^{(1)} Y_i - Y_i), \quad i = 1, \ldots, m, \]
  converge in distribution to independent mean zero multivariate normal random vectors with covariance matrices $\Sigma_p(y_i)$, respectively, where
  \[ \Sigma_p(y) = \gamma_2^{-1} \Delta_2^{-1} \Gamma_p(y) \Delta_2^{-1} \]
  and
  \[ \Gamma_p(y) = \begin{cases} E \{ y^\top \zeta_2 (1 - y^\top \zeta_2) \zeta_2 \zeta_2^\top \} & \text{if } \rho_n = 1, \\ E \{ (y^\top \zeta_2) \zeta_2 \zeta_2^\top \} & \text{if } \rho_n \to 0. \end{cases} \]

- under bi-Laplacian spectral embedding, there exists a sequence of invertible random matrices $G_n^{(1)}$ such that
  \[ n\rho_n^{1/2} \left( G_n^{(1)} Y_i - \frac{Y_i}{\sqrt{\sum_{j \neq i} Y_i^\top Y_j}} \right), \quad i = 1, \ldots, m, \]
  converge in distribution to independent mean zero multivariate normal random vectors with covariance matrices $\Sigma_p(y_i)$, respectively, where
  \[ \Sigma_p(y) = \gamma_2^{-1} \Delta_2^{-1} \Gamma_p(y) \Delta_2^{-1} \]
  and
  \[ \Gamma_p(y) = \begin{cases} E \left\{ y^\top \zeta_2 (1 - y^\top \zeta_2) \right\} & \text{if } \rho_n = 1, \\ \frac{1}{\sum_{j \neq i} Y_i^\top Y_j} \left( \sum_{j \neq i} Y_j^\top Y_i \right) & \text{if } \rho_n \to 0. \end{cases} \]

and $\zeta_2 \sim F^{(2)}$, $\mu_1, \mu_2$ denote the means of $F^{(1)}$, $F^{(2)}$ respectively, and $\Delta_2 = E (\zeta_2 \zeta_2^\top)$. The resulting distribution is $\Delta_2 = E (\zeta_2 \zeta_2^\top)$.

A similar result to the biadjacency central limit theorem is available in [36], whereas the bi-Laplacian version is novel.

B Proof of Lemma 3

Let $V$ be a totally isotropic subspace with respect to the indefinite inner product $(x, y)_{p,q} = x^\top I_{p,q} y$, so that $(x, y)_{p,q} = 0$ for any $x, y \in V$. Let $W$ be an arbitrary subspace of dimension $\max \{ p, q \}$ which is either positive or negative definite, so that $(x, y)_{p,q} = 0$ implies $x = y = 0$, for any $x, y \in W$. Then $V \cap W = \{0\}$, so $\dim (V + W) = \dim (V) + \dim (W)$ and $\dim (V) = \dim (V + W) - \dim (W) \leq p + q - \max \{ p, q \} = \min \{ p, q \}$.

Therefore, the maximal dimension of a totally isotropic subspace with respect to the indefinite inner product $(\cdot, \cdot)_{p,q}$ is $\min \{ p, q \}$. Recall that $P = X I_{p,q} X^\top$ and that by definition, the rows of $X$ corresponding to a single partition have indefinite inner product zero and live in a totally isotropic subspace. Therefore, the result follows.

C Proof of Lemmas 5 and 7

We state a theorem relating the singular values and vectors of a real-valued matrix with the eigenvalues and vectors of its symmetric dilation

Lemma 12 (Theorem 7.3.3 of [37]). Let $\mathcal{M}$ be a real-valued $p_1 \times p_2$ matrix, where $p_1 \leq p_2$ without loss of generality, and define its symmetric dilation to be the $(p_1 + p_2) \times (p_1 + p_2)$ matrix

\[ M = \begin{pmatrix} 0 & \mathcal{M} \\ \mathcal{M}^\top & 0 \end{pmatrix}. \]

For $i = 1, \ldots, p_1$, suppose $u_i, v_i$ are left and right singular vectors of $\mathcal{M}$ with corresponding singular vector $s_i$, then the pair $\{ \sqrt{\gamma_i} (u_i, v_i) \}$ are eigenvectors of $M$ with the corresponding eigenpair $(\pm s_i)$.

By Lemma 12 for appropriate choices of spectral decompositions, the spectral embedding of $A$ or $L$ into $\mathbb{R}^{2d}$ is

\[ \tilde{X} = \begin{pmatrix} \tilde{X}^{(1)} \\ \tilde{X}^{(2)} \end{pmatrix} = \tilde{U} \hat{S}^{1/2} \begin{pmatrix} \tilde{U} \tilde{V}^\top & -\tilde{V} \tilde{U}^\top \end{pmatrix} \left( \tilde{S} \tilde{U} \tilde{V}^\top \right)^{1/2} \begin{pmatrix} \tilde{U}^\top \tilde{U}^{1/2} & -\tilde{U}^\top \tilde{V}^{1/2} \end{pmatrix} \tilde{S}^{1/2}, \]

so $\tilde{X}^{(1)} = \hat{U} \tilde{S}^{1/2} \tilde{V}^{(1)\top}$ and $\tilde{X}^{(2)} = \hat{V} \tilde{S}^{1/2} \tilde{V}^{(2)\top}$ where $\tilde{V}^{(1)} = \frac{1}{\sqrt{2}} [I_d, L_d]^\top$ and $\tilde{V}^{(2)} = \frac{1}{\sqrt{2}} [I_d, -L_d]^\top$. This establishes Lemma 5. Since the columns of $\tilde{V}^{(1)}$, $\tilde{V}^{(2)}$ are orthonormal, they contain $d$ right singular vectors of $\tilde{X}^{(1)}$, $\tilde{X}^{(2)}$ corresponding to the non-zero singular values. Therefore,

\[ \tilde{Y}^{(1)} = \tilde{X}^{(1)} \tilde{V}^{(1)} = \hat{U} \tilde{S}^{1/2} \tilde{V}^{(1)\top} \tilde{V}^{(1)} = \hat{U} \tilde{S}^{1/2}, \]

The same reasoning shows that $\tilde{Y}^{(2)} = \hat{V} \tilde{S}^{1/2}$, thereby establishing Lemma 7.
D  Proof of Theorems 10 and 11

In this section, we prove the main results of the paper. We present only the proofs for adjacency embedding since the proofs for Laplacian embedding follow by the same arguments, with only minor modifications.

We begin by defining some notation. We say a real-valued random variable $Y$ satisfies $Y = O_p(f(n))$ if, for any positive constant $\beta > 0$ there exists an integer $n_0$ and a constant $C > 0$ (both of which possibly depend on $\beta$) such that for all $n \geq n_0$, $|Y| \leq C f(n)$ with probability at least $1 - n^{-\beta}$. Let $\|\cdot\|$ denote the spectral norm, and let $\|\cdot\|_{2,\rightarrow\infty}$ denote the two-to-infinity norm, namely, the maximum of the row-wise Euclidean norms.

For a set $S$, a distribution $F$ and a matrix $M$, we write $M \cdot S = \{Mx : x \in S\}$ and write $M \cdot F$ to denote the distribution induced by a linear transformation $M$ of a random vector from $F$. Additionally, we write $M^{-\top}$ as shorthand for $(M^{-1})^\top$.

We now state a technical lemma which we require in the proofs.

**Lemma 13.** Suppose $F$ is a distribution with support $\mathcal{X} \subset \mathbb{R}^d$ that has rank-$d$ second-moment matrix $\Delta = \mathbb{E}(XX^\top)$, where $X \sim F$. Let $u_1, \ldots, u_d$ be non-null eigenvectors of $\Delta$. Necessarily, $\text{span}(X) = \text{span}(u_1, \ldots, u_d)$ almost surely.

**Proof.** Suppose $s_1, \ldots, s_d$ are the non-zero eigenvalues of $\Delta$ and that $u_{d+1}, \ldots, u_d$ are a basis for its null space. Suppose $X \sim F$ and let $Y = vv^\top X$ where $v \in \{u_{d+1}, \ldots, u_d\}$. Observe that since $v^\top u_i = 0$ for $i \in \{1, \ldots, d\}$,

$$\mathbb{E}(YY^\top) = vv^\top \mathbb{E}(XX^\top)vv^\top = vv^\top \left( \sum_{i=1}^d s_i u_i u_i^\top \right) vv^\top = 0.$$

Now suppose $\mathbb{P}(Y \neq 0) > 0$. For any non-trivial random vector $w$, we have $\mathbb{E}(ww^\top | w = 0) = 0$ and $\mathbb{E}(ww^\top | w \neq 0) \neq 0$, so

$$\mathbb{E}(YY^\top | Y = 0) = \mathbb{E}(YY^\top) - \mathbb{E}(YY^\top | Y \neq 0) \mathbb{P}(Y = 0) \neq 0$$

which yields a contradiction. Therefore, $vv^\top X = 0$ almost surely and $\sum_{r=d+1}^d u_r u_r^\top X = 0$ almost surely. Writing $X$ in the basis $u_1, \ldots, u_d$ gives $X = \sum_{r=d+1}^d u_r u_r^\top X \approx \sum_{r=d+1}^d u_r u_r^\top X$ almost surely. Hence $\text{span}(X) = \text{span}(u_1, \ldots, u_d)$ as required. \qed

**Preliminaries**

We recall the setting of Theorem 10 in which $d_1, \ldots, d_K$ are integers, $\gamma$ is a $K$-dimensional probability vector and for $k, \ell \in \{1, \ldots, K\}$, the $d_k \times d_\ell$ matrices $\Lambda^{(k,\ell)}$ satisfy $\Lambda^{(k,k)} = 0$ if $k = \ell$ and the matrix $\Lambda = (\Lambda^{(1,1)}, \ldots, \Lambda^{(K,K)})$ has rank $d_k$. Let $d = d_1 + \cdots + d_K$ and let $\mathbf{A} \in \mathbb{R}^{d \times d}$ be the matrix with $k$th block $\Lambda^{(k,k)}$. Denote its rank as $d$ and its signature as $(p,q)$. The distributions $F^{(1)}, \ldots, F^{(K)}$ are supported on sets $\mathcal{Y}^{(1)} \subset \mathbb{R}^{d_1}, \ldots, \mathcal{Y}^{(K)} \subset \mathbb{R}^{d_K}$ which satisfy $x^\top \Lambda^{(k,k)} y \in [0,1]$ for all $x \in \mathcal{Y}^{(k)}, y \in \mathcal{Y}^{(k)}, k, \ell \in \{1, \ldots, K\}$.

The node partition memberships $z_1, \ldots, z_n$ are independent draws from a Categorical$(\gamma)$ distribution, and conditional upon these draws, $Y_i = Y_i^{(k)}(\xi_i)$ at each $i$, where $\xi_i$ is an independent draw from $F^{(k)}$ for $i = 1, \ldots, n$. Conditional upon these, the matrix $\mathbf{P}$ has entries $p_{ij} = Y_i^{(k)}(\xi_i) Y_j^{(k)}(\xi_j)$ and the symmetric matrix $\mathbf{A}$ has entries $a_{ij}$ which, for $i < j$, are independent Bernoulli random variables with means $p_{ij}$. The matrices $\mathbf{Y}^{(k)}$, $k = 1, \ldots, K$, contains as rows, each $Y_i$ where $z_i = k$. Let $\mathbf{S}$ be a rank-$d$ spectral decomposition of $\mathbf{A}$ and recall $\mathbf{X} = \mathbf{U}|S|^{1/2}$. For $k = 1, \ldots, K$, let $n_k = \sum_z |\{z_i = k\}|$ and let the matrix $\mathbf{X}^{(k)} \in \mathbb{R}^{n \times d}$ contain the rows of $\mathbf{X}$ for which $z_i = k$. The columns of $\mathbf{V}^{(k)}$ contain $d$ principal right singular vectors of $\mathbf{X}^{(k)}$ and $\mathbf{V}^{(k)} = \mathbf{X}^{(k)} \mathbf{V}^{(k)}$. Observe that the columns of $\mathbf{V}^{(k)}$ contain $d$ principal eigenvectors of $a_\mathbf{X}^{(k,k)} \mathbf{Y}^{(k)}$ for any $\alpha \neq 0$.

The proofs make use of the theoretical results developed for an inhomogeneous random graph model known as the generalized random dot product graph [39].

**Definition 14.** (Generalized random dot product graph). Given integers $p, q, s$, let $\mathcal{X}$ be a subset of $\mathbb{R}^d$ such that $x \mathbb{1}_{p,q} y \in \{0,1\}$ for all $x, y \in \{0,1\}$ and let $F$ be a distribution supported on $\mathcal{X}$. The pair $(\mathbf{A}, \mathbf{X})$ is said to follow a generalized random dot product graph with sparsity factor $\rho$, if the following holds. For $i = 1, \ldots, n$, let $X_i = \rho^{1/2} \eta_i$ where $\eta_i \overset{d}{\sim} F$, form the rows of the matrix $\mathbf{X}$ and set $p_{ij} = X_i \mathbb{1}_{p,q} X_j$, conditional upon which, the graph adjacency matrix $\mathbf{A}$ is symmetric and hollow with

$$a_{ij} \sim \text{Bernoulli}(p_{ij})$$

independently, for all $i < j$.

From Theorem 7 of [39] we have that the set $\mathcal{X}$ is bounded. We have the following results from [7].

**Lemma 15.** (Theorem 3 of [7]). There exists a universal constant $c > 1$ and a sequence of random matrices $\mathbf{Q}_n \in \mathbb{C}(p,q)$ such that, providing $\Delta = \mathbb{E}(\eta \eta^\top)$ has full rank, where $\eta \sim F$, and that the sparsity factor satisfies $n \rho_n = o(\log^{4c} n)$,

$$\|X^{(k)} \mathbb{Q}_n^{(k)} - X^{(k)}\|_{2,\rightarrow\infty} = O_p\left(\frac{\log c n}{n^{1/2}}\right).$$

**Lemma 16.** (Theorem 4 of [7]). Assume the setting of Lemma 15. Let $\rho = 1 - \|\rho_n\| = 1 + 0 \cdot \|\rho_n \to 0\). Conditional on $X_1 = \rho_1^{1/2} x_1, \ldots, X_m = \rho_m^{1/2} x_m$ for a fixed $m$, there exists a sequence of random matrices $\mathbf{Q}_n \in \mathbb{C}(p,q)$ such that

$$n^{1/2}(\mathbf{Q}_n X_i - X_i), \quad i = 1, \ldots, m$$
converge in distribution to independent mean zero multivariate normal random variables with covariance matrices $\Sigma_p(x_i)$ where

$$\Sigma_p(x) = I_{p,q} & \Delta^{-1} E\{(x_1^T I_{p,q})\eta(1 - p x_1^T I_{p,q})\eta^\top\} \Delta^{-1} I_{p,q},$$

$\eta \sim F$ and

$$\rho = \begin{cases} 1 & \text{if } \rho_n = 1 \\ 0 & \text{if } \rho_n \to 0. \end{cases}$$

Additionally, the matrices $Q_n$ and $Q_n^{-1}$ have bounded spectral norm almost surely [7][39]. For the remainder of the proof, we suppress the dependence of $Q_n$ and $G_n^{-1}$ on $n$.

We now construct a matrix $X \in \mathbb{R}^{n \times k}$ such that the multipartite random dot product graph $(A, Y, z)$ is a generalized random dot product graph $(A, X)$, and show that it satisfies the conditions of Lemmas [15] and [16].

First, construct a matrix $\Pi = (\Pi^{(1)}, \ldots, \Pi^{(K)}) \in \mathbb{R}^{D \times d_k}$ which satisfies $\Lambda = \Pi^T I_{p,q} \Pi$. Such a decomposition always exists, for example setting $\Pi^T = U_{\Lambda} S_{\Lambda} A_{\Lambda}^{-1/2}$ where $\Lambda = A_{\Lambda} S_{\Lambda} A_{\Lambda}^{-1}$ is an eigendecomposition of $A$. The submatrix $\Pi^{(k)} \in \mathbb{R}^{D \times d_k}$ contains the columns of $\Pi$ corresponding to the $k$th partition, so that $\Lambda^{(k,k)} = (\Pi^{(k)})^T I_{p,q} \Pi^{(k)}$. Since $\Lambda^{(k)} = (\Pi^{(k)})^T I_{p,q} \Pi^{(k)}$ has rank $d_k$, so does $\Pi^{(k)}$.

Let $\tilde{F}^{(k)} = \Pi^{(k)} \cdot F^{(k)}$ and denote its second-moment matrix as $\tilde{\Delta} = \mathbb{E}(\eta_1 \eta_1^T)$, where $\eta_1 \sim \tilde{F}^{(k)}$. Let $\tilde{F}$ be the mixture distribution $\tilde{F} = (1 - \gamma_1) \tilde{F}^{(1)} + \cdots + \gamma_K \tilde{F}^{(K)}$ and denote its second-moment matrix as $\tilde{\Delta} = \mathbb{E}(\eta_1 \eta_1^T)$, where $\eta_1 \sim \tilde{F}$. Firstly, note that $\Delta = \Pi^{(k)} \Delta^{(k)} (\Pi^{(k)})^T$, and secondly that $\tilde{\Delta} = \gamma_1 \Delta_1 + \cdots + \gamma_K \Delta_K$. Since $\Pi$ has rank $D$ by construction, the support of $\tilde{F}$ is $\mathbb{R}^D$ so by Lemma [13] $\tilde{\Delta}$ has full rank. Conditional on $z_1, \ldots, z_n, Y_1, \ldots, Y_n$, construct $X = \Pi^{(1)} Y_i$, then

$$p_{ij} = Y_i^T \Lambda^{(z_i,z_j)} Y_j = Y_i^T (\Pi^{(z_i)})^T I_{p,q} \Pi^{(z_j)} Y_j = (\Pi^{(z_i)} Y_i)^T I_{p,q} (\Pi^{(z_j)} Y_j) = X_i^T I_{p,q} X_j.$$

In addition, marginally, $X_1, \ldots, X_n \sim \tilde{F}$ and therefore $(A, X)$ follows a generalized random dot product graph with distribution $\tilde{F}$ and sparsity factor $\rho_n$, and the conditions for Lemmas [15] and [16] hold.

**Proof of Theorem 10**

Let $k \in \{1, \ldots, K\}$ and define $\Gamma^{(k)} = (n \rho_n)^{-1} (X^{(k)})^T X^{(k)}$. We will show that $\Gamma^{(k)}$ concentrates around $\tilde{\Delta}_k$ using a corollary to the matrix Bernstein inequality (see Corollary 6.2.1 of [40]).

**Lemma 17** (Corollary 6.2.1 of [40]). Let $B$ be a fixed $p_1 \times p_2$ matrix and let $R$ be a $p_1 \times p_2$ random matrix that satisfies $\mathbb{E} R = B$ and $\|R\| \leq L$ for some $L \in \mathbb{R}$. Let $R_1, \ldots, R_n$ be independent replicates of $R$ and let $R_n = \frac{1}{n} \sum_{i=1}^n R_i$. Then for all $t \geq 0$,

$$\mathbb{P} \{\|R_n - B\| \geq t\} \leq (p_1 + p_2) \exp \left( \frac{-n t^2 / 2}{m(R) + 2Lt/3}\right)$$

where $m(R) = \max \{\|\mathbb{E}(R R^T)\|, \|\mathbb{E}(R^T R)\|\}$.

To apply Lemma 17, let $R = \zeta^{(k)} \xi^{(k)}^T$ where $\zeta^{(k)} \sim \tilde{F}^{(k)}$. By definition, $\mathbb{E}(R) = \tilde{\Delta}_k$. The entries of $R$ are bounded almost surely, and since the dimension is held fixed, $m(R) = \|\mathbb{E}(R^2)\|$ is bounded. The matrix

$$\Gamma^{(k)} = (n \rho_n)^{-1} (X^{(k)})^T X^{(k)} = \frac{1}{n} \sum_{i=1}^{n} \left(\rho_n^{-1} X_i^{(k)} (\rho_n^{-1} X_i^{(k)})^T\right)$$

is the sample mean of $n_\xi$ replicates of $R$, so Lemma [17] gives that

$$\|\Gamma^{(k)} - \tilde{\Delta}_k\| = O_p \left( \frac{(\log n)^{1/2}}{n} \right).$$

Let $\sigma_i(\cdot)$ denote the $i$th ordered singular value of a matrix. The following is a corollary of Weyl’s inequality and the Hoffman-Weilandt theorem (see Corollary 7.3.5 of [57]): let $M_1, M_2$ be $p_1 \times p_2$ matrices, then $|\sigma_i(M_1) - \sigma_i(M_2)| \leq \|M_1 - M_2\|$ for each $i = 1, \ldots, \min\{p_1, p_2\}$. Using this and $\mathbb{E}$ we have

$$\sigma_1(X^{(k)})^2 = \sigma_1(X^{(k)} X^{(k)})
\leq n \rho_n \sigma_1(\tilde{\Delta}_k) + \sigma_1(X^{(k)} X^{(k)}) - \sigma_1(n \rho_n \tilde{\Delta}_k)
\leq n \rho_n \sigma_1(\tilde{\Delta}_k) + n \rho_n \|\rho_n^{-1} X^{(k)} X^{(k)} - \tilde{\Delta}_k\|
\leq O_p(n \rho_n) + O_p(n \rho_n \log^{1/2} n)
= O_p(n \rho_n).$$
so \( \|X^{(k)}\| = O_p\left((n \rho_n)^{1/2}\right) \). Invoking a similar argument where we use that \( \|A - P\| = O_p\left((n \rho_n)^{1/2}\right) \), we obtain that \( \|X^{(b)}\| = O_p\left((n \rho_n)^{1/2}\right) \). Now, define the matrix \( \Gamma^{(k)} = (n \rho_n)^{-1}(X^{(k)})^T X^{(k)} \) and observe that

\[
\Gamma^{(k)} - Q^{-1} \Gamma^{(k)} Q^{-T} = (n \rho_n)^{-1} \left\{ (X^{(k)})^T X^{(k)} - Q^{-1} (X^{(k)})^T X^{(k)} Q^{-T} \right\} 
\]

\[
= (n \rho_n)^{-1} (X^{(k)} - X^{(k)} Q^{-T})^T (X^{(k)} + X^{(k)} Q^{-T}).
\]

The spectral and two-to-infinity norms are related as \( \|M\| \leq \sqrt{p_1} \|M\|_{2 \to \infty} \), where \( M \) is an \( p_1 \times p_2 \) matrix [33], so by Lemma 15

\[
\|X^{(k)} - X^{(k)} Q^{-T}\| \leq n^{1/2} \|X^{(k)} - X^{(k)} Q^{-T}\|_{2 \to \infty} = O_p \left(\log^c n\right),
\]

which together with (5) yields

\[
\|\hat{\Gamma}^{(k)} - Q^{-1} \Gamma^{(k)} Q^{-T}\| \leq (n \rho_n)^{-1} \|X^{(k)} - X^{(k)} Q^{-T}\| \|\hat{X}^{(k)} + X^{(k)} Q^{-T}\|
\]

\[
= O_p \left(\frac{\log^c n}{(n \rho_n)^{1/2}}\right),
\]

where we used that \( Q^{-1} \) has bounded spectral norm almost surely. Multiplying (4) on the left by \( Q^{-1} \) and on the right by \( Q^{-T} \) gives

\[
\|Q^{-1} \Gamma^{(k)} Q^{-T} - Q^{-1} \Delta k Q^{-T}\| = O_p \left(\left(\frac{\log^c n}{n}\right)^{1/2}\right).
\]

Combining (6) and (7), gives

\[
\|\hat{\Gamma}^{(k)} - Q^{-1} \Delta k Q^{-T}\| \leq \|\hat{\Gamma}^{(k)} - Q^{-1} \Gamma^{(k)} Q^{-T}\| + \|Q^{-1} \Gamma^{(k)} Q^{-T} - Q^{-1} \Delta k Q^{-T}\|
\]

\[
= O_p \left(\frac{\log^c n}{(n \rho_n)^{1/2}}\right).
\]

Let \( V^{(k)} \) be a matrix whose columns contain \( d_k \) orthonormal eigenvectors corresponding to the \( d_k \) non-zero eigenvalues of \( Q^{-1} \Delta k Q^{-T} \) and observe that the columns of \( V^{(k)} \) contain \( d_k \) orthonormal eigenvectors corresponding to the \( d_k \) largest eigenvalues of \( \Gamma^{(k)} \). Applying a variant of the Davis-Kahan theorem [42], there exists \( O^{(k)} \in \mathcal{O}(d_k) \) such that

\[
\|V^{(k)}(k) - V^{(k)}(O^{(k)})\| \leq 2^{3/2} \delta_{d_k}^{1/2} \|\Gamma^{(k)}(k) - Q^{-1} \Delta k Q^{-T}\|
\]

\[
= O_p \left(\frac{\log^c n}{(n \rho_n)^{1/2}}\right),
\]

where \( \delta_{d_k} \) is the smallest non-zero eigenvalue of \( Q^{-1} \Delta k Q^{-T} \). Observe that the rows of \( X^{(k)} Q^{-T} \) have second moment matrix equal to \( Q^{-1} \Delta k Q^{-T} \), so by Lemma 13 span the column space of \( V^{(k)} \), and

\[
X^{(k)} Q^{-T} = X^{(k)} Q^{-T} V^{(k)} V^{(k)}^T.
\]

Let \( G^{(k)} := (\Pi^{(k)})^T Q V^{(k)} O^{(k)} \), then invoking (9) and cancelling terms yields

\[
X^{(k)} \Pi^{(k)} = X^{(k)} Q^{-T} V^{(k)} O^{(k)} (G^{(k)})^T.
\]

Recalling that \( \hat{Y}^{(k)} = \hat{X}^{(k)} \hat{V}^{(k)} \) and that \( Y^{(k)} = X^{(k)} \Pi^{(k)} \), we have

\[
\hat{Y}^{(k)} (G^{(k)})^T - Y^{(k)} = \hat{X}^{(k)} \hat{V}^{(k)} (G^{(k)})^T - X^{(k)} \Pi^{(k)}
\]

\[
= \hat{X}^{(k)} \hat{V}^{(k)} (G^{(k)})^T - X^{(k)} Q^{-T} V^{(k)} O^{(k)} (G^{(k)})^T
\]

\[
= \hat{X}^{(k)} \hat{V}^{(k)} (G^{(k)})^T - X^{(k)} Q^{-T} V^{(k)} (G^{(k)})^T + X^{(k)} Q^{-T} V^{(k)} O^{(k)} (G^{(k)})^T
\]

\[
= (\hat{X}^{(k)} - X^{(k)} Q^{-T} V^{(k)} (G^{(k)})^T) + X^{(k)} Q^{-T} (V^{(k)} - V^{(k)} O^{(k)} (G^{(k)})^T).
\]

Since \( \|Q^{-1}\| \) is bounded almost surely, so is \( \|G^{(k)}\| \). We have \( \|X^{(k)}\|_{2 \to \infty} = O_p(\rho_n^{1/2}) \) (since the support of \( \hat{F} \) is a bounded set) and the two to infinity norm satisfies \( \|M_1 M_2\|_{2 \to \infty} \leq \|M_1\|_{2 \to \infty} \|M_2\| \) [38], therefore

\[
\left\|\hat{Y}^{(k)}(k) - X^{(k)} Q^{-T} V^{(k)} (G^{(k)})^T\right\|_{2 \to \infty} \leq \left\|\hat{X}^{(k)}(k) - X^{(k)} Q^{-T} V^{(k)} (G^{(k)})^T\right\|_{2 \to \infty} \|V^{(k)}\| (G^{(k)})^T
\]

\[
= O_p \left(\left(\frac{\log^c n}{n^{1/2}}\right)\right).
\]

Furthermore,

\[
\left\|X^{(k)} Q^{-T} (V^{(k)} - V^{(k)} O^{(k)}) (G^{(k)})^T\right\|_{2 \to \infty} \leq \left\|X^{(k)}\right\|_{2 \to \infty} \left\|Q^{-T}\right\| \left\|V^{(k)} - V^{(k)} O^{(k)}\right\| \left\|(G^{(k)})^T\right\|
\]

\[
= O_p \left(\left(\frac{\log^c n}{n^{1/2}}\right)\right).
\]

It follows by the triangle inequality that

\[
\left\|\hat{Y}^{(k)}(k) (G^{(k)})^T - Y^{(k)}\right\|_{2 \to \infty} = O_p \left(\left(\frac{\log^c n}{n^{1/2}}\right)\right).
\]

Since (10) holds for all \( k \in \{1, \ldots, K\} \), Theorem 10 is established.
Proof of Theorem 11

We continue from the proof of Theorem 10 but consider the special case in which \( K = 2, d_1 = d_2 = d \) and \( A^{(1,2)} = I_d \).

Let \( \mathcal{A}, \mathcal{P} \) be the graph biadjacency and bi-probability matrices which form the upper off-diagonal blocks of \( A, P \) respectively. Let \( \mathcal{A}, \mathcal{P} \) have rank-\( d \) singular value decompositions \( A = USV^T, P = USV^T \) and let \( \mathcal{A}, \mathcal{P} \) have rank-2 eigendecompositions \( A = USU^T, P = USU^T \). We assume that those decompositions are chosen to make the singular vectors and eigenvectors agree, as permitted by Lemma 12.

We write \( U \equiv [U_{(+)}, U_{(-)}] \) such that the columns of \( U_{(+)}, U_{(-)} \) consist of orthonormal eigenvectors corresponding to the \( p \) positive and \( q \) negative eigenvalues and write \( \bar{U} \equiv [\bar{U}_{(+)}, \bar{U}_{(-)}] \) similarly. The following lemma relates the singular values and vectors of \( \mathcal{A}, \mathcal{P} \) with the eigenvectors and vectors of \( \mathcal{A}, \mathcal{P} \).

By Lemma 12, \( p = q = d = 2d \). Construct the matrices \( \Pi^{(1)}, \Pi^{(2)} \) as \( \Pi^{(1)} = \frac{1}{\sqrt{2}} [I_d, -I_d]^T, \Pi^{(2)} = \frac{1}{\sqrt{2}} [I_d, -I_d]^T \). Recall that by construction \( X^{(k)} = Y^{(k)} \Pi^{(k)} \) and by Lemma 5 \( X^{(k)} = Y^{(k)} \Pi^{(k)} \), \( k = 1, 2 \). The matrix \( Q \) has an explicit construction which we will exploit in the proof.

Lemma 18 (Section 3.1 of [7]). Set \( X_P = U|S|^{1/2} \). Then \( Q = Q_X W_\ast \) where

- The matrix \( Q_X \in \mathcal{O}(p, q) \) is such that \( X = X_P Q_X \).
- The matrix \( W_\ast = \text{diag}(W_{(+)}, W_{(-)}) \in \mathcal{O}(p, q) \cap \mathcal{O}(D) \) is such that \( W_{(+)} = W_{(+)} \Pi^{(+,+)}_2 \) where \( W_{(+)} \Pi^{(+,+)}_2 \) is the singular value decomposition of \( U_{(+)}^T U_{(+)} \). The matrix \( W_{(-)} \) is defined analogously.

The construction of \( Q \) allows us to show that, it acts as a locally linear transformation on the totally isotropic subspaces spanned by the columns of \( \Pi^{(1)} \) and \( \Pi^{(2)} \).

Proposition 19. There exists a matrix \( G \in GL(d) \) such that the matrix \( Q \Pi^{(1)} = \Pi^{(1)} G \) and \( Q \Pi^{(2)} = \Pi^{(2)} G^{-T} \).

Proof of Proposition 19. Set \( Y^{(1)}_P = US^{1/2} \) and \( Y^{(2)}_P = VS^{1/2} \) and define the matrix \( G_Y \in GL(d) \) such that \( Y^{(1)}_P G_Y \) and \( Y^{(2)}_P G_Y^{-T} \). Using Lemma 12 we have

\[
X = X_P Q_X = \frac{1}{\sqrt{2}} \begin{pmatrix} Y^{(1)}_P & Y^{(2)}_P \end{pmatrix} Q_X.
\]

Additionally,

\[
X = \begin{pmatrix} Y^{(1)}\Pi^{(1)} \end{pmatrix}^T = \frac{1}{\sqrt{2}} \begin{pmatrix} Y^{(1)} & -Y^{(2)} \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} Y^{(1)} G_Y & -Y^{(2)} G_Y \end{pmatrix}
\]

and therefore

\[
Q_X = \frac{1}{2} \begin{pmatrix} (G_Y + G_Y^{-T}) & (G_Y - G_Y^{-T}) \\
(G_Y - G_Y^{-T}) & (G_Y + G_Y^{-T}) \end{pmatrix}.
\]

By again appealing to Lemma 12, we have

\[
U_{(+)}^T U_{(-)} = \frac{1}{2} \left( u u^T + v v^T \right)
\]

whose singular value decomposition we denote as \( W_{s} |\Sigma| W_{s}^{-1} \). It follows that \( W_{s} = \text{diag}(W, W) \) where \( W = W_{s} W_{s}^{-1} \). As a result, the matrix \( Q = Q_X W_\ast \) is

\[
Q = \frac{1}{2} \begin{pmatrix} (G + G^{-T}) & (G - G^{-T}) \\
(G - G^{-T}) & (G + G^{-T}) \end{pmatrix}
\]

where \( G = G_X W_\ast \). It is readily observed that \( Q \Pi^{(1)} = \Pi^{(1)} G \) and \( Q \Pi^{(2)} = \Pi^{(2)} G^{-T} \), as required.

Observe that the second-moment matrix of \( \bar{F}, \bar{\Delta} \), has the form

\[
\bar{\Delta} = \gamma_1 \Pi^{(1)} \Delta_1 \Pi^{(1)} + \gamma_2 \Pi^{(2)} \Delta_2 \Pi^{(2)},
\]

and its inverse is

\[
\bar{\Delta}^{-1} = \gamma_1^{-1} \Pi^{(1)} \Delta_1^{-1} \Pi^{(1)} + \gamma_2^{-1} \Pi^{(2)} \Delta_2^{-1} \Pi^{(2)}.
\] (11)

By Proposition 19, there exists a matrix \( G \in GL(d) \) such that

\[
n^{1/2} (Q\bar{X}_1 - X_1) = n^{1/2} (Q \Pi^{(1)}\bar{Y}_1 - \Pi^{(1)} Y_1) = n^{1/2} \Pi^{(1)}(G\bar{Y}_1 - Y_1)
\]

From Lemma 15 and (12), for any fixed, finite \( m \), conditional on \( z_1, \ldots, z_m, X_1 = \rho_{1/2} x_1, \ldots, X_m = \rho_{1/2} x_m, \)

\[
n^{1/2} \Pi^{(1)}(G\bar{Y}_i - Y_i), \quad i = 1, \ldots, m
\]

converge in distribution to independent zero mean multivariate normal random variables with covariance matrices \( \bar{\Sigma}_\rho(x) \) where

\[
\bar{\Sigma}_\rho(x) = \gamma_2^{-1} \Pi^{(1)} \Delta^{-1} \mathbb{E} \{ x^T I_{d,d} \rho(1 - \rho x^T I_{d,d} \rho) y y^T \} \Delta^{-1} \Pi^{(1)}^T,
\]
and $\eta \sim \tilde{F}$. Setting $y = (\Pi^{(1)})^T x$ and using (11), the covariance matrix is equivalently

$$\tilde{\Sigma}_\rho(y) = \gamma_2^{-1} \Pi^{(1)} \Delta_2^{-1} \mathbb{E}\{y^T \zeta_2 (1 - \rho y^T \zeta_2) \zeta_2 \zeta_2^T \} \Delta_2^{-1} (\Pi^{(1)})^T,$$

where $\zeta_2 \sim F^{(2)}$. Applying $(\Pi^{(1)})^T$ to (13) yields that, conditional on $z_1, \ldots, z_m, Y_1 = \rho_{n/2} y_1, \ldots, Y_m = \rho_{n/2} y_m$,

$$n^{1/2} (G\hat{Y}_i - Y_i), \quad i = 1, \ldots, m$$

(14)

converge in distribution to independent mean zero multivariate normal random variables with covariance matrices $\Sigma_\rho(y_i)$ where

$$\Sigma_\rho(y) = \gamma_2^{-1} \Delta_2^{-1} \mathbb{E}\{y^T \zeta_2 (1 - \rho y^T \zeta_2) \zeta_2 \zeta_2^T \} \Delta_2^{-1},$$

establishing the theorem.