Double differential distribution of electron emission in the ionization of water molecules by fast bare oxygen ions
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Abstract
The doubly differential distributions of low-energy electron emission in the ionization of water molecules under the impact of fast bare oxygen ions with energy of 48 MeV are measured. The measured data are compared with two quantum-mechanical models, i.e. the post and prior versions of the continuum distorted wave–eikonal initial state (CDW-EIS) approximation, and the first-order Born approximation with initial and final wavefunctions verifying correct boundary conditions (CB1). An overall excellent qualitative agreement is found between the data and the CDW-EIS models whereas the CB1 model showed substantial deviation. However, the detailed angular distributions display some discrepancies with both CDW-EIS models. The single differential and total cross-sections exhibit good agreement with the CDW-EIS models. The present detailed data set could also be used as an input for modeling highly charged ion induced radiation damage in living tissues, whose most abundant component is water. Similar measurements are also carried out for a projectile energy of 60 MeV. However, since the double differential cross-section data show similar results the details are not provided here, except for the total ionization cross-sections results.
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1. Introduction
The importance of water, which makes up about 60% of the weight of our body, is quite obvious and the research of all aspects of this molecule is of great interest in many branches of physics. In the case of molecules, ionization processes carry the signature of the multi-center character of the target wavefunction. Various inelastic processes for atomic targets [1–3], such as binary collision mechanisms, two-center effects and soft collision mechanisms, also influence the results of ion–molecule collisions. The systematics of low-energy electron emission from a homo-nuclear diatomic molecule under the impact of charged particles are being studied using H2 [4–6], O2 [7–9] and N2 [10, 11] as targets to investigate the Young-type electron interference. As water is one of the simplest among all tri-atomic molecules, its ionization under impact from highly charged ions could thus provide benchmark results towards understanding the fundamentals of relevant interaction mechanisms. Particularly with the increasing use of very high (GeV) energy heavy ions,
including protons, as a means of radiotherapy [12], it is necessary to determine the exact effects created by these charged particles while passing through living organisms. The heavy ions (such as protons and carbon nuclei) are used to provide an efficient way to treat the affected cells by a significant increase of the dose profile at the end of the particle range, i.e. in the so-called Bragg peak region [13]. In a worldwide effort to build a collisional database of interest for radiation therapy using fast heavy ions, experiments are being carried out to measure the ion induced fragmentation and ionization of relevant bio-molecules. For instance, in the case of RNA-base molecules, the total ionization cross-sections (TCS) under impact from various bare and dressed projectiles [14–16] as well as protons with energies of a few keV [17, 18] to a few MeV [19, 20] have been reported recently. The interactions of highly charged ions with a solid medium and clusters are, however, more complicated. In addition, the interaction of fast ions with biological tissues leads to the production of a large number of secondary electrons. These low-energy electrons can initiate further ionization and excitation processes which may lead to single and double strand breaks of the DNA molecule [21]. This means that in order to exactly determine the damage induced in radiation therapy, we require microscopic knowledge of the collisional events which happened during the passage of heavy ions. It thus becomes very important to obtain an accurate description of the TCSs and differential cross-sections for the ionization of water molecules (serving as a model for biological matter) induced by highly charged ions, to measure the probability of occurrence of these inelastic processes.

Despite its great significance, measurements of differential cross-sections and TCSs for the emission of low-energy electrons from water molecules are sparsely reported in contemporary research. These experimental studies are mostly limited to electrons [22–24], protons [25–27] and α-particles [28–30] as projectiles. In the case of electron induced ionization of water molecules, the experimental measurements were found to be in very good agreement with the calculations performed in the framework of the distorted wave Born approximation [31]. For the ionization of water vapor under MeV energy proton impacts, measurements were well reproduced by various quantum-mechanical treatments. Different theoretical models within the framework of the Born approximation were employed in order to evaluate the influence of each pairwise Coulomb interaction term among the ejected electron, the scattered proton and the residual ionized target in the final state [32]. Another approach involving separation of collision dynamics and molecular geometry has also accurately reproduced the experimental data for p–H₂O collisions [33]. Similarly, for MeV energy α-particle impact, the data were found to be in good quantitative agreement with the predictions of the PBA-CW model where the incident and scattered particles are described by a plane wave and the ejected electron is described by a Coulomb wave [34]. So far, the only measurement of electron double differential cross-sections (DDCS) as well as single differential cross-sections (SDCCS) for ionization of water molecules using highly charged ions has been carried out with C⁶⁺, O⁸⁺ and He⁺ ions [30, 35, 36]. However, the measured cross-sections (TCS as well as DDCS) using bare carbon ions are observed to be largely lower than the theoretical calculations [36], whereas the DDCS data for bare O ions are reasonably well reproduced by the continuum distorted wave—eikonal initial state (CDW-EIS) model [35]. It is important to extend these measurements to different projectiles with different energies in order to have a better and complete understanding of the theoretical models as well as for the creation of a broad data base.

In the present investigation, we have measured the absolute DDCS, SDCS and TCS for the ionization of water molecules for two different beam energies. The experimental data have been compared with both the prior and post versions of the CDW-EIS approximation as well as the first-order Born approximation with initial and final wavefunctions satisfying correct boundary conditions (CB1). Atomic units are used in the following, unless mentioned otherwise.

2. Experimental details

2.1. Apparatus

The experiments were performed using O⁸⁺ ions, with two different incident energies, namely, 48 MeV and 60 MeV. The ion beams were available from the 14 MV Pelletron accelerator facility at TIFR, Mumbai. In brief, the interaction chamber is made of a stainless steel cylinder of 18 inch in diameter and 15 inches high. The electrostatic spectrometer is made of two hemispherical analyzers with its inner and outer electrodes having radii of 2.5 and 3.5 cm, respectively [37]. These analyzers and the housing were made of oxygen free high conductivity copper. The spectrometer is situated on top of a motorized turn table used to choose different scattering angles. About 200 c.c. of de-ionized water was kept in a vacuum sealed container at room temperature. It was connected to the gas inlet of the scattering chamber for the water molecules from the container to enter in the vapor phase, followed by a solenoid valve for controlling the rate of flow at a fixed pressure. This was made possible by the fact that the vapor pressure of water at room temperature (taken to be 27 °C) is about 27 Torr. The base pressure in the interaction chamber was maintained constantly at around 2 × 10⁻⁷ Torr using a 3000 l⁻¹ turbo-molecular pump. The experiments were carried out with the scattering chamber uniformly filled with water vapor, at a pressure of 0.15 mTorr. The secondary electrons ejected in the ion–molecule collision processes were initially energy analyzed by the spectrometer. For this purpose suitable voltages were applied to both electrodes of the spectrometer. These electrons were then detected using a channel electron multiplier (CEM), which was placed at the exit slit of the analyzer.

The CEM was used in counting mode. The front of the CEM was kept at 100 V to increase the detection efficiency of low-energy electrons. The final output pulse from the tail of the CEM was connected to a constant fraction discriminator (CFD) via a coupling capacitor. The TTL pulse from the CFD
output was fed to the counter input of the LabView based interface.

At each ejection angle, the electrons emitted with different energies during the interactions were counted for an amount of incident projectile charge collected on a Faraday cup. Extreme precaution was taken regarding cleanliness and minimizing any stray electric field by avoiding any insulating surface inside and by using oil-free pumps. Two layers of \( \mu \)-metal were used inside the chamber to shield it from the Earth’s magnetic field.

2.2. Measurement of the double differential cross-sections

The DDCSs at a given emission angle, were obtained from the first principle by measuring all the required experimental parameters, i.e. beam current, gas pressure inside the chamber and the spectrometer dimensions. The efficiency of the spectrometer was typically 5% of the electron energy. In the CEMer experiment [35], the background to data ratio was found to be too high due to the sticking of the water vapor to the inner wall of the chamber and subsequent re-evaporation. For example, at high electron energies, i.e. above 100 eV, the background was as high as 15%–50% (or even 60% at a few energies) of the total count (figure 1). So the experiment was repeated again with the focus of keeping the background much lower. The cylindrical surface of the chamber was heated and kept at a temperature of about 40 °C. The temperature inside the chamber rapidly falls to 34 °C and then remains constant in the rest of the central area containing the collision and detection zone, thereby not affecting the CEM performance [38]. The temperature in the center of the chamber was higher than room temperature only by about 7° K causing gas density reduction by a few percent only. The water container was, however, kept at room temperature and thereby the vapor pressure inside the container was unaffected. The wall heating reduced the sticking of water molecules on the chamber wall and hence reduced the background to about 2%–5% of the data below 100 eV and a maximum of about 10%–12% at higher energies. Figure 1 shows the improvement of the background fraction, i.e. the background-count to total-count ratio, by heating the scattering chamber during the experiment. Figure 1 shows the background fraction for the case of 48 MeV data. This is an improvement over our previous similar experiment with 72 MeV \( O^{8+} \) on water molecules [35].

The electron DDCS spectra were collected for eleven emission angles, namely, 20°, 30°, 45°, 60°, 75°, 80°, 90°, 105°, 120°, 135° and 150° (figure 2). At each angle the emitted electrons were detected over a large energy range, starting from as low as 1 eV, and ending at 600 eV. As discussed above, the background counts \( N_b \), obtained in the absence of the target gas, were small (≈2%–12% of \( N_e \)). Overall, the error due to statistical fluctuation was measured to be less than 5% for all of the emission angles. The uncertainty in the target gas pressure was 7%. Subsequently, the maximum absolute error in the DDCS was found to be about 20% which includes the uncertainty in efficiency (≈10%), resolution (≈8%–10%) and solid-angle estimation (≈10%) or any small change in the density during heating of the chamber.
3. Theoretical models

3.1. Continuum distorted wave–eikonal initial state approximation

In the CDW-EIS approximation for single ionization under the impact of a bare ion, an independent electron model is often employed. In this model a multi-electronic target is usually reduced to a mono-electronic one, assuming that the rest of the electrons remain frozen in their initial orbitals. In the entrance channel the initial bound state of the active electron is described by means of a Hartree–Fock wavefunction distorted by a multiplicative eikonal phase. The latter represents the active electron in a continuum state of the projectile Coulomb field. Similarly, in the exit channel the continuum of the active electron is described by the product of a plane wave and two continuum factors, each one of them associated with the residual target and projectile fields [39, 40]. Thus the model inherently takes into account the effect of both target and projectile centers (two-center effect; see the next section) into the exit channel. One may use the perturbative potentials either in the initial channel distorted wavefunction or in the final channel distorted one, invoking the notion of the prior and post versions of the transition matrix element, $T_{fi}$ and $T_{fi}^*$ respectively. They can expressed as follows:

$$T_{fi} = \langle \chi_f^- | W_i | \chi_i^+ \rangle$$

(1)

and

$$T_{fi}^* = \langle \chi_f^+ | W_i^* | \chi_i^- \rangle$$

(2)

respectively. Here $\chi_i^+$ and $\chi_f^-$ represents the initial and final channel distorted wavefunctions, as discussed above. $W_i$ is the EIS perturbative operator in equation (1), while in equation (2) $W_i^*$ is the CDW perturbative operator [41].

The contribution arising from the potential for the multi-electronic target in the exit channel is commonly approximated by that of an effective Coulombic one ($V_T$) between the active electron and the target nucleus carrying an effective charge. It is set as: $V_T(\vec{r}) \simeq -Z_i^{\text{eff}}/r$. Here, the position of the active electron in a reference frame fixed on the target is represented by $\vec{r}$. The quantity $Z_i^{\text{eff}}$ is the effective target charge chosen to preserve the binding energy $\varepsilon_i$ of the active electron in its initial orbital. In general, the relation between the effective charge and the binding energy is given by $Z_i^{\text{eff}} = n^2 - 2\varepsilon_i$, with $n$ being the principal quantum number of the initial orbital. Thus, when using this approach the interaction of the passive electrons with the active electron is only considered via an effective Coulombic interaction. This description of the active-electron continuum is commonly used in both versions of the CDW-EIS model to facilitate the calculations. More complete numerical continuum wavefunctions have also been used in previous works [42]. In the prior version and for atomic multi-electronic targets, the perturbation operator is applied on a distorted wavefunction where a Roothaan–Hartree–Fock description is used for the initial bound state, which includes radial electronic correlation. In the post version, in the final perturbation potential, a term including the residual non-Coulombic interaction between the passive and active electrons, known as ‘dynamic screening’, was in general omitted in the calculations.

Consequently, a discrepancy arises between the cross-section values calculated by both prior and post versions of the CDW-EIS model. As expected the inclusion of this residual potential could lead to entirely diminished post–prior discrepancies [43, 44]. In the present calculations we exclude the dynamic screening term in order to estimate its influence on the cross-sections. For molecular targets, as for the case considered here, an additional approximation arises from the description of the structure of the molecular orbitals. We have chosen to describe the initial state within the complete neglect of differential overlap (CNDO) approximation, where the molecular orbitals are expressed in terms of atomic ones corresponding to the atomic constituents. We must mention that for $\text{H}_2\text{O}$ molecules it has been shown that CDW-EIS-DDCSs as a function of the emission angle, averaged over all possible molecular orientations, are almost insensitive to the description of the target initial wavefunction [45]. Finally, the DDCS as a function of the emitted electron energy ($E_e$) and solid angle ($\Omega_e$) are obtained by an integration on the momentum transfer of the square modulus of the transition matrix element in either version of the CDW-EIS model.

3.2. CB1 approximation

The cross-sections have been also calculated within the first-order Born approximation with initial and final wavefunctions verifying CB1. This approach can be interpreted as an extension to the case of the ionization of molecular targets of the CB1 model introduced by Belkić et al. [46, 47] for studying the electron capture from atomic targets. In order to represent the multi-centered nature of the target (H$_2$O molecule in vapor phase), the electronic populations of the target have been described by means of molecular orbitals constructed from a linear combination of atomic orbitals in a self-consistent field approximation [48]. In this approach, the molecular orbitals were expressed in terms of Slater functions all centered at a common origin coinciding with the oxygen.
nucleus. Thus, providing suitable analytical wavefunctions is quite similar to the atomic case, in which the basis set consists of functions all referred to a common origin. In the laboratory framework, the triple differential cross-sections (TDCS), differential in the direction of the scattered projectile $d\Omega_s$ in the direction of the ejected electron $d\Omega_e$ and in the direction energy $dE_e$, denoted in the following by $\sigma_T(\Omega_s, \Omega_e, E_e)$, are defined as [34],

$$
\sigma_T(\Omega_s, \Omega_e, E_e) \equiv \frac{d^3\sigma}{d\Omega_s d\Omega_e dE_e} \sum_{j=1}^{N_s} \frac{d^3\sigma_j}{d\Omega_s d\Omega_e dE_e}
= \frac{N_s}{16} \frac{M_p^2 Z_p^2 k_i k_s}{k_i} |[T_{fi}]|^2,
$$

where the transition matrix element between the initial state labeled ‘i’ and the final state labeled ‘f’, denoted as $[T_{fi}]$, is expressed by

$$[T_{fi}] = \langle \Psi_f(\mathbf{r}_0, \mathbf{r}_i) | V(\mathbf{r}_0, \mathbf{r}_i) | \Psi_i(\mathbf{r}_0, \mathbf{r}_i) \rangle. \quad (4)$$

In equation (3), $k_i$, $k_s$, and $k_s$ represent the wave vectors of the incident projectile, scattered projectile and ejected electron, respectively. $M_p$ denotes the mass of a proton and $N_s = 5$ is the number of sub-shells in the water molecule. Here, $Z_p$ denotes the nuclear charge on the bare projectile ($Z_p = 8$ in this case). Now, by using the well-known ‘frozen core’ approximation which reduces the present ten-electron problem to a one-active-electron problem, the interaction potential $V(\mathbf{r}_0, \mathbf{r}_i)$ can be simply written as,

$$V(\mathbf{r}_0, \mathbf{r}_i) = -\frac{Z_p}{|\mathbf{r}_0 - \mathbf{r}_i|} + \frac{Z_p}{|\mathbf{r}_0|}. \quad (5)$$

where $\mathbf{r}_i$ is the position vector of the active electron with respect to the framework center and $\mathbf{r}_0$ is the position vector of the incident projectile with respect to the framework center.

Finally, the DDCSs are obtained by analytical integration of the TDCCs $\sigma_T(\Omega_s, \Omega_e, E_e)$ over the scattered projectile direction [50]. It may be mentioned here that the Moccia’s wavefunctions [49] are obviously provided for a given target orientation. Under these conditions and aiming at comparing the theoretical predictions with the experiment, the calculations are here performed by using an average orientation of the water target. This averaging is performed by means of the rotation operator applied to each molecular sub-shell, that leads to a simple analytical expression of the transition matrix.

4. Results and discussion

4.1. Double differential cross-sections

4.1.1. Energy distribution. Figure 2 shows a three-dimensional plot representing the measured energy dependence of the DDCS for all the angles for an impact energy of 48 MeV. However, to avoid confusion the theoretical calculations are not shown in this plot. Such a comparison is displayed in figure 3 for selected angles and for both the impact energies. The measured energy distributions of the absolute $e^-$ DDCSs are shown in figure 3 for both 48 MeV $O^{8+}$ projectiles. In both cases, the cross-section decreases over several orders of magnitude with the increase in electron energy, at each emission angle. At 30° it falls of by four orders of magnitude, whereas it decreases by five orders in the case of 150°. The sharp peak around 480 eV in each plot corresponds to the target-oxygen KLL-Auger electron emission. The experimental data were compared with the theoretical calculations using the CDW-EIS model for both the prior and post versions of the scattering matrix, using the CNDO approximation to represent the initial state. In general, a good qualitative agreement between the theory and the experimental data is obtained for different electron emission angles.

The agreement with the CDW-EIS (prior) model is very good for all the angles, at least qualitatively. A closer inspection reveals some deviations of the prior model from the experimental data at energies between 10 eV and 50 eV for 75° and 90° (see figures 3 (a), (b)). A good quantitative agreement can be seen for energies between 80 eV and 200 eV, for all emission angles. As far as the CDW-EIS (post) model is concerned, the agreement is again nearly perfect except for the high-energy part for 30° and 150° for which the predictions fall a little above 50 eV. Similarly, for 60 MeV $O^{8+}$, both the prior and post versions again give a very good qualitative agreement with the data (not shown) throughout the entire energy range. It should be noted that the quantitative agreement between the data and the CDW-EIS prior version is better compared to that for the post version only for extreme forward and backward angles. For the rest of the angles, both these models give nearly perfect agreement. The prior-version better conforms with experiment for large scattering angles because it includes the influence of dynamic screening. The difference between them may be attributed to the influence of the dynamic screening. This observation is a bit different than that for the higher energy (72 MeV) data [35] for the same projectile ions. The line spectrum KLL-
Auger electron is not relevant for comparison with the models here.

4.1.2. Angular distributions. Since the DDCS values fall by three to four orders of magnitude in the previous plots (figure 3), it may be difficult to explore the finer details regarding the discrepancy between experiment and theory from such plots in logarithmic scales. In this regard, the angular distributions at fixed emission energies are useful quantities in order to make a stringent test of the models. Figures 4(a)–(d) shows the angular distributions of the absolute electron DDCSs at different ejected electron energies for a beam energy of 48 MeV. For higher energy electrons, the distributions gradually become sharply peaked around 75°. The difference in the shape of the distributions for low- and high-energy electrons is due to the well-known binary nature of collisions [51, 52]. Overall, the prior and post versions of the CDW-EIS approximation have qualitatively reproduced the shape of the experimental data. It can easily be seen that the CB1 model largely deviates from the data except for the high energy, i.e. 340 eV, for which the agreement is only good for forward angles (see figure 4). The predictability of the CB1 model is therefore quite poor. Considering that CB1 is a one-center (target-one) approximation, its failure could be attributed to the necessity of using descriptions where the emitted electron evolves in the simultaneous presence of the projectile and target fields, as in the CDW-EIS model. We must take into account that the distortions in the initial and final channels associated with the projectile–active-electron interaction implicitly open higher orders of the Born-series and avoid the possible existence of singularities associated with disconnected diagrams.

4.2. Single differential cross-sections

4.2.1. Energy distribution. The variation in the SDCS spectra over different ejected energies can be obtained by integrating the angular distribution of the DDCS over the solid angle of electron emission $\Omega_e$,

$$
\frac{d\sigma}{dE_e} = \int_{\Omega_e} d^2\sigma dE_e d\Omega_e.
$$

Figure 5(a) shows the energy distribution of the SDCS values for the impact energy 48 MeV. In figure 5(c) we display the TCS, as discussed below. The DDCS values have been integrated over an angular range of $\theta = 20^\circ$ to $\theta = 150^\circ$ to obtain the $\frac{d\sigma}{dE_e}$ values. Overall, the energy dependence of the distribution has been qualitatively very well reproduced by both theoretical models. However, as far as the absolute agreement is concerned, the post version exhibits slightly better agreement with the data (see the inset) considering the error-bars. The ratio between the SDCS data and the post version, as well as that with the prior version, are shown in the inset in figure 5(a). Some deviation in the ratio from the unity is noticed between 5 and 200 eV.

4.2.2. Angular distribution. The dependence of the SDCS values over the electron emission angle can be obtained by integrating the energy distributions of the DDCS spectra over the ejected electron energy $E_e$ as

$$
\frac{d\sigma}{d\Omega_e} = \int_{E_e} d^2\sigma d\Omega_e dE_e.
$$

We have shown the angular distribution of the SDCS for the ejected electrons in figure 5(b). The experimental DDCS values have been numerically integrated over an energy range...
The TCSs are obtained by numerically integrating the experimental $d\sigma/d\Omega$ values over the entire angular range from $0^\circ$–$180^\circ$. The experimental values for the SDCS at emission angles smaller than $20^\circ$ and larger than $150^\circ$ were extrapolated from the obtained data using the fact that the SDCS is flat near $0^\circ$ and $180^\circ$. The value of the extrapolated cross-section was about 7% of the TCS.

The TCSs are obtained by numerically integrating the experimental $d\sigma/d\Omega$ values. The solid red (dashed blue) line in each plot corresponds to the theoretical calculations using the prior (post) version of the CDW-EIS model. The dashed-dotted line correspond to Rudd’s model. The inset in figure 5(a) displays the ratio between the SDCS data and the post (blue-circle) version, as well as the prior version (red-square).

### Table 1. TCSs in units of $10^3$ Mb.

| $E$ (MeV) | Exp. | CDW-EIS prior | CDW-EIS post | Rudd model |
|----------|------|---------------|--------------|------------|
| 48       | 2.33 (45) | 2.8           | 2.5          | 3.0        |
| 60       | 2.03 (35) | 2.4           | 2.1          | 2.5        |

of 1–400 eV. Although the overall shape of the experimental SDCS spectra resembles those of the theoretical models, quantitative discrepancies between the former and the latter can be seen. The CDW-EIS post version reproduces the experimental distribution quite well (figure 5(b)), whereas the prior version overestimates the data. The difference between the SDCS $d\sigma/d\Omega$ data for the two energies (48 and 60 MeV) are small compared to the absolute uncertainties in the data and hence the data for 60 MeV are not shown.

4.2.3. The Rudd model. We have calculated $d\sigma/d\Omega$ using Rudd’s semi-empirical approach [53], which was initially developed for providing a parameter-based description of the electron emission spectrum from water vapor after proton impact. Despite being a semi-empirical relation, the Rudd’s model provides remarkably close agreement with experimental SDCS data, figure 5. Although it overestimates the low-energy data by about 30–70%, at higher energy, i.e. above 50 eV, the model comes closer to the data, i.e. within 20%.

4.3. Total cross-sections

The TCSs are obtained by numerically integrating the experimental $d\sigma/d\Omega$ values over the entire angular range from $0^\circ$–$180^\circ$. The experimental values for the SDCS at emission angles smaller than $20^\circ$ and larger than $150^\circ$ were extrapolated from the obtained data using the fact that the SDCS is flat near $0^\circ$ and $180^\circ$. The value of the extrapolated cross-section was about 7% of the TCS.

The experimental TCSs for different projectile energies ($E$) are tabulated in table 1 and are shown in figure 5(c). As can be seen, the TCS values calculated using the CDW-EIS (post and prior) approximation, are quite close to the data, i.e. overestimating only by 10%–25%, respectively, at 48 MeV, and by 5%–20% at 60 MeV. Rudd’s model overestimates the data by about 30% and 25%, respectively, for the 48 MeV and 60 MeV projectiles. Finally, it may be noted that the deviations of both the CDW-EIS models from the experimental TCS are within the experimental error-bars. Another notable point is the slightly better agreement of the post version with the TCS and SDCS data (figure 5) over the prior model. These results show slight variation to those presented for a 72 MeV O$^{8+}$ + H$_2$O collision system [35].

5. KLL-Auger cross-sections of oxygen

In figures 3(a)–(b) sharp Auger emission peaks can be seen for all the measured angles. The distribution shows an almost flat behavior which normally one expects in the case of 1s ionization in ion–atom collisions. These data were integrated to obtain the total inner shell ionization cross-section for both the projectiles. The obtained TCS values are 6.1 and 6.6 Mb, respectively, for 48 and 60 MeV ions.

6. Conclusions

The absolute DDCS, SDCS and TCS for electron emission in the ionization of water molecules under the impact of bare oxygen ions have been measured. The energy and angular distribution of the DDCS and the derived values of the SDCS are used to provide a detailed stringent test for a number of theoretical models, such as ab initio CDW-EIS (post and prior versions), CB1 and Rudd’s semi-empirical model.
dependence of the DDCS values show excellent overall qualitative agreement with the post and prior versions of the CDW-EIS model with some deviations for high-energy electrons emitted in small forward and large backward angles. The CB1 model, however, gives a large deviation from the measured data. The energy dependence of the SDCS values are also in quantitative agreement with the theoretical calculations using the CDW-EIS model and to some extent with Rudd’s semi-empirical one. The angular and energy dependence of the SDCS is, however, slightly better reproduced by the post version of the CDW-EIS model. The absolute TCSs are also well reproduced by the CDW-EIS (post and prior) models within experimental errors, the post model being slightly closer to the data. The present observation regarding the good agreement of the measurements with the CDW-EIS model along with the CNDO approximation will provide useful input for further modeling of the radiation damage of water by oxygen or heavy ions of similar atomic numbers and high charge states in order to test the validity of the models on a wide range of ions and energies.

Acknowledgments

We would like to thank the Pelletron Accelerator Group for smooth operation of the machine. JMM, CAT and RDR acknowledge the Agencia Nacional de Promoción Científica y Tecnológica de la República Argentina for financial support throughout the project PICT 2011–2145.

References

[1] Stolterfoht N, Platten H, Schiwielt G, Schneider D, Gulyás L, Fainstein P D and Salin A 1995 Phys. Rev. A 52 3796
[2] Tribedi L C, Richard P, Wang Y D, Lin C D, Gulyás L and Rudd M E 1998 Phys. Rev. A 58 3619
[3] Misra D, Kelkar A H, Fainstein P D and Tribedi L C 2012 J. Phys. B: At. Mol. Opt. Phys. 45 225201
[4] Tribedi L C, Richard P, Wang Y D, Lin C D and Olson R E 1996 Phys. Rev. Lett. 77 3767
[5] Stolterfoht N et al 2001 Phys. Rev. Lett. 87 032301
[6] Misra D, Kadhane U, Singh Y P, Tribedi L C, Fainstein P D and Richard P 2004 Phys. Rev. Lett. 92 153201
[7] Winkworth M, Fainstein P D, Galassi M E, Baran J L, Dassanayake B S, Das S, Kayani A and Tanis J A 2009 Nucl. Instrum. Methods Phys. Res. B 267 373
[8] Nandi S, Agnihotri A N, Kashthuriangan S, Kumar A, Tachino C A, Rivarola R D, Martini F and Tribedi L C 2012 Phys. Rev. A 85 062705
[9] Nandi S, Agnihotri A N, Tachino C A, Rivarola R D, Martini F and Tribedi L C 2012 J. Phys. B: At. Mol. Opt. Phys. 45 215207
[10] Baran J L, Das S, Jarić-Szábo F, Póra K, Nagy L and Tanis J A 2008 Phys. Rev. A 78 012710
[11] Tachino C A, Martini F and Rivarola R D 2011 J. Phys. B: At. Mol. Opt. Phys. 45 025201
[12] Schardt D, Eilsäßer T und Schulz-Errner D 2010 Mod. Phys. Rev. 82 383
[13] Amaldi U and Kraft G 2005 Rep. Prog. Phys. 68 1861
[14] Agnihotri A N et al 2012 Phys. Rev. A 85 032711
[15] Agnihotri A N, Kashthuriangan S, Nandi S, Kumar A, Galassi M E, Rivarola R D, Champion C and Tribedi L C 2013 Phys. Rev. A 87 032716
[16] Agnihotri A N et al 2013 J. Phys. B: At. Mol. Opt. Phys. 46 185201
[17] Moretto-Capelle P and Le Padellec A 2006 Phys. Rev. A 74 062705

![Table 2. c-DDCS (in Mb) for 48 MeV bare O ions on water.](image-url)
