Can virtual-reality simulation ensure transthoracic echocardiography skills before trainees examine patients?
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Abstract

Objectives: This study aimed to develop and gather the validity evidence for a standardised simulation-based skills test in transthoracic echocardiography and to establish a credible pass/fail score.

Methods: Experts developed a virtual-reality simulator test in cardiology, medical education and simulation-based education. Thirty-six physicians with different experiences in transthoracic echocardiography completed the test at Odense University Hospital, Denmark. The performances of novice, intermediate and experienced participants were compared using the Bonferroni post hoc test. Cronbach’s alpha was used to determine the internal consistency reliability of the test. The consistency of performance was analysed using the intraclass correlation coefficient. A pass/fail score was established using the contrasting groups’ standard-setting method.

Results: We developed a test with high consistent reliability (Alpha = .81), 95% CI [.69, .89]. In both cases, the performers’ level was consistent, fitting others at the same level of experience (intraclass correlation \( r_{35} = .81 \), \( p < .001 \)). A pass/fail score of 48/50 points was established based on the mean test score of novice and experienced physicians.

Conclusions: We developed a standardised virtual-reality simulation-based test of echocardiography skills with the ability to distinguish between participants with different levels of transthoracic echocardiography experience. This test could direct a mastery learning training program where trainees practice until they reach the pre-defined level and secure a higher level of competency to ensure quality and safety for patients.
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Introduction

Transthoracic echocardiography (TTE) is a commonly used first-line diagnostic tool in modern cardiological clinical practice.1 It provides a low-risk and low-cost examination opportunity to detect thromboses, regional wall motion abnormalities, aorta dissections, pericardial tamponade, valve diseases and other pathological findings.1,2 TTE has a wide clinical application, but it is user-dependent because the physician must be able to perform the examination, consider tentative diagnoses and put findings in the context of the clinical presentation of the patient.1 A high level of cognitive and technical skills is needed to perform a reliable TTE, meaning a standardised training program is essential to ensure quality and safety for patients.1,3 Traditionally, competencies in TTE are developed through rotations and fellowship experience consisting of direct observations of colleagues performing TTEs, medical interviews and courses with exams. This approach to longitudinal clinical experience is a less effective way to help medical learners achieve key competencies compared to contemporary educational technologies such as competency-based education.3 Because it might be difficult for trainees and departments to prioritise time for education and evaluation, simulation-based training is a beneficial alternative.3 Virtual reality (VR) simulation can improve education and transfer skills effectively to clinical performance in other procedures such as laparoscopic cholecystectomy.6,7 Currently, the evidence on the transfer of VR ultrasound
skills to clinical performance is limited. Increasing difficulty, high-risk cases and exposure to rare cases can be performed without compromising the safety and discomfort of patients. Additionally, VR simulation reduces the time that an expert’s supervision is needed by providing automatic feedback based on a trainee’s score.5,6 The test ensures that every trainee reaches the same level of competency, regardless of their learning pace, by securing clear objectives for trainees assessed by fixed standards and measurements.6,8 A good test is a prerequisite for any mastery learning program where it directs the training and ensures final competencies. However, validity evidence must be gathered before integrating the test into a fixed program.11 To our knowledge, no study has previously gathered evidence for a simulation-based test to assess basic competencies in TTE. This study aimed to develop and gather the validity evidence for a simulation-based assessment tool in TTE and establish a credible pass/fail score.

Methods

Setting
This study took place at the Simulation Center (SimC) at Odense University Hospital, Region of Southern Denmark, and the Department of Anesthesiology and Intensive Care at Odense University Hospital, Søndborg, Denmark. Data were collected from December 2019 to April 2020. In both departments, the same simulator was installed in a separate room to minimise the risk of disturbances.

Validity evidence
The principles and framework of Messick were used to gather the validity evidence for the test, including five sources of evidence: content, response process, internal structure, relationship to other variables, and consequences.11-13 Table 1 shows the sources, how they are accommodated and descriptive statistics.

| Source              | Description                                                                 | Plan          | Analysis                                |
|---------------------|------------------------------------------------------------------------------|---------------|-----------------------------------------|
| Content             | Ensure that the test content reflects what it is intended to measure          | Expert determi-
|                     |                                                                               | nation in conjunc-
|                     |                                                                               | tion with interna-
|                     |                                                                               | tional guidelines |
| Response process    | Ensure uniformity and control of the response process and minimise assessment bias | Standardise written informa-
|                     |                                                                               | tion and answer sheet, same instructor for all comple-
|                     |                                                                               | tions            |
| Internal structure  | Relationship among data items within the instrument and underlying construct | Calculate intern-
|                     |                                                                               | al consistency reliability |
|                     |                                                                               | Cronebach’s α and intraclass correlation coefficient (ICC) |
| Relationship to other variables | Extent to which assessment results relate to other variables | Compare the scores between the groups (novices, intermediates, experienced) | ANOVA with Bonferroni correction |
| Consequences        | Evidence pertaining to intended and unintended consequences of passing and failing | Establish a pass/fail score and explore consequences of this score in terms of false-positives and false-negatives | Contrasting-groups method |

Participants
Physicians were invited to participate in the study either by email or verbally and received written and verbal information regarding the study. Acceptance of the use of data was a term for participation.

We aimed to include a minimum of 10 participants in each group to meet the assumption of normally distributed data in medical education research.14

Participants were divided into three groups based on their experience with TTE. All participants were physicians from hospitals in the Region of Southern Denmark. The novice group included physicians with a maximum of 19 self-performed TTEs. The intermediate group was physicians who had performed 20–200 TTEs, and the experienced group was physicians who had performed more than 1000 TTEs. An anonymous study ID was given to each participant. The participants received no compensation or salary.

An application for ethical approval was sent to the regional Scientific Ethics Committee in the Region of Southern
Denmark, where it was concluded that no further applications were needed. All data were entered and handled in an online database: the Research Electronic Data Capture (REDCap), hosted by the Open Patient Data Explorative Network (OPEN). Only MSN had access to the data, and all interactions in the database were logged.

Completion of the test and data collection
Validity evidence on the response process was ensured by standardising the test for all participants. Each participant was informed of the aim of the study and how the data were used, followed by an introduction to the simulator by MSN. The data collection was conducted in one session for each participant, consisting of two simulation-based cases and one anatomical test.

Following the introduction, the participant began the first case, which was not part of the test program. Case 1 did not present any pathological findings and thus showed nor-

| Group                                | n  | M   | SD  | 95% CI       |
|---------------------------------------|----|-----|-----|--------------|
| Case 5 Projections                    |    |     |     |              |
| Novices                               | 16 | 7.9 | 3.4 | [6.1, 9.7]   |
| Intermediates                         | 10 | 13.6| 4.7 | [10.2, 17]   |
| Experienced                           | 10 | 16.8| 0.4 | [16.5, 17.1] |
| Case 9 Projections                    |    |     |     |              |
| Novices                               | 16 | 7.2 | 2.9 | [5.6, 8.7]   |
| Intermediates                         | 10 | 13.1| 5.0 | [9.5, 16.7]  |
| Experienced                           | 10 | 17.0| 0.0 | [17.0, 17.0] |
| Case 5 Clinical Conclusion            |    |     |     |              |
| Novices                               | 16 | 1.3 | 0.7 | [0.9, 1.6]   |
| Intermediates                         | 10 | 1.5 | 0.7 | [1.0, 2.0]   |
| Experienced                           | 10 | 2.0 | 0.0 | [2.0, 2.0]   |
| Case 9 Clinical Conclusion            |    |     |     |              |
| Novices                               | 16 | 0.6 | 0.6 | [0.2, 0.9]   |
| Intermediates                         | 10 | 1.3 | 0.7 | [0.8, 1.8]   |
| Experienced                           | 10 | 2.0 | 0.0 | [2.0, 2.0]   |
| Anatomy Quiz: Score                   |    |     |     |              |
| Novices                               | 16 | 8.4 | 1.9 | [7.4, 9.4]   |
| Intermediates                         | 10 | 10.0| 2.9 | [7.9, 12.1]  |
| Experienced                           | 10 | 11.9| 0.3 | [11.7, 12.1] |

Statistical analysis
The projections were continuously evaluated by JHC and MSN, attaining a score of either correct or incorrect. The scores were noted by MSN. The cumulative maximum score of the test was 50 points, with 1 available point for each correct projection, EF, diagnosis and anatomical structure.

Results
Thirty-six participants were included in the study: 16 novices, consisting of 14 anaesthesiologists (88%), one physician with a speciality in acute medicine (6%) and one cardiologist (6%); 10 intermediates, including six anaesthesiologists (60%) and four cardiologists (40%); 10 experienced physicians, including nine cardiologists (90%) and one anaesthesiologist (10%).

Internal structure
The internal consistency reliability of case 5 showed an Alpha = 0.93; 95%CI [0.89, 0.96]. The same internal consistency reliability was reached for case 9 (Alpha = 0.93; 95%CI [0.90, 0.96]). An even higher Cronbach’s alpha was retrieved when the contrasting groups’ standard method, and the consequences in terms of false positives and false negatives were explored. Statistical analyses were performed using SPSS. All statistics were considered at a significance level of 5%.
The ICC for every projection in a single case was $r_{(35)} = .95, p <.001$. The ICC on all parameters for both cases was $r_{(35)} = .81; 95\% CI [.69, .89], p < .001$, which shows a relatively high consistency of the performer. The ICC for every projection in both cases calculated together was $r_{(35)} = .97; 95\% CI [.95, .99], p < .001$ which is an expression of how consistent the participant is. Therefore, the risk of a performer achieving a high score through luck is very low. The lowest internal consistency reliability was seen in the anatomy quiz (Alpha = .81; 95\%CI [.72, .90]). For the complete test content, including projections, estimated EF, diagnoses for both cases and score consistency reliability was seen in the anatomy quiz (Alpha = .81; 95\%CI [.69, .89]).

The mean scores of each case are presented in Table 2. The mean score for novices was 7.9 points (SD = 3.4) for projections in case 5, 1.3 points (SD = 0.7) for case 5 conclusions, 7.2 points (SD = 2.4) for case 9 projections, 0.6 points (SD = 0.6) for case 9 conclusions, and 8.4 points (SD = 1.9) for the test in anatomical structures.

The group of intermediate physicians scored a mean of 13.6 points (SD = 4.7) for projections in case 5, 1.5 points (SD = 0.7) for conclusions on case 5, 13.1 points (SD = 5.0) for case 9 projections, 1.3 points (SD = 0.7) for case 9 conclusions and 10.00 points (SD = 2.9) in the anatomical structures.

The mean score for experienced physicians was 16.8 points (SD = 0.4) in case 5 projections, 2.0 points (SD = 0.0) for case 5 conclusion, 17.0 points (SD = 0.0) for case 9 projections, 2.00 points (SD = 0.0) for case 9 conclusions, and 11.9 points (SD = 0.3) for anatomical structures.

The Bonferroni post hoc test proved a difference between novice and experienced physicians on all parameters (Table 3). A significant difference between the novice and intermediate groups was observed on the parameters, except for the case 5 conclusion and the test in anatomical structures (Table 3).

### Consequences

Using the standard-setting method of the contrasting groups, a pass/fail standard score of 48, 95\% CI [46.6, 48.6] was established based on the mean test score of novice and experienced physicians. As a result, all experienced physicians and two intermediate physicians managed to pass the test. However, none of the novices passed. No false negatives or false positives occurred.

### Discussion

This study provided evidence of the validity of a simulation-based test as an assessment tool to ensure basic competency in TTE. Using only one case, this can be assessed reliably and validly to conclude participants’ skill levels. The test could differentiate between novice and experienced physicians on all parameters. To our knowledge, no studies have gathered the validity evidence for a simulation-based test to ensure basic competencies in TTE.

As described by Messick, validity refers to the value and worth of an assessment tool or task, and validation refers to the gathering of data and the analysis of evidence to assess validity. As shown in Table 1, Messick presented five sources of evidence.

To accommodate validity concerning the content, the development of curriculum and cases were provided under management by an expert in TTE, who also had years of experience teaching TTE. The content contained common ultrasound findings in patients with heart diseases. The chosen setup and curriculum were believed to be representative of the content in question. A limitation of this study was the relatively few experts on the panel. A possible solution to increase the content validity would be using a Delphi-method survey with more panel experts. This method has been used in similar studies and creates a wide agreement between experts regarding content.

To ensure validity evidence for the response process, all participants were introduced to the project and simulator from the same guideline. This created an environment and a setting where standardisation was in focus. The instructor observed the participants during the test, making sure no data went missing. However, they were not allowed to interact during the test, to prevent and minimise potential bias between the instructor and the participant, which could affect the data.

According to Downing and Yudkowsky, the internal consistency of our test is high (Alpha = .88; 95\% CI [.80, .94]). A reliability of alpha = .80 is expected for moderate-
stake assessment. However, most educational measurement professionals suggest a reliability coefficient of at least alpha = .90 for high-stakes assessments, such as certification examinations in medicine.6 Only comparing the projections showed Alpha = .97, 95% CI [.95, .99]. This indicates that the test included a high amount of strength and reliability. This test was intended as an approach for mastery learning, which allows the trainee to repeat training until they consider themselves at an adequate level of competency.

A significant difference existed between novice and experienced physicians (Table 3). As predicted, the mean score increased in relation to the level of experience, but an increase in consistency, as well as a decrease in variance, was observed. A limitation in this context is that no clear definition of experience in validation studies was found in the literature. This could have led to selection bias because the participant’s estimate of the number of performed TTEs might be inaccurate. Additionally, the competence quality is not guaranteed to correlate with the number of performed TTEs.

Overall, the study showed that the experienced group constantly performed well and with minimal variation between participants in the group. This was expected because it correlates with the three-step model for acquiring motor skills, as presented by Fitts and Posner.15 Fitts and Posner presented three sequential stages of learning, where movement eventually becomes automatic as competency is gathered. In the first stage, the cognitive stage, individuals use their working memory and declarative knowledge. This was confirmed by observing the participants in the novice group. In general, they used more time and often struggled with finding the correct projections. The second stage is called the associative stage. It is characterised by a decrease in the dependence on working memory and results in a more fluent movement. The last stage is autonomous and requires minimal cognitive effort as the movement becomes an automated routine, which creates a greater ability to detect errors, along with better decision-making and improved anticipation, the sum of which is minimal variations and errors.18-20

Our observations of the experienced physicians and their scores and test times showed that they had all reached the last learning phase. The time a trainee spends in each stage depends on their level of skills, knowledge and behaviours. Supporting each learning pace with no time restraint is essential in the educational setup because it allows trainees with different learning paces to reach the same skill levels.17

Ultrasound is a clinical tool that, in the last decade, has proven increasingly useful in a wide range of specialties. Improved performance in diagnostic ultrasound scanning is found when learning by simulation-based mastery training.21 Studies show the efficacy of mastery learning programs when gaining skills in ultrasound, as well as the ability to differentiate between competency levels of ultrasound examiners.22,23 Multiple ultrasound simulation-based tests with established evidence of validity are included in the certification of physicians in a broad range of specialties. An example is the European Respiratory Society, which requires all trainees to pass a simulation-based test before moving to the next step in their standardised training and certification program for an endobronchial ultrasound.24-27 This approach is recommended in the international guidelines.28

In cardiology

Studies suggest that competencies in the simulation of cardiology procedures can translate to the operator’s skills in clinical practice because more experienced clinicians perform better in a simulation.29,30 The role of TTE simulation in training clinicians has proven useful in a few studies, but to the best of our knowledge, no assessment tool has been developed yet. Simulation-based TTE training has proven more efficient than traditional didactic methods (lectures and videos) for teaching basic TTE skills to anaesthesiology residents.31 TTE simulation has also proven useful in the training of sonographers when participants develop image acquisition skills.32 This study differs from other studies because the focus is on developing an assessment tool as well as gathering competencies in TTE. We focused on reaching a specific level, using mastery learning, and not proving the usefulness of simulation-based training because the evidence is already clear regarding this. The same approach to developing competencies is likewise used in other ultrasound procedures.20-22

TTE is another diagnostic procedure in the cardiological speciality where operator skills are essential. TTE is well-studied in terms of simulation-based training compared to TTE. Simulation-based learning in TEE has proved significantly better compared to e-learning and hands-on training, and novice operators acquire TEE views faster and with better quality after TEE simulator-based training, in comparison to lecture-based training.33-36 These studies are limited to showing that simulation training improves skills in a simulation setting.33-36 However, other studies have managed to show that simulation-based TEE training can improve competencies in a clinical setting.37-39 In comparison to TTE, TEE has a validated simulation-based test for assessing key competencies.39 This raises considerations regarding the possibility of implementing TTE simulation-based tests and training equally to TEE.

Simulation-based training and assessment provide the possibility of training without risk, discomfort or unnecessary time consumption for patients. By gathering competencies in TTE, we provided the opportunity to gain a basic skill level before approaching the clinic. More studies are desired to determine the performance and learning curves of novices with TTE. Even though we managed to include more than 10 participants in each group, the generalisability would improve if the study groups were larger and included international participants. A study in a clinical setting with a focus on competence development is also needed. This could include an assessment of diagnostic decision-making and how to handle the ultrasound device, together with further
diagnostics and treatment of clinical findings. This test fo-
cused on scanning and identifying pathological findings. 
Other factors are important to gain an optimal examination 
of the patient, such as patient communication. A limitation 
of this test is that it does not consider differential diagnostic 
skills or related clinical knowledge. Importantly, initial clini-
cal supervision is still needed after completing a simulation-
Based mastery program.

**Conclusions**

This newly developed VR simulation-based test for assessing 
skills in TTE showed good reliability and could discriminate 
between participants with different levels of TTE experience. 
The established pass/fail standard resulted in zero false neg-
atives or false positives. This standardised test could act as an 
important prerequisite in a mastery learning training pro-
gram and as a supplement to clinical learning, securing 
higher quality and improved skills for physicians before clini-
cal decisions are made based on TTE. This study also leads 
the way for further studies determining the performance and 
learning curves of novices in TTE.
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