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Abstract Let $\Omega \subseteq \mathbb{R}^N$ a bounded open set, $N \geq 2$, and let $p > 1$; we prove existence of a renormalized solution for parabolic problems whose model is

$$
\begin{aligned}
&u_t - \Delta_p u = \mu \quad \text{in } (0,T) \times \Omega, \\
u(0,x) = u_0 \quad \text{in } \Omega, \\
u(t,x) = 0 \quad \text{on } (0,T) \times \partial \Omega,
\end{aligned}
$$

where $T > 0$ is any positive constant, $\mu \in M(Q)$ is a any measure with bounded variation over $Q = (0,T) \times \Omega$, and $u_0 \in L^1(\Omega)$, and $-\Delta_p u = -\text{div}(|\nabla u|^{p-2}\nabla u)$ is the usual $p$-laplacian.

Keywords Nonlinear parabolic equations · parabolic capacity · measure data

Mathematics Subject Classification (2000) 35K55 · 35D05 · 35D10 · 35R05

Contents

1 Introduction ................................................................. 1
2 About capacity ............................................................ 3
3 General assumptions ..................................................... 4
4 Definition of renormalized solution and main result ................ 5
5 $\text{cap}_p$-quasi continuous representative of a renormalized solution .............................................. 7
6 Approximating measures; basic estimates and compactness ..... 13
7 Strong convergence of truncates ....................................... 17
8 Existence of a renormalized solution ................................. 35
9 A partial uniqueness result and inverse maximum principle ...... 38

Francesco Petitta
Dipartimento di Matematica,
Università La Sapienza, Piazzale A. Moro 2, 00185, Roma, Italy
E-mail: petitta@mat.uniroma1.it
1 Introduction

Let $\Omega$ be a bounded, open subset of $\mathbb{R}^N$, $T$ a positive number and $Q = (0, T) \times \Omega$. We will deal with parabolic initial boundary value problems

\[
\begin{cases}
    u_t + A(u) = \mu & \text{in } (0, T) \times \Omega, \\
    u = 0 & \text{on } (0, T) \times \partial\Omega, \\
    u(0) = u_0 & \text{in } \Omega,
\end{cases}
\]

where $A$ is a nonlinear monotone and coercive operator in divergence form which acts from the $L^p(0, T; W^{1,p}_0(\Omega))$ into its dual $L^{p'}(0, T; W^{-1,p'}(\Omega))$, $\mu$ is measure on $Q$ with bounded total variation, and $u_0 \in L^1(\Omega)$.

As a model example, problem (1.1) includes the $p$-Laplace evolution equation:

\[
\begin{cases}
    u_t - \text{div}(|\nabla u|^{p-2}\nabla u) = \mu & \text{in } (0, T) \times \Omega, \\
    u = 0 & \text{on } (0, T) \times \partial\Omega, \\
    u(0) = u_0 & \text{in } \Omega.
\end{cases}
\]

As we said before, we are interested in the study of problem (1.1) with a general Radon measure $\mu$ with bounded total variation on $Q$, and initial datum $u_0 \in L^1(\Omega)$ as data. Under our assumptions, if $\mu \in L^{p'}(Q)$ and $u_0 \in L^2(\Omega)$, then problem (1.1) turns out to have a unique solution $u \in C(0, T; L^2(\Omega))$ in the weak sense (see [17]).

Under the general assumption that $\mu$ and $u_0$ are bounded measures, the existence of a distributional solution was proved in [3], by approximating (1.1) with problems having regular data and using compactness arguments. But, due to the lack of regularity of the solutions, the distributional formulation is not strong enough to provide uniqueness, as it can be proved by adapting to the parabolic case the counterexample of J. Serrin for the stationary problem (see [23], and refinements in [21]).

In the case of linear operators the lack of uniqueness can be overcome by defining the solution in a duality sense, and then adapting the techniques of the stationary case introduced in [24] (see also [18]).

However, for nonlinear operators a new concept of solution was necessary to get a well–posed problem. In case of problem (1.1) with $\mu \in L^1(Q)$, this was done independently in [5] and in [22] (see also [1]), where the notions of renormalized solution, and of entropy solution, were respectively introduced. Both these approaches allow to obtain existence and uniqueness of solutions if $\mu \in L^1(Q)$ and $u_0 \in L^1(\Omega)$. Unfortunately, these definitions do not extend directly to the case of a general, possibly singular, measure $\mu$.

In [11] the authors extend the result of existence and uniqueness to a larger class of measures which includes the $L^1$ case. Precisely, they prove (in the framework of renormalized solutions) that problem (1.1) has a unique solution for every $u_0 \in L^1(\Omega)$ and for every measure $\mu$ which does not charge the sets of null parabolic $p$-capacity (see Section 2 for the definition).

The importance of the measures not charging sets of null $p$-capacity was first observed in the stationary case in [4].

In order to use a similar approach in the evolution case, the theory of $p$-capacity related to the parabolic operator $u_t + A(u)$ has been developed [11], where the authors also investigated the relationships between time–space dependent measures and capacity.

Thanks to a decomposition result proved in [11] (see Theorem 1 below), if $\mu$ is absolutely continuous with respect to the $p$-capacity (these are usually called soft measures) one can still set problem (1.1) in the framework of renormalized solutions; as in the elliptic case, the idea formally consists in the use of test functions which depend on the solution itself. Thus, the definition of renormalized solution of
problem (1.1) can be extended to the case of general measure \( \mu \) by adapting the idea of [9] for the elliptic case.

Notice that the notion of renormalized solution and entropy solution for parabolic problem (1.1) turn out to be equivalent as proved in [12]; here we extend the notion of renormalized solution for general measure data \( \mu \) and so, thanks to this result, this notion will turn out to be coherent with all definitions of solution given before for problem (1.1).

The plan of the paper is as follows. We first introduce some basic knowledge on parabolic \( p \)-capacity and our main assumptions on the operator we deal with (Section 2 and Section 3). Then, in Section 4, we give the definition of renormalized solution for problem (1.1), deriving a useful estimate enjoyed by any renormalized solution, and we state our main result on the existence of such a solution; in Section 5 we prove that any renormalized solution of problem (1.1) (actually a regular translation of it), with possibly singular datum \( \mu \), admits a \( \text{cap}_p \)-quasi continuous representative defined \( \text{cap}_p \)-quasi everywhere.

In Section 6 will see how the definition of renormalized solution does not depend on the decomposition (not uniquely determined) of the regular part of \( \mu \) we mentioned above and to the statement of standard approximation argument we will use later, while Section 7 will be devoted to the proof of a key result, namely the strong convergence of the truncates of the approximating sequence in the energy space \( L^p(0,T; W_0^{1,p}(\Omega)) \).

In Section 8, using the above result, we prove that there exists a renormalized solution of problem (1.1), and, finally, in Section 9 we deal with a partial uniqueness result (essentially for the linear case) and we state, as an easy consequence of the definition of renormalized solution, a sort of inverse maximum principle for general parabolic operators.

2 About capacity

We recall the notion of parabolic \( p \)-capacity associated to our problem (for further details see for instance [19], [11]).

**Definition 1** Let \( Q = Q_T = (0,T) \times \Omega \) for any fixed \( T > 0 \), and let us call \( V = W_0^{1,p}(\Omega) \cap L^2(\Omega) \) endowed with its natural norm \( \| \cdot \|_{W_0^{1,p}(\Omega)} + \| \cdot \|_{L^2(\Omega)} \) and
\[
W = \left\{ u \in L^p(0,T; V), \ u_t \in L^p(0,T; V') \right\},
\]
endowed with its natural norm \( \| u \|_W = \| u \|_{L^p(0,T; V)} + \| u_t \|_{L^p(0,T; V')} \). So, if \( U \subseteq Q \) is an open set, we define the parabolic \( p \)-capacity of \( U \) as
\[
\text{cap}_p(U) = \inf \{ \| u \|_W : u \in W, u \geq \chi_U \text{ a.e. in } Q \},
\]
where as usual we set \( \inf \emptyset = +\infty \). For any Borel set \( B \subseteq Q \) we then define
\[
\text{cap}_p(B) = \inf \{ \text{cap}_p(U), U \text{ open set of } Q, B \subseteq U \}.
\]

Let us denote with \( M(Q) \) the set of all Radon measures with bounded variation on \( Q \), while \( M_0(Q) \) will denote the set of all measures with bounded variation over \( Q \) that do not charge the sets of zero \( p \)-capacity, that is if \( \mu \in M_0(Q) \), then \( \mu(E) = 0 \), for all \( E \subset Q \) such that \( \text{cap}_p(E) = 0 \).
Remark 1 In [11] the authors give another notion of parabolic capacity, equivalent to the one given here as far as sets of zero capacity are concerned; this different notion is defined on compact sets by minimizing the same energy over all smooth functions greater than the characteristic function of the set and then extended to Borel sets as usual. Therefore, thanks to this approach, we can also define this notion of parabolic capacity of a Borel set with respect to any open subset \( U \) of \( Q \) and this will turn out to be very useful in what follows (see for instance Lemma 4 below).

In [11] the authors also proved the following decomposition theorem:

**Theorem 1** Let \( \mu \) be a bounded measure on \( Q \). If \( \mu \in M_0(Q) \) then there exist \( h \in L^p(0,T;W^{-1,p'}(\Omega)) \), \( g \in L^p(0,T;W^{1,p}_0(\Omega) \cap L^2(\Omega)) \) and \( f \in L^1(Q) \), such that

\[
\int_Q \varphi \, d\mu = \int_0^T \langle h, \varphi \rangle \, dt - \int_0^T \langle \varphi_t, g \rangle \, dt + \int_Q f \varphi \, dx dt,
\]

for any \( \varphi \in C_0^\infty([0,T] \times \Omega) \), where \( \langle \cdot, \cdot \rangle \) denotes the duality between \( V' \) and \( V \).

**Proof** See [11], Theorem 1.1.

So, if \( \mu \) is in \( M(Q) \), thanks to a well known decomposition result (see for instance [14]), we can split it into a sum (uniquely determined) of its absolutely continuous part \( \mu_0 \) with respect to \( p \)-capacity and its singular part \( \mu_s \), that is \( \mu_s \) is concentrated on a set \( E \) (\( \mu_s = \mu \mid E \)) of zero \( p \)-capacity; we will say that \( \mu_s \perp \text{cap}_p \). Hence, if \( \mu \in M(Q) \), by Theorem 1, we have

\[
\mu = f - \text{div}(G) + g_t + \mu_s^+ - \mu_s^-,
\]

in the sense of distributions, for some \( f \in L^1(Q) \), \( G \in (L^p(Q))^N \), \( g \in L^p(0,T;W^{1,p}_0(\Omega)) \), where \( \mu_s^+ \) and \( \mu_s^- \) are respectively the positive and the negative part of \( \mu_s \); note that the decomposition of the absolutely continuous part of \( \mu \) in Theorem 1 is not uniquely determined.

Moreover, letting

\[
W_1 = \{ u \in L^p(0,T;W^{1,p}_0(\Omega)), \ u_t \in L^p(0,T;W^{-1,p'}(\Omega)) \},
\]

then, in our setting, any function of \( W_1 \) will admit a \( \text{cap}_p \)-quasi continuous representative (that is, it coincides \( \text{cap}_p \)-quasi everywhere with a function which is continuous everywhere but on a set of arbitrarily small capacity, see [11]).

### 3 General assumptions

Let \( a : (0,T) \times \Omega \times \mathbb{R}^N \to \mathbb{R}^N \) be a Carathéodory function (i.e. \( a(\cdot, \cdot, \xi) \) is measurable on \( Q \), \( \forall \xi \in \mathbb{R}^N \), and \( a(t, x, \cdot) \) is continuous on \( \mathbb{R}^N \) for a.e. \( (t, x) \in Q \)) such that the following holds:

\[
a(t, x, \xi) \cdot \xi \geq \alpha |\xi|^p,
\]

\[
|a(t, x, \xi)| \leq \beta |b(t, x) + |\xi|^{p-1}|,
\]

\[
(a(t, x, \xi) - a(t, x, \eta)) \cdot (\xi - \eta) > 0,
\]

where \( \alpha, \beta > 0 \).
for almost every \((t, x) \in Q\), for all \(\xi, \eta \in \mathbb{R}^N\) with \(\xi \neq \eta\), where \(p > 1\), \(\alpha, \beta\) are positive constants and \(b\) is a nonnegative function in \(L^p(Q)\). For every \(u \in L^p(0, T; W_0^{1,p}(\Omega))\), let us define the differential operator

\[
A(u) = -\text{div}(a(t, x, \nabla u)),
\]

that, thanks to the assumption on \(a\), turns out to be a coercive, monotone operator acting from \(L^p(0, T; W_0^{1,p}(\Omega))\) into its dual \(L^p(0, T; W^{-1,p'}(\Omega))\). We shall deal with solutions of the initial boundary value problem

\[
\begin{cases}
    u_t + A(u) = \mu & \text{in } (0, T) \times \Omega \\
    u = 0 & \text{on } (0, T) \times \partial \Omega \\
    u(0) = u_0 & \text{in } \Omega, ,
\end{cases}
\tag{3.4}
\]

where \(\mu\) is a measure with bounded variation over \(Q\), and \(u_0 \in L^1(\Omega)\).

For the sake of exposition we will make a further assumption on the range of \(p\): we assume \(p > \frac{2N+1}{N+1}\) that is a standard assumption that gives good compactness results and we will assume it throughout the paper. Let us observe that, in this setting, the spaces \(W\) and \(W_1\) turn out to coincide.

**Remark 2** As we said before, if \(\mu \in L^p(Q)\), and \(u_0 \in L^2(\Omega)\), it is well known that problem (3.4) has a unique solution \(u \in W\) in the variational sense, that is

\[
-\int_\Omega u_0 \varphi(0) \, dx - \int_0^T \langle \varphi_t, u \rangle \, dt + \int_Q a(t, x, \nabla u) \cdot \nabla \varphi \, dx dt = \int_0^T \langle f, \varphi \rangle_{W^{-1,p'}(\Omega), W_0^{1,p}(\Omega)} \, dt,
\]

for all \(\varphi \in W\) such that \(\varphi(T) = 0\) (see [17], and [11]); notice that \(W\) continuously injects in \(C([0, T]; L^2(\Omega))\), and the initial datum is achieved in this sense.

In [2] (for more details see also [4]) the concept of entropy solution of the elliptic boundary value problem associated to (3.4) was introduced for a measure \(\mu \in M_0(\Omega)\), that is a measure with bounded variation over \(\Omega\) which does not charge the sets of zero elliptic \(p\)-capacity (for definition and basic properties see for instance [15]); an analogous definition was given for the parabolic problem in [22]. The entropy solution \(u\) of the problem (3.4) exists and is unique as shown in [22] for \(\mu \in L^1(Q)\), result then improved for more general measure data: more precisely, for \(\mu \in M_0(Q)\) (see for instance [20] and [11] in which the result is proved via the notion of renormalized solution that turns out to be equivalent to the one of entropy solution with this kind of data as proved in [12]). Moreover, the solution is such that \(|a(t, x, \nabla u)| \in L^q(Q)\) for all \(q < 1 + \frac{1}{(N+1)(p-1)}\), even if its gradient may not belong to any Lebesgue space. Our purpose is to extend all these definitions to general measure data.

Finally, let us state the following result that will be very useful in the sequel; its proof relies on an easy application of Egorov theorem.

**Proposition 1** Let \(\rho_\varepsilon\) be a sequence of \(L^1(Q)\) functions that converges to \(\rho\) weakly in \(L^1(Q)\), and let \(\sigma_\varepsilon\) be a sequence of functions in \(L^\infty(Q)\) that is bounded in \(L^\infty(Q)\) and converges to \(\sigma\) almost everywhere on \(Q\). Then

\[
\lim_{\varepsilon \to 0} \int_Q \rho_\varepsilon \sigma_\varepsilon \, dx dt = \int_Q \rho \sigma \, dx dt.
\]
4 Definition of renormalized solution and main result

Here we give the definition of renormalized solution following the idea of [6]. Let \( T_k(s) \) be the truncation at levels \( \pm k \), that is \( T_k(s) = \max(-k, \min(k, s)) \), for any \( k > 0 \);

\[
T_k(s) = \begin{cases} 
  k & \text{if } s < -k \\
  s & \text{if } -k \leq s \leq k \\
  -k & \text{if } s > k 
\end{cases}
\]

To simplify notation, let us also define in what follows \( v = u - g \), where \( u \) is the solution, \( g \) is the time-derivative part of \( \mu_0 \), and \( \mu_0 = \mu - g_t - \mu_s = f - \text{div}(G) \); moreover we will write

\[
\int_Q w \, d\mu_0 \quad \text{meaning} \quad \int_Q fw \, dxdt + \int_Q G \cdot \nabla w \, dxdt,
\]

for every \( w \in L^p(0,T;W^{1,p}(\Omega)) \cap L^\infty(Q) \).

**Definition 2** Assume (3.1)–(3.3), let \( \mu \in M(Q) \), and \( u_0 \in L^1(\Omega) \). A measurable function \( u \) is a renormalized solution of problem (3.4) if there exists a decomposition \( (f,G,g) \) of \( \mu_0 \) such that \( v \in L^p(0,T;W^{1,p}(\Omega)) \cap L^\infty(0,T;L^1(\Omega)) \) for every \( q < p - \frac{N}{N+1} \), \( T_k(v) \in L^p(0,T;W^{1,p}(\Omega)) \) for every \( k > 0 \), and for every \( S \in W^{2,\infty}(\mathbb{R}) \) such that \( S' \) has compact support on \( \mathbb{R} \) and \( S(0) = 0 \), we have

\[
\begin{align*}
-\int_{\Omega} S(u_0) &\psi(0) \, dx - \int_0^T \langle \varphi_t, S(v) \rangle \, dt + \int_Q S'(v) a(t,x,\nabla u) \cdot \nabla \psi \, dxdt \\
+ \int_Q S''(v) a(t,x,\nabla u) \cdot \nabla \varphi \, dxdt &= \int_Q S'(v) \varphi \, d\mu_0,
\end{align*}
\]

for every \( \varphi \in L^p(0,T;W^{1,p}(\Omega)) \cap L^\infty(Q) \), such that \( \varphi_1 \in L^{p'}(0,T;W^{-1,p'}(\Omega)) \), and \( \varphi(T,x) = 0 \). Moreover, for every \( \psi \in C(\overline{Q}) \) we have

\[
\lim_{n \to +\infty} \frac{1}{n} \int_{\{n \leq v < 2n\}} a(t,x,\nabla u) \cdot \nabla \psi \, dxdt = \int_Q \psi \, d\mu_u^+ 
\]

and

\[
\lim_{n \to +\infty} \frac{1}{n} \int_{\{-2n < v \leq -n\}} a(t,x,\nabla u) \cdot \nabla \psi \, dxdt = \int_Q \psi \, d\mu_u^-.
\]

**Remark 3** First of all, notice that, thanks to our regularity assumptions and the choice of \( S \), all terms in (4.1), (4.2), and (4.3) are well defined; in what follows we will often make a little abuse of notation referring to \( v \) as a renormalized solution of problem (3.4). Observe that, the condition \( \varphi(T) = 0 \) is well defined in the sense of \( L^2(\Omega) \) thanks to the standard trace result mentioned above.

Also, observe that (4.1) implies that equation

\[
S(v)_t - \text{div}(a(t,x,\nabla u)S'(v)) + S''(v) a(t,x,\nabla u) \cdot \nabla v = S'(v) f + G \cdot S''(v) \nabla v - \text{div}(GS'(v))
\]

is satisfied in the sense of distributions. Since \( S(v)_t \in L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(\Omega) \), we can use in (4.4) not only functions in \( C_0^\infty(\Omega) \) but also in \( L^{p'}(0,T;W^{1,p'}(\Omega)) \cap L^\infty(Q) \). Let us also observe that,
since for such $S$ we have $S(v) = S(T_M(v)) \in L^p(0,T;W^{1,p}_0(\Omega))$ (if $\text{supp}(S') \subset [-M,M]$) and $S(v)_t \in L^p(0,T;W^{-1,p'}(\Omega)) + L^1(Q)$ then $S(v) \in C([0,T];L^1(\Omega))$ (see [20]). Hence, one can say that the initial datum is achieved in a weak sense, that is $S(v)(0) = S(u_0)$ in $L^1(\Omega)$ for every $S$ as in Definition 2 (see [11] for more details).

Finally, we want to stress that Definition 2 actually extends all the notions of solutions studied up to now and, in particular, if $\mu \in M_0(Q)$ it turns out to coincide with the notion of entropy solution as shown in [12]; notice that, in this case, entropy and renormalized solutions turn out to be unique.

Let us first show the following interesting property of renormalized solutions; throughout the paper $C$ will indicate any positive constant whose value may change from line to line.

**Proposition 2** Let $v = u - g$ be a renormalized solution of problem (3.4). Then, for every $k > 0$, we have

$$
\int_Q |\nabla T_k(v)|^p \, dxdt \leq \tilde{C}(k+1), \tag{4.5}
$$

where $\tilde{C}$ is a positive constant not depending on $k$.

**Proof** Obviously it is enough to prove (4.5) for $k$ large enough. First of all observe that, thanks to (3.1), (4.2) and (4.3), using Young’s inequality one can easily show that there exists a positive constant $M$ such that

$$
\frac{1}{n} \int_{\{n \leq |v| < 2n\}} |\nabla u|^p dxdt \leq M. \tag{4.6}
$$

On the other hand, using the definition of $v$, we have

$$
\int_Q |\nabla T_k(v)|^p \, dxdt \leq C \int_{\{|v| < k\}} |\nabla u|^p dxdt + C. \tag{4.7}
$$

Hence, we have to control the first term on the right hand side of (4.7); using (4.6), we have

$$
\int_{\{|v| < k\}} |\nabla u|^p dxdt \leq \sum_{n=0}^{[\log_2 k]} \int_{\{2^n \leq |v| < 2^{n+1}\}} |\nabla u|^p dxdt + \int_{\{0 \leq |v| < 1\}} |\nabla u|^p dxdt
$$

$$
\leq M \sum_{n=0}^{[\log_2 k]} 2^n + C = M(2^{[\log_2 k]} + 1) + C \leq C(k+1),
$$

that, together with (4.7) yields (4.5).

The main result of this paper is the following one:

**Theorem 2** Assume (3.1)–(3.3), let $\mu \in M(Q)$ and $u_0 \in L^1(\Omega)$. Then there exists a renormalized solution of problem (3.4).
5 cap\(_p\)-quasi continuous representative of a renormalized solution

Now we prove some essential properties of renormalized solutions; in particular we shall prove that a renormalized solution (actually the *regular translation* of it, \(v\)) is finite cap\(_p\)-quasi everywhere and admits a cap\(_p\)-quasi continuous representative (which will be always referred to). To this aim we introduce the following function:

\[
H_n(s) = \begin{cases} 
1 & \text{if } |s| \leq n, \\
\frac{2n-s}{n} & \text{if } n < s \leq 2n, \\
\frac{2n+s}{n} & \text{if } -2n < s \leq -n, \\
0 & \text{if } |s| > 2n.
\end{cases}
\] (5.1)

Let us also introduce another auxiliary function that we will often use in the following; this function can be introduced in terms of \(H_n(s)\):

\[
B_n(s) = 1 - H_n(s).
\] (5.2)

We will also use the following notation: if \(F\) is a function of one real variable, then \(\mathcal{F}\) will denote its primitive function, that is \(\mathcal{F}(s) = \int_0^s F(r) \, dr\); we define the space \(\mathcal{S}\)

\[
\mathcal{S} = \{u \in L^p(0,T; W^{1,p}_0(\Omega)) \cap L^p(0,T; W^{-1,p'}(\Omega)) + L^1(\Omega))\},
\] (5.3)
endowed with its natural norm \( \|u\|_S = \|u\|_{L^p(0,T;W^{1,p}_0(\Omega))} + \|u_t\|_{L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(Q)} \), and its subspace \( W_2 \) as

\[
W_2 = \{ u \in L^p(0,T;W^{1,p}_0(\Omega)) \cap L^\infty(Q); u_t \in L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(Q) \},
\]

endowed with its natural norm

\[
\|u\|_{W_2} = \|u\|_{L^p(0,T;W^{1,p}_0(\Omega))} + \|u_t\|_{L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(Q)};
\]

for any \( p > 1 \), following the outlines of [11] let us also define \( \tilde{W} \equiv W_1 \cap L^\infty(0,T;L^2(\Omega)) \) and for all \( z \in \tilde{W} \), let us denote

\[
[z]_W = \|z\|_{L^p(0,T;W^{1,p}_0(\Omega))} + \|z_t\|_{L^{p'}(0,T;W^{-1,p'}(\Omega))} + \|z\|_{L^\infty(0,T;L^2(\Omega))}^2.
\]

In the proof of Lemma 2.17 of [11] the authors show that

**Lemma 1** If \( u \in W_2 \), then there exists \( z \in \tilde{W} \) such that \( |u| \leq z \) and

\[
[z]_W \leq C \left( \|u\|^p_{L^p(0,T;W^{1,p}_0(\Omega))} + \|u_t\|_{L^{p'}(0,T;W^{-1,p'}(\Omega))}^p + \|u\|_{L^\infty(Q)}^2 \right),
\]

where \( u^1_t \in L^{p'}(0,T;W^{-1,p'}(\Omega)) \), \( u^2_t \in L^1(Q) \) is any decomposition of \( u_t \), that is \( u_t = u^1_t + u^2_t \).

**Remark 4** Observe that \( u^1_t \) and \( u^2_t \) can be chosen such that

\[
\|u^1_t\|_{L^{p'}(0,T;W^{-1,p'}(\Omega))} + \|u^2_t\|_{L^1(Q)} \leq 2\|u_t\|_{L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(Q)},
\]

and so (5.5) easily implies

\[
[z]_W \leq C \left( \|u\|^p_{L^p(0,T;W^{1,p}_0(\Omega))} + \|u_t\|^2_{L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(Q)} + \|u\|_{L^\infty(Q)}^2 \right),
\]

that was a result of Lemma 2.17 in [11]. For the sake of simplicity let us define

\[
[u]_* = \|u\|^p_{L^p(0,T;W^{1,p}_0(\Omega))} + \|u^2_t\|^2_{L^{p'}(0,T;W^{-1,p'}(\Omega))} + \|u\|_{L^\infty(Q)}\|u^1_t\|_{L^1(Q)} + \|u\|_{L^\infty(Q)}^2.
\]

and

\[
[u]_{**} = \|u\|^p_{L^p(0,T;W^{1,p}_0(\Omega))} + \|u_t\|^2_{L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(Q)} + \|u\|_{L^\infty(Q)}\|u_t\|_{L^{p'}(0,T;W^{-1,p'}(\Omega)) + L^1(Q)} + \|u\|_{L^\infty(Q)}^2.
\]

Now our aim is to prove the following result:

**Theorem 3** Let \( u \in W_2 \); then \( u \) admits a unique capacitary quasi-continuous representative defined capacitary quasi everywhere.

To prove Theorem 3 we need first a capacitary estimate, this is the goal of next result:
Lemma 2 Let \( u \in W_2 \) be a \( \text{cap}_p \)-quasi continuous function. Then, for every \( k > 0 \),
\[
\text{cap}_p(\{|u| > k\}) \leq \frac{C}{k} \max \left( \|u\|_2^p, \|u\|_p^p \right).
\]

Proof We divide the proof in two steps.

Step 1. Let \( u \in C_0^\infty([0,T] \times \Omega) \), so that the set \( \{|u| > k\} \) is open and we can estimate its \( p \)-capacity in terms of the norm of \( W \). By Lemma 1 there exists \( z \in \tilde{W} \) such that \( |u| \leq z \) and (5.5) holds true, so, recalling that \( \tilde{W} \subseteq W \) continuously, \( \frac{z}{k} \) is a good function to test \( p \)-capacity of the set \( \{|u| > k\} \) and we can write
\[
\text{cap}_p(\{|u| > k\}) \leq \frac{\|z\|_W}{k} \leq \frac{C}{k} \|z\|_W = \frac{C}{k} \left( \|z\|_{L^p(0,T;W^{1,p}(\Omega))} \right)
\]
\[
+ \|z\|_{L^\infty(0,T;L^2(\Omega))} + \|z\|_{L^p(0,T;W^{-1,p}(\Omega))} \leq \frac{C}{k} \left( \|u\|_2^p + \|u\|_p^p \right)
\]
\[
\leq \frac{C}{k} \max \left( \|u\|_2^p, \|u\|_p^p \right),
\]
as desired. Step 2. Let \( u \in W_2 \) be \( \text{cap}_p \)-quasi continuous. Then, for every fixed \( \varepsilon > 0 \), there exists an open set \( A_\varepsilon \) such that \( \text{cap}_p(A_\varepsilon) \leq \varepsilon \) and \( u_{|Q \setminus A_\varepsilon} \) is continuous. Hence, the set \( \{|u|_{Q \setminus A_\varepsilon} > k\} \cap (Q \setminus A_\varepsilon) \) is open in \( Q \setminus A_\varepsilon \), that is there exists an open set \( U \subseteq \mathbb{R}^{N+1} \) such that
\[
\{|u|_{Q \setminus A_\varepsilon} > k\} \cap (Q \setminus A_\varepsilon) = U \cap (Q \setminus A_\varepsilon).
\]
Therefore, the set
\[
\{|u| > k\} \cup A_\varepsilon = \{|u|_{Q \setminus A_\varepsilon} > k\} \cap (Q \setminus A_\varepsilon) \cup A_\varepsilon = (U \cup A_\varepsilon) \cap Q
\]
turns out to be open; let \( z \) be the function given in Lemma 1, let \( w \in W \) be such that \( w \geq \chi_{A_\varepsilon} \) and
\[
\|w\|_W \leq \text{cap}_p(A_\varepsilon) + \varepsilon \leq 2\varepsilon;
\]
we have that \( w + \frac{z}{k} \geq 1 \) almost everywhere on \( \{|u| > k\} \cup A_\varepsilon \), so that
\[
\text{cap}_p(\{|u| > k\} \cup A_\varepsilon) \leq \|w\|_W + \frac{\|z\|_W}{k}
\]
\[
\leq \frac{\|z\|_W}{k} + 2\varepsilon.
\]
Finally, using the monotonicity of the capacity and thanks the arbitrary choice of \( \varepsilon \) we can conclude as in Step 1.

An interesting consequence of these results, whose proof can be performed arguing as in [9] and [15] for the elliptic case, is the following

Corollary 1 Let \( u \in W_2 \) and \( \mu_0 \in M_0(Q) \). Then (the \( \text{cap}_p \)-quasi continuous representative of) \( u \) is measurable with respect to \( \mu_0 \). If \( u \) further is in \( L^\infty(Q) \), then (the \( \text{cap}_p \)-quasi continuous representative of) \( u \) belongs to \( L^\infty(Q,\mu_0) \), hence to \( L^1(Q,\mu_0) \).
Remark 5 Obviously we also have that
\[ \text{cap}_p(\{|u| > k\}) \leq \frac{C}{k} \max \left( [u]_{L^p}, [u]_{L^p}^{1/p} \right); \tag{5.8} \]
therefore, thanks to Young’s inequality and to the fact that \( W_2 \) is continuously embedded in \( C([0,T];L^1(\Omega)) \) (see [20]) we deduce that
\[ \text{cap}_p(\{|u| > k\}) \leq \frac{C}{k} \max \left( \|u\|_{W_2}, \|u\|_{W_2}^{p'} \right). \tag{5.9} \]

Proof (of Theorem 3) Let us first observe that there are no difficulties in approximating, for instance via convolution, a function \( u \in W_2 \) with smooth functions \( u_m \in C^\infty_0([0,T] \times \Omega) \) in the norm
\[ \|u_m\|_{L^p(0,T;W_0^1,L^1(\Omega))} + \|u_m\|_{L^p(0,T;W^{-1,q}(\Omega))} \]
with \( \|u_m\|_{L^\infty(Q)} \leq C \) (see [10] and [11]); so, let \( u_m \) be a sequence like this for which it is not restrictive to assume that
\[ \sum_{m=1}^{\infty} 2^{m} \max \left( [u_m^{m+1} - u_m^m]_{L^p}, [u_m^{m+1} - u_m^m]_{L^p}^{1/p} \right) \]
is finite. Now, for every \( m \) and \( r \), let us define
\[ \omega^m = \{|u_m^{m+1} - u_m^m| > \frac{1}{2^m}\} \quad \text{and} \quad \Omega^r = \bigcup_{m \geq r} \omega^m. \]
Applying Lemma 2 and recalling (5.8) we obtain
\[ \text{cap}_p(\omega^m) \leq C 2^{m} \max \left( [u_m^{m+1} - u_m^m]_{L^p}, [u_m^{m+1} - u_m^m]_{L^p}^{1/p} \right), \]
and so, by subadditivity
\[ \text{cap}_p(\Omega^r) \leq C \sum_{m \geq r} 2^{m} \max \left( [u_m^{m+1} - u_m^m]_{L^p}, [u_m^{m+1} - u_m^m]_{L^p}^{1/p} \right), \]
that implies
\[ \lim_{r \to \infty} \text{cap}_p(\Omega^r) = 0. \tag{5.10} \]
Moreover, for every \( y \notin \Omega^r \) we have that
\[ |u_m^{m+1} - u_m^m|(y) \leq \frac{1}{2^m} \]
for any \( m \geq r \), and so \( u_m \) converges uniformly outside of \( \Omega^r \) and pointwise outside of \( \bigcap_{r=1}^{\infty} \Omega^r \). But, for any \( l \in \mathbb{N} \), we have
\[ \text{cap}_p \left( \bigcap_{r=1}^{\infty} \Omega^r \right) \leq \text{cap}_p(\Omega^l), \]
and so, by (5.10), we conclude that $\text{cap}_p \left( \bigcap_{r=1}^{\infty} \Omega_r \right) = 0$; therefore the limit of $u^n$ is $\text{cap}_p$-quasi continuous and is defined $\text{cap}_p$-quasi everywhere.

Let us call $\tilde{u}$ this $\text{cap}_p$-quasi continuous representative of $u$, and let $z$ be another $\text{cap}_p$-quasi continuous representative of $u$; thanks to Lemma 2 (in particular using its consequence (5.9)), for any $\varepsilon > 0$, we have

$$\text{cap}_p(\{|\tilde{u} - z| > \varepsilon\}) \leq \frac{C}{\varepsilon} \max \left( \|\tilde{u} - z\|_{W^{1,p}(\Omega)}^p, \|\tilde{u} - z\|_{W^{1,p'}(\Omega)}^{p'} \right) = 0$$

since $\tilde{u} = z$ in $W^2$. This concludes the proof.

Now we want to prove that, if $v = u - g$ is a renormalized solution then it is finite $\text{cap}_p$-quasi everywhere and it admits a $\text{cap}_p$-quasi continuous representative.

**Theorem 4** Let $v = u - g$ be a renormalized solution of problem (3.4). Then $v$ admits a $\text{cap}_p$-quasi continuous representative which is finite $\text{cap}_p$-quasi everywhere.

**Proof** Let us denote by $\overline{H}_n(s)$ the primitive function of $H_n(s)$. Observe that from (4.5) we readily have a similar estimate for $\overline{H}_n(v)$, that is

$$\int_Q |\nabla \overline{H}_n(v)|^p \, dxdt \leq C(n + 1)$$

(5.11)

and so, choosing $\overline{H}_n(v)$ and $\varphi$ in the renormalized formulation (4.1) for $v$, we have

$$- \int_Q \varphi_t \overline{H}_n(v) \, dxdt$$

$$+ \int_Q H_n(v)a(t, x, \nabla u) \cdot \nabla \varphi \, dxdt$$

$$= \int_Q H_n(v)\varphi \, d\mu_0$$

$$+ \frac{1}{n} \int_{\{n < v \leq 2n\}} a(t, x, \nabla u) \cdot \nabla \varphi \, dxdt$$

$$- \frac{1}{n} \int_{\{-2n < v \leq -n\}} a(t, x, \nabla u) \cdot \nabla \varphi \, dxdt.$$  

(5.12)

Hence we deduce that, in the sense of distributions

$$\frac{d}{dt} (\overline{H}_n(v)) \in L^p(0, T; W^{-1,p'}(\Omega)) + L^1(\Omega);$$

therefore, since $\overline{H}_n(v) \in L^p(0, T; W^{1,p}(\Omega)) \cap L^\infty(\Omega)$, thanks to Theorem 3, $\overline{H}_n(v)$ has a $\text{cap}_p$-quasi continuous representative which is finite $\text{cap}_p$-quasi everywhere. Therefore, to conclude the proof is enough to prove that $v$ is finite $\text{cap}_p$-quasi everywhere.
Actually, from (5.12) we have
\[
\frac{d}{dt} (\mathcal{H}_n(v)) = \text{div}(H_n(v)a(t,x,\nabla u)) + \frac{1}{n} a(t,x,\nabla u) \cdot \nabla \chi_{\{n < v \leq 2n\}}
\]
and so, from (5.11), we easily deduce that there exists a decomposition of \((\mathcal{H}_n(v))_t\) such that
\[
\|(\mathcal{H}_n(v))_t\|_{L^p(0,T;W^{-1,p'}(\Omega))} \leq Cn,
\]
and
\[
\|(\mathcal{H}_n(v))_t\|_{L^1(Q)} \leq C.
\]

Now, thanks to Theorem 3, we have that \(\mathcal{H}_n(v)\) admits a \(\text{cap}_p\)-quasi continuous representative. Since \(|v| > n\) \(\equiv \{|\mathcal{H}_n(v)| > n\}\), we can apply Lemma 2 to obtain
\[
\text{cap}_p(|v| > n) = \text{cap}_p(|\mathcal{H}_n(v)| > n) \leq C \max \left( \frac{|\mathcal{H}_n(v)|}{n^{\frac{1}{p}}}, \left| \mathcal{H}_n(v) \right|_{L^p} \right);
\]

hence, using the obvious estimate
\[
\|\mathcal{H}_n(v)\|_{L^\infty(0,T;L^2(\Omega))} \leq \|\mathcal{H}_n(v)\|_{L^\infty(Q)} \|\mathcal{H}_n(v)\|_{L^\infty(0,T;L^2(\Omega))},
\]
the fact that \(v \in L^\infty(0,T;L^1(\Omega))\), and (5.11), we can conclude from (5.13) that
\[
\text{cap}_p(|v| > n) \leq \frac{C}{n} \max (n^{\frac{1}{p}}, n^{\frac{1}{p'}}),
\]
so that \(v\) is finite \(\text{cap}_p\)-quasi everywhere.

6 Approximating measures; basic estimates and compactness

First of all, we want to emphasize how the renormalized solution does not depend on the decomposition of the regular part of the measure \(\mu_0\); the proof of this fact essentially relies on the following result proved in [11]:

**Lemma 3** Let \(\mu_0 \in M_0(Q)\), and let \((f, -\text{div}(G_1), g_2)\) and \((\tilde{f}, -\text{div}(\tilde{G}_1), \tilde{g}_2)\) be two different decompositions of \(\mu\) according to Theorem 1. Then we have \((g_2 - \tilde{g}_2)_t = f - \tilde{f} - \text{div}(G_1) + \text{div}(\tilde{G}_1)\) in distributional sense, \(g_2 - \tilde{g}_2 \in C([0,T];L^1(\Omega))\) and \((g_2 - \tilde{g}_2)(0) = 0\).

**Proof** See Lemma 2.29 in [11], pag. 22.

If \(\mu \in M_0(Q)\), the definition of renormalized solution does not depend on the decomposition of the absolutely continuous part of \(\mu\) as shown in Proposition 3.10 in [11]. The next result tries to stress the fact that even for general measure data this fact should be true; we will actually prove that the definition of renormalized solution is stable under \(\text{bounded perturbations}\) of the decomposition of \(\mu_0\) (see also Remark 6). Here and in the rest of the paper \(\omega(\nu, \eta, \varepsilon, n, h, k)\) will indicate any quantity that vanishes as the parameters go to their (obvious, if not explicitly stressed) limit point with the same order in which they appear, that is, for example
\[
\lim_{\nu \to 0} \limsup_{\delta \to 0} \limsup_{n \to +\infty} \limsup_{\varepsilon \to 0} |\omega(\varepsilon, n, \delta, \nu)| = 0.
\]
Proposition 3 Let $u$ be a renormalized solution of (3.4). Then $u$ satisfies Definition 2 for every decomposition $(\tilde{f}, -\text{div}(G), \tilde{g})$ such that $g - \tilde{g} \in L^p(0,T; W^{1,p}_0(\Omega)) \cap L^\infty(\Omega)$.

Proof (Sketch) Assume that $u$ satisfies Definition 2 for $(\tilde{f}, -\text{div}(G), \tilde{g})$ and let $(\tilde{f} - \text{div}(G), \tilde{g})$ be a different decomposition of $u$ such that $g - \tilde{g}$ is bounded. Thanks to Lemma 3 we readily have that $\tilde{v} = u - \tilde{g} \in L^\infty(0,T; L^1(\Omega))$; to prove that $T_k(u - \tilde{g}) \in L^p(0,T; W^{1,p}_0(\Omega))$ for every $k > 0$ we can reason as in the proof of Proposition 3.10 in [11], choosing $S(v) = \overline{H}_n(v)$ and using the fact that thanks to (4.2) and (4.3) we have

$$\lim_{n \to \infty} \frac{1}{n} \int_{\{n \leq |u - \tilde{g}| < 2n\}} |\nabla u|^p \, dx \leq C.$$ 

To prove that the reconstruction properties (4.2) and (4.3) are satisfied for $\tilde{v}$ we have to be more careful.

To prove (4.2) we choose $\beta_h(\tilde{h}_n(v) + g - \tilde{g})\psi$ (where $\beta_h(s) = B_h(s^+)$ and $\psi \in C^1(\overline{\Omega})$) and $S'(s) = h_n(s) = H_n(s^+)$ in (4.4). Writing $\gamma_n = \overline{h}_n(v) + g - \tilde{g}$ and using Lemma 3, to obtain

$$\int_0^T \langle(\gamma_n)_t, \beta_h(\gamma_n)^+ \rangle \, dt$$

(A)

$$+ \int_Q h_n(v)a(t,\nabla u) \cdot \nabla \beta_h(\gamma_n) \psi \, dxdt$$

(B)

$$- \frac{1}{n} \int_Q a(t,\nabla u) \cdot \nabla \beta_h(\gamma_n) \psi \, dxdt$$

(C)

$$+ \int_Q h_n(v)a(t,\nabla u) \cdot \nabla \psi \beta_h(\gamma_n) \, dxdt$$

(D)

$$= \int_Q [(h_n(v) - 1)f + \tilde{f}]\beta_h(\gamma_n)\psi \, dxdt$$

(E)

$$+ \int_Q [(h_n(v) - 1)G + \tilde{G}] \cdot \nabla \beta_h(\gamma_n)\psi \, dxdt$$

(F)

$$+ \int_Q G \cdot \nabla h_n(v) \beta_h(\gamma_n) \psi \, dxdt.$$  

(G)

Now, integrating by parts in (A) we have

$$(A) = - \int_Q \beta_h(\gamma_n)\psi_t \, dxdt + \int_Q \beta_h(\gamma_n)(T)\psi(T) \, dx - \int_Q \beta_h(\overline{h}_n(u_0))\psi(0) \, dx = \omega(n,h);$$

while, thanks to the properties of $\beta_h$ and to the fact $h_n(v)$ strongly converges to 1 in $L^p((0,T); W^{1,p}(\Omega))$ (this fact essentially relies on the estimate (4.5)) we have that

$$|(E)| + |(F)| = \omega(n,h).$$

On the other hand, using H"{o}lder’s inequality and the fact that $0 \leq \beta_h(\gamma_n) \leq 1$, we have

$$|(G)| \leq C \left( \int_Q |G|^p \, dx dt \right)^{\frac{1}{p}} \left( \int_Q |\nabla h_n(v)|^p \, dx dt \right)^{\frac{1}{p}} = \omega(n),$$

again using the fact that $h_n(v)$ strongly converges to 1 in $L^p((0,T); W^{1,p}(\Omega))$. 

Moreover, since \( g - \tilde{g} \) is bounded, we can truncate \( v \) on the set \( \{ |\gamma_n| \leq 2h \} \), that is \( u = T_M(v) + g \) on \( \{ |v| \leq M \} \subseteq \{ |\gamma_n| \leq 2h \} \), for a suitable \( M > 0 \) not dependent on \( n \). Hence, since \( T_{2h}(\gamma_n) \) is weakly compact in \( L^p(0,T;W_0^{1,p}(\Omega)) \) (actually arguing as in [11], that is taking \( T_{2h}(\gamma_n) \) as test function in (4.4), one can show that it is bounded, uniformly with respect to \( n \), in \( L^p(0,T;W_0^{1,p}(\Omega)) \)), we have

\[
\begin{align*}
(B) &= \frac{1}{h} \int_{\{h \leq \gamma_n < 2h\}} h_n(v) a(t,x,\nabla u) \nabla \gamma_n \psi \, dxdt \\
&= \frac{1}{h} \int_{\{h \leq \tilde{v} < 2h\}} a(t,x,\nabla u) \nabla \tilde{v} \psi \, dxdt + \omega(n),
\end{align*}
\]

and, on the other hand, since \( h_n(v) \) strongly converges to 1 in \( L^p((0,T);W^{1,p}(\Omega)) \), we have

\[
\begin{align*}
-(C) &= \frac{1}{n} \int_{\{n \leq v < 2n\} \cap \{|\gamma_n| \geq 2h\}} a(t,x,\nabla u) \cdot \nabla v \psi \, dxdt \\
&+ \frac{1}{n} \int_{\{n \leq v < 2n\} \cap \{|\gamma_n| < 2h\}} a(t,x,\nabla u) \cdot \nabla v \beta_h(\gamma_n) \psi \, dxdt \\
&= \frac{1}{n} \int_{\{n \leq v < 2n\} \cap \{|\gamma_n| \geq 2h\}} a(t,x,\nabla u) \cdot \nabla v \psi \, dxdt + \omega(n) \\
&= \frac{1}{n} \int_{\{n \leq v < 2n\}} a(t,x,\nabla u) \cdot \nabla v \psi \, dxdt \\
&- \frac{1}{n} \int_{\{n \leq v < 2n\} \cap \{|\gamma_n| < 2h\}} a(t,x,\nabla u) \cdot \nabla v \psi \, dxdt + \omega(n) \\
&= \int_Q \psi \, d\mu^+_v + \omega(n);
\end{align*}
\]

Collecting together all these facts we derive that

\[
\lim_{h \to \infty} \frac{1}{h} \int_{\{h \leq \tilde{v} < 2h\}} a(t,x,\nabla u) \nabla \tilde{v} \psi \, dxdt = \int_Q \psi \, d\mu^+_v.
\]

Then we conclude by density for every \( \psi \in C(\overline{Q}) \); the proof of (4.3) can be treated analogously.

Finally the fact that \( \tilde{v} \) satisfies equation (4.4) can be proved as in the proof of Proposition 3.10 in [11].

**Remark 6** Let us stress the fact that in Proposition 3 we deal with bounded perturbations of the time derivative part of \( \mu_0 \) because of technical reasons; actually the proof of Proposition 3.10 of [11] is given by suitable estimates and with the use of Fatou’s lemma. Unfortunately, as far as the reconstruction properties (4.2) and (4.3) are concerned, we have to make use of a more subtle analysis on each term. The requirement of boundedness on \( g - \tilde{g} \) arises from this fact.

However, in the linear case, we can drop this stronger assumption proving the result in its general form. Indeed as we will see later (see the proof of Theorem 6), in this case a renormalized solution turns out to be a duality solution and so, using the duality formulation for \( u \) and Lemma 3, we can easily conclude.
Moreover, there exists a measurable function \( u \) such that \( T_k(u) \) and \( T_k(v) \) belong to \( L^p(0,T;W^{1,p}_0(\Omega)) \), \( u \) and \( v \) belong to \( L^\infty(0,T;L^1(\Omega)) \), and, up to a subsequence, for any \( k > 0 \), and for every \( q < p - \frac{N}{N+1} \).
we have
\[ u^\varepsilon \rightharpoonup u \text{ a.e. on } Q \text{ weakly in } L^q(0,T;W_0^{1,q}(\Omega)) \text{ and strongly in } L^1(Q), \]
\[ v^\varepsilon \rightharpoonup v \text{ a.e. on } Q \text{ weakly in } L^q(0,T;W_0^{1,q}(\Omega)) \text{ and strongly in } L^1(Q), \]
\[ T_k(u^\varepsilon) \rightharpoonup T_k(u) \text{ weakly in } L^p(0,T;W_0^{1,p}(\Omega)) \text{ and a.e. on } Q, \]
\[ T_k(v^\varepsilon) \rightharpoonup T_k(v) \text{ weakly in } L^p(0,T;W_0^{1,p}(\Omega)) \text{ and a.e. on } Q, \]
\[ \nabla u^\varepsilon \rightharpoonup \nabla u \text{ a.e. on } Q, \]
\[ \nabla v^\varepsilon \rightharpoonup \nabla v \text{ a.e. on } Q. \]

Remark 7 Let us observe that from Proposition 4, thanks to assumption (3.2) on \( a \) and Vitali’s theorem, we easily deduce that \( a(t,x,\nabla u^\varepsilon) \) is strongly compact in \( L^1(Q) \).

7 Strong convergence of truncates

In this section we shall prove the strong convergence of truncates of renormalized solutions of problem (3.4); to do that we will put together the approach used in [9] for the elliptic case with the one in [6].

With the symbol \( T_k(v)_\nu \) we indicate the Landes time-regularization of the truncate function \( T_k(v) \); this notion, introduced in [16], was fruitfully used in several papers afterwards (see in particular [8], [3], and [6]). It is defined as follows: let \( z_\nu \) be a sequence of functions such that
\[ z_\nu \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega), \quad \|z_\nu\|_{L^\infty(\Omega)} \leq k, \]
\[ z_\nu \rightharpoonup T_k(u_0) \text{ a.e. in } \Omega \text{ as } \nu \text{ tends to infinity}, \]
\[ \frac{1}{\nu}\|z_\nu\|_{W_0^{1,p}(\Omega)}^p \longrightarrow 0 \text{ as } \nu \text{ tends to infinity}. \]

Then, for fixed \( k > 0 \), and \( \nu > 0 \), we denote by \( T_k(v)_\nu \) the unique solution of the problem
\[
\begin{cases}
\frac{dT_k(v)}{dt} = \nu(T_k(v) - T_k(v)_\nu) & \text{in the sense of distributions}, \\
T_k(v)_\nu(0) = z_\nu & \text{in } \Omega.
\end{cases}
\]

Therefore, \( T_k(v)_\nu \in L^p(0,T;W_0^{1,p}(\Omega)) \cap L^\infty(Q) \) and \( \frac{dT_k(v)}{dt} \in L^p(0,T;W_0^{1,p}(\Omega)) \). It can be proved (see [16]) that, up to subsequences, as \( \nu \) diverges
\[ T_k(v)_\nu \longrightarrow T_k(v) \text{ strongly in } L^p(0,T;W_0^{1,p}(\Omega)) \text{ and a.e. in } Q, \]
\[ \|T_k(v)_\nu\|_{L^\infty(Q)} \leq k \quad \forall \nu > 0. \]

First of all, let us state a preliminary result about the capacity of compact sets, and then our basic result about approximate capacitary potential.
Lemma 4 Let $K$ be a compact subset of $Q = (0, T) \times \Omega$ such that $\text{cap}_p(K, Q) = 0$, then for every open set $U$ such that $K \subseteq U \subseteq Q$, we have
$$\text{cap}_p(K, U) = 0.$$ 

Proof Let $\psi_\varepsilon \in C_0^\infty(Q)$ be a sequence approximating the capacity of $K$ in $Q$ (see Remark 1), and $\varphi$ be a cut-off function for $K$ in $U$, that is a function in $C_0^\infty(U)$ such that $\varphi \equiv 1$ on $K$ and extended to zero on $Q \setminus U$; therefore we have
$$\text{cap}_p(K, U) \leq \|\psi_\varepsilon\|_W = \|\psi_\varepsilon\|_{L_p(0, T; W_0^{1,p}(Q))} + \|\langle(\psi_\varepsilon \varphi)\rangle_t\|_{L_{p'}(0, T; W^{-1,p'}(Q))};$$
easily we have that
$$\|\psi_\varepsilon\|_{L_p(0, T; W_0^{1,p}(Q))} \leq C\|\psi_\varepsilon\|_W.$$ 

On the other hand, if $(\psi_\varepsilon)_t = -\text{div}(F_\varepsilon)$ in the sense of $L_p'(0, T; W^{-1,p'}(Q))$, we have, reasoning by a density argument, that, for every $v \in L_p(0, T; W_0^{1,p}(Q))$
$$\langle(\psi_\varepsilon \varphi)\rangle_t, v\rangle_{L_p'(0, T; W^{-1,p'}(Q))}, L_p(0, T; W_0^{1,p}(Q)) = \int_Q F_\varepsilon \cdot \nabla(\psi_\varepsilon \varphi) \, dxdt + \int_Q \psi_\varepsilon \varphi v \, dxdt.$$ 

Thus, using standard trace results (recalling that $p > \frac{2N + 1}{N + 1}$), Hölder’s inequality and Sobolev embeddings, one can check that
$$\|\langle(\psi_\varepsilon \varphi)\rangle_t\|_{L_{p'}(0, T; W^{-1,p'}(Q))} \leq C\|\psi_\varepsilon\|_W,$$
that implies the result thanks to the choice of $\psi_\varepsilon$.

Lemma 5 Let $\mu_+ = \mu^+_+ - \mu^-_+ \in M(Q)$ where $\mu^+_+$ and $\mu^-_+$ are concentrated, respectively, on two disjoint sets $E^+$ and $E^-$ of zero $p$-capacity. Then, for every $\delta > 0$, there exist two compact sets $K^+_\delta \subseteq E^+$ and $K^-_\delta \subseteq E^-$ such that
$$\mu_+(E^+ \setminus K^+_\delta) \leq \delta, \quad \mu_-(E^- \setminus K^-_\delta) \leq \delta,$$
and there exist $\psi^+_\delta$, $\psi^-_\delta \in C_0^1(Q)$, such that
$$\psi^+_\delta, \psi^-_\delta \equiv 1 \text{ respectively on } K^+_\delta, K^-_\delta,$$
$$0 \leq \psi^+_\delta, \psi^-_\delta \leq 1,$$
$$\text{supp}(\psi^+_\delta) \cap \text{supp}(\psi^-_\delta) = \emptyset.$$ 

Moreover
$$\|\psi^+_\delta\|_S \leq \delta, \quad \|\psi^-_\delta\|_S \leq \delta,$$
and, in particular, there exists a decomposition of $(\psi^+_\delta)_t$ and a decomposition of $(\psi^-_\delta)_t$ such that
$$\|\langle(\psi^+_\delta)_t\rangle_{L_{p'}(0, T; W^{-1,p'}(Q))}\|_{L_p(0, T; W_0^{1,p}(Q))} \leq \frac{\delta}{3}, \quad \|\langle(\psi^+_\delta)_t\rangle_{L_p(0, T; W_0^{1,p}(Q))}\|_{L^1(Q)} \leq \frac{\delta}{3};$$
$$\|\langle(\psi^-_\delta)_t\rangle_{L_{p'}(0, T; W^{-1,p'}(Q))}\|_{L_p(0, T; W_0^{1,p}(Q))} \leq \frac{\delta}{3}, \quad \|\langle(\psi^-_\delta)_t\rangle_{L_p(0, T; W_0^{1,p}(Q))}\|_{L^1(Q)} \leq \frac{\delta}{3}.$$ 

Both $\psi^+_\delta$ and $\psi^-_\delta$ converge to zero $*$-weakly in $L^\infty(Q)$, in $L^1(Q)$, and, up to subsequences, almost everywhere as $\delta$ vanishes.
Moreover, if $\lambda_{\oplus}^\varepsilon$ and $\lambda_{\ominus}^\varepsilon$ are as in (6.2) we have
\[
\int_Q \psi_\delta^- \, d\lambda_{\oplus}^\varepsilon = \omega(\varepsilon, \delta), \quad \int_Q \psi_\delta^- \, d\mu_s^+ \leq \delta, \tag{7.8}
\]
\[
\int_Q \psi_\delta^+ \, d\lambda_{\ominus}^\varepsilon = \omega(\varepsilon, \delta), \quad \int_Q \psi_\delta^+ \, d\mu_s^- \leq \delta, \tag{7.9}
\]
\[
\int_Q (1 - \psi_\delta^+ \psi_\eta^-) \, d\lambda_{\oplus}^\varepsilon = \omega(\varepsilon, \delta, \eta), \quad \int_Q (1 - \psi_\delta^+ \psi_\eta^-) \, d\mu_s^+ \leq \delta + \eta, \tag{7.10}
\]
\[
\int_Q (1 - \psi_\delta^- \psi_\eta^-) \, d\lambda_{\ominus}^\varepsilon = \omega(\varepsilon, \delta, \eta), \quad \int_Q (1 - \psi_\delta^- \psi_\eta^-) \, d\mu_s^- \leq \delta + \eta. \tag{7.11}
\]

Proof Let us fix $\delta > 0$, so that, thanks to the regularity of the measure $\mu_s$, there exist two disjoint compact sets $K_\delta^+ \subseteq E^+$ and $K_\delta^- \subseteq E^-$, such that (7.1) is satisfied, and there exist two open sets $U_\delta^+$ and $U_\delta^-$, disjoint, containing respectively $K_\delta^+$ and $K_\delta^-$. Now, thanks to Lemma 4, since $\text{cap}_p(K_\delta^+, Q) = 0$ (resp. $\text{cap}_p(K_\delta^-, Q) = 0$), we have that $\text{cap}_p(K_\delta^+, U_\delta^+) = 0$ (resp. $\text{cap}_p(K_\delta^-, U_\delta^-) = 0$). Hence, by definition of parabolic p-capacity there exists two functions $\varphi_\delta^+ \in C_0^\infty(U_\delta^+)$ (resp. $\varphi_\delta^- \in C_0^\infty(U_\delta^-)$) such that, for any $\delta' > 0$, we have
\[
\| \varphi_\delta^+ \|_W \leq \delta', \quad \text{(resp. } \| \varphi_\delta^- \|_W \leq \delta') \tag{7.12}
\]
and
\[
\varphi_\delta^+ \geq \chi_{K_\delta^+} \quad \text{(resp. } \varphi_\delta^- \geq \chi_{K_\delta^-}).
\]
where we have extended these functions to zero, respectively, in $Q \setminus U_\delta^+$ and $Q \setminus U_\delta^-$; we will choose the value of $\delta'$ in a suitable way later.

Now, let us define
\[
\psi_\delta^+ = \overline{\Pi}(\varphi_\delta^+), \quad \psi_\delta^- = \overline{\Pi}(\varphi_\delta^-), \tag{7.13}
\]
where $\overline{\Pi}(s)$ is the primitive of the continuous function
\[
H(s) = \begin{cases} 
4/3 & \text{if } |s| \leq 1/2, \\
\text{affine} & \text{if } 1/2 < |s| \leq 1, \\
0 & \text{if } |s| > 1.
\end{cases} \tag{7.14}
\]
It is easy to see that (7.2), (7.3) and (7.4) are satisfied. Moreover we have
\[
\| \psi_\delta^+ \|_S = \| \psi_\delta^+ \|_{L^p(0,T;W_0^{1,p} (\Omega))} + \| (\psi_\delta^+)^1 \|_{L^{p'}(0,T;W^{-1,p'} (\Omega))} + L^1(Q) \leq \| \psi_\delta^+ \|_{L^p(0,T;W_0^{1,p} (\Omega))} + \| (\psi_\delta^+)^1 \|_{L^{p'}(0,T;W^{-1,p'} (\Omega))} + \| (\psi_\delta^+)^2 \|_{L^1(Q)},
\]
for every decomposition of \((\psi^+_\delta)_t\). From now on we deal only with \(\psi^+_\delta\) since the same argument holds for \(\psi^-_\delta\). Let us observe that, in the sense of distributions, we have \((\psi^+_\delta)_t = H(\varphi^+_\delta)(\varphi^+_\delta)_t\), and so, if \((\varphi^+_\delta)_t = -\text{div}(F^+_{\delta})\) in \(L^p(0,T;W^{-1,p'}(\Omega))\), we have that, for any \(v \in L^p(0,T;W^{1,p}(\Omega))\)

\[
\langle (\psi^+_\delta)_t, v \rangle_{L^p(0,T;W^{-1,p'}(\Omega)),L^p(0,T;W^{1,p}(\Omega))} = \int_Q H(\varphi^+_\delta) F^+_{\delta} \cdot \nabla v \, dxdt - \frac{8}{3} \int_{\{\frac{1}{2} \leq \varphi^+_\delta \leq 1\}} F^+_{\delta} \cdot \nabla \varphi^+_\delta \, v \, dxdt.
\]

Therefore from (7.12) we have

\[
\|\psi^+_\delta\|_{L^p(0,T;W^{1,p}(\Omega))} \leq C\delta',
\]

and, using Young’s inequality,

\[
\|(\psi^+_\delta)_t\|_{L^p(0,T;W^{-1,p'}(\Omega))} \leq C\delta',
\]

So, we can actually choose \(\delta'\) small enough such that (7.5), (7.6) and (7.7) are satisfied; moreover, thanks to a Simon type compactness result (see [8]) we also have that these functions tends to zero in \(L^1(Q)\) as \(\delta\) goes to zero and so, up to subsequences, almost everywhere; due to this fact the \(L^\infty(Q)\) -weak convergence to zero as \(\delta\) vanishes is obvious.

Now, if \(\lambda^c_{\eta}\) is as in the statement we have, for every \(\delta > 0\),

\[
0 \leq \int_Q \psi^-_{\delta} \, d\lambda^c_{\eta} = \int_Q \psi^-_{\delta} \, d\mu^+_s + \omega(\varepsilon),
\]

while recalling (7.1) we have

\[
0 \leq \int_Q \psi^-_{\delta} \, d\mu^+_s = \int_{U^-_{\delta}} \psi^-_{\delta} \, d\mu^+_s \leq \mu^+_s(U^-_{\delta}) \leq \mu^+_s(Q \setminus U^+_{\delta}) \leq \mu^+_s(Q \setminus K^+_{\delta}) = \mu^+_s(E^+ \setminus K^+_{\delta}) \leq \delta.
\]

Therefore (7.8) is proved, and (7.9) can be obtained analogously. Now, let \(\delta\) and \(\eta\) be two nonnegative fixed values: we have

\[
0 \leq \int_Q (1 - \psi^+_\delta \psi^+_\eta) \, d\lambda^c_{\eta} = \int_Q (1 - \psi^+_\delta \psi^+_\eta) \, d\mu^+_s + \omega(\varepsilon);
\]

on the other hand, since \(1 - \psi^+_\delta \psi^+_\eta\) is in \(C(Q)\), and is identically zero on \(K^+_\delta \cap K^+_\eta\), using again (7.1) we can obtain

\[
0 \leq \int_Q (1 - \psi^+_\delta \psi^+_\eta) \, d\mu^+_s = \int_{Q \setminus (K^+_\delta \cap K^+_\eta)} (1 - \psi^+_\delta \psi^+_\eta) \, d\mu^+_s \leq \mu^+_s(Q \setminus (K^+_\delta \cap K^+_\eta)) \leq \delta + \eta.
\]

This proves (7.10) while the proof of (7.11) is analogous.
Remark 8 This result is enough to our aim; however, one would like to have a stronger result: can one choose $\psi^+_\delta$ and $\psi^-_\delta$ as uniformly bounded functions in $C^0_0(Q)$ vanishing in the $W^1_1$ norm? This is an open problem which, for instance, should allow us to prove the reverse implication of the decomposition Theorem 1; that is, if $\mu \in M(Q)$ admits a decomposition as in (2.1), then $\mu \in M^0_0(Q)$.

In what follows we will always refer to subsequences of both $\psi^+_\delta$ and $\psi^-_\delta$ that satisfy all the convergence results stated in Lemma 5.

The essential key in the proof of Theorem 2 is the following

Theorem 5 Let $v^\varepsilon$ and $v$ be as before. Then, for every $k > 0$

$$T_k(v^\varepsilon) \longrightarrow T_k(v) \quad \text{strongly in } L^p(0,T;W^{1,p}_0(\Omega)).$$

Proof Our aim is to prove the following asymptotic estimate:

$$\limsup_{\varepsilon \to 0} \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla T_k(v^\varepsilon) \, dx \leq \int_Q a(t,x,\nabla u) \cdot \nabla T_k(v) \, dx.$$

(7.15)

The result will readily follow from (7.15) by a quite standard argument. We shall prove it in several steps.

Step 0. Near $E$ and far from $E$.

For every $\delta, \eta > 0$, let $\psi^+\delta$, $\psi^+\eta$, $\psi^-\delta$, and $\psi^-\eta$ as in Lemma 5 and let $E^+\delta$ and $E^-\delta$ be the sets where, respectively, $\mu^+\delta$ and $\mu^-\delta$ are concentrated; setting $\Phi\delta,\eta = \psi^+\delta \psi^+\eta + \psi^-\delta \psi^-\eta$, we can write

$$\int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v),v) H_n(v^\varepsilon) \, dxdt$$

$$= \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v),v) H_n(v^\varepsilon) \Phi\delta,\eta \, dxdt$$

(7.16)

$$+ \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v),v) H_n(v^\varepsilon)(1 - \Phi\delta,\eta) \, dxdt.$$

Now, if $n > k$, since $a(t,x,\nabla T_{2n}(u^\varepsilon)) \cdot \nabla T_k(v),v$ is weakly compact in $L^1(\Omega)$ as $\varepsilon$ goes to zero, $H_n(v^\varepsilon)$ converges to $H_n(v)$ *-weakly in $L^\infty(\Omega)$, and almost everywhere on $Q$, thanks to Proposition 1, we have

$$\limsup_{\varepsilon \to 0} \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v),v) H_n(v^\varepsilon) \Phi\delta,\eta \, dxdt$$

$$= \limsup_{\varepsilon \to 0} \left[ \int_Q a(t,x,\nabla u^\varepsilon) \nabla T_k(v^\varepsilon) \Phi\delta,\eta \, dxdt \right] - \int_Q a(t,x,\nabla u) \cdot \nabla T_k(v),v H_n(v) \Phi\delta,\eta \, dxdt.$$

So we have

$$\limsup_{\varepsilon,\nu \to 0} \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v),v) H_n(v^\varepsilon) \Phi\delta,\eta \, dxdt$$

$$= \limsup_{\varepsilon \to 0} \left[ \int_Q a(t,x,\nabla u^\varepsilon) \nabla T_k(v^\varepsilon) \Phi\delta,\eta \, dxdt \right] - \int_Q a(t,x,\nabla u) \cdot \nabla T_k(v) H_n(v) \Phi\delta,\eta \, dxdt.$$
Since $0 \leq H_n(v) \leq 1$ and $\Phi_{\delta, \eta}$ tends to zero \star-weakly in $L^\infty(Q)$ as $\delta$ goes to zero,

$$\int_{Q} a(t, x, \nabla u) \cdot \nabla T_k(v) H_n(v) \Phi_{\delta, \eta} \, dx \, dt = \omega(\delta).$$

Therefore, if we prove that

$$\limsup_{\varepsilon, \delta, \eta} \int_{Q} a(t, x, \nabla u^\varepsilon) \nabla T_k(v^\varepsilon) \Phi_{\delta, \eta} \, dx \, dt \leq 0,$$

(7.17)

then we can conclude

$$\limsup_{\varepsilon, \nu, \delta, n, \eta} \int_{Q} a(t, x, \nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v)) H_n(v^\varepsilon) \Phi_{\delta, \eta} \, dx \, dt \leq 0.$$

(7.18)

**Step 1. Near to $E$.**

Let us check (7.17). If $\mu^\varepsilon = \hat{\mu}^0 + \lambda^\varepsilon_0 - \lambda^\varepsilon_\infty$, then, choosing $(k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \psi^+_\delta \psi^+_\eta$ as test function in the weak formulation of $u^\varepsilon$, defining $\Gamma_{n,k}(s) = \int_0^s (k - T_k(r)) H_n(r) \, dr$, and integrating by parts, we obtain

$$\begin{align*}
- &\int_{Q} \Gamma_{n,k}(v^\varepsilon) \frac{d}{dt}(\psi^+_\delta \psi^+_\eta) \, dx \, dt \\
+ &\int_{Q} (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) a(t, x, \nabla u^\varepsilon) \cdot \nabla (\psi^+_\delta \psi^+_\eta) \, dx \, dt \\
+ &\int_{Q} a(t, x, \nabla u^\varepsilon) \cdot \nabla H_n(v^\varepsilon) (k - T_k(v^\varepsilon)) \psi^+_\delta \psi^+_\eta \, dx \, dt \\
- &\int_{Q} a(t, x, \nabla u^\varepsilon) \cdot \nabla T_k(v^\varepsilon) \ H_n(v^\varepsilon) \psi^+_\delta \psi^+_\eta \, dx \, dt \\
= &\int_{Q} (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \psi^+_\delta \psi^+_\eta \, d\hat{\mu}^0 \\
+ &\int_{Q} (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \psi^+_\delta \psi^+_\eta \, d\lambda^\varepsilon_0 \\
- &\int_{Q} (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \psi^+_\delta \psi^+_\eta \, d\lambda^\varepsilon_\infty;
\end{align*}$$
so, for \( n > k \), we have

\[
\int_Q a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla(T_k(v^\varepsilon) + g^\varepsilon) \psi_3^+ \psi_q^+ \, dx dt
\]

(A)

\[
+ \int_Q (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \psi_3^+ \psi_q^+ \, d\xi_0
\]

(B)

\[
= - \int_Q \Gamma_{n,k}(v^\varepsilon) \frac{d}{dt}(\psi_3^+ \psi_q^+) \, dx dt
\]

(C)

\[
+ \frac{2k}{n} \int_{-2n < v^\varepsilon \leq -n} a(t, x, \nabla u^\varepsilon) \cdot \nabla v^\varepsilon \psi_3^+ \psi_q^+ \, dx dt
\]

(D)

\[
+ \int_Q (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) a(t, x, \nabla u^\varepsilon) \cdot \nabla (\psi_3^+ \psi_q^+) \, dx dt
\]

(E)

\[
- \int_Q (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \psi_3^+ \psi_q^+ \, d\mu_0
\]

(F)

\[
+ \int_Q (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \psi_3^+ \psi_q^+ \, d\lambda_n
\]

(G)

\[
+ \int_Q a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla g^\varepsilon \psi_3^+ \psi_q^+ \, dx dt.
\]

Here we have used the fact that

\[
\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla T_k(v^\varepsilon) \psi_3^+ \psi_q^+ \, dx dt
\]

= \int_Q a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla T_k(v^\varepsilon) \psi_3^+ \psi_q^+ \, dx dt

(7.19)

\[
= \int_Q a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla T_k(v^\varepsilon) \psi_3^+ \psi_q^+ \, dx dt
\]

- \int_Q a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla g^\varepsilon \psi_3^+ \psi_q^+ \, dx dt.

Let us analyze term by term using in particular Proposition 4 and Lemma 5; due to the fact that \( \Gamma_{n,k}(v^\varepsilon) \) converges to \( \Gamma_{n,k}(v) \) weakly in \( L^p(0, T; W_0^{1,p}(\Omega)) \), we obtain, observing that \( \Gamma_{n,k}(v) \in L^p(0, T; W_0^{1,p}(\Omega)) \cap L^\infty(Q) \)

\[-(C) = \int_Q \Gamma_{n,k}(v) \frac{d\psi_3^+}{dt} \psi_q^+ \, dx dt
\]

now, since \( (k - T_k(v^\varepsilon)) H_n(v^\varepsilon) \) converges to \( (k - T_k(v)) H_n(v) \) \(-\)weakly in \( L^\infty(Q) \), we have

\[(E) = \int_Q (k - T_k(v)) H_n(v)a(t, x, \nabla T_{2n}(v) + g) \cdot \nabla (\psi_3^+ \psi_q^+) \, dx dt + \omega(\varepsilon) = \omega(\varepsilon, \delta);\]
moreover, since $H_n(v^\varepsilon)\psi^{+\varepsilon}_\eta$ weakly converges to $H_n(v)\psi^{+\varepsilon}_\eta$ in $L^p(0,T;W_0^{1,p}(\Omega))$ and using again Lemma 5, we easily have
\[-(F) = \int_Q (k - T_k(v)) H_n(v)\psi^{+\varepsilon}_\eta \, d\hat{\mu}_0 + \omega(\varepsilon) = \omega(\varepsilon, \delta);\]
while, using (7.9) we have
\[0 \leq (G) \leq 2k \int_Q \psi^{+\varepsilon}_\eta \, d\lambda^\varepsilon = 2k \int_Q \psi^{+\varepsilon}_\eta \, d\mu^- + \omega(\varepsilon) = \omega(\varepsilon, \delta),\]
and we readily have that $(H) = \omega(\varepsilon, \delta)$. It remains to control term $(D)$; we want to stress the fact that the use of the double cut-off function $\psi^{+\varepsilon}_\eta$ has been introduced essentially to control this term. Suppose we proved that $(D) = \omega(\varepsilon, \delta, n, \eta)$ and let us conclude the proof of (7.17); actually, collecting all we shown above, we have
\[(A) + (B) = \omega(\varepsilon, \delta, n, \eta),\]
and, observing that both $(A)$ and $(B)$ are nonnegative, we can conclude that
\[\int_Q a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon))\nabla(T_k(v^\varepsilon) + g^\varepsilon)\psi^{+\varepsilon}_\eta \, dxdt = \omega(\varepsilon, \delta, n, \eta), \quad (7.20)\]
and
\[\int_Q (k - T_k(v^\varepsilon)) H_n(v^\varepsilon)\psi^{+\varepsilon}_\eta \, d\lambda^\varepsilon = \omega(\varepsilon, \delta, n, \eta). \quad (7.21)\]
On the other hand, reasoning as before with $(k + T_k(v^\varepsilon)) H_n(v^\varepsilon)\psi^{\varepsilon}_\eta$ as test function we can obtain
\[\int_Q a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon))\nabla(T_k(v^\varepsilon) + g^\varepsilon)\psi^{\varepsilon}_\eta \, dxdt = \omega(\varepsilon, \delta, n, \eta), \quad (7.22)\]
and
\[\int_Q (k + T_k(v^\varepsilon)) H_n(v^\varepsilon)\psi^{\varepsilon}_\eta \, d\lambda^\varepsilon = \omega(\varepsilon, \delta, n, \eta). \quad (7.23)\]
Now, (7.20) and (7.22) together with (7.19) (that obviously holds true with $\psi^{\varepsilon}_\eta$ in place of $\psi^{+\varepsilon}_\eta$) yield (7.17), while (7.21) and (7.23) both show an interesting property of approximating renormalized solutions; they suggest that, in some sense, $v^\varepsilon$ (and so the solution $u^\varepsilon$) tends to be, respectively, large (larger than any $k > 0$) on the set where the singular measure $\mu^+_\varepsilon$ is concentrated, and small (smaller than any $k < 0$) on the set where the singular measure $\mu^-_{\varepsilon}$ is concentrated.

So, to conclude let us check that $(D) = \omega(\varepsilon, \delta, n, \eta)$ (and the analogous property for $\psi^{\varepsilon}_\eta$). First of all, since $0 \leq \psi^{+\varepsilon}_\eta \leq 1$, we have that
\[(D) = \frac{2k}{n} \int_{\{v^\varepsilon < -n\}} a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla(T_k(v^\varepsilon) + g^\varepsilon) \psi^{+\varepsilon}_\eta \, dxdt\]
\[-\frac{2k}{n} \int_{\{v^\varepsilon < -n\}} a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla g^\varepsilon \psi^{+\varepsilon}_\eta \, dxdt\]
\[\leq \frac{2k}{n} \int_{\{v^\varepsilon < -n\}} a(t, x, \nabla(T_k(v^\varepsilon) + g^\varepsilon)) \cdot \nabla(T_k(v^\varepsilon) + g^\varepsilon) \psi^{+\varepsilon}_\eta \, dxdt + \omega(\varepsilon, \delta)\]
\[= \frac{2k}{n} \int_{\{v^\varepsilon < -n\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla v^\varepsilon \psi^{+\varepsilon}_\eta \, dxdt + \omega(\varepsilon, \delta, n),\]
where to get last equality we used (3.2), Hölder’s inequality and the estimate on the truncates of $u^\varepsilon$ given by Proposition 4; therefore, we have just to prove that

$$
\frac{1}{n} \int_{\{-2n<v^\varepsilon \leq -n\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla v^\varepsilon \psi_\eta^+ = \omega(\varepsilon, n, \eta).
$$

To emphasize this interesting property that, at first glance, may appear in contrast with the reconstruction property (4.3), we will prove it in the following

**Lemma 6** Let $u^\varepsilon$ be a solution of problem (6.3) and $\psi_\eta^+, \psi_\eta^-$ as in Lemma 5. Then

$$
\frac{1}{n} \int_{\{-2n<v^\varepsilon \leq -n\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla v^\varepsilon \psi_\eta^+ \, dx \, dt = \omega(\varepsilon, n, \eta),
$$

and

$$
\frac{1}{n} \int_{\{n \leq v^\varepsilon < 2n\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla v^\varepsilon \psi_\eta^- \, dx \, dt = \omega(\varepsilon, n, \eta).
$$

**Proof** Let us prove (7.25); if $\beta_n(s) = B_n(s^+)$, we can choose $\beta_n(v^\varepsilon)\psi_\eta^-$ as test function for problem (6.3), and rearranging conveniently all terms, we have

$$
\frac{1}{n} \int_{\{n \leq v^\varepsilon < 2n\}} a(t, x, \nabla(T_{2n}(v^\varepsilon) + g^\varepsilon)) \cdot \nabla(T_{2n}(v^\varepsilon) + g^\varepsilon)\psi_\eta^- \, dx \, dt
$$

(A)

$$+
\int_Q \beta_n(v^\varepsilon)\psi_\eta^- \, d\lambda_\varepsilon
$$

(B)

$$=
\int_Q \beta_n(v^\varepsilon) \frac{d\psi_\eta^-}{dt} \, dx \, dt
$$

(C)

$$-
\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla \psi_\eta^+ \beta_n(v^\varepsilon) \, dx \, dt
$$

(D)

$$+
\int_Q \beta_n(v^\varepsilon)\psi_\eta^- \, d\mu_\varepsilon
$$

(E)

$$+
\int_Q \beta_n(v^\varepsilon)\psi_\eta^- \, d\mu_\varepsilon
$$

(F)

$$+
\frac{1}{n} \int_{\{n \leq v^\varepsilon < 2n\}} a(t, x, \nabla(T_{2n}(v^\varepsilon) + g^\varepsilon)) \cdot \nabla g^\varepsilon \psi_\eta^- \, dx \, dt.
$$

(G)

Observing that both (A) and (B) are nonnegative, let us analyze the right hand side term by term; thanks to Proposition 4 and to the fact that $\beta_n(v)$ converges to 0 a.e. on $Q$ and $*$-weakly in $L^\infty(Q)$, we have

$$
(D) = \omega(\varepsilon, n),
$$

while, since $\bar{\beta}_n(v^\varepsilon)$ converges to $\bar{\beta}_n(v)$ as $\varepsilon$ goes to zero, and $\bar{\beta}_n(v)$ tends to 0 in $L^1(Q)$ as $n$ diverges, again thanks to Proposition 4 we easily obtain

$$
(C) = \omega(\varepsilon, n);
$$

moreover, again thanks to Proposition 4 and to the definition of $\beta_n$, in particular using the fact that $\beta_n(v)$ strongly converges to 0 in $L^p(0, T; W^{1,p}_0(\Omega))$ (again this fact is an easy consequence of the estimate
on the truncates of $u^\varepsilon$ in Proposition 4) and $*$-weakly in $L^\infty(Q)$, we have that $(E) = \omega(\varepsilon, n)$ and, using (3.2) and Hölder’s inequality as before, we have

$$(G) = \omega(\varepsilon, n);$$

finally, thanks to (7.8),

$$(F) \leq \int_Q \psi_\eta^- d\lambda^\varepsilon = \omega(\varepsilon, \eta).$$

Putting together all these facts we obtain (7.25), while (7.24) can be proved in an analogous way choosing $B_\alpha(s^-)$ and $\psi_\eta^+$ as test functions in (6.3).

**Remark 9** Notice that the result of Lemma 6 turns out to hold true even for more general functions $\psi_\eta^+$ and $\psi_\eta^-$ in $W^{1,\infty}(Q)$ which satisfy

$$0 \leq \psi_\eta^+ \leq 1 \quad 0 \leq \psi_\eta^- \leq 1,$$

and

$$0 \leq \int_Q \psi_\eta^+ d\mu_\varepsilon^- \leq \eta \quad 0 \leq \int_Q \psi_\eta^- d\mu_\varepsilon^+ \leq \eta,$$

since we can reproduce the same calculations as in the proof of Lemma 6 using the fact that the reminder terms of the integration by parts easily vanish as first $\varepsilon$ goes to zero and then $n$ diverges. We will use this fact later.

**Step 2. Far from $E$.**

We first prove a result that will be essential to deal with the second term in the right hand side of (7.16):

**Lemma 7** Let $h, k > 0$, and $u^\varepsilon$ and $\Phi_{\delta, \eta}$ be as before, then

$$\int_{\{h \leq |u^\varepsilon| < h + k\}} |\nabla u^\varepsilon|^p(1 - \Phi_{\delta, \eta}) = \omega(\varepsilon, h, \delta, \eta)$$

(7.26)
Proof Let $\psi(s) = T_k(s - T_h(s))$ and let us multiply the formulation of $u^\varepsilon$ by the test function $\psi(v^\varepsilon)(1 - \Phi_{\delta,\eta})$; integrating, if $\Theta_{k,h}(s) = \int_0^s \psi(\sigma) \, d\sigma$, we have

$$
\int_Q \Theta_{k,h}(v^\varepsilon)(1 - \Phi_{\delta,\eta}) \, dxdt
+ \int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla T_k(v^\varepsilon - T_h(v^\varepsilon)) (1 - \Phi_{\delta,\eta}) \, dxdt
- \int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla \Phi_{\delta,\eta} T_k(v^\varepsilon - T_h(v^\varepsilon)) \, dxdt
= \int_Q f^\varepsilon T_k(v^\varepsilon - T_h(v^\varepsilon))(1 - \Phi_{\delta,\eta}) \, dxdt
+ \int_Q G^\varepsilon \cdot \nabla(T_k(v^\varepsilon - T_h(v^\varepsilon))(1 - \Phi_{\delta,\eta})) \, dxdt
+ \int_Q T_k(v^\varepsilon - T_h(v^\varepsilon))(1 - \Phi_{\delta,\eta}) d\lambda^\varepsilon_{\omega}
- \int_Q T_k(v^\varepsilon - T_h(v^\varepsilon))(1 - \Phi_{\delta,\eta}) d\lambda^\varepsilon_{\omega}.
$$

Now using the fact that

$$
\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla T_k(v^\varepsilon - T_h(v^\varepsilon)) (1 - \Phi_{\delta,\eta}) \, dxdt
= \int_{\{h \leq |v^\varepsilon| < h+k\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla u^\varepsilon (1 - \Phi_{\delta,\eta}) \, dxdt
- \int_{\{h \leq |v^\varepsilon| < h+k\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla g^\varepsilon (1 - \Phi_{\delta,\eta}) \, dxdt,
$$

and, using Young’s inequality we obtain

$$
\left| \int_Q G^\varepsilon \cdot \nabla T_k(v^\varepsilon - T_h(v^\varepsilon)) (1 - \Phi_{\delta,\eta}) \, dxdt \right| \leq C_1 \int_{\{h \leq |v^\varepsilon| < h+k\}} |G^\varepsilon|^\rho (1 - \Phi_{\delta,\eta}) \, dxdt
+ C_2 \int_{\{h \leq |v^\varepsilon| < h+k\}} |\nabla u^\varepsilon|^\rho (1 - \Phi_{\delta,\eta}) \, dxdt
+ \int_{\{h \leq |v^\varepsilon| < h+k\}} G^\varepsilon \cdot \nabla g^\varepsilon (1 - \Phi_{\delta,\eta}) \, dxdt;
$$

where, when we use Young’s inequality, we can choose $C_2$ small as we want (for instance $C_2 < \frac{\alpha}{3}$); in the same way we can deal with the second term on the right hand side of (7.27) after we used
assumption (3.2) on \(a\); therefore, using assumption (3.1) on \(a\) in the first term of the right hand side of (7.27), noticing that \(\Theta_{k,h}(s)\) is nonnegative for any \(s \in \mathbb{R}\) and integrating by parts, we obtain

\[
\int_Q \Theta_{k,h}(v^\varepsilon) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt \quad \text{(A)}
\]

\[
+ \int_{\{|v^\varepsilon|< h+k\}} |\nabla u^\varepsilon|^p (1 - \Phi_{\delta,\eta}) \, dxdt \quad \text{(B)}
\]

\[
\leq C \int_{\{|h|<|v^\varepsilon|< h+k\}} |G^\varepsilon|^p' (1 - \Phi_{\delta,\eta}) \, dxdt \quad \text{(C)}
\]

\[
+ C \int_{\{|h|<|v^\varepsilon|< h+k\}} |\nabla g^\varepsilon|^p (1 - \Phi_{\delta,\eta}) \, dxdt \quad \text{(D)}
\]

\[
+ \int_{\{|v^\varepsilon|> h\}} |f^\varepsilon|(1 - \Phi_{\delta,\eta}) \, dxdt \quad \text{(E)}
\]

\[
+ C \int_{\{|h|<|v^\varepsilon|< h+k\}} |b(t,x)|^p' (1 - \Phi_{\delta,\eta}) \, dxdt \quad \text{(F)}
\]

\[
+ \int_Q T_k(v^\varepsilon - T_h(v^\varepsilon))(1 - \Phi_{\delta,\eta}) \, d\lambda^\varepsilon \quad \text{(G)}
\]

\[
- \int_Q T_k(v^\varepsilon - T_h(v^\varepsilon))(1 - \Phi_{\delta,\eta}) \, d\lambda^\varepsilon \quad \text{(H)}
\]

\[
+ \int_{\Omega} \Theta_{k,h}(u^\varepsilon_0) \, dx \quad \text{(I)}
\]

First of all, thanks to the definition of \(\Theta_{k,h}(s)\), the strong compactness in \(L^1(Q)\) of both \(v^\varepsilon\) and \(u^\varepsilon_0\), using Vitali’s theorem we readily have

\[
|(A)| + |(I)| = \omega(\varepsilon,h),
\]

while thanks to the equi-integrability property

\[
(C) + (D) + (E) + (F) = \omega(\varepsilon,h);
\]

finally, thanks to (7.8) and (7.10) we have

\[
|(G)| \leq k \int_Q (1 - \psi^*_\delta \psi^*_\eta) \, d\lambda^\varepsilon - \int_Q \psi^*_\delta \psi^*_\eta \, d\lambda^\varepsilon = \omega(\varepsilon,\delta,\eta);
\]

analogously using (7.9) and (7.11) one has \(|(H)| = \omega(\varepsilon,\delta,\eta)\); collecting together all these facts we obtain (7.26).

Now, let us analyze the second term in the right hand side of (7.16), that is, in some sense, far from the set where the singular measure is concentrated.
We can write, for $n > k$,

$$
\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v)\nu) H_n(v^\varepsilon)(1 - \Phi_{\delta, \eta}) \, dx dt
$$

$$
= \int_{\{|v^\varepsilon| \leq k\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla (v^\varepsilon - T_k(v)\nu)(1 - \Phi_{\delta, \eta}) \, dx dt
$$

$$
- \int_{\{|v^\varepsilon| > k\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla T_k(v)\nu H_n(v^\varepsilon)(1 - \Phi_{\delta, \eta}) \, dx dt;
$$

(7.28)

First of all, thanks to Proposition 1 and to Proposition 4, and since, by its definition, $|T_k(v)\nu| \leq k$ a.e. on $Q$, we have

$$
\int_{\{|v^\varepsilon| > k\}} a(t, x, \nabla u^\varepsilon) \cdot \nabla T_k(v)\nu H_n(v^\varepsilon)(1 - \Phi_{\delta, \eta}) \, dx dt
$$

$$
= \int_{\{|v^\varepsilon| > k\}} a(t, x, \nabla (T_{2n}(v^\varepsilon) + g^\varepsilon)) \cdot \nabla T_k(v)\nu H_n(v^\varepsilon)(1 - \Phi_{\delta, \eta}) \, dx dt
$$

$$
+ \int_{\{|v^\varepsilon| > k\}} a(t, x, \nabla (T_{2n}(v) + g)) \cdot \nabla T_k(v)\nu H_n(v)(1 - \Phi_{\delta, \eta}) \, dx dt + \omega(\varepsilon)
$$

$$
= \omega(\varepsilon, \nu).
$$

(7.29)

To deal with the first term on the right hand side of (7.28) we adapt a method introduced, for the parabolic case, in [20]; for $h > 2k$ let us define

$$
w^\varepsilon = T_{2k}(v^\varepsilon) - T_h(v^\varepsilon) + T_k(v^\varepsilon) - T_k(v)\nu;
$$

notice that $\nabla w^\varepsilon = 0$ if $|v^\varepsilon| > h + 4k$, thus the estimate on $T_k(v^\varepsilon)$ of Proposition 4 implies that $w^\varepsilon$ is bounded in $L^p(0, T; W_0^{1, p}(\Omega))$; therefore we easily have that

$$
w^\varepsilon \rightharpoonup T_{2k}(v) - T_h(v) + T_k(v)\nu \quad \text{weakly in } L^p(0, T; W_0^{1, p}(\Omega)) \text{ and a.e. on } Q.$$

Hence, let us multiply by $w^\varepsilon(1 - \Phi_{\delta,\eta})$ the equation solved by $u^\varepsilon$ and integrate to obtain

$$\int_0^T \langle u^\varepsilon_t, w^\varepsilon(1 - \Phi_{\delta,\eta}) \rangle \, dt$$

(A) $+$ $\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla w^\varepsilon(1 - \Phi_{\delta,\eta}) \, dxdt$

(B) $-$ $\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla \Phi_{\delta,\eta} w^\varepsilon \, dxdt$

(C) $=$ $\int_Q f^\varepsilon w^\varepsilon(1 - \Phi_{\delta,\eta}) \, dxdt$

(D) $+$ $\int_Q G^\varepsilon \cdot \nabla (w^\varepsilon(1 - \Phi_{\delta,\eta})) \, dxdt$

(E) $+$ $\int_Q w^\varepsilon(1 - \Phi_{\delta,\eta}) d\lambda^\varepsilon_\phi$

(F) $-$ $\int_Q w^\varepsilon(1 - \Phi_{\delta,\eta}) d\lambda^\varepsilon_\phi$.

Let us analyze term by term the above identity; first of all, thanks to the properties of $w^\varepsilon$ and to Lebesgue’s dominated convergence theorem we have that (D) = $\omega(\varepsilon, \nu, h)$; while, on the other hand, we have

$$\int \{|v^\varepsilon - T_h(v^\varepsilon) + T_k(v^\varepsilon) - T_k(v)\nu| \leq 2k\} G \cdot \nabla v (1 - \Phi_{\delta,\eta}) \, dxdt = \omega(h, \delta, \eta)$$

and using Young’s inequality and Lemma 7, we have that

$$\int \{|v^\varepsilon| > k\} G \cdot \nabla v (1 - \Phi_{\delta,\eta}) \, dxdt = \omega(h, \delta, \eta).$$

Now, reasoning as in the proof of Lemma 7, thanks to (7.8)–(7.11), using the fact that $|w^\varepsilon| \leq 2k$, we have that both (F) = $\omega(\varepsilon, \phi, \eta)$ and (G) = $\omega(\varepsilon, \phi, \eta)$, while thanks to Proposition 4 and to the definition of $w^\varepsilon$ we have (C) = $\omega(\varepsilon, \nu, h)$.

Let us now analyze term (B); if we define $M = h + 4k$ we have

$$\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla w^\varepsilon(1 - \Phi_{\delta,\eta}) \, dxdt = \int_Q a(t, x, \nabla u^\varepsilon \chi_{\{|v^\varepsilon| \leq M\}}) \cdot \nabla w^\varepsilon(1 - \Phi_{\delta,\eta}) \, dxdt.$$

Now, if $E_\varepsilon = \{|v^\varepsilon - T_h(v^\varepsilon) + T_k(v^\varepsilon) - T_k(v)\nu| \leq 2k\}$ and $h \geq 2k$ we can split it as

$$\int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla w^\varepsilon(1 - \Phi_{\delta,\eta}) \, dxdt = \int_Q a(t, x, \nabla u^\varepsilon \chi_{\{|v^\varepsilon| \leq k\}}) \cdot \nabla (v^\varepsilon - T_h(v)\nu)(1 - \Phi_{\delta,\eta}) \, dxdt$$

$$+ \int_{\{|v^\varepsilon| > k\}} a(t, x, \nabla u^\varepsilon \chi_{\{|v^\varepsilon| \leq M\}}) \cdot \nabla (v^\varepsilon - T_h(v)\nu)(1 - \Phi_{\delta,\eta}) \chi_{E_\varepsilon} \, dxdt$$

$$- \int_{\{|v^\varepsilon| > k\}} a(t, x, \nabla u^\varepsilon \chi_{\{|v^\varepsilon| \leq M\}}) \cdot \nabla T_k(v)\nu(1 - \Phi_{\delta,\eta}) \chi_{E_\varepsilon} \, dxdt. \tag{7.30}$$
Let us analyze the second term in the right hand side of (7.30); since $v^\epsilon - T_h(v^\epsilon) = 0$ if $|v^\epsilon| \leq h$, we have
\[
\left| \int_{|v^\epsilon| > k} a(t, x, \nabla u^\epsilon \chi_{\{|v^\epsilon| \leq M\}}) \cdot \nabla (v^\epsilon - T_h(v^\epsilon)) (1 - \Phi_{\delta, \eta}) \chi_{E_\epsilon} \, dxdt \right|
\leq \int_{|v^\epsilon| < h+4k} |a(t, x, \nabla u^\epsilon)||\nabla v^\epsilon| \, dxdt,
\]
and using assumption (3.2) on $a$ and Young’s inequality we get:
\[
\int_{|v^\epsilon| < h+4k} |a(t, x, \nabla u^\epsilon)||\nabla v^\epsilon| (1 - \Phi_{\delta, \eta}) \, dxdt
\leq C \int_{|v^\epsilon| < h+4k} |\nabla u^\epsilon|^p (1 - \Phi_{\delta, \eta}) \, dxdt
\]
\[+ C \int_{|v^\epsilon| < h+4k} |\nabla g^\epsilon|^p (1 - \Phi_{\delta, \eta}) \, dxdt
\]
\[+ C \int_{|v^\epsilon| < h+4k} |b(t, x)|^{p'} (1 - \Phi_{\delta, \eta}) \, dxdt.
\]
Thus, using equi-integrability and Lemma 7 we obtain
\[
\int_{|v^\epsilon| > k} a(t, x, \nabla u^\epsilon \chi_{\{|v^\epsilon| \leq M\}}) \cdot \nabla (v^\epsilon - T_h(v^\epsilon)) (1 - \Phi_{\delta, \eta}) \chi_{E_\epsilon} \, dxdt = \omega(\epsilon, h, \delta, \eta). \tag{7.31}
\]
Let us now analyze the third term in the right hand side of (7.30); since, thanks to Proposition 4, we have
\[
\int_{|v^\epsilon| > k} a(t, x, \nabla u^\epsilon \chi_{\{|v^\epsilon| \leq M\}}) \cdot \nabla T_k(v) (1 - \Phi_{\delta, \eta}) \chi_{E_\epsilon} \, dxdt = \omega(\epsilon),
\]
then
\[
\int_{|v^\epsilon| > k} a(t, x, \nabla u^\epsilon \chi_{\{|v^\epsilon| \leq M\}}) \cdot \nabla T_k(v) \nu (1 - \Phi_{\delta, \eta}) \chi_{E_\epsilon} \, dxdt
\]
\[= \int_{|v^\epsilon| > k} a(t, x, \nabla u^\epsilon \chi_{\{|v^\epsilon| \leq M\}}) \cdot \nabla (T_k(v)_\nu - T_k(v)) (1 - \Phi_{\delta, \eta}) \chi_{E_\epsilon} \, dxdt + \omega(\epsilon, \nu), \tag{7.32}
\]
so, thank to the fact that $T_k(v)_\nu$ strongly converges to $T_k(v)$ in $L^p(0, T; W^{1,p}_0(\Omega))$ and using again Proposition 4 we have
\[
\int_{|v^\epsilon| > k} a(t, x, \nabla u^\epsilon \chi_{\{|v^\epsilon| \leq M\}}) \cdot \nabla (T_k(v)_\nu - T_k(v)) (1 - \Phi_{\delta, \eta}) \chi_{E_\epsilon} \, dxdt = \omega(\epsilon, \nu),
\]
that together with (7.32) yields
\[
\int_{|v^\epsilon| > k} a(t, x, \nabla u^\epsilon \chi_{\{|v^\epsilon| \leq M\}}) \cdot \nabla T_k(v) \nu (1 - \Phi_{\delta, \eta}) \chi_{E_\epsilon} \, dxdt = \omega(\epsilon, \nu). \tag{7.33}
\]
So, putting together (7.30), (7.31) and (7.33) we get 

\[(B) = \int_Q a(t, x, \nabla u^\varepsilon \chi_{\{|v|\leq k\}}) \cdot \nabla (v^\varepsilon - T_k(v)\nu) (1 - \Phi_{\delta, \eta}) \, dx \, dt + \omega(\varepsilon, \nu, h, \delta, \eta),\]

and then, gathering together all the above results

\[
\int_0^T \langle v_t^\varepsilon, w^\varepsilon(1 - \Phi_{\delta, \eta}) \rangle \, dt \\
+ \int_Q a(t, x, \nabla u^\varepsilon \chi_{\{|v|\leq k\}}) \cdot \nabla (v^\varepsilon - T_k(v)\nu) (1 - \Phi_{\delta, \eta}) \, dx \, dt \\
= \omega(\varepsilon, \nu, h, \delta, \eta). \tag{7.34}
\]

If we prove that

\[
\int_0^T \langle v_t^\varepsilon, w^\varepsilon(1 - \Phi_{\delta, \eta}) \rangle \, dt \geq \omega(\varepsilon, \nu, h), \tag{7.35}
\]

then we obtain our estimate far from $E$:

\[
\limsup_{\varepsilon, \nu, \delta, \eta} \int_Q a(t, x, \nabla u^\varepsilon) \cdot \nabla (T_k(v^\varepsilon) - T_k(v)\nu) H_n(v^\varepsilon) (1 - \Phi_{\delta, \eta}) \, dx \, dt \leq 0. \tag{7.36}
\]

So, let us prove (7.35). Observing that, thanks to the fact that $|T_k(v)\nu| \leq k$, we can write (recalling that $h > k > 0$)

\[w^\varepsilon = T_{h+k}(v^\varepsilon - T_k(v)\nu) - T_{h-k}(v^\varepsilon - T_k(v^\varepsilon));\]

we have,

\[
\int_0^T \langle v_t^\varepsilon, w^\varepsilon(1 - \Phi_{\delta, \eta}) \rangle \, dt \\
= \int_0^T \langle (T_k(v)\nu)_t, T_{h+k}(v^\varepsilon - T_k(v)\nu)(1 - \Phi_{\delta, \eta}) \rangle \, dt \\
+ \int_Q S_{h+k}(v^\varepsilon - T_k(v)\nu)_t (1 - \Phi_{\delta, \eta}) \, dx \, dt \\
- \int_Q G_{h-k}(v^\varepsilon)_t (1 - \Phi_{\delta, \eta}) \, dx \, dt,
\]

where

\[S_{h+k}(s) = \int_0^s T_{h+k}(\sigma) \, d\sigma,\]

and

\[G_{h-k}(s) = \int_0^s T_{h-k}(\sigma - T_k(\sigma)) \, d\sigma.\]
First of all, thanks to the definition of $T_k(v)_\nu$ we have

$$
\int_0^T \langle (T_k(v)_\nu)_t, T_{h+k}(v^\varepsilon - T_k(v)_\nu)(1 - \Phi_{\delta,\eta}) \rangle \, dt
\quad = \quad \nu \int_Q (T_k(v) - T_k(v)_\nu)T_{h+k}(v - T_k(v)_\nu)(1 - \Phi_{\delta,\eta}) \, dx \, dt + \omega(\varepsilon)
\quad = \quad \nu \int_{\{|v| \leq k\}} (v - T_k(v)_\nu)T_{h+k}(v - T_k(v)_\nu)(1 - \Phi_{\delta,\eta}) \, dx \, dt
\quad + \quad \nu \int_{\{|v| > k\}} (k - T_k(v)_\nu)T_{h+k}(v - T_k(v)_\nu)(1 - \Phi_{\delta,\eta}) \, dx \, dt
\quad + \quad \nu \int_{\{|v| < -k\}} (-k - T_k(v)_\nu)T_{h+k}(v - T_k(v)_\nu)(1 - \Phi_{\delta,\eta}) \, dx \, dt + \omega(\varepsilon);
$$

and the three terms in the right hand side are all nonnegative, so we can drop them to obtain

$$
\int_0^T \langle (T_k(v)_\nu)_t, T_{h+k}(v^\varepsilon - T_k(v)_\nu)(1 - \Phi_{\delta,\eta}) \rangle \, dt \geq \omega(\varepsilon),
\quad (7.37)
$$

while integrating by parts we have

$$
\int_Q S_{h+k}(v^\varepsilon - T_k(v)_\nu)_t (1 - \Phi_{\delta,\eta}) \, dx \, dt - \int_Q G_{h-k}(v^\varepsilon)_t (1 - \Phi_{\delta,\eta}) \, dx \, dt
\quad = \quad \int_Q S_{h+k}(v^\varepsilon - T_k(v)_\nu) \frac{d\Phi_{\delta,\eta}}{dt} \, dx \, dt - \int_Q G_{h-k}(v^\varepsilon) \frac{d\Phi_{\delta,\eta}}{dt} \, dx \, dt
\quad + \quad \int_\Omega S_{h+k}(v^\varepsilon - T_k(v)_\nu)(T) \, dx - \int_\Omega G_{h-k}(v^\varepsilon)(T) \, dx
\quad + \quad \int_\Omega G_{h-k}(u_0^\varepsilon) \, dx - \int_\Omega S_{h+k}(u_0^\varepsilon - z_\nu) \, dx
$$

Reasoning as in the proof of Lemma 2.1 in [20] we can easily show that both

$$
\int_\Omega S_{h+k}(v^\varepsilon - T_k(v)_\nu)(T) \, dx - \int_\Omega G_{h-k}(v^\varepsilon)(T) \, dx \geq 0,
$$

and

$$
\int_\Omega G_{h-k}(u_0^\varepsilon) \, dx - \int_\Omega S_{h+k}(u_0^\varepsilon - z_\nu) \, dx = \omega(\varepsilon, \nu, h).
$$
Therefore we have proved that
\[
\int_0^T \langle v_\varepsilon^t, w_\varepsilon^t(1 - \Phi_{\delta,\eta}) \rangle \, dt \\
\geq \int_Q S_{h+k}(v^\varepsilon - T_k(v)_\nu) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt \\
- \int_Q G_{h-k}(v^\varepsilon) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt + \omega(\varepsilon, \nu, h),
\]
so, to conclude we have to check that
\[
\int_Q S_{h+k}(v^\varepsilon - T_k(v)_\nu) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt \\
- \int_Q G_{h-k}(v^\varepsilon) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt \geq \omega(\varepsilon, \nu, h);
\]

(7.38)

actually, thanks to Proposition 4 and to the properties of $T_k(v)_\nu$ we have
\[
\int_Q S_{h+k}(v^\varepsilon - T_k(v)_\nu) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt \\
- \int_Q G_{h-k}(v^\varepsilon) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt \\
\geq \int_Q S_{h+k}(v - T_k(v)) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt \\
- \int_Q G_{h-k}(v) \frac{d\Phi_{\delta,\eta}}{dt} \, dxdt + \omega(\varepsilon, \nu) \\
= \int_Q F_h(v) \frac{d\Phi_{\delta,\eta}}{dt} + \omega(\varepsilon, \nu),
\]
where $F_h(s) = S_{h+k}(s - T_k(s)) - G_{h-k}(s)$; that is, if $h > 2k$,
\[
F_h(s) = \begin{cases} 
\int_0^{s-k} (T_{h+k}(\sigma) - T_{h-k}(\sigma)) \, d\sigma & \text{if } s > h - k \\
0 & \text{if } |s| \leq h - k \\
\int_0^{s+k} (T_{h+k}(\sigma) - T_{h-k}(\sigma)) \, d\sigma & \text{if } s < -(h - k),
\end{cases}
\]

So, $F_h(v)$ converges almost everywhere to 0 on $Q$ and, since $v \in L^1(Q)$, we can apply Lebesgue’s dominated convergence theorem to conclude that (7.38) holds true.
Step 3. Strong convergence of truncates.
Collecting together (7.16), (7.18), and (7.36) we have, taking again $n > k$,
\[
\limsup_{\epsilon, \nu, n} \left( \int_Q a(t, x, \nabla u^\epsilon) \cdot \nabla T_k(v^\epsilon) \, dx \, dt - \int_Q a(t, x, \nabla u^\epsilon) \cdot \nabla T_k(v)_\nu H_n(v^\epsilon) \, dx \, dt \right) \leq 0, \tag{7.39}
\]
therefore, since using Egorov theorem and Proposition 4 we have
\[
\int_Q a(t, x, \nabla u^\epsilon) \cdot \nabla T_k(v)_\nu H_n(v^\epsilon) \, dx \, dt = \int_Q a(t, x, \nabla u) \cdot \nabla T_k(v) \, dx \, dt + \omega(\epsilon, \nu, n),
\]
then (7.39) implies (7.15).
Now, recalling that
\[
\int_Q a(t, x, \nabla (T_k(v^\epsilon) + g^\epsilon)) \cdot \nabla T_k(v^\epsilon) \, dx \, dt
= \int_Q a(t, x, \nabla (T_k(v^\epsilon) + g^\epsilon)) \cdot \nabla (T_k(v^\epsilon) + g^\epsilon) \, dx \, dt \tag{7.40}
\]
\[
- \int_Q a(t, x, \nabla (T_k(v^\epsilon) + g^\epsilon)) \cdot \nabla g^\epsilon \, dx \, dt,
\]
using Fatou’s lemma, and Proposition 4 we can easily conclude that
\[
\int_Q a(t, x, \nabla (T_k(v^\epsilon) + g^\epsilon)) \cdot \nabla (T_k(v^\epsilon) + g^\epsilon) \, dx \, dt
= \int_Q a(t, x, \nabla (T_k(v) + g)) \cdot \nabla (T_k(v) + g) \, dx \, dt + \omega(\epsilon); \tag{7.41}
\]
Thus, being nonnegative, $a(t, x, \nabla (T_k(v^\epsilon) + g^\epsilon)) \nabla (T_k(v^\epsilon) + g^\epsilon)$ actually converges to $a(t, x, \nabla (T_k(v) + g)) \nabla (T_k(v) + g)$ strongly in $L^1(Q)$; hence, using assumption (3.1)
\[
a|\nabla (T_k(v^\epsilon) + g^\epsilon)|^p \leq a(t, x, \nabla (T_k(v^\epsilon) + g^\epsilon)) \cdot \nabla (T_k(v^\epsilon) + g^\epsilon),
\]
and so, by Vitali’s theorem, recalling that $g^\epsilon$ strongly converges to $g$ in $L^p(0, T; W^{1,p}_0(\Omega))$, we get
\[
T_k(v^\epsilon) \rightharpoonup T_k(v) \quad \text{strongly in} \quad L^p(0, T; W^{1,p}_0(\Omega)).
\]
This concludes the proof of Theorem 5.
8 Existence of a renormalized solution

Now we are able to prove that problem (3.4) has a renormalized solution.

Proof (of Theorem 2)
Let $S \in W^{2,\infty}(\mathbb{R})$ such that $S'$ has a compact support as in Definition 2, and let $\varphi \in C^1_0([0,T) \times \Omega)$; then the approximating solutions $u^\varepsilon$ (and $v^\varepsilon$) satisfy

$$- \int_\Omega S(u_0^\varepsilon) \varphi(0) \, dx - \int_0^T \langle \varphi_t, S(v^\varepsilon) \rangle dt + \int_Q S'(v^\varepsilon) a(t,x,\nabla u^\varepsilon) \cdot \nabla \varphi \, dxdt + \int_Q S''(v^\varepsilon) a(t,x,\nabla u^\varepsilon) \cdot \nabla \varphi \, dxdt$$

$$= \int_Q S'(v^\varepsilon) \varphi \, d\hat{\mu}^\varepsilon + \int_Q S'(v^\varepsilon) \varphi \, d\lambda^\varepsilon_\oplus - \int_Q S'(v^\varepsilon) \varphi \, d\lambda^\varepsilon_\ominus. \tag{8.1}$$

Thanks to Theorem 5 all but the last term easily pass to the limit on $\varepsilon$; actually the only terms that give some problems are the last two. We can write

$$\int_Q S'(v^\varepsilon) \varphi \, d\lambda^\varepsilon_\oplus = \int_Q S'(v^\varepsilon) \varphi \psi^+_\delta \, d\lambda^\varepsilon_\oplus + \int_Q S'(v^\varepsilon) \varphi (1 - \psi^+_\delta) \, d\lambda^\varepsilon_\ominus, \tag{8.2}$$

where $\psi^+_\delta$ is defined as in Lemma 5; thus

$$\left| \int_Q S'(v^\varepsilon) \varphi (1 - \psi^+_\delta) \, d\lambda^\varepsilon_\ominus \right| \leq C \int_Q (1 - \psi^+_\delta) \, d\lambda^\varepsilon_\oplus = \omega(\varepsilon, \delta),$$

while choosing $S'(v^\varepsilon) \varphi \psi^+_\delta$ in the formulation for $u^\varepsilon$ one gets,

$$\int_Q S'(v^\varepsilon) \varphi \psi^+_\delta \, d\lambda^\varepsilon_\oplus = - \int_Q S'(v^\varepsilon) \varphi \psi^+_\delta \, d\hat{\mu}^\varepsilon + \int_Q S'(v^\varepsilon) \varphi \psi^+_\delta \, d\lambda^\varepsilon_\ominus$$

$$- \int_Q (\varphi \psi^+_\delta), S(v^\varepsilon) \, dxdt + \int_Q S'(v^\varepsilon) a(t,x,\nabla u^\varepsilon) \cdot \nabla (\varphi \psi^+_\delta) \, dxdt + \int_Q S''(v^\varepsilon) a(t,x,\nabla u^\varepsilon) \cdot \nabla \varphi \psi^+_\delta \, dxdt; \tag{8.3}$$

now, thanks to Proposition 4 and the properties of $\psi^+_\delta$, we readily have

$$\int_Q S'(v^\varepsilon) \varphi \psi^+_\delta \, d\hat{\mu}^\varepsilon = \omega(\varepsilon, \delta),$$
and, thanks to (7.9),
\[ \left| \int_Q S'(v^\varepsilon) \varphi \psi_+^\varepsilon \, d\lambda_{\varepsilon}^0 \right| \leq C \int_Q \psi_+^\varepsilon \, d\lambda_{\varepsilon}^0 = \omega(\varepsilon, \delta) \]
while, since \( S(v) \in L^p(0,T; W^{1,p}_0(\Omega)) \cap L^\infty(Q) \) and using (7.6),
\[ \int_Q (\varphi \psi_+^\varepsilon)_t \, S(v^\varepsilon) \, dx \, dt = \omega(\varepsilon, \delta); \]
moreover, since \( a(t, x, \nabla u^\varepsilon) \) is strongly compact in \( L^1(Q) \), \( S'(v^\varepsilon) \) is bounded, and \( \psi_+^\varepsilon \) converges to zero in \( L^p(0,T; W^{1,p}_0(\Omega)) \) as \( \delta \) goes to zero, we have
\[ \int_Q S'(v^\varepsilon) a(t, x, \nabla u^\varepsilon) \cdot \nabla (\varphi \psi_+^\varepsilon) \, dx \, dt = \omega(\varepsilon, \delta), \]
and, finally, using Theorem 5 and the fact that \( \nabla u^\varepsilon = T_M(v^\varepsilon) + g^\varepsilon \) on the set \( \{v^\varepsilon \leq M\} \),
\[ \int_Q S''(v^\varepsilon) a(t, x, \nabla u^\varepsilon) \cdot \nabla v^\varepsilon \, \varphi \psi_+^\varepsilon \, dx \, dt = \omega(\varepsilon, \delta). \]
Therefore, from (8.2) we deduce
\[ \int_Q S'(v^\varepsilon) \varphi \, d\lambda_{\varepsilon}^0 = \omega(\varepsilon). \quad (8.4) \]
Analogously we can prove that
\[ \int_Q S'(v^\varepsilon) \varphi \, d\lambda_{\varepsilon}^0 = \omega(\varepsilon). \quad (8.5) \]
Then \( u \) satisfies equation (4.1) with \( \varphi \in C^1_0([0,T] \times \Omega) \); now, an easy density argument shows that \( u \) satisfies the same formulation with \( \varphi \in L^p(0,T; W^{1,p}_0(\Omega)) \cap L^\infty(Q) \) such that \( \varphi_d \in L^p(0,T; W^{-1,p'}(\Omega)) \), and \( \varphi(T,x) = 0. \)

To prove the existence result it remains, then, to prove properties (4.2) and (4.3); so let us take \( H_n(v)(1 - \psi_\varepsilon^{-}) \varphi \) as test function in the formulation of \( u \), where \( \varphi \in C^\infty_0(Q) \). We obtain
\[ - \int_Q ((1 - \psi_\varepsilon^{-}) \varphi)_t \, \overline{\Pi}_n(v) \, dx \, dt \]
\[ + \int_Q H_n(v)a(t, x, \nabla u) \cdot \nabla ((1 - \psi_\varepsilon^{-}) \varphi) \, dx \, dt \]
\[ = \int_Q H_n(v)(1 - \psi_\varepsilon^{-}) \varphi \, d\mu_0 \]
\[ + \frac{1}{n} \int_{|n < v \leq 2n} a(t, x, \nabla u) \cdot \nabla v \, (1 - \psi_\varepsilon^{-}) \varphi \, dx \, dt \]
\[ - \frac{1}{n} \int_{-2n \leq v < -n} a(t, x, \nabla u) \cdot \nabla v \, (1 - \psi_\varepsilon^{-}) \varphi \, dx \, dt. \]

(8.6)
Now, recalling that \( u^\varepsilon \) is also a distributional solution with datum \( \mu^\varepsilon \) we have
\[
- \int_Q ((1-\psi^-_\delta)\varphi) u^\varepsilon \, dx \, dt + \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla ((1-\psi^-_\delta)\varphi) \, dx \, dt = \int_Q (1-\psi^-_\delta) \varphi d\hat{\mu}_0^\varepsilon + \int_Q (1-\psi^-_\delta) \varphi d\lambda^\varepsilon_0 - \int_Q (1-\psi^-_\delta) \varphi d\lambda^\varepsilon_0 ,
\]
for every \( \varphi \in C^\infty_0(Q) \).

Therefore, let us take the difference between (8.6) and (8.7); we obtain
\[
- \int_Q ((1-\psi^-_\delta)\varphi) \eta_\varepsilon \, dx \, dt + \int_Q ((1-\psi^-_\delta)\varphi) v^\varepsilon \, dx \, dt + \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla ((1-\psi^-_\delta)\varphi) \, dx \, dt
\]
\[
- \int_Q H_n(v)(1-\psi^-_\delta)\varphi \, d\hat{\mu}_0 + \int_Q (1-\psi^-_\delta)\varphi \, d\lambda^\varepsilon_0
\]
\[
+ \frac{1}{n} \int_{\{n<v<2n\}} a(t,x,\nabla u) \cdot \nabla v (1-\psi^-_\delta)\varphi \, dx \, dt
\]
\[
- \int_Q a(t,x,\nabla u^\varepsilon) \cdot \nabla v (1-\psi^-_\delta)\varphi \, dx \, dt.
\]

First of all, we easily have
\[
(A) = \omega(\varepsilon,n),
\]
and, thanks to Proposition 4,
\[
(B) + (C) = \omega(\varepsilon,n).
\]

Now, since \( H_n(v) \) strongly converges to 1 in \( L^p(0,T;W^{1,p}(\Omega)) \) (thanks to the estimate on the truncates of Proposition 2, as we said before) and then \( H_n(v)(1-\psi^-_\delta)\varphi \) converges to \( (1-\psi^-_\delta)\varphi \) in \( L^p(0,T;W^{1,p}_0(\Omega)) \), we have
\[
(D) = \omega(\varepsilon,n).
\]

Moreover, thanks to (7.11),
\[
(G) = \omega(\varepsilon,\delta)
\]
and thanks to Lemma 6 (see also Remark 9), and to Theorem 5, we have
\[
(E) = \omega(n,\delta).
\]

Finally, using again Theorem 5, and Lemma 6, we have
\[
(H) = \frac{1}{n} \int_{\{n<v<2n\}} a(t,x,\nabla u) \cdot \nabla v \varphi \, dx \, dt + \omega(n,\delta),
\]
while, by construction of $\lambda_{\delta}^\varepsilon$, we have

$$(F) = \int_Q \varphi \, d\mu^\varepsilon_\delta + \omega(\varepsilon, \delta).$$

Putting together all the above results we obtain (4.2) for every $\varphi \in C_0^\infty(Q)$. Now, if $\varphi \in C^\infty(Q)$ we can split

$$\frac{1}{n} \int_{\{n < v \leq 2n\}} a(t, x, \nabla u) \cdot \nabla v \, \varphi \, dxdt$$

$$= \frac{1}{n} \int_{\{n < v \leq 2n\}} a(t, x, \nabla u) \cdot \nabla v \, \varphi \psi^\varepsilon_\delta \, dxdt \quad (8.8)$$

$$+ \frac{1}{n} \int_{\{n < v \leq 2n\}} a(t, x, \nabla u) \cdot \nabla v \, \varphi(1 - \psi^\varepsilon_\delta) \, dxdt,$$

and, thanks to what we proved before

$$\lim_{n \to \infty} \frac{1}{n} \int_{\{n < v \leq 2n\}} a(t, x, \nabla u) \cdot \nabla v \, \varphi \psi^\varepsilon_\delta \, dxdt = \int_Q \varphi \, d\mu^\varepsilon_\delta + \omega(\delta). \quad (8.9)$$

On the other hand, reasoning as before, we are under the assumption of Lemma 6 (see Remark 9), so we have

$$\frac{1}{n} \int_{\{n < v < \varepsilon \leq 2n\}} a(t, x, \nabla u) \cdot \nabla v \, \varphi \, dxdt = \omega(\varepsilon, n, \delta),$$

that, gathered together with the strong convergence of truncates proved in Theorem 5, yields

$$\frac{1}{n} \int_{\{n < v \leq 2n\}} a(t, x, \nabla u) \cdot \nabla v \, \varphi(1 - \psi^\varepsilon_\delta) \, dxdt = \omega(n, \delta). \quad (8.10)$$

Finally, putting together (8.8), (8.9) and (8.10) we get (4.2) for every $\varphi \in C^\infty(Q)$, and, reasoning by density, for every $\varphi \in C(Q)$, which concludes the proof of (4.2). To obtain (4.3) we can reason as before using $\psi^\varepsilon_\delta$ in the place of $\psi^\varepsilon_\delta$ and viceversa, and this concludes the proof of Theorem 2.

9 A partial uniqueness result and inverse maximum principle

9.1 Uniqueness in the linear case

In this section we try to stress the fact that the notion of renormalized solution, as in the elliptic case, should be the right one to get uniqueness. As we said before if the datum $\mu$ belongs to $M_0(Q)$ the renormalized solution turns out to be unique (see [11]); the same happens for a general measure datum and $u_0 \in L^1(\Omega)$ as initial condition, if the operator is linear, that is if

$$a(t, x, \xi) = M(t, x) \cdot \xi, \quad (9.1)$$

where $M$ is a matrix with bounded, measurable entries, and satisfying the ellipticity assumption (3.1) (obviously with $p = 2$). In fact we have
Theorem 6 Let $M$ as in (9.1), $\mu \in M(Q)$, and $u_0 \in L^1(\Omega)$. Then the renormalized solution of problem

$$
\begin{aligned}
\begin{cases}
  u_t - \text{div}(M(t,x)\nabla u) = \mu & \text{in } (0,T) \times \Omega, \\
  u(0,x) = u_0 & \text{in } \Omega, \\
  u(t,x) = 0 & \text{on } (0,T) \times \partial\Omega,
\end{cases}
\end{aligned}
$$

(9.2)
is unique.

Proof We will prove this result by showing that a renormalized solution of problem (9.2) is a solution in a duality sense; uniqueness will follow immediately as in the elliptic case where the notion of duality solution was introduced and studied in [24]. So, let $w \in L^2(0,T;H^1_0(\Omega)) \cap C(Q)$ such that $w_t \in L^2(0,T;H^{-1}(\Omega))$ with $w(T) = 0$ and choose $\overline{H}_n(v)$ and $w$ as test functions in (4.1); we have

$$
\begin{align}
&- \int_\Omega \overline{H}_n(w_0)w(0) \, dx \\
&- \int_0^T \langle w_t, \overline{H}_n(v) \rangle \, dt \\
&+ \int_Q H_n(v)M(t,x)\nabla u \cdot \nabla w \, dxdt \\
&- \frac{1}{n} \int_{\{n \leq v < 2n\}} M(t,x)\nabla u \cdot \nabla w \, dxdt \\
&+ \frac{1}{n} \int_{\{-2n < v \leq -n\}} M(t,x)\nabla u \cdot \nabla w \, dxdt \\
&= \int_Q H_n(v) \, w \, d\tilde{\mu}_0,
\end{align}
$$

and by properties (4.2) and (4.3) we readily obtain

$$
(A) + (B) + (C) - (F) = \int_Q w \, d\mu_s + \omega(n),
$$

(9.3)

where $\mu_s = \mu^+_s - \mu^-_s$.

On the other hand if $\psi \in C_0^\infty(Q)$ we can choose $w$ as the solution of the parabolic retrograde problem

$$
\begin{aligned}
\begin{cases}
  -w_t - \text{div}(M^*(t,x)\nabla w) = \psi & \text{in } (0,T) \times \Omega, \\
  w(T,x) = 0 & \text{in } \Omega, \\
  w(t,x) = 0 & \text{on } (0,T) \times \partial\Omega,
\end{cases}
\end{aligned}
$$

(9.4)

where $M^*(t,x)$ is the transposed matrix of $M(t,x)$; now, since both $H_n(v)$ and $q$ are good test functions for this problem, and recalling that $\overline{H}_n(v)$ converges to $v$ in $L^1(Q)$ while $\overline{H}_n(u_0)$ converges to $u_0$, we
have
\[(A) + (B) + (C) - (F) = - \int_{\Omega} H_n(u_0) w(0) \, dx\]
\[- \int_0^T \langle w_t, H_n(v) \rangle \, dt + \int_Q \nabla H_n(v) \cdot M^*(t, x) \nabla w \, dx dt\]
\[- \int_Q H_n(v) \, w \, d\hat{\mu}_0 + \int_Q H_n(v) \nabla g \cdot M^*(t, x) \nabla w \, dx dt\]
\[= - \int_{\Omega} H_n(u_0) w(0) \, dx + \int_Q H_n(v) \psi \, dx dt\]
\[- \int_Q H_n(v) \, w \, d\hat{\mu}_0 + \int_Q H_n(v) \nabla g \cdot M^*(t, x) \nabla w \, dx dt\]
\[= - \int_0^T \langle w_t, g \rangle \, dt + \omega(n)\]
\[= - \int_{\Omega} u_0 w(0) \, dx + \int_Q \psi \, dx dt - \int_Q w \, d\hat{\mu}_0 + \int_Q g \, \psi \, dx dt\]
hence, comparing (9.3) and (9.5), we obtain
\[- \int_0^T \langle w_t, g \rangle \, dt + \omega(n)\]
\[= - \int_{\Omega} u_0 w(0) \, dx + \int_Q w \, \psi \, dx dt - \int_Q w \, d\mu + \omega(n);\]
for every \(\psi \in C^\infty_0(Q)\). Therefore, since if \(u_1\) and \(u_2\) satisfy (9.6), then
\[\int_Q (u_1 - u_2) \psi \, dx dt = 0\]
for every \(\psi \in C^\infty_0(Q)\), and so \(u_1 = u_2\), \(u\) is the unique solution of (9.2).

9.2 Inverse maximum principle for general parabolic operators

In the elliptic case, an easy consequence of the definition and existence of a renormalized solution (see [9]) is the so called Inverse maximum principle for general monotone operators proved independently in
in the model case of the Laplace operator. This result has a large number of interesting applications; for instance it allows to prove a generalized Kato’s inequality when \( \Delta u \) is a measure (see [7]). In the same way for parabolic equations, a straightforward consequence of Definition 2 and Theorem 2, using again the notation \( v = u - g \), is the following result where, for technical reasons we must make a stronger assumption on \( g \).

**Theorem 7 (Parabolic ”inverse” maximum principle)** Let \( \mu \in M(Q) \) and suppose that there exists \( g \in L^p(0,T; W^{1,p}_0(\Omega)) \cap L^\infty(Q) \) such that \( \mu \) can be decomposed as in (6.1); let \( u \) be the renormalized solution of problem (3.4). Then, if \( u \geq 0 \), we have \( \mu_s \geq 0 \).

**Remark 10** Notice that obviously the result has an easy nonpositive counterpart and that Theorem 7 applies, in particular, for purely singular data. Also observe that the stronger assumption on \( g \) is rather technical and relies on the fact that we are not able to prove that, in the decomposition Theorem 1, \( g \) can be chosen to be bounded, this question being still an open problem. Finally notice that the sign assumption on \( u \) in Theorem 7 can be relaxed; actually, because of the reconstruction property (4.3), the same result holds true even if \( u \) is only supposed to be bounded from below (or from above in the nonpositive analogue).
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