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Abstract
We prove that if, for a non-trivial variety of non-associative algebras, every subalgebra of every free algebra is free and $I^2$ is an ideal whenever $I$ is an ideal, then this variety coincides with the variety of all Lie algebras.
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1 | INTRODUCTION

The first categorical characterisation of Lie algebras among all varieties of non-associative algebras appeared in [14], via the admissibility of algebraic exponents in the sense of Gray [15, 16]. More precisely, the variety of Lie algebras is the unique non-trivial variety of non-associative algebras which is locally algebraically cartesian closed (LACC for short), a condition that can be interpreted as follows: a variety $\mathcal{V}$ is LACC if and only if for any algebra $B$ of the variety, the forgetful functor from the category of $B$-actions to $\mathcal{V}$ has a right adjoint. Another categorical characterisation was obtained in [12] where it is shown that the variety of Lie algebras is the unique non-trivial variety of non-associative algebras whose representations functor is representable. In this paper, we give another characterisation which, while relying on categorical methods, only...
imposes constraints in the language of classical ring theory. Specifically, we prove the following result.

**Theorem.** Suppose that $\mathfrak{M}$ is a non-trivial variety of non-associative algebras over a field of zero characteristic satisfying the following two conditions:

- every subalgebra of every free algebra is free,
- for every ideal $I$ in every algebra, $I^2$ is also an ideal.

Then, $\mathfrak{M}$ is the variety of Lie algebras.

Here, ‘non-trivial’ means that we do not consider algebras with zero multiplication (i.e. vector spaces), for which the both conditions trivially hold.

Both of these properties have been well studied by ring theorists. The first of them, often referred to as the Nielsen–Schreier property, was first established for groups by Nielsen [24] and Schreier [28], and later studied extensively in the $k$-linear case, see, for example, [20, 30–32]. Recently, methods of operad theory were used to give an effective combinatorial criterion for the Nielsen–Schreier property [11], which led to infinitely many new examples of Nielsen–Schreier varieties of non-associative algebras. The second property, known as the 2-variety property, goes back to the work of Anderson [2] and Zwier [33]; it was further studied by several authors, particularly in the context of defining radicals of algebras of certain varieties, see [3, 19, 21, 25–27].

Like the characterisations of the variety of Lie algebras in [12, 14], our work uses computer algebra, though in a significantly different way. Comparing the thus obtained characterisations does, however, lead to an intriguing open problem. It is known that the LACC condition implies that the canonically induced morphisms

$$(B\circ X + B\circ Y) \to B\circ(X + Y)$$

(where $B, X, Y$ are free objects and where $B\circ X$ is the kernel of the unique map $B + X \to B$ induced by the identity and zero morphisms, respectively) are isomorphisms. The surjectivity of these maps is equivalent to the category being algebraically coherent [7], which, in turn, is equivalent to the 2-variety property [13]. Our result prompts a natural question as to whether the injectivity of these maps is equivalent to the Nielsen–Schreier property.

It is also worth noting that, according to the result of Khashina [18], the variety of all $n$-Lie algebras for $n > 2$ is not Nielsen–Schreier, though it seems to satisfy a natural generalisation of the 2-variety property. It is thus natural to ask what should replace the Nielsen–Schreier property in a categorical characterisation of that variety.

This manuscript is organised as follows. In Section 2, the necessary theoretical background will be recalled; that section closely follows fragments of Sections 2.3–2.5 of [11] written by the first author of the present paper, and we felt that including this material is justified in order to make the present article (using only a small part of the extensive theoretical background of [11]) self-contained. In Section 3, a preliminary analysis will be provided, understanding the two conditions from an operadic perspective. They both provide bounds on the dimensions of components of the operad encoding the given variety; those bounds overlap in a very narrow way. Finally, in Section 4, we shall focus on the computational aspect of the proof and exclude most of the potential candidates, proving the main result, Theorem 4.3.
2 | CONVENTIONS AND RECOLLECTIONS

All algebras considered in this paper are defined over a ground field \( k \) of zero characteristic. Unless otherwise specified, we use the word ‘variety’ in the sense of universal algebra: for us, a variety of algebras is an equational theory. It is important to not conflate this notion with that of a variety of algebra structures on a certain object, which itself can be a subject of extensive study. Throughout this paper, our main focus is on varieties of non-associative algebras, meaning that each algebra \( V \) of each variety of algebras considered has just one structure operation, a binary product \( V \otimes V \rightarrow V \). For the recollection of Gröbner bases for operads in this section, we offer a much more general context: we only assume that the signature of our variety does not include constants (structure operations of arity 0, such as the neutral element in a group) or structure operations of arity 1. Operadically, these assumptions are described by the word ‘reduced’ and ‘connected’, respectively.

2.1 | Varieties and symmetric operads

It is well known that over a field of characteristic zero, every system of algebraic identities is equivalent to a system of multilinear ones. This means that all information about a variety of algebras \( \mathfrak{M} \) is captured by the collection

\[
\mathcal{O} = \mathcal{O}_{\mathfrak{M}} := \{ \mathcal{O}(n) \}_{n \geq 1},
\]

where \( \mathcal{O}(n) \) is the \( S_n \)-module of multilinear elements (i.e. elements of multidegree \((1,1,\ldots,1)\)) in the free algebra \( F_{\mathfrak{M}}(x_1,\ldots,x_n) \). This collection of \( S_n \)-modules has a very rich structure arising from substituting multilinear elements into one another. A clean, even if slightly abstract way to introduce this structure uses the language of linear species, which we shall now recall.

The theory of species of structures originated at the concept of a combinatorial species, invented by Joyal [17] and presented in great detail in [4]. The same definitions apply if one changes the target symmetric monoidal category; in particular, if one considers the category of vector spaces, one obtains what is called a linear species. Let us recall some key definitions, referring the reader to [1] for further information.

A linear species is a contravariant functor from the groupoid of finite sets (the category whose objects are finite sets and whose morphisms are bijections) to the category of vector spaces. This definition is not easy to digest at a first glance, and a reader with intuition coming from varieties of algebras is invited to think of the value \( S(I) \) of a linear species \( S \) on a finite set \( I \) as of the set of multilinear operations of type \( S \) (accepting arguments from some vector space \( V_1 \) and assuming values in some vector space \( V_2 \)) whose inputs are indexed by \( I \). A linear species \( S \) is said to be reduced if \( S(\emptyset) = 0 \); this means that we do not consider ‘constant’ multilinear operations. (This is perhaps the only situation where several different terminologies clash in our paper: we use the word ‘reduced’ for linear species to indicate that the value on the empty set is zero, and for Gröbner bases to indicate that we consider the unique Gröbner basis of a certain irreducible form.)

The composition product of linear species is defined by the formula

\[
(S_1 \circ S_2)(I) = \bigoplus_{n \geq 0} S_1([1,\ldots,n]) \otimes_{\mathfrak{S}_n} \left( \bigoplus_{I = I_1 \cup \cdots \cup I_n} S_2(I_1) \otimes \cdots \otimes S_2(I_n) \right).
\]
The linear species $\mathcal{1}$ which vanishes on a finite set $I$ unless $|I| = 1$, and whose value on $I = \{a\}$ is given by $ka$ is the unit for the composition product: we have $1 \circ S = S \circ 1 = S$.

Formally, a \textit{symmetric operad} is a monoid with respect to the composition product. It is just the multilinear version of substitution schemes of free algebras discussed above, but re-packaged in a certain way. The advantage is that the existing intuition of monoids and modules over them, available in any monoidal category [22], can be used for studying varieties of algebras.

The free symmetric operad generated by a linear species $\mathcal{X}$ is defined as follows. Its underlying linear species is the species $\mathcal{T}(\mathcal{X})$ for which $\mathcal{T}(\mathcal{X})(I)$ is spanned by decorated rooted trees (including the rooted tree without internal vertices and with just one leaf, which corresponds to the unit of the operad): the leaves of a tree must be in bijection with $I$, and each internal vertex $v$ of a tree must be decorated by an element of $\mathcal{X}(I_v)$, where $I_v$ is the set of incoming edges of $v$. Such decorated trees should be thought of as tensors: they are linear in each vertex decoration. The operad structure is given by grafting of trees onto each other. We remark that one can also talk about the free operad generated by a collection of $S_n$-modules, but the formulas will become heavier.

### 2.2 Shuffle operads and Gröbner bases

We shall now recall how to develop a workable theory of normal forms in operads using the theory of Gröbner bases developed by the first author and Khoroshkin [10]. It is important to emphasise that it is in general extremely hard to find convenient normal forms in free algebras for a given variety $\mathfrak{M}$. However, focusing on multilinear elements simplifies the situation quite drastically: for instance, for a basis in multilinear elements for the operad controlling Lie algebras one may take all left-normed commutators of the form $[[[a_1, a_{i_2}], \ldots, a_{i_n}]]$, where $i_2, \ldots, i_n$ is a permutation of $2, \ldots, n$; by contrast, all known bases in free Lie algebras are noticeably harder to describe.

To define Gröbner bases for operads, one builds, step by step, an analogue of the theory of Gröbner bases for non-commutative associative algebras. To do this, one has to abandon the universe that has symmetries; otherwise, there is not even a good notion of a monomial that leads to a workable theory. The kind of monoids that have a good theory of Gröbner bases are \textit{shuffle operads}. A rigorous definition of a shuffle operad uses ordered species [4], which we shall now discuss in the linear context.

An \textit{ordered linear species} is a contravariant functor from the groupoid of finite ordered sets (the category whose objects are finite totally ordered sets and whose morphisms are order-preserving bijections) to the category of vector spaces. In terms of the intuition with multilinear maps, this more or less corresponds to choosing a basis of multilinear operations whose inputs are indexed by an ordered set $I$. An ordered linear species $S$ is said to be \textit{reduced} if $S(\emptyset) = 0$.

The \textit{shuffle composition product} of two reduced ordered linear species $S_1$ and $S_2$ is defined by the formula

$$(S_1 \circ_{\mathit{Shuffle}} S_2)(I) = \bigoplus_{n \geq 1} S_1(\{1, \ldots, n\}) \otimes \left( \bigoplus_{I = I_1 \sqcup \cdots \sqcup I_n, \atop I_1, \ldots, I_n \neq \emptyset, \atop \min(I_1) < \cdots < \min(I_n)} S_2(I_1) \otimes \cdots \otimes S_2(I_n) \right),$$

and the linear species $\mathcal{1}$ discussed above may be regarded as an ordered linear species; as such, it is the unit of the shuffle composition product.
Formally, a shuffle operad is a monoid with respect to the shuffle composition product. As we shall see below, each symmetric operad gives rise to a shuffle operad, and that is the main reason to care about shuffle operads. However, we start with explaining how to develop a theory of Gröbner bases of ideals in free shuffle operads.

To describe free shuffle operads, we first define shuffle trees. Combinatorially, a shuffle tree is a planar rooted tree whose leaves are indexed by a finite ordered set $I$ in such a way that the following ‘local increasing condition’ is satisfied: for every vertex of the tree, the minimal leaves of trees grafted at that vertex increase from the left to the right. The free shuffle operad generated by an ordered linear species $\mathcal{X}$ can be defined as follows. It is an ordered linear species $\mathcal{F}_{\text{III}}(\mathcal{X})$ for which $\mathcal{F}_{\text{III}}(\mathcal{X})(I)$ is spanned by decorated shuffle trees: each internal vertex $v$ of a tree must be decorated by an element of $\mathcal{X}(I_v)$, where $I_v$ is the set of incoming edges of $v$, ordered from the left to the right according to the planar structure. Such decorated trees should be thought of as tensors: they are linear in each vertex decoration. The operad structure is given by grafting of trees onto each other. There are two particular classes of shuffle trees that will be useful for us, the left combs and the right combs. If, for each internal vertex of a shuffle tree, the only input that is not necessarily a leaf is the leftmost one, the tree is called a left comb; similarly, if the only input that is not necessarily a leaf is the rightmost one, the tree is called a right comb. Despite the similar definitions, the two types of combs are quite different combinatorially, for instance, if our shuffle operad is generated by one binary operation, there are two left combs with three leaves but only one right comb, all displayed in the following figure:

Given a basis of the vector space of an ordered linear species $\mathcal{X}$, one may consider all shuffle trees whose vertices are decorated by those basis elements. Such shuffle trees with leaves in a bijection with the given ordered set $I$ form a basis of $\mathcal{F}_{\text{III}}(\mathcal{X})(I)$, and we shall think of them as monomials in the free shuffle operad.

The next step in developing a theory of Gröbner bases is to define divisibility of monomials. Suppose that we have a shuffle tree $S$. We can insert another shuffle tree $S'$ into an internal vertex of $S$, and connect its leaves to the children of that vertex so that the order of leaves agrees with the left-to-right order of the children. We say that the thus obtained shuffle tree is divisible by $S'$, and use this notion of divisibility to define divisibility of decorated shuffle trees, that is of monomials in the free operad. The key feature of divisibility that we shall use in most of our proofs is that right combs are very ‘rare’: for each sequence of labels of internal vertices, there is a unique right comb with that sequence, and consequently, divisibility by a right comb is extremely easy to check (the condition on the order of leaves is vacuous).

Once divisibility is understood, the usual Gröbner–Shirshov method of computing $S$-polynomials (in the language of Shirshov, one would say ‘compositions’, which has the huge disadvantage in the case of operads where the same word is used to talk about the monoid structure), normal forms, and so on, works in the usual way. The only other required ingredient is an admissible ordering of monomials, that is a total ordering of shuffle trees with the given set of leaf labels which is compatible with the shuffle operad structure. Such orderings exist, and we invite the reader to consult [6, 9] for definitions and examples. For us, the so-called graded path-lexicographic ordering and reverse graded path-lexicographic ordering will be of particular
importance. With respect to the former, the trees are first compared by the depth of their leaves, while with respect to the latter, one reverses the comparison with respect to the depth of the leaves (in both cases, leaves are considered one by one in their given order).

Note that there is a forgetful functor $S \mapsto S^f$ from all linear species to ordered linear species; it is defined by the formula $S^f(I) := S(I^f)$, where $I$ is a finite totally ordered set and $I^f$ is the same set but with the total order ignored. The reason to consider ordered linear species and shuffle operads is explained by the following proposition.

**Proposition 2.1** [6, 10]. For any two linear species $S_1$ and $S_2$, we have the ordered linear species isomorphism

$$(S_1 \circ S_2)^f \cong S_1^f \circ_{\Pi^f} S_2^f.$$ 

In particular, applying the forgetful functor to a reduced symmetric operad gives a shuffle operad.

This result shows that the forgetful functor from symmetric operads to shuffle operads allows one to go from the universe of ‘interesting’ objects (actual varieties of algebras) to the universe of ‘manageable’ objects (shuffle operads) without losing much information (just the symmetric group actions end up ignored); in particular, one can determine bases and dimensions of components of an operad, which is crucial for the main result of this paper.

### 3 | PRELIMINARY ANALYSIS

In this section, we establish the following result which will then be used to analyse our problem using computer algebra.

**Proposition 3.1.** Let $\mathcal{M}$ be a Nielsen–Schreier 2-variety of non-associative algebras encoded by an operad $\mathcal{O}$. One of the following possibilities occurs:

- the vector space $\mathcal{O}(2)$ is equal to $\{0\}$, and $\mathcal{M}$ is trivial,
- the vector space $\mathcal{O}(2)$ is of dimension 1, and $\mathcal{M}$ is the variety of all Lie algebras,
- the vector space $\mathcal{O}(2)$ is of dimension 2, the module of quadratic relations of $\mathcal{O}$ is of dimension 4 and the operad $\mathcal{O}$ has a quadratic Gröbner basis for the reverse path-lexicographic ordering.

Our strategy is as follows. We shall first recall results of [11] allowing one to give a lower bound on $\dim \mathcal{O}(n)$ for a Nielsen–Schreier variety. We then establish an upper bound on $\dim \mathcal{O}(n)$ for a 2-variety. Remarkably, those bounds are exactly the same, which will force the statement of the theorem to hold.

By definition, a variety of non-associative algebras has just one structure operation which is binary. The vector space $\mathcal{O}(2)$ is the $S_2$-module generated by this operation, which explains the trichotomy in the statement of the theorem: such a module may be of dimension 0, 1 or 2.

The following result is a part of [11, Cor.4.7]; it only depends on a small part of [11], so we include a detailed proof for completeness.

**Lemma 3.2.** Suppose that $\mathcal{M}$ is a Nielsen–Schreier variety of algebras whose structure operations are all of arity 2 and form a $k$-dimensional vector space. Then, for the corresponding operad $\mathcal{O}$, we have $\dim \mathcal{O}(n) \geq k^{n-1}(n-1)!$. 

Proof. Let us denote by $\mathcal{X}$ the species of generators of $\mathcal{O}$. Since $\mathcal{M}$ is Nielsen–Schreier, according to [29, Th. 1], for each free algebra $A = \mathcal{O}(V)$, its universal multiplicative enveloping algebra $U_{\mathcal{O}}(A)$ is a free associative algebra. We have

$$U_{\mathcal{O}}(A) \cong \partial(\mathcal{O}) \circ_{\mathcal{O}} A = \partial(\mathcal{O}) \circ_{\mathcal{O}} \mathcal{O}(V) \cong \partial(\mathcal{O})(V),$$

with the product of $U_{\mathcal{O}}(A)$ induced from that of $\partial(\mathcal{O})$ on the twisted associative algebra level, so $\partial(\mathcal{O})$ must be free as a twisted associative algebra. Clearly, $\partial(\mathcal{X})$ is a part of the minimal generating set of $\partial(\mathcal{O})$, and so, $\partial(\mathcal{X})$ generates a free twisted associative subalgebra. The dimension of the $n$th component of the free twisted associative algebra generated by a $k$-dimensional species supported on one-element sets is $k^n n!$, and it remains to shift the index by one to account for the application of $\partial$. □

We shall now analyse the 2-variety condition. Recall that it is established in [2, p. 30] that a variety of non-associative algebras $\mathcal{M}$ is a 2-variety if and only if the following two identities are satisfied in each algebra of $\mathcal{M}$:

\begin{align*}
(x_1 x_2) x_3 &= \lambda_1 (x_3 x_1) x_2 + \lambda_2 (x_1 x_3) x_2 + \lambda_3 x_2 (x_3 x_1) + \lambda_4 x_2 (x_1 x_3) + \lambda_5 (x_3 x_2) x_1 + \lambda_6 (x_2 x_3) x_1 + \lambda_7 x_1 (x_3 x_2) + \lambda_8 x_1 (x_2 x_3), \quad (1) \\
x_3 (x_1 x_2) &= \rho_1 (x_3 x_1) x_2 + \rho_2 (x_1 x_3) x_2 + \rho_3 x_2 (x_3 x_1) + \rho_4 x_2 (x_1 x_3) + \rho_5 (x_3 x_2) x_1 + \rho_6 (x_2 x_3) x_1 + \rho_7 x_1 (x_3 x_2) + \rho_8 x_1 (x_2 x_3). \quad (2)
\end{align*}

We shall use these identities to establish an upper bound on dimensions of components of any operad encoding a 2-variety of non-associative algebras.

**Lemma 3.3.** Let $\mathcal{M}$ be a 2-variety of non-associative algebras encoded by an operad $\mathcal{O}$. One of the following possibilities occurs:

- the vector space $\mathcal{O}(2)$ is equal to $\{0\}$, and $\mathcal{M}$ is trivial,
- the vector space $\mathcal{O}(2)$ is of dimension 1, and one the following may occur:
  - $\dim \mathcal{O}(3) = 2$, and $\dim \mathcal{O}(n) \leq (n - 1)!$ for all $n$,
  - $\dim \mathcal{O}(3) = 1$, and $\dim \mathcal{O}(n) \leq 1$ for all $n$,
  - $\dim \mathcal{O}(3) = 0$,
- the vector space $\mathcal{O}(2)$ is of dimension 2, and $\dim \mathcal{O}(n) \leq 2^{n-1} (n - 1)!$ for all $n$.

**Proof.** As above, the vector space $\mathcal{O}(2)$ is the $S_2$-module generated by the only structure operation of $\mathcal{M}$, so it is of dimension 0, 1 or 2. The 2-variety condition implies that $\mathcal{O}$ has at least one relation that is quadratic (in the structure operation, so in the more classical language, an identity of degree 3 holds in all algebras of $\mathcal{M}$).

If $\dim \mathcal{O}(2) = 0$, our assertion is obvious. Suppose that $\dim \mathcal{O}(2) = 1$, and the structure operation is commutative. The space of elements of arity three in the free operad generated by one commutative binary operation is three-dimensional, and as an $S_3$-module, it is the sum of the trivial representation and the two-dimensional irreducible representation. This immediately implies that in each 2-variety of commutative algebras, one of the following identities holds:
• the mock-Lie identity \((a_1 a_2) a_3 + (a_2 a_3) a_1 + (a_3 a_1) a_2 = 0\),
• the associativity identity \((a_1 a_2) a_3 = a_1 (a_2 a_3)\),
• the nilpotence identity \((a_1 a_2) a_3 = 0\).

For the first of them, the reduced Gröbner basis of the corresponding shuffle operad for the reverse path-lexicographic ordering contains the element

\[ a_1 (a_2 a_3) + (a_1 a_2) a_3 + (a_1 a_3) a_2, \]

and the leading term \(a_1 (a_2 a_3)\) of this element eliminates all shuffle trees that are not left combs. Thus, we have \(\dim \mathcal{O}(n) \leq (n-1)!\) for all \(n\). For the second identity, identity one has \(\dim \mathcal{O}(n) \leq 1\) for all \(n\), since imposing the associativity condition alone gives us the operad of commutative associative algebras. Finally, for the third identity, one clearly has \(\mathcal{O}(n) = 0\) for all \(n \geq 3\).

Suppose that \(\dim \mathcal{O}(2) = 1\), and the structure operation is anti-commutative. The space of elements of arity three in the free operad generated by one anti-commutative binary operation is three-dimensional, and as an \(S_3\)-module, it is the sum of the sign representation and the two-dimensional irreducible representation. This immediately implies that in each 2-variety of anti-commutative algebras, one of the following identities holds:

• the Jacobi identity \((a_1 a_2) a_3 + (a_2 a_3) a_1 + (a_3 a_1) a_2 = 0\),
• the anti-associativity identity \((a_1 a_2) a_3 + a_1 (a_2 a_3) = 0\),
• the nilpotence identity \((a_1 a_2) a_3 = 0\).

For the first of them, the reduced Gröbner basis of the corresponding shuffle operad for the reverse path-lexicographic ordering contains the element

\[ a_1 (a_2 a_3) - (a_1 a_2) a_3 + (a_1 a_3) a_2, \]

and the leading term \(a_1 (a_2 a_3)\) of this element eliminates all shuffle trees that are not left combs. Thus, we have \(\dim \mathcal{O}(n) \leq (n-1)!\) for all \(n\). For the second identity, an immediate computation shows that \(\mathcal{O}(n) = 0\) for all \(n \geq 4\). Finally, for the third identity, one clearly has \(\mathcal{O}(n) = 0\) for all \(n \geq 3\).

It remains to consider the case \(\dim \mathcal{O}(2) = 2\). We shall once again examine the reduced Gröbner basis of the corresponding shuffle operad for the reverse path-lexicographic ordering. Let us follow the simplest way of describing the corresponding shuffle operad [6, Sec. 5.3.4], and choose the operations \(u(a_1, a_2) = a_1 a_2\) and \(v(a_1, a_2) = a_2 a_1\) as the basis of \(\mathcal{O}(2)\). Then, all shuffle trees whose internal vertices are labelled by \(\{u, v\}\) form a basis of the corresponding free shuffle operad. Moreover, in the \(S_3\)-orbit of the identities (1) and (2), we can easily find four linearly independent ones: they correspond to the identities with the left-hand sides \(x_1 (x_2 x_3), x_1 (x_3 x_2), (x_2 x_3) x_1\) and \((x_3 x_2) x_1\), or, in plain words, identities allowing to ‘hide’ the smallest element inside the brackets; clearly, each of these four monomials appears only in its own identity, so the four identities are linearly independent. In the shuffle context, these four monomials are represented by the trees
so they are, in fact, the leading terms of these identities for the reverse path-lexicographic ordering. These leading terms eliminate all shuffle trees that are not left combs, leading to the upper bound \( \dim \mathcal{O}(n) \leq 2^{n-1}(n-1)! \) for the dimensions of components of the operad \( \mathcal{O} \).

**Proof of Proposition 3.1.** The case of the trivial variety \( \dim \mathcal{O}(2) = 0 \) is obvious.

Suppose that \( \dim \mathcal{O}(2) = 1 \). In this case, Lemmas 3.2 and 3.3 imply that in order for upper and the lower bound to not contradict each other, we must have \( \dim \mathcal{O}(n) = (n-1)! \) for all \( n \). This happens if and only if all left combs are linearly independent in the corresponding shuffle operad, meaning that the only relation of the operad must form the reduced Gröbner basis for the reverse path-lexicographic ordering. In the anti-commutative case, the Jacobi identity does indeed form a Gröbner basis [6, Sec. 5.6.1]. However, in the commutative case, the element \( a_1(a_2a_3) + (a_1a_2)a_3 + (a_1a_3)a_2 \) alone does not form a Gröbner basis: the S-polynomial of this element with itself reduces to the element

\[
((a_1a_2)a_3)a_4 + ((a_1a_2)a_4)a_3 + ((a_1a_3)a_2)a_4 + ((a_1a_3)a_4)a_2 + ((a_1a_4)a_2)a_3 + ((a_1a_4)a_3)a_2,
\]

which is a non-trivial linear combination of left combs, leading to the strict inequality \( \dim \mathcal{O}(n) < (n-1)! \) for all \( n > 3 \).

Finally, suppose that \( \dim \mathcal{O}(2) = 2 \). In this case, Lemmas 3.2 and 3.3 imply that in order for upper and the lower bound to not contradict each other, we must have \( \dim \mathcal{O}(n) = 2^{n-1}(n-1)! \) for all \( n \). Examining the proof of Lemma 3.3, we note that the upper bound is attained in two steps. Firstly, we have the inequality \( \dim \mathcal{O}(3) \leq 8 \), and it becomes an equality if and only if the module of quadratic relations of \( \mathcal{O} \) is of dimension 4. Second, if the latter module is of dimension 4, we obtain the general upper bound \( \dim \mathcal{O}(n) \leq 2^{n-1}(n-1)! \), which is sharp if and only if all left combs are linearly independent in the corresponding shuffle operad, meaning that the four relations whose leading terms are the four possible right combs form the reduced Gröbner basis for the reverse path-lexicographic ordering. \( \square \)

## 4 | ELIMINATION OF THE POTENTIAL CANDIDATES

To finish the proof of the main result, we need to show that no variety of non-associative algebras can meet all the conditions stated in the third bullet point of Proposition 3.1.

**Proposition 4.1.** Let \( \mathcal{W} \) be a 2-variety of non-associative algebras, encoded by an operad \( \mathcal{O} \). If \( \dim \mathcal{O}(2) = 2 \) and \( \dim \mathcal{O}(3) = 4 \), then the operad \( \mathcal{O} \) cannot have a quadratic Gröbner basis for the reverse path-lexicographic order.

**Proof.** The strategy of the proof is the following. Any 2-variety has to satisfy the identities (1) and (2) for certain coefficients in \( \mathbb{k} \). The condition of having a quadratic Gröbner basis imposes some polynomial constraints on those coefficients, and we shall exhibit enough of those constraints to ensure that they cannot be satisfied simultaneously.

It will be convenient to use symmetries of operations. For that, we recall what is often referred to as the ‘polarisation procedure’ [23].
Lemma 4.2. Let $\mathcal{M}$ be a variety of non-associative algebras. It is equivalent to a variety of algebras with one commutative and one anti-commutative operation.

Proof. Let us consider the operations $a_1 \cdot a_2 = a_1 a_2 + a_2 a_1$ and $a_1 \star a_2 = a_1 a_2 - a_2 a_1$. They are commutative and anti-commutative, respectively. Since

$$a_1 a_2 = \frac{1}{2}(a_1 \cdot a_2 + a_1 \star a_2),$$
$$a_2 a_1 = \frac{1}{2}(a_1 \cdot a_2 - a_1 \star a_2),$$

our change of operations is invertible and defines an equivalence of two varieties.

Now we will examine the $S_3$-module $\mathcal{O}(3)$. Let us define an ordering of the structure operations by setting $\cdot > \star$. Recall that the reverse path-lexicographic order on the shuffle monomials of degree 3 is the following:

$$a_1 \cdot (a_2 \cdot a_3) > a_1 \cdot (a_2 a_3) > a_1 \star (a_2 \cdot a_3) > a_1 \star (a_2 a_3),$$

$$>(a_1 \cdot a_3) \cdot a_2 > (a_1 \cdot a_2) \cdot a_3 > (a_1 \star a_3) \cdot a_2 > (a_1 \star a_2) \cdot a_3$$

We note that for the new structure operations, the system of four identities consisting of identities (1) and (2) and the identities obtained from them by the action of the transposition $(12) \in S_3$ can be rewritten as the system of four identities expressing the right combs

$$a_1 \cdot (a_2 \cdot a_3), a_1 \cdot (a_2 a_3), a_1 \star (a_2 \cdot a_3), a_1 \star (a_2 a_3)$$

as linear combinations of left combs. Moreover, the intrinsic commutative and anti-commutative character of the operations $(\cdot, \star)$ forces some symmetry and antisymmetry constraints for coefficients of the left combs. Specifically, the four identities must have the form

$$a_1 \cdot (a_2 \cdot a_3) = \alpha_1((a_1 \cdot a_3) \cdot a_2 + (a_1 \cdot a_2) \cdot a_3) + \alpha_2((a_1 \star a_3) \cdot a_2 + (a_1 \star a_2) \cdot a_3),$$
$$a_1 \cdot (a_2 a_3) = \beta_1((a_1 \cdot a_3) \cdot a_2 - (a_1 \cdot a_2) \cdot a_3) + \beta_2((a_1 \star a_3) \cdot a_2 - (a_1 \star a_2) \cdot a_3),$$
$$a_1 \star (a_2 \cdot a_3) = \gamma_1((a_1 \cdot a_3) \cdot a_2 + (a_1 \cdot a_2) \cdot a_3) + \gamma_2((a_1 \star a_3) \cdot a_2 + (a_1 \star a_2) \cdot a_3),$$
$$a_1 \star (a_2 a_3) = \delta_1((a_1 \cdot a_3) \cdot a_2 - (a_1 \cdot a_2) \cdot a_3) + \delta_2((a_1 \star a_3) \cdot a_2 - (a_1 \star a_2) \cdot a_3),$$

where the 16 parameters $\alpha_1, ..., \alpha_4, \beta_1, ..., \beta_4, \gamma_1, ..., \gamma_4, \delta_1, ..., \delta_4$ belong to the ground field $k$. 


Let us write these equations in matrix form, where each column corresponds to a monomial, ordering them as in (3).

\[
\begin{pmatrix}
-1 & 0 & 0 & 0 & \alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 \\
0 & -1 & 0 & 0 & -\beta_1 & \beta_1 & -\beta_2 & -\beta_3 & -\beta_4 & -\beta_4 \\
0 & 0 & -1 & 0 & \delta_1 & \delta_1 & \delta_2 & \delta_3 & \delta_3 & \delta_4 & \delta_4 \\
0 & 0 & 0 & -1 & -\gamma_1 & \gamma_1 & -\gamma_2 & \gamma_2 & -\gamma_3 & \gamma_3 & -\gamma_4 & \gamma_4 \\
\end{pmatrix}
\]  

(4)

Since \( \dim \mathcal{O}(3) = 8 \), the consequences of our four identities obtained by the action of \( S_3 \) by permutations of arguments should be linear combinations of these identities themselves. We already ensured that the action of the transposition (23) preserves the vector space spanned by these identities. Since the group \( S_3 \) is generated by the transpositions (12) and (23), it is enough to require that the linear span of the four identities is stable under the action of the transposition (12). That action transforms the rows of our matrix into

\[
\begin{pmatrix}
\alpha_1 & \alpha_2 & -\alpha_3 & -\alpha_4 & -1 & \alpha_1 & 0 & -\alpha_2 & 0 & \alpha_3 & 0 & -\alpha_4 \\
-\beta_1 & -\beta_2 & \beta_3 & \beta_4 & 0 & \beta_1 & -1 & -\beta_2 & 0 & \beta_3 & 0 & -\beta_4 \\
\delta_1 & \delta_2 & -\delta_3 & -\delta_4 & 0 & \delta_1 & 0 & -\delta_2 & 1 & \delta_3 & 0 & -\delta_4 \\
-\gamma_1 & -\gamma_2 & \gamma_3 & \gamma_4 & 0 & \gamma_1 & 0 & -\gamma_2 & 0 & \gamma_3 & 1 & -\gamma_4 \\
\end{pmatrix}
\]

so if \( \dim \mathcal{O}(3) = 8 \), the matrix

\[
\begin{pmatrix}
-1 & 0 & 0 & 0 & \alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 & \alpha_4 \\
0 & -1 & 0 & 0 & -\beta_1 & \beta_1 & -\beta_2 & -\beta_3 & -\beta_4 & -\beta_4 \\
0 & 0 & -1 & 0 & \delta_1 & \delta_1 & \delta_2 & \delta_3 & \delta_3 & \delta_4 & \delta_4 \\
0 & 0 & 0 & -1 & -\gamma_1 & \gamma_1 & -\gamma_2 & \gamma_2 & -\gamma_3 & \gamma_3 & -\gamma_4 & \gamma_4 \\
\alpha_1 & \alpha_2 & -\alpha_3 & -\alpha_4 & -1 & \alpha_1 & 0 & -\alpha_2 & 0 & \alpha_3 & 0 & -\alpha_4 \\
-\beta_1 & -\beta_2 & \beta_3 & \beta_4 & 0 & \beta_1 & -1 & -\beta_2 & 0 & \beta_3 & 0 & -\beta_4 \\
\delta_1 & \delta_2 & -\delta_3 & -\delta_4 & 0 & \delta_1 & 0 & -\delta_2 & 1 & \delta_3 & 0 & -\delta_4 \\
-\gamma_1 & -\gamma_2 & \gamma_3 & \gamma_4 & 0 & \gamma_1 & 0 & -\gamma_2 & 0 & \gamma_3 & 1 & -\gamma_4 \\
\end{pmatrix}
\]

must be of rank 4. Performing elementary row operations to get a \( 4 \times 4 \) minor full of zeros in the bottom left corner of the matrix, we obtain in the bottom right corner a \( 4 \times 8 \) minor with certain polynomials in \( k[\alpha_1, \ldots, \gamma_4] \) as entries (those polynomials are listed in Appendix A.1). In order for the matrix to be of rank 4, all these polynomials have to vanish. The radical decomposition of the ideal formed by them can be computed using any computer algebra software such as Magma [5] or SINGULAR [8], and tells us that its geometric variety of solutions is formed by three irreducible components of dimensions 5, 4 and 0. This means that our set of 32 polynomials is not large enough to finish the proof.

To proceed, we shall use the Gröbner basis condition. The Gröbner basis criterion furnished by the Diamond Lemma [6, 10] asserts that a collection of elements forms a Gröbner basis if all common multiples of their leading terms admit an unambiguous rewriting into normal forms. In the proof of Proposition 3.1, we already recalled that the mock-Lie identity does not form a Gröbner basis of the operad it defines, while the Jacobi identity in Lie algebras does form a Gröbner basis. This suggests that in the case under consideration, it is reasonable to look at the constraints on the
parameters arising from the common multiple $a_1 \cdot (a_2 \cdot (a_3 \cdot a_4))$ of the leading term $a_1 \cdot (a_2 \cdot a_3)$ of the identity
\[
a_1 \cdot (a_2 \cdot a_3) = \alpha_1 ((a_1 \cdot a_3) \cdot a_2 + (a_1 \cdot a_2) \cdot a_3) + \alpha_2 ((a_1 \star a_3) \cdot a_2 + (a_1 \star a_2) \cdot a_3)
\]
\[
\quad + \alpha_3 ((a_1 \cdot a_3) \star a_2 + (a_1 \cdot a_2) \star a_3) + \alpha_4 ((a_1 \star a_3) \star a_2 + (a_1 \star a_2) \star a_3)
\]
with itself.

Since it is a common multiple of the leading term $a_1 \cdot (a_2 \cdot a_3)$ with itself, a priori there are two different ways to rewrite it. The first of them arises from the substitution $a_3 \leftarrow a_3 \cdot a_4$ into our identity. This way, we obtain
\[
a_1 \cdot (a_2 \cdot (a_3 \cdot a_4)) = \alpha_1 ((a_1 \cdot a_3) \cdot a_4) \cdot a_2 + \alpha_1 ((a_1 \cdot a_2) \cdot a_3) \cdot a_4
\]
\[
\quad + \alpha_2 ((a_1 \star a_3) \cdot a_4) \cdot a_2 + \alpha_2 ((a_1 \star a_2) \cdot a_3) \cdot a_4
\]
\[
\quad + \alpha_3 ((a_1 \cdot a_3) \star a_2 + (a_1 \cdot a_2) \star a_3) + \alpha_4 ((a_1 \star a_3) \star a_2 + (a_1 \star a_2) \star a_3)
\]
(5)

Note that we obtained a linear combination where two types of monomials appear: $(\_ \star (\_ \cdot \_)) \cdot \_$ and $(\_ \cdot \_ \star (\_ \cdot \_))$, where $\star$ can be either of the two operations. Each such monomial is divisible by a right comb, and therefore can be further rewritten. For instance,
\[
(a_1 \cdot (a_3 \cdot a_4)) \cdot a_2 = \alpha_1 ((a_1 \cdot a_3) \cdot a_4) \cdot a_2 + \alpha_1 ((a_1 \cdot a_2) \cdot a_3) \cdot a_2
\]
\[
\quad + \alpha_2 ((a_1 \star a_3) \cdot a_4) \cdot a_2 + \alpha_2 ((a_1 \star a_2) \cdot a_3) \cdot a_2
\]
\[
\quad + \alpha_3 ((a_1 \cdot a_3) \star a_2 + (a_1 \cdot a_2) \star a_3) + \alpha_4 ((a_1 \star a_3) \star a_2 + (a_1 \star a_2) \star a_3)
\]
(6)

and
\[
(a_1 \cdot a_2) \cdot (a_3 \cdot a_4) = \alpha_1 ((a_1 \cdot a_2) \cdot a_4) \cdot a_3 + \alpha_1 ((a_1 \cdot a_2) \cdot a_3) \cdot a_4
\]
\[
\quad + \alpha_2 ((a_1 \cdot a_2) \star a_4) \cdot a_3 + \alpha_2 ((a_1 \cdot a_2) \star a_3) \cdot a_4
\]
\[
\quad + \alpha_3 ((a_1 \cdot a_2) \cdot a_4) \cdot a_3 + \alpha_3 ((a_1 \cdot a_2) \cdot a_3) \cdot a_4
\]
\[
\quad + \alpha_4 ((a_1 \cdot a_2) \cdot a_4) \cdot a_3 + \alpha_4 ((a_1 \cdot a_2) \cdot a_3) \cdot a_4
\]
(7)

Performing this kind of rewriting for every monomial appearing in Equation (5), we shall obtain a linear combination of left combs only.

On the other hand, rewriting the factor $a_2 \cdot (a_3 \cdot a_4)$ of our common multiple, we obtain
\[
a_1 \cdot (a_2 \cdot (a_3 \cdot a_4)) = \alpha_1 a_1 \cdot ((a_2 \cdot a_4) \cdot a_3) + \alpha_1 a_1 \cdot ((a_2 \cdot a_3) \cdot a_4)
\]
\[
\quad + \alpha_2 a_1 \cdot ((a_2 \star a_4) \cdot a_3) + \alpha_2 a_1 \cdot ((a_2 \star a_3) \cdot a_4)
\]
\[
\quad + \alpha_3 a_1 \cdot ((a_2 \cdot a_4) \star a_3) + \alpha_3 a_1 \cdot ((a_2 \cdot a_3) \star a_4)
\]
\[
\quad + \alpha_4 a_1 \cdot ((a_2 \star a_4) \star a_3) + \alpha_4 a_1 \cdot ((a_2 \star a_3) \star a_4)
\]
(8)
This way, we got a linear combination of monomials of the form $\_ \cdot ((\_ \ast \_) \ast \_),$ where $\ast$ can be either of the two operations. Each such monomial is divisible by a right comb, and therefore can be further rewritten. That rewriting will not yet give a linear combination of left combs, as some elements of the form $(\_ \ast (\_ \ast \_)) \ast \_$ and $(\_ \ast \_) \ast (\_ \ast \_)$ may appear. Rewriting their right comb divisors, we shall obtain a linear combination of left combs.

Let us summarise the upshot of our calculation. Rewriting the monomial $a_1 \cdot (a_2 \cdot (a_3 \cdot a_4))$ in two possible ways, we obtain two different combinations of left combs. If our operad has a quadratic Gröbner basis for the reverse path-lexicographic ordering, the left combs must be linearly independent, so the two linear combinations we obtained must be equal. There are 48 left combs of arity 4, and thus, we obtain 48 new polynomial constraints on the values of the parameters $\alpha_1, \ldots, \delta_4.$ We already know that the maximal dimension of the irreducible component of the affine algebraic variety defined by constraints in arity 3 is equal to 5. Thus, one may expect that taking just 5 of the 48 equations should be sufficient for our purposes. This is indeed the case: if we look at the coefficients of the monomials

$((a_1 \cdot a_2) \cdot a_3) \cdot a_4, ((a_1 \cdot a_2) \cdot a_3) \ast a_4, ((a_1 \cdot a_3) \cdot a_4) \cdot a_2, ((a_1 \cdot a_3) \ast a_4) \cdot a_2, ((a_1 \cdot a_2) \ast a_3) \cdot a_4,$

which are listed in Appendix A.2, joined with the 32 polynomials obtained on the previous step (listed in Appendix A.1), we find that these polynomials have no common zeros. This follows from the fact (checked independently by several computer algebra systems, notably Magma [5] and SINGULAR [8]) that the reduced Gröbner basis of the ideal generated by these polynomials for the lexicographical order of variables consists of the constant polynomial 1.

\[\square\]

**Theorem 4.3.** The only non-trivial variety of non-associative algebras that is both a 2-variety and a Nielsen–Schreier variety is the variety of Lie algebras.

**Proof.** We know that one of the three possibilities of Proposition 3.1 must occur. The assumption on non-triviality of $\mathcal{W}$ eliminates the first possibility, and Proposition 4.1 eliminates the third one. Thus, $\mathcal{W}$ is the variety of Lie algebras. \[\square\]

**APPENDIX: EQUATIONS**

**A.1  Equations in degree 3**

\[
\begin{align*}
 f_1 &= \alpha_1^2 - \alpha_2 \beta_1 + \alpha_4 \gamma_1 - \alpha_3 \delta_1 - 1, \\
 f_2 &= \alpha_1^2 + \alpha_1 + \alpha_2 \beta_1 - \alpha_4 \gamma_1 - \alpha_3 \delta_1, \\
 f_3 &= \alpha_1 \alpha_2 - \beta_2 \alpha_2 + \alpha_4 \gamma_2 - \alpha_3 \delta_2, \\
 f_4 &= \alpha_1 \alpha_2 + \beta_2 \alpha_2 - \alpha_2 - \alpha_4 \gamma_2 - \alpha_3 \delta_2, \\
 f_5 &= \alpha_1 \alpha_3 - \delta_3 \alpha_3 - \alpha_2 \beta_3 + \alpha_4 \gamma_3, \\
 f_6 &= \alpha_1 \alpha_3 - \delta_3 \alpha_3 + \alpha_3 + \alpha_2 \beta_3 - \alpha_4 \gamma_3, \\
 f_7 &= \alpha_1 \alpha_4 + \gamma_4 \alpha_4 - \alpha_3 \beta_4 - \alpha_3 \delta_4, \\
 f_8 &= \alpha_1 \alpha_4 - \gamma_4 \alpha_4 - \alpha_4 + \alpha_2 \beta_4 - \alpha_3 \delta_4.
\end{align*}
\]
A CHARACTERISATION OF LIE ALGEBRAS USING IDEALS AND SUBALGEBRAS

\[ f_9 = -\alpha_1 \beta_1 + \beta_2 \beta_1 - \beta_4 \gamma_1 + \beta_3 \delta_1, \]
\[ f_{10} = -\alpha_1 \beta_1 - \beta_2 \beta_1 + \beta_1 + \beta_4 \gamma_1 + \beta_3 \delta_1, \]
\[ f_{11} = \beta_2^2 - \alpha_2 \beta_1 - \beta_4 \gamma_2 + \beta_3 \delta_2 - 1, \]
\[ f_{12} = -\beta_2^2 - \beta_2 - \alpha_2 \beta_1 + \beta_4 \gamma_2 + \beta_3 \delta_2, \]
\[ f_{13} = -\alpha_3 \beta_1 + \beta_2 \beta_3 - \beta_4 \gamma_3 + \beta_3 \delta_3, \]
\[ f_{14} = -\alpha_3 \beta_1 - \beta_2 \beta_3 + \beta_3 + \beta_4 \gamma_3 + \beta_3 \delta_3, \]
\[ f_{15} = -\alpha_4 \beta_1 + \beta_2 \beta_4 - \beta_4 \gamma_4 + \beta_3 \delta_4, \]
\[ f_{16} = -\alpha_4 \beta_1 - \beta_2 \beta_4 - \beta_4 + \beta_4 \gamma_4 + \beta_3 \delta_4, \]
\[ f_{17} = \alpha_1 \delta_1 - \delta_3 \delta_1 - \beta_1 \delta_2 + \gamma_1 \delta_4, \]
\[ f_{18} = \alpha_1 \delta_1 - \delta_3 \delta_1 + \delta_1 + \beta_1 \delta_2 - \gamma_1 \delta_4, \]
\[ f_{19} = \alpha_2 \delta_1 - \beta_2 \delta_2 - \delta_3 \delta_3 + \gamma_2 \delta_4, \]
\[ f_{20} = \alpha_2 \delta_1 + \beta_2 \delta_2 - \delta_2 - \delta_2 \delta_3 - \gamma_2 \delta_4, \]
\[ f_{21} = -\delta_3^2 + \alpha_3 \delta_1 - \beta_3 \delta_2 + \gamma_3 \delta_4 + 1, \]
\[ f_{22} = -\delta_3^2 + \delta_3 + \alpha_3 \delta_1 + \beta_3 \delta_2 - \gamma_3 \delta_4, \]
\[ f_{23} = \alpha_4 \delta_1 - \beta_4 \delta_2 + \gamma_4 \delta_4 - \delta_3 \delta_4, \]
\[ f_{24} = \alpha_4 \delta_1 + \beta_4 \delta_2 - \gamma_4 \delta_4 - \delta_3 \delta_4 - \delta_4, \]
\[ f_{25} = -\alpha_1 \gamma_1 - \gamma_4 \gamma_1 + \beta_1 \gamma_2 + \gamma_3 \delta_1, \]
\[ f_{26} = -\alpha_1 \gamma_1 + \gamma_4 \gamma_1 + \gamma_1 - \beta_1 \gamma_2 + \gamma_3 \delta_1, \]
\[ f_{27} = -\alpha_2 \gamma_1 + \beta_2 \gamma_2 - \gamma_2 \gamma_4 + \gamma_3 \delta_2, \]
\[ f_{28} = -\alpha_2 \gamma_1 - \beta_2 \gamma_2 - \gamma_2 + \gamma_2 \gamma_4 + \gamma_3 \delta_2, \]
\[ f_{29} = -\alpha_3 \gamma_1 + \beta_3 \gamma_2 - \gamma_3 \gamma_4 + \gamma_3 \delta_3, \]
\[ f_{30} = -\alpha_3 \gamma_1 - \beta_3 \gamma_2 + \gamma_3 + \gamma_3 \gamma_4 + \gamma_3 \delta_3, \]
\[ f_{31} = -\gamma_4^2 - \alpha_4 \gamma_1 + \beta_4 \gamma_2 + \gamma_3 \delta_4 + 1, \]
\[ f_{32} = \gamma_4^2 - \gamma_4 - \alpha_4 \gamma_1 - \beta_4 \gamma_2 + \gamma_3 \delta_4. \]

A.2 Equations in degree 4

\[ g_1 = \alpha_3 \delta_1 + \alpha_1^2 - \gamma_1(\alpha_4 \beta_2 + \alpha_2^2) \]
\[ - \delta_1(\alpha_3 \beta_2 + \alpha_1 \alpha_2) - \alpha_1(\alpha_3 \beta_1 + \alpha_1^2) - \beta_1(\alpha_4 \beta_1 + \alpha_1 \alpha_3), \]
\[ g_2 = \alpha_3 \delta_3 + \alpha_1 \alpha_3 - \gamma_1(\alpha_4 \beta_4 + \alpha_2 \alpha_4) \]
\[ - \delta_1(\alpha_3 \beta_4 + \alpha_1 \alpha_4) - \alpha_1(\alpha_3 \beta_3 + \alpha_1 \alpha_3) - \beta_1(\alpha_4 \beta_3 + \alpha_2 \alpha_3), \]
\[ g_3 = \alpha_2 \delta_1 + \alpha_1^2 - \gamma_1 (\alpha_4 \beta_3 - \alpha_2 \alpha_3) \]
\[ - \delta_1 (\alpha_1 \alpha_3 - \alpha_3 \beta_3) - \alpha_1 (\alpha_1^2 - \alpha_3 \beta_1) + \beta_1 (\alpha_1 \alpha_2 - \alpha_4 \beta_1), \]
\[ g_4 = \alpha_1 \alpha_3 - \gamma_2 (\alpha_4 \beta_3 - \alpha_2 \alpha_3) \]
\[ - \delta_2 (\alpha_1 \alpha_3 - \alpha_3 \beta_3) - \alpha_2 (\alpha_1^2 - \alpha_3 \beta_1) - \beta_2 (\alpha_4 \beta_1 - \alpha_1 \alpha_2) + \alpha_2 \delta_3, \]
\[ g_5 = \alpha_3 \delta_2 + \alpha_1 \alpha_2 - \gamma_3 (\alpha_4 \beta_2 + \alpha_2^2) \]
\[ - \delta_3 (\alpha_3 \beta_2 + \alpha_1 \alpha_2) - \alpha_3 (\alpha_3 \beta_1 + \alpha_1^2) - \beta_3 (\alpha_4 \beta_1 + \alpha_1 \alpha_2). \]

ACKNOWLEDGEMENTS
We thank Tim van der Linden for comments on the draft version of this paper and Ualbai Umirbaev for the reference [18]. The second author would like to thank the Institut de Recherche Mathématique Avancée (IRMA) for its kind hospitality during his stay in Strasbourg. The first author was supported by Institut Universitaire de France, by Fellowship of the University of Strasbourg Institute for Advanced Study through the French national program ‘Investment for the future’ (IdEx-Unistra, grant USIAS-2021-061), and by the French National Research Agency (grant ANR-20-CE40-0016). The second author was supported by Ministerio de Ciencia e Innovación (grant PID2021-127075NIA-100) and by a Postdoctoral Fellowship of the Research Foundation Flanders (FWO)

JOURNAL INFORMATION
The Bulletin of the London Mathematical Society is wholly owned and managed by the London Mathematical Society, a not-for-profit Charity registered with the UK Charity Commission. All surplus income from its publishing programme is used to support mathematicians and mathematics research in the form of research grants, conference grants, prizes, initiatives for early career researchers and the promotion of mathematics.

ORCID
Xabier García-Martínez https://orcid.org/0000-0003-1679-4047

REFERENCES
1. M. Aguiar and S. Mahajan, Monoidal functors, species and Hopf algebras, CRM Monograph Series, vol. 29, American Mathematical Society, Providence, RI, 2010. With forewords by Kenneth Brown and Stephen Chase and André Joyal.
2. T. Anderson, The Levitzki radical in varieties of algebras, Math. Ann. 194 (1971), 27–34.
3. T. Anderson and E. Kleinfeld, On a class of 2-varieties, J. Algebra 51 (1978), no. 2, 367–374.
4. F. Bergeron, G. Labelle, and P. Leroux, Combinatorial species and tree-like structures, Encyclopedia of Mathematics and its Applications, vol. 67, Cambridge University Press, Cambridge, 1998. Translated from the 1994 French original by Margaret Readdy, With a foreword by Gian-Carlo Rota.
5. W. Bosma, J. Cannon, and C. Playoust, The Magma algebra system. I. The user language, J. Symbolic Comput. 24 (1997), no. 3–4, 235–265. Computational algebra and number theory (London, 1993).
6. M. R. Bremner and V. Dotsenko, Algebraic operads: an algorithmic companion, CRC Press, Boca Raton, FL, 2016.
7. A. S. Cigoli, J. R. A. Gray, and T. Van der Linden, Algebraically coherent categories, Theory Appl. Categ. 30 (2015), Paper No. 54, 1864–1905.
8. W. Decker, G.-M. Greuel, G. Pfister, and H. Schönemann, Singular 4-3-0 — A computer algebra system for polynomial computations, 2022. http://www.singular.uni-kl.de.
9. V. Dotsenko, *Word operads and admissible orderings*, Appl. Categ. Structures **28** (2020), no. 4, 595–600.
10. V. Dotsenko and A. Khoroshkin, *Gröbner bases for operads*, Duke Math. J. **153** (2010), no. 2, 363–396.
11. V. Dotsenko and U. Umirbaev, *An effective criterion for Nielsen–Schreier varieties*, 2022.
12. X. García-Martínez, M. Tsishyn, T. Van der Linden, and C. Vienne, *Algebras with representable representations*, Proc. Edinb. Math. Soc. (2) **64** (2021), no. 3, 555–573.
13. X. García-Martínez and T. Van der Linden, *A characterisation of Lie algebras amongst anti-commutative algebras*, J. Pure Appl. Algebra **223** (2019), no. 11, 4857–4870.
14. X. García-Martínez and T. Van der Linden, *A characterisation of Lie algebras via algebraic exponentiation*, Adv. Math. **341** (2019), 92–117.
15. J. R. A. Gray, *Algebraic exponentiation for categories of Lie algebras*, J. Pure Appl. Algebra **216** (2012), no. 8–9, 1964–1967.
16. J. R. A. Gray, *Algebraic exponentiation in general categories*, Appl. Categ. Structures **20** (2012), no. 6, 543–567.
17. A. Joyal, *Une théorie combinatoire des séries formelles*, Adv. in Math. **42** (1981), no. 1, 1–82.
18. Y. A. Khashina, *Schreier varieties of \( n \)-Lie algebras*, Sibirsk. Mat. Zh. **32** (1991), no. 2, 197–199.
19. M. H. Kleinfeld, *A generalization of anti-commutative rings arising from 2-varieties*, Comm. Algebra **4** (1976), no. 10, 919–927.
20. A. Kurosh, *Non-associative free algebras and free products of algebras*, Rec. Math. [Mat. Sbornik] N.S. **20** (1947), no. 62, 239–262.
21. S. X. Liu and C. E. Tsai, *Wedderburn theorem on varieties of algebras*, J. Algebra **75** (1982), no. 2, 315–323.
22. S. MacLane, *Categories for the working mathematician*, Graduate Texts in Mathematics, vol. 5, Springer, New York-Berlin, 1971.
23. M. Markl and E. Remm, *Algebras with one operation including Poisson and other Lie-admissible algebras*, J. Algebra **299** (2006), no. 1, 171–189.
24. J. Nielsen, *Die Isomorphismengruppe der freien Gruppen*, Math. Ann. **91** (1924), no. 3-4, 169–209.
25. G. M. Piacentini Cattaneo, *A special class of 2-varieties*, J. Algebra **95** (1985), no. 1, 116–124.
26. D. Pokrass, *Some radical properties of rings with \((a, b, c) = (c, a, b)\)*, Pacific J. Math. **76** (1978), no. 2, 479–483.
27. M. Rich, *Some radical properties of s-rings*, Proc. Amer. Math. Soc. **30** (1971), 40–42.
28. O. Schreier, *Die Untergruppen der freien Gruppen*, Abh. Math. Sem. Univ. Hamburg **5** (1927), no. 1, 161–183.
29. U. U. Umirbaev, *On Schreier varieties of algebras*, Algebra i Logika **33** (1994), no. 3, 317–340.
30. A. I. Širšov, *Subalgebras of free Lie algebras*, Mat. Sbornik N.S. **33** (1953), no. 75, 441–452.
31. A. I. Širšov, *Subalgebras of free commutative and free anticommutative algebras*, Mat. Sbornik N.S. **34** (1954), no. 76, 81–88.
32. E. Witt, *Die Unterringe der freien Lieschen Ringe*, Math. Z. **64** (1956), 195–216.
33. P. J. Zwier, *Prime ideals in a large class of nonassociative rings*, Trans. Amer. Math. Soc. **158** (1971), 257–271.