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Abstract

Magnetic resonance imaging (MRI) is an important non-invasive clinical tool that can produce high-resolution and reproducible images. However, a long scanning time is required for high-quality MR images, which leads to exhaustion and discomfort of patients, inducing more artefacts due to voluntary movements of the patients and involuntary physiological movements. To accelerate the scanning process, methods by k-space undersampling and deep learning based reconstruction have been popularised. This work introduced SwinMR, a novel Swin transformer based method for fast MRI reconstruction. The whole network consisted of an input module (IM), a feature extraction module (FEM) and an output module (OM). The IM and OM were 2D convolutional layers and the FEM was composed of a cascaded of residual Swin transformer blocks (RSTBs) and 2D convolutional layers. The RSTB
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consisted of a series of Swin transformer layers (STLs). The shifted windows multi-head self-attention (W-MSA/SW-MSA) of STL was performed in shifted windows rather than the multi-head self-attention (MSA) of the original transformer in the whole image space. A novel multi-channel loss was proposed by using the sensitivity maps, which was proved to reserve more textures and details. We performed a series of comparative studies and ablation studies in the Calgary-Campinas public brain MR dataset and conducted a downstream segmentation experiment in the Multi-modal Brain Tumour Segmentation Challenge 2017 dataset. The results demonstrate our SwinMR achieved high-quality reconstruction compared with other benchmark methods, and it shows great robustness with different undersampling masks, under noise interruption and on different datasets. The code is publicly available at https://github.com/ayanglab/SwinMR.
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1. Introduction

Magnetic resonance imaging (MRI) is an important non-invasive imaging technique, which enables excellent assessments of structural and functional conditions with no radiation in a reproducible manner. Basically, MRI is aimed to reconstruct the images from the observed signals whose degradation process can be formulated as follows:

\[ y = \mathcal{F}x + n, \]  

where \( x, y \in \mathbb{C}^N \) are the vectors denoting the latent image to reconstruct in the image domain and the observed measurements in \( k \)-space, \( \mathcal{F} \in \mathbb{C}^{N \times N} \) is the 2D discrete Fourier transform (DFT) and \( n \) is the noise inevitably appearing in the signal acquisition process.

However, acquiring the full measurements of \( y \) to construct a high-quality MR image \( x \) is highly time-consuming. Moreover, the long scanning time will bring about the artefacts arising from the voluntary movements of the patients and involuntary physiological movements [1]. In order to mitigate the long acquisition time of MRI as well as alleviate the aliasing artefacts, a range of methods has been developed for accelerating MRI to obtain accurate reconstructions. Traditionally, gradient refocusing [2] and a multiple-radio
frequency mediated approach [3] were proposed. Under constraints of the Nyquist-Shannon sampling theorem, they did reduce the scanning time although by only a limited factor. With the development of the parallel imaging (PI) and the compressed sensing (CS) theory, the fast MRI based on these two theories attracted much researches and advancements.

Parallel imaging was introduced to take advantage of spatial sensitivity distribution derived from an array of carefully distributed receiver surface coils, to reduce the measurement from each coil, alleviating the need of enhancing gradient performance and hence reducing the acquisition time [4]. The undersampled $k$-space signal using PI MRI can be represented by a general model as:

$$y^q = F_u(S^q \otimes x) + n^q, q = 1, \ldots, S,$$

where $S^q$ is the sensitivity map and $F_u \in \mathbb{C}^{M \times N}$ is the undersampled 2D DFT matrix with $M \ll N$ to reduce the measurements of each $y^q$. With $S$ coils applied parallelly, one can obtain $y^1, \ldots, y^S$ simultaneously to reconstruct the latent image $x$. To reconstruct these PI acquired images, great progress in developing PI reconstruction techniques has taken place, proposing popular methods such as the simultaneous acquisition of spatial harmonic (SMASH) [5], sensitivity encoding (SENSE) [6] and generalized autocalibrating partially parallel acquisition (GRAPPA) [7].

The invention of CS theory [8] further advanced the sampling efficiency of MRI. The CS-MRI utilised the non-linear methodology and sparse transformation to reconstruct the latent image from only a small portion of $k$-space measurement under a much smaller downsampling rate than the Nyquist rate. The general problem of MRI using the CS-MRI is to find the minimiser image to the following problem:

$$\arg\min_x ||\Phi x||_1, \text{ s.t. } y = F_u x,$$

where $\Phi$ is the sparsifying transformation, $F_u \in \mathbb{C}^{M \times N}$ is undersampled 2D DFT with $M \ll N$, and $y \in \mathbb{C}^M$ is the observed undersampled measurements in $k$-space. A range of non-linear reconstruction methods has demonstrated success in resolving this, including some fixed sparsifying methods such as total variance [9], curvelets [10] and double-density complex wavelet [11].
and a few adaptive sparsifying models taking the advantage of dictionary learning [12]. While both CS-MRI and PI-MRI can significantly reduce the required number of measurements in $k$-space, the iterative algorithms are required to derive the image however prolong the reconstruction time and hence cause concerns when translated for actual clinical uses.

As a modern popular method for general image analysis, deep learning has been very successful by exploiting the non-linear and complex natures of the network with supervised or unsupervised learning. Convolutional neural networks (CNNs) as a special type of deep learning networks enable enhanced latent feature extraction by their very deep hierarchical structure. CNN has demonstrated its superiority in multiple tasks, including detection [13], classification [14], segmentation [15] and super-resolution [16]. Wang et al. [17] became the pioneer to take advantage of CNNs by extracting latent correlations between undersampled and fully sampled $k$-space data for MRI reconstruction. Yang et al. [18] further improved the network structures by re-applying the alternating direction method of multipliers (ADMM), which was originally used for CS-based MR reconstruction methods. A cascaded structure was developed by Schlemper et al. [19] for the more targeted reconstruction of dynamic sequences in cardiac MRI. To enable further latent mapping in the reconstruction model, Zhu et al. [20] developed a novel framework to provide more dense mapping through domains via its proposed automated transform by manifold approximation.

For a long time, CNNs have had a dominant position in the field of computer vision (CV) since convolutions are effective feature extractors. Most deep learning-based MRI reconstruction methods are based on CNNs, including the GAN-based model. As Figure 1(A) shows, the feature extraction of CNNs is based on convolution, which is locally sensitive and lacks long-range dependency. The receptive field of CNNs is limited by the convolutional kernel and the network depth. Oversized convolutional kernel brings huge computational cost and overly-deep network depth, which can cause gradient vanishing.

A novel structure, transformer, taking advantage of even deeper mapping, sequence-to-sequence model design [21] and adaptive self-attention setting [22, 23, 24, 25] with expanding receptive fields (Figure 1[A]) [26, 27] has been proposed recently and been popularised in natural language processing (NLP) initially [28]. Then it has been applied to object detection [29] and image recognition [30] and extended to super-resolution [26] for general image analysis.
With its superior ability in image reconstruction and synthesis as demonstrated in natural images, we could see transformers applied in MRI in many different ways. For synthesis, it has greatly enhanced cross-modality image synthesis (PET-to-MR by directional encoder [32], T1-to-T2 by a pyramid structure [33], and MR-to-CT and T1/T2/PD by a novel aggregated residual transformer block [34]). Variants of the transformer also enabled improved
performance in reconstruction and super-resolution tasks. It was first applied on the reconstruction of brain MR imaging [35]. Korkmaz et al. [36] developed an unsupervised adversarial method to alleviate the scarce training sample populations. To further improve the quality of imaging, Feng et al. [37] enabled an end-to-end joint reconstruction and super-resolution. Feng et al. [38] further advanced the model for these dual tasks by incorporating the model with task-specific novel cross-attention modules.

However, the shift from NLP tasks to CV tasks leads to challenges: (1) Difference in scale: visual elements (e.g., pixels) in CV tasks tend to vary substantially in scale unlike language elements (e.g., word tokens) in NLP tasks. (2) Higher resolution: the resolution of pixels in images (or frames) tend to be much higher than words in sentences. [39] Therefore, it is a trade-off for less computational complexity to limit the scale of self-attention in a local window, as Figure 1(A) and (B) shows. Shifted windows (Swin) transformer [39] replaced the traditional multi-head self-attention (MSA) by the shifted windows based multi-head self-attention (W-MSA/SW-MSA). Based on the Swin transformer module, Liang et al. [40] proposed SwinIR for image restoration tasks.

In this work, we introduced the SwinMR, a novel parallel imaging coupled Swin transformer based model for fast CS MRI reconstruction, as Figure 1(C) shows. The main contributions can be summarised as follows:

- A novel parallel imaging coupled Swin transformer-based model for fast MRI reconstruction was proposed, as Figure 1(C) shows.
- A novel multi-channel loss was proposed by using the sensitivity maps, which was proved to reserve more textures and details in the reconstruction results.
- A series of ablation studies and comparison experiments were conducted. Experimental studies using different undersampling trajectories with various noises were performed to validate the robustness of our proposed SwinMR.
- A downstream task experiment using a segmentation network was conducted. A pre-trained segmentation network was applied to test the segmentation score for reconstructed images.
2. Method

2.1. Classic Model-Based CS MRI Reconstruction

To recover better spatial information with less artefacts from the under-sampled k-space data, traditional CS-MRI methods usually consider solving the following optimisation problem:

\[
\min_x \frac{1}{2} \| \mathcal{F}_u x - y \|_2^2 + \lambda R(\Phi x), \tag{4}
\]

where \(\Phi\) is the sparsifying transform, e.g., discrete wavelet transform \[41\], gradient operator \[9, 42\] and dictionary-based transform \[43\]. \(R(\cdot)\) is the regularisation function imposed on the sparsity, e.g., \(l_1\)-norm and \(l_0\)-norm, and \(\lambda\) is the weight parameter to balance the two terms. The solution of the above problem can be derived by the non-linear optimisation solvers such as gradient-based algorithms \[44\] and variable splitting methods \[45, 46\]. Depending on the manually designed regularisation, some models may suffer from a long reconstruction time for better reconstruction quality. Additionally, the manually selected sparsifying transform \(\Phi\) could also introduce the undesirable artefacts, e.g., TV-based regularisation which is well-known for removing the noise and preserving the sharp edges can introduce staircase artefacts \[10\] and the tight wavelet frame transform increases the reconstruction efficiency but may lead to the blocky artefacts \[37\].

2.2. CNN-based Fast MRI Reconstruction

To relieve the artefacts brought by the hand-crafting regularisation and the long reconstruction time of classic models, the deep neural networks which are well-known as the powerful features extractors, was firstly applied in the CS-MRI in \[17\]. In this work, a deep convolutional network was applied to learn the mapping from down-sampled reconstruction images to fully sampled reconstruction images directly. Following that, several networks have been proposed to further improve the reconstruction quality.

Some works attempted to bridge the classic models with deep CNNs by mimicking the iterative algorithm in their network architectures. Deep ADMM Net \[18\] was firstly trained by unfolding the optimisation algorithm ADMM to derive the solution to the general model Equation (4) by network blocks. In \[19\], the reconstruction of the deep CNN from lower-quality image
was adopted as the prior information to approximate in a classic CS-model as follows:

$$
\min_{x} \frac{1}{2} \left\| y - F_u x \right\|^2 + \lambda \left\| x - f_{\text{CNN}}(x_u | \theta) \right\|^2, \quad (5)
$$

where the solution of the above function was further adopted into the network architecture iteratively to improve the reconstruction result of \( f_{\text{CNN}} \) which takes the zero-filled reconstruction \( x_u \) as the input.

On top of the CNNs, conditional generative adversarial networks (cGANs) exploited the advantages of deep learning further and proved to enhance the quality of the MR image reconstruction to a large extent \[48, 49\]. Such a competitive network introduced a two-player generator-discriminator training mechanism to competitively improve reconstruction performance by alternatively optimising \( \theta_G \) and \( \theta_D \) of the generator \( G \) and the discriminator \( D \), in a general form as:

$$
\min_{\theta_G} \max_{\theta_D} \mathbb{E}_{x \sim p_{\text{gt}}} \left[ \log D_{\theta_D}(x) \right] + \mathbb{E}_{x_u \sim p_u} \left[ \log (1 - D_{\theta_D}(G_{\theta_G}(x_u))) \right], \quad (6)
$$

where \( G_{\theta_G} \) and \( D_{\theta_D} \) denote the generator and the discriminator with parameters \( \theta_G \) and \( \theta_D \), respectively. \( x \) and \( x_u \) denote the ground truth MR images and undersampled zero-filled MR images with aliasing artefacts. After the training, the generator can yield the corresponding reconstruction from \( x_u \) to reconstructed images \( G_{\theta_G}(x_u) \).

Variants of generators and discriminators have been developed to cope with multiple flaws in the original architecture of GAN – for improved generator \[50\], improved discriminator \[51\], loss functions \[52\], regularisation \[53\], training stability by Wasserstein GAN \[54, 55\] and attention mechanism \[56\]. DAGAN \[31\], by substituting the residual networks with U-Net \[57\], combined the advantage of U-Net in latent information extraction with competitive training and pre-trained VGG based transfer learning. Furthermore, PIDDGAN \[51\] considered edge information into their model and further enhance the edge information in the reconstruction, which are clinically important when interpreting MR images. The utilisation of transfer learning improved the generalisability of a network trained with a small dataset \[58\].

CNNs-based MR reconstruction methods showed their superiority both on reconstruction quality and efficiency compared to classical MR reconstruction methods. However, the performance of those CNN-based methods was
limited by the local sensitivity of the convolutional operation. Motivated by this limitation, we proposed a Swin transformer based MR reconstruction method SwinMR.

2.3. SwinMR: Swin Transformer for MRI Reconstruction

2.3.1. Overall Architecture

The overall architecture is shown in Figure 1(C) and the data flow of SwinMR is shown in Figure 2. Root sum square (RSS) is applied to combine the multi-channel ground truth MR images $x^q$ to single-channel ground truth MR images $x$ ($q$ denotes the $q^{th}$ coil). Sensitivity maps $S^q$ are estimated by ESPIRiT [59] from multi-channel ground truth MR images $x^q$. Undersampling and noise interruption are performed in $k$-space using fast Fourier transform (FFT) and inverse fast Fourier transform (iFFT) (Gaussian noise is added in the noise experiments), which converts single-channel ground truth MR images $x$ to undersampled zero-filled MR images $x_u$.

Figure 2: The dataflow of proposed SwinMR. Root sum square (RSS) is applied to combine the multi-channel ground truth MR images (Muti-Channel GT) to single-channel ground truth MR images (GT). Undersampling and noise interruption are performed in $k$-space using fast Fourier transform (FFT) and inverse fast Fourier transform (iFFT) to convert the GT to undersampled zero-filled MR images (ZF) as the input of our proposed SwinMR. Multi-channel reconstructed MR images (Muti-Channel Recon) are calculated by the pixel-wise multiplication of single-channel reconstructed MR images (Recon), which are the output of the proposed SwinMR, and sensitivity maps, which are estimated by ESPIRiT from the Multi-Channel GT.
Figure 3: The structure of proposed SwinMR. (A) shows the overall structure of SwinMR. In SwinMR architecture, two Conv2Ds are placed at the beginning and the ending. A cascade of RSTBs and a Conv2D with a residual connection are placed between the two Conv2Ds. (B) shows the structure of RSTB. The RSTB consists of a patch embedding operator, $N$ cascaded STLs, a patch unembedding operator, a Conv2D, and a residual connection between the input and output of RSTB. An STL consists of an LN, an (S)W-MSA, an LN and an MLP respectively, with two residual connections. (RSTB: the residual Swin transformer block; STL: the Swin transformer layer; Conv2D: the 2D convolutional layer; LN: the layer normalisation layer; (S)W-MSA: the (shifted) windows multi-head self-attention; MLP: the multi-layer perceptron.)

The proposed SwinMR model can produce reconstructed MR images $\hat{x}_u$ from undersampled zero-filled MR images $x_u$, where the residual connection is applied to accelerate the convergence and stable the training processing. It can be expressed by
\[ \hat{x}_u = \text{SwinMR}(x_u | \theta) + x_u, \]  

where the SwinMR network is parameterised by \( \theta \).

Figure 3(A) shows the structure of SwinMR, which is composed of an input module (IM), a feature extraction module (FEM) and an output module (OM). The IM and OM are at the beginning and the end of the whole structure, and the FEM is placed between the IM and OM with a residual connection. The structure can be expressed by

\[
F_{\text{IM}} = H_{\text{IM}}(x_u), \\
F_{\text{FEM}} = H_{\text{FEM}}(F_{\text{IM}}), \\
F_{\text{OM}} = H_{\text{OM}}(F_{\text{FEM}} + F_{\text{IM}}),
\]

where the \( H_{\text{IM}}(\cdot) \), \( H_{\text{FEM}}(\cdot) \) and \( H_{\text{OM}}(\cdot) \) denote the IM, FEM and OM respectively. \( F_{\text{IM}} \), \( F_{\text{FEM}} \) and \( F_{\text{OM}} \) denote the output of the IM, FEM and OM respectively.

### 2.3.2. Input Module and Output Module

The IM is used for early visual processing and mapping from the input image space to higher dimensional feature space for the following FEM. The IM applies a 2D convolutional layer (Conv2D) mapping \( x_u \in \mathbb{R}^{H \times W \times 1} \) to \( F_{\text{IM}} \in \mathbb{R}^{H \times W \times C} \). In contrast, the OM is used to map the higher dimensional feature space to the output image space by a Conv2D mapping \( F_{\text{FEM}} \in \mathbb{R}^{H \times W \times C} \) to \( F_{\text{OM}} \in \mathbb{R}^{H \times W \times 1} \).

In the training stage, the input image is randomly cropped to a fixed size \( H \times W \) (\( H = W \)). In the inference stage, \( H, W \) denote the height and weight of the input image. Here we define \( H \) (or \( W \)) as the patch number and \( C \) as the channel number for the self-attention processing.

### 2.3.3. Feature Extraction Module

The FEM is composed of a cascade of residual Swin transformer blocks (RSTBs) and a Conv2D at the end. It can be expressed as

\[
F_0 = F_{\text{IM}}, \\
F_i = H_{\text{RSTB}_i}(F_{i-1}), \quad i = 1, 2, ..., P, \\
F_{\text{FEM}} = H_{\text{CONV}}(F_P),
\]
where $F_{IM}$ and $F_{FEM}$ are the input and output of the FEM. $H_{RSTB_i} (\cdot)$ denotes the $i^{th}$ RSTB ($P$ RSTBs in total) in the FEM. $H_{CONV} (\cdot)$ denotes the Conv2D after a series of RSTBs.

Figure 3(B) shows the structure of the RSTB. An RSTB consists of $Q$ Swin transformer layers (STLs) and a Conv2D, and a residual connection is linked between the input and output of the RSTB. It can be expressed as

$$F_{i,0} = H_{Emb_i}(F_{i-1}),$$  \hspace{1cm} (14)

$$F_{i,j} = H_{STL_{i,j}}(F_{i,j-1}), \quad j = 1, 2, ..., Q,$$ \hspace{1cm} (15)

$$F_i = H_{CONV_i}(H_{Unemb_i}(F_{i,Q}) + F_{i-1}),$$ \hspace{1cm} (16)

where $H_{Emb_i} (\cdot)$ is the patch embedding from $F_{i-1} \in \mathbb{R}^{H \times W \times C}$ to $F_{i,0} \in \mathbb{R}^{HW \times C}$, and $H_{Unemb_i} (\cdot)$ is the patch unembedding from $F_{i,Q} \in \mathbb{R}^{HW \times C}$ to $\mathbb{R}^{H \times W \times C}$.

$H_{STL_{i,j}} (\cdot)$ and $H_{CONV_i} (\cdot)$ denote the $j^{th}$ STL and the Conv2D in the $i^{th}$ RSTB, respectively.

2.3.4. Swin Transformer Layer

The whole process of the STL can be expressed as

$$X’ = H_{(S)W-MSA}(H_{LN}(X)) + X,$$ \hspace{1cm} (17)

$$X'' = H_{MLP}(H_{LN}(X’)) + X',$$ \hspace{1cm} (18)

where $X$ and $X''$ are the input and output of the STL. $H_{MLP} (\cdot)$ and $H_{LN} (\cdot)$ denote the multilayer perceptron and the layer normalisation layer. Windows multi-head self-attention (W-MSA) and shifted windows multi-head self-attention (SW-MSA) $H_{(S)W-MSA} (\cdot)$ are alternative applied in the STL.

Spatial constraints are added in the Swin transformer layer compared to the original transformers. Figure 3(B) shows the W-MSA and the SW-MSA compared with the original MSA. Original MSA performs self-attention in the whole image space. Although the information of the entire picture is involved in each attention calculation, it aggravates computational costs and redundant connections. The computational complexity for the original MSA is as follows:

$$\Omega(H_{MSA}) = 4HW C^2 + 2(HW)^2 C.$$ \hspace{1cm} (19)
In Swin transformer layers, a $\mathbb{R}^{H \times W \times C}$ feature map are divided into $\frac{HW}{M^2}$ non-overlapped windows with the size of $M^2 \times C$. (S)W-MSA is calculated in each window, instead of the whole image space. The computational complexity for (S)W-MSA is as follows:

$$\Omega(H_{(S)W-MSA}) = 4HWC^2 + 2M^2HWC,$$  \hspace{1cm} (20)

which is significantly reduced compared to the original MSA. However, if the separation of windows is fixed between each STL, the network will lose the link between different windows. Normal windows and shifted windows are alternatingly utilised in each STL to enable information communication from different windows.

(S)W-MSA for each non-overlap window $X$ can be expressed by

$$Q = XP_Q, \quad K = XP_K, \quad V = XP_V,$$  \hspace{1cm} (21)

where the $P_Q$, $P_K$, $P_V$ are shared projection matrices over all the windows. The query $Q$, key $K$, value $V$ and learnable relative position encoding $B (\mathbb{R}^{M^2 \times d})$ are used in the calculation of the self-attention mechanism in a local window, which can be expressed by

$$\text{Attention}(Q, K, V) = \text{SoftMax} \left( \frac{QK^T}{\sqrt{d}} + B \right) V.$$  \hspace{1cm} (22)

Such self-attention mechanism calculations are performed for $h$ times and concatenated for (S)W-MSA.

### 2.3.5. Loss Function

A novel multi-channel loss using the sensitivity maps was introduced for better reconstruction quality and more textures and details. Charbonnier loss [60] was utilised for the pixel-wise loss and the frequency loss since it is more robust and able to handle the outliers better. The total loss $L_{\text{TOTAL}}(\theta)$ consists of the pixel-wise Charbonnier loss $L_{\text{pixel}}(\theta)$, the frequency Charbonnier loss $L_{\text{freq}}(\theta)$ and perceptual loss $L_{VGG}(\theta)$. The pixel-wise Charbonnier loss can be expressed by

$$\min_{\theta} L_{\text{pixel}}(\theta) = \frac{1}{S} \sum_{q=1}^{S} \sqrt{\| x^q - S^q \hat{x}^q \|^2 + \epsilon^2},$$  \hspace{1cm} (23)
where $\epsilon$ is a constant which is set to $10^{-9}$ empirically and $S_q$ is the sensitivity map of $q$th coil ($S$ coils in total). The frequency Charbonnier loss can be expressed by

$$\min_{\theta} \mathcal{L}_{\text{freq}}(\theta) = \frac{1}{S} \sum_{q=1}^{S} \sqrt{|| y^q - FS_q \hat{x}_u ||_2^2 + \epsilon^2}.$$  \hspace{1cm} (24)$$

The perceptual VGG loss can be expressed by

$$\min_{\theta} \mathcal{L}_{\text{VGG}}(\theta) = || f_{\text{VGG}}(x) - f_{\text{VGG}}(\hat{x}_u) ||_1,$$  \hspace{1cm} (25)

where $f_{\text{VGG}}(\cdot)$ denotes the VGG network, and $|| \cdot ||_1$ denotes the $l_1$ norm. The utilisation of $\mathcal{L}_{\text{VGG}}$ is able to optimise the perceptual quality of reconstructed results.

The total loss can be expressed by

$$\mathcal{L}_{\text{TOTAL}}(\theta) = \alpha \mathcal{L}_{\text{pixel}}(\theta) + \beta \mathcal{L}_{\text{freq}}(\theta) + \gamma \mathcal{L}_{\text{VGG}}(\theta),$$  \hspace{1cm} (26)

where $\alpha$, $\beta$ and $\gamma$ are coefficients controlling the balance of each term in the loss function.

3. Experiments and Results

3.1. Datasets

In this work, the Calgary Campinas multi-channel (CC) dataset \cite{61} and the Multi-modal Brain Tumour Segmentation Challenge 2017 (BraTS17) \cite{62, 63, 64} dataset were used for the experiment sections.

For the CC dataset, 15360 slices of 12-channel T1-weight brain 2D MR images were randomly divided into training, validation and testing sets (7680, 3072, and 4608 slices respectively), according to the ratio of 5:2:3.

For the BraTS17 dataset, we applied the brain data with reference segmentation results (280 3D brains in BraTS17 official training dataset), including both higher and lower grade glioma. 280 3D brain data were divided into training, validation and testing set (235, 20, and 30 3D brains respectively), and cropped to $152 \times 192 \times 144$ volumes (slice, height and weight, respectively).
3.2. Implementation Detail

The proposed SwinMR was implemented using PyTorch, trained on two NVIDIA RTX 3090 GPUs with 24GB GPU memory, and tested on an NVIDIA RTX 3090 GPU or an Intel Core i9-10980XE CPU. We set the RSTB number, the STL number, the window size number and the attention head number to 6, 6, 8 and 6 respectively, which are the default setting in the original SwinIR [10]. The patch number and channel number were empirically set to 96 and 180, according to our ablation studies. For the parameter in the loss function, $\alpha$, $\beta$, $\gamma$ were set to 15, 0.1 and 0.0025 to balance each term, according to our ablation studies.

We used SwinMR (PI) to denote the proposed model trained with multi-channel data and sensitivity maps, and SwinMR (nPI) to indicate the proposed model trained with single-channel data without sensitivity maps.

3.3. Evaluation Methods

Structural similarity index (SSIM), Peak signal-to-noise ratio (PSNR) and Fréchet inception distance (FID) [65] were utilised for evaluation. SSIM quantifies the structural similarity between two images based on luminance, contrast, and structures. PSNR is the ratio between maximum signal power and noise power, which measures the fidelity of the representation. Both metrics are based on simple and shallow functions, and direct comparisons between images, which are not necessary for the visual quality for human observers [66]. FID is calculated by computing the Fréchet distance between two multivariate Gaussians, which measures the similarity between two sets of images. FID correlates well with visual quality for human observers, and a lower FID indicates more perceptual results.

Both Intersection over Union (IoU) and Dice scores were applied to measure the segmentation quality in the brain tumour segmentation experiment.

3.4. Comparisons with Other Methods

In this experimental study, we compared our proposed SwinMR (nPI and PI) with other benchmarked MR reconstruction methods, including Deep ADMM Net [18], DAGAN [31], PIDDGAN [51], as well as ground truth MR images (GT) and undersampled zero-filled MR images (ZF) using Gaussian 1D 30% mask. Among them, PIDDGAN and SwinMR (PI) were parallel imaging-coupled, i.e., trained with multi-channel MR images. This experiment was conducted using the CC dataset.
The quantitative result of comparisons is shown in Table 1. Our proposed SwinMR (nPI) achieved the highest SSIM and PSNR, and SwinMR (PI) achieved the best FID score. The time in Table 1 indicates the average time for one inference measured by ten times inferences in average in an Intel Core i9-10980XE CPU or an NVIDIA RTX 3090 GPU. The computational cost of SwinMR was higher than other CNN-based models.

Figure 4 shows the reconstructed MR images, edge information extracted by Sobel operator and absolute differences of standardised pixel intensities (10×) between reconstructed MR images and GT MR images from top to bottom respectively. The proposed SwinMR shows superiority to other methods in terms of overall reconstruction quality and edge information.

Figure 4: Samples of the comparison experiment with ground truth images (GT), undersampled zero-filled images (ZF) and reconstructed images by other methods. Row 1: GT, ZF and reconstructed images by different methods; Row 2: Edge information extracted by Sobel operator; Row 3: Gaussian 1D 30% mask and the absolute differences between reconstructed (or ZF) images and GT images (10×).
Table 1: Quantitative results of the comparison experiment with other methods using Gaussian 1D 30% mask (mean (std)). *: $p<0.05$; **: $p<0.01$ (compared with SwinMR (PI) by paired t-Test). †: $p<0.05$; ††: $p<0.01$ (compared with SwinMR (nPI) by paired t-Test). PSNR: Peak signal-to-noise ratio; SSIM: Structural similarity index; FID: Fréchet inception distance; Time: The average time for one inference in an Intel Core i9-10980XE CPU or an NVIDIA RTX 3090 GPU.

| Methods            | PSNR     | SSIM     | FID      | Time       |
|--------------------|----------|----------|----------|------------|
|                    |          |          |          | CPU (s)    | GPU (s)    |
| ZF                 | 27.81 (0.83)**†† | 0.884 (0.012)**†† | 156.39   | -          | -          |
| Deep ADMM Net      | 29.24 (0.99)**†† | 0.922 (0.012)**†† | 54.56    | 0.459 (0.052) | -          |
| DAGAN              | 30.41 (0.83)**†† | 0.924 (0.010)**†† | 56.05    | 0.089 (0.003) | 0.003 (0.000) |
| PIDDGAN            | 31.23 (0.92)**†† | 0.936 (0.010)**†† | 17.55    | 0.166 (0.007) | 0.006 (0.000) |
| SwinMR (nPI)       | **32.83 (1.10)** | **0.954 (0.009)** | 27.67    | 19.341 (0.060) | 0.388 (0.001) |
| SwinMR (PI)        | 31.88 (1.03)**†† | 0.943 (0.010)**†† | **13.17** | 19.779 (0.038) | 0.388 (0.001) |

3.5. Experiments on Masks

This experimental study aimed to evaluate the performance of SwinMR using different undersampling trajectories. Three 1D Cartesian undersampling trajectories including Gaussian 1D 10% (G1D10%), Gaussian 1D 30% (G1D30%) and Gaussian 1D 50% (G1D50%), as well as two 2D non-Cartesian undersampling trajectories including radial 10% (R10%) and spiral 10% (S10%) were applied in this experiment. This experiment compared the SSIM, PSNR and FID of SwinMR (PI), DAGAN and ZF, and was conducted using the CC dataset.

The quantitative results of the experiment on masks are shown in Figure 5 and Table 2. The sample of reconstructed images, edge information and absolute differences of standardised pixel intensities ($10 \times$) between reconstructed images and GT images are shown in Figure 6, Figure 7 and Figure 8, respectively. According to the results, the proposed SwinMR achieved a higher reconstruction quality compared to DAGAN using different undersampling trajectories, especially when the mask of low undersampling rate (10%) was applied.
Figure 5: Peak signal-to-noise ratio (PSNR) and Structural similarity index (SSIM) of the experiment on different masks. Five undersampling trajectories including Gaussian 1D 10% (G1D10%), Gaussian 1D 30% (G1D30%), Gaussian 1D 50% (G1D50%), radial 10% (R10%) and spiral 10% (S10%) were applied in this experiment. (Box range: interquartile range; ×:1% and 99% confidence interval; −: maximum and minimum; □: mean; ∙: median.) The SwinMR (PI) outperforms the DAGAN using different undersampling masks with significantly higher PSNR, SSIM ($p < 0.05$ by paired t-Test).
Figure 6: Samples of the experiment on different masks. Five undersampling trajectories including Gaussian 1D 10% (G1D10%), Gaussian 1D 30% (G1D30%), Gaussian 1D 50% (G1D50%), radial 10% (R10%) and spiral 10% (S10%) were applied in this experiment. Row 1: Undersampled zero-filled MR images (ZF) using different masks; Row 2: Ground truth MR images (GT); Row 3: Reconstructed MR images by DAGAN; Row 4: Reconstructed MR images by SwinMR (PI); Row 5: Undersampling masks. The Peak signal-to-noise ratio (PSNR) and Structural similarity index (SSIM) of reconstructed and ZF images are shown in the top-left corner.
Figure 7: Edge information of the experiment on different masks. Five undersampling trajectories including Gaussian 1D 10% (G1D10%), Gaussian 1D 30% (G1D30%), Gaussian 1D 50% (G1D50%), radial 10% (R10%) and spiral 10% (S10%) were applied in this experiment. Row 1: Edge information of undersampled zero-filled MR images (ZF) using different masks; Row 2: Edge information of ground truth MR images (GT); Row 3: Edge information of reconstructed MR images by DAGAN; Row 4: Edge information of reconstructed MR images by SwinMR (PI). The edge information was extracted by the Sobel operator.
Figure 8: Absolute differences of standardised pixel intensities ($10 \times$) of the experiment on different masks. Five undersampling trajectories including Gaussian 1D 10% (G1D10%), Gaussian 1D 30% (G1D30%), Gaussian 1D 50% (G1D50%), radial 10% (R10%) and spiral 10% (S10%) were applied in this experiment. Row 1: Absolute differences between under-sampled zero-filled MR images (ZF) using different masks and ground truth MR images (GT); Row 2: Absolute differences between reconstructed MR images by DAGAN and GT; Row 3: Absolute differences between reconstructed MR images by SwinMR (PI) and GT.

Table 2: Fréchet inception distance (FID) of the experiment on different masks. Five undersampling masks including Gaussian 1D 10% (G1D10%), Gaussian 1D 30% (G1D30%), Gaussian 1D 50% (G1D50%), radial 10% (R10%) and spiral 10% (S10%) were applied in this experiment.

| Mask   | SwinMR (PI) | DAGAN  | ZF    |
|--------|-------------|--------|-------|
| G1D10% | 35.23       | 169.83 | 325.99|
| G1D30% | 13.17       | 56.04  | 156.38|
| G1D50% | 7.92        | 19.26  | 86.25 |
| R10%   | 43.86       | 132.58 | 319.45|
| S10%   | 35.88       | 115.98 | 333.40|
3.6. Experiments on Noise

This experimental study aimed to evaluate the robustness of SwinMR under the influence of noise. The noise in MRI is imposed on the $k$-space and that could follow a Gaussian distribution [67]. In our experiments, different noise levels (NL20%, NL30%, NL50%, NL70% and NL80%) were tested after undersampling (Gaussian 1D 30% mask) in $k$-space. The noise level is defined as:

$$NL = \frac{N'}{S' + N'},$$

(27)

where $N'$ and $S'$ denote the power of noise and signal, respectively. This experiment compared the SSIM, PSNR and FID of SwinMR (PI), DAGAN and ZF, and was conducted using the CC dataset.

The quantitative results of the noise experiments are shown in Figure 9 and Table 3. The sample of reconstructed images, edge information and absolute differences of standardised pixel intensities ($10 \times$) between reconstructed images and GT images are shown in Figure 10, Figure 11 and Figure 12, respectively.

According to the results, under the interruption of noise, SwinMR maintains better reconstruction quality compared to DAGAN. The quality improvement becomes more clear when under a high noise level.
Figure 9: Peak signal-to-noise ratio (PSNR) and Structural similarity index (SSIM) of the experiment on different noise using Gaussian 1D 30% mask. Five noise levels (NL20%, NL30%, NL50%, NL70% and NL80%) were tested in this experiment. (Box range: interquartile range; ×:1% and 99% confidence interval; −: maximum and minimum; □: mean; : median.) The SwinMR (PI) outperforms the DAGAN under different noise levels with significantly higher PSNR, SSIM ($p < 0.05$ by paired t-Test).
Figure 10: Samples of the experiment on different noise using Gaussian 1D 30% mask. Five noise levels (NL20%, NL30%, NL50%, NL70% and NL80%) were tested in this experiment. Row 1: Undersampled zero-filled MR images (ZF) with different noise levels; Row 2: Ground truth MR images (GT); Row 3: Reconstructed MR images by DAGAN; Row 4: Reconstructed MR images by SwinMR (PI). The Peak signal-to-noise ratio (PSNR) and Structural similarity index (SSIM) of reconstructed and ZF images are shown in the top-left corner.
Figure 11: Edge information of the experiment on different noise using Gaussian 1D 30% mask. Five noise levels (NL20%, NL30%, NL50%, NL70% and NL80%) were tested in this experiment. Row 1: Edge information of undersampled zero-filled MR images (ZF) with different noise levels; Row 2: Edge information of ground truth images (GT); Row 3: Edge information of reconstructed MR images by DAGAN; Row 4: Edge information of reconstructed MR images by SwinMR (PI). The edge information was extracted by the Sobel operator.
Figure 12: absolute differences of standardised pixel intensities (10×) of the experiment on different using Gaussian 1D 30% mask noise. Five noise levels (NL20%, NL30%, NL50%, NL70% and NL80%) were tested in this experiment. Row 1: Absolute differences between undersampled zero-filled MR images (ZF) with different noise levels and ground truth MR images (GT); Row 2: Absolute differences between reconstructed MR images by DAGAN and GT; Row 3: Absolute differences between reconstructed MR images by SwinMR (PI) and GT.

Table 3: Fréchet inception distance (FID) of the experiment on different noise using Gaussian 1D 30% mask. Five noise levels (NL20%, NL30%, NL50%, NL70% and NL80%) were applied in this experiment.

| Noise Level | SwinMR (PI) | DAGAN | ZF   |
|-------------|-------------|-------|------|
| NL20%       | 21.11       | 66.89 | 156.55 |
| NL30%       | 21.84       | 71.44 | 168.57 |
| NL50%       | 29.66       | 75.77 | 203.46 |
| NL70%       | 35.92       | 78.24 | 225.41 |
| NL80%       | 40.81       | 73.12 | 250.99 |
3.7. Ablation Experiments on the Patch Number and Channel Number

The patch number $H$ (or $W$) and the channel number $C$ decide the input size of STL in the SwinMR. Ablation studies for different patch numbers and channel numbers were conducted to study the impression of them on the reconstruction results.

Figure 13(A) and Figure 13(C) show the SSIM, PSNR and FID of SwinMR with different patch numbers. Figure 13(E) shows the loss function of SwinMR in the training process. Figure 14 displays the sample of reconstructed images of SwinMR with different patch numbers.

Figure 13(B) and Figure 13(D) show the SSIM, PSNR and FID of SwinMR with different channel numbers. Figure 13(F) shows the loss function of SwinMR in the training process. Figure 15 displays the sample of reconstructed images of SwinMR with the different channel numbers.

For the patch number, from Figure 13(A) and Figure 13(C), the results demonstrate that reconstruction quality becomes better as the patch number grows. According to Figure 13(E), the training loss converges faster and lower as the patch number grows. However, the growing patch number aggravates the computational cost. Empirically, we applied patch number 96 for training.

For the channel number, from Figure 13(B) and Figure 13(D), the results did not resemble the trend presented in the ablation experiment on patch number. There were no significant differences for the three indicators (SSIM, PSNR and FID) as the channel number changed. According to Figure 13(F), the training loss converges faster and lower as the channel number grows. Empirically, we applied a patch number of 180 for training.

For the comparison of multi-channel data (PI) and single-channel data (nPI), SwinMR (PI) tend to have a better (lower) FID, but worse (lower) SSIM/PSNR than SwinMR (nPI).
Figure 13: Structural similarity index (SSIM), Peak signal-to-noise ratio (PSNR) and Fréchet inception distance (FID) of ablation experiments of the patch number and channel number. (A), (C) and (E) are the SSIM/PSNR, FID and training loss of the ablation experiment of the patch number. (B), (D) and (F) are the SSIM/PSNR, FID and training loss of the ablation experiment of the channel number.
| Patch Numbers | SwinMR (nPI) Error | SwinMR (PI) Error | ZF/GT/Mask |
|---------------|--------------------|-------------------|------------|
| 16 Patches    | 31.22/0.930        | 32.18/0.945       | ZF 28.05/0.882 |
| 48 Patches    | 32.83/0.952        | 32.18/0.951       |             |
| 80 Patches    | 32.71/0.951        | 32.56/0.952       |             |
| 96 Patches    | 32.82/0.952        | 32.56/0.952       |             |
| 112 Patches   | 32.18/0.945        | 33.42/0.957       |             |
| 144 Patches   | 33.42/0.957        | 32.56/0.952       |             |

Figure 14: Samples of the ablation experiment on the patch number using Gaussian 1D 30% mask. Row 1: Reconstructed MR images by SwinMR (nPI) with different patch numbers and zero-filled MR images (ZF); Row 2: Absolute differences (10×) between reconstructed MR images by SwinMR (nPI) and ground truth MR images (GT), and absolute differences (10×) between ZF and GT; Row 3: Reconstructed MR images by SwinMR (PI) with the different patch number and GT; Row 4: Absolute differences (10×) between reconstructed MR images by SwinMR (PI) and GT, and the Gaussian 1D 30% mask.
3.8. Ablation Experiments on the Loss Function

This ablation study aimed to discover the effect of each term in the loss function. According to Equation (26), the loss function of SwinMR consists of pixel-wise loss, frequency loss and perceptual loss. Four experiments were performed in this ablation study: (1) PFP: *P*ixel-wise, *F*requency and *P*erceptual loss; (2) PP: *P*ixel-wise and *P*erceptual loss; (3) PF: *P*ixel-wise and *F*requency loss; (4) P: only *P*ixel-wise loss.

Figure 16 shows the SSIM, PSNR and FID of SwinMR trained with different loss functions. Figure 17 displays the samples of reconstructed images of SwinMR trained with different loss functions.

According to Figure 16 for SwinMR (PI), the utilisation of frequency loss tends to improve SSIM/PSNR and decrease the FID (PFP vs PP; PF vs P). For SwinMR (nPI), the utilisation of frequency loss leads to improvement only on SSIM and PSNR, but scarcely on FID. In most cases, the utilisation of
the frequency loss has a positive impact on reconstruction quality indicators – both SSIM/PSNR and FID.

For SwinMR (PI), the utilisation of perceptual loss tends to slightly decrease SSIM and PSNR, but substantially decrease the FID (PFP vs PF; PP vs P). For SwinMR (nPI), the utilisation of perceptual loss tends to achieve a better FID but scarcely change SSIM and PSNR (PFP vs PF; PP vs P). In most cases, the utilisation of the perceptual loss has a positive impact on FID, but a negative impact on SSIM/PSNR when using multi-channel data.

Figure 16: Structural similarity index (SSIM), Peak signal-to-noise ratio (PSNR) and Fréchet inception distance (FID) of the ablation experiment on the loss function using Gaussian 1D 30% mask. PFP: pixel-wise, frequency and perceptual loss; PP: pixel-wise and perceptual loss; PF: pixel-wise and frequency loss; P: only pixel-wise loss.
Figure 17: Samples of the ablation experiment on the loss function using Gaussian 1D 30% mask. PFP: pixel-wise, frequency and perceptual loss; PP: pixel-wise and perceptual loss; PF: pixel-wise and frequency loss; P: only pixel-wise loss. Row 1: Reconstructed MR images by SwinMR (nPI) and zero-filled MR images (ZF); Row 2: Edge information of reconstructed MR images by SwinMR (nPI) and edge information of ZF; Row 3: Absolute differences ($10 \times$) between reconstructed MR images by SwinMR (nPI) and ground truth MR images (GT), and absolute differences ($10 \times$) between ZF and GT; Row 4: Reconstructed MR images by SwinMR (PI) and GT; Row 5: Edge information of reconstructed MR images by SwinMR (PI) and edge information of GT; Row 6: Absolute differences ($10 \times$) between reconstructed MR images by SwinMR (PI) and GT, and the Gaussian 1D 30% mask.
3.9. Downstream Task Experiments: Brain Segmentation Experiments on BraTS17

In this experiment, we performed a downstream task using a reconstructed MR image, in order to measure the reconstruction quality. Specifically, an open-access multi-modalities brain tumour segmentation network \(^1\) was trained on the BraTS17 dataset (four modalities are required including FLAIR, T1, T1CE and T2). Then, we trained four SwinMR weights using BraTS17 FLAIR, T1, T1CE and T2 data, respectively. After that, segmentation tasks were conducted on GT MR images, SwinMR reconstructed MR images and ZF MR images directly using the pre-trained segmentation network. Ideally, the segmentation score of reconstructed images and GT images should be as closer as possible.

Table 4 shows the result of SwinMR trained with BraTS17 FLAIR, T1, T1CE and T2 respectively. Figure 18 displays the samples of the reconstruction of different modalities. Table 5 and Table 6 show the IoU and Dice score of the segmentation task. Figure 19 displays the sample of the segmentation task.

According to Table 5 and Table 6, the IoU and Dice score of reconstructed MR images are improved compared with ZF MR images and much closer to the score of GT MR images. According to the Mann-Whitney Test, the IoU and Dice score distributions of the reconstructed MR images using the Gaussian 1D 30% mask are not significantly different from the distributions of the GT MR images \((p > 0.05)\).

\(^1\)https://github.com/Mehrdad-Noori/Brain-Tumor-Segmentation
Figure 18: Samples of reconstruction results for SwinMR on BraTS17 dataset including FLAIR, T1, T1CE and T2 MR images. Row 1: Ground truth MR images (GT); Row 2: Zero-filled MR images (ZF) undersampled by Gaussian 1D 10% mask (G1D10%); Row 3: Reconstructed MR images undersampled by G1D10%; Row 4: ZF undersampled by Gaussian 1D 30% mask (G1D30%); Row 5: Reconstructed MR images undersampled by G1D30%.
Figure 19: Samples of segmentation results for SwinMR on the BraTS17 dataset. Col 1: Segmentation reference; Col 2: Segmentation prediction using GT images; Col 3: Segmentation prediction using zero-filled MR images (ZF) undersampled by Gaussian 1D 10% mask (G1D10%); Col 4: Segmentation prediction using reconstructed MR images undersampled by G1D10%; Col 5: Segmentation prediction using ZF undersampled by Gaussian 1D 30% mask (G1D30%); Col 6: Segmentation prediction using reconstructed MR images undersampled by G1D30%. Blue area: Whole tumour (WT); Red area: Enhancing tumour (ET); Green area: Tumour core (TC).
Table 4: Quantitative results of reconstructed images by SwinMR (Recon) and zero-filled images (ZF) on BraTS17 dataset (mean (std)). PSNR: Peak signal-to-noise ratio; SSIM: Structural similarity index; FID: Fréchet inception distance. G1D10%: Gaussian 1D 10% mask; G1D30%: Gaussian 1D 30% mask.

| Mask Indicator | PSNR (mean (std)) | SSIM (mean (std)) | FID (mean) |
|----------------|-------------------|-------------------|-----------|
|                | FLAIR             | T1                | T1CE      | T2        |
| **G1D10%**     |                   |                   |           |           |
| PSNR           | 30.07 (1.99)      | 33.80 (2.30)      | 33.80 (1.84) | 32.20 (1.81) |
| SSIM           | 0.751 (0.043)     | 0.760 (0.046)     | 0.797 (0.049) | 0.745 (0.039) |
| FID            | 38.02             | 32.97             | 31.46      | 21.84     |
| **G1D30%**     |                   |                   |           |           |
| PSNR           | 37.97 (2.42)      | 41.08 (3.36)      | 42.29 (2.12) | 38.37 (2.02) |
| SSIM           | 0.942 (0.013)     | 0.953 (0.012)     | 0.953 (0.015) | 0.937 (0.016) |
| FID            | 5.94              | 4.80              | 4.39       | 8.95      |

| Mask Indicator | ZF (mean (std)) | Reconstructed MR images by SwinMR; ZF: undersampled zero-filled MR images. G1D10%: Gaussian 1D 10% mask; G1D30%: Gaussian 1D 30% mask. WT: Whole tumour; TC: Enhancing tumour; ET: Tumour core.

| Mask Indicator | IoU GT Recon ZF |
|---------------|----------------|
| **G1D10%**    |                 |                 |
| PSNR          | 0.930/0.924     | 0.898/0.899     | 0.838/0.836 |
| SSIM          | 0.821/0.771     | 0.726/0.903     | 0.617/0.539 |
| FID           | 0.772/0.735     | 0.625/0.889     | 0.570/0.527 |
| **G1D30%**    |                 |                 |
| PSNR          | 0.930/0.924     | 0.924/0.921     | 0.897/0.897 |
| SSIM          | 0.821/0.771     | 0.726/0.903     | 0.763/0.728 |
| FID           | 0.772/0.735     | 0.625/0.889     | 0.748/0.697 |
Table 6: Dice score of the segmentation experiment (median/mean [Q1,Q3]). *: \(p<0.05\); **: \(p<0.01\) (compared with GT by Mann-Whitney Test). GT: ground truth MR images; Recon: reconstructed MR images by SwinMR; ZF: undersampled zero-filled MR images. G1D10%: Gaussian 1D 10% mask; G1D30%: Gaussian 1D 30% mask. WT: Whole tumour; TC: Enhancing tumour; ET: Tumour core.

|        | Dice   | GT          | Recon            | ZF          |
|--------|--------|-------------|------------------|-------------|
|        |        | WT          | 0.968/0.965 [0.952,0.981] | 0.950/0.950 [0.933,0.974]** | 0.916/0.914 [0.892,0.940]** |
|        |        | TC          | 0.904/0.857 [0.845,0.951] | 0.863/0.819 [0.800,0.944]** | 0.767/0.653 [0.566,0.847]** |
|        |        | ET          | 0.874/0.835 [0.777,0.941] | 0.852/0.766 [0.640,0.917]** | 0.725/0.665 [0.503,0.820]** |
|        |        | WT          | 0.968/0.965 [0.952,0.981] | 0.964/0.963 [0.948,0.980] | 0.949/0.949 [0.930,0.975]** |
|        |        | TC          | 0.904/0.857 [0.845,0.951] | 0.897/0.854 [0.838,0.951] | 0.868/0.826 [0.803,0.947]** |
|        |        | ET          | 0.874/0.835 [0.777,0.941] | 0.871/0.827 [0.765,0.939] | 0.857/0.808 [0.729,0.925]** |

4. Discussion

In this work, a novel Swin transformer based model, i.e., SwinMR, for fast MRI reconstruction have been proposed. Most existing deep learning based image restoration methods, including MRI reconstruction approaches, are based on CNNs. The convolution is a very effective feature extractor but lacks long-range dependency. The receptive field of CNNs is limited by the size of the kernel and the depth of the network. To tackle this problem, researchers have developed transformers based image restoration methods that have been originally used for solving NLP tasks. The core of the transformer is MSA, which has global sensitivity. In MSA operation, each patch can link with any other patches in the whole image space but also aggravates the computational burden.

However, we have believed that in MRI reconstruction, the MSA, which is operated in the whole image space, is redundant and not necessary. It is not difficult to understand that in NLP tasks the first and the last words may have a strong connection in a sentence. However, this may not be applicable in CV tasks. Visual elements (e.g., pixels) in CV tasks can vary substantially in scale unlike language elements (e.g., word tokens) in NLP tasks [39]. Since in most cases, for example, the top-left corner patch has no relationship with the bottom-right corner patch within an image. Moreover, for MRI reconstruction, the biggest difficulty is the recovery of detailed information and texture information. Focusing too much on global information and ignoring the detailed (local) information may make the image smoother and lose more details. The utilisation of a Swin transformer can achieve a trade-off for CV...
tasks. In Swin transformer, operations are conducted in shifted windows instead of the whole images. It has a larger receptive field compared to CNNs but is not overly concerned with global information. This is the reason why we have developed a Swin transformer for MRI reconstruction.

To evaluate our proposed methods, several comparison experiments and ablation studies have been conducted. In this study, we have compared our proposed SwinMR with benchmark MRI reconstruction methods. The results in Table 1 have demonstrated that our SwinMR has achieved the highest SSIM/PSNR and lowest FID compared to CNN-based and GAN-based models. From Figure 4 we have shown clearly that our SwinMR has obtained better reconstruction quality, especially in the zoom-in area, where the details of the cerebellum have been well-preserved.

In this study, we have also compared SwinMR (PI) that has been trained with multi-channel brain data with SwinMR (nPI) that has been trained with single-channel brain data. The results have led to a similar conclusion in our previous study [51], where FID of the model trained with multi-channel data has been better compared to the model trained with single-channel data, and the SSIM/PSNR has shown the opposite (i.e., SSIM/PSNR: nPI > PI; FID: PI < nPI). This phenomenon can also be observed in the subsequent ablation experiments. From Figure 4 we can find that the reconstructed images of SwinMR (PI) have shown more details and texture information, but the reconstructed images of SwinMR (nPI) have shown smoother.

The experimental results have demonstrated that the three metrics that compared PI and nPI gave different answers. We have speculated that this might be due to the different principles of these metrics. PSNR is a classic metric based on per-pixel comparisons, which are not able to reflect the structure information for images. SSIM is a perceptual metric that measures structure similarity. However, both of them are based on simple and shallow functions and direct comparisons between images, which is insufficient to account for many nuances of human perception [66]. For FID, the comparison is based on perception and performed on two sets of images. Images are mapped to high-dimension representations by a pre-trained InceptionV3 network, which is well-related to human visual perception. The SwinMR (PI) reconstructed images have demonstrated more details and texture information. Even though these details and texture information may not be so accurate, they make the reconstructed images more visually similar with the ground truth images. However, the SwinMR (nPI) reconstructed images have shown smoother in pixel-wise scale, at the cost of less detail and tex-
ture information. Therefore, SwinMR (PI) have tended to have better FID and worse SSIM/PSNR compared to SwinMR (nPI), due to the principle differences of the evaluation methods.

From Table 1, we can find a common problem of transformer-based methods, which is the higher computational cost compared to other CNN-based and GAN-based methods. Equation (20) have shown that the computational complexity is proportional to the HW of the input of (S)W-MSA. The time shown in Table 1 has been the inference time, where the original height and weight have been treated as H and W (256 × 256 here). For training, randomly cropping have been applied to ease the long processing time.

Experiments using different undersampling masks with various noise levels have demonstrated that our proposed method SwinMR have shown superiority to DAGAN in all the tests. The evaluation indicators change as expected when the condition changes (different masks and noise levels).

Ablation studies on the patch number and the channel number have demonstrated that reconstruction quality has been improved as the patch number has been increased and has gradually been saturated, according to Figures 13(A) and (C). However, according to Equation (20), the computational complexity also has been increased as the patch number has been increased. As a trade-off, we have set the patch number to 96. Beyond our expectations, the changing of channel number has not been positively correlated with the evaluation indicator in this experiment, according to Figures 13(B) and (D). We have assumed that the evaluation indicators have saturated in the range of channel number in this experiment. Empirically, we have set the channel number to 180 according to the default setting of SwinIR.

Ablation studies on different loss functions have been conducted. As expected, the utilisation of the pixel-wise loss and the frequency loss has mainly constrained the fidelity of reconstruction, and the utilisation of perceptual VGG loss has focused on perception, which has been well-related to the human visual system. Therefore, the utilisation of frequency loss has had a positive impact on SSIM and PSNR, which has been more sensitive to the fidelity of reconstruction. The utilisation of perceptual loss has had a positive impact on FID, which has been based on perception.

There are still some limitations of our work. First, in the (S)W-MSA operation, the size of windows is fixed. Inspired by Google-Net, multi-scale windows could be incorporated and results from different scales could be merged in the (S)W-MSA. Second, the heavy computational cost is still an obstacle to the development of transformers. The improvement that trans-
formers bring is at the sacrifice of increased computational cost. A lightweight transformer model could be a potential future research direction.

5. Conclusion

In this work, we have developed the SwinMR, a novel parallel imaging coupled Swin transformer-based model for fast multi-channel MRI reconstruction. The proposed method has outperformed other benchmark CNN-based and GAN-based MRI reconstruction methods. It has also shown excellent robustness using different undersampling trajectories with various noises.
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