Abstract—Inspired by the humans’ cognitive ability to generalise knowledge and skills, Self-Supervised Learning (SSL) targets at discovering general representations from large-scale data without requiring human annotations, which is an expensive and time-consuming task. Its success in the fields of computer vision and natural language processing has prompted its recent adoption into the field of audio and speech processing. Comprehensive reviews summarising the knowledge in audio SSL are currently missing. To fill this gap, in the present work, we provide an overview of the SSL methods used for audio and speech processing applications. Herein, we also summarise the empirical works that exploit the audio modality in multi-modal SSL frameworks, and the existing suitable benchmarks to evaluate the power of SSL in the computer audition domain. Finally, we discuss some open problems and point out the future directions on the development of audio SSL.
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I. INTRODUCTION

According to Piaget’s theory of cognitive development [1], [2], since their birth up to approximately 18 months, children acquire knowledge from sensory and motor experiences. During this stage, i.e., the ‘sensorimotor’ stage, through basic actions such as sucking, grasping, looking, and listening, the early representational thought emerges [3]. Along with the acquisition of knowledge, over the different developmental stages until the last one, i.e., the ‘formal operational’ (adolescence and adulthood) stage, children’s reasoning progressively moves towards the acquisition of abstract ideas and the use of deductive logic, i.e., subtracting specific information from a general principle [4]. During this process, in order to understand the world, the so-called ‘schemas’, i.e., higher-order cognitive structures that have been hypothesised to underlie many aspects of human knowledge and skill [5], emerge. According to Piaget, children development is interpreted through an equilibration mechanism which explains how new information is balanced according to old knowledge. Equilibration involves ‘assimilation’ (the process of taking in new information to fit in with the pre-existing schemas) and ‘accommodation’ (the process of modifying the pre-existing schemas as a result of new information) [1], [6]. In this view, learning is possible if complex structures are based on simpler ones, i.e., when a natural development between structures exists instead of a simple external reinforcement [1]. Indeed, the interesting aspect of learning (and one of the main goals in education) is to create dynamic structures which can lead to generalisation, i.e., the ability to apply learnt knowledge and skills for understanding a different context. This is known as ‘transfer of learning’ [7]. Inspired by the cognitive process of developing dynamic structures with the capability of generalisation, the Self-Supervised Learning (SSL) paradigm has been presented [8]–[11] — a machine and deep learning technique rapidly evolving in the last years. SSL targets at learning a model that is able to produce universal representations. This is approached by first solving some pretext tasks (also known as upstream tasks in literature), i.e., a procedure which, similarly to the sensorimotor stage, enables to artificially learn representations directly from the data attributes without the need of human-annotations [12]. Then, with a pre-trained model generated on the pretext task, feature representations are extracted to understand new data, i.e., similarly to cognitive development, a pre-trained model (previous knowledge) can be used through generalisation to understand a new context, a process known as downstream task [13].

SSL mitigates two difficulties that currently limit the application of deep learning: the need of human annotations and the difficulty in designing effective network architectures for specific tasks. First, the current success of deep learning reckons on big data which typically consumes uninhibited human efforts in annotations. This faces the issue of annotation bias as well as the fact that annotation procedures often cannot optimally preserve data privacy. As SSL learns representations from the data itself without the need of labels [13] (sometimes creates pseudo-labels for self-supervision), it overcomes the challenges derived by the use of human annotations. Second, as long as the pretext model can generate proper representations of the data, these can be used for multiple downstream tasks, reducing, at the same time, the difficulty in designing reliable downstream models. For instance, a Multi-layer Perceptron (MLP) is commonly used for this step, reaching state-of-the-art results for different research areas in computer science. As the main effort of SSL concentrates on the development of well-trained upstream models, it guarantees to extract data representations with a sufficient level of generalisation and distinctiveness. Furthermore, as a way to increase distinctiveness of the learnt representations, when solving pretext tasks, negative examples can be additionally
provided in order to contrast the target sample with negative examples [15]. This process formalises the SSL into a contrastive learning framework [16], [19]. Finally, it has been shown in many works, such as [20], that the amount of labelled data needed to fine-tune a model during the downstream task considerably decreases when taking upstream models into account, which makes using SSL effective in the design of efficient architectures.

The fitness of upstream and downstream tasks, i.e., how much the knowledge learnt from pretext is applicable to the downstream tasks, is partially determined by the data relevance used in both steps. From a cognitive point of view, this is comparable to the aforementioned ‘transfer of learning’, as a speaker of a given language would find it easier to learn a related language (near transfer) than an unrelated one (far transfer). Thus, near transfer of knowledge is expected to ensure the downstream tasks to particularly benefit from the upstream training. However, far transfer may also occur. Therefore, downstream tasks that use data from a different domain can still benefit from learning representations of sufficient generalisability. The versatility of SSL has yielded to a superior performance in several research fields, such as, Natural Language Processing (NLP) [21] and Computer Vision (CV) [8], [11], as well as in a variety of deep learning methods, e.g., graphical neural networks [22] and reinforcement learning [23], to name a few. Nevertheless, processing audio sources increases further the difficulty of applying deep learning methods, as in real-world, this modality is typically characterised by many uncertainties. Speech, for instance, due to within- and cross-speaker variations, such as those produced by disfluencies, as well as differences in language, acoustic environments, or recording setups, presents usually a considerable variability. This makes it difficult deducing relevant latent structures without taking into account any supervision guidance. In addition, unlike for images, overlapping noises are typical of recordings. Through its masking properties, surrounding noises limit (and even impede) understanding, in some cases distorting the spectrogram of the audio content of interest. Indeed, as each pixel (time-frequency bin) of the spectrogram can be deteriorated, noise reduction and removal is still an open challenge in the field [24]. Similarly, in comparison to NLP tasks, which (despite their inherent difficulties) process texts that are comprised of limited possible words and characters, the infinite possibilities of audio that represent the same meaning creates more uncertainties in audio understanding. These might be indicators that explain why SSL has achieved lower performance for audio signal processing than for CV and NLP.

Specifically, a proper SSL model should be able to extract representations that are: (i) distributed, i.e., more expressive as the dimensionality increases; (ii) abstract, i.e., aggregate more abstract features which are invariant to local changes in the input; (iii) disentangled, i.e., each factor of the representation vector should be interpretable [9]. As SSL requires from a model both, generalisation and discrimination (in parallel), using SSL for audio processing becomes particularly challenging. Although several survey articles aimed to give an overview of the existing literature on SSL have been presented to the research community, due to the prominent use of SSL in CV and NLP, these works show a clear bias towards these two fields [8], [11], [21]. However, despite the challenges, recent research has shown an always increasing interest in applying SSL to audio sources. As this rapidly developing area has not been systematically investigated yet, to fill this gap, we present a survey on SSL with a special emphasis on the recent progress, by this including for the first time an overview of SSL in audio within unified frameworks. By providing an overview of the existing techniques as well as a disambiguation between approaches, this work is especially thought to support both beginners and more experienced researchers interested in the use of SSL for audio signal processing.

The rest of the manuscript is organised as follows. We first introduce SSL in Section II, aiming to unify its frameworks and cover the basic useful blocks and operations that lead to its success. Then, we describe how this unified framework can fit for audio processing in Section III with discussion focus on training objectives, network architectures, and the training framework. Next, SSL approaches exploiting audio as one of the modalities will be discussed in Section IV. In Section V we summarise the downstream tasks considered in the literature and list the databases and benchmarks that are used for evaluating the performance of pretext tasks. At last, we discuss several aspects of SSL, including its relations and difference to other similar deep learning techniques, before drawing a conclusion and pointing out the potential research directions.

II. SELF-SUPERVISED LEARNING: A GENERAL OVERVIEW

SSL aims at learning latent representations from large-scale data by solving designed pretext tasks, rather than using human annotations. To this end, different views of an object, which are of high natural correlation, are created. An SSL model is trained to generalise, to some extent, its representations in a latent high-dimensional space. By comparing the representations of the same object to other objects (defined as negative samples) in training, an SSL model is expected to produce representations that are of better distinctiveness. Dependent on whether negative samples are taken into the training process, SSL frameworks can be categorised into two classes: Predictive and contrastive (cf. Figure 1). We will introduce these two basic frameworks and their variants in Section II-B1 and Section II-B2, respectively. In addition, as predictive models can also utilise contrastive loss as its training objectives, contrastive predictive coding (CPC), based on auto-regressive predictive coding (APC) and masked predictive coding (MPC), will be described in Section II-B3. We will also discuss the benefit of employing negative samples in training SSL models and the potential drawbacks. As the process of generating the views of an object is the fundamental step for SSL, we will start by summarising the different methods in the following.

A. Views Generation

A typical way to get multiple views of the same context is recording it by the use of multiple sensors, for example, using
multiple cameras to shoot a scene from different angles [25]. The views are not limited to be of the same modality but can also belong to a different one, such as an utterance with its text transcriptions [25], [26] or audio and image frames from the same video source [27], [28]. As using multi-modality and cross-modality is typical in SSL, in Section IV the works specific to audio representation will be presented.

An alternative way to create effective views in CV-related tasks is through data transformation, including image cropping [20], [29], rotation [30], colouring [31], and distortion [20], amongst others. In several audio works, after converting an audio waveform to its spectrogram or Mel representations, similar paradigms can be applied [32], [33]. In this case, data augmentation techniques such as warping and SpecAugment [34] can also be used for creating another view of the audio signal.

Considering the spatial or temporal coherence and consistency in a signal, local features of different patches of an image or segments of an audio can be considered as multiple views of the same type of data [25], [35]. This approach is widely adopted for sequential input, such as video as a sequence of image frames [25], where two frames in a short temporal range are considered a positive pair, while frames that are far away in the same sequence or from other sequences are taken as negative samples. For an audio sequence, the positive pair can be segmented from the same recording, and the negative pair can be extracted from different recordings [36]–[38].

Another solution is to exploit the relationship between local features and global information, which aims at maximising their mutual information [39]. The global representation, often defined as context vector, aggregates the information of the entire context. An SSL model then learns to represent local features by capturing meaningful information relevant to the aggregated global representation. Deep InfoMax [39] codes an image into a global context vector, and contrasts its distance to the spatial patches of the same image against the distance to spatial patches of different images. More often, the mechanism is used for a sequential data structure. As in [40], a context vector collects the global information along the temporal direction in an auto-regressive manner. The context vector is then compared to the learnt representations of each local frame. Note that, in this work, contrastive loss (introduced in Section II-B2) has been used in the framework of an auto-regressive coding model, leading to a contrastive predictive coding that can learn effective fixed-length audio representations from speech input. We leave its discussion for the next section, to which the reader is referred for more details.

Finally, [41] investigates the effect of the redundancy in two views of the positive pair, suggesting that the views with less mutual information should be selected for training. The idea is to compress the redundancy in the embeddings of the two views that are not relevant to the labels [41]. Similarly, [42] provides also empirical evidences about the fact that the contrastive loss is not only attributed to mutual information.

B. SSL Frameworks

1) Predictive Models: Predictive SSL, different from contrastive SSL, optimises the similarity or correlations between the representations of two views of the same object, without considering their similarity to that of negative samples in training objectives. Typical frameworks are auto-encoding and Siamese Networks. A clustering method requires no additional views generation, but explicitly groups the learnt representations based on the underlying similarity between each input. We describe the three typical predictive SSL frameworks in detail in the following.

Auto-encoding is based on the use of auto-encoders [60], as depicted in Figure 1a. An standard auto-encoder learns a compressed latent embedding that represents the input of the encoder and expects to reconstruct the original input from the latent representation, i.e., the decoder output. The dimensionality of the latent representation must be carefully designed,
TABLE I: An overview of the recent typical self-supervised learning methods. FOS abbreviates field of study. The type of frameworks refers to Figure 1. “Other images” in the Source column indicates other images of the mini-batch.

| Model               | FOS   | Framework | Encoder                  | Pseudo-labels | Loss          | Negative samples Source | Strategy |
|---------------------|-------|-----------|--------------------------|---------------|---------------|--------------------------|----------|
| TCN embedding [25]  | CV (d)| Inception network + CNN | Different but simultaneous viewpoint | Triplet loss | Images of different time | End-to-end |
| SimCLR [20]         | CV (d)| ResNet | Data augmentation       | NT-Xent loss | Other images | End-to-end               |
| SimCLR v2 [43]      | CV (d)| Variants of ResNet | Data augmentation       | NT-Xent loss | Other images | End-to-end               |
| MoCo [29]           | CV (d)| ResNet | Data augmentation       | InfoNCE loss  | Other images  | Momentum                 |
| MoCo v2 [44]        | CV (d)| ResNet | Data augmentation       | InfoNCE loss  | Other images  | Momentum                 |
| MoCo v3 [45]        | CV (a)| Vision Transformers | Data augmentation | InfoNCE loss  | Other images  | End-to-end               |
| RotNet [46]         | CV (a)| ConvNet | Rotation directions     | Prediction loss | -             | -                        |
| Colorization [31]   | CV (a)| AlexNet, VGG-16, ResNet-152 | Colour of missing patch | Regression loss | KL divergence | -                        |
| DIM [39]            | CV (d)| -       | -                        | JSD, DV or InfoNCE loss | -             | End-to-end               |
| Word2Vec [47]       | NLP (a)| Auto-encoder | Context words | Prediction loss | -             | -                        |
| Speech2Vec [48]     | Audio (a)| Auto-encoder | Context audio | Prediction loss | -             | -                        |
| Audio2Vec [49]      | Audio (a)| Auto-encoder | Context audio | Prediction loss | -             | -                        |
| BERT [50]           | NLP (a)| MPC | Masked words | Prediction loss | -             | -                        |
| ALBERT [51]         | NLP (a)| MPC | Masked words | Sentence order | Prediction loss | -                        |
| NPC [52]            | Audio (a)| MPC | Masked frames | Prediction loss | -             | -                        |
| BYOL [53]           | CV (b)| ResNet | Data augmentation | MSE loss | -             | -                        |
| Barlow Twins [54]   | CV (b)| ResNet | Data augmentation | Eq. (3) | -             | -                        |
| SimSiam [55]        | CV (b)| ResNet | Data augmentation | Negative cosine similarity | -             | -                        |
| DeepCluster [56]    | CV (c)| AlexNet, VGG-16 | Clustering centroids | Negative log-softmax loss | -             | -                        |
| Local Aggregation [57] | CV (c)| AlexNet, VGG-16 | Soft-clustering centroids | Negative log-softmax loss | -             | -                        |
| SwAV [58]           | CV (c)| Variants of ResNet-50 | Online-clustering centroids | Modified cross-entropy | -             | End-to-end               |
| CPC [40]            | CV, audio NLP (d)| APC | - | InfoNCE loss | Other images | End-to-end               |
| CPC v2 [59]         | CV (d)| APC | - | InfoNCE loss | Other images | End-to-end               |

as it determines the representation reliability. When setting a too large latent dimensionality, an auto-encoder risks to learn an identity function, i.e., maps the input directly to the output, and hence becomes useless. Various techniques to prevent auto-encoders from learning an identity function do exist, e.g., denoising auto-encoders [61], which partially corrupt the input data by randomly zeroing some input values and are trained to recover the original undistorted input. For the denoising to be successful, the model’s ability to retrieve useful high-level representations becomes essential. The zero-out step can be replaced by other data augmentation techniques, such as geometric transformations including cropping, reordering, and colourisation, to name a few, which often appear in SSL studies.

Nevertheless, such models do not always require to predict the entire original sample, i.e., the prediction can be restricted to only recover the distorted part. This is typically the case for sequential data as in Word2Vec [47], [62] that is used to map one-hot representations of words to word embeddings. In Word2Vec, two formulations are used to learn underlying word representations: Continuous Bag-of Words (CBoW) and Skip-gram, depicted in Figure 2a and 2b respectively. CBoW
is trained to predict a single word from its context words, whereas Skip-gram does the opposite, aiming at predicting the left and right context words of a single input word. CBOW performs better in learning syntactic relationships between words, however, it is prone to overfit frequent words. Differently, Skip-grams are better at capturing semantic relationships and suffer less from overfitting, leading to a more effective solution in learning representations for general purposes. Both formulations have been considered for learning fixed-length vector representations of audio segments, such as in Audio2Vec [49] and Speech2Vec [48]. To this end, the input audio or speech waveform is transformed into its time and Mel-frequency representations, keeping a two-dimensional input format as for Word2Vec.

The success of Word2Vec or alike is based on the consistency of the context surrounding the component to predict. Similarly, an auto-regressive model can be used to learn representations by making predictions of future information conditioning on the past context. Auto-regressive Predictive Coding (APC) [63] codes on wave samples (cf. Figure 3a). An additional context network aggregates the resulting representations up to the current time step. Hence, the context network is usually a recurrent neural network (RNN) for modelling the temporal information. Its output context vector is then used to predict the next audio representations, for example, \( \tau \) steps ahead of the current time step. APC is optimised by minimising L1 loss. The APC method takes into account only uni-directional information of a sequence and needs a combination of separately trained models for forward and backward directions in order to achieve a representation from both directions (past and future). Inspired by BERT [50], Masked Predictive Coding (MPC) trains directly a bidirectional model in a contrastive learning manner. The model will be discussed in Section II-B2.

Siamese Models have a typical `two towers` architecture as shown in Figure 3b. Each tower processes a view of a data sample. Considering the natural similarity between the two views of the same sample, the encoded representations in the high-dimensional latent space should be close to each other. Hence, during training, the representations from one tower can be seen as the training target, i.e., pseudo-labels, for the other tower. The neural encoders of both towers share the same or similar architecture – their parameters can be shared or independent. When taking negative samples in the training objectives, a contrastive loss is formulated which pulls the representations of different views from the same data close together, while pushing the one from negative samples far away. The model can be optimised by applying standard backpropagation.

However, without using negative samples, the Siamese model is prone to mode collapse, i.e., when the model’s output is very similar (or even identical) for different inputs. Therefore, a specific training strategy is required for developing this kind of predictive model. Although the research of Siamese models starts from using contrastive learning as in SimCLR [20] and MoCo [29], recent works, such as BYOL [69], SimSiam [55], and Barlow Twins [54], use only positive pairs without contrasting negative pairs. These approaches still maintain competitive (and even superior) SSL performance. Thus, in this part, we will focus on introducing the Siamese models trained without negative samples, while the contrastive model will be discussed in Section II-B2.

BYOL [69], short for Bootstrap Your Own Latent, trains two sub-networks separately denoted as online network and target network as shown in Figure 3b. Both sub-networks contain an encoder \( f \) and a projection layer \( g \). The online network has an additional predictor layer \( p \) build on MLP and
SimSiam \[55\] shares a similar structure as BYOL, but is removing the projection layers in both networks. Its target network is also not optimised using back-propagation, but copied directly from the online network. Updating the target network, also found to be effective, avoids the use of momentum encoding in BYOL.

The extra learnable predictor and a stop-gradient operation are considered as the essential parts that prevent the model from collapsing into trivial representations \[71\]. The theoretical analysis and experimental study in \[71\] has also revealed that as long as the predictor is updated more often or has a larger learning rate, EMA is not necessary for successful convergence without mode collapse. However, optimising the predictor too often or with too large a learning rate leads to its failure for SimSiam \[55\]. The final predictor is expected to be optimal, i.e., achieving minimal $l^2$ error in predicting the output of the target network from the online network output. Moreover, weight decay has been shown to be very helpful in achieving stable convergence. Although the use of batch normalisation \[72\] was hypothesised to be crucial for preventing collapse in BYOL\[1\] in previous work \[53\] batch normalisation has been successfully replaced with group normalisation and weight standardisation, thus, refuting the need of batch statistics for BYOL.

Barlow Twins (BT) \[54\], is a neural network architecture inspired by the redundancy reduction principle described in the work of the neuroscientist H. Barlow \[73\]. As depicted in Figure 4, BT contains two identical networks that process two distorted versions of a same sample to produce their representations. The model measures the cross-correlation matrix between the two learnt representations, which is expected to be close to the identity matrix. BT simplifies the training procedure with respect to BYOL and SimSiam, which requires asymmetric components, such as a predictor layer, as well as operations, including gradient stopping and EMA. A BT model benefits from very high-dimensional output vectors and its loss function is formulated as:

$$L = \sum_i (1 - C_{ii})^2 + \lambda \sum_i \sum_{j \neq i} C_{ij}^2 ,$$

where the cross-correlation matrix computed between the outputs of the two networks along batch direction, is defined as:

$$C_{ij} = \frac{\sum_b (p_{b,i}^A p_{b,j}^B)}{\sqrt{\sum_b (p_{b,i}^A)^2} \sqrt{\sum_b (p_{b,j}^B)^2}} .$$

By minimising the training objective, the invariance term pushes the diagonal elements of the correlation matrix to 1, which makes the learnt representations of the two distorted versions of a sample as close as possible. The redundancy reduction term compresses the correlations between the off-diagonal elements of the correlation matrix. This reduction of the redundancy between output elements in a representation vector results in representations of sufficient disentanglement.

**Clustering**, such as K-means clustering \[56\], \[74\], provides a way to yield pseudo-labels for SSL. Considering that different objects are naturally associated with distinct categories, each category should occupy a separate manifold in the

\[1https://generallyintelligent.ai/blog/2020-08-24-understanding-self-supervised-contrastive-learning/\]
representation space. Deep Cluster [56], as shown in Figure 1a, performs two steps iteratively. First, it exploits the K-means clustering method to group the encoded representations and produce pseudo-labels for each sample. Then, with the created pseudo-labels assigned to each sample, the encoder network can be optimised by minimising the classification loss, such as by cross-entropy loss. Instead of the global clustering method of K-means clustering, Local Aggregation (LA) [57] allows to model more flexible statistical structures by separately identifying neighbours for each example. Moreover, LA proposes an objective function that directly optimises a local soft-clustering metric, leading to better training efficiency. Another clustering method used in SSL is SwAV [58], which introduces online clustering ideas into a Siamese architecture, by this avoiding the time consumption due to the two-steps training paradigm. The online clustering assignment provides pseudo-labels within mini-batches. In addition, the authors introduce multi-crop augmentation, aiming at solving a swapped prediction problem.

2) Contrastive Models: Considering negative samples when training an SSL model, such as a Siamese model, assists in achieving representations of better distinguishness. The key idea behind is to pull the representations of two similar inputs (defined as a positive pair) close in the latent space, and to push those of dissimilar inputs (defined as a negative pair) far. Hence, extensive efforts are put on the designing of contrastive losses. Hereby, we summarise the most popular types of contrastive loss before going through the contastive SSL methods in the literature.

Contrastive loss In early versions of contrastive loss, an anchor data is paired with only one positive and one negative sample, leading to a positive pair and a negative pair. Recent training objectives take also into consideration multiple positive and negative pairs in one batch. Max margin contrastive loss, designed for deep metric learning [75], takes a pair of inputs and minimises the embedding distance when they are from the same class and maximises it, otherwise. More formally, given a data point $x$ in a batch of samples $\mathcal{X}$, CL learns an encoder $f$ that minimises

$$L(x, x^+) = \sum_{x \in \mathcal{X}} \| f(x) - f(x^+) \|^2_2,$$

$$L(x, x^-) = \sum_{x \in \mathcal{X}} \max(0, \epsilon - \| f(x) - f(x^-) \|^2_2), \quad (5)$$

where $x^+$ is a data point similar or congruent to $x$, and therefore is referred to as a positive sample. On the other hand, $x^-$ denotes a data point dissimilar to $x$, and hence is referred to as a negative sample. In addition, $\epsilon$ is a hyperparameter that defines the lower bound distance between representations of different samples.

Triplet loss, proposed for face recognition [76], configures the offset distance between representations of positive and negative pairs:

$$L(x, x^+, x^-) = \sum_{x \in \mathcal{X}} \max(0, \epsilon - \| f(x) - f(x^+) \|^2_2 - \| f(x) - f(x^-) \|^2_2). \quad (6)$$

Multi-Class N-pair loss [77] generalises the triplet loss allowing joint comparisons among multiple negative samples. It is formulated similarly to the softmax loss:

$$L(x, x^+, x_{n \in [1,2N-1]}^-) = \log(1 + \sum_{n=1}^{2N-1} e^{f(x)^T f(x^-_n) - f(x)^T f(x^+)}) - \log(e^{f(x)^T f(x^+)}/\tau) + \sum_{n=1}^{2N-1} e^{f(x)^T f(x^-_n)/\tau}. \quad (7)$$

NT-Xent, short for normalised temperature-scaled cross-entropy loss, introduces an additional temperature parameter for controlling the penalty on the effect of negative samples, similarly as $\epsilon$ in Equation (5) and Equation (6):

$$L(x, x^+, x_{n \in [1,2N-1]}^-) = -\log\frac{e^{f(x)^T f(x^+)/\tau}}{\sum_{n=1}^{2N-1} e^{f(x)^T f(x^-_n)/\tau}}. \quad (8)$$

The loss function, also known as InfoNCE [40] objective, is inspired by Noise Contrastive Estimation (NCE) [78], which is proposed in order to estimate the parameters of a statistical model. InfoNCE generalises by contrasting the distance of representations from a positive pair to their distance to $N-1$ negative pairs:

$$L(x, x^+, x_{n \in [1,N-1]}^-) = \mathbb{E}[-\log\frac{e^{f(x)^T f(x^+)/\tau}}{e^{f(x)^T f(x^+)} + \sum_{n=1}^{N-1} e^{f(x)^T f(x^-_n)/\tau}}]. \quad (9)$$

Its denominator terms contain one positive and $N-1$ negative samples. Hence, we can construct a softmax classifier which is optimised using cross-entropy loss for $N$ classes. The classifier assigns large and small values to the positive and negative examples, respectively. In this regard, InfoNCE can be seen as using categorical cross-entropy loss for identifying a positive sample within a set of (unrelated) noise samples.

Contrastive SSL for Siamese Models A typical architecture that is trained by using contrastive loss is SimCLR [20]. SimCLR exploits several different data augmentation techniques for transforming an input image, including random cropping, resizing, colour distortions, and Gaussian blur. The transformed images are then coded into representations using ResNet. After going through projection heads built on Dense-ReLU-Dense structure, NT-Xnet is used as objective function for self-supervised learning. The authors of SimCLR emphasised the importance of ‘scaling up’, i.e., using a larger batch size, a deeper and wider network, as well as training for longer epochs, in order to guarantee the success of the method.

Unlike SimCLR, which uses only one encoder $f$, Momentum Contrast (MoCo) [29] exploits an additional momentum encoder $f_m$. The encoder and momentum encoder, sharing the same architecture and being identically initialised, process two views of an image. The method also applies contrastive loss, where the negative samples are provided by previous batches. For this, representations of previous samples are stored into a queue during training. Representations from a new batch are pushed into the queue after training and old representations are excluded. The encoder is updated by applying backpropagation as in SimCLR, while the momentum encoder
is updated by linear interpolation of the two encoders as introduced in Equation (1). The momentum parameter is set to \( \xi = 0.999 \) by default, meaning the update of the momentum encoder is much slower. However, the update mode of the momentum encoder avoids back-propagation, which hence can increase the amount of negative samples for training. The synchronisation update of the encoder and momentum encoder also solves the problem of inconsistency of encoded representations happening in works using memory bank [29]. Posterior architectures such as MoCo v2 [44] integrate the effective components presented in SimCLR. MoCo v2 incorporates stronger data augmentation techniques, i.e., using an additional Gaussian Deblur method and a larger batch size. Moreover, its projection head layer is increased as a 2-layers MLP for both the encoder and momentum encoder. Similarly, SimCLR v2 [45] upgrades the system proposed in SimCLR by scaling up the model size from ResNet-50 to ResNet-152 and improving the depth of the projection head. In addition, the authors leave one projection layer for fine-tuning on semi-supervised tasks, by this aiming at learning from few labelled examples while making best use of a large amount of unlabelled data. Furthermore, in order to efficiently provide a large size of negative samples for training, the idea of memory mechanism used in MoCo v2 is employed in SimCLR v2 too. Differently, the latest MoCo v3 [45], removes the memory queue with the cost of requiring a bigger batch size. In addition, it applies a prediction layer after the projection head, similarly as proposed in BYOL, which further improves the representation capability.

In contrastive SSL, given one data point, the learnt representations of its positive and negative samples are seen as able to provide opposite pseudo-labels. A positive sample provides an additional view of the same data. Theoretical analysis has proven that when two views provide redundant information of the label, applying linear projections to the learnt representations can guarantee the performance on downstream prediction tasks [19]. This proof indicates that SSL can produce high-quality representations from the multi-views of a data point and guarantees prediction performance with simple downstream models.

Contrasting the distance of a data point to its positive samples with respect to the one to its negative samples avoids the model from falling into representational collapse. To analyse the effectiveness of contrastive loss, we can split it into two parts:

\[
L = \mathbb{E}[-\log \frac{e^{f(x)^T f(x^+) / \tau}}{e^{f(x)^T f(x^+) / \tau} + \sum_{n=1}^{N-1} e^{f(x)^T f(x_n^+) / \tau}}] \\
+ \mathbb{E}[-\log e^{f(x)^T f(x^+) / \tau} + \sum_{n=1}^{N-1} e^{f(x)^T f(x_n^+) / \tau}],
\]

(10)

where the ‘alignment’ term targets at maximising the similarity between the learnt embeddings of the positive pairs. Then, the ‘uniformity’ term helps the contrastive learning to learn separable features by maximal-uniformly distributing the embeddings on a unit sphere given the normalisation condition. Both terms are crucial to the downstream tasks according to [79]. Different from an instance discrimination objective, which pushes all different instances apart and considers no underlying relations between samples, the design of contrastive loss requires a proper temperature coefficient \( \tau \) that finds a balance between learning separable features and at the same time provides some degree of tolerance to the closeness of semantically similar samples. A too small \( \tau \) loses the tolerance to group the similar input samples and hence may break the underlying semantic structure, by this harming the learnt features for its use in downstream tasks. The effect of the temperature parameter is similar as the margin value set in Equation (5), which has been investigated in detail by [80].

In [15], Wang suggests to adjust the alignment and uniformity loss to

\[
L_{\text{align}} = \mathbb{E}[||f(x) - f(x^+)||^2_2], \\
L_{\text{uniform}} = \log \mathbb{E}[e^{c + ||f(x) - f(x^+)||^2_2}],
\]

(11)

indicating that both terms should be minimised simultaneously. Maintaining a good balance between these two losses has been found more effective than standard contrastive loss.

3) Contrastive Predictive Coding: Contrastive Predictive Coding (CPC) [40], exploits an auto-regressive predictive model, and is optimised to predict the correct future information based on the aggregated global context from the past frames. In addition, CPC gets use of negative samples to improve the representation discrimination in training objectives such as InfoNCE loss Equation (9), replacing the query data point \( x \) by a context vector \( c \):

\[
L(c_t, z_{t+\tau}, z_{n\in[1,N-1]}) = \mathbb{E}[-\log \frac{e^{c^T z_{t+\tau}}}{e^{c^T z_{t+\tau}} + \sum_{n=1}^{N-1} e^{c^T z_n}}],
\]

(12)

where \( z_n^- \) denotes a negative data point sampled from the proposal distribution of \( z_{t+\tau} \), i.e., randomly sampled from the sequence \( z \). In CPC v2 [59], the model is scaled up to achieve larger model capacity, and the batch normalisation is replaced by layer normalisation, as batch normalisation is found to harm downstream tasks for CPC frameworks [59]. Moreover, patch-based augmentation is introduced in order to add more diversity to the model’s input.

Similarly, the contrastive loss has been used in masked predictive models, leading to contrastive MPC. The training objective can be formalised as

\[
L(c_t, z_t, z_{n\in[1,N-1]}) = \mathbb{E}[-\log \frac{e^{c^T z_t}}{e^{c^T z_t} + \sum_{n=1}^{N-1} e^{c^T z_n}}].
\]

(13)

This loss has been modified and used in wav2vec 2.0 [81], which will be introduced in details Section III. The negative samples are generated in the same way as for CPC.

C. Training with or without negative samples

Recent works have experimentally tested the importance of components for achieving effective SSL models [82]. The training objectives have been shown to be more important
than the network architecture, and the quality of the learnt representations can be improved by scaling up the model size and the representation size. Furthermore, the quantity and quality of the negative samples has also shown to be important for the performance of SSL using contrastive learning [33]. The SSL models optimised without contrastive loss, such as BYOL [69], Barlow Twins [54], SimSiam [55], and the other previously introduced auto-encoder-like predictive methods, aim at reducing the distance between the latent representations of views from the same data point. Contrastive SSL aims at contrasting the distance between positive samples against the distance to negative ones. The advantages and disadvantages of these two training strategies can be traced back to the difference between generative and discriminative models in the wide field of machine learning methods. Training SSL without negative samples may be less effective in learning discriminative features between samples, but has more potential to code more complete information into representations. Differently, contrastive SSL approaches are expected to learn more discriminative features by comparing to negative samples at expenses of dropping the common attributes, which are salient to represent the sample itself but are not very informative for distinguishing between samples. Based on this, we infer that applying SSL without negative samples is more useful, as it would do a feature extractor without losing much salient information. Contrastive SSL can perform better if a pretext task and the downstream task fit closer, for example, if the data for the pretext task contains reading speech and the downstream task aims at speech recognition. However, as the parameters of a pre-trained model can be further fine-tuned for a downstream task in a specific domain, an SSL model optimised with negative samples can be improved to complement its generalisation ability to capture more complete representations. Furthermore, a contrastive SSL model can also be further improved to reduce the redundant information in the representations for the downstream tasks. Still, reducing redundancy in representations for downstream tasks seems to be harder than restoring the lost representation completeness, which is confirmed by the fact that non-contrastive SSL outperforms contrastive SSL, as shown in recent works [53], [69].

A summary table of the typical SSL methods is shown in Table I.

### III. AUDIO SSL

Most of the above introduced SSL methods have been transferred from those aiming to solve audio tasks, especially speech applications such as Automatic Speech Recognition (ASR) [40], [81], [84]–[87]. Other methods, which differ in the used audio input formats, such as LIM [36], COLA [37], CLAR [33], and the work by Fonseca et al. [38], expand the SimCLR approach for learning auditory representations. The LIM model [36] processes directly speech samples expecting to maximise local mutual information between the encoded representations of chunks of speech sampled from the same utterance. In COLA [37] and the work by Fonseca et al. [38], the presented models take segments randomly extracted from time-frequency features along the temporal direction. Several stochastic data augmentations are adopted for the patches before feeding to the model in [38], such as random size cropping and Gaussian noise addition. In addition, the authors proposed mix-back for additional augmentation, which mixes the incoming patch with a background patch, by this ensuring that the incoming patch is dominant in their mixture. In CLAR [33], the paired views of the model’s input are generated by applying data augmentations on raw audio signals and time-frequency audio features, for which effective compositions of data augmentation are explored. In addition, the authors found that combining a contrastive loss, such as cross-entropy loss, in training objectives for supervised learning, while using substantially less labelled data, can provide significant improvements in terms of convergence speed and representation effectiveness, with respect to using SSL only. Similarly, Wang [88] also suggests to train audio SSL models with different formats of an audio sample. More precisely, the training objective is to maximise the agreement between the raw waveform and its spectral representation. The approach is shown effective for downstream classification tasks on both AudioSet and ESC-50 datasets. BYOL has also been adopted in the audio domain, named as BYOL-A [69], which learns representations from a single audio without using negative samples.

Other typical works include Audio2Vec [49] and Speech2Vec [48], inspired by Word2Vec [47], as introduced in Section II-B1. Both works learn audio representations using CBoW and Skip-gram formulations. In the CBoW formulation, the task is to reconstruct a temporal spectrogram slice of pre-determined duration from a number of past and future slices. The method has also been shown effective for acoustic scene classification in [90]. Differently, the roles of the target and surrounding slices are reversed in the Skip-gram formulation. Audio2Vec and Speech2Vec mainly differ in the following aspects: (i) Speech2Vec applies audio segmentation, by using an explicit forced alignment technique, in order to isolate audio slices corresponding to each word. The forced alignment segmentation may introduce supervision to some extent; (ii) Audio2Vec requires no explicit assistance and hence completely removes the need of supervision; (iii) unlike neural network architectures, Speech2Vec is built based on an RNN encoder-decoder, and Audio2Vec is built of stacks of CNN blocks; (iv) as model input, Speech2Vec processes the Mel-spectrogram of an audio, while Audio2Vec operates on Mel-Frequency Cepstral Coefficients (MFCCs); and (v) in Audio2Vec, the TemporalGap formulation is additionally introduced, which requests that the model estimates the absolute time distance between two (randomly sampled) slices, taken from the same audio clip.

Although TemporalGap fails to surpass the CBoW and Skip-gram approaches, it presents the idea of measuring the relative positions of audio components as a pretext task. Carr et al. [67] proposed a training strategy based on permutations, i.e., training a model that can reorder shuffled patches of an audio spectrogram, as analogous to solving a jigsaw puzzle [65]. The method draws inspiration from ‘Shuffle and Learn’ [100] and has also been considered in another work for industrial
TABLE II: An overview of the recent audio self-supervised learning methods. The “speech” column distinguishes whether a method addresses speech tasks or for general purpose audio representations. The “framework” type refers to Figure 1.

| Model                  | Speech | Input format     | Framework        | Encoder       | Loss                        | Inspired by   |
|------------------------|--------|------------------|------------------|---------------|-----------------------------|---------------|
| LIM [36]               | ✔️     | raw waveform     | (d)              | SincNet       | BCE, MINE or NCE loss       | SimCLR        |
| COLA [36]              | ☑️     | log mel-filterbanks | (d)             | EfficientNet  | InfoNCE loss                | SimCLR        |
| CLAR [33] (semi)       | ☑️     | raw waveform     | (d)              | 1D ResNet-18, ResNet-18 | NT-Xent + cross-entropy | SimCLR        |
| Fonseca et al. [36]    | ☑️     | log mel-spectrogram | (d)             | ResNet, VGG, CRNN | NT-Xent loss               | SimCLR        |
| Wang et al. [88]       | ☑️     | raw waveform + log mel-filterbanks | (d)             | CNN, ResNet | NT-Xent loss + cross-entropy | SimCLR        |
| BYOL-A [89]            | ☐️     | log mel-filterbanks | (b)             | CNN           | MSE loss                    | BYOL          |
| Speech2Vec [48]        | ✔️     | mel-spectrogram  | (a)              | RNN           | MSE loss                    | Word2Vec      |
| Audio2Vec [91]         | ☑️     | MFCCs            | (a)              | CNN           | MSE loss                    | Word2Vec      |
| Carr [67]              | ✔️     | constant-Q transform spectrogram | (a) | AlexNet     | Triplet loss                | -             |
| Mockingjay [92]        | ✔️     | mel-spectrogram  | (a)              | Transformer   | L1 loss                     | BERT          |
| TERA [93]              | ✔️     | log mel-spectrogram | (a)             | Transformer   | L1 loss                     | BERT          |
| Audio ALBERT [94]      | ✔️     | log mel-spectrogram | (a)             | Transformer   | L1 loss                     | BERT          |
| DAPC [95]              | ✔️     | spectrogram      | (a)              | Transformer   | Modified MSE loss + orthogonality penalty | BERT |
| PASE [96]              | ✔️     | raw waveform     | (a)              | SincNet + CNN | L1, BCE loss                | BERT          |
| PASE+ [97]             | ✔️     | raw waveform     | (a)              | SincNet + CNN + QRNN | MSE, BCE loss | BERT |
| CPC [40]               | ✔️     | raw waveform     | (a)              | ResNet + GRU | InfoNCE loss                | -             |
| CPC v2 [59]            | ✔️     | raw waveform     | (a)              | ResNet + Masked CNN | InfoNCE loss | -             |
| CPC2 [98]              | ✔️     | raw waveform     | (a)              | ResNet + LSTM | InfoNCE loss                | -             |
| Wav2Vec [84]           | ✔️     | raw waveform     | (a)              | 1D CNN        | Contrastive loss            | -             |
| VQ-Wav2Vec [85]        | ✔️     | raw waveform     | (a)              | 1D CNN + BERT | Contrastive loss            | BERT          |
| Wav2Vec 2.0 [81]       | ✔️     | raw waveform     | (a)              | 1D CNN + Transformer | Contrastive loss | BERT |
| HuBERT [99]            | ✔️     | raw waveform     | (c)              | 1D CNN + Transformer | Contrastive loss | BERT |

audio classification [68]. In [67], Carr et al. also leverage differentiable ranking to integrate permutation inversions into an end-to-end training, which enables solving the permutation inversion for the whole set of permutations, i.e., reducing the space of permutations that might be exploited and performing the reordering as a classification task.

Another predictive model using an auto-encoder [92]–[94], as shown in Figure 3b, exploits a masked acoustic model (MAM) that masks some parts of an audio input and reconstructs the entire original input, essentially to fill the masked parts that are not known by MAM during training. The model is optimised by minimising the reconstruction error for learning general audio representations. Mockingjay [92] (Figure 5a) takes the Mel-spectrogram as input acoustic features and exploits transformers to code randomly masked frames into audio representations. The encoded representations are mapped to predict the complete frames using a projection head built of 2-layers MLP with layer normalisation. The transformer encoder and projection head are jointly optimised by minimising the L1 reconstruction loss. The effectiveness of self-attention in transformer encoders has been further explored in [101]; the authors also provide a visualisation tool for understanding the attention, based on which several attention refinement techniques are proposed to improve model performance. Audio ALBERT [94] has the same network architecture as Mockingjay, but the parameters are shared across all its transformer encoder layers, by this achieving a faster inference and increasing training speed without harming the performance of two evaluation downstream tasks, i.e., speaker classification and phoneme classification. In TERA [93], –short for Transformer Encoder Representations from Alteration – the authors extend the used masking procedures, including replacing contiguous segments with randomness, masking along the channel axis, and applying Gaussian noise for pre-training the transformers. This resulted in a better representation performance than the one shown by Mockingjay and audio ALBERT, for the downstream tasks, phoneme classification, keyword spotting, and speaker classification [93]. In addition, it shows also promising results for ASR tasks based on the Librispeech and TIMIT data sets.

Unlike the works that predict the entire audio frames from their masked version, DAPC [95] (Figure 5b) proposes a method to only predict the missing components along the time- and frequency axes of an audio spectrogram by minimising a masked reconstruction loss. The method is also regarded as an extension of CBoW, for which the input masked spectrogram can be easily generated using SpecAugment [34], and hence, the missing parts to be predicted are not only temporal frames, but also frequency bins. The problem agnostic speech encoder (PASE, Figure 5c) [96] is another approach that combines a CNN encoder with multiple neural decoders, defined as workers in the literature. The workers, fed with learnt representations from the encoder, aim at solving regression or binary discrimination tasks. The regression tasks include, for
instance, recovering the raw audio waveform, the log power spectrogram, MFCCs, and prosody. The binary discrimination tasks applies contrastive learning, by this maximising local and global mutual information similar as in [36] and [39], and optimises sequence predicting coding similar to [102]. Each self-supervised task is expected to provide a different view of the speech signal; jointly solving self-supervised problems pushes the views into a unique representation that contains meaningful speech information such as speaker voiceprint, phonemes, or emotions. In addition, to process the raw waveform as the encoder input, the SincNet [103] model is used as the first stage of PASE, which performs a convolution with a set of parametrised Sinc functions that implement rectangular band-pass filters. PASE+ [97] incorporates additional data augmentation techniques and more effective workers. The CNN encoder is combined with a Quasi-Recurrent Neural Network (QRNN) [104] for capturing long-term dependencies in sequential data in a more efficient way.

Van den Oord proposed CPC [40], which can effectively learn representations by predicting the future in a latent space using an auto-regressive model, showing very promising results for audio, images, text processing, and reinforcement learning. For audio, a strided convolutional network is used to encode raw audio to its latent representation. Then, a Gated Recurrent Unit (GRU) - RNN aggregates the information from all the past timesteps to form a context vector. More importantly, contrastive loss is applied to learn more discriminative representations by contrasting the true future to noise representations, given an aggregated context vector. Speech signals can be pre-processed by using a time-domain data augmentation library, such as WavAugment [98], in order to achieve more powerful representations by CPC. The library contains several DA techniques, including pitch modification, additive noise, reverberation, band reject filtering, or time masking, to name a few. In [98], the authors define a CPC2 model, which replaces the GRU-RNN of CPC by a two-layers LSTM-RNN and replaces the linear prediction network by a single multi-head transformer layer, leading to better training efficiency without harming representation performance.

Wav2vec [84], as shown in Figure 6a, adjusts the CPC structure to a fully convolutional architecture, enabling easy parallelisation over time on hardware. One CNN is used to produce a representation from audio, and the other captures global context information into a context vector for each time step. Besides moving beyond phoneme-based ASR, explored in [40], it substantially improves a character-based ASR system. Specifically, the wav2vec approach is optimised by minimising contrastive loss for each step $k = 1, ..., K$:

$$L_k = - \sum_{i=1}^{T-k} (\log \sigma(z_{i+k}^T h_k(c_i)) + \lambda \mathbb{E}[\log \sigma(-z_k^T h_k(c_i))]), \quad (14)$$

where $\sigma(x) = 1/(1 + \exp(-x))$, and $\sigma(z_{i+k}^T h_k(c_i))$ stands for the probability of $z_{i+k}$ being the true future sample, applying an affine transformation, $h_k(c_i) = W_k c_i + b_k$. The total loss sums up considering $K$ steps; $L = \sum_{k=1}^{K} L_k$ is minimised for training. After pre-training, the affine projection layer is removed for creating the learnt representations from the raw audio.

The works by Baevski et al. [85], [105] (Figure 6b) exploit a vector quantisation module after the wav2vec encoder in order to discretise the audio representations. This aims to find, for each representation, the closest embedding from a fixed size codebook $e \in \mathbb{R}^{V \times d}$ containing $V$ representations of size $d$. The discrete representations are fed into the context network and then are optimised in the same way as for wav2vec. To solve the discontinuity caused by the argmax operation of the vector quantisation, Gumbel-Softmax [106] (refer to Figure 7a) as a differentiable approximation of the argmax for computing one-hot representations as well as online k-means clustering (refer to Figure 7b) are alternative solutions. This is similar to a vector-quantised variational auto-encoder (VQ-VAE) [102] and to vector-quantised autoregressive predictive coding [107].

Using a single codebook for coding representations tends to mode collapse in the cases in which only some of the codewords are actually used. To solve this issue, multiple
are uniform samples from them. Given $G$ representations from multiple codebooks and concatenating cally, product quantisation is equivalent to choosing quantised codebooks are used as in product quantisation \[108\]. Specifi-

\[15\] where $l \in \mathbb{R}^{G \times V}$ represent the logits from projecting the encoded dense representation, $n = -\log(-\log(u))$ and $u$ are uniform samples from $U(0, 1)$, and $\tau$ is a non-negative temperature parameter. The codeword $i$ in group $g$ is chosen by $argmax_{i} p_{g,i}$.

K-means clustering can also be used for differentiable vector quantisation. A codeword is selected as long as it has the closest distance to the dense representations $z$. For training the model, in this case, additional terms are added in the wav2vec objective function, leading to

\[16\]

where $sg$ is the stop gradient operator and $\gamma$ is a hyperparameter. By minimising the loss, the term $||sg(z) - q||^2$ freezes the encoder output $z$ and forces the codewords $Q$ to be closer to the encoder output. The other additional term $||z - sg(q)||^2$ drives each encoder output to be close to one codeword, which is one centroid of the K-means clustering.

The discretised representations are then used for training a BERT model in \[85\], aiming to predict masked input tokens based on encoding the surrounding context. The resulting representations are then fed into an acoustic model for producing transcriptions.

The optimisation of Wav2Vec and VQ-Wav2Vec are motivated by CPC, processing audio input for only one forward direction. Instead, Wav2vec 2.0 exploits a bidirectional MPC model, optimised by using contrastive loss, such as InfoNCE \[40\]. The raw audio is encoded using multiple 1D-CNN layers, and the resulting representations are partly masked before sending to a transformer network to learn contextualised representations. The networks are jointly trained to contrast the true representations from distractors, given the contextualised representations. Similarly to VQ-Wav2Vec, Wav2vec 2.0 applies product quantisation too; however, the quantised vector $q_t$ for each time step is not fed into a context network, but only used in the objective function:

\[17\]

where $\tilde{q} \sim Q_t$ includes $q_t$ and $K$ distractors. In addition to InfoNCE, the training loss is regularised by a diversity loss $L_d$ to encourage the model to use $V$ codebook entries equally often. The diversity loss is formulated as

\[18\]

Wav2Vec 2.0 shows the state-of-the-art results for ASR tasks evaluating on both Librispeech \[109\] and TIMIT \[110\] data sets.

The method has been explored from the perspective of domain shift in \[111\], where the data for pre-training, fine-tuning, and evaluation originates from different domains. The authors conclude that the matching conditions between data of pre-training and testing are very important in order to achieve satisfying speech recognition results. Moreover, pre-training on multiple domains can improve the generalisation ability of the learnt representations.

Based on Wav2vec 2.0, models for cross-lingual speech representation learning have been explored separately in \[112\].

Fig. 6: Predictive models for audio SSL.
The task of learning multilingual speech representations has also been undertaken in [113] but using a bidirectional CPC model. Sadhu et al. [115] proposed a way to integrate Wav2vec 2.0 and VQ-VAE [102] in a single model, defined as Wav2vec-C. The use of VQ-VAE, reconstructing the discrete codes to the original input features, can be seen as providing an additional regularisation when creating discrete speech representations by Wav2vec 2.0. The optimisation target combines the reconstruction error from VQ-VAE and the loss function of Wav2vec 2.0. This enforces the learnt latent representations, which explicitly carry essential information for recovering the input features. This is expected to alleviate the codebook utilisation difficulties observed for Wav2vec 2.0. The method achieved some additional improvement in ASR on real-world far-field noisy data, compared to the original Wav2vec 2.0 [81].

In general, all the introduced Wav2vec audio SSL models learn latent representations without considering specific tasks for pre-training. After pre-training, they are fine-tuned for downstream tasks in an additional step. Baevski et al. present Wav2vec-U [116], short for Wav2vec Unsupervised, which learns a map from audio representations to phonemes directly without supervision. The method is a generative adversarial network, where the generator uses Wav2vec 2.0 to extract speech representations and generate phoneme sequence based on it using a clustering method; the generated phoneme tries to cheat a discriminator that is conditioned on a real phoneme sequence from unlabelled text.

The idea of grouping quantised audio representations into phoneme sequences is named as phonetic clustering in SeqRAE [87]. In this work, the discrete representation is learnt in an auto-encoder architecture with vector quantisation. Moreover, the consecutive repeated quantised representations are further grouped to form phonetic units. Each phoneme can therefore correspond to several repeated codewords, which is similar to the format of Connectionist Temporal Classification (CTC) [117]. Differently, Hidden unit BERT (HuBERT) [99] does not apply contrastive learning for training the same MPC model and avoids vector quantisation. Instead, each of the learnt audio representation is paired with a pseudo-label provided by applying K-means to MFCCs of the input audio. The method benefits from cluster ensembles, as the K-means clustering can be of different numbers of clustering centres, creating targets of different granularity.

We noticed that the classic formulation of several front-end audio processing tasks that have been explored for a long history are essentially using the framework audio SSL. For example, methods to solve the task of speech enhancement (SE) [118], [119] share similar structure with the auto-encoding predictive model, as shown in Figure 1a. An SE model processes a noisy audio input and outputs clean speech. For generating the noisy input, clean speech is typically mixed with a noise recording. This is exactly the same as the processing of input to an auto-encoding predictive model, while the noise addition is seen as a step for data augmentation. Hence, the latent features in the middle layers of an SE model are seen as a kind of audio representation of the clean speech. The formulation is not limited to speech enhancement, but is applicable to all the pre-processing tasks that aim at predicting audio of interest from additive and multiplicative noise or interference, such as, source separation, de-reverberation, and echo cancellation.

In some very recent works, audio SSL approaches have been specifically chosen to solve typically challenging tasks, such as speech enhancement [120]–[122] and source separation [123]. In [120], a pair of variational auto-encoders, named clean auto-encoder (CAE) and mixture autoencoder (MAE), were exploited. A CAE is trained to learn representations of clean speech by minimising the reconstruction error of its input spectrogram. An MAE encodes a noisy utterance and forces the encoded representation into the same latent space of the CAE by using a cycle-consistency loss terms. This paradigm learns a mapping from the domain of mixtures to the domain of clean sounds without using paired training examples. MixIT, which is short for Mixture Invariant Training, is proposed in [124] for solving unsupervised sound separation. In MixIT, a separation network takes a mixture of multiple single-channel acoustic mixtures (MOM) as model...
input, where each of the acoustic mixtures is comprised of several speech sources. The separation network decomposes the MOM into separate audio sources, which are then selected to be re-mixed up to approximate each acoustic mixture of the MOM. Similarly as for the Permutation Invariant Training (PIT) \cite{125}, the remix matrix is optimised by choosing the best match between the separated sources and the acoustic mixtures. The method shows improvements for reverberant speech separation, universal sound separation, and is effective for speech enhancement, too. Finally, using denoising pre-training is an alternative solution to solve the permutation switching problem of source separation \cite{123}. In this work, the authors use speech denoising as a self-supervised pre-training task to learn the structure information of speech from large-scale data. The model is subsequently fine-tuned with the normal training objective of source separation. As knowledge about the speech structure has been captured in the pre-trained model, it relaxes the permutation problem.

To develop an SE system specialised in a particular person (PSE), \cite{121} presents two SSL algorithms, pseudo speech enhancement (PSE) and contrastive mixtures (CM), for extracting speaker-specific discriminative features. A PSE model is trained to recover a premixture signal (i.e., a clean speech contaminated by noise) from a pseudo-source (i.e., a mixup of the premixture signal and additional noise). The CM method generalises the training via contrastive learning, for which a positive pair shares the same premixture signal (but deformed with different additional noises), while a negative pair stems from two different premixture sources mixed with the same additional noise. The trained model, using either contrastive or non-contrastive SSL, is trained to recover premixture sources rather than clean speech, and hence, it requires fine-tuning for the downstream task. Data purification (DP) \cite{126} is later introduced in the pseudo speech enhancement training. Specifically, a separate model is trained to estimate the segmental SNR of the premixture signals, measuring the different importance of the audio frames. Injecting the importance measurement in pseudo SE training enables the model to benefit from segments of higher quality, and hence, enables to derive more meaningful speaker-specific features.

A summary table of the typical audio SSL methods is shown in Table II.

IV. MULTI-MODAL AUDIO REPRESENTATION

The successful adoption of SSL has spread over many academic and industrial fields, including, but not limited to, CV, audio processing, and NLP, to cite a few. Moreover, exploiting multi-modal SSL has also been explored for a variety of applications whereby the representation learning of different modalities can be performed simultaneously. The mutual complementarity between different modalities, treated as different views, representing one unique object, is beneficial for the representation learning of each considered modality. In this section, we discuss multi-modal SSL approaches that use audio as one modality. Most of these works are based on audio-visual processing which aim, for example, at determining the correspondence between video frames and its audio sequence. Other visual-audio methods, similarly as the SSL works previously described, make use of the synchronisation of the visual and audio streams of a video, taking the two views as input of a Siamese network. In this case, each modality of the two can be seen as the supervisory signal for the other. Audio representation can also be learnt during a task of video generation, where the representation of each segment of an utterance is expected to carry adequate speech information in order to transfer the knowledge into video frames. Some more interesting approaches are motivated by classic tasks in CV, i.e., object segmentation and localisation, and audio processing, i.e., source separation. On the other hand, text is also considered as one modality that assists in learning speech representations, regarding the similarity between speech and text in a linguistic structure.

A. Audio & Visual

1) Visual-Audio Correspondence Decision: By splitting a video into visual and audio streams, both $L^3$-Net \cite{127} (Figure 8a) and AVE-Net \cite{128} (cf. Figure 8b) exploit two convolutional networks, named as vision sub-network and audio sub-network, to separately encode the two streams into a common space for cross-modal retrieval. Specifically, based on the alignment between both streams, one second of audio segment and the corresponding centre video frame are fed into these two networks. The model is required to decide whether the two inputs are in correspondence or not. For a video clip, the audio segment and video frame at the same time step are considered as a positive pair for model input, while a negative input pair is the audio segment paired with a video frame from another different video clip. In $L^3$-Net \cite{127}, the audio and visual representations are concatenated before sending into fully-connected layers to predict the correspondence score. In contrast, AVE-Net \cite{128} measures the correspondence degree by computing the Euclidean distance between audio and visual representations that are designed to be of the same dimensionality. Moreover, both $L^3$-Net and AVE-Net are especially designed for recognising where the sound is generated in the video frame, for example, the location of specific instruments in a band. The vision sub-network of $L^3$-Net has the intrinsic ability to recognise semantic entities that make sound, while AVE-Net needs additional modifications on its model architecture, incorporating a comparison mechanism to the audio representation with each spatial grid of the 3D visual representations (Figure 8c). The method encourages at least one region to respond highly for a corresponding audio and video frame, and hence enabling the localisation of the object that sounds. As these two AVC works formulate the task as a binary classification problem, the models can be optimised by minimising a logistic loss.

In \cite{130}, a model to predict whether the visual and an audio stream are synchronised is trained, with contrastive objectives, using a sequence of video frames instead of a single frame. Nagrani et al. \cite{131} suggest to apply curriculum learning, i.e., starting the training with relative easier negative and positive pairs for good model initialisation, and gradually increase the difficulty of input pairs for easier model convergence.
The approach has shown promising results in learning cross-modal embeddings for the recognition of a person’s identity. However, an incoming problem is that the model tends to rapidly learn to differentiate easy negative pairs from positive pairs while harder input pairs have very limited effect on learning discriminative representations. An opposite curriculum schedule has been shown to be effective for training a model that learns the cross-modal embeddings for ultrasound [132]. The visual and audio streams used in this work are medical ultrasound video and voice from a sonographer during the video recording. Due to the sparse correlation between the two inputs, hard positive and negative input pairs are first used in order to force the model to learn more strongly correlated representations. In [133], Zhang introduced a two-stage curriculum learning solution based on teacher-student training and identified it as self-supervised curriculum learning, for audio-visual representation learning. Before joint training of vision and audio sub-networks, one of the sub-networks is updated using the representations from the other sub-network as teacher, which is frozen for updating. The two sub-networks exchange the role for training with the other sub-network. In addition, to enlarge the number of negative samples for training, a memory bank is applied, resulting in considerable improvements in a visual task of action recognition and an acoustic task of audio sound recognition.

Differently, in [129], the authors make use of margin loss in order to contrast positive and negative pairs that are of equal proportion. The negative examples of different hardness difficulty are considered, including easy negatives, hard negatives, and super-hard negatives (shown in Figure 9). The easy negatives are video frames and audio segments from different videos, while hard negatives are those pairs taken from the same video but that are at least half a second distant from each other. The super-hard negatives are the pairs that overlap for a certain temporal extent. The authors also confirmed the need of starting training the model with easy negatives and
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Fig. 10: Methods for audio-visual mutual supervision.

Then gradually adding harder negatives, which has shown to be effective for learning high-quality representations. Similarly, treating negative pairs of different specialities, i.e., different difficulty levels, is investigated in [134] for audio-visual speaker diarisation. In this work, the margin value used in a triplet loss is controlled by the shifted range between audio and visual streams, by this representing a different difficulty degree of negatives. Nagrani et al. [135] optimised a model to learn audio-visual representations by formulating negative samples from the same video and different videos in content loss and identity loss. Additionally, in order to encourage explicit separation of representations, they used a disentanglement loss which is implemented as confusion loss in [136].

Harwath et al. [137]–[139] proposed another interesting pretext task by associating spoken audio captions with their corresponding image for learning audio-visual representations. Two networks are used to process the audio and image as input. In [137], the dot product of a pair of visual and audio representations is calculated as their similarity score. Similar to the AVOL-Net, similarity between audio representation and the visual embedding of each pixel can be computed to construct spatial activation maps, leading to a solution for object localisation [138]. In a different way, in [139], the generated audio and visual representations are pushed into a common latent space using triplet loss as well as by contrasting the positive pair to the negative pairs that contain either an unmatched caption or an unmatched image. Hsu et al. [140] solve the same task by building a system based on ResDARTNet-VQ [139] and an Image-to-Unit Model [141]. Although each of these models is used to process an input stream, the two representations are pushed into the same latent space. Instead of using contrastive training objectives to reproduce the audio input, the learnt discrete linguistic units, learnt through ResDARTNet-VQ from the input utterances, are fed to Tacotron2 [142], i.e., a text-to-speech (TTS) model for speech synthesis. The visual sub-network, i.e., ResDARTNet-VQ, is then expected to learn representations that are close to the discrete linguistic units, by this enabling the representation learning to retrieve information from both modalities.

Based on their mutual correspondence, the audio and visual streams of a video clip can be seen (to each other) as the supervisory signal for representation learning. An earlier study has shown the success of using synchronously recorded ambient sounds as supervision for visual learning [143]. Later on, Alwassel et al. [28] and Morgado et al. [144] empirically verified that exploiting the representation of one modality to create pseudo-labels for training the encoder network of the other modality outperforms not only SSL on a single modality, but also SSL based on pseudo-labels of both modalities. In [28], the pseudo-labels are generated using a deep clustering method (cf. Figure 10a). Differently, [144] aggregates ‘memory features’ by computing the slow exponential moving average (EMA), and subsequently applies contrastive learning (cf. Figure 10b), similarly as [69]. In [144], Cross-Modal Agreement (CMA) is additionally introduced to enhance the interactions between instances, specifically to calibrate within-modal similarities between positive pairs. Both methods, i.e., clustering- and contrastive learning-based modelling, learn effective audio-visual representations, evaluated on a downstream task of action recognition based on video.

2) Audio-Visual Source Separation: The PixelPlayer [27] effort proposed a Mix-and-Separate framework that solves visual object segmentation and audio source separation together. The framework consists of three networks: a video analysis network, an audio analysis network, and an audio synthesiser network; as shown in Figure 11a. The video analysis network extracts visual features from a sequence of video frames while the audio analysis network processes the mixture sound from two different video clips. The audio synthesiser network aims to separate the audio sources based on the learnt audio representations of the mixture, conditioned on the corresponding video frames. In this way, the model can learn a better semantic visual representation that is highly associated with its own audio, but less relevant to the audio of the other video clips. Although the learnt audio representations enable the model to retrieve information from the mixture sound, it cannot separate audio from each video. In a later work, the same authors also indicate that having synchronised audio and visual data is a requirement to disentangle the learnt audio and visual representations before feeding them into the
audio synthesiser network \([145]\). By doing this, the learnt audio and visual representations can be used independently.

AudioScope \([146]\) expands the conditioning audio separation approach, and exploits an additional audio embedding network to process the separated audios. An audio representation then aggregates the global information from each resulting audio embedding using temporal pooling. Subsequently, attention is used to retrieve the mutual information between the local spatial-temporal video embedding (learnt with the video embedding network) and the global audio representations. This allows to generate an audio-visual representation that combines the audio and visual information. Finally, the audio-visual representations, i.e., the global video embedding and the global audio embedding, are concatenated together. By this, based on the separated audios, it is expected to create the MixIT assignment \([124]\).

LWTNet \([147]\) designs a model that can ingest a video and transform it into a set of discrete audio-visual objects using SSL. Similarly, an audio network and a video network encode the audio and video frames; then, a fine-grained audio visual attention map is computed by solving a synchronisation task, i.e., measuring the similarity between the audio and the visual features at every spatial location. The model can detect and track multiple audio-visual objects and extract an embedding for each of them. Given negative audio samples from shifted audio segments of the same video clip, contrastive loss is applied to maximise the similarity between a video frame and its true audio track. This, which is made in the form of an attention map, also minimises the similarity of the misaligned versions of the audio.

3) Video Generation: Given a starting video frame of a speaker, previous work has shown that a model can be trained to generate the subsequent video sequences based on the corresponding speech utterance \([148]–[150]\). In these works, a U-Net is used to code the starting video frame into a latent representation while an audio encoder is used to learn a representation of the speech utterance. In \([148]\), the visual and audio representations are concatenated and then fed into the decoder of the U-Net to generate the full sequence of video frames. Using neural decoders, the raw waveform, the log Mel-spectrogram, and the MFCC-spectrogram of the audio input are expected to be constructed from the learnt audio representation. L1 reconstruction errors between the output of the decoders (both audio and video) and the ground-truth, are minimised. Differently, in \([149]\) the use of audio decoders is avoided and the length of the input audio is reduced to 0.2 s. In this work, a vector randomly created using Gaussian noise is appended to the audio-visual representation, by this injecting randomness in the procedure of face synthesis. In \([148], [149]\), Shukla et al. show the efficacy of these two methods for spoken word classification and lip reading tasks. A later approach by the same authors is also developed for emotion recognition \([150]\).

B. Audio & Text

As already introduced in Section III, Wav2vec-U uses self-supervised speech representations in order to fragment unlabelled samples and subsequently map them to phonemes through adversarial training. Similarly, Chung et al. \([26]\) proposed to learn the individual speech and text embedding spaces, by aligning the two spaces via adversarial training and subsequently applying a refinement procedure. Under the assumption that embedding spaces from two modalities share a similar structure, in this work, the audio and text embeddings are first learnt using Speech2Vec and Word2Vec, respectively; then, adversarial training is used in order to learn a linear mapping between the speech embedding space and the text embedding space. The approach has shown promising results for the task of ASR and speech-to-text translation systems for low- or zero-resource languages such as German, which has little audio-text pairs for training.

The co-alignment of audio and text can also be done within an auto-encoder (AE) architecture. COALA, presented in \([152]\), applies two AEs to process an audio spectrogram and the audio tag. Both AEs are optimised to reconstruct its input, resulting in semantic features of the audio and the text. The paired semantic features are pulled closer and the unpaired
The whole system is jointly optimised by minimising the two reconstruction errors and the contrastive loss as a multi-task learning problem. Affine transformations are applied to the two learnt representations, reducing the difficulty in maximising their agreement. An auto-encoder is also used in [153] for encoding audio spectrograms. As in COALA [152], the latent representations are also expected to be able to reconstruct the spectrogram and predict the linguistic features simultaneously. In these two works, one modality, either text or audio, is used to learn an embedding that is used to predict its paired input (in the other modality). Hence, it can be assumed that the learnt embedding contains the information from both streams. The reconstruction can be seen as a regularisation term that enables the embedding to reconstruct the input stream, by this ensuring that the learnt latent contains the salient features of the input stream. Similarly, CSTNet [154] is trained for speech-translation, but speech utterances are in English while the text translations are in any other language from French, German, Spanish, Portuguese, or Italian. The experimental results obtained from CSTNet indicate that the speech representation learnt using this framework can achieve comparable results for two downstream tasks, i.e., a Minimal-Pair ABX task and phone recognition.

C. Audio & Text & Video

To conclude this section, we will introduce some SSL works that learn audio representations through the use of three modalities: video, audio, and text. In these works, texts are commonly achieved by using off-the-shelf ASR systems from audio. For instance, in [155], the authors presented the use of keyword localisation as the pretext task. The authors also compare the performance obtained by separately using text or images as supervisory signal. They conclude that the visually trained model can sometimes locate semantically related words, this phenomenon is not consistently observed.

A multi-modal versatile network is presented in [151], a study that aims to find the best combination of the modalities. Learning a shared space of the three modalities, as well as two separate disjoint spaces for video-audio and video-text (considering that text originates from the audio), are investigated. Fine and Coarse (FAC) spaces are additionally proposed due to the fact that the visual and audio domains differ (in terms of granularity) with respect to the language domain. In FAC, vision and audio are compared in a fine-grained space while text, audio, and vision are compared in a lower dimensional coarse-grained space. For this, the visual representation is first mapped into common latent spaces of audio and video, and sequentially projected into the common latent spaces of text and audio-visual common spaces. The authors consider no direct link between audio and text. Similar to the FAC approach, VATT [156] also presents a two-stage multi-modal projection. In VATT, audio and video are compared first using NCE loss. Subsequently, through the use of MIL-NCE loss [151] for optimisation purposes, the text is included in order to learn common latent spaces for the three modalities. Moreover, the authors suggest to use transformers for encoding all three modalities, which leads to a more uniform but efficient architecture.

V. DOWNSTREAM AUDIO TASKS & BENCHMARKS

After solving pretext tasks, an audio SSL model is expected to produce high-quality audio representations that are of sufficient generalisation and discrimination, by this, guaranteeing a good performance on downstream tasks. Several different downstream audio tasks have been considered for empirically measuring the audio representation quality. For example, ASR is used for evaluating all Wav2vec based methods [81], [84], [85]. Other tasks include speaker identification [36], [45], [103], speech emotion recognition [32], [157]–[159], speech machine translation [160], pitch detection [161], and acoustic scene classification [90], amongst others.

Hereby, in the following we will describe some publicly available benchmarks that enable a fair comparisons between different audio SSL algorithms.

The Zero resource Speech challenge (ZeroSpeech) [162] started their first challenge in 2015 with the task of unsupervised discovery of linguistic units from raw speech in an unknown language. The tasks are split into two tracks, i.e., unsupervised sub-word modelling and spoken term discovery, each focusing on a different level of linguistic structure. The first track aims at constructing a representation of speech

2 https://zerospeech.com
sounds that is robust to within- and between-speaker variation and supports word identification. The second targets at unsupervised discovery of ‘words’, taking raw speech as input. In 2017, the organisers extend the study for the variants in language and speaker, considering the topic of cross-language generalisation and speaker adaptation. The task of ZeroSpeech 2019 was to address the problem of a speech synthesiser without any text or phonetic labels. Participants were expected to discover sub-word units in an unsupervised way given raw audio. Subsequently, they were supposed to align them to the voice recording (as good as possible) for the purpose of synthesising utterances of target speakers. The latest challenge, launched in 2021, provided several tasks for spoken language modelling, based on speech only as well as visually-grounded. Speech-based language modelling consists in learning language models directly from raw audio in an unknown language. Visually-grounded language modelling aims at learning language models incorporating the visual information.

The Speech processing Universal PERformance Benchmark (SuperB)
[165] aims to present a standard and comprehensive testbed for evaluation which can be generally applied to pre-trained models on various tasks. Taking into account the available datasets and conventional evaluation protocols, ten downstream tasks are provided: Phoneme Recognition, Automatic Speech Recognition, Text Recognition, Automatic Speaker Verification, Speaker Diarisation, Intent Classification, Slot Filling, and Emotion Recognition.

LeBenchmark
[164] is another reproducible and multi-faceted benchmark for evaluating speech SSL models for the French language. It is based on four tasks which aim to assess the speech representations: Automatic Speech Recognition (ASR), Spoken Language Understanding (SLU), Speech Translation (AST), and Emotion Recognition (AER). For reproducibility, the LeBenchmark organisers provided pre-trained SSL models learnt on different subsets of a large and heterogeneous collection of read, prepared, and spontaneous speech utterances in French.

Libri-Light
[165] is a benchmark specifically designed for the task of ASR with limited or no supervision. Libri-Light is based on spoken English audio collected from open-source audio books of the LibriVox project.

HEAR short for Holistic Evaluation of Audio Representations, extends a benchmark suite for both speech and non-speech tasks. The challenge requests participants to create an audio representation that is as holistic as the human ear. In HEAR 2021, three main tasks are used including word classification, pitch detection, and sound event detection.

VI. DISCUSSION

In this section, we first clarify the differences and similarities between SSL methods and other confusing machine learning mechanisms. Next, we discuss the the common problems and difficulties met during the development of SSL models. We further point out some additional concerns regarding audio SSL, considering the difference in data processing and augmentations, negative sample generation, and network construction, compared to the SSL approaches for other modalities.

A. Difference from Other Confusing Learning Mechanisms

Generally speaking, representation learning aims to capture the posterior distribution of the underlying explanatory factors from the observed input data. A good representation should be of sufficient generalisation and distinctiveness, so that it carries complete salient information of the data that is useful as input for supervised tasks, such as classification. Representation SSL is a representation learning approach that trains a model in order to produce representations. This is achieved by solving specially defined pretext tasks based on, usually very large-scale, data without human annotations. This is different to the classic learning mechanisms of transfer learning and domain adaptation, which learn to generate representations in supervised frameworks, i.e., using labelled data. SSL is commonly regarded as an unsupervised learning method, as the ones using data without human annotations. However, it is also different from classic unsupervised learning, such as clustering, because these kinds of unsupervised learning concentrate on grouping inputs that have similar data patterns, whereas SSL learns representations with supervision of some automatically created training targets, such as pseudo-labels. Likewise, it is considered unsupervised in the sense of no labels from the target task are involved.

Contrastive SSL is highly related to distance metric learning (or simply, metric learning) [166]. Given an anchor paired with positive samples and negative samples, a weakly-supervised metric learning constructs a distance metric that puts positives close together and negatives far away in a latent space. Hence, contrastive SSL can be seen as a metric learning where the positive pairs are created from the same data source through procedures such as data augmentation. Contrastive SSL is also similar to instance discrimination [167]. Instead of processing positive and negative pairs, instance discrimination takes each data sample as from a separate class, and learns feature representation that discriminates among individual instances. According to our analysis of Equation 10 given in Section II-B2, when the temperature parameter is set too small, the InfoNCE loss tends to take the two inputs of a positive pair as the different instances, and therefore optimises the SSL model in a way of the same effect of instance discrimination.

Besides, Generative Adversarial Networks (GANs) are also seen as a kind of SSL framework in some works [8], [11], [16]. For instance, the generator creates data from a random vector by taking the real data as training targets. Then, the discriminator network aims to measure the similarity between generated and real data. It is worth noticing that the similarity measure changes, as the discriminator is updated. Such a kind of generative contrastive model has been successfully investigated for NLP tasks, such as in ELETRA [168], but rarely been explored for audio SSL. Hence, we did not
introduce it as an audio SSL form in the literature review, though it should be naturally considered for future works.

B. Difficulties and Problems for SSL Optimisation

The representation quality using SSL is determined by the efficacy of pretext tasks, of which the key component is the design of training targets or objectives. The training objectives for both predictive and contrastive SSL concentrate on the correlations between representations of observed data. Both methods concentrate on maximising the similarity between the representations of the two views of one unique data sample. Additionally, contrastive methods contrast the similarity against the distance to other data samples.

Representational collapse often appears when training a predictive SSL model, such as using a Siamese network architecture. To tackle this issue, the pair of networks is usually designed to be of asymmetric architecture and is updated asynchronously. Data augmentation techniques, used to generate different views of an input data, are used to additionally force the Siamese network to process asymmetric input. Contrastive SSL alleviates the problem of mode collapse by driving the representations of samples, including positives and negatives, to maximal-uniformly distributed appearance on a unit sphere. Minimising a contrastive loss, such as InfoNCE, is found to be approximately equivalent to maximise the mutual information between representations. With the rise of the number of negative samples, a lower bound on mutual information is raised up [16], [40]. Therefore, better representations that carry more correlation information between representations can be obtained by enlarging the amount of negative samples, for instance, as shown in [20] and [29]. Similar considerations have led to the success of contrastive audio SSL [40], [81], [84]. For this to happen, however, the requirement on memory dramatically boosts. Therefore, negative sampling of better efficiency needs to be further explored. On the other hand, according to the theoretical analysis in [17], a too large number of negative samples may not be profitable for training contrastive SSL models. So far, no research has been done to suggest a golden standard rule for setting a proper number of negatives. Moreover, the setting should potentially be considered differently for different tasks and applications. Another issue that can hamper contrastive SSL is early degeneration, which means that the SSL model over-fits to the discriminative pretext task in very early training steps, and therefore, the representations do not present a sufficient generalisation ability. Solutions that can relax this early degeneration issue should also be addressed in future work.

C. Additional adjustments on SSL for Audio

As introduced above, SSL approaches that have been well explored for CV and NLP tasks, are being transferred to the audio domain. For this, some works process 1D audio data into a 2D format, in order to match the formulations of these SSL frameworks. For example, time-frequency representations of audio and the advanced transformations based on it, such as a spectrogram, Mel-spectrogram, and MFCC can be used as ‘image’ to some SSL models designed for CV tasks [37], [89], [93]. For this case, data augmentation techniques widely used in the CV domain have also been considered, which are essential for achieving high-quality representations. Taking the features as sequential frames, we can process them in similar ways as we would do for NLP tasks [48], [49].

An alternative way is to directly process the 1D waveform using deep learning encoders, such as 1D convolution, able to convert the 1D signal into higher-dimensional features for further processing. This solution has been successfully used in [40], [81], [96]. The focus of this paper was not assessing network architectures, but rather concentrating on the framework and formulations of SSL approaches. As the network architecture is found to be less important than formulations in achieving good representations, ResNet is typically used in most visual SSL works. However, the importance of neural network architectures are not that clear for audio SSL. Researchers tend to use the network architectures that were designed to respect the speech or audio structure, which can achieve more promising results in the context of audio SSL. Still, more research evaluating the effect of network components, such as assessing the effect of the attention mechanism used in transformers [101], should be carried out.

D. Fitness and mismatch between pretext and downstream tasks

In general, we expect that by training a model with SSL, it is possible to learn general representations that are effective for downstream tasks. Although this is slightly different from classic transfer learning which performs pretext tasks in a supervised framework, the gap between the source data in pretext tasks and target data for downstream tasks is expected to be matched.

Comparing speech and other audio signals, such as acoustic scene recordings, the speech signal is more variable from a temporal and frequency perspective, while the acoustic scene recordings are usually more stationary along the temporal axis. Hence, an SSL model that is trained on a speech signal may still cover the ability to learn discriminative representations to be used in acoustic scene classification. However, in the reverse way, an SSL model trained on scene recordings may still work for simple speech-related classification tasks, such as speech command recognition, but its performance would be weak in more advanced speech tasks, such as ASR.

In the standard framework of SSL, labelled data is used in downstream tasks for fine-tuning. It has been shown that a small quantity of labelled data can already guide a pre-trained model to achieve very satisfying performance on downstream tasks. This inspired semi-supervised learning using very little human-labelled data from the target data domain, for closing the gap between source and target data. Specifically, the training objectives of SSL and supervised learning are combined and optimised simultaneously. For many audio applications, SSL approaches have shown promising performance and reached (or even surpassed) state-of-the-art results achieved through supervised learning. Still, when labels are available or partly available, like in CLAR [33] and UniSpeech [169],
combining SSL and SL together into a multi-task learning setting enables to learn better speech representations for some audio tasks.

VII. CONCLUSION

This survey has provided an overview of the existing approaches and methods for uni-modal and multi-modal self-supervised learning approaches using audio. The success of these methods has been analysed in several classic audio tasks, including speech recognition, speaker identification, speech emotion recognition, and acoustic scene classification. Audio SSL methods, such as Wav2Vec 2.0, have shown to even surpass the performance of supervised learning methods on the same task. Moreover, the generalisation ability of representations learnt using audio SSL can decrease the urgency of searching for hand-crafted, engineered features. The superior performances obtained using SSL-based approaches support the generalisation capabilities of this representation learning method, and encourage the use of this technique to shape the future and advance the state-of-the-art in the field of audio processing.
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