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Abstract

We continue our study on the partition function for 5D supersymmetric Yang-Mills theory on toric Sasaki-Einstein $Y^{p,q}$ manifolds. Previously, using the localisation technique we have computed the perturbative part of the partition function. In this work we show how the perturbative part factorises into four pieces, each corresponding to the perturbative answer of the same theory on $\mathbb{R}^4 \times S^1$. This allows us to identify the equivariant parameters and to conjecture the full partition functions (including the instanton contributions) for $Y^{p,q}$ spaces. The conjectured partition function receives contributions only from singular contact instantons supported along the closed Reeb orbits. At the moment we are not able to prove this fact from the first principles.
1 Introduction

Starting from Pestun’s work [1] the localisation techniques have been widely used in calculating the partition functions and the expectation values of supersymmetric Wilson loops for a large class of supersymmetric gauge theories defined over compact manifolds. However, the main examples of the compact manifolds on which calculations have been carried out are the spheres $S^d$ and $S^{d-1} \times S^1$. In order to define the supersymmetric theory on curved space, we need that there should exist solutions of the Killing spinor equation or its different modifications related to the coupling to additional background fields. In odd dimensions and with the simplest setup, we need the manifold to be a simply connected Sasaki-Einstein manifold so as to accommodate some fraction of supersymmetry. In three dimensions the round $S^3$ is the unique simply connected Sasaki-Einstein manifold. While in five dimensions we have infinite families of such manifolds, amongst which the round $S^5$ is the only one that...
allows 8 supercharges. Besides $S^5$, there is also the family called the $Y^{p,q}$-manifolds and its generalisation the $L^{a,b,c}$-manifolds, both having the topology of $S^3 \times S^2$ and admitting a quarter supersymmetry.

In [2] the full perturbative partition function has been calculated for $Y^{p,q}$ spaces. In this paper we continue to study the partition function for $Y^{p,q}$ spaces. We prove the factorisation of the perturbative part into four pieces corresponding to four copies of perturbative partition function on $\mathbb{R}^4 \times S^1$. This decomposition allows us to identify the equivariant parameters and conjecture the full partition function with instantons for the $Y^{p,q}$ spaces. The main novelty of the present study is that now we have exact results for an infinite number of compact manifolds in addition to $S^5$. The factorisation properties of 3D and 5D supersymmetric Yang-Mills theory have been studied intensely also in [3, 4, 5], our work in this direction provides more specimens and should bring a better understanding of the structure of the partition function of these theories.

Let us now explain schematically the main result of this work. We are mostly interested in a subclass of 5D metric contact manifolds, the toric Sasaki-Einstein manifolds. We recall the definition here in order to state our main result. The reader may consult [6] for a more pedagogical exposition.

We say a 5D manifold $M$ with metric $g_M$ is Sasaki if its metric cone $C(M)$ with metric $\tilde{g} = dr^2 + r^2 g_M, r \geq 0$ is a Kähler manifold with complex structure denoted as $J$. The vector field $\epsilon = r \partial_r$ that generates the scaling in $r$ is called the homothetic vector field. The Kähler structure on $C(M)$ leads to a metric contact structure on $M$, in particular, the Reeb vector and contact 1-form on $M$ are given by

$$r = J(r \partial_r), \quad \kappa = i(\bar{\partial} - \partial) \log r,$$

with the consequence that $g_M r = \kappa$ and that $r$ is a Killing vector field. The manifold $M$ is called toric if there is an effective, holomorphic and Hamiltonian action of the torus $T^3$ on the corresponding Kähler cone $C(M)$, and the Reeb vector field is a linear combination of the torus action. And also $M$ is Sasaki-Einstein (SE) if it is Sasaki and its Ricci tensor satisfies $R_{mn} = 4 g_{mn}$. Our main examples $S^5$, $Y^{p,q}$-space discovered in [7] and $L^{a,b,c}$-space discovered in [8] are all toric SE manifolds.

Let $e_a, a = 1, 2, 3$ be the vector field of the aforementioned $T^3$-action, with $\mu_a$ being the moment map. Because of the cone structure, the image of the moment map of the $T^3$-action is a polytope cone. For example, in the case of $S^5$, the cone has a triangle as its base, while for the case of $Y^{p,q}$ and $L^{a,b,c}$, the base is a quadrangle. Focusing on the quadrangle case, we denote by $\vec{v}_i, i = 1 \cdots 4$ the four primitive normal vectors of the four faces of the polytope cone (the over arrow $\vec{\cdot}$ on $v_i$ will be kept only when it is conducive to the clarity).
Here primitiveness means that \( v_i = \sum_{a=1}^{3} n_a e_a \), such that \( n_a \in \mathbb{Z} \) and \( \gcd(n_1, n_2, n_3) = 1 \). By assumption, the Reeb is given by \( R = \sum_{a=1}^{3} R_a e_a \), then the plane \( \sum_{a=1}^{3} \mu_a R_a = 1/2 \) will intersect the cone at a polygon (which is the base of the cone) iff \( R \) can be written as
\[
R = \sum_{i=1}^{4} \lambda_i v_i , \quad \lambda_i > 0 .
\] (1.1)

We call this the **dual cone** condition \([9]\). Thus \( Y^{p,q} \) (or \( L^{a,b,c} \)) can be thought of as a \( T^3 \) fibration over the base quadrangle, a particular instance of such a base is given in Figure \([1]\). Similarly \( S^5 \) can be thought of a \( T^3 \) fibration over the base triangle.

Our main conjecture is that the full partition function for \( Y^{p,q} \) space has the structure
\[
\int \text{d} a \ e^{- \frac{8 \pi^3}{3 Y^{p,q}}} Z^{\text{pert}}_{Y^{p,q}} \times \prod_{i=1}^{4} \left[ Z^{\text{inst}}_{\mathbb{R}^4 \times S^1} (i a, i m + \Delta_i, \beta_i, \epsilon_i, \epsilon'_i) \right] ,
\] (1.2)

where one has a copy of Nekrasov instanton partition function \( Z^{\text{inst}}_{\mathbb{R}^4 \times S^1} \) for each corner on the quadrangle. Here \( \beta \) corresponds to the circumference of the circle, while \( \epsilon, \epsilon' \) are the equivariant parameter for the two rotations on \( \mathbb{R}^4 \sim \mathbb{C} \times \mathbb{C} \). This conjecture is inspired by the fact that the perturbative part \( Z^{\text{pert}}_{Y^{p,q}} \) has a factorisation into four copies of the perturbative Nekrasov partition function, each of which corresponds to a corner of the quadrangle, see section \([4]\)
\[
Z^{\text{pert}}_{Y^{p,q}} = e^{B_{Y^{p,q}}} \prod_{i=1}^{4} Z^{\text{pert}}_{\mathbb{R}^4 \times S^1} (i a, i m + \Delta_i, \beta_i, \epsilon_i, \epsilon'_i) .
\] (1.3)

The parameters \( \beta_i, \epsilon_i, \epsilon'_i \) can be read off from the toric data alone, which will be explained in subsection \([5.2]\). As an example, we are at the corner corresponding to the intersection of face 1 and 2. Then \( \beta \) can be read off from the determinant of the following matrix
\[
\frac{\beta}{2\pi} = \det^{-1} [r, v_1, v_2] .
\]

For \( \epsilon, \epsilon' \), we let \( \vec{n} \) be an integer-entry 3-vector such that \( \det [\vec{n}, v_1, v_2] = 1 \) (the existence of \( \vec{n} \) is a consequence of the fact that the metric cone is smooth, see also subsection \([5.2]\)), then
\[
\epsilon = \det ([r, v_2, \vec{n}]) , \quad \epsilon' = \det [v_1, r, \vec{n}] .
\]

It is important to stress that the identification of parameters \( \epsilon, \epsilon' \) is not unique, one may always add to \( \epsilon, \epsilon' \) integer multiples of \( 2\pi \beta^{-1} \).
Finally, for the hyper-multiplet, the effective mass that one plugs into the flat space result is shifted from the bare mass by

$$\Delta_i = \frac{1}{2 \det[v_1, v_2, v_3]} \left( \det[v_2, v_3, R] + \det[v_3, v_1, R] + \det[v_1, v_2, R] \right) - \frac{1}{2} (\epsilon_i + \epsilon'_i) ,$$  

(1.4)

here one can write the shift by using any triple of $v_i$. The shift $\Delta_i$ in mass is not unique and it is not physical in any sense. For $S^5$ and $Y^{p,q}$ spaces we are able to choose the parameters in such way that $\Delta_i = 0$. However we do not know if it is possible for any toric Sasaki-Einstein manifold. The actual physical combination is $\Delta_i + 1/2(\epsilon_i + \epsilon'_i)$ and this is the same for all $i = 1, \ldots, 4$.

It is also necessary to point out that, though our calculation has been performed on $S^5$ and $Y^{p,q}$ spaces, the above discussion is likely to extend also to the $L^{a,b,c}$-space. While for the vector multiplet, whose cohomological complex (see subsection 3.3) requires only a K-contact structure, we believe that there is a similar structure of factorisation for the partition function, and that the final answer can be read off from nothing but the toric diagram.

The paper is organised as follows: In section 2 we review the Nekrasov partition function for $\mathbb{R}^4 \times S^1$ and lay down the conventions for the rest of the paper. Section 3 is devoted to the discussion of partition function on $S^5$, where we summarise some known results from the literature. We discuss the cohomological complex and some details of the localisation. In section 4 we repeat the same procedure for $Y^{p,q}$ spaces. We discuss the decomposition of the perturbative result into four pieces and conjecture the full answer for the partition function. In section 5 we explain how to read off the parameters in partition function from the toric data. Section 6 contains a summary and discussion of some open questions. The paper contains two appendices, in appendix A some known facts about multiple zeta, gamma and sine functions are collected. While appendix B contains some original results on the generalisations of these functions inspired by the partition function on $Y^{p,q}$ space.

2 Partition function on $\mathbb{R}^4 \times S^1$

Let us consider the five dimensional supersymmetric gauge theories with 8 supercharges defined on $\mathbb{R}^4 \times S^1$. The partition function for these theories has been studied starting from the works [10, 11, 12]. Let us consider the five dimensional theory of vector multiplet coupled to hypermultiplet in representation $\mathcal{R}$ defined on $\mathbb{R}^4 \times S^1$ where the circle $S^1$ has circumference $\beta$ with the appropriate twisted periodicity conditions imposed on fields [12]. Equivalently we can impose the periodic boundary conditions on fields and extra insertions
of twisting operators. Thus we define the following index (partition function)

$$Z_{\mathbb{R}^4 \times S^1}^{\text{full}} = \text{Tr}_H \left( (-1)^{2(j_L+j_R)} e^{-i\beta H - i(\epsilon_1 - \epsilon_2) J_L^3 - i(\epsilon_1 + \epsilon_2) J_R^3} \right),$$

(2.5)

where $j_L$ and $j_R$ correspond to the spins under the little group $SO(4)$ and $J_L^3$ is a generator of the R-symmetry group $SU(2)$. The spectrum of the theory contains the excitations of elementary fields and the solitons which correspond to four dimensional instantons. The contribution of elementary excitations of fundamental fields gives rise to perturbative part of the index. The perturbative contribution of the vector multiplet to the partition function is given by the following expression

$$Z_{\mathbb{R}^4 \times S^1}^{\text{pert.vect}}(a, \beta, \epsilon_1, \epsilon_2) = \prod_{\alpha \in \Delta} \prod_{k,l=0}^{\infty} (1 - e^{i\beta (\alpha,a)} e^{i\beta \epsilon_1} e^{i\beta \epsilon_2}),$$

(2.6)

where $\Delta$ are the roots and $a = (a_1, a_2, ..., a_r)$ are the asymptotic values (in Cartan) of the scalar field at infinity. The function (2.6) converges if $\text{Im}(\beta \epsilon_1) > 0$ and $\text{Im}(\beta \epsilon_2) > 0$. For a general region but insisting $\text{Im}(\beta \epsilon_1) \neq 0$, $\text{Im}(\beta \epsilon_2) \neq 0$, we define $Z_{\mathbb{R}^4 \times S^1}^{\text{pert.vect}}$ using a compact notation

$$Z_{\mathbb{R}^4 \times S^1}^{\text{pert.vect}}(a, \beta, \epsilon_1, \epsilon_2) = \prod_{\alpha \in \Delta} (e^{i\beta (\alpha,a)}; e^{i\beta \epsilon_1}, e^{i\beta \epsilon_2})_\infty,$$

(2.7)

which is introduced in [13]. We collect the conventions and definitions of this special function in Appendix A. The perturbative contribution of hypermultiplet of mass $m$ is given by

$$Z_{\mathbb{R}^4 \times S^1}^{\text{pert.hyper}}(a, m, \beta, \epsilon_1, \epsilon_2) = \left( \prod_{\mu \in \mathcal{W}} \prod_{k,l=0}^{\infty} (1 - e^{i\beta (\mu,a) + m} e^{i(k+1/2)\beta \epsilon_1} e^{i(l+1/2)\beta \epsilon_2}) \right)^{-1},$$

(2.8)

where $\mathcal{W}$ are the weights for the representation $R$. Again the above expression converges if $\text{Im}(\beta \epsilon_1) > 0$ and $\text{Im}(\beta \epsilon_2) > 0$. In a general region we define it as

$$Z_{\mathbb{R}^4 \times S^1}^{\text{pert.hyper}}(a, m, \beta, \epsilon_1, \epsilon_2) = (e^{i\beta (\mu,a) + m + (\epsilon_1 + \epsilon_2)/2}; e^{i\beta \epsilon_1}, e^{i\beta \epsilon_2})^{-1},$$

(2.9)

where we still have to assume that $\text{Im}(\beta \epsilon_1) \neq 0$ and $\text{Im}(\beta \epsilon_2) \neq 0$ as before.

The spectrum of solitons in the theory on $\mathbb{R}^4 \times S^1$ is given by the instanton partition function. Let us introduce the conventions for instanton contributions for vector multiplet and hypermultiplet of mass $m$, as $Z_{\mathbb{R}^4 \times S^1}^{\text{inst}}(a, m, \beta, \epsilon_1, \epsilon_2)$. In this work we are not concerned with the explicit form the instanton partition function. For example, if we are interested in the $U(N)$ gauge group then

$$Z_{\mathbb{R}^4 \times S^1}^{\text{inst}}(a, m, \beta, \epsilon_1, \epsilon_2) = \sum_{Y} q^{|Y|} Z_{Y}(a, m, \beta, \epsilon_1, \epsilon_2)$$

(2.10)

where the sum is over the set of Young diagrams $N$-tuples and $q$ is instanton counting parameter. For further details we refer to the literature [12, 14].
3 Partition function on $S^5$

As a warmup for the discussion of $Y_{p,q}$ spaces we briefly recall the partition function for $S^5$. The perturbative part of the partition function for a round $S^5$ has been calculated in \[15, 16, 17\] and it has been generalised to the case of squashed $S^5$ in \[18, 19, 20\]. The full partition function has been conjectured in \[18, 19\]. Here we run through the logic for the full partition function on $S^5$.

3.1 Perturbative partition function on $S^5$

The perturbative part of the partition function on the squashed $S^5$ for vector multiplet coupled to hypermultiplet of mass $m$ in representation $R$ is given by the following matrix integral over Cartan subalgebra

$$
\int da \, e^{-\frac{8\pi^3 r\kappa}{g^2} \text{Tr}[a^2]} \frac{\det_{\text{adj}}' S_3(i|\omega_1, \omega_2, \omega_3)}{\det_R S_3(i|a + im + \frac{1}{2}(\omega_1 + \omega_2 + \omega_3)|\omega_1, \omega_2, \omega_3)} ,
$$

(3.11)

where $\omega_1, \omega_2, \omega_3$ are the squashing parameters for $S^5$ and $\kappa = \text{Vol}_{S^5_{\text{squashed}}} / \text{Vol}_{S^5}$. The denominator corresponds to the contribution of the hypermultiplet, while the numerator that of the vector multiplet.

It has been pointed out in \[18\] that using the factorisation properties of $S_3$, the perturbative partition function on $S^5$ can be decomposed into three copies of perturbative answer of the same theory on $\mathbb{R}^4 \times S^1$. To see this, we denote the numerator of (3.11) as

$$
Z_{S^5}^{\text{pert. vect}}(a, \omega_1, \omega_2, \omega_3) = \prod_{\alpha \in \Delta} S_3(i|\alpha, a|\omega_1, \omega_2, \omega_3) ,
$$

(3.12)

where we have written $\det_{\text{adj}}'$ as a product over the roots. Using the definition (2.7) and the factorisation property (A.54) of the triple sine function, we get

$$
Z_{S^5}^{\text{pert. vect}}(a, \omega_1, \omega_2, \omega_3) = \left( \prod_{\alpha \in \Delta} e^{-\frac{\pi i}{6} B_3(i|\alpha, a|\omega_1, \omega_2, \omega_3)} \right) Z_{\mathbb{R}^4 \times S^1}^{\text{pert. vect}}(ia, \frac{2\pi}{\omega_2}, \omega_1 + \omega_2, \omega_3) Z_{\mathbb{R}^4 \times S^1}^{\text{pert. vect}}(ia, \frac{2\pi}{\omega_3}, \omega_1 + \omega_3, \omega_2)
$$

(3.13)

For the hypermultiplet, we denote the denominator of (3.11) as

$$
Z_{S^5}^{\text{pert. hyper}}(a, m, \omega_1, \omega_2, \omega_3) = \prod_{\mu \in \mathcal{W}} S_3^{-1}(i|\mu, a + im + \frac{\omega_1 + \omega_2 + \omega_3}{2}|\omega_1, \omega_2, \omega_3) ,
$$

(3.14)
where \( \det_{\mathbf{R}} \) is written as a product over the weights of \( \mathbf{R} \). We have a similar factorisation

\[
Z_{S^5}^{\text{pert,hyper}}(a, m, \omega_1, \omega_2, \omega_3) = \\
\times \prod_{\mu \in \mathcal{W}} e^{\frac{\pi i}{6} B_{3,3}(i(\mu, a) + i m + \frac{\omega_1 + \omega_2 + \omega_3}{2} | \omega_1, \omega_2, \omega_3)} Z_{\mathbb{R}^4 \times S^1}^{\text{pert,hyper}}\left(ia, im, \frac{2\pi}{\omega_2}, \omega_1 + \omega_2, \omega_3\right) \\
\times Z_{\mathbb{R}^4 \times S^1}^{\text{pert,hyper}}(ia, im, \frac{2\pi}{\omega_1}, \omega_3 + \omega_1, \omega_2) Z_{\mathbb{R}^4 \times S^1}^{\text{pert,hyper}}(ia, im, \frac{2\pi}{\omega_3}, \omega_1 + \omega_3, \omega_2).
\]

In the formulae (3.13), (3.15) the identification of the parameters \( \epsilon_1, \epsilon_2 \) is not unique due to the periodicity in the arguments of the flat answer (2.6), (2.8) as well as (2.7) and (2.9). We have chosen such \( \epsilon_1 \) and \( \epsilon_2 \) so that there is no shift in the mass of hypermultiplet. A different choice of \( \epsilon_1 \) and \( \epsilon_2 \) may imply an additional shift in the mass \( m \), but the combination \( im + (\omega_1 + \omega_2 + \omega_3)/2 \) in (3.14) is unambiguous.

### 3.2 Full partition function on \( S^5 \)

Using the factorisation properties for perturbative part (3.13) and (3.15) we can conjecture the structure of the full partition function

\[
\int da \ e^{-\frac{g_2^2}{2} \text{Tr}[a^2]} Z_{S^5}^{\text{pert,vec}}(a, \omega_1, \omega_2, \omega_3) Z_{S^5}^{\text{pert,hyper}}(a, m, \omega_1, \omega_2, \omega_3) \\
\times Z_{\mathbb{R}^4 \times S^1}^{\text{inst}}(ia, im, \frac{2\pi}{\omega_1}, \omega_3 + \omega_1, \omega_2) Z_{\mathbb{R}^4 \times S^1}^{\text{inst}}(ia, im, \frac{2\pi}{\omega_3}, \omega_1 + \omega_3, \omega_2). \quad (3.16)
\]

The identification of the equivariant parameters in the instanton part is the same as in the preceding section. The instanton partition function on \( \mathbb{R}^4 \times S^1 \) has the same periodicity in its arguments as the perturbative answer and thus there is the same ambiguity in the identification of the equivariant parameters. But the final answer will likewise not be affected by the ambiguities. In the next subsection we discuss the potential problems in derivation of the formula (3.16) from the first principles.

### 3.3 Localization calculation

Let us briefly sketch the actual localisation calculation which should lead to the above result. Moreover we would like to point out some problems in the calculation which are not discussed in the literature. For the sake of clarity we concentrate only on the vector multiplet, but the
generalisation for the hypermultiplet is straightforward. Our review will be rather brief and for further explanations on the setup the reader may consult [16, 2].

For a supersymmetric gauge theory on a simply connected Sasaki-Einstein manifold, the supersymmetry transformation of the vector multiplet can be mapped to the following cohomological complex

\begin{align}
\delta A &= i\Psi, \\
\delta \Psi &= -\iota_R F + D_A \sigma, \\
\delta \chi^+_H &= H^+_H, \\
\delta H^+_H &= -i \mathcal{L}_R^A \chi^+_H - [\sigma, \chi^+_H], \\
\delta \sigma &= -i \iota_R \Psi,
\end{align}

(3.17)

Some explanation of the notation is in order. The field \( A \) is the connection 1-form, and \( F \) its curvature. The remaining fields are: \( \Psi \) a fermionic 1-form; \( \sigma \) a bosonic scalar; \( \chi^+_H \) a fermionic self-dual horizontal 2-form and finally \( H^+_H \) a bosonic self-dual horizontal 2-form, all of which are in the adjoint representation. The Sasaki-Einstein structure implies amongst other things that the Reeb vector \( R \) is related to the contact 1-form \( \kappa \) by \( \kappa = g_R \), and that \( R \) is a Killing vector. The operator \( \iota_R \) stands for the contraction of a differential form with the vector field \( R \) and \( \mathcal{L}_R^A = L_R + i[\ , \iota_R A] \) is the Lie derivative coupled to the gauge connection. The splitting of the differential form into its horizontal and vertical component is done by means of the projectors \( \kappa \wedge \iota_R \) and \( (1 - \kappa \wedge \iota_R) \), thanks to the property \( \iota_R \kappa = 1 \) and \( \iota_R d\kappa = 0 \). One can also decompose a horizontal 2-form into its self-dual and anti-self-dual component by using the projectors \((1 \pm \iota_R \ast)/2\), where one would find useful the following property \( \iota_R \ast \omega_p = (-1)^p \ast (\kappa \wedge \omega_p) \). The cohomological complex (3.17) has been discussed in [15] (also see [10, 21] for earlier discussions). The derivation of the mapping of the supersymmetry transformations on to the cohomological complex (3.17) has been given in detail in [16]. Finally the square of the transformations (3.17) reads

\begin{equation}
\delta^2 = -i L_R + G_{\iota(\sigma + i R A)} ,
\end{equation}

(3.18)

where \( G_{\iota(\sigma + i R A)} \) is a gauge transformation with parameter \( i(\sigma + i R A) \).

Now let us return to the simplest toric Sasaki-Einstein manifold, the round sphere \( S^5 \), presented as

\[ |z_1|^2 + |z_2|^2 + |z_3|^2 = 1. \]

There is a 3-torus action \( U(1)^3 \times S^5 \to S^5 \) defined as \( z_i \to e^{i\alpha_i} z_i, \ i = 1, 2, 3 \) and we denote by \( e_a \) the corresponding vector filed. For a round \( S^5 \), the Reeb vector field is

\[ R = e_1 + e_2 + e_3 , \]

(3.19)
which corresponds to the $U(1)$-fibre of Hopf fibration $U(1) \to S^5 \to \mathbb{C}P^2$. By introducing the following BRST exact term
\[
\delta \int_{S^5} \text{Tr} \left( 4\chi^+_H \wedge \star (F^+_H - \frac{1}{2} H^+_H) + \Psi \wedge \star \delta \Psi \right)
\]
(3.20)
one can show that the partition function of the theory defined by (3.17) localises to the configuration
\[
\iota_R F = 0, \quad F^+_H = 0, \quad D_A \sigma = 0,
\]
where in the path integral we choose the contour along imaginary $\sigma$. It is natural to generalise $R$ to the case
\[
R = \omega_1 e_1 + \omega_2 e_2 + \omega_3 e_3,
\]
(3.21)
where $\omega_i \in \mathbb{R}_{>0}$ for $S^5$. This positivity condition will be replaced by a dual cone condition (1.1) for general toric Sasaki-Einstein manifolds. Of course one now defines the horizontality and self-duality in (3.17) using the deformed Reeb (3.22) and the corresponding contact 1-form. After these minor modifications, the theory still localises on the configuration (3.21).

Since the manifold is simply connected the configuration $A = 0$ and $\sigma = \text{const}$ is an isolated fixed point and the one loop contribution around it gives rise to the result (3.12).

The dual cone condition $\omega_i > 0$ is important both for the ability to define the contact structure and for the regularisation of the triple sine function $S_3$. One observes (e.g., see [13]) that the answer in terms of the triple sine is defined for complex $\omega_i$'s as long as all of them lie on the same side of a line through the origin of $\mathbb{C}$. Note that the dual cone condition is a just a special case when the corresponding line is the imaginary axis.

Moreover for the factorisation we need $\text{Im}(\omega_i/\omega_j) \neq 0$ for $i \neq j$, see the end of this section for more discussion on this condition. If we allow $R = \text{Re} R + i \text{Im} R$ with $\omega_i \in \mathbb{C}$ then the localisation locus becomes
\[
\iota_{\text{Re} R} F = 0, \quad F^+_H = 0, \quad \iota_{\text{Im} R} F - D_A \sigma = 0,
\]
(3.23)
where we use the following notations
\[
\text{Re} R = \sum_{i=1}^3 \text{Re}(\omega_i) e_i, \quad \text{Im} R = \sum_{i=1}^3 \text{Im}(\omega_i) e_i.
\]
(3.24)
We remark that the notion of horizontalness and self-duality of 2-forms are defined with respect to the real part of $R$, which must therefore satisfy the dual cone condition $\text{Re}(\omega_i) > 0$. 
For a generic Reeb\(^1\), there are no closed orbits for Re except at three points \(z_i = 1, \ i = 1, 2, 3\), and as we saw in (3.13), (3.15), the perturbative part of the partition function factorises into three factors, each of which is associated with a closed Reeb orbit. The neighbourhood of a closed Reeb orbit say \(z_3 = 1\), can be identified as a solid torus \(\mathbb{C}^2 \times S^1\), where \(\mathbb{C}^2\) is parameterised by the inhomogeneous coordinates \(z_1/z_3\) and \(z_2/z_3\), while \(S^1\) has period \(\beta = 2\pi/\omega_3\). The solid torus is twisted, i.e. it is presented as \(\mathbb{C}^2 \times [0, \beta]/\sim\), with the identification being

\[
\left(\frac{z_1}{z_3}, \frac{z_2}{z_3}, 0\right) \sim \left(e^{2\pi i \frac{\omega_1 - \omega_3}{\omega_3}} \frac{z_1}{z_3}, e^{2\pi i \frac{\omega_2 - \omega_3}{\omega_3}} \frac{z_2}{z_3}, \beta\right),
\]

which could be equally well written as

\[
\left(\frac{z_1}{z_3}, \frac{z_2}{z_3}, 0\right) \sim \left(e^{2\pi i \frac{\omega_1}{\omega_3}} \frac{z_1}{z_3}, e^{2\pi i \frac{\omega_2}{\omega_3}} \frac{z_2}{z_3}, \beta\right).
\]

The twisting parameters of the solid tori are thus \(\omega_1, \omega_2/\omega_3\) and they appear in the Nekrasov partition functions (2.7) and (2.9).

The entire \(S^5\) may be built by gluing three such solid tori together with appropriately identified twisting parameters, and thus one has a tantalising cutting and gluing construction of the perturbative partition function. As we shall see in the subsequent sections, the same cutting and gluing pattern persists for the \(Y_{p,q}\) manifolds. Let us reiterate that complexifying \(\omega_i\) is a smooth deformation as far as the perturbative part of the partition function is concerned. One needs the conditions \(\text{Im} \omega_i/\omega_j \neq 0\) only to make each individual factor in (2.7) well-defined, but once all three such factors are in place, one can safely take the \(\omega_i\) to be real again. Hence it would seem reasonable that we should take the idea of complexifying the Reeb vector field seriously and ask what happens to the instanton sector.

For the factorisation of instanton sector to be true, what one needs to prove is that the only solutions admitted by the set of equations (3.23) are singular ones, more specifically,

\[F = D_A \sigma = 0\]

away from the locus of the closed Reeb orbits. In other words for generic \(\omega_i\)’s the equations (3.23) do not have smooth solutions but only singular solutions concentrated round the closed Reeb orbits. The contribution of such singular instantons are captured by the corresponding calculation on \(\mathbb{R}^4 \times S^1\), and thus it would be again reasonable to glue together three copies of the Nekrasov instanton partition function to obtain the full partition function \(S^5\), which is the rationale behind the result in section 3.2, as well as the idea pursued in [18] and [17].

\(^1\)By a generic Reeb, we mean that the ratios \(\text{Re} (\omega_i)/\text{Re} (\omega_j)\) are irrational for \(i \neq j\). In this case \(R_0\) has only isolated closed orbits, the so called Reeb orbits. These orbits are over the corners of the base polygon.
Granted this, the instantons are all point like particles that are far apart and propagate along the closed Reeb orbits. In this way, it would suffice to compute the partition function of the instantons on the space $\mathbb{R}^4 \times S^1$. Secondly since $D_A \sigma = 0$, the moduli of these instantons are given by constant $\sigma$, and then one can quote the result of Nekrasov, who computed the instanton partition function of the 5D supersymmetric theory on $\mathbb{R}^4 \times S^1$ in the Colombr branch and in the Omega background (in our context, the omega background corresponds to deforming the equations (3.21) to (3.23), and eventually to the turning on of the equivariant parameters $\epsilon, \epsilon'$). In the neighbourhood of each closed Reeb orbit, we can identify the equivariant parameters $\epsilon, \epsilon'$ from the explicit computation of the perturbative partition function.

However we are unable to prove the absence of smooth solutions for the localisation locus (3.23). We would like to stress that the problem here is not identical to Nekrasov’s four dimensional setting. Since (3.23) is not an elliptic system of PDEs, and so we are not able to define an appropriate moduli space so as to perform a further localisation thereon.

### 4 Partition function of $Y_{p,q}$ manifolds

In [2] we have calculated the perturbative partition function for squashed $Y_{p,q}$ space. The main building block for the answer is given in terms of generalised triple sine function which is defined through the regularised infinite product as follows

$$S_{3}^{Y_{p,q}}(x|\omega_1,\omega_2,\omega_3,\omega_4) = \prod_{(i,j,k,l)\in\Lambda_{(p,q)}^+} \left( i\omega_1 + j\omega_2 + k\omega_3 + l\omega_4 + x \right)$$

$$\left( (i+1)\omega_1 + (j+1)\omega_2 + (k+1)\omega_3 + (l+1)\omega_4 - x \right), \quad (4.26)$$

where the lattice $\Lambda_{(p,q)}^+$ is defined as

$$\Lambda_{(p,q)}^+ = \{ i, j, k, l \in \mathbb{Z}_{\geq 0} \mid i(p + q) + j(p - q) - kp - lp = 0 \}, \quad (4.27)$$

and $\omega_1, \omega_2, \omega_3, \omega_4$ are equivariant parameters corresponding to $U(1)^4$-action on $\mathbb{C}^4$, but due to the lattice constraint above, there are only three effective parameters. For a vector multiplet coupled to a massive hyper with mass $m$ and in representation $\underline{R}$, the perturbative partition function is given by the following matrix integral

$$\int da \ e^{-\frac{8\pi^2 r_c}{g^2 Y_{M}}} Tr[a^2] \frac{\det' S_{3}^{Y_{p,q}}(ia|\omega_1,\omega_2,\omega_3,\omega_4)}{\det_{\underline{R}} S_{3}^{Y_{p,q}}(ia + im + \frac{i}{2}(\omega_1 + \omega_2 + \omega_3 + \omega_4)|\omega_1,\omega_2,\omega_3,\omega_4)}, \quad (4.28)$$
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where \( \varrho = \text{Vol}_{Y^{p,q}}/\text{Vol}_{S^5} \) (with \( \text{Vol}_{Y^{p,q}} \) being the equivariant volume). For further details and explanations we refer the reader to [2].

For the general case of \( L^{a,b,c} \) spaces the lattice (4.27) becomes

\[
\Lambda^+_{(a,b,c)} = \{i, j, k, l \in \mathbb{Z}_{\geq 0} \mid ia + jb - kc - l(a + b - c) = 0\},
\]

the corresponding generalised triple sine function \( S^3_{L^{a,b,c}} \) gives the perturbative partition function (4.28) for these spaces.

4.1 \( T^{1,1} \) case

In this subsection we consider as an illustration the special case of \( Y^{p,q} \) manifold with \( p = 1 \) and \( q = 0 \). This space is known in the literature as the \( T^{1,1} \) space and its metric cone is the conifold. The space \( T^{1,1} \) is the quotient of \( S^3 \times S^3 \) by the diagonal \( U(1) \), and is in fact the total space of a \( U(1) \)-bundle over \( S^2 \times S^2 \) with degree 1 and 1. The general case of \( Y^{p,q} \) space is treated in the appendix B.

Even though here one may well specialise the calculation in the appendix B for general \( p, q \), we nonetheless go through the steps to give the reader some hands on experience. We have the special function

\[
S^3_{T^{1,1}}(x|\omega_1, \omega_2, \omega_3, \omega_4) = \prod_{i,j,k,l=0, i+j=k+l}^{\infty} (i\omega_1 + j\omega_2 + k\omega_3 + l\omega_4 + x) (x \to \sum_{i=1}^{4} \omega_i - x),
\]

where the real parts of \( \omega_i \) are assumed to satisfy the dual cone condition (B.60), essentially for the ability to use the \( \zeta \)-function regularisation.

Let us look at the first factor

\[
\prod_{i,j,k,l=0, i+j=k+l}^{\infty} (i\omega_1 + j\omega_2 + k\omega_3 + l\omega_4 + x)
\]

\[
= \prod_{i=0}^{\infty} \prod_{j=0}^{\infty} \prod_{l=0}^{\infty} ((i\omega_1 + j\omega_2 + (i + j - l)\omega_3 + l\omega_4 + x)
\]

\[
= \prod_{i=0}^{\infty} \prod_{j=0}^{\infty} \prod_{l=0}^{i+j+1} ((i\omega_1 + j\omega_2 + (i + j - l)\omega_3 + l\omega_4 + x)
\]

where the last manipulation is valid if we assume \( \text{Re}(\omega_4 - \omega_3) > 0 \), for otherwise the real part of the argument in the bracket will turn negative for large \( l \). After shifting the lower
limits of the summation indices, we get

\[
\prod_{i=0}^{\infty} \prod_{j=0}^{\infty} \prod_{l=0}^{\infty} ((i\omega_1 + j\omega_2 + (i + j - l)\omega_3 + l\omega_4 + x)
\]

\[
\prod_{i=0}^{\infty} \prod_{j=0}^{\infty} \prod_{l=0}^{\infty} (i\omega_1 + j\omega_2 + (i + j - i - j - 1 - l)\omega_3 + (l + i + j + 1)\omega_4 + x)
\]

\[
= \prod_{i=0}^{\infty} \prod_{j=0}^{\infty} \prod_{l=0}^{\infty} ((i[\omega_1 + \omega_3] + j[\omega_2 + \omega_3] + l[\omega_4 - \omega_3] + x)
\]

Doing the same for the second factor of (4.30), we get

\[
S_{3}^{T_{1,1}}(x|\omega_1, \omega_2, \omega_3, \omega_4) = \frac{S_3(x|\omega_1 + \omega_3, \omega_2 + \omega_3, \omega_4 - \omega_3)}{S_3(x + \omega_4 - \omega_3|\omega_1 + \omega_4, \omega_2 + \omega_4, \omega_4 - \omega_3)}.
\]

After rewriting \(S_{3}^{T_{1,1}}\) as ordinary \(S_3\) functions, we can use the factorisation formula (A.47) to get

\[
S_{3}^{T_{1,1}}(x|\omega_1, \omega_2, \omega_3, \omega_4) = e^{-\frac{\pi i}{6}B_{3,3}(x|\omega_1 + \omega_3, \omega_2 + \omega_3, \omega_4 - \omega_3)} + e^{\frac{\pi i}{6}B_{3}(x + \omega_4 - \omega_3|\omega_1 + \omega_4, \omega_2 + \omega_4, \omega_4 - \omega_3)} \times \prod_{j,k=0}^{\infty} \left[ \frac{1 - e^{2\pi i\left(\frac{x}{\omega_2 + \omega_4} + j\frac{w_3 - \omega_3}{\omega_2 + \omega_3} + k\frac{w_4 - \omega_3}{\omega_2 + \omega_4}\right)}}{1 - e^{2\pi i\left(\frac{x}{\omega_1 + \omega_4} + j\frac{w_3 - \omega_3}{\omega_1 + \omega_4} + (k + 1)\frac{w_4 - \omega_3}{\omega_1 + \omega_4}\right)}} \right] \prod_{j,k=0}^{\infty} \left[ \frac{1 - e^{2\pi i\left(\frac{x}{\omega_2 + \omega_4} + (j + 1)\frac{w_3 - \omega_3}{\omega_2 + \omega_4} + k\frac{w_4 - \omega_3}{\omega_2 + \omega_4}\right)}}{1 - e^{2\pi i\left(\frac{x}{\omega_1 + \omega_4} + (j + 1)\frac{w_3 - \omega_3}{\omega_1 + \omega_4} + k\frac{w_4 - \omega_3}{\omega_1 + \omega_4}\right)}} \right],
\]

where one should make sure that the imaginary parts of ratios of \(\omega_i\) be in the correct region for a correct application of (A.47). Instead of spelling out the cumbersome conditions, we rewrite the result as

\[
S_{3}^{T_{1,1}}(x) = e^{-\frac{\pi i}{6}B_{3,3}(x|\omega_1 + \omega_3, \omega_2 + \omega_3, \omega_4 - \omega_3)} + e^{\frac{\pi i}{6}B_{3}(x + \omega_4 - \omega_3|\omega_1 + \omega_4, \omega_2 + \omega_4, \omega_4 - \omega_3)} \times \left( e^{2\pi i\frac{x}{\omega_2 + \omega_4}} e^{2\pi i\frac{\omega_3 - \omega_4}{\omega_2 + \omega_4}} e^{2\pi i\frac{\omega_4 - \omega_3}{\omega_2 + \omega_4}} \right)^\infty \left( e^{2\pi i\frac{x}{\omega_1 + \omega_4}} e^{2\pi i\frac{\omega_3 - \omega_4}{\omega_1 + \omega_4}} e^{2\pi i\frac{\omega_4 - \omega_3}{\omega_1 + \omega_4}} \right)^\infty
\]

\[
= \left( e^{2\pi i\frac{x}{\omega_2 + \omega_4}} e^{2\pi i\frac{\omega_3 - \omega_4}{\omega_2 + \omega_4}} e^{2\pi i\frac{\omega_4 - \omega_3}{\omega_2 + \omega_4}} \right)^\infty \left( e^{2\pi i\frac{x}{\omega_1 + \omega_4}} e^{2\pi i\frac{\omega_3 - \omega_4}{\omega_1 + \omega_4}} e^{2\pi i\frac{\omega_4 - \omega_3}{\omega_1 + \omega_4}} \right)^\infty
\]

by using a special function defined in (A.50). Now the result is valid as long as the appropriate ratios of \(\omega_i\) have nonzero imaginary parts.

4.2 General \(Y^{p,q}\) case

The key piece in (1.28), namely the generalised triple sine \(S_{3}^{T_{1,1}}\), has a very interesting factorisation property (B.64), whose derivation is relegated to the appendix. Using this
result we have the factorisation of perturbative answer into four pieces

\[
Z_{Y^{p,q}}^{\text{pert.vect}}(a, \omega_1, \ldots, 4) = \left( \prod_{\alpha \in \Delta} e^{B^{Y^{p,q}}(i(\alpha, a) | \omega_1, \ldots, 4)} \right) \prod_{i=1}^{4} Z_{\mathbb{R}^4 \times S^1}^{\text{pert.vect}}(ia, \beta_i, \epsilon_i, \epsilon'_i), \tag{4.32}
\]

\[
Z_{Y^{p,q}}^{\text{pert.hyper}}(a, m, \omega_1, \ldots, 4) = \left( \prod_{\mu \in W} e^{B^{Y^{p,q}}(i(\mu, a) + im + \omega_1 + \ldots + \omega_4 | \omega_1, \ldots, 4)} \right) \prod_{i=1}^{4} Z_{\mathbb{R}^4 \times S^1}^{\text{pert.hyper}}(ia, im, \beta_i, \epsilon_i, \epsilon'_i). \tag{4.33}
\]

where \( Z_{\mathbb{R}^4 \times S^1}^{\text{pert.vect}} \) and \( Z_{\mathbb{R}^4 \times S^1}^{\text{pert.hyper}} \) are as in (2.7), (2.9) and the parameters \( \beta_i, \epsilon_i, \epsilon'_i \) are listed in the four rows of table (4.35). The prefactor \( B^{Y^{p,q}} \) is a combination of Bernoulli polynomials given in (B.66). It turns out that even this prefactor factorises \([5]\), but we have left this out in the current work since it is not clear how to interpret this factorisation geometrically.

The above formulae fix for us the identification of the parameters \( \beta_i, \epsilon_i, \epsilon'_i \), which are then used also in the instanton part of the answer. To summarise, our main conjecture is that the pull partition function has the following structure

\[
\int \! da \, e^{-\frac{8g^2}{g^2_{YM}} \operatorname{Tr}[a^2]} Z_{Y^{p,q}}^{\text{pert.vect}}(a, \omega_1, \ldots, 4) Z_{Y^{p,q}}^{\text{pert.hyper}}(a, m, \omega_1, \ldots, 4) \prod_{i=1}^{4} \left[ Z_{\mathbb{R}^4 \times S^1}^{\text{inst}}(ia, im, \beta_i, \epsilon_i, \epsilon'_i) \right]. \tag{4.34}
\]

In the next section we show how the equivariant parameters in table (4.35) indeed give us the circumference and the twisting of the solid tori. We remark that, in the same way as the \( S^5 \), the identification of the parameters for \( Y^{p,q} \) is not unique due to certain periodicity properties.

| \( z_2 = z_4 = 0 \) | \( z_2 = z_3 = 0 \) | \( z_1 = z_4 = 0 \) | \( z_1 = z_3 = 0 \) |
|---------------------|---------------------|---------------------|---------------------|
| \( 2\pi \beta^{-1} \) | \( \epsilon \) | \( \epsilon' \) | \( \epsilon' \) |
| \( p\omega_1 + (p + q)\omega_3 \) | \( \omega_1 + \omega_2 + 2\omega_3 \) | \( \omega_4 - \omega_1 \) | \( \omega_4 - \omega_3 \) |
| \( p\omega_1 + (p + q)\omega_4 \) | \( \omega_1 + \omega_2 + 2\omega_4 \) | \( \omega_3 - \omega_4 \) | \( \omega_3 - \omega_4 \) |
| \( p\omega_2 + (p - q)\omega_3 \) | \( \omega_1 + \omega_2 + 2\omega_3 \) | \( \omega_4 - \omega_3 \) | \( \omega_4 - \omega_3 \) |
| \( p\omega_2 + (p - q)\omega_4 \) | \( \omega_1 + \omega_2 + 2\omega_4 \) | \( \omega_3 - \omega_4 \) | \( \omega_3 - \omega_4 \) |

5 Identification of parameters on \( Y^{p,q} \)

\( Y^{p,q} \) space is toric Sasaki-Einstein manifold. The whole discussion presented in subsection 3.3 is completely applicable for the case of \( Y^{p,q} \) space. The localisation of the theory is controlled by the same cohomological complex (3.17) and by the details of the toric contact geometry on \( Y^{p,q} \). All the same problem as in \( S^5 \) case exist for \( Y^{p,q} \) space. Thus we assume
the same setup as subsection 3.3. Below we explain the identification of parameters which comes from the geometry and it agrees with the identification coming from the factorisation of special functions (see previous section).

5.1 Identification of equivariant parameters

The \( Y^{p,q} \) manifold can be presented as a quotient of \( S^3 \times S^3 \) by a free \( U(1)_T \) acting on the four coordinates \( z_1, z_2, z_3, z_4 \) with charge \([p+q, p-q, -p, -p] \), where \( z_{1,2} (z_{3,4}) \) are the coordinates of the first (second) \( S^3 \). With this description, we can identify \( Y^{p,q} \) as four twisted solid tori glued together, and we shall identify the twisting parameters in this section. We will also give a second derivation of these parameters which is independent of how \( Y^{p,q} \) is presented, but only relies on the toric data.

We first find the closed Reeb orbits for a generic Reeb given by \([\omega_1, \cdots, \omega_4]\) within the dual cone. At a generic point, for the orbit passing it to be closed and of period \( \beta \), one must have \( \beta \cdot \omega = \phi[p+q, p-q, -p, -p] + 2\pi \vec{n} \), where \( \vec{n} \) is a set of four integers. Clearly there is no solution to this set of four equations while we only have two variables \( \beta, \phi \). But at points where some (two) of the tori degenerate, we need only satisfy two out of the four equations above and there will be solutions. For example, at \( z_2 = z_4 = 0 \), we have the equations

\[
\beta \omega_1 = \phi(p+q) + k, \quad \beta \omega_3 = -\phi p + l, \quad \Rightarrow \quad \beta = 2\pi \frac{pk + (p+q)l}{p \omega_1 + (p+q)\omega_3},
\]

and by using the coprimeness of \( p, q \), we see that the period of this particular orbit is

\[
\beta = \frac{2\pi}{p \omega_1 + (p+q)\omega_3}.
\]

We would like to map a small neighbourhood of the closed Reeb orbit to the form \( \mathbb{C}^2 \times S^1 \). To this end, we need to choose two good coordinates that have zero charge under \( U(1)_T = [p+q, p-q, -p, -p] \), we can choose

\[
u = z_1 z_2 z_3^2, \quad v = \frac{z_4}{z_3},
\]

and the fixed point correspond to \( u = v = 0 \). Since \( z_1, z_3 \neq 0 \), this is a good change of coordinates. Then for every \( \theta \) degree one travels along the Reeb vector field, the transverse coordinates \( u, v \) rotate according to

\[
u = e^{i \theta (\omega_1 + \omega_2 + 2 \omega_3)} u, \quad v = e^{i \theta (\omega_1 - \omega_3)} v,
\]

so the solid tori is twisted as

\[
(u, v, 0) \sim (e^{i \epsilon u}, e^{i \epsilon' v}, \beta), \quad \text{where} \quad \epsilon = \omega_1 + \omega_2 + 2 \omega_3, \quad \epsilon' = \omega_4 - \omega_3.
\]
The analysis at the other three loci of closed Reeb orbits is entirely similar and the result is collected in the table (4.35). These parameters are precisely the combination of equivariant parameters appearing in each factor of the factorisation (3.64) of the special function $S^3_{Y^{p,q}}$.

Next, we would like to start from the toric data, and reach the same identification of parameters, with the goal that one should be able to read off the partition function on a toric SE manifold solely from the toric diagram.

### 5.2 Identification of equivariant parameters—from toric diagram

As it was briefly reviewed in the introduction, the $Y^{p,q}$ space is toric Sasaki-Einstein. Its metric cone (Kähler) can be thought of as a $T^3$-fibration over a polytope cone, defined by four inequalities

$$
\vec{\mu} \cdot \vec{v}_i \geq 0, \quad i = 1 \cdots 4, \quad \vec{\mu} = [\mu_1, \mu_2, \mu_3],
$$

$$
\vec{v}_1 = [1,0,0], \quad \vec{v}_2 = [1,-1,0], \quad \vec{v}_3 = [1,-2,-p+q], \quad \vec{v}_4 = [1,-1,-p], \quad (5.36)
$$

the $v_i$’s are the inward pointing normal of the four faces of the cone. In Figure 1 we draw the projection of the cone onto a plane $\mu_1 = 1 + \mu_2 + \mu_3$. Note that by choosing a different set of three transitively acting $U(1)$’s, one also obtains a different set of $v_i$, here we follow the choice from [22].

The following plane

$$
\vec{r} \cdot \vec{\mu} = \frac{1}{2}
$$

(5.37)

cuts the polytope cone at a polygon provided the dual cone condition (1.1) is satisfied. The $Y^{p,q}$ space is a $T^3$ fibration over this polygon, in particular, at an edge $i$ the torus

![Figure 1: The polytope cone for $p = 3, q = 2$, projected onto the plane $\mu_1 = 1 + \mu_2 + \mu_3$, the cone is the area enclosed by the four lines.](image)
corresponding to \( v_i \) degenerates, but the degeneration is such that whole space is a smooth manifold. More concretely, a polytope cone is said to be \emph{good} (see equation (2.4) in [23]) if at each intersection of two faces, say \( i \) and \( i + 1 \), with normals \( v_i, v_{i+1} \), there exists a third integer entry vector \( u \), such that

\[
[v_i, v_{i+1}, u] \in SL_3(\mathbb{Z}) .
\]

It is further shown in Theorem 2.18 of [23] that the 5D compact connected toric contact manifolds with non-free torus action are in 1-1 correspondence with good moment map cones.

It is easy to check that the four normals in (5.36) define a good cone, thus \( Y^{p,q} \) space is a smooth torus fibration over the base polygon like the one in Figure 1.

At a vertex, say at the intersection of edge 3 and 4, two out of three tori degenerates, thus the neighbourhood of such a vertex is diffeomorphic to a twisted solid torus \( \mathbb{C}^2 \times [0, \beta]/\sim \), where \( \{0\} \times [0, \beta]/\sim \) is a closed Reeb orbit and it corresponds to the vertex, while the two tori that degenerate act as rotations of the two \( \mathbb{C} \)'s.

To obtain the period \( \beta \) of the non-vanishing torus, the equation one needs to solve is

\[
\beta \vec{n} = 2\pi \vec{r} + \beta \epsilon \vec{v}_3 + \beta \epsilon' \vec{v}_4 ,
\]

where \( \vec{n} \) is integer valued 3-vector satisfying \( \det[\vec{n}, \vec{v}_3, \vec{v}_4] = 1 \) (guaranteed by the goodness of the cone), while \( \epsilon, \epsilon' \) are the equivariant parameters. The reasoning of this equation is the following, at this vertex, we decompose \( \vec{r} \) in the basis \( \vec{n}, \vec{v}_3, \vec{v}_4 \), i.e. into three parts, two of which degenerate and a third remains non-degenerate. The solution is clearly

\[
[\beta, \beta \epsilon, \beta \epsilon']^T = 2\pi [\vec{r}, -\vec{v}_3, -\vec{v}_4]^{-1} \vec{n} ,
\]

which is easily solved to give

\[
\frac{\beta}{2\pi} = \frac{\det[\vec{n}, \vec{v}_3, \vec{v}_4]}{\det[\vec{r}, \vec{v}_3, \vec{v}_4]} = \frac{n_1(p+q) + qn_2 + n_3}{(p+q)r_1 + qr_2 + r_3} ,
\]

\[
\frac{\beta \epsilon_1}{2\pi} = \frac{\det[\vec{n}, \vec{r}, \vec{v}_4]}{\det[\vec{r}, \vec{v}_3, \vec{v}_4]} = \frac{(-pr_2 + r_3)n_1 + (pr_1 + r_3)n_2 - (r_1 + r_2)n_3}{(p+q)r_1 + qr_2 + r_3} ,
\]

\[
\frac{\beta \epsilon_2}{2\pi} = \frac{\det[\vec{n}, \vec{v}_3, \vec{r}]}{\det[\vec{r}, \vec{v}_3, \vec{v}_4]} = \frac{((-p-q)r_2 - 2r_3)n_1 + ((q-p)r_1 - r_3)n_2 + (2r_1 + r_2)n_3}{(p+q)r_1 + qr_2 + r_3} .
\]

We can simply choose \( \vec{n} = [0, 0, 1] \), so the period \( \beta \) is

\[
\frac{\beta}{2\pi} = \frac{1}{(p+q)r_1 + qr_2 + r_3} ,
\]
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and also

$$\epsilon = -R_1 - R_2 , \quad \epsilon' = 2R_1 + R_2 .$$

If we choose a different \( \vec{n} \), then \( \epsilon, \epsilon' \) will be shifted by integer multiples of \( 2\pi \beta^{-1} \).

Finally, we still need to figure out the mass shift for the hyper-multiplet. This shift was derived in appendix B of [2], which only works with the Sasaki-Einstein metric, but is applicable for any Killing vector field \( X \). With the Sasaki-Einstein metric one can build a convenient spin representation in terms of horizontal differential forms by using the horizontal Kähler Einstein structure. With this representation \( L^*_X \) is given by the usual Lie derivative plus a shift \( L^*_X = L_X + if_X \). We assume either \( X \) has a zero or can be decomposed into a linear combination commuting Killing vectors, each of which has a zero. Take one zero of \( X \), one can assume that close to this zero \( X \) is a linear combination of rotations of \( \mathbb{C} \)'s, then for each such rotation of degree 1, one gets a factor of \( 1/2 \) for \( f_X \).

To illustrate this, we decompose \( R \) into \( R = \lambda_1 \vec{v}_1 + \lambda_2 \vec{v}_2 + \lambda_3 \vec{v}_3 \) (one can choose any three \( \vec{v}_i \)). The vector field corresponding to \( \vec{v}_1 \) vanishes exactly at face 1, and of degree 1, thus one gets from it a shift of \( \lambda_1/2 \). Thus the shift in mass in the formula (4.28) (or its analog for \( L^{a,b,c} \) spaces) is written as follows

$$im + \frac{1}{2} \sum_{i=1}^{3} \lambda_i = im + \frac{1}{2} [1, 1, 1][\vec{v}_1, \vec{v}_2, \vec{v}_3]^{-1} \vec{R}.$$

From our particular choice of \( \vec{v}_i \), we get the shifted mass \( im + 1/2r_1 \).

As a check, by reexpressing \( r_{1,2,3} \) in terms of the parameters \( \omega_1, \ldots, 4 \) (for the derivation of the following relation, see subsection 3.4 of [2], our \( r_i \) is denoted as \( b_i \) there)

$$r_1 = \sum_{i=1}^{4} \omega_i , \quad r_2 = -\omega_1 - \omega_2 - 2\omega_4 , \quad r_3 = -p\omega_2 + (q - p)\omega_4 ,$$

we get

$$\frac{\beta}{2\pi} = \frac{1}{p\omega_1 + (p + q)\omega_3} , \quad \epsilon = \omega_4 - \omega_3 , \quad \epsilon' = \omega_1 + \omega_2 + 2\omega_3 ,$$

One sees that the mass shift is \( im + 1/2 \sum_{i=1}^{4} \omega_i \), exactly the one obtained from the explicit localisation calculation. Furthermore, we here have chosen the corner that corresponds to the locus \( z_2 = z_4 = 0 \) as in the previous section. One can do a similar exercise for other corners of the toric diagram and get the table (4.35). Away from the Sasaki-Einstein metric, extra background fields have to be turned on in order to maintain the supersymmetry, but it seems that the shift we obtained above continues to hold.
Provided that we have chosen the concrete $\epsilon_i$ and $\epsilon_i'$ the shift in the mass for the flat contributions can be easily calculated using the formula \((1.3)\). \textit{It was with this explicit choice of $\epsilon, \epsilon'$ that we wrote the partition function in \((3.16)\) and \((4.34)\).} Making a different choice of $\vec{n}$ in \((5.38)\), one will get instead

$$
\frac{1}{2}(\epsilon + \epsilon') \rightarrow \frac{1}{2}(\epsilon + \epsilon') + \frac{k}{2} \frac{2\pi}{\beta}, \quad k \in \mathbb{Z}.
$$

### 6 Summary

In this work we continue to study the partition function for 5D supersymmetric Yang-Mills theory on the toric Sasaki-Einstein manifold $Y^{p,q}$. We show that the perturbative answer factorises in four pieces corresponding to the perturbative answer on $\mathbb{R}^4 \times S^1$. This factorisation allows us to identify the equivariant parameters and conjecture also the instanton part of the result, which consists of four copies of Nekrasov instanton partition function on $\mathbb{R}^4 \times S^1$. We also provided the derivation of the identification of parameters from the toric data. Our conjectured result relies on the absence of smooth instantons, which is quite widely accepted in the literature, however at the moment we cannot prove this fact from the first principles. Given this, we obtained the exact partition function for supersymmetric theory for an infinite class of spaces, and it would be interesting to study further the properties of the partition function, e.g. such as degenerations, factorisations and possible modularity.

It is natural to assume that the result \((1.2)\) holds for more general toric Sasaki-Einstein manifolds $L^{a,b,c}$ where the equivariant parameters can also be deduced from the appropriate toric diagram. However the proof of the factorisation of $S_3^{a,b,c}$ turns out a bit tricky and is still under investigation, therefore we shall refrain from further speculations for now.

It would be interesting to understand our results from the point of view of superconformal index of 6 dimensional $(2,0)$ theory on $Y^{p,q} \times S^1$ (or nontrivial $S^1$ vibration over $Y^{p,q}$). Also the relation of our result to the refined topological string theory as in \cite{18} remains to be investigated. Many observations for $S^5$ from \cite{18} have straightforward generalisation for $Y^{p,q}$ spaces.
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A Properties of double and triple sines

In this appendix we summarise the relevant properties of multiple sine and multiple gamma functions. For the detailed exposition of the subject see [24, 13].

The multiple zeta function is defined as

\[ \zeta_r(z, s|\omega_1, ..., \omega_r) = \sum_{n_1, ..., n_r=0}^{\infty} (n_1 \omega_1 + ... + n_r \omega_r + z)^{-s} \]  (A.39)

for \( z \in \mathbb{C}, \Re s > r \) and we assume that \( \Re \omega_i > 0 \). By analytic continuation \( \zeta_r \) can be extended to a meromorphic function of \( s \in \mathbb{C} \). The multiple gamma function is defined by the following expression

\[ \Gamma_r(z|\omega_1, ..., \omega_r) = \exp \left( \frac{\partial}{\partial s} \zeta_r(z, s|\omega_1, ..., \omega_r) \big|_{s=0} \right). \]  (A.40)

This implies that we can represent \( \Gamma_r \) as a regularised infinite product

\[ \Gamma_r(z|\omega_1, ..., \omega_r) = \prod_{n_1, ..., n_r=0}^{\infty} (n_1 \omega_1 + ... + n_r \omega_r + z)^{-1}. \]  (A.41)

Throughout the paper we always consider the regularised infinite products even if it is not stated explicitly. The multiple sine is defined as follows

\[ S_r(z|\omega_1, ..., \omega_r) = \Gamma_r(z|\omega_1, ..., \omega_r)^{-1} \Gamma_r(\omega_1 + ... + \omega_r - z|\omega_1, ..., \omega_r)^{(-1)r}. \]  (A.42)

Using (A.41) we arrive at the following infinite product representation of \( S_r \)

\[ S_r(z|\omega_1, ..., \omega_r) = \prod_{n_1, ..., n_r=0}^{\infty} ((n_1 + 1) \omega_1 + ... + (n_r + 1) \omega_r - z)(n_1 \omega_1 + ... + n_r \omega_r + z)^{(-1)^r + 1}. \]  (A.43)

We are interested in \( \Gamma_r \) and \( S_r \) in the case when \( r = 2 \) and \( r = 3 \). Using the above definitions it is straightforward to derive formulae like

\[ \Gamma_3(z + \omega_2|\omega_1, \omega_2, \omega_3) = \frac{1}{\Gamma_2(z|\omega_1, \omega_3)} \Gamma_3(z|\omega_1, \omega_2, \omega_3) \]  (A.44)
and
\[ S_3(z|\omega_1, \omega_2, \omega_3) = \frac{\Gamma_2(\omega_1 + \omega_3 - z|\omega_1, \omega_3)}{\Gamma_3(z|\omega_1, \omega_2, \omega_3)\Gamma_3(\omega_1 + \omega_3 - z|\omega_1, \omega_2, \omega_3)}. \quad (A.45) \]

The functions \( S_2 \) and \( S_3 \) admit the following important factorization \cite{13}. If \( \text{Im}(\omega_1/\omega_2) > 0 \) then \( S_2 \) can be factorized as
\[
S_2(z|\omega_1, \omega_2) = e^{\frac{\pi i}{2} B_{2,2}(z|\omega_1, \omega_2)} \prod_{j=0}^{\infty} \left( 1 - e^{2\pi i(z/\omega_2 + j\omega_1/\omega_2)} \right),
\]
\[
(1 - e^{2\pi i(z/\omega_1 - (j+1)\omega_2/\omega_1)}) \prod_{j,k=0}^{\infty} \left( 1 - e^{2\pi i(z/\omega_1 + j\omega_2/\omega_3 - (k+1)\omega_2/\omega_3)} \right), \quad (A.46)
\]

and similar relation can be written for the region \( \text{Im}(\omega_2/\omega_1) > 0 \). For \( S_3 \) if \( \text{Im}(\omega_1/\omega_2) > 0 \), \( \text{Im}(\omega_1/\omega_3) > 0 \) and \( \text{Im}(\omega_3/\omega_2) > 0 \) then we have the following factorisation
\[
S_3(z|\omega_1, \omega_2, \omega_3) = e^{-\frac{\pi i}{6} B_{3,3}(z|\omega_1, \omega_2, \omega_3)} \prod_{j=0}^{\infty} \left( 1 - e^{2\pi i(z/\omega_2 + j\omega_1/\omega_2 + k\omega_3/\omega_2)} \right) \prod_{j,k=0}^{\infty} \left( 1 - e^{2\pi i(z/\omega_1 + j\omega_2/\omega_3 - (k+1)\omega_2/\omega_3)} \right) \prod_{j,k=0}^{\infty} \left( 1 - e^{2\pi i(z/\omega_1 + j\omega_2/\omega_3 - (k+1)\omega_2/\omega_3)} \right), \quad (A.47)
\]

and similar expressions can be obtained for other regions. In \((A.46)\) and \((A.47)\) \( B_{2,2} \) and \( B_{3,3} \) are the Bernoulli polynomials and they defined as follows
\[
B_{2,2}(z|\omega_1, \omega_2) = \frac{z^2}{\omega_1 \omega_2} - \frac{\omega_1 + \omega_2}{\omega_1 \omega_2} z + \frac{\omega_1^2 + \omega_2^2 + 3\omega_1 \omega_2}{6\omega_1 \omega_2}, \quad (A.48)
\]
\[
B_{3,3}(z|\omega_1, \omega_2, \omega_3) = \frac{z^3}{\omega_1 \omega_2 \omega_3} - \frac{3(\omega_1 + \omega_2 + \omega_3)}{2\omega_1 \omega_2 \omega_3} z^2 + \frac{3(\omega_1 \omega_2 + \omega_1 \omega_3 + \omega_2 \omega_3)}{2\omega_1 \omega_2 \omega_3} z - \frac{(\omega_1 + \omega_2 + \omega_3)(\omega_1 \omega_2 + \omega_1 \omega_3 + \omega_2 \omega_3)}{4\omega_1 \omega_2 \omega_3}, \quad (A.49)
\]

Following \cite{13} we define the following meromorphic function of \( z \)
\[
(z; q_1, ..., q_r)_\infty = \prod_{n_1, ..., n_r=0}^{\infty} \left( 1 - z q_1^{n_1} q_2^{n_2} ... q_r^{n_r} \right), \quad |q_1| < 1, \ |q_2| < 1, \ ..., \ |q_r| < 1
\]
\[
= \prod_{n_1, ..., n_r=0}^{\infty} \left( 1 - z q_1^{-n_1} q_2^{n_2} ... q_r^{n_r} \right)^{-1}, \quad |q_1| > 1, \ |q_2| < 1, \ ..., \ |q_r| < 1
\]
\[
= \prod_{n_1, ..., n_r=0}^{\infty} (1 - z q_1^{-n_1} q_2^{-n_2} ... q_r^{-n_r})^{-1}, \quad |q_1| > 1, \ |q_2| > 1, \ ..., \ |q_r| > 1 \quad (A.50)
\]
This function is not defined if any one of the $q$’s has norm 1. Moreover the function is clearly invariant under the permutation of $q$’s, and it satisfies the following functional equations

\[
(z; q_1, ..., q_r)_\infty = \frac{1}{(q_j^{-1}z; q_1, ..., q_r)_\infty}, \quad (A.51)
\]

\[
(q_jz; q_1, ..., q_r)_\infty = \frac{(z; q_1, ..., q_r)_\infty}{(z; q_1, ..., q_{j-1}, q_{j+1}, ..., q_r)_\infty}. \quad (A.52)
\]

Using these functions we can rewrite the factorisation (A.46) as

\[
S_2(z|\omega_1, \omega_2) = e^{\frac{\pi i}{2}B_2(z|\omega_1, \omega_2)}(e^{2\pi iz/\omega_2}; e^{2\pi i\omega_1/\omega_2})_\infty(e^{2\pi iz/\omega_1}; e^{2\pi i\omega_2/\omega_1})_\infty, \quad (A.53)
\]

which is valid as long as $\text{Im}(\omega_1/\omega_2) \neq 0$. Analogously we rewrite the factorisation (A.47) as

\[
S_3(z|\omega_1, \omega_2, \omega_3) = e^{\frac{\pi i}{6}B_3(z|\omega_1, \omega_2, \omega_3)}(e^{2\pi iz/\omega_2}; e^{2\pi i\omega_1/\omega_2}, e^{2\pi i\omega_3/\omega_2})_\infty \times (e^{2\pi iz/\omega_1}; e^{2\pi i\omega_2/\omega_1}, e^{2\pi i\omega_3/\omega_1})_\infty(e^{2\pi iz/\omega_3}; e^{2\pi i\omega_1/\omega_3}, e^{2\pi i\omega_2/\omega_3})_\infty, \quad (A.54)
\]

which is valid if $\text{Im}(\omega_1/\omega_2) \neq 0$, $\text{Im}(\omega_1/\omega_3) \neq 0$ and $\text{Im}(\omega_3/\omega_2) \neq 0$.

### B Properties of generalized triple sines

If one looks at the expressions (A.39)-(A.43) then it is natural to generalise these functions to the case when the sums and products are taken over more general lattices. But we are unaware of any systematic study of such generalisations, thus we concentrate in this appendix on the specific lattice and we derive some original relations for the corresponding special functions.

Let us define the generalised triple zeta function associated to $Y^{p,q}$ manifold as

\[
\zeta_3^{Y^{p,q}}(z, s|\omega_1, ..., \omega_4) = \sum_{i,j,k,l \in \Lambda_{(p,q)}^+} (i\omega_1 + j\omega_2 + k\omega_3 + l\omega_4 + z)^{-s}, \quad (B.55)
\]

where the lattice is defined as

\[
\Lambda_{(p,q)}^+ = \{i, j, k, l \in \mathbb{Z}_{\geq 0} \mid i(p + q) + j(p - q) - kp - lp = 0\}, \quad (B.56)
\]

for two coprime integers $p > q$. Due to the lattice condition we effectively sum over a triplet of integers and this is why we refer to this function as the generalised triple zeta function. In the above expression $\zeta_3^{Y^{p,q}}$ is defined for $z \in \mathbb{C}$, $\text{Re} \ s > 3$, and by analytic continuation, it can be extended to $s \in \mathbb{C}$. The conditions for $\omega_i$ are discussed below shortly.
Therefore the sum (B.55) can be rewritten as follows

\[ \zeta_3^{Y_{p,q}}(z|\omega_1, \ldots, \omega_4) = \exp \left( \frac{\partial}{\partial s} \zeta_3^{Y_{p,q}}(z, s|\omega_1, \ldots, \omega_4)|_{s=0} \right). \] (B.57)

The generalised triple sine is defined as follows

\[ S_3^{Y_{p,q}}(z|\omega_1, \omega_2, \omega_3, \omega_4) = [\zeta_3^{Y_{p,q}}(z|\omega_1, \omega_2, \omega_3, \omega_4)\zeta_3^{Y_{p,q}}(\omega_1 + \omega_2 + \omega_3 + \omega_4 - z|\omega_1, \omega_2, \omega_3, \omega_4)]^{-1}. \] (B.58)

The generalised triple sine can be written as a regularised infinite product \([1.26]\).

Let us analyse the lattice \( \Lambda_{(p,q)}^+ \). Since \( p \) and \( q \) are coprime and \( p > q \), the lattice condition (B.56) can be solved as follows

\[ m \geq 0, \ i \geq 0 : j = i + mp, \ k + l = 2i + m(p - q), \]

\[ m \geq 0, \ j \geq 0 : i = j + (m + 1)p, \ k + l = 2j + (m + 1)(p + q). \]

Therefore the sum (B.55) can be rewritten as follows

\[
\sum_{i,j,k,l \in \Lambda^+} \left( i\omega_1 + j\omega_2 + k\omega_3 + l\omega_4 + x \right)^{-s} = \\
= \sum_{i=0}^{\infty} \sum_{m=0}^{2i+m(p-q)} \sum_{l=0}^{\infty} \left( i(\omega_1 + \omega_2 + 2\omega_3) + m(p\omega_2 + (p-q)\omega_3) + l(\omega_4 - \omega_3) + x \right)^{-s} \\
+ \sum_{j=0}^{\infty} \sum_{m=0}^{2j+(m+1)(p+q)} \sum_{l=0}^{\infty} \left( j(\omega_1 + \omega_2 + 2\omega_3) + m(p\omega_1 + (p+q)\omega_3) + l(\omega_4 - \omega_3) + x + p\omega_1 + (p+q)\omega_3 \right)^{-s}.
\]

This leads to the following relation among zeta functions

\[
\zeta_3^{Y_{p,q}}(z, s|\omega_1, \ldots, \omega_4) = \zeta_3(z, s|\omega_1 + \omega_2 + 2\omega_3, p\omega_2 + (p-q)\omega_3, \omega_4 - \omega_3) \\
- \zeta_3(z + \omega_4 - \omega_3, s|\omega_1 + \omega_2 + 2\omega_4, p\omega_2 + (p-q)\omega_4, \omega_1 - \omega_3) \\
+ \zeta_3(z + p\omega_1 + (p+q)\omega_3, s|\omega_1 + \omega_2 + 2\omega_3, p\omega_1 + (p+q)\omega_3, \omega_4 - \omega_3) \\
- \zeta_3(z + \omega_4 - \omega_3 + p\omega_1 + (p+q)\omega_4, s|\omega_1 + \omega_2 + 2\omega_4, p\omega_1 + (p+q)\omega_4, \omega_1 - \omega_3)
\] (B.59)

and by analytical continuation the relation will hold outside of the region \( \text{Re} \ s > 3 \). We need to assume that

\[ \text{Re}(p\omega_2 + (p-q)\omega_3, 4) > 0, \quad \text{Re}(p\omega_1 + (p+q)\omega_3, 4) > 0, \] (B.60)
and
\[
\text{Re}(\omega_1 + \omega_2 + 2\omega_{3,4}) > 0, \quad \text{Re}(\omega_4 - \omega_3) > 0, \quad (B.61)
\]
for (B.59) to be well-defined. Indeed the conditions (B.60) are equivalent to the dual cone conditions (1.1), which is discussed in [2] (see the equation (42) and the discussion around) and it is essential for the partition function being well-defined. The first condition in (B.61) is a direct consequence of the two in (B.60). However the last one in (B.61) has to be imposed additionally for the factorisation to work. Using the definition (B.57) and the relation (B.59) between zeta functions we arrive at the following relation between gamma functions
\[
\Gamma_3^{Y,p,q}(z|\omega_1, \omega_2, \omega_3, \omega_4) = \frac{\Gamma_3(z|\omega_1 + \omega_2 + 2\omega_3, \omega_4 - \omega_3)}{\Gamma_3(z + \omega_4 - \omega_3|\omega_1 + \omega_2 + 2\omega_4, (p - q)\omega_4, \omega_4 - \omega_3)}.
\]
Using the relation (B.62) and the definitions (A.42), (B.58)
\[
S_3^{Y,p,q}(z|\omega_1, \omega_2, \omega_3, \omega_4) = \frac{S_3(z|\omega_1 + \omega_2 + 2\omega_3, \omega_4 - \omega_3)}{S_3(z + \omega_4 - \omega_3|\omega_1 + \omega_2 + 2\omega_4, \omega_4 - \omega_3)}\times \frac{S_3(z + \omega_4 - \omega_3|\omega_1 + \omega_2 + 2\omega_4, \omega_4 - \omega_3)}{S_3(z|\omega_1 + \omega_2 + 2\omega_3, \omega_4 - \omega_3)},
\]
where we have left out some steps during the derivation, involving the use of the relations like (A.44) and (A.45).
Using the factorisation (A.53) and (A.54) we can rewrite (B.63) as follows
\[
S_3^{Y,p,q}(z|\omega_1, \omega_2, \omega_3, \omega_4) = e^{B^{Y,p,q}(z|\omega_1, \omega_2, \omega_3, \omega_4)} \times (e^{p\omega_1 + (p + q)\omega_3}; e^{p\omega_1 + (p + q)\omega_3})\times (e^{p\omega_1 + (p + q)\omega_3}; e^{p\omega_1 + (p + q)\omega_3})\times (e^{p\omega_2 + (p - q)\omega_4}; e^{p\omega_2 + (p - q)\omega_4})\times (e^{p\omega_2 + (p - q)\omega_4}; e^{p\omega_2 + (p - q)\omega_4})\times (e^{p\omega_2 + (p - q)\omega_4}; e^{p\omega_2 + (p - q)\omega_4}),
\]
where we made use of the identities (A.51) and (A.52). For the above formula to be valid we have to assume that Im(\((\omega_1 + \omega_2 + 2\omega_{3,4})/(p\omega_2 + (p \pm q)\omega_{3,4})\)) \neq 0 and Im(\((\omega_4 - \omega_3)/(p\omega_2 + (p \pm q)\omega_{3,4})\)) \neq 0. The prefactor \(B^{Y,p,q}\) is given by the following combination of Benoulli
polynomials
\[ B^{Y_{p,q}}(z|\omega_1, \omega_2, \omega_3, \omega_4) = -\frac{i\pi}{6} \left( B_{3,3}(x|\omega_1 + \omega_2 + 2\omega_3, p\omega_2 + (p - q)\omega_3, \omega_4 - \omega_3) 
+ B_{3,3}(x|\omega_1 + \omega_2 + 2\omega_4, p\omega_2 + (p - q)\omega_4, \omega_3 - \omega_4) 
+ B_{3,3}(x|\omega_1 + \omega_2 + 2\omega_3, p\omega_1 + (p + q)\omega_3, \omega_4 - \omega_3) 
+ B_{3,3}(x|\omega_1 + \omega_2 + 2\omega_4, p\omega_1 + (p + q)\omega_4, \omega_3 - \omega_4) \right) 
- \frac{i\pi}{2} \left( B_{2,2}(x|\omega_1 + \omega_2 + 2\omega_3, \omega_4 - \omega_3) + B_{2,2}(x|\omega_1 + \omega_2 + 2\omega_4, \omega_3 - \omega_4) \right). \] (B.65)

Using the properties of the Bernoulli polynomials, we can choose to eliminate the \( B_{2,2} \)'s and get
\[ B^{Y_{p,q}}(z|\omega_1, \omega_2, \omega_3, \omega_4) = 
-\frac{i\pi}{6} \sum_{n=0}^{p-1} \left[ B_{3,3}(z + n(\omega_1 + \omega_2 + 2\omega_3)|p\omega_2 + (p - q)\omega_3, p\omega_1 + (p + q)\omega_3, \omega_4 - \omega_3) 
+ B_{3,3}(z + n(\omega_1 + \omega_2 + 2\omega_4)|p\omega_2 + (p - q)\omega_4, p\omega_1 + (p + q)\omega_4, \omega_3 - \omega_4) \right]. \] (B.66)
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