LIMIT THEOREMS FOR RANDOM DIRICHLET SERIES

DARIUSZ BURACZEWSKI, CONGZAO DONG, ALEXANDER IKSANOV, AND ALEXANDER MARYNYCH

ABSTRACT. We prove a functional limit theorem in a space of analytic functions for the random Dirichlet series $D(\alpha;z) = \sum_{n \geq 2}(\log n)^\alpha(\eta_n + i\theta_n)/n^2$, properly scaled and normalized, where $(\eta_n, \theta_n)_{n \in \mathbb{N}}$ is a sequence of independent copies of a centered $\mathbb{R}^2$-valued random vector $(\eta, \theta)$ with a finite second moment and $\alpha > -1/2$ is a fixed real parameter. As a consequence, we show that the point processes of complex and real zeros of $D(\alpha;z)$ converge vaguely, thereby obtaining a universality result. In the real case, that is, when $P\{\theta = 0\} = 1$, we also prove a law of the iterated logarithm for $D(\alpha;z)$, properly normalized, as $z \to (1/2)^+$. 

1. INTRODUCTION

Let $(X_n)_{n \in \mathbb{N}}$ be a sequence of complex-valued random variables defined on some probability space $(\Omega, \mathcal{F}, P)$. Here, $\mathbb{N} = \{1, 2, \ldots\}$ is the set of positive integer numbers. The random series

$$D(z) := \sum_{n \geq 1} \frac{X_n}{n^2}, \quad z \in \mathbb{C}$$

is called random Dirichlet series. For any Dirichlet series, deterministic or random, there exist two real parameters $\sigma_a$ and $\sigma_c$ associated with the domains of convergence of $D := (D(z))_{z \in \mathbb{C}}$, see Chapter 9 in [22]. The parameter $\sigma_a$ is called the abscissa of absolute convergence and the series $D(z)$ converges absolutely $P$-almost surely (a.s. in short) if $\text{Re}(z) > \sigma_a$ and diverges absolutely a.s. if $\text{Re}(z) < \sigma_a$. Likewise, the parameter $\sigma_c$ is called the abscissa of convergence and the series $D(z)$ converges a.s. if $\text{Re}(z) > \sigma_c$ and diverges a.s. if $\text{Re}(z) < \sigma_c$. The open half-planes

$$H_{\sigma_a} = \{z \in \mathbb{C} : \text{Re}(z) > \sigma_a\} \quad \text{and} \quad H_{\sigma_c} = \{z \in \mathbb{C} : \text{Re}(z) > \sigma_c\}$$

are called the half-plane of absolute convergence and the half-plane of convergence, respectively. The function $D$ is a.s. analytic in $H_{\sigma_c}$ as an a.s. uniformly convergent series of analytic functions, see p. 291 in [22].

The values $\sigma_a$ and $\sigma_c$ depend heavily upon the properties of the random coefficients $(X_n)_{n \in \mathbb{N}}$. According to Section 9.14 in [22],

$$\sigma_c = \limsup_{n \to \infty} \frac{\log |X_1 + \ldots + X_n|}{\log n} \quad \text{a.s.} \quad (1.1)$$
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If the coefficients $X_1, X_2, \ldots$ are independent, then, by a zero-one law, $\sigma_c \in [-\infty, +\infty]$ is a degenerate random variable. Otherwise, $\sigma_c$ may be nondegenerate.

In the present paper we focus on a particular instance of random Dirichlet series, in which $X_n := (\log n)^\alpha (\eta_n + i\theta_n)$, $n \in \mathbb{N}$, where $\alpha \in \mathbb{R}$ is a fixed parameter and $(\eta_n, \theta_n)_{n \in \mathbb{N}}$ are independent copies of an $\mathbb{R}^2$-valued random vector $(\eta, \theta)$ satisfying

$$E\eta = E\theta = 0 \quad \text{and} \quad 0 < E\eta^2 + E\theta^2 < \infty.$$ (1.2)

Here and in what follows, $E$ denotes the expectation with respect to the probability measure $P$. The corresponding random Dirichlet series will be denoted by $D_\alpha := (D(\alpha; z))_{z \in \mathbb{C}}$, that is,

$$D(\alpha; z) := \sum_{n \geq 2} \frac{(\log n)^\alpha (\eta_n + i\theta_n)}{n^z}, \quad z \in \mathbb{C}.$$  

For each fixed $\alpha \in \mathbb{R}$, a specialization of (1.1) to $D_\alpha$ yields

$$P\left\{ \sigma_c = \frac{1}{2} \right\} = 1.$$ (1.3)

This follows from the law of the iterated logarithm for weighted sums of independent identically distributed random variables, see Theorem 3 in [21]. Indeed, this theorem entails

$$\limsup_{n \to \infty} \left( 2n(\log n)^{2\alpha} \log \log n \right)^{-1/2} \left| \sum_{k=2}^n (\log k)^\alpha (\eta_k + i\theta_k) \right| \in (0, \infty) \quad \text{a.s.},$$

thereby justifying (1.3). Thus, for every fixed $\alpha \in \mathbb{R}$, $z \mapsto D(\alpha; 1/2 + z)$ is a random analytic function in the right open half-plane

$$H_0 = \{ z \in \mathbb{C} : \text{Re}(z) > 0 \}.$$  

The analytic character of $D_\alpha$ on the critical line $\{ z \in \mathbb{C} : \text{Re}(z) = 1/2 \}$ is discussed in Theorem 4 on p. 44 in [15]. Further results of this flavor for general random Dirichlet series can be found in [9]. However, we do not pursue this line of research in the present paper.

Limit behavior of $D_0$ has received some attention in the recent years. The main motivation for our work comes from the two recent papers [4] and [5], where the particular case

$$P\{\eta = \pm 1\} = 1/2 \quad \text{and} \quad P\{\theta = 0\} = 1$$ (1.4)

was investigated. In particular, under (1.4), a one-dimensional central limit theorem and a law of the iterated logarithm for $D_0$, properly normalized, can be found in [5]. We show that both results continue to hold under more general assumption (1.2) for arbitrary $\alpha > -1/2$. Furthermore, we upgrade the one-dimensional central limit theorem to a functional limit theorem in an appropriate space of analytic functions. By a standard reasoning, the latter entails weak convergence of the random point process of zeros of $D_\alpha$. Example 5.5 in [19] provides a functional limit theorem, along with a limit theorem for the zeros, for a counterpart of $D_0$, in which the summation extends over prime indices and $\eta + i\theta$ has a uniform distribution on $\{ z \in \mathbb{C} : |z| = 1 \}$. 
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Throughout the paper we write \( P \to \) to denote convergence in probability, and \( \Rightarrow, \quad \quad \quad d \to \) and \( f.d.d. \to \) to denote weak convergence in a function space, weak convergence of one-dimensional and finite-dimensional distributions, respectively. We also identify \( \mathbb{R}^2 \) and \( \mathbb{C} \) via the canonical isomorphism and consider \( \mathbb{R}^2 \)-valued processes as \( \mathbb{C} \)-valued and vice versa.

2. Functional limit theorem for the random Dirichlet series and convergence of its zeros

As expected, in the limit theorems for \( (D(\alpha; z))_{z \in H_0} \) we shall encounter moments and covariance of \( (\eta, \theta) \). As a preparation, put

\[
\mathcal{C} := \begin{pmatrix}
\text{Var} \eta & \text{Cov} (\eta, \theta) \\
\text{Cov} (\eta, \theta) & \text{Var} \theta
\end{pmatrix} = \begin{pmatrix}
\sigma_1^2 & \rho \\
\rho & \sigma_2^2
\end{pmatrix}.
\]

In what follows, \( \lfloor x \rfloor \) denotes the integer part of \( x \in \mathbb{R} \) and \( y^\top \) denotes the transpose of a column vector \( y \).

Let \( (B(t))_{t \geq 0} = (B_1(t), B_2(t))_{t \geq 0}^\top \) be a standard two-dimensional centered Brownian motion with the independent components \( (B_1(t))_{t \geq 0} \) and \( (B_2(t))_{t \geq 0} \). The classical invariance principle tells us that, under (1.2),

\[
(\eta_1 + \cdots + \eta_{\lfloor nt \rfloor} \sqrt{n}), \quad (\theta_1 + \cdots + \theta_{\lfloor nt \rfloor} \sqrt{n}) \quad \Rightarrow \quad (\mathcal{C}^{1/2}B(t))_{t \geq 0}, \quad n \to \infty
\]

(2.1)
on the Skorokhod space \( D([0, \infty), \mathbb{R}^2) \) of \( \mathbb{R}^2 \)-valued càdlàg functions defined on \([0, \infty)\), endowed with the \( J_1 \)-topology. As a consequence,

\[
\left( \frac{\eta_1 + i \theta_1 + \cdots + \eta_{\lfloor nt \rfloor} + i \theta_{\lfloor nt \rfloor}}{\sqrt{n}} \right) \quad \Rightarrow \quad ((1, i) \mathcal{C}^{1/2}B(t))_{t \geq 0}, \quad n \to \infty
\]
on the Skorokhod space \( D([0, \infty), \mathbb{C}) \). Here and hereafter, for \( a, b, c, d \in \mathbb{C} \), \((a, b)(c, d) = ac + bd\). Observe that the weak limit in (2.1) is a two-dimensional Wiener process with the covariance matrix \( \mathcal{C} \).

Now we introduce a stochastic process which serves as a weak limit of \( (D(\alpha; 1/2 + sz))_{z \in H_0}, \) properly normalized, as \( s \to 0+ \).

2.1. The limit process. For \( z \in H_0, \alpha > -1/2 \) and \( j = 1, 2 \), define the Skorokhod integral

\[
\mathcal{I}_j(\alpha; z) := \int_{(0, \infty)} y^\alpha e^{-zy} dB_j(y).
\]

Alternatively, \( \mathcal{I}_j(\alpha; z) \) can be thought of as the result of integration by parts

\[
\mathcal{I}_j(\alpha; z) = -\int_{(0, \infty)} B_j(y) d(y^\alpha e^{-zy}).
\]
A $\mathbb{C}$-valued process $\mathcal{I}_\alpha := (\mathcal{I}(\alpha; z))_{z \in H_0}$ is then defined by the product

$$\mathcal{I}(\alpha; z) := (1, i) e^{1/2} \left( \mathcal{I}_1(\alpha; z), \mathcal{I}_2(\alpha; z) \right).$$

Note that for $\alpha \leq -1/2$ the integral defining $\mathcal{I}_j(\alpha; z)$ diverges due to a singularity at 0. According to Theorem 5a in [23], the functions $(\mathcal{I}_j(\alpha; z))_{z \in H_0}, j = 1, 2$ are a.s. analytic in $H_0$, for every fixed $\alpha > -1/2$. Thus, $\mathcal{I}_\alpha$ is also analytic in $H_0$ as a linear combination of analytic functions. Summarizing we conclude that the random process $\mathcal{I}_\alpha$ is a centered Gaussian analytic function on $H_0$. Its covariance structure is given in the next proposition which can be checked by direct calculations using independence of $(\mathcal{I}_1(\alpha; z))$ and $(\mathcal{I}_2(\alpha; z))$.

**Proposition 2.1.** The covariances of the process $(\mathcal{I}(\alpha; z))_{z \in H_0}$ are given by

$$\mathbb{E}(\mathcal{I}(\alpha; z_1), \mathcal{I}(\alpha; z_2)) = \frac{\Gamma(1 + 2\alpha)(\sigma_1^2 - \sigma_2^2 + 2i\rho)}{(z_1 + z_2)^{1+2\alpha}}, \quad z_1, z_2 \in H_0$$

and

$$\mathbb{E}(\mathcal{I}(\alpha; z_1)\overline{\mathcal{I}(\alpha; z_2)}) = \frac{\Gamma(1 + 2\alpha)(\sigma_1^2 + \sigma_2^2)}{(z_1 + z_2)^{1+2\alpha}}, \quad z_1, z_2 \in H_0,$$

where $\Gamma$ is the Euler gamma function and $\overline{x}$ denotes the complex conjugate of $x \in \mathbb{C}$.

A role of the real parameter $\alpha$ in the definitions of $D_\alpha$ and $\mathcal{I}_\alpha$ is revealed by the following observation. Let $\mathcal{D}_\alpha$ be a fractional derivative operator defined by

$$(\mathcal{D}_\alpha(f))(z) = (-1)^m \left( \frac{d}{dz} \right)^m (I_m^{-\alpha}(f))(z), \quad m := \lfloor \alpha \rfloor + 1,$$

where

$$(I_\gamma^\nu f)(z) = \frac{1}{\Gamma(\gamma)} \int_0^\infty f(z + u)u^{\gamma-1}du, \quad \gamma \in (0, 1],$$

see (22.18) and (22.21) in [18]. Then

$$D(\alpha; \cdot) = \mathcal{D}_\alpha(D(0; \cdot)), \quad \mathcal{I}(\alpha; \cdot) = \mathcal{D}_\alpha(\mathcal{I}(0; \cdot)).$$

Thus, for instance, passing from $\alpha$ to $\alpha + 1$ amounts to taking the usual derivative. Equations (2.5) also highlight the special role of the value $\alpha = 0$ both for the Dirichlet series $D_\alpha$ and for the process $\mathcal{I}_\alpha$. It turns out that for the two particular choices of the matrix $\mathcal{C}$, the limit process $\mathcal{I}_\alpha$ and its various time-changed versions pop up frequently in modern probability, with the case $\alpha = 0$ being of special importance.

The first of the aforementioned choices is $\mathcal{C} = I$, where $I$ is the identity matrix. Then

$$\mathcal{I}(\alpha; z) = \int_{[0, \infty)} y^\alpha e^{-yz}dB_C(y), \quad z \in H_0,$$

where $B_C$ is a centered Gaussian analytic function.
where $B_{\mathbb{C}}$ is the standard complex Brownian motion. An exponential change of time $z \mapsto e^{2z}$ which maps the union of parallel horizontal strips

$$\mathcal{S}_0 := \bigcup_{k \in \mathbb{Z}} \{ z \in \mathbb{C} : \text{Im}(z) \in (-\pi/4 + \pi k, \pi/4 + \pi k) \}$$

onto $H_0$ leads to a Gaussian process

$$S_\alpha(z) := 2^\alpha (\Gamma(1+2\alpha))^{-1/2} e^{(1+2\alpha)z} \mathcal{I}(\alpha; e^{2z}), \quad z \in \mathcal{S}_0,$$

with the covariance structure

$$\mathbb{E}(S_\alpha(z_1)S_\alpha(z_2)) = 0 \quad \text{and} \quad \mathbb{E}(S_\alpha(z_1)\overline{S_\alpha(z_2)}) = \frac{1}{(\cosh(z_1 - \overline{z_2}))^{1+2\alpha}}.$$

In particular, this means that the process $(S_\alpha(t))_{t \in \mathbb{R}}$ is a complex-valued stationary Gaussian process on $\mathbb{R}$. Setting $\alpha = 0$, replacing $\mathcal{I}(0; e^{2z})$ with $\mathcal{I}_1(0; e^{2z})$ in the definition of $S_\alpha$ and only considering $z \in \mathbb{R}$ we obtain a centered real-valued stationary Gaussian process $S_0$, which was recently investigated in [12]. Another important time-change is constructed as follows. Let $\mathbb{D} := \{ z \in \mathbb{C} : |z| < 1 \}$ be the open unit disk in $\mathbb{C}$. The linear fractional transformation

$$\varphi(z) = \frac{1+z}{1-z}, \quad z \in \mathbb{D} \quad (2.7)$$

maps $\mathbb{D}$ conformally to $H_0$. A time-changed process defined by the transformation

$$f_{\alpha,C}(z) := \frac{2^\alpha (\Gamma(1+2\alpha))^{-1/2} \mathcal{I}(\alpha; \varphi(z))}{(1-z)^{1+2\alpha}} = \frac{2^\alpha (\Gamma(1+2\alpha))^{-1/2} \mathcal{I} \left( \alpha; \frac{1+z}{1-z} \right)}{(1-z)^{1+2\alpha}}, \quad z \in \mathbb{D} \quad (2.8)$$

is a Gaussian process with the covariance structure

$$\mathbb{E}(f_{\alpha,C}(z_1)f_{\alpha,C}(z_2)) = 0 \quad \text{and} \quad \mathbb{E}(f_{\alpha,C}(z_1)\overline{f_{\alpha,C}(z_2)}) = \frac{1}{(1-z_1\overline{z_2})^{1+2\alpha}}, \quad z_1, z_2 \in \mathbb{D}.$$

The latter formula implies that $f_{\alpha,C}$ has the same distribution as a random Gaussian power series

$$\sum_{n=0}^{\infty} \mathcal{N}_n^{\mathbb{C}} \sqrt{1+2\alpha}(2+2\alpha)\cdots(n+2\alpha)z^n, \quad z \in \mathbb{D}, \quad (2.9)$$

where $(\mathcal{N}_n^{\mathbb{C}})_{n \geq 0}$ is a sequence of independent standard complex Gaussian variables. Random series (2.9) is known in the literature as hyperbolic Gaussian analytic function and its properties have been much studied, with many basic aspects already covered in Chapter 13 of [15]. An important feature of $f_{\alpha,C}$ is that the point process of its complex zeros is determinantal if, and only if, $\alpha = 0$, see [17] and Chapter 5 in [10].

The second important choice of the matrix $C$ corresponds to the real case, when $\mathbb{P}\{ \theta = 0 \} = 1$ and $\alpha = 0$. Then $C$ has a unique non-zero entry $\sigma_1^2$ and

$$\mathcal{I}(0;z) = \int_{[0,\infty)} e^{-y} dB_1(y), \quad z \in H_0.$$
We assume, without loss of generality, that \( \sigma_1^2 = 1 \). A time-changed process

\[
f_{\mathbb{R}}(z) := \frac{1}{1-z} \mathcal{F} \left( 0; \frac{1+z}{1-z} \right), \quad z \in \mathbb{D}
\]

has the same distribution as a random power series

\[
\sum_{n=0}^{\infty} \mathcal{M}_n^R z^n, \quad z \in \mathbb{D},
\]

where \( (\mathcal{M}_n^R)_{n \geq 0} \) is a sequence of independent standard real Gaussian variables. The process \( f_{\mathbb{R}} \) has also been much studied. In particular, the point processes of both real and complex zeros of \( f_{\mathbb{R}} \) are known to be Pfaffian, see [16].

2.2. Distributional limit theorems. Let \( \mathcal{A}(H_0) \) be the space of analytic functions on \( H_0 \), endowed with the topology of uniform convergence on compact subsets of \( H_0 \). Our first result is a functional limit theorem in the space \( \mathcal{A}(H_0) \) for the scaled processes \( (D(\alpha; 1/2 + sz))_{z \in H_0}, \) when a real parameter \( s \) tends to 0+.

**Theorem 2.2.** Assume [1,2] and let \( \alpha > -1/2 \). Then the following weak convergence holds in the space of probability measures on \( \mathcal{A}(H_0) \):

\[
\left( s^{1/2 + \alpha} D(\alpha; 1/2 + sz) \right)_{z \in H_0} \Rightarrow (\mathcal{F}(\alpha; z))_{z \in H_0}, \quad s \to 0+.
\]

Note that if \( (f(z))_{z \in H_0} \in \mathcal{A}(H_0) \), then \( (f(x))_{x > 0} \in C((0, \infty), \mathbb{C}) \), where \( C((0, \infty), \mathbb{C}) \) is the space of \( \mathbb{C} \)-valued continuous functions defined on \( (0, \infty) \) and endowed with the topology of locally uniform convergence. Theorem 2.2 immediately implies the following statement.

**Corollary 2.3.** Assume [1,2] and let \( \alpha > -1/2 \). Then the following weak convergence holds in the space of probability measures on \( C((0, \infty), \mathbb{C}) \):

\[
\left( s^{1/2 + \alpha} D(\alpha; 1/2 + sx) \right)_{x > 0} \Rightarrow (\mathcal{F}(\alpha; x))_{x > 0}, \quad s \to 0+.
\]

In the real case when \( \mathbb{P}\{\theta = 0\} = 1 \), Corollary 2.3 amounts to weak convergence of probability measures on \( C((0, \infty), \mathbb{R}) \) the space of real-valued continuous functions defined on \( (0, \infty) \) endowed with the topology of locally uniform convergence. With a view towards a law of the iterated logarithm (Theorem 3.1) we only formulate a one-dimensional central limit theorem in this setting. As a preparation, using (2.2) with \( z_1 = z_2 = 1 \) we conclude that \( \mathcal{F}(\alpha; 1) = \sigma_1 \mathcal{F}_1(\alpha; 1) \) has the same distribution as \( (2^{-1/2} \Gamma(1 + 2\alpha) \sigma_1^2)^{1/2} \cdot \text{Normal}(0,1) \), where Normal\((0,1)\) denotes a random variable with the standard normal distribution. With this at hand, putting in Corollary 2.3 \( x = 1 \) we arrive at the following result.

**Corollary 2.4.** Assume that \( \mathbb{E}\eta = 0, \sigma_1^2 = \mathbb{E}\eta^2 \in (0, \infty) \) and let \( \alpha > -1/2 \). Then

\[
\frac{(2s)^{1+2\alpha}}{\Gamma(1 + 2\alpha) \sigma_1^2} \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1/2+s}} \eta_k \Rightarrow \text{Normal}(0,1), \quad s \to 0+.
\]
2.3. **Convergence of zeros.** Given a locally compact metric space \( \mathbb{X} \), denote by \( M_p(\mathbb{X}) \) the space of locally finite point measures on \( \mathbb{X} \) endowed with the vague topology. A random element with values in \( M_p(\mathbb{X}) \) is called a *random point measure* on \( \mathbb{X} \). For a function \( f: \mathbb{C} \to \mathbb{C} \), which is analytic in a domain \( \Lambda \subset \mathbb{C} \) and does not vanish identically, denote by \( \text{Zeros}_\Lambda(f) \) the locally finite point measure on \( \Lambda \) counting the zeros of \( f \) in \( \Lambda \) with multiplicities.

A direct consequence of Theorem 2.2 is the following limit theorem for the point process of zeros of \( (D(\alpha; 1/2 + z))_{z \in \mathbb{H}_0} \), see Lemma 4.3 and Remark 4.4 in [13].

**Proposition 2.5.** Under the assumptions of Theorem 2.2 the following weak convergence holds in the space of probability measures on \( M_p(\mathbb{H}_0) \):

\[
\text{Zeros}_{\mathbb{H}_0}(D(\alpha; 1/2 + s(\cdot))) \Rightarrow \text{Zeros}_{\mathbb{H}_0}(\mathcal{F}(\alpha; \cdot)), \quad s \to 0+.
\]

Recall that \( \varphi \) denotes the linear fractional transformation (see (2.7)), which maps the open unit disk \( \mathbb{D} \) onto \( \mathbb{H}_0 \). Proposition 2.5 in combination with representation (2.8) entails the following result.

**Corollary 2.6.** Assume that \( \mathbb{E}\eta^2 = \mathbb{E}\theta^2, \rho = 0 \) and let \( \alpha > -1/2 \). Then

\[
\text{Zeros}_{\mathbb{H}_0}(D(\alpha; 1/2 + s(\cdot))) \Rightarrow \varphi(\text{Zeros}_{\mathbb{D}}(f_{\alpha,C}(\cdot))), \quad s \to 0+,
\]

where \( f_{\alpha,C} \) is the hyperbolic Gaussian analytic function defined by (2.9). If \( \alpha = 0 \), then the point process \( \text{Zeros}_{\mathbb{D}}(f_{0,C}(\cdot)) \) is a determinantal point process with the joint intensity as given in Theorem 1 of [17].

Using the fact that, in the special case \( \alpha = 0 \), the point process \( \text{Zeros}_{\mathbb{D}}(f_{0,C}(\cdot)) \) is determinantal, one can deduce further information on the number of zeros in special disks. Fix \( r \in (0,1) \) and note that the linear fractional transformation \( \varphi \) maps the open disk \( \mathbb{D}(r) := \{ z : |z| < r \} \) bijectively to the open disk

\[
\tilde{\mathbb{D}}(r) := \left\{ z \in \mathbb{C} : \frac{z - r}{1 - r^2} < \frac{2r}{1 - r^2} \right\} \subset \mathbb{H}_0.
\]  

(2.12)

This can be proved by checking that \( |\varphi^{-1}(z)| < r \) if, and only if, \( z \in \tilde{\mathbb{D}}(r) \). Furthermore, if \( 0 < r_1 < r_2 < 1 \), then \( \tilde{\mathbb{D}}(r_1) \subset \tilde{\mathbb{D}}(r_2) \) and \( \tilde{\mathbb{D}}(r) \uparrow \mathbb{H}_0 \), as \( r \uparrow 1 \). Also, for every \( r \in (0,1) \),

\[
\varphi(\text{Zeros}_{\mathbb{D}}(f_{0,C}(\cdot))) (\tilde{\mathbb{D}}(r)) = \text{Zeros}_{\mathbb{D}}(f_{0,C}(\cdot)) (\varphi^{-1}(\tilde{\mathbb{D}}(r))) = \text{Zeros}_{\mathbb{D}}(f_{0,C}(\cdot))(\mathbb{D}(r)) =: N_r,
\]

that is, \( N_r \) is the number of zeros of \( f_{0,C} \) lying inside \( \mathbb{D}(r) \). According to Corollary 5.1.7 in [10],

\[
\mathbb{E}(1 + t)^{N_r} = \prod_{k \geq 1}(1 + r^{2k}t), \quad t \in \mathbb{R}.
\]

(2.13)

Further properties of the random variable \( N_r \) can be found in Corollary 5.1.8 in [10].

Putting things together we obtain
Corollary 2.7. Assume that $\mathbb{E} \eta^2 = \mathbb{E} \theta^2$ and $\rho = 0$. Let $r \in (0, 1)$ be fixed and denote by $N_r(s)$ the number of zeros of $z \mapsto D(0; 1/2 + sz)$ in the disk $\hat{D}(r)$ defined by (2.12). Then
\[
N_r(s) \overset{d}{\rightarrow} N_r, \quad s \rightarrow 0+,
\]
where $N_r$ is a random variable with the generating function given by (2.13).

In the real case when $\mathbb{P}\{\theta = 0\} = 1$ it is more natural to consider the point process of real zeros. A counterpart of Proposition 2.5 for the real zeros is given below. For $a, b \in \mathbb{R} \cup \{\pm \infty\}$, $a < b$, let $\text{Zeros}_{(a,b)}(f)$ denote the locally finite point measure on $(a, b)$ counting the real zeros (with multiplicities) of a function $f$ analytic in some domain of $\mathbb{C}$ containing $(a, b)$.

**Proposition 2.8.** Assume that $\mathbb{P}\{\theta = 0\} = 1$, $\mathbb{E} \eta = 0$, $\sigma_1^2 = \mathbb{E} \eta^2 \in (0, \infty)$ and let $\alpha > -1/2$. Then the following weak convergence holds in the space of probability measures on $M_\rho((0, \infty))$:
\[
\text{Zeros}_{(0,\infty)}(D(\alpha; 1/2 + s(\cdot))) \Rightarrow \text{Zeros}_{(0,\infty)}(\mathcal{F}(\alpha; \cdot)), \quad s \rightarrow 0+.
\]
(2.14)

Note that the function $\varphi$ maps bijectively the open interval $(-1, 1)$ to the positive half-line $(0, \infty)$. In the case $\alpha = 0$ the following holds true in view of (2.10).

**Corollary 2.9.** In the setting of Proposition 2.3
\[
\text{Zeros}_{(0,\infty)}(D(0; 1/2 + s(\cdot))) \Rightarrow \varphi(\text{Zeros}_{(-1,1)}(f_\mathbb{R}(\cdot))), \quad s \rightarrow 0+,
\]
where $f_\mathbb{R}$ is the random power series defined by (2.11). The point process $\text{Zeros}_{(-1,1)}(f_\mathbb{R}(\cdot))$ is a Pfaffian point process with the joint intensity described by Theorem 2.1 in [16].

An important feature of random Dirichlet series $D(\alpha; \cdot)$ revealed by Propositions 2.5 and 2.8 is that the distributions of the limit point processes of zeros only depend on the covariance structure of $(\eta, \theta)$ and do not depend on the distribution of $(\eta, \theta)$. Such a phenomenon is usually referred to as *local universality* and has already been observed for many models, see, for instance, [1, 2, 11, 14, 20].

### 3. A LAW OF THE ITERATED LOGARITHM

Our second main result given in Theorem 3.1 is a law of the iterated logarithm. As usual, a hint concerning the form of this law is given by the central limit theorem, Corollary 2.4.

For a family $(x_t)$ we denote by $C((x_t))$ the set of its limit points.

**Theorem 3.1.** Assume that $\mathbb{P}\{\theta = 0\} = 1$, $\mathbb{E} \eta = 0$, $\sigma_1^2 := \mathbb{E} \eta^2 \in (0, \infty)$ and let $\alpha > -1/2$. Then
\[
\limsup_{s \rightarrow 0+} \left( \frac{s^{1+2\alpha}}{\log \log 1/s} \right)^{1/2} \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1/2+s}} \eta_k = \left( \frac{\sigma_1^2 \Gamma(1+2\alpha)}{2^{2\alpha}} \right)^{1/2} \text{ a.s.}
\]
(3.1)

and
\[
\liminf_{s \rightarrow 0+} \left( \frac{s^{1+2\alpha}}{\log \log 1/s} \right)^{1/2} \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1/2+s}} \eta_k = -\left( \frac{\sigma_1^2 \Gamma(1+2\alpha)}{2^{2\alpha}} \right)^{1/2} \text{ a.s.}
\]
(3.2)
In particular,
\[
C\left(\left\langle \frac{2^{2\alpha} s^{1+2\alpha}}{\sigma_\alpha^2 \Gamma(1+2\alpha) \log \log 1/s} \right\rangle^{1/2} \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1/2+s}} \eta_k : s \in (0,1/e) \right) = [-1,1] \text{ a.s.} \quad (3.3)
\]

**Remark 3.2.** In Theorem 1.1 of \[5\] the following law of the iterated logarithm was proved under (1.4):
\[
\limsup_{s \to 0^+} \left( \frac{s}{\log \log 1/s} \right)^{1/2} \sum_{k \geq 2} \frac{1}{k^{1/2+s}} \eta_k = 1. \quad (3.4)
\]

The present article has partly been motivated by our desire to extend (3.4) to centered i.i.d. random variables with finite second moment and more general weights. In particular, here, finiteness of the exponential moments of \( \eta \) is not assumed which leads to additional technical complications.

4. PROOF OF THEOREM 2.2 AND PROPOSITION 2.8

4.1. **Proof of Theorem 2.2.** We first prove weak convergence of the finite-dimensional distributions and then check tightness in the space \( \mathcal{A}(H_0) \).

For every fixed \( z \in H_0 \) and \( s > 0 \), the variable
\[
s^{1/2+\alpha} D(\alpha; 1/2 + sz) = s^{1/2+\alpha} \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1/2+sz}} (\eta_k + i\theta_k)
\]
is an (infinite) sum of centered independent random variables with finite second moments. Thus, to check weak convergence of the finite-dimensional distributions it is enough to check convergence of covariances and then the Lindeberg-Feller condition.

**Convergence of Covariances.** For fixed \( z_1, z_2 \in H_0 \),
\[
s^{1+2\alpha} \mathbb{E} \left( D(\alpha; 1/2 + sz_1) D(\alpha; 1/2 + sz_2) \right)
\]
\[
= s^{1+2\alpha} \mathbb{E} \left( \sum_{\ell \geq 2} \frac{(\log \ell)^\alpha}{\ell^{1/2+sz_1}} (\eta_\ell + i\theta_\ell) \right) \left( \sum_{j \geq 2} \frac{(\log j)^\alpha}{j^{1/2+sz_2}} (\eta_j + i\theta_j) \right)
\]
\[
= s^{1+2\alpha} \sum_{k \geq 2} \frac{(\log k)^{2\alpha}}{k^{1+s(z_1+z_2)}} \mathbb{E}(\eta_k + i\theta_k)^2
\]
\[
= (\sigma_1^2 - \sigma_2^2 + 2i\rho)s^{1+2\alpha} \sum_{k \geq 2} \frac{(\log k)^{2\alpha}}{k^{1+s(z_1+z_2)}}
\]
\[
\rightarrow \frac{\Gamma(1+2\alpha)(\sigma_1^2 - \sigma_2^2 + 2i\rho)}{(z_1+z_2)^{1+2\alpha}}, \quad s \to 0^+,
\]
where the convergence is secured by Lemma 6.1 in the Appendix. The right-hand side is equal to \( \mathbb{E} (\mathcal{J}(\alpha; z_1) \mathcal{J}(\alpha; z_2)) \) according to (2.2). The convergence
\[
s^{1+2\alpha} \mathbb{E} \left( D(\alpha; 1/2 + sz_1) D(\alpha; 1/2 + sz_2) \right) \to \mathbb{E} \left( \mathcal{J}(\alpha; z_1) \mathcal{J}(\alpha; z_2) \right), \quad s \to 0^+
\]
follows analogously, by another application of Lemma 6.1.
THE LINDEBERG-FELLER SUFFICIENT CONDITION. It suffices to show that, for every fixed 
\( z \in H_0 \) and all \( \varepsilon > 0 \),
\[
\lim_{s \to 0+} s^{1+2\alpha} \sum_{k \geq 2} \mathbb{E} \left( \left( \frac{\log k}{k^{1/2+sz}} \right)^{2\alpha} \right) \left( \eta_k + i\theta_k \right) \left( \frac{1}{s^{1+2\alpha}} \right) \mathbb{1}_{\left\{ \frac{1}{s^{1+2\alpha}} \right\}} > \varepsilon \right) = 0. \tag{4.1}
\]
Since \( (\log x)^{\alpha} x^{-1/2} \leq A_\alpha \) for some \( A_\alpha > 0 \) and all \( x \geq 2 \), we conclude that, for integer \( k \geq 2 \), \( s > 0 \) and \( z \in H_0 \),
\[
|(\log k)^{\alpha} k^{-1/2-sz}| = (\log k)^{\alpha} k^{-1/2-sRe(z)} \leq A_\alpha.
\]
Hence, the expression under the limit in (4.1) is upper bounded by
\[
\left( s^{1+2\alpha} \sum_{k \geq 2} \frac{(\log k)^{2\alpha}}{k^{1+2sRe(z)}} \right) \mathbb{E}\left( \eta^2 + \theta^2 \right) \mathbb{1}_{\left\{ \sqrt{\eta^2 + \theta^2} > eA_\alpha^{-1}s^{-1-2\alpha} \right\}}.
\]
As a consequence of \( \mathbb{E}(\eta^2 + \theta^2) < \infty \), the expectation converges to 0, as \( s \to 0+ \). According to Lemma 6.1, the first factor converges to \( \Gamma(1+2\alpha)/(2Re(z))^{1+2\alpha} \). This completes the proof of (4.1).

TIGHTNESS. Let \( K \) be an arbitrary compact subset of \( H_0 \) and \( T > 0 \). In order to prove that the family of distributions of the processes \( (s^{1/2+\alpha} D(\alpha; 1/2 + s(\cdot)))_{s \in (0, T]} \) is tight on \( \mathcal{D}(H_0) \), it suffices to show that
\[
\sup_{s \in (0, T]} \sup_{z \in K} \mathbb{E}|s^{1+2\alpha} D(\alpha; 1/2 + sz)|^2 < \infty, \tag{4.2}
\]
see the remark after Lemma 2.6 in [19]. Note that
\[
\mathbb{E}|D(\alpha; 1/2 + sz)|^2 = \mathbb{E} \left( D(\alpha; 1/2 + sz)D(\alpha; 1/2 + sz) \right) \leq \mathbb{E} \left( \sum_{\ell \geq 2} (\log \ell)^{\alpha} (\eta_\ell + i\theta_\ell) \right) \left( \sum_{j \geq 2} \frac{(\log j)^{\alpha}}{j^{1/2+sz}} (\eta_j - i\theta_j) \right)
\leq \mathbb{E}(\eta^2 + \theta^2) \sum_{k \geq 2} \frac{(\log k)^{2\alpha}}{k^{1+2sRe(z)}}
\]
and that
\[
\sup_{z \in K} \mathbb{E}|s^{1/2+\alpha} D(\alpha; 1/2 + sz)|^2 \leq \mathbb{E}(\eta^2 + \theta^2) s^{1+2\alpha} \sum_{k \geq 2} \frac{(\log k)^{2\alpha}}{k^{1+2sx_0}},
\]
where \( x_0 := \inf_{z \in K} Re(z) > 0 \). Since the right-hand side is bounded in \( s \in (0, T] \) by Lemma 6.1, inequality (4.2) follows. The proof of Theorem 2.2 is complete.

Remark 4.1. Recall that \( \mathcal{D}_\alpha \) denotes the fractional derivative operator defined by (2.4). In view of (2.5)
\[
s^{1/2+\alpha} D(\alpha; 1/2 + s(\cdot)) = D_\alpha \left( s^{1/2} D(0; 1/2 + s(\cdot)) \right), \quad s > 0.
\]
Thus, one possible way to deduce Theorem 2.2 could have been to prove it in a simpler situation \( \alpha = 0 \), and then check that \( D_\alpha \) is a.s. continuous at \( \mathcal{S}_0 \). However, we have not been able to obtain
appropriate continuity results for $D_{\alpha}$, nor locate them in the literature. In view of this we proved Theorem 2.2 directly.

4.2. **Proof of Proposition 2.8.** Let $\mathcal{A}_{(0,\infty)}(H_0)$ be a subspace of $\mathcal{A}(H_0)$ consisting of all functions $f \in \mathcal{A}(H_0)$ which take real values on $(0, \infty)$. The space $\mathcal{A}_{(0,\infty)}(H_0)$ is endowed with the induced topology. Note that, under the assumptions of Proposition 2.8, the weak convergence

\[
(s^{1/2+\alpha}D_{\alpha}; 1/2 + sz) \rightarrow (\mathcal{A}(\alpha)z)_{z \in H_0}, \quad s \to 0^+ .
\]

(4.3)

holds on the space of probability measure on $\mathcal{A}_{(0,\infty)}(H_0)$, since $\mathcal{A}_{(0,\infty)}(H_0)$ is closed in $\mathcal{A}(H_0)$.

Let $\mathcal{A}_{(0,\infty)}$ be the set of all $f \in \mathcal{A}_{(0,\infty)}(H_0)$ which do not have multiple real zeros. According to Lemma 4.2 in [11], the mapping $\mathcal{A}_{(0,\infty)}(H_0) \ni f \mapsto \text{Zeros}_{(0,\infty)}(f)$ is continuous on $\mathcal{A}_{(0,\infty)}$. Thus, (2.14) follows from (4.3) provided that

\[
P\{\mathcal{A}_\alpha \in \mathcal{A}(0, \infty)\} = 1.
\]

(4.4)

Recall that $\mathcal{A}_\alpha$ is a centered Gaussian process. Thus, in order to prove (4.4) it suffices to check that

\[
\text{Var}(\mathcal{A}(\alpha; s)) > 0, \quad s > 0,
\]

(4.5)

see Theorem in [24] or Lemma 4.3 in [11]. But (4.5) is trivial, since

\[
\text{Var}(\mathcal{A}(\alpha; s)) = \frac{\Gamma(1 + 2\alpha)\sigma_1^2}{(2s)^{1+2\alpha}} > 0, \quad s > 0
\]

by (2.2). The proof of Proposition 2.8 is complete.

5. **Proof of Theorem 3.1**

We start by proving an intermediate result.

**Proposition 5.1.** Under the assumptions of Theorem 3.1

\[
\limsup_{s \to 0^+} \left( \frac{s^{1+2\alpha}}{\log \log 1/s} \right)^{1/2} \sum_{k \geq 2} \frac{\log k)^\alpha}{k^{1/2+\alpha}} \eta_k \leq \left( \frac{\sigma_1^2 \Gamma(1 + 2\alpha)}{2^{2\alpha}} \right)^{1/2} \text{ a.s. (5.1)}
\]

and

\[
\liminf_{s \to 0^+} \left( \frac{s^{1+2\alpha}}{\log \log 1/s} \right)^{1/2} \sum_{k \geq 2} \frac{\log k)^\alpha}{k^{1/2+\alpha}} \eta_k \geq -\left( \frac{\sigma_1^2 \Gamma(1 + 2\alpha)}{2^{2\alpha}} \right)^{1/2} \text{ a.s. (5.2)}
\]

Replacing $\eta_k$ with $\eta_k/\sigma_1$ we can and do assume that $\sigma_1^2 = 1$. For $s > 0$, put $M(s) := \lfloor 1/s \rfloor$ and, for $s \in (0, 1/e)$, put

\[
f_\alpha(s) := \left( \frac{s^{1+2\alpha}}{c_\alpha \log \log 1/s} \right)^{1/2},
\]

where

\[
c_\alpha := \frac{\Gamma(1 + 2\alpha)}{2^{2\alpha}}.
\]

We prove Proposition 5.1 via a sequence of lemmas.
Lemma 5.2. \( \lim_{s \to 0^+} f_\alpha(s) \sum_{k=2}^{M(s)} \frac{(\log k)^\alpha}{k^{1/2+s}} \eta_k = 0 \) a.s.

Proof. Put \( T_0 := 0, \ T_n := \eta_1 + \ldots + \eta_n \) for \( n \in \mathbb{N} \). By the law of the iterated logarithm for standard random walks,

\[
|T_n| \leq \sup_{k \leq n} |T_k| = O((n \log \log n)^{1/2}), \quad n \to \infty \quad \text{a.s.} \quad (5.3)
\]

Hence, there exist \( C > 0 \) and a.s. finite \( K \geq 3 \) such that \( |T_n| \leq C(n \log \log n)^{1/2} \) whenever \( n \geq K \). Integration by parts yields, for small \( s > 0 \),

\[
\sum_{k=2}^{M(s)} \frac{(\log k)^\alpha}{k^{1/2+s}} \eta_k = \int_{(3/2, M(s)]} (\log x)^\alpha \frac{dT}{x^{1/2+s}} = \frac{(\log M(x))^\alpha T_{M(s)}}{(M(s))^{1/2+s}} - \frac{(\log 3/2)^\alpha \eta_1}{(3/2)^{1/2+s}} \\
- \int_{3/2}^{K} \frac{(\alpha (\log x)^{\alpha-1} - (1/2 + s)(\log x)^\alpha) T_{[x]} dx}{x^{3/2+s}} \\
- \int_{K}^{M(s)} \frac{(\alpha (\log x)^{\alpha-1} - (1/2 + s)(\log x)^\alpha) T_{[x]} dx}{x^{3/2+s}}.
\]

Since \( \lim_{s \to 0^+} (M(s))^s = 1 \), we infer, as \( s \to 0^+ \),

\[
\frac{(\log M(s))^\alpha |T_{M(s)}|}{(M(s))^{1/2+s}} \sim \frac{(\log M(s))^\alpha |T_{M(s)}|}{(M(s))^{1/2}} = O((\log M(s))^\alpha (\log \log M(s))^{1/2}) \\
= O((\log 1/s)^\alpha (\log \log 1/s)^{1/2}) \quad \text{a.s.}
\]

Hence, as \( s \to 0^+ \), \( f_\alpha(s) \frac{(\log M(s))^\alpha |T_{M(s)}|}{(M(s))^{1/2+s}} = O(s^{1/2+\alpha}(\log 1/s)^\alpha) \to 0 \) a.s. Further,

\[
\lim_{s \to 0^+} \int_{3/2}^{K} \frac{\alpha (\log x)^{\alpha-1} - (1/2 + s)(\log x)^\alpha) T_{[x]} dx}{x^{3/2+s}} = \int_{3/2}^{K} \frac{\alpha (\log x)^{\alpha-1} - (1/2 + s)(\log x)^\alpha) T_{[x]} dx}{x^{3/2}} \quad \text{a.s.}
\]

and the limit random variable is a.s. finite. Finally, by the change of variable \( y = s \log x \),

\[
\int_{K}^{M(s)} \frac{T_{[x]} dx}{x^{3/2+s}} \leq C \int_{K}^{M(s)} \frac{\log \log x)^{1/2}}{x^{1+s}} dx = \frac{C}{s} \int_{s \log K}^{s \log M(s)} e^{-y(\log 1/s - \log 1/y)^{1/2}} dy \\
\leq \frac{C(\log 1/s)^{1/2}}{s} \int_{0}^{s \log M(s)} e^{-y} dy \sim C(\log 1/s)^{1/2} \log M(s) \sim C(\log 1/s)^{3/2}, \quad s \to 0^+ \quad \text{a.s.}
\]

whence, by monotonicity of \( x \mapsto (\log x)^\alpha \),

\[
\int_{K}^{M(s)} \frac{(\alpha (\log x)^{\alpha-1} + (1/2 + s)(\log x)^\alpha) |T_{[x]}| dx}{x^{3/2+s}} = O((\log 1/s)^{\alpha+0+3/2}), \quad s \to 0^+ \quad \text{a.s.}
\]

Thus, by the triangle inequality,

\[
\lim_{s \to 0^+} f_\alpha(s) \left| \int_{K}^{M(s)} \frac{(\alpha (\log x)^{\alpha-1} - (1/2 + s)(\log x)^\alpha) T_{[x]} dx}{x^{3/2+s}} \right| = 0 \quad \text{a.s.}
\]
The proof of Lemma 5.2 is complete.

For \( k \in \mathbb{N}, \rho > 0 \) and \( s \in (0, 1/e) \), define the event

\[ \mathcal{A}_{k, \rho}(s) := \left\{ |\eta_k| > \frac{\rho}{(\log k)^{\alpha}(\log 1/s)} \left( \frac{k^{1+s}}{s^{1+2\alpha\log 1/s}} \right)^{1/2} \right\}. \]

**Lemma 5.3.** For all \( \rho > 0 \),

\[
\lim_{s \to 0^+} f_\alpha(s) \sum_{k \geq M(s) + 1} \frac{(\log k)^\alpha}{k^{1/2+s}} |\eta_k| 1_{\mathcal{A}_{k, \rho}(s)} = 0 \quad \text{a.s.} \tag{5.4}
\]

and

\[
\lim_{s \to 0^+} f_\alpha(s) \sum_{k \geq M(s) + 1} \frac{(\log k)^\alpha}{k^{1/2+s}} \mathbb{E}(|\eta_k| 1_{\mathcal{A}_{k, \rho}(s)}) = 0. \tag{5.5}
\]

**Proof.** For fixed \( \alpha \geq 0 \), the function \( x \mapsto x^{-s}(\log x)^\alpha \) attains its overall maximum on \([1, \infty)\) at \( e^{\alpha/s} \) and

\[
\frac{(\log x)^\alpha}{x^s} \leq \frac{\alpha^\alpha}{e^{\alpha/s}} =: \frac{\lambda_\alpha}{s^\alpha}, \quad x \geq 1. \tag{5.6}
\]

Here, \( 0^0 \) is interpreted as 1. For \( \alpha \in (-1/2, 0) \), we put \( \lambda_\alpha := 1 \) and note that

\[
\frac{(\log k)^\alpha}{k^s} \leq 1, \quad k \geq 3.
\]

Using this we obtain

\[
\sum_{k \geq M(s) + 1} \frac{(\log k)^\alpha}{k^{1/2+s}} |\eta_k| 1_{\mathcal{A}_{k, \rho}(s)} \\
\leq \lambda_\alpha s^{-\alpha/0} \sum_{k \geq M(s) + 1} \frac{|\eta_k|}{k^{1/2}} 1_{\{k^{-1/2} > \rho \kappa_\alpha^{-1}(s \log 1/s)^{-1/2}(\log 1/s)^{-1}\}} = 0 \quad \text{a.s.}
\]

for small enough positive \( s \), where \( \kappa_\alpha := 2^{\alpha/0} \lambda_\alpha \). The right-hand side vanishes because

\[
\lim_{k \to \infty} k^{-1/2} |\eta_k| = 0 \quad \text{a.s.}
\]

as a consequence of \( \mathbb{E}\eta^2 < \infty \) and thereupon \( \sup_{k \geq 1} |\eta_k| k^{-1/2} < \infty \) a.s. Since the function \( s \mapsto (s \log 1/s)^{-1/2}(\log 1/s)^{-1} \) is monotone for small \( s \) and divergent as \( s \to 0^+ \), the claim is justified by

\[
1_{\{k^{-1/2} > \rho \kappa_\alpha^{-1}(s \log 1/s)^{-1/2}(\log 1/s)^{-1}\}} \leq 1_{\{\sup_{k \geq 1} |\eta_k| k^{-1/2} > \rho \kappa_\alpha^{-1}(s \log 1/s)^{-1/2}(\log 1/s)^{-1}\}} = 0 \quad \text{a.s.}
\]

for small \( s \). This completes the proof of (5.4).
Proof. We start by explaining that the stated choice of \( \tilde{\alpha} \) makes \( 2 \gamma \) sufficient close to 0, we can make \( 2 - \exp(4(1 + \gamma) \rho c_{\alpha}^{-1/2}) \) as close to 1 as we wish and particularly ensure that \( 2 - \exp(4(1 + \gamma) \rho c_{\alpha}^{-1/2}) > (1 - \gamma)^{-1}(1 + \gamma)^{-2} \).

Put \( X_\alpha(s) := f_\alpha(s) \sum_{k \geq M(s)+1} \frac{(\log k)\alpha \eta_k(s)}{k^{1/2+s}} \), \( s \in (0, 1/e) \).

Using \( e^x \leq 1 + x + (x^2/2)e^{|x|} \) for \( x \in \mathbb{R} \) and \( \mathbb{E}\tilde{\eta}_{k,\rho}(s) = 0 \) we infer, for \( u \in \mathbb{R} \),

\[
\mathbb{E}e^{uX_\alpha(s)} = \prod_{k \geq M(s)+1} \mathbb{E} \left( 1 + \frac{u^2(f_\alpha(s))^2 (\log k)^{2\alpha}}{2 k^{1+2s} \mathbb{E}(\tilde{\eta}_{k,\rho}(s))^2} \exp \left( \frac{u f_\alpha(s) (\log k)^{\alpha} |\tilde{\eta}_{k,\rho}(s)|}{k^{1/2+s}} \right) \right).
\]

Relation (5.5) follows from

\[
\sum_{k \geq M(s)+1} \frac{(\log k)^{\alpha}}{k^{1/2+s}} \mathbb{E}(|\eta_k| 1_{\mathcal{A}_{k,\rho}(s)}) \leq \lambda_\alpha s^{-\alpha \vee 0} \sum_{k \geq M(s)+1} k^{-1/2} \mathbb{E}(|\eta| 1_{\{\rho^{-1} \kappa_\alpha(s) \log \log 1/s (s \log 1/s)^{\alpha} \eta^2 \}}) \leq \lambda_\alpha s^{-\alpha \vee 0} \mathbb{E} \left( |\eta| \sum_{k=1}^{k^{1+s}} k^{-1/2} \right) \leq 2 \rho^{-1} \lambda_\alpha \kappa_\alpha \mathbb{E} \eta^{-\alpha \vee 0} (s \log 1/s)^{1/2} \log 1/s.
\]

The proof of Lemma 5.3 is complete. 

As usual, \( \mathcal{A}_{k,\rho}^c(s) \) will denote the complement of \( \mathcal{A}_{k,\rho}(s) \), that is, for \( k \in \mathbb{N}, \rho > 0 \) and \( s \in (0, 1/e) \),

\[
\mathcal{A}_{k,\rho}^c(s) = \{ |\eta_k| \leq \frac{\rho}{(\log k)^{\alpha} (\log 1/s)} \left( \frac{k^{1+s}}{s^{1+2\alpha} \log \log 1/s} \right)^{1/2} \}. \]

Lemma 5.4. Fix any \( \gamma \in (0, (\sqrt{5} - 1)/2) \), pick any \( \rho = \rho(\gamma) \) satisfying

\[
(1 - \gamma)(1 + \gamma)^2 (2 - \exp(4(1 + \gamma) \rho c_{\alpha}^{-1/2})) > 1 \tag{5.7}
\]

and put \( s_n := \exp(-n^{-1} - \gamma) \) for \( n \in \mathbb{N} \). Then

\[
\limsup_{n \to \infty} f_\alpha(s_n) \sum_{k \geq M(s_n)+1} \frac{(\log k)^{\alpha} \eta_k(s_n)}{k^{1/2+s_n}} \leq 1 + \gamma \quad \text{a.s.,}
\]

where \( \hat{\eta}_{k,\rho}(s) := \eta_k 1_{\mathcal{A}_{k,\rho}(s)} - \mathbb{E}(\eta_k 1_{\mathcal{A}_{k,\rho}^c(s)}) \) for \( k \in \mathbb{N} \) and \( s \in (0, 1/e) \).

Proof. We start by explaining that the stated choice of \( \rho \) is indeed possible. Observe that \((1 - \gamma)(1 + \gamma)^2 > 1\) whenever \( \gamma \in (0, (\sqrt{5} - 1)/2) \). Choosing positive \( \rho \) sufficiently close to 0, we can make \( 2 - \exp(4(1 + \gamma) \rho c_{\alpha}^{-1/2}) \) as close to 1 as we wish and particularly ensure that \( 2 - \exp(4(1 + \gamma) \rho c_{\alpha}^{-1/2}) > (1 - \gamma)^{-1}(1 + \gamma)^{-2} \).

Using \( e^x \leq 1 + x + (x^2/2)e^{|x|} \) for \( x \in \mathbb{R} \) and \( \mathbb{E}\tilde{\eta}_{k,\rho}(s) = 0 \) we infer, for \( u \in \mathbb{R} \),
Further, the inequality
\[ |\hat{\eta}_{k,\rho}(s)| \leq |\eta_k| \mathbb{1}_{\mathbb{R}_{\geq 0}}(s) + \mathbb{E}(|\eta_k| \mathbb{1}_{\mathbb{R}_{\geq 0}}(s)) \leq \frac{2\rho k^{1+s/2}}{(\log k)^{\alpha} (\log 1/s^2) (s^{1+2\alpha} \log \log 1/s)^{1/2}} \]
(5.8)
which holds true for integer \( k \geq 3 \) and \( s \in (0, 1/e) \), entails
\[ \exp \left( \left| u \right| f_\alpha(s) \frac{(\log k)^{\alpha} |\hat{\eta}_{k,\rho}(s)|}{k^{1/2+s}} \right) \leq \exp \left( \frac{2\rho c_\alpha^{-1/2} |u|}{\log \log 1/s} \right) \text{ a.s.} \]
This in combination with the inequalities \( \mathbb{E}(\hat{\eta}_{k,\rho}(s))^2 \leq 1 \) and \( 1 + x \leq e^x \) for \( x \in \mathbb{R} \) yields, for \( u \in \mathbb{R} \),
\[ \mathbb{E} e^{uX_\alpha(s)} \leq \prod_{k \geq M(s)+1} \exp \left( \frac{u^2 (f_\alpha(s))^2 (\log k)^{2\alpha}}{2 k^{1+2s}} \exp \left( \frac{2\rho c_\alpha^{-1/2} |u|}{\log \log 1/s} \right) \right) \]
(5.9)
Here, the last inequality is a consequence of
\[ \sum_{k \geq M(s)+1} \frac{(\log k)^{2\alpha}}{k^{1+2s}} \leq \int_1^\infty \frac{(\log x)^{2\alpha}}{x^{1+2s}} \, dx = \frac{\Gamma(1+2\alpha)}{(2s)^{1+2\alpha}} = \frac{c_\alpha}{2} \frac{1}{s^{1+2\alpha}}. \]
Here, we have used the fact that, for each fixed \( s > 0 \), the function \( x \mapsto (\log x)^{2\alpha} x^{-1-2s} \) is decreasing on \( (\max(e^{2\alpha}, 1), \infty) \). By the Markov inequality, for \( u \geq 0 \),
\[ \mathbb{P}\{X_\alpha(s_n) > 1 + \gamma\} \leq e^{-(1+\gamma)u} \mathbb{E} e^{uX_\alpha(s_n)} \leq \exp \left( -(1+\gamma)u + \frac{u^2}{4\log \log 1/s_n} \exp \left( \frac{2\rho c_\alpha^{-1/2} u}{\log \log 1/s_n} \right) \right) \]
Putting \( u = 2(1+\gamma) \log \log 1/s_n \) we obtain
\[ \mathbb{P}\{X_\alpha(s_n) > 1 + \gamma\} \leq \exp \left( - (1+\gamma)^2 (2 - \exp(4(1+\gamma)\rho c_\alpha^{-1/2})) \log \log 1/s_n \right) \]
\[ = \frac{1}{n^{(1-\gamma)(1+\gamma)^2 (2 - \exp(4(1+\gamma)\rho c_\alpha^{-1/2}))}}. \]
Hence, \( \sum_{n \geq 1} \mathbb{P}\{X_\alpha(s_n) > 1 + \gamma\} < \infty \), and an appeal to the Borel-Cantelli lemma completes the proof of Lemma 5.4. □

**Lemma 5.5.** Let \( \rho = \rho(\gamma) \) and \( (s_n)_{n \in \mathbb{N}} \) be as in Lemma 5.4 with the only difference that \( \gamma \in (0, 1/2) \). For \( s \in [s_{n+1}, s_n] \),
\[ \lim_{n \to \infty} f_\alpha(s) \left( \sum_{k \geq M(s)+1} \frac{(\log k)^{\alpha}}{k^{1/2+s}} \hat{\eta}_{k,\rho}(s) - \sum_{k \geq M(s_{n+1})+1} \frac{(\log k)^{\alpha}}{k^{1/2+s_{n+1}}} \hat{\eta}_{k,\rho}(s_{n+1}) \right) = 0 \text{ a.s.} \]
Proof. Let \( s \in [s_{n+1}, s_n] \). Using the fact that \( M \) is a nonincreasing function, we write

\[
\sum_{k \geq M(s) + 1} \frac{(\log k)^{\alpha} \hat{\eta}_{k, \rho}(s)}{k^{1/2+s}} - \sum_{k \geq M(s_{n+1}) + 1} \frac{(\log k)^{\alpha} \hat{\eta}_{k, \rho}(s_{n+1})}{k^{1/2+s_{n+1}}}
\]

\[
= \sum_{k = M(s) + 1}^{M(s_{n+1})} \frac{(\log k)^{\alpha} \hat{\eta}_{k, \rho}(s)}{k^{1/2+s}} + \sum_{k \geq M(s_{n+1}) + 1} \frac{(\log k)^{\alpha}(\hat{\eta}_{k, \rho}(s) - \hat{\eta}_{k, \rho}(s_{n+1}))}{k^{1/2+s}}
\]

\[
+ \sum_{k \geq M(s_{n+1}) + 1} (\log k)^{\alpha} \left( \frac{1}{k^{1/2+s}} - \frac{1}{k^{1/2+s_{n+1}}} \right) \hat{\eta}_{k, \rho}(s_{n+1}) =: I_{n,1}(s) + I_{n,2}(s) + I_{n,3}(s).
\]

**Analysis of** \( I_{n,1}(s) \). Recalling that \( \mathbb{E} \eta_k = 0 \), we further decompose \( I_{n,1} \) as follows:

\[
I_{n,1}(s) = \sum_{k = M(s) + 1}^{M(s_{n+1})} \frac{(\log k)^{\alpha} \eta_k}{k^{1/2+s}} + \sum_{k = M(s) + 1}^{M(s_{n+1})} \frac{(\log k)^{\alpha}(\eta_k \mathbb{1}_{\omega_k, \rho}(s) + \mathbb{E}(\eta_k \mathbb{1}_{\omega_k, \rho}(s)))}{k^{1/2+s}}
\]

\[
=: I_{n,11}(s) + I_{n,12}(s).
\]

We proceed by investigating the summands separately and start with \( I_{n,12}(s) \):

\[
f_\alpha(s) |I_{n,12}(s)| \leq f_\alpha(s) \sum_{k \geq M(s) + 1} \frac{(\log k)^{\alpha}(\eta_k \mathbb{1}_{\omega_k, \rho}(s) + \mathbb{E}(\eta_k \mathbb{1}_{\omega_k, \rho}(s)))}{k^{1/2+s}} \to 0, \quad n \to \infty \quad \text{a.s.,}
\]

where the limit relation is secured by Lemma \ref{lem:5.3}. Now we pass to \( I_{n,11}(s) \). Summation by parts yields

\[
I_{n,11}(s) = \frac{(\log M(s_{n+1}))^{\alpha} T_{M(s_{n+1})}}{(M(s_{n+1}))^{1/2+s}} - \frac{(\log (M(s) + 1))^{\alpha} T_{M(s)}}{(M(s) + 1)^{1/2+s}}
\]

\[
+ \sum_{k = M(s) + 1}^{M(s_{n+1}) - 1} \left( \frac{(\log k)^{\alpha}}{k^{1/2+s}} - \frac{(\log (k + 1))^{\alpha}}{(k + 1)^{1/2+s}} \right) T_k,
\]

where, as before, \( T_n = \eta_1 + \ldots + \eta_n \) for \( n \in \mathbb{N} \). Since \( \lim_{n \to \infty} (s_n/s_{n+1}) = 1 \) and the function \( f_\alpha \) is regularly varying at 0 (of index \( 1/2 + \alpha \)) we infer

\[
\lim_{n \to \infty} \frac{f_\alpha(s_n)}{f_\alpha(s_{n+1})} = 1.
\]

(5.10)

The function \( f_\alpha \) is increasing on \((0, 1/e)\). Using this in combination with \( \lim_{n \to \infty} (M(s_{n+1}))^{s_{n+1}} = 1 \), (5.3) and (5.10) we obtain

\[
f_\alpha(s) \frac{(\log M(s_{n+1}))^{\alpha} T_{M(s_{n+1})}}{(M(s_{n+1}))^{1/2+s}} \leq f_\alpha(s_n) \frac{(\log M(s_{n+1}))^{\alpha} T_{M(s_{n+1})}}{(M(s_{n+1}))^{1/2+s_{n+1}}}
\]

\[
\sim f_\alpha(s_{n+1}) \frac{(\log M(s_{n+1}))^{\alpha} T_{M(s_{n+1})}}{(M(s_{n+1}))^{1/2}}
\]

\[
= f_\alpha(s_{n+1}) O((\log M(s_{n+1}))^{\alpha}(\log \log M(s_{n+1}))^{1/2}) \to 0, \quad n \to \infty \quad \text{a.s.}
\]
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A similar but simpler argument enables us to conclude that

$$\lim_{n \to \infty} \sup_{s \in [s_n+1, s_n]} f_{\alpha}(s) \frac{(|\log(M(s)+1))^{\alpha} | T_M(s)|}{(M(s)+1)^{1/2+s}} = 0 \text{ a.s.}$$

Further, for small enough $s > 0$,

$$f_{\alpha}(s) \left| \sum_{k=M(s)+1}^{M(s_n+1)-1} \left( \frac{\log k}{k^{1/2+s}} - \frac{(\log k + 1)^{\alpha}}{(k + 1)^{1/2+s}} \right) T_k \right|$$

$$\leq f_{\alpha}(s) \left( \sum_{j \leq M(s_n+1)} | T_j | \right) \frac{M(s_n+1) - 1}{(M(s_n+1))^{1/2+s}} \left( \frac{\log M(s)}{M(s)} \right)^{\alpha} \left( \frac{\log M(s_n+1)}{M(s_n+1)} \right)^{\alpha}$$

$$\sim f_{\alpha}(s)O((\log M(s_n+1))^{\alpha} (\log M(s_n+1)))^{1/2} \to 0, \quad n \to \infty \text{ a.s.}$$

We have used (5.3) for the last inequality and (5.10), $\lim_{n \to \infty} (M(s_n+1)/M(s_n)) = 1$ and $\lim_{n \to \infty} (M(s_n))^{s_n+1} = 1$ for the asymptotic relation. Thus, we have proved that

$$\lim_{n \to \infty} \sup_{s \in [s_n+1, s_n]} f_{\alpha}(s) I_{n,1}(s) = 0 \text{ a.s.}$$

**ANALYSIS OF $I_{n,2}(s)$**. For $n \geq 2$,

$$f_{\alpha}(s) |I_{n,2}(s)|$$

$$= f_{\alpha}(s) \left| \sum_{k \geq M(s_n+1)+1} \frac{\log k}{k^{1/2+s}} \left( \eta_k \mathbb{1}_{\omega_k,p}(s) - \mathbb{E}(\eta_k \mathbb{1}_{\omega_k,p}(s)) - \eta_k \mathbb{1}_{\omega_k,p}(s_n+1) + \mathbb{E}(\eta_k \mathbb{1}_{\omega_k,p}(s_n+1)) \right) \right|$$

$$\leq f_{\alpha}(s) \sum_{k \geq M(s)+1} \frac{\log k}{k^{1/2+s}} (|\eta_k| \mathbb{1}_{\omega_k,p}(s) + \mathbb{E}(|\eta_k| \mathbb{1}_{\omega_k,p}(s)))$$

$$+ \frac{f_{\alpha}(s_n)}{f_{\alpha}(s_n+1)} f_{\alpha}(s_n+1) \sum_{k \geq M(s_n+1)+1} \frac{\log k}{k^{1/2+s}} (|\eta_k| \mathbb{1}_{\omega_k,p}(s_n+1) + \mathbb{E}(|\eta_k| \mathbb{1}_{\omega_k,p}(s_n+1))).$$

By Lemma 5.3 and (5.10), the right-hand side converges to 0 a.s. as $n \to \infty$.

**ANALYSIS OF $I_{n,3}(s)$**. For $n \in \mathbb{N}$ and $s \in (0, 1/e)$, put

$$Y_n(s) := \sum_{k \geq M(s_n+1)+1} \frac{\log k}{k^{1/2+s}} \tilde{\eta}_k, p(s_n+1).$$
We shall show that, for all \( u \in [s_{n+1}, s_n] \),
\[
\lim_{n \to \infty} f_\alpha(s_n)(Y_n(u) - Y_n(s_{n+1})) = 0 \quad \text{a.s.} \tag{5.11}
\]

We shall use the fact that \( Y_n \) is a.s. continuous and differentiable on \([s_{n+1}, s_n] \subseteq (0, \infty)\) for every fixed \( n \in \mathbb{N} \). Indeed, since \( \mathbb{E}\eta_{k, \rho}(s_{n+1}) = 0 \) and \( \mathbb{E}(\eta_{k, \rho}(s_{n+1}))^2 < \infty \), \( Y_n \) is actually analytic on \( H_0 \) as explained in the introduction.

For \( j \in \mathbb{N}_0 \) and \( n \in \mathbb{N} \), put
\[
F_j(n) := \{ t_{j,m}(n) := s_{n+1} + 2^{-j}m(s_n - s_{n+1}) : 0 \leq m \leq 2^j \}.
\]
Observe that \( F_j(n) \subseteq F_{j+1}(n) \) and put \( F(n) := \bigcup_{j \geq 0} F_j(n) \). The set \( F(n) \) is dense in \([s_{n+1}, s_n] \). For any \( u \in [s_{n+1}, s_n] \), put
\[
u_j := \max \{ v \in F_j(n) : v \leq u \} = s_{n+1} + 2^{-j}(s_n - s_{n+1}) \left[ \frac{2^j(u - s_{n+1})}{s_n - s_{n+1}} \right].
\]
Then \( \lim_{j \to \infty} \nu_j = u \) (we suppress the dependence of \( u \) and \( \nu_j \) on \( n \) for notational simplicity). An important observation is that either \( \nu_{j-1} = \nu_j \) or \( \nu_{j-1} = \nu_j - 2^{-j}(s_n - s_{n+1}) \). Necessarily, \( \nu_j = t_{j,m} \) for some \( 0 \leq m \leq 2^j \), so that either \( \nu_{j-1} = t_{j,m} \) or \( \nu_{j-1} = t_{j,m-1} \). Since \( Y_n \) is a.s. continuous on \([s_{n+1}, s_n] \) we obtain
\[
|Y_n(u) - Y_n(s_{n+1})| = \lim_{\ell \to \infty} |Y_n(u_\ell) - Y_n(s_{n+1})| \\
= \lim_{\ell \to \infty} \left| \sum_{j=1}^{\ell} (Y_n(u_j) - Y_n(u_{j-1})) + Y_n(u_0) - Y_n(s_{n+1}) \right| \\
\leq \lim_{\ell \to \infty} \sum_{j=0}^{\ell} \max_{1 \leq m \leq 2^j} |Y_n(t_{j,m}) - Y_n(t_{j,m-1})| = \sum_{j=0}^{\infty} \max_{1 \leq m \leq 2^j} |Y_n(t_{j,m}) - Y_n(t_{j,m-1})|.
\]

Thus, our purpose is to show that, for all \( \varepsilon > 0 \) and \( n_0 \in \mathbb{N} \) large enough,
\[
\sum_{n \geq n_0} \mathbb{P} \left\{ \sum_{j \geq 0} \max_{1 \leq m \leq 2^j} f\alpha(s_n)|Y_n(t_{j,m}) - Y_n(t_{j,m-1})| > \varepsilon a_j \right\} < \infty.
\]

Put \( a_j := (j + 1)2^{-j} \) for \( j \in \mathbb{N}_0 \). Since \( \sum_{j \geq 0} a_j < \infty \) and \( \varepsilon > 0 \) is arbitrary, it is enough to prove that, for all \( \varepsilon > 0 \),
\[
\sum_{n \geq n_0} \sum_{j \geq 0} \mathbb{P} \left\{ \max_{1 \leq m \leq 2^j} f\alpha(s_n)|Y_n(t_{j,m}) - Y_n(t_{j,m-1})| > \varepsilon a_j \right\} < \infty. \tag{5.12}
\]

By the mean value theorem for differentiable functions, there exists \( r_{j,m} \in [t_{j,m-1}, t_{j,m}] \) such that
\[
Y_n(t_{j,m}) - Y_n(t_{j,m-1}) = -(t_{j,m} - t_{j,m-1}) \sum_{k \geq M(s_{n+1})+1} \frac{(\log k)^{1+\alpha}}{k^{1/2+r_{j,m}}} \eta_{k, \rho}(s_{n+1}) \\
= -2^{-j}(s_n - s_{n+1}) \sum_{k \geq M(s_{n+1})+1} \frac{(\log k)^{1+\alpha}}{k^{1/2+r_{j,m}}} \eta_{k, \rho}(s_{n+1}). \tag{5.13}
\]
Now we argue as in the proof of Lemma 5.4 and thus refer to that proof as far as some missing fragments are concerned: for \( u \in \mathbb{R} \) and large \( n \),

\[
\mathbb{E} \exp \left( \pm u \sum_{k \geq M(s_{n+1})+1} \frac{(\log k)^{1+\alpha}}{k^{1/2+r_{j,m}}-\tilde{\eta}_{k,\rho}(s_{n+1})} \right) \\
\leq \prod_{k \geq M(s_{n+1})+1} \left( 1 + \frac{u^2}{2} \frac{(\log k)^{2+2\alpha}}{k^{1+2s_{n+1}}} \mathbb{E}(\tilde{\eta}_{k,\rho}(s_{n+1}))^2 \exp \left( \frac{2|u|}{k^{1/2+r_{j,m}}} \right) \right) \\
\leq \prod_{k \geq M(s_{n+1})+1} \left( 1 + \frac{u^2}{2} \frac{(\log k)^{2+2\alpha}}{k^{1+2s_{n+1}}} \mathbb{E}(\tilde{\eta}_{k,\rho}(s_{n+1}))^2 \exp \left( \frac{2|u|}{k^{1/2+r_{j,m}}} \right) \right).
\]

We have used \( r_{j,m} \geq t_{j,m-1} \geq s_{n+1} \) and monotonicity of the functions involved for the second inequality. Note that (compare with (5.6)), for \( k \geq M(s_{n+1})+1 \),

\[
\frac{\log k}{k^{s_{n+1}/2}} \leq \frac{2}{es_{n+1}} \leq \frac{1}{s_{n+1}}
\]

and thereupon

\[
|\tilde{\eta}_{k,\rho}(s_{n+1})| \leq |\eta_k| 1_{\alpha \in \mathbb{C} \setminus \mathbb{R}}(s_{n+1}) + \mathbb{E}(\eta_k 1_{\alpha \in \mathbb{C} \setminus \mathbb{R}}(s_{n+1})) \\
\leq \frac{2\rho k^{(1+s_{n+1})/2}}{(\log k)^\alpha (\log 1/s_{n+1})(s_{n+1}^{1+2\alpha} \log \log 1/s_{n+1})^{1/2}} \\
\leq \frac{2\rho k^{1/2+s_{n+1}}}{(\log k)^{1+\alpha} (\log 1/s_{n+1})(s_{n+1}^{3+2\alpha} \log \log 1/s_{n+1})^{1/2}} \text{ a.s.}
\]

Thus, using again the inequality \( 1 + x \leq e^x \) for \( x \in \mathbb{R} \),

\[
\mathbb{E} \exp \left( \pm u \sum_{k \geq M(s_{n+1})+1} \frac{(\log k)^{1+\alpha}}{k^{1/2+r_{j,m}}-\tilde{\eta}_{k,\rho}(s_{n+1})} \right) \\
\leq \prod_{k \geq M(s_{n+1})+1} \left( 1 + \frac{u^2}{2} \frac{(\log k)^{2+2\alpha}}{k^{1+2s_{n+1}}} \exp \left( \frac{2|u|}{(\log 1/s_{n+1})(s_{n+1}^{3+2\alpha} \log \log 1/s_{n+1})^{1/2}} \right) \right) \\
\leq \exp \left( \frac{u^2}{2} \exp \left( \frac{2|u|}{(\log 1/s_{n+1})(s_{n+1}^{3+2\alpha} \log \log 1/s_{n+1})^{1/2}} \right) \sum_{k \geq M(s_{n+1})+1} \frac{(\log k)^{2+2\alpha}}{k^{1+2s_{n+1}}} \right) \\
\leq \exp \left( \frac{b_\alpha u^2}{2s_{n+1}^{3+2\alpha}} \exp \left( \frac{2|u|}{(\log 1/s_{n+1})(s_{n+1}^{3+2\alpha} \log \log 1/s_{n+1})^{1/2}} \right) \right),
\]

(5.14)

where \( b_\alpha := \Gamma(3+2\alpha)2^{-3-2\alpha} \). The last inequality follows from

\[
\sum_{k \geq M(s_{n+1})+1} \frac{(\log k)^{2+2\alpha}}{k^{1+2s_{n+1}}} \leq \int_1^\infty \frac{(\log y)^{2+2\alpha}}{y^{1+2s_{n+1}}} \, dy = \int_0^\infty x^{2+2\alpha} e^{-2s_{n+1}x} \, dx = \frac{\Gamma(3+2\alpha)}{(2s_{n+1})^{3+2\alpha}} = \frac{b_\alpha}{s_{n+1}^{3+2\alpha}}.
\]
By (5.13) and Markov’s inequality, for $u \geq 0$ and $n \geq 2$,

\[
\mathbb{P}\left\{ f_\alpha(s_n) | Y_n(t_{j,m}) - Y_n(t_{j,m-1}) | > \varepsilon a_j \right\} \\
= \mathbb{P}\left\{ \sum_{k \geq M(s_n+1)} \frac{(\log k)^{1+\alpha}}{k^{1/2+r_{j,m}}} \tilde{\eta}_{k,\rho}(s_n+1) \left| \frac{\varepsilon (j+1)}{f_\alpha(s_n)(s_n-s_n+1)} \right| > \frac{\varepsilon (j+1)}{f_\alpha(s_n)(s_n-s_n+1)} \right\} \\
\leq \exp \left( -u \frac{\varepsilon (j+1)}{f_\alpha(s_n)(s_n-s_n+1)} \right) \mathbb{E} \exp \left( u \sum_{k \geq M(s_n+1)} \frac{(\log k)^{1+\alpha}}{k^{1/2+r_{j,m}}} \tilde{\eta}_{k,\rho}(s_n+1) \right).
\]

Invoking (5.14) and $e^{|u|} \leq e^{ux} + e^{-ux}$ for $x \in \mathbb{R}$, we infer

\[
\mathbb{P}\left\{ f_\alpha(s_n) | Y_n(t_{j,m}) - Y_n(t_{j,m-1}) | > \varepsilon a_j \right\} \\
\leq 2 \exp \left( -u \frac{\varepsilon (j+1)}{f_\alpha(s_n)(s_n-s_n+1)} + \frac{b_\alpha u^2}{2s_{n+1}^{3+2\alpha}} \exp \left( \frac{2b_\alpha u^2}{2s_{n+1}^{3+2\alpha} \log \log 1/s_{n+1}^{1/2}} \right) \right).
\]

Putting

\[
u = \frac{3\varepsilon s_{n+1}^{3+2\alpha}}{2b_\alpha f_\alpha(s_n)(s_n-s_n+1)}, \quad k_n = \frac{s_{n+1}^{3+2\alpha}}{b_\alpha (f_\alpha(s_n))^2 (s_n-s_n+1)^2}
\]

and

\[
\ell_n := \frac{s_{n+1}^{3+2\alpha}}{b_\alpha f_\alpha(s_n)(s_n-s_n+1)(\log 1/s_{n+1}^{1/2})(s_{n+1}^{3+2\alpha} \log \log 1/s_{n+1}^{1/2})^{1/2}}
\]

we obtain, for large $n$,

\[
\mathbb{P}\left\{ f_\alpha(s_n) | Y_n(t_{j,m}) - Y_n(t_{j,m-1}) | > \varepsilon a_j \right\} \leq 2 \exp(-3\varepsilon^2 (j+1) k_n/2) \exp \left( 9\varepsilon^2 k_n (3\varepsilon^2 \ell_n)/8 \right) \\
\leq 2 \exp(-3\varepsilon^2 (j+1) k_n/2) \exp \left( 5\varepsilon^2 k_n/4 \right).
\]

The last inequality is a consequence of

\[
\ell_n \sim \frac{c_\alpha^{1/2} s_n}{b_\alpha (s_n-s_n+1)(\log 1/s_{n+1}^{1/2})} \sim \frac{c_\alpha^{1/2}}{b_\alpha (1-\gamma)^n} n^{2\gamma-1} \to 0, \quad n \to \infty
\]

which ensures that $\exp(3\varepsilon^2 \ell_n) \leq 10/9$ for large enough $n$. Recall that $\gamma \in (0,1/2)$ by assumption.

To proceed, observe that

\[
k_n \sim b_\alpha^{-1} c_\alpha (1-\gamma)^{-1} n^{2\gamma-1} \log n \to \infty, \quad n \to \infty.
\]

Hence, for large $n$ satisfying $k_n > (2 \log 2)/(3\varepsilon^2)$,

\[
\sum_{j \geq 0} \mathbb{P}\left\{ \max_{1 \leq m \leq 2^j} f_\alpha(s_n) | Y_n(t_{j,m}) - Y_n(t_{j,m-1}) | > \varepsilon a_j \right\} \\
\leq \sum_{j \geq 0} 2/2 \exp(-3\varepsilon^2 (j+1) k_n/2) \exp \left( 5\varepsilon^2 k_n/4 \right) = \frac{2 \exp(-\varepsilon^2 k_n/4)}{1 - 2 \exp(-3\varepsilon^2 k_n/2)}.
\]

Finally, (5.15) entails (5.12).
Proposition 5.6. Under the assumptions of Theorem 3.1, (5.1) is equivalent to (5.5) since the left-hand side does not depend on $\gamma$ and $\kappa$. As in the previous part, without loss of generality, we assume that $\gamma = 0$. Fix any $\gamma > 0$. We are ready to prove Proposition 5.1.

Proof of Proposition 5.1. We only prove (5.1), for (5.2) is a consequence of (5.1) with $-\eta_k$ replacing $\eta_k$. Recall our convention that $\sigma_1^2 = 1$.

Fix arbitrary $\gamma \in (0, 1/2)$ and pick $\rho = \rho(\gamma)$ such that (5.7) holds. By Lemmas 5.2 and 5.3, the latter yields

$$\limsup_{s \to 0^+} f_\alpha(s) \sum_{k \geq M(s)+1} \frac{(\log k)^{\alpha}}{k^{1/2+\gamma}} \eta_k(s) \leq 1 + \gamma \quad \text{a.s.} \tag{5.16}$$

Using relation (5.5) and the fact that $\mathbb{E}(\eta_k \mathbb{1}_{\mathcal{A}_k}(s)) = -\mathbb{E}(\eta_k \mathbb{1}_{\mathcal{A}_k}(s))$ we conclude that (5.16) entails

$$\limsup_{s \to 0^+} f_\alpha(s) \sum_{k \geq M(s)+1} \frac{(\log k)^{\alpha}}{k^{1/2+\gamma}} \eta_k(s) \leq 1 + \gamma \quad \text{a.s.}$$

By Lemma 5.2 and formula (5.4), the latter yields

$$\limsup_{s \to 0^+} f_\alpha(s) \sum_{k \geq 2} \frac{(\log k)^{\alpha}}{k^{1/2+\gamma}} \eta_k \leq 1 + \gamma \quad \text{a.s.},$$

which is equivalent to (5.1) since the left-hand side does not depend on $\gamma$.

Here is another intermediate result needed for the proof of Theorem 3.1.

Proposition 5.6. Under the assumptions of Theorem 3.1

$$\limsup_{s \to 0^+} \left( \frac{s^{1+2\gamma}}{\log \log 1/s} \right)^{1/2} \sum_{k \geq 2} \frac{(\log k)^{\alpha}}{k^{1/2+\gamma}} \eta_k \geq \left( \frac{\sigma_1^2 \Gamma(1+2\alpha)}{2^{2\alpha}} \right)^{1/2} \quad \text{a.s.} \tag{5.17}$$

and

$$\liminf_{s \to 0^+} \left( \frac{s^{1+2\gamma}}{\log \log 1/s} \right)^{1/2} \sum_{k \geq 2} \frac{(\log k)^{\alpha}}{k^{1/2+\gamma}} \eta_k \leq \left( \frac{\sigma_1^2 \Gamma(1+2\alpha)}{2^{2\alpha}} \right)^{1/2} \quad \text{a.s.} \tag{5.18}$$

Proposition 5.6 will be proved with the help of Lemmas 5.2 and 5.3 and two additional lemmas. As in the previous part, without loss of generality, we assume that $\sigma_1^2 = 1$. We shall also use the sets $\mathcal{A}_{k,\rho}(s)$ and the corresponding truncated variables $\tilde{\eta}_{k,\rho}(s)$ with $\rho = 1$.

Lemma 5.7. Fix any $\gamma > 0$ and put $\mathcal{A}_n := \exp(-n^{1+\gamma})$ for integer $n \geq 2$. Let $N_1$ and $N_2$ be integer-valued, possibly dependent on $\gamma$, functions defined on some (not necessarily the same) right vicinities of 0 and satisfying $\lim_{s \to 0^+} (N_1(s))^2 = 1$ and $\lim_{s \to 0^+} (N_2(s))^2 = +\infty$. Then

$$\lim_{n \to \infty} \sum_{k=2}^{N_1(s_n)} \frac{(\log k)^{\alpha}}{k^{1/2+s_n}} \tilde{\eta}_{k,1}(s_n) = 0 \quad \text{a.s.} \tag{5.19}$$

and

$$\lim_{n \to \infty} \sum_{k \geq N_1(s_n)+1} \frac{(\log k)^{\alpha}}{k^{1/2+s_n}} \tilde{\eta}_{k,1}(s_n) = 0 \quad \text{a.s.} \tag{5.20}$$
Proof. For $s > 0$ close to 0, put

$$Z_{1, \alpha}(s) := \int f_{\alpha}(s) \sum_{k=2}^{N_1(s)} \frac{(\log k)^{\alpha}}{k^{1/2+\varepsilon}} \tilde{\eta}_k(s).$$

The argument leading to both (5.19) and (5.20) is similar to that used in the proof of Lemma 5.4. In view of this, we provide a proof of (5.19) and only comment on a proof of (5.20).

As far as (5.19) is concerned, according to the Borel-Cantelli lemma, it is sufficient to prove that, for all $\varepsilon > 0$,

$$\sum_{n \geq 1} \mathbb{P}\{Z_{1, \alpha}(\varepsilon) > \varepsilon\} < \infty. \quad (5.21)$$

To this end, we obtain (compare with (5.9)), for $u \in \mathbb{R}$,

$$\mathbb{E} e^{uZ_{1, \alpha}(s)} \leq \exp \left( \frac{u^2(f_{\alpha}(s))^2}{2} \sum_{k=2}^{N_1(s)} \frac{(\log k)^{2\alpha}}{k^{1/2+\varepsilon}} \exp \left( \frac{2c\exp^{-1/2}|u|}{\log \log 1/s} \right) \right).$$

As has already been mentioned, for each fixed $s > 0$, the function $x \mapsto (\log x)^{2\alpha} x^{-1-2\varepsilon}$ is decreasing on $(e^{2\alpha/\varepsilon}, \infty)$. Hence,

$$\sum_{k=2}^{N_1(s)} \frac{(\log k)^{2\alpha}}{k^{1/2+\varepsilon}} = O(1) + \sum_{k=e^{2\alpha/\varepsilon}}^{N_1(s)} \frac{(\log k)^{2\alpha}}{k^{1/2+\varepsilon}} \leq O(1) + \int_1^{N_1(s)+1} \frac{(\log x)^{2\alpha}}{x^{1/2+\varepsilon}} \, dx$$

$$= O(1) + \frac{1}{(2\varepsilon)^{2\alpha+1}} \int_0^{\log(N_1(s)+1)^{2\varepsilon}} y^{2\alpha} e^{-y} \, dy = o(s^{1-2\alpha}), \quad s \to 0+. \quad (5.22)$$

The last integral converges because $\alpha > -1/2$ and vanishes as $s \to 0+$ since $\lim_{s \to 0+} (\log(N_1(s)+1)^{2\varepsilon} = 0$ as secured by the assumption. Pick $r > 0$ close to 0 to ensure that, with $\varepsilon$ as in (5.21), $\delta := r e^{-2(2c\alpha)^{-1}} \exp(2e^{-1}c^{-1/2})$ satisfies $(1 - \delta)(1 + \gamma) > 1$. According to the preceding discussion, for small enough $s > 0$,

$$\sum_{k=2}^{N_1(s)} \frac{(\log k)^{2\alpha}}{k^{1/2+\varepsilon}} \leq \frac{r}{s^{1+2\alpha}}.$$ 

Summarizing, for $u \in \mathbb{R}$ and small $s > 0$,

$$\mathbb{E} e^{uZ_{1, \alpha}(s)} \leq \exp \left( \frac{u^2(f_{\alpha}(s))^2}{2} \frac{r}{s^{1+2\alpha}} \exp \left( \frac{2c\exp^{-1/2}|u|}{\log \log 1/s} \right) \right)$$

$$= \exp \left( \frac{ru^2}{2c\alpha \log \log 1/s} \exp \left( \frac{2c\exp^{-1/2}|u|}{\log \log 1/s} \right) \right).$$

Invoking the Markov inequality with $u = (1/\varepsilon) \log \log (1/s)$ yields, for small $s > 0$,

$$\mathbb{P}\{Z_{1, \alpha}(s) > \varepsilon\} \leq e^{-\varepsilon u} \mathbb{E} e^{uZ_{1, \alpha}(s)} \leq \exp \left( - \left(1 - r e^{-2(2c\alpha)^{-1}} e^{-1}c^{-1/2}\right) \log \log (1/s) \right)$$

$$= \frac{1}{\log(1/s)^{1-\delta}}.$$ 

This entails (5.21).
The proof of (5.20) mimics that of (5.19). One should use the following counterpart of (5.22):

\[ \sum_{k \geq N_2(s) + 1} \frac{(\log k)^2}{k^{1+2s}} \leq \int_{N_2(s)}^{\infty} \frac{(\log x)^2}{x^{1+2s}} \, dx = \frac{1}{(2s)^{1+2\alpha}} \int_{(\log N_2(s))^{2s}}^{\infty} y^{2\alpha} e^{-y} \, dy = o(s^{-1-2\alpha}), \quad s \to 0+. \] (5.23)

**Lemma 5.8.** Fix sufficiently small \( \delta > 0 \), pick \( \gamma > 0 \) satisfying \((1 + \gamma)(1 - \delta^2/8) < 1\) and put \( s_n = \exp(-n^{1+\gamma}) \) for integer \( n \geq 2 \). Then

\[ \limsup_{n \to \infty} f_\alpha(s_n) \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1+2+s_n} \tilde{\eta}_{k,1}(s_n)} \geq 1 - \delta \quad \text{a.s.} \]

**Proof.** Let \( N_1 \) and \( N_2 \) be integer-valued, possibly dependent on \( \gamma \), functions which are nonincreasing in some right vicinities of 0 and satisfy \( \lim_{s \to 0+} (N_1(s))^s = 1 \), \( \lim_{s \to 0+} (N_2(s))^s = +\infty \) and

\[ N_1(s_{n+1}) \geq N_2(s_n), \quad n \geq n_0 \] (5.24)

for some \( n_0 \in \mathbb{N} \). Such a choice is possible. For instance, according to the discussion on p. 7 in [5], one can take

\[ N_1(s) = \left[ \left( 1 + s - \left( \frac{1 + \gamma}{\log \log 1/s} \right)^{1/2} \right)^{-1/s} \right], \quad s \in (0, s_0), \]

where \( s_0 = s_0(\gamma) \) is the smallest positive root of \((1 + s)^2 \log \log (1/s) = 1 + \gamma \) on \((0, 1/e)\), and

\[ N_2(s) := \left[ \left( \frac{\log \log 1/s}{(1 + \gamma) \beta_n} \right)^{1/s} \right] - 1, \quad s \in (s_{n+1}, s_n], \quad n \geq 2. \]

Here,

\[ \beta_n := \log n \left( 1 + s_{n+1} - (\log (n + 1))^{-1/2} \right)^{\exp((n+1)^{1+\gamma} - n^{1+\gamma})} \]

and particularly \( \lim_{n \to \infty} \beta_n / \log n = 0 \).

In view of Lemma 5.7, it is sufficient to check that

\[ \limsup_{n \to \infty} Z_{2,\alpha}(s_n) \geq 1 - \delta \quad \text{a.s.,} \] (5.25)

where, for small \( s > 0 \),

\[ Z_{2,\alpha}(s) = f_\alpha(s) \sum_{k = N_1(s) + 1}^{N_2(s)} \frac{(\log k)^\alpha}{k^{1/2+s} \tilde{\eta}_{k,1}(s)}. \]

We shall prove that there exists \( \bar{s} \in (0, s_0) \) such that, for all \( s \in (0, \bar{s}) \),

\[ \mathbb{P}\{Z_{2,\alpha}(s) > 1 - \delta\} \geq 3^{-1} e^{-(1-\delta^2/8) \log \log 1/s}. \] (5.26)

As a consequence,

\[ \sum_{n \geq n_1} \mathbb{P}\{Z_{2,\alpha}(s_n) > 1 - \delta\} \geq 3^{-1} \sum_{n \geq n_1} \frac{1}{n(1+\gamma)(1-\delta^2/8)} = \infty, \]
where $n_1 \geq n_0$ is chosen in such a way that $s_n < \mathfrak{f}$ for $n \geq n_1$. In view of (5.24), the random variables $Z_{2,\alpha}(s_{n_0}), Z_{2,\alpha}(s_{n_0+1}), \ldots$ are independent. Hence, divergence of the series entails (5.25) by the converse part of the Borel-Cantelli lemma.

As a preparation for the proof of (5.26), consider the event

\[ U_{s,\alpha} := \{ 1 - \delta < Z_{2,\alpha}(s) \leq 1 \} = \{ (1 - \delta)g_\alpha(s) < s^{1/2+\alpha}W_\alpha(s) \leq g_\alpha(s) \}, \]

where $g_\alpha(s) := (c_\alpha \log \log 1/s)^{1/2}$ and

\[ W_\alpha(s) := \frac{Z_{2,\alpha}(s)}{f_\alpha(s)} = \sum_{k=N_1(s)+1}^{N_2(s)} \frac{(log k)^\alpha}{k^{1/2+s}} \tilde{\eta}_{k,1}(s). \]

Given $u \in \mathbb{R}$ and small $s > 0$ introduce a new probability measure $Q_{s,u}$ on $(\Omega, \mathcal{F})$ by the equality

\[ Q_{s,u}(A) = \frac{\mathbb{E}(e^{u s^{1/2+\alpha}W_\alpha(s)} 1_A)}{\mathbb{E}e^{u s^{1/2+\alpha}W_\alpha(s)}} = \int_A e^{u s^{1/2+\alpha}W_\alpha(s)} d\mathbb{P}, \quad A \in \mathcal{F}. \]

We suppress the dependence of $Q_{s,u}$ on $\alpha$ for notational simplicity. Then

\[ \left( \mathbb{E}e^{u s^{1/2+\alpha}W_\alpha(s)-g_\alpha(s)} \right) Q_{s,u}(U_{s,\alpha}) = e^{-ug_\alpha(s)} \int_{U_{s,\alpha}} e^{u s^{1/2+\alpha}W_\alpha(s)} d\mathbb{P} \leq e^{-ug_\alpha(s)} \int_{U_{s,\alpha}} e^{ug_\alpha(s)} d\mathbb{P} = \mathbb{P}(U_{s,\alpha}) \leq \mathbb{P}\{Z_{2,\alpha}(s) > 1 - \delta\}. \quad (5.27) \]

We shall show that, upon choosing an appropriate $u = u(s) = O((\log \log 1/s)^{1/2})$, the expectation on the left-hand side is bounded by $e^{-\left(1 - \delta^2/8\right)\log \log 1/s}$ from below and also prove that $Q_{s,u}(U_{s,\alpha}) \geq 1/3$, thereby deriving (5.26).

First, we show that, with $u = O((\log \log (1/s))^{1/2})$,

\[ \mathbb{E}e^{u s^{1/2+\alpha}W_\alpha(s)} = e^{(c_\alpha/4)u^2 + u^2 h_\alpha(s)}, \quad s \to 0^+ \quad (5.28) \]

for some function $h_\alpha$ satisfying $\lim_{s \to 0^+} h_\alpha(s) = 0$.

Put

\[ \xi_k(s) := \frac{s^{1/2+\alpha}(log k)^\alpha}{k^{1/2+s}} \tilde{\eta}_{k,1}(s), \quad k \geq 2, \quad s \in (0, 1/e), \]

so that, for $u \in \mathbb{R}$,

\[ us^{1/2+\alpha}W_\alpha(s) = \sum_{k=N_1(s)+1}^{N_2(s)} u \xi_k(s) \quad (5.29) \]

(again, we suppress the dependence of $\xi_k(s)$ on $\alpha$). Invoking the second inequality in (5.8), we obtain

\[ |u \xi_k(s)| \leq \frac{2}{\log 1/s} = o(1), \quad s \to 0^+ \quad \text{a.s.}, \]

for every $k \geq 3$. Recalling the asymptotic expansions

\[ e^x = 1 + x + x^2/2 + o(x^2) \quad \text{and} \quad \log(1+x) = x + O(x^2), \quad x \to 0, \]
we infer

$$\mathbb{E}e^{us^{1/2 + \alpha}W(s)} = \prod_{k=N_1(s)+1}^{N_2(s)} \mathbb{E} \exp(u \xi_k(s))$$

$$= \prod_{k=N_1(s)+1}^{N_2(s)} \mathbb{E} \left(1 + u \xi_k(s) + u^2 \xi_k^2(s) \left(1/2 + o(1)\right)\right)$$

$$= \exp \left( \sum_{k=N_1(s)+1}^{N_2(s)} \log \left(1 + u^2 \mathbb{E} \xi_k^2(s) \left(1/2 + o(1)\right)\right) \right)$$

$$= \exp \left( u^2 \left(1/2 + o(1)\right) \sum_{k=N_1(s)+1}^{N_2(s)} \mathbb{E} \xi_k^2(s) + u^4 \mathcal{O} \left( \sum_{k=N_1(s)+1}^{N_2(s)} (\mathbb{E} \xi_k^2(s))^2 \right) \right).$$

(5.30)

By monotonicity,

$$\int_{N_1(s)+1}^{N_2(s)+1} \frac{(\log x)^{2\alpha}}{x^{1+2s}}dx \leq \frac{N_2(s)\cdot \Gamma(1+2\alpha)}{2^{1+2s}} \leq \int_{N_1(s)}^{N_2(s)} \frac{(\log x)^{2\alpha}}{x^{1+2s}}dx.$$

Combining this with (5.22) and (5.23) we conclude that

$$\lim_{s \to 0^+} \frac{1}{s^{1+2\alpha}} \sum_{k=N_1(s)+1}^{N_2(s)} \frac{(\log k)^{2\alpha}}{k^{1+2s}} = \frac{\Gamma(1+2\alpha)}{2^{1+2s}} \leq \frac{c_\alpha}{2}.$$ 

The latter, together with uniformity in integer $k \in [N_1(s)+1,N_2(s)]$ of the limit relation

$$\mathbb{E} \tilde{\eta}_{k,1}^2(s) = \mathbb{E} \eta_k^2 1_{\omega_k,1} - \left(\mathbb{E} \eta_k 1_{\omega_k,1}\right)^2 \to 1, \quad s \to 0^+,$$

yields

$$\sum_{k=N_1(s)+1}^{N_2(s)} \mathbb{E} \xi_k^2(s) = s^{1+2\alpha} \sum_{k=N_1(s)+1}^{N_2(s)} \frac{(\log k)^{2\alpha}}{k^{1+2s}} \mathbb{E} \tilde{\eta}_{k,1}^2(s) \to \frac{c_\alpha}{2}, \quad s \to 0^+. \quad (5.31)$$

Finally,

$$u^2 \sum_{k=N_1(s)+1}^{N_2(s)} \left(\mathbb{E} \xi_k^2(s)\right)^2 = u^2 s^{2+4\alpha} \sum_{k=N_1(s)+1}^{N_2(s)} \frac{(\log k)^{4\alpha}}{k^{2+4s}} \left(\mathbb{E} \tilde{\eta}_{k,1}^2(s)\right)^2$$

$$\leq u^2 s^{2+4\alpha} \sum_{k \geq N_1(s)+1} \frac{(\log k)^{4\alpha}}{k^2} = o(1), \quad s \to 0^+.$$ \quad (5.32)

Now relations (5.30), (5.31) and (5.32) entail (5.28).

Observe that, for any fixed $u \in \mathbb{R}$, formula (5.28) reads

$$\lim_{s \to 0^+} \mathbb{E}e^{us^{1/2 + \alpha}W(s)} = \mathbb{E}e^{(c_\alpha/4)u^2},$$

which implies a central limit theorem

$$s^{1/2 + \alpha} W(s) \xrightarrow{d} (c_\alpha/2)^{1/2} \text{Normal}(0,1)$$

as $s \to 0^+$. Here, as before, Normal$(0,1)$ denotes a random variable with the standard normal distribution.

We are ready to prove (5.26). Put

$$u = u(s) = (1 - \delta/2)2c_\alpha^{-1/2}(\log \log 1/s)^{1/2} = (1 - \delta/2)2c_\alpha^{-1} g_\alpha(s).$$
Formula (5.28) implies that
\[
E_n e^{s(1/2+\alpha W_\alpha(s) - g_\alpha(s))} = e^{-(1-\delta^2/4)\log \log 1/s + \alpha(\log \log 1/s)} \geq e^{-(1-\delta^2/8)\log \log 1/s}
\] (5.33)
for small \( s > 0 \). Next, we intend to show the \( Q_{s,u} \)-distribution of \( s^{1/2+\alpha} W_\alpha(s) - ((c_\alpha/2)u + 2uh_\alpha(s)) \) converges weakly as \( s \to 0^+ \) to the \( P \)-distribution of \( (c_\alpha/2)^{1/2} \text{Normal}(0,1) \). To this end, we prove convergence of the moment generating functions. Let \( E_{Q_{s,u}} \) denote the expectation with respect to the probability measure \( Q_{s,u} \). Using (5.28) we obtain, for \( t \in \mathbb{R} \),
\[
E_{Q_{s,u}} t^{(s^{1/2+\alpha} W_\alpha(s) - ((c_\alpha/2)u + 2uh_\alpha(s)))} = \frac{E e^{(t+u)s^{1/2+\alpha} W_\alpha(s)}}{E e^{s^{1/2+\alpha} W_\alpha(s)}} e^{-t((c_\alpha/2)u + 2uh_\alpha(s))}
\]
\[
= \exp \left( (c_\alpha/4)(t+u)^2 + (t+u)^2h_\alpha(s) - (c_\alpha/4)u^2 - u^2h_\alpha(s) - t((c_\alpha/2)u + 2uh_\alpha(s)) \right)
\]
\[
= \exp \left( (c_\alpha/4 + h_\alpha(s))t^2 \right) \to \exp((c_\alpha/4)t^2) = E \exp(t(c_\alpha/2)^{1/2} \text{Normal}(0,1)), \quad s \to 0^+ .
\]
The weak convergence ensures that
\[
\limsup_{s \to 0^+} Q_{s,u} \left\{ s^{1/2+\alpha} W_\alpha(s) \leq (1-\delta)g_\alpha(s) \right\} \\
\leq \lim_{s \to 0^+} Q_{s,u} \left\{ s^{1/2+\alpha} W_\alpha(s) \leq (c_\alpha/2)u + 2uh_\alpha(s) \right\} = P \left\{ \text{Normal}(0,1) \leq 0 \right\} = 1/2 .
\]
Since \( \lim_{s \to 0^+} (g_\alpha(s) - ((c_\alpha/2)u + 2uh_\alpha(s))) = +\infty \), we also have
\[
\lim_{s \to 0^+} Q_{s,u} \left\{ s^{1/2+\alpha} W_\alpha(s) \leq g_\alpha(s) \right\} = 1 .
\]
Summarizing,
\[
Q_{s,u}(U,\alpha) = Q_{s,u} \left\{ s^{1/2+\alpha} W_\alpha(s) \leq g_\alpha(s) \right\} - Q_{s,u} \left\{ s^{1/2+\alpha} W_\alpha(s) \leq (1-\delta)g_\alpha(s) \right\} \geq \frac{1}{3} \] (5.34)
for small \( s > 0 \). Now (5.26) follows from (5.27), (5.33) and (5.34). The proof of Lemma 5.8 is complete. \( \square \)

**Proof of Proposition 5.6** Again, relation (5.18) follows from (5.17) upon replacing \( \eta_k \) with \(-\eta_k\). To prove (5.17), fix sufficiently small \( \delta > 0 \) and pick \( \gamma > 0 \) and \( (s_n)_{n \in \mathbb{N}} \) as in Lemma 5.8. Recalling that \( E \eta_k = 0 \), write
\[
f_\alpha(s_n) \sum_{k \geq 1} \frac{(\log k)^\alpha}{k^{1/2+\gamma} + s_n} \eta_k = f_\alpha(s_n) \sum_{k \geq 1} \frac{(\log k)^\alpha}{k^{1/2+\gamma} + s_n} \eta_k
\]
\[
- f_\alpha(s_n) \sum_{k \geq 1} \frac{(\log k)^\alpha}{k^{1/2+\gamma} + s_n} (\eta_k 1_{\mathcal{A}^c_{k,1}(s_n)} - E(\eta_k 1_{\mathcal{A}^c_{k,1}(s_n)}))
\]
\[
+ f_\alpha(s_n) \sum_{k \geq 1} \frac{(\log k)^\alpha}{k^{1/2+\gamma} + s_n} (\eta_k 1_{\mathcal{A}_{k,1}(s_n)} - E(\eta_k 1_{\mathcal{A}_{k,1}(s_n)}))
\]
\[
+ f_\alpha(s_n) \sum_{k \geq 1} \frac{(\log k)^\alpha}{k^{1/2+\gamma} + s_n} (\eta_k 1_{\mathcal{A}^c_{k,1}(s_n)} - E(\eta_k 1_{\mathcal{A}^c_{k,1}(s_n)})) .
\]
The first, second and third terms converge to 0 a.s. as \( n \to \infty \), by Lemma 5.2 formula (5.19) of Lemma 5.7, with \( N_1(s) = M(s) = [1/s] \), and Lemma 5.3 respectively. By Lemma 5.8 as \( n \to \infty \), the upper limit of the fourth term is not smaller than \( 1 - \delta \) a.s. Thus,

\[
\limsup_{s \to 0} f_\alpha(s) \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1/2+s}} \eta_k \geq \limsup_{n \to \infty} f_\alpha(s_n) \sum_{k \geq 2} \frac{(\log k)^\alpha}{k^{1/2+s_n}} \eta_k \geq 1 - \delta \quad \text{a.s.,}
\]

and (5.17) follows upon letting \( \delta \) tend to 0.

\[\Box\]

**Proof of Theorem 3.1** Formulæ (3.1) and (3.2) follow immediately from Propositions 5.1 and 5.6. It remains to prove (3.3). To this end, we note that the random function \( s \mapsto D(\alpha; 1/2 + s) = \sum_{k \geq 2} (\log k)^\alpha k^{-1/2-s} \eta_k \) is a.s. continuous on \((0, \infty)\) as the restriction of the random analytic function \( z \mapsto D(\alpha; 1/2 + z), \ z \in H_0 \). Therefore, the function

\[ s \mapsto \left( \frac{2^\alpha}{\sigma^2 \Gamma(1+2\alpha)} \frac{s^{1+2\alpha}}{\log \log 1/s} \right)^{1/2} D(\alpha; 1/2 + s) \]

is a.s. continuous on \((0, 1/e)\) with \( \limsup_{s \to 0^+} = 1 \) and \( \liminf_{s \to 0^+} = -1 \). This immediately entails (3.3) with the help of the intermediate value theorem for continuous functions.

\[\Box\]

6. **Appendix**

Lemma 6.1 is used in the proof of Theorem 2.2. While relation (6.1) follows easily if \( z \) approaches 0 along positive reals, it does require a proof if \( z \) approaches 0 along \( H_0 \).

**Lemma 6.1.** Let \( \beta > -1 \) be fixed. Then

\[
\lim_{z \to 0, z \in H_0} z^{1+\beta} \sum_{k \geq 2} \frac{(\log k)^\beta}{k^{1+z}} = \Gamma(1+\beta).
\]

**Proof.** Let \( \zeta \) be the analytic continuation of the Riemann zeta-function to \( \mathbb{C} \setminus \{1\} \). First of all, note that for \( \beta \in \mathbb{N}_0 \) the result is a consequence of the facts, see, for instance, Theorem 12.5 (a) on p. 255 in [3], that \( \lim_{z \to 0, z \in \mathbb{C}} z \zeta(1+z) = 1 \) and \( \mathbb{C} \ni z \mapsto z \zeta(1+z) \) is an entire function. Thus,

\[
\frac{d^k}{dz^k} (z \zeta(1+z)) \bigg|_{z=0} \text{ is finite for } k = 0, 1, \ldots, \beta,
\]

and (6.1) follows by induction. This argument fails when \( \beta \) is not an integer.

Now we provide a proof which works for any \( \beta > -1 \). To this end, put \( z = u + iv \) and write

\[
\sum_{k \geq 2} \frac{(\log k)^\beta}{k^{1+z}} = \sum_{k \geq 2} \frac{(\log k)^\beta \cos(v \log k)}{k^{1+u}} - i \sum_{k \geq 2} \frac{(\log k)^\beta \sin(v \log k)}{k^{1+u}}.
\]

We are going to apply Euler’s summation formula in the form given by Theorem 3 on p. 54 in [3] with \( y = 1, x = N \in \mathbb{N} \), and

\[
f(t) := t^{-(1+u)} (\log t)^\beta \begin{cases} \cos(v \log t) \\ \sin(v \log t) \end{cases}
\]
It can be checked that, for \( u \in [0, 1] \) and \( |v| \leq 1 \),
\[
|f'(t)| = O\left(\frac{1}{t^{\frac{3}{2}}}\right), \quad t \to +\infty,
\]
where the constant in the Landau symbol \( O \) does not depend on \( u \) and \( v \). Hence,
\[
\sum_{k=2}^{N} f(k) = \int_{1}^{N} f(t)dt + \int_{1}^{N} (t - \lfloor t \rfloor)f'(t)dt = \int_{1}^{N} f(t)dt + O(1),
\]
where the symbol \( O \) is uniform in \( u \in [0, 1], |v| \leq 1 \) and \( N \). Sending \( N \to \infty \) yields
\[
\sum_{k \geq 2} f(k) = \int_{1}^{\infty} f(t)dt + O(1).
\]
Thus, as \( z \to 0 \) inside the region \(|z| = \sqrt{u^2 + v^2} \leq 1 \) and \( z \in H_0 \),
\[
\sum_{k \geq 2} \frac{(\log k)^\beta}{k^{1+z}} = \int_{1}^{\infty} \frac{(\log t)^\beta}{t^{1+z}}dt + O(1) = \int_{0}^{\infty} x^\beta e^{-zx}dx + O(1) = z^{-(1+\beta)}\Gamma(1+\beta) + O(1),
\]
and (6.1) follows. \( \square \)
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