Towards large-scale restricted active space calculations inspired by the Schmidt decomposition

Gergely Barcza,1,2,3 Miklós Antal Werner,4,5 Gergely Zaránd,4,5 Anton Pershin,3 Zsolt Benedek,1,3 Örs Legeza,1,6,7,* and Tibor Szilvási3

1Wigner Research Centre for Physics, H-1525, Budapest, Hungary
2Department of Physics of Complex Systems, ELTE Ódöss Lőránd University, H-1117, Budapest, Hungary
3Department of Chemical and Biological Engineering, The University of Alabama, Tuscaloosa, AL-35487, USA
4Department of Theoretical Physics, Institute of Physics, Budapest University of Technology and Economics, H-1111 Budapest, Hungary
5MTA-BME Quantum Dynamics and Correlations Research Group, H-1111 Budapest, Hungary
6Fachbereich Physik, Philipps-Universität Marburg, 35032 Marburg, Germany
7Institute for Advanced Study, Technical University of Munich, Lichtenbergstrasse 2a, 85748 Garching, Germany

(Dated: December 1, 2022)

Abstract: We present an alternative, memory-efficient, Schmidt decomposition-based description of the inherently bipartite restricted active space (RAS) scheme, which can be implemented effortlessly within the density matrix renormalization group (DMRG) method via the dynamically extended active space procedure. Benchmark calculations are compared against state-of-the-art results of C2 and C62, which are notorious for their multi-reference character. Our results for ground and excited states together with spectroscopic constants demonstrate that the proposed novel approach, dubbed as DMRG-RAS, which is variational and free of uncontrolled method errors, has the potential to outperform conventional methods for strongly correlated molecules.

I. INTRODUCTION

The accurate theoretical description of molecular electronic structures is provided by the solution of the time-independent Schrödinger equation. In the Born–Oppenheimer approximation, the second quantized representation of the corresponding ab initio Hamiltonian reads

\[ \hat{H} = \sum_{ij,\sigma} t_{ij} \hat{a}_{i\sigma}^{\dagger} \hat{a}_{j\sigma} + \sum_{ijkl,\sigma\sigma'} V_{ijkl} \hat{a}_{i\sigma}^{\dagger} \hat{a}_{j\sigma}^{\dagger} \hat{a}_{k\sigma'} \hat{a}_{l\sigma'} + E_{\text{nuc}} \]

with system specific one- and two-electron integrals, \( t_{ij} \), and \( V_{ijkl} \), respectively. Here, operators \( \hat{a}_{i\sigma}^{\dagger} \) and \( \hat{a}_{i\sigma} \) create and annihilate one electron with \( \sigma \) spin projection in molecular orbital \( i \in \{1, \ldots, L\} \). The dimension of the complete associated computational basis, \( \Phi \), increases exponentially with spin-orbital size \( L \), i.e., \( 4^L \). Considering available spatial symmetries and the conservation of particle and spin quantum numbers, the effective rank of the problem still shows a binomial growth for increasing \( L \). Therefore, the exact solution based on the full configuration interaction (FCI) method on current classical computers is restricted up to around 20 orbitals.\(^2\)

One protocol that aims to keep the problem of \( n_e \) electrons computationally feasible is the complete active space (CAS) scheme\(^3-5\) which restricts the large configuration space to an effective subset spanned by given \( L_{\text{CAS}} \approx L \) orbitals. As illustrated in Fig. 1, the protocol classifies the set of canonical molecular orbitals into three categories: core, active, and virtual. The core and virtual orbitals are kept on the Hartree-Fock level and filled with \( n(\Phi_{\text{core}}) = n_{\text{core}} \) and zero electrons, respectively. Note that in this context core orbitals refer to inactive occupied orbitals in general. The active orbitals are populated with the rest of electrons, \( n_a = n_e - n_{\text{core}} \), minimizing the energy. The corresponding determinantal space formally reads

\[ \Phi_{\text{CAS}} = \hat{P}_{\text{CAS}} \Phi = \{ \Phi_{\text{core}} \Phi_A \in \Phi \mid n(\Phi_A) = n_a \} \]

where the independent conservation of spin channels is not explicitly noted for the sake of brevity. Here, \( \Phi_{\text{core}} \) denotes the string of occupied modes corresponding to the core orbitals while \( \Phi_A \in \Phi \) iterates on the set of mode configurations given within the subspace of active orbitals, and the operator \( \hat{P}_{\text{CAS}} \) projects onto the CAS subspace.

In practical simulations of large systems, a subspace of \( L_{\text{CAS}} \ll L \) orbitals is selected to focus on the description of states with strong (static) correlations, i.e., excited configurations that have largest contribution to the ground state. Even though static correlations characterize the principal features of the electronic states, the contribution of intractable number of excited configurations with small weights, known as dynamical effects, can also be crucial to provide an accurate theoretical description that agrees with experimental data.\(^6,7\) Although CAS level solutions can be combined with lower-level methods, e.g., self-consistent field theory, or coupled cluster method, which aim to provide a balanced description of correlation effects\(^8,9\) these attempts often have unfavorable drawbacks and limitations.

In the tailored coupled cluster (TCC) method\(^10-13\), for example, the full orbital space is split into two parts, CAS and external (EXT). An accurate solution of the CAS is used to obtain a single reference-like wave func-
The formal concept of RAS was introduced in Ref.\ 27,\ 33 to enhance CAS description by distinguishing two additional subsets of orbitals which define the excitable core (ΦC) and virtual (ΦV) configurational spaces in addition to ΦA. (Note that the literature\ 5,\ 33 also refers to configurational sets ΦC, ΦA and ΦV generated on orbital subsets C, A and V as RAS1, RAS2 and RAS3 spaces, respectively.) In the C and V subsets of orbitals we allow a total of r (particle) excitations at most as sketched in Fig. 1. While this restriction in the C and V spaces drastically reduces the computational dimension, the method can still describe the (weak) dynamical correlations and account for their energy contribution. In the reference (Slater) configuration the orbitals in space ΦC are completely filled, ΦV strings of modes are defined within the domain of the core and the virtual subspaces and constrained by maximal r electronic excitations. The associated determinantal space of the RAS scheme we define as

$$\Phi_{\text{RAS}[r]} = \hat{P}_{\text{RAS}[r]} \Phi = \{ \Phi_{\text{core}'} \Phi_C \Phi_A \Phi_V \in \Phi \mid n(\Phi_C \Phi_A \Phi_V) = n_c - n_{\text{core}'} \land C (n_c - n(\Phi_C), n(\Phi_V), r) \},$$

where C (n_c - n(ΦC), n(ΦV), r) denotes a condition for the allowed number of holes in the C orbitals, n_c - n(ΦC), and for the permitted number of electrons in the V virtual space, n(ΦV), according to restrictions based on r. In particular, it is typical to constrain the ΦC and ΦV occupations by requiring n_c - n(ΦC) ≤ r and n(ΦV) ≤ r conditions simultaneously. One can introduce even stronger constrains, e.g., n_c - n(ΦC) + n(ΦV) ≤ r which reduces the electron transfer between C and V spaces. Note that in the following we use the latter condition proposed by grouping orbitals according to various schemes\ 30–32.

Our paper is organized as follows: In Sec. II we define the main aspects of the RAS approach and present a novel combination of it with Schmidt decomposition. In Sec. III we discuss implementation details within the framework of the DMRG method, focusing on the modifications of the dynamically extended active space (DEAS) procedure and internal basis contractions based on von Neumann entropy. In Sec. IV we demonstrate the efficiency of our new approach for the C2 and Cr2 molecules. In Sec. V we summarize the results and present the conclusions of our work.

II. THEORETICAL BACKGROUND

A. Restricted active space (RAS) approach

Conceptually, RAS\ 27,\ 33 enhances CAS description by distinguishing two additional subsets of orbitals which define the excitable core (ΦC) and virtual (ΦV) configurational spaces in addition to ΦA. (Note that the literature\ 5,\ 33 also refers to configurational sets ΦC, ΦA and ΦV generated on orbital subsets C, A and V as RAS1, RAS2 and RAS3 spaces, respectively.) In the C and V subsets of orbitals we allow a total of r (particle) excitations at most as sketched in Fig. 1. While this restriction in the C and V spaces drastically reduces the computational dimension, the method can still describe the (weak) dynamical correlations and account for their energy contribution. In the reference (Slater) configuration the orbitals in space ΦC are completely filled, ΦV strings of modes are defined within the domain of the core and the virtual subspaces and constrained by maximal r electronic excitations. The associated determinantal space of the RAS scheme we define as

$$\Phi_{\text{RAS}[r]} = \hat{P}_{\text{RAS}[r]} \Phi = \{ \Phi_{\text{core}'} \Phi_C \Phi_A \Phi_V \in \Phi \mid n(\Phi_C \Phi_A \Phi_V) = n_c - n_{\text{core}'} \land C (n_c - n(\Phi_C), n(\Phi_V), r) \},$$

where C (n_c - n(ΦC), n(ΦV), r) denotes a condition for the allowed number of holes in the C orbitals, n_c - n(ΦC), and for the permitted number of electrons in the V virtual space, n(ΦV), according to restrictions based on r. In particular, it is typical to constrain the ΦC and ΦV occupations by requiring n_c - n(ΦC) ≤ r and n(ΦV) ≤ r conditions simultaneously. One can introduce even stronger constrains, e.g., n_c - n(ΦC) + n(ΦV) ≤ r which reduces the electron transfer between C and V spaces. Note that in the following we use the latter condition proposed by grouping orbitals according to various schemes\ 30–32.

Our paper is organized as follows: In Sec. II we define the main aspects of the RAS approach and present a novel combination of it with Schmidt decomposition. In Sec. III we discuss implementation details within the framework of the DMRG method, focusing on the modifications of the dynamically extended active space (DEAS) procedure and internal basis contractions based on von Neumann entropy. In Sec. IV we demonstrate the efficiency of our new approach for the C2 and Cr2 molecules. In Sec. V we summarize the results and present the conclusions of our work.
B. Schmidt decomposed RAS

As an alternative approach to the problem, hereby we propose a novel implementation of the RAS concept which takes advantage of the underlying direct product structure of the retained RAS configuration space. Namely, according to Eq. (3), the computational basis schematically consists of products of configuration states of set \( \Phi_A \) and set \( \Phi_C^v \equiv \{ \Phi_C \Phi_V \in \Phi_C \Phi_V | n_c - n(\Phi_C) + n(\Phi_V) \leq r \} \). It is worth to rewrite also the eigenvalue problem of Eq. (4) to emphasize the product structure,

\[
\hat{H}_{\text{RAS}[r]} = \sum_i \hat{O}_A^{(i)} \otimes \hat{O}_C^{(i)}
\]

using coefficient matrix \( C^{(\alpha)} \) and adequately constructed operators \( \hat{O}_A^{(i)} \), \( \hat{O}_C^{(i)} \) acting on subspaces \( \Phi_A \) and \( \Phi_C^v \), respectively. One major consequence of the bipartite representation \(^{37}\) defined in Eq. 5 is that the consecutive states of the iterative diagonalization via Davidson or Lánczos algorithm, \( \Psi' = \hat{H}_{\text{RAS}[r]} \Psi \), are obtained from the accumulated sum of product of matrices as

\[
C^{(\alpha')} = \sum_i O_A^{(i)} C^{(\alpha)} O_C^{(i)\dagger}.
\]

Here, the dimension of the matrices reads as \( |O_A| = \mathcal{O}(4^L_A), \mathcal{O}(4^L_A) \), \( |C^{(\alpha)}| = \mathcal{O}(4^L_A), \mathcal{O}((L_C + L_V)^{\dagger}) \), \( |O_C^{(i)}| = \mathcal{O}((L_C + L_V)^\dagger), \mathcal{O}((L_C + L_V)^\dagger) \). Consequently, for such a bipartite split, the memory requirement of each operator combination might be comparable to the footprint of the sliced-direct-CI method in the regime where \( \mathcal{O}(4^L_A) \sim \mathcal{O}((L_C + L_V)^\dagger) \). Note that the number of operator combinations is a quadratic function of \( L_A \) and \( (L_C + L_V) \) for quantum chemical Hamiltonians. For more technical details of the representation see Refs. 38 and 39.

The active orbitals are represented by \( \mathcal{O}(4^L_A) \) number of states in the exact description. In order to reduce the computational demands, a truncated many-body basis set based on the Schmidt representation is proposed in the following.

III. NUMERICAL PROCEDURE

The Schmidt decomposed RAS representation can easily be adapted in the quantum chemical density matrix renormalization group (DMRG) approach \(^{39–44} \) through the dynamically extended active space (DEAS) procedure \(^{45,46} \) without additional programming efforts. In our implementation, the RAS concept was utilized within the Budapest-DMRG program package \(^{47} \) using the so called two-site variant of DMRG, where the superblock is composed of the updated system block, two orbitals treated exactly and the environment block. In our representation, the system block extended with the two intermediate orbitals spans the configuration space of the active orbitals, \( \Phi_A \), and the environment block describes the restricted excitations on core and virtual orbitals, i.e., the corresponding subspace of \( \Phi_C^v \). The sweeping direction in the DMRG method can be reversed for any superblock configuration, thus we perform the sweeping only for the active orbital space and we leave the subspace of \( \Phi_{\text{EXT}} \equiv \Phi_C^v \) uncontracted. Since the size of the active block is always much smaller than the size of the environment block, partial summations to form the DMRG auxiliary operators are carried out for the environment block \(^{43} \). The number of basis states used to represent \( \Phi_C^v \) is much larger than the dimension of a single orbital, thus the EXT orbital space kept fixed during the DMRG can also be considered as a super-site with large dimension attached to the right end of the DMRG chain.

From technical point of view, when the DEAS procedure is used, the left block contains one orbital from orbital set \( A \) in the first iteration step while the Hilbert spaces of the two intermediate sites together with the environment (right) are constructed from the remaining orbitals from set \( A \) and from subspaces of the \( C \) and \( V \) orbitals. The two intermediate sites are treated without any truncation while the right block basis states are formed with excitation rank up to \( r \). The nonzero matrix elements of the operators acting in the RAS space can be generated following the Slater-Condon rules \(^{48,49} \). In the course of the forward sweep the size of the left block increased until the pre-set value of the CAS space is reached, and in each increment the left block basis is optimized via Schmidt decomposition \(^{43} \). Therefore, the left-block is optimized via its interaction with the RAS space represented by the right block. At the end of the warmup procedure when the left block together with the two intermediate sites represent the desired number of \( A \) orbital set and the right block is formed only from the \( C \) and \( V \) orbital subspaces, the DMRG sweeping procedure is reversed. During the backward sweep the right block is optimized \(^{43} \). In this embedding method, such sweeping procedure is repeated until convergence is reached, by keeping the number of retained basis states, also known as bond dimension, under control. In this work we used both fixed bond dimensions and dynamically adapted
values via the dynamical block state selection approach (DBSS)\textsuperscript{45,50} by setting an a priori error margin for the quantum information loss $\chi$. In practice, a lower bound on the bond dimension, $M_{\text{min}}$, is also enforced to boost convergence.

Note that RAS scheme can also be combined either with orbital optimization in a self-consistent manner or with perturbation theory to further improve the accuracy of the model.\textsuperscript{33,51} In our proof of concept implementation of the DMRG-RAS scheme we demonstrate in Sec. IV that high-quality solutions can be obtained even without such corrections just by treating large enough completely correlated active spaces. In addition, in a recent work\textsuperscript{32} some of us have proved and demonstrated by large-scale DMRG calculations that the DMRG-RAS energies obtained for increasing $A$ spaces can be extrapolated to the FCI solution within chemical accuracy.

IV. RESULTS AND DISCUSSION

In the following, as proof of principle, various test calculations are presented for the strongly correlated C\textsubscript{2} and Cr\textsubscript{2} molecules. Ground state energies obtained with different standard quantum chemical methods are compared to the energy calculated by the RAS theory restricted up to two electron excitations ($r = 2$) denoted as DMRG-RAS in the following.

The Hartree–Fock electronic structure, multi-reference configuration interaction (MRCI), complete active space self-consistent field (CASSCF) and CASSCF referenced $n$-valence electron perturbation theory (NEVPT2) results are generated using quantum chemical program suite ORCA\textsuperscript{53}. High-level configuration interaction (CI) and coupled cluster expansion (CC) solutions as well as Hamiltonian matrix elements, required for the Budapest-DMRG code\textsuperscript{47}, are obtained by MRCC\textsuperscript{54,55}.

A. Proof of principle calculations - carbon dimer

The C\textsubscript{2} molecule is modeled at $d = 1.25$ Å bond length in frozen core cc-pVTZ basis\textsuperscript{56} by correlating 4 electron pairs on 58 spatial-orbitals. In order to study the convergence of the RAS scheme towards the FCI energy as a function of gradually increasing subset $A$, a warmup DMRG calculation with DEAS is performed without truncation ($\chi = 0$) where the number of the completely correlated $A$ orbitals is increased in each DMRG microiteration step. Note that in this benchmark, one molecular orbital (MO) with increasing energy is added to subspace $A$ in each microiteration while the rest of the valence space is treated on the restricted level of theory permitting only at most two electron excitations from the reference HF configuration.

In Fig. 2 exact DMRG-RAS energies obtained for active spaces of increasing size ranging from $L_A = 3$ to $8$ are presented in blue, where the character of the 8 MOs in increasing energy order is identified as $\sigma_{2s}$, $\sigma_{2s}^*$, $\pi_{2p_z}$, $\pi_{2p_z}$, $\sigma_{2p_z}$, $\sigma_{2p_z}$, $\pi_{2p_y}$, $\pi_{2p_y}$. (The latter notation of $x$, $y$, $z$ directions assumes that both C atoms are located in the $x$ axis). In the first DMRG microiteration performed on the active space of $L_A = 3$ containing only occupied orbitals, i.e., $\sigma_{2s}$, $\sigma_{2s}$ and $\pi_{2p_z}$, the DMRG-RAS solution corresponds to the CISD approximation by allowing up to two particle transfer between C and V by and applying the loose C constrain defined in Sec. II A. Note that these equivalent solutions follow from the additional two-electron restriction on the space A formed purely of occupied orbitals. Applying the more restrictive constrain on the C and V spaces, a higher energy is obtained as shown in Fig. 2. For $L_A = 4$, where the restricted space includes exclusively virtual MOs, the CISD energy is predicted for both restriction constrains. We find that the energy drops significantly for $L_A = 5$ where the lowest lying unoccupied molecular orbital of $\sigma_{2p_z}$ character is added to $\Phi_A$ configurational space which also indicates its strongly correlated character. The higher lying virtual orbitals incorporated in $L_A = 6, 7, 8$ active spaces, which all have positive orbital energy, affect less drastically the DMRG-RAS level of solution according to the many-body energy and the wave-function analysis.

By applying the DBSS truncation scheme, the exact ($\chi = 0$) RAS-space results can be approximated in order to reduce computational costs as depicted in Fig. 2 for truncation threshold $\chi = 10^{-4}$ and keeping $M_{\text{min}} = 64$. In particular, for $L_A = 8$ the $M_{\text{exact}} = 4096$ states of the system block are represented by $M = 691$ many-
| method               | energy (Ha) | $\Delta E$ (%) |
|---------------------|-------------|----------------|
| HF                  | -75.4013    | 0.0            |
| CASCI(8)            | -75.5485    | 38.4           |
| CASSCF(8)           | -75.6386    | 61.8           |
| CISD                | -75.7112    | 80.8           |
| CISDT               | -75.7339    | 86.7           |
| CISDTQ              | -75.7765    | 97.8           |
| MRCI(8)+Q           | -75.7808    | 99.0           |
| CCSD*               | -75.7496    | 99.5           |
| CCSD(T)*            | -75.7832    | 100.0          |
| CCSDT*              | -75.7810    | 100.0          |
| CCSDTQ*             | -75.7845    | 100.0          |
| NEVPT2(8)*          | -75.7540    | 100.0          |
| DMRG-RAS(8, $\chi = 10^{-4}$)$^b$ | -75.7640 | 100.0          |
| DMRG-RAS(8, $\chi = 0$)$^b$    | -75.7704    | 100.0          |
| DMRG-RAS(8, $M = 5051$) | -75.7704    | 99.9           |
| DMRG-RAS(8, $M = 500$) | -75.7694    | 99.9           |
| DMRG-RAS(8, $\chi = 10^{-4}$) | -75.7703    | 99.9           |
| DMRG-RAS(14, $M = 500$) | -75.7753    | 99.9           |
| DMRG-RAS(14, $\chi = 10^{-4}$) | -75.7792    | 99.9           |
| DMRG-RAS(14, $\chi = 10^{-6}$) | -75.7809    | 99.9           |
| DMRG-RAS(18, $M = 500$) | -75.7768    | 99.9           |
| DMRG-RAS(18, $\chi = 10^{-4}$) | -75.7795    | 99.9           |
| DMRG-RAS(18, $\chi = 10^{-6}$) | -75.7836    | 99.9           |
| DMRG(58, $M = 500$)  | -75.7779    | 99.9           |
| DMRG(58, $\chi = 10^{-6}$) | -75.7849    | 99.9           |
| DMRG(58, $M = 4096$) | -75.7850    | 100.0          |

TABLE I. Ground state energy of C$_2$ in cc-pVTZ basis using frozen-core approximation computed by various post-HF methods which correlate 8 electrons. For the active space methods the number of active orbitals are given in parenthesis while for the DMRG results the applied truncation scheme is also denoted. A series of standard DMRG calculations performed on the complete space of 58 orbitals is also included. Standard DMRG performed with retained 4096 block states provides the reference correlation energy. $\Delta E$ stands for the percentage of correlation energy retrieved by the method. The superscript $a$ denotes the non-variational solutions. The superscript $b$ corresponds to energy obtained by the first half DMRG sweep, i.e., at the end of the DMRG warmup procedure.

body states and accordingly the total Hilbert space of the problem is also reduced by a factor of five. The introduced truncation yields an energy discrepancy in the range of 0.0 to 0.013 for increasing $L_A$ (see also Tab. I).

Nevertheless, this error can be eliminated by performing DMRG sweeps restricted to the completely correlated orbital set $A$. As a proof-of-principle, retaining $M = 5051$ block states through the DMRG backward sweep the exact DMRG-RAS energy can be accurately reproduced by reaching the left turning point of the sweeping. Retaining fixed number of block states, $M = 500$, while the rank of the Hamiltonian in the effective subspace is two orders of magnitude smaller than the uncontracted RAS problem, the exact result can be approached within an error of 1 mHa. Utilizing the DBSS procedure with $\chi = 10^{-4}$ and $M_{\text{min}} = 64$ during the DMRG sweeping, in line with expectations, after a series of DMRG sweeps we get a converged energy with a marginal error of 0.1 mHa.

As a comparison, reference results of standard post-HF methods are also compiled in Tab. I and illustrated in Fig. 2. We find that although CASCI(8,8) result can be significantly lowered by SCF orbital optimization, it is still substantially higher than cheap CISD approximation due to its poor description of dynamical correlation effects. Modeling the problem at CISD, CISDT and CISDTQ level of theory, the retrieved correlation energy with respect to the reference DMRG correlation energy (obtained using $M = 4096$ and 58 orbitals) increases as 80.8%, 86.7%, 97.8%, respectively. Comparing to the single-reference CSD and CISD solutions, DMRG-RAS yields higher resolution of correlations by construction already for $L_A = 5$ setup. On the other hand, setting against the standard DMRG energy, which considers all possible excitations without any restrictions, the DMRG-RAS solution is off by 0.022 Ha for $L_A = 8$ recovering 96.2% of the total correlation energy. Notable that CISDTQ provides practically exact solution retrieving 97.9% of the correlations. In Tab. I CC results of various complexity are presented as well. The data clearly demonstrates that the DMRG-RAS approach computed at modest active space size might not only outperform standard single-reference CI expansions but also cheap CC solutions, note that DMRG-RAS provides lower energy than CCSD already for $L_A = 6$. Furthermore, NEVPT2 results are also outperformed using DMRG-RAS level of theory. Even though the variational RAS based description is computationally more demanding compared to perturbation theory, it might provide more-reliable estimate for strongly correlated problems.

Increasing the size of completely correlated space $A$, the RAS energy decreases at a price of increasing computational efforts. As a demonstration, in Tab. I we also present DMRG-RAS energies obtained for $A$ subspaces extended by virtuals selected according orbital energy. Describing sizeable active spaces, the basis truncation is already essential to keep the computations feasible. Retaining $M = 500$, we find that extending the 8 orbital active space with MOs of character $\sigma_{3p_{x}}, \pi_{3p_{y}}, \sigma_{3s}$, $\pi_{3p_{z}}$, $\sigma_{3s}$, $\pi_{3p_{y}}$ and $\pi_{3p_{z}}$, yielding $L_A = 14$ in total, the CISDTQ energy is recovered with an accuracy of 1 mHa. Applying the more precise DBSS truncation method with $\chi = 10^{-6}$, already CCSDT solution can be reached within 0.1 mHa. Furthermore, extending the active space to $L_A = 18$ orbitals with $\sigma_{3s}$, $\delta_{3d_{z^2-r^2}}$, $\delta_{3d_{x^2-y^2}}$ and $\pi_{3p_{z}}$ MOs, already CCSDTQ prediction can be retrieved within chemical accuracy.
1. Stretching the geometry

Next, we show that our approach is not restricted only to the equilibrium geometry but it can be applied through the whole potential energy surface (PES). Ground state energy of C$_2$ obtained by various post-HF methods for various interatomic distances, $d$, together with DMRG-RAS solutions are collected in Tab. II. It is clearly visible that even a very cheap DMRG-RAS(8,$M=500$) provides lower energy bounds compared to CCSD along the whole PES, while DMRG-RAS(18,$M=500$) is already comparable to CCSDT level of theory. Increasing the accuracy of the RAS(18) calculation by fixing the truncation error to $\chi=10^{-6}$, good agreement is found with CCSD-TQ calculated PES except for the most correlated setup at $d=1.75$ Å, where DMRG-RAS predicts significantly lower energy. Note that MRCI(8) with Davidson Q correction consistently confirms the trends of the DMRG-RAS(18,$\chi=10^{-6}$) solution. In fact, MRCI(8)+Q predicts energy within chemical accuracy for large separations, $d \geq 2.75$ Å, while it provides 0.002–0.02 Ha higher energies for moderate interatomic distances, $d < 2.75$ Å. Note also that DMRG-RAS method performed on a given A space is variational, thus increasing M or lowering $\chi$ provides a monotonic and stable convergence and even the cheap DMRG-RAS(8,$M=500$) gives a smooth PES. Therefore, for a fixed bond length no oscillations are experienced like in CC for $d=3.25$ Å.

Based on the PES, experimentally measurable quantities - such as equilibrium bond length, $r_e$, harmonic vibration frequency, $\omega_e$, and dissociation energy, $D_e$, - can also be derived. Scanning the PES around the equilibrium, in the range of 1.235 Å to 1.275 Å, we found that our numerical data excellently fits the harmonic approximation. The DMRG-RAS dissociation energy, $D_e$, is derived from the energy of two carbon atoms computed at separation $d=1000$ Å. The DMRG-RAS results together with benchmark results obtained by various other methods are presented in Tab. III. We find that the DMRG-RAS results depend slightly on the active space size, however, for $L_A=18$ the high-level quantum Monte Carlo based FCIQMC reference data are reproduced already up to three digits. Note that experimental data, which is also included for completeness, is not expected to be precisely predicted by the numerical results owing to the limitations of the finite basis set and to the frozen core approximation.

Finally, recalling that the linear configurational interaction theory applied for a single reference is notorious for the lack of size-consistency. Here, we also investigate this open problem for the RAS description which essentially provides a multi-referenced CI solution. As a test, we compared the DMRG-RAS(18) energy obtained for C$_2$ separated by 1000 Å, $E=-75.5606$ Ha, and the twice of the DMRG-RAS energy for a single C atom keeping 9 orbitals in the active space, $E=2 \times -37.7808 = -75.5616$ Ha, which yields a discrepancy below chemical accuracy. Note that the accuracy of size-consistency in the RAS calculations can be controlled by the active space selection and the choice of basis, furthermore it can also be improved posteriori by applying the Davidson correction or by implementing the quadratic CI theory. A more detailed analysis, also for more complex systems, is under progress and will be part of our subsequent work.

### Table II. Potential energy surface of the C$_2$ molecule calculated for various interatomic distances $d$. The ground state energies obtained by different post-HF methods, measured in Ha, are shifted by 75.00 Ha and rounded to third digit resulting an error comparable to chemical accuracy. In case of superscript $a$ DMRG-RAS calculations were performed with fixed $M=500$, in case of superscript $b$ the DBSS scheme with $\chi=10^{-6}$ was used.

| method        | $d$ (Å) |
|---------------|---------|
|               | 1.25    | 1.75    | 2.25    | 2.75    | 3.25    | 5.00    |
| CISD          | -0.711  | -0.568  | -0.517  | -0.440  | -0.394  | -0.368  |
| CISD'T        | -0.734  | -0.593  | -0.541  | -0.473  | -0.451  | -0.452  |
| CISD'TQ       | -0.777  | -0.660  | -0.591  | -0.553  | -0.547  | -0.550  |
| MRCI(8)+Q     | -0.781  | -0.674  | -0.599  | -0.570  | -0.564  | -0.562  |
| CCSD          | -0.750  | -0.613  | -0.559  | -0.513  | -0.504  | -0.334  |
| CCSD(T)       | -0.783  | -0.654  | -0.595  | -0.581  | -0.615  | -0.498  |
| CCSD'T        | -0.781  | -0.654  | -0.594  | -0.576  | -0.582  | -0.424  |
| CCSD'TQ       | -0.785  | -0.651  | -0.601  | -0.573  | -0.569  | -0.570  |
| CASSCF(8)     | -0.639  | -0.514  | -0.444  | -0.417  | -0.413  | -0.412  |
| NEVPT2(8)     | -0.754  | -0.662  | -0.576  | -0.539  | -0.534  | -0.532  |
| RAS(8)$^a$    | -0.769  | -0.682  | -0.587  | -0.558  | -0.551  | -0.551  |
| RAS(18)$^a$   | -0.777  | -0.688  | -0.593  | -0.560  | -0.555  | -0.556  |
| RAS(18)$^b$   | -0.784  | -0.695  | -0.601  | -0.570  | -0.563  | -0.561  |

### Table III. Spectroscopic constants for the dissociation of C$_2$ at different levels of theory in cc-pVTZ basis. Parameters $r_e$, $\omega_e$, and $D_e$ denote equilibrium bond distance, harmonic vibration frequency and dissociation energy, respectively.

| Method          | $r_e$(Å) | $\omega_e$(cm$^{-1}$) | $D_e$(kcal/mol) |
|-----------------|---------|-----------------------|-----------------|
| CCSD$^{12}$     | 1.240   | 1915                  | 156.6           |
| DMRG(8)-tCCSD$^{17}$ | 1.249   | 1885                  | 146.3           |
| MRCI$^{27}$     | 1.252   | 1840                  | 140.4           |
| FCIQMC$^{58}$   | 1.253   | 1835                  | 135.4           |
| DMRG-RAS(8)     | 1.255   | 1821                  | 140.9           |
| DMRG-RAS(18)    | 1.253   | 1839                  | 135.8           |
| Experiment$^{59}$ | 1.243   | 1855                  | 147.8           |
analysis is restricted to the computationally less demanding methods which confirms trends found in the smaller basis calculations.

Most notably, DMRG-RAS applied for active spaces of moderate size is already capable to outperform CISDT, CCSD and NEVPT2 energies after the first half DMRG sweep, see Tab. IV for \(L_A = 8\) and Fig. 3 for \(L_A = 14\). By carrying out sweepings for \(L_A = 8\) with fixed \(M = 500\) block states or by fixing \(\chi = 10^{-6}\) the energy can be further lowered significantly. In addition, increasing \(L_A\) to 14 the CCSD(T) reference energy can be reached within chemical accuracy. As shown in Fig. 3b, the tremendous drop in the number of retained block states after the first sweep demonstrates the efficiency of the DMRG basis state selection. Note that in case of computationally demanding problems, \(\Phi_{CV}\) can also be included in the DMRG sweeping procedure with further constraints and an optimally selected \(\Phi_{CV}\) space can be constructed according to quantum information entropies.\(^{45}\) For more complex systems, DMRG ordering optimization together with orbital optimization to provide more appropriate orbital set A can also be critical as will be shown below.

### B. Optimization strategies for more complex systems - case study of chromium dimer

In the following, we study the performance of the DMRG-RAS approach for the strongly correlated chromium dimer which multi-reference problem is also often used to benchmark DMRG-based methods\(^\text{13,62–65}\). Calculations are performed for the \(\text{Cr}_2\) molecule in its equilibrium geometry, \(d = 1.6788\) Å, in the cc-pVDZ atomic basis which model the correlation of the twelve \(3d\) electrons in the space of 68 spin-orbitals while keeping all other lower-energy electrons frozen. The obtained post-HF results for the singlet and triplet lowest lying states are summarized in Tab. V

For the singlet state, we observe the relative low variance of the high-level CC reference data which might indicate a reliable convergence to the FCI solution. In contrast, the computation of the lowest triplet state by CI and CC methods is proven to be more challenging as will be shown below. Since single reference methods might depend heavily on the chosen reference determinant, we performed independent CC calculations by varying the SCF settings in the MRCC program package. In Tab. V, the lowest CI and CC energies, which were obtained by the default SCF setting, is shown. Being more sensitive to the reference determinant, we find that the triplet energy drops substantially for increasing model complexity contrary to the singlet case. Consequently, the singlet-triplet gap, expected to be around 1 eV\(^\text{63}\), is significantly overestimated by the presented CI and CC solutions.

Turning the focus to the DMRG-RAS theory, we present several computational strategies which have the potential to improve systematically the convergence of the method. In the most naive computational scheme, we correlate 12 electrons on the 12 canonical orbitals around the HOMO-LUMO gap in active space A. The RAS theory provides only slightly lower energy than the standard CISD solution indicating the inadequacy of the virtual orbitals selected for subspace A, see DMRG-RAS energies with superscript \(a\) in Tab. V. Note that completely correlated subset of canonical orbitals is formed of the six bonding orbitals \((\sigma_{3d}, \pi_{3d})\) and the virtual orbitals with lowest

![Graph](image-url)

**FIG. 3.** (a) Relative error, \(\delta E\), of the ground state energy with respect to the CCSD(T) reference energy, \(E = -75.8007(\text{Ha})\), obtained by various standard methods and by the RAS-SD-DMRG for \(L_A = 8,14\) and \(\chi = 10^{-6}\) and for cc-pVQZ basis corresponding to \(L = 108\) orbitals. (b) For \(L_A = 14\) the convergence profile as a function of DMRG iteration steps in terms of the corresponding number of the retained DMRG block states, \(M\). Vertical dotted line indicates the last step of the first half DMRG sweep, i.e., at the end of the DMRG warmup procedure.

| Method            | Energy (Ha) |
|-------------------|-------------|
| HF                | -75.40561   |
| CISD              | -75.7264    |
| CISDT             | -75.7497    |
| CCSD\(^a\)        | -75.7656    |
| CCSD(T)\(^a\)     | -75.8007    |
| NEVPT2(8)\(^a\)   | -75.7753    |
| DMRG-RAS(8,\(\chi = 10^{-6}\))\(^b\) | -75.7749    |
| DMRG-RAS(8,M = 500) | -75.7828    |
| DMRG-RAS(8,\(\chi = 10^{-6}\))\(^b\) | -75.7837    |
| DMRG-RAS(14,\(\chi = 10^{-6}\))\(^b\) | -75.7971    |

**TABLE IV.** Similar test calculations as in Tab. I, but for cc-pVQZ basis corresponding to \(L = 108\) orbitals. The \(L_A\) number of completely correlated orbitals used in NEVPT2 and DMRG-RAS calculations are noted in parenthesis. For DMRG-RAS calculations the applied truncation criteria is also given. The superscript \(a\) and \(b\) denote the non-variational solutions and the energy obtained by the first half DMRG sweep (warmup procedure), respectively.
TABLE V. Ground state energy of Cr$_2$ in its equilibrium geometry obtained by different post-HF methods in cc-pVDZ basis and frozen-core approximation. The correlation of the twelve 4s3d electrons are included explicitly by all the non-perturbative approaches. The $L_A$ number of completely correlated orbitals used in CASSCF, NEVPT2 and DMRG-RAS calculations are noted in parenthesis. For DMRG-RAS calculations the number of retained block states $M$ is also given. Superscripts $a$ and $b$ correspond to DMRG-RAS calculations performed on active orbitals selected from the canonical orbital set around the HOMO-LUMO gap or to the orbital entropy profile, respectively. The superscript $c$ denotes DMRG-RAS results obtained in natural orbital basis, where the completely correlated orbitals were selected according to their chemical relevance reflected by large orbital entropies.

| method          | singlet (Ha)          | triplet (Ha)          | gap (eV) |
|-----------------|-----------------------|-----------------------|----------|
| CISD            | -2086.5501            | -2085.9127            | 17.34    |
| CISD(T)         | -2086.5932            | -2086.2260            | 9.99     |
| CCSD            | -2086.7401            | -2086.0758            | 18.08    |
| CCSD(T)         | -2086.8785            | -2086.5059            | 10.14    |
| CCSDT           | -2086.8675            | -2086.7042            | 4.44     |
| CCSDTQ          | -2086.8689            | -2086.7282            | 3.83     |
| CASSCF(12)      | -2086.6502            | -2086.6213            | 0.79     |
| NEVPT2(12)      | -2087.2744            | -2087.2460            | 0.77     |

RAS($12,M=500)^a$  
RAS($12,M=500)^b$  
RAS($12,M=500)^c$  
RAS($20,M=500)^c$  
RAS($20,M=1000)^c$  

In this work, we proposed a formulation of the restricted active space scheme considering the Schmidt decomposition which can be efficiently treated by the density matrix renormalization group method through the dynamically extended active space (DEAS) procedure without additional programming efforts. The dimension of the Hilbert space of the uncontracted RAS orbital space can easily be chosen to be in the range of a few tens of thousands also taking into account the sparsity of the corresponding matrices. The iterative decomposition also provides a possibility to truncate the Hilbert space of the active orbital space using quantum information measures. Most importantly, optimization of the CAS space is carried out in the presence of the EXT

FIG. 4. Sorted orbital occupation calculated by a low-accuracy ($M = 300$) DMRG for the ground state of the chromium dimer obtained in the canonical orbital and in the corresponding natural orbital basis set. The solid lines are guides to the eye.

V. CONCLUSIONS

In this work, we proposed a formulation of the restricted active space scheme considering the Schmidt decomposition which can be efficiently treated by the density matrix renormalization group method through the dynamically extended active space (DEAS) procedure without additional programming efforts. The dimension of the Hilbert space of the uncontracted RAS orbital space can easily be chosen to be in the range of a few tens of thousands also taking into account the sparsity of the corresponding matrices. The iterative decomposition also provides a possibility to truncate the Hilbert space of the active orbital space using quantum information measures. Most importantly, optimization of the CAS space is carried out in the presence of the EXT

energies. We find that these MOs are composed of 4s and 4p atomic orbitals while the chemical intuition suggests that the relevant virtual orbitals are those antibonding MOs which correspond to bonding orbitals featuring 4s and 3d atomic orbitals. This assumption is also corroborated by studying the single orbital entropy profile of the molecule to identify the relevant orbitals, which we obtained from a low-precision ($M = 300$) standard DMRG calculation on the complete space of 68 orbitals. Accordingly, by choosing the six chemically most relevant antibonding 4s and 3d virtual orbitals in subspace A, the DMRG-RAS energy drops drastically and gets even below the CCSD reference energy (see superscript $b$ in Tab. V).

In order to further improve the DMRG-RAS energy, we recall that the restricted excitations of the RAS space could only represent those orbitals faithfully whose chemical importance is negligible, i.e., orbitals with occupation number close to zero or two. Accordingly, by expressing the Hamiltonian in the natural orbital basis based on a low-precision ($M = 300$) DMRG calculation, orbitals with larger partial occupation are concentrated only on a few number of virtual orbitals and the rest of the spectrum has a much faster decay compared to the one obtained for canonical orbitals, see Fig. 4. Utilizing the natural orbitals in the DMRG-RAS method with $L_A = 12$ active orbitals the CCSDT energy can be recovered up to 0.016 Ha, see RAS data indicated by superscript $c$ in Tab. V. Furthermore, using the same strategy but extending the completely correlated subspace A by keeping $L_A = 20$ orbitals, the CCSDT ground state energy is reproduced practically up to chemical accuracy (0.003 Ha).

Repeating the same analysis for the lowest-lying triplet state the DMRG-RAS provides again a stable and monotonic convergence with increasing $L_A$ and $M$ values. Using natural orbitals the calculated gap shows only very small variance for increasing $L_A$ and $M$ values. It is also remarkable that even though CASSCF, NEVPT2 and high-level DMRG-RAS report substantially different absolute energies, all these three methods predict energy gap around 0.78 eV which result is also in line with previous findings. Note that the lowest absolute energies of the NEVPT2 solution, which retrieves correlation effects of the core electrons in a perturbative manner, imply the relevance of lower-energy 3$s$3$p$ electrons for a reliable description of the chromium dimer.
space, unlike in case of other embedding methods. As a proof of concept, we tested the method dubbed DMRG-RAS on the strongly correlated problem of carbon and chromium dimers which is compared to standard state-of-the-art numerical solutions rivaling with respect to accuracy and computational demand. Our method is variational and provides a stable and monotonic convergence with increasing size of the active space and DMRG bond dimension not only at equilibrium geometries, but along the whole potential energy surface even when multireference character gets more pronounced. When lowest lying excited states are targeted in different quantum number sectors similar properties hold. The performance of the DMRG-RAS method can be further boosted by basis optimization and utilization of concepts of quantum information theory. The generalization of the presented computational scheme as a multilayered protocol is straightforward where most RAS orbitals are treated only up to double excitation level while the more intricate ones are at higher level of theory. The method is expected to be particularly well-suited to provide a balanced description of static and dynamical correlations of ab initio systems with orbital space separable according to its correlation pattern.

While completing our work we got aware of a similar approach suggesting to attach large sites to the two ends of the DMRG chain. A more detailed analysis of excited states together with improving the CC approach via DMRG-RAS is part of our current work.
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