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Abstract Grey wolf optimizer (GWO) is a new technique, which can be applied successfully for solving optimized problems. The GWO indeed simulates the leadership hierarchy and hunting mechanism of grey wolves. There are four types of grey wolves which are alpha, beta, delta and omega. Those four types can be used for simulating the leadership hierarchy. In order to complete the process of GWO a three main steps of hunting, searching for prey, encircling prey and attacking prey are implemented. This work describes a novel meta-heuristic based on grey wolf optimization for optimum allocation of STATCOM devices on power system grid to minimized load buses voltage deviations and system power losses. Bus voltages have been solved by controlling the reactive power of shunt compensator. The Contingency management problem (such as system over-loading and a single line outages) by optimum installation of STATCOM devices, has been presented. Simulations are performed on IEEE 30-bus power system indicate that the proposed approach is a powerful search and optimization technique that may yield better solutions to engineering problems than those obtained using traditional algorithms.
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1. Introduction

Optimization techniques have become more popular in the last two decades, and extended to cover different areas of study. Genetic algorithms (GA), Ant colony optimization (ACO), and particle swarms optimization (PSO) are the most well-known techniques from meta-heuristic optimization techniques[1-3].

Those techniques are the most used optimization techniques due to their simplicity, flexibility, derivation free mechanism, and local optima avoidance. The meta-heuristic optimization techniques have different advantages makes them the first choice for solving optimization problems. Their simplicity comes from being reveal of natural phenomena, animals behaviors, or evolutionary concepts[4]. Moreover they can be apply simply to different optimization problems without any change in algorithm structure, and they are the most suitable optimization techniques for real problems. Different modification techniques have been introduced to enhance the performance of (PSO)[5-12].

The concept of time-delay is introduced for improving the output results optimized by particle swarm optimization[5]. PSO may be trapped in local optima and fails to converge to global optimum. Chaotic mutation operator has been applied successfully to improve the quantum behaved particle swarm QPSO. The improvement focus on diversify the QPSO population and enhance the QPSO's behavior in preventing premature convergence to local minima[6]. PSO has been improved with difference mean based perturbation, by Kundu, et al[7].PSO is considered one of the most popular nature-inspired algorithms for real parameter optimization, so that many techniques have been applied to improve its performance[3]. The conventional PSO model doesn't ensure convergence to an optimal solution and survive from the effect of external parameters, such as acceleration parameters, and inertia weight. Crowding distance sorting technique has been applied successfully to sort particle swarm optimizer for multi-objective design optimization[8]. An erratum to the convergence of the multi-objective particle swarm optimizers has been studied and investigated by Chakraborty, et al.[9]. A modified velocity updating formula algorithm of the particle is used, for obtaining an enhanced PSO[10]. A stochastic weight deployment approach has been presented for the iterative equation of velocity updating of PSO[11]. Tabu detecting and local learning strategy in a shrunken search space have been implemented for obtaining an improved PSO[12]. Different model of PSO have been presented by Yisu, et. al, [13]. A distribution vector, and ‘crossing over’ are combining together to form landscape particle swarm optimizer, LSPSO. This technique provides updating the velocity and escape from local minima. The application of optimization
techniques to FACTs devices have received a great attention from the researchers[14-20]. The improvement of transmission system loading margin with optimization based STATCOM device has been investigated using ordinal optimization (OO) [20].

In this study, grey wolf optimizer (GWO) technique is applied to multi-input multi-output electric power systems, to determine the optimum location and sizing of installing (STATCOM) devices in power systems for improving the system voltage stability. Objective functions are considered for the optimization process which is minimizing voltage deviation and power system loss. To validate the use of GWO for optimal location and optimal parameters of STATCOM, an IEEE 6M/30 bus power system is tested. The obtained results indicate the accuracy of the proposed GWO technique for the optimum allocation of STATCOM for system over-loading and a single line outages.

2. Problem Formulation

The optimal power flow consists of multiple objective functions is formulated to be minimize, power losses, voltage deviations and allocation of STATCOM devices (numbers and sizing). Generally the problem can be formulated as a nonlinear and constrained optimization problem [21-23]:

\[
\text{Minimize: } f(x,u) \quad (1)
\]

Subject to: \( g(x,u) = 0 \); \( h(x,u) \leq 0 \) \( (2) \) \( (3) \)

where \( u \) : Vector of problem control variable ; \( x \) : Vector of system state variables

\( f(x, u) \): Objective function to be minimized. \( g(x, u) \) : Equality constraints represents non-linear load flow equations. \( h(x, u) \): Inequality constraints.

2.1. Minimization of Transmission lines losses

Minimization real power loss as in [24-25] can be represented as:

\[
f_1(P_{loss}) = \sum_{i=1}^{nl} G_{ij}(V_i^2 + V_j^2 - 2V_iV_j\cos(\delta_i - \delta_j)) \quad (4)
\]

Where \( nl \) is the total number of transmission lines, \( V \) and \( \delta \) are the voltage and the voltage angle of bus respectively, and \( G_{ij} \) is the conductance between i and j buses.

2.2. Minimization of Voltage Deviation (VD)

The load voltage deviation as a term of objective function \( f_2(VD) \) is defined as:

\[
f_2(VD) = \sum_{k=1}^{NLB} |V_K - V_{K}^{ref}| \quad (5)
\]

where, NLB represents total number of load buses, \( V_{K}^{ref} \) is the nominal voltage value. To have a good voltage performance, the voltage deviation at each load bus must be made as small as possible from 1.0 per unit.

2.3. Minimization of FACTS Number and Size

The number of STATCOM devices and its corresponding reactive power will be precisely selected by incorporated into cost function as:

\[
f_3(\text{Number, size}) = N_{sc} + \sum_{j=1}^{N_{sc}} Q_{sc}(j) \quad (6)
\]

Where \( Q_{sc} \) is the STATCOM reactive power, \( N_{sc} \) is the number of STATCOM Buses.

The objective function includes the total voltage deviation, the total power losses, the total STATCOM reactive power and the total STATCOM number will be described as:

\[
f(x,u)= f_1(P_{loss}) + f_2(VD) + f_3(\text{Number, size}) \quad (7)
\]

In all objective functions, \( x \) is the vector of dependent variable consisting of i.e. load voltages (\( V_{L1} \) ... \( V_{NLB} \)) and generators reactive powers (\( Q_{G1} \) ... \( Q_{GNG} \)), where \( u \) is the vector of independent variables here reactive power injections (\( Q_{sc1} \) ... \( Q_{scN_{sc}} \)). The objective function (7) is described as a mixed continuous discrete optimization problem. The placement of STATCOM is considered as a discreet decision variable. Some constraints including entire power flow equations. The cost function Subject to:

Equivalent constraints \( g(x,u) \):

\[
P_{Gi} - P_{Di} - V_i \sum_{j=1}^{NLB} V_j[G_{ij} \cos(\delta_i - \delta_j) + B_{ij}\sin(\delta_i - \delta_j)] = 0 \quad (8)
\]

\[
Q_{Gi} - Q_{Di} - V_i \sum_{j=1}^{NLB} V_j[G_{ij} \sin(\delta_i - \delta_j) - B_{ij}\cos(\delta_i - \delta_j)] = 0 \quad (9)
\]

Where \( i=1,2...nb \) is the number of buses, \( P_G \) and \( Q_G \) are the generator real and reactive power respectively, \( P_D \) and \( Q_D \) are the real and reactive loads respectively, \( B_j \) is the transfer susceptance between bus i and bus j respectively.

Inequality constraints \( h(x,u) \):

Upper and lower limits on the active and reactive generations:

\[
P_{Gi}^{min} \leq P_{Gi} \leq P_{Gi}^{max} \quad \forall \ i \in g \quad (10)
\]

\[
Q_{Gi}^{min} \leq Q_{Gi} \leq Q_{Gi}^{max} \quad \forall \ i \in g \quad (11)
\]

Upper and lower bounds in the bus voltage magnitude:

\[
\delta_{ij}^{min} \leq \delta_{ij} \leq \delta_{ij}^{max} \quad \forall \ i \in g \quad (-45o \ to \ 45o) \quad (12)
\]

Upper and lower bounds in the STATCOM parameters:

\[
Q_{sc}^{min} \leq Q_{sc} \leq Q_{sc}^{max} \quad (-20Mvar \ to \ 20Mvar) \quad (13)
\]

Inequality constraints of the system voltage:

\[
V_{i}^{min} \leq V_i \leq V_{i}^{max} \quad (14)
\]

The bus voltages specified within \( \pm 5\% \) of the nominal value.

2.4. Contingency Analysis and Power System Stress

Stressed power system, either due to increasing loading or due to severe contingency, often lead to situation where system no longer remains in the secure operating region. The power system is generally stressed by means of several
causes such as the variation of load and the outage of lines.

2.4.1. Single Line Outages

For optimal placement of STATCOM in a power system, single line outages are considered as contingencies in this paper and to evaluate the severity of a contingency, Voltage Power Index (VPI) has been used as:

\[ VPI = \sum_{i=1}^{NB} (\Delta|V_i|/\Delta|V_i|^{max})^{2m} \]  

(15)

where, \( \Delta|V_i| \) is absolute arithmetic difference between the voltage magnitude under line outage and base case condition; \( \Delta|V_i|^{max} \) is bus voltage magnitude selected by the utility engineers to specify how much they think is permissible limit for an outage case. \( \Delta|V_i|^{max} \) has been considered as 0.2 p.u.

2.4.2. System Loadability

The equality constraints are the load flow equations given by the relation:

\[ P_{gi} - \lambda P_{di} = P_i \]  

(16)

\[ Q_{gi} - \lambda Q_{di} = Q_i \]  

(17)

\( \lambda \) is the loadability factor in p.u. \( P_i \) and \( Q_i \) are real and reactive power loads at bus \( i \).

3. Grey Wolf Search Algorithm

Grey wolves at the top of the food chain, mostly prefer to live in a pack. Of particular interest is that they have a very strict social dominant hierarchy as shown in Fig. 1.

![Figure 1. Hierarchy of grey wolf (dominance decreases from top down).](image)

In the GWO algorithm the hunting (optimization) is guided by \( \alpha, \beta, \) and \( \delta \). The \( \omega \) wolves follow these three wolves.

Encircling prey: grey wolves encircle prey during the hunt. In order to mathematically model encircling behavior the following equations are proposed[4]:

\[ D = |C \cdot X_p(t)| \]  

(18)

\[ X(t + 1) = X_p(t) - A \cdot D \]  

(19)

where \( t \) indicates the current iteration, \( A \) and \( C \) are coefficient vectors, \( X_p \) is the position vector of the prey, and \( X \) indicates the position vector of a grey wolf. The vectors \( A \) and \( C \) are calculated as follows:

\[ A = 2a \cdot r_1 \]  

(20)

\[ C = 2 \cdot r_2 \]  

(21)

where components of \( a \) are linearly decreased from 2 to 0 over the course of iterations and \( r_1, r_2 \) are random vectors in \([0, 1]\).

Hunting: In order to mathematically simulate the hunting behavior of grey wolves, suppose that the alpha (best candidate solution) beta, and delta have better knowledge about the potential location of prey. Therefore, we save the first three best solutions obtained so far and oblige the other search agents (including the omegas) to update their positions according to the position of the best search agents. The following formulas are proposed in this regard.

\[ D_\alpha = |C_1 \cdot X_\alpha - X|, D_\beta = |C_2 \cdot X_\beta - X|, D_\delta = |C_3 \cdot X_\delta - X| \]  

(22)

\[ X_1 = X_\alpha - A_1 \cdot (V_{\alpha}) \]  

(23)

\[ X(t + 1) = \frac{X_1 + X_2 + X_3}{3} \]  

(24)

4. Studied Model

The IEEE 30-bus power system has been selected for this study as shown in Figure 2.

![Figure 2. IEEE 30 Bus power system.](image)

From the equivalent circuit of the STATCOM shown in Figure 3 let the voltage at bus \( j \) as \( V_j[\delta_j] \), the variable voltage (ac) at the output of STATCOM as \( V_{sc} = G_{sc} + jB_{sc} \) is the STATCOM admittance and \( Q_{sc} \) is the Reactive power exchange for the STATCOM with the bus. The STATCOM power flow constraints given in [21] are used for calculating the power flow analysis on the studied electrical network given in Figure 2. These constraints can be described from eq. (25) to eq. (28).

\[ P_{sc} = |V_{sc}|^2 G_{sc} - |V_{sc}| \left| V_j \right| \left| G_{sc} \sin(\delta_{sc} - \delta_j) + B_{sc} \cos(\delta_{sc} - \delta_j) \right| \]  

(25)

\[ Q_{sc} = -|V_{sc}|^2 B_{sc} - |V_{sc}| \left| V_j \right| \left| G_{sc} \cos(\delta_{sc} - \delta_j) - B_{sc} \sin(\delta_{sc} - \delta_j) \right| \]  

(26)

\[ P_j = |V_j|^2 G_{sc} - |V_{sc}| \left| V_j \right| \left| G_{sc} \cos(\delta_j - \delta_{sc}) + B_{sc} \sin(\delta_j - \delta_{sc}) \right| \]  

(27)

\[ Q_j = -|V_j|^2 B_{sc} - |V_{sc}| \left| V_j \right| \left| G_{sc} \sin(\delta_j - \delta_{sc}) - B_{sc} \cos(\delta_j - \delta_{sc}) \right| \]  

(28)
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5. Simulations Results

The GWO has been implemented to search with the following parameters:

Number of Search Agents : 40 ; Number of iterations : 150
Number of variables (dimension of the problem) : 14

It is desirable to keep the voltage deviations near zero to avoid voltage collapses during faulty conditions. The base case and different two fault cases (single line outages and system loading) have been carried out (Table 1).

| Case | STATCOM Location (Bus No.) | STATCOM Size (Mvar) | Min. fitness (Alpha-score) |
|------|---------------------------|---------------------|---------------------------|
| 1    | 30th, 26th, 21th         | 2.631, 2.344, -0.288| 17.8187                   |
| 2    | 30th                     | 15.19               | 27.8558                   |
| 3    | 30th, 26th, 22th         | 4.440, 3.636, 6.721 | 33.2976                   |

Table 1. THE BEST OPTIMAL SOLUTION OBTAINED BY GWO

Case 1: base case

A modify IEEE 30 bus network [26]. A fast solve of the fitness function by GWO shown in Fig. 4. The effect of optimization solution on the power system voltage profile (Fig. 5) and the successfully reduce in generation powers and system losses are illustrated in Table 2.

Case 2: single line outages

For optimum allocation of STATCOM, single line outages are considered as contingencies in the test power system and to evaluate the severity of a contingency VPI is used. It has been observed that Newton Raphson load flow converges for only for 38 line outages out of 41 line outages. On the basis of VPI, the ranking of critical contingencies was done as 36, 38, 39 and 14 and so on, with corresponding values 2.1285, 0.0293, 0.065 and 0.0156. Only first most severe contingencies i.e. outage of line no.36 have been considered for STATCOM placement. Fig.6 shows the convergence characteristic of GWO, while fig.7 illustrates the voltage profile of the test system without and with STATCOM at bus no. 30. The enhancement in the total performances of the power system as illustrated in table 3.
### Figure 7. Comparison of voltage profile case 2

### Table 3. COMPARISON OF GENERATION POWER CASE 2

|                      | Before Optimization | After Optimization |
|----------------------|---------------------|--------------------|
| Total Generators Active Power (MW) | 295.136             | 294.711            |
| Total Generators Reactive Power (Mvar) | 124.095             | 106.78             |
| Total Active Power Loss on Lines (MW) | 11.736              | 11.311             |
| Injected Reactive power (Mvar) | 0.0                 | 15.19              |
| Total Voltage Deviation (p.u.) | 1.0986              | 0.3556             |

### Case 3: System Loadability

The stress of power system is modeled by an increase the loadability factor \( \lambda \) up to 1.2, so an increase in the demand load power from (283.4MW 126.2Mvar) to (340.08MW 151.44Mvar). Without any modify in the generating powers in generation buses (PG buses). Solve the optimization problem with GWO, as can be seen from fig. 8. The network without STATCOM devices has more voltage drop in the buses. This clearly shows the significant influence of STATCOM devices on keeping bus voltages in the acceptable range, as shown in Fig.9. The improvement in the total performances of the power system as illustrated in table 4.

### Table 4. COMPARISON OF GENERATION POWER CASE 3

|                      | Before Optimization | After Optimization |
|----------------------|---------------------|--------------------|
| Total Generators Active Power (MW) | 355.643             | 355.349            |
| Total Generators Reactive Power (Mvar) | 167.470             | 150.7560           |
| Total Active Power Loss on Lines (MW) | 15.563              | 15.269             |
| Injected Reactive power (Mvar) | 0.0                 | 14.797             |
| Total Voltage Deviation (p.u.) | 0.3764              | 0.2319             |

### Figure 8. GWO Fitness function convergence curve for case 3

### Figure 9. Comparison of voltage profile case 3

### 6. Conclusions

Grey Wolf Optimizer used for optimum number, location and size of STATCOM devices. GWO is proposed in order to improve the voltage profile and reduce the system losses, that clearer in IEEE 30 bus system. From the obtained results, it is obvious that sufficient enhancement in the steady-state security of the network and system loadability. The proposed GWO has shown superior features including high quality solution, stable convergence characteristics, good computational efficiency and mainly have a fast coverage to optimal solution.
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