AN ASYMPTOTIC VERSION OF COBHAM'S THEOREM
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Abstract. We introduce the notion of an asymptotically automatic sequence, which generalises the notion of an automatic sequence, and we prove a variant of Cobham’s theorem for the newly introduced class of sequences.

1. Introduction

1.1. Background. Cobham’s theorem [Cob69] is one of the fundamental results in the theory of automatic sequences, that is, sequences whose $n$-th term can be computed by a finite automaton which receives as input the expansion of $n$ in a given base $k \geq 2$. Said theorem asserts that a sequence cannot be automatic with respect to two different bases $k$ and $l$, except for the arguably trivial cases where the sequence is eventually periodic (hence automatic in all bases), or where the bases are multiplicatively dependent (hence $k$-automatic sequences are the same as $l$-automatic sequences). We recall that two integers $k,l \geq 2$ are multiplicatively dependent if they are both powers of the same integer, that is, if $(\log k)/(\log l) \in \mathbb{Q}$, and they are multiplicatively independent otherwise. For background on automatic sequences, we refer to [AS03].

Cobham’s theorem has attracted considerable attention over the years, and has been extended in many directions. Specifically, variants of this theorem are known for the multidimensional setting [Sen77] (see also [Dur05] and [MV96]); other numeration systems [Fab91, PB97, Dur98b, Han98, Bes00, DR09]; morphic sequences [Dur11] (see also [Fab94, Dur98a, Dur02]); fractals [AB11] (see also [CH14] and [CLR15]); quasi-automatic sequences [AB08]; regular sequences [Bel07]; Mahler series [AB17] (see also [SS17]); real numbers [BB09] (see also [BB09, BB10]); Gaussian integers [HS03, BFK17]. In joint work with J. Byszewski [BK20], motivated by a question of Deshouillers [DR11, Des12], we obtained a variant of Cobham’s theorem up to equality almost everywhere.

1.2. Asymptotic automaticity. The purpose of this paper is to add another entry to the list of extensions of Cobham’s theorem, and to obtain a strictly stronger variant of the main result of [BK20]. In order to state it, we will need to introduce some terminology.

We will say that two sequences $f, g: \mathbb{N}_0 \to \Omega$ taking values in a set $\Omega$ are asymptotically equal, denoted by $f \simeq g$, if $f(n) = g(n)$ for almost all $n \in \mathbb{N}_0$, that is,

$$\frac{|\{n < N \mid f(n) \neq g(n)\}|}{N} \to 0 \text{ as } N \to \infty.$$
For \( k \in \mathbb{N} \) with \( k \geq 2 \) and for a sequence \( f : \mathbb{N}_0 \to \Omega \) we define the \( k \)-kernel of \( f \), which consists of all restrictions of \( f \) to a residue class modulo a power of \( k \),
\[
\mathcal{N}_k(f) = \{N \ni n \mapsto f(k^\alpha n + r) \in \Omega \mid \alpha, r \in \mathbb{N}_0, r < k^\alpha\}.
\]
The sequence \( f \) is \( k \)-automatic if and only if its \( k \)-kernel is finite, \( |\mathcal{N}_k(f)| < \infty \).

**Definition 1.1.** Let \( k \in \mathbb{N}, k \geq 2 \), and let \( f : \mathbb{N}_0 \to \Omega \) be a sequence taking values in a finite set \( \Omega \). Then \( f \) is asymptotically \( k \)-automatic if and only if \( |\mathcal{N}_k(f)/\sim| < \infty \).

In other words, the sequence \( f \) is asymptotically \( k \)-automatic if and only if there exists a finite number of sequences \( f_0, f_1, \ldots, f_{d-1} : \mathbb{N}_0 \to \Omega \) such that for each \( f' \in \mathcal{N}_k(f) \) there exists \( 0 \leq i < d \) such that \( f' \simeq f_i \). An alternative description of asymptotically \( k \)-automatic sequences is given in Lemma 2.3. The requirement that the output space \( \Omega \) should be finite does not play a significant role, but we include it for the sake of consistency with the theory of automatic sequences.

Of course, each \( k \)-automatic sequence is asymptotically \( k \)-automatic. In [BK20], we studied sequences which are asymptotically equal to an automatic sequence, that is, sequences \( f : \mathbb{N}_0 \to \Omega \) such that there exists a \( k \)-automatic sequence \( \tilde{f} : \mathbb{N}_0 \to \Omega \) with \( f \simeq \tilde{f} \). Other examples of asymptotically \( k \)-automatic sequences appear in an upcoming paper on classification of automatic subsemigroups of \( \mathbb{N} \) [KK22]. In the situation above, \( f \) is asymptotically \( k \)-automatic; in fact, it is not hard to check that \( |\mathcal{N}_k(f)/\sim| \leq \left| \mathcal{N}_k(\tilde{f}) \right| \). We note, however, that the reverse implication does not hold, as shown by the following examples. To avoid breaking the flow of the exposition, we will postpone the proofs of claims made in Examples 1.2 and 1.3 to Section 8.

**Example 1.2.** For an integer \( n \in \mathbb{N}_0 \), let \( \lambda(n) \) denote the number of leading 1s in the binary expansion of \( n \). For instance, \( \lambda(0) = 0 \) and \( \lambda(123) = \lambda([1111011]_2) = 4 \).

Define \( f : \mathbb{N}_0 \to \{0, 1\} \) by
\[
f(n) = \begin{cases} 
1 & \text{if } \lambda(n) \text{ is prime}, \\
0 & \text{otherwise}.
\end{cases}
\]

Then \( f \) is asymptotically 2-automatic but not asymptotically equal to a 2-automatic sequence.

**Example 1.3.** For an integer \( n \in \mathbb{N}_0 \), let \( \kappa(n) \) denote the maximal number of consecutive 1s in the binary expansion of \( n \). For instance, \( \kappa(0) = 0 \) and \( \kappa(1234) = m([10011010010]_2) = 2 \).

Define \( f : \mathbb{N}_0 \to \{0, 1\} \) by
\[
f(n) = \begin{cases} 
1 & \text{if } \kappa(n) \text{ is odd}, \\
0 & \text{otherwise}.
\end{cases}
\]

Then \( f \) is asymptotically 2-automatic but not asymptotically equal to a 2-automatic sequence.

We will also need two asymptotic analogues of the notion of a periodic sequence. For a sequence \( f : \mathbb{N}_0 \to \Omega \), we let \( Sf \) denote the shift of \( f \) by 1, that is, \( Sf(n) = f(n + 1) \) for all \( n \in \mathbb{N}_0 \). It is almost a tautology to say that \( f \) is periodic with period \( m \) (or \( m \)-periodic, for short) if and only if \( f^m = \tilde{f} \). We will say that \( f : \mathbb{N}_0 \to \Omega \) is asymptotically equal to an \( m \)-periodic sequence if there exists an \( m \)-periodic sequence \( \tilde{f} \) with \( f \simeq \tilde{f} \), and we will say that \( f \) is asymptotically invariant
under shift by $m$ if $S^m f \simeq f$. It is not hard to check that each asymptotically $m$-periodic sequence is asymptotically invariant under shift by $m$, but the reverse implication does not hold, and asymptotic invariance under a shift does not imply asymptotic automaticity. Like before, we defer the proof of the following example to Section 5.

Example 1.4. Define $f : \mathbb{N}_0 \to \{0, 1\}$ by

$$f(n) = \lfloor \sqrt{n} \rfloor \mod 2.$$ 

Then $f$ is asymptotically invariant under shift by 1 but not asymptotically $k$-automatic in any base $k \geq 2$, and hence not asymptotically periodic.

1.3. New results. We are now ready to formulate our main results.

**Theorem A.** Let $\Omega$ be a finite set, let $k, l \geq 2$ be multiplicatively independent integers and let $f : \mathbb{N}_0 \to \Omega$ be a sequence. Suppose that $f$ is asymptotically $k$-automatic and asymptotically $l$-automatic. Then $f$ is asymptotically invariant under a non-zero shift.

**Theorem B.** Let $\Omega$ be a finite set, let $k, l \geq 2$ be multiplicatively independent integers and let $f : \mathbb{N}_0 \to \Omega$ be a sequence. Suppose that $f$ is $k$-automatic and asymptotically $l$-automatic. Then $f$ is asymptotically equal to a periodic sequence.

We note that the main result of [BK20] follows directly from Theorem B.

**Corollary 1.5 (BK20).** Let $\Omega$ be a finite set, let $k, l \geq 2$ be multiplicatively independent integers and let $f, g : \mathbb{N}_0 \to \Omega$ be sequences. Suppose that $f$ is $k$-automatic, $g$ is $l$-automatic and $f \simeq g$. Then $f$ and $g$ are asymptotically equal to a periodic sequence.

**Proof.** Since $f \simeq g$ and $g$ is $l$-automatic, $f$ is asymptotically $l$-automatic. Hence, $f$ is asymptotically equal to a periodic sequence by Theorem B. □

It is natural to ask if one can obtain a joint generalisation of Theorems A and B, asserting that a sequence that is asymptotically automatic in two multiplicatively independent bases must be asymptotically equal to a periodic sequence. It turns out that such a generalisation is not possible, and in Section 4 we give an example of a sequence that is asymptotically automatic in bases 2 and 3, but not asymptotically equal to a periodic sequence.

1.4. Future directions. We recall that, as a direct consequence of Cobham’s theorem, a sequence that is automatic in two multiplicatively independent bases is automatic in every base. Similarly, it follows from Theorem B that a sequence that is automatic and asymptotically automatic in two multiplicatively independent bases is also asymptotically automatic in every base. On the other hand, we believe that the aforementioned sequence constructed in Section 4 is not asymptotically $k$-automatic for any $k \in \mathbb{N}$ with $\gcd(k, 6) = 1$ (the proof of this statement remains elusive). Similarly, it is straightforward to generalise the construction in Section 4 to more than two bases. However, a proof that the resulting sequence is asymptotically automatic in the appropriate bases would require either much more precise Diophantine approximation estimates or a completely new approach. This motivates us to pose the following questions, which are the simplest instances that are currently open.
Question 1.6. Does there exist a sequence which is asymptotically automatic in bases 2 and 3, but not in base 5?

Question 1.7. Does there exist a sequence which is asymptotically automatic in bases 2, 3 and 5, but not asymptotically equal to a periodic sequence?
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2. Preliminaries

2.1. Density. We let $\mathbb{N} = \{1, 2, 3, \ldots\}$ denote the set of positive integers and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. By a slight abuse of notation, for $a, b \in \mathbb{Z}$ we let $[a, b) = \{a, a+1, \ldots, b-1\}$ denote the integer (rather than real) interval. For a set $A \subseteq \mathbb{N}_0$, we let $\overline{d}(A)$ denote the lower and upper (asymptotic) densities of $A$,

$$\overline{d}(A) = \limsup_{N \to \infty} \frac{|A \cap [0, N)|}{N}, \quad \underline{d}(A) = \liminf_{N \to \infty} \frac{|A \cap [0, N)|}{N}.$$ 

The two notions of density are connected by the relation $\overline{d}(A) = 1 - \underline{d}(\mathbb{N}_0 \setminus A)$. If $\overline{d}(A) = \underline{d}(A)$ then the common value is called the (asymptotic) density of $A$, and denoted by $d(A)$. The upper density is subadditive, meaning that $\overline{d}(A \cup B) \leq \overline{d}(A) + \overline{d}(B)$ for all $A, B \subseteq \mathbb{N}_0$; the inequality can be strict even when $A$ and $B$ are disjoint.

We will say that a statement $P(n)$ holds for (asymptotically) almost all $n \in \mathbb{N}_0$ if the set of $n \in \mathbb{N}_0$ for which $P(n)$ is false has zero asymptotic density, i.e.,

$$\overline{d}\left(\{n \in \mathbb{N}_0 \mid \neg P(n)\}\right) = 0.$$ 

More generally, if $A \subseteq \mathbb{N}_0$ then $P(n)$ holds for almost all $n \in A$ if the implication $n \in A \Rightarrow P(n)$ holds for almost all $n \in \mathbb{N}_0$. In particular, if $\overline{d}(A) = 0$ then it is vacuously true that $P(n)$ holds for almost all $n \in A$.

For two sequences $f, g: \mathbb{N}_0 \to \Omega$, where $\Omega$ is an arbitrary set, we will say that $f$ and $g$ are asymptotically equal, denoted by $f \simeq g$, if $f(n) = g(n)$ for almost all $n \in \mathbb{N}_0$. Note that $\simeq$ is an equivalence relation on the set of all maps $\mathbb{N}_0 \to \Omega$. Accordingly, we say that two sets $A, B \subseteq \mathbb{N}_0$ are asymptotically equal, denoted by $A \simeq B$, if the corresponding indicator sequences are asymptotically equal, $1_A \simeq 1_B$. Equivalently, $A \simeq B$ if $\overline{d}(\{(A \setminus B) \cup (B \setminus A)\}) = 0$.

We will use the following simple lemmas.

Lemma 2.1. Let $A_i \subseteq \mathbb{N}_0$ for $i \in \mathbb{N}_0$ be sets such that

$$\lim_{j \to \infty} \overline{d}\left(\bigcup_{j=0}^{j-1} A_i\right) = 1.$$ 

Then for each set $B \subseteq \mathbb{N}_0$ we have

$$\lim_{j \to \infty} \overline{d}\left(B \cap \bigcup_{j=0}^{j-1} A_i\right) = \overline{d}(B).$$
Proof. It is clear that $\overline{d}(B \cap \bigcup_{i=0}^{j-1} A_i) \leq \overline{d}(B)$ for each $j \in \mathbb{N}$, so it will suffice to show that
\begin{equation}
\overline{d}(B \cap \bigcup_{i=0}^{j-1} A_i) \geq \overline{d}(B).
\end{equation}
Since $\overline{d}$ is subadditive, for each $j \in \mathbb{N}$ we have
\begin{equation}
\liminf_{j \to \infty} \overline{d}(B \cap \bigcup_{i=0}^{j-1} A_i) \geq \overline{d}(B) - \overline{d}\left(\bigcup_{i=0}^{j-1} A_i\right) = \overline{d}(B) - 1 + \overline{d}\left(\bigcup_{i=0}^{j-1} A_i\right).
\end{equation}
Passing to the limit $j \to \infty$ and applying (11) yields (3). $\square$

Lemma 2.2. Let $(N_i)_{i=1}^{\infty}$ be a (strictly) increasing sequence of positive integers, and assume that
\begin{equation}
\lambda := \limsup_{i \to \infty} \frac{N_{i+1}}{N_i} < \infty.
\end{equation}
Then for each set $A \subseteq N_0$ we have
\begin{equation}
\frac{\overline{d}(A)}{\lambda} \leq \limsup_{i \to \infty} \frac{|A \cap [0, N_i)|}{N_i} \leq \overline{d}(A).
\end{equation}

Proof. Set $N_0 := 0$. For each $N \in \mathbb{N}$, there exists $i(N) \in \mathbb{N}$ such that $N \in [N_{i(N)} - 1, N_{i(N)})$. Hence,
\begin{equation}
\overline{d}(A) = \limsup_{N \to \infty} \frac{A \cap [0, N)}{N} \leq \limsup_{N \to \infty} \frac{|A \cap [0, N_{i(N)})|}{N_{i(N)}} \cdot \frac{N_{i(N)}}{N} \leq \lambda \limsup_{i \to \infty} \frac{|A \cap [0, N_i)|}{N_i}.
\end{equation}
This proves the fist of the two inequalities in (6); the second one is immediate. $\square$

2.2. Words. For $k \in \mathbb{N}$ we let $\Sigma_k = \{0, 1, \ldots, k-1\}$ denote the set of base-$k$ digits. We let $\Sigma_k^* = \bigcup_{n=0}^{\infty} \Sigma_k^n$ denote the set of all words over $\Sigma_k$, including the empty word, which is denoted by $\epsilon$. For $u \in \Sigma_k^*$ we let $|u|$ denote the length of $u$, and for $u, v \in \Sigma_k^*$ we let $uv$ denote the concatenation of $u$ and $v$. For $u \in \Sigma_k^*$ we let $[u]_k \in N_0$ denote the corresponding integer. Conversely for $n \in N_0$ we let $(n)_k \in \Sigma_k^*$ denote the base-$k$ expansion of $n$ (with no leading zeros). In particular, $(0)_k = \epsilon$. Slightly more generally, for $n \in N_0$ and $\alpha \in N_0$, we let $(n)_k^\alpha \in \Sigma_k^\alpha$ denote the base-$k$ expansion of $n \mod k^\alpha$, padded with leading zeros to length $\alpha$. Thus, for instance, $(11)_2 = (11)_2^2 = 1011$, while $(11)_2^3 = (3)_2^3 = 011$.

For a map $\phi: \Sigma_k^* \to \Omega$, we define the $k$-kernel
\[ N_k(\phi) = \{ \Sigma_k^* \ni u \mapsto \phi(uv) \in \Omega \mid v \in \Sigma_k^* \}. \]
The map $\phi$ is said to be $k$-automatic if and only if its $k$-kernel is finite, $|N_k(\phi)| < \infty$. The following lemma provides an alternative description of asymptotically $k$-automatic sequences $N_0 \to \Omega$, which will be helpful in applications.

Lemma 2.3. Let $\Omega$ be a finite set, let $k \geq 2$ be an integer and let $f: N_0 \to \Omega$ be a sequence. Then the following conditions are equivalent.
(i) $f$ is asymptotically $k$-automatic;
(ii) there exists $d \in \mathbb{N}$, $f_0, f_1, \ldots, f_{d-1}: N_0 \to \Omega$ and a $k$-automatic map $\phi: \Sigma_k^* \to \Sigma_d$ such that for each $u \in \Sigma_k^n$ with length $\alpha := |u|$ we have
\begin{equation}
f\left(k^n u + [u]_k\right) = f_{\phi(u)}(n) \text{ for almost all } n \in \mathbb{N}_0.
\end{equation}
Suppose, for the sake of contradiction, that \( f \in \mathcal{N}_k(f) \) follows from the pumping lemma \([AS03, Lemma 4.2.1]\) that there exists an integer \( n \geq 1 \) we have \( \pi \mid N \) and consequently
\[
(11) \quad m < 2^{n+\alpha} \quad \text{for all} \quad n \in \mathbb{N}_0.
\]
Next, suppose that \( f \) is asymptotically \( k \)-automatic. Let \( d := |N_k(f)|/\pi < \infty \) and let \( f_0, f_1, \ldots, f_{d-1} \in N_k(f) \) be representatives of the equivalence classes. Note that for each \( u \in \Sigma_k^* \) and \( \alpha := |u| \), the sequence \( f' \) given by \( f'(n) := f(k^{\alpha}n + |u|_k) \) belongs to \( N_k(f) \). Hence, there exists \( i \in \Sigma_d \) such that
\[
(8) \quad f(k^{\alpha}n + |u|_k) = f_i(n) \quad \text{for almost all} \quad n \in \mathbb{N}_0.
\]
Since \( f_i \neq f_j \) for \( j \neq i \), the value of \( i \) is uniquely determined by \( u \). Define the map \( \phi \) by setting, with the notation as above, \( \phi(u) := i \). This guarantees that \( (7) \) holds, and it remains to verify that \( \phi \) is \( k \)-automatic.

Let \( u, v \in \Sigma_k^* \) and put \( \alpha := |u| \), \( \beta := |v| \). Applying \( (7) \) twice, we find that
\[
(9) \quad f_{\phi(uv)}(n) = f_k(k^{\alpha+\beta}n + |uv|_k) = f_{\phi(v)}(k^{\alpha}n + |u|_k)
\quad \text{for almost all} \quad n \in \mathbb{N}_0.
\]
As a consequence, for all \( v, v' \in \Sigma_k^* \) with \( \phi(v') = \phi(v) \) we also have \( \phi(uv) = \phi(uv') \) for all \( u \in \Sigma_k^* \). In particular, \( |N_k(\phi)| \leq d \), meaning that \( \phi \) is \( k \)-automatic. \( \square \)

3. Examples in base 2

In this section we verify the properties of sequences in Examples 1.2 and 1.3.

Proposition 3.1. The sequence \( f \) from Example 1.2 is asymptotically 2-automatic but not asymptotically equal to a 2-automatic sequence.

Proof. In order to show that \( f \) is asymptotically 2-automatic, note that for an integer \( n \in \mathbb{N}_0 \) we have \( f(2n) = f(2n+1) = f(n) \) as long as the binary expansion of \( n \) contains at least one zero, i.e., as long as \( n + 1 \) is not a power of 2. It follows that \( |N_2(f)|/\pi = 1 \).

Next, we show that \( f \) is not asymptotically equal to a 2-automatic sequence. Suppose, for the sake of contradiction, that \( f \simeq \tilde{f} \) for a 2-automatic sequence \( \tilde{f} \). It follows from the pumping lemma \([AS03, Lemma 4.2.1]\) that there exists an integer \( \delta \in \mathbb{N} \) such that for each \( \pi \in \mathbb{N} \) with \( \pi \geq \delta \), and for each \(\alpha, m \in \mathbb{N}_0 \) with \( m < 2^{\alpha-1} \) we have
\[
(10) \quad \tilde{f}((2^\pi - 1)2^{\alpha} + m) = \tilde{f}((2^{\pi+\delta} - 1)2^{\alpha} + m)
\]
Pick a prime \( \pi \geq \delta \) such that \( \pi + \delta \) is not a prime. Then, for \(\alpha, m \in \mathbb{N}_0 \) with \( m < 2^{\alpha-1} \) we have
\[
(11) \quad \lambda((2^\pi - 1)2^{\alpha} + m) = \pi, \quad \lambda((2^{\pi+\delta} - 1)2^{\alpha} + m) = \pi + \delta,
\]
and consequently
\[
(12) \quad f((2^\pi - 1)2^{\alpha} + m) = 1 \neq 0 = f((2^{\pi+\delta} - 1)2^{\alpha} + m).
\]
It follows from \( (10) \) and \( (12) \) that \( f(n) \neq \tilde{f}(n) \) for exactly one \( n \in \{(2^\pi - 1)2^{\alpha} + m, (2^{\pi+\delta} - 1)2^{\alpha} + m\} \). Thus,
\[
(13) \quad \left| \left\{ n < 2^{\pi+\delta+\alpha} \mid f(n) \neq \tilde{f}(n) \right\} \right| \geq 2^{\alpha-1}.
\]
Letting \( \alpha \to \infty \) (with \( \delta \) and \( \pi \) fixed) we conclude that
\[
(14) \quad \frac{1}{2^{\pi+\delta+\alpha}} \geq 1/2^{\pi+\delta+1} > 0,
\]
which contradicts the assumption that \( f \simeq \tilde{f} \) and completes the proof. \( \square \)
Proposition 3.2. The sequence \( f \) from Example 7.3 is asymptotically 2-automatic but not asymptotically equal to a 2-automatic sequence.

Proof. To begin with, note that \( \kappa \) satisfies the following recursive relations:

\[
\begin{align*}
\kappa(2n) &= \kappa(n), \\
\kappa(2n+1) &= \begin{cases} \\
\kappa(n)+1 & \text{if } n \equiv -1 \mod 2^{\kappa(n)}, \\
\kappa(n) & \text{otherwise.}
\end{cases}
\end{align*}
\]

Let \( H \in \mathbb{N}_0 \). If \( \kappa(2n+1) \neq \kappa(n) \), then it must hold that \( n \equiv -1 \mod 2^H \) or \( \kappa(n) < H \). Hence,

\[
\mathfrak{d}(\{n \in \mathbb{N}_0 \mid \kappa(2n+1) \neq \kappa(n)\}) \leq \mathfrak{d}(2^HN - 1) + \mathfrak{d}(\{n \in \mathbb{N}_0 \mid \kappa(n) < H\}).
\]

Clearly, \( \mathfrak{d}(2^HN - 1) = 2^{-H} \). It well-known that for each word \( w \in \Sigma_2 \), for almost all \( n \in \mathbb{N}_0 \), \( w \) is a subword of \( (n)_2 \) (see e.g. [AS03, Thm. 8.6.3]). Applying this observation with \( w = 1^H \), we conclude that

\[
\mathfrak{d}(\{n \in \mathbb{N}_0 \mid \kappa(n) < H\}) = 0.
\]

Inserting these values into (16) and letting \( H \to \infty \), we conclude that

\[
\mathfrak{d}(\{n \in \mathbb{N}_0 \mid \kappa(2n+1) \neq \kappa(n)\}) = 0.
\]

Thus, an inductive argument shows that each sequence in \( \mathcal{N}_2(\kappa) \) is asymptotically equal to \( \kappa \). It follows that \( |\mathcal{N}_2(f)/\asymp| = |\mathcal{N}_2(\kappa)/\asymp| = 1 \). In particular, \( f \) is asymptotically 2-automatic.

It remains to show that \( f \) is not asymptotically equal to a 2-automatic sequence. Suppose, for the sake of a contradiction, that \( f \asymp \tilde{f} \) for a 2-automatic sequence \( \tilde{f} \). Since we have already established that

\[
f(2n) = f(2n+1) = f(n) \quad \text{for almost all } n \in \mathbb{N}_0,
\]

it follows that we also have

\[
\tilde{f}(2n) = \tilde{f}(2n+1) = \tilde{f}(n) \quad \text{for almost all } n \in \mathbb{N}_0.
\]

As a consequence, there exists a word \( w \in \Sigma_2^* \) such that

\[
\tilde{f}(2n) = \tilde{f}(2n+1) = \tilde{f}(n) \quad \text{for all } n \in \mathbb{N}_0 \text{ such that } w \text{ is a subword of } (n)_2.
\]

(This follows e.g. from [AS03, Thm. 8.6.3] applied to the 2-automatic sequence \( \mathbb{N}_0 \to \Omega^3, n \mapsto (\tilde{f}(n), \tilde{f}(2n), \tilde{f}(2n+1)) \). Replacing \( w \) with \( 1w \) if necessary, we may freely assume that \( w \) begins with 1. Let \( m = |w|_2 \) and \( c = f(m) \).

Our next aim is to show that \( f \asymp c \). It follows from a repeated application of (21) that

\[
\tilde{f}(2^\alpha m + n) = c \quad \text{for all } \alpha, n \in \mathbb{N}_0 \text{ with } n < 2^\alpha.
\]

Let \( \alpha \in \mathbb{N} \) be arbitrary, and let \( n < 2^{\alpha-1} \). If \( f(n) \neq c \) then either \( f(n) \neq f(2^\alpha m + n) \) or \( f(2^\alpha m + n) \neq c = \tilde{f}(2^\alpha m + n) \). Since \( \kappa(2^\alpha m + n) = \max(\kappa(n), \kappa(m)) \), if \( f(n) \neq f(2^\alpha m + n) \) then \( \kappa(n) < \kappa(m) \). Hence,

\[
\left| \{n \in [0, 2^{\alpha-1}) \mid f(n) \neq c\} \right| \leq \left| \{n \in [0, 2^{\alpha-1}) \mid \kappa(n) < \kappa(m)\} \right| + \left| \{n' \in [0, 2^\alpha(m+1)) \mid f(n') \neq \tilde{f}(n')\} \right|.
\]
Dividing by $2^{n-2}$ and letting $\alpha \to \infty$ we conclude that (cf. Lemma 2.2)

$$\overline{d}(\{n \in \mathbb{N}_0 \mid f(n) \neq c\}) \leq 2\overline{d}(\{n \in \mathbb{N}_0 \mid \kappa(n) < \kappa(m)\}) + 4(m + 1)\overline{d}(\left\{n' \in \mathbb{N}_0 \mid f(n') \neq \bar{f}(n')\right\}).$$

The first summand on the right-hand side is zero by (17). The second summand is zero by the definition of $\bar{f}$. Thus, $f \simeq c$.

In order to reach a contradiction (and hence also the end of the proof) it remains to show that $f \not\simeq c$, that is, that $f$ is not asymptotically constant. This can be inferred from an explicit description of the statistical behaviour of $f$, which can be found in [Tao]. In order to keep the argument as self-contained as possible, we also include a short elementary proof that $f$ is not asymptotically constant.

Consider the map $D: \mathbb{N}_0 \to \mathbb{N}_0$ defined as follows. Let $D(0) = 1$, and for $n > 0$, let $D(n)$ be the integer obtained by appending an additional 1 to the earliest block of consecutive 1s in the binary expansion of $n$ which has maximal length. To be more explicit, we may write the binary expansion of $n$ in the form

$$n = u1^{\kappa(n)}v,$$

where $\kappa([u]_2) < \kappa(n)$, $u \in \{\epsilon\} \cup \Sigma_2^+0$, $v \in \{\epsilon\} \cup 0\Sigma_2^+$. Note that $u$ and $v$ are uniquely determined by $n$. With this notation, we put

$$D(n) := [u1^{\kappa(n)+1}v]_2.$$

It follows directly from the construction that $\kappa(D(n)) = \kappa(n) + 1$. In particular, $f(D(n)) \neq f(n)$. We also note that $D(n)$ contains exactly one block of $\kappa(n) + 1$ consecutive 1s, and as a consequence $D$ is injective (indeed, $n$ can be recovered from $D(n)$ by deleting a 1 from the longest block of consecutive 1s). Next, for all $n > 0$ we have the estimate (using notation from (23))

$$D(n) = 2(n - [v]_k) + [v]_{\overline{k}} + [v]_k \leq 3n.$$

Combining the observations above, we can estimate

$$N \leq \left|\{n \in [0,N) \mid f(n) \neq c\}\right| + \left|\{n \in [0,N) \mid f(D(n)) \neq c\}\right| \leq 2\left|\{n \in [0,3N) \mid f(n) \neq c\}\right|.$$ 

Dividing by $N$ and letting $N \to \infty$, we conclude that

$$\overline{d}(\{n \in \mathbb{N}_0 \mid f(n) \neq c\}) \geq \frac{1}{6} > 0. \quad \square$$

4. Example in bases 2 and 3

In this section, we construct a sequence which is asymptotically 2- and 3-automatic, but not asymptotically equal to a periodic sequence.

To begin with, let

$$(H_i)_{i=0}^\infty = (2^\alpha3^\beta)_{i=0}^\infty$$

be the increasing enumeration of the set

$$(2^\alpha3^\beta \mid \alpha, \beta \in \mathbb{N}_0) = \{1, 2, 3, 4, 6, 8, 9, 12, \ldots\},$$

meaning that $H_i < H_{i+1}$ for all $i \in \mathbb{N}_0$ and $\mathcal{H} = \{H_i \mid i \in \mathbb{N}_0\}$. 
Lemma 4.1. For the sequence \((H_i)_{i=0}^{\infty}\) defined above, we have

\[
\lim_{i \to \infty} \frac{H_{i+1}}{H_i} = 1. \tag{27}
\]

Proof. Since \(\log 3/\log 2\) is irrational, it follows from Kronecker’s equidistribution theorem that for each \(t > 0\) there exist \(\gamma, \delta, \gamma', \delta' \in \mathbb{N}_0\) such that

\[
\gamma \log 2 - \delta \log 3, -\gamma' \log 2 + \delta' \log 3 \in (0, \log (1 + t)).
\]

Hence, for each \(i \in \mathbb{N}_0\) such that

\[
\alpha_i \geq \gamma' \text{ or } \beta_i \geq \delta \tag{28}
\]

we have

\[
H_{i+1} \leq \max\left(2^{\alpha_i + \gamma_3 - \delta}, 2^{\alpha_i - \gamma'} 3^{\beta_i + \delta'}\right) < (1 + t)H_i.
\]

For fixed \(t\), (28) holds for all sufficiently large \(i\), and hence

\[
1 \leq \liminf_{i \to \infty} \frac{H_{i+1}}{H_i} \leq \limsup_{i \to \infty} \frac{H_{i+1}}{H_i} \leq 1 + t.
\]

Letting \(t \to 0\) we obtain (27). \(\square\)

We define the sequence \(f : \mathbb{N}_0 \to \{+1, -1\}\) by \(f(0) = +1\) and

\[
f(n) = (-1)^{\alpha_i + \beta_i} \text{ for } n \in [H_i, H_{i+1}) \text{ and } i \in \mathbb{N}_0. \tag{29}
\]

Lemma 4.2. For the sequence \(f\) given by (29), for almost all \(n \in \mathbb{N}_0\) we have

\[
f(n + 1) = f(n), \tag{30}
\]

\[
f(2n) = -f(n), \tag{31}
\]

\[
f(3n) = -f(n). \tag{32}
\]

Proof. We begin with (30). If \(f(n + 1) \neq f(n)\) then, as a direct consequence of (29), we have \(n + 1 = H_i\) for some \(i \in \mathbb{N}_0\). For each \(N \in \mathbb{N}\) and \(i \in \mathbb{N}_0\) with \(H_i \leq N\) we have \(\alpha_i \leq (\log N)/(\log 2)\) and \(\beta_i \leq (\log N)/(\log 3)\), and consequently

\[
|\{n \in [0, N) \mid f(n + 1) \neq f(n)\}| \leq |\{i \in \mathbb{N}_0 \mid H_i \leq N\}| \leq \frac{(\log N)^2}{(\log 2)(\log 3)}. \tag{33}
\]

To finish the proof of (30), it remains to divide (33) by \(N\) and let \(N \to \infty\).

Next, we prove (31). Consider an integer \(n \in \mathbb{N}\) with \(f(2n) \neq -f(n)\). Pick \(i \in \mathbb{N}_0\) such that \(n \in [H_i, H_{i+1})\). Since \(2\mathcal{H} \subseteq \mathcal{H}\), we have \(2H_i = H_j\) for some \(j \in \mathbb{N}_0\), and likewise \(2H_{i+1} = H_j\) for some \(j' \in \mathbb{N}_0\) with \(j' \geq j + 1\). If \(n \in [H_i, H_{j+1}/2)\) then \(2n \in [H_j, H_{j+1})\) and consequently

\[
f(2n) = (-1)^{\alpha_j + \beta_j} = (-1)^{\alpha_i + \beta_i} = -f(n), \tag{34}
\]

contrary to the choice of \(n\). Thus, \(n \in [H_{j+1}/2, H_{i+1})\), which in particular implies that \(j' \geq j + 2\) (otherwise we would have \(j' = j + 1\) and \(2n \in [H_{j+1}, H_{j+1}) = \emptyset\), which is absurd). Since \(H_i < H_{j+1}/2 < H_{i+1}\), we see that \(H_{j+1}/2\) does not belong to \(\mathcal{H}\), meaning that \(H_{j+1}\) is an odd integer, and hence \(H_{j+1}\) is a power of 3. Note that

\[
H_{j+2}/H_{j+1} \leq H_{i+1}/H_i \leq 2 < 3, \tag{35}
\]

and thus \(H_{j+2}\) cannot also be a power of 3. Thus, \(H_{j+2}/2 \in \mathcal{H} \cap (H_i, H_{i+1})\) and consequently \(j' = j + 2\).
It follows that \( H_{j+1} \) is a power of 3, or equivalently \( \alpha_{j+1} = 0 \). Indeed, if we had \( \alpha_{j+1} > 0 \) then \( H_{j+1}/2 \) would be an element of \( \mathcal{H} \) with \( H_i < H_{j+1}/2 < H_{i+1} \), which is absurd. A similar reasoning shows that \( j' = j + 2 \), since \( j' > j + 2 \) would imply that \( H_{j+1} \) and \( H_{j+2} \) are both powers of 3 and consequently
\[
2 \geq H_{i+1}/H_i > H_{j+2}/H_{j+1} \geq 3.
\]
Thus, in particular, we have shown that
\[
2n \in \lbrack H_{j+1}, H_{j+2}\).
\]
Let \( K \subseteq \mathbb{N}_0 \) be the set of all integers \( k \in \mathbb{N}_0 \) such that \( H_k \) is a power of 3. It follows from \((37)\) that for each \( N \in \mathbb{N} \) we have the estimate
\[
| \{ n \in \lbrack 0, N \mid f(2n) \neq f(n) \} | \leq \frac{1}{2} \sum_{k \in K \atop H_k < 2N} | H_{k+1} - H_k |.
\]
Fix any \( t > 0 \). By Lemma \( \text{(4.1)} \) there exists \( l = l(t) \) such that \( H_{k+1} < (1 + t)H_k \) for all \( k \geq l \). For \( k < l \), we have the trivial estimate \( H_{k+1} \leq 2H_k \). Splitting the sum in \((38)\) according to whether \( k \geq l \), for all \( N > H_l/2 \) we obtain
\[
\sum_{k \in K \atop H_k < 2N} | H_{k+1} - H_k | = \sum_{k \in K, k < l \atop H_k < 2N} | H_{k+1} - H_k | + \sum_{k \in K \atop H_k < 2N} | H_{k+1} - H_k |
\leq \sum_{k \in K, k < l \atop H_k < 2N} H_k + t \sum_{k \in K \atop H_k < 2N} H_k
= \sum_{\beta < j\iota} 3^\beta + t \sum_{\beta \leq 2N \atop \log_3 2} 3^\beta \leq 3^\beta/2 + 3tN.
\]
Inserting this estimate into \((38)\) and letting \( N \to \infty \), we conclude that
\[
\limsup_{N \to \infty} \frac{1}{N} | \{ n \in \lbrack 0, N \mid f(2n) \neq f(n) \} | \leq \frac{3}{2}t.
\]
Since \( t > 0 \) was arbitrary, \((31)\) follows.

The proof of \((29)\) is fully analogous to the proof of \((31)\) so we do not go into its details. One minor difference is that we need to replace the estimate \( 2 \geq H_{i+1}/H_i \) in \((36)\) with a slightly stronger estimate such as \( 3/2 \geq H_{i+1}/H_i \), which is easily seen to hold for all \( i \geq 1 \) (cf. Lemma \( \text{(4.1)} \)).

**Proposition 4.3.** The sequence \( f \) defined by \((29)\) is asymptotically 2-automatic and asymptotically 3-automatic.

**Proof.** Pick any \( f' \in \mathcal{N}_2(f) \). Then there exist \( \alpha, r \in \mathbb{N}_0 \) such that
\[
f'(n) = f(2^\alpha n + r) \quad \text{for all } n \in \mathbb{N}_0.
\]
Applying \((30)\) iteratively \( r \) times, we conclude that
\[
f'(n) = f(2^\alpha n) \quad \text{for almost all } n \in \mathbb{N}_0.
\]
Next, applying \((31)\) iteratively \( \alpha \) times, we conclude that
\[
f'(n) = (-1)^\alpha f(n) \quad \text{for almost all } n \in \mathbb{N}_0.
\]
Thus, \( f' \simeq f \) or \( f' \simeq -f \), depending on the parity of \( \alpha \). It follows that \( \mathcal{N}_2(f)/\simeq \) has (at most) two elements. In particular \( \mathcal{N}_2(f)/\simeq \) is finite and \( f \) is asymptotically 2-automatic. The proof that \( f \) is asymptotically 3-automatic is fully analogous. \( \square \)
**Proposition 4.4.** The sequence $f$ defined by (29) is not asymptotically equal to a periodic sequence

**Proof.** Suppose, for the sake of contradiction, that there exists a periodic sequence $\tilde{f}: \mathbb{N}_0 \rightarrow \{+1, -1\}$

\begin{equation}
(43) \quad f(n) = \tilde{f}(n) \text{ for almost all } n \in \mathbb{N}_0.
\end{equation}

It follows from (43) and (30) that

\begin{equation}
(44) \quad \tilde{f}(n) = \tilde{f}(n+1) \text{ for almost all } n \in \mathbb{N}_0.
\end{equation}

Since $\tilde{f}$ is periodic, it follows that (44) holds for all $n \in \mathbb{N}_0$, and hence $\tilde{f}$ is constant. Pick $c \in \{+1, -1\}$ such that $\tilde{f}(n) = c$ for all $n \in \mathbb{N}_0$. Then

\begin{equation}
(45) \quad f(n) = c \text{ for almost all } n \in \mathbb{N}_0.
\end{equation}

Combining (45) and (31), we conclude that

\begin{equation}
(46) \quad f(n) = -f(2n) = -c \text{ for almost all } n \in \mathbb{N}_0.
\end{equation}

Since $c \neq -c$, (46) and (45) yield a contradiction, which finishes the argument. \(\square\)

5. **Non-examples in all bases**

We now discuss the example showing that asymptotic shift-invariance does not imply asymptotic automaticity.

**Proposition 5.1.** Let $k \geq 2$ and let $f: \mathbb{N}_0 \rightarrow \{0, 1\}$ be given by

\begin{equation}
 f(n) = \lfloor \sqrt{n} \rfloor \mod 2.
\end{equation}

Then $f$ is not asymptotically $k$-automatic.

**Proof.** It will suffice to show that for all $\alpha, \beta \in \mathbb{N}_0$ with $\alpha \neq \beta$, for sequences

\begin{equation}
 f'(n) := f(\alpha n), \quad f''(n) := f(\beta n), \quad (n \in \mathbb{N}_0)
\end{equation}

we have $f' \neq f''$. Indeed, once this is shown, it will immediately follow that $\mathcal{N}_k(f)/\simeq$ is infinite. For ease of notation, we restrict to the case where $\alpha = 1$, $\beta = 0$ and $k \geq 5$ is not a square; the general case requires no new ideas.

Suppose, for the sake of contradiction, that $f' \simeq f'' = f$. It follows that $f(n) = f([n/k])$ for almost all $n \in \mathbb{N}$. For $i \in \mathbb{N}_0$, the squares in the interval $[ki^2, k(i+1)^2]$ are

\begin{equation}
\left[ \sqrt{ki} \right]^2, \left( \left[ \sqrt{ki} \right] + 1 \right)^2, \ldots, \left[ \sqrt{k(i+1)} \right]^2;
\end{equation}

note that under our assumptions, this includes at least three squares. For all $n \in [ki^2, k(i+1)^2]$ we have $f([n/k]) = i \mod 2$. On the other hand, for each of $c \in \{0, 1\}$ we have

\begin{equation}
 f(n) = \begin{cases} 
 c \quad \text{for all } n \in \left[ \sqrt{ki} \right]^2, \left( \left[ \sqrt{ki} \right] + 1 \right)^2 \quad \text{if } \left[ \sqrt{ki} \right] \equiv c \mod 2, \\
 c \quad \text{for all } n \in \left( \left[ \sqrt{ki} \right] + 1 \right)^2, \left( \left[ \sqrt{ki} \right] + 2 \right)^2 \quad \text{if } \left[ \sqrt{ki} \right] \equiv 1 - c \mod 2.
\end{cases}
\end{equation}

In particular, we can bound the number of places where $f(n) \neq f([n/k])$ by

\begin{equation}
\left| \{n \in [ki^2, k(i+1)^2] \mid f(n) = c\} \right| \geq 2 \left[ \sqrt{ki} \right] + 1.
\end{equation}
As a consequence, we have
\[
\left| \left\{ n \in [k\alpha^2, k(i + 1)^2) \mid f(n) \neq f([n/k]) \right\} \right| \geq 2 \left\lfloor \sqrt{k}i \right\rfloor + 1 \geq \frac{1}{\sqrt{k}} \cdot (1 + O(1/i)).
\]
Separating an arbitrary interval \([0, N]\) into intervals of the form \([k\alpha^2, k(i + 1)^2)\) and a negligible remainder set, we conclude that
\[
\overline{d}(\{ n \in \mathbb{N}_0 \mid f(n) \neq f([n/k]) \}) \geq \frac{1}{\sqrt{k}} > 0.
\]
This contradicts the assumption that \(f' \simeq f\) and finishes the argument. \( \square \)

Since for the sequence \(f\) from Proposition 5.1 we have \(f(n) = f(n + 1)\) unless \(n + 1\) is a square, we have finished verifying the claims made in Example 1.4. We also point out that there is nothing special about the map \(x \mapsto \sqrt{x}\) which appears in the definition of \(f\): A very similar argument would work for any map of the form \(f(n) = \lfloor \varphi(n) \rfloor \mod 2\), where \(\varphi : \mathbb{R} \to \mathbb{R}\) is sufficiently regular increasing function with sub-linear growth.

6. PROOFS OF THE MAIN RESULTS

Proof of Theorem A. Pick representatives
\[f_0, f_1, \ldots, f_{d-1} \in N_k(f)\] and \(g_0, g_1, \ldots, g_{e-1} \in N_l(f)\) of the equivalence classes in \(N_k(f)/\simeq\) and \(N_l(f)/\simeq\) respectively. Put \(\tilde{f} = (f_0, f_1, \ldots, f_{d-1}) : \mathbb{N}_0 \to \Omega^d\) and \(\tilde{g} = (g_0, g_1, \ldots, g_{e-1}) : \mathbb{N}_0 \to \Omega^e\).

Let \(\phi : \Sigma_k^* \to \Sigma_d\) and \(\psi : \Sigma_l^* \to \Sigma_e\) be the maps from Lemma 2.3 applied to \(f\) in bases \(k\) and \(l\) respectively. Let \(\alpha_0\) be an integer such that \(\phi(u^{\alpha_0}v) = \phi(u^{\alpha_0}v)\) for all \(u, v \in \Sigma_k^*\), whose existence can be deduced, for instance, repeating the argument in [BK20, Lemma 2.2]. Note that, more generally, we have
\[
\phi(u^{\alpha_0}v) = \phi(u^{\alpha_0}v)\] for all \(u, v \in \Sigma_k^*\) and \(\alpha \in \alpha_0 \mathbb{N}\).

Let \(\tilde{\phi} : \mathbb{N}_0 \to \Sigma_d\) be the map defined for \(m \in \mathbb{N}_0\) by \(\tilde{\phi}(m) = \phi(\mu^\alpha(m)\mu)\), where \(\mu\) is the unique integer (dependent on \(m\)) such that \(\alpha_0 \leq \mu < 2\alpha_0\) and \(\mu + \lfloor \mu(m) \rfloor \equiv 0 \mod \alpha_0\). This definition guarantees that for all \(\alpha \in \alpha_0 \mathbb{N}\) for all and \(m \in \mathbb{N}_0\) with \(\alpha \geq 2\alpha_0\), and \(m < k^{\alpha - 2\alpha_0}\) we have
\[
f(k^{\alpha}n + m) = f_{\phi(m)\psi}(n) = f_{\phi(m)}(n)\] for almost all \(n \in \mathbb{N}_0\).

Crucially, the expression on the right-hand side of (48) does not depend on \(\alpha\). Let \(\beta_0 \in \mathbb{N}\) and \(\tilde{\psi} : \mathbb{N}_0 \to \Sigma_e\) be defined analogously to \(\alpha_0\) and \(\tilde{\phi}\), using base \(l\) rather than \(k\).

For \(\tilde{x} \in \Omega^d\) and \(\tilde{y} \in \Omega^e\) consider the sets
\[
A(\tilde{x}) := \left\{ n \in \mathbb{N}_0 \mid \tilde{f}(n) = \tilde{x} \right\}, \quad B(\tilde{y}) := \left\{ n \in \mathbb{N}_0 \mid \tilde{g}(n) = \tilde{y} \right\}.
\]
Let \(X_0\) denote the set of all \(\tilde{x} \in \Omega^d\) with \(\overline{d}(A(\tilde{x})) > 0\), and let \(Y_0 \subseteq \Omega^e\) be defined analogously. Note that we have
\[
\bigcup_{\tilde{x} \in X_0} A(\tilde{x}) \simeq \bigcup_{\tilde{x} \in \Omega^d} A(\tilde{x}) = \mathbb{N}_0, \quad \bigcup_{\tilde{y} \in Y_0} B(\tilde{y}) \simeq \bigcup_{\tilde{y} \in \Omega^e} B(\tilde{y}) = \mathbb{N}_0.
\]
Lemma 6.1. For each $\vec{x} \in X_*$, the sequence $m \mapsto x_{\varphi(m)}$ is eventually periodic.

Proof. Let $\alpha \in \alpha_0 \mathbb{N}$ and $\beta \in \beta_0 \mathbb{N}$. Directly from (52), we have

$$d(A(\vec{x}) \cap l^\beta \mathbb{N}_0) > 0.$$  

In other words, recalling that $A(\vec{x})/l^\beta := \{ n \in \mathbb{N}_0 \mid l^\beta n \in A(\vec{x}) \}$, we have

$$d(A(\vec{x})/l^\beta) > 0.$$  

By the same argument as in (50), we obtain

$$\mathbb{N}_0 \simeq \bigcup_{\vec{y} \in Y_\alpha} B(\vec{y})/k^\alpha.$$  

Hence, there exists $\vec{y} \in Y_\alpha$ such that

$$d\left( (A(\vec{x})/l^\beta) \cap (B(\vec{y})/k^\alpha) \right) > 0.$$  

Consider any integer $m$ with

$$0 \leq m < \min \left( k_{2\alpha_0}^\alpha l_{2\beta_0}^\beta \right).$$  

Bearing in mind (58) and (59), we have

$$f(k^\alpha l^\beta n + m) = f_{\varphi(m)} \left( l^\beta n \right) = x_{\varphi(m)}$$  

for almost all $n \in A(\vec{x})/l^\beta$. Similarly, applying the same reasoning in base $l$, we have

$$f(k^\alpha l^\beta n + m) = g_{\varphi(m)} \left( k^\alpha n \right) = y_{\varphi(m)}$$  

for almost all $n \in B(\vec{y})/k^\alpha$. Combining (58) and (59), we conclude that

$$x_{\varphi(m)} = f(k^\alpha l^\beta n + m) = y_{\varphi(m)}$$  

for almost all $n \in (A(\vec{x})/l^\beta) \cap (B(\vec{y})/k^\alpha)$. It follows from (60), there exists at least one $n$ for which (60) holds, and thus

$$x_{\varphi(m)} = y_{\varphi(m)}.$$  

Since $\alpha \in \alpha_0 \mathbb{N}$ and $\beta \in \beta_0 \mathbb{N}$ are arbitrary and (77) is the only restriction on $m$, we conclude that (61) holds for all $m \in \mathbb{N}_0$.

The expression on the left-hand side of (61) is a $k$-automatic sequence with respect to $m$, while the expression on the right-hand side is an $l$-automatic sequence. It now follows from the classical version of Cobham’s theorem that the sequence in (61) is eventually periodic.

Let $q$ be the least common multiple of the periods of the sequences $m \mapsto x_{\varphi(m)}$, where $\vec{x} \in X_*$. (Since $X_* \subseteq \Omega^d$ is finite, the definition of $q$ is well-posed.) Likewise, let $n_0$ be the least point beyond which the aforementioned sequences are periodic. Thus, for each $\vec{x} \in X_*$ and $m \geq n_0$ we have $x_{\varphi(m)} = x_{\varphi(m+q)}$. If we additionally assume that $m < k_{2\alpha_0}^\alpha - q$ then, by (48),

$$f(k^\alpha n + m + q) = x_{\varphi(m+q)} = x_{\varphi(m)} = f(k^\alpha n + m)$$  

for almost all $n \in A_\alpha(\vec{x})$.\[\square\]
Let us consider the set

$$E := \{ n \in \mathbb{N}_0 \mid f(n + q) \neq f(n) \}. $$

We aim is to show that $d(E) = 0$. By (62), we already know that

\begin{equation}
\mathcal{F}(E \cap (k^\alpha A(\bar{x}) + \left[m_0, k^{\alpha-2\alpha_0} - q\right))) = 0
\end{equation}

for each $\alpha \in \alpha_0 \mathbb{N}$ and $\bar{x} \in X_*$. By Lemma 2.1 it will suffice to show that

\begin{equation}
d\left(\bigcup_{\alpha \in \alpha_0, \alpha < \gamma} \bigcup_{\bar{x} \in \mathbb{X}} (k^\alpha A(\bar{x}) + \left[m_0, k^{\alpha-2\alpha_0} - q\right)) \right) \to 1 \text{ as } \gamma \to \infty.
\end{equation}

(Above, the union is taken over $\alpha \in \alpha_0 \mathbb{N}$ with $\alpha < \gamma$.) To bring (64) into a slightly more convenient form, let $\delta \in \mathbb{N}_0$ be the least integer such that $m_0 \leq k^\delta$ and $k^{\alpha-\alpha_0} \geq k^{-\delta} + q k^{-2\delta}$; this ensures that for each $\alpha \in \alpha_0 \mathbb{N}$ we have

\begin{equation}
[k^\delta, k^{\alpha-\delta}) \subseteq [m_0, k^{\alpha-2\alpha_0} - q).
\end{equation}

(Note that the interval on the left hand side is empty when $\alpha \leq 2\delta$.) Thus, it will suffice to show that

\begin{equation}
d\left(\bigcup_{\alpha \in \alpha_0, \alpha < \gamma} \bigcup_{\bar{x} \in \mathbb{X}} (k^\alpha A(\bar{x}) + [k^\delta, k^{\alpha-\delta})) \right) \to 1 \text{ as } \gamma \to \infty.
\end{equation}

**Lemma 6.2.** There exists $\beta_* \in \beta_0 \mathbb{N}$ such that

\begin{equation}
d(l^\beta_* \mathbb{N}_0 \setminus \bigcup_{\bar{x} \in \mathbb{X}_*} A(\bar{x})) = 0.
\end{equation}

**Proof.** Note that for each $\beta \in \beta_0 \mathbb{N}$ we have $X_{\beta+\beta_0} \subseteq X_{\beta}$. Thus, $(X_{\beta_0})^\infty_{\beta=0}$ is a descending sequence of finite sets, and hence an eventually constant sequence. Hence, there exists $\beta_* \in \beta_0 \mathbb{N}$ such that $X_* = X_{\beta_*}$. In other words, for each $\bar{x} \in \mathbb{X}$, if $d(l^\beta_* \mathbb{N} \cap A(\bar{x})) > 0$ then $\bar{x} \in \mathbb{X}_*$. Bearing in mind (50), it follows that

\begin{equation}
d(l^\beta_* \mathbb{N}_0 \setminus \bigcup_{\bar{x} \in \mathbb{X}_*} A(\bar{x})) \leq \sum_{\bar{x} \in \mathbb{X}} d(l^\beta_* \mathbb{N}_0 \cap A(\bar{x})) = 0,
\end{equation}

as needed. \hfill \square

Applying Lemma 6.2 to the union in (66) we obtain

\begin{equation}
d\left(\bigcup_{\alpha \in \alpha_0, \alpha < \gamma} \bigcup_{\bar{x} \in \mathbb{X}_*} (k^\alpha A(\bar{x}) + [k^\delta, k^{\alpha-\delta})) \right) \geq d\left(\bigcup_{\alpha \in \alpha_0, \alpha < \gamma} (k^\alpha l^\beta_* \mathbb{N}_0 + [k^\delta, k^{\alpha-\delta})) \right).
\end{equation}

Thus, in order to finish the argument, it will suffice to show that

\begin{equation}
d\left(\bigcup_{\alpha \in \alpha_0, \alpha < \gamma} (k^\alpha l^\beta_* \mathbb{N}_0 + [k^\delta, k^{\alpha-\delta})) \right) \to 1 \text{ as } \gamma \to \infty.
\end{equation}

It will be convenient to prove a slightly more general fact.
Lemma 6.3. Let \( k, m, \delta \in \mathbb{N}, k \geq 2 \). Then\
\[
\mathbb{P}
\left(
\bigcup_{\alpha=0}^{\gamma-1} (mk^\alpha \mathbb{N} + [k^\delta, k^{\alpha-\delta}])
\right)
\to 1 \text{ as } \gamma \to 1.
\]

Proof. Note that, for any \( \lambda \in \mathbb{N} \), we may freely replace \( k \) with \( k^\lambda \) and \( \delta \) with \( \lfloor \delta/\lambda \rfloor \). Picking sufficiently large \( \lambda \), we may thus assume that \( m < k/2 \) and \( \delta = 1 \).

Bearing in mind Lemma 2.2, it will suffice to show that\
\[
\lim_{\gamma \to \infty} \liminf_{\nu \to \infty} k^{-\nu} \mathbb{P}
\left(
\bigcup_{\alpha=0}^{\gamma-1} (mk^\alpha \mathbb{N} + [k^\delta, k^{\alpha-\delta}])
\right) = 1.
\]

Pick any \( \gamma, \nu \in \mathbb{N} \) with \( \nu \geq \gamma \geq 3 \). Consider the random variable \( n \), uniformly distributed on \([0, k^{\nu}]\), and let \( u = u_{\nu-1} u_{\nu-2} \ldots u_0 = (n)^\nu_k \).

Then \( u_0, u_1, \ldots, u_{\nu-1} \) are jointly independent random variables, each uniformly distributed in \( \Sigma_k \). For \( \alpha \in \mathbb{N} \) with \( 3 \leq \alpha < \gamma \), let \( A_\alpha \) be the event that

(i) \( [u_{\nu-1} u_{\nu-2} \ldots u_\alpha]_k \equiv 0 \mod m; \\
(ii) \ u_\alpha - 1 = 0; \\
(iii) \ u_{\alpha-2} u_{\alpha-3} \ldots u_1 \neq 0. \\

We have
\[
k^{-\nu} \mathbb{P}
\left([0, k^{\nu}) \cap \bigcup_{\alpha=0}^{\gamma-1} (mk^\alpha \mathbb{N} + [k^\delta, k^{\alpha-\delta}]) \right) = \mathbb{P}(A_\alpha \text{ for at least one } \alpha \in [3, \gamma)).
\]

Let \( A'_\alpha \) be the event that \( A_\alpha \) holds and additionally

\( iii' \) \( u_{\alpha-2} \neq 0. \)

Since condition (\( iii' \)) clearly implies (iii), the event \( A'_\alpha \) depends only on \( u_{\nu-1} u_{\nu-2} \ldots u_{\alpha-2} \).

For each \( \alpha \) with \( 3 \leq \alpha < \gamma \), conditional on \( u_{\nu-1} u_{\nu-2} \ldots u_{\alpha+1} \), we can ensure that \( A'_\alpha \) holds by assigning suitable values to \( u_\alpha, u_{\alpha-1}, u_{\alpha-2} \), and thus
\[
\mathbb{P}(A'_\alpha | u_{\nu-1} \ldots u_{\alpha+1}) \geq \mathbb{P}
\left(
\bigg[ u_\alpha \equiv -[u_{\nu-1} \ldots u_{\alpha+10}]_k \mod m, \ u_\alpha \neq 0, \ u_{\alpha-1} = 0, \ u_{\alpha-2} \neq 0 \bigg| u_{\nu-1} \ldots u_{\alpha+1}\right)
\]
\[
\geq \frac{|k/m| - 1}{k} \cdot \frac{1}{k} \cdot \frac{k-1}{k} =: p > 0.
\]

Applying this inequality with \( \alpha = \gamma - 1, \gamma - 4, \ldots \), we conclude that
\[
\mathbb{P}(A_\alpha \text{ for at least one } \alpha \in [3, \gamma)) \geq 1 - (1-p)^{\lfloor \gamma/3 \rfloor - 1} \to 1 \text{ as } \gamma \to \infty.
\]

Combining (73) and (74) completes the argument. \( \square \)

Proof of Theorem 3. It follows from Theorem A that \( f \) is asymptotically invariant under shifts by \( q \) for some \( q \in \mathbb{N} \). Replacing \( f(n) \) with \( f(qn + r) \) for arbitrary \( r \in \{0, 1, \ldots, q-1\} \), we may freely assume that \( q = 1 \) (cf. [AS03] Thm. 6.8.2). We claim that \( f \) is asymptotically constant. Pick any \( c \in \Omega \) such that the preimage
$f^{-1}(c)$ has positive upper density. Then (e.g. by [BK20 Lemma 2.3]) there exists some $m \in \mathbb{N}$ and $\alpha_0 \in \mathbb{N}$

\begin{equation}
(75) \quad f(n) = c \quad \text{for all } n \in [k^\alpha m, k^\alpha (m + 1)) \text{ and } \alpha \in \alpha_0 \mathbb{N}.
\end{equation}

In other words, letting $K = k^\alpha$, $\mu_0 := \log_K(m)$ and $\lambda := \log_K((m + 1)/m)$, we have

\begin{equation}
(76) \quad f(n) = c \quad \text{for all } n \in \mathbb{N} \text{ with } \log_K n \in [\mu_0, \mu_0 + \lambda) + \mathbb{Z}.
\end{equation}

Because $f$ is asymptotically $l$-automatic, using the pigeon-hole principle, we can find $\beta \in \mathbb{N}_0$ and $\delta \in \mathbb{N}$ such that

\begin{equation}
(77) \quad f(l^{\beta + \delta} n + 1) = f(l^\beta n + 1) \quad \text{for almost all } n \in \mathbb{N}_0.
\end{equation}

It follows from (76) and (77) that

\begin{equation}
(78) \quad f(n) = c \quad \text{for almost all } n \in l^\beta \mathbb{N}_0 + 1 \text{ with } \log_K(l^{\beta} n) \in [\mu_0, \mu_0 + \lambda) + \mathbb{Z}.
\end{equation}

Since $f(n + 1) = f(n)$ for almost all $n$, we can strengthen (78) to

\begin{equation}
(79) \quad f(n) = c \quad \text{for almost all } n \in \mathbb{N}_0 \text{ with } \log_K(n) \in [\mu_1, \mu_1 + \lambda) + \mathbb{Z},
\end{equation}

where $\mu_1 = \mu_0 - \delta \log_K(l)$. Iterating this reasoning, for each $h \in \mathbb{N}$ we obtain

\begin{equation}
(80) \quad f(n) = c \quad \text{for almost all } n \in \mathbb{N}_0 \text{ with } \log_K(n) \in [\mu_h, \mu_h + \lambda) + \mathbb{Z},
\end{equation}

where $\mu_h := \mu_0 - h\delta \log_K(l)$. Since $\log_K(l) \in \mathbb{R} \setminus \mathbb{Q}$, we can find a finite sequence $h_1, h_2, \ldots, h_s \in \mathbb{N}_0$ such that

\begin{equation}
\bigcup_{i=1}^s [\mu_{h_i}, \mu_{h_i} + \lambda) + \mathbb{Z} = \bigcup_{i=1}^s [\mu_0 - h_i \delta \log_K(l), \mu_0 - h_i \delta \log_K(l) + \lambda) + \mathbb{Z} = \mathbb{R}.
\end{equation}

As a consequence, $f(n) = c$ for almost all $n \in \mathbb{N}$, as needed. \qed
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