On the monotonicity of the critical time in the Constrained-degree percolation model
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Abstract

The Constrained-degree percolation model was introduced in [B.N.B. de Lima, R. Sanchis, D.C. dos Santos, V. Sidoravicius, and R. Teodoro, Stoch. Process. Appl. (2020)], where it was proven that this model has a non-trivial phase transition on a square lattice. We study the Constrained-degree percolation model on the $d$-dimensional hypercubic lattice ($\mathbb{Z}^d$) and, via numerical simulations, found evidence that the critical time $t^c_d(k)$ is monotonous not increasing in the constrained $k$ if $d = 3, 4$, like it is when $d = 2$. We verify that the lowest constrained value $k$ such that the system exhibits a phase transition is $k = 3$ and that the correlation critical exponent $\nu$ for the Constrained-degree percolation model and ordinary Bernoulli percolation are the same.

1. Introduction

The classical percolation model was proposed by Broadbent and Hammersley in 1957 \citep{Broadbent1957} with the idea of modeling the flow of a fluid (deterministic) through a porous medium (random environment). In the ordinary Bernoulli bond percolation model, with parameter $p$, on a graph, each bond is open or closed, independently, with probabilities $p$ and $1 - p$, respectively. For values of $p$ greater than one constant $p_c$, called critical point (percolation

\textsuperscript{*}Corresponding author.

Email address: charlesmat@cefetmg.br (Charles S. do Amaral)
threshold), an infinite sequence of connected open bonds (sites) appears. In this case, we say that \textit{percolation} has occurred. There are several variations of these models in the literature with applications in different areas of science, in [2-17] there are some examples.

The present study aims to investigate properties of one of these variations, the so called Constrained-degree bond percolation model (CDPM) introduced in [18]. The CDPM is defined in an infinite graph $G = (\mathcal{V}, \mathcal{E})$ connected and with bounded degree. The number of bonds that has some end on the vertex $v$ is denoted for $\text{deg}(v)$ (degree of $v$). We fix a sequence of parameters (capacities or constrains) $(k_v)_{v \in \mathcal{V}}$, with $k_v \leq \text{deg}(v)$, and consider a time continuous percolation processes defined as follows: let $(U_e)_{e \in \mathcal{E}}$ be a sequence of independent and identically distributed random variables with uniform distribution on $[0, 1]$. At the time $t = 0$ all bonds are closed. Each bond $e = <u, v>$ will try to open at time $U_e$, it will succeed if and only if $\overline{\text{deg}}(u, U_e) < k_u$ and $\overline{\text{deg}}(v, U_e) < k_v$, where $\overline{\text{deg}}(v, t)$ denotes the degree of $v$ considering only the open bonds at time $t$. We say that a site $v$ percolates in time $t$ if there is an infinite path of open bonds starting from the vertex $v$. Observe that when $k_v = \text{deg}(v), \forall v \in \mathcal{V}$, the CDPM reduces to ordinary Bernoulli bond percolation; otherwise, it is a dependent model whose dependence has infinite range, in particular the Fortuin-Kasteleyn-Ginibre (FKG) inequality (see [19]) does not work.

In 1979, Gaunt proposed [20] a model called \textit{Percolation with restricted-valence} which is analogous to the CDPM, but considering site percolation instead of bond percolation. Kertsz, Chakrabarti and Duarte [21] estimated the values of critical points and the \textit{maximum random concentration} for this model on the hypercubic lattice $\mathbb{Z}^d$ for $d = 2, 3$. The CDPM is related to the study of dimers [22] and polymers [23, 24]. Other types of constrained percolation models, where only specific configurations are allowed on the vertices, were studied in [25, 26].

From now on, we consider the CDPM on the hypercubic lattice $\mathbb{Z}^d$ and $k_v = k, \forall v \in \mathbb{Z}^d$. In Figure 1, we show a part of $\mathbb{Z}^2$ considering the same sequence $(U_e)_{e \in \mathcal{E}}$ for the cases $k = 2, 3$.

Let us denote by $\theta^d(t; k)$ the probability of the origin of $\mathbb{Z}^d$ percolates at time $t$ with constrained $k$. Since the function $\theta^d(t; k)$ is monotone in $t$, we can define the critical time
as:

\[ t^d_c(k) = \sup \{t \in [0,1]; \theta^d(t;k) = 0\}. \tag{1} \]

If \( \theta^d(1;k) = 0 \), there is no percolation for any value of \( t \) and we define \( t^d_c(k) = \infty \). We denote by \( \psi^d(t;k) \) the probability of there is at least one vertex that percolates. It is standard to show that \( \theta^d(t;k) > 0 \) if and only if \( \psi^d(t;k) = 1 \), since the underlying probability measure is translation invariant, that is \( \psi^d(t;k) \in \{0,1\} \). So we can replace the function \( \theta^d(t;k) \) in (1) by \( \psi^d(t;k) \).

As already mention, when \( k = 2d \) this model is the ordinary Bernoulli bond percolation model with parameter \( t \), therefore \( t^d_c(2d) = p_c(\mathbb{Z}^d) \) (the ordinary percolation threshold). For the case \( k = 1 \) there will be only isolated bonds, thus percolation does not occur for all \( t \in [0,1] \) and \( d \geq 1 \). It was proven in [18] that if \( k = 2 \), \( t^d_c(2) = \infty \) for all \( d \geq 2 \), that is, percolation does not occur for all times, included \( t = 1 \). The main result in [18] states that for the square lattice \( (d = 2) \) \( t^2_c(3) \in (\frac{1}{2},1) \), characterizing a phase transition for \( k = 3 \). Apart these results, there are many questions and few answers.

One of these intriguing facts is the following: fixed the dimension \( d \), is the critical time a non-increasing function in \( k \)? that is, \( t^d_c(k+1) \leq t^d_c(k) \)? There is no trivial coupling proving this inequality (in Figure 2 we present an example of this situation). If the sequence \( (t^d_c(k))_k \) is indeed monotone in \( k \), we could define, for each dimension \( d > 2 \), the critical restriction \( k^d_c = \inf \{k; t^d_c(k) \leq 1\} \). The main purpose of this work is to perform simulations of \( t^d_c(k) \) for several values of \( d \) and \( k \) that support the monotonicity of the sequence \( (t^d_c(k))_k \) as well as \( k^d_c = 3, \forall d \geq 2 \). Observe that this is true for the square lattice, as shown in [18], it holds that \( t^2_c(1) = t^2_c(2) = \infty, \frac{1}{2} < t^2_c(3) < 1 \) and \( t^2_c(4) = \frac{1}{2} \) (the ordinary percolation threshold for the square lattice proved by Harris [27] and Kesten [28]).

Using an algorithm based on the Newmann-Ziff algorithm [29], we determine \( t^d_c(k) \) for \( k \in \{2,3...,2d\} (d = 2, 3, 4) \) and the maximum random concentration \( (x_k) \), which is defined as the expected value of open bonds in the lattice when \( t = 1 \). In [20], \( x_k \) is the expected value of open sites instead of bonds.

As mentioned before, in the CDPM, when \( k < 2d \), the probability of a bond being open
or closed depends on the status of the other bonds (long-range dependence), differently from what occurs in the ordinary Bernoulli percolation model. Therefore, it is not possible to use algorithms that assume that each bond is open (closed) independently, for example, the Leath Algorithm [30] or Invasion Percolation Algorithm [31, 32, 33]. Such algorithms generate only a single cluster, rather than an entire lattice configuration and are often used to estimate the critical point of percolation models in higher dimensions, as they have low time and space computational complexities.

We find numerical evidence that when \( d = 3, 4 \), \( t_{dc}^d(k) \) is monotonous in \( k \) and we determine that \( k_{dc}^d = 3 \) for these cases. In addition, we also simulated the case \( d = 2 \), verifying the results of [15] and obtaining numerically the value of \( t_{dc}^2(3) \) (that was also estimated in [22]). Based on this results, we conjecture that \( k_{dc}^d = 3 \) and \( t_{dc}^d(k) \) is monotonous in \( k \) to every \( d \geq 2 \). Furthermore, through the analysis of correlation length exponent \( \nu \), we found evidence that probably the CDPM (for \( k \geq 3 \)) and the classic percolation model are in the same universality class. In [22] it is shown that this occurs, when \( d = 2 \), through a detailed analysis of the critical exponents.

The remainder of this paper is organized as follows. Section 2 describes our simulation
procedure and Section 3 discusses the results obtained. Conclusions are summarized in Section 4.

2. Numerical Procedure

We consider the regular box $L \times \ldots \times L$ on $\mathbb{Z}^d$ with periodic boundary. The percolation criterion assumed is that the infinite cluster emerges in the box when there exists a cluster that wraps around one of the $d$ directions. From now on, we will omit $d$ and $k$ in the $t^d_c(k)$ notation if they are clear from the context.

We denote by $\psi_L(t; k)$ the probability of percolation in the box of length $L$. For each configuration $(U_e)_{e \in \mathcal{E}}$, we define $\mathcal{O}_t$ as the number of bonds that we will try to open until time $t$, formally we have:

$$\mathcal{O}_t = \# \{ e \in \mathcal{E} ; U_e \leq t \} \quad (2)$$

where the $\#$ symbol denotes the number of elements in the set. Note that the probability of a bond belongs to $\mathcal{O}_t$ does not depend on the state of any other bond (the same does
Figure 3: Graphs of the $\psi_L(t; k)$ functions when $k = 3$ and $d = 2, 3, 4$. The dashed line marks the critical time obtained using the FSS [5]. The graph’s slope near the critical time grows as the $L$ increases.

not occur when we consider the set formed only by bonds opened up to time $t$). This independence allows us to write the equation (3) and estimate $t_c$ as follows.

Using the Partition Theorem [34], the probability of percolation in the box of length $L$ can be write as:

$$
\psi_L(t; k) = \sum_{i=0}^{N} \mathbb{P}(O_t = i) \cdot Q_i = \sum_{i=0}^{N} \binom{N}{i} \cdot t^i \cdot (1 - t)^{N-i} \cdot \overline{Q}_i \quad (3)
$$

where $Q_i$ is the probability of percolation, at time $t$, conditioned that $O_t = i$. Differentiating (3) [35], it holds that

$$
\frac{d\psi_L(t; k)}{dt} = \sum_{i=0}^{N} \binom{N}{i} \cdot (i - Nt) \cdot t^{i-1} \cdot (1 - t)^{(N-i-1)} \cdot \overline{Q}_i. \quad (4)
$$

To estimate $\overline{Q}_i$, we perform an analysis similar to that used in the Newmann-Ziff algorithm [29]. A single run of the algorithm is obtained as follows:

(i) Create a list with a permutation of all the $N = dL^d$ bonds $(e_1, e_2, ..., e_N)$. 


Table 1: Values obtained for $\nu$ and $t_c$. When $d = 4$, the central values obtained for $t_c(7)$ and $t_c(8)$, marked with $^*$, were 0.16011996 and 0.16011964, respectively.

| $d = 2$ | $d = 3$ | $d = 4$ |
|---------|---------|---------|
| $k$ | $t_c$ | $\nu$ | $k$ | $t_c$ | $\nu$ | $k$ | $t_c$ | $\nu$ |
| 3 | 0.532393(15) | 0.749(4) | 3 | 0.277691(10) | 1.15(2) | 3 | 0.183205(30) | 1.47(5) |
| 4 | 0.51319(6) | 1.15(2) | 4 | 0.251319(6) | 1.15(2) | 4 | 0.162716(22) | 1.46(5) |
| 5 | 0.499994(16) | 0.751(3) | 5 | 0.248922(8) | 1.14(2) | 5 | 0.160348(15) | 1.47(3) |
| 6 | 0.248810(7) | 1.14(2) | 6 | 0.160131(14) | 1.47(4) | 6 | 0.160120(15)* | 1.46(4) |

(ii) Try to open the bonds following the order $e_1$, ..., $e_N$ and check if percolation has occurred. If a bond does not satisfy the $k$ constraint, then it remains closed.

(iii) If percolation occurred when the bond $e_i$ was opened, then we define $Q_j = 1$ for $j \geq i$. Otherwise $Q_i = 0$.

The estimate of $Q_i$ is obtained as the mean of a large number of samples of $Q_i$.

We study system with sizes $32 \leq L \leq 1024$ ($d = 2$), $22 \leq L \leq 176$ ($d = 3$) and $18 \leq L \leq 46$ ($d = 4$), with 6 values of $L$ for each $d$. The number of samples varies between 50000 ($L = 48$, $d = 4$) until $10^6$ ($L = 32$, $d = 2$).

For each $k$ and $d$, the critical time ($t_c$) is obtained by the finite-size scaling (FSS)

$$|\bar{t}_L - t_c| \sim L^a,$$

where $\bar{t}_L = \int_0^1 t \cdot \frac{d\psi_L(t; k)}{dt} dt$ is the average concentration when percolation occurs for the first time and $a$ is a fitting parameter [36]. The exponent $\nu$ was estimated from the scaling relation

$$\text{Max} \left[ \frac{d\psi_L(t; k)}{dt} \right] \sim L^{-\frac{1}{\nu}},$$

where the left-hand side represents the maximum of $\frac{d\psi_L(t; k)}{dt}$ for size $L$.

We obtained five independent estimates for each parameter studied; the central value is the average of them. The uncertainties were obtained using the standard deviation of the mean.
3. Results

Although analytical or numerical results already exist, we also simulate the cases $k = 2$ and $k = 2d$ for each $d$. When $k = 2$ we found that $t_c = \infty$ for all $d$, as obtained analytically in [18]. When $d = 2$ and $k = 4$, we get $t_c = 0.499994(16)$ that is consistent with the exact value $t_c = \frac{1}{2}$ (see [19] for a rigorous proof). For $d = 3$ and $k = 6$, we estimated $t_c = 0.248810(7)$; for $d = 4$ and $k = 8$, we estimated $t_c = 0.160120(15)$. These values are consistent with the numerical results for the ordinary Bernoulli percolation threshold obtained for $d = 3$: $0.2488126(5)$ [37], $0.2488125(25)$ [38] and $0.24881182(10)$ [39]; and for $d = 4$: $0.1601310(10)$ [38], $0.16013122(6)$ [40] and $0.1601312(2)$ [41].

For the case $k = 3$ when $d = 2, 3, 4$, Figure 3 presents graphs of the function $\psi_L(t, k)$, and Figure 4 the graphs obtained through the relations (5) and (6) to estimate $\frac{1}{\nu}$ and $t_c$, respectively. Table 1 shows the results obtained for $\frac{1}{\nu}$ and $t_c$ for all $k$ and $d$ values analyzed. For $d = 3$ it becomes clear that $t_c$ is monotonous in $k \geq 3$. If $d = 4$, the central values also suggest such behavior, however, considering the uncertainties obtained, we can only say that such behavior will occur for $k \leq 6$.

In order to obtain more evidence of the possible monotonicity from $t_c(k)$ when $k \geq 6$, we simulated the model, for $L = 46$, considering $M = 2 \times 10^5$ configurations $U^i = \{U^i_e\}_{e \in \mathcal{E}}$, $1 \leq i \leq M$. Once a configuration $U^i$ is fixed, we denote by $t(k; i)$ as the time that the system percolated for constraint $k$. We found that $t(8; i) \leq t(7; i) \leq t(6; i)$ for all $1 \leq i \leq M$. Furthermore, $t(8; i) < t(7; i)$, $t(7; i) < t(6; i)$ and $t(8; i) < t(6; i)$ for $0.096\%$, $3.429\%$ and $3.52\%$ of the analyzed configurations, respectively. Such results support the statement that the critical time will also be monotonous, in $3 \leq k \leq 8$, when $d = 4$.

The values obtained for the critical exponent $\nu$, for all $k$, are compatible with the values of ordinary Bernoulli percolation model in $d = 2$ ($\frac{4}{3}$ [36]), $d = 3$ ($0.87619(12)$ [32], $0.8774(13)$ [43]) and $d = 4$ ($0.6845(23)$ [44]). This fact suggests that probably the CDPM is in the same universality class of the ordinary Bernoulli percolation model for all $d$ and $k \geq 3$.

The estimates obtained for $x_k(L)$, for $k = 1, 2, 3$, when $d = 2$ show that its value varies less than $0.009\%$ when we vary $L$ from 32 to 1024. In addition, the uncertainty in the
Figure 4: Graphs obtained for $k = 3$, considering $d = 2, 3, 4$, to determine $t_c$ and $\frac{1}{p}$. The left plots were obtained using the FSS [5], and the right plots through log-log plots using (6). The error bars are smaller than the symbols in the graphics where they are not shown.

estimate decreases from $\approx 3 \times 10^{-3}$ to $\approx 8 \times 10^{-5}$. For this reason, we estimate $x_k(L)$ only for the highest value of $L$. Table 2 lists the values obtained. Through a plot of $x_k$ versus $k$, we see that for all $d$ its values grow linearly (Figure 5).
Figure 5: Estimates for maximum random concentration. Dimension $d = 2$, triangles; $d = 3$, circles; $d = 4$, squares. The slopes obtained were 0.2419(16), 0.1626(6), and 0.1225(3) for $d = 2, 3, 4$, respectively. The error bars are smaller than the symbols.

Table 2: Estimated random maximum concentration ($x_k$) for all $k$ and $d$ values.

|       | $x_1$     | $x_2$     | $x_3$     | $x_4$     | $x_5$     | $x_6$     | $x_7$     |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $d = 2$ | 0.22670(6) | 0.46578(8) | 0.71094(5) | -         | -         | -         | -         |
| $d = 3$ | 0.15307(2) | 0.31346(2) | 0.47511(3) | 0.63817(3) | 0.80474(3) | -         | -         |
| $d = 4$ | 0.11611(2) | 0.23710(2) | 0.35869(2) | 0.48070(2) | 0.60324(3) | 0.72672(2) | 0.85274(2) |

4. Conclusion

We study proprieties of the critical time for the Constrained-degree percolation model on the hypercubic lattice $\mathbb{Z}^d$ when $d = 2, 3, 4$. It has a long-range dependence and applications in the study of dimers and polymers. One interesting problems related to this model is to check if $t_c(k)$ is a monotone function in the constrained parameter $k$; if the answer is affirmative, it is natural also to ask what is the smallest value of $k$ such that the model has a non-trivial phase transition ($t_c \leq 1$). When $k = 1$ there will be only isolated bonds (there is no percolation) and when $k = 2d$ this model reduces to ordinary Bernoulli bond percolation, therefore the non-trivial cases occur when $k \in \{2, \ldots, 2d - 1\}$.

In [18], it was proven that: (i) for all $d \geq 2$ and $k = 2$ there is no percolation or an time
and (ii) for the squares lattice \(d = 2\), when \(k = 3\) it holds that \(\frac{1}{2} < t_c < 1\), that is, there is a non-trivial phase transition (the exact value of \(t_c\) is not known when \(k = 3\)).

In this work we determined, via numerical simulations, the value of \(t_c\) for all non-trivial cases and observed there is a phase transition for constrained \(k = 3\), for \(d = 2, 3, 4\). In addition, we find numerical evidence that \(t_c\) is monotonous in \(k\), and that the expected value of open bonds in the lattice when \(t = 1\) (maximum random concentration, \(x_k\)) grows linearly in \(k\). We also estimated the correlation length exponent \(\nu\) and obtained values compatible with those of the ordinary Bernoulli percolation model, suggesting that both models probably are in the same universality class.

This present study can contribute to the analysis of applied models related to the Constrained-degree percolation model on \(\mathbb{Z}^d\), besides helping researchers in the analytical and numerical study of this model.
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