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Abstract

**Background:** Bacteria and microbial eukaryotes occupy a wide range of ecological niches and are essential for the functioning of ecosystems. The advent of next-generation sequencing methods enabled the study of environmental microbial community compositions. Yet, many questions regarding the stability and functioning of environmental microbiomes remain open.

**Results:** In the current study, we present a methodological framework to quantify the information shared between the microbial community of a habitat and the abiotic parameters of this habitat. It is built on theoretical considerations of systems ecology and makes use of state-of-the-art machine learning techniques. It can also be used to identify bioindicators. We apply the framework to a dataset containing operational taxonomic units (OTUs) as well as more than twenty physico-chemical and geographic parameters measured in a large-scale survey of European lakes. While a large part of variation (up to 61%) in many physico-chemical parameters can be explained by microbial community composition, some of the examined parameters only share little information with the microbiome. Moreover, we have identified OTUs that act as ‘multi-task’ bioindicators that could be potential candidates for lake water monitoring schemes.

**Conclusions:** This study demonstrates the benefits of machine learning approaches in microbial ecology. Our results represent, for the first time, a quantification of information shared between the lake microbiome and a wide array of ecosystem parameters. Building on the results and methodology presented here, it will be possible to identify microbial taxa and processes central for the functioning and stability of lake ecosystems.
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Introduction

Anthropogenic changes to the environment are threatening the stability of ecosystems globally and contribute to unprecedented rates of species extinction with catastrophic consequences for life as we know it [1–6]. To mitigate the destabilization and the collapse of ecosystems, we need a more refined understanding of how they function. Systems ecology offers a paradigm that describes ecosystems as dynamic and complex networks of interactions both among organisms as well as between the biotic and abiotic aspects of an ecosystem [7–10].

Through interactions and the flow of energy and nutrients, different parts of an ecosystem share information. This is not limited to direct interactions as, for example, the number of predators in an ecosystem has both an effect on the number of prey as well as on the plants eaten by the prey [11, 12]. The network structure of ecosystems and its dynamic adaptability to changes in the environment makes it possible to identify bioindicators, i.e., organisms whose presence and prevalence can be used to estimate other parameters of the ecosystem [13, 14].

Bioindicators are used in biosphere-based ecosystem monitoring schemes such as the ones implemented in European countries under the Water Framework Directive [15, 16] but also hold insights into the autecology of organisms (i.e., their specific ecological needs and actions) as well as the functioning of an ecosystem as a whole.
This is the case since organisms will only emerge as indicative for parameters they react to directly (because of their ecological niche) or indirectly (since they interact closely with organisms that are, in turn, reactive to changes in the respective parameter). Due to their functional diversity, high growth rates, large population sizes, and high surface-to-volume ratio, bacteria and microeukaryotes are very responsive to environmental changes and represent optimal bioindicators [14, 18–20].

The advent of next-generation sequencing (NGS) has greatly facilitated the use of microbial bioindicators. Firstly, it made it possible to identify organisms based on their genetic makeup instead of visual features [20, 21]. Secondly, techniques such as amplicon sequencing have made it feasible to capture microbial community compositions present in environmental samples [22]. As different microorganisms exhibit different reactions to changes in a parameter, and these reactions are modulated by other microorganisms, the whole microbial community composition will be more indicative of the status of the ecosystem than a list of bioindicator species.

However, while being rather intuitive, the systems ecology paradigm also exposes theoretical and methodical obstacles for the study of microbial ecology. For example, the assumption of variable independence, which is a requirement for many statistical approaches, does not hold for ecosystem parameters or processes. Similarly, in a system, processes are influencing and modulating each other, rendering the distinction between direct and indirect interactions hard or even infeasible [8]. This is especially the case for microbial ecology, where interaction networks are hard to measure and validate [13, 23–25] and the distinction between indirect and direct interactions is an open question [26, 27]. Indeed, many studies prove a high relevance of indirect effects [28, 29].

Additional issues for the study of microbial ecology stem from the high sparsity and very high dimensionality of OTU tables [27, 30]. With a number of samples vastly lower than the number of features, regression is ill-defined and the correction of the $R^2$ value for sample dimensionality is impossible. Usually, both the collection of more data as well as very stringent feature selection are suggested to counteract this. Both measures, however, are only of limited use in microbial ecology, as sampling and sequencing remain expensive and the high number of different microorganisms is a non-reducible property of the study object.

In this study, we developed methodological tools to study microbial ecology in the context of systems ecology while acknowledging the aforementioned theoretical obstacles. Our main contribution is a machine learning-based framework for the quantification of the information shared between the microbiome and a total of 25 physico-chemical and positional (i.e., GPS coordinates and altitude) parameters of an ecosystem. It builds upon a wealth of studies that elucidate the role of the microbiome in ecology using machine learning [19, 31–39]. In our framework, a model learns a projection of the microbial prevalence space to a single dimension for each of the parameters, which makes it able to handle the extremely high dimensionality of amplicon-based microbiome datasets. The coefficient of correlation $R^2$ between the projected microbial community composition and the measured parameter is, then, used as a metric of shared information. This corresponds to the co-variation of the abiotic parameter and the whole microbiome, which is intuitively interpretable.
We applied this framework to a dataset from a large-scale survey of European lakes [40–42]. Lakes are considered as sentinels of ecosystem change at different temporal and geographical scales [43, 44]. This is, in part, because lakes aggregate water from their catchments, and with it, pollutants and high nutrient concentrations. Furthermore, lakes are also directly affected by various anthropogenic stressors, such as overfishing, eutrophication, climate change, and invasive species [45, 46].

The use of non-linear ensemble models facilitated a dimensionality reduction of up to 6 orders of magnitude while retaining important non-linear relationships in the amplicon dataset. Comparing two feature selection methods that were motivated by ecology, we found that filtering for bioindicators leads to a favorable behavior of the framework. Analyzing the operational taxonomic units (OTUs) identified as bioindicators in the feature selection step, we identified bacteria and microbial eukaryotes indicative of multiple lake parameters, which support the notion of high inter-dependency between ecological parameters.

At the time of writing and to our knowledge, we provide the first large-scale, sequencing-based analysis of the potential of the full microbial community composition as an indicator for physico-chemical parameters in lake ecosystems. To that end, we report a comprehensive quantification of the co-variation of the complete microbiome concerning these parameters. Our results highlight the advantages of machine learning methods for the study of microbial ecology in a systems ecology paradigm. Furthermore, they underscore the importance of including bacteria and microeukaryotes at the species or OTU level into ecological monitoring schemes. We believe this work paves the way for future endeavors to better uncover the functional workings of ecosystems.

**Methods**

**Sample collection**

Sampling was part of a pan-European study conducted in August 2012 (eukaryotic sequences are published in [40]; NCBI Bioproject PRJNA414052, prokaryotic sequences are published and described in [47] and [42]; NCBI Bioproject PRJNA559862). To analyze the effects of bio-geo-chemical factors on bacterial and protist freshwater communities on a large scale, 280 lakes were sampled, covering a broad latitudinal gradient ranging from Spain to the South of Scandinavia and altitudes from sea level to 3110 m.a.s.l. The samples were taken in daylight from the shore of each lake or pond collecting epilimnial water up to 0.5 m depth. Sampling details and information on measured physico-chemical and geographic factors can be found in [40]. For DNA analyses filtered samples were air-dried and frozen in liquid nitrogen (Cryoshippers) and stored at -80 °C until further processing.

**DNA extraction and sequencing**

Genomic DNA was extracted using the my-Budget DNA Mini Kit (Bio-Budget Technologies GmbH, Krefeld, Germany) following the protocol of the manufacturer and modifications after [40]. Bacterial amplicon sequencing targeted the V2-V3 region of the 16S rRNA gene, eukaryotic amplicon sequencing targeted the V9 region of the 18S, and the ITS1 gene in the SSU genomic region. Samples were commercially sequenced (Fasteris, Geneva, Switzerland) using paired-end Illumina HiSeq 2500 sequencing in the ‘rapid run’ mode to generate 2 x 300 bp reads. For details, please see [40, 47] and [42].
DNA extraction and sequencing
Adapter removal, quality trimming, and demultiplexing using index sequences were performed by the sequencing company (Fasteris). Base quality of raw sequence reads was rechecked using the FastQC software (v0.11.5; [48]) and reads with an average Phred quality score below 25 or with at least one base with a Phred quality score below 15 were removed using PRINSEQ-lite (v0.20.4; [49]). The paired-end reads were assembled and quality filtered with the tool PANDASeq (v2.10; [50]). Reads with uncalled bases, an assembly quality score below 0.9, a read overlap below 20 bases, or a base with a recalculated Phred-score below 1 were discarded. Assembled sequences were dereplicated and chimeras identified using UCHIME (usearch v7.0.1090; [51]). Additionally, a split-sample filtering protocol (AmpliconDuo; [52]) was used to discard sequences that were not found in both technical replicates (A and B variant). Remaining sequences were clustered using SWARM (v2.2.2; [53]).

The eukaryotic representative sequences were further clustered by identical V9 sequences (V9_Clust.R; [54]). The taxonomic assignment of the eukaryotic sequences was performed by searching the NCBI database using BLAST (BLAST + v2.7.1; NCBI nt sequences from Dec 5, 2017). For the prokaryotic sequences SILVA (SILVA SSURef release 132) was used.

Data preparation
Values for temperature (T) and conductivity (LF), measured in field in triplicates, were averaged for each sample. For the analyses at different taxonomic levels, for each taxon at each taxonomic level, OTU counts belonging to this taxon were aggregated. OTUs missing a taxonomic annotation at a taxonomic level were not counted.

To circumvent the problem of missing data in data analysis, two sub-datasets were created, namely the all_samples and all_features sub-datasets. The all_samples sub-dataset contains the parameters measured in the field (altitude, GPS coordinates, pH, conductivity, temperature, and time of sampling) and OTUs for 241 lakes. An additional set of 21 physico-chemical parameters had been measured for a subset of 47 lakes. Excluding the positional parameters and the time measurement, lakes with the extended parameter set and the corresponding OTUs constitute the all_features dataset.

Outliers in the lake parameters were defined as data points falling outside of a range of 1.5 times the interquartile range below the first or above the third quartile (as calculated using the R function boxplot.stats()). Samples that contain at least one outlier in any of the lake water parameters relevant for the sub-dataset were excluded from further analysis, leading to 201 and 42 samples in the all_samples and all_features dataset, respectively (see supplementary table 1 for a list of lakes present in the sub-datasets).

Machine learning and data analysis
To quantify the amount of information shared by the microbial community and a lake parameter, a machine learning model was trained to approximate this parameter based on the OTU table or taxonomically aggregated prevalence table. Models were trained using either 10-fold cross-validation (all_samples sub-dataset) or leave-one-out cross-validation (all_features sub-dataset) to avoid over-fitting at low sample
numbers. In our framework, the model prediction is seen as the projection of the microbial community composition to one dimension that is comparable to the lake parameter in question. As metric for shared information, the coefficient of determination $R^2$ was used. A higher $R^2$ value here indicates that the used model is better able to perform the dimensionality reduction while retaining information shared between the microbial community composition and the abiotic factor in question. However, the $R^2$ is not expected to assume values close to 1 as the microbiome is not expected to fully share information with any of the lake parameters.

Pre-model training feature selection was performed in each fold using either a fast correlation-based filter (FCBF) [55] or the `multipatt()` function (IndVal method, 999 random permutations) from the R package indicspecies (v1.7.9, [56]). The choice of the former was motivated by the widespread use of correlation networks as proxies for microbial interactions [57]. In these, nodes represent species and are connected with an edge if their prevalence correlates across a range of samples. Along these lines, FCBF groups OTUs or taxa that are neighbors in a correlation network into syntaxa, i.e., groups of organisms that act as one unit in environmental changes [58]. Pearson correlation and a correlation coefficient cutoff of 0.6 were used for this filter. For the IndVal analysis, samples were separated by tertiles of the parameter in question and OTU and taxon occurrence numbers were standardized using the Hellinger transformation to decrease the influence of highly abundant OTUs [59].

A total of 7 machine learning models from the R package caret (v6.0.86, [60]) were used in this study with default parameters: random forest (rf), stochastic gradient boosting (gbm), extreme gradient boosting (xgbTree), support vector machines with linear and radial kernel (svmLinear, svmRadial), generalized linear model (glmnet), and k-nearest neighbors (knn). OTU counts were centered and scaled using the R function `scale()` before training. Confidence intervals were determined by 1,000x re-sampling by bootstrapping of predicted and measured values. Lake parameters were clustered according to their Pearson correlation using the `hclust()` function from the R package stats (v4.0.1). Variable importances were extracted from rf models using the `varImp()` function from the R package caret (v6.0.86, [60]) and averaged over the training folds. The `ttest()` function was used to assess significance in difference between the variable importances.

**Results**

**Nonlinear models capture relevant patterns in microbial community composition**

While the most widespread use of regression models is predictive in nature, they can also be seen as learning and approximating a dimensionality reduction function that projects the input feature space to an one-dimensional target space. Based on this notion, we developed a framework to quantify the information shared between an ecosystem’s microbial community composition and an abiotic parameter. The model is trained to, in a sense, model the interactions between the microorganisms as well as the interactions between the microbiome and the target parameter. As metric of shared information, we used the $R^2$ metric between the dimensionality-reduced "prediction" and the measured parameter values as this can straightforwardly be interpreted as co-variation between the microbiome and the parameter. In a first implementation of the framework, we employed a fast correlation-based filter (FCBF)
to reduce the dimensionality before machine learning, and trained machine learning models on the \textit{all\_samples} dataset (and, therefore, only for a reduced number of parameters) using a 10-fold cross-validation evaluation scheme. This choice of feature selection method was motivated by the use of correlation networks in microbial ecology \cite{57}.

To test the hypothesis that non-linear, as well as linear, relationships between microorganisms are important for their reaction to environmental changes, we compared the performance of different regression models. Higher $R^2$ values indicate a higher propensity of the model to capture relevant patterns in the microbial community composition. The maximum attainable $R^2$ is determined by the information shared between the microbiome and the target lake parameter; a value of 1 would only be possible if no other factors influence the microbiome or the parameter level.

In our results, models that can learn both linear and non-linear relationships between features (Random Forest and xgbTree) outperform other models, supporting the notion that complex relationships are present between microbial community structure and ecosystem parameters (see figure 1). Based on these results, we focus the presentation and discussion of further results in this paper to Random Forest models.

Additionally, the results show that, consistently for all models and parameters, lower (i.e., more detailed) levels of taxonomic hierarchy share more information with the lake parameters. Nevertheless, FCBF does not reduce the dimensionality of the microbial community composition sufficiently to enable the training of regression models for all levels. Especially at the OTU level, around 89% of the initial features were still left after feature selection (table 1). This disproportion between sample number and feature space dimensionality made the application of the framework impossible for some of the parameters (see missing values in figure 1).

\textbf{Indicator species analysis as feature selection for microbiome dimensionality reduction}

As an alternative filtering method, we employed the IndVal method \cite{61}. This calculates a composite indicator value based on the specificity and fidelity of a given species concerning a predefined set of sites. Its use in the identification of bioindicators suggests that it should be able to select OTUs or taxa that share information with a given lake parameter. Applying IndVal as a feature selection method in our framework to the \textit{all\_features} dataset resulted in more stringent models for OTUs and taxa (table 1). Comparing the results of the framework developed earlier using either FCBF or IndVal as feature selection method shows that, for some parameters and taxonomic levels, using IndVal leads to better results, albeit not significantly (see Fig. 2A). Furthermore, for some combinations of taxonomic levels and parameters, the use of FCBF outperformed the use of IndVal. On the other hand, some FCBF runs were not computable (highlighted by the missing values in Fig. 2A) this was never the case for IndVal runs. Finally, as the models trained using IndVal selected features are more sparse, this filter method is, in general, preferable to FCBF for microbial ecology. Based on these results, we conclude that most of the taxa or OTUs sharing information with the respective abiotic factor are contained in the IndVal selection.
Information shared between different taxonomic levels and lake parameters

Random Forest models trained with IndVal-selected features at the OTU level lead to median $R^2$ values of more than 0.3 for more than half of the physico-chemical parameters present in the all_features dataset (figure 2B). As seen for FCBF (see figure 1), lower taxonomic levels share more information with the physico-chemical parameters, supporting the notion that the diversity of niches occupied by OTUs belonging to the same higher-order taxa has an ecological significance.

To test the hypothesis that different levels of microbial taxonomy interact with physico-chemical parameters in different ways, we aggregated the IndVals over different levels of taxonomy and used this data to train machine learning models (lines labelled "all" in figure 2B). These models do not significantly outperform the models trained on OTU prevalence tables. Therefore, we conclude that different taxonomic levels do not contribute to ecologically relevant patterns not already present at the OTU level.

Analysis of microbial multi-task bioindicators

The results presented to this point support the use of the IndVal to identify ecologically relevant OTUs from amplicon sequencing data. After Bonferroni correction, the numbers of bioindicators for different parameters ranged over four orders of magnitude (see table 2 and supplementary table 3). We analyzed these bioindicator OTUs by focusing on multi-task bioindicators, i.e., OTUs that emerged as indicative for multiple physico-chemical parameters and might, therefore, act as general indicators of lake ecosystem status.

All of the bioindicators indicative of more than 7 parameters are annotated as Bacteria (see table 3 and figure 3A) except for two OTUs that are annotated as chloroplasts of the green algae *Phacotus lenticularis*. This organism has been described as a bioindicator for freshwater ecosystems before [62, 63]. Most of the other OTUs are from the Phyla Bacteroidetes and Proteobacteria. Many of the lowest distinct taxa we identified have previously been discussed as bioindicators for general ecosystem quality (Ignavibacteriales [36], *Limnobacter* [64], and Sandaracinaceae [65]), certain environmental parameters (*Opitutus* [17, 66], Alcaligenaceae [67], *Novosphingobium* [68, 69], and NS11-12 marine group [70, 71]), and human interference/impact/pollution (*Actibacter* [72], *Fluviicola* [73], and SC-I-84 [74]). However, not all of these taxa have previously been identified in lake ecosystems, and most of the OTUs among these bacterial multi-task bioindicators are assigned to taxa originally isolated from soil ecosystems (see table 3).

The multi-task bioindicators among the eukaryotes are, at most, indicative for five parameters. Among the 32 OTUs that are indicative for more than two parameters, six are annotated as Ciliophora or Chlorophyta. These classes are ubiquitous in lakes [34, 75, 76], contain many species that inhabit specific ecological niches and have been used as bioindicators [77–79]. Similarly, many of the eukaryotic multi-task OTUs identified here belong to genera that have been described as ubiquitous in freshwater ecosystems (e.g., *Chytridiomycota* [80], *Desmodesmus* [81] or *Gymnodinium* [82]). However, most of the species we identified have, to our knowledge, not yet been described as bioindicators at lower taxonomic levels.

Based on our finding that bacterial OTUs can be indicative for more than five parameters at the same time, we speculated that bacteria are, in general, better
suited as bioindicators than eukaryotes. To test this hypothesis, we extracted feature importance values from the Random Forest models used in the machine learning framework described earlier. Comparing the feature importances assigned to bacterial OTUs with those from eukaryotic OTUs using t-tests lead to significant p-values for the lake parameters dissolved organic carbon (DOC), dissolved reactive silica (DRSi), hydrogen (H), potassium (K), ammonium (NH₄), and temperature (T) (see supplementary table 5). This suggests that bacteria and eukaryotes play different roles in lake ecosystems. However, for the other parameters, we observed no significant difference in feature importances between bacterial and eukaryotic OTUs. This supports the notion that in an ecosystem, groups of interacting organisms cannot be seen as independent with regards to their ecological function. The network structure of ecosystems is also supported by our finding that physico-chemical parameters both the bacterial and eukaryotic multi-task bioindicators respond to are distributed in accordance to the Pearson correlation between the physico-chemical parameters (see figure 3).

**Discussion**

To arrive at a fuller image of the functioning of ecosystems, methodological approaches and theoretical paradigms have to be integrated. In this study, we combined bioindicator analysis, machine learning techniques, and the systems ecology paradigm to quantify the information shared between the microbiome and physico-chemical parameters of lake ecosystems. We present a framework that acknowledges the technical obstacles presented by ecological data in general and molecular microbial ecology datasets in particular.

In this framework, we compared different machine learning models and found that ensembles of decision trees (such as Random Forest and xgbTree models) were best able to project the microbiome to a one-dimensional space (figure 1). This is most likely due to their ability to learn highly non-linear relationships and cope with large feature spaces [83]. Additionally, ensembles of decision trees are, in principle, capable of learning from data for which the independence assumption does not hold [83]. We were also able to show that while using FCBF and IndVal as feature selection methods leads to comparable results, the IndVal method results in sparser models that allow the use of the framework even for extremely high-dimensional datasets at low levels of the taxonomy (see table 1). While IndVal has been used for molecular datasets collected, for example, at the Great Barrier Reef [37], this study is first in applying it to molecular data in the context of lake ecology.

Applying our framework to a microbial ecology dataset collected in a large-scale survey of European lakes, the results suggest that lower levels of microbial taxonomy share a higher level of information with lake parameters (figures 1 and 2B). This supports the hypothesis that OTUs from the same species can react to environmental change differently and might, therefore, inhabit different ecological niches [44, 47, 84–86]. Furthermore, our results show that, for most physico-chemical parameters, higher levels of taxonomy do not contain information not already present on the OTU level (see figure 3B), which is in contrast to the findings of others [87].

In the analysis of bioindicator OTUs identified in this study, we focused on multi-task bioindicators. Among the OTUs identified as bioindicators for more than 7
abiotic lake parameters, most have been taxonomically assigned to uncultured soil bacteria (see figure 3A and table 3). Similarly, most high-ranked eukaryotic multi-task bioindicators (see figure 3B and supplementary table 4) have been first identified in freshwater biomes, but not necessarily been found in lake samples yet. As the dataset analyzed here stems from lakes, this is most probably an artifact of imprecise taxonomic annotation [88], but might also point to the diversity of ecological niches inhabited by bacterial subspecies grouped into one OTU or species [44]. Although soil and freshwater microbial community compositions differ significantly [75], microorganisms can enter lakes from soil ecosystems directly or, e.g., via rivers that feed the lake. The emergence of \textit{Phacotus lenticularis} as a multi-task organism in both groups of organisms (see table 3 and figure 3B) underscores its role as a bioindicator.

Recent studies have argued for differences in ecological function between bacteria and microbial eukaryotes in lake ecosystems [42, 89, 90]. More specifically, it has been argued that bacteria are more responsive to environmental changes than eukaryotes [14, 18, 20, 42]. This is supported by our result that bacteria that are multi-task bioindicators can be indicative of more lake parameters than eukaryotic multi-task bioindicators (see figure 3). We also found significant differences in the variable importances assigned to bacterial and eukaryotic OTUs by the Random Forest model used in the framework for some lake parameters (see supplementary table 5). However, this is not the case for all parameters. We see two main reasons for this: Firstly, at the Domain level, aggregated prevalence numbers do not share much information with lake parameters (see figure 1, 2B). Secondly, the interactions between organisms lead to indirect effects that would inhibit such a simple distinction between eukaryotes and bacteria. In the context of systems ecology, we would not expect groups of organisms to be independent in a manner relevant to this question.

Unsurprisingly, the parameters these multi-task bioindicators are indicative of show a high degree of correlation (see figure 3). Aside from underscoring the need for functional diversity in bioindicators if aiming at covering all parameters, this indicates that there are ”main factors” among lake parameters that influence a high number of other parameters strongly. Altitude has been described as one of them, as it is directly or indirectly related to, among others, temperature, radiation, salinity, conductivity, and nutrient concentration [91]. This is the case because lakes in the lowland mainly arise from rivers, which have their source in mountain chains and get enriched with nutrients during their courses. Especially for eukaryotic multi-task bioindicators, our analyses suggest that temperature, conductivity (as measured in the field, displayed in this study under the label ”LF”), and pH might also act as ”main factors”.

\textbf{Conclusion}

The results and methods presented in this study represent an important contribution to the discussion around the use of microorganisms in lake ecosystem monitoring schemes. Firstly, they indicate that the physico-chemical status of a lake cannot fully be predicted by its microbiome (see figures 1, 2B), even if the microbiome can be used for biomonitoring [33]. Nevertheless, up to around 60% of the
variation in certain parameters can be predicted by the lakes microbial community composition, which is comparable to results from soil ecosystems [92]. Secondly, the predominance of bacteria among multi-task bioindicators (see figure 3) supports the view that, in lake ecosystems, bacteria are more responsive to changes in abiotic than eukaryotes [42]. This underscores the importance of including prokaryotes into official ecosystem monitoring schemes. Thirdly, the results that OTUs share more information with environmental parameters than any of the other taxonomic level calls for the use of bioindicators at or below the OTU level. While higher-order analyses might suffice for monitoring, the precise delineation of taxonomic groups at the OTU level is especially necessary to gain insight into the microorganisms’ autecology.
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Figures

Figure 1 Information shared between the microbial community composition of a lake and its parameters. Results are shown for the all_samples dataset using FCBF as feature selection method. Lines represent 95% confidence intervals calculated from re-sampling, dots represent the median of re-sampled values. Some of the model-parameter combinations are not computable because of too high microbial community dimensionality.

Figure 2 IndVal as feature selection method for the all_features dataset. (A) Difference of median $R^2$ between models trained on FCBF- and IndVal-filtered microbial community composition. Negative values indicate better performance using FCBF, positive values indicate better performance using IndVal. Missing data points indicate combinations of taxonomic level and parameter that were not computable because of too high dimensionality after using FCBF. (B) Quantification of information shared between the microbial community composition and physico-chemical parameters of a lake using IndVal as feature selection method. Lines represent 95% confidence intervals calculated from re-sampling, dots represent the median of re-sampled values. Grey lines (labelled “all”) represent results of models trained on a concatenation of all data from different taxonomic levels. Ion names represent concentrations. For the results for other models and taxonomic levels, see supplementary table 2.

Figure 3 Multi-task bioindicators for lake ecosystem parameters. (A) OTUs indicative for more than 7 parameters, (B) Eukaryotic OTUs indicative for more than 2 parameters. Dot size represents indicator statistic magnitude. Dendrogram and parameter order are derived from all-vs-all Pearson correlations in the all_features dataset. For taxonomic annotation of the OTUs, see table 3 and supplementary table 4, for (A) and (B), respectively.

Tables

Table 1 Dimensionality of taxonomic levels, as well as average dimensionality after dimensionality reduction via FCBF and the IndVal method for the all_features dataset.

| Level   | Taxa | FCBF  | IndVal |
|---------|------|-------|--------|
| Domain  | 3    | 3     | -      |
| Phylum  | 76   | 76    | 3.22   |
| Class   | 253  | 244   | 10.10  |
| Order   | 752  | 714   | 24.16  |
| Family  | 885  | 857   | 33.72  |
| Genus   | 2353 | 2242  | 69.41  |
| Species | 5384 | 4967  | 80.49  |
| OTU     | 315  | 731   | 721.07 |

Additional Files

Additional file 1 — Supplementary Table 1.
Lake/Sample IDs present in the all_samples and all_features datasets.
Table 2  Number of OTUs identified as bioindicators in the IndVal analysis for the physico-chemical lake parameters.

| Parameter   | Number | Parameter   | Number |
|-------------|--------|-------------|--------|
| Alk.Gran    | 16     | K⁺          | 118    |
| Altitude    | 1595   | LF          | 1349   |
| Anions      | 89     | Mg²⁺        | 70     |
| Ca²⁺        | 32     | Na⁺         | 86     |
| Cations     | 164    | NH₄         | 6      |
| CatSum      | 5      | NO₃⁻        | 17     |
| Cl⁻         | 48     | pH          | 603    |
| COND        | 1      | SO₄²⁻       | 3      |
| DOC         | 43     | Sumlons     | 166    |
| DRSi        | 1      | T           | 920    |
| H⁺          | 15     | TP          | 92     |
| HCO₃⁻       | 27     |             |        |

Additional file 2 — Supplementary Table 2.
Shared information measured using the machine learning framework presented in this study, containing results for models and taxonomical levels not reported in the main paper, for both FCBF as well as IndVal as feature selection method.

Additional file 3 — Supplementary Table 3.
IndVal results for all taxonomic levels and target variables.

Additional file 4 — Supplementary Table 4.
Multi-task bioindicators for physico-chemical lake parameters with taxonomic annotation.

Additional file 5 — Supplementary Table 5.
Significance of feature importance difference. This file contains a list of p-values that resulted from t-tests assessing the difference of the distribution of feature importances (from the Random Forest model) for bacterial vs. eukaryotic OTUs for a set of environmental parameters.
Table 3  Multi-task bioindicators that have been identified for more than 7 lake parameters. Highlighted rows contain chloroplasts identified based on 16s rRNA sequence. For an overview of parameters and indicator statistic for each of these OTUs, see figure 3.

| ID   | Freq | Phylum         | Class          | Order           | Family              | Genus                  | Species                                        |
|------|------|----------------|----------------|-----------------|---------------------|------------------------|------------------------------------------------|
| N1077| 10   | Bacteroidetes  | Cytophagia     | Cytophagales    | Cyclobacteriaceae   | uncultured bacterium   |                                                  |
| N3553| 10   | Bacteroidetes  | Flavobacteria  | Flavobacteriales| Acetobacteriaceae   | Roseomonas             | Roseomonas sp. S08                               |
| N513 | 10   | Bacteroidetes  | Flavobacteria  | Flavobacteriales| Actibacter          | uncultured bacterium   |                                                  |
| N2267| 9    | Ignavibacteria | Ignavibacteria | Ignavibacteriales| PHOS-HE36          | uncultured soil bacterium | groundwater biofilm bacterium H2               |
| N2497| 9    | Proteobacteria | Alphaproteobacteria | Rhodospirillales | acetobacteriaceae   | Roseomonas             |                                                  |
| N569 | 9    | Vernucomicobiia | Opitutae       | Opitutales      | Opitutus            | uncultured soil bacterium | uncultured soil bacterium                     |
| N177 | 8    | Bacteroidetes  | Flavobacteriia | Flavobacteriales| NS9 marine group    | uncultured bacterium   |                                                  |
| N1886| 8    | Proteobacteria | Betaproteobacteria | Burkholderiales | Alcaligenaceae       | uncultured bacterium   |                                                  |
| N209 | 8    | Chloroplast of | Phacotus lenticularis | Flavobacteriia | Sphingobacteriales  | env.OPS 17            | uncultured bacterium                             |
| N2139| 8    | Bacteroidetes  | Flavobacteriia | Flavobacteriales| Cryomorphaceae      | Flavicola              | uncultured bacterium                             |
| N313 | 8    | Bacteroidetes  | Betaproteobacteria | SC-I-84         | uncultured bacterium |                       |                                                  |
| N3608| 8    | Proteobacteria | Betaproteobacteria | Burkholderiales | Burkholderiaceae    | Limnobacter            | uncultured bacterium                             |
| N395 | 8    | Bacteroidetes  | Flavobacteriia | Flavobacteriales| Cryomorphaceae      | Flavicola              | uncultured Bacteroidetes bacterium              |
| N426 | 8    | Proteobacteria | Betaproteobacteria | Burkholderiales | Burkholderiaceae    | Limnobacter            | uncultured bacterium                             |
| N533 | 8    | Proteobacteria | Alphaproteobacteria | Sphingomonadales | Sphingomonadaceae    | Novosphingebium        | uncultured bacterium                             |
| N60  | 8    | Bacteroidetes  | Sphingobacteriia | Sphingobacteriales| NS11-12 marine group | uncultured Sphingobacterium sp. | uncultured bacterium                             |
| N636 | 8    | Proteobacteria | Alphaproteobacteria | Rhizobiales     | Rhizobiales Incertae Sedis | Rhizomicrobium        | uncultured bacterium                             |
| N642 | 8    | Actinobacteria | Themoleophilia  | Gaiellales      | uncultured bacterium |                       |                                                  |
| N6836| 8    | Proteobacteria | Deltaproteobacteria | Myxococcales   | Sandaracinaeae      | uncultured bacterium   |                                                  |
| N735 | 8    | Chloroplast of | Phacotus lenticularis | Flavobacteriia | Sphingobacteriales  | env.OPS 17            | uncultured bacterium                             |