Charge occupancy of two interacting electrons on artificial molecules – exact results
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We present exact solutions for two interacting electrons on an artificial atom and on an artificial molecule made by one and two (single level) quantum dots connected by ideal leads. Specifically, we calculate the accumulated charge on the dots as function of the gate voltage $\epsilon_0$, for various strengths of the electron-electron interaction $U$ and of the hybridization between the dots and the (one-dimensional) leads $\gamma$. For $\gamma < 1$ and $2(\gamma - 1) \equiv \epsilon_00 < \epsilon_0 < 0$, there are no bound states. As $\epsilon_0$ decreases beyond $\epsilon_00$, the accumulated charge $P$ in the two-electron ground state increases in gradual steps from 0 to 1 and then to 2. The values $P \sim 0$ represent an “insulating” state, where both electrons are bound to shallow states on the impurities. The value of $P$ for $\epsilon_0 = 0$ corresponds to a “metal”, with one electron localized on the dots and the other extended on the leads. The value of $P$ for $\epsilon_0$ corresponds to another “insulator”, with both electrons strongly localized. The width of the “metallic” regime diverges with $U$ for the single dot, but remains very narrow for the double dot. These results are contrasted with the simple Coulomb blockade picture.

1. INTRODUCTION

Much of the early work on quantum dots concentrated on large dots, which may contain many electrons, in the limit of very weak coupling between the dots and the leads, where one can employ the simple Coulomb blockade picture. In that limit, the energy cost of adding a single electron to the dot is of order of the excess energy for the added charge. For a total of two electrons, this is of the order of the Coulomb repulsion between the two electrons. One expects that for a good contact between the dots and the leads this energy cost will be reduced. However, the study of a general coupling strength presents a great challenge. The case of an ‘open’ dot, connected by quantum point contacts to a two-dimensional electron gas, has been analyzed using bosonization techniques and mapping of the Hamiltonian onto the two- and four-channel Kondo problem.

It has only recently become possible to also study small quantum dots, which have a small number of states and contain a small number of electrons. Such a small dot, connected to external leads, is similar to a donor in a doped semiconductor: both may be modeled as an ‘impurity’ connected to external leads. A set of such quantum dots, or an artificial molecule, can then be modeled by a set of such ‘impurities’. In what follows, we sometimes interchange the terms ‘dot’ and ‘impurity’. It is usually assumed that the electrons interact with each other only when they are on the same quantum dot, and behave as free electrons when they are on the leads. In what follows we therefore assume a contact interaction, which exists only on the dots, and present exact results for the case of two electrons. Given the difficulties in solving the general problem, such analytical results (even for the most simple configurations) are helpful. They are particularly useful for nanostructures, where one might design controlled experiments.

We have recently reported on several exact results for two interacting electrons on a general number of dots $N$, which are modeled as ‘impurities’ which have single electronic states: we presented a general scheme for finding the eigenergies, and presented some results for the spectra of a single dot. We have also discussed the exact two-electron current through a single dot. Here we generalize these results, with emphasis on the charge accumulated on each quantum dot and on its relationship with the Coulomb blockade picture. We then devote most of this paper to discuss the more complex case of a double dot. Such a double dot, with one state per dot, has recently been proposed as a possible candidate for the two-qubit entanglement required for quantum computation. The case of two coupled quantum dots is also amenable to experiments.

In our earlier work, we showed that the spectrum and the wave functions of the two interacting electrons can be obtained in terms of the energy spectrum and the wave functions of the single-electron Hamiltonian. We reproduce these results in section II in a slightly different method, and use them to obtain new results for the charge occupancies on the quantum dots. The next two
sections are devoted to the study of specific configurations: a single dot, and a system made up of two dots, separated by a distance $R$. The single-electron spectra of these two configurations, required for the study of the two electron one, are discussed in the Appendix.

II. TWO INTERACTING ELECTRONS – GENERAL SCHEME

As has been demonstrated in Ref. \[7\], the knowledge of the spectrum of the single-electron Hamiltonian is sufficient for deducing the spectrum and the wave functions of two interacting electrons, for any number $N$ of dots. Basically, we start with the Hamiltonian

$$\mathcal{H} = \mathcal{H}_{\text{se}} + \mathcal{H}_{\text{int}}. \quad (1)$$

The spin-independent single-electron part $\mathcal{H}_{\text{se}}$ involves site energies $\epsilon_i$ on the dots ($i = 1, 2, ..., N$) and zero on the lead sites, and also nearest neighbor hopping matrix elements $t_{n,m}$ which assume special values near the dots. This part is diagonalized by the eigenergies $\{\epsilon_a\}$ and the corresponding eigenfunctions $\{\phi_a(n)\}$.

For simplicity, we assume that the two electrons interact only when they are both on the same dot $i$, with interaction energy $U(i)$ (though the method of solution can be extended for other types of interactions):

$$\mathcal{H}_{\text{int}} = \sum_i U(i)c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger c_{i\downarrow} c_{i\uparrow}. \quad (2)$$

Using the single-electron eigenstates, the two-electron Hamiltonian takes the form

$$\mathcal{H} = \sum_{a\sigma} \epsilon_a c_{a\sigma}^\dagger c_{a\sigma} + \sum_i \sum_{abcd} U_{abcd}(i)c_{a\uparrow}^\dagger c_{b\uparrow}^\dagger c_{c\downarrow} c_{d\downarrow},$$

$$U_{abcd}(i) = U(i)\phi_a^\dagger(i)\phi_b^\dagger(i)\phi_c(i)\phi_d(i). \quad (3)$$

Here, $c_{a\sigma}^\dagger = \sum_n \phi_a(n)c_{n\sigma}^\dagger$ creates an electron in the state $a$ with spin $\sigma$.

For such a contact electron-electron interaction, one is interested only in the singlet state of the two electrons (the energies of the two electrons in the triplet state are simply given by the non-interacting sums $\epsilon_a + \epsilon_b$). We hence write for the two-electron singlet wave function

$$|\Psi\rangle = \sum_{ab} X_{ab}(E)c_{a\uparrow}^\dagger c_{b\downarrow}^\dagger |0\rangle, \quad (4)$$

where $|0\rangle$ is the vacuum and $X_{ab}(E)$ the Schrödinger equation

$$\mathcal{H}|\Psi\rangle = E|\Psi\rangle \quad (5)$$

then yields

$$\sum_{ab} \left( E - \epsilon_a - \epsilon_b \right) X_{ab}(E)c_{a\uparrow}^\dagger c_{b\downarrow}^\dagger |0\rangle = \sum_i \sum_{a'a'b'} X_{ab}(E)U_{a'b'ab}(i)c_{a'\uparrow}^\dagger c_{b'\downarrow}^\dagger |0\rangle. \quad (6)$$

Multiplying this equation from the left by $\langle 0|c_{b'\downarrow}c_{a'\uparrow}|0\rangle$ gives

$$X_{ab}(E) = \sum_i \sum_{a'b'} U_{a'b'ab}(i)X_{a'b'}(E) \frac{E - \epsilon_a - \epsilon_b}{E - \epsilon_a - \epsilon_b}. \quad (7)$$

The simple form of the matrix elements of the contact interaction [see Eq. (3)] allows us to rewrite Eq. (7) as a set of $N$ linear equations: Defining the quantities

$$A_i(E) = \sum_{ab} \phi_a(i)\phi_b(i)X_{ab}(E) \quad (8)$$

(whose represent the amplitudes of $|\Psi\rangle$ for the singlet state with both electrons on site $i$, denoted by $[i, i]$), one arrives at

$$A_i(E) = \sum_{i'j} U(i')G_E(i; i', i')A_{i'}(E), \quad (9)$$

in which $G_E(i; i', i')$ is the two-particle Green’s function of two non-interacting electrons,

$$G_E(n_1, n_2; n'_1, n'_2) = \sum_{ab} \frac{\phi_a(n_1)\phi_b(n_2)\phi_a^\dagger(n'_1)\phi_b^\dagger(n'_2)}{E - \epsilon_a - \epsilon_b}, \quad (10)$$

calculated at the impurity locations. \[6\] The determinant of Eqs. (9) gives the eigenenergies $\{E\}$ of the two interacting electrons, and in particular determines the ground state energy, $E_G$. The coefficients $X(E)$ are then obtained from Eq. (8), which can be rewritten as

$$X_{ab}(E) = \sum_i \frac{U(i)\phi_a^\dagger(i)\phi_b^\dagger(i)A_i(E)}{E - \epsilon_a - \epsilon_b}. \quad (11)$$

Substituting this result into Eq. (3), it is easy to check that

$$|\Psi\rangle = \sum_i U(i)A_i(E) \sum_{n_1, n_2} G_E(n_1, n_2; i, i)|n_1, n_2\rangle, \quad (12)$$

where $|n_1, n_2\rangle$ is a singlet state with one electron at site $n_1$ and the other at site $n_2$. Note that Eq. (5) determines the $A_i’s$ only up to a multiplicative constant. This constant should be determined by the normalization of $|\Psi\rangle$, i. e. from the condition $\sum_{ab} |X_{ab}(E)|^2 = 1$. Such solutions will be discussed in some detail below.

The electronic states on a quantum dot are commonly probed by varying the gate voltages on the dots, represented here by the $\epsilon_i$’s, and measuring the conductance. Alternatively, one may probe the total charge on the dots, by measuring the capacitance when the gate voltage is changed. \[4\] The total charge on the dots, in the state $|\Psi\rangle$, is given by (in units of the electron charge, $e$)
\[ P = \sum_{\sigma} \sum_{i=1}^{N} \langle \Psi | c_{i\sigma}^\dagger c_{i\sigma} | \Psi \rangle \]
\[ \equiv \langle \Psi | \sum_{i=1}^{N} \sum_{ab} \phi_a^\dagger(i) \phi_b(i) \sum_{\sigma} c_{i\sigma}^\dagger c_{i\sigma} | \Psi \rangle. \] (13)

Using Eq. (12), we obtain
\[ P = 2 \sum_{i} \sum_{abc} \phi_a^\dagger(i) \phi_b(i) X_{ac}(E) X_{bc}(E). \] (14)

Alternatively, we note that
\[ P = \sum_i \frac{\partial E}{\partial \epsilon_i}. \] (15)

This follows from first-order perturbation theory: writing \( E = \langle \Psi | H | \Psi \rangle \), the derivative with respect to \( \epsilon_i \) becomes \( \langle \Psi | c_{i\sigma}^\dagger c_{i\sigma} | \Psi \rangle \). In the following sections, we will use these results to discuss the ground state of simple quantum dot systems occupied by two electrons.

An important technical advantage of the representation of the two-electron spectrum in terms of the two-particle Green’s function of the non-interacting system, is that the latter can be expressed in terms of the single-particle Green’s function. The spectral representation of the single-particle Green’s function, \( g_{ab}(n; n') \), is
\[ g_{ab}(n; n') = \sum_{\omega} \frac{\phi_{a}(n) \phi_{b}^\dagger(n')}{\omega + i \zeta - \epsilon_a}, \] (16)
where \( \zeta \to 0^+ \). In conjunction with Eq. (10), one finds
\[ G_E(n_1, n_2; n'_1, n'_2) \]
\[ = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega g_{E-\omega}(n_1; n'_1) \overline{g}_{\omega}(n_2; n'_2) \]
\[ = \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega g_{E-\omega}(n_1; n'_1) g_{\omega}(n_2; n'_2), \] (17)
where the last equality follows from the Kramers-Kronig relations. The relation (17) is very useful in the detailed calculations of the ground state properties, because the single-particle Green’s functions are relatively easy to find. We give in Appendix A the details of the single-particle Green’s functions required for the dot configurations investigated in this paper.

III. A SINGLE DOT ON A ONE-DIMENSIONAL WIRE

We model a single dot on a one-dimensional wire by a single impurity, located at site 0, which has the on-site energy \( \epsilon_0 \), and is coupled to two ideal one-dimensional leads, with the amplitude \( t_0 \) for tunneling between the impurity and its nearest neighbors on the leads. Both these parameters are experimentally accessible: \( \epsilon_0 \) models the plunger gate voltage on the dot, while \( t_0 \) is related to the transmittance (or conductance) of the barriers between each dot and the leads, which can be varied by changing the gate voltages on these barriers. The corresponding amplitudes between sites inside the leads are equal to \(-t\). Although some aspects of the solution of this problem were discussed in Ref. [6], we present here an alternative derivation, which is more adapted to the calculation of the occupation \( P \) and to the more complicated case of two dots.

As shown in Appendix A, [3] the single-particle Hamiltonian of such a system has none, one or two bound states, depending on the values of the “gate voltage” \( \epsilon_0 \) and the “hybridization” \( t_0 \equiv \gamma \) (energies are measured in units of \( t \)). For the sake of concreteness, we concentrate on the region where there is only one bound state below the band, of energy \( \epsilon_\beta < -2 \). This occurs for \( \epsilon_0 < \epsilon_{\beta 0} \equiv 2(\gamma - 1) \) (see Appendix A).

In the simple case of a single ‘impurity’, Eq. (3) reduces to a single equation, and the eigenenergies \( \{E\} \) of the two interacting electrons are given by the solutions of
\[ \frac{1}{U} = G_E(0, 0; 0, 0) = \sum_{ab} |\phi_{a}(0)|^2 |\phi_{b}(0)|^2 \frac{E - \epsilon_a - \epsilon_b}{E - \epsilon_a - \epsilon_b}. \] (18)
It is easy to deduce the behavior of \( G_E \) as function of the two-electron energy \( E \) from this equation. \( G_E \) is negative for \( E < 2\epsilon_\beta \), decreasing from 0 to \(-\infty \) as \( E \) increases from \(-\infty \) towards \( 2\epsilon_\beta \). As \( E \) crosses this value, it jumps to \(+\infty \) and then decreases. The value \( E = -2 + \epsilon_\beta \) marks the beginning of the two-particle continuous band states: one electron is bound and the other is in the continuum.

As discussed in Ref. [3], \( G_E \) is finite at \( E = -2 + \epsilon_\beta \) in the thermodynamic limit of infinite leads, due to the vanishing of the band state wavefunction \( \phi_{a} \) (with energy \( \epsilon_k = -2 \cos k \)) at the impurity site \( i = 0 \) for \( k = 0 \). This value of \( \epsilon_0 \) determines whether there is or there is not a bound state of the two interacting electrons: When \( 1/U < G_{\epsilon_0 - \epsilon_{\beta 0}} \), then Eq. (13) has no solution for \( E < -2 + \epsilon_\beta \), and there is no doubly occupied bound state below the band. One of the electrons is then in a band state. The behavior of \( G \) at \( E = -2 + \epsilon_\beta \), as function of \( \epsilon_0 \), is plotted in Fig. [3] Since \( G_{E = -2 + \epsilon_\beta} \) has a maximum, \( \epsilon_{\beta 0} \), there is always a doubly occupied bound state (or an “insulator”) for \( U < 1/\epsilon_{\beta 0} \). For larger \( U \), the equation \( G_{E = -2 + \epsilon_\beta} = 1/U \) has two solutions, \( \epsilon_{0 -} \) and \( \epsilon_{0 +} \) (which depend on \( U \)). For \( \epsilon_{0 -} < \epsilon_0 < \epsilon_{0 +} \) one has no doubly occupied bound state, and the ground state of the two electrons lies in the continuum (i. e. represents a “metal”). Then, as the on-site energy \( \epsilon_0 \) becomes more attractive, the bound state of the two electrons re-appears. As seen from Fig. [3], \( \epsilon_{0 -} \) diverges to \(-\infty \) when \( U \to \infty \), and this re-entrance then disappears.
The region between $\epsilon_{0,-}$ and $\epsilon_{0,+}$ becomes narrower as $\gamma$ increases, and for finite $U$ it always disappears above some critical hybridization $\gamma_c$ (which diverges to $\infty$ as $U \to \infty$).

These “insulator to metal” transitions of the two-electron ground state, from being bound to being in the continuum and back, are reflected in the occupancy $P$ of the dot in the ground state [see Eq. (A7)]. To find $P$, we re-write the equation for the ground energy $E_G$ in the form

$$\frac{1}{U} = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega (D_{E_G-\omega})^{-1} \Im(D_{\omega})^{-1},$$

where we have used Eq. (A7), and the results for $g_\omega$ relevant for this geometry [Eq. (A7)]. The imaginary part appearing in this expression has a delta-function contribution coming from the single-electron bound energy, and the contribution arising from the band states. Separating these two, we have

$$\frac{1}{U} = \frac{r(\epsilon_\beta)}{D_{E_G-\epsilon_\beta}} - \frac{1}{\pi} \int_{-2}^{2} d\omega (D_{E_G-\omega})^{-1} \Im(D_{\omega})^{-1},$$

where $r(\omega) = (\partial D_{\omega}/\partial \omega)^{-1}$ is the residue at the bound energy pole $\omega = \epsilon_\beta$. It is now straightforward to differentiate all terms in (20) with respect to $\epsilon_0$, and obtain $P = 0E_G/\partial \epsilon_0$.

We have solved Eq. (20) for $E_G$, by calculating the integral numerically. We have then computed the variation of the occupancy $P$ as function of the gate voltage $\epsilon_0$, and the results are shown in Fig. 2 for a comparatively large hybridization, and in Fig. 3 for a small hybridization $\gamma$. Generally, $P$ starts at 0 at $\epsilon_0 = \epsilon_{00} = 2(\gamma - 1)$, when the single electron bound state just moves below the band (with the inverse localization length $\kappa_\beta = 0$, i.e. zero weight on the impurity). $P$ then grows as $\epsilon_0$ decreases. As seen from Fig. 2, $\epsilon_{00}$ is quite close to $\epsilon_{00} = 2(\gamma - 1)$, due to the steepness of $G$ [$G$ diverges to $-\infty$ as $\epsilon_0 \uparrow 2(\gamma - 1)$]. Therefore, the first transition into the “metallic” phase, at $\epsilon_{0,+}$, occurs when the localization lengths of the two bound electrons are still quite large, and their weights on the impurity (and thus also $P$) are relatively small. The calculation of $P$ in this regime is not easy, due to numerical problems related to the above mentioned steepness. In any case, $P$ reaches values close to 1 somewhere inside the “metallic” phase, i.e. for $\epsilon_{0,-} < \epsilon_0 < \epsilon_{0,+}$. We note that in the first “insulating” phase, which appears at $\epsilon_{0,+} < \epsilon_0 < 2(\gamma - 1)$, both electrons are bound on very shallow states, hence the small value of $P$. Thus, it is not enough to know $P$ in order to determine the transport nature of the system. As $\epsilon_0$ crosses below $\epsilon_{0,-}$, into the second “insulating” phase, $P$ gradually increases towards 2, reflecting the strongly bound state of the two electrons. This gradual increase becomes steeper as the hybridization $\gamma$ becomes smaller, and the width of the “metallic” single electron occupancy regime (of order $\epsilon_{0,+} - \epsilon_{0,-}$) increases with increasing $U$.

Both of these facts are in qualitative accordance with the Coulomb blockade picture (where usually the derivative of $P$ with respect to the gate voltage has peaks whose width increases with the hybridization and whose interpeak distance increases with $U$). In fact, the distance between the $N$’th and the $(N-1)$’th peaks is usually interpreted as the energy cost of adding the $N$’th electron. However, it is usually very difficult to obtain quantitative estimates for these quantities in that picture. Furthermore, the similarity of our results to the simple Coulomb blockade picture is completely lost as $\gamma$ increases towards and beyond $\gamma_c$: the width of the “metallic” regime then shrinks, and the there is a continuous gradual increase of $P$ from 0 to 2.

Returning to Eq. (20), we now observe that for a single impurity, the two-electron state is given by

$$|\Psi\rangle = UA \sum_{n_1, n_2} G_E(n_1, n_2; 0, 0)|n_1, n_2\rangle,$$

where $A$ is found from the normalization. One can now use Eq. (21) and the single electron Green’s functions $g_\omega(n; 0)$ to obtain $|\Psi\rangle$. For the bound ground state, the results show an exponential decay of the amplitudes as either electron moves away from the impurity.

IV. TWO DOTS ON A ONE-DIMENSIONAL WIRE

Two dots are modeled by two ‘impurities’, connected to each other and to the outside by ideal linear leads. The presence of two impurities gives rise to up to four single-particle bound states. For simplicity, we consider two identical impurities, each having the same on-site energy $\epsilon_0$, which are located at sites $\ell$ and $r$, and are separated by a distance $R (R \geq 2)$. Confining ourselves again to the configuration where the bound states appear only below the band, the first bound state appears when $\epsilon_0$ is smaller than $\epsilon_{00} = 2(\gamma - 1)$, while the second appears only for $R > R_c$, where

$$R_c = 2\gamma/(2\gamma - 2 - \epsilon_0).$$

At fixed $R$, there exists a single bound state below the band only in the narrow regime

$$2(\gamma - 1 - \gamma/R) < \epsilon_0 < 2(\gamma - 1).$$

We also restrict ourselves to the regime with $\epsilon_0 < 2(1-\gamma)$, so that there are no bound states above the band (see Appendix A).
Assuming the on-site Coulomb interaction to be identical on the two impurities, \( U(\ell) = U(r) = U \), Eqs. [1] yield

\[
A_\ell(E) = U G_E(d) A_\ell(E) + U G_E(nd) A_r(E),
A_r(E) = U G_E(nd) A_\ell(E) + U G_E(d) A_r(E),
\]

where the labels d and nd stand for the diagonal and the nondiagonal elements of the matrix. By symmetry,

\[
G_E(d) \equiv G_E(\ell; \ell; \ell; \ell) = G_E(r; r; r; r),
G_E(nd) \equiv G_E(\ell; \ell; r; r) = G_E(r; r; \ell; \ell).
\]

The eigenenergies of the two interacting electrons are given by the solutions of the two equations

\[
\frac{1}{U} = G_E(d) \pm G_E(nd) = G_E^\pm,
\]

and the corresponding solutions obey

\[
A_\ell^\pm(E) = \pm A_r^\pm(E).
\]

It is instructive to rewrite these equations in terms of the single-electron wave functions, using Eq. [11]. In the symmetric molecule case, one can divide the solutions into even and odd single-electron wave functions, with \( \phi_a(\ell) = \pm \phi_a(r) \). From Eq. [11] it now follows that

\[
G_E^\pm = \sum_{ab} \frac{[\phi_a(\ell) \phi_b(\ell) \pm \phi_a(r) \phi_b(r)] \phi^*_b(\ell) \phi^*_a(\ell)}{E - \epsilon_a - \epsilon_b}.
\]

Thus, it is clear that \( G_E^\pm \) contains only pairs of states where both \( a \) and \( b \) are even or odd, while \( G_E^- \) contains only mixed combinations, where one state is even and the other is odd. It thus follows that the solutions of the two-electron problem divide into two separate families: the solutions of \( G_E^+ = 1/U \) involve only even-even and odd-odd single electron states, while those of \( G_E^- = 1/U \) involve only even-odd states: the coefficients in Eq. [10] will split into two separate families, associated with the different solutions of Eqs. [24]. This can be easily seen by substituting Eq. [27] into Eq. [12].

To discuss the two-electron energies, we need to analyze the \( E \)-dependence of \( G_E^\pm \). This depends on \( R \): For \( R > R_c \), there exist two single-electron bound states, the even \( \phi_{\ell+} \) and the odd \( \phi_{\ell-} \). Thus, \( G_E^\pm \) decreases from \( \infty \) to \( -\infty \) as \( E \) increases from \( 2\epsilon_{\ell+} \) towards \( 2\epsilon_{\ell-} \). Therefore, in this case the equation \( G_E^+ = 1/U \) always has a discrete solution, with \( E \) between \( 2\epsilon_{\ell+} \) and \( 2\epsilon_{\ell-} \). In the same case, \( G_E^- \) decreases from \( \infty \) towards a finite value as \( E \) increases from \( \epsilon_{\ell+} + \epsilon_{\ell-} \) towards the bottom of the continuum \( -2 + \epsilon_{\ell+} \) (which contains both even and odd states). The new lowest even-odd state may thus be either “insulating” or “metallic”, depending on the sign of \( 1/U - G_{E-\ell+}^- \). However, the energy of this even-odd state is always above the lowest triplet energy, which is equal to the non-interacting value \( \epsilon_{\ell+}^+ + \epsilon_{\ell-}^- \). From our numerical calculations we observe that \( G_E^+ \) is negative at this lowest triplet energy. Therefore, the lowest solution of \( G_E^+ = 1/U \) is the ground state of the two-electron problem, which is thus a singlet. In a way, this might have been expected: breaking the system into two parts, by removing a bond in the middle between the two dots, one ends up with separate “atomic” states on each side, each coupled to its own lead. Each side can then contain one electron with either spin up or spin down. However, switching on the hopping \( t_h \) between the two sides would lower the energy of the singlet state, similarly to the antiferromagnetic ground state of the Hubbard model; to lowest order in \( t_h \), the “exchange” difference between the triplet and singlet states is of order \( t_h^2/U \). It is interesting to note that in our case there exists a finite difference between the singlet and the triplet even in the limit \( U \to \infty \), since we find that \( G_{E+\ell+\ell+}^- \) is strictly negative. It would be interesting to study generalizations of our simple model, e.g. including interdot Coulomb and exchange interactions, which would allow an interchange of the singlet and triplet ground states.

The only chance to find a “metallic” ground state is thus for \( R < R_c \), when there exists only one single-electron bound state below the band. This limits the possible range of parameters to that in Eq. [25]. In this regime, \( G_E^+ \) yields no doubly bound state, and \( G_E^- \) yields one only if \( G_{E+2\ell+\ell+}^- < 1/U \). Note that this regime becomes narrower (in terms of \( \epsilon_0 \)) as \( R \) increases. It is therefore interesting to find the borderline in the parameter space, at which \( G_{E+2\ell+\ell+}^- = 1/U \). Inside this borderline, the ground energy of the two electrons is in the continuum, i.e. “metallic”.

To calculate \( G_E^\pm \), we use Eq. [17] and the results (A14) and (A15) of Appendix A:

\[
G_E^+ = G_E(d) + G_E(nd) = -\frac{1}{2\pi} \int \frac{d\omega}{D_{E-\omega}^+} \left( \frac{1}{D_{E-\omega}^-} + \frac{1}{D_{E-\omega}^+} \right),
G_E^- = G_E(d) - G_E(nd) = -\frac{1}{2\pi} \int \frac{d\omega}{D_{E-\omega}^-} \left( \frac{1}{D_{E-\omega}^-} + \frac{1}{D_{E-\omega}^-} \right),
\]

where \( D_{E}^\pm \) are given by Eqs. (A17).

We next separate the contributions of the bound energies from the integrals, to find

\[
G_E^+ = \frac{1}{2} \left( \frac{r^+(\epsilon_{\ell+})}{D_{E-\epsilon_{\ell+}}^+} + \Theta(R - R_c) \frac{r^-(\epsilon_{\ell-})}{D_{E-\epsilon_{\ell-}}^-} \right),
G_E^- = \frac{1}{2} \left( \frac{r^+(\epsilon_{\ell+})}{D_{E-\epsilon_{\ell+}}^-} + \Theta(R - R_c) \frac{r^-(\epsilon_{\ell-})}{D_{E-\epsilon_{\ell-}}^-} \right),
\]

where \( D_{E}^\pm \) are given by Eqs. (A17).
where \( r^\pm(\omega) = (\partial D^\pm(\omega)/\partial \omega)^{-1} \) are the residues at the poles.

We have used Eq. (30) to solve the equation \( G^\pm_{-2+}\psi_g = 0 \), which yields the borderline of the “metallic” regime in the limit \( U \to \infty \). The result for \( R = 2 \) is depicted by the dotted line in Fig. 4. The area enclosed inside this line represents the “metal”, where \( G^\pm_{-2+}\phi_{\beta,\gamma} > 0 \). For smaller \( U \) and for larger \( R \) this area shrinks further.

Figure 4 highlights a major difference between the single-dot and the double-dot cases. In the former, the width of the “metallic” regime (in terms of \( \epsilon_0 \)) was equal to \( \epsilon_{0,+} - \epsilon_{0,-} \), and at fixed \( \gamma \) it increased with \( U \), diverging to \( \infty \) for \( U \to \infty \). Although this width was not equal to \( U \), as assumed in the simple Coulomb blockade picture, it still resembled the qualitative features of that picture. In contrast, in the double-dot case this width is bounded by Eq. (23), and this bound is independent of \( U \). Therefore, the width of the singly occupied “metallic” regime remains finite and small even when \( U \to \infty \). Basically, this happens because in the double-dot case, there exist two single-electron bound states. The level-repulsion between these bound states then prevents the two-electron ground state from merging into the conum. In fact, we expect similar bounds on the Coulomb-blockade-like energy even for a single quantum dot, whenever the dot has more than a single bound state.

As \( R \) increases, the two single-electron ground state energies of the double dot become closer to each other and to the single-dot bound state energy. Since \( 2\epsilon_{\beta,+} < E_G < 2\epsilon_{\beta,-} \), it follows that the “insulating” ground energy of the two interacting electrons is almost independent of \( U \). Moreover, as \( \epsilon_0 \) increases, the two single-particle bound energies approach one another, and practically we have only one, doubly-degenerate, single-particle bound energy. This behavior is shown in Fig. 4 for a very ‘open’ dot. Similar effects arise when the hybridization is reduced: \( \epsilon_{\beta,+} \) and \( \epsilon_{\beta,-} \) also become indistinguishable. It hence follows that independently of \( U \), the ground state energy of the two interacting electrons is \( E_G \approx 2\epsilon_{\beta,+} \approx 2\epsilon_{\beta,-} \). In such a situation, the charge accumulated on the quantum dot, \( P \), will just follow the weight of the single-particle localized wave functions on the impurities. These have a ‘smooth’ behavior as function of \( \epsilon_0 \) (see Fig. 4). Consequently, the “Coulomb blockade” type behavior, which is obtained for the single-impurity dot (Figs. 4 and 4) is washed out.

Finally, we comment on the two-electron wave function in the ground state. At small \( R \), when there exists only one single-electron bound state, this wave function is dominated by the even-even state in which both electrons occupy the state \( \phi_{\beta,+} \). To leading order in \( \gamma \) this term represents the Heitler-London molecular state, proportional to \( |\ell, \ell\rangle + |r, r\rangle + |\ell, r\rangle + |r, \ell\rangle \), with equal weights to the electrons being on the same impurity or each electron being on a different impurity. For large \( R \), \( E_G \) is close to both \( 2\epsilon_{\beta,+} \) and to \( 2\epsilon_{\beta,-} \), and therefore the coefficients \( X_{\alpha\beta}(E_G) \) will be dominated by the terms with \( \alpha, \beta = \beta, \beta+ \) or \( \alpha, \beta = \beta+, \beta- \), with roughly equal magnitudes for these two terms [see Eq. (11)]. Combining these two terms, it is easy to see that \( |\Psi\rangle \) is then dominated by the atomic orbitals \( |\ell, r\rangle + |r, \ell\rangle \). Thus, our exact results interpolate nicely between these two leading approximations, which are common in chemistry textbooks.

V. CONCLUSIONS

Our exact solution of the two-electron problem does not have the Fermi gases on the leads; it is limited to the ‘canonical ensemble’, with a fixed small number of electrons in the system. We do believe however that this exact solution for this simple case is still useful, in that it throws light on issues which sometimes remain unclear in approximate (and much more complicated) treatments of the real problem.

Our solution may also be directly connected with e.g. the ionization of donors into the conduction band, as function of the system parameters. Simple models for this problem may involve \( N \) coupled one electron donors, or a single dielectronic donor. Our calculation shows that as the distance between a pair of single-electron donors decreases, then the on-site interaction \( U \) helps this ionization. This effect may well be an important ingredient for the real metal-insulator transition in some semiconductors. Specifically, if each donor in the semiconductor has exactly one electron attached to it, then as the density of donors increases we expect pair of donors to combine into “molecules” which allow only one bound electron. The remaining electrons will move to the band, and the system will become “metallic”.

The fact that even an onsite \( U \) can have effects which are so different from the naive Coulomb blockade model, should also be of interest. This is especially so for the double quantum dot case. As mentioned in the introduction, the spectra of such systems are in principle addressable by transport and capacitance experiments. Usually, one looks at the contribution of the resonant states (lying in the continuum) of these dots to the conductivity, but the bound states will also contribute to the off-resonance transmission. The dependence of the average occupancy on the gate voltage is of interest both theoretically and experimentally.

Generalizations of this treatment to more realistic situations, even for two electrons, are relatively easy to achieve. For example, the inclusion of an interdot interaction \( V \) does not affect the need to solve only \( N \) linear equations. As stated, such interactions may cause an interchange of the singlet and triplet ground states [4], and
will certainly affect the magnetic exchange interactions between the electrons on different ‘impurities’.
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APPENDIX A: THE SINGLE-PARTICLE GREEN’S FUNCTION

As discussed in the text, the two-particle Green’s function can be expressed in terms of the single-particle one. Here we derive the latter.

The single-electron tight-binding type Hamiltonian, \( \mathcal{H}_{se} \), is given by

\[
\mathcal{H}_{se} = \sum_n \epsilon_n c_n^\dagger c_n + \sum_n (t_{n,n+1} c_n^\dagger c_{n+1} + t_{n,n-1} c_n^\dagger c_{n-1}),
\]

where we ignore the spin indices, since the single particle Hamiltonian is spin-independent. Writing the single-particle Green’s function, \( g \), in the form

\[
g(n, n'; t) = -i \Theta(t) [\langle c_n^\dagger(t), c_{n'} \rangle_+],
\]

we find, for the Fourier transform \( g_\omega \), the equation

\[
\omega g_\omega(n, n') = \delta_{n,n'} + \epsilon_n g_\omega(n, n') + t_{n,n+1} g_\omega(n+1, n') + t_{n,n-1} g_\omega(n-1, n').
\]

This equation is straightforwardly solved for the configurations described in the text.

1. The single impurity case

For a single impurity with one-dimensional leads we have \( \epsilon_n = 0 \), for \( n \neq 0 \), and \( \epsilon_0 \) is the on-site energy of the impurity, \( t_{n,n+1} \equiv -t \) for \( n \neq 0, \pm 1 \), and \( t_{0,\pm 1} \equiv t_0 \). It is sufficient to consider Eq. (A3) for \( n' = 0 \). Then for any \( n \neq 0 \) or \( \pm 1 \) that equation gives

\[
\omega g_\omega(\pm n, 0) = -t g_\omega(\pm (n+1), 0) - t g_\omega(\pm (n-1), 0).
\]

It is easy to convince oneself that, in the limit of infinite leads, the Green’s function does not depend on the details of the boundary conditions. For \( n \neq 0 \) one can therefore assume the solution

\[
g_\omega(n, 0) = C_\omega a_\omega^n, \tag{A5}
\]

and find from Eq. (A4) that

\[
\frac{\omega}{t} = -a_\omega - 1/a_\omega. \tag{A6}
\]

Thus, for \( |\omega/t| < 2 \) we can denote \( a_\omega = e^{i\kappa_\omega} \), with \( \omega/t = -2 \cos k_\omega \). For \( \omega/t \gtrsim 2 \) we denote \( a_\omega = \pm e^{-\kappa_\omega} \), and \( \omega/t = \mp 2 \cosh \kappa_\omega \).

The equation for \( n = \pm 1 \) now yields \( C_\omega = -(t_0/t) g_\omega(0, 0) \), and finally the equation for \( n = 0 \) yields

\[
\begin{align*}
g_\omega(0, 0) &= 1/D_\omega, \\
D_\omega &= \omega - \epsilon_0 + 2(t_0^2/t)a_\omega.
\end{align*} \tag{A7}
\]

From Eq. (10), the poles of \( g_\omega(0, 0) \) give the eigenvalues of the single electron problem, while the corresponding residues give the probability that an electron in a given state is on the impurity. The boundary between having or not having a bound state is easily found by setting \( a_\omega = \pm 1 \) and \( \omega/t = \mp 2 \) in the equation \( D_\omega = 0 \) (with the upper sign referring to a state below the band). Measuring energies in units of \( t \), and denoting

\[
\gamma = (t_0/t)^2, \tag{A8}
\]

we find that for \( \epsilon_0 < 2(\gamma - 1) \) there exists a bound state below the band (with \( 0 < a_\omega = e^{-\kappa_\omega} \leq 1 \), with a localization length \( 1/\kappa_\omega \) [which diverges to \( \infty \) at \( \epsilon_0 = 2(\gamma - 1) \)] and energy \( \epsilon_\beta = -2 \cosh(\kappa_\beta) \). For \( \epsilon_0 > 2(1 - \gamma) \) there appears a bound state above the band, with a localization length \( 1/\kappa_\alpha \) and energy \( \epsilon_\alpha = 2 \cosh(\kappa_\alpha) \). The two localization lengths are given by

\[
e^{\kappa_\alpha, \beta} = \pm \frac{\epsilon_0}{2} + \sqrt{\left(\frac{\epsilon_0}{2}\right)^2 - 1 - 2\gamma}. \tag{A9}
\]

The weights of the localized wave function on the impurity (i.e., the residues of \( g_\omega \) at the bound energies) are accordingly

\[
|\phi_{\alpha,\beta}(0)|^2 \equiv \frac{\partial \epsilon_{\kappa_\alpha, \beta}}{\partial \epsilon_0} = \left[ 1 + \frac{2\gamma}{e^{\kappa_\alpha, \beta} - 1} \right]^{-1}. \tag{A10}
\]

A similar analysis gives the band of extended states, with energies \( \epsilon_k = -2 \cos k \).

2. The two impurity case

Here we consider a system with two impurities, which are separated by a distance \( R (R \geq 2) \). We denote the locations of the two impurities by \( \ell \) and \( r \), and assume \( t_{n,n\pm 1} \equiv -t \) for \( n \neq \ell \) or \( r \), \( t_{n,n\pm 1} \equiv t_0 \) for \( n = \ell \) or \( r \), \( \epsilon_n = 0 \) for \( n \neq \ell \) or \( r \), and \( \epsilon_{\ell,r} \equiv \epsilon_0 \).
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Again, it is sufficient to consider $g_\omega(n, n')$ with $n' = \ell, r$. Referring to Eq. (A3), we assume a solution of the form
\[ g_\omega(n, \ell) = C_\omega^\ell(\ell) a_{\omega}^{n-\ell}, \quad n < \ell, \]
\[ g_\omega(n, \ell) = C_\omega^\ell(\ell) a_{\omega}^{n-\ell}, \quad n > \ell, \]
\[ g_\omega(n, \ell) = A_\omega(\ell) a_{\omega}^{n} + B_\omega(\ell) a_{\omega}^{-n}, \quad \ell < n < r, \]
where $a_{\omega}$ is the solution of Eq. (A6). Writing Eq. (A3)
for $n = \ell - 1$ and $n = r + 1$ gives
\[ C_\omega^\ell(\ell) = -\frac{t_0}{t} g_\omega(\ell, \ell), \quad C_\omega^\ell(\ell) = -\frac{t_0}{t} g_\omega(r, \ell). \] (A12)
The other two coefficients, $A_\omega(\ell)$ and $B_\omega(\ell)$ are found by using the equation for $n = \ell + 1$ and $n = r - 1$. Then
\[ A_\omega(\ell) = -\frac{t_0}{t} g_\omega(\ell, \ell) a_{\omega}^{-\ell} - g_\omega(r, \ell) a_{\omega}^{\ell}, \]
\[ B_\omega(\ell) = -\frac{t_0}{t} g_\omega(r, \ell) a_{\omega}^{\ell} - g_\omega(\ell, \ell) a_{\omega}^{-\ell}. \] (A13)
Finally we write Eq. (A3) for $n = \ell, r$ and obtain
\[ g_\omega(r, r) = g_\omega(\ell, \ell) = \frac{1}{2} \left( \frac{1}{D_\omega^+} + \frac{1}{D_\omega^-} \right), \]
\[ g_\omega(\ell, r) = g_\omega(r, \ell) = \frac{1}{2} \left( \frac{1}{D_\omega^+} - \frac{1}{D_\omega^-} \right). \] (A14)
where
\[ D_\omega^\pm = \omega - \epsilon_0 + \frac{t_0^2}{t} a_{\omega} \pm \frac{t_0^2}{t} \frac{a_{\omega}^{-1}}{a_{\omega} R - a_{\omega} L} \pm \frac{t_0^2}{t} \frac{a_{\omega} - a_{\omega}^{-1}}{a_{\omega} R - a_{\omega} L} \]
\[ = \omega - \epsilon_0 + \gamma \left( a_{\omega} + \frac{a_{\omega}^{-1}}{\omega - \epsilon_0} \right). \] (A15)

The single-particle bound energies are determined by the poles of the Green’s functions, i.e., when $D_\omega^\pm$ vanishes. Let us for simplicity confine ourselves to bound states below the band, with $0 < a_{\omega} \leq 1$. Then $D_\omega^+$ produces a bound state with energy $\epsilon_{\beta^+}$ as long as $\epsilon_0 < 2(\gamma - 1)$, as is the case for the single impurity configuration. However, the second bound state, $\epsilon_{\beta^-}$, coming from $D_\omega^-$, appears only at more negative $\epsilon_0$, or (for fixed $\epsilon_0$) when the distance between the impurities, $R$, is large enough: $\epsilon_0 < 2(\gamma - 1 - \gamma/R)$ (solve $D_\omega^- = 0$ with $a_{\omega} \to 1$ and $\omega = -2$). As $R$ tends to $\infty$, the two bound energies are approaching the same value, that of the bound energy of the single impurity system. We exemplify this behavior in Fig. 2, for $\gamma = 0.4$ and $\epsilon_0 = -1.5$; the state with the higher energy appears only for $R > R_c \equiv \gamma/(\gamma - 1 - \epsilon_0/2) = 2.666...$. The calculations presented in this paper are also restricted to $\epsilon_0 < 2(1 - \gamma)$, so that there exist no bound states above the band.

Generally, all the eigenstates of the problem divide into two subsets. Those which arise from $D_\omega^\pm = 0$ obey $g_\omega(\ell, r) / g_\omega(r, r) = \pm 1$, and hence represent even (odd) solutions which obey
\[ g_\omega^\pm(\ell - m, \ell) = \pm g_\omega^+(r + m, \ell). \] (A16)
In particular, one can associate these subsets with the even and odd single-electron wave functions, $\phi_{\alpha}(\ell - m) = \pm \phi_{\alpha}(r + m)$. The two bound states below the band, $\phi_{\beta^+}(n)$, thus correspond to the “bonding” and “antibonding” states of molecular chemistry. The antibonding energy $\epsilon_{\beta^-}$ joins the band for inter-impurity distances below $R_c$.
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FIG. 1. $G_E(0, 0; 0, 0)$ at $E = -2 + \epsilon_0$, as function of $\epsilon_0$. The hybridization is fixed at $\gamma = 0.4$.

FIG. 2. The occupancy of the single dot, as function of $\epsilon_0$. The curves, from right to left, are for $U=2$, $U = 5$, and $U = 10$, respectively. The hybridization is fixed at $\gamma = 0.4$.

FIG. 3. The occupancy of the single dot, as function of $\epsilon_0$. The curves, from right to left, are for $U=2$, $U = 5$, and $U = 10$, respectively. The hybridization is fixed at $\gamma = 0.02$.

FIG. 4. $\epsilon_0$-$\gamma$ phase diagram for $R = 2$. The straight lines which meet at $\epsilon_0 = -2$ represent the bounds in Eq. (23), between which there exists only one single-electron bound state below the band. Inside the dotted curved line, the system is “metallic”, for $U = \infty$. 
FIG. 5. $\epsilon_{\beta+}$ and $\epsilon_{\beta-}$ as function of $\epsilon_0$. Here $R = 6$, and the dot is 'open': $\gamma = 0.98$.

FIG. 6. The weight of the single-particle wave functions in the bound states on the impurities. Here $R = 6$, and the dot is 'open': $\gamma = 0.98$.

FIG. 7. The two single-particle bound state energies below the band, as function of the distance between the impurities.