Bringing A Robot Simulator to the SCAMP Vision System
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Abstract—This work develops and demonstrates the integration of the SCAMP-5d vision system into the CoppeliaSim robot simulator, creating a semi-simulated environment. By configuring a camera in the simulator and setting up communication with the SCAMP python host through remote API, sensor images from the simulator can be transferred to the SCAMP vision sensor, where on sensor image processing such as CNN inference can be performed. SCAMP output is then fed back into CoppeliaSim. This proposed platform integration enables rapid prototyping validations of SCAMP algorithms for robotic systems. We demonstrate a car localisation and tracking task using this proposed semi-simulated platform, with a CNN inference on SCAMP to command the motion of a robot. We made this platform available online.

Index Terms—SCAMP, CoppeliaSim, Semi-simulation, Pixel Processor Array, CNN inference, in-sensor computing

I. INTRODUCTION

The SCAMP visual system is a smart sensor supporting in-sensor processing. The direct analogue electronic current signal process and calculation on the pixel processor array (PPA) enable low-power consumption, parallel, and efficient computing without external hardware. With these features, it is increasingly being integrated with robots for various applications [1]–[5]. However, it is often time-consuming and difficult to prototype ideas using real robotic platforms, especially during the COVID-19 pandemic period. To improve experimental flexibility, we integrate a comprehensive robot simulator CoppeliaSim [6] and SCAMP python host to test and validate ideas rapidly. CoppeliaSim is a robot environment simulator where each agent can be controlled via remote API [7]. Its simulated sensor readings can be transferred to other independent platforms written in python, C/C++, or Matlab through several communication protocols. Based on the proposed semi-simulation platform, we implemented a convolutional neural network (CNN) [8], [9] on the SCAMP processing the imported camera images for localisation purpose from the robot simulator where the camera is mounted under a drone.

II. SCAMP PYTHON HOST AND THE SEMI-SIMULATED PLATFORM

A SCAMP vision system is connected to a computer via USB through scamp5d_interface library. And SCAMP host [10] is a GUI executed on the computer to interact with the vision system and visualise the data sent back from the device. This work develops a scamp_python_module for the python GUI based on previous C/C++ host libraries, to make the SCAMP host easier to connect to third party software. With

1https://scamp.gitlab.io/scamp5d_doc/p_ag_e_g_u_j_d_e_g_u_i.html
III. EXPERIMENTS ON PLATFORM

A. binarized CNN for car localisation from a drone

This work trained a binarized CNN which introduces batch norm and use both binary weights and activations to reduce the error caused by continuous analogue current computing [11]. A car localisation and tracking task are exploited based on the proposed neural network structure. SCAMP visual system is suitable for mobile robot platform due to its low power consumption, lightweight and in-sensor machine vision computing ability without using or communicating with external hardware. This experiment takes advantage of the SCAMP-5d visual system to localise a mobile vehicle moving in the 2D simulated environment, using this location information to guide a drone to track the vehicle.

1) Localisation Dataset: The localisation training dataset is collected from the simulation environment, by placing the robot at a series of positions within the map, with different orientations under the view-field of a camera. An image is recorded once there is a change in the robot pose or camera pose. With this method, a dataset of 104,000 training images and 19,200 testing images was collected. To simulate the vibration and tilting of a flying drone, random noise is introduced into the camera pose, and this can also be regarded as a type of data augmentation that benefits CNN training. This data collection process is less-time consuming and cheap to validate the effectiveness of a proposed CNN on SCAMP-5d before performing testing in the real world.

2) CNN inference for robot localisation: This localisation task is regarded as a classification task by splitting the x and the y axis into eight labels, giving 64 possible positions to localise the robot. As for the CNN training, the training loss for backpropagation is the loss summation of x and y as shown in Fig. 3. The final testing accuracy for localisation is around 93%, which conservatively, only counts the correct predictions of the CNN. In a practical situation, a close prediction to the ground truth should still allow tracking to proceed without significant difficulty. Fig. 7 visualises a sequence of 8 frames with CNN inference on SCAMP where the prediction possibility distribution can be seen from light blue curve along x and y axis, the final prediction is obtained with two highest possibilities from two curves along axes.
Fig. 6. Neuron activations after the first fully connected layer between SCAMP and PyTorch simulation. Due to binary activations and bit counting, we mitigate the error issue caused by using AREG for signal processing, hence getting a similar activation value from simulation to a real SCAMP.

Fig. 7. Robot localisation result visualisation using SCAMP CNN inference results along with consecutive frames. The light blue prediction curves are plotted along x and y axis with possibilities for each label. With the largest possibilities for each axis (red straight line), the final localisation prediction (pink circle) is plotted. The full experimental video for robot localisation and tracking can be seen from https://youtu.be/semthdfXH5A.

The complete localisation and tracking are processed frame by frame, and the instructions to pilot the drone is generated using the PID control to minimise the distance between the robot ground truth position and the predicted robot position.

To demonstrate the CNN inference on SCAMP in terms of accuracy, Fig. 5 and Fig. 6 compares the binary activation layer and first fully-connected layer between PyTorch and SCAMP, which shows a high similarity between the PyTorch simulation and SCAMP hardware implementation. The noise mainly results from the analogue signal information process, and it is inevitable due to the current method of manufacturing such hardware. However, this phenomenon could be effectively alleviated in the next generation of the SCAMP vision systems.

To further validate the performance of CNN localisation on SCAMP, a chaotic trajectory is pre-set in the simulator for the robot to move along. The drone trajectory is plotted with guidance from SCAMP CNN inference. Fig. 8 shows the comparison among the ground truth robot course, CNN on PyTorch guided drone course and CNN on SCAMP guided drone course. Finally, we make our SCAMP python host, CoppeliaSim model and its configuration available online: https://github.com/yananliusdu/scamp5d_interface.

IV. CONCLUSION

In this work, we proposed a semi-simulated platform where a real SCAMP interacts with the robot simulator via remote API for a rapid prototype validation. The SCAMP CNN inference results with the simulated sensor readings can instruct the motion of an agent in the proposed platform. More applications related to the SCAMP and robots integration can be explored based on the developed platform.
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