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Abstract

Despite their progress in high-resource language settings, unsupervised bilingual lexicon induction (UBLI) models often fail on corpora with low-resource distant language pairs due to insufficient initialization. In this work, we propose a cross-lingual feature extraction (CFE) method to learn the cross-lingual features from monolingual corpora for low-resource UBLI, enabling representations of words with the same meaning leveraged by the initialization step. By integrating cross-lingual representations with pre-trained word embeddings in a fully unsupervised initialization on UBLI, the proposed method outperforms existing state-of-the-art methods on low-resource language pairs (EN-VI, EN-TH, EN-ZH, EN-JA). The ablation study also proves that the learned cross-lingual features can enhance the representational ability and robustness of the existing embedding model.

1 Introduction

Bilingual Lexicon Induction (BLI) has aroused great interest in the NLP research frontier. BLI aims to induce word translation pairs by aligning word embeddings trained independently from monolingual corpora. BLI has contributed to many NLP tasks, including unsupervised machine translation (Artetxe et al., 2018b), cross-lingual dependency parsing (Guo et al., 2015) and cross-lingual information retrieval.

Unsupervised BLI has achieved reasonable results compared with semi-supervised works in high-resource language settings, in which adversarial training were used in Lample et al. (2018); Zhang et al. (2017). These methods focused their attention on every single word, thus ignoring the relevance between words. Artetxe et al. (2018a) proposed a method (VecMap) using a similarity matrix as an initial solution to learn the second-order structural similarity of the embeddings. Another study directly leveraged an aligned similarity matrix instead of using the embedding matrix (Alvarez-Melis and Jaakkola, 2018). Recently, Peng et al. (2021) proposed a robust refinement technique based on the $\ell_1$ norm training objective. The methods above learned bilingual spaces by orthogonally projecting one monolingual space to another. Yet, evidence suggests that monolingual spaces, especially those of etymologically and typologically distant languages, are far from isomorphic (Søgaard et al., 2018; Vulić et al., 2019; Patra et al., 2019). Glavaš and Vulić (2020) relaxed the orthogonality constraint to improve the performance of BLI further. Mohiuddin et al. (2020) depicted a non-linear method using an encoder and decoder to learn the mapping in the latent space. Wang et al. (2019) proposed a joint training method using word alignments from parallel corpora as the supervision signals to align multilingual contextualized representations. While the methods mentioned above can leverage pre-trained embeddings in BLI, they lack the means to incorporate richer information like cross-lingual features from monolingual data.

On another strand of work, traditional works for BLI used the statistical methods to search the cross-lingual signals (Rapp, 1999; Koehn and Knight, 2002; Fung and Cheung, 2004; Gaussier et al., 2004; Haghighi et al., 2008; Vulić et al., 2011; Vulić and Moens, 2013). In recent years, E and Zhou (2022) proposed a more robust method. They formally defined the semantic embedding of words in a mathematical way instead of machine learning. However, their method is limited to non-topic words and requires high quality monolingual data to achieve good results.

The methods mentioned above have been reliant
on a high-resource language condition. Regarding low-resource and non-cognate language pairs, the characterization capability of pre-trained embeddings is limited, as only short-distance dependencies are available. In this paper, we propose a novel unsupervised method for BLI based on cross-lingual feature extraction. Furthermore, we design two ways to integrate the cross-lingual features with the pre-trained embeddings, which show complementary effects according to the experimental results. In summary, this paper makes the following contributions:

- We propose a method (CFE) to extract cross-lingual feature of each word (In Section 3.1). We expect the words with the same meaning in different languages have the similar representations and we can use it to initialize the UBLI directly.

- We propose two combination methods, embedding combination (ECB) and similarity combination (SCB), to use cross-lingual feature and pre-trained embeddings together to initialize the UBLI (In Section 3.2). The ECB method concatenates two kinds of embeddings by row, the SCB method weights the second-order similarity of pre-trained embeddings and the first-order similarity of the cross-lingual feature.

- Extensive experiments show that our method exceeds all previous unsupervised and state-of-the-art approaches on low-resource and distant language pairs. The ablation study shows that our cross-lingual feature is complementary to pre-trained embeddings. Our method improves the representational ability of the existing model (In Section 5).

2 Background

In this section, we describe the basic formulation of related supervised and unsupervised BLI methods. Let \( X, Y \in \mathbb{R}^{n \times d} \) represent word embedding matrices in two languages \( L_1 \) and \( L_2 \), where \( n \) is the number of words and \( d \) is the dimension of the word embedding.

The key to supervised BLI is the parallel lexicon between two languages. Let \( X^*, Y^* \in \mathbb{R}^{k \times d} \) represent parallel embedding matrices, say \( x_i^* \) in \( X^* \) is translated to \( y_i^* \) in \( Y^* \). Mikolov et al. (2013) pointed out that a linear transformation \( W^* \) could be used to map two monolingual embeddings to a shared space.

\[
W^* = \arg \min_{W \in \mathbb{R}^{d \times d}} \|X^*W - Y^*\|_F^2 \tag{1}
\]

Artetxe et al. (2016) solved Problem (1) by adding an orthogonal constraint on \( W \). Therefore, there is a closed-form solution to this problem called Procrutes: \( W = UV^\top \), where \( U \) and \( V \) are defined by the SVD decomposition of \( Y^\top X \).

For unsupervised BLI, embedding matrices \( X \) and \( Y \) are totally out of order. Therefore, unsupervised BLI needs a permutation matrix \( P \in \mathcal{P}_n = \{0, 1\}^{n \times n} \) to shuffles the row of \( Y \):

\[
\min_{W \in \mathbb{R}^{d \times d}, P \in \mathcal{P}_n} \|XW - PY\|_F^2 \tag{2}
\]

Problem (2) can be solved by minimizing \( W \) and \( P \) in an iterative way. Grave et al. (2019) proposed a stochastic algorithm to initialize \( W \) and \( P \) randomly and estimate them in a joint way. However, effectively minimizing \( P \) is hard. The key to unsupervised BLI is how to solve \( P \) approximately.

Lample et al. (2018) proposed an adversarial method to initialize the initial dictionary. Artetxe et al. (2018a) has shown that two equivalent words in different languages have a similar distribution. Therefore, they initialized matrix \( P \) based on similarity matrices of monolingual embeddings \( M_X = XX^\top \) and \( M_Y = YY^\top \). They used the second-order similarity of pre-trained embeddings to obtain a better initial dictionary. Then they applied a self-learning strategy to iteratively compute the optimal mapping and retrieve bilingual dictionary until convergence. Very recently, Wang et al. (2019) proposed a method to jointly train word embeddings on concatenated corpora of different languages and achieved good results.

In summary, the foundation for BLI is the parallel lexicon for initialization, especially for unsupervised BLI. Therefore, a high-quality initialization is the key for unsupervised BLI.

3 Methodology

In this section, we propose a novel framework to solve the problems of UBLI in low-resource scenarios. First and foremost, the CFE is used to extract cross-lingual representations from monolingual data. Then the ECB and the SCB are used to integrate the cross-lingual features with pre-trained embeddings, either by concatenation or similarity weighting.
3.1 Cross-lingual Feature Extraction (CFE)

We propose a method to extract semantic information from monolingual data in this section. We think that although words have different symbolic representations in different languages, they all have the same language-independent textual features, which we call semantic feature. Empirically, when we are reading a novel, we understand a word based on the contextual information we can remember. So we define the semantic feature of a word based on the semantic relevance between it and its contextual words. Numerically, the semantic relevance between words are based on the character distance, which means distance counted in characters between words in a sentence. Let $x_i, x_j \in X$ represent two words in monolingual data. We define $L_{ij}$ as the character distance between the first letter of the word $x_i$ and $x_j$. When the word $x_i$ is the same as the word $x_j$, the distance is defined as $L_{ii}$. Note that we only calculate the closest $x_j$ after $x_i$. Figure 1 shows an example of $L_{ij}$. We count $L_{ij}$ for each word pair in monolingual data and define $n_{ij}$ as the number of $L_{ij}$ (We only count those $L_{ij}$ less than a certain threshold).

We find that semantic relevance is sensitive over short distances but degrades over long distances. For instance, when the word $x_i$ and $x_j$ is in different paragraphs, their semantic relevance is weak for all distances. So, we dropout some $L_{ij}$ through a threshold and define $S_{ij}$ to represent the semantic relevance between the word $x_i$ and $x_j$:

$$S_{ij} = e^{-\frac{L_{ij}}{D}}$$

(3)

Where $D$ is the hyperparameter. For every word pair, the number of their appearance also influences semantic relevance. Therefore, we weigh every $S_{ij}$ by $n_{ij}$:

$$\langle S_{ij} \rangle = \frac{n_{ij} \times S_{ij}}{\sum_{k=1}^{n} n_{ik} \times S_{ik}}$$

(4)

Here, $\langle S_{ij} \rangle$ denotes the average of $S_{ij}$ weighted by $n_{ij}$. Through this, we expect the $\langle S_{ij} \rangle$ represents strong semantic relevance. At last, for each word $x_i$, we extract $k$ words with the maximum semantic relevance in set $\langle S_{1i} \rangle \cup \langle S_{2i} \rangle \ldots \cup \langle S_{ki} \rangle$, where $\langle S_{1i} \rangle$ represents all word pairs start with word $x_i$, and $\langle S_{ki} \rangle$ is in the same way. In this way, we get the cross-lingual feature (The representations of words with same meaning in different languages are similar) of each word in $X$ and $Y$ separately through monolingual data:

$$\text{Sem}_x = \langle \langle S_{1i} \rangle, \langle S_{2i} \rangle, ..., \langle S_{ki} \rangle \rangle$$

(5)

Equation (5) denotes the cross-lingual feature of a specific word $x_i$, where $k$ is the hyperparameter, denotes the dimension of semantic vector.

3.2 Unsupervised initialization

Previous works VecMap (Artetxe et al., 2018a) has shown the effect of high-quality word pairs on unsupervised BLI. In this method, Let $X_{sem}, Y_{sem} \in \mathbb{R}^{n \times k}$ denote the cross-lingual feature matrices extracted by using the method in Section 3.1. We combine the cross-lingual feature to initialize unsupervised BLI in two ways. Embedding combination (ECB) and Similarity combination (SCB):

Embedding combination (ECB): We combine the pre-trained embedding with the cross-lingual feature as the initial embedding:

$$X_{com} = X | X_{sem}$$

$$Y_{com} = Y | Y_{sem}$$

(6)

Where $|$ denotes concatenation by row, therefore $X_{com}, Y_{com} \in \mathbb{R}^{n \times (d+k)}$. We follow the method in VecMap to calculate second-order similarity matrix as the initialization. In order to maintain the process of vector alignment is comparable with the other works. We only use $X_{com}$ and $Y_{com}$ to do the initialization step. We continually use $X$ and $Y$ to do the iterative process.

Similarity combination (SCB): For our feature $X_{sem}$ and $Y_{sem}$ is cross-lingual, we consider to
calculate the similarity of $X_{sem}$ and $Y_{sem}$ directly. We combine this similarity with second-order similarity of $X$ and $Y$:

$$\lambda * [(X X^\top)(Y Y^\top)^\top] + (1 - \lambda) * (X_{sem} Y_{sem}^\top) \tag{7}$$

Where $\lambda$ controls the ratio of two kinds of similarities. In this method, we can fully exploit the advantages of both kinds of embeddings.

Our method guarantees to converge to a local optimum base on the initial dictionary, so the quality of it is the key factor for our method. However, simply concatenating two kinds of embeddings and searching the nearest neighbor normally did not work in our preliminary experiments. It cannot guarantee to avoid our method getting stuck in poor local optima. For this reason, we propose some key improvements to make our initialization robust:

- **Embedding normalization:** The embeddings we use to be combined are trained in different ways. So, their meanings are completely different. When we combine them in a simple concatenation way, the representation ability of each embedding will be weakened. For this reason, we use a linear method ($X - \text{Mean}(X)$) to map two kinds of embeddings to $[-1, 1]$, then the combination method is more significant than before.

- **CSLS distance:** To extract the lexicon, we use the nearest neighbor for every word to search transformed embeddings. This phenomenon is known to occur the hubness problem (where one word is the nearest to many words) (Radovanovic et al., 2010; Suzuki et al., 2013). To avoid this hubness problem, Lample et al. (2018) modified it with the Cross-domain Similarity Local Scaling (CSLS). For two aligned embeddings $x$ and $y$, they denote the set $N_T(Wx)$ and $N_S(y)$ of the embeddings’ $k$ nearest neighbors in the other language, respectively. Then compute $r_T(x)$ and $r_S(y)$, the average cosine similarity of $N_T(Wx)$ and $N_S(y)$. The CSLS score of $x$ and $y$ can be computed as $CSLS(x, y) = 2\cos(x, y) - r_T(x) - r_S(y)$. Following the authors, we set $k = 10$.

A high-level overview of our proposed method is outlined in Algorithm 1.

**Algorithm 1:** CFE method for UBLI

| Input: monolingual corpora $L_1$ and $L_2$ | Output: parallel dictionary |
|------------------------------------------|-----------------------------|
| $X$, $Y$ ← pre-trained embeddings of $L_1$, $L_2$; | $W$ ← linear mapping matrix calculated by Procrustes on $D$; |
| $X_{sem}$, $Y_{sem}$ ← cross-lingual feature extracted from $L_1$, $L_2$; | $D$ ← initial word translation dictionary using $Sim$; |
| $Sim$ ← similarity matrix from ECB and SCB methods; | $D$ ← CSLS($W X$, $Y$); |
| $W$ ← linear mapping matrix calculated by Procrustes on $D$; | $D$ ← CSLS($W X$, $Y$); |

4 Experimental settings

In this section, we first list the baselines we used in Section 4.1, then we show the details of our own dataset and compare them with the MUSE dataset in Section 4.2. Finally, we show the hyperparameter settings of our methods in Section 4.3.

4.1 Baselines

We take several representative works of unsupervised BLI as our baselines. We choose the methods using pre-trained embeddings (Lample et al., 2018; Artetxe et al., 2018a; Li et al., 2020) and statistical method (E and Zhou, 2022) to be compared with our method. Especially, the method (Li et al., 2020) is the state-of-the-art model in low-resource languages and Peng et al. (2021) achieves a good results on high-resource language pairs using $\ell_1$ norm optimisation on refinement. Compared with all the baselines, our method uses both two kinds of features to initialize the BLI problem. We evaluate all the baselines by using MUSE parallel data and CSLS distance to do the nearest neighbor search. We execute the publicly accessible code or reproduce the code on our own to acquire the baseline findings due to the use of our own dataset.

| | EN | VI | TH | ZH | JA |
|----------------|-----|-----|-----|-----|-----|
| words | 2418 | 326 | 33 | 288 | 298 |
| sentences | 72494 | 10677 | 273 | 1908 | 9110 |

Table 1: Details of the dataset. We show the number (K) of words and sentences in the monolingual corpus. For the words, we count the number of different words.
### 4.2 Datasets

We evaluate our method against baseline on the latest Wikipedia corpora. The reason why we do not use the famous dataset MUSE (Lample et al., 2018) is that we cannot get the corpus they used to train embeddings. So, we use FASTTEXT (Bojanowski et al., 2017) to train our own embeddings. However, the latest Wikipedia corpora is not on the same scale as the MUSE data. In order to ensure the comparability of models and dataset, and simulate low-resource situations, we reduce the size of corpus to match the results that the baselines on the MUSE dataset (For en: 100%, vi: 100%, th: 10%, zh: 10%, ja: 30%). Our embeddings are trained based on this corpus. For the test dataset, we use the 1500 parallel lexicon of MUSE data.

### 4.3 Hyperparameter setting

We train our embedding using FASTTEXT with 5 epochs and 300 dims. For the hyperparameter $D$ in Problem (3), we set $D$ as 50. For the dimension $k$ in Problem (4), we experiment from 50 to 300 in increments of 50. For each language pair, we chose a different $\lambda$ between 0 and 1 to get the best results in Problem (7). When we do the initialization work, we only initialize 4000 words with the highest frequency in the monolingual corpus. For the iterative process, we only align the first 200000 words. We perform 10 runs for each language pair, and report the average accuracies. All the experiments are performed on a single Nvidia Titan X.

### 5 Experiment

In this section, we report the results obtained with our method. We first evaluate the dataset we trained in Section 5.1. Second, we present our main results in Section 5.2, thirdly we test the performance of our cross-lingual feature in Section 5.3, then we do ablation tests in Section 5.4 to measure the contribution of each component and finally we compare the different initialization methods (3.2) in Section 5.5.

#### 5.1 Comparison with MUSE dataset and our dataset

We compare the performance of our own trained dataset with the MUSE dataset (Lample et al., 2018). We use VecMap (Artetxe et al., 2018a) as
an evaluation model. For each language pair, we experiment both two datasets on VecMap and the results are in Table 2. Our dataset restores MUSE dataset as far as possible in all experimental language pairs except for one direction of EN-JA (for EN-JA pair, we have a better result than MUSE). Our dataset offers the low-resource scenario and guarantees that our model is comparable to previous models.

5.2 Main results

We report the results in the dataset of we introduced in Section 4.2 in Table 3. As it can be seen, although the baselines succeed in some high-resource languages (EN-JA), they get the degradation in the challenging low-resource language pairs. In this case, our proposed method obtains the best results in all the language pairs. For the three language pairs on which the baselines are completely degraded (only 0.28% accuracy in the best pair), our method has made significant improvements in five experiments (16.13% at least and 54.23% at most). Peng et al. (2021) perform well on some language pairs (EN-ZH, EN-JA), but still fail on the low-resource pairs. For the state-of-the-art method (Li et al., 2020), we achieve the best score on every experiment. The average score of our method is 6.52% more than SOTA.

These results confirm the robustness of the proposed method. Our method converges to a good solution in all the low-resource and distant language pairs we experiment with. In addition to being more robust, our method also obtains better accuracies compared with the previous methods by a significant improvement in all challenging language pairs. Moreover, our method is not sensitive to hyperparameters. We can get similar results in different dimensions of cross-lingual features, and most of them perform a better result than all the baselines.

Meanwhile, our method is more efficient than VecMap (Artetxe et al., 2018a). For the iterative process of our method is based on VecMap, we compare between our method with VecMap. When we optimizing the initialization dictionary’s quality, our method has a faster convergence rate (824 vs. 1346 iterations for EN-VI pair). It shows that a good initialization not only leads to a better accuracy, but also speeds up convergence.

5.3 Evaluation on cross-lingual feature

We test the performance of our cross-lingual feature in this section. We first compare cross-lingual features with pre-trained features and second-order of pre-trained features. For each language pair, we choose MUSE parallel dictionary (Lample et al., 2018), which contains 5000 aligned words as our dataset. We calculate the similarities between each aligned word using three kinds of features mentioned before. The results are shown in Table 4. As can be seen, the results of our cross-lingual features are significantly better than the pre-trained feature. For the second-order similarity, which represents a cross-lingual representation, our method is 0.024 more than it. Besides, our method is more efficient and not limited by computational complexity. The results show that our feature is cross-lingual.

For the case study, we choose 8 parallel pairs of high frequency words on EN-ZH language pair and calculate the similarity of cross-lingual features between each word pair. The results are shown in Figure 2. These similarities conform to our expectations. The words having the same meaning in different languages have similar representations which are shown in Figure 2 that elements on the main diagonal have a higher score of similarity of most word pairs. In particular, our feature can accurately distinguish four word pairs in all our eight tests. On the other hand, our feature exhibit good symmetry. For the similar meaning words <one, first>, their similarity with all the other words is similar which means the second and third rows in Figure 2 have similar results (the same for the second and third columns). Besides, for the word pairs that have a high similarity, their corresponding rows and columns have symmetry.

5.4 Ablation test

In order to better understand the role of each part in our proposed method, we do the ablation test to separately analyze the effect of cross-lingual features, pre-trained embeddings and normalization on initialization. We use the same setting with the best score in Table 6 (SCB dim 100) for the ablation test. The obtained results are shown in Table 5.

For our cross-lingual feature extraction method, we observe that the characterization ability of our feature is better than pre-trained embeddings, and the average of it exceeds the pre-trained embeddings by 7.47%. Moreover, our feature can be used
Table 4: Results of similarities on parallel dictionary. We calculate the similarities for each parallel words and report the average score of the similarities for each language pair. We experiment on pre-trained feature, second-order similarity of pre-trained feature and cross-lingual feature.

| Model                | EN-VI  | EN-TH  | EN-ZH  | EN-JA  | avg   |
|----------------------|--------|--------|--------|--------|-------|
| Pre-trained feature  | 0.014  | 0.001  | 0.014  | 0.016  | 0.002 |
| Second-order similarity | 0.853 | 0.895 | 0.594  | 0.772  | 0.763 |
| Cross-lingual feature | 0.872  | 0.882  | 0.661  | 0.803  | 0.758 |

Table 5: Ablation test on the setting: SCB method, 100 dim of cross-lingual feature. We do 10 runs for each method and report the average score of the accuracies (%) and the average accuracy score of all language pairs.

| Model                | EN-VI  | EN-TH  | EN-ZH  | EN-JA  | avg   |
|----------------------|--------|--------|--------|--------|-------|
| Full system          | 45.51  | 55.96  | 16.35  | 3.28   | 33.40 |
| - Cross-lingual feature | 0.07  | 0.07   | 0.22   | 0.26   | 0.14  |
| - Pre-trained feature | 0      | 0      | 14.24  | 3.81   | 32.40 |
| - Normalization      | 45.30  | 52.66  | 15.68  | 3.15   | 32.48 |

As for the normalization, the SCB method uses two kinds of features to compute similarity separately, and the results of regularization is not obvious. However, the ECB method uses concatenation, which is more sensitive.

5.5 Comparison with ECB and SCB method

In this section, we compare different initialization proposed in Section 3.2. As it can be seen in Table 6, the Similarity combination (SCB) method have a better result in most dimensions than Embedding combination (ECB) method. Besides, for each language pair, the best score among each dimension of SCB is better than ECB (expect EN-JA in Table 3). Especially, compared with ECB method, SCB method improves 31.95% in the reverse direction of EN-VI.

At the same time, the SCB method is less sensitive to the dimension parameters of cross-lingual features than ECB method. As we can see in Table 6, the SCB method produces stable and good results across different dimension settings, which shows that SCB method is more robust and can be adapted on more challenging problems.
Table 6: Results of different initialization on VecMap model. We do 10 runs for each method and report the average score of the accuracies (%). For each language pair, we initial VecMap with Embedding combination (ECB) method and Similarity combination (SCB) method in 6 different cross-lingual feature dimensions.

| Model  | EN-VI | EN-TH |
|--------|-------|-------|
| ECB dim 50 | 0 0.3 | 0 3.41 |
| ECB dim 100 | 0 1.65 | 0.11 3.94 |
| ECB dim 150 | 0.15 0.22 | 0.22 3.15 |
| ECB dim 200 | 0.28 0.75 | 14.35 3.28 |
| ECB dim 250 | 48.36 4.12 | 14.24 0.26 |
| ECB dim 300 | 0.73 23.41 | 15.57 0 |
| SCB dim 50 | 46.46 53.86 | 0.22 3.54 |
| SCB dim 100 | 45.51 54.38 | 16.24 3.28 |
| SCB dim 150 | 45.88 55.36 | 15.19 2.89 |
| SCB dim 200 | 45.88 49.06 | 15.57 6.72 |
| SCB dim 250 | 46.97 52.96 | 15.35 3.15 |
| SCB dim 300 | 48.43 53.26 | 15.57 3.67 |

6 Related Work

Unsupervised bilingual lexicon induction (UBLI) is an important task of machine translation. The existing methods for unsupervised bilingual lexicon induction are divided into two directions. The first is based on statistic method, and the other is based on the pre-trained embeddings. Most of the methods follow the same procedure that is to find an initial solutions and then learning a mapping method between two embedding spaces. The key of these methods is finding an initial solution.

For statistical methods, Haghighi et al. (2008) induced translations for words by using a generative model based on canonical correlation analysis, which explains the monolingual lexicons in terms of latent matchings. Vulić et al. (2011) proposed a bilingual Latent Dirichlet Allocation model for finding translations of terms in comparable corpora without using any linguistic resources. E and Zhou (2022) proposed a method in a more mathematical way. Their Markov semantic model characterized the meaning of words with language-independent numerical fingerprints.

In recent years, most methods initialized seed dictionary based on pre-trained embeddings. These methods can be divided into three categories. The first category is using adversarial methods (Lample et al., 2018; Alvarez-Melis and Jaakkola, 2018; Xu et al., 2018). They trained a generator to find a mapping between two embedding spaces and a discriminator to distinguish the mapped source embedding from the target embedding. The second category is based on the structure of embedding space. Artetxe et al. (2018a) showed the fact that two equivalent words in different languages should have a similar distribution, and used the second-order similarity of pre-trained embeddings as an initialization of UBLI. The third category is based on a non-linear mapping method. Glavaš and Vulić (2020) removed the orthogonal constraint of the mapping method. Glavaš and Vulić (2020) proposed a non-linear mapping in the latent space of two independently pre-trained autoencoders.

All these methods only use one kind of feature. Different from their methods, we leverage both monolingual corpus and word-level pre-trained embeddings to get richer information and achieve better accuracy.

7 Conclusion

In this paper, we propose a method to extract cross-lingual features through monolingual corpora, combined with pre-trained embeddings in two kinds to initial UBLI. The experiments show that our method outperforms existing state-of-the-art methods on low-resource language pairs (EN-VI, EN-TH, EN-ZH, EN-JA). The ablation study demonstrates that the induced cross-lingual features have a complementary effect to pre-trained embeddings. Besides, we also offer a MUSE-equivalent dataset with monolingual corpora.

In the future, we will develop a more robust way of extracting cross-lingual features for lexicon induction. Extending UBLI to the phrase level is also a topic of interest.
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