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1 INTRODUCTION

Algorithmic decision-making systems are increasingly being deployed to make, or to support humans to make, decisions that impact people’s lives in significant ways. Yet, decision subjects, those affected by algorithmic decisions, can be limited in their ability to contest these decisions. For example, the Education Value-Added Assessment System (EVAAS), a statistical method used to predict academic growth, was used by the Houston Independent School District to evaluate teachers’ performance and, in a number of cases, to terminate teachers’ contracts. Twelve teachers and the Houston Federation of Teachers successfully argued in court that the teachers’ constitutional right to due process was violated because they were unable to contest, or ‘meaningfully challenge’, the termination of their contracts because there was a ’lack of sufficient information’ — the private company that designed EVAAS would not release the source codes or methodology used as they were proprietary trade secrets [1].

Even for decision subjects who are able to understand why a decision has been made and are provided with means to contest that decision, contestation systems can be seen as severely lacking [12]. Sarah Myers West studied content moderation across a number of social media platforms, most of which offered a way for users to contest a decision to remove their content from the platform [12]. Myers West reported user dissatisfaction with the contestation systems for a number of reasons, including a lack of clear instruction about how to lodge an appeal, no reply being received, no resolution being reached after a challenge has been lodged, and a lack of access to human intervention.

These examples demonstrate that being able to challenge algorithmic decisions is important to decision subjects, yet numerous factors can limit a person’s ability to contest such decisions. We propose that administrative law systems, which were created to ensure that governments are kept accountable for their actions and decision making in relation to individuals [5, 6], can provide guidance on how to design contestation systems for algorithmic decision-making.

There are similarities between government decision-making and algorithmic decision-making that suggest there is value in considering how the administrative law system enables contestation. For example, in both cases decision making can be said to occur ‘behind closed doors’, which limits
transparency, raises questions about accountability, and has the potential to impact public trust. In this paper, we focus on the specific case of the Australian administrative law system because this is the authors’ country of residence, and because of the lead author’s familiarity with the Australian legal system and her experience working within a variety of government departments and agencies within Australia. Further to this, the Australian administrative law system has been refined over the past 40 years: it provides a comprehensive and well-designed example of an established contestation system.

This paper contributes: (1) a methodological proposal for the development of a framework that can be used to guide the design of contestation systems for algorithmic decision-making, based on the Australian administrative law system; (2) a summary of key features of the Australian administrative law system that enable individuals to contest government decision-making; (3) a list of considerations to help to prompt design thinking in relation to contestation systems for algorithmic decision-making. While this paper raises more questions than it answers, these questions form a useful base from which to consider the development of contestation systems that allow decision subjects to meaningfully challenge algorithmic decisions.

2 RELATED WORK

2.1 Designing for contestability

Recent work highlights the benefits of designing ‘contestability’ into machine learning systems used by experts for decision support [10]. We view ‘designing for contestability’ as quite distinct from ‘designing for contestability’. ‘Designing for contestability’ enables expert users to engage interactively with a machine learning system, to explore it, and to provide it with feedback, with the aim to produce better decisions [10]. In contrast, ‘designing for contestation’ does not (necessarily) entail an interactive design component within the algorithmic decision-making system. Indeed, it may not be appropriate for a decision subject to interact and engage with the algorithmic system themselves, depending on the decision. The aim of designing for contestation is to enable decision subjects to appeal a decision by providing them with the means to do so. For example, as highlighted by the EVAAS court case [1], by providing enough information about the decision to allow decision subjects to ‘meaningfully challenge’ it. Or, by ensuring that an effective process to appeal a decision exists.

2.2 Contesting algorithmic decisions

In a 2017 workshop paper on algorithmic appeals, Vaccaro and Karahalios highlight that established contestation systems can be used to inform contestation design for algorithmic decision-making systems [17]. Vaccaro and Karahalios explored three contexts where people can currently seek to review decisions (the court system, credit scoring, and insurance claims) to understand how these systems enable contestation and to reveal challenges that algorithmic appeal systems are likely to face. The authors argue that being able to contest a decision is not only about understanding, or being able to interpret, the decision made by an algorithm, although this is certainly a necessary element—there is also a need for a system to support appeals.

Myers West surveyed 519 social media platform users to understand their experience with content modification systems on the platforms that they use [12]. Myers West found that a majority of the platforms allowed users to appeal decisions to remove content, but that users who chose to make an appeal (n=230) experienced difficulties with the process. For example, users reported that while the platform notified them of the option to appeal, they were not provided with any instructions about how to go about it. Other users were frustrated by the lack of response or resolution offered by the platform after they had lodged a complaint, and the lack of human intervention that was
provided. Of those surveyed, Myers West reports that 245 users chose not to appeal, with some explaining that they did not know how to lodge an appeal or that they chose not to because they did not think that they would receive a response.

Almada considers algorithmic decision contestation in the context of the General Data Protection Regulation, in which Article 22(3) provides a right to contest a decision and a right of human intervention [4]. Almada argues that ‘[a]t a bare minimum, a system that is contestable by design should be built in ways that allow users and third parties to effectively seek human intervention in a given automated decision’, and he suggests that literature relating to privacy by design and designing for contestability can provide insights into designing for contestation.

### 2.3 Explainable artificial intelligence

While algorithmic decision-making has been occurring for decades, in recent years advances in machine learning has resulted in an increased use of these often "black box" systems to support, or to make, high consequence decisions [2, 15, 19]. As a result, there have been calls for these algorithms to be made explainable, transparent, accountable, and fair to ensure that users are able to trust their decisions [2, 14, 15]. While these calls have resulted in the burgeoning research field of explainable artificial intelligence (XAI), limited attention has been given to contestation as a way to address these goals. There is potential here for XAI to be informed by contestation. But in addition, there is a real opportunity for contestation to be supported by XAI.

XAI is a dynamic field: technical solutions to produce explanations are being proposed, and a greater focus is now also being placed on the need for human-centred explanation design [2, 3, 11, 19], with more research being conducted into what users require from an explanation [15]. An explanation would provide decision subjects with valuable information that could inform a basis from which they could contest a decision. Yet, few papers have proposed helping a decision subject to contest a decision as a goal for an explanation. Notable exceptions to this include Wachter et al., who suggest that a potential goal for an explanation is ‘to provide information that helps contest automated decisions when an adverse or otherwise undesired decision is received’, [18] and Binns et al. who studied the affect of explanation style on justice perceptions, but did not delve into contestation per se [8].

### 3 THE AUSTRALIAN ADMINISTRATIVE LAW SYSTEM

We propose that administrative law systems can provide guidance on how to design contestation systems for algorithmic decision-making. In this paper, we focus on the Australian administrative law system, which regulates commonwealth government decision-making that affects individuals [5]. This system enables decision subjects to contest decisions made by decision-makers in the executive arm of the government — namely officers in government departments. In Australia, the role of the executive government is to administer the laws created by parliament [13]. Figure 1 sets out the roles of the parliament, the executive, and the judiciary. In its role administering and applying laws, the executive has a direct impact on individual members of the public: it has the power to make decisions that affect a person’s rights, including whether a person is entitled to welfare, is granted a visa, or is granted a licence [16]. Bannister, Olijnyk, and McDonald state that ‘[t]he executive’s application of laws affects the day-to-day lives of individuals more often and more directly than the actions of the legislative and judicial branches of government’ [6].

Australian administrative law is made up of a number of elements that each play a role in regulating the actions of the executive: it is a system of accountability. Bannister, Olijnyk, and McDonald describe in detail the elements of the system, which include:
• Mechanisms that enhance transparency by allowing access to information, for example through rules enabling freedom of information;
• A range of bodies that can carry out investigations relating to the actions or decisions of the executive, including the Commonwealth Ombudsman, the Administrative Review Council, and Royal Commissions; and
• Mechanisms that provide individuals with avenues to contest decisions that affect them, for example via an internal or external review [6].

While the last element listed above is the most informative for developing a contestation framework, understanding that administrative law is a system is important. There are numerous ways for the executive to breach its powers, and the administrative law mechanisms provide different avenues to hold the executive to account. For example, the contestation system supports individual rights and provides individual redress, whereas bodies such as the Ombudsman can investigate systemic issues with decision making that may not be identifiable at the individual level. In a similar vein, in the context of algorithmic decision-making, providing a way for decision subjects to contest decisions will enable the review of individual decisions, but may not reveal systemic problems embedded in an algorithm, such as biases that result in discrimination. An auditing program may better suit that task by enabling third-parties to measure how well the algorithm performs against predefined goals, which could include fairness and equity [7, 9, 17]. When designing a contestation system, designers need to understand what that system can and cannot feasibly achieve.

4 DESIGNING FOR CONTESTATION

We are in the process of developing a framework that can be used to guide the design of contestation systems for algorithmic decision-making. The first column in Table 1 contains a list of the key
features of the Australian administrative law system that enable individuals to contest decisions made by the government that affect them. An informal approach was taken to compile this initial list of key features: the lead author drew on her legal training and experience working within government agencies to select the pertinent features. Criteria used to select these features was whether the feature limits, or supports, a decision subject to contest a decision. The features in column 1 will be augmented and refined with further research into the administrative law system as well as other established contestation systems.

The second column of Table 1 contains questions and considerations derived from the first column that will be useful to consider when designing contestation systems for algorithmic decision-making. Again, an informal approach was taken to develop these questions; they were the product of brainstorming prompted by reflection on the features in column 1. The questions contained in the second column are not exhaustive, they can (and should) be added to and refined.

Many jurisdictions, including the United States, the United Kingdom, Canada, and France have administrative law systems that govern the actions and decision-making of their respective governments, however the specific mechanisms and processes used to meet this aim differ. For example, while ‘fair hearing’ forms part of the Australian administrative law system, in the United States, the equivalent right is constitutional: a citizen is entitled to due process of law if being deprived of life, liberty or property.

5 DISCUSSION

The draft framework in Table 1 displays key elements that make up an established contestation system. Given its legal nature, the administrative law system is heavily rule-based and quite complex. Algorithmic decision-making contestation systems may not need to be as complicated as this. However, when decisions are being made that affect a person’s rights and interests, a comprehensive and considered approach to contestation may be required. A one-size-fits-all approach to designing a contestation system will not be appropriate given the range of decisions being made and influenced by algorithmic decision-making systems, and the various contexts these decisions are being made in. In addition to understanding user needs, the use case, and constraints, designers must be alive to the legal and regulatory contexts in which decisions are being made, to ensure that legal requirements are met. For example, Article 22(3) of the General Data Protection Regulations creates a right to contest certain automated decisions; and there is a constitutional right to due process in the United States.

Further, given that the administrative law system is designed to regulate human decision-makers, some of the elements in column 1 of Table 1 may not be relevant for algorithmic decision-making. Similarly, there may be additional, unique elements that are needed to cater for algorithmic decision-making. For example, a major challenge presented by “black box” algorithmic decision-making systems is that their opacity obscures the decision-making process. Thus, it is unlikely to be easy for an algorithmic decision-making system, or a person using such a system, to produce the same information contained in a ‘statement of reasons’ (which is an element of the Australian administrative law system). However, with advances in XAI research, methods are being developed to produce explanations for decisions. An explanation that provides information about the decision and the decision-making process would provide decision subjects with a base from which they can meaningfully contest a decision that has been made, or influenced, by an algorithmic decision-making system. In fact, depending on the type of information that a decision subject wishes to contest, understanding this internal logic of an algorithm may not even be required; for example, counterfactual explanations can be used to provide valuable information to decision subjects without opening the “black box” [18]. Further research needs to be conducted into what type of
Table 1. A framework to consider when designing contestation systems for algorithmic decision-making

| Pertinent features of the administrative law system that enable individual contestation | Considerations for contestation systems for algorithmic decision-making |
|---|---|
| Not all decisions are reviewable: a person needs ’standing’ to appeal a decision e.g. they need to have been ’affected’ by the decision; the Administrative Appeals Tribunal can only review decisions if legislation provides that power. | Should there be limits on who can contest a decision? Which decisions should be able to be contested? All decisions? Only decisions that affect certain rights or interests? |
| Best practice is to notify a person if the decision is likely to be adverse and to give them an opportunity to respond. This helps to ensure that a person is given a ‘fair hearing’. | Is a ‘fair hearing’ required? What process would provide decision subjects with a fair hearing’? |
| Once a decision is made, notice of that decision is provided to the person along with information about how to initiate a review. | How will a person be notified of a decision? What information will be provided about review? How should an interface for contestation be designed? |
| When a decision subject has standing to appeal a decision, they can request a ‘statement of reasons’, which should contain: findings on material questions of fact; evidence or other material the findings were based on; and the reasons for the decision. | What does a statement of reasons look like for an algorithm? What information does a decision subject need to be able to meaningfully contest a decision? Can this information be provided? What if the algorithm is a “black box”? |
| Various avenues of review are available e.g. internal merits review, external merits review, and judicial review. There are processes dictating how to seek each type of review. Internal merits review (where the decision making agency reviews the decision) is usually the first step. | What types of review can be provided? If a decision subject can access an internal review, who will carry out the review? A human or an algorithm? Would an algorithmic review simply result in the same decision? Will further avenues of review be provided? |
| The review bodies are limited in their ability to review a decision e.g. a merits review can determine whether the ’right’ decision was made by looking at the relevant facts, law, and policy, whereas a judicial review can only consider whether the decision-making process was lawful. | What aspects of a decision or decision-making process can be contested? Just the decision/output that pertains to the decision subject? The training data? The inputs? The algorithm’s decision rules? The process for deriving the decision-making model? |
| The remedies provided to a decision subject differ depending on the review body e.g. a merits review can make a fresh decision, whereas a judicial review cannot make a new decision, but can order that a new decision be made by the original decision maker. | What redress can be provided to a decision subject? Can a new decision be made? How will it be made? If it is determined that an input was used in error, can a new decision be made without considering that input? |
information would allow a decision subject to meaningfully contest an algorithmic decision, and how this could be produced.

6 FUTURE WORK
We will continue to develop the framework to guide the design of contestation systems for algorithmic decision-making by taking into account other contestability systems and by refining and augmenting the key features using formal methodological approaches such as thematic coding and content expert interviews. We also propose to conduct research into user requirements for contestation systems, and in particular into what type of information users require in order to contest an algorithmic decision.

7 CONCLUSION
For decision subjects who have been affected by algorithmic decision-making, such as the Houston teachers whose contracts were terminated, being able to challenge an adverse algorithmic decision is vital. Yet, contestation systems for algorithmic decisions are currently underdeveloped, with decision subjects left with limited information about how the decision was made and how to contest the decision. Existing contestation systems, such as administrative law systems, can provide valuable insights into how contestation systems for algorithmic decision-making can be designed so that decision subjects can meaningfully contest decisions that affect them.
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