Strong reduction of the coercivity by a surface acoustic wave in an out-of-plane magnetized epilayer
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Inverse magnetostriction is the effect by which magnetization can be changed upon application of stress/strain. A strain modulation may be created electrically by exciting interdigitated transducers to generate surface acoustic waves (SAWs). Hence SAWs appear as a possible route towards induction-free undulatory magnetic data manipulation. Here we demonstrate experimentally on an out-of-plane magnetostrictive layer a reduction of the coercive field of up to 60% by a SAW, over millimetric distances. A simple model shows that this spectacular effect can be partly explained by the periodic lowering of the strain-dependent domain nucleation energy by the SAW. This proof of concept was done on (Ga,Mn)(As,P), a magnetic semiconductor in which the out-of-plane magnetic anisotropy can be made very weak by epitaxial growth; it should guide material engineering for all-acoustic magnetization switching.

PACS numbers: 75.80.+q, 75.50.Pp, 75.60.Jk, 43.35.Pt

The use of electrical voltage - rather than current - is a promising approach to limit heat dissipation and facilitate device size reduction for magnetic data manipulation. Static changes to the anisotropy by carrier density modification, magnetoelectricity or magnetoelasticity (mediated by piezoelectricity) have been demonstrated via gating in metal3,4 and magnetic semiconductors5–7. Relying on this coupling, recent work has predicted8–11 and demonstrated experimentally12,13 that acoustic waves can trigger resonant precessional switching. SAWs can moreover assist - non resonantly - the coherent reversal of small structures14,15, or in larger samples could trigger the nucleation or propagation of domain walls16,17. In that case, the lever is expected to be the dependency of the domain wall energy on the magnetoelastic constant. So far the strongest reported effect has been in thin FeGa layers, in which a 11 % reduction of the coercive field by SAW was observed, as well as early evidence of localized magnetization reversal assisted by a focussed SAW18. No particular mechanism was identified however. In this work, we extend this proof of concept to out-of-plane magnetized materials, as well as to an entirely different class of materials: dilute magnetic semiconductors (DMS). We evidence an increased efficiency (over 50 % reduction of the coercive field), and show by a simple model that SAW-assisted nucleation is partly responsible for this effect.

Archetype amongst DMS, (Ga,Mn)As and its recently developed alloy (Ga,Mn)(As,P) have a carrier-mediated ferromagnetic phase which renders their magnetic anisotropy sensitive to both static and dynamic strain19,20. Rayleigh waves are particularly well suited to the magnetoelasticity of (Ga,Mn)(As,P), since their strain components directly couple to the uniaxial out-of-plane anisotropy. SAW-induced precessional switching was for instance recently demonstrated21, under fields of a few hundreds of mT applied perpendicular to the easy axis. In this work, we focus on the geometry where the field is along the easy axis, and use Kerr microscopy to monitor modifications to the coercive field and the shape of nucleated domains in the presence of a SAW.

The sample studied is an out-of-plane magnetized $d=50\,\text{nm}$ thick layer of $(\text{Ga}_{1-x}\text{Mn}_x)(\text{As}_{0.96}\text{P}_{0.04})$ in tensile strain on GaAs with an active Mn concentration $x_{\text{Mn}}\approx 3.5\%$, and a Curie temperature of $T_C=95\,\text{K}$. The SAWs were generated and detected by two opposite sets of gold Interdigitated Transducers (IDTs) evaporated on a SiO$_2$/ZnO bilayer, with a 1 mm aperture. The IDT teeth were 1.25 $\mu\text{m}$ wide and equidistant, giving a SAW wavelength of 5 $\mu\text{m}$ and frequency of $f_{\text{SAW}}=549\,\text{MHz}$ (SAW period $T_{\text{SAW}}\approx 1.8\,\text{ns}$). A window etched in the ZnO layer between the two IDTs facilitated the Kerr imaging, with the SiO$_2$ layer thickness adjusted for an optimal Kerr contrast22 at $\lambda=600\,\text{nm}$. Whereas the IDTs are separated by 2 $\text{mm}$, the typical field of view for the polar Kerr microscope is between 360 and 994 $\mu\text{m}$ wide, depending on the magnification used (Fig. 1b). To limit device break-down at high powers, the SAW is generated in bursts (typically $T_{\text{SAW}}=600\,\text{ns}$ long) emitted at a low repetition frequency (typically $f_{\text{rep}}=50\,\text{Hz}$). The
FIG. 1. (a) Schematics of the experimental set-up [not to scale]. A thin SiO$_2$ layer [not represented] is deposited on the (Ga,Mn)(As,P). The SAW assists domain nucleation in the half-period during which it lowers the DW energy. (b) Time dependence of the strain [not to scale]. SAWs are generated in bursts of duration $\tau_{SAW}=600$ ns, every $T_{rep}=20$ ms, during the entire field plateaus of length $T_f=4$ s. (c) Hysteresis cycle averaged in front of the emitting IDT without SAW ($T=10$ K) and Kerr microscopy image (365×273 $\mu$m$^2$) of the domains during the field reversal. The magnetic part of the image has been divided by a reference image taken at remanence and the right-most part left raw to show the transducer.

maximum surface strain has been estimated using a Vector Network Analyzer (VNA) to be of $6.2 \times 10^{-4}$. The magnetic field is applied in plateaus of a few seconds to allow image acquisition and transfer (see Fig. 1b) for the time-dependence of the strain). Spatially averaging the Kerr intensity at each field gives the hysteresis cycle, from which we define the coercive field $B_c$ as the one giving zero average magnetization.

Without SAW, the hysteresis loop averaged in front of the emitting IDT is square (Fig. 1c), and the reversal is driven by multiple nucleations across the layer. Note that this behavior is very different from high anisotropy (Ga,Mn)As samples$^{22}$, in which nucleation events are rare, especially at low temperatures, and occur at high enough fields to then trigger the fast reversal of the whole layer. A spatial mapping of the coercive field does not highlight any particular nucleation spots. Hysteresis cycles are then taken with the SAW 'on'. Fig. 2a shows for instance data taken at 30K when exciting the IDT at its resonance frequency 549 MHz with an incident rf power $P_0=8.9$ W/mm, and a repetition rate of $f_{rep}=50$ Hz. The coercive field in front of the emitting IDT is now 4.3 mT, reduced by over 50% compared to the one without SAW (9.8 mT). The Kerr images show that switching clearly occurs first on the SAW path (Fig. 2b-e). More specifically it initiates at low field ($<3.5$ mT), on the edge of the wave front (Fig. 2b) and with sparse nucleation centres above. At 8 mT, the layer has almost fully switched on the SAW path, but not at all out of it. As the field is further increased to 9.5 mT (Fig. 2f), switching is finally triggered out of the SAW path and the magnetization fully reverses at 11 mT.

In order to have a first hint as to the reversal mechanism, a magnetic after-effect experiment is performed, i.e. a study of the time dependence of the magnetic susceptibility after a given initialization. After saturating the layer ‘up’, a field of opposite sign is applied, low enough to allow slow magnetization reversal ($B=2$ mT, $T=30$K). Three experiments are then run under different SAW repetition frequencies ($f_{rep}=15, 20$ and 30 Hz). For each $f_{rep}$, the rf power is applied long enough to total the passage of 6000 SAW bursts. The intensity is averaged in front of the IDT, normalized to its initial value, $I(t)/I(t=0)$, and plotted versus the number of SAW bursts (inset of Fig. 2a). The three curves have a very similar shape and final fractional reversed magnetization.
FIG. 2. SAW assisted reversal at $P_0=8.9$ W/mm ($T=30K$): (a) Hysteresis cycles averaged in front of the SAW emitter, with and without SAW. Inset: magnetic after-effect experiment at $B=2$ mT under 6000 SAW bursts, corresponding to a duration of 6 min ($f_{rep}=15$ Hz), 5 min ($f_{rep}=20$ Hz) or 3.5 min ($f_{rep}=30$ Hz), intensity averaged in front of the IDT normalized to its initial value. (b-g) Kerr microscopy images ($690\times924 \mu m^2$) corresponding to the cycle under SAW in (a).

Regardles of the repetition frequency, this result suggests a cumulative effect necessary for the switching, given by the total number of SAW periods with a weak influence of the repetition rate.

The excitation power was then varied over two decades (Fig. 3a, $T=10K$). The SAW efficiency clearly decreases with decreasing power, with the coercive field recovering its SAW-less value at $0.01P_0$ (cycle not shown). The final $B_c(P)$ curve is roughly linear in power (Fig. 3b), and exciting SAWs with the left IDT gives an identical trend. No $B_c$ reduction is observed when exciting the IDT off resonance, for which no SAW is generated (rf power at 570 MHz, open symbols in Fig. 3a), proving the effect is not due to the field radiated by the antenna. To obtain the spatial dependence of the coercive field, the Kerr intensity is averaged over 10x10 pix$^2$ ($6.6\times6.6 \mu m^2$) bins for each field. The resulting bin-specific hysteresis cycles are then analysed numerically to extract a local coercive field which is overlaid on the original image as a color map, where blue (red) indicates a poor (good) SAW efficiency (Fig. 3b). The SAW efficiency is clearly not uniform, because of both a complex wave-front shape due to the finite aperture of the IDT, and defects on the sample. Large defects on the surface of the sample

FIG. 3. (a) Hysteresis cycles averaged on the SAW path ($T=10K$), without SAW (full line), off IDT resonance at $P_0$ (open symbols), and at the IDT resonance for different powers. (b) Spatial map of the coercive field based on the hysteresis cycle taken at $P_0$ (image size $690\times924 \mu m^2$). Blue (red) indicates a poor (good) SAW efficiency. Transparent bins indicate that the data was locally too poor to extract a coercive field.
“shadow” the SAW (upper left-hand corner), giving a higher (bluer) coercive field in their wake. The resulting spatial dispersion of the SAW efficiency also explains the broadening of the switching step with rf power seen in the hysteresis cycles averaged over the whole SAW path (Fig. 3).

The efficiency of this coercivity reduction was then studied as a function of temperature. Hysteresis cycles were taken up to 80 K (15 K below T_C), beyond which the Kerr contrast was too poor for proper analysis (Fig. 4). The efficiency of the SAW-assisted reversal is roughly constant up to 38 K (5-6 mT reduction of B_c) and then decreases, before cancelling out at about 70 K. This may be due to a concomitant decrease of the IDT’s electro-mechanical conversion efficiency. This was indeed observed using a VNA. Finally, we studied the distance up to which the SAW assists magnetization reversal (T= 10K). Three hysteresis cycles were taken, moving for each one the sample in front of the objective so as to observe the whole 2 mm long delay line between emitting and receiving transducers whilst the SAW was ‘on’. The resulting stitched panorama shows that the SAW stays efficient over millimetric distances (Fig. 5).

We now review the possible mechanisms responsible for the spectacular effect of the surface acoustic wave on the coercivity. We first discuss why thermal effects can be discarded. Indeed, rf excitation of an IDT can possibly generate heat because of Joule effect in the transducer or Foucault electrical losses in the metallic bodies submitted to the radiated rf electromagnetic fields. The spectrum of thermal excitation will comprise a DC component (due to the mean input power) and high frequency components in the GHz range (twice the rf frequency). The DC component will be isotropic and therefore cannot account for the observed highly directive magnetization reversal. Moreover, the DC component depends on the repetition rate so that it can be monitored: measuring the acoustic velocity change versus repetition rate, the temperature rise was estimated to be under 0.5 K (for a base temperature of 30 K).

In our case, crudely assuming that the entire lost acoustic energy is dissipated as heat, we estimate that the temperature rise due to those processes lies below 0.05 K. We therefore focus on non-thermal effects of the SAW. With the field along the easy axis, magnetization reversal proceeds by the nucleation and propagation of domain walls (DWs). With A_{ex} the exchange constant and K_u the out-of-plane uniaxial anisotropy (measured by cavity FMR), their energy is given by \( \sigma = 4 \sqrt{A_{ex}K_u} \), and their velocity in the stationary regime \( v_{stat} \propto \Delta \), with \( \Delta = \sqrt{A_{ex}/K_u} \). Both \( \sigma \) and \( v_{stat} \) depend on \( K_u \), the dominant magnetoelastic term in (Ga,Mn)(As,P). The SAW could thus - in theory - affect both steps of the reversal. It has been argued however that the high frequencies of SAWs (>100 MHz) would not allow enough time for the relatively slow DW propagation (speeds of tens of ms\(^{-1}\) in GaMnAs) - unless particular geometries are used - so we focus on their effect on nucleation. The concavity of the magnetic after-effect curves taken under SAW (inset of Fig. 2.) supports a nucleation-dominated reversal. We therefore model the influence of the SAW on domain nucleation, and how it may lead to the power dependence of the coercivity reduction observed in Fig. 6.

Following Hubert et al., the nucleation of an isolated domain of radius \( r_{nuc} \) is driven by the competition between the cost to create a DW, \( \Delta E_{nuc} = 2\pi r_{nuc} d\sigma \),
and the associated lowering of the Zeeman energy by \( \Delta E_Z = -2M_s B d \pi^2 n_{\text{nuc}} \), with \( \Delta E_{\text{tot}} = \Delta E_Z + \Delta E_{\text{nuc}} \). We remind that \( d \) is the layer thickness. This nucleation is thermally activated, with typical switching times given by \( \tau = \tau_0 e^{\epsilon(t)/k_B T} \), \( 1/\tau_0 \) being an attempt frequency \( (\tau_0 \approx 10 \text{ ps}) \). The so-called "droplet model" argues that the nucleation radius is well approximated by the one leading to \( \Delta E_{\text{tot}} = \Delta E_{\text{nuc}} = 0 \), i.e. \( r_{\text{nuc}} = \frac{\sqrt{2\pi \sigma}}{B M_s} \). This allows to rewrite the total energy barrier as: \( \Delta E_{\text{tot}} = \frac{\epsilon(t)}{k_B T} \).

In our particular case, the DW energy is time-dependent, with \( \sigma(t) = 4\sqrt{A_{\text{def}}K_u(t)} \). \( K_u(t) = \frac{M_s A_{\text{def}}}{\sqrt{\eta}} [\epsilon_0 + \epsilon(t)] \) is a function of the static and dynamic (SAW induced) strains, with \( \epsilon_0 = \epsilon_{xx,0} - \epsilon_{xx,0} = -0.161\%, A_{22} = 34 \text{ T}^{-1} \), and \( \epsilon(t) = \epsilon_{ZZ}(t) - \left( \frac{K_u(t)}{M_s} \right) = \epsilon_{SAW} \sin \omega_{SAW} t \). The DW nucleation energy barrier is then time-dependent so that the probability to nucleate a domain during a field plateau of duration \( T_f \) is given by:

\[
P_{\text{nuc}}(T_f, B) = 1 - \exp \left( -\int_0^{T_f} \exp \left[ -\frac{\Delta E_{\text{tot}}(t, B)}{k_B T} \right] dt \right).
\]

If the reversal is indeed mainly driven by nucleation, and that these nucleation sites do not interact, the probability \( P_{\text{nuc}} = 0.5 \) to nucleate at a given site is then equivalent to reversing half the total magnetization: \( m = M(B)/M_s = 0 \) with \( M(B) = 1 - 2P_{\text{nuc}}(B) \). Using the sample’s 10 K micromagnetic parameters, we calculate numerically \( M(B) \) for each field of the cycle (Fig. 4), and define the coercive field by \( m(B_c) = 0 \). Since the energy barrier is several eV high, much larger than the thermal energy, we assume like others a localized lowering of the DW energy \( \sigma^* = \gamma_0 \sigma \) due to defects or magnetic anisotropy inhomogeneities. In the absence of SAW (\( P_{RF} = 0 \), Fig. 6b), \( B_{c,0} = 12 \text{ mT} \) yields \( \gamma = 5.4 \times 10^{-3} \). This corresponds to a nucleation radius of \( r_{\text{nuc}} = \frac{\sigma^*}{2B M_s} = 5.5 \text{ nm} \). i.e. of the order of the DW width \( \Delta \approx 6 \text{ nm} \) at 10 K. This value is kept for the calculation in presence of SAW.

We then implement numerically the experimental SAW time dependence (Fig. 1b), and take the SAW amplitude as \( \epsilon_{SAW} = \eta \sqrt{P_{RF}} \). \( \eta \) is a measure of the electromechanical conversion efficiency, and of the impedance matching of our system. It is linear with injected rf power up to \( P_0 \) and is then the only unknown parameter; its value is adjusted so as to give the observed coercive field at a given rf power. For instance running the calculation at \( P_0 \) requires \( \eta = 2.92 \times 10^{-8} \text{ (W m}^{-1})^{\frac{1}{2}} \) to obtain \( B_c = 7.35 \text{ mT} \). Plotting the time-dependence of \( P_{\text{nuc}}(t, B_c) \) shows that nucleation occurs when the SAW crosses a threshold compressive strain (Fig. 4b), for which the total out-of-plane anisotropy, and therefore the DW energy, are briefly lowered with respect to their base value. This facilitates magnetization switching in a nucleation-dominated reversal process, as observed experimentally. With \( \eta = 2.92 \times 10^{-8} \text{ (W m}^{-1})^{\frac{1}{2}} \), the coercive fields at all the other powers are calculated, and the resulting curve is shown in Fig. 4c. The model predicts the coercive field to start decreasing linearly with power for \( P_{RF} > 0.4P_0 \). The value of \( \eta \) determined by this approach corresponds to a maximum transient \( K_u \) lowering of 31% (at \( P_0 \)). It gives a SAW amplitude of \( \eta \sqrt{P_0} = 2.7 \times 10^{-3} \), reasonably about 4 times larger than the value determined electrically with the VNA.

Although the model is a good qualitative demonstration that the SAW does efficiently assist domain nucleation, it fails to reproduce the experimentally observed slope. The impact of the SAW on DW propagation can probably not be fully neglected in the analysis. It would act through the transient increase of the DW width \( \Delta \propto 1/\sqrt{K_u(\epsilon_{SAW})} \), similar to the observations of Shepley et al.\textsuperscript{33} under static strain variations. The probabilistic calculation of SAW-assisted nucleation-propagation reversal is beyond the scope of this paper, but could for instance be treated in the framework derived by Fattuzzo and Labrune for ferroelectric domains.\textsuperscript{27,36} Once the \( v(B) \) curve has been determined.

To summarize, we have demonstrated up to 60% coercivity reduction of a thin out-of-plane magnetized (Ga,Mn)(As,P) layer using 549 MHz SAWs. As shown by a rudimentary model, the most likely mechanism involves SAW-assisted domain nucleation, made possible by the transient reduction of the domain wall energy, although it does not entirely account for the great efficiency of the SAW. It is likely the mechanism at play in the data presented by Li et al. in Galfennol.\textsuperscript{35} What makes this mechanism particularly efficient in (Ga,Mn)(As,P) is the low magnetic anisotropy and weak exchange constant of this material, which give a small domain nucleation energy. Lower SAW frequencies would probably make it even more efficient: the SAW amplitude would be higher at equivalent IDT aperture and excitation power, and the
layer would have more time per SAW period to nucleate, while profiting from the wave properties of SAWs.
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