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In this work, we examine the main cosmological effects derived from a time-varying coupling \( Q \) between a dark matter (DM) fluid and a dark energy (DE) fluid with time-varying DE equation of state (EoS) parameter \( \omega_{\text{DE}} \), in two different coupled DE models. These scenarios were built in terms of Chebyshev polynomials. Our results show that such models within dark sector can suffer an instability in their perturbations at early times and a slight departure on the amplitude of the cosmic structure growth \( \delta r_s \) from the standard background evolution of the matter. These effects depend on the form of both \( Q \) and \( \omega_{\text{DE}} \). Here, we also perform a combined statistical analysis using current data to put tighter constraints on the parameters space. Finally, we use some selections criteria to distinguish our models.
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I. INTRODUCTION

A number of observations \([1–51]\) have indicated that the present universe is undergoing a phase of accelerated expansion, and driven probably by a new form of energy with negative EoS parameter, commonly so-called DE \([52]\). This energy has been interpreted in various forms and extensively studied in \([53, 54]\). However, within General Relativity (GR) the DE models can suffer the coincidence problem, namely why the DM and DE energy densities are of the same order today. This latter problem could be solved or even alleviated, by assuming the existence of a non-gravitational \( Q \) within the dark sector, which gives rise to a continuous energy exchange from DE to DM or vice-versa. Currently, there are not neither physical arguments nor recent observations to exclude \( Q \) \([54–57]\). Moreover, due to the absence of a fundamental theory to construct \( Q \), different ansätze have been widely discussed in \([54, 57]\). So, It has been shown in some coupled DE scenarios that an appropriate choice of \( Q \) may cause serious instabilities in the dark sector perturbations at early times \([58, 59]\). Also, It has been argued in the coupled DE scenarios that \( Q \) can affect the background evolution of the DM density perturbations and the expansion history of the universe \([60, 61, 62]\). Thus, \( Q \) and \( \omega_{\text{DE}} \) could very possibly introduce new features on \( \delta r_s \) during the matter era.

On the other one, within dark sector we can propose new ansätze for both \( Q \) and \( \omega_{\text{DE}} \), which can be expanded in terms of the Chebyshev polynomials \( T_n \), defined in the interval \([-1, 1]\) and with a diverge-free \( \omega_{\text{DE}} \) at \( z \to -1 \) \([63, 64]\). However, that polynomial base was particularly chosen due to its rapid convergence and better stability than others, by giving minimal errors \([44, 65]\). Besides, \( Q \) could also be proportional to the DM energy density \( \rho_{\text{DM}} \) and to the Hubble parameter \( H \). This new model will guarantee an accelerated scaling attractor and connect to a standard evolution of the matter. Here, \( Q \) will be restricted from the criteria exhibit in \([66]\).

Therefore, our main motivation in the present work is to explore the effects of \( Q \) and \( \omega_{\text{DE}} \) on the cosmological variables in different times and scales, including the search for new ways to alleviate the coincidence problem.

On the other hand, two distinct coupled DE models (XCPL and DR) are discussed, on which we have performed a global fitting using an analysis combined of Joint Light Curve Analysis (JLA) type Ia Supernovae (SNe Ia) data \([1–3]\), including the growth rate of structure formation obtained from redshift space distortion (RSD) data \([24, 38]\), together with Baryon Acoustic Oscillation (BAO) data \([24, 38]\), as well as the observations of anisotropies in the power spectrum of the Cosmic Microwave Background (CMB) data \([23, 39, 41]\) and the Hubble parameter (H) data obtained from galaxy surveys \([42–51]\) to constrain the parameter space of such models and break the degeneracy of their parameters, putting tighter constraints on them.

In this paper, we will use the following criteria of selection \( \chi^2/\text{dof} \) (dof: degrees of freedom), Goodness of Fit (GoF), Akaike Information Criterion (AIC) \([70]\), Bayesian Information Criterion (BIC) \([71, 72]\) to distinguish our cosmological models from the number of their parameters that require to explain the data.

Finally, we organize this paper as follows: We describe the background equation of motions of the universe in Sec. II and the perturbed universe in Sec. III. The current observational data and the priors considered are presented in Sec. IV. In Sec. V, we describe the different selection criteria. We discuss our results in Sec. VI and show our conclusions in Sec. VII.
II. BACKGROUND EQUATIONS OF MOTION

We consider here a flat Friedmann-Robertson-Walker (FRW) universe composed by radiation, baryons, DM and DE. Moreover, we postulate that the dark components can also interact through a non-gravitational coupling $\bar{Q}$. For $\bar{Q} > 0$ ($\bar{Q} < 0$) implies that the energy flows from DE to DM (the energy flows from DM to DE). Also, to satisfy the requirements imposed by local gravity experiments we also assume that baryons and radiation are coupled to the dark components only through the gravity. Thus, the energy balance equations for these fluids may be described [57],

$$\frac{d\bar{\rho}_b}{dz} - 3H\bar{\rho}_b = 0, \quad (1)$$
$$\frac{d\bar{\rho}_r}{dz} - 4H\bar{\rho}_r = 0, \quad (2)$$
$$\frac{d\bar{\rho}_{DM}}{dz} - 3\bar{\rho}_{DM} \left( \frac{1}{1 + z} \right) = -\frac{\bar{Q}}{H(1 + z)}, \quad (3)$$
$$\frac{d\bar{\rho}_{DE}}{dz} - 3(1 + \omega_{DE})\bar{\rho}_{DE} \left( \frac{1}{1 + z} \right) = -\frac{\bar{Q}}{H(1 + z)}, \quad (4)$$

where $\bar{\rho}_b$, $\bar{\rho}_r$, $\bar{\rho}_{DM}$ and $\bar{\rho}_{DE}$ are the energy densities of the baryon (b), radiation (r), DM and DE, respectively, and $\omega_{DE} = \rho_{DE}/\rho_{DM} < 0$. We also defined the critical density $\rho_c = 3H^2/8\pi G$ and the critical density today $\rho_{c,0} = 3H_0^2/8\pi G$ (here $H_0$ is the current value of the Hubble parameter). Considering that $A = b, r, DM, DE$, the normalized densities are

$$\bar{\Omega}_A \equiv \frac{\bar{\rho}_A}{\rho_c} = \frac{\bar{\rho}_b/\rho_c,0}{\bar{\rho}_r/\rho_c,0} = \frac{\rho_A}{\rho_c,0} = \frac{\rho_{A,0}}{\rho_{c,0}}, \quad (5)$$

and the first Friedmann equation is given by

$$E^2 \equiv \frac{\bar{H}^2}{H_0^2} = \frac{8\pi G}{3H_0^2} \left( \bar{\rho}_b + \bar{\rho}_r + \bar{\rho}_{DM} + \bar{\rho}_{DE} \right),$$
$$= \left[ \bar{\Omega}_b^* + \bar{\Omega}_r^* + \bar{\Omega}_{DM}^* + \bar{\Omega}_{DE}^* \right]. \quad (6)$$

The following relation is valid for all time

$$\bar{\Omega}_b + \bar{\Omega}_r + \bar{\Omega}_{DM} + \bar{\Omega}_{DE} = 1. \quad (7)$$

A. Parameterizations of $Q$ and $\omega_{DE}$

Due to the fact that the origin and nature of the dark fluids are unknown, it is not possible to derive $\bar{Q}$ from fundamental principles. However, we have the freedom of choosing any possible form of $\bar{Q}$ that satisfies Eqs. (3) and (4) simultaneously. Hence, we propose a new phenomenological form for a varying $\bar{Q}$ so that it can alleviate the coincidence problem. This coupling could be chosen proportional to $\bar{\rho}_{DM}$, to $H$ and to $\bar{I}_Q$. Therefore, $\bar{Q}$ in the dark sector can be written as

$$\bar{Q} \equiv \bar{H}\bar{\rho}_{DM}\bar{I}_Q, \quad \bar{I}_Q \equiv \sum_{n=0}^{2} \lambda_n T_n. \quad (8)$$

Here $\bar{I}_Q$ measures the strength of the coupling, and was modeled as a varying function of $z$ in terms of Chebyshev polynomials. This polynomial base was chosen because it converges rapidly, is more stable than others and behaves well in any polynomial expansion, giving minimal errors. The coefficients $\lambda_n$ are free dimensionless parameters [57] and the first three Chebyshev polynomials are

$$T_0(z) = 1, \quad T_1(z) = z, \quad T_2(z) = (2z^2 - 1). \quad (9)$$

Similarly, we propose here a new phenomenological ansatz for a time-varying $\omega_{DE}$ and divergence-free at $z \rightarrow -1$. Thus, we can write

$$\omega_{DE}(z) \equiv \omega_2 + 2 \sum_{m=0}^{2} \frac{\omega_m T_m}{2 + z^2}, \quad (10)$$

where $\omega_0, \omega_1$ and $\omega_2$ are free dimensionless parameters. The polynomial $(2 + z^2)^{-1}$ and the parameter $\omega_2$ were included conveniently to simplify the calculations. Here, $\omega_{DE}$ behaves nearly linear at low redshift $\omega_{DE}(z = 0) = \omega_0$ and $d\omega/dz|_{z=0} = \omega_1$, while for $z \gg 1, \omega_{DE}(z) \approx 5\omega_2$.  

B. Ratios between the DM and DE energy densities

From Eqs. (5) and (6), we define $R \equiv \bar{\rho}_{DM}/\bar{\rho}_{DE}$ as the ratio of the energy densities of DM and DE. Then, we can rewrite $Q$ as [69, 75]

$$\bar{Q} = -\left( 3\omega_{DE} + \frac{dR}{dz} \left( \frac{1 + z}{R} \right) \right) \frac{H\bar{\rho}_{DM}}{1 + R}. \quad (11)$$

This leads to the evolution equation of $R$

$$\frac{dR}{dz} = \frac{-R}{1 + z} \left( 3\omega_{DE} + \frac{(1 + R)\bar{Q}}{H\bar{\rho}_{DM}} \right). \quad (12)$$

Now, we substitute Eq. (8) into Eq. (12), and then, we impose the following condition $dR/dz = 0$ to guarantee the possibility that the coupling can solve the coincidence problem. This implies two solutions $R_+ = R(z \rightarrow \infty)$ and $R_- = R(z \rightarrow -1)$,

$$R_+ = -\left( 1 + \frac{3\omega_{DE}}{\bar{I}_Q} \right), \quad R_- = 0. \quad (13)$$

From Eq. (16), we note that $R_+$ and $\bar{I}_Q$ are not independent but its product can be approached to the order unity. So,

$$\bar{I}_Q R_+ \sim -3\omega_{DE}. \quad (14)$$

In the limiting cases $z \rightarrow \infty, z \rightarrow 0$ and $z \rightarrow -1$, $R$ must be either constant or very slowly. Then, the quantities $R_+, R_-$ and the value of $R$ today ($R_0$) must fulfill $0 \leq R_- < R_0 < 1 \ll |R_+|$. 

then the solution of Eq. (12) gives

\[ z \approx \int \mathcal{E} \] solving Eq. (12), we obtain

\[ E^2(z) = \left[ \Omega_{b,0}(1+z)^3 + \Omega_{r,0}(1+z)^4 + \Omega_{DE,0}^*(z) + \Omega_{DE,0}^* \right], \quad R(z) = R_0(1+z)^3, \quad \Omega_{DM}^*(z) = \Omega_{DM,0}(1+z)^3. \] (15)

2. CPL model

Replacing both \( \omega_{DE}(z) = \omega_0 + \omega_1 [z/(1+z)] \), where \( \omega_0, \omega_1 \) are real parameters and \( \bar{Q}(z) = 0 \) into Eqs. (1)-4, and solving Eq. (12), we obtain \( E^2 \) and \( R \),

\[ E^2(z) = \left[ \Omega_{b,0}(1+z)^3 + \Omega_{r,0}(1+z)^4 + \Omega_{DM}^*(z)(1 + \frac{1}{R}) \right], \quad R(z) = R_0(1+z)^{-3(\omega_0+\omega_1)} \exp \left( \frac{3\omega_1 z}{1+z} \right), \] (16)

where \( \Omega_{DM}^* \) is given by Eq. (15).

3. XCPL model

Putting \( \omega_{DE}(z) = \omega_0 + \omega_1 [z/(1+z)] \), where \( \omega_0, \omega_1 \) are real free parameters and using Eq. (8) into Eqs. (1)-4, then the solution of Eq. (12) gives

\[ E^2(z) = \left[ \Omega_{b,0}(1+z)^3 + \Omega_{r,0}(1+z)^4 + \Omega_{DM}^*(z)(1 + \frac{1}{R}) \right], \quad \Omega_{DM}^*(z) = (1+z)^3 \Omega_{DM,0} \exp \left[ -\frac{z_{\max}}{2} \sum_{n=0}^{2} \lambda_n I_n(z) \right], \] \( R = (R_0 R_1 + R_2)^{-1}, \quad R_1 = \exp \left[ \frac{z_{\max}}{2} \sum_{n=0}^{2} \lambda_n I_n(z) - \frac{3\omega_1 z}{1+z} \right](1+z)^{3(\omega_0+\omega_1)}, \quad R_2 = R_{21} R_{22} R_{23}, \]
\[ R_{21} = |(1+z)|^{(\lambda_0 - \lambda_1 + \lambda_2 + 3(\omega_0 + \omega_1))}, \quad R_{22} = \exp \left[ -(4\lambda_2 - \lambda_1)z + \frac{3\omega_1}{1+z} + \lambda_2(1+z)^2 \right], \]
\[ R_{2a} = (\lambda_0 + \lambda_1 \tilde{x} + \lambda_2 (2\tilde{x}^2 - 1)), \quad R_{2b} = |1 + 0.5 z_{\max}(1 + \tilde{x})|^{(\lambda_0 - \lambda_1 + \lambda_2 + 3(\omega_0 + \omega_1) + 1)}, \]
\[ R_{2c} = \exp \left[ 0.5 z_{\max}(1 + \tilde{x})(4\lambda_2 - \lambda_1) - 3\omega_1(1 + 0.5 z_{\max}(1 + \tilde{x}))^{-1} \right], \]
\[ R_{2d} = \exp \left[ -\lambda_2 (1 + z_{\max}(1 + \tilde{x}) + 0.25 z_{\max}^2(1 + \tilde{x})^2) \right], \quad R_{23} = \frac{z_{\max}}{2} \int_{-1}^{2(z/z_{\max})^{-1}} \left( R_{2a} R_{2b} R_{2c} R_{2d} \right) d\tilde{x}, \]
\[ \int_{0}^{\infty} \frac{T_n(\tilde{x})}{(1 + \tilde{x})} d\tilde{x} \approx \frac{z_{\max}}{2} \int_{-1}^{x} \frac{T_n(\tilde{x})}{(a_1 + a_2\tilde{x})} d\tilde{x} \approx \frac{z_{\max}}{2} I_n(z), \quad x \equiv 2 \left( \frac{z}{z_{\max}} \right) - 1, \quad a_1 \equiv 1 + \frac{z_{\max}}{2}, \quad a_2 \equiv \frac{z_{\max}}{2}, \]
\[ I_0(z) = 2 \frac{z_{\max}}{z_{\max}} \ln(1+z), \quad I_1(z) = 2 \frac{z_{\max}}{z_{\max}} \left[ \frac{z}{z_{\max}} - 2 \right] \ln(1+z), \]
\[ I_2(z) = 2 \frac{z_{\max}}{z_{\max}} \left[ 4z \left( \frac{z}{z_{\max}} - 2 \right) + \frac{6.8294}{z_{\max}} \right] \ln(1+z), \] (17)

where \( z_{\max} \) is the maximum value of \( z \) such that \( \tilde{x} \in [-1, 1] \) and \( |T_n(\tilde{x})| \leq 1 \) and \( n \in [0, 2] \) (see [5]).
This scenario can be modeled setting Eqs. (8) and (10) into Eqs. (11)-(14), and then solving Eq. (12), we get

\[ E^2(z) = \left[ \Omega_{b,0}(1 + z)^3 + \Omega_{r,0}(1 + z)^4 + \Omega_{\text{DM}}^*(z)(1 + \frac{1}{R}) \right], \]

\[ \Omega_{\text{DM}}(z) = (1 + z)^3 \Omega_{DM,0} \exp \left[ -\frac{z_{\text{max}}}{2} \sum_{n=0}^{2} \lambda_n I_n(z) \right], \]

\[ R = (R_0 R_1 + R_2)^{-1}, \]

\[ R_1 = C_0 C_1 C_2, \quad R_2 = R_21 R_{22}, \quad R_{21} = D_0 D_1 D_2, \quad R_{22} = \frac{z_{\text{max}}}{2} \int_{-1}^{2(z/z_{\text{max}})-1} (F_0 F_1 F_2) \, d\tilde{x}. \]

Then, the solution of Eq. (20) is given by

\[ z_{\text{crossing}} = -\frac{\lambda_1}{4 \lambda_2} \pm \sqrt{\frac{\lambda_1}{4 \lambda_2}^2 - \left( \frac{\lambda_0 - \lambda_2}{2 \lambda_2} \right)}. \]  

This result depends of the choice for \( I_Q \). However, the only possibility for a crossing happens when

\[ \frac{dI_Q}{dz} |_{z_{\text{crossing}}} = \pm \frac{1}{4 \lambda_2} \sqrt{\lambda_1^2 - 8 \lambda_2 (\lambda_0 - \lambda_2)} \neq 0, \]  

From Eq. (22), we impose the following restraint to guarantee real values in \( \lambda_1 \)

\[ | \lambda_1 | \geq \sqrt{8 \lambda_2 (\lambda_0 - \lambda_2)} \rightarrow (\lambda_2 \geq 0) \cap (\lambda_0 \geq \lambda_2) \cup (\lambda_2 \leq 0) \cap (\lambda_0 \leq \lambda_2). \]  

In general, if \( \lambda_0 \) and \( \lambda_2 \) are both positive or both negative, then \( dI_Q/dz \) could be positive or negative. Moreover, \( dI_Q/dz \) may be zero when \( \lambda_0, \lambda_1, \) and \( \lambda_2 \) are all zero (i.e. uncoupled DE models) or when \( | \lambda_1 | = \sqrt{8 \lambda_2 (\lambda_0 - \lambda_2)} \). From here, we can describe the sign of \( Q \) (\( I_Q \)).
III. PERTURBED EQUATIONS OF MOTION.

Let us consider a spatially flat universe with scalar perturbations about the background. The perturbed line element in the Newtonian gauge is given by

$$ds^2 = a^2(\tau) \left[ - (1 + 2\phi) d\tau^2 + (1 - 2\psi) \delta_{ij} dx^i dx^j \right],$$

(24)

where \( \tau \) is the conformal time, \( \phi \) and \( \psi \) are gravitational potentials, and \( \alpha \) is the scale factor. The four-velocity of fluid \( A \) is

$$U^\mu_A = a^{-1}(1 - \phi, \partial_i v_A), \quad U_A^\mu = a(-1 - \phi, \partial_i v_A),$$

(25)

where \( v_A \) is the peculiar velocity potential, and \( \theta_A = -k^2 v_A \) is velocity perturbation in Fourier space. The energy-momentum tensor for each \( A \) is

$$\rho_A = \rho_A \left[ -3H(c^2_A - \omega_A)\delta^A - 9H^2(1 + \omega_A)(c^2_A - c^2_A) \frac{\theta_A}{k^2} \right]$$

$$- (1 + \omega_A)\theta_A + 3(1 + \omega_A)\psi_A \frac{a}{\rho_A} (-Q^A_A \delta^A + \delta Q^A)$$

$$+ \frac{a Q^A}{\rho_A} \left[ \phi + 3H(c^2_A - c^2_A) \frac{\theta_A}{k^2} \right],$$

(32)

where the density \( \rho_A = \bar{\rho}_A + \delta \rho_A \) and the pressure \( P^A = \bar{P}_A + \delta P_A \). Then, the total energy-momentum tensor is

$$T^A_{\mu\nu} = \sum_A T^A_{\mu\nu} \rho = \sum_A \bar{\rho}_A P_A + \sum_A \bar{P}_A.$$

(26)

Each fluid \( A \) satisfies the following energy-momentum balance equation

$$\nabla_\nu T^\mu_A = 0,$$

(27)

where \( \sum_A Q^A \) governs the energy-momentum exchange between the dark components and satisfies \( Q^A_{DE} = -Q^A_{DM} \).

A general \( Q^A \) can be split relative to the total four-velocity as

$$Q^A = Q^A_{DE} + Q^A_{DM}, \quad Q^A = \bar{Q}_A + \delta Q^A, \quad U^\mu_A = \bar{U}_A + \delta U^\mu_A,$$

(28)

where \( Q^A \) is the energy density transfer relative to \( U^\mu_A \) and \( F^\mu_A = a^{-1}(0, \partial^\mu f_A) \) is the momentum density transfer rate, relative to \( U^\mu_A \). Here, \( f_A \) is a momentum transfer potential. We choose each \( U^\mu_A \) and the total \( U^\mu \) as

$$T^A_{\mu\nu}U_A^\mu = -\bar{\rho}_A U_A^\mu, \quad T^\mu A U^\mu = -\bar{\rho} U^\mu,$$

(29)

Thus, the total energy-frame is defined as

$$(\rho + \bar{\rho})v = \sum_A (\bar{\rho}_A + \bar{\rho}) v_A,$$

(30)

where \( v \) is the total energy-frame velocity potential. From Eqs. (25) and (28) obtain

$$Q^A_0 = -a \left[ Q_A (1 + \phi) + \delta Q_A \right], \quad Q^A_i = a \partial_i \left[ f_A + Q_A v \right].$$

(31)

The perturbed energy transfer \( Q^A_0 \) includes a metric perturbation term \( Q_A \phi \) and a perturbation \( \delta Q_A \). In addition, we stress that the perturbed momentum transfer \( Q^A_i \) is made up of two parts: the momentum transfer potential \( Q_A v \) and \( f_A \).

On the other hand, the physical sound-speed \( c_s^A \) of a fluid or scalar field \( A \) is defined by

$$c^2_A = \delta P_A / \delta \rho_A \bigg|_{\text{rest-frame}},$$

and the adiabatic sound-speed \( c_a^A \) can be defined as

$$c^2_a = \rho_A / \rho_A + (\omega_A / \rho_A) \bar{\rho}_A.$$

For the adiabatic DM fluid, \( c^2_{DM} = c^2_{DM} = \delta Q_{DM} = 0 \). By contrast, the DE fluid is non-adiabatic and to avoid any unphysical instability, \( c^2_{DE} \) should be taken as a real and positive parameter. A common choice (and the one we make here) is to take \( c^2_{DE} = 1 \).

Defining the density contrast as \( \delta_A = \delta \rho_A / \bar{\rho}_A \), we can find equations for the density perturbations \( \delta_A \) and the velocity perturbations \( \theta_A \).

The curvature perturbations on constant-\( \rho_A \) surfaces and the total curvature perturbation are given by

$$\zeta_A = -\psi - \frac{\Delta_A}{\rho_A}, \quad \zeta = \sum_A \frac{\bar{\rho}_A}{\rho_A} \zeta_A.$$
For convenience, we impose that $\delta I_Q \ll \delta_{DM}$, so

$$\delta Q_{DM} = -\mathcal{H}\delta I_Q\rho_{DM}\delta_{DM}.$$  \hspace{1cm} (42)

In a forthcoming article we will extend our study, by considering other relations between $\delta I_Q$, $\delta_{DM}$ and $\delta\mathcal{H}$. It is beyond the scope of the present paper.

Considering that $c^2_{s,DM} = 0$, $c^2_{s,DE} = 1$ and using the above Eqs into Eqs. (42) and (43), we find [58, 70]:

A. Dark sector

$$\delta'_{DE} = \mathcal{H}(R\mathcal{I}_Q - 3 - 3\omega_{DE})\delta_{DE} - \frac{\mathcal{H}^2\theta_{DE}}{k^2} \left[9(1 - \omega^2_{DE}) + \frac{3\omega_{DE}}{\mathcal{H}} + 3R\mathcal{I}_Q(1 - \omega_{DE}) + \frac{k^2(1 + \omega_{DE})}{\mathcal{H}^2}\right] + 3(1 + \omega_{DE})\theta'_Q - \mathcal{H}R\mathcal{I}_Q\delta_{DM},$$ \hspace{1cm} (43)

$$\theta'_{DE} = 2\theta_{DE}\mathcal{H}\left(1 + \frac{R\mathcal{I}_Q}{1 + \omega_{DE}}\right) + \frac{k^2\delta_{DE}}{(1 + \omega_{DE})} + k^2\phi + \frac{\mathcal{H}R\mathcal{I}_Q\theta_{DM}}{(1 + \omega_{DE})},$$ \hspace{1cm} (44)

$$\delta'_{DM} = -\theta_{DM} + \mathcal{H}\mathcal{I}_Q\phi + 3\psi,$$ \hspace{1cm} (45)

$$\theta'_{DM} = -\mathcal{H}\theta_{DM} + k^2\phi.$$ \hspace{1cm} (46)

B. Photon-baryon and Neutrino sectors

$$\delta'_\gamma = -\frac{4}{3}\theta_\gamma + 4\psi', \quad \delta'_\nu = -\theta_\nu + 3\psi', \quad \delta'_\nu = -\frac{4}{3}\theta_\nu + 4\psi',$$

$$\theta'_\gamma = \frac{1}{4}k^2\delta_\gamma + k^2\phi, \quad \theta'_\nu = -\mathcal{H}\theta_\nu + c^2_{s,DE}k^2\delta_\nu + k^2\phi,$$

$$\theta'_\nu = \frac{1}{4}k^2\delta_\nu + k^2\phi - k^2\sigma_\nu, \quad \sigma'_\nu = \frac{4}{15}\theta_\nu.$$ \hspace{1cm} (47)

Eq. (44), shows an instability when $\omega_{DE} \rightarrow -1$. Thus, we must exclude this value.

C. Radiation dominated era at super-horizon scales

The following properties will simplify the solution of the perturbation equations for $\delta$ and $\theta$. Here,

- All scales of interest are outside the horizon, $\kappa r \ll 1$. This allows us to drop some of the terms with $k$.
- $\bar{\rho}_\gamma \gg \rho_{DM}, \bar{\rho}_b, \rho_{DE}, \omega_\gamma = \omega_\nu = 1/3$, $\mathcal{H} = 1/\tau$.
- Baryons and photons are tightly coupled whose velocity perturbations are equal. Moreover, the photon distribution is isotropic.
- We assume massless neutrinos.

Thus, the perturbed Einstein equations become

$$3\mathcal{H}\psi' + 3\mathcal{H}^2\phi + k^2\psi = -\frac{3}{2}\mathcal{H}^2\delta,$$ \hspace{1cm} (48)

$$k^2(\phi' + \mathcal{H}\phi) = \frac{3}{2}\mathcal{H}^2(1 + \omega \theta),$$ \hspace{1cm} (49)

$$\phi'' + 2\mathcal{H}\phi' - \mathcal{H}^2\phi + \frac{\mathcal{H}^2}{3}(\psi - \phi) = \frac{3\mathcal{H}^2\delta P}{2\rho},$$ \hspace{1cm} (50)

$$(\psi - \phi) = 8\pi G\sigma_\nu.$$ \hspace{1cm} (51)

From these Einstein equations and setting the following adiabatic initial conditions [58]

$$\phi = \text{constant}, \quad \psi = (1 + \frac{2}{5}R_{\nu})\phi, \quad R_{\nu} = \frac{\bar{\rho}_\nu}{\bar{\rho}_\nu + \bar{\rho}_\gamma},$$

$$\delta_\gamma = \delta_\nu = \frac{4}{3}\delta_{DM} = 4\delta_{DE} = -2\phi, \sigma_\nu = \frac{1}{15}(\kappa r)^2\phi,$$

$$\theta_\gamma = \theta_\nu = \theta_{DM} = \theta_{DE} = \frac{k^2\phi}{2r},$$ \hspace{1cm} (52)

we will solve numerically Eqs. (43)-(47) in the early universe with $\mathcal{H} = \mathcal{H}_0$ and $a = a_0/\mathcal{H}_0\sqrt{\Omega_{r,0}\tau}$. We have also fixed $\Omega_{r,0} = 2.469 \times 10^{-3}h^{-2}$, $\Omega_{b,0} = 0.02230h^{-2}$, and $\Omega_{r,0} = \Omega_{r,0}(1 + 0.2271N_{\nu,eff})$, where $N_{\nu,eff}$ represents the effective number of neutrino species (here, $\Omega_{r,0}, \Omega_{\nu,0}$ and the standard value, $N_{\nu,eff} = 3.04 \pm 0.18$ were chosen from Table 4 in [23]).

Substituting Eq. (44) into Eq. (43) and using Eq. (44), we find a second order differential equation for $\delta_{DE}$ during the radiation dominated era

$$\delta''_{DE} = -3 \left(\frac{1 + 3\omega_{DE}}{1 + \omega_{DE}}\right) \frac{\delta'_{DE}}{\tau} - \frac{6}{\tau^2}\delta_{DE}.$$ \hspace{1cm} (53)

This equation can be solved in the form of a power law $\delta_{DE} = A_r\tau^r$, where the coefficients $A_r$ and the indices $r$ are real numbers. The index $r$ is given by

$$r = r_\pm = -\left(\frac{1 + 4\omega_{DE}}{1 + \omega_{DE}}\right) \pm \sqrt{\frac{10\omega_{DE} - 4\omega_{DE} - 5}{1 + \omega_{DE}}}. $$ \hspace{1cm} (54)

This analytical approximation does not consider the value of $I_Q$, and thus, it does not give a real description of the behaviour of the DE perturbation in the early universe. For this reason, we need to solve numerically Eqs. (43) and (44), respectively. In this article, we focus on the analysis of the different effects of including the reconstructions of $Q$ and $\omega_{DE}$ on the stability of the DE perturbations in the early universe and also on the evolution of the linear growth rate of DM density perturbation, $\delta_{DM}$ at late times.

D. Matter dominated era at sub-horizon scales

Combining Eqs. (45) and (48), and using the Eq. (48) at small scales (Poisson equation), we can eliminate $\theta_{DM}$
and obtain a second-order equation for the DM density perturbations
\[
\frac{d^2\delta_{DM}}{dz^2} = -\frac{(1 + 3\omega_{DE}\Omega_{DE})}{2(1+z)} \frac{d\delta_{DM}}{dz} + \frac{3\Omega_{DM} \delta_{DM}}{2(1+z)^2}. \tag{55}
\]
This Eq. has the same form as that for the uncoupled models (standard DM growth equation). Nevertheless, for the coupled models $\rho_{DM}$, $\rho_{DE}$ and $\omega_{DE}$ evolve significantly different, affecting $\delta_{DM}$. In the matter era, Eq. (55) has a growing-mode solution $\delta_{DM} \propto a$. Furthermore, it can be solved numerically, considering that $\delta(z=0) = 1$ and $\delta'(z=0) = -\Omega_{DM}(z=0)\gamma(z=0)$. Here, $\gamma$ is a some unknown function of $z$ so-called the growth index of the linear matter fluctuations. In the linear regime, it is convenient to define,
\[
f \equiv \frac{d\ln \delta}{d\ln a} = -(1+z) \frac{d\ln \delta}{dz}, \tag{56}
\]
called the growth factor of DM density perturbations. Then, Eq. (55) can be rewritten in function of $f$ as
\[
\frac{df}{dz} = \frac{f^2}{(1+z)} + \frac{(1 - 3\omega_{DE}\Omega_{DE})}{2(1+z)} - \frac{3\Omega_{DM}}{2(1+z)^2}. \tag{57}
\]
The above equation can be solved numerically, taking into account the condition $f(0) = \Omega_{DM}(z=0)\gamma(z=0)$. On the other hand, the root-mean-square amplitude of matter density perturbations within a sphere of radius $8\ Mpc h^{-1}$ (being $h$ the dimensionless Hubble parameter) is denoted as $\sigma_S(z)$ and its evolution is represented by
\[
\sigma_S(z) = g(z) \sigma_S(z=0), \quad g(z) \equiv \frac{\delta_{DM}(z)}{\delta_{DM}(0)}. \tag{58}
\]
where $\sigma_S(z=0)$ and $\delta_{DM}(0)$ are the normalizations to unity of $\sigma_S(z)$ and $\delta_{DM}(z)$ today, respectively. Thus, the functions $f$ and $\sigma_S$ can be combined to obtain $f\sigma_S$ at different redshifts. From here, we obtain
\[
f(z) \sigma_S(z) = f(z) g(z) \sigma_S(z=0). \tag{59}
\]
The measurements of $f\sigma_S$ will be important to constrain different cosmological models.

E. DE dominated era at sub-horizon scales

Here, we consider the evolution of DM structure formation when DE dominates in the universe and $I_Q$ is very small at late times. From Eqs. (4) and (6), we have
\[
\bar{H} = \frac{2}{(6\omega + \lambda_1 - \lambda_0 - \lambda_2 + 1) \eta}, \tag{60}
\]
where $\eta = \tau - \tau_{\infty}$, $\tau_{\infty}$ is a constant of integration and represents the radius of the Sitter event horizon in the uncoupled models with a cosmological constant. Besides, when $\omega = \omega_0 + \omega_1$ we are in the XCPL model and with $\omega = \omega_2$ we are in the DR model. Using Eqs. (55) and (57), the DM density perturbations and DM growth factor can then be written as
\[
\frac{d^2\delta_{DM}}{dz^2} = -\frac{(1 + 3\omega_{DE}\Omega_{DE})}{2(1+z)} \frac{d\delta_{DM}}{dz} + \frac{3\Omega_{DM}}{2(1+z)^2} \left(1 + \frac{2}{3} I_Q - \frac{I_Q}{3\omega_{DE}}\right), \tag{61}
\]
\[
\frac{df}{dz} = \frac{f^2}{(1+z)} + \frac{(1 - 3\omega_{DE}\Omega_{DE})}{2(1+z)} - \frac{3}{2(1+z)} \left(1 + \frac{2}{3} I_Q - \frac{I_Q}{3\omega_{DE}}\right). \tag{62}
\]
From these equations, we note that the term $(1 + 2/3 I_Q - I_Q/3\omega_{DE})$ reduces the value of the DM fluctuations, diminishing the concentrations of $\delta_{DM}$ and $f$, respectively. Furthermore, they can be solved numerically, by using the above initial conditions.

IV. CURRENT OBSERVATIONAL DATA.

In this section, we describe how we use the cosmological data currently available to test and put tighter constraints on the values of the cosmological parameters.

A. Join Analysis Luminous data set (JLA).

The SNe Ia data sample used in this work is the Join Analysis Luminous data set (JLA) [3] composed by 740 SNe with high-quality light curves. Here, JLA data include samples from $z < 0.1$ to $0.2 < z < 1.0$. For the JLA data, the observed distance modulus of each SNe is modeled by
\[
\mu_i^{JLA} = m^{*}_{B,i} + \alpha x_{i} + \beta C_i - M_B, \tag{63}
\]
where the parameters $m^{*}_{B}$, $x_1$ and $C$ describe the intrinsic variability in the luminosity of the SNe. Furthermore, the nuisance parameters $\alpha$, $\beta$, $M$ and $dM$ characterize the global properties of the light-curves of the SNe and are estimated simultaneously with the cosmological parameters of interest. Then, we defined $M_B$
\[
M_B = \left\{ \begin{array}{ll}
M, & \text{if } M_{\text{stellar}} < 10^{10} M_{\odot}, \\
M + dM, & \text{if otherwise},
\end{array} \right. \tag{64}
\]
where $M_{\text{stellar}}$ is the host galaxy stellar mass, and $M_{\odot}$ is the solar mass. The details of building of the matrix $C_{\text{Metaoule}}$ can be found in [13].

On the other hand, the theoretical distance modulus is
\[
\mu_{\text{th}}(z, X) = 5 \log_{10} \left[ \frac{D_L(z,X)}{\text{Mpc}} \right] + 25, \tag{65}
\]
where "th" denotes the theoretical prediction for a SNe at $z$. The luminosity distance $D_L(z, X)$, is defined as
\[
D_L(z_{\text{hel}}, z_{\text{CMB}}, X) = (1 + z_{\text{hel}}) c \int_{0}^{z_{\text{CMB}}} \frac{dz'}{H(z', X)}. \tag{66}
\]
speed)\cite{4,5}.

caused by the component along the line of sight (LOS) of space due to the differences of the estimates between the anisotropies (effects) of the galaxy distribution in redshift quantity \( f \) of the model. Thus, we rewrite \( \mu^h(z, X) \) as

\[
\mu^h(z_{\text{hel}}, z_{\text{CMB}}, X) = 5 \log_{10} \left[ \left(1 + z_{\text{hel}} \int_0^{z_{\text{CMB}}} \frac{dz'}{E(z', X)} \right) \right] + 52.385606 - 5 \log_{10}(H_0). \tag{67}
\]

Then, the \( \chi^2 \) distribution function for the JLA data is

\[
\chi^2_{\text{JLA}}(X) = (\Delta \mu_i)^t C^{-1}_{\text{Betoule}} \Delta \mu_j, \tag{68}
\]

where \( \Delta \mu_i = \mu^h_i(X) - \mu_{\text{JLA}}^i \) is a column vector of 740 entries of residuals between the theoretical and distance modulus, and \( C^{-1}_{\text{Betoule}} \) is the 740 \times 740 covariance matrix for all the observed distance modulus reported in\cite{3}.

### B. RSD data

RSD data are a compilation of measurements of the quantity \( f_{\sigma} \) at different redshifts, and obtained in a model independent way. These data are apparent anisotropies (effects) of the galaxy distribution in redshift space due to the differences of the estimates between the redshifts observed distances and true distances. They are caused by the component along the line of sight (LOS) of the peculiar velocity of each of the galaxies (recessional speed)\cite{4,5}.

In this work, we utilize the growth rate data collected by Mehrabi et al. (see Table in\cite{3}). The standard \( \chi^2 \) for this data set is defined as

\[
\chi^2_{\text{RSD}}(X) = \sum_{i=1}^{18} \left[ f_{\sigma}^h(X, z_i) - f_{\sigma}^\text{obs}(z_i) \right]^2 \sigma^2(z_i), \tag{69}
\]

where \( \sigma(z_i) \) is the observed 1\( \sigma \) uncertainty, \( f_{\sigma}^h(X, z_i) \) and \( f_{\sigma}^\text{obs}(z_i) \) represent the theoretical and observational growth rate, respectively.

### C. BAO data sets

#### 1. BAO I data

Here, we use a compilation of measurements of the distance ratios \( d_z \), obtained from different surveys\cite{24,55}.

Eisenstein et al.\cite{36} and Percival et al.\cite{27} constructed an effective distance ratio \( D_v(z) \) to encode the visual distortion of a spherical object due to the non-Euclidianity of a FRW spacetime,

\[
D_v(z, X) = \frac{1}{H_0} \left[ (1 + z)^2 D_A^2(z) \frac{cz}{E(z)} \right]^{1/3}, \tag{70}
\]

where \( D_A(z) \) is the angular diameter distance given by

\[
D_A(z, X) = \frac{c}{1 + z} \int_0^{z} \frac{dz'}{H(z', X)}. \tag{71}
\]

The comoving sound horizon size is defined by

\[
r_s(a) = c \int_0^{a_s} \frac{c_s(a') da'}{a'^2 H(a')}, \tag{72}
\]

being \( c_s(a) \) the sound speed of the photon-baryon fluid

\[
c_s^2(a) = \frac{\delta P}{\delta \rho} = \frac{1}{3} \left[ 1 + (3\Omega_b/\Omega_r) \right] \tag{73}
\]

Considering Eqs.\cite{72} and\cite{73} for \( z \), we have

\[
r_s(z) = \frac{c}{\sqrt{3}} \int_0^{1/(1+z)} \frac{da}{a^2 H(a) \sqrt{1 + (3\Omega_b/\Omega_r) a}}. \tag{74}
\]

The epoch in which the baryons were released from photons is denoted as, \( z_d \), and can be determined by\cite{36}:

\[
z_d = \frac{1291(\Omega_{M,0}h^2)^{0.251}}{1 + 0.659(\Omega_{M,0}h^2)^{0.828}} \left( 1 + b_1(\Omega_{b,0}h^2)^{b_2} \right), \tag{75}
\]

where \( \Omega_{M,0} = \Omega_{DM,0} + \Omega_b \), and

\[
b_1 = 0.313(\Omega_{M,0}h^2)^{-0.419} \left[ 1 + 0.607(\Omega_{M,0}h^2)^{0.674} \right], \quad b_2 = 0.238(\Omega_{M,0}h^2)^{0.223}. \tag{76}
\]

The peak position of the BAO depends of the distance ratios \( d_z \) at different redshifts, and listed in Table III

\[
d_x(X) = \frac{r_s(z_d, X)}{D_v(z, X)}, \tag{76}
\]

where \( r_s(z_d, X) \) is the comoving sound horizon size at the baryon drag epoch. From Table III the \( \chi^2 \) becomes

\[
\chi^2_{\text{BAO}}(X) = \sum_{i=1}^{17} \left( \frac{d_x^h(X, z_i) - d_x^\text{obs}(X, z_i)}{\sigma(X, z_i)} \right)^2. \tag{77}
\]
2. BAO II data

From BOSS DR 9 CMASS sample, Chuang et al. in [31] analyzed the shape of the monopole and quadrupole from the two-dimensional two-points correlation function 2d2pCF of galaxies and measured simultaneously H(z), D_A(z), Ω_M h^2 and f(z)σ_8(z) at the effective redshift z = 0.57. From here, Chuang et al. defined Δ_A_i = A_i^{th}(X) - A_i^{obs} as a column vector

\[
\Delta A_i = \begin{pmatrix}
H(0.57) - 87.6 \\
D_A(0.57) - 1396 \\
Ω_M h^2(0.57) - 0.126 \\
f(0.57)σ_8(0.57) - 0.428
\end{pmatrix},
\]

(78)

Then, the χ^2 function for the BAO II data is given by

\[
χ^2_{BAO\,II}(X) = (\Delta A_i)^t (C^{-1}_{BAO\,II})_{ij} (\Delta A_j),
\]

(79)

where the covariance matrix is listed in Eq. (26) of [31]

\[
C^{-1}_{BAO\,II} = \begin{pmatrix}
+0.03850 - 0.0011410 - 13.53 - 1.2710 \\
-0.001141 + 0.0008662 + 3.354 - 0.3059 \\
-13.530 + 3.3540 + 19370 - 770.0 \\
-1.27100 - 0.30590 - 770.0 + 411.3
\end{pmatrix},
\]

(80)

where “t” denotes its transpose.

3. BAO III data

Using SDSS DR 7 sample Hemantha et al [38], proposed a new method to constrain H and D_A simultaneously from the two-dimensional matter power spectrum 2dMPS without assuming a DE model or a flat universe. They defined a column vector ΔB_i = B_i^{th}(X) - B_i^{obs} as

\[
B_i^{th}(X) - B_i^{obs} = \begin{pmatrix}
H(0.35, X) - 81.3 \\
D_A(0.35, X) - 1037.0 \\
Ω_M h^2(0.35, X) - 0.1268
\end{pmatrix}.
\]

(81)

The covariance matrix for the set of parameters was

\[
C^{-1}_{BAO\,II} = \begin{pmatrix}
+0.00007225 - 0.169606 + 0.01594328 \\
-0.1696090 + 1936.0 + 67.030480 \\
+0.01594328 + 67.03048 + 14.440
\end{pmatrix}.
\]

(82)

The χ^2 function for these data can be written as

\[
χ^2_{BAO\,III}(X) = (ΔB_i)^t (C^{-1}_{BAO\,III})_{ij} (ΔB_j),
\]

(83)

where “t” denotes its transpose.

4. BAO IV data

In order to measure the position of the clustering of galaxies, we need to convert angular positions and redshifts of galaxies into physical positions. It can be obtained, using a fiducial cosmological model. If there is significantly different from the real (true) cosmology, then this difference will induce any measured anisotropy, and could be used to constrain the true cosmology of the universe. It is also known as the AP distortion parameter F_{AP}(z), defined [7] as

\[
F_{AP}(z) = (1 + z)D_A(z) (H(z)/c).
\]

(84)

Measuring this parameter we could break the degeneracy between D_A and H [8]. Here, it is convenient to define the joint measurements of d_s(z_eff), F_{AP}(z_eff) and f(z_eff)σ_8(z_eff) in a vector V evaluated at the effective redshift z_eff = 0.57 [9, 10, 32]

\[
\Delta V_i = V_i^{th}(X) - V_i^{obs} = \begin{pmatrix}
d_s(z_{eff}) - 13.880 \\
F_{AP}(z_{eff}) - 0.683 \\
f(z_{eff})σ_8(z_{eff}) - 0.422
\end{pmatrix},
\]

(85)

The χ^2 function for this data set is fixed as

\[
χ^2_{BAO\,IV}(X) = (ΔV_i)^t (C^{-1}_{BAO\,IV})_{ij} (ΔV_j),
\]

(86)

where the covariance matrix is listed in Eq. (1.3) of [6]

\[
C^{-1}_{BAO\,IV} = \begin{pmatrix}
+31.0322 + 77.773 - 16.796 \\
+77.773 + 2087.7 - 1475.9 \\
-16.796 - 1475.9 + 1323.0
\end{pmatrix}.
\]

(87)

Considering the Eqs. (77), (79), (83) and (85), we can construct the total χ^2_{BAO} for all the BAO data sets

\[
χ^2_{BAO} = χ^2_{BAO\,II} + χ^2_{BAO\,III} + χ^2_{BAO\,IV}.
\]

(88)

D. CMB data set

The JLA (SNe Ia) and BAO data sets contain information about the universe at low redshifts, we now include Planck 2015 data [23] to probe the entire expansion history up to the last scattering surface. Here, the shift parameter R is defined by [39]

\[
R(z_s, X) = \sqrt{Ω_{M,0}} \int^z_s \frac{dy}{E(y)},
\]

(89)

where E(y) is given by Eq. [39]. The redshift z_s (the decoupling epoch of photons) is obtained using [40]

\[
z_s = 1048 \left[ 1 + 0.00124(Ω_b h^2)^{-0.738} \right] \left[ 1 + g_1(Ω_M h^2)^{g_2} \right],
\]

(90)

where Ω_M,0 = Ω_{DM,0} + Ω_b, and

\[
g_1 = \frac{0.0783(Ω_b h^2)^{-0.238}}{1 + 39.5(Ω_b h^2)^{0.765}}, \quad g_2 = \frac{0.560}{1 + 21.1(Ω_b h^2)^{1.81}}.
\]

(91)

An angular scale l_A for the sound horizon at decoupling epoch is defined as

\[
l_A(X) = (1 + z_s) \frac{πD_A(z_s, X)}{r_s(z_s, X)},
\]

(92)
where \( r_\perp(z_s, X) \) is the comoving sound horizon at \( z_s \), and is given by Eq. (74). From [33, 41], the \( \chi^2 \) is
\[
\chi^2_{\text{CMB}}(X) = (\Delta x_i)^t (C^{-1}_{\text{CMB}})_{ij} (\Delta x_j),
\]
where \( \Delta x_i = x_i^{\text{th}}(X) - x_i^{\text{obs}} \) is a column vector
\[
x_i^{\text{th}}(X) - x_i^{\text{obs}} = \left( \frac{l_A(z_s) - 301.7870}{R(z_s) - 1.7492} \right) z_s - 1089.990,
\]
(94)

\(^\text{t}\)” denotes its transpose and \((C^{-1}_{\text{CMB}})_{ij}\) is the inverse covariance matrix [41] given by
\[
C^{-1}_{\text{CMB}} = \begin{pmatrix} +162.48 & -1529.4 & +2.0688 \\ -1529.4 & +207232 & -2866.8 \\ +2.0688 & -2866.8 & +53.572 \end{pmatrix}. \tag{95}
\]

The errors for the CMB data are contained in \( C^{-1}_{\text{CMB}}. \)

| \( z \) | H(z) | \( \beta \) | \( \omega \) | \( \omega_s \) | \( \Omega_{0, M0} \) | H0(\( \text{km/s/Mpc}^{-1} \)) |
|-------|------|------|------|------|-----------|------------------|
| 0.000 | 69.0 | ±1.96 | 0.7 | 0.70 | 0.7 | 0.70 |
| 0.090 | 69.0 | ±1.96 | 0.7 | 0.70 | 0.7 | 0.70 |
| 0.120 | 68.6 | ±26.2 | 0.9 | 0.90 | 0.90 | 0.90 |
| 0.170 | 83.0 | ±8.0 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.197 | 75.0 | ±4.0 | 0.73 | 0.73 | 0.73 | 0.73 |
| 0.199 | 75.0 | ±5.0 | 0.78 | 0.78 | 0.78 | 0.78 |
| 0.200 | 72.9 | ±29.6 | 0.75 | 0.75 | 0.75 | 0.75 |
| 0.240 | 79.99 | ±3.99 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.270 | 77.0 | ±14.0 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.280 | 88.8 | ±36.6 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.300 | 81.7 | ±6.22 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.340 | 83.8 | ±6.36 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.350 | 82.7 | ±9.1 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.352 | 83.0 | ±14.0 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.400 | 95.0 | ±17.0 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.490 | 86.45 | ±9.7 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.490 | 82.6 | ±7.8 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.480 | 97.0 | ±62.0 | 0.90 | 0.90 | 0.90 | 0.90 |
| 0.570 | 87.6 | ±7.80 | 0.90 | 0.90 | 0.90 | 0.90 |

TABLE III. Shows the observational \( \bar{H}(z) \) data [30, 32, 34, 35].

| Parameters | Constant Prior \( \Omega_{0, M0} \) | H0(\( \text{km/s/Mpc}^{-1} \)) |
|-----------|----------------|-----------------|
| \( \Omega_0 \) | [0.07, 0.7] | [0, 200] |
| \( \lambda_0 \) | [0.5, 1.5] \times 10^4 | [1.5, 2] \times 10^{-4} |
| \( \lambda_4 \) | [0.5, 1.5] \times 10^{-2} | [0, 20] |
| \( \lambda_3 \) | [0.5, 1.5] \times 10^{-1} | [0, 20] |
| \( \sigma_0 \) | [0, 1.65] | [0, 1.65] |

TABLE IV. Shows the priors on the parameter space.

E. Observational Hubble data \( (\bar{H}(z)) \)

Recently G. S. Sharov [42] compiled a list of 38 independent measurements of the Hubble parameter at different redshifts, and used these measurements to constrain different cosmological models (see Table III in [42]). The \( \chi^2 \) function for this data set is
\[
\chi^2_{\bar{H}}(X) = \sum_{i=1}^{38} \frac{(H_{\text{th}}(X, z_i) - H_{\text{obs}}(z_i))^2}{\sigma^2(z_i)}, \tag{96}
\]
where \( H_{\text{th}} \) denotes the theoretical value for the Hubble parameter, \( H_{\text{obs}} \) represents the observed value, \( \sigma(z_i) \) is the standard deviation measurement uncertainty. This test has been used to constrain some models in [42]. In order, to find the best fit model-parameters, we perform a joint analysis using all the data, then we minimize
\[
\chi^2 = \chi^2_{\text{JLA}} + \chi^2_{\text{RSD}} + \chi^2_{\text{BAO}} + \chi^2_{\text{CMB}} + \chi^2_{\text{H}}. \tag{97}
\]
Thus, the total probability density function \( \text{pdf} \), is
\[
\text{pdf}(X) = A e^{-\chi^2/2}. \tag{98}
\]
where \( A \) is a integration constant.

F. Constant Priors

In this work, we have assumed that baryonic matter and radiation are not coupled to DE or DM, which are separately conserved [74]. In this regard, we believe that the intensity of the interaction, \( Q_0 \), is not affected by the values of \( \Omega_0 \) and \( H_0 \), respectively. Using these assumptions we can construct a pdf function for our models. The priors considered here are given in Table IV.

V. MODEL SELECTION STATISTICS

In this section, to know whether a model is favored by data, we will use selection methods statistics such as:

a) \( \chi^2 \)/dof (dof: degrees of freedom),

b) Goodness of Fit \( (GoF) \), simply gives the probability of obtaining, by chance, a data set that is a worse fit to the model than the actual data, assuming that the model is correct. It is defined as:
\[
GoF \equiv \frac{\Gamma(dof/2, \chi^2/2)}{\Gamma(dof/2)}, \tag{99}
\]
where \( \Gamma \) is the incomplete gamma function.

c) For a model with \( p \) free parameters, with a best-fit \( \chi^2_{\text{min}} \), and for a finite number of data points \( M \) used in the fit, the \( AIC \) and \( BIC \) criteria are
\[
AIC \equiv \chi^2_{\text{min}} + 2p, \tag{100}
\]
\[
BIC \equiv \chi^2_{\text{min}} + p \ln M. \tag{101}
\]
The model with the the smaller value of \( AIC \) (or \( BIC \)) is usually considered to be the best (the preferred model). The absolute value of the criterion for a single model has no meaning and only the relative values between different models are interesting. This difference compares the
TABLE V. Shows the best fitting cosmological parameters for each model and their constraints at $1\sigma$ and $2\sigma$ obtained from an analysis of Union JLA+RSD+BAO+CMB+H data sets.

| Parameters | ACPL | CPL | XCP | DR(1) | DR(2) |
|------------|------|-----|-----|-------|-------|
| $\lambda_0 \times 10^{-4}$ | N/A | N/A | +9.855 | +1.216 | +1.120 |
| $\lambda_1 \times 10^{+4}$ | N/A | N/A | -9.870 | +11.244 | +2.737 |
| $\lambda_2 \times 10^{+5}$ | N/A | N/A | +3.580 | -0.927 | +5.393 |
| $\omega_0$ | -1.0 | -1.032 | +0.0489 | +0.116 | -0.956 |
| $\omega_1$ | +0.0955 | +0.1757 | +0.3024 | +0.0562 | +0.0652 |
| $\omega_2$ | N/A | N/A | -0.3207 | -0.946 | +0.2281 |
| $\Omega_{DM,0}$ | +0.281 | +0.0185 | +0.0176 | +0.0089 | +0.0260 |
| $H_0$ | +67.17 | +1.274 | +1.3099 | +1.459 | +2.649 |
| $\alpha$ | +0.136 | +0.0419 | +0.0787 | +0.175 | +0.0602 |
| $\beta$ | +3.064 | +1.033 | +0.1026 | +0.235 | +0.182 |
| $M$ | -19.034 | -1.307 | -0.3970 | -0.9766 | -0.9562 |
| $dM$ | -0.120 | -0.2718 | -0.5360 | -0.121 | -0.2975 |
| $\gamma_0$ | +0.551 | +0.0509 | +0.0506 | +0.0506 | +0.0506 |
| $\sigma_0$ | +0.8160 | +0.1400 | +0.1400 | +0.1400 | +0.1400 |

$\chi_{min}^2$ | 737.858 | 736.563 | 723.8474 | 712.3048 | 723.7578

VI. RESULTS

We have built all the codes required to calculate numerically the theoretical evolutions of $R$, $\rho_A$, $|\Delta A|$, $\text{for}$ and $|\zeta|$ with $A = DM, DE$, in our models and via a Markov Chain Monte Carlo (MCMC) analysis, we have performed a global fitting on each one of them (listed in Table VII), by using current observational data. Table VII describes the priors used in this work. For each one of the models, the one-dimensional probability contours, the best-fit parameters and their errors (at $1\sigma$ and $2\sigma$) are shown in Fig. VIII.

In the following Figs., the constraints at $1\sigma$ and $2\sigma$ on $\omega_{DE}$, $I_{Q}$, $R$, $\rho_{DM}$, $p_{DE}$, $\sigma_8$, and $\zeta$ have been omitted to obtain a better visualization of the results. Due to...
FIG. 2. (color online) Shows the background evolution of $\omega_{DE}$ and $\bar{I}_Q$, $R$ and $\bar{\rho}$ along $a$ for the coupled and uncoupled models. From the left below panel, we note that $R$ is always positive when both $\bar{I}_Q$ and $\omega_{DE}$ are time-varying, and remains finite when $a \rightarrow \infty$. As is apparent, $\bar{Q}$ seems to alleviate the coincidence problem for $\ln a \leq 0$. In addition, in the right below panel, the vertical lines indicate the moment when $|3\bar{H}(1 + \omega_{DE})\bar{\rho}_{DE}|$ and $|\bar{\rho}_{DM}\bar{I}_Q|$ are equal, see Eq. (4). Here, to the left of these lines, $\bar{Q}$ affects the background evolution of $\bar{\rho}_{DE}$. By contrast, the situation is opposite to the right of these lines.

FIG. 3. (color online) The left above panel displays the evolution of the index $r$ given by Eq. (54) as function of $\omega_{DE}$. These three graphs meet at the point where $\sqrt{10\omega_{DE}^2 - 4\omega_{DE} - 5} = 0$ and their real parts are identical (green color line). The right above and below panels show the evolution of the gauge-invariant curvature perturbation $|\zeta|$ in the coupled models for four different scales as function of $a$. The vertical lines indicate the moment when each mode enters the horizon ($k\tau \sim 1$) and the moment when the radiation and matter eras are equal (black line). The largest scale ($k = 7.0 \times 10^{-5}\text{Mpc}^{-1}$) stays at large-scales all the way-up to today. The intermediate scales ($k = 6.0 \times 10^{-4}\text{Mpc}^{-1}$, $k = 2.8 \times 10^{-3}\text{Mpc}^{-1}$ and $k = 1.0 \times 10^{-2}\text{Mpc}^{-1}$) enters the horizon during matter dominated era. These curves were obtained from our codes in $c^++$ language, with the initial amplitude of $\psi = 10^{-25}$.

the two minimums obtained in the DR model (see Table V), two different cases (1 and 2) to reconstruct $I_Q$ are
From the left below panel, we note in the DR model a suppression on the amplitude of $f_{\text{DE}}$ evolution of $\bar{\Omega}_{\text{DE}}$ in $a = 0$ versus, and in particular, crosses the phantom divide line slightly deviation for $H/H_0$. Furthermore, in the left above panel of FIG. 4. (color online) The left above panel shows the evolution of the Hubble parameter normalized to $H_0$. The DR model also depicts one in $a = 0$. Besides, the behaviour of $\bar{\Omega}_{\text{DE}}$ in comparison with other models and during the matter era. In the right below panel, such behaviour for $f_{\text{DE}}$ is different inside the DE domination epoch.

TABLE VI. The $\Lambda$CDM model has the lower $AIC$ and $BIC$ values.

| Models | $p$ | $M$ | $\chi^2_{\text{min}}$ | $\chi^2_{\text{min}}$/dof | $\text{GoF}$ | $AIC$ | $BIC$ | $\Delta AIC$ | $\Delta BIC$ |
|--------|-----|-----|------------------|------------------------|---------|-------|-------|------------|------------|
| $\Lambda$CDM | 9   | 826 | 756.563 | 0.9027 | 0.9372 | 756.5631 | 803.2983 | 0.7052 | 5.4218 |
| CPL   | 10  | 826 | 723.8474 | 0.8903 | 0.9887 | 749.8474 | 811.1632 | 6.0107 | 12.8557 |
| XCPL  | 13  | 826 | 712.3048 | 0.8772 | 0.9949 | 740.3048 | 806.3371 | 15.5354 | 8.0296 |
| DR1   | 14  | 826 | 723.7758 | 0.8914 | 0.9880 | 751.7758 | 817.8081 | 4.0824 | 19.5060 |
| DR2   | 14  | 826 | 723.7758 | 0.8914 | 0.9880 | 751.7758 | 817.8081 | 4.0824 | 19.5060 |

TABLE VII. The DR1 model is the underlying.

| Models | $p$ | $M$ | $\chi^2_{\text{min}}$ | $AIC$ | $BIC$ | $\Delta AIC$ | $\Delta BIC$ |
|--------|-----|-----|------------------|------|-------|------------|------------|
| DR1  | 14  | 826 | 712.3048 | 749.8474 | 806.3371 | 9.0 | 4.8361 |
| XCPL | 13  | 826 | 723.8474 | 749.8474 | 811.1632 | 9.5427 | 4.8361 |
| DR2  | 14  | 826 | 723.7758 | 751.7758 | 817.8081 | 11.4710 | 11.4710 |

worked here. Furthermore, in the lower below panel of Fig. 2 the universe evolves from the quintessence regime $\omega_{\text{DE}} > -1$ to the phantom regime $\omega_{\text{DE}} < -1$ or vice versa, and in particular, crosses the phantom divide line $\omega_{\text{DE}} = -1$. The DR model has two crossing points in $a = 0.4043$ and $a = 0.9894$, respectively. Instead, the XCPL model shows only one in $a = 0.7015$. Likewise, the CPL model also depicts one in $a = 0.6581$. From this panel, we stress that there is a significant difference for the evolution of $\omega_{\text{DE}}$ in the XCPL and DR models. Besides, the behaviour of $\omega_{\text{DE}}$ in the DR model is opposite with that showed in [18].

Let us now see the right above panel of Fig. 2. Here, within the coupled models have considered that $I_+\Delta$ denotes an energy transfer from DE to DM and $I_-\Delta$ denotes an energy transfer from DM to DE and have found a change from $I_\pm\Delta$ to $1\pm\Delta$ and vice versa. This change of sign is linked to $I_\pm = 0$. The XCPL model has two crossing points in $a = 0.0784$ and $a = 0.4922$; instead, the DR model shows three crossing points in $a = 1.5238$ (DR 1), $a = 0.1512$ and $a = 1.8462$ (DR 2), respectively. These points were already predicted by Eq. (21). From Table VI we note that DR 2 is in disagreement with the result obtained in Eq. (23). The left below panel of Fig. 2 shows the background evolution of lnR which exhibits a scaling behaviour for lnR, keeping constant at early times but not at present times of the universe. These results significantly alleviate the coincidence problem (see Eq. (19), but they do not solve it in full. From the right below panel of the Fig. 2 we see that at $\ln a < 0$ the coupling affects violently the background evolution of $\rho_{\text{DE}}$ in the DR and XCPL models. By contrast, the situation is opposite at $\ln a > 0$. Furthermore, the graphs for $\rho_{\text{DM}}$ are essentially overlap during their evolution. The left above panel of Fig. 3 shows that when $\omega_{\text{DE}} < -1$ or $-0.25 < \omega_{\text{DE}} < 0$, and both $r_+$ or Real r are real negative, then, the DE perturbation does not diverge. Nevertheless, when $-1 < \omega_{\text{DE}} < -0.25$, and $r_+$, $r_-$ and Real r are real positive, then, the DE
perturbation diverges violently (an instability when $\omega_{DE} \neq -1$). These three graphs meet at the point where $\sqrt{10\omega_{DE}^2 - 4\omega_{DE} - 5} = 0$, and their real parts are identical. This analysis is independent of $I_Q$.

We see from the right above and below panels of Fig. 3 that when $\omega_{DE}$ and $I_Q$ are time-varying and for four different values of $k$, a violent growth of $|\xi|$ (so-called blow-up) in the coupled models during the radiation era. Here, $I_Q$ is responsible of the instability why affects the background evolution. Moreover, when this background starts to behave as uncoupled, the blow-up of $|\xi|$ ends and it begins to oscillate with a determined amplitude. Likewise, we have also verified that this instability does not depend on the sign of $I_Q$. These results are in agreement with the analytical predictions given in left above panel of this Fig. We can also say that the results obtained in both cases of the DR model are identical and coincide with that obtained in the XCPL model. These results are very close to those obtained in [58, 61].

Within the matter era, we see that the amplitude of $f_{\sigma_8}$ in the DR model is suppressed relative to other models. Thus, in the XCPL model this behaviour is very close with that predicted in the uncoupled models. These results are in agreement with the background evolution of $\Omega_{DM}$ in Fig. 4. A lesser concentration $\Omega_{DM}$ leads to a lesser amplitude of $f_{\sigma_8}$. These effects are clearly determined by the background evolution of both $\dot{Q}$ and $\omega_{DE}$ through the different background evolution of $\dot{\rho}_{DM}$, $\dot{\rho}_{DE}$, $\dot{H}$ and $\delta_{DM}$, respectively. By contrast, the behaviour of $f_{\sigma_8}$ is opposite inside the DE era (see right below panel).

We now compare our results of $f_{\sigma_8}$ with those obtained by other researchers. In [64], the authors provided a convenient analytic formula for $f_{\sigma_8}$, which was applied to different DE models. They used RSD data to place observational constraints. The results obtained by them on $f_{\sigma_8}$ are consistent at $1\sigma$ error with our result. Similarly, Yang and Xu in [65] studied a model composed by the cosmological constant, with a nonzero DM EoS parameter. Its result obtained on $f_{\sigma_8}$ consistent with our result at $1\sigma$ error. Also, the authors in [66], studied the impact of DE clustering on $\gamma$. They used two different EoS parameters, and found a best fit for $f_{\sigma_8}$, which at $1\sigma$ is acceptable with our result.

On the other hand, one can see from the values in Table VI that the ΛCDM model is strongly preferred. From here, AIC method shows that the coupled models have “little (no) evidence in favour”. Instead, for the BIC selection method, it seems that the coupled models are not particularly favored over the ΛCDM model (because $\Delta BIC_{ij} \geq 6$). This last method tends to penalize the coupled models when are compared with the ΛCDM model because they have a larger number of parameters [71]. Moreover, if we compare only the XCPL and DR models and assume that the DR1 model is the underlying model. Then, the AIC and BIC criteria show that the DR1 model is the best (see Table VII).

VII. CONCLUSIONS

Now we summarize our main results:

- An analysis combined of data was performed to break the degeneracy among the different parameters of our models, obtaining constraints more stringent on them.
- In the DR model, the reconstruction of $\omega_{DE}$ has the property of avoiding divergences at $z \rightarrow -1$ and its best-fit is consistent with the value predicted by the ΛCDM model at $1\sigma$ error.
- From the above results, we note that the coupling term by Eq. (8) fulfills the criteria of Sec. II provided for $\bar{Q}$ in [62], and therefore, it is physically acceptable in the dark sector.
- In the coupled DE models the amplitudes of $\rho_{DE}$ are modified relative to those found in the uncoupled models. However, they are definitely positive. This implies that $\omega_{DE} < 0$ (see right below panel in Fig. 2).
- For different values of $k$ and with both time-varying $\omega_{DE}$ and $I_Q$, we note in the coupled models that the evolution of $|\xi|$ (see panels in Fig. 8) follow similar behaviors but their amplitudes present a violent growth at early times (blow-up), and after it begins to oscillate with a determined amplitude. Moreover, this instability does not depend on the sign of $I_Q$, the blow-up occurs even if $I_Q$ is very weak, when $-1 < \omega_{DE} < -0.25$. It has been verified numerically for us. The curvature perturbation have the possibility to be more stable when $\omega_{DE} < -1$. However, this stability is absent for $-0.25 < \omega_{DE} < 0$.
- A slight enhancement or suppression on the amplitudes of $\Omega_{DM}$, $\Omega_{DE}$ and $f_{\sigma_8}$ in the coupled models respect to the standard evolution show us the impact of $\bar{Q}$ and $\omega_{DE}$ on them (see above and the left below panels in Fig. 4).
- From the above and the right below panels in Fig. 4 we note that inside the DE era, the DM structure formation is slowed and stopped, due to the accelerating expansion of the universe and to the uniform creation of new DM via $\bar{Q}$. Besides, $\Omega_{DM}$ and $f_{\sigma_8}$ show a slight departure in the DR model from that found in the other models. Such feature is clearly different in the XCPL model.
- Finally, from the values of $AIC$ and $BIC$ presented in Table VII we conclude that the XCPL and DR models are not preferred by the data [72]. Instead, the ΛCDM model is the best. But when the coupled models are only considered, we find that the DR1 model is favored by the data. This result is also verified by the $\chi^2/dof$ and GoF methods, see Table VII.
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