Framework of IoT Services over Unidirectional Visible Lights Communication Networks

So-Yong Kim, Cheol-Min Kim and Seok-Joo Koh

School of Computer Science and Engineering, Kyungpook National University, Daegu 41566, Korea; thdyd324@gmail.com (S.-Y.K.); cheolminkim@vanilet.pe.kr (C.-M.K.)
* Correspondence: sjkoh@knu.ac.kr; Tel.: +82-53-950-7356

Received: 27 July 2020; Accepted: 19 August 2020; Published: 20 August 2020

Abstract: Visible Light Communication (VLC) has been noted as an emerging technology for communications in wireless local area networks. VLC provides some distinctive features over the conventional wireless access technologies, such as Wi-Fi, Bluetooth, or ZigBee. The most prominent feature of VLC is that it can provide more exact location information, since it is based on a particular light. In addition, VLC can reduce the frequency interferences from numerous wireless channels, since it uses a completely different radio frequency channel from the conventional wireless access technologies. Thus, VLC can be used for Internet-of-Things (IoT) services. Nevertheless, up to now, not enough studies on how to provide IoT services over VLC networks have been conducted. In this paper, we propose a framework to provide IoT services in VLC networks. In particular, we will consider the unidirectional VLC network, in which the downlink channel from the VLC transmitter to the VLC receiver is given by using VLC communication, whereas the uplink channel from the VLC receiver to the VLC transmitter is implemented by using another wireless access technology, such as Wi-Fi. This is because most of the VLC receivers, such as mobile phones, cannot support the uplink VLC communication. Based on the framework of IoT services over unidirectional VLC, in this paper, we also propose the VLC–IoT protocol (VIP) which is an application layer protocol for data transport with the session management functionality that can be used to effectively provide IoT services among IoT servers, VLC transmitters and VLC receivers in the networks. The proposed VIP protocol is implemented by using the Cooja simulator. For performance analysis, the proposed scheme is compared with the existing CoAP-based scheme that does not provide the session management. From a variety of simulation experiments, we see that the proposed scheme can provide lower data transmission and handover delays, compared to the existing scheme.
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1. Introduction

To provide Internet-of-Things (IoT) services, a variety of wireless access technologies have been developed, such as Wi-Fi [1], Bluetooth [2], Near Field Communication (NFC) [3], and Zigbee [4]. However, these technologies have suffered from radio frequency (RF) interferences, since most of those technologies use the same RF band, such as 2.4 GHz or 5 GHz. Through interference, the performance may be degraded, since many collisions frequently occur during data communications.

The Visible Lights Communication (VLC) technology [5] has recently been proposed as one of the wireless communication technologies. VLC communication is based on lights (e.g., LED lights), and thus the corresponding RF band is completely different from the conventional wireless access technologies. Thus, VLC can reduce the RF interferences from numerous wireless channels [6]. In addition, the most prominent feature of VLC is that it can provide more exact location information, since it is based on a particular LED light. For example, in an indoor environment with numerous LED
lights, VLC can provide more precise location information, compared to the Wi-Fi technology. This is
helpful for a variety of location-based IoT services.

Accordingly, VLC can be used for Internet-of-Things (IoT) services. Until now, many studies on
VLC have been conducted to improve VLC functionality. Those works include the Optical Wireless
Communication (OWC) [7,8] that was proposed to provide VLC receiving modules for mobile devices,
such as smart phones. However, up to now, not enough studies on how to provide IoT services over VLC
networks have been conducted. In this paper, we will address how to effectively provide IoT services
in VLC networks. In particular, we will consider the ‘unidirectional’ VLC network. It is also called
a hybrid VLC network that consists of the downlink channel using VLC and the uplink channel using
the other wireless access communication. This is because most of the VLC receivers, such as mobile
phones, cannot support the uplink VLC communication, since the uplink VLC communication requires
additional processing overheads for VLC transmission.

Based on the discussion above, in this paper, we propose a framework of IoT services in
uni-directional VLC networks. The applicability of bidirectional VLC, in which the downlink
and uplink channels between the VLC transmitter and receiver use VLC communication, is for further
study. In addition, we also propose the VLC-IoT protocol (VIP), which is an application layer protocol
with session management functionality that can be used to effectively provide IoT services among IoT
servers, VLC transmitters and VLC receivers in the networks.

Figure 1 shows the typical examples of IoT services over VLC in the IoT networks [9]. The general
IoT network provides a bidirectional communication in which a client requests the services to IoT
server, and the server will respond to the request of the client. However, in the case of a uni-directional
VLC network, the VLC transmission is performed from the VLC transmitter to the VLC receiver (client),
but the backward channel from the client to the IoT server (further to the VLC transmitter) will be
done by using another wireless access technology. This paper focuses on the uni-directional VLC case,
whereas the bi-directional VLC case may be considered for further study.

![Figure 1. Network model for IoT services over unidirectional VLC networks.](image)

This paper is organized as follows. Section 2 briefly summarizes the related works on VLC,
which include the types of VLC transmissions (bidirectional VLC and unidirectional VLC). In Section 3,
we describe the framework of IoT services over the unidirectional VLC network and the corresponding
VLC-IoT Protocol (VIP) with session management and handover operations. Section 4 discusses
the implementation and experimentations for performance analysis by using the Cooja simulator [10].
Section 5 concludes this paper.
2. Related Works

2.1. Visible Light Communication (VLC)

The Light-Emitting Diodes (LEDs) can switch to different light intensities at a very fast rate. This implies that LEDs can be used for data communication. With the explosive growth of mobile data services, mobile devices may need VLC functionality, in addition to conventional Wi-Fi, Bluetooth and NFC. The VLC spectrum uses hundreds of terahertz bands, and there are no restrictions on licensing. In addition, there is no interference with other RF-based systems, and it is free to use [6].

In VLC, the two types of receiving modules can be used to receive VLC data. First, a photodetector can be used, which is a semiconductor device that converts the received light into current. The current commercial photodetectors can easily sample the received visible light at rates of tens of MHz. However, the photodetector has a drawback in that it is rarely mounted on a mobile device, and thus it is difficult to use. The second one is a camera sensor (e.g., on the smartphone). The camera sensor can also be used to receive the transmitted visible light signals, as shown in the Optical Wireless Communication (OWC) [7,8].

2.2. Unidirectional VLC

Figure 2 shows the comparison of bidirectional and unidirectional VLC communications. It is noted that most IoT devices, such as smartphones or sensors, cannot support the bidirectional VLC, since it is difficult to provide the uplink communication from the IoT device (VLC receiver) to LED (VLC transmitter) owing to its low power and low processing capability. Thus, many studies on how to implement unidirectional VLC have been done.

The unidirectional VLC channels can be implemented by using the link channel characteristics [11,12]. The LED system can be improved by utilizing the ON-OFF keying to implement the two unidirectional VLC channels, according to the uplink and downlink channels [11]. This way is useful in the cost aspect, but it is not suitable to provide services based on VLC owing to the characteristic of the optical uplink. In the unidirectional VLC, only the downlink from the LED light to the IoT device will use VLC communication, whereas the uplink channel from the IoT device to the LED light will use the other wireless communication technologies, such as Wi-Fi or Bluetooth. This is called hybrid VLC, and many studies have been done.

Some studies have been conducted to improve the performance of hybrid VLC [13–16]. The hybrid VLC is suitable to provide services based on VLC. However, if it is used in the indoor environment with a lot of LED lights, the cost of installing LED lights will be very expensive, since the module for the uplink channel must be contained for each LED light. Moreover, if an IoT device moves to another LED light during communication, additional operations must be taken. These existing studies did not
consider the characteristics of VLC. Thus, when data loss occurs during communication, it is difficult to recover the lost data, since reliable VLC communication mechanisms are not provided.

Accordingly, in this paper, we proposed a new scheme to effectively provide IoT services over unidirectional VLC networks, which includes a reliable VLC data delivery mechanism with session management between the IoT server and IoT devices through some agents and LED lights.

2.3. Examples of VLC Services

Typical examples of VLC services include the VLC-based Indoor Positioning System (IPS) [17–20]. IPS is a system that can accurately identify the location of a specific client in the indoor environment. For example, in museums and shopping malls, users can utilize IPS to get the exact location information so as to quickly find an exit door or elevator.

There are some schemes for indoor positioning technologies using the other RF technologies. These schemes may be helpful to determine the relative position of the target user. However, the obtained position information seems to have a wide range and thus it is not accurate. Moreover, these schemes tend to require large installation, maintenance, and management costs.

However, in the VLC-based IPS services, the precision of the position information is much higher than the other RF-based IPS schemes [17]. It is also helpful to reduce the RF interferences with the already-installed Wi-Fi systems. In addition, VLC-based IPS systems can be installed with a low cost, since the LED lights are already installed in the building, and only the small modification of LED lights for VLC communication will be required.

3. Proposed Framework and Protocol for IoT Services over Unidirectional VLC

In this paper, we propose a scheme to provide reliable VLC services and improve the data transmission performance by using session management. For this purpose, we propose a framework for the provision of IoT services over unidirectional VLC networks. Based on the framework, we also propose the VLC-IoT protocol (VIP), an application layer protocol for the delivery of VLC data in IoT networks.

3.1. Framework for IoT Services over Unidirectional VLC

Figure 3 shows the framework to provide IoT services over a unidirectional VLC network. As shown in the figure, the network consists of the following five entities: IoT server (IS), VLC gateway (VG), aggregation agent (AA), VLC transmitter (VT), and VLC receiver (VR). The detailed network configuration may be different, depending on the concerned network environment. For example, in the case of smart homes, AA may not be used, as shown in the left side of Figure 3. In case of smart buildings, AA can be used for aggregation of the traffic from many VTs in the same floor, as shown in the right side of Figure 3. The detailed roles of each network entity are described as follows.

3.1.1. IoT Server (IS)

IS represents a legacy server to provide the IoT services. It can be located inside or outside the VLC-IoT network, depending on the service type. IS will be connected to the VG of the target network.

3.1.2. VLC Gateway (VG)

VG is a gateway to connect the target VLC network to the Internet, and it is used to provide IoT services for the clients in the VLC-IoT network. VG will manage all VLC-IoT sessions for clients in the target network. In some cases, IS may be co-located with VG, in which VG will act as an IoT server.
3.1.3. Aggregation Agent (AA)

AA can be used to manage many LED lights (VTs) that are located in the specific floor of a large building. AA will also relay the data messages between IS and its concerned VTs to provide IoT services. In the unidirectional VLC, AA will support the uplink channel function of IoT devices (VRs) by using the existing wireless access technology, such as Wi-Fi.

3.1.4. VLC Transmitter (VT)

VT represents a LED light with the VLC transmission module. It will operate as a normal light and at the same time it can be used for data communication. When VT is powered on, it initiates the registration process with the upstream AA and, further, the VG. With the registration, an identifier will be assigned to the VT. After that, the VT will periodically send beacon messages toward VRs to facilitate the registration of VRs.

3.1.5. VLC Receiver (VR)

VR represents an IoT device with the VLC receiving module. It is a client to exploit the IoT services provided by the IS. With the registration, an identifier will be assigned to each VR. The VR identifier will help for IS and VG to accurately identify the VR in the VLC-IoT network. The VR can be a fixed device or a mobile device such as a smartphone. If a fixed VR uses wired communication, such as cable Internet, the VR may be connected to AA via the wired connection for the uplink channel. For the mobile VR device, the handover will be supported for service continuity.

3.2. VLC-IoT Protocol (VIP): Protocol Stack and Packet Format

Based on the framework discussed in the previous section, we propose the VLC-IoT Protocol (VIP) so as to provide effective VLC services over the unidirectional VLC networks. VIP is designed to provide reliable data communications and session management in the application layer.

3.2.1. Protocol Stack

Figure 4 shows the protocol stacks used for VIP among IS/VG, AA, VT and VR, in which we assume that IS and VG are co-located on the same equipment. VIP is an application layer protocol to provide reliable IoT services over unidirectional VLC networks between IS/VG and VR via AA and VT.

As for the underlying communication protocols, the wired communications using HTTP/TCP or CoAP/UDP will be applied between IS/VG and AA, and between AA and VT. On the other hand, the unidirectional VLC transmission will be applied to the downlink channel from VT to VR, whereas...
the wireless communication (e.g., Wi-Fi) will be used with CoAP/UDP for the uplink channel from VR to AA.

![Figure 4. Protocol stacks used for VIP.](image)

The functional operations of VIP include initialization (VR discovery and session establishment), data transmission (with retransmission for error recovery), and handover support (VT handover and AA handover). Detailed descriptions of each operation will be given in the subsequent sections.

3.2.2. VIP Packet Format

Figure 5 shows the generic packet format for VIP. The detailed messages and the corresponding packet formats will be described in the subsequent sections with the functional operations.

![Figure 5. VIP packet format.](image)

The packet format contains the following fields. Type (1 byte) defines the message type used for VIP. Total Length (3 bytes) represents the total length of this message. To identify each entity in the network, an identifier (ID) must be assigned to each entity.

In the initialization, the ID of each entity must be assigned. The sizes of IDs for VG, AA, and VT are set to 2-byte (16 bits), whereas the size of VR is set to 4-byte (32 bits) since there may be a lot of VRs in the network. The ID of VG is fixed to 0, since there is only one VG in the network. The ID of AA will be assigned by VG in the initialization, before IoT services are activated. Parent ID (2-bytes is used to indicate the identifier (ID) of the upstream entity (e.g., VG or AA) that is concerned with this message. The IDs of VT and VR are used to indicate the correspondence to this message, and the detailed use of these IDs depends on the concerned message type, which will be described in the subsequent sections.

A type-specific Header (variable) is used to contain the information that is specific to the message type. Payload (variable) represents the data contents associated with the IoT services.
3.3. Initialization Operations

It is noted that the IS/VG, AAs, and VTs can be regarded as the infrastructure equipment for VLC-based IoT services. Accordingly, in this paper, we assume that these entities have already been installed and powered on, before the IoT services are activated. It is also assumed that the corresponding IDs to those entities were also assigned before a VIP session starts. We will now focus on the VR discovery and session establishment in the initialization operations.

3.3.1. VR Discovery

Before session establishment, each VR in the network must be discovered by IS/VG. Figure 6 shows the VR discovery operations.

For VR discovery, each VT will send beacon messages toward the promising VRs periodically. The beacon message type is set to 0, and its format is given in Figure 7. In the beacon message, VR ID is set to 0, since the VR has not been discovered yet. The type-specific header is used to indicate the uplink ID, the access address of the upstream AA for the uplink channel. For example, when Wi-Fi is used as an uplink channel, this field is filled with the SSID of the Wi-Fi access point.

On reception of a beacon message, the VT transmits a VR Registration Request (VRR) message of type 1 to the AA through the uplink channel. The format of VRR is shown in Figure 8A. The VRR
message does not use the type-specific header, and the ID of VR is filled with 0. IDs of AA and VT will be filled with the information received from the beacon message. When AA receives the VRR message, it publishes a nonce and responds with this to VR. At the same time, the VRR message is delivered to VG. The nonce information is used to temporarily identify the VR, before allocating an ID to the VR. When the VG receives the VRR message, it transmits a VRA message of type 2 to AA in order to allocate an ID to the VR. The VRA format is shown in Figure 8B.

The VRA message contains the type-specific header with the nonce information. The IDs of AA and VT are filled with the values received from the VRR message. On reception of the VRA message, AA sends this message to the corresponding VT. The VT then sends this message to the concerned VR through VLC. At this time, the VR compares the received nonce value and its own nonce value. If those two values are the same, the ID of VR is confirmed.

For completion of VR discovery, the VR will send the VR Registration Confirm (VRC) message of type 3 through the uplink channel to the AA, and further to the VG. The VRC message format is almost the same with that of the VRR.

3.3.2. Session Establishment

After the registration, the VR can initiate the session establishment operations to request the IoT service to the IS. In VIP, a session is established between the IS/VG and the VR via the AA and the VT. Figure 9 shows the session establishment operations.

The VR first transmits a Session Establishment Request (SER) message of type 4 to the AA through the uplink channel to establish a session, and the AA delivers it to the VG. Figure 10A shows the format of the SER message.

The SER message uses the type-specific header with the Session ID and VR sequence number fields. The corresponding values of these fields are given by the VR in a random or arbitrary manner. The VR sequence number represents the sequence number of data messages that are sent by the VR to the IS/VG, which will be referred to in the reliable transmission with error recovery.
The VRA message contains the type-specific header with the nonce information. The IDs of AA and VT are filled with the values received from the VRR message. On reception of the VRA message, AA sends this message to the corresponding VT. The VT then sends this message to the concerned VR through VLC. At this time, the VR compares the received nonce value and its own nonce value. If those two values are the same, the ID of VR is confirmed.

For completion of VR discovery, the VR will send the VR Registration Confirm (VRC) message of type 3 through the uplink channel to the AA, and further to the VG. The VRC message format is almost the same with that of the VRR.

### 3.3.2. Session Establishment

After the registration, the VR can initiate the session establishment operations to request the IoT service to the IS. In VIP, a session is established between the IS/VG and the VR via the AA and the VT. Figure 9 shows the session establishment operations.

The VR first transmits a Session Establishment Request (SER) message of type 4 to the AA through the uplink channel to establish a session, and the AA delivers it to the VG. Figure 10A shows the format of the SER message.

On reception of the SER message, the VG will generate a Session Establishment ACK (SEA) message and responds to the VR with this message. The SEA message format is shown in Figure 10B.

The SEA message format is similar to that of the SER message, except that it uses the VG sequence number field, instead of the VR sequence number. This is because the data transmission will be bidirectional based on the half optical method between the VG and VR.

On reception of the SER message, the VR will send the Session Establishment Confirm (SEC) message of type 6, which has the same format with the SEA message. Since then, the VG and VR can begin the data transmissions in the session.

### 3.4. Data Transfer Operations

#### 3.4.1. Data Transmission

After the session establishment, the VR and VG can exchange data messages with each other by using the so-called sliding window technique in the session. Figure 11 shows an example of the data transmission operations, in which the sliding window size is set to 4.

For data transmission, the two types of messages, VLC Service Data (VSD) and VLC Service Data ACK (VSA), are used. VR or VG can send the VSD message to its peer entity for the purpose of data transmission. The VSA message is used to acknowledge the reception of VSD messages. Figure 12A shows the VSD message format of type 7, which uses the type-specific header that is similar with the SER message.
For data transmission, the two types of messages, VLC Service Data (VSD) and VLC Service Data ACK (VSA), are used. VR or VG can send the VSD message to its peer entity for the purpose of data transmission. The VSA message is used to acknowledge the reception of VSD messages.

Figure 12A shows the VSD message format of type 7, which uses the type-specific header that is similar with the SER message.

Figure 12B shows the VSA message format of type 8. VSA uses the type-specific header to contain the selective acknowledgement information. In the figure, the cumulative ACK number field is used to report the number of well-received data. If there is data loss, the number of Gap ACK and Gap ACK fields are used to describe the detailed information on the status of data reception. When a data loss is detected from Gap ACK information, the data retransmission operation will be activated. It is noted that these mechanisms are similar to those in TCP.

3.4.2. Data Retransmission for Error Recovery

When a data loss occurs, the data retransmission will be performed. The data retransmission will be conducted in the following two cases: (1) by explicit detection of loss from Gap ACK, (2) by the pre-configured retransmission timeout. Figure 13 shows the data retransmission operations by explicit loss detection with Gap ACK contained in the VSA message.

In the figure, the VR receives the data messages of 10,000 and 10,003 from the VG, and the data messages of 10,001 and 10,002 are lost. In this case, the VR sends the VSA message to the VG with the Gap ACK so as to indicate the data loss for the concerned data messages. Then, the VG may retransmit the concerned data messages to the VR, together with the data message of 10,004. The VR now realizes that all data messages are now in order, and it sends the VSA message with the last sequence number received well. In this example, the VG can send new three data messages of 10,005, 10,006 and 10,007.

Figure 14 shows the data retransmission operations by timeout. In the figure, the VG will activate the retransmission timer (RTO) for each data message transmission (VG-Seq: 10,000~10,003). If the corresponding ACK has not arrived via VSA message, until the RTO timer is expired, the VG retransmits the concerned data messages. In this example, the losses of data messages 10,000~10,003 were detected by the RTO timer, and thus the corresponding VSD messages were retransmitted.
3.4.2. Data Retransmission for Error Recovery

When a data loss occurs, the data retransmission will be performed. The data retransmission will be conducted in the following two cases: (1) by explicit detection of loss from Gap ACK, (2) by the pre-configured retransmission timeout. Figure 13 shows the data retransmission operations by explicit loss detection with Gap ACK contained in the VSA message.

![Figure 13. Data retransmission operations by loss detection with Gap ACK.](image)

In the figure, the VR receives the data messages of 10,000 and 10,003 from the VG, and the data messages of 10,001 and 10,002 are lost. In this case, the VR sends the VSA message to the VG with the Gap ACK so as to indicate the data loss for the concerned data messages. Then, the VG may retransmit the concerned data messages to the VR, together with the data message of 10,004. The VR now realizes that all data messages are now in order, and it sends the VSA message with the last sequence number received well. In this example, the VG can send new three data messages of 10,005, 10,006 and 10,007.

Figure 14 shows the data retransmission operations by timeout. In the figure, the VG will activate the retransmission timer (RTO) for each data message transmission (VG-Seq: 10,000~10,003). If the corresponding ACK has not arrived via VSA message, until the RTO timer is expired, the VG retransmits the concerned data messages. In this example, the losses of data messages 10,000~10,003 were detected by the RTO timer, and thus the corresponding VSD messages were retransmitted.

![Figure 14. Data retransmission by timeout.](image)

3.5. Handover Operations

The proposed VIP scheme supports the two types of handovers: VT handover and AA handover. In the VT handover, a VR changes its VT to another VT that is located with the same AA by movement, whereas in the AA handover, the VR will change its AA to another AA in the network. A handover event will be detected when the VR receives a new beacon message from a new VT or AA. If the message comes from a different VT but the same AA, it means the VT handover has occurred. Otherwise, if the message comes from a different VT and a different AA, it means the AA handover has occurred. The AA handover usually needs more operations for handover support. The proposed scheme is...
designed to provide a fast handover so as to reduce the transmission delays that may occur by handover, with the help of the session management.

Figure 15 shows the VT handover, in which the VR changes its VT from VT1 to VT2 during the session. When the VR receives a new beacon message from VT2, the VR sends the Handover Notification (HON) message of type 9 with the ID of the new VT2. The HON message has the same format with the VSA message, except the type number. Note that the HON message will include the ACK information, as done in the VSA message. In the figure, the lost data messages of 10,002–10,005 are retransmitted after the VT handover.

Figure 15. VT handover operations.

Figure 16 shows the AA handover operations, in which the VR moves from AA1 to AA2. The AA handover operations are almost the same as the VT handover operations. When the VR receives the beacon message from the VT2 in the AA2 region (step 8 in the figure), it detects the AA handover. At this time, the VR sends the HON message to AA2 in step 9, and further to the VG. When the VG receives this message, it sends the VSD messages, which have not been acknowledged, to the VR via the VT (AA2).

Figure 16. AA handover operations.
Figure 16. AA handover operations.

4. Performance Analysis by Simulations

In this section, the performance analysis of the proposed scheme is described by using the Cooja simulator [10]. The Cooja simulator is a tool used to analyze the performance of constrained networks, which is based on Contiki OS that is a light-weight OS that supports IoT devices. For simulations, we implemented the unidirectional VLC module from VT to VR by using the Cooja simulator.

4.1. Simulation Environment and Packet Analysis

Figure 17 shows the simulation environment to analyze the proposed scheme in the Cooja simulator. In the figure, the area 1 represents the network panel to show the network topology. In the network panel, each node is identified by the node ID in the network (node 1: VG, nodes 2 and 7: AA, nodes 3, 8, and 9: VT, the other nodes: VR). For description, we will use the notation of ‘type-ID’ for each node (e.g., VT-9 indicates the VT with node ID of 9). In the network configuration, VT-9 is managed by AA-7, whereas VT-3 and VT-8 are managed by the AA-2. The area 2 indicates the output panel in Cooja to show the status of each node in the network. If a node sends some data message to another node, we can see the corresponding node ID and the reception time, and so on.

Based on the simulation model, we will first analyze the packets generated during the VIP operations so as to check the validity of the simulation.

Figure 18 shows the messages generated during the VR discovery. Area 1 shows the beacon message from VT-8. This message contains AA-2 and VT-8. The VRs nearby VT-8 receive the beacon message, as shown in Area 2. The VRs will first check the AA-ID and the VT-ID. For a new beacon message, the VRs send the VRR message. Area 3 shows that AA receives the VRR message and sends a nonce value to the VR. In Area 4, we can see that VR successfully receives the nonce value. When the VG receives a VRR message, it sends the VRA message with the VR-ID to VT-8. Area 5 shows that VT-8 receives the VRA messages and sends these messages to VR over the VLC channel. In Area 6, the first VRA message is processed by VR-4. In Area 7, the VRA message is processed by VR-5. After the VRs successfully receive the VRA messages, they send the VRC messages to the VG, as shown in Area 8.
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Based on the simulation model, we will first analyze the packets generated during the VIP operations so as to check the validity of the simulation.
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Figure 18. Packet analysis for VR discovery.

Figure 19 shows the messages generated during session establishment. In Area 1, the VRs send the SER messages with session IDs and VR sequence numbers to the VG. In Area 2, the VG receives the SER messages and creates the VG sequence numbers to be filled in the SEA message. In Area 3, VT-8 receives the SEA messages and sends them to the VRs through the unidirectional VLC channel. Area 4 shows that VR receives the SEA message and sends the responding SEC message to the VG. The SEC message is successfully processed by the VG, as shown in Area 5.
Figure 19. Packet analysis for session establishment.

The description of the packet analysis for data transmission is omitted in this paper, since this is similar to the handover analysis, which will be described below.

Now let us consider the handover simulations. Figure 20 shows the simulation topology for the VT handover, in which VR-4 moves from VT-8 to VT-3 during data communication.

Figure 21 shows the messages generated by the VT handover of Figure 20. For data transmission, the window size is set to 4, and the VR moves from the VT-8 region to the VT-3 region in simulation. Area 1 shows the data transmission in the VT-8 region, before VT handover. In Area 2, the VR receives the beacon message from VT-3, then it sends the HON message with VT-3 ID to the VG. In Area 3 and 4, the VG detects the VT handover, and it sends data messages to the VT-3. In Area 5, the VR receives the VSD data message and sends the VSA messages. In Area 6, the VG transmits the next data messages.

Figure 22 shows the simulation topology for the AA handover, in which VR-4 moves from the AA-2 (with VT-8) region to the AA-7 (with VT-9) region during data communication. The description of packet analysis for the AA handover is omitted in this paper.
Figure 21 shows the messages generated by the VT handover of Figure 20. For data transmission, the window size is set to 4, and the VR moves from the VT-8 region to the VT-3 region in simulation. Area 1 shows the data transmission in the VT-8 region, before VT handover. In Area 2, the VR receives the beacon message from VT-3, then it sends the HON message with VT-3 ID to the VG. In Area 3 and 4, the VG detects the VT handover, and it sends data messages to the VT-3. In Area 5, the VR receives the VSD data message and sends the VSA messages. In Area 6, the VG transmits the next data messages.

Figure 22 shows the simulation topology for the AA handover, in which VR-4 moves from the AA-2 (with VT-8) region to the AA-7 (with VT-9) region during data communication. The description of packet analysis for the AA handover is omitted in this paper.

4.2. Performance Analysis

In this section, we describe the performance analysis of the proposed VIP scheme and the existing scheme by simulations. The existing scheme represents the legacy CoAP/UDP-based VLC data delivery without session management. In the existing scheme, the window size is not used for data transmission, and thus the existing scheme can be regarded as the use of a window size of 1.

We will compare the two candidate schemes in terms of throughput, total transmission delays, and handover delays under a variety of network environments.

4.2.1. Throughput

Figure 23 shows the comparison of throughputs for the existing and proposed schemes, in which the throughput represents the average number of packets processed for every second. In the proposed scheme, the window size is set to 4, and the VG transmits the data messages for one minute. From the figure, we see that the proposed scheme provides better throughputs than the existing scheme. The existing scheme gives the maximum throughput of 2.6 packets per second, whereas the proposed scheme provides the maximum throughput of 5.9 packets per second.
This performance gain of the proposed VIP scheme comes from the session management and reliable data transmission.

![Figure 23. Throughput over simulation time.](image)

**4.2.2. Total Transmission Delays**

Figure 24 shows the total transmission delays of candidate schemes for different numbers of packets, in which the delay values are shown with the maximum, minimum, and average values over 10 experiments for each candidate scheme.

![Figure 24. Total transmission delays for different numbers of packets.](image)

In the figure, we see that all candidate two schemes tend to give larger delays, as the number of packets increases. However, the proposed scheme provides lower delays than the existing scheme. Such gaps of performance between proposed and existing schemes gets larger, as the number of packets increases. In the case of 20 packets, the delay gap between two schemes is about 4330 msec, while in the case of 100 packets, the delay gap is about 22,864 msec. This is because the proposed scheme provides sliding window-based data transmissions, which are helpful to reduce total transmission delay.
delays. In the meantime, the existing scheme does not support the session management, and thus the effective data transmission cannot be performed, compared to the proposed scheme.

Figure 25 shows total transmission delays in the lossy network environment, in which some data messages over the unidirectional VLC will be lost. In the figure, we see that the proposed scheme can provide lower delays than the existing scheme, and the performance gaps tend to get larger, as the VLC data loss rate increases. In particular, the performance of the existing scheme was severely degraded when the data loss rate was greater than 35% in the network. This is because the proposed scheme provides the error recovery scheme with retransmission and session management functions. However, the existing scheme cannot support the error recovery and session management, and thus the data transmission will just rely on the CoAP delivery between two network entities. This may induce large transmission delays, in particular, in the lossy VLC networks.

Figure 25. Total transmission delays for different VLC data loss rates.

Figure 26 shows the total transmission delays (min, max, average) of the proposed VIP scheme for different window sizes, in which total transmission delays are measured for 100 data messages. In the figure, when the window size is 1~4, we can see that the total transmission delays are significantly reduced, whereas the delays are almost the same for the window sizes of greater than 4. Moreover, the delay variations between max and min get larger as the window size increases. This is because too large window size tends to induce too much data traffic to be supported by the proposed VIP scheme. This implies that the window size of 4 is a reasonable value for our experiment.

4.2.3. Handover Delays

Figure 27 shows the VT handover delays, in which the handover delay is measured by the gap between the time that the VR sends the HON message to the VG for handover notification and the time that the VR begins to receive the data messages by way of the newly attached VT in the network. In the figure, we see that the proposed scheme can reduce the VT handover delays significantly, compared to the existing scheme. This is because the proposed scheme provides the fast handover mechanism scheme, whereas in the existing scheme the data transmission must begin if a handover occurs.
Figure 26 shows the total transmission delays (min, max, average) of the proposed VIP scheme for different window sizes, in which total transmission delays are measured for 100 data messages. In the figure, when the window size is 1~4, we can see that the total transmission delays are significantly reduced, whereas the delays are almost the same for the window sizes of greater than 4. Moreover, the delay variations between max and min get larger as the window size increases. This is because too large window size tends to induce too much data traffic to be supported by the proposed VIP scheme. This implies that the window size of 4 is a reasonable value for our experiment.

Figure 27 shows the VT handover delays, in which the handover delay is measured by the gap between the time that the VR sends the HON message to the VG for handover notification and the time that the VR begins to receive the data messages by way of the newly attached VT in the network. In the figure, we see that the proposed scheme can reduce the VT handover delays significantly, compared to the existing scheme. This is because the proposed scheme provides the fast handover mechanism scheme, whereas in the existing scheme the data transmission must begin if a handover occurs.

Figure 28 gives a more detailed analysis of packets generated and processed during VT handover, in which the handover occurs at the time of 3.03 s. In the proposed scheme, much more data packets are generated and processed effectively, compared to the existing scheme. This is because the proposed scheme performs the handover notification as soon as the VR receives a new beacon message.

Figure 29 shows the AA handover delays, in which the handover delay is measured by the gap between the time that the VR sends the HON message to the VG for handover notification and the time that the VR begins to receive the data messages by way of the newly attached AA in the network. In the case of AA handover, the IP address allocation delay using the Dynamic Host Configuration Protocol (DHCP) [21] will be added to the handover delay, since the AA handover contains the change of the IP addresses concerned with the AAs. It is noted that AA handover delays are relatively large compared to VT handover delays. In the figure, we see that the proposed scheme gives smaller VT handover delays than the existing scheme.

Figure 30 gives a more detailed analysis of packets generated and processed during AA handover, in which the handover occurs at the time of 3.23 s. In the figure, we see that the proposed scheme performs the AA handover operations more effectively than the existing scheme. The proposed scheme tends to give better throughputs in the AA handover, compared to the existing scheme. We note that the y-values for the simulation time of 30~32 (before handover) are constant because the VR can receive the new data messages from the changed AA (after handover).
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5. Conclusions

The proposed VIP scheme performs the AA handover operations more effectively than the existing scheme. The proposed scheme can provide higher throughput and lower data transmissions. The proposed scheme is helpful in providing reliable delivery of IoT services over VLC networks with throughput enhancement. We also proposed the fast handover scheme for VT and AA handovers. By the implementation and experimentations using the Cooja simulator, we see that the proposed VIP scheme can provide higher throughput and lower data transmission and handover delays than the existing CoAP-based scheme. This is because the proposed scheme performs the handover notification as soon as the VR receives a new beacon message.

In the performance analysis, the IoT-VLC scheme may be compared to the direct Wi-Fi scheme without using the VLC transmission and handover delays than the existing scheme. This is because the proposed scheme performs the handover notification as soon as the VR receives a new beacon message.

Figure 28. Analysis of packets processed during the VT handover.

Figure 29. The AA handover delay.

Figure 30. Analysis of packets processed during the AA handover.
5. Conclusions

In this paper, we have so far proposed a framework to provide IoT services based on unidirectional VLC networks, together with the VIP protocol including session management and reliable data transmissions. The proposed scheme is helpful in providing reliable delivery of IoT services over VLC networks with throughput enhancement. We also proposed the fast handover schemes for VT and AA handovers. By the implementation and experimentations using the Cooja simulator, we see that the proposed VIP scheme can provide higher throughput and lower data transmission and handover delays than the existing CoAP-based scheme. This is because the proposed scheme uses session management, reliable data delivery, and fast handover operations, compared to the existing scheme.

For further study, some more issues need to be investigated. The proposed scheme needs to be analyzed in more detail with experimentations over real testbed networks. In particular, the proposed IoT-VLC scheme may be compared to the direct Wi-Fi scheme without using the VLC transmission in the performance analysis.
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