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Abstract

Automatically estimating the complexity of texts for readers has a variety of applications, such as recommending texts with an appropriate complexity level to language learners or supporting the evaluation of text simplification approaches. In this paper, we present our submission to the Text Complexity DE Challenge 2022, a regression task where the goal is to predict the complexity of a German sentence for German learners at level B. Our approach relies on more than 220,000 pseudo-labels created from the German Wikipedia and other corpora to train Transformer-based models, and refrains from any feature engineering or any additional, labeled data. We find that the pseudo-label-based approach gives impressive results yet requires little to no adjustment to the specific task and therefore could be easily adapted to other domains and tasks.

1 Introduction

What makes some texts more difficult to read for learners of a foreign language than others? How does a complicated sentence construction or the use of rare vocabulary increase complexity? The prediction of text complexity with machine learning methods addresses these questions. In contrast to last years’ shared tasks at KONVENS, which focused on the disambiguation of German verbal idioms (Ehren et al., 2021), the identification of toxic, engaging, and fact-claiming comments (Risch et al., 2021), and scene segmentation in narrative texts (Zehe et al., 2021), the task of 2022 is about text complexity. In this paper, we present our submission to this Text Complexity DE Challenge 2022. It is a shared task addressing the automatic estimation of the complexity of German sentences for readers, in particular, German learners at level B. The provided training dataset contains about 1000 sentences and the test dataset about 300 sentences in German. Figure 1 shows an exemplary sentence from the shared task dataset in German, an English translation, and the arithmetic mean of ratings from all annotators. With a seven-level Likert-scale with values ranging from very easy (1) to very complex (7), this task is a regression task and it is evaluated using the Root Mean Squared Error (RMSE). A third-order mapping is applied before the error is measured so that the impact of any systematic bias in the predictions on the metrics is reduced. Thereby, the focus of the evaluation is shifted towards ranking sentences correctly with regards to their complexity rather then assigning the correct absolute complexity score. We refer to the overview paper of the shared task for more details about the dataset and the overall results (Mohtaj et al., 2022).

The remainder of this paper is structured as follows. Section 2 summarizes related work on text complexity estimation and on pseudo-labeling techniques for machine learning. We describe our approach in Section 3 and its evaluation in Section 4, with experiments on the validation dataset provided by the shared task organizers. We conclude in Section 5 and provide an outlook on future work.

2 Related Work

Research on reading complexity of German texts is so far relatively scarce with several papers introducing datasets of annotated German sentences or longer texts and mostly feature-based approaches for text complexity prediction. First of all, there is a dataset with sentence-level annotations, which is the basis of this shared task (Naderi et al., 2019). Rios et al. (2021) introduce a dataset for document-level text complexity with the application focus of text simplification and there are two other document-level text complexity datasets by Battisti et al. (2020) and by Hewett and Stede
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Figure 1: Two sentences from the training dataset.

The latter follows the format of a similar study (Hulpus et al., 2019) based on a dataset of English newspaper articles (Xu et al., 2015). Another dataset is from a Kaggle challenge called CommonLit Readability Prize, where the task is to rate the complexity of literary passages for school grades 3-12.¹

³ A Semi-Supervised Learning Approach for Text Complexity Prediction

Our semi-supervised learning approach uses neural language models based on the Transformer architecture (Vaswani et al., 2017). As pre-trained models that are not fine-tuned to a specific natural language processing task yet, we use GBERT and GELECTRA models by Chan et al. (2020) and an XLM-RoBERTa model by Conneau et al. (2020). Given that the training dataset provided by the shared task organizers is relatively small for fine-tuning these pre-trained models, the core idea of our approach is to increase the number of training samples by automatically generating pseudo-labels. Figure 2 visualizes the different steps of the entire approach with its three main steps: pseudo-labeling, fine-tuning, and ensembling. For the implementation of these steps, we use the two open

¹https://www.kaggle.com/competitions/commonlitreadabilityprize/
source frameworks FARM\(^2\) and Haystack\(^3\).

The first step is to create a large corpus of German sentences with varying text complexity to serve as a source for the pseudo-label sentences. This corpus comprises the following resources:

- eight random subparts of a German Wikipedia dump (about 8 percent of all 2.3 million German Wikipedia articles as of 2019),\(^4\)
- 130,000 news articles from the German news platform Zeit Online,\(^5\)
- three million sentences from German newspaper texts as part of the Leipzig Corpus Collection (Goldhahn et al., 2012),
- the Geo/Geolino/Tagesschau/Logo corpus (Weiß and Meurers, 2018),
- the Corpus Simple German (all subsets except for Klexikon),\(^6\)
- the Klexikon (Aumiller and Gertz, 2022), and
- the Hurraki dictionary for plain language.\(^7\)

Combining these datasets results in a total of 12,955,913 sentences. As some of them appear more than once, this corresponds to 12,562,164 distinct sentences. Each of them is embedded using a SentenceTransformers msmarco-distilbert model and added to an OpenSearch index. Further, we fine-tune a deepset/gbert-large model on the task of sentence complexity on all of the provided training labels as a baseline. Subsequently, to get our set of pseudo-labels, we embed each of the sentences in the provided training set with the same SentenceTransformers msmarco-distilbert model and retrieve the 500 most similar sentences from our large corpus of German sentences as potential pseudo-labels. The baseline complexity scorer model produces a complexity score for each potential pseudo-label. To keep roughly the same distribution as in the original training dataset, we filter the generated pseudo-labels in the following way: we keep only those sentences whose predicted score does not deviate more than the standard deviation of the ratings of the original sentence used to retrieve the 500 potential pseudo-labels. This filtering results in a total of 228,796 pseudo-labels. Table 1 lists the number of pseudo-labels originating from the different data sources.

The pseudo-labels are used to fine-tune different Transformer-based models on the task of complexity scoring. We fine-tune deepset/gelectra-large, deepset/gbert-large and xlm-roberta-large using three different seeds for each model, resulting in a total of nine models. Subsequently, we fine-tune each of these models using five-fold cross-validation with the original training set, resulting in a total of 45 models. Finally, to combine these 45 models into an ensemble providing a single prediction score per data sample, we train linear regression models on the out-of-fold predictions from the previous cross-validations.

4 Experiments

We evaluate four different settings using five-fold cross-validation:

- a baseline deepset/gbert-large model fine-tuned on the provided training set,
- an ensemble of nine models fine-tuned only on pseudo-labels and with three different random seeds, scores aggregated by mean (deepset/gbert-large, deepset/gelectra-large, xlm-roberta-large)
Table 1: Number of pseudo-labeled sentences with the average length in characters, and the average mean opinion score per data source. The text complexity of the sources differs with Wikipedia and Hurraki being the most, respectively least difficult.

| Data Source                        | #Sentences | ∅Length | ∅MOS |
|-----------------------------------|------------|---------|------|
| GERMAN WIKIPEDIA                  | 137,228    | 133     | 3.0  |
| ZEIT ONLINE                       | 47,613     | 108     | 2.5  |
| 3 MILLION NEWS SENTENCES          | 25,928     | 110     | 2.6  |
| GEO/GEO/LINO/TAGESSCHAU/LOGO      | 7,971      | 98      | 2.5  |
| CORPUS SIMPLE GERMAN              | 4,896      | 93      | 2.3  |
| KLEXIKON                          | 3,600      | 75      | 2.0  |
| HURRAKI                           | 1,559      | 43      | 1.5  |

- an ensemble of 45 models fine-tuned on pseudo-labels and the provided training set, with scores aggregated by mean, and
- an ensemble of 45 models fine-tuned on pseudo-labels and the provided training set, with scores aggregated by a linear model.

We submitted the predictions of each of the last three settings to the shared task competition. We leveraged pseudo-labeled sentences from Wikipedia and several other publicly available, unlabeled corpora. Based on the labeled training dataset from the shared task and the additional pseudo-labeled data, we fine-tuned Transformer-based neural language models. Our best ensemble model achieved an RMSE of 0.433.

Table 2 summarizes the hyperparameters that are used to train the models for the different described settings.

Table 3 lists the cross-validation RMSE on the provided training set. As expected, the approach of using pseudo-labels in combination with ensemble outperforms the simple baseline. We observe that fine-tuning the models only on the pseudo-labels already outperforms the baseline that uses only the original training data. Performance improves further if the models that were fine-tuned on the pseudo-labels are additionally fine-tuned on the original training data. Moreover, using a linear model to aggregate the individual scores instead of using the plain average does not further improve the final score. The best setting, consisting of an ensemble of 45 Transformer models fine-tuned on both the pseudo-labels and the provided training data, with results aggregated using a linear regression model, yields an RMSE of 0.433.

5 Conclusion

In this paper, we presented our submission to the Text Complexity DE Challenge 2022. We leveraged pseudo-labeled sentences from Wikipedia and several other publicly available, unlabeled corpora. Based on the labeled training dataset from the shared task and the additional pseudo-labeled data, we fine-tuned Transformer-based neural language models. Our best ensemble model achieved an
Table 2: Hyperparameters for fine-tuning the language models on the pseudo-labels and the provided training data.

| Hyperparameter                       | Fine-Tuning on Pseudo-Labels | Fine-Tuning on Training Set |
|--------------------------------------|------------------------------|------------------------------|
| Learning rate                        | 1e-5                         | 1e-6                         |
| LR schedule                          | linear                       | linear                       |
| Warm-up steps                        | 10%                          | 10%                          |
| Batch size                           | 20 for xlm-roberta-large, 32 otherwise | 20 for xlm-roberta-large, 32 otherwise |
| Early stopping                       | X                            | ✓                            |
| (Max.) epochs                        | 2                            | 4                            |
| Optimizer                            | Adam                         | Adam                         |
| Max sequence length                  | 128                          | 128                          |

Table 3: Cross-validation RMSE.

| Model                              | 1     | 2     | 3     | 4     | 5     | ∅     |
|------------------------------------|-------|-------|-------|-------|-------|-------|
| Baseline                           | 0.512 | 0.460 | 0.440 | 0.398 | 0.488 | 0.460 |
| Ensemble pseudo-labels only        | 0.500 | 0.462 | 0.381 | 0.450 | 0.442 | 0.447 |
| Ensemble simple mean aggregation   | 0.491 | 0.443 | 0.374 | 0.443 | 0.426 | 0.435 |
| Ensemble linear model aggregation  | 0.445 | 0.455 | 0.405 | 0.443 | 0.418 | 0.433 |

RMSE of 0.433 in cross-validation on the public dataset without third-order mapping and an RMSE of 0.454 on the private test dataset with third-order mapping (0.484 without third-order mapping). For future work, our trained model could be used to create more pseudo-labels for another iteration of the entire approach, presumably resulting in a model that generalizes even better to unseen test data.
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