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We present a simple model describing the assembly and disassembly of a one-dimensional complex molecular chain consisting of two types of molecular subunits A and B, where the molecules are identified as complex when the number of A-B connections \( d \) is proportional to chain length \( n \). We show that it takes a longer time than an exponential of \( n \) to synthesize a certain amount of complex molecules for any external operation, while linear time is sufficient to decompose a certain amount of complex molecules. Our findings may facilitate research on more general asymmetry of operational hardness.

In this Letter, putting the computational complexity theory aside, we consider experimentally accessible systems where the hardness is represented by the optimal operational time. The primary purpose is to present a simple model that shows the distinct asymmetry between the hardness of the assembly and the disassembly process of complex molecules. Using the insight obtained from this simple model, we further aim to identify a universal property that can be applied to more complex natural phenomena.

Specifically, we introduce an idealized description of the synthesis and decomposition of a one-dimensional molecular chain comprising two types of molecular subunits. We then prove that the difficulty of synthesizing molecules in this system is characterized by the number of connections \( d \) between different types of molecular subunits. When \( d \) is proportional to chain length \( n \), the molecules are identified as “complex”. Then, it takes a longer time than an exponential of the molecular chain length to synthesize a certain amount of complex molecules for any external operation, while linear time is sufficient to decompose a certain amount of complex molecules. The asymmetry of the operation time results from a reaction network structure with an exponential number of branches but only one exit. This mechanism may be general, beyond the specific model considered here, and is expected to pave the way for research that will clarify fundamental questions about the irreversibility of biological death by combining insights from the theory of computation and physics.

**Synthesis process.** We consider the synthesis of a one-dimensional molecular chain by the sequential binding of molecules A and B to reaction nucleus X as displayed in Fig. 1. An external operator aims to synthesize the desired molecular chain as efficiently as possible by controlling the concentrations of A and B over time.

We assume the only possible reaction is the binding of molecule \( Z \in \{A, B\} \) to a molecular chain \( M \) to form \( MZ \),

\[
M + Z \xrightarrow{k_2} MZ, \tag{1}
\]

where the rate constant \( k_2 \) depends only on \( Z \). For simplicity, we ignore the reverse reaction in which
Here, we consider processes and from MZ total amount of molecule by an external operator. Let types of molecular subunits. For example, concentrations of molecules to the reaction tank. Third, we assume that the concentration of each chemical species and the temperature in the reaction chamber are spatially homogeneous, and the numbers of each molecule are large enough that the behavior of the system is well described by the following deterministic rate equations:

$$\frac{d}{dt}c_{M}(t) = -k_{a}c_{A}(t)c_{M}(t) - k_{b}c_{B}(t)c_{M}(t) + k_{Z}c_{Z}(t)c_{M}(t), \quad (2)$$

$$\frac{d}{dt}c_{X}(t) = -k_{a}c_{A}(t)c_{X}(t) - k_{b}c_{B}(t)c_{X}(t) + J_{X}, \quad (3)$$

where $c_{M}(t)$ is the concentration of molecule $M$ at time $t$. The first and second terms on the right-hand side of Eq. 2 correspond to the reactions $MZ + A \rightarrow MZA$ and $MZ + B \rightarrow MZB$, respectively; the third term represents the contribution from the reaction $M + Z \rightarrow MZ$.

The concentration dynamics in the reaction chamber can be divided into three types. First, the concentrations of molecules other than X, A, B evolve in time according to Eq. 2. Second, the dynamics of $c_{X}(t)$ is described by Eq. 3, where the last term represents the constant supply of reaction nucleus $X$ from the particle reservoir to the reaction tank. Third, we assume that the concentrations of molecules A and B are controllable in time by an external operator.

At time $t = 0$, the reaction chamber is empty. The total amount of molecule MZ synthesized by reaction 1 from $t = 0$ to $t = T$ is

$$\sum_{MZ}[0, T] \equiv \int_{0}^{T} dt k_{Z}c_{Z}(t)c_{M}(t). \quad (4)$$

Let $d$ be the number of connections between different types of molecular subunits. For example, $d = 2$ for $XABBA$ and $d = 5$ for $XAABABBAB$.

The first main result of this Letter is that the synthesis of a constant amount of the molecular chain takes exponentially long time with respect to the molecular length $n$ unless $d = O(\log n)$, no matter how the concentrations of material molecules are manipulated. Specifically, we can prove that the time $T$ required to synthesize a certain amount $\sum_{M}[0, T]$ of molecular chain $M$ satisfies

$$T > \frac{\sum_{M}[0, T]}{J_{X}} \times 2^{d/3} \quad (5)$$

for any synthesis protocol $[c_{A}(t), c_{B}(t)]_{0 \leq t \leq T}$.

**Destruction process.** Here, we consider processes that fragment the molecular chain into monomers X, A, and B by sequential detachment of $Z \in \{A, B\}$ as displayed in Fig. 1. The possible reactions are desorption of material molecule $Z$ from molecular chain $MZ$,

$$MZ \xrightarrow{k_{Z}} M + Z. \quad (6)$$

Similar to synthesis process, we assume that the rate constant $k_{Z}$ depends only on $Z$ and that the reverse reaction...
(recombination) does not occur. The rate equations are then
\[
\frac{d}{dt}c_{MZ}(t) = -k_Z'c_{MZ}(t) + k_A'c_{MA}(t) + k_B'c_{MB}(t),
\]
(7)
\[
\frac{d}{dt}c_X(t) = -\tau^{-1}_Xc_X(t) + k_A'c_{XA}(t) + k_B'c_{XB}(t),
\]
(8)
where \(\tau^{-1}_X\) is the recovery rate constant of \(X\) from the reaction vessel to the particle bath (see Fig. 2(b) for an illustration). The concentration of the molecular chain to be decomposed \(c_M\) is assumed to be constant.

At \(t = 0\), the reaction chamber is empty. The total amount of molecular chains completely disassembled from \(t = 0\) to \(t = T\) is equal to the total amount of reactant nuclei \(X\) recovered in the particle reservoir:
\[
\Sigma_x'[0,T] \equiv \int_0^T dt\,\tau^{-1}_Xc_X(t).
\]
(9)

We can then show that a linear time with respect to the molecular length \(n\) is sufficient to decompose a constant amount \(\Sigma_x[0,T]\) of the molecular chain. That is,
\[
T < \frac{2\tau\Sigma_x[0,T]}{c_M},
\]
(10)
where \(\tau\) is the average molecular detachment time.

Outline of the derivation.— First, we outline the outline of the proof that the synthesis reaction takes an exponentially long time with respect to the length of the molecular chain. We focus on the processes where different types of molecules are connected. Given a specific synthesis protocol \([c_A(t),c_B(t)]_{0\le t\le T}\), we can express \(c_{MAB}(t)\) as a function of \(c_M(t)\) for any \(Z \in \{A,B\}\) and show that \(\Sigma_{MAB}[0,T] < \Sigma_{MZ}[0,T] \times 1/2\) for any \(Z,Z' \in \{A,B\}\). Because this relation applies to each connection [23] between \(A\) and \(B\) in the molecular chain, the upper limit to the amount synthesized becomes exponentially smaller for larger values of \(d\) and the corresponding time required to synthesize a fixed amount of the molecular chain becomes exponentially longer [20].

Next, we outline the proof that the decomposition time is shorter than a linear function of the molecular chain length. Although it is possible to directly solve Eqs. (7) and (8), we instead consider the probability that the molecular chain \(M\) is completely degraded within time \(t\). Using Markov’s inequality, we find that \(c_X(t)\) has a lower bound, which leads to Eq. (10) [20].

Mechanism behind the hard synthesis and easy destruction.— The asymmetry exhibited by our model can be understood from its reaction network structure, which is a Cayley graph of depth \(n\) (See Fig. 3). Because of byproduct formation, the proportion of molecules that can reach the desired vertex (\(XABA\) in this case) becomes exponentially smaller than initial amount. As a result, the synthesis rate is markedly reduced. In contrast, during chain decomposition, no byproducts are produced and the reaction proceeds along a single path. Thus, decomposition only requires a time that is linear with respect to the chain length.

Although we have focused on a specific example, the scheme shown in Fig. 3 — an exponentially branched maze with only one exit — may capture a universal aspect that can be applied to more complex and general asymmetries of operational difficulty.

Concluding remarks.— We have described a simple model of the synthesis and decomposition of molecular chains composed of two types of molecular subunits. Equations (4) and (10) highlight the distinct asymmetry between assembly and destruction. The time required to assemble a complex molecular chain is an exponential function of the chain length regardless of how the concentrations of the reactants are manipulated, while the corresponding function for chain destruction is linear. The result in this Letter is located at the starting point for the study of a general question about the hardness of operations. We thus expect that the exact form of the bound given in this Letter would be useful for seeking a general principle.

In closing, we present five future challenges. First, this
study ignored the reverse reaction for simplicity, but we expect from the following naive discussion that explicitly considering the reverse reaction would not affect the results. In the present model, molecular chain $M\AA A$ is inevitably generated as a byproduct of $M\AB$ creation and is the cause of the slow synthesis. If we included the reverse reaction (detachment of $A$), we would reduce the amount of byproducts but also reduce the amount of the desired product, $M\AB$. Therefore, we would not accelerate the rate of molecular synthesis. The analysis of the model with a reverse reaction is left as a future task.

A second problem is related to stochastic thermodynamics, where an upper bound of the current in nonequilibrium steady-state or a lower bound of the operation time to convert a probability distribution to another one is intensively studied as thermodynamic uncertain relation \[27, 28\] and thermodynamic speed limit \[29, 30\]. Although the settings are different in these relations and the results presented in this Letter, they share the same motivation of searching for a limit that cannot be exceeded regardless of the operational protocol. Thus, it is natural for future research to explore the relationship among them by extending the present results to stochastic systems.

A third problem is related to entropy and complexity theory \[31\]. One may expect that our result is obtained from a fact that the thermodynamic entropy of a molecular chain is lower than that of disconnected monomer units. While it is impossible to make a lower entropy state from a higher one in thermally isolated systems, the system we study operates out of equilibrium. Thus, the thermodynamic entropy is not directly related to the asymmetry of operational hardness. Moreover, recalling that the time required to synthesize $X\AAAA\cdots$ is linear in the length $n$, we find that the essence of the problem is to characterize complex sequences of $A$ and $B$ by some generalized entropy-like quantity (or “complexity”). For example, one may conjecture that a smaller data compression ratio of the alignment of molecular chains corresponds to a longer time to synthesize it, where the data compression rate is closely related to the Shannon entropy \[32, 33\]. However, this conjecture is not correct, because Eq. \[16\] provides the most stringent restriction on $X\AB\AB\AB\cdots$ for fixed $n$, while the data compression ratio is large. We rather speculate that the concept of “logical depth” proposed by Bennett \[34\] provides a better representation of the complexity in the present case. It is an important future task to clarify the “complexity” in our system and how it is extended to more general systems.

A fourth problem is related to feedback control. Information thermodynamics \[35, 36\], which extends thermodynamics to include the effects of measurement and feedback control by using information-theoretic quantities, was formulated in the last decade. The system discussed in this Letter is described by deterministic rate equations and therefore does not include the concept of feedback. However, in small fluctuating systems, error correction by feedback mechanisms is expected to be important to generate complex objects \[38, 39\]. Extending our results to stochastic systems where feedback effects become significant is an important research direction to discuss structure formation at small scales.

Finally, we remark that the synthesis of one-dimensional molecular chains has been experimentally studied \[40, 41\]. Since the base of the exponential function in Eq. \[5\], $2^{1/3}$, is a model-specific parameter, its experimental determination may yield information about the underlying chemical reactions. Formulating a general relationship between chemical reaction networks and operational hardness represents the most significant future challenge.
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SUPPLEMENTAL MATERIAL: DETAILED DERIVATION

Derivation of Eq. (5)

To derive Eq. (5), we first consider the sequential addition of molecules A, B, and Z* to the chain MZ to synthesize MZABZ* (Z, Z* ∈ {A, B}). The rate equations are

\[
\begin{align*}
\frac{d}{dt}c_{MZ}(t) &= -w(t)c_{MZ}(t) + w_Z(t)c_M(t), \\
\frac{d}{dt}c_{MZA}(t) &= -w(t)c_{MZA}(t) + w_A(t)c_{MZ}(t), \\
\frac{d}{dt}c_{MZAB}(t) &= -w(t)c_{MZAB}(t) + w_B(t)c_{MZA}(t),
\end{align*}
\]  
\tag{S.1}

where \(w_Z(t) \equiv k_Zc_Z(t)\) and \(w(t) \equiv w_A(t) + w_B(t)\). Solving the differential equations (S.1) under the initial condition \(c_{MZ}(0) = c_{MZA}(0) = c_{MZAB}(0) = 0\), we obtain

\[
c_{MZAB}(t) = \int_0^t dt_3 w_B(t_3) \int_0^{t_3} dt_2 w_A(t_2) \int_0^{t_2} dt_1 w_Z(t_1)c_M(t_1) \exp\left( -\int_{t_1}^t dt \right).
\]  
\tag{S.2}

From Eq. (4), we have

\[
\Sigma_{MZABZ*}[0,T] = \int_0^T dt w_{Z*}(t)c_{MZAB}(t).
\]  
\tag{S.3}

We then substitute Eq. (S.2) into Eq. (S.3) and transform the integration variables as

\[
\begin{align*}
s_1 &= t_1, \\
s_2 &= t_2 - t_1, \\
s_3 &= t_3 - t_1, \\
s_4 &= t - t_1,
\end{align*}
\]  
\tag{S.4}

where the domain of integration is \(D_s = \{(s_1, s_2, s_3, s_4) | 0 \leq s_1 \leq T, 0 \leq s_2 \leq s_3 \leq s_4 \leq T - s_1\}\). Because the corresponding Jacobian is unity, we have

\[
\Sigma_{MZABZ*}[0,T] = \int_0^T ds_1 w_Z(s_1)c_M(s_1) \int_0^{T-s_1} ds_4 w_Z(s_1 + s_4)e^{-W(s_4;s_1)} \int_0^{s_4} ds_3 w_B(s_1 + s_3) \int_0^{s_3} ds_2 w_A(s_1 + s_2).
\]  
\tag{S.5}

where \(W(s_4;s_1) \equiv \int_0^{s_4} du w(s_1 + u)\). Using \(w_A(s_1 + s_2) \geq 0\) and \(s_3 \leq s_4\), we evaluate the underlined part of Eq. (S.5) as

\[
\int_0^{s_4} ds_3 w_B(s_1 + s_3) \int_0^{s_3} ds_2 w_A(s_1 + s_2) \leq \int_0^{s_4} ds_3 w_B(s_1 + s_3) \int_0^{s_4} ds_2 w_A(s_1 + s_2).
\]  
\tag{S.6}

Here, by applying the inequality of arithmetic and geometric means, we find that the right-hand side is less than

\[
\frac{1}{4} \left( \int_0^{s_4} ds_3 w_B(s_1 + s_3) + \int_0^{s_4} ds_2 w_A(s_1 + s_2) \right)^2,
\]  
\tag{S.7}

which is written as

\[
\frac{1}{4} W(s_4;s_1)^2.
\]  
\tag{S.8}

Substituting Eqs. (S.6), (S.7), and (S.8) into Eq. (S.5) and using \(w \geq w_{Z*}\), we obtain

\[
\Sigma_{MZABZ*}[0,T] \leq \frac{1}{4} \int_0^T ds_1 w_Z(s_1)c_M(s_1) \int_0^{T-s_1} ds_4 w(s_1 + s_4)W(s_4;s_1)^2 e^{-W(s_4;s_1)}.
\]  
\tag{S.9}
FIG. S.1. Schematic diagram of the proof of the synthesis process. When $A, B$ and $Z^*(Z^* \in \{A, B\})$ are sequentially connected to the molecular chain $MZ$, no matter how $w_A(t)$ and $w_B(t)$ are manipulated, $\sum_{MZABZ^*}[0, T]$ cannot exceed the half of $\sum_{MZ}[0, T]$. Note that at most three connections between $A$ and $B$ are consumed in order to perform this evaluation once. Indeed, the number of connections in $MB$ is three less than that in $MBABA$ (corresponding to the case where $Z = B, Z^* = A$). Therefore, if the number of connections between $A$ and $B$ in the target chain is $d$, then this inequality (or swapping version of $A$ and $B$) can be used at least $d/3$ times, and the maximum synthesis amount decreases exponentially by $2^{-d/3}$.

FIG. S.2. Example of iterative application of Eq. (S.12) or Eq. (S.13). In this example, either Eq. (S.12) or Eq. (S.13) is iteratively applied to the molecular chain $XAABABAA$. In the first step, by applying Eq. (S.13) with $MZ = XAAB$ and $Z^* = A$, we find that $\sum_{XAABABAA}[0, T] < \sum_{XAABA}[0, T] \times 1/2$. Next, by applying Eq. (S.12) with $MZ = XA$ and $Z^* = A$, we find that $\sum_{XAABA}[0, T] < \sum_{XA}[0, T] \times 1/2$. In this example, $n = 7, d = 4$, and one of Eqs. (S.12) and (S.13) is applied twice, which is larger than $d/3 = 1.333...$ times.

From the definition of $W(s_4; s_1)$, $ds_4w(s_1 + s_4)$ is equal to $dW(s_4; s_1)$. We then obtain

$$\sum_{MZABZ^*}[0, T] \leq \frac{1}{4} \int_0^T ds_4 w_Z(s_1)c_M(s_1) \int_0^{W(T-s_1; s_1)} dW W^2e^{-W}. \quad (S.10)$$

Because $W^2e^{-W} \geq 0$ and $0 \leq W(T - s_1; s_1) < \infty$, the last part of Eq. (S.10) is evaluated as

$$\int_0^{W(T-s_1; s_1)} dW W^2e^{-W} < \int_0^{\infty} dW W^2e^{-W} = 2. \quad (S.11)$$

By combining Eq. (S.10) and Eq. (S.11), we obtain

$$\sum_{MZABZ^*}[0, T] < \frac{1}{2} \sum_{MZ}[0, T]. \quad (S.12)$$

Because this model is symmetric with respect to the interchange of molecules $A$ and $B$, we also obtain

$$\sum_{MZBAZ^*}[0, T] < \frac{1}{2} \sum_{MZ}[0, T]. \quad (S.13)$$

Now, suppose that the molecular chain $M$ contains $d$ times of connections between $A$ and $B$, we attempt to apply Eq. (S.12) and Eq. (S.13) iteratively. For example, in Fig. (S.2), we show how the inequalities work for a sequence. As seen in the example, Eq. (S.12) or Eq. (S.13) can be used at least $d/3$ times.

We thus obtain

$$\sum_{M}[0, T] < 2^{-d/3} \times \sum_{XZ}[0, T], \quad (S.14)$$
where $Z_1$ is the molecular subunit connected to the reaction nucleus $X$ ($Z_1 \in \{A, B\}$).

Finally, we evaluate $\sum_{XZ_1[0,T]}$. Eq. (S.15) is written as

$$\frac{d}{dt}c_X(t) = -w(t)c_X(t) + J_X.$$  (S.15)

From Eq. (S.15), we have

$$\sum_{XZ_1[0,T]} = \int_0^T dt w_{Z_1}(t)c_X(t).$$  (S.16)

By using $w_{Z_1} \leq w$, the right-hand side of Eq. (S.16) is less than

$$\int_0^T dt w(t)c_X(t).$$  (S.17)

By integrating Eq. (S.15) from $t=0$ to $t=T$, we obtain

$$\int_0^T dt w(t)c_X(t) = \int_0^T dt \left( J_X - \frac{d}{dt}c_X(t) \right)$$
$$= J_XT - c_X(T) + c_X(0).$$  (S.18)

Because $c_X(0) = 0$ and $c_X(T) \geq 0$, the last line is less than

$$J_XT.$$  (S.19)

From Eqs. (S.10), (S.17), (S.18), and (S.19), we obtain

$$\sum_{XZ_1[0,T]} \leq J_XT.$$  (S.20)

Combining Eq. (S.13) and Eq. (S.20), we obtain

$$\sum_M[0,T] < 2^{-d/3} \times J_XT,$$  (S.21)

which is equivalent to Eq. (5).

**Derivation of Eq. (10)**

Next, we derive Eq. (10). Let $p_n(t)$ be the probability distribution of the time it takes for a molecular chain $M = XZ_1Z_2\cdots Z_n$ of length $n$ to be completely degraded. Then

$$c_X(t) = \int_0^t dt' c_M p_n(t-t')$$
$$= c_M \int_0^t dt' p_n(t')$$
$$= c_M P_n(t),$$  (S.22)

where $P_n(t)$ is the cumulative distribution function of $p_n(t)$. Using Markov’s inequality, we evaluate $P_n(t)$ as

$$P_n(t) > 1 - \frac{\langle t \rangle_{p_n}}{t}$$
$$= 1 - \frac{1}{t} \sum_{i=1}^n \frac{1}{k_{Z_i}}$$
$$= 1 - \frac{\tau_n}{t},$$  (S.23)
FIG. S.3. Schematic illustration of Eq. (S.25). The area of painted in light blue $\int_0^T dt \ c_X(t)$ is larger than the area of the shaded rectangle $c_X(t')(T-t')$.

where

$$\tau \equiv \frac{1}{n} \sum_{i=1}^{n} \frac{1}{k_{Z_i}'} \quad (S.24)$$

is the average molecular detachment time.

Because $c_X(t)$ is a monotonically increasing function of $t$, we can evaluate $\int_0^T dt \ c_X(t)$ as shown in FIG. S.3 to obtain

$$\Sigma_X'[0,T] = \int_0^T dt \ \tau_X^{-1} c_X(t)$$

$$> \tau_X^{-1} c_X(t')(T-t') \quad (S.25)$$

$$> \tau_X^{-1} c_M \left(1 - \frac{\tau_n}{t'}\right)(T-t')$$

for $0 < t' < T$. Setting $t' = 2\tau_n$, we obtain Eq. (10).