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ABSTRACT A middleware software can be seen as an abstraction layer between hardware and user applications, that facilitates the development and deployment of services in various scenarios, such as those found in Home Energy Management Systems (HEMS). There are several middleware proposals for HEMS, with most of them taking the cloud computing approach. This approach is unconcerned about computing resources but raises a dependency on external connections. This paper presents a middleware for energy management systems, based on the concept of edge computing for smart homes. The paper presents a reference model for the proposed architecture, considering specific requirements for this type of application. The proposed architecture employs the concept of microservices for data access and system configuration. The proposed middleware is designed to work with embedded systems under computational constraints, such as processing capability and storage, to reduce costs and allow its application closer to the user. The middleware is open and customizable to meet the developer’s needs. The proposed solution was implemented and tested in a university laboratory, as well as at the Eldorado Research Institute to confirm the effectiveness of the middleware. The proposal stands out from others found in the literature as it can be implemented using low cost hardware. In addition to using microservices concepts, the proposed middleware is a valuable option for applications that need an edge computing approach. A performance analysis was carried out, using low cost hardware with limited resources. The results show that the proposal can handle a significant number of devices, offering low latency and low error rate, and consuming few processing resources and memory.

INDEX TERMS Home energy management systems, middleware, Internet of Things.

I. INTRODUCTION One of the challenges that the society faces nowadays is to meet the growing demand for electrical energy using sustainable and environment-friendly solutions. One way to address this issue is based on using energy management systems.
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latency, continuity of operation in case of Internet connection interruption, and reliable security requirements. There are several IoT middleware proposed in the literature that, in principle, could be employed in HEMS solutions. However, the requirements of HEMS solutions are more stringent. This situation has motivated the proposition of a novel middleware architecture focused on HEMS applications.

HEMS applications can be considered within the IoT context, which involve several areas of knowledge, such as computing, communications, energy, data analysis, and microelectronics [1]. The variety of products and manufacturers of IoT devices, the lack of standardization, and the multidisciplinary nature are key characteristics of any IoT deployment. This heterogeneous and dynamic environment complicates the development of solutions (such as HEMS), leading to a dependency on platforms that provide interoperability of systems, devices, people, and data [1].

In this context, middleware platforms emerge, which operate as a link connecting distinct layers. The middleware works as an intermediary abstraction layer between the devices (such as smart outlets, sensors and controllers, in the case of HEMS) and the user applications. Thus, the middleware facilitates data acquisition and processing by providing high-level APIs that abstract the complexity of the implementation.

A scenario also related to the IoT and HEMS contexts is the emergence of low cost hardware platforms [2], opening up new possibilities for application. These low cost hardware platforms make it possible, for instance, to deploy a large-scale HEMS system in a city, serving thousands of customers with affordable hardware and acceptable performance. However, this lower cost is typically associated to low computational power (i.e., processing, storage and communication), requiring special attention when designing reliable communication, storage and data processing.

A trend observed in the literature and in the market of IoT is to move some of the services offered by IoT solutions closer to the end-user, using an edge computing approach [3], [4] [5]. In the context of HEMS, this trend means a middleware platform operating closer to the user and addressing the requirements of a HEMS application. Figure 1 depicts this scenario, with the middleware implemented in the edge.

There are several middleware platforms for IoT available nowadays. In general, these platforms were not developed for low computational power hardware, preventing them to be used in an edge computing approach.

Typically, middleware platforms work under the concept of cloud computing, providing scalability, high processing capability, and nearly unlimited data storage capability [3]. However, the middleware can also work under the fog computing paradigm, acting as a gateway, gathering data from multiple users and pre-processing them before sending them to the cloud [6]. The cloud and fog computing approaches are characterized by the availability of large computing resources, including processing and storage. However, these approaches add delays to the communication with end-devices [3], potentially affecting the end-user experience and increases the cost.

A software development approach that has received a great deal attention in the last few year is the microservices approach, which consists of small, independent services communicating via well-defined APIs [7]. The use of microservices to expose the middleware functionalities provides scalability and accelerates the development of the middleware, enabling innovation and reducing the time to introduce innovative solutions.

This work presents a middleware platform for a home energy management system, based on microservices and designed to run on low-cost, low computational power hardware, following the edge computing approach. These characteristics distinguish this work from others found in the literature, where middleware platforms work predominantly under the cloud computing approach and use development architectures based on conventional Web services. The proposal presented here was developed for limited capacity, low-cost hardware, and, for that reason, considers the consumption of computational resources.

The main contributions of this work are:

- We present a literature survey of middleware for IoT, focusing on the hardware requirements and architecture.
- We propose a middleware architecture for HEMS following the edge computing approach, providing the main HEMS functions closer to the user. This approach removes the requirement for external connections (from internet or network operators) and decreases the response time for the end-user. The proposed middleware was designed to run on low-cost hardware, and was implemented using the Microservices architecture as a method of access to data and middleware configuration.
- We present implementation details and performance analysis results of the proposed middleware.
- It is an open middleware, which the APIs are available at Github project (RT-DSP/SHArM), alongside its complete documentation.
The proposed middleware is part of an energy management system being developed in the research project “Open Middleware and Energy Management System for the House of the Future.” This project is carried out via a partnership involving the University of Campinas, the Instituto de Pesquisas Eldorado, and the Brazilian energy provider Companhia Paranaense de Energia (COPEL).

The remainder of the paper is structured as follows: Section II presents a literature review on middleware architectures for IoT; Section III introduces the proposed middleware architecture; Section IV shows the middleware implementation; Section V presents the results and Section VI presents the conclusions of the work.

II. MIDDLEWARE IoT - REVIEW AND APPROACHES

In the IoT context, the middleware resides between the applications and the subjacent infrastructure (communication, processing, storage, etc.), offering a standardized method of accessing data and services via a high-level interface. The middleware provides an abstraction for developers, concealing complexities of adjacent hardware components, network protocols, characteristics of operating systems, among other implementation details [8].

Several HEMS architectures have been proposed in the literature, such as those presented in [9], [10], [11], [12], [13], and [14]. All these works present architectures and systems for HEMS, but only the work in [11] mentions the use of a middleware.

The work in [15] presents a comparison among 20 open systems for Smart Homes. However, none of these solutions uses a middleware to facilitate the development and implementation of new features, thus increasing flexibility, interoperability and system scalability.

There are few works in the literature about middleware for HEMS and Smart Homes, even though middleware is an important component in these systems, as it can be used to deal with interoperability, flexibility and scalability issues of these systems.

The literature shows that some energy management applications use a middleware platform [16], [17], [18], [19], [20]. These works seek to meet the requirements of HEMS applications. In general, the middleware platform is based on cloud or fog computing, where processing and control functions are performed in the cloud or in an intermediate environment, in-between the cloud and the edge.

As HEMS systems and Smart Homes can be seen as IoT applications, IoT middlewares could be used in these applications. Several middleware platforms are available for IoT in the literature. A survey of these platforms is presented in [21], which shows that most proposals are based on the concept of Platform as a Service (PaaS). This concept relies on cloud development with almost unlimited computational resources, making a middleware platform developed under this concept appropriate to be used in applications with different requirements in terms of computational capabilities [22].

The main requirements of IoT middleware are [21], [27]:

- Scalability: The middleware must be scalable to allow allocation and release of computational resources as needed, keeping the system in operation at a consistent and adequate level of performance;
- Real-time: Due to the nature of HEMS operations, which involve collecting and processing energy consumption information, the delay when sending and processing data must be kept low;
- Interoperability: The interoperability among the various components of an IoT application (devices, applications, services, etc.) is a key requirement for an IoT middleware platform;
- Security and privacy: Any middleware block containing personal or sensitive information must preserve user privacy;
- Data management: In addition to its ability to process large volume of data, the IoT-oriented middleware platform needs to provide data management, including data store, verification, and processing;
- Context Awareness: The middleware must understand, analyze, and react according to context changes, both past and present, in an attempt to infer potential future actions.

An emerging trend in the IoT middleware context is to move data processing and device control closer to the end-user. This approach reduces latency and the dependency on external communications, maintaining the system functional even in the case of interruptions of Internet access. Moreover, this approach allows an additional security layer to be implemented between the edge and the cloud, leading to an overall performance improvement of the services offered [3], [5] [4].

In order to guarantee a massive deployment of energy management systems, the end-user devices must be low cost, which means devices with low computational capability. Therefore, providing services with good performance in energy management systems may be a challenging task. In this case, offering these services through a middleware using the edge computing approach may be a good solution [18].

The edge computing approach requires special attention to hardware requirements. In the works mentioned here, this problem is not addressed, since the processing and control take place in the cloud or fog, in which computational constraints is typically not an issue.

In [23], several IoT middleware platforms were compared, using qualitative and quantitative metrics. All of the analyzed platforms use the PaaS approach, and hardware requirements are not discussed. Furthermore, the tests were carried out using high computational power hardware.

However, hardware requirements of middleware in the IoT context can be a concern [28], [29], [30]. For instance, Perera et al. emphasized the importance of designing middleware solutions for low computing power devices to achieve the IoT vision. This indicates the importance of approaches
that address hardware requirements, as the one proposed in this work.

As far as the middleware development architecture is concerned, the literature review shows a predominance of the REST architecture. For instance, in [23] several solutions are discussed, and all of them use REST.

In [3] the authors discuss the use of microservices as development architecture. In fact, the use of microservices in the middleware context is a promising approach since it standardizes access to the middleware functionalities and allows any entity operating with the HTTP standard to interact with it, improving the interoperability degree of the middleware platform. The microservices are independent from each other, providing scalability and resilience to the middleware.

Table 1 lists several middleware approaches found in the literature, summarizing their hardware configurations and development architectures. This table also presents the hardware specification of our proposed solution, showing that it requires a simpler hardware. Furthermore, our approach uses microservices as a development architecture, providing more flexibility and ease of implementation of new features and modules.

It is worth mentioning that several other middleware approaches found in the literature are based on cloud and fog computing, in which the computational capability is almost unlimited. Other studies are conceptual, lacking proof of concept or practical testing.

### III. MIDDLEWARE ARCHITECTURE

Several middleware solutions are already available in the literature and are widely employed in many designs. Most of these solutions were developed for platforms with almost no restrictions regarding hardware computational capability. The HEMS being developed in the project “Open Middleware and Energy Management System for the House of the Future”, on the other hand, is expected to be implemented at low computation capability (and, therefore, low cost) hardware. This scenario led us to develop a new middleware architecture suitable for low-cost hardware.

The proposed middleware was designed to operate within the home/commerce of the end-user’s premises, running on the edge portion of the HEMS solution. The advantage of the edge approach is to bring processing and control tasks of devices closer to the end-user. Only the most complex processing tasks that require higher computing capability are performed in the cloud.

In the scenario envisioned in the project, smart outlets collect appliances’ electrical consumption data and actuators may control the operation of appliances, solar inverter and charger, among other devices, allowing an efficient home energy management. The middleware is responsible for gathering and storing data, processing data, and controlling the attached devices. In addition, the middleware sends data to remote repositories located in the cloud, where the most complex processing tasks involving big data and machine learning techniques are performed. The data generated through these more complex processes are accessible to the end-user through client applications and websites.

Moving some of the middleware operations to the edge reduces the delays observed by the end-user when accessing services for device control, consulting, and information registration. This approach also reduces the need for Internet access to monitor the appliances, since there is a local connection between the client application and the middleware.

The proposed middleware architecture considered the following aspects of the HEMS project:

- **Cost**: The solution must use open-source tools and open languages and be free from expensive intellectual property controls;
- **Low computational available capacity**: The solution is expected to operate in simple hardware, aiming to provide low-cost systems running on the edge portion of the system;
- **Software requirements**: The middleware must address the requirements of the remaining components of the overall system, such as cloud software and applications;
- **Standardized access**: All services offered by the middleware must be accessible through REST APIs, employing the concept of microservices.

The middleware offers all required services for its configuration, including parameter and interface adjustments and updates. The information is accessible through applications and administration systems designed for the electric energy provider personnel.

The proposed middleware architecture is based on the reference model shown in Figure 2. As depicted in the figure, the middleware operates by connecting two ends: the “HEMS Devices”, i.e., smart sockets and local access devices, and the “Applications”, i.e., software programs in the cloud and remote applications.

The middleware contains a core, which consists of the basic modules needed to implement the primary functions.

### Table 1. Comparison of the proposed middleware and approaches available in the literature.

| Ref. | Hardware | Microservices | HEMS Focused |
|------|----------|---------------|--------------|
| [3]  | Raspberry 3 - ARM Cortex-A53 Quad Core 1.2 GHz CPU 1 GB RAM | Yes | Yes |
| [11] | High Performance Servers (Not Specified) | No | Yes |
| [23] | Intel Xeon E5-1620 v3 Quad Core 3.5GHz 32GB RAM | No | No |
| [24] | Raspberry Pi 3 - 1.2 GHz ARM Single Core 1 GB RAM | No | No |
| [25] | AMD Athlon (tm) 64-X2 Dual Core 2.21GHz 1GB RAM | No | No |
| [26] | Raspberry 3 - ARM Cortex-A53 Quad Core 1.2 GHz CPU 1 GB RAM | No | No |
for its operation. The modules are independent processes, performing specific and well-defined tasks.

Every function offered by these basic modules is accessible through microservices using REST APIs. Each microservice has specific and objective functions providing complete control and configuration of the middleware.

In the following, the components of the proposed architecture are described:

- Microservices: A feature of the proposed middleware is the use of microservices via a local server to interact with other components. The use of REST APIs standardizes the usage of the middleware. Any entity using HTTP can communicate with the middleware, either by using data or changing behavior. The microservices paradigm is attractive for the IoT context since it provides resilience, scalability, and deployment agility. Furthermore, the use of microservices architecture simplifies the middleware development due to the independence among the microservices, allowing developers to create new services regardless of the existing ones. The microservices independence improves middleware’s resiliency and performance, reducing concurrent and parallel accesses with independent databases. Another factor is the ability for services to continue to operate normally in case a service failure.

- Communication Management - Application: Once the data are collected and handled, it must be sent to a remote repository, processed, and displayed to the end-user. Services are performed in the cloud, such as load disaggregation, discussed in Section IV-B, and detection of abnormal behavior of appliances. Several tools and protocols are available for sending local data to remote repositories. Many of these options are available in this module. It is possible to send local data via Message Queuing Telemetry Transport (MQTT) protocol, which is widely employed in the IoT scenario. Additionally, it is possible to employ HTTP using the Constrained Application Protocol (CoAP). There are also proprietary solutions, such as Microsoft (Azure), AWS, Google, and others. These options are feasible to adopt once the proposed middleware is open and flexible.

- Control and Application Management: The middleware must provide an environment for user interaction with connected devices in the local network, based on simple programming routines, either specified by the user or available from equipment manufacturers. This module includes services for device control, such as ON/OFF control, dimmer, and energy controllers. It is also possible to implement intelligent applications, such as load disaggregation, fault detection, and temperature control. In summary, the middleware allows the development of various applications for HEMS and smart home environment.

- Data Management: This module processes incoming data from HEMS devices. Functions such as storage and filtering belong to this component. The focus of this module is local data storage. Several appliances can generate data in HEMS scenario, requiring a reliable storage system. The size of the database must be appropriately managed to avoid performance degradation of the middleware. Large databases working on hardware with low performance leads to delays and failures in queries and recordings. To address this issue, the local database was designed as a circular queue, where replacing older data with newer data. The size of the circular queue is configurable. The local database stores the information for a short period of time, as all data are sent to remote repositories to be consolidated and processed using advanced techniques. Several database types are supported, such as SQL, NoSQL, time-series, and others.

- Security: This component addresses the security issues found in all middleware components. However, there is no single security technique that covers all components, and a set of techniques was employed: (i) at the communication layer among HEMS devices, used to send data to the client applications, security is provided by the communication protocols employed, such as Wi-SUN, Wi-Fi, and Zigbee, which already have their own security layers; (ii) at the operating system level, security is based on access control, encryption, and hash algorithms for reliable and confidential data storage; (iii) application protocols used to send local data to remote repositories, such as HTTP, MQTT, and CoAP, also have their own security mechanisms; (iv) finally, the microservices architecture encapsulates the functions, making the source code inaccessible to users.

- Communication Management - Devices: This component manages the communication between HEMS
controller and local devices. It contains multiple communication interfaces and is accessed and configured via microservices. There are several communication protocol options available nowadays. The choice of communication protocol is based on issues related to the communication network, such as the distance between nodes, transmission capacity, and the required link quality. The middleware should be flexible enough to support different protocols, such as Wi-SUN (HAN and FAN), Wi-Fi, Zigbee, and Bluetooth, which are standards commonly adopted. The Communication Management - Devices module allows the implementation of routines to support these standards. However, since it is an open middleware, other interfaces and modes of communication with appliances can be implemented.

IV. MIDDLEWARE IMPLEMENTATION

The proposed middleware was implemented using the following tools and technologies:

- Python Programming Language: Python is a widely used scripting language featuring easy portability over architectures and operating systems;
- SQLite Database: this is a relational database that is lightweight and robust, and widely employed in embedded systems;
- Django REST Framework: This is framework for developing microservices, employing the Python language;
- Hardware: NXP i.Mx6 hardware platform, equipped with a 396 MHz processor, 512MB RAM and 32 GB storage, running a customized Linux operating system, based on the Debian distribution for embedded systems.

As presented in Figure 2, the modules communicate among them indirectly through the databases of the system. Each module operates independently from the others, updating the databases.

The independence of the modules is crucial, as it provides flexibility and scalability to the middleware, allowing the addition of new modules without interfering the operation of other modules.

To achieve the independence of the modules in the core, the concept of multiprocessing was employed, wherein each module is treated as an independent process. Therefore, the main middleware file, named orchestrator (mdw-orq.py), is responsible for creating and managing these processes. The orchestrator initiates and manages the parallel execution of the middleware modules (see Figure 3).

Microservices perform a key role in the proposed middleware. They provide functions enabling the consumption of the generated data, in addition to saving and modifying information in the databases in an independent and scalable way. The APIs provide the capability of changing the behavior of the middleware in a standardized way via the REST architecture.

Figure 4 shows the diagram of the middleware main use case. This diagram presents the interactions of users/developer and the devices directly with the modules use cases. The user communicates with the middleware in the Microservices and the Manage Communications Application use cases. The devices uses the Microservices and the Manage Communications Device to communicate with the middleware. All modules are managed by the Middleware orchestrator use case, which makes all these modules operate in harmony with them and with the system.

Another important aspect related to middleware regards its distribution, management and configuration. In this context, container technology has been considered by several developers if the hardware resources allow it [31]. In an edge computing approach, there may be operational restrictions, such as the operating system and limited hardware, which do not favor the use of container due to additional complexities. The container technology was not used in this project due to computational restrictions of the employed hardware.

In the following sections, we describe some implementation aspects of the modules.

A. COMMUNICATION MANAGEMENT - DEVICES

The Device Communication Management Module contains functions for interface configuration and scheduling of data reading and storage.

The middleware communicates with devices (e.g., smart outlets and smart meters) according to a template defined for each appliance. Different templates are available for implementation, allowing communication via several protocols. In our work, the data are collected from the files generated...
by the smart outlets. The microservice allows the registration of the template, containing the required information to access the device data. The template is presented in JSON format, as depicted in Figure 5.

When a device adopts the CoAP protocol or supports the HTTP standard, an alternative way to collect data is based on the microservice named receive_data. In this case, the device sends the data via a POST or PUT request. This alternative solution provides interoperability between the middleware and the devices.

The functions of the module are:
- **Device_Template():** This function stores and captures the format of the information provided by the devices, besides the information from the device itself.
- **Time_Request():** It sets the time between data requests to the device.
- **Config_Interface():** It stores and captures information regarding the communication interfaces.
- **Receive_data():** It checks for incoming data from devices.
- **Store_data():** This function stores the received information in the database.

All functions are accessible via microservices. Therefore, using an mobile App or Web interface, an administrator is allowed to alter the middleware configuration.

### B. CONTROL AND APPLICATION MANAGEMENT

This module runs routines using the data stored in the database to perform specific functions or applications, whose results are stored in the database and are accessible via microservices.

An example of application that uses the data stored in the database is load disaggregation. This application uses artificial intelligence algorithms to determine the devices connected to outlets, using information of aggregate energy consumed by the house. More details on this application are found in [32].

### C. DATA MANAGEMENT

This module implements the management of the middleware databases. By default, there are four databases for these types of information: (i) raw data collected from the devices; (ii) information generated by processing the raw data; (iii) configuration data for middleware operation; and (iv) HEMS identification data.

These databases are accessed by all middleware modules, being connecting points among the modules. Therefore, the modules are responsible for the exchange of information among the module and are accessible via microservices.

The database responsible for storing the raw data collected from the devices is implemented using a circular buffer format to achieve an ordered expansion and avoid exceeding a pre-specified database size.

The microservices provide functions to handle the data, enabling data collection and changing middleware operation parameters, affording flexibility and standardized access.

### D. COMMUNICATION MANAGEMENT - APPLICATION

This module implements functions to send data to the cloud computing software, through an Internet connection. Presently, two options are available for transferring data: (i) sending to an IoTHub (a paid online repository supported by Microsoft); or (ii) sending to any MQTT Broker. Hence, the following functions are implemented:

- **Search_data():** This function is responsible for database queries for preparing the information to be sent to the cloud computing software.
- **Send_IotHub():** Responsible for sending the data to the IoT Hub.
- **Send_MQTT():** Responsible for sending the data to the MQTT Broker.
- **Resend_data():** This function is responsible for searching the data whose transmissions failed, and attempting to resend them.

The destination of data is predefined by default, although it is possible to modify it via the APIs. The data is periodically uploaded to the cloud computing software, with the upload period adjustable via the corresponding microservice.

### E. SECURITY MANAGEMENT

The middleware security is implemented through the security protocols provided by the solutions and protocols employed in communication, data storage, and cloud computing. The security strategy consists of:

- **Access Control:** Only registered users are allowed to access the APIs.
- **Data Sending Authentication:** All data are sent to the cloud computing software using authentication at the MQTT broker.
- **Microservices:** The microservice architecture inherently encapsulates the functions, not allowing direct access to any portion of the system.

### F. MICROSERVICES

Microservices offer the functions provided by the middleware based on the REST standard. Complete documentation on the APIs is available to users and developers. The use of REST standard allows any entity to interact with the middleware.

Each microservice performs specific functions and maintains a different database. The microservices are organized as follows:

- **App:** Responsible for the communication with cloud computing software and the client applications,
Devices: Responsible for the communication with the devices (outlets),
Configure: Responsible for the middleware configuration.

A brief description of each microservice is presented in the following paragraphs.

1) APP MICROSERVICE
This microservice is responsible for the communication with the client applications. It contains four entities: Device, Hems_sys, Zone, and outlet. The Device entity is the table responsible for registering devices and relies on three fields in Django: the device name, whether the device is active or not, and whether it is a generating or consuming device. The Hems_sys entity contains information of the user that must be stored, both in the cloud and in the middleware, providing easier access to it. Therefore, this entity includes the following fields:
- hems_reg_date: Date of HEMS registration,
- userName: User name,
- priceKWh: kWh price,
- hems_last_update: HEMS latest update,
- homeCity, homeStreet, home Neighbour, and homeComplement: Complete HEMS address.
The entities Zone and Outlet refer to the household area where the outlet is installed (living room, kitchen, etc.) and a set of information on the registered outlets, respectively. These set of information includes the outlet type (relay or dimmer), which appliance is connected to, allowing the identification of the outlet.

2) DEVICES MICROSERVICE
It is a microservice for communicating with the devices and contains two different entities: Data and Root Data. The Data entity addresses the information proceeding from the smart outlets. It includes the following fields:
- dev: device identification,
- voltage: Voltage reading by the outlet,
- current: Current reading of the outlet,
- active_power: Active power reading of the outlet,
- reactive_power: Reactive power of the outlet,
- power_factor: Power factor of the outlet,
- device_energy: Total power of the outlet,
- time: Timestamp of the measures.
The Data entity is accessible via a GET or POST request, allowing the devices to send the data using the CoAP standard or any other standard that supports HTTP requests. This feature provides interoperability with multiple existing devices.
The Root Data entity contains smart meter information such as time (date and time of the measurements) and power (the total kWh value). It is noteworthy that all APIs provide the collected information from the outlet organized in JSON format, allowing flexibility when manipulating the variables, via either the application or the cloud computing software.

3) CONFIGURE MICROSERVICE
It is used to configure the middleware and contains the following entities:
- Data request time: it is the interval within which measurements of the devices are requested;
- Send-to-cloud method: it configures the destination and the method to send the data to the cloud;
- Update: used to configure the repository where the periodic monitoring for middleware updates is performed;
- Time-to-cloud: it sets the time interval for sending information to the cloud.
- Username and password for MQTT broker: it sets the credentials for the use of MQTT broker.
- MQTT Address: it sets the address of the MQTT Broker.
Each microservice features specific functions and accesses a unique database. This characteristic of microservices ensures better resilience and performance of the middleware since the reading and writing processes occur independently, thus avoiding a large number of simultaneous accesses to a single database. Furthermore, new services can be added, without interfering other services already implemented.

V. RESULTS AND DISCUSSION
A. TEST SCENARIO
The proof-of-concept of the middleware was implemented and tested in laboratory and at the university campus, with real devices. Six smart outlets were used to connect an LCD TV, a tube TV, a radio, an air conditioner, and a microwave oven. Fig. 6 shows the smart outlet used, while Figure 7 shows some devices plugged into it.
The smart outlets employ the Wi-SUN HAN protocol to communicate with the controller board, which hosts the middleware. Fig. 8 displays the controller board. Measurements of voltage, current, power factor, active, reactive and apparent power are transmitted by the outlets to the controller every 5 seconds. The middleware uploads the collected
data every 1 minute to the cloud software via the MQTT protocol.

Figure 9 shows the communication topology used in the test scenario’s. The outlets communicate with the controller via WISUN-HAN. In the controller, the Middleware receives and processes the data, as shown in Figure 10. This information is made available to client applications (App and Cloud Software) via Microservices, using the REST standard and the MQTT protocol. Figure 11 shows the App displaying the data obtained from an outlet over a period.

The implemented version of the middleware requires 250 kB of disk space, excluding the databases. The total disk space required is around 111 MB, including the Python installation, the libraries required for operation, and the latest version (1.21) of NGINX web server.

The most relevant database in the tests was the one used to store the device measurements, as it receives a large amount of data and can affect the middleware performance. The default size of this database is adjusted to store data collected in a period of five days. Tests in the laboratory and in campus trials showed that 17 MB is enough for this period length. However, the database size can be configured...
TABLE 2. Results of Scenario 1.

| Time Between Requests (Devices) | Error (%) | Average Time (seconds) | Median (seconds) | Error (%) | Average Time (seconds) | Median (seconds) |
|---------------------------------|-----------|------------------------|-----------------|-----------|------------------------|-----------------|
| 10                              | 0         | 4.52                   | 4.66            | 0         | 4.25                   | 4.37            |
| 30                              | 0         | 9.78                   | 12.88           | 0         | 3.26                   | 3.61            |
| 50                              | 0         | 6.23                   | 6.54            | 0         | 5.77                   | 6.23            |
| 100                             | 0         | 22.64                  | 15.78           | 0         | 17.76                  | 13.12           |
| 250                             | 0         | 44.86                  | 33.93           | 0         | 43.06                  | 33.52           |
| 400                             | 4.80      | 65.30                  | 58.48           | 4.20      | 74.15                  | 85.50           |
| 600                             | 38.50     | 39.21                  | 47.94           | 36.20     | 48.85                  | 50.69           |

TABLE 3. Results of Scenario 2.

| Time Between Requests (Devices) | Error (%) | Average Time (seconds) | Median (seconds) | Error (%) | Average Time (seconds) | Median (seconds) |
|---------------------------------|-----------|------------------------|-----------------|-----------|------------------------|-----------------|
| 10                              | 0         | 3.07                   | 1.69            | 0         | 1.10                   | 1.69            |
| 30                              | 0         | 4.48                   | 4.64            | 0         | 4.09                   | 4.46            |
| 50                              | 0         | 10.56                  | 7.79            | 0         | 6.87                   | 7.46            |
| 100                             | 0         | 21.32                  | 15.71           | 0         | 17.16                  | 15.13           |
| 250                             | 0         | 50.11                  | 38.84           | 0         | 49.46                  | 39.18           |
| 400                             | 4.30      | 82.46                  | 93.02           | 4.20      | 86.71                  | 92.64           |
| 600                             | 36.20     | 54.56                  | 61.04           | 37.80     | 46.41                  | 58.70           |

via the microservice. A circular buffer was employed to delete older data after five days, keeping the size of the measurement database constant.

Hence, the total disk size of the middleware is approximately 130 MB. The disk footprint is an issue that requires attention for implementation on hardware platforms with limited storage space.

During the laboratory tests, control logs was generated to identify faults and interruptions in the system. In a test period of 30 days, emulating a real scenario, the middleware performed continuously with no faults.

B. MIDDLEWARE PERFORMANCE ANALYSIS

The middleware performance were tested using the approach presented in [26] and the JMeter framework [33].

No standard metrics exist to analyze the performance of a middleware, and therefore metrics are defined according to the application context [26]. In this work, the chosen metrics aim to examine whether the proposed middleware provides the services required for HEMS application, even when the computational resources of the hardware platform are limited. In this sense, the following metrics were chosen:

- CPU usage: The percentage of CPU usage by user software (including the middleware) and system software;
- RAM Memory Usage: Used memory and free memory;
- Error Rate: Percentage of failed service requests;
- Average Response Time: Time elapsed to respond to the requests addressed to the middleware.

The microservice Receive_data was used in the performance tests, as this microservice is responsible for receiving data from the devices via a POST operation.

Besides receiving the data, the microservice saves the information in the local database and subsequently sends a response code to the answered HTTP request. The size of each data package is 392 bytes.

Two different scenarios were tested:
- Scenario 1 (S1): The middleware operates following its basic structure, with no additional applications;
- Scenario 2 (S2): The middleware operates with load disaggregation as an additional application.

The objective is to evaluate and compare the middleware performances under a default configuration (S1) and when additional computational resources are required (S2). For both scenarios, different numbers of simultaneous requests (which is related to the number of outlets) and time intervals between requests were tested, as shown in Table 4.

The tests for the 0.5 second interval aimed to overload the target microservice and check the middleware performance in a stress scenario. On the other hand, the 5-second interval is considered to be a more realistic scenario. Ten rounds of tests were performed for different numbers of simultaneous requests: 10, 30, 50, 100, 250, 400, and 600.

The results of the tests for Scenarios 1 and 2 and metrics error rate and average and median time to respond all requests are presented in Tables 2 and 3. We can see that no error occurred up to 250 devices, for both time intervals.
We can then assert that the middleware can serve up to 250 devices in parallel with no errors. For 600 devices or more, the error rate considerably increases due to the overload of requests and the limited hardware and software resources.

The average response times presented in Tables 2 and 3 are the time to respond to the total number of requests tested, i.e., to serve 10, 30, 50, 100, 250, 400, and 600 requests. The operation requested by these requests is the most costly one, involving receiving the HTTP request, writing to the database, and sending the HTTP response code. Therefore, the response times presented in Tables 2 and 3 are suitable and fulfill the requirements of most applications.

An important conclusion from the tests was that both scenarios yielded remarkably similar results, demonstrating that the execution of an additional application on the middleware (e.g., load disaggregation in our case) did not affect performance.

Figure 12 shows the CPU and RAM consumption results for Scenarios 1 and 2. This figure also shows the consumption of the load disaggregation application. Figures 12(a) and (b) show that, as expected, the highest consumption occurred in Scenario 2 (when load disaggregation is considered), but the maximum consumption did not exceed 85% of the available CPU capacity. Moreover, no significant difference was observed between the results for 0.5s and 5s time intervals between requests. In scenario 1, consumption did not exceed 65% usage. The disaggregation script alone consumes approximately 40% of the CPU capacity in the worst case.

Graphs Fig. 12(c) and (d) depict the RAM consumption for both scenarios. In Scenario 2 the middleware consumes approximately 30% of the available memory, while in Scenario 1 this figure reduces to approximately 25% of the resources. The disaggregation script consumes

| Software | CPU | RAM | Hard Disk |
|----------|-----|-----|-----------|
| Linux-based OS | Arm Cortex | 512MB | 8 GB |
| Python 3.8 | single core | 396 MHz |
| Django 3.2.4 with DRF | Nginx with uwsgi | |

Figures 12(a) and (b) show the CPU usage for 0.5s and 5s time interval between requests, respectively. Figures 12(c) and (d) show the RAM usage for 0.5s and 5s time interval between requests, respectively.
approximately 5% of RAM. Notably, no significant difference is observed between the scenarios with 0.5 s and 5 s time intervals between requests.

These results show that the proposed middleware can respond to up to 250 simultaneous requests with no errors, with a reasonable response time, and consuming reasonable computational resources, regardless of employing limited hardware/software. Even in the stress test with 400 simultaneous requests, the error rate is under 5%. Therefore, the proposed middleware can provide reliable service for up to 400 devices in a real scenario.

Therefore, the specifications of the hardware and software components used in these tests (shown in Table 5) are the minimum requirements to guarantee a good performance of the proposed middleware.

The estimated cost of the hardware components shown in 5, using information from websites of major hardware distributors at low volumes, is under US$ 40. Hence, the proposed middleware is an affordable option for large-scale applications, providing all the features required for application in HEMS.

VI. CONCLUSION

This work introduced a middleware for a Home Energy Management System (HEMS). The architecture is based on established concepts in the literature and was developed considering specific requirements for a HEMS application, providing solid grounding and a good perspective for further usage.

The middleware was designed following the edge computing perspective, then providing services closer to the end-user. Besides, the proposed middleware aims at low-cost hardware platforms with computational constraints in terms of storage, processing, and communication.

The concept of microservices was employed to offer the middleware functionalities by using standard forms to access user and configuration data. Additionally, the independence of the services, intrinsic to the use of microservices, provides greater robustness, performance, and interoperability.

Field trials were performed to simulate real application scenarios as a proof of concept. The middleware proved to be functional and fulfilled the requirements, achieving good performance concerning the proposed tasks.

Furthermore, performance tests were carried out with the middleware that showed its capability to support a large number of devices and, therefore, its ability to be used in small, medium, and large applications. The minimum hardware and software requirements were determined to guide potential users and developers based on the performance tests. Moreover, the proposed middleware is open at a Github project (RT-DSP/SHArM), promoting the specifications for HEMS applications.

The middleware presented in this paper is set to be improved and tested in new scenarios and applications on field trials, continuing the research work. As it was developed for low cost hardware, using flexible architecture such as microservices, this middleware can be a valuable contribution for developers of IoT solutions, especially those related to rational use of resources.
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