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Abstract. Let $f$ be a function in the inhomogeneous analytic Besov space $(\mathcal{B}^1_{\infty,1}+\mathbb{R}^2)$. For a pair $(L, M)$ of not necessarily commuting maximal dissipative operators, we define the function $f(L, M)$ of $L$ and $M$ as a densely defined linear operator. We prove for $p \in [1, 2]$ that if $(L_1, M_1)$ and $(L_2, M_2)$ are pairs of not necessarily commuting maximal dissipative operators such that both differences $L_1 - L_2$ and $M_1 - M_2$ belong to the Schatten–von Neumann class $S_p$ than for an arbitrary function $f$ in $(\mathcal{B}^1_{\infty,1}+\mathbb{R}^2)$, the operator difference $f(L_1, M_1) - f(L_2, M_2)$ belongs to $S_p$ and the following Lipschitz type estimate holds:

$$\|f(L_1, M_1) - f(L_2, M_2)\|_{S_p} \leq \text{const} \|f\|_{\mathcal{B}^1_{\infty,1}} \max \{\|L_1 - L_2\|_{S_p}, \|M_1 - M_2\|_{S_p}\}.$$  

1. Introduction

In this paper we obtain Lipschitz type estimates for functions of pairs of not necessarily commuting maximal dissipative operators in the Schatten–von Neumann norm $S_p$ with $1 \leq p \leq 2$. Similar results for not necessarily commuting and not necessarily bounded self-adjoint operators were obtained in the paper [AP8]. The case of commuting dissipative operators was considered by the authors in [AP7].

Let $(L, M)$ be a pair of not necessarily commuting maximal dissipative operators. Let us define functions $f(L, M)$ of these operators in the case when the function $f$ on $\mathbb{R}^2$ belongs to the Haagerup tensor product $C_{A,\infty} \otimes_h C_{A,\infty}$, where

$$C_{A,\infty} \overset{\text{def}}{=} H^\infty(C_+) \cap C(\mathbb{R}).$$

Recall that the Haagerup tensor product $C_{A,\infty} \otimes_h C_{A,\infty}$ consists of functions $f$ of two variables that admit a representation in the form

$$f(x, y) = \sum_n \varphi_n(x)\psi_n(y), \quad (1.1)$$

where $\varphi_n \in C_{A,\infty}$, $\psi_n \in C_{A,\infty}$ and

$$\left(\sum_n |\varphi_n(x)|^2\right)^{1/2}_{L^\infty(\mathbb{R})} \left(\sum_n |\psi_n(x)|^2\right)^{1/2}_{L^\infty(\mathbb{R})} < \infty. \quad (1.2)$$
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The norm of \( f \) in \( C_{A,\infty} \otimes_h C_{A,\infty} \) is, by definition, the infimum of the left-hand side of (1.2) over all representations of \( f \) in the form (1.1).

Let \( f \in C_{A,\infty} \otimes_h C_{A,\infty} \). Then we can define the function \( f \) of the pair \( (L, M) \) of not necessarily commuting maximal dissipative operators by

\[
f(L, M) \overset{\text{def}}{=} \int_{\mathbb{R} \times \mathbb{R}} f(x, y) \, d\mathcal{E}_L(x) \, d\mathcal{E}_M(y),
\]

where \( \mathcal{E}_L \) and \( \mathcal{E}_M \) are the semi-spectral measures of \( L \) and \( M \). We refer the reader to \[AP6\] and \[AP7\] where the semi-spectral measure of a maximal dissipative operator is defined and integrals with respect to semi-spectral measures are discussed.

Note that for \( f \in C_{A,\infty} \otimes_h C_{A,\infty} \), the operator \( f(L, M) \) is bounded and

\[
\|f(L, M)\| \leq \|f\|_{C_{A,\infty} \otimes_h C_{A,\infty}}.
\]

Recall that for a function \( f \) in \( C_{A,\infty} \otimes_h C_{A,\infty} \), the integral on the right-hand side of (1.3) can be defined, for example, by

\[
f(L, M) \overset{\text{def}}{=} \sum_n \varphi_n(L)\psi_n(M).
\]

The series converges in the weak operator topology and the sum does not depend on the choice of a representation (1.1).

In this paper we define the operator \( f(L, M) \) for a broader class of functions than \( C_{A,\infty} \otimes_h C_{A,\infty} \), however, in this case the operator \( f(L, M) \) is not necessarily bounded anymore.

Recall that it was shown in \[ANP\] that for pairs \( (A_1, B_1) \) and \( (A_2, B_2) \) of not necessarily commuting bounded self-adjoint operators \( A \) and \( B \) and a function \( f \) in the homogenous Besov space \( B^1_{\infty,1}(\mathbb{R}^2) \) the functions \( f(A_1, B_1) \) and \( f(A_2, B_2) \) of the operators \( (A_1, B_1) \) and \( (A_2, B_2) \) are defined and the following estimate

\[
\|f(A_1, B_1) - f(A_2, B_2)\|_{S_p} \leq \text{const} \, \|f\|_{B^1_{\infty,1}} \max \{\|A_1 - B_1\|_{S_p}, \|A_2 - B_2\|_{S_p}\}.
\]

(1.4) holds for all \( p \in [1, 2] \). In the same paper \[ANP\] it was shown that for \( p > 2 \) (for the operator norm \( p = \infty \)) the inequality (1.4) cannot hold for all bounded self-adjoint operators.

The main result of this article is a version of inequality (1.4) for dissipative operators and for functions \( f \) in the inhomogeneous analytic Besov class \( (B^1_{\infty,1})_+(\mathbb{R}^2) \). In other words, we are going to prove that for \( p \in [1, 2] \), the following inequality holds:

\[
\|f(L_1, B_1) - f(L_2, M_2)\|_{S_p} \leq \text{const} \, \|f\|_{(B^1_{\infty,1})_+(\mathbb{R}^2)} \max \{\|L_1 - M_1\|_{S_p}, \|L_2 - M_2\|_{S_p}\}
\]

for all \( f \in (B^1_{\infty,1})_+(\mathbb{R}^2) \) and arbitrary dissipative operators \( L_1, M_1, L_2 \) and \( M_2 \).

As in \[ANP\] an important role here will be played by triple operator integrals. A brief introduction to triple operator integrals is given in §3. In §4 we define functions of pairs of not necessarily commuting maximal dissipative operators. In §5 we obtain for this functional calculus Lipschitz type estimates in the norm of \( S_p \), \( 1 \leq p \leq 2 \).

Finally, we give in §2 a brief discussion of the Besov classes \( B^1_{\infty,1}(\mathbb{R}^2) \), \( B^1_{\infty,1}(\mathbb{R}^2) \) and \( (B^1_{\infty,1})_+(\mathbb{R}^2) \).
2. Besov spaces

In this paper we deal with the homogeneous Besov class $B_{\infty,1}^1(\mathbb{R}^2)$, with inhomogeneous Besov class $B_{\infty,1}^1(\mathbb{R}^2)$ with the inhomogeneous analytic Besov class $(B_{\infty,1}^1)_+$. We refer the reader to the book [Pee], as well as to the papers [ANP] and [AP4] for additional information on Besov classes $B_{p,q}^s(\mathbb{R}^d)$. Here we give a definition only in the case when $p = \infty$, $q = s = 1$ and $d = 2$. Let $w$ be an infinitely differentiable function on the real line $\mathbb{R}$ such that

$$w \geq 0, \quad \text{supp } w \subset \left[\frac{1}{2}, 2\right], \quad \text{and } w(t) = 1 - w\left(\frac{t}{2}\right) \quad \text{for } t \in [1, 2]. \quad (2.1)$$

With each $n \in \mathbb{Z}$ we associate the function $W_n$ on $\mathbb{R}^2$ such that

$$(\mathcal{F}W_n)(x) = w\left(\frac{\|x\|_2}{2^n}\right), \quad n \in \mathbb{Z}, \quad x = (x_1, x_2), \quad \|x\|_2 \overset{\text{def}}{=} (x_1^2 + x_2^2)^{1/2},$$

where $\mathcal{F}$ denotes the Fourier transform defined on $L^1(\mathbb{R}^2)$ by

$$(\mathcal{F}f)(t) = \int_{\mathbb{R}^2} f(x)e^{-i(x,t)}dx, \quad x = (x_1, x_2), \quad t = (t_1, t_2), \quad (x,t) \overset{\text{def}}{=} x_1t_1 + x_2t_2.$$ 

Clearly,

$$\sum_{n \in \mathbb{Z}} (\mathcal{F}W_n)(t) = 1, \quad t \in \mathbb{R}^2 \setminus \{0\}.$$ 

With each tempered distribution $f \in \mathcal{S}'(\mathbb{R}^2)$ we associate the sequence of functions $\{f_n\}_{n \in \mathbb{Z}}$,

$$f_n \overset{\text{def}}{=} f * W_n. \quad (2.2)$$

The formal series $\sum_{n \in \mathbb{Z}} f_n$ is called a Littlewood–Payley expansion of $f$. The series does not have to converge to $f$.

First we define the homogeneous Besov class $\dot{B}_{\infty,1}^1(\mathbb{R}^2)$ as the space of tempered distributions $f \in \mathcal{S}'(\mathbb{R}^2)$ such that

$$\|f\|_{\dot{B}_{\infty,1}^1} \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} 2^n \|f_n\|_{L^\infty} < \infty. \quad (2.3)$$

In accordance with this definition the space $\dot{B}_{\infty,1}^1(\mathbb{R}^2)$ contains all polynomials and $\|f\|_{\dot{B}_{\infty,1}^1} = 0$ for every polynomial $f$. Moreover, a distribution $f$ is determined uniquely by the sequence $\{f_n\}_{n \in \mathbb{Z}}$ up to a polynomial. It is easy to see that the series $\sum_{n \geq 0} f_n$ converges in $\mathcal{S}'(\mathbb{R}^2)$. However, the series $\sum_{n < 0} f_n$ in general can diverge. Clearly, the series

$$\sum_{n < 0} \frac{\partial f_n}{\partial x_1} \quad \text{and} \quad \sum_{n < 0} \frac{\partial f_n}{\partial x_2} \quad (2.4)$$
converge uniformly on $\mathbb{R}^2$ for an arbitrary $f$ in $\dot{B}^1_{\infty,1}(\mathbb{R}^2)$. Now we are going to say that a function $f$ belongs to the (reduced) homogeneous Besov class $B^1_{\infty,1}(\mathbb{R}^2)$, if (2.3) holds and

$$
\frac{\partial f}{\partial x_j} = \sum_{n \in \mathbb{Z}} \frac{\partial f_n}{\partial x_j}, \quad j = 1, 2.
$$

In this case the function $f$ is determined by the sequence $\{f_n\}_{n \in \mathbb{Z}}$ uniquely up to a constant, and a polynomial $g$ belongs to $B^1_{\infty,1}(\mathbb{R}^2)$ if and only if it is a constant.

In contrast with our previous papers we are going to use in this paper the inhomogeneous Besov space $\dot{B}^1_{\infty,1}(\mathbb{R}^2)$. We define the function $W^{[0]}$ by

$$
(W^{[0]}(t)) = 1 - \sum_{n \geq 1} (W_n(t)), \quad t \in \mathbb{R}^2.
$$

It is easy to see that

$$
(W^{[0]}(t)) = 1, \quad \text{if} \quad \|t\|_2 \leq 1 \quad \text{and} \quad \supp \mathcal{F}W^{[0]} \subset \{ t \in \mathbb{R}^2 : \|t\|_2 \leq 2 \}.
$$

We say that a tempered distribution $f$ on $\mathbb{R}^2$ belongs to the inhomogeneous Besov space $\dot{B}^1_{\infty,1}(\mathbb{R}^2)$ if

$$
f^{[0]} \equiv f * W^{[0]} \in L^\infty(\mathbb{R}^2) \quad \text{and} \quad \sum_{n \geq 1} 2^n \|f_n\|_{L^\infty} < \infty. \tag{2.5}
$$

The norm of a function $f$ in $\dot{B}^1_{\infty,1}(\mathbb{R}^2)$ can be defined as

$$
\|f\|_{\dot{B}^1_{\infty,1}} \overset{\text{def}}{=} \|f^{[0]}\|_{L^\infty} + \sum_{n \geq 1} 2^n \|f_n\|_{L^\infty}.
$$

It is easy to see that if $f \in \dot{B}^1_{\infty,1}(\mathbb{R}^2)$, then

$$
\frac{\partial f}{\partial x_j} = \frac{\partial f^{[0]}}{\partial x_j} + \sum_{n \geq 1} \frac{\partial f_n}{\partial x_j}, \quad j = 1, 2.
$$

Moreover, the series converges uniformly. Clearly, $\dot{B}^1_{\infty,1}(\mathbb{R}^2)$ is dense in $\dot{B}^1_{\infty,1}(\mathbb{R}^2)$.

We define now the inhomogeneous analytic Besov class $(\dot{B}^1_{\infty,1})_+(\mathbb{R}^2)$ by

$$(\dot{B}^1_{\infty,1})_+(\mathbb{R}^2) \overset{\text{def}}{=} \{ f \in \dot{B}^1_{\infty,1}(\mathbb{R}^2) : \supp \mathcal{F}f \subset [0, +\infty)^2 \}.
$$

The analytic Besov class $(\dot{B}^1_{\infty,1})_+(\mathbb{R}^2)$ is a subspace of the Besov class $\dot{B}^1_{\infty,1}(\mathbb{R}^2)$.

We would like to mention that our notation slightly differs from the standard one (see e.g., [Peck]). However, we believe that our notation is more convenient.

It is well known and it is easy to prove that $\dot{B}^1_{\infty,1}(\mathbb{R}^2) = \dot{B}^1_{\infty,1}(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)$.

With each positive number $\sigma$ we associate two subspaces

$$
\mathcal{E}^\infty_{\sigma}(\mathbb{R}^2) \overset{\text{def}}{=} \left\{ f \in L^\infty(\mathbb{R}^2) : \supp \mathcal{F}f \subset \{ t \in \mathbb{R}^2 : \|t\|_2 \leq \sigma \} \right\},
$$

and

$$
(\mathcal{E}^\infty_{\sigma})_+(\mathbb{R}^2) \overset{\text{def}}{=} \left\{ f \in \mathcal{E}^\infty_{\sigma}(\mathbb{R}^2) : \supp \mathcal{F}f \subset [0, +\infty)^2 \right\}.
$$

Clearly, $(\mathcal{E}^\infty_{\sigma})_+(\mathbb{R}^2) \subset \mathcal{E}^\infty_{\sigma}(\mathbb{R}^2) \subset C^\infty(\mathbb{R}).$
Note that $f_n \in \ell^2_{2n+1} (\mathbb{R}^2)$ for all $n \in \mathbb{Z}$, where $f_n$ is defined in (2.2). In particular, if $f \in (B^1_{\infty,1})_+ (\mathbb{R}^2)$, then $f_n \in (\ell^2_{2n+1})_+ (\mathbb{R}^2)$ and $f^{[0]} \in (\ell^2_{\infty})_+ (\mathbb{R}^2)$, where $f^{[0]}$ is defined in (2.5).

3. Triple operator integrals and Haagerup-like tensor products

A triple operator integral – is an expression of the form

$$
\int \int \int \Psi(x_1, x_2, x_3) dE_1(x_1) T dE_2(x_2) R dE_3(x_3),
$$

(3.1)

where $\Psi$ is a bounded measurable function on $\mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3$; $E_1$, $E_2$ and $E_3$ are spectral measures on Hilbert space, and $T$ and $R$ are bounded linear operators. Such triple operator integrals can be defined under certain conditions on $\Psi$, $T$ and $R$.

In [Pe3], triple operator integrals of the form (3.1) were defined for arbitrary bounded linear operators $T$ and $R$ and for functions $\Psi$ in the integral projective tensor product $L^\infty(E_1) \otimes L^\infty(E_2) \otimes L^\infty(E_3)$ of the spaces $L^\infty(E_1)$, $L^\infty(E_2)$ and $L^\infty(E_3)$. In this case the following inequality holds:

$$
\left\| \int \int \int \Psi dE_1 T dE_2 R dE_3 \right\|_{S_p} \leq \|\Psi\|_{L^\infty \otimes L^\infty \otimes L^\infty} \|T\|_{S_p} \|R\|_{S_q}, \quad T \in S_p, \ R \in S_q,
$$

$$
\frac{1}{r} = \frac{1}{p} + \frac{1}{q} \quad \text{under the assumption that} \quad \frac{1}{p} + \frac{1}{q} \leq 1.
$$

Then triple operator integrals were defined in [JTT] for the Haagerup tensor products of the spaces $L^\infty$. The Haagerup tensor product $L^\infty(E_1) \otimes_h L^\infty(E_2) \otimes_h L^\infty(E_3)$ can be defined as the space of functions $\Psi$ of the form

$$
\Psi(x_1, x_2, x_3) = \sum_{j,k \geq 0} \alpha_j(x_1) \beta_{jk}(x_2) \gamma_k(x_3),
$$

(3.2)

where $\alpha_j$, $\beta_{jk}$ and $\gamma_k$ are measurable functions such that

$$
\{\alpha_j\}_{j \geq 0} \in L^\infty_{E_1}(\ell^2), \quad \{\beta_{jk}\}_{j,k \geq 0} \in L^\infty_{E_2}(\mathcal{B}), \quad \text{and} \quad \{\gamma_k\}_{k \geq 0} \in L^\infty_{E_3}(\ell^2),
$$

(3.3)

where $\mathcal{B}$ denotes the space of matrices that induce bounded linear operators $\ell^2$ equipped with the operator norm.

The norm of $\Psi$ in the space $L^\infty \otimes_h L^\infty \otimes_h L^\infty$ is defined as the infimum of the set of numbers of the form

$$
\|\{\alpha_j\}_{j \geq 0}\|_{L^\infty(\ell^2)} \|\{\beta_{jk}\}_{j,k \geq 0}\|_{L^\infty(\mathcal{B})} \|\{\gamma_k\}_{k \geq 0}\|_{L^\infty(\ell^2)}
$$

over all representations of $\Psi$ in the form (3.2) with families $\{\alpha_j\}_{j \geq 0}$, $\{\beta_{jk}\}_{j,k \geq 0}$ and $\{\gamma_k\}_{k \geq 0}$ satisfying (3.3).
Let $\Psi \in L^\infty \otimes_h L^\infty \otimes_h L^\infty$ and let (3.2) and (3.3) be satisfied. Then the triple operator integral (3.1) is defined by

\[
\int\int\int \Psi(x_1, x_2, x_3) \, dE_1(x_1)T \, dE_2(x_2)R \, dE_3(x_3)
= \sum_{j, k \geq 0} \left( \int \alpha_j \, dE_1 \right)T \left( \int \beta_j \, dE_2 \right)R \left( \int \gamma_k \, dE_3 \right)
= \lim_{M, N \to \infty} \sum_{j=0}^N \sum_{k=0}^M \left( \int \alpha_j \, dE_1 \right)T \left( \int \beta_j \, dE_2 \right)R \left( \int \gamma_k \, dE_3 \right). \tag{3.4}
\]

The limit in (3.4) exists in the weak operator topology and does not depend on the choice of a representation (3.2), it determines a bounded linear operator and

\[
\left\| \int\int\int \Psi(x_1, x_2, x_3) \, dE_1(x_1)T \, dE_2(x_2)R \, dE_3(x_3) \right\| \leq \| \| \Psi \|_{L^\infty \otimes_h L^\infty \otimes_h L^\infty} \|T\| \cdot \|R\| \tag{3.5}
\]

(see [ANP] and [AP5]).

It was proved in [ANP] (see also [AP5]) that if $T \in S_p$, $R \in S_q$, $p, q \in [2, \infty]$ and $\Psi \in L^\infty \otimes_h L^\infty \otimes_h L^\infty$, then the triple operator integral (3.1) belongs to $S_r$, $1/r = 1/p + 1/q$, and

\[
\left\| \int\int\int \Psi(x_1, x_2, x_3) \, dE_1(x_1)T \, dE_2(x_2)R \, dE_3(x_3) \right\| \leq \| \| \Psi \|_{L^\infty \otimes_h L^\infty \otimes_h L^\infty} \|T\|_{S_p} \|R\|_{S_q}. \tag{3.6}
\]

Note that for $p = \infty$ we denote by $\| \cdot \|_\infty$ the operator norm.

It turns out that Lipschitz type estimates for functions of pairs of noncommuting operators depend on estimates of triple integral operators with integrands in Haagerup-like tensor products of the first and the second kind of $L^\infty$ spaces. Such tensor products were introduced in [ANP].

**Definition 1.** A function $\Psi$ of three variables is said to belong to the Haagerup-like tensor product $L^\infty(E_1) \otimes_h L^\infty(E_2) \otimes L^\infty(E_3)$ of the first kind if it admits a representation of the form

\[
\Psi(x_1, x_2, x_3) = \sum_{j, k \geq 0} \alpha_j(x_1) \beta_k(x_2) \gamma_jk(x_3), \quad x_j \in \mathcal{X}_j, \tag{3.7}
\]

with $\{\alpha_j\}_{j \geq 0}$, $\{\beta_k\}_{k \geq 0} \in L^\infty(\ell^2)$ and $\{\gamma_jk\}_{j, k \geq 0} \in L^\infty(\mathcal{B})$. As usual,

\[
\| \Psi \|_{L^\infty \otimes_h L^\infty \otimes_h L^\infty} \overset{\text{def}}{=} \inf \left\{ \| \alpha_j \|_{L^\infty(\ell^2)} \| \beta_k \|_{L^\infty(\ell^2)} \| \gamma_jk \|_{L^\infty(\mathcal{B})} : \right\}.
\]

where the infimum is taken over all representations of the form (3.7).

We define now triple operator integrals with integrand in the tensor product $L^\infty(E_1) \otimes_h L^\infty(E_2) \otimes L^\infty(E_3)$.
Let \(1 \leq p \leq 2\). For a function \(\Psi\) in \(L^\infty(E_1) \otimes_h L^\infty(E_2) \otimes_h L^\infty(E_3)\), for a bounded linear operator \(R\) and for an operator \(T\) of class \(S_p\), we define the triple operator integral

\[
W = \iint \Psi(x_1, x_2, x_3) \, dE_1(x_1) \, dE_2(x_2) \, dE_3(x_3)
\]

(3.8)
as the linear functional on the space \(S_{p'}\), \(1/p + 1/p' = 1\) (on the space of compact operators in the case \(p = 1\)):

\[
Q \mapsto \text{trace} \left( \iint \Psi(x_1, x_2, x_3) \, dE_2(x_2) \, dE_3(x_3) \, Q \, dE_1(x_1) \right) .
\]

(3.9)

Clearly, the triple operator integral in (3.9) is well defined because the function

\[
(x_2, x_3, x_1) \mapsto \Psi(x_1, x_2, x_3)
\]
begins to the Haagerup tensor product \(L^\infty(E_2) \otimes_h L^\infty(E_3) \otimes_h L^\infty(E_1)\). It follows easily from (3.6) that

\[
\|W\|_{S_p} \leq \|\Psi\|_{L^\infty \otimes h L^\infty \otimes h L^\infty} \|T\|_{S_p} \|R\|, \quad 1 \leq p \leq 2 .
\]

(3.10)

We also need triple operator integrals in the case when \(T\) is a bounded linear operator and \(R \in S_p\), \(1 \leq p \leq 2\).

**Definition 2.** A function \(\Psi\) is said to belong to the Haagerup-like tensor product \(L^\infty(E_1) \otimes h L^\infty(E_2) \otimes h L^\infty(E_3)\) of the second kind if \(\Psi\) admits a representation of the form

\[
\Psi(x_1, x_2, x_3) = \sum_{j,k \geq 0} \alpha_{jk}(x_1) \beta_j(x_2) \gamma_k(x_3),
\]

(3.11)

where \(\{\beta_j\}_{j \geq 0}, \{\gamma_k\}_{k \geq 0} \in L^\infty(\ell^2)\) and \(\{\alpha_{jk}\}_{j,k \geq 0} \in L^\infty(B)\). The norm of \(\Psi\) in \(L^\infty \otimes h L^\infty \otimes h L^\infty\) is given by

\[
\|\Psi\|_{L^\infty \otimes h L^\infty \otimes h L^\infty} \overset{\text{def}}{=} \inf \|\{\alpha_{jk}\}_{j,k \geq 0}\|_{L^\infty(B)} \|\{\beta_j\}_{j \geq 0}\|_{L^\infty(\ell^2)} \|\{\gamma_k\}_{k \geq 0}\|_{L^\infty(\ell^2)},
\]

where the infimum is taken over all representations of the form (3.11).

Suppose now that \(\Psi \in L^\infty(E_1) \otimes h L^\infty(E_2) \otimes h L^\infty(E_3)\), \(T\) is a bounded linear operator and \(R \in S_p\), \(1 \leq p \leq 2\). Then the continuous linear functional

\[
Q \mapsto \text{trace} \left( \iint \Psi(x_1, x_2, x_3) \, dE_2(x_2) \, dE_3(x_3) \, Q \, dE_1(x_1) \right) R
\]
on \(S_{p'}\) (on the space of compact operators in the case \(p = 1\)) determines an operator \(W\) of class \(S_p\), which we call the triple operator integral

\[
W = \iint \Psi(x_1, x_2, x_3) \, dE_1(x_1) \, dE_2(x_2) \, dE_3(x_3).
\]

(3.12)

Clearly,

\[
\|W\|_{S_p} \leq \|\Psi\|_{L^\infty \otimes h L^\infty \otimes h L^\infty} \|T\| \cdot \|R\|_{S_p}.
\]

(3.13)

In [ANP] more general estimates of triple operator integrals were obtained. Later they were generalized in [AP5].
Note that in a similar way we can define Haagerup-like tensor products $C_{A,\infty} \otimes_h C_{A,\infty} \otimes hC_{A,\infty}$ and $C_{A,\infty} \otimes hC_{A,\infty} \otimes hC_{A,\infty}$.

For a continuously differentiable function $f$ on $\mathbb{R}^2$, we define the divided differences $D^1 f$ and $D^2 f$ by

$$D^1 f(x_1, x_2, y) = \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} \quad \text{if} \quad x_1 \neq x_2,$$

and

$$D^2 f(x, y_1, y_2) = \frac{f(x, y_1) - f(x, y_2)}{y_1 - y_2} \quad \text{if} \quad y_1 \neq y_2.$$

In the case when $x_1 = x_2$ or $y_1 = y_2$, the divided difference should be replaced with the corresponding partial derivative.

We need the followig fact:

**Theorem 3.1.** Let $f \in (\ell^\infty_\sigma)_+(\mathbb{R}^2)$, $\sigma > 0$. Then $D^1 f \in C_{A,\infty} \otimes hC_{A,\infty} \otimes hC_{A,\infty}$ and $D^2 f \in C_{A,\infty} \otimes hC_{A,\infty} \otimes hC_{A,\infty}$; moreover, the following estimates hold:

$$\|D^1 f\|_{C_{A,\infty} \otimes hC_{A,\infty} \otimes hC_{A,\infty}} \leq \const \|f\|_{L^\infty(\mathbb{R}^2)}$$

and

$$\|D^2 f\|_{C_{A,\infty} \otimes hC_{A,\infty} \otimes hC_{A,\infty}} \leq \const \|f\|_{L^\infty(\mathbb{R}^2)}.$$

An analog of this result for the spaces $\ell^\infty_\sigma(\mathbb{R}^2)$ was obtained in [ANP], see Corollary 6.3. Theorem 3.1 can be proved in a similar way. First of all, it suffices to consider the case when $\sigma = 1$. Secondly, it suffices to prove the theorem only for the function $D^1$. Let us dwell on a single distinction in the proofs. In [ANP] the proof was based on the following identity:

$$f(x_1, y) - f(x_2, y) = \sum_{j,k \in \mathbb{Z}} \frac{\sin(x_1 - \pi j)}{(x_1 - \pi j)} \cdot \frac{\sin(x_2 - \pi k)}{(x_2 - \pi k)} \cdot \frac{f(\pi j, y) - f(\pi k, y)}{\pi (j - k)} \quad (3.14)$$

for all $f \in \ell^\infty_1(\mathbb{R}^2)$. Theorem 3.1 can be proved in a similar way if instead of this identity we use the following one:

$$f(x_1, y) - f(x_2, y) = - \sum_{j,k \in \mathbb{Z}} \frac{e^{ix_1} - 1}{(x_1 - 2\pi j)} \cdot \frac{e^{ix_2} - 1}{(x_2 - 2\pi k)} \cdot \frac{f(2\pi j, y) - f(2\pi k, y)}{2\pi (j - k)} \quad (3.15)$$

for all $f \in (\ell^\infty_1)_+(\mathbb{R}^2)$. Identity (3.14) follows easily from the following well-known identity:

$$F(z) = \sum_{n \in \mathbb{Z}} F(\pi n) \frac{\sin(z - \pi n)}{z - \pi n}$$

for all $F \in L^2(\mathbb{R})$ such that supp $\mathcal{F}F \subset [-1, 1]$. Identity (3.14) also follow from equally well-known identity:

$$F(z) = \sum_{n \in \mathbb{Z}} F(2\pi n) \frac{e^{iz} - 1}{i(z - 2\pi n)}$$

for all $F \in L^2(\mathbb{R})$ such that supp $\mathcal{F}F \subset [0, 1]$. 


All the above facts on operator integrals (including double or triple operator integrals) also remain valid for semi-spectral measures.

Double operator integrals with respect to semi-spectral measures were defined in [Pe2], see also [AP4] (recall that the difference between the definition of a semi-spectral measure and the definition of a spectral measure is that instead of the requirement that it takes values in the set of orthogonal projections it only requires that it takes values in the set of nonnegative contractions, see [AP4] for more detailed information). In particular, the definition of triple operator integrals (3.4) for $\Psi$ in the Haagerup tensor product $L^\infty(E_1) \otimes_h L^\infty(E_2) \otimes_h L^\infty(E_3)$ and estimate (3.5) also work in the case when instead of spectral measures $E_1$, $E_2$ and $E_3$ one considers semi-spectral measures $E_1$, $E_2$ and $E_3$. The same can be said about Haagerup-like tensor products of the first and the second kind. We also need the following remark.

Remark. Theorems 5.1 and 5.2 of [ANP] also remain valid for semi-spectral measures $E_1$, $E_2$ and $E_3$.

In what follows we will keep this remark in mind when we refer to Theorems 5.1 and 5.2 of [ANP].

As we have mentioned in the introduction, with each maximal dissipative operator $L$ one can associate its semi-spectral measure $E_L$, defined on the $\sigma$-algebra of Borel subsets of the real line. Herewith the following equality holds:

$$f(L) = \int_{\mathbb{R}} f(t) \, dE_L(t)$$
for every $f$ in $C_{A,\infty}$.

We use the notation $\mathcal{B}(\mathcal{H})$ for the space of bounded linear operators on a Hilbert space $\mathcal{H}$.

If $\mathcal{K}$ is a Hilbert space such that $\mathcal{H} \subset \mathcal{K}$ and $E : \mathcal{B} \to \mathcal{B}(\mathcal{H})$ is a spectral measure on a measurable space $(\mathcal{X}, \mathcal{B})$, it is easy to see that the map $\mathcal{E} : \mathcal{B} \to \mathcal{B}(\mathcal{H})$ defined by

$$\mathcal{E}(\Delta) = P_{\mathcal{H}} E(\Delta)|_{\mathcal{H}}, \quad \Delta \in \mathcal{B},$$

is a semi-spectral measure. Here $P_{\mathcal{H}}$ denotes the orthogonal projection onto $\mathcal{H}$.

M.A. Naimark proved in [N] that each semi-spectral measure can be obtained in this way, i.e., each semi-spectral measure is a compression of a spectral measure. A spectral measure $E$ satisfying (3.16) is called a spectral dilation of a semi-spectral measure $\mathcal{E}$.

4. Functions of not necessarily commuting pairs of maximal dissipative operators

Let $L$ and $M$ be maximal dissipative operators. For a function $f \in C_{A,\infty} \otimes_h C_{A,\infty}$, we can define the function $f$ of the pair $(L, M)$ of not necessarily commuting maximal
dissipative operators by
\[ f(L, M) \overset{\text{def}}{=} \int_{\mathbb{R} \times \mathbb{R}} f(x, y) \, d\mathcal{E}_L(x) d\mathcal{E}_M(y). \]

Obviously, in this case \( f(L, M) \) is a bounded linear operator and
\[ \|f(L, M)\| \leq \|f\|_{C_{A,\infty} \otimes hC_{A,\infty}}. \]

Consider the function \( f_{\sharp} \) defined by \( f_{\sharp}(s, t) \overset{\text{def}}{=} (1 - it)^{-1} f(s, t) \). Assume that \( f_{\sharp} \in C_{A,\infty} \otimes hC_{A,\infty} \). Then we can define \( f(L, M) \) by
\[ f(L, M) \overset{\text{def}}{=} f_{\sharp}(L, M)(I - iM) = \left( \int_{\mathbb{R} \times \mathbb{R}} f_{\sharp}(s, t) d\mathcal{E}_L(s) d\mathcal{E}_M(t) \right) (I - iM). \]

Note that the operator \( f(L, M) \) is defined on \( D(M) \), where \( D(M) \) denotes the domain of \( M \). In this case the operator \( f(L, M) \) does not have to be bounded but the operator \( f(L, M)(I - iM)^{-1} \) must be bounded.

By Corollary 7.3 of [AP7], the inclusion \( f_{\sharp} \in (\mathcal{E}_\sigma^\infty)_+(\mathbb{R}^2) \) holds for an arbitrary function \( f \in (\mathcal{E}_\sigma^\infty)_+(\mathbb{R}^2) \), where \( \sigma > 0 \). Thus, the operator \( f_{\sharp}(L, M) \) is bounded for every function \( f \in (\mathcal{E}_\sigma^\infty)_+(\mathbb{R}^2) \), where \( \sigma > 0 \) while the operator \( f(L, M) \) is not necessarily a bounded operator defined on \( D(M) \). Moreover,
\[ \|f_{\sharp}\|_{C_{A,\infty} \otimes hC_{A,\infty}} \leq \text{const}(1 + \sigma)\|f\|_{L^\infty(\mathbb{R}^2)}, \]
see Corollary 7.3 of [AP7].

**Remark.** Let \( M_0 \) be another maximal dissipative operator such that the operator \( M_0 - M \) is bounded. Then \( f(L, M)(I - iM_0)^{-1} \) is a bounded operator for an arbitrary function \( f \in (\mathcal{E}_\sigma^\infty)_{\mathcal{R}^2} \), where \( \sigma > 0 \).

**Proof.** It suffices to observe that
\[ f(L, M)(I - iM_0)^{-1} = f_{\sharp}(L, M)(I - iM)(I - iM_0)^{-1} = i f_{\sharp}(L, M)(M_0 - M)(I - iM_0)^{-1} + f_{\sharp}(L, M). \]

**Theorem 4.1.** Let \( f \in (B_{1,\infty,1})_+(\mathbb{R}^2) \). Then \( f_{\sharp} \in C_{A,\infty} \otimes hC_{A,\infty} \) and \( \|f_{\sharp}\|_{C_{A,\infty} \otimes hC_{A,\infty}} \leq \text{const} \|f\|_{(B_{1,\infty,1})_+}. \)

**Proof.** Let \( f \in (B_{1,\infty,1})_+(\mathbb{R}^2) \subset B_{1,\infty,1}(\mathbb{R}^2) \). Then \( f = f^{[0]} + \sum_{n=1}^{\infty} f_n \) (the series converges in \((B_{1,\infty,1})_+(\mathbb{R}^2))\), where \( f^{[0]} \) and \( f_n \) denote the same as in formulae (2.2) and (2.3). It remains to apply inequality (4.1) to the function \( f^{[0]} \) and to all functions \( f_n \) with \( n \geq 1 \).

Theorem 4.1 allows us for an arbitrary function \( f \in (B_{1,\infty,1})_+(\mathbb{R}^2) \) to define the operator \( f(L, M) \) with domain \( D(M) \) for arbitrary maximal dissipative operators \( L \) and \( M \).
5. Integral formulae and Lipschitz type estimates for the difference of functions of pairs of maximal dissipative operators

Let $L$ be a maximal dissipative operator. Put $L(\varepsilon) \overset{\text{def}}{=} L(I - i\varepsilon L)^{-1}$ for $\varepsilon > 0$. It is easy to see that $L(\varepsilon)$ is a bounded dissipative operator for every positive number $\varepsilon$.

In what follows for not necessarily commuting maximal dissipative operators $L_1$ and $L_2$ we will say that $L_1 - L_2 \in S_p$ if the operator $L_1 - L_2$ extends by continuity to an operator of class $S_p$.

**Lemma 5.1.** Let $L_1$ and $L_2$ be maximal dissipative operators such that $L_1 - L_2 \in S_2$. Then

$$\lim_{\varepsilon \to 0} (L_1(\varepsilon) - L_2(\varepsilon)) = L_1 - L_2$$

in the norm of $S_2$.

The lemma can be proved by analogy with the proof of Lemma 5.5 of [APS].

**Theorem 5.2.** Let $f \in (\mathcal{E}_p^\infty)_+ (\mathbb{R}^2)$. Suppose that $L_1$, $L_2$ and $M$ are maximal dissipative operators such that $L_1 - L_2 \in S_2$. Then the following identity holds:

$$f(L_1, M) - f(L_2, M) = \iint \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\mathcal{E}_{L_1}(x_1)(L_1 - L_2) d\mathcal{E}_{L_2}(x_2) d\mathcal{E}_M(y).$$

**Remark.** Strictly speaking, the left-hand side is defined on $D(M)$ while the right-hand side is defined on the whole space. We mean here that the operator on the left extends by continuity to the whole space and the extension coincides with the right-hand side.

**Proof.** It follows from Theorem 3.1 that the divided difference $\mathcal{D}[^1] f$ belongs to the space $C_{A,\infty} \otimes_h C_{A,\infty} \otimes_h C_{A,\infty}$ and so the triple operator integral is well defined.

To prove the desired equality, it suffices to verify that

$$(f(L_1, M) - f(L_2, M))(I - iM)^{-1}$$

$$= \left( \iint \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\mathcal{E}_{L_1}(x_1)(L_1 - L_2) d\mathcal{E}_{L_2}(x_2) d\mathcal{E}_M(y) \right)(I - iM)^{-1}.$$

Note that Lemma 5.1 of this paper and Theorem 5.1 of [ANP] imply the following equality:

$$\lim_{\varepsilon \to 0} \left( \iint \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\mathcal{E}_{L_1}(x_1)(L_1(\varepsilon) - L_2(\varepsilon)) d\mathcal{E}_{L_2}(x_2) d\mathcal{E}_M(y) \right)(I - iM)^{-1}$$

$$= \iint \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\mathcal{E}_{L_1}(x_1)(L_1 - L_2) d\mathcal{E}_{L_2}(x_2)(I - iM)^{-1} d\mathcal{E}_M(y)$$
in the norm of $S_2$. On the other hand, we have

$$
\lim_{\varepsilon \to 0} \left( \iiint f(x_1, y) - f(x_2, y) \frac{d\varepsilon L_1(x_1)(L_1(\varepsilon) - L_2(\varepsilon))}{x_1 - x_2} d\varepsilon L_2(x) d\varepsilon_M(y) \right) (I - iM)^{-1}
$$

$$
= \lim_{\varepsilon \to 0} \left( \iiint f(x_1, y) - f(x_2, y) \frac{1 - i\varepsilon x_1 - x_2}{1 - i\varepsilon x_1 - 1 - i\varepsilon x_2} d\varepsilon L_1(x_1) d\varepsilon L_2(x_2) d\varepsilon_M(y) \right) (I - iM)^{-1}
$$

$$
= \lim_{\varepsilon \to 0} \iiint f(x_1, y) d\varepsilon L_1(x_1) d\varepsilon L_2(x_2) d\varepsilon_M(y)
$$

$$
- \lim_{\varepsilon \to 0} \iiint \frac{f(x_2, y)}{1 - i\varepsilon x_1} \frac{d\varepsilon L_1(x_1)(1 - i\varepsilon L_2)}{1 - i\varepsilon x_2} d\varepsilon_M(y)
$$

$$
= \lim_{\varepsilon \to 0} (1 - i\varepsilon L_1)^{-1} \iiint \frac{f(x_2, y)}{(1 - i\varepsilon x_1)(1 - i\varepsilon x_2)(1 - i)} d\varepsilon L_2(x_2) d\varepsilon_M(y) = \lim_{\varepsilon \to 0} X_\varepsilon - \lim_{\varepsilon \to 0} Y_\varepsilon,
$$

where

$$X_\varepsilon \overset{\text{def}}{=} \lim_{\varepsilon \to 0} (1 - i\varepsilon L_1)^{-1} \iiint \frac{f(x_1, y)}{1 - i\varepsilon L_2} d\varepsilon L_1(x_1)(1 - i\varepsilon L_2)^{-1} d\varepsilon_M(y)
$$

and

$$Y_\varepsilon \overset{\text{def}}{=} \lim_{\varepsilon \to 0} (1 - i\varepsilon L_1)^{-1}(1 - i\varepsilon L_2)^{-1} \iiint \frac{f(x_2, y)}{1 - i\varepsilon L_2} d\varepsilon L_2(x_2) d\varepsilon_M(y).
$$

Clearly,

$$\lim_{\varepsilon \to 0} Y_\varepsilon = \iiint \frac{f(x_2, y)}{1 - i\varepsilon L_2} d\varepsilon L_2(x_2) d\varepsilon_M(y) = f(L_2, M)(I - iM)^{-1}
$$

in the strong operator topology. To evaluate the limit $\lim_{\varepsilon \to 0} X_\varepsilon$, we observe that by Proposition 3.3\footnote{In [BS3] the authors considered only spectral measures; however, the proof given there also works in the case of semi-spectral measures.} of [BS3],

$$\lim_{\varepsilon \to 0} \iiint \frac{f(x_1, y)}{1 - i\varepsilon y} d\varepsilon L_1(x_1)(1 - i\varepsilon L_2)^{-1} d\varepsilon_M(y) = \iiint \frac{f(x_1, y)}{1 - i\varepsilon y} d\varepsilon L_1(x_1) d\varepsilon_M(y) \quad (5.1)
$$

in the strong operator topology. Therefore,

$$\lim_{\varepsilon \to 0} X_\varepsilon = \iiint \frac{f(x_1, y)}{1 - i\varepsilon y} d\varepsilon L_1(x_1) d\varepsilon_M(y) = f(L_1, M)(I - iM)^{-1}
$$

in the strong operator topology. Thus, we have proved that

$$\lim_{\varepsilon \to 0} \left( \iiint \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\varepsilon L_1(x_1)(L_1(\varepsilon) - L_2(\varepsilon)) d\varepsilon L_2(x_2) d\varepsilon_M(y) \right) (I - iM)^{-1}
$$

$$
= (f(L_1, M) - f(L_2, M))(I - iM)^{-1}
$$

in the strong operator topology. \[\square\]
Corollary 5.3. Let $f \in (\mathcal{E}_\sigma^\infty)_+(\mathbb{R}^2)$ and let $1 \leq p \leq 2$. Suppose that $L_1$, $L_2$ and $M$ are maximal dissipative operators such that $L_2 - L_1 \in S_p$. Then the following inequality holds:

$$\|f(L_1, M) - f(L_2, M)\|_{S_p} \leq \text{const} \|f\|_{L^\infty(\mathbb{R}^2)} \|L_1 - L_2\|_{S_p}.$$  

Proof. Applying estimate (3.10) and Theorem 3.1 we obtain

$$\|f(L_1, M) - f(L_2, M)\|_{S_p} \leq \|\mathcal{D}^{[1]} f\|_{C_{\infty} \otimes C_{\infty} \otimes C_{\infty}} \|L_1 - L_2\|_{S_p},$$

which implies

$$\|f(L_1, M) - f(L_2, M)\|_{S_p} \leq \text{const} \|f\|_{L^\infty(\mathbb{R}^2)} \|L_1 - L_2\|_{S_p}.$$  

Corollary 5.4. Let $f \in \left(B_{\infty,1}^{1}\right)_+(\mathbb{R}^2)$, $1 \leq p \leq 2$. Suppose that $L_1$, $L_2$ and $M$ are maximal dissipative operators such that $L_2 - L_1 \in S_p$. Then the following inequality holds:

$$\|f(L_1, M) - f(L_2, M)\|_{S_p} \leq \|f\|_{B_{\infty,1}^{1}} \|L_1 - L_2\|_{S_p}.$$  

Proof. Let $f^0$ and $f_n$ are the functions defined by (2.5) and (2.2). It is easy to see that if $u \in D(M)$, then

$$f(L_1, M)u - f(L_2, M)u = f^0(L_1, M)u - f^0(L_2, M)u + \sum_{n=1}^{\infty} (f_n(L_1, M)u - f_n(L_2, M)u).$$

It remains to observe that

$$\|f^0(L_1, M)u - f^0(L_2, M)u\| \leq \text{const} \|f^0\|_{L^\infty} \|L_1 - L_2\| \|u\|$$

and

$$\|f_n(L_1, M)u - f_n(L_2, M)u\| \leq \text{const} \|f_n\|_{L^\infty} \|L_1 - L_2\| \|u\|$$

by Corollary 5.3. \hfill \blacksquare

Theorem 5.5. Let $f \in (\mathcal{E}_\sigma^\infty)_+(\mathbb{R}^2)$. Suppose that $L$, $M_1$ and $M_2$ are maximal dissipative operators such that $M_2 - M_1 \in S_2$. Then the following equality holds:

$$f(L, M_1) - f(L, M_2) = \int \int \frac{f(x, y_1) - f(x, y_2)}{y_1 - y_2} \, d\mathcal{E}_L(x) \, d\mathcal{E}_{M_1}(y_1)(M_1 - M_2) \, d\mathcal{E}_{M_2}(y_2).$$

Proof. The proof is similar to the proof of the proof of Theorem 5.2. It follows from Theorem 3.1 that the right-hand side is well defined.

To prove the desired equality, it suffices to verify that

$$(f(L, M_1) - f(L, M_2))(I - iM_2)^{-1} = \left( \int \int \frac{f(x, y_1) - f(x, y_2)}{y_1 - y_2} \, d\mathcal{E}_L(x) \, d\mathcal{E}_{M_1}(y_1)(M_1 - M_2) \, d\mathcal{E}_{M_2}(y_2) \right) (I - iM_2)^{-1}. $$
Note that Lemma 5.1 of this paper and Theorem 5.2 of [ANP] imply the following equality:

\[
\lim_{\varepsilon \to 0} \left( \iint f(x, y_1) - f(x, y_2) \frac{d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) (M_1(\varepsilon) - M_2(\varepsilon)) d\mathcal{E}_M(y_2)}{y_1 - y_2} \right) (I - iM_2)^{-1}
= \left( \iint f(x, y_1) - f(x, y_2) \frac{d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) (M_1 - M_2) d\mathcal{E}_M(y_2)}{y_1 - y_2} \right) (I - iM_2)^{-1}
\]

in the norm of \( S_2 \). On the other hand, we have

\[
\lim_{\varepsilon \to 0} \left( \iint f(x, y_1) - f(x, y_2) \frac{d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) (M_1(\varepsilon) - M_2(\varepsilon)) d\mathcal{E}_M(y_2)}{y_1 - y_2} \right) (I-iM_2)^{-1}
= \lim_{\varepsilon \to 0} \left( \iint f(x, y_1) - f(x, y_2) \left( \frac{y_1}{1-i\varepsilon y_1} - \frac{y_2}{1-i\varepsilon y_2} \right) d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) d\mathcal{E}_M(y_2) \right) (I-iM_2)^{-1}
= \lim_{\varepsilon \to 0} \left( \iint \frac{f(x, y_1) - f(x, y_2)}{(1-i\varepsilon y_1)(1-i\varepsilon y_2)(1-i\varepsilon y_2)} d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) d\mathcal{E}_M(y_2) \right)
- \lim_{\varepsilon \to 0} \left( \iint \frac{f(x, y_2)}{(1-i\varepsilon y_1)(1-i\varepsilon y_2)(1-i\varepsilon y_2)} d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) d\mathcal{E}_M(y_2) \right) = X_\varepsilon - Y_\varepsilon,
\]

where

\[
X_\varepsilon \overset{\text{def}}{=} \lim_{\varepsilon \to 0} \left( \iint \frac{f(x, y_1)}{1-i\varepsilon y_1} d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) \right) (I-iM_2)^{-1}(I-iM_2)^{-1}
\]

and

\[
Y_\varepsilon \overset{\text{def}}{=} \lim_{\varepsilon \to 0} \left( \iint \frac{f(x, y_2)}{1-i\varepsilon y_2} d\mathcal{E}_L(x) (I-iM_2)^{-1} d\mathcal{E}_M(y_2) \right).
\]

Clearly,

\[
\lim_{\varepsilon \to 0} X_\varepsilon
= \lim_{\varepsilon \to 0} \left( \iint \frac{f(x, y_1)}{1-i\varepsilon y_1} d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) \right) (I-iM_1)^{-1}(I-iM_1)(I-iM_2)^{-1}(I-iM_2)^{-1}
= \left( \iint \frac{f(x, y_1)}{1-i\varepsilon y_1} d\mathcal{E}_L(x) d\mathcal{E}_M(y_1) \right) (I-iM_1)(I-iM_2)^{-1}
= f(L, M_1)(I-iM_2)^{-1}
\]

in the strong operator topology. To evaluate the limit \( \lim_{\varepsilon \to 0} Y_\varepsilon \), we observe that by analogy with the passage to the limit in (5.1), we have

\[
\lim_{\varepsilon \to 0} \iint \frac{f(x, y_2)}{1-i\varepsilon y_2} d\mathcal{E}_L(x) (I-iM_1)^{-1} d\mathcal{E}_M(y_2) = \iint \frac{f(x, y_2)}{1-i\varepsilon y_2} d\mathcal{E}_L(x) d\mathcal{E}_M(y_2)
\]
in the strong operator topology. Consequently, 

\[
\lim_{\varepsilon \to 0} Y_{\varepsilon} = \lim_{\varepsilon \to 0} \left( \iint \frac{f(x, y_1) - f(x, y_2)}{y_1 - y_2} d\varepsilon_L(x) d\varepsilon_M(y_1) (M_1(\varepsilon) - M_2(\varepsilon)) d\varepsilon_M(y_2) \right) (I - iM_2)^{-1} = (f(L, M_1) - f(L, M_2))(I - iM_2)^{-1}
\]

in the strong operator topology. Thus, we have proved that 

Corollary 5.6. Let \( f \in (\mathcal{E}_\sigma^\infty)_+(\mathbb{R}^2) \) and let \( 1 \leq p \leq 2 \). Suppose that \( L, M_1 \) and \( M_2 \) are maximal dissipative operators such that \( M_2 - M_1 \in \mathcal{S}_p \). Then the following estimate holds:

\[
\|f(L, M_1) - f(L, M_2)\|_{\mathcal{S}_p} \leq \text{const} \|f\|_{L^\infty(\mathbb{R}^2)} \|M_1 - M_2\|_{\mathcal{S}_p}.
\]

Proof. Applying estimate (3.13) and Theorem 3.1, we obtain

\[
\|f(L, M_1) - f(L, M_2)\|_{\mathcal{S}_p} \leq \|\mathcal{D}^2 f\|_{L^\infty(\mathbb{R}^2)} \|M_1 - M_2\|_{\mathcal{S}_p} \leq \text{const} \|f\|_{L^\infty(\mathbb{R}^2)} \|L_1 - L_2\|_{\mathcal{S}_p}.
\]

Corollary 5.7. Let \( f \in (\mathcal{B}_{\infty, 1})_+(\mathbb{R}^2) \), \( 1 \leq p \leq 2 \). Suppose that \( L, M_1 \) and \( M_2 \) are maximal dissipative operators such that \( M_2 - M_1 \in \mathcal{S}_p \). Then the following inequality holds:

\[
\|f(L, M_1) - f(L, M_2)\|_{\mathcal{S}_p} \leq \text{const} \|f\|_{\mathcal{B}_{\infty, 1}} \|M_1 - M_2\|_{\mathcal{S}_p}.
\]

Proof. Let \( f^{[0]} \) and \( f_n \) be the functions defined by (2.5) and (2.22). It is easy to see that if \( u \in D(M_1) = D(M_2) \) then

\[
f(L, M_1)u - f(L, M_2)u = f^{[0]}(L, M_1)u - f^{[0]}(L, M_2)u + \sum_{n=1}^{\infty} (f_n(L, M_1)u - f_n(L, M_2)u).
\]

It remains to observe that

\[
\|f^{[0]}(L, M_1)u - f^{[0]}(L, M_2)u\| \leq \text{const} \|f^{[0]}\|_{L^\infty} \|M_1 - M_2\| \cdot \|u\|
\]

and

\[
\|f_n(L, M_1)u - f_n(L, M_2)u\| \leq \text{const} 2^n \|f_n\|_{L^\infty} \|M_1 - M_2\| \cdot \|u\|
\]

by Corollary 5.6.

Theorem 5.8. Let \( f \in (\mathcal{B}_{\infty, 1})_+(\mathbb{R}^2) \), \( 1 \leq p \leq 2 \). Suppose that \( L_1, L_2, M_1 \) and \( M_2 \) are maximal dissipative operators such that \( L_2 - L_1 \in \mathcal{S}_p \) and \( M_2 - M_1 \in \mathcal{S}_p \). Then the following inequality holds:

\[
\|f(L_1, M_1) - f(L_2, M_2)\|_{\mathcal{S}_p} \leq \text{const} \|f\|_{\mathcal{B}_{\infty, 1}} \max \left\{ \|L_1 - L_2\|_{\mathcal{S}_p}, \|M_1 - M_2\|_{\mathcal{S}_p} \right\}.
\]
Proof. We have
\[ \|f(L_1, M_1) - f(L_2, M_2)\|_{S_\rho} \leq \|f(L_1, M_1) - f(L_2, M_1)\|_{S_\rho} + \|f(L_2, M_1) - f(L_2, M_2)\|_{S_\rho}. \]
It remains to apply Corollaries 5.4 and 5.7. \( \blacksquare \)

**Theorem 5.9.** Let \( f \in (B_{1\infty})_+^1(\mathbb{R}^2) \). Suppose that \( L_1, L_2, M_1 \) and \( M_2 \) are maximal dissipative operators such that \( L_1 - L_2 \in S_2 \) and \( M_1 - M_2 \in S_2 \). Then the following equality holds:
\[
f(L_1, M_1) - f(L_2, M_2) = \int \int \int \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\sigma L_1(x_1)(L_1 - L_2) d\sigma L_2(x_2) d\sigma M_1(y),
\]
\[ + \int \int \int \frac{f(x, y_1) - f(x, y_2)}{y_1 - y_2} d\sigma L_2(x) d\sigma M_1(y_1)(M_1 - M_2) d\sigma M_2(y_2). \quad (5.2) \]

Here it is worth to say the same words as in the remark following Theorem 5.2.

**Proof.** Suppose first that \( f \in \mathcal{E}_\sigma^\infty(\mathbb{R}^2) \). By Theorem 5.2 we have
\[
f(L_1, M_1) - f(L_2, M_1) = \int \int \int \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\sigma L_1(x_1)(L_1 - L_2) d\sigma L_2(x_2) d\sigma M_1(y),
\]
while by Theorem 5.5 we have
\[
f(L_2, M_1) - f(L_2, M_2) = \int \int \int \frac{f(x, y_1) - f(x, y_2)}{y_1 - y_2} d\sigma L_2(x) d\sigma M_1(y_1)(M_1 - M_2) d\sigma M_2(y_2).
\]
It remains to observe that
\[
f(L_1, M_1) - f(L_2, M_2) = (f(L_1, M_1) - f(L_2, M_1)) + (f(L_2, M_1) - f(L_2, M_2)).
\]

Clearly, the set \( \bigcup_{\sigma > 0}(\mathcal{E}_\sigma^\infty)_+(\mathbb{R}^2) \) is dense in the space \( (B_{1\infty})_+^1(\mathbb{R}^2) \). It remains to observe that the set of functions \( f \) in \( (B_{1\infty})_+^1(\mathbb{R}^2) \), for which inequality (5.2) holds is closed in the space \( (B_{1\infty})_+^1(\mathbb{R}^2) \). This follows from Theorem 5.8 and Theorem 5.1. \( \blacksquare \)

Similarly, we can obtain the following result:

**Theorem 5.10.** Let \( f \in (B_{1\infty})_+^1(\mathbb{R}^2) \). Suppose that \( L_1, L_2, M_1 \) and \( M_2 \) are maximal dissipative operators such that \( L_1 - L_2 \in S_2 \) and \( M_1 - M_2 \in S_2 \). Then the following equality holds:
\[
f(L_1, M_1) - f(L_2, M_2) = \int \int \int \frac{f(x_1, y) - f(x_2, y)}{x_1 - x_2} d\sigma L_1(x_1)(L_1 - L_2) d\sigma L_2(x_2) d\sigma M_2(y),
\]
\[ + \int \int \int \frac{f(x, y_1) - f(x, y_2)}{y_1 - y_2} d\sigma L_2(x) d\sigma M_1(y_1)(M_1 - M_2) d\sigma M_2(y_2). \]
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