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Abstract

In this paper we consider the machine learning (ML) task of predicting tipping point transitions and long-term post-tipping-point behavior associated with the time evolution of an unknown (or partially unknown), non-stationary, potentially noisy and chaotic, dynamical system. We focus on the particularly challenging situation where the past dynamical state time series that is available for ML training predominantly lies in a restricted region of the state space, while the behavior to be predicted evolves on a larger state space set not fully observed by the ML model during training. In this situation, it is required that the ML prediction system have the ability to extrapolate to different dynamics past that which is observed during training. We investigate the extent to which ML methods are capable of accomplishing useful results for this task, as well as conditions under which they fail. In general, we found that the ML methods were surprisingly effective even in situations that were extremely challenging, but do (as one would expect) fail when “too much” extrapolation is required. For the latter case, we investigate the effectiveness of combining the ML approach with conventional modeling based on scientific knowledge, thus forming a hybrid prediction system which we find can enable useful prediction even when its ML-based and knowledge-based components fail when acting alone. We also found that achieving useful results may require using very carefully selected ML hyperparameters and we propose a hyperparameter optimization strategy to address this problem. The main conclusion of this paper is that ML-based approaches are promising tools for predicting the behavior of non-stationary dynamical systems even in the case where the future evolution (perhaps due to the crossing of a tipping point) includes dynamics on a set outside of that explored by the training data.
1 Introduction

Predicting the time evolution of a dynamical system is a problem at the heart of many fields. While some prediction problems focus on forecasting the evolution of the values of a set of system state observables over a timescale that is on the order of the characteristic time ($\tau_s$) on which observables vary, in other situations one is concerned with predicting the statistical properties of observables over a timescale ($\tau_{ns}$) that is much longer than the time over which the details of system state variation can be usefully forecasted ($\tau_{ns} \gg \tau_s$). Examples of the former include predicting daily rainfall, wind speed, and temperature (i.e., weather forecasting), while examples of the latter include predicting variations of average patterns associated with rainfall, wind and temperature over years. (Motivated by the terminology in atmospheric science, we use the term “climate” to refer to the long-term characteristics of typical orbits of any dynamical system.) Prediction is often particularly difficult since many systems of interest, such as the terrestrial climate system, can be highly complicated, and knowledge of some of their scientific principles, parameters, and boundary conditions may be incomplete, inaccurate, or unknown. In addition, such systems may have a wide range of spatial and temporal scales that cannot be resolved using conventional numerical methods. The long term statistics of the dynamics of such systems is often heuristically modeled using noisy, non-stationary dynamical systems which themselves may depend on a set of time-dependent parameters. It is well-known that for different fixed parameter settings, a noiseless stationary dynamical system (i.e., a system with no explicit time-dependence of the system itself) can, depending on its (time-independent) parameters, exhibit a variety of behaviors ranging from periodic to chaotic. We refer to qualitative changes of the attractor orbits of stationary systems occurring with variation of (time-independent) system parameters as bifurcations. In the case where the system is non-stationary, e.g., due to time-dependent parameters, the basic system dynamics may change with time. Moreover, if, for example, the time-dependent system temporally drifts through a critical parameter region, the state evolution of the non-stationary system can experience rapid change whereby the statistical behavior of its dynamics is qualitatively and quantitatively altered. We refer to such changes in the dynamics of non-stationary systems as “tipping points”.

Machine learning has been widely applied to the problem of determining both the short-term future state evolution and the long-term “climate” of stationary dynamical systems. In this paper, we use the term “climate” to denote long-term statistical properties of the evolution of a dynamical system. For stationary systems with ergodic dynamics, this includes, for example, obtaining the distribution of states, Lyapunov exponents, temporal correlation functions, Fourier power spectra, etc. associated with typical long trajectories of the system. However, for non-stationary systems the estimation of local-in-time state distributions, Lyapunov exponents, Fourier power spectra, and temporal correlation functions can often be problematic. We note, however, that a more well-defined generalization of a time varying system state distribution for non-stationary systems is available through the concept of “snapshot attractors” (also called “pullback attractors”), and we shall make use of this. In particular, a snapshot attractor, at any given time $t$ is obtained by considering an ensemble of states obtained from an ensemble of trajectories initiated from many randomly chosen initial conditions in the far past. See Refs. \cite{22,27} for a more detailed discussion. While prediction of stationary systems by machine learning (ML) has received much recent attention, less progress has been made in applying ML to the problem of predicting the time evolution of non-stationary dynamical systems, particularly of their climate and of the tipping points they may experience. Refer to \cite{12,28,30} for recent works which apply machine learning to the problem of predicting the short-term state evolution of non-stationary dynamical systems and to \cite{27,31,34} for recent works which aim to address the problem of predicting changing statistical properties of non-stationary dynamical systems (including anticipating tipping points). In previous work \cite{27} we...
demonstrated that ML provides a promising avenue for predicting the climate of a non-stationary dynamical system using the time series of its past states and knowledge of a non-stationarity-inducing system parameter time dependence. It was shown that a machine learning model can anticipate tipping points in a non-stationary dynamical system and, in some cases, predict post-tipping-point dynamics which are fundamentally different from those it was trained on.

The goal of this work is to further develop, devise, and test ML techniques for the prediction of non-stationary dynamical systems that undergo a tipping point transition. A main focus of our work is on situations where the observed pre-transition motion is constrained to a smaller restricted subset of the state space region than that on which the post-transition motion evolves.

In contrast, in previous work on predicting tipping points and the associated post-tipping-point dynamics [27,33,34] ML prediction was considered for cases in which the training data was obtained from orbits that typically explored large state space regions that included all or most of the state space visited by the predicted future orbits. Thus, in this prior work the ML predictor was directly aware of dynamical system information needed for the prediction of the future behavior, e.g., after a predicted tipping point. In some other previous works only the occurrence of a tipping point, but not the post-tipping-point behavior, was predicted. These latter works anticipate the occurrence of a tipping point based on observation of a pre-tipping-point orbit subject to dynamical noise, and use the fact that, as the tipping point is approached, the effect of the noise on the orbit increases. For example, in one work of this type [32] a deep learning technique was developed by training on a library of mathematical models to recognize dynamical response to noise that characterizes a system as it approaches a tipping point. Although quite useful, such techniques yield no information about the post-tipping-point dynamics of the system. In contrast to the above two different cases, in this paper we consider the situation where the ML predictor, although trained on a pre-tipping-point system trajectory which evolves on a smaller state space set contained within the larger set explored by the future post-tipping-point trajectory, is able to anticipate the tipping-point transition and extrapolate its learning from the neighborhood of the pre-tipping-point training data into the larger regions of the system state space not explored, or only sparsely explored, in the training data to predict the post-tipping-point dynamics.

A further contribution of our paper relative to previous related papers using ML for prediction of non-stationary behavior [27,33,34] is that those previous works considered the case where the system non-stationarity was induced by time variation of a parameter of an otherwise unknown system, and this parameter time variation was assumed to be known and was used as an input to the ML prediction system. In this current paper, on the other hand, we consider the case where knowledge of the type described above may not be available.

Furthermore, motivated by our finding that using the standard hyperparameter optimization validation scheme for this type of forecasting did not consistently yield useful results in our test cases, we accordingly introduce a new hyperparameter optimization strategy (which we use in the numerical experiments of this paper) for this purpose. We believe that this hyperparameter determination scheme may be generally beneficial for ML prediction of non-stationary systems.

Tipping point transitions between different dynamical states where the pre-transition state dynamics is constrained to a smaller set of the system state space, or to a different region of the system state space, than the post-transition orbits are observed in a wide array of natural systems [1,2]. Such transitions are commonly found in various terrestrial climate models [35–37], ecosystem models [38,40], epidemics [41,42], and physical and engineering applications (e.g., intermittency [43] and crisis [44] transitions in plasmas [45,48], lasers [49,50], electrical and power systems [51,54], thermoacoustic systems [55,57], hydrodynamical systems [58,59], and electrochemical systems [60]). Thus, developing methods to predict the climate evolution of non-stationary dynamical systems which may tip into a state characterized by motion of the system that may visit previously unex-
explored, or only sparsely explored, regions of its state space is a problem of very general importance. We emphasize, however, that, as is the case in general for methods employing extrapolations, our method has limitations. In particular, extrapolations are more likely to fail as the "amount" of the attempted extrapolation from the known case increases. A case illustrating this point is given in Sec. 3.1 where, when considering a situation where the non-stationary drift of the system is too slow, predictive extrapolation of the system behavior fails, but is then found to succeed when dynamical noise is assumed to influence the system evolution. (Evidently, the beneficial role of the dynamical noise in this case is to increase the state space set that is sampled by the training data.) A related example is given in Sec. 3.4 where we begin by reporting a failed attempt to extrapolate and predict behavior through a tipping-point associated with a subcritical (hysteretic) Hopf bifurcation using a purely data-driven ML model. In order to enable prediction in such a case, we then consider a prediction system scheme in which an ML model is combined with a knowledge-based model component. Although the knowledge-based component in the example considered is so inaccurate that it cannot make useful predictions on its own, we show that using it in a combined ML-based/knowledge-based hybrid prediction system enables good predictions of a tipping point transition as well as of the post-tipping-point behavior. Based on the discussion of Sec. 3.4, we hypothesize that the ML prediction of post-tipping climate dynamics purely from pre-tipping training data will usually only be possible for tipping point processes mediated by non-hysteretic stationary system bifurcations.

In what follows, we use reservoir computing [61–63] as the ML platform. Reservoir computing has previously been successfully used to predict the time evolution of dynamical systems [3–5, 7, 11, 18–20, 27], and its training is computationally inexpensive since it can be accomplished via a simple linear regression. This allows us to rapidly test different methodologies and various test system scenarios. We expect other types of machine learning, such as deep learning, to also work well using the methods presented in this paper.

The rest of the paper is structured as follows. Section II presents a brief introduction to the reservoir computing setup and training, as well as to our hyperparameter optimization scheme for non-stationary systems. In Section III we numerically demonstrate the use of ML to anticipate tipping point transitions and post-tipping behavior from motion in a restricted state space region to motion that explores substantial state space regions not previously visited. The example test systems used in Section III for generating the training data are the three-dimensional Lorenz '63 system [64] (Sec. 3.1), the Ikeda map [65] (Sec. 3.2), and spatiotemporally chaotic Kuramoto–Sivashinsky partial differential equation [66, 67] (Sec. 3.3). In Section IV we conclude with a brief summary of our main points.

2 Reservoir Computing Background

2.1 Setup and Training

Reservoir computing (see the review paper Ref. [61] for details) is a framework for efficiently training recurrent neural networks. In the implementation we use here, it consists of three major components: (1) a fixed input layer, (2) a fixed reservoir (in our case, a network of neuron-like nodes with recurrent connections), and (3) a trainable output layer. In this paper, we employ a setup similar to that used in Ref. [27] for predicting noisy non-stationary dynamical systems (see Sections II, IV-A, and IV-B of Ref. [27]). We briefly review the setup and the training/prediction procedure below.

We assume the availability of measured data from some time in the past, \( t = -T \), to the present, \( t = 0 \), which consists of a set of \( L \) measured state variables from a dynamical system of interest, represented as a \( L \)-dimensional vector \( \mathbf{v}(t) = [v_1(t), v_2(t), ..., v_L(t)]^T \), which we desire to predict for \( t > 0 \), plus a \( S \)-dimensional vector \( \mathbf{s}(t) \) of additional variables representing any other available
information that may aid in the prediction of \( v(t) \). During training \((-t_t \leq t \leq 0)\) for some training length \( t_t \leq T \), where \((T - t_t)\) is assumed to be long enough that transient behavior, associated with start-up, has decayed away, the input to our reservoir computer system will be the vector \( u(t) = [v(t); s(t)]^T \), whose dimension we denote by \( K = L + S \). Our objective is to predict \( v(t) \) for \( t > 0 \). If we use a reservoir of \( N \) nodes, then the input layer will be a \((N \times K)\)-dimensional matrix denoted \( W_{in} \). We choose to construct this matrix by randomly selecting one element of each row to be a nonzero number randomly chosen from a uniform distribution on the interval \([-\chi, \chi]\). The reservoir state is denoted by a vector \( r(t) = [r_1(t), r_2(t), ..., r_N(t)]^T \), where \( r_i(t) \) is the scalar state of the \( i^{th} \) reservoir node. The reservoir state evolves dynamically in time according to

\[
r(t + \Delta t) = (1 - \alpha)r(t) + \alpha \tanh(Ar(t) + W_{in}u(t) + b_r\mathbb{1}_{N \times 1}),
\]

where \( A \) is the \( N \times N \) reservoir network adjacency matrix, \( \alpha \) is the “leakage parameter”, and \( b_r \) is a constant bias. The reservoir adjacency matrix \( A \) is constructed as a directed random Erdos-Renyi graph of \( N \) nodes, and degree \((d)\), where both \( N \) and \((d)\) are “hyperparameters”. The output layer is a \((L \times (N + K + 1))\) matrix of trainable weights, \( W_{out} \). The matrix \( W_{out} \) is chosen (“trained”) by minimizing the squared Euclidean distance between the target states, \( v(t) \) for \( t < 0 \), and the projection of the high-dimensional reservoir states, the input vector, and a constant bias onto a space of dimension \( L \), \( W_{out}[r(t); u(t - \Delta t); 1] \). This is a linear regression problem over the observed data and can be solved by minimizing the following “cost function”,

\[
\frac{1}{t_t - t_0} \sum_{t_0 \leq t \leq t_t} ||W_{out}[r(t); u(t - \Delta t); 1] - v(t)||^2 + \lambda ||W_{out}||^2,
\]

where \( \lambda \) is the Tikhonov regularization parameter, the term \( \lambda ||W_{out}||^2 \) is added to prevent overfitting, and \( ||W_{out}||^2 \) is the Frobenius norm of \( W_{out} \). Once \( W_{out} \) is obtained, single-step prediction of \( v(t + \Delta t) \) is simply given by \( v(t + \Delta t) \approx \tilde{v}(t + \Delta t) = W_{out}[r(t + \Delta t); u(t); 1] \).

Following the method of Sec. IV-B in Ref [27] for the multi-step prediction of non-stationary dynamical systems, we take \( K = L + 1 \) with \( s(t) \) chosen to be the scalar quantity \( at + b \), for \( a \) and \( b \) being constants \((S = 1)\). Thus \( s(t) \) may be considered a linear control signal (instead of the non-stationarity-inducing bifurcation parameter of the system of interest as in Sec IV-A in Ref [27]). The linear control signal \( s(t) \) is provided to the reservoir at every step of the training and prediction process. Multi-step prediction is then obtained by using the single-step prediction \( \tilde{v} \) at time \( t \) as the input for prediction at the next step at time \( t + \Delta t \) (i.e., we set \( u(t + \Delta t) = [\tilde{v}(t + \Delta t); s(t + \Delta t)] \)). The linear control signal allows the reservoir to act as time-dependent mapping of input \( v(t) \) to output \( \tilde{v}(t + \Delta t) \).

In many application settings the observed orbits are influenced by dynamical noise. Since the reservoir computer learns the input-to-output mapping via linear regression, it is possible (as demonstrated in Refs. [27][68]) that given the time-series of a noisy dynamical system, the reservoir computer learns a mapping which closely approximates the underlying noiseless system. This may be undesirable since dynamical noise is present in the real system whose climate we wish to predict, and it can greatly influence the dynamics (e.g., it may induce intermittent bursting behavior near a bifurcation). Since we would like to capture these noise-related climate effects in our predictions, we will use a setup described in detail in Sec. IV-B of Ref [27] in which the reservoir system is modified to produce stochastic outputs mimicking the effect of dynamical noise present in the measured variables that are predicted. In particular, upon training the reservoir computer on the time series in the manner described above, we calculate the difference between the noisy target trajectory used for training, \( v(t) \), and the corresponding trajectory reconstructed from the reservoir states during training with the learned \( W_{out} \) matrix, \( W_{out}[r(t); u(t - \Delta t); 1] \). The point-wise errors,
\{v(t) - W_{out}[r(t); u(t - \Delta t); 1]\} for \(t \leq 0\), between the reservoir-reconstructed training trajectory and the true trajectory can then be treated as a distribution which approximates the dynamical noise distribution forcing the true system dynamics (assuming that the reservoir size is large enough that the reservoir computer’s learned approximation to the underlying noiseless dynamics of the true system \([68]\) is good). Then, during prediction, we randomly sample from this error distribution and add that to the one-step prediction at each step (and this perturbed one-step prediction is then fed back in as the input at the next time step). This scheme (see Ref. \([27]\)) will be used for all numerical experiments in this paper.

2.2 Choosing Hyperparameters for Prediction of Non-Stationary Systems

Next, we turn our attention to the problem of selecting appropriate “hyperparameters”, i.e., parameters of the machine learning model which are not learned but instead are chosen a priori. For reservoir computing in our case, such parameters include the number of reservoir nodes \((N)\), the degree \((\langle d \rangle)\) and spectral radius \((\rho_s)\) of the reservoir adjacency matrix, the strength of the input-to-reservoir coupling \((\chi)\), the reservoir leakage term \((\alpha)\), the Tikhonov regularization parameter \((\lambda)\), the reservoir activation bias \((b_r)\), the slope \((a)\) and intercept \((b)\) parameters of the linear control signal, the strength of the observational noise added to the training data \((\epsilon_0)\) and the number of passes of the training data during training (see \([69]\) and Sec. VI of Ref \([27]\) regarding the addition of observational noise and multiple passes of training data during training to aid in the stability of machine learning predictions), and the length of the training data \((t_t)\).

Figure 1: Partition of the training data into the long validation set \((t \in [-T_3, -T_2])\), training set \((t \in [-T_2, -T_1])\), and short validation set \((t \in (-T_1, 0])\) for the proposed hyperparameter optimization scheme.

We choose an appropriate set of hyperparameters by performing a grid-search optimization in which, for each set of hyperparameters, we train the reservoir computer on a training data set and then evaluate its performance on a validation data set (which is disjoint from the training data set). We would like the predictions to (1) produce good multi-step prediction of the state of the system and (2) produce good climate forecasts (i.e., even after short-term prediction of the state of the system has failed, the predicted orbit continues to exhibit dynamics similar to those of the true system). Hence, we choose a criterion for evaluating a trained reservoir’s performance on a validation set to capture both of these qualities. We do this in the following way. First we partition the available \(t < 0\) time series data string into 3 parts: (1) a short validation set, (2) a training set, and (3) a long validation set. The short validation set will be the data corresponding to \(-T_1 < t \leq 0\), where \(T_1\) is on the order of a few times (say 20) \(\tau_s\), the characteristic time over which the state of the system varies, e.g., if the Fourier series of a state variables has a pronounced peak, we might choose \(\tau_s\) to correspond with this peak, alternatively we might choose \(\tau_s\) to be \(1/\lambda_L\) for a chaotic system where \(\lambda_L\) is the largest positive Lyapunov exponent of the system of interest. The training data set will
correspond to \(-T_2 \leq t \leq -T_1\) where the training length \(t = T_2 - T_1\) is a hyperparameter. The long validation data set will correspond to \(-T_3 \leq t < -T_2\), where \((T_3 - T_2)\) will be on the order of many times \(\tau_s\) (say 200\(\tau_s\)). See Fig. 1. After training the output weights of the reservoir computer on the training data, we first determine how well this trained reservoir unit can predict the short-term state of the true system by considering the median “valid time” over a set of \(m_1\) predictions (as described below). The valid time of a predicted trajectory is obtained by calculating a normalized Euclidean error between the reservoir-computer-predicted trajectory and the true system trajectory and monitoring where this error crosses a chosen threshold (as described in [5] Sec. III-C). To calculate the median valid time, we first randomly select \(m_1\) starting points in the short validation set near \(t = -T_1\), resynchronize the reservoir computer to a short segment of data (say of length \(\tau_s\)) starting at each of the randomly selected starting points (i.e., run it in “open-loop”) and then predict (“close the loop”). The median of the \(m_1\) valid times is then called the median valid time for the trained reservoir computer used (for that specific set of hyperparameters). The stability of predictions can be assessed by similarly making \(m_2\) independent predictions over the long validation set, starting near \(t = -T_3\). In this case, instead of calculating the valid time of each trajectory, we calculate the Wasserstein distance [see the beginning of Sec. III (e.g., Eq. (5)) and [70]] between the distribution of states of the predicted trajectory and that of the true system. For multivariate systems, we simply compute the Wasserstein distance for each variable and then average them. (In practice, we calculate the Wasserstein distance by using the range of the true system orbit as the integration bounds for the Wasserstein integral). The average Wasserstein distance for each set of hyperparameters is then obtained by averaging this quantity over the \(m_2\) predictions. For each set of hyperparameters, we calculate the median valid time \((t_v)\) and the average Wasserstein distance \((E_W)\). Then we calculate the following quantity for each hyperparameter set

\[
E = (E_W / \max(E_W)) - (t_v / \max(t_v)),
\]

where the \(\max()\) of \(E_W\) and \(t_v\) is calculated over all hyperparameter sets. Finally, the set of hyperparameters which minimize \(E\) are taken as the “appropriate” set of hyperparameters. This is the procedure which was followed in all numerical experiments performed in this paper.

We now discuss the intuition behind this procedure. We would like to obtain hyperparameters which allow the ML to (1) accurately learn the target non-stationary system dynamics near \(t = 0\) (since we would like to predict for \(t > 0\)), and (2) produce predictions which capture good climate statistics for periods of length much greater than \(\tau_s\). The first of these is assessed by evaluating the median valid time. The second is assessed by evaluating the average Wasserstein distance over the long validation set. Furthermore, prediction on the long validation set allows us to avoid choosing hyperparameter sets which yield an ML model that predicts orbits that become unstable when operated in the closed-loop prediction phase for long periods of time, even if the ML model produces good short-term forecasts. To ensure that our choice of hyperparameters allows the ML to accomplish the above two goals, we combine the median valid time and average Wasserstein distance metrics as done in Eq. (3). [A possible generalization of Eq. (3) is to weigh the two terms unequally, but in our numerical tests, for the particular systems we considered we found that equal weighing (as in Eq. (3)) was sufficient.] The temporal ordering (Fig. 1) of the training data set and the short and long validation sets are chosen so that we perform training and the median valid time tests closest to the present time, near \(t = 0\), so as to most accurately capture dynamics which are most relevant for prediction. We found that, in many cases, this ordering scheme was essential for obtaining good results. In addition, we note that, even when long-term stability of the reservoir-computer-predictions was not an issue, incorporating the long validation set into the hyperparameter optimization in the above way resulted in more accurate prediction of tipping point transitions and post-tipping-point transition dynamics (see Appendix A for an example comparison).
In all of our numerical experiments, all components of the reservoir input vector \( \mathbf{v} \) are normalized by their root-mean-square values (taken over the observed data for \( t < 0 \)). In addition, we set \( s = a k + b \) where \( k = 1, 2, 3, \ldots \) denotes the reservoir time step. This re-scaling of \( a \) and shift of \( b \), along with the input normalization, allows us to heuristically set the intercept of the linear control signal \( b \) to 1, thereby slightly reducing the computational burden during hyperparameter optimization.

3 Predicting the Tipping Point and Post-Tipping-Point Dynamics in Non-Stationary Systems

To investigate the possible ability of our proposed ML method to predict the dynamics of an unknown non-stationary dynamical system from time series of past system states and generalize by extrapolating to regions of the system state space not explored, or only sparsely explored, in the training data, we consider numerical examples of tipping points associated with the crossing of (1) a saddle-node-induced intermittency bifurcation [43], (2) an interior crisis, and (3) a subcritical Hopf bifurcation. For the saddle-node bifurcation case, we will use as examples tests on the three-dimensional Lorenz system [64] and the Kuramoto-Sivashinsky partial differential equation [66,67]. In particular, we will consider the situation where the non-stationary unknown system initially exhibits periodic motion and at a later time abruptly tips into a chaotic state. For the interior crisis example, we will use as our example the Ikeda map [65], in which the non-stationary unknown system initially evolves on a smaller chaotic attractor that suddenly explodes into a larger chaotic attractor. For the subcritical Hopf bifurcation example, we will consider the Lorenz system, in which the pre-tipping-point orbit moves along a slowly-drifting fixed point attractor of the corresponding stationary system, while the post-tipping-point orbit motion is chaotic and explores a much larger region of the system state space. For all examples, we will consider the case where the non-stationarity of the system is modeled as due to a time-dependent system parameter, and, because we would like to demonstrate our methods for cases more general than a linear drift in the time-dependent system parameter, we will choose the following nonlinear time-dependence for a system parameter \( \tilde{\rho} \):

\[
\tilde{\rho}(t) = \tilde{\rho}_0 + \tilde{\rho}_1 \exp(t/\tau),
\]

(4)

where \( \tilde{\rho}_0, \tilde{\rho}_1, \) and \( \tau \) are constants, and we will consider examples with various settings for these parameters.

For each example, to judge the quality of the ML predictions, we will do the following. We will numerically simulate an ensemble of trajectories of the system of interest from randomly chosen initial conditions in the far past. Next, we will separately train the ML model on each of the trajectories \([t, t + \delta t] \) and, using an appropriate set of hyperparameters (obtained using the optimization scheme described in Sec. II), and we will generate predictions for \( t > 0 \). We then use the ensemble of true trajectories and ML-predicted trajectories to calculate the Wasserstein-based climate error metric, \( \Gamma(t) \), developed in Ref [27] for some observable quantity \( x \) of the system,

\[
\Gamma(t) = \frac{2}{\Delta x} \int \left| f_a(x, t) - f_p(x, t) \right| dx,
\]

where \( f_a(x, t) \) is an approximation to the cumulative probability distribution of \( x \) over a small interval \([t, t + \delta t] \) obtained from the ensemble of actual trajectories, \( f_p(x, t) \) is the cumulative probability distribution of the ensemble of ML-predicted trajectories, and \( \Delta x = x_{max} - x_{min} \) is the range in \( x \) from the observed data. See Ref [27] for a more detailed discussion.
3.1 Predicting tipping in the Lorenz System

We consider the non-stationary, potentially noisy, Lorenz system,

\[
\frac{dx}{dt} = \sigma(y-x) + \xi_x(t), \quad (6a)
\]

\[
\frac{dy}{dt} = x(\rho(t) - z) - y + \xi_y(t), \quad (6b)
\]

\[
\frac{dz}{dt} = xy - \beta z + \xi_z(t), \quad (6c)
\]

where \(\sigma = 10\), \(\beta = 8/3\), and \(\rho\) are the system parameters, and \(\xi_i(t)\) for \(i = x, y, z\) represents uncorrelated, white (in time) dynamical noise. The dynamical noise is implemented by randomly choosing a number from a uniform distribution over the interval \([-\bar{\xi}, \bar{\xi}]\) and assigning it to \(\xi_i\) at each step of the numerical integration of Eqs. (6) (carried out using the fourth order Runge-Kutta method and an integration time step of \(\Delta t = 0.01\)). The non-stationarity is due to the time-dependent parameter \(\rho(t)\) in Eq. (6b) which varies in time according to Eq. (4).

First, we consider the noiseless case (i.e., \(\xi_i = 0\) for all \(i\)), and we set \(\rho_0 = 154\), \(\rho_1 = 8\), and \(\tau = 100\). Figure 2 shows an example of a non-stationary Lorenz trajectory over \(t \in [-600, 200]\), starting from a randomly chosen initial condition, for the above choice of parameters. The red and black curves correspond to the trajectory for \(t \leq 0\) and \(t > 0\), respectively. For \(t < 0\), the system motion is characterized by periodic motion of the corresponding stationary system at each time \(t < 0\), and, at a later time for \(t > 0\), when the time-dependent parameter \(\rho(t)\) crosses a tipping point associated with a saddle-node-induced intermittency bifurcation of the stationary system near \(\rho = 166\), the motion transitions rapidly to chaotic, which results in the system exploring a larger region of its state space previously unexplored during the periodic motion. In the plot shown in Fig. 2 we have normalized each variable to the root-mean-square of that variable calculated for \(t < 0\), and we denote the normalized variables \(x', y', \text{ and } z'\).

Figure 2: The three-dimensional trajectory of the noiseless non-stationary Lorenz system (given by Eqs. (6) for \(\rho_0 = 154\), \(\rho_1 = 8\), and \(\tau = 100\) over the time interval \(t \in [-600, 120]\)) from a randomly chosen initial condition. The red and black curves correspond to the periodic trajectory for \(t \leq 0\) and the chaotic trajectory for \(t > 0\), respectively.
Figure 3 shows the results of the application of our ML technique to the above non-stationary noiseless Lorenz case. Figure 3(a) shows the climate error metric $\Gamma(t)$ (see Eq. (5)), obtained using an ensemble of 1000 trajectories from randomly chosen initial conditions, over the prediction window. The observables we use to construct this metric are the maxima of $z'(t)$, denoted $z'_m$ where the subscript $m$ labels the $m^{th}$ maximum. Figure 3(b) shows a typical example of the points $z'_m$ versus $t$ from a numerically integrated (“true”) trajectory (black dots), and the ML prediction for $t > 0$ (red dots) after training on the true system trajectory segment (for $t < 0$) shown in the plot. In this case, by a “typical” trajectory, we mean a trajectory from a randomly chosen initial condition. The vertical dashed green line in panel (b) indicates the starting point of the ML prediction. We see that, similar to the true trajectory, the ML-predicted trajectory initially evolves as a periodic orbit and then at a later time rapidly transitions to a chaotic orbit which explores a large state space region. The vertical dashed blue lines in Figs. 3(a) and 3(b) at $t = 5, 60, 80, 110$, labeled by (c), (d), (e), and (f), respectively, denote the times for which we show the true ($f_a(z'_m, t)$) and predicted ($f_p(z'_m, t)$) cumulative distributions of the $z'_m$ points. These distributions are shown in panels (c), (d), (e), and (f), respectively. In Fig. 3(c) the two-step structure of the predicted (dashed red curve) cumulative probability distribution of the $z'_m$ points indicates that the predicted ensemble of trajectories are periodic (with period 2) near $t = 5$, and that the predicted distribution is in agreement with the true distribution (solid black curve). Figure 3(d) shows the cumulative probability distributions at $t = 60$. It is seen that, at this time, whereas the true system trajectories have undergone a tipping point from periodic to chaotic motion, the ensemble of predicted trajectories are still periodic. This discrepancy is also what gives rise to the peak in $\Gamma(t)$ seen in panel (a). Figures 3(e) and 3(f) show the true and predicted cumulative probability distributions at later times ($t = 80$, and 110, respectively), from which we see that the ensemble of predicted trajectories have also passed a tipping point and transitioned from periodic to chaotic motion. Accordingly, the value of $\Gamma(t)$ decreases from the spike near $t = 60$. Considering the small values of the climate error metric in Fig. 3(a) (except for the spike due to the error in the ML prediction of the exact timing of the tipping point transition), and comparing the pre- and post-transition cumulative distributions in Figs. 3(c) and 3(e), we judge that the ML-predicted trajectories not only anticipate a tipping point (although with some error in the tipping point time), but also accurately predict the post-tipping-point dynamics. We regard this as impressive since the ML model was only trained on time series of the true system trajectory for $t < 0$, which corresponds to a periodic motion that explores a restricted region of state space, but still accurately predicts the post-tipping-point chaotic dynamics. Thus the ML model is able to extrapolate to a previously unexplored region of the system state space. Table 1 shows the hyperparameters for this example, obtained using the hyperparameter optimization scheme described in Sec. 2.2.

We now discuss conditions that potentially enable the ML to generalize and extrapolate its learning to unexplored regions of the target system state space in the above example, as well as situations in which we may not expect such predictive capabilities, and some possible elements which may alleviate the latter case to some extent. In the example (Fig. 3) the orbit is exactly periodic in a corresponding stationary situation. However, due to the non-stationarity, the location of the periodic orbit drifts with time, giving the non-stationary orbit a “thickness” as seen by the red curve in Fig. 2. This allows the trajectory to sample the system state space in a “band” region rather than only on the closed curve periodic orbit that would apply if the underlying system was stationary. As seen from the example in Fig. 3 this evidently allows the ML to learn the changing dynamics and to extrapolate from it so as to predict both a tipping point as well as the post-tipping-point dynamics which explore a larger region of the system state space. Based on this consideration, a natural question is what would happen if the parameter-sweep (i.e., the change in the non-stationary-inducing time-dependent system parameter) over the same training
time duration were significantly smaller (e.g., if the time-scale of non-stationarity were significantly larger than the time interval over which the system was observed for creating the training dataset)? As shown below, we find that, in the case where the observed periodic orbit (in the training data) does not have sufficient parameter-sweep (and the system is evolving in the absence of dynamical noise), the ML is unable to anticipate a tipping-point transition from periodic to chaotic motion. However, if the same system (over the same insufficient parameter-sweep) is evolving in the presence of dynamical noise of sufficient strength, then the ML is able to reliably anticipate a tipping point transition, and in many cases, predict the post-tipping-point transition dynamics.

We now illustrate the above points. First we consider the noiseless non-stationary Lorenz system given by Eq. (5), and \(\rho_0 = 165.5\), \(\rho_1 = 0.1\), and \(\tau = 100\). In contrast, for the case illustrated in Figs. 2 and 3, \(\rho_0 = 154\), \(\rho_1 = 8\), and the total range of the parameter drift over the same training time duration is much reduced. As with the previous example, for \(t < 0\) the system orbit is periodic and at a later time (for \(t > 0\)) the parameter \(\rho\) crosses a tipping point near \(\rho = 166\), after which the system orbits become chaotic. Figure 4 shows the results of applying our ML methods to an ensemble of 1000 trajectories from randomly chosen initial conditions. Figure 4(a) shows \(\Gamma(t)\) over the prediction window and the vertical dashed blue lines indicate the times for which the true and ML-predicted \(z'_{\text{m}}\) point cumulative probability distributions have been plotted in the figure panels corresponding to the labels. Figure 4(b) shows the \(z'_{\text{m}}\) points of an example true system trajectory (black dots) and of the corresponding ML-predicted trajectory (red dots). We see that, whereas the true system trajectory undergoes a tipping-point transition from periodic to chaotic motion near \(t = 200\), the ML-predicted trajectory does not pass through a transition and instead continues to show periodic motion. The cumulative probability distributions shown in Figs. 4(c), 4(d), 4(e), and 4(f)
Table 1: Hyperparameters for predicting the noiseless non-stationary Lorenz system in Fig. 3.

| Parameter                                                   | Value          |
|--------------------------------------------------------------|----------------|
| Reservoir size                                              | N              | 2000           |
| Average number of connections per node                      | \( \langle d \rangle \) | 3              |
| Spectral radius of the reservoir's adjacency matrix          | \( \rho_s \)   | 0.8            |
| Coupling strength of the input to the reservoir             | \( \chi \)     | 0.5            |
| Reservoir leakage parameter                                 | \( \alpha \)   | 1              |
| Reservoir node activation bias                              | \( b_r \)      | 0              |
| Tikhonov regularization parameter                           | \( \alpha \)   | \( 3.59 \times 10^{-13} \) |
| Intercept of the linear control signal                      | \( b \)        | 1              |
| Slope of the linear control signal                          | \( a \)        | \( 5.99 \times 10^{-5} \) |
| Numerical integration time step for Eq. (6)                 | \( \Delta t \) | 0.01           |
| RC time step                                                 | \( \Delta t_{RC} \) | 0.01           |
| Strength of observational noise added to training data      | \( \epsilon_0 \) | \( 5 \times 10^{-5} \) |
| Number of passes of training data during training           |                | 10             |

at \( t = 50, 120, 200, \) and 300, respectively, indicate that the ensemble of ML-predicted trajectories fail to undergo a tipping point from periodic to chaotic motion. We attribute this to the parameter-sweep of the system over the training data being too small to allow extrapolation by our ML method into the previously unexplored state space regions. Table 2 shows the hyperparameters used for this example.

Table 2: Hyperparameters for predicting the noiseless non-stationary Lorenz system (in Fig. 4) with an insufficient parameter-sweep.

| Reservoir size | N | 2000 |
|----------------|---|------|
| Average number of connections per node | \( \langle d \rangle \) | 3 |
| Spectral radius of the reservoir's adjacency matrix | \( \rho_s \) | 1 |
| Coupling strength of the input to the reservoir | \( \chi \) | 1 |
| Reservoir leakage parameter | \( \alpha \) | 0.5 |
| Reservoir node activation bias | \( b_r \) | 0 |
| Tikhonov regularization parameter | \( \alpha \) | \( 1.29 \times 10^{-12} \) |
| Intercept of the linear control signal | \( b \) | 1 |
| Slope of the linear control signal | \( a \) | \( 1 \times 10^{-6} \) |
| Numerical integration time step for Eq. (6) | \( \Delta t \) | 0.01 |
| RC time step | \( \Delta t_{RC} \) | 0.01 |
| Strength of observational noise added to training data | \( \epsilon_0 \) | \( 5 \times 10^{-4} \) |
| Number of passes of training data during training | | 10 |

Now we consider the above example, but where the system is evolving in the presence of dynamical noise of strength \( \bar{\xi}_i = 3 \times 10^{-2} \) for \( i = x, y, z \). Figure 5 shows the results of applying our ML methods to this example using an ensemble of 1000 trajectories from randomly chosen initial conditions. Figure 5(a) shows \( \Gamma(t) \) over the prediction window, and Fig. 5(b) shows the \( z_m' \) points from a typical true system trajectory (black dots) and the corresponding ML-predicted trajectory (red dots) from an ML model trained on the true trajectory shown (for \( t < 0 \)). We see that, unlike in the noiseless case, the ML-predicted trajectory undergoes a tipping-point transition from (noisy) periodic to chaotic motion. In addition, we see that the ML-predicted trajectory captures the intermittency bursting
behavior before the tipping point due to the dynamical noise. Figures 5(c), 5(d), 5(e), 5(f) show the true and ML-predicted cumulative probability distributions of the $z'_m$ points at $t = 50, 120, 200, \text{and } t = 300$, respectively. From these distributions, it is seen that the ML-predicted ensemble of trajectories initially exhibit a noisy periodic motion and then transition to a different motion which closely approximates that of the true system trajectories. Through this example with small parameter sweep, we see that although the ML was unable to anticipate a tipping-point transition from periodic to chaotic motion in the case of the noiseless Lorenz system, the presence of dynamical noise of sufficient strength in that same system enabled the ML (trained using the same length of data as in the noiseless case) to anticipate a tipping-point transition and predict the post-transition system dynamics. (Table 3 shows the hyperparameters used for this example.) The interpretation is that, by kicking the orbit off its period 2 trajectory during the training, the dynamical noise allows the ML to sample the system dynamics in the neighborhood of the periodic orbit, and the ML is then able to use this added information to accomplish its prediction task.

### 3.2 Predicting tipping points and evolution of extreme event frequency in the non-stationary Ikeda Map

Interior crisis transitions have been identified as a common route to rare extreme events in a variety of dynamical systems \cite{71}. In non-stationary systems that have crossed a tipping point mediated by an interior crisis transition of the corresponding stationary system, the frequency of rare extreme events increases as the bifurcation parameter drifts further past the critical value. As this process continues, the system eventually enters a regime where the previously rare extreme events become
part of the regular dynamics leading to much greater persistent variability of the system state (e.g., see Fig. 6). In noisy systems the rare and extreme events can occur before the tipping point is crossed (e.g., see Figs. 6(a,b,c) and 7(b)). The task of predicting such tipping point and post-tipping-point behavior has become more urgent in recent years, e.g., due to concerns of potential increase in the rate of extreme weather such as heavy rainfall [72,73], floods, and hurricanes driven by a warming terrestrial climate.

Next, we consider prediction of the interior crisis, and the climatic variation of large amplitude events induced by an interior crisis and dynamical noise in the non-stationary noisy Ikeda map [74] (represented here as a 2-dimensional map of real variables $x_n$ and $y_n$),

\begin{align}
    x_{n+1} &= a + b(x_n \cos(\gamma - \eta_n/c_n) - y_n \sin(\gamma - \eta_n/c_n)) + \xi_{x,n}, \\
    y_{n+1} &= b(x_n \sin(\gamma - \eta_n/c_n) + y_n \cos(\gamma - \eta_n/c_n)) + \xi_{y,n},
\end{align}

(7a) 

(7b)

where $c_n = 1 + x_n^2 + y_n^2$, $\gamma$, $a$, and $b$ are real constants, $\eta_n$ is a real time-dependent parameter, and $\xi_{x,n}$ and $\xi_{y,n}$ are independent temporally-uncorrelated dynamical noise terms.

We choose $a = 0.85$, $b = 0.9$, and $\gamma = 0.4$. First, we briefly consider the noiseless stationary system behavior near the interior crisis which occurs at $\eta = \eta_c \approx 7.269$. For $\eta$ slightly less than $\eta_c$, typical system orbits evolve on a smaller chaotic attractor. As $\eta$ is increased above $\eta_c$, typical system orbits start to exhibit signatures of extreme events, i.e., after spending some time evolving on the smaller chaotic attractor they suddenly move far from it before returning. The frequency

Figure 5: (a) $\Gamma(t)$ vs time over the prediction window. Vertical dashed blue lines labeled (c), (d), (e), and (f) indicate the locations for which the true and predicted $z'_m$ point cumulative probability distributions are shown in panels (c), (d), (e), and (f), respectively. (b) The $z'_m$ points of an example true system trajectory (black dots) and the corresponding ML prediction (red dots). The vertical dashed green line indicates the starting point of the ML prediction. The vertical dashed blue lines indicate the same as in panel (a). Panels (c), (d), (e), and (f) show the true (solid black curves) and ML-predicted (dashed red curves) $z'_m$ map point cumulative probability distributions at $t = 50, 120, 200, \text{ and } 300$, respectively.
Table 3: Hyperparameters for predicting the noisy non-stationary Lorenz system (in Fig. 5) with an insufficient parameter-sweep.

| Hyperparameter                                      | Value  |
|-----------------------------------------------------|--------|
| Reservoir size                                      | $N$    |
| Average number of connections per node              | $\langle d \rangle$ |
| Spectral radius of the reservoir’s adjacency matrix | $\rho_s$ |
| Coupling strength of the input to the reservoir     | $\chi$ |
| Reservoir leakage parameter                         | $\alpha$ |
| Reservoir node activation bias                      | $b_r$ |
| Tikhonov regularization parameter                   | $\alpha$ |
| Intercept of the linear control signal              | $b_1$ |
| Slope of the linear control signal                  | $a$    |
| Numerical integration time step for Eq. (6)         | $\Delta t$ |
| RC time step                                        | $\Delta t_{RC}$ |
| Strength of observational noise added to training data | $\epsilon_0$ |
| Number of passes of training data during training   | $1$    |

with which such bursts occur increases as $\eta$ increases until orbits on the large post-crisis chaotic attractor densely cover the expanded attractor region.

In our noisy non-stationary example, we choose the same parameter values for $a, b,$ and $\gamma,$ and the non-stationarity is induced by the following time-dependence of $\eta,$

$$\eta_n = \eta^{(0)} + \eta^{(1)} \exp(n/\tau)$$  \hspace{1cm} (8)

where $\eta^{(0)} = 6.75, \eta^{(1)} = 0.5, \text{ and } \tau = 20000$. The dynamical noise is implemented by randomly choosing a number from a uniform distribution over $[-0.015, 0.015]$ and assigning it to $\xi_i$ for $i = x, y$ at each iteration of Eqs. (7). For this choice of system parameters, before the start of prediction ($n < 0$) typical system orbits are mostly confined to the region of system state space corresponding to the smaller pre-crisis chaotic attractor of the stationary system, with occasional bursting due to the presence of dynamical noise. At later times $n > 0,$ after the system has undergone a tipping point transition due to the interior crisis, typical system orbits much more regularly explore the larger region of system state space corresponding to the larger post-crisis chaotic attractor of the stationary system. Similar to the Lorenz system example, we assume we have observed the system state for $n < 0,$ when the system motion is largely confined to a smaller region of the state space. We note that although there is noise-induced bursting in typical system orbits for $n < 0$ (i.e., in the training data), for the large majority of time the orbit is in the smaller pre-crisis region. This can be seen in Figs. 8(a) and 8(b), which show the snapshot attractors of the system at $n = -15000$ and $n = -5000$, respectively. The snapshot attractors are constructed by plotting the system state at a given time $n$ of an ensemble of 4000 trajectories initialized in the far past from randomly chosen initial conditions. Such plots give a meaningful measure of the distribution of states of the non-stationary, noisy system at a given time $n$. From Figs. 8(a) and 8(b) we see that most of the points are contained within the region of state space corresponding to the pre-crisis, noiseless, chaotic attractor of the stationary system. This means that any information the training data contains regarding the larger region of state space explored by the post-tipping-point system orbits is purely due to the presence of dynamical noise and, when this noise is small such information can be very limited, but it is nevertheless crucial as we will discuss shortly. Here, $x_n'$ and $y_n'$ are obtained by normalizing $x_n$ and $y_n$, respectively, by the root-mean-square of their values for $n < 0$.

Figure 7(a) shows $\Gamma(n)$ over the prediction window, calculated from the ensemble of 4000 trajec-
Figure 6: Phase portraits of the snapshot attractor of the true system at (a) $n = -15000$, (b) $n = -5000$, (c) $n = 2500$, (e) $n = 6000$, (g) $n = 12500$ and corresponding ML prediction at (d) $n = 2500$, (f) $n = 6000$, and (h) $n = 125000$.

tories, and Fig. 7(b) shows an example of a surface of section plots for a typical system orbit (black dots) and the corresponding ML-predicted orbit for $n > 0$ (red dots). We see from Fig. 7(b) that the ML-predicted orbit, similar to the true orbit, initially evolves mostly on the smaller region of state space with occasional bursting, and then near $n = 5000$ undergoes a tipping point transition, after which the orbit begins to evolve on the larger post-tipping-point region of state space more frequently. This is further supported by the snapshot attractors at $n = 2500$ and $n = 6000$ in Figs. 6(c), 6(d), 6(e), and 6(f) generated by the true and ML-predicted ensemble of trajectories which show the true and predicted pre-tipping-point and post-tipping-point behavior. We see that at $n = 2500$ the true and ML-predicted ensemble of trajectories spend significantly less time in the region of state space into which the attractor expands due to the crisis than they do at $n = 6000$. The snapshot attractors at $n = 12500$, shown in Figs. 6(g) and 6(h), show that, like the true system orbits, the ensemble of ML-predicted trajectories have undergone a fundamental change in behavior compared to that observed in the training data. This is also captured in the cumulative probability distributions of $y_n'$ in Figs. 7(c), 7(d), 7(e) and 7(f) calculated at $n = 2500$, $n = 6000$, $n = 10000$, and $n = 125000$, respectively. Figure 7(c) indicates that the pre-tipping-point ensemble of true and ML-predicted trajectories are mostly restricted to the smaller region of state space $y_n' \in [-2.5, 2.5]$ with a thin tail extending beyond $y_n' = -2.5$ due to the occasional extreme events. The cumulative probability distributions in Fig. 7(f) show that the ensemble of true and ML-predicted trajectories explore a larger region of state space than during the pre-tipping-point regime. The cumulative distribution of $y_n'$ of the true ensemble of trajectories at $n = 2500$, the case shown in Fig. 7(c), is plotted in Fig. 7(f) (solid gray curve) for comparison. We note that, as mentioned above, in this example the training data contains extreme events which result in the system orbit sparsely sampling the larger region.
of state space explored by the post-tipping-point trajectory. We find, however, that although this sampling is sparse, the limited information obtained about the larger region of state space explored by the post-tipping-point orbits is crucial. We found that the ML was unable to consistently and accurately predict the post-tipping-point transition dynamics of the system when the strength of the dynamical noise was insufficient to cause extreme events in the training data. The presence of extreme events in the training data (due to the presence of dynamical noise of sufficient strength), even if infrequent, drastically improves the ML’s ability to predict the post-tipping-point transition system dynamics. (We also note that in this example, unlike in the Lorenz system example, a small fraction of the ML-predicted trajectories in the ensemble (less than 5\%) became unstable in the post-tipping-point regime (meaning that these predictions diverged to very large values), and these unstable trajectories were not used in calculating the statistics presented in Figs. 6 and 7.)

Figure 7: (a) $\Gamma(n)$ vs $n$ over the prediction window. Vertical dashed blue lines labeled (c), (d), (e), and (f) indicate the locations for which the true and predicted $y'_n$ cumulative probability distributions are shown in panels (c), (d), (e), and (f), respectively. (b) $x'_n$ (top) and $y'_n$ (bottom) of an example true system trajectory (black dots) and the corresponding ML prediction (red dots). The vertical dashed green line indicates the starting point of the ML prediction. The vertical dashed blue lines indicate the same as in panel (a). Panels (c), (d), (e), and (f) show the true (solid black curves) and ML-predicted (dashed red curves) $y'_n$ cumulative probability distributions at $n = 2500, 6000, 10000$, and $12500$, respectively.

To enable accurate climate prediction of the Ikeda map, we used the modified ML architecture described in Appendix B. Table 4 shows the hyperparameters used for the example in this section.

3.3 Predicting tipping in the Kuramoto-Sivashinsky equations

In this section, we use machine learning to anticipate the tipping point transition and predict the post-tipping-point dynamics of an unknown system taken to be the non-stationary, potentially noisy, Kuramoto-Sivashinsky equation,

$$
\frac{\partial w(x, t)}{\partial t} + w(x, t) \frac{\partial w(x, t)}{\partial x} + \frac{\partial^2 w(x, t)}{\partial x^2} + \kappa(t) \frac{\partial^4 w(x, t)}{\partial x^4} = \xi(x, t),
$$

(9)
Table 4: Hyperparameters for predicting the Ikeda map.

| Parameter                                      | Value     |
|------------------------------------------------|-----------|
| Reservoir size                                 | 1000      |
| Average number of connections per node         | 3         |
| Spectral radius of the reservoir’s adjacency matrix | 0.25      |
| Maximal coupling strength of the dynamical variable input to the reservoir | 2         |
| Maximal coupling strength of the parameter input to the reservoir | 1         |
| Reservoir leakage parameter                    | 1         |
| Reservoir node activation bias                 | 0         |
| Tikhonov regularization parameter              | 7.74 × 10^{-8} |
| Intercept of the linear control signal         | 4.64 × 10^{-7} |
| RC time step                                   | 1         |
| Strength of observational noise added to training data | 5 × 10^{-2} |
| Number of passes of training data during training | 10        |

where \( w(x, t) \) is a real-valued scalar function of \( x \) and \( t \), with periodic boundary conditions \( w(x, t) = w(x + 2\pi, t) \), \( \kappa(t) \) is a time-dependent system parameter, and \( \xi(x, t) \) is an uncorrelated and white (in time) dynamical noise term.

We solve Eq. (9) numerically using the exponential time-differencing Runge-Kutta fourth-order time-stepping scheme [75] with a step size of \( \Delta t = 0.0084 \) and a spatial grid of 64 grid points (i.e., \( x \) is discretized into \( x_i \) for \( i = 1, 2, \ldots, 64 \)).

For the examples below, we consider the periodic window which exists near \( \kappa = 0.08 \). Figure 8 shows a bifurcation diagram of the stationary system for \( \kappa \in [0.076, 0.0816] \), constructed by using the Poincare surface of section \( w(x_1, t) = 0 \) with \( \partial w(x_1, t) / \partial t > 0 \) and observing the value of \( w(x_{40}, t) \) at many surface of section crossings \( (t = t_n) \), for different values of \( \kappa \). We denote the Poincare surface of section map points by \( w_m(n) = w(x_m, t_n) \). We see that for \( \kappa \gtrless 0.08 \), the system dynamics is chaotic. Indeed, as shown in Ref. [76] and verified by our own numerical calculations (not shown) the largest Lyapunov exponent for this system at \( \kappa = 0.0816 \) is about 0.043 and the Kaplan-Yorke dimension of the attractor is about 3.2. For \( \kappa \gtrless 0.08 \), the motion is periodic.

We first consider the noiseless Kuramoto-Sivashinsky equation, i.e., \( \xi = 0 \) in Eq. (9), with the non-stationarity induced by the following time-dependence of \( \kappa(t) \),

\[
\kappa(t) = \kappa_0 + \kappa_1 \exp(t/\tau),
\]

where \( \kappa_0 = 0.0753 \), \( \kappa_1 = 0.0034 \), and \( \tau = 75.3 \). Typical orbits of this non-stationary system evolve in periodic motion for \( t < 0 \), and when \( \kappa \) crosses a tipping point near \( \kappa = 0.08 \) they abruptly transition to chaotic motion. As before, our objective is to observe the system for \( t < 0 \), optimize hyperparameters and train an ML model using this training data, and then predict the long-term time-evolution of the system trajectory for \( t > 0 \). Figure 9 shows the results of applying our ML methods to this example using an ensemble of 1000 trajectories from randomly chosen initial conditions. Figure 9(a) shows the climate error metric \( \Gamma(t) \) over the prediction window (the top panel), an example of a numerically integrated trajectory of the system, and the corresponding ML prediction (the middle panel and bottom panel, respectively) with the value of \( w'(x, t) \) color-coded (where \( w'(x, t) \) is \( w(x, t) \) normalized by its root-mean-square with respect to time over the training data). The vertical dashed blue lines labeled (b), (c), (d), and (e) indicate the times for which the
true and ML-predicted cumulative probability distributions of $w'_{40}$-Poincare map points are plotted in the corresponding panels of the figure. We see that initially the ML-predicted trajectories evolve in a periodic manner, in agreement with true system trajectories as indicated by the small value of $\Gamma$ for $t \lesssim 20$ and by the cumulative distributions in Fig. 9(b). The ensemble of true trajectories undergo a tipping-point-transition from periodic to chaotic motion near $t = 40$. We see from the example of an ML-predicted trajectory in the bottom panel in Fig. 9(a) and from the cumulative distributions in Figs. 9(c), 9(d), and 9(e) at $t = 37.64, 64.23$, and $97.88$, respectively, that the ML-predicted trajectories undergo a transition from periodic motion to a different motion which does not match the chaotic motion of the true system. Thus, in this noiseless example, although the ML was able to anticipate a tipping point, it was not able to accurately capture the post-tipping-point transition dynamics.

(Note, the cumulative probability distribution in Fig. 9(b), at which point the system orbit is periodic, appears to indicate a period-4 motion, seemingly in disagreement with the bifurcation diagram in Fig. 8 which shows a period-2 motion. This, however, is because the ensemble of trajectories used to calculate the statistics in Fig. 9 are initiated from randomly selected initial conditions, and because the wave propagation direction of the traveling wave solution in the pre-tipping-point regime has a symmetry, i.e., it can travel either from left to right or from right to left, the ensemble consists of 50% of trajectories with waves traveling in one direction and 50% traveling in the other direction. The $w'_{40}$-Poincare map points for each type of solution have different values and so the cumulative probability distribution generated from these map points shows 4 steps instead of just the 2.)

As demonstrated with the Lorenz system in the previous section, we find that the presence of a small amount of dynamical noise can improve prediction, and may allow the ML to both anticipate
the tipping point as well as accurately predict the post-tipping-point dynamics. Thus, we reconsider the above system, but now evolving in the presence of dynamical noise. We implement the dynamical noise by adding a random number \( \xi_i \) for \( i = 1, 2, \ldots, 64 \) to our numerical solution \( w(x_i, t) \) at spatial grid point \( x_i \) at each iteration, where the random number, independent for each spatial grid point, is chosen randomly from a uniform distribution over the range \( [-1 \times 10^{-4}, 1 \times 10^{-4}] \). Figure 10 shows the result of applying our ML methods to this example for an ensemble of 1000 trajectories from randomly chosen initial conditions. Figure 10(a) shows \( \Gamma(t) \) over the prediction window, an example of a numerically integrated system trajectory, and the corresponding ML-prediction in the top, middle, and bottom panels, respectively. Compared to \( \Gamma(t) \) in the noiseless case in Fig. 9(a), we see that \( \Gamma(t) \) in this case remains small throughout the prediction window. The example true and ML-predicted trajectories further show that the ML-predicted trajectory successfully anticipates the tipping point and qualitatively captures the post-tipping-point dynamics. This is quantitatively supported by the plots of the true and ML-predicted cumulative probability distributions in Figs. 10(b), 10(c), 10(d), and 10(e), taken at times \( t = 7.51, 37.64, 60.23, \) and 97.88, respectively. We see that initially the ML-predicted ensemble of trajectories are periodic and then transition to a chaotic state which closely approximates that of the true system. There is a spike in \( \Gamma(t) \) at \( t = 30.10 \), and from the cumulative probability distributions in Fig. 10(b) at that time, we see that this spike is due to a discrepancy in the timing of the tipping-point transition in the ML-predictions compared to in the true system orbits. This peak quickly reduces, however, for later times where the ensembles of true and predicted trajectories have both undergone a tipping-point transition from periodic to chaotic. We see that, while in the noiseless case the ML was unable to predict the post-tipping-point transition dynamics, the presence of a small amount of dynamical noise allowed the ML to predict those dynamics.
To enable accurate climate prediction of the high-dimensional KS system in this section, we used the first modification to the reservoir computing architecture introduced in Appendix B, i.e., we separated the input coupling of the dynamical variables (i.e., \( w(x,t) \)) and the linear control signal. Table 5 shows the hyperparameters used in the Kuramoto-Sivashinsky equation examples.

### 3.4 Hysteretic tipping in the Lorenz System: Hybrid ML/knowledge-based prediction

We have demonstrated through the previous examples how ML is, in many cases, capable of predicting non-hysteretic tipping point dynamics. We also discussed limitations on the ML’s ability to extrapolate (e.g., when the system non-stationarity is too slow and the training data is too short (Sec. 3.1)), as well as how the presence of dynamical noise in the system may help the ML to successfully extrapolate the post-tipping-point dynamics. Here we provide another example illustrating the limitation of the method, particularly for cases where a tipping point is mediated by a hysteretic bifurcation of the corresponding stationary system, and we illustrate how using a hybrid system combining an ML model with even an inaccurate, conventional knowledge-based model may help overcome the limitation. The example is that of a tipping point in the non-stationary Lorenz ’63 system associated with a subcritical (i.e., hysteretic) Hopf bifurcation.

A system undergoes a Hopf bifurcation when a fixed point attractor loses stability as a pair of complex conjugate eigenvalues of its linearized system cross the imaginary axis. The bifurcation is subcritical when there exists an unstable limit cycle about the pre-bifurcation stable fixed point which collapses onto the fixed point as the bifurcation is approached, and past which the periodic orbit becomes unstable. In such a case the post-bifurcation orbit will be expelled from the neighborhood

![Figure 10](image-url)
Table 5: Hyperparameters for predicting the Kuramoto-Sivashinsky equation.

| Parameter                                                                 | Value          |
|---------------------------------------------------------------------------|----------------|
| Reservoir size                                                            | N 3000         |
| Average number of connections per node                                    | $⟨d⟩$ 3        |
| Spectral radius of the reservoir’s adjacency matrix                        | $ρ_s$ 1        |
| Maximal coupling strength of the dynamical variable input to the reservoir | $χ_1$ 1        |
| Maximal coupling strength of the parameter input to the reservoir         | $χ_2$ 0.75     |
| Reservoir leakage parameter                                               | $α$ 0.5        |
| Reservoir node activation bias                                            | $b$ 1          |
| Tikhonov regularization parameter                                         | $α$ $7.74 \times 10^{-10}$ |
| Intercept of the linear control signal                                    | $b$ 1          |
| Slope of the linear control signal                                        | $a$ $1 \times 10^{-5}$ |
| RC time step                                                              | $Δt_{RC}$ 0.0084 |
| Strength of observational noise added to training data                    | $ϵ_0$ 0        |
| Number of passes of training data during training                          | 1              |

of the pre-bifurcation fixed point attractor, typically moving to a previously existing attractor, possibly located in a far away region of state space. For the Lorenz system in our example the post-bifurcation attractor is chaotic (see Ref. \cite{17} and Section 8.4 of Ref. \cite{78} for details). In our considered example, for the $t < 0$ training data, the system moves along one of two slowly-changing fixed point attractors symmetrically located in the central regions of the left and right “butterfly wings” of the Lorenz attractor ($x = y = ±\sqrt{3(ρ − 1)}, z = ρ − 1$). See Fig. 11. At a time after the start of the prediction phase ($t > 0, ρ(0) = ρ_0 + ρ_1$), the system undergoes a tipping point transition mediated by a subcritical Hopf bifurcation of the corresponding stationary system. (Because of the Lorenz system symmetry with respect to the transformation $(x, y, z) \rightarrow (-x, -y, z)$, the Hopf bifurcation of both of the fixed points occur simultaneously.)

First considering the noiseless case, we set $ρ_0 = 22, ρ_1 = 7.5$, and $τ = 100$. Figure 12(a) shows the $z'(t)$-component of an example true system trajectory and the corresponding ML prediction in black and red curves, respectively. The vertical green dashed line shows the starting point for the ML prediction. We see that the true system orbit (plotted in black) initially moves along a slowly-changing fixed point of the system, and subsequently abruptly transitions to a chaotic motion. The ML-predicted-orbit (plotted in red), on the other hand, continues to evolve along the slowly-changing fixed point even after the true system fixed point has become unstable. Note that in this example the bifurcation point of the corresponding stationary system ($ρ = ρ^∗ = 24.74$) is crossed well before the tipping process commences in the non-stationary system (as illustrated in Fig. 12(a)). Table 6 lists the hyperparameters used for this example.

For the noisy case we set $ρ_0 = 15, ρ_1 = 7.5$, and $τ = 100$. Figure 12(b) shows $z_m'$ points versus time for a typical true system trajectory (black dots) and the corresponding ML-predicted trajectory (red dots) for a case where the ML model is trained on data corresponding to $t ∈ [-300, 0]$ and prediction begins at $t = 0$. For this example, the $z_m'$ points are the values of $z$ (normalized by the root-mean-square of $z(t)$ over the training data) where $xy − βz = 0$ (see figure caption for additional description). We see that, in agreement with the true system trajectory, the ML-predicted trajectory initially evolves noisily about the slowly-changing stable fixed point and then predicts that the fixed point becomes unstable at a later time. However, while the post-tipping-point trajectory
of the true system evolves on the bounded chaotic attractor, the ML-predicted trajectory quickly diverges to regions very far from the now unstable fixed point, indicating that the ML model is unable to successfully extrapolate the system dynamics to the post-tipping-point chaotic set. The vertical dashed blue line indicates the time near which the ML-predicted trajectory leaves the range of plotted values. This example illustrates a case in which our proposed ML method, although successful at predicting the occurrence of a tipping point, is unable to extrapolate to post-tipping-point dynamics presumably because the information available from the training data is limited to a region that is too far removed from the region where the post-tipping dynamics occurs. Table 7 lists the hyperparameters used in this example.

As we saw above there are tipping point cases which we may be interested in predicting, but due to the nature of the tipping point (e.g., mediated by a hysteretic bifurcation of the corresponding stationary system) a purely data-driven ML approach can fail to successfully predict the post-tipping-point system dynamics (e.g., due to the fact that the post-tipping-point system orbit explores regions of state space which may be too far from the regions explored by pre-tipping-point training orbit). In such cases, additional valuable information about the regions of the state space to which the data-driven ML model fails to extrapolate can be provided by a knowledge-based model. Next we consider the same example as above, but we replace the purely data-driven ML setup with a hybrid ML setup which incorporates an inaccurate knowledge-based physics model. We show that a hybrid model which combines a data-driven component and a knowledge-based component, neither of which
can individually make useful predictions, is able to predict the occurrence of a tipping point, as well as the associated post-tipping-point dynamics. The hybrid ML model architecture and training are described in Appendix C. Here we use the noiseless non-stationary Lorenz system with the same \( \rho(t) \) as the true system, but with \( \beta = 16/3 \) and \( \sigma = 20 \) (compared to \( \beta = 8/3 \) and \( \sigma = 10 \) in the true system) as our inaccurate knowledge-based model. Figure 13 shows stationary system bifurcation diagrams of the true noiseless Lorenz model (top panel) and the inaccurate knowledge-based model (bottom panel), plotted as \( z^* \) versus \( \rho \). Here \( z^* \) is defined as follows: the lower curve in both panels of Fig. 13 corresponds to a fixed point attractor, and for this curve we take \( z^* \) to denote the \( z \)-coordinate of the fixed point; the upper curve in both panels of Fig. 13 corresponds to a chaotic attractor and for this curve we take \( z^* \) to denote the maximum \( z_m \) over a long trajectory of the system. The upward-pointing arrow in each panel indicates the hysteretic transition from the fixed point attractor to the chaotic attractor as \( \rho \) is increased. The downward-pointing arrow in each panel indicates the hysteretic transition from the chaotic attractor to the fixed point attractor as \( \rho \) is decreased. The bottom horizontal axis labeled \( t \) shows the time corresponding to the value of \( \rho \) for the non-stationary system example \( \rho = \rho(t) \) (see Fig. 14). We note that the critical bifurcation value of \( \rho \) for the inaccurate system is substantially above the critical bifurcation value for the true system, and the region of bistability of the inaccurate knowledge-based model begins near the right edge of the prediction window for this example (near \( t = 116 \)).

Figure 14 shows the result of applying our hybrid ML/knowledge-based model to the above case.
Table 6: Hyperparameters for predicting the noiseless Lorenz system (subcritical Hopf bifurcation).

| Reservoir size | \( N \) | 2000 |
|----------------|--------|------|
| Average number of connections per node | \( \langle d \rangle \) | 3 |
| Spectral radius of the reservoir’s adjacency matrix | \( \rho_s \) | 1 |
| Maximal coupling strength of the input to the reservoir | \( \chi \) | 0.75 |
| Reservoir leakage parameter | \( \alpha \) | 0.5 |
| Reservoir node activation bias | \( b \) | 0 |
| Tikhonov regularization parameter | \( \alpha \) | \( 1.29 \times 10^{-12} \) |
| Intercept of the linear control signal | \( b \) | 1 |
| Slope of the linear control signal | \( a \) | \( 3.59 \times 10^{-5} \) |
| Numerical integration time step for Eq. (6) | \( \Delta t \) | 0.01 |
| RC time step | \( \Delta t_{RC} \) | 0.01 |
| Strength of observational noise added to training data | \( \epsilon_0 \) | \( 1 \times 10^{-4} \) |
| Number of passes of training data during training | | 10 |

Table 7: Hyperparameters for predicting the noisy Lorenz system (subcritical Hopf bifurcation).

| Reservoir size | \( N \) | 2000 |
|----------------|--------|------|
| Average number of connections per node | \( \langle d \rangle \) | 3 |
| Spectral radius of the reservoir’s adjacency matrix | \( \rho_s \) | 0.25 |
| Maximal coupling strength of the input to the reservoir | \( \chi \) | 0.25 |
| Reservoir leakage parameter | \( \alpha \) | 1 |
| Reservoir node activation bias | \( b \) | 0 |
| Tikhonov regularization parameter | \( \alpha \) | \( 1 \times 10^{-14} \) |
| Intercept of the linear control signal | \( b \) | 1 |
| Slope of the linear control signal | \( a \) | \( 1.29 \times 10^{-14} \) |
| Numerical integration time step for Eq. (6) | \( \Delta t \) | 0.01 |
| RC time step | \( \Delta t_{RC} \) | 0.01 |
| Strength of observational noise added to training data | \( \epsilon_0 \) | \( 1 \times 10^{-8} \) |
| Number of passes of training data during training | | 10 |

using an ensemble of 2000 trajectories from randomly chosen initial conditions. The top panel of Fig. 14(a) shows \( \Gamma(t) \) over the prediction window and the bottom panel shows the \( z_m' \) points versus time for a typical true system trajectory (black dots) and the corresponding ML prediction (red dots). The vertical dashed blue lines at \( t = 10, 40, 65, \) and 110 indicate the times for which the \( z_m' \) point cumulative probability distributions are plotted in Figs. 14(b), 14(c), 14(d), and 14(e), respectively. We see from the bottom panel of Fig. 14(a) that the ML-predicted trajectory initially evolves noisily about the slowly drifting fixed point attractor of the corresponding stationary system, and then undergoes a tipping point, after which it begins to explore a much larger region of state space, in agreement with the true system orbit. Unlike predictions using the purely data-driven ML model (see Fig. 12(b)), the predicted hybrid ML/knowledge-based post-tipping-point trajectories remain bounded and exhibit dynamics similar to those exhibited by the true system trajectories. As before, we see that although the predicted hybrid ML/knowledge-based trajectories capture the tipping point and post-tipping-point dynamics well, they do not accurately predict the timing of the tipping point. This is seen in the rise in \( \Gamma(t) \) near \( t = 65 \), at which point most of the true system trajectories have undergone a tipping point, but many of the predicted hybrid ML/knowledge-based
Figure 13: Stationary bifurcation diagrams showing the hysteretic subcritical Hopf bifurcation for the true noiseless Lorenz system (top panel) and the inaccurate knowledge-based model (bottom panel) for \( \rho \in [22.5, 45] \), where the bifurcation plots are constructed by plotting \( z^* \) against \( \rho \). For fixed values of \( \rho \), \( z^* \) are either the maximum \( z \) value over long trajectories (for orbits on the chaotic attractor) or the \( z \) value for the fixed point attractor. The bottom horizontal axis labeled \( t \) gives the times at which the non-stationary system \( \rho \) value passes through the \( \rho \) values on the \( \rho \) axis immediately above this \( t \) axis.

Trajectories have not. This spike in \( \Gamma(t) \) is reduced by the end of the prediction window, since by that point almost all of the ML-predicted trajectories have undergone a tipping point transition (we found that less than 1% of the ensemble of trajectories predicted by the hybrid ML/knowledge-based system failed to undergo a tipping point). We see in this example that although the purely data-driven ML model and the knowledge-based physics model were individually unable to make useful predictions, a hybrid model which combined the two was able to successfully predict the tipping point and post-tipping-point dynamics. We note that, in general, a more (or less) accurate knowledge-based component would allow for better (or worse) performance of the hybrid model.

4 Conclusion

In this paper, we have addressed the problem of using machine learning to predict the tipping point transition of non-stationary dynamical systems that exhibit a constrained pre-tipping-point motion which is restricted to a small subset of its system state space (e.g., a periodic orbit), and which, upon crossing a tipping point, abruptly transitions to a chaotic motion that evolves on a larger region of its system state space that was unexplored, or only sparsely explored, during its pre-tipping-point motion used for training. In particular, we demonstrated that a ML model trained on the pre-tipping-point orbit of a non-stationary dynamical system can, under some circumstances, usefully predict a tipping point as well as chaotic post-tipping-point behavior. We explored limitations to our methods...
Figure 14: (a) (Top panel) \( \Gamma(t) \) over the prediction window. Vertical dashed blue lines labeled (b), (c), (d), and (e) indicate the locations for which the true and predicted \( z'_m \) point cumulative probability distributions are shown in panels (b), (c), (d), and (e), respectively. (See caption of Fig. 12(b) for the definition of \( z'_m \)). (Bottom Panel) The \( z'_m \) points of a typical true system trajectory (black dots), and the corresponding ML/knowledge-based model prediction (red dots). (b), (c), (d), and (e) show the true (solid black curves) and ML/knowledge-based model predicted (dashed red curves) \( z'_m \) point cumulative probability distributions at \( t = 10, 40, 65, \) and 110, respectively.

(e.g., system non-stationarity is too slow, or the system tipping point is mediated by a hysteretic bifurcation of the corresponding stationary system), and possible scenarios and approaches (e.g., the system is evolving in the presence of dynamical noise, or using a hybrid ML/knowledge-based scheme). We demonstrated this using the Lorenz ’63 system, the Ikeda map, and the Kuramoto-Sivashinsky equation with non-stationarity induced by a time-dependent system parameter drift (of which we assumed no knowledge). A key element in enabling successful prediction in these examples is the new hyperparameter optimization scheme introduced in Sec. 2.2. The main conclusions of our paper are as follows:

1. ML is a promising tool for learning the dynamics of a non-stationary dynamical system from the time series of past system states, anticipating potential tipping points in the future, and predicting post-tipping-point behavior on state space regions not visited, or only sparsely visited, by the training data.

2. As with all extrapolation methods, the methods presented in this paper may fail when the “amount” of extrapolation from the known case increases too much. In a few such cases we found that

(a) the presence of dynamical noise in the system can play a beneficial role in enabling the ML to make useful predictions.

(b) a hybrid ML/knowledge-based model, where the ML and knowledge-based components individually fail to make useful predictions, can predict future tipping points and post-tipping-point behavior of the system.
Table 8: Hyperparameters for predicting the noisy Lorenz system (subcritical Hopf bifurcation) using the hybrid ML model.

| Hyperparameter                                      | Value   |
|-----------------------------------------------------|---------|
| Reservoir size                                      | 2000    |
| Average number of connections per node              | $\langle d \rangle$ 3 |
| Spectral radius of the reservoir’s adjacency matrix | $\rho_s$ 0.25 |
| Maximal coupling strength of the input to the reservoir | $\chi$ 0.1 |
| Reservoir leakage parameter                         | $\alpha$ 1 |
| Reservoir node activation bias                       | $b$ 0 |
| Tikhonov regularization parameter                   | $\alpha$ $1 \times 10^{-3}$ |
| Intercept of the linear control signal               | $b$ 1 |
| Slope of the linear control signal                  | $a$ $1.29 \times 10^{-3}$ |
| Numerical integration time step for Eq. (6)         | $\Delta t$ 0.01 |
| RC time step                                        | $\Delta t_{RC}$ 0.01 |
| Strength of observational noise added to training data | $\epsilon_0$ 0 |
| Number of passes of training data during training   | 1       |

Obtaining good predictions for non-stationary dynamical systems may require careful tuning of the model hyperparameters, and we propose a method for choosing an appropriate set of hyperparameters which we found useful for the test examples considered in this paper, and that we believe may be generally useful for predicting the climate of any non-stationary dynamical system.

Appendix A: Choosing appropriate hyperparameters for non-stationary systems

The performance of a ML model can be highly sensitive to the combination of the choice of hyperparameters used to create and train it, and the task the model is asked to perform. As such, an optimal set of hyperparameters is often chosen to be the set which allows a ML model, trained on a subset of the training data, to perform the target task the best on a disjoint subset of the training data not used during model training, called the validation data set. For forecasting problems, the model hyperparameters are typically optimized by maximizing a valid prediction time. Although this works well for predicting the short-term time-evolution of the state of the target system, we found that it does not always yield hyperparameters which allow the ML model to predict long-term trajectories which capture accurate climate dynamics including tipping-point transitions. For this reason we developed the hyperparameter optimization scheme for non-stationary systems described in Sec. 2.2 and used for the numerical experiments of this paper which incorporates a long validation data set to ensure that the ML predicted trajectories are long-term stable and accurately capture the climate dynamics of the system. Here we will, for the purpose of comparison, demonstrate the predictive performance of the ML model used in one of the examples in the paper, but where the model is created using hyperparameters obtained from maximizing only the median valid time over a short validation data set.

We here use the example of the non-stationary, noiseless Lorenz system (Eqs. (4)) and the $\rho$-parameter drift given by Eq. (4) with $\rho_0 = 154$, $\rho_1 = 8$, and $\tau = 100$. This is the first example considered in Sec. 3.1. Figure 15 shows the result of applying our ML methods to an ensemble of 1000 trajectories from randomly chosen initial conditions, but the ML model hyperparameters (listed
in Table 9) are optimized by only maximizing the median valid time. Compared to the case in Fig. 3 where the hyperparameters used were obtained using our proposed scheme, we see that the climate error metric $\Gamma(t)$ in Fig. 15(a) is quite large for most of the prediction window. This is because the ML-predicted ensemble of trajectories fail to undergo a tipping point transition from periodic motion to chaotic motion, as seen from the $z'_m$ points cumulative probability distributions in Figs. 15(c), 15(d), 15(e), and 15(f) at times $t = 20, 60, 85,$ and 110, respectively. From the true and ML-predicted $z'_m$ points of an example trajectory in Fig. 15(b), we see that the ML-predicted trajectories do not reliably predict the non-stationary climate dynamics of the target system. This example is meant to compare the quality of predictions of an ML model based on the hyperparameters that are used to create the model. Although it is a single example, and by no means a comprehensive study, it highlights the basic patterns we observed, namely, that determining hyperparameters by optimizing just the median valid time over a short validation data set did not consistently yield hyperparameters which enabled the ML model to reliably predict the non-stationary system climate evolution in the examples we studied. In contrast, using the scheme proposed in Sec. 2.2 consistently allowed us to obtain hyperparameters which enabled the ML model to reliably predict the non-stationary climate evolution of the systems studied in this paper for various parameter settings.
Table 9: Hyperparameters for predicting the Lorenz equations in Fig. [15]

| Reservoir size       | $N$  |
|----------------------|------|
| Average number of connections per node | $\langle d \rangle$ | 3  |
| Spectral radius of the reservoir’s adjacency matrix | $\rho_s$ | 0.5 |
| Maximal coupling strength of the input to the reservoir | $\chi$ | 0.5 |
| Reservoir leakage parameter | $\alpha$ | 1  |
| Reservoir node activation bias | $b$ | 0  |
| Tikhonov regularization parameter | $\alpha$ | $3.59 \times 10^{-13}$ |
| Intercept of the linear control signal | $b$ | 1  |
| Slope of the linear control signal | $a$ | $5.99 \times 10^{-5}$ |
| Numerical integration time step for Eq. (9) | $\Delta t$ | 0.01 |
| RC time step | $\Delta t_{RC}$ | 0.01 |
| Strength of observational noise added to training data | $\epsilon_0$ | $5 \times 10^{-9}$ |
| Number of passes of training data during training | | 10 |

Appendix B: Reservoir Computer Setup for the Ikeda Map Example, Sec. 3.2

To enable accurate climate prediction in the Ikeda Map example (Sec. 3.2), we modified the reservoir computing architecture in the following two ways. First, we separated the input coupling of the dynamical variables (i.e., $x_n$ and $y_n$) and the linear control signal. More specifically, we coupled the dynamical variables of the system to the reservoir in the same way as before using an input coupling strength $\chi_1$, but the linear control signal was fed to each reservoir node with a 50% probability using an input coupling strength $\chi_2$ which may be different from $\chi_1$. Second, we included the squares of the reservoir node activation in the output feature vector. With these modifications, the reservoir update function (previously Eq. (1)), and the one-step prediction equation become

$$ r(t + \Delta t) = (1 - \alpha) r(t) + \alpha \tanh (Ar(t) + W_{in}^{(1)} v(t) + W_{in}^{(2)} s(t) + b_r 1_{N \times 1}), \quad (11a) $$

$$ \tilde{v}(t + \Delta t) = W_{out}[r(t + \Delta t); r^2(t + \Delta t); u(t); 1] \quad (11b) $$

where $W_{in}^{(1)}$ is an input-to-reservoir coupling matrix for coupling the dynamical variables $v(t)$ to the reservoir and is constructed in the usual way (i.e., by randomly selecting one element from each row to be a non-zero number chosen from a uniform distribution over $[-\chi_1, \chi_1]$), $W_{in}^{(2)}$ is a matrix of size $(N \times 1)$ ($N$ is the number of reservoir nodes) to couple the linear control signal $s(t)$ to the reservoir and is constructed by choosing to set each element to be a non-zero number randomly chosen from a uniform distribution over $[-\chi_2, \chi_2]$ with a 50% probability, and $r^2$ denotes an element-wise squaring operation. With these modifications we were able to obtain the good climate predictions for the interior crisis in the Ikeda map shown in this section. (Note, we did not find it necessary to make these modifications, and therefore introduce the additional hyperparameter $\chi_2$ or increase the training cost by expanding the feature vector, when considering Lorenz system in the previous section.)
Appendix C: Hybrid Reservoir Computer Setup and training for the Lorenz system, Sec. 3.4

To enable prediction of the hysteretic-bifurcation-mediated tipping point and post-tipping-point dynamics of the Lorenz system in Sec. 3.4, we used a hybrid ML model which combined a reservoir component driven by the time series data of measured past system states, and a knowledge-based physics model. The architecture is shown in Fig. 16. Similar to the pure ML model, this hybrid model is operated in an “open-loop” configuration during training and in a “closed-loop” configuration during prediction. In the open-loop configuration, observations $\mathbf{v}(t)$ (for $t \in [-t_1, 0]$) are (1) propagated through the input layer ($W_{\text{in}}$) and reservoir to generate the reservoir hidden states $\mathbf{r}(t+\Delta t)$ according to Eq. (1), and (2) used to produce one-step predictions $\tilde{\mathbf{v}}_{KB}(t+\Delta t)$ from the knowledge-based model. Feature vectors are constructed using these quantities as $\tilde{\mathbf{r}}(t+\Delta t) = [\mathbf{r}(t+\Delta t); \mathbf{v}(t); 1; \tilde{\mathbf{v}}_{KB}(t+\Delta t)]$. Training of the output layer is performed by minimizing the following cost function over the training data,

$$
\frac{1}{t_1} \sum_{-t_1 \leq t \leq 0} ||W_{\text{out}}\tilde{\mathbf{r}}(t) - \mathbf{v}(t)||^2 + \lambda ||W_{\text{out}} - P||^2, \tag{12}
$$

where $P = [0 \, 1]$ (where 0 is a $(L \times (N + K + 1))$ matrix of zeros and 1 is a $(L \times L)$ identity matrix). The matrix $P$ represents our prior belief that the knowledge-based model may generate reasonable outputs, from which the ML model outputs should not differ significantly. The closed-loop configuration is used during the prediction phase, where the ML output at time $t$ is recycled as input to both the knowledge-based model component and reservoir component at time $t + \Delta t$.
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