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Abstract: The security issue is one of the main problems in Wireless Sensor Network (WSN) and Internet of Things (IoTs). RPL (Routing protocol for low power and lossy networks) is a standard routing protocol for WSN, is not to be missed from being attacks. The performance of RPL is reduced significantly after being attacked. Sinkhole attack is one of the most common attacks to WSN and RPL, threatening the network capability by discarding packets and disrupting routing paths. Therefore, this paper proposes a new Secured-RPL routing protocol to detect and avoid sinkhole attacks in the network, which is called Cross Layers Secured RPL (CLS-RPL). This routing protocol is enhanced of the existing RPL routing protocol. CLS-RPL is a cross-layer routing protocol that uses information from the data link layer in its security mechanism. CLS-RPL uses a new technique and concept in detecting a sinkhole attack that is based on eave-listening (overhearing) that allows a child node to eave-listening its parent transmission. If the child node does not hear any transmission from its parent node after sending several packets, this means its parent node is a sinkhole attacker. Otherwise, if the node hears transmission from its parent node, this means that its parent node is legitimate and continues to send more packets. CLS-RPL implements a simple security mechanism that provides a high packet delivery ratio. The finding shows that CLS-RPL provides 52% improvement in terms of packet delivery ratio when compared to RPL protocol.
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1. Introduction

The IETF ROLL working group (routing at a low value of power and loss networks) provides a new RPL routing protocol that supports IPv6 for WSN. The module protocols make smart routing decisions when performance data affect the exchange of information and carry data packets to other sensor nodes. If routing results are not smart enough, more recycling for each target data is required in the WSN network, which affects power consumption, bandwidth, and sensor node processing [1]. With a dozen sensors nodes, RPL can route to thousands of devices and support traffic flow from point-to-point, and point-to-multipoint traffic. Besides, RPL’s performance at LLN (Low power and Lossy Network) has low data transfer rates and high loss rates due to restrictions such as limited sensor processing capacity, limited battery capacity, and limited memory. Finally, the RPL routing protocol enables the efficient use of energy from smart devices, calculates sources, provides flexible topology and data routing [2][3].

The usage of devices of low power wireless has become very familiar in our life. Security goal is becoming a requirement in the various WSN applications such as healthcare, automobile, military, the solutions of the environment where it supports several advantages. WSNs provide considerable opportunities in establishing security projects. Designs related to security concepts...
have an important part in transferring information, it has been one of the most significant areas in terms of routing. Approaching routing data and source position causes network security dangers [4].

There are many different types of attacks that can affect the network because of using wireless radio medium and cooperative nature in network protocols. Attackers can listen to radio transmissions, transmit into the channel, and respond to the previously heard packets. The malicious nodes may be inserted by the attacker which has similar functionality and performance with legitimate nodes. Typically, this is done by purchasing the same node separately or by getting any legitimate node and then program it to be a malicious node. Furthermore, it’s hard to define a technique that can be used in wired networks to be applied in a WSN with all the limitations of energy and capabilities. The attacker may disable a WSN using different types of attacks such as Sybil attacks, sinkhole attacks, wormhole attack, and jamming or packet injection attacks [5].

This work focuses on the detection of sinkhole attacks. In this kind of attack, the objective of an attacker is to attract almost all traffic in the network through a malicious node, which acts as a metaphorical sinkhole or a node with the lowest rank. To achieve it, the malicious node is purposely located near the base station. The malicious node just simply drops all received packets or corrupt it before sending it to the next node. The effect of sinkhole attacks becomes more severe when the malicious node attacking the main route to the base station [5].

The remainder part of this paper is organized as follows: In Section 2, we present the related work. Section 3 presents the sinkhole attack on RPL. In Section 4, we present our detection algorithm to prevent sinkhole attacks in WSN. In section 5, the performance of our proposed detection sinkhole attack mechanism is evaluated through simulations. Finally, the conclusion of our work in Section 6.

2. Related work

There have been many studies conducted to design security mechanisms to detect attacks on wireless sensor networks and measured its performance within different simulation frameworks, scenarios, applications, and types of routing protocol used. In this section, some previous studies are discussed related to the detection and avoidance of sinkhole attacks.

R. Prajapati and N. Manjhi [6] proposed a grid-based technique in which deploys a mobile agent in each grid based on acknowledgment and delay of data. The time is computed then the mobile agent transfers the information to the base-station and finds out the malicious behavior of nodes. A Grid Base Cluster approach was proposed to find out the malicious behavior in WSN. In each grid, nodes are within each other transmission range that allows communication between them. An active mobile node moves around in clusters and the sender sends information about ACK. The behavior of nodes and count drop packets is observed by the mobile agent. If the mobile agent detects missed ACK from a node more than a threshold, then the mobile agent declares the node as a malicious node and informs it to other nodes in the network.

Dvir et al. [7] proposed new security services to RPL routing protocol to counter a sinkhole attack. It is called The Version Number and Rank Authentication (VeRA) security scheme. VeRA prevents misbehaving (compromised) nodes from impersonating a DODAG root and sending a DIO message with an illegitimate increased Version Number. Besides, VeRA also prevent misbehaving (compromised) nodes from publishing an illegitimate decreased Rank.

Le et al. [8] proposed an intrusion detection system (IDS) to detect RPL-based network topology attacks that disrupting the optimal and stability of network operation. These attacks include the Neighbor, the Rank, the Local Repair, and DIS/DIO attack. To protect RPL-based network topology, the IDS design includes semi-auto building a specification-based IDS model. The aims are to learn the transitions, states, and relevant statistics based on analyzing the trace file. The generated model is integrated into the IDS server.

Sheela et al. [9] recommended the protection program against sinkhole attack failures. Mobile agents are a controlled piece of software. They are moved from one node to another, not only sending data but also performing calculations. It is an efficient model for distributed solutions and
is specifically attractive in a dynamic network environment. A highly restrictive routing program according to mobile agents has been proposed. It applies mobile agents to gather data about all mobile sensor nodes to keep each node up to date with the entire network, thus an accessible node does not respond to false data on malicious or attacked nodes; An important characteristic of the recommended technique is that it does not need a decryption or encryption technique to recognize a good attack.

We can conclude that the existing intrusion detection detects sinkhole attacks by using agent distributed based intrusion detection system, DIO message-based mechanisms, agent cluster-based intrusion detection system, etc. Based on our knowledge, none of them uses the eave-listening (overhearing) concept in their security design to provide information about packet transmissions of parent nodes in detecting sinkhole attacks. Because of that, we proposed and developed a new Secured-RPL routing protocol to detect and avoid sinkhole attacks in the network using eave-listening (overhearing) concept, which is called Cross Layers Secured RPL (CLS-RPL).

3. Sinkhole Attack on RPL

A sinkhole attack is a kind of routing attack that changes the DODAG graph in RPL. Sinkhole attack on RPL happens in two stages. First, the malicious node advertises falsified information data for parent selection to attract considerable traffic in the network. Second, the malicious node may discard or modify it after receiving packets illegally. A sinkhole attack can be launched using at least one malicious node as shown in Fig. 1. The malicious node advertises false information to other nodes in the network that it’s the best node to send data to the base station. False information can be acting as the base station, the lowest rank level, and a high-quality link. Because of this, most of the nodes change their routes by selecting the malicious node as its parent nodes. Traffic in the network starts concentrating on the malicious node. Then, the malicious node just simply drops the traffic to prevent it from reaching the base station that can disrupt the operation of the network. Malicious attack nodes are typically distributed near the base station for severe impact [10, 11]. This sinkhole attack could be so strong in combination with another attack [9].

4. Cross Layers Secured-RPL (CLS-RPL) Design

CLS-RPL is a cross-layers security mechanism that involves the network layer and the data link layer. The data link layer responsible to overhear its parent transmission after sending a certain number of packets. Fig. 2 shows the overhearing concept used by CLS-RPL. Based on the figure, node B is located within the transmission of node A. Node B transmission covers node A and the base station. This mean, node B becomes the intermediate node for node A to deliver packets to the base station. Since node B is a legitimate node and the parent node of Node A, any transmitted packets by node A, node B forwards the packets to the base station. At the time node B is forwarding the packets to the base station, node A can overhear the transmissions of node B and receive it. Otherwise, all packets from node C will be dropped by the attacker node that caused node C does not overhear any transmission from the attacker node. CLS-RPL allows node A and node B to record the number of overhearing of its parent node respectively.

![Figure 1. Sinkhole Attack](image-url)
Figure 2. Overhearing concept in CLS-RPL

Based on this information, this layer determines the status of the parent node either attacker node or legitimate node. The updated status of each parent node is provided to RPL in the network layer. If an attacker node is detected, RPL changes its route avoiding the attacker node. The design implementation of CLS-RPL can be divided into three main parts: calculation of the number of overhearing transmission of a parent node, sinkhole attack detection, and sinkhole attack avoidance. Calculation of the number of overhearing transmission and detection of sinkhole attack are implemented in the data link layer. Sinkhole attack avoidance is implemented in RPL (which is in the network layer). Overall sinkhole detection and avoidance algorithm of CLS-RPL is shown in Table 1.

Table 1. CLS-RPL Sinkhole attack and avoidance mechanism

| CLS-RPL security algorithm |
|----------------------------|
| **a) Calculation number of overhearing** |
| 1. The node starts sending packets to its parent node. |
| 2. The node starts overhearing for any packet transmission of its parent node. |
| 3. When the node received a packet transmission, check the source of the packet, If the source address of the packet belongs to its parent node, add one to the number of overhearing |
| 4. After 10 packet transmissions, determine the number of overhearing, \( N \). |
| **b) Detection of sinkhole Attacker** |
| 5. Based on the number of overhearing, \( N \), the node determines the status of its parent node, \( p_{status} \), either legitimate node or attacker node. |
| 6. Decision making: |
| \( N > 0; \) Legitimate node |
| \( N = 0; \) Attacker node |
| 7. Update \( p_{status} \) to CLS-RPL routing protocol (network layer) |
| **c) Avoiding Sinkhole Attack** |
| 8. If \( p_{status} \) is equal to a legitimate node, |
| Remain the cost of its parent node. CLS-RPL keeps the parent node. |
| 9. If \( p_{status} \) is equal to attacker node, |
| The cost of its parent node is set to the maximum value, which removes the attacker nodes as the parent candidates. Then, CLS-RPL will select another node as a new parent that provides the least cost to the sink. |

4.1. Calculation of Overhearing

Calculation number of overhearing, \( N \) for transmission of parent node requires modification on Contikimac and CC2420 radio driver. Contikimac is an asynchronous duty cycling mechanism, which enables by default in ContikiOS [12]. It does not require any signaling messages or additional packet headers to discover wake-up and sleep periods. The duty-cycling is based on static periodic wake-ups of nodes to assess the channel activity (clear or transmission). Nodes use unicast packet strobing and acknowledgment (ACK) packets to synchronize it wake-up cycles with their neighbor nodes. Received time of ACK packet is stored and used as a reference guide for neighbor’s next wake-up cycles.

In the implementation of CLS-RPL, Contikimac determines the number of overhearing of its parent’s transmission after every 10 packets transmission to its parent node. After the first packet is just transmitted, Contikimac starts recording the number of overhearing of its parent transmission. Each time Contikimac has detected a packet transmission of its parent node, the number of overhearing will be cumulated. Contikimac continues to overhear its parent transmission until completed sending 10 packets to its parent node. This cumulative value will be taken as the final number of overhearing and will be used to determine the status of its parent node either a
legitimate node or an attacker node.

In order to allow Contikimac to overhear its parent transmission, radio address recognition must be disabled in the CC2420 driver. The CC2420 [13] can use hardware-based ACKs for received data frames that do not involve the upper layer, which enabled by default. These ACKs are generated and sent as the result of the integrated address recognition and the verification of the Frame Check Sequence (FCS) and CRC checksum in the last two bytes of IEEE 802.15.4 frames. The process is fully automatic at the physical layer without the involvement of the upper layer, which also excludes modification on the ACK frame. When the radio address recognition is enabled, the CC2420 only receives packets that belong to him and automatically rejects any other packets at the radio level (hardware layer). Thus, it is impossible to overhear any transmitted packet by its parent node because the packet is not destined for the node. By disabling the address recognition feature, CC2420 forwards all received packet transmission to Contikimac. Contikimac processes and examines each received packet. First, Contikimac checks the destination address of the packet, if it belongs to itself, just forward the packet to the upper layer, otherwise, it needs to check for the source address of the packet before drop it. If the source address belongs to its parent node, the number of overhearing is increased by one (which is \( N = N + 1 \)). Otherwise, Contikimac just ignores it.

4.2. Sinkhole Attack Detection and Avoidance.

Based on the finalized \( N \) values, CLS-RPL determines the status of its parent node, \( p_{status} \) either legitimate node or attacker node. If the number of overhearing, \( N \) is more than 0, the \( p_{status} \) is set to a legitimate node. However, If the number of overhearing, \( N \) is equal to 0, \( p_{status} \) is set to an attacker node. Then, the parent status, \( p_{status} \) is updated to CLS-RPL routing protocol (which is network layer).

CLS-RPL routing protocol checks the parent status, \( p_{status} \). If the \( p_{status} \) is a legitimate node, CLS-RPL does not change the path cost of the parent node and keeps the parent node as the best candidate to forward data to the base station. However, if the \( p_{status} \) is an attacker node, CLS-RPL will set the path cost of the parent node to the maximum value, which removes the attacker node as the parent candidates. This means CLS-RPL will not select the attacker as the parent node anymore and isolate it from the network. CLS-RPL avoids any node from sending packets through the attacker node. Then, CLS-RPL selects another node as a new parent that provides the least cost to deliver data to the sink from the best parent candidates.

5. Simulation Configuration

5.1. Contiki and Cooja Simulator

Contiki is a lightweight operating system (OS) for dynamic loading and replacement of individual systems and applications designed for WSN. In the simulation program, open-source is intended for resource-constrained embedded designs. Contiki OS requires at least 2 kB (RAM) and 30 kB (ROM). Contiki OS supports dynamic unloading and loading is functional in a resource-limited surrounding, whereas retains the main design lightweight and compact. Due to that, Contiki supports techniques that help in coding the intelligent object solutions. It supports libraries for the sake of communication abstractions and memory allocation. It is programmed in C language.

Instant Contiki is an Ubuntu Linux virtual machine that runs on VMware player. It acts as a virtual box consist of tools and compiler used for Contiki development, where different simulations on various scenarios can be run. This software can be executed on pre-installed Windows or Linux using VM ware player that runs the Linux virtual machine.

Cooja is the network simulator for the Contiki system. Each node runs on an actual compiled and executed code for a real hardware platform in the Contiki system, which is controlled and analyzed by the simulator. For example, COOJA informs the Contiki system to handle an event or fetches the entire Contiki system memory for analysis. This is performed by compiling Contiki for
the native platform as a shared library and loading the library into Java using Java Native Interfaces (JNI). Several different Contiki libraries are compiled for different kinds of sensor nodes and loaded in the same COOJA simulation to create heterogeneous networks.

5.2. Simulation Configuration

In order to determine the proposed security mechanism, the simulation experiment was conducted in four different simulation scenarios as follows:
1. RPL without attacker node.
2. RPL with attacker node.
3. CLS-RPL without attacker node.
4. CLS-RPL with attacker node.

All the simulation scenarios are simulated using the same simulation configuration of network topology as shown in Fig. 4 and basic simulation configuration setting as shown in Table 1. The difference between each scenario is the routing protocol and network with an attacker node or not. The network consists of 12 sensor nodes, which is arranged in a tree topology in different scenarios. Over different Clear Channel Assessment (CCA) rates and packet rates. The selected CCA rate is CCA_2, CCA_4, CCA_8, CCA_16, and CCA_32 that allows Contikimac to keep checking the medium for any transmission at a rate $\frac{1}{2}$ s, $\frac{1}{4}$ s, $\frac{1}{8}$ s, $\frac{1}{16}$ s and $\frac{1}{32}$ s respectively. CCA_2 is the lowest CCA rate and CCA_32 is the highest CCA rate. Packets are transmitted over different packet rates, which are 0.1, 0.2, 0.5 and 1 packet/s. Simulation time is set to 30 minutes for each scenario. As for the performance metric, the number of overhearing and packet delivery ratio are collected during the simulation for each scenario. Each simulation was repeated 10 times.

![Figure 4. Network topology in COOJA](image)

| Simulation Parameters     | Values                  |
|--------------------------|-------------------------|
| Simulation tool          | Contiki 3.0 Cooja simulator |
| Mote type                | Sky mote                |
| Number of nodes          | 11                      |
| Number of sink node      | 1                       |
| Number of attacker node  | 1                       |
| Radio medium             | UDGM: Distance Loss     |
| Transmission range       | 30 m                    |
| Interference range       | 35 m                    |

6. Results

Fig. 5 shows the average number of overhearing for different CCA rates. The graph indicates that the number of overhearing is increased when the rate of CCA is increased. It is expected because as the CCA rate is increased, Contikimac wake-ups to check the channel more frequently will increase the probability to overhear transmission from other nodes. Furthermore, if a packet transmission is detected during wake-ups, the receiver is kept on to be able to receive the packet and the subsequent packets. The CCA_2 recorded the lowest number of overhearing, which equal to 140. Otherwise, CCA_32 recorded the highest number of overhearing equal to 695.
Fig. 6 shows the average number of overhearing over different packet rates. The graph shows that the average number of overhearing is increased as the number of packets rates is increased in the network. The more packet transmitted in the network, the node detects more number of packet transmission that will increase the number of overhearing. The lowest number of overhearing is recorded by packet rate of 0.1 packet/s. The highest number of overhearing is recorded by packet rate of 1 packet/s.

Fig. 7 shows the average PDR for different simulation scenarios. The graph shows that CLS-RPL performance comparable performance when compared to RPL in the normal condition without any attack on the network. CLS-RPL and RPL recorded PDR equal to 0.9 approximately. During the sinkhole attack, CLS-RPL outperforms RPL by far. RPL suffers during the sinkhole attack just recorded a packet delivery ratio equal to 0.36. However, CLS-RPL able to deal with the attack by detecting and avoiding it provides a packet delivery ratio equal to 0.88. This means CLS-RPL gives a significant improvement in packet delivery ratio about 52% when compared to RPL. It is about just 2% lower when compared to its performance in a normal situation without attack.

8. Conclusion

This paper proposed a security enhancement to RPL routing protocol which is called Cross Layers Secured RPL (CLS-RPL). The CLS-RPL routing protocol is a cross-layer routing protocol that uses information from the data link layer. CLS-RPL uses overhearing (eave-listening) to detect and
avoid sinkhole attack. If a node does not hear any transmitted packets from its parent node after sending several packets, this means its parent node is a sinkhole attacker. The node removes the attacker node as its parent and finds an alternative parent node. Otherwise, if the node hears transmitted packets from its parent node, this means its parent node is legitimate and continues to send more packets. To determine the performance of CLS-RPL, Cooja was selected as the simulation tool. A WSN was deployed in Cooja environment consisting of 11 sensor nodes and one sink node. One sinkhole attacker node was introduced to attack the network. The finding shows that CLS-RPL provides 52% improvement in terms of packet delivery ratio when compared to RPL protocol.
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