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Abstract

Electric load forecasting is a challenging research, which is of great significance to the safe and stable operation of power grid in epidemic period. In this paper, Long-Short-Term-Memory (LSTM) model with simplex optimizer is proposed to forecast the electric load for an enterprise during the COVID-19 pandemic. The forecasting process consists of data processing, LSTM network construction and optimization. Firstly, some data processing steps includes information quantifying, electric load data cleaning, correlation-coefficient-based medical data filtering, clustering-based medical data and electric load data filling. Then LSTM-Based electric load forecasting model of enterprise is established during the COVID-19 pandemic. On this basis, LSTM network is trained and parameters are optimized via simplex optimizer. Finally, an example of the electric load forecasting of an enterprise during the COVID-19 pandemic is investigated. The forecasting results show that the reduced number of iterations is about 25\% and the improved forecasting accuracy is about 5.6\%. These results can be used as a reference for resuming production of enterprises and planning of electric grid.

1. Introduction

At the end of 2019, COVID-19 broke out worldwide, which had a serious impact on the global economy [1]. Enterprises shut down, materials damaged, industrial chain shut down, and people cannot cross the region. Because of COVID-19, productions of enterprises and people's life have been greatly impacted, so that the electric load in power system has also been significantly changed. As an important reference index of economic development, electric load can reflect the economic situation of the society. Changes of electric load during the COVID-19 pandemic have become complicated. Accurate electric load forecasting can ensure the normal operation of the society, effectively
reduce the operation cost of the power system, ensure the economic benefits of the power grid and improve the social stability.

Generally, the purpose of electric load forecasting is to guide the planning of electric energy production and distribution [2]. Due to robustness and self-regulation ability of the power grid, the electric energy fluctuations caused by local equipment failures and electric load changes will not make a serious impact on the power grid. Therefore, these small faults and disturbances can be ignored in conventional forecasting, and the forecasting results are basically consistent with the reality. At present, more and more intelligent algorithms are used to forecast electric load [3,4]. Deep learning algorithm has attracted much attention because of its strong learning ability and adaptability [5-7]. Various neural networks are also designed to meet the special needs of electric load forecasting in different environments [8-10]. However, unlike meteorological events, holidays and other periodic events, COVID-19 epidemic is an aperiodic emergency. Moreover, the influence of COVID-19 on electric load takes a long time. Depending on the severity of COVID-19 and the countermeasures adopted, the influence may last for several months or even a year. The training for electric load forecasting model depends on a large number of sample data under normal conditions. And the trained forecasting model is insensitive to an aperiodic emergency and has no memory ability, so it is obviously not suitable for forecasting the electric load of enterprise during the COVID-19 pandemic. Since the influence of COVID-19 on electric load is not a short period of time, it requires that the forecasting model should remember information passed through a long period of time. The ordinary recurrent neural network (RNN) cannot deal with the data with long-term dependence and is only suitable for the forecasting of short change period. As a special kind of RNN, Long Short Term Memory (LSTM) neural network can solve this problem well [11], so it is more appropriate to use LSTM neural network to forecast electric load of enterprise during the COVID-19 pandemic. This problem has been described in [12-14]. In [12], in order to study the changing trend of hourly electric load over a long period of time, fourteen years’ real data are used to train the LSTM neural network forecasting model, and ideal forecasting results are obtained. In [13], a forecasting model based on LSTM is established to study the influence of seasonal factors on wind power generation. In [14], LSTM neural network is established to forecast energy prices in the electricity market, taking into account the long-term impact caused by changes in energy utilization rate and user demand. Therefore, LSTM neural network is very suitable for solving the forecasting task with many influencing factors and long influencing time, because it can selectively retain the memory data of a long time ago.

However, a large number of sample data and quite a few iterations are needed to train conventional LSTM neural networks if desired training results are ideal. During COVID-19 period, it is impossible to obtain medical data with an interval of less than an hour, so it is difficult to obtain enough medical data to train the LSTM neural network. In order to forecast electric load of enterprise during the COVID-19 pandemic, an LSTM electric load forecasting model combined with simplex optimizer is proposed. When the LSTM model is trained, its training parameters are optimized by simplex optimizer, and updated at appropriate time, so that the training can be completed with less iteration. Compared with conventional LSTM model, the novel LSTM model combined with simplex optimizer requires less training data and less iteration, and can achieve the same or even higher forecasting accuracy.

In order to deal with COVID-19, a novel LSTM model is used to forecast the electric load of an enterprise and the problem of insufficient historical data is solved. The main contributions of this paper are as follows: ① A series of data processing is carried out to make the data more suitable for forecasting electric load of enterprise during the COVID-19 pandemic. ② The electric load forecasting model based on LSTM is established. ③ In view of the lack of data for model training, simplex optimizer is used to optimize training parameters, which reduced the amount of data required. ④ The electric load forecasting model of enterprise during the COVID-19 pandemic is verified by a example. The remainder of the paper is organized as follows. Section 2 analyzes the electric load characteristics of enterprise during COVID-19 period and section 3 describes data processing. Section 4 firstly presents electric load forecasting model based on LSTM, and then optimizes training parameters of model by simplex optimizer. Section 5 analyses forecasting results for electric load of an example. Section 6 concludes the paper.

2. Analysis of electric load characteristics

Under normal circumstances, the electric load of enterprises has periodic changes due to the influence of air temperature, time of day, season, public opinion and official policy [15], and also shows regularity on weekends and holidays. Not just that, the historical data of electric load of enterprises is sufficient. These characteristics make the electric load forecasting method of enterprise very mature. However, compared with the normal situation, it is difficult
to forecast the electric load of enterprise due to the loss of experience guidance when emergencies occur. If there is a model that can quickly respond to events and give high precision forecasting results, the power system's ability to deal with emergencies will be greatly improved.

Electric load of enterprise during the COVID-19 pandemic is not only affected by conventional factors such as air temperature, public opinion, official policy and time of day, but also affected by medical data [16]. In addition, incomplete data resulted in a lack of sample data that could be used for model training.

In this paper, in order to more clearly describe the impact of COVID-19 on the forecasting results of electric load, ignoring the influence factors such as temperature, official policy and public opinion, the historical data of electric load and local medical data are highlighted. Meanwhile, LSTM model is used to forecast electric load and model parameters optimized by simplex optimizer in the training process, so the forecasting model is effectively trained by less sample data. The realization process of electric load forecasting of enterprise during the COVID-19 pandemic will be described in detail below.

3. Data processing

3.1. Electric load data cleaning and medical data filtering

Different from the conventional factors that affect electric load of enterprise, the influence of COVID-19 on electric load tends to be more rapid, more complex, less regular and aperiodic. In order to make the relationship between medical data and of enterprise more obvious and more relevant, firstly, the enterprise historical data of electric load is cleaned. That is, the epidemic factors are retained and other factors that have a great impact on the electric load are removed. Then, several medical data with high correlation with historical data of electric load are filtered according to correlation coefficient. Therefore, the influencing factors of electric load are removed by setting the weight of these factors. It can be considered that the historical data of electric load after cleaning is only related to medical data. When using these processed data to train LSTM neural network, it can reduce the computational complexity and solve the problem of poor forecasting accuracy caused by a variety of factors.

Many studies have shown that electric load of enterprise is mainly affected by air temperature and time, but also by public opinion and official policies. Since the time is periodic and definite, it will not interfere with the influence of epidemic factors. The air temperature, public opinion and official policies are random changes which need to be removed. Since the collected public opinions and official policies are all text information, they need to be quantified first. The quantified data of public opinion is defined as vector $D_{op}$, and the quantified data of official policy is defined as vector $D_{po}$, so the daily quantitative criteria of single public opinion information meet the table 1 and the quantitative criteria of official policies meet the table 2.

| Table 1. Public opinion quantification table |
|----------------------------------------------|
| Daily page views | <0.1k | 0.1k~0.5k | 0.5k~1.5k | 1.5k~3k | 3k~6k | 6k~10k | 10k~20k | >20k |
| Quantitative numerical | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

| Table 2. Official policy quantification table |
|-----------------------------------------------|
| Administrative level | Township level | County level | Prefecture level | Provincial level | National level |
| Quantitative numerical | 1 | 2 | 3 | 4 | 5 |

Each element in $D_{op}$ is the sum of all quantified values of public opinion in a day, and each element in $D_{po}$ is the sum of quantified values of all official policy that remain in effect in a day. After the quantification of public opinion and official policy information is completed, the historical data of electric load of enterprise begin to be cleaned. First, the temperature data is defined as vector $W$, where the element is daily average temperature, and the historical data of electric load of enterprise is defined as vector $Y$. Therefore, the correlation coefficient between temperature data, public opinion data, official policy data and electric load data can be calculated as the correlation weight when the influencing factors are removed. If the correlation coefficient of the two variables is $R$, it can be calculated as follows:
\[ R = \frac{E(ab) - E(a)E(b)}{\sqrt{E(a^2) - E(a^2)}} \] (1)

Where, \( a, b \) are two variables, and \( E(.) \) is the expectation function. Suppose \( R_w \) is the correlation coefficient between temperature and electric load. \( R_{\text{zy}} \) is the correlation coefficient between public opinion and electric load. \( R_{\text{zy}} \) is the correlation coefficient between official policies and electric load. They can be calculated by (1). Next, the negligible thresholds for temperature, public opinion, official policy are \( Q_w, Q_{\text{zy}}, Q_{\text{zy}} \), respectively. These thresholds are the empirical expectations of various influencing factors in actual production, which are quantified by actual production experience. When the value of influencing factors is equal to the negligible threshold, the effect of these factors can be ignored. If the historical data of electric load after cleaning is represented by vector \( \mathbf{Y} \), it can be obtained as follow:

\[
\mathbf{Y}' = R_w (Q_w \mathbf{E} - \mathbf{W}) + R_{\text{zy}} (Q_{\text{zy}} \mathbf{E} - \mathbf{D}_{zy}) + R_{\text{zy}} (Q_{\text{zy}} \mathbf{E} - \mathbf{D}_{zy}) + \mathbf{Y}
\] (2)

Where, \( \mathbf{E} \) is the unit vector. The processed historical electric load data \( \mathbf{Y}' \) is only related to medical data and time after the data is calculated by (2). Since time is a deterministic quantity, only considering the impact of medical data on electric load, a large deviation will not be caused in the forecasting results.

In order to achieve effective model training and electric load forecasting, medical data should be filtered according to correlation coefficients. Currently, there are nine kinds of medical data that can be collected, such as new deaths, new cases, new confirmed cases, new suspected cases, cumulative deaths, cumulative cures, cumulative confirmed cases, existing confirmed cases and existing suspected cases. These nine kinds of data are expressed as vectors \( \mathbf{N}_{\text{sw}}, \mathbf{N}_{\text{zy}}, \mathbf{N}_{\text{zy}}, \mathbf{L}_{\text{zy}}, \mathbf{L}_{\text{zy}}, \mathbf{L}_{\text{zy}} \), and \( \mathbf{X}_{\text{zy}} \), respectively. Their correlation coefficients with \( \mathbf{Y}' \) are \( R_{\text{zy}}, R_{\text{zy}}, R_{\text{zy}}, R_{\text{zy}}, R_{\text{zy}}, R_{\text{zy}}, R_{\text{zy}}, R_{\text{zy}}, R_{\text{zy}} \), respectively. The correlation degree comparison is shown as table 3.

| Coefficient range | Very weak | Weak | Normal | Strong | Highly strong |
|-------------------|-----------|------|--------|--------|--------------|
| Degree of correlation | 0.0–0.2 | 0.2–0.4 | 0.4–0.6 | 0.6–0.8 | 0.8–1 |

According to table 3, two variables with correlation coefficient greater than 0.6 are considered to have strong correlation, so the medical data with correlation coefficient greater than 0.6 are selected from the nine kinds of medical data. It is considered that these medical data have a great impact on the electric load of enterprise. If these medical data are used for model training, electric load forecasting can achieve ideal results.

3.2. Data filling in sample set

In data processing, a small amount of data is missing in the collection process due to various reasons. In order to further improve the accuracy and reliability of electric load forecasting, a data clustering method is adopted to fill the missing data in sample set. When using the clustering method to complete the historical electric load data, the complete data vector is clustered, and then the incomplete data vector is classified. By constructing a characteristic fitting vector in each data vector and scaling this vector in equal proportion, the missing data can be covered, so as to realize data filling. The historical data filling process of electric load is illustrated as follows.

In the cleaned historical data of electric load, \( \mathbf{Y}_{(d, t)}' \) is defined the data at the sampling time point \( t \) of the day \( d \). Assuming that \( m \) days of data have been collected and the number of sampling time points in a day is \( n \), the daily electric load vector of the enterprise on the day \( d \) can be expressed as \( \mathbf{Y}_d' = [\mathbf{Y}_{(d, 1)}', \mathbf{Y}_{(d, 2)}', \ldots, \mathbf{Y}_{(d, n)}'] \). The historical data matrix of electric load is \( \mathbf{Y}' = [\mathbf{Y}_1', \mathbf{Y}_2', \ldots, \mathbf{Y}_m'] \). Set daily average electric load \( \overline{\mathbf{Y}}_d \) is

\[
\overline{\mathbf{Y}}_d = \left( \frac{\sum_{i=1}^{n} \mathbf{Y}_{(d, i)}'}{n} \right)
\] (3)

Then, the domain between values \( \max \{ \overline{\mathbf{Y}}_d, \mathbf{Y}_d' \} \) and \( \min \{ \overline{\mathbf{Y}}_d, \mathbf{Y}_d' \} \) of daily average electric load is called the range of average electric load data. \( k \)-means clustering is used to performed on all daily electric load
vectors. That is, the range of average electric load data is divided into $k$ parts of equal length, and all daily electric load vectors are classified according to the range of average value of each part. In order to obtain an appropriate number of $k$, the centroid vector of class $i$ is defined as $M_i$, which satisfies

$$M_i = \left( \sum_{d=x_i} \mathbf{v}_d \cdot \mathbf{y}_d \right) / \sum_{d=x_i} \mathbf{v}_d = \left[ M_{i(1)} \ M_{i(2)} \ldots M_{i(n)} \right]^{T}$$

(4)

Where, $M_{i(a)}$ is element in vector. $X_i$ is the set that contains all the daily electric load vectors of class $i$. According to the centroid vector of each class in $k$-means clustering, the total eccentric distance $Z(k)$ of electric load data under $k$-means clustering can be calculated as follows:

$$Z(k) = \sum_{i=1}^{k} \sum_{d=x_i} \left( \sum_{t=1}^{n} \left( y_{i(t)} - M_{i(t)} \right)^2 \right)$$

(5)

In (5), $Z(k)$ is used as the index to measure the clustering effect. The smaller $Z(k)$ is, the more obvious the clustering effect is. However, if $Z(k)$ is reduced by increasing $k$ blindly, the amount of calculation will be greatly increased. Therefore, appropriate $k$ should be selected to achieve obvious clustering effect and the $k$ is as small as possible. In data filling process, the value of $k$ satisfies $Z(k) - Z(k+1) < 0.01(Z(1) - Z(2))$.

After the $k$ value is determined, $k$ centroid vectors can be obtained, and then each daily electric load vector with missing data can be classified. If daily electric load vector of day $d$ has missing data, the Euclidean distance between it and the centroid vector of class $i$ is defined as $\rho_i$. Minimum Euclidean distance $\min\{\rho_1, \rho_2, \ldots, \rho_k\}$ corresponds to the class which is belonged to the incomplete daily electric load vector. The centroid vector of incomplete daily load vector class is taken as a characteristic fitting vector, and the missing part is filled, as shown in Fig.1.

![Schematic diagram of missing data clustering filling](image)

Fig. 1. Schematic diagram of missing data clustering filling

In Fig.1, the curve is generated by a vector, and each data point on the curve corresponds to each element in the vector. The $x$-axis is the position of the element in the vector, and the $y$-axis is the value of the $x$-th element. The curve to be completed $y_i(x)$ is generated according to the incomplete vector. It is assumed that $n$ data are missing from data $a$ to data $b$ on $y_i(x)$. The characteristic fitting curve $y_{\tilde{i}}(x)$ is generated according to the characteristic fitting vector of the corresponding class. The values $y_{\tilde{1}}(a)$ of $a$-th data, $y_{\tilde{1}}(b)$ of $b$-th data, $y_{\tilde{2}}(a)$ of $a$-th data, $y_{\tilde{2}}(b)$ of $b$-th data are all known, then the filling value $y_i(i)$ of $i$-th data missing by incomplete vector can be calculated as follows:

$$y_i(i) = y_{\tilde{1}}(i) + (i-a) \times \frac{y_{\tilde{1}}(a) - y_{\tilde{1}}(b) + y_{\tilde{2}}(a) - y_{\tilde{2}}(b)}{n+1}$$

(6)

Where, $y_{\tilde{2}}(i)$ is the data value at the same position as the missing data in the characteristic fitting curve.

Therefore, (6) can be used to fill the missing data in $Y^\prime$ and filtered medical data. Since the sampling points of medical data are less than those of electric load data, two adjacent known data are used to linearly fill the missing data.
4. Modeling and optimization of electric load forecasting

4.1. Modeling of electric load forecasting

In order to forecast the electric load of enterprise during the COVID-19 pandemic, a forecasting model based on LSTM network is established. Its schematic diagram of the time-order expansion is shown as Fig. 2. In Fig 2, a LSTM unit of the forecasting model is mainly composed of four gate structures, such as forgetting gate, updating gate, input gate and output gate. This unit has four inputs, namely, the memory value $c_{t-1}$ retained at the last moment, the output value $x_t$ at the last moment, the input value $x_t$ at the current moment and the network parameter $p_t$ at the current moment. LSTM network can realize long-term memory of data features by controlling retention and forgetting of memory $c$. Where forgetting gate is used to control how much information in $c_{t-1}$ is saved into $c_t$, its memory retention degree function $w_f$ can be expressed as follows:

$$w_f = \sigma(W_f [s_{t-1}, x_t] + b_f)$$ (7)

Where, $W_f$ is the forgetting gate weight matrix. $b_f$ is the forgetting gate bias. $\sigma(\cdot)$ is the sigmoid activation function. When $w_f$ is equal to 1, it means that the output of the last moment is completely retained. The input gate is used to control how much information in $x_t$ is saved into $c_t$, and its input reservation degree function $i_t$ and preinput function $\tilde{c}_t$ can be expressed as follows:

$$i_t = \sigma(W_i [s_{t-1}, x_t] + b_i)$$ (8)
$$\tilde{c}_t = \tanh(W_c [s_{t-1}, x_t] + b_c)$$ (9)

Where, $W_i$ is the input retention weight matrix. $b_i$ is the input retention bias. $W_c$ is the input gate weight matrix. $b_c$ is the input gate bias. $\tanh(\cdot)$ is the $\tanh$ activation function. When $X$ is equal to 0, the current input is completely forgotten. The update gate is used to update the current memory, so the current memory $c_t$ can be expressed as:

$$c_t = c_{t-1} \times w_f + i_t \times \tilde{c}_t$$ (10)

Finally, the output gate is used to control how much information in current memory $c_t$ is output. Its output degree function $o_t$ and unit output $s_t$ at this moment can be expressed as follows:

$$o_t = \sigma(W_o [s_{t-1}, x_t] + b_o)$$ (11)
$$s_t = o_t \times \tanh(\tilde{c}_t)$$ (12)

Where, $W_o$ is the weight matrix of the output gate. $b_o$ is the bias of the output gate.

The model of electric load forecasting is composed of LSTM units connected in a time sequence. Each unit receives the memory information of the previous unit and selectively passes it to the next unit, so as to achieve the long-term memory effect on the impact of COVID-19. Its structure is shown in Fig. 2.

![Fig. 2. Structure of LSTM model for electric load forecasting](image)

4.2. Optimization of model parameters

Due to the specific nature of the COVID-19 pandemic, sample data that can be used for training forecasting model are insufficiency. In this way, a simplex optimizer is used to continuously optimize the training parameters in the training process, so that the error can converge faster and meet the training requirements with less iteration, thus the requirement of sample number for model training is reduced. The structure of model parameter optimization module for electric load forecasting is shown in Fig. 3. In Fig.3, $p_i$ is an array containing 2 parameters. One is the number of hidden neurons; the other is the learning rate of the network. $F_0$ is the optimization objective function. $f_{test}$ is the
reflection module. \( f_{\text{exp}} \) is the expansion module. \( f_{\text{comp}} \) is the contraction module. \( f_{\text{comp}} \) is the compression module. \( \phi_1, \phi_2, \phi_3, \phi_4, \phi_5\) and \( \phi_6 \) are all judgment modules with different judgment behaviors, respectively. Before the model training, three arrays of different initial training parameters were set, and the objective function value of each array of parameters is calculated after ten iterations. The three arrays of parameters are used to form the initial simplex. The two parameter values of an array are used as the two components of a point coordinate, and the three points formed a triangle. The point with the smallest objective function value is the reference point \( P_{\text{low}} \). The point with the largest objective function value is the worst point \( P_{\text{high}} \). The remaining point is the target point \( P_{\text{goal}} \). The module processes the simplex by four actions: reflection, expansion, contraction, and compression, so that all points in the simplex approach the reference point. The module has three inputs, namely, the current input value \( x_t \), the current output value \( o_t \) and the current training parameters \( p_t, x_t \) and \( o_t \) are input into the optimization objective function \( F_0 \), which is shown as follows:

\[
F_0 = \sum_{i=1}^{3} e_1 + \sum_{i=1}^{3} e_2 + \sum_{i=1}^{3} e_3
\]  
(13)

Where, \( e_1, e_2, e_3 \) are the first type error, the second type error and the third type error respectively, which are defined as follows:

\[
e_1(t) = x_t - o_t
\]  
(14)

\[
e_2(t) = e_1(t) - e_1(t - 1)
\]  
(15)

\[
e_3(t) = e_2(t) + e_3(t - 2) - 2e_3(t - 1)
\]  
(16)

After ten iterations and updating the objective function value, the current training parameters are substituted to form a new simplex \( S \), \( S \) needs to be judged in \( \phi_6 \). It is to determine whether the sum of the absolute values of errors is greater than 0.01. This error is difference value between the objective function value at each point and the objective function value at the worst point on the parametric simplex. And it is to determine whether the absolute value of errors between the objective function value after this iteration and the last one is greater than 0.001. If both two conditions are true, optimization will be carried out; otherwise, the iterative training will continue with unchanged parameters. After starting the optimization, the reflection point \( P_{\text{refl}} \) is calculated by \( f_{\text{refl}} \).

\[
P_{\text{refl}} = (1 + \alpha)P_{\text{cen}} - \alpha P_{\text{high}}
\]  
(17)

Where, \( P_{\text{cen}} \) is the midpoint between \( P_{\text{low}} \) and \( P_{\text{goal}} \), \( \alpha (\alpha > 0) \) is the reflectance coefficient. The training parameters are updated by the parameters of the reflection point for a new round of iteration and the objective function value of the reflection point is calculated. Next, the judgment module \( \phi_2 \) is carried out. In judgment module \( \phi_2 \), if the reflection point function value is less than the reference point function value, the reflection point will be expanded. The expansion point \( P_{\text{exp}} \) is calculated by \( f_{\text{exp}} \).

\[
P_{\text{exp}} = \beta P_{\text{refl}} + (1 - \beta)P_{\text{cen}}
\]  
(18)

Where, \( \beta (\beta > 1) \) is the expansion coefficient. After completion of expansion, the parameters of the expansion point are used to update the training parameters for a new round of iteration and the objective function value of the expansion point is calculated. Next, the judgment module \( \phi_3 \) is carried out. In judgment module \( \phi_3 \), if the objective function value of the extension point is smaller than that of the reference point, the extension point is used to replace the worst point to form a new simplex for a new round of optimization; otherwise, the reflection point is used to replace the worst point for a new round of optimization. When the judgment module \( \phi_2 \) is in progress, if the reflection point objective function value is greater than that of the reference point, the judgment module \( \phi_3 \) is carried out. When the judgment module \( \phi_3 \) is in progress, if the objective function value of the reflection point is greater than that of the target point, the judgment module \( \phi_4 \) is carried out; otherwise, the reflection point is used to replace the worst point for optimization again. In judgment module \( \phi_4 \), if the objective function value of the reflection point is greater than that of the worst point, the contraction shall be carried out; otherwise, the reflection point is replaced by the worst point, then the contraction shall be carried out. The contraction point \( P_{\text{comp}} \) is calculated by \( f_{\text{comp}} \).

\[
P_{\text{comp}} = \gamma P_{\text{high}} + (1 - \gamma)P_{\text{cen}}
\]  
(19)

Where, \( \gamma (0 < \gamma < 1) \) is the contraction coefficient. After the contraction, the training parameters are updated with the parameters of the contraction point for a new round of iteration, and then the objective function value of the contraction point is calculated. Next, the judgment module \( \phi_5 \) is carried out. In judgment module \( \phi_5 \), if the objective function value of the contraction point is less than that of the worst point, the contraction point is used to replace the worst point for optimization again; otherwise the compression is carried out. The compression point \( P_{\text{comp}} \) is calculated by \( f_{\text{comp}} \).
\[ P_{\text{comp}} = \eta P_i + (1-\eta)P_{\text{low}} \]  

(20)

Where, \( P_i \) is the worst point or target point. \( \eta (0<\eta<1) \) is the compression coefficient. After the worst point and target point are compressed, the original worst point and target point are replaced respectively. The objective function value is obtained through one round of iteration and then a new simplex is formed for the next round of optimization. At this point, a whole round of training parameter optimization is completed. In this way, in the training process of electric load forecasting model, the training parameters are continuously optimized until the model training is completed.

5. Results analysis of electric load forecasting

In order to illustrate the electric load forecasting during the COVID-19 pandemic, a forecasting system based on LSTM model is studied. The system can realize information quantification, historical electric load data cleaning, medical data filtering, data filling, model training and electric load forecasting. The flow chart of the forecasting system is shown in Fig.4.

![Flow chart of electric load forecasting system](image)

In this example, electric load of an automobile manufacturing enterprise in Shenyang is forecasted. The historical data of electric load were collected by Power Acquisition System of Liaoning State Grid Electric Power Company from January 1, 2020 to April 15, 2020. The data of the first 75 days are used as the training sample data, and the last 30 days are used to verify the accuracy of the model forecasting results. Firstly, the collected public opinion data and official policy data are quantified. The correlation coefficients of temperature, public opinion, official policy and electric load data are respectively calculated as \( R_w = -0.382 \), \( R_{op} = 0.477 \) and \( R_{pc} = 0.413 \) according to (1). The curve of influencing factors during COVID-19 pandemic is shown in Fig.5. The comparison of data before and after the cleaning is shown in Fig.6.

![Quantization weighted curve of influencing factors of historical electric load](image)

![Comparison of historical data of electric load before and after cleaning](image)

In Fig.5, the historical electric load data of the enterprise are cleaned through the quantitative weighted data of influencing factors. In Fig.6, the influence of factors on historical data of electric load is shown that when COVID-19 is serious, influencing factors have a reduction effect on electric load, and after the epidemic ease off, influencing factors have a promotion effect on electric load.

As the influence of temperature, public opinion and official policy after the cleaning is ignored, the relationship between historical data of electric load and medical data is stronger. The medical data collected in this example include new deaths, new cures, new confirmed cases, new suspected cases, cumulative deaths, cumulative cures, cumulative confirmed cases, existing confirmed cases and existing suspected cases. The correlation coefficients between them
and historical electric load data are as follows: 
\[ R_{N-sw} = -0.2067, \quad R_{N-zy} = -0.1693, \quad R_{N-qz} = -0.1487, \quad R_{N-ys} = -0.2009, \]
\[ R_{C-sw} = 0.6652, \quad R_{C-zy} = 0.6882, \quad R_{C-qz} = 0.6068, \quad R_{E-qz} = -0.238, \quad R_{E-ys} = -0.2039. \]
It can be seen that cumulative deaths, cumulative cures and cumulative confirmed cases are strongly correlated with historical electric load, while the other data are weakly correlated or very weakly correlated. Therefore, cumulative deaths, cumulative cures and cumulative confirmed cases are selected for model training. These medical data are shown in Fig. 7. Due to data missing in historical data of electric load, it is necessary to fill data of electric load after cleaning, and the filling result is shown in Fig. 8.

The model is trained with the processed historical data of electric load and medical data. In order to illustrate the effect of simplex optimizer on LSTM model training, a conventional LSTM model in [17] and LSTM model with simplex optimizer are trained respectively. The electric load of the enterprise in the next 30 days is forecasted by two models respectively. The normalized error curve of training conventional LSTM model is shown in Fig. 9(a). The normalized error curve of training LSTM model with simplex optimizer is shown in Fig. 9(b). Under the same number of iterations, it is obvious that the normalized error of LSTM model training with simplex optimizer can drop to the allowable range of error faster, and the training can be completed when the number of iterations is 2750. However, the normalized error of conventional LSTM model training still does not drop to the allowable error range after 3750 iterations. The number of iterations is reduced by more than 25%.
Next, the two LSTM models after training are used respectively to forecast the electric load of the automobile manufacturing enterprise from March 16 to April 14, 2020, and their actual values and forecasted values are shown in Fig. 10 and Fig. 11. Considering the Mean Absolute Percentage Error (MAPE) as the evaluation index of each forecasting model, the MAPE between the actual value and the forecasted value in Fig. 10 is about 8.95%, and the MAPE between the actual value and the predicted value in Fig. 11 is about 3.31%. It can be observed that the improved forecasting accuracy is about 5.6% based on the LSTM model with simplex optimizer.

6. Conclusion

In order to provide guidance and reference for the electric energy planning of the power system, and the shutdown and resumption plans of various industries during the COVID-19 pandemic, a LSTM model via simplex optimizer is established for electric load forecasting. Through comparing with the conventional LSMT model and forecasting example verification for electric load, the proposed model is very suitable for electric load forecasting under the conditions of the lack of training data samples, and ideal forecasting results can be obtained by fewer training iterations. The forecasting results show that the proposed model is effective and high accuracy during the COVID-19 pandemic.
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