Abstract—One of the most important senses in human life is vision, without it one’s life is totally filled with darkness. According to WHO globally millions of people are visually impaired estimated there are 285 million, of whom some millions are blind. Unfortunately, there are around 2.4 million people are blind in our beloved country Pakistan. Human are a crucial part of society and the blind community is a main part of society. The technologies are grown so far to make the life of humans easier more comfortable and more reliable for. However, this disability of the blind community would reduce their chance of using such innovative products. Therefore, the visually impaired community believe that they are burden to other societies and they do not capture in normal activities separates the blind people from society and because of this believe did not participate in the normally tasks of society. The visual impair people mainly face most of the problems in this real-time The aim of this work is to turn the real time world into an audio world by telling blind person about the objects in their way and can read printed text. This will enable blind persons to identify the things and read the text without any external help just by using the object detection and reading system in real time. Objective of this work: i) Object detection ii) Read printed text, using state-of-the-art (SOTA) technology.

Index Terms—Audio classification, Aid blind people, Text detection, object detection, Optical character recognition (OCR)

I. INTRODUCTION

According to the (WHO) statistics [1], the most common disabilities worldwide are blindness and loss of vision. More than 100 million peoples have vision blindness and it is getting more common day by day. At least half of a billion had these cases, vision impairment is always to be unanswered and got propriety to live in this society. This at least millions of people include those with small distance vision impairment or blindness due to unanswered refractive error, diabetic retinopathy, trachoma, cataract, corneal opacities as well as near vision impairment caused by unanswered presbyopia. Population growth and aging are the most common reasons that more people sustain vision impairment nowadays more and more people are getting into it by the time. In Pakistan, more
than 200+ million population lives with blindness and cases are increasing over time, as last year’s (NCPB) shows. Blind has a much impact on vision impairment peoples, including the ability to steer, read, and steer the circumstances of the environment independently and easily. A white cane is used by blind people that does not provide more information and details about the environment. Due to this, they are facing lots of issues in this society, including difficulty in walking and understanding the obstacles most of them are using Trained guide dogs that can assist the blind. Which are very expensive. On one side from the achievement of biotechnologies and machines and madicans to find a proper solution to visually impaired people’s problems other technologies like electronic devices and computers can provide finer tools to improve their quality of life in society and give them better hand to live much better in this society. Most of the projects have come up recently. Lots of the devices had sensors to understand the environment and as result, it gives voice or sound through headphones. The quality of Audio and speed time response affect the reliability of these devices. Many devices, in the market, do not contain a real-time reading assistant and had a poor UI, are expensive, less portable, and lack hands-free access. These devices are not that popular among the visually impaired and need to have an improvement in design, performance (speed of response), and reliability by using both indoors and most importantly outdoors. AI, Machine Learning, and Image and Text Recognition is recently been widely used in devices to assist blind people in daily life. Our whole project is based on AI (Computer vision) deep learning and image processing techniques. It takes input through the camera process and turns the worldly The main goal of the project is to provide visually impaired people with high accuracy, the best performance results, and a realistic choice to make the world a happy place for them. Currently deep learning (DL) algorithms have shown state-of-the-art (SOTA) performance in many domains, i.e Text, image [6]–[11] and audio data [2]–[5]. Exploiting these algorithms have been a challenging for real-time application. These SOTA DL algorithms can be beneficial for blind people to guide them about object in their way. To do so, we propose approach that can turn audio world into real world for blind people. Our work contribution is summarized as of the following:

- To the best of our knowledge, we are the first to turning the audio world into real world for blind people.
- We propose novel approach to help blind people using SOTA DL algorithms.
- To check performance of DL algorithms, we show the results of text and image algorithms.

Rest of our paper is organized as in sections, II discusses literature review, III explains our proposed methodology, IV presents result of SOTA DL methods and finally IV conclude the work.

II. LITERATURE REVIEW

Object detection and text recognition have been challenges for the computer fields. There are a bunch of research papers that have talked about projects and their drawbacks and also discussed different methods to be used for the project. In this work, the project is for completely blind people by using visual aid system. Because of its reasonable cost, small size, in For this project, we have used Raspberry Pi three with a Model of type B+ to signify the scalability of the prototype. The design includes a camera and some sensors for obstacle avoidance and image processing for object detection which will come in front of blind people. The space between the blind and the hurdle is processed by the camera as well as ultrasonic sensors. The system contains a reading assistant, in the form of the image-to-text converter, which is followed by auditory feedback [13] although this system is providing three features but Raspberry Pi 3+ Ram is not enough to run these all with good speed. Good speed is very essential when using deep learning techniques. Raspberry PI 4 B is used in our project to give good speed. The pi camera is very sensitive to how a blind person got to manage that’s why in our project we have used a webcam that can be easily used. In this prototype, we have used Raspberry Pi Camera and which will help capture the picture, and that picture is converted into a scanned image then use the software Imagemagick for the further process. This Imagemagick software will provide us a scanned image then that scanned image is given to the Tesseract OCR (Optical Character Recognition) as an input, and OCR software convert the image into the text [32]. To convert the text into speech we use TTS (Text to Speech) engine [21] Taking the pictures and processing first through Imagemagick software and then the OCR is a little bit time consuming. Several types purposed in recent studies [27], [28] of wearable. The quality of the audio signal, convey in real-time, affects the reliability of these devices. The system of assistant which is based on vision uses different types of cameras, such as stereo cameras, mono cameras, and RGB-D cameras, to capture images from the real-world environment, and use computer algorithms based on vision such as segmentation of the image, edge detection, and image filtering to detect objects [12]. For object detection, artificial neurons are used in deep neural networks they are similar to humans composed of neurons and process forwarding. Most People have tried hard to solve this problem, but they are able to achieve 65% of accuracy yet. It is so hard for machines to understand and classify objects like humans. Each part of the object in an Image or scene is recognized by the computer/software called object detection [25]. Object detection methods based on deep learning approach, such as Region-based Convolutions Neural Networks (R-CNN) for object detection, Spatial Pyramid Pooling Networks (SPPNet) give a variable size to the input image for object detection, fast R-CNN, faster R-CNN, (R-FCN), (FPN), and (YOLO) show us advantages [17]–[22]. The YOLO-V3 network is the part of the YOLO which uses the DarkNet-53 as the model of the backbone. Compared with the Faster R-CNN network, the detection issue into regression Issues are transformed by the YOLO network. It does not require a Region Proposal Network, and it generates bounding box coordinates and probabilities of each class directly through regression [24].
Yolov3 is now an old version of Yolo, new versions of yolov4 even yolov5 are available. Yolov5 is very fast [20], and lightweight than Yolo’s previous versions and that’s why we deployed it in our project. It has very high accuracy as compared to other object detection models. We have tried Convolutions Neural Network to apply on a Raspberry Pi. Raspberry Pi is a small computer that is relatively inexpensive and can be run on Linux-based operating systems as open source. Raspberry Pi works on python programming thus it makes it easier for deep learning programs which is built on Python [23] this system uses tensor flow using python language but for purposes, we have used PyTorch framework which is simple and also Open CV library. In this research OCR and Text-to-speech are used to convert these images in audio output (speech) [15], [19] synthesis. Our project is focused on providing Visually Impaired people with a system having two features object detection and reader and that can be carried around easily.

III. IMPLEMENTATION AND METHODOLOGY

In this chapter we will discuss the different methodologies to implement the purposed project. As it is hardware plus software project. In the previous chapter we see the hardware components and now will do work on software which starts from installation of OS and ends at the implementation of object detection and text detection recognition.

1) OPERATING SYSTEM: In the project, we installed Raspberry Pi 32-bit OS and followed these steps. The Raspberry Pi Raspbian, a Debian-based (32-bit) Linux distribution, and Ubuntu, First, download the Raspberry Pi OS image and Now put the SD card reader in the PC, then open the Imager and select the OS (Raspberry Pi OS (32-bit)) and SD card to write the OS. And Connect

A. OpenCV

OpenCV is in our project it is very important to install it for object detection and text recognition.

- Step 1: Open the command line and update the system by following commands.
- Step 2: Increase the GPU memory, by using these commands. On a Raspberry Pi 3, the GPU will take 128 MB. first, it is necessary to change it.
- Step 3: Install all Dependencies

B. Object detection

Object detection is a technique of computer vision that permit us to recognize and locate objects in an image or video. We have used YOLO. It is a novel convolutional neural network (CNN) that detects objects in real-time with great accuracy. It processes the picture and then separates it into a boundary box for each component. OLOv5 is a family of object detection architectures and COCO dataset is used to pretrained the models.

C. Text Reader

The reader reads the text from the image first applying image processing techniques then applying OCR. the unwanted noise is removed by using image processing techniques like gray scaling, blur, and threshold. OCR technology allows the scanned images of printed text or symbols to be converted into text or information that can be easily understood or edited by using the program. In our system, we have used the TESSERACT library for OCR technology. Tesseract is an optical character recognition engine. For the text search and its recognition of images, OCR uses artificial intelligence for it. Tesseract is finding templates in pixels, letters, words, and sentences. To convert the data into audio Text-to-speech recognition library is used.
D. Convert text to voice

we have used pyttsx3 is a text-to-speech conversion library in Python which is used to convert the text into voice.

IV. RESULT:

The offered methodology is tested by a sample of some text images and object images, state-of-the-art models have shown quite good results and simulation of text and image object is shown in figures 4, 5, 6 and 7. In figure 4, the objection algorithm has detected different image objects like ladders, dangerous holes, garbage, etc. In figure 5, the color image is passed to OCR for text extraction, it successfully extracted the text irrespective of color, as shown in the figure 6. Even if we tried noisy image 7, OCR was able to extract text with a very good results. So it was shown, these algorithms of image and text extraction are quite helpful for our purpose.

CONCLUSION

We have successfully implemented an “Advanced Audio Aid for Blind people using Raspberry Pi”. The results of the experiment are verified successfully and the hardware output is also verified. It is capable of reading text and identifying objects including stairs, path holes, sewage water, etc. The device output is in the form of voice so, it can be easily heard by visually impaired people. This system is an efficient device as well as economically helpful for blind people. This device is useful for daily life and in blind schools, and colleges and can be also used as an application of artificial intelligence. illiterate people can also be helpful by this device and this device is compact in size and very useful to the society. In
the future we try to increase the accuracy of object detection by increasing the number of images of the dataset and with this sort of identification and localization, object detection will use to count objects in a scene and determine and track their precise locations, all while accurately labeling them. This will help in navigation and prevention. We also improve the reader by adding some new techniques like OpenCV EAST detection which we could not use because of short time of frame.
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