DIXMIER TRACE FOR TOEPLITZ OPERATORS ON SYMMETRIC DOMAINS

HARALD UPMEIER AND KAI WANG

Abstract. For Toeplitz operators on bounded symmetric domains of arbitrary rank, we define a Hilbert quotient module corresponding to partitions of length 1 and prove that it belongs to the Macaev class \( L^n,\infty \). We next obtain an explicit formula for the Dixmier trace of Toeplitz commutators in terms of the underlying boundary geometry.

0. Introduction

The Dixmier trace of Hilbert space operators [6], of fundamental importance for pseudo-differential operators [5, 28], has recently found deep applications in complex analysis, for Hankel and Toeplitz operators on strictly pseudo-convex domains [11, 15, 16, 19] and for homogeneous Hilbert quotient modules over the unit ball [8, 9, 15, 16]. In these applications the underlying operators are essentially normal, i.e. commutators are compact; more precisely, belong to certain norm ideals of Schatten type.

In this paper we are concerned with operators of Toeplitz or Hankel type which are not essentially commuting. These operators arise naturally when the underlying domain \( D \subset \mathbb{C}^d \) is not strictly pseudo-convex or does not have a smooth boundary. The most important case is the so-called hermitian bounded symmetric domains \( D = G/K \) of arbitrary rank \( r \), which generalize the unit disk and the unit ball of rank 1. In this paper, we construct a suitable Hilbert quotient module of the Hardy space over the Shilov boundary \( S \) and study the associated 'sub-Toeplitz' operators. Our first main result shows that commutators of such operators belong to the Macaev class \( L^n,\infty \), for a suitable \( n \) related to the geometry of \( D \). The second main result is an explicit formula for the Dixmier trace of products of such operators, in terms of a Jordan theoretic Grassmann-type manifold.

The results of this paper can be generalized to cover the weighted Bergman spaces instead of the Hardy space, at least for the continuous part of the Wallach set [14]. On the other hand, extending these results to all smooth functions \( f \in \mathcal{C}^\infty (S) \) will be more challenging, even for the basic case of rank 2-domains (involving pseudo-differential operators on spheres [3, 4]). Finally, the higher strata of the boundary of \( D \) give rise to a family of smooth extensions [27] and it is of interest to develop a family version of the Dixmier trace (involving cyclic cohomology) for the associated Toeplitz commutators.

1. Symmetric domains and Toeplitz operators

Let \( D \) be an irreducible bounded symmetric domain of rank \( r \) in a complex vector space \( Z \) of finite dimension \( d \). The unit ball \( D = B_d \subset \mathbb{C}^d \) corresponds to rank \( r = 1 \). Denote by \( G = Aut(D) \) the biholomorphic automorphism group, and put

\[ K := \{ g \in G : g(0) = 0 \}. \]

Then \( D = G/K \). It is well known [14, 19] that \( D \) can be realized as the open unit ball of an irreducible hermitian Jordan triple \( Z \). Thus \( Z \) is a complex vector space endowed with a Jordan triple product

\[ u, v, w \mapsto \{ uv^*w \} \in Z \quad \forall u, v, w \in Z. \]
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Let \( N \) be the linear group of all triple automorphisms of \( Z \). Let \( S \) be the Shilov boundary of \( D \). Since \( N \) acts transitively on \( S \), there exists a unique \( N \)-invariant probability measure \( ds \) on \( S \). Denote by \( L^2(S) \) the space of \( L^2 \)-integrable functions, with inner product

\[
(f|g)_S := \int_S ds \overline{f(s)} g(s),
\]

and define the **Hardy space**

\[
H^2(S) = \{ \psi \in L^2(S) : \psi \text{ holomorphic on } D \}.
\]

For a bounded function \( f \), define the **Toeplitz operator**

\[
T_f \psi = P_{H^2(S)}(f \psi) \quad \forall \psi \in H^2(S).
\]

In previous work \([23, 24]\) it was shown that Toeplitz operators \( T_f \) with smooth symbol function \( f \in C^\infty(S) \), acting on \( H^2(S) \), generate a \( C^* \)-algebra \( \mathcal{T}(S) \) which is not essentially commutative (if \( r > 1 \)) but has a **composition series**

\[
\mathcal{K} = I_1 \subset I_2 \subset \cdots \subset I_r \subset \mathcal{T}(S) = I_{r+1},
\]

starting with the compact operators \( \mathcal{K} \), such that the subquotients \( I_{k+1}/I_k \) are essentially commutative. More precisely, there is a stable isomorphism

\[
I_{k+1}/I_k \approx C(S_k) \otimes \mathcal{K},
\]

where \( S_k \) denotes the \( K \)-homogeneous manifold of all ‘tripotents’ of rank \( k \). (Similar results hold for Toeplitz operators on weighted Bergman spaces over \( D \), as shown in \([24]\).) An element \( c \in Z \) such that \( \{cc^*c\} = c \) is called a **tripotent**. Every tripotent induces a **Peirce decomposition**

\[
Z = Z_c^+ \oplus Z_c^0 \oplus Z_c^-,
\]

where \( Z_c^\pm := \{ z \in Z : \{cc^*z\} = 2\alpha z \} \). The Peirce 2-space is a Jordan \( * \)-algebra with unit element \( c \) and involution \( z \mapsto \{c^*cz\} \). The self-adjoint part \( X_c \subset Z_c^0 \) is a so-called **euclidean Jordan algebra** \([14]\). Let \( (z|w) \) denote the \( K \)-invariant inner product normalized by the condition \( (c|c) = 1 \) for each minimal tripotent \( c \in Z \). Let \( \mathcal{P}(Z) \) be the algebra of all (holomorphic) polynomials on \( Z \), endowed with the \( K \)-invariant **Fischer-Fock inner product**

\[
(p|q)_Z := \frac{1}{\pi r} \int_{\mathbb{C}} dz \, e^{-(z|z)/p(z)} \overline{q(z)}
\]

for all \( p, q \in \mathcal{P}(Z) \). By \([14, 23]\) the natural action of \( K \) on \( \mathcal{P}(Z) \) induces a multiplicity-free **Peter-Weyl decomposition**

\[
\mathcal{P}(Z) = \sum_{\lambda} \mathcal{P}_\lambda(Z),
\]

where

\[
\lambda = \lambda_1 \geq \ldots \geq \lambda_r \geq 0
\]

runs over all integer **partitions** of length \( \leq r \). The decomposition \([13]\) is orthogonal under \([12]\). We let \( \mathcal{N}_+^r \) denote the set of all such partitions. As usual we will identify partitions that differ only by zeros. Then

\[
\mathcal{N}_+^r = \bigcup_{\ell=1}^r \mathcal{N}_+^\ell,
\]

where \( \mathcal{N}_+^\ell = \{ \lambda \in \mathcal{N}_+^r : \lambda_{\ell+1} = 0 \} \). As a special type of partition we denote

\[
k_\ell := (k, \ldots, k, 0, \ldots, 0)
\]

for \( 1 \leq \ell \leq r \) and \( k \in \mathbb{N} \) repeated \( \ell \) times. Choose a frame \( e_1, \ldots, e_r \) of minimal tripotents. The associated joint Peirce decomposition \([19]\) defines two numerical invariants \( a, b \) for \( Z \) such that

\[
\rho := \frac{d}{r} = 1 + a \left( \frac{r-1}{2} \right) + b.
\]
For the Hilbert unit ball \( r = 1 \) we put \( a = 2 \) and \( b = d - 1 \). Thus \( b = 0 \) only for the unit disk. In case \( b = 0 \) the Jordan triple \( Z \) is actually a **Jordan algebra** with unit element
\[
e : = e_1 + \cdots + e_r.
\]
In this case \( Z \) carries a **Jordan determinant** \( N = N_r \) which is normalized by \( N(e) = 1 \). For \( 1 \leq \ell \leq r \) denote by \( N_\ell \) the Jordan determinant polynomial for the Peirce 2-space \( Z_{c_1+\cdots+c_r}^2 \). As shown in [25] \( \mathcal{P}_\lambda(Z) \) has the highest weight vector
\[
N_\lambda(z) := N_1(z)^{\lambda_1 - \lambda_2}N_2(z)^{\lambda_2 - \lambda_3}\cdots N_r(z)^{\lambda_r}.
\]
The **multi-variable Pochhammer symbol** is the product
\[
(s)_\lambda := \prod_{i=1}^r (s - \frac{a}{2}(i - 1))^{\lambda_i}
\]
of the usual Pochhammer symbols \( (\nu)_m = \prod_{i=1}^m (\nu + i - 1) \). By [23, 14] the inner products (1.2) and (1.2) are related by
\[
(p|q)_S = \frac{1}{(\rho)_\lambda} (p|q)_Z, \quad \forall p, q \in \mathcal{P}_\lambda(Z).
\]
We note the relation
\[
\frac{(p)_\lambda}{(\rho)_\lambda} = \prod_{j=1}^r \frac{(\lambda_j + 1 + \frac{a}{2}(r - j))b_j}{(1 + \frac{a}{2}(r - j))b_j}
\]
**Proposition 1.1.** For \( \lambda \in N_+^r \) we have
\[
\|N_\lambda\|_S^2 = \frac{(\rho - b)_\lambda}{(\rho)_\lambda} \prod_{1 \leq i < j \leq r} \frac{(1 + \frac{a}{2}(j - i - 1))\lambda_i - \lambda_j}{(1 + \frac{a}{2}(j - i))\lambda_i - \lambda_j}.
\]
**Proof.** Using the reciprocity relation
\[
\frac{(x + b)_m}{(x)_m} = \frac{(x + m)b}{(x)b}
\]
for integers \( 0 \leq b \leq m \), the assertion follows from [23] or (for tube domains) [14, Proposition XI.4.3]. \( \square \)

For any partition \( \lambda \) let
\[
P_\lambda : \mathcal{P}(Z) \rightarrow \mathcal{P}_\lambda(Z)
\]
denote the orthogonal projection. If \( f_u(z) = (z|u) \) is a linear functional associated with \( u \in Z \), we simply write \( T_u := T_{f_u} \). Moreover, \( u^\rho \) denotes the directional derivative. By [23, Theorem 2.11] we have
\[
T_u^* q = \sum_i P_{\lambda - [i]} T_u^* q = \sum_{i=1}^r \frac{1}{\lambda_i + \frac{a}{2}(r - i) + b} P_{\lambda - [i]} u^\rho q
\]
for all \( q \in \mathcal{P}_\lambda(Z) \), where
\[
[i] = (0, \ldots, 0, 1, 0, \ldots, 0)
\]
with \( 1 \) at position \( i \). More precisely, only those terms occur where \( \lambda - [i] \) is again a partition.

**Definition 1.2.** Let \( S \) denote the set of all sequences
\[
c_m = c_0 + \frac{c_1}{m+1} + o_m,
\]
where \( c_0, c_1 \) are constants and the sequence \( \{m^2o_m\}_m \) is bounded. Let \( S_+ \) denote the set of sequences in \( S \) with \( c_0 > 0 \).

It is clear that \( S \) is closed under taking finite sums and products of sequences. \( S_+ \) is also closed under taking quotients.

**Lemma 1.3.** Let \( \alpha, \gamma \in N_+^{r-1} \). Then \( \left\{ \frac{\|N_{\gamma_m - [\alpha]}\|_S^2}{\|N_{\gamma_m - [\alpha]}\|_S} \right\}_m \in S_+ \).
Proof. In terms of the falling Pochhammer symbol \( (m)_j^* = \prod_{i=1}^j (m + 1 - i) \), (1.6) implies
\[
\frac{\|N_{m-k, \gamma}\|^2_S}{\|N_{m, \alpha}\|^2_S} = C \prod_{j=1}^{r-1} \frac{(m - \alpha_j + \frac{\alpha}{2} j^2 + \gamma_j - \alpha_j)}{(m - \alpha_j + \frac{\alpha}{2} (j-1)^2 + \gamma_j - \alpha_j)}
\]
whenever \( k + \gamma_j \geq \alpha_j \). Since each factor belongs to \( S_+ \), the assertion follows. \( \square \)

Lemma 1.4. Let \( \ell \leq r \) and \( \lambda \in \mathbb{N}^r_+ \). Then
\[
T_{N^m} N_\lambda = \prod_{j=1}^\ell \frac{(\lambda_j + \frac{\alpha}{2} (r-j) + b)_k^*}{(\lambda_j + \alpha (r-j) + b)_k^*} N_{\lambda-k} \quad \forall k \leq \lambda_\ell.
\]

Proof. Consider the Peirce 2-space \( \tilde{Z} = Z^2_{e_1 + \ldots + e_\ell} \) of rank \( \ell \) and put \( \tilde{\rho} = 1 + \frac{\alpha}{2} (\ell - 1) \). Using \( N_\lambda = N^m_k N_{\lambda - k} \) and applying (1.5) to \( S \subset Z \) and \( S \subset \tilde{Z} \), we obtain for \( \phi \in \mathcal{P}(\tilde{Z}) \)
\[
(\rho)\lambda(\phi|T_{N^m}^* N_\lambda)_S = (\rho)\lambda(N^k_{\ell} \phi|N_\lambda)_S = (N^k_{\ell} \phi|N_\lambda)_S = (\tilde{\rho})\lambda(\phi|N_{\lambda - k})_S.
\]
Since \( \phi \) is arbitrary, it follows that
\[
T_{N^m} N_\lambda = \frac{(\tilde{\rho})\lambda(\phi|N_{\lambda - k})_S}{(\tilde{\rho})\lambda(\phi|N_{\lambda - k})_S} N_{\lambda-k}.
\]
We have
\[
\frac{(\rho)\lambda}{(\rho)\lambda - k} = \prod_{j=1}^\ell (\lambda_j + \frac{a}{2} (r-j) + b)_k^*.
\]
(1.10)
Applying (1.10) to \( Z \) and \( \tilde{Z} \), the assertion follows. \( \square \)

We will now consider partitions \( (m, 0, \ldots, 0) = m \) of length 1, with projection \( P_m : H^2(S) \to \mathcal{P}_m(Z) \). Here \( \mathcal{P}_m(Z) \) is spanned by the \( K \)-orbit of the conical polynomial \( N^m_1 \). As shown in [24], the projection
\[
P := \sum_m P_m
\]
on \( H^2(S) \) belongs to the Toeplitz \( C^* \)-algebra \( T(S) \). For a partition \( \lambda \) choose an orthonormal basis \( p_i \in \mathcal{P}_\lambda(Z) \), for the inner product (1.2). Then
\[
A^\lambda := \sum_i T_{p_i} P_{p_i}^*
\]
is a \( K \)-invariant operator, independent of the choice of orthonormal basis. Since the decomposition (1.3) is multiplicity-free, every \( K \)-invariant operator \( T \) on \( \mathcal{P}(Z) \) (or \( H^2(S) \)) is a ’diagonal’ operator. Define
\[
\lambda' := (\lambda_2, \ldots, \lambda_r) \in \mathbb{N}^{r-1}.
\]

Lemma 1.5. Let \( p \in \mathcal{P}_\lambda(Z) \) such that \( P_{p}^* N_{m, \beta} \neq 0 \). Then \( \beta \leq \lambda \leq (m, \beta) \).

Proof. For \( \phi \in \mathcal{P}_{m,0}(Z) \) the non-zero components of \( p \phi \) correspond to signatures \( \mu \) obtained from \( \lambda \) by adding a horizontal \( n \)-strip [22] Proposition 5.3]. Thus
\[
\mu' \leq \lambda \leq \mu.
\]
It follows that \( (\phi|T_{p}^* N_{m, \beta})_S = (p \phi|N_{m, \beta})_S \) is non-zero only if \( \mu = (m, \beta) \) satisfies the above condition, which leads to \( \beta \leq \lambda \leq (m, \beta) \). \( \square \)
Since
\[ \text{Ran}(T_p, P) \subset \sum_{\mu \leq \lambda \leq \mu} P_\mu \]
by Lemma [1.6], it follows that
\[ A^\lambda = \sum_{\mu' \leq \lambda \leq \mu} \frac{(N_\mu|A^\lambda N_\mu)_S}{\|N_\mu\|^2_S} P_\mu, \quad (1.12) \]
where
\[ \frac{(N_\mu|A^\lambda N_\mu)_S}{\|N_\mu\|^2_S} = \frac{1}{\|N_\mu\|^2_S} (N_\mu|\sum_i T_{p_i} P T_{p_i}^* N_\mu)_S = \frac{1}{\|N_\mu\|^2_S} \sum_i \|PT_{p_i} N_\mu\|^2_S. \quad (1.13) \]

Proposition 1.6. Let \( \lambda \in \mathbb{N}^+ \). Then \( \left\{ \frac{(N_{\mu,\lambda'}|A^\lambda N_{\mu,\lambda'})_S}{\|N_{\mu,\lambda'}\|^2_S} \right\}_m \in \mathcal{S}_+ \).

Proof. The proof is by induction on the length \( \ell \leq r \) of \( \lambda \). Put \( k := \lambda_\ell > \lambda_{\ell+1} = 0 \). Then \( \gamma := \lambda - k \ell \) has length \( < \ell \). Consider the Peirce 2-space \( \tilde{Z} := \mathbb{Z}_{2^{\ell+1}+c_\ell} \) of rank \( \ell \). We may assume that a subfamily \( p_i : i \in \tilde{I} \) is an orthonormal basis of \( \mathcal{P}_\lambda(\tilde{Z}) \). Since \( \mathcal{P}_\lambda(\tilde{Z}) = N_{k}^\dagger \mathcal{P}_\gamma(\tilde{Z}) \), there exists a constant \( c > 0 \) such that \( p_i = c \cdot N_{k}^\dagger q_i \) for all \( i \in \tilde{I} \), where \( q_i \in \mathcal{P}_\gamma(\tilde{Z}) \) is an orthonormal basis. For \( m \geq \lambda_2 \) it follows from Lemma [1.24] that \( T_{p_i}^* N_{m,\lambda'} = c_m N_{m-k,\gamma'} \), where
\[
c_m = \frac{(m + \frac{a}{b}(\ell - 1))\gamma}{(m + b + \frac{a}{b}(r - 1))\gamma} \prod_{j=2}^{\ell} \frac{(\lambda_j + \frac{a}{b}(\ell - j))\gamma}{(\lambda_j + b + \frac{a}{b}(r - 1))\gamma}
\]
belongs to \( \mathcal{S}_+ \), in view of the identity
\[ \frac{m + a}{m + b} = 1 + \frac{a - b}{m(b + a)}. \]

For \( i \in \tilde{I} \setminus \tilde{I} \) we have \( T_{p_i}^* N_{m,\lambda'} = 0 \) since \( p_i \) belongs to the ideal generated by \( \tilde{Z}^\dagger \). It follows that
\[
(N_{m,\lambda'}|A^\lambda N_{m,\lambda'})_S = \sum_{i \in \tilde{I}} (T_{p_i}^* N_{m,\lambda'}|PT_{p_i}^* N_{m,\lambda'})_S = \sum_{i \in \tilde{I}} (T_{p_i}^* N_{m,\lambda'}|PT_{p_i}^* N_{m,\lambda'})_S = c^2 \sum_{i \in \tilde{I}} (T_{q_i}^* N_{m-k,\gamma'}|PT_{q_i}^* N_{m-k,\gamma'})_S.
\]

Now consider the \( K \)-invariant operator
\[ A^\gamma = \sum_{j \in J} T_{q_j} PT_{q_j}^*, \]
where \( q_j, j \in J \) is an orthonormal basis of \( \mathcal{P}_\gamma(\tilde{Z}) \). We may assume that \( q_j, i \in \tilde{I} \) are a subfamily of \( J \). As above, we have \( T_{q_j}^* N_{m-k,\gamma'} = 0 \) whenever \( j \in \tilde{I} \setminus \tilde{I} \). Therefore
\[ A^\gamma N_{m-k,\gamma'} = \sum_{j \in J} T_{q_j} PT_{q_j}^* N_{m-k,\gamma'} = \sum_{i \in \tilde{I}} T_{q_i} PT_{q_i}^* N_{m-k,\gamma'} \]
and hence \((N_{m,\lambda'}|A^\lambda N_{m,\lambda'})_S = c^2 \cdot c_m^2 (N_{m-k,\gamma'}|A^\gamma N_{m-k,\gamma'})_S \). Since \( \gamma \) has length \( < \ell \), the induction hypothesis implies that \( \left\{ \frac{(N_{m-k,\gamma'}|A^\gamma N_{m-k,\gamma'})_S}{\|N_{m-k,\gamma'}\|^2_S} \right\}_m \in \mathcal{S}_+ \). It follows that the sequence
\[
\frac{(N_{m,\lambda'}|A^\lambda N_{m,\lambda'})_S}{\|N_{m,\lambda'}\|^2_S} = c^2 \cdot c_m^2 \frac{(N_{m-k,\gamma'}|A^\gamma N_{m-k,\gamma'})_S}{\|N_{m-k,\gamma'}\|^2_S} \cdot \frac{\|N_{m-k,\gamma'}\|^2_S}{\|N_{m,\lambda'}\|^2_S}
\]
belongs to \( \mathcal{S}_+ \), since Lemma [1.3] implies that \( \left\{ \frac{\|N_{m-k,\gamma'}\|^2_S}{\|N_{m,\lambda'}\|^2_S} \right\}_m \in \mathcal{S}_+ \). \( \square \)
2. Hilbert submodule and sub-Toeplitz operators

The Hilbert sum
\[ H_1^2(S) = \sum_m \mathcal{P}_m(Z) = \text{Ran}(P) \]
will be called the sub-Hardy space. For smooth symbols \( f \in C^\infty(S) \) define the sub-Toeplitz operator
\[ S_f := P f P = P T_f P \]
as a bounded operator on \( H_1^2(S) \). Let \( \mathcal{A} \) be the *-algebra generated by \( S_p \) for polynomial symbols \( p \in \mathcal{P}(Z) \). For \( p, q \in \mathcal{P}(Z) \) we have
\[ S_p S_q = S_{pq} \]
since \( PT_q P^\perp = 0 \). Thus it often suffices to consider linear symbols \( z \mapsto (z|u) \) for some \( u \in Z \). We denote by \( S_u \) the corresponding operators.

**Theorem 2.1.** For \( \mu \in N^+ \), let \( p \in \mathcal{P}(Z) \) satisfy \( \deg p \leq |\mu'| \). Then
\[ PT^*_p T_q P = S_{T^*_q} \quad \forall q \in \mathcal{P}_\mu(Z). \]

The proof is based on the following Lemma.

**Lemma 2.2.** Let \( \mu \) be a partition and \( q \in \mathcal{P}_\mu(Z) \). Then we have for \( u \in Z \) and each \( h \in \mathcal{P}_{n,0}(Z) \),
\[ P_{\mu+n[1]} u h P_{\mu+n[1]} h q = P_{\mu+n[1]} u h P_{\mu+n[1]} h q \quad \forall i > 1. \]

**Proof.** Write \( h q = \sum_\lambda P_\lambda h q \). The partitions \( \lambda \) occurring here satisfy \( \lambda \geq \mu \) and hence \( \lambda' \geq \mu' \). For such \( \lambda \) we have
\[ u^\partial P_\lambda h q = \sum_j P_{\lambda-[j]} u^\partial P_\lambda h q. \]
Now assume \( \lambda - [j] = \mu + n[1] - [i] \). If \( j = 1 \) then \( \lambda' = \mu' - [i] \neq \mu' \). Hence \( j > 1 \). If \( j \neq i \) then \( \lambda' = \mu' - [i] + [j] \neq \mu' \). Hence \( i = j \) and therefore \( \lambda = \mu + n[1] \). This argument shows
\[ P_{\mu+n[1]} u h q = \sum_\lambda P_{\mu+n[1]-[i]} u h P_{\mu+n[1]} h q. \tag{2.1} \]
Since \( u^\partial (h q) = q (u^\partial h) + h (u^\partial q) \) and \( q (u^\partial h) \) has only components \( \lambda \geq \mu \) which satisfy \( \lambda' \geq \mu' \) it follows that
\[ P_{\mu+n[1]-[i]} u h (q (u^\partial h)) = P_{\mu+n[1]-[i]} h (q (u^\partial q)). \tag{2.2} \]
We next show that
\[ P_{\mu+n[1]-[i]} h (u^\partial q) = \sum_j P_{\mu+n[1]-[i]} h P_{\mu-[j]} u^\partial q = P_{\mu+n[1]-[i]} h P_{\mu-[i]} u^\partial q. \tag{2.3} \]
In fact, since \( h P_{\mu-[i]} u^\partial q \) cannot have a component \( \lambda \) with \( \lambda_1 = \mu_1 + n \) we may assume \( j > 1 \). If \( j \neq i \), then the components \( \lambda \geq \mu - [j] \) occurring in \( h P_{\mu-[j]} u^\partial q \) satisfy \( \lambda' \geq \mu' - [j] \) which implies \( \lambda' \neq \mu' - [i] \). Thus \( \tag{2.3} \) holds. Combining equations \( \tag{2.1} \), \( \tag{2.2} \) and \( \tag{2.3} \), the assertion follows. \( \qed \)

**Proof of Theorem 2.1.** We may assume that \( p(z) = (z|u_1) \cdots (z|u_k) \). Let \( \lambda = (\lambda_1, \lambda') \) be a partition such that \( |\lambda'| \geq k \). Putting \( [i_1, \ldots, i_k] = [i_1] + \cdots + [i_k] \) it follows from \( \tag{2.1} \) that
\[ T_{u_k}^* \cdots T_{u_1}^* \psi = \sum_{i_1, \ldots, i_k} P_{\lambda-[i_1, \ldots, i_k]} T_{u_k}^* \cdots P_{\lambda-[i_1]} T_{u_1}^* \psi \]
for all \( \psi \in \mathcal{P}_\lambda(Z) \). If any \( i_j = 1 \) then \( (\lambda-[i_1, \ldots, i_k])' \neq 0 \). Therefore \( (\lambda-[i_1, \ldots, i_k])' = 0 \) implies that all \( i_j > 1 \). It follows that
\[ PT_{u_k}^* \cdots T_{u_1}^* \psi = P \sum_{i_1 > 1, \ldots, i_k > 1} P_{\lambda-[i_1, \ldots, i_k]} T_{u_k}^* \cdots P_{\lambda-[i_1]} T_{u_1}^* \psi. \tag{2.4} \]
Moreover, if \(|\lambda'| > k\) we have \(PT^*_u \cdots T^*_u \psi = 0\). The same argument shows

\[
P_{u_k}^\partial \cdots u_1^\partial \psi = P \sum_{i_1 > \ldots > i_k > 1} P_{\lambda - [i_1, \ldots, i_k]} u_k^\partial \cdots u_1^\partial \psi \tag{2.5}
\]

and \(|\lambda'| > k\) implies \(P_{u_k}^\partial \cdots u_1^\partial \psi = 0\). By Lemma (2.2) we have for \(h \in \mathcal{P}_{n,0}(Z)\)

\[
P_{\mu+n[1]-[i_1]u_1^\partial} \sum_{i_1 \leq \lambda} h P_{\mu-n[1]-[i_1]} u_1^\partial q.
\]

Applying Lemma (2.2) to \(P_{\mu-[i_1]} u_1^\partial q\), we obtain

\[
P_{\mu+n[1]-[i_1, i_2]} u_2^\partial P_{\mu+n[1]-[i_1]} u_1^\partial h P_{\mu-[i_1]} u_1^\partial q = P_{\mu+n[1]-[i_1, i_2]} u_2^\partial P_{\mu+n[1]-[i_1]} h P_{\mu-[i_1]} u_1^\partial q,
\]

More generally,

\[
P_{\mu+n[1]-[i_1, \ldots, i_k]} u_k^\partial \cdots P_{\mu+n[1]-[i_1]} u_1^\partial h P_{\mu-[i_1, \ldots, i_k]} u_k^\partial \cdots P_{\mu-[i_1]} u_1^\partial q. \quad \tag{2.6}
\]

Consider

\[
P_h(T^*_u \cdots T^*_u) = P_h \sum_{i_1, \ldots, i_k} P_{\mu-[i_1, \ldots, i_k]} T^*_u \cdots P_{\mu-[i_1]} T^*_u = P \sum_{i_1, \ldots, i_k} P_{\lambda} h P_{\mu-[i_1, \ldots, i_k]} T^*_u \cdots P_{\mu-[i_1]} T^*_u. \tag{2.7}
\]

We have \(hq = \sum P_i h q\), where \(\lambda \geq \mu\) and the skew-partition \(\lambda - \mu\) is a horizontal \(n\)-strip. Since \(\lambda' \geq \mu'\) satisfies \(|\lambda'| \geq |\mu'| \geq k\) the condition \((\lambda - [i_1, \ldots, i_k])' = 0\) implies that all \(i_j > 1\). Moreover, \(m = |\lambda| = n + |\mu - [i_1, \ldots, i_k]| = n + \mu_1 + |\mu' - [i_1, \ldots, i_k]| = n + \mu_1\).

Therefore \(|\lambda'| = (n + \mu_1, 0)\) and hence

\[
P_h(T^*_u \cdots T^*_u) = P \sum_{i_1 > \ldots > i_k > 1} P_{\mu+n[1]-[i_1, \ldots, i_k]} h P_{\mu-[i_1, \ldots, i_k]} T^*_u \cdots P_{\mu-[i_1]} T^*_u q. \tag{2.7}
\]

We have \(\lambda = (m, 0)\) occurring here satisfy \(\lambda' = 0 \geq (\mu - [i_1, \ldots, i_k])'\). Since \(|\mu'| \geq k\) this implies that all \(i_j > 1\). Moreover, \(m = |\lambda| = n + |\mu - [i_1, \ldots, i_k]| = n + \mu_1 + |\mu' - [i_1, \ldots, i_k]| = n + \mu_1\).

Therefore \(\lambda = (n + \mu_1, 0)\) and hence \(\lambda = (\mu + n[1])\) it follows that \(\lambda' = \mu'\) and hence \(\lambda = \mu + n[1]\). This shows

\[
PT^*_u \cdots T^*_u (h q) = P \sum_{\lambda} T^*_u \cdots T^*_u P_{\lambda} h q = PT^*_u \cdots T^*_u P_{\mu+n[1]} h q.
\]

With (2.1), (2.6), (2.6) and (2.7), we obtain

\[
PT^*_u \cdots T^*_u (h q) = P \sum_{i_1 > \ldots > i_k > 1} P_{\mu+n[1]-[i_1, \ldots, i_k]} T^*_u \cdots P_{\mu+n[1]-[i_1]} T^*_u h P_{\mu+n[1]} h q
\]

\[
= P \sum_{i_1 > \ldots > i_k > 1} \frac{P_{\mu+n[1]-[i_1, \ldots, i_k]} u_k^\partial \cdots P_{\mu+n[1]-[i_1]} u_1^\partial h q}{(\mu - [i_1, \ldots, i_k])}_1 \ldots + \frac{a}{2} (r - i_k + b) \ldots \frac{a}{2} (r - i_1 + b)
\]

\[
= P \sum_{i_1 > \ldots > i_k > 1} \frac{P_{\mu+n[1]-[i_1, \ldots, i_k]} h P_{\mu-[i_1, \ldots, i_k]} u_k^\partial \cdots P_{\mu-[i_1]} u_1^\partial h q}{(\mu - [i_1, \ldots, i_k])}_1 \ldots + \frac{a}{2} (r - i_k + b) \ldots \frac{a}{2} (r - i_1 + b)
\]

\[
= P \sum_{i_1 > \ldots > i_k > 1} P_{\mu+n[1]-[i_1, \ldots, i_k]} h P_{\mu-[i_1, \ldots, i_k]} T^*_u \cdots P_{\mu-[i_1]} T^*_u q = Ph(T^*_u \cdots T^*_u) q.
\]

It follows that \(PT^*_p (h q) = Ph(T^*_p) q\). Since \(h \in \mathcal{P}_{n,0}(Z)\) is arbitrary, \(PT^*_p T_q = PT^*_p P = ST^*_p\).

Applying Theorem (2.1) we obtain

**Corollary 2.3.** If \(\deg p, \deg q \leq |\lambda'|\), then \(PT^*_p A^\lambda T_q P \in A\).

For \(\beta \in \mathbb{N}^{\lambda_1 - 1}\), consider the projections

\[
P_{\partial} = \sum_{m \geq \beta_1} P_{m, \beta}.
\]

Then \(P_{\partial} = P\).
Define a diagonal operator $\Lambda$ on $\mathcal{P}(Z)$ by

$$\Lambda p_\lambda := \lambda_1 p_\lambda, \quad \forall p_\lambda \in \mathcal{P}_\lambda.$$  \hfill (2.8)

Let $Q_j := \oplus_{\lambda=1}^j \mathcal{P}_\lambda(Z)$ be the eigenvector subspace (and denote the corresponding projection by the same notation) for $\Lambda$ with eigenvalue $j$. Then we have the orthogonal decomposition $H^2(S) = \oplus_{j=1}^\infty Q_j$.

We call an operator $T$ of finite propagation if there exists a positive number $l$ such that

$$TQ_j \subset \bigoplus_{|i-j| \leq l} Q_i.$$  

Lemma 2.5. Suppose the operator $T$ has the finite propagation property. If $T\Lambda^2$ is bounded, then $\Lambda^2 T$ and $T^* \Lambda^2$ are also bounded.

Proof. By assumption, we have that $T = \oplus_{-l \leq i \leq l} T_i$ for some number $l$, where

$$T_i = \oplus_{j \geq i} T Q_j$$

is an operator of degree $i$. By grading, one sees that each $\Lambda^2 T_i$ is bounded iff there exists a constant $C_i$ such that $\|T_i p\| \leq C_i \|p||_j$ for any index $j$ and $p \in Q_j$. Indeed, if such $C_i$ exists, then for any $p = \oplus_{j \geq i} p_j$,

$$\|\Lambda^2 T_i p\|^2 = \sum_j \| (i+j) T_i p_j \|^2 \leq C_i^2 \sum_j \frac{(i+j)^2 \|p_j\|^2}{j^2} \leq C_i^2 (1 + l)^2 \|p\|^2.$$  

Using the fact that $T \Lambda^2$ is bounded, for each $j$ and $p \in Q_j$, we have

$$\|T \Lambda^2 p\|^2 = j^2 \| \sum_{-l \leq i \leq l} T_i p \|^2 = j^2 \sum_{-l \leq i \leq l} \|T_i p\|^2 \geq j^2 \|T_i p\|^2$$

for each $i$. It follows that each $\Lambda^2 T_i$ is bounded. Therefore $\Lambda^2 T = \sum_{-l \leq i \leq l} \Lambda^2 T_i$ is bounded. This implies that $T^* \Lambda^2$ is bounded. \hfill \square

Let $\mathcal{C}$ denote the $\ast$-algebra generated by $T_p$ with polynomial symbol $p$, and $\frac{1}{\Lambda + t}$ together with all projections $P_\beta$, where $\beta \in \mathbb{N}_+^{r-1}$ is arbitrary. Define

$$\mathcal{B} := \{ B \in \mathcal{C} : B \Lambda^2 \text{ bounded} \},$$

$$B_\Lambda := \mathcal{A}(\Lambda + 1)^{-1} + \mathcal{B} = \{ \mathcal{A}(\Lambda + 1)^{-1} + B : A \in \mathcal{A}, B \in \mathcal{B} \}.$$  

It is easy to check that operators in $\mathcal{C}$ have the finite propagation property. Therefore Lemma 2.5 implies that $\mathcal{B}$ and $B_\Lambda$ are invariant under taking adjoints.

Lemma 2.6. $\mathcal{B}$ is an ideal in $\mathcal{C}$. Moreover,

$$[\mathcal{C}, (\Lambda + t)^{-1}] \subset \mathcal{B}.$$  

Proof. For the first assertion it suffices to show that $BT_u \in \mathcal{B}$ whenever $B \in \mathcal{B}$. Define a bounded operator $R_u$ by $R_u p = P_{m+1,\beta} T_u p$ for $p \in \mathcal{P}_{m,\beta}(Z)$. Then

$$(\Lambda^2 T_u - T_u \Lambda^2) p = \sum_{i=1}^r (\Lambda^2 - m^2) P_{m,\beta + [i]} T_u p = (m + 1)^2 - m^2) P_{m+1,\beta} T_u p = (2\Lambda - 1) R_u p.$$  

Therefore $B T_u \Lambda^2 = B \Lambda^2 T_u - B(2\Lambda - 1) R_u$ is bounded. Thus $B T_u \in \mathcal{B}$. For the second assertion it suffices to show that $[T_u, (\Lambda + t)^{-1}] \subset \mathcal{B}$. With the previous notation, we have

$$[T_u, (\Lambda + t)^{-1}] \Delta^2 p = m^2 (T_u (\Lambda + t)^{-1} - (\Lambda + t)^{-1} T_u) p = m^2 \sum_{i=1}^r \left( \frac{1}{m+t} - \frac{1}{\Lambda + t} \right) P_{m,\beta + [i]} T_u p$$

$$= m^2 \left( \frac{1}{m+t} - \frac{1}{m+1+t} \right) P_{m+1,\beta} T_u p = R_u \frac{\Lambda^2}{(\Lambda + t)(\Lambda + 1 + t)} p.$$  

Therefore $[T_u, (\Lambda + t)^{-1}] \Delta^2$ is bounded. \hfill \square
Lemma 2.7. \( \mathcal{B}_\Lambda \) is a (non-unital) \( \ast \)-algebra and an \( \mathcal{A} \)-bimodule, i.e.,
\[
\mathcal{A}\mathcal{B}_\Lambda + \mathcal{B}_\Lambda \mathcal{A} \subset \mathcal{B}_\Lambda
\]

Proof. We only show that \( \mathcal{B}_\Lambda \mathcal{A} \subset \mathcal{B}_\Lambda \). Indeed, for \( \mathcal{A} \subseteq \mathcal{B}_\Lambda \), \( \mathcal{B} \subseteq \mathcal{B}_\Lambda \), and \( u \in \mathbb{Z} \), we have
\[
(A(\Lambda + 1)^{-1} + B)S_u - AS_u(\Lambda + 1)^{-1} = BS_u + A[(\Lambda + 1)^{-1}, S_u] = BS_u - AS_u(\Lambda + 1)^{-1}(\Lambda + 2)^{-1} \in \mathcal{B}.
\]
Since \( AS_u \in \mathcal{A} \), it follows that \( A(\Lambda + 1)^{-1} + B \in \mathcal{B}_\Lambda \). \( \square \)

Proposition 2.8. For \( \lambda \in \mathbb{N}_+ \) let \( p,q \in \mathcal{P}(\mathcal{Z}) \) satisfy \( \text{deg}(p), \text{deg}(q) \leq |\lambda'| \). Then
\[
PT^*_p P^\lambda T_q^* P \in \mathcal{A} + \mathcal{B}_\Lambda.
\]

Proof. The \( \mathcal{K} \)-invariant operator \( p^\lambda \mathcal{A}^\lambda p^\lambda \) is diagonal, and Proposition (1.6) implies that
\[
p^\lambda \mathcal{A}^\lambda p^\lambda = \frac{c_\lambda \Lambda}{\Lambda + 1} + B,
\]
where \( B \in \mathcal{B} \) and \( c_\lambda > 0 \). It follows that
\[
p^\lambda = p^\lambda \mathcal{A}^\lambda p^\lambda \frac{\Lambda + 1}{c_\lambda \Lambda + c_\lambda} + B'
\]
with \( B' \in \mathcal{B} \). If \( \beta \in \mathbb{N}_+^{\Lambda^{-1}} \) satisfies \( |\beta| \leq |\lambda'| \) and \( A^\lambda p^\beta \) is non-zero, then \( \beta \geq \lambda' \) by Lemma (1.5). This is only possible if \( \beta = \lambda' \). Therefore
\[
PT^*_p A^\lambda T_q^* P = \sum_{|\beta| \leq |\lambda'|} PT^*_p P^\lambda A^\lambda p^\lambda T_q^* P = PT^*_p P^\lambda A^\lambda p^\lambda T_q^* P.
\]
Since \( \mathcal{B} \) is an ideal in \( \mathcal{C} \) and \( \left[ \frac{\Lambda}{c_\lambda \Lambda + c_\lambda}, T_q^* P \right] \in \mathcal{B} \) we obtain
\[
PT^*_p A^\lambda T_q^* P = PT^*_p P^\lambda A^\lambda A^\lambda p^\lambda + PT^*_p B'T_q^* P
\]
\[
= PT^*_p P^\lambda A^\lambda p^\lambda T_q^* P + PT^*_p A^\lambda A^\lambda p^\lambda T_q^* P + PT^*_p B'T_q^* P
\]
\[
= PT^*_p A^\lambda T_q^* P \left[ \frac{\Lambda + 1}{c_\lambda \Lambda + c_\lambda} + \sum \left[ \frac{\Lambda + 1}{c_\lambda \Lambda + c_\lambda} \right] + B''
\]
where \( B'' \in \mathcal{B} \). Since \( PT^*_p A^\lambda T_q^* P \in \mathcal{A} \) by Corollary (2.3), the assertion follows. \( \square \)

Proposition 2.9. \( \left[ \mathcal{A}, \mathcal{A} \right] \subset \mathcal{B}_\Lambda \).

Proof. In view of Lemma (2.7) it suffices to show that \( [S^*_u, S_v] \in \mathcal{B}_\Lambda \). We may suppose that \( Z \) has rank \( r > 1 \). By definition, \( S_v = PT_v P = T_v P - P^1 T_v P \). Note \( S_v \mathcal{P}_{m,0}(\mathcal{Z}) \subset \mathcal{P}_{m+1,0}(\mathcal{Z}) \) and \( \frac{1}{2}(r-1)+b = \rho-1 \). Applying (1.9) it follows that
\[
(m + \rho)S^*_u S_v P_m = (m + \rho)T_u S_v P_m = u^\delta(S_v P_m) = (u|v)P_m + T_u u^\delta P_m - u^\delta P^1 T_u P_m
\]
\[
= (u|v)P_m + (m + \rho - 1)T_u S_v P_m - u^\delta P^1 T_v P_m
\]
\[
= (u|v)P_m + (m + \rho - 1)S_v S^*_u P_m - P u^\delta P^1 T_v P_m.
\]
Thus \( S^*_u S_v (\Lambda + \rho) = (u|v)P + S_v S^*_u (\Lambda + \rho - 1) - P u^\delta P^1 T_v P \) and hence
\[
[S^*_u, S_v](\Lambda + \rho) = (u|v)P + S_v S^*_u ((\Lambda + \rho - 1) - (\Lambda + \rho)) - P u^\delta P^1 T_v P = (u|v)P - S_v S^*_u - P u^\delta P^1 T_v P.
\]
By (1.9) we have
\[
Pt u^\delta P^1 T_v P = \sum_m P m u^\delta P^1 T_v P_m = \sum_m P m u^\delta P m, T_v P_m = (1 + \frac{a}{2}(r-2) + b) \sum_m P_m T_u P_m, T_v P_m
\]
\[
= (1 + \frac{a}{2}(r-2) + b) \sum_m PT^*_u P^1 T_v P_m = (1 + \frac{a}{2}(r-2) + b) PT^*_u P^1 T_v P.
\]
Thus Proposition (2.8) implies that \( Pu^B P^T u P \in A + B_A \), and the assertion follows.

**Lemma 2.10.** \( A \subset \left\{ \sum_i S_p, S_{q_i} + B : p_i, q_i \in P(Z), B \in B_A \right\} \).

**Proof.** Since the latter set contains \( S_u, S_v \), it suffices to show that it is invariant under multiplication by \( S_u, S_v \). By Proposition (2.10) we have \([S^*_u, S_p] \in B_A \) and \([S^*_v, S_q] \in B_A \). With Lemma (2.7), the assertion follows. □

The following technical lemma will be used in the next section.

**Lemma 2.11.** Let \( T \in A + B_A \). Then \( \left\{ \frac{(N^m|TN^m)_S}{||N^m||^2_S} \right\}_m \in S \).

**Proof.** By Lemma (1.4), we have
\[
S^*_{N^m_1} N^m_1 = \frac{(m + 1)^{k}}{(m + \rho)^{k}} N^{m-k}_1
\]
for \( 0 \leq k \leq m \), \( S^*_{N^m_1} N^m_1 = 0 \) for \( k > m \) and \( S^*_{N^m_1} N^m_1 = 0 \) for all \( v \in Z^1 \). Thus for any \( p, q \in P(Z) \) there exist constants \( c_k(p,q) \), for \( 0 \leq k \leq M(p,q) := \text{min}(\deg p, \deg q) \), such that
\[
(S^*_{N^m_1} N^m_1 | S^*_{N^m_1} N^m_1)_S = \sum_{k=0}^{M(p,q)} c_k(p,q) \frac{(m + 1)^{k}}{(m + \rho)^{k}} N^{m-k}_1
\]
for all \( m \geq M(p,q) \). Since \( T \in A + B_A \), Lemma (2.10) implies that
\[
T = \sum_i S_p, S_{q_i} + B_0
\]
for some polynomials \( p_i, q_i \) and \( B_0 = A_1(A + 1)^{-1} + B_1 \in B_A \) with \( A_1 \in A, B_1 \in B \). Using Lemma (2.10) for \( A_1 \) again, there exist polynomials \( \phi_j, \psi_j \) and \( B_2 \) \( \in B_A \) such that
\[
T = \sum_i S_p, S_{q_i} + \left( \sum_j S_{\phi_j}, S^*_{\psi_j} + B_2 \right) (A + 1)^{-1} + B_1 = \sum_i S_p, S_{q_i} + \sum_j S_{\phi_j}, S^*_{\psi_j} (A + 1)^{-1} + B,
\]
where \( B \in B \). It follows that
\[
(N^m_1 | TN^m_1)_S - (N^m_1 | BN^m_1)_S = \sum_i (S^*_{p_i}, N^m_1 | S^*_{q_i}, N^m_1)_S + \frac{1}{m + 1} \sum_j (S^*_{\phi_j}, N^m_1 | S^*_{\psi_j}, N^m_1)_S
\]
\[
= \sum_i \sum_{k=0}^{M(p_i,q_i)} c_k(p_i, q_i) \frac{(m + 1)^{k}}{(m + \rho)^{k}} N^{m-k}_1 + \frac{1}{m + 1} \sum_j \sum_{k=0}^{M(\phi_j, \psi_j)} c_k(\phi_j, \psi_j) \frac{(m + 1)^{k}}{(m + \rho)^{k}} N^{m-k}_1
\]
Since
\[
BN^m_1 = (B(A + 1)^2)(A + 1)^{-2} N^m_1 = \frac{B(A + 1)^2 N^m_1}{(m + 1)^2}
\]
the sequence \( \{ m^2 \frac{(N^m_1 | BN^m_1)_S}{||N^m||^2_S} \} \) is bounded. Thus there exist finitely many sequences \( \{ c_k(m) \} \in S \) such that
\[
\frac{(N^m_1 | TN^m_1)_S}{||N^m||^2_S} = \sum_k c_k(m) \frac{||N^{m-k}||^2_S}{||N^m||^2_S}.
\]
This yields the desired result since \( \left\{ \frac{||N^{m-k}||^2_S}{||N^m||^2_S} \right\}_m \in S_+ \) by Lemma (1.3). □
3. First main theorem

**Theorem 3.1.** Let \( f \in \mathcal{P}(Z \times \overline{Z}) \) be a real-analytic polynomial. Then \( S_f \in \mathcal{A} + \mathcal{B}_\Lambda \).

The proof is based on a lengthy induction argument. We may assume that \( f = \overline{g} \) for some \( p, q \in \mathcal{P}(Z) \). Let \( \mathcal{A}_{i,j} \) denote the set of all operators \( PT_p T_q P \), where \( \deg p = i \) and \( \deg q = j \). For a given \( k \) we consider the following assumption

\[
\mathcal{A}_{i,j} \subset \mathcal{A} + \mathcal{B}_\Lambda \text{ whenever } \min(i,j) < k. \tag{3.1}
\]

We now proceed via a sequence of 'claims' which are proved under this assumption.

**Claim 3.2.** The assumption (3.1) implies that for each partition \( \lambda \) with \( |\lambda| < k \) there exist constants \( a_{\beta}^\Lambda, b_{\beta}^\Lambda \) such that

\[
A^\Lambda - \sum_{\beta \leq \lambda} \frac{a_{\beta}^\Lambda + b_{\beta}^\Lambda}{\Lambda + 1} \beta \in \mathcal{B}. \tag{3.2}
\]

**Proof.** For \( \beta \leq \lambda \leq (m, \beta) \) we have \( N_{m,\beta} = N_{m_{\beta},\beta} N_{1}^{-\beta_{1}} \) and hence

\[
\frac{(N_{m,\beta}|A^\Lambda N_{m,\beta})_S}{\|N_{m,\beta}\|_S^2} = \sum_i \frac{\|PT_{m}^* T_{N}\|_S^2}{\|N_{m,\beta}\|_S^2} = \sum_i \frac{\|PT_{m}^* T_{N}\|_S^2}{\|N_{m_{\beta},\beta} N_{1}^{-\beta_{1}}\|_S^2} \|N_{m_{\beta},\beta} N_{1}^{-\beta_{1}}\|_S^2 \|N_{m_{\beta},\beta} N_{1}^{-\beta_{1}}\|_S^2,
\]

Since \( \deg(p_i) = |\lambda| < k \). (3.1) implies \( PT_{m}^* T_{N}\beta P \in \mathcal{A} + \mathcal{B}_\Lambda \). By Lemma (2.11) and Lemma (1.3), we have that \( \{ (N_{m,\beta}|A^\Lambda N_{m,\beta})_S \} \) \( \in \mathcal{B} \). By (1.12) there is a sequence \( \phi_m \), with \( m \phi_m \) bounded, such that

\[
A^\Lambda = \sum_{\beta \leq \lambda \leq (m, \beta)} \left( \frac{(N_{m,\beta}|A^\Lambda N_{m,\beta})_S}{\|N_{m,\beta}\|_S^2} P_{m,\beta} \right) = \sum_{\beta \leq \lambda \leq (m, \beta)} \left( \frac{a_{\beta}^\Lambda + b_{\beta}^\Lambda}{m_{\beta} + 1} + \phi_m \right) P_{m,\beta} = \sum_{\beta \leq \lambda \leq (m, \beta)} \frac{a_{\beta}^\Lambda + b_{\beta}^\Lambda}{\Lambda + 1} \beta \in \mathcal{B},
\]

where we set \( a_{\beta}^\Lambda = b_{\beta}^\Lambda = 0 \) if \( \beta \neq \lambda \). Thus \( B - \sum_{\beta \leq \lambda \leq (m, \beta)} \phi_m P_{m,\beta} \) has finite rank and hence \( B \in \mathcal{B} \). \( \square \)

**Claim 3.3.** Under the assumption (3.1) there exist constants \( c_{\alpha}^\beta, d_{\alpha}^\beta \) such that

\[
P^\beta - \sum_{\alpha \leq \beta} \frac{c_{\alpha}^\beta \Lambda + d_{\alpha}^\beta}{\Lambda + 1} A^\alpha \in \mathcal{B}, \quad \forall \beta \in \mathbb{N}_+^{r-1}, |\beta| < k. \tag{3.3}
\]

**Proof.** We use induction on \( |\beta| \). The case \( \beta = 0 \) is trivial. Assume (3.3) holds for all \( \beta \) with \( |\beta| < j < k \). Let \( \beta \) satisfy \( |\beta| = j \). Then Claim (3.2) implies

\[
A^\beta = \frac{a_{\beta}^\Lambda + b_{\beta}^\Lambda}{\Lambda + 1} \beta + \sum_{\alpha < \beta} \frac{a_{\beta}^\Lambda + b_{\beta}^\Lambda}{\Lambda + 1} A^\alpha \in \mathcal{B}, \tag{3.4}
\]

where \( B^\beta \in \mathcal{B} \), and \( \alpha < \beta \) means that \( \alpha \leq \beta \) and \( \alpha \neq \beta \). Now consider the diagonal operator

\[
\sum_{|\lambda| = \beta} A^\lambda = \sum_{\mu \in \mathbb{N}_+^r} a_{\mu} P_{\mu}.
\]

If \( |\lambda| = j \), then \( (N_{m,\beta}|A^\lambda N_{m,\beta})_S \) is non-zero only if \( \lambda = \beta \), since \( \beta \leq \lambda \) and \( |\beta| = j = |\lambda| \). Therefore

\[
a_{m,\beta} N_{m,\beta} = \sum_{|\lambda| = j} A^\lambda N_{m,\beta} = \sum_{|\lambda| = j} \frac{(N_{m,\beta}|A^\lambda N_{m,\beta})_S}{\|N_{m,\beta}\|_S^2} N_{m,\beta} = \frac{(N_{m,\beta}|A^\beta N_{m,\beta})_S}{\|N_{m,\beta}\|_S^2} N_{m,\beta}.
\]

By (2.3) Theorem 1.6), there exists a constant \( c > 0 \) such that \( a_{\mu} \geq c \) whenever \( \mu_2 + \cdots + \mu_r = j \). For \( \mu = (m, \beta) \) this implies \( \frac{(N_{m,\beta}|A^\beta N_{m,\beta})_S}{\|N_{m,\beta}\|_S^2} = a_{m,\beta} \geq c \) and hence \( a_{\beta}^\Lambda = \lim_{m \to \infty} \frac{(N_{m,\beta}|A^\beta N_{m,\beta})_S}{\|N_{m,\beta}\|_S^2} \geq c > 0 \). For any \( |\alpha| < |\beta| = j \), the induction hypothesis implies

\[
P^\alpha = \sum_{\gamma \leq \alpha} \frac{c_{\gamma}^\Lambda + d_{\gamma}^\Lambda}{\Lambda + 1} A^\gamma + B^\alpha,
\]
where $B^\alpha \in B$. Plugging into (3.4) we obtain

\[
P^\beta = \frac{\Lambda + 1}{a^\beta_\Lambda + b^\beta_\Lambda} \left[ A^\beta - \sum_{\alpha < \beta} \frac{a^\beta_\alpha + b^\beta_\alpha}{a^\alpha_\beta + b^\beta_\alpha} \left( \sum_{\gamma \leq \alpha} \frac{c^\alpha_\gamma + d^\alpha_\gamma}{\Lambda + 1} A^\gamma + B^\alpha \right) \right].
\]

It is easy to see that this expression has the desired form. \qed

**Claim 3.4.** The assumption (3.1) implies $A_{k,k} \subset A + B\Lambda$.

**Proof.** Let $deg p = deg q = k$. Then

\[
PT_p^* T_q P = \sum_{|\beta| \leq k} PT_p^* P^\beta T_q P.
\]

If $|\beta| = k$ then $PT_p^* P^\beta T_q P \in A + B\Lambda$ by Proposition (2.3). If $|\beta| = h < k$ and $\alpha \leq \beta$ then (3.1) implies $PT_p^* A^\alpha T_q P \in A_{h,k} A_{h,k} \subset A + B\Lambda$. It follows that

\[
PT_p^* A^\alpha \frac{c^\beta_\alpha + d^\beta_\alpha}{\Lambda + 1} T_q P = PT_p^* A^\alpha T_q P \left[ \frac{c^\beta_\alpha + d^\beta_\alpha}{\Lambda + 1} + PT_p^* A^\alpha \left( \frac{c^\beta_\alpha + d^\beta_\alpha}{\Lambda + 1} \right) \right] \in A + B\Lambda,
\]

since $\left[ \frac{c^\beta_\alpha + d^\beta_\alpha}{\Lambda + 1}, C \right] \subset B$ and $B$ is an ideal in $C$. Therefore Claim (3.3) implies $PT_p^* P^\beta T_q P \in A + B\Lambda$. \qed

**Claim 3.5.** Under the assumption (3.1), for $T \in C$ and $q \in P(Z)$ of degree $i < k$ there exists $B \in B$ such that

\[
PT[T_u^*, T_v^*] T_q P = B + \sum_{|\beta| \leq i} \sum_{\alpha \leq \beta} PT A^\alpha [T_u^*, T_v^*] A^\gamma T_q P \frac{c^\alpha_\gamma + d^\alpha_\gamma}{\Lambda + 1} + (d^\gamma_\alpha - c^\gamma_\alpha) c^\beta_\alpha.
\]

**Proof.** Since Ran$(T_q P) \subset \sum_{|\beta| \leq i} P^\beta$ and $[T_u^*, T_v^*]$ is a ‘block-diagonal’ operator \cite{1} Lemma 2.1 which commutes with each $P^\beta$, it suffices to consider $PT P^\beta [T_u^*, T_v^*] P^\beta T_q P$ for $\beta \in \mathbf{N}_i^+$ satisfying $|\beta| \leq i$. By Claim (3.3) we have

\[
PT P^\beta [T_u^*, T_v^*] P^\beta T_q P = PT \left( B_1 + \sum_{\alpha \leq \beta} \frac{c^\alpha_\gamma + d^\alpha_\gamma}{\Lambda + 1} A^\alpha \right) [T_u^*, T_v^*] \left( B_2 + \sum_{\gamma \leq \beta} \frac{c^\beta_\gamma + d^\beta_\gamma}{\Lambda + 1} A^\gamma \right) T_q P,
\]

where $B_1, B_2 \in B$. Since $B \subset C$ is an ideal and $C$ contains $PT, [T_u^*, T_v^*], A^\alpha, A^\gamma, T_q P$, the assertion follows. \qed

**Claim 3.6.** The assumption (3.1) implies

\[
PT^* [T_u^*, T_v^*] T_q P \in A + B\Lambda
\]

whenever $deg \phi, deg \psi < k$.

**Proof.** We prove (3.5) by induction on $h = \max(deg \phi, deg \psi) < k$. For $h = 0$, we have

\[
P[T_u^*, T_v^*] P = PT_u^* T_v^* P - PT_v^* T_u^* P,
\]

where $PT_u^* T_v^* P \in A_{1,1} \subset A + B\Lambda$ by Claim (3.4), and $PT_v^* T_u^* P \in A$. For the induction step, let $\phi, \psi$ be polynomials with $deg \phi \leq h = deg \psi < k$, and we may assume that (3.5) holds in the case of the maximal degree less than $h$. Then

\[
PT^* [T_u^*, T_v^*] T_q P = PT^* [T_u^*, T_v^*] \left( [T_u^*, T_v^*] - T_v^* [T_u^*, T_v^*] \right) P = PT^* P^\psi T_q P - PT^* T_q P - PT^* T_v^* [T_u^*, T_v^*] P.
\]

By the assumption (3.1), we have $PT^* P^\psi T_q P \in A_{h+1,h+1} \subset A + B\Lambda$, and using Claim (3.4) also $PT^* T_v^* P \in A_{h+1,h+1} \subset A + B\Lambda$. For the third term we may assume that $\psi = v_{h-1} \cdots v_0$ for some linear functions $v_i$. Then

\[
PT^* T_v^* [T_u^*, T_v^*] P = \sum_{i=0}^{h-1} PT^* T_{v_{h-1} \cdots v_{i+1}} [T_u^*, T_v^*] T_{v_{i-1} \cdots v_0} P.
\]
If \( p, q, \xi, \eta \) are polynomials of degree \( \leq i < h \) we have
\[
PT^*_\phi T_{v_{v_{k-1}} \cdots v_{k+1}} T_p PT^*_\eta [T^*_u, T_v] T_\xi PT^*_\eta T_{\nu_1 \cdots \nu_0} P \in A + B_A,
\]
since (3.1) implies that \( A + B_A \) contains \( PT^*_\phi T_{v_{v_{k-1}} \cdots v_{k+1}} T_p P \in A_{h,h} \) and \( PT^*_\eta T_{\nu_1 \cdots \nu_0} P \in A_{i,i} \), and the induction hypothesis implies \( PT^*_\eta [T^*_u, T_v] T_\xi P \in A + B_A \). Thus
\[
PT^*_\phi T_{v_{v_{k-1}} \cdots v_{k+1}} A^\alpha [T^*_u, T_v] A^\gamma T_{\nu_1 \cdots \nu_0} P \subset A + B_A,
\]
whenever \( |\alpha| \leq i \) and \( |\beta| \leq i \). Now the assertion follows from Claim (3.5). \( \Box \)

The **proof of Theorem 3.1** can now be completed as follows. Since \( A_{m,n}^* = A_{n,m} \), it suffices to show that
\[
A_k := \sum_{\ell \geq k} A_{\ell, k} \subset A + B_A. \tag{3.6}
\]
We prove (3.6) by induction over \( k \geq 0 \). The case \( k = 0 \) is trivial. For the induction step, let \( k > 0 \) and suppose that \( A_h \subset A + B_A \) whenever \( h < k \). This is precisely the assumption (3.1). We prove that
\[
A_{\ell, k} \subset A + B_A \tag{3.7}
\]
by induction over \( \ell \geq k \). By Claim (3.4) we have \( A_{\ell, k} \subset A + B_A \). For the induction step assume that \( A_{\ell, k} \subset A + B_A \) for some \( \ell \geq k \). Passing to \( \ell + 1 \), consider polynomials \( \phi, \psi \) with \( \deg \phi \leq \ell \) and \( \deg \psi = k \). Then we have for any linear function \( u \)
\[
PT^*_\phi T_{\psi} P = PT^*_\phi T_{\psi} P^* = PT^*_\phi T_{\psi} PT^*_\phi P + PT^*_\phi [T^*_u, T_v] P.
\]
By the induction hypothesis we have \( PT^*_\phi T_{\psi} P \in A_{\ell,k} \subset A + B_A \). For the second term, we may assume that \( \psi = v_{k-1} \cdots v_0 \) for some linear functions \( v_i \). Then
\[
PT^*_\phi [T^*_u, T_v] P = \sum_{i=0}^{k-1} PT^*_\phi T_{v_{v_{i-1}} \cdots v_{i+1}} [T^*_u, T_v] T_{v_{i-1}} \cdots v_{0} P.
\]
If \( p, q, \xi, \eta \) are polynomials of degree \( \leq i < k \) we have
\[
PT^*_\phi T_{v_{v_{k-1}} \cdots v_{k+1}} T_p PT^*_\eta [T^*_u, T_v] T_\xi PT^*_\eta T_{\nu_1 \cdots \nu_0} P \in A + B_A,
\]
since the assumption (3.1) implies that \( A + B_A \) contains \( PT^*_\phi T_{v_{v_{k-1}} \cdots v_{k+1}} T_p P \in A_{h,h} \) and \( PT^*_\eta T_{\nu_1 \cdots \nu_0} P \in A_{i,i} \), and Claim (3.6) implies \( PT^*_\eta [T^*_u, T_v] T_\xi P \in A + B_A \). Thus
\[
PT^*_\phi T_{v_{v_{k-1}} \cdots v_{k+1}} A^\alpha [T^*_u, T_v] A^\gamma T_{\nu_1 \cdots \nu_0} P \subset A + B_A,
\]
whenever \( |\alpha| \leq i \) and \( |\beta| \leq i \). With Claim (3.5), it follows that \( PT^*_\phi [T^*_u, T_v] P \in A + B_A \). Therefore \( A_{\ell+1,k} \subset A + B_A \), completing the induction proof of (3.6).

4. Smooth extension and Dixmier trace

Let \( K \) denote the compact operators. By definition (1) we have
\[
L_1 := \{ T \in K : \mu_1(T) = O(j^{-1/n}) \}
\]
for \( n > 1 \), and
\[
L_1 := \{ T \in K : \sum_{i=1}^j \mu_i(T) = O(\log j) \}.
\]
Here \( \mu_1(T) \geq \mu_2(T) \geq \cdots \) are the singular values of \( T \). We will apply these concepts to the Hilbert space \( H^2(S) \). Using the invariants \( a, b \) we put
\[
n := 1 + a(r - 1) + b.
\]
Note that \( n \) is not the dimension \( d = r(1 + \delta(r - 1) + b) \) of the underlying domain \( D \), unless \( r = 1 \). We will give a geometric interpretation below.

**Lemma 4.1.** Consider \( \Lambda \) as an unbounded operator on \( H^2(S) \). Then \( (\Lambda + 1)^{-1} \in L_1 \).
Consider the polynomial ideal

\[ \mathcal{P}_m(Z) = \frac{(m + 1 + 2(r - 1)b)}{(1 + 2(r - 1)b)} \prod_{j=2}^{m} \frac{m + 2(j - 1)}{2(j - 1)} \cdot \frac{(m + 1 + 2(j - 2))_{a-1}}{(1 + 2(j - 2))_{a-1}} \]

for \( m \geq b \). It follows that asymptotically, we have

\[ \dim \mathcal{P}_m(Z) \sim c \cdot m^{b+a(r-1)} = c \cdot m^{n-1} \]

for some constant \( c > 0 \) independent of \( m \). Since \( (\Lambda + 1)^{-1} \) has the eigenvalues \( 1/(1+m) \), with eigenspace \( \mathcal{P}_m(Z) \), this estimate implies that the partial sum

\[ S_j((\Lambda + 1)^{-1}) = \sum_{i=0}^{j} \mu_i((\Lambda + 1)^{-1}) \sim j^{1-1/n}, \]

where \( \mu_i(T) \) is the \( i \)-th eigenvalue of \( T \). This implies the assertion since, for \( n > 1 \), \( T \in \mathcal{L}^{n,\infty} \) iff \( \{ j^{(1/n-1)}S_j(T) : j \geq 1 \} \) is a bounded sequence \( \text{[6]} \). \( \square \)

**Theorem 4.2.** Let \( f, g \in \mathcal{P}(Z \times \overline{Z}) \) be real-analytic polynomials. Then \([S_f, S_g] \in \mathcal{L}^{n,\infty} \).

**Proof.** Let \( A \in \mathcal{A}, B \in \mathcal{B} \). Then Lemma \( \text{(4.1)} \) implies \( A(\Lambda + 1)^{-1} + B \in \mathcal{L}^{n,\infty} \) since \( A + B(\Lambda + 1) \) is bounded. It follows that \( \mathcal{B}_\Lambda \subset \mathcal{L}^{n,\infty} \). Since \( \{A, \mathcal{A} \} \subset \mathcal{B}_\Lambda \) by Proposition \( \text{(2.9)} \) and \( \mathcal{B}_\Lambda \) is an \( \mathcal{A} \)-bimodule we obtain

\[ [A + B_\Lambda, A + B_\Lambda] \subset \mathcal{B}_\Lambda. \]

Since \( S_f, S_g \in A + B_\Lambda \) by Theorem \( \text{(3.1)} \), the assertion follows. \( \square \)

It is well known \( \text{[6]} \) that \( T_i \in \mathcal{L}^{p,\infty} \) and \( \sum_{i=1}^{n} \frac{1}{p_i} = 1 \) implies \( T = T_1 \cdots T_n \in \mathcal{L}^{1,\infty} \). Hence Theorem \( \text{(4.2)} \) implies

**Corollary 4.3.** Let \( f_1, g_1, \ldots, f_n, g_n \in \mathcal{P}(Z \times \overline{Z}) \) be real-analytic polynomials. Then

\[ [S_{f_1}, S_{g_1}] \cdots [S_{f_n}, S_{g_n}] \in \mathcal{L}^{1,\infty}. \]

The trace class \( \mathcal{L}^1 \) is a proper subspace of \( \mathcal{L}^{1,\infty} \). For \( T \in \mathcal{L}^{1,\infty} \) the Dixmier trace, denoted by \( tr_\omega(T) \), depends a priori on a choice of positive functional \( \omega \) on \( l^\infty(\mathbb{N}) \) vanishing on \( c_0(\mathbb{N}) \). For the so-called measurable operators \( T \) the value \( tr_\omega(T) \) is independent of \( \omega \). More precisely, for a positive operator \( T \),

\[ tr_\omega(T) = \lim_{j \to \infty} \frac{1}{\log j} \sum_{i=1}^{j} \mu_i(T) \]

whenever the limit exists. It also satisfies the tracial property

\[ tr_\omega(TS) = tr_\omega(ST) \]

and \( tr_\omega(T) = 0 \) if \( T \in \mathcal{L}^1 \). We refer the reader to \( \text{[6]} \) for more details.

In order to determine the Dixmier trace of the operators \( \text{(4.2)} \) we consider the algebraic variety

\[ Z_1^\bullet := \{ z \in Z : \text{rank}(z) \leq 1 \}, \]

which has (complex) dimension \( \dim Z_1^\bullet = 1 + a(r-1) + b = n \), and is singular only at the origin.

**Proposition 4.4.** Consider the polynomial ideal \( \mathcal{I}(Z_1^\bullet) \subset \mathcal{P}(Z) \) vanishing on \( Z_1^\bullet \). Then the sub-Hardy space \( H^1_\mathcal{I}(S) \) can be identified with the Hilbert quotient module

\[ H^1_\mathcal{I}(S) = H^2(S)/\mathcal{I}(Z_1^\bullet) \cong \mathcal{I}(Z_1^\bullet)^\perp. \]
Proof. It suffices to show that $\mathcal{I}(Z^*_1)$ coincides with the ideal

$$
\mathcal{J} = \bigoplus_{\lambda \geq 0} \mathcal{P}_\lambda(Z) \subset \mathcal{P}(Z).
$$

For $z \in Z^*_1$, we have $N_\ell(z) = 0$ for $\ell \geq 2$ since $\text{rank}(z) \leq 1$. This implies that $\mathcal{J} \subset \mathcal{I}(Z^*_1)$. By Schur orthogonality the orthogonal projection $P_\lambda$ is given by

$$
\frac{1}{d_\lambda} P_\lambda f = \sum_{\alpha} \int_{K} dk \left( \phi_\alpha |k \cdot \phi_\alpha \right) (k^{-1} \cdot f)
$$

for all $f \in \mathcal{P}(Z)$, where $\phi_\alpha \in \mathcal{P}_\lambda(Z)$ is an orthonormal basis. It follows that the $K$-invariant ideal $\mathcal{I}(Z^*_1)$ is invariant under all $P_\lambda$. Now suppose there exists $f \in \mathcal{I}(Z^*_1) \setminus \mathcal{J}$. Then $f = f' + f''$, where $f'' \in \mathcal{J}$ and $f' \in \mathcal{J}^\perp = \bigoplus_m \mathcal{P}_m(Z)$ is non-zero. Since $\mathcal{J} \subset \mathcal{I}(Z^*_1)$ we may assume $f = f'$. By the above, we may assume that $f \in \mathcal{P}_m(Z)$ for some $m \geq 0$. By irreducibility, it follows that $\mathcal{P}_m(Z) \subset \mathcal{I}(Z^*_1)$, which is a contradiction since $N^m \notin \mathcal{I}(Z^*_1)$.

The unit ball $D \cap Z^*_1$ of $Z^*_1$ is a strictly pseudo-convex domain (singular at the origin), with a $K$-homogeneous smooth boundary $S_1 = \{c: \{cc^*c\} = c, \text{rank}(c) = 1\}$ consisting of all minimal tripotents. Denote by $L^2(S_1)$ the $L^2$-space with respect to the $K$-invariant measure. The Hardy space $H^2(S_1)$ is the closure of the algebra $\mathcal{P}(Z)$ of all polynomials on $Z$, restricted to $S_1$. Since $N_\ell|_{S_1} = 0$ for each $\ell \geq 2$, it follows that

$$
H^2(S_1) = \sum_{m \geq 0} \mathcal{P}_m^\sim(Z),
$$

where $\hat{f} = f|_{S_1}$ denotes the restriction.

Lemma 4.5. Let $p, q \in \mathcal{P}_m(Z)$. Then

$$(p|q)_S = \frac{(ra/2)_m}{(a/2)_m} (\hat{p}|\hat{q})_{S_1}.$$ 

Hence the transformation $U : H^2_1(S) \to H^2(S_1)$, defined by

$$
Up := \sqrt{\left(\frac{ra/2)_m}{(a/2)_m}\right)} \hat{p} \quad \forall p \in \mathcal{P}_m(Z),
$$

is unitary.

Proof. Let $X$ be the self-adjoint part of the Peirce 2-space $Z^2_\varepsilon$ of full rank $r$ [1]. For any partition $\lambda \in \mathbb{N}^r_+$, the associated spherical polynomial $\phi^\lambda(t) = 1 [14], is given by

$$
\frac{\mathcal{E}^\lambda(t, e)}{d_\lambda} = \frac{\phi^\lambda(t)}{(d/r)_\lambda}
$$

for all $t \in X$, where $d_\lambda := \dim \mathcal{P}_\lambda(Z)$ and $\mathcal{E}^\lambda(z, w)$ is the Fischer-Fock reproducing kernel for $\mathcal{P}_\lambda(Z)$. Now suppose $\lambda \in \mathbb{N}^r_+$. Then [2] Proposition 3.7 implies

$$
\phi^\lambda(e_1 + \ldots + e_\ell) = \frac{(la/2)_\lambda}{(ra/2)_\lambda}
$$

and hence

$$
\phi^\lambda(t) = \frac{(la/2)_\lambda}{(ra/2)_\lambda} \phi^\lambda(t)
$$

for all $t \in X^\varepsilon \subset X$, where $\phi^\lambda_t$ is the spherical polynomial for the self-adjoint part $X^\varepsilon$ of the Peirce 2-space $Z^2_{e_1 + \ldots + e_\ell}$. Let $\Omega_\varepsilon \subset X^\varepsilon$ be the strictly positive cone, and let $t \in \Omega_\varepsilon$ be fixed. By Schur orthogonality [7] Theorem 14.3.3], we have

$$
\int_K dK \mathcal{E}^\lambda(z, k\sqrt{\ell}) \mathcal{E}^\mu(k\sqrt{\ell}, w) = \frac{\delta_{\lambda,\mu}}{d_\lambda} \mathcal{E}^\lambda(k\sqrt{\ell}, k\sqrt{\ell}) \mathcal{E}^\lambda(z, w)
$$
that it is annihilated by the so-called Hua operators \([17,21]\). For any \(n\) non-zero tripotent 
exists a continuous extension, again denoted by \(\hat{\lambda}\), for all \(\lambda,\mu \in \mathbb{N}_+\) and \(z,w \in Z\). Applying this identity to \(\ell = r, t = e\) and \(\ell = 1, t = e_1\), resp., the assertion follows.

Define \(\Lambda = m\hat{\lambda}\) for \(p \in \mathcal{P}_m(Z)\). Then Lemma (4.1) gives

\[
\frac{1}{1+\Lambda} \in \mathcal{L}^{n,\infty}.
\]

Let \(\tilde{T}_f\) denote the Toeplitz operators \(H^2(S_1)\). Then \(\tilde{T}_u\Lambda = (\Lambda - 1)\tilde{T}_u\) and \(\tilde{T}_u\Lambda = (\Lambda + 1)\tilde{T}_u\).

**Proposition 4.6.** Let \(u,v \in Z\). Then \(US_uU^* - \tilde{T}_u \in \mathcal{L}^{n,\infty}\) and 

\[
U[S_u, S_v^*]U^* - [\tilde{T}_u, \tilde{T}_v^*] \in \mathcal{L}^{n/2,\infty}.
\]

**Proof.** For each \(p \in \mathcal{P}_m(Z)\) we have

\[
US_uU^* \hat{\lambda} = U^*P\sqrt{(a/2)_m/(ra/2)_m} - \sqrt{(a/2)_m}P(\lambda u) = \sqrt{(a/2)_m/(ra/2)_m}P(\lambda u) \hat{\lambda} = \tilde{T}_u \sqrt{\Lambda + ra/2 \Lambda + a/2} \hat{\lambda}.
\]

Thus we have \(US_uU^* = \tilde{T}_u \sqrt{\Lambda + ra/2 \Lambda + a/2}\). This implies the first assertion. For the second assertion

\[
U[S_u, S_v^*]U^* = \left[\tilde{T}_u \sqrt{\Lambda + ra/2 \Lambda + a/2}, \tilde{T}_v^* \sqrt{\Lambda + ra/2 \Lambda + a/2}\right] = \tilde{T}_u \sqrt{\Lambda + ra/2 \Lambda + a/2} \tilde{T}_v - \tilde{T}_u \sqrt{\Lambda + ra/2 \Lambda + a/2} \tilde{T}_v^* \tilde{T}_u \sqrt{\Lambda + ra/2 \Lambda + a/2} \tilde{T}_v^*.
\]

Therefore

\[
U[S_u, S_v^*]U^* - [\tilde{T}_u, \tilde{T}_v^*] = \left(\frac{\Lambda + ra/2 \Lambda + a/2}{\Lambda + a/2 - 1}\right)[\tilde{T}_u, \tilde{T}_v^*] + \frac{\Lambda + ra/2 \Lambda + a/2}{\Lambda + a/2 - 1} \left[\tilde{T}_u \tilde{T}_v^* - \tilde{T}_u \tilde{T}_v^* \tilde{T}_u \tilde{T}_v^*ight] = \frac{(r-1)a/2}{\Lambda + a/2} [\tilde{T}_u, \tilde{T}_v^*] + \frac{(r-1)a/2}{(\Lambda + a/2 - 1)(\Lambda + a/2)} \tilde{T}_u \tilde{T}_v^* \in \mathcal{L}^{n/2,\infty}.
\]

since \([\tilde{T}_u, \tilde{T}_v^*]\) (cf. [11]) and \((\Lambda + a/2)^{-1}\) belong to \(\mathcal{L}^{n,\infty}\).

To consider general symbols, we need the following algebraic lemma.

**Lemma 4.7.** Suppose that the given operators \(A_i, \tilde{A}_i\) satisfy that \(A_i - \tilde{A}_i, [A_i, A_j], \tilde{A}_i, \tilde{A}_j\) \(\in \mathcal{L}^{n,\infty}\) and \(\mathcal{L}^{n/2,\infty}\) for \(1 \leq i, j \leq 4\). Then

\[
[A_1A_2, A_3A_4] - [\tilde{A}_1\tilde{A}_2, \tilde{A}_3\tilde{A}_4] \in \mathcal{L}^{n/2,\infty}.
\]

**Corollary 4.8.** For polynomials \(p, q, \phi, \psi\), we have

\[
U[S_p^*S_q, S_v^*S_v^*]U^* - [\tilde{T}_{\phi^*}, \tilde{T}_{\psi^*}] \in \mathcal{L}^{n/2,\infty}.
\]

**Proof.** Apply Lemma (4.7) and Proposition (4.8).
for all $\zeta \in D^2_c$, where $f^\wedge$ denotes the Poisson extension, relative to the Shilov boundary $S_c$ of $D_c$, for the restricted smooth function
\[ f_c(\zeta) := f(c + \zeta), \quad \zeta \in S_c. \]

Setting $\zeta = 0$ the Poisson extension $\hat{f}$ is well-defined on $S_k$.

**Lemma 4.9.** For all $c \in S_k$ we have
\[ \hat{p}q(c) = (p_c|q_c)s_c. \]

**Proof.** Let $h(z) = \hat{p}q(z)$ be the Poisson extension of $\overline{p(s)}q(s)$. For all $\zeta \in S_c$, we have $c + \zeta \in S$ and hence
\[ h_c(\zeta) = h(c + \zeta) = \overline{p(c + \zeta)}q(c + \zeta) = \overline{p_c(\zeta)}q_c(\zeta). \]

Since $h_c(\zeta)$ is harmonic, the mean value property applied to the Peirce 0-space $Z_c$ yields
\[ h(c) = h_c(0) = h_c^\wedge(0) = \int_{S_c} d\zeta h_c(\zeta) = \int_{S_c} d\zeta \overline{p_c(\zeta)}q_c(\zeta) = (p_c|q_c)s_c. \]

$\Box$

**Proposition 4.10.** For polynomials $f \in P(Z \times \mathbb{Z})$ we have $US_fU^* - \hat{T}_f \in \mathcal{L}^{n,\infty}$ and
\[ U[S_f^*, S_f]U^* - [\hat{T}_f^*, \hat{T}_f] \in \mathcal{L}^{n/2,\infty}. \]

Here $\hat{f}$ is the Poisson extension restricted to $S_1$.

**Proof.** Without loss of generality we may suppose that $f = \hat{p}q$ for $p, q \in P(Z)$. By Theorem 3.1, Proposition (2.9) and Lemma (2.10), there exist $B \in \mathcal{B}_\Lambda$ and finitely many $p_i, q_i \in P(Z)$ such that
\[ S_f = PT_pT_qP = B + \sum_i S_{p_i}^*S_{q_i}. \]

By the definition of $\mathcal{B}_\Lambda$, Proposition (2.9) and Lemma (4.1), we have $S_f - \sum_i S_{p_i}^*S_{q_i} \in \mathcal{L}^{n,\infty}$ and
\[ [S_f^*, S_f] - \left[ \sum_i S_{q_i}^*S_{p_i}, \sum_i S_{p_i}^*S_{q_i} \right] \in \mathcal{L}^{n/2,\infty}. \]

For any $c \in S_1$, the symbol map in [24, Theorem 3.12] is given by
\[ (\sigma_1S_f)(c) = (1_c \otimes 1_c)T_{p}^*T_{q}(1_c \otimes 1_c) = (p_c|q_c)s_c(1_c \otimes 1_c), \]
and
\[ \sigma_1 \left( \sum_i S_{p_i}^*S_{q_i} \right)(c) = \sum_i p_i(c)q_i(c)(1_c \otimes 1_c). \]

With Lemma 4.9, it follows that
\[ \hat{f}|S_1 = \sum_i p_iq_i. \]

Since $US_{p_i}^*S_{q_i}U^* = \hat{B} + \hat{T}_{p_i}^*\hat{T}_{q_i} = \hat{B} + \hat{T}_{p_i}q_i$, it follows that
\[ US_fU^* - \hat{T}_f = US_fU^* - \sum_i \hat{T}_{p_i}q_i \in \mathcal{L}^{n,\infty} \]

and
\[ U \left[ S_f^*, S_f \right]U^* - \left[ \hat{T}_f^*, \hat{T}_f \right] = U \left( \left[ S_f^*, S_f \right] - \left[ \sum_i S_{q_i}^*S_{p_i}, \sum_i S_{p_i}^*S_{q_i} \right] \right)U^* - \left( U \left[ \sum_i S_{q_i}^*S_{p_i}, \sum_i S_{p_i}^*S_{q_i} \right]U^* - \left[ \hat{T}_f^*, \hat{T}_f \right] \right) \in \mathcal{L}^{n/2,\infty}. \]

$\Box$
The explicit computation of the Dixmier trace uses the results of [11] on strictly pseudo-convex domains. Let \( \Sigma = \{ z \in \mathbb{Z} : \text{rank}(z) = 1 \} \). Then \( S_1 \subset \Sigma \) has the defining function \( r(z) = |z| - 1 \). Therefore the contact 1-form \( \eta = (\partial r - \partial r)/(2i) \) on \( S_1 \) [11] Section 2.1] is given by

\[
\eta_w = \frac{(w - \bar{w})}{2i}
\]

for all \( c \in S_1 \) and \( w \in T_c(S) \subset \mathbb{Z} \). It follows that

\[
(d\eta)(w_1, w_2) = \frac{(w_1 - w_2 - \bar{w}_2, \bar{w}_1)}{2i}.
\]

Since \( T_c(\Sigma) = \mathbb{Z}_c^2 \oplus \mathbb{Z}_c^1 = \mathbb{C}c \oplus \mathbb{Z}_c^1 \) we may write \( w = \alpha c + v \), with \( \alpha \in \mathbb{C} \) and \( v \in \mathbb{Z}_c^1 \). Then \( \eta_c(\alpha c + v) = \alpha \). It follows that the boundary Poisson bracket. The constant \( ds \) will be computed in the following Proposition (4.12) will be computed in the following Proposition (4.12).

**Theorem 4.11.** Let \( f_j, g_j \in \mathcal{P}(\mathbb{Z} \times \mathbb{Z}) \). Then

\[
\text{tr}_{\omega}[S_{f_1}, S_{g_1}] \cdots [S_{f_n}, S_{g_n}] = C \int_{S_1} ds \prod_{j=1}^n \{ \hat{f}_j, \hat{g}_j \}_b,
\]

where \( ds \) is the normalized \( K \)-invariant measure, \( \hat{f} \) is the Poisson extension of \( f \) and \( \{ \phi, \psi \}_b \) denotes the boundary Poisson bracket. The constant

\[
C = \frac{1}{(2\pi i)^n} \int_{S_1} \eta \wedge \frac{(d\eta)^{n-1}}{n!}
\]

will be computed in the following Proposition (4.12).

**Proof.** In general, if \( T_1 \in \mathcal{L}^{n/2, \infty} \) and \( T_2, \ldots, T_n \in \mathcal{L}^{n, \infty} \) then \( T_1 T_2 \cdots T_n \in \mathcal{L}^1 \) since \( \mathcal{L}^{k, \infty} \subset \mathcal{L}^{k+\epsilon} \) for any \( \epsilon > 0 \). By Proposition (4.10) it follows that \( U[S_{f_1}, S_{g_1}] \cdots [S_{f_n}, S_{g_n}] U^* - T \in \mathcal{L}^1 \), where

\[
T := [\hat{T}_{f_1}, \hat{T}_{g_1}] \cdots [\hat{T}_{f_n}, \hat{T}_{g_n}]
\]

is a generalized Toeplitz operator on \( H^2(S_1) \) of order \( -n \). Applying [11] Theorem 3] it follows that

\[
\text{Tr}_{\omega}[S_{f_1}, S_{g_1}] \cdots [S_{f_n}, S_{g_n}] = \text{Tr}_{\omega}(T) = \frac{1}{(2\pi i)^n} \int_{S_1} \eta \wedge \frac{(d\eta)^{n-1}}{n!} \sigma_{-n}(T)(x, \eta_x),
\]

where \( \eta \) is the contact form. By [11] Section 4], \( T \) has the symbol

\[
\sigma_{-n}(T) = \prod_{j=1}^n \sigma_{-1}[\hat{T}_{f_j}, \hat{T}_{g_j}] = \prod_{j=1}^n \frac{1}{i}(\sigma_0\hat{T}_{f_j}, \sigma_0\hat{T}_{g_j}) = \prod_{j=1}^n \frac{1}{i}(\hat{f}_j^{(0)}, \hat{g}_j^{(0)})
\]

in terms of the Poisson bracket of \( \Sigma \). Here \( \phi^{(0)}(c) = \phi(c) \) denotes the 0-homogeneous extension of \( \phi \in \mathcal{C}^{\infty}(S_1) \). Now the assertion follows, since by [11] Corollary 8] we have for \( t = 1 \)

\[
\frac{1}{i}(\phi^{(0)}, \psi^{(0)}) = Z \phi \psi = \{ \phi, \psi \}_b.
\]

\[\Box\]

Let \( V = Z_{e_1} \) be the Peirce 1-space for the minimal tripotent \( e_1 \). If \( a \neq 2 \) or \( r = 1 \), then \( V \) is an irreducible hermitian Jordan triple. If \( a = 2 \) and \( r > 1 \) then \( V = \mathbb{C}^{r \times (r+b)} \) and \( V = \mathbb{C}^{(r-1) \times 1} \oplus \mathbb{C}^{1 \times (r+b-1)} \) is a direct sum of two hermitian Jordan triples of rank 1. For any irreducible hermitian Jordan triple \( V \) let \( \Gamma_V \) denote the Gindikin \( \Gamma \)-function for the radial cone \( \Omega_V \subset V \) [14]. Let \( r_V, d_V, p_V \) denote the rank, dimension and genus of \( V \), resp.
Proposition 4.12. If $a \neq 2$ or $r = 1$, we have
\[
\frac{1}{(2\pi)^n} \int_{S_1} \eta \wedge (dn)^{n-1} \prod_{i=1}^{n-1} = \frac{\Gamma_V(p_V - \frac{2}{r})}{\Gamma_V(p_V)} ;
\]
If $a = 2$ we have
\[
\frac{1}{(2\pi)^n} \int_{S_1} \eta \wedge (dn)^{n-1} \prod_{i=1}^{n-1} = \frac{1}{\Gamma(r) \Gamma(r + b)} .
\]
In the rank $r = 1$ case, where $\mathbb{Z} = \mathbb{C}^d$ and $S_1 = S^{2n-1}$, we have $n = d = 1 + b$ and both formulas imply
\[
\frac{1}{(2\pi)^n} \int_{S_1} \eta \wedge (dn)^{n-1} = 1 .
\]

Proof. Any irreducible hermitian Jordan triple $V$ has a ‘quasi-determinant’ function $\Delta_V(u, v)$ such that the invariant measure on its conformal compactification $M$, containing $V$ as an open dense subset of full measure, is a multiple of $\Delta_V(v, -v)^{-pv} d\lambda(v)$, where $d\lambda(v)$ is Lebesgue measure for the normalized inner product. Moreover, by [13] we have the polar integration formula
\[
\int_V \frac{d\lambda(z)}{\pi^{dv}} \Delta(z, -z)^{-pv} = \frac{\Gamma_V(p_V - \frac{2}{r})}{\Gamma_V(p_V)} .
\]
Let $M$ denote the compact complex manifold of all Peirce 2-spaces $U \subset \mathbb{Z}$ of rank 1. There is a canonical map
\[
\pi : \Sigma \rightarrow M
\]
which maps $z \in \Sigma$ onto its Peirce 2-space $Z^2_z$. In this way, $\Sigma$ becomes a hermitian holomorphic line bundle over $M$ which can be identified with the tautological line bundle $\mathcal{L} = \bigcup_{U \in M} U$. The subset $S_1 \subset \Sigma$ corresponds to the circle bundle $\bigcup_{U \in M} S_U$, where $S_U \approx S^1$ is the Shilov boundary of $U \in M$. The holomorphic map $\pi$ satisfies
\[
\ker(d_c \pi) = Z^2_c,
\]
since $Z^2_c \subset \ker(d_c \pi)$ and both spaces are 1-dimensional. Therefore $dn$ vanishes on
\[
T_c(S_1) \cap \ker(d_c \pi) = i \mathbb{R} \cdot c.
\]
As a consequence there exists a $K$-invariant 2-form $\Theta$ on $M$ such that $d\eta = \pi^* \Theta$. Now $\eta$, restricted to $S_U$, is the usual contact form on $S^1$ of volume $2\pi$. It follows that
\[
\frac{1}{(2\pi)^n} \int_{S_1} \eta \wedge (dn)^{n-1} \prod_{i=1}^{n-1} = \frac{1}{(2\pi)^n} \int_{S_1} \pi^* \Theta^{n-1} \prod_{i=1}^{n-1} = \frac{1}{(2\pi)^n} \int_{M} \Theta^{n-1} \prod_{i=1}^{n-1}.
\]
In order to compute this integral, let $V = Z^2_{e_1}$. A local coordinate for $M$ is given by the map $\sigma := \pi \circ \tau : V \rightarrow M$, where $\tau : V \rightarrow \Sigma$ is defined by
\[
\tau(v) = e_1 + v + \{ve_1 v\}.
\]
The semi-simple part $K'$ of $K$ acts transitively on $M$, and induces a ‘Moebius-type’ biholomorphic action on $V$ such that $\sigma$ becomes $K'$-equivariant. We have
\[
\tau^* d\eta = \pi^* (\pi^* \Theta) = \pi^* \Theta .
\]
Since $(d_0 \tau)v = v$ at the origin $0 \in V$, the pull-back $\tau^*(d\eta)|_0 (v_1, v_2) = (d\eta)|_{\tau(v)} ((d_0 \tau)v_1, (d_0 \tau)v_2)$ satisfies
\[
\pi^* \Theta|_0 (v_1, v_2) = \tau^* (d\eta)|_0 (v_1, v_2) = \frac{v_1|v_2 - (v_2|v_1)}{i} .
\]
Using complex coordinates $v_j$ with respect to an orthonormal basis of $V = T_0(V)$ this means
\[
\sigma^* \Theta|_0 = \sum_{j=1}^{n-1} \frac{dv_j \wedge dv_i}{i} .
\]
Now assume that $a \neq 2$ or $r = 1$. Then $M$ is irreducible. Since $\Theta$ is invariant under $K$, it follows that $\sigma^* \Theta$ is invariant under the Moebius action. Since $d_V = n - 1$, we obtain for the volume form
\[
\frac{\sigma^* \Theta^{n-1}}{(n-1)!} = C \cdot \Delta_V(v,-v)^{-pv} d\lambda(v),
\]
where $C$ is a constant. Evaluating at $0 \in V$ and using
\[
d\lambda(v) = \prod_{j=1}^{n-1} \frac{d\bar{v}_j \wedge dv_j}{2i} = \frac{1}{(n-1)!} \left( \sum_{j=1}^{n-1} \frac{d\bar{v}_j \wedge dv_j}{2i} \right)^{n-1} = \frac{1}{2^{n-1}} \frac{(\sigma^* \Theta|_0)^{n-1}}{(n-1)!}. \tag{4.4}
\]
It follows that $C = 2^{n-1}$. Since $\sigma$ is a Zariski dense open embedding of full measure we obtain
\[
\frac{1}{(2\pi)^{n-1}} \int_M \Theta^{n-1} = \frac{1}{(2\pi)^{n-1}} \int_V \sigma^* \Theta^{n-1} = \frac{C}{2^{n-1}} \int_V d\lambda(v) \Delta_V(v,-v)^{-pv} = \frac{\Gamma_V(p_V - \frac{n-1}{v})}{\Gamma_V(p_V)}
\]
by applying (4.3) to the irreducible hermitian Jordan triple $V = Z_{e_1}^1$. Now assume $a = 2$ and $r > 1$. Then $Z = C^{r \times (r+b)}$ and $M$ is reducible. More precisely,
\[
\Sigma = \{ z \in C^{r \times (r+b)} : \text{rank}(z) = 1 \} = \{ \xi_1 \xi_2 : 0 \neq \xi_1 \in C^{r \times 1}, 0 \neq \xi_2 \in C^{1 \times (r+b)} \}.
\]
Consider the associated projective spaces $M_1 = P(C^{r \times 1}) = \{ [\xi_1] : 0 \neq \xi_1 \in C^{r \times 1} \} \approx P^{r-1}$ and $M_2 = P(C^{1 \times (r+b)}) = \{ [\xi_2] : 0 \neq \xi_2 \in C^{1 \times (r+b)} \} \approx P^{r+b-1}$. Then $M = M_1 \times M_2$ is a direct product via the identification $([\xi_1], [\xi_2]) \mapsto \text{Ran}(\xi_1 \xi_2)$. For $i \in \{ 1, 2 \}$, the map $\pi_i : \Sigma \to M_i$ given by $\xi_1 \xi_2 \mapsto [\xi_i]$ is well-defined and the canonical map $\pi : \Sigma \to M_1 \times M_2$ is a product
\[
\pi(\xi_1 \xi_2) = ([\xi_1], [\xi_2]) = (\pi_1(\xi_1 \xi_2), \pi_2(\xi_1 \xi_2)).
\]
Now $\Theta = \Theta_1 \oplus \Theta_2$ is the direct sum of $K'$-invariant 2-forms $\Theta_i$ on $M_i$. Using the binomial theorem for (commuting) 2-forms, the corresponding volume form is
\[
\frac{\Theta^{n-1}}{(n-1)!} = \frac{\Theta_1^{n_1}}{n_1!} \wedge \frac{\Theta_2^{n_2}}{n_2!}
\]
for the dimensions $n_1 = r - 1, n_2 = r + b - 1$ adding up to $n_1 + n_2 = 2(r - 1) + b = n - 1$. It follows that
\[
\frac{1}{(2\pi)^{n-1}} \int_M \Theta^{n-1} = \frac{1}{(2\pi)^{n_1}} \int_{M_1} \Theta_1^{n_1} \frac{1}{(2\pi)^{n_2}} \int_{M_2} \Theta_2^{n_2}. \tag{\text{4.3}}
\]
In order to compute these integrals, put $V_1 := C^{(r-1) \times 1}$ and $V_2 = C^{1 \times (r+b-1)}$. Then
\[
V = Z_{e_1}^1 \approx \{ \begin{pmatrix} 0 & v_2 \\ v_1 & 0 \end{pmatrix} : v_i \in V_i \} \approx V_1 \times V_2.
\]
The local coordinate $\sigma(v_1, v_2) = (\sigma_1(v_1), \sigma_2(v_2))$ is of product type, where $\sigma_i(v_i) := [1, v_i]$. In fact, putting $v = \begin{pmatrix} 0 & v_2 \\ v_1 & 0 \end{pmatrix} \in V$, we obtain
\[
\tau(v) = e_1 + v + \{ ve_1^* \} = \begin{pmatrix} 1 & v_2 \\ v_1 & v_1 v_2 \end{pmatrix} = \begin{pmatrix} 1 \\ v_1 \end{pmatrix} \begin{pmatrix} 1 & v_2 \\ 0 & 0 \end{pmatrix}
\]
and hence
\[
\sigma(v) = \pi(\tau(v)) = [\begin{pmatrix} 1 \\ v_1 \end{pmatrix}], [\begin{pmatrix} 1 & v_2 \\ 0 & 0 \end{pmatrix}].
\]
The semi-simple part $K' = SU(r) \times SU(r+b)$ of $K = SU(r) \times U(r+b)$ acts transitively on each factor $M_i$ and induces a 'Moebius-type' biholomorphic action on $V_i$ such that $\sigma_i$ becomes $K'$-equivariant. Since $\Theta_i$ is invariant under $K'$, it follows that $\sigma_i^* \Theta_i$ is invariant under this Moebius action. This implies for the volume form
\[
\frac{\sigma_i^* \Theta_i^{n_i}}{n_i!} = C_i \cdot (1 + (v_i|v_i))^{-1-n_i} \ d\lambda_i(v_i),
\]
where \( C_i \) is a constant. Using the relation
\[
d\lambda_i(v_i) = \frac{1}{2n_i} \left( \sigma_i^* \Theta_i |_0 \right)^{n_i} \frac{1}{n_i!}
\]
analogue to (4.3), it follows that \( C_i = 2^{n_i} \). Since \( \sigma_i : V_i \to M_i \) is a Zariski dense open embedding of full measure we obtain
\[
\int_{M_i} \frac{\Theta_i^{n_i}}{n_i!} = \int_{V_i} \frac{\sigma_i^* \Theta_i^{n_i}}{n_i!} = \frac{C_i}{2^{n_i}} \int_{V_i} \frac{d\lambda_i(v_i)}{\pi^{n_i}} (1 + (v_i | v_i)^{-1})^{-n_i} = \frac{\Gamma(1)}{\Gamma(1+n_i)} = \frac{1}{n_i!}
\]
by applying (4.3) to the irreducible hermitian Jordan triple \( V_i \).

Finally, let us mention a relation involving numerical invariants of the domain \( D \) and \( V = Z^1_{e_1} \), which would make the formulas more tractable.

**Lemma 4.13.** Suppose that \( a \neq 2 \). Then the rank \( r_V \) and the genus \( p_V \) of \( V = Z^1_{e_1} \) satisfy the relation
\[
r_V p_V = ra + b.
\]
As a consequence, the \( \Gamma \)-function quotient in Proposition (4.12) can also be expressed as
\[
\frac{\Gamma_V(p_V - \frac{a-1}{r})}{\Gamma_V(p_V)} = \frac{\Gamma_V(\frac{a}{r})}{\Gamma_V(\frac{ra+b}{r})}.
\]

**Proof.** We use the classification of hermitian Jordan triples [19, 20]. For \( a = 2 \), we obtain the Jordan triples \( Z = \mathbb{C}^{r \times (r+b)} \) of type (I), for which the relation does not hold. The other cases are listed in the following table

| Type  | \( Z \)                            | Rank | \( a \) | \( b \) | \( V \)                          | \( r_V \) | \( p_V \) |
|-------|-----------------------------------|------|--------|--------|---------------------------------|--------|---------|
| (II)  | \( \mathbb{C}^{(2r+\epsilon) \times (2r+\epsilon)}_{\text{sym}} \) | \( r \) | 4      | \( 2 \epsilon \) | \( \mathbb{C}^{2 \times (2(2r+1)+\epsilon)} \) | 2      | \( 2r + \epsilon \) |
| (III) | \( \mathbb{C}^{r \times r}_{\text{sym}} \) | \( r \) | 4 \( r \) | 0 | \( \mathbb{C}^{r \times r-1} \) | 1      | \( r \) |
| (IV)  | \( \mathbb{C}^{d \times d}_{\text{spin}} \) | 2 | 4 | 2 | \( \mathbb{C}^{d \times d-2} \) | 2 | d-2 |
| (V)   | \( \mathbb{O}^{r \times 2}_{\text{sym}} \) | 2 | 4 | 4 | \( \mathbb{O}^{r \times 2}_{\text{sym}} \) | 2 | 8 |
| (VI)  | \( \mathcal{H}^3(\mathcal{O}) \otimes \mathbb{C} \) | 3 | 8 | 0 | \( \mathcal{O}^{1 \times 2}_{\text{sym}} \) | 2 | 12 |

\[\square\]
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