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Abstract—The problem of Multi-user Blind X-secure T-colluding Symmetric Private Information Retrieval from Maximum Distance Separable (MDS) coded storage system with B Byzantine and U unresponsive servers (U-B-MDS-MB-XTSPIR) is studied in this paper. Specifically, a database consisting of multiple files, each labeled by \( M \) indices, is stored at the distributed system with \( N \) servers according to \((N, K+X)\) MDS codes over \( \mathbb{F}_q \) such that any group of up to \( X \) colluding servers learn nothing about the data files. There are \( M \) users, in which each user \( m \), \( m = 1, \ldots, M \) privately selects an index \( \theta_m \) and wishes to jointly retrieve the file specified by the \( M \) users’ indices \((\theta_1, \ldots, \theta_M)\) from the storage system, while keeping its index \( \theta_m \) private from any \( T_{m-1} \) colluding servers, where there exists \( B \) Byzantine servers that can send arbitrary responses maliciously to confuse the users retrieving the desired file and \( U \) unresponsive servers that will not respond any message at all. In addition, each user must not learn information about the other users’ indices and the database more than the desired file. An U-B-MDS-MB-XTSPIR scheme is constructed based on Lagrange encoding. The scheme achieves a retrieval rate of
\[
1 - \frac{K+X+\sum_{i=1}^{T_{m-1}}+2B+U-1}{N+U+T_{m-1}+2B+U-1}
\]
with secrecy rate
\[
\frac{K+X+\sum_{i=1}^{T_{m-1}}+2B+U-1}{N+U+T_{m-1}+2B+U-1}
\]
on the finite field of size \( q \geq N+\max\{K+X+\sum_{i=1}^{T_{m-1}}+2B+U-1\} \) for any number of files.

Index Terms—Private information retrieval, security, user privacy, blind privacy, server privacy, distributed storage, Lagrange encoding.

I. INTRODUCTION

In the modern information age, many emerging technologies, for examples Internet of things, cloud storage and computing, operate on open systems and networks, which brings up several new challenges, particularly, in preserving data privacy and security. Motivated by these challenges there is much interest in the primitives related to preserving privacy and security, among which the problem of Private Information Retrieval (PIR) has drawn remarkable attention in the past few decades. The PIR problem was introduced by Chor et al. in [11] at first. In the classical PIR setting, a user wishes to retrieve one out of \( F \) files from \( N \) non-colluding servers, each of which stores all the \( F \) files, while preventing any individual server from obtaining information about which file is being requested. To this end, the user prepares \( N \) query strings and sends each to a specific server, such that the designed queries cannot reveal anything about the identity of the desired file to any individual server. Upon receiving the query, each server truthfully responds an answer string with the user according to the information it stores. Finally, the user is able to recover the desired file from the collected answer strings.

The goal of PIR is to design the most efficient solution for the user to retrieve one desired file from a set of distributed servers, without disclosing the identity of the desired file to the servers in the information theoretic security sense. In the original formulation of the PIR problem [11, 6, 11, 12, 51], each of the files is modeled as one bit size and the communication cost is measured by the total amount of upload cost (the total bit size of query strings) and download cost (the total bit size of answer strings). A naive strategy for this seemingly impossible task is to download the entire files from the servers no matter which file is requested, which incurs a significant communication cost and therefore is highly inefficient in practice. It was proved in [11] that the naive strategy is the only feasible solution if the files are stored at a single server. Moreover, it was further shown [11] that the communication cost of PIR can be achieved in sublinear scale by replicating the files at multiple non-colluding servers.

Instead of retrieving a single bit, the traditional Shannon theoretic formulation allows the file size to be arbitrary large and accordingly the upload cost can be neglected with respect to the download cost since it does not scale with file size [3, 17, 27, 29, 86, 40, 58, 57]. The communication effectiveness of a PIR scheme is instead measured by retrieval rate, defined as the ratio of the amount of desired information bits to the bit size of download cost. The supremum of PIR rates over all achievable retrieval schemes is referred to as PIR capacity. In the influential work by Sun and Jafar [29], the capacity of classical PIR problem was characterized as \( \left(1 + \frac{1}{N} + \ldots + \frac{1}{N}\right)^{-1} \) for arbitrary \( N \) and \( F \).

Since the appearance of [29], a series of works is interested in exploring the fundamental limits of PIR under various variants of the classical model. This includes PIR with T-private queries and replicated storage [31], PIR with MDS coded storage [3, 56], RIR with optimal file length [32, 40, 55, 58, 57], PIR with T-private queries and MDS coded storage [16, 33], PIR with secure storage [18, 19, 20, 48], PIR with unresponsive and/or Byzantine servers [4, 19, 67], PIR with arbitrary collusion patterns [48, 50], multi-round PIR [34], multi-message PIR [5], storage constrained PIR [4, 49, 60], PIR with side information [8, 22, 47], symmetric PIR [30, 42, 44, 45], as well as extending PIR to private computation [25, 26, 55], private search [9], federated submodel learning [21], etc.

The work that is most related to ours is [24] by Jafar et al., which introduces the problem of Multi-user Blind X-secure T-colluding Symmetric PIR, also referred to as MB-XTSPIR. Specifically, each file, labeled by \( M \) indices, is stored in an X-secure fashion at \( N \) servers, such that any group of up to
As a result, this general scheme achieves a retrieval rate of \( 1 - \frac{k + x + t + 1 + 2b}{n^2 + u + 2b + 1} \) with secrecy rate \( \frac{k + x + t + 1}{u + 1} \) for any number of files, which generalizes the current optimal schemes as special cases of U-B-MDS-MB-XTSPIR including SPIR \([30]\), MDS-SPIR \([42]\), TSPIR \([45]\), MDS-TSPIR \([44]\) and MB-XTSPIR \([24]\).

Further, when server privacy is not considered, the U-B-MDS-MB-XTSPIR scheme automatically yields the asymptotically optimal schemes for various special PIR cases as the number of files approaches infinity, for example, U-B-MDS-TPSPIR \([37]\), obtained by setting \( M = 1, x = 0 \), and U-B-MDS-XTPIR \([19]\), obtained by setting \( M = 1 \). Remarkably, the PIR schemes in \([37]\), \([19]\) and this paper, all require the decoding to be performed multiple times over the server answers. In each decoding, references \([37]\), \([19]\) first need to use the previously decoded desired symbols to eliminate the interference in server answers and then decode desired symbols, i.e., the multiple decoding operations must be performed in sequence. However, in our general scheme and its yielded schemes, the multiple decoding operations can be carried out independently and concurrently, which improves the efficiency of retrieving desired file.

The rest of this paper is organized as follows. In Section \( \text{III} \) the U-B-MDS-MB-XTSPIR problem is formally formulated. In Section \( \text{III} \) an U-B-MDS-MB-XTSPIR scheme using Lagrange encoding is constructed. In Section \( \text{IV} \) we compare the proposed general scheme to the related schemes through some simple examples. Finally, the paper is concluded in Section \( \text{V} \).

The following notations are used throughout this paper.

- Let boldface and cursive capital letters represent matrices and sets, respectively, e.g., \( W \) and \( \mathcal{W} \);
- For any positive integers \( m, n \) such that \( m \leq n \), \([n]\) and \([m:n]\) denote the set \{1, 2, ..., \( n \)\} and \{\( m \), \( m + 1 \), ..., \( n \)\}, respectively;
- Define \( A_\Gamma \) as \{\( A_{\gamma_1}, \ldots, A_{\gamma_m} \)\} for any index set \( \Gamma = \{\gamma_1, \ldots, \gamma_m\} \subseteq \{n\} \);
- For a finite set \( \mathcal{X} \), \( |\mathcal{X}| \) denotes its cardinality.

\section{System Model}

Consider a database \( \mathcal{W} \) composed of \( F \triangleq F_1 F_2 \ldots F_M \) files, where each file is labeled by \( M \) indices and \( F_m \) is the maximum value of the \( m \)-th index for all \( m \in \{M\} \). All the files in the database \( \mathcal{W} \) can be indexed as

\[ \mathcal{W} \triangleq \{ W(f_1, \ldots, f_M) : f_1 \in [F_1], \ldots, f_M \in [F_M] \} . \]
We assume that each file is divided into $K$ blocks, and each block is divided into $\lambda$ stripes. WLOG, we represent the file $W(f_1, \ldots, f_M)$ by a random matrix of dimension $\lambda \times K$, with each entry choosing independently and uniformly over the finite field $\mathbb{F}_q$ for some prime power $q$, i.e., for any $f_i \in [F_1], \ldots, f_M \in [F_M]$, 

$$W(f_1, \ldots, f_M) = \begin{bmatrix} w_1^{(f_1, \ldots, f_M)} & \cdots & w_1^{(f_1, \ldots, f_M)} \\ \vdots & \ddots & \vdots \\ w_{\lambda}^{(f_1, \ldots, f_M)} & \cdots & w_{\lambda}^{(f_1, \ldots, f_M)} \end{bmatrix}.$$  \hspace{1cm} (1)

Let $L = \lambda K$ be the number of symbols contained in the file. The files are independent of each other, i.e.,

$$H(W) = \sum_{f_i \in [F_1], \ldots, f_M \in [F_M]} H(W(f_1, \ldots, f_M)) = FL,$$

where the entropy function $H(\cdot)$ is calculated with logarithm $q$.

The database is stored at a distributed storage system with $N$ servers according to MDS codes over $\mathbb{F}_q$, while keeping its files secure from any group of up to $X$ colluding servers. To guarantee such security and MDS property, the ideas of secret-sharing technology \cite{28} had been widely employed to design secure distributed storage systems in information theory \cite{48}, \cite{19}, \cite{26}, such that

- **X-Security:** Any $X$ servers remain oblivious perfectly to all the files even if they collude, i.e.,

$$I(Y_X; W) = 0, \forall X \subseteq [N], |X| = X.$$  \hspace{1cm} (2)

- **MDS Property:** All the files can be reconstructed by connecting to at least $K + X$ servers to tolerate up to $N - K - X$ server failures, i.e.,

$$H(Y_\Gamma; W) = 0, \forall \Gamma \subseteq [N], |\Gamma| \geq K + X.$$  \hspace{1cm} (3)

The storage at each server is constrained as $\frac{\lambda F}{K}$, which is reduced by a factor of $\frac{1}{K}$ compared to repetition coding storage, i.e.,

$$H(Y_n) = F\lambda, \forall n \in [N].$$

It is obvious that the storage system degrades to the classical $(N, K)$ MDS coded setup \cite{3}, \cite{53}, \cite{57} when $X = 0$.

There are $M$ users, specifying one index each, who want to jointly and privately retrieve a desired file specified by the indices of the $M$ users from the distributed system. In particular, each user $m \in [M]$ privately selects an index $\theta_m$ from $[F_m]$ and wishes to retrieve the file $W(\theta_1, \ldots, \theta_M)$ specified by the indices $(\theta_1, \ldots, \theta_M)$ from the $N$ servers, while keeping its index $\theta_m$ private from any group of up to $T_m$ colluding servers, called user privacy. In addition, each user must not learn any information about other users’ indices and the database beyond the desired file, which are also referred to as blind privacy and server privacy, respectively.

To ensure user privacy, we assume each user owns a private randomness, denoted by $Z_m$ for user $m \in [M]$. We also assume that each server $n$ stores a random variable $\tilde{Z}_n$ that is independent of the files meanwhile unavailable to the users, which is used for guaranteeing blind privacy and server privacy. Denote the randomness stored over all the servers by $\tilde{Z} = (\tilde{Z}_1, \tilde{Z}_2, \ldots, \tilde{Z}_N)$. The independence between all the entities is formalized as

$$H(Y_{[N]}, \theta_{[M]}, Z_{[M]}, \tilde{Z}) = H(Y_{[N]}) + \sum_{m \in [M]} H(\theta_m) + \sum_{m \in [M]} H(Z_m) + H(\tilde{Z}).$$  \hspace{1cm} (4)

To privately retrieve the desired file, each user uses its randomness to generate and send queries to each server. Upon receiving the queries from all the users, each server accordingly responds with answers according to the information available. Consequently, each user can recover the desired file $W(\theta_1, \ldots, \theta_M)$ from the answers of servers. Further, we assume the presence of some servers $B$ of size at most $B$ that pretend to send arbitrary or worst-case answers to confuse the users retrieving the desired file, known as Byzantine servers, and another a set of disjoint servers $U$ of size at most $U$ that do not respond at all, known as unresponsive servers. Notice that all the users have no priori knowledge of the identities of Byzantine servers $B$ and unresponsive servers $U$, other than knowing the values of $B$ and $U$.

Throughout this paper, we refer to the above operations as a Multi-user Blind X-secure T-colluding Symmetric PIR scheme from MDS coded storage system with Byzantine and unresponsive servers (or U-B-MDS-MB-XTSPIR in short). Formally, an U-B-MDS-MB-XTSPIR scheme consists of the following phases:

1) **Query Phase:** User $m$ generates $N$ queries $Q_m^{[N]}$ based on its index $\theta_m$ and private randomness $Z_m$, i.e.,

$$H(Q_m^{[N]}; \theta_m, Z_m) = 0, \forall m \in [M],$$

and then sends $Q_m^{[N]}$ to server $n$ for any $n \in [N]$.

2) **Answer Phase:** Upon receiving the queries from the $M$ users, each Byzantine server $n \in B$ overwrites its answer maliciously and will instead send an arbitrary response $\tilde{Y}_n$ to all the files even if they collude, i.e.,

$$H(Y_n; Y_{[N]}; \theta_{[M]}; Z_{[M]}; \tilde{Z}_n) = H(Y_n) + \sum_{m \in [M]} H(\theta_m) + \sum_{m \in [M]} H(Z_m) + H(\tilde{Z}).$$

3) **Decoding Phase:** Each user $m$ must correctly decode the desired file $W(\theta_1, \ldots, \theta_M)$ from the answers collected from the responsive servers.
Apparently, the U-B-MDS-MB-XTSPIR scheme must satisfy the following three requirements.

- **Correctness:** With the queries and received answers, each user must be able to recover the desired file \( W^{(\theta_1, \ldots, \theta_M)} \), i.e., for any \( m \in [M] \),
  \[
  H(W^{(\theta_1, \ldots, \theta_M)} | A_{[N] \setminus U}, Q^m_{[N]}) = 0.
  \]

- **User Privacy:** The index \( \theta_m \) of each user \( m \) must be hidden from all the queries sent to any \( T_m \) colluding servers, i.e., for any \( m \in [M] \) and \( T \subseteq [N], |T| = T_m \),
  \[
  I(Q^n_T; \theta_m) = 0.
  \]

- **Blind Privacy and Server Privacy:** Each user must not gain any additional information in regard to other users' indices and the database more than the desired file, i.e., for any \( m \in [M] \),
  \[
  I(A_{[N] \setminus U}, \theta_m, Z_m, W, \{\theta_m\}) m \in [M] \{\theta_m\} W^{(\theta_1, \ldots, \theta_M)} = 0.
  \]

The performance of an U-B-MDS-MB-XTSPIR scheme can be measured by the following three quantities\(^3\):

1. **The retrieval rate**, which is the number of bits of the desired file that each user can privately retrieve per bit of downloaded data, defined as
   \[
   R \triangleq \frac{H(W^{(\theta_1, \ldots, \theta_M)})}{\sum_{n \in [N] \setminus U} H(A_n)} = \frac{L}{D},
   \]
   where \( D \triangleq \sum_{n \in [N] \setminus U} H(A_n) \) is the average download cost from the responsive servers.

2. **The secrecy rate**, which is the amount of the randomness stored at the servers relative to the size of desired file, defined as
   \[
   \rho \triangleq \frac{H(\tilde{Z})}{H(W^{(\theta_1, \ldots, \theta_M)})}.
   \]

3. **The finite field size** \( q \), which ensures the achievability of the coded schemes.

In principle, the retrieval rate should be maximized across all the U-B-MDS-MB-XTSPIR schemes while the secrecy rate and finite field size are preferred to be as small as possible.

**Remark 1.** The U-B-MDS-MB-XTSPIR problem in this paper includes as special cases the settings of U-B-MDS-TPIR\(^3\), obtained by setting \( M = 1 \), \( X = 0 \) and eliminating server privacy, U-B-MDS-XTPIR\(^1\), obtained by setting \( M = 1 \) and eliminating server privacy, and MB-XTSPIR\(^2\), obtained by setting \( K = 1, B = U = 0 \).

For clarity, the parameters used in our U-B-MDS-MB-XTSPIR system are listed in Table\(^1\).

---

**III. U-B-MDS-MB-XTSPIR Scheme Based on Lagrange Encoding**

In this section, we present an U-B-MDS-MB-XTSPIR scheme based on Lagrange encoding.

Before that, three useful lemmas are introduced, which will be employed by the scheme to preserve/resist X-security, Byzantine and unresponsiveness, and user privacy.

**Lemma 1** (Generalized Shamir’s secret sharing\(^28\)). Given any positive integers \( N, K, X \) such that \( N \geq K + X \), let \( w_1, \ldots, w_K \in \mathbb{F}_q \) be \( K \) secrets and \( z_1, \ldots, z_X \) be \( X \) random noises distributed independently and uniformly on \( \mathbb{F}_q \). Let \( \alpha_1, \ldots, \alpha_N \) be \( N \) distinct elements from \( \mathbb{F}_q \). Let \( h_1(\alpha), \ldots, h_K(\alpha), c_1(\alpha), \ldots, c_X(\alpha) \) be arbitrary functions of \( \alpha \), then denote

\[
\varphi(\alpha) = w_1h_1(\alpha) + \ldots + w_Kh_K(\alpha) + z_1c_1(\alpha) + \ldots + z_Xc_X(\alpha).
\]

**If the matrix**

\[
C = \begin{bmatrix}
  c_1(\alpha_1) & c_2(\alpha_1) & \ldots & c_X(\alpha_1) \\
  c_1(\alpha_2) & c_2(\alpha_2) & \ldots & c_X(\alpha_2) \\
  \vdots & \vdots & \ddots & \vdots \\
  c_1(\alpha_N) & c_2(\alpha_N) & \ldots & c_X(\alpha_N)
\end{bmatrix}
\]

is non-singular over \( \mathbb{F}_q \) for any given \( \mathcal{X} = \{n_1, \ldots, n_X\} \subseteq [N] \) with \( |\mathcal{X}| = X \), then the \( X \) values \( \{\varphi(\alpha_{n_1}), \ldots, \varphi(\alpha_{n_X})\} \) cannot learn any information about the \( K \) secrets \( w_1, \ldots, w_K \), i.e.,

\[
I(\varphi(\alpha_{n_1}), \ldots, \varphi(\alpha_{n_X}); w_1, \ldots, w_K) = 0.
\]

**Remark 2.** Shamir’s secret sharing technology\(^28\) tells us that, to divide a secret \( w_1 \) into \( N \) pieces \( D_1, \ldots, D_N \) such that knowledge of any \( X \) or fewer pieces can not obtain any information about the secret \( w_1 \), it is enough to construct a random polynomial \( \varphi(\alpha) = w_1 + z_1\alpha + \ldots + z_X\alpha^X \) and then evaluate \( D_n = \varphi(\alpha_{n}) \) for all \( n \in [N] \). Apparently, the technology in Lemma 1 is a generalization of Shamir’s secret sharing\(^28\), obtained by setting \( K = 1, h_1(\alpha) = 1 \) and \( c_x(\alpha) = \alpha^x \) for \( x \in [X] \).

**Lemma 2** (\(^23\)). An \((n, k)\) maximum distance separable code with dimension \( k \) and length \( n \) is capable against \( b \) Byzantine errors and \( u \) unresponsive errors if \( d_{\text{min}} = n - k + 1 \geq 2b + u + 1 \).

**Lemma 3** (Generalized Cauchy Matrix\(^23\)). Let \( \alpha_1, \ldots, \alpha_k \) and \( \beta_1, \ldots, \beta_k \) be the elements from \( \mathbb{F}_q \) satisfying \( \alpha_i \neq \alpha_j, \beta_i \neq \beta_j \) for any \( i \neq j \) and \( i, j \in [k] \). Denote a polynomial of degree \( k - 1 \) by

\[
g_L(\alpha) = \prod_{\ell \in [k] \setminus \{i\}} \frac{\alpha - \beta_\ell}{\beta_i - \beta_\ell}, \quad \forall i \in [k].
\]

Then the following generalized Cauchy matrix \( G \) is invertible over \( \mathbb{F}_q \):

\[
G = \begin{bmatrix}
g_1(\alpha_1) & g_2(\alpha_1) & \ldots & g_k(\alpha_1) \\
g_1(\alpha_2) & g_2(\alpha_2) & \ldots & g_k(\alpha_2) \\
\vdots & \vdots & \ddots & \vdots \\
g_1(\alpha_k) & g_2(\alpha_k) & \ldots & g_k(\alpha_k)
\end{bmatrix} \cdot \text{diag}(\mathbf{v}),
\]

where \( \text{diag}(\mathbf{v}) \) is a diagonal matrix with entries \( \mathbf{v} \).
where $v$ is a vector of dimension $k$ with all entries being non-zero.

In our U-B-MDS-MB-XTSPIR scheme, to retrieve the desired file, user $m, m \in [M]$ generates and sends $S$ queries

$$Q_n^m = (Q_n^m,1, Q_n^m,2, \ldots, Q_n^m,S)$$

(9)

to server $n$ for all $n \in [N]$, where the value of $S$ is set to be $K$ and will be explained in the following paragraphs. Upon receiving the queries from all the users, server $n$ accordingly responds with $S$ answers

$$A_n = (A_n^1, A_n^2, \ldots, A_n^S).$$

(10)

In decoding phase, each user first decodes some desired symbols from the collected answers $(A_n^1, A_n^2, \ldots, A_n^S)$ for each $s \in [S]$, and then with the decoded data over all $s = 1, 2, \ldots, S$, each user is able to recover the desired file $W^{(\theta_1, \ldots, \theta_M)}$. For convenience, in line with previous work on U-B-MDS-TPIR/U-B-MDS-XTSPIR [37], [19], we refer to each of the $S$ queries and its corresponding answers and decoding as a round, i.e., in our scheme, each round $s, s \in [S]$ means that each user $m$ sends a query $Q_n^m,s$ to server $n$, then the server responds an answer $A_n^s$ according to the queries $\{Q_n^m,s\}_{m \in [M]}$ received from the $M$ users, and finally each user decodes some desired symbols from the received answers $(A_n^1, A_n^2, \ldots, A_n^S)$.

In each round, in order to efficiently resist Byzantine errors and unresponsive errors such that each user can maximally retrieve the desired data symbols from the answers, it is desirable to enable that the responses of all the servers constitute an MDS codeword because it has maximum code distance. Intuitively, among the server responses of $N$ dimensions in each round, our scheme exploits $T_1 + \ldots + T_M$ dimensions to protect the $M$ user privacies and $K + X - 1$ dimensions to eliminate the randomness incurred by the $(N, K + X)$ secure MDS coded data storage. In addition, $2B + U$ dimensions are used to correct the $B$ Byzantine errors and $U$ unresponsive errors. Accordingly, the remaining $N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)$ dimensions are left for each user to retrieve desired data.

Given any U-B-MDS-MB-XTSPIR scheme, let $P$ denote the number of desired data symbols that each user can privately retrieve in each round of the scheme. In our PIR scheme, the server responses of the remaining $N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)$ dimensions in each round are completely exploited to retrieve desired data symbols, i.e., our scheme sets

$$P \triangleq N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)$$

(11)

with $N > K + X + T_1 + \ldots + T_M + 2B + U - 1$. Recall that $L = \lambda K$ represents the total number of data symbols that each user needs to retrieve. The parameter $\lambda$ and number of rounds $S$ should satisfy

$$PS = \lambda K.$$  

(12)

In our proposed scheme, we will set

$$\lambda = P, \quad S = K.$$  

A. Public Parameters

To complete the construction of U-B-MDS-MB-XTSPIR scheme, we first need to generate a group of parameters \{\(\beta_{i,j} : i \in [\lambda], j \in [K + X]\)\} and \{\(\alpha_1, \ldots, \alpha_N\)\} from $\mathbb{F}_q$. Remarkably, these parameters are publicized to all the $M$ users and $N$ servers in advance.

For clarity, denote \{\(\beta_{i,j} \in [\lambda], j \in [K + X]\)\} by a matrix $\beta$ of dimension $\lambda \times (K + X)$, i.e.,

$$\beta \triangleq \begin{bmatrix}
\beta_{1,1} & \cdots & \beta_{1,K} & \beta_{1,K+1} & \cdots & \beta_{1,K+X} \\
\vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
\beta_{\lambda,1} & \cdots & \beta_{\lambda,K} & \beta_{\lambda,K+1} & \cdots & \beta_{\lambda,K+X}
\end{bmatrix}.$$

Throughout this paper, let \{\(\beta_{i,j}, \alpha_n : i \in [\lambda], j \in [K + X], n \in [N]\)\} $\subseteq \mathbb{F}_q$ satisfy

P1. The entries in each row of the matrix $\beta$ are distinct, i.e., given each $i \in [\lambda], \beta_{i,k} \neq \beta_{i,l}$ for any $k, l \in [K + X]$ such that $k \neq l$.

P2. For any given $s \in [S]$ where $S = K$, the entries in column $s$ of the matrix $\beta$ are distinct, i.e., $\beta_{k,s} \neq \beta_{l,s}$ for any $k, l \in [\lambda]$ such that $k \neq l$.

*Notably, we represent the elements \{\(\beta_{i,j} : i \in [\lambda], j \in [K + X]\)\} in matrix form only to understand the following constraints P1-P4 more intuitively.
P3. The elements $\alpha_1, \ldots, \alpha_N$ are distinct, i.e., $\alpha_i \neq \alpha_j$ for any $i, j \in [N]$ such that $i \neq j$.

P4. The elements $\alpha_1, \ldots, \alpha_N$ are distinct from the ones in columns $[K]$ of the matrix $\beta$, i.e., \{ $\alpha_n : n \in [N]$ $\}$ \cap \{ $\beta_{i,j} : i \in [\lambda], j \in [K]$ \} = \emptyset.

The following lemma characterizes a lower bound on the size of the finite field $\mathbb{F}_q$ that promises the existence of the parameters \{ $\beta_{i,j}, \alpha_n : i \in [\lambda], j \in [K+X], n \in [N]$ \} $\subseteq \mathbb{F}_q$ satisfying the above conditions.

**Lemma 4** \cite{59}, Lemma 4. There must exist a group of parameters \{ $\beta_{i,j}, \alpha_n : i \in [\lambda], j \in [K+X], n \in [N]$ \} $\subseteq \mathbb{F}_q$ satisfying P1-P4 if $q \geq N + \max\{ \lambda, K \}$.

Our U-B-MDS-MB-XTSPIR scheme employs the well-known Lagrange interpolation polynomials to create storage codes and queries in privacy-preserving manners. In each round, the answers can be viewed as evaluations of a polynomial, and accordingly the decoding is completed by interpolating the polynomial. This creates a new form of interference alignment to PIR, based on the structure inspired by Lagrange interpolation polynomials. Specifically, in distributed storage, the key idea is to encode the data files using Lagrange interpolation polynomials of degree $K + X - 1$ in a security-preserving manner, and then the evaluations of the Lagrange polynomials at $N$ distinct points are stored at the $N$ distributed servers. Similarly, in the query phase, the key idea is that user $m, m \in [M]$ uses Lagrange interpolation polynomials of degree $T_m$ to create interference alignment in a privacy-preserving manner, such that the queries sent by user $m$ can be used for eliminating the interference from the file whose $m$-th index is not $\theta_m$. Thus, upon the queries from the $M$ users, the interference from all the undesired files (i.e., all the files except the desired one $W(\theta_1, \ldots, \theta_M)$) will be eliminated. In addition, to guarantee that each user can retrieve $P = \lambda$ symbols of the desired file during each round, it is necessary to eliminate the interference between these desired symbols, which is achieved by creating Lagrange polynomials of degree $\lambda - 1$, also referred to as intermediate polynomials. The server answers amount to evaluations of the product polynomial that are consisted of the products of the query polynomials of degree $T_m$ for all the users $m \in [M]$, intermediate polynomials of degree $\lambda - 1$, and storage polynomials of degree $K + X - 1$. Accordingly, even though there exists $B$ Byzantine servers and $U$ unresponsive servers, each user can interpolate the product polynomial from the answers collected from the $N$ servers by \cite{11}, and then recover $\lambda$ desired symbols by evaluating the product polynomial in each round.

In addition, to guarantee blind privacy and server privacy under the constraint of correctness, we use the idea of noise alignment \cite{10, 56, 61} to create noise polynomials that are structured in the same manner as the product polynomial, such that the desired terms in the product polynomial are aligned with zero elements, which preserves correctness, and the remaining interference in the product polynomial that may leak privacy information to users are perfectly masked with random noises.

Next, we describe the data encoding procedures. Then, we present a simple example to illustrate the basic ideas of interference alignment above behind our scheme. Finally, the general U-B-MDS-MB-XTSPIR scheme is formally constructed and its complexity is analysed.

**B. Secure Lagrange Storage Codes**

In this subsection, data encoding procedures are described, where Lagrange interpolation polynomials are used to securely encode each row data of each file separately. For any $f_1 \in [F_1], \ldots, f_M \in [F_M]$ and $i \in [\lambda]$ let $z_{i,K+1}, z_{i,K+2}, \ldots, z_{i,K+X}$ be $X$ random variables distributed independently and uniformly on $\mathbb{F}_q$ and then choose a polynomial $\varphi_{i}(f_1, \ldots, f_M)(\alpha)$ of degree at most $K + X - 1$ such that

$$
\varphi_{i}(f_1, \ldots, f_M)(\beta_{i,j}) = \left\{ \begin{array}{ll}
w_{i,j}(f_1, \ldots, f_M), & \forall j \in [K] \\
z_{i,j}, & \forall j \in [K+1 : K+X] \end{array} \right.,
$$

(13)

where $w_{i,j}(f_1, \ldots, f_M)$ is the $i$-th element in the $j$-th column of data file $W(f_1, \ldots, f_M)$ defined in \cite{11}.

From P1, the Lagrange interpolation rules and the degree restriction guarantee the existence and uniqueness of $\varphi_{i}(f_1, \ldots, f_M)(\alpha)$, which is written as

$$
\varphi_{i}(f_1, \ldots, f_M)(\alpha) = \sum_{\ell=1}^{K} \prod_{k \in [K+X]\{\ell\}} \frac{\alpha - \beta_{i,k}}{\beta_{i,\ell} - \beta_{i,k}} \cdot \\
+ \sum_{\ell=K+1}^{K+X} \prod_{k \in [K+X]\{\ell\}} \frac{\alpha - \beta_{i,k}}{\beta_{i,\ell} - \beta_{i,k}}.
$$

Then the evaluations of $\varphi_{i}(f_1, \ldots, f_M)(\alpha)$ ($f_1 \in [F_1], \ldots, f_M \in [F_M], i \in [\lambda]$) at point $\alpha = \alpha_n$ are distributed over storage server $n$, i.e., for any $n \in [N]$,

$$
\gamma_n = \left\{ \varphi_{i}(f_1, \ldots, f_M)(\alpha_n) : f_1 \in [F_1], \ldots, f_M \in [F_M], i \in [\lambda] \right\}.
$$

(14)

In particular, such Lagrange encoding is equivalent to the $(N, K + X)$ Reed-Solomon (RS) code \cite{26} with a class of specific basis polynomials $\sigma_{i,1}(\alpha), \sigma_{i,2}(\alpha), \ldots, \sigma_{i,K+X}(\alpha)$ for any $i \in [\lambda]$, where

$$
\sigma_{i,\ell}(\alpha) = \prod_{k \in [K+X]\{\ell\}} \frac{\alpha - \beta_{i,k}}{\beta_{i,\ell} - \beta_{i,k}}, \forall \ell \in [K + X].
$$

By P3, $(\varphi_{i}(f_1, \ldots, f_M)(\alpha_1), \ldots, \varphi_{i}(f_1, \ldots, f_M)(\alpha_N))$ is an $(N, K + X)$ RS codeword over $\mathbb{F}_q$ for any $f_1 \in [F_1], \ldots, f_M \in [F_M], i \in [\lambda]$ and thus such Lagrange storage encoding has the property of $(N, K + X)$ MDS codes.

**C. Example for Illustration**

In this subsection, we illustrate our scheme through a simple example for the parameters $N = 13, M = 2, K = 2, X = 2, T_1 = 2, T_2 = 2, B = 1, U = 1$, which induce $\lambda = P = 3$ and $S = 2$. 
Here, each file $W^{(f_1, f_2)}$ for any $f_1 \in [F_1], f_2 \in [F_2]$ is the form of
\[
W^{(f_1, f_2)} = \begin{bmatrix}
  u^{(f_1, f_2)}_{1,1} & u^{(f_1, f_2)}_{1,2} \\
  u^{(f_1, f_2)}_{2,1} & u^{(f_1, f_2)}_{2,2} \\
  u^{(f_1, f_2)}_{3,1} & u^{(f_1, f_2)}_{3,2}
\end{bmatrix}.
\]

**Lagrange Data Encoding:** Let $\{\beta_{i,j}, \alpha_{n} : i \in [3], j \in [4], n \in [13]\} \subseteq F_q$ be a set of parameters satisfying P1-P4. For every $f_1 \in [F_1], f_2 \in [F_2]$ and $i \in [3]$, choose $X = 2$ random variables $z_{i,1}^{(f_1, f_2)}, z_{i,2}^{(f_1, f_2)}$ independently and uniformly from $F_q$, and then design the Lagrange interpolation polynomial $\varphi_i^{(f_1, f_2)}(\alpha)$ of degree $K + X - 1 = 3$ such that
\[
\varphi_i^{(f_1, f_2)}(\beta_{1,1}) = w_{i,1}^{(f_1, f_2)}, \quad \varphi_i^{(f_1, f_2)}(\beta_{1,2}) = w_{i,2}^{(f_1, f_2)},
\]
\[
\varphi_i^{(f_1, f_2)}(\beta_{2,1}) = z_{i,1}^{(f_1, f_2)}, \quad \varphi_i^{(f_1, f_2)}(\beta_{2,2}) = z_{i,2}^{(f_1, f_2)}.
\]
The data stored at server $n \in [13]$ is given by
\[
\mathcal{Y}_n = \{\varphi_i^{(f_1, f_2)}(\alpha) : f_1 \in [F_1], f_2 \in [F_2], i \in [3]\}.
\]

**U-B-MDS-MB-XTSPIR Scheme:** The scheme will happen over $S = 2$ rounds, and in round $s \in [2]$ each user can decode the $P = 3$ symbols in the $s$-th column of the desired file $W_{(\theta_1, \theta_2)}$.

During round $s \in [2]$, each user $m \in [2]$ independently and uniformly generates $F_m \lambda T_m = 6F_m$ random variables
\[
Z^{m,s}_n = \{z_{j,t}^{(f_m,m,s)} : f_m \in [F_m], j \in [3], t \in [2]\}
\]
from $F_q$, and then sends the following query $Q^{m,s}_n$ to server $n$ for any $n \in [13]$:
\[
Q^{m,s}_n = \{Q_j^{(f_m,m,s)}(\alpha) : f_m \in [F_m], j \in [3]\},
\]
where $Q_j^{(f_m,m,s)}(\alpha)$ is a Lagrange polynomial of degree $T_m = 2$ such that
\[
Q_j^{(f_m,m,s)}(\beta_{j,s}) = \begin{cases} 
1, & \text{if } f_m = \theta_m \\
0, & \text{if } f_m \neq \theta_m
\end{cases},
\]
\[
Q_j^{(f_m,m,s)}(\alpha_1) = z_{j,1}^{(f_m,m,s)},
\]
\[
Q_j^{(f_m,m,s)}(\alpha_2) = z_{j,2}^{(f_m,m,s)},
\]
which ensure user privacy and are used to eliminate the interference from the files whose $m$-th index is not $\theta_m$.

Before responding the queries, each server constructs three intermediate polynomials $\phi_1^{(\alpha)}(\alpha), \phi_2^{(\alpha)}(\alpha), \phi_3^{(\alpha)}(\alpha)$ of degree $\lambda - 1 = 2$ such that
\[
\phi_1^{(\beta_{1,s})} = 1, \quad \phi_2^{(\beta_{2,s})} = 0, \quad \phi_3^{(\beta_{3,s})} = 0,
\]
\[
\phi_1^{(\beta_{2,s})} = 0, \quad \phi_2^{(\beta_{3,s})} = 1, \quad \phi_3^{(\beta_{1,s})} = 0,
\]
\[
\phi_1^{(\beta_{3,s})} = 0, \quad \phi_2^{(\beta_{1,s})} = 0, \quad \phi_3^{(\beta_{2,s})} = 1,
\]
which are used to eliminate the interference between the $\lambda = 3$ symbols in the $s$-th column of each file.

Moreover, to protect blind privacy and server privacy, let $z_1, \ldots, z_2$ be the random variables that are unavailable to the users. Then, the randomness $Z^{s}_n$ stored by server $n$ is given by
\[
\tilde{Z}^{s}_n = \psi^s(\alpha_n),
\]
where $\psi^s(\alpha)$ is a noise polynomial of degree $\lambda + K + X + T_1 + T_2 - 2 = 9$ such that
\[
\psi^s(\beta_{1,s}) = 0, \quad \psi^s(\beta_{2,s}) = 0, \quad \psi^s(\beta_{3,s}) = 0,
\]
\[
\psi^s(\alpha_1) = z_1^s, \quad \psi^s(\alpha_2) = z_2^s, \quad \psi^s(\alpha_3) = z_3^s,
\]
\[
\psi^s(\alpha_4) = z_4^s, \quad \psi^s(\alpha_5) = z_5^s, \quad \psi^s(\alpha_6) = z_6^s, \quad \psi^s(\alpha_7) = z_7^s.
\]

By employing the received queries $\{Q^{m,s}_n\}_{m \in [2]}$ from the $M = 2$ users and the intermediate polynomials $\phi_1^{(\alpha)}(\alpha), \phi_2^{(\alpha)}(\alpha), \phi_3^{(\alpha)}(\alpha)$ as coefficients, server $n$ computes a linear combination of the stored encoded symbols $\mathcal{Y}_n$, and then responds the sum of the linear combination and the randomness $Z^{s}_n = \psi^s(\alpha_n)$ stored by server $n$ for the users:
\[
A^s_n = \sum_{f_1 \in [F_1]} \sum_{f_2 \in [F_2]} \sum_{\alpha \in [3]} \phi_j^{(f_1, f_2)}(\alpha_n) \cdot Q_j^{(f_1, f_2)}(\alpha_n) \cdot \varphi_j^{(f_1, f_2)}(\alpha) + \psi^s(\alpha_n).
\]

Denote by $A^s(\alpha)$ the answer polynomial of degree $\lambda + K + X + T_1 + T_2 - 2 = 9$, where
\[
A^s(\alpha) = \sum_{f_1 \in [F_1], f_2 \in [F_2], \alpha \in [3]} \phi_j^{(f_1, f_2)}(\alpha) \cdot Q_j^{(f_1, f_2)}(\alpha) \cdot \varphi_j^{(f_1, f_2)}(\alpha) + \psi^s(\alpha).
\]
That is, the response $A^s_n$ of server $n$ is equivalent to evaluating $A^s(\alpha)$ at $\alpha = \alpha_n$ for any authentic server $n$. Thus, the answers $(A_1^s, \ldots, A_{13}^s)$ from all the servers form a (13, 10) RS codeword, which is robust against any $B = 1$ Byzantine error and $U = 1$ unresponsive error. Accordingly, each user can recover the polynomial $A^s(\alpha)$ from the answers of servers by using RS decoding algorithms even if there exists $B = 1$ Byzantine answer and $U = 1$ unresponsive answer.

Finally, for any $i \in [3]$, each user evaluates the polynomial $A^s(\alpha)$ at $\alpha = \beta_{i,s}$ and obtains
\[
A^s(\beta_{i,s}) = \sum_{f_1 \in [F_1], f_2 \in [F_2], \alpha \in [3]} \phi_j^{(f_1, f_2)}(\beta_{i,s}) \cdot Q_j^{(f_1, f_2)}(\beta_{i,s}) \cdot \varphi_j^{(f_1, f_2)}(\beta_{i,s}) + \psi^s(\beta_{i,s})
\]
\[
= \sum_{f_1 \in [F_1], f_2 \in [F_2], \alpha \in [3]} Q_j^{(f_1, f_2)}(\beta_{i,s}) \cdot \varphi_j^{(f_1, f_2)}(\beta_{i,s}) + \psi^s(\beta_{i,s})
\]
\[
= \psi^{\theta_i}(\alpha_{i,s}) + \psi^s(\beta_{i,s})
\]
where $(a)$ is due to (19-21) and (23); $(b)$ follows by (18); $(c)$ follows from (16).

It is straightforward from the decoding process (26-29) to obtain some intuitions why the intermediate polynomials $\phi_1^{(\alpha)}(\alpha), \phi_2^{(\alpha)}(\alpha), \phi_3^{(\alpha)}(\alpha)$, the query polynomial $Q_j^{(f_m,m,s)}(\alpha)$ and the noise polynomial $\psi^s(\alpha)$ are constructed in this way:

- The intermediate polynomials $\phi_1^{(\alpha)}(\alpha), \phi_2^{(\alpha)}(\alpha), \phi_3^{(\alpha)}(\alpha)$ in (19-21) are constructed for eliminating the interference between the symbols $w_{1,i,s}^{(f_1, f_2)}, w_{2,i,s}^{(f_1, f_2)}, w_{3,i,s}^{(f_1, f_2)}$ in the $s$-th column of the file labeled by the indices $(f_1, f_2)$ for any $f_1 \in [F_1]$ and $f_2 \in [F_2]$, as shown in (26-27).
For the query polynomials $Q_{j}^{(f_{m}), m,s} (\alpha)$, the constraint in (18) ensures that the queries (17) can eliminate the interference from the files whose $m$-th index is not $\theta_m$. Accordingly, upon the queries from the $M = 2$ users, the interference from all the undesired files are completely eliminated, see the decoding process in (27)–(28). Furthermore, $Q_{j}^{(f_{m}), m,s} (\alpha_1) = z_{j,2}^{(f_{m}), m,s}$ and $Q_{j}^{(f_{m}), m,s} (\alpha_2) = z_{j,1}^{(f_{m}), m,s}$ are used for ensuring that the query elements sent to any $T_m = 2$ servers reveal nothing about the index $\theta_m$ even if they collude.

The noise polynomial $\psi_s^{\alpha}(\alpha)$ satisfying (23)–(25) is constructed for preserving the desired symbols $w_{1,\theta_1,\theta_2}, w_{2,\theta_1,\theta_2}, w_{3,\theta_1,\theta_2}$ in answer polynomial $A^s(\alpha)$ and using random noises $z_1^s, \ldots, z_T^s$ to mask all the residual interference in $A^s(\alpha)$, such that decodability is kept, and blind privacy and server privacy are protected.

Finally, each user can decode the desired symbols $w_{1,\theta_1,\theta_2}, w_{2,\theta_1,\theta_2}, w_{3,\theta_1,\theta_2}$ by evaluating $A^s(\alpha)$ at $\alpha = \beta_1, \beta_2, \beta_3, \beta_4$, and accordingly recover the desired file $W_{\theta_1,\theta_2}$ (15) after rounds $s = 1, 2$. The scheme achieves the retrieval rate $R = \frac{1}{\lambda}$ with secrecy rate $\rho = \frac{1}{T}$.

\textbf{D. General Construction for U-B-MDS-MB-XTSPIR Scheme}

To privately retrieve the desired file $W_{\theta_1,\ldots,\theta_M}$, the queries, answers and decoding of $S = K$ rounds will be operated as follows.

In general, during round $s \in [S]$, our scheme enables each user to retrieve the $P = \lambda$ symbols in column $s$ of the desired file $W_{\theta_1,\ldots,\theta_M}$ from the $N - U$ answers of responsive servers.

To ensure user privacy, each user $m \in [M]$ generates independently and uniformly $F_m \lambda T_m$ random variables

$$Z_{m} = \{ z_{j,t}^{(f_{m}), m,s} : f_{m} \in [F_{m}], j \in [\lambda], t \in [T_{m}] \}$$

from $\mathbb{F}_q$. Then, for any given $f_{m} \in [F_{m}]$ and $j \in [\lambda]$, user $m$ constructs a query polynomial $Q_{j}^{(f_{m}), m,s} (\alpha)$ of degree $T_m$ such that

$$Q_{j}^{(f_{m}), m,s} (\beta_j) = \begin{cases} 1, & \text{if } f_{m} = \theta_m \\ 0, & \text{if } f_{m} \neq \theta_m \end{cases}, \quad (31)$$

$$Q_{j}^{(f_{m}), m,s} (\alpha) = z_{j,t}^{(f_{m}), m,s}, \forall t \in [T_{m}].$$

It will be shown in decoding process (43)–(44) that the polynomials $Q_{j}^{(f_{m}), m,s} (\alpha)$ are constructed to eliminate the interference from undesired files whose $m$-th index is not $\theta_m$, while keeping the index $\theta_m$ private for any $T_m$ colluding servers. By P3-P4, the $T_m + 1$ elements $(\beta_j, \alpha_j, t \in [T_{m}])$ are distinct for any $j \in [\lambda]$ and $s \in [S]$. Thus, $Q_{j}^{(f_{m}), m,s} (\alpha)$ can be accurately expressed as

$$Q_{j}^{(f_{m}), m,s} (\alpha) = \sum_{t \in [T_{m}]} z_{j,t}^{(f_{m}), m,s} \prod_{v \in [T_{m}\setminus\{t\}]} \frac{\alpha - \beta_{j,v}}{\alpha_{j,v}} \prod_{\ell \in [\lambda]} \frac{\alpha - \alpha_{j,\ell}}{\alpha_{j,\ell} - \alpha_{\ell}}$$

$$+ \prod_{\ell \in [T_{m}]} \frac{\alpha_{j,\ell} - \alpha_{j,\ell}}{\beta_{j,\ell} - \alpha_{\ell}}, \quad \text{if } f_{m} = \theta_m \quad \text{and}$$

$$0, \quad \text{if } f_{m} \neq \theta_m. \quad (32)$$

Next, the user $m$ evaluates all the $F_m \lambda$ query polynomials at $\alpha = \alpha_n$ and then sends them to server $n \in [N]$:

$$Q_{n}^{m,s} = \{ Q_{j}^{(f_{m}), m,s} (\alpha_n) : f_{m} \in [F_{m}], j \in [\lambda] \}. \quad (33)$$

Before responding the queries, each server constructs $\lambda$ intermediate polynomials of degree $\lambda - 1$ as

$$\phi_{j}^{(\alpha)} = \prod_{k \in [\lambda]\setminus\{j\}} \frac{\alpha - \beta_{k,s}}{\beta_{j,s} - \beta_{k,s}}, \quad \forall j \in [\lambda], \quad (34)$$

which satisfies

$$\phi_{j}^{(\beta_i,s)} = \begin{cases} 1, & \text{if } j = i \\ 0, & \text{otherwise} \end{cases}, \forall i \in [\lambda]. \quad (35)$$

It can be observed from the decoding process (42)–(43) that the $\lambda$ polynomials are used to eliminate the interference between the $\lambda$ symbols in column $s$ of each file.

Let $(z_{i}^{s} : i \in [K + X + T_{1} + \ldots + T_{M} - 1])$ be another $K + X + T_{1} + \ldots + T_{M} - 1$ random variables distributed independently and uniformly over $\mathbb{F}_q$. To ensure blind privacy and server privacy, construct a noise polynomial $\psi^{\alpha}(\alpha)$ of degree $\lambda + K + X + T_{1} + \ldots + T_{M} - 2$ such that

$$\psi^{\alpha}(\beta_{i,s}) = 0, \quad \forall \alpha \in [\lambda], \quad \psi^{\alpha}(\alpha_i) = z_{i}^{s}, \quad \forall \alpha_i \in [K + X + T_{1} + \ldots + T_{M} - 1]. \quad (36, 37)$$

Recall from P2-P4 that $\beta_{i,s}, i \in [\lambda]$ and $\alpha_{i}, i \in [K + X + T_{1} + \ldots + T_{M} - 1]$ are pairwise distinct elements from $\mathbb{F}_q$. Thus, the polynomial $\psi^{\alpha}(\alpha)$ is the form of

$$\psi^{\alpha}(\alpha) = \sum_{\ell \in [K + X + T_{1} + \ldots + T_{M} - 1]} z_{\ell}^{s} \left( \prod_{k \in [\lambda]} \frac{\alpha - \beta_{k,s}}{\alpha_{k,s} - \alpha_{\ell}} \right) \times \left( \prod_{\ell \in [K + X + T_{1} + \ldots + T_{M} - 1]\setminus\{\ell\}} \frac{\alpha - \alpha_{\ell}}{\alpha_{\ell} - \alpha_{o}} \right). \quad (38)$$

Then, the random variable $\tilde{Z}_{n}^{s}$ stored by server $n$ is given by evaluating the noise polynomial $\psi^{\alpha}(\alpha)$ at $\alpha = \alpha_n$:

$$\tilde{Z}_{n}^{s} = \psi^{\alpha}(\alpha_n). \quad (39)$$

That is, the randomness $\tilde{Z}_{n}^{s} = (\tilde{Z}_{1}^{s}, \ldots, \tilde{Z}_{N}^{s})$ in round $s$ is stored at the $N$ distributed servers according to $(N, \lambda + K + X + T_{1} + \ldots + T_{M} - 1)$ RS codes.

Upon receiving the queries (33) from the $M$ users, server $n$ computes a response $A_{n}^{s}$ for the users, based on the stored data in (14), the intermediate polynomials in (34) and the stored random variable in (39):

$$A_{n}^{s} = \sum_{f_{m} \in [F_{m}], m \in [M]} \phi_{j}^{(\alpha_n)} \times \left( \prod_{m \in [M]} Q_{j}^{(f_{m}), m,s} (\alpha_n) \right) \cdot \psi_{j}^{(f_{1}, \ldots, f_{m})}(\alpha_n) + \psi^{\alpha}(\alpha_n). \quad (40)$$

Notice that there are at most $B$ Byzantine servers, each of which instead generates an arbitrary element from $\mathbb{F}_q$ to confuse the users. Meanwhile, there are at most $U$ unresponsive servers that will not respond any information at all.

Denote the answer polynomial by

$$A^{s}(\alpha) = \sum_{f_{m} \in [F_{m}], m \in [M]} \phi_{j}^{(\alpha_n)} \quad (41)$$
Clearly, the answer $A_n^\alpha$ is equivalent to evaluating $A^\alpha(\alpha)$ at $\alpha = \alpha_n$ for any authentic server $n \in [N]\setminus(B\cup M)$. It is straightforward to prove that the degree of $A^\alpha(\alpha)$ is $\lambda + K + X + T_1 + \ldots + T_M - 2$ in the variable $\alpha$. From P3 again, $\alpha_1, \ldots, \alpha_N$ are distinct elements from $\mathbb{F}_q$. Thus, $(A_n^\alpha(\alpha_1), \ldots, A_n^\alpha(\alpha_N))$ forms an $(N, \lambda + K + X + T_1 + \ldots + T_M - 1)$ RS codeword, which provides robustness against $B$ random errors and $U$ erasure errors by (12) and Lemma 2. Accordingly, each user can decode the polynomial $A^\alpha(\alpha)$ from the answers $(A_1^\alpha, \ldots, A_N^\alpha)$ by using RS decoding algorithms [23], [17] even if there exists $\theta$-unresponsive servers.

For each $i \in [\lambda]$, evaluating $A^\alpha(\alpha)$ at $\alpha = \beta_{i,s}$ has

$$
A^\alpha(\beta_{i,s}) = \sum_{f \in [F_1], \ldots, f \in [F_M]} \sum_{j \in [\lambda]} \phi_j^\alpha(\beta_{i,s}) \cdot \varphi_j^\alpha(f_{1}, \ldots, f_{M})(\beta_{i,s}) + \psi^\alpha(\beta_{i,s})
$$

$$
= \sum_{f \in [F_1], \ldots, f \in [F_M]} \sum_{m \in [M]} Q_{j}^{f_{m}, m,s}(\beta_{i,s}) \cdot \varphi_j^\alpha(f_{1}, \ldots, f_{M})(\beta_{i,s})
$$

$$
= \sum_{f \in [F_1], \ldots, f \in [F_M]} \sum_{m \in [M]} Q_{j}^{f_{m}, m,s}(\beta_{i,s}) \cdot \varphi_j^\alpha(f_{1}, \ldots, f_{M})(\beta_{i,s})
$$

$$
= \left\{ \begin{array}{ll}
\varphi_{i}^{\theta_{1}, \ldots, \theta_{M}}(\beta_{i,s}) & (a) \\
\psi_{i}^{\theta_{1}, \ldots, \theta_{M}}(\beta_{i,s}) & (b) \\
\psi_{i}^{\theta_{1}, \ldots, \theta_{M}}(\beta_{i,s}) & (c)
\end{array} \right.
$$

where (a) follows from (35) and (36); (b) is due to (31); (c) is due to (13).

By evaluating $A^\alpha(\alpha)$ at $\alpha = \beta_{i,s}, \beta_{2,s}, \ldots, \beta_{\lambda,s}$, each user $m$ can obtain all the symbols in column $s$ of the desired file $W^{(\theta_{1}, \ldots, \theta_{M})}$. As a result, each user recovers the desired file $W^{(\theta_{1}, \ldots, \theta_{M})}$ after traversing $s \in [S]$, where $S = K$ by (12).

The performance of the proposed scheme is characterized in the following theorem.

**Theorem 1.** If $N > K + X + T_1 + \ldots + T_M + 2B + U - 1$, the proposed U-B-MDS-MB-XTSPIR scheme using Lagrange encoding achieves

- Retrieval Rate:
  $$R = 1 - \frac{K + X + T_1 + \ldots + T_M + 2B - 1}{N - U}.$$

- Secrecy Rate:
  $$\rho = \frac{K + X + T_1 + \ldots + T_M - 1}{N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)}.$$

- Finite Field Size:
  $$q \geq N + \max\{K, N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)\}.$$

**Proof:** By Lemma 4 the finite field $F_q$ is enough with size $q \geq N + \max\{K, N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)\}$. In each round, the users download $N - U$ symbols from the responsive servers. Thus, by (12), the retrieval rate (7) is

$$R = \frac{\lambda K}{\sum_{s=1}^{S}(N - U)}.$$

From (3), the security rate is given by

$$\rho = \frac{\sum_{s=1}^{S}H(\tilde{Z}_{1,s}^{\alpha}, \tilde{Z}_{2,s}^{\alpha}, \ldots, \tilde{Z}_{N,s}^{\alpha})}{H(W^{(\theta_{1}, \ldots, \theta_{M})})} \leq \frac{\sum_{s=1}^{S}(K + X + T_1 + \ldots + T_M - 1)}{\lambda K} = \frac{N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)}{N - U},$$

where $(a)$ follows by (38) and (39).

Moreover, $X$-security, user privacy, blind privacy and server privacy will be proved in Appendix A.

**Remark 3.** Recall from Remark 1 that, U-B-MDS-MB-XTSPIR includes as special cases the settings of MB-XTSPIR [24], obtained by setting $K = 1, B = U = 0$, U-B-MDS-XTPIR [19], obtained by setting $M = 1$ and eliminating server privacy, and U-B-MDS-PIR [37], obtained by setting $M = 1, X = 0$ and eliminating server privacy. The performance of these schemes are compared in Table III. Obviously, the performance of our U-B-MDS-MB-XTSPIR scheme in the corresponding special cases are consistent with that in [24], [19], [37], except slightly increasing the field size compared to the U-B-MDS-XTSPIR scheme [19] and the U-B-MDS-PIR scheme [37].

### E. Complexity Analysis

To further observe the performance of the U-B-MDS-MB-XTSPIR scheme, its complexity is analysed in this subsection.

- **Query Complexity:** For the queries of each user $m$ (33), the user evaluates $F_{m}\lambda$ polynomials of degree less than $N$ at $N$ points for $S = K$ rounds. Notice from (41) that the evaluation of a $k$-th degree polynomial at $k + 1$ arbitrary points can be done in $O(k(\log k)^2 \log \log k)$ arithmetic operations. Thus, the queries of user $m$ achieve a complexity at most $O(K F_{m}\lambda N(\log N)^2 \log \log N)$.

- **Server Computation Complexity:** For server response (40), each server $n$ first computes the product of the $M + 2$ elements $\phi_j^\alpha(\alpha_n), Q_j^{f_{m}, m,s}(\alpha_n), m \in [M], \varphi_j^\alpha(f_{1}, \ldots, f_{M})(\alpha_n)$ for $\lambda$ times, and then generates the response (40) by taking the sum of the $F\lambda$ products and the stored randomness $\tilde{Z}_{n}^{\alpha}$, where $F = F_1 F_2 \ldots F_M$. Notably, the complexity of evaluating the intermediate polynomials $\phi_j^\alpha(\alpha), j \in [\lambda]$ at point $\alpha = \alpha_n$ is negligible since the polynomials are constructed independently of data files and thus can be computed at servers a priori during off-peak hours to reduce the latency of server computation. Hence, computing the responses (40) achieve the complexity $O(K M F_{n}\lambda)$ for $S = K$ rounds.

- **Decoding Complexity:** For decoding complexity, in each round, each user first decodes the answer polynomial $A^\alpha(\alpha)$ from a RS codeword of dimension $N$ and then evaluates the polynomial at $\lambda < N$ points. By [23], [17] and [41], such operations of RS decoding and evaluations can be done within the complexity $O(N(\log N)^2 \log \log N)$. Thus, decoding achieves a complexity at most $O(K N(\log N)^2 \log \log N)$ for $S = K$ rounds.
of U-B-MDS-TPIR, obtained by setting XTSPIR scheme \[24\] that are most relevant work to our, where U-B-MDS-XTPIR scheme \[19\] and the MB-XTSPIR scheme \[24\] that are most relevant work to our, where U-B-MDS-XTSPIR includes as special cases the settings of U-B-MDS-TPIR, obtained by setting \(M = 1, X = 0\) and eliminating server privacy, U-B-MDS-XTSPIR, obtained by setting \(M = 1\) and eliminating server privacy, and MB-XTSPIR, obtained by setting \(K = 1, B = U = 0\).

In general, to privately retrieve the desired file from server responses, all the coded schemes above employ the structure inspired by MDS codes to create data storage (satisfying MDS property or/and security constraint) and private queries, and the response of each server can be viewed as the inner products of MDS coded private query vectors and MDS coded (secure) stored data vectors. Notably, the MDS coded storage and queries are designed with the same code parameters \(\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)\), such that the responses of all the servers constitute MDS codewords because the Hadamard product of the two MDS codes employed by the data storage and queries with the same parameter \(\alpha\) is again an MDS code with the parameter \(\alpha\), which can efficiently resist the Byzantine servers and unresponsive servers because MDS codes have the maximum Hamming distance.

However, for different PIR settings, data storage and queries are created with different MDS coded structure. For the settings of MDS-TPIR and U-B-MDS-TPIR, the schemes in \[16\], \[37\] employ the Reed-Solomon (RS) coded structure to create storage and queries, such that the data in data storage and query design are encoded as coefficients of polynomial functions. To extend PIR setting to include secure storage constraint, the idea of Cross Subspace Alignment (CSA) is introduced in \[18\], \[19\], \[24\], and then was generalized to the settings of U-B-MDS-XTPIR \[19\] and MB-XTSPIR \[24\]. CSA employs a Cauchy-Vandermonde MDS coded structure to construct data storage and queries, which creates a form of interference alignment to separate the desired terms and interference in server responses, such that the desired terms appear along the dimensions corresponding to the Cauchy part and interference is aligned as much as possible along the dimensions corresponding to the Vandermonde part. Nonetheless, the current structure of coded storage and queries (for example, RS coded structure in \[16\], \[37\] and Cauchy-Vandermonde structure of CSA codes \[18\], \[19\], \[24\] are not directly useful for the general setting of U-B-MDS-MB-XTSPIR considered in this paper, which will be explained in the following subsections through some simple examples. That is, to efficiently retrieve the desired file for the U-B-MDS-MB-XTSPIR problem, it may be necessary to develop a new form of interference alignment. To this end, our codes use the structure of Lagrange interpolation polynomials to create data storage and queries, such that the user can interpolate some polynomials from the server responses and then evaluate the polynomials to obtain desired symbols.

Next, we will use some simple examples to illustrate the intuitive comparisons above. Before that, we outline a general designed framework of U-B-MDSXTSPIR, which can simplify the scheme description and make clearer comparison. Furthermore, for convenience, we leave out the constraint of server privacy/blind privacy, i.e., set the noise polynomial \(\psi^s(\alpha) = 0\) in the following subsections.

### A. General Framework of U-B-MDS-XTSPIR

When server privacy and blind privacy are not considered, the key of our U-B-MDS-MB-XTSPIR scheme in each round \(s \in [S]\) is to construct a secret-shared storage polynomial \(\varphi_i(f_1, \ldots, f_M)(\alpha)\) to securely encode the \(i\)-th row data of the file \(W(f_1, \ldots, f_M)\) for any \(i \in [\lambda]\) and \(f_1 \in [F_1], \ldots, f_M \in [F_M]\), a secret-shared query polynomial \(Q_i(f_m, m, s)(\alpha)\) for any \(m \in [M]\) and \(f_m \in [F_m]\), and an intermediate polynomial \(\hat{\phi}_i^s(\alpha)\) for any \(i \in [\lambda]\), such that each user can recover an answer polynomial \(A^s(\alpha)\) from the answers received from \(N\) servers and then decodes \(P = N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)\) desired symbols, where the answer polynomial \(A^s(\alpha)\) is given by

\[
A^s(\alpha) = \sum_{f_1 \in [F_1], \ldots, f_M \in [F_M]} \sum_{i \in [\lambda]} \phi_i^s(\alpha) \times \left( \prod_{m \in [M]} Q_i(f_m, m, s)(\alpha) \right) \cdot \varphi_i(f_1, \ldots, f_M)(\alpha). \tag{46}
\]

Then, the data stored at server \(n\) and the query sent by user \(m\) to server \(n\) are given by evaluating the storage polynomials \(\varphi_i(f_1, \ldots, f_M)(\alpha)\) and the query polynomials \(Q_i(f_m, m, s)(\alpha)\) at point \(\alpha = \alpha_n\), as shown in \[13\] and \[33\] respectively. Upon receiving the queries from the \(M\) users, server \(n\) responds with the answer \(A^s(\alpha_n)\), i.e., the evaluation of \(A^s(\alpha)\) at \(\alpha = \alpha_n\), as shown in \[43\]. Finally, each user recovers the polynomial \(A^s(\alpha)\) from the \(N\) server answers \(A^s(\alpha_1), \ldots, A^s(\alpha_N)\) and then obtains \(P\) desired symbols, as shown in \[45\].

### Table II

**Performance Comparison for the Schemes in \[24\], \[19\], \[37\] and This Paper**

| Scheme          | Retrieval Rate | Secrecy Rate | Finite Field Size |
|-----------------|----------------|--------------|-------------------|
| U-B-MDS-MB-XTSPIR | \(1 - \frac{K + X + T + 2B + U - 1}{K + X + T + U - 1} - \frac{N}{N - (K + X + T + U - 1)}\) | \(q \geq N + \max\{K, N - (K + X + T + 2B + U - 1)\}\) | \(q \geq 2N - (K + X + T + 1 + 2B + U - 1)\) |
| MB-XTSPIR \[24\] | \(1 - \frac{K + X + T + 1}{K + X + T}\) | \(q \geq 2N - (K + X + T + 1 + 2B + U - 1)\) | \(q \geq N\) |
| U-B-MDS-XTPIR \[19\] | \(1 - \frac{K + X + T + 1}{N - (K + X + T)}\) | \(q \geq 2N - (K + X + T + 1 + 2B + U - 1)\) | \(q \geq N\) |
| U-B-MDS-TPIR \[37\] | \(1 - \frac{K + X + T + 1}{N - (K + X + T)}\) | \(q \geq 2N - (K + X + T + 1 + 2B + U - 1)\) | \(q \geq N\) |

Here, \(T = T_1 + \ldots + T_M\).
Based on this, we can design an achievable scheme after giving storage polynomials, query polynomials and intermediate polynomials satisfying decoding constraint. Notably, the designed framework contains the U-B-MDS-TPIR scheme \([7]\), the U-B-MDS-XTSPIR scheme \([19]\) and the MB-XTSPIR scheme \([24]\) as special cases. Thus, when we compare these schemes in the following examples, it is enough to just illustrate the design details of storage polynomials, query polynomials and intermediate polynomials.

For a clearer comparison, in the following examples, we fix the parameters \(K = 2\) in the case of MDS coded storage (or \(K = 1\) in the case of replication storage), \(X = 2\) in the case of secure storage constraint (or \(X = 0\), without secure storage constraint), \(\lambda = 3, T_1 = \ldots = T_M = 2, B = 0, U = 0\), and freely choose \(N\) such that \(P = \lambda = N - (K + X + T_1 + \ldots + T_M + 2B + U - 1) = 3\).

### B. Illustrative Example for U-B-MDS-TPIR

In this subsection, we illustrate the U-B-MDS-TPIR scheme \([7]\) by describing the coded structure of its storage polynomials and query polynomials, where all the intermediate polynomials are set to be 1 in the scheme. U-B-MDS-XTSPIR includes U-B-MDS-XTSPIR as a special case by setting \(M = 1, X = 0\) and eliminating server privacy, and thus we choose \(N = 6\), where the queries consist of \(S = K = 2\) rounds for retrieving the \(\theta_1\)-th file.

Each file \(W(f_1)\) for any \(f_1 \in [F_1]\) is the form of

\[
W(f_1) = \begin{bmatrix}
 w_{1,1}^{(f_1)} & w_{1,2}^{(f_1)} \\
 w_{2,1}^{(f_1)} & w_{2,2}^{(f_1)} \\
 w_{2,1}^{(f_1)} & w_{2,2}^{(f_1)} \\
 w_{3,1}^{(f_1)} & w_{3,2}^{(f_1)}
\end{bmatrix}.
\]  

(47)

For every \(f_1 \in [F_1]\) and \(i \in [3]\), the scheme creates a RS coded storage polynomial as

\[
\varphi_i^{(f_1)}(\alpha) = w_{i,1}^{(f_1)} + w_{i,2}^{(f_1)} \alpha.
\]  

(48)

During rounds \(s = 1, 2\) of the RS coded secret-shared query polynomials are constructed as

\[
Q_i^{(f_1),1,1}(\alpha) = z_{i,1}^{(f_1),1,1} + z_{i,2}^{(f_1),1,1} \alpha
\]

\[+ \begin{cases}
\alpha^4, & \text{if } f_1 = \theta_1, i = 1 \\
\alpha^2, & \text{if } f_1 = \theta_1, i = 2 \\
0, & \text{otherwise}
\end{cases}
\]

and

\[
Q_i^{(f_1),1,2}(\alpha) = z_{i,1}^{(f_1),1,2} + z_{i,2}^{(f_1),1,2} \alpha
\]

\[+ \begin{cases}
\alpha^5, & \text{if } f_1 = \theta_1, i = 2 \\
\alpha^4, & \text{if } f_1 = \theta_1, i = 3 \\
0, & \text{otherwise}
\end{cases}
\]

\[
Q_i^{(f_1),2,2}(\alpha) = z_{i,1}^{(f_1),2,2} + z_{i,2}^{(f_1),2,2} \alpha
\]

\[+ \begin{cases}
\alpha^5, & \text{if } f_1 = \theta_1, i = 3 \\
\alpha^4, & \text{if } f_1 = \theta_1, i = 2 \\
0, & \text{otherwise}
\end{cases}
\]

\[
Q_i^{(f_1),3,2}(\alpha) = z_{i,1}^{(f_1),3,2} + z_{i,2}^{(f_1),3,2} \alpha
\]

\[+ \begin{cases}
\alpha^5, & \text{if } f_1 = \theta_1, i = 3 \\
\alpha^4, & \text{if } f_1 = \theta_1, i = 2 \\
0, & \text{otherwise}
\end{cases}
\]

(50)

respectively, where \(z_{i,1}^{(f_1),1,1}\) and \(z_{i,1}^{(f_1),2,2}\) are random noises that are used to guarantee \(T_1 = 2\)-private queries, and the coefficients \(\alpha^4, \alpha^2\) in \(Q_i^{(f_1),1,1}(\alpha)\) and \(\alpha^5, \alpha^4\) in \(Q_i^{(f_1),1,2}(\alpha)\) are used to separate the desired terms from the interference. This can be checked by expanding the answer polynomial \(A^s(\alpha)\) \([49]\), as follows. In round \(s = 1\),

\[
A^1(\alpha) = \sum_{f_1 \in [F_1]} \sum_{i \in [3]} Q_i^{(f_1),1,1}(\alpha) \cdot \varphi_i^{(f_1)}(\alpha)
\]

\[
= I_0^1 + I_1^1 \alpha + I_2^1 \alpha^2 + w_{1,1}^{(\theta_1)} \alpha^3 + w_{1,2}^{(\theta_1)} \alpha^4 + w_{2,1}^{(\theta_1)} \alpha^5.
\]  

(51)

Interference Alignment

Desired Terms

where the desired symbols \(w_{1,1}^{(\theta_1)}, w_{1,2}^{(\theta_1)}\) appear along the terms \(\alpha^3, \alpha^4, \alpha^5\), respectively, and the interference \(I_0^1, I_1^1, I_2^1\) are aligned within a 3 dimensional space. Thus, the user can recover the desired symbol \(w_{2,2}^{(\theta_1)}, w_{1,1}^{(\theta_1)}\) by interpolating \(A^1(\alpha)\) from the \(N = 6\) server answers in round \(s = 1\).

Similarly, the answer polynomial in round \(s = 2\) can be expanded as

\[
A^2(\alpha) = I_0^2 + I_2^2 \alpha + I_3^2 \alpha^2 + w_{3,1}^{(\theta_1)} \alpha^3 + w_{2,1}^{(\theta_1)} \alpha^4 + w_{2,2}^{(\theta_1)} \alpha^6.
\]  

(52)

Desired Terms

Known Interference

Apparently, the answer polynomial \(A^2(\alpha)\) occupies a 7 dimensional space. The user cannot recover \(A^2(\alpha)\) since it just receives \(N = 6\) dimensional answers. However, the symbol \(w_{2,2}^{(\theta_1)}\) has been recovered and thus the user can eliminate the interference from the symbol \(w_{2,2}^{(\theta_1)}\) in the answers, and then decodes the desired symbols \(w_{3,1}^{(\theta_1)}, w_{3,2}^{(\theta_1)}, w_{3,3}^{(\theta_1)}\). That is, the user must decode desired symbols serially in the order of rounds.

### C. Illustrative Example for U-B-MDS-XTSPIR

In this subsection, we describe the U-B-MDS-XTSPIR scheme \([19]\) by presenting the coded structure of its storage polynomials, query polynomials and intermediate polynomials. U-B-MDS-XTSPIR includes U-B-MDS-XTSPIR as a special case by setting \(M = 1\) and eliminating server privacy, and thus we choose \(N = 8\), where the queries consist of \(S = K = 2\) rounds for retrieving the \(\theta_1\)-th file.

Similar to \([27]\), the file \(W(f_1)\) for any \(f_1 \in [F_1]\) is

\[
W(f_1) = \begin{bmatrix}
 w_{1,1}^{(f_1)} & w_{1,2}^{(f_1)} \\
 w_{2,1}^{(f_1)} & w_{2,2}^{(f_1)} \\
 w_{3,1}^{(f_1)} & w_{3,2}^{(f_1)}
\end{bmatrix}.
\]  

(53)

Notably, when \(X\)-secure constraint is considered, it is not an efficient solution to directly extend the U-B-MDS-TPIR scheme in Section \([15,18]\) to retrieve the desired file \(W(\theta_1)\) \([53]\). This is because, the RS coded storage polynomial \([48]\) in U-B-MDS-XTSPIR scheme employs the identical structure \((1, \alpha, \alpha^2, \ldots)\) to encode each raw data of all files, which forces the user to retrieve all the coefficients of the (secure) storage polynomials \(\varphi_i^{(\theta_1)}(\alpha), i \in [3]\) for recovering the desired file, see \([51]\) and \([52]\). Under \(X = 2\)-secure constraint, following the RS coded storage structure of U-B-MDS-TPIR scheme, the secret-shared storage polynomial \(\varphi_i^{(\theta_1)}(\alpha)\) is given by

\[
\varphi_i^{(\theta_1)}(\alpha) = w_{i,1}^{(\theta_1)} + w_{i,2}^{(\theta_1)} \alpha + z_{i,3}^{(\theta_1)} \alpha^2 + z_{i,4}^{(\theta_1)} \alpha^3.
\]
To retrieve the desired file, U-B-MDS-TPIR scheme will decode some redundant noises $z_{i,3}, z_{i,4}$, which results in low retrieval rate.

To solve this problem, the idea of CSA is introduced, which employs distinct MDS coded storage structure for all data rows of each file, but the identical structure for the same data row of all the files, where the goal of the former is to distinguish all the symbols of each file and the latter is to create interference alignment opportunities over all the files.

Based on this idea, the MDS coded secret-shared storage polynomial $\varphi_i^{(f_1)}(\alpha)$ for any $f_1 \in [F_1]$ and $i \in [3]$ is given by

$$\varphi_i^{(f_1)}(\alpha) = w_{i,1}^{(f_1)} + w_{i,2}^{(f_1)}(f_1 - \alpha) + z_{i,3}^{(f_1)}(f_1 - \alpha)^2 + z_{i,4}^{(f_1)}(f_1 - \alpha)^3,$$

where $f_1, f_2, f_3 \in F_2$ are distinct from $\alpha_1, \ldots, \alpha_N$. The MDS coded secret-shared query polynomials in rounds $s = 1, 2$ are

$$Q_i^{(1,1,1)}(f_1) = z_{i,1}^{(f_1,1,1)}(f_1 - \alpha) + z_{i,2}^{(f_1,1,1)}(f_1 - \alpha)^2 + \begin{cases} 1, & \text{if } f_1 = \theta_1 \\ 0, & \text{otherwise} \end{cases}.$$

The intermediate polynomial $\phi_i^s(\alpha)$ is given by

$$\phi_i^s(\alpha) = \frac{1}{(f_1 - \alpha)^s}, \quad \forall i \in [3].$$

The interference alignment rule of CSA idea can be checked by extending the answer polynomial $A^s(\alpha)$ [46]. In round $s = 1$,

$$A^1(\alpha) = \sum_{f_1 \in [F_1]} \sum_{i \in [3]} \phi_i^1(\alpha) \cdot Q_i^{(f_1,1,1)}(\alpha) \cdot \varphi_i^{(f_1)}(\alpha) = \frac{1}{f_1 - \alpha} w_{1,1}^{(\theta_1)} + \frac{1}{f_2 - \alpha} w_{2,1}^{(\theta_1)} + \frac{1}{f_3 - \alpha} w_{3,1}^{(\theta_1)} + I_0^1 + I_1^1 \alpha + I_2^1 \alpha^2 + I_3^1 \alpha^3 + I_4^1 \alpha^4.$$

In essence, in the MB-XTSPIR scheme [24], the coded structure of storage polynomials, query polynomials and intermediate polynomials are similar to the ones in round $s = 1$ of U-B-MDS-XTSPIR scheme. Specifically, the secret-shared storage polynomial $\varphi_i^{(f_1,f_2)}(\alpha)$ for every $f_1 \in [F_1]$, $f_2 \in [F_2]$ and $i \in [3]$ is constructed similar to [54], given by

$$\varphi_i^{(f_1,f_2)}(\alpha) = w_{i,1}^{(f_1,f_2)} + z_{i,2}^{(f_1,f_2)}(f_1 - \alpha) + z_{i,3}^{(f_1,f_2)}(f_1 - \alpha)^2.$$

The shared query polynomial for each user $m = 1, 2$ follows the similar structure to [55], given by

$$Q_i^{(f_m,m,1)}(\alpha) = z_{i,1}^{(f_m,m,1)}(f_1 - \alpha) + z_{i,2}^{(f_m,m,1)}(f_1 - \alpha)^2 + \begin{cases} 1, & \text{if } f_m = \theta_m \\ 0, & \text{otherwise} \end{cases}.$$

The intermediate polynomial $\phi_i^1(\alpha)$ is the same as [57], i.e.,

$$\phi_i^1(\alpha) = \frac{1}{f_1 - \alpha}, \quad \forall i \in [3].$$

Then, similar to [58], the answer polynomial $A^1(\alpha)$ [46] has

$$A^1(\alpha) = \sum_{f_1 \in [F_1]} \sum_{f_2 \in [F_2]} \sum_{i \in [3]} \phi_i^1(\alpha) \cdot Q_i^{(f_1,f_2,1)}(\alpha) \cdot \varphi_i^{(f_1,f_2)}(\alpha) = \frac{1}{f_1 - \alpha} w_{1,1}^{(\theta_1,\theta_2)} + \frac{1}{f_2 - \alpha} w_{2,1}^{(\theta_1,\theta_2)} + \frac{1}{f_3 - \alpha} w_{3,1}^{(\theta_1,\theta_2)} + I_0 + I_1 \alpha + I_2 \alpha^2 + I_3 \alpha^3 + I_4 \alpha^4 + I_5 \alpha^5.$$
E. Illustrative Example for MB-MDS-XTSPIR

In this subsection, we consider the setting of MB-XTSPIR with MDS coded storage (MB-MDS-XTSPIR). Similar to Section [V-D], we try to generalize the U-B-MDS-XTSPIR scheme in Section [V-C] to the setting of MB-MDS-XTSPIR. We will set \( M = 2 \), and thus choose \( N = 10 \), where the scheme consists of \( S = K = 2 \) rounds.

Each file \( W(f_1,f_2) \) for any \( f_1 \in [F_1], f_2 \in [F_2] \) is the form of

\[
W(f_1,f_2) = \begin{bmatrix}
  u_{1,1}^{(f_1,f_2)} & u_{1,2}^{(f_1,f_2)} \\
  u_{2,1}^{(f_1,f_2)} & u_{2,2}^{(f_1,f_2)} \\
  f_1 & f_2
\end{bmatrix}.
\]

(62)

Similar to (54), for every \( f_1 \in [F_1], f_2 \in [F_2] \), and \( i \in [3] \), the secret-shared storage polynomial \( \varphi_i^{(f_1,f_2)}(\alpha) \) is given by

\[
\varphi_i^{(f_1,f_2)}(\alpha) = w_i^{(f_1,f_2)} + w_i^{(f_1,f_2)}(f_1 - \alpha) + (f_1^{(f_1,f_2)}(f_1 - \alpha))^3. \]

(63)

Similar to (55) and (56), the secret-shared query polynomials of user \( m \) in rounds \( s = 1, 2 \) are given by

\[
Q_i^{(f_m),m,1}(\alpha) = z_i^{(f_m),m,1}(f_1 - \alpha) + z_i^{(f_m),m,1}(f_2 - \alpha)^2 + \begin{cases} 1, & \text{if } f_m = \theta_m \\ 0, & \text{otherwise} \end{cases}
\]

(64)

and

\[
Q_i^{(f_m),m,2}(\alpha) = z_i^{(f_m),m,2}(f_1 - \alpha)^2 + z_i^{(f_m),m,2}(f_2 - \alpha)^3 + \begin{cases} 1, & \text{if } f_m = \theta_m \\ 0, & \text{otherwise} \end{cases}
\]

(65)

By (57), the intermediate polynomial \( \phi_i^{s}(\alpha) \) is given by

\[
\phi_i^{s}(\alpha) = \frac{1}{(f_1 - \alpha)^s}, \quad \forall i \in [3].
\]

(66)

Similar to (58) and (61), in round \( s = 1 \), each user can decode the desired symbols \( w_{1,1}^{(f_1,f_2)}, w_{2,1}^{(f_1,f_2)}, w_{3,1}^{(f_1,f_2)} \). However, during round \( s = 2 \), each user cannot recover the answer polynomial \( A^2(\alpha) \) from the received answers, which can be checked by expanding \( A^2(\alpha) \) as

\[
A^2(\alpha) = \sum_{f_1 \in [F_1], f_2 \in [F_2]} \sum_{i \in [3]} \phi_i^{s}(\alpha)
\]

\[
= \frac{1}{(f_1 - \alpha)^2} w_{1,1}^{(f_1,f_2)} + \frac{1}{(f_2 - \alpha)^2} w_{2,1}^{(f_1,f_2)} + \frac{1}{(f_1 - \alpha)^2} w_{3,1}^{(f_1,f_2)} + \frac{1}{(f_2 - \alpha)^2} w_{1,2}^{(f_1,f_2)} + \frac{1}{(f_1 - \alpha)^2} w_{2,2}^{(f_1,f_2)} + \frac{1}{(f_2 - \alpha)^2} w_{3,2}^{(f_1,f_2)} + \frac{1}{(f_1 - \alpha)^2} w_{1,3}^{(f_1,f_2)} + \frac{1}{(f_2 - \alpha)^2} w_{2,3}^{(f_1,f_2)} + \frac{1}{(f_1 - \alpha)^2} w_{3,3}^{(f_1,f_2)}.
\]

Notably, each user only has an \( N = 10 \) dimensional answers. However, even if the user eliminates the interference from the previously retrieved symbols \( w_{1,1}^{(f_1,f_2)}, w_{2,1}^{(f_1,f_2)}, w_{3,1}^{(f_1,f_2)} \), and the remaining terms in \( A^2(\alpha) \) occupy a 11 dimensional space, which exceeds the dimensions of answers and means that the user cannot decode the symbols \( w_{1,2}^{(f_1,f_2)}, w_{2,2}^{(f_1,f_2)}, w_{3,2}^{(f_1,f_2)} \) from the answers. The reasons are explained as follows.

Among the 10 dimensional answer space, there are \( P = 3 \) dimensions that are used to retrieve the desired symbols, and all the interference should be aligned within the remaining 7 dimensional space. However, during round \( s = 2 \), the scheme creates the query polynomial \( Q_i^{(f_m),m,2}(\alpha) \) of degree 3 for each user \( m = 1, 2 \), the intermediate polynomial \( \phi_i^{s}(\alpha) = \frac{1}{(f_1 - \alpha)^2} \) and the storage polynomial \( \varphi_i^{(f_1,f_2)}(\alpha) \) of degree 3, such that the interference are aligned within a \( \text{deg}(Q_i^{(f_1),1,2}(\alpha) \cdot Q_i^{(f_2),2,2}(\alpha) \cdot \phi_i^{(f_1,f_2)}(\alpha)) + 1 = 8 \) dimensional space.

To solve the problem, during each round \( s = 1, 2 \), we design a Lagrange storage polynomial \( \varphi_i^{(f_1,f_2)}(\alpha) \) of degree 3 such that

\[
\varphi_i^{(f_1,f_2)}(\beta_{1,i}) = u_i^{(f_1,f_2)}(\beta_{1,i}), \quad \varphi_i^{(f_1,f_2)}(\beta_{1,2}) = u_i^{(f_1,f_2)}(\beta_{1,2}), \quad (67)
\]

\[
\varphi_i^{(f_1,f_2)}(\beta_{1,3}) = z_i^{(f_1,f_2)}, \quad \varphi_i^{(f_1,f_2)}(\beta_{1,4}) = z_i^{(f_1,f_2)}, \quad (68)
\]

a private Lagrange polynomial \( Q_i^{(f_m),m,s}(\alpha) \) of degree 2 for each user \( m = 1, 2 \) such that

\[
Q_i^{(f_m),m,s}(\alpha_1) = z_i^{(f_m),m,s}, \quad (70)
\]

\[
Q_i^{(f_m),m,s}(\alpha_2) = z_i^{(f_m),m,s}, \quad (71)
\]

and the intermediate polynomials \( \phi_i^{s}(\alpha) \) of degree 2 such that

\[
\phi_i^{s}(\beta_{1,1}) = 1, \quad \phi_i^{s}(\beta_{2,1}) = 0, \quad \phi_i^{s}(\beta_{3,1}) = 0, \quad (72)
\]

\[
\phi_i^{s}(\beta_{1,2}) = 0, \quad \phi_i^{s}(\beta_{2,2}) = 1, \quad \phi_i^{s}(\beta_{3,2}) = 0, \quad (73)
\]

\[
\phi_i^{s}(\beta_{1,3}) = 0, \quad \phi_i^{s}(\beta_{2,3}) = 0, \quad \phi_i^{s}(\beta_{3,3}) = 1. \quad (74)
\]

In each round \( s = 1, 2 \), such coded structure based on Lagrange polynomials align \( P = 3 \) desired symbols and the interference within a \( \text{deg}(Q_i^{(f_1),1,2}(\alpha) \cdot Q_i^{(f_2),2,2}(\alpha) \cdot \phi_i^{s}(\alpha)) + 1 = 10 \) dimensional space, which exactly matches the \( N = 10 \) dimensional answer space, i.e., the desired terms occupy 3 dimensions and the interference are aligned within the remaining 7 dimensions.

Then each user can recover the answer polynomial

\[
A^2(\alpha) = \sum_{f_1 \in [F_1], f_2 \in [F_2]} \sum_{i \in [3]} \phi_i^{s}(\alpha) \cdot Q_i^{(f_1),1,1}(\alpha) \cdot Q_i^{(f_2),2,2}(\alpha) \cdot \varphi_i^{(f_1,f_2)}(\alpha).
\]

Finally, by (67)-(74), each user can evaluate \( A^2(\alpha) \) at \( \alpha = \beta_{1,s}, \beta_{2,s}, \beta_{3,s} \) and obtains \( w_{1,1}^{(f_1,f_2)}, w_{2,1}^{(f_1,f_2)}, w_{3,1}^{(f_1,f_2)} \).

To conclude, the current structure of coded storage and queries (typically, RS coded structure in [16], [37] and Cauchy-Vandermonde structure of CSA codes [18], [19], [24]) are not directly generalized to the general setting of U-B-MDS-MB-XTSPIR considered in this paper. To efficiently retrieve the desired file for U-B-MDS-MB-XTSPIR problem, we create a new form of interference alignment to PIR, based on the structure of Lagrange interpolation polynomials.

Remark 6. Apparently, in our scheme based on Lagrange polynomials, the user can parallel decode desired symbols from the answers in rounds \( s = 1, 2 \), which improves the efficiency of retrieving desired file, compared to serial decoding in the order of rounds [37], [19] by Remarks 4 and 5.
Remark 7. Lagrange coded computing (LCC) is initially introduced in [52] for evaluating a multivariate polynomial over a batch of dataset, and then was generalized to solve the problems of private polynomial computing [26] and distributed (secure) matrix multiplication [53], [15], [54], [62].

In Private Polynomial Computing (PPC), the user wishes to privately compute a polynomial function evaluations over the files. The PPC scheme in [26] first resorts to the U-B-MDS-TPIR scheme in [37] to retrieve all the coefficients of some composite polynomials, and finally evaluates the composite polynomials to obtain the desired evaluations. Actually, the scheme in [26] can be viewed as a direct generalization of U-B-MDS-TPIR scheme in [37].

In distributed (secure) matrix multiplication, the user wishes to compute the multiplication task \( AB \) of two massive matrices \( A \) and \( B \). The schemes based on LCC [53], [15], [54], [62] first convert the multiplication task to the problem of (securely) computing the pairwise products \( (A_1 B_1, \ldots, A_L B_L) \) of two batch of matrices \( A_1, \ldots, A_L \) and \( B_1, \ldots, B_L \) for some integer \( L \), where \( A_1, \ldots, A_L \) and \( B_1, \ldots, B_L \) are the coded sub-matrices of \( A \) and \( B \), respectively. Then, in encoding phase, the user creates two secret-shared Lagrange polynomials \( \tilde{A}(\alpha), \tilde{B}(\alpha) \) to encode the two batch of matrices, respectively, such that

\[
\tilde{A}(\beta_\ell) = \begin{cases} A_\ell, & \text{if } \ell \in [L] \\ Z_\ell^A, & \text{if } \ell \in [L+1 : L+X] \end{cases} \quad (75)
\]

and

\[
\tilde{B}(\beta_\ell) = \begin{cases} B_\ell, & \text{if } \ell \in [L] \\ Z_\ell^B, & \text{if } \ell \in [L+1 : L+X] \end{cases} \quad (76)
\]

where \( Z_\ell^A, Z_\ell^B \) are random noises. In decoding phase, the user first recovers the product polynomial \( \tilde{A}(\alpha) \tilde{B}(\alpha) \) and then evaluates it at \( \alpha = \beta_1, \ldots, \beta_L \) to obtain the pairwise products \( (A_1 B_1, \ldots, A_L B_L) \).

In fact, our MB-MDS-XTSPIR scheme first employs the encoding idea (75)-(76) of LCC to create the secret-shared storage polynomials [67]-(68). Then by following decoding idea of LCC, we further employ Lagrange polynomials to create secret-shared query polynomials (69)-(71) and intermediate polynomials (72)-(74), such that the user can interpolate some polynomials from server answers and then evaluates it to obtain desired symbols. How to employ the structure inspired by Lagrange polynomials to create secret-shared queries under decoding constraint is the difficulty and our key innovation of applying the ideas of Lagrange coded computing to PIR problems.

V. CONCLUSION

In this paper, the problem of U-B-MDS-MB-XTSPIR was focused. By constructing an U-B-MDS-MB-XTSPIR scheme based on Lagrange encoding, we showed that the retrieval rate \( 1 - \frac{K + X + T_1 + \ldots + T_M + 2B - 1}{N - U} \) with secrecy rate \( \frac{K + X + T_1 + \ldots + T_M + 2B - 1}{N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)} \) and finite field size \( q \geq N + \max\{K, N - (K + X + T_1 + \ldots + T_M + 2B + U - 1)\} \) is achievable for any number of files.

U-B-MDS-MB-XTSPIR generalizes the current optimal schemes as special cases of U-B-MDS-MB-XTSPIR including SPIR [30], MDS-SPiR [42], TSPiR [45], MDS-TSPIR [44], and MB-XTSPIR [24]. Further, when server privacy is not considered, the U-B-MDS-MB-XTSPIR scheme automatically yields the asymptotically optimal schemes for various special PIR cases [29], [3], [16], [37], [19] as the number of files approaches infinity. Thus, we conjecture that the general U-B-MDS-MB-XTSPIR scheme is also (asymptotically) optimal. Naturally, this raises two promising open problems. One is to prove the optimality of the retrieval rate of the proposed solution, and the other is to characterize the minimal amount of randomness stored at servers for ensuring blind privacy and server privacy, which are valuable research directions for future work.

APPENDIX

PROOF OF PRIVACIES

In this appendix, we prove the privacies of the proposed U-B-MDS-MB-XTSPIR scheme.

Lemma 5. The proposed scheme in Section III-E is robust against X-secure data storage, user privacy, blind privacy and server privacy.

Proof: It is sufficient to prove that the scheme satisfies the constraints (4), (5), and (6).

User Privacy: For any given \( m \in [M] \), let \( \mathcal{T} = \{n_1, \ldots, n_{T_m}\} \subseteq [N] \) be any \( T_m \) of the \( N \) server indices. By (32) and (33), the query elements \( Q_{j,m,s}^{(f_m,m,s)}(\alpha_{n_1}), \ldots, Q_{j,m,s}^{(f_m,m,s)}(\alpha_{n_{T_m}}) \) sent to the servers \( \mathcal{T} \) are protected by \( T_m \) independent and uniform random noises for any \( f_m \in [F_m], j \in [N] \) and \( s \in [S] \), as shown below.

\[
\begin{pmatrix}
Q_{j,m,s}^{(f_m,m,s)}(\alpha_{n_1}) \\
\vdots \\
Q_{j,m,s}^{(f_m,m,s)}(\alpha_{n_{T_m}})
\end{pmatrix}
\approx
\begin{pmatrix}
\mathcal{G}_j^{(f_m,m,s)}(\alpha_{n_1}) \\
\vdots \\
\mathcal{G}_j^{(f_m,m,s)}(\alpha_{n_{T_m}})
\end{pmatrix},
\]

where

\[
C_{j,m,s}^{(f_m,m,s)}(\alpha) = \prod_{v \in [T_m]} \frac{\alpha - \alpha_{v}}{\alpha_{\ell} - \alpha_{v}}, \quad \text{if } f_m = \theta_m
\]

and

\[
h_{\ell}(\alpha) = \frac{\alpha - \beta_{j,s}}{\alpha_{\ell} - \beta_{j,s}}, \quad \prod_{v \in [T_m]} \frac{\alpha - \alpha_{v}}{\alpha_{\ell} - \alpha_{v}}, \quad \forall \ell \in [T_m].
\]

Note from P2-P4 that \( \alpha_1, \ldots, \alpha_N, \beta_{j,s} \) are \( N+1 \) distinct elements for any \( j \in [N] \) and \( s \in [S] \). Therefore, \( G_j^{(f_m,m,s)} \) is
invertible over \( \mathbb{F}_q \) by Lemma 3. Denote its inverse matrix by \((G_j^*)^{-1}\). Then, given any \( f_m \in [F_m], j \in [\lambda] \) and \( s \in [S] \),

\[
I(\{Q_j^{f,m,s}(\alpha_n)\}_{n \in \mathcal{T}}; \theta_m)
= I(c_j^{f,m,s}, \theta_m + G_j^* z_j^{f,m,s}; \theta_m)
= I(\{G_j^*\}^{-1} c_j^{f,m,s} + z_j^{f,m,s}; \theta_m)
= H(\{G_j^*\}^{-1} c_j^{f,m,s} + z_j^{f,m,s}, \theta_m)
- H(\{G_j^*\}^{-1} c_j^{f,m,s}, \theta_m)
= H(\{G_j^*\}^{-1} c_j^{f,m,s} + z_j^{f,m,s}, \theta_m)
- H(z_j^{f,m,s}, \theta_m)
= 0,
\]

where (a) holds because \((G_j^*)^{-1} c_j^{f,m,s}\) is constant by (77) when \( \theta_m \) is given, and \( z_j^{f,m,s} \) is generated independently of \( \theta_m \), i.e., \( H(\{G_j^*\}^{-1} c_j^{f,m,s} + z_j^{f,m,s}; \theta_m) = H(z_j^{f,m,s}; \theta_m) \), and (b) follows from the fact that the elements \( z_j^{f,m,s}, \ldots, z_j^{f,m,s} \) in \( z_j^{f,m,s} \) are i.i.d. uniformly over \( \mathbb{F}_q \) and independent of \((G_j^*)^{-1} c_j^{f,m,s}\), thus \((G_j^*)^{-1} c_j^{f,m,s} + z_j^{f,m,s} \) and \( z_j^{f,m,s} \) are identically and uniformly distributed over \( \mathbb{F}_q \).

Then, for any \( m \in [M] \),

\[
I(Q_j^{f,m,s}; \theta_m)
= I(\{Q_j^{f,m,s}(\alpha_n)\}_{n \in \mathcal{T}}; \theta_m)
= \sum_{s \in [S]} \sum_{f_m \in [F_m]} I(\{Q_j^{f,m,s}(\alpha_n)\}_{n \in \mathcal{T}}; \theta_m)
= 0,
\]

where (a) is due to (49) and (53); (b) follows from (32) and the fact that the random noises \( z_j^{f,m,s}, \ldots, z_j^{f,m,s} \) are used for protecting the queries \( \{Q_j^{f,m,s}(\alpha_n)\}_{n \in \mathcal{T}} \) independently and uniformly generated from \( \mathbb{F}_q \) across all \( j \in [\lambda], f_m \in [F_m] \) and \( s \in [S] \). User-privacy follows by (5).

X-Security: Similar to user privacy, it is straight to prove X-security (2) by Lemmas 1 and 3.

Blind Privacy and Server Privacy: From (30), the private randomness at user \( m \) is

\[
Z_m = \{Z_m^s\}_{s \in [S]}, \quad \forall m \in [M].
\]

Moreover, for convenience, let \( A^*(\alpha) \) be the first term of the answer polynomial \( A^*(\alpha) \) in (41), i.e.,

\[
A^*(\alpha) = \sum_{f_1 \in [F_1], \ldots, f_M \in [F_M]} \sum_{s \in [S]} \phi_s^*(\alpha) \cdot \prod_{m \in [M]} Q_j^{f,m,s}(\alpha) \cdot \varphi_j^{f_1,f_M}(\alpha). \tag{78}
\]

Then, for any \( B \subseteq [N], \mathcal{U} \subseteq [N], |B| \leq B, |\mathcal{U}| \leq U, B \cap \mathcal{U} = \emptyset \) where \( s \in [S] \), we have

\[
0 \leq I(A_{N \setminus U}, \theta_m, Z_m; W, \{\theta_m\}_{m \in [M] \setminus \{m\}} | W(\theta_1, \ldots, \theta_M))
= I(\{A_{N \setminus U}\}_{s \in [S]}, \theta_m, Z_m; W, \{\theta_m\}_{m \in [M] \setminus \{m\}} | W(\theta_1, \ldots, \theta_M))
\]
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