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Online learning is an important way for college students to learn English independently. The evaluation information provided by the previous online teaching platform is more summative evaluation, which cannot make students have a more intuitive and comprehensive understanding of their English learning status and lack of personalized guiding suggestions. Therefore, this paper combines data mining technology with machine learning to build an English diagnostic exercise model that can analyze students’ learning status, the correlation between knowledge points and question types, and predict English achievement, so as to provide students with more comprehensive analysis data information. The experimental results show that the evaluation model of college English diagnostic practice based on machine learning has the classification results of learning state with finer granularity, effectively analyzes the association rules of knowledge points and question types, and has high prediction performance. It can help students fully understand their English learning status, provide students with personalized analysis data and effective guiding suggestions, and enhance students’ English application ability, improving CET-4.

1. Introduction

Since the reform and opening up, China has made quite gratifying achievements in English teaching. However, there are still some problems and deficiencies in our teaching mode and teaching methods. China does not pay enough attention to English teaching, especially the cultivation of English application ability of higher vocational students. There are phenomena such as “unable to understand and speak clearly,” and the students’ English level is very low. The application ability of English in daily communication is seriously insufficient, and the basic function of English as a tool of interpersonal communication cannot be fully played. At present, the English teaching of higher vocational students in China focuses on exam-oriented education. Students spend a lot of time in memorizing words and reciting grammar but have little training in English listening and speaking. For a long time, it has developed into “deaf English” and “dumb English.” English proficiency and application ability is one of the necessary basic conditions for many enterprises to recruit fresh college students. CET-4 and CET-6 are also one of the important examinations that college students need to pass before graduation. The results of CET-4 and CET-6 can largely reflect the English foundation and application ability of college students, as well as the effect and level of college English teaching [1]. College teaching and middle school teaching have different emphases. English teaching and examination pay more attention to the comprehensive application ability after mastering basic knowledge and skills, which is like a mountain in front of the door for students with poor English foundation [2]. English self-study and practice in spare time is particularly important for college students. The rise of online education and learning has opened up a new way of self-study for college students [3]. Compared with traditional college English teaching, online teaching and learning methods have many choices and wide resources. Students can arrange learning time and content according to their actual situation to meet students’ personalized English practice requirements [4]. In addition, online teaching teachers can realize one-to-one or
one to a few students’ teaching and have relatively sufficient time to solve and correct the problems and deviations existing in students’ English learning [5]. E-learning has relatively high requirements for learners. Students need to clarify their learning objectives, fully understand their current learning status, and clearly plan their learning plans and contents [6]. Although many e-learning platforms can provide students with English performance tests, the whole e-learning framework process is different from the traditional teaching mode in essence. In most cases, only the status of obtaining scores, question type answers and the analysis of question gains and losses [7, 8]. Based on this, students can only understand their own gains and losses in a certain type of English questions but cannot master their own deficiencies in knowledge points and English skills and lack of targeted and guiding data information. The application of big data technology and machine learning technology can carry out data mining for the massive information data of online English learning system, enhance the analysis of English learners’ personalized information and question type relevance information, provide English diagnostic evaluation and guiding suggestions, reduce detours in students’ learning process, reduce learning effect deviation, and improve learning efficiency and effect [9].

The innovative contribution of this paper is to establish a diagnostic evaluation model of English in online English learning system by combining data mining, association rules, and random forest model. The model includes student learning state evaluation module, English information correlation analysis module, and English performance prediction module. The corresponding performance experiments, teaching application comparative experiments, and experimental results are analyzed. The evaluation model of college English diagnosis practice based on machine learning has a finer granularity of learning state classification results, effectively analyzes the association rules of knowledge points and problem types, and has high prediction performance. It can help students fully understand their English learning situation, provide students with personalized analysis data and effective guidance and suggestions, improve students’ English application ability, and improve college English level.

2. Development and Research Status of Diagnostic Exercise Evaluation Model

The educational process is a circular process. Both educators and learners need to obtain evaluation information in the teaching process as the evaluation standard for the current teaching and learning effect [10]. Educational evaluation is phased and summative. Suggestions that can help students find and solve problems in the process of students’ learning play the role of phased evaluation, and the evaluation of students’ final achievements and achievements is summative evaluation [11]. There are differences between the two kinds of evaluation for students’ learning guidance. The combination of the two can provide students with systematic evaluation information and help students comprehensively understand their own learning situation. Diagnostic evaluation is to provide students with learning status analysis, learning effect feedback, problem analysis, supervision, and early warning of students’ learning status and assist students in formulating effective learning plans [12, 13].

The development of network education has changed people’s learning methods and ideas. Many learners who are not satisfied with the current situation continue to improve their abilities and expand their knowledge base through network teaching, which also makes the network education platform pay more and more attention to the data information services provided for learners. Diagnostic practice system has become the focus and hotspot of the research of network autonomous learning platform [14]. Some scholars proposed an adaptive learning system based on diagnostic evaluation, hoping that the system can evaluate the learning ability level and learning status of different learners [15]. Based on this, some scholars have carried out system optimization and established a learning system that can recommend exercises according to learners’ current learning state. Learners can more truly show the learning effect through exercises with appropriate difficulty [16, 17]. Some companies have introduced the concept of diagnostic evaluation into teaching to form a new teaching model. Through the application experiment of teaching model, it is found that students are easier to show the advantages and disadvantages of their learning and mastery in this model. Educators provide personalized guidance according to students’ specific conditions and strengthen students’ weak links [18]. Other scholars have studied the computer adaptive test system according to the English learning situation of college students to provide diagnostic evaluation for college students [19]. With the diversified development of college students’ needs for English evaluation, some scholars have studied the English learning system facing mobile devices to break the restrictions of learning conditions and realize personalized learning [20]. Other scholars have proposed that English learning is a gradual process, and leapfrog learning has poor effect on most students. Therefore, they classify English reading according to different difficulty levels and provide reading content with corresponding difficulty according to the specific situation of students [21]. At present, the research on English learning system with diagnostic evaluation function is still in the development stage, and the realization of many functions is not ideal. Personalized data analysis and targeted test paper generation module need to be further improved.

3. Construction of College English Diagnostic Practice Evaluation Model Based on Machine Learning

3.1. Overall Framework of Diagnostic Exercise Model. In the current college English evaluation system, there is often a phenomenon that students are only evaluated by their examination results. The evaluation of English teachers’ teaching mainly focuses on the completion of the syllabus and students’ examination results. This is not conducive to the improvement of students’ comprehensive ability and
teachers’ innovative teaching methods. In view of this phenomenon, we should build a diversified diagnostic system of college English, which is of great significance for reforming this unscientific and unfair teaching method. CET-4 and CET-6 are examinations to evaluate college students’ English ability from many aspects, paying attention to students’ basic English and comprehensive application ability [22]. However, different students have individual differences in learning ability, understanding ability, reading ability, and application ability; that is, each college student has different problems in English learning status, mastery level of knowledge points, exercise practice status, and so on. Therefore, the evaluation model of college English diagnostic practice should provide targeted, effective, and diversified English practice modes and guidance according to the actual situation of college students. However, the early diagnostic evaluation system still maintains the traditional teaching evaluation mode and ignores the actual state of college students, students can obtain less learning evaluation information and single guidance suggestions, and the direction of learning improvement is not clear [23]. Therefore, this paper introduces the evaluation factors of students’ learning status into the model to help students understand their actual situation on the basis of evaluating the current learning ability of college students. The model also analyzes the correlation between English knowledge points and question type barriers of students’ scores in college English tests. According to students’ practice data and feedback data information, focus on adjusting students’ English learning arrangements, and pay attention to students’ personalized factors. In addition, predict and compare the students’ performance, dynamically show the changes of students’ state, analyze the negative factors, and achieve the purpose of supervision and early warning. Figure 1 shows the block diagram of college English diagnostic practice evaluation model based on machine learning.

As can be seen from the above figure, the workflow of the model mainly includes four stages. The first stage is to extract, process, analyze, and calculate the data related to college students’ English tests and exercises. The second stage takes students as the core of data information analysis, makes a relatively fair and overall learning state judgment from the test score and students’ learning stability, and sends early warning information to students with poor stability and slow overall learning process. In the third stage, analyze the knowledge points and question types of students’ possible problems through data correlation and relevant algorithms, effectively find the shortcomings of students, and practice and improve their corresponding abilities. The fourth stage is to predict the score of CET-4 and CET-6 according to the existing student test and practice data. Based on this, students can comprehensively and intuitively understand their current mastery of CET-4 and CET-6.

3.2. Student Learning State Evaluation Module. Generally, the S-P table analysis method will be selected to evaluate students’ learning status. The two-dimensional indicators for analyzing students’ learning status are the scores of English knowledge points and question types and the classification status evaluation of students’ attention coefficient. Let the probability that the $n$ student gets a score be $m$ and
write \( y_{nm} \), and the calculation of attention coefficient is as shown in

\[
CS_n = 1 - \frac{\sum_{m=1}^{a} (y_{nm}) (y_{m}) - (y_{n}) (\eta)}{\sum_{m=1}^{a} y_{m} - (y_{n}) (\eta)},
\]

where the total score obtained by students is \( y_{n} \), the number of correct answers to knowledge points is \( y_{m} \), the average value of correct answers is \( \eta \), and the attention coefficient is \( CS_n \).

The mastery status of knowledge points and question types is calculated according to

\[
S_{\text{master}} = \frac{N_k}{N_t},
\]

where students’ mastery status is recorded as \( S_{\text{master}} \), \( N_k \) represents the number of knowledge point question types whose score rate is higher than the average, and \( N_t \) represents all knowledge point question types.

There are three evaluation results of S-P table analysis method, but such evaluation granularity is relatively large. In practical application, the classification of students’ status is a little rough and inaccurate. Therefore, this paper refines the classification of students’ learning state on its basis, as shown in Figure 2. The scoring results of refined learning state are divided into five types, each of which is divided into two cases. The first category of the level is when the students’ learning state and attention coefficient remain stable at the current level. The second category is when the students’ learning state is unstable, but the attention coefficient remains at the current level. In this way, students’ learning state can be divided into ten levels to increase the accuracy and personalized effect of evaluation.

The model stores the information of students’ knowledge points and question type scores as matrix data and processes the data into a data form that can be used by the evaluation algorithm. Set the threshold value as the average score rate of knowledge points and question types. The data not less than this value is 1; otherwise, it is 0. Judge according to formula (3),

\[
\text{Line}(x_{nm}) = \begin{cases} 
0, & x < \frac{\sum_{m=1}^{a} y_{nm}}{a} \\
1, & x \geq \frac{\sum_{m=1}^{a} y_{nm}}{a}.
\end{cases}
\]

3.3. Knowledge Point Type Relevance Analysis Module. CET-4 and CET-6 test the comprehensive application of students’ English knowledge and ability. There is correlation between English words, sentences, grammar, and other knowledge points, as well as between the test questions, which cannot be analyzed according to the independent situation. Therefore, this paper integrates data mining technology and association analysis technology into the analysis module for association analysis. Firstly, the massive original data is processed into effective analysis data; that is, the data due to invalid operation, lack of information, and abnormal errors are excluded, and the repetitive English practice results are screened out. The difficulty of English exercises in the model is different. The average score rate of a certain question type is taken as the judgment standard; that is, the
students’ scores are divided into two types according to the standard, as shown in

\[ r_{correct(nm)} = \begin{cases} F, & \text{if } r_{correct(nm)} < r_{correct(nm)^*} \\ T, & \text{if } r_{correct(nm)} \geq r_{correct(nm)^*} \end{cases} \] (4)

where the probability of students’ question type score is recorded as \( r_{correct(nm)} \) and its average value is expressed as \( r_{correct(nm)^*} \).

The form and content of CET-4 and CET-6 in colleges and universities are not invariable. It is adjusted according to the actual needs and the overall quality of modern college students. Figure 3 shows the comparison of the number of learners of each English test type before the update of the English test type. The number in the figure shows that before the adjustment of the test type, some students were relatively weak in information matching and short news practice. The real English questions before adjustment are still of great help to students’ practice. Therefore, it is necessary to deal with the English question type data in layers and analyze the data relevance, respectively.

There are two rule evaluation indicators for data association analysis. One is support, as described in

\[ S(X \rightarrow Y) = \frac{P(X \cup Y)}{P(I)}. \] (5)

Another confidence is shown in

\[ C(X \rightarrow Y) = P(Y|X) = \frac{P(X \cup Y)}{P(X)}. \] (6)

3.4. Students’ English Score Prediction Module of CET-4 and CET-6. Hidden data may lead to the deviation of mining results, so data cleaning is particularly important. After the completion of data cleaning, a series of processes such as data integration, transformation, and specification are carried out at the same time. This process is data preprocessing. Statistically speaking, the hidden data may produce biased estimates, so that the sample data cannot well represent the population, and most of the data in the implementation contain missing values, so how to deal with missing values is very important. The processing includes two steps, namely, the identification of hidden data and the processing of hidden values. Commonly used methods include deletion method, replacement method, and interpolation method. After the preprocessing of the original data, the module needs to further mine the hidden features between the data, that is, the score of students’ English questions and their gender. Students of different genders have different thinking performance, which has a great impact on their grades. The scoring rate is calculated as shown in

\[ r_{score} = \frac{N_r}{N_t}. \] (7)

The number of correct questions answered by students is \( N_r \).

The prediction model of this paper selects the random forest model and combines it with multiple linear regression model to optimize the performance. Decision tree is the basic unit of random forest model. Its construction process includes decision tree generation and pruning. The information gain rate of decision tree is the factor...
to be considered when selecting attribute division, and its formula is shown in

\[
r_{\text{Gain}}(A) = \frac{\text{Gain}(A)}{S(A)},
\]

where the information gain is represented by \( \text{Gain}(A) \) and the split information value is represented by \( S(A) \), as shown in

\[
\text{Gain}(A) = S_{\text{Info}}(D) - S_{\text{Info}(A)}(D),
\]

\[
S_{\text{f}}(D) = -\sum_{m=1}^{U} \left( \frac{|D_m|}{|D|} \right) \log_2 \left( \frac{|D_m|}{|D|} \right).
\]

Random forest model adds the algorithm of random selection of attributes to the training of unit decision tree and completes the construction of unit decision tree with bagging integration. It shows the advantages of relatively easy implementation conditions and strong performance in practical application. The best classification index of random forest is selected according to the principle of Gini coefficient. The calculation formula is shown in

\[
\text{Gini}(t_n) = 1 - \sum_{m=1}^{2} \left[ P(Y_m|t_n) \right]^2,
\]

where the probability of dividing node \( t_n \) is expressed as \( P(Y_m|t_n) \).

Bagging algorithm is derived from autonomous sampling method, which is used to enhance the generalization ability of unit decision tree and improve the prediction accuracy of random forest model. The random forest model completes the prediction and estimation through out of bag data, and its accuracy prediction is shown in

\[
Q_m(x, y) = \frac{\sum_{n=1}^{\text{ntree}} I(h_n(x) = y, (x, y) \in O_n(x))}{\sum_{n=1}^{\text{ntree}} I(h_n(x), (x, y) \in O_n(x))},
\]

where the denominator represents the number of unselected samples and the numerator represents the number of correctly divided unselected samples.

The prediction results are shown in

\[
Y_f = \arg \max_y \delta(h(x, \theta_f) = y),
\]

where ntree is the number of decision trees and \( \delta(\bullet) \) is the indicative function.

The model generalization error formula and interval function are shown in

\[
\text{PE}^* = P_{xy}(mg(x, y) < 0),
\]

and the information gain is represented by \( \text{Gain}(A) \), the split information value is represented by \( S(A) \), as shown in

\[
\text{Gain}(A) = S_{\text{Info}}(D) - S_{\text{Info}(A)}(D),
\]

where the probability of dividing node \( t_n \) is expressed as \( P(Y_m|t_n) \).

In the formula, the average value of the correctly predicted sample is recorded as \( \text{av}_m \delta(h_p(x) = y) \), the maximum value is recorded as \( \max_{m \neq y} \delta(h_p(x) = m) \), and the generalization error is represented as \( \text{PE}^* \).

The expression of multiple linear regression equation is shown in

\[
y = a_0 + a_1 x_1 + a_2 x_2 + \cdots + a_p x_p + v.
\]

where \( \delta_{xy} \) is the estimated value.

The difference equation between the estimated value and the actual value of the target variable is shown in

\[
e_n = y_n - \hat{y}_n = y_n - (\hat{a}_0 + \hat{a}_1 x_{1n} + \hat{a}_2 x_{2n} + \cdots + \hat{a}_p x_{pn}).
\]

RMSE and RMSLE are the verification indicators of the prediction module, and their calculation formulas are shown in

\[
\text{RMSE} = \sqrt{\frac{\sum_{n=1}^{N} (x_{\text{obs},n} - x_{\text{mdl},n})^2}{i}},
\]

\[
\text{RMSLE} = \sqrt{\frac{1}{i} \sum_{n=1}^{i} \left( \log(x_{\text{obs},n} + 1) - \log(x_{\text{mdl},n} + 1) \right)^2}.
\]

In the formula, the predicted value represents \( x_{\text{obs},n} \) and the actual value represents \( x_{\text{mdl},n} \).

4. Experimental Results of College English Diagnostic Practice Evaluation Model Based on Machine Learning

There are some differences between machine learning and deep learning. First, the application scenarios are different. The application of machine learning in fingerprint recognition, feature object detection, and other fields has basically met the requirements of commercialization. Deep learning is mainly used in word recognition, face technology, semantic analysis, intelligent monitoring, and other
fields. At present, it is also rapidly deployed in intelligent hardware, education, medical, and other industries. Secondly, the required amount of data machine learning can adapt to a variety of data, especially in scenarios with a small amount of data. If the amount of data increases rapidly, the effect of deep learning will be more prominent, because deep learning algorithms require a lot of data to be perfectly understood. The execution time is different. The execution time refers to the amount of time required by the training algorithm. Generally speaking, deep learning algorithm requires a lot of time to train. This is because the algorithm contains many parameters, so it takes longer time to train them than usual. Relatively speaking, machine learning algorithms take less time to execute.

The application of the evaluation model of college English diagnostic practice based on machine learning was aimed at evaluating students’ current English ability, providing targeted and personalized suggestions for students, and improving their English test scores. Therefore, this paper selects two classes of unified major in a university for a comparative experiment of English performance. Class one is an experimental class; that is, the model of this paper is introduced into English teaching. The second class is the control class, whose English scores before the experiment are similar to those of the experimental class, and both classes are CET-4-nonassessed classes. Before the comparative experiment, the performance of the three modules of the college English diagnostic practice evaluation model based on machine learning is tested to ensure the stability and reliability of the comparative experiment. Take the exercises or homework that students usually do as the training data and the examination organized by the teacher as the verification data, and the final exam we take is called the test data. These three parts of module data are all existing data, in which the training data is only used for training. The goal of students (learning algorithms) is to continuously improve performance on this part of data. The teacher will use verification data to monitor students’ learning and then adjust students’ learning methods. When the teacher thinks that the student can no longer improve, he uses the test data to simulate the unknown data to conduct the final performance test on the student.

As shown in Figure 4, it is the average result of the score rate of English knowledge points and question types of all students participating in the experiment before the experiment. The data results show that the distribution range of the score rate of students participating in the experiment is

**Figure 4: The average score of all students participating in the experiment before the experiment.**
relatively concentrated, mainly between 30% and 59%. If students are classified according to the traditional S-P table analysis method, the results obtained are too concentrated, which is not conducive to the further analysis of students’ learning state. The refined classification table can more refine the classification of students and better show the differences of student groups.

Ten students are randomly selected from the experimental class, and the binary Boolean result of the score rate of level 4 question type is shown in Figure 5. The results showed that before the comparative experiment, most of the ten students did not reach the average value, and even some students scored lower than the average value.

Further analyze the relevance of the judgment data in Figure 5, and analyze the relevance of the question types with high and low scoring rate under the same setting conditions. The analysis results are shown in Figure 6. Two layers are included in T and F analyses, and the minimum reliability is 90%, excluding the data with low probability.

Select the one with the highest confidence and support of association rules in the four analysis layers of T and F, as shown in Figure 7. The support degree of association rules reflects the probability that the front and back association items, i.e., item a and item b exist at the same time, and the confidence degree indicates the possibility that item a also exists within the existence time of item b. It can be seen from this that in T analysis, when the three question types of information matching, rapid reading and reading comprehension all reach the average standard at the same time; the probability is 41.89%. When the first two question types are not less than the average value, the probability of reading comprehension score rate not less than the average value is 96.52%. By further analyzing the relationship between reading comprehension and information matching, the probability that the scores of the two types are not less than the average at the same time is 46.85%. When the score of information matching question type is greater than or equal to the average, the possibility of reading comprehension also reaching this condition is 96.04%. In the F analysis, the first level analyzes the correlation among short passage, long dialogue, and short dialogue listening questions. The probability that the scores of the three questions are lower than the average score standard is 45.97%. When the scores of the first two types of questions are lower than the average standard at the same time, the probability of short dialogue listening comprehension is also lower than the average standard, up to 99.57%. In the second layer, the probability that the scores of reading selection, word filling, and information matching cannot meet the average standard at the same time is 32.89%. When the scores of the first two types do not meet the average standard, the probability that the scores of information matching cannot meet the condition is 97.81%. To sum up, among the CET-4 and CET-6 question types, the question types belonging to the same category have high internal relevance. When students have low accuracy of some question types in the same category, the probability of low accuracy of other question types in this category is very high. In addition, the relevance of the same type of questions is high, which reflects that no matter how the CET-4 and CET-6 question types are updated, students can be familiar with the changes of new questions and enhance their English application ability through the practice of changing the former question types.

![Figure 5: The result of binary Boolean of the score rate of ten students’ CET-4 questions.](image-url)
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Figure 7: The association rule results of question types with the highest confidence and support among all analysis levels.
Figure 8: Comparison results of RMSE and RMSLE evaluation indexes of the three models.

Figure 8 shows the comparison results of RMSE and RMSLE evaluation indicators of the three models. The comparison results show that the prediction module is only established based on random forest model or multiple linear regression model, and there is little difference between the evaluation index results of the two. After the fusion of the two models, the evaluation index values of the model change obviously, which shows that the model in this paper has a great improvement in the two indexes and enhances the prediction accuracy of the model.

According to the above experimental results, the evaluation model of college English diagnostic practice based on machine learning can divide students’ current English learning state in a fine granularity, better realize the correlation analysis between knowledge points and question types, and provide more accurate English performance prediction results for the comparative experiment. In the comparative experiment, the experimental class and the control class will be tested on CET-4 before the experiment, that is, before school and after the experiment, that is, at the end of the semester. In addition to the zero CET-4 test in the experimental class, the college English diagnostic practice evaluation model based on machine learning also predicts the students’ English test scores before the second test. The results are shown in Figure 9. The results in the figure show that before the experiment, the English scores of the two classes are basically the same, and most of them are between 280 and 390, which shows that the application ability of CET-4 of the students in the two classes is weak, and most of them still fail to meet the passing standard. After the experiment, the results of the students in the experimental class have greatly improved the results of the students in the control class, the number of students with low scores has been significantly reduced, and the number of students with up to standard scores is also higher than that in the control class. In addition, there is a close relationship between the actual score of CET-4 in the experimental class and the predicted score of college English diagnostic practice evaluation model based on machine learning, and there is a relatively large error between the actual score and the predicted score of only a few students. This shows that the model can effectively help students analyze the current English learning state, provide effective suggestions and help for students according to the analysis data, enhance students’ weak English application ability, systematically practice English question types, and quickly improve students’ learning efficiency and adaptability to different question types. The results of the prediction model fit the actual results, more intuitively reflect the students’ English learning progress and overall level, promote the students to check and make up the deficiencies, strengthen the students’ self-awareness, and achieve the purpose of improving their English performance.

Figure 10 shows the evaluation results of the experimental class students on the evaluation model of college English diagnostic exercises based on machine learning. The evaluation content includes the students’ satisfaction with model diagnostics, learning state analysis, knowledge point diagnosis, and question type diagnosis, with a full score of five. The evaluation results show that the average performance scores of the model are more than 3.5 points, indicating that most students are satisfied with the application performance of the model, which indirectly reflects that the diagnostic effect of the model can meet the needs of most students and
achieve the purpose of the experiment in practical application.

5. Conclusion

This paper combines data mining, association rules, and random forest model to build an English diagnostic exercise model to analyze students’ English learning status, knowledge mastery, problem type correlation, and English performance prediction. The experimental results show that the evaluation model of college English diagnosis practice based on machine learning can refine the classification of students’ learning status and show the differences of different students’ English learning status. The evaluation index of machine learning based college English diagnostic practice evaluation model performs well and has high accuracy. The results of teaching comparison experiments show that the model can help students understand their English learning as a whole, better plan their learning plans, and improve their learning efficiency. Correlation analysis found that the problem types and knowledge points belonging to the same category have strong correlation, and the gain and loss points have a greater impact. The research provides students with intuitive learning state feedback information through English score prediction close to the actual value and realizes

Figure 9: The application of test scores before and after the experiment in the experimental class and the control class and the student model in the experimental class predict the results of English scores.

Figure 10: The evaluation results of students in the experimental class on the evaluation model of college English diagnostic exercises based on machine learning.
the learning state early warning function. In addition, the evaluation results of the experimental class students on the model show that the model has good application performance, and its diagnostic evaluation can meet the needs of most students’ autonomous learning.
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