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Abstract

In this paper we construct a hierarchy of multivariate polynomial approximation kernels for uniformly continuous functions on the hypercube via semidefinite programming. We give details on the implementation of the semidefinite programs defining the kernels. Finally, we show how symmetry reduction may be performed to increase numerical tractability.
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1 Introduction

A classical problem in approximation theory is uniform approximation of a given function by linear combinations of orthogonal polynomials. In the following we will denote by \( K \) the \( n \)-dimensional hypercube, i.e. \( K := [-1, 1]^n \). Orthogonality of polynomials may be defined in the following way. Let \( \mu \) be a positive finite Borel measure supported on the compact set \( K = [-1, 1]^n \subset \mathbb{R}^n \). We say two functions \( f, g \in C(K) \) are orthogonal (w.r.t. \( \mu \)), if

\[
\langle f, g \rangle_\mu := \int_K f(x)g(x)d\mu(x) = 0.
\]

Let \( \{p_\alpha\}_{\alpha \in \mathbb{N}_0^n} \) be a system of orthogonal polynomials with respect to a measure \( \mu \). Consider a kernel \( K_r(x, y) : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) given by

\[
K_r(x, y) := \sum_{\alpha \in \mathbb{N}_0^n} g_\alpha p_\alpha(x)p_\alpha(y),
\]

for given constants \( g_\alpha \) for \( \alpha \in \mathbb{N}_0^n \), where \( \mathbb{N}_0^n = \{\alpha \in \mathbb{N}^n : \alpha_1 + \cdots + \alpha_n \leq r\} \). Then the convolution operator, defined as

\[
\mathcal{K}^{(r)}(f)(x) := \int_K f(y)K_r(x, y)d\mu(y),
\]

maps any \( \mu \)-integrable function \( f \) to a polynomial of degree at most \( r \). More precisely,

\[
\mathcal{K}^{(r)}(f)(x) = \sum_{\alpha \in \mathbb{N}_0^n} b_\alpha p_\alpha(x), \text{ where } b_\alpha = \langle p_\alpha, f \rangle_\mu g_\alpha.
\]

The coefficients \( g_\alpha \) of the kernel \( K_r \) determine the approximation. Our goal is to approximate a given continuous \( f \) defined on \( K \), by a sequence of polynomials of increasing degree, such that the sequence converges to \( f \), uniformly on \( K \). We further introduce a quantity

\[
\sigma_r := \left( \int_{K \times K} \|x - y\|^2 K_r(x, y)d\mu(x)d\mu(y) \right)^{1/2},
\]
called the \textit{resolution} of the kernel $K_r(x, y)$ in \cite{28}. Our aim in this paper is to construct kernels $K_r$ with minimal resolution such that $K^{(r)}(f)$ converges to $f$ uniformly on $\mathbb{K} = [-1, 1]^n$ and to bound the rate of convergence in terms of $\sigma_r$. The resolution may be interpreted as a measure of how much mass of the kernel is concentrated away from the line where $x = y$. If all $g_\alpha = 1$ in expression (3) then $K^{(r)}$ is the identity operator on the space of polynomials of degree at most $r$, and the associated resolution is zero. This kernel will have all of its mass concentrated at $x = y$. To ensure uniform convergence we want a kernel that has as much mass as possible at the line $x = y$ for every $r \in \mathbb{N}$, while fulfilling some other properties.

\section*{Outline and contributions}

The aim of this paper is to present a computational procedure, based on semidefinite programming (SDP) (cf. \cite{23, 26}), to construct non-negative polynomial kernels on $\mathbb{K} = [-1, 1]^n$ suitable for approximation. We show that these kernels generalize a kernel which is called the Jackson kernel in \cite{28}, but this is different from the original kernels introduced by Jackson in \cite{15}; we give more details on this in section 2.2. As the orthogonal basis we will use products of univariate Chebyshev polynomials, as reviewed in section 1.3 and the fixed measure $\mu$ will be the corresponding product of measures so that the Chebyshev polynomials are orthogonal. The resulting \textit{kernel polynomial method} is reviewed in section 2 for the univariate case ($n = 1$), and extended to the multivariate case in section 2.4. In section 3 we discuss how to form the SDP problems that yield the optimal kernels, in the sense that their resolution is minimal. In section 4 we show how to exploit algebraic symmetry by using techniques from \cite{21, 25} to reduce the size of these SDP problems. We show in section 5 that our constructions are superior to simply multiplying optimal univariate kernels in a well-defined sense. Finally, in section 6 we give further details of our numerical computations and show they are useful in practice to approximate non-differentiable functions and related applications in physics.

\subsection*{1.1 Prior and related work}

Setting all coefficients of the kernel $K_r$ equal to $g_\alpha = (p_\alpha, p_\alpha)_\mu^{-1}$, the resulting approximation in the setting described above is simply the Chebyshev expansion truncated at degree $r$. In the univariate case, the resulting kernel is known as the Dirichlet kernel \cite{9}. In the multivariate case it is known as the Christoffel-Darboux kernel (named after \cite{5, 6}). This approximation works well for analytic functions, as reviewed in \cite{24}. Lasserre \cite{18} draws an interesting connection between the celebrated moment-SOS hierarchy \cite{16} and the Christoffel-Darboux kernel. For non-differentiable functions, the truncated Chebyshev expansion, i.e., the Christoffel-Darboux kernel, may lead to unwanted oscillations at points where the function is not differentiable, as reviewed in \cite{28}. These oscillations are often referred to as the Gibbs phenomenon, see \cite{13} for a survey. In \cite{20} the authors develop a method for approximating possibly discontinuous functions using the Christoffel-Darboux kernel, where the Gibbs phenomenon does not occur. Other approaches to get rid of unwanted oscillations is to make use of non-negative kernels as has been done in \cite{28}. For this reason, positive approximation kernels are popular in physics for the approximation of non-smooth functions in various settings. The reader is again referred to the excellent survey \cite{28} for more details. The aim of our work is to generalize these kernels to several variables in a natural way, thus providing computational alternatives to using products of univariate kernels.

We continue to fix some notation, and the review properties of univariate Chebyshev polynomials for later use. Our exposition closely follows the survey \cite{28}.

\subsection*{1.2 Notation}

For $1 < n \in \mathbb{N}$ we define $[n] := \{1, 2, \ldots, n\}$. The canonical unit vectors in $\mathbb{R}^n$ are denoted by $e_i$, i.e., $e_i$ is the zero vector with a 1 at the $i$-th component. The polynomial ring is denoted by $\mathbb{R}[x]$, where $x = (x_1, \ldots, x_n)$. A polynomial $p \in \mathbb{R}[x]$ is said to be a \textit{sum-of-squares} if it can be written as a sum of squared polynomials, i.e., $p(x) = \sum_{i=1}^{k} q_i(x)^2$ for $k \in \mathbb{N}$ and $q_i \in \mathbb{R}[x]$ for all $i \in [k]$. The set of polynomials of degree less than or equal to $r$ will be denoted by the set $\mathbb{R}[x]_r$. For a set $\mathbb{K} \subseteq \mathbb{R}^n$ we denote by $C(\mathbb{K})$ the set of continuous functions on $\mathbb{K}$. $S^n$ is the set of $n \times n$ symmetric matrices, and $S^n_+$ is the set of symmetric positive semidefinite (psd) matrices. A symmetric matrix $S$ is called positive semidefinite if $x^T S x \geq 0$ for all $x \in \mathbb{R}^n$. We may write $S \succeq 0$ to indicate $S$ is psd. For $\alpha, \beta \in \mathbb{N}^n$ the Kronecker-$\delta_{\alpha, \beta}$ is defined as

$$
\delta_{\alpha, \beta} = \begin{cases} 
1, & \text{if } \alpha = \beta_i \forall i \in [n] \\
0, & \text{otherwise}.
\end{cases}
$$

For two matrices $A, B$ of appropriate size we define the trace inner product $\langle A, B \rangle := \text{Tr}(A^T B)$. We also set

$$
s(n, r) = \binom{n + r}{r}.
$$
1.3 Chebyshev polynomials

Let \( K = [-1, 1] \) and fix the measure \( \mu \) on \( K \) defined by \( d\mu(x) = (\pi \sqrt{1-x^2})^{-1} \, dx \), \( x \in K \). The Chebyshev polynomials of the first kind form a system of orthogonal polynomials. We will refer to the \( k \)-th Chebyshev polynomial of first kind as \( T_k(x) \). We have for \( k \in \mathbb{Z} \)

\[
T_k(x) = \cos (k \arccos (x)).
\] (4)

Define for \( f, g : [-1, 1] \to \mathbb{R} \)

\[
\langle f, g \rangle \mu = \int_{-1}^{1} \frac{f(x)g(x)}{\pi \sqrt{1-x^2}} \, dx
\]

to obtain the following orthogonality relations for the Chebyshev polynomials of the first kind

\[
\langle T_k, T_m \rangle \mu = \frac{1 + \delta_{k,0}}{2} \delta_{k,m}.
\] (5)

Chebyshev polynomials exhibit nice stability and convergence properties in practice which is why they are the first choice in many applications. It is straightforward to generalize the Chebyshev polynomials to the multivariate case. Let \( K = [-1, 1]^n \) and define

\[
d\mu(x) := \prod_{i=1}^{n} \frac{1}{\pi \sqrt{1-x_i^2}} \, dx_i.
\]

Then, for \( \alpha \in \mathbb{N}^n \) the corresponding multivariate Chebyshev polynomial of the first kind is defined as

\[
T_\alpha(x) = \prod_{i=1}^{n} T_{\alpha_i}(x_i).
\]

The orthogonality relations extend in the following way

\[
\langle T_\alpha, T_\beta \rangle \mu = \int_{K} T_\alpha(x)T_\beta(x) \, d\mu(x) = \prod_{i=1}^{n} \int_{-1}^{1} \frac{T_{\alpha_i}(x_i)T_{\beta_i}(x_i)}{\pi \sqrt{1-x_i^2}} \, dx_i
\]

\[
= \prod_{i=1}^{n} \frac{1 + \delta_{\alpha_i,0}}{2} \delta_{\alpha_i,\beta_i} = c_\alpha \delta_{\alpha,\beta},
\]

with \( c_\alpha = \left( \frac{1}{2} \right)^{H(\alpha)} \), where \( H(\alpha) \) is the Hamming weight of \( \alpha \), i.e. the number of non-zero entries.

1.4 Main result

Using the Chebyshev polynomials we are ready to state our main result. We will be interested in kernels \( K_r(x, y) \) satisfying the following properties for \( K = [-1, 1]^n \):

P1. \( K_r(x, y) = \sum_{\alpha \in \mathbb{N}^n} g_\alpha T_\alpha(x)T_\alpha(y) \), for \( g_\alpha \in \mathbb{R} \) for \( \alpha \in \mathbb{N}^n \)

P2. \( K_r(x, y) \geq 0 \) for all \( (x, y) \in K \times K \) and all \( r \);

P3. \( \int_{K} K_r(x, y) \, d\mu(y) = 1 \) for all \( x \in K \) for all \( r \);

P4. \( \lim_{r \to \infty} \sigma_r = 0 \).

In the statement of proposition\([\text{1}]\) recall that the modulus of continuity of \( f \in C(K) \) is defined as

\[
\omega_f(\delta) := \max_{x, y \in K} |f(x) - f(y)|.
\]

Proposition 1. Let \( K = [-1, 1]^n \) and \( f : K \to \mathbb{R} \) be continuous on \( K \) with modulus of continuity \( \omega_f \). Under the above conditions P1-P4 on \( K_r(x, y) \) one has \( K^{(r)}(f) \to f \) as \( r \to \infty \), uniformly on \( K \). Moreover,

\[
\|K^{(r)}(f) - f\|_{\infty, K} \leq 2 \left( 1 + \frac{\pi}{\sqrt{2}} \right) \omega_f(\sigma_r).
\] (6)
Our main result is the construction of kernels whose resolutions satisfy \(\sigma_r = O(1/r)\) using semidefinite programming techniques (see proposition 2). This proves that our kernels yield the best possible rate of convergence for continuous \(f\) that are not differentiable, due to Bernstein’s theorem (see [2]). The proof of proposition 1 will be postponed to later, until we have given all necessary definitions and auxiliary results. Let us mention at this point that proposition 1 is a known result in approximation theory. Indeed, the argument is essentially as given in the PhD thesis of Jackson [14]. We simply give a proof in our specific setting for completeness, since we could not find a statement of proposition 1 in a suitable form in the literature.

2 The kernel polynomial method

We begin by considering kernels to approximate univariate functions. Let \(K_r\) be a kernel of the following form

\[
K_r(x, y) = g_0 + 2 \sum_{k=1}^{r} g_k T_k(x)T_k(y). \tag{7}
\]

Kernels of this kind clearly satisfy property P1. If we set \(g_0 = 1\), the resulting kernel also satisfies P3. In the following, we will explore how to find kernels that of this form that additionally satisfy P2 and are therefore suitable for approximation. For this we will first introduce trigonometric polynomials.

2.1 Trigonometric polynomials

A trigonometric polynomial \(p(t)\) of degree \(r\) is defined as

\[
p(t) = p_0 + \sum_{k=1}^{r} (p_k \cos(kt) + p_{-k} \sin(kt)),
\]

for \(p_k \in \mathbb{R}\) for \(-r, -r + 1, \ldots, r - 1, r\). The following lemma is proved in [12].

**Lemma 1.** If \(p(t)\) is a non-negative trigonometric polynomial of degree \(r\), then there exists a positive semidefinite matrix \(Q \in \mathbb{S}_{\mathbb{C}^r+1} \succeq 0\) such that

\[
p(t) = v^T Q v
\]

where \(v = [1, \cos(t), \ldots, \cos(mt), \sin(mt)]\) if \(r = 2m\) for some \(m \in \mathbb{N}\) and

\[
v^T = \left[\cos\left(\frac{t}{2}\right), \sin\left(\frac{t}{2}\right), \cos\left(\frac{t + m}{2}\right), \ldots, \cos\left(\frac{mt + t}{2}\right), \sin\left(\frac{mt + t}{2}\right)\right]
\]

if \(r = 2m + 1\) for some \(m \in \mathbb{N}\).

**Remark 1.** Let us mention that there are stronger results of the kind of lemma 1. For example Corollary 2 in [11]. We state this weaker result for the ease of exposition.

Note that every trigonometric polynomial of the form

\[
p(t) = g_0 + 2 \sum_{k=1}^{r} g_k \cos(kt) \tag{8}
\]

gives rise to a kernel of the form

\[
K_r(x, y) = g_0 + 2 \sum_{k=1}^{r} g_k T_k(x)T_k(y).
\]

To see this, consider the following substitution

\[
\frac{1}{2} \left[p(\arccos(x) + \arccos(y)) + p(\arccos(x) - \arccos(y))\right]
\]

\[
= g_0 + 2 \sum_{k=1}^{r} g_k \frac{1}{2} \left[\cos(k(\arccos(x) + \arccos(y))) + \cos(k(\arccos(x) - \arccos(y)))\right]
\]

\[
= g_0 + 2 \sum_{k=1}^{r} g_k \cos(k \arccos(x)) \cos(k \arccos(y)) = g_0 + 2 \sum_{k=1}^{r} g_k T_k(x)T_k(y). \tag{9}
\]
If \( p(t) \) is non-negative on \([-\pi, \pi]\), then \( K_r(x, y) \) is non-negative on \([-1, 1]^2\).

**Theorem 1.** (Fejér (1915)) Every non-negative trigonometric polynomial of degree \( r \) of the form
\[
p(t) = \lambda_0 + \lambda_1 \cos t + \mu_1 \sin t + \cdots + \lambda_r \cos rt + \mu_r \sin rt
\]
can be written as
\[
p(t) = \left| \sum_{\nu=0}^{r} c_r e^{i\nu t} \right|^2
\]
for \( c_r \in \mathbb{C} \).

In other words, there is a one-to-one correspondence between trigonometric polynomials of the form
\[
t \mapsto \lambda_0 + \lambda_1 \cos t + \mu_1 \sin t + \cdots + \lambda_r \cos rt + \mu_r \sin rt
\]
that are non-negative for every \( t \) and functions of the form
\[
t \mapsto \left| \sum_{\nu=0}^{r} c_r e^{i\nu t} \right|^2.
\]
This correspondence may be leveraged to obtain kernels with minimum resolution, which is done in the next section.

### 2.2 Constructing optimal kernels

In this subsection we will revisit the approach described in [28], showing the kernel they obtain has minimum resolution among all non-negative kernels on \([-1, 1]^2\). To avoid ambiguity, note the following. The authors in [28] refer to their kernel as the **Jackson kernel**, even though in the literature there is another object which is referred to in that name. Therefore, we will refer to the kernel from [28] as the **minimum resolution kernel**, reserving the term "Jackson kernel" for the object Jackson used in [15] to prove his theorems. We are interested in non-negative trigonometric polynomials with cosine terms only, as these are the ones giving rise to kernels of the form that we want as we have seen in (8), (9). It is easy to see that if all sine-terms are zero, then the \( c_{\nu} \) terms are real. Thus, this gives us a way to characterize kernels of the form (7) that are non-negative. Consider a function of the form
\[
p(\phi) = \left| \sum_{\nu=0}^{r} a_\nu e^{i\nu \phi} \right|^2,
\]
for \( a_\nu \in \mathbb{R} \). Rewriting this expression we find
\[
p(\phi) = \sum_{\nu, \mu=0}^{r} a_\nu a_\mu \cos (|\mu - \nu| \phi)
= \sum_{\nu=0}^{r} a_{\nu}^2 + \sum_{\nu=0}^{r} \sum_{k=1}^{r-k} a_\nu a_{\nu+k} \cos (k \phi)
= g_0 + \sum_{k=1}^{r} g_k \cos (k \phi),
\]
for
\[
g_k = \sum_{\nu=0}^{r-k} a_\nu a_{\nu+k}.
\]
Therefore, every set of real numbers \( a_0, a_1, \ldots, a_r \) satisfying \( \sum_{k=0}^{r} a_k^2 = 1 \) gives rise to a kernel of the form (7) satisfying P1, P2, P3 when the \( g_k \) are set as in (10). A first idea to construct a kernel would be to set all \( a_k = \frac{1}{\sqrt{r+1}} \), to ensure that \( g_0 = 1 \). This leads to the so called Fejér kernel, whose coefficients we denote by
\[
g_k^F = 1 - \frac{k}{r+1}.
\]
However, this kernel is not optimal in the sense that it does not have minimum resolution. We next take a look at kernels satisfying P1-P3, with minimal resolution \( \sigma_r \). Note that for the resolution of the kernel we have
\[
\sigma_r^2 = \int_K (x - y)^2 K_r(x, y) d\mu(x) d\mu(y) = g_0 - g_1.
\]
We will formulate an optimization problem to minimize resolution with respect to $a_k$.

$$\min g_0 - g_1 \iff \min \sum_{k=0}^{r} a_k^2 - \sum_{k=0}^{r-1} a_k a_{k+1}$$

s.t. $g_0 = 1$  s.t. $\sum_{k=0}^{r} a_k^2 = 1$  

(11)

Solving this problem results in the minimum resolution kernel mentioned earlier which is called the Jackson kernel in [28], whose coefficients are given by

$$g_{KPM}^{KPM} = (r - k + 2) \cos \left( \frac{\pi k}{r+2} \right) + \sin \left( \frac{\pi k}{r+2} \right) \cot \left( \frac{\pi}{r+2} \right)$$

(12)

Thus, we see that

$$\sigma_r^2 = g_{KPM}^{KPM} - g_{KPM}^{KPM} = 1 - \cos \left( \frac{\pi}{r+2} \right) = O(1/r^2).$$

2.3 Uniform convergence in terms of $\sigma_r$ in the multivariate case

In this subsection we prove we may also bound the rate of convergence in terms of $\sigma_r$ in the multivariate case. We first prove the result for uniformly continuous periodic functions on $[-\pi, \pi]^n$ and then extend the results for the case of uniformly continuous functions on $[-1, 1]^n$. Recall that the modulus of continuity for a uniformly continuous function $f$ is defined as

$$\omega_f(\delta) := \max_{x, y \in K} |f(x) - f(y)|.$$  

Further, note the following properties of the modulus of continuity

1. For $\lambda, \delta > 0$ : $\omega_f(\lambda \delta) \leq (1 + \lambda) \omega_f(\delta)$ (Lemma 1.3 in [22])

2. For continuous $f$ and $\delta > 0$ one has $|f(x - y) - f(x)| \leq (1 + \frac{1}{\pi^2} ||y||^2) \omega_f(\delta)$ (by proof of Proposition 5.1.5 in [1])

Let $f$ be uniformly continuous and periodic on $B := [-\pi, \pi]^n$ and let the kernel

$$K_r(x) = 1 + \sum_{\alpha \in \mathbb{Z}^n \setminus \{0\}} 2^{H(\alpha)} g_\alpha \prod_{i=1}^{n} \cos (\alpha_i x_i)$$

(13)

be non-negative of degree $r$. Define

$$K_r^{(r)}(f)(x) = \frac{1}{(2\pi)^n} \int_{B} f(x - y) K_r(y) dy.$$  

Further, note that

$$|K_r^{(r)}(f)(x) - f(x)| \leq \frac{1}{(2\pi)^n} \int_{B} |f(x - y) - f(x)| K_r(y) dy$$

$$\leq \frac{1}{(2\pi)^n} \int_{B} \left( 1 + \frac{1}{\delta^2} ||y||^2 \right) \omega_f(\delta) K_r(y) dy$$

$$= \omega_f(\delta) + \frac{\omega_f(\delta)}{\delta^2} \frac{1}{(2\pi)^n} \int_{B} ||y||^2 K_r(y) dy,$$

(14)

where $*$ follows from the second property of the modulus of continuity. Note that since $-\pi \leq y_i \leq \pi$ we find

$$||y||^2 = \sum_{i=1}^{n} y_i^2 \leq \frac{\pi^2}{2} \sum_{i=1}^{n} (1 - \cos(y_i)).$$
Thus,
\[
\int_B \|y\|^2 K_r(y)\,dy \leq \frac{\pi^2}{2} \left( \sum_{i=1}^{n} (2\pi)^n - \sum_{\alpha \in \mathbb{N}^n} 2^{H(\alpha)} g_{\alpha} \int_B \cos(y_i) \prod_{i=1}^{n} \cos(\alpha_i y_i)\,dy \right)
\]
\[
= (2\pi)^n \frac{\pi^2}{2} \sum_{i=1}^{n} (1 - g_{e_i}),
\]
where we used the fact that
\[
\cos(x) \cos(kx) = \frac{1}{2} (\cos((k - 1)x) + \cos((k + 1)x)).
\]
Straight-forward calculation shows that \(\sum_{i=1}^{n} (1 - g_{e_i}) = \sigma^2_r\). Choosing \(\delta = \sqrt{\frac{\pi^2}{2} \sigma^2_r}\) we find by (14) and the first property of the modulus of continuity:
\[
|K^{(r)}(f)(x) - f(x)| \leq 2\omega_f(\pi\sqrt{\sigma_r}) \leq 2(1 + \pi/\sqrt{2})\omega_f(\sigma_r).
\]
If \(f\) is a continuous function on \([-1, 1]^n\) define \(g(\theta) = f(\cos(\theta_1), \ldots, \cos(\theta_n))\) for \(\theta \in [0, \pi]^n\). Further, define for \(\theta_i \in [-\pi, 0]\) \(g(\theta) = g(\theta_1, \ldots, -\theta_i + \pi, \ldots, \theta_n)\). Similarly, we may define \(g(\theta)\) for all \(\theta \in [-\pi, \pi]^n\). We see \(g(\theta)\) is even and periodic on \([-\pi, \pi]^n\). Since it is even, the convolution with a kernel of the form (13) will have only cosine terms. The argument is as follows:
\[
(2\pi)^n B^{(r)}(g)(\theta) = \int_K g(\theta - \varphi) K_r(\varphi)\,d\varphi
\]
\[
= \int_B g(\varphi) K_r(\theta - \varphi)\,d\varphi
\]
\[
= \int_B g(\varphi) \left( 1 + \sum_{\alpha \in \mathbb{N}^n \setminus \{0\}} 2^{H(\alpha)} g_{\alpha} \prod_{i=1}^{n} \cos(\alpha_i (\theta_i - \varphi_i)) \right)\,d\varphi.
\]
\[
= \int_B g(\varphi)\,d\varphi +
\sum_{\alpha \in \mathbb{N}^n \setminus \{0\}} 2^{H(\alpha)} g_{\alpha} \int_B g(\varphi) \prod_{i=1}^{n} \{\cos(\alpha_i \theta_i) \cos(\alpha_i \varphi_i) + \sin(\alpha_i \theta_i) \sin(\alpha_i \varphi_i)\}\,d\varphi.
\]
The integrand in the last integral will be the function \(g\) times the sum of products of sine and cosine functions. The domain \(B = [-\pi, \pi]^n\) is symmetric and \(g\) is even by construction. Hence, every integral containing a sine function will evaluate to zero, since the sine function is odd. We may now assume the approximation will take the following form
\[
q_r(\theta) = K^{(r)}(g)(\theta) = a_0 + \sum_{\alpha \in \mathbb{N}^n} 2^{H(\alpha)} a_{\alpha} \prod_{i=1}^{n} \cos(\alpha_i \theta_i).
\]
Substituting \(\theta_i = \arccos(x_i)\) results in a polynomial
\[
p_r(x) = a_0 + \sum_{\alpha \in \mathbb{N}^n} a_{\alpha} T_{\alpha}(x).
\]
This polynomial will serve as an approximation for \(f\), and we will bound the absolute error in terms of \(\sigma_r\). For this we will need the following Lemma.

**Lemma 2.** For \(f, g\) as defined above we have
\[
\omega_g(\delta) \leq \omega_f(\delta).
\]

**Proof.** The proof is straight-forward and omitted for the sake of brevity.
We have gathered everything required to prove proposition 1.

**Proof of proposition 1.** First, note that

\[
\sup_{\mathbf{x} \in [-1,1]^n} |f(\mathbf{x}) - p_r(\mathbf{x})| \leq \sup_{\theta \in [-\pi,\pi]^n} |g(\theta) - q_r(\theta)|
\]

\[
\leq 2(1 + \pi/\sqrt{2})\omega_{r}(\sigma_r)
\]

\[
\leq 2(1 + \pi/\sqrt{2})\omega_{r}(\sigma_r),
\]

where the last inequality follows by lemma 2. Above we have obtained a polynomial \( p_r \) of degree less than \( r \) which approximates \( f \in C(K) \). We did so by using the convolution with a kernel of the form \((13)\). Using the substitution given in \((9)\) we may transform the kernel into a positive kernel of the form

\[
K_r(\mathbf{x},\mathbf{y}) = 1 + \sum_{\alpha \in \mathbb{N}^n_p} 2^{H(\alpha)} g_\alpha T_\alpha(\mathbf{x})T_\alpha(\mathbf{y}).
\]

It is left to show that both approaches are equivalent, i.e., lead to the same approximation of the function \( f \). For this note the following. The polynomial we obtain via the approximation process defined as per \((2)\) is

\[
K^{(c)}(f)(\mathbf{x}) = \int_K f(\mathbf{y})d\mu(\mathbf{y}) + \sum_{\alpha \in \mathbb{N}^n_p} 2^{H(\alpha)} g_\alpha \left( \int_K f(\mathbf{y})T_\alpha(\mathbf{y})d\mu(\mathbf{y}) \right)T_\alpha(\mathbf{x}),
\]

where

\[
c_\alpha = \langle f, T_\alpha \rangle_{\mu} = \int_K f(\mathbf{y})T_\alpha(\mathbf{y})d\mu(\mathbf{y}).
\]

We need to check whether we get the same coefficients from both approaches. Recall the approximation from before

\[
p_r(\mathbf{x}) = a_0 + \sum_{\alpha \in \mathbb{N}^n_p} 2^{H(\alpha)} g_\alpha a_\alpha T_\alpha(\mathbf{x}),
\]

where

\[
a_\alpha = \frac{1}{(2\pi)^n} \int_B g(\varphi) \prod_{i=1}^n \cos(\alpha_i \varphi_i) d\varphi.
\]

We would like to show that \( a_\alpha = c_\alpha \), i.e.,

\[
\int_K f(\mathbf{y}) \prod_{i=1}^n \frac{\cos(\alpha_i \arccos(y_i))}{\sqrt{1 - y_i^2}} d\mathbf{y} = \frac{1}{2^n} \int_B g(\varphi) \prod_{i=1}^n \cos(\alpha_i \varphi_i) d\varphi.
\]

For this note that

\[
a_\alpha = \frac{1}{2^n} \int_B g(\varphi) \prod_{i=1}^n \cos(\alpha_i \varphi_i) d\varphi = \int_{[0,\pi]^n} f(\cos \varphi) \prod_{i=1}^n \cos(\alpha_i \varphi_i) d\varphi.
\]

Next we can make use of the following substitution

\[
\varphi_i = \arccos(x_i) \Rightarrow d\varphi_i = -\frac{1}{\sqrt{1 - x_i^2}} dx_i.
\]

Finally, using \((18)\) we find

\[
a_\alpha = \int_{[0,\pi]^n} f(\cos(\varphi)) \prod_{i=1}^n \cos(\alpha_i \varphi_i) d\varphi = \int_K f(\mathbf{x}) \prod_{i=1}^n \frac{\cos(\alpha_i \arccos(x_i))}{\sqrt{1 - x_i^2}} d\mathbf{x} = c_\alpha.
\]

This proves indeed have that both approaches are equivalent, i.e., they lead to the same approximation. This completes the proof of proposition 1. \( \square \)
2.4 Positivstellensatz for the multivariate case

In this subsection we present a Positivstellensatz for multivariate trigonometric polynomials. This result allows for the construction of semidefinite programs whose solutions provide optimal kernels with respect to \( \sigma_r \). To this end, recall the identities: if \( p_k(\phi) = \cos(k\phi) \), then, for \( x, y \in [-1, 1] \),

\[
p_k(\arccos(x)) = T_k(x)
\]

\[
\frac{1}{2} (p_k(\arccos(x) + \arccos(y)) + p_k(\arccos(x) - \arccos(y))) = T_k(x)T_k(y).
\]

As a consequence, if we start with a non-negative multivariate trigonometric polynomial of the form

\[
(\phi_1, \ldots, \phi_n) \mapsto 1 + \sum_{\alpha \in \mathbb{N}^n \setminus \{0\}} 2^{H(\alpha)} g_\alpha \prod_{i \in [n]} \cos(\alpha_i \phi_i),
\]

then replacing each \( p_{\alpha_i}(\phi_i) := \cos(\alpha_i \phi_i) \) by

\[
\frac{1}{2} (p_{\alpha_i}(\arccos(x_i) + \arccos(y_i)) + p_{\alpha_i}(\arccos(x_i) - \arccos(y_i)))
\]

as in (9) (this operation preserves non-negativity), one obtains the non-negative kernel

\[
K(x, y) = 1 + \sum_{\alpha \in \mathbb{N}^n \setminus \{0\}} 2^{H(\alpha)} g_\alpha \prod_{i \in [n]} T_{\alpha_i}(x_i)T_{\alpha_i}(y_i) \quad x, y \in \mathbb{K}.
\]

In contrast to the polynomial case, each multivariate, positive, trigonometric polynomial is a sum of squares of trigonometric polynomials. (The degrees appearing in the sums-of-squares may be arbitrarily large, though.)

**Theorem 2** (e.g. Theorem 3.5 in [10]). If \( p \) is a positive trigonometric polynomial, then there exists an \( r \in \mathbb{N} \) and a hermitian p.s.d. matrix \( M \) of order \((n + r)\) such that

\[
p(\phi) = \left[ \exp(i\alpha^T \phi) \right]_{\alpha \in \mathbb{N}^n}^* \left[ \exp(i\alpha^T \phi) \right]_{\alpha \in \mathbb{N}^n} M \left[ \exp(i\alpha^T \phi) \right]_{\alpha \in \mathbb{N}^n}.
\]

Again, the value \( r \) in the theorem may be arbitrarily large, but for fixed \( r \), one may consider the kernel given by solving the SDP:

\[
\sigma_r^2 = \min_{g_\alpha : \alpha \in \mathbb{N}^n} \sum_{i=1}^n (1 - g_{e_i}) \quad (19)
\]

subject to

\[
1 + \sum_{\alpha \in \mathbb{N}^n \setminus \{0\}} 2^{H(\alpha)} g_\alpha \prod_{i \in [n]} \cos(\alpha_i \phi_i) = \left[ \exp(i\alpha^T \phi) \right]_{\alpha \in \mathbb{N}^n}^* M \left[ \exp(i\alpha^T \phi) \right]_{\alpha \in \mathbb{N}^n} M \geq 0.
\]

3 Reformulation of the SDP

In this section we present how to find solutions to problem (19). But first we show that the optimal solution to the problem maybe assumed w.l.o.g. to be real.

3.1 Existence of a real solution

Let \( M = P + iQ \), for \( P \in \mathbb{S}^{s(n, r)} \) and \( Q \) being skew-symmetric of the same size. Then,

\[
\left[ \exp(i\alpha^T \phi) \right]_{\alpha \in \mathbb{N}^n}^* (P + iQ) \left[ \exp(i\alpha^T \phi) \right]_{\alpha \in \mathbb{N}^n} = \sum_{\alpha, \beta \in \mathbb{N}^n} \cos \left[ (\alpha - \beta)^T \phi \right] P_{\alpha, \beta}
\]

\[
- \sum_{\alpha, \beta \in \mathbb{N}^n} \sin \left[ (\alpha - \beta)^T \phi \right] Q_{\alpha, \beta},
\]
because of the identities
\[
\cos(\alpha^T \phi) \cos(\beta^T \phi) + \sin(\alpha^T \phi) \sin(\beta^T \phi) = \cos[(\alpha - \beta)^T \phi]
\]
and
\[
\cos(\alpha^T \phi) \sin(\beta^T \phi) - \sin(\alpha^T \phi) \cos(\beta^T \phi) = \sin[(\alpha - \beta)^T \phi].
\]
We continue to show we may without loss of generality assume there exists an optimal solution which is real symmetric, i.e., \(Q = 0\). Let \(P + iQ\) be an optimal solution to (19) and define
\[
G(\phi_1, \ldots, \phi_n) = \sum_{\gamma \in N^p_r} 2^{H(\gamma)} g_\gamma \prod_{i \in [n]} \cos(\gamma_i \phi_i)
\]
\[
= \sum_{\alpha,\beta \in N^p_r} \cos[(\alpha - \beta)^T \phi] P_{\alpha,\beta} - \sum_{\alpha,\beta \in N^p_r} \sin[(\alpha - \beta)^T \phi] Q_{\alpha,\beta}
\]
Now, since the cosine is even we find \(G(\phi_1, \ldots, \phi_n) = G(-\phi_1, \ldots, -\phi_n)\). So
\[
G(\phi_1, \ldots, \phi_n) = \frac{1}{2}(G(\phi_1, \ldots, \phi_n) + G(-\phi_1, \ldots, -\phi_n))
\]
\[
= \frac{1}{2} \left( \sum_{\alpha,\beta \in N^p_r} \cos[(\alpha - \beta)^T \phi] P_{\alpha,\beta} - \sum_{\alpha,\beta \in N^p_r} \sin[(\alpha - \beta)^T \phi] Q_{\alpha,\beta} \right)
\]
\[
+ \sum_{\alpha,\beta \in N^p_r} \cos[(\beta - \alpha)^T \phi] P_{\alpha,\beta} - \sum_{\alpha,\beta \in N^p_r} \sin[(\beta - \alpha)^T \phi] Q_{\alpha,\beta} \right)
\]
\[
= \sum_{\alpha,\beta \in N^p_r} \cos[(\alpha - \beta)^T \phi] P_{\alpha,\beta}.
\]
Therefore, we may subsequently assume that in (19) the matrix \(M\) is real symmetric.

3.2 Equating coefficients via trigonometric identities

The standard idea of SOS-optimization is equating coefficients. For convenience, we restate the optimization problem. Recall that it is enough to consider real symmetric matrices.

\[
\sigma_r^2 = \min_{g_\alpha : \alpha \in N^p_r} \sum_{i=1}^n (1 - g_{e_i})
\]
subject to
\[
1 + \sum_{\gamma \in \mathbb{N}^n \setminus \{0\}} 2^H(\gamma) g_\gamma \prod_{i \in [n]} \cos \gamma_i \phi_i = \sum_{\alpha, \beta \in \mathbb{N}^n} \cos[(\alpha - \beta)^T \phi] M_{\alpha, \beta} \quad (21)
\]
\[M \succeq 0,
\]

However, the form in which the two representations of the sought polynomial are given does not allow for an immediate construction of the corresponding constraint matrices. The question is, what \(\alpha, \beta\) of the right-hand-side end up contributing to a \(\gamma\) of the left-hand-side, and in what way. Let for \(I \subseteq [n]\) the function \(\omega_I : \mathbb{R}^n \to \mathbb{R}^n\) be defined as follows
\[
\omega_I(x)_i = \begin{cases} -x_i, & \text{if } i \in I \\ x_i, & \text{otherwise.} \end{cases}
\]

In other words, \(\omega_I\) flips the sign of \(x_i\) for all \(i \in I\). Recall the trigonometric identity
\[
2^H(s) \prod_{i=1}^n \cos(x_i) = \sum_{I \subseteq [n]} \cos \left[ \sum_{i=1}^n \omega_I(x)_i \right],
\]
which may be proved by induction on \(n\) by using the well-known identity
\[
\cos(x + y) = \cos(x) \cos(y) - \sin(x) \sin(y).
\]
The identity \((22)\) will allow us to compare coefficients of trigonometric polynomials in \((21)\). On the right-hand-side in \((21)\) we will find all \(\gamma \in \mathbb{Z}^n\) for which there exist \(\alpha, \beta \in \mathbb{N}^n\), such that \(\gamma = \alpha - \beta\). The identity \((22)\) now tells us that we have to make sure that for a given \(\gamma \in \mathbb{N}^n\) the following holds
\[
\sum_{\alpha, \beta \in \mathbb{N}^n, \alpha - \beta = \gamma} M_{\alpha, \beta} = \sum_{\alpha, \beta \in \mathbb{N}^n, \alpha - \beta = \omega_I(\gamma)} M_{\alpha, \beta} \quad \text{for all } I \subseteq [n],
\]
since then we can factor out the same sum for each \(\omega_I(\gamma)\) and apply identity \((22)\). Noting that \(\alpha - \beta = - (\beta - \alpha)\) we can construct symmetric constraint matrices. For each \(\gamma \in \mathbb{N}^n\) let \(C^{(\gamma, I)} \in \{0, 1\}^{s(n, r) \times s(n, r)}\)
\[
C_{\alpha, \beta}^{(\gamma, I)} = \begin{cases} 1, & \text{if } \alpha - \beta = \omega_I(\gamma) \vee \omega_I^c(\gamma) \\ 0, & \text{otherwise.} \end{cases}
\]

These matrices will always be symmetric since if \(\alpha - \beta = \omega_I(\gamma)\) then \(\beta - \alpha = \omega_I^c(\gamma)\). We define \(\mathcal{I}\) as a set of subsets of \([n]\) such that no complement \(I^c\) of a set \(I \in \mathcal{I}\) lies in \(\mathcal{I}\) and \(\cup_{I \in \mathcal{I}} \{I, I^c\} = \{I : I \subseteq [n]\}\). With this we can formulate the first set of constraints, i.e.,
\[
\langle M, C^{(\gamma, 0)} \rangle = \langle M, C^{(\gamma, 1)} \rangle \quad \forall I \in \mathcal{I}, \forall \gamma \in \mathbb{N}^n.
\]

Then \(g_\gamma = \frac{1}{2} \langle M, C^{(\gamma, 1)} \rangle\) for any \(I \in \mathcal{I}\). Additionally, we need the following. Let
\[
\Gamma_{(n, r)} = \left\{ \gamma \in \mathbb{Z}^n : \exists \alpha, \beta \in \mathbb{N}^n, \alpha - \beta = \gamma \land \sum_{i=1}^n |\gamma_i| > r \right\},
\]
which leads us to the next set of constraints
\[
\langle M, C^{(\gamma, 1)} \rangle = 0 \quad \forall I \in \mathcal{I}, \forall \gamma \in \Gamma_{(n, r)}.
\]

This way we ensure that there will not appear any unwanted terms in the resulting polynomial. Any \(\gamma \in \Gamma_{(n, r)}\) will not find the necessary pairs to use identity \((22)\). Therefore, we force all such terms to be zero. We can formulate the SDP now as
\[
\sigma^2_\gamma = \min \sum_{i=1}^n \left( 1 - \frac{1}{2} \langle M, C^{(\gamma_i, 0)} \rangle \right) \quad (23)
\]
subject to
\[
\langle M, C^{(\gamma, 0)} - C^{(\alpha, 1)} \rangle = 0 \quad \forall I \in \mathcal{I}, \forall \alpha \in \mathbb{N}^n \setminus \{0\}
\]
\[
\langle M, C^{(\gamma, 1)} \rangle = 0 \quad \forall I \in \mathcal{I}, \forall \gamma \in \Gamma_{(n, r)}
\]
\[
\text{Tr}(M) = 1
\]
\[
M \succeq 0.
\]

Note that \(\text{Tr}(M) = 1\) ensures \(g_\alpha = 1\) for \(\alpha = (0, \ldots, 0)\).
4 Symmetry reduction

In this section we will present an approach that exploits existing symmetries in semidefinite programs in order to improve numerical tractability. There has been done research on the exploitation of symmetries in semidefinite programming [23]. There are also results available focusing on symmetry exploitation for semidefinite relaxations of polynomial optimization problems. We refer the reader to [12], [21]. The name readily implies that we will use some symmetry to reduce the size of the SDP. The goal is to set up an equivalent SDP, where we can impose a block diagonal structure on the matrix variable. This is helpful because we then only have to enforce the positive semidefiniteness for the individual blocks instead of the whole matrix.

4.1 Symmetry adapted basis

Let $S_n$ be the symmetric group acting on the variables $x_i$ for $i \in [n]$ by permuting the elements, i.e.,

$$\sigma(x_i) = x_{\sigma(i)} \text{ for } i \in [n], \sigma \in S_n.$$ 

The action of $S_n$ may be defined on functions as well in the following way. Let $f : \mathbb{R}^n \to \mathbb{R}$, then

$$\sigma(f)(x) = f(\sigma(x)),$$

where, if an element $\sigma \in S_n$ is applied to an $n$-tuple, we define for $x \in \mathbb{R}^n$

$$\sigma(x) = (\sigma(x_1), \sigma(x_2), \ldots, \sigma(x_n)) = (x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}),$$

i.e., elementwise application. We will call a function $f$ invariant under $S_n$ if $\sigma(f)(x) = f(x)$ for all $\sigma \in S_n$. Note that our kernel is defined over the set $[-\pi, \pi]^n$, which is invariant under the action of $S_n$. We can also assume without loss of generality that the optimal kernel $K_r$ will be invariant under the action of $S_n$, meaning that for all coefficients we have

$$g_\alpha = g_{\sigma(\alpha)} \text{ for all } \sigma \in S_n, \alpha \in \mathbb{N}_r^n,$$

To see that the optimal kernel will be invariant under $S_n$, note that all constraints in problem (20) are invariant under $S_n$. Thus, any optimal solution to (20) can be "symmetrized" using the Reynolds-operator, which is defined as

$$\mathcal{R}_{S_n}(f,g) := \frac{1}{|S_n|} \sum_{\sigma \in S_n} \sigma(f)\sigma(g).$$

Let $K_r = \sum_{\alpha \in \mathbb{N}_r^n} \mathcal{R}_{S_n}(\prod_{i \in [n]} \cos \alpha_i \phi_i)$ be a feasible solution to (20), then

$$\mathcal{R}_{S_n}(K_r, 1) := \frac{1}{|S_n|} \sum_{\sigma \in S_n} \sum_{\alpha \in \mathbb{N}_r^n} \mathcal{R}_{S_n}(\prod_{i \in [n]} \cos \alpha_i \phi_i)$$

is also feasible and will lead to the same objective value. Therefore, we may assume the optimal kernel is invariant under $S_n$, as well.

We will continue to summarize how to use the symmetry reduction technique described in [21] Section 2.4, 4.1, without dwelling on details unnecessary for our discussion. Therefore, we will not focus on the technicalities of the construction of the symmetry adapted basis, but rather show how it may be used. The idea is as follows. Let $\mathbb{T}[\varphi]_r = \mathbb{T}[\varphi_1, \ldots, \varphi_n]$ be the set of trigonometric polynomials of degree less that $r$. We will define $\mathbb{T}[\varphi]^n$ to be the set of trigonometric polynomials of degree at most $r$ which are invariant under the action of $S_n$. A basis for $\mathbb{T}[\varphi]_r$ is given by $\{\exp(\alpha^T \phi)\}_{\alpha \in \mathbb{N}_r^n}$. To exploit the symmetry we will construct a new basis $B$, which we call the symmetry adapted basis. The set $\mathbb{T}[\varphi]_r$ may be seen as a collection of $k(n, r) \in \mathbb{N}$ sub-bases $B_i = \{b_{ij} \in \mathbb{T}[\varphi]_r : \text{ for } j \in [k_i]\}$, for some $k_i \in \mathbb{N}$ in the sense that $B = \{B_i : \text{ for } j \in [k_i]\}$. In general there are no closed form expressions for $k(n, r)$ and $k_i$ available as functions of $n$ and $r$, but to give some impression of these numbers we provide table I. We call $B$ a basis because

$$\text{span} \{ \mathbb{R}^n(b_{ij}, b_{lm}^*), \text{ for } i \in [k(n, r)], l, m \in [k_i]\} = \mathbb{T}[\varphi]_r^n.$$

The basis $B$ has the property that its elements are pairwise orthogonal in the sense that for $b_{ij} \in B_i, b_{jm} \in B_j$ with $i \neq j$ the symmetrized product is zero, i.e.,

$$\mathbb{R}^n(b_{ij}, b_{jm}^*) = 0.$$

Before, we were interested in suitable kernels that could be written as

$$K_r = \left[\exp(\alpha^T \phi)\right]^*_{\alpha \in \mathbb{N}_r^n} M \left[\exp(\alpha^T \phi)\right]_{\alpha \in \mathbb{N}_r^n},$$
where $M \in \mathbb{S}^{r(n,r)}_{\geq 0}$. Knowing that the optimal $K_r$ is invariant under $S_n$, we can write
\[
K_r = \sum_{i=1}^{k(n,r)} [b_{i,j}]_{j \in [k]} M^{(i)} [b_{i,j}]_{j \in [k]}
\]
for $M^{(i)} \succeq 0$ for all $i \in [k(n,r)]$. The pairwise orthogonality of $\mathcal{B}$ means that we can consider a block diagonal matrix
\[
\begin{bmatrix}
M^{(1)} & 0 & 0 & \ldots & 0 \\
0 & M^{(2)} & 0 & \ldots & 0 \\
0 & 0 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
0 & 0 & \ldots & 0 & M^{(k(n,r))}
\end{bmatrix}
\]
with $M^{(i)} \in \mathbb{S}_{\geq 0}^{k_i}$ in our SDP. The computational advantage is that we only have to ensure the positive semidefiniteness of the individual blocks, instead of the much larger matrix $M$.

**Example 1.** Consider the following example for a symmetry adapted basis with $n = 2, r = 2$. In this case $k(n, r) = k(2, 2) = 2$ and $k_1 = 4, k_2 = 2$. For a corresponding SDP we would have to consider two psd blocks of sizes $4 \times 4$ and $2 \times 2$ instead of one psd matrix of size $6 \times 6$. For $\mathcal{B}_1, \mathcal{B}_2$ we find
\[
\mathcal{B}_1 = \{ \exp(i(0\varphi_1 + 0\varphi_2)) = 1, \exp(i(\varphi_1 + \varphi_2)), \exp(i\varphi_1) + \exp(i\varphi_2), \exp(i2\varphi_1) + \exp(i2\varphi_2) \}
\]
\[
\mathcal{B}_2 = \{ \exp(i\varphi_1) - \exp(i\varphi_2), \exp(i2\varphi_1) - \exp(i2\varphi_2) \}.
\]

### 4.2 Construction of the symmetry adapted SDP

For $\alpha \in \mathbb{N}_r^n$ we define the corresponding orbit as $\mathcal{O}_\alpha = \{ \sigma(\alpha) : \sigma \in S_n \}$. For each orbit we choose a representative $\alpha$ which is sorted, i.e., $\alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_n$ and index the orbit by that $\alpha$. We define $S(\mathbb{N}_r^n) = \{ \alpha \in \mathbb{N}_r^n : \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_n \}$ to be the set of representatives for the set of orbits. The set $\mathbb{N}_r^n$ can be written as the union of orbits, i.e.,
\[
\mathbb{N}_r^n = \bigcup_{\alpha \in S(\mathbb{N}_r^n)} \mathcal{O}_\alpha.
\]
The invariance of $K_r$ means that $g_\alpha = g_\beta$ for every $\beta \in \mathcal{O}_\alpha$. We are now equipped to reformulate (20) as an equivalent optimization problem which is easier to solve. We first note that for the invariant kernel we have
\[
\sum_{\alpha \in \mathbb{N}_r^n} 2^{H(\alpha)} g_\alpha \prod_{i=1}^{n} \cos(\alpha_i \varphi_i) = \sum_{\alpha \in S(\mathbb{N}_r^n)} 2^{H(\alpha)} g_\alpha \left( \sum_{\beta \in \mathcal{O}_\alpha} \prod_{i=1}^{n} \cos(\beta_i \varphi_i) \right).
\]

For every $\mathcal{B}_i \in \mathcal{B}$ we define a matrix $M^{(i)}$ of size $k_i \times k_i$ with $k_i = |\mathcal{B}_i|$. Then the program may be written as follows.
\[
\sigma_r^2 = \min \ n \left( 1 - g_{e_n} \right)
\]
subject to
\[
\sum_{\alpha \in S(\mathbb{N}_r^n)} 2^{H(\alpha)} g_\alpha \left( \sum_{\beta \in \mathcal{O}_\alpha} \prod_{i=1}^{n} \cos(\beta_i \varphi_i) \right) = \sum_{i=1}^{k(n,r)} \sum_{j,l=1}^{k_i} \mathcal{R}^{S_n}(b_{ij}, b_{il}^*) M^{(i)}_{j,l} \quad M^{(i)} \succeq 0, \ i \in [k].
\]

Let us take a closer look at the terms $\mathcal{R}^{S_n}(b_{ij}, b_{il}^*)$. Assume that the elements $b_{ij} \in \mathcal{B}_i$ are given in the following form
\[
b_{ij} = \sum_{m=1}^{k_i} b_{ij}^{(m)} \exp \left( i \left( \alpha^{(m)} \right)^T \phi \right).
\]
Then,
\[
\mathcal{R}^{S_n}(b_{ij}, b_{i'j'}) = \frac{1}{|S_n|} \sum_{\sigma \in S_n} \sigma(b_{ij})\sigma(b_{i'j'})
\]
\[
= \frac{1}{|S_n|} \sum_{\sigma \in S_n} \sum_{m=1}^{k_{ij}} \sum_{p=1}^{k_{i'j'}} b_{ij}^{(m)} b_{i'j'}^{(p)} \exp \left( i \left( \alpha^{(m)} \right)^T \sigma(\phi) + i \left( \beta^{(p)} \right)^T \sigma(\phi) \right) \star
\]
\[
= \frac{1}{|S_n|} \sum_{\sigma \in S_n} \sum_{m=1}^{k_{ij}} \sum_{p=1}^{k_{i'j'}} b_{ij}^{(m)} b_{i'j'}^{(p)} \cos[\sigma(\alpha^{(m)} - \beta^{(p)})^T \phi],
\]
Recalling the trigonometric identity \ref{22} from before, we can now construct the constraint matrices. Let \( \gamma \in S(\mathbb{N}_n^+) \). For each \( i \in [k(n, r)], I \in \mathcal{I} \) as in the previous subsection we define
\[
\left( C^{(\gamma,I)}_i \right)_{j,\ell} = \begin{cases} c(\gamma, I, i, j, \ell), & \text{if } \omega_I(\gamma) \text{ or } \omega_{I^+}(\gamma) \text{ occurs in } \mathcal{R}^{S_n} (b_{ij}, b_{i'j'}) \\ 0, & \text{otherwise,} \end{cases}
\]
where
\[
c(\gamma, I, i, j, \ell) = \frac{1}{|S_n|} \sum_{\alpha^{(m)} - \beta^{(p)} = \pm \omega_I(\gamma)} b_{ij}^{(m)} b_{i'j'}^{(p)}.
\]
As before, we must ensure that for all \( I \in \mathcal{I} \) we have that the corresponding coefficients in our resulting polynomial are equal. Therefore, we arrive at the set of constraints
\[
\sum_{i=1}^{k(n, r)} (M^{(i)}, C^{(\gamma,I)}_i) = 0, \text{ for every } \gamma \in S(\mathbb{N}_n^+), I \in \mathcal{I}, I \neq \emptyset.
\]
We will now define the set \( \Gamma^{(n,r)} = \Gamma_{(n,r)}/S_n \), which is the “symmetry adapted” version of \( \Gamma_{(n,r)} \) of the previous subsection, where we factored out all permutations \( \sigma \in S_n \) of a reference element \( \gamma \) except the identity. This leads to the constraint set
\[
\sum_{i=1}^{k(n, r)} (M^{(i)}, C^{(\gamma,I)}_i) = 0, \text{ for every } \gamma \in \Gamma^{(n,r)}, I \in \mathcal{I}.
\]
The resulting SDP reads as follows.
\[
\sigma_r^2 = \min n \left( 1 - \frac{1}{2} \sum_{i=1}^{k(n, r)} (M^{(i)}, C^{(\epsilon_n,0)}_i) \right)
\]
subject to
\[
\sum_{i=1}^{k(n, r)} (M^{(i)}, C^{(\gamma,0)}_i - C^{(\gamma,I)}_i) = 0, \text{ for every } \gamma \in S(\mathbb{N}_r)/\{(0, \ldots, 0)\}, I \in \mathcal{I}, I \neq \emptyset
\]
\[
\sum_{i=1}^{k(n, r)} (M^{(i)}, C^{(\gamma,I)}_i) = 0, \text{ for every } \gamma \in \Gamma^{(n,r)}, I \in \mathcal{I}
\]
\[
\sum_{i=1}^{k(n, r)} (M^{(i)}, C^{(0,\ldots,0,0)}_i) = 1
\]
\[
M^{(i)} \succeq 0 \text{ for all } i \in [k(n, r)].
\]
The efficiency of using this symmetry reduction increases when \( n \) grows, since the underlying group is \( S_n \). Fixing \( n \) and increasing the degree \( r \) the size of the underlying program still grows fast. It is also possible to use software for the symmetry reduction, such as the Julia package SDPSymmetryReduction.jl\footnote{see https://github.com/DanielBrosch/SDPSymmetryReduction.jl} which is based on the paper \cite{4} by Brosch and de Klerk. This software takes as input a semidefinite program and numerically performs a symmetry
Table 1: Comparison for size of SDP (25) and (23) for different values of $n$ and $r$.

| $n$ | $r$ | $k(n,r)$ | $k_1, \ldots, k_{k(n,r)}$ | $s(n,r)$ |
|-----|-----|----------|--------------------------|----------|
| 2   | 1   | 2        | 2, 1                     | 3        |
| 2   | 1   | 2        | 2, 1                     | 3        |
| 2   | 2   | 2        | 4, 2                     | 6        |
| 2   | 3   | 2        | 6, 4                     | 10       |
| 2   | 4   | 2        | 9, 6                     | 15       |
| 2   | 5   | 2        | 12, 9                    | 21       |
| 2   | 6   | 2        | 16, 12                   | 28       |
| 2   | 7   | 2        | 20, 16                   | 36       |
| 2   | 8   | 2        | 25, 20                   | 45       |
| 2   | 9   | 2        | 30, 25                   | 55       |
| 2   | 10  | 2        | 36, 30                   | 66       |
| 3   | 1   | 2        | 2, 1                     | 4        |
| 3   | 2   | 2        | 4, 3                     | 10       |
| 3   | 3   | 3        | 7, 6, 1                  | 20       |
| 3   | 4   | 3        | 11, 11, 2                | 35       |
| 3   | 5   | 3        | 16, 18, 4                | 50       |
| 3   | 6   | 3        | 23, 27, 7                | 84       |
| 3   | 7   | 3        | 31, 39, 11               | 120      |
| 3   | 8   | 3        | 41, 54, 16               | 165      |
| 3   | 9   | 3        | 53, 72, 23               | 220      |
| 3   | 10  | 3        | 67, 94, 31               | 286      |
| 4   | 1   | 2        | 2, 1                     | 5        |
| 4   | 2   | 3        | 4, 3, 1                  | 15       |
| 4   | 3   | 4        | 7, 7, 2, 1               | 35       |
| 4   | 4   | 4        | 12, 13, 5, 3             | 70       |
| 4   | 5   | 4        | 18, 23, 9, 7             | 126      |
| 4   | 6   | 5        | 27, 37, 16, 13, 1        | 210      |
| 4   | 7   | 5        | 38, 57, 25, 23, 2        | 330      |
| 4   | 8   | 5        | 53, 83, 39, 37, 4        | 495      |
| 4   | 9   | 5        | 71, 118, 86, 57, 7       | 715      |
| 4   | 10  | 5        | 94, 162, 180, 83, 12     | 1001     |
| 5   | 1   | 2        | 2, 1                     | 6        |
| 5   | 2   | 3        | 4, 3, 1                  | 21       |
| 5   | 3   | 4        | 7, 7, 3, 1               | 56       |
| 5   | 4   | 5        | 12, 14, 7, 3, 1          | 126      |
| 5   | 5   | 5        | 19, 26, 14, 8, 3         | 252      |
| 5   | 6   | 6        | 29, 42, 26, 16, 7, 1     | 462      |
| 5   | 7   | 6        | 42, 67, 44, 30, 14, 3    | 792      |
| 5   | 8   | 6        | 60, 102, 71, 51, 26, 7   | 1287     |
| 5   | 9   | 6        | 83, 150, 109, 83, 44, 14 | 2002     |
| 5   | 10  | 7        | 113, 214, 162, 128, 71, 25, 1 | 3003 |

reduction without any need to specify the underlying group. The advantage that comes with this is that there is no need for the construction of a specific symmetry adapted basis. But even for small $n$, if $r$ becomes too large the resulting optimization problem becomes numerically unstable. It is still worthwhile to compare the two approaches. The block sizes which are returned by the software are the same as the ones we obtained by our approach presented in this section. This suggests that the symmetry is fully exhausted by the symmetric group $S_n$.

To give some insights into the efficiency of the symmetry reduction, we present in Table 1a comparison of the sizes and numbers of the blocks of the symmetry reduced program vs. the size of the SDP matrix in the case without symmetry reduction, i.e. program (23).
Further structure exploitation

We would like to point out that besides symmetry reduction another useful tool for solving large (semidefinite) optimization problems can be sparsity exploitation. In the context of polynomial optimization this topic has been studied before and results are available (cf. [17, 27]). Since our symmetry reduction works well for large $n$ but not necessarily for large $r$, it would be interesting to study sparsity patterns in our context. Our problem after symmetry reduction as given in (25) is not sparse. However, one could enforce certain sparsity patterns on the data matrices while ensuring the problem stays feasible. This could lead to a more tractable optimization problem, whose solution may be less accurate but could still lead to decent approximation results. All theoretical guarantees on the speed of convergence will be lost in this case, though.

5 Comparison to products of univariate minimum resolution kernels

In the following, we will have a look at what kernels we get when we take the shortcut and multiply univariate kernels instead of solving the corresponding SDP. The clear advantage is that some optimal univariate kernels are available in closed form. Generating kernels as products means solving the corresponding SDP is unnecessary. Recall that in the univariate case, kernels of the form

$$K_{n,r}^{KPM}(x,y) = 1 + 2 \sum_{k=1}^{r} g_{k,r}^{KPM} T_k(x)T_k(y),$$

(26)

for $g_{k,r}$ as in (12), have minimum resolution $\sigma_r$. The product of $n$ univariate degree $r$ kernels of the form (26) results in an $n$-variate kernel of degree $nr$ that is feasible for the optimization problem (25). A natural question is to ask how these kernels compare to the ones obtained by solving the SDP. Consider the product of $n$ degree $r$ kernels

$$\prod_{i=1}^{n} \left(1 + 2 \sum_{k=1}^{r} g_{k,r}^{KPM} T_k(x_i)T_k(y_i)\right) = \sum_{\alpha \in \mathbb{N}_r^{n}, \alpha_i \leq r, i \in [n]} 2^{H(\alpha)} \tilde{g}_\alpha^{KPM} T_\alpha(x)T_\alpha(y),$$

where

$$\tilde{g}_\alpha^{KPM} = \prod_{i=1}^{n} g_{\alpha_i,r}^{KPM}.$$

We know the resolution is

$$\sigma^2_r = \sum_{i=1}^{n} (1 - g_{\alpha_i}) = n(1 - g_{\alpha}).$$

Thus, we can generate a feasible $n$-variate kernel with a degree $nr$ multiplying $n$ univariate degree $r$ kernels with minimum resolution and the corresponding resolution is

$$\sigma^2_{nr,KPM} = n \left(1 - g_{1,r}^{KPM}\right) \approx \frac{n\pi^2}{2(r+2)^2}.$$ 

We would expect these to have a worse resolution than the kernels we obtain via solving the SDP where $\sigma^2_r$ is minimized. The reason for this is that the product kernels would be feasible to the same SDP with the additional set of constraints

$$g_\alpha = 0 \text{ for all } \alpha \in \mathbb{N}^n_{nr}, \text{ with } \alpha_i > r \text{ for some } i \in [n].$$

In particular, we have the following result.

**Proposition 2.** Fix $n \in \mathbb{N}$. For $r \geq n$ we have

$$\sigma^2_r \leq n \left(1 - \cos \left(\frac{n\pi}{r+n}\right)\right) \sim \frac{n^3\pi^2}{2(r+n)^2} \text{ if } r \gg 0.$$ 

**Proof.** Clearly, $\sigma^2_r \leq \sigma^2_{r-1}$ for any $r \geq 1$. Let now $k \in \mathbb{N}$ be such that $kn \leq r \leq (k+1)n$. Then we find

$$\sigma^2_r \leq \sigma^2_{nk} \leq \sigma^2_{nk,KPM} = n \left(1 - \cos \left(\frac{\pi}{k+2}\right)\right) \leq n \left(1 - \cos \left(\frac{\pi}{n+1}\right)\right) \sim \frac{n^3\pi^2}{2(r+n)^2},$$

for $r \gg 0$. \qed
Looking at table 2 we find that the values $\sigma_{r,KPM}$ are larger than $\sigma_r$.
Therefore, our generalization of the minimum resolution kernels to the multivariate case leads to better approximations than simply multiplying univariate kernels together. Also, for large $n$, i.e., the case for which our symmetry reduction is efficient, multiplying identical univariate kernels together is not always a feasible approach as the degree is always a multiple of $n$. In fig. 2 and fig. 3 we compare the errors of the approximation via the products of Jackson kernels with the approximation via minimum resolution for two different functions.

6 Numerical computations

In this section we discuss the numerical computations that were conducted. All code was written in the Julia programming language and is available on GitHub\(^4\) At the same website we also list the coefficients of the kernel for various values of $n$ and $r$. We present some values of $\sigma_r^2$ for different values of $n$ and $r$ in table 2. We also compare them to the resolution of the product of identical univariate minimum resolution kernels with the same degree. The results show our method is superior to simple multiplication of identical univariate minimum resolution kernels. In fig. 6 we plotted some of the values of $\sigma_r^2$ for different values of $n$.

For $n = 2$ we were able to compute the coefficients for up to $r = 50$ in a reasonable amount of time (375.5 seconds for $\sigma_{50}^2$ on an Apple M1 Pro with 32GB of RAM). After the symmetry reduction, the corresponding program contains two semidefinite matrix variables of order 676 and 650 and has 1277 constraints. We used the CSDP solver version

\(^4\) see https://github.com/FelixKirschner/Approximation-Kernels
Figure 2: Comparison of uniform approximation errors of several approximations of the function \( q(x) := x_2 \sin(2\pi x_1) \). We plotted the errors for the kernel with minimal resolution \( \sigma_r \) and for the product of two univariate degree \( r/2 \) kernels, i.e. \( R_{r/2}^{KPM} \) as in \(^{26}\).

Figure 3: Comparison of uniform approximation errors of several approximations of the peaks function \( p(x) := 3(1 - x_1^2 \exp(-x_1^2 - (x_2 + 1)^2) - 10(x_1/5 - x_1^2 - x_2^2) \exp(-x_1^2 - x_2^2) - (1/3) \exp(-(x_1 + 1)^2 - x_2^2)) \). We plotted the errors for the kernel with minimal resolution \( \sigma_r \) and for the product of two univariate degree \( r/2 \) kernels, i.e. \( R_{r/2}^{KPM} \) as in \(^{26}\).

6.2.\(^5\)(see \(^3\)) to compute these values. Without the symmetry reduction the program would have one matrix variable of order \( \binom{52}{2} \) = 1326. We computed the values of \( \sigma_r \) for up to \( r = 22 \) for \( n = 3 \) and \( r = 13 \) for \( n = 4 \). In the latter case, i.e. \( n = 4, r = 13 \), without the symmetry reduction the program contains one matrix of size 2380. Using the symmetry reduction we can reduce the size to five matrices of the orders 194, 370, 192, 218 and 38. For values of \( n > 2 \) the limiting factor was time.

6.1 Decoupling the degrees

Taking a look at problem \(^{19}\) it is clear the value of \( r \) on the right-hand-side could be increased to obtain a kernel with potentially smaller resolution. Consider the following problem for fixed \( r \) and \( r' \) such that \( r' \geq r \).

\[
\sigma_{r,r'}^2 = \min_{g_\alpha : \alpha \in \mathbb{N}_r^p} \sum_{i=1}^{n} (1 - g_{\alpha})
\]

subject to

\[
1 + \sum_{\alpha \in \mathbb{N}_r^p \setminus \{0\}} 2^{H(\alpha)} g_\alpha \prod_{i \in [n]} \cos(\alpha_i \phi_i) = \left[ \exp(i \alpha^T \phi) \right]_{\alpha \in \mathbb{N}_{r'}}^* M \left[ \exp(i \alpha^T \phi) \right]_{\alpha \in \mathbb{N}_{r'}}^* M \succeq 0.
\]

\(^5\)available at https://github.com/coin-or/Csdp
For $n = 2$ (resp. $n = 3$) we show how the resolution evolves for $r = 3, \ldots, 10$ (resp. $r = 2, \ldots, 10$) and $r' = r, r + 1, \ldots, 20$ in Figure 4 (resp. Fig. 5). We note that the optimal values in the case $n = 2$ seem to stabilize for $r' \geq r + \lfloor \frac{r}{2} \rfloor$, whereas such a stabilization pattern may not be observed for $n \geq 3$. We leave further investigation in this direction for future research.

7 Concluding remarks

We have shown how to construct polynomial approximation kernels with minimal resolution on the hypercube. A major open question is if one may find closed form solutions of the semidefinite programs that yield these kernels.

These type of results are also of independent interest in the study of SDP hierarchies for polynomial optimization on the hypercube, as shown recently by Laurent and Slot [19]. In particular, our kernels may be useful to study hierarchies of the Lasserre-type [16] on the hypercube (see also [7, 8]).

The advantage of our approach over the multiplication of univariate minimum resolution kernels is that it is more efficient (fewer coefficients needed for the same quality approximation), while the clear disadvantage is that we have no closed form solution for the coefficients. Having said that, the tables of coefficients only have to computed once using SDP, and we provide a partial list online. Moreover, our approach should become more viable in practice as

\footnote{Available at https://github.com/FelixKirschner/Approximation-Kernels/tree/master/SigmaKernels}
SDP solvers continue to improve, allowing to compute the coefficients of the kernels in higher dimensions and for larger values of $r$.
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