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We calculate Heisenberg-type magnetic exchange interactions for SrMnO$_3$ under isotropic volume expansion using an approach that is based on total energy variations due to infinitesimal spin rotations around a given reference state. Our total energy calculations using density functional theory (DFT) indicate a transition from antiferromagnetic to ferromagnetic coupling for increasing interatomic distances, corresponding to a sign change of the nearest neighbor exchange interaction. This sign change cannot easily be understood from a standard superexchange mechanism. Furthermore, the exchange interaction strongly depends on the corresponding reference state. This “non-Heisenberg” behavior increases with increasing volume and is also confirmed through non-collinear DFT calculations. An orbital- and energy-resolved decomposition of the exchange coupling suggests that an increased partial occupancy of $e_g$ orbitals near the Fermi level is crucial both for the sign change and the non-Heisenberg behavior of the nearest neighbor interaction. Furthermore, even though both $e_g$ and $t_{2g}$ contributions to the exchange interactions decay exponentially for large inter-atomic distances, the $e_g$ contribution remains surprisingly strong over relatively large distances along the crystal axes.

I. INTRODUCTION

Perovskite structure SrMnO$_3$ has received great interest after Lee and Rabe computationally revealed the possibility of strain-engineered multiferroicity in this otherwise G-type antiferromagnetic (AFM), paraelectric compound\textsuperscript{1}. They predicted that biaxial tensile strain leads to ferroelectricity at a critical strain of around 1%. They also predicted that strain will induce a series of magnetic transitions, possibly leading to a rare ferromagnetic (FM) ferroelectric (FE) phase at low temperatures around 4% strain. The strain-induced ferroelectricity has later been experimentally corroborated\textsuperscript{2,3}, with recent work showing the possibility of growing highly strained films on which FE hysteresis loops have been measured\textsuperscript{4}. Experimental evidence for a strain-induced magnetic transition has also been reported\textsuperscript{5}. More recent computational work investigated the strain-temperature phase diagram of SrMnO$_3$\textsuperscript{6} and predicted the existence of a tetracritical point, where the magnetic and FE critical temperatures coincide, allowing for intriguing magneto-electric coupling phenomena\textsuperscript{7}.

As shown in Ref. 6, the magnetic transitions under strain can be understood in terms of the in-plane and out-of-plane nearest neighbor magnetic exchange interactions changing sign from AFM to FM coupling for increasing tensile epitaxial strain and as a result of the ferroelectric displacements, respectively. The latter can in principle be explained by the distortion of the out-of-plane Mn—O—Mn bond angle, which deviates from 180° due to off-centering of the Mn cation. In contrast, the sign change of the in-plane coupling under tensile strain cannot easily be understood by simple superexchange arguments. In this case, the Mn—O—Mn bond angle remains at the ideal value of 180° and only the Mn—O bond lengths change.

As we show in this work, a similar sign change also occurs in cubic SrMnO$_3$ under isotropic volume expansion, whereby ferromagnetism, surprisingly, becomes favored over antiferromagnetism above a certain critical volume. Furthermore, even though SrMnO$_3$ is a magnetic insulator, expected to be relatively well described by the Heisenberg Hamiltonian, with exchange parameters independent of the magnetic reference state, a notable configuration dependence of the exchange interactions has been observed in this material\textsuperscript{8}.

To analyze the origin of these unexpected features of the magnetic coupling in SrMnO$_3$, we use an approach where magnetic exchange couplings are computed via small deviations from a suitably chosen reference configuration, usually the magnetic ground state\textsuperscript{8–11}. This method allows to analyze orbital- and energy-resolved contributions to the magnetic coupling constants for different reference states, and also to take into consideration further neighbor interactions without the need for large supercells.

We find that both the non-Heisenberg behavior and the sign change of the nearest neighbor interaction to FM coupling are related to Mn $e_g$ states located below the gap/Fermi level. These Mn $e_g$ states are partially occupied, due to strong hybridization with the O $p$ states, in spite of the formal Mn$^{4+}$ configuration. Volume expansion lowers the energy of these $e_g$ levels and strongly enhances their contribution to the exchange coupling in the energy range immediately below the Fermi level. This causes the change from AFM to FM coupling and increases the deviations from ideal Heisenberg behavior. Our results provide important insights into the mechanism underlying the magnetic exchange interactions in SrMnO$_3$. We also point out that similar effects can be observed in a number of other materials.

In the following, we first describe the computational method we use to obtain the magnetic exchange couplings in Sec. II. Then, we start the presentation of our results obtained for SrMnO$_3$ by demonstrating the change from an AFM to FM magnetic ground state under
volume expansion, and comparing the nearest neighbor exchange interactions calculated using different methods and reference states in Sec. III A. The orbital- and energy-resolved contributions to the nearest neighbor interaction are discussed in Sec. III B, and results for further neighbor exchange interactions are presented in Sec. III C. Finally our main conclusions are summarized in Sec. IV.

II. COMPUTATIONAL METHOD

A. Calculation of exchange couplings

Magnetic exchange interactions can be defined by mapping total energies obtained from first principles electronic structure calculations on a classical Heisenberg Hamiltonian:

\[ H_{\text{mag}} = -\sum_{i<j} J_{ij} \hat{m}_i \cdot \hat{m}_j \ . \]  

(1)

Here, we use normalized unit vectors \( \hat{m}_i \) to indicate the direction of the magnetic moment (spin) at site \( i \), the summation is over all pairs \( i \) and \( j \), and the sign convention is such that a positive \( J_{ij} \) corresponds to ferromagnetic coupling (i.e., lower energy for parallel spins).

In the following we use two different methods to obtain the coupling constants \( J_{ij} \). The first is based on calculating total energy differences of different configurations where either spin \( i \) or \( j \) (or both) are flipped relative to a chosen reference configuration\(^{12} \). The exchange couplings are then obtained from:

\[ J_{ij} = \frac{E_{\uparrow\downarrow} + E_{\downarrow\uparrow} - E_{\uparrow\uparrow} - E_{\downarrow\downarrow}}{4n} \ , \]  

(2)

where the arrows indicate the spin directions of site \( i \) and \( j \) in the configuration with energy \( E_{\sigma_\sigma} \), and \( n \) is the number of equivalent bonds between sites \( i \) and \( j \) within the supercell. In practice, this method requires to use a sufficiently large supercell, such that interactions between spin \( i \) and the periodic replicas of spin \( j \) are negligible.

The second method we use for calculating exchange interactions goes back to the work of Liechtenstein et al.\(^{8} \), and corresponds to energy variations due to infinitesimal local spin rotations, also defined relative to a fixed reference configuration. This reference configuration typically is the magnetic ground state, but can in principle be any stationary state with respect to variations of the spin density, which allows application of the magnetic force theorem. In this work, only such stationary (and collinear) magnetic configurations are considered. Within a localized, tight-binding-like, orbital basis set, the exchange interaction between the local magnetic moments on sites \( i \) and \( j \) can then be expressed as:

\[ J_{ij} = \pm \frac{1}{2\pi} \text{Im} \int_{-\infty}^{\infty} d\varepsilon \sum_{m'm''m'''} \Delta_{i}^{m'm'} G_{ij,\downarrow}^{'m'}(\varepsilon) \Delta_{j}^{m''m'''} G_{ji,\uparrow}^{m'''}(\varepsilon) \ . \]  

(3)

Here, the positive (negative) sign applies if the spins \( i \) and \( j \) are aligned (anti-)parallel in the reference configuration, \( G_{ij,\sigma}^m(\varepsilon) \) is the intersite Green’s function, and \( \Delta_i^{m'm'} \) is the local exchange splitting on site \( i \):

\[ \Delta_i^{m'm'} = H_{ii,\uparrow}^{m'm'} - H_{ii,\downarrow}^{m'm'} \ , \]  

(4)

with \( H_{ij,\sigma}^{m'm'} \) being the Hamiltonian in the tight-binding-like basis.

To obtain these quantities from our density functional theory (DFT) calculations, we follow the computational scheme used in Refs. 9–11, and express the Kohn-Sham Hamiltonian in terms of site-centered maximally localized Wannier functions\(^{13} \), \( |w_m(R)\rangle \). Here, \( i \) denotes only sites within the unit cell with lattice vector \( R \), where the Wannier function with orbital character \( m \) and spin projection \( \sigma \) is located. The Kohn-Sham Hamiltonian in the Wannier basis is then denoted as \( H_{ij,\sigma}^{m'm'}(R) \), where \( R \) is the lattice vector connecting the unit cells where the two Wannier functions are located. The Hamiltonian is spin-diagonal, since we are considering only collinear reference configurations and neglect spin-orbit coupling.

The Green’s function matrix in reciprocal space is:

\[ G_\sigma(\varepsilon, k) = (\varepsilon - H_\sigma(k))^{-1} \ , \]  

(5)

where \( H_\sigma(k) \) is the reciprocal-space Hamiltonian matrix obtained from Fourier transformation of \( H_\sigma(R) \).

The real space Green’s function can then be obtained via integration over the Brillouin zone (BZ)

\[ G_{ij,\sigma}^{m'm'}(\varepsilon, R) = \frac{1}{N_k} \sum_{k} G_{ij,\sigma}^{m'm'}(\varepsilon, k)e^{ik\cdot\Delta R} \ , \]  

(6)

where \( \Delta R \) is the lattice vector connecting the two unit cells where the corresponding Wannier functions are located, and \( N_k \) is the number of \( k \)-points in the Brillouin zone.

One advantage of this method is that it allows us to compute orbital resolved contributions to the exchange interactions. Due to the cubic symmetry, the exchange splitting matrix \( \Delta_i \) is diagonal in our calculations. Thus, one can directly obtain the exchange interaction between
orbital \( m \) on site \( i \) and orbital \( m' \) on site \( j \) as\(^\text{10}\):
\[
J_{ij}^{mn,m'n'} = \pm \frac{1}{2\pi} \text{Im} \int_{-\infty}^{\infty} d\varepsilon \Delta_i^{mn} G_{ij,\varepsilon}^{mm'} \Delta_j^{m'm'} G_{ji,\varepsilon}^{mm'} . \tag{7}
\]

The sum over all orbital contributions \( m \) and \( m' \) then gives the total exchange coupling between \( i \) and \( j \). Furthermore, one can also analyze the energy dependence of the integrand in Eq. (3) to identify the origin of different contributions to \( J_{ij} \).

The important difference between the two methods to calculate \( J_{ij} \) is that Eq. (2) is based on total energy differences for fully flipped spins, whereas Eq. (3) corresponds to infinitesimal spin rotations away from the reference configuration. In the following, we will always refer to Eq. (2) as the total energy method and to Eq. (3) as the method of infinitesimal spin rotations (ISR).

If a material is well described by the Heisenberg Hamiltonian, both methods should give identical results and, furthermore, these results should be independent of the chosen magnetic reference state. In reality it is well known, however, that for many materials, in particular itinerant metallic magnets, the Heisenberg model is not necessarily a good approximation\(^\text{14}\), and thus results obtained by the two methods may differ, and furthermore can also depend on the chosen reference configuration. In this case, the exchange couplings obtained using the method of ISR, Eq. (3), can still give a good description of transversal low-energy spin fluctuations around the reference state, whereas the total energy method might be more suitable to parameterize energy differences between different magnetic phases.

The Heisenberg Hamiltonian can be derived as a model describing low energy excitations of the Hubbard model in the insulating limit\(^\text{15}\), and thus insulating magnetic oxides, such as SrMnO\(_3\), are often thought of being well-described by the Heisenberg model. However, previous work has reported pronounced non-Heisenberg behavior for SrMnO\(_3\)\(^\text{6}\) and also for other manganites\(^\text{16}\).

\section{Technical details}

We perform spin polarized DFT+\( U \) calculations\(^\text{17}\) with the Vienna \textit{ab initio} simulation package (VASP)\(^\text{18–20}\) using the projector augmented wave (PAW) method\(^\text{21,22}\). Similar to previous studies of SrMnO\(_3\)\(^\text{6,23}\), we use the PBEsol\(^\text{24}\) exchange-correlation functional, and a Coulomb repulsion\(^\text{25}\) \( U_{\text{eff}} = 3 \) eV is added on the Mn \( d \)-electrons. For comparison, we also perform some total energy calculations using the hybrid functional according to Heyd, Scuseria, and Ernzerhof (HSE)\(^\text{26}\).

A plane wave energy cut-off of 680 eV and a \( 7 \times 7 \times 7 \) \( k \)-point grid are used in combination with a doubled perovskite unit cell with lattice vectors \( a(0,1,1), a(1,0,1) \) and \( a(1,1,0) \) to accommodate the G-type antiferromagnetic order. For the HSE calculations, an \( 8 \times 8 \times 8 \) \( k \)-point grid was used together with a two-fold down-sampling of the \( k \)-points and a reduction in the FFT grid used for the exact exchange, allowing for computational speed up. Comparison to calculations without such down-samplings indicate an error of well below 1\% for the total energy difference between the FM and G-AFM states. Identical crystal structures are used to compare ferromagnetic (FM) and antiferromagnetic (AFM) reference states, and the equilibrium lattice constant of the basic perovskite unit cell is \( a_0 = 3.79 \) Å, according to the PBEsol+\( U \) calculations for the G-AFM state\(^\text{6}\).

The Wannier functions of SrMnO\(_3\) are constructed from initial projections on Mn 3\( d \) and O 2\( p \) bands in the relevant energy range using the WANNIER90 code\(^\text{27}\), resulting in 28 basis functions per spin channel for the doubled perovskite unit cell containing two Mn and six O atoms. Thus, for each \( R \) and \( \sigma \), the Hamiltonian is a \( 28 \times 28 \) matrix. For Fourier transforming quantities in the Wannier basis, we define a \( k \)-points mesh which does not necessarily coincide with that used for the DFT calculations. In the AFM state, SrMnO\(_3\) is an insulator, so \( 10 \times 10 \times 10 \) \( k \)-points are found to be sufficient. However, in the FM state, SrMnO\(_3\) is a metal, where the states near the Fermi level greatly affect the convergence. Thus, in this case we use up to \( 30 \times 30 \times 30 \) \( k \)-points to achieve good convergence.

According to our definition, Eq. (5), the Green’s function has poles on the real axis. Thus, we substitute \( \varepsilon \) by \( \varepsilon + i\eta \), where \( \eta > 0 \) is an infinitesimal smearing parameter. We then use Cauchy’s theorem to evaluate the energy integral in Eq. (3) in the limit \( \eta \rightarrow 0 + \) by integrating over a semi-circular contour in the upper half of the complex energy plane, starting at the Fermi level and ending below the bottom of the relevant bands, using 3000 sampling points. When analyzing the energy dependence of the integrand in Eq. (3) (Fig. 4), we approximate the Green’s function along the real axis using a small but finite value for \( \eta > 0 \).

\section{Results}

\subsection{Exchange interactions under isotropic volume expansion}

Fig. 1 (a) shows the total energy difference between the G-AFM and FM states as a function of lattice constant, i.e., under isotropic volume expansion, as obtained from our PBEsol+\( U \) (denoted as GGA+\( U \)) and HSE calculations. In both cases the AFM state has lower energy than the FM state at the equilibrium lattice constant \( a_0 \), in agreement with experimental observations\(^\text{28}\). However, the energy difference between FM and AFM states decreases with increasing volume, and for \( a/a_0 \geq 1.03 \) the FM state becomes lower in energy. Thus, there is a phase transition from AFM to FM as the volume expands. A similar transition has also been obtained in previous DFT calculations of cubic SrMnO\(_3\) under negative pressure\(^\text{29}\).

The transition from AFM to FM order occurs for both PBEsol+\( U \) and HSE, even though in the latter
case it is shifted from $\sim 3\%$ to $\sim 4\%$ strain. This indicates that this magnetic transition is not an artifact of a potential gap underestimation in the case of the PBEsol+$U$ calculations. At the equilibrium lattice constant the energy difference between AFM and FM is essentially identical within PBEsol+$U$ and HSE. Note that exactly this energy difference has been used to obtain reasonable $U$ values for SrMnO$_3$ and related systems in Ref. 30. Thus, while the quantitative difference between PBEsol+$U$ and HSE increases with increasing lattice constant, both cases exhibit the same qualitative behavior, and in the following we therefore use only the computationally less-demanding PBEsol+$U$ approach.

The trend observed for the total energy is mirrored (to large extent) in the exchange interactions. Fig. 1(b) shows the nearest neighbor exchange interaction $J_1$ calculated for FM and G-AFM reference configurations using both the ISR (solid lines) and total energy (dashed lines) methods. In all cases, $J_1$ is strongly negative at the equilibrium lattice constant. $J_1 \sim -15\text{meV}$, then decreases in strength with increasing volume, and eventually changes sign, indicating a transition from AFM to FM, for strains around 3-4\%, except for the $J_1$ calculated for the G-AFM reference configuration using the ISR method, which remains negative over the whole range considered in our calculations.

This behavior in $J_1$ as function of interatomic distance is consistent with that previously observed for the in-plane nearest neighbor interaction when applying biaxial tensile strain$^6$, and it appears reasonable to assume that the emerging FM coupling has the same origin in both cases. However, we point out that in the present case the system always remains cubic, i.e., all Mn-O-Mn bonds form an ideal 180$^\circ$ angle and all three $t_{2g}$-orbitals on the Mn atom remain degenerate. Thus, the sign change of $J_1$ from FM to AFM coupling under isotropic volume expansion is not straightforward to understand using conventional superexchange arguments.

For a system well described by the Heisenberg Hamiltonian, the four different ways of calculating $J_1$ shown in Fig. 1(b) should give the same result. Hence, the data shows increasing non-Heisenberg behavior with increasing volume, since the spread in the data becomes more pronounced for larger lattice constants. This spread is particularly large for the $J_1$ obtained with the ISR method. In this case, for large volume expansion, there is even a qualitative difference with different sign in $J_1$ depending on the magnetic reference state. Since the exchange interactions obtained using ISR describe the curvature of the total energy for small deviations around the reference state, these results indicate local stability of the G-AFM configuration, i.e., the presence of a local energy minimum.

To investigate this further, and to better understand the non-Heisenberg behavior, we now present results of non-collinear DFT calculations, where we continuously transform the system from the FM to the G-AFM configuration. For this, we rotate one magnetic moment within the quasi-rhombohedral doubled perovskite unit cell by an angle $\alpha$ relative to the other one, as illustrated in the inset of Fig. 2(a). Thus, $\alpha = 0^\circ$ corresponds to the FM state and $\alpha = 180^\circ$ corresponds to G-AFM.

Based on the Heisenberg Hamiltonian, the energy per Mn atom as a function of rotation angle $\alpha$ is

$$E(\alpha) = -\frac{1}{N} \sum_{i<j} J_{ij} \hat{m}_i \cdot \hat{m}_j$$

(8)

where $N$ is the number of Mn atoms, $J_n$ is the exchange coupling corresponding to the $n$-th nearest neighbors, $E_0$ is the sum over $\alpha$-independent terms, and up to fourth-nearest neighbors have been considered. As seen in Eq. (8), the second- and fourth-nearest neighbor interactions do not contribute to the $\alpha$-dependence of the energy, and since $J_3$ has previously been found to be negligible$^6$, it will not be considered in the following.

In Fig. 2(a), the DFT total energy calculated at the equilibrium lattice constant as a function of the spin rotation angle $\alpha$, varying from the FM to the G-AFM state, is shown (blue line). In addition, the expected energy variations around the FM and G-AFM states according to Eq. (8), with $J_1$ obtained for the corresponding reference states using the ISR method, are indicated by the
FIG. 2. Total energy variation (per formula unit) as function of the spin rotation angle $\alpha$, as illustrated in the inset in (a). The FM state corresponds to $\alpha = 0^\circ$ and the G-AFM state to $\alpha = 180^\circ$. Blue lines show DFT total energies, red and orange lines indicate the energy change around the FM and G-AFM reference configurations calculated using Eq. (8) with $J_1$ obtained from the ISR method for the corresponding reference state. Panel (a) corresponds to the equilibrium lattice constant $a/a_0 = 1$, whereas panel (b) corresponds to $a/a_0 = 1.05$.

The energetic nearest neighbor interaction under isotropic volume expansion and of the strong non-Heisenberg behavior, we apply Eq. (7) to obtain orbital-resolved contributions to $J_1$. Since we are considering interactions between Mn $d$-electrons in an octahedral crystal field, these can be decomposed into contributions of $e_g$ or $t_{2g}$ character, while mixed $e_g$-$t_{2g}$ contributions are zero by symmetry. Fig. 3 shows the total $e_g$ and $t_{2g}$ contributions to $J_1$ under isotropic volume expansion as functions of lattice constant. The data shows that in all cases the $t_{2g}$ contribution is negative while the $e_g$ contribution is pos-
For the G-AFM reference state, the \( e_g \) contribution to the exchange coupling is negligible at the equilibrium lattice constant and remains small over the whole range up to \( a/a_0 = 1.05 \). In contrast, for the FM reference state, the \( e_g \) contribution is non-negligible already at \( a_0 \) and increases strongly with increasing volume, while simultaneously the \( t_{2g} \) contribution decreases in strength. Thus, the sign change of \( J_1 \) in the FM state is due to the strong positive \( e_g \) contribution dominating at large volumes. The large difference of the \( e_g \) contribution for the FM and AFM reference states is also the reason for most of the non-Heisenberg behavior of \( J_1 \), although there is also a smaller discrepancy in the magnitude of the \( t_{2g} \) contributions near the equilibrium volume. The results in Fig. 3 thus show that the \( e_g \) states are crucial for both the non-Heisenberg behavior and the transition from AFM to the FM state with increasing volume in SrMnO\(_3\).

To further elucidate the reason behind the strong FM character of the \( e_g \) contribution to the nearest neighbor exchange interaction, Fig. 4(b) shows the energy-resolved \( e_g \) contribution to the integrand of Eq. (7), i.e.:

\[
j^{e_g}_{ij}(\varepsilon) = \pm \frac{1}{2\pi} \sum_{mm'} \text{Im}[\Delta^{mnm'm'}_{ij\uparrow}(\varepsilon)\Delta^{m'm'}_{j\uparrow\downarrow}(\varepsilon)] ,
\]

where \( m \) and \( m' \) run through the \( e_g \) orbitals \( \{|3z^2-r^2\rangle, |x^2-y^2\rangle\} \), and \( ij \) corresponds to nearest neighbors. For comparison, Fig. 4(a) contains the \( e_g \)-projected density of states (DOS) below the Fermi level. In addition, Fig. 4(c) shows the \( e_g \) contribution to \( J_1 \), integrated up to a certain energy \( \varepsilon \leq \varepsilon_F \):

\[
J^{e_g}_{ij}(\varepsilon) = \int_{-\infty}^{\varepsilon} d\varepsilon' j^{e_g}_{ij}(\varepsilon') ,
\]

Thus, \( J^{e_g}_{ij} = J^{e_g}_{ij}(\varepsilon = \varepsilon_F) \). All sub-figures correspond to the FM reference state.

It can be seen that the energies with strong contributions to the exchange interaction approximately match the energies where the \( e_g \) DOS is large (even though there is no one-to-one correspondence between these two quantities). There are strong contributions to both DOS and the \( e_g \) integrand at energies between approximately \(-6 \text{ eV} \) and \(-3 \text{ eV} \). These result from strong hybridization between the Mn \( e_g \) orbitals with the O \( p \) bands, which are located in that energy region. Additionally, there are \( e_g \) contributions between approximately \(-2 \text{ eV} \) and the Fermi level, which become more pronounced for \( a/a_0 = 1.05 \). These are the contributions that are responsible for the positive sign of the \( e_g \) contributions to \( J_1 \), as can be seen from the integrated quantity in Fig. 4(c).
FIG. 5. Further nearest neighbor exchange interaction as a function of distance obtained using the ISR method. The figure shows exchange interaction for FM (red) and AFM (blue) order at lattice constants $a/a_0 = 1$ (dashed lines) and $a/a_0 = 1.05$ (solid lines).

which is still negative at $\varepsilon = -2$ eV, but then becomes positive in the energy range between $-2$ eV and the Fermi level. The increase of the positive $e_g$ contributions in this energy range for $a/a_0 = 1.05$ is related to a lowering of the $e_g$-dominated bands for increasing lattice constant.

C. Further neighbor interactions

Having analyzed the origin for the sign change of the nearest neighbor coupling, we now present results for further neighbor interactions. Previously, total energy calculations have been used to calculate up to the third nearest neighbor exchange interactions (with distance $\sqrt{3}a$) in SrMnO$_3$. The second and third neighbor interactions were found to be more than one order of magnitude smaller than $J_1$, while further neighbor interactions were assumed to be negligible. An advantage of the ISR method is, that it allows to calculate long distance exchange interactions without the need for prohibitively large supercells. Fig. 5 shows Mn-Mn exchange interactions with interatomic distances up to $3a$.

It can be seen that the fourth and eighth neighbor exchange interactions $J_4$ and $J_8$ are notably larger than the second and third neighbor exchange interactions, as well as other calculated further neighbor interactions. $J_4$ and $J_8$ correspond to interactions along the cubic crystallographic axes, with interatomic distances of $2a$ and $3a$, respectively. These results indicate that it might be important to consider at least up to fourth neighbor exchange interactions in studies of magnetism in SrMnO$_3$. However, it is also apparent that both $J_4$ and $J_8$ exhibit pronounced non-Heisenberg behavior with different signs obtained for the FM and AFM reference states.

IV. SUMMARY AND CONCLUSIONS

We have calculated magnetic exchange interactions in SrMnO$_3$, as function of lattice constant under isotropic volume expansion, using a method which evaluates energy variations due to infinitesimal spin rotations, and compared these results to calculations of total energy differences for collinear spin configurations. Previous work showed that the in-plane nearest neighbor magnetic exchange interaction of SrMnO$_3$ changes sign with increasing interatomic distance due to epitaxial strain. This sign change is not easily understood from standard superexchange theory. Here, we find that the same transition from AFM to FM coupling appears also under isotropic volume expansion.
By analyzing the orbital-resolved and energy-dependent contributions to the nearest neighbor interaction $J_1$, we find that the positive sign of $J_1$ (favoring FM order) obtained for increasing interatomic distances stems from partial occupation of the Mn $e_g$ states near the Fermi level. These Mn $e_g$ states are lowered in energy by the volume expansion, which enhances the hybridization between these states with the O $p$ bands, making a standard superexchange model less applicable. Furthermore, the partial occupation of the $e_g$ states (at least in the FM case), in spite of the formal Mn$^{4+}$ valence configuration, can enable a double-exchange-like coupling mechanism, where itinerant $e_g$ electrons mediate a net FM coupling between more localized $t_{2g}$ spins. Our results also indicate that the enhancement of the observed non-Heisenberg behavior under volume expansion originates mainly from these $e_g$ contributions. This is similar to what has been reported for the metallic itinerant ferromagnet bcc Fe, even though this is a material rather different from SrMnO$_3$. As shown in Appendix A, the same effect can also be observed for the strongly ionic antiferromagnetic insulator KMnF$_3$.

Our calculations of long range interactions in SrMnO$_3$ reveal that the fourth and eighth neighbor interactions are significantly larger than the second or third neighbor interactions. Moreover, further analysis of the long range interactions show that while both $t_{2g}$ and $e_g$ contributions to the exchange interactions decay exponentially with interatomic distance, the long range behavior is dominated by the $e_g$ contributions stemming from the energy interval immediately below the Fermi level.

To conclude, our results provide important insights into the mechanisms of magnetic exchange in SrMnO$_3$, which might also prove useful in future understanding of magnetism in other magnetic transition metal-oxides. Our results show that pronounced non-Heisenberg behavior can occur for a magnetic insulator such as SrMnO$_3$, similar to what has been found for other manganites. This demonstrates the importance of choosing appropriate methods when mapping first principles electronic structure calculations on atomistic spin Hamiltonians.

In Ref. 33, it was discussed how inclusion of spin dependence in the exchange-correlation functional used in DFT+$U$ calculations can affect the configurational dependence of the calculated magnetic exchange interactions. It was argued that excluding the spin dependence in the exchange-correlation functional, while inducing magnetic order only via the Coulomb repulsion $U$, leads to a more Heisenberg-like behaviour. For future studies, it could be of interest to investigate such effects also in SrMnO$_3$. Furthermore, it might also be of interest to consider the possible effect of higher order exchange interactions. Since SrMnO$_3$ is also known to become ferroelectric under strain, with an off-centrosymmetric structural distortion, it would also be of interest to use a generalized version of the method used here to consider the effect of spin-orbit coupling and evaluate antisymmetric Dzyaloshinskii-Moriya exchange interactions.
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Appendix A: KMnF$_3$

To test whether a more ionic and strongly insulating solid shows a behavior in better accordance with the Heisenberg Hamiltonian, we also study the magnetic exchange interactions of KMnF$_3$, which is an AFM insulator with a large band gap. Interestingly, we find clear deviations from Heisenberg behavior also in this compound. Furthermore, the non-Heisenberg behavior of the nearest neighbor exchange interaction originates entirely from the $e_g$-interactions, while the $t_{2g}$ interactions are configuration independent.

We calculate the electronic structure of KMnF$_3$ with the same methods as used for SrMnO$_3$, i.e., using the PBEsol exchange correlation functional implemented within the VASP code. The plane wave energy cut-off is set to 750 eV and $7 \times 7 \times 7$ k-points are used. The lattice parameter of cubic G-type antiferromagnetic KMnF$_3$ is calculated to be $a_0 = 4.18 \text{ Å}$, which agrees well with the experimental value of 4.19 Å. As for SrMnO$_3$, we investigate the nearest neighbor Mn-Mn exchange interaction as a function of the cubic lattice constant, using both the ISR method and the total energy method. For the total energy method, we use a $2 \times 2 \times 2$ supercell containing 8 Mn atoms. For the ISR method, a smaller cell with lattice vectors $\frac{\pi}{a}(1, 0, 1)$, $\frac{\pi}{a}(1, 1, 0)$ and $\frac{\pi}{a}(1, 1, 0)$, containing two Mn atoms, is used, which allows for the G-type AFM order. The Wannier functions are constructed from initial projections on Mn-centered $d$ and F-centered $p$ orbitals.

Fig. 7 shows the DOS for FM KMnF$_3$ obtained from our DFT calculation. There is a strong splitting between spin up and spin down Mn $d$ orbitals present already without using an additional Coulomb repulsion $U$ in the DFT calculation. There are five unpaired $d$ electrons on the Mn cation forming a high spin state, three electrons occupying $t_{2g}$ orbitals and two occupying the $e_g$ orbitals. Due to the more ionic and strongly insulating character of KMnF$_3$, it can be expected to be a better Heisenberg magnet than SrMnO$_3$, since the Heisenberg model can be derived from the electronic Hubbard model in the insulating limit, where the hopping amplitude $t$ is small compared to the large Coulomb repulsion, $t/U \rightarrow 0$. 

$$t/U \rightarrow 0.$$
FIG. 7. Total and orbital resolved DOS of FM KMnF$_3$ obtained from DFT. Spin up and spin down are shown along the positive and negative axes, respectively.

FIG. 8. Nearest neighbor exchange interaction in KMnF$_3$ as a function of lattice constant, calculated using the total energy method (dashed lines) and ISR method (solid lines) for a FM (red lines) and AFM (blue lines) reference configuration.

FIG. 9. Orbital resolved exchange interactions in KMnF$_3$ as a function of lattice constant. $t_{2g} - t_{2g}$ contribution for FM (green line) and AFM (red line) overlap, while $e_g - e_g$ contribution for FM (blue line) and AFM (orange line) show clear difference.

Fig. 8 shows the nearest neighbor exchange interaction $J_1$ as function of lattice constant obtained from the different methods for evaluating the exchange interaction, using both FM and G-AFM reference states. In each case, we obtain a negative $J_1$, favoring the AFM state. As the volume expands, the strength of the exchange interaction decreases, which can be understood from the increasing interatomic distances. In contrast to SrMnO$_3$, there is no sign change in $J_1$ within the considered range of lattice parameters.

Both methods for calculating the exchange interactions exhibit differences between the FM (red lines) and AFM (blue lines) magnetic reference states, indicating deviations from the behavior of an ideal Heisenberg system also for KMnF$_3$. The difference between the coupling obtained from FM and AFM states is larger for the ISR method. In addition, the corresponding coupling constants are weaker than the ones obtained using the total energy method. This could be due to further neighbor couplings, which effectively contribute to the nearest neighbor interaction in the total energy method, due to the small size of the supercell. This could also explain why the results of the two methods become more similar for larger volume, since the relative strength of these further neighbor couplings can be expected to decrease more rapidly with increasing interatomic distance.

Finally, Fig. 9 compares the $e_g$ and $t_{2g}$ contribution for the FM and AFM states in the ISR method. A notable feature is the good overlap between the $t_{2g}$ contributions for both reference states, indicating excellent Heisenberg behavior. Interestingly, all the non-Heisenberg behavior stems from the $e_g$ interaction, similar to what has been observed for SrMnO$_3$ in the main text and also for bcc Fe in a previous study.$^{37}$

---
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