The "Brownian bees" model describes an ensemble of \( N = \text{const} \) independent branching Brownian particles. The conservation of \( N \) is provided by a modified branching process. When a particle branches into two particles, the particle which is farthest from the origin is eliminated simultaneously. The spatial density of the particles is governed by the solution of a free boundary problem for a reaction-diffusion equation in the limit of \( N \gg 1 \). At long times, the particle density approaches a spherically symmetric steady state solution with a compact support of radius \( \bar{\ell}_0 \). However, at finite \( N \), the radius of this support, \( L \), fluctuates. The variance of these fluctuations appears to exhibit a logarithmic anomaly [Siboni et al., Phys. Rev. E. 104, 054131 (2021)]. It is proportional to \( N^{-1} \ln N \) at \( N \to \infty \). We investigate here the tails of the probability density function (PDF), \( P(L) \), of the swarm radius, when the absolute value of the radius fluctuation \( \Delta L = L - \bar{\ell}_0 \) is sufficiently larger than the typical fluctuations’ scale determined by the variance. For negative deviations the PDF can be obtained in the framework of the optimal fluctuation method (OFM). This part of the PDF displays the scaling behavior: In \( P \propto -N\Delta L^2 \ln^{-1}(\Delta L^{-2}) \), demonstrating a logarithmic anomaly at small negative \( \Delta L \). For the opposite sign of the fluctuation, \( \Delta L > 0 \), the PDF can be obtained with an approximation of a single particle, running away. We find that \( P \propto -N^{1/2} \Delta L \).

We consider in this paper the only case, when \( |\Delta L| \) is much less than the typical radius of the swarm at \( N \gg 1 \).

### I. INTRODUCTION

We continue in this paper investigations of a model of nonequilibrium statistical physics, which is known under the name ‘Brownian bees’ [1–4]. This model combines two important fields of statistical physics: branching Brownian motion (BBM) and nonequilibrium steady states (NESSs). BBM includes two processes: Brownian motion together with a branching process. Growing ensembles described by this model have been investigated for a long time. See for example Refs. [5, 6] and more recent Refs. [7–10]. In its turn, ensembles of reacting and diffusing particles, representing NESSs, are important for description of many natural systems. Their investigations occupy a very distinguishable area in nonequilibrium statistical mechanics [11–15].

The “Brownian bees” model represents a system whose dynamics are irreversible in time, based on the branching Brownian dynamics of \( N \) particles (bees). Conservation of their total number is provided by removing the bee that is farthest from the origin at the moment of any branching. The origin of the swarm is assumed to be immobile. The removing causes nonlocal interaction between bees and destroys time reversibility of the system even in its steady state. Choosing proper units for time and distance we may set that the diffusion coefficient for the Brownian motion and rate of branching of each bee are equal to 1. Most of this paper is devoted to the 1-dimensional case at \( N \to \infty \).

It has been shown [1] that at any finite time \( t \) a coarse-grained density distribution \( u(x,t) \) of the bees, normalized by \( N \), obeys the following mean field theory at \( N \to \infty \):

\[
\partial_t u(x,t) = \partial_x^2 u(x,t) + u(x,t), \quad |x| \leq \bar{\ell}(t),
\]

(1)

\[
u(x,t) = 0, \quad |x| > \bar{\ell}(t),
\]

(2)

\[
\int_{-\bar{\ell}(t)}^{\bar{\ell}(t)} u(x,t) \, dx = 1.
\]

(3)

As one can see, the compact support of \( u(x,t) \), at all finite \( t > 0 \), is centered at the origin. Effectively, there are two absorbing walls, at \( x = \pm \bar{\ell}(t) \), which move in synchrony so as to keep the number of particles constant at all times. The results of Ref. [1] argue that fluctuations of the coarse-grained density around \( u(x,t) \) tend to 0 at \( N \to \infty \).

It has been proved also [2] that the general solution of the system (1)-(3) tends at \( t \to \infty \) to the following steady state:

\[
U(x) = \begin{cases} 
\frac{1}{2} \cos x, & |x| \leq \bar{\ell}_0, \\
0, & |x| > \bar{\ell}_0.
\end{cases}
\]

(4)

where \( \bar{\ell}_0 = \pi/2 \), and \( \bar{\ell}(t) \to \bar{\ell}_0 \) at \( t \to \infty \).

We consider in this paper small relative fluctuations of the swarm radius \( L = \max |x| \) in the steady state described by Eq. (4). Consideration of this problem started in Refs. [3, 4]. Monte-Carlo simulations of the initial microscopic model and analytic investigation of a Langevin
equation that describes typical fluctuations in this model gave the following expression [4] for the variance of $L$ at the steady state at $N \to \infty$:

$$\text{var } L \simeq \frac{2 \ln N}{N}. \quad (5)$$

This result was obtained in Ref. [4] by linearization of the Langevin equation; and existence of the logarithmic anomaly indicates that it was a truncation of formally divergent analytic expression for var $L$. This anomaly originates from the fact that fluctuations of the particle density at all spatial scales give contributions that are of the same order of magnitude to the fluctuations of $L$.

The “Brownian bees” model belongs to a broader class of $N$-particle branching Brownian models with selection (NBBM). It was introduced initially in Refs. [16, 17]. A lot of works investigating this class of models are cited in Ref. [4]. It is interesting that many NBBM systems expose logarithmic anomalies in the statistical behavior of the edge particles. This is an additional motivation for studies of the Brownian bees model.

In this paper, we present results of our investigation of the tails of the probability density function (PDF) of instantaneous values of $L$ at the steady state, $P(L)$. We consider sufficiently moderately-large fluctuations, $\Delta L = L - \ell_0$, which on the one hand are much larger than the typical fluctuations’ scale, $|\Delta L| \gg \sigma(L) = \sqrt{\text{var } L}$, but on the other hand, are relatively small fluctuations in the sense that $|\Delta L| \ll 1$.

Let us briefly summarize our main findings, while describing the structure of the rest of the paper. For such negative $\Delta L$, the fluctuations involve many particles. So, they can be considered in the framework of the optimal fluctuation method (OFM). The latter, known also under the other names (the instanton method, the weak noise theory, and the macroscopic fluctuation theory), considers a single ‘trajectory’ of coarse grained density history, giving maximal contribution to the probability [11, 12, 18–23]. It is briefly recalled in Sec. II. Applying the OFM to the present problem in Sec. III, we obtain at $N \to \infty$:

$$-\ln P(L) = \frac{\pi}{4} N \frac{\Delta L^2}{|\ln \Delta L^2|} + \ldots. \quad (6)$$

This result is obtained by combining analytical and numerical methods. Existence of the logarithm in this asymptotic expression means that it can hardly be obtained by regular perturbation methods at $-\Delta L \ll 1$. However, the non-analytic structure of this expression at $-\Delta L \to 0$ provides a smooth matching of this result with the Gaussian distribution that describes typical fluctuations with mean $\ell_0$ and variance (5).

Atypically large positive fluctuations of $L$ turn out to be dominated by the dynamical behavior of the single farthest particle. Analogous approaches were applied in many other problems of extreme value statistics [24]. This approach, applied in Sec. IV for the present problem, gives at $N \gg 1$:

$$-\ln P(L) = \sqrt{N} \Delta L + \ldots. \quad (7)$$

The result in this regime does not match smoothly with the typical-fluctuations, Gaussian regime. We expect there to be a crossover between the two regimes which we do not attempt to analyze in the present work. Our main results for the distribution $P(L)$ are plotted schematically in Fig. 1. Finally, Sec. V is devoted to conclusions and discussions, including generalizations of our results to higher dimensions.

\section*{II. OPTIMAL FLUCTUATION METHOD: GOVERNING EQUATIONS}

The OFM employs an idea that probability of transition between two states of a stochastic system is dominated by the probability of an “optimal” (most likely) trajectory. In our case this trajectory is given by $q(x,t)$: A coarse grained normalized density of the fluctuating swarm of Brownian Bees. The designation $u(x,t)$ we reserve for particular trajectories $q(x,t)$, obeying the mean field system of equations (1)-(3) (without fluctuations). The most probable trajectory is defined by minimization of a functional of $q(x,t)$. Hence, this problem corresponds to the investigation of some classical field theory that can be recast as a Hamiltonian field theory. It involves, in addition to a generalized ‘coordinate’ $q(x,t)$, a generalized ‘momentum’ field $p(x,t)$. Before introducing the classical field theory corresponding to our present system, we may say that typically the OFM gives relevant evaluation of the initial probability for atypical fluctuations when they involved many particles of an initial many-particle system.

FIG. 1. A schematic plot of the distribution of the swarm radius, $P(L)$. The peak of the distribution is at $x = \pi/2$ which is the edge of the mean-field swarm density $U(x)$. Typical fluctuations are Gaussian with variance (5) [4], while the very asymmetric large deviation tails of $P(L)$ are described by Eqs. (6) and (7). The dotted line corresponds to a conjectured crossover regime between the typical fluctuations and the atypical positive fluctuations regime.
The derivation of the OFM for the Brownian bees models was considered in detail together with references of previous publications in Ref. [3]. The process providing the conservation of total number of bees, \( N \), in the swarm is introduced in the OFM system as a constrain and as boundary conditions at \( \lvert x \rvert = L(t) \), whereas the fields \( p(x, t) \) and \( q(x, t) \) are defined only at \( x \in [-L(t), L(t)] \). The density of the unconstrained Hamiltonian is defined as:

\[
H_{0}(q, p) = (e^{p} - 1)q - (\partial_{x}q)(\partial_{x}p) + q(\partial_{x}p)^{2},
\]

whereas the unconstrained Hamiltonian is equal to

\[
H_{0}[q(x), p(x)] = \int_{-L(t)}^{L(t)} H_{0}(q, p) \, dx.
\]

The constraint coming from conservation of the total number of bees

\[
\int_{-L(t)}^{L(t)} q(x, t) \, dx = 1 \quad \text{for any } t
\]

is introduced by means of a Lagrangian multiplier \( \lambda(t) \), so that constrained Hamiltonian becomes

\[
H[q(x), p(x), \lambda(t)] = H_{0}[q(x), p(x)] + \lambda(t) \int_{-L(t)}^{L(t)} q(x, t) \, dx.
\]

It depends, in general, explicitly on time \( t \). The density of the constrained Hamiltonian is

\[
\mathcal{H}(q, p) = H_{0}(q, p) + \lambda(t)q.
\]

The fields \( q(x, t) \) and \( p(x, t) \) have support at \( \lvert x \rvert < L(t) \), whereas the boundary conditions at the absorbing wall, \( \lvert x \rvert = L(t) \), are

\[
q(\lvert x \rvert = L(t), t) = p(\lvert x \rvert = L(t), t) = 0.
\]

Considering an instantaneous fluctuations at \( t = 0 \) over the steady state \( U(x) \) we may demand that at \( t \rightarrow -\infty \) the system should be in the steady state. This condition generates the following initial condition:

\[
q(x, t \rightarrow -\infty) = U(x); \quad p(x, t \rightarrow -\infty) = 0,
\]

and hence \( L(t \rightarrow -\infty) = \bar{\ell}_{0} \). Trajectories of this Hamiltonian system, determined by the Hamilton equations

\[
\partial_{t}q = \frac{\delta H}{\delta p} = e^{p} + \nabla \cdot (\nabla q - 2q \nabla p),
\]

\[
\partial_{t}p = -\frac{\delta H}{\delta q} = -(e^{p} - 1) - \nabla^{2}p - (\nabla p)^{2} - \lambda(t),
\]

maximize locally the probability density, \( \mathcal{P}[q(x, t)] \), at the trajectory \( q(x, t) \) which is determined in the OFM framework by the action \( S[q(x, t)] \) of an unconstrained mechanical system:

\[
- N^{-1} \ln \mathcal{P}[q(x, t)] = S[q(x, t)],
\]

where the action functional \( S[q(x, t)] \) on an arbitrary trajectory \( q(x, t) \) per particle is defined as

\[
S[q(x, t)] = \int_{0}^{L(t)} dt \int_{-\infty}^{-L(t)} [p\partial_{t}q - \mathcal{H}_{0}] \, dx.
\]

Here, the momentum field \( p \) should obey Eq. (15) as usual, and the boundary condition (13). Minimization of the action with respect to small variations \( \delta q(x, t) \) of the trajectory \( q(x, t) \) at \( t < 0 \) gives the second Hamilton equation (16). This minimization is necessary because the OFM implies the following evaluation of the probability that \( L < \ell \) for \( \ell < \bar{\ell}_{0} \):

\[
- N^{-1} \ln \text{Prob} (L < \ell) \simeq \min_{L(0)=\ell} S[q(x, t)].
\]

It corresponds to Eq. (17) and to the following expression for the PDF, \( P(L) \):

\[
- N^{-1} \ln P(L) \simeq \min_{L(0)=L} S[q(x, t)],
\]

where the minimization is over all possible trajectories \( q(x, t) \) obeying the constraints.

The minimization, entering Eq. (20), means in particular minimization over the final density \( q(x, 0) \) of the particles inside the interval \( \lvert x \rvert < L \) at \( t = 0 \). Requiring the variation of \( S[q(x, t)] \) over \( q(x, 0) \) to vanish, conditioned on \( \int_{0}^{L(t)} q(x, t) \, dx = 1 \), that is equivalent to \( \int \delta q(x, 0) \, dx = 0 \), gives a boundary condition at \( t = 0 \).

We may follow Ref. [25] to get analogously this boundary condition for the present problem. Consider two solutions of Eqs. (15) and (16) that are close to each other, \( q(x, t) \) and \( q(x, t) + \delta q(x, t) \), obeying the boundary conditions (14) at \( t = -\infty \). Then we may write for the variation \( \delta S \):

\[
\delta S = \int_{-\infty}^{0} dt \int_{-L(t)}^{L(t)} \left[ \delta p \partial_{t}q + p \partial_{t}\delta q - \partial_{t}(\partial_{q}\delta q - \partial_{p}\delta p) \right] \, dx.
\]

Using Eqs. (15) and (16), we obtain:

\[
\delta S = \int_{-\infty}^{0} dt \int_{-L(t)}^{L(t)} [\partial_{t}(p\delta q) + \lambda(t)\delta q] \, dx.
\]

Applying the boundary condition (14) and the condition (10), we obtain:

\[
\delta S = \int_{-L(0)}^{0} p(x, 0)\delta q(x, 0) \, dx.
\]
For the optimal \( q(x, t) \) the variation \( \delta S \) should vanish. Combining this requirement with the previous equation and with Eq. (10), we obtain that \( \partial_x p(x, 0) = 0 \) and hence

\[
p(x, 0) = \Lambda = \text{const} \quad \text{for} \quad |x| < L(0).
\]

This relationship gives the last boundary condition in time \( t \) for our problem.

The problem (15), (16), (13), (14), (21) and (10) contains one constant \( \Lambda \), and two unknown yet functions \( \lambda(t) \) and \( L(t) \). The latter one defines also the constant \( L(0) \).

When the function \( \lambda(t) \) is known and tends to 0 sufficiently fast at \( t \to -\infty \), then the condition of solvability of the system (15), (16), (13), (14), (21) and (10) determines \( \Lambda \) and \( L(t) \) (and hence \( L(0) \)). As a result, solution of the system (15), (16), (13), (14), (21) and (10) demonstrates a functional degree of freedom that is determined by the choice of \( \lambda(t) \).

Thus our action \( S \) is actually a functional of \( \lambda(t) \): \( S = S[\lambda(t)] \). An equation that follows from the condition of vanishing of variational derivative: \( \delta S[\lambda(t)]/\delta \lambda = 0 \) under constrain that \( L(0) = L \) looks as a very cumbersome and almost useless. We will try in this section to obtain a solution of the mathematical problem we set in previous Sec. II for sufficiently small negative \( \Delta L \), \( |\Delta L| \ll 1 \). Our main obstacle to do this is how to determine \( \lambda(t) \) that minimizes the action functional \( S[\lambda(t)] \). However, we are able to obtain a solution to the problem within a quite reasonable class of functions \( \lambda(t) \), that may give negative \( \Delta L \) tending to 0. We obtain such solutions numerically as well as analytically. The latter one concerns only a leading order of the solution at \( \Delta L \to 0 \). Such an approach would appear to give only an upper boundary for \( S(L) \). However, our final results show that \( S(L)/\Delta L^2 \to 0 \) at \( \Delta L \to 0^- \). Such behavior is only possible for quite specific forms of \( \lambda(t) \), so that an optimal \( \lambda(t) \) is determined almost uniquely at \( (t) \) as well as a leading term of \( S(L) \) asymptotics at \( \Delta L \to 0^- \).

We introduce in Sec. III A a one parametric set of particular \( \lambda(t) \) and investigate analytically and numerically such OFM solutions including calculation of the action at \( \Delta L \to 0^- \). Then we explain in Sec. III B that the upper bound for the action obtained in this way at \( \Delta L \to 0^- \) has the same leading order of the true action \( S(L) \), calculated along optimal trajectories at \( \Delta L \to 0^- \).

### A. A particular choice for \( \lambda(t) \)

We consider in this section the following choice of one parametric set for \( \lambda(t) \):

\[
\lambda(-\infty < t < 0) = -\sqrt{\frac{t}{4}} \times \begin{cases} 64 \times 3^{-3/2} \times e^{3/2 + 8(t-t_\lambda)} & \text{for} \quad t < -3/16 + t_\lambda, \\ (t_\lambda - t)^{-3/2} & \text{for} \quad -3/16 + t_\lambda < t < 0. \end{cases}
\]

This set of \( \lambda(t) \) has the single positive parameter \( t_\lambda \): \( 0 < t_\lambda \ll 1 \). Solution of the problem (15), (16), (13), (14), (21) and (10) with such \( \lambda(t) \) gives in particular the value in Eq. (22) are positive-definite. This property is much more suitable for numerical applications.
action (22) along the trajectories defined by such \( \lambda(t) \) is determined by times \( t_\lambda \ll (-t) \ll 1 \) and corresponds to the expression:

\[
S(L(0)) = \frac{\pi}{4} \frac{\Delta L^2}{|\ln \Delta L^2|} + \ldots ,
\] (25)

whereas the parts of the trajectories on the time intervals \( 0 < (-t) \lesssim t_\lambda \) and \( 1 \lesssim (-t) < \infty \) contribute only to the subleading term in Eq. (25) at \( \Delta L \to 0^- \). We will see also in Sec. III B that introducing of a constant multiplier in Eq. (24) of the order of \( \mathcal{O}(1) \) at \( \Delta L \to 0^- \) does not change the leading order in Eq. (25) and influences only on the subleading order.

The most important part of the trial function \( \lambda(t) \) corresponds to the second line in Eq. (24). Its possible form for optimization of the action will be considered in detail in Sec. III B. In this section we treat it as a trial function. The form of the first line in (24) is chosen more or less arbitrarily. We demand only a smooth matching to the second line and exponential decay of \( \lambda \) at \( t \to -\infty \). The coefficient \( k \) in the exponent \( e^{kt} \) is chosen so that it is equal to the first decaying mode of the linearized Eq. (16) at \( t \to -\infty \).

We see that our OFM problem, defined by the equations (15), (16), (13), (14), (21) and (10), is completely symmetric against the mirror mapping \( x \leftrightarrow -x \). Hence, it is quite natural to investigate only symmetric solutions. Only such kind of solutions will be considered below. We may note additionally that the equation (16) for \( p \), considered in the backward direction in time \( t \), with the ‘initial’ condition (16) does not depend at all on \( q \) at given \( L(t) \). We believe that the latter problem has only a symmetric solution, obeying (14). We may recall that requirements of obeying Eq. (14) demands a specific choice for \( \Lambda \).

1. Analytic self similar solutions

We consider in this subsection an approximate analytic solution of the problem with \( \lambda(t) \) defined in Eq. (24) under condition that

\[
t_\lambda \ll (-t) \ll 1.
\] (26)

In this case we may write instead of Eq. (24)

\[
\lambda(t) = -\frac{1}{4} \sqrt{\frac{t_\lambda}{(t_\lambda - t)^{3/2}}},
\] (27)

and we may hope to find an analytic solution of our problem, at least at times (26). In the regime (26), we could neglect \( t_\lambda \) in the denominator Eq. (27) and below in comparison to \((-t)\). However we leave it in this and analogous positions for clarity.

We will see that the solutions are composed of two parts. At \( L(t) - x \gg \sqrt{-t} \), the solution is simple and very smooth. Such interval of the \( x \)-space we denote as \( \tilde{\Omega} \). At \( 0 < L(t) - x \lesssim \sqrt{-t} \), there is a somewhat nontrivial boundary layer. We will construct this part of the solution at the interval \( \Omega \), corresponding to the condition: \( 0 < L(t) - x \ll 1 \). We approximate the solution at \( \Omega \) by a self similar solution, which will be described below. It is important that the domains \( \Omega \) and \( \tilde{\Omega} \) are overlapping with each other at the interval \( \sqrt{-t} \lesssim L(t) - x \ll 1 \).

We will see below that

\[
-t \dot{L}(t) \ll \sqrt{-t},
\] (28)

for the solution defined by Eq. (27) under the condition (26). We assume this strong inequality for now, and justify it a posteriori. The inequality (28) means in particular that the edge displacement \( \ell_0 - L(t) \) is much less than the width of the boundary layer, where \( \ell_0 - x \sim \sqrt{-t} \).

Eq. (16) can be rewritten in the domain \( \bar{\Omega} \) as

\[
\partial_t p = -\lambda(t). \quad (29)
\]

Hence we have the following solution for \( p(x,t) \) in this domain:

\[
p(x,t) = p(0,t) = -\int_{-\infty}^{t} \lambda(t) \, dt = \frac{1}{2} \sqrt{-\frac{t_\lambda}{t_\lambda - t}}.
\] (30)

Thus,

\[
\Lambda \simeq \frac{1}{2}.
\] (31)

Taking in mind the strong inequality (28), Eq. (16) together with the boundary condition at the swarm edge can be rewritten in the domain \( \Omega \) as

\[
\partial_t p = -\partial_x \lambda \cdot p - \lambda(t), \quad p(L(t),t) = 0.
\] (32)

Hence

\[
p(x,t) \simeq \frac{1}{2} \sqrt{-\frac{t_\lambda}{t_\lambda - t}} \left[ 1 - \exp \left( -\frac{(x - L(t))^2}{4(t_\lambda - t)} \right) \right].
\] (33)

for \( x \in \Omega \). The function

\[
\tilde{p}(\xi) = 2 \sqrt{-\frac{t_\lambda}{t_\lambda - t}} \left[ \frac{\Lambda}{t} \right] e^{-\frac{\xi^2}{4}}
\] (34)

is shown in Fig. 2. We see that the approximate solution inside the domain \( \Omega \) has a self similar form. The function \( \tilde{p}(\xi) \) represents this self similarity.

Introducing \( \tilde{q}(x,t) \) in the domain \( \bar{\Omega} \) by the following definition

\[
q(x,t) = U(x) + \tilde{q}_0(x,t),
\] (35)

we obtain the following equation for \( \tilde{q}_0(x,t) \) inside the domain \( \Omega \) from Eq. (15)

\[
\partial_t \tilde{q}_0 = \partial_x U(x) = \frac{1}{2} \sqrt{-\frac{t_\lambda}{t_\lambda - t}} \cdot U(x).
\] (36)
The function $\tilde{q}(\xi)$ is shown in Eq. (46) versus $\xi$.

FIG. 3. Shown is $\tilde{q}(\xi)$ defined in Eq. (46) versus $\xi$.

Thus, Eqs. (30), (33), (35)-(37), (46) and (47) give complete description of our solution at $t_\lambda \to 0$ and under the condition (26). It obeys also the condition (28) that was used implicitly several times during this derivation.
2. Calculation of the action for the analytic solution

Eq. (22) gives the following expression for the action rate \( \dot{S} \) at \( t_\lambda \ll (-t) \ll 1 \)

\[
\dot{S} = \frac{1}{2} \int_{-L(t)}^{L(t)} q p^2 \, dx + \int_{-L(t)}^{L(t)} q (\partial_x p)^2 \, dx ,
\]

because of the condition \( p \ll 1 \) during this period. The main contribution to the 1st integral comes from the domain \( \bar{\Omega} \). Thus, it can be calculated as

\[
\dot{S}_1 = \frac{1}{2} \int_{\Omega} q p^2 \, dx \simeq \frac{p^2(0, t)}{2} \int_{-\ell_0}^{\ell_0} U(x) \, dx = \frac{1}{8} t_\lambda - t .
\]

The main contribution to the 2nd integral comes from the domain \( \Omega \):

\[
\dot{S}_2 = \int_{\Omega} q p_x^2 \, dx \simeq 2 \int_0^{L(t)} \frac{L(t) - x}{4(t_\lambda - t)} \frac{t_\lambda}{4(t_\lambda - t)} \exp \left( -\frac{(x - L(t))^2}{2(t_\lambda - t)} \right) \, dx .
\]

Making here the substitution \((L(t) - x)/\sqrt{t_\lambda - t} = u\), we obtain:

\[
\dot{S}_2 \simeq \frac{t_\lambda}{16(t_\lambda - t)} \int_0^\infty u^3 e^{-u^2/2} \, du = \frac{t_\lambda}{8(t_\lambda - t)} .
\]

Combining both contributions to the action rate we obtain:

\[
\dot{S} = \dot{S}_1 + \dot{S}_2 = \frac{t_\lambda}{4(t_\lambda - t)} .
\]

Thus we have expressions for \( \dot{L} \) and \( \dot{S} \) for our solution at \( 1 \ll -t \ll t_\lambda \). See Eqs. (47) and (53). We see that the total edge displacement \( \Delta L \) as well the action \( S \) diverge at \( t_\lambda - t \to 0 \) and \( \to \infty \) if we extend the expressions (47) and (53) outside their domain of applicability, \( 1 \ll -t \ll t_\lambda \). It is a key point of the OFM theory for this system at \( \Delta L \to 0^+ \). This property allows us to make integration over time interval \( t \in (-1 + t_\lambda, 0) \) to get approximate evaluation of the whole action \( S \) and the whole edge displacement \( \Delta L \). The times \(-t \gtrsim 1 \) and \(-t \lesssim t_\lambda \) give some contributions to these values that can be estimated as \( \sim \sqrt{t_\lambda} \) and \( \sim t_\lambda \), respectively. They can be neglected in the leading order for \( \Delta L \) and \( S \) due to the ‘divergences’ mentioned above. This assumption will be confirmed in Sec. III A 3 by a direct simulation of our whole problem. As a result, we have at \( t_\lambda \to 0 \):

\[
\Delta L = \frac{t_\lambda}{\pi} \ln t_\lambda + \mathcal{O}(1) ,
\]

and

\[
S = \frac{t_\lambda}{4} \left[ \ln \frac{1}{t_\lambda} + \mathcal{O}(1) \right] ,
\]

These two equations give the following relationship:

\[
S \frac{\ln \Delta L^2}{\Delta L^2} = \frac{\pi}{4} \left[ 1 - 2 \ln \frac{1}{t_\lambda} + \mathcal{O} \left( \frac{1}{\ln t_\lambda} \right) \right] .
\]

For \( t_\lambda \to 0 \) (and hence, \( \Delta L \to 0^- \)) we obtain from the latter equation:

\[
S = \frac{\pi}{4} \ln \Delta L^2 + \ldots \quad (\Delta L \to 0^-) .
\]

This is our main result for \( \lambda(t) \) given by Eq. (27) at times \( 1 \gg -t \gg t_\lambda \).

3. Numerical solution for the chosen \( \lambda(t) \)

We solve numerically the problem (15), (16), (13), (14), (21) and (10) at known \( \lambda(t) \), given by Eq. (24). We replace the boundary condition (14) at infinite past on the boundary condition at finite time \( t = -T \)

\[
q(x, -T) = U(x) ; \quad p(x, -T) = 0 ,
\]

where \( T > 0 \) is sufficiently large to exclude influence of finiteness of \( T \) on our solutions. Rigorously speaking, we cannot demand \( p(x, -T) = 0 \) for finite \( T \). Actually, we replace the second condition in (58) by demanding that

\[
p(0, -T) = 0 .
\]

This condition can be fulfilled at a specific value of \( \Lambda \) as can be seen from the set of equations (16), (21) and (58). The latter value is actually an eigenvalue of the problem, that depends on \( \lambda(t) \). To be sure that our choice of \( T \) is large enough to approximate well the solution of the original problem (with \( T \to \infty \)), we calculate for this specific value of \( \Lambda \) the integral \( \int_{-\ell_0}^{\ell_0} p^2(x, -T) \, dx \). We checked that this integral would be sufficiently small for our choice of \( T \).

We solve this boundary value problem with the iteration procedure, ascending to the work [27]. The parameter \( \Lambda \) plays a role of an eigenvalue. Each step of the iteration consists of two sub-steps: i) forward and ii) backward. The equation (15) for \( q \) is solved forward in time with the boundary condition (58) treated as an initial condition. We use at this substep the function \( p \), obtained during the previous iteration step. Then the equation (16) is solved backward in time for \( p \) using the boundary condition (21) as an initial condition.

Our present problem has a novel feature. It is a free boundary problem with unknown in advance \( L(t) \). We calculate \( L(t) \) in the forward sub-step of the iteration procedure using the condition (10) simultaneously with
solving of Eq. (15). Details of this procedure are given in Appendix A. During the backward sub-step of the iteration we used \( L(t) \) obtained at the previous forward sub-step.

This method allows us to find the solution with given \( \lambda(t) \) and \( \Lambda \). It does not satisfy yet the condition (59) for \( p \). Using the method described in the previous paragraph, we apply a shooting procedure to find such value of \( \Lambda \), which corresponds to a solution obeying Eq. (59).

Important details providing the solution of the problem (15), (16), (13), (14), (21) and (10) at known \( \lambda(t) \) are given in Appendix A. We applied this method for the one-parametric set (24) of functions \( \lambda(t) \) with \( t_\lambda = 0.1, 0.02, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5} \) and \( 10^{-6} \).

First of all, we compare the simulated \( q_s(x,t) \) and \( p_s(x,t) \) with the self similar solution considered in Sec. III A 1 at small \( t_\lambda \). We designate the simulated \( q \) and \( p \) by the subscript ‘s’. Figs. 4 and 5 show the numerical solution with \( t_\lambda = 10^{-5} \) at \( t = -15.7t_\lambda = 1.57 \times 10^{-4} \). Fig. 4 shows the numerical solution in the bulk, in the domain \( \Omega \).

To compare the self-similar like solution (in the domain \( \Omega \)) to the simulations we may use the following expressions

\[
\tilde{q}_s(\xi,t) = \frac{1}{\sqrt{t_\lambda}} q_s \left( L(t) + \xi \sqrt{t_\lambda - t}, t \right) + \xi \sqrt{\frac{t_\lambda - t}{4t_\lambda}}, \tag{60}
\]

and

\[
\tilde{p}_s(\xi,t) = \sqrt{\frac{4(t_\lambda - t)}{t_\lambda}} p_s \left( L(t) + \xi \sqrt{t_\lambda - t}, t \right). \tag{61}
\]

Compare these expressions with Eq. (37) and Eqs. (33) and (34), respectively. These expressions should coincide with the self similar analytic solutions \( \tilde{q}(\xi) \) and \( \tilde{p}(\xi) \) of Sec. III A 1, respectively, at \( 1 \ll (-t) \ll t_\lambda \) and \( t \to 0 \).

Comparison of \( \tilde{p}_s(\xi,t) \) with theoretical \( \tilde{p}(\xi) \) is presented in Fig. 5(left panel). The curve \( \tilde{p}_s(\xi,t) \), presented there, is obtained from the simulation with \( t_\lambda = 10^{-5} \) and \( t = -15.7t_\lambda \). We use the expression (61) to calculate \( \tilde{p}_s(\xi,t) \). Analogously, Fig. 5(right panel) shows comparison of \( \tilde{q}_s(\xi,t) \) with the theoretical curve \( \tilde{q}(\xi) \). The same simulated data, but for \( q_s(x,t) \) is used to calculate \( \tilde{q}_s(\xi,t) \) in accordance to Eq. (60). We see that the correspondence between simulated and self-similar solutions is quite acceptable. We checked that the same statement is valid for all times from the interval \( 0.03 \lesssim (-t) \lesssim t_\lambda \) for sufficiently small \( t_\lambda \) (not shown). This means that indeed the self similar solutions, considered in Sec. III A 1, correctly describe the intermediate asymptotic behavior of the full OFM solutions corresponding to the set of \( \lambda(t) \), defined in Eq. (24), at \( t_\lambda \to 0 \).

Now we proceed to analysis of the integral parameters of the numerical solutions, total action, \( S \), and total edge displacement, \( \Delta L \). They depend now on \( t_\lambda \) only. Figs. 6 and 7 show comparison of dependencies of normalized total displacements \( \Delta L / \sqrt{t_\lambda} \) and normalized total actions \( S / t_\lambda \) on \( t_\lambda \) with fits based on Eqs. (54) and (55). To get self-similar theoretical results (54) and (55) we integrated the expressions (47) and (53) over \( t \) formally from \( t = -1 + t_\lambda \) to \( t = 0 \). Keeping in mind an analytically uncertain contributions to these integrals from the regions \( (-t) \gtrsim 1 \) and \( 0 < (-t) \lesssim t_\lambda \), we may suppose the existence of analytically uncertain constant multipliers of the order of 1 under the logarithms. We add such multipliers to fit the simulated data. The blue lines in Figs. 6 and 7 correspond to a specific choice of these factors. Actually the blue line in Fig 6 corresponds to the relationship

\[
\Delta L = \sqrt{\frac{t_\lambda}{\pi}} \ln 3.65t_\lambda. \tag{62}
\]

Comparing it with Eq. (54), we may conclude that the numerical solutions confirm existence of the logarithm and even the coefficient \( 1/\sqrt{\pi} \) in Eq. (47), when \( t_\lambda \ll 1 \). At \( t_\lambda \sim 10^{-6} - 10^{-5} \) the contribution of the multiplier 3.65 to the leading order becomes really small. Analogously, the blue line in Fig. 7 corresponds to the relationship

\[
S = \frac{t_\lambda}{4} \ln \frac{0.061}{t_\lambda}. \tag{63}
\]

It can be compared with Eq. (55). Although, the subleading term determined by the factor 0.061 is relatively higher than the analogous correction in Eq. (63), nevertheless the leading order term dominates at \( t_\lambda \sim 10^{-6} - 10^{-5} \). Thus, the numerical solutions confirm the existence of the logarithm multiplier in the asymptotics (55) as well as the overall coefficient \( 1/4 \) in it.

The dependence \( S(\Delta L) \) defined parametrically by Eqs. (62) and (63) is plotted in Fig. 8. It shows also points obtained from results of the simulations. We see that subleading terms, caused by the approximate exclusion of \( t_\lambda \) from Eqs. (62)-(63) [or from Eqs. (54)-(55)], are well seen at our \( \Delta L \) (or \( t_\lambda \)). To reveal this fact analytically we may consider Eq. (56). The 3rd term in the right hand side of this equation is of the same order of what would give subleading order terms in Eqs. (54) and (55). We see their relative contributions decay only logarithmically at \( t_\lambda \to 0 \). Nevertheless, the 2nd term in the right hand side of Eq. (56) is decaying even slower. We see that to reach the region where the subleading term would be about 10% of the leading term in this equation we should set \( t_\lambda \lesssim 10^{-19} \). Such values seems to us as unreachable for our present numerical methods. Nevertheless, we may say that the simulations confirm surely the asymptotic behaviors (54) and (55) at \( t_\lambda \to 0 \) for the set (24) of the functions \( \lambda(t) \).

Combining together all results of Secs. III A 1-III A 3, we may draw the following conclusions about the OFM solutions with \( \lambda(t) \), defined by Eq. (24) and parameterized by \( t_\lambda \), tending to 0 :

- The main contributions to the displacement of the edge and to the action come from the time interval \( t_\lambda \ll (-t) \ll 1 \).
FIG. 4. Numerical solution of the OFM problem with $t_\lambda = 10^{-5}$ at $t = -15.7t_\lambda$. The solution in the bulk, in the domain $\bar{\Omega}$, is shown here. The left panel shows $p_s(x,t)$. Compare it with Eq. (30) that gives $p(x \in \bar{\Omega}, t) \approx 0.122$ at this time. The right panel shows $q_s(x,t)$ by the blue line and $U(x)$ by the red dashed line. See Eq. (35). The difference between the latter two lines is almost invisible, excluding the region near $x = \bar{\ell}_0$ (the domain $\Omega$).

FIG. 5. Shown is a comparison of the (theoretical) self-similar and numerical solutions. The left panel shows the momentum in the domain $\Omega$. The right panel shows the normalized bees’ density $q$. The blue curves are obtained from numerical results for $t_\lambda = 10^{-5}$ and $t = -15.7t_\lambda$ in accordance to Eqs. (61) and (60), respectively. The red lines are the self-similar solutions (33) and (46), respectively.

- The OFM solutions at $t_\lambda \ll (-t) \ll 1$ can be well described by the self similar solutions investigated in Secs. III A 1 and III A 2.
- As a result, the action, $S$, on this set of solutions can be described by Eq. (57) at $\Delta L \to 0^-$. 
- Non self similar contributions to the displacement, $\Delta L$, and to the action, $S$, influence only subleading terms in Eq. (57).

B. General remarks about the OFM solution

We explain in Sec. III A that the one parametric set of the functions $\lambda(t)$, determined by Eq. (24), gives the asymptotic relationship between the action, $S$, and the edge displacement, $\Delta L$, presented by Eq. (57). Since this relationship corresponds to a particular choice of the set of the functions $\lambda(t)$, we may conclude that the Eq. (57) gives only an upper bound for $S(L)$ at $\Delta L \to 0^-$. Nevertheless, we present in this section arguments in favor of the claim that the specific behavior of the functions $\lambda(t)$ from this set at $t_\lambda \ll (-t) \ll 1$, when $t_\lambda$ tends to $0$, provides the valid asymptotic leading term in this expression as a solution of the OFM problem, described in Sec. II. The particular form of $\lambda(t)$ outside the time interval $t_\lambda \ll (-t) \ll 1$ determines only subleading terms in Eq. (57), but not the leading term. The subleading terms are neglected by us in Eq. (6). A key point for such conclusion is that $S(L)/\Delta L^2$ tends to $0$ at $\Delta L \to 0^-$. This property could be valid only for a quite specific choice of the set of the functions $\lambda(t)$; and our choice of $\lambda(t)$ in Sec. III A ensures such specific properties.

We start our way to the set (24) of the functions $\lambda(t)$ from several examples of trial functions that show us how to obtain

$$\frac{S(L)}{\Delta L^2} \to 0 \quad \text{at} \quad \Delta L \to 0^-.$$ (64)
In this case we may use results \( t^2 - \frac{1}{S} \lambda \) \( \Delta L - t_0 \) of Ref. [3], devoted to persistent fluctuations in the Brownian bees model. We obtain that

\[
S(L) \sim \Delta L^2 t_0
\]

for such trial functions. We may conclude that we should set \( t_0 \) as small as possible, while \( t_0 \gg 1 \), and that even for smallest possible \( t_0 \sim 1 \), we have \( S \sim \Delta L^2 \). The latter estimation is much higher than in Eq. (57) and does not obey the condition (64).

Considering the case of \( t_0 \ll 1 \), we separate it into two limiting subcases: i) \( p_0 \ll 1 \); and ii) \( p_0 \gg 1 \).

The case of single time scale

Let us consider firstly functions \( \lambda(t) \) that have only a single time scale, \( t_0 \). We focus on the behavior of \( p(0, t) \) and do not specify exactly \( \lambda(t) \) in Eq. (16) providing such \( p(0, t) \). For \( 0 < (-t) < t_0 \) we set some \( p(0, t) \sim p_0 > 0 \), and set that \( p(0, t) \) [as well as \( p(x, t) \)] tends quickly to 0 for larger \((-t)\). We consider below several combinations of \( t_0 \) and \( p_0 \) determined by strong inequalities.

The case of \( t_0 \gg 1 \). – In this case we may use results of Ref. [3], devoted to persistent fluctuations in the Brownian bees model. We obtain that

\[
S(L) \sim \Delta L^2 t_0
\]

The case of \( t_0 \ll 1 \) and \( p_0 \ll 1 \). – We begin from the case (i), when \( p_0 \ll 1 \). We will see that in this case absolute value of the edge displacement \( \Delta L = L_0 - \ell_0 \) is much less than the width of the diffusion boundary layer, that can be estimated as \( \sqrt{t_0} \). This boundary layer corresponds actually to the domain \( \Omega \) introduced above. In this case the density distribution in \( \Omega \) is similar to a quasi-equilibrium distribution, which is adjusted to a new position of the swarm edge. See Fig. 9. The fields \( p \) and \( q \) outside this boundary layer [that corresponds actually to the domain \( \Omega \) introduced above] are not affected by the diffusion process during the time, when \(( -t) \sim t_0 \), besides a small increasing of \( p \) in this domain due to positive \( p \). As a result, \( p(x, t) \) is constant in space in the

![FIG. 6. Simulated relationship between the edge displacement \( \Delta L \) and \( t_\lambda \). The red points represent results of the simulations. The blue line shows the fit (62). See also Eq. (54).](image1)

![FIG. 7. Simulated relationship between the action \( S \) and \( t_\lambda \). The red points represent results of the simulations. The blue line shows the fit (63). See also Eq. (55).](image2)

![FIG. 8. The blue line is a curve defined parametrically by Eqs. (62) and (63). The red points are obtained from results of the numerical solutions. The dashed black line corresponds to \( S = (\pi/4)\Delta L^2/|\ln (0.011\Delta L^2) | \). Existence of subleading terms, considered in the text, are seen apparently.](image3)

![FIG. 9. Shown is a sketch for \( q(x, 0) \) in the case of single time scale \( \lambda(t) \), when \( p(0, 0) \) and the time scale \( t_0 \ll 1 \). It corresponds to the solid line. The region \( \ell_0 - x \ll 1 \) is shown only. The dashed line presents \( U(x) \). The area between the dashed and solid lines can be estimated as \( \sim (\ell_0 - L_0)/\sqrt{t_0} \).](image4)
domain $\tilde{\Omega}$. The total normalized number of particles will be almost the same as in the equilibrium with a small excess $\Delta Q = \int_{\tilde{\Omega}} (q - U) \, dx$, which can be estimated as $\Delta Q \sim p_0 t_0$. This excess in the bulk (in the domain $\tilde{\Omega}$) should be compensated by a lack of particles in the domain $\Omega$. See for clarification Fig 9. The lack $\Delta Q_e$ can be estimated as an area between the dashed and solid lines in Fig. 9. The former one represents initial equilibrium, $U(x)$ close to the edge, whereas the latter one represents perturbed $q(x,0)$ close to the edge. This area can be estimated as $|\Delta L|/\sqrt{t_0}$. Hence, $\Delta Q_e \sim |\Delta L|/\sqrt{t_0}$. Owing to conservation of total number of particles, we should demand at least $\Delta Q \sim \Delta Q_e$, and, hence $\Delta L/\sqrt{t_0} \sim -p_0 t_0$. As a result, we have the following estimation of $\Delta L$ in this case:

$$\Delta L \sim -p_0 \sqrt{t_0}. \quad (65)$$

This estimations confirms our preliminary assumption that $|\Delta L| \ll \sqrt{t_0}$ in this case.

Let us estimate now the action for the case $p_0 \ll 1$ and $t_0 \ll 1$. Both contributions to the action in Eq. (22) are determined by the time interval $(-t) \sim t_0$. The 1st contribution is determined by the domain $\tilde{\Omega}$, whereas the 2nd one by the contribution from the diffusion boundary layer. It appears that the both contributions can be estimated as $p_0^2 t_0$. Hence,

$$S \sim p_0^2 t_0. \quad (66)$$

Combining Eqs. (65) and (66), we obtain the following estimation for the action $S$:

$$S \sim \Delta L^2. \quad (67)$$

First of all, we note that this action at $\Delta L \to 0$ does not obey the condition (64). We may note also that the action do not depend on $t_0$ or $p_0$ but only on their combination appearing in Eq. (65). This fact will be important below.

The case of $t_0 \ll 1$ and $p_0 \gg 1$. - This case differs from the previous one in two points. The additional to the equilibrium normalized number of particles begotten during the period $(-t) \sim t_0$ can be estimated now as $\Delta Q \sim e^{p_0} t_0$, whereas additional lack of particles near the edge can be estimated now as $\Delta Q_e \sim \Delta L^2$. The latter estimation comes from a reasonable assumption that the perturbation of the slope of $q(x,0)$ in the boundary layer is of the order of the slope in the equilibrium. Thus, due to conservation law ($\Delta Q \sim \Delta Q_e$); we have:

$$\Delta L^2 \sim e^{p_0} t_0. \quad (68)$$

Only the 1st term in Eq. (22) gives considerable contribution to the action. As a result we have:

$$S \sim p_0 e^{p_0} t_0. \quad (69)$$

Combining these two equations we obtain for the present case:

$$S \sim p_0 \Delta L^2 \quad (p_0 \gg 1). \quad (70)$$

We see that the lowest possible action for $p_0 \gtrsim 1$ takes place at $p_0 \sim 1$. Again even in the latter case ($p_0 \sim 1$) this action at $\Delta L \to 0$ is much higher than the action (57) for particular solutions, considered in Sec. III A.

We may draw the following general conclusion for the cases of a single time scale trial functions $\lambda(t)$. Such trial functions give that $S \sim \Delta L^2$ or higher. In any case the action becomes much higher than the action (57) at $\Delta L \to 0$ for particular solutions, considered in Sec. III A.

2. Multi scale in time trial functions

Before turning to power law form of trial functions $\lambda(t)$, which could be a candidate for the multi scale in time trial functions, we consider in more details a degeneracy revealed when we considered the case $t_0$ and $p_0 \ll 1$ in Sec. III B 1. We saw there that any time interval $(-t) \sim t_0$ of length $t_0$ give the same contributions to $\Delta L$ and $S$, if

$$p_0 \propto \frac{1}{\sqrt{t_0}} \quad \text{or} \quad \lambda \propto -\frac{1}{t_0^{3/2}}. \quad (71)$$

As a result, we may assume that if

$$\lambda(t) = -\frac{p_\lambda^{1/2}}{(t_\lambda - t)^{3/2}} \quad \text{or} \quad p(0,t) \sim p_\lambda \sqrt{t_\lambda - t} \quad (72)$$

at the interval

$$t_\lambda \ll (-t) \ll 1, \quad (73)$$

when $p_\lambda \lesssim 1$ and $t_\lambda \ll 1$, then each octave in $(-t)$ give the same contribution to $\Delta L$ and $S$. This contribution can be estimated in accordance to Eqs. (65) and (66) as $\delta \Delta L \sim -p_\lambda \sqrt{t_\lambda}$ and $\delta S \sim p_\lambda^2 t_\lambda$, respectively, regardless of $t$ belonging the interval (73). The number of such octaves can be estimated as $\ln t_\lambda^{-1}$. Hence the total edge displacement and the total action can be estimated as $\Delta L \sim -p_\lambda \sqrt{t_\lambda \ln t_\lambda^{-1}}$ and $S \sim p_\lambda^2 t_\lambda \ln t_\lambda^{-1}$, respectively. Such relationships lead to $S \sim \Delta L^2/|\ln \Delta L^2|$. This action is much less than for the trial functions considered in Sec. III B I, and obeys the condition (64). Such rough estimation cannot give the correct overall numerical factor of the order of 1 in the latter expression. However this consideration gives some insight into the origin of much smaller actions for multi-scale time trial functions. We may see that power laws in Eq. (72) are actually quite similar with what we set in Eqs. (24) and (27).

A power law trial function for $\lambda(t)$. - We see that power-law functions for $\lambda(t)$ could lead to the condition (64). We consider here the following general power trial functions for $\lambda(t)$:

$$\lambda(t) = -\frac{p_\lambda t_\lambda^{\alpha-1}}{(t_\lambda - t)^{\alpha}}. \quad (74)$$
We consider such solutions of the OFM equations at the time interval (73), assuming $\lambda_0 \ll 1$ and $p_\lambda \ll 1$. We assume that $\lambda(t)$ tends quickly to 0 for $(t) \gg 1$, and $\lambda(t) \sim -p_\lambda/\sqrt{t_\lambda}$. Then the solution for $p(x,t)$ in the domain $\Omega$ becomes in accordance to Eq. (16) as follows.

$$p(x,t)|_{\Omega} \sim p_\lambda t_\lambda^{\alpha-1}/(t_\lambda-t)^{\alpha-1}. \quad (75)$$

The solution for $q(x,t)$ inside the domain $\Omega$ can be treated as previously in the case of $p(0,0) \ll 1$. See Fig. 9. However we should make obvious re-designations: $L_0 - \hat{t}_0 \rightarrow t \bar{L}(t)$, and $t_0 \rightarrow (-t)$. Then we obtain analogously to Eq. (65):

$$tL(t) \sim p(0,t)\sqrt{-t}, \quad (76)$$

or

$$\hat{L}(t) \sim -\frac{p(0,t)}{\sqrt{-t}} \sim -\frac{p_\lambda t_\lambda^{\alpha-1}}{(t_\lambda-t)^{\alpha-1/2}}. \quad (77)$$

The calculation of $\hat{S}$ is quite similar to obtaining of Eq. (66) before multiplying $\hat{S}$ in Eq. (66) on $t_0$. Thus, we have

$$\hat{S}(t) \sim p(0,t)^2 \sim \frac{p_\lambda^2 t_\lambda^{2\alpha-2}}{(t_\lambda-t)^{2\alpha-2}}. \quad (78)$$

To get the total edge displacement, $\Delta L$ and the total action, $S$, determined by the time interval $t \in (-1+t_\lambda,0)$, we should integrate the expressions in Eqs. (77) and (78), respectively, over $dt$ on this interval. These contributions to $\Delta L$ and $S$ can be written as:

$$\Delta L \sim \frac{p_\lambda t_\lambda^{1/2}}{2|\alpha-3|} \left| t_\lambda^{\alpha-3/2} - 1 \right|, \quad (79)$$

$$S \sim \frac{p_\lambda^2 t_\lambda}{2|\alpha-3|} \left| t_\lambda^{2\alpha-3} - 1 \right|, \quad (80)$$

when $\alpha \neq 3/2$. For sufficiently small $|\alpha - 3/2|$ and $t_\lambda$ contributions to $\Delta L$ and $S$ from this interval become considerably higher than contributions from the regions, when $(t) \gg 1$ and $\ll t_\lambda$. Eliminating $p_\lambda$, we obtain from these equations:

$$S \sim |2\alpha - 3| \Delta L^2 \frac{t_\lambda^{2\alpha-3} - 1}{(t_\lambda^{\alpha-3/2} - 1)^2}. \quad (81)$$

Tending $t_\lambda \rightarrow 0$ we have $\Delta L \rightarrow 0$; and $S$ can be expressed in this limit as

$$S \sim |2\alpha - 3| \Delta L^2 \quad (82)$$

for sufficiently small $|2\alpha - 3|$.

We may conclude that the lowest action will take place at $\alpha \rightarrow 3/2$. For any finite $|\alpha - 3/2|$ and sufficiently small $t_\lambda$ we may make $S$ lower at $\Delta L \rightarrow 0^-$ by choosing lower $|\alpha - 3/2|$. It means that $\alpha = 3/2$ corresponds to the optimal $\lambda(t)$ in the form of Eq. (74), if we consider the leading-order behavior of $S$ at $\Delta L \rightarrow 0^-$. Namely this set of $\lambda(t)$ was considered analytically and numerically in Sec. III A.

**Power-law trial function with slowly varying amplitude.**

It is interesting to introduce in Eq. (74) a very slowly variable factor at $\alpha = 3/2$, trying to diminish the leading order in the expressions (57) for the action. We assume that the change of the factor is relatively small if we multiply or divide the time $t$ by 2. As a result, we present $\lambda(t)$ in the form:

$$\lambda(t) = -\frac{t_\lambda^{1/2}/2}{(t_\lambda - t)^{3/2}} F \left( \ln \left| \frac{1}{t} \right|, \ln \left| \frac{1}{t_\lambda} \right| \right). \quad (83)$$

We assume again that this expression is valid for $t_\lambda \ll (t) \ll 1$. Contributions to action outside this interval again determines only subleading orders at $\Delta L \rightarrow 0^-$. When absolute value of partial derivative of the function $F$ with respect to the 1st argument is much less than 1, then dependence of $F$ on $t$ can be treated adiabatically. Then repeating previous estimations we can write:

$$\Delta L \sim -\sqrt{\lambda_0} \int_{t_\lambda}^{1} F \left( \ln \left| \frac{1}{t} \right|, \ln \left| \frac{1}{t_\lambda} \right| \right) \frac{dt}{|t|}, \quad (84)$$

and

$$S \sim \int_{t_\lambda}^{1} F^2 \left( \ln \left| \frac{1}{t} \right|, \ln \left| \frac{1}{t_\lambda} \right| \right) \frac{dt}{|t|}. \quad (85)$$

Hence

$$\Delta L \sim \int_{t_\lambda}^{1} F^2 \left( \ln \left| \frac{1}{t} \right|, \ln \left| \frac{1}{t_\lambda} \right| \right) \frac{dt}{|t|^2}. \quad (86)$$

Minimizing this expression at given $\Delta L$, we obtain that optimal $F$ has not to depend on $\ln |t|$:

$$F = \text{const} = p_\lambda. \quad (87)$$

As a result we may conclude that optimal $\lambda(t)$ has to have a form of Eq. (72) at $\Delta L \rightarrow 0^-$. The only question that should be solved is the question about the amplitude $p_\lambda$ in Eq. (72).

**A choice of the constant $p_\lambda$ in Eq. (72).**

As a consequence of the arguments above, $p_\lambda$ for the optimal $\lambda(t)$ cannot be much larger than 1. Thus we set straightly that $p_\lambda \ll 1$ in the optimum. For such $p_\lambda$ we are able to make substitution $p_\lambda^2 t_\lambda$ instead of $t_\lambda$ in the amplitude of $\lambda(t)$ in the definition (27) of Sec. III A 1, where we considered analytic solution of the OFM equations with $\lambda(t)$ defined in Eq. (27). Analogous substitutions in all further expressions in that section lead to the following slightly more general final results than in Sec. III A 1 [Eqs. (54) and (55)]:

$$\Delta L = p_\lambda \sqrt{\lambda_0/\pi} \left[ \ln t_\lambda + O(1) \right]. \quad (88)$$

$$S = \frac{p_\lambda^2 t_\lambda}{4} \left[ \ln \frac{1}{t_\lambda} + O(1) \right]. \quad (89)$$
It is worth to remind once again that the residual terms, $O\xi$ in these equations are of the order of 1; and they are determined by by unknown behavior of $\lambda(t)$ at $(-t) \gtrsim 1$ and $\sim t_\lambda$ in the optimum. These equations give:

$$S(L) = \frac{\pi}{4} \frac{\Delta L^2}{\ln(\rho\xi/\Delta L^2)} + \ldots \quad (\Delta L \to 0^-). \quad (90)$$

If $p_\lambda \sim 1$, then it can be skipped at all or transferred to the residual term. However, when $p_\lambda \ll 1$, it leads to an increase of the trial action. This means that the optimal $p_\lambda \sim 1$ and its exact value do not influence on the asymptotic behavior of $S$ in the leading order. Our choice $p_\lambda = 1/4$ in Sec. III A follows this conclusion; and its concrete numerical value was chosen only for numerical convenience.

**Final OFM result.** — Combining now the OFM results (88) and (89), we obtain similarly to obtaining of Eq. (56):

$$S(L) = \frac{\pi}{4} \frac{\Delta L^2}{\ln(\rho\xi/\Delta L^2)} \left[ 1 - 2 \frac{\ln(\ln(\rho\xi/\Delta L^2))}{\ln(\rho\xi/\Delta L^2)} \right] + O \left( \frac{1}{\ln(\ln(\rho\xi/\Delta L^2))} \right) \quad (\Delta L \to 0^-). \quad (91)$$

Our main statement is that this is the valid OFM result at $\Delta L \to 0^-$. The non-optimized value of the overall factor $\sim\mathcal{O}(1)$ in our trial function $\lambda(t)$, as well as its non optimized behavior at $(-t) \gtrsim 1$ and at $(-t) \sim t_\lambda$ may change only the $\sim\mathcal{O}(1)$ coefficient before $\ln^{-1}(\Delta L)^{-2}$ in the residual term $\mathcal{O}(\ln^{-1}(\Delta L)^{-2})$ that is of the order of 1. The order of this residual term is confirmed by the numerical simulations in Sec. III A 3.

The result [4] concerning variance of $L$ for typical fluctuations means that $P(L)$ can be presented for such fluctuations as

$$- N^{-1} \ln P(L) \approx \frac{\pi}{4} \frac{\Delta L^2}{\ln N}. \quad (92)$$

Our main result (6) followed from Eq. (91) coincides with Eq. (92) with the relative accuracy $\varepsilon \to 0$, when $\Delta L$ belongs for example the interval $L = (-1/\sqrt{N^{1-\varepsilon}}, -1/\sqrt{N})$. For any small $\varepsilon$ and sufficiently high $N$, $|\Delta L|$ varies on this interval $L$ in many times. It means that the result (92) for typical fluctuations and our result (6) have a wide region near the point $\Delta L = \sqrt{\text{var}(L)}$, where they coincide with a high accuracy. This fact strengthens reliability of the both results.

**IV. POSITIVE ATYPICAL FLUCTUATIONS OF $L$: SINGLE PARTICLE APPROXIMATION**

Fluctuations with an unusually-large swarm radius, $L > \bar{\ell}_0$, turn out to behave entirely differently to the case $L < \bar{\ell}_0$ that we considered in the previous section. As we find below, the system trajectories that dominate the probability for observing some value $L > \bar{\ell}_0$ are those for which a single, runaway particle travels relatively quickly from $x = \ell_0$ to $x = L$, whereas the other particles simply diffuse, and meanwhile the branching process is completely suppressed. This scenario is schematically depicted in Fig. 10.

![FIG. 10. Atypical positive fluctuations of $\Delta L$ are dominated by the “runaway particle” scenario, in which a single particle quickly travels from the edge support of $U(x)$, at $x = \pi/2$, to the position $x = L$, while the rest of the particles do not display any unusual behavior. During the creation of this fluctuation, the branching process is entirely suppressed.](image)

The runaway particle scenario is similar in spirit to similar approaches in extreme-value statistics [24]. In particular, it is rather reminiscent of the “evaporation” scenario that describes the right tail of the statistics of the largest eigenvalue in many random matrix ensembles [28–32]. In fact, this approach was also recently employed to describe fluctuations of the size of a model that is not so different to the Brownian bees model, in which the branching process is replaced by stochastic resetting of the particles’ positions to the origin [33].

Assuming this scenario of a single, runaway particle, the problem simplifies considerably. One can write down a very simple equation for the dynamics of the PDF $P_1(x,t)$ of the particle that is furthest from the origin, by neglecting the possibility that it will be overtaken by one of the other particles:

$$\partial_t P_1(x,t) = \partial_x^2 P_1(x,t) - NP_1(x,t); \quad (x-\bar{\ell}_0 > 0). \quad (93)$$

The two terms on the right hand side of Eq. (93) describe diffusion of the furthest particle from the origin, and an effective ‘mortality’ term that corresponds to branching of one of the other $N-1$ particles (we neglect here the difference between $N$ and $N-1$ at $N \gg 1$). This equation is expected to be valid at $x - \ell_0$ that is much larger than the scale of typical fluctuations, where it becomes very unlikely for the positions of the two furthest particles from the origin to cross each other. The steady state solution of this equation is quite obvious $P_1(x) \propto e^{-x/\sqrt{N}}$. As a result we find that positive fluctuations of $L$ are described by

$$P(L) = P_1(L) \sim \exp(-\sqrt{N}\Delta L) \quad (\Delta L > 0). \quad (94)$$
A prefactor in this equation is determined by a crossover region, where one expects the PDF (92) for typical fluctuations to match somehow with Eq. (94). A full calculation of the prefactor is beyond the quantitative theory presented here. However, one may assume that this crossover takes place at $\Delta L$, for which the two formulas (92) and (94) predict probabilities that are of the same order. This happens at $\Delta L \sim \sqrt{\ln(N)} \var(L)$. In any case, Eq. (94) gives Eq. (7) from the Introduction.

Some insight is obtained by contrasting the results of this section with those of the previous one, which describe the two (very different) tails of the distribution $P(L)$. The scaling $-\ln P(L) \sim \sqrt{N}$ predicted by the runaway particle scenario of the present section, obviously predicts much larger probabilities than the scaling $-\ln P(L) \sim \sqrt{N}$ predicted by the OFM of the previous section, see e.g. (17). This confirms our assumption that, for $\Delta L > 0$, the runaway particle scenario dominates, whereas scenarios involving a large number of particles should not be taken into account as their contribution to $P(L)$ is negligible.

However, in analogy with the previous section, it would be nice to gain further information regarding the atypical $\Delta L > 0$ fluctuations, by characterizing the histories of the system that lead to a given $L > \ell_0$. It turns out that this can be done quite simply, as follows. Let us consider a dynamical scenario in which, at time $t = -\tau$ (where $\tau \gg 1/N$ will be determined below) the system is in a state that is described by the density $U(x)$. Then, during the time interval $-\tau < \tau < 0$, (i) no branching events occur, and (ii) the rightmost particle travels from the edge of the support of $U(x)$, $x = \ell_0$, arriving at $x = L$ at time $t = 0$. This scenario is described schematically in Fig. 10.

What is the probability of this dynamical scenario? The probability for no branching events is (exactly) given by $e^{-N \tau}$. Conditioned on no branching events, the PDF of the position a particle initially at time $t = 0$ given that at time $t = -\tau$ it was at $x = \ell_0$ is $e^{-\left(x-\ell_0\right)^2/\pi \tau}$. Therefore, the probability for this scenario, including arrival at $x = L$ at time $t = 0$, is

$$P(L) \sim e^{-N \tau - (\Delta L)^2/4\tau},$$

up to a pre-exponential factor. It will be useful to rewrite this as

$$P(L) \sim e^{-\sqrt{N} F(\tilde{\tau})}, \quad F(\tilde{\tau}) = \tilde{\tau} + \frac{(\Delta L)^2}{4\tilde{\tau}}, \quad \tilde{\tau} = \sqrt{N} \tau. \quad (96)$$

The next step towards calculating the $\Delta L > 0$ tail of $P(L)$ is to integrate the probability (96) over $\tilde{\tau}$. Clearly, at $N \gg 1$ this integral is dominated by the saddle point, i.e., we obtain

$$P(L) \sim e^{-\sqrt{N} \Delta L}, \quad (97)$$

where $\tilde{\tau}_0$ is the minimizer of $F(\tilde{\tau})$. This minimization is trivial: it yields $\tilde{\tau} = \Delta L/2$ so $\tilde{\tau}_0 = \Delta L$, which, after plugging into (97), we obtain $P(L) \sim e^{-\sqrt{N} \Delta L}$ in perfect agreement with our earlier result (94).

V. SUMMARY AND DISCUSSION

We see that the PDF for the size $L$ of the swarm in the frame of the ‘Branching Bees’ model with $N \gg 1$ is quite asymmetric around its mean value $\ell_0$, if we exclude at least the region of typical fluctuations of $L$ determined by its variance (5) [4]. In particular, we find that unusually large positive fluctuations of $L$ are far more likely than negative ones, as is evident from the very different scalings of the two distribution tails with $N$ at $N \gg 1$. The atypically large negative fluctuations of $L$ can be described by the OFM approach (6); and this PDF demonstrates the logarithmic anomaly that also appears in the variance (5) [4]. The OFM result matches smoothly with the Gaussian PDF determined by the variance. For atypically large positive fluctuations of $L$, their PDF (7) can be obtained with a single runaway particle approach. The region of crossover of the PDF between the latter one behavior and the Gaussian part of the PDF for typical fluctuations is an interesting goal for further investigations.

We saw that for $|\Delta L| \ll 1$ the fluctuations involve mainly a narrow layer of bees close to $\ell_0$. As a result, we may assume that the principal results of this paper concerning $P(L)$ at $|\Delta L| \ll 1$ do not depend on dimension $d$ of the space (up to a proper shift of the distribution $P(L)$, because $\ell_0$ depends on $d$). The Monte-Carlo simulations in Ref. [4] for typical fluctuations and conclusions from them drawn there support this argument.

A model, which is similar but slightly simpler than the Brownian bees model, was recently considered in Ref. [33]. In their ‘model B’, the position of the particle farthest from the origin is stochastically reset to the origin (instead of being reset to the position of one of the other particles as in the Brownian bees model studied here). We believe that our main results, Eqs. (6) and (7), remain valid for the ‘model B’ also (up to a proper shift, again because $\ell_0$ is different). We draw such conclusion for negative $\Delta L$ from the fact that we were able to neglect the branching process for the self similar solution in the domain $\Omega$, see Eq. (36). For the positive $\Delta L$ this conclusion is even more obvious and derived actually in Ref. [33]. Moreover, we may assume that the entire PDF of $L$ at $|\delta L| \ll 1$ and $N \to \infty$ for these two models are the same (up to the shift). Meanwhile, this statement is proven for the variance, $\var(L)$, in Ref. [33].
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Appendix A: Numerical method

We describe here some details of the numerical analysis of the problem (15), (16), (13), (14), (21) and (10), in one dimension, where the constant Λ and functions L(t), q(x,t), p(x,t) should be found, and Λ(t) is a given function, see Eq. (24). We introduce a new spatial variable y = x/L(t) (|y| ≤ 1) to work with a stationary spatial grid. This change of variables causes Eqs. (15), (16) to become

\[ \partial_t q = \frac{\dot{L}(t)}{L(t)} \partial_y q + \partial_y^2 q - \partial_y (\partial_y q - 2q \partial_y p) + q e^p, \quad (A1) \]
\[ \partial_t p = \frac{\dot{L}(t)}{L(t)} \partial_y p - \partial_y^2 p - (\partial_y p)^2 - (e^p - 1) - \lambda(t), \quad (A2) \]

respectively, while the initial and boundary conditions become

\[ q(|y| = 1, t) = p(|y| = 1, t) = 0, \quad (A3) \]
\[ q(y, t \to -\infty) = \frac{1}{2} \cos \left( \frac{\pi}{2} y \right); \quad p(y, t \to -\infty) = 0, \quad (A4) \]
\[ p(y, 0) = \Lambda = \text{const.} \quad \text{for} \quad |y| < 1. \quad (A5) \]

In our numerical solutions, we replace time \( \infty \) by finite time \( T = 10 \). The conservation condition (10) is:

\[ L(t) \int_{-1}^{1} q(y,t) dy = 1. \quad (A6) \]

As described in the main text, we solve Eqs. (A1) and (A2) using the back-and-forth Chernykh-Stepanov algorithm [27]. Every iteration of the algorithm consists of two steps. In the first step, we solve Eq. (A2) for \( p(y,t) \) backwards in time from \( t = 0 \), using \( q(y,t) \) and \( L(t) \) from the previous iteration. In the second step, we solve Eq. (A1) forward in time for \( q(y,t) \) using \( p(y,t) \) that was found in the first step. During the forward step, we also compute \( L(t) \) via Eq. (A6). We employ the implicit finite differences method to approximate Eqs. (A1) and (A2), and Newton’s method to solve nonlinear algebraic equations to approximate \( p \). A few iterations of the algorithm are sufficient for it to achieve convergence to a solution of Eqs. (A1) and (A2). One must, of course, specify some initial values in order to perform the first iteration of the algorithm. The choice usually does not have a strong effect on the convergence properties. We chose \( \Lambda = \Lambda_1 \approx 1/2 \), the mean field functions \( q(0 < y < 1, -T < t < 0) = \cos(L(t)y)/2 \) and \( p(y, t < 0) = 0, \quad p(y, 0) = \Lambda_1 \) and \( L(t) = 1 \).

At the end of the iterations the functions \( q(y, t, \Lambda_1), \quad p(y, t, \Lambda_1) \) and \( L(t, \Lambda_1) \), in particular \( p(y, -T, \Lambda_1) \) are known. The found function \( p(y, -T, \Lambda_1) \) satisfies to condition \( p(y, -\infty) = 0 \) in Eq. (A4) for a certain value of \( \Lambda \) which we are to find. Since in the general case \( p(y, -T, \Lambda_1) \) is not a constant, we employ a functional \( F(\Lambda) = \int_{-1}^{1} p^2(y, -T) dy \). We seek now the value \( \Lambda_m \) that minimizes the functional \( F(\cdot) \), which is calculated by the procedure described above. Notice, that \( F(\Lambda_m) \) is very close to zero for sufficiently small criteria ending the iterations. Finally \( L \) and \( S \) are computed on the solution through \( L = L(t = 0) \) and Eq. (22), respectively.

We used non homogeneous and space grids. The smallest time step \( \tau_m \) at \( t = 0 \) depends on value of \( t_1 \), \( \tau_m \propto t_1^2 \) the value of the steps growth exponentially when \( t \to -T: \tau_j = (1 + \delta \tau)\tau_{j-1}, \quad t_j = t_{j-1} + \tau_j, \quad j = 2, 3, ..., m, \quad t_1 = -T \) and \( t_m = 0 \). For example \( \tau_m = 10^{-13} \) and \( \delta \tau = 0.01 \) in calculation of version for \( t_\lambda = 10^{-6} \). The space grid is exponential too, the minimal spacing is near \( y = 1: \quad h_2 \propto \Lambda^{1/2} \) \( \Lambda \), and the spacing increases with growth of \( y \). For \( t_\lambda = 10^{-6} \), we used \( h_2 = 5 \cdot 10^{-5} \) and the increment \( 10^{-5} \). \( 1 - y_{i+1} = (1 + \delta h)(1 - y_i), \quad i = 1, 2, 3, ..., n, \quad y_1 = 1, \quad y_n = 0. \)

To illustrate the calculation of \( \Lambda \), we give here the data when the shooting procedure was stopped for \( t_\lambda = 10^{-6} \): \( p(0, -T) \approx 10^{-10}, \quad \int_{-1}^{1} |p(y, -T)| dy \approx 3 \times 10^{-12}, \quad \int_{-1}^{1} p(y, -T) \cos(y) dy \approx -3 \times 10^{-12} \).

It is important also that our numerical model has an steady-state mean field distribution which differs because of its discreteness from the continuous distribution \( U(x) \), defined by Eq. (4). This difference really is very small. Nevertheless, we took it into account in the calculation of numerical \( \Delta L \) to diminish the influence of numerical inaccuracies.
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