This year the discovery of femtosecond demagnetization by laser pulses is 20 years old. For the first time this milestone work by Bigot and coworkers gave insight in a very direct way into the time scales of microscopic interactions that connect the spin and electron system. While intense discussions in the field were fueled by the complexity of the processes in the past, it now became evident that it is a puzzle of many different parts. Rather than giving an overview that has been presented in previous reviews on ultrafast processes in ferromagnets, this perspective will show that with our current depth of knowledge the first real applications are on their way: THz spintronics and all-optical spin manipulation are becoming more and more feasible. The aim of this perspective is to point out where we can connect the different puzzle pieces of understanding gathered over 20 years to develop novel applications. Based on many observations in a large number of experiments. Differences in the theoretical models arise from the localized and delocalized nature of ferromagnetism. Transport effects are intrinsically non-local in spintronic devices and at interfaces. We review the need for multiscale modeling to address processes starting from electronic excitation of the spin system on the picometer length scale and sub-femtosecond time scale, to spin wave generation, and towards the modeling of ultrafast phase transitions that altogether determine the response time of the ferromagnetic system. Today, our current understanding gives rise to the first real applications of ultrafast spin physics for ultrafast magnetism control: THz spintronic devices. This makes the field of ultrafast spin-dynamics an emerging topic open for many researchers right now.

The rise of ultrafast magnetism began with the observation of the ultrafast switching in nickel observed by Bigot and coworkers in Strasbourg 20 years ago. It was a major breakthrough and the experiment challenged the fundamental understanding of magnetism at that time. So far, nanosecond experiments on gadolinium, the magnetic system was, in some ways, seen to be independent of the electronic system. Therefore, the fastest way to convert heat to the spin system was thought to be the wiggling of the lattice. Heat transfer channels were thought to be via spin-orbit coupling, which manifests as magnetic anisotropy that couples the spin direction to the lattice-orbitals. Magnetic anisotropy energy is, however, rather small in the meV range corresponding to a time scale larger than 10 ps. Therefore, the demagnetization time below 100 fs was very surprising. The short time is a direct evidence for the strong connection of spins and electrons that react much faster, on the 10 fs time scale. Like an ultramicroscope for microscopic processes, it tells us something about the initial steps of spin-orbit scattering in the electronic bands and the physics of spin-flip processes, about Stoner excitations and exchange scattering, the building blocks for spin-wave dynamics at THz frequencies and spin transport on femtosecond time scales. However, the observed processes are still hidden in a few parameters (e.g. demagnetization time of the magneto-optical Kerr response). This made the research field both exciting and complex early on, however it also shows the demand for the development of further experimental techniques providing deeper insight and clever experiments to disentangle these processes. This introduction highlights the complexity that makes the dynamics of the system multi-faceted. One simple theoretical approach cannot give a complete description of the diversity of processes happening, and more exciting discoveries in ultrafast magnetism are on the horizon. In this perspective, we make some simple initial considerations on a textbook introductory-like level to get the reader into the stage of current discussion based on some simple blueprints. From here we are ready to enter a discussion on new
developments of THz spintronic applications and give a perspective on experiments, theoretical models and future developments of ultrafast magnetism. For extensive reviews please refer to Kirilyuk et al.\textsuperscript{2} and Bigot et al.\textsuperscript{3}.

**Fig. 1: Time scales of spin-dynamics.** From single spin-flips and spin waves on THz frequencies to GHz magnetization precession (top). These are connected to possible future spintronic applications and devices from GHz to THz frequency generators (bottom). Reprinted from Miao et al.\textsuperscript{52}.

I. Introduction: Current understanding of ultrafast processes

What is this insight alike we get through experiments on ultrafast timescales? Many observations in a large number of experiments over the last years \textsuperscript{4,5,6,7,8,9,10,11,12,13,14} reveal us different insights, and since typical electronic excitations are found on femtosecond time scales, fundamental discoveries of the solid state can be made in the femtosecond region. Femtosecond laser experiments can be compared with particle accelerator experiments in nuclear physics aiming to break the ground state into fundamental excitations. In solid state physics we observe the fundamental mechanism of scattering and energy dissipation. To understand one of the challenges in the field of ultrafast magnetism in the past, one has to keep in mind that magnetism is a manifestation of the Coulomb interaction and the Pauli principle. Describing spin-spin interaction by one parameter called the exchange interaction, J\textsubscript{ex}, was a genius construction by Heisenberg\textsuperscript{15} and Dirac\textsuperscript{16}. This gives instructive insights into magnetic ordering of spin systems. However, one has to keep in mind that this ignores the underlying detailed electronic structure. On the other hand, early methods developed by Stoner\textsuperscript{17} allowed calculating first spin-split densities of states including electronic features of the bands. However, these were not calculated relativistically and the method neglects the spin-orbit interactions, which are very important in ultrafast magnetism.

We need the aforementioned fundamental approaches, which lead to a separation of electrons and spins, to describe the complex interactions and spin-dynamics in the ferromagnet if they are applicable. For example, the mapping of a complex electronic system onto the spin properties in the form of a Heisenberg exchange, J\textsubscript{ex}, leads to an atomistic spin model\textsuperscript{18}. The spins at each atom site, interacting with their neighbors can be described using the Landau-Lifshitz-Gilbert equation of motion, derived from the basic quantum mechanical Zeeman term including some viscous energy dissipation of the ensemble\textsuperscript{19}. This is a powerful, predictive method in nanomagnetism. Nevertheless, the artificial separation is challenging
our understanding when we have to think about the interaction of the excited electron system, and then mapping these dynamics onto the spin system in a second step. Similar to electron transport in a metal in presence of spin-orbit interaction, as for example in case of the spin-Hall effect\textsuperscript{20}, one can map the crystal state onto the spin-quantum number. To what extend is this useful? In the solid state crystal, due to the spin-orbit interaction, the spin is not a good quantum number and the related state not an eigenstate. A projection of the proper electron state onto the spin quantum number is therefore questionable\textsuperscript{21}; the electron state is rather a mixture of a spin-up and spin-down state\textsuperscript{22,23,24,25}. Similar effects are found in the presence of spin-fluctuations. However, this spin-mixing has important implications. Even for a propagating Bloch wave without any scattering, the spin’s orientation, and thus its momentum, is not conserved. Bloch states driven by light, electric fields or scattering will propagate the electron’s spin and orbital state in time into states with a different mixture of spin-up and spin-down. Many of the misunderstandings at the onset of this field are related to the fact that the spin is not a good quantum number in a crystal. A separation into spin-up and spin-down states and arguments on momentum conservation have to be taken with care. Spin-orbit effects are central in describing the evolution of spin states in driven systems and, if we control them, for excitation and detection of spins currents. Spin-orbit interaction is the essential ingredient of understanding ultrafast magnetization dynamics.

Fig. 2: Trigger for THz dynamics: spin currents and spin waves. (a) The THz time scale can be imprinted by a femtosecond laser pulse triggering picosecond current burst (laser driven THz current), or by a THz spin-wave mode (current driven THz spin waves). (b) Local spin excitation decaying into a spin-wave shown schematically in a time-space diagram. (c) Excited spins in the delocalized model have different speeds or decay constants, which results in a spin-polarized current. Time scales are dominated by the group velocity or diffusion speed that differ for spin-up and spin-down electrons, shown schematically in a time-space diagram. Similar time scales are found in both of these simple pictures.
Fig. 3: Schematics of the time scales of laser driven interaction versus a time ray from 1 fs to 1 ps. (a) Non-thermalized distributions are depicted. Thermalized distributions of electrons and spin ensembles are assumed after >50-100 fs (adapted from Bigot et al.\textsuperscript{150}). Modified 3T model for a simplified schematic description of generic effects. (b) Decoupling of spin and electron system in low damping systems (Heusler alloys, Half metals). (c) Variation of the electron specific heat (large increase of electron temperatures for small Sommerfeld parameter $\gamma$) (d) Observation of critical phenomena for high electron temperatures reaching the Curie temperature ($T_C$) (strong increase of spin specific heat). The ratio of the specific heats is depicted schematically by the respective area. In (e) for magnetic insulators (e.g. yttrium iron garnet (YIG)) pumping phonons by THz radiation is shown, resulting also in a fast demagnetization.

A. Rate equations versus ultrafast spin transport

The separation of electrons, spins and phonons can give some initial helpful insights into ultrafast magnetism, explaining the general dynamics observed. If we neglect the underlying details of the interactions, general trends can be derived. A rate model of coupled equations describes the time scales...
of energy transfer between three subsystems for electrons, spins and phonons that can be compared to the time-resolved reflectivity dynamics and time-resolved Kerr data. This allows the interaction and equilibration rates in between electrons, spins and phonons to be extracted. What are the preconditions for this approximation? As Born and Oppenheimer\textsuperscript{26} pointed out, a separation of atom dynamics of the nucleus and the surrounding electrons can be made since the electrons will adiabatically follow any slow changes of the lattice. Typical dynamics of the phonon system is at around ~1ps. Similarly, a separation of the charge and the spin degree of freedom is reasonable since slower time scales are observed for the dynamics of the spins, ~100 fs, than for the electron scattering, ~10 fs. Time scales can be quite different for each of these processes. Electron scattering is energy dependent typically in the range of 1-50 fs, spin wave dynamics is found from THz to GHz depending on the magnon wavelength and typical phonon modes are found to reach the THz range as well, depicted in Figures 1 and 2. Thus, a use of this oversimplified approach seems to be hopelessly inadequate. One reason that this approach nevertheless describes the general appearance of the dynamics is that all these microscopic excitations, the degrees of freedom of the system in the ensemble, average.

The microscopic processes in their ensemble can be described by macroscopic variables and their temperatures: specific heat \((C_{el} \sim \gamma T_{el}, C_{sp}, C_{ph})\) and scattering rates \((\tau_{el-sp}, \tau_{el-ph}, \tau_{sp-ph})\).\textsuperscript{1} Using the three coupled rate equations and a delta- or Gaussian excitation, still analytical solution can be found and used to extract the equilibration times in between the subsystems\textsuperscript{27}. In Figure 3 (b)-(e), we show four exemplary scenarios to demonstrate the general effects of their interaction. In Figure 3 (b), if the electron-spin interaction is set to zero or small value, then the spin system’s temperature will not be dominated by the coupling to the electron system, but by the spin-lattice interaction, which is much slower. In Figure 3 (c) for a small electron specific heat \(c_{el} \sim \gamma T_{el}\), with the Sommerfeld coefficient \(\gamma\), the electron temperatures will be very high at the initial stage when all energy is deposited by the optical excitation herein. In Figure 3 (d), the spin specific heat at around the phase transition, the Curie Temperature \(T_C\), increases in the ferromagnet. This increase is connected with critical phenomena at the phase transition and results because of the strong increase in the specific heat and a delayed increase of the spin-system temperature. In Figure 3 (e), in an insulator, the electron system cannot be excited directly. Currently, heating by THz radiation coupling resonantly to specific phonon modes is investigated by different groups and reveals also a fast response of the spin system\textsuperscript{28}. This coupling will result in an increased phonon temperature and equilibration with the spin-system is determined by the spin-lattice coupling. The drawback is that all these rate models always rely on the separation of electrons, spins, lattice and thermalized distributions of the excitation spectra. In addition, in reality parameters can have quite some temperature dependence, energy dependence or be different for the non-thermal electronic distribution, as schematically illustrated in Figure 3 (a). However, we benefit from the fact that the spin-mixing is low, only a few percent. Although, small portions for example in Ni of 4% of the states can have even 20% spin-mixing in the Brillouin zone\textsuperscript{29}. This simplification still allows separating spin-up and majority spin-down channel for the greater part of electrons. The spin-mixing is then present in the interaction channel between electron and spin systems, described as a second order process.

In spin transport, the separation of transport into spin-up and spin-down channels is known as Mott’s two current model\textsuperscript{30}, with one current flowing for spin-up separated from the current flowing for spin down electrons in separated bands with individual conductivity. The same microscopic scattering rates appear\textsuperscript{31}, as described in the previous section, and are well known for the description of giant-magnetoresistance effects\textsuperscript{32,33}. This strong connection to spin transport should also be visible in other effects. Indeed M. Battiato et al.\textsuperscript{34} suggested in 2010 that, in addition to this local equilibration of the subsystems, transport should be connected arising from nonlocal effects: spatial gradients in the laser excitation will result in transport effects to equilibrate the energy distribution laterally after the laser pulse hits the sample and excites it locally, as shown in Figure 2 (c). First experimental evidence had been published by Melnikov et al.\textsuperscript{35}. This ballistic or diffusive spin and electron transport can be thought of as an ultrafast spin-dependent Seebeck effect\textsuperscript{36,37,38}. The denomination of a ballistic or diffusive transport regime depends on length scales and spin scattering rates. In the regime of strong scattering, the
transport is diffusive\(^{39}\). Between diffusive and ballistic transport, the system is described as superdiffusive\(^{40}\), that means that few particles can propagate ballistically without scattering for longer distances, while the majority is scattered. The phenomena of these rare events are called Lévy flights\(^{41}\), leading to a different power law in the diffusion equation. Generally, the power law for a mean electron displacement is \(<\Delta r(t)^2> \sim D t^\alpha\), where \(D\) is the diffusion coefficient and \(t\) is the elapsed time. In superdiffusion, the few electrons that can travel undisturbed over long distances lead to \(\alpha > 1\). As a consequence, ultrashort laser pulses can be applied to trigger ballistic or diffusive spin-and electron transport with picosecond rise times on nanometer length scales. This opens up completely new possibilities for ultrafast magnetism and spin electronics, merging into the novel field of THz spintronics.

Fig. 4: Prospective THz spin transport and spin-orbit-based devices. (a) Schematics of the THz giant magneto resistance (GMR) and (b) of the THz inverse spin Hall effect (ISHE) in ferromagnet (FM) nonmagnetic metal (NM) layers. (c) Accessing fundamental processes of spin transport (Drude relaxation) by the THz GMR and (d) THz spintronic application in broadband THz emitter based on the ISHE, from \(^{53,63,64}\).

In the case of the superdiffusive spin currents, the role spin polarized currents is of importance. A thermally driven spin polarized current originates from different Seebeck coefficients in the two spin channels. The effect had been first observed by Slachter et al.\(^{42}\) and called spin-dependent Seebeck effect. In contrast the spin Seebeck effect is a net spin pumping current over the ferromagnet/metal interface induced by a non-equilibrium magnon distribution most prominent if the ferromagnet is an insulator as yttrium iron garnet (YIG)\(^{36,43}\). THz magnons in a fs-pump-probe scenario could also pump pure spin currents at interfaces, as discussed in a s-d model by Tventen et al.\(^{44}\).
Currently, applications from magnetic tunnel junctions to recent spin-Hall devices, spin-orbit torque and heat related spin-Seebeck effects, are seeding the field of spintronics and the emerging field of orbitronics\textsuperscript{45}. We now understand the processes on ultrafast timescales well enough to develop novel devices exploiting spin-dependent and spin-orbit effects. All spintronics and emerging orbitronics devices can find their counterpart on ultrafast time scales. The future of field of THz spintronics promises very rich in investigations to come.

II. Novel applications in the THz range

A. THz spintronics

Why might THz spintronics be interesting for computing? Although current semiconductor transistor developments with 12 nm gate-pitch face serious leakage currents and power consumption is increasing. To a certain extent, on-chip power management allows power consumption to be balanced, especially for mobile devices\textsuperscript{46}. Spintronic devices are an option to reduce power consumption. Spin-based RAMs (Spin Torque Random Access Memory (ST-MRAM)) from Everspin\textsuperscript{47} currently serve as embedded memory or special high reliable automotive solutions. These can be integrated as the top layer into 40 nm and 28 nm CMOS processors (for perpendicular-MTJ Spin Torque eMRAM (embedded))\textsuperscript{48}. Potentially, spintronic computational devices have the advantage of non-volatility, low writing currents, and at the same time, high reliability. This means that future breakthroughs will probably go through a change of paradigm, like three-dimensional chip structures or using plasmons or magnons for computing\textsuperscript{49}. Another way would be to speed up computing. Computational power is given by the number of operations made per unit time and unit area. In the last years, Moore’s law was fulfilled for the footprint area of the transistor. The number of transistors per area is still increasing and the current 22 nm lithography node that uses partly three-dimensional gates, as for example Intel’s 3D tri-gate transistor, is already moving towards the third dimension\textsuperscript{50}. However, frequency clocking of the devices has remained
at the same level since the year 2000 at a few GHz. By using THz spintronics, one could open new avenues in computational speeds by combining ultrafast optics and photonics with spintronics. A closer synchronization of processing and memory clock could be achieved by exploiting a THz spintronic memory and processor. THz spintronic technologies are not only interesting for ultrafast-computing, THz is on its way to becoming a sophisticated-spectroscopy tool\textsuperscript{51}, as ultrafast lasers become more available, and THz technologies for security are almost installed by now at every airport in North America. THz spintronics is enabling easy-to-use THz devices that are close to being implemented into applications today.

THz spintronics opens a new paradigm with current ultrafast technologies. A schematic of THz spintronic devices is shown in Figure 2 (a). One needs on one hand ultrafast control. This can be achieved through ultrafast light, heat, magnetic field or electric field pulse to trigger the picosecond process, and on the other hand one needs an ultrafast readout. If a laser pulse is used, as shown in the middle of Figure 2 (a), this excites an electron bunch. Non-equilibrium electrons will drive current though the device and ferromagnetic layers, leading to picosecond spin or charge current bunches. On the right, a process is shown where a current can drive coherent spin excitations at fixed frequency. Spin-wave resonators in the GHz range are standard meanwhile. However, the field of spin-wave resonators in the THz range is opening up. THz-spintronic modulators for currents can be based on magnetic tunnel junctions with low damped high-frequency spin wave modes. For THz spintronic applications, as suggested by Miao et al. in 2011\textsuperscript{52}, both processes can emit THz radiation. They widen the spintronic frequency range into the THz range for applications depicted in Figure 1.

To transfer the concepts of spintronics to the THz frequency range, we have to prove that the basic concepts of spintronics are still valid at THz time scales. A special test case is the giant magneto resistance (GMR), for which the Nobel prize was awarded to Albert Fert and Peter Grünberg\textsuperscript{32,33}. Indeed, it can be demonstrated that standard spinelectronic phenomena work at THz frequencies, (Figure 4 (a)). The GMR effect still operates at THz frequencies: Mott’s two current model, with different relaxation channels on different spin channels, has been proven to be functional and different Drude relaxation times can be extracted for spin-up and spin-down electron transport\textsuperscript{53} (Figure 4 (c)). The static GMR of 23\% is comparable to the THz GMR of 25\%. In addition, individual microscopic spin scattering channels can be determined. Also the spin-transfer torque effect is operative on THz frequencies\textsuperscript{54}. Magnetic RAMs currently are operated by magnetic tunnel junction based bits. It is essential to manipulate magnetization in such bits in a controlled way by the application of a spin torque. In magnetic tunnel junctions, the bias voltage delivers an additional control parameter: tuning the potential difference, and thereby the transport through the barrier. This allows a selection of states available in tunneling. Under different bias-voltages, the spin-dynamics have been studied using ultrafast lasers in search of a modification of the ultrafast demagnetization\textsuperscript{55}. Spin-transfer torque driven by extreme temperature gradients seem feasible\textsuperscript{56,57} as indicated by research published so far\textsuperscript{58,59}.

New concepts in spintronic devices focus on a more compact version of the magnetic device structures. This is possible by ‘bending’ electrons and exploiting the third dimension. Rather than have the writing and the readout process both in the same element, the magnetic tunnel junction, in a linearly constructed, sequential device, spin-orbit based effects allow to separate the writing and the readout processes. In these so-called spin-orbitronic devices, the spin-current for switching the memory layer is produced by the spin-orbit torque effect. At the metal/ferromagnet layer of the base contact, a current through the material drives a charge to spin-current conversion\textsuperscript{60}. The optimization of these devices and the understanding of the spin-orbit driven spin-currents for the static case is just the beginning. Two different processes, an intrinsic conversion and spin-current injection in two steps\textsuperscript{61} or Rashba-like interface effect\textsuperscript{62} seem both to be relevant for the spin-orbit torque generation. How about the THz timescales? In Figure 4 (b) and (d), a double layer device is shown that works on this principle. We look here at the effect of a spin-current coming from the ferromagnet though the interface that is then converted into a charge current. Because of the different nature of the bands in the ferromagnet owing different relaxation
times and different Fermi velocities for the two spins, the laser pulse drives a spin current in a ferromagnet. In a second step, the spin current is injected into the metal layer. In the presence of spin-orbit interaction, the inverse spin-Hall effect ‘bends’ the electrons depending on their spin orientation. This transfers the spin current transmitted through the interface into a charge current, perpendicular to the spin-current and spin polarization direction. A charge current bunch generated in this way can be directly measured, since the picosecond current bursts radiate like antennas and emit THz electromagnetic waves from the sample. The electromagnetic wave emitted can be sampled. It is a measure for the current flow in the sample, an ultrafast ammeter. At the same time, these devices can be optimized for their THz emission amplitude and band width. Because of the large currents generated in the highly non-equilibrium situation, and the fast time scales of the current burst resulting from the small length scales, this gives spintronic THz emitters unique properties. The power of the THz emission is comparable to standard THz emitters (GaP, ZnTe) and only a factor of five smaller compared to low-temperature GaAs based emitters, which are photoconductive switches that generate picosecond current pulses in defect-rich semiconductor materials. Those are currently used for airport security scans and commercial spectrometers. However, the bandwidth of a spintronic THz emitter is much larger, 1-20 THz compared to the latter with 1-3 THz only. This opens up new possibilities for the improvements of THz spectrometers for bio- and medical applications and for spectroscopic fingerprints in search of explosives. Also, the polarization of the THz pulse is easily modified by the magnetization direction of the emitter structure, allowing easy means to control linearly and circularly polarized THz electromagnetic waves, and will allow the development of powerful THz near field sources. Recently, control of the THz emitted electromagnetic waves by the laser pulse’s polarization state had been demonstrated. Both gives new and easy means to control THz radiation emission.

Fig. 6: All-optical writing. (a) An asymmetry produces helicity dependence, which can be deterministic, as in rare-earth/transition metals ferrimagnets, or (b) stochastic with probabilities \( w_{uu}, w_{ud}, w_{du}, w_{dd} \), for switching in between ‘up (u)’ and ‘down (d)’ leading to a final writing rate, here shown as model for nanometer FePt grains in heat assisted recoding media (HAMR). Reprinted from [82,90].
Fig. 7: Family tree of ultrafast processes and their corresponding description. The blue area is chosen for predominantly electronic description. The red area for a predominantly spin-based description based on the Heisenberg exchange. The yellow area bridges both regions. Coarse-graining is connected with length and time scales and leads the way to multiscale modeling. Blue area (top): time dependent density functional theory (TDDFT) calculation of the laser driven dynamics for a few atoms in the presence of spin-orbit mixing. Below, microscopic scattering resulting in spin-flip excitations. Yellow area: electronic picture of spin-flip excitations of Stoner type, dispersion and the crossover to the spin picture (high energy exchange spin waves) below. Red area: atomistic modeling of excitation using Langevin fluctuations that can be coarse-grained into the Landau-Lifshitz-Bloch (LLB) description of the thermal response or the microscopic three temperature model (M3TM). Thermal fluctuations, in the same way, are also taken into account in spin specific heat models. Blue area (bottom right): without any scattering or spin-mixing the spin-diffusion models take only into account the no locality of the transport processes. For longer times this has to be extended by including spin-mixing and scattering, as well as other non-local phenomena as spin-momentum transport by spin waves. Parts of this figure are from [69, 70, 71, 72, 131, 141].
Another source of THz radiation is given by the emission via magnetization dynamics itself. This effect is typically smaller than the electromagnetic field emitted by charge currents because of the pre-factor in the Maxwell equations in front its magnetic terms. The first demonstration of THz emission from magnetization dynamics was reported by magnetization quenching by Bigot et al. It was recently demonstrated that THz emission can also be used as a probe of the spin-dynamics in antiferromagnets by Kimel et al. In the first example of THz emitters we used femtosecond lasers to drive the current burst generating the THz emission. Are there also other means to trigger spin-dynamics in the THz range? Spintronic transfer torque devices have been suggested to drive a high frequency spin wave in the THz, schematically shown in Figure 5. To drive this mode efficiently, it must be a coherent mode and have a low damping. An overview over possible material candidates is given in the same figure. It has been demonstrated that ferromagnets exhibiting a large magnetic anisotropy with anisotropy fields around 20 T show coherent precessional dynamics at 0.2-0.6 THz, which opens up the perspective of spin-current driven THz oscillator devices. Using Heusler based materials, these oscillator devices possess a low damping, important for the lifetime and efficiency of the device, as demonstrated by Mizukami et al. Similar to atomic systems driving coherent light fields, one could imagine THz spin wave lasers driven by this inversion.

B. All-optical switching

The milestone that put ultrafast magnetism into application and fueling the whole field, was that of all-optical switching by Rasing, Kimel, Kirilyuk and coworkers discovered in 2007. By the light’s polarization, using femtosecond laser pulses of left and right circular polarization, ‘up’ or ‘down’ magnetized domain patterns corresponding, to bits of ‘0’ or ‘1’, were written. Today, magnetic memories still store the largest amount of data to date. Analogous to Moore’s law, one sees the impressive developments comparing the bit density of 1995 with current memories: there has been a decrease in price by a factor of 100 000. In 1995 the price/GBit in hard disk storage devices reached parity with price of information storage by printing it on paper, which set the stage for our information technology and cloud computing today. Strong developments were made in the hard disc industry bringing us TBit/cm memories with bit sizes of ~12×22 nm to a few thousands atoms only over the last years. Large anisotropy materials are needed to work against the thermal fluctuations. This is currently the only way to keep the bit stable for a few years in such small grains of 5-8 nm. Writing fields, which go up to 4 T for current memories, keep the small volume magnetization in plane and the bits ‘0’ and ‘1’ stable at least for five years against Brownian-like thermal fluctuations of the magnetization direction. Schemes to go beyond 10 TBit/in² are feasible. To overcome large writing fields, heat assisted writing by miniature plasmonic antennas in the read head have been developed to squeeze light into a few nanometer length scales of the actual bits. Employing proper antenna design in future, this procedure should enable the expansion to left- and right circular polarization. Currently, finding a way of deterministic writing using the helicity of light in ferrimagnetic compounds sounds like an elegant way to overcome the writing barrier on the nanoscale.

All-optical writing was demonstrated for ferrimagnetic rare-earth transition metal alloy films GdCoFe or TbCoFe around the compensation temperature of the rare-earth and transition metal moments, Figure 6 shows single shot switching with two helicities. Soon it was found that the situation is quite complex. It became evident that the demagnetization (memory loss of the spin system) together with some symmetry-breaking mechanism determines the physics of the all-optical switching. The magnetization is not reversed by a 180° rotation, as in a standard recording media (transverse relaxation). Due to the heating, the length of the average magnetization is reduced. In the linear switching, a thermal macrospin is represented by the ensemble average moving through zero magnetization (longitudinal relaxation). The decrease of the length of the vector moves the magnetization from +M to −M. In this thermal process, a symmetry-breaking mechanism is needed. In the ferrimagnetic rare-earth transition metal system the two subsystems that are normally antiferromagnetically coupled, form a transient non-equilibrium state with parallel orientation of the moments. This transient state turns the slower rare-
earth subsystem with it. The origin of their different electronic and magnetic nature is that the rare-earth systems possess a large magnetic moment and localized 4f states and reacts slowly, versus transition metals with d-states with mixed localized and delocalized character that react quickly. Other symmetry-breaking mechanisms that seed a reversal that are helicity dependent are the inverse Faraday effect, inducing a small magnetization of spins and orbital moments in metals, and the magneto-optical constants that result in different absorption of left and right helicity of the writing pulse, and consequently, a different heating, whose roles in metals is currently being investigated.

As a recent breakthrough, but also leaving many questions and many possibilities, it was shown by Mangin, Fullerton and coworkers that all-optical writing also works for state-of-the-art granular FePt hard disc recording media with high saturation fields of a few Tesla and 5 nm grain size, as shown in Figure 6 (b). In this work, a symmetry-breaking mechanism is present, resulting in a different switching rate for the individual grains that result in switching of the area written by the circularly polarized pump pulse. Switching rates of 30-60% have been reported thus far. Multi-shot experiments suggest that switching rates, $w_{i,j}$, at each laser shot for left and right polarized laser pulses are asymmetric. A certain accumulation is needed to reach the saturation. Two symmetry-breaking effects, the inverse Faraday effect and the different absorption of left and right circularly polarized pulses, can be present. This shows that the observation of optical spin manipulation is very general and that high-density recording media, if parameters reach 100% switching rates, could be written all-optically in the far future.

### III. Theoretical perspectives

Optimization of ultrafast magnetic devices is only possible by theoretical understanding. From the outset of this section, it has to be clarified: there is no unique model of ultrafast magnetization dynamics. The family of models on different timescales is depicted in Figure 7, showing the complexity of the processes involved on different length and time scales. One can roughly distinguish ultrafast electronic processes driven by the light field and non-equilibrium electron distributions that act on the spin state, shown as the blue area in Figure 7. We switch from an electronic description to a stochastic spin-ensemble, connected by the yellow area in Figure 7. Internal local-field fluctuations connect these initial electronic dynamics driven by the laser field to a spin-model and finally to stochastic spin fluctuations arising from spin scattering processes. Further coarse-graining permits the step from individual spins in an atomistic description to a macroscopic description of ultrafast phase transitions and macroscopic magnetization dynamics, depicted as the red area in Figure 7. Non-locality of the excitation also triggers ultrafast transport of spin currents and THz spin waves, shown by the blue area. Finally, local and non-local processes have to equilibrate in the long term and have to be connected. In a full description they cannot be independent of each other. One of the main players is the spin-orbit interaction, resulting in spin-mixing spin-orbit fields, and transport effects on picometer (intra-atomic), to nanometer (interfaces) and micron (gradients) length scales. Without spin-orbit interaction, no demagnetization at all would be observed. Processes can be classified in the family tree of theoretical descriptions of ultrafast magnetization dynamics, divided into three areas:

(i) **Electronic description**: electronic processes, light driving the atomic electrons (coherent), dynamic density functional theory, dynamic mean field theory (DMFT). Delocalized spin models: spin currents though interfaces, ballistic to diffusive.

(ii) **Transition region**: spin-dynamics interfacing (i) and (iii). Elliott-Yafet scattering, electron magnon interactions and Stoner excitations, bridging the electronic processes to the spin-separated description and atomistic spin models.

(iii) **Spin projected description**: local spin models: atomistic modeling with thermal fluctuations, stochastic macroscopic ensemble (Landau-Lifshitz-Bloch (LLB)), microscopic three temperature model (M3TM), spin specific heat.
Rather than to give a complete survey on the theoretical methods, the aim of this part of the perspective is to describe from an experimentalist’s point of view how different approaches interact on a multiscale level. To start, the smallest length scale and fastest time scale has to start with light driven currents within the atom. The current development of time dependent density functional theory (TDDFT) is now able to resolve the laser driven spin-dynamics in an ensemble of a few ferromagnetic atoms,$^{93,94}$ or even meanwhile in Heusler compounds.$^{95}$ The method is able to map what happens in the laser field driven system. It mirrors the role of the spin-orbit coupling and can depict where around an atom the reduction of magnetization is the strongest, e.g. close to the center (Figure 7, top). These atomic currents excited coherently with the laser field are still maintained shortly after the pulse and result in an evolution of spin and momentum, decreasing the magnetization.

![Graph](image)

**Fig. 8: Experimental tuning of the spin scattering channels.** (a) Relation of Gilbert damping $\alpha$ and ultrafast demagnetization for rare-earth doping, data taken from Walowski et al.$^{106}$ While a large Gilbert damping should be associated with a fast demagnetization $T_{\text{el-sp}} \sim 1/\alpha$, rare-earth metals behave opposite because of the slow relaxation impurity model (localized 4f states). (b) Decreasing the spin scattering channels for large (La$_{0.67}$Sr$_{0.33}$MnO$_3$ (LSMO), CrO$_2$) and small (Heusler compounds) half metallic gaps resulting is a blocking of the spin scattering channels. The solid line is given by $T_{\text{el-sp}} \sim \tau_{\text{el}}/c^2(1 - P)$, where $P$ is the spin polarization at the Fermi level and $c$ the spin-mixing parameter. Data taken from Steil et al., Müller et al. and Mann et al.$^{108,109,110,111,112}$

On the next level, relativistic band structure calculations for a full crystal can give an insight in the change of the spin and orbit quantum number as the electron propagates. The spin-mixing can be calculated, which gives the probability of a spin-flip, as the electron propagates in the bands and the energy and momentum are changed, especially in case of a scattering event. However, this is not the only source of spin-flips. One way to connect the electron excitation with the spin system has been described by Elliott.$^{96,97,98}$ While the spin-flip arising specifically from electron-phonon scattering was discussed in the
spin relaxation paramagnetic metals by Yafet and called Elliott-Yafet scattering later\textsuperscript{99}, in the original work by Elliott the spin-mixing is described much more general, yielding some confusion in the community. Conduction electron spin resonance (CESR) is very important to understand the spin relaxation of the electrons in metals. This allowed to study the temperature dependent spin relaxation of conduction electrons via the line width and gave the first insights into the time scales of spin relaxation\textsuperscript{100,101,102}. It motivated the theoretical work. Later the Kambersky model\textsuperscript{103} was developed for energy relaxation of the ferromagnetic resonance (FMR). Near the Fermi level, the spin’s precession in the FMR experiment has some effect on the electronic structure and spin scattering events occur, leading to dissipation. This breathing and wobbling of the Fermi surface, corresponds to intraband and interband transitions, in the tail of the Fermi distribution (\~25 meV energy window at room temperature). This leads to magnetic damping, called Gilbert damping $\alpha$. Although this is related to the spin-flips at ultrafast time scales, for an excited electron system it is clear that the situation is more complex and more bands will be involved. The main difficulty here is to describe the different scattering events in a realistic model and the implementation of the phonons involved\textsuperscript{98}. Simplifications can be made to separate localized bands and delocalized bands, possessing different spin scattering rates and spin polarization\textsuperscript{104}, as it was also proposed as a spin transport model by Stearns\textsuperscript{105}. Again, this shows how the spin-dynamics picture is connected to questions of spin transport in general.

This connection of energy dissipation and microscopic spin scattering has been tested in different model systems experimentally. Are changes of the electronic structure at the Fermi level resulting in a larger Gilbert damping $\alpha$ connected to a change in the energy dissipation on the ultrafast time scale, e.g. faster demagnetization because of a stronger coupling? Experiments by Walowski et al.\textsuperscript{106}, similar results have been found by and Radu et al.\textsuperscript{107}, are summarized in Figure 8 (a): rare-earth doping of a ferromagnet is known to increase the magnetic damping. However, surprisingly on ultrafast time scales, the demagnetization does not get faster, it gets even slower. One reason is that for rare-earth materials the damping comes from the energy transfer at the 4f levels. These are not located at the Fermi level and the mechanism of energy transfer is slow. Another test case for the connection of microscopic and macroscopic spin scattering are half metals. The spin-flip scattering can be turned off by the half metallic character of the material, e.g. Figure 3 (b), resulting in a decoupling. This has been tested in a series of half metals, oxides and Heusler alloys with high spin-polarization around the Fermi level, a summary of Müller et al.\textsuperscript{108} Steil et al.\textsuperscript{109,110,111} and Mann et al.\textsuperscript{112} is given in Figure 8 (b). While it seems that there is the expected correspondence of demagnetization becoming slower at high spin polarizations that would be consistent with a spin scattering scenario, especially for the small band gap Heusler alloys with specific positions of the Fermi level close to a band edge, these effects can also be largely suppressed due to electrons (or holes) excited to higher energies above the gap. Future understanding of these processes can only be generated from such experiments controlling the materials properties. In our view, much more information is needed from experiment for different materials to trace origin of this connection.

These spin-flips are connected via Stoner excitations\textsuperscript{113,114} and decay into spin waves heating the magnetic system, driving it on ultrashort time scales to temperatures close to the Curie temperature, $T_C$, or even above (Figure 7, middle). In driving a ferromagnet though the phase transition, spin-fluctuations are become so large that the averaged magnetization breaks down even in presence of the exchange interaction. The exchange interaction is unchanged and vanishes at temperatures when the thermal energy is equal to $k T \sim J_{ex}$, which is much larger than $T_C$. The presence of fluctuations is a typical signature of a phase transition, where diverging time and length scales result in a slowing down of the response of the system. It results in a strong increase of the spin specific heat at around the phase transition. One has to keep in mind that in the high-density limit of spin waves (region $T > T_C/2$) the spin system is not described by weakly-interacting spin waves, rather by spin-fluctuations of strongly coupled spin waves with higher order interaction. This allows the creation of new metastable phases in magnetic materials by ultrafast quenching of this excited state as complex vortex networks or magnetic skyrmion bubbles, and allows one to study the physics of phase transition phenomena from different perspectives, while these particle-like solitons are ‘born’.
Fig 9: Traces of critical phenomena and spin transport in ultrafast demagnetization experiments. (a) Comparison of two scenarios for Fe and FePt (large and small Sommerfeld constant $\gamma$), showing critical behavior (slowing down) and how it is related to the electron temperature (described with the LLB equation). (b) Control of aspects of spin-diffusion by the choice of the separation layer from transparent, to absorbing or insulating. For the case of Ru spacer layer the spin current effects dominate the ultrafast dynamics. For the case of a spin scatterer or insulator only heating is observed. Reprinted from [115,116].

While the spin-flip mechanisms connect the electronic description with the spin-projected description, more in detail discussed the following section, the transport character can be described in the electronic picture taking specific velocities and relaxation rates for the electrons in their spin separated bands. Lateral distances in the nanometer range, connecting ferromagnets with a non-metallic interface, is leading to a lateral redistribution of magnetization as described by Battiato et al. typical. Typically majority spins are more mobile, depicted in Figure 7 on the right. As a consequence, it leads to an ultrafast demagnetization of the films. However, it can also lead to an increase of the magnetization if the spin-currents are injected into a second ferromagnetic layer with the same orientation of the minority spin, see Figure 9 (b). The direct detection of these currents was described in II A "THz spintronics" more in detail in this context. Two further models that connect to the transport properties, a shift of the chemical potential and relaxation in between the different bands (s-d relaxation), have been proposed by Rethfeld and Manchon.
A. Coarse-grained thermal model: A perspective for predictive power

Similar to micromagnetic models gaining high predictive power and becoming an indispensable tool for nanomagnetism in the last decade, thermal models, meanwhile, reach predictive power for ultrafast experiments. For example, it will be possible to optimize writing asymmetries in all-optical writing experiments to reduce fluence thresholds in the future. The role of spin wave or spin-cluster fluctuations in the characteristic response of the ferromagnet has been suggested very early in 2007 in parallel by different groups by atomistic, thermal macrospin, or simple micromagnetic spin-fluctuation models. On one hand, the time scales in the demagnetization experiments were found to be fluence dependent when reaching strong demagnetization beyond 50% of the saturation magnetization. Therefore, there was a need to include spin-fluctuations. On the other hand, when simulating an excited spin system using thermal noise mimicking the fluctuations, the importance of high energy THz spin waves for the remagnetization processes had been observed.

The different thermal coarse-grained models in this section are often quoted as phenomenological, however, they are derived from very basic foundations and have, if used in a suited way, predictive power. They can, in principle, all be derived ab initio. We will compare the different coarse-grained models in the following. All thermal models, coupling an electron temperature to a spin system via an electron-spin relaxation rate, are very similar because they have the same physical ingredients. The most fundamental thermal spin model is the direct simulation atomistic spins, however, this model is limited to small spin ensembles of \(10^6\) spins. Parameters of the exchange and magnetic moments can be taken from ab initio calculations or adapted to correctly describe the equilibrium behavior of the magnetization which can easily be experimentally verified and gives a test of the model. The electron-spin relaxation is the connecting factor for the temperature in the Langevin dynamics and can be taken from experiments. It is determined by the measurement of the magnetic Gilbert damping \(\alpha\). This factor, in the macroscopic ensemble becomes temperature dependent and a new relaxation time for restoring the magnetization arises that becomes important when approaching \(T_C\). Very critical for all the models is the input of the temperature of the electron system that is coupled by the Langevin dynamics. It is also possible to take the experimental temperature and extract the corresponding parameters directly from the reflectivity dynamics and get closest to the experimental temperature values. Historically, the first thermal model developed was the thermal macrospin model from Garanin, initially thought to describe temperature effect on spin systems. It is derived from an atomistic form of the Landau-Lifshitz-Gilbert equation of a spin ensemble in the presence of a thermal Langevin field. Garanin showed that the equations for this ensemble can be transformed to an equation of motion for a single macrospin where, in order to account for the thermal dynamics, a second Bloch-like relaxation term is found. Again, we get two relaxations: the transverse relaxation and the longitudinal Bloch-like relaxation, therefore called Landau-Lifshitz-Bloch (LLB) model. It was shown that the atomistic and the thermal macrospin model give the same results to describe the thermal equilibrium magnetization and damping. Important are the magnetic susceptibilities that describe the response times to heat stimulus, which includes the slowing down near the phase transition, seen in Figure 9 (a) for a FePt film. The slowing down phenomena is typical for the phase transition.

In this thermal macrospin model, one uses a thermal noise term for a spin system with many spins. By averaging this thermal ensemble, the total length of a thermal spin will decrease. The exchange interaction is always present locally. However thermal fluctuations drive the system macroscopically paramagnetic at the phase transition in the mean field by disorder. With the Landau-Lifshitz-Bloch model, complex magnetization dynamics can be described, due to the inclusion of Landau-Lifshitz-Gilbert type dynamics, and can be numerically implemented into standard micromagnetic models. This description is very versatile in describing all-thermal effects in micromagnetism, and goes beyond the computational and numerical complexity of an atomistic calculation. A relative to the LLB model is the microscopic three temperature model (M3TM). It was developed specifically for ultrafast demagnetization, its equations are therefore comparably simple and it is often implemented. M3TM considers a longitudinal
relaxation only, calculated from the slope of the $M(T)$ curve, and the phonon system is treated within this model in the Einstein model. It was shown that the M3TM and LLB model are equal in the description of the heat-triggered, longitudinal spin-dynamics\textsuperscript{138}. In certain limits both can be solved analytically, and novel scenarios can be developed within these frameworks.

A third suggestion had been made by Kimling et al.\textsuperscript{139}, using the spin specific heat as it diverges at around $T_C$ itself in the modeling. While, in principle, spin-fluctuations are captured in the LLB and M3TM models via the slope of $M(T)$ that enters as a slowing down of the spin system’s response via the dynamics susceptibility, there is no feedback loop for the spin system to the electrons or phonons. Using the spin specific heat that is connected to the magnetization $M(T)$ via $c_{sp} \sim \partial M^2 / \partial T$ (in mean field approximation)\textsuperscript{140} that means: if the $M(T)$ curve becomes steep, the spin specific heat increases. This directly compares with the increase in the dynamic susceptibility and the longitudinal relaxation time, shown at the bottom of Figure 7, side by side, and is responsible for the slowing down for strong demagnetization reaching $T \sim T_C$. In the LLB equations this feedback on the total specific heat is not captured and has to be specifically incorporated. It can become relevant if the dynamics of the temperature of the electronic system is not dominated by the electron-phonon coupling, e.g. for systems where $G_{el-ph}$ is small. Two examples of experimental data and the theoretical description using the M3TM or the spin heat capacity are shown in Figure 10 for a series of pump-probe experiments heating the base temperature of the sample to $T_C$. The ultrafast demagnetization goes from a peak-like structure, from a fast response of the spin system, to a slow step-like decrease of the magnetization (increase of the spin-temperature). When the fluctuations become dominating (spin specific heat increases), the spin system cannot follow the electron temperature anymore. This would be normally the case when the spin specific heat is negligible. It can amount to one third of the total heat capacity near $T_C$; calculations taken from a detailed topical review by Hickel et al.\textsuperscript{141} are given at the bottom of Figure 7 on the right. Other approaches in the family of thermal models are the Baryakhtar equation\textsuperscript{142} especially suited for multisublattice systems, and the self-consistent Bloch (SCB) equation\textsuperscript{143}.

Different approaches investigate to couple thermal model to models of spin-diffusion, e.g. the electronic and the spin-projected description\textsuperscript{144}. Experiments shown in Figure 9 (b) by Turgut et al.\textsuperscript{116} demonstrate that depending on the interlayer, spin current and thermal effects can be turned on and off. In addition for rare earth materials dynamic band structure effects may have to be included in future models\textsuperscript{145}.

Fig. 10: Manifestation of spin-fluctuations in the experiments and approaches to analyze the dynamics based on thermal models. (a) Response changing at around $T_C$ modeled in the M3TM or in (b) using the spin specific heat itself for a FePt-Cu alloy, reprinted from [\textsuperscript{146},\textsuperscript{139}].
IV. Ultimate timescale: The Future of coherent control

The ultimate way to gain control over magnetism is through coherent excitation with a light field\(^{148}\). This implies an interaction of the laser field directly with the spin system. While coherent control seems feasible with ultrastrong THz field pulses, where the B-field amplitude reaches the Tesla range, there are reports that too much heat is deposited and the coherence is disturbed\(^{149}\). For light in the visible region, coherent excitation of ferromagnetism and a corresponding model has been proposed by Bigot et al.\(^{150}\). In this detailed experiment they extracted coherent signals that are only present as the laser pulse interacts with the sample, presented in Figure 11, for a CoPt\(_3\) film. One can picture a polarization that is driven by the light in a transient state. Those ultrashort polarization effects are also known from other material systems such as MnGaAs\(^{151}\) and manganites\(^ {152}\). They leave a typical fingerprint in the complex Kerr rotation that can be described in a Raman-type model. Other approaches have been developed for metals\(^ {153}\). An interesting pathway is to use this coherent polarization to trigger interactions with another part of the magnetic subsystem as for example the spin-polarized surface states in topological insulators, as seen in the different response for the components of the complex Kerr rotation from the Bi\(_2\)Se\(_3\) family, (Bi\(_{0.57}\)Sb\(_{0.43}\))\(_2\)Te\(_3\) presented in Figure 11 (b)\(^ {154}\). The hope is that these processes are faster than the thermal demagnetization effect. Their investigation will shed light on the inverse Faraday effects and further ultrafast processes that happen faster than the scattering time of the electrons in a coherent state, ultimately leading to attosecond control\(^ {155}\) of magnetization.

V. Conclusion

In this perspective, we have shown that ultrafast magnetism has arrived at the stage of quantitative prediction and understanding. Modeling will become an important aspect for predictions: the
understanding how much power can be saved for all-optical writing to make it efficient within multiscale approaches, leads to new ultrafast all-optical nanomemories addressing nanometer FePt grains. On all timescales, the spin-orbit interaction is one of the main players acting in two ways: resulting in switching asymmetries via magnetic-optics and the control of spin-flips. On the other hand, spin-orbit effects and spin-dependent transport can be controlled on THz time scales for applications. Ultrafast laser pulse based trigger and control of the spin currents and ultrafast spin waves set the stage for THz spintronics. We believe that the combination of ultrafast magnetism and spintronics will have more interesting discoveries in fundamental physics and applications to come.
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