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1. Introduction
Computational neuroscience emphasizes quantitative research methods and studies the nervous system at different levels through mathematical analysis and computer simulation [1]. Neuron is the smallest unit of the nervous system, and its structure and properties determine the functional characteristics of the neuron network [2]. Therefore, only by understanding the characteristics and activity of single neurons can we further understand the mystery of neuron networks and even the operation of the brain. For quantitative neuron models, it is necessary not only to include enough details to consider the dynamics of single neurons but also to minimize the complexity of the model so that the model calculation is convenient. The two-dimensional Prescott model provides a good compromise between the authenticity and computational efficiency of a neuron. The dynamic characteristics of the Prescott model under external electrical stimulation are studied by combining analytical and numerical methods in this paper. Through the analysis of the equilibrium point distribution, the influence of model parameters and external stimulus on the dynamic characteristics is described. The occurrence conditions and the type of Hopf bifurcation in the Prescott model are analyzed, and the analytical determination formula of the Hopf bifurcation type in the neuron model is obtained. Washout filter control is used to change the Hopf bifurcation type, so that the subcritical Hopf bifurcation transforms to supercritical Hopf bifurcation, so as to realize the change of the dynamic characteristics of the model.
parameters. Therefore, the research in this paper is based on the two-dimensional Prescott neuron model.

A neuron is a dynamic system [12]. And phase trajectory is a common method to study the dynamic system. Changing the amplitude of the external stimulus will change the phase trajectory and firing state of a neuron. The qualitative change of the phase trajectory of the system is due to the bifurcation process of neuron dynamics [13]. For example, the type of bifurcation determines the excitability of neurons [14]. The subcritical Hopf bifurcation is an unstable limit cycle shrinking to a stable equilibrium point and making it out of equilibrium. And the phase trajectory becomes a large value limit cycle attractor. Supercritical Hopf bifurcation is a stable equilibrium point that loses stability and produces a limit cycle attractor. Zhou et al. studied the local dynamic behaviors including stability and Hopf bifurcation of a four-dimensional hyperchaotic system with both analytical and numerical methods [17]. Bao et al. investigated the stability transitions of the stable and unstable equilibrium states via fold and Hopf bifurcations in a two-dimensional non-autonomous tabu learning neuron model [18]. However, few researchers have studied controlling of the bifurcation type of the two-dimensional Prescott model by means of Washout filter.

In summary, this paper uses the theoretical method of nonlinear dynamics to study the bifurcation characteristics of the Prescott model. First, the equilibrium point distribution and the occurrence conditions for Hopf bifurcation are analyzed. Then, the analytical determination formula for the Hopf bifurcation type is deduced, and the bifurcation type of the Prescott model is judged. Finally, the bifurcation characteristics of the model are controlled using Washout filter.

2. The Prescott Neuron Model and Its Equilibrium Points

Prescott et al. proposed a two-dimensional neuron model consisting of a fast variable $V$ and a slow recovery variable $w$ in 2008 [9]. The dynamic equations are as follows:

\[
\begin{align*}
\dot{V} &= I - g_L (V - E_L) - g_{Na} m_{\infty}(V)(V - E_{Na}) - g_K w(V - E_K) \\
\dot{w} &= \frac{\varphi_w(w_{\infty}(V) - w)}{\tau_w(V)},
\end{align*}
\]

where $V$ is the neuron cell membrane voltage, $w$ is the slow ion channel recovery variable, and $I$ is the external stimulating current. $g_{Na}$, $g_K$, and $g_L$ are the maximum conductance of sodium ion channel, the maximum conductance of potassium ion channel, and the leakage conductance, respectively. $E_{Na}$, $E_K$, and $E_L$ are the corresponding back EMFs. $c_m$ is the cell membrane capacitance of neurons. $m_{\infty}(V)$ is the steady state value of the sodium channel activation variable, $w_{\infty}(V)$ is the steady state value of the potassium channel recovery variable, and $\tau_w(V)$ is the time constant of the recovery variable. They are all functions of the neuron membrane voltage as follows:

\[
\begin{align*}
m_{\infty}(V) &= 0.5 \left(1 + \tanh\left(\frac{V - V_m}{\gamma_m}\right)\right), \\
w_{\infty}(V) &= 0.5 \left(1 + \tanh\left(\frac{V - V_m}{\gamma_m}\right)\right), \\
\tau_w(V) &= \frac{1}{\cosh\left((V - V_m)/2\gamma_w\right)},
\end{align*}
\]

where $\beta_m$ and $\gamma_m$ are the influencing factors of fast ion channel activation variable and $\beta_w$ and $\gamma_w$ are the influencing factors of slow ion channel recovery variable. Among them, $\beta_w$ is the key parameter of the model because changing $\beta_w$ can simulate various firing patterns of the model.

The values of the model parameters in this paper are as follows: $c_m = 2 \mu F/cm^2$, $\varphi_w = 0.15$, $g_L = 2 mS/cm^2$, $g_{Na} = 20 mS/cm^2$, $g_K = 20 mS/cm^2$, $E_L = -70 mV$, $E_{Na} = 50 mV$, $E_K = -100 mV$, $\beta_m = -1.2 mV$, $\gamma_m = 18 mV$, $\beta_w = -10 mV$, and $\gamma_w = 10 mV$.

The different firing characteristics of neurons are related to the type and stability of the equilibrium point of the model. The type of equilibrium point can be judged by the eigenvalues of the model equation. Let

\[
\begin{align*}
f_1 &= \frac{I - g_L (V - E_L) - g_{Na} m_{\infty}(V)(V - E_{Na}) - g_K w(V - E_K)}{c_m}, \\
f_2 &= \frac{\varphi_w(w_{\infty}(V) - w)}{\tau_w(V)}.
\end{align*}
\]

Then, the eigenvalue $\lambda$ of the neuron dynamic equations can be obtained from $|A - \lambda I| = 0$ and written as a polynomial of $\lambda^2 + p\lambda + q = 0$, where $A$ is the linearized matrix at the equilibrium point of the equation and $I$ is the identity matrix:

\[
\begin{align*}
f_1 &= \frac{I - g_L (V - E_L) - g_{Na} m_{\infty}(V)(V - E_{Na}) - g_K w(V - E_K)}{c_m}, \\
f_2 &= \frac{\varphi_w(w_{\infty}(V) - w)}{\tau_w(V)}.
\end{align*}
\]
The two solutions of the polynomial \( \lambda^2 + p \lambda + q = 0 \) are the eigenvalues of the characteristic equation as follows:

\[
\lambda_{1,2} = \frac{1}{2} \left[ -p \pm \sqrt{p^2 - 4q} \right],
\]

where \( p = -(a + d) \) and \( q = ad - bc \).

According to the eigenvalues of the equilibrium point of the model, the type of the equilibrium point can be judged and the influence on the firing behavior of neurons can be further analyzed.

Figure 1 shows the equilibrium bifurcation diagram of the Prescott model, in which the pink circle, the black dot, the blue intersection, and the black cross represent the unstable focus, the stable focus, the saddle, and the stable node, respectively. When the stimulation current is between \( I \approx 32.78 \) \( \mu A/cm^2 \) \( \sim 33.2 \) \( \mu A/cm^2 \), the model has three equilibrium points.

### 3. Hopf Bifurcation Analysis of the Prescott Model

When a certain parameter in the system changes, the stability of the equilibrium point of the nonlinear system changes. The stable focus turns into an unstable focus and a limit cycle is generated near it, and the Hopf bifurcation phenomenon occurs. At this time, the equilibrium point becomes the center point, and its eigenvalues become pure imaginary number. When the bifurcation parameter changes to the bifurcation value, the unstable limit cycle shrinks to a stable equilibrium point and turns it into an unstable equilibrium point.

It can be seen from the above that the conditions for the occurrence of Hopf bifurcation in a two-dimensional nonlinear system are (1) \( p = 0 \) and (2) \( q > 0 \). The eigenvalues are pure imaginary numbers at this time, and the equilibrium point is the center point.

For the Prescott model,

\[
(1) \quad p = 0; \text{ Because } p = -(a + d), \text{ it can be seen from formula (5):}
\]

\[
p = \frac{[g_L + g_{Na}m'_\infty(V - E_{Na})] + g_{Na}m_\infty(V) + g_Kw]}{c_m} + \frac{\varphi_w \cosh \left( \frac{V - \beta_w}{2Y_w} \right)}{2Y_w} = 0.
\]

Therefore,

\[
w = \frac{-c_m \varphi_w \cosh \left( \frac{V - \beta_w}{2Y_w} \right) - g_L - g_{Na}m'_\infty(V)(V - E_{Na}) - g_{Na}m_\infty(V)}{g_K}.
\]
4. The Type of Hopf Bifurcation in the Prescott Model

Suppose the nonlinear system equation of the two-dimensional Prescott model is

\[ \dot{x} = f(x, \mu), \]

where \( x = [x_1, x_2]^T \) and \( f = [f_1, f_2]^T \). The equilibrium point \( x_0(\mu_0) = [x_{10}(\mu_0), x_{20}(\mu_0)]^T \) is obtained from the equilibrium equation \( \dot{x} = f(x, \mu) = 0 \). And the linear part of the model is extracted and rewritten as follows:

\[ \dot{x} = f(x, \mu) = Ax + g(x), \]

where \( A \) is the Jacobian matrix at the equilibrium point and \( g(x) \) is the nonlinear term as follows:

\[
A = \begin{bmatrix} \frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} \\ \frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} \end{bmatrix} ,
\]

\[
g(x) = f(x, \mu) - Ax.
\]

A linear transformation is performed on the two-dimensional system: \( x = Py + x_0(\mu_0) \), where \( P = [\text{Re}(\lambda_i) \quad \text{Im}(\lambda_i)] \) is a two-dimensional real number matrix composed of the real and imaginary parts of the eigenvector corresponding to the eigenvalue \( \lambda_i = i\omega_0(\mu) \) of the Jacobian matrix \( A \). So,

\[ \dot{x} = P\dot{y} = A(Py + x_0(\mu_0)) + g(Py + x_0(\mu_0)). \]

Substituting formulae (2)–(27) into (2)–(28), we get

(2) \( q > 0 \):

According to condition (1), \( p = a + d = 0 \), so \( q = ad - bc = -a^2 - bc > 0 \), that is, \( a^2 + bc < 0 \). Therefore, this condition is equivalent to \( \Theta bc < 0 \); that is, \( b \) and \( c \) are opposite signs and \( \Theta |bc| > a^2 \) or \( |bc| > d^2 \).

From formula (5), \( b = [-g_K(V - E_K)]/c_m \). For the Prescott model, \( E_K = -100 \text{ mV} \), and usually the membrane voltage will not be less than \(-100 \text{ mV} \), so \( V > E_K \). At this time, if \( V > E_K \) is required, only let \( bc < 0 \), that is,

\[
c = \frac{w^2 - \omega^2}{\omega^2 + \Delta^2 - \beta w} - 1 > 0. \]  

When the neuron model is at equilibrium, \( w = w_\infty(V) \); thus,

\[
f_w w_\infty(V) = 0. \]

Substituting \( w_\infty(V) = (0.5/\gamma_w)(1/cosh^2((V - \beta_w)/\gamma_w)) \) and \( \tau_w(V) = 1/cosh((V - \beta_w)/2\gamma_w) \), we get

\[
\frac{\varphi_w}{2\gamma_w} \frac{1}{cosh^2((V - \beta_w)/\gamma_w)} \cdot \cosh((V - \beta_w)/2\gamma_w) \]

is always greater than zero.

That is, when the neuron model is under given parameters and the coefficient of its characteristic equation \( p = 0 \), condition \( \Theta \) is automatically satisfied.

Condition \( \Xi \): \( |bc| > d^2 \), that is,

\[
\left| -g_K(V - E_K) \frac{w^2 - \omega^2}{c_m r_w(V)} \right| > \varphi_w^2 \cosh^2 \left( \frac{V - \beta_w}{2\gamma_w} \right). \]

The hyperbolic cosine function is a constant positive function, so we can get

\[
\left| -g_K(V - E_K) \frac{2c_m y_w \varphi_w \cosh((V - \beta_w)/\gamma_w)}{c_m r_w(V) \cosh((V - \beta_w)/2\gamma_w)} \right| > 1. \]

Therefore, when the equilibrium point of the Prescott model satisfies both formulae (8) and (13), Hopf bifurcation occurs in the Prescott model.

The local magnification near the Hopf bifurcation of the Prescott model is shown in Figure 2, and there is a very small range of stable focus between the unstable focuses and the saddles. When \( I = 33.1813 \mu A/cm^2 \), the Hopf bifurcation occurs in the model, and the membrane voltage is \( V = -39.1846 \text{ mV} \) at this time.

Figure 1: Distribution of equilibrium points of the Prescott model.
\[
\begin{align*}
\dot{y} &= \mathbf{P}^{-1} \mathbf{A}(\mathbf{Py} + \mathbf{x}_0(\mu_0)) + \mathbf{P}^{-1}[\mathbf{f}(\mathbf{Py} + \mathbf{x}_0(\mu_0)) - \mathbf{A}(\mathbf{Py} + \mathbf{x}_0(\mu_0))] \\
&= \mathbf{P}^{-1} \mathbf{APy} + \mathbf{P}^{-1} \mathbf{f}(\mathbf{Py} + \mathbf{x}_0(\mu_0)) - \mathbf{P}^{-1} \mathbf{APy} \\
&= \mathbf{Jy} + \mathbf{P}^{-1} \mathbf{f}(\mathbf{Py} + \mathbf{x}_0(\mu_0)) - \mathbf{Jy} \\
&= \mathbf{Jy} + \mathbf{F},
\end{align*}
\]

where \( \mathbf{J} = \mathbf{P}^{-1} \mathbf{AP} \) is the Jacobian matrix of the system and \( \mathbf{F} \) is the nonlinear term as follows:

\[
\mathbf{F} = \mathbf{P}^{-1} \mathbf{f}(\mathbf{Py} + \mathbf{x}_0(\mu_0)) - \mathbf{Jy}.
\]

Its component form is

\[
\begin{bmatrix}
F_1 \\
F_2 
\end{bmatrix} = \mathbf{P}^{-1} \begin{bmatrix}
f_1(\mathbf{Py} + \mathbf{x}_0(\mu_0)) \\
f_2(\mathbf{Py} + \mathbf{x}_0(\mu_0))
\end{bmatrix} - \mathbf{J} \begin{bmatrix}
y_1 \\
y_2
\end{bmatrix}.
\]

On the basis of the Hopf bifurcation theory [19], the determination formula of Hopf bifurcation type is derived as follows:

\[
\beta_2 = 2\text{Re} \left\{ \frac{g_{20}g_{11} - 2|g_{11}|^2 - \left(1/3\right)|g_{02}|^2}{2\omega_0} i + \frac{g_{21}}{2} \right\}.
\]

It can be simplified to

\[
\beta_2 = \text{Re} \left\{ \frac{g_{20}g_{11}}{\omega_0} i + g_{21} \right\},
\]

where

\[
\begin{align*}
g_{20} &= \frac{1}{4} \left( \frac{\partial^2 F_1}{\partial y_1^2} - \frac{\partial^2 F_1}{\partial y_2^2} + 2 \frac{\partial^2 F_2}{\partial y_1 \partial y_2} + i \left( \frac{\partial^2 F_2}{\partial y_1^2} - \frac{\partial^2 F_2}{\partial y_2^2} - 2 \frac{\partial^2 F_1}{\partial y_1 \partial y_2} \right) \right), \\
g_{11} &= \frac{1}{4} \left( \frac{\partial^2 F_1}{\partial y_1^2} + \frac{\partial^2 F_1}{\partial y_2^2} + i \left( \frac{\partial^2 F_1}{\partial y_1^2} + \frac{\partial^2 F_2}{\partial y_2^2} \right) \right), \\
g_{21} &= G_{21} + \sum_{k=1}^{\infty} \left( 2G_{110}w_{1k}^k + G_{101}w_{20}^k \right).
\end{align*}
\]
For two-dimensional nonlinear systems, \( n = 2 \); thus, 
\( g_{21} = G_{21} \); therefore,

\[
\beta_2 = -\frac{1}{16\omega_0} \left[ \left( \frac{\partial^2 F_1}{\partial y_1^2} + 2 \frac{\partial^2 F_1}{\partial y_1 \partial y_2} + \frac{\partial^2 F_2}{\partial y_1^2} \right) \left( \frac{\partial^2 F_2}{\partial y_1^2} + 2 \frac{\partial^2 F_2}{\partial y_1 \partial y_2} \right) + \left( \frac{\partial^2 F_1}{\partial y_2^2} - \frac{\partial^2 F_2}{\partial y_1 \partial y_2} \right) \left( \frac{\partial^2 F_2}{\partial y_2^2} - \frac{\partial^2 F_1}{\partial y_1 \partial y_2} \right) \right] 
\]

\[ + \frac{1}{8} \left[ \frac{\partial^3 F_1}{\partial y_1^2 \partial y_2} + \frac{\partial^3 F_1}{\partial y_1 \partial y_2^2} + \frac{\partial^3 F_2}{\partial y_1^2 \partial y_2} + \frac{\partial^3 F_2}{\partial y_1 \partial y_2^2} \right]. \tag{25} \]

That is,

\[
\beta_2 = \frac{1}{8\omega_0} \left[ \frac{\partial^3 F_1}{\partial y_2^3} \cdot \frac{\partial^2 F_2}{\partial y_1^2} + \frac{\partial^3 F_1}{\partial y_2 \partial y_1^2} + \frac{\partial^3 F_2}{\partial y_2 \partial y_1^2} \cdot \frac{\partial^2 F_1}{\partial y_2^2} + \frac{\partial^3 F_2}{\partial y_2 \partial y_2^2} \cdot \frac{\partial^2 F_2}{\partial y_1^2} \right] 
\]

\[ + \frac{1}{8} \left[ \frac{\partial^3 F_1}{\partial y_2 \partial y_1 \partial y_2^2} + \frac{\partial^3 F_2}{\partial y_1 \partial y_2 \partial y_2^2} + \frac{\partial^3 F_2}{\partial y_2 \partial y_1 \partial y_2^2} + \frac{\partial^3 F_2}{\partial y_2 \partial y_1 \partial y_2^2} \right], \tag{26} \]

where \( \omega_0 \) is the imaginary part of the pure imaginary eigenvalues of the Jacobian matrix of the two-dimensional system and is greater than zero.

When \( \beta_2 > 0 \), the subcritical Hopf bifurcation occurs in the system, and the new equilibrium state branch is unstable when the bifurcation parameter is greater than the bifurcation value. When \( \beta_2 < 0 \), the system undergoes a supercritical Hopf bifurcation. When the bifurcation parameter changes to the bifurcation value, the corresponding equilibrium point becomes an unstable equilibrium point and a stable limit cycle is generated.

From formulae (1) and (21), the nonlinear term of the Prescott model equation can be derived as follows:

\[
f_1 = \frac{1}{c_m} \left[ I - g_L (-E_L + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2) - g_K (-E_K + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2) (x_{20} + P_{21} \cdot y_1 + P_{22} \cdot y_2) \right. 
\]

\[
-0.5g_{Na} (-E_{Na} + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2) \left( 1 + \tanh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_m}{\gamma_m} \right) \right), 
\]

\[
f_2 = \cosh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_m}{2\gamma_w} \right) \varphi_w \left[ -(x_{20} + P_{21} \cdot y_1 + P_{22} \cdot y_2) + 0.5 \left( 1 + \tanh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_m}{\gamma_w} \right) \right) \right]. \tag{27} \]

Since \( Jy \) is a first-order function of \( y \), while in the following calculations, at least the second derivative of \( y \) is calculated. So, only \( F = P^{-1} f (Py + x_0 (\mu_0)) \) is needed to be calculated as follows:
\[
F_1 = \frac{P_{22}}{c_m(P_{11}P_{22} - P_{12}P_{21})} \left[ I - g_L \left( -E_L + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 \right) - g_K \left( -E_K + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 \right) \right. \\
\left. - 0.5g_{Na} \left( -E_{Na} + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 \right) \left( 1 + \tanh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_m}{\gamma_m} \right) \right) \right] \\
- \frac{P_{21}}{P_{11}P_{22} - P_{12}P_{21}} \cosh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_w}{2\gamma_w} \right) \phi_w \left( x_{20} + P_{21} \cdot y_1 + P_{22} \cdot y_2 + 0.5 \left( 1 + \tanh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_w}{\gamma_w} \right) \right) \right),
\]
\[
F_2 = \frac{-P_{12}}{c_m(P_{11}P_{22} - P_{12}P_{21})} \left[ I - g_L \left( -E_L + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 \right) - g_K \left( -E_K + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 \right) \right. \\
\left. - 0.5g_{Na} \left( -E_{Na} + x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 \right) \left( 1 + \tanh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_m}{\gamma_m} \right) \right) \right] \\
+ \frac{P_{11}}{P_{11}P_{22} - P_{12}P_{21}} \cosh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_w}{2\gamma_w} \right) \phi_w \left( x_{20} + P_{21} \cdot y_1 + P_{22} \cdot y_2 + 0.5 \left( 1 + \tanh \left( \frac{x_{10} + P_{11} \cdot y_1 + P_{12} \cdot y_2 - \beta_w}{\gamma_w} \right) \right) \right).
\]
(28)

The relevant derivatives of each nonlinear term, the parameters of the model, and the Hopf bifurcation parameter are substituted into formula (26) to calculate the bifurcation type determination formula \( \beta_2 \). If \( \beta_2 < 0 \), a supercritical Hopf bifurcation occurs at this equilibrium point; if \( \beta_2 > 0 \), a subcritical Hopf bifurcation occurs at this equilibrium point.

It is shown in Section 3 that when \( I_o = 33.1813 \, \mu A/cm^2 \), the Prescott model has Hopf bifurcation at the equilibrium point \( V_0 = -39.1842 \, mV \) and \( w_0 = 0.002961 \). The corresponding eigenvalues are \( \lambda_1 = 0.06583i \) and \( \lambda_2 = -0.06583i \). So, the matrix \( P \) corresponding to the eigenvalue of the linearized matrix of the system here is as follows:

\[
P = \begin{bmatrix}
P_{11} & P_{12} \\
\frac{1}{P_{12}} & P_{22}
\end{bmatrix} = \begin{bmatrix}
0.99999984 & 0 \\
0.00005926742 & 0.00010825119
\end{bmatrix}.
\]

Substituting the equilibrium point value \( (V_0, w_0) \), the bifurcation parameter \( I_o \), and the eigenvector \( P \) at the bifurcation into the bifurcation type determination formula (26), \( \beta_2 = 0.05306736 > 0 \) is obtained, indicating that the Prescott model has a subcritical Hopf bifurcation at \( (V_0, w_0) \), and the new equilibrium state branch is unstable.

The firing response curve of the Prescott model at \( (V_0, w_0) = (-39.1842, 0.002961) \) is shown in Figure 3. The model is disturbed by the external simulation, and the stable equilibrium point loses its stability, resulting in a large-scale limit cycle. At the same time, the system produces a large-amplitude oscillation.

5. Hopf Bifurcation Type Control Based on Washout Filter

The subcritical Hopf bifurcation will cause the new equilibrium state of the system to lose stability. In order to avoid this situation, this section designs a controller based on the Washout filter to control the subcritical Hopf bifurcation caused by the bifurcation parameter \( I \). The Washout filter is selected because it does not change the equilibrium point position of the system after adding the controller so as not to
change the operating state of the system and avoid the waste of energy. Therefore, the Washout filter is used to change the Hopf bifurcation type of the neuron model. The dynamic equations of the system after adding the controller are as follows:

\[
\begin{align*}
\dot{x} &= f(x, \mu) = 0, \\
\dot{z} &= V - \zeta z, \\
\dot{u} &= k(V - \zeta z)^3,
\end{align*}
\]

(29)

where \( \mu \) is the Washout nonlinear controller, \( z \) is the state variable of the controller, \( k \) is the gain of the Washout filter, and \( \zeta \) is the reciprocal of the time constant of the filter, which is 0.5 in this paper.

The controlled Prescott model constitutes a three-dimensional nonlinear system, and its Hopf bifurcation stability needs to be determined according to the high-dimensional Hopf bifurcation theory. Suppose the nonlinear equation of the three-dimensional system is as follows:

\[
\dot{\mathbf{x}} = \mathbf{f}(\mathbf{x}, \mu), \quad \mathbf{x} = [x_1, x_2, x_3]^T
\]

and \( \mathbf{f} = [f_1, f_2, f_3]^T \).

Let \( \dot{\mathbf{x}} = \mathbf{f} \) and find the equilibrium point \( \mathbf{x}_0 = [x_{01}(\mu), x_{02}(\mu), x_{03}(\mu)]^T \). Extract the linear part of the equation and rewrite it as \( \dot{\mathbf{x}} = \mathbf{A}\mathbf{x} + \mathbf{g}(\mathbf{x}) \), where \( \mathbf{A} \) is the Jacobian matrix at the equilibrium point and \( \mathbf{g}(\mathbf{x}) \) is the nonlinear term as follows:

\[
\mathbf{A} = \frac{\partial \mathbf{f}}{\partial \mathbf{x}}|_{\mathbf{x}=\mathbf{x}_0} = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \frac{\partial f_1}{\partial x_3} \\
\frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \frac{\partial f_2}{\partial x_3} \\
\frac{\partial f_3}{\partial x_1} & \frac{\partial f_3}{\partial x_2} & \frac{\partial f_3}{\partial x_3}
\end{bmatrix}, \quad \mathbf{g}(\mathbf{x}) = \mathbf{f}(\mathbf{x}, \mu) - \mathbf{A}\mathbf{x}.
\]

A linear transformation is performed on the three-dimensional system: \( \mathbf{x} = \mathbf{P} \mathbf{y} + \mathbf{x}_0(\mu_0) \), where the first two columns of \( \mathbf{P} = \left[ \begin{array}{c} \text{Re}(\lambda_1) \\ \text{Im}(\lambda_1) \\ \lambda_3 \end{array} \right] \) are the real and imaginary parts of the eigenvector corresponding to the real eigenvalue \( \lambda_1 = i\omega_0(\mu) \) of the Jacobian matrix \( \mathbf{A} \), and the third column is the eigenvector corresponding to the real eigenvalue \( \lambda_3 \). It can be seen from formulae (19) and (20) that \( \dot{\mathbf{y}} = \mathbf{Jy} + \mathbf{P}^{-1}\mathbf{f}(\mathbf{P} \mathbf{y} + \mathbf{x}_0(\mu_0)) - \mathbf{Jy} = \mathbf{Jy} + \mathbf{F} \), where \( \mathbf{J} = \mathbf{P}^{-1}\mathbf{AP} \) is the Jordan matrix of the system and \( \mathbf{F} \) is the nonlinear term: \( \mathbf{F} = \mathbf{P}^{-1}\mathbf{f}(\mathbf{P} \mathbf{y} + \mathbf{x}_0(\mu_0)) - \mathbf{Jy} \). Its component form is as follows:

\[
\begin{bmatrix}
F_1 \\
F_2 \\
F_3
\end{bmatrix} = \mathbf{P}^{-1} \begin{bmatrix}
f_1(\mathbf{P} \mathbf{y} + \mathbf{x}_0(\mu_0)) \\
f_2(\mathbf{P} \mathbf{y} + \mathbf{x}_0(\mu_0)) - \mathbf{J} y_1 \\
f_3(\mathbf{P} \mathbf{y} + \mathbf{x}_0(\mu_0)) - \mathbf{J} y_2
\end{bmatrix}.
\]

(31)

The basic formula for determining the Hopf bifurcation type of a three-dimensional nonlinear system is still formula (22), which is obtained from formula (24), when \( n = 3 \) as follows:

\[
g_{21} = G_{21} + 2C_{110}^1 w_{11}^1 + G_{101}^1 w_{20}^1.
\]

(32)

Therefore,

\[
\beta_2 = \text{Re} \left[ \frac{g_{20} g_{11}^* i + G_{21}}{\omega_0} \right] + \text{Re} \left[ 2C_{110}^1 w_{11}^1 + G_{101}^1 w_{20}^1 \right].
\]

(33)
\[ G_{110}^1 = \frac{1}{2} \left( \frac{\partial^2 F_1}{\partial y_1 \partial y_3} + \frac{\partial^2 F_2}{\partial y_2 \partial y_3} + i \left( \frac{\partial^2 F_2}{\partial y_1 \partial y_3} - \frac{\partial^2 F_1}{\partial y_2 \partial y_3} \right) \right), \]

\[ G_{101}^1 = \frac{1}{2} \left( \frac{\partial^2 F_1}{\partial y_1 \partial y_3} - \frac{\partial^2 F_2}{\partial y_2 \partial y_3} + i \left( \frac{\partial^2 F_2}{\partial y_1 \partial y_3} + \frac{\partial^2 F_1}{\partial y_2 \partial y_3} \right) \right). \]

\[ \omega_{11}^1 = \frac{1}{4\lambda_3} \left( \frac{\partial^2 F_3}{\partial y_1^2} + \frac{\partial^2 F_3}{\partial y_2^2} \right), \]

\[ \omega_{20}^1 = \frac{1}{4(\lambda_3^2 + 4\omega_0^2)} \left[ \lambda_3 \left( \frac{\partial^2 F_3}{\partial y_1^2} - \frac{\partial^2 F_3}{\partial y_2^2} \right) + 4\omega_0 \frac{\partial^2 F_3}{\partial y_1 \partial y_2} \right] \]

\[ - \frac{i}{2(\lambda_3^2 + 4\omega_0^2)} \left[ \omega_0 \left( \frac{\partial^2 F_3}{\partial y_1^2} - \frac{\partial^2 F_3}{\partial y_2^2} \right) - \lambda_3 \frac{\partial^2 F_3}{\partial y_1 \partial y_2} \right]. \]

(34)

\[ \text{Re} \left( 2G_{110}^1 \omega_{11}^1 + G_{101}^1 \omega_{20}^1 \right) = \frac{1}{4\lambda_3} \left[ \left( \frac{\partial^2 F_2}{\partial y_2 \cdot \partial y_3} + \frac{\partial^2 F_1}{\partial y_1 \cdot \partial y_3} \right) \cdot \left( \frac{\partial^2 F_3}{\partial y_2^2} + \frac{\partial^2 F_3}{\partial y_1^2} \right) \right] \]

\[ + \frac{\omega_0}{4(\lambda_3^2 + 4\omega_0^2)} \left[ \left( \frac{\partial^2 F_1}{\partial y_2 \cdot \partial y_3} + \frac{\partial^2 F_2}{\partial y_1 \cdot \partial y_3} \right) \cdot \left( \frac{\partial^2 F_3}{\partial y_2^2} - \frac{\partial^2 F_1}{\partial y_1^2} \right) \right] \]

\[ - \frac{-\lambda_3}{4(\lambda_3^2 + 4\omega_0^2)} \left[ \frac{\partial^2 F_3}{\partial y_1 \cdot \partial y_2} \left( \frac{\partial^2 F_1}{\partial y_2 \cdot \partial y_3} + \frac{\partial^2 F_2}{\partial y_1 \cdot \partial y_3} \right) \right] \]

\[ - \frac{-\lambda_3}{8(\lambda_3^2 + 4\omega_0^2)} \left[ \left( \frac{\partial^2 F_1}{\partial y_1 \cdot \partial y_3} - \frac{\partial^2 F_2}{\partial y_2 \cdot \partial y_3} \right) \cdot \left( \frac{\partial^2 F_3}{\partial y_1^2} - \frac{\partial^2 F_3}{\partial y_2^2} \right) \right] \]

\[ - \frac{-\omega_0}{2(\lambda_3^2 + 4\omega_0^2)} \left[ \frac{\partial^2 F_3}{\partial y_1 \cdot \partial y_2} \left( \frac{\partial^2 F_1}{\partial y_1 \cdot \partial y_3} - \frac{\partial^2 F_2}{\partial y_2 \cdot \partial y_3} \right) \right]. \]

(35)

It is known in Section 4 that

\[ \text{Re} \left\{ \frac{\partial g_{20} g_{11} i}{\omega_0} + G_{21} \right\} = \frac{1}{8\omega_0} \left[ \frac{\partial^2 F_1}{\partial y_2^3} + \frac{\partial^2 F_2}{\partial y_2^3} + \frac{\partial^2 F_3}{\partial y_1^3} + \frac{\partial^2 F_1}{\partial y_1 \partial y_2 \partial y_3} + \frac{\partial^2 F_2}{\partial y_2 \partial y_1 \partial y_3} + \frac{\partial^2 F_3}{\partial y_1 \partial y_2 \partial y_3} \right] \]

\[ + \frac{1}{8} \left[ \frac{\partial^2 F_2}{\partial y_1 \partial y_2} + \frac{\partial^2 F_1}{\partial y_1 \partial y_2} + \frac{\partial^2 F_2}{\partial y_1 \partial y_2} + \frac{\partial^2 F_1}{\partial y_1 \partial y_2} \right]. \]

(36)

Therefore, the determination formula of the Hopf bifurcation type of the three-dimensional Prescott model is as follows:
A three-dimensional equation can be rewritten as follows: where

\[
\begin{align*}
\dot{V} &= f_1(V, w, z), \\
\dot{w} &= f_2(V, w, z), \\
\dot{z} &= f_3(V, w, z),
\end{align*}
\]

\[
\begin{align*}
f_1 &= \frac{1}{8\omega_0} \left[ \frac{\partial^3 F_1}{\partial y^3_1} - \frac{\partial^3 F_1}{\partial y^3_1} \cdot \left( \frac{\partial^2 F_1}{\partial y_1 \partial y_1} - \frac{\partial^2 F_1}{\partial y_1 \partial y_2} \right) - \frac{\partial^2 F_2}{\partial y_1 \partial y_1} \right] \\
&\quad + \frac{\omega_0}{4(\lambda^3_3 + 4\omega^2_0)} \left[ \frac{\partial^3 F_1}{\partial y_1 \partial y_3} \cdot \left( \frac{\partial^2 F_1}{\partial y_2^2} + \frac{\partial^2 F_1}{\partial y_3^2} \right) \right] \\
&\quad - \frac{\lambda_3}{8(\lambda^3_3 + 4\omega^2_0)} \left[ \frac{\partial^3 F_1}{\partial y_1 \partial y_3} - \frac{\partial^3 F_2}{\partial y_1 \partial y_3} \right] \\
&\quad - \frac{\omega_0}{2(\lambda^3_3 + 4\omega^2_0)} \left[ \frac{\partial^3 F_3}{\partial y_1 \partial y_2} \cdot \left( \frac{\partial^3 F_1}{\partial y_2^2} + \frac{\partial^3 F_2}{\partial y_3^2} \right) \right].
\end{align*}
\]

From formula (29), it can be seen that after the two-dimensional Prescott model is added to the controller, its three-dimensional equation can be rewritten as follows:

\[
\begin{align*}
\dot{V} &= f_1(V, w, z), \\
\dot{w} &= f_2(V, w, z), \\
\dot{z} &= f_3(V, w, z),
\end{align*}
\]

where

\[
\begin{align*}
f_1 &= \left[ I - g_E (V - E_L) - g_{N_a} m_{\infty_0} (V - E_{Na}) - g_{K} w (V - E_K) + u \right] \frac{1}{c_m}, \\
f_2 &= \frac{\varphi_w (w_{\infty_0} (V) - w)}{\tau_w (V)}, \\
f_3 &= V - \xi z.
\end{align*}
\]

\(f(\textbf{Py} + x_0 (\mu_0))\) in the nonlinear term can be deduced (\(x_0 = (V_0, w_0, z_0), \mu_0 = I_0\)):
stable supercritical Hopf bifurcation. By applying a Washout filter to the Prescott model, the Hopf bifurcation type of the Prescott model is derived, and the Hopf bifurcation type of the model is judged according to $\beta_2$. By applying a Washout filter to the Prescott model, the Hopf bifurcation type of the model is changed, and the subcritical Hopf bifurcation is transformed into a supercritical Hopf bifurcation, thereby changing the firing characteristics of neurons. This can achieve the purpose of eliminating the hidden firing behavior of the system and further controlling the stable area of the neuronal system. The results obtained will help to study the pathogenesis of neuron-related diseases and hidden dynamic behavior, which is of great significance to the prevention and control of neuronal diseases.
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