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Abstract — In spite of showing unreasonable effectiveness in modalities like Text and Image, Deep Learning has always lagged Gradient Boosting in tabular data—both in popularity and performance. But recently there have been newer models created specifically for tabular data, which is pushing the performance bar. But popularity is still a challenge because there is no easy, ready-to-use library like Sci-Kit Learn for deep learning. PyTorch Tabular is a new deep learning library which makes working with Deep Learning and tabular data easy and fast. It is a library built on top of PyTorch and PyTorch Lightning and works on pandas dataframes directly. Many SOTA models like NODE and TabNet are already integrated and implemented in the library with a unified API. PyTorch Tabular is designed to be easily extensible for researchers, simple for practitioners, and robust in industrial deployments. The library is available at https://github.com/manujosephv/pytorch_tabular
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I. INTRODUCTION

The unreasonable effectiveness of Deep Learning that was displayed in many other modalities—like text[1] and image[2]—have not been thoroughly demonstrated in tabular data. Despite being the most used data type in real-world problems, tabular modality is relatively less explored in Deep Learning literature. The state-of-the-art performance in many problems with tabular data is often achieved by “shallow” models, such as gradient boosted decision trees (GBDT)[3] (XGBoost[4], LightGBM[5], CatBoost[6]). If “performance” is one dimension along which GBDTs beat Deep Learning approaches, “popularity” is another. If we look at the different machine learning competitions (e.g. Kaggle), we can see the popularity of GBDTs, which are almost always part of the winning solutions.

The past few years, we have seen an increased interest in this modality and many works address this modality to push the state-of-the-art. Deep Forest[7], TabNN[8], TabNet[9], Neural Oblivious Decision Ensembles[10] are just a few architectures proposed specifically for tabular modality. Out of these, NODE and TabNet has shown to beat the GBDT baselines as well.

While research has started to push the “performance” bar on tabular data, the “popularity” bar is still low. One of the primary reasons behind this is the lack of support on the software side of things. Training Deep Learning models are still and involved process with quite a bit of software engineering required. When this is compared to the ease Scikit-learn[11] and other libraries adopting the Scikit-learn API provides practitioners, we get a clue as to why popularity of Deep Learning for Tabular data is still low.

PyTorch Tabular is a library which aims to make Deep Learning with Tabular data easy and accessible to real-world cases and research alike. The core principles behind the design of the library are:

- Low Resistance Usability
- Easy Customization
- Scalable and Easier to Deploy

PyTorch Tabular attempts to make the “software engineering” part of working with Neural Networks as easy and effortless as possible and let you focus on the model. It also hopes to unify the different developments in the Tabular space into a single framework with a unified API that will work with different state-of-the-art models. It also provides an easily extensible BaseModel to aid Deep Learning researchers create new architectures for tabular data.

PyTorch Tabular is built on the shoulders of giants like PyTorch[12], PyTorch Lightning[13], and Pandas[14]. The library is released under the MIT license and is available on GitHub1. Detailed documentation and tutorials are available on documentation page2.

II. RELATED WORK

The ML community has a strong culture of building open-source tools, which both accelerated research and adoption of new techniques in the industry. TensorFlow[15], PyTorch, and similar frameworks started the journey of abstraction of Deep Learning implementation by providing automatic differentiation, pre-built fundamental blocks of Neural Networks etc. PyTorch Lightning came in and abstracted away the training loop for PyTorch and enabled easy and scalable training. PyTorch Tabular takes that journey of abstraction to the next level by providing domain specific abstraction layer.

The concept of having domain specific abstractions to train neural network models originated from fastai[16] and fast.ai.tabular provides an easy-to-use API for training deep learning models for tabular data. But where PyTorch Tabular is different is in the fact that it is a strongly de-coupled implementation and relies on standard components like Base PyTorch layers, optimizers and loss functions. The training loop is handled by Pytorch Lightning, which is also growing to be a standard in the community. This makes PyTorch Tabular much more extensible for custom use cases.

1 https://github.com/manujosephv/pytorch_tabular
2 https://pytorch-tabular.readthedocs.io/en/latest/
III. LIBRARY DESIGN

PyTorch Tabular is designed to make the standard modelling pipeline easy enough for practitioners as well as standard enough for production deployment. In addition to that, it also has a focus on customization to enable wide usage in research.

PyTorch Tabular has adopted a ‘config-driven’ approach to satisfy these objectives.

A. Config Driven

There are 5 config files which drives the whole process:

1. DataConfig – DataConfig is where you define the parameters regarding how you manage data within your pipeline. We distinguish between categorical and continuous features, decide the normalization, or feature transformations, etc. in this config.

2. ModelConfig – There is a separate ModelConfig defined for each model that is implemented in PyTorch Tabular. It inherits from a base ModelConfig which holds common parameters like task (classification or regression), learning_rate, loss, metrics, etc. Each model that is implemented inherits these parameters and adds model specific hyperparameters to the config. By choosing the corresponding ModelConfig, Pytorch Tabular automatically initializes the right model.

3. TrainerConfig—TrainerConfig handles all the parameters to control your training process, and most of these parameters are passed down to the PyTorch Lightning layer. You can set parameters like batch_size, max_epochs, early_stopping, etc. in here.

4. OptimizerConfig—Optimizers and Learning Rate Schedulers are another integral part in training a neural network. These configurations can be done using the OptimizerConfig.

5. ExperimentConfig - Experiment Tracking is almost an essential part of machine learning. It is critical in upholding reproducibility. PyTorch Tabular embraces this and supports experiment tracking internally. Currently, PyTorch Tabular supports two experiment Tracking Framework—Tensorboard and Weights & Biases.

Tensorboard logging is barebones. PyTorch Tabular just logs the losses and metrics to Tensorboard.

W&B tracking is much more feature rich - in addition to tracking losses and metrics, it can also track the gradients of the different layers, logits of your model across epochs, etc.

These config files can be set programatically as well as through YAML files, which makes this easy for both Data Scientists and ML Engineers.

B. BaseModel

PyTorch Tabular uses an abstract class—BaseModel—which implements the standard part of any model definition like loss and metric calculation, etc. This class serves as a template on which any other model is implemented and ensures smooth interoperability between the model and the training engine. Inheriting this class, the only two methods that a new model must implement are the model initialization part and the forward pass. And in case you need to do something non-standard in the loss calculation, all you have to do is overwrite the corresponding methods in your model definition.

C. Data Module

PyTorch Tabular uses Data Module, as defined by Pytorch Lightning, to unify and standardize the data processing. It encompasses the preprocessing, label encoding, categorical encoding, feature transformations, target transformations, etc. and also ensures the same data processing is applied to train and validation splits, as well as new and unseen data. It provides PyTorch dataloaders for training and inference.

D. TabularModel

TabularModel is the core component which brings together the configs, initializes the right model, the data module, and handles the train and prediction functions with methods like ‘fit’ and ‘predict’.

IV. IMPLEMENTED MODELS AND UNIFIED API

PyTorch Tabular has implemented a few state-of-the-art model architectures and unified them with a single, easy-to-use API which is well suited for rapid iterations. For Deep Learning to gain popularity among practitioners, it is important to be able to provide an easily used API which can compare to the ease of use given by the “Scikit-learn” APIs.

The models which are currently implemented in PyTorch Tabular are:

A. CategoryEmbeddingModel

This is a standard feed-forward network with the categorical features passed through a learnable embedding layer. The model architecture is very
similar to the Tabular model in fastai with BatchNorm and Dropout Layers in between standard linear layers.

B. Neural Oblivious Decision Ensembles (NODE)

NODE[10] is a model architecture presented in ICLR 2020 and shown to beat tuned GBDT models on several datasets. It uses a Neural equivalent of Oblivious Trees (the kind of trees CatBoost[6] uses) as the basic building blocks of the architecture.

There are two variants of this algorithm implemented in PyTorch Tabular—NODEModel and CategoryEmbeddingNODEModel. The only difference is in the way categorical features are treated. In NODEModel, the categorical features are encoded using LeaveOneOutEncoding[17] (as suggested by the authors) and in CategoryEmbeddingNODEModel the categorical embeddings are learned from data.

C. TabNet

TabNet[9] is a model architecture which deviates from the tree-based hybrid design philosophy and uses Sparse Attention in multiple steps of decision making to model the output. The architecture consists of sequential learnable decision steps which includes feature selection using a learnable mask. The multiple steps create higher representations of the input data which is used for the final task.

D. AutoInt

AutoInt[18] is a model architecture, first proposed for Click-through rate prediction. This architecture tries to handle sparse features efficiently and automatically learn cross-features or interactions between the features using an attention mechanism.

E. Usage

The basic usage is fairly simple. Below is an example. We define the configs and select the CategoryEmbeddingModelConfig as the model config. All the parameters have intelligent defaults so that you can get started as soon as possible.

```python
data_config = DataConfig(
    target=['target'],
    continuous_cols=num_col_names,
    categorical_cols=cat_col_names,
)
trainer_config = TrainerConfig(
    gpus=1,  # index of the GPU to use. 0, means CPU
)
optimizer_config = OptimizerConfig()
model_config = CategoryEmbeddingModelConfig(
    task='classification'
)
experiment_config = ExperimentConfig(
    project_name='PyTorch Tabular Example'
)

tabular_model = TabularModel(
    data_config=data_config,
    model_config=model_config,
    optimizer_config=optimizer_config,
    trainer_config=trainer_config,
)

The TabularModel takes in the configs and sets up the whole modelling pipeline. Now We just need to call the fit method and pass the train and test dataframes. We can also pass in validation dataframes. But if omitted, TabularModel will separate 20% (also configurable) at random from the data as validation.

By default, EarlyStopping is enabled and is monitoring validation loss with a patience of 3 epochs. The trainer also saves the best model (based on validation loss) and loads that model at the end of training. TrainerConfig has the parameters to tweak this default behaviour.

```python
tabular_model.fit(train=train, validation=val)
```

After the training, there are three actions that you usually take in a typical modelling pipeline.

1. Evaluate the model on some new data

```python
result = tabular_model.evaluate(test)
```

2. Get predictions on new data

```python
pred_df = tabular_model.predict(test)
```

3. Save and Load the Model

```python
tabular_model.save_model("examples/basic")
loaded_model = TabularModel.load_from_checkpoint("examples/basic")
```

Detailed documentation and tutorials for common tasks are present in the documentation.

V. CONCLUSION

Deep Learning for tabular data is gaining popularity in the research community as well as the industry and in the face of growing popularity, it is essential to have a unified and easy to use API for tabular data, similar to what scikit-learn has done for classical machine learning algorithms. PyTorch Tabular is hoping to fill in that space and reduce the barrier for entry in using new state-of-the-art deep learning model architectures in industry use cases. It also hopes to reduce the “engineering” work for researchers who are working on new model architectures.
VI. FUTURE WORK

PyTorch Tabular is a relatively new library and will continue to grow. We actively invite contributors to help maintain and grow the library. Future roadmap is available on the Github Readme. The items are along the below three paradigms:

1. Adding new models
2. Integrating Hyperparameter Tuning
3. Adding Text and Image modalities for multi-modal problems.
4. Adding new preprocessing techniques
5. Adding Self-Supervised learning architectures

REFERENCES

[1] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz Kaiser, and Illia Polosukhin. “Attention is all you need” Advances in Neural Information Processing Systems, pp. 5998–6008, 2017.

[2] He, Kaiming, X. Zhang, Shaoqing Ren and Jian Sun. “Deep Residual Learning for Image Recognition.” 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR) pp. 770–778, 2016.

[3] Jerome Friedman. “Greedy function approximation: a gradient boosting machine.” Annals of statistics, pp. 1189–1232, 2001.

[4] Tianqi Chen and Carlos Guestrin. “Xgboost: A scalable tree boosting system.” In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pp. 785–794, 2016.

[5] Guolin Ke, Qi Meng, Thomas Finley, Taifeng Wang, Wei Chen, Weidong Ma, Qiwei Ye, and TieYan Liu. “Lightgbm: A highly efficient gradient boosting decision tree.” In Advances in Neural Information Processing Systems, pp. 3146–3154, 2017.

[6] Liudmila Prokhorenkova, Gleb Gusev, Aleksandr Vorobev, Anna Veronika Doroguzh, and Andrey Gulin. “Cathoost: unbiased boosting with categorical features.” In Advances in Neural Information Processing Systems, pp. 6638–6648, 2018.

[7] Zhi-Hua Zhou and Ji Feng. “Deep forest: Towards an alternative to deep neural networks.” In Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence, IJCAI 2017.

[8] Guolin Ke, Jia Zhang, Zhenhui Xu, Jian Bian, and Tie-Yan Liu. “Tabnn: A universal neural network solution for tabular data.” 2018.

[9] Arik, Sercan Ö. and T. Pfister. “TabNet: Attentive Interpretable Tabular Learning.” ArXiv abs/1908.07442. 2019.

[10] Popov, S. et al. “Neural Oblivious Decision Ensembles for Deep Learning on Tabular Data.” ArXiv abs/1909.06312. 2020.

[11] Fabian Pedregosa, Gaël Varoquaux, Alexandre Gramfort, Vincent Michel, Bertrand Thirion, Olivier Grisel, Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vincent Dubourg, Jake Vanderplas, Alexandre Passos, David Cournapeau, Matthieu Brucher, Matthieu Perrot, Édouard Duchesnay. “Scikit-learn: Machine Learning in Python” J. Mach. Learn. Res. 12. pp: 2825-2830, 2011.

[12] Paszke, Adam, S. Gross, Francisco Massa, A. Lerer, J. Bradbury, G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga, Alban Desmaison, Andreas Kopf, E. Yang, Zach DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, B. Steiner, Lu Fang, Junjie Bai and Soumith Chintala. “PyTorch: An Imperative Style, High-Performance Deep Learning Library.” NeurIPS. 2019.

[13] William Falcon (2019) PyTorch Lightning [Source Code] https://github.com/PyTorchLightning/pytorch-lightning

[14] McKinney, Wes. “Python for Data Analysis: Data Wrangling with Pandas, NumPy, and IPython.” 2017.

[15] Abadi, M., P. Barham, J. Chen, Z. Chen, Andy Davis, J. Dean, M. Devin, Sanjay Ghemawat, Geoffrey Irving, M. Isard, M. Kudlur, Josh Levenberg, Rajat Monga, Sherry Moore, D. Murray, B. Steiner, P. Tucker, V. Vasudevan, Pete Warden, Martin Wicke, Y. Yu and Xiaoqiang Zhang. “TensorFlow: A system for large-scale machine learning.” OSDI 2016.

[16] Howard, J. and Sylvain Gugger. “fastai: A Layered API for Deep Learning.” ArXiv abs/2002.04688. 2020.

[17] Zhang O. Tips for data science competitions. 2016. https://www.slideshare.net/OwenZhang2/tips-for-data-science-competitions. Accessed 9 Feb 2021.

[18] Weiping Song, Chence Shi, Zhiping Xiao, Zhijian Duan, Yewen Xu, Ming Zhang, and Jian Tang. 2019. AutoInt: Automatic Feature Interaction Learning via Self-Attentive Neural Networks. In Proceedings of the 28th ACM International Conference on Information and Knowledge Management (CIKM ’19). Association for Computing Machinery, New York, NY, USA, 1161–1170. DOI:https://doi.org/10.1145/3357384.3357925.