A positioning error compensation method for multiple degrees of freedom robot arm based on the measured and target position error
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Abstract
A novel positioning error compensation method (PECM) based on the measured and target position error for multiple degrees of freedom (DOF) robot arm control is proposed, which is used to improve positioning accuracy of multiple-DOF robot arm end-effector in accurate positioning applications such as in the medical and mechanical fields. Based on the idea of PID to increase adaptiveness and robustness of the method, a positioning compensation model between the measured and target position error tracked by an optical tracking system and compensated joint angle is derived with inverse kinematic model. Based on error analysis of the compensation model regarding geometry errors, the proportional joint angle compensated coefficient deduced from Jacobian matrix of the error is proposed and identified with position error data. Calibration experiments for position conversion matrix and positioning accuracy verification experiments are conducted consisting of an optical tracking system and a robot arm. The results of positioning accuracy verification experiments show that the average resultant positioning error in three directions reduces from 1.89 mm (before compensation, model based on Denavit-Hartenberg (DH)), 0.39 mm (model based on modified Denavit-Hartenberg (MDH) with Levenberg-Marquardt (LM)) to 0.34 mm (decreasing 82%, 15%), which demonstrates the efficiency and robustness of the method.
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Introduction
Covid-19 promotes the development of industrial products that can be operated from distance and that are automated. As an indispensable part of automation, stemming from an urgent need to increase productivity, rapid development of robot arm can free people from dangerous or repetitive labor work,\textsuperscript{1} promoting the trend of industrial internet. The extent of application of robot arm is an important indication of national industrial automation levels.\textsuperscript{2}
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Robot arm is normally designed for repetitive work such as manufacturing and assembling (i.e., picking and placing,\textsuperscript{3} welding,\textsuperscript{4} drilling,\textsuperscript{5} and so on) and medical procedures (i.e., laparoscopic surgery,\textsuperscript{6} orthopedic surgery,\textsuperscript{7} teeth implanting,\textsuperscript{8} and so on). Taking dental implanting surgery as an example, to achieve higher reliability and extend service life of dental implants, the positioning error of dental implants through implant guide plate should be generally less than 2 mm to meet relatively high positioning accuracy of robot arm end-effector and realize a reliable medical treatment.\textsuperscript{9} Therefore, quality implants require high positioning accuracy of the end-effector.

Though robot arm has a high pose repeatability of ±0.02 mm, because the factors of mechanical errors in manufacturing, assembling and wearing procedure and control algorithm quality based on multiple sensors\textsuperscript{10} can affect positioning accuracy, the absolute pose accuracy is relatively low,\textsuperscript{11} which remains a challenging issue. Based on the analysis of the above factors, improving mechanical accuracy and modeling quality can increase positioning accuracy effectively. Improving mechanical accuracy is a method of increasing mechanical transmission efficiency by optimizing parts' geometry parameters like structure dimension, rigidity and center of mass,\textsuperscript{12} or utilizing high performance electronic components and new materials.\textsuperscript{13} Improving mechanical accuracy requires changing inherent characteristics of mechanical systems, which increases costs and takes time. Moreover, due to relatively high mechanical accuracy of present mechanical parts, it is very hard to significantly reduce positioning error by improving mechanical accuracy, thus, improving modeling quality has become a more popular method among researchers.

Improve modeling quality is a method to build precise models based on system parameters or mechanical errors deduced and identified by theoretical analysis, measurement and calibration. This method is widely used because of low costs and reliable results. Improving modeling quality can be categorized into two types, namely, the method based on model parameters and that based on model-free parameters.\textsuperscript{14,15}

The method based on model parameters needs to build a forward kinematics model and improve robot positioning accuracy through calibration, measurement and compensation rather than changing mechanical structure or design of the robot itself.\textsuperscript{16} There are many models characterizing robot kinematics, such as DH (Denavit-Hartenberg) model, MDH (Modified Denavit-Hartenberg) model, CPC (Complete and Parametrically Continuous) model, S (Stone) model, etc., among which the most widely used model is DH model.\textsuperscript{17} The parameters of DH model can be obtained by measurement, linear and nonlinear identification. With the use of a calibration algorithm based on the product-of-exponential formula, Mustafa et al.\textsuperscript{18} improves the accuracy of the ABB industrial manipulator to 0.3 mm measured by a laser tracker system from Leica (AT901-MR). Zhang\textsuperscript{19} establishes a homogeneous transformation error model among many robot systems based on DH and MDH kinematics models, and obtains compensation amount after SVD (Singular Value Decomposition). After compensation, the average distance error is reduced from 1.77 to 0.70 mm, and the absolute accuracy of robot arm positioning improves by at least 50%. To improve the positioning accuracy of the robot, Chen et al.\textsuperscript{14} proposes a compensation method based on error similarity and error correlation. The positional error similarity in joint space based on the DH kinematic model of the robot and error correlation are presented to illustrate that Co-Kriging can be used to estimate the positional error of the robot for compensation. The experimental results show that the maximum absolute positional error is reduced to 0.29 mm with the compensation method. To identify robot geometric parameters of the DH kinematic model, Nguyen et al.\textsuperscript{20} develops a calibration method with the EKF (Extended Kalman filter). The non-geometric errors are estimated using an ANN (Artificial Neural Network) for error compensation.

The method based on model-free parameter does not require establishing forward kinematics models, and there is no need to analyze the cause of the error. Instead, all the errors are regarded as joint angle error or positional error, and a mathematical method like training is used to approximate the data, and then improve the robot’s pose accuracy by modifying the joint angle. Shamma and Whitney\textsuperscript{21} selects a polynomial as an approximate function of the joint correction value, fits the collected data with the least square method according to the discrete position error in the entire area of work space, and uses PUMA to carry out the calibration experiment with an average position error of 0.72 mm. Zhong et al.\textsuperscript{22} applies ANN to take the measured pose and the corresponding joint angle errors as the input and output layer of the training network, and realizes joint error compensation in the local workspace. The training network can be used for online calibration. To compensate absolute errors for aerospace drilling robots, Yuan et al.\textsuperscript{23} proposes a positioning error compensation method based on the extreme learning machine model. Considering the influence of geometric factors and the non-geometric factors of the robot, a positional error prediction model is built based on extreme learning machine, and the positional errors of prediction points can be predicted for compensation.

The results also show that the average accuracy of robot tool center point is improved by 80.93%.

The main idea of the above papers is to improve the modeling accuracy between joint angles (or the errors) and poses (or the errors) of the robot arm end-effector
through calibration or positioning methods including error modeling, pose measuring, parameter identification or compensation where the environment is well structured.24 The above methods are complicated for robot controller making the calibration process less efficient,25 and mainly concentrating on the accuracy of joint angles. Since joint angles have transformation relationship with the positions, the above methods don’t directly focus on position error. It means the accuracy highly depends on the relationship and will decrease with the accuracy of relationship decreasing caused by system changing such as mechanical wearing. To increase robustness and adaptiveness of the positioning method, our method originate from the idea of robotic control method – PID (Proportion Integral Differential). PID is a control scheme focusing on feedback output error in close loop, which can show high convergence without an accurate model of the physical system and prove high robustness.26,27 Likewise, our positioning method focuses on position error (feedback output error) and builds up the corresponding model to make the error decrease, namely, the position error is compensated according to the real-time measured positions of the robot arm in the experiment, so it will control positions directly and effectively promote the positioning accuracy. With the help of the optical tracking system with higher positioning resolution (0.05–0.3 mm) and faster response speed (>60 Hz), the position error is measured and calculated in real time which is used for positioning compensation, so as to reduce position error directly.

In this paper, a positioning error compensation method based on position errors for robot arm control is proposed to improve positioning accuracy of the robot arm end-effector. The remainder of this paper is organized as follows. Section 2 introduces the theory of positioning error compensation method based on the position error. Section 3 describes the experimental setup of calibration experiment and positioning accuracy verification experiments. Finally, Section 4 concludes the work conducted in this paper and presents a brief overview of future work to be conducted.

**Analysis of PECM**

The positioning accuracy of the robot arm end-effector can improve with PECM, and the PECM is shown in Figure 1. An optical tracking system is used to track the measured position of the end-effector. Positioning error between the measured position and the target position can be obtained, the compensated model of position error and compensated joint angle is established by the constraints of target pose based on inverse kinematics, and the error analysis and modification of the model is conducted to increase accuracy. The joint angles are compensated to realize precise motor rotation and positioning compensation of the end-effector.

It is obvious that compensating joint angles is the key idea of PECM for positioning compensation. The model of position error and compensated joint angle in robot systems should be built up and modified based on error analysis. The position error can be calculated with the measured position and the target position, where the measured position can be tracked by the optical tracking system and the target position is guaranteed before experiment for the demand. Moreover, because the position error is obtained by the measured position in optical tracking system, the position error should be converted from the optical tracking system to the robot system.

Thus, the key technologies of positioning compensation based on position errors can be divided into three parts: (a) modeling of the position error and the
compensated joint angle in robot systems; (b) error and analysis modification of the compensation model; (c) position error conversion from the measured system to the robot system. The three core parts are the followings:

**Modeling of the position error and compensated joint angle in robot systems**

Modeling between the position error and compensated joint angle in robot systems is solved based on the inverse kinematics model. Inverse kinematics is an analysis method that joint angles can be solved with known position and orientation of the end-effector. Suppose the position and orientation vector of the end-effector is \( \mathbf{q} = [x, y, z, \alpha, \beta, \gamma] \) and the theoretical joint angle vector calculated by the equations wholly, especially nonlinear errors, \( \mathbf{q}' \) is converted in the robot system (or converted in the robot system) is \( \mathbf{q''} \), target position and orientation vector in the robot system (or converted in the robot system) is \( \mathbf{q''}' \). The actual and theoretical forward kinematic operators are respectively \( F^a(\cdot) \) and \( F^b(\cdot) \). Because the errors cannot be expressed by equations wholly, especially nonlinear errors, \( F^a(\cdot) \) is idealized and hard to calculate and solve. \( \theta^b = [\theta^b_1, \theta^b_2, \theta^b_3, \ldots, \theta^b_n]^T \in \mathbb{R}^{n \times 1} \) (n denotes DOF) is the theoretical joint angle vector calculated by the inverse kinematic model. \( \mathbf{q''}' \), \( \mathbf{q''} \) and the error between measured and target position \( \Delta \mathbf{q} \) are

\[
\begin{align*}
\mathbf{q''}' &= F^a(\theta^b) \\
\mathbf{q''} &= F^a(\theta^b) + \Delta \mathbf{q} \\
\end{align*}
\]

Suppose \( \theta^d = [\theta^d_1, \ldots, \theta^d_n]^T \) is the ideal joint angle vector calculated by the actual inverse kinematic model, the compensated joint angle vector \( \Delta \theta = [\Delta \theta_1, \ldots, \Delta \theta_n]^T = \theta^d - \theta^b \in \mathbb{R}^{n \times 1} \). To achieve the targeted position, \( \mathbf{q''}' \) can also be expressed as,

\[
\mathbf{q''}' = F^a(\theta^d) = F^a(\theta^b + \Delta \theta)
\]

Suppose the actual and theoretical inverse kinematic operators are respectively \( G^a(\cdot) \), \( G^b(\cdot) \). Based on (2), \( \theta^b + \Delta \theta \) is,

\[
\theta^b + \Delta \theta = G^a(\mathbf{q''}')
\]

Based on equations (1) and (3), \( \Delta \theta \) is,

\[
\Delta \theta = G^b(\mathbf{q''}') - G^a(\mathbf{q''})
\]

\( G^a(\cdot) \) is idealized and hard to solve, while \( G^b(\cdot) \) can be solved by the inverse kinematic model. And \( G^b(\cdot) \) (such as inverse-DH, inverse-MDH or others) close to \( G^a(\cdot) \) with high modeling accuracy. Thus, \( G^b(\cdot) \) is used to replace \( G^a(\cdot) \). \( \Delta \theta \) can also be expressed as,

\[
\Delta \theta = G^b(\mathbf{q''}') - G^a(\mathbf{q''})
\]

\[
= G^b(\mathbf{q''}') - G^b(\mathbf{q''}) + \mathbf{E}_{\Delta \theta}
\]

where \( \mathbf{E}_{\Delta \theta} \in \mathbb{R}^{n \times 1} \) (n denotes DOF) is the error compensated joint angle, that is, the error of the compensation model, \( \mathbf{E}_{\Delta \theta} \) affects the accuracy of \( \Delta \theta \).

**Error and analysis modification of the compensation model**

To make \( \Delta \theta \) of the compensation model more precise, \( \mathbf{E}_{\Delta \theta} \) should be analyzed and modified in detail. Suppose \( \Theta^e(q', \Delta \mathbf{q}) = [G^e(\mathbf{q'}) - G^e(\mathbf{q''} - \Delta \mathbf{q})] \) and \( \Theta^b(q', \Delta \mathbf{q}) = [G^b(\mathbf{q'}) - G^b(\mathbf{q''} - \Delta \mathbf{q})] \). Based on equation (5), \( \mathbf{E}_{\Delta \theta} \) is,

\[
\mathbf{E}_{\Delta \theta} = [G^e(\mathbf{q'}) - G^e(\mathbf{q''} - \Delta \mathbf{q})] - [G^b(\mathbf{q'}) - G^b(\mathbf{q''} - \Delta \mathbf{q})] = \Theta^e(q', \Delta \mathbf{q}) - \Theta^b(q', \Delta \mathbf{q})
\]

(6)

It is essential to consider the discrepancy and relationship between \( \Theta^e(q', \Delta \mathbf{q}) \) and \( \Theta^b(q', \Delta \mathbf{q}) \). \( \Theta^b(\cdot) \) is not only affected by the position argument \( \mathbf{q} \), but also by others such as geometry dimensions. Thus, some mechanical errors (like structure errors) can result in the discrepancy between \( \Theta^e(\cdot) \) and \( \Theta^b(\cdot) \). Suppose the arguments of \( \Theta^b(\cdot) \) and \( \Theta^e(\cdot) \) except \( \mathbf{q} = [\delta_1, \ldots, \delta_m]^T \) (m = 1 - M) (such as structure dimension arguments), the error modification argument between \( \Theta^b(\cdot) \) and \( \Theta^e(\cdot) \) is \( \Delta \delta = [\delta_1, \ldots, \delta_m]^T \), and \( \Theta^e(q', \Delta \mathbf{q}) = \Theta^e(q', \Delta \mathbf{q}, \delta) \). \( \mathbf{E}_{\Delta \theta} \) can be simplified as,

\[
\begin{align*}
\mathbf{E}_{\Delta \theta} &= \Theta^b(q', \Delta \mathbf{q}, \delta) - \Theta^b(\mathbf{q'}, \Delta \mathbf{q}, \delta) \\
&= \Theta^b(q', \Delta \mathbf{q}, \delta + \Delta \delta) - \Theta^b(q', \Delta \mathbf{q}, \delta) \\
&= \sum_{i=1}^{m} \frac{\partial \Theta^b(q', \Delta \mathbf{q}, \delta)}{\partial \delta_i} \Delta \delta_i \\
&= \left[ \begin{array}{c} \frac{\partial \Theta^b(q', \Delta \mathbf{q}, \delta)}{\partial \delta_1} \\ \vdots \\ \frac{\partial \Theta^b(q', \Delta \mathbf{q}, \delta)}{\partial \delta_m} \end{array} \right] \Delta \delta
\end{align*}
\]

(7)
where \( J \) is Jacobian matrix of \( E_{\Delta \theta} \). To simplify \( E_{\Delta \theta} \) further, suppose \( \Theta^{th}(q, \Delta \delta) \) (\( \delta \in \mathbb{R}^{m \times 1} \)) is subjected to linear distribution of arguments and \( \Theta^{th}(q, \Delta \delta) = [\delta_1, \ldots, \delta_m, 0, \delta_1, \ldots, \delta_m]^T = 0 \), that is, \( \forall \delta_j \in \delta \), \( \delta_j = 0 (j = i) \), \( \delta_j = \delta_j (j \neq i) \), based on differential principle of differential equations, the \( i \)th row and \( i \)th column element of \( J \) matrix can be simplified as,

\[
\frac{\partial \Theta^{th}(q, \Delta \delta)}{\partial \delta_i} \bigg|_{\delta = [\delta_1, \ldots, \delta_m]^T} = \delta_i - 0
\]

Based on equation (8) \( E_{\Delta \theta} \) is,

\[
E_{\Delta \theta} = \begin{bmatrix}
\Theta^{th}(q', \Delta \delta) & \ldots & \Theta^{th}(q', \Delta \delta) \\
\vdots & \ddots & \vdots \\
\Theta^{th}(q', \Delta \delta) & \ldots & \Theta^{th}(q', \Delta \delta)
\end{bmatrix}
\begin{bmatrix}
\Delta \delta_1 \\
\vdots \\
\Delta \delta_m
\end{bmatrix}

\begin{aligned}
\Theta^{th}(q', \Delta \delta) &= \begin{bmatrix}
\Theta^{th}(q', \Delta \delta) \\
\vdots \\
\Theta^{th}(q', \Delta \delta)
\end{bmatrix}
= \begin{bmatrix}
\Theta^{th}(q', \Delta \delta) \\
\vdots \\
\Theta^{th}(q', \Delta \delta)
\end{bmatrix}

\Theta^{th}(q', \Delta \delta) &= \begin{bmatrix}
\delta_1 \\
\vdots \\
\delta_m
\end{bmatrix}
\end{aligned}

(9)

Based on equation (5), \( \Delta \theta \) can be simplified as,

\[
\Delta \theta = G^{th}(q') - G^{th}(q' - \Delta \delta) + E_{\Delta \theta} = \left(1 + \sum_{i=1}^{m} \frac{\Delta \delta_i}{\delta_i}\right) [G^{th}(q') - G^{th}(q' - \Delta \delta)] = \kappa [G^{th}(q') - G^{th}(q' - \Delta \delta)]
\]

(10)

where proportional joint angle compensated coefficient \( \kappa = 1 + \sum_{i=1}^{m} \frac{\Delta \delta_i}{\delta_i} \). Regarding factors of geometry error and the corresponding Jacobian matrix, \( \kappa \) is deduced to make the compensated rotation angles in the compensation model are close to those in ideal compensation model which is not calculated, resulting in the of error of compensation model decrease. \( \kappa \) mainly depends on structure dimensions and its errors, not positions. \( \kappa \) can be identified withposition error experiments in detail, firstly, the range and step of \( \kappa \) can be defined previously. Secondly, with points of the range, the position error experiment is conducted, and the resultant position errors in three directions of different \( \kappa_p \) in point \( p_1 \) can be compared. Finally, \( \kappa \) can be identified with the calculation of \( \kappa_p \), of the lowest position error. Therefore, with the parameters of equation (10) known, the compensated joint angle \( \Delta \theta \) can be obtained.

**Position error conversion from the measured system to the robot system**

Because the target orientation doesn’t change with the algorithm. \( \Delta n_x = \Delta n_y = \Delta n_z = \Delta \alpha_x = \Delta \alpha_y = \Delta \alpha_z = 0 \). While the position is compensated through the algorithm, \( \Delta q = [0, 0, 0, 0, 0, 0, 0, 0] \) and \( \Delta \theta \) mainly depends on the vector \( \Delta p = \left[ \Delta p_x, \Delta p_y, \Delta p_z \right]^T \). However, \( \Delta p = \left[ \Delta p_x, \Delta p_y, \Delta p_z \right]^T \) initially measured in optical tracking system, and \( \Delta \theta \) must be compensated in robot system, thus \( \Delta p = \left[ \Delta p_x, \Delta p_y, \Delta p_z \right]^T \) should be converted from the optical tracking system to the robot system. Suppose \( T_{OTS}^{robot} \) represents relative position and orientation of the optical tracking system over the robot system, \( p_{OTS-i} \) is the target position of the end-effector in the optical tracking system and measured position of the end-effector in the optical tracking system is \( p_{OTS-m} \), then the position error vector of the end-effector in the robot system \( \Delta p_{robot} \) is,

\[
\Delta p_{robot} = T_{OTS}^{robot} (p_{OTS-m} - p_{OTS-i})
\]

(11)

If \( T_{OTS}^{robot} \) is known, \( \Delta p_{robot} = [\Delta p_x, \Delta p_y, \Delta p_z]^T \) is known via equation (11), and \( \Delta q = [0, 0, 0, 0, 0, 0, 0, 0, 0] \) is the robot system is known. Similarly, \( \Delta p \) in the robot system can be solved through \( T_{OTS}^{robot} \) and \( p_{OTS-i} \). Thus, combining with equation (10), the joint angle can be compensated. It is essential not only to measure the position in the optical tracking system with high accuracy, but to obtain the accurate calculation of the matrix \( T_{OTS}^{robot} \). \( T_{OTS}^{robot} \) can be obtained with calibration experiments.

According to the above analysis, the accuracy of PECM mainly includes the modeling errors of the position error and compensated joint angle in robot system and position conversion errors from the measured
system to the robot system. The former mainly depends on the modeling accuracy of inverse kinematics, while the latter depends on the accuracy of $T_{OTS}^{robot}$.

Experiments

To verify PECM, this paper conducts the positioning accuracy verification experiment based on PECM. To realize the position conversion from the measured system to the robot system, a calibration experiment for $T_{OTS}^{robot}$ is required before the positioning accuracy verification experiment. The positioning accuracy verification and calibration experiment system is shown in Figure 2.

The system mainly includes: the robot arm, the binocular-vision optical tracking system, passive tool and markers, the controller, and software. As a core device, robot arm is selected from Danish Universal robot arm UR5 with maximum load of 49 N and pose repeatability reaches 0.05 mm. The optical tracking system uses the NDI Polaris binocular-vision system to obtain the real-time measured position of the end-effector. The resolution of the optical tracking system is 0.01 mm. The accuracy 0.25 mm in a large zone (pyramid volume $1566 \times 1312 \times 1450$) and $<0.1$ mm in a small zone (spherical zone with radius 100 mm). The passive tool attached on the end-effector is a tool for the optical tracking system to track the real-time measured position of the end-effector, that is, the optical tracking system can emit infrared rays to the marker of the passive tool and receive the rays reflected by the marker to obtain the real-time measured position. The controller uses a computer or a robot teaching device combined with software Polyscope to send commands to the robot arm and embed PECM. As shown in Figure 2, the passive tool contains four markers numbered in the figure, and the optical tracking system mainly measure the real-time position of marker 1 to complete the calibration and positioning accuracy verification experiment.

The process of positioning accuracy verification experiment is shown in Figure 3. With the coordinates of target position in the optical tracking system known, coordinates of target position in robot system are obtained through $T_{OTS}^{robot}$. The target joint angles in the robot system can be obtained through theoretical inverse kinematics, which conducts in robot arms. Coordinates of measured position in the optical tracking system can be measured by the optical tracking system, thus position errors can be calculated and $\kappa$ can be identified for model error modification. Finally, position accuracy is compensated through PECM and position error after compensation can be obtained in the optical tracking system to verify PECM.

The calibration experiment

Calibration experiments aim at deriving the conversion matrix $T_{OTS}^{robot}$ between the robot system and the optical tracking system. To obtain the matrix $T_{OTS}^{robot}$ accurately, it is necessary to calibrate the position coordinates of the marker in three orthogonal directions in the optical tracking system and the robot system. Suppose $p_{marker}^{OST}$, $p_{robot}^{marker}$ are respectively 3-dimensional coordinates of the marker in the optical tracking system and the robot system, the relationship of $p_{marker}^{OST}$ and $p_{robot}^{marker}$ is

$$p_{robot}^{marker} = T_{OTS}^{robot} p_{marker}^{OST}$$

(12)
where $p^m_{\text{marker}}$ can display on the robot software (Polyscope) and the NDI software (NDI Track) respectively. In the calibration process, $T_{OTS}^{\text{robot}}$ is obtained with optical coordinates and robotic coordinates of the same marker. Then, optimization method is used to make $||T_{OTS}^{\text{robot}}p^m_{\text{marker}} - p^r_{\text{marker}}||$ close to 0 and $T_{OTS}^{\text{robot}}$ is fitted. Levenberg Marquardt (LM) is used as the optimization method to improve accuracy of $T_{OTS}^{\text{robot}}$. LM contains advantages of Gauss Newton and gradient descent methods and tends to converge to the optimal solution. $T_{OTS}^{\text{robot}}$ contain of 6 unknown invariables ($p_x, p_y, p_z, a, b, g$), and 1 point contain 3-dimensional information. At least 2 points is to chosen to guarantee that $T_{OTS}^{\text{robot}}$ is solved. Points in three directions should be chosen to consider more position errors in different positions to increase generalization of LM. The calibration center is set to $(-300, -90, 400)$. Taking the calibration center as the origin, two points each are taken at an interval of 5 mm in the positive or negative axes of X, Y, Z, so there are a total of 13 points in three directions. Each point is repeated 3 times for a total of 39 times. The coordinates of marker 1 in 39 times are recorded in the optical tracking system and the robot system, and calibration points in the calibration experiment are shown in Figure 4.

Suppose $T_{OTS}^{\text{robot}} = (t_{ij})_{4 \times 4}$. $t_{ij}$ can be calculated through coordinates in the optical tracking system and the robot system with the least square method. $t_{ij}$ depends on six kinematic parameters $p_x, p_y, p_z, R_x, R_y, R_z$ identified in the calibration experiment. Thirty-nine times ($>6$) experiments can meet the demand of fitting accuracy. After calculation, six kinematic parameters of $T_{OTS}^{\text{robot}}$ are identified respectively $a = -2.43$ rad, $b = 1.32$ rad, $g = 2.06$ rad, $p_x = -1234.17$ mm, $p_y = -883.09$ mm, and $p_z = 667.56$ mm, thus $T_{OTS}^{\text{robot}}$ is

$$
T_{OTS}^{\text{robot}} = 
\begin{bmatrix}
-0.19 & 0.66 & -0.72 & -1234.17 \\
-0.16 & -0.75 & -0.64 & -883.09 \\
-0.97 & 0.00 & 0.25 & 667.56 \\
0.00 & 0.00 & 0.00 & 1.00
\end{bmatrix}
$$

Calibration points fitting errors are shown in Figure 5. Suppose $p^c_{ij}$ is the calculated coordinate of the $i$-th point ($i = 1$–39) in the optical tracking system, and $p^c_{ij}$
is the measured position results of the $i$-th point ($i = 1$–39) in the optical tracking system. After calculation, the average calibration error is 0.034 mm, which meets the demand of high precision calibration.

**The positioning accuracy verification experiment**

The positioning accuracy verification experiment aims to analyze the positioning accuracy of robot arms to verify the effectiveness and rationality of PECM. The experiment is shown in Figure 3, and the experiment system is shown in Figure 2. The experimental procedure is as follows: the motion command sent by the software Polyscope controls the robot arm according to the target position analyzed before the experiment. Simultaneously, after the optical tracking system tracks measured coordinate marker 1 of the robot arm, position errors can be calculated with coordinates of the measured and the target position. The compensated coefficient $k$ of PECM is identified with position error data. Then the position error can be compensated with PECM, and the position after compensation can be measured to verify PECM. Compensated joint angle for UR5 in the experiments are expressed in the Appendix.

The data of the positioning accuracy verification experiment are obtained in a sphere range with a calibration center and radii of 30, 10, and 2 mm, representing large, medium, small ranges, respectively. In each radius, the data are obtained on the $XOY$ plane, the $XOZ$ plane and the $XOY$ plane rotating 45°/176° around the $Y$ axis, respectively. In each plane, a point is taken by 45°/176°, then there are 8 points $(0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°)$ in each plane. Considering the conditions of different radii, planes and degrees, there are a total of 72 verification points in the positioning experiment, and verification points in $R$ (radius) 2 is shown in Figure 6.

The resultant positioning error in three directions can be calculated by equation (14), where $E_x$, $E_y$, $E_z$ are the errors in the $X$, $Y$, and $Z$ direction respectively. And $E_i = p_{iTS}^{ OTS - 1} - p_{iTS}^{ OTS - m}$ ($i = X$, $Y$, $Z$ directions), $p_{iTS}^{ OTS - 1}$, $p_{iTS}^{ OTS - m}$ are the target and measured errors in the $i$ direction in the optical tracking system.

$$\Delta E = \sqrt{E_x^2 + E_y^2 + E_z^2}$$

(14)

To identify the compensated coefficient $k$. The resultant position errors in the radii of 30, 10, and 2 mm are obtained with different $k$ whose range is [0.9,1.1] with a step of 0.02 (totally 11 $k$). $k = 1$ represents no coefficient compensation. Three points in each radius are chosen for identification, amounting to 99 experiments in total. The average resultant position errors over different $k$ in the radii of 30, 10, and 2 mm are shown in Figure 7.

According to Figure 7, position errors of different $k$ fluctuate like parabolic curves where the error of $k$ around 1 is the smallest. Position errors of the same $k$ are relatively close in different radii. $k$ of the smallest error in each radius is chosen as $k_{R2}$, $k_{R10}$, $k_{R30}$. With $k = \frac{\sum \omega r_k_r}{\sum \omega r}$, ($\omega r$ are weights in different $R$), $k = 0.973$ is determined.

The average and maximum positioning error in R2, R10, R30 is shown in Figure 8. After compensation, the
average resultant positioning error is 0.34 mm, the maximum is 0.46 mm in R2; the average resultant positioning error is 0.30 mm, the maximum is 0.40 mm in R10; the average resultant positioning error is 0.33 mm, the maximum is 0.47 mm in R30. For different directions, the positioning errors in the X direction are a bit larger than those in the Y direction, and those in the Z direction are the smallest. However, there is no such error fluctuation in different degrees.

The average positioning errors before compensation (model based on DH), model based on MDH with LM, PECM are shown in Figure 9. The joint angles are solved with the inverse model based on MDH, and the kinematic parameters are identified with the LM algorithm. The modified parameter of MDH is \( \beta = [0.014, -0.007, 0.01, 0, 0, -0.002]^T \). The average positioning error obviously decreases after compensation, the average error from 1.89 to 0.34 mm (decreasing 82%), and the maximum error from 2.11 to 0.47 mm (decreasing 78%), which proves high accuracy of PECM. Compared with the model based on MDH, the average error from 0.39 to 0.34 mm (decreasing 15%), and the maximum error is almost the same (0.48 mm compared with 0.47 mm). While the model changes after a long time due to mechanical wears, the method of online compensation like PID, PECM can be more flexible than MDH. Besides, to analyze positioning errors in different directions and radii, the average positioning error in different directions and radii is shown in Figure 10, and the average and the maximum positioning errors in different directions and radii are shown in Table 1.

From Figure 10 and Table 1, the average positioning errors of R2, R10, R30 are 0.34, 0.34, and 0.35 mm, respectively, and the maximum of R2, R10, R30 are 0.46, 0.45, and 0.47 mm, respectively, reflecting that the errors are almost the same with different radii. The average positioning errors in the X, Y, and Z directions are 0.24, 0.20, and 0.07 mm, respectively, and the maximum in the X, Y, and Z directions are 0.33, 0.35, and 0.22 mm, respectively, reflecting that the positioning errors in Z obviously are smaller than those in the X and Y directions which shows directional sensitivity of positioning errors. The reason is not only directional sensitivity of robot arm caused by mechanical errors (like tolerances of manufacturing and assembly), but also position conversion from the tracking optical system to the robot system, that is the accuracy of transmission matrix \( T_{\text{OTS}} \). Therefore, since the resultant positioning errors in different radii are close, the resultant positioning errors compensated through PECM are not sensitive with positions. That is because no matter how rotating joint angle changes in different positions, the resultant positioning error of three directions caused by the rotating angle cannot change greatly, resulting in that the resultant positioning errors can hardly change. While there is a characteristic of directional sensitivity in position errors, positioning points should be selected in non-error-sensitive directions to reduce the errors.

Besides, posture information in robot coordinate system is studied to obtain posture error. Posture information can be obtained with RPY (Roll Pitch Yaw) angle in UR robotic software. By calculating the RPY angle error between target and experimental results in robot coordinate system, the average angle error is in X direction is 0.20°, the maximum is 0.23°, the minimum is 0.16°; the average angle error is in Y direction is 0.06°, the maximum is 0.11°, the minimum is 0.02°; the average angle error is in Z direction is 0.23°, the maximum is 0.28°, the minimum is 0.19°. The average resultant angle error in three directions is 0.31°. The fluctuation of angle error is not large, and the average resultant angle error is relatively small meeting many medical and mechanical applications.

**Conclusion**

A novel positioning error compensation method based on the measured and the target position error for robot arm is proposed, which improves positioning accuracy of multiple DOF of the robot arm end-effector. Based on the idea of PID to increase robustness and effectiveness of the method, PECM for improving the positioning accuracy of the end-effector mainly includes the modeling of the position error and the compensated joint angle in the robot system, error analysis and modification of the compensation model, and position conversion from the measured system to the robot system. From error analysis, the accuracy of inverse model and the position conversion matrix both influence the accuracy and convergence of PECM. The proportional joint angle compensated coefficient is proposed and identified with position error data to increase the model converging rate, resulting in higher position accuracy further. The position conversion matrix from the optical tracking system to the robot system is derived based on the calibration experiment. The results of positioning accuracy verification experiment show that positioning errors are sensitive to directions, the average resultant positioning error in three directions reduces from 1.89 mm (before compensation, model based on DH), 0.39 mm (model based on MDH with LM) to 0.34 mm (decreasing 82%, 15%), and the maximum error from 2.11, 0.48 to 0.47 mm (decreasing 78%, 2%) which effectively improves the positioning accuracy of the robot arm. It is also shown that the proposed method can be applied in all the multiple DOF of robot.
Figure 8. The average and maximum positioning error in R2, R10, R30: (a) the R2 average, (b) the R2 maximum, (c) the R10 average, (d) the R10 maximum, (e) the R30 average, and (f) the R30 maximum.

Table 1. The average and maximum positioning errors in different directions and radii.

| Position errors (mm) | Radii | Directions |
|----------------------|-------|------------|
|                      | R2    | R10        | R30          | Resultant | X    | Y    | Z    |
| Average              | 0.34  | 0.34       | 0.35         | 0.34      | 0.24  | 0.20 | 0.07 |
| Max.                 | 0.46  | 0.45       | 0.47         | 0.47      | 0.33  | 0.35 | 0.22 |
arms whose inverse kinematic solution is well structured.

To increase the positioning accuracy further, in the future researchers can focus on the following work. In the view of reducing high directional error sensitivity, the causes of different directional errors will be further analyzed combined with the error directional correlation and filtering algorithm, so as to provide a theoretical basis for further improvement of positioning accuracy. Besides, high-precision angle measuring instrument and angle calibration method will be used to guarantee certain posture for higher positioning accuracy.
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Appendix

The compensated joint angles for UR5 in the experiments are expressed as follows in the experiments. As an example, for UR5 in the experiments, based on the inverse kinematics equation and the UR parameters, the angle vector \( \Delta \theta_1^i, \ldots, \Delta \theta_6^i \) of the six joints is,

\[
\begin{align*}
\Delta \theta_1^i &= \kappa \left[ \frac{\text{atan2} \left( \frac{p_y - d_{a_5}}{p_z - d_{a_4}} \right)}{\text{atan2} \left( \frac{d_{a_4} - p_y}{d_{a_5} - p_z} \right)} \pm \text{atan2} \left( \frac{p_y - d_{a_5}}{p_z - d_{a_4}} \right) \right] \\
\Delta \theta_2^i &= \kappa \left[ \text{atan2} \left( \frac{\frac{a_5 \sin (\theta_1) - a_4 \cos (\theta_1)}{a_4 \sin (\theta_1) + a_5 \cos (\theta_1)} \pm \text{atan2} \left( \frac{a_5 \sin (\theta_1) - a_4 \cos (\theta_1)}{a_4 \sin (\theta_1) + a_5 \cos (\theta_1)} \right) \right) \right] \\
\Delta \theta_3^i &= \kappa \left[ \pm \text{atan2} \left( \frac{\frac{a_5 \sin (\theta_2) - a_4 \cos (\theta_2)}{a_4 \sin (\theta_2) + a_5 \cos (\theta_2)} \pm \text{atan2} \left( \frac{a_5 \sin (\theta_2) - a_4 \cos (\theta_2)}{a_4 \sin (\theta_2) + a_5 \cos (\theta_2)} \right) \right) \right] \\
\Delta \theta_4^i &= \kappa \left[ \pm \text{atan2} \left( \frac{\frac{a_5 \sin (\theta_3) - a_4 \cos (\theta_3)}{a_4 \sin (\theta_3) + a_5 \cos (\theta_3)} \pm \text{atan2} \left( \frac{a_5 \sin (\theta_3) - a_4 \cos (\theta_3)}{a_4 \sin (\theta_3) + a_5 \cos (\theta_3)} \right) \right) \right] \\
\Delta \theta_5^i &= \kappa \left[ \pm \text{atan2} \left( \frac{\frac{a_5 \sin (\theta_4) - a_4 \cos (\theta_4)}{a_4 \sin (\theta_4) + a_5 \cos (\theta_4)} \pm \text{atan2} \left( \frac{a_5 \sin (\theta_4) - a_4 \cos (\theta_4)}{a_4 \sin (\theta_4) + a_5 \cos (\theta_4)} \right) \right) \right] \\
\Delta \theta_6^i &= \kappa \left[ \pm \text{atan2} \left( \frac{\frac{a_5 \sin (\theta_5) - a_4 \cos (\theta_5)}{a_4 \sin (\theta_5) + a_5 \cos (\theta_5)} \pm \text{atan2} \left( \frac{a_5 \sin (\theta_5) - a_4 \cos (\theta_5)}{a_4 \sin (\theta_5) + a_5 \cos (\theta_5)} \right) \right) \right]
\end{align*}
\]

where \( a_{i-1}, a_i, \theta_i \), and \( d_i \) are respectively the length of the \((i-1)\)-th link, the torsion angle between the \((i-1)\)-th link and the \(i\)-th axis, the angle between the \((i-1)\)-th link and the \(i\)-th link, and the distance along the common normal line between the \((i-1)\)-th link and the \(i\)-th link based on DH. And \( n' \); \( n'' \) are,

\[
\begin{align*}
\begin{cases}
m' = d_s \left[ (\cos (\theta_1 - \theta_4) n_3 + \sin (\theta_1 - \theta_4) n_4) \sin \theta_6 + (\cos (\theta_1 - \theta_4) a_4 + \sin (\theta_1 - \theta_4) a_3) \cos (\theta_6 - \theta_6) \right] \\
\cdots d_s \left[ (\cos (\theta_1 - \theta_4) a_3 + \sin (\theta_1 - \theta_4) a_4) + \cos (\theta_1 - \theta_4) (p_x - \Delta p_x) + \sin (\theta_1 - \theta_4) (p_y - \Delta p_y) \right] \\
n' = d_s (\sin (\theta_6 - \Delta \theta_6^i) n_2 + \cos (\theta_6 - \Delta \theta_6^i) a_2 - d_{a_5} a_2 + (p_z - \Delta p_z) - d_{p_z})
\end{cases}
\end{align*}
\]