Abstract:

Differential equations play a pivotal role in modern world ranging from science, engineering, ecology, economics and finance where these can be used to model many physical systems and processes. In this paper, we study two mathematical models of a drug assimilation in the human system using Physics Informed Neural Networks (PINNs). In the first model, we consider the case of single dose of drug in the human system and in the second case, we consider the course of this drug taken at regular intervals. We have used the compartment diagram to model these cases. The resulting differential equations are solved using PINN, where we employ a feed forward multilayer perceptron as function approximator and the network parameters are tuned for minimum error. Further, the network is trained by finding the gradient of the error function with respect to the network parameters. We have employed DeepXDE, a python library for PINNs, to solve the simultaneous first order differential equations describing the two models of drug assimilation. The results show high degree of accuracy between the exact solution and the predicted solution as much as the resulting error reaches $10^{-11}$ for the first model and $10^{-8}$ for the second model. This validates the use of PINN in solving any dynamical system.
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Introduction:

Differential equations (DEs) play a significant role in describing the behaviour of dynamical systems in real world problems. Since the time rate change of any function is represented by derivatives, such dynamical systems can be modelled by DEs. The exact solution of a DEs may not be always possible and are solved by finite-differencing methods such as Euler, Modified Euler or Runge-Kutta methods. Though these methods are efficient but require much memory space and time. Neural Networks (NNs) provide an alternative way to solve DEs by acting as function approximator and predict the solution in closed analytical form. The idea of solving Ordinary Differential Equations (ODEs) and Partial Differential Equations (PDEs) using a NN was described by Lagaris et al [1]. The concept used by Lagaris et al was to train a NN to satisfy the conditions necessary for a differential equation. This acted as an impetus for researchers and several models of NNs are being applied to solve DEs using neural networks [1-10].

Recently deep learning has emerged as a powerful tool in machine learning research under the name Scientific Machine Learning. Deep learning, which involves the use of deep neural networks has incredible ability and flexibility to solve many complex and high dimensional problems as compared to the traditional approaches. Deep Learning is extensively used to solve many problems in different domains of physical sciences. Deep neural networks have a
remarkable property of being universal function approximators, and can be used to predict the solutions of ODEs and PDEs [11-17]. The fundamental step in solving a DE using deep learning is to restrict a NN for minimum DE residual. The model consists of feedforward network with an input layer, an output layer, multiple hidden layers and the nodes in the adjacent layer being interconnected. Over the last few years, much research has been carried out which elucidates the application of deep neural networks to solve different kinds of differential equations as linear, non-linear, simultaneous, coupled, elliptical, fractional and many other complex differential equations [11-17]. Recently, PINNs have been used by many researchers to solve many types of DEs [18-21]. A PINN incorporates the physical laws of any given physical system by satisfying its boundary conditions and initial conditions in the loss function.

In the present study, we make use of the method of PINN proposed by Raissi et al. [11] to study the drug assimilation in human system. Here, we use Deep XDE [13], a python library for physics informed neural networks (PINNs), to solve the simultaneous first order differential equations describing the two models of drug assimilation in human body. DeepXDE is an evolving python library which is being used to solve Multiphysics problems. The library supports complex geometry domain and the user code remains concise and adaptable to the problem concerned.

The mathematics of pharmacokinetics deals with the rate of assimilation, distribution and elimination of the drugs by the human system over a period of time. Mathematical Modelling in this field establishes the realistic conclusions and helps to understand efficacy and therapeutic response of any drug in the human body. The Compartment model is used to study the process of drug assimilation, where the human body is represented as a sequence of compartments. The number of compartments in this model depends upon the nature and behaviour of drug being considered. We consider a three compartment model, where the human body is characterized by three separate compartments i.e. the gastrointestinal tract (GI-tract), the bloodstream and the urinary tract. We further consider the urinary tract as an absorbing compartment only i.e. the drug enters but is not eliminated from the urinary tract. The goal of this mathematical model of drug assimilation in blood is to see how these drugs are absorbed into the human, which would be valuable in assessing the therapeutic value of a drug. The different drugs are absorbed and eliminated at different rates. The drug is first absorbed in the gastrointestinal tract (GI-tract) and then is diffused into the bloodstream. The drug is then carried to the location where the therapeutic effect is desired and finally is eliminated from the bloodstream by the kidneys and liver to the urinary tract. The absorption and elimination of the drug may occur at different rates for the different constituents of the same drug.

One of the earliest compartment model was given by Widmark [22], who developed an open one compartment model to study the blood alcohol concentration and is still used in forensic research. Spitznagel Edward [23] also presented a two compartment pharmacokinetics model.

In this paper, we apply Deep learning using PINN to study the assimilation of drug using three compartment model. Further we take up two models - First, the case of single dose of drug and
second, the case of regular dosage of drug. The model and the constants have been taken from Belinda et al [27].

Mathematical Formulation:

In this section, we begin with a brief description of physics-informed neural networks (PINNs) [11] that incorporates physical laws, PINN algorithm and workflow implementation of DeepXDE to simultaneous DEs describing drug assimilation models. The PINNs embed a DE into the loss using automatic differentiation and training is implemented by integrating the data and physical laws. This approach which is mesh free compared to other traditional approaches can be used to solve forward and inverse problems.

We consider the following form of DE defined in equation (1) and (2) on the domain $\Omega$, with the boundary $d\Omega$.

$$F(u(t)) = 0 \quad t \in \Omega \quad (1)$$

$$G(u(t)) = 0 \quad t \in d\Omega \quad (2)$$

Where, $u$ is the unknown function of variable $t$ to be determined and $F$ is a differential operator that may be linear or non-linear. The operator $G$ denotes the boundary conditions of the given differential equation (1). Since our differential equation contains temporal variable $t$, it is included in the domain $\Omega$ and the initial condition is treated as special type of Dirichlet boundary condition.

Let $\hat{u}(t; \theta)$ be the NN, which approximates the solution $u(t)$ of our differential equation and takes $t$ as input. Figure 1 shows the network consisting of an input layer, five hidden layers and an output layer. The network parameter $\theta = \{\omega^k, b^k\}$ is the collection of the weight matrix ($\omega^k$) and bias vector ($b^k$) for each layer. These network parameters are continuously optimized during training process and automatic differentiation is used to calculate the derivative of $\hat{u}$ with respect $t$. To satisfy the conditions of physical laws in the differential equation, we define a residual network by equation (3):

$$f(t; \theta) := N[\hat{u}(t; \theta)] \quad (3)$$

The network can be trained by minimizing the loss function. The loss function for the PINN is given in equation (4) [11]:

$$\mathcal{L}(\theta) = MSE_f + MSE_b \quad (4)$$

where, the Mean Square Error (MSE) is given by the following equations (5) and (6):

$$MSE_f = \frac{1}{T_f} \sum_{i=1}^{T_f} |f(t^i_f)|^2 \quad (5)$$

$$MSE_b = \frac{1}{T_b} \sum_{i=1}^{T_b} |\hat{u}^i - u(t^i_b)|^2 \quad (6)$$
where, $T_b$ and $T_f$ are the points on the boundary and on the domain respectively, and together they constitute the training data $T = \{ t_1, t_2, t_3, \ldots, t_{|T|} \}$ of size $|T|$. Here $u(t_b)$ denotes the training data from the initial conditions. The next step is to minimize the loss $\mathcal{L}(\theta)$, called the training process, which is performed by using the gradient based optimizers. In our study, we have used Adam and BFGS optimizers. The above-mentioned process leads to a trained NN, which approximates the solution of our differential equations. The Schematic diagram of PINN for drug assimilation model is shown in figure 2. The figure 1 presents the work flow implementation of DeepXDE for solving the differential equations of drug assimilation models.
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**Figure 1:** This figure shows the workflow implementation of DeepXDE for solving the model of drug assimilation.

The deep neural network architecture as shown in figure 1 has been kept fixed for all the problems, with 5 hidden layers and 50 neurons and both the models are studied for two different activation functions namely tanh and sigmoid activation function. The hyperparameters used for training the model are presented in table 1.

| Parameter Name     | # Value       |
|--------------------|---------------|
| Learning Rate      | 0.001         |
| Epochs             | 10000-90000   |
| Training Points    | 4000          |
| Test Points        | 100           |

*Table 1: The table presents the various hyperparameters used for training the neural network.*
Figure 2: The architecture of the deep neural network.

Figure 3: The Schematic diagram of PINN for solving Drug assimilation Model

Compartment Model

Pharmacokinetics makes use of the compartment model, which describes the transfer of drug in and out of the compartment. In other words, it gives the time rate change of the amount of drug in the compartment is equal to the difference between the rate at which the drug enters the compartment and the rate at which it leaves the compartment.

In the form of an equation:

\[
\frac{d}{dt} (\text{Amount of drug}) = \text{Input rate of drug} - \text{Output rate of Drug} \quad (7)
\]

The drug assimilation models function as three compartment system i.e. the GI-tract, the bloodstream and the urinary tract. The same is shown in figure 3. The GI-tract and the bloodstream compartment have a single input and output, and the urinary tract has a single input but no output. The drug leaves first compartment and enters in the second compartment at the rate proportional to the amount of drug present in the first compartment.
The word equations, valid for each compartment are as follows:

\[ \{ \text{Time Rate change of drug in GI tract} \} = \{ \text{Rate of drug input as it enters GI – tract} \} - \{ \text{Rate of drug output as it leaves GI – tract} \} \] (8)

\[ \{ \text{Time Rate change of drug in bloodstream} \} = \{ \text{Rate of drug input as it enters Bloodstream} \} - \{ \text{Rate of drug output as it leaves Bloodstream} \} \] (9)

\[ \{ \text{Time Rate change of drug in Urinary tract} \} = \{ \text{Rate of drug input as it enters Urinary tract} \} \] (10)

We consider, \( G(t) \) as the amount of drug in the GI-tract, \( B(t) \) as the amount in the bloodstream and \( U(t) \) is the amount of drug in the urinary tract. We have considered the two models: a single dose of drug where there is only an initial intake of drug and a course of drug taken at regular intervals.

**MODEL 1: Case of Single Dose of Drug**

In this model, one time drug intake is considered entering the GI-tract, which is the first compartment from where the drug dissolves and diffuses into the bloodstream, which is the second compartment as can be seen from figure 3. From the bloodstream the drug is eliminated by kidneys and liver to the urinary tract, which is the absorbing compartment.

The GI-tract has the only output term and if \( G(0) = G_0 \) is the initial amount of the drug taken, then, we have

\[ \frac{dG}{dt} = -k_g G, \quad G(0) = G_0 \] (11)

Where \( k_g \) is the rate constant or the constant of proportionality.

The initial amount of drug in the bloodstream is zero, thus we have \( B(0) = 0 \).

As the drug diffuses from the GI-tract into the bloodstream, the amount of drug increases and finally decreases in the bloodstream as it gets eliminated from kidneys and liver. Thus, we have
\[
\frac{dB}{dt} = k_g G - k_b B, \quad B(0) = 0 \quad (12)
\]

Where \( k_b \) is the another rate constant or the constant of proportionality.

Since the drug enters the urinary tract and is not eliminated from the urinary tract, the equation describing this behaviour can be written as

\[
\frac{dU}{dt} = k_b B, \quad U(0) = 0 \quad (13)
\]

Where \( U(0) = 0 \), is the initial amount of the drug in the urinary tract.

Thus the three compartment model, which describes the rate of change of drug as it diffuses through the human system is given by the equations (11), (12) and (13).

The values of the rates at which the drug diffuses from the GI-tract into the bloodstream and then is eliminated, are 0.72 hour\(^{-1}\) and 0.15 hour\(^{-1}\) respectively. The initial amount of the drug in GI-tract is 0.0001 milligrams. The values of the coefficients have been taken from Belinda et al [27], where the drug considered is antibiotic tetracycline.

**Results & discussions for Model 1:**

The network for this model has been trained for two activation functions, namely, tanh and sigmoid. The number of epochs have been varied from 10000 to 90000 and the loss is minimized. Table 2 shows the variation of number of epochs with best loss achieved for the two activation functions considered. The best loss of 1.76E-11 in the case of tanh activation function is obtained for 60000 epochs. The best loss of 2.04E-10 in the case of Sigmoid activation function is obtained for 70000 epochs. We have plotted graphs comparing the exact and predicted solutions for the case of best loss for both the activation functions. The graph in the figure 4 presents the variation of amount of drug in GI-tract, bloodstream and urinary tract with time using tanh activation function for the 60000 number of epochs. The graph in the figure 5 presents the variation of concentrations of drug in GI-tract, bloodstream and urinary tract with time using sigmoid activation function for 70000 number of epochs. The variations have been studied for a period of 24 hours and show good convergence between predicted and exact solutions for GI-tract and bloodstream for both the activation functions. The convergence of exact and predicted solutions for urinary tract is better for tanh activation function as compared to sigmoid activation function.

The graphs in the figures 5 & 6 show that as time passes, the amount of drug in GI-tract decreases and approaches zero for both the activation functions. The amount of drug in the bloodstream initially increases with time and then approaches zero. The peak as observed in the bloodstream shows the effectiveness of the drug, as can be seen, will be approximately after 3 hours. The behaviour of the drug depends on the coefficients \( k_g \) and \( k_b \) associated with each drug. These coefficients depend on the condition and well-being of the patients concerned, which means the peak for the drug for some patients will show different behaviour than for an average person. The graph in the figure 7 & 8 shows the variation of number of epochs with the best loss for tanh and sigmoid activation function. The graph for tanh activation in figure 7 shows that the loss decreases as the number of epochs increases and reaches an order of 10\(^{-11}\) at 50000 epochs. The graph for sigmoid activation function in figure 8 shows that though the order of loss achieved is 10\(^{-10}\), it shows fluctuations.
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| Epochs (in thousands) | Best Loss using Tanh Activation Function | Best Loss using Sigmoid Activation Function |
|-----------------------|------------------------------------------|-------------------------------------------|
| 10                    | 5.05E-09                                 | 1.34E-09                                  |
| 20                    | 1.53E-09                                 | 3.12E-10                                  |
| 30                    | 1.53E-09                                 | 2.65E-10                                  |
| 40                    | 3.58E-10                                 | 2.29E-09                                  |
| 50                    | 3.36E-11                                 | 3.50E-10                                  |
| 60                    | 1.76E-11                                 | 8.88E-10                                  |
| 70                    | 2.96E-11                                 | 2.04E-10                                  |
| 80                    | 3.74E-11                                 | 2.15E-10                                  |
| 90                    | 4.15E-11                                 | 3.61E-10                                  |

Table 2: This table shows the variation of Number of epochs with Best loss achieved for tanh and sigmoid activation functions for Model 1.

Figure 5: The graph shows the variation of amount of drug (in mg) with time for GI-tract, Bloodstream and Urinary tract. The predicted solution has been generated using tanh activation function and for 60000 number of epochs.

Figure 6: The graph shows the variation of amount of drug with time for GI-tract, Bloodstream and Urinary tract. The predicted solution has been generated using Sigmoid activation function and for 70000 number of epochs.

Figure 7: The graph shows the variation of Number of epochs with the best loss for tanh activation function.

Figure 8: The graph shows the variation of Number of epochs with the best loss for sigmoid activation function.
MODEL 2: Case of Regular Dose of Drug

In this model the drug is taken at regular intervals, which makes a continuous inflow of drug in GI-tract. Let \( f \) be a positive constant which represents the rate of intake of the drug. Further, we consider two cases-First when \( f \) is a positive constant function and second, when \( f \) is a pulsing function i.e. \( f(t) \), representing repeated doses.

The mathematical equations describing the time rate change of amount of drug in this case are given by equations (14-16)

\[
\frac{dG}{dt} = f - k_g G, \quad G(0) = 0 \quad (14)
\]

\[
\frac{dB}{dt} = k_g G - k_b B, \quad B(0) = 0 \quad (15)
\]

\[
\frac{dU}{dt} = k_b B, \quad U(0) = 0 \quad (16)
\]

**Case 1:** When \( f \) be a positive constant

In this case, the drug is taken 1 unit per hour and there is a regular intake of drug in the GI-tract. We further assume that the constant \( f \) for this drug dissolves at constant rate, which implies that the drug gets released slowly and evenly over a period of time.

**Case 2:** When \( f \) is a pulsing function

In this case, we have considered that the drug gets dissolved quickly and thus the function \( f \) is a pulsing function of the form \( f(t) = 1 + \cos \frac{\pi t}{12} \).

**Results & discussions for Model 2:**

**Case 1: when \( f \) be a positive constant**

The network for this model has also been trained for two activation functions, namely, tanh, and sigmoid. The number of epochs have been varied from 10000 to 90000 and the loss is minimized. Table 3 shows the variation of number of epochs with best loss achieved for both the activation functions considered. The best loss of 2.40E-07 in the case of tanh activation function is obtained for 90000 epochs. The best loss of 6.04E-08 in the case of sigmoid activation function is obtained for 50000 epochs. In this model also, we have studied the graphs, comparing the exact and predicted solution for the case of best loss for both the activation functions. The graphs in the figure 9 & 10 presents the variation of amount of drug in GI-tract, bloodstream and urinary tract with time using tanh and sigmoid activation functions respectively. The variations have been studied for a period of 10 hours and show good convergence between predicted and exact solutions for GI-tract, bloodstream and urinary tract for both the activation functions. The graphs in the figures 8 & 9 show that as time passes i.e. as \( t \to \infty \), the amount of drug in GI-tract i.e. \( G(t) \to \frac{f}{k_g} \) and the amount of drug in bloodstream i.e. \( B(t) \to \frac{f}{k_b} \). The graphs in the figures 11 & 12 show the variation of number of epochs with the best loss for tanh and sigmoid activation functions respectively. The graph for tanh activation function show a steady decreases in loss as the number of epochs increases.
and reaches an order of $10^{-7}$ for 50000 epochs. The graph for sigmoid activation function reaches an order of $10^{-8}$ for 50000 epochs and then shows minor fluctuations.

| Epochs (in thousands) | Best loss using Tanh Activation Function | Best loss using Sigmoid Activation Function |
|-----------------------|-----------------------------------------|---------------------------------------------|
| 10                    | 3.01E-06                                | 7.67E-07                                   |
| 20                    | 1.77E-06                                | 2.78E-07                                   |
| 30                    | 1.66E-06                                | 2.27E-07                                   |
| 40                    | 1.16E-06                                | 1.11E-07                                   |
| 50                    | 5.43E-07                                | 6.04E-08                                   |
| 60                    | 2.51E-07                                | 8.23E-08                                   |
| 70                    | 3.60E-07                                | 8.86E-08                                   |
| 80                    | 3.51E-07                                | 7.78E-08                                   |
| 90                    | 2.40E-07                                | 8.64E-08                                   |

Table 3: This table shows the variation of Number of epochs with Best loss achieved for tanh and sigmoid activation functions for Model 2 when $f$ is a positive constant.

Figure 9: The graph shows the variation of amount of drug (in mg) with time for GI-tract, Bloodstream and Urinary tract. The predicted solution has been generated using tanh activation function and for 90000 number of epochs.

Figure 10: The graph shows the variation of amount of drug with time for GI-tract, Bloodstream and Urinary tract. The predicted solution has been generated using Sigmoid activation function and 50000 number of epochs.

Figure 11: The graph shows the variation of Number of epochs with the best loss for tanh activation function.

Figure 12: The graph shows the variation of Number of epochs with the best loss for sigmoid activation function.
Case 2: When $f$ is a pulsing function
In this case, we have considered that the drug gets dissolved very quickly and hence the function $f$ should be a pulsing function of the form $f(t) = 1 + \cos \frac{\pi t}{12}$ representing repeated dosage. Table 4 presents the variation of number of epochs with best loss achieved for both the activation functions considered. The best loss of $8.78E-07$ in the case of tanh activation function is obtained for 80000 epochs. The best loss of $4.11E-07$ in the case of sigmoid activation function is obtained for 90000 epochs. The graphs in the figure 13 & 14 presents the variation of amount of drug in GI-tract and bloodstream with time using tanh and sigmoid activation functions respectively. These graphs shows the comparison of the predicted and exact solution for best loss achieved in respective activation functions. As can be seen from both the figures that, when $f$ is a pulsing function, there is an initial and significant increase in the drug amount and subsequently very less during the residual period before the next dose is taken. The variations show excellent convergence between predicted and exact solutions, for both the activation functions. The figures 15 & 16 show the variation of best loss and number of epochs for tanh and sigmoid activation function. The best loss is of the order of $10^{-7}$ for both the activation functions. The loss fluctuates for tanh activation function, but steadily decreases for sigmoid after 50000 epochs.

| Epochs (in thousands) | Best loss using Tanh Activation Function | Best loss using Sigmoid Activation Function |
|-----------------------|-----------------------------------------|--------------------------------------------|
| 10                    | 1.69E-05                                | 1.41E-05                                   |
| 20                    | 1.06E-05                                | 1.28E-06                                   |
| 30                    | 3.50E-06                                | 1.68E-06                                   |
| 40                    | 2.17E-06                                | 6.36E-07                                   |
| 50                    | 3.44E-06                                | 7.39E-07                                   |
| 60                    | 2.05E-06                                | 7.14E-07                                   |
| 70                    | 4.01E-06                                | 6.42E-07                                   |
| 80                    | $8.78E-07$                               | 5.30E-07                                   |
| 90                    | 2.02E-06                                | $4.11E-07$                                 |

Table 4: This table shows the variation of Number of epochs with Best loss achieved for tanh and sigmoid activation functions for Model 2 when $f$ is a pulsing function given by $f(t) = 1 + \cos \frac{\pi t}{12}$.

Figure 13: The graph shows the variation of amount of drug (in mg) with time for GI-tract, Bloodstream. The predicted solution has been generated using tanh activation function and for 80000 number of epochs.

Figure 14: The graph shows the variation of amount of drug (in mg) with time for GI-tract, Bloodstream. The predicted solution has been generated using Sigmoid activation function and 90000 number of epochs.
Results and discussion:
We have discussed the three compartment model of drug movement through human system. Our study involves two models of drug assimilation namely, when the drug is taken as a single dose and when the dosage is taken at regular intervals. We have used the technique of PINN to solve the first order simultaneous differential equations describing the drug assimilation models. The physical laws governing these models were incorporated in the loss function. The resulting network was trained and the parameters were adjusted for best loss. PINN was implemented by using DeepXDE, a python library for physics informed neural networks (PINNs). The exact solutions were compared with the predicted solutions, and the resulting graphs show high convergence between the two. In model 1, as shown in figures 5 & 6, the graphs show that the amount of drug in the GI-tract gradually decreases with time and in the bloodstream, the amount of drug initially increases and then approaches zero.

In model 2, as shown in figures 9 & 10, where it is assumed that the drug is taken at regular intervals and the function $f$ is a constant function, the same behaviour is observed. In the case, when the function $f$ is a pulsing function, the amount of drug shows an initial and considerable increase and subsequently exhibits a decline before the next dose is taken. The graphs depicting the variation of number of epochs with the best loss for tanh activation function in figures 7, 11 & 15 show that the loss, after showing initial fluctuations steadily decreases as the number of epochs increases. The graph showing the variation of number of epochs with the best loss for sigmoid activation shown in figure 8 for model 1 shows noticeable peaks and a shifting behaviour. For model 2, the variation of number of epochs with the best loss for the sigmoid activation function is better for the case when $f$ is a pulsing function. In model 1, the loss reaches an order of $10^{-11}$ for tanh activation function and $10^{-10}$ for sigmoid activation function. In model 2, when the function $f$ is a constant function, the best loss is of the order of $10^{-7}$ for tanh activation function and $10^{-8}$ for sigmoid activation function. In this model of regular dose of drug and function $f$ is a pulsing function, the best loss is of the order of $10^{-7}$ for both the activation functions. We observe that tanh activation function performs better than sigmoid for the model of drug assimilation. In this paper, we have validated the ability of PINN in simulating a dynamical system i.e. drug assimilation, represented by a mathematical model and the same can be used to understand many more such physical phenomena.
Conclusions:

In this work, we employ Deep Learning using physics informed neural networks technique to solve the three compartment model of drug assimilation in human system. We see high convergence in the exact and predicted solutions for tanh activation function for both the models. The work further elucidates and validates the efficacy and flexibility of PINNs to solve first order simultaneous differential equations representing the model of drug assimilation in human system. In future, we hope to use PINNs to model many other physical systems defined by ODEs and PDEs.
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