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Abstract—This paper proposes a unified sparsity-aware robust recursive least-squares RLS (S-RRLS) algorithm for the identification of sparse systems under impulsive noise. The proposed algorithm generalizes multiple algorithms only by replacing the specified criterion of robustness and sparsity-aware penalty. Furthermore, by jointly optimizing the forgetting factor and the sparsity penalty parameter, we develop the jointly-optimized S-RRLS (JO-S-RRLS) algorithm, which not only exhibits low misadjustment but also can track well sudden changes of a sparse system. Simulations in impulsive noise scenarios demonstrate that the proposed S-RRLS and JO-S-RRLS algorithms outperform existing techniques.

Index Terms—Impulsive noises, variable parameters, robust RLS, sparse systems.

I. INTRODUCTION

In realistic environments, in addition to Gaussian noise, impulsive noise is often present such as in echo cancellation, underwater acoustics, audio processing, and communications [1], [2], [3]. Realizations of the impulsive noise are random and sparse in the time domain, and typically have much higher amplitudes than Gaussian noise. In these scenarios, the popular recursive least squares (RLS) algorithm experiences significant performance deterioration.

Aiming at impulsive noise cases, various strategies have been applied to develop robust adaptive algorithms [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83]. In particular, the recursive least M-estimate (RLM) algorithm was proposed by introducing the M-estimator of the error signal [4]; it not only shows good robustness against impulsive noises, but also almost retains the fast convergence which the RLS algorithm possesses in the Gaussian noise. The correntropy defines similarity between two variables so that it has the property to identify normal and abnormal samples [10]. Based on this property, the recursive maximum correntropy criterion (RMCC) algorithm was presented [9], which is capable of dealing with impulsive noises.

In studying adaptive algorithms, there is interest to exploit the system sparsity. A sparse vector signifies that it only has a few non-zero entries such as the impulse responses of propagation channels in underwater acoustic and terrestrial communications [84], [85], [86]. With different sparsity-aware penalties (e.g., the $l_1$-norm, $l_0$-norm, and logarithmic based penalties), several sparsity-aware variants of the standard RLS algorithm were reported [87], [88], which reduce the steady-state misadjustment. Likewise, in the impulsive noise environment, sparsity-aware robust RLS-type algorithms were proposed, such as the sparsity-aware RLM algorithm [89] and the sparsity-aware RMCC algorithm [90]. However, it is worth noting that these algorithms have two drawbacks. First, they use the constant forgetting factor that controls the trade-off between the steady-state misadjustment and tracking capability for sudden changes of systems. Second, their performance depends on the sparsity-penalty parameter, which is usually chosen in a trial-and-error way, thus limiting their usefulness. In the literature, these two problems were separately considered for Gaussian noise scenarios. As such, variable forgetting factor (VFF) [91], [92], [93] and variable sparsity-penalty parameter (VSSP) [57] schemes have been developed. Nevertheless, they have not been considered jointly and for impulsive noise scenarios.

In this paper, our contributions are as follows. 1) We propose a unified S-RRLS framework, which covers different algorithms by applying straightforwardly the specified robustness criterion and sparsity-aware penalty. 2) By decoupling the effect of forgetting factor and sparsity-penalty parameter from each other, we derive adaptive rules for adjusting online these two parameters, and therefore the resulting jointly-optimized S-RRLS (JO-S-RRLS) algorithm reaches a low steady-state misadjustment and good tracking capability in impulsive noise.

The remaining part of this paper is organized as follows.
Section II reviews the signal model and introduces the S-RRLS framework. In Section III, we present the JO-S-RRLS algorithm. Section IV shows simulations results. Conclusions are presented in Section V.

II. SIGNAL MODEL AND S-RRLS ALGORITHM

Consider a system identification problem with the input signal \( x_k \) at time \( k \), then the output \( d_k \) of the system is described by

\[
d_k = x_k^T w^o + v_k,
\]

where \( w^o \in \mathbb{R}^{M \times 1} \) is the impulse response of the sparse system to be identified, \( x_k = [x_k, x_{k-1}, \ldots, x_{k-M+1}]^T \in \mathbb{R}^{M \times 1} \) is the input vector, and \( v_k \) is the noise. An estimate of \( w^o \) at time \( k \), the vector of coefficients of adaptive filter, is denoted by \( \hat{w}_k \in \mathbb{R}^{M \times 1} \). For updating the filter coefficients in Gaussian noise, the sparsity-aware RLS algorithm that exploits the sparsity of \( w^o \) is popular. However, the surroundings noise may also include impulsive samples which deteriorate the algorithm performance. For such scenarios, we introduce the unified robust sparsity-aware minimization problem:

\[
w_k = \arg \min_{w_k} \left\{ \sum_{j=0}^{k} \lambda^{k-j} \varphi \left( d_j - x_j^T w_k \right) + \rho f(w_k) \right\},
\]

(2)

where \( 0 < \lambda < 1 \) is the forgetting factor and \( \varphi(\cdot) : \mathbb{R} \rightarrow \mathbb{R} \) is a robustness function that can deal with impulsive noise. \( f(\cdot) : \mathbb{R}^{M \times 1} \rightarrow \mathbb{R} \) is a general sparsity-aware penalty function, and \( \rho > 0 \) is the sparsity-aware penalty parameter defining the weight of this penalty term. By solving the optimization in (2), we obtain the following normal equation:

\[
R_k w_k = z_k - \rho \nabla f(w_k),
\]

(3)

where

\[
R_k = \sum_{j=0}^{k} \lambda^{k-j} q_j x_j x_j^T = \lambda R_{k-1} + q_k x_k x_k^T
\]

(4)

\[
z_k = \sum_{j=0}^{k} \lambda^{k-j} q_j d_j x_j = \lambda z_{k-1} + q_k d_k x_k
\]

are the time-averaged autocorrelation matrix of \( x_k \) and the time-averaged crosscorrelation vector of \( d_k \) and \( x_k \), respectively, and \( \nabla f(w_k) \) is the subgradient of \( f(w_k) \) with respect to \( w_k \). Also, \( q_k = \varphi'(e_k)/e_k \), where \( e_k = d_k - x_k^T \hat{w}_k \) is the \textit{a posteriori} error and \( \varphi'(e_k) \) is the derivative of \( \varphi(e_k) \).

Applying the matrix inversion lemma [94], we have

\[
P_k = R_k^{-1} = \frac{1}{\lambda} \left( P_{k-1} - K_k x_k^T P_{k-1} \right),
\]

(5)

where

\[
K_k = \frac{q_k P_{k-1} x_k}{\lambda + q_k x_k^T P_{k-1} x_k}
\]

(6)

is the Kalman gain vector, and \( P_k \) is initialized by \( P_0 = \delta^{-1} I_M \) with \( \delta > 0 \) being the regularization parameter. Then, substituting (5) and (6) into (3), the recursion for \( w_k \) is established:

\[
w_k = w_{k-1} + K_k e_k - \rho P_k \nabla f(w_k) - \lambda \nabla f(w_{k-1}),
\]

(7)

where \( e_k = d_k - x_k^T \hat{w}_{k-1} \) is the \textit{a priori} error. Naturally, the above recursion is not realizable, since \( q_k \) and \( \nabla f(w_k) \) require knowing \( w_k \) at time \( k \) beforehand. To overcome this problem, it is assumed that \( q_k \) and \( \nabla f(w_k) \) do not change considerably at adjacent time. Hence, we can rewrite (7) as

\[
w_k = w_{k-1} + K_k e_k - \rho P_k \nabla f(w_{k-1}),
\]

(8)

where \( (1 - \lambda) \) is absorbed into \( \rho \) that is \( \rho \leftarrow \rho(1 - \lambda) \), and we can approximate \( q_k \) as

\[
q_k \approx \varphi'(e_k)/e_k.
\]

(9)

III. PROPOSED JO-S-RRLS ALGORITHM

Clearly, the S-RRLS algorithm performance depends on the parameters \( \lambda \) and \( \rho \). Specifically, \( \lambda \) governs the trade-off between steady-state error and tracking capability through the Kalman gain vector. The parameter \( \rho \) must be properly chosen to ensure that the S-RRLS algorithm fully exploits the system’s sparsity and thus outperforms the RRLS algorithm. In this section, we design adaptive schemes for \( \lambda \) and \( \rho \), producing time-varying parameters \( \lambda_k \) and \( \rho_k \). For this purpose, we rearrange (3) in two steps as

\[
\psi_k = w_{k-1} + K_k e_k, \quad (10a)
\]

\[
w_k = \psi_k - \rho_k P_k \nabla f(\psi_k). \quad (10b)
\]

The step (10a) plays the adaptive learning role of the RRLS algorithm; the step (10b) drives inactive coefficients in \( \psi_k \) to zero, thereby improving the performance of identifying sparse \( w^o \). Importantly, we also replace the original \( \nabla f(w_{k-1}) \) in (10b) with \( \nabla f(\psi_k) \). In doing so, \( \lambda_k \) and \( \rho_k \) will be designed independently according to (10a) and (10b), respectively.

A. Design of \( \rho_k \)

By subtracting (10b) from \( w^o \), we obtain

\[
\tilde{w}_k = \psi_k + \rho_k P_k \nabla f(\psi_k),
\]

(11)

where \( \tilde{w}_k \triangleq w^o - w_k \) and \( \tilde{\psi}_k \triangleq w^o - \psi_k \) represent the deviation vectors for the estimates \( w_k \) and \( \psi_k \). Taking the \( l_2 \)-norm on both sides of (11), it is found that

\[
||\tilde{w}_k||_2^2 = ||\tilde{\psi}_k||_2^2 + 2\rho_k \tilde{\psi}_k^T (P_k \nabla f(\psi_k)) + \rho_k^2 ||P_k \nabla f(\psi_k)||_2^2.
\]

(12)

Minimizing \( ||\tilde{w}_k||_2^2 \) with respect to \( \rho_k \), the optimal \( \rho_k \) is obtained as

\[
\rho_k^{\text{opt}} = \frac{||\tilde{\psi}_k - w^o||_2^2 (P_k \nabla f(\psi_k))}{||P_k \nabla f(\psi_k)||_2^2}.
\]

(13)

At time \( k \), although we do not know the true \( w^o \) in (13), it can be approximated by the previous estimate \( w_{k-1} \) from (10b). Thus, we modify (13) to the following rule for choosing \( \rho_k^{\text{opt}} \):

\[
\rho_k^{\text{opt}} = \max \left[ \frac{||\tilde{\psi}_k - w_{k-1}||_2^2 (P_k \nabla f(\psi_k))}{||P_k \nabla f(\psi_k)||_2^2}, 0 \right].
\]

(14)

Also, since the estimate \( w_k \) at the early stage of the adaptation has a larger deviation as compared to \( w^o \), we enforce \( \rho_k^{\text{opt}} = 0 \) when \( k \leq M/2 \), to ensure the algorithm’s convergence.
B. Design of $\lambda_k$

To derive the VFF scheme, we insert (6) into (10a) to yield
\[
\psi_k = w_{k-1} + \frac{q_k P_{k-1}^{-1} x_k}{\lambda_k + \theta_k} e_k, \quad (15)
\]
where $\theta_k = q_k x_k^T P_{k-1}^{-1} x_k$. By defining the intermediate error \( \xi_k = d_k - x_k^T \psi_k \), we can find from (15) that
\[
\xi_k = \left( 1 - \frac{\theta_k}{\lambda_k + \theta_k} \right) e_k. \quad (16)
\]
Inspired by [91], we propose to impose the condition
\[
E\{\xi_k^2\} = \sigma_v^2 \quad (17)
\]
on (16), which helps to recover the system noise in the intermediate error signal, where $E\{\cdot\}$ denotes the mathematical expectation. However, it is emphasized that $\sigma_v^2$ in (17) denotes the variance of the noise excluding impulsive noise samples, due to the fact that the negative influence of impulsive noises can be transferred to $q_k$ given in (9) (see the following subsection C for more explanation). For solving (17), we introduce two assumptions: 1) the a priori error and input signals are uncorrelated, i.e., the orthogonality principle [93]; 2) the forgetting factor is deterministic at each time [91], [93]. As a result, the solution of (17) with respect to $\lambda_k$ is given as
\[
\lambda_k = \frac{\sigma_{\theta,k} \sigma_v}{\sigma_{e,k} + \sigma_v}, \quad (18)
\]
where $\sigma_{\theta,k}^2 = E\{\theta_k^2\}$ and $\sigma_{e,k}^2 = E\{e_k^2\}$ are the variances of the corresponding signals. Both $\sigma_{e,k}^2$ and $\sigma_{\theta,k}^2$ could be estimated in a recursive way:
\[
\begin{align*}
\sigma_{e,k}^2 &= \chi \sigma_{e,k-1}^2 + (1 - \chi) q_k^2 e_k^2, \quad (19a) \\
\sigma_{\theta,k}^2 &= \chi \sigma_{\theta,k-1}^2 + (1 - \chi) \theta_k^2, \quad (19b)
\end{align*}
\]
where $\sigma_{\theta,k}^2$ aims to reduce the negative influence of the impulsive noise on the estimated variance $\sigma_{e,k}^2$ and $\chi \in [0, 0.1]$ is a the smoothing factor. To estimate the variance $\sigma_v^2$ of the background noise, we extend the approach in [93] to impulsive noise environments, formulated as
\[
\hat{\sigma}_v^2 = \frac{\hat{\sigma}_{e,k}^2 \hat{\sigma}_{\theta,k}^2}{\hat{\sigma}_{e,k}^2 + \hat{\sigma}_{y,k}^2}, \quad (20)
\]
where the estimated powers $\hat{\sigma}_{e,k}^2$ and $\hat{\sigma}_{y,k}^2$ are calculated similar to (19a) as
\[
\begin{align*}
\hat{\sigma}_{e,k}^2 &= \chi \hat{\sigma}_{e,k-1}^2 + (1 - \chi) q_k^2 e_k^2, \quad (21a) \\
\hat{\sigma}_{y,k}^2 &= \chi \hat{\sigma}_{y,k-1}^2 + (1 - \chi) y_k^2 \quad (21b)
\end{align*}
\]
with $y_k = x_k^T w_{k-1}$ being the output of the adaptive filter. Due to using the power estimates, it could happen that $\hat{\sigma}_{e,k}^2 < \sigma_{e,k}^2$; however, (15) shows that this situation has to be prevented. As such, we could set $\lambda_k$ to $\lambda_{\text{max}}$ which is close to one. Furthermore, in the steady-state $\hat{\sigma}_{e,k}^2$ may vary around $\sigma_{e,k}^2$. Therefore, we propose a more practical solution for $\lambda_k$ by imposing the convergence state $\hat{\sigma}_{e,k}^2 < \tau \hat{\sigma}_{v,k}^2$ for $\tau \in [1, 2]$, as follows:
\[
\lambda_k = \left\{ \begin{array}{ll}
\lambda_{\text{max}}, & \text{if } \hat{\sigma}_{e,k}^2 < \tau \hat{\sigma}_{v,k}^2, \\
\min \left\{ \frac{\hat{\sigma}_{\theta,k} \hat{\sigma}_v}{|\hat{\sigma}_{e,k} - \hat{\sigma}_v| + \kappa}, \lambda_{\text{max}} \right\}, & \text{otherwise,}
\end{array} \right. \quad (22)
\]
where $\kappa$ is a small positive constant. This completes the VFF’s derivation for the S-RRLS algorithm.

By equipping S-RRLS with the proposed $\hat{\rho}_k^{\text{opt}}$ and $\lambda_k$ adaptations, we arrive at the JO-S-RRLS algorithm. In fact, the proposed $\hat{\rho}_k^{\text{opt}}$ and $\lambda_k$ originate from the alternating optimization idea which is a powerful way to solve the challenging global optimization problems [95], [96].

Remark 1: As can be seen in (12), the term $\Delta_k$ results from the sparsity-aware step (10b). Only when $\Delta_k < 0$, the S-RRLS algorithm will work better than the RRLS algorithm. Accordingly, $\rho$ must satisfy the inequality $0 < \rho < 2\rho_k^{\text{opt}}$. Following a similar derivation in Appendix D in [97], $\Delta_k < 0$ is likely to be true when identifying a sparse vector $w^o$. It follows that the optimal $\rho_k^{\text{opt}}$ given in (14) may exist. In the future, we will analyze the mean and mean-square behaviors of the JO-S-RRLS algorithm.

C. Practical considerations

For implementing the S-RRLS and JO-S-RRLS algorithms, two problems should be addressed.

Firstly, for the robustness of the algorithms against impulsive noises relies on how to design the robustness function $\varphi(e_k)$ to further obtain $q_k$ in (9). As an example, the modified M-estimator is used [4], i.e., $\varphi(e_k) = \left\{ \begin{array}{ll}
\frac{e_k^2}{2}, & \text{if } |e_k| \leq \xi, \\
\xi^2/2, & \text{if } |e_k| > \xi,
\end{array} \right.$ such that $q_k = \left\{ \begin{array}{ll}
1, & \text{if } |e_k| \leq \xi, \\
0, & \text{if } |e_k| > \xi.
\end{array} \right.$ It reveals that when $|e_k| > \xi$ holds (generally, when the impulsive noise happens), the Kalman gain $K_k$ will be a zero vector due to $q_k = 0$, thus stopping the update of the adaptive filter. The threshold $\xi$ is chosen as $\xi = \varphi(\hat{\sigma}_{e,k})$, $\hat{\sigma}_{e,k} = \zeta \hat{\sigma}_{e,k-1} + c_{\varphi}(1 - \zeta) \text{med}(a_k^e)$, where $\zeta \in [0, 0.1]$ is an exponentially weighting factor (except $\zeta = 0$ at time $k = 0$), the median operator $\text{med}()$ is to remove data in the window $a_k^e = [e_k^e, e_{k-1}^e, ... , e_{k-N_w+1}^e]$ disturbed by impulsive noises, and $c_{\varphi} = 1.483(1+5/(N_w - 1))$ is the correction factor. Note that the window length $N_w$ needs to be properly chosen. Larger $N_w$ provide a more robust estimate $\hat{\sigma}_{e,k}$ but require a higher complexity [4]. Also, the value of $\varphi$ is often chosen as $2.576$ [4].

Secondly, to effectively characterize the sparsity of systems, how to design $f(\cdot)$ in (23) is also a key factor. Here we choose the popular log-penalty $f(w_k) = \sum_{m=1}^{M} \ln(1 + |w_{m,k}|/\mu)$ [77], where $w_{m,k}$ denotes the $m$-th entry of $w_k$, and $\mu > 0$ denotes the shrinkage factor that helps to distinguish non-zero and zero entries. Thus, the entries of $\nabla(\psi_{m,k})$ in (10b) are given by $\nabla(\psi_{m,k}) = \frac{\text{sgn}(w_{m,k})}{|w_{m,k}|}$, $m = 1, ..., M$.

It needs to point out that other robust criteria [5], [6], [8], [9], [93] and sparsity-aware penalties [87], [86], [97], [96] can also be applied to present different JO-S-RRLS algorithms. However, discussing the effects of different choices of $\varphi(e_k)$ or $f(w_k)$ is not the focus of this paper.

Remark 2: Compared with the original S-RRLS algorithm, the extra computational complexity of the JO-S-RRLS algorithm stems from the adaptations of $\rho_k$ and $\lambda_k$, which requires $M^2 + 3M + 13$ multiplications, $M^2 + 2M + 6$ additions, 3 divisions, and 3 square-roots per iteration.
In this section, simulations are presented to evaluate the proposed JO-S-RRLS algorithm. It is assumed that the length of the adaptive filter is the same as that of the unknown sparse vector \( \mathbf{w}^o \). The input signal \( x_k \) is generated by filtering a zero-mean white Gaussian random process \( \nu_k \) with unit variance through a second-order autoregressive model 
\[
x_k = 0.4x_{k-1} - 0.4x_{k-2} + \nu_k.
\]
The normalized mean square deviation is used as the performance measure, defined as
\[
\text{NMSD}_k = 10 \log_{10}(||w_k - \mathbf{w}^o||_2^2 / ||\mathbf{w}^o||_2^2).
\]
All the curves are obtained by averaging the results over 100 independent runs.

Case 1: The sparse vector \( \mathbf{w}^o \) has \( M = 64 \) elements, and its non-zero elements follow from a zero-mean Gaussian distribution with variance \( 1/\sqrt{Q} \) and their positions are randomly selected from the binomial distribution, with \( Q \) being the number of non-zero elements. A smaller \( Q \) means sparser \( \mathbf{w}^o \). The vector \( \mathbf{w}^o \) cardinality changes from \( Q = 4 \) to \( Q = 8 \) at time \( k = 1501 \). The noise with impulsive behavior \( \nu_k \) is drawn from the contaminated-Gaussian (CG) process, i.e.,
\[
\nu_k = v^i_k + v^u_k.
\]
Specifically, \( v^i_k \) is zero-mean white Gaussian noise, with variance \( \sigma^2 \) given by the signal-to-noise ratio of 30 dB. The impulsive noise \( v^u_k \) is described as \( v^u_k = b_k \eta_k \), where \( b_k \) follows from the Bernoulli distribution with the probabilities \( P\{b_k = 1\} = p \) and \( P\{b_k = 0\} = 1 - p \), and \( \eta_k \) is also zero-mean white Gaussian noise with a large variance of \( \sigma^2 = 1000E\{(x_k^2 w^o)^2\} \). Fig. 1 compares the proposed S-RRLS and JO-S-RRLS algorithms with the existing RLS, S-RLS, and RLM algorithms. To fairly evaluate them, we set \( \lambda = 0.995 \) and \( \delta = 0.5 \) for all the algorithms, the M-estimate parameter \( N_m = 9 \) and \( \zeta = 0.99 \) for all the robust algorithms, the log-penalty parameter \( \mu = 0.01 \) for all the sparsity-aware algorithms. As expected, the RLS and S-RLS algorithms are not suitable for impulsive noise scenarios due to the performance degradation, while other algorithms show good robustness. Benefited from the sparsity-aware step, S-RRLS algorithm reduces the steady-state misadjustment in sparse systems as compared to the RLM algorithm. Also, by using the proposed adaptation of \( \rho \), the S-RRLS algorithm with \( \rho_{o,k} = 1 \) avoids the choice problem of \( \rho \). To deal with the sudden change of \( \mathbf{w}^o \), we may also resort to the reset (Rs) technique, namely, the S-RRLS with \( \rho_{o,k} \) and Rs algorithm recovers the tracking capability. Importantly, by jointly optimizing \( \rho \) and \( \lambda \), the proposed JO-S-RRLS algorithm not only obtains a low steady-state misadjustment but also good tracking capability.

Case 2: The sparse vector \( \mathbf{w}^o \) is the echo channel 1 from the ITUT G.168 standard, with \( M = 256 \) taps [100]. The noise with impulsive behavior \( v_k \) follows from the symmetric \( \alpha \)-stable random process, called the \( \alpha \)-stable noise. Its characteristic function \( \phi(t) \) is given as \( \phi(t) = \exp(-\gamma |t|^\alpha) \), where \( \alpha \in (0, 2) \) describes the impulsiveness of the noise (smaller \( \alpha \) corresponds to stronger impulsive noises) and \( \gamma > 0 \) is similar to the variance of the noise. Note that when \( \alpha = 2 \), it reduces to the Gaussian distribution. In Fig 2 we set \( \alpha = 1.65 \) and \( \gamma = 0.02 \). As one can see, the proposed JO-S-RRLS algorithm achieves the best performance among these algorithms, since it optimizes the parameters \( \rho \) and \( \lambda \) simultaneously.

In this work, a unified S-RRLS algorithm update was presented, which aims at identifying sparse systems in impulsive noise. By replacing straightforwardly the specified robustness criterion and sparsity-aware penalty, it can lead to different S-RRLS algorithms. We then developed adaptive schemes for both the forgetting factor and the sparsity penalty parameter in the S-RRLS algorithm, thus arriving at the JO-S-RRLS algorithm with a further improved performance in terms of.
the steady-state misalignment and tracking capability. Simulations in various impulsive noise scenarios have been conducted to verify the effectiveness of the proposed algorithms.
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