Algebraic QFT in Curved Spacetime and quasifree Hadamard states: an introduction
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Abstract Within this paper we introduce the overall idea of the algebraic formalism of QFT on a fixed globally hyperbolic spacetime in the framework of unital ∗-algebras. We point out some general features of CCR algebras, such as simplicity and the construction of symmetry-induced homomorphisms. For simplicity, we deal only with a real scalar quantum field. We discuss some known general results in curved spacetime like the existence of quasifree states enjoying symmetries induced from the background, pointing out the relevant original references. We introduce, in particular, the notion of a Hadamard quasifree algebraic quantum state, both in the geometric and microlocal formulation, and the associated notion of Wick polynomials.

1 Algebraic formalism

With this preliminary section we introduce some basic definitions and result about algebraic formulation of quantum theory reviewing some basic definitions and results about the algebraic machinery. Most literature devoted to the algebraic approach to QFT is written using $C^*$-algebras, in particular Weyl $C^*$-algebras, when dealing with free fields, nevertheless the “practical” literature mostly uses unbounded field operators which are encapsulated in the notion of ∗-algebra instead of $C^*$-algebra, whose additional feature is a multiplicatively compatible norm. Actually, at the level of free theories and quasifree (Gaussian) states the two approaches are technically equivalent. Since we think more plausible that the non-expert reader
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acquainted with QFT in Minkowski spacetime is, perhaps unconsciously, more familiar with $*$-algebras than $C^*$-algebras, in the rest of the paper we adopt the $*$-algebra framework.

**Definition 1 (Algebras).** An algebra $\mathcal{A}$ is a complex vector space which is equipped with an associative product

$$\mathcal{A} \times \mathcal{A} \ni (a, b) \mapsto ab \in \mathcal{A}$$

which is distributive with respect to the vector sum operation and satisfies

$$\alpha(ab) = (\alpha a)b = a(\alpha b) \quad \text{if} \quad \alpha \in \mathbb{C} \text{ and } a, b \in \mathcal{A}.$$

$\mathcal{A}$ is a $*$-algebra if it admits an involution, namely an anti-linear map, $\mathcal{A} \ni a \mapsto a^*$, which is involutive, that is $(a^*)^* = a$, and such that $(ab)^* = b^*a^*$, for any $a, b \in \mathcal{A}$. $\mathcal{A}$ is unital if it contains a multiplicative unit $1 \in \mathcal{A}$, that is $1a = a1 = a$ for all $a \in \mathcal{A}$.

A set $G \subset \mathcal{A}$ is said to generate the algebra $\mathcal{A}$, and the elements of $G$ are said generators of $\mathcal{A}$, if each element of $\mathcal{A}$ is a finite complex linear combination of products (with arbitrary number of factors) of elements of $G$.

The center, $Z_\mathcal{A}$, of the algebra $\mathcal{A}$ is the set of elements $z \in \mathcal{A}$ commuting with all elements of $\mathcal{A}$.

Regarding morphisms of algebras we shall adopt the following standard definitions

**Definition 2 (Algebra morphisms).** Consider a map $\beta : \mathcal{A}_1 \to \mathcal{A}_2$, where $\mathcal{A}_i$ are algebras.

(a) $\beta$ is an algebra homomorphism if it is a complex linear map, preserves the product and, if the algebras are unital, preserves the unit elements.

(b) $\beta$ is a $*$-algebra homomorphism if $\mathcal{A}_i$ are $*$-algebras, $\beta$ is a algebra homomorphism and preserves the involution.

(c) $\beta$ is an algebra isomorphism or a $*$-algebra isomorphism if it is an algebra homomorphism or, respectively, a $*$-algebra homomorphism and it is bijective.

(d) $\beta$ is an algebra automorphism or a $*$-algebra automorphism if it is an algebra isomorphism or, respectively, a $*$-algebra isomorphism and $\mathcal{A}_1 = \mathcal{A}_2$.

Corresponding anti-linear morphisms are defined analogously replacing the linearity condition with anti-linearity.

**Remark 1.**

1. The unit $1$, if exists, turns out to be unique. In $*$-algebras it satisfies $1 = 1^*$.

2. Although we shall not deal with $C^*$-algebras, we recall the reader that a $*$-algebra $\mathcal{A}$ is a $C^*$-algebra if it is a Banach space with respect to a norm $|| \cdot ||$ which satisfies $||ab|| \leq ||a|| ||b||$ and $||a^*a|| = ||a||^2$ if $a, b \in \mathcal{A}$. It turns out that $||a^*|| = ||a||$ and, if the $C^*$-algebra is unital, $||1|| = 1$. A unital $*$-algebra admits at most one norm making it a $C^*$-algebra.
Definition 3 (Two-sided ideals). A two-sided ideal of an algebra $A$ is a linear complex subspace $I \subset A$ such that $ab \in I$ and $ba \in I$ if $a \in A$ and $b \in I$.

In a $\ast$-algebra, a two-sided ideal $I$ is said to be a two-sided $\ast$-ideal if it is also closed with respect to the involution: $a^\ast \in I$ if $a \in I$.

An algebra $A$ is simple if it does not admit two-sided ideals different from $\{0\}$ and $A$ itself.

Remark 2. It should be evident that the intersection of a class of two-sided ideals (two-sided $\ast$-ideals) is a two-sided ideal (resp. two-sided $\ast$-ideal).

1.1 The general algebraic approach to quantum theories

In the algebraic formulation of a quantum theory [29], observables are viewed as abstract self-adjoint objects instead of operators in a given Hilbert space. These observable generate a $\ast$-algebra or a $C^\ast$-algebra depending on the context. The algebra also includes a formal identity $1$ and complex linear combinations of observables which, consequently cannot be interpreted as observables. Nevertheless the use of complex algebras is mathematically convenient. The justification of a linear structure for the set of the observables is quite easy, the presence of an associative product is instead much more difficult to justify [61]. However, a posteriori, this approach reveals to be powerful and it is particularly convenient when the theory encompasses many unitarily inequivalent representation of the algebra of observables, as it happens in quantum field theory.

1.2 Defining $\ast$-algebras by generators and relations

In the algebraic approach, the $\ast$-algebra of observables cannot be defined simply as some concrete set of (possibly unbounded) operators on some Hilbert space. Instead, the $\ast$-algebra must be defined abstractly, using some more basic objects. Below we recall an elementary algebraic construction that will be of use in Section 2.1 in defining the CCR algebra of a scalar field.

We will construct a $\ast$-algebra from a presentation by generators and relations. As we shall see in the Section 2.1 the CCR algebra is generated by abstract objects, the smeared fields, $\phi(f)$ and the unit $1$. In other words, the elements of the algebra are finite linear combinations of products of these objects. However there also are relations among these objects, e.g. $[\phi(f), \phi(g)] = iE(f, g)1$. We therefore need an abstract procedure to define this sort of algebras, starting form generators and imposing relations. We make each of these concepts precise in a general context.

Let us start with the notion of algebra, $A_G$, generated by a set of generators $G$. Intuitively, the algebra $A_G$ is the smallest algebra that contains the elements of the generator set $G$ (yet without any algebraic relations between these generators). The following is an example of a definition by a universal property [46] §I.11.
Definition 4 (Free algebra). Given a set $G$ of generators (not necessarily finite or even countable), an algebra $A_G$ is said to be freely generated by $G$ (or free on $G$) if there is a map $\gamma : G \to A_G$ such that, for any other algebra $B$ and map $\beta : G \to B$, there exists a unique algebra homomorphism $b : A_G \to B$ such that $\beta = b \circ \gamma$. We use the same terminology for $*$- and unital algebras.

Remark 3.

1. Any two algebras freely generated by $G$, given by say $\gamma : G \to A_G$ and $\gamma' : G \to A'_G$, are naturally isomorphic. In this sense $A_G$ is uniquely determined by $G$. By definition, there exist unique homomorphisms $a : A_G \to A_G$ and $a' : A_G \to A'_G$ such that $\gamma = a \circ \gamma'$ and $\gamma' = a' \circ \gamma$. Their compositions satisfy the same kind of identity as $b$ in the above definition, namely $\gamma = \text{id} \circ \gamma = (a \circ a') \circ \gamma$ and $\gamma' = \text{id} \circ \gamma' = (a' \circ a) \circ \gamma'$, where we use $\text{id}$ to denote the identity homomorphism on any algebra. Invoking once again uniqueness shows that $a \circ a' = \text{id} = a' \circ a$ and hence that $A_G$ and $A'_G$ are naturally isomorphic. So, any representative of this isomorphism class could be called the algebra freely generated by $G$.

2. To make the above definition useful we must prove that a pair $(A_G, \gamma)$ exists for every set $G$. Consider the complex vector space spanned by the basis $\{e_S\}$, where $S$ runs through all finite ordered sequences of the elements of $G$, say $S = (g_1, \ldots, g_k)$, with $k > 0$. Define multiplication on be basis elements by concatenation, $e_S e_T = e_{ST}$, where $(g_1, \ldots, g_k)(g'_1, \ldots, g'_l) = (g_1, \ldots, g_k, g'_1, \ldots, g'_l)$ and extend it to the whole vector space by linearity. It is straightforward to see that we have defined an algebra that satisfies the property of being freely generated by $G$. In the case of unital $*$-algebras, we use the same construction, except that the basis is augmented by the element $1$, with the extra multiplication rule $1 e_S = e_S 1 = e_S$, and $S$ now runs through finite ordered sequences of the elements of $G \sqcup G^*$, where $G^*$ is in bijection with $G$, denoted by $*: G \to G^*$ and its inverse also by also $*: G^* \to G$. The $*$-involution is defined on the basis as $1^* = 1$ and $e_S^* = e_{S^*}$, where $S^* = (*g_k, \ldots, *g_1)$ for $S = (g_1, \ldots, g_k)$, and extended to the whole linear space by complex anti-linearity.

Let us pass to the discussion of how to impose some algebraic relations on the algebra $A_G$ freely generated by $G$. To be concrete, think of an algebra $A_G$ freely generated by $G$ and assume that we want to impose the relation $l$ stating that $1a - a1 = 0$ for all $a \in A_G$ and for a preferred element $1 \in A_G$, which will become the identity element of a new algebra $A_{G,l}$. We can define $A_{G,l} \cong A_G/\mathbb{I}_l$, where $\mathbb{I}_l \subset A_G$ is the two-sided ideal (resp. $*$-ideal, in the case of $*$-algebras) generated by $l$, the set of finite linear combinations of products of $(1a - a1)$ and any other elements of $A_G$. In case a set $R$ of relations is imposed, one similarly takes the quotient with respect to the intersection $\mathbb{I}_R$ of the ideals ($*$-ideals if working with $*$-algebras) generated by each relation separately, $A_{G,R} \cong A_G/\mathbb{I}_R$.

The constructed algebra $A_{G,R}$ satisfies the following abstract definition which again relies on a universal property.

Definition 5 (Presentation by generators and relations). Given an algebra $A_G$ free on $G$ and a set $R$ whose elements are called relations (again, not necessarily finite or even countable), together with a map $\rho : R \to A_G$, an algebra $A_{G,R}$ is said to
be **presented by the generators** $G$ and **relations** $R$ if there exists an algebra homomorphism $r: \mathcal{A}_G \to \mathcal{A}_{G,R}$ such that, for any other algebra $\mathcal{B}$ and map $\beta: G \to \mathcal{B}$ such that the composition of the relations with the canonical homomorphism $b: \mathcal{A}_G \to \mathcal{B}$ gives $b \circ \rho = 0$, there exists a **unique** algebra homomorphism $b_R: \mathcal{A}_{G,R} \to \mathcal{B}$ such that $b = b_R \circ r$. We use the same terminology for $\ast$- and unital algebras.

**Remark 4.** Analogously to the case of $\mathcal{A}_G$, this definition easily implies that any two algebras $\mathcal{A}_{G,R}$, $\mathcal{A}'_{G,R}$ presented by the generators $G$ and relations $R$ are **naturally isomorphic** as the reader can immediately prove by using the universal property of the definition. Intuitively, the algebra $\mathcal{A}_{G,R}$ is therefore the algebra that is generated by $G$ satisfying only the relations $\rho(R) = 0$.

The presentation in terms of generators and relations works for a variety of algebraic structures, like groups, rings, module, algebras, etc. In fact, the universal property of objects defined in this way is most conveniently expressed using commutative diagrams in the corresponding category [46, §II.11]. The case of groups is extensively discussed in [46, §II.12]. Note that, though uniqueness of these objects is guaranteed by abstract categorical reasoning, their existence is not automatic and must be checked in each category of interest.

### 1.3 The GNS construction

When adopting the algebraic formulation, the notion of (quantum) state must be similarly generalized as follows.

**Definition 6 (States).** Given an unital $\ast$-algebra $\mathcal{A}$, an (algebraic) **state** $\omega$ over $\mathcal{A}$ is a $\mathbb{C}$-linear map $\omega: \mathcal{A} \to \mathbb{C}$ which is **positive** (i.e. $\omega(a^\ast a) \geq 0$ for all $a \in \mathcal{A}$) and **normalized** (i.e. $\omega(1) = 1$).

The overall idea underlying this definition is that if, for a given observable $a = a^\ast \in \mathcal{A}$ we know all moments $\omega(a^n)$, and thus all expectation values of polynomials $\omega(p(a))$, we also know the probability distribution associated to every value of $a$ when the state is $\omega$. To give a precise meaning to this idea, we should represent observables $a$ as self-adjoint operators $\hat{a}$ in some Hilbert space $\mathcal{H}$, where the values of $a$ correspond to the point of spectrum $\sigma(\hat{a})$ and the mentioned probability distribution is that generated by a vector $\Psi$ state representing $\omega$ in $\mathcal{H}$, and the spectral measure of $\hat{a}$. We therefore expect that, in this picture, $\omega(a) = \langle \Psi | \hat{a} | \Psi \rangle$ for some normalized vector $\Psi \in \mathcal{H}$. This is, in fact, a consequence of the content of the celebrated GNS re-construction procedure for unital $C^\ast$-algebras [29, 60, 50]. We will discuss shortly the unital $\ast$-algebra version of that theorem. Note that the general problem of reconstructing even a unique classical state (a probability distribution on phase space) from the knowledge of all of its polynomial moments is much more difficult and is sometimes impossible (due to non-uniqueness). This kind of reconstruction goes under the name of the Hamburger moment problem [55, §X.6 Ex.4].
In this case, the successful reconstruction of a representation from a state succeeds because of the special hypotheses that go into the GNS theorem, where we know not only the expectation values of \( a \) (and the polynomial \( * \)-algebra generated by it) but also those of all elements of the algebra of observables.

In the rest of the paper \( \mathcal{L}(V) \) will denote the linear space of linear operators \( T : V \to V \) on the vector space \( V \).

**Definition 7 (\( * \)-Representations).** Let \( A \) be a complex algebra and \( D \) a dense linear subspace of the Hilbert space \( \mathcal{H} \).

(a) A map \( \pi : A \to \mathcal{L}(D) \) such that it is linear and product preserving is called representation of \( A \) on \( \mathcal{H} \) with domain \( D \). If \( A \) is furthermore unital, a representation is also required to satisfy: \( \pi(1) = I \).

(b) If finally \( A \) is a \( * \)-algebra, a \( * \)-representation of \( A \) on \( \mathcal{H} \) with domain \( D \) is a representation which satisfies (where \( \dagger \) henceforth denotes the Hermitian adjoint operation in \( \mathcal{H} \))

\[
\pi(a)^\dagger|_D = \pi(a^*) \quad \forall a \in A.
\]

As a general result we have the following elementary proposition

**Proposition 1 (On faithful representations).** If \( A \) is a complex algebra is simple, then every representation is either faithful – i.e., injective – or it is the zero representation.

**Proof.** If \( \pi : A \to \mathcal{L}(D) \) is a \( * \)-representation, \( \text{Ker}(\pi) \) is evidently a two-sided ideal. Since \( A \) is simple there are only two possibilities either \( \text{Ker}(\pi) = D \) so that \( \pi \) is the zero representation, or \( \text{Ker}(\pi) = \{0\} \) and thus \( \pi \) is injective. \( \square \)

**Theorem 1 (GNS construction).** If \( A \) is a complex unital \( * \)-algebra and \( \omega : A \to \mathbb{C} \) is a state, the following facts hold.

(a) There is a quadruple \( (\mathcal{H}_\omega, D_\omega, \pi_\omega, \Psi_\omega) \), where:

(i) \( \mathcal{H} \) is a (complex) Hilbert space,

(ii) \( D_\omega \subset \mathcal{H} \) is a dense subspace,

(iii) \( \pi_\omega : A \to \mathcal{L}(D_\omega) \) a \( * \)-representation of \( A \) on \( \mathcal{H}_\omega \) with domain \( D_\omega \).

(iv) \( \pi_\omega(A)\Psi_\omega \) is dense in \( \mathcal{H}_\omega \).

(v) \( \omega(a) = \langle \Psi_\omega | \pi_\omega(a)\Psi_\omega \rangle \) for every \( a \in A \).

(b) If \( (\mathcal{H}_\omega', D_\omega', \pi_\omega', \Psi_\omega') \) satisfies (i)-(v), then there is \( U : \mathcal{H}_\omega \to \mathcal{H}_\omega' \) surjective and isometric such that:

(i) \( U\Psi_\omega = \Psi_\omega' \),

(ii) \( UD_\omega = D_\omega' \),

(iii) \( U\pi_\omega(a)U^{-1} = \pi_\omega'(a) \) if \( a \in A \).
Proof. Consider $\mathcal{A}$ as complex vector space and define $N = \{a \in \mathcal{A} | \omega(a^*a) = 0\}$. $N$ is a subspace as easily follows from sesquilinearity of $(a, b) \mapsto \omega(a^*b)$ and from the Cauchy-Schwartz inequality which holds because $(a, b) \mapsto \omega(a^*b)$ is non-negative.

Define $\mathcal{D}_\omega \overset{\text{def}}{=} \mathcal{A}/N$ as a complex vector space and equip it with the Hermitian scalar product $\langle [a] | [b] \rangle \overset{\text{def}}{=} \mu(a^*b)$, which turns out to be well-defined (because $\omega(a^*b) = \omega(b^*a) = 0$ if $a \in N$ again from Cauchy-Schwartz inequality) and positive. $\mathcal{H}_\omega$ is, by definition, the completion of $\mathcal{D}_\omega$ with respect to the mentioned scalar product.

Now observe that $N$ is also a left-ideal $(\omega((ba)^*ba) = \omega((b^*ba)^*a) = 0$ if $a \in N$) and consequently $\pi_\omega(a)b \overset{\text{def}}{=} [ab]$ is well-defined $\langle ab \rangle = [ac]$ if $c \in [b]$ and is a unital algebra representation. Defining $\Psi_\omega \overset{\text{def}}{=} [1]$, we have $\omega(a) = \langle \Psi_\omega, \pi_\omega(a)\Psi_\omega \rangle$.

Finally,

$$\langle \pi_\omega(c)\Psi_\omega | \pi_\omega(a)\pi_\omega(b)\Psi_\omega \rangle = \omega(c^* (a^*)^*b) = \omega((a^*c)^*b) = \langle \pi_\omega(a^*c)\Psi_\omega | \pi_\omega(b)\Psi_\omega \rangle = \langle \pi_\omega(a^*)\pi_\omega(c)\Psi_\omega | \pi_\omega(b)\Psi_\omega \rangle$$

Summing up, we have:

$$\langle \pi_\omega(a)^\dagger \pi_\omega(c)\Psi_\omega | \pi_\omega(a)\pi_\omega(b)\Psi_\omega \rangle = \langle \pi_\omega(c)\Psi_\omega | \pi_\omega(a)\pi_\omega(b)\Psi_\omega \rangle$$

Since $\pi_\omega(a)\Psi_\omega$ and $\pi_\omega(b)\Psi_\omega$ range in $\mathcal{D}_\omega$ which is dense, we have found that $\pi(a)^\dagger |_{\mathcal{D}_\omega} = \pi(a^*)$. The proof of (b) is easy. As a matter of fact the operator $U$ is completely defined by $U\pi_\omega(a)\Psi_\omega = \pi_\omega'(a)\Psi_\omega'$, we leave to the reader the proof of the fact that it is well-defined and satisfies the required properties.

The proof is strictly analogous to the corresponding part of (b) in Proposition 5 below.

There exists a stronger version of that theorem [29, 8, 50] regarding the case where $\mathcal{A}$ is a unital $C^*$-algebra. The quadruple $(\mathcal{H}_\omega, \mathcal{D}_\omega, \pi_\omega, \Psi_\omega)$ is called GNS triple (!) the name is due to the fact that for $C^*$-algebras $\mathcal{D}_\omega = \mathcal{H}_\omega$. In that case the representation $\pi_\omega$ is continuous (norm decreasing more precisely) with respect to the operator norm $|| ||$ in $\mathcal{B}(\mathcal{H}_\omega)$, since $\pi_\omega(a) \in \mathcal{B}(\mathcal{H}_\omega)$ if $a \in \mathcal{A}$.

As a general fact, we have that a $*$-representations $\pi$ of a unital $C^*$-algebra $\mathcal{A}$ on a Hilbert space $\mathcal{H}$ assuming values in $\mathcal{B}(\mathcal{H})$ is automatically norm decreasing, with respect to the operator norm $|| ||$ in $\mathcal{B}(\mathcal{H})$. Moreover $\pi$ is isometric if and only if it is injective [29, 8].

Remark 5.

1. Since $\mathcal{D}_\omega$ is dense $\pi_\omega(a)^\dagger$ is always well defined and, in turn, densely defined for (iii) in (a). Hence, $\pi_\omega(a)$ is always closable. Therefore, if $a = a^*$, $\pi(a)$ is at least symmetric. If $\pi(a)$ is self-adjoint the probability distribution of the observable $a$ in the state $\omega$ mentioned in the comment after Def. 6 is $\mathcal{B}(\mathbb{R}) \ni E \mapsto \langle \Psi_\omega | P_E^{\pi_\omega(a)}\Psi_\omega \rangle$, where $\mathcal{B}(\mathbb{R})$ is the class of Borel sets on $\mathbb{R}$ and $P_{E}^{\pi_\omega(a)}$ the projection-valued measure of $\pi_\omega(a)$. The precise technical conditions, and their physical significance, un-
der which an operator \( \pi(a) \), with \( a = a^* \), might be essentially self-adjoint on \( \mathcal{D}_\omega \) are poorly explored in the literature and deserve further investigation.

(2) The **weak commutant** \( \pi'_w \) of a \(*\)-representation \( \pi \) of \( \mathcal{A} \) on \( \mathcal{H} \) with domain \( \mathcal{D} \), is defined as

\[
\pi'_w \overset{\text{def}}{=} \{ A \in \mathcal{B}(\mathcal{H}) \mid \langle \psi|A\pi(a)\phi\rangle = \langle \pi(a)\psi|A\phi\rangle \quad \forall a \in \mathcal{A}, \forall \psi, \phi \in \mathcal{D} \},
\]

where \( \mathcal{B}(\mathcal{H}) \) denotes the \( C^* \)-algebra of all bounded operators on \( \mathcal{H} \). If \( \mathcal{A} \) is a unital \( C^* \)-algebra, the weak commutant of \( \pi \) (with domain given by the whole Hilbert space) coincides to the standard commutant. We say that a \(*\)-representation \( \pi \) of \( \mathcal{A} \) on \( \mathcal{H} \) is **weakly irreducible** if its weak commutant is trivial, that is, it coincides with the set of operators \( cl : \mathcal{H} \to \mathcal{H} \) for \( c \in \mathbb{C} \).

(3) The set of states over the unital \(*\)-algebra \( \mathcal{A} \) is a **convex body**. In other words **convex combinations** of states are states: \( \omega = p\omega_1 + (1-p)\omega_2 \) with \( p \in (0,1) \) is a state if \( \omega_1, \omega_2 \) are.

(4) A state \( \omega \) is said to be **extremal** if \( \omega = p\omega_1 + (1-p)\omega_2 \), with \( p \in (0,1) \) and \( \omega_1, \omega_2 \) are states, is possible only if \( \omega_1 = \omega_2 = \omega \). These states are also called **pure states**. It is possible to prove the following [29, 60]:

**Proposition 2** (**Pure states and irreducible representations**). **Referring to the hypotheses of Theorem** [7] **\( \omega \) is pure if and only if \( \pi_\omega \) is weakly irreducible.**

(If \( \mathcal{A} \) is a unital \( C^* \)-algebra the same statement holds but “weakly” can be omitted.) Therefore, even if \( \omega \) is represented by a unit vector \( \Psi_\omega \) in \( \mathcal{H}_\omega \), it does not mean that \( \omega \) is pure. In standard quantum mechanics it happens because \( \mathcal{A} \) is implicitly assumed to coincide to the whole \( C^* \)-algebra \( \mathcal{B}(\mathcal{H}) \) of everywhere-defined bounded operators over \( \mathcal{H} \) and \( \pi_\omega \) is the identity when \( \omega \) corresponds to a vector state of \( \mathcal{H} \).

(5) When \( \mathcal{A} \) is a unital \( C^* \)-algebra, the convex body of states on \( \mathcal{A} \) is hugely larger that the states of the form

\[
\mathcal{A} \ni a \mapsto \omega_\rho(a) \overset{\text{def}}{=} tr(\rho \pi_\omega(a))
\]

for a fixed (algebraic) state \( \omega \) and where \( \rho \in \mathcal{B}(\mathcal{H}_\omega) \) is a positive trace class operator with unit trace. These trace-class operators states associated with an algebraic state \( \omega \) form the **folium** of \( \omega \) and are called **normal states** in \( \mathcal{H}_\omega \). If \( \mathcal{A} \) is not \( C^* \), the trace \( tr(\rho \pi_\omega(a)) \) is not defined in general, because \( \pi_\omega(a) \) is not bounded and \( \rho \pi_\omega(a) \) may not be well defined nor trace class in general. Even if \( \mathcal{A} \) is just a unital \(*\)-algebra, a unit vector \( \Phi \in \mathcal{D}_\omega \) defines however a state by means of

\[
\mathcal{A} \ni a \mapsto \omega_\Phi(a) \overset{\text{def}}{=} \langle \Phi|\pi_\omega(a)\Phi\rangle,
\]

recovering the standard formulation of elementary quantum mechanics. **These states are pure when \( \omega \) is pure.** More strongly, in this situation \( (\mathcal{H}_\omega, \mathcal{D}_\omega, \pi_\omega, \Phi) \) is just a GNS triple of \( \omega_\Phi \), because \( \pi_\omega(A)\Phi \) is dense in \( \mathcal{H}_\omega \) (this is because the orthogonal projector onto \( \pi_\omega(A)\Phi \) cannot vanish and belongs to the weak commutant \( \pi'_w \)).

---

\( \pi'_w \) can equivalently be defined as \( \{ A \in \mathcal{B}(\mathcal{H}) \mid A\phi(a) = \pi(a^*)^\dagger A \} \).
which is trivial, because $\omega$ is pure.) If $\omega$ is not pure, $\omega_\beta$ may not be pure also if it is represented by a unit vectors.

(6) There are unitarily non-equivalent GNS representations of the same unital $*$-algebra $\mathcal{A}$ associated with states $\omega$, $\omega'$. In other words there is no surjective isometric operator $U : \mathcal{H}_\omega \to \mathcal{H}_{\omega'}$ such that $U \pi_\omega(a) = \pi_{\omega'}(a)U$ for all $a \in \mathcal{A}$. (Notice that, in the notion of unitary equivalence it is not required that $U \Psi_\omega = \Psi_{\omega'}$). Appearance of unitarily inequivalent representations is natural when $\mathcal{A}$ has a non-trivial center, $\mathcal{Z}_\mathcal{A}$, i.e., it contains something more than the elements $cI$ for $c \in \mathbb{C}$. Pure states $\omega$, $\omega'$ such that $\omega(z) \neq \omega'(z)$ for some $z \in \mathcal{Z}_\mathcal{A}$ give rise to unitarily inequivalent GNS representations. This easily follows from the fact that $\pi_\omega(z)$ and $\pi_{\omega'}(z)$, by irreducibility of the representations, must be operators of the form $czI$ and $c'zI$ for complex numbers $c, c'$ in the respective Hilbert spaces $\mathcal{H}_\omega$ and $\mathcal{H}_{\omega'}$. It should be noted that such representations remain inequivalent even if the unitarity of $U$ is relaxed. However, it can happen that some representations are unitarily inequivalent even when the algebra has a trivial center. See Section 2.6 for a relevant example.

Remark 6. The positivity requirement on states is physically meaningful when every self-adjoint element of the $*$-algebra is a physical observable. It is also a crucial ingredient in the GNS reconstruction theorem. However, in the treatment of gauge theories in the Gupta-Bleuler or BRST formalisms, in order to keep spacetime covariance, one must enlarge the $*$-algebra to include unobservable or ghost fields. Physically meaningful states are then allowed to fail the positivity requirement on $*$-algebra elements generated by ghost fields. The GNS reconstruction theorem is then not applicable and, in any case, the $*$-algebra is expected to be represented on an indefinite scalar product space (a Krein space) rather than a Hilbert space. Fortunately, several extensions of the GNS construction have been made, with the positivity requirement replaced by a different one that, instead, guarantees the reconstructed $*$-representation to be on an indefinite scalar product space. Such generalizations and their technical details are discussed in [34].

Another relevant result arising from the GNS theorem concerns symmetries represented by $*$-algebra (anti-linear) automorphisms.

Proposition 3 (Automorphisms induced by invariant states). Let $\mathcal{A}$ be an unital $*$-algebra, $\omega$ a state on it and consider its GNS representation. The following facts hold.

(a) If $\beta : \mathcal{A} \to \mathcal{A}$ is a unital $*$-algebra automorphism (resp. anti-linear automorphism) which leaves fixed $\omega$, i.e., $\omega \circ \beta = \omega$, then there exist a unique bijective bounded operator $U^{(\beta)} : \mathcal{H}_\omega \to \mathcal{H}_\omega$ such that:

(i) $U^{(\beta)} \Psi_\omega = \Psi_\omega$ and $U^{(\beta)}(D_\omega) = D_\omega$,

(ii) $U^{(\beta)} \pi_\omega(a)U^{(\beta)-1}x = \pi_\omega(\beta(a))x$ if $a \in \mathcal{A}$ and $x \in D_\omega$.

$U^{(\beta)}$ turns out to be unitary (resp. anti-unitary).
(b) If, varying $t \in \mathbb{R}$, $\beta_t : A \to A$ defines a one-parameter group of unital $\ast$-algebra automorphisms which leaves fixed $\omega$, the corresponding unitary operators $U_t(\beta)$ as in (a) define a one-parameter group of unitary operators in $\mathcal{H}_\omega$.

(c) $\{U_t(\beta)\}_{t \in \mathbb{R}}$ as in (b) is strongly continuous (and thus it admits a self-adjoint generator) if and only if
\[
\lim_{t \to 0} \omega(a^* \beta_t(a)) = \omega(a^*a) \quad \text{for every } a \in A.
\]

**Proof.** Let us start from (a) supposing that $\beta$ is a $\ast$-automorphism. If an operator satisfying (i) and (ii) exists it also satisfies $U_t(\beta)\pi_\omega(a)\Psi_\omega = \pi_\omega(\beta(a))\Psi_\omega$. Since $\pi_\omega(A)\Psi_\omega$ is dense in $\mathcal{H}_\omega$, this identity determines $U_t(\beta)$ on $D_\omega$. Therefore we are lead to try to define $U_t(\beta)\pi_\omega(a)\Psi_\omega \overset{\text{def}}{=} \pi_\omega(\beta(a))\Psi_\omega$ on $D_\omega$. From (v) in (a) of Theorem\footnote{There do not exist one-parameter group of unital $\ast$-algebra anti-linear automorphisms, this is because $\beta_t = \beta_{t/2} \circ \beta_{t/2}$ is linear both for $\beta_{t/2}$ linear or anti-linear.} it immediately arises that $||U_t(\beta)\pi_\omega(a)\Psi_\omega||^2 = ||\pi_\omega(a)\Psi_\omega||^2$. That identity on the one hand proves that $U_t(\beta)$ is well defined because if $\pi_\omega(b)\Psi_\omega = \pi_\omega(b')\Psi_\omega$ then $U_t(\beta)\pi_\omega(b)\Psi_\omega = U_t(\beta)\pi_\omega(b')\Psi_\omega$, on the other hand it proves that $U_t(\beta)$ is isometric over $D_\omega$. If we analogously define the other isometric operator $V_t(\beta)\pi_\omega(a)\Psi_\omega \overset{\text{def}}{=} \pi_\omega(\beta^{-1}(a))\Psi_\omega$ on $D_\omega$, we see that $U_t(\beta)Vx = VU_0(\beta)x$ for every $x \in D_\omega$. Since $D_\omega$ is dense in $\mathcal{H}_\omega$, these identities extend to analogous identities for the unique bounded extensions of $U_0(\beta)$ and $V$ valid over the whole Hilbert space. In particular the former operator extends into an isometric surjective operator (thus unitary) $U(\beta)$ which, by construction, satisfies (i) and (ii). Notice that $V$, defined on $D_\omega$, is the inverse of $U_0(\beta)$ so that, in particular $U_t(\beta)(D_\omega) = U_0(\beta)(D_\omega) = D_\omega$. The followed procedure also proves that $U_t(\beta)$ is uniquely determined by (i) and (ii). The anti-linear case is proved analogously. Anti-linearity of $\beta$ implies that, in $U_t(\beta)\pi_\omega(a)\Psi_\omega \overset{\text{def}}{=} \pi_\omega(\beta(a))\Psi_\omega, U_t(\beta)$ must be anti-linear and thus anti-unitary.

The proof of (b) immediately arises from (a). Regarding (c), we observe that, if $x = \pi_\omega(a)\Psi_\omega$ one has for $t \to 0$ by the GNS theorem,
\[
\langle x | U_t(\beta)x \rangle = \omega(a^* \beta_t(a)) \to \omega(a^*a) = \langle x | x \rangle
\]

Since the span of the vectors $x$ is dense in $\mathcal{H}_\omega$, $U_t(\beta)$ is strongly continuous due to Proposition 9.24 in \cite{50}. □

**Remark 7.**

(1) Evidently, the statements (b) and (c) can immediately be generalized to the case of a representation of a generic group or, respectively, connected topological group, $G$. Assume that $G$ is represented in terms of automorphisms of unital $\ast$-algebras $\beta_g : A \to A$ for $g \in G$. With the same proof of (c), it turns out that, if $\omega$ is invariant under this representation of $G$, the associated representation in the GNS Hilbert space of $\omega$, $\{U_g(\beta)\}_{g \in G}$ is strongly continuous if and only if...
\[
\lim_{g \to e} \omega(a^* \beta_g(a)) = \omega(a^* a) \quad \text{for every } a \in \mathcal{A},
\]
where \(e \in G\) is the unit element.

(2) It could happen in physics that an algebraic symmetry, i.e., an automorphism (or anti-automorphism) \(\beta : \mathcal{A} \to \mathcal{A}\) exists for a unital \(*\)-algebra with some physical interpretation, but that this symmetry cannot be completely implemented unitarily (resp. anti-unitarily) in the GNS representation of a state \(\omega\) because, referring to the condition in (a) of the proved theorem, either (i) or both (i) and (ii) of (a) do not hold. In the first case the symmetry is broken because the cyclic vector is not invariant under a unitary representation of the symmetry, which however exists in the GNS representation of \(\omega\). Obviously, in this case, \(\omega\) is not invariant under the algebraic symmetry. This situation naturally arises when one starts from a pure invariant state \(\omega_0\) and the physically relevant state is not \(\omega_0\), but another state \(\omega \in \mathcal{D}_{\omega_0}\). The second, much more severe, situation is when there is no unitary map in the GNS representation of \(\omega\) which fulfills (i) and (ii). In algebraic quantum theories, this second case is often called spontaneous breaking of symmetry.

2 The \(*\)-algebra of a quantum field and its quasifree states

This paper mostly deals with the case of a real scalar field, we will denote by \(\phi\), on a given always oriented and time oriented, globally hyperbolic spacetime \(\mathcal{M} = (\mathcal{M}, g, o, t)\) of dimension \(n \geq 2\), where \(g\) is the metric with signature \((+, -, \ldots, -)\), \(o\) the orientation and \(t\) the time orientation. Regarding geometrical notions, we adopt throughout the definitions of [3]. Minkowski spacetime will be denoted by \(\mathbb{M}\) and its metric by \(\eta\).

The results we discuss can be extended to charged and higher spin fields. As is well known a quantum field is a locally covariant notion, functorially defined in all globally hyperbolic spacetimes simultaneously [11]. Nevertheless, since this paper is devoted to discussing algebraic states of a QFT in a given manifold we can deal with a fixed spacetime. Moreover we shall not construct the \(*\)-algebras as Borchers-Uhlmann-like [30] \[4\] algebras nor use the deformation approach [16] (see also [30]) to define the algebra structure, in order to simplify the technical structure and focus on the properties of the states.

2.1 The algebra of observables of a real scalar Klein-Gordon field

In order to deal with QFT in curved spacetime, a convenient framework is the algebraic one. This is due to various reasons. Especially because, in the absence of Poicaré symmetry, there is no preferred Hilbert space representation of the field operators, but several unitarily inequivalent representations naturally show up. Furthermore, the standard definition of the field operators based on the decomposition
of field solutions in positive and negative frequency part is not allowed here, because there is no preferred notion of (Killing) time.

In the rest of the paper \( C^0_0(M) \) denotes the real vector space of compactly-supported and real-valued smooth function on the manifold \( M \).

The elementary algebraic object, i.e., a **scalar quantum field** \( \phi \) over the globally hyperbolic spacetime \( M \) is captured by a unital \(*\)-algebra \( \mathcal{A}(M) \) called the CCR algebra of the quantum field \( \phi \).

**Definition 8 (CCR algebra).** The CCR algebra of the quantum field \( \phi \) over \( M \) is the unital \(*\)-algebra presented by the following generators and relations (cf. Section 1.2). The generators consist (smeared abstract) field operators, \( \phi(f) \), labeled by functions \( f \in C^0_0(M) \) (the identity \( 1 \) is of course included in the construction of the corresponding freely generated algebra). These generators satisfy the following relations:

- **\( \mathbb{R}\)-Linearity:** \( \phi(af + bg) - a\phi(f) - b\phi(g) = 0 \) if \( f, g \in C^0_0(M) \) and \( a, b \in \mathbb{R} \).

- **Hermiticity:** \( \phi(f)^* - \phi(f) = 0 \) for \( f \in C^0_0(M) \).

- **Klein-Gordon:** \( \phi(\Box + m^2 + \xi R)g = 0 \) for \( g \in C^0_0(M) \).

- **Commutation relations:** \( [\phi(f), \phi(g)] - iE(f, g)1 = 0 \) for \( f \in C^0_0(M) \).

Above \( E \) denotes the **advanced-minus-retarded fundamental solution**, also called the **causal propagator** (see, e.g., [30]) and (1) in Remark 8 below. The Hermitian elements of \( \mathcal{A}(M) \) are the **elementary observables** of the free field theory associated with the Klein-Gordon field \( \phi \). The non-Hermitian elements play an auxiliary rôle. It should however be evident that \( \mathcal{A}(M) \) is by no means sufficient to faithfully describe physics involved with the quantum field \( \phi \). For instance \( \mathcal{A}(M) \) does not include any element which can be identified with the stress energy tensor of \( \phi \). Also the local interactions like \( \phi^4 \) cannot be described as elements of this algebra either. We shall tackle this problem later.

According to the discussion in Section 1.2, the above abstract definition is sufficient to uniquely define \( \mathcal{A}(M) \) up to isomorphism. An alternative, more concrete and explicit, construction using tensor products of spaces \( C^0_0(M) \) is presented in, e.g., [30]. That construction yields a concrete representative of the isomorphism class of \( \mathcal{A}(M) \).

**Remark 8.**

(1) Let \( \text{Sol} \) indicate the real vector space of **real smooth solutions** \( \psi \) with **compact Cauchy data** of the KG equation \( (\Box + m^2 + \xi R)\psi = 0 \) where \( \Box_M \overset{\text{def}}{=} g^{ab} \nabla_a \nabla_b \). The linear map

\[ E : C^0_0(M) \rightarrow \text{Sol} \]

appearing above is the **advanced-minus-retarded fundamental solution** of the KG operator, which exists and satisfies, in agreement with the commutation relations,
This map $\mathbb{C}$-bi-linearly extends to a continuous map

$$E : \mathcal{D}(\mathcal{M}) \to \mathcal{D}'(\mathcal{M}).$$

Here, as usual we use the notation $\mathcal{D}(\mathcal{M}) \overset{\text{def}}{=} C^\infty_0(\mathcal{M}) \oplus iC^\infty_0(\mathcal{M})$ for the space of complex test functions and $\mathcal{D}'(\mathcal{M})$ is the dual space of distributions. As a map $C^\infty_0(\mathcal{M}) \to \text{Sol}, E$ satisfies

$$\text{Ker}(E) = \{[\Box_{\mathcal{M}} + m^2 + \xi R]h \mid h \in \mathcal{D}(\mathcal{M})\}. \quad (2)$$

Everything is a consequence of the fact that $\mathcal{M}$ is globally hyperbolic $\overset{\text{2}}{\text{.}}$ Finally we have defined:

$$E(f_1, f_2) \overset{\text{def}}{=} \int_{\mathcal{M}} f_1(Ef_2) \, d\text{vol}_{\mathcal{M}} \quad \text{if} \quad f_1, f_2 \in C^\infty_0(\mathcal{M}). \quad (3)$$

Since $E(f, h) = 0$ if the support of $f$ does not intersect $J^+(\text{supph}) \cup J^-(\text{supph})$, we immediately have from the commutation relations requirement that the following important fact holds, distinguishing observable fields (Bosons) from unobservable ones (Fermions):

**Proposition 4 (Causality).** Referring to $\mathcal{A}(\mathcal{M})$, $\phi(f)$ and $\phi(h)$ commute if the supports of $f$ and $h$ are causally separated.

From standard properties of $E$ $\overset{\text{2}}{\overset{\text{6}}{\text{,}}} \text{64}$ one also finds, if $\Sigma \subset \mathcal{M}$ is a smooth spacelike Cauchy surface $f, h \in C^\infty_0(\mathcal{M})$ and $\psi_f \overset{\text{def}}{=} Ef$ and $\psi_h \overset{\text{def}}{=} Eh$ are elements of $\text{Sol}$,

$$E(f, g) = \int_{\Sigma} \left( \psi_f^n \nabla_n \psi_h - \psi_h^n \nabla_n \psi_f \right) \, d\Sigma, \quad (4)$$

where $d\Sigma$ is the standard measure induced by the metric $g$ on $\Sigma$ and $n$ the future directed normal unit vector field to $\Sigma$.

\(2\) As $E : \mathcal{D}(\mathcal{M}) \to \mathcal{D}'(\mathcal{M})$ is continuous, due to Schwartz kernel theorem $\overset{\text{40}}{\text{,}}$ it defines a distribution, indicated with the same symbol $E \in \mathcal{D}'(\mathcal{M} \times \mathcal{M})$, uniquely determined by

$$E(f_1, f_2) = E(f_1 \otimes f_2) \quad f_1, f_2 \in \mathcal{D}(\mathcal{M}),$$

and this leads to an equivalent interpretation of the left-hand side of (3), which is actually a bit more useful, because it permits to consider the action of $E$ on non-factorized test functions $h \in \mathcal{D}'(\mathcal{M} \times \mathcal{M})$.

\(3\) The condition indicated as Klein-Gordon is the requirement that $\phi$ distributionally satisfies the equation of Klein-Gordon. Obviously $\Box_\mathcal{M}$ appearing in it coincides with its formal transposed (or adjoint) operator which should appear in the distributional version of KG equation.

\(4\) Everything we will say holds equally for $m^2$ and $\xi$ replaced by corresponding smooth real functions, also in the case where $m^2$ attains negative values. Also the case $m^2 < 0$ does not produce technically difficult problems.
Linearity and Commutation relations conditions together with (2) imply the elementary but important result which proves also the converse implication in the property Klein-Gordon.

**Proposition 5.** Referring to $A(\mathcal{M})$ the following facts hold.

$$\phi(f) = \phi(g) \quad \text{if and only if} \quad f - g \in \text{Ker}(E),$$

so that, in particular,

$$\phi(f) = 0 \quad \text{if and only if} \quad f = (\Box_{\mathcal{M}} + m^2 + \xi R)g \quad \text{for} \quad g \in C^\infty_0(\mathcal{M}).$$

**Proof.** $\phi(f) = \phi(g)$ is equivalent to $\phi(f - g) = 0$ and thus $iE(h, (f - g)) = [\phi(h), \phi(f - g)] = 0$ for all $h \in \mathcal{D}(\mathcal{M})$. From (3) one has, in turn, that $E(f - g) = 0$ that is $f - g \in \text{Ker}(E)$. Finally (2) implies the last statement. □

The smeared field $\phi(f)$ can be thought of as localized within the support of its argument $f$. However, $\phi(f)$ really depends on $f$ only up to addition of terms from $\text{Ker}(E)$. We can use this freedom to move and shrink the support of $f$ to be arbitrarily close to any Cauchy surface, which is a technically useful possibility.

**Lemma 1.** Let $\psi \in \text{Sol}$ and let $\Sigma$ be a smooth space-like Cauchy surface of the globally hyperbolic spacetime $\mathcal{M}$. For every open neighborhood $O$ of $\Sigma$, it is possible to pick out a function $f_\psi \in C^\infty_0(\mathcal{M})$ whose support is contained in $O$, such that $\psi = E f_\psi$.

The proof of this elementary, but important, fact can be found in [64]. This result immediately implies the validity of the so called Time-slice axiom for the CCR algebra.

**Proposition 6 (“Time-slice axiom”).** Referring to the globally hyperbolic spacetime $\mathcal{M}$ and the algebra $A(\mathcal{M})$, let $O$ be any fixed neighborhood of a Cauchy surface $\Sigma$. Then $A(\mathcal{M})$ is generated by $1$ and the elements $\phi(f)$ with $f \in C^\infty_0(\mathcal{M})$ and $\text{supp} f \subset O$.

### 2.2 States and n-point functions

Let us focus on states. We start form the observation that the generic element of $A(\mathcal{M})$ is always of the form

$$a = c_{(0)} 1 + \sum_{i_1} c_{i_1}^{(1)} \phi(f_{i_1}^{(1)}) + \sum_{i_1, i_2} c_{(2)}^{i_1 i_2} \phi(f_{i_1}^{(2)}) \phi(f_{i_2}^{(2)})$$

$$+ \cdots + \sum_{i_1, \ldots, i_n} c_{(n)}^{i_1 \cdots i_n} \phi(f_{i_1}^{(n)}) \cdots \phi(f_{i_n}^{(n)}),$$

(7)
where \( n \) is arbitrarily large but finite, \( c_{(k)}^{i_{1}...i_{n}} \in \mathbb{C} \) and \( f_{k}^{(j)} \in C_{0}^{\infty}(\mathcal{M}) \), with all sums arbitrary but finite. Due to (7), if \( \omega \colon \mathcal{A}(\mathcal{M}) \rightarrow \mathbb{C} \) is a state, its action on a generic element of \( \mathcal{A}(\mathcal{M}) \) is known as soon as the full class of the so-called \( n \)-point functions of \( \omega \) are known. We mean the maps:

\[
C_{0}^{\infty}(\mathcal{M}) \times \cdots \times C_{0}^{\infty}(\mathcal{M}) \ni (f_1, \ldots, f_n) \mapsto \omega(f_1 \cdots f_n) \overset{\text{def}}{=} \omega_{n}(f_1, \ldots, f_n)
\]

At this point, the multilinear functionals \( \omega_{n}(f_1, \ldots, f_n) \) are not yet forced to satisfy any continuity properties (in fact we have not even discussed any topologies on \( \mathcal{A}(\mathcal{M}) \) and how the states should respect it). However, in the sequel we will only be dealing with the cases where \( \omega_{n} \) is continuous in the usual test function topology on \( C_{0}^{\infty}(\mathcal{M}) \). Then, by the Schwartz kernel theorem [40], we can write, as it is anyway customary, the \( n \)-point function in terms of its distributional kernel:

\[
\omega_{n}(f_1, \ldots, f_n) = \int_{\mathcal{M}^{n}} \omega_{n}(x_1, \ldots, x_n) f_1(x_1) \cdots f_n(x_n) \, d\text{vol}_{\mathcal{M}^{n}}.
\]

It is worth stressing that a choice of a family of integral kernels \( \omega_{n}, n = 1, 2, \ldots \), extends by linearity and the rule \( \omega(1) \overset{\text{def}}{=} 1 \) to a normalized linear functional on all of \( \mathcal{A}(\mathcal{M}) \). However, this functional generally does not determine a state, because the positivity requirement \( \omega(a^{*}a) \geq 0 \) may not be valid. However if two states have the same set of \( n \)-point functions they necessarily coincide in view of (7).

\textbf{Remark 9.} As defined above, the \( n \)-point functions \( \omega_{n}(f_1, \ldots, f_n) \) need not be symmetric in their arguments. However, they do satisfy some relations upon permutation of the arguments. The reason is that the products \( \phi(f_1) \cdots \phi(f_n) \) and \( \phi(f_{\sigma(1)}) \cdots \phi(f_{\sigma(n)}) \), for any permutation \( \sigma \), are not completely independent in \( \mathcal{A}(\mathcal{M}) \). It is easy to see that the CCR \( * \)-algebra is \textbf{filtered}, namely that \( \mathcal{A}(\mathcal{M}) = \bigcup_{n=0}^{\infty} \mathcal{A}_{n}(\mathcal{M}) \), where each linear subspace \( \mathcal{A}_{n}(\mathcal{M}) \) consists of linear combinations of \( 1 \) and products of no more than \( n \) generators \( \phi(f), f \in C_{0}^{\infty}(\mathcal{M}) \). The product \( \phi(f_1) \cdots \phi(f_n) \) belongs to \( \mathcal{A}_{n}(\mathcal{M}) \), as does \( \phi(f_{\sigma(1)}) \cdots \phi(f_{\sigma(n)}) \). The commutation relation \( [\phi(f), \phi(g)] = iE(f, g)1 \) then implies that the product \( \phi(f_1) \cdots \phi(f_n) \) and the same product with any two \( f_j \)'s swapped, hence also \( \phi(f_{\sigma(1)}) \cdots \phi(f_{\sigma(n)}) \) for any permutation \( \sigma \), coincide “up to lower order terms,” or more precisely coincide in the quotient \( \mathcal{A}_{n}(\mathcal{M}) / \mathcal{A}_{n-1}(\mathcal{M}) \). Thus, without loss of generality, the coefficients \( c_{(n)}^{i_{1}...i_{n}} \) in (7) can be taken to be, for instance, fully symmetric in their indices. So, in order to fully specify a state, it would be sufficient to specify only the fully symmetric part of each \( n \)-point function \( \omega_{n}(f_1, \ldots, f_n) \).

Once a state \( \omega \) is given, we can implement the GNS machinery obtaining a \( * \)-representation \( \pi_{\omega} : \mathcal{A}(\mathcal{M}) \rightarrow \mathcal{L}(\mathcal{D}_{\omega}) \) over the Hilbert space \( \mathcal{H}_{\omega} \) including the dense invariant linear subspace \( \mathcal{D}_{\omega} \). The \textbf{smeared field operators} appear here as the densely defined symmetric operators:

\[
\hat{\phi}_{\omega}(f) \overset{\text{def}}{=} \pi_{\omega}(\phi(f)) : \mathcal{D}_{\omega} \rightarrow \mathcal{H}_{\omega}, \quad f \in C_{0}^{\infty}(\mathcal{M})
\]
We stress that in general \(\hat{\phi}\omega(f)\) is not self-adjoint nor essentially self-adjoint on \(D_\omega\) (even if we are considering real smearing functions). That is why we introduce the following definition:

**Definition 9 (Regular states).** A state \(\omega\) on \(A(M)\) and its GNS representation are said to be regular if \(\hat{\phi}\omega(f)\) is essentially self-adjoint on \(D_\omega\) for every \(f \in C_0^\infty(M)\).

There are some further elementary technical properties of \(\omega_2\) and \(E\) that we list below.

**Proposition 7.** Consider a state \(\omega : A(M) \to \mathbb{C}\) and define \(\rho \overset{\text{def}}{=} \Box + m^2 + \xi R\). The two-point function, \(\omega_2\), satisfies the following facts for \(f, g \in C_0^\infty(M)\):

\[
\begin{align*}
\omega_2(Pf, g) &= \omega_2(f, Pg) = 0, \quad (8) \\
\omega_2(f, g) - \omega_2(g, f) &= iE(f, g), \quad (9) \\
\text{Im}(\omega_2(f, g)) &= \frac{1}{2}E(f, g), \quad (10) \\
\frac{1}{4}|E(f, g)|^2 &\leq \omega_2(f, f)\omega_2(g, g). \quad (11)
\end{align*}
\]

**Proof.** The first identity trivially arises from \(\omega_2(Pf, g) = \omega(\phi(P)f, \phi(g)) = 0\) and \(\omega_2(f, Pg) = \omega(\phi(f), \phi(Pg)) = 0\) in view of the definition of \(\phi(h)\). Next,

\[
\omega_2(f, g) - \omega_2(g, f) = \omega([\phi(f), \phi(g)]) = \omega(iE(f, g)1) = iE(f, g)\omega(1) = iE(f, g).
\]

The third identity then follows immediately since \(E(f, g)\) is real. Using its GNS representation and the Cauchy-Schwartz inequality we find that

\[
|\omega_2(f, g)| \leq |\langle \hat{\phi}\omega(f)\Psi_\omega | \hat{\phi}\omega(g)\Psi_\omega \rangle |^{1/2} \langle |\hat{\phi}\omega(f)\Psi_\omega | \hat{\phi}\omega(g)\Psi_\omega \rangle |^{1/2}
\]

namely

\[
|\omega_2(f, g)|^2 \leq \omega_2(f, f)\omega_2(g, g).
\]

So that, in particular

\[
|\text{Im}(\omega_2(f, g))|^2 \leq \omega_2(f, f)\omega_2(g, g)
\]

and thus, due to (10), we end up with (11). \(\square\)

### 2.3 Symplectic and Poisson reformulation, faithful representations, induced isomorphisms

We recall for the reader the following elementary definitions.

**Definition 10 (Symplectic vector space).** A (real) symplectic form over the real vector space \(V\) is a bilinear, antisymmetric map \(\tau : V \times V \to \mathbb{R}\). \(\tau\) is said to be...
weakly non-degenerate if $\tau(x, y) = 0$ for all $x \in V$ implies $y = 0$. In this case $(V, \tau)$ is said to be a (real) symplectic vector space.

Next, we would like to define a Poisson vector space. In the finite dimensional case, it is simply a pair $(V, \Pi)$, where $V$ is a real vector space and $\Pi \in \Lambda^2 V$, which is the same as being a bilinear, antisymmetric form on the (algebraic) linear dual $V^*$. However, in our cases of interest, $V$ is infinite dimensional and $\Pi$ belongs to a larger space than $\Lambda^2 V$, that could be defined using linear duality. Constructions involving linear duality necessarily bring into play the topological structure on $V$ (or lack thereof). We will not enter topological questions in detail, so we content ourselves with a formal notion of duality, which will be sufficient for our purposes.

**Definition 11 (Poisson vector space).** Two real vector spaces $V$ and $W$, together with a bilinear pairing $\langle \cdot, \cdot \rangle : W \times V \to \mathbb{R}$, are in formal duality when the bilinear pairing is non-degenerate in either argument ($\langle x, y \rangle = 0$ implies $x = 0$ if it holds for all $y \in V$, or it implies $y = 0$ if it holds for all $x \in W$). Given such $V$ and $W$ in formal duality, we call $(V, \Pi, W, \langle \cdot, \cdot \rangle)$ a (real) Poisson vector space if $\Pi : W \times W \to \mathbb{R}$ is a bilinear, antisymmetric map, called the Poisson bivector. $\Pi$ is said to be weakly non-degenerate if $\Pi(x, y) = 0$ for all $x \in W$ implies $y = 0$.

At this level, there are only subtle differences between symplectic and Poisson vector spaces. In fact, the two structures have often been confounded in the literature on QFT on curved spacetime [1, 18, 19, 15, 32, 26]. The differences become more pronounced when we consider symplectic differential forms and Poisson bivector fields on manifolds locally modeled on the vector space $V$. A form is a section of an antisymmetric power of the cotangent bundle, while a bivector field is a section of an antisymmetric power of the tangent bundle. In infinite dimensional settings, one has to choose a precise notion of tangent and cotangent bundle, among several inequivalent possibilities. This ambiguity is reflected in our need to introduce formal duality for the definition of a Poisson vector space.

The above abstract definitions are concretely realized in the Proposition that we present below. Let us use the formula on the right-hand side of (4) to define a bilinear, antisymmetric map $\tau : \text{Sol} \times \text{Sol} \to \mathbb{R}$ by

$$\tau(\psi, \xi) = \int_{\Sigma} (\psi \nabla^*_n \xi - \xi \nabla^*_n \psi) d\Sigma.$$ (12)

Defining the space of equivalence classes $E = C^\infty_0(M)/((\Box + m^2 + \xi R)C^\infty_0(M)$ and recalling Equations (2) and (3), the advanced-minus-retarded fundamental solution defines a bilinear, antisymmetric map $E : E \times E \to \mathbb{R}$ by

$$E([f], [g]) = E(f, g).$$ (13)

Furthermore, there is a well-defined bilinear pairing $\langle \cdot, \cdot \rangle : E \times \text{Sol} \to \mathbb{R}$ given by

$$\langle [f], \psi \rangle = \int_M f \psi d\text{vol}_M.$$ (14)
Given the above definitions for the Klein-Gordon real scalar field, we have the following.

**Proposition 8.** The spaces $\text{Sol}$ and $\mathcal{E}$ are in formal duality, with respect to the pairing $\langle \cdot, \cdot \rangle$. The pair $(\text{Sol}, \tau)$ is a symplectic vector space, while $(\text{Sol}, \mathcal{E}, \langle \cdot, \cdot \rangle)$ is a Poisson vector space. Moreover, the bilinear forms $\tau$ and $E$ respectively induce linear maps

$$\tau : \text{Sol} \to \mathcal{E} \quad \text{and} \quad E : \mathcal{E} \to \text{Sol}$$

that are bijective, mutually inverse and such that $\tau(\psi, \xi) = \langle \tau \psi, \xi \rangle$ and $E([f], [g]) = \langle [f], E[g] \rangle$.

**Proof.** The content of this proposition is discussed in detail in [43, Sec.5] or [44, Sec.3], though a basic version can be found already in [64, Sec.3.2]. We only indicate a few salient points. The non-degeneracy of the pairing $\langle \cdot, \cdot \rangle$ implies, provided there exist linear operators $\tau$ and $E$ such that $E([f], [g]) = \langle [f], E[g] \rangle$ and $\tau(\psi, \xi) = \langle \tau \psi, \xi \rangle$, that they are unique. These operators can be exhibited rather concretely. The linear map $E : \mathcal{E} \to \text{Sol}$ is already defined by Remark 8(1), in view of Equation (2). The definition of $\tau$ in (12) is independent of the choice of Cauchy surface $\Sigma \subset \mathcal{M}$. Let $\Sigma^+, \Sigma^- \subset \mathcal{M}$ be Cauchy surfaces, respectively to the future and to the past of the Cauchy surface $\Sigma$, and let $\chi \in C^\infty(\mathcal{M})$ be such that $\chi \equiv 0$ to the past of $\Sigma^-$ and $\chi \equiv 1$ to the future of $\Sigma^+$. Then, we have the identity $\tau \psi = (\Box_{\mathcal{M}} + m^2 + \xi R)(\chi \psi)$. Finally, the non-degeneracy or bijectivity of $\langle \cdot, \cdot \rangle$, $\tau$ and $E$, considered either as bilinear forms or linear operators, strongly rely on the hyperbolic character and well-posedness of the Klein-Gordon equation. □

Given the isomorphism between $\mathcal{E}$ and $\text{Sol}$ and the close relationship between $E$ and $\tau$, it is not surprising these two spaces and bilinear forms have often been used interchangeably in the context of the QFT of the Klein-Gordon real scalar field. However, this interchangeability may fail for more complicated field theories, as we remark next. This is another reason why it is important to keep track of the difference between the respective symplectic and Poisson vector spaces, $(\text{Sol}, \tau)$ and $(\text{Sol}, \mathcal{E})$.

**Remark 10.** References [43, Sec.5] and [44, Sec.3] also address in detail the question of whether similar statements hold for gauge theories (electrodynamics, linearized gravity, etc.) or for theories with constraints (massive vector field, etc.). Related questions were also studied in [32]. The answer turns out to be rather subtle. The bilinear forms $\tau$ and $E$ can essentially always be defined. A reasonable choice of the spaces $\mathcal{E}$ and $\text{Sol}$ also make sure that the linear maps $\tau : \text{Sol} \to \mathcal{E}$ and $E : \mathcal{E} \to \text{Sol}$ are also well-defined and are mutually inverse. However, the pairing $\langle \cdot, \cdot \rangle$ appearing in the formulas $\tau(\psi, \xi) = \langle \tau \psi, \xi \rangle$ and $E([f], [g]) = \langle [f], E[g] \rangle$, need no longer be non-degenerate. Hence, the bilinear forms $\tau$ and $E$ may be degenerate themselves. The conditions under which these degeneracies do or do not occur subtly depend on the geometry of the gauge transformations and the constraints of the theory.

We now turn to applying the above symplectic and Poisson structures to the study of the properties of the CCR algebra $\mathcal{A}(\mathcal{M})$ of a Klein-Gordon field.
Definition 12 (CCR algebra of a Poisson vector space). Let \((V, \Pi, W, \langle \cdot, \cdot \rangle)\) be a Poisson vector space, defined with respect to a formal duality between \(V\) and another space \(W\). The corresponding **CCR algebra** \(A(V, \Pi, W, \langle \cdot, \cdot \rangle)\) is defined as the unital \(\ast\)-algebra presented by the generators \(A(x)\), \(x \in W\), subject to the relations

\[
A(ax + by) - aA(x) - bA(y) = 0, \quad A(x)^\ast - A(x) = 0 \quad \text{and} \quad [A(x), A(y)] - i\Pi(x, y) 1 = 0,
\]

for any \(a, b \in \mathbb{R}\) and \(x, y \in W\).

This generic definition allows us to state and prove the following useful result.

**Proposition 9 (Simplicity and faithfulness).** Given that the spaces \(V\) and \(W\) are in formal duality and the Poisson bivector of the Poisson vector space \((V, \Pi, W, \langle \cdot, \cdot \rangle)\) is weakly non-degenerate (as a bilinear form on \(W\)), the corresponding CCR algebra \(A(V, \Pi, W, \langle \cdot, \cdot \rangle)\) is simple. Further, it admits only zero or faithful representations.

Before giving the proof, we note its main consequence. It is not hard to see that the definition of the CCR algebra \(A(M)\), as given in Definition 8, coincides with the alternative definition \(A(M) \overset{\text{def}}{=} A(Sol, E)\), using the notation of Proposition 8 and referring to the formal duality between \(Sol\) and \(E\). The explicit homomorphism acts on the generators as \(\phi(f) \mapsto A(\lceil f \rceil)\). Thus, given Proposition 8, we have the immediate

**Corollary 1.** The CCR algebra \(A(M)\) of a real scalar quantum field is simple and admits only either zero or faithful representations.

**Remark 11.** The result established in the Corollary above is not valid for more complicated QFTs like electromagnetism [59] and linearized gravity [17]. The physical reason is the appearance of the gauge invariance. Mathematically it is related to the fact that the Poisson bivector corresponding to our \(E\) is degenerate on the space \(E\) of compactly supported observables, as discussed in [43, Sec.5] and [44, Sec.3].

The proof of Proposition 9 makes use of the following two lemmas.

**Lemma 2.** Let \(\Pi\) be a bilinear form (we need not even assume it to be antisymmetric) on a vector space \(W\). Further, let \(v_i \in W, i = 1, \ldots, N\), be a set of linearly independent vectors and \(c^{i_1 \cdots i_k}\) a collection of scalars, not all zero, with each index running through \(i_j = 1, \ldots, N\). Then, if

\[
\sum_{i_1, \ldots, i_k} c^{i_1 \cdots i_k} \Pi(v_{i_1}, u_1) \cdots \Pi(v_{i_k}, u_k) = 0
\]

(16)

for each set of vectors \(u_i \in W, i = 1, \ldots, k\). Then there exists a non-zero vector \(w \in W\) such that \(\Pi(w, u) = 0\) for any \(u \in W\).

**Proof.** The proof is by induction on \(k\). Let \(k = 1\), then the right-hand side of the equation in the hypothesis is \(\Pi(w', u_1)\), where

\[
w' = \sum_i c^i v_i,
\]

(17)
Since not all $c^i$ are zero and the $v_i, i = 1, \ldots, N$ are linearly independent, we have $w' \neq 0$. We can then set $w = w'$ and we are done, since $u_1$ can be arbitrary.

Now, assume that the case $k - 1$ has already been established. Note that we can write the right-hand side of the above equation as $\Pi(w', u_k)$, where

$$w' = \sum_{i_1, \ldots, i_k} c^{i_1 \cdots i_k} \Pi(v_{i_1}, u_1) \cdots \Pi(v_{i_{k-1}}, u_{k-1}) v_{i_k}. \quad (18)$$

If $w' \neq 0$ for some choice of $u_i \in W, i = 1, \ldots, k - 1$, then we can set $w = w'$ and we are done, since $u_k$ can be arbitrary.

Consider the case when $w' = 0$ for all $u_i \in W, i = 1, \ldots, k - 1$. Then, choose $j_k$ such that $c^{i_1 \cdots i_{k-1} j_k}$ are not all zero. Since, by linear independence, the coefficients of the $v_{i_k}$ in $w'$ must vanish independently, we have

$$\sum_{i_1, \ldots, i_{k-1}} c^{i_1 \cdots i_{k-1} j_k} \Pi(v_{i_1}, u_1) \cdots \Pi(v_{i_{k-1}}, u_{k-1}) = 0 \quad (19)$$

for all $u_i \in W, i = 1, \ldots, k - 1$. In other words, by the inductive hypothesis, the last equality implies the existence of the desired non-zero $w \in W$, which concludes the proof. □

A bilinear form $\Pi$ on $W$ naturally defines a bilinear form $\Pi^\otimes k$ on the $k$-fold tensor product $W^\otimes k$. Let $S : W^\otimes k \rightarrow W^\otimes k$ denote the (idempotent) full symmetrization operator and denote its image, the space of fully symmetric $k$-tensors, by $S^k W \overset{\text{def}}{=} S(W^\otimes k)$. Of course, $\Pi^\otimes k$ also restricts to $S^k W$. If $\Pi$ is antisymmetric, then $\Pi^\otimes k$ is symmetric when $k$ is even and antisymmetric when $k$ is odd.

**Lemma 3.** If the antisymmetric bilinear form $\Pi$ is weakly non-degenerate on $W$, then the antisymmetric bilinear form $\Pi^\otimes k$ is weakly non-degenerate on $S^k W$.

**Proof.** Assume the contrary, that $\Pi^\otimes k$ is degenerate. By its (anti-)symmetry, we need only consider the degeneracy in its first argument. That is, there exists a vector $v = \sum_{i_1, \ldots, i_k} d^{i_1 \cdots i_k} v_{i_1} \otimes \cdots \otimes v_{i_k}$, where $v_i \in W, i = 1, \ldots, N$, constitute a linearly independent set and the $d^{i_1 \cdots i_k}$ coefficients are not all zero and are symmetric under index interchange, such that

$$\Pi^\otimes k (v, S(u_1 \otimes \cdots \otimes u_k)) = 0. \quad (20)$$

for any $u_i \in W, i = 1, \ldots, k$. But then, the above equality is precisely of the form of the hypothesis of Lemma 2 with

$$c^{j_1 \cdots j_k} = k! d^{j_1 \cdots j_k}, \quad (21)$$

due to the symmetry of $d^{i_1 \cdots i_k}$ under index interchanges. Therefore, by Lemma 2 there must exist a $w \in W$ such that $\Pi(w, u) = 0$ for all $u \in W$, which contradicts the weak non-degeneracy of $\Pi$ on $W$. Therefore, $\Pi^\otimes k$ cannot be degenerate on $S^k W$, and hence is weakly non-degenerate. □
Proof (of Proposition 10). Suppose that $\mathcal{A}(V,\Pi,W,\langle \cdot,\cdot \rangle)$ is not simple, and so has a non-trivial two-sided ideal $\mathcal{I}$. If we can deduce that $1 \in \mathcal{I}$, then any non-trivial two-sided ideal must be all of $\mathcal{A}(V,\Pi,W,\langle \cdot,\cdot \rangle)$, implying that the algebra is simple.

Take any non-zero element $a \in \mathcal{I}$ and recall the idea behind Equation (7). That is, there exists integers $k,N \geq 0$, linearly independent elements $v_i \in W$, $i = 1,\ldots,N$, and complex coefficients $c^{(l)}_{i_1\ldots i_k}$, $i_j = 1,\ldots,N$ and $l = 0,\ldots,k$, such that

$$a = c^{(0)} A(1) + \sum_{i_1} c^{(1)}_{i_1} A(v_{i_1}) + \sum_{i_1,i_2} c^{(2)}_{i_1i_2} A(v_{i_1}) A(v_{i_2}) + \cdots + \sum_{i_1,\ldots,i_k} c^{(k)}_{i_1\ldots i_k} A(v_{i_1}) \cdots A(v_{i_k}),$$

(22)

where not all of the components of $c^{(k)}_{i_1\ldots i_k}$ are zero. If $k = 0$, the $1 \in \mathcal{I}$ and we are done. If $k > 0$, note that $\mathcal{I}$ also contains the iterated commutator $[\cdots[a,A(u_1)],\ldots,A(u_k)]$, for any $u_i \in W$, $i = 1,\ldots,k$. A straightforward calculation shows that, up to (non-zero) numerical factors, the iterated commutator is equal to

$$\Pi^{\otimes k} \left( \sum_{i_1,\ldots,i_k} c^{(k)}_{i_1\ldots i_k} S(v_{i_1} \otimes \cdots \otimes v_{i_k}), S(u_1 \otimes \cdots \otimes u_k) \right) 1.$$

(23)

By Lemma 3, since $\Pi$ is weakly non-degenerate on $W$, $\Pi^{\otimes k}$ is weakly non-degenerate on $S^k W$. Since elements of the form $S(u_1 \otimes \cdots \otimes u_k)$ generate $S^k W$, there must exist at least one element of $S^k W$ of that form such that the coefficient in front of $1$ in (23) is non-zero. Therefore, $1 \in \mathcal{I}$ and we are done. \qed

Automorphisms of the CCR algebra $\mathcal{A}(\mathcal{M})$ are important because the composition of a state with an automorphism gives a way to define more states, once at least one is known. The identity $\mathcal{A}(\mathcal{M}) \cong \mathcal{A}(\text{Sol},E)$ allows us to construct lots of automorphisms of $\mathcal{A}(\mathcal{M})$, induced by transformations of $\text{Sol}$ or $E$ that, respectively, leave $\tau$ or $E$ invariant.

Proposition 10 (Induced homomorphism). Let $\mathcal{A}(V,\Pi,W,\langle \cdot,\cdot \rangle)$ be as in Definition \[13\] and let $\sigma : W \rightarrow W$ be a linear map such that

$$\Pi(\sigma x, \sigma y) = \Pi(x,y) \quad (\text{resp. } \Pi(\sigma x, \sigma y) = -\Pi(x,y)), $$

(24)

for all $f,g \in W$. Then, there exists a homomorphism (resp. anti-linear homomorphism) of unital $*$-algebras, $\alpha^{(\sigma)} : \mathcal{A}(V,\Pi,W,\langle \cdot,\cdot \rangle) \rightarrow \mathcal{A}(V,\Pi,W,\langle \cdot,\cdot \rangle)$ uniquely defined by its values

$$\alpha^{(\sigma)} (A(x)) \overset{\text{def}}{=} A(\sigma x),$$

(25)

for each $x \in W$, on the generators of $\mathcal{A}(V,\Pi,W,\langle \cdot,\cdot \rangle)$. Also, if $\sigma$ is bijective, then $\alpha^{(\sigma)}$ is an automorphism.

Remark 12. In view of Proposition 8 and the isomorphism $E \cong \text{Sol}$, in the case of the CCR algebra $\mathcal{A}(\mathcal{M}) \cong \mathcal{A}(\text{Sol},E)$ of a real scalar quantum field, the linear endo-
morphism of \( \mathcal{E} \) that preserve the Poisson bivector \( E \) can be equivalently specified by linear endomorphisms of \( \mathbf{Sol} \) that preserve the symplectic form \( \tau \).

**Proof.** Recall the definition of an algebra presented by generators and relations by its universal property, as discussed in Section 1.2, as well as such a presentation of the algebra \( A(V, \Pi, W, \langle \cdot, \cdot \rangle) \) given in Definition 12.

Let us denote by \( A(W) \) the algebra freely generated by the elements of the vector space \( W \). Following our notation, the map embedding the generators in this algebra can be denoted as \( A: W \to A(W) \). The composition \( A \circ \sigma \) is another such map. Therefore, by the universal property, there exists a unique homomorphism \( \beta: A(W) \to A(W) \) such that \( \beta(A(x)) = A(\sigma x) \), for all \( x \in W \), and \( \beta(1) = 1 \).

We now need to check whether \( \beta \) leaves invariant the kernel of the projection \( A(W) \to A(V, \Pi, W, \langle \cdot, \cdot \rangle) \). This kernel is the two-sided ideal generated by the relations \( A(ax + by) - aA(x) - bA(y) = 0, A(x)^* - A(x) = 0 \) and \( [A(x), A(y)] - i\Pi(x,y)1 = 0 \), for any \( a, b \in \mathbb{R} \) and \( x, y \in W \), so it is sufficient to check the invariance of these relations. The first two are obviously invariant. The last commutator identity is invariant upon invoking the hypothesis that \( \sigma \) preserves \( \Pi \), up to sign. We deal with the two cases separately.

In the case when \( \sigma \) preserves \( \Pi \), we have

\[
[A(\sigma x), A(\sigma y)] - i\Pi(x,y)1 = [A(\sigma x), A(\sigma y)] - i\Pi(\sigma x, \sigma y)1. \tag{26}
\]

Hence, the homomorphism \( \beta \) induces a uniquely defined homomorphism on the quotiented algebra, which we call \( \alpha^{(\sigma)}: A(V, \Pi, W, \langle \cdot, \cdot \rangle) \to A(V, \Pi, W, \langle \cdot, \cdot \rangle) \), which given by \( \alpha^{(\sigma)}([a]) = [\beta a] \), and which has all the desired properties.

In the case when \( \sigma \) changes the sign of \( \Pi \), we need to change perspective slightly. Recall that we defined \( A(M) \) as a complex algebra, which then automatically has the structure of a real algebra. Equivalently, we could have also defined it directly as a real algebra, by throwing in an extra generator \( i \), satisfying the relations \( i^2 = -1, [i, 1] = [i, A(x)] = 0 \) and \( i^1 = -i \). If the homomorphism \( \beta \) is extended to this generator as \( \beta(i) = -i \), then it preserves the new relations that need to be satisfied by \( i \) and also the commutator identity, since

\[
[A(\sigma x), A(\sigma y)] - (-i)\Pi(x,y)1 = [A(\sigma x), A(\sigma y)] - i\Pi(\sigma x, \sigma y)1. \tag{27}
\]

Hence, the real algebra homomorphism \( \beta \) induces a uniquely defined homomorphism on the quotiented algebra, which also happens to be an anti-linear homomorphism in the sense of complex algebras, which we call \( \alpha^{(\sigma)}: A(V, \Pi, W, \langle \cdot, \cdot \rangle) \to A(V, \Pi, W, \langle \cdot, \cdot \rangle) \), and which has all the desired properties.

Finally, when \( \sigma \) is a bijection, we can use the universal property of \( A(V, \Pi, W, \langle \cdot, \cdot \rangle) \), as was done in Section 1.2, to show that \( \alpha^{(\sigma^{-1})} = (\alpha^{(\sigma)})^{-1} \). Therefore, \( \alpha^{(\sigma)} \) is an isomorphism and hence an automorphism of the algebra. \( \square \)

We end this section by noting that there is another structure that is induced on the space \( \mathcal{E} \cong C_0^\omega(M)/\text{Ker}(E) \) in the presence of a state \( \omega \) on \( A(M) \), namely the symmetrized part of the 2-point function...
\[ \omega_S^2(f,g) \overset{\text{def}}{=} \frac{1}{2}(\omega_2(f,g) + \omega_2(g,f)), \]  

(28)

with \( f, g \in C^0_0(\mathcal{M}) \) and \( \omega_2(f,g) \overset{\text{def}}{=} \omega(\phi(f)\phi(g)) \). By hermiticity, the symmetrized 2-point function is always real and non-negative, which was essentially already noted in (9) and (10) of Proposition 7. Also, by Proposition 5, \( \phi(f) \) depends only on the equivalence class \([f] \in \mathcal{E}\). Hence, \( \omega_S^2 : \mathcal{E} \times \mathcal{E} \to \mathbb{R} \) defines a real symmetric bilinear form. Finally, the inequality (11) from Proposition 7, which we can rewrite as

\[ \frac{1}{4}|E([f],[g])|^2 \leq \omega_S^2([f],[f])\omega_S^2([g],[g]), \]  

(29)

shows that \( \omega_S^2 \) is non-degenerate on \( \mathcal{E} \), since it majorizes \( E \), which is already known to be non-degenerate by Proposition 8. Thus, a state \( \omega \) on \( \mathcal{A}(\mathcal{M}) \) induces a positive scalar product \( \omega_S^2 \) on \( \mathcal{E} \) (and also on \( \mathcal{S}_{\omega_0} \) by the isomorphism of Proposition 8). We will use this scalar product structure and the inequality (29) to construct quasifree states in the next section.

2.4 Quasifree states, also known as Gaussian states

There is a plethora of states on \( \mathcal{A}(\mathcal{M}) \), the first class we consider is that of the quasifree or Gaussian states. They mimic the Fock representation of Minkowski vacuum and they are completely determined from the two-point function by means of a prescription generalizing the well known Wick procedure which also guarantees essential self-adjointness of the field operators \( \phi_\omega \) since they are regular (Definition 9).

**Definition 13 (Quasifree states).** An algebraic state \( \omega : \mathcal{A}(\mathcal{M}) \to \mathbb{C} \) is said to be quasifree or Gaussian if its \( n \)-point functions agree with the so-called Wick procedure, in other words they satisfy the following pair of requirements for all choices of \( f_k \in C^0_0(\mathcal{M}) \),

\begin{enumerate}
  \item \( \omega_n(f_1, \ldots, f_n) = 0 \), for \( n = 1, 3, 5, \ldots \)
  \item \( \omega_n(f_1, \ldots, f_n) = \sum_{\text{partitions}} \omega_2(x_{i_1},x_{i_2}) \cdots \omega_2(x_{i_{n-1}},x_{i_n}) \), for \( n = 2, 4, 6, \ldots \)
\end{enumerate}

For the case of \( n \) even, the partitions refers to the class of all possible decomposition of set \( \{1, 2, \ldots, n\} \) into \( n/2 \) pairwise disjoint subsets of 2 elements

\[ \{i_1,i_2\}, \{i_3,i_4\} \ldots \{i_{n-1},i_n\} \]

with \( i_{2k-1} < i_{2k} \) for \( k = 1, 2, \ldots, n/2 \).

We will prove in the next section that quasifree states exist in a generic curved spacetime for a massive scalar field and \( \xi = 0 \). Instead we intend to clarify here
the structure of the GNS representation of quasifree states, proving that it is a Fock representation. The characterization theorem relies on the following intermediate result.

**Proposition 11 (One-particle structure).** Consider the symplectic vector space \((\text{Sol}, \tau)\), cf. Proposition [8].

(a) If a real scalar product \(\mu : \text{Sol} \times \text{Sol} \to \mathbb{R}\) satisfies

\[
\frac{1}{4} |\tau(x,y)|^2 \leq \mu(x,x)\mu(y,y) \quad \forall x, y \in \text{Sol} \tag{30}
\]

then there exists a pair \((K, H)\), called one-particle structure associated to \((\text{Sol}, \tau, \mu)\) where \(H\) is a complex Hilbert space and \(K : \text{Sol} \to H\) is a map satisfying

(i) \(K\) is \(\mathbb{R}\) linear and \(K(\text{Sol}) + iK(\text{Sol})\) is dense in \(H\) (though \(K(\text{Sol})\), as a real subspace of \(H\), need not be dense by itself),

(ii) \(\langle Kx|Ky \rangle = \mu(x,y) + \frac{i}{2}\tau(x,y)\) for all \(x, y \in \text{Sol}\).

(b) If \((K', H')\) satisfies (i) in (a) and \(\tau(x,y) = 2\text{Im}(\langle K'|K'y \rangle \mu')\), then the scalar product \(\mu\) on \(\text{Sol}\) obtained from (ii) in (a) also satisfies \((30)\).

(c) A pair \((H', K')\) satisfies (i) and (ii) in (a) if and only if there is an isometric surjective operator \(V : H \to H'\) with \(VK = K'\).

**Proof.** Barring different conventions on signs the proof is given in Proposition 3.1 in [42]. □

A characterization theorem for quasifree states can now be proved using the lemma above with the following theorem that can be obtained by Lemma A.2, Proposition 3.1 and a comment on p.77 in [42] (again modulo different conventions on signs) where the approach based on Weyl \(\mathbb{C}^*\)-algebras is pursued. For quasifree states the approaches relying on CCR \(\mathbb{C}^*\)-algebras and Weyl \(\mathbb{C}^*\)-algebras are technically equivalent. The fact that, on a Fock space, an operator as the one in (33) is essentially self-adjoint in the indicated domain [8] is well known and can be proved directly, for instance, using analytic vectors.

**Theorem 2 (Characterization of quasifree states).** Consider the \(\ast\)-algebra \(\mathcal{A}(\mathcal{M})\) associated to a real scalar KG field. Suppose that \(\mu\) is a real scalar product on \(\text{Sol}\) which verifies \((30)\). The following hold.

(a) There exists a quasifree state \(\omega\) on \(\mathcal{A}(\mathcal{M})\) such that

\[
\omega_2(f, g) = \mu(Ef, Eg) + \frac{i}{2} E(f, g), \quad \forall f, g \in C^0_0(\mathcal{M}). \tag{31}
\]

(b) The GNS triple \((\mathcal{H}_\omega, D_\omega, \pi_\omega, \Psi_\omega)\) consists of the following:

(i) \(\mathcal{H}_\omega\) is the bosonic (symmetrized) Fock space with the one-particle subspace being \(H\), of the one structure particle \((K, H)\) in Proposition [11].
(ii) $\Psi_\omega$ is the vacuum vector of the Fock space;

(iii) $D_\omega$ is the dense subspace of the finite complex linear combinations of $\Psi_\omega$ and all of the vectors

$$a^\dagger(\psi_1) \cdots a^\dagger(\psi_n) \Psi_\omega \text{ for } n = 1, 2, \ldots \text{ and } \psi_k \in \operatorname{Sol}$$

where $a^\dagger(\psi)$ is the standard creation operator corresponding to the solution $\psi \in \operatorname{Sol}$.

(iv) $\pi_\omega$ is completely determined by $a$ and $a^\dagger$, with $a(\psi)$ being the annihilation operator corresponding to the solution $\psi \in \operatorname{Sol}$.

The quasifree state $\omega$ determined by $\mu$ is pure if and only if the image $\mathcal{K}(\operatorname{Sol})$ is dense in the one-particle subspace $H$, thus strengthening (i) of Proposition 11. This condition is equivalent to:

$$\mu(\psi, \psi) = \frac{1}{4} \sup_{\xi \neq 0} \frac{1}{\mu(\xi, \xi)} \frac{1}{2} \tau(\psi, \xi) |\tau(\psi, \xi)|^2.$$

Remark 13.

(1) $K$ is always injective because of (ii) in Proposition 11 since $\tau$ is non-degenerate.

(2) The requirement (30) is equivalent to saying that there is a bounded operator $J$ everywhere defined in the real Hilbert space obtained by taking the completion $\mathcal{R}$ of $\operatorname{Sol}$ with respect to the real scalar product induced by $\mu$, such that $\frac{1}{2} \tau(\psi, \xi) = \omega_2(\psi, J\xi)$, for $\psi, \xi \in \operatorname{Sol}$, and $||J|| \leq 1$. It also holds that $J^T = -J$. It is not so difficult to prove that the corresponding state $\omega$, as defined above, is pure if and only if $JJ = -I$, that is $J$ is anti unitary. In this case $(\mathcal{R}, \mu, \frac{1}{2} \tau, J)$ defines an almost Kähler structure on $\mathcal{R}$.

2.5 Existence of quasifree states in globally hyperbolic spacetimes

In four-dimensional Minkowski spacetime $\mathcal{M} \equiv \mathbb{M}$, a distinguished real scalar product $\mu$ on $\operatorname{Sol} \equiv C_0^\infty(\mathcal{M})/\operatorname{Ker}(E)$ can easily be defined as follows in a Minkowski

---

3 It holds that $[a(\psi), a^\dagger(\xi)] = \langle K\psi | K\xi \rangle$, $[a(\psi), a(\xi)] = 0 = [a^\dagger(\psi), a^\dagger(\xi)]$ if $\psi, \xi \in \operatorname{Sol}$, and $a(\xi)$, $a(\psi)$ are defined on $D_\omega$, with $a^\dagger(\psi) = a(\psi)^\dagger|_{D_\omega}$.

4 Recall that this isomorphism was established in Proposition 8 based on the well-posedness properties of the Klein-Gordon equation. From now one, we will be making use of this isomorphism implicitly.
reference frame with coordinates \((t, x) \in \mathbb{R} \times \mathbb{R}^3\). Consider \(f \in C_0^\infty(\mathcal{M})\) and the associated solution of KG equation \(\psi_f \overset{\text{def}}{=} Ef\):

\[
\psi_f(t, x) = \int_{\mathbb{R}^3} \frac{\phi_f(k)e^{i\mathbf{k} \cdot \mathbf{x} - iE(t)}}{(2\pi)^{3/2}\sqrt{2E(k)}} dk
\]  

(35)

where \(E(k) \overset{\text{def}}{=} \sqrt{k^2 + m^2}\) (we assume here \(m > 0\)) and \(\phi_f \in \mathcal{S}(\mathbb{R}^3)\) (the Schwartz test function space) is obtained by the smooth compactly supported Cauchy data of \(\psi_f\) on the Cauchy surface defined by \(t = 0\). If defining

\[
\mu_{0d}(f, f') \overset{\text{def}}{=} \text{Re} \int_{\mathbb{R}^3} \overline{\phi_f(k)}\phi_{f'}(k)dk
\]  

(36)

we obtain a well defined real scalar product on \(\text{Sol} \cong \mathcal{E}\) which satisfies [29] as can be proved by direct inspection with elementary computations. The arising quasifree state \(\omega_{\mathcal{M}}\) is nothing but the Minkowski vacuum and we find the standard QFT free theory for a real scalar field in Minkowski spacetime. The integral kernel of \(\omega_{\mathcal{M}}\) in this case is a proper distribution of \(\mathcal{D}'(\mathbb{R}^4 \times \mathbb{R}^4)\) and reads

\[
\omega_{\mathcal{M}2}(x, y) = \lim_{\epsilon \to 0^+} \frac{m^2}{(2\pi)^2} \frac{K_1 \left( m\sqrt{[(x - y)^2 - (t_1 - t_2 - i\epsilon)^2]} \right)}{m\sqrt{|x - y|^2 - (t_1 - t_2 - i\epsilon)^2}}
\]  

(37)

where the weak limit is understood in the standard distributional sense and the branch cut in the complex plane to uniquely define the analytic functions appearing in (37) is assumed to stay along the negative real axis. Another equivalent expression for \(\omega_{\mathcal{M}2}\) is given in terms of Fourier transformation of distributions,

\[
\omega_{\mathcal{M}2}(x, y) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^4} e^{-ip(x - y)} \theta(p^0) \delta(p^2 + m^2)dp.
\]  

(38)

where \(px = p^0x^0 - \sum_{j=1}^3 p^jx^j\) is the Minkowski scalar product. The above formula is convenient for showing the following important property of \(\omega_{\mathcal{M}2}\).

**Proposition 12.** If \(f \in C_0^\infty(\mathcal{M})\), then \(\omega_{\mathcal{M}2}(x, f)\) and \(\omega_{\mathcal{M}2}(f, y)\) are smooth.

**Proof.** Let \(\hat{f}(p) = \int_{\mathbb{R}^4} e^{ipy} f(y)dy\). Since \(f \in C_0^\infty(\mathcal{M})\), \(\hat{f}\) must be a Schwartz function. Then, since \(\omega_{\mathcal{M}2}(f, y) = \omega_{\mathcal{M}2}(y, f)\), it is enough to consider

\[
\omega_{\mathcal{M}2}(x, f) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^4} dp e^{-ipx} \theta(p^0) \delta(p^2 + m^2) \int_{\mathbb{R}^4} dy f(y)e^{ipy}
\]

\[
= \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} dk e^{-ipkx} \frac{\hat{f}(p_k)}{\sqrt{k^2 + m^2}},
\]

where \(p_k = \left( \sqrt{k^2 + m^2}, k \right)\). Since \(\hat{f}\) is Schwartz, so is the above integrand. It is then easy to see from this integral representation that \(\omega_{\mathcal{M}2}(x, f)\) is smooth. \(\square\)
In view of the definition of quasifree state Definition 13, all the $n$-point functions of $\omega_M$ are distributions of $\mathcal{D}'((\mathbb{R}^4)^n)$. It turns out that the associated one-particle structure $(H_M, K_M)$ is

$$H_M = L^2(\mathbb{R}^3, dk), \quad K_M : \text{Sol} \ni \psi_f \mapsto \phi_f \in L^2(\mathbb{R}^3, dk).$$

The condition in part (d) of Theorem 2 is true and thus Minkowski vacuum is pure. In spite of the Poincaré non-invariant approach, the pictured procedure leads to a Poincaré invariant structure as we shall see later.

More generally, a natural pure quasifree state $\omega_\zeta$ exists as soon as the globally hyperbolic spacetime admits a time-like Killing field $\zeta$, i.e., in stationary space-times, provided $m > 0$, $\xi = 0$ and it when holds $g(\zeta, \zeta) \geq c > 0$ uniformly on a smooth space-like Cauchy surface, for some constant $c$ [64, §4.3]. In that case, a $\zeta$-invariant Hermitian scalar product can be constructed out of a certain auxiliary Hermitian scalar product $(\psi_f | \psi_g)$ induced by the stress energy tensor

$$T_{ab}(\psi_f, \psi_g) \overset{\text{def}}{=} \frac{1}{2} (\nabla_a \psi_f \nabla_b \psi_g + \nabla_b \psi_f \nabla_a \psi_g) - \frac{1}{2} g_{ab} (\nabla^c \psi_f \nabla_c \psi_g - m^2 \psi_f \psi_g)$$

evaluated on solutions $\psi_f, \psi_g \in \text{Sol} + i \text{Sol} \overset{\text{def}}{=} \text{Sol}_C$ of KG equation and contracted with $\zeta$ itself.

$$(\psi_f | \psi_g) \overset{\text{def}}{=} \int_\Sigma T_{ab}(\psi_f, \psi_g) n_a \zeta_b d\Sigma.$$ 

This positive Hermitian form does not depend on the Cauchy surface $\Sigma$ and is $\zeta$-invariant in view of the Killing equation for $\zeta$ and $\nabla^a T_{ab}(\psi_f, \psi_g) = 0$ which holds as a consequence of KG equations for $\psi_f$ and $\psi_g$. This Hermitian scalar product gives rise to a complex Hilbert space $\mathcal{H}_0$ obtained by taking the completion of $\text{Sol}_C$. It turns out that the time evolution generated by $\zeta$ in $\text{Sol}_C$ is implemented by a strongly continuous unitary group on $\mathcal{H}_0$, with self-adjoint generator $H$. The spectrum of $H$ is bounded away from zero and thus $E^{-1}$ exists as a bounded, everywhere defined, operator on $\mathcal{H}_0$. Let $\mathcal{H}_0^+ \subset \mathcal{H}_0^+$ be the positive spectral closed subspace of $\mathcal{H}_0$ and let $P_+ : \mathcal{H}_0 \to \mathcal{H}_0^+$ be the corresponding orthogonal projector. The distinguished scalar product defining the quasi-free pure (because (34) holds) state $\omega_\zeta$ is finally defined as

$$\omega(\psi, \psi') \overset{\text{def}}{=} \Re \left( P_+ \psi \left| \frac{1}{2} H^{-1} P_+ \psi' \right. \right), \quad \psi, \psi' \in \text{Sol}. \quad (39)$$

This procedure can be viewed as a rigorous version of the popular one based of positive frequency mode decomposition with respect to the notion of time associated to $\zeta$ in particular because it can easily be proved that

$$H \psi = i \zeta^a \partial_a \psi$$

when $\psi \in \text{Sol}_C$. Therefore $P_+ \psi$ entering the right hand side of (39) contains “positive frequencies” only, since $P_+$ project on the positive part of the spectrum of the
energy $H$. The state $\omega_\zeta$ coincides with the Minkowski vacuum in Minkowski spacetime when $\zeta = \partial_t$ with respect to any Minkowski coordinate system. This result has a well-known \cite{64} important consequence.

**Theorem 3 (Existence of quasifree states).** Consider a globally hyperbolic spacetime $\mathcal{M}$ and assume that $\xi = 0$ and $m > 0$ in the definition of $\mathcal{A}(\mathcal{M})$. There exist quasifree states on $\mathcal{A}(\mathcal{M})$.

**Sketch of proof.** Take a smooth space-like Cauchy surface $\Sigma \subset \mathcal{M}$. It is always possible to smoothly deform $\mathcal{M}$ in the past of $\Sigma$ obtaining an overall globally hyperbolic spacetime still admitting $\Sigma$ as a Cauchy surface and such that the open past of $\Sigma, \mathcal{M}^-$, (in the deformed spacetime) has the following property. There is a second Cauchy surface $\Sigma_1$ in $\mathcal{M}^-$ whose open past $\mathcal{M}_1^-$ includes a smooth time-like Killing field $\zeta$ satisfying the sufficient requirements for defining and associate quasifree state $\omega_\zeta$ on $\mathcal{A}(\mathcal{M}_1^-)$. However, if $\mathcal{M}^+$ denotes the open future of $\Sigma$ (in the original spacetime), Propositions 5 and 6 easily imply that $\mathcal{A}(\mathcal{M}^+) = \mathcal{A}(\mathcal{M}^-) = \mathcal{A}(\mathcal{M}_1^-)$. Therefore $\omega_\zeta$ is a state on $\mathcal{A}(\mathcal{M}^+) = \mathcal{A}(\mathcal{M}_1^-)$. Again Propositions 5 and 6 and the very definition of quasifree state easily prove that $\omega_\zeta$ is quasifree on $\mathcal{A}(\mathcal{M})$ if it is quasifree on $\mathcal{A}(\mathcal{M}_1^-)$. \(\square\)

### 2.6 Unitarily inequivalent quasifree states gravitationally produced

Coming back to what already pronounced in (6) in Remark \cite{65} we have the following definition.

**Definition 14.** Two states $\omega_1$ and $\omega_2$ on $\mathcal{A}(\mathcal{M})$ and the respective GNS representations are said to be **unitarily equivalent** \cite{65} if there is an isometric surjective operator $U : \mathcal{H}_{\omega_1} \to \mathcal{H}_{\omega_2}$ such that $U\hat{\phi}_{\omega_1}(f)U^{-1} = \hat{\phi}_{\omega_2}(f)$ for every $f \in C_0^\infty(\mathcal{M})$.

**Remark 14.** Notice that it is not necessary that $U\Psi_{\omega_1} = \Psi_{\omega_2}$ and it generally does not happen. As a consequence $\mathcal{H}_{\omega_2}$ includes vector states different from the Fock vacuum which are however quasifree.

The question if a pair of states are unitarily equivalent naturally arises in the following situation. Consider a time-oriented globally hyperbolic spacetime $\mathcal{M}$ such that, in the future of a Cauchy surface $\Sigma_+$, the spacetime is stationary with respect to the Killing vector field $\xi_+$ and it is also stationary in the past of another Cauchy surface $\Sigma_-$, in the past of $\Sigma_+$, referring to another Killing vector field $\xi_-$. For instance we can suppose that $\mathcal{M}$ coincides to (a portion of) Minkowski spacetime in the two mentioned stationary regions and a gravitational curvature bump takes place between them. This way, two preferred quasifree states $\omega_+$ and $\omega_-$ turn out to be

\footnote{It should be evident that the given definition does not depend on the particular GNS representation chosen for each state $\omega_i$.}
defined on the whole algebra \( \mathcal{A}(M) \), not only in the algebras of observables localized in the two respective static regions regions. The natural question is whether or not the GNS representations of \( \omega_+ \) and \( \omega_- \) are unitarily equivalent, so that, in particular, the state \( \omega_- \) can be represented as a vector state \( U\Psi_{\omega_-} \) in the Hilbert space \( \mathcal{H}_{\omega_+} \) of the state \( \omega_+ \). Notice that, even in the case the isometric surjective operator \( U \) exists making the representations unitarily equivalent, \( U\Psi_{\omega_-} \neq \Psi_{\omega_+} \) in general, so that \( U\Psi_{\omega_-} \) may have non-vanishing projection in the subspace containing states with \( n \) particles in \( \mathcal{H}_{\omega_+} \). This phenomenon is physically interpreted as creation of particles due to the gravitational field and \( U \) has the natural interpretation of an \( S \) matrix.

The following crucial result holds for quasifree states [64].

**Theorem 4 (Unitary equivalence of quasifree states).** If \( M \) is a globally hyperbolic spacetime, consider two quasifree states \( \omega_1 \) and \( \omega_2 \) on \( \mathcal{A}(M) \) respectively induced by the scalar product \( \mu_1 \) and \( \mu_2 \) on \( \text{Sol}(M) \cong E \) and indicate by \( \mathcal{R}_{\mu_1} \) and \( \mathcal{R}_{\mu_2} \) the real Hilbert spaces obtained by respectively completing \( \text{Sol} \).

The states \( \omega_1 \) and \( \omega_2 \) may be unitarily equivalent only if they induce equivalent norms on \( \text{Sol} \), that is there are constants \( C, C' > 0 \) with

\[
C \mu_1(x,x) \leq \mu_2(x,x) \leq C' \mu_1(x,x) \quad \forall x \in \text{Sol}.
\]

When the condition is satisfied there is a unique bounded operator \( Q : \mathcal{R}_{\mu_1} \to \mathcal{R}_{\mu_1} \) such that

\[
\mu_1(x,Qy) = \mu_2(x,y) - \mu_1(x,y) \quad \forall x,y \in \text{Sol}.
\]

In this case \( \omega_1 \) and \( \omega_2 \) are unitarily equivalent if and only if \( Q \) is trace class in \( \mathcal{R}_{\mu_1} \).

In general, the said condition fails when \( \omega_1 \) and \( \omega_2 \) are stationary states associated with two stationary regions (in the past and in the future) of a spacetime, as discussed in the introduction of this section [64], [23, Ch.7]. It happens in particular when the Cauchy surfaces have infinite volume. In this case the states turn out to be unitarily inequivalent. On the other hand there is no natural preferred choice between \( \omega_+ \) and \( \omega_- \) and this fact suggests that the algebraic formulation is more useful in QFT in curved spacetime than the, perhaps more familiar, formulation in a Hilbert space.

### 2.7 States invariant under the action of spacetime symmetries

The quasifree state \( \omega_\zeta \) on \( \mathcal{A}(M) \) mentioned to exist above for stationary globally hyperbolic spacetimes for massive scalar fields is invariant under the action of \( \zeta \) (which we assume to be complete for the sake of simplicity) in the following sense. Just because \( \zeta \) is a Killing field (and the subsequent construction does depend on the fact that \( \zeta \) is time-like), the action of the one-parameter group of isometries \( \{ \chi_{\zeta}(t) \}_{t \in \mathbb{R}} \) generated by \( \zeta \) leaves \( \text{Sol} \) invariant. This is equivalent to saying that when
\{\mathcal{A}^{(\zeta)}_t\}_{t \in \mathbb{R}} \text{ acts on } C_0^\infty(\mathcal{M}) \text{ it preserves } E \text{ (the commutation relations of quantum fields are consequently preserved in particular). In view of Proposition } \ref{prop:stone}\text{ a one-parameter group of } *\text{-algebra isomorphisms } \alpha^{(\zeta)}_t : \mathcal{A}(\mathcal{M}) \rightarrow \mathcal{A}(\mathcal{M}) \text{ arises this way, completely defined by the requirement beyond the obvious } \alpha_t(\mathbf{1}) = \mathbf{1} \text{ if } t \in \mathbb{R} \text{ and}

\alpha^{(\zeta)}_t(\phi(f)) \overset{\text{def}}{=} \phi \left( f \circ \chi^{(\zeta)}_{-t} \right), \quad t \in \mathbb{R}, \quad f \in C_0^\infty(\mathcal{M}).

It turns out that, if } \omega_\zeta \text{ is constructed by the procedure above mentioned when } \zeta \text{ is time-like, } \omega_\zeta \text{ is } \zeta\text{-invariant in the sense that:}

\omega_\zeta \circ \alpha^{(\zeta)}_t = \omega_\zeta \quad \forall t \in \mathbb{R}. \quad (40)

When passing to the GNS representation, Proposition\ref{prop:gs} implies that there is a one-parameter group of unitary operators such that

(i) \quad U^{(\zeta)}_t \Psi_{\omega_\zeta} = \Psi_{\omega_\zeta}, \quad U^{(\zeta)}_t (D_{\omega_\zeta}) = D_{\omega_\zeta},

(ii) \quad U^{(\zeta)}_t \pi_{\omega_\zeta}(a) U^{(\zeta)}_t^{\ast} \overset{\text{def}}{=} \pi_{\omega_\zeta} \left( \alpha^{(\zeta)}_t(a) \right) \text{ for all } t \in \mathbb{R} \text{ and } a \in \mathcal{A}(\mathcal{M}).

Moreover we know that } \{U^{(\zeta)}_t\}_{t \in \mathbb{R}} \text{ is strongly continuous if and only if}

\lim_{t \to 0} \omega_\zeta \left( a^* \alpha^{(\zeta)}_t(a) \right) = \omega_\zeta(a^*a), \quad \forall a \in \mathcal{A}(\mathcal{M}).

In this case, Stone’s theorem entails that there is a unique self-adjoint operator } H^{(\zeta)} \text{ with } e^{-itH^{(\zeta)}} = U^{(\zeta)}_t \text{ for every } t \in \mathbb{R} \text{ and } H^{(\zeta)} \Psi_{\omega_\zeta} = 0. \text{ If } \sigma(H^{(\zeta)}) \subset [0, +\infty) \text{ and } \Psi_{\omega_\zeta} \text{ is, up to factors, the unique eigenvector of } H^{(\zeta)} \text{ with eigenvalue } 0, \omega_\zeta \text{ is said to be a ground state (this definition generally applies to an invariant state under the action of a time-like Killing symmetry, no matter if the state is quasifree).}

Remark 15. The one-parameter group } U^{(\zeta)}_t \text{ associated with the time-like-Killing vector field } \zeta \text{ has the natural interpretation of time evolution with respect to the notion of time associated with } \xi \text{ and, in case the group is strongly continuous } H^{(\zeta)} \text{ is the natural Hamiltonian operator associated with that evolution. However, for a generic time-oriented globally hyperbolic spacetime, no notion of Killing time is suitable and consequently, no notion of (unitary) time evolution is possible. Time evolution } \text{ à la Schroedinger } \text{ is not a good notion to be extended to QFT in curved spacetime. Observables do not evolve, they are localized in bounded regions of spacetime by means of the smearing procedure. Causal relations are encompassed by the Time-slice axiom which is a theorem for free fields (Proposition } \ref{prop:tsa}.)

Abandoning the case of time-like Killing symmetries, it is worth stressing that, generally speaking, every isometry } \gamma : \mathcal{M} \rightarrow \mathcal{M}, \text{ not necessarily Killing and not necessarily time-like if Killing, induces a corresponding automorphism of unital } *\text{-algebras, } \beta^{(\gamma)}_t \text{ of } \mathcal{A}(\mathcal{M}), \text{ via Proposition } \ref{prop:aut}\text{ completely defined by the requirements }

\beta^{(\gamma)}_t(\phi(f)) \overset{\text{def}}{=} \phi \left( f \circ \gamma^{-1} \right). \text{ If a state } \omega \text{ is invariant under } \beta^{(\gamma)}, \text{ we can apply Proposition } \ref{prop:invariant}\text{ in order to unitarily implement this symmetry in the GNS representation of } \omega.
Some discrete symmetries can be represented in terms of anti-linear automorphisms, like the time reversal in Minkowski spacetime. Again $\beta(\gamma(\phi(f))) \overset{\text{def}}{=} \phi(f \circ \gamma^{-1})$ completely determine the anti-linear automorphism via Proposition 10. If a state $\omega$ is invariant under $\beta(\gamma)$, we can apply Proposition 3, in order to implement this symmetry anti-unitarily in the GNS representation of $\omega$.

Remark 16.

(1) It easy to prove that, if the state $\omega : \mathcal{A}(M) \to \mathbb{C}$ is invariant under the (anti-linear) automorphism $\beta : \mathcal{A}(M) \to \mathcal{A}(M)$ is quasifree, the spaces with fixed number of particles of the GNS Fock representation of $\omega$ are separately invariant under the action of the unitary (resp. anti-unitary) operator $U(\beta)$ implementing $\beta$ in the Fock representation of $\omega$ in view of Proposition 10.

(2) A known result [41] establishes the following remarkable uniqueness result (actually proved for Weyl algebras, but immediately adaptable to our CCR framework).

Proposition 13 (Uniqueness of pure invariant quasifree states). Assume that a quasifree state $\omega : \mathcal{A}(M) \to \mathbb{C}$ is pure and invariant under a one-parameter group of automorphisms $\{\beta_t\}_{t \in \mathbb{R}}$ of $\mathcal{A}(M)$, giving rise to a strongly continuous unitary group $\{U_t\}_{t \in \mathbb{R}}$ implementing $\{\beta_t\}_{t \in \mathbb{R}}$ in the GNS representation of $\omega$. The pure quasifree state $\omega$ is uniquely determined by $\{\beta_t\}_{t \in \mathbb{R}}$ if the self-adjoint generator of $\{U_t\}_{t \in \mathbb{R}}$ restricted to the one-particle Hilbert space of $\omega$ is positive without zero eigenvalues.

Let us focus on the Minkowski vacuum, that is the quasifree state $\omega_M$ on four-dimensional Minkowski spacetime $M$ defined in Section 2.5 by the two-point function (37). As a matter of fact, $\omega_M$ turns out to be invariant under the natural action of orthochronous proper Poincaré group and that the corresponding unitary representation of this connected Lie (and thus topological) group is strongly continuous. In particular the self-adjoint generator of time displacements (with respect to every timelike direction), in the one-particle Hilbert space, satisfies the hypotheses of Proposition 13. As $\omega_M$ is pure, it is therefore the unique pure quasifree state invariant under the orthochronous proper Poincaré group. $\omega_M$ is a ground state with respect to any Minkowski time evolution and, by direct inspection, one easily sees that the state it is also invariant under the remaining discrete symmetries of Poincaré group $T$, $P$ and $PT$ which are consequently (anti-)unitarily implementable in the GNS Hilbert space. Finally, it turns out that the one-particle space is irreducible under the action of the orthochronous proper Poincaré group, thus determining an elementary particle in the sense of the Wigner classification, with mass $m$ and zero spin.

3 Hadamard quasifree states in curved spacetime

The algebra of observables generated by the field $\phi(f)$ smeared with smooth functions is too small to describe important observables in QFT in curved spacetime.
Maybe the most important is the stress energy tensor (obtained as a functional derivative of the action with respect to $g^{ab}$) that, for our Klein-Gordon field it reads,

$$T_{ab} \equiv (1 - 2\xi)\nabla_a\phi\nabla_b\phi - 2\xi\phi\nabla_a\phi\nabla_b\phi - \xi\phi^2G_{\mu\nu}$$

$$+ g_{ab} \left\{ 2\xi\phi^2 + \left( 2\xi - \frac{1}{2} \right) \nabla^c\phi\nabla_c\phi + \frac{1}{2}m^2\phi^2 \right\}.$$  \hspace{1cm} (41)

It concerns products of fields evaluated at the same point of spacetime, like $\phi^2(x)$. This observable, as usual smeared with a function $f \in C_0^\infty(M)$, could be formally interpreted as

$$\phi^2(f) = \int_M \phi(x)\phi(y)f(x)\delta(x,y) \, d\text{vol}_M.$$  \hspace{1cm} (42)

However this object does not belong to $A(M)$. Beyond the fact that $T_{ab}$ describe the local content of energy, momentum and stress of the field, the stress-energy tensor is of direct relevance for describing the back reaction on the quantum fields on the spacetime geometry through the semi-classical Einstein equation

$$G_{ab}(x) = 8\pi\omega(T_{ab}(x))$$  \hspace{1cm} (43)

or also, introducing a smearing procedure

$$\int_M G_{ab}(x)f(x) \, d\text{vol}_M = 8\pi \int_M \omega(T_{ab}(x))f(x) \, d\text{vol}_M,$$

where $\omega(T_{ab}(x))$ has the interpretation of the (integral kernel of the) expectation value of the quantum observable $T_{ab}$ with respect to some quantum state $\omega$. Barring technicalities due to the appearance of derivatives, the overall problem is here to provide (42) with a precise mathematical meaning, which in fact, is equivalent to a suitable enlargement the algebra $A(M)$.

### 3.1 Enlarging the observable algebra in Minkowski spacetime

In flat spacetime $M = \mathbb{M}$, for free QFT, at the level of expectation values and quadratic forms the above mentioned enlargement of the algebra is performed exploiting a physically meaningful reference state, the unique Poincaré invariant quasifree (pure) state introduced in Section 2.5 and discussed at the end of Section 2.7, $\omega_\mathbb{M}$. We call this state Minkowski vacuum.

Let us first focus on the elementary observable $\phi^2$. We shall indicate it with $\phi^2(x)$; and we define it as a Hermitian quadratic form on $D_{\omega_\mathbb{M}}$.

We start by defining the operator on $D_{\omega_\mathbb{M}}$ for $f, g \in C_0^\infty(\mathbb{R}^4)$
\[ \hat{\phi}(f) \hat{\phi}(g) \overset{\text{def}}{=} \hat{\phi}(f) \hat{\phi}(g) - \langle \Psi_{\omega_{M}} | \hat{\phi}(x) \hat{\phi}(y) \Psi_{\omega_{M}} \rangle I \]  \hspace{1cm} (44)

(As usual \( \hat{\phi}(f) = \hat{\phi}_{\omega_{M}}(f) \) throughout this section.) Next, for \( \Psi \in D_{\omega_{M}} \) we analyze its integral kernel, assuming that it exists, \( \langle \Psi | \hat{\phi}(x) \hat{\phi}(y) | \Psi \rangle \) which is symmetric since the antisymmetric part of the right-hand side of (44) vanishes in view of the commutation relations of the field. The explicit form of the distribution \( \omega_{M}(x, y) = \langle \Psi_{\omega_{M}} | \hat{\phi}(x) \hat{\phi}(y) \Psi_{\omega_{M}} \rangle \) appears in (37). We prove below that the mentioned formal kernel \( \langle \Psi | \hat{\phi}(x) \hat{\phi}(y) | \Psi \rangle \) not only exists but it also is a jointly smooth function. Consequently we are allowed to define, for any \( \Psi \in D_{\omega_{M}} \),

\[ \langle \Psi | \hat{\phi}^{2}; (f) | \Psi \rangle \overset{\text{def}}{=} \int_{\mathcal{M}^{2}} \langle \Psi | \hat{\phi}(x) \hat{\phi}(y) | \Psi \rangle f(x, y) \text{dvol}_{\mathcal{M}^{2}}(x, y). \]  \hspace{1cm} (45)

Finally, the polarization identity uniquely defines \( \hat{\phi}^{2}; (f) \) as a symmetric quadratic form \( D_{\omega_{M}} \times D_{\omega_{M}} \).

\[ \langle \Psi' | \hat{\phi}^{2}; (f) | \Psi \rangle \overset{\text{def}}{=} \frac{1}{4} \left( \langle \Psi' + \Psi | \hat{\phi}^{2}; (f) (\Psi' + \Psi) \rangle - \langle \Psi' - \Psi | \hat{\phi}^{2}; (f) (\Psi' - \Psi) \rangle - i \langle \Psi' + i \Psi | \hat{\phi}^{2}; (f) (\Psi' + i \Psi) \rangle + i \langle \Psi' - i \Psi | \hat{\phi}^{2}; (f) (\Psi' - i \Psi) \rangle \right) \]  \hspace{1cm} (46)

There is no guarantee that an operator \( \hat{\phi}^{2}; (f) \) really exists on \( D_{\omega_{M}} \) satisfying (45) however if it exists, since \( D_{\omega_{M}} \) is dense and (46) holds, it is uniquely determined by the class of the expectation values \( \langle \Psi | \hat{\phi}^{2}; (f) | \Psi \rangle \) on the states \( \Psi \in D_{\omega_{M}} \). As promised, let us prove that the kernel defined in (45) is a smooth function. First of all, notice that, as a general result arising from the GNS construction, every \( \Psi \in D_{\omega} \) can be written as

\[ \Psi = \sum_{n \geq 0, i_{1}, \ldots, i_{n} \geq 1} C_{i_{1}, \ldots, i_{n}}^{(n)} \hat{\phi}(f_{i_{1}}^{(n)}) \cdots \hat{\phi}(f_{i_{n}}^{(n)}) \Psi_{\omega_{M}} \]  \hspace{1cm} (47)

where only a finite number of coefficients \( C_{i_{1}, \ldots, i_{n}}^{(n)} \in \mathbb{C} \) is non-vanishing and the term in the sum corresponding to \( n = 0 \) is defined to have the form \( c_{0} \Psi_{\omega_{M}} \). We have

\[ \langle \Psi | \hat{\phi}(x) \hat{\phi}(y) | \Psi \rangle = \sum_{n \geq 0, i_{1}, \ldots, i_{n} \geq 1} \sum_{m \geq 0, j_{1}, \ldots, j_{m} \geq 1} \overline{C}_{j_{1}, \ldots, j_{m}}^{(m)} C_{i_{1}, \ldots, i_{n}}^{(n)} \langle \Psi_{\omega_{M}} | \hat{\phi}(f_{j_{m}}^{(m)}) \cdots \hat{\phi}(f_{j_{1}}^{(m)}) \hat{\phi}(x) \hat{\phi}(y) \hat{\phi}(f_{i_{n}}^{(n)}) \cdots \hat{\phi}(f_{i_{1}}^{(n)}) \Psi_{\omega_{M}} \rangle. \]  \hspace{1cm} (48)

Taking advantage of the quasifree property of \( \omega_{M} \), hence using the expansion of \( n \)-point functions in terms of the 2-point function of Definition[13] we can re-arrange the right hand side of (48) as (all the sums are over finite terms)

\[ \overset{6}{\text{By Riesz lemma, it exists if an only if the map }} D_{\omega_{M}} \ni \Psi' \mapsto \langle \Psi' | \hat{\phi}^{2}; (f) | \Psi \rangle \text{ is continuous for every } \Psi \in D_{\omega_{M}}. \]
\[ \langle \Psi | \hat{\phi}(x)\hat{\phi}(y)\Psi \rangle = C_{\Psi}^0 \omega_{\mathcal{M}^2}(x,y) + \sum_{m \geq 0, j \geq 1} \sum_{m' \geq 0, j' \geq 1} C_{\Psi,j,j'}^{(m)(m')} \omega_{\mathcal{M}^2}(f_{j'}^{(m')},x) \omega_{\mathcal{M}^2}(f_j^{(m')},y) + \sum_{m \geq 0, j \geq 1} \sum_{n \geq 0, i \geq 1} C_{\Psi,j,j}^{(n)(n)} \omega_{\mathcal{M}^2}(f_j^{(n)},x) \omega_{\mathcal{M}^2}(y,f_i^{(n)}) + \sum_{n' \geq 0, f \geq 1} \sum_{n \geq 0, j' \geq 1} C_{\Psi,j',j}^{(n')(n')} \omega_{\mathcal{M}^2}(x,f_{j'}^{(n')}) \omega_{\mathcal{M}^2}(y,f_i^{(n)}) , \] (49)

with all sums finite and some \( C_{\Psi} \)-coefficients that depend on the state \( \Psi \). We can be more specific about the first coefficient, in fact, according to the formula from Definition 13, we have \( C_{\Psi}^0 = \langle \Psi | \Psi \rangle \). Recall also, from Proposition 12, that \( y \mapsto \omega_{\mathcal{M}^2}(f,y) \) and \( x \mapsto \omega_{\mathcal{M}^2}(x,f) \) are smooth for any test function \( f \in C^\infty_0(\mathcal{M}) \). Hence, we can interpret Equation (49) as saying that

\[ \langle \Psi | \hat{\phi}(x)\hat{\phi}(y)\Psi \rangle = \langle \Psi | \hat{\phi}(x)\hat{\phi}(y)\Psi \rangle - \langle \Psi | \Psi \rangle \omega_{\mathcal{M}}(x,y) \in C^\infty(\mathcal{M} \times \mathcal{M}) . \] (50)

More complicated operators, i.e. \textbf{Wick polynomials} and corresponding differentiated Wick polynomials, generated by \textbf{Wick monomials}, \( \hat{\phi}^n : (f) \), of arbitrary order \( n \), can analogously be defined as quadratic forms, by means of a recursive procedure of subtraction of divergences. The stress energy operator is a differentiated Wick polynomial of order 2.

The procedure for defining \( \hat{\phi}^n : (f) \) as a quadratic form is as follows. First define recursively, where the tilde just means that the indicated element has to be omitted,

\[ \hat{\phi}(f_1) := \hat{\phi}(f_1) \]
\[ \hat{\phi}(f_1) \cdots \hat{\phi}(f_n) := \hat{\phi}(f_1) \cdots \hat{\phi}(f_n) \cdots \hat{\phi}(f_{n+1}) - \sum_{i=1}^n \hat{\phi}(f_1) \cdots \hat{\phi}(f_i) \cdots \hat{\phi}(f_{n+1}) \omega_{\mathcal{M}^2}(f_i, f_n) . \] (51)

These elements of \( \mathcal{A}(\mathcal{M}) \) turn out to be symmetric under interchange of \( f_1, f_2, \ldots, f_n \) as it can be proved by induction. By induction, it is next possible to prove that, for \( n \geq 2 \) and \( \Psi \in \mathcal{D}_{\omega_{\mathcal{M}}} \), there is a \textbf{jointly smooth kernel}

\[ \langle \Psi | \hat{\phi}(x_1) \cdots \hat{\phi}(x_n) \Psi \rangle \]

which produces \( \langle \Psi | \hat{\phi}(f_1) \cdots \hat{\phi}(f_n) \Psi \rangle \) by integration. This result arises from (51) as a consequence of the fact that

(a) \( \omega_{\mathcal{M}} \) is quasifree so that Definition 13 can be used to compute the said kernels,

(b) \( \Psi \in \mathcal{D}_{\omega_{\mathcal{M}}} \) so that the expansion (47) can be used,

(c) the functions \( F_k : x \mapsto \omega_{\mathcal{M}^2}(x, f_k) = \omega_{\mathcal{M}^2}(f_k, x) \) are smooth when \( f_k \in C^\infty_0(\mathcal{M}) \) as was mentioned above.

Indeed, we have

\[ \text{Observe in particular that } \hat{\phi}(f)\hat{\phi}(g) - \hat{\phi}(g)\hat{\phi}(f) = iE(f,g)1 - \omega_{\mathcal{M}^2}(iE(f,g)1)1 = 0. \]
after having expanded the normal product \( \hat{\phi}(g_1) \cdots \hat{\phi}(g_n) \); in the right-hand side, one can evaluate the various \( n \)-point functions arising this way by applying Definition \([9]\). It turns out that all terms \( \omega_{\mu \nu 2}(x_i, x_j) \) always appear in a sum with corresponding terms \( -\omega_{\mu \nu 2}(x_i, x_j) \) arising by the definition \((51)\) and thus give no contribution. The remaining factors are of the form \( F_k(x_j) \) and thus are smooth.

We therefore are in a position to write the definition of \( \langle \Phi | \hat{\phi}^n: (f) \Psi \rangle \) if \( \Psi \in \mathcal{D}_{obd} \)

\[
\langle \Phi | \hat{\phi}^n: (f) \Psi \rangle = \int_{\mathcal{M}^n} \langle \Phi | \hat{\phi}(x_1) \cdots \hat{\phi}(x_n) : \Psi \rangle f(x_1) \delta(x_1, \ldots, x_n) d\text{vol}_{\mathcal{M}^n}. \tag{53}
\]

Exactly as before, polarization extends the definition to a quadratic form on \( \mathcal{D}_{obd} \times \mathcal{D}_{obd} \). There is no guarantee that operators fitting these quadratic forms really exist.

**Remark 17.** The definition \((51)\) can be proved to be formally equivalent to the formal definition

\[
\hat{\phi}(x_1) \cdots \hat{\phi}(x_n) := \frac{1}{g} \frac{\delta^n}{\delta f(x_1) \cdots \delta f(x_n)} \bigg|_{f=0} e^{g \hat{\phi}(f) + \frac{1}{2} \omega_{\mu \nu 2}(f, f)} \tag{54}
\]

Though the exponential converges in the strong operator topology to a unitary operator, the **Weyl generator**, restricted to the dense domain \( \mathcal{D}_{obd} \), \( e^{g \hat{\phi}(f)} \) can be viewed here as a formal series and this series can be truncated at finite, sufficiently large, order in view of linearity of the exponent and \( f = 0 \).

### 3.2 Enlarging the observable algebra in curved spacetime

The discussed definition of Wick polynomials is **equivalent** in Minkowski spacetime to the more popular one based on the well known re-ordering procedure of creation and annihilation operators as can be proved by induction. Nevertheless this second approach is not natural in curved spacetime because, to be implemented, it needs the existence of a physically preferred reference state as Minkowski vacuum in flat spacetime, which in the general case it is not given. To develop a completely covariant theory another approach has been adopted, which generalises to curved spacetime the previously outlined definition of Wick polynomials based on a “divergence subtraction” instead of a re-ordering procedure. The idea is that, although it is not possible to uniquely assign each spacetime with a physically distinguishable state, it is possible to select a type of divergence in common with all physically relevant states is every spacetime. These preferred quasi-free states with the same type of divergence “resembling” Minkowski vacuum in a generic spacetime are called **Hadamard states**. Minkowski vacuum belongs to this class and these states are re-
markable also in view of their *microlocal features*, which revealed to be of crucial
ing importance for the technical advancement of the theory, as we will describe later.
Exploiting these distinguished states, it is possible to generalize the outlined ap-
proach in order to enlarge $\mathcal{A}(M)$, including other algebraic elements as the stress-
energy tensor operator \[48, 38\]. Actually this is nothing but the first step to general-
ize the ultraviolet renormalization procedure to curved spacetime \[64, 10, 9, 36, 37\].
The rest of the paper is devoted to discuss some elementary properties of Hadamard
states.

Let us quickly remind some local features of (pseudo)Riemannian differential ge-
ometry \[51\], necessary to introduce the notion of Hadamard states from a geometric
viewpoint. If $(M, g)$ is a smooth Riemannian or Lorentzian manifold, an open set
$C \subset M$ is said a *normal convex* neighborhood if there is a open set
$W \subset T_M$ with
the form
\[ W = \{(q, v) \mid q \in C, v \in S_q\} \]
where $S_q \subset T_q M$ is a star-shaped open neigh-
borhood of the origin, such that
\[ \exp \restriction W: (q, v) \mapsto \exp_q v \]
is a diffeomorphism onto $C \times C$. It is clear that $C$ is connected and there is only
one geodesic segment joining any pair $q, q' \in C$ if we require that it is completely
contained in $C$. It is \[0, 1] \ni t \mapsto \exp_q(t((\exp_q)^{-1}q')).\] Moreover if $q \in C$ and we fix
a basis \(\{e_\alpha|_q\} \subset T_q M\),
\[ t = t^\alpha e_\alpha|_q \mapsto \exp_q(t^\alpha e_\alpha|_q), \quad t \in S_q \]
defines a set of coordinates on $C$ centered in $q$ which is called the *normal Rie-
mannian coordinate system* centered in $q$. In $(M, g)$ as above, $\sigma(x, y)$ indicates the
squared (signed) geodesic distance of $x$ from $y$. With our signature $(+, -, \cdots, -)$, it is defined as
\[ \sigma(x, y) \defeq -g_x(\exp^{-1}_x y, \exp^{-1}_x y). \]
$\sigma(x, y)$ turns out to be smoothly defined on $C \times C$ if $C$ is a convex normal neigh-
borhood where we also have $\sigma(x, y) = \sigma(y, x)$. The class of the convex normal neigh-
borhoods of a point $p \in \mathcal{M}$ is a fundamental system of neighborhoods of $p$ \[20, 3\].
In Euclidean manifolds $\sigma$ defined as above is everywhere nonnegative with the standard Euclidean choice of the signature.

In a convex neighborhood $C$ of a spacetime $M$, taking in particular advantage
of several properties of $\sigma$, it is possible to define a local *approximate solution* of
KG equation, technically called a *parametrix*, which has essentially the same short-
distance singularity of the two point function of Minkowski vacuum. Its construction
uses only the local geometry and the parameters defining the equation of motion but
does not refers to particular states, which are global objects. The technical idea can be traced back to Hadamard \[33\] (and extensively studied by Riesz \[56\]) and it is therefore called *Hadamard parametrix*. In the rest of the paper we only consider a four dimensional spacetime, essentially following \[31\]. A quick technical discussion on the general case (details and properties of the constructions strongly depend of the dimension of the spacetime) also in relation with heat kernel expansion, can be
found in [48] (see also [25] [20] [28] [2] for more extended discussions also on different types of parametrices and their use in field theory). In a convex neighborhood $C$ of a four dimensional spacetimes the Hadamard parametrix of order $N$ of the two-point function has the form

$$H^{(N)}_\epsilon(x,y) = \frac{u(x,y)}{(2\pi)^2 \sigma_\epsilon(x,y)} + \sum_{n=0}^{N} v_n \sigma^n \log \left( \frac{\sigma(x,y)}{\lambda^2} \right)$$

(55)

where $x,y \in C$, $T$ is any local time coordinate increasing towards the future, $\lambda > 0$ a length scale and

$$\sigma_\epsilon(x,y) \overset{\text{def}}{=} \sigma(x,y) + 2i\epsilon(T(x) - T(y)) + \epsilon^2,$$  

(56)

finally, the cut in the complex domain of the log function is assumed along the negative axis in (55). Recursive differential equations (see the appendix A of [48] and also [56] [25] [20] [23] [47] [30]) determine $u = u(x,y)$ and all the Hadamard coefficients $v_n = v_n(x,y)$ in $C$ as smooth functions, when assuming $u(x,x) = 1$ and $n = 0,1,2,\ldots$. These recurrence relations have been obtained by requiring that the sequence of the $H^{(N)}_\epsilon(x,y)$ defines a local, $y$-parametrized, “approximate solution” of the KG equation for $\sigma(x,y) \neq 0$ (with some further details we can say that the error with respect to a true solution is of order $\sigma^N$ for each $N$). That solution would be exact in the $N \to \infty$ limit of the sequence provided the limit exists. The limit exists in the analytic case, but in the smooth general case the sequence diverges. However, as proved in [20] §4.3, if $\chi : \mathbb{R} \to [0,1]$ is a smooth function with $\chi(r) = 1$ for $|r| \leq 1/2$ and $\chi(r) = 0$ for $|r| > 0$ one can always find a sequence of numbers $0 < c_1 < c_2 < \ldots < c_n \to +\infty$ for that

$$v(x,y) \overset{\text{def}}{=} \sum_{n=0}^{\infty} v_n(x,y) \sigma(x,y)^n \chi(c_n \sigma(x,y))$$

(57)

uniformly converges, with all derivatives, to a $C^\infty$ function on $C \times C$. A parametrix $H_\epsilon$

$$H_\epsilon(x,y) = \frac{u(x,y)}{(2\pi)^2 \sigma_\epsilon(x,y)} + v(x,y) \log \left( \frac{\sigma_\epsilon(x,y)}{\lambda^2} \right)$$

(58)

arises this way. This parametrix distributionally satisfies KG equation in both arguments up to jointly smooth functions of $x$ and $y$. In other words, there is a smooth function $s$ defined in $C \times C$ such that if $f,g \in C_0^\infty(C)$ and defining $P \overset{\text{def}}{=} \Box_\mathcal{M} + m^2 + \xi R$,

$$\lim_{\epsilon \to 0^+} \int_{C \times C} H_\epsilon(x,y)(Pf)(x)g(y)d\text{vol}_\mathcal{M} \times \mathcal{M} = \int_{C \times C} s(x,y)f(x)g(y)d\text{vol}_\mathcal{M} \times \mathcal{M}.$$  

(59)

The analog holds swapping the role of the test functions. We are in a position to state our main definition.
Definition 15. With $\mathbf{M}$ four dimensional, we say that a (not necessarily quasifree) state $\omega$ on $\mathcal{A}(\mathbf{M})$ and its two point function $\omega_2$ are \textbf{Hadamard} if $\omega_2 \in D'(\mathcal{M} \times \mathcal{M})$ and every point of $\mathbf{M}$ admits an open normal neighborhood $C$ where

$$\omega_2(x,y) - H_0^+(x,y) = w(x,y) \quad \text{for some } w \in C^\infty(C \times C).$$

Here $0^+$ indicates the standard weak distributional limit as $\epsilon \to 0^+$ ("first integrate against test functions and next take the limit").

Remark 18.

(1) The given definition does not depend either on the choice of $\chi$ or the sequence of the $c_n$ used in (57) since different choices simply change $w$ as one may easily prove. Similarly, the definition does not depend on the choice of the local time function $\tilde{T}$ used in the definition of $\sigma_\epsilon$. This fact is far from being obvious and requires a more detailed analysis [42].

(2) Using the following result arising from recurrence relations determining the Hadamard coefficients, one finds that the distribution

$$\left( v(x,y) - \sum_{k=0}^{N} v_k(x,y) \sigma(x,y)^n \right) \ln \sigma_0^+(x,y)$$

is a function in $C^N(O \times O)$. Exploiting this result, it is not difficult to prove that the requirement (60) is equivalent to the following requirement:

$$\omega_2(x,y) - H_{0^+}^{(N)}(x,y) = w_N(x,y) \quad \text{for each } N \geq 1, \text{ with } w_N \in C^N(C \times C). \quad (61)$$

The equivalent definition of Hadamard state in [53] was, in fact, nothing but Definition 15 with (60) replaced by (61).

(3) Minkowski vacuum $\omega_M$ defined by the two point function (37) is Hadamard. In particular, for $m > 0$, it holds

$$\omega_M(x,y) = \frac{1}{4\pi^2} \ln \sigma_0^+(x,y) + \frac{m^2}{2(2\pi)^2} \frac{I_1(m \sqrt{\sigma(x,y)})}{m \sqrt{\sigma(x,y)}} \ln \left( m^2 \sigma_0^+(x,y) \right) + w(x,y)$$

where $w$ is smooth. The result holds also for $m = 0$ and in that case, only the first term in the right-hand side does not vanish in the expansion above. Similarly, quasifree states \textit{invariant under the symmetries generated by a timelike Killing vector field $\zeta$} as the states considered in Sect. 2.5 (with all the hypotheses specified therein) are Hadamard [24] if the spacetime admits spacelike Cauchy surfaces normal to $\zeta$, that is if the spacetime is \textit{static}. This last condition is essential because there are spacetimes admitting timelike Killing vectors but not spacelike Cauchy surfaces normal to them which do not admit \textit{invariant Hadamard} quasifree states, like Kerr spacetime and Schwartzschild-de Sitter spacetime [42].

---

8 The function $z \mapsto I_1(\sqrt{z})/\sqrt{z}$, initially defined for $\Re(z) > 0$, admits a unique analytic extension on the whole space $\mathbb{C}$ and the formula actually refers to this extension.
(4) Referring to the literature before the cornerstone results \([53, 54]\) (we consider in Sec. 3.4), Definition 15 properly refers to \textit{locally} Hadamard states. This is because there also exists a notion of \textit{global} Hadamard state (Definition 3.4 in \([53]\)), discussed in \([42]\) in a completely rigorous way for the first time. This apparently more restrictive global condition essentially requires (see \([42, 53]\) for the numerous technical details), for a certain open neighborhood \(N\) of a Cauchy surface of \(M\) such that \(\sigma(x,y)\) is always well defined if \((x,y)\in N \times N\) (and this neighborhood can always be constructed independently from the Hadamard requirement), that \((61)\) is valid producing the known singularity for causally related arguments, and there are no further singularities for arbitrarily far, spacelike separated, arguments \((x,y)\in N \times N\). In this regard a technically important result, proved in the appendix B of \([42]\), is that, analogous to Proposition 12 in the case of Minkowski space,
\[
M \ni x \mapsto \omega(\phi(f)\phi(x)) = \overline{\omega(\phi(x)\phi(f))} \in C^\infty(M)
\]
if \(f \in C^\infty_0(M)\) and \(\omega\) is a quasifree \textit{globally} Hadamard state on \(\mathcal{A}(M)\). We shall prove this fact later using the microlocal approach. This fact has an important consequence we shall prove later using the microlocal approach: if \(\omega\) and \(\omega'\) are (locally) Hadamard states, then \(M \times M \ni (x,y) \mapsto \omega_2(x,y) - \omega'_2(x,y)\) is smooth. This fact is far from obvious, since Definition 15 guarantees only that the difference is smooth when \(x\) and \(y\) belong to the same sufficiently small neighborhood.

An important feature of the global Hadamard condition for a quasifree Hadamard state is that it \textit{propagates} \([22, 64]\): If it holds in a neighborhood of a Cauchy surface it holds in a neighborhood of any other Cauchy surface. We shall come back later to this property making use of the local notion only. This fact, together with the last comment in (3) proves that quasifree Hadamard states for massive fields (and \(\xi = 0\)) exist in globally hyperbolic spacetimes by means of a deformation argument similar to the one exploited in Sect. 2.5.

We shall not insist on the distinction between the \textit{global} and the \textit{local} Hadamard property because, in \([54]\), it was established that a local Hadamard state on \(\mathcal{A}(M)\) is also a global one (the converse is automatic). It was done exploiting the \textit{microlocal approach}, which we shall discuss shortly.

(5) It is possible to prove that \([63]\) if a globally hyperbolic spacetime has one (and thus all) compact Cauchy surface, all quasifree Hadamard states for the massive KG field (with \(\xi = 0\)) are unitarily equivalent. There is however a more general result \([65]\) (actually stated in terms of Weyl algebras). Consider an open region \(O\) which defines a globally hyperbolic spacetime \(O\) in its own right, in a globally hyperbolic spacetime \(M\), such that \(\partial O\) is compact, and a pair of quasifree Hadamard states \(\omega_1, \omega_2\) for the massive KG field (\(\xi = 0\)) on \(\mathcal{A}(M)\). It is possible to prove that the restriction to \(\mathcal{A}(O) \subset \mathcal{A}(M)\) of any density matrix state associated to the GNS construction of \(\omega_1\) coincides with the restriction to \(\mathcal{A}(O)\) of some density matrix state associated to the GNS construction of \(\omega_2\).

It is now possible to recast all the content of Sect. 3.1 in a generic globally hyperbolic spacetime \(M\) enlarging the algebra of observables \(\mathcal{A}(M)\), at the level of quadratic forms, defining the expectation values of Wick monomials \(\phi^n: (f)\) with
respect to Hadamard states $\omega$ or vector states $\Psi \in D_\omega$ with $\omega$ Hadamard. Remarkably, all of that can be done simultaneously for all states in the said class without picking out any reference state. This is the first step for a completely local and covariant definition. First, define for smooth functions $f_k$ supported in a convex normal neighborhood $C$

$$\phi(f_1) \cdots \phi(f_n) \equiv \int_{\mathcal{M}^n} \phi(x_1) \cdots \phi(x_n) \cdot \omega f_1(x_1) \cdots f_n(x_n) \text{dvol}_{\mathcal{M}^n}(x_1, \ldots, x_n),$$

where we have defined the completely symmetrized formal kernels,

$$\phi(x_1) \cdots \phi(x_n) \equiv \frac{1}{n!} \delta^n f_1(x_1) \cdots \delta^n f_n(x_n) \left|_{f=0} \right. \rho^\phi(f) + \frac{i}{2} H_0^\omega (f, f).$$

Notice that $H_0^\omega$ can be replaced with its symmetric part $H_0^\omega + \frac{i}{2} E$, and that, in (63), only the symmetric part of the product $f_1(x_1) \cdots f_n(x_n)$ produces a contribution to the left-hand side. Equivalently, these monomials regularized with respect to the Hadamard parametrix can be define recursively as

$$\phi(f_1) \cdot \phi(f_{n+1}) \equiv \phi(f_1) \cdot \phi(f_{n+1}) - \sum_{l=1}^n \phi(f_1) \cdots \tilde{\phi}(f_l) \cdots \phi(f_n) H(f_l, f_{n+1}),$$

where $\tilde{H} = H_0^\omega + \frac{i}{2} E$.

in analogy with the relation between Equations (51) and (54). Now consider a quasifree Hadamard state $\omega$ and indicate by $\omega_\Psi$ the generic state indexed by the normalized vector $\Psi \in D_\omega$ (so that $\omega = \omega_\Psi$ when $\Psi$ is the Fock vacuum). By induction, it is possible to prove that, for $n \geq 2$, there is a jointly smooth kernel

$$\omega_\Psi(\phi(x_1) \cdots \phi(x_n) \cdot H)$$

which produces $\omega_\Psi(\phi(f_1) \cdots \phi(f_n) \cdot H)$ by integration when the supports of the functions $f_k$ belong to $C$.

Exactly as for the Minkowski vacuum representation, this result arises from (63) as a consequence of the following list of facts:

(a) $\omega$ is quasifree so that Definition 13 can be used to compute the said kernels,

(b) $\Psi \in D_\omega$ so that the expansion (47) can be used,

(c) the functions in (62) are smooth (see (4) in Remark 18 and section 3.4),

(d) the local singularity of two-point functions of quasifree Hadamard states is the same as the one of $H_0^\omega$.

Consider a normalized $\Psi \in D_\omega$, given without loss of generality by
where only a finite number of coefficients \( C^{(n)}_{i_1 \ldots i_n} \in \mathbb{C} \) is non-vanishing, which defines the algebraic state \( \omega_{\Psi} (\cdot) = (\Psi | (\cdot) \Psi) \). Then, for instance, with the same argument used to achieve (50) we have

\[
\omega_{\Psi} (\phi(x_1) \phi(x_2);H) - \omega (\phi(x_1) \phi(x_2)) + \tilde{H}(x_1,x_2) \in C^\infty (\mathcal{M} \times \mathcal{M}),
\]

where the smoothness is assured because the resulting expression consists of a linear combination of products like \( \omega (\phi(x_1) \phi(g) \phi(f)(x_2)) \), with some test functions \( f \) and \( g \). Note that the combination of the second and third terms in (67) can be rewritten as

\[
\omega (\phi(x_1) \phi(x_2)) - \tilde{H}(x_1,x_2) = \omega (\phi(x_1) \phi(x_2)) - H^S_{0+} (x_1,x_2) - \frac{i}{2} E(x_1,x_2)
\]

\[
= \frac{1}{2} \omega (\phi(x_1) \phi(x_2)) - H_{0+} (x_1,x_2)
\]

\[
+ \frac{1}{2} \omega (\phi(x_2) \phi(x_1)) - H_{0+} (x_2,x_1),
\]

which is obviously smooth by the very definition of the Hadamard property of \( \omega \). Hence \( \omega_{\Psi} (\phi(x_1) \phi(x_2);H) \) is also smooth. We are in a position to define the expectation values of the Wick monomials for \( f \in C^\infty_0 (\mathcal{M}) \) such that its support is included in \( C \).

\[
\omega_{\Psi} (\phi^n;H) (f) = \int_{\mathcal{M}^n} \omega_{\Psi} (\phi(x_1) \cdots \phi(x_n);H) f(x_1,\ldots,x_n) d\text{vol}_{\mathcal{M}^n}
\]

Exactly as before, polarization extends the definition to a quadratic form on \( \mathcal{D}_\omega \times \mathcal{D}_\omega \). There is no guarantee that operators fitting these quadratic forms really exist. The question of their existence as operators will be addressed later, in Section 3.5.

Remark 19.

1. The restriction on the support of \( f \) is not very severe. The restriction can be removed making use of a partition of unity (see for example [48] referring to more generally differentiated Wick polynomials).

2. The given definition of \( \omega (\phi^n;H) (f) \) is affected by several ambiguities due to the effective construction of \( H_g \). A complete classification of these ambiguities, promoting Wick polynomials to properly defined elements of a \(*\)-algebra, can be presented from a very general viewpoint, adopting a locally covariant framework [36, 45]. We shall not consider in this introductory review [11] [30]. We only say that these ambiguities are completely described by a class of scalar polynomials in the mass and Riemann curvature tensor and their covariant derivatives. The finite order of these polynomials is fixed by scaling properties of Wick polynomials. The coefficients of the polynomials are smooth functions of the parameter \( \xi \). We stress that this classification is the first step of the ultraviolet renormalization program which, in curved spacetime and differently from flat spacetime where all curvature vanish,
starts with classifying the finite renormalization counterterms of Wick polynomials instead of only dealing with time-ordered Wick polynomials.

(3) Easily extending the said definition, using the fact that \( \omega_p(\phi(x_1)\phi(x_2);H) \) is smooth and thus can be differentiated, one can define a notion of differentiated Wick polynomials which include, in particular, the stress energy tensor as a Hermitian quadratic form evaluated on Hadamard states or vector states in the dense subspace \( \mathcal{D}_\omega \) in the GNS Hilbert space of a Hadamard state \( \omega \). This would be enough to implement the computation of the back reaction of the quantum matter in a given state through (43) especially in cosmological scenarios (see [30]). This program has actually been initiated much earlier than the algebraic approach was adopted in QFT in curved spacetime [7] and the notion of Hadamard state was invented, through several steps, in this context. The requirements a physically sensible object \( \omega(T_{ab};H)(x) \) should satisfy was clearly discussed by several authors, Wald in particular (see [64] for a complete account and [31] for more recent survey). The most puzzling issue in this context perhaps concerns the interplay of the conservation requirement \( \nabla_a \omega(T_{ab};H)(x) = 0 \) and the appearance of the trace anomaly. We shall come back to these issues later, at the end of Section 3.5.

### 3.3 The notion of wavefront set and its elementary properties

Microlocal analysis permits us to completely reformulate the theory of Hadamard states into a much more powerful formulation where, in particular, the Wick polynomials can be defined as proper operators and not only Hermitian quadratic forms.

Following [30, 62], let us start by introducing the notion of wavefront set. To motivate it, let us recall that a smooth function on \( \mathbb{R}^m \) with compact support has a rapidly decreasing Fourier transform. If we take a distribution \( u \) in \( \mathcal{D}'(\mathbb{R}^m) \) and multiply it by a function \( f \in \mathcal{D}(\mathbb{R}^m) \) with \( f(x_0) \neq 0 \), then \( uf \) is an element of \( \mathcal{E}'(\mathbb{R}^m) \), i.e., a distribution with compact support. If \( fu \) were smooth, then its Fourier transform \( \hat{fu} \) would be smooth and rapidly decreasing (with all its derivatives). The failure of \( fu \) to be smooth in a neighbourhood of \( x_0 \) can therefore be quantitatively described by the set of directions in Fourier space where \( \hat{fu} \) is not rapidly decreasing. Of course it could happen that we choose \( f \) badly and therefore ‘cut’ some of the singularities of \( u \) at \( x_0 \). To see the full singularity structure of \( u \) at \( x_0 \), we therefore need to consider all test functions which are non-vanishing at \( x_0 \). With this in mind, one first defines the wavefront set of distributions on (open subsets of) \( \mathbb{R}^m \) and then extends it to curved manifolds in a second step.

In the rest of the paper \( \mathcal{D}(\mathcal{M}) \triangleq \mathcal{C}_0^\infty(\mathcal{M}, \mathbb{C}) \) for every smooth manifold \( \mathcal{M} \). An open neighbourhood \( G \) of \( k_0 \in \mathbb{R}^m \) is called \textbf{conic} if \( k \in G \) implies \( \lambda k \in G \) for all \( \lambda > 0 \).

---

9 Our convention for the Fourier transform is so that \( f(\mathbf{x}) = \frac{1}{(2\pi)^m} \int e^{-i\mathbf{k} \cdot \mathbf{x}} \hat{f}(\mathbf{k}) d^m k \). This convention agrees with those of [30, 53, 54], but has the opposite sign in the exponential with respect to [62]. This means that our wavefront sets need to be negated to be compared to those of [62]. Fortunately, in all cases where this is done, the wavefront sets happen to be negation symmetric.
The set of regular points is the singular support $h_0$ if there is an open neighborhood sequence and $u_{21}$. We remind the reader that $x$ are dense even with respect to that notion of convergence [40]. It turns out that test functions (whose wavefront set is always empty as said below) are closed cone, whose projection on $\Gamma$ is naturally identified with $\Gamma$. In this case, we say that $u_{21}$ is the complement in $U_{17}$. A point $\delta_y(x) = \delta(x-y)$ on $\mathbb{R}^n$ [62] p.103:

$$WF(\delta_y) = \{(y, k_y) \in T^*\mathbb{R}^n | k_y \neq 0\}. \quad (69)$$

If $U \subset \mathbb{R}^m$ is an open and non-empty subset, $T^*U$ is naturally identified with $U \times \mathbb{R}^m$. In the rest of the paper $T^*U \setminus 0 \defeq \{(x,p) \in T^*U | p \neq 0\}$. If $U \subset \mathbb{R}^m$ is an open non-empty set, $\Gamma \subset T^*U \setminus 0$ is a cone when $(x, \lambda k) \in \Gamma$ if $(x,k) \in \Gamma$ and $\lambda > 0$. If the mentioned cone $\Gamma$ is closed in the topology of $T^*U \setminus 0$, we define

$$\mathcal{D}_T \defeq \{u \in \mathcal{D}'(U) | WF(u) \subset \Gamma\}.$$ 

Remark 21. All these definitions can be restated for the case of $U$ replaced with a general smooth manifold and we shall exploit this opportunity shortly.

We are in a position to define a relevant notion of convergence [40].

Definition 17 (Convergence in Hörmander pseudotopology). If $u_j \in \mathcal{D}'_T(U)$ is a sequence and $u \in \mathcal{D}'_T(U)$, we write $u_j \to u$ in $\mathcal{D}'_T(U)$ if both the conditions below hold.

(i) $u_j \to u$ weakly in $\mathcal{D}'(U)$ as $j \to +\infty$,

(ii) $\sup_{\Omega} \sup_{\phi} \int_{\Omega} |\phi \hat{u}_j(p)| < \infty$, $N = 1, 2, \ldots$, if $\phi \in \mathcal{D}(U)$ and $V \subset T^*U$ is any closed cone, whose projection on $U$ is $\text{supp}(\phi)$, such that $\Gamma \cap V = \emptyset$.

In this case, we say that $u_j$ converges to $u$ in the Hörmander pseudotopology.

It turns out that test functions (whose wavefront set is always empty as said below) are dense even with respect to that notion of convergence [40].

Proposition 14. If $u \in \mathcal{D}'_T(U)$, there is a sequence of smooth functions $u_j \in \mathcal{D}(U)$ such that $u_j \to u$ in $\mathcal{D}'_T(U)$.

Let us immediately state a few elementary properties of wavefront sets [49][40][62][21]. We remind the reader that $x \in U$ is a regular point of a distribution $u \in \mathcal{D}'(U)$ if there is an open neighborhood $O \subset U$ of $x$ such that $\langle u, f \rangle = \langle h_u, f \rangle$ for some $h_u \in \mathcal{D}(U)$ and every $f \in \mathcal{D}(U)$ supported in $O$. The closure of the complement of the set of regular points is the singular support of $u$ by definition.
Theorem 5 (Elementary properties of \( W_F \)). Let \( u \in \mathcal{D}'(U) \), \( U \subset \mathbb{R}^m \) open and non-empty.

(a) \( u \) is smooth if and only if \( W_F(u) \) is empty. More precisely, the singular support of \( u \) is the projection of \( W_F(u) \) on \( \mathbb{R}^m \).

(b) If \( P \) is a partial differential operator on \( U \) with smooth coefficients:

\[
W_F(Pu) \subset W_F(u).
\]

(c) Let \( V \subset \mathbb{R}^n \) be an open set and let \( \chi : V \to U \) be a diffeomorphism. The pull-back \( \chi^*u \in \mathcal{D}'(V) \) of \( u \) defined by \( \chi^*u(f) = u(\chi_*f) \) for all \( f \in \mathcal{D}(V) \) fulfils

\[
W_F(\chi^*u) = \chi^*W_F(u) = \{ (\chi^{-1}(x), \chi^*k) : (x, k) \in W_F(u) \},
\]

where \( \chi^*k \) denotes the pull-back of \( \chi \) in the sense of cotangent vectors.

(d) Let \( V \subset \mathbb{R}^n \) be an open set and \( v \in \mathcal{D}'(V) \), then \( W_F(u \otimes v) \) is included in

\[
(W_F(u) \times W_F(v)) \cup ((\text{supp}u \times \{0\}) \times W_F(v)) \cup (W_F(u) \times (\text{supp}v \times \{0\})).
\]

(e) Let \( V \subset \mathbb{R}^n \), \( K \in \mathcal{D}'(U \times V) \) and \( f \in \mathcal{D}(V) \), then

\[
W_F(Kf) \subset \{ (x, p) \in TU \setminus 0 | (x, y, p, 0) \in W_F(K) \text{ for some } y \in \text{supp}(f) \},
\]

where \( K : \mathcal{D}(V) \to \mathcal{D}'(U) \) is the continuous linear map associated to \( K \) in view of Schwartz kernel theorem.

The result (e), with a suitably improved statement, can be extended to to the case of \( f \) replaced by a distribution \([40]\).

From (c) we conclude that the wavefront set transforms covariantly under diffeomorphisms as a subset of \( T^*U \), with \( U \) an open subset of \( \mathbb{R}^m \). Therefore we can immediately extend the definition of \( W_F \) to distributions on a manifold \( \mathcal{M} \) simply by patching together wavefront sets in different coordinate patches of \( \mathcal{M} \) with the help of a partition of unity. As a result, for \( u \in \mathcal{D}'(\mathcal{M}) \), \( W_F(u) \subset T^*\mathcal{M} \setminus 0 \). Also the notion of convergence in the Hörmander pseudotopology easily extends to manifolds. All the statements of theorem\([5]\) extend to the case where \( U \) and \( V \) are smooth manifolds.

Fig. 1 Wavefront set of \( \delta(x,y) \) on \( \mathcal{M} \times \mathcal{M} \), defined in \([70]\), consists of points of the form \((x,x,k_x,-k_x),(x,k_x) \in T^*\mathcal{M} \setminus 0\).
Following up on (69), an elementary example of a distribution on a manifold is \( \delta(x,y) \) defined on \( \mathcal{M} \times \mathcal{M} \). Its wavefront set is (Figure 1)

\[
WF(\delta) = \{ (x,x,k_z,-k_z) \in T^*\mathcal{M}^2 \setminus 0 \mid (x,k_x) \in T^*\mathcal{M} \setminus 0 \}.
\]

(70)

The necessity of the sign reversal in the covector \(-k_z\) corresponding to the second copy of \( \mathcal{M} \) can be seen from the formula \( \delta(x,y) = \delta(x-y) \) on \( \mathbb{R}^n \).

To conclude this very short survey, we wish to stress some remarkable results of wavefront set technology respectively concerning (a) the theorem of propagation of singularities, (b) the product of distributions, (c) composition of kernels.

Let us start with an elementary version of the celebrated theorem of propagation of singularities formulated as in (62).

Remark 22.

(1) Let us remind the reader that if, in local coordinates, \( P = \sum_{|\alpha| \leq m} a_\alpha(x) \partial^\alpha \) is a differential operator of order \( m \geq 1 \) (it is assumed that \( a_\alpha \neq 0 \) for some \( \alpha \) with \( |\alpha| = m \)) on a manifold \( \mathcal{M} \), where \( \alpha \) is a multi-index \([40]\), and \( a_\alpha \) are smooth coefficients, then the polynomial \( \sigma_P(x,p) = \sum_{|\alpha| = m} a_\alpha(x) (ip)^\alpha \) is called the principal symbol of \( P \). It is possible to prove that \( (x, \xi) \mapsto \sigma_P(x,p) \) determines a well defined function on \( T^*\mathcal{M} \) which, in general is complex valued. The characteristic set of \( P \), indicated by \( \text{char}(P) \subset T^*\mathcal{M} \setminus 0 \), denotes the set of zeros of \( \sigma_P \) made of non-vanishing covectors. The principal symbol \( \sigma_P \) can be used as a Hamiltonian function on \( T^*\mathcal{M} \) and the maximal solutions of Hamilton equations define the local flow of \( \sigma_P \) on \( T^*\mathcal{M} \).

(2) The principal symbol of the Klein-Gordon operator is \( -g^{ab}(x)p_a p_b \). It is an easy exercise \([62]\) to prove that if \( \mathcal{M} \) is a Lorentzian manifold and \( P \) is a normally hyperbolic operator, i.e., the principal symbol is the same as the one of Klein-Gordon operator, then the integral curves of the local flow of \( \sigma_P \) are nothing but the lift to \( T^*\mathcal{M} \) of the geodesics of the metric \( g \) parametrized by an affine parameter.

Finally, \( \text{char}(P) = \{ (x,p) \in T^*\mathcal{M} \setminus 0 \mid g^{ab}(x)p_a p_b = 0 \} \)

Theorem 6 (Microlocal regularity and propagation of singularities). Let \( P \) be a differential operator on a manifold \( \mathcal{M} \) whose principal symbol is real valued, if \( u, f \in \mathcal{D}'(\mathcal{M}) \) are such that \( Pu = f \) then the following facts hold.

(a) \( WF(u) \subset \text{char}(P) \cup WF(f) \),

(b) \( WF(u) \setminus WF(f) \) is invariant under the local flow of \( \sigma_P \) on \( T^*\mathcal{M} \setminus WF(f) \).

Let us conclude with the famous Hörmander definition of product of distributions \([39, 40]\). We need a preliminary definition. If \( \Gamma_1, \Gamma_2 \subset T^*\mathcal{M} \setminus 0 \) are closed cones,

\[
\Gamma_1 + \Gamma_2 \overset{\text{def}}{=} \{ (x,k_1 + k_2) \subset T^*\mathcal{M} \mid (x,k_1) \in \Gamma_1, (x,k_2) \in \Gamma_2 \text{ for some } x \in \mathcal{M} \}.
\]

Theorem 7 (Product of distributions). Consider a pair of closed cones \( \Gamma_1, \Gamma_2 \subset T^*\mathcal{M} \setminus 0 \). If

\[
\Gamma_1 + \Gamma_2 \ni (x,0) \text{ for all } x \in \mathcal{M},
\]

then there is a unique bilinear map, the product of \( u_1 \) and \( u_2 \),

\[
\mathcal{D}'_{\Gamma_1} \times \mathcal{D}'_{\Gamma_2} \ni (u_1, u_2) \mapsto u_1 u_2 \in \mathcal{D}'(\mathcal{M}),
\]
such that

(i) it reduces to the standard pointwise product if \( u_1, u_2 \in \mathcal{D}(\mathcal{M}) \),

(ii) it is jointly sequentially continuous in the Hörmander pseudotopology: If \( u_j^{(n)} \to u_j \) in \( \mathcal{D}'(\mathcal{M}) \) for \( j = 1, 2 \) then \( u_1^{(n)} u_2^{(n)} \to u_1 u_2 \) in \( \mathcal{D}'(\mathcal{M}) \), where \( \Gamma \) is a closed cone in \( T^*\mathcal{M} \backslash 0 \) defined as \( \Gamma \overset{\text{def}}{=} \Gamma_1 \cup \Gamma_2 \cup (\Gamma_1 \oplus \Gamma_2) \).

In particular the following bound always holds if the above product is defined:

\[
WF(u_1 u_2) \subset \Gamma_1 \cup \Gamma_2 \cup (\Gamma_1 + \Gamma_2).
\]

From the examples (69) and (70) and the simple observation that

\[
\mathbb{R}^n \setminus \{0\} + \mathbb{R}^n \setminus \{0\} = \mathbb{R}^n \ni 0,
\]

it is clear that the multiplication of two \( \delta \)-functions with overlapping supports, as is to be expected, does not satisfy the above conditions.

Let us come to the last theorem concerning the composition of distributional kernels. Let \( X, Y \) be smooth manifolds. If \( K \in \mathcal{D}'(X \times Y) \), the continuous map associated to \( K \) by the Schwartz kernel theorem will be denoted by \( \mathcal{K} : \mathcal{D}(Y) \to \mathcal{D}'(X) \).

We shall also adopt the following standard notations:

\[
WF(K)_x \overset{\text{def}}{=} \{(x, p) \mid (x, y, p, 0) \in WF(K) \text{ for some } y \in Y\},
\]

\[
WF(K)_y \overset{\text{def}}{=} \{(y, q) \mid (x, y, 0, q) \in WF(K) \text{ for some } x \in X\},
\]

\[
WF'(K)_x \overset{\text{def}}{=} \{(x, y, p, q) \mid (x, y, p, -q) \in WF(K)\},
\]

\[
WF'(K)_y \overset{\text{def}}{=} \{(y, q) \mid (x, y, 0, -q) \in WF(K) \text{ for some } x \in X\}.
\]

**Theorem 8 (Composition of kernels).** Consider three smooth manifolds \(X, Y, Z\) and \(K_1 \in \mathcal{D}'(X \times Y)\), \(K_2 \in \mathcal{D}'(Y \times Z)\). If \(WF'(K_1)_Y \cap WF(K_2)_Y = \emptyset\) and the projection

\[
supp K_2 \ni (y, z) \mapsto z \in Z
\]

is proper (that is, the inverse of a compact set is compact), then the composition \( K_1 \circ K_2 \) is well defined, giving rise to \( K \in \mathcal{D}'(X, Z) \), and reduces to the standard one when the kernel are smooth. It finally holds (the symbol \( \circ \) denoting the composition of relations)

\[
WF'(K) \subset WF'(K_1) \circ WF'(K_2) \cup (WF(K_1)_x \times Z \times \{0\})
\]

\[
\cup (X \times \{0\} \times WF'(K_2)_Z).
\]

Comparing with (70), note that \(WF'(\delta)\) is the diagonal subset \( \Delta \subset T^*\mathcal{M} \times T^*\mathcal{M}\). In the composition of relations, \( \Delta \) acts as an identity, which is consistent with the above theorem and the fact that \( \delta(x, y) \) acts as an identity for the composition of distributional kernels.
3.4 Microlocal reformulation

Let us focus again on the two-point function of Minkowski quasifree vacuum state. Form (37) we see that the singular support of $\omega_{M^2}(x, y)$ is the set of couples $(x, y) \in M \times M$ such that $x - y$ is light like. From (a) in theorem 5, we conclude that $WF(\omega_{M^2})$ must project onto this set. On the other hand (38) can be re-written as

$$\omega_{M^2}(x, y) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^4} e^{-\xi(x+y)} \theta(p^0) \delta(p^2 + m^2) \delta(p + q) d^4qd^4p,$$

(74)

where translational invariance is responsible for the appearance of $\delta(p + q)$ in (74). From this couple of facts, also noticing the presence of $\theta(p^0)$ in the integrand, one guesses that the wavefront set of the Minkowski two-point function must be

$$WF(\omega_{M^2}) = \left\{ (x, y, p, -p) \in T^*M^2 \mid p^2 = 0, \ p \parallel (x - y), \ p^0 > 0 \right\}.$$

(75)

Identity (75) is, in fact, correct and holds true also for $m = 0$ [55]. The condition $p^0 > 0$ encodes the energy positivity of the Minkowski vacuum state. Notice that the couples $(x, y) \in M \times M$ giving contribution to the wavefront set are always connected by a light-like geodesic co-tangent to $p$. For $x = y$ there are infinitely many such geodesics, if we allow ourselves to consider zero length curves (consisting of a single point) with a given tangent vector.

The structure (75) of the wavefront set of the two-point function of Minkowski vacuum is a particular case of the general notion of a Hadamard state. We re-adapt here the content of the cornerstone papers [53, 54] to our formulation. We note that we do not make use of the global Hadamard condition (see (4) in Remark 18). The following theorem collects various results of [53, 54].

---

**Fig. 2** The null geodesic relation $(x, k_x) \sim (x, k_y)$ defined in Theorem 9. The points $x$ and $y$ must be linked by a null geodesic, the covectors $k_x$ and $k_y$ must be parallel transported images of each other and both covectors must be coparallel, all with respect to the same null geodesic. Any causal ordering between $x$ and $y$ is admissible. Also, $k_x$, $-k_x$ and $\lambda k_x$ ($\lambda \neq 0$) are all considered coparallel to the same geodesic. In the coincident case, $x = y$, we agree that there are infinitely many (zero-length) null geodesics joining $x$ to itself, corresponding to different non-vanishing null covectors $k_x \in T_x^*M$. 
Fig. 3 The Hadamard form $\mathcal{H}$ of a wavefront set, as defined in Theorem 9. It consists of a subset of points $(x,y,k_x,-k_y) \in T^*\mathcal{M}^2$, where $(x,k_x) \sim (y,k_y)$ are linked but the null geodesic relation (Figure 2). The restriction is that $k_x > 0$, meaning that $k_x(v) \geq 0$ for any future-directed $v \in T_x\mathcal{M}$. We illustrate the two possible causal orderings $x \in J^-(y)$ and $x \in J^+(y)$.

**Theorem 9 (“Radzikowski theorem”).** For a 4-dimensional globally hyperbolic (time oriented) spacetime $\mathcal{M}$ and referring to the unital $\ast$-algebra of Klein-Gordon quantum field $\mathcal{A}(\mathcal{M})$ with $m^2, \xi \in \mathbb{R}$ arbitrarily fixed, let $\omega$ be a state on $\mathcal{A}(\mathcal{M})$, not necessarily quasifree.

(a) The following statements are equivalent,

(i) $\omega$ is Hadamard in the sense of Def. 75,

(ii) the wavefront set of the two-point function $\omega_2$ has the Hadamard form on $\mathcal{M}$ or equivalently, it satisfies the microlocal spectrum condition on $\mathcal{M}$:

$$WF(\omega_2) = \{(x,y,k_x,-k_y) \in T^*\mathcal{M}^2 \setminus 0 \mid (x,k_x) \sim (y,k_y), k_x > 0\} \overset{\text{def}}{=} \mathcal{H}. \quad (76)$$

Here, $(x,k_x) \sim (y,k_y)$ means that there exists a null geodesic $\gamma$ connecting $x$ to $y$ such that $k_x$ is coparallel and cotangent to $\gamma$ at $x$ and $k_y$ is the parallel transport of $k_x$ from $x$ to $y$ along $\gamma$. Figure 2 $k_x > 0$ means that $k_x$ does not vanish and is future-directed ($k_x(v) \geq 0$ for all future-directed $v \in T_x\mathcal{M}$), Figure 3

(b) If $\omega'$ is another Hadamard state on $\mathcal{A}(\mathcal{M})$, then $\omega_2 - \omega'_2 \in C^\infty(\mathcal{M} \times \mathcal{M}, \mathbb{C})$.

**Proof.** (a) Suppose that $\omega$ satisfies (i), then it is globally Hadamard in the sense of 10 due to Theorem 9.2 in 54. Theorem 5.1 in 53 implies that (ii) holds. Conversely, if (ii) is valid, Theorem 5.1 in 53 entails that $\omega$ is globally and thus locally Hadamard so that (i) holds true. (b) immediately arises from Theorem 4.3 in 54. $\square$

It is also helpful to have a characterization of the wavefront set of the retarded and advanced fundamental solutions 53 62.

---

10 Results in 53 54 are stated for $\xi = 0$ in KG operator, however they are generally valid for $m^2$ replaced by a given smooth function, as specified at the beginning of p. 533 in 53.
Fig. 4 The wavefront sets of the retarded fundamental solution $E^+$ of the Klein-Gordon operator, as defined in Proposition 15, consist of the union of $WF(\delta)$ (Figure 1) and of the points $(x, k_x, y, -k_y) \in T^*M^2$, where $(x, k_x) \sim (y, k_y)$ are linked by the geodesic relation (Figure 2), with the causal precedence condition $x \in J^+(y)$. We illustrate the two cases when $k_x$ is coparallel and anti-coparallel to the future-directed geodesic from $y$ to $x$. The wavefront set of the advanced fundamental solution $E^-$ is defined in the same way, with the exception that we require the causal precedence condition $x \in J^-(y)$ instead.

Proposition 15. The retarded and advanced fundamental solutions of the Klein-Gordon operator $P = \Box_{M} + m^2 + \xi R$ on $M$, $E^+, E^- \in \mathcal{D}'(M \times M)$ respectively, have the following wavefront sets (Figure 4):

$$WF(E^+) = WF(\delta) \cup \{(x, y, k_x, -k_y) \in T^*M^2 \setminus 0 \mid (x, k_x) \sim (y, k_y), x \in J^+(y)\} \overset{\text{def}}{=} \mathcal{F}_+,$$

where $\sim$ denotes the same relation as in Theorem 9.

With this result and the microlocal technology previously introduced we can prove some remarkable properties of Hadamard states, especially in relation with what was already discussed in (4) in Remark 18. The second statement, for $n = 4$, implies that the singularity structure of Hadamard states propagates through the spacetime.

Proposition 16. Consider a state $\omega$ on $\mathcal{A}(M)$, with $\omega_2 \in \mathcal{D}'(M \times M)$, where $M$ is a (time oriented) globally hyperbolic spacetime with dimension $n \geq 2$. The following facts hold.

(a) If $WF(\omega_2)$ has the Hadamard form, then $M \ni x \mapsto \omega_2(x, f)$ is smooth for every $f \in C^\infty_0(M)$.

(b) If $WF(\omega_2|_{O \times O})$ has the Hadamard form on $O$, where $O$ is an open neighborhood of a smooth spacelike Cauchy surface $\Sigma$ of $M$, then $WF(\omega_2)$ has the Hadamard form on $M$.

Proof. (a) From (e) in Theorem 5 and the Hadamard form of $WF(\omega_2)$ we conclude that $WF(\partial_2(\cdot, f)) = 0$. Next, (a) in Theorem 5 implies the thesis.

(b) The 2-point function $\omega_2(x, y)$ is a bisolution of the Klein-Gordon operator $P = \Box_{M} + m^2 + \xi R$, as in 5. So the value of $\omega_2(f, g)$, for $f, g \in C^\infty_0(M)$, depends on the arguments only up to the addition of any term from $P[C^\infty_0(M)]$. In fact, we
can choose \( h, k \in C^\infty \) such that \( \text{supp} (f + P[h]) \) and \( \text{supp} (g + P[k]) \) are both contained in \( O \). More precisely, we can define an \( S \in D'(O \times M) \) such that the corresponding operator maps \( S : C^\infty_c (M) \to C^\infty_c (O) \) and we have the identity \( \omega_2 = S' \circ \omega_2 \circ S \). Then, using the result of Theorem [8] on the composition of kernels and the fact that \( \omega_2 \) has the Hadamard form on \( O \), we can show that \( \omega_2 \) has the Hadamard form on all of \( M \).

Consider a smooth partition of unity \( \chi_+ + \chi_- = 1 \) adapted to the Cauchy surface \( \Sigma \). That is, there exist two other Cauchy surfaces, \( \Sigma_+ \) in the future of \( \Sigma \) and \( \Sigma_- \) in the past of \( \Sigma \), such that \( \text{supp} \chi_+ \subset J^+ (\Sigma_-) \) and \( \text{supp} \chi_- \subset J^- (\Sigma_+) \). Such an adapted partition of unity always exists if \( O \) is globally hyperbolic in its own right and, if not, since \( M \) is globally hyperbolic, any open neighborhood of \( \Sigma \) will contain a possibly smaller neighborhood of \( \Sigma \) that is also globally hyperbolic [6][5].

Let \( Sf = f - P[\chi_+ \delta_- + \chi_- \delta_+] \), with the corresponding integral kernel

\[
S(x, y) = \delta(x, y) - P_2[\chi_+(x)\delta_-(x, y) + \chi_-(x)\delta_+(x, y)],
\]

where the subscript on \( P_2 \) means that it is acting only on the \( x \) variable. A straightforward calculation shows that \( S \) has the desired properties. Multiplication by a smooth function and the application of a differential operator does not increase the wavefront set, hence

\[
WF(S) \subset WF(\delta) \cup WF(\delta^-) \cup WF(\delta^+)
\]

as a subset of \( T^*(O \times M) \). The \( \delta \)-function has the wavefront set

\[
WF(\delta) = \{(x, x, k_x, -k_x) \in T^*M \setminus \{0\} \mid (x, k_x) \in T^*M \setminus \{0\} \}.
\]

The wavefront sets \( \mathcal{F}_\pm = WF(\delta^\pm) \) of the retarded and advanced fundamental solutions was given in Proposition [15]. The Hadamard form \( \mathcal{H} \) of the wavefront set was defined in Theorem [9] We can now appeal to Theorem [8] on the wavefront set of the composition of kernels to show that \( WF(\omega_2) = WF(S' \circ \omega_2 \circ S) \subset \mathcal{H} \). The first thing to check is that \(WF(S)_{M, i}, WF(\omega_2)_{M, i}, i = 1, 2 \) denoting respectively the first and the second factor in \( M \times M \), are all empty, because they contain no element of the form \( (x, y, k_x, 0) \) or \( (x, y, 0, k_y) \). Second, due to the hypothesis \(WF(\omega_2)|_O \subset \mathcal{H}'_O \), the symmetry of the composition and the fact that composition with \( \delta(x, y) \) leaves any wavefront set invariant, it is sufficient to check that the compositions of wavefront sets as relations satisfy \( \mathcal{H}'_O \circ \mathcal{F}_\pm \subset \mathcal{H}'_M \).

Consider any \( (x, y, k_x, k_y) \in \mathcal{H}'_O \) and \( (y, z, k_y, k_z) \in \mathcal{F}_\pm \), so that \( (x, z, k_x, k_z) \in \mathcal{H}'_O \circ \mathcal{F}_\pm \). Then \( (x, k_x) \sim (y, k_x) \) and \( (y, k_y) \sim (z, k_z) \) in \( M \) according to the relation \( \sim \) defined in Theorem [9] so that \( (x, k_x) \sim (z, k_z) \) by transitivity of that relation in \( M \). The only question is about the allowed orientations of \( k_x \) and \( k_z \). By the Hadamard condition on \( O \), we have \( k_x > 0 \) and \( k_z > 0 \). On the other hand, the condition of being a point in \( \mathcal{F}_\pm \) induces the condition that either both \( k_x > 0 \) and \( k_z > 0 \) or both \( k_x < 0 \) and \( k_z < 0 \). Combining the two conditions we find that \( k_x > 0 \), and hence that \( (x, z, k_x, k_z) \in \mathcal{H}'_M \). This concludes the proof. \( \square \)
Remark 23. With an elementary re-adaptation, statement (b) holds true weakening the hypotheses, only requiring that \( \omega_2 \in \mathcal{D}'(M \times M) \) and that it satisfies KG equation in both arguments up to smooth functions \( r, l \in \mathcal{C}^\infty(M \times M, \mathbb{C}) \), i.e. \( P_x \omega_2(x,y) = l(x,y), P_y \omega_2(x,y) = r(x,y) \). In this form, it closes a gap\(^{11}\) present in the proof of the main result of \([53]\), Theorem 5.1 (the fact that 1 implies 3), and proves the statement on p. 548 of \([53]\) immediately after the proof of the mentioned theorem. It should be mentioned that the same gap had been previously explicitly identified and filled in the work of Sahlmann and Verch \([57]\). These authors merged the partial proof of Radzikowski with the more restrictive result on the ‘propagation of Hadamard form’ obtained previously in the works \([22, 24, 42]\) without the methods of microlocal analysis. On the other hand, our method, though sharing some similarity in spirit, makes no use of the result of \([22, 24, 42]\) and instead takes advantage of the microlocal methods in the guise of the theorem on the composition of wavefront sets, which greatly simplifies the argument.

The microlocal formulation gave rise to noticeable results also closing some long standing problems. In particular it was proved that the so called Unruh state describing black hole radiation is Hadamard \([14]\) and that the analogous state, describing thermal radiation in equilibrium with a black hole, the so called Hartle-Hawking state is similarly Hadamard \([58]\). These results are physically important because they permit one to compute the back reaction of the quantum radiation on the geometry, since the averaged, renormalized stress-energy tensor \( \omega(T_{ab}) \) can be defined in these states as previously discussed ((3) in Remark 19). Other recent applications concerned the definition of relevant Hadamard states in asymptotically flat spacetimes at null infinity \([49, 27]\), and spacelike infinity \([26]\). Natural Hadamard states for cosmological models have been discussed \([13]\) also in relation with the problem of the Dark Energy \([12]\). An improved semiclassical formulation where Einstein equations and the equation of evolution of the Hadamard quantum state and observables are solved simultaneously has been proposed in \([52]\). See \([30, 4]\) for recent reviews also regarding fields with spin or helicity, in particular \([15]\) for the vector potential field.

### 3.5 Algebra of Wick products

Let us come to the proof of existence of Wick monomials \( \phi^n : (f) \) as algebraic objects, since we only have defined the expectation values \( \omega_\phi(\phi^n : (f)) \) in \((68)\). We first introduce normal Wick products defined with respect to a reference quasifree Hadamard state \( \omega \) \([10, 9, 36]\). Referring to the GNS triple for \( \omega \), \((\mathcal{H}_\omega, \mathcal{D}_\omega, \pi_\omega, \Psi_\omega)\) Define the elements, symmetric under interchange of \( f_1, \ldots, f_r \in \mathcal{D}(M) \),

---

\(^{11}\) The gap is the content of the three lines immediately before this proof (ii) \( 3 \Rightarrow 2 \) on p. 547 of \([53]\): The reasoning presented there cannot exclude elements of the form either \( (x_1, x_2, 0, p_2) \) or \( (x_1, x_2, p_1, 0) \) from \( WF(\omega_2) \) outside \( \mathcal{N} \). The idea of our proof was suggested by N. Pinamonti to the authors.
\[ W_{\omega,0} \overset{\text{def}}{=} 1, \quad W_{\omega,n}(f_1, \ldots, f_n) \overset{\text{def}}{=} \hat{\phi}_\omega(f_1) \cdots \hat{\phi}_\omega(f_n) \in \mathcal{A}(\mathcal{M}) \]

for \( n = 1, 2, \ldots \), where as before,

\[ \hat{\phi}_\omega(x_1) \cdots \hat{\phi}_\omega(x_n) \overset{\text{def}}{=} \frac{1}{\nu_n} \delta^n f(x_1) \cdots \delta^n f(x_n) \bigg|_{f=0} e^{i\phi(f) + \frac{1}{2} \omega(f,f)} \quad (81) \]

The operators \( \hat{W}_{\omega,n}(f_1, \ldots, f_n) \) can be extended to (or directly defined on) \( [9, 36] \) an invariant subspace of \( \mathcal{H}_\omega \), the \textit{microlocal domain of smoothness} \( [9, 36] \), \( \mathcal{D}_\omega \subset \mathcal{D}_\omega \), which is dense, invariant under the action of \( \pi_\omega(\mathcal{A}(\mathcal{M})) \) and the associated unitary Weyl operators, and contains \( \Psi_\omega \) and all of unit vectors of \( \mathcal{H}_\omega \) which induce Hadamard quasifree states on \( \mathcal{A}(\mathcal{M}) \). The map

\[ f_1 \otimes \cdots \otimes f_n \mapsto \hat{W}_{\omega,n}(f_1, \ldots, f_n) \]

uniquely extends by complexification and linearity to a map defined on

\[ \mathcal{D}(\mathcal{M}) \otimes \cdots \otimes \mathcal{D}(\mathcal{M}) \]

Finally, if \( \Psi \in \mathcal{D}_\omega \), the map \( \mathcal{D}(\mathcal{M}) \otimes \cdots \otimes \mathcal{D}(\mathcal{M}) \ni h \mapsto \hat{W}_{\omega,n}(h)\Psi \) turns out to be continuous with respect to the relevant topologies: The one of \( \mathcal{H}_\omega \) in the image and the one of \( \mathcal{D}(\mathcal{M}^n) \) in the domain. A \textit{vector-valued distribution} \( \mathcal{D}(\mathcal{M}^n) \ni h \mapsto \hat{W}_{\omega,n}(h) \), uniquely arises this way. Actually, since \( \hat{\phi}_\omega(f_1) \cdots \hat{\phi}_\omega(f_n) \in \mathcal{D}(\mathcal{M}^n) \) is symmetric by construction, the above mentioned distribution is similarly symmetric and can be defined on the subspace \( \mathcal{D}_\omega(\mathcal{M}) \subset \mathcal{D}(\mathcal{M}^n) \) of the symmetric test functions:

\[ \mathcal{D}(\mathcal{M}^n) \ni h \mapsto \hat{W}_{\omega,n}(h) \]

By Lemma 2.2 in \( [9] \), if \( \Psi \in \mathcal{D}_\omega \) the wavefront set \( \text{WF}(\hat{W}_{\omega,n}(\cdot)\Psi) \) of the vector-valued distributions \( t \mapsto \hat{W}_{\omega,n}(t)\Psi \), is contained in the set

\[ F_n(\mathcal{M}) \overset{\text{def}}{=} \{(x_1, k_1, \ldots, k_n) \in (T^*\mathcal{M})^n \setminus \{0\} | k_i \in V^\pm_{\mathcal{M}}, i = 1, \ldots, n \}, \quad (82) \]

with \( V^+/\mathcal{M} \) denoting the set of all nonzero time-like and light-like co-vectors at \( x \) which are future/past directed. Theorem [7] which can be proved to hold in this case too, implies that we are allowed to define the product between a distribution \( t \) and a vector-valued distribution \( \hat{W}_{\omega,n}(\cdot)\Psi \) provided \( \text{WF}(t) + F_n(\mathcal{M}, g) \not\supset \{(x, 0) | x \in \mathcal{M}^n \} \). To this end, with \( \mathcal{D}_n(\mathcal{M}) \subset \mathcal{D}^n(\mathcal{M}) \) denoting the subspace of symmetric distributions, define

\[ E'_n(\mathcal{M}) \overset{\text{def}}{=} \{ t \in \mathcal{D}_n(\mathcal{M}) | \text{supp} t \text{ is compact}, \text{WF}(t) \subset G_n(\mathcal{M}) \} \]

where

\[ G_n(\mathcal{M}) \overset{\text{def}}{=} T^*\mathcal{M}^n \setminus \left( \bigcup_{x \in \mathcal{M}} (V_+^x)^n \cup \bigcup_{x \in \mathcal{M}} (V^-_x)^n \right). \]
It holds \( WF(t) + F'_n(M) \not\equiv \{(x,0) \mid x \in \mathcal{M}^n\} \) for \( t \in E'_n(M) \). By consequence, the product

\[
t \circ \hat{W}_{\omega,n}(\cdot)\Psi
\]

of the distributions \( t \) and \( \hat{W}_{\omega,n}(\cdot)\Psi \) can be defined for every \( \Psi \in D_{\omega} \) and it turns out to be a well-defined vector-valued symmetric distribution, \( D_n(M) \ni f \mapsto t \circ \hat{W}_{\omega,n}(f)\Psi, \) with values in \( D_{\omega} \). Thus, we have also defined an operator valued symmetric distribution, \( D_n(M) \ni f \mapsto t \circ W_{\omega,n}(f)\Psi, \) defined on and leaving invariant the domain \( D_{\omega} \), acting as \( \Psi \mapsto t \circ \hat{W}_{\omega,n}(f)\Psi. \) This fact permits us to smear \( \hat{W}_{\omega,n} \) with \( t \in E'_n(M) \), just defining

\[
\hat{W}_{\omega,n}(t) \overset{\text{def}}{=} (t \circ \hat{W}_{\omega,n}) (f),
\]

where \( f \in D_n(M) \) is equal to 1 on \( \text{supp} \ t \). It is simple to prove that the definition does not depend on \( f \) and the new smearing operation reduces to the usual one for \( t \in D_n(M) \subset E'_n(M,g). \) Finally, since \( f\delta_n \in E'_n(M) \) for \( f \in D(M) \), where \( \delta_n \) is the Dirac delta supported on the diagonal of \( \mathcal{M}^n = \mathcal{M} \times \cdots \times \mathcal{M} \) \( (n \text{ times}) \), the following operator-valued distribution is well-defined on \( D_{\omega} \) which is then an invariant subspace,

\[
f \mapsto \hat{\phi}^{\omega,n}(f) \overset{\text{def}}{=} \hat{W}_{\omega,n}(f\delta_n),
\]

**Definition 18.** \( \hat{\phi}^{\omega,n} (f) \) is the normal ordered product of \( n \) field operators with respect to \( \omega \). \( W_{\omega}(M) \) is the \(*\)-algebra generated by \( 1 \) and the operators \( \hat{W}_{\omega,n}(t) \) for all \( n \in \mathbb{N} \) and \( t \in E'_n(M,g) \) with involution given by \( \hat{W}_{\omega,n}(t)^* = \hat{W}_{\omega,n}(t)^{\dagger} |_{D_{\omega}} (= \hat{W}_{\omega,n}(\bar{t})) \).

**Remark 24.**

1. As proved in [36], each product \( \hat{W}_{\omega,n}(t)\hat{W}_{\omega,n}(t') \) can be decomposed as a finite linear combination of terms \( \hat{W}_{\omega,m}(s) \) extending the Wick theorem, and other natural identities, in particular related with commutation relations, hold.

2. \( \pi_{\omega}(A(M)) \) turns out to be a sub \(*\)-algebra of \( W_{\omega}(M) \) since \( \hat{\phi}_{\omega}(f) = \hat{\phi}^{\omega,n} (f) \) for \( f \in D(M) \).

If \( \omega, \omega' \) are two quasifree Hadamard states, \( W_{\omega}(M) \) and \( W_{\omega'}(M) \) are isomorphic (not unitarily in general) under a canonical \(*\)-isomorphism \( \alpha_{\omega''\omega} : W_{\omega}(M) \rightarrow W_{\omega'}(M) \), as shown in Lemma 2.1 in [36]. Explicitly, \( \alpha_{\omega''\omega} \) is induced by linearity from the requirements

\[
\alpha_{\omega''\omega}(1) = 1, \quad \alpha_{\omega''\omega}(W_{n,\omega}(t)) = \sum_k W_{n-2k,\omega'}(d^\omega_k(t)), \quad (83)
\]

where \( d(x_1,x_2) \overset{\text{def}}{=} \omega(x_1,x_2) - \omega'(x_1,x_2) \) (only the symmetric part matters here) and
\begin{equation}
\langle d^{\otimes k}, t \rangle (x_1, \ldots, x_{n-2k}) \overset{\text{def}}{=} \frac{n!}{(2k)!(n-2k)!} \int_{M^{2k}} t(y_1, \ldots, y_{2k}, x_1, \ldots, x_{n-2k}) \times \prod_{i=1}^{k} d(y_{2i-1}, y_{2i}) d\text{vol}_M(y_{2i-1}) d\text{vol}_M(y_{2i})
\end{equation}
Analogous monomials $\phi^n_H (f)$ are defined similarly as elements of $\mathcal{W}(\mathcal{M})$. With the said definition \((68)\) holds true literally and not only in the sense of quadratic forms.

**Remark 26.** The presented definition of locally covariant Wick monomials $\phi^n_H (f)$, though satisfying general requirement of locality and covariance \([11, 30, 4]\), remains however affected by several ambiguities. A full classification of them is the first step of ultraviolet renormalization program \([36, 45]\). The algebra $\mathcal{W}(\mathcal{M})$ also includes the so-called (locally covariant) time-ordered Wick polynomials, necessary to completely perform the renormalization procedure \([37]\).

The constructed formalism can be extended in order to encompass differentiated Wick polynomials and it has a great deal of effect concerning the definition of the stress energy tensor operator \([48]\). It is defined as an element of $\mathcal{W}(\mathcal{M})$ by subtracting the universal Hadamard singularity from the two-point function of $\omega$, before computing the relevant derivatives.

$$\mathcal{T}_{ab}^H (f) = \int_{\mathcal{M}^2} D_{ab}(x, y) \phi(x)\phi(y)_H \delta(x, y)f(x)\text{dvol}_{\mathcal{M}^2}(x, y)$$ \((85)\)

$$D_{ab}(x, y)$$ is a certain symmetrized second order partial differential operator obtained from \((41)\) (cf. \([48]\) Equation (10), and \([30]\) where some minor misprints have been corrected and where the signature \((-+++)\) has been adopted differently from \((+---)\) adopted in this work),

$$D_{ab}^\text{can}(x, y) := D_{ab}(x, y) - \frac{1}{3} g_{ab} P_x$$

$$D_{ab}^\text{can}(x, y) := (1 - 2\xi) g_{ab}^{b'} \nabla_a \nabla_b - 2\xi \nabla_a \nabla_b - \xi G_{ab}$$

$$+ g_{ab} \left\{ 2\xi \Box_x + \left( 2\xi - \frac{1}{2} \right) g_{a'}^{c'} \nabla_c \nabla_{a'} + \frac{1}{2} m^2 \right\}.$$ 

Here, covariant derivatives with primed indices indicate covariant derivatives w.r.t. $y$, $g_{a'}^{b'}$ denotes the parallel transport of vectors along the unique geodesic connecting $x$ and $y$, the metric $g_{ab}$ and the Einstein tensor $G_{ab}$ are considered to be evaluated at $x$. The form of the “canonical” piece $D_{ab}^\text{can}$ follows from the definition of the classical stress-energy tensor, while the last term $-\frac{1}{3} g_{ab} P_x$, giving rise to a final contribution $-\frac{2\xi}{3} \phi(x)P\phi(x)_H$ to the stress-energy operator, has been introduced in \([48]\). It gives no contribution classically, just in view of the very Klein-Gordon equation satisfied by the fields, however, in the quantum realm, its presence has a very important reason. Because the Hadamard parametrix satisfies the Klein-Gordon equation only up to smooth terms, the term with $P_x$ is non vanishing. Moreover, without this additional term, the above definition of $\mathcal{T}_{ab}^H$ would not yield a conserved stress-tensor expectation value (see \([48]\) Theorem 2.1). On the other hand the added term is responsible for the appearance of the famous *trace anomaly* \([64]\). An extended discussion on conservation laws in this framework appears in \([38]\).
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