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ABSTRACT

Graph Neural Networks (GNNs), which generalize the deep neural networks to graph-structured data, have achieved great success in modeling graphs. However, as an extension of deep learning for graphs, GNNs lack explainability, which largely limits their adoption in scenarios that demand the transparency of models. Though many efforts are taken to improve the explainability of deep learning, they mainly focus on i.i.d data, which cannot be directly applied to explain the predictions of GNNs because GNNs utilize both node features and graph topology to make predictions. There are only very few work on the explainability of GNNs and they focus on post-hoc explanations. Since post-hoc explanations are not directly obtained from the GNNs, they can be biased and misrepresent the true explanations. Therefore, in this paper, we study a novel problem of self-explainable GNNs which can simultaneously give predictions and explanations. We propose a new framework which can find K-nearest labeled nodes for each unlabeled node to give explainable node classification, where nearest labeled nodes are found by interpretable similarity module in terms of both node similarity and local structure similarity. Extensive experiments on real-world and synthetic datasets demonstrate the effectiveness of the proposed framework for explainable node classification.

CCS CONCEPTS
• Computing methodologies → Neural networks.
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1 INTRODUCTION

Graph neural networks (GNNs) [3, 12, 18] have made remarkable achievements in modeling graph structured data from various domains such as social networks [8, 12], financial system [41], and recommendation system [42]. The success of GNNs relies on the message-passing. More specifically, the node representations in
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GNNs will aggregate the information from the neighbors. As a result, the learned representations will capture the node attributes and local topology information to facilitate various tasks, especially the semi-supervised node classification.

Despite the success in modeling graph data, predictions of GNNs are not interpretable for human, which limits the adoption of GNNs in various domains such as credit approval in finance. First, as an extension of deep learning on graphs, the high non-linearity of GNNs makes the predictions difficult to understand. Second, GNNs utilize both node attributes and graph topology to give predictions, which leads to additional challenges to interpret the predictions. Though various approaches [26, 35] have been studied to give interpretable predictions or explain trained neural networks, most of them are designed for i.i.d data such as images and cannot handle the relational information. Thus, they cannot be directly applied for GNNs which highly rely on relational information in graphs. Some initial efforts [14, 22, 45] have been taken to address this problem. For instance, GNNExplainer [45] takes a trained GNN and its predictions as inputs and output crucial node attributes and subgraphs to explain the GNN’s predictions. However, all the aforementioned GNN explainers only focus on the post-hoc explanations, i.e., learning an explainer to explain the outputs of a trained GNN. Since the post-hoc explanations are not directly obtained from the GNNs, they can be biased and misrepresent the true explanations of the GNNs. Therefore, it is crucial to develop a self-explainable GNN, which can simultaneously give predictions and explanations.

One perspective to obtain the self-explanation for node classification is to identify interpretable K-nearest labeled nodes for each node and utilize the K-nearest labeled nodes to simultaneously give label prediction and explain why such prediction is given. An example of the interpretable K-nearest labeled is shown in Figure 1. As it shows in Figure 1, the topology and node attributes in local graph of node \( v_i \) are well matched with that of the node \( v_j \) which is labeled as positive. Thus, \( v_j \) should be predicted as positive. Then the explanations can be: (i) “node \( v_j \) is classified as class \( X \) because most of the K-nearest labeled nodes of \( v_j \) belong to class \( X \)”; and (ii) “node \( v_j \) is similar to node \( v_i \) because the n-hop subgraphs centered at these two nodes are similar. For example, this part of the structure and attributes of \( v_i 's \) n-hop subgraph matches to that of \( v_j 's \). Though being promising, the work on exploring K-nearest neighbors for self-explainable GNNs is rather limited.
Therefore, in this paper, we investigate a novel problem of self-explainable GNN by exploring $K$-nearest labeled nodes. However, developing self-explainable GNN which gives interpretable $K$-nearest labeled nodes is non-trivial. In essence, we are faced with the following challenges: (i) how to incorporate the node similarity and structure similarity to identify $K$-nearest labeled nodes? For graph-structured data, the similarity should take both node attributes and local topology into consideration. Existing works of interpretable deep KNN [26] mostly focus on i.i.d data and cannot handle the structure similarity. One straightforward solution is using the cosine similarity of node representations learned by GNNs [12, 18] to identify the $K$-nearest labeled nodes. But the selection of the $K$-nearest labeled nodes is not interpretable, because the local graph topology and node attributes are implicitly embedded in latent vectors. In addition, ground-truth of node and structure similarity is generally not available. Due to the lack of explicit supervision, it is challenging to identify the true $K$-nearest labeled nodes; and (ii) how to simultaneously give accurate predictions and correct corresponding explanations. The supervision we have is only the labels for classification accuracy. How to leverage label information to help learn the explanations is required to be investigated.

In an attempt to solve the challenges, we propose a model named as Self-Explainable GNN (SE-GNN)$^\dagger$. SE-GNN adopts a novel mechanism that can explicitly evaluate the node similarity and local structure similarity. For the structure similarity estimation, similarity scores of edges across the local graphs of two nodes will be evaluated to provide self-explanations. The prediction can be supervised by provided labels. And labels can also provide implicit supervision to guide the similarity modeling, because nodes with same labels are more likely to be a similar pair. Therefore, We propose a novel classification loss to simultaneously ensure the accuracy of the prediction and facilitate the interpretable similarity modeling. Furthermore, SE-GNN adopts contrastive learning on node and edge representations to supervise node similarity and edge matching explanations. The main contributions are:

- We study a novel problem of self-explainable GNN by exploring $K$-nearest labeled nodes for predictions and explanations;
- We develop a novel framework SE-GNN, which adopts an interpretable similarity modeling to identify $K$-nearest labeled nodes and enhance the explanations with self-supervision;
- We generate a synthetic dataset to quantitatively evaluate the quality of explanations, i.e., interpretable $K$-nearest labeled nodes, which can facilitate future research in this direction; and
- We conduct extensive experiments on both real-world datasets and synthetic datasets and demonstrate that SE-GNN can give accurate predictions and explanations.

2 RELATED WORK

2.1 Graph Neural Networks

Graph Neural Networks (GNNs) have shown their great power in modeling graph-structure data for various applications such as traffic analysis [50] and drug generation [2]. GNNs can be generally split into two categories, i.e., spectral-based [3, 18, 20] and spatial-based [4, 6, 12, 39, 51]. Spectral-based methods learn the node representations based on spectral graph theory. For example, Bruna et al. [3] first generalize the convolution to graph-structure data with spectral graph theory. To remove the computationally expensive Laplacian eigendecomposition, ChebyNets [9] define graph convolutions with Chebyshev polynomials. GCN [18] further simplifies the convolutional operation. Spatial-based graph convolution is defined in spatial domain, which updates node representations by aggregating their neighbors’ representations [12, 24]. For example, GAT [39] updates the representations of the nodes from the neighbors with an attention mechanism. Moreover, various spatial methods are proposed for further improvements [4, 5, 7, 38]. For instance, FastGCN [4] is proposed to solve the scalability issue.

Recently, some works employ self-supervised learning to graph structured data for better node representations. Various pretext tasks have been explored to benefit the training of GNNs [15, 37, 52]. For example, SuperGAT [17] deploys the edge prediction as self-supervised task to guide the learning of attention. Furthermore, contrastive learning is also widely adopted as the self-supervised task [28, 36, 40, 46]. For instance, Qiu et al. [28] design a subgraph instance discrimination to better capture the topology information. The aforementioned methods are inherently different from our proposed SE-GNN as we focus on self-explainable GNNs and the self-supervision is applied to obtain high-quality explanations.

2.2 Explainability of Graph Neural Networks

To address the problem of lacking interpretability, extensive works have been proposed. Explanations in the existing works generally fall into two categories, i.e., self-explainable and post-hoc explanations. Self-explainable models are self-intrinsic, which can simultaneously make predictions and explain the predictions [1, 13]. For example, Alvarez et al. [1] propose a rich class of interpretable models where the explanations are intrinsic to the model. Post-hoc explanations use another model or strategy to explain the behavior of a trained model, such as by learning a local approximation with an interpretable model [31], computing instance discrimination to better capture the topology information. The aforementioned approaches are overwhelmingly developed for i.i.d data such as images and texts; while the work on interpretable GNNs for graph structured data are rather limited [14, 22, 45, 48]. GNNExplainer [45] learns soft masks for edges and node features to find the crucial subgraphs and features to explain the predictions. PGExplainer [22] applies a parameterized explainer to generate the edge masks from a global view to identify the important subgraphs. GraphLime [14] extends the LIME [31] to graph neural networks and investigates the importance of different node features for node classification. However, the graph structure information is ignored in GraphLime.

Our work is inherently different from the aforementioned explainable GNN methods: (i) we focus on learning a self-explainable GNN which can simultaneously give predictions and explanations while all the aforementioned are post-hoc explanations. We don’t need additional explainer, which reduces the risk of misrepresenting the true decision reasons of the model; and (ii) we study a novel approach of finding the $K$-nearest labeled nodes in terms of node and structure similarity for classification and explanation.

$^\dagger$https://github.com/EnyanDai/SEGNN
We use \( G = (\mathcal{V}, E) \) to denote an attributed graph, where \( \mathcal{V} = \{v_1, ..., v_N\} \) is the set of \( N \) nodes, \( E \subseteq \mathcal{V} \times \mathcal{V} \) is the set of edges, and \( X = \{x_1, ..., x_N\} \) is the set of node attributes with \( x_i \) being the node attributes of node \( v_i \). \( A \in \mathbb{R}^{N \times N} \) is the adjacency matrix of the graph \( G \), where \( A_{ij} = 1 \) if nodes \( v_i \) and \( v_j \) are connected; otherwise \( A_{ij} = 0 \). In the semi-supervised setting, part of the nodes \( \mathcal{V}_L = \{v_1, ..., v_l\} \subseteq \mathcal{V} \) are labeled. We use \( \mathcal{Y} = \{y_1, ..., y_l\} \) to denote the corresponding labels, where \( y_i \in \mathbb{R}^C \) is a one-hot vector of node \( v_i \)’s label. \( \mathcal{V}_U = \mathcal{V} - \mathcal{V}_L \) is a set of unlabeled nodes. Most of existing GNNs focus on label prediction of unlabeled nodes \( \mathcal{V}_U \) [43]. They usually lack interpretability on why GNN classifiers give such predictions. There are few attempts of post-hoc explainers [14, 22, 45, 48] to provide explanations for trained GNNs; while the work on self-explainable GNNs is rather limited.

We aim to develop self-explainable GNNs. In particular, for each unlabeled node \( v_i \), we want to find \( K \) most similar labeled nodes with \( v_i \), and simultaneously utilize these similar nodes to predict \( v_i \)’s label and provide explanation of the prediction. Since both node features and local structure are important for classification, the similarity should be measured in terms of both node features and the n-hop subgraph centered at each node. Sample explanations can be: (i) \( v_i \) is classified as class \( B \); because these \( K \) nodes have the most similar node features and n-hop subgraph with that of \( v_i \), and most of these \( K \) nodes belong to class \( B \); (ii) \( v_i \) is similar to node \( v_j \) because the n-hop subgraphs centered at these two nodes are similar. For example, this part of the structure and attributes of \( v_i \)’s n-hop subgraph matches to that of \( v_j \)’s.

Let \( G_{s}^{(n)}(v_i) = (\mathcal{V}_i \cup \mathcal{N}^{(n)}(v_i), E_s^{(n)}(v_i)) \) be the n-hop subgraph centered at node \( v_i \), where \( \mathcal{N}^{(n)}(v_i) \) is the set of nodes within n-hop of \( v_i \) and \( E_s^{(n)}(v_i) \) is the set of edges that linked the nodes in \( G_{s}^{(n)}(v_i) \). Let \( \mathcal{P}^{(n)}(v_i, v_j) \subseteq \mathcal{E}_s^{(n)}(v_i) \times \mathcal{E}_s^{(n)}(v_j) \) be the edge matching result between the local graphs of node \( v_i \) and \( v_j \). With these notations, the problem of learning self-explainable GNN by predicting with interpretable \( K \)-nearest neighbors is defined as:

**Problem 1.** Given a graph \( G = (\mathcal{V}, E) \) with labeled node set \( \mathcal{V}_L \) and corresponding label set \( \mathcal{Y} \), learn a self-explainable GNN \( f_G : G \rightarrow \mathcal{Y} \) which could give an accurate prediction for each unlabeled node \( v_i \in \mathcal{V}_U \) and simultaneously generate explanation from the \( K \)-nearest labeled node \( (vw_k, G_s^{(n)}(v_i), \mathcal{P}^{(n)}(v_i, v_k))) \) of \( v_i \), where \( v_k \in \mathcal{V}_L \) and \( G_s^{(n)}(v_k) \) are the identified top \( K \) nearest labeled nodes and the corresponding n-hop subgraph, respectively. \( \mathcal{P}^{(n)}(v_i, v_k) \) is the edge matching results between local graphs of \( v_i \) and \( v_k \) to explain the similarity in structure.

### 4 METHODOLOGY

In this section, we present the details of the proposed framework SE-GNN. The basic idea of SE-GNN is: for each node \( v_i \), it identifies \( K \) most similar labeled nodes with \( v_i \), and utilize the labels of these \( K \) nodes to predict \( v_i \)’s label. Meanwhile, the \( K \) most similar labeled nodes provide explanations on why such prediction is made in terms of both the structure and feature similarity. There are mainly two challenges: (i) how to obtain interpretable \( K \)-nearest labeled nodes that consider both node and structure similarity; and (ii) how to simultaneously give accurate predictions and correct corresponding explanations. To address these challenges, SE-GNN explicitly models the node similarity and local structure similarity with explanations. An illustration of the proposed framework is shown in Figure 2. It is mainly composed of an interpretable similarity module and a self-supervisor to enhance the explanations. With the novel similarity modeling process, \( K \)-nearest labeled nodes of the target node and the similarity explanations can be obtained. Then, prediction of the target node can be given based on the identified \( K \)-nearest labeled nodes. And, a novel loss function is designed to ensure the accuracy of predictions and facilitate the similarity modeling. Furthermore, self-supervision for explanations is applied to further benefit the accurate explanation generation.

#### 4.1 Interpretable Similarity Modeling

Since for each node, SE-GNN relies on interpretable \( K \)-nearest labeled nodes for predictions and explanations, we need to design an interpretable similarity measurements to measure the similarity of nodes. Unlike i.i.d data, which only needs to measure the similarity from the feature perspective, for graph-structure data, both node attributes and the local graph structures of nodes contain crucial information for node classification. Thus, we propose to explicitly model the node similarity and structure similarity to obtain an interpretable overall similarity.

**4.1.1 Node Similarity.** The node similarity is to evaluate how similar the target node is with the labeled nodes in the node level. Since node features could be noisy and sparse, directly measuring the node similarity in the raw feature space will result in noisy similarity. Following existing work on similarity metric learning [28], we first learn node representations followed by a similarity function, which could better measure node similarity. One straightforward way is to adopt a deep GNN such as GCN [18] and GAT [39] to learn powerful node embeddings. However, current GNNs are found to experience the over-smoothing issue [21]. This may lead to indistinguishable similarity scores for node pairs that actually differ a lot. And a deep GNN may implicitly model the structure information, which could reduce the interpretability of the node similarity. Therefore, we propose to firstly encode the node features with a MLP. Then, the node embeddings are further updated by aggregating the representations from their neighbors with one residual GCN layer [18]. This process can be mathematically written as:

\[
H^m = MLP(X), \quad H = \sigma(\tilde{A}H^mW) + H^m, \tag{1}
\]

where \( X \) denotes the node attributes, \( \tilde{A} = D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}} \) is the normalized adjacency matrix, and \( D \) is a diagonal matrix with \( D_{ii} = \Sigma_j A_{ij} \). \( I \) is the identity matrix. \( \sigma \) is the activation function such as ReLU. With the learned node embeddings, the node similarity between a target node \( v_i \) and a labeled node \( v_j \) can be obtained as:

\[
sim(v_i, v_j) = \text{sim}(h_i, h_j), \tag{2}
\]

where \( h_i \) and \( h_j \) are the learned embeddings of node \( v_i \) and \( v_j \), respectively. \( \text{sim} \) is flexible to be various similarity metrics such as cosine similarity [46] and distance-based similarity [27].

**4.1.2 Local Structure Similarity.** Generally, the content information, i.e., the n-hop graph structure, is very important for node classification. If two nodes \( v_i \) and \( v_j \) have similar n-hop subgraphs,
their labels are likely to be similar. Thus, in addition to the node level similarity, we also measure the local structure similarity, which can (i) explicitly consider the local structure information to facilitate the identification of $K$-nearest labeled nodes and (ii) provide explanations about the similarity in a structure level. Specifically, we propose to measure how well the edges between the local graphs of two nodes match to evaluate the similarity in structure level. The edge matching results can explain the similarity of two nodes in the aspect of local structure. To match edges for local structure similarity, we need to first learn representations of edges. Since an edge is determined by the two nodes linked by it, for an edge $e = (v_i, v_j)$ which links node $v_i$ and $v_j$, we get the edge representation $e_{ij}$ as:

$$e_{ij} = f_e(h_i, h_j),$$

where $h_i$ and $h_j$ are embeddings of node $v_i$ and $v_j$, respectively. $f_e$ is the function of aggregating the node information to get the edge embedding, which is flexible to various functions such as average pooling and LSTM. In our implementation, we apply average pooling function as $f_e$. With Eq.(3), we can get two sets of edge representations $\mathcal{R}_e = \{e_{i1}^1, ..., e_{iM}^1\}$ and $\mathcal{R}_l = \{e_{i1}^2, ..., e_{iM}^2\}$ for $E^{(n)}_v(v_i)$ and $E^{(l)}_v(v_i)$, where $E^{(n)}_v(v_i)$ and $E^{(l)}_v(v_i)$ are the edges in the local graphs of $v_i$ and $v_j$, respectively. For an edge $e_i^l \in E^{(n)}_v(v_i)$, we will find the edge in $E^{(n)}_v(v_j)$ that matches $e_i^l$ best. The process of identifying the paired edge for $e_i^l$ can be formally written as:

$$e_i^p = \arg \max_{e_i^p \in E^{(n)}_v(v_j)} \text{sim}(e_i^l, e_i^p),$$

where $e_i^p$ is the found edge in local graph of $v_j$ that matches edge $e_i^l$. The whole edge matching results, which can explain the local structure similarity, can be obtained by:

$$\mathcal{P}^{(n)}(v_i, v_j) = \{(e_i^l, e_i^p)\}_{i=1}^M.$$

Then, the local structure similarity between $v_i$ and $v_j$ can be obtained by averaging the similarity scores of all the paired edges:

$$s^n(v_i, v_j) = \frac{1}{M} \sum_{i=1}^M \text{sim}(e_i^l, e_i^p),$$

where $e_i^p$ is the representation of edge $e_i^l$.

### 4.1.3 Overall Similarity

With the node similarity and local structure similarity between node $v_i$ and $v_j$, the overall similarity is:

$$s(v_i, v_j) = \lambda s^n(v_i, v_j) + (1 - \lambda)s^l(v_i, v_j),$$

where $\lambda$ is a positive scalar to balance the contributions of node similarity and structure similarity.

### 4.2 Self-Explainable Classification

With the similarity metric described in Section 4.1, we are able to identify the interpretable $K$-nearest labeled nodes to predict and explain the label of the target node. Next, we introduce the details of the prediction process, discussions about the explanations, and the loss function that ensures classification accuracy.

#### 4.2.1 Prediction with K-nearest Labeled Nodes

Let $\mathcal{K}_v = \{v_1, ..., v_K\}$ be the set of $K$-nearest labeled nodes of the target node $v_i$ based on Eq.(7). Intuitively, the more similar $v_i$ and $v_i^l$ are, i.e., the larger $s(v_i, v_i^l)$ is, the more likely $v_i$ has the same label as $v_i^l$. Thus, following deep KNN [27, 29], we predict the label of node $v_i$ as weighted average of the labels of the $K$-nearest neighbors. Specifically, the weight $a_{ti}$ of the $i$-th nearest labeled node, i.e., $v_i^l$, is calculated as:

$$a_{ti} = \frac{\exp(s(v_i, v_i^l)/\tau)}{\sum_{k=1}^K \exp(s(v_i, v_i^k)/\tau)},$$

where $\tau$ is the temperature parameter. With the weight $a_{ti}$, the label of $v_i$ is predicted as:

$$\hat{y}_i = \sum_{i=1}^K a_{ti} \cdot y_i^l,$$

where $y_i^l$ is the one-hot label vector of $v_i^l$.

#### 4.2.2 Explanation

For a target node $v_i$, the found $K$-nearest labeled nodes $\mathcal{K}_v = \{v_1^l, ..., v_K^l\}$ and the corresponding similarity scores $\{s(v_i, v_i^l)\}_{i=1}^K$ can clearly explain the predictive label. For the overall similarity $s(v_i, v_i^l)$, the contributions of node and structure similarity can be given through $s^n(v_i, v_i^l)$ and $s^l(v_i, v_i^l)$. Moreover, we can track back the identified edge pairs $\mathcal{P}^{(n)}(v_i, v_i^l)$ between local graph of $v_i$ and its $i$-th nearest labeled node $v_i^l$ to explain the local structure similarity. Though our SE-GNN focuses on explaining the predictions with $K$-nearest labeled nodes, it also can extract the crucial subgraph for explanation. For a crucial edge, the local graphs of $K$-nearest neighbors should also contain similar one.
Thus, the importance of an edge $e^i_j \in E_0^{|V|}$ can be evaluated by its average similarity with the identified pair edges $\{e^p_j\}_{j=1}^K$ in the local graphs of the K-nearest labeled nodes as
\[
p(e^i_j) = \frac{1}{K} \sum_{j=1}^K \text{sim}(e^i_j, e^p_j),
\]
where $e^i_j$ and $e^p_j$ are edge representations of $e^i_j$ and $e^p_j$, respectively. Then, a threshold can be set to filter out the unimportant edges in the local graph of node $v_i$.

4.2.3 Classification Loss. SE-GNN is expected to give accurate predictions. Therefore, we utilize the supervision from the given labels to ensure the accuracy of the self-explainable GNN. One straightforward way is to optimize the predictions of nodes with labels in a leave-one-out manner. More specifically, for a labeled node $v_i \in V_L$, we identify K-nearest labeled nodes from other labeled nodes $V_L \setminus \{v_i\}$. Then loss such as cross entropy loss can be applied to optimize the model. However, in this way, the optimization only involves the searched K-nearest neighbors which are generally similar nodes. Lacking of various negative samples may negatively affect similarity modeling. In addition, the computational cost to identify K-nearest neighbors will be large when numerous labeled nodes are given. To address these issues, we propose a loss function that adopts negative sampling [23] and approximately select K-nearest labeled nodes as positive samples. Specifically, for a target node $v_i \in V_L$, we randomly sample $Q$ labeled nodes $V^*_Q$ which do not share the same label with $v_i$ as negative samples. And we randomly sample $N (N > K)$ labeled nodes sharing the same label with $v_i$ as support set to obtain approximate K-nearest labeled nodes $\mathcal{K}_i$. The objective function can be formally written as:
\[
\min_{\theta} \mathcal{L}_c = \frac{1}{|V_L|} \sum_{v_i \in V_L} -\log \frac{\sum_{\tilde{v}_i^j \in \mathcal{K}_i} \exp(s(v_i, \tilde{v}_i^j) / \tau)}{\sum_{\tilde{v}_i^j \in \mathcal{K}_i \cup V^*_Q} \exp(s(v_i, \tilde{v}_i^j) / \tau)},
\]
where $\theta$ denotes the parameters of SE-GNN, and $\tau$ is the temperature hyperparameter. With loss function Eq.(11), the similarity scores of node pairs with different labels will be minimized, and the similarity scores between a node and its approximate k-nearest neighbor with the same labels will be maximized. As a result, accurate predictions can be given. Moreover, it provides supervision to guide the similarity modeling. Note that this sampling strategy to obtain approximate K-nearest labeled nodes is only applied during the training phase. For testing phase, K-nearest labeled nodes are identified from the whole labeled node set $V_L$ and the label is predicted with Eq.(9).

4.3 Enhance Explanation with Self-Supervision

Although the labels can provide the supervision to facilitate the similarity modeling with objective function in Eq.(11), they do not explicitly supervise the node similarity and local structure similarity. In addition, the edge matching results and identification of nearest labeled nodes may not generalize well to unlabeled nodes, because unlabeled nodes are not involved in Eq.(11). To further benefit the explanation generation and similarity metric learning, we adopt a contrastive pretext task to provide self-supervision for node similarity and local structural similarity learning.

Recently, contrastive learning has shown to be effective for unsupervised representation learning on graphs [28, 40, 46]. Essentially, contrastive learning aims to maximize representation consistency under differently augmented views. In other words, with contrastive learning, similar nodes/graphs will be given similar representations. Therefore, we adopt contrastive learning on node representations to facilitate the node similarity modeling. Moreover, the explanation for local structure similarity relies on accurate edge matching. To guide the edge matching on unlabeled nodes, a contrastive task on node representations is deployed as well. In detail, we maximize the agreement between two augmented views of the graphs via a contrastive loss in node and edge representations. Following GraphCL [46], two augmentations, i.e., attribute masking and edge perturbation, are applied to obtain representations from different views. We apply infoNCE loss [25] as the contrastive loss. The infoNCE loss transfers the mutual information maximization to a classification task which requires positive pairs and negative pairs. Representations of the same node/edge from these two views will compose positive pairs for contrastive learning. And representations of different nodes in both views compose negative pairs. The contrastive learning is trained in a minibatch manner. For a query representation $h_i$, a dictionary $\{h_0, ..., h_Q\}$ which contains one positive sample $h_0$ will be built. The objective function of contrastive learning on node representations can be formulated as:
\[
\min_{\theta} \mathcal{L}_n = \frac{1}{|V_B|} \sum_{v_i \in V_B} -\log \frac{\exp(sim(h_i, h_0) / \tau)}{\sum_{j=0}^Q \exp(sim(h_i, h_j) / \tau)}.
\]
Similarly, contrastive learning is adopted on the edge representations to benefit the edge matching explanations. Let $E_B$ denotes a minibatch of edges. The objective function can be written as:
\[
\min_{\theta} \mathcal{L}_e = \frac{1}{|E_B|} \sum_{e \in E_B} -\log \frac{\exp(sim(e, e_0) / \tau)}{\sum_{j=0}^Q \exp(sim(e, e_j) / \tau)},
\]
where $e_0$ denotes a query edge representation, and $e_0$ is the positive sample from dictionary $\{e_0, ..., e_Q\}$. With the self-supervision, the representations of similar edges and nodes will be similar, which can facilitate the similarity modeling for explanations. Moreover, since edge perturbation is used to augment the graph in contrastive learning, the representations from the perturbed graph will be enforced to be consistent with the representations from the clean graph. This will lead to robustness against structure noise.

4.4 Overall Objective Function

With the supervision from the labels for accurate prediction, and the contrastive learning on node and edge representations to facilitate the modeling of similarity, the final loss function of SE-GNN is:
\[
\min_{\theta} \mathcal{L}_c + \alpha \mathcal{L}_n + \beta \mathcal{L}_e.
\]
where $\theta$ represents the parameters of SE-GNN, $\alpha$ and $\beta$ are hyperparameters that control the contributions of self-supervision on node similarity modeling and edge matching in local similarity evaluation, respectively.

4.5 Training Algorithm and Time Complexity

4.5.1 Training Algorithm. The training algorithm of SE-GNN is given in Algorithm 1. In line 1, the parameters of SE-GNN are randomly initialized with Xavier initialization [11]. In line 3, the
supervised loss from the labeled nodes is calculated. Graph augmentation is conducted in line 4, which generates graphs in different views for contrastive learning. From line 5 to line 9, contrastive losses for nodes and edges are computed. For the size of negative samples in Eq.(11), it is fixed as 20. The sizes of negative samples in Eq.(12) and Eq.(13) are both set as 100 during the training phase.

4.5.2 Time Complexity. During the test phase, the main time complexity comes from the similarity scores calculation between the test node $v_t$ and all the labeled nodes $\mathcal{V}_L$. For each node $v_l \in \mathcal{V}_L$, the cost for calculating the edge matching with $v_t$ is $O(d \cdot |E_l| \cdot |E_l|)$, where $d$ is the embedding dimension. Thus, the time complexity for one test node is approximately $O(d \cdot |E_l| \cdot \sum_{v_l \in \mathcal{V}_L} |E_l|)$. As for the training phase, we adopt a sampling strategy in Eq.(11) to reduce the pairs of similarity to be computed. For each node $v_t \in \mathcal{V}_L$, let $S_t = \mathcal{K}_t \cup \mathcal{V}_N$ denotes the sampled positive and negative nodes in Eq.(11), the cost for calculating classification loss for $v_t$ is $O(d \cdot |E_l| \cdot \sum_{v_l \in S_t} |E_l|)$. Thus, the cost for classification loss of all labeled nodes is $O(\sum_{v_t \in \mathcal{V}_L} \sum_{v_l \in S_t} d \cdot |E_l| \cdot |E_l|)$. With the computation cost on contrastive learning, the overall time complexity for an iteration in the training phase is $O(d \cdot (Q_n |\mathcal{V}_B| + Q_e |E_B| + \sum_{v_t \in \mathcal{V}_L} \sum_{v_l \in S_t} |E_l| \cdot |E_l|))$.

5 EXPERIMENTS

In this section, we conduct extensive experiments on real-world and synthetic datasets to demonstrate the similarity scores calculation between the test node $v_t$ and all the labeled nodes $\mathcal{V}_L$. For each node $v_l \in \mathcal{V}_L$, the cost for calculating the edge matching with $v_t$ is $O(d \cdot |E_l| \cdot |E_l|)$, where $d$ is the embedding dimension. Thus, the time complexity for one test node is approximately $O(d \cdot |E_l| \cdot \sum_{v_l \in \mathcal{V}_L} |E_l|)$. As for the training phase, we adopt a sampling strategy in Eq.(11) to reduce the pairs of similarity to be computed. For each node $v_t \in \mathcal{V}_L$, let $S_t = \mathcal{K}_t \cup \mathcal{V}_N$ denotes the sampled positive and negative nodes in Eq.(11), the cost for calculating classification loss for $v_t$ is $O(d \cdot |E_l| \cdot \sum_{v_l \in S_t} |E_l|)$. Thus, the cost for classification loss of all labeled nodes is $O(\sum_{v_t \in \mathcal{V}_L} \sum_{v_l \in S_t} d \cdot |E_l| \cdot |E_l|)$. With the computation cost on contrastive learning, the overall time complexity for an iteration in the training phase is $O(d \cdot (Q_n |\mathcal{V}_B| + Q_e |E_B| + \sum_{v_t \in \mathcal{V}_L} \sum_{v_l \in S_t} |E_l| \cdot |E_l|))$.

To quantitatively and qualitatively evaluate SE-GNN in predictions and explanations, we conduct extensive experiments on three real-world datasets and two synthetic datasets. The statistics of the datasets are presented in Table 1.

### 5.1 Datasets

To quantitatively and qualitatively evaluate SE-GNN in predictions and explanations, we conduct extensive experiments on three real-world datasets and two synthetic datasets. The statistics of the datasets are presented in Table 1.

#### 5.1.1 Real-World Datasets

To demonstrate the effectiveness of our proposed method, for real-world datasets, we choose three widely used benchmark networks, i.e., Cora, Citeseer, and Pubmed [33]. For Cora and Pubmed, the standard dataset splits as in the cited paper are applied. As for Citeseer, it contains isolated nodes which are not applicable to our method. Therefore, following the pre-processing strategy in [16], we select the largest connected component in the Citeseer graph and apply the same dataset splits.

#### 5.1.2 Synthetic Datasets

We construct two synthetic datasets, i.e., Syn-Cora and BA-Shapes, which provide ground-truth of explanations for quantitative analysis. The details are described below.

**Syn-Cora**: This dataset is synthesized from the Cora graph which provides ground-truth of explanations, i.e., K-nearest labeled nodes and edge maching results. To construct the graph, motifs are obtained by sampling local graphs of nodes from Cora. Various levels of noises are applied to the motifs in attributes and structures to generate similar local graphs. For a motif and its corresponding perturbed versions provide the groundtruth K-nearest neighbors and the corresponding edge-matching. Specifically, we sample three motifs for each class, resulting in 21 unique motifs in total. To link the synthetic local graphs together, a subgraph of Cora that have no overlap with the motifs is sampled as the basis graph. These synthetic local graphs are attached to the basis graph by randomly linking three nodes. To simulate a realistic training scenario, we randomly select 30% nodes from the motifs and basis graph as the training set. Testing is conducted on the remaining nodes in the motifs for explanation accuracy evaluation.

**BA-Shapes**: To compare with the state-of-the-art GNN explainers [22, 45] which identify crucial subgraphs for predictions, we construct BA-Shapes following the setting in GNNExplainer [45]. BA-Shapes is a single graph consisting of a base Barabasi-Albert (BA) graph with 300 nodes and 80 “house”-structured motifs. These motifs are attached to the BA graph. And random edges are added to perturb the graph. Node features are not assigned in BA-Shapes. Nodes in the base graph are labeled with 0. Nodes locating at the top/middle/bottom of the “house” are labeled with 1/2/3, respectively. Dataset split is the same as that in [45].

### 5.2 Experimental Settings

#### 5.2.1 Baselines

To evaluate the performance and robustness of SE-GNN in node classification on real-world datasets, we first compare with the following representative and state-of-the-art GNNs, self-supervised GNN, and robust GNN.

- **GCN** [18]: GCN is a popular spectral-based GNN which defines graph convolution with spectral theory.
- **GIN** [44]: Compared with GCN, multi-layer perception is used in GIN to process the aggregated information from the neighbors in each layer to learn more powerful representations.
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Finally, we compare with the state-of-the-art GNN explainers in extracting important subgraphs to explain predictions:

• GNNExplainer [45]: GNNExplainer takes a trained GNN and the predictions as input to obtain post-hoc explanations. It learns a soft edge mask for each instance to identify the crucial subgraph.

• PGExplainer [22]: It adopts a MLP-based explainer to obtain the important subgraphs from a global view to reduce the computation cost and obtain better explanations.

5.3.1 Results on Real-World Datasets. To demonstrate that our SE-GNN can give accurate predictions, we compare with the state-of-the-art GNNs on real-world datasets. Each experiment is conducted 5 times. The average node classification accuracy and standard deviations are reported in Table 2. From the table, we observe:

• Our method outperforms GCN and GIN on various real-world datasets especially on the large dataset. This is because information from numerous unlabeled nodes is leveraged in SE-GNN through the similarity modeling with contrastive learning.

• SE-GNN achieves comparable performance with self-supervised method SuperGAT. Note that encoder in SE-GNN only involves 1-hop neighbors to learn representations. This indicates that the designed local structure similarity manages to capture the complex structure information for node classification.

• Though GCN-K and GIN-K also utilize GNN to learn representation and K-nearest neighbors for prediction, SE-GNN performs much better than them, which shows the effectiveness of SE-GNN in utilizing the label information and contrastive learning for learning better representations and similarity metrics.

Intuitively, for each test node $v_t \in V_G$, SE-GNN should assign higher similarity score to labeled nodes of the same class as $v_t$. To analyze this, for each $v_t$, we first rank the labeled nodes based on similarity scores. Then We treat the label of $v_t$ as the groundtruth

Table 2: Node classification accuracy (%) on real-world datasets.

| Dataset  | GCN   | GIN   | SuperGAT | Pro-GNN | MLP-K | GCN-K | GIN-K | Ours |
|----------|-------|-------|----------|---------|-------|-------|-------|------|
| Cora     | 80.8±1.1 | 80.5±0.8 | 82.4±0.7 | 79.1±0.1 | 53.9±1.8 | 78.8±1.2 | 78.8±0.3 | 80.4±0.3 |
| Citeseer | 71.9±1.0 | 72.5±0.8 | 73.6±0.2 | 73.3±0.7 | 61.6±1.6 | 71.4±0.8 | 69.2±1.2 | 73.8±0.6 |
| Pubmed   | 78.4±0.4 | 78.9±0.2 | 79.2±0.4 | 79.4±0.4 | 73.2±0.2 | 77.4±0.2 | 78.8±0.3 | 80.0±0.2 |

Figure 3: The precision@k of the K-nearest labeled nodes. experiments are conducted 5 times and the average results with standard deviations are reported.

5.3 Classification and Explanation Quality

To answer RQ1, we compare SE-GNN with baselines on real-world datasets and synthetic datasets in terms of classification performance and explanation quality.

• SuperGAT [17]: This is a self-supervised graph neural network. Edge prediction is deployed as the pretext task to directly guide the learning of attention to facilitate the information aggregation.

• Pro-GNN [16]: This is state-of-the-art GNN against noisy edges in graphs. It applies low-rank and sparsity constraint to directly learn a clean graph close to the noisy graph to defend against adversarial attacks.

Existing work that identifies the $K$-nearest labeled nodes is rather limited. Therefore, we compare with the following baselines based on the deep kNN [26] on i.i.d data to evaluate our explanations.

• MLP-K: Following [26], we first train a MLP with the node features and labels. After training, the node representations from the final layer of MLP is used to find the $K$-nearest labeled nodes. The final prediction of an unlabeled node is obtained using weighted average of the its $K$-nearest labeled nodes.

• GCN-K: Similar to MLP-K, we use the representations from the final layer of GCN to get $K$-nearest neighbors and predictions. Post-hoc explanations in structure similarity can be obtained by edge matching through the edge representations. Edge representations are average representations of the linked nodes.

• GIN-K: It replaces the backbone in GCN-K with GIN to obtain the predictions and explanations.

5.2.2 Implementation Details. The local structure similarity is based on 2-hop local graphs of nodes in all the experiments. For SE-GNN, the encoder consists of two MLP layers and one GCN layer with residual connection. The hidden dimension is set as 64 in these MLP and GCN layers. The rate of attribute masking in the contrastive learning is set as 0.2. We replace 10% edges in the graph to noisy edges for edge perturbation. For experiments on real-world datasets, all hyperparameters are tuned based on the prediction results on the validation set. We vary $\alpha$ and $\beta$ among $\{0.0001, 0.001, 0.01, 0.1, 1\}$. The $\lambda$ which balance the node similarity and structure similarity is set as 0.5 for all datasets. The number of nearest labeled nodes used for prediction, i.e., $K$, is set as searched as $\{25, 40, 50\}$ for all the datasets.
We can observe that SE-GNN consistently outperforms other base-world datasets. The explanations of an instance from Citeseer are visualized graph for node similarity comparison. The shapes of nodes are set as described in Section 5.2.2. The results on the three real-world datasets are presented in Figure 3a, 3b and 3c, respectively. We can observe that SE-GNN consistently outperforms other baselines by a large margin, which indicates that SE-GNN can retrieve reliable $K$-nearest labeled nodes for prediction and explanation.

We also conduct qualitative evaluation on explanations on real-world datasets. The explanations of an instance from Citeseer are presented in Figure 4. Specifically, the local graphs of nearest labeled nodes identified by different methods are presented. And we apply t-SNE to node features to obtain the positions of nodes in the visualized graph for node similarity comparison. The shapes of the graphs can help to assess the similarity of local structures. From the Figure 4, we can observe that SE-GNN can correctly identify the labeled node whose features and local topology are both similar with the target node. And the given edge matching results well explain the local structure similarity. On the other hand, baselines fail to identify the similar labeled nodes and provide poor explanations in structure similarity.

To further testify the quality of our explanations, 30 annotators are asked to rate the model’s explanations on three real-world datasets. The explanations are presented in the same way as Fig. 4. Each annotator rates explanations at least 15 instances from the three real-world datasets. The rating score is either 0 (similar) or 1 (disimilar). The average ratings are presented in Table 3. From the table, we can find that the nearest neighbors identified by our method receive the highest ratings, which shows that our explanations are in line with the human’s decisions. It verifies the quality of our explanations on real-world datasets.

5.3.2 Results on Syn-Cora. We compare with baselines on Syn-Cora which provides the ground-truth explanations to quantitatively evaluate the two-level explanations, i.e., $K$-nearest labeled nodes and the edge matching results for similarity explanation. The prediction performance is evaluated by accuracy. Precision@k is used to show the quality of $K$-nearest labeled nodes. The accuracy of matching edges (Edge ACC) is used to demonstrate the quality of local structure similarity explanation. The results are presented in Table 4 and Figure 3d. Note that edge matching is not applicable for MLP-K, because it cannot capture structure information. From the table and figure, we observe:

- Though GCN-K and GIN-K achieve good performance in classification, they fail to identify the true similar nodes and explain the struck similarity. This is due to the over-smoothing issue in deep GNNs, which leads representations poorly persevere similarity information. By contrast, SE-GNN achieves good performance in all explanation metrics, which shows node similarity and local structure similarity are well modeled in SE-GNN.

- Compared with MLP-K which does not experience over-smoothing issue, SE-GNN can give more accurate explanations. This is because we apply the supervision from labels and self-supervision to guide the learning of two-level explanations.

5.3.3 Results on BA-Shapes. As it is discussed in Section 4.2.2, our SE-GNN can be extended to extract a crucial subgraph of the test node’s local graph to explain the prediction. To demonstrate the effectiveness of extracting crucial structures as explanations, we compare SE-GNN with state-of-the-art GNN explainers on a commonly used synthetic dataset BA-Shapes. Following [45], crucial structure explanation AUC is used to assess the performance in explanation. The average results of 5 runs are reported in Table 5. From this table, we can observe that, though SE-GNN is not developed for extracting crucial subgraph for providing explanations, our SE-GNN achieves comparable explanation performance with state-of-the-art methods. This implies that accurate crucial structure can be derived from the SE-GNN’s explanations in local structure similarity, which further demonstrates that our SE-GNN could give high-quality explanations.

5.4 Robustness

Structure noises widely exist in the real-world and can significantly degrade the performance of GNNs [53, 54]. SE-GNN adopts graph topology in representations learning and local similarity evaluation, which could be affected by noisy edges. Therefore, we conduct experiments on noisy graphs to evaluate the robustness of SE-GNN to answer RQ2. Experiments are conducted on two types of noisy graphs, i.e., graphs with random noise and non-targeted attack perturbed graphs. For non-targeted attack, we apply metaattack [53], which poisons the structure of the graphs via meta-learning. The perturbation rate of non-targeted attack and random noise is varied.
which calculates local structure similarity based on 1-hop local graph. To answer this question, we conduct ablation study to explore the effects of hyperparameters. There are several interesting directions which could be investigated in future work.

5.5 Ablation Study
To answer RQ3, we conduct ablation study to explore the effects of local structure similarity modeling and self-supervision for explanations. SE-GNN utilizes 2-hop local graphs to obtain local structure similarity. By doing so, we find that the contrastive learning in SE-GNN encourages the representations consistency between the clean graph and randomly perturbed graph. Thus, the learned encoder will not be largely affected by structure noises; (ii) Noisy edges link the nodes that are rarely linked together. Thus, the noise edges generally receive low similarity scores and would not be selected to compute local structure similarity.

5.6 Parameter Sensitivity Analysis
In this subsection, we investigate how the hyperparameter $\alpha$ and $\beta$ affect the performance of SE-GNN, where $\alpha$ and $\beta$ control the contribution of self-supervision in node similarity modeling and local structure similarity modeling, respectively. We vary $\alpha$ and $\beta$ as $\{0.0001, 0.001, 0.01, 0.11\}$. The results on Citeseer are shown in Figure 5. From this figure, we observe that SE-GNN outperforms GCN by a large margin when the perturbation rates are higher. For example, SE-GNN achieves over 10% improvements when the perturbation rate of metattack is 25%. And SE-GNN even performs better than Pro-GNN which is one of the state-of-the-art robust GNNs against structure noise. This is because (i) the contrastive learning in SE-GNN encourages the representations consistency between the clean graph and randomly perturbed graph. Thus, the learned encoder will not be largely affected by structure noises; (ii) Noisy edges link the nodes that are rarely linked together. Thus, the noise edges generally receive low similarity scores and would not be selected to compute local structure similarity.

5.5 Ablation Study

To answer RQ3, we conduct ablation study to explore the effects of local structure similarity modeling and self-supervision for explanations. SE-GNN utilizes 2-hop local graphs to obtain local structure similarity. To investigate how the similarity modeling will be influenced by the hop of local graphs, we train a variant SE-GNN which considers 1-hop local graphs. To demonstrate the effectiveness of self-supervision on node similarity, we set $\alpha$ in objective function Eq. (14) to 0.0001 to obtain SE-GNN which does not incorporate any self-supervision as the reference. Results on Pubmed and Syn-Cora are presented in Figure 6. Since the edge matching in SE-GNN only considers 1-hop local graph, Edge ACC on 2-hop local graph is not applicable to SE-GNN. From the Figure 6, we can observe that: (i) The performance of SE-GNN is significantly lower than SE-GNN in both prediction and explanation. This indicates the importance of incorporating more rich structure information for similarity modeling; and (ii) SE-GNN outperforms SE-GNN and SE-GNN by a large margin, which implies that the self-supervision on node similarity and local structure similarity is helpful for identifying interpretable $K$-nearest labeled nodes.

6 CONCLUSION AND FUTURE WORK

In this paper, we study a novel problem of self-explainable GNNs by exploring $K$-nearest labeled nodes. We propose a new framework, which designs interpretable similarity module for finding $K$-nearest labeled nodes and simultaneously utilizes these nodes for label prediction and explanations. SE-GNN also adopts the contrastive learning to benefit the similarity module. Extensive experiments on real-world and synthetic datasets demonstrate the effectiveness of the proposed SE-GNN for explainable node classification. Ablation study and parameter sensitive analysis are also conducted to understand the contribution of the modules and sensitivity to the hyperparameters. There are several interesting directions which need further investigation. For example, one direction is to extend SE-GNN for explainable link prediction. Another direction is to investigate other pre-text tasks such as using structural identity [30] as a self-supervision to help the similarity module.
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