A Solution to the Hyper Complex, Cross Domain Reality of Artificial Intelligence: The Hierarchy of AI

Dr Andrew Kear1
Faculty of Media and Communication
Bournemouth University
England

Sasha L. Folkes2
Marketing Intelligence
London

Abstract—Artificial Intelligence (AI) is an umbrella term used to describe machine-based forms of learning. This can encapsulate anything from Siri, Apple’s smartphone-based assistant, to Tesla’s autonomous vehicles (self-driving cars). At present, there are no set criteria to classify AI. The implications of which include public uncertainty, corporate scepticism, diminished confidence, insufficient funding and limited progress. Current substantial challenges exist with AI such as the use of combinatorially large search space, prediction errors against ground truth values, the use of quantum error correction strategies. These are discussed in addition to fundamental data issues across collection, sample error and quality. The concept of cross realms and domains used to inform AI, is considered. Furthermore there is the issue of the confusing range of current AI labels. This paper aims to provide a more consistent form of classification, to be used by institutions and organisations alike, as they endeavour to make AI part of their practice. In turn, this seeks to promote transparency and increase trust. This has been done through primary research, including a panel of data scientists / experts in the field, and through a literature review on existing research. The authors propose a model solution in that of the Hierarchy of AI.
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I. INTRODUCTION

A great deal of public funded investment is going into AI and yet the authors propose that there are still some fundamental issues with the different classifications and thus understanding of AI. These in turn lead to under confidence which could be overcome with more logical classification. The literature on AI is vast and multifaceted. Below, the authors have grouped together a series of definitions that vary according to the source:

AI can be defined as “any system . . . that generates adaptive behaviour to meet goals in a range of environments can be said to be intelligent” [23];

AI can be seen as “intelligent systems” that “are expected to work, and work well in many different environments [27]. Their property of intelligence allows them to maximize the probability of success even if full knowledge of the situation is not available”;

AI is also defined as a division of computer science, in particular, “the study of the relation between computation and cognition” [5];

Others [61] note how AI is a “big field” that can be defined as “the study of agents that receive precepts from the environment and perform actions”.

In addition to the above there are sources that argue AI is the wrong term entirely:

Psychometric Artificial Intelligence (PAI) is according to [9] more suitable, since it refers to “building information-processing entities capable of at least solid performance on all established, validated tests of intelligence and mental ability” (including artistic and literary creativity/mechanical ability);

An alternative view [70] argues that the lack of consistency in definitions goes beyond semantic differences, as it poses a threat to developments in the field. With multiple definitions, “progress made under one characterization of AI is not viewed as success by others who operate under a different perception of it” [70]. This results in diminished confidence in the field, as well as “promote(ing) premature conclusions of what can and cannot be accomplished and limit progress and funding along research paths”.

It is argued [45] that much of the trouble around defining AI is due to the issues with “intelligence”. In their 2007 paper, 70 definitions of “intelligence” were gathered to display the disparity. An alternative view [2] highlights how, “curiously, the lack of a precise, universally accepted definition of AI probably has helped the field to grow, blossom, and advance”; several scholars argue for “changing the language used around AI to sharpen its conceptual clarity” [43].

This is particularly relevant, as awareness of AI is rising, albeit with muddled meaning. In a nationally representative survey by [14] which interviewed 1078 respondents, just 42% were able to provide a credible definition of AI. A quarter of respondents described AI as relating to robots, and of all responses, the majority had the view that AI causes significant anxiety. This is problematic for industries such as eHealth (electronic health), as it is reliant on patient trust; similarly with schooling, public services and retail.

Despite several breakthroughs, AI is not without criticism. It is highlighted [79] that while accidents involving software or robotics “can be traced back to the early days of such technology”, AI failures “are directly related to the mistakes produced by the intelligence such systems are designed to exhibit”. Instead of learning an intended function, an AI system can adapt an alternate function to reach the predefined
goal. In 2016, OpenAI trained an AI agent to play CoastRunners, an online multiplayer game. Instead of finishing the course, the AI agent found a way of winning the game without completing the course: by repeatedly turning around in a circle timed to coincide with reappearing targets. Though somewhat harmless in this context, the above example highlights the dangers of reinforcement learning using imperfect proxies [79].

In more practical settings, AI systems have been known to stereotypically assign professions to genders on LinkedIn and fail to recognise ethnic differences in smartphone ID systems, in the case of Apple’s iPhone X [11]. In extreme cases, AI failures have resulted in death: with Uber’s self-driving car crashing into a pedestrian in 2018 as an example. More recently in the news, DeepFakes have seen celebrities faces imposed onto pornography, political speeches and more. Additionally, issues with AI determining which inmates get parole have also been highlighted and subsequently noted [72] where “its potential dangers are serious and far-reaching: if video evidence is no longer credible, this could further encourage the circulation of fake news”. While the harmful effects of the above are indisputable, it raises the importance of training such systems on unbiased data sets, x and y. In addition to RWD sets.

II. DATA SCIENCE AND QUALITY

There are issues with real world data (RWD) as often it is not generally collected for research purposes. Issues with the data includes non-rigorous data collection, non-purposive sample selection, episodic and / or incorrect timelines, containing data collection biases, reactive, and at best can only offer partial snapshots. As a result, RWD can also be generally messy and sparse, and requires statistically rigorous and valid methods to clean the data and employ error correct to overcome data inconsistencies. The process of careful data identification, prioritisation and inclusion, using both structured and unstructured data, can be critical for valid data analysis and subsequently real world evaluation (RWE). How issues of missing data are filled can often invalidate the findings and yet a system of independent data regulation and validation is not present. Thus the authors contend that transparency on the type and amount of error correction is essential to build more understanding and subsequently trust in AI systems. In the context of healthcare where often crucial information related to molecular biomarkers or end-points data can be missing, the missing data gaps may be filled by bridging to alternative data sources [48]. Data scientists are required to identify and adjust for confounding factors such as demographics, socioeconomics, psychographic and behavioural data. Further complications exist depending on the particular domain or even combination of domains in question. As such it is important for more explainable AI and research therein, to improve transparency of AI [41].

Genetic predispositions and / or Neurological processing may offer a baseline before conducting in-depth analyses, RWD is also subject to selection bias, as cohort selection and treatment decisions in clinical practice are not random. Essential to acquisition of relevant data assets, guidelines on design and validation of RWE studies can help in minimizing some sources of bias and inconsistencies [76]. In addition, standards for the development and maintenance of data assets needs to keep up with the rapid evolution of RWD. The use of legacy data systems may inhibit or prevent large scale predictive accuracy and yet be fundamentally important to the task at hand. The diversity and complexity of systems, data types, data locations and data availability means that there is often a lack of interoperability which heightens complexity for any data collaborations. At a micro level within organisations data is often held in different data systems. In such situations, there is undoubtedly a need to implement standardisation and maintain robust quality assurance (QA) quality control (QC) practices to support data robustness.

III. CURRENT STATE OF AI

It is generally regarded that deep learning, a subset of machine learning, is at the frontier of artificial intelligence research. Deep learning consists of multi-layered synthetic networks that are modelled on the human brain: namely, neural networks [68]. These deep learning networks have a nature of interoperability that is fundamental to the increasing potential of AI. Ideas about deep learning are not new, however. In 1943, [47] first discussed the notion of “neurons as elementary adaptive nonlinear processing units” [68] as opposed to logic-based units. Before this, analogue computers were thought of as logic-based, but with [47] ideas, the realm of possibility opened up. In the following years, computers had not quite reached the ability to analyse vast sets of data, though contemporary developments in technology have made this possible today.

Deep Face, for example, is a nine-layered neural network with over 110 million parameters created by Facebook that can identify human faces in photographs. Similarly, Deep Net which has been trained on over 150 million images from Google Net can identify facial similarities with accuracy levels of 98.73 and 96.12% [57]. However the issue of error correction amount and type is not presented or publicly available.

IV. CATEGORISATION OF AI

The assertion that Artificial intelligence (AI) seeks to process, understand and respond to data in the same ways which humans would [54] starts to become hyper complex considering the above human intelligence with the aim of AI to be anthropomorphic in nature and thereby the algorithms allow AI systems to mimic human cognitive functions to solve problems [38]. The next section considers some artificial intelligence fundamentals and as such the 4 basic AI concepts of 1, Categorisation - where metrics are created relevant to the domain, then 2, Classification - where the data is analysed to determine the most relevant to solving the problem, followed by 3, Dimensions and types of intelligence, followed by 4, Machine / Deep Learning which on a basic level involves anomaly detection, clustering, deep learning and analysis. Finally 5, Collaborative filtering where patterns are detected across large data sets resulting in certain forecasts, predictions or entailments. A key consideration in any new classification of AI is that of interpretability and explainability, as is the key criteria suggested to establish cause and effect [41] in scientific theory and should be part of the AI decision making.
exploration [43] and advise “re-framing conversations around machine autonomy to foreground human actors and the broader sociotechnical context in which such systems are embedded”.

This following section seeks to break down commonalities among categorisation of AI; with the base level of Narrow / Weak AI - which lacks the ability to understand context but can perform simple demonstrative tasks;

At the central level is General AI; where it is able to understand context and make inferences from it and also operates on little to no information, and exhibit powers of reasoning and creativity; finally Super AI - which possesses an intellectual capacity far superior to that of a human beings. [36]. An additional consideration can be given to the methodology of AI whereby the training of it can be considered and includes; Training AI - can learn and improve over time; and Inference AI - requires human interference to make more relevant suggestions such that [55] “expertise in epistemology, critical thinking and reasoning are crucial to ensure human oversight of the artificial intelligent judgements and decisions that are made, because only competent human insight into AI-inference processes will ensure accountability”. This method of classifying AI shares some similarities, but is advanced, with the following where AI has been classified is by the level of human systems interaction and includes; Supervised AI - which requires human monitoring and feedback; Unsupervised AI – the unsupervised suffers from the lack of “expert” touch (in the context of dermatology) during the training [1] and could be considered Black Box AI which does not require human interference, and Reinforcement AI whereby occasional human interference is needed. The combination method or the [1] “semi-supervised learning” method has also been introduced, which utilizes a small amount of labelled data and a larger amount of unlabelled data.

Beyond the above and to confuse matters further, there are also ways of classifying AI according to its potential:

- Expert systems, Analytical AI, Human-inspired AI, Humanised AI
- The determining factors of which are listed as follows [42]
  - Cognitive Intelligence
  - Emotional Intelligence
  - Social Intelligence
  - Artistic Creativity

Clearly there are a number of similarities across the various labels and categories. In addition there are some basic yet important considerations pertaining to the level of human involvement, the type and level of intelligence that will feed forward into the design of the proposed model. However there are some gaps in relation to new areas of, in addition to new streams of intelligences, and their overall contribution to AI.

V. DIMENSIONS OF AI

In order to address issues of classifications there is a need to further review AI. Central to any discussion of AI should be human intelligence, Abstract Reasoning Corpus, Skill acquisition efficiency etc. However the current performance of AI should be considered as becoming far greater than human intelligence. A great deal is written about the abilities of AI systems to outperform humans in games, calculations and other narrow fields but, this is where key issues arise due to the differences in how humans might process the data in different domains. One of the key components of intelligence is cognitive learning which involves the acquisition of knowledge and internal mental structures through cognitive processes such as thinking, problem solving, language and information processing [69].

An interesting assertion [15] argues that intelligence cannot be measured by skill at a particular task or set of tasks. When we consider Abstraction and Reasoning Corpus (ARC) which is said to measure general fluid human intelligence, then a number of key elements need to be considered as important. These include that of skill acquisition efficiency which subsequently highlights concepts of scope, generalised difficulty, priors and experience [15]. However there are a number of omissions such as the beneficial process of trial and error, temporal and deep learning, and divergent vs convergent thinking in relation to the above. There is also the higher existential level of thinking. A further complexity arises with [25] theory of Multiple intelligences which implies the belief that there are to be a total of nine intelligences [53], where each person possesses a unique combination with one being the more primary or dominant variable The impact technology is increasingly having with people’s ability to read [12] has an agonizing impact on [25] linguistic intelligence. Linguistic intelligence involves people with strong writing and speaking skills, memorization and reading [25]. Other types of the nine intelligences includes; Spatial, Bodily kinaesthetic, interpersonal, naturalist, music, linguistic, existential, logical-mathematical and Intrapersonal. Since fuzzy set theory was introduced by [82] in the 1960’s, which suggested that uncertainty originating from human thinking can affect scientific problems. Since then, fuzzy logic has been successfully used in working with numerous practical applications. According to [65] “Fuzzy set theory is a research approach that can deal with problems relating to ambiguous, subjective and imprecise judgments, and it can quantify the linguistic facet of available data and preferences for individual or group decision-making” [65].

Fuzzy set theory applied to psychology might be interpreted to suggest the cognitive processing is basically estimation rather than based upon thresholders, or reliable ground truth values. If enough people in a sample behave as if their strength of belief varies nearly continuously with the stimulus variable in the statement to be believed, then the given hypothesis would be supported and the psychological reality of fuzzy sets would be made more evident [34].

In the context of human intelligences, certain leaps across different logics and types of intelligences [25] can be intuitive, biased and not always with consistent or accurate entails
resulting in sometimes best guess scenarios. However being able to draw upon multiple intelligences and logic processes in an intuitive way is advantageous in deducing entailments even with unfamiliar problems. This intuitive switch between the combination of previous rich experiences, different intelligences and logics results in human visualisations of entailments that often result in desired outcomes. This has a number of different underpinning axioms as a result of different methods for human learning. In addition to the above comes the further complexity that different logics (Proposition logic, First-order logic, Temporal logic, Probability theory, Fuzzy logic, etc.) or combinations of logic's that can be applied in order to determine what entails. Given the above overview of the complexity of human intelligence, it is highly unlikely that the capabilities of AI, is able to fully replicate the hyper complex human mind.

Deep learning, which is a process of AI, has made the most progress in solving complex problems consisting of recognizing speech from multiple speakers and identifying patterns in increasingly large data sets [64]. Subsequently, deep learning is already in some instances, substantially enhancing human capabilities [53]. Thus, with gaining knowledge instantly, this can have a profound effect on [25] multiple intelligence theory, where “logical-mathematic intelligence” is enhanced at a significantly faster pace than non-technological services. Thus, AI and other forms of technology are providing this instantly, and are of particularly benefit to scientists, mathematicians and philosophers who rely on this form of intelligence [25]. As such this context based problem solving could be considered as constituting narrow AI.

When intelligence is considered, it is important to discuss [21] second prominent theory of learning; behaviourism. Behaviourism can be defined as “changes in either the form or frequency of observable performance” [21]. The importance of behavioural learning implies the notion of learning from previous failures and the effects this has on the strengthening of future behaviour [73]. Conditioning occurs through interactions with the environment, thus behaviorists believe that the responses to environmental stimuli are accountable for future actions [26]. This importantly offers a perspective whereby the ground truth value may not act as a predetermined end point. The approach of behaviourism can be linked closely to reinforcement learning discussed later [75].

Consequently, the importance of learning through practice and encourages how it is imperative one must learn through the practice of skills before they can be performed accurately [39]. The usage of technology could be in fact diminishing bodily-kinetic intelligence. Face to face communication [17] can also diminish due to technology assisted interaction. This form of intelligence is prominent within athletes, dancers and surgeons, who are effective at body movement, hand-eye coordination and physical control [25]. Consequently, with technology constantly advancing, it provides the threat of the loss of “bodily-kinesthetic intelligence”. This discussion can be echoed with the theory of naturalist intelligence [25], the idea of nurturing and exploring with the environment. It can be feared that soon, with advancements of technology, this form of intelligence is unlikely to be diminished.

It could be considered that as our reliance on technology increased then certain types of human intelligence may diminish, whilst AI is exponentially increasing. One such area is that of behavioral learning, where intelligence can be heavily influenced by the notion of human interaction [77]. There has been particular discussion within literature on the negatives affects technology is creating affecting face-to-face communication. It has been found [8] that there had been a prominent decrease in face-to-face interaction amongst the youth, due to these individuals growing up with the internet as part of their everyday life during education, communication and entertainment. The lack of human interaction and communication would subsequently affect [25] “interpersonal intelligence” dimension. Interpersonal intelligence can be defined as people with good interactions and communication skills, thus with a strong understanding of people and the emotions and motivations surrounding them. People with a lack of verbal communications and interactions face a significant threat of a core loss of intelligence.

A potential solution to the intelligence issue is through the use of cognitive architectures. Instead of aiming to create systems that are skilled in one aspect of human cognition in limited contexts, architectural research can be used to provide rich guidance across multiple tasks and domains [44]. Cognitive architectures differ from expert systems as they provide “counts of intelligent behavior at the systems level, rather than at the level of component methods designed for specialized tasks” [44].

The idea of cognitive architectures is not new. Most prolifically, [51] has argued for their existence in his “twenty questions paper” with his program for cognitive modelling.

Conversely deep learning and voice recognition, response and translate systems, within the area of verbal communications and interactions, AI powered systems may prove beneficial for both life and business improving impact of voice assistants such as Apple’s Siri, Amazon’s Alexa and Google’s Assistant are intertwined with the notion of deep learning networks, recognizing requests and providing instant answers [32]. Voice assistants are constantly being used to bridge the information gap between the ability to read and type, thus benefiting dementia sufferers providing a present voice willing to answer questions repeatedly without losing patience [32]. Additionally, voice assistants are constantly enhancing translation [32]. Google has recently launched a new set of earbuds, providing people with voice assistance for real-time voice translation, allowing users to gain hands-free audio translations [32]. Thus, it can be highly discussed the enhancement technology creates with human capabilities through the use of knowledge, thus emulating forms of intelligence [64].

VI. ISSUES WITH BASELINE / GROUND TRUTH VALUE

The importance of baseline conditions in scientific research is a prominent part of literature on research techniques. A baseline serves as an important reference point from which progress can be tracked and is an integral part of
Monitoring and Evaluation (M & E) frameworks [50]. It can be referred to at various points of the study process, from preliminary hypothesis testing to mid-point reviews. A baseline condition allows for comparisons to be made [29]. There are also number of stakeholders, including governments, citizens, the private sector, Non-Government Organizations (NGOs), Civil Society, international organizations, among others, which are now focused on increased performance of policies, programmes, and projects, which calls for enhancing baseline ground truth accuracy via results-Based Monitoring and Evaluation (RBME).

Fundamental assumptions in experimental research are (a) the components and parameters of the conditions are known, and (b) those conditions are implemented with consistency and accuracy [3]. These assumptions apply to baseline conditions as well as intervention conditions. Within experimental research, it is widely regarded that baseline conditions are important for determining end points. A baseline serves as a reference point and is dependent on the following conditions: that "(a) the components and parameters of the conditions are known, and (b) those conditions are implemented with consistency and accuracy [3]. Within AI research, there are no consistent parameters. Studies in the field of AI (list some) test the power of AI systems not by their ability to be AI, but to achieve pre designed goals.

It is stated [7] there is an issue which is commonly faced when dealing with Web-based concepts: namely, vague ontologies. Within the realm of computer science, ontologies are defined as "the definition of domain concepts (extensions) and the relations between them" [7]. To say that an ontology is vague is when concepts are not clearly defined, i.e. with vague language. For example, in the case of this paper, Basic, Moderate, Complex and Advanced AI could be described as vague ontologies, since they do not reveal the intricacies of component parts. Freges (1906) cited it [60] highlights that a "concept must have a sharp boundary" in order to avoid doubt [60].

A key question pertains to how error is minimized in machine learning algorithm. This is being done through the running of the algorithm as many times as is necessary in order to compare model prediction with the ground truth value with subsequent adjustments of parameters that result in smaller error, over time the result should be an increase in prediction accuracy. However, when there are a multitude of possibilities for the initial error, with varying degrees of impact, then simply adjusting parameters is unlikely to be sufficient. In the context of reinforcement learning with neural networks whereby the networks based agent discovers complete quantum-error-correction strategies, there is still a need for measurement outcomes [24]. They also suggest that the combinatorially large search space presents a substantial challenge when attempting to find Q-E-C strategies from scratch without human guidance [24]. The suggested solution is a tier stage learning reliant on human guidance [24]. The optimization of algorithms which characterises machine learning , through guessing and guessing again until close to ground truth value is insufficient in comparison to deep learning.

The programming towards a predictable ground truth value negates the possibility of an alternative end point. The reliance on software code and the numerous parameter adjustments makes the processing and final outcome relatively distorted particularly when applied within unacceptable error domains. This pertains to non-acceptable error margins between the prediction and the ground truth values which on a mass scale may mean a small percentage of unacceptable errors. In addition whilst there are a number of halo claims in relation to AI, in the main there are still substantial hurdles for AI to overcome before it is to be wholly relied upon. The premise here is that the capability of AI does not sufficiently compare to the breadth and hyper complexity of human thinking but only mirrors and advances narrow types of human thinking.

Deep Learning could be considered as better than Machine Learning due to the needlessness of Feature Extraction. Machine Learning models use feature extraction to determine whether a given picture shows a car or not and must first have the features of a car (shape, size, windows, wheels etc.) must be programmed into the algorithm. It was found that having latent features extracted using DSAE proved useful for driving behaviour visualization [6]. However if it important here to highlight the previously mentioned issues with data. A key to Deep Learning models is that they increase their accuracy with the increasing amount of training data, whereas traditional machine learning models such as SVM and Naive Bayes classifier stop improving after a saturation point. In relation to algorithm consistency and convergence then it becomes important that a "Bayes network belief propagation algorithm converges on a probability distribution dictated by probability theory or proving that a theorem prover is sound and complete with respect to a semantics for some logic" [13].

In addition, recognition of the problems associated with neural networks being incredibly large and built by hand, has now been replaced with a technology which combines both human and AI to build the neural networks. As such this combination now accelerates the deep learning design for a number of applications including autonomous driving (Article – Researchers find a way to Harness AI Creativity-Dramatic performance boost to Deep Learning). By leveraging human ingenuity and experience with the meticulousness and speed of AI has a major contribution to on-the-edge deep learning solutions (Article – Researchers find a way to Harness AI Creativity-Dramatic performance boost to Deep Learning).

The application of deep learning methods have resulted in impressive advances in NLP, especially in the development of unsupervised models using recurrent neural networks and auto encoders that reduce dependence on high-quality, manual annotations of text data [18]. The methods of applying deep learning on electronic health records in Swedish to predict healthcare-associated infections [35] allows algorithms to learn high-level abstractions from clinical data and notes when concepts are not mentioned explicitly [66]. Availability of large volumes of real-world clinical data enables the training, development, and validation of new algorithms [71].

Beyond NLP, advances in machine learning have enabled new approaches for prediction of disease onset and future diseases [49]. This is in addition to the [81] exploration of
machine learning techniques in predicting multiple sclerosis disease course. Another application is in image recognition for classification of radiology and pathology images [58]. Further applications include [28] development and validation of a deep learning algorithm for detection of diabetic retinopathy in retinal fundus photographs [22]. Dermatologist-level classification of skin cancer with deep neural networks, methods for assessing disease heterogeneity and predicting patient outcomes, given the information about a patient, their history, and individual-specific variability, have demonstrated capabilities to include both observed as well as latent features extracted from messy, multivariate EHR data [63]. Advanced analytics using machine learning on longitudinal RWD has the potential to inform and reframe drug development and clinical trial design strategy—through patient stratification into subgroups based on disease subtypes, drug treatment efficacy, progress, side effects, and toxicity profiles—by shifting from presumption of a single disease to multiple, related diseases. As machine-learning algorithms and frameworks continuously advance, there will be improvements in the ability of these models to learn continuously as new information emerges either in the form of additional data sources or updated treatment guidelines [19].

However there are issues in the application of NLP according to [71] where NLP methods is one approach to enable extraction and conversion of unstructured information from clinical text data to structured observations, to extraction of findings within ejection fraction from laboratory reports, biomarker information from pathology reports. In addition, the capture and use of patient characteristics such as emotional and social behaviors from physician notes [71]. Furthermore there is a central problem in that predefined fields in EHR (e.g., problem lists, past history, or test result fields) capture only certain disease information and may miss the trends of other prevalent, but unlisted, health conditions. NLP can be a powerful tool to extract symptoms from physician notes or textual data from lab reports to enable identification of those trends/conditions, thus complementing the assessments using structured data. The thoroughness and cross examination capabilities of a fully trained physician offers a multi-level health examination with a safety net consciousness such as AI safety [78] whereby a possible solution is where necessary verification with physicians can be sought. Thus beyond current AI capabilities.

The intelligence puzzle (as coined by [13]) is an obstacle unique to the development of AI systems that seek to replicate “human-level artificial intelligence” (HLAI). In current science, we cannot say how “a system composed of unintelligent parts (such as neurons or transistors) can behave as intelligently as people” [13]. Thus it may be difficult to project this understanding of natural laws unto artificial laws and seek to recreate these systems in technology.

Furthermore, human intelligence is implicated in several fields: from economic policy to organisational practice and culture and society. As such, HLAI should be considered an atypical science [13]. Reinforcing this notion is that the goals of HLAI are more ambitious than the goals of its scientific counterparts. For example, medicine is often described as “the science or practice of the diagnosis, treatment, and prevention of disease” as opposed to “artificial immortality” (p.38). Resultantly, progress in achieving the latter seems minimal compared to the former: if we were to give AI (or HLAI in this case) a similarly defined goal, there would be fewer questions of progress made in the field [13].

It is not uncommon for terms that have entered the public domain from academia to be followed by clouds of misunderstanding and confusion [40]. In the case of HLAI (or AI in general), this bewilderment extends to the scientists involved in the field. Simply put: “the idea that our era is somehow seeing the emergence of intelligence in silicon that rivals our own entertains all of us, enthraling us and frightening us in equal measure. And, unfortunately, it distracts us” [40].

Scholars [80] argue that NLP is no longer valid or relevant, however. This is for the following reasons: 1. It is formed based on speculation “that the mind processes information at or below the Turing Limit”. That it overlooks the (purported) reality that cognition surpasses computation. In its place, there should forms of “cognitive modelling untrammelled by standard computation” (p. 627) such as elements of hypercomputation like “analog chaotic neural nets, trial-and-error machines, Zeus machines” and so on. Supporting this notion are [10] and [67].

A slightly less critical view of NP comes from [74] who argue that while Newell’s ideas about an amalgamated Theory of Mind (ToM) are not wrong, his methodology is flawed. Rather than altering existing approaches to meet criterion within NP, we should hold the complexities of the human mind in high regard, while developing “complementary theories at both psychological and connectionist levels, and cross-validate them” [74].

VII. CROSS DOMAIN INTELLIGENCE

An important area for consideration regarding a new approach to AI classification has to come from cross domain thinking. This includes the use and modelling of intelligence via examples from the natural world. There are a number of examples where significant breakthroughs regarding thinking and problem solving has been better achieved from things that exist in the natural world. For example there have been profound breakthroughs using Lobster (meridional) Eye Technology; for nanotechnology [56], Materials Science and in particular laser technology [46], Scientific Apparatus such as telescopes [16], [33], Physics [4]. In relation to the development of algorithms for predictive modelling, based on the ‘collective intelligence’ concept, contributions have come from Entomology and Ant Colony Optimisation [37] and Particle Swarm Optimisation, are the two most commonly known nature inspired algorithms. In addition the use of Bee’s for Artificial bee colony-based predictive control for nonlinear systems [62]. An additional contribution comes from the context bio-inspired computation algorithm, in particular AI based optimization algorithm inspired from the nature of vortex [52]. It is the authors’ belief that new classifications should cater for the various realms and combinations thereof, that has potential for beyond human intelligences.
VIII. KEY THEMES ON AI AND INTELLIGENCE

There are a variety of issues pertaining to AI that includes not having any agreed standard categories from which to bind the different levels of AI. An additional set of issues is the lack of training and subsequent knowledge within the domain of human intelligence. Furthermore, there are issues with Data accuracy. Data issues with combinationally large search space. There are issues with quantum-error-correction strategies in addition to prediction errors against ground truth values in a variety of domains as presented herein. In particular the transparency of the level and type of error correction strategies should be critically considered particularly in critical domains such as healthcare. Early warning scoring [30] might enable contingencies to be enacted. The future direction and potential from cross domains has been discussed and remains a key area to consider in the AI classifications. In addition the authors recognise the level of human interaction in the design and management is also important. The above categorisations and definitions of AI offers a basis for informing a better standardisation of AI, and help to fulfil the purpose of this paper. Given the variability of the above the authors propose that there will be some level of confusion and lack of understanding from the data scientists’ panel.

IX. RESEARCH PANEL AND SAMPLE

Since this paper seeks to represent perceptions of AI, from the experts in data science, a non-random purposive sample was used. Data scientists/ experts were contacted to ensure theoretical, logical and analytical assumptions could be made, by applying expert knowledge to a cross-section of the population. Purposive sampling was used in order to ascertain perceptions from those working in the field of data science. The domain of data science being a thorough industry with its own unique screening process. By asking data scientists/ experts, the authors hope to gain an insight into how industry perceives, approaches, and classifies AI.

The authors have defined data scientists/ experts as those who are employed by corporations to work in machine learning, software development and traditional research, with responsibilities that can include data mining, algorithm development and/or data managing. By capturing the opinions of data scientists, modern perceptions of AI in the workplace can be gathered effectively. This is because, due to the comprehensive nature of data science, it is possible to gain insights into computer science, business knowledge and statistics respectively.

X. RESEARCH FINDINGS

We surveyed a group of experts (both male and female) aged 23-45, in professions such as data mapping, software engineering and data science. The majority of participants have been directly involved with AI for at least 2 years, with 4 being involved for 3+ years. When asked, “To what extent are you involved with AI?” on a scale of 1 (low involvement) to 5 (high involvement), participants had, on average, reported 3 (moderate involvement). When asked, “Do you consider yourself as having an advanced understanding of AI?”; only 5 out of 20 answered with a “yes”. Though this tended to correspond with the level of involvement, this was not always the case. For example: one participant who had been working with AI for 3+ years (with a high involvement of 4) answered this question with “to some degree”, while another with high involvement (4) answered with “no” when asked about their understanding of AI.

Therefore, the authors conclude that length of time and extent of involvement do not necessarily relate with ideas about own understanding. While this uncertainty could be due to modesty or the general notion that “true knowledge is knowing you still have more to learn”, it points to the wider issue of ambiguity behind the umbrella term “artificial intelligence”. This supports the general claims made in this paper so far, and calls for a revision of terms. As a general observation, responses tended to become less specific throughout the various stages of the questionnaire, more specifically, as terms progressed through basic, moderate, advanced and complex AI.

Question 1: What do you consider as low level basic AI?

When asked “what do you consider as low level basic AI?” responses ranged from “smartphones” to “supervised learning within a single-layer neural network”. These variances indicate that even at a basic level, there is a lack of general consensus as to what constitutes AI. Only the minority of participants answered “Machine learning”, “Automated learning”, “Supervised learning via a neural network”, akin to a combination of basics of AI and complex AI. Another example provided was “AI based on inputs and outputs” and “building a playable video game containing an AI opponent (The complexity of the game will correspond to the “level” of the AI”). The former suggests an understanding of grounding principles of machine learning while the latter indicates an idea of creativity being an important parameter. It also indicates that the individuals surveyed have low confidence and a low understanding of what constitutes AI. Another minority answered with Consumer products and services, such as Netflix, Facebook Messenger and Spotify Discover Weekly were all listed as being low level basic AI, as well as product features such as “red-eye reduction” and “camera lens focus”. This consumer product answers were all given as a stand-alone halo answer without any real underpinning justifications. In addition to the above, “automation of tasks” was mentioned as low level basic AI, as well as “AI based on inputs and outputs”. This notion ties into ideas about basic AI being operation-led (list scholars here) and designed with a clear goal in mind. The limitation can be extrapolated to be the inability to deviate from the goal, or to think independently. Hence, the element of independent thought will be carried forward to inform the overall design and level of AI.

More statistical functions such as “clustering” were also given, as well as “social media algorithms” and search/ return functions like “metadata tagging”. This ties into the literature on AI that notes how “in their simplest form, intelligent agents are merely programs that solve specific problems”. Already, it is visible that perceptions of what constitutes low level basic AI are, superficial in some cases, inaccurate and overall divided.
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Question 2: What is moderate level AI?

When asked about moderate level AI, learning emerged as a prominent theme in the form of “trained systems”, “learning algorithms” and “supervised and unsupervised learning”. In some cases, examples were given, for example, “regression, classification and decision trees” (within supervised and unsupervised learning) and “multi-layer neural networks” (within unsupervised learning specifically). Similar to the aforementioned, “structural equations” were also listed as being an example of moderate level AI, introducing modelling as a concept.

In one case, the concept of forecasting was noted, with the answer of “using AI to predict the stock market”. This indicates that using imperfect (incomplete) information is a factor in an AI system’s complexity, and is an element which will be carried forward to later sections. Similarly, another respondent answered with “boosted methods, ensemble methods” (meta-algorithms), indicating that bias reduction and combined ML techniques differentiate basic to moderate AI, additional factors to consider when making recommendations.

Specific examples of consumer products appeared throughout the answers, such as Google Home, Amazon Alexa and IBM’s Watson. Similar to branded consumer products, functionalities such as “voice search” were also listed, as well as unbranded goods, like “smart homes”. This follows on from the findings in Question 1, since it reinforces this notion that individuals tend to think of AI in terms of its benefits and personal gain. In one case, AlphaGo was listed as being an example of moderate AI (thus indicating a theoretical as well as commercial understanding of AI systems), though the former greatly surpassed the latter in volume. One participant even answered with “not sure as I’m unfamiliar with the different levels of AI”, suggesting a need for universal definitions.

Question 3: What do you consider as complex AI?

When asked “What do you consider as complex AI?”, three respondents listed “neural networks” as an example. In one respondent’s answer, this was accompanied with a use case, specifically: “utilising unsupervised neural networks to provide simple value, i.e. recommendations”. In another, “deep neural networks / unsupervised learning” were mentioned together. Unlike previous answers, “deep” appeared as a distinctive factor (at least in the respondent’s mind) of what differentiated moderate AI and complex AI.

Once again, learning emerged as a prominent theme, but with a new dimension of “unassisted learning/ direction”. This ties into the aforementioned operation on imperfect information, and will be considered in later sections. In a similar manner, one respondent listed “AI based on Artificial learnings and little to none input” as an example of complex AI. This supports classifications from (insert scholar from above). From this, themes of independent thought can be extrapolated, as a component of complex AI.

Following on from independent thought, an additional element of creativity can be extrapolated, as seen in the case of “coding/ creating/ consulting” and “creative machines”. This supports ideas about creativity being a feature in the classifications of more developed systems (Kaplan and Haenlein 2019). Beyond creativity, “voice emotion identification” was also introduced as a concept as well as “image” and “speech” recognition. This indicates that perceptions of complex AI systems entail the processing of unstructured data.

Question 4: What do you consider as advanced AI?

When asked about advanced AI, respondents tended to become less confident in their answers. For example, one participant responded with “robots?” and another with “something beyond that of a human mind”. Several times, “I don’t know” or “same as before” was listed as the answer, indicating uncertainty in own understanding, while the answers “creating AI” and “a fully conscious being - not there yet” indicate doubt in the field as a whole in terms of progress. However, unlike previous questions, one participant did answer with “General Intelligence”, indicating an understanding of existing AI classifications. Other respondents did not refer to such classifications, indicating a lack of general consensus, even among experts in the field.

Once again, independent thought and creativity were raised as important attributes, with “AI based solely on its own learnings without input from humans” and “creative systems able to think independently”. For another respondent, the similarity of AI systems compared to a human baseline was an indicator of an AI systems advancedness: “creating a machine to have a similar level of rounded intelligence like a human. Enabling it to think logically, learn and grow”. Consciousness was also introduced as a concept, as well as “full autonomy”: introducing the notion of active brain state achieved and self-directed goal pursuits. This human tendency to anthropomorphize could serve as an important measure of identifying (universally) what constitutes AI systems of varying degrees of complexities, thus will be carried forward.

Overall: Questions Summary

From doing the above analyses, it is apparent that there is little to no shared consensus of what constitutes varying degrees of AI classifications. Albeit, there are clear themes within each section, indicating some transference of thinking, though these are not guaranteed. This could be due to vague ontologies in the questionnaire design such as “low level” or “advanced”, words which are subjective in nature - an error which the authors acknowledge. However, in search for a better word - this reinforces the need for a collective set of definitive parameters which can be used by individuals to form their ideas upon. There are potentially lexical gaps that need filling, or clear boundaries set from a respected source that help guide and inform the answers of individuals.

XI. CONCLUSIONS

Conclusion – do the parameter adjustments need to be transparent re AI?

Conclusion – better training of data scientists to eliminate ground truth value differences and of professionals to be aware of the compounded adjustments is a recommendation of this paper. When considering the vast pace, various labels and
variety of AI, combined with the complexity of the domain of human intelligence, the responses by the data scientists becomes partially explainable. In addition the domain of data science with the roles within it being generally narrow, offers another explanation of the paucity of response.

In addition the low confidence displayed by the data scientists should have been expected given the lack of training on the domain of human intelligence. The traditional background of data scientists is generally that of computer science. This is also in relation to the rate of change.

The current classification and diversity of terms and labels surrounding AI are too broad and overarching and may partially explain the lack of clarity and ease of which the public the attaches their worst case scenario’s to the concept. The fog which surrounds AI is due in part to the hyper complexity that exists and the range of labels, categories and classifications that reduces transparency both in the research being conducted and the how it is communicated. Furthermore the use of a variety of realms from which to draw new, beyond human intelligences adds a further complication and challenge that needs to be addressed.

The concept of a sharp boundary coined by Frege [60] in 1906 applied to AI classification is further increased by the following, Hierarchy of AI. This the authors believe better captures the variety, complexity, interoperability and future of AI.

Subsequent use of the hierarchy of AI and the associated labels will provide greater transparency leading to improved understanding and the locating of research (both national and international) being undertaken within it.

**XII. DIMENSIONS OF AI**

The following model (Fig. 1) demonstrates broadly the proportionality and scope of intelligences at each level. Overall it provides relatively sharp boundaries [60] between the levels. It caters for the latest developments and interoperability of AI in addition to the future potential. Thus acts as a basis for identifying potentially confusing areas and in some cases dangerous developments within AI, thus serving an agenda for understanding, regulation and transparency. It is important to note that the authors depict the hierarchy in the shape of an inverted pyramid to better capture the nature of AI. The following provides a level of explainability regarding the Hierarchy of AI. The first level is termed Systems intelligence (Table I shows the factors that constitute this level). The second level is termed Neural intelligence (Table I shows the factors that constitute this level). The top level considers the nature of multi-layered synthetic networks and interoperability thereof, whereby the systems and algorithms have the capability to exchange and make use of a variety of information types, across new boundaries, extends the level of risk, including risk censoring [20], and difficulty regarding the potential transparency of the error correction strategies. That is in addition to potential outcomes. As such the authors highlight this type of AI at the top of the AI Hierarchy. This type is termed Transversal intelligence. The hierarchy importantly depicts the level and combination of multiple error correction strategies due to the interoperability across data systems and data types. As such this Transversal level of intelligence is where it becomes imperative that there is a high level of regulation and transparency.

![Fig. 1. Model: Hierarchy of AI.](image)

**TABLE I. EXPLANATIONS OF THE LEVELS AND CRITERIA WITHIN THE HIERARCHY OF AI**

| Hierarchy of AI | Overview | Key Parameters |
|-----------------|----------|----------------|
| Transversal Intelligence | Creative Intelligence | Typically no – minor human involvement. Range of ability to intelligently expand the data sets to new domains automatically. Extreme level of interoperability. Ability to determine new; end points, rules, laws and beyond human intelligence. |
| Neural Intelligence | Adaptive Intelligence | Typically no - Moderate human involvement. Range of ability to intelligently expand the data sets within human set parameters and across human domains. Machine and Deep Learning interoperability across human levels of data abstraction. Enabling Forecasting and Predicting within the scope of human intelligence. Combines Narrow, deep and broad domains informing results. |
| Systems Intelligence | Non adaptive Systems Intelligence | Typically hi level of human involvement. In ability of systems to expand the data sets automatically. Narrow and shallow in domains. |
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