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Abstract

Objectives: In order to achieve convenient sports video accessing without sequential scanning, automated sports video categorization is presented in this study. Methods/Analysis: In order to build efficient sports video categorizing system, edge features obtained from Non Subsampled Shearlet Transform (NSST) are taken into account. Then, sports genre categorization is done by Nearest Neighbor (NN) classifier due to its discriminative learning approach. The five sports category; tennis, cricket, volleyball, basketball and football are considered. Findings: To validate the proposed system based on NSST, experiments are carried using internal database video at frame level. Totally, 500 video clips are collected in which 100 video clips are gathered for each sports genre. The proposed system achieves maximum average classification accuracy of 94.80% at 4 directions of 2-scale NSST features while using city block distance measure in KNN classifier. For the same NSST features, the Euclidean, cosine and correlation distance measures gives an accuracy of 93.20%, 92.80% and 92% respectively. Conclusion/Application: The effectiveness of the system is clearly demonstrated by the experimental assessment. The proposed framework can adequately classify the sports video into one of the five predefined genre.
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1. Introduction

Computerized video classification has become more important due to vast availability of digital video contents based on contents in the videos. Among the various video categories such as cartoons, newspaper, commercial and sports, numerous researches have been carried out for sports video categorization due to its commercial demand. A new method of video summarization is presented in¹ based on motion analysis for sports video. Two optical flow algorithms are used to estimate the motion metrics. Then, different key frame selection criteria are used for each optical flow algorithms for video summarization and it is a threshold free approach.

Semantic event detection and classification using key frame selection approach is introduced in² for cricket videos. It consists of different stages such as hue histogram difference based key frames selection for indexing, classification of frames into real time or replay based on logo transitions and then real time frames are classified as field view or non field view by colour features. Automated sports video categorization based on hierarchical decision making scheme is implemented for sports categories in³. The main decision making mechanism is a decision tree which generate hypotheses concerning the semantics of the sports video content. Hidden Markov Model (HMM) based decision making is employed.

Automated approach for personalized music sports video generation is described in⁴. Multimodal features are extracted from audio, video and text information. Dynamic programming is employed for the classification of personalized music sports video. Audio based sports video segmentation and detection is presented in⁵ for soccer video. At first, soccer sequence soundtrack is parameterized using Mel-Frequency Cepstral Coefficients (MFCC). Then it is segmented into homogenous components by

*Author for correspondence
using windowing algorithm with Bayesian model based decision process. Finally, series of HMM classifier is used for soccer video classification.

A new bag of words approach for sports video classification is implemented in\(^6\). Initially, Speeded Up Robust Features (SURF) are extracted from each frame. Then a codebook is generated using SURF by employing K-Means clustering algorithm. The histogram of codebook is computed and fed to Support Vector Machine (SVM) classifier for classification. Five layered hierarchical framework based sports video classification is explained in\(^7\). Top layer classification is performed by audio and video content analysis. Audio analysis is investigated by short time energy and zero crossing rate approaches. The video content is analyzed by HMM by extracting colour and motion features. Game specific rules are used by the lower layer to recognize major events of the game.

Statistical approach based shot segmentation and classification is presented in\(^8\). It segments and classifies the shots by same statistical inference features. Shot sequence probability is computed by Bigram using the relations between adjacent shots and feature sequence probability is dependent on inherent character of shot modeled by HMM. Edge feature based sports video classification is implemented in\(^9\) for five sports video categories. Edge direction histogram and edge intensity histogram are used as feature extraction technique. Auto associative neural network is employed as classifier, which classifies the sports category into one of the pre defined sports genre.

Video shot classification is described in\(^10\) for tennis. It is performed based on domain independent features and domain dependent features. By fusing these two features along with the domain knowledge, tennis video shots are classified into five classes. Multi modal approach based user generated mobile sports video classification system is designed in\(^11\). Visual features, MFCC features and auxiliary features are used for classification by SVM.

Structure analysis of soccer video classification and segmentation based on HMM is presented in\(^12\). The salient features; dominant color ratio and motion intensity in compressed domain are extracted. Then, a set of HMM is modeled for each state. Colour feature based sports video classification using HMM classifier is described in\(^13\). Three categories of sports genre such as hockey, football and golf are investigated. Color features are extracted from the three sports category and trained by HMM classifier for classification.

Signature heat map based sports video classification is developed in\(^14\). Thermal imaging is used for detecting players and homography is used to detect their positions. Then heat maps are generated by summarizing Gaussian distributions representing people over 10-minute periods. Before classification, low dimensional heat maps are produced using fisher faces. Colour and motion features based sports news video shot classification is explained in\(^15\). Seven types of video shots and four types of sports video such as basketball, baseball, ice hockey and golf are examined. C4.5 decision tree classifier is employed for shot classification using 11-dimension shot feature.

Analysis between interest of playing traditional games and motion detection games are reviewed using ICT technique in\(^17\). The study has analyzed by playing interest of college students. Among two games, modern games play a consistency role among youngster. Cognitive radio based resource (channel) selection strategy is reviewed in\(^18\). A distributed, stochastic learning based resource selection and q-learning based resource selection is employed by the Secondary Users in a dynamic environment via game theoretic approach explicitly potential games.

In this paper, sports video classification using non subsampled shearlet transform and nearest neighbor classifier is presented. The remainder of this paper is organized as follows: The mathematical preliminaries used in the proposed sports video categorization system is explained in section 2. The implementation process of the proposed system is discussed in section 3. Section 4 describes the performance of the system and then conclusion is made in section 5.

## 2. Mathematical Preliminaries

The proposed sports video categorization system is constructed by using NSST and nearest neighbor classifier. This section describes the mathematical background of NSST and nearest neighbor classifier in detail.

### 2.1 Discrete Shearlet Transform

The multi-scale directional representation called the shearlet transform\(^16\) is employed in this study for feature extraction from the sports videos. An N \(\times\) N image consists of a finite sequence of values, \(\{x[n_1, n_2, n_3, n_4] : n_1, n_2, n_3, n_4 = 0, 1, \ldots, N-1\}\) where
\[ N \in \mathbb{N}. \text{Identifying the domain with the finite group } \mathbb{Z}_N^2, \text{the inner product of image } x, y : \mathbb{Z}_N^2 \rightarrow \mathbb{C} \text{ is defined as } \]
\[ (x, y) = \sum_{u=-N}^{N-1} \sum_{v=-N}^{N-1} x(u, v)\overline{y(u, v)} \tag{1} \]

Thus the discrete analog of \( L^2(\mathbb{R}^2) \) is \( \mathbb{Z}_N^2 \). Given an image \( f \in L^2(\mathbb{Z}_N^2) \), let \( \hat{f}[k_1, k_2] \) denote its 2D Discrete Fourier Transform (DFT):
\[ \hat{f}[k_1, k_2] = \frac{1}{N} \sum_{n_1, n_2} f[n_1, n_2] e^{-2\pi i \left( \frac{n_1 k_1}{N} + \frac{n_2 k_2}{N} \right)} \tag{2} \]

The brackets in the equations \([,]\) denote arrays of indices, and parentheses \((,\) denote function evaluations. Then the interpretation of the numbers \( \hat{f}[k_1, k_2] \) as samples \( \hat{f}[k_1, k_2] = \hat{f}(k_1, k_2) \) is given by the following equation from the trigonometric polynomial.
\[ \hat{f}(\xi_1, \xi_2) = \sum_{n_1, n_2} f[n_1, n_2] e^{-2\pi i \left( \frac{n_1 \xi_1}{N} + \frac{n_2 \xi_2}{N} \right)} \tag{3} \]

First, to compute
\[ \hat{f}(\xi_1, \xi_2) \overline{W(2^{-2j}\xi_1, 2^{-2j}\xi_2)} \]

In the discrete domain, at the resolution level \( j \), the Laplacian pyramid algorithm is implemented in the time domain. This will accomplish the multi scale partition by decomposing \( f_d^{j-1}[n_1, n_2], 0 \leq n_1, n_2 < N_j - 1 \), into a low pass filtered image \( f_l^{j-1}[n_1, n_2] \), a quarter of the size of \( f_d^{j-1}[n_1, n_2] \), and a high pass filtered image \( f_h^{j-1}[n_1, n_2] \). Observe that the matrix \( f_d^{j-1}[n_1, n_2] \) has size \( N_j \times N_j \), where \( N_j = 2^{-j} N \) and \( f_h^{j}[n_1, n_2] = f[n_1, n_2] \) has size \( N \times N \). In particular,
\[ \hat{f}_d^j(\xi_1, \xi_2) = \hat{f}(\xi_1, \xi_2) \overline{W(2^{-2j}\xi_1, 2^{-2j}\xi_2)} \tag{5} \]

Thus, \( f_d^j[n_1, n_2] \) are the discrete samples of a function \( f_d^j[x_1, x_2] \), whose Fourier transform is \( \hat{f}_d(\xi_1, \xi_2) \).

In order to obtain the directional localization the DFT on the pseudo-polar grid is computed, and then one-dimensional band-pass filter is applied to the components of the signal with respect to this grid. More precisely, the definition of the pseudo-polar co ordinates \((u, v) \in \mathbb{R}^2\) as follows:
\[ (u, v) = (\xi_1, \xi_2), \text{ if } (\xi_1, \xi_2) \in D_0 \tag{6} \]

After performing this change of co ordinates, \( \hat{g}_j(u, v) = \hat{f}_d(\xi_1, \xi_2) \) is obtained and for \( l = 1 - 2^l, ..., 2^j - 1 \):
\[ \hat{f}(\xi_1, \xi_2) = \overline{V(2^{-2l}\xi_1, 2^{-2l}\xi_2)}W_{jj}(\xi_1, \xi_2) \]

This expression shows that the different directional components are obtained by simply translating the window function \( W \). The discrete samples \( g_j[n_1, n_2] = g_j(n_1, n_2) \) are the values of the DFT of \( f_d^j[n_1, n_2] \) on a pseudo-polar grid. That is, the samples in the frequency domain are taken not on a Cartesian grid, but along lines across the origin at various slopes. This has been recently referred to as the pseudo-polar grid. One may obtain the discrete Frequency values of \( f_d^j \) on the pseudo-polar grid by direct extraction using the Fast Fourier Transform (FFT) with complexity \( ON^2 \log N \) or by using the Pseudo-polar DFT (PDFT).

### 2.2 K-Nearest Neighbor Classifier

K-Nearest Neighbor (KNN) classifier is one of the simplest instance based learning algorithm. Based on distance function, KNN classifier assigns the class of the unknown object into one of the known training object’s class. It requires training samples with class label. It calculates the distances between the unknown object and training samples. Then, it assigns the class label of the training samples which is nearest to the unknown object. The commonly used distance measures are Euclidean, city block, cosine and correlation. Table 1 shows the distance measures used in this study.

### 3. Sports Video Classification System Design

The proposed sports video classification system is analyzed by implementing two sub sequent functional building blocks: feature extraction or attribute selection and categorization. The proposed features are obtained from training videos at first functional block and the second block gets trained over the features extracted from first block for sports genre categorization. The schematic model of the proposed sports genre classification system is shown in Figure 1.
3.1 NSST Based Feature Extraction

In any pattern recognition and machine learning approaches, feature extraction or attribute selection plays a crucial role, which tends to remove the redundant data and possess more intrinsic content of the original data. Hence, in order to design an efficient sport categorization system, novel multi-scale geometric characteristics of NSST is employed as feature extraction technique due to its optimal representation of image edges and capturing the geometric features of multidimensional data.

In order to extract edge features, NSST decomposition is carried out for each training video sequence frame by frame. Subsequently, NSST coefficients are obtained at different scales (2 to 3) and directions (2 to 64) that possess optimal distinctive edge attributes. However the dimension of the resultant attributes in each sub band has equivalent dimension of original data. It may certainly complicate the categorization system performance. To avoid this, NSST coefficients in each sub band is distributed into 10 bins in accordance with their magnitude ranges. This will reduce the high dimensional feature space of a video frame into only 10 attributes. The course of attribute extraction is repeated for all 500 video frames of a specific sports video and mean of extracted attributes are stored in database for further sports video categorization.

3.2 Categorization

The second functional block of the proposed system is categorization. Instance based KNN classifier is taken into account for unknown sport genre categorization by using similarity or distance function. At the start of the categorization stage, the edge strength attributes are obtained from the unknown (test) video sequence. Then, the test attributes and stored attribute database are fed into KNN classifier. It classifies the unknown sport genre into one of the predefined sports category by a majority vote of its computed neighbors using similarity measures. In this study, four distance measures named Euclidean, city block, correlation and cosine are analyzed.

4. Experimental Results

To validate the performance of the proposed sports video categorization system, an internal database is created. They are obtained by TV broadcast channels in different sessions. Totally, 500 video clips are collected in which 100 video clips are gathered for each sports genre;
volleyball, basketball, tennis, cricket and football. Each of the sports clip composed of 500 frames at the resolution of 128x128 with 20s duration. Random selections of 50 clips are used for training and remaining 50 clips are used for testing. The performance of the proposed sports genre classification system is analyzed in terms of classification accuracy. The classification accuracy is measured as the percentage of testing images categorized into the appropriate sports genre. Figure 2 shows the sample frames from the different videos in the database.

The performance of classifier not only depends on the features used for classification but also various parameters used in the classifier. Hence, to evaluate the system performance, the accuracies obtained by the proposed system using the following distance metrics such as Euclidean, city block, correlation and cosine are given in Table 2 to 5 respectively. It shows the classification accuracy of each sports genre and average classification accuracy.

It is observed from the Tables 2–5 that the proposed system achieves maximum average classification accuracy of 94.80% at 4 directions of 2-scale NSST features while using city block distance measure in KNN classifier. For the same NSST features, the Euclidean, cosine and correlation distance measures gives an accuracy of 93.20%, 92.80% and 92% respectively. While increasing the NSST decomposition from 2 to 3, the performance of the proposed sports video classification is degraded. It may be caused due to redundant information produced at higher level of decomposition. The maximum classification accuracy obtained by at 3rd level NSST decomposition using Euclidean, city block, cosine and correlation measure is 86.80%, 86%, 89.20%, and 85.60% respectively. Figure 3 shows the maximum average classification accuracy obtained by the proposed system.

5. Conclusion

In this paper, multi directional NSST and KNN classification based automated sports video classification system is presented. The proposed framework may surely helps in resourceful storage, speedy browsing and

| #NSST level | #NSST Directions | KNN distance measure - Euclidean |
|-------------|------------------|---------------------------------|
|             | Cricket | Basketball | Tennis | Volleyball | Football | Average |
| 2           | 76      | 94         | 92     | 94         | 86       | 88.40   |
| 4           | 84      | 100        | 94     | 96         | 92       | 93.20   |
| 8           | 84      | 100        | 94     | 100        | 90       | 93.60   |
| 16          | 84      | 100        | 94     | 98         | 88       | 92.80   |
| 32          | 86      | 100        | 94     | 98         | 90       | 93.20   |
| 64          | 78      | 94         | 98     | 96         | 82       | 89.60   |
| 3           | 78      | 100        | 96     | 90         | 70       | 86.80   |
| 4           | 72      | 98         | 94     | 97         | 70       | 86      |
| 8           | 70      | 98         | 92     | 94         | 68       | 84.40   |
| 16          | 72      | 94         | 86     | 94         | 62       | 81.60   |
| 32          | 72      | 98         | 94     | 96         | 66       | 85.20   |
| 64          | 74      | 96         | 82     | 94         | 76       | 84.40   |
### Table 3. Accuracy of the proposed sports video classification system using NSST features along with city block distance in KNN classifier

| #NSST level | #NSST Directions | KNN distance measure - city block |
|-------------|-------------------|-----------------------------------|
|             |                   | Classification Accuracy (%)       |
|             |                   | Cricket  | Basketball | Tennis  | Volleyball | Football | Average |
| 2           | 2                 | 76       | 98         | 94      | 98         | 88       | 90.80   |
| 4           | 86                | 86       | 98         | 94      | 98         | 98       | 94.80   |
| 8           | 86                | 86       | 98         | 94      | 98         | 100      | 94      |
| 16          | 86                | 86       | 98         | 94      | 98         | 92       | 94      |
| 32          | 86                | 86       | 98         | 94      | 98         | 92       | 93.60   |
| 64          | 84                | 84       | 96         | 98      | 96         | 96       | 92.40   |
| 3           | 2                 | 76       | 98         | 98      | 90         | 66       | 85.60   |
| 4           | 74                | 86       | 98         | 94      | 94         | 68       | 86      |
| 8           | 72                | 72       | 98         | 96      | 94         | 68       | 85.60   |
| 16          | 74                | 74       | 92         | 92      | 96         | 60       | 82.80   |
| 32          | 72                | 72       | 98         | 94      | 96         | 66       | 85.20   |
| 64          | 74                | 74       | 90         | 84      | 94         | 74       | 83.20   |

### Table 4. Accuracy of the proposed sports video classification system using NSST features along with cosine distance in KNN classifier

| #NSST level | #NSST Directions | KNN distance measure - cosine |
|-------------|-------------------|-------------------------------|
|             |                   | Classification Accuracy (%)   |
|             |                   | Cricket  | Basketball | Tennis  | Volleyball | Football | Average |
| 2           | 2                 | 66       | 94         | 94      | 96         | 82       | 86.40   |
| 4           | 80                | 80       | 98         | 96      | 96         | 94       | 92.80   |
| 8           | 76                | 76       | 98         | 96      | 96         | 90       | 91.20   |
| 16          | 80                | 80       | 98         | 96      | 96         | 90       | 92      |
| 32          | 78                | 78       | 98         | 96      | 96         | 90       | 90.80   |
| 64          | 72                | 72       | 92         | 98      | 96         | 72       | 86      |
| 3           | 2                 | 78       | 98         | 96      | 94         | 68       | 86.80   |
| 4           | 68                | 68       | 98         | 94      | 98         | 70       | 85.60   |
| 8           | 70                | 70       | 98         | 92      | 96         | 68       | 84.80   |
| 16          | 64                | 64       | 92         | 88      | 96         | 62       | 80.40   |
| 32          | 76                | 76       | 100        | 90      | 98         | 82       | 89.20   |
| 64          | 70                | 70       | 98         | 80      | 96         | 72       | 83.20   |

### Table 5. Accuracy of the proposed sports video classification system using NSST features along with correlation distance in KNN classifier

| #NSST level | #NSST Directions | KNN distance measure - correlation |
|-------------|-------------------|-----------------------------------|
|             |                   | Classification Accuracy (%)       |
|             |                   | Cricket  | Basketball | Tennis  | Volleyball | Football | Average |
| 2           | 2                 | 62       | 92         | 94      | 94         | 80       | 84.40   |
| 4           | 80                | 80       | 98         | 96      | 94         | 92       | 92      |
| 8           | 76                | 76       | 98         | 96      | 96         | 90       | 91.20   |
| 16          | 76                | 76       | 98         | 96      | 96         | 90       | 91.20   |
| 32          | 72                | 72       | 98         | 92      | 94         | 90       | 89.20   |
| 64          | 66                | 66       | 94         | 98      | 96         | 74       | 85.60   |
| 3           | 2                 | 68       | 96         | 96      | 94         | 64       | 83.60   |
| 4           | 64                | 64       | 96         | 94      | 98         | 64       | 83.20   |
| 8           | 66                | 66       | 96         | 92      | 96         | 64       | 82.80   |
| 16          | 62                | 62       | 90         | 90      | 94         | 62       | 79.60   |
| 32          | 72                | 72       | 96         | 84      | 96         | 80       | 85.60   |
| 64          | 66                | 66       | 98         | 80      | 94         | 64       | 80.40   |
retrieval of huge collection of sports video data without losing important characteristics. To facilitate the proposed sports video categorization system, histogram of edge features is extracted from the video sequences by NSST decomposition at various level and directions. Then, the query sports video is categorized using KNN classifier into one of the predefined five sports genre. The experimental results show that the proposed sports genre classification system produces 94.80% at 2nd level decomposition with 4 directions of NSST.
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