Optimally designing virtualized CDN
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Abstract: Using virtualized CDN such as Amazon CloudFront in which cache servers are provided on virtual machines, content providers can flexibly select the regions of using cache servers according to the geographical demand pattern of their users, so they can expect to reduce the cost of using CDN. However, to maximize the profit of content providers, they need to carefully select the locations of cache servers which affect the quality perceived by users as well as the total cost. We propose a method of optimally selecting the geographical regions to use cache servers maximizing the profit of content providers.
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1 Introduction

Content provider (CP), e.g., YouTube, has its special requirement for the design of Content delivery network (CDN) depending on the geographical demand pattern
against the content items. However, CDN providers do not distinguish CPs when inserting and removing content items in cache servers, i.e., applying the identical cache-insertion and cache-replacement policy to content items of all CPs, and CPs cannot limit the locations where content items are cached to reduce the cost paid to the CDN providers. Therefore, the virtualized CDN or cloud-based CDN in which cache servers are provided by VMs on public cloud have gathered wide attention and investigated [1], and commercial virtualized CDN services, e.g., Amazon CloudFront, have been already provided by major cloud providers. In the virtualized CDN, CPs directly contract with the cloud providers, and each CP can flexibly construct its own CDN by itself. In other words, each CP becomes a CDN provider serving just its content items.

Before starting to use the virtualized CDN, CPs will face the problem of optimally design its CDN, i.e., selecting the regions of using cache servers. CPs can expect to minimize the cost of using CDN by limiting the regions for using cache servers. However, the user-perceived quality, e.g., delay and smoothness in playback of video, will be degraded for users in these regions without cache servers. The number of views of users with degraded service quality will decrease, and the revenue of CPs will also decrease. Therefore, to maximize the profit of CPs, CPs should carefully select the regions to use cache servers considering both the fee paid to the cloud provider and the user-perceived quality. In this letter, we propose a method of optimally designing the virtual CDN maximizing the profit of CPs considering both the user-perceived quality and the cost of using cache servers when geographical demand distribution is given\(^1\).

2 Assumptions

2.1 Virtualized CDN service
We assume one virtualized CDN service which provides cache servers at \(N\) regions, and we consider just a single CP. Let \(R_n\) denote region \(n\), and we define \(C_n\) as the cache servers provided in \(R_n\). Let \(x_n\) denote a binary variable which takes unity if CP decided to use \(C_n\) or takes zero if CP decided not to use \(C_n\). Moreover, we define \(X\) as the set of \(R_n\) with \(x_n = 1\). In other words, \(X\) is the set of regions where CP decided to use cache servers. The origin servers are provided in just a single region \(R_o\), and CP does not use \(C_o\), i.e., \(x_o = 0\), because content can be delivered to users of \(R_o\) from origin servers. For requests from users of \(R_n\), content is delivered from \(C_n\) if requested content exists in \(C_n\), i.e., cache hit, and content is delivered from \(R_o\) if requested content does not exist in \(C_n\), i.e., cache miss. When users of \(R_n\) with \(x_n = 0\) request content, content is delivered from the nearest cache servers of \(X\) or \(R_o\) giving the minimum average RTT to the requesting users.

2.2 User demand
We assume that each user of CP views content \(W\) times on average within a month with totally satisfying the quality of video streaming service. It is anticipated that the number of views of users will decrease as the quality of video streaming is

\(^1\)A previous version of this manuscript was presented at [2]. This letter extended [2] by reflecting the cache hit ratio in the optimization problem.
degraded. Therefore, we assume that \( w(d) \), the average view count of each user when the RTT is \( d \), is given by
\[
 w(d) = We^{-\alpha d},
\] (1)
where \( \alpha \) is a sensitivity parameter of users against delay \([3]\). As \( \alpha \) increases, \( w(d) \) decreases more sharply with increase of \( d \).

### 2.3 Cost of delivering content from cache servers

The unit price of delivering content from cache servers to users depends on both the region of cache servers and the total amount of data transmitted from the cache servers within one month. We define \( p_n(v) \) as the unit price when delivering content from \( C_n \) to users when the total amount of data transmitted from \( C_n \) is \( v \), and the total cost of delivering content from cache servers is given by \( \sum_{n \in X} p_t(v_i)v_i \).

### 2.4 Cost of delivering content from origin servers

Many ISPs charge transit fee to CPs based on the total amount of data transmitted on transit links within one month. According to the analysis of transit fee of 20 ISPs in USA in 2004, monthly transit fee \( T(v) \) can be approximated by \( T(v) = \epsilon v^{0.75} \) where \( v \) is the monthly traffic volume transmitted on transit links \([4]\). Many ISPs use the 95 percent value of data transmission rate in each five-minutes bin as \( v \), and we assume that \( v \) is three times of average data transmission rate \([5]\). We set \( \epsilon = 0.165 \) USD which is the average transit fee for 1 Mbps in 2018.

### 3 Optimum design method of virtualized CDN

Let \( z_u \) denote the region from which content items are delivered to users of \( R_u \), and \( z_u \) is given by
\[
 z_u = \arg \min_{z \in X \cup R_u} d_{z,u},
\] (2)
where \( d_{i,j} \) is the average RTT between \( R_i \) and \( R_j \). Let \( M \) denote the number of content items, \( B \) denote the average size of content, \( q_n \) denote the number of subscribers of CP in \( R_n \), \( E_n \) denote the storage capacity of \( C_n \), and \( r_m \) denote the request ratio for content \( m \). From (1), \( v_i \), the average amount of data transmitted from \( C_i \) of \( x_i = 1 \) to users of CP within one month, is obtained by
\[
 v_i = \sum_{n \in X \cap \{u; z_u = i\}} \sum_{m=1}^{M} q_u r_m W e^{-\alpha d_i} B h_i(m),
\] (3)
where \( h_i(m) \) is the cache hit probability of content \( m \) at \( C_i \). Using Che’s equation \([6]\), \( h_i(m) \) is obtained by
\[
 h_i(m) = 1 - e^{-r_m t_c},
\] (4)
where \( t_c \) is the solution of \( t \) in equation \( \sum_{m=1}^{M} (1 - e^{-rt_i}) = E_n \). \( v_o \), the amount of data transmitted from origin servers within one month, is
\[
\begin{align*}
\nu_o &= \sum_{w \in X \cap \{w; z_w = o\}} q_w r_w W e^{-\alpha_d o} B \\
&\quad + \sum_{w \in X \cap \{w; z_w \neq o\}} q_w r_w W e^{-\alpha_d o} B(1 - h_{z_w}(m)).
\end{align*}
\] (5)

We assume that CP obtains \( r \) fee for each view, and \( R(X) \), the revenue of CP, is given by

\[
R(X) = \sum_{i=1}^{N} q_i r_i W \sum_{m=1}^{M} \{ e^{-\alpha_d i} r_m h_{z_i}(m) + e^{-\alpha_d i} r_m (1 - h_{z_i}(m)) \}. 
\] (6)

\( P(X) \), the average profit of CP within one month, is obtained by

\[
P(X) = R(X) - \sum_{v \in X} p_t(v_i) v_i - T(v_o). 
\] (7)

We define the optimization problem maximizing \( P(X) \):

\[
\begin{align*}
\max & \quad P(X) \\
\text{s.t.} & \quad x_n = \{0, 1\}, \quad 1 \leq n \leq N, \\
& \quad x_o = 0.
\end{align*}
\] (8) (9) (10)

The computational complexity to solve this optimization problem is \( O(N^2) \), and CP can obtain the optimum \( X \) in quite short time.

4 Numerical evaluation

4.1 Evaluation conditions

As the virtualized CDN service, we assume Amazon CloudFront which provides cache servers at eight regions: North America, Europe, South Africa, Japan, Australia, Singapore, India, and South America. To obtain the setting values of \( d_{i,j} \), we measured the average RTT using \textit{ping} command on the virtual machines in these regions of Amazon EC2. However, we cannot setup virtual machines in Africa on Amazon EC2, we selected the seven regions excluding Africa. We assume that delay was zero when delivering servers and users existed in the same region. We set \( p_n(v) \) according to the price list of Amazon CloudFront [7]. The ratio of users in Netflix was about 0.03, so we set \( q_n \) to the population in each region multiplied by 0.03. We set \( B \) to 3 GB, \( W \) to 15, and \( r \) to 0.6 USD which was obtained by monthly flat-fee of Netflix, 10 USD, divided by \( W \). Moreover, we set the content count \( M \) to 1,000, and we set the identical size \( E \) to \( E_n \), the storage size of \( C_n \).

4.2 Monthly profit of CP

We compare \( P \), the average monthly profit of the CP, in the proposed design method as well as the two cases: No Cache and All Cache. No Cache is the case without using any cache servers, and All Cache is the case using cache servers in all the regions excluding \( R_o \). Fig. 1 plots \( P \) in each of the three methods against the cache size \( E \) for two values of \( \alpha \) when placing the origin servers in North America. The following tendencies were also observed when placing the origin servers in other areas as well. In the proposed method, as the result of optimally selecting the
locations to use cache servers, $P$ was the largest among the three methods in the entire range of $E$ and $\alpha$. For example, when $\alpha = 3$ and $E = 1,000$, the proposed method increased $P$ about 6% and about 13% compared with All Cache and No Cache, respectively.

Fig. 1. Average monthly profit of CP against cache size when placing origin servers in North America
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