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Abstract
The wake effect is one of the leading causes of energy losses in offshore wind farms (WFs). Both turbine placement and cooperative control can influence the wake interactions inside the WF and thus the overall WF power production. Traditionally, greedy control strategy is assumed in the layout design phase. To exploit the potential synergy between the WF layout and control so that a system-level optimal layout can be obtained with the greatest energy yields, the layout optimization should be performed with cooperative control considerations. For this purpose, a novel two-stage WF layout optimization model is developed in this paper. Cooperative WF control of both turbine yaw and axis-induction are considered in the WF layout design. However, the integration of WF control makes the layout optimization much more complicated and results in a large-scale nonconvex problem, hindering the application of current layout optimization methods. To increase the computational efficiency, we leverage the hierarchy and decomposability of the joint optimization problem and design a decomposition-based hybrid method (DBHM). Instead of manipulating all the variables simultaneously, the joint optimization problem is decomposed into several subproblems and their coordination. Case studies are carried out on different WFs. It is shown that WF layouts with higher energy yields can be obtained by the proposed joint optimization compared to traditional separate layout optimization. Moreover, the computational advantages of the proposed DBHM on the considered joint layout optimization problem are also demonstrated.
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1. Introduction
Wind is one of the fastest growing renewable energy forms. According to the Global Wind Energy Council, the global offshore wind power capacity is expected to reach 234 GW by the end of 2030 [1]. With this huge amount of installation, the improvement of wind farm (WF) power production has been the central concern for WF development [2]. The aerodynamic interactions among wind turbines (WT) in a WF, i.e. the wake effect, has been observed to be one of the major causes of offshore WF energy losses [2, 3]. To mitigate the wake effect and increase the energy yields, WF layout design such as placing the turbines farther away in the prevailing wind direction, and cooperative control to coordinate different turbine operation, are two main approaches and have attracted many studies in recent years.

WF control optimization aims to minimize wake losses by cooperatively operating turbines in the WF as a whole. A review of the literature on wake control strategies can be found in [3]. Axial induction and wake redirection are the two actuation methods for turbines to control their wakes. In the axial-induction-based control, the generator torques and blade pitch angles are adjusted [4]. Alternatively, in the wake redirection control, the upstream turbine is purposely misaligned with the incoming flow with a yaw angle to steer the wake away from the downstream turbines [5]. Field tests have shown that both methods have
potential for increasing the WF power production, though clearly the yaw actuation is much more effective [6, 7]. The combination of the two control methods are also investigated [8]. Though WF control methods have been studied quite extensively, most of them are conducted based on regular-shaped WF layouts. The improvement of control optimization for an optimized layout is still questionable.

WF layout optimization considers the stochastic distribution of the overall wind conditions to design a farm layout so that the expected annual energy production (AEP) can be maximized [9]. Both modeling and optimization algorithms have been studied. Computational Fluid Dynamics (CFD) wake model is accurate, but is too complex to be applied in the WF design process. Analytical parametric wake models are commonly used in the optimization problem due to their low computational costs [10, 11]. Various analytical wake models have been employed to characterize wake interactions [12, 13, 14]. Refs. [3] and [15] validate the accuracy of different wakes models and provide guidance for the model selection. From the optimization modeling perspective, turbine positions can be either modelled by discrete grid points or continuous coordinates [16]. In the grid model, the area are partitioned into grids and each grid point represents a possible WT position [17, 18, 19]. To remove the limitation and get a more accurate layout design model, more works model the turbine locations by continuous coordinates in recent years [20, 21]. On the other hand, because the wake model is typically nonlinear and nonconvex [22], difficulties arise in solving these optimization problems. While a few papers have attempted gradient-based methods [23, 24], to overcome the nonconvexity, most studies have employed heuristic optimization methods. Many algorithms have been applied and obtain WF layouts with good AEP improvements such as random search [25, 26], genetic algorithm [27, 28, 29], evolutionary algorithm [30], ant colony algorithm [31], particle swarm optimization (PSO) [32, 33] and so on. A performance comparison of these methods for layout optimization is provided in [22].

Generally, most of the above mentioned WF layout design studies [10]-[32] do well in mitigating the wake effect and optimizing the WF layouts, but in these studies turbines are assumed to operate individually referred to as greedy operation. With the development of WF cooperative control, the greedy operation assumption may deviate from the WF operation reality in the future [34]. The separation between the cooperative control and layout studies eliminates the possibility of leveraging their potential synergy in the layout design phases. To find system-optimal designs, the layout optimization should considers the cooperative WF control instead of assuming greedy control. [33, 35] and [36] report an attempt in this direction and show the necessity of the joint turbine placement and cooperative control optimization. However, to simplify the optimization, only axis-induction control with restricted farm layouts is considered. The synergy between WF yaw operation and general layout optimization is still questionable. Besides, the computational burden increases dramatically compared to separate layout and control optimizations [37].

To address the problem, this paper focuses on the WF layout optimization problem with optimal cooperative control considerations. We advance the current researches by constructing a novel two-stage joint WF layout and control optimization model. Cooperative control for different wind directions in the whole wind rose are integrated into the layout optimization so that the system-level optimal layout can be obtained. However, the joint considerations of WF control and layout make the optimization model a large-scale nonconvex problem. Because the search space grows exponentially with the variable dimension, the computational burden tends to increase infeasible if directly applying existing layout optimization methods to optimize all variables simultaneously. To address this challenge, a decomposition-based hybrid method (DBHM) is proposed to expedite the computation of the joint optimization. Our contribution is twofold:

1) The WF layout is optimized with optimal cooperative control considerations. A novel two-stage WF optimization model is formulated to jointly optimize the WF control and layout. Both yaw and axis-induction control are considered. The synergy of WF layout and operation can be thoroughly analyzed using the proposed model. Compared to the traditional separate optimizations, increased AEP is achieved.

2) Leveraging the hierarchy and decomposability of the joint optimization problem, a decomposition-based hybrid method is proposed. Instead of manipulating all of the variables simultaneously, the original problem is decomposed into several subproblems and their coordination. Compared to directly applying traditional layout optimization methods in the novel joint optimization problem considered in this paper, the computational burden is alleviated and better results are obtained.

The remainder of this paper is organized as follows. Section 2 reviews the wake effect and formulates
the WF power model. The proposed joint optimization model is constructed in Section 3. In Section 4, the proposed DBHM is introduced and applied so that the joint optimization can be solved efficiently. Case studies and conclusions are presented in Sections 5 and 6, respectively.

2. Wake and Wind Farm Models

In this section, the wake model and WF power model are briefly reviewed. The Flow Redirection and Induction in Steady-state (FLORIS) model is employed. FLORIS characterises the steady-state wake interaction in the WF and has been widely accepted in WF control and layout studies [9, 38, 39]. Its accuracy has been extensively verified by both wind tunnel testings [14] and realistic field measurements [15]. Compared to the classic Jensen model, FLORIS further characterizes the Gaussian shape of the wake and models the yaw actuation.

A schematic overview of a single wake model is given in Fig. 1 [14]. In this paper, we considers the two dimensional layout optimization, and the FLORIS is utilized. The near-wake zone is modeled as a linearly converging cone with the base at the turbine rotor. In the far wake zone which is the turbine interaction region, the wake deficit follows the shape of a Gaussian distribution:

$$V(x, y)/V_\infty = 1 - (1 - \frac{\sigma_y}{\sigma_y \cdot C_T}) \exp\left(\frac{(y - \delta_f)^2}{2\sigma_y^2}\right)$$  \hspace{1cm} (1)

where $V_\infty$ is the freestream wind speed. $x$ and $y$ denote the distance from the rotor center in the wind parallel direction and the lateral direction, respectively. $C_T$ is the thrust coefficient that is related to the turbine operation by an axial induction factor $\alpha$. $C_T = 4\alpha(1 - \alpha)$. $\sigma_y$ is the standard deviation of the Gaussian shape that is calculated according to

$$\sigma_y = \sigma_{y0} + (x - x_0)k_y, \quad \sigma_{y0} = \frac{D}{2\sqrt{2}} \cos \gamma,$$  \hspace{1cm} (2)

where $k_y$ is the wake expansion coefficient. $x_0$ is the length of the near-wake zone [38]. $\gamma$ is the yaw angle of the turbine. $D$ is the rotor diameter. Due to the yaw misalignment, the Gaussian-shaped wake centerline $\delta_f$ is deflected from the rotor center, and is modeled as

$$\delta_f = a_d \cdot D + b_d \cdot x + \tan(\phi)x_0 + \phi \cdot \frac{E_0}{\sigma_y \cdot C_T} \cdot \ln\left(\frac{1 + \sqrt{C_T}}{1 - \sqrt{C_T}}\right) \cdot \ln\left(\frac{1.6 + \sqrt{C_T}}{1.6 - \sqrt{C_T}}\right) \cdot \ln\left(\frac{1.6 + \sqrt{\sigma_y/\sigma_{y0}} - \sqrt{C_T}}{1.6 - \sqrt{\sigma_y/\sigma_{y0}} + \sqrt{C_T}}\right)$$  \hspace{1cm} (3)

where $E_0 = C_0^2 - 3\epsilon^{1/12}C_0 + 3\epsilon^{1/3}$ and $C_0 = 1 - \sqrt{1 - C_T}$. $\epsilon$ is the natural constant. $a_d$ and $b_d$ are tuning parameters. $\phi$ is a function of $\gamma$ that is given by:

$$\phi \approx \frac{0.3\gamma}{\cos \gamma} \left(1 - \sqrt{1 - C_T \cos \gamma}\right)$$  \hspace{1cm} (4)

Figure 1: Schematic of the single wake model under yaw condition [14].
Equation (3) gives the value of the wake deflection at downwind locations as a function of turbine control variable $\gamma$ and $C_T$ as well as the wake empirical parameters. Equation (3) takes into account both the wake deflection caused by the yaw angle, and the deflection caused by the rotor rotation. Readers interested in the formulation details are referred to Appendix B in [14]. The combination of multiple wakes is calculated by the traditional sum of squares method [24]. $k_y, a_d$ and $b_d$ are the tuning parameters of this wake model for different WFs.

The power generated by each turbine under yaw conditions can be computed based on the actuator disk theory [15].

$$P_{WF} = \sum_{i=1}^{N} P_i = \sum_{i=1}^{N} \frac{1}{2} \rho \left( \frac{\pi}{4} D^2 \right) C_{P_i} \cos(\gamma_i) p_p V_i^3$$

$P_{WF}$ is the WF power production calculated by the summation of each turbine power $P_i$. $N$ is the number of turbines in the WF and the subscript $i$ is the index for the $i$th WT. $\rho$ is the air density. $V_i$ is the velocity $V(x, y)$ averaged over the rotor disk. $p_p$ is the tunable parameter for turbine power production under yaw conditions. $C_{P_i}$ is the power coefficient that is also directly related to the axial induction factor $\alpha$:

$$C_{P_i} = 4\alpha_i (1 - \alpha_i)^2$$

As commonly employed in WF studies, $\gamma$ and $\alpha$ of each turbine are considered as the control variables and are used to regulate the WF operation. The upstream turbine influences the wind speed faced by downstream turbines, and the WF is thus operated as a whole.

Through the FLORIS Gaussian modeling, the wake interaction and the WF power production are modeled as a smooth function in terms of turbine locations [24, 38]. Readers interested in more details of the FLORIS wake model and its verification are referred to [14, 15].

3. WF Layout Optimization Model with Cooperative Control Considerations

Traditionally, WF layout and cooperative control optimization are considered separately and sequentially. In traditional layout optimization models, the “greedy” WT operation settings are assumed, i.e. $\gamma = 0^\circ$ and $\alpha = 1/3$ for all turbines [9][22]. With the development of WF cooperative control strategy, the greedy operation assumption may deviate from the WF operation reality in the future. Thus the layout optimization results may not find system-level optimal designs, because the couplings of system design and operation are ignored in the design phase [40]. To exploit the potential synergy, a two-stage optimization model is constructed so that the WF layout optimization can consider the cooperative control strategy.

3.1. Two-Stage WF Layout Optimization with Operation Considerations

In this paper, we focus on the design purpose of maximizing the potential annual energy production (AEP) capacity of the whole WF. For this purpose, the probability distribution of the stochastic freestream wind direction on the target site should be considered. The first-stage WF layout optimization is formulated as follows:

$$\min_{x, y} -f_{AEP}(x, y) = -T \sum_{\omega=1}^{N_\theta} p(\theta\omega) P_{WF}^*(x, y, \theta\omega)$$

s.t.: 

$$\begin{align*}
(x_i - x_j)^2 + (y_i - y_j)^2 &\geq L^2, \quad i, j = 1, \ldots, N \\
x_l &\leq x_i \leq x_u, \quad i = 1, \ldots, N \\
y_l &\leq y_i \leq y_u, \quad i = 1, \ldots, N
\end{align*}$$

$f_{AEP}$ is the WF AEP, which is modelled by the product of the expected power production and the total hours in one year [12, 39]. $N_\theta$ is the total number of intervals with equal width into which the wind
direction is discretized, and \( \omega \) is the wind direction index. \( \theta_\omega \) denotes the wind direction index for scenario \( \omega \). \( p(\theta_\omega) \) is the frequency of occurrence for the \( \omega \)-th wind direction. The probability distribution of the wind direction is typically recorded by annual measurements \( [12, 24] \). \( T = 8760 \) h is the number of hours in one year. Because the freestream wind speed has little impact on the WF wake optimization \( [39, 41] \), we do not consider the speed distribution. The decision variables \( \mathbf{x} = [x_1, x_2, \ldots, x_N], \mathbf{y} = [y_1, y_2, \ldots, y_N] \) represent the turbine coordinates. \( N \) is the total number of turbines in the WF, and subscripts \( i \) and \( j \) are the WT indexes. \( \mathbf{p} \) requires that the distance between every two WTs should be larger than a specified distance \( L \) for the safe operation \( [12] \). The terrain boundaries are constrained in \( (9) \) and \( (10) \), where the subscripts \( l \) and \( u \) denote the lower and upper boundaries respectively. While a rectangular terrain is modeled for convenience in this paper, other geometric shapes can be easily considered \( [42] \).

\( P_{WF} \) denotes the optimal WF power production for a given \( \mathbf{x}, \mathbf{y} \) and wind scenario \( \theta_\omega \), which is the optimization result of the second-stage WF control optimization. For the \( \omega \)th inflow wind scenario, the control optimization is given by:

\[
P_{WF}(\mathbf{x}, \mathbf{y}, \theta_\omega) = \max_{\gamma, \alpha} \sum_{i=1}^{N} \frac{1}{2}(\frac{\pi}{4}D^2)CP_i \cos(\gamma_i^\omega) \gamma_i^\omega \]

\[
\text{s.t.: } \gamma_{\min} \leq \gamma_i^\omega \leq \gamma_{\max}, \quad i = 1, \ldots, N \]

\[
\alpha_{\min} \leq \alpha_i^\omega \leq \alpha_{\max}, \quad i = 1, \ldots, N
\]

(11)-(14)

The yaw angles \( \gamma_\omega = [\gamma_1^\omega, \gamma_2^\omega, \ldots, \gamma_N^\omega] \) and axial induction factors \( \alpha_\omega = [\alpha_1^\omega, \alpha_2^\omega, \ldots, \alpha_N^\omega] \) are the control variables of all turbines for a given \( \mathbf{x}, \mathbf{y} \) under wind scenario \( \theta_\omega \). Considering the wake interactions inside the WF in \( (14) \), \( (11) \) tries to maximize the power production by coordinate different turbine operation. Constraints \( (12) \) and \( (13) \) limit the lower and upper bounds of the control actions as commonly modelled by WF control researches \( [3] \).

\( (7)-(14) \) together formulate the joint optimization model that can simultaneously considers the WF layout and operation. The hierarchy diagram of the two-stage optimization problem is shown in Fig. 2. The first-stage layout problem \( (7)-(10) \) manipulates turbine coordinates. The second-stage operation problems \( (11)-(14) \), which can be viewed as constraints of the first-stage layout optimization, determine the optimal control for each wind direction considering wake interactions among WTs. To account for all wind directions in the layout design in \( (7) \), for a given \( \mathbf{x}, \mathbf{y} \), \( N_0 \) control optimizations are required to be solved to evaluate \( f_{AEP} \). Thus, the total number of the decision variables of the joint model is \( (N_0 + 1) \times 2N \) with 2\( N \) layout variables and \( N_0 \times 2N \) operation variables.

![Figure 2: Framework of the joint layout and control optimization model.](image)
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3.2. Complexity analysis of the Joint Optimization Problem

Because of the wake interactions (1)-(5), the WF optimization model is nonlinear and nonconvex [9] [22]. For traditional isolated layout or control optimizations that considers only 2N variables, heuristic algorithms are employed by most studies due to their global exploration ability [9] [22] [27]. However, heuristic methods are known to suffer from slow convergence, and the computational burden tends to increase exponentially with the expansion of the problem size [24] [43], making the WF layout optimization typically time-consuming [22] [36].

For the two-stage joint optimization model (7)-(14), in each layout evaluation step, the second-stage operation problem is required to optimize WF control over the entire distribution of wind directions. Such integration of the scenario-specific N_0 2N control variables multiplies the problem size of the already time-consuming layout design, making the joint optimization model a much larger nonconvex problem. Thus, directly applying traditional layout optimization methods manipulating all variables simultaneously is computationally expensive for the two-stage optimization [43] [36], as shown in the experimental results of Section 5.

On the other hand, as shown in Fig. 2, though the joint optimization model is complex considering the entire wind direction distribution, the operation variables γ_ω, α_ω and constraints (12)-(14) for different wind scenarios are not coupled. When the first-stage layout decisions, x and y, are given, the second-stage operation problem naturally decouples into low-scale subproblems for each wind scenario which can be efficiently solved in parallel. This suggests that a structuring of the solving algorithm to take into account the hierarchy and decomposability of the problem is a promising direction.

4. Decomposition Formulation of the Joint Optimization Model

In this section, we propose a decomposition-based hybrid method (DBHM) so that the joint WF layout and operation optimization can be solved efficiently. The proposed DBHM is composed of two steps that combine the heuristic exploration and the problem decomposition.

First, the heuristic optimization method is employed to optimize the isolated WF layout, the results of which are used to "warm start" the joint optimization in the next step. Heuristic approaches are adopted because they do not get trapped at local optima arising from the nonconvexity. In this step, PSO is adopted which has been wildly used by isolated WF layout studies [44, 33]. A penalty function is adopted to handle the layout distance constraints [45]. The penalty factor, PF, is 10^5 and is adjusted by trial and error.

\[
\min_{x,y} -f_{AEP} - PF \sum_{i=1}^{N} \sum_{j=1}^{N} \min((x_i - x_j)^2 + (y_i - y_j)^2 - (L)^2, 0) \tag{15}
\]

Furthermore, a decomposition formulation of the joint optimization model (7)-(14) is constructed. The original problem (7)-(14) is decomposed into a set of subproblems that can be solved efficiently through an iterative process of subproblem optimizations and the coordination among them.

For the original joint optimization model, the only couplings among different wind scenarios are the turbine coordinates x and y. These coupled variables are handled following the idea of dual decomposition [46]. First, local copies of the turbine coordinates, x^ω = [x^ω_1, x^ω_2, ..., x^ω_N] and y^ω = [y^ω_1, y^ω_2, ..., y^ω_N] are introduced to each wind scenario ω together with a set of consistency constraints. In this way, the original joint optimization (7)-(14) can be written equivalently as follows:

\[
\min -T \sum_{\omega=1}^{N_\omega} P_{WF}(x^\omega, y^\omega, \gamma_\omega, \alpha_\omega, \theta_\omega)p(\theta_\omega) \tag{16}
\]

\[
s.t. \quad x^\omega_i = x_i, \quad y^\omega_i = y_i, \quad \forall i, \omega \tag{17}
\]

Layout Constraints : (8) - (10) \tag{18}

Operation Constraints : (12) - (14), \forall \omega \tag{19}
The consensus constraint (17) enforces that the introduced new variables \( \mathbf{x}^{\omega} \) and \( \mathbf{y}^{\omega} \) of each scenario are equal to the original layout variables \( \mathbf{x} \) and \( \mathbf{y} \). The couplings among different wind scenarios are transformed from layout variables to the consensus constraint (17). Then, the method of multipliers is adopted to relax the consensus constraints in the form of augmented Lagrangian function. In this way, (16)-(19) can be decomposed into a two-block formulation. One block is a coordination problem updating \( \mathbf{x} \) and \( \mathbf{y} \). The second block considers \( N \) individual scenario subproblems. For the \( \omega \)th inflow wind scenario, the corresponding subproblem can be constructed as follows

\[
\begin{align*}
& \min_{\mathbf{x}, \mathbf{y}, \gamma, \alpha} \quad -P_{WF}(\mathbf{x}, \mathbf{y}, \gamma, \alpha, \theta)p(\theta) + \epsilon^{\omega} \\
& \text{s.t.:} \quad (x_{\omega}^{\omega} - x_{j}^{\omega})^2 + (y_{\omega}^{\omega} - y_{j}^{\omega})^2 \geq (\theta)^2, \quad \forall i, j \\
& \quad x_{i} \leq x_{\omega}^{\omega} \leq x_{u}, \quad \forall i \\
& \quad y_{i} \leq y_{\omega}^{\omega} \leq y_{u}, \quad \forall i \\
& \quad \text{Operation Constraints : (12)-(14)} \\
& \quad \epsilon^{\omega} \geq \sum_{i=1}^{N} \lambda_{i,x}^{\omega} (x_{i} - x_{\omega}^{\omega}) + \lambda_{i,y}^{\omega} (y_{i} - y_{\omega}^{\omega}) + \mu (x_{i} - x_{\omega}^{\omega})^2 + \mu (y_{i} - y_{\omega}^{\omega})^2 \quad (25)
\end{align*}
\]

The decision variables of the subproblem are all local variables \( (\mathbf{x}^{\omega}, \mathbf{y}^{\omega}, \gamma^{\omega}, \alpha^{\omega}) \) that are independent of other wind scenarios. Constraints (21)-(23) limit the feasible region of the introduced local variables \( \mathbf{x}^{\omega} \) and \( \mathbf{y}^{\omega} \) in the same manner as (8)-(10). Because in the proposed solving framework the variables are updated through an iterative process (described in Subsection 6), original linking variables \( \mathbf{x} \) and \( \mathbf{y} \) in (25) are parameters in the subproblem. \( \epsilon^{\omega} \) is an auxiliary variable that formulate the augmented Lagrangian function with (25) to relax the consensus constraint (17). The violations of (17) are penalized in the objective function by the augmented Lagrangian form [46]: \( \lambda_{i,x}^{\omega} \) and \( \lambda_{i,y}^{\omega} \) are the Lagrange multipliers corresponding to the consensus constraints in (17). \( \mu \) are the corresponding penalty factors. For each subproblem, only one particular wind condition is considered and the number of decision variables is only \( 4N \). Because the subproblems (20)-(25) for different wind scenarios are mutually independent, the second block naturally decomposes into \( N \) separate subproblems.

On the other hand, the formulation of the first-block coordination problem is given as

\[
\begin{align*}
& \min_{\mathbf{x}, \mathbf{y}} \sum_{\omega=1}^{N} \sum_{i=1}^{N} \lambda_{i,x}^{\omega} (x_{i} - x_{\omega}^{\omega}) + \lambda_{i,y}^{\omega} (y_{i} - y_{\omega}^{\omega}) + \mu (x_{i} - x_{\omega}^{\omega})^2 + \mu (y_{i} - y_{\omega}^{\omega})^2 \\
& \quad \text{min}_{\mathbf{x}, \mathbf{y}} \sum_{\omega=1}^{N} \sum_{i=1}^{N} \lambda_{i,x}^{\omega} (x_{i} - x_{\omega}^{\omega}) + \lambda_{i,y}^{\omega} (y_{i} - y_{\omega}^{\omega}) + \mu (x_{i} - x_{\omega}^{\omega})^2 + \mu (y_{i} - y_{\omega}^{\omega})^2 \quad (26)
\end{align*}
\]

The coordination problem updates the original layout variable \( \mathbf{x} \) and \( \mathbf{y} \) based on the subproblem optimization results (20)-(25) of all wind scenarios. The coordination problem (26) is a convex quadratic programming with no constraints that can be solved analytically.

\[
\begin{align*}
& \quad x_{i} = \frac{1}{N} \sum_{\omega=1}^{N} (x_{i}^{\omega} - \lambda_{i,x}^{\omega} / 2\mu), \quad \forall i \\
& \quad y_{i} = \frac{1}{N} \sum_{\omega=1}^{N} (y_{i}^{\omega} - \lambda_{i,y}^{\omega} / 2\mu), \quad \forall i \\
& \quad x_{i} = \frac{1}{N} \sum_{\omega=1}^{N} (x_{i}^{\omega} - \lambda_{i,x}^{\omega} / 2\mu), \quad \forall i \\
& \quad y_{i} = \frac{1}{N} \sum_{\omega=1}^{N} (y_{i}^{\omega} - \lambda_{i,y}^{\omega} / 2\mu), \quad \forall i
\end{align*}
\]

The large-scale joint optimization problem (7)-(14) are decomposed into \( N \) low-scale individual scenario subproblems (20)-(25) and a simple coordination problem (26). The subproblems are mutually independent and can thus be efficiently solved in parallel or sequentially. Through the decomposition formulation, the two-stage joint optimization problem (7)-(14) is successfully decomposed into multiple subproblems, each of which considers only one particular wind condition. The WF control optimization can be efficiently considered in the layout design phase to exploit their potential synergy. The detailed iterative solving process of the decomposition problem are described in Appendix A along with the convergence analysis for interested readers.
5. Case Study

In this section, the synergy of WF operation and layout optimization is analyzed by comparing the joint optimization results with separate layout and control optimizations. The simulation is based on the open-source FLORISSE-M platform [38], which has been widely used in WF control and layout studies [39]. Its accuracy has been validated previously by both wind tunnel testings [14] and realistic field measurements [15]. The commonly-used NREL Type III WT are assumed to be installed [47]. The main wake and turbine parameters are provided in Table 1. For the research purpose, the yaw angles are allowed to change between $-30^\circ$ to $30^\circ$ according to previous researches and realistic experiments [8] [48]. Larger yaw range may cause heavier loads to turbines.

| Table 1: Main Wake and Turbine Parameters |
|-------------------------------------------|
| Air density $\rho$ | $D$ | $p_f$ | $\alpha_{min}$ | $\alpha_{max}$ |
| 1.29 kg/m$^3$ | 126 m | 1.88 | 0.1 | 1/3 |
| $a_d$ | $b_d$ | $k_d$ | $\gamma_{min}$ | $\gamma_{max}$ |
| -0.0356 | -0.01 | 0.0229 | $-30^\circ$ | $30^\circ$ |

5.1. Illustrative Case

To visualize the necessity of considering the optimal operation in the layout design phase, we take an example consisting of 3 WTs on a row. WT1 and WT3 are spaced by 1100 m. The AEP of the three WTs is plotted in Fig. 3 with respect to the varying WT2 positions with a 9 m/s inflow aligned with the row. This simplified case can be analyzed via ‘brute force’. The results at each location are exhausted and visualized.

In Fig. 3, WT2 positions with/without optimal control considerations are compared. The dashed line indicates the results when all of the turbines are operated greedily, which is the common assumption in traditional isolated layout optimizations [9] [24]. The optimal position of WT2 in this case is at 800 m, as highlighted by the blue triangle. The corresponding AEP is $4.32 \times 10^4$ MWh. If operations are then optimized on this turbine position, the AEP is $5.10 \times 10^4$ MWh. The black line shows the AEP for optimized WF operation. The optimal position of WT2 in this case is at 470 m as highlighted by the black inverted triangle. The AEP at this position is $5.21 \times 10^4$ MWh. The optimal yaw angle of the three turbines from WT1 to WT3 in this case are $30^\circ$, $5.2^\circ$ and $0^\circ$, respectively. The optimal axis induction factors are 0.33, 0.30 and 0.33 respectively, which is the same as in greedy control. Compared to the separate layout and operation considerations, the AEP is improved by 2.06%.

If the minimal turbine distance $L = 4D$ is considered [22][33], the eligible range for the WT2 position is between 504m and 596m. If the operation and layout are considered sequentially and separately, the optimal position is at the right endpoint (i.e. 596 m) and the corresponding AEP is $5.185 \times 10^4$ MWh. If operations are considered in the layout design phase, the optimal position of WT2 is at the opposite endpoint (i.e. 504 m) and the AEP is $5.205 \times 10^4$ MWh. The AEP is improved by 0.39%.

Comparing the two cases, the WF operation has a clear impact on the optimal turbine position result. To consider such synergy, turbine placement and cooperative control should be simultaneously optimized so that system-level optimal layout can be obtained.
5.2. Optimization Results and Analysis

A 16-turbine WF located in the offshore area to the west of Denmark is first studied. The wind direction distribution is illustrated in Fig. 4 in the wind rose format generated based on the realistic measurements\[24\]. The whole range is discretized into 36 wind direction scenarios. The wind speed is assumed to be 9 m/s. The minimal turbine distance $L = 4D$\[22\]\[33\]. The land for planning has a square shape with an area of 1900m $\times$ 1700m. The initial layout of WF is settled in a rectangular layout that is typically employed in WF studies\[4\]\[5\].

To investigate the synergy of the WF layout and operation, 5 optimization cases are conducted and compared. As the base case, the initial layout with greedy control is studied. Then, in cases 2 and 3, the WF layout and operation are optimized, respectively. Case 4 conducts optimizations sequentially without considering the potential synergy. First, the topology is optimized assuming the greedy WT operation the same as case 3. Then, control is optimized based on the optimized layout. For the isolated layout optimization, PSO that has been adopted by various WF layout studies is utilized\[44\]\[33\]. Ten trials are conducted by PSO and the best result is chosen. The proposed DBHM is finally applied in case 5, where the joint layout and operation optimization (7)-(14) is performed. The results of all of the investigations are summarized in Table 2.

Comparing case 2 and 3 with case 1, it is found that the isolated layout or control optimization can both increase the WF power production capacity. For optimized WF layout of case 3, the cooperative control optimization is still profitable. The AEP of case 4 is increased by 2.72% compared to case 3. The gain of considering the optimal control in the layout design phase can be verified by comparing the results of cases 4 and 5. By exploiting the synergy, better WF layouts with higher power production are obtained in case 5. Compared to the sequential and separate optimization, the AEP is increased by 4.26% by considering layout and control jointly. For the optimized control results, the upstream turbines purposely yaw to deflect the wake so that it will not at all or partially overlap the downwind turbines and more power can be harvested. On the other hand, the optimal axis induction factors are all close to 1/3, which is the same as in the greedy control. Therefore, for the cooperative WF control, the AEP increase mainly comes from the non-zero yaw angles. This results agree well with the previous WF control studies\[49\]\[50\] and experiments\[51\]. Therefore, for the joint control and layout optimization in the paper, the axial induction factors can be

![Figure 4: Wind direction probability distribution.](image)

Table 2: Results obtained by Various Optimization Considerations

| Case | Layout | Operation          | AEP(GWh) | Improvement |
|------|--------|--------------------|----------|-------------|
| 1    | Initial| Greedy             | 366.52   |             |
| 2    | Initial| Optimized          | 373.96   | 2.03%       |
| 3    | Optimized| Greedy             | 376.24   | 2.65%       |
| 4    | Optimized| Optimized (Sequent)| 386.49   | 5.45%       |
| 5    | Optimized| Optimized (Joint)  | 402.96   | 9.94%       |

Comparing case 2 and 3 with case 1, it is found that the isolated layout or control optimization can both increase the WF power production capacity. For optimized WF layout of case 3, the cooperative control optimization is still profitable. The AEP of case 4 is increased by 2.72% compared to case 3. The gain of considering the optimal control in the layout design phase can be verified by comparing the results of cases 4 and 5. By exploiting the synergy, better WF layouts with higher power production are obtained in case 5. Compared to the sequential and separate optimization, the AEP is increased by 4.26% by considering layout and control jointly. For the optimized control results, the upstream turbines purposely yaw to deflect the wake so that it will not at all or partially overlap the downwind turbines and more power can be harvested. On the other hand, the optimal axis induction factors are all close to 1/3, which is the same as in the greedy control. Therefore, for the cooperative WF control, the AEP increase mainly comes from the non-zero yaw angles. This results agree well with the previous WF control studies\[49\]\[50\] and experiments\[51\]. Therefore, for the joint control and layout optimization in the paper, the axial induction factors can be
fixed at 1/3. Only the synergy between the yaw control and the layout is required to be considered for AEP maximization.

Fig. 5 depicts the WF layout and the weighted average speed inside the WF for different cases. The speed inside the WF is computed for each of the 36 directions based on the layout and control strategy of corresponding cases. Then, the speed distribution inside the WF is averaged weighted on the probability of the 36 directions in Fig. 4. The initial layout is the typical regular layout. The optimized layout is irregular and scattered. The scattered turbines prevent the formation of a long wake chain and the downstream turbines thus experience less intensified wake. Besides, compared to the isolated optimized layout, the joint optimization result is more scattered. It looks like that the turbines tend to spread in the NNW-SSE and SW-NE directions. This allows for more space between the turbines and better wake recovery. It can be seen that the averaged speed on the turbine positions is increased by the proposed joint optimization and an increased AEP is thus obtained.

![Figure 5: WF layouts and weighted average wind velocity distributions inside the WF for different cases. It can be shown that the averaged speed on the turbine positions is increased by the DBHM layout.](image)

The computational efficiency of DBHM is further demonstrated. For the isolated WF layout optimization by PSO in case 3, the average computational time of ten trials is 14443.98 s. For the joint optimization (7)-(14), Table 3 compares the computation performance of different methods. All of the cases are solved in a MATLAB R2020a environment with a 4 core Intel i7 CPU of 3.6 GHz. Commonly-employed methods for isolated layout optimization, the heuristic PSO [22] and the gradient-based sequential convex programming (SCP) [24], are applied to compare the efficiency on the considered joint optimization problem. The two methods are directly applied to the joint optimization model (7)-(14). Thus, the total number of decision variables is 1184. The same initial points from the results of case 4 and the terminal condition \( \epsilon_{\text{tol}} = 10 \) are set for SCP and DBMM. For PSO, ten runs are conducted with Matlab Global Optimization toolbox [52], and the average result is presented because of its uncertainty. Though performing well for the WF layout optimizations, the computational performance deteriorates for the joint optimization problem.

![Figure 5: WF layouts and weighted average wind velocity distributions inside the WF for different cases. It can be shown that the averaged speed on the turbine positions is increased by the DBHM layout.](image)

| Method       | SCP       | PSO       | DBHM      |
|--------------|-----------|-----------|-----------|
| Average Computation Time(s) | 16006.16  | 94064.74  | 12969.60  |
| AEP (GWh)    | 391.31    | 377.21    | 402.96    |
| Improvement compared to case 4 | 1.24%     | -2.40%    | 4.26%     |

For the DBHM, 36 subproblems are decomposed. \( \mu = 10 \). For each subproblem, only 64 variables need to be manipulated. In this paper, the subproblems are solved in sequence. A parallel implementation will generally lead to more computational savings. Because of the nonconvexity, SCP and DBHM converge to different solutions even applied with the same initial point. Because the subproblems are solve separately, different subproblems consider different wind conditions. In this way, the optimal layout is explored in a larger scope, which makes DBHM more possible to find a better result than direct SCP solution.
Fig. 6 depicts the power improvement with respect to case 1 for different wind directions. For both the initial and optimized layouts, the control optimization can always increase the power production. Compared with the initial rectangular layout, the gains of layout optimization vary with the wind direction. The increase can reach up to 20%-30% for the wind directions parallel to the rows of the initial layout, such as 0°, 90°, 180°, and 270°. For directions such as 30°, 130°, 210°, and 310°, the power production is sacrificed, but an average increase is obtained for the overall wind distribution.

To make the results more stable, we also consider finer wind direction scenarios. Table 4 shows the results with 360 wind direction scenarios which is fine enough to evaluate the AEP [25]. Compared to the optimization results of 36 directions, the overall trends of different cases are similar. The joint optimization still obtains the best result. The AEP is increased by 1.44% compared to the sequent optimization. On the other hand, the AEP improvement by the control optimization increases. This is because the control optimization considers individual wind condition separately and the finer direction discretization increases the optimization space. On the contrary, evaluated in 360 scenarios, the AEP improvements by the layout optimization are smaller than those evaluated in fewer scenarios, which aligns well with the layout optimization analysis in the previous research [25]. This can be explained by the fact that in the layout optimization, turbine placements are manipulated considering the average power production for the overall wind directions. The power production in different wind directions need to be traded-off. The low direction resolution simplifies the problem by assuming that wind only comes from fewer specific directions, which leaves a large space for optimization algorithms to adjust the WF layout. With finer wind direction discretization, the layout optimization needs to balance the WF power production in more different scenarios and the optimization margin is thus smaller.

Table 4: AEP Results of Various Optimization Cases for the 16-WT WF with 360 Scenarios

| Case | Layout | Operation       | AEP(GWh) | Improvement |
|------|--------|-----------------|----------|-------------|
| 1    | Initial| Greedy          | 374.34   |             |
| 2    | Initial| Optimized       | 385.40   | 2.95%       |
| 3    | Optimized | Greedy        | 378.34   | 1.07%       |
| 4    | Optimized | Optimized (sequent) | 386.39  | 3.22%       |
| 5    | Optimized | Optimized (Joint) | 391.97  | 4.71%       |

5.3. WF with larger turbine distance

In this subsection, we proceed to a sparser WF where the distances between the turbines are much larger. In such sparser WFs, the wake interactions are weaker. The initial layout is shown in Fig. 7. Eighty
WTs replicates the Horns Rev1 WF in Denmark [24]. Turbines are placed in the corners of a parallelogram layout with a 7.2° tilt, whose side lengths are approximately 7D. The wind direction distribution is shown in Fig 4. The investigated cases are analogue to the cases in subsection 5.2. The AEP improvements of different optimization cases with respect to case 1 are compared in Table 5. Compared to the case in subsection 5.2, the Horn Rev1 WF is sparser, and the wake interactions are weaker. Therefore, the optimization improvement is lower. In this case, wind direction is discretized into 12 scenarios. The total number of decision variables is 2080. For the decomposition formulation, 12 subproblems are obtained with 320 variables each. Even in this sparser WF, DBHM can still improve the AEP by 0.95% compared to the sequential optimization of case 4 by exploiting the synergy between WF layout and operation.

| Case | Layout | Operation     | AEP(GWh) | Improvement |
|------|--------|----------------|----------|-------------|
| 1    | Initial| Greedy         | 1971.1   | –           |
| 2    | Initial| Optimized      | 1984.3   | 0.67%       |
| 3    | Optimized| Greedy       | 2041.0   | 3.54%       |
| 4    | Optimized| Optimized (sequent) | 2058.4 | 4.40%       |
| 5    | Optimized| Optimized (Joint) | 2078.0 | 5.42%       |

Table 6: Computational Performance of Different Methods

| Method                   | SCP     | PSO     | DBHM     |
|--------------------------|---------|---------|----------|
| Average Computation Time(s) | 280220  | > 10 days | 314188   |
| AEP(GWh)                 | 2058.93 | -       | 2078.0   |
| Improvement compared to case 4 | 0.02%   | -       | 0.95 %   |

The finer wind direction resolution with 180 scenarios is also considered in Table 7. Compared to the 12-scenario case, different AEP results are obtained and the differences among cases 2-5 decrease. Evaluated in 180 scenarios, the AEP of the initial case 1 is higher. Besides, as analyzed in the 16-WT WF, the improvements by the layout optimization are smaller when evaluated in 180 scenarios, because the WF power production in more different wind directions are considered and balanced. The AEP improvement by the control optimization increases. On the other hand, the overall trends of different optimization cases do not change. Both the layout and the control optimization can improve the AEP. Besides, the joint optimization still obtains the best result. Compared to the sequent optimization, the AEP is improved by 0.38%. The optimization results using 180 scenarios is much more reliable. In Fig. 7 the optimized WF layout obtained by the joint optimization considering 180 scenarios is also shown.

| Case | Layout | Operation     | AEP(GWh) | Improvement |
|------|--------|----------------|----------|-------------|
| 1    | Initial| Greedy         | 1981.1   | –           |
| 2    | Initial| Optimized      | 1998.1   | 0.86%       |
| 3    | Optimized| Greedy       | 1999.9   | 0.95%       |
| 4    | Optimized| Optimized (sequent) | 2015.2 | 1.72%       |
| 5    | Optimized| Optimized (Joint) | 2022.9 | 2.11%       |

The finer wind direction resolution with 180 scenarios is also considered in Table 7. Compared to the 12-scenario case, different AEP results are obtained and the differences among cases 2-5 decrease. Evaluated in 180 scenarios, the AEP of the initial case 1 is higher. Besides, as analyzed in the 16-WT WF, the improvements by the layout optimization are smaller when evaluated in 180 scenarios, because the WF power production in more different wind directions are considered and balanced. The AEP improvement by the control optimization increases. On the other hand, the overall trends of different optimization cases do not change. Both the layout and the control optimization can improve the AEP. Besides, the joint optimization still obtains the best result. Compared to the sequent optimization, the AEP is improved by 0.38%. The optimization results using 180 scenarios is much more reliable. In Fig. 7 the optimized WF layout obtained by the joint optimization considering 180 scenarios is also shown.
6. Conclusion

In this paper, the WF layout optimization is studied with optimal cooperative control considerations. A novel two-stage WF layout optimization model is proposed so that the control optimization can be considered in the layout design phase to obtain the system-level optimal layout design. The WF layout is co-optimized with the WF operation and their synergy are exploited. Besides, a DBHM method is proposed, which can leverage the hierarchy and decomposability of the joint optimization problem and solve the problem efficiently.

By comparing the WF layouts obtained by the proposed joint optimization with the layouts obtained by traditional separate optimizations, the synergy between WF layout and operation is analyzed. Two WFs are studied. For a 16-WT WF, the AEP is increased by 1.44% by doing the joint optimization compared to the separate optimization. Besides, it is found that for the cooperative WF control, the AEP increase mainly comes from the non-zero yaw angles. Therefore, for the joint optimization, the axial induction factors can be fixed at 1/3. Only the yaw and the layout are required to be co-optimized for AEP maximization. For a 80-WT WF with larger turbine distance, by considering the cooperative control in the layout optimization phase, the AEP can still be improved by 0.38%. In all cases, the joint optimization obtains the best result, which shows that the synergy between the layout and the operation is beneficial to be considered in the WF layout design.

For the novel joint optimization problem considered in this paper, DBHM obtains better results with high computational efficiency compared with applying traditional layout optimization methods directly.

In this work, we focus on the optimization of power extraction. The proposed method will be further improved to consider more complex objectives in the future, such as the transportation cost and the maintenance cost.

Appendix A

Overall Iteration Framework of the Proposed DBHM

The overall flowchart of the proposed decomposition-based hybrid method (DBHM) for the joint WF layout and control optimization is shown in Fig. 8. As shown in Fig. 8, the heuristic PSO is first used to solve the isolated layout optimization to provide a good initial point. Then, the subproblems \( (20)-(25) \) and their coordination problem \( (27)-(28) \) are solved iteratively following the process of alternating direction method of multipliers [46, 53]. At each iteration, the individual subproblems of all wind scenarios are first solved either sequentially or in parallel given \( x, y \) and \( \lambda, \mu \), each of which considers only one particular wind condition. Then, under the same \( \lambda \) and \( \mu \), \( (27) \) and \( (28) \) are computed to update the WF layout variables \( x \) and \( y \) by coordinating different wind scenarios. Because the subproblem is much smaller than the original joint optimization model, the computational burden is reduced and can be distributed.
The iteration terminates when the violation of consensus constraints (17) is lower than the pre-defined tolerance $\epsilon_{tol}$

$$\sum_{\omega=1}^{N_0} (\|x - x^\omega\|^2 + \|y - y^\omega\|^2) < \epsilon_{tol}$$

(29)

If the convergence criterion is not satisfied, the Lagrange multipliers $\lambda$ are updated and the iteration is performed again.

Under the augmented Lagrangian formulation of the subproblem (20)-(25), $\lambda$ is updated based on the violation of the corresponding consensus constraints [46]:

$$\lambda_{i,x}^{\omega,k+1} = \lambda_{i,x}^{\omega,k} + 2 \mu (x_i - x_i^\omega), \quad \forall \omega, i$$

(30)

$$\lambda_{i,y}^{\omega,k+1} = \lambda_{i,y}^{\omega,k} + 2 \mu (y_i - y_i^\omega), \quad \forall \omega, i$$

(31)

where the superscript $k$ indicates the values at the $k$th iteration. The step size is the corresponding penalty factor $\mu$. This updating tries to force $\lambda_{i,x}$ and $\lambda_{i,y}$ to converge to the Lagrange multipliers of a local optimum of the original problem (16)-(19), so that the WF layout $x$ and $y$ can consequently converge to the local optimum of the original problem [46].

For sufficiently large $\mu$, the iteration process shown in Fig. 8 is guaranteed to converge to the set of stationary solutions of the original joint optimization model (7)-(14). The conjugacy of the consensus optimization with compact feasible sets has been theoretically proved by the recent study of decomposition theories [53]. The proposed decomposition formulation (16)-(19) fulfills the two requirements and thus the conversion can be guaranteed. Firstly, the feasible region of the joint optimization model restricted by constraints (3)-(10) and (12)-(13) is a compact set, because the layout area and control actions are always bounded in realistic WF problems. Secondly, the coupling constraints between the introduced local variables $(x^\omega, y^\omega)$ and original variables $(x, y)$ are the linear consensus constraints (17). For this form of nonconvex optimizations, according to [53], the iteration process of alternating direction method of multipliers converges to stationary solutions of the original optimization model as long as the penalty factor $\mu$ is chosen large enough. In this paper, $\mu = 10$ which is adjusted and can guarantee the convergency of the proposed model. We omit the tedious convergence theories of the nonconvex decomposition problem, which is not the contribution of this paper. The detailed mathematical proof can be found in [53].
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