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Abstract

Person re-identification (re-ID) concerns the matching of subject images across different camera views in a multi camera surveillance system. One of the major challenges in person re-ID is pose variations across the camera network, which significantly affects the appearance of a person. Existing development data lack adequate pose variations to carry out effective training of person re-ID systems. To solve this issue, in this paper we propose an end-to-end pose-driven attention-guided generative adversarial network, to generate multiple poses of a person. We propose to attentively learn and transfer the subject pose through an attention mechanism. A semantic-consistency loss is proposed to preserve the semantic information of the person during pose transfer. To ensure fine image details are realistic after pose translation, an appearance discriminator is used while a pose discriminator is used to ensure the pose of the transferred images will exactly be the same as the target pose. We show that by incorporating the proposed approach in a person re-identification framework, realistic pose transferred images and state-of-the-art re-identification results can be achieved.
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1. Introduction

Variations in human pose is one of the key challenges in person re-identification (re-ID), as subject pose and camera angles vary between cameras and over time. The appearance of a person can significantly change between observations due to pose variations and this has a negative impact on person re-ID. For instance, the same person may be seen to carry a backpack in one camera when a side or rear view is available, yet in a front view captured by a different camera as the person move through the camera network, the backpack may not be visible. Variations in human pose across camera views are illustrated in Figure 1. While some researchers introduced hand-crafted methods [1, 2, 3, 4, 5, 6] to address challenges due to pose variations, others developed deep learning based frameworks and divided the human body into several parts [7, 8, 9], extracting features from individual body parts or regions, arguing that this body part partitioning is helpful for improving robustness to pose variation.

Other studies [10, 11, 12, 13, 14] adopted generative adversarial networks (GAN) to generate new poses of a person. Existing GAN based pose transfer re-ID methods used either a GAN [15] or conditional GAN [16] for pose-guided image generation. However, the appearance of the same individual can be drastically different, particularly if the camera can capture only a partial view of the person, which makes it challenging to transfer a person’s pose. For example, compared to transferring the pose of a person from a front view to a side view, it is much more difficult to generate a realistic pose transformed image when transferring from a person riding a bicycle to a standing position. In these situations, existing GAN based methods fail to generate realistic images as they transfer only the global structure from the target pose to the new image. As such, it is essential to learn the local details of a person alongside the global structure to smoothly transfer between poses.

To tackle these issues, in this paper we propose a pose-guided person image generation network to sequentially transfer a subject from their original pose to a pose defined by a condition image. To do this we use two sub-networks: a
Figure 1: Illustration of pose variations in Market1501 and DukeMTMC-reID. Camera viewpoint and pose variations can significantly affect the appearance of a person. For instance, the first person from Market-1501 is wearing a red t-shirt and carrying a backpack that is only visible in one camera view. In the second column, the lady wearing black skirt with a white top appears completely different in another camera due to occlusion caused by bicycles.

pose attention-guided appearance network, and a pose attention-guided generation network. Each network is composed of a series of blocks, and each pose appearance block captures the local features within the global structure. For image generation, it is essential to extract and separate the components that contribute to appearance, local details and pose, and to correctly combine them back in to a person image. More specifically, the pose transfer network consists of an appearance encoder and a pose encoder, followed by a sequence of pose attention-guided appearance modules to better select the regions of a human
body that need to be transferred. The modules sequentially learn and update the appearance and pose representations of the person. In the image generator, the same attention mechanism is applied as is used in the pose attention-guided appearance modules to recombine the appearance and pose representations to generate high quality pose-transferred images.

In [17], we proposed a semantic-consistency loss to help preserve semantic details between the source and transferred images from the same identity. Motivated by the success of this mechanism, we adopted our earlier proposed semantic-consistency loss between the condition image and the pose-transferred image to ensure the preservation of semantic information during pose translation. The newly generated pose-transferred images help to enhance the discriminative ability of the re-identification model, and thus increase re-ID performance. For re-ID, we adopted our earlier proposed improved quartet loss for verification [18] and softmax identification loss. The major contributions of this paper can be summarised as follows:

- We propose a novel identity-preserving pose transfer network to transfer the pose of a person in a source image to a target pose without affecting the identity of the person, allowing a re-ID framework to learn from a more diverse set of poses than is otherwise possible.

- We propose a method to sequentially transfer an image to a target pose by a series of pose-guided attention modules. Thus each module gradually learns and updates the appearance and pose representations of a person, allowing them to capture local features alongside the global structure.

- Our approach preserves the identity of the person in the pose translated images by using the semantic-consistency loss. An appearance discriminator is used to ensure that the fine image details are realistic after pose translation while a pose discriminator is introduced to ensure the target image correctly captures the shape defined by the target pose.
2. Related Work

2.1. Generative Adversarial Networks

Generative adversarial networks (GANs) were first introduced in [15] to generate synthetic images which follow the same distribution as a corpus of real images. While GANs use noise alone as an input and thus offer no control over the generated data, the conditional GAN (cGAN) [19] regulates the mode of the generated images by using two inputs: a noise sample and a conditional input. However, cGANs [19] require paired data for training which can be challenging to obtain. To address this, CycleGAN is introduced in [20] to transfer the style of an image between two domains, and through the use of a cycle consistency loss, it does not require paired training data. A similar approach is proposed in [21] and uses dual learning to train a translator network with two sets of images from two domains, thus avoiding the need for paired data during training. Motivated by the success of GANs, many studies focus on various applications of GAN such as image translation [22, 23, 24] between domains, pixel-level transfer from source to target domains [25], style transfer between domains [21], and pose-transfer from source to target pose [26, 27, 28, 29].

2.2. Deep Learning for re-ID

Since deep convolutional neural networks (DCNNs) integrate the feature extraction and metric learning together, DCNNs are widely adopted by person re-ID researchers to achieve improved performance. The works in [30, 31, 32] developed Siamese networks for re-ID where the model is trained using a pair of input images to pull images from the same person close to each other. Other researchers have adopted a triplet framework that reduces the distance between a positive pair more than the distance between a negative pair in feature space, with respect to the same probe image. The triplet loss function is improved in [33] by further minimising the distance between the positive pair by adding a new threshold. In [34], the triplet loss is improved using two margins, the first margin is performing the same as the triplet loss and the second is attempting
to maximise inter-class distance. The second margin is however weaker than the first, which leads the network to being dominated by the conventional triplet loss, i.e. minimising the intra-class distance when the probe images belong to the same identity. This issue is addressed in [35] by a new loss function that minimises the intra-class distance more than the inter-class distance with respect to multiple different probe images. However, images from the same identity may lie close to each other in feature space, but with a large intra-class distance as [35] does not specify the distance between the positive pair. Thus, [18] proposed a new loss function that uses a quartet of images and minimises the distance between the positive pair more than the distance between the negative pair regardless of whether the probe image comes from the same identity or not, and simultaneously ensures that the intra-class features will be close to each other.

To overcome occlusions and challenges caused by partial observation across camera networks, some recent re-ID approaches [36, 8, 37, 38] proposed part-based methods. These methods, however, all rely on verification or identification frameworks only instead of jointly adopting both approaches, and some methods require additional supervision and extra annotation. Other approaches [39, 40, 41] rely on clustering or transferring knowledge by using pseudo labels from a labelled source data to unlabeled target data. However, different identities may have the same pseudo label, which can make it hard for the model to distinguish similar people.

### 2.3. Pose Variation and re-ID

Person re-ID is inhibited by variation in poses across camera networks. The same individual can appear to be a different person when they are captured with a different pose. This affects the appearance and hence the identity of a person which makes re-ID a challenging task.

Many previous studies have sought to address the impact of pose variation on re-ID performance. [11, 2, 5, 4, 5, 6] introduced hand-crafted methods such as estimating the body orientation using a histogram of oriented gradients (HOG) detector; or using front, profile and back pose types to extract features following
the pose variation. Recently, the adverse effects of a person’s pose changes on deep learning based person re-ID models has been recognised and researchers have sought to address this. [7] first divides the human body into six body parts and fourteen body joints. Features are then extracted from the six local body parts. The global and local body part features are concatenated to get the final representation which is used for re-ID. The same idea was also applied in [8] where fourteen body joints are detected from the whole body which are then assigned to seven body sub regions such as the head-shoulder, upper body, lower body, two arms, and two leg regions. At the feature fusion stage, all the features extracted from the seven body parts are combined to get a final feature vector.

In [9], human body parts are also detected to compute representations over the body parts, the calculated similarities are then combined. [9] argue that their approach is more robust to human pose changes as they perform human body part partition.

More recent re-ID works [10, 11, 12, 13, 14] adopted generative adversarial networks to generate new images with various poses. Both [11] and [12] adopted the method proposed in Cao et al. [42] to generate the pose skeletons from the MARS dataset. The work in [12] is inspired by the conditional GAN [16]. The generated samples with pose variations are fed into the re-ID network along-with the real images and a guider sub-network is used with the triplet loss to force intra-class features to lie close to each other. In triplet selection, the positive images are chosen from the real images while the negative images are taken from the generated samples to enhance diversity in the training data. [11] also adopted a conditional GAN based network to generate images from the pose skeleton for cross-view person re-ID. PSE [14] takes the front, back and side as a person’s coarse pose and body joint locations as a set of fine pose constraints. To train the CNN with various pose representations, body joint maps are used as inputs along with the original images. However, the above methods require auxiliary pose information in the inference stage. Ge et al. [10] proposed FD-GAN where pose information is no longer required. FD-GAN [10] is based on the Siamese architecture and includes two image encoder for
two input images, two generators, an identity discriminator to classify whether
the input image is real or fake conditioned on the input identity, and a pose
discriminator to classify whether the input image is real or fake conditioned on
the target pose. A novel pose loss is also proposed to minimise the difference
between the generated images from the two branches.

In contrast to these approaches, we propose an attention-guided pose trans-
fer network that sequentially learns and transfers the pose to capture the local
details of a person while ensuring the preservation of fine image details and
the structure of the target pose with the help of an appearance discriminator
and pose discriminators respectively. We also ensure to preserve the identity
of a person during pose translation using the semantic-consistency loss. Fur-
thermore, for re-ID, we adopted the quartet loss [18] to minimise the intra-class
distance more than the inter-class distance in feature space.

3. Proposed Method

The pose attention-guided appearance network and the pose attention-guided
generation network progressively model the appearance and shape of a person
to synthesise a person image with the target pose, while keeping the appear-
ance and identity constant. The discriminative re-ID module is trained with the
quartet loss function [18] to boost re-ID performance. As shown in Figure 2, the
condition image, $I_c$, and the condition pose, $P_c$, are first fed into the appearance
encoder, $E_A$, and pose encoder, $E_p$, to generate the appearance map, $f_o^a$, and
the pose map, $f_o^p$. Both appearance and pose encoders have identical structure
and consist of two convolutional layers followed by a batch normalization and
ReLU layer. The semantic-consistency loss is applied between the condition
image and the pose transferred image to ensure semantic details are preserved
between the real and the pose-transferred images. The semantic-consistency
loss is applied to the embeddings learnt by the encoder, $E$. 
3.1. Pose Attention-guided Appearance Network

The pose attention-guided appearance network (PAAN) is proposed to learn the appearance representation of a person through a block of attention modules. The initial appearance map, $f^I_0$, and the pose map, $f^P_0$, are fed to the PAAN. The PAAN is illustrated in Figure 3 and consists of a sequence of $N$ attention-driven encoder modules to progressively learn the appearance representation of a person. There are two streams in each module, each of which consists of two convolutional layers, followed by a batch normalisation layer and ReLU, and all modules have an identical structure. Considering the first module, the appearance map, $f^I_0$, is passed through two convolutional layers. At the same time, the condition pose map, $f^P_0$, is also passed through two convolution layers to generate the new pose map, $f^P_1$. The new pose map, $f^P_1$, then goes through an element-wise sigmoid activation function to generate the attention mask $A_1$,
Figure 3: Structure of the pose attention-guided appearance network that consists of \( N \) blocks. For simplicity, the figure shows two blocks only. \( \sigma \) denotes an element-wise sigmoid function, \( \times \) is element-wise multiplication, and \( + \) is element-wise addition.

which ranges between 0 and 1. The attention mask can be represented as,

\[
A_1 = \sigma(\text{conv}(f_P^{o})),
\]

where \( \sigma \) is an element-wise sigmoid activation function. The attention mask guides the network with respect to where to sample condition patches and directs the appearance stream accordingly. The transformed appearance map, the output of the convolution layers from the appearance stream, is then multiplied with the attention mask using an element-wise multiplication which is passed through an element-wise addition with the initial appearance map \( f_I^{o} \) to get the new appearance map,

\[
f_I^{1} = A_1 \otimes (\text{conv}(f_I^{o})) \oplus f_I^{o},
\]

where \( \otimes \) is an element-wise multiplication operation. The resultant appearance map, \( f_I^{1} \), and the pose map, \( f_P^{1} \), are the inputs for the next module and so on. Considering the \( Nth \) module, the final outputs of the pose attention-guided appearance network are \( f_I^{N} \) and \( f_P^{N} \).
Figure 4: Structure of the pose attention-guided image generation network that consists of \( N \) blocks. For simplicity, the figure shows two blocks only. \( c \) represent channel-wise concatenation, \( \sigma \) denotes element-wise sigmoid function, \( \times \) is element-wise multiplication, and \( + \) is an element-wise addition.

3.2. Pose Attention-guided Generation Network

Our pose attention-guided generation network (PAGN) generates the final pose-transferred image under the guidance of the appearance map and consists of \( N \) modules, as per the appearance network. The modules are illustrated in Figure 4. Each module consists of two streams, one is the appearance stream and the other is the image stream. The new appearance map is generated under the guidance of the target pose map, \( P_t \), and the appearance map from the PAAN. More specifically, considering the \( n-1 \)th module, a channel-wise concatenation operation is performed between the target pose map, \( P_t \), and the generator's previous appearance map, \( f_{g1} \), and then passed through a deconvolutional layer. The final appearance map from the pose attention-guided appearance network (PAAN), \( f_{IN}^N \), is fed to a 1x1 convolutional layer. Following [43], we adopt adaptive instance normalisation to progressively combine the target pose map, \( P_t \), with the appearance map, \( f_{IN}^N \). Adaptive instance normalisation requires the style and content, which are the pose and appearance respectively in our case.
Thus, the output of adaptive instance normalisation can be represented as,

\[ x = AdaIN\left( deconv(f_n^\|P_t\), \text{conv}(f_n^\perp) \right), \]

where \( \| \) denotes the channel-wise concatenation operation and \( \text{conv} \) is a 1x1 convolutional layer. The first term is the style while the second is the content.

The final appearance map for this module can be obtained by performing a sum operation between the normalised feature, \( x \), and the style, \( a \), and can be represented as,

\[ f_{n-1}^a = x + deconv(f_n^\|P_t). \]

To tell the network where to put the target patches, the normalised output, \( x \), is first fed into a convolutional layer with a normalization layer and ReLU, followed by an element-wise sigmoid activation function to get the attention mask,

\[ A_{n-1} = \sigma(\text{conv}(x)). \]

Finally, the feature maps for the generated image of module \( n - 1 \) are,

\[ I_{n-1}^a = deconv(I_1^\|)(A_{n-1} \otimes x), \]

where \( \otimes \) is an element-wise multiplication between the attention mask and the output of the adaptive normalisation, which is then concatenated with the generated image stream from the last module using channel-wise concatenation.

To generate the final feature map of the pose-transformed image for this block, \( I_{n-1}^a \) a deconvolution operation is performed. Thus, the outputs of module \( n - 1 \), \( f_{n-1}^a \) and \( I_{n-1}^a \), are the inputs to the last module, \( N \), along-with the target pose map, \( P_t \). Assuming we have \( N \) generator modules, the final output will be \( I_N^a \) and \( f_N^a \), which are then concatenated to get the final pose-transferred image, \( I^a \), which retains appearance and identity information.

3.3. Appearance Discriminator

We aim to transfer the target pose of the person in the source image while preserving their identity. Thus, an appearance discriminator, \( D_I \), is proposed
to ensure that fine image details are realistic in the newly generated pose-transferred images. Hence, the generated pose-transferred image, \( I_g \), and the condition image, \( I_c \), are fed into the discriminator, \( D_I \), to obtain the adversarial loss for appearance discriminator, \( D_I \). This can be formulated as,

\[
L^I_{GAN} = E[\log D_I(I_c, I_t) + \log(1 - D_I(I_c, I_g))].
\]  

(7)

3.4. Pose Discriminator

A pose discriminator, \( D_P \), is proposed to identify whether the generated person image, \( I_g \), has the same pose as in the target pose map, \( P_t \). Thus, the generated image and the target pose maps are first concatenated along the depth dimension and then fed into the convolution, batch normalisation and ReLU layers. A sigmoid operation is then performed to obtain the matching score. The adversarial loss for the pose discriminator can be represented as,

\[
L^P_{GAN} = E[\log D_P(P_t, I_t) + \log(1 - D_I(P_t, I_g))].
\]  

(8)

3.5. Reconstruction loss

The job of the generator is not only to fool the discriminators, but also to produce images which are close to the real target images. Thus, the \( L_1 \) pixel-level loss is used to compute the \( L_1 \) difference between the generated images and corresponding real target images, which helps the generator to achieve more robust convergence during training. The reconstruction loss is written as,

\[
L_R = ||I_g - I'_g||_1,
\]  

(9)

where \( I_g \) are the generated images and \( I'_g \) are the corresponding ground-truth target images.

3.6. Semantic-consistency loss

In order to preserve the semantic details, we propose to use a semantic-consistency loss at the feature-level to ensure that information critical to re-id is correctly mapped. The semantic-consistency loss is represented as,

\[
L_S = ||E(I_c) - E(I_g)||_1.
\]  

(10)
To preserve the same semantic details between the condition image the and the pose-translated images, this semantic-consistency loss is used on the learned embeddings extracted by the encoder. Here, $E(I_g)$ represents the embedding of the translated images and $E(I_c)$ are the embeddings of the real input images.

The objective of our proposed image generation method thus becomes:

$$L_{total} = \lambda_{GAN}(L^I_{GAN} + L^P_{GAN}) + \lambda_R L_R + \lambda_S L_S,$$

where $\lambda_{GAN}$, $\lambda_R$, $\lambda_S$ are the weighting factors for the image generation tasks.

### 3.7. Discriminative Re-ID Network

For re-identification, we adopt the improved quartet loss function for verification [18] that takes four images as input. For the improved quartet loss, the input images are represented as, $I_i = I^1_i, I^2_i, I^3_i, I^4_i$ where $I^1_i$ is the anchor image, $I^2_i$ is the positive image, and $I^3_i$ and $I^4_i$ are two different negative images.

The widely adopted triplet loss pushes images of the same identity close to each other only when the probe images come from the same identity. However, this is impractical in the real-world as in real-world scenarios, where the target data is totally unseen. It is also not specified in the triplet how close the positive pair should be in feature space. Thus features from the same identity may be close to each other, but with large intra-class distances, that leads to a re-ID performance drop. To tackle these issues, the improved quartet loss proposed in [18] seeks to minimise the distance between the positive pair over the distance between the negative pair, regardless of whether the probe image belongs to the same person or not and at the same time inserts an additional term to further ensure the intra-class distance is less than a second margin. The verification loss [18] is represented as,

$$L_{quartet} = \sum_{i=1}^{m}\left(\max\left\{||\Theta_w(I^1_i) - \Theta_w(I^2_i)||^2 \right. \\
- ||\Theta_w(I^1_i) - \Theta_w(I^3_i)||^2 + ||\Theta_w(I^4_i) - \Theta_w(I^2_i)||^2 \\
- ||\Theta_w(I^2_i) - \Theta_w(I^3_i)||^2, \tau_1\right) + \max\left\{||\Theta_w(I^1_i) - \Theta_w(I^2_i)||^2, \tau_2\right\}.$$  

(12)
Here, the first term of Equation 12 consists of a positive pair \( \Theta_w(I_1^i) \) and \( \Theta_w(I_2^i) \) and two negative pairs, \( (\Theta_w(I_3^i), \Theta_w(I_4^i)) \). The second term forces the distance between positive pair, \( \Theta_w(I_1^i) \) and \( \Theta_w(I_2^i) \) to be less than the second margin, \( \tau_2 \), and \( \tau_2 \) is less than \( \tau_1 \), ensuring that features for the same identity are close in feature space.

We further use a softmax classification loss to encourage the feature maps of different identities to be separated in feature space. The classification loss is:

\[
L_{id} = -\log(p(x)),
\]

where \( p(.) \) is the predicted probability that the input image belongs to the ground-truth class based on its feature map.

The overall objective of our proposed method thus becomes:

\[
L_{total} = \lambda_{GAN}(L_{GAN}^L + L_{GAN}^P) + \lambda_R L_R + \lambda_S L_S + \lambda_{quartet} L_{quartet} + \lambda_{id} L_{id},
\]

where \( \lambda_{quartet} \) and \( \lambda_{id} \) are the weights to control the importance of the related loss terms.

4. Network Setup and Training

We use PyTorch to train our proposed model with the Adam optimizer for 800 epochs. The learning rate is set to 0.0002 for the first 400 epochs, and then linearly decays towards zero over the next 400 epochs. The weighting factors for \( \lambda_{GAN} \), \( \lambda_R \), \( \lambda_S \), \( \lambda_{quartet} \) and \( \lambda_{id} \) are set to 5, 10, 10, 1 and 1 respectively in Equation 14.

Both the pose attention-guided appearance network (PAAN) and pose attention-guided generation network (PAGN) consists of 4 blocks, each of which consists of two stream as shown in Figure 3 and 4. The detailed network architecture for the four blocks used by both the PAAN and PAGN are illustrated in Figure 5 and 6. Semantic consistency loss is applied to the embeddings extracted by
Figure 5: Network Structure of the pose attention-guided appearance network (PAAN) with four blocks.
Figure 6: Network Structure of the pose attention-guided generation network (PAGN) with four blocks.
the encoder. The network architecture for the appearance and the pose discriminator are identical and are illustrated in Figure 7. During image generation, ground-truth target images are given to the discriminator to compute the difference between the generated pose-transferred images and the corresponding real target images as in [10]. The classifier takes the feature vector as input, and is a 128-dim fully connected (FC) layer with batch normalization, dropout, and ReLU as the middle layer, and an FC layer with logits equal to the number of identities as the output layer. The dropout rate is set to 0.5 empirically. For the quartet and identification losses, the embedding layer is an FC layer that maps the feature vector to a 128-dim embedding vector.

5. Experimental results and Discussions

5.1. Datasets and evaluation measures

In this paper, two large and challenging person re-ID datasets, Market-1501 [45] and DukeMTMC-reID [46], are used for re-ID performance evaluation. We employ OpenPose [42] to locate 18 body joints which are used to generate...
the source and target pose skeletons which are represented by an 18 channel heat-map. The Market-1501 dataset consists of 12,936 training images of 751 identities and 19,732 testing images of 750 identities captured by six cameras in a close to real-world setting. The DukeMTMC-reID dataset consists of 1,404 identities and a total 36,411 hand-drawn bounding boxes extracted from eight high resolution cameras. For the training set, 16,522 images of 702 identities are used and the rest of the identities and images are used for testing. For quartet verification loss, quartets are selected randomly from all the real and generated images, i.e, from the entire augmented training set. Rank-1, rank-5, rank-10 and mAP are used to evaluate the performance of person re-ID.

5.2. Comparison with state-of-the-art pose-transfer re-ID approaches

We compare our proposed method with the state-of-the-art pose-guided person re-ID methods, PAC-GAN [11], Pose-transfer [12], PSE [14], PDC [7], PIE [47], Gated Fusion [48], PN-GAN [13], FD-GAN [10] on Market-1501 and Pose-transfer [12], PSE [14], PIE [47], Gated Fusion [48], PN-GAN [13], FD-GAN [10] on the DukeMTMC-reID dataset. The results are reported in Tables 1 and 2.

The previous state-of-the-art method is FD-GAN [10] for Market1501 with a 90.5% rank-1 accuracy, where a Siamese architecture is adopted to extract
| Method                  | DukeMTMC-reID |   |   |   |
|------------------------|---------------|---|---|---|
|                        | Rank1 | Rank5 | Rank10 | mAP  |
| Pose-transfer [12]     | 68.6  | -     | -      | 48.1 |
| PSE [14]               | 79.8  | 89.7  | 92.2   | 62.0 |
| PIE [47]               | 80.8  | 88.3  | 90.7   | 64.1 |
| Gated Fusion [18]      | 78.8  | -     | -      | 62.5 |
| PN-GAN [13]            | 72.8  | -     | 87.9   | 52.5 |
| FD-GAN [10]            | 80.0  | -     | -      | 64.5 |
| Pose-guided re-ID (Ours)| 84.2  | 93.6  | 95.0   | 78.1 |

Table 2: Experimental comparison of the proposed approach compared to state-of-the-art methods on DukeMTMC-reID dataset. Rank-1, Rank-5, Rank-10 and mAP accuracy are reported.

identity-related and pose-invariant features. A novel pose loss is also introduced between generated images from the same identity to further encourage the network to learn identity-related features. For the DukeMTMC-reID dataset, the previous state-of-the-art method was the pose-invariant embedding (PIE) method of [47] which achieved 80.8% rank-1 accuracy and a mAP of 64.1. PIE [47] addresses the problem of poor pedestrian alignment and a Pose-Box is introduced to align the pedestrians to a standard pose. To construct the PoseBox, first the human poses are estimated by convolutional pose machines (CPM) to detect the body joints. Affine transformations are then used to project the body parts to a canonical pose.

In contrast to these methods, our proposed pose-guided method is different in terms of architecture and loss functions. None of the above-mentioned methods consider capturing local details of a person together with the global structure which is essential to generate person images with new poses while preserving the appearance. The proposed method sequentially learns local details of a person through the blocks of the proposed attention-based appearance network and decodes them in a progressive manner using the attention-based image generation network, moving from small scales to larger scales to combine the local information with the global structure. The proposed method achieves 93.5% rank-1 accuracy on the Market-1501 dataset which outperforms the state-
Figure 8: Generated samples from Market-1501 dataset. The first column shows the condition images, i.e., the source image, the second, third and fourth column represents the condition pose, the target pose and the generated images respectively.
Figure 9: Generated samples from DukeMTMC-reID dataset. The first column shows the condition images, i.e., the source image, the second, third and fourth column represents the condition pose, the target pose and the generated images respectively.
of-the-art method of [10] by 3.0%. For DukeMTMC-reID, our rank-1 accuracy is 84.2% while the state-of-the-art method achieved 80.8%.

Generated pose-transferred samples from Market-1501 and DukeMTMC-reID are shown in Figures 8 and 9. The first column shows the condition (source) image while the second, third and fourth shows the condition pose, target pose and the generated images. From the figures, it can be seen that the generated images successfully adapt the subject to the target pose while keeping the appearance of the condition images. From Figure 8 we observe that the proposed method successfully transferred to the target pose, even when the source person is riding a bicycle in the source image (see the person wearing yellow t-shirt and riding a bicycle, or the person wearing a blue t-shirt in Figure 8). We note that while the DukeMTMC-reID dataset is very challenging due to poor camera resolution, our method is still able to transfer the poses of the condition images according to the target pose map, as illustrated in Figure 9.

5.3. Qualitative Comparison with Pose-guided Image Generation Approaches

A qualitative comparison of state-of-the-art person pose transfer approaches is shown in Figure 10 for the Market-1501 dataset. The condition images, target pose maps, and pose-transferred images for PATN [29], XingGAN [28], BiGraphGAN [27], SelectionGAN [49] and our proposed method are shown from left to right in Figure 10. In PATN [29], a pose-transfer method is proposed to update the appearance and pose of a person during encoding. XingGAN [28] followed [29] and introduced a cross-conditioning GAN consisting of shape-guided appearance-based generation and appearance-guided shape-based generation branches to generate more appearance and shape consistent person images. A co-attention fusion module is also proposed to combine the final appearance and shape features. [27] also extends the approach of [28] and proposed a bipartite graph reasoning GAN to capture the relations between the condition and target pose through an integration and aggregation module. They also introduce an image fusion module to selectively generate the final result as in [28]. A multi-channel selection GAN is proposed in [49] to improve the quality
Figure 10: Qualitative comparisons of our generated images with the images generated by PATN [29], XingGAN [28], BiGraphGAN [27], and SelectionGAN [49] on Market-1501 dataset.

of the final transferred images by attentively selecting the interested intermediate generations. None of the above-mentioned methods progressively recombine the image in the decoding stage and all these methods are limited to the image generation task. In contrast, we progressively learn and extract the appearance of the condition image during the encoding stage and at the same time progressively transfer the target pose map into the condition image at the decoding stage, thus the local details and the global shape are preserved and combined progressively. From the qualitative evaluation as shown in Figure 10, our method generates better quality images which are sharper and contain finer details than the pose-transferred images from other state-of-the-art methods.

5.4. Ablation Studies

We perform ablation experiments to evaluate the effectiveness of different numbers of blocks for both the pose attention-guided appearance network and
pose attention-guided generation network. Experiments are also performed to justify the efficacy of the proposed appearance discriminator, the pose discriminator and the semantic-consistency loss. The results are reported in Table 3.

5.4.1. Effectiveness of Number of Blocks for Appearance and Generation Networks

Our pose attention-guided appearance network (PAAN) and pose attention-guided generation network (PAGN) consist of several blocks to learn the appearance and pose of a person, and progressively transfer the target poses based on the condition images. To justify the selection of the number of blocks, we carried out experiments on the Market-1501 dataset to show the effect of differing numbers of blocks. We train the proposed model with two, three, four and five blocks. Qualitative comparisons for different numbers of blocks are shown in Figure 11. From Figure 11, the pose-transferred images using two blocks have poor quality compared to those generated by three blocks. However, four blocks performs better again and generates images with much finer details. When we further increase the number of blocks to five, we observe that the images produced with both four and five blocks are sharp and lead to pleasant images of a person.

We further compare the effectiveness of different number of blocks through re-ID performance evaluation. Table 3 shows the rank-1 re-ID accuracy with two, three, four and five PAAN and PAGN blocks. From the results, when considering only two blocks, the rank-1 accuracy is drops by 1.1% compared to using three blocks, and 4.9% compared to using four blocks. The same rank-1 accuracy of 93.5% is achieved for both four and five blocks. As the re-ID performance does not increase further when extending the network to more than four blocks, we select four blocks. From these observations, it is clear that the proposed pose-guided approach only needs a few blocks to capture the local details with the global structure.
Figure 11: Qualitative comparisons of different number of blocks on Market-1501 dataset. 2B, 3B, 4B and 5B represents two, three, four and five number of blocks for both pose attention-guided appearance network and pose attention-guided generation network.
| Method                                                                 | Market1501 Rank1 |
|------------------------------------------------------------------------|------------------|
| Pose-guided re-ID with two blocks of PAAN and PAGN                     | 88.6             |
| Pose-guided re-ID with three blocks of PAAN and PAGN                   | 89.7             |
| Pose-guided re-ID with five blocks of PAAN and PAGN                    | 93.5             |
| Pose-guided re-ID without appearance discriminator                      | 91.2             |
| Pose-guided re-ID without pose discriminator                            | 89.3             |
| Pose-guided re-ID without semantic-consistency loss                     | 91.3             |
| **Pose-guided re-ID**                                                  | **93.5**         |

Table 3: Ablation studies on Market-1501 dataset in terms of rank-1 accuracy. The model is trained with two, three, four and five blocks of appearance and generation network to compare with the proposed complete approach. Without appearance discriminator: when the model is trained only with the pose discriminator and without pose discriminator: when the model is trained only with the appearance discriminator, and without semantic-consistency loss: when the model is trained without the semantic-consistency loss.

5.4.2. Effectiveness of Appearance Discriminator

To justify the effectiveness of the proposed appearance discriminator, we perform an experiment when the proposed model is trained with only the pose discriminator and without the appearance discriminator. The results are reported in Table 3. Removing the appearance discriminator results in a 2.3% performance drop compared to the complete approach. Figure 12 also shows the generated images without the appearance discriminator. From Table 3 and Figure 12, it is clear that without the appearance discriminator, the performance is hampered as the appearance discriminator ensures fine image details are preserved during translation.

5.4.3. Effectiveness of Pose Discriminator

We also perform an experiment to evaluate the effectiveness of the proposed pose discriminator which ensures that the pose-transferred images adopt the same structure as the target pose map. In Table 3, the result is reported as “pose-guided re-ID without pose discriminator”, indicating the model is trained only with the appearance discriminator while ignoring the pose discriminator.
Figure 12: Generated pose-transferred samples without appearance discriminator, $D_I$, without pose discriminator $D_P$ and without the semantic-consistency loss are shown in third, fourth and fifth column respectively. The sixth column for both left and right sided images represents the images generated by the complete approach.
There is a 4.2% drop in rank-1 performance compared to the complete proposed approach. Figure 12 also shows the pose-transferred generated images when the model is trained without the pose discriminator.

5.4.4. Effectiveness of Semantic-consistency Loss

As the semantic-consistency loss is proposed to ensure that the semantic information is correctly mapped between the real and the generated pose-transferred images, we perform experiment when semantic-consistency loss is not applied to demonstrate how the model performs without the semantic-consistency loss. The result is shown in Table 3 which indicates a 2.2% drop in performance in rank-1 compared to the complete proposed pose-guided re-ID approach. From Figure 12, it can also be seen that how the semantic-consistency loss affects the generated images.

6. Conclusion

In this paper, we propose a pose-guided person image generation network to train a person re-ID model with multiple poses of a person, thus enhancing the discriminative ability of the re-ID model. The proposed model transfers the target pose to the source image without affecting the identity of the person in the source image. During pose transfer where the source image is mapped to the target pose, it is essential to learn the local features along-with the global structure, otherwise it is difficult to transfer complex poses, such as mapping from sitting to standing. To extract and capture local information, a sequential appearance network is proposed. During decoding, we adopt the same sequential approach to progressively recombine local and global features. Additionally, a semantic-consistency loss is imposed between the real and pose-transferred images to ensure that the semantic information is correctly mapped during pose translation and the identity of the person is maintained. Furthermore, we propose to preserve the appearance of the source images during pose translation through an appearance discriminator. As the source image is being mapped to the shape specified by the target pose, a pose discriminator is introduced to
ensure pose consistency between the desired and generated poses. Generated images with multiple different poses for each person enhance the performance of person re-identification by increasing pose variations in the training data, leading to state-of-the-art re-identification performance.
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