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Abstract. We consider the wave equation 
\[ \varepsilon^2(-\partial_t^2 + \Delta)u + f(u) = 0 \]
for \(0 < \varepsilon \ll 1\), where \(f\) is the derivative of a balanced, double-well potential, the model case being \(f(u) = u - u^3\). For equations of this form, we construct solutions that exhibit an interface of thickness \(O(\varepsilon)\) that separates regions where the solution is \(O(\varepsilon^k)\) close to \(\pm 1\), for \(k \geq 1\), and that is close to a time-like hypersurface of vanishing Minkowskian mean curvature. This provides a Minkowskian analog of the numerous results that connect the Euclidean Allen-Cahn equation and minimal surfaces or the parabolic Allen-Cahn equation and motion by mean curvature. Compared to earlier results of the same character, we develop a new constructive approach that applies to a larger class of nonlinearities and yields much more precise information about the solutions under consideration.

1. Introduction

Consider the initial value problem
\[
\begin{cases}
\varepsilon^2 \Box u + f(u) = 0 & \text{in } [0,T] \times \mathbb{R}^n \\
u = u_0, \quad \partial_t u = u_1 & \text{in } \{0\} \times \mathbb{R}^n
\end{cases}
\] (1.1)
where \(\Box u = -\partial_t^2 u + \Delta_x u\) and \(\Delta_x u = \sum_{i=1}^n \partial^2_{x_i} u\). We are interested in nonlinearities of the form
\[f(s) = -W'(s)\]
where \(W(s)\) is a “balanced double-well potential”, namely a \(C^\infty\) even function such that
\[
\begin{align*}
W(s) &> 0 & \text{in } \mathbb{R} \setminus \{-1, 1\} \\
W(\pm 1) &= W'(\pm 1) = 0, \\
W''(\pm 1) &= a^2 > 0
\end{align*}
\] (1.2)
A canonical example is the wave version of the Allen-Cahn equation
\[W(u) = \frac{1}{4}(1 - u^2)^2\]
sometimes called the \(\phi^4\) model.

Since the mid 70’s, it has been accepted in the physics and cosmology literature (see for example [19, 24, 28]) that under some circumstances, solutions of (1.1) should exhibit an interface, separating regions where \(u \approx 1\) and \(u \approx -1\), that approximately sweeps out a timelike minimal surface in Minkowski space. (The timelike Minkowskian minimal surface equation — the condition that the mean curvature, with respect to the Minkowski metric, vanishes identically — is a quasilinear geometric wave equation described below.) Formal asymptotic arguments in support of the same picture have been known in the applied mathematics literature for about 20 years, see for example [23, 26]. The first rigorous verification of this
scenario appeared only in rather recent work of the second author and collaborators [18, 16, 13], which constructed solutions of (1.1) with an interface concentrated near a timelike minimal surface. Related results are contained in [2, 3].

In this paper, we revisit this problem, developing an entirely new approach that yields stronger results and is likely to be more robust and flexible. In doing so, we are largely motivated by the clear analogy between the problem we study and the numerous classical results concerning solutions of the elliptic Allen-Cahn equation

\[ \varepsilon^2 \Delta u + f(u) = 0 \quad \text{in } \Omega \subset \mathbb{R}^n \]

with interfaces that concentrate near (Euclidean) minimal hypersurfaces in \( \Omega \). Many proofs in the elliptic setting fall into one of two large families:

- proofs involving \( \Gamma \)-convergence and related ideas, see for example [22, 27], which proceed by characterizing energy concentration when \( 0 < \varepsilon \ll 1 \), and
- proofs involving Liapunov-Schmidt reduction or its variants, ultimately relying on a linearization of the equation about an approximate solution built around a minimal surface.

The latter family of arguments has a number of advantages over the former — it is capable of providing much more precise descriptions of the solutions being studied [25]; it is more readily adapted to studying solutions of finite (nonzero) Morse index; it can be used to build entire solutions of the Allen-Cahn equations [10], including counterexamples to the de Giorgi conjecture [11]; it can be used to study refined phenomena such as interface foliation [9, 1].

Prior rigorous work on timelike minimal surfaces and interfaces in solutions of (1.1) is more similar in spirit to the first family of elliptic results described above — all papers to date rely on weighted energy estimates to show that under suitable hypotheses, energy concentrates near a timelike minimal surface. In this paper, by contrast, we aim to adapt to the hyperbolic setting techniques from the second family of elliptic results — for example, linearization about an accurate approximate solution. Thus, our proofs may be loosely seen as hyperbolic analogs of those in [25, 10, 11].

Our results show that as with elliptic problems, this approach yields a much sharper description of the solutions constructed than appears to be available from energy estimates alone. A more detailed comparison of our results with earlier work is given in Section 1.3. Interfaces in the parabolic analog of Equation (1.1),

\[ -\partial_t u + \Delta u + \varepsilon^{-2} f(u) = 0 \quad \text{in } \mathbb{R}^N \times (0, T) \]

located near solutions of mean curvature flow for surfaces is also a subject that has been widely treated. See [8, 5, 15, 17]. See also [12] and references therein for the corresponding interface foliation problem.

1.1. Some preliminaries. Let \( J \) denote the \((n+1) \times (n+1)\) diagonal matrix

\[
J := \begin{bmatrix}
-1 & 0 & \cdots & \cdots & \cdots & 0 \\
0 & 1 & 0 & \cdots & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \cdots & \cdots & \ddots & \cdots & 1 \\
0 & \cdots & \cdots & \cdots & 0 & 1
\end{bmatrix}.
\]
We consider the standard Minkowski inner product
\[ (a, b)_m = a \cdot Jb, \quad a, b \in \mathbb{R}^{n+1}, \]
where \( \cdot \) denotes the standard Euclidean inner product.

We consider an orientable hypersurface \( \Gamma \) in \( \mathbb{R}^{n+1} \) with Minkowski unit normal vector field \( \nu \). This means that \( \nu \) satisfies \( |(\nu, \nu)_m| = 1 \) and \( (\nu, \tau)_m = 0 \) for all vectors \( \tau \) tangent to \( \Gamma \). Since \( J^2 \) is the identity, it is easy to see that \( \nu = J\bar{\nu} \), where \( \bar{\nu} \) is normal to \( \Gamma \) with respect to the Euclidean inner product.

\( \Gamma \) is said to be timelike if \( (\nu, \nu)_m > 0 \) on \( \Gamma \). Normalizing \( \nu \) we will always assume \( (\nu, \nu)_m = 1 \).

A basic fact is that under assumptions (1.2) there is a unique solution to the problem
\[ w''(\zeta) + f(w(\zeta)) = 0, \quad w(0) = 0, \quad w(\pm \infty) = \pm 1. \tag{1.3} \]
which is defined by the relation
\[ \zeta = \int_0^w(s) \frac{ds}{\sqrt{2W(s)}}. \]

\( w(\zeta) \) is an odd function since \( W \) is even. It satisfies
\[ w(\zeta) \to \pm 1 + O(e^{-a|\zeta|}) \quad \text{as} \quad \zeta \to \pm \infty, \]
and
\[ D_k^w(\zeta) = O(e^{-a|\zeta|}) \quad \text{as} \quad \zeta \to \pm \infty \quad \text{for all} \quad k \in \mathbb{N}. \]
Here \( a = \sqrt{W'(\pm 1)} \). In the case of the Allen Cahn nonlinearity \( f(u) = u(1-u^2) \), we explicitly have
\[ w(\zeta) = \tanh \left( \frac{\zeta}{\sqrt{2}} \right). \]

We will need a standard fact for the quadratic form associated to the linearization of equation (1.3): there is a positive constant \( c \) such that for any \( \psi \in H^1(\mathbb{R}) \) with \( \int_{\mathbb{R}} \psi w' = 0 \) we have
\[ Q(\psi) := \int_{\mathbb{R}} |\psi'|^2 - f'(w)\psi^2 \geq c \int_{\mathbb{R}} |\psi'|^2 + |\psi|^2. \tag{1.4} \]
This estimate follows from a direct compactness argument and the identity
\[ Q(\psi) = \int_{\mathbb{R}} |w'|^2 |\rho'|^2 \]
where \( \rho = \psi/w' \). See [10, 11] for details.

Using \( w(\zeta) \) we can find a class of explicit examples to solutions with phase transition across timelike planes. Let \( \Gamma \) be a timelike hyperplane in \( \mathbb{R}^{n+1} \) with Minkowski normal \( \nu \). Then for any \( p \in \Gamma \), all its points can be described as the set
\[ \Gamma = \{ Y = (x, t) \in \mathbb{R}^{n+1} / (Y - p, \nu)_m = 0 \}, \quad (\nu, \nu)_m = 1. \tag{1.5} \]

We observe that all points \( (x, t) \in \mathbb{R}^{n+1} \) can be expressed as
\[ (x, t) = p + z\nu, \quad (p, z) \in \Gamma \times \mathbb{R}. \]
Clearly we have \( z = (x, t - p, \nu)_m \). Let us consider the function
\[ u(x, t) = w \left( \frac{z}{\xi} \right), \quad z = (x, t - p, \nu)_m \tag{1.6} \]
We quickly check that
\[ \varepsilon^2 \Box u(x,t) + f(u(x,t)) = \langle \nu, \nu \rangle_m w''(\zeta) + f(w(\zeta)) = 0, \quad \zeta = \frac{z}{\varepsilon}, \]
and hence \( u \) solves (1.1) with a sharp transition on \( \Gamma \) between the values \(-1\) and \(+1\), for suitable initial data.

1.2. Statement of the Main Result. Next we introduce the objects and notation necessary for the statement of our main result.

- We assume that \( \Gamma \) is a smooth, timelike hypersurface in \([0,T] \times \mathbb{R}^n\) that divides the space \([0,T] \times \mathbb{R}^n\) into two disjoint open components \( \mathcal{O}^- \) and \( \mathcal{O}^+ \) with \( \mathcal{O}^- \) being bounded.

- We assume in addition that \( \Gamma \) is a Minkowski minimal surface in \( \mathbb{R}^{n+1} \) (in the sense of Definition 1 below), and that the velocity of \( \Gamma \) vanishes at \( t = 0 \).

We remark that the Cauchy problem for timelike minimal surfaces is studied in [4, 20, 21]. The time-like character and the assumption of zero initial speed makes all time-sections diffeomorphic to the initial one, as it follows from the local coordinates built in Appendix A. Therefore \( \Gamma \cap \{ t = 0 \} \) compact and separating \( \mathbb{R}^n \) into two components is sufficient for \( \Gamma \) to do so in \([0,T] \times \mathbb{R}^n\).

- We also assume that there exists some \( \delta > 0 \) such that \( (Y,z) \in \Gamma \times (-\delta,\delta) \rightarrow (x,t) = Y + z\nu(Y) \) is injective, \( (1.7) \)
where \( \nu(Y) \) is a Minkowski normal vector field on \( \Gamma \) with \( \langle \nu(Y), \nu(Y) \rangle_m = 1 \).

Let us call \( \mathcal{N} \) the set of all points of the form \( (1.7) \). For a function \( \xi(x,t) \) defined on \( \mathcal{N} \) sufficiently smooth we write \( D_j^Y D_l^z \xi(Y,z) \) meaning iterated directional derivatives respectively on tangent directions to \( \Gamma \) at \( Y \) or in \( \nu \)-direction. We choose \( \nu \) to be the normal pointing towards \( \mathcal{O}^+ \). We let the limit phase function be
\[ \mathbb{I}(x,t) = \begin{cases} -1 & \text{if } (x,t) \in \mathcal{O}^- \\ +1 & \text{if } (x,t) \in \mathcal{O}^+ \end{cases}. \]

Our main theorem is the following.

**Theorem 1.** For each \( j \in \mathbb{N} \), there exist initial conditions \( u_0^\varepsilon, u_1^\varepsilon \) for a solution \( u^\varepsilon(x,t) \) of problem (1.1) with the property that \( u^\varepsilon(x,t) \rightarrow \mathbb{I}(x,t) \) as \( \varepsilon \rightarrow 0 \) in the \( C^{j+1} \) sense in compact subsets of \((0,T] \times \mathbb{R}^n) \setminus \mathcal{N} \). Inside \( \mathcal{N} \) we have\[ u^\varepsilon(x,t) = w \left( \frac{z}{\varepsilon} \right) + \phi^\varepsilon(x,t), \quad (x,t) = Y + z\nu(Y). \]
and
\[ |\phi^\varepsilon(x,t)| + |D_x^{j+1} \phi^\varepsilon(x,t)| + |D_x^j \partial_t \phi^\varepsilon(x,t)| \leq C\varepsilon. \] (1.9)
the linearization of the equation (1.3) is essential, as well as designing well-adapted systems of coordinates.

The proof provides much more precise information about the solution. In fact, for a given number \( k \geq 1 \) we can find a solution that near \( \Gamma \) takes the form

\[
    u_\varepsilon(x,t) = w\left(\frac{x}{\varepsilon} - h_\varepsilon^*(Y)\right) + \phi_\varepsilon(x,t) + \varphi_\varepsilon(x,t), \quad (x,t) = Y + z\nu(Y),
\]

(1.10)

where \( h_\varepsilon^*, \phi_\varepsilon^* \) are explicit functions with \( h_\varepsilon^* = O(\varepsilon) \), \( \phi_\varepsilon^* = O(\varepsilon^2) \) in smooth sense, and the remainder \( \varphi_\varepsilon \) satisfies

\[
    |\varphi_\varepsilon(x,t)| + |D^{j+1}_x \varphi_\varepsilon(x,t)| + |D^j_x \partial_t \varphi_\varepsilon(x,t)| \leq C\varepsilon^k.
\]

(1.11)

The solution described is stable in the sense that smooth perturbations of its initial condition with size \( O(\varepsilon^m) \) and sufficiently large \( m \) produce a solution with the same qualitative features. This rules out exponential growth of small perturbations (which is in general what Gronwall-type arguments may lead to).

1.3. More about prior work. As noted above, our proof of Theorem 1 constructs solutions \( u_\varepsilon \) whose behavior we are able to describe to arbitrary precision, in arbitrarily strong norms. The best (indeed, the only) prior results construct solutions \( u_\varepsilon \) that satisfy the weaker estimate

\[
    \|u_\varepsilon - I\|_{L^2(0,T' \times \mathbb{R}^N)} \leq C(T')\varepsilon^{1/2}
\]

for any \( T' < T \), together with some weighted estimates that quantify energy concentration around \( \Gamma \). This was proved in [18] under the assumption that \( \Gamma_0 \) is a topological torus, but allowing rather general initial velocity for \( \Gamma \) — more general in fact than we consider here. The proof in [16] assumes that \( \Gamma_0 \) has zero initial velocity but allows it to be an arbitrary smooth connected compact manifold, among a number of generalizations of the results in [18].

It has been recently proved in [13] that when \( n = 2 \), one can extract from the weighted energy estimates in [18, 16] an estimate of the form

\[
    \|u_\varepsilon - u_\varepsilon^*\|_{L^2(0,T' \times \mathbb{R}^2)} + \varepsilon\|D(u_\varepsilon - u_\varepsilon^*)\|_{L^2(0,T' \times \mathbb{R}^2)} \leq C(T')\varepsilon^{3/2}
\]

for any \( T' < T \)

for some \( u_\varepsilon^* \) whose description is less explicit than the one that we construct in this paper. This seems to be the limits of the precision attainable by the strategy employed in prior work, and it also seems only to be available in 2 space dimensions.

Another drawback of the technique of [18, 16, 13] is that these results rely on standard well-posedness theory to provide solutions of (1.1). This imposes growth conditions that render these papers unable to address the canonical cubic nonlinearity \( f(u) = u(1-u^2) \) in high dimensions. No such growth conditions are needed in this paper.

Related prior results on issues that we do not address include the following:

- In [16], equations like (1.1), but with asymmetric nonlinearities for which there is a bias toward one of the potential wells, are shown to have solutions with an interface that approximately sweeps out a timelike hypersurface of constant (nonzero) Minkowskian mean curvature.
- In [18], a Ginzburg-Landau wave equation — like (1.1), but for a complex-valued function \( u \), with nonlinearity \( f(u) = u(1-|u|^2) \) — is shown to have solutions for which energy concentrates near a codimension 2 surface of vanishing Minkowskian mean curvature.
• Results of a similar character are proved for the Abelian Higgs model in [7], a Ginzburg-Landau wave equation coupled to a wave equation for an electromagnetic potential, for certain values of a coupling constant appearing in the equations.

• A measure-theoretic framework for proving conjectural global-in-time convergence results, beyond the onset of singularities for the timelike minimal surface, is explored in [2, 3].

• A scattering result is proved in [6] for \( (1.1) \) in \( \mathbb{R}^{1+3} \) for initial data \( (u, u_t) \) \( t=0 \) a small, very smooth perturbation of \( (w(x^3), 0) \). This can be seen as an analog for \( (1.1) \) of results [20, 4] that establish scattering Minkowski minimal surfaces with initial data that is a small perturbation of a motionless hyperplane.

We believe that it should be possible to strengthen at least some of the above results by the methods that we introduce here.

Our approach follows the general lines of [10, 11]. The computation of the D’Alembertian and Laplacian in Fermi coordinates respectively relative to a minimal surface in Minkowskian and Euclidean senses are in fact analogous. We devise a procedure of improvement of approximation that involves at each step solving a linear equation for the Jacobi operator of the minimal surface. Unlike the elliptic case, in the current scenario it is necessary to obtain improvements of the approximation error of arbitrary large order in powers of \( \epsilon \). After this approximation is obtained, an invertibility theory for the linearized operator that leads to a fixed point scheme to find the desired result is devised. In obtaining linear estimates many powers of \( \epsilon \) are in principle lost. In fact if the surface is not well chosen, Gronwall-type energy estimates may lose exponentially large terms in \( \epsilon \). This is the reason why the arbitrarily high accuracy of the initial approximation is needed. The linear energy estimates obtained do not seem to be suitable to employ the outer-inner gluing scheme of [10, 11], whose space-decay estimates are mostly based on maximum principle. This difficulty is overcome with the use of a global system of coordinates adapted locally and remotely to the current setting.

Our approach uses the fact that the initial velocity of the minimal surface is zero. Without this assumption, the natural initial surface in Fermi coordinates does not correspond with \( t=0 \) in the original coordinates. While that may not be necessary, it is not obvious how to drop that element in the construction.

2. Construction of an approximation

2.1. The wave operator in Fermi coordinates. Let us consider a general smooth, orientable \( n \)-dimensional timelike manifold \( \Gamma \) embedded in \( \mathbb{R}^{n+1} \) and let \( \mathcal{N} \) be a small tubular neighborhood of \( \Gamma \) defined by relation (1.7). We will find an expression for the wave operator acting on functions \( u(x,t) \) with \( (x,t) \in \mathcal{N} \),

\[
\Box u = -\partial_t^2 u + \Delta_x u \quad \text{in} \quad \mathcal{N}
\]

when \( u \) is expressed in Minkowskian Fermi coordinates that we introduce next. All points in \( \mathcal{N} \) can be uniquely represented in the form

\[
(x,t) = Y + z\nu(Y), \quad Y \in \Gamma, \quad |z| < \delta
\]

provided that \( \delta \) is taken sufficiently small.
Let assume that $\Gamma$ is compact and parametrized by a finite number of smooth maps
\[ y \in \Lambda_i \subset \mathbb{R}^n \mapsto Y_i(y) \in \mathbb{R}^{n+1}, \quad i \in I, \]
so that
\[ \Gamma = \bigcup_{i \in I} Y_i(\Lambda_i). \]
We also use the convention $y = (y_0, \ldots, y_{n-1})$. Let us define
\[ I[u] = \iint_{\mathbb{R}^{n+1}} \left( |\nabla_x u(x,t)|^2 - |u_t(x,t)|^2 \right) dx dt \]
where $u(x,t)$ is a smooth function supported sufficiently close to a compact portion of the manifold $\Gamma$. We write
\[ \nabla u(x,t) = \left[ \partial_t u(x,t) \nabla_x u(x,t) \right]. \]
Then
\[ I[u] = \iint_{\mathbb{R}^{n+1}} \nabla u(x,t)^T J \nabla u(x,t) dx dt \]
Let us assume for the moment that $u$ is supported close to one of the coordinate patches $Y_i(\Lambda_i)$. Let us omit the subindex $i$ in the pair $(\Lambda_i, Y_i)$ and consider local coordinates in a neighborhood of $Y(\Lambda) \subset \Gamma$ given by
\[ (x,t) := Y(y) + z\nu(y), \quad y \in \Lambda \subset \mathbb{R}^n, \quad |z| < \delta \]
where we are just setting $\nu(\Lambda) := \nu(Y(\Lambda))$. We refer to $(y,z)$ as Fermi coordinates associated to the local coordinate system $Y : \Lambda \rightarrow \Gamma$. Let us write
\[ v(y,z) = u(x,t), \quad (x,t) = Y(y) + z\nu(y). \]
and
\[ \nabla v(y,z) = \left[ \nabla_y v(y,z) \partial_z v(y,z) \right]. \]
We use the following notation
\[ Y_a = \partial_{y_a} Y + z\partial_{y_a} \nu, \quad a = 0, 1, \ldots, n-1; \quad Y_n = \nu \]
and
\[ g_{\alpha\beta}(y,z) = \langle Y_\alpha, Y_\beta \rangle_m, \quad \alpha, \beta = 0, \ldots, n. \]
We will call $g(y,z)$ the matrix of entries $[g(y,z)]_{\alpha\beta} = g_{\alpha\beta}(y,z)$. We will also denote
\[ g^{\alpha\beta}(y,z) = [g(y,z)^{-1}]_{\alpha\beta} \]
and
\[ g_{ab}(y) = g_{ab}(y,0), \quad a,b = 0, \ldots, n-1. \]
Consistent with this, we will always tacitly assume that $\alpha, \beta, \ldots$ run from 0 to $n$, and $a, b, \ldots$ run from 0 to $n-1$, and we will sum over repeated indices.

We introduce the matrix
\[ B = [Y_0 \cdots Y_n], \]
and we remark that $B^T J B = g$. The definition of the Minkowskian normal $\nu = Y_n$ directly implies the following basic property of Fermi coordinates:
\[ g_{an} = g_{na} = \langle Y_a, \nu \rangle_m = 0 \quad \text{for } a = 0, \ldots, n-1, \]
\[ g_{nn} = \langle \nu, \nu \rangle_m = 1. \] (2.1)
From Chain rule we find
\[ \nabla u(x, t) = B^T \nabla v(y, z), \quad (x, t) = Y(y) + z\nu(y) \]
and hence
\[ (\nabla u)^T J \nabla u = (\nabla v)^T A^{-1} \nabla v \]
where
\[ A = B^T JB = g \]
and hence (using (2.1))
\[ A^{-1} = g^{-1} = (g^{\alpha\beta})_{\alpha, \beta=0}^{n} = \begin{bmatrix} (g^{ab})_{a, b=0}^{n-1} & 0 \\ 0 & 1 \end{bmatrix}. \]
A related observation is that
\[ \sqrt{|\det g(y, z)|} = |\det [B \ | \nu]|. \quad (2.3) \]
Indeed, we have
\[ |\det [B \ | \nu]| = \sqrt{|\det A|} \]
where \( A \) is the matrix in (2.2) and (2.3) readily follows.

Then we find that
\[
I[u] = \iint_{\mathbb{R}^{n+1}} \nabla v^T g(y, z)^{-1} \nabla v \sqrt{|\det g(z)|} \, dy \, dz
= \iint_{\mathbb{R}^{n+1}} g^{\alpha\beta}(y, z) \partial_\alpha v \partial_\beta v \sqrt{|\det g(z)|} \, dy \, dz.
\]
Taking a test function \( \varphi(x, t) \) supported within the range of validity of these local coordinates we find
\[
-\frac{1}{2} \frac{d}{d\lambda} I[u + \lambda \varphi] |_{\lambda=0} = \iint_{\mathbb{R}^{n+1}} \square u(x, t) \varphi(x, t) \, dt \, dx.
\]
Hence letting \( \psi(y, z) = \varphi(Y(y) + z\nu(y)) \) we find
\[
\iint_{\mathbb{R}^{n+1}} \square u(x, t) \varphi(x, t) \, dt \, dx = \iint_{\mathbb{R}^{n+1}} \mathcal{L}[v](y, z) \psi(y, z) \sqrt{|\det g(y, z)|} \, dy \, dz
= \iint_{\mathbb{R}^{n+1}} \mathcal{L}[v] \varphi \, dt \, dx
\]
where
\[
\mathcal{L}[v] = \frac{1}{\sqrt{|\det g(y, z)|}} \partial_\alpha [\sqrt{|\det g(y, z)|} g^{\alpha\beta}(y, z) \partial_\beta v]. \quad (2.4)
\]
Recalling the form of \((g^{\alpha\beta})\), this simplifies to
\[
\mathcal{L}[v] = \frac{1}{\sqrt{|\det g(y, z)|}} \partial_\alpha [\sqrt{|\det g(y, z)|} g^{ab}(y, z) \partial_b v] + \frac{1}{\sqrt{|\det g(y, z)|}} \partial_z (\sqrt{|\det g(y, z)|} \partial_z v)
\]
and \( g^{ab}(y, z) = [g(y, z)^{-1}]_{ab} \). The following definition is in order. For a sufficiently small \( z \), the wave operator associated to a timelike manifold
\[ \Gamma_z = \{ Y + z\nu(Y) / Y \in \Gamma \} \]
is given by
\[
\square_{\Gamma_z} = \frac{1}{\sqrt{|\det g(y, z)|}} \partial_\alpha [\sqrt{|\det g(y, z)|} g^{ab}(y, z) \partial_b ]
\]
which acts on functions of the local coordinate \( y \) for \( \Gamma_z \). The \textit{mean curvature} in the Minkowskian sense of the manifold \( \Gamma_z \) at the point \( Y(y) + z\nu(y) \) is defined by the quantity

\[
H_{\Gamma_z}(y) = -\frac{1}{2} \frac{\partial}{\partial z} \log |\det g(y, z)|,
\]

so that correspondingly the Minkowskian mean curvature of \( \Gamma \) at the point \( Y = Y(y) \) is given by

\[
H_{\Gamma}(Y) = -\frac{1}{2} \frac{\partial}{\partial z} \log |\det g(y, z)| \bigg|_{z=0}
\]

For a function \( f \) defined on \( \Gamma \) we will write indistinctly \( f(Y) \) or \( f(y) \) when \( Y = Y(y) \), with reference to local coordinates.

In summary, we have proven the validity of the formula

\[
\Box = \Box_{\Gamma_z} + \partial_z^2 - H_{\Gamma_z} \partial_z.
\]  

At this point we establish the key definition.

\textbf{Definition 1.} A timelike hypersurface \( \Gamma \) in \( \mathbb{R}^{n+1} \) is said to be \textit{minimal} in the Minkowski sense if its Minkowski mean curvature given by (2.5) vanishes:

\[
H_{\Gamma}(Y) = 0 \quad \text{for all} \quad Y \in \Gamma.
\]  

In what follows we will always assume that \( \Gamma \) is minimal. We can then write

\[
H_{\Gamma_z}(y) = z a_{\Gamma}(y) + z^2 b_{\Gamma}(y, z)
\]

for some smooth functions \( a_{\Gamma}, b_{\Gamma} \). The justification of the notation \( \Box_{\Gamma_z} \) comes from the fact that the matrix \( g(y, z) \) defining the metric, and hence the operator in local coordinates has all positive eigenvalues except one which is negative. This is a consequence of the timelike character of the surface \( \Gamma \). To see this, we check that in the case of a non-vertical timelike plane in \( \mathbb{R}^{n+1} \). We can parametrize it in the form

\[
(x, t) = (y, \alpha \cdot y), \quad y = (y_1, \ldots, y_n)
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_n) \). A normal vector to this plane (in the Euclidean sense) is \((\alpha, -1)\) and the timelike character clearly corresponds to the relation \(|\alpha|^2 > 1\). In this case we directly compute

\[
(B^T JB)_{ij} = \delta_{ij} - \alpha_i \alpha_j.
\]

We see that 1 is an eigenvalue of this matrix with multiplicity \( n-1 \), while its trace is negative because of the timelike condition. Hence in addition, exactly one negative eigenvalue is present. It follows from this fact and the compactness of \( \Gamma \) that (after shrinking \( \delta \) if necessary)

\[
\det g(y, z) \leq -c < 0 \quad \text{everywhere in} \quad \Gamma \times (-\delta, \delta).
\]  

We will introduce in §3.1 local coordinates under which \( \Box_{\Gamma} \) truly becomes a wave operator.
2.2. **Shift of coordinates and construction.** Our purpose is to find a good approximate solution for the equation

\[ S_\varepsilon(u) := \varepsilon^2 \Delta u + f(u) = 0 \]  

(2.10)

valid in a small \( \varepsilon \)-independent neighborhood of the manifold \( \Gamma \), that has a sharp transition layer near \( \Gamma \). More precisely, let us consider a heteroclinic approximate solution for the equation \( 2.2. \)

**Shift of coordinates and construction.**
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Taking into account expression (2.6) for the wave operator and (2.8), we see that equation (2.10) can be written as

\[ S_\varepsilon(u) = \varepsilon^2 \partial_\varepsilon^2 u + f(u) + \varepsilon^2 \Delta_{\Gamma} u - \varepsilon^2 (a_\Gamma + \varepsilon b_\Gamma) z \partial_z u = 0, \]

where we write

\[ u(y, z) = u(x, t) \quad \text{for} \quad (x, t) = Y(y) + z \nu(y). \]

We take as a first approximation, in the small neighborhood of \( \Gamma \), \( |z| < \delta \), \( u_0(x, t) = w(\xi) \). In that region we get

\[ S_\varepsilon(u_0) = -\varepsilon^2 (a_\Gamma(y) + \varepsilon b_\Gamma(y, z)) \zeta \partial_\nu w(\zeta) \mid_{\zeta = \varepsilon^{-1} z} = O(\varepsilon^2 e^{-|z|}) \]

for some \( b > 0 \). To be observed is that the fact that \( \Gamma \) is a Minkowskian minimal surface yields that the order of approximation on the interface is \( \varepsilon \) times better.

As we will see, more than this: it will be possible to slightly modify \( u_0 \) so that the order of approximation is \( O(\varepsilon^k e^{-|z|}) \) for any given \( k \geq 2 \). Indeed, as we will see one can find a function \( u^k(y, z) \) that achieves this property in the region \( |z| < \delta \) for a small \( \delta \) with the form

\[ u^k(x, t) = v^k(y, \zeta), \quad \zeta = \frac{z}{\varepsilon} - h^k(y), \quad (x, t) = Y(y) + z \nu(y) \]

(2.11)

where

\[ v^k(y, \zeta) = w(\zeta) + \phi^k(y, \zeta), \quad \phi^k(y, \zeta) = O(\varepsilon^2 e^{-|\zeta|}). \]

(2.12)

For a given, sufficiently small function \( h \) defined on \( \Gamma \) and a function \( v(y, \zeta) \) of the form

\[ u(x, t) = v(y, \varepsilon^{-1} z - h(y)), \quad (x, t) = Y(y) + z \nu(y). \]

we compute

\[ S_\varepsilon(u) = \varepsilon^2 \Delta u(x, t) + f(u(x, t)) = S_\varepsilon(v, h) \]

where

\[ S_\varepsilon(v, h) := \partial_\varepsilon^2 v(y, \zeta) + f(v(y, \zeta)) + L_\varepsilon(z, h)[v](y, \zeta) \mid_{z = \varepsilon^{\zeta + h(y)}}, \]

\[ L_\varepsilon(z, h)[v] = \varepsilon^2 \Delta_{\Gamma} v - \varepsilon^2 \Delta_{\Gamma} h \partial_\zeta v - \varepsilon z (a_\Gamma + \varepsilon b_\Gamma) \partial_\zeta v \]

(2.13)

+ \varepsilon^2 (\nabla_{\Gamma} h, \nabla_{\Gamma}) \partial_\theta^2 v - 2 \varepsilon^2 (\nabla_{\Gamma} h, \nabla_{\Gamma} h)

and we have denoted, for functions \( h_1(y), h_2(y) \),

\[ \langle \nabla_{\Gamma} h_1(y), \nabla_{\Gamma} h_2(y) \rangle = g^{ab}(y, z) \partial_\zeta h_1(y) \partial_\zeta h_2(y). \]

We observe that the meaning of \( \zeta \) in terms of the coordinates \( (y, z) \) does depend on the particular choice of the function \( h \). A similar expression in the elliptic Allen-Cahn equation case was derived in [10, 11].

To construct a first approximation, we let \( v^0(y, \zeta) = w(\zeta) + \phi^0(y, \zeta) \). Choosing \( h = 0 \) we get

\[ S_\varepsilon(v^0, 0) = \partial_\zeta \phi^0 + f'(w) \phi^0 - \varepsilon^2 a_\Gamma(y) \zeta w'(\zeta) - \varepsilon^2 b_\Gamma(y, \varepsilon \zeta) \zeta^2 w'(\zeta) \]

+ \varepsilon^2 \Delta_{\Gamma} \phi^0 - \varepsilon^2 (a_\Gamma(y) + \varepsilon b_\Gamma(y, \varepsilon \zeta) \zeta^2) \partial_\zeta \phi^0 + N(\phi^0), \]

(2.14)
where
\[ N(\phi) = f(w(\xi) + \phi) - f(w(\xi)) - f'(w(\xi))\phi. \]
A basic property that we will use is that the equation
\[ p''(\xi) + f'(w(\xi))p(\xi) - q(\xi) = 0, \quad \xi \in [-R, R] \]
has the solution
\[ p(\xi) = T[q(\xi)] := w'(\xi) \int_{-R}^{\xi} w'(s)^{-2} \left( \int_{-R}^{s} q(\tau)w'(\tau)d\tau \right) ds. \quad (2.15) \]
We have that if
\[ \int_{-R}^{R} q(\tau)w'(\tau)d\tau = 0, \quad (2.16) \]
and for some numbers \( j \geq 0, m \geq 0, \)
\[ |D^j p(\xi)| \leq (1 + |\xi|^m) e^{-a|\xi|}, \quad \xi \in [-R, R], \]
with \( C_j \) uniform in all large \( R \). At this point we observe that since \( w \) the heteroclinic is odd by assumption, \( q(\xi) = \xi w'(\xi) \) satisfies (2.16) for any \( R > 0 \). We now let
\[ \phi^0(y, \xi) = -\varepsilon^2 a_T(y)T[\xi w'(\xi)]. \]
Using (2.17) we see that for \( j, l \geq 0 \) we have
\[ |D^j D^l \phi^0(y, \xi)| \leq C_j \varepsilon^2 (1 + |\xi|)^m e^{-a|\xi|}, \quad |\xi| \leq \frac{\delta}{\varepsilon}. \]
Moreover, the first three terms in expansion (2.14) are identically cancelled and the resulting error gets one order smaller. Indeed, we directly check that
\[ |D^j D^l S_\varepsilon(\nu_0, 0)(y, \xi)| \leq C_j \varepsilon^3 (1 + |\xi|^2) e^{-a|\xi|}, \quad |\xi| \leq \frac{\delta}{\varepsilon}. \]
We remark that a similar “improvement of approximation” was a key element in the elliptic constructions in [10, 11]. This procedure can be continued inductively but involves adjusting the function \( h(y) \) to get the orthogonality conditions (2.16) satisfied. As we will see, such an adjustment will involve an equation for \( h \) that involves the Jacobi-Minkowski operator of the minimal surface \( \Gamma \). More precisely we need to solve equations on \( \Gamma \) of the form
\[ J_\Gamma[h] := \Box_\Gamma h + a_\Gamma(y)h = g \quad \text{in } \Gamma \]
\[ h = \partial_n h = 0 \quad \text{on } \Gamma \cap \{ t = 0 \}. \quad (2.18) \]

**Lemma 2.1.** Let \( g \) be a function of class \( C^\infty(\Gamma) \). Then Problem (2.18) has a unique solution \( h \) which is also of class \( C^\infty(\Gamma) \). Moreover for each \( j \geq 0 \) there are numbers \( m_j, C_j \) such that
\[ \|D^j h\|_{L^\infty(\Gamma)} \leq C_j \sum_{l=0}^{m_j} \|D^l g\|_{L^\infty(\Gamma)}. \]

The proof consists of reducing the problem to one for a standard wave-like operator. We postpone it for the moment. Our main result in this section is the following.
Proposition 2.1. Given $k \geq 0$ there exists smooth functions $h^k(y)$ and $\phi^k(y, \zeta)$, with $\phi^k$ defined in the set $$\mathcal{D} = \{(y, \zeta) : y \in \Gamma, -\delta\frac{1}{2\varepsilon} < \zeta < \delta\frac{1}{2\varepsilon}\},$$ such that for all $j, l \geq 0$

$$|D_y^j D_\zeta^l \phi^k(y, \zeta)| \leq C_{jkl} \varepsilon^2 (1 + |\zeta|) e^{-a|\zeta|}, \quad |D_y^j D_\zeta^l h^k(y, \zeta)| \leq C_{jkl} \varepsilon$$ (2.19)

and for $v^k(y, \zeta) = w(\zeta) + \phi^k(y, \zeta)$ we have

$$|D_y^j D_\zeta^l S_\varepsilon(v^k, h^k)| \leq C_{jkl} \varepsilon^{k+3}(1 + |\zeta|^{k+2}) e^{-a|\zeta|} \quad \text{in } \mathcal{D}.$$ (2.20)

Proof. We proceed by induction. The case $k = 0$ has just been dealt with the choice $h^0 = 0$. Let us assume the existence of functions $h^k, \phi^k$ as in (2.19)-(2.20). We will make a choice for $h^{k+1}, \phi^{k+1}$ by Taylor expanding the error of approximation associated to $h^k + h, \phi^k + \phi$. In order to improve the approximation $h$ has to be chosen to satisfy certain solvability condition that allows to correctly choose the term $\phi$.

Let us consider two functions $h(y)$ and $\phi(y, \zeta)$ with the following properties: for a certain $k$ and each numbers $j, l$, there are constants $C_{ijl}, C_{i}^{jkl}$ such that for all sufficiently small $\varepsilon$ we have

$$|D_y^j D_\zeta^l \phi^k(y, \zeta)| \leq C_{i}^{jkl} \varepsilon^{k+3}(1 + |\zeta|^{k+2}) e^{-a|\zeta|},$$ (2.21)

$$|D_y^j D_\zeta^l h^k(y)| \leq C_{i}^{jkl}.$$ (2.22)

We explicitly find functions that satisfy constraints of this form such that $h^{k+1} = h^k + h$ and $\phi^{k+1} = \phi^k + \phi$ reduce the error, thus completing the induction step.

We consider a partial Taylor expansion in the region $\mathcal{D}$, of the form

$$\mathcal{L}_\varepsilon(\varepsilon(\zeta + h^k + h), h^k + h)[v^k + \phi] = \mathcal{L}_\varepsilon(\varepsilon(\zeta + h^k), h^k)[v^k]$$

$$+ (\mathcal{L}_\varepsilon(\varepsilon(\zeta + h^k + h), h^k + h) - \mathcal{L}_\varepsilon(\varepsilon(\zeta + h^k), h^k))[v^k]$$

$$+ \mathcal{L}_\varepsilon(\varepsilon(\zeta + h^k + h), h^k + h)[\phi]$$

$$= \mathcal{L}_\varepsilon(\varepsilon(\zeta + h^k), h^k)[v^k] + \varepsilon^2 [\Box_G h + a(y) h] \partial_\zeta w + \Theta_1(h, \phi).$$

Directly using the definition of $\mathcal{L}_\varepsilon$ in (2.13) and the assumptions in $h$ and $\phi$ we check that the remainder $\Theta_1(h, \phi)$ satisfies

$$|D_y^j D_\zeta^l \Theta_1(h, \phi)| \leq C_{ijkl} \varepsilon^{k+4}(1 + |\zeta|^{k+3}) e^{-a|\zeta|}$$ (2.23)

for some constants relabeled $C_{ijkl}$. Hence we find

$$S_\varepsilon(v^k + \phi, h^k + h)$$

$$= \partial_\zeta^2 \phi + f'(w(\zeta)) \phi + S_\varepsilon(v^k, h^k) + \varepsilon^2 [\Box_G h + a(y) h] \partial_\zeta w + \Theta(h, \phi)$$ (2.24)

where $\Theta$ is a remainder that satisfies an estimate of the form (2.23). Next we choose the function $h$: We consider $h(y)$ such that the following relation holds.

$$\int_{\frac{\Gamma}{2}}^{\frac{\Gamma}{2}} \mathcal{E}(y, \zeta) \partial_\zeta w(\zeta) \, d\zeta = 0 \quad \text{for all } y \in \Gamma.$$ (2.25)

where

$$\mathcal{E}(y, \zeta) = S_\varepsilon(v^k, h^k)(y, \zeta) + \varepsilon^2 [\Box_G h(y) + a(y) h(y)] \partial_\zeta w(\zeta),$$
We can write this equation in the form
\[ J_\Gamma[h](y) = \Box h(y) + a_\Gamma(y) h(y) = g(y) \quad \text{on } \Gamma \]
where the function \( g(y) \) satisfies that for each \( j \geq 0 \)
\[ |D^j g(y)| \leq C j_k \varepsilon^{k+1} \quad \text{in } \Gamma \]
Assuming the initial conditions \( h = \partial_t h = 0 \) on \( \Gamma \cap \{t = 0\} \) we see from Lemma 2.1 that a unique solution \( h \) of this problem exists which also satisfies a bound of the form (2.22). Now, we choose \( \phi(y,\zeta) \) to be the solution of the equation
\[ \partial^2_\zeta \phi + f'(w(\zeta)) \phi + E(y,\zeta) = 0, \quad |\zeta| < \delta \varepsilon \]
given by
\[ \phi(y,\zeta) = T[E(y,\zeta)] \]
with \( T \) as in (2.15). Using Estimate (2.17) we get that \( \phi \) satisfies the bounds
\[ |D^j_y D^j_\zeta \phi(y,\zeta)| \leq C j k \varepsilon^{k+3} (1 + |\zeta|^{k+2}) e^{-|\zeta|}, \quad |\zeta| \leq \frac{\delta}{\varepsilon}. \]
With these choices of \( h \) and \( \phi \) made, we indeed have the validity of (2.21). Hence setting \( v^{k+1} = v^k + \phi, \quad h^{k+1} = h^k + h \) we get
\[ S_\varepsilon(v^{k+1}, h^{k+1}) = \Theta(h, \phi) \]
which satisfies bounds (2.23). The induction is thus complete and the proposition follows.

### 2.3. The global approximation.

We have built in Proposition 2.1 an approximation to a solution of \( S_\varepsilon(u) = 0 \) of the form
\[ u^\varepsilon_k(x,t) = w(\varepsilon^{-1} z - h_k(y)) + \phi^k(y, \varepsilon^{-1} z - h_k(y)), \quad (x,t) = Y(y) + z \nu(y), \quad (2.26) \]
which is only defined in the small neighborhood \( N \) of \( \Gamma \). We can obtain a globally defined approximation by just interpolating with the function \( \mathbb{I} \) defined in (1.8) as follows. Let us consider a smooth, nonnegative cut-off function \( \eta(s) \) such that \( \eta(s) = 1 \) for \( s < 1 \) and \( = 0 \) for \( s > 2 \), and set
\[ \chi_0(x,t) = \eta \left( \frac{|z|}{r} \right), \quad (2.27) \]
where \( 2r < \delta \) and this function is understood as zero whenever \( (x,t) \) is outside the neighborhood of \( \Gamma \) of points with coordinate \( |z| < \delta \) and \( r \) is a sufficiently small number which we will specify at the beginning of Section 4. Then we define
\[ u_\varepsilon^*(x,t) := \chi_0(x,t) u^\varepsilon_k(x,t) + (1 - \chi_0(x,t)) \mathbb{I}(x,t) \quad (2.28) \]
where the number \( k \) will be chosen sufficiently large.
3. Further coordinate systems

3.1. A canonical coordinate system in $\Gamma$. Let us consider a timelike manifold $\Gamma$ endowed with local parametrizations 

$$ (Y_l, \Lambda_l), \quad l = 1, \ldots, m. $$

The tangent space to $\Gamma$ at the point $Y = Y_l(y)$ is the $n$-dimensional space 

$$ T_Y \Gamma = \text{Span} \{ \partial_i Y_l(y) / i = 0, \ldots, n - 1 \}. $$

We denote by $\Gamma^t$ the $t$-section of $\Gamma$, namely $\Gamma^t = \Gamma \cap \{(x, t) / x \in \mathbb{R}^n\}$.

We claim that if $\Gamma^t$ is nonempty, it is a $n - 1$ dimensional smooth manifold. Indeed, writing $Y_l(y) = (t_l(y), x_l(y))$, $y \in \Lambda_l \subset \mathbb{R}^n$. (3.1)

Then $\Gamma^t$ is locally parametrized by the equations $t_l(y) = t$. This set is a smooth manifold. In fact, $\nabla_y t_l(y) \neq 0$. Indeed, if $\nabla_y t_l(y) = 0$ we would have that $T_Y \Gamma$ at $Y = Y_l(y)$ is just $\{0\} \times \mathbb{R}^n$. Hence an Euclidean normal vector is $e_0 = (1, 0, \ldots, 0)$. That contradicts the timelike condition. The section $\Gamma_t$ has a $n - 1$-dimensional tangent space $T_Y \Gamma_t$ contained in $\{0\} \times \mathbb{R}^n$. We consider a vector $E(Y) \in T_Y \Gamma$ which lies in the orthogonal complement of $T_Y \Gamma^t$. We make the unique choice of this vector with

$$ E(Y) \cdot e_0 = 1. \quad (3.2) $$

The map $Y \in \Gamma \mapsto E(Y) \in T_Y \Gamma$ defines a smooth vector field on $\Gamma$ which we will use to define a natural system of local coordinates that will be helpful for computations.

Natural coordinates on $\Gamma$ are those associated to flow lines for the vector field $E$. These are the trajectories of the differential equation on the manifold $\Gamma$

$$ \frac{dY}{ds}(s) = E(Y(s)), \quad Y(s) \in \Gamma. \quad (3.3) $$

The meaning of this equation is given by local coordinates as $Y(s) = Y_l(y(s))$, where $y(s) \in \Lambda_l \subset \mathbb{R}^n$ solves the system of equations

$$ DY_l(y(s)) \frac{dy}{ds} = E(Y_l(y(s))) $$

or equivalently the system of ODEs

$$ \frac{dy}{ds}(s) = F(y(s)) $$

where

$$ F(y) = [(DY_l(y))^T (DY_l(y))]^{-1} (DY_l(y))^T E(Y_l(y)). $$

For each point $Y^0 = (0, x_0) \in \Gamma^0$, Equation (3.3) has a unique solution $Y(s)$ with $Y(0) = Y^0$ which we denote as $Y(s, x_0)$. To be observed is that by condition (3.2) and equation (3.3), this function has the form

$$ Y(t, x_0) = (t, X(t; x_0)) $$

where $X$ is a smooth function with values in $\mathbb{R}^n$ and $X(0; x_0) = x_0$. 
Using this map we can define local coordinates on $\Gamma$ just based on coordinates on $\Gamma^0$. We regard $\Gamma^0$ as a $n-1$ dimensional manifold in $\{0\} \times \mathbb{R}^n$. We consider a family of smooth maps $X_l^0 : V_l \subset \mathbb{R}^{n-1} \to \mathbb{R}^n$ with the functions
\[ y' = (y_1, \ldots, y_{n-1}) \in V_l \mapsto (0, X_l^0(y')) \in \Gamma^0 \]
defining local coordinates for $\Gamma^0$. Then the following maps define local coordinates that parametrize entire $\Gamma$. We let $T > 0$ be any number such that $\Gamma^s$ is nonempty for all $0 \leq s \leq T$ and define
\[ \Lambda_l = [0, T] \times V_l, \quad l = 1, \ldots, m \]
and consider the maps $Y_l$ defined as
\[ Y_l(y_0, y') = Y(y_0, X_l^0(y')) = (y_0, X(y_0, X_l^0(y'))) \quad (3.4) \]

Let us consider the Minkowski metric $g^0(y)$ associated to this parametrization, defined on $\Gamma$ as
\[ g^0_{ab}(y) := \langle \partial_a Y_l(y), \partial_b Y_l(y) \rangle, \quad a, b = 0, \ldots n-1. \quad (3.5) \]

**Lemma 3.1.** The following properties of the metric $g^0$ defined above hold:
\[ g^0_{aa} = 0, \quad a = 1, \ldots n-1, \quad (3.6) \]
\[ g^0_{00} < 0. \quad (3.7) \]

The matrix $\bar{g}^0$ with coefficients
\[ [\bar{g}^0]_{ij} = g^0_{ij}, \quad i, j = 1, \ldots n-1 \]
is positive definite.

**Proof.** To be noticed is that for $a = 1, \ldots, n-1$ and $Y = Y_l(y)$ we have that $\partial_a Y_l \in T_Y \Gamma^t$ and $\partial_0 Y_l = E(Y)$.

Since $J \partial_a Y_l = \partial_0 Y_l$, then by definition of $E$ we have that
\[ g_{0a} = \langle \partial_0 Y_l, \partial_a Y_l \rangle = 0, \quad a = 1, \ldots n-1. \]

Next, let us observe that for $i, j = 1, \ldots, n-1$ we have that
\[ \langle \partial_i Y_l, \partial_j Y_l \rangle = \partial_i X_l \cdot \partial_j X_l, \]
where, in agreement with $(3.4)$, $X_l(y_0, y') = X(y_0, X_l^0(y'))$. Besides the $n-1$ vectors $\xi_i(t) := \partial_i X_l(t, y')$ are linearly independent. This follows from the fact that all vectors $\xi_i(t)$ are solutions of a linear system of the form
\[ \frac{d\xi_i}{dt}(t) = A(t)[\xi_i(t)]. \]

They are linearly independent at $t = 0$ since they are associated to local coordinates for the manifold $\Gamma^0$, and that property is preserved in time. Let $\Xi(t)$ be the matrix whose columns are $\xi_i(t)$. Then the matrix
\[ g^0(y_0, y') = \Xi(y_0)^T \Xi(y_0) \]
is non-singular, in fact positive definite.

Finally, $(3.6)$ and the positive definiteness of $\bar{g}^0$ implies that $g_{00}$ and $\det g$ have the same sign, so $(3.7)$ follows from $(2.9)$.

The proof is concluded. □
A nice characteristic of the local coordinates built above is that they allow to express the $\Box^\Gamma$ operator in a clean way as a second order wave operator. That leads to a clean proof of Lemma 2.1

3.2. Proof of Lemma 2.1. We want to solve the equation

$$\Box^\Gamma h + a^\Gamma h = q \quad \text{in } \Gamma$$
$$h = \partial_t h = 0 \quad \text{on } \Gamma \cap \{t = 0\}. \quad (3.8)$$

for a given function $g$. In local coordinates around $\Lambda = [0, T] \times V_l$ the equation is expressed as

$$\frac{1}{\sqrt{|\det g^0(y)|}} \partial_t (\sqrt{|\det g^0(y)|} g^{0,ab}(y) \partial_b h) + a^\Gamma(y) h = q(y) \quad (3.9)$$

As customary we write $g^{0,ab}(y)$ for the entries of the matrix $(g^0(y))^{-1}$. From the previous lemma, we see that

$$(g^0(y))^{-1} = \begin{bmatrix} (g^0_{00}(y))^{-1} & 0 \\ 0 & (g^0(y))^{-1} \end{bmatrix}.$$ 

and hence, naturally relabeling $y = (t, y')$, (3.9) can be written in the coordinate patch $[0, T] \times V_l$ in the form

$$-\partial_t^2 h + a_{ij}(t, y') \partial_{ij} h + b_0(t, y') \partial_t h + b_i(t, y') \partial_i h + a^\Gamma(t, y') h = Q(t, y'),$$
$$h(0, y') = h(t, 0) = 0, \quad y' \in V_l. \quad (3.10)$$

for certain coefficients $b_\alpha$, where

$$a_{ij}(t, y') = g^{0}_{00}(t, y') g^{0,ij}(t, y'),$$
$$a^\Gamma(t, y') = g^{0}_{00}(t, y') a^\Gamma(t, y'),$$
$$Q(t, y') = g^{0}_{00}(t, y') q(t, y').$$

The matrix with entries $a_{ij}(t, y)$ is uniformly positive definite. If we consider a smooth bounded domain $\Omega \subset V_l$ and restrict equation (3.10) to $\Omega$ with zero boundary conditions, the standard theory for linear wave equations based on energy estimates, as developed in [14], Section 7.2 yields existence and regularity with uniform controls in Sobolev spaces of arbitrary order in terms of corresponding norms of $Q$.

Existence of a solution of the full problem (3.8) follows from a standard argument using a partition of unity on $\Gamma$, while uniqueness is a byproduct of energy identities. That solution clearly has uniform controls as stated thanks to Sobolev embeddings. The proof is complete.

3.3. modified Fermi coordinates. In our later arguments, we will need to glue together estimates close to and far from $\Gamma$. In order to do this, it is convenient to introduce a new coordinate system in a neighborhood of $\Gamma$. These will coincide with Fermi coordinates near $\Gamma$ and farther from $\Gamma$, they will have the property that the timelike variable coincides with the $t$ variable of standard $(x, t)$ coordinates.
We will mostly\(^1\) abuse notation somewhat and not distinguish between Fermi coordinates and modified Fermi coordinates. Thus we will continue to write the coordinates as \((y, z)\), where \(y = (y_0, y') = (y_0, \ldots, y_{n-1})\). Similarly, we will generally write \(g_{\alpha\beta}\) to denote the metric tensor with respect to these coordinates.

To state the main properties of this coordinate system, we first need to introduce some notation. Let
\[
Y_l : \Lambda_l \to \Gamma, \quad l = 1, \ldots, m \quad \text{for} \quad \Lambda_l = [0, T] \times V_l
\]
be the canonical local parametrizations fixed in Section 3.1. With this notation, given \(T_1 < T\), the modified Fermi coordinate system will be defined locally via
\[
(x, t) = \Phi_l(y, z), \quad (y, z) \in [0, T_1] \times V_l \times (-\delta_1, \delta_1)
\]
for some map \(\Phi_l : [0, T_1] \times V_l \times (-\delta_1, \delta_1) \to \mathbb{R}^{1+n}\) and some \(\delta_1 \leq \delta\), both constructed in the proof of Lemma 3.2 below. We will choose these maps to be independent of \(l\) in the sense that
\[
\text{if } Y_l(y) = Y_k(\tilde{y}) \text{ for } y \in \Lambda_l \text{ and } \tilde{y} \in \Lambda_k, \text{ then } \Phi_l(y, z) = \Phi_k(\tilde{y}, z).
\]
This implies that \(\{\Phi_l\}_l\) will induce a well-defined function
\[
\Phi : [0, T_1] \times \Gamma^0 \times (-\delta_1, \delta_1) \to \mathbb{R}^{1+n}
\]
defined by setting \(\Phi(y_0, X_0(y'), z) := \Phi_l(y_0, y', z).\) We will abuse notation somewhat and write \(\Phi\) to mean either this function or else its representative \(\Phi_l\) with respect to a generic local parametrization \(X_0 : V_l \to \Gamma^0\), depending on the context.

We will use the notation \(\left[ g_{\alpha\beta} \right]_{\alpha, \beta = 0}^n\) for components of the metric tensor in local coordinates:
\[
g_{\alpha\beta}(y, z) := \left( \frac{\partial \Phi_l}{\partial y_\alpha}, \frac{\partial \Phi_l}{\partial y_\beta} \right)_m, \quad \alpha, \beta = 0, \ldots, n, \quad \text{with} \quad \frac{\partial}{\partial y_n} := \frac{\partial}{\partial z}.
\]
Similarly, \(\left[ g^{\alpha\beta} \right]_{\alpha, \beta = 0}^n\) denotes the inverse metric tensor.

**Lemma 3.2.** There exists coordinates as described above and numbers \(r_2 < r_1 \leq \delta_1/2\) with the following properties.

First, \(\Phi(y, z) = Y(y) + zv(y)\) for \(|z| < r_2\), where \(Y\) is the canonical parametrization of \(\Gamma\) from (3.4), and thus
\[
\begin{align*}
g_{0i} &= g^{0i} = O(|z|) \quad \text{for } i = 1, \ldots, n, \\
g_{0n} &= g^{0n} = 0 & \text{for } i = 0, \ldots, n-1, \\
g_{nn} &= g^{nn} = 1
\end{align*}
\]
when \(|z| < r_2\) \hspace{1cm} (3.13)

and
\[
\frac{\partial}{\partial z} \det(g(y, z)) \bigg|_{z = 0} = 0. \hspace{1cm} (3.14)
\]

Second,
\[
y_0 = t \quad \text{when } (x, t) = \Phi(y, z), \quad \text{if} \quad \begin{cases} |z| \geq r_1 \\ y_0 = 0. \end{cases} \quad \text{or} \hspace{1cm} (3.15)
\]

Finally,
\[
\begin{align*}
g_{00}, \quad g^{00} &< 0 \\
\left[ g_{ij} \right]_{i, j = 1}^n, \left[ g^{ij} \right]_{i, j = 1}^n &\text{ are positive definite}
\end{align*}
\]
\hspace{1cm} (3.16)

\(^1\)except in the proof of Lemma 3.2 in Appendix A, in which we need to distinguish carefully between the different coordinate systems.
everywhere in \([0, T_1] \times V_l \times (-\delta_1, \delta_1)\) for all \(l\).

We defer the proof to Appendix A. Conclusions (3.13) and (3.14) will be immediate from our construction and from properties of Fermi coordinates noted above. Properties (3.15) will be useful when we patch together energy estimates near and far from \(\Gamma\). Condition (3.16) is the point in the proof that requires the most attention. It is needed to guarantee coercivity of energy estimates computed with respect to this coordinate system.

4. Linear theory

We are interested in linear estimates associated to the operator

\[
L_{\varepsilon}[\varphi] := \Box \varphi + \frac{1}{\varepsilon^2} f'(u^*_\varepsilon) \varphi
\]

obtained by linearizing (1.1) around the global approximate solution \(u^*_\varepsilon\) constructed in Sections 2.2 and 2.3. We first introduce some notation.

Recall that the construction of modified Fermi coordinates introduced induces a map \(\Phi : [0, T_1] \times \Gamma^0 \times (-\delta_1, \delta_1) \rightarrow \mathbb{R}^{1+n}\) for \(s \in [0, T_1]\) we will write

\[
\Sigma_s^{nr} := \{ \Phi(s, y', z) : y' \in \Gamma^0, |z| < \delta_1 \},
\]

Our standing assumptions imply that \(\Gamma_s = \{ \Phi(s, y', 0) : y' \in \Gamma^0 \}\) divides \(\{s\} \times \mathbb{R}^n\) into two disjoint open components, say \(O_s^+\) and \(O_s^\times\), with \(O_s^\times\) being bounded. The same thus holds for \(\Gamma_{s, z} := \{ \Phi(s, y', z) : y' \in \Gamma^0 \}\) whenever \(r_1 \leq |z| < \delta_1\), since then (3.15) implies that \(\Gamma_{s, z}\) is a subset of \(\{s\} \times \mathbb{R}^n\) that retracts onto \(\Gamma_s\). For \(s \in [0, T_1]\) we define

\[
\Sigma_s^- := \text{the bounded component of } (\{s\} \times \mathbb{R}^n) \setminus \Gamma_{s, -r_1},
\]

\[
\Sigma_s^+ := \text{the unbounded component of } (\{s\} \times \mathbb{R}^n) \setminus \Gamma_{s, r_1},
\]

\[
\Sigma_{s, \text{far}} := \Sigma_s^+ \cup \Sigma_s^-,
\]

\[
\Sigma_s := \Sigma_s^{nr} \cup \Sigma_{s, \text{far}},
\]

\[
\Sigma := \bigcup_{s \in [0, T_1]} \Sigma_s.
\]

For \(0 < \rho \leq \delta_1\) we will also use the notation

\[
\mathcal{N}_s = \{ \Phi(y_0, y', z) : (y_0, y', z) \in [0, T_1] \times \Gamma^0 \times (-\rho, \rho) \}.
\]

Next, we specify that the cutoff function \(\chi_0\) in the definition of \(u^*_\varepsilon\) in (2.28), satisfies

\[
\chi_0 = 1 \text{ in } \mathcal{N}_{r_2/4}, \quad \chi_0 = 0 \text{ in } \Sigma \setminus \mathcal{N}_{r_2/2}.
\]

The exponential rate of approximation of the local approximate solution \(u_{\varepsilon}^k\) in (2.26) towards \(\pm 1\) away from \(\Gamma\), as well as that of its derivatives, and the fact the derivatives of the cut-off involved in the definition of \(u^*_\varepsilon\), imply that for every \(l\) we have,

\[
\sup_{\mathcal{N}_{r_1}} |D^l(u_{\varepsilon}^k - u^*_\varepsilon)| \leq C e^{-c/\varepsilon}
\]

for suitable constants \(C, c\) (depending on \(l\)).

Hence in \(\mathcal{N}_{\delta_1}\), writing \(u_{\varepsilon}^*\) as a function of modified Fermi coordinates \((y, z)\),

\[
u_{\varepsilon}(y, z) = w_{\varepsilon}(y, z) + \phi(y, z), \quad w_{\varepsilon}(y, z) = w\left(\frac{z}{\varepsilon} - h(y)\right)
\]

where \(w\) is the heteroclinic (1.3) and \(h, \phi\) satisfy (2.19). We will prove
Proposition 4.1. Given a smooth function \( \eta \in L^2(\Sigma) \) and smooth data \((\varphi_0, \varphi_1) \in H^1 \times L^2(\mathbb{R}^n)\), there exists a smooth solution \( \varphi : \Sigma \to \mathbb{R} \) to the initial value problem

\[
L_\varepsilon[\varphi] = \eta \quad \text{in} \quad \Sigma, \quad (\varphi, \partial_t \varphi) \bigg|_{t=0} = (\varphi_0, \varphi_1).
\]

(4.5)

In addition, there exist \( C, \varepsilon_0 > 0 \), depending only on \( \Gamma \) and \( T_1 \) and \( \delta_1 \), such that for every \( s \in [0, T_1] \) and \( \varepsilon \in (0, \varepsilon_0) \), we have the estimate

\[
\int_{\Sigma_s} \varepsilon^2 (|\nabla_x \varphi|^2 + (\partial_t \varphi)^2) + \varphi^2 
\leq C \int_0^s \left( \int_{\Sigma_s} \eta^2 \right) d\sigma + C \int_{\mathbb{R}^n} \left[ |\nabla_x \varphi_0|^2 + |\varphi_1|^2 + \frac{1}{\varepsilon^2} \varphi_0^2 \right] dx.
\]

(4.6)

In (4.6), the integrals over \( \Sigma_s \) are with respect to the induced Euclidean \( n \)-dimensional volume. (In fact we will employ a variety of different \( n \)-forms in our arguments, but all of them are uniformly comparable to the Euclidean \( n \)-volume.)

The point of the proposition is the estimate; existence of a solution is standard and we will not discuss it.

Note that even when \( \eta = 0 \), the estimate as stated allows the terms on the left-hand side to be larger by a factor of \( \varepsilon^{-2} \) than the corresponding terms on the right-hand side. In fact our proof yields a sharper estimate, see Remark 4.1.

However, (4.6) is sufficient for our later purposes.

Proof of Proposition 4.1. 1. Our overall aim is to construct some quantity \( E(s) \) that controls the left-hand side of (4.6), and that satisfies a differential inequality allowing for the application of Grönwall’s inequality. This quantity will be constructed by integrating an energy density over \( \Sigma_s \) with respect to well-chosen \( n \)-forms. We will treat \( \Sigma^\text{nr}_s \) and \( \Sigma^\text{far}_s \) separately.

We start by describing the \( n \)-form we will employ on \( \Sigma^\text{nr}_s \). First, fix a volume form on \( \Gamma^0 \), which we will write in local coordinates as \( \omega^0(y')dy' \). Let \( \chi^\text{nr} : \mathbb{R} \to [0, 1] \) be a smooth function such that

\[
-C(r_1) \leq \partial_z \chi^\text{nr} \leq 0, \quad \chi^\text{nr}(z) = 1 \quad \text{for} \quad |z| \leq r_1, \quad \chi^\text{nr}(z) = 0 \quad \text{for} \quad |z| \geq 2r_1
\]

for \( r_1 \) defined in (3.15). Then we define \( \omega_s^\text{nr} \) to be the \( n \)-form on \( \Sigma^\text{nr}_s \) written in local coordinates as

\[
\omega_s^\text{nr} = \omega^0(y') \chi^\text{nr}(z) dy'.
\]

Thus for any \( s \in [0, T_1] \) and function \( f = f(s, y', z) \) on \( \Sigma^\text{nr}_s \cong \{s\} \times \Gamma^0 \times (-\delta_1, \delta_1) \),

\[
\int_{\Sigma^\text{nr}_s} f \omega_s^\text{nr} = \int_{-\delta_1}^{\delta_1} \int_{y' \in \Gamma^0} f(s, y', z) \omega^0(y') dy' \chi^\text{nr}(z) dz.
\]

We next define \( \omega_s^\text{far} \) as the \( n \)-form on \( \Sigma^\text{far}_s \) written in \((x, t)\) coordinates as

\[
\omega_s^\text{far} := \chi^\text{far}(s) dx
\]

where \( \chi^\text{far} \in C^\infty(\mathcal{O}) \) satisfies

\[
\chi^\text{far} = 1 \quad \text{outside of} \quad \mathcal{N}_{\delta_1}
\]

and in \( \mathcal{N}_{\delta_1} \), writing \( \chi^\text{far} \) as a function of modified Fermi coordinates \((y, z)\),

\[
\chi^\text{far}(y, z) = 1 - \chi^\text{nr}(z).
\]

Finally we will define \( \omega_s := \omega_s^\text{far} + \omega_s^\text{nr} \), an \( n \)-form on \( \Sigma_s \) that is uniformly comparable to the induced Euclidean \( n \)-volume.
We now derive an energy identity in modified Fermi coordinates near $\Gamma$. In doing so, we will write the solution $\varphi$ of (4.5) as a function of modified Fermi coordinates $(y, z)$, and we will identify $\frac{\partial}{\partial y^a}$ with $\frac{\partial}{\partial z^a}$. In these coordinates, we find\footnote{In the discussion that contains (2.4), we were interested in Fermi coordinates, but (2.4) is completely general, and the particular choice of coordinates was used only later. In any case this is standard.} from (2.4) that (4.5) has the form
\[
\frac{1}{\sqrt{|\det g|}} \frac{\partial}{\partial y^a} \left( \sqrt{|\det g|} g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \right) + \frac{1}{\varepsilon^2} f'(u^*_z) \varphi = \eta. 
\]
We rewrite this as
\[
\frac{1}{\omega^0} \frac{\partial}{\partial y^a} \left( \omega^0 g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \right) + b^\beta \frac{\partial \varphi}{\partial y^\beta} + \frac{1}{\varepsilon^2} f'(u^*_z) \varphi = \eta,
\]
for
\[
b^\beta := \frac{\omega^0}{\sqrt{|\det g|}} g^{\alpha \beta} \frac{\partial}{\partial y^\alpha} \left( \frac{\sqrt{|\det g|}}{\omega^0} \right). \]
We multiply this equation by $\partial_y \varphi$ and rewrite. This gives rise to a number of terms. An easy term is
\[
\varepsilon^{-2} f'(u^*_z) \frac{\partial \varphi}{\partial y^0} = \varepsilon^{-2} \frac{\partial}{\partial y^0} \left( \frac{1}{2} f'(u^*_z) \varphi^2 \right) - \varepsilon^{-2} \frac{\partial^2 \varphi}{\partial y^0} \frac{\partial}{\partial y^0} (f'(u^*_z)),
\]
The error term $b^\beta \partial_y \varphi \varphi$ we keep as it is. The leading term is rewritten as follows:
\[
\frac{1}{\omega^0} \frac{\partial}{\partial y^a} \left( \omega^0 g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \right) \frac{\partial \varphi}{\partial y^a} = \frac{1}{\omega^0} \frac{\partial}{\partial y^a} \left( \omega^0 g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \frac{\partial \varphi}{\partial y^\alpha} \right) - g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \frac{\partial^2 \varphi}{\partial y^\alpha \partial y^\beta} \\
= \frac{1}{\omega^0} \frac{\partial}{\partial y^a} \left( \omega^0 g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \frac{\partial \varphi}{\partial y^\alpha} \right) - \frac{1}{2} \frac{\partial}{\partial y^0} \left( g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \frac{\partial \varphi}{\partial y^\alpha} \right) \\
+ \frac{1}{2} \frac{\partial g^{\alpha \beta}}{\partial y^\beta} \frac{\partial \varphi}{\partial y^\alpha} \frac{\partial \varphi}{\partial y^\beta}.
\]
We substitute these computations into the equation, write $\frac{\partial}{\partial y^0} (\cdots)$ as $\frac{\partial}{\partial y^0} (\cdots) + \frac{\partial}{\partial y^i} (\cdots)$, where $i$ runs from 1 to $n$, and rearrange to obtain
\[
\frac{\partial}{\partial y^0} \left( -g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \frac{\partial \varphi}{\partial y^\alpha} + \frac{1}{2} g^{\alpha \beta} \frac{\partial \varphi}{\partial y^\beta} \frac{\partial \varphi}{\partial y^\alpha} \right) - \frac{\partial^2 \varphi}{\partial y^0} \frac{\partial}{\partial y^0} (f'(u^*_z)) \\
= \frac{1}{\omega^0} \frac{\partial}{\partial y^i} \left( \omega^0 g^{i \beta} \frac{\partial \varphi}{\partial y^\beta} \frac{\partial \varphi}{\partial y^i} \right) + \frac{1}{2} \frac{\partial}{\partial y^0} \left( g^{i \alpha} \frac{\partial \varphi}{\partial y^\alpha} \frac{\partial \varphi}{\partial y^i} \right) \\
- \frac{\partial^2 \varphi}{\partial y^0} \frac{\partial}{\partial y^0} (f'(u^*_z)) + b^\beta \frac{\partial \varphi}{\partial y^\beta} \frac{\partial \varphi}{\partial y^0} - \eta \frac{\partial \varphi}{\partial y^0}.
\]
Note also that the quadratic form \(a^{ab}\partial a\partial b\phi\) does not depend on the choice of local coordinates on \(\Gamma^0\). We will write
\[
e^{nr}_\varepsilon(\phi) = \left(\frac{1}{2} a^{\alpha\beta} \frac{\partial \phi}{\partial y_\alpha} \frac{\partial \phi}{\partial y_\beta} - f'(u^*_\varepsilon) \frac{\phi^2}{2\varepsilon^2}\right),
\]
(4.10)
With this notation, (4.7) becomes
\[
\frac{\partial}{\partial y_0} \left(e^{nr}_\varepsilon(\phi)\right) = \frac{1}{\omega^0} \frac{\partial}{\partial y_1} \left(\omega^0 g^{i\beta} \frac{\partial \phi}{\partial y_\alpha} \frac{\partial \phi}{\partial y_\beta} \right) + \frac{1}{2} \left(\frac{\partial}{\partial y_0} g^{\alpha\beta}\right) \frac{\partial \phi}{\partial y_\alpha} \frac{\partial \phi}{\partial y_\beta} - \frac{\phi^2}{2\varepsilon^2} \frac{\partial}{\partial y_0}(f'(u^*_\varepsilon)) + b^\beta \frac{\partial \phi}{\partial y_\beta} - \eta \frac{\partial \phi}{\partial y_0}.
\]
(4.11)
We will also write
\[
E^{nr}_\varepsilon(s; \phi) = E^{nr}_\varepsilon(s) = \int_{\Sigma^r_\varepsilon} e^{nr}_\varepsilon(\phi) \omega^{nr}_s = \int_{\Sigma^r_\varepsilon} e^{nr}_\varepsilon(\phi) \omega^0(y) \chi^{nr}(z) dy' dz
\]
3. We will next integrate (4.11) with respect to the n-form \(\omega^0\) over \(\Sigma^r_\varepsilon\). First note that since \(\omega^0\) and \(\chi^{nr}\) are independent of \(y_0\),
\[
\int_{\Sigma^r_\varepsilon} \frac{\partial}{\partial y_0} \left(e^{nr}_\varepsilon(\phi)\right) \omega^0_s = \int_{-\delta_1}^{\delta_1} \frac{\partial}{\partial y_0} \left(e^{nr}_\varepsilon(\phi)\right) \chi^{nr}(z) \omega^0(y) dy' dz \bigg|_{y_0=s} = \frac{d}{ds} E^{nr}_\varepsilon(s).
\]
Next, for every \(z \in (-\delta_1, \delta_1)\), let \(X(\cdot; z)\) denote the vector field on \(\Gamma^0\) whose \(i\)th component in local coordinates on \(\Gamma^0\) is given by \(X^i(y') = g^{i\beta} \frac{\partial \phi}{\partial y_\beta} \omega^0(y', s, y', z)\). For every fixed \(z, s\), the divergence of \(X(s, \cdot, z)\) on \(\Gamma^0\) with respect to the \(n-1\)-form \(\omega^0(y') dy'\) is
\[
\text{div}_{\omega^0} X = \frac{1}{\omega^0} \sum_{i=1}^{n-1} \frac{\partial}{\partial y_i}(\omega^0 X^i).
\]
Since \(\Gamma_0\) is a compact manifold without boundary, \(\int_{\Gamma_0} \left(\text{div}_{\omega^0} X\right) \omega^0(y') dy' = 0\). Thus
\[
\int_{\Sigma^r_\varepsilon} \frac{1}{\omega^0} \frac{\partial}{\partial y_1} \left(\omega^0 g^{i\beta} \frac{\partial \phi}{\partial y_\alpha} \frac{\partial \phi}{\partial y_\beta} \right) \omega^0_s = \int_{-\delta_1}^{\delta_1} \int_{\Gamma_0} \frac{\partial}{\partial y_1} \left(\omega^0 \frac{\partial \phi}{\partial y_\alpha} \frac{\partial \phi}{\partial y_\beta} \right) dy' \chi^{nr}(z) dz \bigg|_{y_0=s} = -\int_{-\delta_1}^{\delta_1} \int_{\Gamma_0} \frac{\partial}{\partial y_1} \left(\omega^0 \frac{\partial \phi}{\partial y_\alpha} \frac{\partial \phi}{\partial y_\beta} \right) \chi^{nr}(z) dy' dz \bigg|_{y_0=s}.
\]
By integrating (4.11) we thus obtain
\[
\frac{d}{ds} E^{nr}_\varepsilon(s) = -\int_{-\delta_1}^{\delta_1} \int_{\Gamma_0} g^{n\beta} \frac{\partial \phi}{\partial y_\beta} \frac{\partial \phi}{\partial y_0} \left(\chi^{nr}(z) \omega^0(y') dy' dz\right) \bigg|_{y_0=s} + \int_{\Sigma^r_\varepsilon} \left(-\frac{\partial}{\partial y_0}(f'(u^*_\varepsilon)) \frac{\phi^2}{2\varepsilon^2} + b^\beta \frac{\partial \phi}{\partial y_\beta} - \eta \frac{\partial \phi}{\partial y_0}\right) \omega^0_s + \int_{\Sigma^r_\varepsilon} \left(\frac{1}{2} (\partial_0 g^{n\beta}) \frac{\partial \phi}{\partial y_\alpha} \frac{\partial \phi}{\partial y_\beta} - \eta \frac{\partial \phi}{\partial y_0}\right) \omega^{nr}.
\]
(4.12)
4. We next derive a (completely standard) parallel identity far from \(\Gamma\).
The counterpart of \((a^{\alpha\beta})\), defined as in (4.8), but starting from the Minkowski metric tensor \(J\) in standard \((x,t)\) coordinates, is just the identity tensor \((\delta^{ab})\). We thus define

\[
e_{far}^\varepsilon(\varphi) := \frac{1}{2} \left[ (\partial_t \varphi)^2 + |\nabla_x \varphi|^2 - f'(u_\varepsilon) \frac{\varphi^2}{\varepsilon^2} \right] = \frac{1}{2} \left[ (\partial_t \varphi)^2 + |\nabla_x \varphi|^2 + \frac{\sigma}{\varepsilon^2} \varphi^2 \right]
\]

where \(\sigma = -f'(\pm 1)\) and we have used the fact that \(u_\varepsilon^* = \pm 1\) in \(\Sigma^{far}\). We also set

\[
E_{far}^\varepsilon(s; \varphi) := E_{far}^\varepsilon(s) = \int_{\Sigma_{s}^{far}} e_{far}^\varepsilon(\varphi) \omega_s^{far}.
\]

Then arguments like those in the derivation of (4.12), but significantly easier, lead to the identity

\[
\frac{d}{ds} E_{far}^\varepsilon(s) = -\int_{\Sigma_{s}^{far}} \partial_\varphi \frac{\partial \varphi}{\partial t} \frac{\partial \chi_{far}}{\partial x_i} dx + \int_{\Sigma_{s}^{far}} e_{far}^\varepsilon(\varphi) \frac{\partial \chi_{far}}{\partial t} dx + \int_{\Sigma_{s}^{far}} -\eta \frac{\partial \varphi}{\partial y_0} \chi_{far}(s, x) dx.
\]

5. As mentioned earlier, we plan to construct a quantity \(E(s)\) which satisfies a differential inequality allowing for the application of Grönwall's inequality. This will have the form

\[
E(s) := E_{far}^\varepsilon(s) + E_{far}^\varepsilon(s) + \frac{C}{\varepsilon} \int_{\Gamma_0} \gamma(s, y') \omega'(y') dy.
\]

where \(\gamma : \Gamma \to \mathbb{R}\) is a function defined in (4.19) below, arising as a component in a decomposition of \(\varphi\), and \(C\) is also fixed below. These are needed to guarantee that \(E(s)\) bounds suitable norms of \(\varphi\); this is not completely straightforward, since the quantity \(-\varepsilon^{-2} f'(u_\varepsilon^*) \varphi^2\) appearing in \(E_{far}^\varepsilon(s)\) is negative in places.

We next derive the relevant bounds. In doing so, we will define \(\gamma\) and fix the constant \(C\) in (4.14).

It is convenient to decompose \(E_{far}^\varepsilon(s)\) into pieces. Recall from Lemma 3.2 that modified Fermi coordinates coincide with actual Fermi coordinates in \(\mathcal{N}_{r_2}\). To take advantage of this, we fix \(\chi_1 : \mathbb{R} \to [0, 1]\) to be a smooth function such that

\[
|\partial_z \chi_1| \leq C(r_2), \quad \chi_1(z) = 1 \text{ for } |z| \leq \frac{1}{2} r_2, \quad \chi_1(z) = 0 \text{ for } |z| \geq r_2.
\]

We then split \(E_{far}^\varepsilon(s)\) into two pieces as follows.

\[
I_1 := \int_{\Sigma_2^r} e_{far}^\varepsilon(\varphi) \chi_1^2(z) \omega_s^{far}, \quad I_2 := \int_{\Sigma_2^r} e_{far}^\varepsilon(\varphi)(1 - \chi_1^2(z)) \omega_s^{far}.
\]

Concerning \(I_2\), we only note that we have arranged in (2.28), (4.3) that \(u_\varepsilon^* = \pm 1\), and hence \(-f'(u_\varepsilon^*) = \sigma\) when \(|z| \geq r_2/2\), so

\[
I_2 = \frac{1}{2} \int_{\Sigma_2^r} \left( a^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi + \frac{\sigma}{\varepsilon^2} \varphi^2 \right) (1 - \chi_1^2(x)) \omega_s^{far}.
\]

Next, it follows from (4.8) and properties of Fermi coordinates, see (3.13), that

\[
I_1 = \frac{1}{2} \int_{r_2}^{r_2} \left( a^{ab} \partial_a \varphi \partial_b \varphi + \frac{\sigma}{\varepsilon^2} \varphi^2 \right) \chi_1^2(z) \omega_0(y') dz dy'.
\]
It is clear that \( I \) (for the duration of the estimate of \( I_1 \), all integrals are evaluated at \( y_0 = s \)). We define \( \varphi(y', z) := \varphi(y', z) \chi_1(z) \). Then

\[
I_1 = \frac{1}{2} \int_{r_2}^{r_1} \int_{-r_2}^{r_2} \partial_a \varphi \cdot \partial_b \varphi \cdot \omega(\varphi) \, dz \, dy' + \frac{1}{2} \int_{r_2}^{r_1} \int_{-r_2}^{r_2} \left( (\partial_z \varphi)^2 - \frac{1}{\epsilon^2} f'(u_*) \varphi^2 \right) \omega(\varphi) \, dz \, dy'
\]

\[
- \int_{r_2}^{r_1} \int_{-r_2}^{r_2} \left( \frac{1}{\epsilon^2} \chi_1^2 \varphi^2 + \chi_1 \chi_1' \varphi \partial_z \varphi \right) \omega(\varphi) \, dz \, dy'
\]

\[
= I_{1,1} + I_{1,2} - I_{1,3}.
\] (4.16)

It is clear that \( I_{1,1} \) is positive definite. We write \( \varphi \partial_z \varphi = \frac{1}{2} \partial_z (\varphi^2) \) and integrate by parts to obtain

\[
|I_{1,1}| \leq C \int_{r_2}^{r_1} \int_{-r_2}^{r_2} \varphi^2 \omega(\varphi) \chi_{\nu r}(z) \, dz \, dy'.
\] (4.17)

Since \( \varphi^2 = \chi_1^2 \varphi^2 + (1 - \chi_1^2) \varphi^2 = \varphi^2 + (1 - \chi_1^2) \varphi^2 \), it follows from (4.15) that

\[
|I_{1,1}| \leq C \left( \epsilon^2 I_2 + \int_{r_2}^{r_1} \int_{-r_2}^{r_2} \varphi^2 \omega(\varphi) \, dz \, dy' \right).
\]

We now split \( \varphi \) as

\[
\varphi(y, z) = \varphi(y, z) + \gamma(y) \partial_z w(z, y, z),
\] (4.18)

where \( w(z, y, z) = w(\zeta - h(y)) \) and

\[
\gamma(y) := \frac{\epsilon}{2} \int_{R} \varphi(y, z) \partial_z w(z, y, z) \, dz, \quad \Xi := \int_{R} w^2(\zeta) \, d\zeta.
\] (4.19)

The definition implies that

\[
\int_{R} \varphi^2(y, z) \partial_z w(z) \, dz = 0
\] (4.20)

for all \( y \) and hence that

\[
\int_{\Sigma R} \varphi^2 \omega_{\nu r} = \int_{r_2}^{r_1} \int_{-r_2}^{r_2} (\varphi^2) \omega(\varphi) \, dz \, dy' + \frac{\Xi}{\epsilon} \int_{r_2}^{r_1} \gamma^2 \omega(\varphi) \, dy'.
\] (4.21)

In terms of \( \varphi^2 \) and \( \gamma \), our above estimate of \( I_{1,3} \) takes the form

\[
|I_{1,3}| \leq C \epsilon^2 I_2 + C \int_{r_2}^{r_1} \int_{-r_2}^{r_2} (\varphi^2) \omega(\varphi) \, dz \, dy' + \frac{C}{\epsilon} \int_{r_2}^{r_1} \gamma^2 \omega(\varphi) \, dy'.
\] (4.22)

Turning to \( I_{1,2} \), and omitting “\( \, dz \)” and “\( \omega(\varphi) \, dy' \)” when no confusion can result, we now set \( f'(u_*) = f'(\pm 1) = \sigma \) for \( |z| \geq r_2 \), and we rewrite

\[
I_{1,2} = \frac{1}{2} \int_{r_2}^{r_1} \int_{R} (\partial_z \varphi)^2 - \frac{1}{\epsilon^2} f'(u_*) (\varphi^2)
\]

\[
= \int_{r_2}^{r_1} \int_{R} \gamma \partial_z^3 w(z) \partial_z (\varphi^2) + \frac{\gamma}{2} \partial_z w(z) - \frac{1}{\epsilon^2} f' \partial_z w(z) \gamma \partial_z w(z) (\varphi^2 + \frac{\gamma}{2} \partial_z w(z)).
\]

\[
= I_{1,2,1} + I_{1,2,2}.
\]

We integrate by parts in the \( z \) variable and use the fact that \( \partial_z^3 w + \epsilon^2 f'(w) \partial_z w = 0 \) to find that

\[
I_{1,2,2} = \int_{r_2}^{r_1} \int_{R} \frac{1}{\epsilon^2} (f'(w) - f'(u_*)) \gamma \partial_z w(z) (\varphi^2 + \frac{\gamma}{2} \partial_z w(z)).
\]
It follows from (4.4), (2.19) that $|f'(w_ε) - f'(u_ε^*)| \leq Cε^2$ everywhere, and as a result,

$$|I_{1.2,2}| \leq C \int_{\Gamma_0} (|γ∂_z w_ε| |\bar{ϕ}^⊥| + γ^2 (∂_z w_ε)^2) \leq \frac{C}{ε} \int_{\Gamma_0} γ^2 + C \int_{\Gamma_0} (\bar{ϕ}^⊥)^2. \quad (4.23)$$

Next, because $∫ \bar{ϕ}^⊥ ∂_z w_ε = 0$, it follows from (1.4) that there exists some $c > 0$ such that

$$\int_R (∂_z \bar{ϕ}^⊥)^2 - \frac{1}{ε^2} f'(w_ε)(\bar{ϕ}^⊥)^2 dz \geq c \int_R (∂_z \bar{ϕ}^⊥)^2 + \frac{1}{ε^2} (\bar{ϕ}^⊥)^2 dz$$

for every $y'$. Arguing as with (4.23), we infer that

$$I_{1.2,1} \geq c \int_{\Gamma_0} \int_R (∂_z \bar{ϕ}^⊥)^2 + \frac{1}{ε^2} (\bar{ϕ}^⊥)^2 Ω^0(y') dz dy' + \frac{1}{2} \int_{\Gamma_0} \int_R \frac{1}{ε} (f'(w_ε) - f'(u_ε^*)) (\bar{ϕ}^⊥)^2 Ω^0(y') dz dy' \geq c \int_{\Gamma_0} \int_R (∂_z \bar{ϕ}^⊥)^2 + \frac{1}{ε^2} (\bar{ϕ}^⊥)^2 Ω^0(y') dz dy' \quad (4.24)$$

for $ε$ sufficiently small.

Next, we consider $I_{1.1}$. By compactness, there exists some $c > 0$ such that, if we write $a^{ab}_0(y) := a^{ab}(y, 0)$, then for every $ξ = (ξ_0, ..., ξ_{n-1}) ∈ R^n$,

$$ca^{ab}_0(y)ξ_aξ_b \leq a^{ab}(y, z)ξ_aξ_b \leq c^{-1}a^{ab}_0(y)ξ_aξ_b \quad \text{for all } (y, z) ∈ [0, T_1] × Γ^0 × (-δ_1, δ_1).$$

Then noting that $∂_h∂_z w_ε(y, z) = -\frac{1}{ε} w''(\xi - h(y))∂_h h(y) = -ε ∂_zz w_ε ∂_h h$,

$$I_{1.1} \geq \frac{c}{2} \int_{\Gamma_0} \int_R a^{ab}_0(y) [∂_a \bar{ϕ}^⊥ ∂_b \bar{ϕ}^⊥ + θ_α γ ∂_b γ (∂_z w_ε)^2 + ε^2 γ^2 (∂_zz w_ε)^2 ∂_a h ∂_h h] Ω^0(y') dy' dz + \frac{c}{2} \int_{\Gamma_0} \int_R a^{ab}_0(y) [∂_a \bar{ϕ}^⊥ ∂_b γ ∂_z w_ε - ε ∂_a ∂_b γ ∂_zz w_ε ∂_h h] Ω^0(y') dy' dz - c \int_{\Gamma_0} \int_R a^{ab}_0 γ ∂_a γ ∂_h h ∂_zz w_ε Ω^0(y') dy' dz.$$

The last term vanishes because $w$ is odd. In any coordinate chart we can differentiate the orthogonality condition (4.20) to find that

$$0 = ∂_a ∫_R \bar{ϕ}^⊥ ∂_z w_ε dz = ∫_R ∂_a ∂_z w_ε dz - ∫_R ε \bar{ϕ}^⊥ ∂_zz w_ε ∂_a h dz.$$

Using this we can rewrite the middle term as

$$-c \int_{\Gamma_0} a^{ab}_0(y) ∫_R ε ∂_zz w_ε ∂_h h (\bar{ϕ}^⊥ ∂_a γ + ∂_a ∂_b γ) Ω^0(y') dy' dz.$$

For any $f$, we will write $|D_y f|^2 = a^{ab}_0 ∂_a f ∂_b f$. Since $∫_R (∂_zz w_ε)^2 dz = Cε^{-3}$ and $|D_y h| \leq Cε$, the above is bounded in absolute value by

$$Cε ∫_{\Gamma_0} (∂_zz w_ε)^2 + |D_y ∂_zz w_ε|^2 Ω^0(y') dy' dz + C ∫_{\Gamma_0} γ^2 + |D_y γ|^2 Ω^0(y') dy'.$$

Clearly $|D_y ∂_zz w_ε|^2 + (∂_zz w_ε)^2 ≈ |D_y ∂_zz w_ε|^2 + |\nabla_x ∂_zz w_ε|^2$, so we may combine the above terms from $I_{1.1}$ with other terms estimated in (4.22), (4.23), (4.24), to
find that for $\varepsilon$ sufficiently small,

$$I_1 \geq -C\varepsilon^2 I_2 - \frac{C}{\varepsilon} \int_{\Gamma_0} \gamma^2 \omega^0(y') dy' + \frac{C}{\varepsilon} \int_{\Gamma_0} |D_y\gamma|^2 \omega^0(y') dy' + c \int_{\Gamma_0} \int_{\mathbb{R}} |D\tilde{\varphi}^\perp|^2 + \frac{1}{\varepsilon^2}(\tilde{\varphi}^\perp)^2 \omega^0(y') dz dy'. \quad (4.25)$$

In view of this and (4.15), we may fix a particular constant $C$ such that if we define $E(s)$ as in (4.14), which we recall is

$$E(s) := E_{\varepsilon}^{nr}(s) + E_{\varepsilon}^{far}(s) + \frac{C}{\varepsilon} \int_{\Gamma_0} \gamma^2(s, y') \omega^0(y') dy',$$

then for every $s \in [0, T_1]$, after adjusting $c$ we have

$$E(s) \geq \frac{c}{\varepsilon} \int_{\Gamma_0} (\gamma^2 + |D_y\gamma|^2) \omega^0(y') dy' \bigg|_{y_0=s} + c \int_{\Sigma_s} \bigg( (\partial \varphi)^2 + \frac{1}{\varepsilon^2} \varphi^2 \bigg) \omega_s \bigg|_{y_0=s} + c \int_{\Gamma_0} \int_{\mathbb{R}} |D\tilde{\varphi}^\perp|^2 + \frac{1}{\varepsilon^2}(\tilde{\varphi}^\perp)^2 \omega^0(y') dz dy'. \quad (4.26)$$

for $\omega_s := \omega_s^{nr} + \omega_s^{far}$. (We have extended $\chi_1$ to a function defined on all of $\Sigma_s$, and vanishing on $\Sigma_s^{far}$.)

6. We now want to show that

$$\frac{d}{ds} E(s) \leq CE(s).$$

We first consider terms arising from $\frac{d}{ds} E_{\varepsilon}^{nr}(s)$. We rewrite the localized energy identity (4.12) as

$$\frac{d}{ds} E_{\varepsilon}^{nr}(s) = \int_{\Sigma_s^{nr}} \mathcal{F} \omega_s^{nr} - \int_{\delta_1} \int_{\Gamma_0} g^{n\beta} \frac{\partial \varphi}{\partial y_0} \frac{\partial \varphi}{\partial y_0} (\chi^{nr})'(z) \omega^0(y') dy' dz \bigg|_{y_0=s}$$

where

$$\mathcal{F} := -\frac{\partial}{\partial y_0} (f'(u^*_\varepsilon)) \frac{\omega^2}{2\varepsilon^2} + b^3 \frac{\partial \varphi}{\partial y_0} \frac{\partial \varphi}{\partial y_0} + \frac{1}{2} (\partial_y g^{n\beta}) \frac{\partial \varphi}{\partial y_0} \frac{\partial \varphi}{\partial y_0} - \eta \frac{\partial \varphi}{\partial y_0}.$$

Recall that $\chi_1 = 0$ in supp$(\chi^{nr})' \subset \{(y, z): r_1 \leq z \leq 2r_1\}$. It follows that

$$\left| \int_{\delta_1} \int_{\Gamma_0} g^{n\beta} \frac{\partial \varphi}{\partial y_0} \frac{\partial \varphi}{\partial y_0} (\chi^{nr})'(z) \omega^0(y') dy' dz \bigg|_{y_0=s} \leq C \int_{\Sigma} \big(1 - \chi^2_1\big) |D\varphi|^2 \omega_s \leq CE(s),$$

where we have used that $\omega^0$ and $\omega_s$ are comparable in the considered region. Straightforward estimates show that

$$|\mathcal{F}| \leq C \bigg( |D\varphi|^2 + \frac{1}{\varepsilon^2} \varphi^2 \bigg) + C\eta^2 \text{ on the support of } 1 - \chi^2_1.$$

(In particular, the construction of $u^*_\varepsilon$ implies that $\partial_0 f'(u^*_\varepsilon) = 0$ on this set.) We use (4.26) to deduce that

$$\frac{d}{ds} E_{\varepsilon}^{nr}(s) \leq \int_{\Sigma_s^{nr}} \mathcal{F} \chi^2_1(z) \omega_s^{nr} + C \int_{\Sigma_s^{nr}} \big(1 - \chi^2_1\big) \eta^2 \omega_s^{nr} + CE(s). \quad (4.27)$$

We now consider various terms in the first integral on the right-hand side above. First, again writing $\chi_1 \varphi = \varphi = \tilde{\varphi}^\perp + \gamma \partial_2 w_\varepsilon$, we decompose

$$\int_{\Sigma_s^{nr}} \partial_0 (f'(u^*_\varepsilon)) \frac{\varphi^2}{2\varepsilon^2} \chi^2_1 \omega_s^{nr} = I_{3,1} + I_{3,2}$$
where
\[
I_{3,1} = \frac{1}{2\varepsilon^2} \int_{\Sigma_{\varepsilon}^r} \partial_0 (f'(u_\varepsilon^*)) |(\varphi^*)|_2^2 + 2\varphi^* \gamma \partial_z w_\varepsilon \omega_s^{nr},
\]
\[
I_{3,2} = \frac{1}{2\varepsilon^2} \int_{\Sigma_{\varepsilon}^r} \partial_0 (f'(u_\varepsilon^*)) \gamma^2 (\partial_z w_\varepsilon)^2 \omega_s^{nr}.
\]

It follows from (4.4), (2.19) that
\[
\partial_0 (f'(u_\varepsilon^*)) = (f''(w_\varepsilon) + O(\varepsilon^2))(-\varepsilon \partial_z w_\varepsilon \partial_0 h + \partial_0 \phi) = -f''(w_\varepsilon)\varepsilon \partial_z w_\varepsilon \partial_0 h + O(\varepsilon^2).
\]
Moreover, \( |f'''(w_\varepsilon)\varepsilon \partial_z w_\varepsilon \partial_0 h| \leq C \varepsilon \). It follows that
\[
|I_{3,1}| \leq \frac{C}{\varepsilon} \int_{\Sigma_{\varepsilon}^r} (\varphi^*)^2 + |\varphi^*| \gamma \partial_z w_\varepsilon |\omega_s^{nr}| \leq C \int_{\Sigma_{\varepsilon}^r} \frac{(\varphi^*)^2}{\varepsilon^2} + \gamma^2 (\partial_z w_\varepsilon)^2 \omega_s^{nr}
\]
\[
\leq \frac{C}{\varepsilon^2} \int_{\Sigma_{\varepsilon}^r} (\varphi^*)^2 \omega_s^{nr} + \frac{C}{\varepsilon} \int_{\Gamma_0} \gamma^2 (s, y') \omega^0 (y') dy'
\]
\[
\leq CE(s).
\]

We next use (4.28) to write
\[
I_{3,2} = \frac{1}{2\varepsilon^2} \int_{\Sigma_{\varepsilon}^r} |f'''(w_\varepsilon)| \partial_z w_\varepsilon \partial_0 h + O(\varepsilon) \gamma^2 (\partial_z w_\varepsilon)^2 \omega_s^{nr}.
\]

Since \( f \) and \( w \) are odd, and \( w_\varepsilon = w(\bar{z} - h(y)) \), we find that \( z \mapsto f'''(w_\varepsilon)(\partial_z w_\varepsilon)^3 \) is odd, modulo a translation by \( h(y) = O(\varepsilon) \). Since it decays exponentially, its integral over \( z \in (-r_2, r_2) \) is thus exponentially small. We then easily deduce that
\[
|I_{3,2}| \leq \frac{C}{\varepsilon} \int_{\Gamma_0} \gamma^2 (s, y') \omega^0 (y') dy'
\]
and hence that
\[
\int_{\Sigma_{\varepsilon}^r} \partial_0 (f'(u_\varepsilon^*)) \varphi^2 \omega_s^{nr} \leq CE(s).
\]

We next consider the convection term. Recall that by definition,
\[
b^\alpha := \frac{\omega^0}{\sqrt{|\det g|}} g^{\alpha \beta} \frac{\partial}{\partial y_\alpha} \left( \frac{\sqrt{|\det g|}}{\omega^0} \right).
\]
In particular, since \( g^{\alpha \alpha} = \delta^{\alpha \alpha} \) in \( \text{supp}(\chi_1) \) and \( \omega^0 \) is independent of \( z \),
\[
b^\alpha (y, z) = \frac{1}{\sqrt{|\det g(y, z)|}} \frac{\partial}{\partial z} \sqrt{|\det g(y, z)|},
\]
and thus it follows from (3.14) that
\[
|b^\alpha (y, z)| \leq C |z| \quad \text{in } \text{supp}(\chi_1).
\]
Therefore
\[
\left| b^\alpha \frac{\partial \varphi}{\partial y_\alpha} \frac{\partial \varphi}{\partial y_0} \right| \chi_1^2 \leq C \left( a^{ab} \frac{\partial \varphi}{\partial y_a} \frac{\partial \varphi}{\partial y_b} + z^2 \left( \frac{\partial \varphi}{\partial z} \right)^2 \chi_1^2 \right)
\]
\[
= C \left( a^{ab} \frac{\partial \varphi}{\partial y_a} \frac{\partial \varphi}{\partial y_b} + z^2 \left( \frac{\partial \varphi}{\partial z} \right)^2 - z^2 \chi_1^2 \varphi^2 - z^2 \chi_1 \chi_1' \frac{\partial}{\partial z} (\varphi^2) \right).
\]
We again write $\tilde{\varphi} = \tilde{\varphi}^1 + \gamma(y) w'(y)$. Using the fact that \( \int_{\mathbb{R}} z^2 w''^2 dz = \frac{C}{\varepsilon} \), and arguing as in the estimate of \( I_{1,3} \) above, we find that
\[
\left| \int_{\Sigma_{r}} \eta^2 \frac{\partial \varphi}{\partial y_\alpha} \frac{\partial \varphi}{\partial y_\beta} \chi \omega_s^{nr} \right| \leq CE(s).
\]

Next, again because \( g^{\alpha n} = \delta^{\alpha n} \) in supp(\( \chi_1 \)), it is clear that
\[
\left| \int_{\Sigma_{r}} (\partial_0 g^{\alpha n}) \frac{\partial \varphi}{\partial y_\alpha} \frac{\partial \varphi}{\partial y_\beta} \chi \omega_s^{nr} \right| = \left| \int_{\Sigma_{r}} (\partial_0 g^{\alpha n}) \frac{\partial \varphi}{\partial y_\alpha} \frac{\partial \varphi}{\partial y_\beta} \omega_s^{nr} \right| \leq CE(s).
\]

Finally, since \( \frac{\partial}{\partial y_\alpha} \varphi = \chi_1 \frac{\partial}{\partial y_\alpha} \varphi \),
\[
\left| \int_{\Sigma_{r}} \frac{\partial \varphi}{\partial y_0} \eta \chi \omega_s^{nr} \right| \leq \left| \int_{\Sigma_{r}} (\frac{\partial \varphi}{\partial y_0})^2 + \lambda_1 \eta^2 \omega_s^{nr} \right| \leq CE(s) + C \int_{\Sigma_{r}} \chi \eta^2 \omega_s^{nr}.
\]

Putting the above estimates into (4.27), we obtain
\[
\frac{d}{ds} E_s^{nr}(s) \leq CE(s) + C \int_{\Sigma_{r}} \eta^2 \omega_s^{nr}.
\]

7. Similar but easier arguments, using (4.13) and (4.26), lead to the estimate
\[
\frac{d}{ds} E_s^{far}(s) \leq CE(s) + C \int_{\Sigma_{r}} \eta^2 \omega_s^{far}.
\]

The point is that supp(\( D \chi^{far} \)) \( \subset \{ \chi_1^2 = 0 \} \). Thus terms in (4.13) containing derivatives of \( \chi^{far} \) are easily estimated by \( \int_{\Sigma_{r}} (1 - \chi_1^2) (|D\varphi|^2 + \frac{1}{\varepsilon^2} \varphi^2) \omega_s \leq CE(s) \).

Similarly,
\[
\frac{d}{ds} \frac{1}{\varepsilon} \int_{\Gamma_0} \gamma^2 \omega^0 (y') dy' \leq \frac{1}{\varepsilon} \int_{\Gamma_0} \gamma^2 + (\partial_0 \gamma)^2 \omega^0 (y') dy' \leq CE(s).
\]

Combining the last three inequalities, we conclude that
\[
\frac{d}{ds} E(s) \leq CE(s) + C \int_{\Sigma_{r}} \eta^2 \omega_s.
\] (4.30)

Then it follows from Grönwall’s inequality that
\[
E(s) \leq e^{Cs} E(0) + C \int_0^s \int_{\Sigma_{r}} e^{C(s-\sigma)} \eta^2 \omega_{\sigma} d\sigma
\] (4.31)
for all \( 0 \leq s < T_1 \).

8. The conclusion (4.6) of the Proposition follows from (4.31). We sketch the straightforward verification.

Recall that the \( n \)-form \( \omega_s \) is uniformly comparable to the induced Euclidean \( n \)-dimensional area in \( \Sigma_s \), a fact that we will use repeatedly and without further mention. Thus for example it is immediate that
\[
\int_0^s \int_{\Sigma_{r}} e^{C(s-\sigma)} \eta^2 \omega_{\sigma} d\sigma \leq C \int_0^s \left( \int_{\Sigma_{r}} \eta^2 \right) d\sigma
\] for all \( s \in [0, T_1] \),
where on the right-hand side, we implicitly integrate with respect to the Euclidean area, as in (4.6). Next we claim that the left-hand side of (4.6) is bounded by \( CE(s) \). Toward this end, first note from (4.21) that

\[
\int_{\Sigma_s} \varphi^2 \omega_s = \int_{\Sigma_s} (1 - \chi_s^2) \varphi^2 \omega_s + \int_{\Gamma_0} \int_{\mathbb{R}} (\varphi^2) \omega^0(y') \, dz \, dy' + \int_{\Sigma_s} \chi_s \omega^0(y') \, dy'.
\]  
(4.32)

Thus (4.26) implies that \( \int_{\Sigma_s} \varphi^2 \omega_s \leq CE(s) \).

Next, we write \( |D\varphi|^2 = (1 - \chi_s^2)|D\varphi|^2 + \chi_s^2|D\varphi|^2 \). The first term is immediately controlled by \( CE(s) \), due to (4.26). For the second term we may compute in modified Fermi coordinates, in which we have

\[
\chi_s^2|D\varphi|^2 \leq C \chi_s^2 [a^{ab} \partial_a \varphi \partial_b \varphi + (\partial_z \varphi)^2]
\]
\[
\leq C \left[ a^{ab} \partial_a \varphi \partial_b \varphi + (\partial_z \varphi)^2 + \chi_s(z) \chi_s(z) \varphi^2 - \partial_z(\chi_s \chi_s(z) \varphi^2) \right].
\]

Note that \( \int_{\Sigma_s} a^{ab} \partial_a \varphi \partial_b \varphi \omega_s \) is exactly the term \( I_{1,1} \) that appeared above in the lower bound for \( E(s) \). There it was convenient to split it into several pieces (from which we obtained separate control over \( (\partial_0 \gamma)^2 \), needed above), but if we keep that term as it is, then our earlier estimates of all the other contributions show that \( I_{1,1} \leq CE(s) \). The terms involving derivatives of \( \chi_1 \) are handled as in our estimate of \( I_{1,3} \). Finally, we write \( (\partial_z \varphi)^2 = (\partial_z \varphi^2 + \gamma \partial_z \varphi) \leq 2(\partial_z \varphi^2) + 2\gamma^2(\partial_z \varphi) \).

By integrating and combining with the above estimates, we finally conclude that \( \varepsilon^2 \int_{\Sigma_s} \chi_s^2|D\varphi|^2 \leq CE(s) \), with the loss of a factor of \( \varepsilon^2 \) coming from the term \( 2\gamma^2(\partial_z \varphi) \).

To finish the verification of (4.6), we must check that

\[
E(0) = \int_{\Sigma_s} e_{\varepsilon}^{ar}(\varphi) \omega_s^{ar} + \int_{\Sigma_s^{far}} e_{\varepsilon}^{far}(\varphi) \omega_s^{far} + \frac{C}{\varepsilon} \int_{\Gamma_0} \gamma^2(0, y') \omega^0(0, y') \, dy'
\]
\[
\leq C \int_{\mathbb{R}^n} \left[ |\nabla_x \varphi_0|^2 + |\varphi_1|^2 + \frac{1}{\varepsilon^2} \varphi_0^2 \right] \, dx.
\]  
(4.33)

Indeed, it is immediate from the definition (4.10) that

\[
e_{\varepsilon}^{ar}(\varphi)(y, z) \leq C \left[ (\partial_x \varphi)^2 + |\nabla_x \varphi|^2 + \varepsilon^{-2} \varphi^2 \right] (\Phi(y, z)).
\]

Since \( \Phi(y, z) \in \{0\} \times \mathbb{R}^n \) when \( y_0 = 0 \), see (3.15), the initial condition \( (\varphi, \partial_t \varphi)|_{t=0} = (\varphi_0, \varphi_1) \) implies that

\[
\int_{\Sigma_s^{far}} e_{\varepsilon}^{ar}(\varphi) \omega_s^{far} \leq C \int_{\mathbb{R}^n} \left[ |\nabla_x \varphi_0|^2 + |\varphi_1|^2 + \frac{1}{\varepsilon^2} \varphi_0^2 \right] \, dx.
\]

The corresponding estimate for \( e_{\varepsilon}^{ar} \) on \( \Sigma_s^{far} \) is immediate. We conclude from these facts and (4.32) that (4.33) holds.

\[ \square \]

**Remark 4.1.** In view of (4.26), it follows from (4.31) that

\[
\frac{C}{\varepsilon} \int_{\Gamma_0} \gamma^2(0, y') \omega^0(0, y') \, dy' + \int_{\Sigma_s} (1 - \chi_s^2)(|D\varphi|^2 + \frac{1}{\varepsilon^2} \varphi^2) \omega_s
\]
\[
+ c \int_{\Gamma_0} \int_{\mathbb{R}} |D\varphi^\perp|^2 + \frac{1}{\varepsilon^2} \omega^0(0, y') \, dz \, dy'
\]
\[
\leq C \int_{\Sigma_s} \eta^2(\varphi) \, ds + C \int_{\mathbb{R}^n} \left[ |\nabla_x \varphi_0|^2 + |\varphi_1|^2 + \frac{1}{\varepsilon^2} \varphi_0^2 \right] \, dx.
\]
This is considerably stronger than (4.6)

**Higher order estimates.** We need estimates similar to (4.6) for higher order space derivatives. It is convenient to introducing the $L^\infty$-$L^2$ norm for functions $\eta$ defined on $\Sigma$,

$$
\|\eta\|_{L^\infty L^2(\Sigma)} := \sup_{0 \leq s \leq T_1} \|\eta\|_{L^2(\Sigma_s)}.
$$

Then from (4.6) we get the $L^\infty$-$H^1$ estimate for the solution $\varphi$ of Problem (4.5)

$$
\|\varphi\|_{L^\infty L^2(\Sigma)} + \varepsilon \|\varphi_t\|_{L^\infty L^2(\Sigma)} + \varepsilon \|D_x \varphi\|_{L^\infty L^2(\Sigma)} \leq
\frac{C}{\varepsilon} \left[ \|\eta\|_{L^\infty L^2(\Sigma)} + \frac{1}{\varepsilon} \left( \|\varphi_0\|_{L^2(\Sigma)} + \varepsilon \|D_x \varphi_0\|_{L^2(\Sigma)} + \varepsilon \|\varphi_1\|_{L^2(\Sigma)} \right) \right],
$$

(4.34)

Assuming further smoothness on initial data and the right hand side we can derive higher order estimates as follows. Let us differentiate twice the equation. We write $D_i = \partial_{x_i}, D_{ij} = \partial_{x_i x_j}$. Then we get

$$
L[D_{ij}\varphi] = D_i \eta - \varepsilon^{-2} \varphi D_{ij}(f'(u^*_\varepsilon)) - \varepsilon^{-2} (D_i \varphi D_j(f'(u^*_\varepsilon)) + D_j \varphi D_i(f'(u^*_\varepsilon))) \text{ in } \Sigma,
$$

$$
L(D_{ij}\varphi, \partial_t D_{ij}\varphi) \big|_{t=0} = (D_{ij}\varphi_0, D_{ij}\varphi_1).
$$

Using estimate (4.34) and the facts $D_i(f'(u^*_\varepsilon)) = O(\varepsilon^{-1}), D_{ij}(f'(u^*_\varepsilon)) = O(\varepsilon^{-2})$ we get

$$
\|D^2_x \varphi\|_{L^\infty L^2(\Sigma)} + \varepsilon \|D^2_x \varphi_t\|_{L^\infty L^2(\Sigma)} + \varepsilon \|D^2_x \varphi\|_{L^\infty L^2(\Sigma)} \leq
\frac{C}{\varepsilon} \left[ \|\eta\|_{L^\infty L^2(\Sigma)} + \varepsilon \|D^2_x \eta\|_{L^\infty L^2(\Sigma)} + \frac{1}{\varepsilon} \left( \|\varphi_0\|_{L^2(\Sigma)} + \varepsilon \|D_x \varphi_0\|_{L^2(\Sigma)} + \varepsilon \|\varphi_1\|_{L^2(\Sigma)} \right) \right],
$$

(4.35)

Let us consider for $m \geq 0$ the following $L^\infty$-$H^m$ norm

$$
\|\eta\|_{L^\infty H^m(\Sigma)} := \sum_{j=0}^m \|D^j \eta\|_{L^\infty L^2(\Sigma)}.
$$

Then from (4.35) and interpolating with bound (4.34), the following estimate readily follows:

$$
\|\varphi\|_{L^\infty H^3(\Sigma)} \leq \frac{C}{\varepsilon^3} \left[ \|\eta\|_{L^\infty H^2(\Sigma)} + \|\varphi_1\|_{H^2(\Sigma)} + \varepsilon^{-1} \|\varphi_0\|_{H^2(\Sigma)} \right]
$$

(4.36)

An induction argument (differentiating an even number of times $m$) yields

$$
\|D^m_x \varphi\|_{L^\infty L^2(\Sigma)} + \varepsilon \|D^m_x \varphi_t\|_{L^\infty L^2(\Sigma)} + \varepsilon \|D^m_x \varphi\|_{L^\infty L^2(\Sigma)} \leq
\frac{C}{\varepsilon^{2m}} \left[ \|\eta\|_{L^\infty L^2(\Sigma)} + \varepsilon \|D^m_x \eta\|_{L^\infty L^2(\Sigma)} + \frac{1}{\varepsilon} \left( \|\varphi_0\|_{L^2(\Sigma)} + \varepsilon \|D_x \varphi_0\|_{L^2(\Sigma)} + \varepsilon \|\varphi_1\|_{L^2(\Sigma)} \right) \right],
$$

As in (4.36) we finally find the estimate
Lemma 4.1. The solution \( \varphi \) of Equation (4.5) satisfies the estimate
\[
\| \varphi \|_{L^\infty H^{m+1}(\Sigma)} \leq \frac{C}{\varepsilon^{2m+1}} \left[ \| \eta \|_{L^\infty H^m(\Sigma)} + \| \varphi_1 \|_{H^m(\mathbb{R}^n)} + \varepsilon^{-1} \| \varphi_0 \|_{H^{m+1}(\mathbb{R}^n)} \right]
\] (4.37)
for each even integer \( m \).

5. The proof of Theorem 1

Now we have all the ingredients to proceed to the proof of Theorem 1. We look for a solution to Problem \( S_\varepsilon(u) = 0 \) close the approximation \( u_\varepsilon^* \) given by (2.28), where the number \( k \) will be chosen sufficiently large. We look for a solution of the form
\[
u(x,t) = u_\varepsilon^*(x,t) + \varphi(x,t).
\]
In terms of \( \varphi \) the equation becomes
\[
L_\varepsilon[\varphi] + \varepsilon^{-2}S_\varepsilon(u_\varepsilon^*) + \varepsilon^{-2}N(\varphi, x, t) = 0 \quad \text{in } \Sigma
\] (5.1)
where
\[
N(\varphi, x, t) = f(u_\varepsilon^*(x,t) + \varphi) - f'(u_\varepsilon^*(x,t))\varphi - f(u_\varepsilon^*(x,t))
\]
\[
L_\varepsilon[\varphi] = \Box \varphi + \varepsilon^{-2}f'(u_\varepsilon^*)\varphi.
\]

Let us consider the unique solution \( \varphi = \tilde{T}[\eta] \) of the linear problem
\[
L_\varepsilon[\varphi] + \eta = 0 \quad \text{in } \Sigma, \quad (\varphi, \partial_t \varphi) \bigg|_{t=0} = (0,0),
\] (5.2)
which we have estimated in Proposition 4.1. Problem (5.1) with initial data \((\varphi, \partial_t \varphi) \bigg|_{t=0} = (0,0)\) can then be written as the fixed point problem
\[
\varphi = \tilde{T}[\varepsilon^{-2}S_\varepsilon(u_\varepsilon^*) + \varepsilon^{-2}N(\varphi, \cdot)] =: M(\varphi), \quad \varphi \in \mathcal{B}.
\] (5.3)
We will solve this problem by contraction mapping principle in a suitable space \( \mathcal{B} \) of small functions defined on \( \Sigma \). We consider the Banach space \( L^\infty H^m(\Sigma) \) endowed with its natural norm and consider the region
\[
\mathcal{B} = \{ \varphi \in L^\infty H^m(\Sigma) / \| \varphi \|_{L^\infty H^m(\Sigma)} \leq \varepsilon^k \}
\]
where \( k \) is the number in the definition of \( u_\varepsilon^* \) in (2.28). Let us fix a number \( m > n/2 \). Among other consequences, this implies that \( L^\infty H^m(\Sigma) \) is embedded into \( L^\infty(\Sigma) \) and
\[
\| \varphi \psi \|_{L^\infty H^m(\Sigma)} \leq C\| \varphi \|_{L^\infty H^m(\Sigma)} \| \psi \|_{L^\infty H^m(\Sigma)},
\] (5.4)
From Proposition 2.1 (specifically bound (2.20)), together with the fact that errors are exponentially small in \( \varepsilon \) where the cut-off is not constant, we find that
\[
\| \varepsilon^{-2}S_\varepsilon(u_\varepsilon^*) \|_{L^\infty H^m(\Sigma)} \leq C\varepsilon^k.
\]
Next, we claim that for \( \varphi, \tilde{\varphi} \in \mathcal{B} \),
\[
\| N(\varphi, \cdot) - N(\tilde{\varphi}, \cdot) \|_{L^\infty H^m(\Sigma)} \leq C\varepsilon^\frac{k}{2} m \| \varphi - \tilde{\varphi} \|_{L^\infty H^m(\Sigma)}.
\] (5.5)
To prove this, observe that
\[
N(\varphi) - N(\tilde{\varphi}) = \left( \int_0^1 \left[ f'(u_\varepsilon^*(t, \cdot) + \sigma \varphi + (1-\sigma)\tilde{\varphi} - f'(u_\varepsilon^*) \right] d\sigma \right) (\varphi - \tilde{\varphi}).
\]
In view of (5.4), to establish (5.5) it suffices to observe that
\[
\| f'(u_\varepsilon^*(t, \cdot)+\psi) - f'(u_\varepsilon^*) \|_{L^\infty H^m(\Sigma)} \leq C\varepsilon^{-m} \| \psi \|_{L^\infty H^m(\Sigma)} \leq C\varepsilon^{\frac{k}{2} - m}, \quad \text{for all } \psi \in \mathcal{B}.
\]
which follows from a direct computation using Leibnitz rule, Sobolev embedding and the fact that $D^m_x u^*_\varepsilon = O(\varepsilon^{-m})$ which follows from the form the terms constituting $u^*_\varepsilon$ have.

At this point we fix a number $k$ with $k > 6m + 2$. Let us consider the operator $\mathcal{M}[\varphi]$ defined on $\mathcal{B}$ in formula (5.3). Estimates (4.37) and (5.5) lead to

$$\|\mathcal{M}[\varphi] - \mathcal{M}[\tilde{\varphi}]\|_{L^\infty H^m(\Sigma)} \leq C\varepsilon^{k-3m-1}\|\varphi - \tilde{\varphi}\|_{L^\infty H^m(\Sigma)} \text{ for all } \varphi, \tilde{\varphi} \in \mathcal{B},$$

and

$$\|\mathcal{M}[0]\|_{L^\infty H^m(\Sigma)} \leq C\varepsilon^{k-2m-1}.$$

It follows that for all sufficiently small $\varepsilon$ we get that $\mathcal{M}(\mathcal{B}) \subset \mathcal{B}$ and that $\mathcal{M}$ is a contraction mapping in $\mathcal{B}$. Hence Problem (5.3) has a unique solution. The conclusion of Theorem 1 readily follows.

This proof applies equally well to yield the stability assertion made at the end of §1.2 by just considering the operator $T$ involving sufficiently small initial data.

**Appendix A. Modified Fermi Coordinates**

In this appendix we present the proof of Lemma 3.2.

**Proof.** For the proof, we will denote the modified Fermi coordinates as $(y, z) = (y_0, y', z) = (y_0, \ldots, y_{n-1}, z)$ (denoted $(y, z)$ in the statement of the lemma and elsewhere in this paper), and we will reserve $(y, z)$ for Fermi coordinates associated to a canonical local parametrization $(y, z) \in [0, T_1] \times V \times (-\delta_1, \delta_1) \mapsto Y_l(y) + z\nu(y)$, as constructed in Section 3.1. We specify that the relationship between modified and Fermi coordinates has the form

$$y_0(y, z) = (y_0(y, z), y', z)$$

where $y_0$ depends on $(y, z)$ in a way to be described below. Thus they are related to $(x, t)$ coordinates via

$$(x, t) = Y_l(y_0(y, z), y', z) + z\nu(y_0(y, z), y') =: \Phi_l(y, z)$$

for

$$(y, z) \in [0, T_1] \times V \times (-\delta_1, \delta_1).$$

We will also write

$$\tilde{Y}_a := \frac{\partial \Phi}{\partial y_a} \text{ for } a = 0, \ldots, n - 1,$$

$$\tilde{Y}_n := \frac{\partial \Phi}{\partial z},$$

$$\mathbf{g}_{\alpha\beta} := \langle \tilde{Y}_\alpha, \tilde{Y}_\beta \rangle_{m}, \text{ for } \alpha, \beta = 0, \ldots, n.$$

To define $y_0(y, z)$, fix some $l$ and consider $Y_l : \Lambda_l \to \Gamma$ as in (3.11). We will often omit the subscript $l$, and we will write

$$(t(y, z), x(y, z)) = Y(y) + z\nu(y)$$

to indicate the dependence of $(x, t)$ on $(y, z)$. Recall that $Y_l$ is constructed so that $t(y, 0) = t(y_0, y', 0) = y_0$, see (3.4), and hence $\frac{\partial t}{\partial y_0}(y_0, 0) = 1$ everywhere in $\Lambda_l$. Thus
the Implicit Function Theorem and compactness implies that for any $T_1 < T$ there exists $\delta_1 < \delta$ and a function $\eta_0 : [0, T_1] \times V_t \times (-\delta_1, \delta_1) \to [0, T]$ such that

$$\eta_0(y, 0) = y_0, \quad t(\eta_0(y, z), y', z) = y_0 \text{ everywhere in } [0, T_1] \times V_t \times (-\delta_1, \delta_1).$$

Here we are implicitly using our assumption that the velocity of $\Gamma$ vanishes at $t = 0$: $t$ and $y_0$ infinitesimally coincide since the surface orthogonally crosses the plane $t = 0$. For $Y \in \Gamma^0$ and $|z| < \delta$, this implies that $Y + z\nu(Y)$ belongs to $\{0\} \times \mathbb{R}^n$, and hence that $t(0, y', z) = 0$ for all $(y', z) \in V_t \times (-\delta, \delta)$. It is this property that allows us to extend the domain of $\eta_0$ all the way to $\{y_0 = 0\}$, and it implies that $\eta_0(0, y', z) = 0$ for all $(y', z)$. By compactness, we can choose $\delta_1$ such that the above properties hold for all $\Lambda_l, l = 1, \ldots, m$.

We will take $y_0(y, z)$ to have the form

$$y_0(y, z) = (1 - \chi_0(z))y_0 + \chi_0(z)\eta_0(y, z)$$

where $\chi_0$ will be specified below in the proof of (3.16). It will be the case that

$$\chi_0(z) = 1 \text{ if } |z| < r_2, \quad \chi_0(z) = 0 \text{ if } |z| > r_1,$$

for $0 < r_2 < r_1 < \delta_1$ also to be fixed below. We will require that $r_1, r_2, \chi_0$ are chosen uniformly for $l = 1, \ldots, m$, so that (3.12) holds. A suitable modification of the numbers $r_1, r_2$ also guarantees the validity of (4.3).

It is immediate that $(y, z) = (y, z)$, and hence $g_{\alpha\beta} = g_{\alpha\beta}$ for $(y, z) \in [0, T_1] \times V \times (-r_2, r_2)$. Thus (3.13) follows from the corresponding properties of Fermi coordinates, see (2.1). Similarly, (3.14) is a basic property of Fermi coordinates, together with the fact that $\Gamma$ is minimal, see (2.5) and (2.8). Likewise, (3.15) is a straightforward consequence of the definition of $y_0(y, z)$.

It remains only to prove (3.16). To do this we note that

$$\bar{Y}_0 = \frac{\partial}{\partial y_0}(Y + z\nu) = \frac{\partial y_0}{\partial y_0}(Y + z\nu) \frac{\partial y_0}{\partial y_0} = Y_0 \frac{\partial y_0}{\partial y_0},$$

and similarly

$$\bar{Y}_i = Y_0 \frac{\partial y_0}{\partial y_i} + Y_i \text{ for } i = 1, \ldots, n$$

where here and below, we sometimes write $z$ as $y_n$. It follows that

$$g_{00} = \left(\frac{\partial y_0}{\partial y_0}\right)^2 g_{00},$$

$$g_{0i} = g_{i0} = \frac{\partial y_0}{\partial y_0} \frac{\partial y_0}{\partial y_i} g_{00},$$

$$g_{ij} = \frac{\partial y_0}{\partial y_i} \frac{\partial y_0}{\partial y_j} g_{00} + g_{ij}$$

for $i, j = 1, \ldots, n$.

The fact that $g_{00} < 0$ everywhere now follows from (A.1) and the corresponding property of Fermi coordinates.

We next prove that $[g_{ij}]_{i,j=1}^n$ is positive definite. For $|z| \leq r_2$ this follows from standard properties of Fermi coordinates. For $|z| \geq r_1$ it is also straightforward. Indeed, in this set, for every fixed $y_0$, the map $(y', z) \to Y + z\nu$ is just a parametrization of a portion of the hypersurface $\{y_0\} \times \mathbb{R}^n$, on which the induced metric is simply the Euclidean metric. So in this set, the metric tensor $[g_{ij}]_{i,j=1}^n$ should.
It follows that

We also observe that

as recalled in the proof of (3.13),

\[ g_{nn} = 1 + \left(\frac{\partial y_0}{\partial z}\right)^2 g_{00} . \]  

(A.2)

For fixed \( y = (y_0, y') \), consider the curve

\[ z \mapsto Y(\eta_0(y, z), y', z) + z\nu(\eta_0(y, z), y', z) =: \Phi_0(y, z) \]

and let \( X \) denote the tangent vector \( \partial \Phi_0/\partial z \). The definition of \( \eta_0 \) implies that the image of the curve is contained in the hypersurface \( \{y_0\} \times \mathbb{R}^n \), and hence that \( X \) is spacelike, or in other words that \( \langle X, X \rangle_m > 0 \). By compactness, after possibly shrinking \( \delta_1 \) there exists some \( c > 0 \) such that \( \langle X, X \rangle_m \geq c \) everywhere in \([0, T_1] \times V \times (-\delta_1, \delta_1)\). Writing out this inequality in coordinates, and again using the fact that \( g_{nn} = 1 \), we obtain

\[ 1 + \left(\frac{\partial \eta_0}{\partial z}(y, z)\right)^2 g_{00}(\eta_0(y, z), y', z) \geq c. \]  

(A.3)

Next, since \( y_0 = \eta_0(y_0, 0) = \eta_0(y, z) - z\nu(\eta_0(y, z), y', z) + O(z^2) \), we use the definition of \( y_0(y, z) \) to compute

\[ \frac{\partial y_0}{\partial z}(y, z) = \chi_0(z)(y_0 - \eta_0(y, z)) + (1 - \chi_0(z)) \frac{\partial \eta_0}{\partial z}(y, z) \]

\[ = \frac{\partial \eta_0}{\partial z}(y, z)(1 - \chi_0(z) - z\chi_0'(z)) + O(z^2\chi_0'(z)). \]

We now take \( \chi_0 \) of the form

\[ \chi_0(z) = \begin{cases} 
1 & \text{if } z \leq r_2 = r_1^2/(1 + r_1) \\
\frac{r_1}{z} - 1 & \text{if } r_2 \leq z \leq r_1 \\
0 & \text{if } z \geq r_1 
\end{cases} \]

for \( r_1 > 0 \) to be chosen below. (More precisely, we take \( \chi_0 \) to be a regularization of the function defined above, and satisfying essentially the same estimates. But for simplicity we will compute with the function defined above, which is merely Lipschitz.) With this choice, \(-\chi_0(z) - z\chi_0'(z) = r_1 \) on the support of \( \chi_0' \), so

\[ \frac{\partial y_0}{\partial z}(y, z) = \partial_z \eta_0(y, z)(1 + r_1) + O(r_1^2). \]

We also observe that \( |\eta_0(y, z) - y_0(y, z)| \leq C|z| \), because \( \eta_0(y, 0) = y_0(y, 0) = y_0 \). It follows that

\[ g_{00}(y_0(y, z), y', z) = g_{00}(\eta_0(y, z), y', z) + O(|z|). \]

By combining these with (A.2), (A.3), we find that

\[ g_{nn}(y, z) \geq c - Cr_1 \]

for \( C \) depending on \( \|g_{00}\|_{W^{1, \infty}} \) and \( \|\partial_z \eta_0\|_{L^\infty} \). It follows that

\[ g_{nn} \geq c/2 \quad \text{at all points where } r_2 \leq z \leq r_1. \]  

(A.4)

for all sufficiently small choices of \( r_1 \) (and hence \( r_2 \)) in the definition of \( \chi_0 \).
We next remark that since \( \eta_0(y,0) = y_0 \) for all \( y \), it is clear that \( \frac{\partial \eta_0}{\partial y_i}(y,0) = 0 \) for \( i = 1, \ldots, n - 1 \). It follows that

\[
|\frac{\partial \eta_0}{\partial y_i}(y, z)| \leq C|z| \quad \text{for} \quad i = 1, \ldots, n - 1, \quad |\eta_0(y, z) - y_0| \leq C|z|,
\]

everywhere in its domain, and hence that the same properties hold for \( \eta_0(y, z) \). We then see from (A.1) that for \( r_2 \leq |z| \leq r_1 \),

\[
|g_{ij} - g_{ij}| \leq Cr_1^2 \quad \text{for} \quad 1 \leq i, j \leq n - 1 \quad \text{and} \quad |g_{nn}| = |g_{nn}| \leq Cr_1 \quad \text{for} \quad 1 \leq i \leq n - 1.
\]

Since \( [g_{ij}]_{i,j=1}^{n-1} \) is positive definite, we conclude from this and (A.4) that \( r_1 \) may be chosen so that \( [g_{ij}]_{i,j=1}^{n} \) is positive definite everywhere.

Finally, the facts that \( g_{00} < 0 \) and \( [g_{ij}]_{i,j=1}^{n} \) is positive definite imply the same properties for \( g_{00} \) and \( [g^{ij}]_{i,j=1}^{n} \). This is a consequence of the general formula for the inverse of a matrix in block form

\[
\begin{pmatrix}
a & b \\
b^T & B
\end{pmatrix}^{-1} = \begin{pmatrix}
(a - bB^{-1}b^T)^{-1} & -a^{-1}b(B - b^Tb^{-1}b) \\
-B^{-1}b^T(a - bB^{-1}b^T)^{-1} & (B - b^Tb^{-1}b)^{-1}
\end{pmatrix},
\]

where \( a \in \mathbb{R} \) and \( b, B \) are \( 1 \times n \) and \( n \times n \) matrices respectively. This formula can be checked by multiplying the right-hand side by \( \begin{pmatrix} a & b \\ b^T & B \end{pmatrix} \).

\[\square\]
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