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ABSTRACT
During conversation, interlocutors rapidly switch between speaker and listener roles and take turns at talk. How do they achieve such fine coordination? Most research has concentrated on the role of prediction, but listeners must also prepare a response in advance (assuming they wish to respond) and articulate this response at the appropriate moment. Such mechanisms may overlap with the processes of comprehending the speaker's incoming turn and predicting its end. However, little is known about the stages of response preparation and production. We discuss three questions pertaining to such stages: (1) Do listeners prepare their own response in advance?, (2) Can listeners buffer their prepared response?, and (3) Does buffering lead to interference with concurrent comprehension? We argue that fine coordination requires more than just an accurate prediction of the interlocutor's incoming turn: Listeners must also simultaneously prepare their own response.

Introduction
Traditional psycholinguistics has often focused on processing isolated words or sentences. Tony Sanford made great contributions in the development of much broader accounts of processing texts (Sanford & Garrod, 1981), including narratives (Sanford & Emmott, 2012). In a similar way, psycholinguistics can be extended to the study of conversational interaction (dialogue), which is arguably the most basic form of language use.

In conversation, interlocutors repeatedly and regularly switch between comprehending their partner's utterance and producing an appropriate and timely response. These processes are so finely coordinated that interlocutors often minimize both overlap and gaps between turns. Indeed, Stivers et al. (2009) found average inter-turn intervals between 0 and 200 ms in a comparison of 10 different languages, with overlap occurring only about 5% of the time (Levinson, 2016).

Duncan (1972, 1974; Duncan & Niederhe, 1974) proposed that interlocutors time their contributions during conversation by reacting to the presence of linguistic (e.g., drawl on the final syllable of the utterance) and nonlinguistic (e.g., termination of hand gestures) turn-yielding cues displayed at the end of the speaker's turn. However, turn-taking occurs far too rapidly for listeners to be simply reacting to such signals, given that a single word takes between 600 and 1,200 ms to produce, depending on word frequency (Indefrey & Levelt, 2004; Levelt, Roelofs, & Meyer, 1999) and a complete utterance takes longer still (around 1,500 ms) (Ferreira, 1991; Griffin & Bock, 2000). These timings may be slightly different during conversation but nevertheless suggest that if listeners wish to achieve inter-turn intervals of 200 ms (Stivers et al., 2009), then they must begin preparing their own response at least half a second before the speaker reaches the end of their turn.
Current theories agree that interlocutors achieve such timings using prediction (De Ruiter, Mitterer, & Enfield, 2006; Garrod & Pickering, 2015; Levinson, 2016). Research has focused on how the listener can use such predictions to determine when the speaker will reach the end of their turn (e.g., De Ruiter et al., 2006; Magyari, Bastiaansen, De Ruiter, & Levinson, 2014) so they can articulate their response at the appropriate moment. However, if listeners can predict what the speaker will say before the speaker reaches the end of their turn, then the listener can also begin preparing their own response in advance (Garrod & Pickering, 2015; Levinson, 2016). So how are the processes of prediction, response preparation, and articulation coordinated during turn-taking?

What the listener can predict depends on the characteristics of the utterance. For example, if the speaker says Which character from the famous movies is also called 007? (Bögels, Magyari, & Levinson, 2015), then the listener cannot predict the lexical content of the speaker’s utterance until the word 007. This inability means that the listener cannot predict when the speaker will reach the end of their turn and can only begin response preparation toward the end of the utterance. In these instances the listener likely times their response on the basis of turn-final cues (Beattie, Cutler, & Pearson, 1982; Gravano & Hirschberg, 2011; Hjalmarsson, 2011; Local & Walker, 2012). To achieve inter-turn intervals of 200 ms (Stivers et al., 2009), the processes of response preparation and articulation must overlap: The listener must have to articulate the first syllable of their response while simultaneously preparing subsequent words (i.e., response preparation must be incremental; Ferreira & Swets, 2002).

On the other hand, if the speaker says Which character, also called 007, appears in the famous movies?, then the listener may be able to predict the content of the speaker’s utterance and could begin preparing their response (James Bond in this example) after hearing 007. If this is the case (as in Bögels et al., 2015), then the processes of preparation and articulation are decoupled, and the listener has to buffer their response until the opportunity to articulate it arises. Buffering this response may in turn interfere with concurrent comprehension and the listener’s ability to time their response appropriately.

However, comparatively little research has focused on the role of response preparation and articulation during turn-taking. In the following we review evidence on the role of prediction, response preparation, and articulation to address three unresolved questions: (i) Do listeners prepare their own response in advance?, (ii) Can the listener separate the processes of preparation and articulation and buffer their response?, and (iii) Does buffering this response interfere with concurrent comprehension? We discuss how experimental research has examined each of these questions and highlight issues that have yet to be addressed.

Predicting the speaker’s turn

Previous research demonstrates that listeners can predict the semantics (Altmann & Kamide, 1999; Kamide, Altmann, & Haywood, 2003), syntax (Staub & Clifton, 2006; Van Berkum, Brown, Zwisterlood, Koojiman, & Hagoort, 2005), and phonology (DeLong, Urbach, & Kutas, 2005; Vissers, Chwilla, & Kolk, 2006) of the speaker’s utterance. For example, listeners can use a verb’s semantics to predict the meaning of the speaker’s forthcoming utterance (e.g., looking toward an edible object more when the speaker says eat than when the speaker says move; Altmann & Kamide, 1999). Furthermore, Staub and Clifton found that readers can predict the syntax of an utterance: Participants read or the subway faster after reading the team took either the train... than after the team took the train... . Finally, DeLong et al. found a larger N400 effect in response to indefinite articles (a or an) that mismatched an expected upcoming noun. For example, participants read sentences such as the day was breezy so the boy went outside to fly... and displayed an N400 effect when the sentence ended with an airplane (unpredictable completion) rather than a kite (predictable completion). This effect occurred at a or an, suggesting participants had predicted the form of the forthcoming utterance. Together, these results suggest participants can use the preceding context of a
speaker’s utterance to predict the content (the semantics, syntax, and phonology) of the upcoming utterance.

The fact that comprehenders often fail to detect anomalies (e.g., Bohan, Leuthold, Hijikata, & Sanford, 2010; Bohan & Sanford, 2008; Sanford, Leuthold, Bohan, & Sanford, 2010; Sanford & Sturt, 2002) is consistent with the notion of prediction. For example, readers will often not notice anything unusual in the question *When an aircraft crashes, where should the survivors be buried?* (although survivors do not get buried). But they usually detect the anomaly in *When a bicycle accident occurs, where should the survivors be buried?* (Barton & Sanford, 1993). Although burying survivors has a good global fit in the context of an aircraft crash (i.e., readers predict there are often people to be buried), it has a poor fit in the context of a bicycle crash (Sanford & Garrod, 1998). Thus, prediction may be related to some instances of shallow semantic processing. A good explanation is that people predict general aspects of meaning (e.g., relating to airplane crashes) rather than specific words or associated concepts (otherwise they would realize that survivors would be inappropriate).

However, content predictions alone may not be sufficient for finely coordinated turn-taking, as the listener must also predict when the speaker is likely to reach the end of their utterance (a turn-end prediction). Predicting this point enables the listener to articulate their response at the appropriate moment, so the risk of extensive conversational overlap or a long gap is minimized. Most research assessing turn-end prediction has used a button-press paradigm (e.g., De Ruiter et al., 2006; Magyari et al., 2014), in which participants are presented with full conversational turns and predict (indicated via a button-press) when they expect speakers to reach the end of their utterance. Using this paradigm, De Ruiter et al. found that participants could accurately predict when a speaker’s turn was about to end. Importantly, they found that the actual words of the utterance (but not the pitch) were necessary for accurate turn-end prediction. Although it is possible other sources of prosodic information may be important (e.g., duration; Bögels & Torreira, 2015), these results nevertheless suggest that listeners predicted the speaker’s turn-end by predicting the content of the utterance.

Further evidence for this conclusion comes from a study by Magyari et al. (2014), who manipulated the content predictability of their stimuli. In a gating paradigm, participants were auditorily presented with turns from actual conversations in fragments of increasing duration and completed these turns with the words they expected to follow the preceding context (much like a typical cloze task; Taylor, 1953). Magyari et al. assessed the predictability of these responses using entropy, which measures the consistency of completions across participants. Participants provided more consistent completions in the predictable (e.g., *I live in the same house with four women and another man*) than unpredictable condition (e.g., *She was again alone in the north*) and were more likely to complete these fragments with the words the original speakers had used. A separate group of participants, who completed the button-press task, responded 80 ms before the turn end when the final words were predictable but 139 ms after the turn end when the final words were unpredictable.

Using the same gating method as Magyari et al. (2014), Magyari and De Ruiter (2012) assessed the number of words participants expected to complete sentence fragments. They correlated these results with De Ruiter et al.’s (2006) and found that turns that elicited later button-presses tended to be completed with more words in the gating paradigm. Although such correlational data should be interpreted with some caution, these results suggest listeners may also predict the turn-end by predicting the number of words the speaker will use.

Magyari and De Ruiter (2012) suggested that listeners’ ability to predict the number of words in a turn may depend on their ability to predict syntactic structure. However, the role of syntactic information during turn-end prediction is unclear. Riest, Jorschick, and De Ruiter (2015) showed that listeners could still predict the speaker’s turn-end when closed class words (which primarily serve a syntactic role; Brown, Hagoort, & Ter Kaus, 1999) were removed from turns using low-pass filtering. However, when open class words (which primarily serve a semantic role) were removed, participants were more likely to respond reactively (after the turn-end), suggesting that semantic information is more important for turn-end prediction than syntactic information.
Consistent with the comprehension literature, these results suggest interlocutors may predict the speaker’s unfolding utterance at a number of linguistic levels. Listeners can use these predictions to determine when the speaker will reach the end of their turn and prepare a response in advance.

Response preparation

Before preparing their own response, listeners must determine the speaker’s underlying speech act to decide whether a response is normatively required (in some cases a response is not necessary, such as after rhetorical questions; Sacks, Schegloff, & Jefferson, 1974; Schegloff, 1968, 2000) and what type of response is required (in some cases, a simple yes or no response is sufficient). Gisladottir, Chwilla, and Levinson (2015) explored the time course of speech act recognition in an electroencephalographic (EEG) experiment where participants listened to two-turn dialogues. They manipulated the speech act of the second turn, so it was either an answer (e.g., Speaker A: How are you going to pay? Speaker B: I have a credit card), a declination (e.g., A: I can lend you money. B: I have a credit card), or an offer (e.g., A: I don’t have any money. B: I have a credit card). Electrophysiological results showed differential frontal positivities around 200 ms after utterance onset, suggesting listeners are capable of determining the speaker’s speech act early, before the speaker reaches the end of their utterance.

After determining the speech act and having heard or predicted a sufficient part of the speaker’s utterance, listeners can begin preparing their own response. Most theories of language production suggest preparation involves at least three stages: message construction (conceptualization), formulation (lexical selection, structure building, and phonological encoding), and articulation (Bock, 1995; Levelt, 1983, 1989, 1992). But when do listeners begin preparing this response? Torreira, Bögels, and Levinson (2015) examined the time course of listeners’ prespeech inbreaths, which have been shown to be related to response preparation (e.g., Fuchs, Petrone, Krivokapić, & Hoole, 2013). They found that listeners took inbreaths after the end of the speaker’s utterance, suggesting listeners may have reacted to turn final cues displayed at the end of the speaker’s utterance. However, it is not clear whether inbreaths index articulation or earlier stages of response preparation. As a result, we cannot determine how much of their response listeners prepared before they took an inbreath.

Additional studies have used dual-task paradigms, where participants engage in conversation while conducting an unrelated secondary task. Previous research demonstrates that all stages of preparation (such as lemma, word form, and phoneme selection; Cook & Meyer, 2008; Ferreira & Pashler, 2002; Roelofs, 2008; Roelofs & Piai, 2011) are cognitively demanding. For instance, Ferreira and Pashler had participants name pictures while discriminating between tones and found that increasing the time required for lemma selection (by presenting pictures following less constraining sentences) and word form selection (by presenting pictures with lower frequency names) delayed both picture naming and tone discrimination responses. Manipulating the time required for phoneme selection (by presenting pictures with phonologically related distractors) facilitated picture naming but did not affect tone discrimination. However, Cook and Meyer failed to replicate these latter results and instead found that phoneme selection did interfere with dual-task performance. Thus, it is possible all stages of response preparation require central processing capacity.

As a result, dual-task paradigms assessing the time course of response preparation during turn-taking assume that performance on a secondary task should decline when participants begin response preparation. Using this method, Boiteau, Malone, Peters, and Almor (2014) found that listeners’ performance on a visuomotor tracking task declined toward the end of their interlocutor’s turn, suggesting they began preparing their own response toward the end of the speaker’s utterance. Sjerps and Meyer (2015) found similar results (using a finger-tapping task), even when participants knew which row of pictures they would have to describe as soon as the speaker produced their first word and could prepare a response in advance of the turn-end. These results are consistent with findings in monologue: Speakers are slower to categorize tones played toward the end than at the beginning of their clause (Ford & Holmes, 1978) reflecting planning of the upcoming clause.
These studies suggest that response preparation and articulation are tightly interwoven during turn-taking: Listeners only begin response preparation toward the end of the speaker’s utterance, when they will soon have the opportunity to articulate this response. As a result, preparation and articulation appear to be separate from content predictions: Listeners do not prepare their response well in advance, even when they can predict the content of the speaker’s utterance (as in Sjerps & Meyer, 2015). Whether an accurate turn-end prediction is necessary for preparation is unclear, however. Listeners may delay preparation until they can predict the speaker’s turn-end, most likely toward the end of the utterance. Alternatively, listeners may only begin preparation once the speaker displays a turn-final cue, which usually occurs towards the end of the speaker’s turn (linguistic or non-linguistic; Beattie et al., 1982; Gravano & Hirschberg, 2011; Hjalmarssson, 2011; Local & Walker, 2012).

If listeners only begin preparation towards the end of the speaker’s utterance, then they may not be able to prepare their whole response before articulation. To avoid long gaps between utterances, they must have to plan their response incrementally at the same time as they articulate this response. There is extensive evidence that language production can be incremental in this way (Ferreira & Swets, 2002; Meyer, 1996), and so listeners could begin articulation very early, perhaps after they have prepared the first syllable of their utterance, while simultaneously planning and preparing subsequent parts of their response.

Although dual-task paradigms shed some light on the processes of response preparation, the secondary tasks (e.g., finger tapping, visuomotor tracking) involved in these paradigms are non-linguistic and often involve processes that are unrelated to the main task. This is not the case in conversation, where interlocutors engage in simultaneous production and comprehension, which are often related: Listeners use production mechanisms to prepare utterances that often complement their comprehension of the speaker’s utterance (e.g., question–answer sequences). Furthermore, it is unclear which stages of response preparation the dual-task paradigm taps into. Previous research demonstrates that all aspects of response preparation, including phonological encoding (Roelofs & Piai, 2011) and possibly articulation or speech monitoring (Almor, 2008), are cognitively demanding. As a result, it is possible that dual-task difficulty only arises toward the end of the speaker’s utterance because it is more sensitive to later, rather than earlier, stages of response preparation.

As an alternative approach, Bögels et al. (2015) measured EEG correlates during a question–answering task, where the information needed to prepare a response was available either early (e.g., which character, also called 007, appears in the famous movies?) or late (e.g., which character from the famous movies is also called 007?) in the utterance. Participants were quicker to answer questions when the critical information (007) was available early rather than late, and EEG correlates revealed a positive electrophysiological effect in the middle frontal and precentral gyri, which overlap with brain areas involved in speech production (Indefrey & Levelt, 2004), and a reduced alpha power, which is associated with motor response preparation (Babiloni et al., 1999). Both of these effects occurred around 500 ms after the onset of the critical information (007) necessary for response preparation.

These results are inconsistent with the dual-task findings reported by Sjerps and Meyer (2015) and suggest that listeners can prepare their own response as soon as they can predict the content of the speaker’s utterance. As a result, they suggest the processes of content prediction and response preparation can be decoupled from turn–end prediction and articulation. After hearing 007, listeners can predict the content of the speaker’s utterance (e.g., that the speaker is asking a question about James Bond) and can prepare a response consistent with this prediction, even though they will not have the opportunity to articulate this response until the speaker reaches the end of their turn.

However, we note that Bögels et al. (2015) used general knowledge questions, and answers likely had to be retrieved from memory. Although previous experimental research has found that the middle frontal and precentral gyri are associated with language production (Indefrey & Levelt, 2004), other studies report that the middle frontal gyrus may also be involved in episodic memory retrieval (Cabeza, 2002; Rajah, Languay, & Grady, 2011; Raz et al., 2005). The effects observed by Bögels et al. may thus reflect the processes of memory retrieval rather than utterance preparation.
Additional research has found that the extent of advance planning is fairly flexible (Konopka, 2012; Swets, Jacovina, & Gerrig, 2013; Van de Velde, Meyer, & Konopka, 2014), which may explain the discrepancies in results of Boiteau et al. (2014), Sjerps and Meyer (2015), and Bögels et al. (2015). For example, Konopka found that increasing the familiarity of sentence structure (through repetition) and lexical items (by manipulating frequency and recent usage) increased speakers’ scope of response preparation from one to two words. Although participants did not have to coordinate their utterances with another speaker in this study, interlocutors in dialogue often align their representations and repeat sentence structures and words previously used by their partner (Branigan, Pickering, & Cleland, 2000; Garrod & Anderson, 1987; see Pickering & Garrod, 2004), which may facilitate advance planning.

Buffering and articulating a response

In instances where the listener prepares their response in advance of articulation, they must store this response in a buffer until it can be articulated at the appropriate moment (see Postma, 2000). If listeners could not buffer their prepared response, then they would have to either take their turn as soon as they completed all stages of response preparation, interrupting their partner, or prepare their response only when they could be sure they would be able to produce this response (i.e., response preparation would be tied to turn-end prediction).

Results from immediate and delayed picture-naming studies, where participants name pictures while ignoring distractor words, suggest participants can buffer their utterances at various stages of production (Mädebach, Oppermann, Hantsch, Curda, & Jescheniak, 2011; Piai, Roelofs, & Schriefers, 2011; Piai, Roelofs, & Schriefers, 2014; Schriefers, Meyer, & Levelt, 1990). For instance, Piai et al. (2011) found that participants were slower to name pictures when distractor words were semantically related (known as the semantic interference effect) in an immediate but not in a delayed naming condition. In the immediate condition a semantically related distractor word interfered with ongoing lexicalization. However, participants in the delayed condition had already completed the processes of lexical selection and were likely buffering their response at the phonological level until they were given the go signal. In the context of turn-taking, the go signal corresponds to the moment when the speaker reaches the end of his or her turn and the listener can articulate his or her response.

Furthermore, Piai, Roelofs, Rommers, Dahlslätt, and Maris (2015a) found alpha–beta desynchronization (8–30 Hz) in the occipital cortex and beta synchronization (12–40 Hz) in the middle frontal and superior frontal gyri during delayed but not immediate naming. Alpha–beta desynchronization has been associated with motor aspects of articulation (Piai, Roelofs, Rommers, & Maris, 2015b), whereas beta synchronization has been associated with maintaining the current cognitive state until the response can be articulated (Engel & Fries, 2010; Kilavik, Zaepffel, Brovelli, MacKay, & Riehle, 2013). These findings suggest that when listeners prepare their response in advance of articulation, they buffer and continue to rehearse this response (presumably so they do not forget what they wish to say) until they are given the opportunity to take their turn.

In the context of turn-taking, two questions follow from Piai et al.’s (2011, 2015a) results. First, does preparing a response and holding it in an articulatory buffer interfere with the listeners’ ability to comprehend their interlocutor’s incoming turn? If so, does this interference depend on how much of their response the listener has prepared and buffered? In cases where listeners prepare their response in advance, they have to represent both their prepared response (using production mechanisms) and their interlocutor’s unfolding utterance (using comprehension mechanisms). Production and comprehension recruit overlapping neural circuits (Menenti, Gerhan, Segaert, & Hagoort, 2011; Segaert, Menenti, Weber, Petersson, & Hagoort, 2012; Silbert, Honey, Simony, Poeppel, & Hasson, 2014; Watkins, Strafella, & Paus, 2003; Wilson, Saygin, Sereno, & Iacoboni, 2004) and hence most likely share processes.

As a result, preparing, buffering, and rehearsing a response using production processes could be detrimental to concurrent comprehension. When the listener has to prepare a longer response, then the resources allocated to buffering and rehearsing this response may be larger, which may lead to
greater interference with comprehension mechanisms. However, it could also be the case that activating representations during comprehension makes it easier to activate these representations during subsequent production, which may make it easier for the listener to prepare their own response. Future research could examine these issues by assessing the listener’s comprehension of the speaker’s utterance in instances where the listener can prepare their response well before they are given the opportunity to articulate (as in Bögels et al., 2015) and by comparing instances where the listener has to prepare and buffer a shorter response (e.g., a simple yes or no answer) to instances where a much longer, multiword response is required. Although preparing a response in advance presumably enables the listener to achieve shorter inter-turn intervals (e.g., Stivers et al., 2009), addressing these issues will determine whether there is any cognitive cost to having to buffer this response when articulation cannot begin immediately.

In addition, buffering a response may interfere with the listener’s ability to produce an utterance at the appropriate moment. Regardless of whether listeners launch articulation of their response on the basis of turn-final cues (Beattie et al., 1982; Gravano & Hirschberg, 2011; Hjalmarsson, 2011; Local & Walker, 2012) or a prediction of the speaker’s turn-end (De Ruiter et al., 2006; Magyari et al., 2014), failure to fully comprehend the speaker’s utterance because of preparing, buffering, and rehearsing a response may impact the listener’s ability to respond at the appropriate moment, which may lead to more overlaps or gaps between utterances. On the other hand, the speaker’s utterance generally becomes increasingly predictable as the turn unfolds. For example, if the speaker says Dogs are..., then the listener cannot accurately predict the speaker’s next words. However, as the speaker produces the words my favorite, the listener can predict that the most likely next words will be animal. As a result, it may matter less that the listener fully comprehends the end of the speaker’s turn toward the end of it because they can better rely on their predictions. Future research could address these issues by examining whether buffering a prepared response for a long time leads to longer overlaps or gaps between utterances. If it does, then it would suggest that early preparation interferes with the mechanisms of turn-end prediction.

Finally, once listeners know they can produce their response, is there a target (or an ideal moment) for articulating this response? Schegloff (1968, 2000; Jefferson, 1984; see also Garrod & Pickering, 2015) claimed that listeners aim to respond to the speaker’s utterance on the beat, which probably corresponds to a syllable. Moreover, Wilson and Wilson (2005) argued that turn-taking involves the automatic entrainment of oscillators (which are pools of neurons that serve timing-related functions) between speaker and listener. These oscillators entrain to syllable rate, so the listener’s readiness to speak is at a maximum when the speaker’s readiness is at a minimum (i.e., when the speaker is mid-syllable) and vice versa. Previous research supports the involvement of entrainment during conversation (Cummins, 2002, 2003, 2009; Jungers, Palmer, & Speer, 2002; Street, 1984; Zion Golumbic et al., 2013). For example, Jungers and Hupp (2009) found that listeners were more likely to produce a response at a fast rate after hearing a speaker produce an utterance at this rate, suggesting listeners entrained to the timing of their interlocutor’s speech rate, which in turn influenced their own production. Consequently, listeners could use entrainment to attempt to articulate their own response on the next beat after the end of the speaker’s utterance.

However, whether syllables necessarily underlie such entrainment is unclear. Research on speech segmentation suggests that listeners are sensitive to syllabic boundaries in syllable-based languages (such as French; Mehler, Dommergue, Fraunfelder, & Segui, 1981) but not in stress-based languages (such as English; Cutler, Mehler, Norris, & Segui, 1983, 1986; Cutler & Norris, 1988). If entrainment draws on similar information as speech segmentation, then the mechanisms used to determine the beat (or the target for articulation) may be different in different languages: The target may be determined using syllabic information in syllable-based languages but may be identified using different information in stress-based languages. As a result, further research is needed to determine whether the listener does indeed work toward a target when producing a response, whether this target corresponds to the next syllable (as argued by Schegloff, 2000), and whether the listener’s native language influences his or her ability to determine the target.
Conclusion

By reviewing the literature on turn-taking, we have identified three mechanisms that are involved in fine coordination during dialogue: the prediction of the interlocutor's turn, the preparation of an appropriate response, and the articulation of this response at the correct moment. Although we have a good understanding of how listeners predict their interlocutor's turn, we do not yet know how listeners may use these predictions to prepare and articulate a response. Previous research suggests the scope of preparation is fairly flexible: Listeners delay planning until the end of their interlocutor's turn in some instances but can plan in advance and buffer this response in others. However, research has yet to examine what factors influence this flexibility and whether buffering interferes with the concurrent comprehension of the speaker's turn. But regardless of when listeners prepare their response, they will need to articulate it at the correct moment. Current theories argue listeners may identify this moment on the basis of syllabic entrainment. The syllable does indeed play important role in the segmentation of syllable-based languages (such as French) but not stress-based languages (such as English). As a result, it is unclear whether syllables do indeed underlie entrainment and the listener's accurate articulation of his or her own response. Given these open issues, we argue that future research should not only focus on the role of prediction but should also consider response preparation and articulation and the interplay of these three processes during turn-taking.
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