Dyskinesia estimation during activities of daily living using wearable motion sensors and deep recurrent networks
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Levodopa-induced dyskinesias are abnormal involuntary movements experienced by the majority of persons with Parkinson’s disease (PwP) at some point over the course of the disease. Choreiform as the most common phenomenology of levodopa-induced dyskinesias can be managed by adjusting the dose/frequency of PD medication(s) based on a PwP’s motor fluctuations over a typical day. We developed a sensor-based assessment system to provide such information. We used movement data collected from the upper and lower extremities of 15 PwPs along with a deep recurrent model to estimate dyskinesia severity as they perform different activities of daily living (ADL). Subjects performed a variety of ADLs during a 4-h period while their dyskinesia severity was rated by the movement disorder experts. The estimated dyskinesia severity scores from our model correlated highly with the expert-rated scores ($r = 0.87$ ($p < 0.001$)), which was higher than the performance of linear regression that is commonly used for dyskinesia estimation ($r = 0.81$ ($p < 0.001$)). Our model provided consistent performance at different ADLs with minimum $r = 0.70$ (during walking) to maximum $r = 0.84$ (drinking) in comparison to linear regression with $r = 0.00$ (walking) to $r = 0.76$ (cutting food). These findings suggest that when our model is applied to at-home sensor data, it can provide an accurate picture of changes of dyskinesia severity facilitating effective medication adjustments.

Parkinson’s disease (PD), which affects over 6 million people globally1, is a progressive neurological disorder with motor and non-motor complications that impact the daily activities of persons with PD (PwP)2. PwPs at mid- and advanced-stages of the disease experience motor complications such as troubling motor fluctuations and dyskinesias3,4. Motor fluctuations from ON to OFF states are experienced as levodopa wears off between doses and the PD symptoms reappear5. Dyskinesias are abnormal, involuntary movements of different body parts that most often occur during the peak effect of levodopa in the medication ON state6. Although dystonic dyskinesias can also occur, choreiform is the most common phenomenology of peak dose levodopa-induced dyskinesia. At this stage of the disease, an accurate picture of changes in dyskinesia severity is needed to help the physician offer an effective medication adjustment7. Dyskinesia can be assessed using rating scales such as the Unified Dyskinesia Rating Scale (UDysRS8) and the modified Abnormal Involuntary Movement Scale (mAIMS9) amongst others10, but may not occur at their maximal severity when being assessed during an office visit, and so a clinical interview is often required. However, patient interviews are limited by patient recall, and clinical examinations may only provide a snapshot of dyskinesia, hence failing to capture an accurate picture of dyskinesia severity as it changes during patient’s medication states or in their natural living environment11. Our objective in this paper was to develop a sensor-based dyskinesia assessment system that can measure dyskinesia severity in the home-living environment while PwPs perform their normal activities of daily living (ADL). We postulate that such a system can objectively and continuously estimate dyskinesia to provide an accurate picture of changes in dyskinesia severity that is required for effective PD medication adjustments and enhanced care.

Technology-based dyskinesia assessment systems detect abnormal dyskinetic movements from the movement patterns captured using videos or inertial signals. Vision-based systems use pose estimation methods to estimate dyskinesia severity as PwPs perform some pre-defined tasks in front of a camera12,13. As a result, these systems can only provide intermittent estimation of dyskinesia instead of continuous estimations during ADL.
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Motion-based systems use inertial sensors to assess dyskinesia from the movement patterns. Rapid advancements in sensing technologies provide user-friendly wearables with a long battery life that can be worn by PwPs and used for dyskinesia estimation during ADLs without imposing significant restrictions16–26. Machine learning algorithms are used in these systems to detect the patterns of dyskinesia from the body movements data. Some of these algorithms focus on detecting the presence of dyskinesia, which is formulated as a classification problem16–26. However, for PD medication management, detecting the presence or absence of dyskinesia is not sufficient. The treating physician requires detailed information about the severity of dyskinesia at PwP’s daily living environment and to what extent it interferes with the PwP’s activities and impacts the quality of life3,27. Other algorithms estimate dyskinesia severity, which is formulated as a regression problem28–32. However, the main challenge in developing such algorithms is that short-term, dyskinesia-related movement patterns overlap with the patterns of the free body movements33. Therefore, most researchers have decided to estimate dyskinesia while patients perform specific, pre-defined tasks such as resting and/or arm extended to eliminate the free-body-motion effect during. They use short-term, spectral-based features (e.g., power of 1–4 Hz band), and in combination with traditional machine learning methods such as linear regression or support vector machines, achieve a moderate to high correlation with the gold-standard dyskinesia scores measured by a neurologist during those pre-defined tasks29,32,33. In another work by Pulliam et al.30, both short-term spectral and temporal features are used in a linear regression model, which led to only a moderate correlation with the gold-standard dyskinesia scores during ADL. The limitation of these algorithms is that they require patients’ active engagement and provide only repeated snapshots (vs. continuous) measurements of the dyskinesia severity that can vary profusely by the time of day. Also, they do not provide a high correlation with the gold-standard dyskinesia score when used during ADL25. Hence, these algorithms have limited value for PD therapeutic management36.

In this work, we developed a sensor-based assessment system based on two wearable inertial measurement units sensors placed on the upper and lower extremity of PwPs to estimate dyskinesia severity during ADL, with a high correlation with the gold-standard dyskinesia score. We investigated the first application of advanced deep recurrent neural networks (RNN)37 to explore the long-term body movement patterns for dyskinesia estimation. Dyskinesia is characterized as short-term, erratic movements that interrupt the long-term patterns of ADL, thus we hypothesized that tracking the long-term temporal dependencies between the short-term spectral and temporal features during ADL can distinguish the dyskinetic erratic movements and significantly improve the estimation of dyskinesia severity. Long Short-Term Memory network (LSTM) is a type of RNN and has been successful in many applications (reviewed in38) including activity recognition using motion signals39. In this work, we used a bidirectional LSTM, which has the ability to capture both past and future long-term dependencies40. Our approach is novel for three main reasons. First, we developed the first dyskinesia severity estimation technique that truly considers both the long- and short-term patterns of body movements. Second, we provided a detailed analysis of the technique’s performance during different types of activities and medication states. Third, our approach provided an unprecedented performance for estimation of dyskinesia severity during ADL when compared to the existing approaches.

Results

We developed a new algorithm for the estimation of dyskinesia severity from movement data as PwPs performed different ADLs. The movement data was collected using one IMU (inertial measurement units) sensor placed on the wrist and one on the ankle of the most affected side of 15 PwPs. During a 4-h visit to the clinic, each subject engaged in four rounds of seven ADLs with about a 1-h gap between the rounds, except for two subjects who only performed three rounds. This process resulted in a total number of 58 rounds with each round being approximately 4-min long. Twelve of the subjects were in their OFF state during their first round. The activities were videotaped, and later dyskinesia was rated by two expert raters using mAIMS. The total mAIMS score ranged between 0 (no dyskinesia) and 28 (maximum dyskinesia). The average score of the two raters was used as the gold-standard dyskinesia severity score in this work. Figure 1A illustrates an example of the data collection protocol and the total mAIMS for one of the subjects. “Methods” provides the details of the data collection and experiment design. Figure 1B shows the developed machine learning algorithm and the details are provided in “Methods” section. First, the collected signals were filtered and segmented into 5-s windows. Next, a set of spectral and temporal features were extracted from each window. Finally, a bidirectional LSTM network was trained to associate a mAIMS score to each window. The developed algorithm was validated on the collected dataset in a leave-one-subject-out manner by training it on the data from 14 subjects and testing it on the remaining one, and repeating the process 15 times. For comparison purposes, we selected a linear regression model, as it has been commonly used by the research community for dyskinesia estimation, and trained and tested it on the same extracted features.

Performance of the developed dyskinesia estimation model. Pearson correlation is widely used to evaluate the agreement between the estimated and clinical scores28,32,34 to because a system with non-significant correlation will not be adoptable. However, the Pearson correlation by itself may not be sufficient to provide a comprehensive evaluation of the methods’ performance as it does not show the error between the two scores. That is why we used two metrics of Pearson correlation (r) and mean absolute error (MAE) between the estimated and gold-standard mAIMS scores for our evaluation purposes. We calculated the performance over 5-s windows and approximately 4-min rounds. First, we calculated the correlation r and MAE of the algorithm-estimated dyskinesia score over each 5-s window by comparing it against the gold-standard mAIMS score, which resulted in a correlation of r = 0.77 (p < 0.001) and MAE = 2.36 (8.4% of the maximum mAIMS score). It is a common practice to average the short-term, estimated scores of dyskinesia for a longer duration (2–30 min) to smooth the effect of any outliers in the estimated scores28,33,34. Therefore, we calculated the performance
over rounds by averaging the 5-s estimations in each round and comparing it with the averaged gold-standard mAIMS scores. This process achieved a high correlation of \( r = 0.87 \) (\( p < 0.001 \)) and \( \text{MAE} = 1.74 \) (6.2%). We also used the ranked-Spearman correlation for our evaluations. It resulted in a comparable correlation of \( r = 0.86 \), with only 1% lower than the Pearson correlation. Given that most of the existing literature on dyskinesia estimation use the Pearson correlation, we used the latter in the rest of our work. The estimated dyskinesia scores over each round with respect to the gold-standard mAIMS scores are shown in Fig. 2A. Two examples of the LSTM model estimation of dyskinesia severity scores are shown in Fig. 3. These examples show the estimations at 5-s windows and 4-min rounds along with the gold-standard mAIMS scores provided by the expert raters. In the first example, the subject did not have motor fluctuations but had a total mAIMS of about 8 in the ON state. In the second example, the subject had motor fluctuations with mild dyskinesia. In both cases, the model estimated the dyskinesia severity closely when it was present and did not falsely report normal movements as dyskinesia when it was not present.

**Performance during different medication states.** We investigated the performance of our model during medication OFF and ON states separately to ensure that the algorithm did not falsely estimate the PD symptoms such as tremor or bradykinesia as dyskinesia during OFF states. There were 16 rounds recorded during patients’ medication OFF state and 42 ON rounds. During the OFF state, there were only 5 rounds of ADL with a mAIMS higher than 1 (4 rounds with average mAIMS scores between 1 and 2, and one round with a 7.77 mAIMS score). The OFF rounds are shown as black data points in Fig. 2A. The model showed \( \text{MAE} = 0.75 \) (2.6%) during the OFF states and \( \text{MAE} = 2.12 \) (7.5%) during the ON state. The low MAE during the OFF state indicated that the model was not affected by the PD symptoms during this state, and at the same time it was able to estimate OFF dyskinesia accurately as shown in the black data points in Fig. 2A.

**Performance during different activities.** The behavior of our dyskinesia estimation model during different types of activities was evaluated by comparing the correlation and MAE values during each of the seven ADLs that were performed in the protocol. We also calculated and compared the standard deviation (STD) of the estimated scores within a single activity as a metric to measure the sensitivity of our model to the short-term
and erratic movements that may happen during voluntary body movements. In general, low STD values with a high correlation or low MAE during an ADL indicates the effectiveness and robustness of our model at dyskinesia estimation during that ADL. Figure 2B provides the correlation, MAE, and STD for the seven activities that were performed during the data collection protocol. Note that these results are based on the 5-s windows to provide sufficient granularity to separate performance for different activities. As Fig. 2B indicates, our model’s performance was relatively consistent during different activities with the STD values of less than or equal to 0.4. The model was not showing a rapid change in the estimated scores within activities, especially in the OFF states as shown in sample reports of Fig. 3. The correlation between the estimated and gold-standard dyskinesia scores ranged between 0.70 (for walking) and 0.84 (for drinking and hair brushing). The MAE ranged between 1.67 (5.9%) (for drinking) and 3.31 (11.8%) (for resting). The algorithm’s performance was relatively lower for walking and resting because walking and resting tremor movements have common temporal and spectral patterns with the dyskinetic movements, which make the dyskinesia estimation more challenging.

The model sensitivity and specificity. We investigated dyskinesia detection using our LSTM model using a Receiver Operating Characteristic (ROC) curve. Each window or round of activities with a gold-standard mAIMS score of higher than or equal to 1 was considered positive. After thresholding the mAIMS scores, there were only 17 negative rounds and 41 positive rounds. We added our results as a new Fig. 4A. Figure 4A shows the ROC curve of the LSTM model with 0.87 area under the ROC curve (AUC). The best performance is 85% sensitivity and specificity using a threshold of 1.6. Figure 4B shows the LSTM ROC curves during different types of activities. The AUC was higher for all activities and ranged between 0.84 for resting and 0.93 for hair brushing.

Feature analysis. We investigated the significance of the extracted features in estimating dyskinesia. For this purpose, we calculated the Pearson correlation between the numerical values of each individual features with the gold-standard mAIMS scores. The feature values were averaged across the axes of each sensor separately. This operation yielded only a single value for each one of the thirteen features for each round of activities. Using the wrist sensor, the peak to peak of the angular velocity had the highest correlation ($r = 0.82$ (p < 0.001)) followed by the standard deviation, power of secondary frequency, power of 1–4 Hz band, and Shannon
entropy with \( r = 0.81, 0.80, 0.79, 0.78 \), respectively. Using the Ankle sensor, the second dominant frequency had the highest correlation \( (r = -0.81 \ (p < 0.001)) \) followed by the Spectral entropy, Shannon entropy, Gini index, and standard deviation with \( r = -0.80, 0.80, 0.80, 0.76 \), respectively. The correlation of the other features are provided in the Supplemental Table S1. The best features from the wrist sensor were different from the ankle sensor’s best features since the ankle and wrist were engaged differently in different ADLs. As a result, dyskinesia manifested differently on the wrist and ankle. More details about the correlation between the best features with the gold-standard mAIMS for different activities are included in the Supplemental Section S2 and Supplemental Figure S1.

**Comparison to the linear regression.** We compared our developed LSTM model with a linear regression model with respect to the estimation accuracy as well as performance during medication ON and OFF states and different ADLs.

**Accuracy.** The performance of the 5-s estimations using a linear regression model was \( r = 0.64 \ (p < 0.001) \) and MAE = 2.85 (10.1%) and was increased to \( r = 0.81 \ (p < 0.001) \) and MAE = 2.17 (7.7%) after averaging the estimations over 4-min rounds. The estimated dyskinesia scores over each round with respect to the gold-standard mAIMS scores is shown in Fig. 2C. As hypothesized, the LSTM model was more successful in distinguishing the dyskinetic movements from ADL by modeling the long-term temporal dependencies between the short-term spectral and temporal features, which resulted in 20.31% (in \( r \)) and 17.19% (in MAE) improvement to the 5-s estimation performance and 7.41% (\( r \)) and 19.82% (MAE) to the 4-min estimation.

---

**Figure 3.** The estimated and gold-standard dyskinesia severity scores for two subjects (A,B). The estimated dyskinesia score over time by the LSTM model (solid-green lines) in comparison with the gold-standard mAIMS scores (solid-blue lines) averaged for each round of activities. The 5-s estimations of the dyskinesia scores are shown in the background in dotted lines. The beginning of each activity was shown only during round 2 of the first subject. The orange arrows indicate the PD medication intake time as prescribed by the treating physician.
Medication ON and OFF states. The OFF state performance of the linear regression model was MAE = 1.67 (6%) and the ON state performance was MAE = 2.37 (8.5%). These results indicated that the LSTM model outperformed the regression model with 55.09% improvement during the OFF states and 10.55% during the ON states. As these numbers show and are also reflected in Fig. 2C, linear regression performed poorly during OFF states by estimating the dyskinesia severity of most rounds with a zero mAIMS score with around 2.5 dyskinesia score, indicating that it was impacted more by the symptomatic movements during the OFF states, while the LSTM model was more accurate in differentiating those patterns from the dyskinetic movements.

Different ADLs. The 5-s performance of the linear regression model with respect to different ADLs is illustrated in Fig. 2B. As the figure shows, the lowest correlation (0) was for walking, which was 0.70 using the LSTM model. The highest correlation (0.76) was for cutting food, which was lower than the highest correlation using the LSTM model (0.84) for drinking and hair brushing. The lowest and highest MAE values were found during drinking (2.18) and resting (3.35), respectively, which was similar to the LSTM model (1.67 for drinking and 3.31 for resting). The greatest difference in MAE between the two models was for walking where the LSTM model performed significantly better. The STD within a single activity of the estimated scores by linear regression was collectively higher than that of LSTM indicating that linear regression is more affected by the short-term voluntary movements mimicking erratic dyskinetic movements specially during dressing and walking.

The model sensitivity and specificity. The ROC curve of the linear regression model is shown in Fig. 4A. An AUC of 0.92 was achieved for this model. The best performance was 83% sensitivity and 92% specificity using a threshold of 3.4. When using the ROC analysis on skewed data (as in our case with more positives than negatives), a large change in the sensitivity can lead to only a minor change in the specificity and a better AUC. Similarly, in our study with skewed data, the ROC analysis favored the linear regression model because it had a higher sensitivity. However, the AUC of the linear regression model showed lower performance than the LSTM model at the activity level. Figure 4C shows the ROC curves of the linear model during different ADL. The AUC of the linear regression model ranged between 0.43 and 0.93, while the LSTM model had an AUC of greater than 0.93.
0.83 for all the activities. The AUC of walking and resting using the linear model were significantly lower than the AUC of the LSTM model.

**Discussion**

PD is neither preventable nor curable. Only symptomatic management exist, of which levodopa is the gold standard. Unfortunately, this treatment eventually leads to troubling motor complications, including fluctuations and dyskinesias. About 30% of PWPs develop dyskinesia within 5 years of levodopa treatment and increases to 90% when treating with levodopa for more than 9 years. Effective dyskinesia management requires an accurate understanding of dyskinesia severity and duration over a typical day. To address this need, we developed a new algorithm to estimate dyskinesia severity during ADL with a high correlation with the gold-standard dyskinesia score from the movement data collected from one wearable, inertial measurement sensors placed on the upper and one on the lower extremity of the most affected side in PwPs.

Table 1 summarizes prior research towards estimation of the dyskinesia severity from body movement data, which have taken three main directions for algorithm development: (i) Pre-defined tasks: Most algorithms require the PwP to perform specific pre-defined tasks such as resting and extending the arms or sitting and standing still. Among these algorithms, the work by Mera et al. reported the highest correlation of $r = 0.85$ ($p < 0.001$) when compared to the averaged mAIMS scores. (ii) ADL: Similar to our experiment, two algorithms employed the ADL performance. One algorithm resulted in $r = 0.61$ ($p < 0.001$) for an estimation duration of 30 s when compared to the leg dyskinesia item of UDysRS score and the other one achieved $r = 0.78$ ($p < 0.001$) for a duration of 30 min when compared to the upper limb item of mAIMS score. The former was based on linear regression and resulted in lower performance while the latter was based on convolutional neural networks and resulted in a better correlation. (iii) ADL without walking: The remaining two studies did not analyze walking during the evaluation. As showed by our analysis, a linear regression model results in a low correlation ($r = 0$ in our case) for dyskinesia estimation during walking. Hence, the low performance of linear regression could be the reason for reporting their results on ADL without walking with $r = 0.80$ ($p < 0.001$) for 12 min by Griffiths et al. and $r = 0.77$ ($p < 0.001$) for 12 s by Pulliam et al. when compared to the total mAIMS. Griffiths et al. reported only a weak correlation ($p < 0.05$) in the home environment.

| Reference                  | Method                        | PwP number | Sensor location | Site       | PD state (ON, OFF) | Activity                                    | Estimation interval | Gold-standard | Testing results                  |
|---------------------------|-------------------------------|------------|----------------|------------|--------------------|---------------------------------------------|--------------------|---------------|-----------------------------------|
| Griffiths et al.          | Linear regression             | 34         | Wrist          | Lab        |                   | ADLa                                        | 12 min             | Total mAIMS   | $r = 0.80$ ($p < 0.001$) Margin of error = 3.2 |
| Mera et al.               | Multilayer neural network     | 15         | Both wrists    | Lab        | ON, OFF            | Resting and Extending arms                  | 20 s               | Averaged mAIMS | $r = 0.85$ ($p < 0.001$) Mean-square-error = 0.3 |
| Pulliam et al.            | Linear regression             | 15         | Wrist and ankle| Lab        |                   | ADLb                                        | 12 s               | Total mAIMS   | $r = 0.77$ ($p < 0.001$) Normalized root-mean-square-error = 9.4 |
| Ramsperger et al.         | Linear regression             | 23         | Ankle          | Lab        |                   | ADL                                         | 30 s               | The leg dyskinesia item of UDysRS | $r = 0.61$ ($p < 0.001$) Margin of error = 1 |
| Thomas et al.             | Linear regression, decision trees | 19      | Both wrists    | Lab        | ON, OFF            | Pronation and supination                    | 20 s               | Treatment response scalea | $r = 0.6$ Root-mean-square-error = 1 |
| Rodriguez et al.          | Single Feature                | 13         | Waist          | Home       | ON, OFF            | Sitting or standing                         | 30 min             | UDysRS        | $r = 0.7$ ($p < 0.01$)            |
| Pfister et al.            | Convolutional neural network  | 30         | Wrist          | Home       | ON                 | ADL                                         | 5 min              | The upper limb item of AIMS | $r = 0.75$ ($p < 0.001$) |
|                          |                               |            |                |            |                   |                                             | 30 min             |                           | $r = 0.78$ ($p < 0.001$) |
| The developed approach in this study | Bidirectional LSTM network | 15         | Wrist and ankle| Lab        | ON, OFF            | ADL                                         | 5 s                | Total mAIMS   | $r = 0.77$ ($p < 0.001$) MAE=2.36 |
|                          |                               |            |                |            |                   |                                             | 4 min              |                           | $r = 0.87$ ($p < 0.001$) MAE = 1.74 |

Table 1. A list of existing methods for estimation of dyskinesia severity scores. a It was not mentioned if walking was included. b Walking and resting were excluded from the ADL. c A new scale introduced by Thomas et al.
We performed a series of experiments to investigate the performance of our developed LSTM model for estimating the dyskinesia severity ratings of mAIMS during different ADLs. Our first observation was that the LSTM model estimated dyskinesia with the highest correlation of \( r = 0.87 \) (\( p < 0.001 \)) and a low estimation error of \( \text{MAE} = 1.74 \) (6.2%) vs. the total mAIM in comparison with the existing algorithms based on the pre-defined tasks, ADLs, or ADL without walking. As Table 1 shows most of these algorithms are based on a linear regression model, except for Pfister et al.'s which is based on convolutional neural networks. As shown in Figs. 2A and 4B,C, linear regression provides comparable but lower performance than LSTM for different ADLs because it lacks long-term connectivity in its formulation and cannot always differentiate between erratic body movements during daily activities and ADL. As shown in our results, linear regression results in a notably lower performance during walking. The reason for such behavior is that the walking and dyskinetic movements share similar temporal and spectral patterns. The frequency of walking, which is \( 2 \) Hz on average\(^45\), overlaps with the frequency of dyskinetic movements, which is about \( 1 \) Hz–4\(^3\). As a result, without considering both the long- and short-term temporal and spectral patterns, a model is unable to estimate dyskinesia severity during most activities, especially during walking. The developed LSTM model also outperformed the Pfister et al.'s deep learning approach based on convolutional neural network. Unlike LSTM, CNN models only the short-term patterns in the movement signals and cannot investigate the temporal relationships between those short-term movement behaviors. In this work, we used bidirectional LSTM which has the advantage over regular LSTM by utilizing the information from both past and future temporal patterns\(^46\).

Our next observation was that the LSTM algorithm performed comparably well during both medication ON and OFF states with \( \text{MAE} = 1.67 \) (6%) and \( \text{MAE} = 2.37 \) (8.5%), respectively. The algorithm was able to estimate dyskinesia severity despite PwPs experiencing fluctuations between the medication ON and OFF states. As Fig. 3B shows the algorithm detected dyskinesia in round 2 when the PwP was in the ON state and estimated very low dyskinesia in round 1, 3, and 4 when the person was in the OFF state. This behavior can also be observed through the 5-s correlation (\( p < 0.05 \)) when used in the home environment, and the latter was based on some pre-defined tasks.\(^28,32,33\) or excluding walking\(^28,30\) to improve performance.

This work used movement data from two sensors, one on the wrist and one on the ipsilateral ankle and reported an unprecedented performance with the total mAIMS score. Pulliam et al.\(^39\) also used the same sensor configurations to ensure that both upper and lower extremity dyskinesias are captured by the system. Other algorithms that used a single sensor on the wrist\(^28,34\) or on the ankle\(^31\), or one sensor on each wrist\(^32\) were validated against the dyskinesia score of that specific extremity. For example, Ramsperger et al.\(^31\) used one ankle sensor and achieved \( r = 0.61 \) (\( p < 0.001 \)) for estimating only the leg dyskinesia item of U DysRS, or Pfister et al.\(^34\) used one wrist sensor and provided \( r = 0.78 \) (\( p < 0.001 \)) based on only the upper limb item of AIMS. Only the work by Griffiths et al.\(^28\) estimated the total mAIMS score using one wrist sensor and Rodriguez et al.\(^35\) estimated the total U DysRS score. However, the former excluded walking from ADL and as a result achieved only a weak correlation (\( p < 0.05 \)) when used in the home environment, and the latter was based on some pre-defined tasks.

Our algorithm reported a high performance of dyskinesia severity estimation based on the movement data collected from two wearable sensors, indicating the potential of our algorithm for objective and continuous estimation of dyskinesia severity during subjects’ routine daily life. Wearing two wearable sensors may be cumbersome for some PwPs; however, surveys have shown that PwPs have a good acceptance for wearing up to three sensors at home\(^46\). Additionally, dyskinesia manifests differently on different body regions as PwPs perform different activities\(^4\). Hence, investigation of both upper and lower extremity movements is required to provide a more comprehensive picture of dyskinesia severity as changes during free body movements. We evaluated our algorithm using data from 15 PwPs as they performed different ADLs over a 4-h clinic visit and reported high performance of dyskinesia severity estimation indicating the potential of our algorithm for objective and continuous estimation of dyskinesia severity. There were seven different ADLs in our experiment, which were comparable to the other papers that reported their ADL types.\(^30,31\) However, performance of the algorithm in a larger cohort of PwP and in the home setting with potentially more complex activities warrants further investigations. Given that our dataset only provides the total dyskinesia score, investigating how dyskinesia manifests on different body regions during various activities warrants future work.
Conclusion
A novel dyskinesia estimation approach was developed to continuously and objectively estimate dyskinesia severity scores as PwPs perform different ADLs. We developed the first algorithm, based on a bidirectional LSTM network, to consider the long-term temporal patterns of short-term spectral and temporal patterns of movement in estimating dyskinesia severity scores. For evaluation purposes, we used data from 15 PwPs who wore one IMU wearable sensor on the most affected wrist and one on the most affected ankle as they performed several ADLs during a 4-h clinic visit while their mAIMS dyskinesia scores were assessed by expert raters. Our comprehensive analysis of the algorithm and comparison with a linear regression model as well as the existing approaches in the literature validated our developed LSTM model for dyskinesia estimation in both medication ON and OFF states and during different ADLs. Our analysis demonstrated our algorithm's high performance in estimating dyskinesia scores in the presence of free body voluntary movements that share common characteristic with dyskinesia. Our future work will extend the developed LSTM method to continuous home-based monitoring where the motion data are collected outside of a clinical setting.

Methods
Dataset. Participants. A study protocol was designed to collect motion signals using wearable sensors mounted on subjects with idiopathic PD. The protocol was approved by the institutional review boards of the University of Rochester and Great Lakes NeuroTechnologies. Fifteen subjects who had a history of peak-dose dyskinesias participated in the study and signed an informed consent (6 F, 9 M; average age 58 ± 10 years; average disease duration 10 ± 4; total mAIMS 5 ± 4.4; average 26-item PD dyskinesia Scale (PDYS-26) 35 ± 21; and equivalent daily dose of levodopa 1226 ± 535).

Data collection protocol. Below we describe the experiment design and collection protocol for the movement and dyskinesia data. All experiments were performed in accordance with the approved protocol.

Study design and movement data. Inertial sensors (Great Lakes NeuroTechnologies Inc., Cleveland, OH) were used in the study to record the 3-dimensional angular velocity and acceleration with a sampling rate of 64 Hz. The subjects were asked to stop their PD medications the night before the experiment, so dyskinesia in both medication states can be observed and recorded. At the beginning of the experiment, two sensors were mounted on the wrist and ankle of the subject's most affected side. Each subject performed four rounds of ADL as the motion signals were collected. The activities in each round were walking, resting by setting on a chair, using a knife and fork to cut food, putting on and taking off a coat, drinking water from a cup, unpacking groceries, and combing hair using the left then the right hand. After performing the first round, the subjects resumed their normal PD medications. A neurologist identified when the medication kicked in and then asked the subjects to perform the s round of experiment. The other two rounds were 1-h apart. The 4-h procedure allowed capturing the change in PD symptoms and dyskinesia during a long interval. Figure 1A shows the timings of the four rounds for one of the subjects. Nine subjects were due for another scheduled dose of levodopa before the fourth round. Each activity took between 15 to 60 s. Two subjects had only 3 rounds of activities because they started the experiment in the ON state, resulting in a total number of 58 rounds (NR) for all the subjects. The recording time of all the rounds for one subject on average was 13.7 ± 1.6 min.

Dyskinesia assessment. Before each round, the Unified Parkinson's Disease Rating Scale part III (UPDRS-III) was performed by a neurologist. Also, the experiments were video-taped. Later, the dyskinesia severity of each activity was rated by two movement disorder experts based on the recorded videos using the mAIMS score. The average of the total mAIMS scores from the two raters was used to minimize the effect of inter-rater variability, resulting in one gold-standard dyskinesia score for each activity trial. In mAIMS, a severity score between 0 and 4 (no dyskinesia to severe dyskinesia) is given for each one of the four extremities, head/neck, trunk and global. The total mAIMS is the sum of all these sub-scores resulting in a range between 0 and 28.

Algorithm development. The collected gyroscope signals were passed through a 0.5–15 Hz bandpass filter to eliminate noise and gyroscope drift effect. The filtered signals were segmented, and multiple temporal and spectral features were extracted. Next, an algorithm based on a bidirectional LSTM network as shown in Fig. 1B was developed to estimate the dyskinesia severity score for a round of ADL. For comparison purposes, a linear regression model was implemented on the same extracted features.

Segmentation and feature extraction. We used a 5-s window without an overlap to segment the signals, which resulted in 2,280 windows. As Patel et al. has shown, a 5-s window is suitable to segment the motion signals prior to the extraction of dyskinesia features. Next, 13 temporal and spectral features were extracted from each axis. These features are listed in Table 2. Before extracting the spectral features, we first calculated the power spectral density for each window. The feature extraction process resulted in 13 features for each (x, y, z) axis, 39 for each wrist and ankle sensor, and a total number of 78 features (Nf) from each 5-s window. The calculation details and underlying justification of the extracted features are reported in Supplemental Section S1. In sum, a feature vector (fv ∈ ℝNf) was extracted from each 5-s window and provided a set of D = {(FV(1), y(1)), ..., (FV(r), y(r))}NR where FV(1) = [fv1, fv2, ..., fv39]Nf, Nf is the number of 5-s windows in round r, and y(r) is the gold-standard total mAIMS for each window in round r ((y1, y2, ..., yNf(r))). The extracted feature
LSTM. LSTM is an advanced type of deep RNN37 and has been used successfully in many applications that require the analysis of time series data38. LSTM consists of a memory cell and four sub-neural networks called gates which are input, modulation, forget, and output gates. These gates are connected in a specific architecture to efficiently learn the temporal dependencies in data39. Therefore, it is able to capture the dynamic, temporal patterns by tracking the long-term dependencies between the time samples. LSTM was shown in our previous work to be effective for the estimation of PD symptoms from free body movements49. In this work, we used a bidirectional many-to-many LSTM architecture to take advantage of both past and future states to accurately estimate dyskinesia severity scores40.

Training deep learning models on raw signals requires large datasets. However, most of the patient-based datasets such as the one in our study are relatively small for the application of LSTM on the raw movement signals. Hence, instead of feeding the raw movement signals, we used the extracted feature vectors $FV$. We fed the sequence of the extracted feature vectors from a round of ADL ($FV^{(r)}$) into the LSTM network and used a many-to-many LSTM design, as shown in Fig. 1B, to estimate a mAIMS score for each 5-s window in the 4-min round ($\hat{y}^{(r)}$). These 5-s dyskinesia estimations were then averaged to calculate the 4-min dyskinesia mAIMS score for each round.

Implementation. The LSTM network was implemented using Keras with TensorFlow backend46. The first layer of the network was a fully-connected layer that mapped the length of each feature vector to the number of LSTM hidden states ($N_h$). The layer used a ReLU activation function. Next, we used a bidirectional LSTM with $N_h$ hidden states and $N_l$ layers. The LSTM layer was followed by a fully-connected layer with a ReLU activation function and an output layer with a linear activation function. The performance was assessed using subject-based, leave-one-out cross-validation. To avoid LSTM from memorizing the order of the activities that were performed during the data collection experiment, we randomly shuffled the order of the activities in each round before training. This process will improve the generalizability of the trained model when applied to free body movements at a home environment. We added dropout layers after the fully-connected layers and between the LSTM layers. The Adam optimizer was used to train each network by minimizing the mean-squared-error loss for 150 epochs51. The learning rate was 0.001, and the batch size was 32 sequences. The dropout rate during training. This process will improve the generalizability of the trained model when applied to free body movements at a home environment. We added dropout layers after the fully-connected layers and between the LSTM layers. The Adam optimizer was used to train each network by minimizing the mean-squared-error loss for 150 epochs51. The learning rate was 0.001, and the batch size was 32 sequences. The dropout rate during training was 0.7. The hyper-parameters of the LSTM model were optimized using a validation set (20% of the training fold). The best LSTM network on the validation data had 3 layers and 128 hidden states.

Linear regression. The linear regression model was implemented using Scikit-learn library in Python. The model associated each extracted feature vector with its corresponding mAIMS score. The linear regression coefficients that were obtained during the training were used to weight the features of each testing feature vector to estimate the mAIMS dyskinesia score. The performance was evaluated using subject-based, leave-one-out cross-validation.

Table 2. The extracted features. The numbers indicate the number of extracted features from each axis.

| Temporal features                          | Spectral features                           |
|-------------------------------------------|---------------------------------------------|
| Shannon entropy (#1)                      | Power of 0.5–15 Hz band (#1)                |
| Gini index (#1)                           | Power of 1–4 Hz band (#1)                   |
| Standard deviation (#1)                   | Spectral entropy (#1)                       |
| Skewness (#1)                              | Dominant frequency and its power (#2)       |
| Kurtosis (#1)                              | Second dominant frequency and its power (#2) |
| Peak to peak of the angular velocity (#1) |                                             |

Received: 7 August 2020; Accepted: 9 March 2021
Published online: 12 April 2021

References
1. Dorsey, E., Sherer, T., Okun, M. S. & Bloem, B. R. The emerging evidence of the Parkinson pandemic. J. Parkinson’s Dis. 8, S3–S8 (2018).
2. Jankovic, J. Parkinson’s disease: Clinical features and diagnosis. J. Neurol. Neurosurg. Psychiatry 79, 368–376 (2008).
3. Perez-Lloret, S. et al. L-dopa-induced dyskinesias, motor fluctuations and health-related quality of life: The copark survey. Eur. J. Neurol. 24, 1532–1538 (2017).
4. Palnwa, R. et al. Impact of dyskinesia on activities of daily living in Parkinson’s disease: Results from pooled phase 3 ads-5102 clinical trials. Parkinson. Relat. Disord. 60, 118–125 (2019).
5. Parkinson Study Group. Levodopa and the progression of Parkinson’s disease. N. Engl. J. Med. 351, 2498–2508 (2004).
6. Fahn, S., Brotchie, J. M., Grandas, F., Nomoto, M. & Goetz, C. G. Levodopa-induced dyskinesias. *Mov. Disord.* **22**, 1379–1389 (2007).

7. Thanvi, B., Lo, N. & Robinson, T. Levodopa-induced dyskinesia in Parkinson's disease: Clinical features, pathogenesis, prevention and treatment. *Postgrad. Med. J.* **83**, 384–388 (2007).

8. Goetz, C. G., Nutt, J. G. & Stebbins, G. T. The unified dyskinesia rating scale: Presentation and clinimetric profile. *Mov. Disord.* **23**, 2398–2403 (2008).

9. Guy, W. Abnormal involuntary movement scale (AIMS). *ECDEU Assessment Manual for Psychopharmacology* (1976).

10. Pandey, S. & Srivanitchapoom, P. Levodopa-induced dyskinesia: Clinical features, pathophysiology, and medical management. *Ann. Indian Acad. Neurol.* **20**, 190 (2017).

11. Dorsey, E. R., Venuto, C., Venkataraman, V., Harris, D. A. & Kieburtz, K. Novel methods and techs for 21st-century clinical trials: A review. *JAMA Neurol.* **72**, 582–588 (2015).

12. Li, M. H., Mestre, T. A., Fox, S. H. & Taub, B. Vision-based assessment of Parkinsonism and levodopa-induced dyskinesia with pose estimation. *J. Neuroeng. Rehabil.* **15**, 97 (2018).

13. Ruo, A. S. et al. Validating an objective video-based dyskinesia severity score in Parkinson's disease patients. *Parkins. Relat. Disord.* **19**, 232–237 (2013).

14. Botros, A. et al. Long-term home-monitoring sensor technology in patients with Parkinson's disease-acceptance and adherence. *Sensors* **19**, 5169 (2019).

15. Monje, M. H., Foffani, G., Obeso, J. & Sánchez-Ferro, Á. New sensor and wearable technologies to aid in the diagnosis and treatment monitoring of Parkinson's disease. *Annu. Rev. Biomed. Eng.* **21**, 111–143 (2019).

16. Keijser, N. L., Horstink, M. W. & Gielen, S. C. Automatic assessment of levodopa-induced dyskinesias in daily life by neural networks. *Mov. Disord.* **18**, 70–80 (2003).

17. Saran, A. et al. Dyskinesia and motor state detection in Parkinson's disease patients with a single movement sensor. In *2012 IEEE EMBC*, 1194–1197 (IEEE, 2012).

18. Tsipouras, M. G. et al. An automated methodology for levodopa-induced dyskinesia: Assessment based on gyroscope and accelerometer signals. *Artif. Intell. Med.* **55**, 127–135 (2012).

19. Tzallas, A. T. et al. Perform: A system for monitoring, assessment and management of patients with Parkinson's disease. *Sensors* **14**, 21329–21357 (2014).

20. Hammerla, N. Y. et al. PD disease state assessment in naturalistic environments using deep learning. In *Twenty-Ninth AAAI Conference on Artificial Intelligence* (2015).

21. Lopane, G. et al. Dyskinesia detection and monitoring by a single sensor in patients with Parkinson's disease. *Mov. Disord.* **30**, 1267–1271 (2015).

22. Fisher, J. M. et al. Unsupervised home monitoring of Parkinson's disease motor symptoms using body-worn accelerometers. *Parkins. Relat. Disord.* **33**, 44–50 (2016).

23. Pérez-López, C. et al. Dopaminergic-induced dyskinesia assessment based on a single belt-worn accelerometer. *Artif. Intell. Med.* **67**, 47–56 (2016).

24. Pulliam, C. L. et al. Continuous assessment of levodopa response in Parkinson's disease using wearable motion sensors. *IEEE Trans. Biomed. Eng.* **65**, 159–164 (2017).

25. Lang, M. F. Human Motor Behavior Prediction through Gaussian Process Modeling on Manifolds. Ph.D. thesis, Technische Universität München (2019).

26. Powers, R. et al. Smartwatch inertial sensors continuously monitor real-world motor fluctuations in Parkinson's disease. *Sci. Transl. Med.* **13**, 20 (2021).

27. Montel, S., Bonnet, A.-M. & Bungener, C. Quality of life in relation to mood, coping strategies, and dyskinesia in Parkinson's disease. *J. Geriatr. Psychiatry Neurol.* **22**, 95–102 (2009).

28. Griffiths, R. I. et al. Automated assessment of bradykinesia and dyskinesia in Parkinson's disease. *J. Parkinson's Dis.* **2**, 47–55 (2012).

29. Mera, T. O., Burack, M. A. & Giuffrida, J. P. Objective motion sensor assessment highly correlated with scores of global Levodopa-induced dyskinesia in Parkinson's disease. *J. Parkinson's Dis.* **3**, 399 (2013).

30. Pulliam, C. L., Burack, M. A., Helfman, D. A., Giuffrida, J. P. & Mera, T. O. Motion sensor dyskinesia assessment during activities of daily living. *J. Parkinson's Dis.* **4**, 609–615 (2014).

31. Ramsperger, R. et al. Continuous leg dyskinesia assessment in Parkinson's disease: Clinical validity and ecological effect. *Parkins. Relat. Disord.* **26**, 41–46 (2016).

32. Thomas, I. et al. A treatment-response index from wearable sensors for quantifying Parkinson's disease motor states. *IEEE J. Biomed. Health Inform.* **22**, 1341–1349 (2017).

33. Rodriguez-Molina, A. et al. Estimating dyskinesia severity in Parkinson's disease by using a waist-worn sensor: concurrent validity study. *Sci. Rep.* **9**, 1–7 (2019).

34. Pfister, F. M. et al. High-resolution motor state detection in Parkinson's disease using convolutional neural networks. *Sci. Rep.* **10**, 1–11 (2020).

35. Hof, F., v/d Plas, A., Wagemans, E. & Van Hilten, J. Accelerometric assessment of levodopa-induced dyskinesias in Parkinson's disease. *Mov. Disord.* **16**, 58–61 (2001).

36. Fitzgerald, J. I., Lu, Z., Jareontsettasin, P. & Antoniades, C. A. Quantifying motor impairment in movement disorders. *Front. Neurosci.* **12**, 202 (2018).

37. Gers, F. A., Schmidhuber, J. & Cummins, F. Learning to forget: continual prediction with LSTM. *IET Conf. Prog.* **5**, 850–855 (1999).

38. Yu, Y., Shi, X., Hu, C. & Zhang, J. A review of recurrent neural networks: LSTM cells and network architectures. *Neural Comput.* **31**, 1235–1270 (2019).

39. Guan, Y. & Plotz, T. Ensembles of deep LSTM learners for activity recognition using wearables. *Proc. ACM Interact. Mobile Wearable Ubiquitous Technol.* **1**, 1–28 (2017).

40. Schuster, M. & Paliwal, K. K. Bidirectional recurrent neural networks. *IEEE Trans. Signal Process.* **45**, 2673–2681 (1997).

41. Ghorbani, B., Galvin, J. E. & Jimenez-Shahed, J. Point of view: Wearable systems for at-home monitoring of motor complications in Parkinson's disease should deliver clinically actionable information. *Parkins. Relat. Disord.* **20**, 20 (2021).

42. Davis, J. & Goadrich, M. The relationship between precision-recall and roc curves. In *Proceedings of the 23rd International Conference on Machine Learning*, 233–240 (2006).

43. Türcano, P. et al. Levodopa-induced dyskinesia in Parkinson disease: A population-based cohort study. *Neurology* **91**, e2238–e2245 (2018).

44. Ahlström, J. E. & Muenter, M. D. Frequency of levodopa-related dyskinesias and motor fluctuations as estimated from the cumulative literature. *Mov. Disord.* **16**, 448–458 (2001).

45. Il, T. Frequency and velocity of people walking. *Struct. Eng.* **81**, 609–615 (2001).

46. Ferreira, J. J. et al. Quantitative home-based assessment of Parkinson's symptoms: The sense-park feasibility and usability study. *BMC Neurol.* **15**, 1–7 (2015).

47. Patel, S. et al. Monitoring motor fluctuations in patients with Parkinson's disease using wearable sensors. *IEEE Trans. Inf Technol. Biomed.* **13**, 864–873 (2009).

48. Zaremba, W., Sutskever, I. & Vinyals, O. Recurrent neural network regularization. *arXiv:1409.2329 (arXiv Preprint)* (2014).
49. Hssayeni, M. D., Jimenez-Shahed, J., Barrack, M. A. & Ghorani, B. Symptom-based, dual-channel LSTM network for the estimation of unified Parkinson's disease rating scale III. In 2019 IEEE BHI, 1–4 (IEEE, 2019).
50. Abadi, M. et al. TensorFlow: Large-scale machine learning on heterogeneous systems (2015). Software available from tensorflow.org.
51. Kingma, D. & Ba, J. Adam: A method for stochastic optimization. arXiv:1412.6980 (arXiv Preprint) (2014).

Acknowledgements
Data analytics aspect of this study was supported by National Science Foundation (CCSS-1936586; B. Ghorani, PI). The data collection was supported by an NIH SBIR grant to Cleveland Medical Devices (IR43NS071882-01A1; T. Mera, PI).

Author contributions
All the authors performed the conceptualization and methodology; data curation, software, and implementation was performed by M.D.H.; validation and formal analysis were performed by M.D.H., J.J.-S., and B.G.; writing—original draft preparation by M.D.H. and B.G.; writing—review and editing by all the authors.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-86705-1.

Correspondence and requests for materials should be addressed to B.G.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021