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Real-world quantum computers have grown sufficiently complex that they can no longer be simulated by classical supercomputers, but their computational power remains limited by errors. These errors corrupt the results of quantum algorithms, and it is no longer always feasible to use classical simulations to directly check the correctness of quantum computations. Without practical methods for quantifying the accuracy with which a quantum algorithm has been executed, it is difficult to establish trust in the results of a quantum computation. Here we solve this problem, by introducing a simple and efficient technique for measuring the fidelity with which an as-built quantum computer can execute an algorithm. Our technique converts the algorithm’s quantum circuits into a set of closely related circuits whose success rates can be efficiently measured. It enables measuring the fidelity of quantum algorithm executions both in the near-term, with algorithms run on hundreds or thousands of physical qubits, and into the future, with algorithms run on logical qubits protected by quantum error correction.

Quantum computers with hundreds of qubits are becoming available, and error rates on quantum logic operations are rapidly decreasing [1, 2]. This is making it possible to execute increasingly complex quantum algorithms, and quantum advantage on artificial problems has now been demonstrated [2, 3]. Marquee quantum algorithms for factoring and quantum simulation likely require large quantum circuits, which can only be implemented with low error on logical qubits protected by quantum error correction. However, there is speculation that noisy intermediate scale quantum (NISQ) computers [4] may soon outperform state-of-the-art classical computers on some scientifically important problems [4–8]. This possibility magnifies a long-standing and foundational problem in quantum computing: how can the results of a quantum algorithm executed on an imperfect, noisy quantum computer be verified as correct or accurate?

Establishing trust in the results of quantum computations, e.g., to verify any claims of quantum advantage, is a multi-faceted task. Arguably, the most important and challenging part of this endeavor is establishing that the algorithm’s quantum component—its quantum circuits—were implemented with sufficient accuracy, despite the presence of inevitable hardware errors and noise. This requires verifying the correct operation of a complex system that is infeasible to simulate using even the most powerful supercomputers. The noise and errors in a quantum computer’s individual components, i.e., its qubits and logic gates, can be characterized in detail [9]. However, extrapolating whole-system performance from this data is infeasible or requires approximations, and even in the few-qubit setting these extrapolations are often inaccurate [10].

In this work we address this challenge by introducing an efficient and scalable protocol for verifying that an algorithmic circuit, c, can be executed with low error. Our technique utilizes the concepts of motion reversal (i.e., a Loschmidt echo) [10–13] and randomization to efficiently check that c has been implemented to a specified fidelity, using various forms of mirror circuit [10] built from c. Our mirror circuit fidelity estimation (MCFE) procedure does not rely on any special properties of the circuit being tested or quantum algorithm being implemented, except that the ideal evolution is unitary. Our procedure is efficient and scalable. The complexity of the required classical computations scales linearly in the size of c, i.e., in d × n where n is the number of qubits and d is the number of layers of logic gates. Furthermore, the amount of data required to estimate the fidelity of c to a specified relative precision is independent of n. MCFE therefore completely avoids the famous exponential scaling problems of state and process tomography. We argue that our protocol enables accurate estimation of fidelity under broad circumstances, and we demonstrate it in simulations through validation of the output of quantum approximate optimization algorithm (QAOA) [14] circuits.

Existing techniques for verifying the output of quantum computers [15–23] have complementary properties to ours. These methods can be divided into those that, like ours, quantify the accuracy with which a quantum circuit can be executed on a quantum computer that is noisy and error-prone but otherwise trusted, and methods for verifying the correct operation of a potentially malicious quantum computing server. Unlike our technique, the existing methods for quantifying the accuracy of circuit executions are either designed for special kinds of circuits—such as randomly compiled circuits [15, 16], circuits that create anti-concentrated states [17], or Clifford circuits [19]—or are only efficient for special kinds of circuits [18, 24]. In particular, direct fidelity estimation [18] is a technique for measuring the execution fidelity of any circuit, but it is only efficient for circuits that can be efficiently simulated classically [24]. The existing techniques for verifying the output of a potentially malicious quantum computer—using interactive proofs, blind quantum computing, and cryptographic methods—require resource-intensive implementations of algorithms that are experimentally challenging [20–23, 25]. It is unlikely that they can be used to establish trust in the first practically important quantum com-
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Figure 1. Establishing trust in quantum computations by estimating circuit execution fidelity. **A.** A quantum algorithm for gate-based quantum computers solves a computational problem by running one or more quantum circuits on a quantum computer, to sample from probability distributions \( P_{\text{ideal}} \). Real-world quantum computers implement circuits imperfectly, resulting in circuit outputs (bit strings) sampled from distributions \( P \) that differ from \( P_{\text{ideal}} \), causing inaccuracy in the algorithm’s solution. Quantifying the solution inaccuracy caused by these imperfections is difficult, because, for example, computing \( P_{\text{ideal}} \) is generally infeasible using even the most powerful supercomputers. **B.** Our technique estimates the fidelity \( F(c) \) with which an as-built quantum computer can execute some target circuit \( c \) (green box), using motion reversal circuits built from the five reference (sub)circuits shown here. **C.** The three motion reversal circuits we use to estimate fidelity, \( M_l(c) \), selectively use randomized compilation to isolate \( F(c) \) without requiring that \( c \) is randomly compiled. These motion reversal circuits are designed so that their mean adjusted success probabilities \( S(\cdot) \) [see Eq. (8)] are approximately equal to the product of the fidelities of their constituent subcircuits. This means that the simple function of their mean adjusted success probabilities shown in **D** can be used to estimate \( F(c) \).
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**Quantum circuits**—An \( n \)-qubit quantum circuit \( c \) is a sequence of \( d \) layers of logic gates, \( l_1, l_2, \ldots, l_d \), denoted by \( c = l_d l_{d-1} \cdots l_2 l_1 \), where a layer \( l \) consists of gates applied to disjoint sets of the \( n \) qubits (see example in Fig. 1A). In this work, a circuit or layer \( l \) ideally implements an \( n \)-qubit unitary \( U(l) \in SU(2^n) \). Running a circuit \( c \) consists of applying a state preparation that ideally initializes each of \( n \) qubits in \( |0\rangle \), then applying the layers of \( c \) in turn, and then applying a measurement that ideally projects onto the computational basis. Our method assumes the ability to implement arbitrary single-qubit gates and an entangling two-qubit gate that is Clifford and self-inverse, e.g., CNOT. Note, however, that our technique can be applied to a circuit \( c \) containing any gates, as we only require gates of this form in reference circuits against which \( c \) is compared. We use \( t_{\text{rev}} \) to denote the unique layer in which each gate in \( l \) is replaced with its inverse, and \( t_{\text{rev}} = t_{\text{rev},1} t_{\text{rev},2} \cdots t_{\text{rev},d} \) the motion reversal circuit, so \( U(t_{\text{rev}}) = U^\dagger(c) \) and \( U(t_{\text{rev}} c) = I \). The circuits used in our method will contain random layers and sub-circuits. A circuit containing random layers or subcircuits is a circuit-valued random variable, and is denoted using upper-case font and referred to as a randomized circuit. The expectation value, which is taken over all random variables within its argument, is denoted by \( \mathbb{E}(\cdot) \).

**Quantifying quantum computation accuracy**—There are many ways to quantify how well a quantum computer can run some \( n \)-qubit circuit \( c \). Each run of \( c \) generates an \( n \)-bit string sampled from some probability distribution \( P \) over \( \{0, 1\}^n \). In the presence of errors, this is typically different from the distribution from which \( c \) is supposed to sample (\( P_{\text{ideal}} \)), given by

\[
P_{\text{ideal},x}(c) = \langle x | U(c) | 0 \rangle^\otimes^n,
\]

for \( x \in \{0, 1\}^n \). One way to quantify how accurately a quantum computer can implement \( c \) is by some measure of the distance between \( P \) and \( P_{\text{ideal}} \) (see Fig. 1A). However, this typically requires knowing \( P_{\text{ideal}} \) and using a classical computer to calculate or sample from \( P_{\text{ideal}} \) infeasible for most circuits with \( n \gg 1 \), including all computationally useful circuits.
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**Quantum circuits**—An \( n \)-qubit quantum circuit \( c \) is a sequence of \( d \) layers of logic gates, \( l_1, l_2, \ldots, l_d \), denoted by \( c = l_d l_{d-1} \cdots l_2 l_1 \), where a layer \( l \) consists of gates applied to disjoint sets of the \( n \) qubits (see example in Fig. 1A). In this work, a circuit or layer \( l \) ideally implements an \( n \)-qubit unitary \( U(l) \in SU(2^n) \). Running a circuit \( c \) consists of applying a state preparation that ideally initializes each of \( n \) qubits in \( |0\rangle \), then applying the layers of \( c \) in turn, and then applying a measurement that ideally projects onto the computational basis. Our method assumes the ability to implement arbitrary single-qubit gates and an entangling two-qubit gate that is Clifford and self-inverse, e.g., CNOT. Note, however, that our technique can be applied to a circuit \( c \) containing any gates, as we only require gates of this form in reference circuits against which \( c \) is compared. We use \( t_{\text{rev}} \) to denote the unique layer in which each gate in \( l \) is replaced with its inverse, and \( t_{\text{rev}} = t_{\text{rev},1} t_{\text{rev},2} \cdots t_{\text{rev},d} \) the motion reversal circuit, so \( U(t_{\text{rev}}) = U^\dagger(c) \) and \( U(t_{\text{rev}} c) = I \). The circuits used in our method will contain random layers and sub-circuits. A circuit containing random layers or subcircuits is a circuit-valued random variable, and is denoted using upper-case font and referred to as a randomized circuit. The expectation value, which is taken over all random variables within its argument, is denoted by \( \mathbb{E}(\cdot) \).

**Quantifying quantum computation accuracy**—There are many ways to quantify how well a quantum computer can run some \( n \)-qubit circuit \( c \). Each run of \( c \) generates an \( n \)-bit string sampled from some probability distribution \( P \) over \( \{0, 1\}^n \). In the presence of errors, this is typically different from the distribution from which \( c \) is supposed to sample (\( P_{\text{ideal}} \)), given by

\[
P_{\text{ideal},x}(c) = \langle x | U(c) | 0 \rangle^\otimes^n,
\]

for \( x \in \{0, 1\}^n \). One way to quantify how accurately a quantum computer can implement \( c \) is by some measure of the distance between \( P \) and \( P_{\text{ideal}} \) (see Fig. 1A). However, this typically requires knowing \( P_{\text{ideal}} \) and using a classical computer to calculate or sample from \( P_{\text{ideal}} \) infeasible for most circuits with \( n \gg 1 \), including all computationally useful circuits.
An alternative way to quantify how accurately $c$ is implemented is by some notion of evolution accuracy, i.e., the difference between the implemented evolution $\phi(c)$ and the ideal unitary $U(c)$. This is a strictly more rigorous test of a quantum computer’s implementation of $c$, as phase errors are not observed by a computational basis measurement. Testing evolution accuracy rather than comparing $P$ to $P_{\text{ideal}}$ is therefore important if $c$ is a subroutine, meaning that it is to be embedded within a variety of larger circuits. This is the case if $c$ prepares a state on which multiple non-commuting observables are to be measured, or if it is a multi-purpose computational primitive used within larger algorithms. To define notions of the evolution accuracy we require a mathematical model for $\phi(c)$. We use the standard “Markovian” model [26] in which $\phi(c)$ is a superoperator that maps $n$-qubit quantum states to $n$-qubit quantum states. We compare this to the superoperator representation of the ideal evolution $U(c)$, denoted by $U(c)$ and defined by $U(c)\rho U^\dagger(c)$.

In this work we focus on estimating the entanglement fidelity of $\phi(c)$ to $U(c)$, defined by

$$F(c) \equiv F(E(c)) = \langle \varphi| (1 \otimes \phi(c)) |\varphi\rangle |\varphi\rangle,$$

where $E(c) = U^\dagger(c)\phi(c)$ is $c$’s error map and $\varphi$ is any maximally entangled state of $2n$ qubits [27]. This fidelity is linearly related to another widely used fidelity variant—the average gate fidelity [27]

$$F(c) \equiv \bar{F}(E(c)) = \int d\psi \langle \psi| E(c) [\psi]\rangle\psi,$$

$$= \langle \psi_0|\mathbb{E}(T^\dagger E(c) T) |\psi_0\rangle\psi_0\rangle,$$

$$= 2^n F(c) + 1 \quad \frac{2^n + 1}{2^n + 1}$$

where $d\psi$ is the Haar measure on pure states, $\psi_0$ is any pure state, and $T$ is a superoperator-random variable with $T[\rho] = T\rho T^\dagger$ where $T$ is a unitary 2-design over $SU(2^n)$ [28].

Fidelity estimation using motion reversal—Since the foundational work on fidelity estimation [12, 13], motion reversal has been considered an intuitive but flawed basis for quantifying circuit execution accuracy. In this work, we show how a form of motion reversal circuits can be used for efficient and robust fidelity estimation. We therefore first explain why motion reversal is an appealing method for estimating fidelity and why, in its simplest form, it fails to do so reliably. The reverse of $c$ ($c_{\text{rev}}$) ideally implements $U^\dagger(c)$. So, because $\phi(c) = U(c)\phi(c)$, we can isolate $c$’s error map if we follow $c$ by an ideal reverse evolution. By interrogating this error map with sufficiently diverse states and measurements, this motion reversal circuit can be used to estimate $F(c)$. Eq. (4) tells us that the states generated by a unitary 2-design are sufficiently diverse. In particular, consider the circuit $M(c) = T_{\text{rev}}c_{\text{rev}}CT$, where $T$ is a randomized circuit such that $U(T)$ is a unitary 2-design over $SU(2^n)$. Assume that all operations in $M(c)$ except $c$ are perfect, i.e., $\phi(c_{\text{rev}}) = U(c_{\text{rev}})$ etc. Then, by applying Eq. (4), we find that these circuits’ mean success probability $\bar{Q} = \mathbb{E}\{P_0(M(c))\}$ satisfies $\bar{Q} = F(c)$ and is therefore related to $F(c)$ by

$$F(c) = (1 + 1/2^n)\bar{Q} - 1/2^n.$$

The problem with this fidelity estimation procedure is that no real quantum computer has access to perfect unitaries, state preparations, and measurements. Eq. (6) is not a reliable estimate of $F(c)$ because $\bar{Q}$ captures the impact of all errors in $M(c) = T_{\text{rev}}c_{\text{rev}}CT$, not just those in $c$. The error in $M(c)$ can be dominated by the error in the randomized state preparation and measurement subcircuits, $T$ and $T_{\text{rev}}$. This is because implementing a unitary 2-design requires a large circuit [29], and this makes fidelity estimation using a unitary 2-design infeasible on more than a few qubits [30, 31]. Furthermore, counter-intuitive effects can occur, e.g., coherent errors in $c_{\text{rev}}$ can even exactly cancel coherent errors in $c$ [10] yielding $\bar{Q} = 1$ when $F(c) \ll 1$. This is a well-known issue with simple motion reversal. We solve these problems using a streamlined randomized state preparation and measurement procedure, and randomized motion reversal, which we now introduce in turn.

Streamlined fidelity estimation using local randomized states—we overcome the prohibitive size of the circuits required to implement an $n$-qubit unitary 2-design, by using local randomized state preparation and measurement of each of the $n$ qubits. Our insight is that an $n$-qubit unitary 2-design average can be mimicked using only single-qubit unitary 2-design averages, which require only single-qubit gates, and classical data processing. In particular, for any bit string $y$ and error map $E$,

$$F(E) = \sum_x \langle -1/2 \rangle h(x,y) (x|\mathbb{E}(L^\dagger E L)|y)(y|x),$$

where $h(x,y)$ is the Hamming distance from $x$ to $y$, and $L = \bigotimes_{i=1}^n L_i$ where $L_i[\rho] = L_i\rho L_i^\dagger$ and $L_i$ is a single-qubit unitary 2-design (see Appendix A for a proof). The summation over all bit strings, with the probability of each bit string multiplied by a Hamming distance dependent factor, accounts for the local nature of the randomized state preparation. This recovers the full power of an $n$-qubit unitary 2-design average using simple and efficient classical data processing. To use Eq. (7) to estimate fidelity from running motion reversal circuits we compute their adjusted success probability, defined by

$$S(c) = \sum_{k=0}^n \left(-\frac{1}{2}\right)^k h_k(c).$$

Here $h_k(c)$ is the probability that $c$ outputs a bit string $y$ whose Hamming distance from $c$’s target bit string $x_i$ is $k$, i.e., $h_k(c) = \sum_{x_i} D_k$, where $D_k = \{y \mid h(x_i,y) = k\}$. A circuit’s target bit string $x_i$ is the bit string that satisfies $h_{i\text{ideal},x}(c) = 1$. Not all circuits have a target bit string, but all our motion reversal circuits do.

Equation (7) implies that we can estimate fidelity using a motion reversal circuit that does not include full $n$-qubit unitary 2-design averaging, and its prohibitive overhead. Instead of using the motion reversal circuit $M(c) = T_{\text{rev}}c_{\text{rev}}CT$, we can estimate $F(c)$ by executing instances of

$$M'(c) = L_{\text{rev}}c_{\text{rev}}CL,$$

where $L$ is a randomized circuit such that $U(L) = L$ for $L$ as stated above. We then estimate $S = \mathbb{E}\{S(M'(c))\}$. If all
operations in $M'(c)$ except $c$ are perfect, Eq. (7) implies that $F(E(c)) = \tilde{S}$. Although no operations can be implemented perfectly in practice, in streamlining our motion reversal circuit from $M(c)$ to $M'(c)$ we have constructed a circuit where the error in the randomized state preparation and measurement circuits will not dominate the error in $c$ in the $n \gg 1$ regime, for interesting $c$. To construct a reliable fidelity estimation method, we now only require a method for distinguishing errors in $c$ from those in other parts of our motion reversal circuits.

Randomized motion reversal—Our aim is to robustly estimate $F(c)$, the fidelity of $c$’s overall error map $E(c)$. Errors on the individual gates and layers of $c$ may coherently add or cancel, and this is fine—we wish to quantify how they impact the fidelity with which $c$ is implemented. However, fidelity estimation requires embedding $c$ within larger circuits. Now $c$’s errors could coherently add or cancel with errors in other parts of these larger circuits, e.g., $c_{\text{rev}}$. We need to prevent coherent addition or cancellation of errors between $c$ and other subcircuits without changing error propagation processes within $c$. To achieve this, we use selective randomized compilation [32, 33]. A randomly compiled circuit has only stochastic errors, which cannot coherently add. In particular, we will compare $c$ to a randomly compiled motion reversal circuit. Unlike techniques designed to predict the fidelity of randomly compiled circuits [15, 16, 34–37], our technique runs $c$ without randomized compilation. It uses randomly compiled circuits only to provide a stable reference frame against which $c$ can be compared.

Randomized compilation is defined on circuits with a particular structure, but we do not require $c$ to have that structure. So to implement randomized compilation on a circuit $c$, we first construct a circuit

$$
\hat{c} = l_d e_{d-1} l_{d-1} \cdots e_2 l_2 e_1 l_1,
$$

(10)

that is logically equivalent to $c$, meaning that $U(\hat{c}) = U(c)$, where each $e_i$ layer contains only two-qubit gates that are Clifford and self-inverse, and each $l_i$ layer contains only single-qubit gates. Layers are allowed to be empty. Constructing a circuit of this form is always possible, as the set of all single-qubit gates along with any entangling gate forms a universal gate set [38]. Note that $c$ may already have this form, in which case we can set $\hat{c} = c$. This is the case in our simulations (reported below) and in the schematic of our method in Fig. 1B.

For a circuit $\hat{c}$ with the form of Eq. (10), a randomized compilation of $\hat{c}$, labeled $f_{\hat{c}}(\hat{c})$, is constructed by first sampling $\tilde{a} \in$ n-qubit Pauli superoperators, $P_i$ for $i = 1, 2, \ldots, d$. We then replace each layer $l_i$ in $\hat{c}$ with a new layer $l_i^* \ni $ satisfying $U(l_i^*) = P_i U(l_i) P_i - 1 U(l_i) P_i - 1$, with $P_0$ defined to be the identity operator and $e_0$ an empty layer. This new circuit implements the same unitary as $\hat{c}$ up to post-multiplication by a Pauli operator $P_{\tilde{a}}$. In our context, $P_{\tilde{a}}$ simply changes the circuit’s target bit string.

Robust mirror circuit fidelity estimation—Our MCFE protocol combines motion reversal with randomized compilation and streamlined, local randomized state preparation to robustly estimate $F(c)$. We use the three randomized circuits

$$
M_1(c) = f_{\hat{c}}(L_{\text{rev}} \hat{c}_{\text{rev}}) c L, 
$$

(11)

$$
M_2(c) = f_{\hat{c}}(L_{\text{rev}} \hat{c}_{\text{rev}}) \bar{c} L, 
$$

(12)

$$
M_3(c) = f_{\hat{c}}(L_{\text{rev}} L), 
$$

(13)

shown in Fig. 1B, which are based on the motion-reversal circuit of Eq. (9). Errors within the randomly compiled components of these circuits become purely stochastic after averaging. This enables separating out the errors due to the different subcircuits within $M_i(c)$, as the overall fidelity of a sequence of stochastic error channels is the product of their fidelities, to first order in their infidelities (See Appendix C). Moreover, the fidelity of any error channel—such as $E(c)$—followed by a stochastic error channel is equal to the product of the fidelities of these two channels, to first order in their infidelities (See Appendix C). This means that $S_i \equiv S(E(M(c)))$ is approximately the product of the fidelities of $M(c)$’s constituent subcircuits. In particular,

$$
S_1 \approx F_0 F(\hat{c}_{\text{rev}}) F(c),
$$

(14)

$$
S_2 \approx F_0 F(\hat{c}_{\text{rev}}) F(\bar{c}),
$$

(15)

$$
S_3 \approx F_0,
$$

(16)

where $F_0$ is the fidelity of randomized state preparation and measurement operations (including contributions from errors in $L$ and $L_{\text{rev}}$, errors in the readout, and errors in preparing the standard input state). Furthermore, we have that

$$
F(\hat{c}_{\text{rev}}) \approx F(\bar{c})
$$

(17)

as both circuits are randomly compiled and contain identical two-qubit gate layers. Therefore, as shown diagramatically in Fig. 1B, we can combine the four approximate equalities of Eqs. (14)-(17) to compute $F(c)$:

$$
F(c) \approx \frac{F_0}{\sqrt{3}}
$$

(18)

This formula is approximate, and it can be improved upon by using polarization rather than fidelity. In particular, we approximate $F(c)$ by

$$
\chi_F(c) = 1 - \frac{4^n - 1}{4^n} \left( 1 - \frac{\mathbb{E}(\chi_1)}{\sqrt{\mathbb{E}(\chi_2)} \mathbb{E}(\chi_3)} \right),
$$

(19)

where $\gamma(c)$ is a circuit’s effective polarization [31]

$$
\gamma(c) = \frac{4^n}{4^n - 1} S(c) - \frac{1}{4^n - 1}.
$$

(20)

The difference between $\chi_F(c)$ and the simpler expression of Eq. (18) is negligible when $n \gg 1$, as $\chi_F(c) = \frac{s_1}{\sqrt{3}} + O(1/s^3)$. Furthermore, note that $\chi_F(c) = F(c)$ exactly if (1) the error maps on $\hat{c}_{\text{rev}}$ and $\hat{c}$ are equal and (2) both these error maps and the state preparation and measurement error can be modelled by an $n$-qubit depolarizing channel. See Appendix C for further theoretical justification of our claim that $\chi_F(c) \approx F(c)$. 


Our formula for $\chi_F(c)$ includes expectation values over large circuit ensembles, and we must estimate $\chi_F(c)$ from a finite amount of data. To do so, we sample $N_i \gg 1$ circuits from $M_i(c)$ for $i = 1, 2, 3$. We run each one $K \geq 1$ times, and estimate each expectation value in Eq. (19) as the sample mean. This estimation can be done efficiently, because the required total number of samples $K_{\text{total}} = (N_1 + N_2 + N_3)K$ to estimate $\chi_F(c)$ to a specified relative precision does not grow with $n$. In Appendix B, we show that

$$N_i = O\left( \frac{\ln(1/\delta)}{\sigma^2 \gamma_0^2} \right)$$  

(21)

circuits are sufficient to estimate $\chi_F(c)$ to relative precision $2\sigma$, with probability greater than $(1 - \delta)^3$, when the average effective polarizations $\mathbb{E}\{\gamma(M_i(c))\}$ are bounded below by $\gamma_0$. Our protocol can therefore be efficiently applied in the $n \gg 1$ regime where direct verification of a quantum computation’s accuracy, via classical simulations, is intractable.

**Simulations**—We tested our method in simulations, by applying it to circuits that implement QAOA for the MaxCut problem on $n$-vertex weighted graphs [14]. QAOA approximately solves MaxCut using the parameterized circuit shown in Fig. 2A, which is parameterized by the problem graph, the number of algorithmic layers $p$, and two length $p$ vectors of angles $\vec{a}, \vec{b} \in (-\pi, \pi]^p$. We applied our method to 300 distinct QAOA circuits, obtained by varying $n$ and $p$ ($n = 3, 4, \ldots, 8$ and $p = 1, 2, 5, 8, 10$), and at each pair $(n, p)$ sampling 10 distinct $n$-vertex weighted graphs and random angle vectors $\vec{a}, \vec{b}$. For each QAOA circuit $c$, we sample $N$ of each of the three types of mirror circuit, and we simulate all $3N + 1$ circuits under each of four different error models (detailed below). The main purpose of these simulations is to compare $\chi_F(c)$ to $F(c)$—as we do not expect $\chi_F(c)$ to exactly equal $F(c)$—rather than to study the impact of finite $N$ and $K$ on our estimate’s statistical uncertainty. We therefore sample many mirror circuits ($N = 1000$) and compute the exact $\gamma$ for each circuit (equivalent to $K \to \infty$), as then finite-sample fluctuations will be small, i.e., $|\chi_F(c) - \chi_F(c)| \ll 1$, and they will not obscure any discrepancies between $\chi_F(c)$ and $F(c)$.

Figure 2B shows $F(c)$ versus $\chi_F(c)$ for all 300 QAOA circuits, with each of the scatter plots showing results for a different family of error models. These error models consist of stochastic Pauli errors on all gates (“S”), stochastic Pauli errors and Hamiltonian (i.e., coherent) errors on all gates (“S+H”), Hamiltonian errors on all gates (“H”), and Hamiltonian errors on only two-qubit gates (“H-2Q”) [39]. The rates of the errors in each error model are randomly sampled for each QAOA circuit $c$. Each $\tilde{\chi}_F(c)$ is shown with error bars (1 standard deviation, calculated using a nonparametric bootstrap) that, in most cases, are smaller than the data points.
expect low relative error for very small $F(c)$. For $S$ models the estimation error is particularly small, e.g., $\left|\left[\hat{F}(c) - F(c)\right]/F(c)\right| \leq 0.4\%$ for all circuits and $S$ models in which $F(c) \geq 75\%$. The larger estimation error when there are Hamiltonian errors on both one- and two-qubit gates is consistent with our theory for our protocol—as applying our theory to these error models requires larger approximations. For example, general Hamiltonian errors on one-qubit gates introduces approximation into the theory of randomized compiling that we rely on to show that $\chi_F(c) \approx F(c)$. See Appendix C for further discussions.

Discussion—State-of-the-art quantum computers can no longer be simulated on classical supercomputers. This makes it impossible to directly quantify the accuracy of their output when running algorithms that do not have efficiently verifiable solutions. In this paper we have introduced an efficient and simple technique for estimating the fidelity with which a quantum circuit $c$ can be executed on a specific quantum computer. Our technique can be used to confirm that a full-scale quantum computation has been implemented with low error, even using hardware that suffers complex and not fully understood errors. Assessing the accuracy of a complex experiment and ascribing confidence in its output is a familiar challenge in experimental science, and our technique is a general solution to this problem for quantum computing systems. The immediate use of our protocol is for quantifying the accuracy of NISQ computations. However, it will still be necessary to quantify circuit execution accuracy in the era of fault-tolerant quantum computation—because quantum computations on error corrected qubits will still suffer errors at the logical level, albeit at suppressed rates. We anticipate that the execution of our protocol at the logical level will enable efficient verification of future fault-tolerant quantum algorithmic circuits. Our method will therefore enable trustworthy quantum computation in both the NISQ computing era and beyond.
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SUPPLEMENTAL MATERIAL

A. Computing fidelity using local twirls

In this section we prove Eq. (7), where we claim that for any error map \( \mathcal{E} \), \( F(\mathcal{E}) \) is equal to the quantity

\[
\Upsilon \equiv \sum_x (-1)^{h(x,y)} \langle x|\mathbb{E}\{\mathcal{L}^i \mathcal{E} \mathcal{L}\}|y\rangle|y\rangle|x, \tag{22}
\]

where \( y \) is any \( n \)-bit string, \( h(x,y) \) is the Hamming distance from \( x \) to \( y \), and

\[
\mathcal{L} = \otimes_i^{n} \mathcal{L}_i. \tag{23}
\]

Here \( \mathcal{L}_i[\rho] = L_i \rho L_i^\dagger \) and \( L_i \) is a single-qubit unitary 2-design. It is useful to first rewrite \( \Upsilon \) as

\[
\Upsilon = \sum_{k=0}^{n} (-1)^k h_k(\mathcal{E}), \tag{24}
\]

where

\[
h_k(\mathcal{E}) = \sum_{h(x,y)=k} \langle x|\mathbb{E}\{\mathcal{L}^i \mathcal{E} \mathcal{L}\}|y\rangle|y\rangle|x, \tag{25}
\]

is the probability of observing any bit string \( x \) that is a Hamming distance of \( k \) from \( y \).

We begin by noting that twirling \( \mathcal{E} \) by a tensor product of single-qubit 2-design projects \( \mathcal{E} \) onto the \( 2^n \) dimensional space spanned by tensor products of single-qubit depolarizing channels \[42\]. That is

\[
\mathcal{E} = \mathbb{E}\{\mathcal{L}^i \mathcal{E} \mathcal{L}\} \tag{26}
\]

is a stochastic Pauli channel with (1) equal marginal probabilities to induce an \( X \), \( Y \) or \( Z \) error on any fixed qubit, and (2) a fidelity equal to that of \( \mathcal{E} \), i.e.,

\[
F(\mathcal{E}) = \mathbb{E}\{\mathcal{L}^i \mathcal{E} \mathcal{L}\}. \tag{27}
\]

Therefore, in the following we prove that \( \Upsilon = F(\mathcal{E}) \), from which Eq. (7) follows immediately.

The channel \( \mathcal{E} \) is entirely described by a set of \( 2^n \) probabilities \( \{ r_Q(\mathcal{E}) \} \) where \( Q \) runs over all possible subsets of the \( n \) qubits and \( r_Q(\mathcal{E}) \) is the probability that \( \mathcal{E} \) applies a nontrivial Pauli error to those qubits—meaning that \( \mathcal{E} \) applies a Pauli that is not the identity on each qubit in \( Q \) and that is the identity on all other qubits. Conditioned on \( \mathcal{E} \) applying an error to the qubit set \( Q \), the error that occurs is a uniformly random sample from the set of \( 3^{W(Q)} \) possible \( n \)-qubit Pauli operators that are the identity on all but the qubits in \( Q \), where \( W(Q) \) denotes the size of the set \( Q \). Therefore, if an error occurs on the qubit set \( Q \), which is a weight \( w = W(Q) \) error, its action on a computational basis state \( |y\rangle|y\rangle \) is to flip \( k \) of the bits with probability

\[
A_{kw} = \binom{w}{k} \frac{2^k}{3^w}, \tag{28}
\]

when \( k < w \) and \( A_{kw} = 0 \) otherwise. This is because the number of bits flipped corresponds to the number of \( X \) and \( Y \) errors in the applied Pauli error, and \( A_{kw} \) is the probability that a uniformly random weight \( w \) Pauli contains \( (w-k) \) \( Z \) operators.

The quantity \( h_k(\mathcal{E}) \) is equal to the total probability of \( \mathcal{E} \) causing \( k \) bit flips on \( y \). This can be computed by summing, over all qubit subsets \( Q \), the probability \( r_Q(\mathcal{E}) \) of an error occurring on qubit set \( Q \) multiplied by the probability that an error on that subset causes \( k \) bit flips, which is \( A_{kw(Q)} \). That is

\[
h_k(\mathcal{E}) = \sum_Q \sum_w A_{kw(Q)} r_Q(\mathcal{E}), \tag{29}
\]

\[
= \sum_w A_{kw} r_w(\mathcal{E}), \tag{30}
\]

where \( r_w(\mathcal{E}) = \sum_Q r_Q(\mathcal{E}) \) is the probability that \( \mathcal{E} \) applies any weight \( w \) Pauli. This equation can be written as

\[
\tilde{h}(\mathcal{E}) = A^{\dagger}\mathcal{E}(\mathcal{E}). \tag{31}
\]

The fidelity of \( \mathcal{E} \) is the probability that it applies the identity Pauli, so \( F(\mathcal{E}) = r_0(\mathcal{E}) \), and therefore,

\[
F(\mathcal{E}) = [A^{\dagger}\tilde{h}(\mathcal{E})]_0. \tag{32}
\]

To obtain our result we therefore just need the first row of the inverse of \( A \), which is given by

\[
[A^{\dagger}]_{0k} = (-1)^k. \tag{33}
\]

Substituting this into Eq. (32) yields \( F(\mathcal{E}) = \Upsilon \), to prove that\( F(\mathcal{E}) = \Upsilon \), by Eq. (27).

B. Resource requirements

Our procedure approximates the fidelity \( F(c) \) of a quantum circuit, \( c \), by estimating the quantity \( \chi_F(c) \), which is defined in Eq. (19). In this section, we derive Eq. (21), which defines the number of samples (experimental runs of quantum circuits) needed to guarantee that our estimate is accurate to a specified relative error, with high probability. For the purposes of this section, we assume each circuit is run only \( K = 1 \) times.

For any given quantum circuit, \( c \), we estimate \( \chi_F(c) \) by first estimating the effective expected polarization

\[
\gamma_i = \mathbb{E}\{\gamma(M_i(c))\} \tag{34}
\]

for each of three ensembles of mirror circuits, \( M_i(c) \) with \( i = 1,2,3 \). For each ensemble \( M_i(c) \), we draw \( N \) random circuits, run each circuit \( K = 1 \) times on the quantum computer,
determine the Hamming distance \((h_i^{(j)})_{j=1}^N\) of each resulting bit string to the circuit’s target bit string, and compute the quantity:

\[
\hat{\gamma}_i = \frac{1}{N} \sum_{j=1}^N \left( \frac{4^n}{4^n-1} \left( -\frac{1}{2} \frac{\hat{\chi}_i}{\sqrt{\gamma_1 \gamma_3}} - \frac{1}{4^n-1} \right) \right)
\]  

(35)

The quantity \(\hat{\gamma}_i\) is an unbiased estimate of the expected polarization, as its expected value \(\mathbb{E}\{\hat{\gamma}_i\}\) is equal to the true (unknown) expected polarization \(\gamma_i\). Because each circuit is run only once, \(\hat{\gamma}_i\) is a sum of bounded, independent random variables, and so obeys Hoefding’s concentration inequality [43]:

\[
P(\left| \hat{\gamma}_i - \gamma_i \right| \geq \epsilon) \leq 2 \exp\left( -\frac{8}{9} \left( \frac{4^n - 1}{4^n} \right)^2 \epsilon^2 N \right).
\]  

(36)

If we are assured that the mean effective polarizations of each of the circuit ensembles \(\gamma_i\) is greater than some minimum, \(\gamma_0\), then we can replace the additive error in Eq. (36) with a relative error. For any \(\alpha > 0\):

\[
P\left( \left| \hat{\gamma}_i - \gamma_i \right| \geq \alpha \gamma_i \right) \leq \delta
\]  

(37)

where

\[
\delta = 2 \exp\left( -\frac{8}{9} \left( \frac{4^n - 1}{4^n} \right)^2 \alpha^2 \gamma_0^2 N \right).
\]  

(38)

The fidelity of circuit \(c\) is estimated using Eq. (19), which we reproduce here written in terms of \(\gamma_i\):

\[
\chi_F(c) = 1 - \frac{4^n - 1}{4^n} \left( 1 - \frac{\gamma_i}{\sqrt{\gamma_1 \gamma_3}} \right),
\]  

(39)

Using the bound above for the relative error in our estimates \(\hat{\gamma}_i\), we can bound the error in our estimate of \(\chi_F(c)\). The estimate of \(\chi_F(c)\) depends linearly in the estimate of the ratio \(R(c)\), defined as:

\[
\hat{R}(c) = \frac{\hat{\gamma}_i}{\sqrt{\gamma_1 \gamma_3}}.
\]  

(40)

The true value of this ratio is given in terms of the expectation values of \(\gamma(M_i(c))\).

\[
R(c) = \frac{\gamma_i}{\sqrt{\gamma_1 \gamma_3}}.
\]  

(41)

With probability greater than \((1 - \delta)^3\), all three effective polarization estimates, \(\hat{\gamma}_i\), have relative error less than \(\alpha\). Within this range, the worst case error on the estimate of \(\hat{R}(c)\) occurs when \(\hat{\gamma}_i\) has relative error \((1 \pm \alpha)\), and both \(\hat{\gamma}_2\) and \(\hat{\gamma}_3\) have relative errors \((1 \pm \alpha)\).

\[
R^*(c) = \frac{\gamma_i(1 \pm \alpha)}{\sqrt{\gamma_1(1 \pm \alpha)} \gamma_3(1 \pm \alpha)}
\]  

(42)

\[
= R(c) \frac{1 \pm \alpha}{1 \pm \alpha}
\]  

(43)

In the limit of small \(\alpha\), we then have

\[
P\left( \left| \hat{R}(c) - R(c) \right| \leq 2\alpha R(c) \right) \geq (1 - \delta)^3.
\]  

(44)

Similarly, our estimate \(\hat{\chi}_F(c)\) satisfies:

\[
P\left( \left| \hat{\chi}_F(c) - \chi_F(c) \right| \leq 2\alpha \chi_F(c) \right) \geq (1 - \delta)^3.
\]  

(45)

For any fixed value of \(\delta\), we can solve for \(N\), the minimum number of circuits that must be sampled for each ensemble \(M_i(c)\) to achieve this bound:

\[
N \geq \frac{9}{8} \frac{(4^n - 1)^2 \ln(2/\delta)}{\alpha^2 \gamma_0^2}.
\]  

(46)

This is weakly decreasing in the number of qubits \(n\). We can remove the dependence on \(n\) by taking the limit of a single qubit. In this case, we have:

\[
N \geq \frac{2 \ln(2/\delta)}{\alpha^2 \gamma_0^2},
\]  

(47)

which implies Eq. (21) stated in the main text.

C. Relating \(\chi_F(c)\) to fidelity

In this section we provide additional theoretical justification for our claim that \(\chi_F(c) \approx F(c)\). Our theory uses the polarization of an error map \(\mathcal{E}\), which is defined by

\[
\lambda(\mathcal{E}) = \frac{4^n - 1}{4^n - 1} F(\mathcal{E}) - \frac{1}{4^n - 1}.
\]  

(48)

Note that \(\lambda(\mathcal{E}) = F(\mathcal{E}) + \mathcal{O}(1/n)\), so the difference between polarization and fidelity is negligible for \(n \gg 1\).

Our circuit ensembles, \(M_i(c)\) with \(i = 1, 2, 3\), are designed so that

\[
\gamma_i \equiv \mathbb{E}\{\gamma(M_i(c))\}
\]  

(49)

is approximately equal to the product of the polarizations of the constituent subcircuits in the \(M_i(c)\) circuits. More precisely, we claim that

\[
\gamma_1 \approx \gamma_0 \gamma_{rev} \lambda(c),
\]  

(50)

\[
\gamma_2 \approx \gamma_0 \gamma_{rev}^2,
\]  

(51)

\[
\gamma_3 \approx \gamma_0,
\]  

(52)

where \(\gamma_0\) is related to the mean polarization (or fidelity) of the randomized state preparation and measurement, \(\gamma_{rev}\) is related to the mean polarization (or fidelity) of a random compilation of \(\mathcal{E}_{rev}\), and \(\lambda(c)\) is the polarization of \(\mathcal{E}(c)\). If these three equations approximately hold, then \(\lambda(c) \approx \gamma/\sqrt{\gamma_1 \gamma_3}\) and therefore \(\chi_F(c) \approx F(c)\). The aim of the remainder of this section is to provide theoretical justification for Eqs. (50)-(52). Note that in the main text we state that \(S_i \equiv \mathbb{E}\{S(M_i(c))\}\) is approximately equal to the product of the fidelities of the
constituent subcircuits, rather than that the effective polarizations are equal to the product of the polarizations of the constituent subcircuits. These claims are equivalent as $\gamma(c) = S(c) + O(1/E)$ and $\lambda(\mathcal{E}) = F(\mathcal{E}) + O(1/E)$, i.e., the approximations in Eqs. (50)-(52) imply the approximations stated in the main text up to $O(1/E)$ corrections.

Throughout this section we use the standard “Markovian” model for errors in quantum computers [26]. Imperfect initialization into $|0\rangle^\otimes n$ is represented by a positive-operator valued measure $\{E_x\}$, i.e., $E_x$ are positive operators satisfying $\sum_x E_x = \mathbb{1}$, where $E_x$ is a measurement effect corresponding to the result $x$. An imperfect implementation of a circuit $c = L_{r_1} \cdots L_{r_l}$ is a completely positive and trace preserving superoperator $\phi(c)$. Moreover, $\phi(c) = \phi(L_{r_1}) \cdots \phi(L_{r_l}) \phi(l_1)$, where $\phi(l_1)$ are superoperators for the layers. The probability of observing $x$ when running circuit $c$ is then given by

$$P_x(c) = \text{Tr}\left\{E_x \phi(c) \rho\right\}. \quad (53)$$

1. The state preparation and measurement ensemble

First we analyze the randomized state preparation and measurement mirror circuit ensemble, $M_3(c)$. For these circuits

$$P_x(M_3(c)) = \text{Tr}\left\{E_x \phi(f_c(I_{\text{rev}} L))[\rho]\right\}. \quad (54)$$

To derive a formula for $\gamma_3$ we make some simplifying assumptions about the operations within $M_3(c)$. We model all errors in $L$, $L_{\text{rev}}$, the state preparation, and the readout, by an $L$-independent stochastic Pauli channel $\mathcal{E}_{\text{spam}}$ preceding $L_{\text{rev}}$. Under this assumption

$$P_x(M_3(c)) = \langle x | \mathcal{L}^i \mathcal{E}_{\text{spam}} \mathcal{L}^j \mathcal{P}[|0\rangle\langle 0|] | x \rangle$$

$$= \langle x | \mathcal{L}^i \mathcal{E}_{\text{spam}} \mathcal{L}^j \mathcal{L}[|y\rangle\langle y|] | x \rangle, \quad (55)$$

where $\mathcal{L} = \mathcal{U}(L)$, and $y$ is a uniformly random bit string. Therefore

$$S_3 \equiv \mathbb{E}\left\{S(M_3(c))\right\}, \quad (57)$$

$$= \mathbb{E}\left\{\frac{1}{2^N} \sum_{x=0}^{2^n} \sum_{h(x,y)=k} \langle x | \mathcal{L}^i \mathcal{E}_{\text{spam}} \mathcal{L}[|y\rangle\langle y|] | x \rangle \right\}, \quad (58)$$

$$= \mathbb{E}_y \left\{\sum_{x} \left(-\frac{1}{2}\right)^{h(x,y)} \mathbb{E}_C\left(\langle x | \mathcal{L}^i \mathcal{E}_{\text{spam}} \mathcal{L}[|y\rangle\langle y|] | x \rangle\right)\right\}, \quad (59)$$

$$= F(\mathcal{E}_{\text{spam}}), \quad (60)$$

where the first equality holds by definition, and the second equality is obtained by substituting Eq. (56) into the definition of $S(\cdot)$ in Eq. (8) [note that here $\sum_{h(x,y)=k}$ denotes summation over all bit strings $x$ and $y$ such that $h(x,y) = k$]. The third equality holds by the linearity of the expectation value, and the fourth equality holds from Eq. (7) (which holds for any value of $y$, and so it holds when averaging over all values of $y$). By subtracting 1 from each side of $S_3 = F(\mathcal{E}_{\text{spam}})$ and then multiplying both sides by $4/E-1$, using Eqs. (20) and (48) we obtain

$$\gamma_3 = \lambda(\mathcal{E}_{\text{spam}}). \quad (61)$$

This is Eq. (52) with $\gamma_0 = \lambda(\mathcal{E}_{\text{spam}}).

2. Randomized compilation

Deriving Eqs. (50) and (51) relies on the theory of randomized compilation [32]. Randomized compilation is a key ingredient in our method, because it converts general errors into stochastic Pauli channels. Consider any circuit $\tilde{c}$ of the form of Eq. (10), i.e., $\tilde{c} = l_3 \cdots l_1 e_{l_1} \cdots e_{l_3}$. For simplicity we will assume that errors in layers of one-qubit gates (the $l_i$ layers) are dominated by errors in layers of two-qubit gates (the $e_i$ layers), so that we can approximate $\phi(l_i)$ by $\mathcal{U}(l_i)$. No additional approximations are required to extended the following theory to the case in which single-qubit gate layers are subject to stochastic Pauli errors, with error rates that may be comparable or larger than those on the two-qubit gates, in the case where these Pauli error channels are independent of the random Pauli that is compiled into the layer [44].

Under the assumption that $\phi(l_i) = \mathcal{U}(l_i)$ for any single-qubit layer $l_i$, and defining $\mathcal{E}(e_i)$ by $\phi(e_i) = \mathcal{U}(e_i) \mathcal{E}(e_i)$, we have that

$$\phi(f_c(\tilde{c})) = \cdots \mathcal{U}(e_2) \mathcal{E}(e_2) \mathcal{P}_2 \mathcal{U}(l_2) \mathcal{P}_1 \mathcal{U}(e_1) \mathcal{E}(e_1) \mathcal{P}_1 \mathcal{U}(l_1), \quad (62)$$

where the $\mathcal{P}_i$ are random Pauli operators and $\mathcal{P}_i = \mathcal{U}(e_i) \mathcal{P} \mathcal{U}(e_i)^\dagger$.

Averaging over the Pauli operators results in Pauli twirling of the error channels for the two-qubit gate layers. In particular, the mean of $\phi(f_c(\tilde{c}))$ over all but the final random Pauli operator, i.e., the superoperator

$$\bar{\phi}(f_c(\tilde{c})) = \mathbb{E}_{P, j, id}\left\{\phi(f_c(\tilde{c}))\right\}, \quad (63)$$

given by [32]

$$\bar{\phi}(f_c(\tilde{c})) = \mathcal{P}_d \mathcal{U}(l_d) \prod_{k=1}^{d-1} \mathcal{U}(e_k) \mathcal{S}(e_k) \mathcal{U}(l_k), \quad (64)$$

where $\mathcal{S}(e_k)$ is a stochastic Pauli channel given by

$$\mathcal{S}(e_k) = \mathbb{E}_P\{\mathcal{P} \mathcal{E}(e_k) \mathcal{P}\}. \quad (65)$$

3. The $M_1(c)$ ensemble

We now consider the $M_1(c)$ circuit ensemble, and derive the approximate equality $\gamma_1 \approx \gamma_0 \gamma(\mathcal{E}_{\text{rev}}) \gamma(c)$, where

$$\tilde{c}_{\text{rev}} = l_{1, \text{rev}} e_{1, \text{rev}} \cdots l_{d, \text{rev}} e_{d, \text{rev}} \cdots l_{1, \text{rev}}. \quad (66)$$

Consider the superoperator $\phi(f_c(\tilde{c}_{\text{rev}}) c)$ which can be decomposed as

$$\phi(f_c(\tilde{c}_{\text{rev}}) c) = \phi(f_c(\tilde{c}_{\text{rev}})) \mathcal{U}(c) \mathcal{E}(c). \quad (67)$$
We now apply the theory of randomized compilation, and the model for the state preparation and measurement error, introduced above, to derive a formula for the action of $M_1(c)$ averaged over randomized compilations. The superoperator for $M_1(c)$ obtained when averaging over all Pauli operators in the randomized compilation of $\tilde{c}_{rev}$ except the last Pauli operator, is given by

$$\tilde{\phi}(M_1(c)) = \mathcal{P} \mathcal{L} \tilde{E}_{\text{spam}}(\tilde{c}_{rev}) \mathcal{U} \tilde{E}(c) \mathcal{L},$$

where $\mathcal{P}$ is a random Pauli, and

$$\tilde{E}(\tilde{c}_{rev}) = \mathcal{U}_1 S_1 \mathcal{U}_1^{\dagger} \cdots \mathcal{U}_{d-1} S_{d-1} \mathcal{U}_{d-1}^{\dagger},$$

with $S_i = S(e_i)$, and $\mathcal{U}_i = \mathcal{U}(l_i, e_i l_i)$. By defining $\tilde{\mathcal{L}} = \mathcal{L} \mathcal{P}$ (which is identically distributed to $\mathcal{L}$), we then have that

$$\tilde{\phi}(M_1(c)) = \tilde{\mathcal{L}} \tilde{E}_{\text{spam}}(\tilde{c}_{rev}) \mathcal{E}(c) \tilde{\mathcal{L}} \mathcal{P}.$$  

We therefore have that

$$P_x[M_1(c)] = \langle x | \tilde{\mathcal{L}} \tilde{E}_{\text{spam}}(\tilde{c}_{rev}) \mathcal{E}(c) \tilde{\mathcal{L}} \mathcal{P} | 0 \rangle \langle 0 | x \rangle,$$

$$= \langle x | \tilde{\mathcal{L}} \tilde{E}_{\text{spam}}(\tilde{c}_{rev}) \mathcal{E}(c) \tilde{\mathcal{L}} | y \rangle \langle y | x \rangle,$$

where $y$ is a uniformly random bit string. This equation has the same form as Eq. (56), with $\mathcal{E}_{\text{spam}} \rightarrow \tilde{E}_{\text{spam}}(\tilde{c}_{rev}) \mathcal{E}(c)$. Therefore, we can apply Eqs. (56)-(61) to obtain

$$\gamma_1 = \lambda \left( \mathcal{E}_{\text{spam}} \tilde{\mathcal{E}}(\tilde{c}_{rev}) \mathcal{E}(c) \right).$$

To obtain Eq. (50) we use the approximation

$$\lambda \left( \mathcal{E}_{\text{spam}} \mathcal{E}(c) \right) \approx \lambda \left( \mathcal{E}_{\text{spam}} \lambda \left( \tilde{\mathcal{E}}(\tilde{c}_{rev}) \right) \right) \mathcal{E}(c),$$

where to obtain the latter equality we defined

$$\gamma_{rev} = \lambda(\tilde{\mathcal{E}}(\tilde{c}_{rev})).$$

Before we justify the approximation used in Eq. (74), we turn to $M_2(c)$.

4. The $M_2(c)$ ensemble

We now consider the $M_2(c)$ circuit ensemble, and derive the approximate equality $\gamma_2 \approx \gamma_0 \gamma_{rev}$. As with $M_1(c)$, we use the theory of randomized compilation and our model for the state preparation and measurement error. This theory can be used to show that the mean superoperator for $M_2(c)$, obtained by averaging over all Pauli operators in the randomized compilation of $\tilde{c}_{rev}$ and $\tilde{c}$ except the last Pauli operator, is given by

$$\tilde{\phi}(M_2(c)) = \mathcal{P} \mathcal{L} \tilde{E}_{\text{spam}}(\tilde{c}_{rev}) \mathcal{U} \tilde{E}(c) \tilde{\mathcal{L}} \mathcal{P},$$

where $\tilde{E}(\tilde{c}_{rev})$ is defined in Eq. (69), and

$$\tilde{E}(\tilde{c}) = \mathcal{V}_{d-1} S_{d-1} \mathcal{V}_{d-1}^{\dagger} \cdots \mathcal{V}_{1}^{\dagger} S_1 \mathcal{V}_1$$

with $S_i = S(e_i)$ and $\mathcal{V}_i = \mathcal{U}(l_i, e_i l_i)$. We therefore have that

$$P_x[M_2(c)] = \langle x | \tilde{E}_{\text{spam}} \tilde{\mathcal{E}}(\tilde{c}_{rev}) \tilde{\mathcal{E}}(\tilde{c}) \mathcal{L} \mathcal{P} | 0 \rangle \langle 0 | x \rangle,$$

$$= \langle x | \tilde{E}_{\text{spam}} \tilde{\mathcal{E}}(\tilde{c}_{rev}) \tilde{\mathcal{E}}(\tilde{c}) \mathcal{L} | y \rangle \langle y | x \rangle,$$

where $y$ is a uniformly random bit string. This equation has the same form as Eq. (56), with $\mathcal{E}_{\text{spam}} \rightarrow \tilde{E}_{\text{spam}}(\tilde{c}_{rev}) \tilde{\mathcal{E}}(\tilde{c})$. Therefore, we can apply Eqs. (56)-(61) to obtain

$$\gamma_2 = \lambda \left( \mathcal{E}_{\text{spam}} \tilde{\mathcal{E}}(\tilde{c}_{rev}) \tilde{\mathcal{E}}(\tilde{c}) \right).$$

To obtain Eq. (51) we first use the approximation

$$\lambda \left( \mathcal{E}_{\text{spam}} \tilde{\mathcal{E}}(\tilde{c}_{rev}) \tilde{\mathcal{E}}(\tilde{c}) \right) \approx \lambda \left( \mathcal{E}_{\text{spam}} \right) \lambda \left( \tilde{\mathcal{E}}(\tilde{c}_{rev}) \right) \lambda \left( \tilde{\mathcal{E}}(\tilde{c}) \right).$$

We then substitute into this equation the approximation

$$\lambda(\tilde{\mathcal{E}}(\tilde{c}_{rev})) \approx \lambda(\tilde{\mathcal{E}}(\tilde{c})),$$

resulting in

$$\lambda \left( \mathcal{E}_{\text{spam}} \tilde{\mathcal{E}}(\tilde{c}_{rev}) \tilde{\mathcal{E}}(\tilde{c}) \right) = \gamma_0 \gamma_{rev} \gamma_{rev},$$

which is Eq. (51).

The approximation of Eq. (83) is justified below, but first we address the approximation of Eq. (84). Using $\mathcal{U}_i' = e_i \mathcal{V}_i$, we have that

$$\tilde{E}(\tilde{c}_{rev}) = \mathcal{U}_{d-1} S_{d-1} \mathcal{U}_{d-1}^{\dagger} \cdots \mathcal{U}_1 S_1 \mathcal{V}_1,$$

$$= \mathcal{V}_{d-1} S_{d-1} \mathcal{V}_{d-1}^{\dagger} \cdots \mathcal{V}_1 S_1 \mathcal{V}_1,$$

where $S_i' = \mathcal{U}(e_i) S_i \mathcal{U}(e_i)$. If $S_i' = S_i$ [which is true if $\mathcal{E}(e_i)$ commutes with $\mathcal{U}(e_i)$] then $\tilde{E}(\tilde{c}_{rev}) = \tilde{\mathcal{E}}(\tilde{c})$, and so Eq. (84) holds exactly. More generally, conjugating the Pauli channel $S_i$ by $\mathcal{U}(e_i)$ simply permutes the error rates of $S_i$ ($e_i$ contains only Clifford gates). This can have some impact on the rate that stochastic errors on different layers cancel—impacting the polarization of the composite error map and meaning that $\lambda(\tilde{\mathcal{E}}(\tilde{c}_{rev}))$ does not exactly equal $\lambda(\tilde{\mathcal{E}}(\tilde{c}))$—but typically this impact will be very small (see theory below), resulting in Eq. (84) holding approximately for the same reasons that Eqs. (74) and (85) approximately hold.

5. Approximate formula for the polarization of composed channels

Our theory supporting the claim that $\chi_F(c) \approx F(c)$ relied on the claim that the polarization of the product of certain sequences of error channels is approximately equal to the product of those channel’s polarizations. In particularly, we used approximations of this sort to derive Eqs. (74) and (85) [and to derive Eq. (84) when $\mathcal{E}(e_i)$ and $\mathcal{U}(e_i)$ do not commute for all $e_i$]. We now justify these approximations. Consider a composite error channel

$$\Lambda = \mathcal{U}_d S_d \mathcal{U}_d^{\dagger} \cdots \mathcal{U}_1 S_1 \mathcal{V}_1,$$
where the $U_i$ are unitary superoperators and the $S_i$ are stochastic Pauli channels. Our theory relies on the approximation:

$$\lambda(\Lambda) \approx \prod_i \lambda(S_i), \quad (90)$$

where $\lambda$ is the polarization defined in Eq. (48). Note that this equation holds exactly when every $S_i$ is an $n$-qubit depolarizing channel, and that $\lambda(\Lambda_1 \cdots \Lambda_k)$ is not well approximated by $\lambda(\Lambda_1) \cdots \lambda(\Lambda_k)$ for general error channels $\Lambda_i$. We now upper- and lower-bound

$$\Delta = \lambda(\Lambda) - \prod_i \lambda(S_i), \quad (91)$$

and we argue that $|\Delta|$ is small in most physically relevant situations.

The action of a sequence of $k$ unitarily rotated stochastic Pauli channels can be unravelled, i.e., $\Lambda$ can be written as a weighted sum over $k^n$ terms consisting of all possible combinations of errors occurring in the $k$ channels. Specifically, $\Lambda = \sum_{\eta_1 \cdots \eta_k} \eta_1 \cdots \eta_k \lambda(\Lambda) \prod_i \lambda(S_i) \lambda(U_i)$, where $r_j, \eta$ is the probability that $S_j$ applies the Pauli $P$, and so $r_j$ is $S_j$'s fidelity where $\eta$ is the identity Pauli. Using this expansion, and the fact that $F(U \mathcal{P} U^\dagger) = 0$ for any non-identity Pauli, we therefore find that $F(\Lambda) = \prod_i F(S_i) + O(k^2 \epsilon^2)$ where $1 - F(S_i) = O(\epsilon)$ for all $i$. Therefore

$$|\Delta| \leq O(k^2 \epsilon^2) \quad (92)$$

when $F(S_i) = 1 - O(\epsilon)$, i.e., when the infidelities of the stochastic Pauli channels $S_i$ are all order $\epsilon$. Therefore, $|\Delta|$ is negligible when $k \epsilon \ll 1$. This is sufficient to justify the approximation of Eq. (90) in the regime of $F(c) \approx 1$.

We now address the case when $k \epsilon$ is not small—which will typically be the case when $F(c)$ is not close to one—and so the bound of Eq. (92) is not small. First, we lower bound $\Delta$. For a fixed value of the $F(S_i)$, the minimal value for $\lambda(\Lambda)$ is obtained when error cancellation is minimized, i.e., when the probability that two or more errors that occur in the sequence $\Lambda$ compose to the identity is minimized. The probability of an error induced by $S_i$ being cancelled by an error in $S_j$ can be zero, e.g., there is no probability of error cancelation in the channel $S_i S_j$ if the set of errors with non-zero probability for $S_i$ and $S_j$ have no overlap. In this case $F(\Lambda) = \prod_i F(S_i)$, as the fidelity of a Pauli channel is equal to the probability that it applies the identity Pauli. As $F(\Lambda) = \lambda(\Lambda) + O(\epsilon^3)$ we therefore find that $\Delta \geq -\delta_{\text{lower}}$ where $\delta_{\text{lower}} = O(\epsilon^3)$. $\Box$

Next we upper bound $\Delta$. In general $\Delta \leq \frac{1}{2}$. This bound is saturated in the large $k$ limit with $U = I$ and all the $S_i$ equal to a stochastic Pauli channel $S$ with a distribution over Pauli errors that has support only on one non-identity Pauli. That is, $S$ applies the identity with probability $F(S)$ and otherwise it applies some fixed Pauli $P$. This maximizes $\lambda$ as $S$ has a maximal error cancellation rate, and $S^k$ converges to a uniform distribution over $I$ and $P$—so $F(S^k) = \frac{1}{2}$ as $k \to \infty$.

This example uses a physically implausible error channel with a maximally sparse error probability vector. We conjecture that $\Delta \leq \frac{1}{2}$ whenever each $S_i$'s error probability vector $\tilde{r}$ is close to maximally sparse. We now provide some support for this conjecture. To do so, we will use an alternative formula for $\lambda(\mathcal{E})$ that holds for all completely positive and trace preserving $\mathcal{E}$:

$$\lambda(\mathcal{E}) = \frac{\text{Tr}[\mathcal{E}]_u}{4^n - 1}, \quad (93)$$

where $[\mathcal{E}]_u$ is the unital component of $\mathcal{E}$. We assume that $F(S_i) \geq 0.5$ for all $i$, as then each $S_i$ is a positive semi-definite matrix, and hence each $U_i S_i U_i^\dagger$ is a positive semi-definite matrix. This allows us to use the following result. Any positive semi-definite matrices $A_i$, with $i = 1, 2, \ldots, k$, satisfy [45]

$$\text{Tr}(A_1 A_2 \cdots A_k) \leq \prod_{i=1}^k \text{Tr}(A_i^k)^{\frac{1}{k}}. \quad (94)$$

By using this bound and Eq. (93), we obtain

$$\lambda(U_k S_k U_k^\dagger \cdots U_k S_k U_k^\dagger) \leq \prod_{i=1}^k \lambda(S_i^k)^{\frac{1}{k}} \leq \lambda(S^k), \quad (95)$$

where $S$ is the $S_i$ for which $\lambda(S^k)$ is maximized. Note that both inequalities are saturated when $U_i = I$ for all $i$ and $S = S_i$ for all $i$ and some $S$. Therefore, if $S = S$ for some $S$ and all $i$, we have that

$$\Delta \leq \lambda(S^k) - \lambda(S)^k. \quad (96)$$

The difference $\lambda(S^k) - \lambda(S)^k$ can be bounded by the sparsity of $S'$s vector of Pauli error rates $\tilde{r}$, decreasing to zero as the sparsity decreases [31]. Note high sparsity is physically unlikely, e.g., a tensor product of single-qubit depolarizing channels with similar error rates has low sparsity.

The final result that our theory relies on is the following:

$$\lambda(\Lambda_{\mathcal{E}}) \approx \lambda(\Lambda) \lambda(\mathcal{E}), \quad (97)$$

where $\Lambda$ is as above, and $\mathcal{E}$ is any error channel [we used this in deriving Eq. (74), as the error channel for $c$ is arbitrary]. To derive this, we consider the case of a single unitarily rotated stochastic Pauli channel, $\Lambda = U S U^\dagger$. If Eq. (97) approximately holds for such $\Lambda$ then the following argument can be iteratively applied to show that Eq. (97) approximately holds for $\Lambda$ an arbitrary sequence of unitarily rotated Pauli channels. By using the cyclic property and linearity of the trace, we have that

$$\lambda(U S U^\dagger \mathcal{E}) = \frac{\text{Tr}[U S U^\dagger \mathcal{E}]_u}{4^n - 1}, \quad (98)$$

$$= \frac{\text{Tr}[U P U^\dagger \mathcal{E} U_P U^\dagger]_u}{4^n - 1}, \quad (99)$$

$$= \frac{\text{Tr}[U S U^\dagger \mathcal{E} U_P U^\dagger]_u}{4^n - 1}, \quad (100)$$

$$= \frac{\text{Tr}[U S U^\dagger S \mathcal{E}]_u}{4^n - 1}, \quad (101)$$

$$= \lambda(U S U^\dagger S \mathcal{E}) \quad (102)$$

$$\approx \lambda(U S U^\dagger) \lambda(S \mathcal{E}) \quad (103)$$

$$= \lambda(U S U^\dagger) \lambda(\mathcal{E}), \quad (104)$$
where $\mathcal{P}$ is a uniformly random Pauli superoperator, $\mathcal{S}_E = \mathbb{E}_P[\mathcal{U}\mathcal{P}\mathcal{U}^\dagger]\mathcal{E}$ is a unitary rotation of a stochastic Pauli channel that is the Pauli twirl of a unitary rotation of $\mathcal{E}$—and so it satisfies $F(\mathcal{S}_E) = F(\mathcal{E})$—and the approximate equality of Eq. (103) holds from our above theory for the polarization of sequences of unitarily rotated stochastic Pauli channels.

D. Simulations

In this section we provide further details for our simulations, the results of which are presented in Fig. 2.

1. The QAOA circuits

We applied our technique to QAOA circuits using simulated data. The parameterized QAOA circuits are shown in Fig. 2A. They take the form of alternating applications of unitaries generated by two Hamiltonians: $H_C$, which encodes the combinatorial optimization problem, and $H_D$, which is a driver Hamiltonian that does not commute with $H_C$. We choose the standard form for $H_D$, and we use the form of $H_C$ that encodes the MaxCut problem on an $n$-node random (Erdős-Rényi) graph. This $H_C$ includes Ising terms $w_{ij}Z_iZ_j$ between all nodes $(i, j)$ that are connected by an edge with uniformly random edge weight $w_{ij}$. The unitary generated by $H_D$ is a tensor product of single-qubit unitaries, and so it can be implemented by a single layer of one-qubit gates. The unitary generated by $H_C$ is compiled into maximally parallelized $e^{-iw_{ij}Z_iZ_j}$ two-qubit unitaries, each of which is compiled into CNOTs and single-qubit gates.

2. The error models

For the results presented in Fig. 2, we simulated the QAOA circuits under error models from four different families—denoted in the main text by “S”, “H”, “H+S” and “H-2Q”. All error models are defined using the error generator formalism of Ref. [39], i.e., all rates specified are rates of elementary error generators in a post-gate error map. Each of our single-qubit gates is implemented using the sequence $Z(\theta)X_{\psi}Z(\phi)X_{\psi}Z(\psi)$ and we include errors only on the $X_{\phi}$ gates. We include over-rotation Hamiltonian errors and Pauli stochastic errors on each $X_{\psi}$ with qubit-dependent error rates sampled uniformly in the range $[0, \epsilon_1]$ and $[0, \epsilon_2]$, respectively. The stochastic error is then split over the three Pauli errors at random. We include over-rotation Hamiltonian errors on Pauli stochastic errors on each CNOT gate with qubit-pair-dependent error rates sampled uniformly in the range $[0, \theta_1]$ and $[0, \theta_2]$, respectively. The stochastic error is then split over the three Pauli errors at random. For each of the 300 QAOA circuits that we sampled, we constructed a unique model from each model family by sampling each of its error rates. All simulations were implemented using pyGSTi [46].