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Abstract—Unmanned surface vehicles (USVs) are of increasing importance to a growing number of sectors in the maritime industry, including offshore exploration, marine transportation, and defense operations. A major factor in the growth in use and deployment of USVs is the increased operational flexibility that is offered through use of optimized motion planners that generate optimized trajectories. Unlike path planning in terrestrial environments, planning in the maritime environment is more demanding as there is need to assure mitigating action is taken against the significant, random, and often unpredictable environmental influences from winds and ocean currents. With the focus on these necessary requirements as the main basis of motivation, this article proposes a novel motion planner, denoted as Gaussian process motion planning 2 star (GPMP2*), extending the application scope of the fundamental Gaussian-process-based motion planner, Gaussian process motion planning 2 (GPMP2), into complex maritime environments. An interpolation strategy based on Monte Carlo stochasticity has been innovatively added to GPMP2* to produce a new algorithm named GPMP2* with Monte Carlo stochasticity, which can increase the diversity of the paths generated. In parallel with algorithm design, a robotic operating system (ROS)-based fully-autonomous framework for an advanced USV, the Wave Adaptive Modular Vessel 20, has been proposed. The practicability of the proposed motion planner as well as the fully-autonomous framework has been functionally validated in a simulated inspection missions for an offshore wind farm in ROS.

Index Terms—Environment characteristics, fully-autonomous framework, Gaussian-process-based (GP-based) path planning, interpolation strategy, Monte Carlo stochasticity, unmanned surface vehicles (USVs).

I. INTRODUCTION

The planning of trajectories in complex maritime environments plays a critical role in developing autonomous maritime platforms, such as unmanned surface vehicles (USVs). The paths generated for operations in maritime environments should not only ensure the success of a mission but, wherever and whenever possible, actively try to minimize the energy consumption during a voyage. Even with growing recognition of the importance of motion planning algorithms for USVs, two major challenges have largely hindered their progress of development including the following: 1) The majority of mainstream motion planning algorithms do not encompass proper consideration of the environmental impacts such as winds and surface currents, and 2) among the minority of algorithms that do take these environmental characteristics into account, important metrics including the computation time and path quality are not up to that minimum standard of quality required for practical applications. These aforementioned challenges have been addressed to some extent in the past few years, but there is a need to further optimize the solutions.

Current existing mainstream motion planning algorithms can be divided into four categories: 1) grid-based algorithms [1]–[3], 2) sampling-based algorithms [4]–[6], 3) potential field algorithms [7], [8], and 4) intelligent algorithms [9]–[11], variations of which have been applied across different robotic domains. All the aforementioned algorithms have been developed over many years and have made an incredible contribution to robotic motion planning problems. Nevertheless, these algorithms have some drawbacks and cannot fully meet the requirements for motion planning in practical application scenarios. Grid-based algorithms require a postprocessing path smoothing procedure to satisfy the nonholonomic constraints of vehicles [12]. Sampling-based and intelligent algorithms might require an extremely long computation time to ensure convergence, otherwise the distance and smoothness of the paths cannot be guaranteed [13], [14]. Potential field algorithms suffer from the limitations of local minima and require additional strategies to avoid this issue [15]. Meanwhile, these motion planning algorithms are not designed for maritime environments with time-varying ocean currents. Another perspective of categorizing different motion planning algorithms can be found in [16].

To address the problems in practical application scenarios, trajectory optimization algorithms have been proposed in recent years [17]–[21]. One of them is the Gaussian-process-based (GP-based) motion planning algorithm [17], [21] that...
represents trajectories as samples from Gaussian processes in the continuous-time domain and optimizes them via probabilistic inference. This novel motion planning paradigm brings two significant benefits: 1) the capability of smoothing the path in line with the planning process based on the specification of the system’s dynamic models and 2) the superiority in convergence speed through the employment of a fast-updating inference tool such as a factor graph [22]. However, there are still some constraints when it comes to implementing trajectory optimization algorithms in maritime environments, and the issues of integrating characteristics of maritime environments such as ocean currents and avoiding dense obstacles remains especially challenging.

Another research bottleneck for USV development is the lack of high-fidelity environments. Fig. 1 compares a typical catamaran, the Wave Adaptive Modular Vessel 20 (WAM-V 20) USV, in real-world and virtual maritime scenarios. In this high-fidelity virtual maritime scenario, physical fidelity and visual realism with real-time execution requirements are well-balanced. In general, establishing practical experimental platforms would be expensive. By developing high-fidelity simulation environments, validating the newly proposed motion planning, control and any other algorithms can be conducted in an efficient and low-cost manner.

In fact, simulations with a sufficient level of fidelity have been gradually adopted for USV platforms. Game engines such as Unity [23] and Unreal Engine [24] can present a vivid virtual world, which might be suitable simulation platforms for motion planning and control algorithms. However, most of them do not have a dedicated support for robotics and the hardware requirements for running these game engines are usually difficult to satisfy. In 2002, an open-source simulation platform designed for supporting various indoor and outdoor robotic applications was proposed, namely the Gazebo [25]. Specifically, it delivers the following benefits that made it become the most popular simulation platform among robotic researchers.

1) It supports the use of different physics engines to simulate collision, contact, and reaction forces among rigid bodies.
2) Its sensor libraries are progressive due to the open-source facility.
3) It supports for robotics middle-ware based upon a well-developed messaging system.

Nevertheless, most of the simulators based on the fundamental structure of Gazebo are designed for terrestrial, aerial, and space robots [26]–[28]. To address this deficiency and provide a standard simulator for the development and testing of algorithms for USVs, the Virtual RobotX simulator (VRX) was proposed in 2019. VRX is a Gazebo-based simulator capable of simulating the behavior of USVs in complex maritime circumstances with waves and buoyancy conditions [29]. Also, a mainstream catamaran (WAM-V 20 USV) model is provided in VRX with an easy-to-access interface to any self-designed autopilot. However, there is a lack of a fully-autonomous navigation system in VRX, especially a system integrating both motion planning capability and autopilot.

To bridge these research gaps, this article has specifically focused on developing a new motion planning paradigm for USVs with the main contributions summarized as follows.

1) A new GP-based motion planning algorithm, named MC-GPMP2*, has been developed by integrating a Monte Carlo stochasticity to enable an improved collision avoidance capability.
2) A fully-autonomous framework for USVs has been designed for the VRX simulator.
3) Enriched high-fidelity tests have been carried out in ROS to simulate offshore wind farm operations using USVs, where the superiority of the proposed motion planning algorithms is properly demonstrated.
The rest of the article is organized as follows. Section II formulates the problem and discusses the mathematical model of the conventional GP-based motion planning algorithm in various complex environments. Section III describes the Monte Carlo sampling and introduces it into our motion planning algorithm. Section IV presents the modeling and control of the WAM-V 20 USV in ROS. Section V demonstrates the proposed path planner’s simulation results and then compares them with the results obtained from a series of mainstream motion planning algorithms. Section VI demonstrates the practical performance of the proposed path planning algorithm and autopilot in ROS. Finally, Section VII concludes this article.

II. GP-BASED MOTION PLANNING IN VARIOUS COMPLEX ENVIRONMENTS

This section explains the GP-based motion planning algorithms in general and proposes a new method named the Gaussian process motion planner 2 star (GPMP2*), which will be developed and applied to motion planning for autonomous vehicles, such as USVs and unmanned underwater vehicles (UUVs).

A. Problem Formulation as Trajectory Optimization

GP-based motion planning algorithms can be applied to solve the problem of trajectory optimization, i.e., employing Gaussian processes to optimize trajectories in an efficient manner. Formally, the trajectory optimization aims to determine the best trajectory from all feasible trajectories while satisfying any user-defined constraints and minimizing any user prioritized costs [19], [30], [31]. By considering a trajectory as a function of continuous time $t$, such an optimization process can be formulated as the standard form of an optimization problem with continuous variables as

$$\begin{align*}
\text{minimize} & \quad F[\theta(t)] \\
\text{subject to} & \quad G_i[\theta(t)] \leq 0, \ i = 1, \ldots, m_{\text{eq}} \\
& \quad H_i[\theta(t)] = 0, \ i = 1, \ldots, m_{\text{ineq}} 
\end{align*}$$

(1)

where $\theta(t)$ is a continuous-time trajectory function mapping a specific moment $t$ to a specific robot state $\theta$. $F[\theta(t)]$ is an objective function to find the best trajectory by minimizing the higher-order derivatives of robot states (such as velocity and acceleration) and collision costs. $G_i[\theta(t)]$ is a task-dependent inequality constraint function and $H_i[\theta(t)]$ is a task-dependent equality constraint function that contains the desired start and goal robot states with specified configurations.

As stated in [17] and [32], by properly allocating the parameters of low-resolution states with relatively large sample interval $\Delta t$ (defined as support states) and interpolating high-resolution states with relatively small sample interval $\Delta \tau$ (defined as interpolated states), the computational cost of Gaussian processes can be efficiently reduced and a continuous-time trajectory function represented by a Gaussian process can be shown as

$$\theta(t) \sim GP(\mu(t), K(t, t'))$$

(2)

where $\mu(t)$ is a vector-valued mean function and $K(t, t')$ is a matrix-valued covariance function.

For the given optimization problem, the objective function is given as

$$F[\theta(t)] = F_{\text{gp}}[\theta(t)] + \omega_1 F_{\text{obs}}[\theta(t)] + \omega_2 F_{\text{env}}[\theta(t)]$$

(3)

where $F_{\text{gp}}[\theta(t)]$ is the GP prior cost, $F_{\text{obs}}[\theta(t)]$ is the obstacle collision cost and $F_{\text{env}}[\theta(t)]$ is the environment characteristic cost. $\omega_1$ and $\omega_2$ are the weight coefficients given to these costs. At this juncture, we specifically highlight the inclusion of the environment cost ($F_{\text{env}}[\theta(t)]$) as it is of particular importance when considering marine vehicles. For other types of vehicles, costs can be adjusted as required.

B. Motion Planning as Probabilistic Inference

From another perspective, GP-based motion planning algorithms can also be viewed as probabilistic inference problems, where Bayesian inference is applied to find the optimal trajectory. The detailed explanation of using Bayesian inference to solve the trajectory optimization problem in (1) can be found in [20]. In this section, we summarize the work in [20] and extend it to the more general case that includes multiple planning constraints.

By exploiting the sparsity of the underlying problem, probabilistic inference, such as Bayesian inference, is effective for solving optimization problems and the optimization problem in (1) can be converted into the following Bayesian inference:

$$\theta^* = \arg \max_{\theta} p(\theta|l(\theta; e))$$

(4)

where $p(\theta)$ represents the GP prior that encourages smoothness of trajectory and $l(\theta; e)$ represents a likelihood. More specifically, the GP prior distribution is given in terms of the mean $\mu$ and covariance $K$

$$p(\theta) \propto \exp \left\{ -\frac{1}{2}||\theta - \mu||^2_K \right\}$$

(5)

whereupon the GP prior cost in (3) is given as the negative natural logarithm of the prior distribution

$$F_{\text{gp}}[\theta(t)] = \frac{1}{2}||\theta - \mu||^2_K.$$  

(6)

The likelihood in the above Bayesian inference can be viewed as a combination of different categories of likelihoods such as the obstacle collision likelihood and the environment characteristic likelihood, thereby it is named as the combined likelihood. Moreover, it is worth noting that the distribution of the combined likelihood can be written into a product of the distributions from all the subcategory likelihoods using the features of the exponential distribution

$$l(\theta; e) = \exp \left\{ -\frac{1}{2}||g_1(\theta)||^2_{\Sigma_{\text{obs}}} \right\} \cdot \exp \left\{ -\frac{1}{2}||g_2(\theta)||^2_{\Sigma_{\text{env}}} \right\}$$

(7)

$$= \exp \left\{ -\frac{1}{2}||g_1(\theta)||^2_{\Sigma_{\text{obs}}} - \frac{1}{2}||g_2(\theta)||^2_{\Sigma_{\text{env}}} \right\}.$$

(8)
Fig. 2. Example of the proposed GPMP2* motion planning algorithm. Image (a) demonstrates the optimized trajectory generated by GPMP2*. Image (b) demonstrates the signed distance field generated by the obstacle collision likelihood function. Image (c) demonstrates the environment characteristic field generated by the environment characteristic likelihood function.

\[ \Sigma_{\text{obs}} \text{ and } \Sigma_{\text{env}} \text{ are the diagonal covariance matrices} \]

\[ \Sigma_{\text{obs(env)}} = \text{diag}[\sigma_{\text{obs(env)}}] \]  

(9)

where \( \sigma_{\text{obs}} \) and \( \sigma_{\text{env}} \) are the weighting coefficients with regard to collision and environmental characteristics, respectively. \( g_1(\theta) \) and \( g_2(\theta) \) are defined as a vector-valued obstacle cost function and a vector-valued environment characteristic cost function, respectively. More specifically, the definition of \( g_1(\theta) \) is given as

\[ g_1(\theta) = |c(d(x(\theta_1, S_j)))|_{1 \leq j \leq M} \]  

(10)

where \( c(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R} \) is the workspace cost function that penalizes the set of points \( B \subset \mathbb{R}^n \) on the robot body when they are in or around an obstacle, \( d(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R} \) is the signed distance function that calculates the signed distance of the point, \( x \) is the forward kinematics function, \( S_j \) is the sphere on the robot model, and \( M \) is the number of spheres that represents the robot model. An example of a constructed signed distance field is graphically shown in Fig. 2(b), and the obstacle collision cost in (3) can be given as

\[ F_{\text{obs}}[\theta(t)] = \int_{t_0}^{t_N} \int_B c(x(\theta(t), u))||\dot{x}(\theta(t), u)||dudt \]  

(11)

where \( u \) represents the known system control input. Also, the definition of \( g_2(\theta) \) is given as

\[ g_2(\theta) = |e(x(\theta_1, S_j))|_{1 \leq j \leq M} \]  

(12)

where \( e(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R} \) is the environment compensation function that integrates the relevant environment characteristics such as surface wind and ocean currents on the set of points \( B \subset \mathbb{R}^n \) on the robot body.

The environment compensation function is defined as a metric calculated using an anisotropic fast marching algorithm as stated in [33] and [32]. Such a metric can measure the energy consumption rate at each pixel so that trajectories can be generated to avoid high energy consumption regions [the bright regions in Fig. 2(c)]. The environment information is simulated as a vortex function in this work but any real-time statistical data can also be extracted and used as stated in [13]. Therefore, the environment characteristic cost in (3) can be given as

\[ F_{\text{env}}[\theta(t)] = \int_{t_0}^{t_N} \int_B e(x(\theta(t), u))||\dot{x}(\theta(t), u)||dudt \]  

(13)

where \( u \) represents the known system control input.

Now, we can rewrite the Bayesian inference in (4) into the following form on the basis of the information provided by (5) and (8):

\[ \theta^* = \arg \max_{\theta} p(\theta|l(\theta; e)) \]  

(14)

\[ = \arg \max_{\theta} \{ -\log(p(\theta|l(\theta; e))) \} \]  

(15)

\[ = \arg \max_{\theta} \left\{ \frac{1}{2}||\theta - \mu||^2_K + \frac{1}{2}||g_1(\theta)||^2_{\sigma_{\text{obs}}} + \frac{1}{2}||g_2(\theta)||^2_{\sigma_{\text{env}}} \right\} \]  

(16)

Similarly, we can rewrite the objective function in (3) into the following form on the basis of the information provided by (6), (11), and (13):

\[ F[\theta(t)] = \frac{1}{2}||\theta - \mu||^2_K + \lambda_1 \int_{t_0}^{t_N} \int_B c(x(\theta(t), u))||\dot{x}(\theta(t), u)||dudt \]

\[ + \lambda_2 \int_{t_0}^{t_N} \int_B e(x(\theta(t), u))||\dot{x}(\theta(t), u)||dudt \]  

(17)

where \( \lambda_1 \) and \( \lambda_2 \) correspond to \( \sigma_{\text{obs}} \) and \( \sigma_{\text{env}} \), respectively.

A notable advantage of the proposed motion planning algorithm is that when multiple environment constraints need to be considered simultaneously, these constraints can be formulated as various subclass environment characteristic likelihoods. By taking advantage of the features of exponential distributions, subclass likelihoods can be further integrated into a superclass environment characteristic likelihood to enable a fast summation of constraints. To gain a more intuitive understanding of the feasibility of the proposed motion planning algorithm, Fig. 2 demonstrates an example of how the GP-based motion planner can be used to avoid obstacles as well as vortexes. Also, the proposed method can be used in either two-dimensional (2-D) or three-dimensional (3-D) environments. Overall, any type of GP-based motion planning method that incorporates the characteristics of the environment through adding corresponding likelihood to probabilistic inference can be viewed as GPMP2*.

III. GP-BASED MOTION PLANNING WITH INCREMENTAL OPTIMIZATION CHARACTERISTICS

This section provides detail of the proposed MC-GPMP2* algorithm. The Monte Carlo sampling based obstacle space estimation is first introduced and this is then followed by the details of sampling point interpolation and incremental inference.
A. Obstacle Space Estimation Using Monte Carlo Sampling

Monte Carlo sampling is a highly efficient statistical method to determine the approximate solution of many quantitative numerical problems. It can reduce the computation time when there is a relatively high complexity in sampling space [34], [35]. In this work, this sampling method is used to estimate the ratio of the obstacle space to the entire sampling space, especially when the obstacle space has a relatively irregular shape. Algorithm 1 demonstrates the specific procedure of the estimation, where the random sample point is generated from a continuous uniform distribution

\[ (x, y, z) \sim U(a, b) \]  

(18)

where \( a = (a_1, a_2, a_3)^T \) is a vector-valued lower bound function representing the lower bounds of the 3-D sampling space, \( b = (b_1, b_2, b_3)^T \) is a vector-valued upper bound function indicating the upper bounds of the sampling space. The probability density function of the continuous uniform distribution at any point \((x, y, z) \in \mathbb{R}^3\) inside the sampling space can be given as

\[ f([x], [y], [z]) = \frac{1}{\prod_{i=1}^{3} (b_i - a_i)} \]  

(19)

where \( \lceil \cdot \rceil \) is the ceiling function used to round-up to the nearest integer and the volume of the entire sampling space can be represented by \( \prod_{i=1}^{3} (b_i - a_i) \).

In Algorithm 1, based on the law of large numbers [36]–[38], the accuracy of the estimation of obstacle space gradually increases as the number of samples increases. Its convergence rate is \( O(1/\sqrt{N}) \), which means that quadrupling the total number of samples reduces the algorithm’s error by half, regardless of the dimensions of the sampling space [39]. Therefore, Algorithm 1 can provide a reasonably accurate result once the total number of samples exceeds a specific threshold. When the total number of samples in Algorithm 1 equals the total number of pixels on the map, the sampling algorithm becomes a traversal algorithm and generates a result with an accuracy that can be considered absolute.

In general, using GP-based motion planning in conjunction with Algorithm 1 to construct a modified motion planning algorithm can offer the following two notable advantages:

1) shortening the execution time of GP-based motion planning, especially for high-dimensional problems;
2) shortening the path length and improving the path quality by enhancing the diversity of the generated trajectory.

B. Monte-Carlo-Based GP Interpolation

As mentioned in Section II, apart from the support states, a major benefit of using GPs is the facility to query the planned state at any moment of interest. In addition, according to the work in [20], trajectories generated by a GP-based motion planner can be fine-tuned by increasing the number of states. Therefore, to facilitate obstacle avoidance, in this article, it is proposed to generate additional states between two support states according to the obstacle estimation of Monte Carlo.

Similar to previous research [17], [19]–[21], a linear time-varying stochastic differential equation (LTV-SDE) is adopted to represent the motion model as

\[ \dot{\theta}(t) = A(t)\theta(t) + u(t) + F(t)w(t) \]  

(20)
where $A(t)$ and $F(t)$ are time-varying matrices of the system, $u(t)$ is the control input and $w(t)$ is the white process noise represented as

$$w(t) \sim \mathcal{GP}(0, Q_c \delta(t, t'))$$  \hspace{1cm} (21)$$

where $Q_c$ is the power-spectral density matrix and $\delta(t, t')$ is the Dirac delta function. Based on (20), a queried/interpolated state $\theta(\tau)$ at $\tau \in [t_i, t_i+1]$ is a function only of its neighboring state as (the detailed proof of this is presented in [17], [19]–[21])

$$\theta(\tau) = \bar{\mu}(\tau) + \Lambda(\tau)(\theta_i - \bar{\mu}_i) + \Psi(\tau)(\theta_{i+1} - \bar{\mu}_{i+1})$$  \hspace{1cm} (22)$$

where

$$\Lambda(\tau) = \Phi(\tau, t_i) - \Psi(\tau)\Phi(t_{i+1}, t_i)$$

$$\Psi(\tau) = Q_{t_i+1}\Phi(t_{i+1}, \tau)^TQ_{t_i+1}^{-1}$$  \hspace{1cm} (23)$$

where $\Phi(\tau, *)$ is the state transition matrix and $Q_{a,b}$ is

$$Q_{a,b} = \int_{t_a}^{t_b} \Phi(b, s)F(s)Q_cF(s)^T\Phi(b, s)^Tds.$$  \hspace{1cm} (24)$$

In general, (22) can be used to interpolate a series of dense states to facilitate the generation of collision-free trajectories while keeping a relatively small number of support states to maintain low computational cost. As stated previously, the strategy of interpolating dense states is lacking in the previous research [17], [19]–[21]. Therefore, it is proposed that the number of interpolated states should be determined by the proportion of the obstacle space relative to the whole region space ($P_{obs}$), and such a proportion can be quickly estimated by Monte Carlo sampling as described in Algorithm 1. In addition, the Monte Carlo stochasticity adds a variation to the number of interpolated states ($N_j = (t_{i+1} - t_i)/\tau = \lambda \cdot P_{obs}$) to test the optimal number of interpolated states incrementally, where $\lambda$ is a self-defined scaling term and $P_{obs}$ is computed by Algorithm 1. More specifically, $P_{obs}$ tends to increase as the volume of obstacles within a specific region increases, leading to a growth in the number of interpolated states of this region $N_j$. Interpolated states with relatively high densities can improve the performance of the motion planning algorithm on avoiding obstacles as well as smoothen the generated trajectory.

### C. Probabilistic Inference Using the Factor Graph

Given the Markovian structure of the trajectory enabled by the LVT-SDE and the sparsity of the underlying problem, the posterior distribution (or the optimized trajectory) can be converted into a factor graph to perform inference incrementally. More specifically, the factor graph is a bipartite graph that can express any inference in a more intuitive graphical manner. It is bipartite as there are only two categories of nodes existing in the graph, i.e., variable nodes and factor nodes [22]. The factorization of the posterior in our problem is formulated as

$$p(\theta|e) \propto \prod_{m=1}^{M} f_m(\Theta_m)$$  \hspace{1cm} (25)$$

where $f_m$ are factors on variable subset $\Theta_m$.

Then, the factor graph can be converted into a Bayes tree based on the variable elimination process [40]–[43]. The Bayes tree in our problem, as converted by (25), is

$$p(\theta) = \prod_{j} p(\theta_j|S_j)$$  \hspace{1cm} (26)$$

where $\theta_j$ are the states and $S_j$ denotes the separator for state $\theta_j$, which is comprised of the nodes in the intersection of the state $\theta_j$ and its parent.

To gain a more intuitive understanding regarding the factor graph, a comprehensive structure illustrating how the different factors are integrated as well as converted into a Bayes tree for our problem is demonstrated in Fig. 3. Furthermore, the specific process of building a factor graph with the Monte Carlo stochasticity is detailed in Algorithm 2.

#### D. Incremental Optimizing Motion Planning Based on GPs

The Gaussian process motion planner 2 star with the Monte Carlo stochasticity (MC-GPMP2*) is proposed in this section by integrating the aforementioned information. The pseudocode of the proposed motion planner is detailed in Algorithm 3 with key information explained as follows.

1) First, the start state $\theta_0$, goal state $\theta_N$, and replanning iteration $N_{\text{replan}}$ are required as inputs.

2) Next, the signed distance field is computed based on the obstacle cost function [as described in (10)] and the environment characteristic cost function [as described in (12)], to construct the combined likelihood [as described in (8)].

3) A factor graph with Monte Carlo stochasticity is built based on the MC-EstimateObstacleSpace (Algorithm 1) and the MC-BuildFactorGraph (see Algorithm 2), and then, the optimal path $\theta^*$ is inferred based on the Levenberg–Marquardt algorithm [44].

4) The previous step is repeated several times based on the number of replanning iterations $N_{\text{replan}}$ required to optimize the path $\theta^*$.

To better understand the functionality of the proposed motion planner, a comparison of the paths generated by MC-GPMP2* and Gaussian process motion planning 2 (GPMP2) is presented in Fig. 4. MC-GPMP2* generates relatively diversified paths when there are a relatively small number of sample points. Conversely, MC-GPMP2* generates a path with a high level of similarity compared with GPMP2 when there is a relatively larger number of sample points.

### IV. WAM-V 20 USV Modeling and Control in ROS

In this section, detail will be provided regarding the proposed fully-autonomous navigation framework to navigate and control WAM-V 20 USVs in ROS. Overall, the proposed framework includes the following three major components:

1) motion planner, generating an optimized path according to obstacles and environment characteristics;

2) navigation refinement system to generate the USV heading angles needed to accurately track the paths;
Fig. 3. Demonstration of the factor graph and Bayes tree in our problem. Image (a) illustrates the factor graph, containing six categories of factors including prior factor, GP prior factor, obstacle factor, interpolated obstacle factor, environment factor, and interpolated environment factor. Image (b) illustrates the Bayes tree, indicating the conditional dependencies between various states.

Algorithm 2: Building Factor Graph With the Monte Carlo Stochasticity (MC-BuildFactorGraph)

Input: Total number of subsearching regions $N$

Add Prior Factor

for $i = 1, 2, \ldots, N$ do
    Add Obstacle Factor and Environment Factor
    Compute total number of sample points in the low-resolution region $N_j$:
    $P_{obs} \leftarrow$ MC-EstimateObstacleSpace
    $N_j = \lambda \cdot P_{obs}$
    for $j = 1, 2, \ldots, N_j$ do
        Add GP Prior Factor, Interpolated Obstacle Factor and Interpolated Environment Factor
    end
end

Add Prior Factor

Output: Factor graph $G_{mc}$

Notes: $\lambda$ represents a self-defined scaling term.

3) autopilot adjusting the angle of deflection of rudders and the rotational speed of USVs to match the desired values.

A. Mathematical Modeling for WAM-V 20 USV

The specifications of the catamaran that will be used are listed in Table I. This catamaran consists of a wave-adaptive structure and two air cushions with thrusters mounted at the back end of each cushion. The thrusters rotate around the Z-axis simultaneously to supply differently-oriented propulsion within the E–N plane as shown in Fig. 5.

The spatial position state of the catamaran $\mathbf{X}$ is considered to be its 2-D position $(E, N)$, heading angle $\psi$, sway velocity $\nu$, surge velocity $u$, yaw rate $r$, angle of deflection of rudders $\delta_r$, and rotational speed of thrusters $\omega_t$, as illustrated in Fig. 5.
Algorithm 3: Gaussian Process Motion Planner 2 Star With the Monte-Carlo Stochasticity (MC-GPMP2*)

Input: Start state \( \theta_0 \), goal state \( \theta_N \), and replanning iteration \( N_{\text{replan}} \)

Precompute Signed distance field (SDF) and environment characteristic field (ECF)

for \( i = 1, 2, \ldots, N_{\text{replan}} \) do
\[
G_{mc} \leftarrow \text{MC-BuildFactorGraph}
\]
\[
\theta^*(i) \leftarrow \text{LM}(\theta_0, \theta_N, G_{mc}, \text{SDF}, \text{ECF})
\]
\[
\theta^* \leftarrow \theta^*(i)
\]
if \{ \text{L}[\theta^*(i-1)] \leq \text{L}[\theta^*(i)] \} \text{ or } \{ \text{CollisionFree}[\theta^*(i)] == \text{false} \} then
\[
\theta^* = \theta^*(i-1)
\]
end

end

Output: Optimal path \( \theta^* \)

Notes: SDF is calculated by inputting the motion planning space into the workspace cost function.
ECF is calculated by inputting the motion planning space into the environment compensation function. LM(\cdot) represents the Levenberg–Marquardt algorithm. L(\cdot) represents the function to measure the total length of the generated path.

Hence, the mathematical model of the USV is expressed as

\[
\dot{X} = \begin{bmatrix}
\dot{E} \\
\dot{N} \\
\dot{\psi}
\end{bmatrix} = \begin{bmatrix}
u \cos \psi - v \sin \psi \\
u \sin \psi + v \cos \psi \\
r
\end{bmatrix}
\] (27)

where

\[
\begin{bmatrix}
u \\
v
\end{bmatrix} = \begin{bmatrix}
E_v \sin \psi + N_v \cos \psi \\
E_v \cos \psi + N_v \sin \psi
\end{bmatrix}
\] (28)

where \( E_v \) is the velocity component of \( V \) along due east and \( N_v \) is the velocity component of \( V \) along due north.
TABLE I
WAM-V 20 USV SPECIFICATIONS [45]

| Vehicle Length | Vehicle Width | Vehicle Weight | Maximum Speed |
|----------------|---------------|----------------|---------------|
| 6 [m]          | 3 [m]         | 320 [kg]       | 10 [m/s]      |

Fig. 5. Schematic depictions of the used catamaran. Image (a) shows the north-east-down reference frame \( N = \{ E, N \} \) and the frame attached to the USV platform \( B = \{ b_x, b_y \} \). Image (b) shows the motion diagram of the USV, where \( r \) is the Z-axis angular velocity (or the USV yaw rate), \( V \) is the net velocity of the USV, \( u \) is the component of the net velocity on due north (or the USV surge velocity), \( v \) is the component of the net velocity on due east (or the USV sway velocity), \( \delta \) is the angle of deflection of rudders, and \( \omega_t \) is the rotational speed of the thrusters.

C. Autopilot

To track the desired path accurately and smoothly, it is necessary to build a high-performance control mechanism to minimize the deviation between the planned path and the actual path. Based on the mechanical structure of the selected USV, two separate controllers need to be designed as 1) an angle controller responsible for adjusting the angle of deflection of rudders (or the USVs yaw speed) and 2) a speed controller responsible for adjusting the rotational speed of thrusters (or the USVs linear speed within the \( E-N \) plane). The overall structure of the proposed fully-autonomous USV navigation control system is detailed in Fig. 6(a), whereas the communicating and interfacing arrangement of the controllers used in the proposed autopilot is detailed in Fig. 6(b). Proportional–integral–derivative (PID) control is used for designing the two controllers as it has been widely adopted in previous practical USV applications [47]–[49]. Other types of controllers, such as back-stepping [50]–[52] and finite-time path-following [53], can be modified to be used as long as correct ROS messages are communicated. More details regarding the fine-tuned autopilot can be found in the open-source library at https://github.com/jiaweimeng/wam-v-autopilot.

1) Angle PD Controller: It is a PD controller with tuned parameters \((P = 1.5 \text{ and } D = 12.5)\). This PD controller is used to adjust the USVs rudder angle to match the desired rudder angle according to the waypoints on the desired path. Compared with the standard PID controller, we excluded the integration term as we discovered no explicit steady-state error between the current and the desired rudder angles after turning.

To follow an arbitrary smooth path, the desired rudder angle is one of the controller inputs used to calculate the orientation error

\[
\epsilon_{\Delta \psi} = \psi - \psi_d
\]  (30)

where \( \psi \) is the USVs current rudder angle, \( \psi_d \) is the desired rudder angle, and the ranges of \( \psi \) and \( \psi_d \) are \((-\pi, \pi]\).

Based on a real-time acquired orientation error, an angle PD controller can then be constructed in the continuous-time domain

\[
\delta_r = k_p [\epsilon_{\Delta \psi_i}] + k_d \frac{d(\epsilon_{\Delta \psi_i})}{dt}
\]  (31)

where \( k_p \) and \( k_d \) are the PD gains, \( \delta_r \) is the angle of deflection, \([\epsilon_{\Delta \psi_i}]\) is the proportional error and \([d(\epsilon_{\Delta \psi_i})/dt]\) is the differential error.

Due to the entire fully-autonomous USV system is built in discrete-time domain, it can then be expressed as

\[
\delta_r = k_p [\epsilon_{\Delta \psi_i}] + k_d [(\epsilon_{\Delta \psi_i} - \epsilon_{\Delta \psi_{i-1}})]
\]  (32)

where \( k_p \) and \( k_d \) are the PD gains, \( \delta_r \) is the angle of deflection, \([\epsilon_{\Delta \psi_i}]\) and \([(\epsilon_{\Delta \psi_i} - \epsilon_{\Delta \psi_{i-1}})]\) are the corresponding proportional error and differential error in the discrete-time domain, respectively.

2) Speed PID Controller: It is a PID controller with tuned parameters \((P = 2.5, I = 0.05, \text{ and } D = 1.7)\). This PID controller is used to adjust the thrusters’ rotational speed, hence to match...
the actual linear velocity of the USV with the desired value according to the user’s requirement.

To maintain the actual velocity of the USV just at the level of the desired linear velocity or the user-specified velocity, the actual velocity of the USV is one of the controller inputs used to calculate the velocity error

\[ e_{\Delta V} = V - V_d \]  

where \( V \) is the actual linear velocity of the USV, \( V_d \) is the desired linear velocity, and the ranges of them will be described in Section VI.

Nevertheless, the actual linear velocity of the USV cannot be obtained straightforwardly from the Gazebo simulation environment. Thus, we need to measure it through the following equation:

\[ V = \sqrt{(N_c - N_p)^2 + (E_c - E_p)^2} \]  

where \((E_c, N_c)\) and \((E_p, N_p)\) are the current position and the previous position of the USV obtained straightforwardly from the Gazebo simulation environment between one system interval period \(\Delta T\), respectively.

Based on a real-time acquired velocity error, a speed PID controller can then be constructed in the continuous-time domain

\[ \omega_t = k_p [e_{\Delta V}] + k_i \int_0^{t_c} (e_{\Delta V}) dt + k_d \frac{d(e_{\Delta V})}{dt} \]  

where \( k_p, k_i, \) and \( k_d \) are the PID gains, \( \omega_t \) is the thrusters’ rotational speed of the USV, \([e_{\Delta V}]\) is the proportional error, \( \int_0^{t_c} (e_{\Delta V}) dt \) is the integral error, \( \frac{d(e_{\Delta V})}{dt} \) is the differential error, and \( t_c \) is the present moment.

Due to the entire fully-autonomous USV system is built based on the discrete-time domain, it can then be expressed as

\[ \omega_t = k_p [e_{\Delta V}] + k_i \sum_{n=0}^{T_c} e_{\Delta V} + k_d \left( [e_{\Delta V} - e_{\Delta V-1}] \right) \]  

where \( k_p, k_i, \) and \( k_d \) are the PID gains, \( \omega_t \) is the thrusters’ rotational speed of the USV, \([e_{\Delta V}]\), \( \sum_{n=0}^{T_c} e_{\Delta V} \) and \( \left( [e_{\Delta V} - e_{\Delta V-1}] \right) \) are the corresponding proportional error, integral error, and differential error in the discrete-time domain, respectively.

V. SIMULATIONS AND DISCUSSIONS

This section demonstrates the performance of the proposed motion planning algorithm on the basis of comparisons against three simulation benchmarks.

A. Simulation Details

Three simulation benchmarks have been conducted to evaluate the proposed MC-GPMP2*. First, the incremental optimization process of the proposed method was subjected to qualitative tests. Then, the proposed method was quantitatively compared with other state-of-the-art motion planning algorithms including
Table II
.Specification of the Parameters Used in the Motion Planning Algorithms

| Map [pixel] | GP-based Motion Planning | A* | RRT* |
|-------------|--------------------------|----|------|
| 500x500     | 20 0.05 0.005 2.0 5     | 10.0 | 10.0 |
| 1000x1000   | 20 0.05 0.005 4.0 10   | 10.0 | 10.0 |
| 2000x2000   | 20 0.05 0.005 8.0 20   | 10.0 | 10.0 |

Notes: These parameters are empirically determined as values provide a good tradeoff between collision avoidance and energy consumption reduction.

Table III
.Specification of the Used Hardware Platform

| Name of the Device | Description           | Quantity |
|--------------------|-----------------------|----------|
| Processor          | 2.6-GHz Intel Core i7-6700HQ | 8        |
| RAM                | 8 GB                  | 1        |

GPMP2 [20], A* (or A star) [2], RRT* (or rapidly-exploring random tree star) [5], and AFM (or anisotropic fast marching method) [54] in different environments both with and without environment characteristics (ocean currents). In all the simulations, GP-based methods were always initialized with a constant-velocity straight-line trajectory. Table II details the specifications of the parameters used in the motion planning algorithms. The specific parameters of GP-based motion planning, A* and RRT* in the following simulations in various resolutions are clarified. In Table II, \( \epsilon \) indicates the safety distance [pixel], \( \sigma_{obs} \) indicates the obstacle cost weight, \( \sigma_c \) indicates the energy cost weight, \( T_{max} \) indicates the total sampling time [s], \( N \) indicates the low-resolution region number in Algorithm 2, and \( l \) indicates the step size [pixel]. In the following simulations, one pixel in the map equals 1 m in the corresponding motion planning problem. Table III represents a specification of the hardware platform used.

B. System Dynamics Model

Applying a constant-velocity motion model minimizes acceleration along the trajectory, thus reducing energy consumption and increasing the smoothness of the generated path. The system dynamics of the robot platform is represented by the double integrator linear system with additional white noise on acceleration. The trajectory is then generated by (20) with the following specific parameters:

\[
\begin{bmatrix}
0 & I \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
x(t) \\
v(t)
\end{bmatrix}
= 
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
r(t) \\
v(t)
\end{bmatrix}
F(t) = 
\begin{bmatrix}
0 & I
\end{bmatrix}
, u(t) = 0
\]

where \( r = (x, y)^T \) is the position vector, \( v = (v_x, v_y) \) is the velocity vector and given \( \Delta t_i = t_{i+1} - t_i \)

\[
\Phi(t, s) = 
\begin{bmatrix}
I & (t-s)I \\
0 & I
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{1}{2} \Delta t_i^3 Q_C & \frac{1}{12} \Delta t_i^3 Q_C \\
\frac{1}{2} \Delta t_i^3 Q_C & \frac{1}{12} \Delta t_i^3 Q_C \\
\frac{1}{7} \Delta t_i^2 Q_C & \Delta t_i Q_C
\end{bmatrix}
\]

This prior is centered around a zero-acceleration trajectory (or a straight-line segment) [20]. During the optimization process, the cost function can make the trajectory deviate from the straight-line segment to construct an optimized trajectory.

C. Incremental Optimization Process of the Proposed Method

In this section, we demonstrate the incremental optimization process of the proposed GPMP2* when trajectory replanning is taking place in a coastal region. We explicitly reveal how the Monte Carlo sampling can adaptively vary the number of sampling points to generate an optimized trajectory. As shown in Fig. 7, by having 5 support states, a new path with 26 sampling points is generated as shown in Fig. 7(a) with the path length being 412.3 m. A number of sampling points between each support state are 7, 4, 3, 8, and 4, respectively. By using this path as a benchmark (see Fig. 7(b)), a new path with 28 sampling points is generated as shown in Fig. 7(c) with the length being 400.5 m and the sampling points between each support state being 7, 4, 3, 10, and 4, respectively. A comparison between the benchmark path and this new path is then conducted. The new path will be accepted if 1) it is shorter than the benchmark path and 2) it does not intersect with any obstacle. Such iterative comparisons will continue until no more new paths are generated and an optimal trajectory can then be selected, which in this case is shown in Fig. 7(j).

To summarize, GP-based motion planning generates a trajectory from a stochastic process, where the pattern of the trajectory is determined by the sampling points. Within the conventional GP-based motion planning, such as GPMP2, although an option to adjust the number of sample points is provided, there is a lack of strategy to achieve the optimal number of sample points, forcing most GP-based motion planning algorithms to require manual tuning of the number of sample points. Monte Carlo stochasticity can be added to GP-based motion planning algorithms to achieve an adaptive tuning process by doing the following strategy: Within a region with a small number of support states, more states can be interpolated based upon the number of obstacles, i.e., a larger number of sample points would need to be interpolated to deal with a number of densely packed obstacles while reducing the number of points for less densely packed obstacles. By following such a strategy, sampling points can be adjusted and interpolated more effectively and efficiently.

D. Benchmark Without Environment Characteristics

In this section, we conduct a comparative study showing the improvement of MC-GPMP2* against the mainstream motion planning algorithms such as GPMP2, A* and RRT*. Various simulation environments are adopted including 1) a no-obstacle environment, 2) a single-obstacle environment, 3) a multi-obstacle environment, 4) a narrow-passage environment, and 5) a coastal environment without any environment characteristics. Note that within the MC-GPMP2*, a relatively large number of sampling points is used to guarantee the generation of optimized trajectories.
Fig. 7. Demonstration of the incremental optimization process of MC-GPMP2* in replanning problems. (a) New path is generated, (b) this newly generated path turns into a benchmark path, (c) this benchmark path is compared with another newly generated path, and the latter will be accepted if 1) it is shorter than the former and 2) it does not collide with any obstacle, and (d) newly generated path is accepted. Similar to (a)–(d), (d)–(g) and (g)–(j) repeat the process to achieve incremental optimization in replanning problems. Overall, the path length generated by MC-GPMP2* decreases from 412.3 [m] to 379.7 [m] within five replanning iterations.

Fig. 8. Comparisons of the paths generated by various motion planning algorithms in different scenarios with and without environment characteristics from 500 × 500 pixel maps. Images (a) and (f) demonstrate no-obstacle scenario (problem 1). Images (b) and (g) demonstrate single-obstacle scenario (problem 2). Images (c) and (h) demonstrate multiobstacle scenario (problem 3). Images (d) and (i) demonstrate narrow-passage scenario (problem 4). Images (e) and (j) demonstrate coastal scenario (problem 5). Furthermore, Images (a)–(e) have no ocean currents but (f)–(j) have ocean currents.

The simulation results are shown in Fig. 8(a)–(e). Note that only the results from the 500 × 500 pixel maps are illustrated as different resolutions mainly affects the computation time rather than the generated trajectories. A quantitative assessment of different algorithms is shown in Table IV, where main evaluation metrics such as execution time and path length are compared.

From Fig. 8(a) to (e), MC-GPMP2* illustrates a distinct advantage regarding the average path length and path smoothness compared with GPMP2, A*, and RRT*. In no-obstacle environments (problem 1), MC-GPMP2*, GPMP2, and A* each generate a straight-line path that connects the start point and goal point simply by the shortest distance. However, RRT* generates a winding path with the longest path length and lowest path smoothness. In single-obstacle environments (problem 2), the paths generated by MC-GPMP2* and GPMP2 are of relatively short length and relatively high smoothness. Compared with the GPMP2 path, the MC-GPMP2* path shows further improvement in both the path length and smoothness. This is a benefit of the proposed interpolation strategy. On the other hand, both the
paths generated by A* and RRT* are as smooth and might not be smooth enough to satisfy the system dynamics model of the USV. In multiobstacle environments (problem 3), MC-GPMP2* and GPMP2 paths demonstrate better path smoothness based upon a comparison with the A* and RRT* paths. However, the GPMP2 path tends to avoid the first obstacle sweeping out around the left-hand side, leading to a significant increase in the path length. With the proposed interpolation strategy, MC-GPMP2* generates an option that would avoid the first obstacle from the bottom side and this results in a decrease on the path length. Similar to multiobstacle environments (problem 3), MC-GPMP2* produces a path option that presents a further improvement on length and smoothness compared with the GPMP2 path in narrow-passage environments (problem 4). This is because most of the sampling points of MC-GPMP2* were sampled around the narrow passage to improve the option for success of the mission and shorten the length of the path apart from the narrow passage itself. In coastal environments, MC-GPMP2* demonstrates the highest path smoothness and the best obstacle avoidance performance as would be expected.

From Table IV, MC-GPMP2* demonstrates an obvious benefit on average execution time and path length over GPMP2, A*, and RRT* in maps across a range of resolutions. In most of the large-scale motion planning problems with 1000 x 1000 pixel and 2000 x 2000 pixel maps, A* failed to deliver a feasible solution. This is because the motion planning strategy of A* led to a significant increase in complexity in large-scale motion planning problems. Although RRT* could consistently deliver a feasible solution in all the motion planning problems, the average execution time, path length, and path smoothness were not satisfactory as the randomness of its sampling points is too high in the configuration space. Compared with GPMP2*, the interpolation strategy of MC-GPMP2* led to a notable improvement in average execution time and path length simultaneously.

To summarize, MC-GPMP2* can generate a path within the shortest execution time, with highest smoothness and near-optimal path length in almost all the cases and achieve better performance with respect to obstacle avoidance compared with other mainstream motion planning algorithms including GPMP2, A*, and RRT*.

### E. Benchmark With Environment Characteristic

In this section, we conduct another comparative study showing the improvement of MC-GPMP2* over AFM in the same simulation environments with a supplementary environment characteristic resulting from an ocean current field. The ocean current field is generated by the energy consumption metric proposed in AFM [33].

Simulation results related to this benchmark are illustrated in Fig. 8(f)–(j). Similar to the previous benchmark, only the results from the 500 x 500 pixel maps are shown. The quantitative assessment of MC-GPMP2* and AFM is shown in Table V, where main evaluation metrics such as energy consumption rate, execution time, and path length are compared.
TABLE V
COMPARISON OF MC-GPMP2* AND AFM ON AVERAGE ENERGY CONSUMPTION RATE \( P \), EXECUTION TIME \( T \) AND PATH LENGTH \( L \) IN 15 PATH PLANNING PROBLEMS WITH OCEAN CURRENTS

| Map [pixel] | Problem | MC-GPMP2* | AFM |
|-------------|---------|-----------|-----|
|             |         | \( P \) [%] | \( T \) [ms] | \( L \) [m] | \( T \) [ms] | \( L \) [m] |
| 500×500     | 1       | 11.8      | 684.2 | 327.2 | 59.4 | 10.5 | 909.6 | 344.6 |
|             | 2       | 4.2       | 608.0 | 154.5 | 47.3 | 2.1  | 943.6 | 167.4 |
|             | 3       | 15.8      | 682.5 | 463.6 | 77.6 | 4.9  | 815.7 | 505.3 |
|             | 4       | 2.0       | 646.8 | 168.6 | 115.8 | –    | –    | –    |
|             | 5       | 5.3       | 609.2 | 236.7 | 51.2 | 2.7  | 715.6 | 258.8 |
| 1000×1000   | 1       | 12.1      | 2401.5 | 658.9 | 103.1 | 10.5 | 2559.8 | 684.8 |
|             | 2       | 4.2       | 2195.1 | 309.1 | 107.4 | 2.0  | 2306.5 | 336.5 |
|             | 3       | 14.1      | 2514.7 | 946.9 | 143.6 | 4.9  | 2731.2 | 1014.6 |
|             | 4       | 2.0       | 2181.4 | 355.6 | 197.0 | –    | –    | –    |
|             | 5       | 5.0       | 2112.3 | 480.8 | 67.4  | 2.7  | 2265.3 | 517.2 |
| 2000×2000   | 1       | 11.6      | 10821.3 | 1306.8 | 166.9 | 10.3 | 11193.4 | 1364.3 |
|             | 2       | 2.2       | 9263.9 | 407.9 | 208.2 | 1.0  | 9536.5 | 442.3 |
|             | 3       | 14.9      | 11504.6 | 1821.8 | 222.8 | 4.9  | 11576.5 | 2027.8 |
|             | 4       | 2.1       | 9724.3 | 730.3 | 232.5 | –    | –    | –    |
|             | 5       | 5.3       | 9006.2 | 954.9 | 155.4 | 2.7  | 9245.6 | 1034.0 |

Notes: “–” means the motion planning algorithm is not applicable in this map as its execution time is more than 30 [s], which is meaningless in practical situations. The energy consumption rate \( P \) caused by ocean currents is computed based upon the metric proposed in AFM [33] as explained in (12). The proposed method is marked in light green. The shortest execution time \( T \) and the shortest path length \( L \) in each problem are marked in light blue. Meanwhile, the improvement on average execution time \( T \) with Monte Carlo stochasticity in each problem is marked in light yellow. Without Monte Carlo stochasticity, MC-GPMP2* uses traversal algorithm to estimate obstacle space. The replanning process of MC-GPMP2* is excluded in this benchmark. The improvement on average execution time \( T \) with the Monte Carlo stochasticity was also measured in each path planning problem. The experiment on each path planning problem was tested 5 times to calculate the average value.

From Fig. 8(f) to (j), MC-GPMP2* has an obvious advantage regarding the average execution time and path length compared with AFM. Comparatively, AFM has a considerable advantage regarding its average energy consumption rate as it continuously tracks the ocean currents. Nevertheless, this could lead to AFM falling into a local minimum when an obstacle is blocking the continuous ocean currents, such as the motion planning problems in narrow-passage environments (problem 4). MC-GPMP2* generates a path under the interaction of two different fields, namely the signed distance field and the energy consumption field. To be more precise, the signed distance field and the energy consumption field can be obtained by inputting the map in the signed distance function in (10) and the metric that can measure the energy consumption rate at each pixel in (12), respectively. Moreover, the energy consumption field can prevent the occurrence of local minima when avoiding obstacles in the signed distance field. In other words, once MC-GPMP2* has fallen into a local minimum in the signed distance field, the energy consumption field would take it out of that local minimum.

From Table V, the proposed method demonstrates a notable advantage on average execution time and path length over another mainstream method (AFM) in different-resolution maps. For both methods, the energy consumption field is computed based upon the energy consumption metric stated in (12). The energy consumption field is more likely to be historical data recorded by relevant meteorological institutions. As a result, the computation time for generating the simulated energy consumption field can be saved when applying the proposed method in practical cases. This would lead to a remarkable reduction in the execution time as the proportion of the time cost on generating the energy consumption field exceeds 96 [%] in the 2000 × 2000 pixel maps.

To summarize, MC-GPMP2* can consider various environment characteristics during the motion planning process. The path generated by MC-GPMP2* can fit these characteristics as much as possible. Compared with other mainstream motion planning algorithms such as AFM, when the path planning has to adjust for the influence of ocean currents, MC-GPMP2 can generate a path with the shortest execution time, highest smoothness, near-optimal path length, and a better performance on obstacle avoidance.

In both the benchmark tests with and without environment characteristics: The Monte Carlo sampling algorithm can converge much earlier than the traversal algorithm, thereby reducing the time cost of a motion planner with sample points. In these benchmark tests, we only demonstrate the improvement of average execution time in 2-D motion planning problems. But in high-dimensional motion planning problems, such as the motion planning problems for multiple degrees of freedom robotic arms, the Monte Carlo sampling holds the potential...
Fig. 9. ROS simulation environment. Image (a) demonstrates the Gazebo virtual world, where the green dash line block represents the start point, the white dash line block represents the wind turbine (obstacle), and the purple dash line block represents the captured video information from the camera mounted at the front end of the platform. Image (b) demonstrates the corresponding motion planning problem solved by MC-GPMP2* in Rviz, where the start point is represented in yellow, the goal point is represented in red, the obstacles are represented in green, the desired path is represented in purple, and the traveled path is presented in dark blue. In the Gazebo virtual world, wind and wave fields can be adjusted by changing the corresponding parameters to create a realistic simulation environment.

Figures 10 and 12 demonstrate the storyboards of the inspection mission from both the first-person and third-person perspectives in the Gazebo as well as the motion planning problem solved by the corresponding motion planning algorithms in Rviz.

In the ROS simulation, the inspection mission is designed based on the following steps.

1) Simulation information is inputted as follows.
   a) A Green Buoy Model State node (/gazebo/model-states/green_buoy) reads the location of the green buoy, which represents the start point.
   b) A Red Buoy Model State node (/gazebo/model-states/red_buoy) reads the location of the red buoy, which represents the goal point.
   c) A WAM-V Model State node (/gazebo/model-states/wam-v) reads the current pose of the WAM-V 20 USV.
   d) The Wind Turbines Model State node (/gazebo/model-states/turbines) reads the locations of the wind turbines.
   e) The Ocean Currents State node (/gazebo/model-states/ocean-currents) reads the information regarding the ocean currents.
   f) A WAM-V Thrusters State node (/wam-v/thrusters) reads the angle of deflection of rudders $\delta_r$ and thrusters’ rotational speed $\omega_t$ in the Gazebo.

2) This information is then transmitted and used to generate start point, goal point, and obstacles in the Rviz. The motion planning algorithm then generates a desired path $\theta(t)$ with a series of waypoints $(E_w, N_w)$ based on the information in Rviz.

3) The waypoints $(E_w, N_w)$ are transmitted to Gazebo and the platform begins tracking the planned path $\theta(t)$ according to the desired heading $\psi_d$ and the desired linear velocity $V_d$.

4) The autopilot calculates and regulates the angle of deflection of rudders $\delta_r$ and thrusters’ rotational speed $\omega_t$ of the

...
Fig. 10. Storyboards of the inspection mission in an offshore wind power generation scenario based on a path generated by RRT*: From (a) to (h), the images demonstrate the location of the platform and the video stream from the camera mounted at the front end of the platform when the time equals 0 [s], 50 [s], 110 [s], 160 [s], 210 [s], 280 [s], 310 [s], and 360 [s], respectively. From (i) to (h), the images demonstrate the corresponding motion planning problem in Rviz when the time equals 0 [s], 50 [s], 110 [s], 160 [s], 210 [s], 280 [s], 310 [s], and 360 [s], respectively.

Fig. 11. Performance analysis of the inspection mission in an offshore wind power generation scenario based on a path generated by RRT*: Image (a) compares the desired and measured trajectories, image (b) demonstrates the real-time track error, image (c) compares the desired and measured heading angles, and image (d) compares the desired and measured speeds.
Fig. 12. Storyboards of the inspection mission in an offshore wind power generation scenario based on a path generated by MC-GPMP2*: From (a) to (h), the images demonstrate the location of the platform and the video stream from the camera mounted at the front end of the platform when the time equals 0 [s], 40 [s], 80 [s], 120 [s], 160 [s], 200 [s], 240 [s], and 280 [s], respectively. From (i) to (p), the images demonstrate the corresponding motion planning problem in Rviz when the time equals 0 [s], 40 [s], 80 [s], 120 [s], 160 [s], 200 [s], 240 [s], and 280 [s], respectively.

Fig. 13. Performance analysis of the inspection mission in an offshore wind power generation scenario based on a path generated by MC-GPMP2*: Image (a) compares the desired and measured trajectories, image (b) demonstrates the real-time track error, image (c) compares the desired and measured heading angles, and image (d) compares the desired and measured speeds.
platform in Gazebo in real time according to the desired heading angle $\psi_d$ and linear velocity $V_d$. The autopilot makes the platform fulfill the motion constraint such as the pose and orientation of the desired path $\theta(t)$. It is worth noting that due to vehicle inertia, the USV would keep moving forward after reaching the target waypoint $(E_{w_i}, N_{w_i})$. To minimize the effects of inertia, the platform is considered to have reached the target waypoint $(E_{w_i}, N_{w_i})$ once it is inside a certain range (7 [m] in this case) of the waypoint.

5) The platform enters the standby mode once it reaches the last target waypoint $(E_{w_n}, N_{w_n})$ of the desired path $\theta(t)$.

B. Performance Analysis

Performance analysis of the proposed autonomous navigation systems using different motion planning algorithms is detailed in Figs. 11 and 13. In general, motion planning algorithms (such as RRT* and MC-GPMP2*) can be integrated into the proposed navigation system, within which a good trajectory tracking performance is achieved. Noticeably, as shown in Figs. 10 and 12, MC-GPMP2* generates much smoother path than RRT*, which leads to reduced tracking error as shown in Figs. 11(b) and 13(b).

Improved path smoothness can also lead to less severe control inputs and potentially improve the stability of the USV. For example, by comparing the heading angles and speeds in Figs. 11(c), (d), and Fig. 13(c) and (d), a more gradual variation, especially in heading angle, is experienced by following the trajectory provided by MC-GPMP2* as opposed to the dramatic change between positive and negative maximum values for RRT* trajectories. Such a benefit makes the proposed MC-GPMP* a more viable solution for USVs, especially when operating in constrained areas requiring refined motion planning capability.

VII. CONCLUSION

This article introduced an improved version of the conventional GP-based motion planning algorithm (GPMP2) by further discussing the form of the likelihood function in probabilistic inference. The improved version GPMP2* extends the application scope of GPMP2 from environments with only obstacles into complex environments with a variety of environment characteristics. Furthermore, a novel fast GP interpolation strategy with Monte Carlo stochasticity has been added into GPMP2*, constructing another improved version named MC-GPMP2*. MC-GPMP2* can enhance the diversity in the generated path while reducing the time cost of manually tuning sampling points. Then, a fully-autonomous framework has been proposed for a mainstream catamaran (WAM-V 20 USV). This framework contains an interface for any motion planner and an efficient, open-source autopilot. In four different simulations, we first demonstrated the path diversity of MC-GPMP2* and its incremental optimization process in replanning problems. The performance of MC-GPMP2* was then compared with other mainstream motion planning algorithms such as GPMP2, A*, and RRT* across a range of environments with obstacles. MC-GPMP2* generated paths with the shortest execution time, highest path smoothness, and shortest path lengths in almost all cases. A competitive study was then conducted between MC-GPMP2* and a mainstream motion planning algorithm in environments with ocean currents (AFM). The results demonstrated that MC-GPMP2* delivers a better performance compared with AFM in execution time, path length, and path smoothness in all the cases. Finally, we compared the performances of MC-GPMP2* and RRT* in an inspection mission based on WAM-V 20 USV and the proposed framework in a high-fidelity virtual world. The results further reinforced the remarkable performance of MC-GPMP2* in practical autonomous missions as well as reflected the accuracy and effectiveness of the proposed USV navigation and control framework.

In terms of future work, proposed areas of focus are as follows:
1) validating the improvement of MC-GPMP2* over other mainstream algorithms in high-dimensional environments, such as the motion planning circumstances of UUVs or robotic arms;
2) enriching the autopilot repository by adding other mainstream controllers such as back-stepping and finite-time controllers;
3) automatically tuning the weight coefficients $\omega_1$ and $\omega_2$ in the objective function in (3) by using learning-based algorithms;
4) developing another motion planner that can use multiple USVs simultaneously to inspect the offshore wind power generation scenario;
5) using a digital twin for the navigation of USV so that simulation and real environment both can be benchmarked against each other.

APPENDIX A

MODELING THE ROBOTS AND OBSTACLES IN MC-GPMP2*

Fig. 14 provides a more intuitive perspective about the representation of different robot models in (10). To make the optimization problem tractable, we simply view the following: 1) the robot model of the robotic arm as a series of spheres over the links and 2) the robot model of the catamaran as a rigid body. Consequently, (10) can be simplified as follows when we apply the catamaran as the robot platform in our motion planning...
problem:

\[ g_i(\theta_i) = [c(d(\theta_i))] \]  

(39)

where \( c(\cdot) : \mathbb{R}^n \to \mathbb{R} \) is the workspace cost function that penalizes the set of points \( B \subset \mathbb{R}^n \) on the robot body when they are in or around an obstacle and \( d(\cdot) : \mathbb{R}^n \to \mathbb{R} \) is the signed distance function that calculates the signed distance of the point. Furthermore, the signed distance function \( d(\cdot) \) is defined by the following equations:

\[ d(\cdot) = D(\cdot) - \overline{D}(\cdot) \]  

(40)

where \( D(\cdot) : \mathbb{R}^n \to \mathbb{R} \) is the Euclidean distance transforms function and is also named as distance field, \( \overline{D}(\cdot) : \mathbb{R}^n \to \mathbb{R} \) is the complement of distance field \( D(\cdot) \). Based upon the definition in (40), \( d(\cdot) \) allows us to easily distinguish if a point is inside or outside of the obstacles. More specifically, the signed distance function 1) generates a positive result if the point is located inside the obstacles, 2) equals zero if the point is located on the boundaries of the obstacles, and 3) generates a negative result if the point is located outside the obstacles.

**APPENDIX B**

**DENSITY OF INTERPOLATED STATES IN GPMP2**

Based upon the information in Section III-B in our previous research [32], we know that GPMP2 only interested in the collision-free event \( l(\theta; c_i = 0) \). This indicates that the waypoints generated by GPMP2 are always located outside the obstacle areas to obey this rule. Whereas, the density of the interpolated states can influence the length of the line segment between two neighbor waypoints. In general, a longer line segment can increase the possibility of overlapping with obstacles as demonstrated in Fig. 15. To address this problem, we propose MC-GPMP2* to increase the diversity of the generated paths as well as select an appropriate number of interpolated states to ensure all the line segments between the neighbor waypoints do not overlap with any obstacle.

**APPENDIX C**

**USV DYNAMIC MODEL IN ROS ENVIRONMENT**

As mentioned earlier in the introduction part of this article, we propose a fully-autonomous framework for USVs based upon the VRX simulator that is originally designed in [29]. In this simulator, Fossen’s six degrees of freedom robotlike vectorial model for marine craft [58]–[60] has been applied in Gazebo to express the dynamic model of the USV

\[
M_{RB} \ddot{v} + C_{RB}(v)v + M_A \dot{v}_r + C_A(v_r)v_r + D(v_r)v_r = \tau_{\text{propulsion}} + \tau_{\text{wind}} + \tau_{\text{waves}}
\]

(41)

where

\[
\eta = [x, y, z, \phi, \theta, \psi]^T
\]

(44)

\[
v = [u, v, \omega, p, q, r]^T
\]

(45)
represented as $\tau_{\text{propulsion}}$, $\tau_{\text{wind}}$, and $\tau_{\text{waves}}$. Generally, the hydrometric forces, hydrostatic and wave forces, wind forces, and propulsion forces function on the USV simultaneously in Gazebo [61].

REFERENCES

[1] E. W. Dijkstra et al., “A note on two problems in connexion with graphs,” Numerische Mathematik, vol. 1, no. 1, pp. 269–271, 1959.
[2] P. E. Hart, N. J. Nilsson, and B. Raphael, “A formal basis for the heuristic determination of minimum cost paths,” IEEE Trans. Syst. Sci. Cybern., vol. TSSC-4, no. 2, pp. 100–107, Feb. 1968.
[3] A. Stentz, “Optimal and efficient path planning for partially known environments,” in Intelligent Unmanned Ground Vehicles. Berlin, Germany: Springer, 1997, pp. 203–220.
[4] L. E. Kavraki, P. Svestka, J.-C. Latombe, and M. H. Overmars, “Probabilistic roadmaps for path planning in high-dimensional configuration spaces,” IEEE Trans. Robot. Automat., vol. 12, no. 4, pp. 566–580, Aug. 1996.
[5] S. M. LaValle, “Rapidly-exploring random trees: A new tool for path planning,” Oct. 1998. [Online]. Available: http://lsvl.illinois.edu/~lavalle/papers/Lav98c.pdf.
[6] J. Meng, V. M. Fawar, S. Kay, and A. Li, “UAV path planning system based on 3D informed RRT for dynamic obstacle avoidance,” in Proc. IEEE Int. Conf. Robot. Biomímics, 2018, pp. 1653–1658.
[7] O. Khatib, “Real-time obstacle avoidance for manipulators and mobile robots,” in Autonomous Robot Vehicles. Berlin, Germany: Springer, 1986, pp. 396–404.
[8] C. Petres, Y. Paillhas, Y. Petillot, and D. Lane, “Underwater path planning using a multi-robot system,” in Proc. Europe Oceans, 2005, pp. 814–819.
[9] A. Cololini, M. Dorigo, and V. Maniezzo, “Distributed optimization by ant colonies,” in Proc. ECAL’91 Eur. Conf. Artif. Life, 1991, pp. 134–142.
[10] D. Whitley, “A genetic algorithm tutorial,” Statist. Comput., vol. 4, no. 2, pp. 65–85, 1994.
[11] S. MahmoudZadad, D. M. Powers, and A. M. Yardani, “A novel efficient task-assign route planning method for UAV guidance in a dynamic cluttered environment,” in Proc. IEEE Cong. Evol. Comput., 2016, pp. 678–684.
[12] C. Petres, Y. Paillhas, P. Patron, Y. Petillot, J. Evans, and D. Lane, “Path planning for autonomous underwater vehicles,” IEEE Trans. Robot., vol. 23, no. 2, pp. 331–341, Feb. 2007.
[13] T. Lolla, P. Haley Jr., and P. Lermusiaux, “Path planning in multi-scale ocean flows: Coordination and dynamic obstacles,” Ocean Model., vol. 94, pp. 46–66, 2015.
[14] D. E. Goldberg and J. H. Holland, “Genetic algorithms and machine learning,” Mach. Learning, vol. 3, pp. 95–99, 1988.
[15] G. Grimmett and D. Stirzaker, “Law of large numbers on Wikipedia,” 2020. [Online]. Available: https://en.wikipedia.org/wiki/Law_of_large_numbers.
[16] R. Eckhardt, “Stan Ulam, John von Neumann, and the Monte Carlo method,” in Proc. IFAC Proc., vol. 1, no. 1, pp. 269–271, 1959.
[17] W. Zhou, Y. Wang, C. K. Ahn, J. Cheng, and C. Chen, “Adaptive fuzzy control of underactuated marine craft,” IFAC Proc., vol. 56, no. 12, pp. 1069–1081, 2008.
[18] M. Kaess, A. Ranganathan, and F. Dellaert, “iSAM: Incremental smoothing and mapping,” IEEE Trans. Robot., vol. 24, no. 6, pp. 1365–1378, Jun. 2008.
[19] M. Kaess, H. Johannsson, R. Roberts, V. Ila, J. J. Leonard, and F. Dellaert, “iSAM2: Incremental smoothing and mapping using the Bayes tree,” Int. J. Robot. Res., vol. 31, no. 2, pp. 216–235, 2012.
[20] M. Kaess, H. Johannsson, R. Roberts, V. Ila, J. Leonard, and F. Dellaert, “iSAM2: Incremental smoothing and mapping with fluid relinearization and incremental variable reordering,” in Proc. IEEE Int. Conf. Robot. Automat., 2011, pp. 3281–3288.
[21] K. Levenberg, “A method for the solution of certain non-linear problems in least squares,” Quart. Appl. Math., vol. 2, no. 2, pp. 164–168, 1944.
[22] WAM-V 20-assy. [Online]. Available: http://www.wam-v.com/wam-v-20-assy.
[23] T. I. Fossen, M. Breivik, and R. Skjetne, “Line-of-sight path following of underactuated marine craft,” IFAC Proc., vol. 36, no. 21, pp. 211–216, 2003.
[24] Y. Liu, R. Bucknall, and X. Zhang, “The fast matching method based intelligent navigation of an unmanned surface vehicle,” Ocean Eng., vol. 142, pp. 365–376, 2017.
[25] W. Zhou, Y. Wang, C. K. Ahn, J. Cheng, and C. Chen, “Adaptive fuzzy backstepping-based formation control of unmanned surface vehicles with unknown model nonlinearity and actuator saturation,” IEEE Trans. Veh. Technol., vol. 69, no. 12, pp. 14749–14764, Dec. 2020.
[26] W. B. Klinger, I. R. Bertaska, and K. D. von Ellenrieder, “Experimental testing of an adaptive controller for USVs with uncertain displacement and drag,” in Proc. OCEANS, 2014, pp. 1–10.
[52] W. B. Klinger, I. R. Bertaska, K. D. von Ellenrieder, and M. R. Dhanak, “Control of an unmanned surface vehicle with uncertain displacement and drag,” IEEE J. Ocean. Eng., vol. 42, no. 2, pp. 458–476, Apr. 2016.

[53] N. Wang, Z. Sun, Y. Jiao, and G. Han, “Surge-heading guidance-based finite-time path following of underactuated marine vehicles,” IEEE Trans. Veh. Technol., vol. 68, no. 9, pp. 8523–8532, Sep. 2019.

[54] Q. Lin, “Enhancement, extraction, and visualization of 3D volume data,” 2003.

[55] L. Yao, D. Kanoulas, Z. Ji, and Y. Liu, “ShorelineNet: An efficient deep learning approach for shoreline semantic segmentation for unmanned surface vehicles,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2021, pp. 5403–5409.

[56] X. Chen, Y. Liu, and K. Achuthan, “WODIS: Water obstacle detection network based on image segmentation for autonomous surface vehicles in maritime environments,” IEEE Trans. Instrum. Meas., vol. 70, pp. 1–13, 2021, Art. no. 7503213.

[57] M. Zucker et al., “CHOMP: Covariant Hamiltonian optimization for motion planning,” Int. J. Robot. Res., vol. 32, no. 9/10, pp. 1164–1193, 2013.

[58] T. I. Fossen, Guid. and Control of Ocean Veh. Hoboken, NJ, USA: Wiley, 1999.

[59] T. I. Fossen, “Nonlinear modelling and control of underwater vehicles,” 1991.

[60] T. I. Fossen and O.-E. Fjellstad, “Nonlinear modelling of marine vehicles in 6 degrees of freedom,” Math. Modelling Syst., vol. 1, no. 1, pp. 17–27, 1995.

[61] B. Bingham et al., “Toward maritime robotic simulation in Gazebo,” in Proc. IEEE/MTS OCEANS Conf., 2019, pp. 1–10.

Jiawei Meng (Student Member, IEEE) received the B.Eng. degree in electronic information science and technology from Nanjing Agricultural University, Nanjing, China, in 2016, and the MRes degree in robotics in 2017 from University College London, London, U.K., where he is currently working toward the Ph.D. degree in marine robotics and automation with the Department of Mechanical Engineering, working with Dr. Yuanchang Liu and Prof. Richard Bucknall. He was an Application Engineer with Bosch, Shanghai Branch, Shanghai, China, in 2018, and a Research Assistant with the Department of Mechanical Engineering, University of Auckland, Auckland, New Zealand, in 2019. His current research interests include design, control, and motion planning for robotic platforms, such as unmanned marine vehicles.

Ankita Humne (Student Member, IEEE) received the bachelor’s and master’s degrees in aerospace engineering from the Indian Institute of Technology, Bombay, Mumbai, India, in 2012, and the master’s degree in robotics from the Department of Electrical and Microengineering, School of Engineering, École Polytechnique Fédérale de Lausanne, Lausanne, Switzerland, in 2021. She is currently a Senior Robotics Engineer with MagnebotX AG, Zurich, Switzerland. Her research interests include navigation and guidance of autonomous vehicles, with special focus on magnetic- and vision-based control.

Richard Bucknall (Member, IEEE) received the B.Eng. (honours) degree from the University of Plymouth, Plymouth, U.K., in 1988 and Ph.D. degree from Royal Naval Engineering College, Devon, U.K., in 1995. He is currently a Professor of Marine Systems Engineering and the Deputy Head with the Department of Mechanical Engineering, University College London (UCL), London, U.K. Having gained experience working in both the shipping and rail industries as a Practicing Engineer across the world, he joined UCL as a Senior Research Associate in 1995 to follow an academic career. He has obtained research funding in excess of 10M, supervised more than 25 Ph.D. students, and authored or coauthored more than 250 articles in engineering science journals, conferences, and press. His research interests include electrical power systems, marine propulsion, and low-carbon technology.

Brendan Englot (Senior Member, IEEE) received the B.S., M.S., and Ph.D. degrees in mechanical engineering from the Massachusetts Institute of Technology, Cambridge, MA, USA, in 2007, 2009, and 2012, respectively. He was a Research Scientist with United Technologies Research Center, East Hartford, CT, USA, from 2013 to 2014. He is currently an Associate Professor with the Department of Mechanical Engineering, Stevens Institute of Technology, Hoboken, NJ, USA. His research interests include motion planning, localization, and mapping for mobile robots, learning-aided autonomous navigation, and marine robotics. Dr. Englot was a recipient of the 2017 National Science Foundation CAREER Award and the 2020 Office of Naval Research Young Investigator Award.

Yuanchang Liu (Member, IEEE) received the M.Sc. degree in power systems engineering and the Ph.D. degree in marine control engineering from the University College London, London, U.K., in 2011 and 2016, respectively. He was a Research Fellow in robotic vision and autonomous vehicles with Surrey Space Centre, University of Surrey, funded by UK Space Agency. He is currently a Lecturer with the Department of Mechanical Engineering, University College London. His research interests include automation and autonomy, mainly focusing on the exploration of technologies for sensing and perception, and guidance and control of intelligent and autonomous vehicles.