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1. Introduction

A double rotation is a map $T : [0,1) \to [0,1)$ of the form:

$$Ty = \begin{cases} y + \alpha \pmod{1} & \text{if } y \in [0,c) \\ y + \beta \pmod{1} & \text{if } y \in [c,1). \end{cases}$$  

Double rotations, defined in [SIA05], are a class of interval translation mappings (ITMs), see Section 2 for more details. A double rotation is of finite type if its attractor is an interval and of infinite type if the closure of the attractor is a Cantor set. It is easy to see that the restriction of a double rotation of finite type to its attractor is simply a rotation. We prove

**Theorem 1.** The set of parameters that give rise to a double rotation of infinite type has Hausdorff dimension strictly less than 3.

This theorem is a refinement of the statement obtained by H. Bruin and G. Clack in [BC12] (see Theorem 5 below) and agrees with their numerical bounds.

The way in which we prove this result is significantly different from all the ideas described in [BC12]. Namely, we introduce a new renormalization procedure that is morally very close to the classical Rauzy induction for interval exchange transformations. This renormalization allows us to define the interesting parameter set $X$ (the one that gives rise to the infinite type double rotations) as an attractor of some fractal set; by its nature our renormalization can be seen as a Markovian multidimensional fraction algorithm. Using the formalism introduced by Fougeron in [F20], we check that the simplicial system $G$ associated with this algorithm is quickly escaping. This is an important technical condition that in some sense plays the role of bounded distortion in the classical Markov-Gibbs measure theory. Thus we can apply results of [F20] on fractal sets to our setting. In particular, the application of Theorem 1.5 of [F20] results in our Theorem 1. Moreover Theorem...
4.24 in [F20] allows us to define a probability measure $\mu$, invariant with respect to our renormalization procedure, that induces the unique measure of maximal entropy on the canonical suspension of our parameter space $X$ (see Section 2.4 in [F20] for definition of the suspension). This produces a canonical invariant measure on the set of infinite type double rotations and enable us to describe the generic dynamical behaviors of such maps.

**Theorem 2.** Almost all double rotations of infinite type, with respect to the measure $\mu$, are uniquely ergodic.

**Remark.** Bruin and Clack proved a similar statement for all measures invariant with respect to the SIA induction and supported on $X$, but the existence of any such a measure was up to now still unknown. The idea that thermodynamical formalism could be a tool to construct such a measure with support on $X$ was mentioned in [BC12]; however, no explicit construction was provided.

**Acknowledgments.** A. Skripchenko appreciates the support of RSF-ANR Grant, Project 20-41-09009. We thank Serge Troubetzkoy for his numerous remarks and comments which greatly improved the paper.

## 2. Historical remarks

### 2.1. Interval translation mappings

We begin by giving the definition of interval translation mappings or ITMs for short.

**Definition 3.** An interval translation map is a piecewise translation map $T$ defined on an half-open interval $I \subset \mathbb{R}$ with values in $I$. We call $T$ a $n$-interval translation map (or $n$-ITM) if $I$ has $n$ maximal half-open sub-intervals to which the restriction of the $T$ is a translation. The endpoints of these intervals are called singularities of the map, and the endpoints of the images of the intervals are the images of the singularities.

Two examples of ITMs on 3 intervals are shown in Figure 1. ITMs were introduced in [BK95] as a natural generalization of interval exchange transformations (IETs). Unlike IETs these transformations are not necessarily surjective: the images of the intervals do not need to form a partition, they simply form a collection of subintervals of the original interval.

It was noticed already in [BK95] that each ITM is either of finite or infinite type. This classification is based on the properties of the attractor of the ITM. Namely, for a given mapping $T$ we consider the sequence $\Omega_n = I \cap TI \cap T^2I \cdots \cap T^n I$. If this sequence stabilizes for some $N \in \mathbb{N}$, i.e., $\Omega_k = \Omega_{k+1}$ for all $k \geq N$, the ITM $T$ is of finite type. If there is no such $N$ then closure of the limit set $\Omega = I \cap TI \cap T^2I \cdots$ is a Cantor set, see [ST00], and the ITM is said to be of infinite type.

Dynamics of ITMs of finite type basically coincides with the one of IETs. However, ITMs of infinite type are remarkably different. Boshernitzan and Kornfeld...
described the first example of ITM of infinite type. In the same paper, they formulated the following

**Conjecture 4.** The set of parameters that give rise to ITMs of infinite type has zero Lebesgue measure.

They also stated a few interesting problems, including the question about the number of invariant measures for ITMs, their mixing and spectral properties, and their complexity (in the sense of symbolic dynamics). Finally, they made the first attempt to describe ITMs in terms of substitutions.

Buzzi and Hubert showed that the number of invariant measures for ITM cannot exceed the number of intervals (see their Theorem in [BH04]). Their bound is optimal for ITMs (see [BT03] and [B07]).

A few answers on the questions posed by Boshernitzan and Kornfeld (including Conjecture 4) were obtained only for a special class of ITMs, called **double rotations**. We outline the known results in the next section.

### 2.2. Results for Double rotations.

In [BK95] it was shown that ITMs on two intervals are always of finite type. **Double rotations**, introduced by Suzuki, Ito and Aihara in [SIA05], appeared to be the first nontrivial subclass of ITM and the only one for which, to the best of our knowledge, the Conjecture 4 is proved. In their paper, Suzuki, Ito and Aihara described a renormalization procedure for double rotations (known as **SIA induction**). An application of this procedure revealed a complicated fractal structure of the set of parameters that correspond to the maps of infinite type. Using the same renormalization, Bruin and Clark proved in [BC12] the following

**Theorem 5.** For Lebesgue almost every point in the parameter space the corresponding double rotation is of finite type.

As mentioned above, no explicit construction of the ergodic, invariant with respect to SIA induction, measure was suggested in [BC12]; however, the following conditional theorem was established:

**Theorem 6.** For any measure $\mu$ that is invariant with respect to the SIA induction $S$, the set of parameters that give rise to non-uniquely ergodic double rotations of infinite type has zero measure.

The proof relies on symbolic dynamics: double rotations are described in terms of substitutions. Our proof of Theorem 2 is very different in spirit.

It follows from [BH04] that double rotations cannot carry more than 2 invariant measures. Quite explicit examples of double rotations with exactly two invariant measures were constructed by Bruin and Troubetzkoy in [BT03] (see Theorem 11 in their paper). In this paper the authors worked with a special subclass of double rotations. They constructed a renormalization map which is slightly different from the one in [SIA05] and used it to prove a weaker version of Theorem 5 (see their Theorem 6). This result was later generalized by Bruin for a slightly more extended subclass of ITMs (see Theorem 1 in [B07]).

Finally, in [ST15], the authors focused on a different part of the program suggested by Boshernitzan and Kornfeld. Namely, they studied billiards in rational polygons with so called spy mirrors and worked on the questions about complexity of the trajectories of these billiards.
2.3. Other results. In [V14] Volk extended Theorem 5 to the case of ITM on three intervals:

**Theorem 7.** Lebesgue almost every ITM on three intervals is of finite type.

This results follows from the fact that every ITM on three intervals can be reduced to a rotation or to a double rotation.

The orbit structure of ITMs was studied in [ST00] where the sharp upper bound on the number of minimal sets of such a mapping is obtained.

### 3. The \( \mathcal{Z} \)-induction

In the current section we introduce a new renormalization procedure for double rotations. Double rotations (given by (1)) will be considered as a subclass of 3-ITMs.

We represent in Figure 1 two examples of 3-ITMs. Notice that it is enough to represent the interval domains and their images since this will define uniquely the translations.

For any \( n \)-ITM \( T \) there is a subinterval such that the first return map of \( T \) on this subinterval is an ITM with no gap at the extremal sides. Hence, we can restrict our study to ITMs with no gaps at the extremal sides as in Figure 1.

**Lemma 8.** Let \( T \) be a 3-ITM with no gaps at on the extremal sides and a singularity belonging to a gap in the image. Then there exists a subinterval on which the first return map of \( T \) is a rotation.

**Proof.** Let \( T \) be an ITM as in the statement of the Lemma, such as the one on top of Figure 2. We consider the induced transformation on \( I \cap TI \cap T^2I \), as represented in the middle drawing of Figure 2. Since one of the singularities is outside \( TI \), after inducing on \( I \cap TI \cap T^2I \) we are left with only two intervals, possibly overlapping. If there is no overlap the transformation is already a rotation. Otherwise, there is a gap on at least one of the sides of the ITM. This gap is as big as the overlap between the two intervals. By considering the transformation induced on the image, we get an ITM without gaps at the sides. This guarantees that the overlap has vanished. In other words, the final transformation we have obtained is a rotation. \( \square \)
Convention 9. Unless explicitly mentioned, we will always assume that ITMs do not have gaps on the extremal sides and they act on the interval $I = [0, 1)$.

We now give a description of 3-ITMs which mimics the Interval Exchange Transformations case, following our Convention 9.

Definition 10. A 3-ITM can be described on an alphabet $A$ by

- two bijections $\pi_0, \pi_1 : A \mapsto \{1, 2, 3\}$
- a length vector $\lambda_A \in \mathbb{R}_+^A$
- a translation parameter $t \in \mathbb{R}_+$, measuring the displacement of the second interval.

Given an $\alpha \in A$ and a point

$$x \in \left[ \sum_{\pi_0(\beta) < \pi_0(\alpha)} \lambda_\beta, \sum_{\pi_0(\beta) \leq \pi_0(\alpha)} \lambda_\beta \right],$$

the ITM is defined by

$$T(x) = x - \sum_{\pi_0(\beta) < \pi_0(\alpha)} \lambda_\beta + t,$$

if $\pi_1(\alpha) = 2$, and

$$T(x) = x - \sum_{\pi_0(\beta) < \pi_0(\alpha)} \lambda_\beta + \sum_{\pi_1(\beta) < \pi_1(\alpha)} \lambda_\beta.$$

otherwise. In the previous formulae, an empty sum corresponds to 0.

From now on, we will always assume that the 3-ITM is irreducible. This means that $\pi_1 \circ \pi_0^{-1}(\{1\}) \neq \{1\}$ and $\pi_1 \circ \pi_0^{-1}(\{1, 2\}) \neq \{1, 2\}$. This is a natural assumption, since reducible 3-ITMs can be reduced to 2-ITMs, which are of finite type, see [BK95]. Notice that the permutation $\pi_1 = (3, 1, 2)$ yields a 3-ITM with a gap on the extremal side, contradicting our Convention 9 and it is thus forbidden.

We now define our first renormalization procedure on 3-ITMs, similar to the Rauzy-Veech induction for interval exchange transformations. In order not to increase the number of intervals, we have to handle carefully the overlap in the image. This induction is rather natural and easy to define; unfortunately, its dynamical properties are hard to describe. So, in the next section we will define another induction that does not have this issue and then show that both of them are simply two versions of the same process. More precisely, we can accelerate the induction we will introduce in the next section in order to recover the $Z$-induction.

Definition 11 (Z-induction). Let $T$ be a 3-ITM with the overlap being on the left hand side of the interval $I$. The right $Z$-induction of $T$ consists in taking the first return map on a subinterval $I'$ of $I$ starting at the left end point of $I$ chosen as follows:

- If $\lambda_3 > \lambda_1$ we choose $\tilde{I} = [0, \lambda_3 - \lambda_1)$. If $\tilde{I}$ has no gap on the right-hand side, we define $I' = \tilde{I}$. Otherwise we define $I' = \tilde{I} \cap T\tilde{I}$. In this case we say that top is winning and that bottom losing.
- If $\lambda_3 < \lambda_1$ we choose $I' = [0, \lambda_1 + \lambda_2)$. In this case we say that bottom is winning and that top losing.
If the overlap happens on the right hand side, we conjugate with a flip. More precisely, we apply the reflection around $1/2$, apply the right induction and then apply the reflection around the midpoint of the interval obtained after the induction.

Since we are inducing on an interval of the form $[0, a)$, obtained by cutting the original interval on the right, we call the previous induction a \textit{right} induction.

In Figure 3, we represent the Rauzy diagram for the $Z$-induction. This diagram is defined for the right induction. Some steps will induce an ITM for which the overlapping intervals are on the right. In this case we apply the around the midpoint of the interval obtained after the induction. These cases are marked with a tilde.

![Figure 3. The Rauzy Diagram of the $Z$-induction.](image)

![Figure 4. The $Z$-induction for the first combinatoric.](image)
We give a complete description of the combinatorial cases that can happen in Figures 4 and 5. The pictures are labeled with $t$ if the top is winning and $b$ if the bottom is winning.

We remark that the case where a singularity on the top interval is in the gap does not appear in the list. This is due to the fact stated in Lemma 8 that they induce a rotation on a subinterval. In this cases, we stop the induction.

4. The $\mathcal{R}$-induction

In this section we construct our renormalization procedure and show that there is a way to associate a simplicial system to it.

4.1. A different description of ITMs. As we said above, the $Z$-induction is convenient to show that the number of intervals remains stable, but its dynamical properties are hard to describe. Let us comment a bit more on this point. The $Z$-induction defines a matrix $Z$ that expresses the new length vector $\lambda \in \mathbb{R}_+^A$ and the new translation parameter $t$, as defined in Definition 10, in terms of the old ones. One would like this matrix to have non-negative coefficients in order to apply classical arguments, analogous to the Perron-Frobenius theorem. Unfortunately, this is not the case. The presence of negative coefficients in this matrix seems to be caused by the translation parameter $t$. To get rid of this problem, in this section we give an alternative representation of ITMs which is combinatorially more involved but allows to describe the transformation $T$ solely in terms of its length vector $\lambda \in \mathbb{R}_+^A$.

Given a 3-ITM satisfying Convention 9, we consider the two overlapping intervals in the image and cut them into two pieces each: one coinciding with the overlap and one for the remaining part of each interval. In this way we obtain five intervals; two of them have, by construction, the same size. An example of this splitting procedure is shown in Figure 6.

Let us label the five intervals we have obtained with letters in an alphabet $\mathcal{A}$ and let $w_0$ be the word formed by them. Then $\mathcal{A}$ has 4 letters and $w_0$ has exactly one letter repeated twice. Since ITMs act by translations, the length of an interval in the domain and the length of its image are the same. Hence, the gap in the image has precisely the length of one of the five beginning intervals, which in turn is the length of the overlap in the image of the ITM. If the label of this interval is $\alpha$, let us denote the gap with the label $\bar{\alpha}$. We then form a word $w_1$ with letters in
Figure 6. The splitting of 3-ITMs.

\[ A \cup A, \] describing the position of the intervals after applying the ITM. Following the classical way to represent IETs, we write the two words one above another. Here are two examples corresponding to Figure 6:

\[
\begin{align*}
\text{(A D B C D)} & , \quad \text{(A B C B D)} \\
\text{(C D B D)} & , \quad \text{(C B D B)}
\end{align*}
\]

Let \( \sigma \) be the map that associates to an integer \( k \), with \( 1 \leq k \leq n \), the unique position in \( w_1 \) at which the letter \( w_0(k) \) appears.

We call the pair \( (w_0, w_1) \) an ITM permutation. Let us consider such a permutation and a length vector \( \lambda \in \mathbb{R}^A \). Given a word \( w \) of length \( |w| = n \) we define

\[
\lambda(w) = \sum_{i=1}^{n} \lambda_{w(i)}. 
\]

Let \( w^{(k)} \) denote the prefix of length \( k - 1 \) of \( w \), i.e., the subword before the \( k^{th} \) letter of \( w \), for \( 1 \leq k \leq n \), with \( w^{(1)} \) being the empty word. Given a point \( x \in \left[ \lambda\left(w_0^{(k)}\right), \lambda\left(w_0^{(k+1)}\right) \right] \), the ITM \( T \) is the map defined by

\[
F(x) = x + \lambda\left(w_0^{(\sigma(k))}\right) - \lambda\left(w_0^{(k)}\right).
\]

As usual, an empty sum is defined to be 0.

Notice that, with this new presentation, there is no need for a translation vector \( t \) as in Definition 10. The price we have to pay is the increased combinatorial complexity.

4.2. Definition of the \( R \)-induction. We start by defining a direct generalization of the classical left and right Rauzy induction on interval exchange transformations to our setting.

**Definition 12** (Rauzy induction). The right Rauzy induction associates to an ITM defined on \( I = [0, 1) \) the first return map to the subinterval \([0, x)\) where \( x \) is the rightmost singularity or image of a singularity in the interior of \( I \).

The left Rauzy induction is defined symmetrically.
We remark that the Rauzy induction yields in some of these cases ITMs which have a gap on the right side, thus violating our Convention 9, see Figure 7b for an example of this. Moreover, this induction induces a new ITM but, contrary to the case of IETs, it may increase the number of intervals of continuity. Specifically, this happens in the cases where the winning interval appears twice in the combinatorial word. To get around this problem, we will use the following choice of left and right induction, depending on the position of the gap.

**Definition 13 (R-induction).** We define the R-induction as follows:

- if the hole is in one of the last two intervals of $w_1$, we apply the right Rauzy induction;
- if the hole is one of the two first intervals of $w_1$, we apply the left Rauzy induction.

**Remark.** Another option is to always apply the right Rauzy induction and flip the interval $I$ if the hole is not in the last two positions of $w_1$. The two choices produce the same graph. Hence, we will switch freely from one to the other depending on which one is more convenient for the task at hand.

Our first goal in this section is to show the following Lemma which informally says that the $Z$-induction is an accelerated version of the $R$-induction.

**Lemma 14.** If no singularity of a 3-ITM belongs to the gap, there exist a finite number of steps of the $R$-induction which give the same 3-ITM as the right $Z$-induction.

Before giving the proof of this result, let us give a more detailed description of the right Rauzy induction for an irreducible ITM in which the gap interval appears in $w_1$ at the last or penultimate position. A similar description, obtained by applying a central symmetry to the intervals, could be given for the left Rauzy induction for an irreducible ITM in which the gap appears in the first two positions of $w_1$. We will later show that these cases are indeed the only ones appearing in the $R$-induction as in the assumption of the Lemma. Notice that the induction will induce ITM permutations that always have 5 intervals in $w_0$ and $w_1$ but do not necessarily correspond to 3-ITMs.

We recall that a substitution $\tau$ is an application from an alphabet $A$ to the set of nonempty finite words on the $A$, which can be extended to a morphism of $A^*$ by concatenation: $\tau(WW') = \tau(W)\tau(W')$, see, e.g., [PF02].

**Definition 15.** Consider an irreducible ITM with 5 letters in each words $w_0$ and $w_1$. Assume it has a single gap that appears as one of the last two intervals in $w_1$. Then we have another description of the right Rauzy induction which goes as follows.

Start by comparing the rightmost interval in the domain with the rightmost interval in the image. In other words, we compare the lengths of $\lambda_{w_0}(5)$ and $\lambda_{w_1}(5)$. We put aside the case when $\lambda_{w_0}(5) = \lambda_{w_1}(5)$ for which it is clear that the double rotation reduces to a rotation. We then say that the larger one is the winning label and the smaller interval is the losing one. Let $\varepsilon$ be equal to 0 if the top interval is winning and 1 otherwise, then $a := w_\varepsilon(5)$ is the label of the winning interval and $b := w_{1-\varepsilon}(5)$ is the losing one. Let $s$ be the substitution defined by $a \mapsto a \cdot b$. The right Rauzy induction acts on the combinatorics of ITMs as follows, where $\tilde{w}$
denotes the word \( w \) after induction:

- if \( a \) occurs exactly once in each of the two words
  \[
  \hat{w}_x = w_x \\
  \hat{w}_{1-\varepsilon} = s(w_{1-\varepsilon}(1, \ldots, n-1)),
  \]
  see Figure 7a. Notice that in this case the losing interval could be the hole.

- if \( a \) occurs twice in \( w_0 \) and the intervals are in the following setting
  \[
  \begin{pmatrix} \ldots & a & b \end{pmatrix}
  \]
  then,
  \[
  \begin{align*}
  \hat{w}_0 &= s(w_0(1, \ldots, n-1)) \\
  \hat{w}_1 &= s(w_1(1, \ldots, n-2)) \cdot b,
  \end{align*}
  \]
  see Figure 7b.

- if the winning interval is to bottom one corresponding to the gap, the initial 3-ITM has a singularity which belongs to a gap in the image. Hence, according to Lemma 8, the induced ITM is a rotation on a subinterval. In this case we stop the induction.

Moreover, in each of the first two cases, the Rauzy induction acts on length vector by
\[
\begin{align*}
\hat{\lambda}_a &= \lambda_a - \lambda_b \\
\hat{\lambda}_b &= \lambda_b.
\end{align*}
\]

Figure 7. The Right \( \mathcal{R} \)-induction.

The moves of the Rauzy induction in all these cases can be represented as in [F20] by a simplicial system\(^1\) associated to a labeled graph whose edges are described for a given ITM permutation in Figure 8. The labels in the graph \( G \) correspond to the losing interval.

We now prove Lemma 14, showing at the same time that the Rauzy induction remains in the specific cases of Definition 15.

\(^{1}\text{See Section 4.3 for the definition of simplicial system.}\)
Thus we only need to show that the gap will lose after a finite number of steps of the induction. We have

\[ J_1 \] and the rightmost bottom interval \( J_3 \) together with the gap is equal to \( I_z \cup I_{\eta} \) where \( \gamma \) is the label of the gap and the labels \( \alpha, \beta, \gamma, \) and \( \eta \) are distinct. Moreover, the left singularity of the interval \( J^3 \) has to be to the left of \( s_z \), which implies that the left singularity of the corresponding interval \( I^\alpha \) or \( I^\gamma \) is left of \( s_z \).

In the \( \mathcal{R} \)-induction, any of the labels \( \alpha, \beta, \gamma, \) and \( \eta \) can win. However, since the corresponding interval in the image are all to the left of \( s_z \) this will not increase the number of singularities in \((s_z, 1)\). In this setting, since we are in the first two cases of Definition 15, the \( \mathcal{R} \)-induction is always defined and does not stop since we never end up with the gap interval winning. In fact, the first case of the induction will keep the gap interval with at most one interval on its right, and the induction remains well defined in the second case. After a finite number of cases where the winner appears only once in each word and possibly one case where it appears twice, the bottom interval will be the gap. As noticed previously, by assumption,
the interval on the top word will still be larger than the bottom one. Thus the gap will lose and at this step $s_z = s_r^{(n)}$ as we wanted.

It follows from the previous result that the labeled graph $G$ in Figure 8 is well defined.

**Lemma 16.** For any infinite sequence of well defined left and right Rauzy inductions on an ITM, every letter wins and loses infinitely many times.

**Proof.** We begin by observing that if a letter does not win infinitely many times, then the length of the corresponding interval is bounded from below. Thus, it can lose only a finite number of times. Up to applying left and right Rauzy induction a finite number of times, we can assume that there is a set $\mathcal{L}$ of letters that lose infinitely many times and such that no other letter neither wins or loses. We denote its complementary set by $\mathcal{L}^c$.

We claim that all the letters in $w_0$ and $w_1$ belonging to $\mathcal{L}^c$ form a single subword. In other words, for any $\varepsilon \in \{0,1\}$ there exists a decomposition $w_\varepsilon = r \cdot v \cdot t$ such that $v$ is a word in alphabet $\mathcal{L}^c$ and $r, t$ are in $\mathcal{L}$. Notice that the words $r$ and $t$ may be empty.

To show our claim, assume that there is a decomposition $r \cdot v_1 \cdot s \cdot v_2 \cdot t$ such that $v_1, v_2$ are words with letters in $\mathcal{L}^c$ and $r, s, t$ are words with letters in $\mathcal{L}$, and $|s| > 0$. Since the intervals around $s$ never lose, the intervals in $s$ also will not lose. Hence, the number of letters in $s$ is not decreasing. By definition of $\mathcal{L}$, the letters of $s$ have to win eventually. Whenever this happens, the losing letter is added to to $s$, thus increasing the length of $s$ itself. Since there number of letters is finite and the length of $s$ keeps increasing, we have a contradiction.

We now show that all letters winning infinitely many times also lose infinitely many times. Indeed, imagine that a letter $\alpha$ wins infinitely many times but never loses. Hence either $I^\alpha$ or $I_\alpha$ are at the beginning or end of the interval $I$. By symmetry of the problem, we can assume that $\alpha$ will remain in the first position of $w_0$ or $w_1$. The other word can be decomposed in $r \cdot \alpha \cdot s$, where $r$ is not the empty word. By assumption, the letters in $r$ always lose in the left $\mathcal{R}$-induction against $\alpha$. Thus, the length of the word $r$ is non-increasing. Since $\alpha$ is winning, the corresponding interval is getting shorter. Eventually, it will be shorter that the length of the interval labeled by the first letter of $r$ and hence lose to this same interval in the left $\mathcal{R}$-induction, which is a contradiction.

To sum up, we have two words on top and bottom with a central part formed by the letters that never win. This central part of $w_0$ and $w_1$ is invariant by the left and right Rauzy induction. As all the other letters lose infinitely many times, the lengths of the corresponding intervals go to zero. Since these central parts have exactly the same position in the top and bottom intervals, the left and right Rauzy induction stops after a finite number of times, contradicting our assumption.

**4.3. Simplicial systems.** In this section we give, following [F20], the definition of simplicial system.

Let $G = (V, E)$ a graph labeled on an alphabet $\mathcal{A}$ by a function $l: E \to \mathcal{A}$. We require that, for all $v \in V$, the restriction of $l$ to the edges starting at $v$ in injective. Let $\| \cdot \|$ be the norm on $\mathbb{R}^\mathcal{A}_+$ given by $\|\lambda\| = \sum_{\alpha \in \mathcal{A}} \lambda_\alpha$. Consider the simplex of dimension $|\mathcal{A}| - 1$ defined by $\Delta = \{\lambda \in \mathbb{R}^\mathcal{A}_+ : \|\lambda\| = 1\}$. 
Given a vertex \( v \in V \) let \( v_{\mathrm{out}} \) be the set of all edges going out of \( v \) in \( G \). We define a partition of \( \Delta \) whose atoms, for an edge \( e \in E \), are given by

\[
\Delta^e = \{ \lambda \in \Delta : \lambda(l(e)) < \lambda_\alpha, \text{ for all } \alpha \in l(v_{\mathrm{out}}) \text{ and } \alpha \neq l(e) \}.
\]

To the edge \( e \) we associate the matrix

\[
M_e = \text{Id} + \sum_{\alpha \in l(v_{\mathrm{out}})} E_{\alpha,l(e)},
\]

where \( E_{a,b} \) is the elementary matrix with coefficient 1 at the row \( a \) and column \( b \) and all the other coefficients equal to 0.

Define \( \Delta^G = V \times \Delta \) and define the map \( T : \Delta^G \to \Delta^G \) as follows. For all \( \lambda \in \Delta^e \) with the edge \( e \) starting at \( v \) and ending at \( v' \), we say

\[
T(v, \lambda) = (v', T_e(\lambda)),
\]

with

\[
T_e : \Delta^e \to \Delta
\]

\[
\lambda \mapsto \frac{M_e^{-1} \lambda}{\|M_e^{-1} \lambda\|}.
\]

We say that \( G \) is a simplicial system and the map \( T \) is its associated win-lose induction.

From these definitions it is clear that the projectivization of the right \( R \)-induction is the win-lose induction associated to the simplicial system defined by the graph \( G \) in Figure 8.

4.4. Proof of the main results. In order to prove our main results we need another definition from [F20].

Given a simplicial system \( G \) and \( L \subset A \), we denote by \( G_L \) the subgraph of \( G \) with the same set of vertices \( V \) and whose edges are as follows. For a vertex \( v \in V \):

- if at least one outgoing edge from \( v \) is labeled in \( L \) then the set of outgoing edges in \( G_L \) is

\[
v_{\mathrm{out}}^L = \{ e \in v_{\mathrm{out}} : l(e) \in L \};
\]

- otherwise \( v_{\mathrm{out}}^L = v_{\mathrm{out}} \).

**Definition 17** (Strongly non-degenerating). We say that a simplicial system is strongly non-degenerating if

1. for all vertices every letter wins and loses in almost every path with respect to Lebesgue measure,
2. for all \( \emptyset \subseteq L \subseteq A \) and all vertex \( v \) in a strongly connected components \( \mathcal{C} \) of \( G_L \) then either
   - \( |l(v_{\mathrm{out}}) \cap L| \leq 1 \);
   - or there is a path from \( v \) in \( G \), labeled in \( L \), which leaves \( \mathcal{C} \).

We are now ready to prove our main technical statement: we have to check that the simplicial system \( G \) that we have defined above is quickly escaping. The formal definition of quick escaping property for a simplicial system was given in [F20] (see Section 3.1). This property is a version of bounded distortion property: morally, it means that trajectories will go out of degenerate subgraphs in a small time with high probability. Since stating formally the quick escaping property would require us to introduce a lot of the machinery from [F20], we will refrain from doing so.
We will use the following result

**Theorem 18** (Theorems 3.13 of [F20]). *A strongly non-degenerating simplicial system is quickly escaping.*

Let $F$ be the subgraph of $G$ obtained by removing the vertices corresponding to rotations and the edges pointing to them.

**Lemma 19.** The simplicial system associated to $F$ is quickly escaping.

**Proof.** By Theorem 18 it is enough to check that $F$ is strongly non-degenerating. The first part of Definition 17 is proved in Lemma 16. Thus we need to prove only the second part.

We remark that in the Rauzy induction a winning interval always keeps its position at one end of the interval $I$ where the ITM acts. Let $\mathcal{L}$ be a subset of letters as in Definition 17. In $F_{\mathcal{L}}$, by definition, a letter in $\mathcal{L}$ always lose against any letter in the complementary set $\mathcal{L}^c$. Hence if an interval at the left or right extremity of $I$ is labeled in $\mathcal{L}^c$ it will remain in the same position. In particular if there is at least one interval labeled in $\mathcal{L}$ on each side of $I$ then each point of the corresponding strongly connected component of $F_{\mathcal{L}}$ satisfies the first case of property (2). This also show that the number of extremities with at least one interval labeled in $\mathcal{L}^c$ is constant in a strongly connected component of $F_{\mathcal{L}}$.

If none of the extremal intervals of $I$ is labeled in $\mathcal{L}^c$ by the first part of Definition 17 there exists a finite path with only the last label in $\mathcal{L}^c$. Hence there exists a path labeled in $\mathcal{L}$ that leaves a connected component with no extremal interval labeled in $\mathcal{L}^c$. This shows that the second part of (2) holds.

Finally, we deal with the case where there is only one extremal interval labeled in $\mathcal{L}^c$ but the induction is comparing two interval labeled in $\mathcal{L}$. Notice that for the $\mathcal{L}$-induction, the interval that has no overlap in the image is always at the opposite position of its preimage. Namely, if it is at the extreme right its preimage is at the extreme left and vice versa. By Lemma 14, the same is true after a finite number of step for the split ITM, creating a big loop for the Rauzy induction. More precisely, there is a loop along which this letter wins against every other letter in the ITM. This implies that one can make any letter in $\mathcal{L}^c$ appear as the label of an extremal interval on this side, hence going to a strongly connected component with two sides having an interval labeled in $\mathcal{L}^c$. Since we have already taken care of this case, we have completed the proof. □

The set of lengths vectors for which the right $R$-induction does not stop in finite time starting from a given vertex of the simplicial system form a fractal subset (denoted by $\Delta(F)$ in [F20]) of the simplex set. Theorem 1.5 of [F20] then immediately implies the following.

**Corollary 20.** The set of lengths vectors for which the right $R$-induction does not stop in finite time on 3-ITMs is of Hausdorff dimension strictly smaller than 3.

This corollary is equivalent to Theorem 1. Finally we prove our result about uniquely ergodic double rotation, Theorem 2.

**Proof of Theorem 2.** Theorem 4.24 of [F20] guarantees the existence of a measure $\mu$ which is invariant under the right $R$-induction and which induces the unique measure of maximal entropy on the canonical suspension. As explained in Section 4.1 of [F20], the quickly escaping property enables to construct a uniformly expanding
acceleration of the induction. Hence, the set of parameters which follow the same path, generic for \( \mu \), is a single point in \( X \). As in Theorem 5 of [BC12], we can now apply the criterion in Lemma 17 of [BT03] to prove that almost every double rotation w.r.t. \( \mu \) is uniquely ergodic. □

5. Open questions

In the current section we briefly discuss several open questions on double rotations and their generalizations that we consider challenging and interesting.

5.1. Geometrical interpretation. It is known that in the case of interval exchange transformations (IETs) there exists a duality between measured foliations on surfaces and IETs: every measured foliation identifies a family of IETs as the first return maps on some transversal, and for any IET there is a canonical way to construct a surface with a measured foliation on it such that the starting IET is a first return map on some transversal of the measured foliation we constructed. This procedure is called suspension and was described by W. Veech in [V82]. Suspensions became an efficient tool to understand ergodic properties of IETs and have also been widely used in study of geometry of moduli spaces (see, for example, [Y10]).

Another close relative of double rotations (and, more generally, ITMs) is called systems of isometries (see [GLP94]). Systems of isometries generalize the idea of ITMs in the following sense: we consider a finite set of identifications of subintervals of a given interval (or even multi-interval) via orientation-preserving isometries. Systems of isometries appeared in geometric group theory as a tool to describe the action of a free group on \( \mathbb{R} \)-tree, see [GLP94]. There is a canonical way to define a suspension for any system of isometry (the corresponding object is also known as band complex) and there exists a way to associate this foliated band complex with a measured foliation on a handle body (see [DHS20]).

It would be interesting and useful to construct a geometrically meaningful suspension for double rotations (or for a wider class of ITMs).

Another problem that is important to solve in this context is the question of the existence of a “natural” continuous flow such that the suspension flow based on our induction procedure is its discretization, in a way analogue of Teichmüller flow and Veech flow for interval exchange transformations. If there is a way to find such a flow, one could also think about the associated moduli spaces and their geometry.

5.2. Connection with billiards. It was shown in [ST15] (using ideas from [BK95]) that double rotations can be considered as the first return map of the billiard flow for the so-called billiards with spy mirrors. This implies the following natural question, partly related to the problem of geometrical interpretation described above: is there a way to estimate the diffusion rate of the billiard trajectory in terms of the Lyapunov spectrum of the induction cocycle? In such a case it would be interesting to investigate some properties of the Lyapunov spectra, such as simplicity and/or the Pisot property.

5.3. Ergodic properties. Once we know that the typical double rotation is uniquely ergodic, it is natural to ask about stronger chaotic properties, such as weak and strong mixing. It is announced in a fresh preprint by S. Troubetzkoy in [T21] that all double rotations admit non weakly-mixing invariant measure. Thus, since almost all double rotations of infinite type are uniquely ergodic, almost all of them are not
weakly mixing. Hence a more challenging question is to find double rotations with exceptional behavior. Namely, those that are minimal and of infinite type and are weakly-mixing.

For general ITMs, even the question about ergodicity and uniqueness of invariant measure remains open.

5.4. Questions of complexity and combinatorial properties. Some study of the complexity in connection with double rotations was performed in [ST15] and [CN10]. More in detail, in [CN10] it was shown that the subword complexity of the subshift associated with a special subclass of double rotations that corresponds to a subspace of codimension 1 is linear: \( n + 1 \leq p(n) \leq 3n \). In [ST15] some estimations on the complexity of the billiard orbits associated with double rotations were obtained. These estimations are also linear and yield the same bounds as the above. It is important to get some information about the actual complexity for the most generic class of double rotations of infinite type as well as for wider classes of ITMs.
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