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ABSTRACT

The maximum synchrotron burnoff limit of 160 MeV represents a fundamental limit to radiation resulting from electromagnetic particle acceleration in one-zone ideal plasmas. In magnetic reconnection, however, particle acceleration and radiation are decoupled because the electric field is larger than the magnetic field in the diffusion region. We carry out two-dimensional particle-in-cell simulations to determine the extent to which magnetic reconnection can produce synchrotron radiation above the burnoff limit. We use the test particle comparison (TPC) method to isolate the effects of cooling by comparing the trajectories and acceleration efficiencies of test particles incident on such a reconnection region with and without cooling them. We find that the cooled and uncooled particle trajectories are typically similar during acceleration in the reconnection region, and derive an effective limit on particle acceleration that is inversely proportional to the average magnetic field experienced by the particle during acceleration. Using the calculated distribution of this average magnetic field as a function of uncooled final particle energy, we find analytically that cooling does not affect power-law particle energy spectra except at energies far above the synchrotron burnoff limit. Finally, we compare fully cooled and uncooled simulations of reconnection, confirming that the synchrotron burnoff limit does not produce a cutoff in the particle energy spectrum. Our results indicate that the TPC method accurately predicts the effects of cooling on particle acceleration in relativistic reconnection, and that, even far above the burnoff limit, the synchrotron energy of radiation produced in reconnection is not limited by cooling.
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1. INTRODUCTION

Magnetic reconnection is a process in which magnetic energy is converted into kinetic energy as the topology of the magnetic field changes. This process can produce fast energy transfer and accelerate particles to high energies. In the relativistic reconnection regime (see Kagan et al. 2015 for a review), where the ratio of the magnetic energy to the total enthalpy of the particles (the magnetization $\sigma$) is much larger than one, emission from these high-energy particles has been hypothesized to produce observed high-energy emission in various astrophysical contexts. Systems for which the emission may be explained by relativistic reconnection include the prompt phase of gamma-ray bursts (GRBs; Thompson 1994; Lyutikov & Blandford 2003; Giannios & Spruit 2005; Lyutikov 2006; Zhang & Yan 2011; McKinney & Uzdensky 2012; Beniamini & Piran 2013; Zhang & Zhang 2014; Beniamini & Granot 2016), pulsar wind nebulae (Kirk & Skjæraasen 2003; Sironi & Spitkovsky 2011; Péri & Péri 2012), and active galactic nuclei (AGN) jets (Giannios et al. 2009; Nalewko et al. 2011; Narayan & Piran 2012; Giannios 2013).

One of the features of magnetic reconnection is that it may be able to evade a constraint on particle acceleration, called the synchrotron burnoff limit (Guilbert et al. 1983; de Jager et al. 1996). This constraint can be derived by equating the synchrotron energy loss from a particle (which increases with the Lorentz factor of a particle as $\gamma^2$), with the energy gain from electrical acceleration (which is independent of $\gamma$). This produces a maximum energy reachable by synchrotron radiation from electromagnetically accelerated particles of

$$\epsilon_{bo,0} \equiv \frac{9m_0c^2}{4\alpha_{FS}} \left( \frac{E_0}{B_0} \right) \equiv 160 \text{ MeV} \left( \frac{E_0}{B_0} \right).$$ (1)

where $m_0$ is the electron mass, $\alpha_{FS}$ is the fine-structure constant, $c$ is the speed of light, $E_0$ is the typical electric field that accelerates particles, and $B_0$ is the typical magnetic field that is responsible for synchrotron radiation. In ideal plasmas, like those involved in the simplest models of shock acceleration, $E_0 < B_0$, so that synchrotron emission cannot be produced above $\epsilon_{bo,max} \equiv 160 \text{ MeV}$, which is the maximum synchrotron burnoff limit.

However, there are many systems that appear to go above this limit. Observations of gamma-ray flares in the Crab Nebula (Abdo et al. 2011; Striani et al. 2011; Tavani et al. 2011; Buehler et al. 2012; Mayer et al. 2013) present a clear case of emission beyond the synchrotron burnoff limit, with peak energies of 375 MeV with significant radiation up to 1 GeV (Buehler et al. 2012) and there is no evidence of ultrarelativistic motion there (Hester et al. 2002) to boost the photon energy. There are also other cases of high-energy emission, which may involve synchrotron radiation. The extended emission at energies of up to 300 GeV in GRBs (Ackermann et al. 2013)

\footnote{Technically $B_0$ should be $B_{0,\perp}$ because only the magnetic field perpendicular to the particle’s motion is responsible for synchrotron radiation. However, unless there are special geometric constraints, the perpendicular magnetic field is similar to the background magnetic field. In the case of Harris-like magnetic reconnection (Harris 1962), which is investigated in this paper, the motion of accelerating particles is primarily perpendicular to the reversing field. Unless a very strong guide field is present, $B_0$ is therefore approximately equal to both the reversing field and the background field.}
seems to require rest-frame photon energies above 160 MeV, though, the emission may be inverse compton radiation (e.g., Wang et al. 2013). TeV flares observed in AGNs (e.g., Aharonian et al. 2007) seem to require relativistic motion within the jet to escape scattering in the emission region (Begelman et al. 2008; Finke et al. 2008), but they may also involve rest-frame synchrotron emission above the burnoff limit. In order to produce emission beyond 160 MeV, it is necessary to decouple particle acceleration and cooling so that the constraint $E_0 < B_0$ no longer applies. In the context of relativistic shocks, particles may accelerate in the background field, but radiate in spatially varying or microturbulent fields near the shock in the synchrotron (Bykov et al. 2012; Kumar et al. 2012; Lemoine 2013; Lemoine et al. 2013; Plotnikov et al. 2013) or jitter (Mao & Wang 2011; Teraki & Takahara 2013) regimes. However, numerical simulations indicate that particle acceleration in relativistic shocks is unlikely to be efficient enough to produce synchrotron radiation beyond 160 MeV (Sironi et al. 2013), and particles in these shocks are unlikely to emit in the jitter regime (Sironi & Spitkovsky 2009).

In contrast, magnetic reconnection naturally produces emission above the maximum synchrotron burnoff limit. In the diffusion region of magnetic reconnection, where much of the particle acceleration takes place, $B \ll B_0$ and $E_0 > B$. Significant cooling only occurs after the particle has left the acceleration region. Thus, particle acceleration and cooling are naturally decoupled in magnetic reconnection. Analytical studies of magnetic reconnection (Kirk 2004; Contopoulos 2007; Uzdensky et al. 2011) and a test particle study in a fixed reconnection geometry (Cerutti et al. 2012a) indicate that particle acceleration through this mechanism is not limited by cooling. These studies suggest that particle acceleration in magnetic reconnection can produce synchrotron radiation beyond the maximum burnoff limit.

Particle-in-cell (PIC) simulations are the most common method for probing the acceleration of particles in fully dynamic magnetic reconnection. These simulations, which focus on the pair-plasma case, which is easier to simulate and is directly applicable to the Crab Nebula, have shown that relativistic reconnection can produce hard non-thermal tails of highly accelerated particles that are typically interpreted as power laws (Zenitani & Hoshino 2001, 2005, 2007; Jaroschek et al. 2004, 2008; Bessho & Bhattacharjee 2005, 2007, 2012; Daughton & Karimabadi 2007; Lyubarsky & Liverts 2008; Zenitani & Hesse 2008; Liu et al. 2011, 2015; Cerutti et al. 2012b, 2013, 2014; Guo et al. 2014, 2015; Sironi & Spitkovsky 2014; Kagan et al. 2016; Lyutikov et al. 2016; Sironi et al. 2016; Werner et al. 2016; Yuan et al. 2016). In general, the physics of reconnection is similar in two and three dimensions (Sironi & Spitkovsky 2014) unless the initial reconnection structure is inherently three-dimensional, justifying the use of two-dimensional simulations, which reduce computational cost and allow larger-scale simulations to be carried out. Studies of the radiation produced by accelerated particles in reconnection that do not include the effect of cooling on particles (Cerutti et al. 2012b; Kagan et al. 2016) indicate that radiation above the synchrotron burnoff limit should be highly beamed, and therefore highly variable, which is consistent with observations of fast variability in the Crab flares (Mayer et al. 2013).

Several researchers have used PIC codes with a form of the radiation reaction force included (Hededal 2005; Tamburini et al. 2010) to investigate the effects of cooling on particle acceleration in relativistic reconnection (Cerutti et al. 2013, 2014; Yuan et al. 2016). They find that relativistic reconnection produces beamed particles and highly variable radiation above the synchrotron burnoff limit in both two (Cerutti et al. 2013; Yuan et al. 2016) and three (Cerutti et al. 2014) dimensions. Relativistic reconnection also produces high-energy radiation above the synchrotron burnoff limit in the presence of a guide field (Cerutti et al. 2013, 2014) as long as it is weaker than the reversing field, and in reconnection produced by the collapse of a two-dimensional flux rope system (Yuan et al. 2016). These simulations demonstrate that the production of radiation beyond the synchrotron burnoff limit is robust in relativistic magnetic reconnection. However, they are limited in dynamic range to $\lesssim 2$ decades in Lorentz factor $\gamma$. The peaks of the corresponding radiation spectra are located at or below the burnoff limit, with the high-energy tail reaching above the limit by less than a factor of 10 in frequency. Therefore, these simulations do not predict how far above the synchrotron burnoff limit radiation can be produced in relativistic reconnection. We overcome this problem in our simulations using the new test particle comparison (TPC) method.

In this paper, we use two-dimensional PIC simulations including the radiation reaction force to reexamine the extent to which particles accelerated in relativistic reconnection can produce radiation above the synchrotron burnoff limit. In the absence of a large dynamic range in Lorentz factor, which is difficult to produce from an initial thermal spectrum even in the largest simulations (Sironi & Spitkovsky 2014), we instead choose to trace particle trajectories to separate the effects of cooling during acceleration (which limit the maximum radiation energy) from the effects of cooling after acceleration is complete (which do not limit it). But tracing particles throughout the whole simulation imposes significant computational costs, and it is nontrivial to correct for the different sizes and characteristics of dynamically changing acceleration regions throughout the system, which are expected to influence the effects of cooling on particle trajectories and acceleration.

Therefore, we carry out two simulations of relativistic reconnection in which the (uncooled) structural particles and fields that determine the evolution of the reconnection are identical, and compare the trajectories of test particles incident on a single typical reconnection region with and without cooling. This TPC method allows us to isolate the effects of cooling on accelerating particles in a fully dynamic reconnection region because its properties are the same in both simulations. We calculate a prescription for the effects of cooling based on a particle’s uncooled trajectory in the reconnection region and the acceleration it experiences there. We apply this prescription to analytically predict the effects of cooling on an uncooled power-law energy spectrum produced in reconnection over a large dynamic range. We qualitatively confirm our results over a limited dynamic range by comparing the particle spectra in these uncooled simulations with the spectrum in a simulation in which structural particles are cooled.

---

4 Jaroschek & Hoshino (2009) use a PIC simulation including another form of the radiation reaction force to investigate reconnection induced by the radiation reaction, but they do not focus on the effects of cooling on particle acceleration.
Table 1

| Run  | Test Particles? | \(\omega_p t\)^a | Overall Cooling? | Test Cooling? |
|------|-----------------|------------------|------------------|--------------|
| TU   | Y               | 562.5            | N                | N            |
| TC   | Y               | 562.5            | N                | Y            |
| AC   | N               | \(\ldots\)       | Y                | N            |

Note. 
^a The time when test particles are injected in terms of the plasma frequency \(\omega_p\) defined in Section 2.2.

2. METHODOLOGY

We use the PIC method to simulate reconnection. This method includes kinetic effects by discretizing the equations of electrodynamics (the mean-field Maxwell’s Equations and the Lorentz Force Law), replacing groups of physical particles with larger macroparticles and tracking fields only on the vertices of a grid. We implement the PIC simulations using the Tristan-MP code (Spitkovsky 2008), which uses current filtering to greatly reduce noise even at relatively small macroparticle densities.

We initialize all of our simulations with a simple Harris current sheet configuration that is susceptible to reconnection, described in Section 2.1. Our first two simulations have identical evolution for the structural particles (which do not experience cooling) and fields. After nonlinear reconnection has developed, we inject test particles that duplicate structural particles flowing into a single reconnection region in the current sheet with (Simulation TC) and without (Simulation TU) applying cooling to those test particles. Using this TPC method allows us to isolate the effects of cooling and predict its effects in large-scale simulations. To do this, we first find a prescription for the energy loss due to cooling for an accelerating particle as a function of the particle’s trajectory. This is parameterized by

\[
\xi = \sqrt{\frac{E B_0^2}{E_0 B^2}},
\]

Here the brackets indicate an average (described in Section 2.4) over the particle trajectory in the acceleration region, \(E\) and \(B\) are the local electric and magnetic fields at each point in the trajectory, and \(E_0\) and \(B_0\) are the characteristic electric field of the reconnection region and the background magnetic field.

We call \(\xi\) the burrowing parameter, because it represents the extent to which the particle has burrowed into the current sheet and experienced a lower magnetic field than the background field. By finding the burrowing parameter as a function of the (uncooled) final energy of the test particles in the acceleration region, we can analytically predict the cooled particle energy spectrum from the uncooled spectrum, as explained in Section 2.4. We also carry out a third simulation (Simulation AC) in which cooling affects structural particles to evaluate the effects of cooling on the overall reconnection configuration during nonlinear reconnection and verify our analytical results. Table 1 summarizes the properties of the three simulations.

2.1. Initial Configuration

The spatial domain is rectangular with \(0 \leq x < L_x\), \(0 \leq y < L_y\), and the boundary conditions are periodic in all directions. The initial configuration contains two relativistic Harris current sheet equilibria (Harris 1962; Kirk & Skjæraasen 2003) without guide field at \(x = L_x/4\) and \(x = 3L_x/4\) with equal and opposite currents. Each current sheet has the magnetic field profile

\[
B = B_0 \tanh \left( \frac{x - x_0}{\Delta} \right) (\pm \hat{y}),
\]

where \(\Delta\) is the half-thickness of each current sheet and \(x_0\) is its center.

The density profile of the structural particles consists of a specially varying, drifting current population with maximum density \(n_0\) centered at each current sheet, plus a background population of stationary particles of density \(n_b\):

\[
n = n_0 \text{sech}^2 \left( \frac{x - x_0}{\Delta} \right) + n_b.
\]

Densities are defined including both species.

The resulting drift velocity of the positively and negatively charged current sheet particles is given by \(\beta_a = -\beta_b = B_0/(4\pi n_0 q \Delta)(-\hat{z})\), where \(q\) is the charge of the macroparticle. For the magnetic field and drift velocity profiles, the sign in \(\pm\) is positive for the vicinity of the current sheet at \(x = L_x/4\) and negative near the current sheet at \(x = 3L_x/4\). The drifting and stationary populations of both species begin in relativistic Maxwellsians at temperature \(T_0 = 0.2 m c^2\).

2.2. Reconnection Parameters

The two most important parameters that determine the physics of reconnection in the absence of cooling are the magnetization in the background plasma \(\sigma_0\)

\[
\sigma_0 \equiv \frac{B_0^2}{8\pi n m c^2 h},
\]

and the ratio \(\Delta/\lambda_p\) of the current sheet width to the plasma skin depth of particles in the center of the current sheet,

\[
\lambda_p = \sqrt{\frac{\langle \gamma \rangle m c^2}{4\pi n_0 q^2 h}}.
\]

Here \(h = \langle \gamma \rangle + P/(m c^2)\) is the average enthalpy of particles, \(\langle \gamma \rangle\) is the mean particle Lorentz factor in the current sheet, and \(P\) is the particle pressure.

In order for fast relativistic reconnection to occur, one must have \(\sigma_0 \gg 1\) and \(\Delta/\lambda_p \sim 1\). We choose parameters \(\sigma_0 = 6.4\) and \(\Delta/\lambda_p = 2\). We choose a low value for \(\sigma_0\) to probe the \(\sigma_0 \lesssim 10\) regime for which the current sheet structure does not depend significantly on the initialization of the current sheet (Bessho & Bhattacherjee 2012; Kagan et al. 2016).

\(^5\) Specifically, when \(\sigma_0 \gg 10\) the current sheet becomes significantly wider and inflows become relativistic if the pressure gradient in the magnetic field is balanced by density gradients, but not if it is balanced by temperature gradients.
$T_0 = 0.2 \, m c^2$ corresponds to $\langle \gamma \rangle = 1.36$ and enthalpy $h = 1.56$, so $\sigma_0 = 6.4$ gives $n_0/n_0 = 50$.

The size of the simulations is $(L_x, L_y) = (1600 \lambda_p, 1280 \lambda_p)$, large enough for nonlinear reconnection to occur while the boundary conditions do not affect the evolution. Test particles are injected in simulations TU and TC at $\omega_p t = 562.5$, and all simulations are run at least until $\omega_p t = 1000$, a time at which nonlinear reconnection begins to be affected by the boundary conditions. This is enough time to observe the effects of acceleration and cooling on the injected particles and evaluate the effects of cooling on the overall structure of the X-point regions.

To ensure sufficient resolution to capture the physics of reconnection, we use a density of eight macroparticles/cell/species throughout the plasma and a grid size of $\Delta = \lambda_p/8$. Tests of the code (Kagan et al. 2016) show that the physics of reconnection and the evolution of the current sheet is similar for macroparticle densities up to 50 macroparticles/cell/species and grid sizes as small as $\lambda_p/20$.

2.3. Radiative Feedback

We simulate the cooling of particles using the reduced Landau–Lifshitz radiation reaction force (Vranic et al. 2016). We express this force in dimensionless units with electric and magnetic fields normalized to a fiducial magnetic field $B_0$ and times normalized to $1/\omega_c$ (setting $\tau = \omega_c t$), where $\omega_c = qB_0/mc$ is the nonrelativistic gyrofrequency of particles in the field $B_0$. In terms of the normalized momentum $u = p/mc$ the radiation force is given by

$$\frac{du}{d\tau}_{\text{rad}} = \zeta \left\{ - \left[ \left( \frac{E + u \times B}{\gamma} \right) - \frac{(E \cdot u)^2}{\gamma^2} \right] \right\} \gamma u + E \times B - \frac{1}{\gamma} B \times (B \times u) + \frac{1}{\gamma} E (u \cdot E),$$

where $\zeta \equiv 2q^3 B_0/(3m^2 c^4)$.

The terms on the first line represent the Hedegaard (2005) radiation reaction force used by many other authors (Sironi & Spitkovsky 2009; Cerutti et al. 2013, 2014; Yuan et al. 2016). These terms typically dominate the radiation reaction force, but we include the additional reduced Landau–Lifshitz terms on the second line to increase the accuracy of the simulation without significant computational cost. We have tested the cooling code extensively in the synchrotron, bremsstrahlung, and curvature radiation regimes, finding good agreement with analytical expectations. We do not include the effects of inverse Compton cooling, because in a realistic case in which electrons emit close to the burnoff limit, the radiation is deep in the Klein–Nishina regime.

Because Maxwell’s Equations and the Lorentz force law are linear in the fields $E, B$, charge density $\rho$, and current density $J$ in the absence of cooling, $B_0$ and $n_0$ can be scaled out of the equations of motion using a similar procedure to that in Yuan et al. (2016). We first normalize the electric and magnetic fields to $B_0$. We then scale times to $1/\omega_c$ (setting $\tau = \omega_c t$) and distances to $c/\omega_c$. We normalize the phase space density to the background number density $n_0$, and then express it in terms of dimensionless positions, momenta, and times as $f = f(\omega_c/c, u, \tau)$. Our choice of normalization for the phase space density determines the normalization of its moments: the number density is normalized to $n_0$.

The charge density to $q n_0$, and the current density to $q n_0 c$. We find that the resulting dimensionless Vlasov–Maxwell equations for the normalized fields in the absence of the radiation reaction force are

$$\frac{df}{d\tau} + (u \cdot \nabla)f + \frac{du}{d\tau} \cdot \nabla f = 0,$$  

$$\frac{du}{d\tau} = \frac{q}{|q|} \left( E + \frac{u}{\gamma} \times B \right).$$

$$\nabla \cdot E = \frac{\rho}{2\sigma_0 h},$$  

$$\nabla \cdot B = 0,$$  

$$\nabla \times E = - \frac{\partial B}{\partial \tau},$$  

$$\nabla \times B = \frac{\partial E}{\partial \tau} + \frac{J}{2\sigma_0 h},$$

where the differential operators are defined as $\nabla_c \equiv (\partial/\partial u_x, \partial/\partial u_y, \partial/\partial u_z)$ and $\nabla \equiv (\partial/\partial (\omega_c/c), \partial/\partial (\gamma \omega_c/c), \partial/\partial (\gamma \omega_c/c))$.

The only parameter that appears in the equations is $\sigma_0 h = B_0^2/(4\pi n_0 m c^2)$. The fiducial magnetic field $B_0$ and background number density $n_0$ thus appear only in combination, and either one may be varied without changing the form of the simulation as long as a corresponding adjustment is made to the other. The setup of the initial conditions also depends on the normalized current sheet width $\Delta/\lambda_0$ and the initial normalized temperature $T_0/(mc^2)$. Combined with the size of the simulation, these parameters completely characterize our simulations in the absence of radiative feedback.

With the radiation reaction force added, $\zeta$ is a new dimensionless parameter, which sets the limiting Lorentz factor that corresponds to synchrotron emission at the burnoff limit. The value of $\zeta$ also constitutes the choice of a physical value of the fiducial magnetic field $B_0$ for a given species of physical particle, because the choice of a particle sets $\zeta/B_0 = 2q^3/(3m^2 c^4)$.

We derive the limiting Lorentz factor as follows. A relativistic particle accelerated in the typical electric field $E_0$ has an energy gain per unit time of approximately

$$mc^2 \left( \frac{d\gamma}{dt} \right)_{\text{accel}} = qE_0 c,$$

while the same particle radiating in the typical background magnetic field $B_0$ loses energy at a rate of

$$mc^2 \left( \frac{d\gamma}{dt} \right)_{\text{rad}} = - \frac{2q^2 B_0^2 \gamma^2}{3m^2 c^4}.$$  

The critical Lorentz factor for which the acceleration and cooling are equal is then given by

$$\gamma_{bo,0} = \sqrt{\frac{3m^2 c^4 E_0}{2q^2 B_0^2}}.$$  

The synchrotron peak of particles with this Lorentz factor is at the burnoff limit $\epsilon_{bo,0}$, so we call $\gamma_{bo,0}$ the fiducial burnoff limit for particle energy. We can express $\zeta$ in terms of the
limiting Lorentz factor as

$$\zeta = \frac{E_0}{B_0^2 \gamma_{bo,0}^2}.$$  \tag{17}$$

This allows us to choose a value for $\zeta$ (and thus, $B_0$) based on the ratio of the reconnection electric field to the background field $E_0/B_0$ and the desired value for $\gamma_{bo,0}$. In simulations TČ and AC, we have chosen $\gamma_{bo,0} = 12.6 \sqrt{E_0/B_0}$. We find similar qualitative results in both simulations for a larger value of $\gamma_{bo,0} = 32.6 \sqrt{E_0/B_0}$.

We now check the validity of our expression (7) for the radiation reaction force. In order for its derivation to be valid, it is necessary that particles are not strongly perturbed by the magnetic field on the light-crossing time of their classical electromagnetic radii. This condition, stated mathematically, is

$$B_p \ll \frac{m_e c^4}{\sigma_T^2},$$  \tag{18}$$

where $B_p$ is the magnetic field measured in the rest frame of the particle. Using Equation (16), we find that the radiation reaction force Equation (7) is valid if throughout the simulation all particles have

$$B_p \ll \gamma_{bo,0} \frac{B_0}{E_0}.$$  \tag{19}$$

where $B_c$ is the critical magnetic field at which Equation (7) becomes invalid. For $\gamma_{bo,0} = 12.6 \sqrt{E_0/B_0}$, we find that $B_c = 159B_0$.

We now verify that this condition is met in our simulations. For all of our traced particles in Simulation TČ, we use Lorentz transformations to calculate $B_p$ at the particle location from the local value of $B$ in the simulation frame. Over the complete particle trajectories, we find that in all cases $B_p < 2.9B_0$, which is a factor of $\sim 8$ below $B_c$. Because our test particle analysis is based only on the particle trajectories during acceleration, this is actually an overestimate of the relevant values of $B_p$. For all particles during the acceleration phase, we find that at all times $B_p < 8.7B_0$, which is a factor of $\sim 18$ below $B_c$. Thus, our treatment of the radiation reaction force is accurate in our test particle analysis. In realistic physical situations, where $\gamma_{bo,0} \gg 1$, $B_p$ will be even smaller compared to $B_c$ for particles near the burnoff limit because $B_p/B_0 \propto \gamma_{bo,0}^2$. While quantum effects are expected to set in below $B_c$ (at $\alpha_{FS}B_c \approx B_c/137$ for electrons), they are unimportant in this realistic case. Therefore, including quantum effects in our simulations would be incorrect and we do not do so.

We also calculate $B_p$ for all particles in Simulation AC at time $\omega_T = 562.5$. Due to the presence of regions of very strong magnetic field of up to $10B_0$ at the edges of islands, a significant number of particles do experience fields approaching $B_c$. Quantitatively, approximately 23% of the accelerated particles with $\gamma > 10$ have $B_p > B_c/4$. However, particles in X-point regions in this simulation always have $B_p < B_c/4$, so the physics of particle acceleration and the high-energy part of the particle energy spectrum are unaffected by inaccuracies arising from the use of the classical radiation reaction force. We then compare Simulation AC with a simulation that is identical except for larger $\gamma_{bo,0} \sqrt{B_0/E_0} = 32.6$ to verify that cooling does not greatly change the current sheet structure. We find that the small qualitative effects resulting from cooling found in Simulation AC are verified in this additional simulation, and they are quantitatively even smaller, as expected, due to the weaker cooling. The reason that the inaccuracies have little effect is that they merely affect the details of how particles lose energy in islands after the end of particle acceleration. Because the purpose of Simulation AC is merely to test that particles can be accelerated beyond the burnoff limit and verify that cooling does not strongly affect the current sheet structure, we reserve more rigorous fully cooled simulations for future work.

Background particles in Simulation AC are mildly relativistic and can cool slowly over the time of the simulation. This can distort the reconnection configuration in a way that would not occur in a realistic case in which the burnoff limit corresponds to a much higher Lorentz factor $\gamma_{bo,0} \gg 1$. Therefore, we turn off cooling in Simulation AC for particles that are below $\gamma = 5/3$ to prevent background cooling from affecting the current sheet structure.

### 2.4. The TPC Method

The TPC method compares initially identical test particles entering a reconnection region with (Simulation TČ) and without (Simulation TU) cooling to calculate the effect of cooling on a chosen uncooled spectrum over a large dynamic range. It assumes that the trajectories of these test particles, and the values of $\xi$ (defined below) that parameterize those trajectories, do not depend significantly on whether cooling is present. Using this assumption, we can predict the maximum Lorentz factor reached by a particle in simulation particle as a function of its trajectory and final Lorentz factor in the uncooled simulation.

The local limit on particle acceleration resulting from cooling at a given point is given by Equation (16), with the local values of the fields replacing $E_0$ and $B_0$. The resulting local burnoff limit is given by $\xi_f \gamma_{bo,0}$, where $\xi_f \equiv \sqrt{EB_0/(E_0B^2)}$. We hypothesize that the global limiting Lorentz factor for the particle is $\xi \gamma_{bo,0}$, where $\xi_f$ called the burrowing parameter, is an average of $\xi_f$ over the particle’s trajectory. Because we are interested in the values of $\xi_f$ at locations where the particle radiates, we weight the average by the synchrotron power of the particle. In a simple approximation, synchrotron power is proportional to $B^2$, so we define

$$\xi \equiv \frac{\int \xi_f B^2 \gamma^2 dt}{\int B^2 \gamma^2 dt}. \tag{20}$$

We then predict that the final Lorentz factor $\gamma_f$ reached by a particle in the cooled simulation is given by

$$\gamma_f = \min(\gamma_f, \xi \gamma_{bo,0}). \tag{21}$$

The $f$ subscript is present because we are referring to the final Lorentz factor measured for the particle at the end of acceleration in each simulations. Because both $\xi$ and $\gamma_f$ on the right side of the equation are calculated in the uncooled Simulation TU, this equation can be used to predict the effects of cooling in a simulation with a given value of $\gamma_{bo,0}$ without actually carrying out that simulation.

The final step of the TPC method is the calculation of the distribution function for $\xi$ at any given value of $\gamma$ using the measured trajectories. For any given uncooled particle energy spectrum, we can use this distribution function and the prescription (21) to derive the cooled particle energy spectrum.
In Section 3.5, we describe in detail how to derive the cooled spectrum corresponding to an uncooled power-law energy spectrum and the distribution for $\xi$ at each $\gamma_i$ that we find in our simulations.

3. RESULTS

We begin in Section 3.1 with a description of the overall structure of the current sheet in Simulation TU as well as the characteristics of the X-point region we focus on in our analysis. Then, we describe our analysis of cooling during particle acceleration using the TPC method. This consists of a study of the effects of cooling on typical particle trajectories (Section 3.2), a model of the effects of cooling on particle acceleration (Section 3.3), and a calculation of the relationship between particle trajectories and particle acceleration in the absence of cooling (Section 3.4). In Section 3.5, we use this analysis to analytically compute the effect of cooling on a power-law particle energy distribution. Finally, in Section 3.6, we compare the current sheet structure and particle energy spectra in Simulations TU without cooling and AC with cooling to test the effects of cooling in a full simulation.

3.1. Structure of the X-point Region

The left part of Figure 1 shows the structure of simulation TU (which is the same as that of Simulation TC) during the nonlinear phase of magnetic reconnection at time $\omega_p t = 562.5$ when particle tracing begins. As in other simulations of collisionless reconnection, the current sheet has broken up into many X-point regions (where reconnection takes place) and high-density magnetic islands (where outflows from the X-point regions meet). The right part of the figure shows an inset of the asymmetric X-point regions into which test particles are injected in both simulations. The size of the X-point region is small compared to the overall box size, ensuring that its dynamics and our test particle results are unaffected by the boundary conditions.

The structure of the X-point region is best indicated by comparing the plot of $\epsilon_B = B^2/8\pi mc^2$ (top left) with that of $B/B_0$ (top right). The narrow reconnection region at $-45 < (y - y_0)/\lambda_p < 45$ in the central part of the X-point region is identical in both plots, indicating that the magnetic field is far below the background as expected in reconnection regions. In contrast, in the outflow regions of the figure with $|y - y_0|/\lambda_p > 45$ the magnetic field is similar to that in the background but the density is enhanced, producing a lower $\epsilon_B$ that is consistent with expectations for outflow regions where particles are being ejected into the magnetic islands. The lower left panel shows the momentum structure of the reconnection region. This clearly indicates that the center of the X-point is indeed at $x = x_0$, $y = y_0$. The maximum inflow momentum we find for this X-point region is $\langle p \rangle/mc \approx 0.4$, while typical outflow bulk momenta are $\langle p \rangle/mc \approx 1.4$. This is similar to the values found in Kagan et al. (2016) for $\sigma_0 = 4$.

In order to calibrate our analysis of the test particle trajectories, we must find the value of $E_0/B_0$ in the X-point region. The lower right panel of the figure shows that the electric field is approximately uniform with $E/B_0 \approx 0.174$ throughout the central reconnection region; therefore, we set $E_0/B_0 = 0.174$ for this region. Since we chose $\gamma_{\text{bc},0} = 12.6\sqrt{E_0/B_0}$ for our simulations, the fiducial burnoff limit for particles in this X-point region is $\gamma_{\text{bc},0} = 5.45$. $E_0/B_0$ is also a measurement of the reconnection rate, because in a steady-state reconnection equilibrium $E_0 = (\nu_0/c)B_0$. We also consider the results of two other methods of measuring the reconnection rate. One involves calculating the ratio of the
inflow velocity to the Alfvén velocity in the inflow region (which is close to $c$ for relativistic plasmas); with this definition, the typical reconnection rate shown in the lower left panel of Figure 1 is $v_{\text{in}}/c \approx 0.4$. However, this is a local measure that overestimates the overall rate of energy conversion. Another, global, method involves comparing the total kinetic energy gain to the maximum possible gain (Kagan et al. 2016), with the equation

$$ r_{\text{rec}} = \frac{dE_K}{dt} \frac{L_z}{4cE_{B,0}} \quad (22) $$

where $E_K$ is the total kinetic energy and $E_{B,0}$ is the total initial magnetic energy. With this definition, we find $r_{\text{rec}} = 0.11$, which is consistent with (but somewhat smaller than) the reconnection rate calculated from $E_0/B_0$. This indicates that the energy conversion rate in our chosen X-point is representative of that in the overall simulation.

3.2. Comparison of Cooled and Uncooled Trajectories

We select a sample of $\sim 26,000$ particles from the test particles that were initiated in the shaded regions in Figure 1 and trace their trajectories within our chosen reconnection region in the cooled Simulation $\mathcal{T}_C$ and uncooled Simulation $\mathcal{T}_U$. The particles selected are approximately uniformly distributed in $\log \gamma$ at $\omega_p t = 1125$ well after all of the particles have left the X-point region. This enables us to calculate the properties of particles that have undergone differing amounts of acceleration with reasonable number statistics. We choose to calculate the properties of the electrons in the rest of this work, but the properties of the positrons are similar.

We calculate the final Lorentz factors for particles in the uncooled ($\bar{\gamma}_f$) and cooled ($\gamma_f$) simulations as follows. To ensure that we calculate the final Lorentz factor for the main acceleration episode for each particle and properly estimate the values of the fields during this episode, we restrict our analysis of trajectories to particles in the central X-point region $-45 < (y - \gamma_0)/\lambda_p < 45$, where they accelerate in a region of low magnetic field. This restriction does not have a strong effect on our results, because particles do not spend much time or undergo a great deal of acceleration in the region $45 < (y - \gamma_0)/\lambda_p < 25$. We then estimate the Lorentz factor at the end of the acceleration episode by calculating the location where it reaches 85% of its maximum value. This allows us to avoid including locations where the particle Lorentz factor plateaus, resulting in an underestimation of the average electric field acceleration. Because particles in the uncooled simulation may undergo multiple acceleration episodes, we add an additional stipulation: if the rate of energy gain by a particle falls below a fraction $1/e$ of the fiducial gain given by $qE_0/c$ and the particle has reached 60% of its maximum value in the X-point, we estimate that acceleration has ended at that location.

Figure 2 compares the trajectories within the chosen reconnection region of three particles of cooled Simulation $\mathcal{T}_C$ and uncooled Simulation $\mathcal{T}_U$; all of the particles chosen were significantly accelerated in the current sheet with $\gamma_0, \bar{\gamma}_f > 15$ and significantly cooled before leaving the current sheet in the cooled simulations. The fact that a significant number of particles can reach such high energies is an indication that radiation does not directly prevent acceleration beyond the fiducial burnoff limit in magnetic reconnection. The figure shows that all of the particles undergo Speiser orbits: they are accelerated by the reconnection electric field while oscillating across the current sheet in the $\pm x$ direction. The oscillation amplitude decreases with time as the particles are accelerated in accordance with momentum conservation constraints (Uzdensky et al. 2011).

The first and second panels show that the trajectories in the cooled and uncooled simulations are typically similar at the beginning of acceleration and while the particles are at the center of the X-point region, but sometimes differ after most acceleration is complete. Particles’ cooled and uncooled trajectories typically differ most in the phase of their oscillation across the current sheet, but cooled particles also tend to leave the X-point slightly earlier than the uncooled particles, probably because cooling has reduced their inertia against deflection out of the X-point region. The third panel shows the relatively rare case in which the cooled and uncooled particles exit in different directions. Such particles are only around 0.3% of all particles, but they are a somewhat larger proportion (1.1%) of the highly accelerated particles with $\bar{\gamma}_f, \gamma_f > 15$. Because few particles have trajectories that are strongly modified by cooling, it should be possible to use the properties of the particles in the uncooled simulation to predict the acceleration and cooling of the particles in the cooled simulation.

3.3. Model of Cooling during Particle Acceleration

The TPC method can be used to predict the final energy reached by cooled particles from the corresponding uncooled particle energies and trajectories. It relies on the assumption that $\xi$ is the same in both the cooled and uncooled simulations. We verify that $\xi$ is indeed nearly the same in the cooled Simulation $\mathcal{T}_C$ and the uncooled Simulation $\mathcal{T}_U$. This result is in agreement with the similarity of the particle trajectories in the two simulations, discussed in Section 3.2.

Figure 3 shows a two-dimensional histogram of the relationship between the predicted and actual Lorentz final Lorentz factors in the cooled simulation. It shows that the model indeed predicts the cooled particle Lorentz factor of most particles very well; though, it tends to slightly underestimate (by up to 20%) the amount of cooling for high-energy particles. Even restricting the calculation to particles that have undergone significant cooling so that $\xi \gamma_{15,0} < \bar{\gamma}_f$ produces a similar relationship. The great accuracy of the model indicates that our prescription (21) captures the physics of radiative cooling of particles within an X-point region.

3.4. Relationship between $\xi$ and $\gamma_f$

Figure 4 shows the relationship between $\xi$ and the uncooled final Lorentz factor $\gamma_f$. It shows that the minimum value of $\xi$ for all values of $\gamma_f$ is $\xi_{\text{min}} \sim 2$, and the probability distribution for $\xi$($\gamma_f$) is uniform up to a maximum value of $\xi$, which increases with $\gamma_f$. A small proportion ($\sim 3\%$) of the particles with $\gamma_f > 15$ have $\xi \approx \xi_{\text{min}}$; they have undergone multiple acceleration episodes and therefore spent significant time in regions of low $\xi$ while still undergoing acceleration. We calculate $\xi_{\text{max}}(\gamma_f)$ by finding the value of $\xi$, where the distribution falls to $1/e$ times the peak at each interval of $0.1$ in $\log \gamma_f$. A power-law fit for $\xi_{\text{max}} \propto \gamma_f^\alpha$ yields $\alpha = 0.40$. 
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This distribution can be compared with analytical models of Speiser orbits, which fall into two classes. In the first, the particle’s oscillation amplitude is always larger than the current sheet width \( \Delta \), so that \( a = 0 \). In the other case, in which the amplitude of oscillation is comparable to or smaller than the current sheet width and \( x_{\text{max}} \) is the amplitude of oscillation for the particle. We can calculate the value of \( \xi \) by finding \( x_{\text{max}}(\gamma) \) during the particle trajectory analytically and using the relation

\[
\langle B^2 \rangle = B_0^2 \int_{-x_{\text{max}}/\Delta}^{x_{\text{max}}/\Delta} x^2 dx = B_0^2 \left( \frac{x_{\text{max}}}{\Delta} \right)^3,
\]

which, for \( E \approx E_0 \), gives \( \xi \sim \left( x_{\text{max}}/\Delta \right)^{-3/2} \).

We calculate \( x_{\text{max}}(\gamma) \) using a modified version of the analytical arguments of Uzdensky et al. (2011). We assume that the angle \( \theta \) at which the particle exits the current sheet center during each oscillation is small and the particle’s velocity in the \( z \) direction is close to \( c \), so that \( dz/dt = c \) and \( dy/dz = 0 \). Defining \( \tilde{z} = z\omega_t/c \) and \( \tilde{x} = x\omega_t/c \), the equations of motion of the particle are then

\[
\frac{d(\gamma\tilde{z})}{d\tilde{z}} = -\frac{x_{\text{max}}}{\Delta}, \tag{24}
\]

\[
\frac{d\gamma}{d\tilde{z}} = r_{\text{rec}}. \tag{25}
\]

Using an analogous argument to that in Uzdensky et al. (2011), we find, as they do, that \( \theta \propto \gamma^{-2/3} \). However, we find
a different expression for $x_{\text{max}}$:

$$x_{\text{max}} \sim \gamma_0 \Delta \frac{1}{x_{\text{max}}}.$$  

(26)

Combining these expressions with Equation (23), we obtain $x_{\text{max}} \propto \gamma^{-1/6}$ and $\alpha = 0.25$.

In Figure 4, we see that there are always particles with $\xi \approx 1$ for all $\gamma_0$; these particles typically never burrow into the current sheet and correspond to our first regime. The particles that do burrow into the current sheet have $\xi_{\text{max}} \propto \gamma_0^{0.4}$, which is slightly larger than the analytical value of $\alpha = 0.25$ in the second regime. We note that, in the test particle simulations of Cerutti et al. (2012a), the oscillation amplitude declined somewhat faster than analytical expectations in the regime where radiation is negligible. That result is consistent with what we find here.

3.5. Effects of Cooling on a Power-law Particle Distribution

We now extrapolate the results of our simulation using analytical techniques to calculate the effects of cooling on particle energy spectra over many decades in the dynamic range. Because we are calculating a steady-state distribution, we omit the subscript $f$ for the cooled and uncooled Lorentz factors.

We assume that the uncooled distribution of the particles is a pure power law of the form $N(\gamma) = \gamma^{-\beta}$, where $\gamma$ here is the uncooled Lorentz factor of a particle normalized to the minimum Lorentz factor $\gamma_{\text{min}}$ of the power law. We assume that $\xi$ has a characteristic value $\xi_{\text{max}}$ that increases with $\gamma$ as a power law, so $\xi_{\text{max}}(\gamma) \propto \gamma^{\alpha}$, as discussed in the previous section. The measured distribution of $\xi(\gamma)$ in Figure 4 indicates that the conditional distribution of $\xi$ at a given value of $\gamma_0$ is approximately uniform over $\xi_{\text{min}} < \xi < \xi_{\text{max}}$, and 0 elsewhere, so that $\xi_{\text{max}}(1) = \xi_{\text{min}}$. The actual value of $\xi_{\text{min}} \approx 2$ in the figure, but we assume $\xi_{\text{min}} = 1$ in our analysis for simplicity. This does not significantly affect our results. The resulting joint probability distribution $N(\gamma, \xi)$ for $\gamma > 1$ is

$$N(\gamma, \xi) = (p - 1) \frac{\gamma^{-\beta}}{\gamma^{\alpha} - 1}, \quad 1 < \xi < \gamma^{\alpha}.$$  

(27)

We also set $N(1, \xi) = \delta(\xi - 1)$, where $\delta$ here refers to the Delta function, so that $N(\gamma) = 1$ for $\gamma = 1$.

There are three ranges of the distribution for $\gamma = \min(\gamma_0, \xi_{\text{bo,0}})$, with two breaks present at $\gamma = \gamma_{\text{bo,0}}$ and $\gamma = \gamma_{\text{br}} = \gamma_{\text{bo,0}}^{1/(1-\alpha)}$. For $\alpha > 1$, the second break does not exist, so most of our following discussion assumes that $0 < \alpha < 1$.

For $\gamma_{\text{bo,0}} < \gamma < \xi_{\text{bo,0}}$, in all cases, so $N(\gamma) = N(\gamma_0)$. For $\gamma > \gamma_{\text{bo,0}}^{1/(1-\alpha)}$, $\xi < \xi_{\text{max}} < \gamma_{\text{bo,0}}$, so $N(\gamma) = N(\xi_{\text{bo,0}})/\gamma_{\text{bo,0}}$. $N(\xi)$ is given by

$$N(\gamma) = \gamma_0^{-\beta} F_1 \left[ \frac{1}{1 - \frac{\alpha}{p + \alpha}}, \gamma_0^{1/\alpha} \right]_{\gamma = \gamma_{\text{bo,0}}} \approx \frac{p - 1}{p + \alpha - 1} \xi^{-(\alpha + p - 1)/\alpha}$$  

(28)

where $F_1$ is the hypergeometric function. The last expression comes from an expansion of that function that applies for $\xi \gg 1$, which is the relevant limit for $\gamma_0$ \gg $\gamma_{\text{bo,0}}$. Finally, for $\gamma_{\text{bo,0}} < \gamma \leq \gamma_{\text{bo,0}}^{1/(1-\alpha)}$,

$$N(\gamma) = N(\gamma_0) + \frac{1}{\gamma_{\text{bo,0}}} N(\xi_0) F_1 \left[ \gamma_0, \gamma, \gamma_{\text{bo,0}} \right] - \frac{d N(\gamma)}{d\gamma} \int_{\gamma_{\text{br}}}^{\gamma_{\text{bo,0}}} N(\gamma, \xi) d\gamma d\xi,$$  

(29)

where the bars indicate substitution and we have made use of an identity for the distribution of $C = \min(A, B)$. Note that $N(\xi) = \int N(\gamma, \xi) d\gamma$ is the marginal distribution of $\xi$, and is not the same as the uniform conditional distribution for $\xi$ mentioned earlier.

Using the same expansion for the hypergeometric function, we can calculate the full distribution for $0 < \alpha < 1$:

$$N(\gamma) = \begin{cases} \gamma^{-\beta}, & \gamma \leq \gamma_{\text{bo,0}} \\ \gamma^{-(p + \alpha - 1)/\alpha}, & \gamma_{\text{bo,0}} < \gamma \leq \gamma_{\text{br}} \\ \gamma_{\text{br}}^{-1} (1 + \kappa \gamma^{-\alpha}) \left( \frac{\gamma_{\text{br}}}{\gamma_{\text{bo,0}}} \right)^{(p + \alpha - 1)/\alpha}, & \gamma > \gamma_{\text{br}} \end{cases}$$  

(30)

where $\kappa = (p - 1 + \alpha^2 - \alpha p + \alpha)/(\alpha + p - 1)$ is a parameter that always falls in the range of $0 \leq \kappa \leq 1$.

One important thing to note in the analytical distribution is the slight discontinuity at $\gamma = \gamma_{\text{bo,0}}$, where $N(\gamma_{\text{bo,0}}) = (1 + \kappa) N(\gamma_{\text{bo,0}}) > N(\gamma_{\text{bo,0}})$. This discontinuity results from the presence of particles with $\gamma = 1$ at all values of $\gamma$; such particles all cool down to $\gamma = \gamma_{\text{bo,0}}$, but no further. For $\gamma_{\text{bo,0}} \leq \gamma < \gamma_{\text{br}}$, $N(\gamma) \sim N_0 \gamma^{-\beta}$. Therefore, the discontinuity at $\gamma = \gamma_{\text{bo,0}}$ is only important locally. Because the electric field varies slightly with location in a realistic X-point region, there will be variation in $\gamma_{\text{bo,0}}$ that smears out the discontinuity and eliminates this discontinuity. As a result, we do not expect cooling to have strong effects on the particle distribution for $\gamma < \gamma_{\text{br}}$.

The typical power-law index $p$ of particles in the uncooled simulation is approximately 1.75 (see below), and our previous analysis shows that $\alpha \approx 0.4$. Therefore, we expect that $\gamma_{\text{br}} \sim \gamma_{\text{bo,0}}^{(p + 1)/\alpha}$, and that the power-law index above this break is about $(p + 1)/\alpha \approx 2.9$. Therefore, cooling effects on particle acceleration in magnetic reconnection occur only very far above the burnout limit, and they produce only a moderate break in the particle energy spectrum.

We now discuss the validity of our analytical spectrum for real physical systems with $\gamma_{\text{bo,0}} \gg 1$. The analytical particle spectrum we have derived in this section is based on our test particle simulation results using Equation (7) for the radiation reaction force. Therefore, its results will only be valid for $B_p \ll B_c$. In the physical case, for which our extrapolation is relevant, quantum effects may become important before the classical perturbation result breaks down. The more restrictive Schwinger limit for electrons corresponds to $B_q \equiv (2/3)\alpha_{\text{FS}} B_c$ and $\gamma_q \equiv (2/3)\alpha_{\text{FS}}^{1/2}$.

Because we do not know the value of $B_p$, for particles in a real physical system, we conservatively estimate that the accelerating particles experience a field $B_0$ in the plasma rest
frame. Because \( E < B_0 \) even in the diffusion region, where \( E > B \), the Lorentz transformation into the frame of a particle with cooled Lorentz factor \( \gamma \) yields \( B_0 \lesssim B_0 \gamma \). Combining this result with Equation (19) and the definition of \( \gamma \), then yields the condition for the validity of our classical analytical spectrum

\[
\gamma \ll \gamma_{\mathrm{br}} \equiv \frac{\alpha_{\mathrm{PS}} \gamma^2_b}{3E_0}.
\]  

Our main conclusion that cooling has no effect below \( \gamma_{\mathrm{br}} \) is valid if \( \gamma_{\mathrm{br}} > \gamma_{\mathrm{be}} \). This condition may be expressed as

\[
\gamma_{\mathrm{be},0} > \left( \frac{3E_0}{2B_0 \alpha_{\mathrm{PS}}} \right)^{1/2}. \]  

Taking \( E_0/B_0 = 0.2 \) and \( \alpha = 0.4 \), this equation gives \( \gamma_{\mathrm{be},0} > 6.9 \times 10^4 \), which corresponds via Equation (10) to \( B_0 < 3.8 \times 10^5 \) G. Reconnection models that produce observed emission through the synchrotron mechanism in GRB prompt emission (Beniamini & Piran 2013), AGN flares (Giannios 2013), and the Crab flares (Uzdensky et al. 2011) invoke magnetic field strengths far below this value (1 G–\( 10^3 \) G, \( \sim 1 \) G, and \( \sim 1 \) mG, respectively). We also note that the presence of quantum effects for magnetic fields approaching \( B_0 \) is likely to lessen the strength of the radiation reaction force rather than increasing it, because the classical force includes photons with energy larger than the electron rest energy whose production will be suppressed by quantum effects. Therefore, our derived spectrum below \( \gamma_{\mathrm{be}} \) should accurately estimate the effects of cooling on particles accelerated in magnetic reconnection in these systems.

### 3.6. Effects of Overall Cooling on Magnetic Reconnection

We now compare the overall structure of Simulation \( \text{AC} \) with cooling and Simulation \( \text{TU} \) without cooling. We find that in Simulation \( \text{AC} \) the evolution of the current sheet is somewhat slower, but the energy conversion rate is somewhat faster than in Simulation \( \text{TU} \). The global reconnection rate is approximately 0.17, which is 54% higher than in the uncooled simulation. The typical reconnection electric field is \( E_0/B_0 \approx 0.22 \), which is 30% higher than in the uncooled simulation.

Figure 5 compares the densities and the average kinetic energies in the uncooled simulation \( \text{TU} \) and the cooled simulation \( \text{AC} \) at time \( \omega_\gamma t = 562.5 \). The density structures of the current sheets in the two runs are similar, except for the slower evolution, as are most other properties of the reconnection. The only significant difference is that the particles in the islands and outside of the center of the current sheet have been cooled to low energies \( \gamma < 2 \); as a result, the particle density at the very center of magnetic islands in Simulation \( \text{AC} \) is extremely high, up to \( 10^4 \) times the background density at the center point of islands. This cooling is in line with what we expect, given that \( \gamma_{\mathrm{be},0} = 5.45 \) and particles are able to cool for many plasma times if they are not being accelerated in reconnection regions. We conclude that the structure of reconnection regions will not vary greatly due to cooling, and our test particle results may be approximately applied to uncooled simulations to estimate the effects of cooling.

Figure 6 compares the particle energy spectra in the two simulations in the (half) box, in the X-point regions, and in the islands. The figure clearly shows that there is no cutoff at \( \gamma = 22 \) for both simulations, and is a result of the saturation of acceleration due to low \( \sigma \) (Werner et al. 2016). For a magnetic field equal to \( B_0 \), this corresponds to a cutoff synchrotron energy of over 16 times the burnoff limit in the cooled simulation. The cutoff synchrotron energy
may be even higher than this because the edges of islands often have a magnetic field significantly larger than $B_0$. Thus, acceleration well beyond the burnoff limit is present even in these limited simulations.

The power-law index in the uncooled simulation is $p \approx 1.75$, and that in the cooled simulation is $p \approx 2.3$, with no obvious break in either spectrum. In contrast, our analytical power-law model with $\alpha = 0.4$ predicts that because the beginning of the power law in Simulation $\text{TU}$ is located at $\gamma_{\text{min}} \sim 3$, there will be a break in the cooled spectrum at $\gamma_{\text{br}} = (3(5.45/3)1/(1-0.4)) \sim 8.1$ with a power-law index above the break of $\approx 2.9$. The disagreement between the analytical model and the actual results is not surprising given the limited dynamical range of the simulations, but it is encouraging that the slope of the power law is indeed moderately steeper in the cooled simulation.

The population of particles in both the X-point regions and the islands is larger in the cooled Simulation $\text{AC}$ than in the uncooled simulation $\text{TU}$, reflecting the difference in reconnection rate. In the uncooled Simulation $\text{TU}$, the islands have far more particles than the X-points at almost all energies, with the X-points becoming important only at the highest energies of $\gamma > 45$. This is because most particles eventually escape from the X-points after accelerating and enter islands without losing significant energy in the uncooled simulation, and they can even undergo significant additional acceleration there (Guo et al. 2015). Only at the highest energies are the X-points important, because particles that remain there are capable of accelerating for a longer time period than other particles.

In the cooled Simulation $\text{AC}$, in contrast, the X-point population makes a significant contribution to the overall energy spectrum for $\gamma > 8$ and becomes dominant for $\gamma > 30$. This is because the strong cooling experienced by particles in the islands greatly reduces their contribution to the high-energy particle spectrum. Nevertheless, the island particle spectrum still does not have a cutoff at $\gamma_{\text{bo,0}} = 5.45$, because particles are always flowing into the islands from the X-point regions as long as reconnection is ongoing, so that high-energy particles are continuously replenished there. Overall, the burnoff limit does not limit the particle energy anywhere in the system in our fully cooled Simulation $\text{AC}$, indicating that it is not an important limit at any stage of particle acceleration in magnetic reconnection. We do note that this conclusion is tentative in magnetic islands because particles there may have been affected by the presence of fields with $B_p > B_s$, but the islands do not strongly affect the overall high-energy spectrum because the island and X-point populations are comparable there. This confirms that our analytical results obtained using the TPC method are correct, and indicates that particles can be accelerated above the burnoff limit by orders of magnitude.

4. CONCLUSIONS

In this paper, we investigated the effect of cooling on particle acceleration in relativistic magnetic reconnection by using the TPC method, in which we compare test particle orbits in the same reconnection region with (Simulation $\text{TU}$) and without (Simulation $\text{TC}$) cooling. We also carried out an additional simulation (Simulation $\text{AC}$) to find the effect of cooling on reconnection overall and confirm the utility of the TPC method and the parameterization of particle trajectories using the burrowing parameter $\xi$. Our conclusions are as follows.

1. The trajectories of the vast majority of accelerating particles are weakly affected by cooling. The most prominent effect of cooling is that the phase of oscillation across the current sheet is different for cooled particles, and cooled particles leave the X-point regions slightly earlier due to reduced inertia as a result of cooling. In rare cases, cooling causes a particle to exit the X-point region in the opposite direction from its uncooled path.

2. The acceleration of a particle in a cooled simulation can be derived from its acceleration in the uncooled simulation and its burrowing parameter $\xi$ using the prescription $\tilde{\gamma}_f = \min(\gamma_f, \tilde{\gamma}_{\text{bo,0}})$. Here, the burrowing parameter $\xi$ of particles varies between approximately unity and $\xi_{\text{max}} \approx \sqrt{\gamma/\gamma_{\text{br}}}$, with $\alpha = 0.4$. This is roughly consistent with analytical Speiser orbit calculations, which predict that $\alpha = 0.25$.

3. The burrowing parameter $\xi$ of particles varies between approximately unity and $\xi_{\text{max}} \approx \sqrt{\gamma/\gamma_{\text{br}}}$, with $\alpha = 0.4$. This is roughly consistent with analytical Speiser orbit calculations, which predict that $\alpha = 0.25$.

4. If the uncooled particle energy spectrum is a power law of the form $N(\gamma) \propto \gamma^{-p}$, we predict analytically that when cooling is present the distribution $N(\tilde{\gamma})$ will be the same up to $\gamma \sim \gamma/\gamma_{\text{bo,0}}$. This is far above the burnoff limit of $\gamma_{\text{bo,0}}$. Above this break, the power-law index becomes $(p + \alpha - 1)/\alpha$, which is only a moderate break in the spectrum for $p < 2$. The unimportance of $\gamma_{\text{bo,0}}$ for the particle energy spectrum is confirmed in the fully cooled Simulation $\text{AC}$.

5. In the cooled Simulation $\text{AC}$, the effect of overall cooling is to speed up the rate of energy transfer relative to the uncooled simulation $\text{TU}$, while slightly slowing the current sheet evolution. However, there are no significant qualitative differences in the reconnection structure.

6. The particle energy spectrum in the fully cooled Simulation $\text{AC}$ is similar to that found in the uncooled Simulation $\text{TU}$, and does not show any cutoff at $\gamma_{\text{bo,0}} = 5.45$. Only in the islands is the form of the spectrum significantly different in the two simulations, because that is where accelerated particles experience significant cooling.

7. The analytical results from the TPC method are confirmed by the fully cooled Simulation $\text{AC}$. We conclude that particles can be accelerated above the burnoff limit by many orders of magnitude.

Our analytical calculations of the effect of cooling on power-law energy spectra, together with the measured particle energy spectra in the fully cooled PIC simulation, confirm the conclusion of Cerutti et al. (2012a) that particle acceleration is not limited by cooling. Therefore, emission beyond the synchrotron burnoff limit is indeed well explained by a magnetic reconnection model.

We now turn to the applications of our results in astrophysical contexts. We show here that reconnection is that the particle energy spectrum and the resulting radiation spectrum have no direct dependence on the burnoff limit. The TeV emission in AGNs is far beyond the synchrotron burnoff limit (even accounting for relativistic boosting of the bulk of the jet). This is consistent with being produced by reconnection. On the other hand, if the Crab flares are produced by reconnection, it is necessary to explain why their peak
energies are only a factor of approximately two above the maximum synchrotron burnoff limit of 160 MeV. This difficulty can be resolved if the typical sizes of the flaring regions are small enough that electrons cannot reach extreme energies except in the largest flares. Alternatively, if typical flaring regions have a strong guide field perpendicular to the plane of reconnection, most regions will not produce significant acceleration beyond 160 MeV (Cerutti et al. 2012a, 2013). If future studies of the morphology of the Crab Nebula during flaring activity are consistent one of these scenarios, they will provide further evidence that high-energy flares above 160 MeV in the Crab Nebula are produced by particles accelerated in relativistic magnetic reconnection.

This research was supported by the I-CORE Center for Excellence in Research in Astrophysics and by an ISA grant. T.P. was partially supported by a CNSF-ISF grant. D.K. and E.N. were partially supported by an ERC starting grant (GRB/SN) and an ISF grant (1277/13).

REFERENCES

Abdo, A. A., Ackermann, M., Ajello, M., et al. 2011, Sci, 331, 739
Ackermann, M., Ajello, M., Allafort, A., Atwood, W. B., et al. 2013, ApJS, 209, 34
Aharonian, F., Akhperjanian, A. G., Bazer-Bachi, A. R., et al. 2007, ApJL, 664, L71
Begelman, M. C., Fabian, A. C., & Rees, M. J. 2008, MNRAS, 384, L19
Beniamini, P., & Granot, J. 2016, MNRAS, 459, 3635
Bessho, N., & Bhattacharjee, A. 2005, PhRvL, 95, 245001
Bessho, N., & Bhattacharjee, A. 2007, PhPl, 14, 056503
Buehler, R., Scargle, J. D., Blandford, R. D., et al. 2012, ApJ, 749, 26
Bykov, A. M., Pavlov, G. G., Artemyev, A. V., & Uvarov, Y. A. 2012, MNRAS, 421, L67
Cerutti, B., Uzdensky, D. A., & Begelman, M. C. 2012a, ApJ, 746, 148
Cerutti, B., Werner, G. R., Uzdensky, D. A., & Begelman, M. C. 2012b, ApJL, 754, L33
Cerutti, B., Werner, G. R., Uzdensky, D. A., & Begelman, M. C. 2013, ApJ, 770, 147
Cerutti, B., Werner, G. R., Uzdensky, D. A., & Begelman, M. C. 2014, ApJ, 782, 104
Contopoulos, I. 2007, A&A, 466, 301
Daughton, W., & Karimabadi, H. 2007, PhPl, 14, 072303
de Jager, O. C., Harding, A. K., Michelson, P. F., et al. 1996, ApJ, 457, 253
Finke, J. D., Dermer, C. D., & Böttcher, M. 2008, ApJ, 686, 181
Giannios, D. 2013, MNRAS, 431, 355
Giannios, D., & Spruit, H. C. 2005, A&A, 430, 1
Giannios, D., Uzdensky, D. A., & Begelman, M. C. 2009, MNRAS, 395, L29
Guibert, P. W., Fabian, A. C., & Rees, M. J. 1983, MNRAS, 205, 593
Guo, F., Li, H., Daughton, W., & Liu, Y.-H. 2014, PhRvL, 113, 155005

Guo, F., Liu, Y.-H., Daughton, W., & Li, H. 2015, ApJ, 806, 167
Harris, E. G. 1962, Nuevo Cimento, 23, 115
Hededal, C. 2005, PhD thesis, Niels Bohr Institute
Hester, J. J., Mori, K., Burrows, D., et al. 2002, ApJL, 577, L49
Jaroschek, C. H., & Hoshino, M. 2009, PhRvL, 103, 075002
Jaroschek, C. H., Hoshino, M., Lesch, H., & Treumann, R. A. 2008, AdSpR, 41, 481
Jaroschek, C. H., Lesch, H., & Treumann, R. A. 2004, ApJL, 605, L9
Kagan, D., Nakar, E., & Piran, T. 2016, ApJ, 826, 221
Kagan, D., Sironi, L., Cerutti, B., & Giannios, D. 2015, SSRv, 191, 545
Kirk, J. G. 2004, PhRvL, 92, 181101
Kirk, J. G., & Skjæraasen, O. 2003, ApJ, 591, 366
Kumar, P., Hernández, R. A., Bošnjak, Ž., & Barniol Duran, R. 2012, MNRAS, 427, L40
Lemoine, M. 2013, MNRAS, 428, 845
Lemoine, M., Li, Z., & Wang, X.-Y. 2013, MNRAS, 435, 3009
Liu, W., Li, H., Yin, L., et al. 2011, PhPl, 18, 052105
Liu, Y.-H., Guo, F., Daughton, W., Li, H., & Hesse, M. 2015, PhRvL, 114, 095002
Lytovikov, M., & Blandford, R. 2003, arXiv:astro-ph/0312347
Lytovikov, M., Sironi, L., Komissarov, S., & Porth, O. 2016, arXiv:1603.05731
Mao, J., & Wang, J. 2011, ApJ, 731, 26
Mayer, M., Buehler, R., Hays, E., et al. 2013, ApJL, 775, L37
McKinney, J. C., & Uzdensky, D. A. 2012, MNRAS, 419, 573
Nalewajko, K., Giannios, D., Begelman, M. C., Uzdensky, D. A., & Sikora, M. 2011, MNRAS, 413, 333
Narayan, R., & Piran, T. 2012, MNRAS, 420, 604
Pétri, J. 2012, MNRAS, 424, 2023
Plotnikov, I., Pelletier, G., & Lemoine, M. 2013, MNRAS, 430, 1280
Sironi, L., Giannios, D., & Petropoulou, M. 2016, arXiv:1605.02071
Sironi, L., & Spitkovsky, A. 2009, ApJL, 707, L92
Sironi, L., & Spitkovsky, A. 2011, ApJL, 741, 39
Sironi, L., & Spitkovsky, A. 2014, ApJL, 783, L21
Sironi, L., Spitkovsky, A., & Arons, J. 2013, ApJL, 771, L4
Spitkovsky, A. 2008, ApJL, 673, L39
Striani, E., Tavani, M., Piano, G., et al. 2011, ApJL, 741, L5
Tamburini, M., Pogoraro, F., Di Piazza, A., Keitel, C. H., & Macchi, A. 2010, NJPh, 12, 123005
Tavani, M., Bulgarelli, A., Vittorini, V., et al. 2011, Sci, 331, 736
Teraki, Y., & Takahara, F. 2013, ApJ, 763, 131
Thompson, C. 1994, MNRAS, 270, 480
Uzdensky, D. A., Cerutti, B., & Begelman, M. C. 2011, ApJL, 737, L40
Vranic, M., Martins, J. L., Fonseca, R. A., & Silva, L. O. 2016, CoPhC, 204, 141
Wang, X.-Y., Liu, R.-Y., & Lemoine, M. 2013, ApJL, 771, L33
Werner, G. R., Uzdensky, D. A., Cerutti, B., Nalewajko, K., & Begelman, M. C. 2016, ApJL, 816, L8
Yuan, Y., Nalewajko, K., Zrake, J., East, W. E., & Blandford, R. D. 2016, ApJ, 828, 92
Zenitani, S., & Hoshino, M. 2005, PhRvL, 95, 095001
Zenitani, S., & Hoshino, M. 2003, PhRvL, 100, 0312347
Zenitani, S., & Hoshino, M. 2001, ApJL, 562, L63
Zenitani, S., & Hoshino, M. 2005, PhRvL, 95, 095001
Zenitani, S., & Hoshino, M. 2007, ApJL, 670, 702
Zhang, B., & Zhang, B. 2014, ApJ, 782, 92