Extended solutions via the trial orbit method for two-field models
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Abstract

In this work, we investigate the presence of defect structures in models described by two real scalar fields. The coupling between the two fields is inspired by the equations for a multimode laser, and the minimum energy trivial configurations are shown to be structurally dependent on the parameters of the models. The trial orbit method is then used and several nontrivial analytical solutions corresponding to topological solitons are obtained.

PACS numbers: 03.50.-z, 11.27.+d

The study of topological defects is a well-established field, particularly for models described by scalar fields \[1, 2\]. The simplest topological defect—the kink—arises in theories of scalar fields in two-dimensional space–time \[3\]. For the usual models with spontaneous breaking of global symmetry, such defects interpolate between two minima of the potential. Important examples in condensed matter physics are the well-known domain walls, which separate regions of different magnetizations. These defects are essentially classical objects with localized and stable distribution of density energy. In the case of two coupled real scalar fields, the equations of motion are very hard to solve due to nontrivial nonlinearities. However, there are interesting situations where real progress has been made (see e.g. \[4–9\]).

In 1979, Rajaraman proposed a method to solve the pair of equations of motion that usually appear in models described by two real scalar fields \[7\]; it is named the trial orbit method, which relies on the search (in a trial way approach) for an appropriate orbit the two fields have to obey in the two-dimensional configuration space. Eventually, when one tries the right orbit, one will be able to solve the problem analytically. However, since the equations of motion are second-order differential equations, the task of finding exact solutions is very hard and the trial orbit method is not very efficient.

Some years ago—in 1976—an interesting work \[10\] identified an important class of models, showing how to reduce the equations of motion to a system of first-order differential equations. In 1995, this subject was studied by one of us in \[11\], that is, Rajaraman’s trial orbit method \[7\] was applied for the first-order equations obtained within the Bogomol’nyi procedure \[10\]. The use of the trial orbit method for first-order differential equations was shown to be very efficient and this new procedure allowed us to make interesting progress, as is shown in \[12\] and in references therein. More recently, the use of the trial orbit method for models whose equations of motion can be reduced to first-order differential equations was systematized in \[13\]. Other investigations on similar issues have also been done in \[14–20\], which use distinct procedures and motivations to study two-field and other related models.

In the case of a model with two fields, the kink-like solutions are orbits in the field space. In this work, we will further explore the trial orbit method to investigate models described by first-order equations. Here, however, we construct a class of models inspired by a semiclassical theory of the multimode laser and use the trial orbit method to find the exact solutions that minimize the energy of the field configurations. The results show that, under certain conditions on the parameters of the system, several possible solutions connecting distinct minima of the models exist.

We consider a class of models in (1, 1) Minkowski space–time dimensions described by the relativistic Lagrange density

\[
\mathcal{L} = \frac{1}{2} \partial_{\mu} \phi_1 \partial^{\mu} \phi_1 + \frac{1}{2} \partial_{\mu} \phi_2 \partial^{\mu} \phi_2 - V(\phi_1, \phi_2),
\]

where \(\phi_1\) and \(\phi_2\) are the two real scalar fields, and we use the metric such that \(x^0 = x_0 = t\) stands for the time, whereas \(x^1 = -x_1 = x\) represents the spatial coordinate. The notation is usual for relativistic theories, with the upper (lower) \(\mu\) standing for the contravariant (covariant) coordinates. The
metric tensor is a diagonal $2 \times 2$ matrix, compactly written as $g_{\mu\nu} = (1, -1)$. The Euler–Lagrange equation,

$$\frac{\partial \mathcal{L}}{\partial (\partial_\mu \phi)} - \frac{\partial \mathcal{L}}{\partial \phi} = 0,$$

leads to the following equations of motion:

$$\frac{d^2 \phi_1}{dt^2} - \frac{d}{dx} \frac{\partial V}{\partial \phi_1} = 0,$$  \hspace{1cm} (3a)

$$\frac{d^2 \phi_2}{dt^2} - \frac{d}{dx} \frac{\partial V}{\partial \phi_2} = 0.$$  \hspace{1cm} (3b)

We are interested in kink-like solutions, which are described by static fields $\phi_1 = \phi_1(x)$, $\phi_2 = \phi_2(x)$—so that

$$\frac{d^2 \phi_1}{dx^2} = \frac{\partial V}{\partial \phi_1}, \quad \frac{d^2 \phi_2}{dx^2} = \frac{\partial V}{\partial \phi_2}.$$  \hspace{1cm} (4)

In general, these equations are very hard to solve, but this task may be simplified if it is possible to replace these second-order equations by first-order differential equations. In order to obtain first-order equations, we suppose that the potential is given in terms of another function, $W = W(\phi_1, \phi_2)$, as below:

$$V(\phi_1, \phi_2) = \frac{1}{2} \left( \frac{\partial W}{\partial \phi_1} \right)^2 + \frac{1}{2} \left( \frac{\partial W}{\partial \phi_2} \right)^2.$$  \hspace{1cm} (5)

In this case, the Bogomol’nyi method allows us to argue that the solutions of the first-order equations

$$\frac{d \phi_1}{dx} = \frac{\partial W}{\partial \phi_1}, \quad \frac{d \phi_2}{dx} = -\frac{\partial W}{\partial \phi_2}.$$  \hspace{1cm} (6)

are also solutions of equations (4), as can be easily verified.

The potential of the above model has zeros at the singular points of $W(\phi_1, \phi_2)$, and this set of singular points forms the vacua manifold of the field theory under investigation. Usually, distinct pairs of minima define distinct topological sectors of the model, and the solutions of the first-order equations are defect structures with an energy cost given by $E = |\Delta W|$, where

$$\Delta W = W(\phi_1(+\infty), \phi_2(+\infty)) - W(\phi_1(-\infty), \phi_2(-\infty))$$  \hspace{1cm} (7)

with the points $(\phi_1(+\infty), \phi_2(+\infty))$ and $(\phi_1(-\infty), \phi_2(-\infty))$ identifying minima in the vacua manifold. Since the energy density of the static fields is given by

$$\epsilon(x) = \frac{1}{2} \left( \frac{d \phi_1}{dx} \right)^2 + \frac{1}{2} \left( \frac{d \phi_2}{dx} \right)^2 + \frac{1}{2} \left( \frac{\partial W}{\partial \phi_1} \right)^2 + \frac{1}{2} \left( \frac{\partial W}{\partial \phi_2} \right)^2,$$  \hspace{1cm} (8)

the energy is always positive, and the solutions that obey the first-order equations are the minimum energy configurations in each topological sector of the model.

To be specific, let us now consider the superpotential

$$W = \frac{1}{2} \mu_1 \phi_1^2 + \frac{1}{2} \mu_2 \phi_2^2 - \frac{1}{4} \lambda_{11} \phi_1^4 - \frac{1}{4} \lambda_{22} \phi_2^4 - \frac{1}{2} \lambda_{12} \phi_1^2 \phi_2^2.$$  \hspace{1cm} (9)

This choice represents a class of models described by the two sets of parameters: $[\mu_1, \mu_2]$ and $[\lambda_{11}, \lambda_{22}, \lambda_{12}]$, the first being mass parameters and the second specifying interactions between the two fields. This potential implies the following first-order differential equations:

$$\frac{d \phi_1}{dx} = (\mu_1 - \lambda_{11} \phi_1^2 - \lambda_{12} \phi_2^2) \phi_1,$$  \hspace{1cm} (10a)

$$\frac{d \phi_2}{dx} = (\mu_2 - \lambda_{21} \phi_1^2 - \lambda_{22} \phi_2^2) \phi_2.$$  \hspace{1cm} (10b)

where we have set $\lambda_{21} = \lambda_{12}$.

The present model represents in reality a family of models that has some generality. Moreover, there is another specific motivation to adopt it: the system of equations (10) is connected with the semiclassical theory of the laser and can simulate the competition between two adjacent modes in a cavity above the threshold [22], pp. 126–131. It is said that the laser is at the threshold when the pumping rate from the lower state to the upper excited state is just sufficient to overcome the cavity loss. In this way, for the particular case of a two-mode laser, within the approximation that the induced transition rate is well below the saturation rate, we have (note the resemblance with equations (10a) and (10b))

$$E_n = \mu_n E_n - \lambda_{mn} E_n^3 - \sum_{m \neq n} \lambda_{nm} E_n E_m^2, \quad n = 1, 2.$$  \hspace{1cm} (10c)

Here $E_n$ is the time-dependent slow-varying amplitude associated with the mode $n$, after expanding the electric field in the cavity in terms of a complete set of axial modes. With this motivation, the parameters $\mu_1$ and $\mu_2$ represent the overall gain, with the condition $\mu_1 \geq 0$ being necessary to establish the laser oscillation in the mode $i$ ($i = 1, 2$). Furthermore, $\lambda_{11}$ and $\lambda_{22}$ are saturation parameters, and one must have $\lambda_{ii} > 0$ for positive population inversion of the mode $i$. The parameter $\lambda_{12}$ stands for the nonlinear saturation effect on the coupling between the two modes. We also have for the two-mode laser $\lambda_{12} \sim \lambda_{21} > 0$. The study of competition among modes considers the analysis of the stability of the stationary solutions in a phase space diagram of $E_1^2$ versus $E_2^2$, where numerical solutions for arbitrary initial conditions reveal the stable and unstable points. It is found that the stability of solutions is strongly dependent on the parameters, where one can have laser oscillation in just one of the modes or a simultaneous oscillation in both modes.

Our work considers a similar problem. However, instead of investigating $\phi_1^2$ and $\phi_2^2$ in a phase space diagram, we follow another route and make an analysis in connection with the field description, searching for an analytical description of the fields $\phi_1$ and $\phi_2$. To make the work as general as possible, let us start considering the vacua manifold, e.g. searching for all the possible minimum energy points of the potential, the critical points of $W$. Initially, we can count five points $(\phi_1, \phi_2)$ of minima: $(0,0)$, $(\pm \phi_1^*, 0)$, $(0, \pm \phi_2^*)$ with $\phi_1^* = \sqrt{\mu_1/\lambda_{11}}$ and $\phi_2^* = \sqrt{\mu_2/\lambda_{22}}$ (see figure 1). The case where both $\phi_1$ and $\phi_2$ are nonvanishing can lead to four more
Figure 1. Diagrams showing all the possible minimum energy points.

points of minima, a continuum of points or no more points, depending on the relation between the parameters. We use the first-order equations to get

\[
\begin{align*}
\mu_1/\lambda_{11}, \mu_1/\lambda_{11} > 0 & \Rightarrow \mu_1/\lambda_{12} > \mu_1/\lambda_{12} > 0, \\
\mu_1/\lambda_{11}, \mu_1/\lambda_{22} < 0 & \Rightarrow \mu_1/\lambda_{12} < \mu_1/\lambda_{12} > 0, \\
\mu_1/\lambda_{11}, \mu_2/\lambda_{11} < 0 & \Rightarrow \mu_1 = 0, \\
\mu_1/\lambda_{11}, \mu_2/\lambda_{11} > 0 & \Rightarrow \mu_1 = 0, \\
\mu_1/\lambda_{11}, \mu_2/\lambda_{22} > 0 & \Rightarrow \mu_2/\lambda_{11} > \mu_2/\lambda_{11}.
\end{align*}
\]

We can analyze better the structure of the solutions expressing the former equations in a matricial form \( \Lambda \Phi^2 = \tilde{\mu} \).

- For \( \det(\Lambda) \neq 0 \), we have a formal solution \( \Phi^2 = \Lambda^{-1} \tilde{\mu} \) and the four minima \( (\pm \phi_1, \pm \phi_2) \), with

\[
\begin{align*}
\tilde{\phi}_1 &= \frac{\mu_1 \lambda_{12} - \mu_2 \lambda_{22}}{\lambda_{12} - \lambda_{11} \lambda_{22}}, \\
\tilde{\phi}_2 &= \frac{\mu_1 \lambda_{12} - \mu_2 \lambda_{11}}{\lambda_{12} - \lambda_{11} \lambda_{11}}.
\end{align*}
\]

See figure 1(a).

- For \( \det(\Lambda) = 0 \), we have an infinity of solutions. See figure 1(c).

\[
\begin{align*}
\det(\Lambda) = \det(\Lambda \Phi^2) = \Lambda \Phi^2 = 0, & \Rightarrow \lambda_{12} = \pm \sqrt{\lambda_{11} \lambda_{22}}. \text{This means coalescence between the ellipses represented by equations (11a) and (11b) and we have an infinity of solutions. See figure 1(c).}
\end{align*}
\]
For det(Λ) = 0; det(A^{(b,1)}), det(A^{(b,2)}) ≠ 0, there are no solutions satisfying both equations (11a) and (11b) and we have a situation of nontouching ellipses. See figure 1(b).

There are other possibilities, which are also shown in figure 1. In the diagrams depicted in figure 1, we show how the minimum energy points change with the signal of the fractions \( \mu_1/\lambda_{12}, \mu_2/\lambda_{12}, \mu_1/\lambda_{11} \) and \( \mu_2/\lambda_{22} \). In the following, we analyze solutions connecting pairs of minima related to the configurations shown in this figure.

We first deal with the case involving the two crossing lines of minima, as depicted in figure 1(f). We use equations (11) to obtain

\[
\begin{align*}
\phi_1^2 &= -\frac{\lambda_{12}}{\lambda_{11}} \phi_2^2, \\
\phi_2^2 &= -\frac{\lambda_{22}}{\lambda_{21}} \phi_1^2.
\end{align*}
\]

These expressions lead to \( \lambda_{12} = \pm \sqrt{1/\lambda_{11} \lambda_{22}} \). Now for \( \Phi_1, \Phi_2 \neq 0 \), we have \( \lambda_{12}/\lambda_{11} < 0 \) and \( \lambda_{22}/\lambda_{21} < 0 \). Then we have the following choices: (a) if \( \lambda_{11} < 0 \Rightarrow \lambda_{12} > 0 \) and \( \lambda_{22} < 0 \), or if \( \lambda_{22} < 0 \Rightarrow \lambda_{21} > 0 \) and \( \lambda_{11} < 0 \). In both cases, this implies \( \lambda_{12} = \sqrt{1/\lambda_{11} \lambda_{22}} \); (b) if \( \lambda_{11} > 0 \Rightarrow \lambda_{12} < 0 \) and \( \lambda_{22} > 0 \) or if \( \lambda_{22} > 0 \Rightarrow \lambda_{21} < 0 \) and \( \lambda_{11} > 0 \). In this case, one has \( \lambda_{12} = -\sqrt{1/\lambda_{11} \lambda_{22}} \). For both (a) and (b) cases, we will have

\[
\phi_1^2 = -\frac{\lambda_{12}}{\lambda_{11}} \phi_2^2 \quad \Rightarrow \quad \Phi_1 = \pm \left(\frac{\lambda_{22}}{\lambda_{11}}\right)^{1/4} \Phi_2.
\]

Also \( W(\Phi_1, \Phi_2) = 0 \) and there is no kink-like solution connecting any points in the lines of minimum energy.

The next study concerns the coalesced ellipses of minima, which are depicted in figure 1(c). In this case, we have the trivial \((0,0)\) solution plus a continuum of minima represented by the degenerated ellipse. We have \( W(0,0) = 0, W(\pm \phi_1^*, 0) = (1/4)(\mu_1^2/\lambda_{11}), W(0, \pm \phi_2^*) = (1/4)(\mu_2^2/\lambda_{22}) \) and \( W(\pm \phi_1^*, 0) = W(0, \pm \phi_2^*) \). This means a null energy for all orbits connecting the coalesced ellipses. The energy of a kink-like structure connecting a point from the ellipse and the origin \((0,0)\) is given by \( E = |W(0,0) - W(\Phi_1, \Phi_2)| = (1/4)(\mu_1^2/\lambda_{11}). \)

The orbit methods can be used to find an explicit solution for \( \phi_1(x) \) and \( \phi_2(x) \) that connects \((0,0) \rightarrow (\Phi_1, \Phi_2) \).

We try a solution of the form

\[
\phi_1 = A \phi_2^B.
\]

To satisfy the minimum energy points one must have \( A = \phi_1/\phi_2^B \). Differentiating equation (17) we obtain

\[
\phi_1' = AB \phi_2^{B-1} \phi_2' \implies \frac{\phi_1'}{\phi_1} = B \frac{\phi_2'}{\phi_2}.
\]

But, considering equations (10), we see that this is equivalent to a proportional relation among the two ellipses, in the nondegenerated case. We can obtain the \( B \) parameter after substituting explicitly the equations of the ellipses in equation (18). This gives

\[
\phi_1 = \tilde{\phi}_1 \left( \frac{\phi_2}{\phi_2} \right)^{\sqrt{1/\lambda_{11} \lambda_{22}}}
\]

and the structure of the orbit depends strongly on the product \( \lambda_{11} \lambda_{22} \), as shown in figure 2.

We now deal with the case of intersecting ellipses, which is depicted in figure 1(a). This case is very interesting, and it is better to refer to figure 3(a), which shows the general configuration for the minimum energy points, where we defined \( \phi_{12} = \sqrt{\mu_1/\lambda_{12}} \) and \( \phi_{21} = \sqrt{\mu_2/\lambda_{21}} \).

To obtain the energies of the solutions connecting minima, we first consider equation (9). We have, by symmetry, \( W(\Phi_1, \Phi_2) = W(\Phi_1, -\Phi_2) = W(-\Phi_1, \Phi_2) = W(-\Phi_1, -\Phi_2) \); thus, there are no kink-like structures connecting the intersecting points from the ellipses. Also, we have \( W(\phi_1^*, 0) = W(-\phi_1^*, 0) = |\mu_1^2/(4\lambda_{11})| \) and \( W(0, \phi_2^*) = W(0, -\phi_2^*) = |\mu_2^2/(4\lambda_{22})| \). We studied the following cases:

1. One connection by means of a straight line between \((0,0) \rightarrow (0, \pm \phi_2^*)\), with energy \( E_1 = |W(0,0) - W(0, \pm \phi_2^*)| = |\mu_2^2/(4\lambda_{22})| \). This can be found by solving the equations of motion to obtain

\[
\begin{align*}
\phi_1(x) &= 0, \\
\phi_2(x) &= \pm \phi_2^* \left( 1 + \tanh \left( \frac{\mu_2 x}{2} \right) \right).
\end{align*}
\]

This solution represents a laser operating only on mode 2, where the laser intensity smoothly increases from zero to the maximum operating value. By symmetry one can easily find similar solutions that connect \((0,0) \rightarrow (\pm \phi_1^*, 0)\) where the laser operates only on mode 1.
We look for solutions that connect $(0, 0) \to (\phi_1, \phi_2)$, with energy $E_3 = |W(0, 0) - W(\phi_1, \phi_2)|$. We try the orbit

$$\frac{\dot{\phi}_1}{\phi_1} = \left(\frac{\phi_2}{\phi_2}\right)^B.$$  

(21)

Differentiating the orbit and substituting the first-order equations leads to

$$\mu_1 - \lambda_{11} \phi_1^2 - \lambda_{12} \phi_2^2 = B(\mu_2 - \lambda_{21} \phi_1^2 - \lambda_{22} \phi_2^2).$$  

(22)

Equating the independent coefficients we obtain $B = \mu_1/\mu_2$ and the remaining condition can be written as

$$\left(\lambda_{11} - \frac{\mu_1}{\mu_2} \lambda_{21}\right) \phi_1^2 = \left(\frac{\mu_1}{\mu_2} \lambda_{22} - \lambda_{12}\right) \phi_2^2,$$  

(23)

$$\phi_1^2 \det \Lambda^{(\phi_1)} \left(\frac{\phi_2}{\phi_2}\right)^B = \phi_2^2 \det \Lambda^{(\phi_2)} \left(\frac{\phi_2}{\phi_2}\right)^B.$$

(24)

We then have the following possibilities:

(3) $\det \Lambda^{(\phi_1)} = \det \Lambda^{(\phi_2)} = 0$. This leads to the already analyzed case of coalesced ellipses.

(4) $\det \Lambda^{(\phi_1)}$, $\det \Lambda^{(\phi_2)} \neq 0$. This leads to $B = 1$ and $\phi_1^2 = \phi_2^2 = \det \Lambda^{(\phi_1)}$, which means $\mu_1 = \mu_2$ and $\lambda_{11} = \lambda_{22} = \lambda$, respectively, with $\phi_1 = \phi_2$. In this case, one can obtain an expression for $\phi_1(x)$ by means of substituting the former equation into the equation of motion for the field $\phi_1$ [cf equation (10a)]. One finds

$$\phi_1(x) = \phi_2(x) = \pm \sqrt{\frac{\mu_1}{\lambda_{12} + \lambda}} \left(1 + \tanh(\mu_1 x)\right).$$  

(25)

One can see that for $x \to -\infty$, $(\phi_1, \phi_2) \to (0, 0)$ and for $x \to +\infty$, $(\phi_1, \phi_2) \to (\pm \phi_1, \pm \phi_2)$. This corresponds to a laser operating in both modes with the same intensity, since we have for this solution $\phi_1(x)^2 = \phi_2(x)^2$, which corresponds to $E_1(t)^2 = E_2(t)^2 = I(t)$. The intensity of the $i$th mode increases continuously until achieving the maximum value given by $I_{\text{max}} = \mu/(\lambda_{12} + \lambda)$.

(5) For the orbit $\phi_1 = A\phi_2^2 + B$ to connect $(\phi_1^*, 0) \to (0, \phi_2^*)$, one must have $B = -\sqrt{\mu_1/\lambda_{11}} = \phi_1^*$ and $A = -\lambda_{22}/\mu_2$. Then we have the orbit

$$\phi_1^2 + \lambda_{22} \phi_2^2 = 1.$$  

(26)

Deriving the orbit and using equations (10) leads to the consistency conditions

$$\lambda_{11} = 2\lambda_{12}, \quad \frac{\lambda_{11}}{\lambda_{22}} = 4 + \frac{\mu_1}{\mu_2}.$$  

(27)

We can show that conditions (27) are also compatible with equations (13) and (14) that define the intersecting points. Also, the condition for existence of the minimum energy points $(\phi_1, \phi_2)$ leads to another constraint on the parameters. We can see from figure 3(a) that crossing among the ellipses exists only if $\phi_1^* \geq 2\phi_2^*$ and $\phi_2^* \geq \phi_1^*$. This leads after using the consistency conditions to $2 \leq \mu_1/\mu_2 \leq 2 + \mu_1/\mu_2$. This inequality is satisfied only when $\mu_1/\mu_2 \geq 2$. When the ellipses do not cross one another, we must have, as one possibility, that $\phi_1^* \geq 2\phi_2^*$ and $\phi_2^* \leq \phi_1^*$. This, with the conditions (27), leads to the condition $\mu_1/\mu_2 \geq 2 + \mu_1/\mu_2$, which is an impossibility. So, this type of orbit needs the crossing among the ellipses. The phase space diagram for this orbit is shown in figure 3(b). There one shows that the points $(\pm \phi_1, \pm \phi_2)$ are unstable. In this way, the orbits connect one of these points, for $x \to -\infty$, to one of the other minimum energy points $(0, \pm \phi_2^*)$ or $(\pm \phi_1^*, 0)$, for $x \to \infty$.

As an example, we can choose $\lambda_{11} = 3, \lambda_{22} = 1/4, \mu_1 = 3$ and $\mu_2 = 3/4$. This means a ratio $\mu_1/\mu_2 = 4 \geq 2$ and $\lambda_{12}/\lambda_{22} = 3/2$. This choice corresponds to an initial condition where mode 1 (represented by the $\phi_1$ field) is well above threshold, whereas mode 2 (corresponding to the $\phi_2$ field) has a smaller gain. We have minimum energy points $(\phi_1^*, 0) = (1, 0)$, $(\phi_1, \pm \phi_2) = (1/2, \pm \sqrt{5}/2)$, $(0, \pm \phi_2^*) = (0, \pm \sqrt{3})$ and an orbit $\phi_1 = -(1/3)\phi_2^2 + 1$ connecting these six points (three for $\phi_2 > 0$ and three for $\phi_2 < 0$). Substituting the orbit into equation (10a), we obtain

$$\frac{1}{\phi_1} \frac{d\phi_1}{dx} = -\frac{3}{2} (2\phi_1^2 - 3\phi_1 + 1).$$  

(28)
Integrating the former equation we obtain two solutions that agree with $\phi_2 \geq 0$, namely $(\phi_1^1(x), \phi_2^1(x))$ and $(\phi_1^2(x), \phi_2^2(x))$, with:
\[
\phi_1^\pm(x) = \frac{1}{2} \left( \pm \sqrt{1 + \tanh(3x/4)} \right),
\]
and
\[
\phi_2^\pm(x) = \sqrt{2} \left( \pm \sqrt{1 + \tanh(3x/4)} \right).
\]
For $(\phi_1^1(x), \phi_2^1(x))$ we have $\lim_{x \to -\infty} \phi_1^1 = 1/2$, $\lim_{x \to -\infty} \phi_2^1 = \sqrt{6}/2$, and $\lim_{x \to \infty} \phi_1^1 = 1$, $\lim_{x \to \infty} \phi_2^1 = 0$ and the orbit connects $(\phi_1, \phi_2) \to (\phi_1^*, 0)$ as $(1/2, \sqrt{6}/2) \to (1, 0)$. Here, we have a final state where only mode 1 oscillates. In this regime, we can say that oscillation in mode 2 was quenched, and the orbit connects $(\phi_1, \phi_2) \to (0, \phi_2^*)$ as $(1/2, \sqrt{6}/2) \to (0, \sqrt{3})$. Now we have the opposite regime, where mode 2 absorbs energy continuously and mode 1 decreases until only mode 2 remains.

In conclusion, in this work, we have used the trial orbit method introduced by Rajaraman [7] to investigate first-order differential equations which appear when one uses the Bogomol'nyi approach to study the minimum energy kink-like solutions [10]. We have studied a family of models described by two real scalar fields inspired by the theory of the two-mode laser. We have determined all the minimum energy points in terms of the parameters that specify the model. We have found a rich structure of minima, and several analytical solutions of the kink-like type, connecting pairs of minima in the field space. In order to correctly map our results for $\phi_1(x)$ and $\phi_2(x)$ to the time-dependent problem of the dynamical competition between the two modes $E_1(t)$ and $E_2(t)$, we must interpret $x$ from our mathematical solutions as the physical time $t$. This is justifiable after comparing equations (10a) and (10b) from our classical field theory with equation (10c) from the semiclassical laser theory. In this way, some of the exact solutions studied here were used to study phenomenological situations such as laser oscillations between two modes in a multimode system.
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