Segmentation of the Prostate Transition Zone and Peripheral Zone on MR Images with Deep Learning
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Purpose: To develop a deep learning model to delineate the transition zone (TZ) and peripheral zone (PZ) of the prostate on MR images.

Materials and Methods: This retrospective study was composed of patients who underwent a multiparametric prostate MRI and an MRI/ transrectal US fusion biopsy between January 2013 and May 2016. A board-certified abdominal radiologist manually segmented the prostate, TZ, and PZ on the entire data set. Included accessions were split into 60% training, 20% validation, and 20% test data sets for model development. Three convolutional neural networks with a U-Net architecture were trained for automatic recognition of the prostate organ, TZ, and PZ. Model performance for segmentation was assessed using Dice scores and Pearson correlation coefficients.

Results: A total of 242 patients were included (242 MR images; 6292 total images). Models for prostate organ segmentation, TZ segmentation, and PZ segmentation were trained and validated. Using the test data set, for prostate organ segmentation, the mean Dice score was 0.940 (interquartile range, 0.930–0.961), and the Pearson correlation coefficient for volume was 0.981 (95% CI: 0.966, 0.989). For TZ segmentation, the mean Dice score was 0.910 (interquartile range, 0.894–0.938), and the Pearson correlation coefficient for volume was 0.992 (95% CI: 0.985, 0.995). For PZ segmentation, the mean Dice score was 0.774 (interquartile range, 0.727–0.832), and the Pearson correlation coefficient for volume was 0.927 (95% CI: 0.870, 0.957).

Conclusion: Deep learning with an architecture composed of three U-Nets can accurately segment the prostate, TZ, and PZ.

Supplemental material is available for this article.
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Prostate cancer is the second most common cancer in men, which resulted in 180,890 new cases and 26,120 deaths in 2016 (1,2). A key challenge that patients and clinicians face is the lack of noninvasive tools that differentiate aggressive prostate cancers from nonaggressive types (3). As a result, only one death is avoided for every 48 treated men (3). This overtreatment results in potentially unnecessary procedures, systemic therapy, and patient anxiety (4,5). Conversely, nearly 25% of men with normal prostate-specific antigen levels at prostate cancer screening are ultimately upgraded to a higher-grade cancer (6). As a result, the Prostate Imaging Reporting and Data System (PI-RADS) (7) was developed to improve prostate cancer characterization and prediction at multiparametric MRI. The PI-RADS system assigns a score between 1 and 5 to each prostate lesion. A lesion with a very low suspicion of malignancy receives a 1, while a lesion with very high suspicion of malignancy earns a 5 (8). However, the first branch point in the PI-RADS scoring system is the lesion’s location in the transition zone (TZ) or peripheral zone (PZ) (8). If a lesion is located in the TZ, diffusion-weighted imaging contributes to the PI-RADS score. By contrast, if a lesion is in the PZ, dynamic contrast enhancement contributes to the PI-RADS score (9).

Although the localization of a lesion to a zone is crucial, segmentation of the TZ and PZ remains a challenge. TZ structure substantially changes due to benign prostatic hyperplasia, a normal process of aging, and becomes more difficult to segment (10). The PZ resembles the seminal vesicles at the superior portion of the prostate and can be harder to identify (11). The TZ border itself varies greatly per patient due to glandular enlargement and may be difficult to distinguish (11). Both TZ and PZ can also resemble blood vessels anterior to the prostate’s midsection (11). Because TZ and PZ segmentations remain difficult, and their delineations are fundamental for assigning a PI-RADS score, a clinical tool is needed that could optimize recognizing their borders.

To fulfill this need for improved TZ and PZ identification, a deep learning algorithm could be used to segment these regions. Because a multiparametric MR image generally contains more than a million voxels (12), the systemic evaluation of MR images becomes an ideal challenge for deep learning algorithms. Deep learning algorithms have already been used with prostate MR images, and their ability to identify the prostate organ’s borders has made substantial progress (13,14). The purpose of this study was to build upon these prior efforts by using a larger data set and...
two parallel neural networks that specialize in localization and classification for both TZ and PZ segmentation.

Materials and Methods

Institutional Review Board Approval
Approval was granted from the institutional review board for this retrospective, Health Insurance Portability and Accountability Act–compliant study. A portion of the data set used in this study was previously used for prostate identification and training size optimization with results published in two studies (15,16).

Patient Selection
A data set was composed of patients who met the following inclusion criteria: patients who underwent a multiparametric MRI with subsequent 12-core Artemis three-dimensional transrectal US (TRUS)–guided biopsy (Eigen) and patients who underwent an MRI/TRUS fusion biopsy using Artemis and ProFuse software (Eigen) between January 2013 and May 2016. The exclusion criteria were: (a) age younger than 40 years, (b) patients for whom complete follow-up data were not available, (c) and patients who underwent both MRI/TRUS fusion biopsy and random 12-core biopsy.

Image Acquisition
Prostate multiparametric MR images were obtained with two different scanners: a Philips Ingenia 3-T MRI scanner (Philips Healthcare) and a Siemens Magnetom Trio 3-T MRI scanner (Siemens Healthineers). The PI-RADS v2 protocol was followed during image acquisition. The following parameters were used for imaging: turbo spin-echo and echo-planar acquisition sequence; echo train length, 25; repetition time, 7300 msec; echo time, 108 msec; flip angle, 150°; field of view, 200 × 200 voxels; matrix size, 256 × 256; section thickness, 3 mm; section spacing, 3 mm; and using a body coil.

Ground Truth Segmentation
The prostate multiparametric MRI data were transferred from the picture archiving and communication system and de-identified before being transferred to an institutional review board–approved research MongoDB database (MongoDB). From the database, the prostate organ, TZ, and PZ segmentations were completed with an in-house proprietary image viewing and segmenting tool. Figure 1 shows examples of the TZ and PZ. Ten radiologists worked on prostate organ segmentations, and one radiologist completed the TZ and PZ segmentations (K.T.H.). A board-certified subspecialty-trained abdominal radiologist with more than 10 years of experience with multiparametric prostate MRI reviewed all of the segmentations and revised them as necessary (R.H.). This proprietary tool enabled the radiologist to complete any updates on the segmentations that could be easily integrated into neural network training and validation.

Overall Framework
This study’s automated pipeline consisted of three convolutional neural networks (CNNs) (Fig 2). Each of these CNNs was implemented with a customized hybrid three-dimensional/two-dimensional (3D/2D) U-Net architecture. The networks were called U-Net\textsubscript{A}, U-Net\textsubscript{B}, and U-Net\textsubscript{C} (Fig 4). U-Net\textsubscript{A} was responsible for prostate gland localization by creating a bounding box around the prostate as detailed in Appendix E1 (supplement). This bounding box was then used as the input for both U-Net\textsubscript{B} and U-Net\textsubscript{C}, which were run in parallel.

U-Net\textsubscript{A} completed gland localization by segmenting the entire prostate. This CNN produced an output that delineated the borders of the entire prostate. U-Net\textsubscript{C} performed classification by differentiating between the TZ and PZ. The portion of the data set which had the TZ and PZ regions segmented was used to train U-Net\textsubscript{B}. U-Net\textsubscript{C} created an output that identified the border between the TZ and PZ. The outputs of U-Net\textsubscript{B} and U-Net\textsubscript{C} were then combined to create separate segmentations of the TZ and PZ. In the final output, the TZ was defined as the intersection between U-Net\textsubscript{B}’s prostate output and U-Net\textsubscript{C}’s TZ output. Similarly, the PZ was identified as the intersection between U-Net\textsubscript{B}’s prostate output and U-Net\textsubscript{C}’s PZ output.

Image Preprocessing
For U-Net\textsubscript{A}, the prostate T2-weighted axial sections were all resized to a resolution of 256 × 256 and a section separation of 3 mm. For U-Net\textsubscript{B} and U-Net\textsubscript{C}, the prostate T2-weighted axial sections were all set to a resolution of 128 × 128 and a section distance of 1 mm. After the images were resampled to the same resolution by each U-Net, normalization was performed by deriving the mean and standard deviation of image signal intensities during each database retrieval.

Implementation
The U-Net architecture was selected for all three CNNs because it performed both localization and classification on each pixel with limited training data (17). The U-Net’s design consisted of two pathways that performed both downsampling and upsampling. Classification was completed on the downsampling pathway while localization was accomplished on the upsampling pathway with skip connections. The ar-
**Figure 1:** A, Axial T2-weighted section of a prostate with marked benign prostatic hyperplasia. B, The transition zone is shown in green, while, C, the peripheral zone is displayed in pink.

**Figure 2:** Three convolutional neural networks were combined to segment the transition zone (TZ) and the peripheral zone (PZ). The T2-weighted prostate MR image is first passed through U-NetA, which performs localization and creates a bounding box around the prostate that narrows the field of view. This output is then passed simultaneously to U-NetB and U-NetC. U-NetA completes further localization by segmenting out the prostate organ itself, while U-NetC classifies each pixel as either TZ or PZ. U-NetC’s output is then used to identify the voxels in U-NetC that belong in the prostate. After the appropriate voxels are selected in U-NetC’s output, the final output with TZ and PZ segmentations is shown.

**Figure 3:** The reliability and accuracy of the neural networks to estimate volume of the prostate, transition zone, and peripheral zone are shown with Bland-Altman plots. A–C. The dashed black line represents the average difference. The dashed blue lines show 2 standard deviations of the difference above and below the average difference. CNN = convolutional neural network, GT = ground truth.
architecture for all three U-Nets built upon the original U-Net design by extending its training from two dimensions to three dimensions and was labeled as a hybrid 3D/2D U-Net. Instead of training on a single axial section, all three U-Nets trained by examining voxels from five axial sections simultaneously. All three U-Nets also used the same structure for each layer: batch normalization, convolution, rectified linear unit activation, and either downsampling or upsampling. U-Net\(_A\) downsampled the image until it collapsed into a 1 \times 1 \times 1 matrix before upsampling started; U-Net\(_B\) and U-Net\(_C\) downsampled the image to a 1 \times 8 \times 8 matrix before upsampling began. U-Net\(_A\) used a batch size equal to 32 and a total of nine layers that contained between eight and 128 filters. Both U-Net\(_B\) and U-Net\(_C\) used a batch size equal to eight and a total of six layers that consisted of four to 64 filters.

The accessions were randomly partitioned into three categories: training (60%), validation (20%), or test (20%). The neural networks were fitted with training data, performance was assessed during training with validation data, and the results were calculated with test data. The hyperparameters were tuned when each neural network run was completed and the validation data were used to evaluate the model's performance. After the weights were established from training, the final results were established by then running inference with the test data that the model had not ever previously seen. A graphics processing unit–optimized workstation that uses 4 GeForce GTX 1080 Ti cards (11 GB, Pascal microarchitecture; NVIDIA) was used to train the U-Nets. The software was coded in Python 3.6 with the TensorFlow r2.10 library (Apache 2.0 license).

**Network Details**

The three U-Nets had their initial weights set by a heuristic defined by He et al (18) to avoid vanishing or exploding gradients. The Adam algorithm was then implemented for updating the weights based on training data. The Adam method had a straightforward implementation and was well matched for deep learning algorithms (19). The learning rate for Adam on all three CNNs was \(1 \times 10^{-3}\), and the exponential decay rates for the moment estimates, \(b_1\) and \(b_2\), were set to 0.9 and 0.999, respectively. U-Net\(_A\), U-Net\(_B\), and U-Net\(_C\) were trained for 50 000, 18 000, and 3800 iterations, respectively.

**Statistical Analysis**

This study was assessed with two metrics: Dice score (Sørensen-Dice coefficient) and Pearson correlation coefficient (\(r\)). The Dice score provides a metric that evaluates the algorithm's execution by comparing its segmented output to the ground truth. In this study, the Dice scores for the PZ, TZ, and whole prostate were calculated. The Dice score is defined with this formula:

\[
\text{Dice} = \frac{2 | X \cap Y |}{|X| + |Y|} \tag{1}
\]

The Dice score calculates the overlap between the ground truth and the neural network's inference. A Dice score of 0 indicates no intersection, and a Dice score of 1 represents perfect overlap. It is the most customary measure of neural network performance (20).

The Pearson correlation coefficient was used to reflect the algorithm's capability to calculate volume. The neural network's estimated volume was compared against the actual volume for the PZ, TZ, and whole prostate. The CI was calculated for the Dice score and Pearson correlation coefficient and reflects the precision of these metrics. For both the Dice score and Pearson correlation coefficient, the confidence level of 95% was calculated (21). The CI formula is:

\[
CI = \overline{x} \pm z \frac{s}{\sqrt{n}} \tag{2},
\]

where \(\overline{x}\) is the sample mean, \(z\) is the 97.5th percentile of the standard normal distribution and equals 1.96 because the confidence level was 95%, \(s\) is the sample standard deviation, and \(n\) is the sample size (21). The Dice score CI was calculated only with Equation (3), while the Pearson correlation coefficient CI used an additional formula for the Fisher \(z\) transformation. The Fisher \(z\) transformation formula converted the Pearson correlation coefficient, \(r\), into a normal distribution. The Fisher \(z\) transformation formula is:

\[
\begin{align*}
\ln(1 + r) & = \frac{1}{2} \ln\left(\frac{1 + r}{1 - r}\right) \tag{3}, \\
\end{align*}
\]

where \(r\) is the Pearson correlation coefficient in the Fisher domain, and \(\ln(\cdot)\) is the natural logarithm. A CI was calculated in this Fisher domain, and the CI for \(r\) was derived by back transforming the limits in the Fisher domain into the \(r\) domain using the inverse of the Fisher \(z\) transformation defined in Equation (3). The statistical analysis was done with the open-source Python library, Scipy, version 1.4.1.

**Results**

**Data Set Characteristics**

The data set for all three U-Nets consisted of 242 T2-weighted images (6292 axial images) in 242 patients. The average age was 64 years (range, 41–96 years). The prostate lesions in the data set had the following PI-RADS score distribution: 5 (36 lesions), 4 (64 lesions), 3 (106 lesions), 2 (45 lesions), and 1 (two lesions). All 242 of the 242 T2-weighted images successfully had bounding boxes created. The 242 T2-weighted images were divided into three data sets: training, validation, and test.

**Model Development and Processing Time**

U-Net\(_A\), trained for approximately 7 hours, while U-Net\(_B\) and U-Net\(_C\), each trained for 5 hours. While running on a single graphics processing unit, the three U-Nets completed their tasks of bounding box creation, prostate segmentation, and...
its goal of showing the feasibility of a machine learning algorithm to segment the prostate and two prostate zones automatically. Differentiation between TZ and PZ is clinically relevant for PI-RADS scoring because the first decision in determining a lesion’s score involves assessing its location as either in the TZ or PZ (8). By accomplishing these initial steps in PI-RADS grading of multiparametric MRI, this study supports the subsequent development of a machine learning–based automated PI-RADS scoring algorithm. A software tool that could enhance radiologists’ PI-RADS scores is highly desired because PI-RADS scoring and reproducibility is challenging. In a study by Glazer et al (23), PI-RADS score interobserver reproducibility was moderate in the PZ ($\kappa = 0.46$) and modest in the TZ ($\kappa = 0.36$), where $\kappa$ represents Cohen kappa coefficient.

As a first step toward PI-RADS automation, prostate segmentation must first be completed. Multiple studies have demonstrated that this can be accomplished with deep learning at multiparametric MRI and US (24,25). Eight different CNNs with data sets of 40 to 163 patients achieved Dice scores between 0.85 and 0.93 for prostate segmentation (10,13,26–30). A study by Tian et al (26) applied a deep learning algorithm on a data set of 140 patients to achieve a Dice score of 0.85. Similarly, Cheng et al (29) used a deep learning algorithm with an active appearance model to obtain a Dice score of 0.93 with a data set of 120 patients. Many studies have attempted prostate segmentation due to the online data set PROMISE12 that contained prostate MR images with well-curated prostate organ labels (31).

Prostate Zone Classification

Prostate zone classification in 0.196 second, 0.226 second, and 0.219 second, respectively.

Segmentation Performance

The output of U-NetA was supplied to U-NetB for prostate segmentation, which resulted in an overall median Dice score of 0.952 and a mean Dice score of 0.940 (interquartile range: 0.930–0.961). The prostate Pearson correlation coefficient for volume approximation was 0.981 (95% CI: 0.966, 0.989).

During inference, the prostate segmentations that were made from U-NetB were then combined with the classifications from U-NetC. By using the outputs from U-NetB and U-NetC, the final segmentations for TZ and PZ were created. The TZ had an overall median Dice score of 0.920 and a mean Dice score of 0.910 (interquartile range, 0.894–0.938). The TZ Pearson correlation coefficient for volume approximation was 0.992 (95% CI: 0.985, 0.995). The PZ had an overall median Dice score of 0.782 and a mean Dice score of 0.774 (interquartile range, 0.727–0.832). The PZ Pearson correlation coefficient for volume approximation was 0.927 (95% CI: 0.870, 0.957). The accuracy of volume approximation is demonstrated with Bland-Altman plots (Fig 3). All results were calculated with the test data set. Three accessions that illustrate inference performing well are shown in Figure 5. Two accessions that show inference for challenging cases are shown in Figure 6.

Discussion

This study demonstrates that deep learning algorithms are accurate and effective in segmenting the TZ and PZ with mean Dice scores of 0.910 and 0.774, respectively. This study fulfills its goal of showing the feasibility of a machine learning algorithm to segment the prostate and two prostate zones automatically. Differentiation between TZ and PZ is clinically relevant for PI-RADS scoring because the first decision in determining a lesion’s score involves assessing its location as either in the TZ or PZ (8). By accomplishing these initial steps in PI-RADS grading of multiparametric MRI, this study supports the subsequent development of a machine learning–based automated PI-RADS scoring algorithm. A software tool that could enhance radiologists’ PI-RADS scores is highly desired because PI-RADS scoring and reproducibility is challenging. In a study by Glazer et al (23), PI-RADS score interobserver reproducibility was moderate in the PZ ($\kappa = 0.46$) and modest in the TZ ($\kappa = 0.36$), where $\kappa$ represents Cohen kappa coefficient.

As a first step toward PI-RADS automation, prostate segmentation must first be completed. Multiple studies have demonstrated that this can be accomplished with deep learning at multiparametric MRI and US (24,25). Eight different CNNs with data sets of 40 to 163 patients achieved Dice scores between 0.85 and 0.93 for prostate segmentation (10,13,26–30). A study by Tian et al (26) applied a deep learning algorithm on a data set of 140 patients to achieve a Dice score of 0.85. Similarly, Cheng et al (29) used a deep learning algorithm with an active appearance model to obtain a Dice score of 0.93 with a data set of 120 patients. Many studies have attempted prostate segmentation due to the online data set PROMISE12 that contained prostate MR images with well-curated prostate organ labels (31).

Although substantial progress has been shown in prostate segmentation, TZ and PZ segmentation has been more...
Deep Learning Segmentation of Prostate Transition and Peripheral Zones

Challenging. Two obstacles include a lack of data and network architectures that do not recognize both TZ and PZ. Although studies by Chilali et al. (32) and Makni et al. (33) both employed C-means clustering for TZ and PZ segmentation, their results were limited due to their data set sizes of 35 patients and 31 patients, respectively. Similarly, Mooij et al. (34), Jensen et al. (35), Rundo et al. (36), and Zabihooly et al. (37) executed U-Nets that yielded results with data sets of 53 patients, 40 patients, 40 patients, and 225 patients, respectively. In addition to small data sets, network architecture has prevented several studies from recognizing the prostate organ, TZ, and PZ. Clark et al. (10), Zhu et al. (14), and Zavala-Romero et al. (38) designed studies that reported only the entire prostate and the PZ with data sets of 134 patients, 163 patients, and 550 patients, respectively. Allen et al. (11) and Yin et al. (39) implemented algorithms that recognized only the prostate and central gland.

Our work builds upon these previous studies by using larger data set sizes and creating a deep learning algorithm that recognized the prostate organ, TZ, and PZ. Prostate organ, TZ, and PZ segmentations were completed with a data set size of 242 patients. Our network used two U-Nets in parallel that concurrently accomplished different tasks: U-NetB was constructed to localize the prostate, while U-NetC was implemented to classify every pixel as TZ or PZ. As a result of this architecture, each individual U-Net’s hyperparameters could be tuned to optimize its dedicated task. Ultimately, this design allowed us to achieve a rapid and accurate zonal segmentation.

Several limitations should be considered when examining our results. Although our sample size was larger than prior studies, they were limited to our single academic center, and compatibility with different data sets was not tested. Second, our MRI data were obtained from two scanner manufacturers, and further work would be required to evaluate whether this deep learning algorithm could perform well on another manufacturer’s hardware as well. Our study was limited by the reliance on a single abdominal radiologist to determine the ground truth. Because the prostate and its zones can be difficult to segment, another radiologist could potentially segment different regions as the ground truth. Future work should include prostate lesion localization and determining whether the lesion belongs in the TZ or PZ. After lesion localization and zone location has been completed, the lesion could be assigned a PI-RADS score. The feasibility of determining PI-RADS score with an isolated lesion was demonstrated in a study by Sanford et al. (40).

This study demonstrates that a deep learning architecture composed of U-Nets can accurately and rapidly segment the prostate’s TZ and PZ.

Author contributions: Guarantors of integrity of entire study, M.B., R.H., C. Chantaduly, C. Chahine, D.C., P.C.; study concepts/study design or data acquisition.

Figure 5: Example segmentations in three patients with A, transition zone (TZ) Dice score of 0.940 and a peripheral zone (PZ) Dice score of 0.902, B, TZ Dice score of 0.910 and a PZ Dice score of 0.869, and C, TZ Dice score of 0.978 and a PZ Dice score of 0.907. CNN = convolutional neural network. Green and pink borders indicate TZ and PZ, respectively.
Fig. 6: Examples of challenging segmentations. A, Segmentation resulted in a peripheral zone (PZ) Dice score of 0.642 and a transition zone (TZ) Dice score of 0.893. B, Segmentation resulted in a PZ Dice score of 0.669 and a TZ Dice score of 0.955. Both the TZ and PZ are more challenging for the neural networks to segment at the prostate base. Green and pink borders indicate TZ and PZ, respectively. CNN = convolutional neural network.
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