Extremal Steering Assemblages

Thomas Cope and Tobias J. Osborne
Institut für Theoretische Physik, Leibniz Universität Hannover, Appelstr. 2, 30167 Hannover, Germany
(Dated: July 19, 2021)

Non-local correlations between a fully characterised quantum system and an untrusted black box device are described by an assemblage of conditional quantum states. These assemblages form a convex set, whose extremal points are relevant in many operational contexts. We give necessary and sufficient conditions for an assemblage to be extremal using linear independence conditions, and an algorithm to decompose a generic assemblage into extremal points. A Matlab implementation of this algorithm is provided in the supplementary material.

I. INTRODUCTION

The concept of steering has been part of quantum mechanics since its inception. It played a key role in the argument put forward by Einstein, Podolsky and Rosen, whose 1935 paper [1] exposed the ability of quantum systems to remotely influence one another, even when distantly separated. The phenomenon of steering was explored further by Schrödinger in two papers [2, 3], who characterised exactly how this influence occurs.

Steering is currently a topic of considerable interest, as it is the resource used in semi Device Independent Quantum Key Distribution (DIQKD) [4–7]. These protocols provide a trade-off between the security of DIQKD [8–11] and the high key rates of Quantum Key Distribution (QKD) [12–16]. Furthermore, extremality allows for an easy calculation of an assemblage’s entanglement of formation [21].

II. PRELIMINARIES

We begin with the definition of an assemblage. An assemblage is a collection of sub-normalised density operators \( \{ \sigma_{n|r} \} \), which satisfy the conditions

\[
\sigma_{n|r} \geq 0 \quad \forall n, r, \quad \text{and} \quad \sum_n \sigma_{n|r} = \sum_n \sigma_{n|r'}, \quad \forall r, r',
\]

known as the positivity and no-signalling conditions respectively. The state \( \rho_B := \sum_n \sigma_{n|r} \) is often referred to as the marginal state. We consider the set of all such possible collections as our general set of steering assemblages \( \mathcal{G} \). This definition arises from the result of two spatially separated parties sharing a quantum state, \( \rho_{AB} \), with each substate representing the probabilistic state obtained from a choice of measurement (labelled \( r \)) on one subsystem, given by

\[
\sigma_{n|r} = \text{Tr}_A \left[ (M_{n|r} \otimes I_B) \rho_{AB} \right].
\]

However, we do not assume knowledge of the original state or measurements, studying only the resulting set of substates.

The set of assemblages is convex and as such, any point can be decomposed into a convex combination of extremal points. A point \( \mathbf{x} \) in a convex set is called extremal if any convex decomposition of the form \( \mathbf{x} = p\mathbf{x}_1 + (1-p)\mathbf{x}_2 \), with \( p \in (0,1) \), implies \( \mathbf{x}_1 = \mathbf{x}_2 = \mathbf{x} \) (i.e. there are no non-trivial convex decompositions of \( \mathbf{x} \)).

When discussing assemblages it is often useful to consider the case where we restrict the sets \( n \in \{1 \ldots N\} \), \( r \in \{1 \ldots R\} \) and the dimension of our Hilbert space is fixed. We write this set as \( \mathcal{G}_{N|R}^d \), and express assemblages within it as an ordered tuple \( \sigma = (\sigma_{1|1} \ldots \sigma_{N|1} \ldots \sigma_{1|R} \ldots \sigma_{N|R}) \). In this paper, we show when an assemblage is extremal in the restricted set \( \mathcal{G}_{N|R}^d \). However, this extremality holds for the general set \( \mathcal{G} \), since they may be embedded into the general set by adding either trivial outcomes ( \( \sigma_{n|r} = 0, \forall n > N \) ), trivial dimensions ( \( \dim(\cup \text{coker}(\sigma_{n|r})) \leq d \) ), or by repeating inputs ( \( \sigma_{n|r} = \sigma_{n|r'}, \forall r > R \) ). All of these embeddings preserve extremality.
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Any bipartite assemblage with marginal $\rho_B = \sum_i \lambda_i |i\rangle\langle i|$ may be created via a specific choice of quantum state and measurements: by taking the pure state defined by the purification $|\Phi\rangle = \sum_i \sqrt{\lambda_i} |i\rangle_A \otimes |i\rangle_B$, and measurement operators $M_{n|r} = \rho_B^{-1/2} \sigma_{n|r}^{(2)} \rho_B^{-1/2}$. The transposition is with respect to the basis $\{|i\rangle\}$. However, this is generally not the only state and measurements that reproduce a given assemblage.

The above construction connects many properties of assemblages to those of sets of Positive Operator Valued Measures (POVMs). Our work in this paper is motivated by [22], who studied the extremality of POVMs. However, we stress that extremality of an assemblage is not trivially derived by its corresponding POVMs. A simple example of this can be seen by the assemblage $\sigma_{i|0} = |0\rangle\langle 0|/2, \sigma_{i|1} = |1\rangle\langle 1|/2$. This assemblage can be decomposed with equal weight into two assemblages $\sigma_{i|0}^0 = \delta_{i0} |0\rangle\langle 0|$, and $\sigma_{i|1}^1 = \delta_{i1} |1\rangle\langle 1|$. However, the corresponding POVM, $\{|0\rangle\langle 0|, |1\rangle\langle 1|\}$ cannot be decomposed.

### III. EXTREMAL ASSEMBLAGES

Let us now begin with the extremal points of the set $G^d_{N|R}$. Let us consider a convex decomposition of an assemblage, of the form $\sigma = p\sigma^1 + (1-p)\sigma^2$. The two decomposing points must themselves be assemblages and satisfy the no-signalling condition. In this paper we follow the method of [22], who explored extremality using the idea of perturbations. Let us suppose we have two valid assemblages of the form $\sigma^\pm = \sigma \pm D$, where $D$ is some perturbation vector. The non-existence of a $D \neq 0$, such that the defined $\sigma^\pm$ are valid assemblages, is a necessary and sufficient condition for $\sigma$ to be extremal. Necessity comes from the fact that $\sigma = 1/2(\sigma^+ + \sigma^-)$. To show sufficiency, suppose we have a valid non-trivial decomposition $\sigma = p\sigma^1 + (1-p)\sigma^2$, and assume w.l.o.g. that $p \geq 1/2$.

Then by defining $D = \sigma^1 - \sigma$, we can rewrite $\sigma = 1/2(\sigma + D) + 1/2(\sigma - D)$. As $\sigma + D = \sigma^1$, we need only check that $\sigma - D$ is a valid assemblage. However, we can do this by substituting in the convex decomposition of $\sigma$:

$$\sigma - D = p\sigma^1 + (1-p)\sigma^2 - \sigma^1 + p\sigma^1 + (1-p)\sigma^2 = (2p-1)\sigma^1 + (2-2p)\sigma^2$$

Since we assumed $1/2 \leq p \leq 1$, both $(2p-1), (2-2p) \geq 0$ and add up to 1. This means $\sigma - D$ is a valid convex combination of two assemblages, and thus itself a valid assemblage.

Let us consider what properties $D$ must therefore have. First we require every element of $\sigma - D$ to be positive, implying that $\ker(\sigma_{n|r}) \subseteq \ker(D_{n|r})$, or equivalently $\coker(D_{n|r}) \subseteq \coker(\sigma_{n|r})$. Secondly, we must have $\text{Tr}(\sum_n \sigma_{n|r} \pm D_{n|r}) = \text{Tr}(\sum_n \sigma_{n|r}) = 1$, and thus by linearity $\text{Tr}(\sum_n D_{n|r}) = 0$. Thirdly, as both $\sigma^1, \sigma^2$ satisfy the no-signalling condition, so too must the difference between them, $D$. Finally, every $D_{n|r}$ is the difference between two Hermitian operators, so they too must be Hermitian. These are in fact the only constraints that must hold for $D$, and so we arrive at the first statement of extremality.

**Theorem 1.** An assemblage $\sigma$ is extremal iff there exist no non-trivial solutions to the equations:

$$\sum_n D_{n|r} = \sum_n D_{n|r}' \forall r, r', \quad \text{Tr}\left(\sum_n D_{n|r}\right) = 0, \quad \text{coker}(D_{n|r}) \subseteq \text{coker}(\sigma_{n|r}) \forall n, r$$

where the $D_{n|r}$ are Hermitian. It is useful to rewrite the above result using an explicit basis for each $D_{n|r}$. To do this, for each $\sigma_{n|r}$ we define $\{|v_{n|r}^a\rangle\}$ as the set of eigenvectors of $\sigma_{n|r}$ which correspond to non-zero eigenvalues of $\sigma_{n|r}$. We then represent $D_{n|r}$ in this basis. Our above statement then becomes: $\sigma$ is extremal iff

$$\sum_n \sum_{a, b=1}^{\text{rank}(\sigma_{n|r})} D_{n|r}^{a,b} |v_{n|r}^a\rangle\langle v_{n|r}^b| = \sum_n \sum_{a', b'=1}^{\text{rank}(\sigma_{n|r})} D_{n|r}'^{a',b'} |v_{n|r}'^{a}\rangle\langle v_{n|r}'^{b'}|, \quad \forall r, r', \quad \text{and} \quad \sum_n \sum_a D_{n|r}^{a,a} = 0,$$

with the underlying requirement that $D_{n|r}^{a,b} = D_{n|r}^{b,a}$. We can recognise this as a set of linear independence conditions, for the operators $\{|v_{n|r}^a\rangle\langle v_{n|r}^b|\}$.
Before we look at these conditions in further detail, it is worth noting what happens in the special case where \( R = 1 \). Here we have no no-signalling constraints, reducing our condition to:

\[
\sum_n \sum_a D_{n|r}^{a,a} = 0, \Rightarrow D_{n|r}^{a,b} = 0 \ \forall a, b, n, r.
\] (5)

Such an implication can only be true in one specific instance: when \( n, a \) can only take one possible value. This means we have the following result:

**Lemma 2.** All extremal assemblages with \( R = 1 \) are of the form \( \sigma_{n|1} = \delta_{nn'} |\phi\rangle \langle \phi| \).

In the case of \( R > 1 \), things are more complicated. Note that the no-signalling conditions are operator constraints, whilst the trace condition and Hermicity requirements are coefficient constraints. We can therefore incorporate these constraints into our operator constraints, by modifying the operators involved. This leads us to another statement of extremality:

**Proposition 3.** An assemblage \( \sigma_{n|r} \) is extremal iff \( \forall \) pairs \( r, r' \), the following operators are linearly independent:

\[
\frac{1}{\sqrt{2}} \left( |v_{n|r}^a\rangle \langle v_{n|r}^a| - |v_{1|r}^1\rangle \langle v_{1|r}^1| \right), \quad \frac{1}{\sqrt{2}} \left( |v_{n|r}^a\rangle \langle v_{n|r}^b| + |v_{n|r}^b\rangle \langle v_{n|r}^a| \right), \quad \frac{1}{\sqrt{2}} \left( |v_{n|r}^a\rangle \langle v_{n|r}^b| - |v_{n|r}^b\rangle \langle v_{n|r}^a| \right),
\] (6)

where \( n \) takes any value, \( a, b \) are limited by the rank of \( \sigma_{n|r} \) and \( r \) ranges through both \( \{r, r'\} \). The trivial operator obtained when \( n = 1, a = 1 \) is excluded.

The linear dependence here refers to real coefficients, since finite Hermitian operators form a real vector space. The above statement is complete, in that it is a necessary and sufficient condition for the extremality of a given assemblage. To do so requires one to check \( r(r - 1)/2 \) linear independence conditions; requiring a quadratic (in inputs) number of checks to prove extremality. We can often simplify this number by splitting linear dependence into two types: zero-marginal and non-zero-marginal. A zero-marginal linear dependence is of the form:

\[
\sum_n \sum_{a,b=1} \text{rank}(\sigma_{n|r}) D_{n|r}^{a,b} |v_{n|r}^a\rangle \langle v_{n|r}^b| = 0, \ \exists D_{n|r}^{a,b} \neq 0.
\] (7)

Note that this, along with setting \( D_{n|r}^{a,b} = 0, \ \forall r' \neq r \), gives us a valid non-trivial perturbation, proving \( \sigma \) is non-extremal. As the name implies, the marginal of \( D \) is 0.

By contrast a non-zero-marginal perturbation is of the form:

\[
\sum_n \sum_{a,b=1} \text{rank}(\sigma_{n|r}) D_{n|r}^{a,b} |v_{n|r}^a\rangle \langle v_{n|r}^b| = X_D \neq 0, \ \forall r, \ \text{tr}(X_D) = 0.
\] (8)

The advantage of this distinction is that Eq. (7) can be checked for each \( r \) individually, with every check involving a smaller number of operators than the conditions in Eq. (6). If all of these checks are passed, then we turn to the possibility of non-zero-marginal perturbations; and we must check the linear independence conditions of Eq. (6) for one pair of inputs \( r, r' \). If this test is passed then we can conclude the assemblage is extremal! This is because the linear independence of these operators forces any marginal \( X_D \) to be equal to the zero operator; however, we have shown with our previous checks that such a perturbation is impossible. This gives another equivalent condition of extremality.

**Proposition 4.** \( \sigma \) is extremal iff the operators:

\[
|v_{n|r}^a\rangle \langle v_{n|r}^a|, \quad \frac{1}{\sqrt{2}} \left( |v_{n|r}^a\rangle \langle v_{n|r}^b| + |v_{n|r}^b\rangle \langle v_{n|r}^a| \right), \quad \frac{1}{\sqrt{2}} \left( |v_{n|r}^a\rangle \langle v_{n|r}^b| - |v_{n|r}^b\rangle \langle v_{n|r}^a| \right), \quad \forall (n, a, b) \ a, b \leq \text{rank}(\sigma_{n|r})
\] (9)

are linearly independent for all \( r \) individually, and the operators defined in proposition 3 are linearly independent for any pair \( r, r' \).

Note that if a pair \( r, r' \) exhibit linear dependence, we cannot conclude that the assemblage is not extremal; we have to keep checking until a \( r, r' \) pair that passes the check is found. This means that in the worst case (the only linearly independent pair is found last) just checking all the pairs may be faster.
IV. AN ALGORITHM TO DECOMPOSE INTO EXTREMAL ASSEMBLAGES

Together with this paper we provide an algorithm to decompose an arbitrary assemblage into extremal ones. The pseudo-code can be found in the supplementary material.

Our implementation uses proposition 4 as the criterion of extremality, and is written to be recursive, since after every perturbation has been applied, there are two more assemblages whose extremality needs to be checked. This means the number of calls grows exponentially with the number of possible perturbations. Despite this it remains viable for decomposing low-dimensional assemblages, with its performance greatly improved when used only to test extremality, rather than to find the full decomposition. A Matlab implementation is also provided.

We now provide a few examples of decomposed assemblages to illustrate the working of the algorithm. All examples can also be found in the supplementary material.

Example 1: We take our first example from [23]. They consider a POVM whose effects are given by $\Pi_a = \frac{2}{5}|\phi_a\rangle\langle\phi_a|$, where $|\phi_a\rangle$ is the qubit state with Bloch vector $(\cos(2\pi a/5), \sin(2\pi a/5), 0)$. This measurement can be decomposed into extremal “trines”; POVMs with three non-trivial effects.
We can adapt this example into an assemblage by defining $\sigma_a = \Pi_a/2$; so that the marginal now gives $\mathbb{I}_2/2$, a valid density operator. Decomposing this assemblage into extremals, we find that $\sigma = \sum_i 1/5\sigma_i^a$, where $\sigma_i^a = \delta_a|\phi_a\rangle\langle\phi_a|$. This fits with what we expected from lemma 2 as $\sigma$ is an assemblage with one input choice. This example highlights how POVM and assemblages decompositions are not analogous, since one is unable to form a qubit POVM from a single $\sigma^a$ (as it spans a 1-dimensional subspace).

Example 2: In our second example we take the maximally entangled qubit $|\Phi^+\rangle = (|00\rangle + |11\rangle)/\sqrt{2}$, and create assemblage using two measurements: a projective measurement in the Pauli-X basis; and a POVM whose effects are $\Pi_a = 1/2|\phi_a\rangle\langle\phi_a|$, where the set of Bloch vectors for $|\phi_a\rangle$ are $\{(0, 0, 1), (\sqrt{2}/9, 0, -1/3), (-\sqrt{2}/9, \sqrt{2}/3, -1/3), (-\sqrt{2}/9, -\sqrt{2}/3, 1/3)\}$, forming a regular tetrahedron. Since this assemblage is formed by measuring an extremal quantum state with two extremal POVMs, one might expect the assemblage itself to also be extremal. However, the assemblage is decomposable $\sigma = 2/3\sigma^1 + 1/3\sigma^2$. The two assemblages can be characterised by their marginals, whose Bloch vectors are the points $v_1 = (0, 0, -1/\sqrt{2})$; $v_2 = (0, 0, 1/\sqrt{2})$. These are exactly the points where the tetrahedron intersects with the x-axis.

Example 3: In this example we take the assemblage obtained from measuring a qutrit maximally entangled state with two Mutually Unbiased Measurements (MUBs). Such assemblages appear in the study of dimension verification [24]. We can then mix this assemblage with white noise; an assemblage whose substates are identically proportional to the identity. By definition this is not an extremal assemblage. With decomposition via the algorithm, we may decompose $4/5\sigma^{\text{MUB}} + 1/5\sigma^{\text{WN}}$ into 3727 inequivalent assemblages, none of which are $\sigma^{\text{MUB}}$ (which can be checked to be extremal). This large number should serve to remind us that the perturbation method does not help to find a minimal decomposition. The full decomposition is provided in the supplementary material.

V. DISCUSSION AND CONCLUSIONS

In this paper, we have given several equivalent definitions which are necessary and sufficient for an assemblage to be extremal. These can be directly tested by calculating linear dependencies of vectors created from the eigenvectors of the assemblage’s substates. We also provide an algorithm which can decompose an assemblage into extremal assemblages, and provide a Matlab implementation. This algorithm scales poorly with the dimension and number of inputs of the assemblage; this is because every perturbation creates two new assemblages which must then themselves be decomposed, resulting in exponential behaviour. In [23] a much more efficient method for decomposition of POVMs was presented, exploiting linear programming. However, we were unable to transfer the concept to steering assemblages.
We also comment that our conditions provide a sufficient condition for extremality of a multipartite steering assemblage. This is because a multipartite assemblage (with two spatially separated measuring parties) may be thought of as a restricted case of the bipartite scenario, where Alice’s outcomes satisfy an additional no-signalling constraint. One may construct a counter-example to necessity by considering a non-signalling probability distribution, which may be decomposed into signalling components (since in the bipartite case, no such restrictions on Alice’s side apply) e.g. the PR-Box example discussed in [23].
Many questions about steering assemblages can be phrased instead as questions regarding Positive Operator Valued Measurements (POVMs) via the mapping $\sigma_{n|r} \rightarrow \rho_B^{-1/2} \sigma_{n|r} \rho_B^{-1/2}$. Note that extremality of the resultant POVMs does not imply extremality of the original assemblage: the requirement of POVM elements to sum to the identity necessarily preserves the marginal.

Given that assemblages may be created from a given state $\rho$ and set of measurements $\{M_{n|r}\}$ via the formula $\sigma_{n|r} = \text{Tr} \left[ (M_{n|r} \otimes I_B) \rho AB \right]$, it is natural to wonder how convex decompositions of the state or measurements translate into decompositions of the assemblage. From this formula, one notes that a decomposition of $\{M_{n|r}\}$ for a given $r$ results in a possible marginal-invariant perturbation, while in general decompositions of the state lead to perturbations which change the marginal. However, one should not draw the tempting conclusion that marginal-preserving perturbations must arise from measurement decompositions: by taking $\rho = p|\Phi^+\rangle\langle\Phi^+| + (1-p) (|00\rangle\langle00|/2 + |11\rangle\langle11|/2)$, $M_{n|1} = |0\rangle\langle0|$, $M_{2|1} = |1\rangle\langle1|$, $M_{1|2} = |+\rangle\langle+|$, $M_{2|2} = |\rangle\langle-|$, one creates an assemblage with a non-trivial perturbation leaving both $\sigma_{i|1}$ invariant, therefore preserving the marginal.

One potential application of this work may be in the field of self-testing: in which one can verify the underlying states and measurements via the observed assemblage. For quantum correlation self-testing of both states and measurements, it has been shown the required point must be extremal and finite-dimensional realisable. It would be interesting to try and connect this with steering based self-testing. Another application may be in the semi-device independent certification of entanglement, which has been investigated in. As non-zero marginal perturbations can be linked with convex decompositions of the state, they have a natural connection to the entanglement of formation.
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I. AN ALGORITHM TO DECOMPOSE INTO EXTREMAL ASSEMBLAGES

Here we present an algorithm to decompose an arbitrary assemblage into extremal ones. Our algorithm takes in the inputs given in table I and returns a partial list of extremal assemblages, along with their weight in the final decomposition, which is complete when the recursion ends. An implementation of this algorithm in Matlab can also be found in the supplementary material.

| Symbol | Description |
|--------|-------------|
| $\Sigma$ | The current list of extremal assemblages |
| $P_\Sigma$ | The current list of weights of each extremal assemblage |
| $\sigma$ | The current assemblage being considered |
| $p$ | The weight of the current assemblage being considered |
| $x$ | The input being checked for valid perturbations |
| $\epsilon$ | The tolerance below which values are assumed $= 0$ |

TABLE I. The variables fed into our assemblage decomposing algorithm.
Algorithm 1 Recursive Decomposition

1: First call the algorithm with inputs $\Sigma = \{\}$, $P_\Sigma = \{\}$, $p = 1$, $x = R$
2: function APPLY RECURSION($\Sigma$, $P_\Sigma$, $\sigma$, $p$, $x$, $\epsilon$)
3: Outputs:
4: $\Sigma$: The updated list of extremal assemblages
5: $P_\Sigma$: The updated list of weights of each extremal assemblage
6: Define NumberInputs
7: Define NumberOutputs
8: Define Dimensions
9: NumberOperators $\leftarrow 0$
10: OperatorList $\leftarrow \{}$
11: OperatorTrack $\leftarrow \{}$
12: if $x > 0$ then
13: for $a = 1 : \text{NumberOutputs}$ do
14: $d = \text{eig}(\sigma_{a|x})$
15: Define matrix $V$ where $\sigma_{a|x}v_r = d_r v_r$
16: for $r=1:\text{Dimension}$ do
17: if $d_r > \epsilon$ then
18: insert $(\sigma_{a|x}v_r)$ into OperatorList
19: insert $(a, x)$ into OperatorTrack
20: NumberOperators $\leftarrow \text{NumberOperators} + 1$
21: for $r_2 = 1 : r - 1$ do
22: insert $1/\sqrt{2}(\sigma_{a|x}v_r) + (\sigma_{a|x}v_r)$ into OperatorList
23: insert $(a, x)$ into OperatorTrack
24: NumberOperators $\leftarrow \text{NumberOperators} + 1$
25: insert $1/\sqrt{2}(\sigma_{a|x}v_r) - (\sigma_{a|x}v_r)$ into OperatorList
26: insert $(a, x)$ into OperatorTrack
27: NumberOperators $\leftarrow \text{NumberOperators} + 1$
28: end for
29: end if
30: end for
31: end for
32: Create $M$ whose $i$ th column is the $i$ th operator in OperatorList
33: Find the nullspace of $M$.
34: if $\text{null}(M) = \{0\}$ then
35: Apply Recursion($\Sigma$, $P_\Sigma$, $\sigma$, $p$, $x - 1$, $\epsilon$)
36: else
37: Choose perturbation $\sum c_i O_i = 0$, where $O_i \in \text{OperatorList}$
38: Construct perturbation $D$, where $D_{a|x} = \sum_{i} O_i$
39: Maximise $w_+$ such that $\sigma_{a|x} + w_+ D_{a|x} \geq 0$, $\forall a, x$
40: Maximise $w_-$ such that $\sigma_{a|x} - w_- D_{a|x} \geq 0$, $\forall a, x$
41: Calculate relative weights $p_+ = w_+/(w_+ + w_-)$, $p_- = w_-/(w_+ + w_-)$
42: Apply Recursion($\Sigma$, $P_\Sigma$, $\sigma + w_+ D, p \ast p_+, x, \epsilon$)
43: Apply Recursion($\Sigma$, $P_\Sigma$, $\sigma - w_- D, p \ast p_-, x, \epsilon$)
44: end if
45: end if
46: for $x=1:\text{NumberInputs}$ do
47: Run lines $\square$ $\square$
48: end for
49: Construct a matrix $M$ such that $Mu$ constrains:
50: $\sum_{i} O_i u_i = \sum_{i} O_i u_j O_j$, $\sum_{i} O_i = 1$, $v_i = 0$
51: if $\text{null}(M) = \{0\}$ then
52: Add $\sigma$ to $\Sigma$, and $p$ to $P_\Sigma$
53: else
54: Run lines $\square$ $\square$
55: end if
56: end if
57: end function