Abstract—This paper focuses on the issue of how to realize spacecraft attitude control with guaranteed performance while conspicuously reducing the actuator acting frequency simultaneously. The prescribed performance control (PPC) scheme is often employed for the control with guaranteed performance. However, conventional PPC controllers are designed from the perspective of continuous system, which contradicts the “discrete” control logic in actual spacecraft control system, and such a problem limited the application value of PPC scheme in actual applications. In order to significantly lower the actuator acting frequency while still maintaining the desired performance, a composite event-trigger mechanism is proposed for this issue, turning off the actuator and eliminating unnecessary control output under appropriate conditions. Further, the proposed composite event-trigger mechanism is combined with a prescribed performance control scheme, constructing a complete controller structure for solving the presented issue. Meanwhile, a special performance function is designed to provide mild transition process. Based on the proposed scheme, a specific backstepping controller is further developed as a validation. Finally, numerical simulation results are presented to validate the effectiveness of the proposed scheme.

I. INTRODUCTION

Recently, modern spacecraft control tasks usually appear with high-performance requirements, such as on-orbit docking and cooperative earth-observation imaging control. Such a requisition strongly motivated the development of the controller built with performance consideration, and the prescribed performance control (PPC) scheme has been of higher research interest recently. Nevertheless, traditional PPC controllers are presented in a continuous viewing, which is contradictive with the operation mode of actual actuators on the spacecraft control system, such as the propulsion system. Such a contradiction limited the application of the PPC scheme to the actual control scenarios, which motivates our idea of developing a prescribed performance control scheme with intermittent control behavior. This paper presents a complete solution for this concerning issue by organically employ the idea derived from intermittent control and combined it with prescribed performance control framework. The proposed composite event-trigger mechanism Meanwhile, the angular velocity norm constraint is also considered, fitting the actual engineering requirements.

Typical controllers are designed without considering performance factors in advance, which indicates that their performance can only be optimized by tedious parameter selection. To solve the problem that guarantees the achievement of the desired performance requirements, the prescribed performance control (PPC) scheme is proposed by Bechlioulis and Rovathakis in [11]. Since the PPC control scheme can be directly enforced to many existing frameworks, it has been employed in the attitude control problem in many works and showing its capability in handling the controller design with performance requirements, as stated in [2–5]. In our previous work [6], we present a PPC-based structure that can realize the desired-performance control while ensuring a low angular velocity during the attitude maneuver process simultaneously, which is realized by constructing a new kind of Barrier Lyapunov function (BLF).

Although traditional PPC controllers effectively handle the performance requirements, they require high-frequency control during the whole control procedure. Such an acting behavior is hard to bear for actual spacecraft actuators. Therefore, it strongly motivated our investigation for realizing the PPC with practically low-frequency control.

In order to lower the acting frequency of the actuator, controllers designed with intermittent acting behavior is considered in this paper. According to existing literature, controllers designed intermittently can be generally classified into three types, which treat intermittent control from the perspective of the switching system, the perspective of Lyapunov analysis, and the perspective of the event-trigger mechanism. The first one considers the system as a switched one, and the stability analysis is performed based on it, as stated in [7, 8]. For the intermittent control scheme based on Lyapunov analysis, it considers the influence caused by the intermittent control behavior, quantitatively implements such an influence as an additional Lyapunov residual term, and the system stability is analyzed based on ensuring its practical boundedness. Such an idea can be found in [9, 12]. These two control schemes are effective for linear system analysis but unsuitable for nonlinear system control. Since the spacecraft attitude system is strongly nonlinear with strong coupling characteristics, these two typical methods are hard to employ in the PPC controller.
design.

Unlike those previous works, the third kind of framework handles intermittent control in an event-triggered way, which is an inspirational work recently presented by Pio Ong [13]. Two different trigger mechanisms are introduced in the so-called intermittent event-trigger control scheme, responsible for the turn-on and the turn-off of the actuator. The author utilizes this framework to realize safety-critical control, introducing it to the control-barrier function-based structures.

Motivated by the idea lies in the intermittent-event trigger mechanism, this paper investigated the possibility of enforcing the intermittent event-trigger control methodology and the prescribed performance control scheme together, aiming at realizing the desired performance with much lesser actuator activation. In [13], the intermittent event-trigger control scheme is introduced to a stabilization safety-critical problem. However, since spacecraft need accelerating and braking such that the spacecraft is of high-dynamic status during the control procedure, some specific designs should be reconsidered in advance.

In order to make the intermittent event trigger suitable for attitude reorientation control, a composite event-trigger mechanism is redesigned with an exponential function-based trigger mechanism and a performance evaluation function-based trigger mechanism. Further, we enforce this proposed trigger mechanism into a prescribed performance control (PPC) scheme stated in our previous work [6]. Besides, a special performance function is proposed based on the hyperbolic-tangent function, providing mild actuator behavior during the attitude maneuver stage. In this paper, detailed suggestions for building the intermittent event-trigger attitude control are analyzed and presented, facilitating its application to various control scenarios. Based on these modifications and analysis, a complete controller structure is presented that is able to achieve the guaranteed performance with a much lesser acting frequency of the actuator, which is of potential application value in the real spacecraft control system.

The following paper is organized as follows: section II presents some fundamental introduction about notations and system modeling under event-trigger mechanisms. The main results of this paper are presented in section III, while the specific controller derivation is elaborated in section IV thoroughly. Theoretical analysis of the system stability is presented in section V, and the numerical simulation results are illustrated and analyzed in section VI accordingly.

II. PRELIMINARIES

A. Notations

In this subsection, we define the following symbols for convenient. \( || \cdot || \) stands for the Euclidean norm of arbitrary vector, or the induced norm of arbitrary given matrix. For any given vector \( \mathbf{a}, \mathbf{a}_i \) represents the \( i \) th component of \( \mathbf{a} \). Correspondingly, \( \mathbf{a}^\times \) denotes the \( \mathbb{R}^{3\times 3} \) cross manipulation matrix for \( \mathbf{a} \) such that \( \mathbf{a} \times \mathbf{b} = \mathbf{a}^\times \mathbf{b} \) is always satisfied. For the spanned diagonal matrix \( (a_i)_{di} \), it denotes the \( \mathbb{R}^{3\times 3} \) diagonal matrix that is consist of \( a_1, a_2, \ldots, a_i \). Similarly, \( (a_i)_c \) stands for the spanned column-vector of \( a_i \) as \( (a_i) = [a_1, a_2, \ldots, a_i]^T \). The maxima and the minima is represented as \( (\cdot)_{\max} \) and \( (\cdot)_{\min} \) in the following analysis.

B. System Modeling

Considering the general rigid-body attitude error system modeled with unit quaternion, for the attitude reorientation problem such that the desired angular velocity \( \omega_d = 0 \) holds, the angular velocity can be expressed as \( \omega_e = \omega_s - 0 \). Hence, the system can be modeled as follows [14]:

\[
q_{cv} = F_s \omega_s, \quad q_{e0} = -\frac{1}{2} q_{cv}^T \omega_s
\]

\[
J \dot{\omega}_s = -\omega_s^\times J \omega_s + u_{act} + d
\]

where the attitude error quaternion is represented as \( q_e = [q_{cv} \ q_{e0}]^T \in \mathbb{R}^4 \), and its \( i \) th component is denoted as \( q_{ei} \) correspondingly. \( q_{cv} \) is \( q_{ei} \) \( (i = 1, 2, 3) \) is a \( \mathbb{R}^3 \) column vector represents the vector part of the attitude error quaternion \( q_e \), and \( q_{e0} \) stands for the scalar part of \( q_e \). \( \omega_s \) denotes the attitude angular velocity of the spacecraft with respect to the inertial frame expressed in the body-fixed frame. \( J \) represents the inertial tensor matrix expressed in the body-fixed frame, which is a \( \mathbb{R}^{3\times 3} \) positive-definite matrix all along. \( u_{act} \) denotes the actual exerted control input, equivalent to \( u(t_k) \), where \( t_k \) represents the triggering time instant. \( d \) stands for the lumped external disturbance, while \( F_s \) is the Jacobian matrix defined as \( F_s = \frac{1}{2} [q_{e0} \cdot s_i + q_{ei}^2] \).

Further, we consider the system model under event-trigger mechanism. The actuator output will only be updated at the trigger time instant for the system with an event-trigger mechanism. Accordingly, a deviation exists between the calculated control command and the actual exerted control effort. For arbitrary trigger time instant \( t_k \), define an offline error state variable \( e_u \) as \( e_u = u(t) - u(t_k) \), the system dynamics equation in (1) can be reformed as [15]:

\[
J \dot{\omega}_s = -\omega_s^\times J \omega_s + u(t) - e_u(t) + d
\]

notably, \( u(t) \) denotes the calculated control command signal. The following analysis will be performed based on this model.

C. Assumptions

In this paper we make the following assumptions for the analysis of the controller.

**Assumption 1.** The inertial matrix is assumed to be a known one in this paper, which is a positive-definite matrix all along. Since the inertial uncertainties is not the main focus of this paper, such an assumption is rational.

**Assumption 2.** The external disturbance is unknown, but is bounded by a known constant, which is rational for a common attitude control task. Accordingly, we assume that \( ||d|| \leq D_m \).

III. CONTROL SCHEME DESIGN

Inspired by the work stated in [13], we design a composite event-trigger mechanism governed by two independent trigger mechanisms. These two trigger mechanisms take responsible for the turn-on and the turn-off of the actuator, cutting off
the unnecessary controller output and conspicuously reducing the acting frequency of the actuator. Further, the designed composite trigger mechanism is introduced into a prescribed performance control (PPC) framework that we presented previously in [6], providing guaranteed performance control under limited actuator acting. A newly-designed special performance function is introduced in order to provide desired characteristic.

This section is organized as follows: the designing of the PPC scheme is stated in subsection [III-A], [III-B] and [III-C], corresponding to the introduction of the designed performance function, error transformation, and the designed BLF function respectively. Further, the designed event-trigger mechanism is presented in section [6] and [8], corresponding to the turn-off and the turn-on trigger mechanism.

A. Performance Function Design

As stated in [16], in the typical prescribed performance control (PPC) scheme, the state variable is expected to be restricted in a sector-like region enclosed by the so-called performance function, which is designed according to the performance requirement. In this paper, we design the performance function as follows:

$$\rho(t) = \frac{\rho_0 + \rho_{\infty}}{2} - \left(\frac{\rho_0 - \rho_{\infty}}{2}\right) \tanh\left(\frac{T - T_s}{f_s}\right)$$

(3)

where $\rho_0$ and $\rho_{\infty}$ denotes the initial value and the terminal value of $\rho(t)$, respectively. The parameter constant $T_s$ and $f_s$ is related to how fast and when the performance function started decreasing.

The main purpose of designing such a performance function is to alleviate the burden of the controller. According to the existing literature, the exponential function is the mostly applied one for the performance function. However, it decreases rapidly at the beginning of the control, and its decreasing rate will become slower as it approaches the steady state. Such a characteristic is not suitable for the proposed scheme. Since $\omega_\alpha$ needs some time to track the virtual control law $\alpha$, hence the output state trajectory may not response as desired at first. Therefore there should be some additional space in the constraint region for the state trajectory at the beginning. On the other hand, since the angular velocity will be restricted to a relatively small value as we expected, hence the convergence of the state trajectory will be much slower than a typical exponentially-converged one. Accordingly, the constraint region should not converging too fast at the initial stage.

Following these stated reasons, we design the stated performance function to provide enough space for the state trajectory, providing relatively mild attitude maneuver progress and controller output.

B. Error Transformation Procedure

For arbitrary error state variable denoted as $e(t) = [e_1(t), e_2(t), \ldots, e_n(t)]^T$, defining the corresponding performance function for $e_i(t)$ as $\rho_i(t)$, the desired state constraint can be expressed as follows:

$$-\rho_i(t) < e_i(t) < \rho_i(t)$$

(4)

That is, $e_i(t)$ will be constrained into a symmetric funnel-like region. Further, defining a transformed variable as $\varepsilon_i = e_i/\rho_i$, the state constraint in equation (4) can be rewritten as $|\varepsilon_i(t)| < 1$. Notably, if $|\varepsilon| < 1$ is held, the constraint (4) will be satisfied. Hence we consider the tight one instead of the original one; i.e., we consider the state constraint as $|\varepsilon|^2 < 1$.

Before going further, note we have the following property.

Property 1. Considering arbitrary $k > 0$, then must exists a big enough constant $c$ and a constant $k_0$ satisfies $k < k_0$ such that $k > k_0$ and $|k \tanh(cx)| \geq |x|$ will be hold on $x \in [0, +k_0]$.

According to this property, a inference can be presented: if a practical boundary for $x$ exists such that $|x| \leq k_0$ can be satisfied. Then considering a corresponding constant $k$ near $k_0$ while holds $k > k_0$, $|k \tanh(cx)| \geq |x|$ will be hold on $x \in [-k_0, k_0]$ if $c$ is big enough.

C. Barrier Lyapunov Function (BLF) Design

Based on our previous work [6], the Barrier Lyapunov Function (BLF) is designed as follows:

$$V_{BLF} = \frac{k_1}{2} F_1 \ln \left[ \cosh \left( \frac{\varepsilon T \varepsilon}{F_1} \right) \right]$$

(5)

where $k_1$, $F_1$ are positive design parameters that need indicating. Taking the partial-derivative of the presented BLF with respect to $\varepsilon$, it can be obtained that $\frac{\partial V_{BLF}}{\partial \varepsilon} = k_1 \tan \left[ \frac{|\varepsilon|^2 / F_1}{\varepsilon^T} \right]$. This indicates that the gradient with respect to $\varepsilon$ can be modified by explicitly changing $k_1$. Notably, considering a function expressed as $H(x) = \ln[cosh(x)]$, one has the following property:

Property 2. For the defined function $H(x)$ on $x \in [0, +\infty)$, we have $\frac{1}{x} \tanh x \leq H(x) \leq x \tanh x$.

D. Event-Trigger Mechanism Design

Firstly, we consider the following problem: if the controller remains on a sample-and-hold status, when should we turn off the controller? Considering that the new information had just been updated to the actuator, the measurement error will start accumulating continuously from zero until the next triggering condition is satisfied. Therefore, it is a natural idea that the actuator should be turned off when the held output value can no longer ensure the strict convergence of the system.

Based on such an idea and considering the real limitations in real engineering work, two factors will determine the next trigger time: the following triggering condition and the maximum output time limitation. Accordingly, we design the turn-off trigger mechanism as follows:

$$t_{\text{off}}^k = \min \{t_{\text{off}}^k, T_{\text{max}}\}$$

(6)

where $t_{\text{off}}^k > 0$ stands for the $k$ th trigger time instant of the turn-on mechanism, $t_{\text{off}}^k$ represents the $k$ th trigger time that turns off the actuator. $s > 0$, $\beta > 0$ and $m > 0$ are design parameters need indicating. $T_{\text{max}}$ represents the
allowed maximum time duration for continuously actuator output, $e_u \in \mathbb{R}^3$ denotes the accumulated error defined as $e_u = u(t) - u(t_{\text{ref}})$, as stated in subsection II-B. Detailed proof of the turn-off trigger mechanism will be discussed in section V later.

Subsequently, we discuss when to turn on the actuator. When the controller had been turned off at the time instant $t = t_{\text{off}}$, due to the lack of control, the system may diverge from the desired state. However, since the previous trigger condition guarantees the system will be strictly converged (proved in theorem I later), there may exist an additional margin that allows the system to diverge temporarily, hence it may be unnecessary to re-control the system immediately.

Motivated by the prescribed performance control (PPC) scheme and the work stated in [1], we use a performance-evaluation function to qualitatively describe this process: although the strict convergence of the Lyapunov trajectory may not be ensured at every moment without control. However, by restricting it remains beneath a function that is monotonically not be ensured at every moment without control. However, by evaluating function to qualitatively describe this process: altogether may be unnecessary to re-control the system immediately.

Based on such an idea, defining a performance-evaluation function as $S(t)$, for arbitrary candidate Lyapunov function as $V(t)$, if the inequality $S(t) > V(t)$ can be satisfied, then the system will be asymptotically-stabled if $S(t)$ is an asymptotically converged one. Note that exponential convergence is a common characteristic of the system stability, hence it is natural to design the performance-evaluation function as follows:

$$S(t) = (S_0 - S_\infty)e^{-kt} + S_\infty$$

where $S_0$ and $S_\infty$ stands for the initial value and the terminal value of $S(t)$, that is, $S(t)$ will converge from $S_0$, and finally achieve a small region near $S_\infty$. $k$ stands for the convergence rate of $S(t)$. Accordingly, we design the turn-on trigger mechanism as follows:

$$t_{\text{on}}^{m} = \inf_{t > t_{\text{on}}} \{ S(t) - V(t) = \delta_m \}$$

where $\delta_m > 0$ is an additional robust buffer boundary need indicating. It can be observed that the trigger mechanism guarantees that $S(t) > V(t)$ will be satisfied.

IV. CONTROLLER DERIVATION

This subsection presents a complete controller structure by utilizing the backstepping design methodology, the presented intermittent event-trigger mechanism and the PPC control scheme. The outer loop of the controller is designed to be triggered by the aforementioned event-trigger mechanism stated in section III-B and III-D. A sketch map of the system controller diagram is illustrated in the figure I as below.

Define the translated variable of $q_{ev}$ as $\varepsilon_q$, the $i$ th component of $q_{ev}$ is denoted as $\varepsilon_{qi}$. The corresponding performance function of $q_{ev}$ is represented as $\rho_i$. According to the aforementioned definition in subsection II-B the $i$ th component of $\varepsilon_q$ can be expressed as $\varepsilon_{qi} = q_{evi}/\rho_i$. Taking the time-derivative of $\varepsilon_q$, one can be obtained that:

$$\dot{\varepsilon}_q = \psi_q(q_{ev} - \eta_qq_{ev})$$

where $\psi_q = (1/\rho_i)d$ and $\eta_q = (\rho_i/\rho_i)d$ are $\mathbb{R}^{3 \times 3}$ diagonal matrices that is defined accordingly. Considering the relationship in attitude kinematics equation (1), we have $q_{ev} = F_w\omega_s$.

Substituting this relationship into equation (9) can further obtain that: $\dot{\varepsilon}_q = \psi_q(F_w\omega_s - \eta_qq_{ev})$.

Firstly, defining the first-layer error subsystem as $z_1 = \varepsilon_q$.

Viewing the angular velocity as the virtual control law, denoted as $\alpha$, we design the virtual control law $\alpha$ as follows:

$$\alpha = - \frac{|q_{\text{ref}}|}{2}k_mM_wF_{s1}^{-1}\psi_q^{-1}(\tan\gamma\varepsilon_{q1})_v$$

where $k_m > 0$ and $\gamma > 0$ are parameter constants to be designed, $M_w$ is a parameter related to the upper boundary of $\|\alpha\|$.

Remark 1. Taking the norm of $\alpha$, it can be observed that $\alpha \leq \frac{|q_{\text{ref}}|}{2}k_mM_w\|F_{s1}^{-1}\psi_q^{-1}\| \leq \frac{|q_{\text{ref}}|}{2}k_mM_w\|F_s^{-1}\|\|\psi_q^{-1}\|$. Notably, since $\|F_s^{-1}\| = \frac{1}{\|\omega\|}$, hence we can yield $\|\alpha\| \leq k_mM_w\|\omega\|_{\max}$. This indicates that the desired angular velocity for the spacecraft is strongly bounded by $k_mM_w$, which can be designed straightforwardly.

On the other hand, if the actual angular velocity $\omega_s$ could follow the virtual control law $\alpha$ tightly, the angular rate of the spacecraft will be globally limited to the desired value, and the given constraint will be satisfied. For the following analysis, we define the practical boundary for $\|\omega_s\|$ as $B_\omega$.

Remark 2. We discuss the boundedness of $\alpha$ and $\dot{\alpha}$. In view of the physical meaning of $\alpha$, it represents an angular velocity that is able to lead the system converge rapidly. Further, as stated in remark [2], $\|\alpha\|$ is strict bounded by constant. Therefore, since $\dot{\alpha}$ stands for such a virtual angular acceleration, it is a natural inference that $\|\dot{\alpha}\|$ will be bounded by a constant, which will be denoted as $B_{\dot{\alpha}}$ in the following analysis. Thing will be similar for $\|\ddot{\alpha}\|$ such that exist a constant satisfies $\|\dot{\alpha}\| \leq B_{\dot{\alpha}}$.

In view of the typical backstepping methodology, we define another error subsystem as $z_2 = \omega_s - \alpha$. Regarding to the dynamics equation (2) and combining with the inline error variable $e_u$, one can be yielded that:

$$Jz_2 = -\omega_s^TJ\omega_s + u(t) - e_u + d - J\dot{\alpha}$$

$t$ will be omitted for brevity. To stabilize the $z_2$ error subsystem, we design the following actual control law $u$, stated as below:

$$u = \omega_s^TJ\omega_s - K_2z_2 + J\dot{\alpha} - \dot{d} - P_q$$

$\dot{d}$ is a rough compensation for external disturbance expressed as $\dot{d} = D_m\tan\left(\frac{t_{\text{on}}}{p_i}\right)$, where $p_i > 0$ (i = 1, 2, 3) are design parameters that need indicating. $P_q = k_i\tan\left(\varepsilon_{qi}^T\varepsilon_q/F_q\right)\psi_qF_q\varepsilon_q \in \mathbb{R}^3$ is a dynamical compensation term for the first $z_1$ layer.

Remark 3. In the following analysis, we regard the translated variable to be a practical-bounded one such that $|\varepsilon_{qi}| \leq k_u$.
yield the following result:

\[ V = \sum_{i=1}^{3} \varepsilon_i \tanh(q_i) \]

where \( k_u \) is a practical bound for \( \varepsilon_{qi} \) mentioned in remark [3]. Accordingly, we have \( k_u \varepsilon_i^T (\tanh \varepsilon_{qi}) \geq \varepsilon_i^T \varepsilon_i \).

Combining this result with equation (16), it can be further obtained that:

\[ -\frac{|q_{i0}| M_\omega}{2} k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T (\tanh \varepsilon_{qi}) \leq -\frac{|q_{i0}| M_\omega}{2} k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \varepsilon_i \]

Further, according to the conclusion in property (2), we have \( \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \varepsilon_i \leq F_1 \ln \left( \cosh (\varepsilon_i^T \varepsilon_i / F_1) \right) \). Accordingly, this inequality can be further relaxed to the following form:

\[ -\frac{|q_{i0}| M_\omega}{2} k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \varepsilon_i \leq -\frac{|q_{i0}| M_\omega}{2} k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \varepsilon_i \]

\[ \leq -F_1 \ln \left( \cosh (\varepsilon_i^T \varepsilon_i / F_1) \right) \]

\[ \geq -F_1 \ln \left( \cosh (\varepsilon_i^T \varepsilon_i / F_1) \right) \]

Subsequently, considering the third term in expression (16), note the following relationship exists: \( \varepsilon_2 = \psi \eta q_{cv} \). Hence, it can be further rewritten into the following form as

\[ -k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \eta \eta q_{cv} \]

According to the definition, \( \eta_q = (\rho_i / \rho_i) \) will be hold. Therefore, it can be inferred that:

\[ \eta_q = (\rho_i / \rho_i) \]

\[ \eta_q = (\rho_i / \rho_i) \]

\[ \eta_q = (\rho_i / \rho_i) \]

Notably, owing to the conclusion in property (2), we have:

\[ k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \eta \eta q_{cv} \leq k_1 / 2 F_1 \ln \left( \cosh (\varepsilon_i^T \varepsilon_i / F_1) \right) \]

Sorting out these results, we can yield that:

\[ V \leq -\left[ |q_{i0}| M_\omega - 4 \left( \frac{\rho_i}{\rho_i} \right) \right] V_1 + P T z_2 \]

Fig. 1: Diagram of the Controller

V. STABILITY ANALYSIS

Based on the aforementioned section III-C, we choose a candidate Lyapunov function \( V_1 \) as follows:

\[ V_1 = \frac{k_1}{2} F_1 \ln \left( \cosh (\varepsilon_i^T \varepsilon_i / F_1) \right) \]

Taking the time-derivative of \( V_1 \), one can be obtained that:

\[ \dot{V}_1 = k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \varepsilon_i \]

considering the expression of the time-derivative of \( \varepsilon_q \), we can yield the following result:

\[ \dot{V}_1 = k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \left[ \psi \eta F_s \omega_s - \psi \eta q_{cv} \right] \]

Further, substituting the virtual control law (10) into \( \dot{V}_1 \), it can be obtained that:

\[ \dot{V}_1 = -\frac{|q_{i0}| M_\omega}{2} k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \left[ \tanh \varepsilon_{qi} \right] \]

\[ + k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \psi \eta F_s z_2 \]

\[ - k_1 \tanh (\varepsilon_i^T \varepsilon_i / F_1) \varepsilon_i^T \eta q_{cv} \]

Notably, considering the part expressed as \( \varepsilon_i^T \left[ \tanh \varepsilon_{qi} \right] \), owing to the fact depicted in property (2) one can be obtained that \( k_m \left( \tanh \varepsilon_{qi} \right) \geq \varepsilon_{qi} \) will be hold for \( \varepsilon_{qi} \in (0, k_u) \), can be satisfied. On the one hand, since \( q_{cv} \) trajectory will be enclosed by the performance constraint region at the steady state, \( |\varepsilon_{qi}| \leq 1 \) will be satisfied. On the other hand, although there exists possibility that \( q_{cv} \) trajectory going out of the constraint region temporarily during the convergence stage. However, due to the designed special performance function and the fact that \( \varepsilon_1 \) is defined in a proportional form, the deviation caused by \( q_{cv} \) will not have much influence on the translated variable during the convergence stage. In this way, it is rational to assume that there exists a practical boundary for each \( \varepsilon_{qi} \) (\( i = 1, 2, 3 \)).
where $P_q = k_1 \tanh \left( \frac{\varepsilon_q}{F_1} \right) \psi_q F_q \varepsilon_q$ is defined accordingly. Notably, $|q_{e0}| M_c - 4 |\dot{\rho}_1|/\rho_1$ should be ensured for the system’s stability. This parameter selecting principle will be later discussed in section V-C. Subsequently, we consider the range of $\|P_q\|$, taking its norm we can yield:

$$\|P_q\| = \|k_1 \tanh \left( \frac{\varepsilon_q}{F_1} \right) \psi_q F_q \varepsilon_q \| \leq k_1 \|\varepsilon_q\| \|F_q\|$$  \hspace{1cm} (22)

According to the conclusion analyzed in remark 3, each $\varepsilon_i$ can be regarded practically bounded by $k_u$, hence $\|\varepsilon_q\| \leq \sqrt{3} k_u$ will be satisfied. Therefore, $\|P_q\|$ will be practically bounded such that $\|P_q\| \leq \sqrt{3} k_u k_1 (1/\rho_1)$ will be hold all along. We further define the expressed term $\sqrt{3} k_u k_1 (1/\rho_1)$ as $B_q$ for convenient.

Further, we consider the second-layer error subsystem $x_2$ modeled with sample measurement error $e_u$. Substituting the actual control law (12) into equation (11), one has:

$$J \dot{x}_2 = -K_2 x_2 + d - e_u - P_q$$  \hspace{1cm} (23)

Choose the Lyapunov function for $x_2$ error subsystem as $V_2 = \frac{1}{2} x_2^T J x_2$, taking the time-derivative of $V_2$, one can be obtained that:

$$\dot{V}_2 = \dot{x}_2^T J x_2$$  \hspace{1cm} (24)

Further, substituting the equation (23) into equation (24) and applying the Peter-Paul’s inequality(Young’s equality), we have:

$$\dot{V}_2 = -K_2 \|x_2\|^2 + x_2^T d - x_2^T e_u - x_2^T P_q$$

$$\leq - \left( K_2 - \frac{b}{2} \right) \|x_2\|^2 + \frac{1}{2b} \|e_u\|^2 + x_2^T d - x_2^T P_q$$  \hspace{1cm} (25)

Noticing the term expressed as $x_2^T d$, by applying the Lemma [REF] mentioned in [REF], we have:

$$\dot{V}_2 \leq - \left( K_2 - \frac{b}{2} \right) \frac{V_2}{\rho_1} + \frac{1}{2b} \|e_u\|^2 + D_0 - x_2^T P_q$$  \hspace{1cm} (26)

For convenient, define $p_1 = p_2 = p_3 = p$, hence $x_2^T d$ will be bounded by $0.2785 \cdot 3pD_m = 0.8355pD_m$. Similarly, we define $D_0 = 0.8355pD_m$ for convenient. Notably, for $\|x_2\|^2$, a vital relationship should be noticed that $\frac{1}{2} \max_i (\lambda_i) \|x_2\|^2 \geq V_2$ will be satisfied, thus we can yield:

$$\dot{V}_2 \leq - \left( K_2 - \frac{b}{2} \right) \frac{V_2}{\rho_1} + \frac{1}{2b} \|e_u\|^2 + D_0 - x_2^T P_q$$  \hspace{1cm} (27)

A. System Stability with Actuator On

**Theorem 1.** For the system defined in equation (7), under the given virtual control law $\alpha$ in equation (10), the given actual control law $u$ in equation (12) and the designed event trigger mechanism (9) and (10), the system will be exponentially converged.

**Proof.** Defining a lumped Lyapunov function $V(t) = V_1(t) + V_2(t)$ for further analysis. We will omit the time variable $t$ for brevity occasionally. Taking the time-derivative of $V$ and combined with the result in equation (21) and (27), one can be yielded that:

$$\dot{V} = \dot{V}_1 + \dot{V}_2$$

$$\leq -B_1 V_1 - B_2 V_2 + \frac{1}{2b} \|e_u\|^2 + D_0$$  \hspace{1cm} (28)

where $B_1$ is defined as $B_1 = |q| M_c - 4 |\dot{\rho}_1|\max_i (1/\rho_1)$ and $B_2$ is defined as $B_2 = 2 (K_2 - \beta/2) / \lambda_i$. A main principle for parameter selecting is that we should ensure $B_1 > 0$ and $B_2 > 0$ can be satisfied all along. Accordingly, it can be derived that:

$$\dot{V} \leq - (B_1, B_2) \min V + \frac{1}{2b} \|e_u\|^2 + D_0$$  \hspace{1cm} (29)

Further, we define $C_1 = (B_1, B_2)\min$ for convenient. Considering the aforementioned trigger condition depicted in equation (6), $\|e_u\|^2 \leq se^{-\beta t} + m$ will be hold during the control procedure. Hence, we can further obtain:

$$\dot{V} \leq -C_1 V(t) + \frac{1}{2b} (se^{-\beta t} + m) + D_0$$  \hspace{1cm} (30)

By applying the comparison lemma stated in [18], the Lyapunov trajectory $V(t)$ ($t \in [t_k, t_{k+1}]$) will remain under a curve $P_v(t)$ defined as the solution of:

$$\dot{P}_v(t) = -C_1 P_v(t) + \frac{1}{2b} (se^{-\beta t} + D_0 + \frac{m}{2b})$$  \hspace{1cm} (31)

where the initial value is defined as $P_v(t_k) = V(t_k)$. Correspondingly, integrating the differential equation (31) from both side for $t \in [t_k, t_{k+1}]$, one can be obtained that:

$$V(t) \leq V(t_k) e^{-C_1 (t-t_k)} + \frac{1}{2b} \int_{t_k}^{t} e^{-C_1 (t-\tau)} \cdot se^{-\beta \tau} d\tau$$

$$+ \left( D_0 + \frac{m}{2b} \right) \int_{t_k}^{t} e^{-C_1 (t-\tau)} d\tau$$  \hspace{1cm} (32)

Notably, we can rearrange the solution into a standard exponential function. We further define $\dot{V}_0 = V(t_k) - se^{-\beta t_k} - \frac{m}{C_1} (D_0 + \frac{m}{2b})$ for brevity, hence we have the following result, depicted as follows:

$$V(t) \leq V(t_k) e^{-C_1 (t-t_k)} + \frac{se^{-\beta t}}{2b (C_1 - \beta)} - \frac{se^{-\beta t_k}}{2b (C_1 - \beta)} e^{-C_1 (t-t_k)}$$

$$+ \frac{1}{C_1} \left( D_0 + \frac{m}{2b} \right) e^{-C_1 (t-t_k)}$$

$$- \frac{1}{C_1} \left( D_0 + \frac{m}{2b} \right) e^{-C_1 (t-t_k)}$$  \hspace{1cm} (33)

$$= V_0 e^{-C_1 (t-t_k)} + \frac{se^{-\beta t}}{2b (C_1 - \beta)}$$

$$+ \frac{1}{C_1} \left( D_0 + \frac{m}{2b} \right)$$
The parameter design should ensure that $V_0 > 0$, $C_1 - \beta > 0$ is hold. Therefore, for arbitrary $t \in (0, +\infty)$, $e^{-C_1 t} < e^{-\beta t}$ will be always hold. Substituting this relationship into equation (33) and rearrange the equation, it can be further obtained that:

$$V(t) \leq V_0 e^{-\beta(t-t^m_k)} + \frac{s e^{-\beta t^m_k} e^{-\beta(t-t^m_k)}}{2b(C_1 - \beta)} + \frac{1}{C_1}(D_0 + \frac{m}{2b}) = \left(V(t^m_k) - \frac{1}{C_1}(D_0 + \frac{m}{2b})\right)e^{-\beta(t-t^m_k)} + \frac{1}{C_1}(D_0 + \frac{m}{2b}) \tag{34}$$

Define $V_\infty = \frac{1}{C_1}(D_0 + \frac{m}{2b})$, the result in equation (34) can be rewritten as:

$$V(t) \leq (V(t^m_k) - V_\infty) e^{-\beta(t-t^m_k)} + V_\infty \tag{35}$$

The right hand side of the inequality (35) is an exponential function, starting from $t = t^m_k$. The initial value is $V(t^m_k)$ and the terminal value is tend to be $V_\infty$. Such a result indicates that under the given control law $u$ stated in equation (12) and the event trigger mechanism (9), the whole system will be exponentially convergent during the control time interval that $t \in [t^m_k, t^\text{off}_k]$. It can be concluded that during the control procedure, the Lyapunov trajectory $V(t)$ will remain under an exponential function. This ensures that the system will strictly converged during the control procedure, ensuring the system’s stability for $t \in [t^m_k, t^\text{off}_k]$. This completes the proof of theorem (1).

B. System Behavior with Actuator Off

In this subsection, we discuss the system behavior with actuator off. Define the corresponding performance evaluation function of $V_2(t)$ as $S_2(t)$, it can be noticed that $S_2(t) > V_2(t)$ will be satisfied all along due to the trigger mechanism. However, to further derive the conclusion about the trigger time, the upper boundary for $V_2(t)$ during the non-control time interval is investigated in this subsection.

**Theorem 2.** For the second-layer error system $z_2$ with none control input, i.e. $u(t) = 0$, the system trajectory $V_2(t)$ will still remain beneath a specific function defined as $P_1(t)$, specified in equation (41).

**Proof.** When the controller is turned off such that $u(t) = 0$ is hold, one can be obtained that:

$$J_2 \dot{z}_2 = -\omega^x_s J_s \omega_s + u(t) - e_u + d - J_\alpha \tag{36}$$

Notably, $u(t) - e_u = 0$ will be hold under current condition. Accordingly, considering the time-derivative of $V_2$, we have:

$$\dot{V}_2 = z_2^T J_2 \dot{z}_2 \leq \|z_2\|\|J_2 \dot{z}_2\| \tag{37}$$

In conclusion, it should be noticed that $\|z_2\| = \|J\|\|\omega_s\| \leq (\lambda_2)_{\max} B_\omega$ is hold, where $B_\omega$ is the upper boundary for angular velocity constraint defined in remark (1). Further, $\|\dot{x}\| \leq B_\alpha$ is hold according to remark (2).

Combining these results, this derives the following result:

$$\|J_2 \dot{z}_2\| \leq (\lambda_2)_{\max} B_\omega + D_m + (\lambda_2)_{\max} B_\alpha \tag{38}$$

We further define the upper boundary for $\|J_2 \dot{z}_2\|$ as $U_z = (\lambda_2)_{\max} B_\omega + D_m + (\lambda_2)_{\max} B_\alpha$. Correspondingly, $V_2$ satisfies the following relationship:

$$\dot{V}_2 \leq U_z\|z_2\| \tag{39}$$

According to the comparison lemma [18], the $V_2(t)$ trajectory will remain beneath a function $P_1$, defined as the solution of the following differential equation, expressed as:

$$\dot{P}_1 = U_z \sqrt{\frac{2}{(\lambda_2)_{\min}}} P_1^{1/2} \tag{40}$$

where the initial condition should satisfy $P_1(t^\text{off}) = V_2(t^\text{off}_k)$. For $t \in [t^m_k, t^\text{off}_k]$, integrating the equation (40) from both side, we have:

$$V_2(t) \leq V_2(t^\text{off}_k) + \frac{a_0^2}{4} (t - t^\text{off}_k) C_m \tag{41}$$

where $a_0$ is defined as $a_0 = U_z \sqrt{2/(\lambda_2)_{\min}}$. Considering the initial condition of $P_1(t)$, we have $a_0^2 C_m^2/4 = V_2(t^\text{off}_k)$, hence it derives $C_m = \frac{2}{a_0} \sqrt{V_2(t^\text{off}_k)}$. Equivalently, equation (41) can be rewritten as:

$$V_2(t) \leq V_2(t^\text{off}_k) + \frac{a_0^2}{4} (t - t^\text{off}_k)^2 + \frac{a_0^2}{2} (t - t^\text{off}_k) C_m \tag{42}$$

As a result, we have the upper boundary of the system state $V_2(t)$ when there is no control input, which is actually a quadratic function. This completes the proof of theorem (2).

Further, we discuss the stability of the whole system when there is no control input. Although the actuator is turned off, however, the trigger mechanism guarantees that $S_2 > V_2$ will be always hold. Here we proof that the output-layer system Lyapunov trajectory $V_1(t)$ is still beneath a exponential-converged function.

**Theorem 3.** For the first-layer error subsystem $\varepsilon$, under the aforementioned controller, $V_1$ can be still exponentially converged under the current design.

It can be noticed that the second-layer error subsystem will ensure that $V_2(t) < S_2(t)$ will be always satisfied. Hence we have:

$$\frac{1}{2}(\lambda_2)_{\min} \|z_2\|^2 \leq \frac{1}{2} z_2^2 J_2 z_2 \leq S_2(t) \tag{43}$$

Such a result can further derive that $\|z_2\|^2 \leq \frac{2S_2}{(\lambda_2)_{\min}}$. Considering the first-layer error subsystem $\varepsilon$, one can be obtained from equation (21) that:

$$V_1 \leq -C_\varepsilon V_1 + P_4^T z_2 \tag{44}$$
where $C_f$ is defined as $C_f = |q_{d0}A_L| - 4\langle \dot{p}_l/\dot{p}_m \rangle_{\text{max}}$. Applying the Peter-Paul inequality, it can be further derived that:

$$
\dot{V}_1 \leq -C_f V_1 + \|P_q\| \|z_2\|
$$

$$
\leq -C_f V_1 + B_q \left[ \frac{2}{(\lambda_{j\min}^2)} \left( \sqrt{(S_2(0) - S_{2\infty})} e^{-2t} \right) \right] + B_q \sqrt{2} \sqrt{S_{2\infty}}
$$

Define $G_s = B_q \sqrt{2} \sqrt{S_{2\infty}}$, the inequality (45) can be further rearranged as:

$$
\dot{V}_1 \leq -C_f V_1 + G_s e^{-\frac{2}{\lambda_j t}} + G_m
$$

Such a differential equation is corresponding to the following solution if $C_f > \frac{1}{2} \beta$ can be satisfied, expressed as follows:

$$
V_1(t) \leq \left( V_1(0) - \frac{1}{C_f} G_m \right) e^{-\frac{2}{\lambda_j} t} + \frac{1}{C_f} G_m
$$

Accordingly, it can be observed when $V_2$ remains beneath the exponentially-converged function $S_2$, the output layer $\varepsilon$ will be exponentially converged, which completes the proof of the system stability.

Further, it can be proved that the inter-event time between the neighborhood two triggering time instant $t_{k\text{off}}^{\alpha}$ and $t_{k\text{off}}^{\beta}$ will be globally lower-bounded by positive constant. Similarly, the time interval between $t_{k+1\text{off}}^{\alpha}$ and $t_{k+1\text{off}}^{\beta}$ will also be lower bounded. This indicates that the trigger condition will not be satisfied repeatedly in a tiny time interval that is tend to be zero, which ruling out the possibility of the zero behavior. The detailed proof of the MIET (minimum inter-event time) of the presented composite event-trigger mechanism will be elaborated in Appendix [VII-A] and [VII-B] later. A globally boundary will be given for both $t_{k\text{off}}^{\alpha} - t_{k\text{off}}^{\beta}$ and $t_{k+1\text{off}}^{\beta} - t_{k\text{off}}^{\alpha}$, which can be analyzed analytically.

C. Suggestions for System Parameter Selecting

In this section, we give some suggestions about the main principle for parameter selecting of the proposed scheme.

1. For the stable of the first-layer error subsystem $e_d$, according to the equation (2), $|q_{d0}M_u| - 4\langle \dot{p}_l/\dot{p}_m \rangle_{\text{max}} > 0$ should be satisfied for the exponential converge of $V_1$.

2. According to the analysis in subsection [III-D], $C_f < \beta$ and $C_f < \beta/2$ should be satisfied. This indicate that the design of $\beta$ should not be beyond the maximum ability of the system convergence capability. Moreover, $\beta$ is also related to $S_2(t)$. As stated before, some fundamental requirements should be satisfied, such as $S_2(0) \geq V_2(0)$ and $S_{2\infty} > V_{2\infty}$. Here we focus on the choosing of $\beta$.

Suppose $\beta$ is set too big. In that case, the performance envelope will converge rapidly, and $S_2(t)$ may already converge to the neighborhood of $S_{2\infty}$ even when the attitude maneuver has not finished. Since the spacecraft rotates at relatively big angular rates during the attitude maneuver (i.e., $\|\omega_s\|$ is not close enough to zero), $V_2(t)$ trajectory will diverge rapidly under such a condition, and the trigger condition (5) may be satisfied frequently, leading to too-frequent acting of the actuator. To avoid this phenomenon, $\beta$ should be set to a smaller value. A balance should be considered between the convergence rate of the $V_2(t)$ and the triggering frequency.

3. The design of the virtual control law $\alpha$ should not be too aggressive. We suggest that the parameter should make the time-derivative of $\alpha$ relatively small, which can be realized by choosing a smaller $k_1$. Intuitively, this can be explained as follows: Under the event-trigger mechanism, the angular velocity is a kind of stair-like signal generated by a zero-order holding sampler. Suppose such a stair signal is expected to track the smooth virtual control law $\alpha$ changes rapidly. In that case, a more frequent updating of the zero-order sampling is required, which results in the over-frequently trigger of the trigger mechanism.

VI. SIMULATION AND ANALYSIS

In this section, several groups of simulation results are illustrated to validate the effectiveness of the proposed scheme. Firstly, based on an assumed attitude reorientation task, we present the proposed method’s effect on handling such issues.

A. Simulation Scenario Establishment

In this section, the spacecraft is assumed to be a rigid-body spacecraft, of which the inertial matrix is assumed to be $J = (2, 2.5, 1.9) \ {kg \cdot m^2}$. The maximum output torque is set to be $0.05N \cdot m$, and the allowed maximum continuously-output duration time is $1s$. Further, we utilize the general periodically-varying external disturbance model, expressed as follows:

$$
\mathbf{d} = \begin{bmatrix}
1e - 4 \cdot [4 \sin (3\omega_d t) + 3 \cos (10\omega_d t)] - 2 \\
1e - 4 \cdot [-1.5 \sin (2\omega_d t) + 3 \cos (5\omega_d t)] + 2 \\
1e - 4 \cdot [3 \sin (10\omega_d t) - 8 \cos (4\omega_d t)] + 2
\end{bmatrix}
$$

where $\omega_d$ represents the angular frequency of the disturbance, set to be $\omega_d = 0.01rad/s$. Such a disturbance is much bigger than the actual one in real aerospace environment, which is enough for validate the proposed scheme. Subsequently, the angular rate of the spacecraft should not exceed $3^\circ/s$ during the attitude adjustment procedure, which is equivalent to $\|\omega_s\| \leq 0.05rad/s$. To satisfy the constraint, we set $k_u = 1.5$ and $M_u = 0.0524$.

Further, the performance requirements for the controller is stated as follows: 1. The system should converge to $|\dot{q}_{d|t|}| \leq 1e - 3$ ($i = 1, 2, 3$) in no more than $60s$. 2. The terminal control accuracy should be greater than $0.05^\circ$.

B. Normal Attitude Reorientation Case

Based on the aforementioned requirements and constraints, the desired attitude quaternion $q_d$ and the desired attitude angular velocity $\omega_d$ is chosen as follows, respectively:

$$
q_d(0) = [0.2, -0.5, -0.5, -0.6782]^T \\
\omega_d(t) = 0
$$ (49)
while the initial condition of the spacecraft is expressed as follows:

\[
q_s(0) = [0.5175, 0.3881, 0.4200, 0.6366]^T \\
\omega_s(0) = 0
\] (50)

The simulation results are illustrated in figure 2. The time-evolution of \( q_{ei}(t) \) \((i = 1, 2, 3)\) trajectory is illustrated in figure 2, while the corresponding \( \omega_s \) and \( ||\omega_s|| \) trajectory is presented in figure 3 and 4 respectively. The actuator output is illustrated in figure 5, with each component illustrated separately.

As defined in figure 2, the \( i \) th component of the attitude error quaternion \( q_e \) is expressed as \( q_{ei}(t) \) \((i = 1, 2, 3)\). In figure 2, it can be observed that the state trajectory \( q_{ei}(t) \) remains in the sector-like constraint region all along. The control accuracy is greater than 0.04°/s, as presented in the scaled part in figure 2. As a result, all the performance requirements are able to be satisfied. Further, it can be observed in figure 4 that the actuator of the control procedure is working impulsively, which indicates that the actuator acting frequency is significantly reduced. The control frequency for the actuator on each axis is almost 1Hz, which is practically realizable in real engineering. Moreover, the angular rotation rate is strictly limited under the given boundary, as shown in figure 3 and 4.

As an additional statement, the trajectory of \( S_2(t) \) and \( V_2(t) \) is illustrated in figure 6. It can be observed that the \( V_2(t) \) trajectory is like a wavy-curve and remains beneath \( S_2(t) \) permanently.

Notably, it can be observed that the trigger condition becomes relatively frequently at around 40s. This is mainly due to the third issue we mentioned in subsection V-C. Since the spacecraft need braking at current time, the virtual control law decreases at a relatively high rate, which causes the increasing of the acting frequency.

The simulation result shows that the proposed scheme is effective and is able to realize the desired control. The actuator is working impulsively during the whole control procedure, conspicuously reducing the work frequency of the propulsion system.

VII. CONCLUSION

In order to enhance the potential application value of prescribed performance control in attitude control problems, this paper organically combines the intermittent control-based method and the prescribed performance control scheme together. A composite event-trigger mechanism is proposed for this issue, which is alternatively governed by two independent trigger mechanisms. Under the presented trigger mechanism, the actuator will be shut down when there is not necessary to hold a controller output, and the actuator’s fuel consumption and acting frequency is conspicuously reduced. Further, specific suggestions for parameter selection are also provided, facilitating its application to various control tasks. As a result, the desired performance is achieved with low-frequency control while the angular velocity constraint is satisfied. It can be observed that through fewer times of control, the attitude deviation is converged to the steady state, with all the performance requirements satisfied. Such a simple controller structure is potentially applicable to the actual on-orbit attitude control scenario. The extensibility of the proposed scheme allows it to be combined with various controller structures, which is worth further investigation.
Further, we have
\[
\|\dot{u}\| \leq (\lambda_J)_{\text{max}} B_\omega \|\dot{\omega}_s\| + B_\omega \|J\dot{\omega}_s\| + (K_2 + \frac{D_m}{p}) \|\dot{\omega}_s\| + (K_2 + \frac{D_m}{p}) \|\dot{\alpha}\| \quad (53)
\]
\[
+ (\lambda_J)_{\text{max}} B_{2\alpha} + \|\dot{P}_q\|
\]

Next, we discuss about the range of \(\|\dot{\omega}_s\|\). Since the following relationship holds all along with \(u(t)\):
\[
J\dot{\omega}_s = -K_2 z_2 - e_u + d + J\dot{\alpha} - \dot{P}_q \quad (54)
\]
where \(d = \tilde{d} - \hat{d}\). It can be further obtained that \(\|\tilde{d}\| \leq \|d\| + \|\hat{d}\| \leq (1 + \sqrt{3}) D_m\) is hold. Sorting up these conclusion, we can further obtain that:
\[
\|J\dot{\omega}_s\| \leq K_2 \|z_2\| + \|e_u\| + \left(1 + \sqrt{3}\right) D_m + (\lambda_J)_{\text{max}} B_{2\alpha} + \|\dot{P}_q\| \quad (55)
\]
Notably, \(\|\dot{\omega}_s\| = \|J^{-1} J\dot{\omega}_s\| \leq \|J^{-1}\| \|J\dot{\omega}_s\|\) can be noticed. Define \((1 + \sqrt{3}) D_m + (\lambda_J)_{\text{max}} B_{2\alpha} + \sqrt{3} k_1 k_u / (\rho_i)_{\text{min}}\) as \(B_c^\prime\), substituting the result in equation (55) into \(\|\dot{u}\|\), the upper boundary of \(\dot{u}\) can be expressed as follows:
\[
\|\dot{u}\| \leq (\lambda_J)_{\text{max}} B_\omega \|J^{-1}\| (K_2 \|z_2\| + \|e_u\| + B_c^\prime)
+ B_\omega (K_2 \|z_2\| + \|e_u\| + B_c^\prime)
+ (K_2 + \frac{D_m}{p}) \|J^{-1}\| (K_2 \|z_2\| + \|e_u\| + B_c^\prime)
+ (K_2 + \frac{D_m}{p}) B_{2\alpha} + (\lambda_J)_{\text{max}} B_{2\alpha} + \|\dot{P}_q\| \quad (56)
\]
Further, since \(\|\dot{P}_q\|\) is practically bounded by \(\sqrt{3} k_1 k_u / (\rho_i)_{\text{min}}\) and is a continuously varying variable as we mentioned in equation (22), hence it is rational to assume that \(\dot{P}_q\) will also be bounded by a positive constant, and we define such an upper boundary as \(B_q\) here. Sorting out these result, this can be further rearranged into the following form:
\[
\|\dot{u}\| = \|\dot{e}_u\| \leq R_1 K_2 \|z_2\| + R_1 \|e_u\| + R_2 \quad (57)
\]
where \(R_1, R_2\) are defined for brevity, expressed as:
\[
R_1 = (\lambda_J)_{\text{max}} B_\omega \|J^{-1}\| + B_\omega
+ (K_2 + \frac{D_m}{p}) \|J^{-1}\|
\]
\[
R_2 = (K_2 + \frac{D_m}{p}) B_{2\alpha} + (\lambda_J)_{\text{max}} B_{2\alpha}
+ B_{2\alpha} + B_{2\alpha} \left(K_2 + \frac{D_m}{p}\right) \|J^{-1}\| + B_q \quad (58)
\]
Meanwhile, according to the aforementioned analysis, we have \(\|\dot{\alpha}\| \leq B_\alpha\) and \(\|\dot{\alpha}\| \leq B_{2\alpha}\), as analyzed in remark [2]. Sorting out these conclusions, \(\|\dot{u}\|\) can further considered as follows:
Substituting equation (67) into \( \| e_u \|^2 \) and applying the Young’s inequality, we have:
\[
\begin{align*}
   e_u^T e_u & \leq 2 \| e_u \| \| e_u \| \\
   & \leq 2 \| e_u \| [R_1 K_2] z_2 + 1 \| e_u \| + R_2 \\
   & = 2 R_1 K_2 \| e_u \| \| z_2 \| + 2 R_1 \| e_u \|^2 + 2 R_2 \| e_u \| \\
   & \leq [R_1 K_2 + 2 R_1 + 1] \| e_u \|^2 \\
   & + R_1 K_2 \| z_2 \|^2 + R_2^2
\end{align*}
\] (59)

Similarly, note that \( \| z_2 \|^2 \leq \frac{2}{\alpha_{max}} V_2 \) is satisfied all along. Substituting the conclusion in equation (35) and the trigger condition \( (6) \) into it, we can further obtain:
\[
\begin{align*}
   e_u^T e_u & \leq Q_1 (se^{-\beta t} + m) \\
   & + Q_1 [G_1 e^{-\beta (t-\tau_m)} + G_2] + Q_3 \\
   & \leq Q_1 [s e^{-\beta (t-\tau_m)} + m] \\
   & + Q_2 [G_1 e^{-\beta (t-\tau_m)} + G_3] + Q_3
\end{align*}
\] (60)
where \( Q_1 = R_1 K_2 + 2 R_1 + 1, \quad Q_2 = \frac{2}{\alpha_{max}} R_1 K_2, \quad Q_3 = R_2^2, \quad G_1 = V_2 (\tau_m^\text{on} - V_2), \quad G_2 = V_2^\infty \). For the final conclusion derivation, further defining \( M_1 = Q_1 s + Q_2 G_1 \) and \( M_2 = Q_1 m + Q_2 G_2 + Q_3 \), correspondingly, it derives the final differential equation of \( \| e_u \|^2 \), expressed as follows:
\[
e_u^T e_u \leq M_1 e^{-\beta (t-\tau_m)} + M_2
\] (61)

Integrating equation (61) from both side, we have:
\[
\| e_u \|^2 \leq \frac{M_1}{\beta} \left[ 1 - e^{-\beta (t-\tau_m)} \right] + M_2 (t - \tau_m^\text{on})
\] (62)

This result indicates that the \( \| e_u \|^2 \) trajectory will not beyond the function expressed in equation (62). Such a trigger condition in equation (62) is hard to evaluate. We further make a relaxation to it by considering the equality condition instead. Considering a time instant \( t_2^* \), where \( t_2^* \) satisfies:
\[
\frac{M_1 e^{-\beta \tau_m}}{\beta} \left( e^{-\beta t_2^*} - e^{-\beta t_2} \right) + M_2 (t_2^* - \tau_m^\text{on}) = se^{-\beta t_2} + m
\] (63)

such a condition will be satisfied earlier than the original one, i.e., \( t_2^* \leq t_2^\text{on} \). Rearranging the condition in equation (63), it is equivalent to:
\[
\left[ \frac{M_1 e^{-\beta \tau_m}}{\beta} + s \right] e^{-\beta t_2} - M_2 t_2^* = se^{-\beta t_2} + m
\] (64)

For further analysis, constructing a function \( \mathcal{S}_1(t) \) as :
\[
\mathcal{S}_1(t) = \left( \frac{M_1 e^{-\beta \tau_m}}{\beta} + s \right) e^{-\beta t} - M_2 t
\] (65)

Taking the time-derivative of \( \mathcal{S}_1(t) \), we have:
\[
\dot{\mathcal{S}}_1(t) = - \left( M_1 e^{-\beta \tau_m} + s \beta \right) e^{-\beta t} - M_2
\] (66)

thus, the time-derivative \( \dot{\mathcal{S}}_1(t) < 0 \) is hold for \( t \in (0, +\infty) \). It can be observed that the decreasing rate of \( \dot{\mathcal{S}}_1(t) \) will becoming slower. The equality in (64) can be written as:
\[
\mathcal{S}_1(t_2^\text{on}) - \mathcal{S}_1(t_2) = se^{-\beta t_2} + m
\] (67)

For the left hand side of (67), a relaxation can be made through first-order linearization. Considering the following trigger condition:
\[
T_2 = \inf_{t_2 \geq t_0} \left\{ |\dot{\mathcal{S}}_1(t)| \right\} \geq \left( M_1 e^{-\beta \tau_m} + s \beta \right) e^{-\beta t_2} + M_2
\] (68)

For each \( t_2 \), \( se^{-\beta t_2} + m \) can be regarded as a constant, hence we have \( T_2 \leq t_2^* \). Define \( \Delta \tau = t_2^\text{on} - t_2 \), it derives:
\[
\Delta \tau \geq t_2^* - t_2^\text{on} \geq T_2 - t_2^\text{on}
\] (69)

\[
= \left[ \left( M_1 e^{-\beta \tau_m} \right) + s \right] e^{-\beta \tau_m} + M_2
\] (69)

In conclusion, it can be observed that a specific lower boundary of the trigger inter-event time is obtained through the relaxation of the exponential function, which is strongly related to the design parameter. This completes the proof of theorem 4.

B. MIET of Turn-on Trigger Mechanism

**Theorem 5.** The Minimum Inter-event time (MIET) between \( t_2^\text{on} \) and \( t_{k+1}^\text{on} \) will be bounded, and the MIET will not only exist but strongly related to the system parameters.

**Proof.** To further discuss the Minimum Inter-Event Time of the turn-on trigger mechanism (8), we start from the whole process during the time interval \( t_2^\text{on} \) to \( t_{k+1}^\text{on} \). Define the performance evaluation function of \( V_2(t) \) as \( S_2(t) \), owing to the characteristic of the trigger condition (8), \( V_2(t) \) trajectory will strictly remain beneath the performance evaluation function \( S_2(t) \).

Intuitively, the MIET of the trigger condition (8) will be strongly related to \( S_2 (t_2^\text{on}) - V_2 (t_{k+1}^\text{on}) \), as it determines the "distance" for the trigger condition function need to "go". Accordingly, to further derive the boundary of the MIET for turn-on trigger condition, i.e., \( \left( t_{k+1}^\text{on} - t_2^\text{on} \right) \), we consider the minima of \( S_2 (t_2^\text{on}) - V_2 (t_{k+1}^\text{on}) \) firstly.

Defining a natural performance envelope for \( V_2(t) \) trajectory, expressed as follows:
\[
S_2 (t) = (S_2 (0) - S_2^\infty) e^{-\beta t} + S_2^\infty
\] (70)

where \( S_2 (0) \) represents the initial value of \( S_2(t) \), \( S_2^\infty \) stands for the terminal asymptote value of \( S_2(t) \). It should be noticed that \( S_2 (0) > V_2 (0) \) and \( S_2^\infty > V_2^\infty \) should be satisfied. Correspondingly, for arbitrary trigger time instant \( t_2 \), \( S_2 (t_2^\text{on}) \geq V_2 (t_{k+1}^\text{on}) \) will be hold. Accordingly, combining with the result in equation (35), one can be obtained that for \( t \in [t_{k+1}^\text{on}, t_{k+1}^\text{on}] \), we have:
\[
V_2 (t) \leq (S_2 (t_{k+1}^\text{on}) - V_2^\infty) e^{-\beta (t-t_{k+1}^\text{on})} + V_2^\infty
\] (71)
where $S_2 (t^m_k) = (S_2 (0) - S_{2\infty}) e^{-\beta t^m_k} + S_{2\infty}$ can be derived. Thus, we can yield that:

$$S_2 (t) - V_2 (t) \\
\geq S_2 (t) - \left( [S_2 (t^m_k) - V_{2\infty}] e^{-\beta (t-t^m_k)} + V_{2\infty} \right) \\
= [S_2 (0) - S_{2\infty}] e^{-\beta t} + S_{2\infty} \\
- \left( [S_2 (t^m_k) - V_{2\infty}] e^{-\beta (t-t^m_k)} + V_{2\infty} \right) \\
= [S_2 (0) - S_{2\infty}] e^{-\beta t} e^{-\beta (t-t^m_k)} + S_{2\infty} \\
- \left( [S_2 (t^m_k) - V_{2\infty}] e^{-\beta (t-t^m_k)} + V_{2\infty} \right)$$

(72)

Further, it should be noticed that $[S_2 (0) - S_{2\infty}] e^{-\beta t} + S_{2\infty}$ can be rewritten as $[S_2 (0) - S_{2\infty}] e^{-\beta t} e^{-\beta (t-t^m_k)} + S_{2\infty}$. Therefore, for $t \in [t^m_k, t^*_{k+1}]$, it concludes the result.

$$S_2 (t) - V_2 (t) \\
\geq [S_2 (0) - S_{2\infty} + V_{2\infty}] e^{-\beta (t-t^m_k)} + S_{2\infty} - V_{2\infty} \\
= (S_{2\infty} - V_{2\infty}) \left( 1 - e^{-\beta (t-t^m_k)} \right)$$

(73)

Note that $S_{2\infty} - V_{2\infty} > 0$ is a constant. Meanwhile, $t^m_k - t^*_{k+1} \geq \Delta T$ has been proved in the previous section, as stated in equation (69). This indicates that $S_2 (t^m_k) - V_2 (t^m_k) \geq N_k$ will be satisfied, where $N_k$ is a defined constant as:

$$N_k = (S_{2\infty} - V_{2\infty}) \left( 1 - e^{-\beta \Delta T} \right)$$

(74)

$N_k$ can be regarded as a minimum decreasing of the trajectory between $t^m_k$ and $t^*_{k+1}$. Subsequently, according to the conclusion in equation (72), we have:

$$V_2 (t) \leq V_2 (t^m_k) + \frac{\alpha^2}{4} (t - t^m_k)^2 + \frac{\alpha^2}{2} \left( t - t^m_k \right) C_m$$

(75)

In conclusion, the system behavior between $t^m_k$ and $t^*_{k+1}$ can be concluded as: $V_2 (t)$ trajectory will increase from $V_2 (t^m_k)$. Meanwhile, the performance envelope will decrease from $S_2 (t^m_k)$. Then $S_2 (t) - \Delta T$ trajectory will intersect with $V_2 (t)$ at some time instant, satisfying the trigger condition (8).

Further, since $S_2 (t^m_k) - V_2 (t^m_k) \geq N_k$, considering a time instant $t_3 > t^m_k$, such that the following relationship is hold:

$$t_3 = \inf_{t > t^m_k} \left( S_2 (t_3) - \Delta_m = \frac{\alpha^2}{4} (t_3 - t^m_k + W_1) \right)$$

(76)

where $W_1$ is defined as $W_1 = \frac{1}{\alpha^2} S_2 (t^m_k) - N_k$. It can be observed that if the right hand side term is larger, the trigger condition will be satisfied earlier, thus, it can be inferred that $t_3 \leq t^m_{k+1}$ will be hold. For the right hand side of the equation, it can be further rewritten as:

$$\frac{\alpha^2}{4} \left( t_3 - t^m_k \right)^2 + W_1^2 + \frac{\alpha^2}{2} \left( t_3 - t^m_k \right) W_1$$

(77)

Notably, $\frac{\alpha^2}{4} W_2^2 = S_2 (t^m_k) - N_k$ is hold. Further, the trigger condition in equation (76) can be further rearranged as follows:

$$\inf_{t > t^m_k} \left( S_2 (t^*_k) - S_2 (t^m_k) = \frac{\alpha^2}{4} \left( t^*_k - t^m_k \right)^2 + W_2 \right)$$

(78)

where $W_2 = \frac{\alpha^2}{2} \left( t^*_k - t^m_k \right) W_1 + \Delta_m - N_k$. Therefore, we have $t^*_k = t_3$.

Moreover, a vital conclusion should be noticed that $S_2 (t)$ is an exponential function. Thus, its decreasing rate will becoming slower as it approaching the asymptote value $S_{2\infty}$. Considering another time instant $T_3$ satisfies the following trigger condition, expressed as:

$$\inf_{t_3 > t^m_k} \left( -|S_2 (t^m_k) - T_3 - t^m_k | = \frac{\alpha^2}{4} (T_3 - t^m_k)^2 + W_2 \right)$$

(79)

it can be inferred that $T_3 \leq t^*_k$ will be always hold. Define $\Delta \mu_2 = T_3 - t^m_k$, $\Delta \mu_2$ can be regarded as a solution to the equation expressed as follows:

$$\frac{\alpha^2}{4} \Delta \mu_2^2 + \left| S_2 (t^m_k) \right| + \frac{\alpha^2}{2} W_1 \Delta \mu_2 + \Delta_2 m - N_k = 0$$

(80)

Notably, $\alpha^2 > 0$ and $|S_2 (t^m_k)| > 0$ is hold eventually. Let $\Delta_m - N_k < 0$ is always hold, the real number positive solution to the equation (80) will be always exists. According to the characteristic of the parabola curve, it can be inferred that $\Delta \mu_2$ will achieve its minima when $|S_2 (t^m_k)| + \frac{\alpha^2}{2} W_1$ reaches its maxima. Define $\Delta \tau_2 = t^m_{k+1} - t^m_k$, we have the final conclusion as:

$$T_3 \leq t^*_k = t^m_{k+1} - t^m_k$$

(81)

Which infers that $\Delta \tau_2 \geq \Delta \mu_2$. This indicates that the event time of the turn-on trigger is lower bounded, which is related to the system parameter. As a result, this completes the proof of theorem [5].
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