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Abstract—This paper addresses the inverse optimal control problem of finding the state weighting function that leads to a quadratic value function when the cost on the input is fixed to be quadratic. The paper focuses on a class of infinite horizon discrete-time and continuous-time optimal control problems whose dynamics are control-affine and whose cost is quadratic in the input. The optimal control policy for this problem is the projection of minus the gradient of the value function onto the space formed by all feasible control directions. This projection points along the control direction of steepest decrease of the value function. For discrete-time systems and a quadratic value function the optimal control law can be obtained as the solution of a regularized least squares program, which corresponds to a receding horizon control with a single step ahead. For the single input case and a quadratic value function the solution for small weights in the control energy is interpreted as a control policy that at each step brings the trajectories of the system as close as possible to the origin, as measured by an appropriate norm. Conditions under which the optimal control policy are linear are also stated. Additionally, the paper offers a mapping of the optimal control formulation to an equivalent reinforcement learning formulation. Examples show the application of the theoretical results.

I. INTRODUCTION

Unconstrained linear optimal control problems have been completely solved and have shown its importance in several applications. However, the open literature in nonlinear optimal control problems is much sparser than the one for linear optimal control. For a detailed literature survey on optimal control see [1], [2], [3], [4] and references therein. Optimal control problems lead to the Bellman equation in discrete-time and to the Hamilton-Jacobi-Bellman equation in continuous-time. It is often difficult to obtain solutions of these equations for nonlinear systems, which has motivated the early study of inverse optimal control laws for continuous-time systems [5], [6], [7], [8]. One class of nonlinear problems that have been studied at greater depth is the class of infinite horizon optimal control for dynamical systems that are control-affine and whose cost is quadratic in the input [9]. Under certain conditions these systems are feedback linearizable, which was the focus of reference [10]. The work in [10] used a control Lyapunov function obtained for the linearized dynamics and yielded an analytical solution for a stabilizing controller. The existing work in optimal and inverse optimal control can be divided into three classes:

1) the use of a cost function without a discount factor (e.g., [11], [12], [13], [14]),
2) imposing the constraint that the weighting function on the state must be quadratic (e.g.,[9]),
3) techniques that limit the number of states and inputs (e.g., [15], [16]).

It is important to note that none of the references [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16] have solved the infinite horizon inverse optimal control problem for both discrete-time and continuous-time systems. They also do not provide any link to the area of reinforcement learning. A description of the connections of reinforcement learning and optimal control, including an example in linear quadratic control, can be found in [17]. However, inverse optimal control was not addressed in [17].

The focus of this paper is on a unified approach to inverse optimal control of both discrete-time and continuous-time control-affine systems, which can also be helpful to parameterize the value function in a reinforcement learning strategy.

This paper addresses inverse optimal control for both continuous-time and discrete-time control-affine dynamics with a discount factor with the following contributions:

- there is no structural constraint in the parameterization of the state weighting function in the three formal results presented in this paper,
- the results are valid for an arbitrary number of states and inputs and for a cost function with a discount factor,
- a geometric interpretation is offered for the optimal control policy based on the notion of inner product (see figure 1),
- an interpretation of the optimal control law as the solution of a regularized least squares problem is offered for discrete-time optimal control with a quadratic value function,
- the inverse optimal control results are connected to the formulation of reinforcement learning using an exponential mapping.

The paper is organized as follows. Section II addresses the discrete-time optimal control problem followed by inverse optimal discrete-time control in section III. Then section IV addresses the continuous-time optimal control problem followed by inverse optimal continuous-time control in section V. After section VI addressing the connections of the proposed approach to reinforcement learning, the examples and conclusions close the paper.
II. DISCRETE-TIME SYSTEM MODEL AND OPTIMAL CONTROL PROBLEM

We consider a discrete-time nonlinear dynamical system that is affine in the control input written as
\[ x(k+1) = f(x(k)) + g(x(k))u(k) \]  
(1)
where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), \( f(x) \) is Lipschitz, \( g(x) \) has maximum rank for all \( x \neq 0 \in \mathbb{R}^n \), and \( f(0) = 0 \). We define a control policy as a set of control inputs of the form \( \pi_{uk} = \{ u(k) : k \in \mathbb{N}_0 \} \), where \( \mathbb{N}_0 \) is the set of non-negative integers. It is assumed that the system (1) is stabilizable according to the following definition.

**Definition 1:** The system (1) is stabilizable if there exists a control policy that can asymptotically take the trajectories of the system to the origin for any initial condition \( x(0) \).

The cost of a control policy \( \pi_{uk} \) when the system starts at the state \( x(k) \) will be measured by the function
\[ V(x(k), \pi_{uk}) = \sum_{i=k}^{\infty} \gamma^{i-k} [Q(x(i)) + u^T(i)R(x(i))u(i)] \]  
(2)
where \( R(x(i)) = R(x(i))^T > 0 \) and \( Q(0) = 0 \). Conditions under which \( Q(x(i)) \geq 0 \) for all \( x(i) \in \mathbb{R}^n \) will be stated in Theorem 1. The parameter \( 0 < \gamma < 1 \) is a discount factor. Splitting the sum in (2) into the term for \( i = k \) plus an infinite sum starting at \( i = k + 1 \), the cost (2) becomes
\[ V(x(k), \pi_{uk}) = Q(x(k)) + u^T(k)R(x(k))u(k) + \gamma V(x(k+1), \pi_{uk+1}). \]  
(3)
Equation (3) is known as the Bellman equation. Let us define the value function as \( V^*(x(k)) = \inf_{\pi_{uk}} V(x(k), \pi_{uk}) \), where the minimization is constrained to the dynamics in equation (1). Bellman’s principle of optimality states that a sub-trajectory of an optimal trajectory whose initial state is \( x(0) \), and that starts at a state \( x(k) \), is itself an optimal trajectory with \( x(k) \) as the new initial condition. Therefore, according to Bellman’s principle of optimality and (3),
\[ V^*(x(k)) = Q(x(k)) + \inf_{u(k)} [u^T(k)R(x(k))u(k) + \gamma V^*(x(k+1))] \]  
(4)
where \( x(k+1) \) is determined by equation (1). Notice that the term \( Q(x(k)) \) was removed from the minimization in equation (4) because it does not depend on the control input \( u(k) \). From equation (4) we see that the optimal control policy is the recursive solution of the optimization problem
\[ \inf_{u(k)} \left\{ u^T(k)R(x(k))u(k) + \gamma V^*(x(k+1)) \right\} \]  
\[ \text{s.t.} \quad x(k+1) = f(x(k)) + g(x(k))u(k) \]  
(5)
for all current and future values of time \( k \). This problem can be rewritten in the form
\[ \inf_{u(k)} \left\{ u^T(k)R(x(k))u(k) + \gamma V^*(x(k+1)) \right\} \]  
\[ \text{s.t.} \quad f(x(k)) = -g(x(k))u(k) + x(k+1) \]  
(6)
where \( x(k+1) \) can be interpreted as the error of modelling \( f(x(k)) \) as the function \(-g(x(k))u(k) \), which is linear in \( u(k) \). The necessary condition of optimality is
\[ 2R(x(k))u(k) + \gamma g^T(x(k))\nabla V^*(x(k+1)) = 0, \]  
(7)
where equation (1) can be used to replace \( x(k+1) \). Solving for the control input \( u(k) \) in (7) yields
\[ u(k) = -\frac{\gamma}{2} P^{-1}(x(k))g^T(x(k))\nabla V^*(x(k+1)), \]  
(8)
which is a projected gradient descent control law. In other words, the term \( g(x(k))u(k) \) in (1) with \( u(k) \) from (8) is a scaled projection of the gradient of \( V^*(x(k+1)) \) onto \( g(x(k)) \), which gives the coordinates of a vector along the space of columns of \( g(x(k)) \) that leads to decreasing values of the value function \( V^*(x(k+1)) \). The control law (8) is also proportional to minus the directional derivative of \( V^*(x(k+1)) \) along the direction of \( g(x(k)) \) when there is a single input and \( R \) is constant. The value function \( V^*(x) \) is the solution of equation (4) with \( u(k) \) replaced by the solution of (8). If the optimal value function is quadratic then it admits the parameterization
\[ V^*(x(k+1)) = x^T(k+1)Px(k+1) \]  
(9)
where \( P = P^T > 0 \). In this case the optimization (6) is a regularized least squares problem, which is equivalent to a single step ahead receding horizon optimal control problem. The analytic solution of equation (8) then becomes
\[ u(k) = -\gamma \left[ R(x(k)) + \gamma g^T(x(k))P g(x(k)) \right]^{-1} \cdot g^T(x(k))P f(x(k)). \]  
(10)
For the case of a single input, i.e., \( m = 1 \), defining the inner product
\[ \langle f(x), g(x) \rangle_p = g^T(x)P f(x) = f^T(x)Pg(x) \]  
(11)
and the norm
\[ \|g(x)\|_p = \sqrt{\langle g(x), g(x) \rangle_p}, \]  
(12)
the solution (10) can be rewritten as
\[ u(k) = -\gamma \left[ R(x(k)) + \gamma \|g(x(k))\|_p^2 \right]^{-1} \cdot \langle f(x(k)), g(x(k)) \rangle_p, \]  
(13)
which can be cast in the form
\[ u(k) = - \left[ 1 + \frac{R(x(k))}{\gamma \|g(x(k))\|_p^2} \right]^{-1} \langle f(x(k)), \frac{g(x(k))}{\|g(x(k))\|_p^2} \rangle. \]  
(14)
Therefore, when \( m = 1 \) and \( R(x(k)) \ll \gamma \|g(x(k))\|_p^2 \) we can interpret the solution (14) as the negative value of the projection of the drift vector \( f(x(k)) \) onto the control direction \( g(x(k))/\|g(x(k))\|_p \). Note that in this case the control (14) is the input that brings the state \( x(k+1) \) as close to zero as possible along the control direction (see figure 1), where the distance is measured by the norm (12). To the best of the author’s knowledge this is a new interpretation of the optimal control policy (13). Note that when \( P \) is the identity matrix one can implement the control
law (14) with only knowledge of the mathematical model and without the need of a parameterizing matrix. The closed-loop system dynamics for a single input is obtained by replacing (14) into (1) yielding
\[
x(k+1) = f(x(k)) - g(x(k)) \left[ 1 + \frac{R(x(k))}{\gamma \|g(x(k))\|^2_P} \right]^{-1} \langle f(x(k)), g(x(k)) \|g(x(k))\|^2_P \rangle_P .
\]

Remark 1: Notice that the optimal control input (14) is guaranteed to stabilize the closed-loop system when \( \gamma = 1 \) and \( Q(x) \) is positive definite because in this case the value function \( V^*(x) \) is a Lyapunov function according to the Bellman equation (4).

Remark 2: The geometric interpretation in figure 1 can be extended to the case of multiple inputs. The most straightforward extension is to the case when the matrix \( g(x) \) has orthogonal columns. In that case, the inner product (11) can be applied to each column \( g_i(x) \). The term \( g^T(x(k)) P f(x(k)) \) then leads to the coordinates of the projection of \( f(x) \) onto the orthogonal basis formed by the columns of \( g(x) \), whose span represents the space of all possible control directions.

III. DISCRETE-TIME INVERSE OPTIMAL CONTROL

The choice of the function \( Q(x(k)) \) for a particular problem is the task of the control designer. In the interest of using the analytic solution (10), and to be able to claim its optimality, the following question must be answered: which choice (if any) of \( Q(x(k)) \), \( Q(0) = 0 \), would lead to a solution of the Bellman equation (4) that is a quadratic value function \( V^*(x(k)) = x(k)^T P x(k) \)? Notice that for such \( Q(x(k)) \) one would not only have an analytical solution for the control input, but also a clear geometric interpretation (see figure 1). These are two important motivating points to investigate the answer to the posed question. Choosing a specific parameterization of the function \( V^*(x(k)) \) and then solving the Bellman equation (4) for \( Q(x(k)) \) is called the inverse optimal control problem.

**Theorem 1:** If the function \( Q(x(k)) \) is chosen as
\[
Q(x) = x(k)^T P x(k) - \gamma f^T(x(k)) P f(x(k)) + \gamma^2 f^T(x(k)) P g(x(k)) M^{-1}(x(k)) g^T(x(k)) P f(x(k)),
\]
then
\[
M(x(k)) = R(x(k)) + \gamma g^T(x(k)) P g(x(k)),
\]
with \( P = P^T > 0 \) and \( u(k) \) given by (10), then \( V^*(x(k)) = x(k)^T P x(k) \) satisfies the Bellman equation (4). Furthermore, for the case of a single input, the function \( Q(x(k)) \) in (16) can be rewritten as
\[
Q(x(k)) = \|x(k)\|_P^2 - \gamma Q_2(x(k)),
\]

where
\[
Q_2(x(k)) = \|f(x(k))\|_P^2 - \left[ 1 + \frac{R(x(k))}{\gamma \|g(x(k))\|^2_P} \right]^{-1} \cdot \left[ \langle f(x(k)), g(x(k)) \|g(x(k))\|^2_P \rangle_P \right]^2 .
\]

with inner product and norm as defined in (11) and (12), respectively. For \( R(x(k)) << \gamma \|g(x(k))\|^2_P \) the expression (18) can be approximated as
\[
Q(x(k)) \approx \|x(k)\|_P^2 - \gamma \|x(k+1)\|_P^2 = V^*(x(k)) - \gamma V^*(x(k+1)).
\]

Additionally, if \( f(x) \) is Lipschitz continuous in \( x \) with constant \( L > 0 \) using the norm (12), then for \( \gamma \leq L^{-1} \) the function \( Q(x(k)) \) in (16) is non-negative for all \( x(t) \in \mathbb{R}^n \) and \( Q(0) = 0 \).

**Proof:** Rearranging equation (10) and multiplying by \( u^T(k) \) on the left one can write
\[
u^T(k) \left[ R(x(k)) + \gamma g^T(x(k)) P g(x(k)) \right] u(k) = -\gamma u^T(k) g^T(x(k)) P f(x(k)).
\]

Using equations (1) and (21) and \( Q(x(k)) \) given by (16) one can see that \( V^*(x(k)) = x(k)^T P x(k) \) satisfies the equation (4), which upon these substitutions becomes
\[
x(k)^T P x(k) = Q(x(k)) + \gamma f^T(x(k)) P f(x(k)) + \gamma f^T(x(k)) P g(x(k)) u(k).
\]

Replacing (10) into (22) yields (16). For the case of a single input, replacing (14) in (16) yields (18). When \( R(x(k)) << \gamma \|g(x(k))\|^2_P \) the term \( Q_2(x(k)) \) in equation (18) can be
approximated by a difference of squares. By the theorem of Pythagoras (see figure 1 for a depiction of the right triangle) this difference of squares is equal to the square of the distance of $x(k+1)$ to the origin, where the distance is measured by $\|x\|_p$ using the norm (12). Therefore, one obtains the expression (20). Finally, to prove under what conditions $Q(x(k))$ is non-negative we can see from equation (18) that the worst case for $Q(x(k))$ to potentially become negative would be when $R(x(k)) \to \infty$. For this case, 
$$Q(x(k)) = \|x(k)\|_p^2 - \gamma \|f(x(k))\|_p^2.$$  
(23) 
Since $f$ is Lipschitz continuous, denoting the positive Lipschitz constant by $L$ we have 
$$\|f(x(k))\|_p \leq L \|x(k)\|_p^2,$$  
(24) 
which when replaced in equation (23) yields 
$$Q(x(k)) \geq (1 - \gamma L) \|x(k)\|_p^2.$$  
(25) 
Therefore, $Q(x(k))$ will be non-negative if $\gamma \leq L^{-1}$. Additionally, $Q(0) = 0$ since $f(0) = 0$. □

Remark 3: Theorem 1 extends the results of reference [14] to the case of a cost function with a discount factor $\gamma 
eq 1$. Additionally, theorem 1 provides a condition on the Lipschitz constant of the function $f$ to guarantee that $Q(x(k))$ is non-negative. Furthermore, theorem 1 does not need any condition of detectability as in reference [14].

Remark 4: If $\gamma = 1$ and $R(x(k)) \ll \gamma \|g(x(k))\|_p^2$, can be neglected, then when the approximate expression (20) is introduced into the summation (2) it leads to telescoping series. This series then yields a cost that penalizes the distance of the initial state to the origin provided that the optimal control is stabilizing and $\lim_{k \to \infty} x(k) \to 0$.

Remark 5: When $L \leq 1$ then $\gamma = 1$ is a possible choice that yields a guarantee of stability, as stated in remark 1.

IV. CONTINUOUS-TIME SYSTEM MODEL AND OPTIMAL CONTROL PROBLEM

We now consider a continuous-time nonlinear dynamical system that is affine in the control input written as 
$$\dot{x}(t) = f(x(t)) + g(x(t))u(t)$$  
(26) 
where $x \in \mathbb{R}^n, u \in \mathbb{R}^m$, $f(x)$ is Lipschitz, $g(x)$ has maximum rank for all $x \neq 0 \in \mathbb{R}^n$, and $f(0) = 0$. As before, we assume that the system (26) is stabilizable. The control policy $\pi_u$ is defined as $\pi_u = \{u(t) : t \in [t_0, \infty)\}$. The cost of a control policy $\pi_u$ when the system starts at the state $x(t_0)$ will be measured by the function 
$$V(x(t_0), \pi_u) = \int_{t_0}^{\infty} e^{-\gamma(t-t_0)} [Q(x(t)) + u^T(t)R(x(t))u(t)] dt$$  
(27) 
where $R(x(t)) = R^T(x(t)) > 0$ and $Q(0) = 0$. Conditions under which $Q(x(t)) \geq 0$ for all $x \in \mathbb{R}^n$ will be stated in Theorem 2. The parameter $\gamma \geq 0$ is a discount factor. The admissible control policies $\pi^*_u$ are all Lebesgue measurable functions $u(t), t \in [t_0, \infty)$, for which the integral in equation (27) is finite. Splitting the integral in (27) in two intervals $[t_0, t_0 + T]$ and $[t_0 + T, \infty)$, where $T > 0$, and minimizing for $u \in \pi^*_u$ yields 
$$V^*(x(t_0)) = \inf_{u \in \pi^*_u} \int_{t_0}^{t_0+T} e^{-\gamma(t-t_0)}J(t)dt + e^{-\gamma T}V^*(x(t_0 + T)),$$  
(28) 
where 
$$J(t) = [Q(x(t)) + u^T(t)R(x(t))u(t)] \quad (29)$$
Bellman’s principle of optimality can now be applied in the limiting case when $T \to 0$. To do that we perform a first order Taylor series approximation of the right hand side of equation (28), divide by $T$, and take the limit when $T \to 0$ (assuming the limit exists) to yield the Hamilton-Jacobi-Bellman equation 
$$\gamma V^*(x(t)) = Q(x(t)) + \inf_{u(t)} [u^T(t)R(x(t))u(t) + \nabla V^* \dot{x}(t)],$$  
(30) 
where $Q(x(t))$ was removed from the minimization because it does not depend on $u(t)$ and $\dot{x}(t)$ is given by (26). The necessary condition of optimality for the control input yields the projected gradient descent law 
$$u(t) = -\frac{1}{2} R^{-1}(x(t))g^T(x(t))\nabla V^*(x(t)).$$  
(31) 
When equation (31) is compared to the discrete-time law (8) we observe that an important difference is that for (31) the control input at time $t$ only depends on the gradient of the value function $V^*(x(t))$ at the same time $t$. For the single input case if $R(x(t)) = 0.5 \|g(t)x(t)\|_p^2$, then the optimal control vector field becomes 
$$u(t)g(x(t)) = -\left\langle \nabla V^*(x(t)), \frac{g(x(t))}{\|g(x(t))\|_p} \right\rangle g(x(t)),$$  
(32) 
which is minus the projection of $\nabla V^*(x(t))$ onto the control vector $g(x(t))$. This indicates the direction along $g(x(t))$ that leads to decreasing values of the value function $V^*(x(t))$. The function $V^*(x(t))$ is the solution of equation (30) with $u(t)$ replaced by (31). If the optimal value function is quadratic then 
$$V^*(x(t)) = x^T(t)Px(t)$$  
(33) 
where $P = P^T > 0$. For this case, equation (31) becomes 
$$u(t) = -R^{-1}(x(t))g^T(x(t))Px(t).$$  
(34) 
For a single input, i.e., $m = 1$, using the inner product (11) and the norm (12) the solution (34) can be rewritten as 
$$u(t) = -R^{-1}(x(t)) \langle g(x(t)), x(t) \rangle_p,$$  
(35) 
The closed-loop system dynamics for a single input is obtained by replacing (35) into (26) yielding 
$$\dot{x}(t) = f(x(t)) - g(x(t))R^{-1}(x(t)) \langle g(x(t)), x(t) \rangle_p.$$  
(36)
Notice that the vector $x(t)$ points in the radial direction away from the origin. Therefore, the control input (35) forces the closed-loop vector field $\dot{x}(t)$ in (36) to point toward the closest point to the origin along the line with equation $f(x) + g(x)u$, where the distance is measured by the norm (12). To the best of the author’s knowledge this is a new interpretation of the optimal control solution (35).

Remark 6: As in the discrete-time case, it can be shown that the geometric interpretation of the optimal control law (35) can be extended to the case of multiple inputs (see remark 2).

Remark 7: Notice that the optimal control input (35) is guaranteed to stabilize the closed-loop system when $\gamma = 0$ and $Q(x(t))$ is positive definite because in this case the value function $V^*(x(t))$ is a Lyapunov function according to the Hamilton-Jacobi-Bellman equation (30).

V. CONTINUOUS-TIME INVERSE OPTIMAL CONTROL

We now address the inverse optimality question: for what choice of $Q(x(t))$ is the solution of the Hamilton-Jacobi-Bellman equation (30) a quadratic value function $V^*(x(t)) = x(t)^TPx(t)$?

**Theorem 2:** If the function $Q(x(t))$ is chosen as

$$Q(x(t)) = \gamma x(t)^TPx(t) - 2x(t)^TPf(x(t)) + x(t)^TPg(x(t))R^{-1}(x(t))g^T(x(t))Px(t),$$

(37)

for $P = P^T > 0$ with $u(t)$ given by (34) then $V^*(x(t)) = x(t)^TPx(t)$ satisfies the Hamilton-Jacobi-Bellman equation (30). Furthermore, if $R(x(t))$ is chosen as a constant matrix and $g(x(t))$ is also a constant matrix then the optimal control (34) is linear. For the case of a single input, the function $Q(x(t))$ in (37) can be rewritten as

$$Q(x(t)) = \gamma \|x(t)\|^2 + 2 \langle f(x(t)), x(t) \rangle + + R^{-1}(x(t))\|g(x(t)), x(t)\|^2.$$  

(38)

Additionally, if $f(x)$ is Lipschitz continuous in $x$ with constant $L > 0$ using the norm (12), then for $\gamma \geq 2L$ the function $Q(x(t))$ in (38) is non-negative for all $x(t) \in \mathbb{R}^n$ and $Q(0) = 0$.

**Proof:** Replacing $u(t)$ by (34) and $Q(x(t))$ by (37) one can see that $V^*(x(t)) = x(t)^TPx(t)$ satisfies the HJB equation (30). The proof of the statement about the linearity of the control when both $R$ and $g$ are constant matrices is trivial from equation (34). For the single input case, using the notions of inner product (11) and norm (12), the equation (37) can be rewritten as (38). Since $f$ is Lipschitz continuous, denoting the positive Lipschitz constant by $L$ one can write

$$\|f(x(t))\|^2 \leq L\|x(t)\|^2.$$  

(39)

From equation (38) the worst case scenario for $Q(x)$ to potentially become negative is when $R(x) \to \infty$. For this case, using the Lipschitz relation (39) and Schwartz’s inequality

$$\langle f(x), x \rangle_p \leq \|f(x)\|_p \|x\|_p,$$  

(40)

yields

$$Q(x(t)) \geq (\gamma - 2L)\|x(t)\|^2.$$  

(41)

Therefore, $Q(x(t))$ will be non-negative if $\gamma \geq 2L$. Additionally, $Q(0) = 0$.

As per remark 7 it is convenient to choose $\gamma = 0$ for stability purposes. However, if $\gamma = 0$ the condition $\gamma \geq 2L$ will not be satisfied because $L > 0$. The following theorem gives a condition under which $Q(x(t))$ is non-negative when $\gamma = 0$ for the single input case.

**Theorem 3:** Assume the stabilizable dynamical system (26) with a single input. Let $S_{g^+}$ be defined as

$$S_{g^+} = \{ x \in \mathbb{R}^n : \langle g(x), x \rangle = 0 \}.$$  

(42)

When $\gamma = 0$ the function $Q(x)$ in equation (38) will be non-negative for all $x \in \mathbb{R}^n$ if $\langle f(x), x \rangle \leq 0$ for all $x \in S_{g^+}$. Furthermore, if $\langle f(x), x \rangle < 0$ for all $x \in S_{g^+}$, $x \neq 0$, then the norm $\|x\|_p$ as defined in (12) will be decreasing with time if $R(x)$ is chosen such that

$$\frac{\langle f(x), x \rangle}{\|g(x), x\|^2} - R(x) > 0, \quad \forall x \in \mathbb{R}^n.$$  

(43)

**Proof:** The proof that $Q(x)$ is non-negative is trivial from expression (38). Proving that there is $R(x(t))$ small enough that the norm $\|x(t)\|_p$ is decreasing with time is equivalent to proving the same for the square of the norm, i.e., $\langle x(t), x(t) \rangle_p$. The time rate of change of the square of the norm is

$$\frac{d\|x(t)\|^2}{dt} = 2\langle x(t), \dot{x}(t) \rangle_p.$$  

(44)

Replacing (36) into (44) yields

$$z(t) = 2 \left[ \langle f(x(t)), x(t) \rangle - R^{-1}(x(t))\|g(x(t), x(t))\|^2 \right].$$

For any finite $R(x(t))$ when $x(t) \in S_{g^+}, x \neq 0$ we conclude that $\|x(t)\|^2$ has negative derivative from the assumptions of the theorem. When $x \notin S_{g^+}$, then $\|x(t)\|^2$ has negative derivative if $R(x(t))$ is chosen according to (43).

**Remark 8:** The result on the norm $\|x\|_p$ can be extended to the case of inputs bounded by an hypersphere if the number of inputs is the same as the number of states (see chapter 10 of reference [1] for details).

VI. CONNECTIONS TO REINFORCEMENT LEARNING

This paper considers the minimization of a cost function, which is the typical approach in optimal control. Notice however that a maximization of a reward function would yield the same results if the reward was written as the exponential $r(x, \pi_u) = e^{-V(x, \pi_u)}$, where $V(x, \pi_u)$ denotes the expression (2) for discrete-time systems and the expression (27) for continuous-time systems. The function
The choice $\gamma$ is stabilizing and given by (14), i.e.,

$$u(x(k)) = \frac{x_1(k) \cos(x_2(k)) \sin(x_1(k))}{1 + R},$$

When $R \to 0$ this is a deadbeat control and the state-weighing function becomes

$$Q(x(k)) = x_1^2(k) + x_2^2(k) \left[1 - \sin^2(x_2(k)) \right] \geq 0.$$