THE FINITENESS OF COMPUTING THE ULTRAMETRIC MAHLER MEASURE

CHARLES L. SAMUELS

Abstract. Recent work of Fili and the author examines an ultrametric version of the Mahler measure, denoted \( M_∞(\alpha) \) for an algebraic number \( \alpha \). We show that the computation of \( M_∞(\alpha) \) can be reduced to a certain search through a finite set. Although it is an open problem to record the points of this set in general, we provide some examples where it is reasonable to compute and our result can be used to determine \( M_∞(\alpha) \).

1. Introduction and Notation

Let \( K \) be a number field and \( \nu \) a place of \( K \) dividing the place \( p \) of \( \mathbb{Q} \). Let \( K_\nu \) and \( \mathbb{Q}_p \) denote the respective completions. We write \( \| \cdot \|_\nu \) for the unique absolute value on \( K_\nu \) extending the \( p \)-adic absolute value on \( \mathbb{Q}_p \) and define

\[
|\alpha|_\nu = \|\alpha\|_{[K_\nu: \mathbb{Q}_p]}/[K: \mathbb{Q}]
\]

for all \( \alpha \in K \). Define the Weil height of \( \alpha \in K \) by

\[
H(\alpha) = \prod_\nu \max\{1, |\alpha|_\nu \}
\]

where the product is taken over all places \( \nu \) of \( K \). Given this normalization of our absolute values, the above definition does not depend on \( K \), and therefore, \( H \) is a well-defined function on \( \mathbb{Q} \).

For the remainder of the paper, we shall assume that \( \alpha \) is a non-zero algebraic number. Clearly \( H(\alpha) \geq 1 \), and by Kronecker’s Theorem, we have equality precisely when \( \alpha \) a root of unity. It is obvious that if \( \zeta \) is a root of unity then

\[
H(\alpha) = H(\zeta \alpha),
\]

and further, if \( n \) is an integer then it is well-known that

\[
H(\alpha^n) = H(\alpha)^{|n|}.
\]

Also, if \( \alpha, \beta \in \mathbb{Q}^\times \) then \( H(\alpha \beta) \leq H(\alpha)H(\beta) \) so that \( H \) satisfies the multiplicative triangle inequality.

We further define the Mahler measure of \( \alpha \) by

\[
M(\alpha) = H(\alpha)^{[\mathbb{Q}(\alpha): \mathbb{Q}]}.
\]

Since \( H \) is invariant under Galois conjugation over \( \mathbb{Q} \), we obtain immediately

\[
M(\alpha) = \prod_{n=1}^N H(\alpha_n),
\]
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where \( \alpha_1, \ldots, \alpha_N \) are the conjugates of \( \alpha \) over \( \mathbb{Q} \). Further, it is well-known that

\[
M(\alpha) = |A| \cdot \prod_{n=1}^{N} \max\{1, |\alpha_n|\},
\]

where \(|\cdot|\) denotes the usual absolute value on \( \mathbb{C} \) and \( A \) is the leading coefficient of the minimal polynomial of \( \alpha \) over \( \mathbb{Z} \). While the right hand side of (1.3) appears initially to depend upon a particular embedding of \( \mathbb{Q} \) into \( \mathbb{C} \), any change of embedding simply permutes the images of the points \( \{\alpha_n\} \) so that (1.3) remains unchanged.

In view of (1.3), it is reasonable to define the Mahler measure of a polynomial

\[
f(z) = A \cdot \prod_{n=1}^{N} (z - \alpha_n) \in \mathbb{C}[x]
\]

by

\[
M(f) = |A| \cdot \prod_{n=1}^{N} \max\{1, |\alpha_n|\}.
\]

We note that if \( f \) is the minimal polynomial of \( \alpha \) over \( \mathbb{Z} \), then \( M(f) = M(\alpha) \), so that (1.4) is compatible with (1.2).

It follows, again from Kronecker’s Theorem, that \( M(\alpha) = 1 \) if and only if \( \alpha \) is a root of unity. As part of an algorithm for computing large primes, D.H. Lehmer [5] asked whether there exists a constant \( c > 1 \) such that \( M(\alpha) \geq c \) in all other cases. The smallest known Mahler measure greater than 1, already found by Lehmer, occurs at a root of

\[
\ell(x) = x^{10} + x^9 - x^7 - x^6 - x^5 - x^4 - x^3 + x + 1
\]

which has Mahler measure 1.17. . . . Although an affirmative answer to Lehmer’s problem has been given in many special cases, the general case remains open. The best known universal lower bound on \( M(\alpha) \) is due to Dobrowolski [1], who proved that

\[
\log M(\alpha) \gg \left( \frac{\log \log \deg \alpha}{\log \deg \alpha} \right)^3
\]

whenever \( \alpha \) is not a root of unity.

In [3], Dubickas and Smyth [3] defined the metric Mahler measure of \( \alpha \) by

\[
M_1(\alpha) = \inf \left\{ \prod_{n=1}^{N} M(\alpha_n) : N \in \mathbb{N}, \alpha_n \in \overline{\mathbb{Q}}^\times, \alpha = \prod_{n=1}^{N} \alpha_n \right\}.
\]

Here, the infimum is taken over all ways to represent \( \alpha \) as a product of elements in \( \overline{\mathbb{Q}}^\times \). It is easily verified that

\[
M_1(\alpha\beta) \leq M_1(\alpha)M_1(\beta)
\]

for all \( \alpha, \beta \in \overline{\mathbb{Q}}^\times \).

Further, we write

\[
V = \overline{\mathbb{Q}}^\times / \text{Tor}(\overline{\mathbb{Q}}^\times)
\]

and note that \( V \) is a vector space over \( \mathbb{Q} \). The scalar multiplication in \( V \) is given by the maps \( \alpha \mapsto \alpha^r \), which is well-defined on \( V \) for any \( r \) in \( \mathbb{Q} \). The operation of the vector space is multiplication in \( V \) and the identity element is \( \text{Tor}(\overline{\mathbb{Q}}^\times) \).
It is a simple exercise to verify that $M_1$ is well-defined on $V$. This implies that the map $(\alpha, \beta) \mapsto \log M_1(\alpha \beta^{-1})$ defines a metric on $V$ which induces the discrete topology if and only if there is an affirmative answer to Lehmer’s problem.

Motivated by the work of Dubickas and Smyth, Fili and the author [4] defined a non-Archimedean version of $M_1$ by replacing the product in (1.5) by a maximum.

Define the ultrametric Mahler measure by

$$
M_\infty(\alpha) = \inf \left\{ \max_{1 \leq n \leq N} M(\alpha_n) : N \in \mathbb{N}, \alpha_n \in \mathbb{Q}^\times, \alpha = \prod_{n=1}^{N} \alpha_n \right\}.
$$

It easily verified that $M_\infty$ satisfies the strong triangle inequality

$$
M_\infty(\alpha \beta) \leq \max\{M_\infty(\alpha), M_\infty(\beta)\}
$$

for all non-zero algebraic numbers $\alpha$ and $\beta$. It is further shown in [4] that $M_\infty$ is well-defined on $V$.

The goal of this paper is to reduce the computation of $M_\infty(\alpha)$ to a certain search through a finite set. In order to do this, we are required to work in $V$, a space on which $M$ is not well-defined. Hence, we define the modified Mahler measure by

$$
\bar{M}(\alpha) = \inf \left\{ M(\zeta \alpha) : \zeta \in \text{Tor}(\mathbb{Q}^\times) \right\}.
$$

It is immediately clear that $\bar{M}$ is well-defined on $V$. Further, if $\pi : \mathbb{Q}^\times \to V$ denotes the natural group homomorphism and $\bar{\alpha} \in V$, then we obtain

$$
\bar{M}(\bar{\alpha}) = \inf \left\{ M(\beta) : \beta \in \pi^{-1}(\bar{\alpha}) \right\}.
$$

We further conclude using (1.1) and (1.2) that

$$
(1.6) \quad \bar{M}(\alpha) = H(\alpha)^{\inf\{\deg(\zeta \alpha) : \zeta \in \text{Tor}(\mathbb{Q}^\times)\}},
$$

which implies, in particular, that there always exists a root of unity $\zeta$ such that $M(\zeta \alpha) = \bar{M}(\alpha)$. Some additional basic properties of $\bar{M}$ will be examined in section 3.

Next, let $K_\alpha$ denote the Galois closure of $\mathbb{Q}(\alpha)$ over $\mathbb{Q}$ and define the set

$$
\mathcal{B}(\alpha) = \{ \gamma \in K_\alpha : M(\gamma) \leq M(\alpha) \}.
$$

We note that, by a theorem of Northcott [7], $\mathcal{B}(\alpha)$ is finite. Then let

$$
\bar{\mathcal{B}}(\alpha) = \pi(\mathcal{B}(\alpha)).
$$

We may now express the ultrametric Mahler measure in terms of a certain point in $\bar{\mathcal{B}}(\alpha)$.

**Theorem 1.1.** Let $\alpha$ be a non-zero algebraic number and let $\bar{\mathcal{B}}(\alpha) = \{ \bar{b}_1, \ldots, \bar{b}_N \}$. Assume that

$$
(1.7) \quad \bar{M}(\bar{b}_1) \leq \bar{M}(\bar{b}_2) \leq \cdots \leq \bar{M}(\bar{b}_N).
$$

If $J$ is the smallest index such that

$$
\pi(\alpha) \in \text{Span}\{\bar{b}_1, \ldots, \bar{b}_J\}
$$

then $M_\infty(\alpha) = \bar{M}(\bar{b}_J)$. 

In some cases, Theorem 1.1 enables us to compute $M_\infty(\alpha)$. The related calculations will be simpler using the following restatement of Theorem 1.1.
Corollary 1.2. Let \( \alpha \) be a non-zero algebraic number and let \( B = \{b_1, \ldots, b_N\} \subseteq B(\alpha) \) be such that \( \pi(B) = \overline{B}(\alpha) \). Assume that
\[
\overline{M}(b_1) \leq \overline{M}(b_2) \leq \cdots \leq \overline{M}(b_N).
\]
If \( J \) is the smallest index such that there exists a positive integer \( s \) with
\[\alpha^s \in \langle b_1, \ldots, b_J \rangle\]
then \( M_\infty(\alpha) = \overline{M}(b_J) \).

We will present a more involved example in section 2, but we note one simple application here. In [4], Fili and the author showed, using another method, that \( M_\infty(4) = 2 \). We are able to recover this observation using Theorem 1.1. We have that
\[
B(4) = \{ \pm1, \pm2, \pm3, \pm4, \pm \frac{1}{2}, \pm \frac{3}{2}, \pm \frac{1}{3}, \pm \frac{2}{3}, \pm \frac{4}{3}, \pm \frac{1}{4}, \pm \frac{3}{4} \}.
\]
Now let
\[
B = \{ 1, 2, 3, 4, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{2}{3}, \frac{2}{4}, \frac{2}{3}, \frac{3}{4} \},
\]
and note that \( \pi(B) = \overline{B}(4) \). For \( r \in \mathbb{Q} \), it follows from (1.6) that \( \overline{M}(r) = M(r) \).

Now we may rewrite \( B \) with its elements written in increasing order of modified Mahler measure. We obtain
\[
B = \{ 1, 2, \frac{1}{2}, 3, \frac{1}{3}, \frac{1}{4}, 2, \frac{2}{3}, 3, \frac{2}{4}, 4, \frac{1}{2}, \frac{1}{3}, 3, \frac{2}{3}, 4, \frac{1}{2}, \frac{1}{3}, 4, \frac{1}{3}, 4 \}.
\]
We observe that \( 4 = 1^{022} \). However, there cannot exist an integer \( s > 0 \) such that \( 4^s \in \langle 1 \rangle \) since 4 is not a root of unity. By Corollary 1.2, we conclude that \( M_\infty(4) = 2 \).

This argument can be used to recover a more general statement from [4].

Corollary 1.3. If \( \alpha \) is rational, then \( M_\infty(\alpha) \) equals the largest prime dividing the numerator or denominator of \( \alpha \).

The remainder of this paper is structured as follows. Section 2 contains an additional example of Theorem 1.1 when \( \deg \alpha = 2 \). Although we know of no general formula analogous to Corollary 1.3, the quadratic situation is simple enough that some explicit computations can be made. In section 3, we examine the properties of \( \overline{M} \) that we will need in order to prove our main results. Finally, we use sections 4 and 5 to establish Theorem 1.1 as well as prove some results related to the applications in section 2.

2. FURTHER APPLICATIONS

Although Theorem 1.1 is of theoretical interest, we would like to apply it to compute values of \( M_\infty(\alpha) \). Initially, this seems quite reasonable since Theorem 1.1 reduces the computation of \( M_\infty(\alpha) \) to a search over a finite set. However, there remain three obstacles to performing such a computation.

I. We must determine an appropriate set \( B \subseteq B(\alpha) \) for use in Corollary 1.2.

While there are explicit upper bounds on the cardinality of \( B(\alpha) \) in terms of \( \deg \alpha \) (see, for example [6]), we are unaware of an algorithm for recording these points. As we will discuss in section 5, there is a highly inefficient method for recording all polynomials of Mahler measure at most \( M(\alpha) \), a collection
whose roots clearly belong to $B(\alpha)$. However, even this is insufficient since these polynomials may not be solvable.

II. The modified Mahler measures of points in $B$ need to be computed with sufficient accuracy to write these points in increasing order of modified Mahler measures. In view of (1.6), we know that $\bar{M}(\alpha) = M(\zeta \alpha)$ where $\zeta$ is a root of unity that makes $\deg(\zeta \alpha)$ as small as possible. Unfortunately, we know of no general method to locate a suitable element $\zeta$.

III. We must locate the point $b_J$, as required by Corollary 1.2. Again, we do not know of a general method for doing so.

If $\alpha$ is a quadratic number with $M(\alpha) \leq 100$, then we are able to use PARI [8] to construct a set of polynomials whose roots form a suitable set $B$ for use in Corollary 1.2. If the list is not too long, then it is a simple exercise to record the roots of these polynomials, resolving (I). Further, we are able to give formulae for $\bar{M}(\gamma)$ when $\deg \gamma \leq 2$, which resolves (II). We provide an example where we are able to resolve (III) as well and compute the value $M_\infty(\alpha)$.

For simplicity, we will now write $B_d(\alpha) = B(\alpha) \cap \{\alpha \in \mathbb{Q} : \deg \alpha = d\}$ and note that

\[
B(\alpha) = \bigcup_{d \mid [K_\alpha : \mathbb{Q}]} B_d(\alpha)
\]

where the right hand side is a disjoint union. From elementary facts about the Mahler measure, we notice that

\[
B_1(\alpha) = \left\{ \frac{m}{n} : m, n \in \mathbb{N}, (m, n) = 1, \max\{|m|, |n|\} \leq M(\alpha) \right\}
\]

so it is a simple exercise to obtain the points of $B_1(\alpha)$.

Since we are now interested in the quadratic case, we will assume for the remainder of this section that $\deg \alpha \leq 2$. To resolve (I) in this situation, we must compute a subset $B'' \subset B_2(\alpha)$ such that $\pi(B'') = \pi(B_2(\alpha))$. Before we write a PARI program to do this, we must write a program to estimate the Mahler measure of a quadratic polynomial $ax^2 + bx + c$.

\[
\text{Mahler}(a,b,c) = \{\text{abs}(a)\max(1,\text{abs}((-b+\text{sqrt}(b^2-4*a*c))/(2*a)))*\max(1,\text{abs}((-b-\text{sqrt}(b^2-4*a*c))/(2*a)))\}
\]

While $\text{Mahler}(a,b,c)$ is only an estimate of $M(ax^2 + bx + c)$, it is reasonable to assume some level of accuracy. For our purposes, we will assume that

\[
|M(ax^2 + bx + c) - \text{Mahler}(a,b,c)| < 10^{-10}.
\]

Indeed, it is quite reasonable to assume that PARI will compute accurately up to at least 10 decimal places.

Next suppose that $\alpha$ is a root of the irreducible polynomial $Ax^2 + Bx + C$ and that $k$ is the unique square-free integer such that $K_\alpha = \mathbb{Q}(\sqrt{k})$. We claim that the following simple program can be used to find a suitable set $B$ for use in Corollary (1.2).
\texttt{B2List}(A,B,C,k) = \\
\hspace{10pt}\{  \\
\hspace{20pt}\text{local}(M);  \\
\hspace{30pt}M = \text{Mahler}(A,B,C) + 10^{-10};  \\
\hspace{20pt}\text{for}(a=1,\text{floor}(M),  \\
\hspace{30pt}\text{for}(b=0,\text{floor}(2*M),  \\
\hspace{40pt}\text{for}(c=-\text{floor}(M),\text{floor}(M),  \\
\hspace{50pt}\text{if} (!\text{issquare}(b^2-4*a*c) \&\& \gcd(a,\gcd(b,c)) == 1 \&\&  \\
\hspace{60pt}\text{issquare}((b^2-4*a*c)/k) \&\& \text{Mahler}(a,b,c) < M + 10^{-10},  \\
\hspace{70pt}\text{printp}("(a","b","c") -- "Mahler(a,b,c));  \\
\hspace{40pt});  \\
\hspace{30pt});  \\
\hspace{20pt});  \\
\hspace{10pt};  \\
\}

The above program searches all triples \((a,b,c)\) satisfying
\[
1 \leq a \leq M(\alpha), \quad 0 \leq b \leq 2M(\alpha), \quad \text{and} \quad -M(\alpha) \leq c \leq M(\alpha).
\]
For each such point, it checks, up to some computing error, if
(i) \(b^2 - 4ac\) is not a perfect square and \(\gcd(a,b,c) = 1\) (i.e., \(ax^2 + bx + c\) is irreducible),
(ii) \((b^2 - 4ac)/k\) is a perfect square (i.e., the roots of \(ax^2 + bx + c\) belong to \(\mathbb{Q}(\sqrt{k})\)),
(iii) \(M(ax^2 + bx + c) \leq M(\alpha)\).

If the above three conditions are satisfied, the program prints \((a,b,c)\) with \(M(ax^2 + bx + c)\) alongside. Otherwise, it prints nothing.

Our next theorem shows that the output list of \texttt{B2List}(A,B,C,k) can, indeed, be used to construct an appropriate set \(B\) for use in Corollary 1.2 provided that \(M(\alpha)\) is not too large.

\textbf{Theorem 2.1.} Suppose \(\alpha\) is a quadratic number with minimal polynomial \(Ax^2 + Bx + C\) and \(M(\alpha) \leq 100\). Let \(k\) be the unique square-free integer such that \(K_\alpha = \mathbb{Q}(\sqrt{k})\). Assume that

\[ |M(ax^2 + bx + c) - \text{Mahler}(a,b,c)| < 10^{-10} \]

holds for all integers \(a,b\) and \(c\) with \(a > 0\). Suppose that \(B''\) is the set of all roots of the polynomials \(ax^2 + bx + c\), where \((a,b,c)\) appears in the output of \texttt{B2List}(A,B,C,k). Further write

\[
B' = \left\{ \frac{m}{n} : m,n \in \mathbb{N}, \ (m,n) = 1, \ \max\{|m|,|n|\} \leq M(\alpha) \right\}.
\]

If \(B = B' \cup B''\) then \(B \subset B(\alpha)\) and \(\pi(B) = B(\alpha)\).

We now turn our attention to resolving (II). We already have a PARI function \texttt{Mahler}(a,b,c) that approximates the Mahler measure of a quadratic polynomial. So we must reduce the computation of \(\tilde{M}\) to a computation of \(M\). The following theorem shows how to do this in the quadratic case.

\textbf{Theorem 2.2.} Suppose that \(\gamma \in \mathbb{Q}\) with \(\deg \gamma \leq 2\).

(i) If \(\mathbb{Q}(\gamma) \neq \mathbb{Q}(i)\) and \(\mathbb{Q}(\gamma) \neq \mathbb{Q}(i\sqrt{3})\) then \(\tilde{M}(\gamma) = M(\gamma)\).
(ii) If $\gamma = a + bi$ for rational numbers $a$ and $b$ then
\[ \bar{M}(\gamma) = \begin{cases} M(b) & \text{if } a = 0 \\ M(\gamma) & \text{if } a \neq 0. \end{cases} \]

(iii) If $\gamma = a + b\sqrt{-3}$ for rational numbers $a$ and $b$ then
\[ \bar{M}(\gamma) = \begin{cases} M(2a) & \text{if } a \in \{b, -b\} \\ M(\gamma) & \text{if } a \notin \{b, -b\}. \end{cases} \]

As we have noted, we know of no method that resolves (iii) for general quadratic numbers. However, in the following example, $b_J$ can be found, and hence, $M_\infty(\alpha)$ can be computed.

**Example.** We take $\alpha = \frac{5 + \sqrt{21}}{2}$ so that $k = 21$. We note that $\alpha$ has minimal polynomial $x^2 - 5x + 1$ and Mahler measure
\[ M(\alpha) = \frac{5 + \sqrt{21}}{2} = 4.79128784747792003294023597 \]
as computed by Mahler(1,-5,1). Executing B2List(1,-5,1,21) yields the output

\[
\begin{align*}
(1, 3, -3) & -- 3.791287847477920003294023597 \\
(1, 5, 1) & -- 4.791287847477920003294023597 \\
(3, 3, -1) & -- 3.791287847477920003294023597
\end{align*}
\]

Hence, the set $B''$ from Theorem 2.1 is given by
\[ B'' = \left\{ -\frac{3 \pm \sqrt{21}}{2}, -\frac{5 \pm \sqrt{21}}{2}, -\frac{3 \pm \sqrt{21}}{6} \right\} \]
and we also have
\[ B' = \left\{ 1, 2, 3, 4, \frac{1}{2}, \frac{3}{2}, \frac{1}{3}, \frac{2}{3}, \frac{4}{3}, \frac{1}{4}, \frac{3}{4} \right\}. \]

According to Theorem 2.1 we may set
\[
B = \left\{ \frac{1}{2}, \frac{3}{2}, \frac{1}{3}, \frac{2}{3}, \frac{3}{2}, \frac{3 + \sqrt{21}}{2}, -\frac{3 - \sqrt{21}}{2}, -\frac{3 + \sqrt{21}}{6}, \right. \\
-\frac{3 - \sqrt{21}}{6}, \frac{4}{1}, \frac{3}{4}, \frac{4}{3}, -\frac{5 + \sqrt{21}}{2}, -\frac{5 - \sqrt{21}}{2} \}.
\]

(2.4)

and we have that $B \subset B(\alpha)$ such that $\pi(B) = \bar{B}(\alpha)$. By Theorem 2.2 we have that $M(\gamma) = \bar{M}(\gamma)$ for all $\gamma \in K_\alpha$, and therefore, (2.4) is already recorded in increasing order of modified Mahler measures. A short computation reveals that
\[ \frac{5 + \sqrt{21}}{2} = \frac{1}{3} \left( -\frac{3 + \sqrt{21}}{2} \right)^2 \]
so that
\[ \alpha \in \left\{ \frac{1}{2}, \frac{3}{2}, \frac{1}{3}, \frac{2}{3}, \frac{3}{2}, -\frac{3 + \sqrt{21}}{2} \right\}. \]
However, if there exists a positive integer $s$ such that
\[ \alpha^s \in \left\{ 1, 2, \frac{1}{2}, 3, \frac{1}{3}, 2, \frac{3}{2} \right\} \]
then $\alpha^s$ is rational, which is a contradiction using the binomial theorem. It follows from Corollary 1.2 that
\[ M_{\infty} \left( \frac{5 + \sqrt{21}}{2} \right) = M \left( -\frac{3 + \sqrt{21}}{2} \right) = \frac{3 + \sqrt{21}}{2} = 3.791287847... \]

3. The modified Mahler measure

In our proof of Theorem 1.1, we will often be required to consider the modified Mahler measure rather than the classical Mahler measure. In this section, we establish some basic properties that relate these two functions. Our first lemma establishes a basic inequality regarding powers of algebraic numbers in the function $M$.

**Lemma 3.1.** If $\bar{\alpha} \in V$ and $L$ is a positive integer then $\bar{M}(\bar{\alpha}) \leq \bar{M}(\bar{\alpha}^L)$.

**Proof.** If $\gamma$ is any algebraic number, then it is well-known that $\deg \gamma \leq L \deg \gamma^L$. Hence, it follows that
\[ M(\gamma) = H(\gamma)^{\deg \gamma} \leq H(\gamma)^L \deg \gamma^L = H(\gamma^L)^{\deg \gamma^L} = M(\gamma^L). \]

We now have that
\[ \bar{M}(\bar{\alpha}) = \inf \{ M(\zeta \alpha) : \zeta \in \text{Tor}(\overline{\mathbb{Q}}) \} \]
\[ \leq \inf \{ M((\zeta \alpha)^L) : \zeta \in \text{Tor}(\overline{\mathbb{Q}}) \} \]
\[ = \inf \{ M(\zeta \alpha^L) : \zeta \in \text{Tor}(\overline{\mathbb{Q}}) \} \]
\[ = \bar{M}(\bar{\alpha}^L). \]

However, we know that $\bar{M}(\alpha^L) = \bar{M}(\pi(\alpha^L)) = \bar{M}((\bar{\alpha})^L)$ completing the proof. \[ \square \]

It will be very natural in the proof of Theorem 1.1 to consider the strong metric version of $\bar{M}$. In other words, If $\bar{\alpha} \in V$, we define
\[ M_{\infty}(\bar{\alpha}) = \inf \left\{ \max_{1 \leq n \leq N} M(\bar{\alpha}_n) : N \in \mathbb{N}, \bar{\alpha}_n \in V, \bar{\alpha} = \prod_{n=1}^{N} \bar{\alpha}_n \right\} \]

As we have stated, our goal for this article is to reduce the computation of $M_\infty(\alpha)$, not $M_\infty(\pi(\alpha))$, to a finite set. However, we cannot expect that $M(\alpha) = \bar{M}(\pi(\alpha))$ in general. For example, $M(2i) = 4$ while $\bar{M}(2i) = 2$. Therefore, it is not immediate that $M_\infty(\alpha) = M_\infty(\pi(\alpha))$ for any algebraic number $\alpha$. However, the following lemma shows that these two functions are indeed equal.

**Lemma 3.2.** If $\alpha$ is a non-zero algebraic number then $M_\infty(\alpha) = \bar{M}_\infty(\pi(\alpha))$.

**Proof.** We see immediately that $\bar{M}(\pi(\gamma)) \leq M(\gamma)$ for all $\gamma \in \overline{\mathbb{Q}}$, so it follows that $M_{\infty}(\pi(\alpha)) \leq M_{\infty}(\alpha)$.

To prove the opposite inequality, let $\bar{\alpha}_1, \ldots, \bar{\alpha}_N \in V$ be such that $\pi(\alpha) = \bar{\alpha}_1 \cdots \bar{\alpha}_N$. Since the infimum in the definition of $\bar{M}$ is attained, for each $n$ there exist points $\alpha_n \in \pi^{-1}(\bar{\alpha}_n)$ such that $M(\alpha_n) = M(\bar{\alpha}_n)$. Therefore, we have that
\[ \pi(\alpha) = \pi(\alpha_1 \cdots \alpha_N) = \pi(\alpha_1) \cdots \pi(\alpha_N) \]
which implies the existence of a root of unity $\zeta$ such that
\[ \alpha = \zeta \alpha_1 \cdots \alpha_N. \]

Hence, we obtain
\[ M_\infty(\alpha) \leq \max\{ M(\zeta), M(\alpha_1), \ldots, M(\alpha_N) \} = \max\{ \bar{M}(\bar{\alpha}_1), \ldots, \bar{M}(\bar{\alpha}_N) \}. \]

The result follows by taking the infimum of both sides over all factorizations $\pi(\alpha) = \bar{\alpha}_1 \cdots \bar{\alpha}_N$. \hfill \Box

We now write
\[ \text{Rad}(K_\alpha) = \left\{ \gamma \in \overline{\mathbb{Q}}^\times : \gamma^n \in K_\alpha \text{ for some } n \in \mathbb{N} \right\}. \]

The author showed (see [9], Theorem 2.1) that, for any representation $\alpha = \alpha_1 \cdots \alpha_N$, there exists another representation $\alpha = \zeta \beta_1 \cdots \beta_N$ with $\zeta$ a root of unity, $M(\beta_n) \leq M(\alpha_n)$ and $\beta_n \in \text{Rad}(K_\alpha)$ for all $n$. In particular, as we attempt to compute the value of $M_\infty(\alpha)$ in general, we need only consider representations of $\alpha$ in $\text{Rad}(K_\alpha)$.

In view of Lemma 3.2, this idea extends to $\bar{M}_\infty$ in the following way. For any number field $K$, the set $\text{Rad}(K)$ contains the collection of all roots of unity. Therefore, we may write
\[ S(K) = \text{Rad}(K)/\text{Tor}(\overline{\mathbb{Q}}^\times) = \pi(\text{Rad}(K)) \]
and note that $S(K)$ is a subspace of $V$. We need only use elements of $S(K_\alpha)$ in order to compute the value of $\bar{M}_\infty(\alpha)$.

**Theorem 3.3.** Let $\alpha$ be a non-zero algebraic number and assume that $\bar{\alpha}_1, \ldots, \bar{\alpha}_N \in V$ satisfy $\pi(\alpha) = \bar{\alpha}_1 \cdots \bar{\alpha}_N$. Then there exists a representation $\pi(\alpha) = \bar{\beta}_1 \cdots \bar{\beta}_N$ such that
\[ \bar{\beta}_n \in S(K_\alpha) \quad \text{and} \quad \bar{M}(\bar{\beta}_n) \leq M(\bar{\alpha}_n) \]
for all $n$.

**Proof.** We noted in the introduction that the infimum in the definition of $\bar{M}$ is always attained. Hence, we may choose points $\alpha_n \in \pi^{-1}(\bar{\alpha}_n)$ such that $M(\alpha_n) = M(\bar{\alpha}_n)$ for each $n$. It follows that $\pi(\alpha) = \pi(\alpha_1 \cdots \alpha_N)$ so there exists a root of unity $\xi$ such that
\[ \alpha = \xi \alpha_1 \cdots \alpha_N. \]

By Theorem 2.1 of [9], there exists another root of unity $\zeta$ and $\beta_1, \ldots, \beta_N$ satisfying the three conditions
\[ \begin{align*}
(i) \quad \alpha &= \zeta \beta_1 \cdots \beta_N, \\
(ii) \quad \beta_n &\in \text{Rad}(K_\alpha) \text{ for all } n, \\
(iii) \quad M(\beta_n) &\leq M(\alpha_n) \text{ for all } n.
\end{align*} \]

Now set $\bar{\beta}_n = \pi(\beta_n)$ so that the above conditions imply
\[ \begin{align*}
(i) \quad \pi(\alpha) &= \bar{\beta}_1 \cdots \bar{\beta}_N, \\
(ii) \quad \bar{\beta}_n &\in \pi(\text{Rad}(K_\alpha)) = S(K_\alpha) \text{ for all } n, \\
(iii) \quad \bar{M}(\bar{\beta}_n) &\leq M(\beta_n) \leq M(\alpha_n) = \bar{M}(\bar{\alpha}_n) \text{ for all } n
\end{align*} \]
and the theorem follows. \hfill \Box
4. Proof of Theorem 1.1

Our proof is based upon the following observation. Although it will be used as a lemma in the proof of our main result, we give it here as a theorem since we believe its statement has independent interest.

**Theorem 4.1.** Let \( \alpha \) be a non-zero algebraic number. If \( \bar{\gamma} \in S(K_{\alpha}) \) with \( \bar{M}(\bar{\gamma}) \leq M(\alpha) \) then there exists a non-zero rational number \( r \) such that

\[
\bar{M}(\bar{\gamma} r) = \inf \{ \bar{M}(\bar{\gamma} s) : s \in \mathbb{Q}^\times \}
\]

and \( \bar{\gamma} r \in \bar{B}(\alpha) \).

The significance of Theorem 4.1 is that the rational number \( r \) simultaneously achieves the infimum on the right hand side of (4.1) and forces \( \bar{\gamma} r \in \bar{B}(\alpha) \). Our proof will require a few lemmas, the first of which is simply Lemma 3.1 of [9]. Although the proof will be omitted, we include the statement here because it will be used very frequently throughout the remainder of the paper.

**Lemma 4.2.** Let \( K \) be a Galois extension of \( \mathbb{Q} \). If \( \gamma \in \text{Rad}(K) \) then there exists a root of unity \( \zeta \) and \( L, S \in \mathbb{N} \) such that

\[
\zeta \gamma^L \in K \quad \text{and} \quad M(\gamma) = M(\zeta \gamma^L)^S.
\]

In particular, the set

\[
\{ M(\gamma) : \gamma \in \text{Rad}(K), \ M(\gamma) \leq C \}
\]

is finite for every \( C \geq 1 \).

**Proof.** See Lemma 3.1 of [9].

In view of Theorem 4.1, it will be important to consider representations of \( \pi(\alpha) \) having elements in \( S(K_{\alpha}) \). Our next lemma shows that any such element with sufficiently small Mahler measure must always have an integer power in the finite set \( \bar{B}(\alpha) \).

**Lemma 4.3.** Let \( \alpha \) be a non-zero algebraic number. If \( \bar{\gamma} \in S(K_{\alpha}) \) with \( \bar{M}(\bar{\gamma}) \leq M(\alpha) \) then there exists a positive integer \( L \) such that \( \zeta \gamma^L \in \bar{B}(\alpha) \).

**Proof.** We know that the infimum in the definition of \( \bar{M} \) is attained, so we may choose \( \gamma \in \pi^{-1}(\bar{\gamma}) \) such that \( M(\gamma) = \bar{M}(\gamma) \). This means also that \( \gamma \in \text{Rad}(K_{\alpha}) \), so Lemma 4.1 gives the existence of a root of unity \( \zeta \) and \( L, S \in \mathbb{N} \) such that

\[
\zeta \gamma^L \in K^\times \quad \text{and} \quad M(\gamma) = M(\zeta \gamma^L)^S.
\]

Hence,

\[
M(\zeta \gamma^L) \leq M(\zeta \gamma^L)^S = \bar{M}(\bar{\gamma}) \leq M(\alpha)
\]

and it follows that \( \zeta \gamma^L \in \bar{B}(\alpha) \) from the definition of \( \bar{B}(\alpha) \). Now we may conclude that

\[
\bar{\gamma}^L = \pi(\gamma)^L = \pi(\zeta \gamma^L) \in \bar{B}(\alpha)
\]

completing the proof.

In the introduction, we noted that the infimum in the definition of \( \bar{M} \) is always attained. In the proof of our Theorem, it will be useful to know that the infimum of the set \( \{ \bar{M}(\bar{\alpha}^s) : s \in \mathbb{Q}^\times \} \) is also attained. We establish this fact in the following lemma.
Lemma 4.4. If $\bar{\gamma} \in V$ then there exists a non-zero rational number $r$ such that
\begin{equation}
\tilde{M}(\bar{\gamma}^r) = \inf\{\tilde{M}(\bar{\gamma}^s) : s \in \mathbb{Q}^\times\}.
\end{equation}

Proof. Let $C$ be a positive real number strictly greater than the right hand side of (4.2). We claim that
\begin{equation}
\{\tilde{M}(\bar{\gamma}^s) : s \in \mathbb{Q}^\times \} \subseteq \{M(\delta) : \delta \in \text{Rad}(K_\gamma), M(\delta) \leq C\}.
\end{equation}
To see this, assume that $s \in \mathbb{Q}^\times$ is such that $\tilde{M}(\bar{\gamma}^s) \leq C$ and let $\gamma \in \pi^{-1}(\bar{\gamma})$. Now select integers $s_1$ and $s_2$, with $s_2 \neq 0$, such that $s = s_1/s_2$ and choose $\beta \in \mathbb{Q}^\times$ such that $\beta^{s_2} = \gamma^{s_1}$. It follows immediately that $\beta \in \text{Rad}(K_\gamma)$.

We know that $\pi(\beta) = \bar{\gamma}^s$, which implies that $\tilde{M}(\beta) = \tilde{M}(\bar{\gamma}^s)$. Further, there must exist a root of unity $\zeta$ such that $\tilde{M}(\beta) = \tilde{M}(\zeta \beta)$. Therefore, we have that
\begin{equation}
\tilde{M}(\bar{\gamma}^s) = \tilde{M}(\zeta \beta).
\end{equation}

However, since $\beta \in \text{Rad}(K_\gamma)$, we know that $\zeta \beta$ also belongs to $\text{Rad}(K_\gamma)$ verifying (4.3).

According to Lemma 4.2, this set is finite implying that the left hand side of (4.3) is also finite. Hence, its infimum must always be attained, completing the proof.

Before we proceed with the proof of Theorem 4.1, we pause momentarily to examine our results so far. In view of Lemma 4.3, we have shown that there exists a positive integer $L$ such that $\bar{\gamma}^L \in B(\alpha)$. Furthermore, Lemma 4.4 shows that the infimum on the right hand side of (4.1) is attained. In other words, we have already established the two conclusions of Theorem 4.1 for possibly distinct rational numbers. It remains to prove the existence of a non-zero rational number $r$ that simultaneously achieves the infimum on the right hand side of (4.1) and forces $\bar{\gamma}^r \in B(\alpha)$.

Proof of Theorem 4.1. By Lemma 4.3 there exists a positive integer $L'$ such that $\bar{\gamma}^{L'} \in B(\alpha)$. Set $\bar{b} = \bar{\gamma}^{L'}$ and note that by Lemma 4.4 there exists a non-zero rational number $r'$ such that
\begin{equation}
\tilde{M}(\bar{b}^{r'}) = \inf\{M(\bar{b}^s) : s \in \mathbb{Q}^\times\}.
\end{equation}
Now choose a point $b \in B(\alpha)$ such that $\pi(b) = \bar{b}$ and non-zero integers $s'$ and $t'$ such that $r' = s'/t'$. Further, we select a non-zero algebraic number $c$ such that
\begin{equation}
c^{t'} = b^{s'}
\end{equation}

which yields immediately
\begin{equation}
\pi(c) = \bar{b}^{r'}.
\end{equation}

We know that there exists a root of unity $\zeta$ such that
\begin{equation}
M(\zeta c) = \tilde{M}(c) = \tilde{M}(\pi(c))
\end{equation}
which yields immediately
\begin{equation}
M(\zeta c) = \tilde{M}(\bar{b}^{r'}).
\end{equation}
Furthermore, we have that
\begin{equation}
\tilde{M}(\bar{b}^{r'}) = \inf\{M(\bar{b}^s) : s \in \mathbb{Q}^\times\} \leq \tilde{M}(\bar{b}) = \tilde{M}(b) \leq M(b).
\end{equation}
Then since \( b \in \mathcal{B}(\alpha) \), we may apply the definition of \( \mathcal{B}(\alpha) \) to see that \( M(b) \leq M(\alpha) \) implying that

\[
(4.7) \quad M(\zeta c) = \tilde{M}(\tilde{b}^r) \leq M(\alpha).
\]

Of course, we also have that \( b \in K_\alpha \) since \( b \in \mathcal{B}(\alpha) \subseteq K_\alpha \). So by \( (4.7) \) we conclude that \( c \in \text{Rad}(K_\alpha) \) and we obtain immediately that \( \zeta c \in \text{Rad}(K_\alpha) \). By Lemma 3.2 there exists another root of unity \( \xi \), as well as \( L, S \in \mathbb{N} \), such that

\[
(4.8) \quad \xi(\zeta c)^L \in K_\alpha \quad \text{and} \quad M(\zeta c) = M(\xi(\zeta c)^L)^S.
\]

Hence we apply \( (4.7) \) to conclude that

\[
M(\xi(\zeta c)^L) \leq M(\xi(\zeta c)^L)^S = M(\zeta c) \leq M(\alpha)
\]

which immediately, by the definition of \( \mathcal{B}(\alpha) \), that \( \xi(\zeta c)^L \in \mathcal{B}(\alpha) \). Using \( (4.7) \) and the fact that \( \pi \) is a group homomorphism, we find that

\[
\bar{b}^{rL} = \pi(c)^L = \pi(\xi(\zeta c)^L) \in \bar{B}(\alpha).
\]

Now set \( r_0 = r'L \) so we have that

\[
(4.9) \quad \bar{b}^{r_0} \in \bar{B}(\alpha).
\]

It is obvious that

\[
M(\bar{b}^{r_0}) \geq \inf \{ M(\bar{b}^r) : s \in \mathbb{Q}^x \}
\]

since \( r_0 \in \mathbb{Q}^x \). Using again \( (4.7) \), we see that \( \bar{b}^{r_0} = \pi(c)^L \) and we obtain

\[
M(\bar{b}^{r_0}) = \tilde{M}(\pi(c)^L) = \tilde{M}(\pi(\xi(\zeta c)^L)) \leq M(\xi(\zeta c)^L) \leq M(\xi(\zeta c)^L)^S.
\]

Then we apply the right hand side of \( (4.8) \) as well as \( (4.7) \) to find that

\[
M(\xi(\zeta c)^L)^S = M(\zeta c) = \tilde{M}(\bar{b}^r)
\]

which, by \( (4.3) \), yields

\[
\tilde{M}(\bar{b}^{r_0}) \leq \tilde{M}(\bar{b}^r) = \inf \{ M(\bar{b}^r) : s \in \mathbb{Q}^x \}.
\]

We have finally shown that

\[
(4.10) \quad \tilde{M}(\bar{b}^{r_0}) = \inf \{ M(\bar{b}^r) : s \in \mathbb{Q}^x \}.
\]

Now replacing \( \bar{b} \) by \( \bar{\gamma}^{rL} \) in both \( (4.9) \) and \( (4.10) \), we obtain that \( \bar{\gamma}^{r_0L} \in \bar{B}(\alpha) \) and

\[
\tilde{M}(\bar{\gamma}^{r_0L}) = \inf \{ M(\bar{\gamma}^{rL}) : s \in \mathbb{Q}^x \} = \inf \{ M(\bar{\gamma}) : s \in \mathbb{Q}^x \}.
\]

Then setting \( r = r_0L' \) we complete the proof. \( \square \)

We are now prepared to prove Theorem 1.1.

**Proof of Theorem 1.1.** According to Lemma 3.2, we have that \( M_\infty(\alpha) = M_\infty(\pi(\alpha)) \), so it is enough to show that \( M_\infty(\pi(\alpha)) = \tilde{M}(\hat{b}_j) \).

We proceed by proving that \( M_\infty(\pi(\alpha)) \geq \tilde{M}(\hat{b}_j) \). To see this, assume that \( \bar{\alpha}_1, \ldots, \bar{\alpha}_N \in V \) are such that \( \pi(\alpha) = \bar{\alpha}_1 \cdots \bar{\alpha}_N \). We will show that

\[
(4.11) \quad \max \{ \tilde{M}(\bar{\alpha}_1), \ldots, \tilde{M}(\bar{\alpha}_N) \} \geq \tilde{M}(\hat{b}_j).
\]

We may assume that \( \tilde{M}(\bar{\alpha}_n) \leq \tilde{M}(\pi(\alpha)) \), and moreover, by Theorem 3.3 we may assume without loss of generality that \( \bar{\alpha}_1, \ldots, \bar{\alpha}_N \in S(K_\alpha) \).

By Theorem 4.1 there exist non-zero rational numbers \( r_n \) such that

\[
(4.12) \quad \bar{\alpha}_n^{r_n} \in \bar{B}(\alpha) \quad \text{and} \quad \tilde{M}(\bar{\alpha}_n^{r_n}) = \inf \{ \tilde{M}(\bar{\alpha}_n^s) : s \in \mathbb{Q}^x \}.
\]
Hence, for each $n$ there exists an index $\ell_n$ such that $\bar{\alpha}^\ell_n = \bar{b}_{\ell_n}$ so we have that

$$\pi(\alpha) = \prod_{n=1}^N \bar{b}_{\ell_n}^{1/r_n}.$$ 

Therefore, if $\ell_n < J$ for all $n$, then $\pi(\alpha) \in \text{Span}\{\bar{b}_1, \ldots, \bar{b}_{J-1}\}$, a contradiction. So there must exist some index $m$ such that $\ell_m \geq J$. Then by our ordering of elements in $B(\alpha)$ we get that $M(\bar{b}_{\ell_m}) \geq M(\bar{b}_J)$. It then follows from the right hand side of (4.12) that

$$M(\bar{\alpha}_m) \geq M(\bar{\alpha}_m^{\ell_m}) = M(\bar{b}_{\ell_m}) \geq M(\bar{b}_J)$$

verifying (4.11). Now take the infimum of both sides of (4.11) over all representations of $\pi(\alpha)$ so that we obtain $M_\infty(\pi(\alpha)) \geq M(\bar{b}_J)$.

We must now verify that $M_\infty(\pi(\alpha)) \leq M(\bar{b}_J)$. We know that $\pi(\alpha) \in \text{Span}\{\bar{b}_1, \ldots, \bar{b}_J\}$ so that there exist non-zero rational numbers $r_j$ such that

$$\pi(\alpha) = \bar{b}_1^{r_1} \cdots \bar{b}_J^{r_J}.$$ 

Now write $r_j = s_j/t_j$ where $a_i \in \mathbb{N}$ and $t_j \in \mathbb{Z} \setminus \{0\}$ for all $j$. Now we have that

$$\pi(\alpha) = \prod_{j=1}^J \bar{b}_{s_j}^{t_j/r_j} = \prod_{j=1}^J \bar{b}_{j}^{1/t_j} \bar{b}_{j}^{1/t_j} \quad \text{s, times}$$

implying that

$$M_\infty(\pi(\alpha)) \leq \max\{M(\bar{b}_1^{1/t_1}), \ldots, M(\bar{b}_J^{1/t_J})\}.$$ 

By Lemma 3.1 we have that $M(\bar{b}_j^{1/t_j}) \leq M(\bar{b}_j)$ for all $j$ so that (4.13) implies that

$$M_\infty(\pi(\alpha)) \leq \max\{M(\bar{b}_1), \ldots, M(\bar{b}_J)\} = M(\bar{b}_J)$$

completing the proof.

We continue now with the proof of Corollary 1.2, our modified version of Theorem 1.1.

**Proof of Corollary 1.2.** We note first that $\pi(B) = \bar{B}(\alpha)$ which implies immediately that

$$\bar{B}(\alpha) = \{\pi(b_1), \ldots, \pi(b_N)\}$$

and we clearly have that

$$\bar{M}(\pi(b_1)) \leq \cdots \leq \bar{M}(\pi(b_N)).$$

We know there exist integers $r_1, \ldots, r_J$ and a positive integer $s$ such that $\alpha^s = b_i^{r_i} \cdots b_J^{r_J}$. This means that

$$\pi(\alpha) = \pi(b_1)^{r_1/s} \cdots \pi(b_J)^{r_J/s}$$

and $\pi(\alpha) \in \text{Span}\{\pi(b_1), \ldots, \pi(b_J)\}$.

If $\pi(\alpha) \in \text{Span}\{\pi(b_1), \ldots, \pi(b_{J-1})\}$ then there exists integers $r_1, \ldots, r_{J-1}$ and positive integers $s_1, \ldots, s_{J-1}$ such that

$$\pi(\alpha) = \pi(b_1)^{r_1/s_1} \cdots \pi(b_{J-1})^{r_{J-1}/s_{J-1}}.$$
Setting \( s' = s_1 \cdots s_{J-1} \) and
\[
k_j = r_j \prod_{i \neq j} s_i
\]
we find that \( \pi(\alpha)^{s'} = \pi(b_1)^{k_1} \cdots \pi(b_{J-1})^{k_{J-1}} \). This yields immediately that there exists a root of unity \( \zeta \) such that
\[
\zeta \alpha^{s'} = b_1^{k_1} \cdots b_{J-1}^{k_{J-1}}.
\]
choosing \( \ell \) such that \( \zeta^\ell = 1 \) and setting \( s = \ell s' \), we see that \( \alpha^s \in \langle b_1, \ldots, b_{J-1} \rangle \), a contradiction. Hence, we get that
\[
\pi(\alpha) \not\in \text{Span}\{\pi(b_1), \ldots, \pi(b_{J-1})\}.
\]
By Theorem 1.1 we conclude that \( M_\infty(\alpha) = \bar{M}(\pi(b_j)) = \bar{M}(b_j) \).

Before we continue with the proof of our results in section 2, we establish Corollary 1.3.

**Proof of Corollary 1.3.** Suppose \( \alpha = a/b \) with \( a \) relatively prime to \( b \). Hence, we know that \( M(\alpha) = \max\{|a|, |b|\} \). Let
\[
B = \left\{ \frac{c}{d} : \gcd(c, d) = 1 \text{ and } \max\{|c|, |d|\} \leq M(\alpha) \right\}
\]
and note that \( \pi(B) = B(\alpha) \). Also, it is clear that \( M(c/d) = M(c/d) \) for all \( c/d \in B \) since the degree of \( c/d \) is already as small as possible.

Suppose that \( p \) is the largest prime dividing \( a \) or \( b \). Of course, \( p \leq M(\alpha) \) so that \( p \in B \). Now assume that
\[
B = \{b_1, \ldots, b_J = p, \ldots, b_N\}
\]
with
\[
M(b_1) \leq \cdots \leq M(b_N).
\]
We may assume further that \( M(b_{J-1}) < M(b_J) = p \), because otherwise, we may switch \( b_{J-1} \) and \( b_J \) while still satisfying (4.14). We can repeat this process until \( M(b_{J-1}) < M(b_J) \).

Since \( p \) is the largest prime dividing \( a \) or \( b \), it is clear that all primes dividing \( a \) or \( b \) must appear in \( \{b_1, \ldots, b_J\} \). Hence, we have that \( \alpha \in \langle b_1, \ldots, b_J \rangle \).

Now assume that there exists a non-zero integer \( s \) such that \( \alpha^s \in \langle b_1, \ldots, b_{J-1} \rangle \). Since \( M(b_j) < p \) whenever \( 1 \leq j \leq J-1 \), we know that \( |b_j|_p < p \) by definition of the Mahler measure. This implies immediately that \( |b_j|_p \leq 1 \). Similarly, we have that \( M(b_j^{-1}) < p \) whenever \( 1 \leq j \leq J-1 \), so that \( |b_j^{-1}|_p < p \). It now follows that \( |b_j|_p = 1 \). Since \( \alpha^s \in \langle b_1, \ldots, b_{J-1} \rangle \), we conclude that \( |\alpha|_p = 1 \) a contradiction. Therefore, we must have that \( \alpha^s \notin \langle b_1, \ldots, b_{J-1} \rangle \) for any positive integer \( s \).

Finally, it follows from Corollary 1.2 that \( M_\infty(\alpha) = M(b_J) = p \).

5. PROOFS FROM SECTION 2

We begin our proof of Theorem 2.1 with a lemma.

**Lemma 5.1.** Suppose that \( \alpha \) is a non-zero algebraic number. If \( \gamma \in B_N(\alpha) \) has minimal polynomial \( a_N x^N + \cdots + a_1 x + a_0 \) over \( \mathbb{Z} \) then
\[
|a_n| \leq \binom{N}{n} M(\alpha).
\]
Proof. If $I = \{n_1, \ldots, n_M\} \subseteq \{1, \ldots, N\}$ then we write
\[ \gamma_I = \prod_{m=1}^{M} \gamma_{n_m} \]
and notice immediately that
\[ |\gamma_I| = \left| \prod_{m=1}^{M} \gamma_{n_m} \right| \leq \prod_{m=1}^{M} \max\{1, |\gamma_{n_m}|\} \leq \prod_{n=1}^{N} \max\{1, |\gamma_n|\}. \]
Using our above notation, we may write the elementary symmetric polynomials evaluated at $\gamma_1, \ldots, \gamma_N$ as
\[ e_i(\gamma_1, \ldots, \gamma_N) = \sum_{|I| = i} |\gamma_I|, \]
where $0 \leq i \leq N$. Using (5.1), we find that
\[ |e_i(\gamma_1, \ldots, \gamma_N)| \leq \sum_{|I| = i} |\gamma_I| \]
\[ \leq \sum_{|I| = i} \left( \prod_{n=1}^{N} \max\{1, |\gamma_n|\} \right) \]
\[ = \binom{N}{i} \cdot \prod_{n=1}^{N} \max\{1, |\gamma_n|\} \]
\[ = \binom{N}{i} \cdot \frac{M(\gamma)}{|a_N|}. \]
It is well-known that $a_n = a_N \cdot e_n(\gamma_1, \ldots, \gamma_N)$ for every $n$ so that
\[ |a_n| \leq \binom{N}{n} M(\gamma) \leq \binom{N}{n} M(\alpha). \]
where the last inequality follows from the fact that $\gamma \in \mathcal{B}(\alpha)$. \qed

Before we proceed with the proof of Theorem 2.1 we make one remark regarding Lemma 5.1. In (1), we noted the existence of a highly inefficient method for writing down polynomials whose roots belong to $\mathcal{B}(\alpha)$. Indeed, Lemma 5.1 shows that all points $\gamma \in \mathcal{B}(\alpha)$, regardless of their degree, have a minimal polynomial belonging to the set
\[ \{ a_N x^N + \cdots + a_0 \in \mathbb{Z}[x] : a_N > 0, \ N[[K_\alpha : \mathbb{Q}]], \text{ and } |a_i| \leq \binom{N}{i} M(\alpha) \}. \]
It is theoretically possible to search (5.2) for polynomials of Mahler measure at most $M(\alpha)$. However, Lemma 5.1 still fails to address the obstacles presented in (1). After all, the set given by (5.2) has cardinality
\[ \sum_{N \in [K_\alpha : \mathbb{Q}]} N \prod_{n=2}^{N} \left( 2 \left( \binom{N}{n} + 1 \right) \right) \]
which is at least
\[ \exp \left( (K_\alpha : \mathbb{Q}) \log(K_\alpha : \mathbb{Q}) \right). \]
In general, we know only that $\deg \alpha \leq [K_\alpha : \mathbb{Q}] \leq (\deg \alpha)!$ so that an efficient algorithm seems hopeless for $\alpha$ of large degree. Furthermore, as we noted in (1), this
provides only a list of polynomials, whereas we need their roots. These polynomials
do not necessarily generate solvable extensions of $\mathbb{Q}$, so it seems far out of reach to
attempt to record their roots.

Fortunately, in the case where $\alpha$ has degree 2, Lemma 5.1 is efficient enough
that we could write our program $\text{B2List}(A,B,C,k)$. Furthermore, the roots of the
resulting polynomials are simple to calculate using the quadratic formula.

Our next lemma is a consequence of a result of Dubickas [2], finding a positive
constant $c = c(\alpha)$ such that $(M(\alpha), M(\alpha) + c)$ contains no Mahler measures of
points in $\mathbb{Q}(\alpha)$.

**Lemma 5.2.** Suppose $\alpha$ is an algebraic number of degree at most 2. If $\gamma \in \mathbb{Q}(\alpha)$
satisfies $M(\gamma) > M(\alpha)$ then

$$M(\gamma) > M(\alpha) + \frac{1}{16M(\alpha)^4}.$$ 

**Proof.** If $\alpha$ is rational then the result is obvious so we will assume that $\deg \alpha = 2$.
Now assume that $\gamma \in \mathbb{Q}(\alpha)$ with $M(\gamma) > M(\alpha)$.

Adopting the notation of [2], for an algebraic number $\beta$ with conjugates $\beta_1, \ldots, \beta_N$
over $\mathbb{Q}$, we will write $|\bar{\beta}| = \max\{|\beta_1|, \ldots, |\beta_N|\}$. By Theorem 1 of [2], we know that

\begin{equation}
\log(M(\gamma) - M(\alpha)) > -\deg(M(\gamma)) \cdot \log\left(2^{\deg(M(\alpha))} \cdot A \cdot |\bar{M(\alpha)}|^{\deg(M(\alpha))}\right)
\end{equation}

where $A$ denotes the leading coefficient of the minimal polynomial of $M(\alpha)$ over $\mathbb{Z}$. 
It is well-known that $M(\alpha)$ is an algebraic integer so that $A = 1$. Then simplifying
(5.3), we obtain that

$$M(\gamma) - M(\alpha) > \left(2 \cdot |\bar{M(\alpha)}|\right)^{-\deg(M(\gamma))}.$$

It is easily verified that $M(\alpha)$ and $M(\gamma)$ both belong to $\mathbb{Q}(\alpha)$ so that

$$-\deg M(\alpha) \cdot \deg M(\gamma) \geq -4,$$

which yields

\begin{equation}
M(\gamma) - M(\alpha) > \left(2 \cdot |\bar{M(\alpha)}|\right)^{-4} = \frac{1}{16 \cdot |\bar{M(\alpha)}|^4}.
\end{equation}

We now claim that $|\bar{M(\alpha)}| = M(\alpha)$. To see this assume that $\alpha_1$ and $\alpha_2$ are the
conjugates of $\alpha$ over $\mathbb{Q}$ and that $\alpha$ has minimal polynomial $ax^2 + bx + c$ over $\mathbb{Z}$,
with $a > 0$. We consider three cases.

If both conjugates of $\alpha$ lie inside the closed unit disk then $M(\alpha) = a \in \mathbb{Z}$. It
now follows that

$$|\bar{M(\alpha)}| = |a| = a = M(\alpha).$$

If both conjugates of $\alpha$ lie strictly outside the closed unit disk, then $M(\alpha) = a \cdot |\alpha_1| \cdot
|\alpha_2| = |c| \in \mathbb{Z}$. In this case, we have that

$$|\bar{M(\alpha)}| = ||c|| = |c| = M(\alpha).$$

Finally, assume without loss of generality that $|\alpha_1| > 1$ and $|\alpha_2| \leq 1$. Here, we
have that $M(\alpha) = a \cdot |\alpha_1|$. We know that $a \cdot |\alpha_1|$ is degree 2 and has conjugate
$\pm a \cdot |\alpha_2|$ over $\mathbb{Q}$. Clearly, we have that

$$|a \cdot |\alpha_1|| > |\pm a \cdot |\alpha_2||$$
which implies that
\[ |M(\alpha)| = |a \cdot |\alpha_1|| = |a \cdot |\alpha_1| = a \cdot |\alpha_1| = M(\alpha) \]
establishing our claim. The lemma now follows from (5.4).

We now proceed with our proof of Theorem 2.1.

**Proof of Theorem 2.1.** Using (2.2), it is immediately clear that \( B' \subseteq B_1(\alpha) \) and \( \pi(B') = \pi(B_1(\alpha)) \). We will now show that
\[ B_2(\alpha) = \{ \pm \gamma : \gamma \in B'' \}. \]

We begin by taking \( \gamma \in B'' \) and showing that \( \gamma \in B_2(\alpha) \). We know there exists a polynomial \( ax^2 + bx + c \) that belongs to the output of \( \text{B2List}(A,B,C,k) \) and has \( \gamma \) as a root. Hence, we know that \( b^2 - 4ac \) is not a perfect square and that \( \gcd(a,b,c) = 1 \), implying that \( ax^2 + bx + c \) is the minimal polynomial of \( \gamma \) over \( \mathbb{Z} \). This means, in particular, that \( \deg \gamma = 2 \). Furthermore, \( (b^2 - 4ac)/k \) is a perfect square so that
\[ \gamma = \frac{-b \pm \sqrt{k \cdot (b^2 - 4ac)/k}}{2a} \in \mathbb{Q}(\sqrt{k}) = K_\alpha. \]

Since \((a,b,c)\) appears in the output of \( \text{B2List}(A,B,C,k) \), we also conclude that
\[ \text{Mahler}(a,b,c) < \text{Mahler}(A,B,C) + 2 \cdot 10^{-10}. \]

Applying (2.3) to \( \text{Mahler}(a,b,c) \), we obtain that
\[ M(\gamma) < \text{Mahler}(A,B,C) + 3 \cdot 10^{-10}. \]

Then applying (2.3) to \( \text{Mahler}(A,B,C) \), we find that
\[ M(\gamma) < M(\alpha) + 4 \cdot 10^{-10}. \]

If \( M(\gamma) > M(\alpha) \) then we may apply Lemma 5.2 to conclude that
\[ M(\gamma) > M(\alpha) + \frac{1}{16M(\alpha)^4} \]
which yields immediately
\[ \frac{1}{16M(\alpha)^4} < 4 \cdot 10^{-10} \]
when combined with (5.10). Some simple manipulations lead to the inequality \( 100 < M(\alpha) \) which is a contradiction. Thus, we see that \( M(\gamma) \leq M(\alpha) \) so that \( \gamma \in B_2(\alpha) \) and it follows immediately that \( -\gamma \in B_2(\alpha) \).

Assume now that \( \delta \in B_2(\alpha) \). We may select \( \gamma \in \{ \pm \delta \} \) such that the minimal polynomial \( bx^2 + bx + c \) of \( \gamma \) over \( \mathbb{Z} \) has \( b \geq 0 \). We claim that \( \gamma \in B'' \). It is clear that \( \gamma \in B_2(\alpha) \), so that by Lemma 5.1 we know that
\[ |a| \leq M(\alpha), \quad |b| \leq 2M(\alpha), \quad \text{and} \quad |c| \leq M(\alpha). \]

Of course, \( a, b \) and \( c \) are integers so that
\[ |a| \leq \lfloor M(\alpha) \rfloor, \quad |b| \leq \lfloor 2M(\alpha) \rfloor \quad \text{and} \quad |c| \leq \lfloor M(\alpha) \rfloor, \]
where \( \lfloor M(\alpha) \rfloor \) denotes the floor of \( M(\alpha) \). It follows, once again from (2.3), that
\[ M(\alpha) < \text{Mahler}(A,B,C) + 10^{-10} \]
so that
\[ |a|, |c| \leq \lfloor \text{Mahler}(A,B,C) + 10^{-10} \rfloor. \]
and

\[ |b| \leq |2 \cdot \text{Mahler}(A,B,C) + 10^{-10}|. \]

In the notation of our PARI program \( \text{B2List}(A,B,C,k) \), we have that

\[ |a| \leq \text{floor}(M), \ |b| \leq \text{floor}(2 * M), \ \text{and} \ |c| \leq \text{floor}(M). \]

We already know that \( b \geq 0 \), and since \( \deg \delta = 2 \), we also know that \( a \geq 1 \). It now follows that

\[ 1 \leq a \leq \text{floor}(M), \ 0 \leq b \leq \text{floor}(2 * M), \ \text{and} \ -\text{floor}(M) \leq c \leq \text{floor}(M). \]

We know that \( ax^2 + bx + c \) is irreducible so that \( \gcd(a,b,c) = 1 \) and \( b^2 - 4ac \) is not a perfect square. Moreover, \( \delta \in \mathbb{Q}(\sqrt{k}) \) so that \( (b^2 - 4ac)/k \) is a perfect square. Furthermore, we obtain that

\[ \text{Mahler}(a,b,c) < M(\gamma) + 10^{-10} \]
\[ \leq M(\alpha) + 10^{-10} \]
\[ < \text{Mahler}(A,B,C) + 2 \cdot 10^{-10} \]

which implies that \( \text{Mahler}(a,b,c) < M + 10^{-10} \) and shows that \( (a,b,c) \) must appear in the output of \( \text{B2List}(A,B,C,k) \). This means that \( \gamma \in B'' \) so that \( \delta \in \{ \pm \gamma : \gamma \in B'' \} \) verifying (5.5).

In view of (5.5), it is clear that \( B'' \subseteq B_2(\alpha) \) and \( \pi(B'') = \pi(B_2(\alpha)) \). This yields immediately that \( B \subseteq B(\alpha) \) and

\[ \pi(B) = \pi(B' \cup B'') = \pi(B') \cup \pi(B'') = \pi(B(\alpha)) \]

completing the proof.

\[ \square \]

Finally, we must prove Theorem 2.2

Proof of Theorem 2.2. To prove (i), we assume that \( \bar{M}(\gamma) < M(\gamma) \) so there must exist a root of unity \( \zeta \) such that \( M(\zeta \gamma) < M(\gamma) \). In view of (1.6), we conclude that

\[ \deg(\zeta \gamma) < \deg(\gamma) \leq 2 \]

so that \( \zeta \gamma \in \mathbb{Q} \). It follows immediately that \( \mathbb{Q}(\zeta) = \mathbb{Q}(\gamma) \) and that \( \deg \zeta = 2 \). It is well-known that there are only 6 degree 2 roots of unity, and they are

\[ \pm i \ \text{and} \ \frac{\pm 1 \pm \sqrt{-3}}{2}, \]

which implies that \( \mathbb{Q}(\zeta) = \mathbb{Q}(i) \) or \( \mathbb{Q}(\zeta) = \mathbb{Q}(i\sqrt{3}) \). We now have that \( \mathbb{Q}(\gamma) = \mathbb{Q}(i) \) or \( \mathbb{Q}(\gamma) = \mathbb{Q}(i\sqrt{3}) \), a contradiction.

To prove (ii), first assume that \( a = 0 \) so that \( \gamma = bi \) and \( \bar{M}(\gamma) = \bar{M}(b) \). But by (11), we know that \( \bar{M}(b) = M(b) \) verifying that \( \bar{M}(\gamma) = M(b) \).

Now assume that \( a \neq 0 \) and \( \bar{M}(\gamma) < M(\gamma) \). Once again, there exists a rational number \( r \) and a root of unity \( \zeta \) such that

\[ \zeta \gamma = r \]

implying that \( \zeta \) must be irrational. Since \( \gamma \in \mathbb{Q}(i) \), we conclude that \( \zeta \in \mathbb{Q}(i) \) which establishes that \( \zeta = \pm i \). This yields \( \gamma = \pm ri \) which implies that \( a = 0 \), another contradiction.
To establish (iii), suppose first that $a = b$. Then we have that
\[ \gamma = a + a\sqrt{-3} = 2a \left( \frac{1 + \sqrt{-3}}{2} \right) \]
But, $(1 + \sqrt{-3})/2$ is a root of unity. Taking $\zeta = 2/(1 + \sqrt{-3})$ gives $\deg(\zeta \gamma) = 1$, so that by $\text{(1.6)}$, we obtain that $\bar{M}(\gamma) = M(\zeta \gamma) = M(2a)$. Similarly, if $a = -b$ then we obtain
\[ \gamma = a - a\sqrt{-3} = 2a \left( \frac{1 - \sqrt{-3}}{2} \right) \]
so that $\bar{M}(\gamma) = M(2a)$.

Now we assume that $a \notin \{b, -b\}$ and set $\gamma = r + 2b \left( \frac{1 + \sqrt{-3}}{2} \right)$, so that $r$ and $2b$ are the unique rational numbers $x$ and $y$ such that $\gamma = x + y(1 + \sqrt{-3})/2$. Once again, we assume that $\bar{M}(\gamma) < M(\gamma)$ so there exists a root of unity $\zeta$ such that $\zeta \gamma = s$ is rational. Hence we have that $\zeta = s \gamma^{-1} \in \mathbb{Q}(\sqrt{-3})$.

We know that the primitive third and primitive sixth roots of unity are the only irrational roots of unity in $\mathbb{Q}(\sqrt{-3})$. As before, $\zeta$ must be irrational so it, as well as $\zeta - 1$, lies among these four roots of unity. That is, we have that
\[ \zeta^{-1} \in \left\{ \frac{1 + \sqrt{-3}}{2}, \frac{1 - \sqrt{-3}}{2}, \frac{-1 + \sqrt{-3}}{2}, \frac{-1 - \sqrt{-3}}{2} \right\} \]
We know that $\gamma = s \zeta^{-1}$ so this yields four cases.

(i) $\gamma = s \left( \frac{1 + \sqrt{-3}}{2} \right)$ so that, by $\text{(5.8)}$, we get $r = 0$ and $s = 2b$, a contradiction.

(ii) $\gamma = s \left( \frac{-1 - \sqrt{-3}}{2} \right)$, giving $r = 0$ and $s = -2b$, also a contradiction.

(iii) $\gamma = s \left( \frac{-1 + \sqrt{-3}}{2} \right) = -s + s \left( \frac{1 + \sqrt{-3}}{2} \right)$ giving $r = -s$ and $s = 2b$. Consequently, we have $r = -2b$, again a contradiction.

(iv) $\gamma = s \left( \frac{1 - \sqrt{-3}}{2} \right) = s - s \left( \frac{1 + \sqrt{-3}}{2} \right)$ yielding, once again, $r = -2b$.

\[ \square \]
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