Assessed by Machines: Development of a TAM-Based Tool to Measure AI-based Assessment Acceptance Among Students
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Abstract

In recent years, the use of more and more technology in education has been a trend. The shift of traditional learning procedures into more online and tech-ish approaches has contributed to a context that can favor integrating Artificial Intelligence-based or algorithm-based assessment of learning. Even more, with the current acceleration because of the COVID-19 pandemic, more and more learning processes are becoming online and are incorporating technologies related to automatize assessment or help instructors in the process. While we are in an initial stage of that integration, it is the moment to reflect on the students’ perceptions of being assessed by a non-conscious software entity like a machine learning model or any other artificial intelligence application. As a result of the paper, we present a TAM-based model and a ready-to-use instrument based on five aspects concerning understanding technology adoption like the AI-based assessment on education. These aspects are perceived usefulness, perceived ease of use, attitude towards use, behavioral intention, and actual use. The paper’s outcomes can be relevant to the research community since there is a lack of this kind of proposal in the literature.
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I. Introduction

Will be your next teacher a neural network model? What would be your feelings related to being evaluated by a non-human entity in such a human process like learning? In the last years, we have been experiencing a rising in integrating Artificial Intelligence (AI) applications in our daily lives [1]-[3].

People are beginning to be aware that they may interact with AI applications when interacting with mobile devices, computers, or in general, in technology-surrounded environments. What is less known, or the people are less aware, is that AI applications surround us even in more traditional contexts, even in those that typically were pure human-based and did not involve any intelligent software stakeholder [4]-[6]. Many previously pure human-based contexts are now intermediated by intelligent systems or capable decision-making software that affect how we experience our lives or interact with other people.

As commented in the literature [7], [8], one of the fields in which we can observe the introduction of more sophisticated software programs is education. As [7] outlines, in recent years, we have experienced the inclusion of virtual teaching assistants in classrooms (for example, Jill Watson, deployed at the Georgia Institute of Technology), technology to study and improve students’ learning performance, AR/VR technologies, teaching robots, etc. The trend of including more technology in different educational environments is even more significant today, during the current global COVID-19 pandemic. Since the beginning of the pandemic, many people have used virtual learning and teaching and different approaches to improve those online experiences. By using video-meeting resources and online educational platforms, many teachers have solved part of the issue; they have given their lectures and provided learning materials.

However, what happens with other fundamental aspects of the learning processes like the assessment? Are there intelligent systems being used to evaluate students learning? Are the students OK with being potentially evaluated by software artifacts based on AI algorithms or any other similar approach? According to our previous research [8]-[10], there is a lack of studies on this topic, especially in studying acceptance among students and teachers.

Based on the literature gap detected and related to our previous research, this paper presents a novel TAM-based tool to measure students’ acceptance of being assessed by intelligent software artifacts (AI-based ones). The purpose of this tool is to serve as the foundation to develop further empiric studies that could enrich our understanding of how people (and students) interact with intelligent software, in particular in contexts like education, and even more when the AI-based software is in a power position like in the role of an evaluator.

The paper includes the following sections: Section I introduces the problem and some relevant research. Section II presents the
II. THEORETICAL BACKGROUND

The possibilities entailed by using AI-based systems in the educational field constitute a topic of growing attention among the scientific community, based on the fast-development of these technologies and the vivid social debate regarding the risks ethical considerations on the use of AIs [8].

This way, along the last decade, we can observe an increasing number of initiatives that explore the different uses of these technologies to support the teaching-learning process that can be classified into three groups: use of AIs to analyze human behavior, use of AIs as didactic tools and use of AIs as assessment tools.

In the first group, we can find investigations that use AIs as tools to perform complex statistical analysis in data-driven approaches with large groups of data to detect behavioral patterns of teachers and students susceptible to intervention. The initiatives in this group are mainly focused on students’ elements such as their learning strategies [11], [12], although we can find some examples of its use on investigations with teachers [13].

On the other hand, the second group is focused on the didactic potential of AIs and examines its application in the creation of virtual persons to help students during their learning [14], the development of virtual learning environments [15] or even the use of social robots [16].

Finally, the third group is interested in the possibilities derived from using AI-based systems on the students’ assessment, which constitutes one of the students’ primary concerns and a key competence of the teachers [17].

The study of the use of AIs for evaluation is still a very young field in an early stage of development in which most research is concentrated in the last decade, mainly in North America [8].

Even so, we can find exciting initiatives in this area developed in the context of higher education. These investigations can be grouped into three categories:

- **Use of AIs for the assessment of behaviors**: These investigations are focused on the analysis of student behavior at different circumstances of the teaching-learning process. This way, we can find initiatives that evaluate through AIs the interactions of students in online courses to predict their academic performance [18], [19] or their behavior during activities to personalize their learning experience or develop adaptive processes [20], [21].

- **Use of AIs for the assessment of feelings**: Experiences that apply AI-based tools to determine the emotions experienced by students during the development of different educational processes. The most common application of these technologies is the analysis of students’ satisfaction in online courses [22], [23], although we can find research that uses the analysis of feelings with other objectives such as predicting the success of MOOCs [24].

- **Use of AIs for the assessment of academic performance**: In this group of investigations, the most numerous of the three, the AI-based tools are used to automate the correction process of both exams (multiple choice or short answers) [25], [26] and other types of student productions [27].

The application of these tools is intended to lighten teachers’ workload and improve the fairness of their grading [28].

Despite this growing presence of AIs in the educational field and the interest among the scientific community and organizations in developing this practice, the study of the adoption of these technologies among the educational agents constitutes an underexplored research area.

However, we can find examples of research focused on this topic in other fields, such as the development of automated vehicles, banking, or e-commerce [29]-[31] that indicate the critical role played by factors such as perceived usefulness, confidence, or social pressure in the decision to use AI-based tools.

The educational agents’ willingness is a fundamental element to guarantee the success of any technological innovation process. Therefore, the development of adoption models to analyze the factors that condition such adoption can provide essential information for developing new initiatives in this field.

III. MODEL DEVELOPMENT

As a starting point for developing the model, we reference the technology acceptance model (TAM) proposed by Davis [32]. This theory understands the process of adoption of a specific technology based on five factors:

- **Perceived usefulness (PU)**: The subject’s perception of the effect that the tool’s use has on their work performance.

- **Perceived ease of use (PEU)**: The person’s assessment of the degree of effort required to use the system.

- **Attitude towards use (AT)**: The feelings, opinions, and favorable or unfavorable assessments about the use of technology.

- **Behavioral intention (BI)**: The level of willingness of the user to use the tool.

- **Actual use (AU)**: The frequency of use of the technology by the subject.

PU, and PEU are the main antecedents of the model. In Davis’s proposal, these two factors condition the attitude towards the user’s use, which in turn, conditions BI which would be the factor leading to the actual use of technology (Fig.1).
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TAM’s main advantages are its parsimony and flexibility, which allows the application of the model to a wide variety of contexts and technologies [33].

In the educational field, enhanced by the fast technological development, TAM based models expanded with constructs from other theories have been widely applied to analyze the adoption process of technologies such as mobile devices [34], LMS [35], or AR [36] both between students [37] and teachers [38].

However, since the use of AI for the assessment is still in a very initial stage of development, the development of TAM-based models for the analysis of these technologies’ adoption process among the educational agents constitutes an unexplored line of research.
Following this line of development, this model includes the six hypotheses proposed by Davis [32] applied to the object of study:

H1 PU is positively related to the intention to participate in the AI-driven assessment activities of the students.

H2 PU is positively related to the attitude towards the participation in AI-driven assessment activities of the students.

H3 PEU is positively related to the attitude towards the participation in AI-driven assessment activities of the students.

H4 PEU is positively related to the students’ usefulness in the implementation of AI technologies for their assessment.

H5 AU is positively related to the intention to participate in AI-driven assessment activities of the students.

H6 BI is positively related to the participation in the AI-driven assessment activities of the students.

One of the most common practices during the process of adapting TAM to a new field of technology is the expansion of the original proposal and the inclusion of constructs from other theories pertinent for the object of study, with the intention to increase the percentage of variance explained by the model [39].

Following this line of reasoning, we decided to expand TAM with three additional constructs to measure the influence of environmental pressure, the feeling of distrust towards AIs, and the natural opposition to the individual’s changes.

Firstly, to measure the effect of the individual’s perception of the social discourse on the use of AIs for evaluation on their adoption of this technology, this model includes subjective norm (SN).

This construct refers to the perceived social pressure towards the performance of a particular behavior, the belief that a substantial group or individual approves or disapproves a given action [40], in this case, the use of AIs in the evaluation of the students.

Since its formulation in the theory of reasoned action (TRA) [41] and the theory of planned behavior (TPB) [42] this construct has been widely incorporated in the design of technology adoption models such as TAM2 [43], TAM3 [44] and expanded TAM models [45].

In the educational field, we can find a wide variety of studies that incorporate SN to measure the social influence on the technology adoption of the students [46] confirming its effect on the behavior of the subjects through its influence on other TAM constructs such us PU and BI.

Given the heated debate surrounding the use of AIs in education, and the lack of information and experience of the students regarding this practice, SN should have an important influence on both, the perception of the individual of AIs and their disposition towards its use.

Therefore, the model includes the following two hypotheses for SN based on the proposals by Venkatesh and Davis [43] and Venkatesh and Bala [44]:

H7 SN is positively related to the intention to participate in AI-driven assessment activities of the students.

H8 SN is positively related to the usefulness perceived by the students in the implementation of AIs for their assessment.

One of the main problems when dealing with the implementation of the AI-based systems is the lack of user confidence in both the handling of the user’s personal information and the resolution of complex problems [47].

This issue has been acquiring greater importance due to the proliferation and development of these systems and the interest of organizations and administrations in their incorporation [48].

Trust is a variable often included in technology adoption studies, especially in contexts such as online banking [49], e-commerce [50] or eGovernment [51] defined as the willingness of the individual to rely on the other part [52], establishing its relationship with other variables from TAM like PU or BI.

In the educational field, the effect of this dimension is still little explored, although we can find some examples of its application in research on the adoption of technologies such as cloud computing [53].

In this case, trust (TR) plays a special role since, although they may be perceived as agents, AIs have no conscience or morals [54], thus in the context of this study, users will perceive AIs to be useful and be more inclined to be evaluated by them if they trust both the teachers that use them and the AIs themselves. In consequence, for this research, we propose the following hypotheses based on the works of [49]-[51]:

H9 TR is positively related to the intention to participate in the AI-driven assessment activities of the students.

H10 TR is positively related to the attitude towards the participation in AI-driven assessment activities of the students.

H11 TR is positively related to the usefulness perceived by the students in the implementation of AI technologies for their assessment.

Incorporating the use of AI in education implies a series of changes in the teaching-learning process, including the attribution of one of the most important tasks of teachers, as is the assessment, to a technological tool.

This change can cause a feeling of anxiety among the students in the face of the expectation of not being evaluated by a human being, which may generate a negative predisposition towards participation in educational activities with this modality of evaluation. In order to measure this effect, the model includes the construct of resistance to change (RC).

RC was born in the field of organizational sciences to analyze the organizational elements that generate an attitude of resistance in the individual, although this concept was also applied to study factors related to the individual [55], [56].

In this proposal, RC is modeled after the construct developed by Guo et al [57] and defined as the opposition of the individual to the rupture of the status quo produced by the use of AIs for their evaluation. This way, RC would be an inhibiting factor that will negatively affect the students’ technology adoption [58].

In the educational field, RC is recently being incorporated in expanded TAM models to study students’ adoption of ICTs with promising results [59] supporting is the effect in the three main dimensions of TAM; namely, PU, AT, and BI. Considering the importance of the changes that the implementation of this technology entails for an area that constitutes one of the students’ main concerns, RC is expected to affect the aforementioned three constructs.

Therefore, the model is completed (Fig. 2) with the following three hypotheses:

H12 RC is positively related to the intention to participate in AI-driven assessment activities of the students.

H13 RC is positively related to the attitude towards the participation in the AI-driven assessment activities of the students.

H14 RC is positively related to the usefulness perceived by the students in the implementation of AI technologies for their assessment.
TABLE II. ITEMS TO MEASURE THE EXPANDED CONSTRUCTS

| Item | Text |
|------|------|
| SN1  | People who are important to me think Al should be used to assess the students. |
| SN2  | My classmates think teachers should use Al to assess their students. |
| SN3  | In the universities, teachers are expected to use Al-based tools to assess the academic achievement of the students. |
| SN4  | People who influence my behavior think I should participate in Al-based assessment processes. |
| SN5  | People who are important to me think I should participate in Al-based assessment processes often. |
| RC1  | I want Al to change the way assessment is carried out. |
| RC2  | I want Al to change the way assessment is carried out. |
| RC3  | I would like AIs to change teacher-student interaction during the assessment. |
| RC4  | I agree with the changes entailed by the use of AI for the assessment. |
| TR1  | AIs are trustworthy. |
| TR2  | I tend to trust AIs. |
| TR3  | I trust AIs even though I have little knowledge of them. |
| TR4  | AIs can provide an accurate assessment of the students. |
| TR5  | AIs can provide a reliable assessment of the students. |
| TR6  | AIs can provide a convenient assessment of the students. |

As we have shown, Al-based evaluation and the integration of algorithmic solutions in the learning process have been a trend in recent years. It is increasing its relevancy at a rapid pace. The shift of traditional learning procedures into more online and tech-ish approaches contributes to algorithmic systems’ implantation. Even more, with the current acceleration because of the COVID-19 pandemic, more and more learning processes are becoming online and are incorporating technologies like those described relative to assessment. The opportunity of going online is a powerful temptation in the current situation or, in some cases, is the only way to continue learning. Related to that, the use of new assessment technologies based on AI or any other algorithmic approaches correlates perfectly with that trend of going online. Since most of the interaction is online and produces a digital footprint, we can think that we can use, easily, automated ways of evaluating the interaction. That is partially true. It is right in the sense that many digital footprints can be analyzed automatically. We can indeed make simple analytics in almost any digital data. We can probably even introduce improvements in the education process that can favor students and teachers, fostering their performance, opportunities, and engagement [62]. What is not exact is
that we can introduce a relevant change like AI-based or algorithmic-based assessment of learning without paying much attention to some different aspects. Before going forward, we must evaluate the real need to use this kind of procedure, the level of detail required for the analysis, the interaction of humans in the process, the ethical issues related, or, as underlies in this paper, the perception of being evaluated (or helped in evaluation) by a non-conscious software entity that enables decisions or takes them in our behalf or while considering our human performance.

Furthermore, considering most of the existing algorithms and systems cannot grasp the human processes’ entropy and their multiple dimensions and subtle details completely, leading to harmful results for the humans involved. For these reasons, there are needed studies that research the human perceptions of these procedures driven by algorithms.

This article presents a theoretical model of technology adoption that aims to explain students’ adoption using AI-based tools for their assessment. The model is based on TAM and expanded with the most relevant constructs in adopting this technology: perceived usefulness, perceived ease of use, attitude towards the use, behavioral intention, trust, resistance to change, and subjective norm.

With the inclusion of these variables, the model proposed can address both the effect of the perceived advantages and disadvantages and the factors related to the trust issues and the reluctance of the subjects to be assessed by these tools. The resulting model includes 14 relational assumptions that determine the effects of the different variables.

To measure these constructs and aim to guarantee the proposal’s parsimony, we have designed a questionnaire composed of 30 Likert-type items adapted from previous theories, which allows for the empirical testing of the model and its expansion and modification.

This way, this model constitutes a first step in the study of the adoption of AI-based assessment among students, which opens the door to further investigations. Firstly, although the items are adapted from previous investigations and have been exhaustively tested in other adoption models with good results, the instrument could be subjected to a content validation process to confirm the items’ quality.

In this line, a pilot study is currently in development to test the proposal’s statistical validity in an empirical setting.

Finally, this model is also susceptible to further modification, including its expansion with additional constructs from other theories that may increase the understanding of the adoption process of these technologies.

Acknowledgment

We would like to thank to the GRIAL Research Group of the University of Salamanca the support received during this research. This work has been partially funded by the Spanish Government Ministry of Economy and Competitiveness throughout the DEFINES project (Ref. TIN2016-80172-R).

References

[1] S. Makridakis, "The forthcoming artificial intelligence (AI) revolution: Its impact on society and firms," Futures, vol. 90, pp. 46-60, 2017.
[2] I. Roll and R. Wylie, "Evolution and revolution in artificial intelligence in education," International Journal of Artificial Intelligence in Education, vol. 26, no. 2, pp. 582-599, 2016. https://doi.org/10.1007/s40593-016-0110-3.
[3] A. Abdul, J. Vermeulen, D. Wang, B.Y. Lim and M. Kankanhalli, "Trends and Trajectories for Explainable, Accountable and Intelligent Systems: An HCR Research Agenda," in Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, Montreal QC, Canada, 2018, pp. 1-18.
[4] European Commission, "Smart lie-detection system to tighten EU’s busy borders," European Commission Website, 2018. https://ec.europa.eu/research/infocentre/article_en.cfm?id=/research/headlines/news/article_18_10_24_3_en.html?3%3Finfocentre%3Eitem-INFocentre%2F49726%3Epk_campaign-rss_page
[5] J. Cook, "Amazon scraps "sexist AI" recruiting tool that showed bias against women," The Telegraph 2018. https://www.telegraph.co.uk/technology/2018/10/10/amazon-scrapsexist-ai-recruiting-tool-showed-bias-against/
[6] “China’s hi-tech war on its muslim minority,” The Guardian 2019. http://www.theguardian.com/news/2019/apr/11/china-hi-tech-war-on-muslim-minority-xinjiang-uighurs-surveillance-face-recognition.
[7] J. Kim, K. Merrill Jr., K. Xu and D.D. Sellnow, "My teacher is a machine: Understanding students’ perceptions of AI teaching assistants in online education", International Journal of Human–Computer Interaction, pp. 1-10, 2020. https://doi.org/10.1080/10447318.2020.1801227.
[8] J.C. Sánchez-Prieto, A. Gamazo, J. Cruz-Benito, R. Thérón and F.J. García-Peñalvo, “AI-Driven Assessment of Students: Current Uses and Research Trends” in Learning and Collaboration Technologies. Designing, Developing and Deploying Learning Experiences. HCII 2020. Lecture Notes in Computer Science, 2020, pp. 292-302.
[9] J.C. Sánchez-Prieto, J. Cruz-Benito, R. Thérón and F.J. García-Peñalvo, “How to Measure Teachers’ Acceptance of AI-Driven Assessment in Elearning: A TAM-Based Proposal”, in Proceedings of the Seventh International Conference on Technological Ecosystems for Enhancing Multiculturality, León, Spain, 2019, pp. 181-186.
[10] J. Cruz-Benito, J.C. Sánchez-Prieto, R. Thérón and F.J. García-Peñalvo, “Measuring Students’ Acceptance to AI-Driven Assessment in Learning: Proposing a First TAM-Based Research Model,” in Learning and Collaboration Technologies. Designing, Developing and Deploying Learning Experiences. HCII 2019. Lecture Notes in Computer Science, 2019, pp. 15-25.
[11] P. García, S. Schiaffino and A. Amandi, “An enhanced bayesian model to detect students’ learning styles in web-based courses,” J.Comput-Assisted Learn., vol. 24, no. 4, pp. 305-315, 2008. https://doi.org/10.1111/j.1365-2729.2007.00262.x.
[12] Y. Wei, Q. Yang, J. Chen and J. Hu, “The exploration of a machine learning approach for the assessment of learning styles challenges,” Mechatronic Systems and Control, vol. 46, no. 3, pp. 181-126, 2018.
[13] C. Verma, A. S. Tarawneh, Z. Illes, V. Stoffova and S. Dahiya, “Gender Prediction of the European School’s Teachers Using Machine Learning: Preliminary Results,” in - 2018 IEEE 8th International Advance Computing Conference (IACC), 2018, pp. 213-220.
[14] D.B. Chin, I.M. Dohmen, B.H. Cheng, M.A. Oppezzo, C.C. Chase and D.L. Schwartz, “Preparing students for future learning with teachable agents,” Educational Technology Research and Development, vol. 58, no. 6, pp. 649-669, 2010.
[15] D. Xu and H. Wang, “Intelligent agent supported personalization for virtual learning environments,” Decis.Support Syst., vol. 42, no. 2, pp. 825-843, 2006.
[16] T.B. Sheridan, “Human–Robot interaction: Status and challenges,” Hum.Factors, vol. 58, no. 4, pp. 525-532, 2016. https://doi.org/10.1177/0018720816644364.
[17] R.J. Stiggins, N.F. Conklin and N.J. Bridgeford, “Classroom assessment: A key to effective education,” Educational Measurement: Issues and Practice, vol. 5, no. 2, pp. 5-17, 1986.
[18] J. Ma, J. Kang, E. Shaw and J. Kim, “Workflow-Based Assessment of Student Online Activities with Topic and Dialogue Role Classification” in Artificial Intelligence in Education. AIED 2011. Lecture Notes in Computer Science, 2011, pp. 187-195.
[19] S. Singh and S. P. Lal, “Educational courseware evaluation using Machine Learning techniques,” in - 2013 IEEE Conference on e-Learning, e-Management and e-Services, 2013, pp. 73-78.
[20] R. Zatarain-Cabada, M.L. Barrón-Estrada and J.M. Rios-Félix, “Affective Learning System for Algorithmic Logic Applying Gamification” in Advances in Soft Computing. MICAI 2016. Lecture Notes in Computer Science, 2017, pp. 536-547.
[21] K. Kuk, I.Z. Milentijević, D. Ranđelović, B.M. Popović and P. Čisar, “The key to effective education,” T.B. Sheridan, “Human–Robot interaction: Status and challenges,” Hum.Factors, vol. 58, no. 4, pp. 525-532, 2016. https://doi.org/10.1177/0018720816644364.
[22] D. Dudek, “Survey Analyser: Effective Processing of Academic Questionnaire Data,” in Information Systems Architecture and Technology;
Proceedings of 39th International Conference on Information Systems Architecture and Technology – ISAT 20, 2019, pp. 245-257.

[23] A. Trachteva, J. Ranganathan and R. Jadi, “Multi-Label Emotion Mining From Student Comments,” in Proceedings of the 2019 4th International Conference on Information and Education Innovations, Durham, United Kingdom, 2019, pp. 120-124.

[24] L. Wang, G. Hu and T. Zhou, “Semantic analysis of learners’ emotional tendencies on online MOOC education,” Sustainability, vol. 10, pp. 1-19, 2018.

[25] M. Wang, C. Wang, C. Lee, S. Lin and P. Hung, “Type-2 fuzzy set construction and application for adaptive student assessment system,” in - 2014 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE), 2014, pp. 888-894.

[26] T. Luchhoorn, M. Chunmoo and V. Rammnarain-Seethol, “A Knowledge-Based System for Automated Assessment of Short Structured Questions,” in - 2019 IEEE Global Engineering Education Conference (EDUCON), 2019, pp. 1349-1352.

[27] M. Floryan, T. Dragon, N. Basit, S. Dragon and B. Woolf, “Who Needs Help? Automating Student Assessment Within Exploratory Learning Environments,” in Artificial Intelligence in Education. AIED 2015. Lecture Notes in Computer Science, 2015, pp. 125-134.

[28] L.A. Hameed, “A Fuzzy System to Automatically Evaluate and Improve Fairness of Multiple-Choice Questions (MCQs) Based Exams,” in Proceedings of the 8th International Conference on Computer Supported Education, Rome, Italy, 2016, pp. 476-481.

[29] D. Gursoy, O.H. Chi, L. Lu and R. Nunkoo, “Consumers acceptance of artificially intelligent (AI) device use in service delivery,” Int. J. Inf. Technol. Decis. Making, vol. 49, pp. 157-169, 2019.

[30] T. Zhang, D. Tao, X. Qu, X. Zhang, J. Zeng, H. Zhu and H. Zhu, “Automated vehicle acceptance in china: Social influence and initial trust are key determinants,” Transportation Research Part C: Emerging Technologies, vol. 112, pp. 220-233, 2020.

[31] M. Beynon, M.M.H. Goode, L.A. Moutinho and H.R. Snee, “Modelling satisfaction with automated banking channels,” vol. 26, no. 4, pp. 77-94, 2005. https://doi.org/10.1300/J396v26n04_05.

[32] F.D. Davis, “Perceived usefulness, perceived ease of use, and user acceptance of information technology,” MIS Quarterly, vol. 13, no. 3, pp. 319-340, 1989. http://www.misq.org/stable/240008.

[33] W.R. King and J. He, “A meta-analysis of the technology acceptance model,” Information & Management, vol. 43, no. 6, pp. 740-755, 2006.

[34] M. Al-Emran, V. Mehuzhey and A. Kamaludin, “Towards a conceptual model for examining the impact of knowledge management factors on mobile learning acceptance,” Technology in Society, vol. 61, pp. 101247, May 2020.

[35] S.S. Al-Gahtani, “Empirical investigation of e-learning acceptance and assimilation: A structural equation model,” Applied Computing and Informatics, vol. 12, no. 1, pp. 27-50, 2016.

[36] E. Bili, D. Resnyansky and M. Billingshurst, “Applying the technology acceptance model to understand maths teachers’ perceptions towards an augmented reality tutoring system,” Education and Information Technologies, vol. 24, no. 5, pp. 2653-2675, 2019. https://doi.org/10.1007/s10639-019-09925-z.

[37] W. M. Al-Rahmi, N. Yahaya, A. A. Aldraiewes, M. M. Alamri, N. A. Aljaroob, U. Alturki and A. A. Aljeraiwi, “Integrating technology acceptance model with innovation diffusion theory: An empirical investigation on students’ intention to use e-learning systems,” MIS Quarterly, vol. 35, no. 2, pp. 195-209, 2011.

[38] Z. Shao, L. Zhang, X. Li and Y. Guo, “Antecedents of trust and continuance intention in mobile payment platforms: The moderating effect of gender,” Electronic Commerce Research and Applications, vol. 33, pp. 100823, 2019.

[39] M. Warkentin, S. Sharma, D. Gefen, G.M. Rose and P. Pavlou, “Social identity and trust in internet-based voting adoption,” Government Information Quarterly, vol. 35, no. 2, pp. 195-209, 2018.

[40] D. Gefen, E. Karahanna and D.W. Straub, “Trust and TAM in online shopping: An integrated model,” MIS Quarterly, vol. 27, no. 1, pp. 51-90, 2003. http://www.jstor.org/stable/30036519.

[41] A.A. Almazroi, H. Shen and F. Mohammed, “The Impact of Trust on the Adoption of Cloud Computing Services by University Students,” in Recent Trends in Data Science and Soft, 2019, pp. 902-911.

[42] F. Qin, K. Li and J. Yan, “Understanding user trust in artificial intelligence-based educational systems: Evidence from china,” Br J Educ Technol, vol. 51, no. 5, pp. 1693-1710, 2020. https://doi.org/10.1111/bjet.12994.

[43] L.M. Arciniega and A. Maldonado, “Assessing the impact of dispositional resistance to change on organizational attraction,” The Spanish journal of psychology, vol. 14, no. 02, pp. 798-807, 2011.

[44] I.B. Saksivk and H. Hetland, “Exploring dispositional resistance to change,” Journal of Leadership & Organizational Studies, vol. 16, no. 2, pp. 175-183, 2009.

[45] X. Guo, Y. Sun, N. Wang, Z. Peng and Z. Yan, “The dark side of elderly acceptance of preventive mobile health services in china,” Electronic Markets, vol. 23, no. 1, pp. 49-61, 2013. http://dx.doi.org/10.1007/s12525-012-0112-4.

[46] R.T. Cenfetelli, “Inhibitors and enablers as dual factor concepts in technology usage,” Journal of the Association for Information Systems, vol. 5, no. 11, pp. 473-492, 2004.

[47] J.C. Sánchez-Prieto, F. Huang, S. Olmos-Miguélanés, F.J. García-Peñalvo and T. Teo, “Exploring the unknown: The effect of resistance to change and attachment on mobile adoption among secondary pre-service teachers,” Br J Educ Technol, vol. 50, no. 5, pp. 2433-2449, 2019. https://doi.org/10.1111/bjet.12822.

[48] S. Taylor and P. Todd, “Assessing IT usage: The role of prior experience,” MIS Quarterly, vol. 19, no. 4, pp. 561-576, 1995. http://www.jstor.org/stable/249633.

[49] S. Taylor and P.A. Todd, “Understanding information technology usage: A test of competing models,” Information Systems Research, vol. 6, no. 2, pp. 144-176, 1995. http://dx.doi.org/10.1287/isre.6.2.144.

[50] J. Cruz-Benito, R. Therón, F.J. García-Peñalvo and E. Pizarro Lucas, “Discovering usage behaviors and engagement in an educational virtual world,” Comput.Hum.Behav., vol. 47, pp. 18-25, 2015.
José Carlos Sánchez-Prieto

José Carlos Sánchez-Prieto received a bachelor’s degree in Pedagogy and a master’s degree in ICT applied in education from the University of Salamanca (Spain) where he also presented his PhD on the adoption of mobile technologies among teachers within the Programme on Education in the Knowledge Society. Currently he is an associate professor at the Faculty of Education of said university. His area of research is the assessment of attitudes among in-service and pre-service teachers and students. He is the author of several articles on the subject published in prestigious international journals. You can contact him at: josecarlos.sp@usal.es.

Juan Cruz-Benito

Juan Cruz-Benito received a Ph.D. in Computing Engineering from the University of Salamanca, Spain, in 2018. Previously, he received the M.Sc. degree in Intelligent Systems, the B.Sc. in Computer Systems, and the Technical Engineering Degree in Computer Systems from the same university in 2013, 2012, and 2011. He is currently Senior Software Engineer at IBQ Quantum, IBM Research’s T.J. Watson Research Center, NY, USA. Before it, he worked for five years in research & development projects at the GRIAL Research Group, University of Salamanca, Spain, where he participated as a software engineer, researcher, and developer in many European and Spanish R&D projects (public and private ones). His research interests involve Human-Computer Interaction, Machine Learning, Data Science, and technologies for educational purposes. He is the co-author of more than 80 publications, serves as a reviewer for many high-respected journals and conferences, and is Associate Editor of the Journal of Global Information Management (JGIM) and the Journal of Information Technology Research (JITR). His research activity conducted him to receive the Research Award “Scientific Computer Society of Spain and BBV A Foundation” as one of the best young researchers in Computer Science in Spain in 2019. As a software engineer and developer, he is involved in many different technical communities and Open Source initiatives. Contact him at https://juancb.es/ or juan.cruz@ibm.com

Francisco José García-Peñalvo

Francisco José García-Peñalvo is a Full Professor in the Department of Computer Science and Automation at the University of Salamanca (USAL), with three six-year periods of research, one six-year period of transferring and innovation, and four five-year periods of recognized teaching. He received the Beatriz Galindo award for teaching excellence in 2019. He was also a Distinguished Professor at the School of Humanities and Education at the Tecnológico de Monterrey, Mexico and a Researcher of International Impact at the Universidad Nacional San Agustín, Arequipa, Peru. Since 2006 he is the head of the Research Group Recognized by the USAL GRIAL (research Group on InterAction and eLearning), a group that is a Consolidated Research Unit of the Junta de Castilla y León Government (UIC 81). He has been Vice-Dean of Innovation and New Technologies of the Faculty of Sciences of the USAL between 2004 and 2007 and Vice-Rector of Technological Innovation of this University between 2007 and 2009. He is currently the Rector’s Delegate for Virtual Teaching and the Coordinator of the Doctorate Programme in Education in the Knowledge Society at USAL. He is Editor-in-Chief of the journals Education in the Knowledge Society and Journal of the Information Technology Research, and Associate Editor of many journals, with a special mention to the journal Computers in Human Behavior Reports. He has published more than 100 research papers in JCR-indexed journal (51 Q1). For more detailed information on the publications, these are the public links to the profiles in Google Scholar (http://goo.gl/sDwrr0), Publons (https://bit.ly/2u2FN5I) and ORCID (http://orcid.org/0000-0001-9987-5584).

Roberto Therón

Roberto Therón Sánchez is currently the Manager of the VisUSAL Group (within the Recognized Research Group GRIAL), University of Salamanca, Salamanca, Spain, which focusses on the combination of approaches from computer science, statistics, graphic design, and information visualization to obtain an adequate understanding of complex datasets. He received the Diploma degree in computer science from the University of Salamanca, the B.S. degree from the University of A Coruña, the B.S. degree in communication studies and the B.A. degree in humanities from the University of Salamanca, and the Ph.D. degree from the Research Group Robotics, University of Salamanca. His Ph.D. thesis was on parallel calculation of the configuration space for redundant robots. He has authored more than 100 articles in international journals and conferences. In recent years, he has been involved in developing advanced visualization tools for multidimensional data, such as genetics or paleoclimate data. In the field of visual analytics, he develops productive collaborations with groups and institutions internationally recognized as the Laboratory of Climate Sciences and the Environment, France, or the Austrian Academy of Sciences, Austria. He was the recipient of the Extraordinary Doctoral Award for his Ph.D. thesis. Contact him at theron@usal.es.