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Abstract

We elaborate on the construction of de Sitter solutions from IIA orientifolds of SU(3)-structure manifolds that solve the 10-dimensional equations of motion at tree-level in the approximation of smeared sources. First we classify geometries that are orbifolds of a group manifold covering space which, upon the proper inclusion of O6 planes, can be described within the framework of $\mathcal{N} = 1$ supergravity in 4D. Then we scan systematically for de Sitter solutions, obtained as critical points of an effective 4D potential. Apart from finding many new solutions we emphasize the challenges in constructing explicit classical de Sitter vacua, which have so far not been met. These challenges are interesting avenues for further research and include finding solutions that are perturbatively stable, satisfy charge and flux quantization, and have genuine localized (versus smeared) orientifold sources. This paper intends to be self-contained and pedagogical, and thus can serve as a guide to the necessary technical tools required for this line of research. In an appendix we explain how to study flux and charge quantization in the presence of a non-trivial $H$-field using twisted homology.
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1 Introduction

The increasing experimental support for an accelerating universe also presents a great challenge for quantum gravity. The simplest explanation for this cosmic puzzle is that we are living in a de Sitter universe, i.e. a (metastable) vacuum with a positive cosmological constant. While the zero of the vacuum energy is immaterial in the absence of gravity, and the cosmological constant can be tuned at will classically, it is not so in the context of quantum gravity. Thus, finding an explicit de Sitter vacuum which matches with (and hopefully explains) observations is arguably a holy grail for any candidate quantum theory of gravity, such as string theory.

Like the search for the Holy Grail, the search for de Sitter vacua in string theory has proven to be an elusive quest. Before taking into account the full quantum corrections to the cosmological constant, the construction of de Sitter vacua even at leading order (i.e. within classical supergravity) is complicated by many additional issues, such as moduli stabilization (and vacuum stability), flux quantization, and a proper microscopic treatment of localized sources. These issues, all in one way or the other related to the fact that string theory comes with extra dimensions of space, may well turn out to give us important leads for finding de Sitter vacua in a fundamental theory of gravity.

Particularly on the issue of moduli stabilization, the difficulty it imposes on constructing de Sitter vacua is sharpened by several no-go theorems. These theorems were presented in the language of 4D effective field theories: by requiring the existence of a positive-energy extremum of the potential in the dilaton and breathing mode direction \([4–12]\), one finds necessary conditions for obtaining de Sitter vacua within classical supergravity. We refer to de Sitter backgrounds obtained within supergravity, with the possibility of localized sources and fluxes, but without introducing stringy corrections or non-perturbative effects, as classical de Sitter solutions. Attempts to construct actual classical de Sitter solutions from 4D effective field theory were made in \([5,7,9,11,13,17]\) (see also \([18]\)). Moreover, not many of such 4D solutions were demonstrated to arise as full supergravity backgrounds, especially those that break supersymmetry at the Kaluza-Klein scale \([5,7,13,16,17]\). This motivated one to construct classical de Sitter solutions directly in 10 dimensions \([10,19]\).

The work of \([19]\) explicitly mapped a solution obtained in 10D to a solution obtained in 4D techniques. This solution has a simple and elegant form in the full 10D description and will be used in this paper to investigate charge and flux quantization.

In this paper, we systematically explore the possibility of constructing classical de Sitter vacua. Armed with the insights from previous attempts, we consider Type IIA orientifolds

\(^2\)One can consider de Sitter vacua that arise only after non-perturbative effects are included, as is often assumed in heterotic string theory or in the KKLT scenario \([1]\). However, the uplift to de Sitter space requires anti-branes \([1]\) or stringy corrections \([2]\) whose explicit microscopic description may invoke similar issues encountered here.

\(^3\)Here, we mention in passing that compactifications with non-geometric fluxes seem to lead to stable de Sitter vacua \([14,15]\) though it is not clear if a supergravity approach is reliable for such constructions. Finally, the aim of the present work is to search for de Sitter vacua from compactifications of string theory. We refer the readers to \([20,21]\) for some non-compact examples.
of SU(3)-structure manifolds. In particular, we classify SU(3)-structure manifolds that are realized as orbifolds of a group (or coset) manifold as the analysis is much simplified for homogeneous spaces. We are particularly interested in compactifications which do not break supersymmetry at the Kaluza-Klein scale. The de Sitter solutions so obtained are critical points of an effective 4D potential; supersymmetry is broken spontaneously rather than explicitly and thus the de Sitter backgrounds are under better analytic control. However, the on-shell value for the volume modulus might be such that the KK scale is of the same order as the flux-induced masses (which roughly give the SUSY breaking scale). Then one has to worry about the consistency of the effective potential. But since we restrict to left-invariant modes on homogenous spaces, the dimensional reduction is mathematically consistent and solutions of the four-dimensional action lift to solutions of the ten-dimensional action [30].

Moduli stabilization as well as flux and charge quantization are subjects of concern in this paper, but we leave the challenge of finding de Sitter backgrounds with account of the back-reaction of localized sources for future work. As in the previous literature on the subject, we will therefore look for supergravity solutions where the O-planes are smeared over their transverse directions [6,31–34]. One can think of the “smeared” approximation as solving the equations of motion in an average sense, even though they are not satisfied pointwise in the internal space [33–35].

An important obstacle for all the known dS solutions in these compactifications is that none so far are perturbatively stable. This is why one needs to increase the number of models, as we do here, in the hope to find a perturbatively stable solution. Unfortunately all new solutions we find in this paper have at least one tachyonic mode in the left-invariant spectrum.

The paper is organized as follows. In section 2, we discuss the reduction of type IIA string theory on SU(3) structure manifolds, providing both a 4D and a 10D perspective. We emphasize the utility of the “universal” ansatz in the search for explicit solutions. In section 3, we classify homogenous geometries that are consistent with an SU(3)-structure. Our classification of group (and coset) manifolds in this section subsumes all the previously found examples in the literature and furthermore provides a unified, group theoretical understanding of these previous works. Section 4 discusses orbifold and orientifold projections and contains some explicit examples of group spaces with SU(3)-structure. We then apply the results of the previous two sections to explore de Sitter solutions in section 5. In addition to solving the equations of motion — which are local conditions — tadpole cancelation and quantization of charges and fluxes impose additional, global, constraints. We discuss these global constraints in section 6 using twisted homology [36]. We explicitly quantize the charge and fluxes of the solution on SU(2) × SU(2), presented in [8,19] and shall see that this solution does not survive quantization. Therefore quantization can serve

---

4For this reason coset and group manifolds were already studied early on, for instance in the context of the Kaluza-Klein approach to unification. For reviews see [25] and references therein. For other early work, e.g. in the context of heterotic string theory, see [27,29].

5More precisely, this means we consider compactifications that do not include explicit SUSY breaking orientifold sources, so that SUSY is broken by the (geometric) fluxes only.
as a strong criterium in de Sitter model building. We end with some concluding remarks in section \ref{Concl}. Some details are relegated to the appendices.

## The 4D and 10D picture

In this section we explain two alternative ways of searching for dS vacua. First we discuss the reduction of the 10D type IIA theory on an SU(3)-structure manifold to four dimensions in subsection \ref{sec:dim_red}. This leads to a 4D effective theory with a scalar potential $V$. One can then ask whether minima of $V$ exist for which $V > 0$. This approach is widely used in the literature but certain questions can be easily addressed if one works directly with the 10D equations of motion. We discuss this in subsection \ref{sec:10D_eq} where we also list some advantages of this approach.

### 2.1 Dimensional reduction and effective 4D theories

Before one can reduce the action from ten to four dimensions one has to decide which fields one keeps in the 4D theory. For compactifications on an SU(3)-holonomy manifold $M_6$ (i.e. when $M_6$ is a CY manifold) one normally expands the 10D fields in the cohomology of $M_6$. Allowing the coefficients in this expansion to depend on the four non-compact directions, they become 4D fields in the effective 4D theory upon integrating the 10D action over $M_6$. These fields are the lightest fields of an infinite tower of Kaluza-Klein (KK) fields that result from the compactification. Because these 4D scalar fields would be massless in the absence of fluxes, we will refer to them as moduli (even when now they have flux-induced masses). Restricting to these fields gives an effective 4D low-energy theory that is valid for energies below the KK-scale, which is approximately given by the inverse length of the cycles in $M_6$. Consistency requires that the flux-induced masses for the scalar fields are smaller than the KK-scale which should generically be true for sufficiently large $M_6$ \cite{37}.

When $M_6$ is a non-Ricci flat SU(3)-structure manifold, it is not clear anymore what the lightest fields are and how to obtain a low-energy effective action \cite{38,39}. However, for the specific case of group manifolds we can restrict to expansion forms that are left-invariant under the group action. This leads to a 4D theory that is a consistent truncation \cite{30}, i.e. a solution to the 4D equations of motion will also be a solution to the 10D equations of motion. This should not change when one additionally does an orientifold projection. This was explicitly confirmed in \cite{19} where it was shown that the 4D dS solution of \cite{8} also solves the 10D equations of motion. We will therefore restrict ourselves to group spaces and expand the 10D fields and fluxes in left-invariant forms. Our conventions for the forms are given in appendix \ref{app:forms}.

We now describe the 4D fields in the bosonic sector (the fermionic fields are determined by $\mathcal{N} = 1$ supersymmetry). On an SU(3)-structure manifold $M_6$ there exists a real two-form $J = k Y_i^{(2-)}$ and a holomorphic three-form $\Omega$, which are generalization of the Kähler form and holomorphic three-form that exist on CY manifolds. The volume of $M_6$ in string
frame is given by
\[ \text{vol}_6 = \frac{1}{6} \int J \wedge J \wedge J = \frac{1}{6} \kappa_{ijk} k^i k^j k^k, \]  
(2.1)
and we use conventions in which \( \Omega \wedge \Omega^* = \frac{4}{3} J \wedge J \wedge J \). In order to preserve only \( \mathcal{N} = 1 \) supersymmetry in 4D we do an orientifold projection, which contains an anti-holomorphic involution \( \sigma \). This leads to O6-planes that extend along the external four dimensions and wrap internal 3-cycles that are the fixed loci of \( \sigma \). The action of \( \sigma \) on \( J \) and \( \Omega \) is
\[ \sigma : \Omega \rightarrow -\Omega^*, \quad \sigma : J \rightarrow -J, \]  
(2.2)
so that we can expand \( \Omega = \Omega_R + i \Omega_I = \mathcal{F}_K Y^{(3-)K} + i \mathcal{Z}^K Y^{(3+)}_K \), where \( \mathcal{F}_K \) and \( \mathcal{Z}^K \) are real. Here the + and the - indicate the parity under the orientifold involution. For more notation conventions about our left-invariant forms see appendix \( \text{A} \). Note that the \( \mathcal{F}_K \) are functions of the \( \mathcal{Z}^K \) and therefore not independent. The \( \mathcal{Z}^K \) are projective coordinates so that only \( h^{2,1} \) of them are independent.

In addition to these fields we have in type IIA supergravity the dilaton \( \phi \), the Kalb-Ramond two-form \( B \) and the RR three-form \( C_3 \). Note that on a homogeneous manifold the RR form \( C_1 \) is not compatible with a strict \( SU(3) \)-structure, which requires the absence of nowhere-vanishing one-forms. The 4D scalars arising from the reduction of these fields can be grouped into two sets of complex scalars
\[ J_c = J - i B = t^i Y_i^{(2-)} = (k^i - ib^i) Y_i^{(2-)}, \]  
(2.3a)
\[ \Omega_c = e^{-\phi} \text{Im}(\Omega) + i C_3 = N^K Y_K^{(3+)} = (u^K + ic^K) Y_K^{(3+)}. \]  
(2.3b)
Note that \( e^{-\phi} \text{Im}(\Omega) \) combines the dilaton with the \( \mathcal{Z}^K \) so that all the \( h^{2,1} + 1 \) of the \( u^K \) are independent degrees of freedom.

The reduction of the \( C_3 \) field also leads to 4D vector fields
\[ C_3 = A^a Y_a^{(2+)} \]  
(2.4)
so that we have the 4D gauge group \( U(1)^{h^{1,1}} \). These are the only vector fields in the 4D theory since there are no one-forms that could lead to vector fields coming from the metric and \( B \)-field, and the \( C_1 \) field is odd under the orientifold projection so that it is projected out. Besides these scalar and vector fields and the 4D metric there are no further bosonic fields in the 4D theory.

Similarly to the fields we can expand the fluxes in terms of left-invariant forms which have the correct parity under the orientifold projection\(^6\)
\[ H = h_K Y^{(3-)K}, \quad \hat{F}_0 = f_{(0)}, \quad \hat{F}_2 = f_{(2)} Y_i^{(2-)}, \quad \hat{F}_4 = f_{(4)} Y_i^{(4+)} Y_i, \quad \hat{F}_6 = f_{(6)} Y_i^{(6-)}. \]  
(2.5)
\(^6\)The only external flux that preserves 4D Lorentz symmetry is \( F_4 \)-flux along the four space-time directions. We find it more convenient to work with its dual \( \hat{F}_6 \).
For a general SU(3)-structure manifold the left-invariant forms are not necessarily in co-
homology and therefore they are not necessarily closed under the exterior derivative d. However, d maps left-invariant forms into left-invariant forms so that we can write
\[ dY_i^{(2-)} = -r_{iK} Y^{(3-)} K, \quad dY_{\alpha}^{(2+)} = -\hat{r}_{\alpha K} Y^{(3+)} K. \] (2.6)
Since \( \int d \left( Y^{(2\mp)} \wedge Y^{(3\pm)} \right) = 0 \), this implies
\[ dY_{K}^{(3+)} = -r_{iK} Y^{(4+)} i, \quad dY_{\alpha}^{(3-)} K = \hat{r}_{\alpha K} Y^{(4-)} \alpha. \] (2.7)
The matrices \( r_{iK} \) and \( \hat{r}_{\alpha K} \) contain so called metric fluxes that are T-dual to
H-flux. On group manifolds with SU(3)-structure one always has six global left-invariant one-forms \( e^a \), \( a = 1, \ldots, 6 \) and one often defines the metric fluxes \( f_{abc} \) through
\[ de^a = -\frac{1}{2} f_{abc} e^b \wedge e^c. \]
The \( r_{iK} \) and \( \hat{r}_{\alpha K} \) are then linear functions of the \( f_{abc} \).

The action of \( N = 1 \) supergravity in four dimensions\(^7\) is determined by the real Kähler
potential \( K \), the holomorphic superpotential \( W \) and the holomorphic gauge kinetic cou-
plings \( f_{\alpha \beta} \)
\[ S^{(4)} = -\int \left[ -\frac{1}{2} R_{44} 1 + K_{ij} dt^i \wedge *_4 d\theta + K_{KL} dN^K \wedge *_4 d\overline{N}^L + V_{44} 1 \right. \]
\[ + \frac{1}{2} \text{Re}(f_{\alpha \beta}) F^\alpha \wedge *_4 F^\beta + \frac{1}{2} \text{Im}(f_{\alpha \beta}) F^\alpha \wedge F^\beta \right], \] (2.8)
where \( K_{ij} = \partial_t \overline{\partial}_j K \), \( K^{ij} \) is its transposed inverse and similarly for the \( N^K \). The field
strengths are \( F^a = dA^a \) and the 4D scalar potential is
\[ V = e^K \left( K^{ij} D_i W D_j \overline{W} + K^{KL} D_N^K W D_N \overline{W} - 3|W|^2 \right) + \frac{1}{2} (\text{Re} f)^{-1 \alpha \beta} D_\alpha D_\beta, \] (2.9)
where the derivatives \( D_i W = \partial_i W + W \partial_i K \) (and analogously for \( D_N^K \) ) should not be
confused with the D-terms \( D_\alpha \) which are given by
\[ D_\alpha = i(\delta_\alpha t^i \partial_i K + \delta_\alpha N^K \partial_N^K K) + i\frac{\delta_\alpha W}{W}. \] (2.10)
Here \( \lambda^a \delta_a t^i \) is the variation of the field \( t^i \) under the infinitesimal gauge transformation
\( A^a \rightarrow A^a + d\lambda^a \) and similarly for \( N^K \) and \( W \). Equation (2.10) is only valid for \( W \neq 0 \) but
for the reductions we consider here (and generalizations thereof) one can show that \( \delta_\alpha W \)
always vanishes \[^{[10, 11]}\]. This means that the last term in (2.10) vanishes and equation
(2.10) without the last term is true even for \( W = 0 \).

\(^7\)Except in section \[^{[8]}\] and appendix \[^{[D]}\] we set \( 2\pi \sqrt{\alpha'} = 1 \). The pre-factor \( \frac{1}{2\pi^2} = \frac{1}{(2\pi)^2(\alpha')^2} = 2\pi \) in the
usual 10D action can be removed by rescaling the action.
The explicit forms of $K$, $W$, $f_{\alpha\beta}$ and $D_\alpha$ for the reduction of type IIA supergravity on SU(3)-structure spaces have been derived in many papers [37, 40–49] and the results are

$$K = -2 \ln \left( -i \int e^{-2\phi} \Omega \wedge \Omega^* \right) - \ln \left( \frac{4}{3} \int J \wedge J \wedge J \right) = 4\phi_4 - \ln (8\text{vol}_6), \quad (2.11a)$$

$$\sqrt{2}W = \int \left( \Omega_c \wedge (-iH + dJ_c) + e^{iJ_c} \wedge \hat{F} \right)$$

$$= -N^K (ih_K + r_iK t^i) + f_{(6)} + if_{(4)i} t^i - \frac{1}{2} \kappa_{ijk} f_{(2)i}^j t^j t^k - \frac{i}{6} f_{(0)} \kappa_{ijk} t^j t^k, \quad (2.11b)$$

$$f_{\alpha\beta} = -\hat{\kappa}_{\alpha\beta} t^i, \quad (2.11c)$$

$$D_\alpha = \frac{e^{\phi_4}}{\sqrt{2\text{vol}_6}} \hat{r}_\alpha^K \hat{F}_K, \quad (2.11d)$$

where $\phi_4$ is the 4D dilaton defined by $e^{-\phi_4} = e^{-\phi} \sqrt{\text{vol}_6}$ and $\hat{F} = \hat{F}_0 + \hat{F}_2 + \hat{F}_4 + \hat{F}_6$ is the sum of the RR fluxes.

There is one 10D equation of motion, the $\hat{F}_2$ Bianchi identity, that is not taken into account in this 4D analysis. It reads $d\hat{F}_2 + \hat{F}_0 H = -j^{(\delta)}$, where $j^{(\delta)}$ is related to the Poincaré dual of the submanifold wrapped by the O6-planes (cf. section 4 and appendix D). In this paper we will follow the literature and only solve the integrated equation

$$-r_iK f_{(2)^i} Y^{(3)-K} + f_{(0)} h_K Y^{(3)-K} + j = 0, \quad (2.12)$$

and to find supersymmetric AdS or Minkowski vacua. For AdS vacua it is generically possible to stabilize all moduli except when $\text{rank}(r_iK) < h_{2,1}$ in which case $h_{2,1} - \text{rank}(r_iK) C_3$ axions remain flat directions [40]. Note that this is not really a problem since the moduli space of the axions is compact. In supersymmetric Minkowski vacua it is not possible to stabilize all geometric moduli [40, 50].

Since all geometric moduli are stabilized in AdS vacua we know that the scalar potential depends on all geometric moduli and it is therefore sensible to ask whether the scalar potential allows for dS vacua as well. It is straightforward but tedious to calculate the explicit scalar potential [9] using (2.11) (see equation (2.34) in [9]). In order to find dS vacua one has to minimize this scalar potential with respect to all the moduli which is technically hard and can normally only be done numerically and only for SU(3)-structure manifolds with very few scalar fields. The authors of [51] scanned numerically the scalar potentials of the three models [37, 44, 48] for regions that allow for slow-roll inflation or dS vacua, but did not find any. This called for a different approach. In [4] the authors

---

8Since the integration essentially replaces delta-functions with 1, solving integrated equations of motion is often called ‘smearing the sources’ in the literature.
derived a no-go theorem that forbids slow-roll inflation and dS vacua in type IIA flux compactifications on CY$_3$ manifolds with $O6$-planes. However, this no-go theorem can be circumvented in compactifications on SU(3)-structure manifolds that are not Ricci-flat, but instead negatively curved. This is the framework we will explore.

2.2 The “universal” ansatz in 10D

4D effective field theories correctly describe fluctuations around a string (or supergravity) solution, whenever the 4D solution can be lifted to a full solution of the 10D equations of motion, or at least to approximate solutions (in the sense described below). If every solution can be lifted to a full 10D solution, the reduction is said to be mathematically consistent. Even when this requirement is not satisfied, the reduction can still be physically consistent in the sense that while it does not fully describe the 10D physics, the effects of the heavy fields, the ones we ignore, are not relevant at low energies. This is what we meant by approximate 10D solutions. As an example, reductions on generic Calabi–Yau spaces have not proven to be mathematically consistent but are expected to be physically consistent when the internal volume is large enough such that we can ignore the KK modes. As explained above, for internal spaces with enough symmetries we expect dimensional reduction can be fully mathematically consistent if we restrict to the left-invariant modes and work in the limit that the sources are smeared. In that sense we should not be bothered with the question whether we are solving the 10D equations of motion, although we do not always have a separation of scales in our models. However as explained in [10,19] it is interesting to work in the 10D picture because of several reasons: 1) Flux and charge quantization require us to know the 10D solution; 2) Computing the back-reaction of the sources, i.e. going beyond the smeared limit, is something that requires the 10D picture as well; 3) In ten dimensions one can establish solutions to the equations of motion without fully specifying the internal manifold.

Let us elaborate on point 3. Points 1 and 2 are discussed later in this paper. In order to find a de Sitter minimum in the 4D picture one has to minimize the scalar potential with respect to the moduli. This requires an explicit choice of manifold and that makes the procedure model dependent. On the other hand, when one solves 10D equations of motion it becomes clear that one can find solutions by just specifying properties of the internal manifold, but without fixing it entirely. This is for instance the case with SUSY AdS vacua in IIA from SU(3)-structure manifolds [52] (and also non-SUSY AdS vacua, see [53]). Therefore one constructs solutions for classes of manifolds that just obey the given properties. A downside of this approach is that it is not possible to compute the mass spectrum since that requires the explicit choice of the manifold. We will refer to such solutions as universal solutions. The idea of universal solutions was applied to the case of dS vacua in [10] and [19]. We will now review this approach and generalize it a bit.

So we start with an orientifold of a general SU(3)-structure manifold. As in the previous papers on the topic we make the simplification that the SU(3)-structure is half-flat (see appendix [3]). In the 4D picture this restriction corresponds to the assumption that there are no non-zero D-terms (cf. appendix A of [10]). It would be interesting to extend this
10D approach to manifolds that are not half-flat.

A half-flat manifold possesses a set of canonical forms, which we call universal forms and they are given by the (would-be) real Kähler form $J$ and the (would-be) holomorphic complex three-form $\Omega$, and the torsion classes $W_1, W_2, W_3$

universal forms: $\{ J, \Omega, W_1, W_2, W_3 \}$, \hspace{1cm} (2.13)

These then serve as natural expansion forms for the fluxes. Hence a general ansatz for a solution could be given by

\begin{align*}
    e^{\Phi} \hat{F}_0 &= f_1, \quad \hspace{1cm} (2.14a) \\
    e^{\Phi} \hat{F}_2 &= f_2 J + f_3 \hat{W}_2, \quad \hspace{1cm} (2.14b) \\
    e^{\Phi} \hat{F}_4 &= f_4 J \wedge J + f_5 \hat{W}_2 \wedge J, \quad \hspace{1cm} (2.14c) \\
    e^{\Phi} \hat{F}_6 &= f_6 \text{vol}_6, \quad \hspace{1cm} (2.14d) \\
    H &= f_7 \Omega_R + f_8 \hat{W}_3, \quad \hspace{1cm} (2.14e) \\
    j &= j_1 \Omega_R + j_2 \hat{W}_3. \hspace{1cm} (2.14f)
\end{align*}

where the fluxes are decomposed as follows:

\[ F = \hat{F} + \text{vol}_4 \wedge \hat{F}. \hspace{1cm} (2.15) \]

The fluxes $\hat{F}$ and $\hat{F}$ have only components in the internal dimensions. We furthermore used the notation of \cite{19} where $W^i = (\sqrt{|W^i|^2})^{-1} W^i$. This ansatz is consistent with the orientifold involutions for supersymmetrically embedded orientifold planes \cite{32}. In order to check for which coefficients $f_1, \ldots, f_8$ and $j_1, j_2$ we have a solution we need the expression for the Ricci tensor as demanded by the Einstein equations. The Ricci tensor for a general SU(3)-structure manifold has been established in \cite{54} and is presented in appendix B. The relevant property is that it is given in terms of the universal forms. It is for this reason that a universal ansatz (where the fluxes and sources are given by universal forms) is sensible, since the Einstein equation forces the energy-momentum tensor to be made from universal forms. However, to our surprise, most de Sitter solutions in the models we consider below are not universal. This implies that there must be non-trivial cancelations of the non-universal flux pieces in the energy-momentum tensor.

It turns out that in order to find solutions different from the SUSY AdS solutions, one needs to impose constraints on the universal forms. These constraints are such that the equations of motion imply fewer constraints and therefore make possible the existence of

\footnote{We define the square of a $p$-form as $A_p^2 = \frac{1}{p!} A_{i_1 \ldots i_p} A^{i_1 \ldots i_p}$.}
new solutions. These constraints are

\[ d\tilde{W}_2 = c_1 \Omega_R + d_1 \tilde{W}_3 , \]
\[ \tilde{W}_2 \wedge \tilde{W}_2 = c_2 J \wedge J + d_2 \tilde{W}_2 \wedge J , \]
\[ d \ast_6 \tilde{W}_3 = c_5 J \wedge J + c_3 \tilde{W}_2 \wedge J , \]
\[ \frac{1}{2} (\tilde{W}_{3ijkl} \tilde{W}_{3jkl})^+ = d_4 J_{ik} \tilde{W}_{2k} , \]

where

\[ c_1 = -\frac{w_2}{4} , \quad c_2 = -\frac{1}{3!} , \quad c_3 = -d_1 , \quad c_4 = \frac{1}{2} , \quad c_5 = \frac{w_3}{3!} \]

\[ d_2 = -\ast_6 (\tilde{W}_2 \wedge \tilde{W}_2 \wedge \tilde{W}_2) , \]

and

\[ w_2 = \sqrt{W_2^2} , \quad w_3 = \sqrt{W_3^2} . \]

It is then straightforward to put the ansatz into the IIA equations of motion (see [19]) to obtain the algebraic equations for the flux parameters. These are very lengthy expressions and we therefore present them in appendix C. It is very non-trivial to find the general solution to these algebraic equations but many solutions have nonetheless been found.

Let us review these solutions

- The SUSY AdS solutions necessarily have \( W_3 = 0 \) and they require us to enforce the first constraint in equations (2.16) [52, 55].
- Non-SUSY AdS solutions can be found when \( W_3 = 0 \) when we also enforce the second constraint in equations (2.16) [10, 53].
- De Sitter solutions can be found under the same circumstances as the above non-SUSY AdS vacua [10], however no explicit geometry has been found that satisfies the parameter windows that gives these dS solutions, as opposed to the AdS solutions.
- Universal solutions with non-zero \( W_3 \) have been investigated in [19] but with the simplification that \( W_2 = 0 \). In that case AdS, Minkowski and dS solutions are possible when we enforce the third and fourth constraint in equations (2.16) with the choice \( d_4 = 0 \). In fact one extra constraint was necessary, namely \( Q_1(W_3, \tilde{W}_3) \propto Q_2(W_3, \tilde{W}_3) \propto (\tilde{W}_3)^2 \), where we refer to appendix C for the definitions of \( Q_1 \) and \( Q_2 \). Interestingly, there exists at least one explicit geometry that satisfies the conditions for these universal dS solutions, namely \( SU(2) \times SU(2) \) as was shown in [19].

3 Classification of geometries

3.1 Homogenous SU(3)-structures

We want to classify homogeneous geometries that are consistent with an SU(3)-structure that is invariant under the left acting isometries. The covering space of a homogenous
manifold is necessarily a coset $G/H$ (or a group when $H = 1$). Furthermore one can show that $H \subseteq SU(3)$ if we want the coset to allow an invariant SU(3)-structure. The requirement of homogeneity and an invariant SU(3)-structure are strong constraints and the problem of classifying the spaces turns into an algebraic problem that involves two steps. Firstly, one has to use group theory to classify the possible covering spaces $G/H$. Secondly, one has to classify the possible discrete subgroups $L \subset G$ that one can use to create another space $G/H/L$. For instance, when the covering space is non-compact we need to find a discrete subgroup that can render the manifold compact after division. Furthermore we need discrete subgroups that contain involutions for the orientifold action.

In figure 1 we sketch the classification of (the covering spaces of) homogeneous SU(3)-structure manifolds.
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Figure 1: The homogeneous SU(3)-structure spaces $G/H$. The isotropy group is necessarily contained in SU(3) for a $G$-invariant SU(3)-structure.

The picture shows the separate subset of cosets that are group spaces ($H = \{1\}$). Lie groups can be classified using the properties of the associated Lie algebra that can range

---

10 If $H$ is not within SU(3) there could still be other non-G-invariant SU(3)-structures, but they are outside this particular coset description. It could be (but by no means necessarily so) that they are described by another coset description, because sometimes the same manifold can have different coset descriptions, e.g. $CP^3 = Sp(2)/S(U(2) \times U(1)) = SU(4)/S(U(3) \times U(1))$. In this case there is a Sp(2)-invariant homogeneous SU(3)-structure, but no SU(4)-invariant one.

11 Groups and cosets are a trivial kind of SU(3)-structure since the structure group of the frame bundle is trivial. In this paper we consider orbifolds therefore such that the frame bundle is not trivial anymore and we have a genuine SU(3)-structure, after blowing up the orbifold singularities.
from being semi-simple to the opposite, being nilpotent. The solvable cases are somewhere in between. Especially the nilpotent examples have received much attention since they are the covering space of compact spaces obtained from T-duality of a torus with $H$-flux. They are called twisted tori. But the name twisted tori is sometimes also given to the solvable cases and even all group spaces.

Let us discuss those cases that have already made an appearance in the literature. Reference [55] classified those cosets that have an isometry group $G$ which is a compact semi-simple group or the product thereof with $U(1)$-factors. This also includes the space $\text{Spin}(4) = \text{SU}(2) \times \text{SU}(2)$, which we have depicted in the intersection of groups and cosets with semi-simple isometry groups.

The class of cosets in [55] is not the most general class of cosets with non-trivial isotropy because one can consider spaces with non-compact $G$ or with $G$ generically non-semi-simple. Examples of this sort have not appeared in the literature to our knowledge. We will not deal with those examples here, but they might offer an interesting class of coset geometries to investigate de Sitter solutions. Reference [9] considered all possible “metric fluxes” consistent with the symmetries of all the abelian orbifold groups of the six-torus. However they did not provide any further description of these spaces like for example the Lie algebra of symmetries. In contrast reference [56] made a less complete list (solvmanifolds and nilmanifolds), but has a partial description of the geometries. Below we present a full (and simple) classification of covering spaces $G$ using group theory, which allows us to have an algebraic understanding of the various metric fluxes. We also find more possibilities for orientifolds than the ones given in [56].

### 3.2 Group manifold geometry and geometric moduli

We recall the basic concepts of the geometry of a group manifold. Although this has been done in many places before, we repeat this here such that the paper is self-contained.

On a group manifold, $G$, one can define a co-frame of left-invariant forms, called the Maurer–Cartan forms, as follows,

$$g^{-1}dg = e^a T_a,$$  \hspace{1cm} (3.1)

where the $T^a$ are the generators of the Lie algebra associated to $G$ and denoted $\mathfrak{g}$. The Maurer–Cartan forms obey the relations

$$de^a = -\frac{1}{2} f^{abc} e^b \wedge e^c,$$  \hspace{1cm} (3.2)

where the $f$’s are the structure constants of $\mathfrak{g}$. The conditions for a set of $f_{a \ b}$ to describe a Lie algebra are

$$f_{a \ b} = -f_{a \ cb}, \quad f_{a \ [b \ c]} \ f_{b \ d} = 0.$$  \hspace{1cm} (3.3)

\footnote{Later this has been significantly been improved in [17].}
It can be shown that only unipotent groups, i.e. groups with traceless structure constants, 
\[ f_{a}^{ab} = 0 , \quad \text{for all } b \] (sum over \( a \) implied), \hspace{1cm} (3.4)
can be made compact. To be more precise, only unipotent groups \( G \) can have a discrete subgroup, \( L \), acting without fixed points, such that \( G/L \) is a compact space. If the group is already compact \( L \) can of course taken to be trivial. Unipotence, however, is not a sufficient condition to establish the existence of such a discrete subgroup, see e.g. [17, 56] and references therein.

In terms of the Maurer–Cartan one-forms, \( e^{a} = e_{\mu}^{a} dx^{\mu} \), we can introduce a metric on the group manifold, 
\[ ds^2 = \mathcal{M}_{ab} e^{a} \otimes e^{b} , \] \hspace{1cm} (3.5)
where \( \mathcal{M} \) is constant, symmetric and positive definite. The Ricci tensor is then given by (see e.g. [57])
\[ R_{ab} = \frac{1}{4} f_{acd} f_{b}^{cd} - \frac{1}{2} f_{da}^{c} f_{cb}^{d} - \frac{1}{2} f_{cd}^{a} f_{cb}^{d} , \] \hspace{1cm} (3.6)
where we lower and raise indices using the metric \( \mathcal{M} \) and its inverse. Furthermore we restricted to algebras for which \( f_{a}^{ab} = 0 \), (sum over \( a \) implied), since we are not interested in non-compact models. The Ricci scalar then reads
\[ R = - \frac{1}{4} f_{abc} f^{abc} - \frac{1}{2} f_{cab} f_{abc} . \] \hspace{1cm} (3.7)

The matrix \( \mathcal{M} \) parameterizes that part of the group manifold moduli space that is concerned with metric deviations along left-invariant directions. This moduli space is \( \text{GL}(n, \mathbb{R})/\text{SO}(n) \), as can be seen from the fact that the matrix \( \mathcal{M} \) transforms under \( \text{GL}(n, \mathbb{R}) \)-matrices, but is invariant under an \( \text{SO}(n) \)-group. When we consider orbifold and orientifold symmetries we put further restrictions on \( \mathcal{M} \) such that the geometric moduli space gets truncated.

### 3.3 All unipotent real six-dimensional Lie algebras

Here, we would like to classify all six-dimensional real Lie algebras. The classification is already done in the literature [58], but in our case the classification is simplified because we restrict to unipotent algebras.

Lie algebras are classified depending on whether or not they have ideals. We remind ourselves that an ideal \( i \) of an algebra \( \mathfrak{g} \) is a subalgebra with the following property: \([\mathfrak{g}, i] \subset i \). On the one end of the collection of Lie algebras one has simple Lie algebras. They are defined as the Lie algebras that have no proper ideal. Next to those come the semi-simple Lie algebras which have no proper abelian ideals. One can show that they are direct sums of simple Lie algebras. The definition of a semi-simple Lie algebra turns out to be equivalent to having a non-degenerate Killing form \( C \), where \( C_{ab} = f_{da}^{c} f_{cb}^{d} \). On the other end of the spectrum of Lie algebras are those that have big ideals. One way to built ideals is by taking commutators. Consider the following sets of subalgebras of \( \mathfrak{g} \)
\[ \mathfrak{g}^{n} = [\mathfrak{g}^{n-1}, \mathfrak{g}^{n-1}] , \quad \mathfrak{g}_{n} = [\mathfrak{g}, \mathfrak{g}_{n-1}] , \] \hspace{1cm} (3.8)
where $g^0 = g_0 = g$. Both the upper-derived series, $g^n$, and the lower-derived series, $g_n$, are obviously ideals. A solvable Lie algebra is a Lie algebra for which the upper-derived series vanishes at some point and for a nilpotent Lie algebra the lower-derived series vanishes at some point. It is easy to show that $g^n \subseteq g_n$, from which follows that a nilpotent algebra is also solvable. One can prove that the nilpotent Lie algebras form the building blocks for the solvable algebras by taking semi-direct products, whereas the solvable and simple Lie algebras are the building blocks for all remaining Lie algebras, again by taking semi-direct products. The latter is the content of Levi’s theorem, which states that any Lie algebra $g$ is the semi-direct product of a semi-simple algebra $s$ with the largest solvable ideal $r$

\[ g = s \ltimes r. \] (3.9)

The largest solvable ideal, $r$, can be shown to be unique and is called the radical. Using this theorem the problem boils down to classifying semi-simple and solvable algebras of dimension $d \leq 6$ and the possible semi-direct products between the $m$-dimensional semi-simple algebra $s$ and the $n$-dimensional radical $r$, where $m + n = 6$.

Semi-simple and nilpotent algebras are always unipotent, but unipotence has to be verified for solvable groups. Note that for a general Lie algebra to be unipotent, the radical itself has to be unipotent. Indeed, using indices $a', b'$ to run over $s$ and $a'', b''$ to run over $r$ we find

\[ 0 = f^{a}_{ab'} = f^{a'}_{a'b'} + f^{a''}_{a''b'} = f^{a''}_{a''b''}, \] (3.10)

since all $f^{a'}_{a'b'} = 0$, as $r$ is an ideal.

The classification of the semi-simple algebras of dimension $d \leq 6$ is straightforward and one can find six examples

- $so(p, q)$ with $p + q = 4$.
- $so(3) \times so(2, 1)$.
- $so(p, q)$ with $p + q = 3$.

Note that $so(4) = so(3)^2$ and $so(2, 2) = so(2, 1)^2$. So, there are four six-dimensional semi-simple algebras and only the compact case $so(4)$ has so far been used in the flux literature. For the other three cases, it is not clear whether there are points in the moduli space of these groups that allow a discrete subgroup $L$ that makes $G/L$ a smooth compact space.

To find the other six-dimensional group spaces using Levi’s theorem we deduce that we need to know all six- and three-dimensional solvable algebras. The six-dimensional unipotent solvable algebras are the ones that describe the solvmanifolds and their classification appears in e.g. [56]. We will not repeat those algebras here but refer to tables 4 and 5 in [56]). The nilpotent ones have the nice feature that the associated group space $G$ always allows a discrete subgroup $L$ such that $G/L$ is a smooth compact space, called nilmanifolds.

---

\footnote{The classification of solvable algebras in [56] is not complete. There are some non-algebraic examples that are not given. For a complete list we refer to [59] or [17].}
Let us now focus on the remaining algebras that have a three-dimensional radical. This implies we have to find all solvable unipotent three-dimensional Lie algebras first. This is straightforward since they are contained in the list of six-dimensional unipotent solvable algebras as those which have a $u(1)^3$-factor. Alternatively one can simply use the known classification of three-dimensional Lie algebras (a.k.a. the Bianchi classification, see e.g. [60]) and check which are unipotent and solvable. There are only four of these and given explicitly by

- $u(1)^3$,
- Heisenberg: $[r_1, r_2] = r_3$.
- $\text{iso}(2)$: $[r_1, r_2] = r_3$, $[r_3, r_1] = r_2$,
- $\text{iso}(1, 1)$: $[r_1, r_2] = r_3$, $[r_3, r_1] = -r_2$,

where $r_1, r_2, r_3$ represent the generators and we only presented the non-zero commutators.

The next step is to consider the possible semi-direct products of these four solvable algebras with the two three-dimensional simple algebras $\mathfrak{so}(3)$ and $\mathfrak{so}(2, 1)$. Let us recall the definition of a semi-direct product: a semi-direct product $\mathfrak{s} \ltimes \mathfrak{r}$ is the direct product as vector spaces equipped with a Lie bracket

$$[(s_1, r_1), (s_2, r_2)]_{\mathfrak{s} \ltimes \mathfrak{r}} = ([s_1, s_2]_{\mathfrak{s}}, [r_1, r_2]_{\mathfrak{r}} + \rho(s_1)r_2 - \rho(s_2)r_1),$$

for all $s_1, s_2 \in \mathfrak{s}$ and $r_1, r_2 \in \mathfrak{r}$. Here $\rho$ is a Lie algebra homomorphism of $\mathfrak{s}$ into the derivative operators on $\mathfrak{r}$. To be explicit, this means

$$\rho([s_1, s_2]) = \rho(s_1)\rho(s_2) - \rho(s_2)\rho(s_1) \quad \text{(Lie-algebra homomorphism)},$$

$$\rho(s)([r_1, r_2]) = [\rho(s)(r_1), r_2] + [r_1, \rho(s)(r_2)] \quad \text{(derivative operator)}.$$ 

Both properties are needed to assure the Jacobi identity of the semi-direct product. Since $\rho$ is a representation of $\mathfrak{s}$ in $\mathfrak{r}$ it should be possible to classify the different semi-direct products $\rho$ by the representation theory of $\mathfrak{s}$.

The possible representations of $\mathfrak{so}(3)$ and $\mathfrak{so}(2, 1)$ must be three-dimensional. So we have

$$1 \oplus 1 \oplus 1, \quad 1 \oplus 2, \quad 3.$$ 

(3.13)

The representation 3 for $\mathfrak{so}(3)$ is

$$M_1 = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad M_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}.$$ 

(3.14)

The representation 3 for $\mathfrak{so}(2, 1)$ is

$$M_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}.$$ 

(3.15)
The representation 2 for \(\mathfrak{so}(3)\) is given by the Pauli matrices

\[M_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad M_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.\] (3.16)

Since the Pauli matrices contain at least one complex generator (in any basis) we cannot build a real six-dimensional Lie-algebra from this representation of the semi-direct product. So the \(1 \oplus 2\) is discarded for \(\mathfrak{s} = \mathfrak{so}(3)\). Through the Weyl unitary trick we find the two-dimensional representation of \(\mathfrak{so}(2, 1)\) to be real:

\[M_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad M_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.\] (3.17)

Hence, the \(1 \oplus 2\) is still possible for \(\mathfrak{s} = \mathfrak{so}(2, 1)\).

Having recalled the various representations we need to go from the representation \(\rho\) to the construction of the six-dimensional Lie algebra, that is, the construction of the structure constants. For that, consider the bracket

\[[s_a, r_i] = f^j_{ai} r_j \equiv [M_a]_i^j r_j,\] (3.18)

The three matrices \(M_a\) make up the representation of the simple part \(\mathfrak{s} = (\mathfrak{so}(3)\) or \(\mathfrak{s} = \mathfrak{so}(2, 1)\)).

For the 1 representation we have \(M_a = 0\), hence the six-dimensional algebra is the direct product of the solvable and the simple part. Further constraints come from the demand that \(\rho\) is a derivation when \(\rho\) is non-trivial (i.e. \(\rho \neq 1 \oplus 1 \oplus 1\) ). We analyze this below, where we denote by \(\rho\) the representation of an arbitrary element of \(\mathfrak{s}\), that is \(\rho = \rho(s_i)\) with \(s_i\) arbitrary. So when we write \(\rho(r_1)\) we really mean \(\rho(s_i)(r_1)\). In components we write

\[\rho(r^i) = \rho^j r^j.\] (3.19)

In what follows we investigate the conditions on the matrix elements \(\rho^i_j\) coming from (3.12b).

- \(\mathfrak{r} = \mathfrak{u}(1)^3\): There are no conditions coming from (3.12b).

- \(\mathfrak{r} = \text{Heis}_3\): \(\rho_2^2 = \rho_2^1 = 0\), \(\rho_3^2 = \rho_2^0 + \rho_1^1\). Hence only the 3 representation is excluded. For the \(1 \oplus 2\) representation, \(r_3\) is the singlet.

- \(\mathfrak{r} = \mathfrak{iso}(2) \& \mathfrak{iso}(1, 1)\): \(\rho_1^3 = \rho_1^2 = \rho_1^1 = 0\), \(\rho_2^3 = \rho_2^2\), \(\rho_3^3 = \mp \rho_2^3\), where the upper (lower) sign is for \(\mathfrak{iso}(2) \) (\(\mathfrak{iso}(1, 1)\)). Both the \(1 \oplus 2\) and the 3 representation are excluded.

Let us summarize by listing all unipotent algebras that we have found that are not solvable. First we have the four semi-simple cases, which we list in table 1.

Then we have the non-semi-simple, non-solvable unipotent examples, which we list in table 2.
Table 1: The semi-simple six-dimensional Lie algebras

| Case                       | Representations |
|---------------------------|-----------------|
| $\mathfrak{so}(3) \times \mathfrak{so}(3)$ | $\rho = 1 \oplus 1 \oplus 1$ and $\rho = 3$ |
| $\mathfrak{so}(3) \times \mathfrak{so}(2,1)$ | $\rho = 1 \oplus 1 \oplus 1$ |
| $\mathfrak{so}(2,1) \times \mathfrak{so}(2,1)$ | $\rho = 1 \oplus 1 \oplus 1$ |
| $\mathfrak{so}(3,1)$     | $\rho = 1 \oplus 1 \oplus 1$ |

Table 2: The unipotent non-solvable, non-semi-simple six-dimensional Lie algebras

Hence there are 16 unipotent non-solvable six-dimensional Lie algebras. These have to be added to the list of solvable unipotent Lie algebras in [17,56]. As we mentioned before, unipotence is just one condition for a compactification $L$ to exist when the group $G$ is non-compact, but we do not know which of these examples cannot be made compact. The non-compact semi-simple cases of Table 1 could be problematic. When the representation is trivial, $\rho = 1 \oplus 1 \oplus 1$, for the cases in Table 2 and the simple part is $\mathfrak{so}(3)$ then we know for sure that the space can be made compact since $\text{SO}(3)$ is compact and the three-dimensional solvable groups can be made compact, see e.g. [7, version 1].

4 Discrete symmetries, orbifolds and orientifolds

4.1 Discrete subgroups of $\text{SU}(3)$

In this paper we restrict ourselves to the study of compactifications that preserve $\mathcal{N} = 1$ in four dimensions since these are interesting for phenomenological reasons. Since group manifolds have a trivial structure group they lead after an orientifold projection to 4D theories with $\mathcal{N} = 4$. Therefore we have to mod out the group manifolds by a discrete subgroup of $\text{SU}(3)$ to obtain an $\mathcal{N} = 1$ theory. Any dS critical point we find is then also a dS critical point of the parent $\mathcal{N} = 4$ theory. General studies of 4D $\mathcal{N} = 4$ theories [18,22,23,61,64] indicate that they do not allow for a metastable dS solution. However, when we truncate to an $\mathcal{N} = 1$ theory we can hope that we project out the tachyonic directions and find stable dS vacua. An unstable dS extremum in the parent
\( \mathcal{N} = 4 \) theory could then be stable in the truncated \( \mathcal{N} = 1 \) theory\(^{14} \). On general grounds one might expect that lowering the amount of supersymmetry of the effective action also lowers the constraints on obtaining stable dS critical points. This has been explicitly confirmed in [65] by the construction of stable dS solutions in \( \mathcal{N} = 2 \) gauged supergravity. It is desirable to understand the higher-dimensional origin of this solution, as it is unknown as yet.

Let us now explain how we proceed to construct an orientifold to get an \( \mathcal{N} = 1 \) supergravity. We can define three complex coordinates \( z^i \) on the group spaces. In order to find an \( \mathcal{N} = 1 \) theory we have to first act on these three complex coordinates (holomorphically) with a discrete subgroup \( \Gamma \subset SU(3) \) (\( \Gamma \not\subset SU(2) \)). Through its action on the \( z^i \), \( \Gamma \) also acts on the structure constants and it is severely constrained by the requirement that these are invariant. In the case that we have to mod out the group manifold by a lattice \( L \) to make it compact, we also have to ensure that \( \Gamma \) maps the lattice points (i.e. points in \( G \) that are identified) into each other. This generically puts strong constraints on the possible \( \Gamma \) for any compact \( G/L \). In addition to this orbifold projection we do an orientifold projection that leads to O6-planes. The resulting space is the quotient \( G/\Gamma/\hat{\sigma} \) with \( \hat{\sigma} = \sigma \Omega_p(-1)^F_L \), where \( \Omega_p \) is the world-sheet parity operator and \( F_L \) is the space-time fermion number in the left-moving sector. Furthermore, we have to demand that \( \hat{\sigma} \) is a \( \mathbb{Z}_2 \) extension of \( \Gamma \) i.e. that for all \( \gamma \in \Gamma \) we have \( \gamma \hat{\sigma} \gamma \hat{\sigma} \in \Gamma \). In order to preserve supersymmetry \( \sigma \) has to act anti-holomorphically on the \( z^i \). The 3-cycles that are fixed under the action of \( \sigma \) are wrapped by O6-planes.

While it is beyond the scope of this paper to list all possible orbifold and orientifold projections for all group spaces, we will briefly discuss all discrete subgroups of \( SU(3) \) \([66, 68]\) that are not contained in \( SU(2) \). There are two infinite series of abelian subgroups. The \( \mathbb{Z}_N \) subgroups are generated by the following action

\[
\theta: (z^1, z^2, z^3) \rightarrow (e^{\frac{2\pi in_1}{N} z^1}, e^{\frac{2\pi in_2}{N} z^2}, e^{\frac{2\pi i(N-n_1-n_2)}{N} z^3}), \quad n_1 \leq n_2 \leq N - n_1 - n_2. \tag{4.1}
\]

One can also combine two cyclic subgroups of \( SU(2) \) to get the subgroup \( \mathbb{Z}_N \times \mathbb{Z}_M \) which is generated by

\[
\begin{align*}
\theta_1: (z^1, z^2, z^3) & \rightarrow (e^{\frac{2\pi i}{N} z^1}, e^{-\frac{2\pi i}{N} z^2}, z^3), \\
\theta_2: (z^1, z^2, z^3) & \rightarrow (e^{\frac{2\pi i}{M} z^1}, z^2, e^{-\frac{2\pi i}{M} z^3}). \tag{4.2a}
\end{align*}
\]

There are also two infinite series of non-abelian discrete subgroups called \( \Delta(3n^2) \) and \( \Delta(6n^2) \). Both of these groups have an abelian \( \mathbb{Z}_n \times \mathbb{Z}_n \) subgroup. \( \Delta(3n^2) \) is an \( \mathbb{Z}_3 \) extension of this abelian group where the \( \mathbb{Z}_3 \) is generated by the following action

\[
(z^1, z^2, z^3) \rightarrow (z^2, z^3, z^1). \tag{4.3}
\]

\(^{14}\)Since we restrict ourselves to \( \mathcal{N} = 1 \) theories we cannot exclude the possibility that one of our group manifolds leads to (un)stable dS solutions in \( \mathcal{N} = 2, 4 \) SUGRA that are not consistent with our orbifold projection i.e. that we do not find. It would therefore be very interesting to study compactifications on group spaces that lead to \( \mathcal{N} = 2, 4 \) theories.
\(\Delta(6n^2)\) is an \(S_3\) extension of \(\mathbb{Z}_n \times \mathbb{Z}_n\), where \(S_3\) is the permutation group of three elements that is of order 6 and acts on the three \(z^i\). Finally there are the so called exceptional discrete subgroups of \(\text{SU}(3)\): \(\Sigma_{36, \varphi}, \Sigma_{60, \varphi}, \Sigma_{72, \varphi}, \Sigma_{168, \varphi}, \Sigma_{216, \varphi}, \Sigma_{360, \varphi}\) with \(\varphi = 1, 3\), where the subscript for \(\varphi = 1\) is the order of the group.

If \(\Gamma\) has fixed points then \(G/\Gamma\) has orbifold singularities at these fixed points\(^{15}\). This is sensible in string theory where a set of new degrees of freedom, called the twisted sector, arises at each orbifold singularity. In order to trust the supergravity analysis one has to resolve the singularity by "blowing it up". This leads to new cycles at the resolved orbifold singularity. These new cycles and their dual forms lead to new moduli but also allow us to turn on additional fluxes. We will not investigate these extra moduli and fluxes and expect that the extra moduli can be stabilized by the extra fluxes at a higher scale so that their impact on our analysis is small. This was explicitly confirmed for a concrete CY\(_3\) compactification in \([37]\).

We will now illustrate the general discussion above for the explicit example of the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifold since it plays a prominent role in the construction of dS vacua.

### 4.2 The standard \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orientifold example

#### The classification of compatible algebras

In this subsection we work out some details of the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifold since this case will be important in the next section. Rather than taking each group space \(G\) and check whether its structure constants are compatible with the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifold action, we work with a generic group space with one-forms \(e^a, a = 1, \ldots, 6\) that satisfy \(de^a = -\frac{1}{2} f^{a}_{bc} e^b \wedge e^c\). We check which structure constants \(f^{a}_{bc}\), and therefore which groups, are compatible with the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifold action and a further orientifold action. For non-compact \(G\) one also has to verify the existence and compatibility of a lattice \(L\) such that \(G/L\) is compact.

Defining the three complex one-forms\(^{16}\)

\[
\begin{align*}
dz^1 &= e^1 + \tau_1 e^6, \\
dz^2 &= e^2 + \tau_2 e^4, \\
dz^3 &= e^3 + \tau_3 e^5,
\end{align*}
\]

where the \(\tau_i\) are complex complex structure moduli, we find from \([12a]\) that the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) compactification

\(^{15}\)These orbifold fixed points should not be confused with the fixed loci of the orientifold action. The cycles that are fixed under the elements \(\gamma \sigma\) with \(\gamma \in \Gamma\) are not singularities but rather the cycles wrapped by the orientifold sources.

\(^{16}\)We refrain from using a more natural definition like \(dz^i = e^i + \tau_i e^{i+3}\), \(i = 1, 2, 3\), in order to match with \([19]\) where the authors partially classified group spaces that are compatible with the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifolds.
action is generated by $\theta_1$ and $\theta_2$ that act as

$$
\begin{array}{l}
\theta_1: \\
\begin{cases}
e^1 &\rightarrow -e^1 \\
e^2 &\rightarrow -e^2 \\
e^3 &\rightarrow e^3 \\
e^4 &\rightarrow -e^4 \\
e^5 &\rightarrow e^5 \\
e^6 &\rightarrow -e^6 \\
\end{cases} \\
\theta_2: \\
\begin{cases}
e^1 &\rightarrow -e^1 \\
e^2 &\rightarrow e^2 \\
e^3 &\rightarrow -e^3 \\
e^4 &\rightarrow e^4 \\
e^5 &\rightarrow -e^5 \\
e^6 &\rightarrow -e^6 \\
\end{cases} \\
\end{array}
$$

(4.5)

For this orbifold there are two possible orientifold projections [9]. Here we will focus on the so called standard orientifold projection $\sigma: z^i \rightarrow \bar{z}^i$, $i = 1, 2, 3$. We will present the relevant results for a classification for the non-standard orientifold projection $\sigma_{ns}: (z^1, z^2, z^3) \rightarrow (\bar{z}^1, \bar{z}^3, \bar{z}^2)$ in the next subsection.

An orientifold action always projects out half of the complex structure moduli. For the standard orientifold projection this simply results in $\text{Re}(\tau_i) = 0$, $\forall i$. The explicit action of $\sigma$ on the $e^i$ is given by

$$
\sigma: \\
\begin{cases}
e^1 &\rightarrow e^1 \\
e^2 &\rightarrow e^2 \\
e^3 &\rightarrow e^3 \\
e^4 &\rightarrow -e^4 \\
e^5 &\rightarrow -e^5 \\
e^6 &\rightarrow -e^6 \\
\end{cases} \\
$$

(4.6)

This restricts the Lie algebra to be of the particular form

$$
de e^1 = f^1_{23} e_2 e_3 + f^1_{45} e_4 e_5, \quad de^2 = f^2_{13} e_1 e_3 + f^2_{56} e_5 e_6, \\
de^3 = f^3_{12} e_1 e_2 + f^3_{46} e_4 e_6, \quad de^4 = f^4_{36} e_3 e_6 + f^4_{15} e_1 e_5, \\
de^5 = f^5_{14} e_1 e_4 + f^5_{26} e_2 e_6, \quad de^6 = f^6_{34} e_3 e_4 + f^6_{25} e_2 e_5.
$$

(4.7)

We find that the algebra is automatically unipotent.

From the combination of the orientifold with the orbifold elements we find four intersecting O6 planes in the covering space $G$

| $e^1$ | $e^2$ | $e^3$ | $e^4$ | $e^5$ | $e^6$ |
|-------|-------|-------|-------|-------|-------|
| $\times$ | $\times$ | $\times$ | $-$ | $-$ | $-$ |
| $-$ | $-$ | $\times$ | $\times$ | $-$ | $\times$ |
| $-$ | $\times$ | $-$ | $\times$ | $\times$ | $\times$ |
| $\times$ | $-$ | $-$ | $\times$ | $\times$ | $-$ |

where each entry denotes a left-invariant direction of $G$.

We want to determine all the unipotent algebras in our classification that are consistent with the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold and the standard orientifold. Let us first do this on the level of the structure constants and later link it to the algebras in our classification tables. From
now on we group the structure constants into a matrix denoted \( r \) as in [9]

\[
\begin{bmatrix}
  f_{145} & f_{123} & -f_{634} & -f_{625} \\
  -f_{256} & f_{436} & -f_{213} & -f_{415} \\
  -f_{346} & f_{526} & f_{123} & -f_{514} \\
  f_{526} & f_{514} & f_{346} & f_{213}
\end{bmatrix}
\]  

(4.8)

To classify all possible Lie algebras that are invariant under \( \theta_1, \theta_2 \) and \( \sigma \) we need to understand what kind of \( \text{GL}(6, \mathbb{R}) \)-transformations commute with \( \theta_1, \theta_2 \) and \( \sigma \). Then we have to mod out by these transformations in order to classify inequivalent models. Hence, consider a general transformation 6 by 6 matrix \( M \in \text{GL}(6, \mathbb{R}) \) that acts on the generators \( e^i \to e^i = M^j_i e^j \).

(4.9)

The condition that \( M \) commutes with \( \theta_1, \theta_2 \) and \( \sigma \) and thus preserves the form of the Maurer–Cartan equations leads to

\[
M = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6)
\]

(4.10)

where \( \lambda_i \neq 0 \) corresponds to a rescaling of a generator. Since there are six \( \lambda \)'s to choose from one can set up to six non-zero \( f_{abc} \)'s equal to \( \pm 1 \). Then one can check that the Jacobi identities ensure that the other 6 remaining \( f_{abc} \)'s have to be either \( \pm 1 \) or 0. So we have found that the only \( M \)-transformations that preserve the above form of the Maurer–Cartan equations are rescalings and that these rescalings ensure that all structure constants can be normalized to \( \pm 1, 0 \).

So now we can start investigating all sets of matrices \( r \) with entries 0, +1, −1 that obey the Jacobi identities. If we exclude the trivial algebra then there is at least one structure constant non-zero. After relabeling of the axes we can always take that to be the top-left element of \( r \), \( f_{145} \neq 0 \).

If we go through all Jacobi identities, we find four classes of allowed algebras:

**class A**: \[
\begin{bmatrix}
f_{145} & f_{123} & -f_{634} & -f_{625} \\
-f_{256} & f_{436} & -f_{213} & -f_{415} \\
-f_{346} & f_{526} & f_{123} & -f_{514} \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

(4.11a)

**class B**: \[
\begin{bmatrix}
f_{145} & 0 & 0 & -f_{625} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

(4.11b)

**class C**: \[
\begin{bmatrix}
f_{145} & f_{123} & -f_{634} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

(4.11c)

**class D**: \[
\begin{bmatrix}
f_{145} & 0 & 0 & 0 \\
0 & 0 & 0 & -f_{615} \\
0 & 0 & 0 & 0 \\
0 & 0 & f_{514} & 0
\end{bmatrix}
\]

(4.11d)
We further discuss some of these four classes and their corresponding group spaces in section 5.1.

Note that we obtained the four cases through relabeling of the generators, in other words by considering permutations. Permutations are not of the form $M$ as given in equation (4.10) since permutations change the definition of the various involutions. However, one can show for the standard orientifold, that permutations of rows and columns in $r$ map one model to an equivalent one.

The SU(3)-structure

There are no one-forms that are invariant under the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold action. Furthermore, the only invariant two-forms have all negative parity under the orientifold action $\sigma$. We choose them to be

$$
Y^{(2\leftarrow)}_1 = \frac{i}{2\tau_1} dz^1 \wedge d\bar{z}^1 = e^{16}, \\
Y^{(2\leftarrow)}_2 = -\frac{i}{2\tau_2} dz^2 \wedge d\bar{z}^2 = -e^{24}, \\
Y^{(2\leftarrow)}_3 = \frac{i}{2\tau_3} dz^3 \wedge d\bar{z}^3 = e^{35},
$$

where $\tau_i \equiv \text{Im}(\tau_i)$. The even and odd real three-forms are

$$
Y^{(3\leftarrow)}_1 = e^{123}, \quad Y^{(3\leftarrow)}_2 = e^{145}, \quad Y^{(3\leftarrow)}_3 = e^{256}, \quad Y^{(3\leftarrow)}_4 = -e^{346}, \\
Y^{(3\rightarrow)}_1 = e^{456}, \quad Y^{(3\rightarrow)}_2 = e^{236}, \quad Y^{(3\rightarrow)}_3 = e^{134}, \quad Y^{(3\rightarrow)}_4 = e^{125}.
$$

Since $J$ and $\Omega_R$ must be odd under the SU(3)-structure preserving orientifold involution, we find that they must be of the form

$$
J = k^1 Y^{(2\leftarrow)}_1 = k^1 e^{16} - k^2 e^{24} + k^3 e^{35},
$$

$$
\Omega_R = \mathcal{F}_K Y^{(3\rightarrow)}_K = \mathcal{F}_1 e^{456} + \mathcal{F}_2 e^{236} + \mathcal{F}_3 e^{134} + \mathcal{F}_4 e^{125},
$$

where $k^i$ and $\mathcal{F}_K$ are real coefficients.

From

$$
J \wedge J \wedge J = 6 k^1 k^2 k^3 e^{123456},
$$

we find that (for our choice of orientation) $k^1 k^2 k^3 > 0$ rendering all or one of the coefficients $k^i$ positive. This allows us to compute the complex structure $I$. In order to be able to properly normalize it with real $c$ in (3.2) we need furthermore $\mathcal{F}_1 \mathcal{F}_2 \mathcal{F}_3 \mathcal{F}_4 > 0$. Explicitly we find

$$
I^6_6 = -\sqrt{\frac{\mathcal{F}_1 \mathcal{F}_2}{\mathcal{F}_3 \mathcal{F}_4}}, \quad I^6_1 = \sqrt{\frac{\mathcal{F}_3 \mathcal{F}_4}{\mathcal{F}_1 \mathcal{F}_2}},
$$

$$
I^4_4 = +\sqrt{\frac{\mathcal{F}_1 \mathcal{F}_3}{\mathcal{F}_2 \mathcal{F}_4}}, \quad I^4_2 = -\sqrt{\frac{\mathcal{F}_2 \mathcal{F}_4}{\mathcal{F}_1 \mathcal{F}_3}},
$$

$$
I^3_5 = -\sqrt{\frac{\mathcal{F}_1 \mathcal{F}_4}{\mathcal{F}_2 \mathcal{F}_3}}, \quad I^5_3 = \sqrt{\frac{\mathcal{F}_2 \mathcal{F}_3}{\mathcal{F}_1 \mathcal{F}_4}}.
$$

\textsuperscript{17}Note, that we have relabeled the expansion coefficient and flipped the sign in front of $e^{24}$ compared to [19].
From equation (B.3) we obtain the metric, which turns out to be diagonal, consistent with even parity under the orientifold involution

$$g = \frac{1}{\sqrt{F_1 F_2 F_3 F_4}} \left( k^1 F_3 F_4, k^2 F_2 F_4, k^3 F_2 F_3, k^2 F_1 F_3, k^1 F_1 F_2 \right).$$ (4.18)

With the metric available we can compute $\Omega_I = \star \Omega_R$

$$\Omega_I = Z^K Y_K^{(3+)} = \sqrt{F_1 F_2 F_3 F_4} \left( F_1^{-1} e^{123} + F_2^{-1} e^{145} - F_3^{-1} e^{256} - F_4^{-1} e^{346} \right).$$ (4.19)

The normalization condition (B.1) leads to

$$\sqrt{F_1 F_2 F_3 F_4} = k^1 k^2 k^3.$$ (4.20)

The normalization condition (B.1) also allows us to determine the normalization of

$$\Omega = F_K Y_K^{(3-)} + i Z^K Y_K^{(3+)} \propto d z^1 \wedge d z^2 \wedge d z^3$$ (4.21)

so that we can express the $Z^K$ and $F_K$ explicitly in terms of the three independent complex structure parameters $\hat{\tau}_i \equiv \text{Im}(\tau_i)$ and the $k^i$

$$Z^1 = \frac{1}{\sqrt{\hat{\tau}_1 \hat{\tau}_2 \hat{\tau}_3}}, \quad Z^2 = -\sqrt{\frac{\hat{\tau}_2 \hat{\tau}_3}{\hat{\tau}_1}}, \quad Z^3 = \sqrt{\frac{\hat{\tau}_1 \hat{\tau}_3}{\hat{\tau}_2}}, \quad Z^4 = -\sqrt{\frac{\hat{\tau}_1 \hat{\tau}_2}{\hat{\tau}_3}},$$ (4.22)

$$F_K = \frac{\sqrt{k^1 k^2 k^3}}{Z^K}, \quad \forall K.$$ (4.23)

The absence of nowhere-vanishing one-forms on homogeneous strict SU(3)-structure spaces implies $W_4 = W_5 = 0$. Since there are no even two-forms in this example there are no gauge fields and no D-terms, so that we find that $W_1, W_2$ are real and we obtain a half-flat SU(3)-structure space (cf. appendix B). Furthermore, we can construct the remaining torsion classes from the identities

$$W_1 = -\frac{1}{6} \star_6 (d J \wedge \Omega_I),$$ (4.24a)

$$W_2 = -\star d \Omega_I + 2 W_1 J,$$ (4.24b)

$$W_3 = d J - \frac{1}{2} W_1 \Omega_R.$$ (4.24c)

### 4.3 The non-standard $\mathbb{Z}_2 \times \mathbb{Z}_2$ orientifold example

We provide some details for an alternative orientifold projection of the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold, which leads to explicit examples of 4D supergravity theories with D-terms.

---

18For non-homogeneous SU(3)-structures this is not true as forms $W_4$ and $W_5$ that vanish somewhere are still allowed.

19To understand how the torsion classes depend on all moduli is not too hard for this simple example, but formulae for more general cases have been derived in \[40\].
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We take the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold group to act on the six one-forms $e^a$ as

$$
\theta_1 : \begin{cases}
e^1 &\rightarrow -e^1 \\
e^2 &\rightarrow -e^2 \\
e^3 &\rightarrow e^3 \\
e^4 &\rightarrow -e^4 \\
e^5 &\rightarrow -e^5 \\
e^6 &\rightarrow e^6 
\end{cases}, \quad \theta_2 : \begin{cases}
e^1 &\rightarrow -e^1 \\
e^2 &\rightarrow e^2 \\
e^3 &\rightarrow -e^3 \\
e^4 &\rightarrow -e^4 \\
e^5 &\rightarrow e^5 \\
e^6 &\rightarrow -e^6 
\end{cases}
$$

(4.25)

Due to the simplicity of this action we see that it does not relate any of the $f^{abc}$ to each other, rather it projects out all but 24 of the metric fluxes. In the case of the standard orientifold projection 12 more metric fluxes get projected out by the orientifold projection. However, for the non-standard orientifold projection $\sigma_{ns}$ we have the following action on the $e^a$

$$
\sigma_{ns} : \begin{cases}
e^1 &\rightarrow e^1 \\
e^2 &\rightarrow e^3 \\
e^3 &\rightarrow e^2 \\
e^4 &\rightarrow -e^4 \\
e^5 &\rightarrow -e^6 \\
e^6 &\rightarrow -e^5 
\end{cases}
$$

(4.26)

$\sigma_{ns}$ relates 10 of the metric fluxes to each other

$$
\begin{align*}
f^1_{26} &= -f^1_{35}, & f^4_{35} &= f^4_{26}, \\
f^2_{13} &= f^3_{12}, & f^5_{13} &= -f^6_{12}, \\
f^2_{16} &= -f^3_{15}, & f^5_{16} &= f^6_{15}, \\
f^2_{34} &= -f^3_{24}, & f^5_{34} &= f^6_{24}, \\
f^2_{46} &= f^3_{45}, & f^5_{46} &= -f^6_{45},
\end{align*}
$$

(4.27)

and projects out two: $f^1_{23} = f^1_{56} = 0$.

It is straightforward to check that we have two odd and one even two-form which we take to be

$$
Y^{(2-)}_i = -\frac{1}{2} e^{14}_i, \quad Y^{(2-)}_2 = e^{25} + e^{36}, \quad Y^{(2+)} = e^{25} - e^{36}.
$$

(4.28)

So in this case we have two matrices $r_{iK}$ and $\tilde{r}_K$ such that

$$
dY^{(2-)}_i = -r_{iK} Y^{(3-)}_K, \quad i = 1, 2, \quad dY^{(2+)} = -\tilde{r}_K Y^{(3+)}_K, \quad K = 1, 2, 3, 4.
$$

(4.29)

Choosing the three-forms to be

$$
\begin{align*}
Y^{(3+)}_1 &= e^{126} - e^{135}, & Y^{(3-)}_1 &= \frac{1}{2} (e^{246} - e^{345}), \\
Y^{(3+)}_2 &= -e^{234}, & Y^{(3-)}_2 &= e^{156}, \\
Y^{(3+)}_3 &= -e^{456}, & Y^{(3-)}_3 &= e^{123}, \\
Y^{(3+)}_4 &= -e^{246} - e^{345}, & Y^{(3-)}_4 &= -\frac{1}{2} (e^{126} + e^{135}),
\end{align*}
$$

(4.30)
we find the explicit expressions
\[
\begin{align*}
r & = \begin{pmatrix}
\frac{f^3_{26}}{2} & \frac{f^3_{26}}{2} & \frac{f^3_{23}}{2} & -f^3_{26} \\
2(f^3_{24} + f^6_{45}) & 2f^3_{15} & -2f^6_{12} & -2(f^3_{12} + f^6_{15})
\end{pmatrix}, \\
\hat{r} & = \begin{pmatrix}
-f^6_{12} + f^6_{15} & 2f^6_{24} & 2f^3_{45} & f^3_{24} - f^6_{45}
\end{pmatrix}.
\end{align*}
\]

The matrices are again constrained by the requirement that \( d^2e^a \propto f^a_{b(c} f^b_{de)} = 0, \forall a. \) This gives in our case 11 independent constraints; only two of these are obtained by demanding that \( d^2Y_i^{(2-)} = r_i K \hat{r} Y^{(4+)} = 0, i = 1, 2. \) Furthermore, we have to satisfy \( dH = h_K dY^{(3-)} K = h_K \hat{r} K Y^{(4+)} = 0, \) i.e. the metric fluxes have to satisfy \( h_K \hat{r} K = 0. \)

### 4.4 General abelian and non-abelian orbifolds

Contrary to for example the torus \( U(1)^6 = T^6 = \mathbb{R}^6 / L, \) for any compact group space it is not necessary to mod out by a lattice \( L \) so that for these group spaces the only constraint on the orbifold group is that it is compatible with the structure constants. This means that in principle all the discrete subgroups of \( SU(3) \) should be studied in the search for \( dS \) vacua. In [9] the authors investigated the existence of \( dS \) extrema in 17 abelian orbifolds of small order and found that all of their examples except \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) can be excluded by no-go theorems. Intuitively the reason for this seems to be that quotients by orbifold groups of large order lead to models with only very few moduli and structure constant. \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) is the most symmetric case which allows for the largest number of moduli and structure constants and might therefore be the only abelian orbifold that leads to \( dS \) vacua. However, there is no proof of this and it is also possible that an abelian orbifold group that has not been studied yet allows for \( dS \) vacua. We do not pursue this here but leave it to the interested reader to construct such models or find no-go theorems.

Non-abelian orbifolds have not been studied at all in the context of \( dS \) vacua. Here, we would like to point out that they can be excluded if they contain an abelian subgroup that has already been excluded. So for example: based on the results of [9], we find that \( \Delta(3n^2) \) and \( \Delta(6n^2) \) are excluded for \( n = 3, 4, 6. \) We will discuss the interesting case \( n = 2 \) below. Since there are only finitely many forms and structure constants on a six-dimensional group space, one expects, as we argued above, that discrete subgroups of small order are the most promising because they lead to the richest set of fields and structure constants. Based on this observation it seems unlikely that \( \Delta(3n^2) \) and \( \Delta(6n^2) \) for \( n = 5, 7, 8, \ldots \) or any of the exceptional non-abelian groups (which are of order 36 or larger) can lead to \( dS \) vacua. Therefore we will focus on \( \Delta(12) \) which is important for our construction of \( dS \) vacua in the next section.

\[^{20}\]The so called isotropic \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) orbifold that was studied in [14, 15] is the non-abelian orbifold \( \Delta(12). \)
4.4.1 The standard orientifold of $\Delta(12)$

For the standard orientifold projection, we find that the $Z_3$ extension of $Z_2 \times Z_2$ acts on the $e^i$ as\[ Z_3 : \begin{cases} e^1 \to e^2 \\ e^2 \to e^3 \\ e^3 \to e^1 \\ e^4 \to -e^5 \\ e^5 \to e^6 \\ e^6 \to -e^4 \end{cases} \]

This leads to an identification of the moduli in (4.15) so that there is only one Kähler modulus $k \equiv k^1 = k^2 = k^3$ and two complex structure parameters $\mathcal{F}_1$ and $\mathcal{F}_2 = \mathcal{F}_3 = \mathcal{F}_4$. Furthermore, the structure constants have to satisfy the following additional constraints\[ \begin{align*}
f_{145} &= -f_{256} = -f_{346}, \\
f_{123} &= -f_{213} = f_{312}, \\
f_{34} &= f_{15} = -f_{526}, \\
f_{25} &= -f_{36} = -f_{414}.
\end{align*} \]

The Jacobi identities can only be solved if $f_{123} = f_{34} = f_{25}$ so that we find the $r$-matrix\[ r = \left( f_{145}^{1} - f_{123}^{1} \right). \]

The structure constants can again be rescaled so that they are $0, \pm 1$.

4.4.2 The non-standard orientifold of $\Delta(12)$

For the non-standard orientifold projection (see 4.3 for details) the extension $Z_3$ acts as\[ Z_3 : \begin{cases} e^1 \to e^2 \\ e^2 \to e^3 \\ e^3 \to e^1 \\ e^4 \to e^5 \\ e^5 \to e^6 \\ e^6 \to e^4 \end{cases} \]

This quotient projects out the even two-form so that there is no gauge field and therefore no D-term anymore. We are again left with a model that has one Kähler modulus and two complex structure parameters. The extra $Z_3$ quotient requires that the structure constants\[^{21}\text{The two extra minus signs arise due to the minus sign in our definition of } Y_2^{(2)} \text{ in (4.12).}\]
satisfy the constraints

\[
\begin{align*}
f^{1}_{26} &= f^{3}_{15} = -f^{3}_{24}, \\
f^{4}_{26} &= f^{6}_{15} = f^{6}_{24}, \\
f^{4}_{23} &= f^{6}_{12}, \\
f^{4}_{56} &= f^{6}_{45}, \\
f^{3}_{12} &= f^{3}_{45} = 0.
\end{align*}
\] (4.40)

This case is peculiar since there are four independent structure constants but only two linear combinations appear in the \(r\)-matrix

\[
r = \left( 2f^{1}_{26} - f^{4}_{56} f^{4}_{23} \right). 
\] (4.45)

The existence of extra structure constants that do not appear in the \(r\)- or \(\hat{r}\)-matrices, and therefore not in the scalar potential, was previously noticed for some abelian-orbifolds in [9]. These extra structure constants appear in the Jacobi identities. For \(r \neq 0\) the Jacobi identities can only be solved for

\[
\begin{align*}
f^{4}_{26} &= 0, \quad f^{1}_{26} = 0, \quad f^{4}_{23} = 0, \\
or \quad f^{4}_{26} &= 0, \quad f^{1}_{26} = f^{4}_{56}
\end{align*}
\] (4.46)

5 Classification of de Sitter solutions

As we have argued at the end of section 2.1, flux compactifications of massive type IIA together with O6-planes lead to a 4D scalar potential that depends on all moduli. Among the moduli there are two universal ones that are present for any compactification space, the volume modulus \(\rho = (\text{vol}_6)^{1/3}\) and the dilaton \(\phi\). Based on the scaling behavior of the scalar potential with respect to these two fields, the authors of [4] showed that type IIA flux compactification with RR- and \(H\)-flux and O6-planes cannot lead to dS vacua when the compact space is a \(CY_3\) manifold. However, this no-go theorem can be circumvented on SU(3)-structure spaces with negative scalar curvature. This observation led to many papers [5,7,9,12] that generalized the no-go theorem of [4] but also to constructions of actual classical dS solutions from the 4D effective theory [5,7,9,11,13,17] (see also [18]) as well as 10D constructions [10,19]. However, so far all explicit constructions of geometric dS solutions are perturbatively unstable since there is at least one tachyonic field. In compactifications on more general non-geometric spaces it is possible to find stable dS vacua [14,15]. However, since the internal space is non-geometric it is not clear whether the supergravity approach is reliable.

In [9] the authors studied twisted versions of all abelian toroidal orbifolds \(T^6/\mathbb{Z}_N\) and \(T^6/\mathbb{Z}_N \times \mathbb{Z}_M\) and checked whether they allow for dS solutions or can be excluded by no-go theorems. Since the orbifold and orientifold actions have to be compatible with the torus lattice, it turns out that there are 36 different cases [9,69,70]. However, if one
restricts to the untwisted sector\(^{22}\) only 11 of these models are different. Out of these 11 models only the two different orientifolds of the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifold could not be excluded by no-go theorems and were shown to allow for dS solutions. Only for the non-standard orientifold projection were the authors able to construct an explicit compact example. For the standard orientifold projection it was shown in \([8]\) that the group space \(SU(2) \times SU(2)\) provides an explicit compact example that allows for dS solutions. In this section we will fully classify all possible group spaces that lead to dS vacua and that are compatible with the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifold action and either one of the orientifold projections. As in the previous papers we establish the solutions numerically by minimizing the slow roll parameter

\[ \epsilon = G^{IJ} \frac{\partial I V \partial J V}{2V^2}, \quad (5.1) \]

where \(G^{IJ}\) denotes the inverse field space metric.

### 5.1 The standard \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orientifold

In the previous section in equation (4.11) we have classified the group manifolds that are compatible with the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) orbifold and the standard orientifold projection. In this section we check which of these group spaces can lead to dS vacua\(^{23}\).

Class B and C are excluded by a no-go theorem \([9]\) since they have at least one zero row. Class D is of the form \(G_6 = G_3 \times U(1)^3\), with \(G_3\) a unipotent three-dimensional algebra. For this case there is no analytic no-go theorem, but numerically one finds \(\epsilon \approx 1.57221\) unless \(f_{45}^7 = f_{15}^4 = f_{14}^5\) in which case one gets \(\epsilon \approx 2\) (cf. \([9]\)). For class A we make further subdivisions: The no-go theorem implies that \(f_{56}^2\) and \(f_{46}^3\) should be non-zero, otherwise the second, resp. the third row would vanish. Hence we have the following rule:

\[ f_{56}^2, f_{46}^3 \in \{-1, +1\}, \quad f_{123}^1, f_{34}^6, f_{25}^6 \in \{-1, 0, +1\}. \quad (5.2) \]

When any of the \((f_{123}^1, f_{34}^6, f_{25}^6)\) is zero, then the whole column is zero. Hence we consider the following subclasses

- class AI: all entries non-zero.
- class AII: one column zero.
- class AIII: two columns zero.
- class AIV: three columns zero.

\(^{22}\)It would be very interesting to study the inclusion of the twisted sector. This has not been done in the literature and we refrain from doing it since the number of moduli would increase substantially, thus making the analysis of the scalar potential very complicated.

\(^{23}\)The Mathematica package STRINGVACUA \([71]\) is very useful in calculating the scalar potential for these models.
For class AIV there is no no-go theorem but numerically one finds $\epsilon \approx \frac{4}{3}$ (cf. [9]).

Class AI comprise the three simple algebras: $\mathfrak{so}(4)$, $\mathfrak{so}(2,2)$ and $\mathfrak{so}(3,1)$, as can be easily verified by computing the Cartan–Killing metric. For these three algebras we can numerically get $\epsilon$ to vanish. Explicitly we have

$$r_{\mathfrak{so}(4)} = \begin{pmatrix} +1 & +1 & +1 & -1 \\ +1 & -1 & -1 & -1 \\ +1 & -1 & +1 & +1 \end{pmatrix}, \quad r_{\mathfrak{so}(2,2)} = \begin{pmatrix} +1 & +1 & +1 & -1 \\ -1 & +1 & +1 & +1 \\ +1 & -1 & +1 & +1 \end{pmatrix}, \quad (5.3)$$

up to re-scalings of generators with $\pm 1$.

Class AII consists out of algebras that are all not solvable, neither semi-simple, they are in between. It is sufficient to take the last column zero and the first three-non-zero. For instance, assume it is the third column instead that is zero. Then, by the permutation $(e_3,e_4) \leftrightarrow (e_2,e_5)$ we can push all zeros to the fourth column. Furthermore, by fixing the scaling of the generators $e_1,e_2,e_3$ we can always take the first column to consist of $+1$’s. A remaining scaling freedom is a simultaneous rescaling of $e_4,e_5,e_6$ with $\pm 1$. So we find the algebras

$$r_a = \begin{pmatrix} +1 & +1 & +1 & 0 \\ +1 & -1 & -1 & 0 \\ +1 & -1 & +1 & 0 \end{pmatrix}, \quad r_b = \begin{pmatrix} +1 & +1 & -1 & 0 \\ +1 & -1 & +1 & 0 \\ +1 & -1 & -1 & 0 \end{pmatrix}, \quad (5.4)$$

$$r_c = \begin{pmatrix} +1 & +1 & -1 & 0 \\ +1 & -1 & +1 & 0 \\ +1 & -1 & +1 & 0 \end{pmatrix}, \quad r_d = \begin{pmatrix} +1 & +1 & 0 & 0 \\ +1 & -1 & 0 & 0 \\ +1 & -1 & 0 & 0 \end{pmatrix}. \quad (5.5)$$

All of these give vanishing $\epsilon$. These algebras must be contained in table 2. One can verify that generators $T_3,T_4,T_6$ form the semi-simple piece and that the generators $T_1,T_2,T_5$ form the radical. It is then straightforward to read off the representation $\rho$. We find that

$$\mathfrak{so}(3) \rtimes_3 \mathfrak{u}(1)^3 \; \text{is given by} \; r_a,$$

$$\mathfrak{so}(2,1) \rtimes_3 \mathfrak{u}(1)^3 \; \text{is given by} \; r_b,r_c,r_d. \quad (5.6)$$

Thus, only two out of these four sets of structure constants are independent.

Class AIII are all solvable algebras. We can take, without loss of generality, the last two columns to be zero and take the first column to be $+1$. Then, we find the following two algebras

$$r_{\text{solvable1}} = \begin{pmatrix} +1 & +1 & 0 & 0 \\ +1 & -1 & 0 & 0 \\ +1 & -1 & 0 & 0 \end{pmatrix}, \quad r_{\text{solvable2}} = \begin{pmatrix} +1 & -1 & 0 & 0 \\ +1 & +1 & 0 & 0 \\ +1 & +1 & 0 & 0 \end{pmatrix}. \quad (5.7)$$

Both of these give vanishing $\epsilon$. Solvable2 equals the algebra s1.2 as can be seen by rescaling $e_1$ and $e_2$ by $-1$ to obtain the expression of [19]. This case is the dS example with the
standard orientifold of \cite{9}. The second solvable algebra does not appear in the table of \cite{56} and implies that it is not algebraic. But, as indicated in \cite{56} also s1.2 is not known to be algebraic. As a consequence we do not know whether these solvmanifolds can be compactified by dividing by an appropriate lattice $L$.

5.2 The non-standard $\mathbb{Z}_2 \times \mathbb{Z}_2$ orientifold

This case is substantially less symmetric than the standard orientifold projection so that we refrain from explicitly spelling out every single solution to the Jacobi identities in terms of the $r$ and $\hat{r}$ matrices. However, it is straightforward and analogous to the previous subsection to work out all the details. Two of the Jacobi identities are

$$r_{11} \hat{r}^1 = 0, \quad r_{11} r_{21} = 0. \quad (5.8)$$

This suggest the classification:

- $A_{ns}$: $r_{11} \neq 0$, $r_{21} = 0$, $\hat{r}^1 = 0$
- $B_{ns}$: $r_{11} = 0$, $r_{21} = 0$, $\hat{r}^1 \neq 0$
- $C_{ns}$: $r_{11} = 0$, $r_{21} \neq 0$, $\hat{r}^1 = 0$
- $D_{ns}$: $r_{11} = 0$, $r_{21} \neq 0$, $\hat{r}^1 \neq 0$
- $E_{ns}$: $r_{11} = 0$, $r_{21} = 0$, $\hat{r}^1 = 0$

For each of these classes we have to satisfy an additional 9 Jacobi identities and the constraint that $h_K \hat{r}^K = 0$. It is straightforward to work out the generic solution for each class. Since we are interested in the existence of dS vacua we recall the no-go theorems derived in \cite{9} which tell us that dS extrema and slow-roll inflation are excluded if one of these three conditions is satisfied

- $r_{1K} = 0, \forall K$,
- $r_{2K} = \hat{r}^K = 0, \forall K$,
- $r_{a1} = h_1 = \hat{r}^L = 0$ for $a = 1, 2, L = 2, 3, 4$.

For the class $B_{ns}$ the 9 additional Jacobi identities require $\hat{r}^2 = \hat{r}^3 = \hat{r}^4 = 0$ and $h_1 = 0$ so that this entire class is excluded. In all of the other classes there are always solutions that fall under one of the above no-go theorems so that these cases do not lead to dS vacua. However, for classes $A_{ns}, D_{ns}, E_{ns}$ we were able to find dozens of numerical dS solutions that correspond to a variety of group spaces.
In order to recognize equivalent models, one should divide out by those transformations that commute with the orbifold and orientifold involutions. Explicitly these transformations are given by a six-parameter family of matrices (such that \( \det M \neq 0 \))

\[
M = \begin{pmatrix}
\lambda_1 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_2 & 0 & 0 & \lambda_3 & 0 \\
0 & 0 & \lambda_2 & 0 & 0 & -\lambda_3 \\
0 & 0 & 0 & \lambda_4 & 0 & 0 \\
0 & \lambda_5 & 0 & 0 & \lambda_6 & 0 \\
0 & 0 & -\lambda_5 & 0 & 0 & \lambda_6
\end{pmatrix}.
\] (5.9)

In the standard case there were also transformations that did not commute with the involutions but that still mapped equivalent models to each other. This does not happen for the non-standard orientifold projection and complicates the analysis.

We find that the semi-simple algebras \( \mathfrak{so}(4), \mathfrak{so}(3, 1) \) and \( \mathfrak{so}(2, 2) \) again allow for numerical de Sitter solutions. Of the non-solvable, non semi-simple algebras we found de Sitter solutions on \( \mathfrak{so}(2, 1) \times \mathfrak{iso}(1, 1) \). Apart from that we have numerically found several examples of solvable algebras that allow de Sitter solutions, all are solvable of order 3 except one which is solvable of order 2. A typical example that is solvable of order 3 is

\[
f_{26}^1 = 1, \quad f_{35}^1 = -1, \quad f_{46}^2 = -\frac{1}{2}, \\
f_{35}^3 = -\frac{1}{2}, \quad f_{34}^3 = \frac{1}{2}, \quad f_{24}^6 = \frac{1}{2}.
\] (5.10)

The only example that is solvable of order 2 reads

\[
f_{26}^1 = 1, \quad f_{35}^1 = -1, \quad f_{16}^2 = -\frac{1}{2}, \quad f_{46}^2 = 1, \\
f_{35}^3 = \frac{1}{2}, \quad f_{34}^3 = 1, \quad f_{26}^4 = -1, \quad f_{35}^4 = -1.
\] (5.11)

This example was already presented in [9]. Since it was constructed using the so-called base-fiber method it is manifestly compact.

Again, none of the nilpotent algebras allow de Sitter solutions. This was the same for the standard orientifold projection and one could wonder whether there is some no-go theorem that forbids de Sitter solutions for these spaces. The fact that nilmanifolds seem excluded is rather surprising since these manifolds are negatively curved for all values of the moduli, as opposed to the solvable cases or the semi-simple cases.

### 5.3 The non-abelian orbifold \( \Delta(12) \)

In order to construct dS solutions that are as simple as possible, one wants to investigate the possibility of taking a further quotient of the above models. This potentially allows for dS solutions with a smaller number of fields that are easier to analyze. As we discussed above \( \Delta(3n^2) \) and \( \Delta(6n^2) \) for \( n = 2 \) are extensions of the abelian group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). It is straightforward to check that there are no three-forms that are compatible with \( \Delta(24) \) and either of our two different orientifolds so that we will focus on \( \Delta(12) \).
The standard $\Delta(12)$ orientifold

There are four different cases (see subsection 4.4.1 for details): For $f^{1}_{45} = f^{1}_{23} = \pm 1$ the algebra is $\mathfrak{so}(4)$, for $f^{1}_{45} = -f^{1}_{23} = \pm 1$ the algebra is $\mathfrak{so}(3,1)$, for $f^{1}_{45} = 0$, $f^{1}_{23} \neq 0$ we have $\mathfrak{so}(3) \ltimes_3 \mathfrak{u}(1)^3$ and finally for $f^{1}_{45} \neq 0$, $f^{1}_{23} = 0$ we have case AIV from above. Numerically we find $\epsilon \geq \frac{27}{13}$ for $\mathfrak{so}(3) \ltimes_3 \mathfrak{u}(1)^3$ and $\epsilon \geq \frac{4}{3}$ for $\mathfrak{so}(3,1)$ as well as the case AIV but we are able to find numerical dS solutions for $\mathfrak{so}(4)$. The latter could have been anticipated since the dS solutions of $\mathbb{SU}(2) \times \mathbb{SU}(2)/\mathbb{Z}_2 \times \mathbb{Z}_2$ are found by setting all Kähler and three complex structure moduli equal so that they are not only dS solutions of $\mathbb{SU}(2) \times \mathbb{SU}(2)/Z$ but also of $\mathbb{SU}(2) \times \mathbb{SU}(2)/\Delta(12)$.

The non-standard $\Delta(12)$ orientifold

In this case the existence of dS extrema depends only on the values of $2f^{1}_{26} - f^{4}_{56}$ and $f^{4}_{23}$ and not on $2f^{1}_{26} + f^{4}_{56}$ and $f^{4}_{26}$ as discussed in subsection 4.4.2. Numerically (up to rescalings) we only find dS extrema for $2f^{1}_{26} - f^{4}_{56} = f^{4}_{23} = \pm 1$. This was expected since the scalar potential for the standard and non-standard $\Delta(12)$ orientifold are identical and in the standard case there was only one choice for the $r$-matrix that allowed for dS solutions. The requirement that $f^{4}_{23} \neq 0$ together with the Jacobi identities (cf. 4.4.2) fully determines the algebra to be $\mathfrak{so}(2,2) = \mathfrak{so}(2,1) \times \mathfrak{so}(2,1)$.

5.4 The mass spectrum

The explicit models we have discussed have up to 14 real moduli. In order for our dS critical points to be stable we have to demand that the masses of all these moduli are positive. Since there is no supersymmetry that could ensure stability, the naïve expectation is that roughly half of the fields are tachyonic for a generic critical point. However, this is not the case. It turns out that all numerical solutions we found have always one tachyonic direction that is a mixture of all the moduli. This tachyonic direction is steep and leads to $\eta \sim O(1)$, so that these dS critical points are neither stable nor suitable for slow-roll inflation. For a large range of parameters there is only this one tachyon and the other up to 13 directions are stable. There are however also solutions where more directions are tachyonic.

Due to the complexity of the potential we were not able to find an analytic expression for the one seemingly universal tachyonic direction. In the simplest model the tachyonic direction seems to be determined by the root of an irreducible polynomial of degree 19 so that there is no hope of getting an analytic expression. It is not possible to tell whether this tachyon is generic for geometric SU(3)-structure flux compactification with O6-planes or whether it is model dependent. We would like to point out that the existence of the tachyon is independent of the orientifold projection and therefore the tachyon is present in

---

24Since we restrict to left-invariant forms, it is possible that there are unstable modes that are not captured by our consistent truncation.

25The models that are further truncations to just three complex moduli have always only one tachyonic direction.

26We thank Mike Stillman for studying the problem using the program Macaulay 2.
two very different classes of models. Nevertheless, the orbifold group in the models that have dS critical points always contains $\mathbb{Z}_2 \times \mathbb{Z}_2$ so that the tachyon might very well be related to this fact.

In a non-geometric compactification of an $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold there are new terms in the superpotential and those can lift the tachyon and lead to stable dS vacua \[15\]. It is not known whether it is possible to lift the tachyon in a geometric setup by adding further ingredients like D$p$-branes, NS5-branes or KK-monopoles and it would be interesting to investigate these possibilities.

6 Flux and charge quantization

In addition to solving the supergravity equations of motion we have to take into account flux and charge quantization which are ‘stringy constraints’. Whether a solution still exists after imposing these quantization conditions depends on how sensitive a solution is to a variation of the flux parameters. For instance, the SUSY AdS solutions of \[6,57,52,55\] are quite robust against these variations since the flux parameters are not entirely fixed in the solutions and there are still many fluxes that can be chosen freely. This is in contrast with the de Sitter solutions, for which it has been observed that the solutions correspond to small “islands” in parameter space \[10,19\].

We will study the charge and flux quantization for the explicit example of a dS extremum found from a 4D approach in \[8\] and lifted to ten dimensions in \[19\]. The compact space is the standard orientifold projection of SU(2) \(\times\) SU(2) / \(\mathbb{Z}_2 \times \mathbb{Z}_2\) (see subsection 4.2). The dS extremum is also a dS extremum of SU(2) \(\times\) SU(2) / \(\Delta(12)\) which means that all three Kähler moduli as well as three complex structure moduli are equal: \(k \equiv k_1 = k_2 = k_3\) and \(Z_2 = Z_3 = Z_4\) (see subsection 4.4.1).

6.1 Quantization of the dS solution on SU(2) \(\times\) SU(2)

In appendix D we explain how we should in general quantize fluxes and charges in the presence of a non-trivial \(H\)-field. Let us now apply this to the dS solution of \[19\].

The bottom line of appendix D is that we should impose the quantization of \(H\). As for the RR-fluxes, since the even \(H\)-twisted homology is

\[
H_{\text{even}}^{H}(\text{SU}(2) \times \text{SU}(2), \mathbb{Z}) = \mathbb{Z}_{n_H},
\]

where the \(\mathbb{Z}_{n_H}\) is spanned by the ordinary homology class of a point \([p]\), we need to impose quantization of the Romans mass \(\hat{F}_0\). As we can infer from eq. \[10.22\] this implies the quantization of the charge of the source \(j\). In fact, the orientifold charge for an O6-plane should be \(-2\). However we can add D-branes on top of the O6-plane. Taking into account that the Maldacena-Núñez no-go theorem \[72\] requires the charge to be negative, it can thus be \(-2, -1\) leading to

\[
(n_H, n_{\hat{F}_0}) = (\pm 1, \pm 2), (\pm 2, \pm 1), (\pm 1, \pm 1).
\]
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From the quantization of $\hat{F}_0$, 

$$(2\pi l_s)\hat{F}_0 = n F_0,$$  \hspace{1cm} (6.3)

we find using (2.14) that

$$f_1 = \frac{e^{\Phi}}{2\pi l_s} n F_0,$$  \hspace{1cm} (6.4)

or factoring out the Kähler modulus $k$, $f_i = \hat{f}_i k^{-1/2}$,

$$\hat{f}_1 = e^{\Phi} \frac{k^{1/2}}{2\pi l_s} n F_0.$$  \hspace{1cm} (6.5)

At this point it seems that we can have an internal space with large radius $k^{1/2}$ and a small dilaton $e^\Phi$. From the quantization of $H$, eq. (D.13), we find

$$C_{S^3} \frac{k}{(2\pi l_s)^2} \hat{h} = n H,$$  \hspace{1cm} (6.6)

and for dS solution we have [19]

$$\hat{h} = \frac{2(k^6 - 3F_2^3)\hat{f}_5 + \sqrt{3}(k^6 + F_2^3)\hat{f}_6}{2F_3^3 k^{3/2}} = \left( \frac{Z_2^3}{Z_2} - \frac{3}{Z_2} \right) \hat{f}_5 + \frac{\sqrt{3}}{2} \left( \frac{Z_3^3}{Z_2} + \frac{1}{Z_2} \right) \hat{f}_6,$$  \hspace{1cm} (6.7)

since $F_2 = F_3 = F_4 = \frac{k^{3/2}}{Z_2}$ as explained in subsection 4.2.

For the supergravity regime we want to take the scale $k/(2\pi l_s)^2$ large, so that the scale independent $\hat{h}$ should be small. However, this is impossible for the range of parameters that give dS solutions. To be more precise, in figure 2 we plot the quantities

$$\hat{h}^{-1/2} = (C_{S^3}/n H)^{1/2} \frac{k^{1/2}}{2\pi l_s}, \quad \hat{f}_1 \hat{h}^{1/2} = n F_0 (n H/C_{S^3})^{1/2} e^{\Phi},$$  \hspace{1cm} (6.8)

for the entire range of parameters that give dS solutions. We see the volume is always small and the string coupling is always large. Numerically, at $f_2/f_1 = 0.9648$ (the edge of the family of dS solutions) $\hat{h}^{-1/2} \approx 0.4795$ and $\hat{f}_1 \hat{h}^{1/2} \approx 4.554$, which are respectively the maximum and minimum. We conclude that flux quantization is impossible at tree-level in the supergravity regime i.e. there are no properly quantized solutions with large internal volume and small string coupling.

7 Discussion

In this paper we have reviewed the current status of constructing classical dS vacua in type IIA flux compactifications on SU(3)-structure manifolds with O6-planes. As summarized below, we presented also several new results and pointed out important future research directions.
We first explained in detail the 4D as well as the 10D approach that have both been used in the literature. Then we classified homogeneous group spaces that are consistent with an SU(3)-structure, extending the previous analyses \[9,55,56\]. We discussed orbifold and orientifold projections of these group spaces that lead to an \( \mathcal{N} = 1 \) supergravity in 4D. Here we paid special attention to the abelian orbifold group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) which is (presumably) the only abelian orbifold that can lead to dS extrema. For the first time in the type IIA flux compactification literature we discussed non-abelian orbifolds. We were able to exclude several orbifold groups but also showed that \( \Delta(12) \) allows for dS extrema. We classified all group spaces that are compatible with the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) or \( \Delta(12) \) orbifold groups and that lead to dS extrema. Unfortunately, all the numerical dS extrema we found have at least one tachyonic direction with \( \eta \lesssim -2 \) so that these solutions are not stable and incompatible with slow-roll inflation. This numerical analysis revealed that semi-simple groups almost always lead to dS extrema (except for \( \mathfrak{so}(3) \times \mathfrak{so}(2,1) \) as it is not consistent with the symmetries). Furthermore we found many examples amongst solvable algebras of order 3 and one example for a solvable algebra of order 2. Finally there were some examples for algebras that are a semi-direct product of a 3-dimensional solvable algebra with a 3-dimensional simple algebra. We could not find dS extrema for any of the nilmanifolds. This is somewhat surprising since nilmanifolds are everywhere negatively curved and negative curvature is a necessary condition for a dS solution. In contrast, SU(2) \times SU(2) is only negatively curved in “a corner of its moduli space”, but that corner harbors dS extrema.

Finally, we discussed the flux and charge quantization. This has been neglected so far in the literature since the internal spaces have generically a rather complicated geometry which aggravates the analysis. We worked out the flux quantization explicitly for the example of SU(2) \times SU(2)/\( \mathbb{Z}_2 \times \mathbb{Z}_2 \) \[8\], whose 10D origin is best understood \[19\], and found that the small range of parameters that lead to dS extrema are not compatible with flux and charge quantization in the supergravity regime. This presents a great new challenge for all the constructions in the literature.
Throughout the paper we pointed out many important questions:

- Is it possible to find stable dS vacua or is the tachyonic direction universal?\(^{27}\)
- Does the scalar potential allow for slow-roll?
- Is flux and charge quantization generically incompatible with the existence of dS extrema or is this only the case for our explicit SU(2) × SU(2)/Z_2 × Z_2 example?
- Can one exclude all non-abelian orbifold groups except Δ(12) or are other non-abelian orbifold groups compatible with dS extrema?
- Is it possible to include the back-reaction of the O6-planes and how does this affect the solutions \(^{33, 55}\)?
- Is it possible to study compactifications on more general geometries like for example the smooth, compact toric varieties discussed in \(^{76}\)?

We hope that this paper provides the technical tools necessary to embark on answering some of these questions.
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\(^{27}\)There does not seem to be a simple structure in the tachyonic modes that would allow us to understand why all solutions sofar are unstable. Though some progress has been made to understand the presence of tachyonic modes for de Sitter solutions in four-dimensional supergravity theories \(^{73, 75}\), it is not clear yet how the models with a known higher-dimensional origin, like ours, fit into that discussion.
A Form conventions for reduction to 4D

Consider type IIA string theory on an SU(3)-structure manifold $M_6$, equipped with a $\mathbb{Z}_2$ orientifold action which includes an anti-holomorphic involution $\sigma$. The forms on $M_6$ then split into even and odd parts, depending upon the behavior of each class under $\sigma$. We will take the following basis of representative real forms:

- The zero-form 1,
- a set of odd two-forms $Y_{i}^{(2-)}$, $i = 1, \ldots, h_+^{1,1}$,
- a set of even two-forms $Y_{\alpha}^{(2+)}$, $\alpha = 1, \ldots, h_+^{1,1}$,
- a set of even four-forms $Y^{(4+)}_i$, $i = 1, \ldots, h_+^{1,1}$,
- a set of odd four-forms $Y^{(4-)}_\alpha$, $\alpha = 1, \ldots, h_-^{1,1}$,
- a six form $Y^{(6-)}$, odd under $\sigma$,
- a set of even three-forms $Y_{K}^{(3+)}$, $K = 1, \ldots, h^{2,1} + 1$,
- and a set of odd three-forms $Y^{(3-)}_K$, $K = 1, \ldots, h^{2,1} + 1$.

It turns out that we can always choose the $Y_{K}^{(3+)}$ and $Y^{(3-)}_K$ to form a symplectic basis such that the only non-vanishing intersections are

$$\int Y_{K}^{(3+)} \wedge Y^{(3-)}_J = \delta^J_K. \quad (A.1)$$

Furthermore, we define the triple intersecting numbers

$$\kappa_{ijk} = \int Y_{i}^{(2-)} \wedge Y_{j}^{(2-)} \wedge Y_{k}^{(2-)}; \quad \hat{\kappa}_{\alpha\beta} = \int Y_{i}^{(2-)} \wedge Y_{\alpha}^{(2+)} \wedge Y_{\beta}^{(2+)}; \quad (A.2)$$

and take the even degree forms to satisfy

$$\int Y^{(6-)} = 1, \quad \int Y_{i}^{(2-)} \wedge Y^{(4+)}_j = \delta^j_i, \quad \int Y_{\alpha}^{(2+)} \wedge Y^{(4-)}_\beta = \delta^\beta_\alpha. \quad (A.3)$$

B Half-flat manifolds

A six-dimensional SU(3)-structure manifold can be characterized by a globally defined real two-form $J$ and a complex decomposable three-form $\Omega = \Omega_R + i\Omega_I$, satisfying a compatibility and a normalization condition

$$\Omega \wedge J = 0, \quad \Omega \wedge \Omega^* = (4i/3) J \wedge J \wedge J = 8i \text{vol}_6. \quad (B.1)$$

\footnote{The existence of everywhere non-vanishing one-forms would imply that the structure group is a strict subgroup of SU(3) like for example SU(2) or the trivial group. We do not consider such cases here.}
From the real part of the three-form we can build an almost complex structure for which \( J \) is of type (1,1) and \( \Omega \) is of type (3,0). It is given by

\[
I^l_k = c \varepsilon^{m_1 m_2 \ldots m_5} (\Omega_R)^{km_1 m_2} (\Omega_R)^{m_3 m_4 m_5},
\]

where \( \varepsilon \) is the Levi-Civita symbol, and the real scalar \( c \) is such that \( I \) is properly normalized: \( \frac{1}{6} \text{tr}(I^2) = -1 \). The metric then follows via

\[
g_{mn} = -I^l_m J_{ln}.
\]

The torsion classes \( W_1, \ldots, W_5 \) correspond to the expansion of the exterior derivatives of \( J \) and \( \Omega \) in terms of SU(3)-representations \[77\]. An SU(3)-structure (that is not also an SU(2)-structure) has no nowhere-vanishing one-forms. If we restrict to left-invariant torsion classes on an homogeneous manifold, this implies that the torsion classes \( W_4 \) and \( W_5 \) have to vanish. In the absence of D-terms the SU(3)-structure manifold is a so-called half-flat manifold \[40\]. In our conventions this corresponds to \( W_1, W_2 \) real. We will often restrict to this case although it would be interesting to study the more general setup. For a half-flat manifold we have

\[
dJ = \frac{3}{2} W_1 \Omega_R + W_3 ,
\]

\[
d\Omega_R = 0,
\]

\[
d\Omega_I = W_1 J \wedge J + W_2 \wedge J ,
\]

where \( W_1 \) is a real scalar, \( W_2 \) a real primitive (1,1)-form and \( W_3 \) a real primitive (1,2) + (2,1)-form. This means that

\[
W_2 \wedge J \wedge J = 0, \quad W_3 \wedge J = 0 ,
\]

\[
W_2 \wedge \Omega = 0, \quad W_3 \wedge \Omega = 0 .
\]

Furthermore, we find that under the Hodge star, defined from the metric \( (B.3) \),

\[
\star_6 \Omega = -i\Omega, \quad \star_6 J = \frac{1}{2} J \wedge J, \quad \star_6 W_2 = -J \wedge W_2.
\]

The Ricci tensor can be expressed in terms of the torsion classes \[54,78\]. For that we use that any real symmetric two-tensor \( T_{ij} \) splits as follows in representations of SU(3)

\[
T_{ij} = \frac{s(T_{ij})}{6} g_{ij} + T^+_{ij} + T^-_{ij}.
\]

\( s(T_{ij}) \) is the trace, an SU(3)-invariant, and \( T^+_{ij} \) and \( T^-_{ij} \) transform respectively as \( 8 \) and \( 6 + 6 \). The latter are traceless and have respectively index structure (1,1) and (2,0)+(0,2)

\[
T^+_{ij} g^{ij} = 0, \quad I^i_k T^+_{ij} P^l = T^+_{kl},
\]

\[
T^-_{ij} g^{ij} = 0, \quad I^i_k T^-_{ij} P^l = -T^-_{kl}.
\]
We can associate a primitive real (1,1)-form and a complex primitive (2,1)-form to respectively $T^+_{ij}$ and $T^-_{ij}$

$$P_2(T_{ij}) = \frac{1}{2} J^k_i T^+_{kj} \mathrm{d} x^i \wedge \mathrm{d} x^j, \quad \text{(B.9a)}$$

$$P_3(T_{ij}) = \frac{1}{2} T^-_{il} \Omega^l_{jk} \mathrm{d} x^i \wedge \mathrm{d} x^j \wedge \mathrm{d} x^k. \quad \text{(B.9b)}$$

Using this it is shown in [54] that the Ricci tensor can be expressed as follows

$$s(R_{ij}) = \frac{15}{2} (W_1)^2 - \frac{1}{2} (W_2)^2 - \frac{1}{2} (W_3)^2, \quad \text{(B.10a)}$$

$$P_2(R_{ij}) = -\frac{1}{4} \star (W_2 \wedge W_2) - \frac{1}{2} \star_6 \Omega \left( W_3 - \frac{1}{2} W_1 \Omega_R \right), \quad \text{(B.10b)}$$

$$P_3(R_{ij}) = 2 W_1 W_3 |_{(2,1)} + 2 d W_2 |_{(2,1)} - \frac{1}{4} Q_1(W_3, W_3), \quad \text{(B.10c)}$$

with

$$Q_1(W_3, W_3) = \left( \Omega^{i(k} t_{lj} W_3 \wedge t_k W_3 \right)_{(2,1)}, \quad \text{(B.11)}$$

and where in the right-hand side of eqs. (B.10b)-(B.10c) the projection onto the primitive part is understood.

It is also useful to define the following quantity

$$Q_2(\hat{W}_3, \hat{W}_3) = \left( \frac{1}{2} \hat{W}_3^p m n \hat{W}_3^r p m n \Omega^p q j k \mathrm{d} x^i \wedge \mathrm{d} x^j \wedge \mathrm{d} x^k \right)_{(2,1)} \quad \text{(B.12)}$$

C 10D equations of motion for the universal ansatz

If we plug the universal ansatz (2.14) into the type IIA SUGRA equations of motion and assume the constraint equations (2.16) we find, after a lengthy calculation, the following algebraic equations

$$\left( \frac{3}{2} f_2 W_1 - \frac{1}{4} f_3 w_2 + f_1 f_7 + j_1 \right) \Omega_R + (f_2 w_3 + f_3 d_1 + f_1 f_8 + j_2) \hat{W}_3 = 0 \quad \text{(Bianchi } \hat{F}_2), \quad \text{(C.1a)}$$

$$\left( 3 f_4 W_1 + \frac{1}{4} f_5 w_2 - f_6 f_7 \right) \Omega_R + (f_2 f_3 - f_3 d_1 - f_6 f_8) \hat{W}_3 = 0 \quad \text{(eom } \hat{F}_4), \quad \text{(C.1b)}$$

$$\left( e^{-2\Phi} f_7 W_1 + e^{-2\Phi} f_8 w_3 \frac{1}{6} - \frac{1}{2} f_1 f_2 - \frac{1}{2} f_2 f_4 - \frac{1}{6} f_3 f_5 - \frac{1}{2} f_4 f_6 \right) J \wedge J$$

$$+ \left( e^{-2\Phi} f_7 w_2 - e^{-2\Phi} f_8 d_1 + f_1 f_3 - 2 f_8 f_4 + f_2 f_5 + f_3 f_5 d_2 - f_5 f_6 \right) J \wedge \hat{W}_2 = 0 \quad \text{(eom } H), \quad \text{(C.1c)}$$

$$R_4 = -\frac{15}{2} (W_1)^2 + \frac{1}{2} \left[ (w_2)^2 + (w_3)^2 + (f_8)^2 \right] + 2 f_7^2 + 2 e^\Phi j_1 \quad \text{(dilaton eom)}, \quad \text{(C.1d)}$$
\[ R_4 + e^{2\Phi} \left[ (f_1)^2 + 3(f_2)^2 + (f_3)^2 + 12(f_4)^2 + (f_5)^2 + (f_6)^2 \right] + 4e^\Phi j_1 = 0 \]

(external part Einstein eq.), \hspace{1cm} (C.1e)

\[-2(f_7)^2 - \frac{1}{2}(f_8)^2 + \frac{e^{2\Phi}}{4} \left[ 5(f_1)^2 + 9(f_2)^2 + 12(f_4)^2 - (f_6)^2 + 3(f_3)^2 + (f_5)^2 \right] + 3e^\Phi j_1 = 0 \]

(trace Einstein/dilaton eom), \hspace{1cm} (C.1f)

\[ \frac{d_2(w_2)^2}{4} - \frac{d_1 w_3}{2} - \frac{W_1 w_2}{4} + \frac{(f_8)^2 d_4}{2} + \frac{e^{2\Phi}}{4} \left[ ((f_5)^2 - (f_3)^2)d_2 + 4f_2 f_3 + 8f_4 f_5 \right] = 0 \]

(Einstein eq., two-form part), \hspace{1cm} (C.1g)

\[ 2(W_1 w_3 + d_1 w_2 - e^{\Phi} j_2 - 2f_7 f_8)\tilde{W}_3|_{(2,1)} - \frac{1}{4} \left( (w_3)^2 Q_1(\tilde{W}_3, \tilde{W}_3) + (f_8)^2 Q_2(\tilde{W}_3, \tilde{W}_3) \right) = 0 \]

(Einstein eq., three-form part). \hspace{1cm} (C.1h)

## D Flux/charge quantization with non-trivial $H$-field

### D.1 General discussion

In this appendix we study in some detail the quantization of the NSNS flux $H$, the RR-fluxes and the charge of the orientifold planes. The easiest is the quantization condition for $H$, which just reads

\[ \frac{1}{(2\pi l_s)^2} \int_{\Sigma^i} H = n_H^i, \]

(D.1)

with $n_H^i$ integer for all cycles $\Sigma^i$ that are non-trivial in homology. Here, $l_s = \alpha'^{1/2}$ is the string length. For the charge of the orientifold plane we have to take into account that the source $j$ entering the Bianchi identities, is in fact given by

\[ j = \sum_{O_p} (2\kappa_{10}^2) T_p m_p j_{PD}, \]

(D.2)

where $2\kappa_{10}^2 = (2\pi)^7 l_s^8$, $T_p = (2\pi)^{-p} l_s^{-p-1}$ is the D-brane tension, $m_p = -2^{p-5}$ the proportionality between the O-plane and the D-brane tension, and $j_{PD}$ is the actual Poincaré dual to the submanifold (see [32][79][80] for exact definition and conventions for $j$) that the orientifold wraps. For each O-plane wrapping a non-trivial cycle $\Sigma^i$, we find, plugging in all the factors, for the O-plane charge

\[ (2\pi l_s)^{p-7} \int_{\Sigma^i} j = m_p = -2^{p-5}. \]

(D.3)

The more subtle part is the quantization of the RR-fluxes, for which, in the presence of non-trivial $H$-flux, one should in fact use $H$-twisted K-theory [81][82]. However, we will use here the result of [36], where it is claimed that for the case of a simply-connected six manifold $H$-twisted K-theory is isomorphic to $H$-twisted homology. We will study the quantization for the dS solution on SU(2) × SU(2), which is indeed simply-connected, and use the approach of twisted homology.
In order to define the twisted boundary operator, let us first consider what constitutes a consistent D-brane \cite{83,84}. Consider the D-brane’s Chern-Simons action,

\[ S_{CS} = T_p \int_\Sigma C \wedge e^\mathcal{F}, \tag{D.4} \]

with \( \mathcal{F} \) the D-brane world-volume flux, satisfying

\[ d\mathcal{F} = H|_\Sigma. \tag{D.5} \]

This action is only invariant under the gauge transformation of the RR-fields, \( \delta C = d_H \Lambda \), if \( \Sigma \) has no boundary. So a consistent D-brane should wrap a submanifold without boundary, a cycle. On the other hand, if the D-brane wraps a cycle which is itself a boundary (of some \( \Gamma \)) then its charge is trivial because it can shrink to zero by sweeping out \( \Gamma \).

Now, if we introduce non-trivial \( H \)-field this story is changed in two ways \cite{84}. First of all, as will become clear in a moment, we are forced to consider networks of several D-branes wrapping submanifolds \( \Sigma_k \) of different dimensions \( k \) (but still of the same parity). Secondly, we need to relax eq. (D.5) to allow for magnetic monopoles of the D-brane world-volume field

\[ d\mathcal{F} = H|_{\Sigma_k} + (2\pi l_s)^2 \delta^3(C_{k-3}), \tag{D.6} \]

where \( C_{k-3} \) is codimension three within \( \Sigma_k \). In this way we allow the cohomology class of \( H|_{\Sigma_k} \) to be non-trivial. More precisely, the submanifold \( C_{k-3} \) is homologous to the Poincaré dual of \( H|_{\Sigma_k} \) within \( \Sigma_k \). Revisiting the argument of gauge invariance of the Chern-Simons action eq. (D.4) we find that \( C_{k-3} \) should be considered in the same way as the boundary of \( \Sigma_k \). Namely, for a consistent network of D-branes the sum of the ordinary boundaries and these Poincaré duals should vanish. Since the ordinary boundary is of codimension one and the Poincaré dual of codimension three, the necessity of considering networks of D-branes of different dimensions becomes clear. Likewise, there is a new way for a D-brane to decay and thus have trivial charge. Indeed, if it wraps a submanifold corresponding to the magnetic monopole of \( \mathcal{F} \) it can dissolve in the larger D-brane. So we are naturally led to consider the homology of the twisted boundary operator. In \cite{36} this operator is defined as follows

\[ \partial_H = \partial + H \cap, \tag{D.7} \]

where \( \partial \) is the ordinary boundary operator and \( H \cap \) produces the codimension-three Poincaré dual of \( H|_{\Sigma_k} \) within \( \Sigma_k \).

So let us now discuss quantization of the RR-fluxes using twisted homology \cite{84}. For each consistent network of D-branes, we want the contribution of the Chern-Simons action to the path integral to be well-defined. Let us write the Chern-Simons term in a manifestly gauge-invariant way as follows. For an even/odd network \( \sum_{k \in E/O}(\Sigma_k, F_{\Sigma_k}) \) we choose a

---

\(^{29}\)More accurately, \( C_{k-3} \) is the Poincaré dual of \( H|_{\Sigma_k} - d\mathcal{F} \). In \cite{36} the world-volume gauge field \( \mathcal{F} \) is put to zero. This, however, does not affect the homology of the twisted boundary operator as it only depends on the cohomology class of \( H \). So we will also put \( \mathcal{F} = 0 \) in the following.
fixed reference network $\sum_{k \in E/O}(\Sigma_k^0, F_{\Sigma_k^0})$ in the same twisted homology class, such that there exists an odd/even network $\sum_{k \in O/E}(\tilde{\Gamma}_k, F_{\tilde{\Gamma}_k})$ satisfying

$$\partial_H \left( \sum_{k \in O/E} (\tilde{\Gamma}_k, F_{\tilde{\Gamma}_k}) \right) = \sum_{k \in E/O} (\Sigma_k, F_{\Sigma_k}) - \sum_{k \in E/O} (\Sigma_k^0, F_{\Sigma_k^0}). \quad (D.8)$$

We find then:

$$S_{CS} = S_{CS}^0 + \sum_{\tilde{\Gamma}_k} T_{k-1} \int_{\tilde{\Gamma}_k} F \wedge e^{\tilde{\Gamma}_k}, \quad (D.9)$$

where the contribution $S_{CS}^0$ from the reference chain is just a constant. We want the contribution of the Chern-Simons action to the path integral,

$$\exp(2\pi i S_{CS}), \quad (D.10)$$

to be independent of the choice of network $\sum_{k \in O/E}(\tilde{\Gamma}_k, F_{\tilde{\Gamma}_k})$. Two such networks would differ by an odd/even $H$-twisted cycle $\sum_{k \in O/E}(\Gamma_k, F_{\Gamma_k})$. So in the end we find the quantization condition

$$\sum_k \frac{1}{(2\pi l_s)^{k-1}} \int_{\Gamma_k} F \wedge e^{\Gamma_k} \in \mathbb{Z} \quad (D.11)$$

for every $H$-twisted cycle $\sum_{k \in O/E}(\Gamma_k, F_{\Gamma_k})$. In words, we need the integral of the RR-fluxes $F$ to be an integer upon integrating over a non-trivial cycle in $H$-twisted homology.

### D.2 The $H$-twisted homology of SU(2) $\times$ SU(2)

As an example, let us calculate the $H$-twisted homology of SU(2) $\times$ SU(2). Let us take

$$H = \alpha(e^{123} - e^{456}), \quad (D.12)$$

with $\alpha$ some proportionality constant. The non-trivial three-cycles are the two $S^3$s $\Sigma_1$ and $\Sigma_2$. Imposing the quantization of $H$, eq. (D.1), for these two cycles, we find

$$\frac{1}{(2\pi l_s)^2} \int_{\Sigma_1} H = -\frac{1}{(2\pi l_s)^2} \int_{\Sigma_2} H = n_H, \quad (D.13)$$

which fixes $\alpha = \frac{n_H (2\pi l_s)^2}{C_{S^3}^2}$ with $C_{S^3}^2 = \int_{\Sigma_1} e^{123} = 16\pi^2$.

One can show that $H$-twisted homology is dual to the cohomology of the $H$-twisted exterior derivative \[84\]

$$d_H = d + H \wedge. \quad (D.14)$$

We can therefore try to calculate the $H$-twisted cohomology first. We know that for a coset manifold, the ordinary cohomology is isomorphic to the cohomology of left-invariant forms (see e.g. \[57\]). Let us assume that this also applies to $H$-twisted cohomology. One can
construct a proof of this using the spectral sequence method outlined below. Calculating the $d_H$-cohomology of left-invariant forms one finds in a straightforward way:

$$H_E^H(\text{SU}(2) \times \text{SU}(2), \mathbb{R}) = H_O^H(\text{SU}(2) \times \text{SU}(2), \mathbb{R}) = 1, \quad (D.15)$$

where $E/O$ indicate the even respectively odd cohomology.\footnote{Just as for the D-branes we have to take sums of forms of different dimensions, but of the same parity. So instead of finding a cohomology for every dimension of forms, we just have an even and an odd cohomology.} However, this is a bit quick, because we need the integer cohomology instead of the real one.

So let us instead calculated the $H$-twisted homology directly. We use the spectral sequence method explained in more detail in \cite{36}. There the twisted homology is calculated by a series of approximations $E^i$ and $E^i_O$ that eventually converges to the correct answer. At each step one defines a differential operator:

$$d_i : E^i_{E/O} \longrightarrow E^i_{O/E}, \quad (D.16)$$

and the next step in the series is the cohomology of this operator:

$$E^{i+1}_{E/O} = \frac{\text{Ker}(d_i : E^i_{E/O} \rightarrow E^i_{O/E})}{\text{Im}(d_i : E^i_{O/E} \rightarrow E^i_{E/O})}. \quad (D.17)$$

Now, we take $E^0_{E/O}$ the sets of even and odd chains and

$$d_1 = \partial, \quad d_2 = H \cap. \quad (D.18)$$

So $E^1$ is in fact the untwisted homology, while for a six-dimensional simply-connected orientable manifold one can show that $E^2$ has already converged to the correct answer.

Let us now apply this to $\text{SU}(2) \times \text{SU}(2)$. The untwisted homology is given by

$$H_E(\text{SU}(2) \times \text{SU}(2), \mathbb{Z}) = \text{span}_\mathbb{Z}([\{p\}], [\Sigma_1] \times [\Sigma_2])$$

$$H_O(\text{SU}(2) \times \text{SU}(2), \mathbb{Z}) = \text{span}_\mathbb{Z}([\Sigma_1], [\Sigma_2]). \quad (D.19)$$

Let us now consider the action of $d_2 = H \cap$:

$$H \cap [\{p\}] = 0,$$

$$H \cap [\Sigma_1] = -H \cap [\Sigma_2] = n_H[\{p\}]$$

$$H \cap ([\Sigma_1] \times [\Sigma_2]) = (H \cap [\Sigma_1]) \times [\Sigma_2] - [\Sigma_1] \times (H \cap [\Sigma_2]) = n_H([\Sigma_1] + [\Sigma_2]). \quad (D.20)$$

So the closed cycles are spanned by $[\{p\}]$ and $[\Sigma_1] + [\Sigma_2]$. On the other we find that the exact cycles are spanned by $n_H[\{p\}]$ and $n_H([\Sigma_1] + [\Sigma_2])$. It follows that the even and odd $H$-twisted homology is given by

$$H_E^H(\text{SU}(2) \times \text{SU}(2), \mathbb{Z}) = \mathbb{Z}_{n_H}, \quad H_O^H(\text{SU}(2) \times \text{SU}(2), \mathbb{Z}) = \mathbb{Z}_{n_H}. \quad (D.21)$$
So we find that there is discrete torsion, which of course we could not see by calculating the real cohomology. As an example, in contrast to ordinary homology in real $H$-twisted homology a point is now not a non-trivial cycle anymore, but is a generalized boundary. In the dual language the volume-form is trivial because it is exact. So it would seem we do not need to quantize the Romans mass $\hat{F}_0$ anymore, but

$$n_{\hat{F}_0} = (2\pi l_s)\hat{F}_0 = (2\pi l_s)\frac{1}{(C_{S^3})^2} \int_M \hat{F}_0 e^{123456}$$

$$= \frac{1}{n_H} \frac{1}{2\pi l_s} \int_M \hat{F}_0 H \wedge \frac{1}{2C_{S^3}} (e^{123} + e^{456})$$

$$= -\frac{1}{n_H} \frac{1}{2\pi l_s} \int_{\Sigma_1} j = \frac{1}{n_H} \frac{1}{2\pi l_s} \int_{\Sigma_2} j$$

$$= -\frac{1}{n_H} n_j ,$$

where we used the Bianchi identity $d\hat{F}_2 + \hat{F}_0 H = -j$. So the quantization of $j$ would imply the quantization of $(2\pi l_s)\hat{F}_0$ in units of $1/n_H$. But in fact the integer homology is not trivial but $\mathbb{Z}_{n_H}$, which indeed implies the quantization of $(2\pi l_s)\hat{F}_0$ as an integer.
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