ON COMPUTABLE CLASSES OF EQUIDISTANT SETS: EQUIDISTANT FUNCTIONS
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Abstract. In their paper [6] the authors posed the problem of the characterization of closed subsets in the Euclidean plane that can be realized as the equidistant set of two connected disjoint closed sets. We are going to solve the problem for a special class of equidistant sets. As a main result we give necessary and sufficient conditions for a function to be a so-called equidistant function. This means that its graph is the equidistant set of a line (the first coordinate axis) and the (convex) epigraph of a positive valued convex function satisfying some regularity conditions. In the first step we present a parametric expression for equidistant functions. The parametric expression allows us to use the basic differential geometric tools. We also give a sufficient and necessary condition for a function to be equidistant. In the concluding remarks section some perspectives and extensions of such a special approach will be presented together with some open problems.
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1. INTRODUCTION: NOTATIONS AND PRELIMINARIES

Let \( K \subset \mathbb{R}^2 \) be a subset in the Euclidean coordinate plane. The distance between a point \((x, y)\) and \( K \) is measured by the usual infimum formula:

\[
d((x, y), K) := \inf \{d((x, y), (a, b)) \mid (a, b) \in K \}.
\]

Let us define the equidistant set of \( K \) and \( L \subset \mathbb{R}^2 \) as the set all of whose points have the same distance from \( K \) and \( L \):

\[
\{K = L\} := \{(x, y) \in \mathbb{R}^2 \mid d((x, y), K) = d((x, y), L)\}.
\]

The equidistant sets can be considered as a kind of the generalization of conics [6]: \( K \) and \( L \) are called the focal sets. Equidistant sets are often called midsets too. Their investigations have been started by Wilker’s and Loveland’s fundamental works [12] and [4]. For another generalization of the classical conics and their applications see
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e.g. [1,5] (polyellipses and their applications), [2,8,9] and [10]. "We find equidistant sets as conventionally defined frontiers in territorial domain controversies: for instance, the United Nations Convention on the Law of the Sea (Article 15) establishes that, in absence of any previous agreement, the delimitation of the territorial sea between countries occurs exactly on the median line every point of which is equidistant of the nearest points to each country”; for the citation see [6]. The points of an equidistant set are difficult to determine in general because there are no simple formulas to compute the distance between a point and a set. On the other hand the equidistant set can have strange and exotic properties even if it has relatively simple focal sets (dimension, connectedness etc.). For some amusing examples see [12] and [4]. Figure 1 shows the 2D-version of Loveland’s example in [4]. The equidistant set forms a curve with self-intersection in the middle part of the figure. It consists of two semicircles (left and right hand parts) and four congruent parabolic arcs (the equidistant set of a point and a line). The focal set $K$ contains two different points and $L$ is the boundary of a parallel body\footnote{The parallel body of $L$ with radius $R$ means the union of the closed disks with radius $R$ centered at the points of $L$; see e.g. [3] and [7].} of the segment joining the points in $K$. Therefore the investigation of special classes of equidistant sets seems to be as important as the investigation of the general properties; see e.g. [11], where the authors characterize the equidistant points of finite focal sets in terms of computable constants and parametrization. The process is also implemented in MAPLE. Its motivation is a kind of continuity property of equidistant sets; see Theorem 11 in [6]. Since any compact subset can be approximated by finite subsets with respect to the Hausdorff metric we can approximate the equidistant points of $K$ and $L$ with the equidistant points of finite subsets $K_n$ and $L_n$; for the details see [11]. In what follows we consider the case of the focal sets

$$K := \{(t,0) \in \mathbb{R}^2 \mid t \in \mathbb{R}\} \text{ and } L := \{(t,f(t)) \in \mathbb{R}^2 \mid t \in \mathbb{R}\},$$

where $f: \mathbb{R} \to \mathbb{R}$ is a positive valued twice continuously differentiable convex function. For the sake of simplicity the equidistant set $\{K = L\}$ will be denoted by $E_f$. 

Figure 1. The 2D-version of Loveland’s example
**Definition 1.** A function $G: \mathbb{R} \to \mathbb{R}$ is an equidistant function if its graph is the equidistant set of $K$ and $L$ for some positive valued twice continuously differentiable convex function $f$.

In the next section the equidistant functions are given in terms of a special parametric expression (2.4). Theorem 1 contains the characterization of a parametric expression to be the parametrization of the graph of an equidistant function. Some applications of the basic differential geometric tools (arclength, inclination angle, curvature) are also presented (Subsections 3.1 and 3.2). Theorem 2 contains a simple relationship between the inclination angles of $f$ and its equidistant function at the corresponding positions by the parametric expression. We also give necessary and sufficient conditions for a function $G: \mathbb{R} \to \mathbb{R}$ to be an equidistant function (Theorem 3). The results give the solution of the problem posed in [6] for a special class of equidistant sets (equidistant functions): characterize all closed sets of the plane that can be realized as the equidistant set of two connected disjoint closed sets. In the concluding remarks section some perspectives and extensions of such a special approach will be presented together with some open problems.

### 2. The parametric expression of an equidistant function

Since $f$ is (twice) differentiable, the supporting line of its (convex) epigraph coincides with the tangent line of the function at any $t \in \mathbb{R}$. Using the outer unit normal of the epigraph the equidistant points can be characterized by the formula

$$
(x(t), y(t)) = (t, f(t)) + y(t) \frac{1}{\sqrt{1 + f'(t)^2}} (f'(t), -1),
$$

where $y(t) > 0$ denotes the (common) distance of the point $(x(t), y(t))$ to the focal sets. Therefore

$$
x(t) = t + \frac{y(t) f'(t)}{\sqrt{1 + f'(t)^2}} \quad \text{and} \quad y(t) = f(t) - \frac{y(t)}{\sqrt{1 + f'(t)^2}},
$$

$$
f(t) = y(t) \left( 1 + \frac{1}{\sqrt{1 + f'(t)^2}} \right) = y(t) \left( \frac{1 + \sqrt{1 + f'(t)^2}}{\sqrt{1 + f'(t)^2}} \right),
$$

i.e.

$$
x(t) = t + \frac{f(t) f'(t)}{1 + \sqrt{1 + f'(t)^2}} \quad \text{and} \quad y(t) = \frac{f(t) \sqrt{1 + f'(t)^2}}{1 + \sqrt{1 + f'(t)^2}},
$$

(2.4)

**2.1. The geometric interpretation of equidistance**

Figure 2 shows the case of $f(t) = \frac{1 + t^2}{3}$ ($t \in \mathbb{R}$) at $t = 3$. The equidistant point at $t = 3$ (i.e. $x(t) = 5$) is given as the intersection of the normal line at the tangency point and the bisector of the angle enclosed by the tangent line and the first coordinate axis.
3. THE CHARACTERIZATION OF THE PARAMETRIC EXPRESSION OF THE EQUIDISTANT FUNCTIONS

Let

\[ \theta_f(t) := \arctan f'(t) \]

be the inclination angle of the function \( f \); note that \(-\pi/2 < \theta_f(t) < \pi/2\). In terms of the parametrization \( (2.4) \)

\[
\begin{align*}
\sin \theta_f(t) &= \frac{f'(t)}{\sqrt{1 + f'^2(t)}} = \frac{x(t) - t}{y(t)} \\
\cos \theta_f(t) &= \frac{1}{\sqrt{1 + f'^2(t)}} = \sqrt{1 - \left( \frac{x(t) - t}{y(t)} \right)^2} = \frac{\sqrt{y^2(t) - (x(t) - t)^2}}{y(t)} \tag{3.1} \\
\tan \theta_f(t) &= f'(t) = \frac{x(t) - t}{\sqrt{y^2(t) - (x(t) - t)^2}}.
\end{align*}
\]

Using the auxiliary function\(^2\)

\[ \varphi(t) := \tan \frac{\theta_f(t)}{2} \tag{3.2} \]

it follows that

\[
\begin{align*}
\sin \theta_f(t) &= \frac{2\varphi(t)}{1 + \varphi^2(t)}, \quad \cos \theta_f(t) = \frac{1 - \varphi^2(t)}{1 + \varphi^2(t)}, \quad \tan \theta_f(t) = \frac{2\varphi(t)}{1 - \varphi^2(t)}; \tag{3.3} \\
\varphi(t) &= \frac{\sin \theta_f(t)}{1 + \cos \theta_f(t)} = \frac{1 + \varphi^2(t)}{2} = \frac{1}{1 + \cos \theta_f(t)}.
\end{align*}
\]

\(^2\)It is the usual substitution to transform trigonometric expressions into algebraic ones.
note that $-1 < \varphi(t) < 1$. By (3.1) and (3.3), the parametrization (2.4) can be written as follows:

$$\begin{align*}
x(t) &= t + f(t) \frac{f'(t)}{\sqrt{1+f'^2(t)}} = t + f(t) \frac{\sin \theta_f(t)}{1 + \cos \theta_f(t)} = t + f(t)\varphi(t), \\
y(t) &= f(t) + \frac{1}{\sqrt{1+f'^2(t)}} = f(t) \frac{1}{1 + \cos \theta_f(t)} = \frac{1}{2} f(t)(1 + \varphi^2(t)).
\end{align*}$$

(3.4)

**Exercise 1.** Find a geometric argument to conclude (3.4). Hint: see Subsection 2.1 and Figure 2.

**Lemma 1.** For any $t \in \mathbb{R}$, $y'(t) = x'(t)\varphi(t)$.

**Proof.** Using (3.1) and (3.4)

$$\begin{align*}
x'(t) &= 1 + \tan \theta_f(t)\varphi(t) + f(t)\varphi'(t) \\
&= \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} + f(t)\varphi'(t) \\
y'(t) &= \frac{1}{2} (\tan \theta_f(t)(1 + \varphi^2(t)) + 2 f(t)\varphi(t)\varphi'(t)) \\
&= \frac{\varphi(t)}{1 - \varphi^2(t)}(1 + \varphi^2(t)) + f(t)\varphi(t)\varphi'(t) = \varphi(t) \left( \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} + f(t)\varphi'(t) \right)
\end{align*}$$

(3.5)

as was to be proved. □

**Theorem 1.** Let $x: \mathbb{R} \to \mathbb{R}$ and $y: \mathbb{R} \to \mathbb{R}$ be continuously differentiable functions. They give the parametric expression of an equidistant function if and only if

(EF1) for any $t \in \mathbb{R}$ : $y(t) > 0$,

(EF2) for any $t \in \mathbb{R}$ : $-1 < \frac{x(t)-t}{y(t)} < 1$ and the function $t \mapsto \frac{x(t)-t}{y(t)}$ is monotone increasing,

(EF3)

$$y'(t) \left( 1 + \frac{y(t)}{\sqrt{y^2(t) - (x(t)-t)^2}} \right) - x'(t) \frac{x(t)-t}{\sqrt{y^2(t) - (x(t)-t)^2}} = 0.$$

**Proof.** The necessity of (EF1) is clear. (EF2) follows from (3.1) and the convexity of the function $f$. (EF3) is an equivalent formulation of Lemma 1:

$$y'(t) - x'(t)\varphi(t) = 0 \Rightarrow y'(t) - x'(t) \frac{\sin \theta_f(t)}{1 + \cos \theta_f(t)} = 0$$

(3.6)

because of (3.3). Therefore

$$y'(t) \left( 1 + \frac{1}{\cos \theta_f(t)} \right) - x'(t)\tan \theta_f(t) = 0$$

(3.7)
and we have the necessity of (EF3) by (3.1). To see the converse statement suppose that (EF1) - (EF3) are satisfied and let us define the function

\[ f(t) = \int_0^t \frac{x(s) - s}{\sqrt{y^2(s) - (x(s) - s)^2}} \, ds + y(0) + \sqrt{y^2(0) - x^2(0)}. \]  

(3.8)

Using (EF3), a simple calculation shows that the derivative of the function

\[ y(t) + \sqrt{y^2(t) - (x(t) - t)^2} - f(t) \]  

(3.9)

is zero. By definition (3.8)

\[ y(t) + \sqrt{y^2(t) - (x(t) - t)^2} = f(t). \]  

(3.10)

Therefore \( f \) is a positively valued function with monotone increasing derivative:

\[ f'(t) = \frac{x(t) - t}{\sqrt{y^2(t) - (x(t) - t)^2}} = \tan \left( \arcsin \frac{x(t) - t}{y(t)} \right) \]  

(3.11)

because of (3.1) and (EF2). Formula (3.11) implies that

\[ \frac{1}{\sqrt{1 + f'^2(t)}} = \frac{\sqrt{y^2(t) - (x(t) - t)^2}}{y(t)} \]  

(3.12)

and, by substituting in (3.10) and (3.11), it follows that

\[ y(t) = \frac{f(t) \sqrt{1 + f'^2(t)}}{1 + \sqrt{1 + f'^2(t)}} \quad \text{and} \quad x(t) = t + \frac{f(t) f'(t)}{1 + \sqrt{1 + f'^2(t)}}, \]  

(3.13)

i.e. they are just the parametrization of \( E_f \) in the sense of (2.4).

3.1. Inclination angle and curvature

Let \( \theta_e(t) \) be the inclination angle of the equidistant function at the parameter \( t \in \mathbb{R} \). This means that \( \theta_e(t) \) is the inclination angle belonging to the point \( (x(t), y(t)) \); it is given by the polar coordinate expression of the tangent vector:

\[ x'(t) = v_e(t) \cos \theta_e(t) \quad \text{and} \quad y'(t) = v_e(t) \sin \theta_e(t), \]

where \( v_e(t) := \sqrt{x'^2(t) + y'^2(t)} \).

**Theorem 2.** For any \( t \in \mathbb{R} \) : \( \theta_e(t) = \frac{\theta_f(t)}{2} \)

**Proof.** By Lemma 1

\[
\begin{align*}
    v_e(t) \sin \theta_e(t) &= y'(t) = x'(t) \varphi(t) = v_e(t) \cos \theta_e(t) \varphi(t) \\
    &= v_e(t) \cos \theta_e(t) \tan \frac{\theta_f(t)}{2}.
\end{align*}
\]
Therefore
\[ \varphi(t) = \tan \frac{\theta_f(t)}{2} = \tan \theta_e(t) \Rightarrow \theta_e(t) = \frac{\theta_f(t)}{2} \]
as was to be proved. \square

**Lemma 2.** The parametrization (2.4) is regular because there exists a positive number \( e > 0 \) such that \( x'(t) \geq e > 0 \) for any \( t \in \mathbb{R} \), i.e. \( x \) is strictly monotone increasing and its range is the entire real line.

**Proof.** According to Theorem 2,
\[-\pi/4 < \theta_e(t) < \pi/4.\]
Since \( x'(t) = v_e(t) \cos(\theta_e(t)) \),
\[ \frac{v_e(t)}{\sqrt{2}} \leq x'(t) \leq v_e(t), \]
i.e. \( x' \) is non-negative. If \( x'(t) = 0 \) then (EF3) implies that \( y'(t) = 0 \). Differentiating
\[ f'(t) = \frac{x(t) - t}{y(t)} \]
we have
\[ f''(t) \left( \frac{\sqrt{1 + f'^2(t)} - \frac{f'^2(t)}{\sqrt{1 + f'^2(t)}}}{1 + f'^2(t)} \right) = \frac{(x'(t) - 1)y(t) - (x(t) - t)y'(t)}{y^2(t)} \tag{3.14} \]
and, consequently,
\[ \frac{f''(t)}{\sqrt{(1 + f'^2(t))^3}} = -\frac{1}{y(t)} < 0 \tag{3.15} \]
provided that \( x'(t) = y'(t) = 0 \). This contradicts to the convexity of \( f \). Since \(-1 < \varphi(t) < 1\), the absolute value of \( y'(t) \) is dominated by \( x'(t) \) in the sense of Lemma 1. On the other hand formula (3.15) gives a contradiction like (3.16) by a simple continuity argument provided that \( x'(t) \) is close enough to the zero for some \( t \in \mathbb{R} \). Therefore \( x'(t) \) is uniformly bounded by \( 0 \), i.e. there exists a positive \( e \) such that \( x'(t) \geq e > 0 \) for any \( t \in \mathbb{R} \) and the range of the function is the entire real line because of the uniform lower bound for the local rate of increasing of the function. \square

For the computation of the curvature we use the following formulas:
\[ \kappa_f(t) = \frac{\theta'_f(t)}{v_f(t)} \quad \text{and} \quad \kappa_e(t) = \frac{\theta'_e(t)}{v_e(t)}. \tag{3.17} \]
By the previous theorem,
\[ \kappa_e(t) = \frac{\theta'_e(t)}{v_e(t)} = \frac{\theta'_f(t)}{2v_e(t)} = \frac{1}{2} \frac{v_f(t)}{v_e(t)} \kappa_f(t). \tag{3.18} \]
where

\[ v_f(t) = \sqrt{1 + f'^2(t)} = \frac{1}{\cos \theta_f(t)} = \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)}, \quad (3.19) \]

\[ \kappa_f(t) = \frac{\theta'_f(t)}{v_f(t)} = 2 \frac{(\arctan \varphi')(t)}{v_f(t)} = 2 \frac{\varphi'(t)}{1 + \varphi^2(t) v_f(t)} \]

\[ = 2\varphi'(t) \frac{1 - \varphi^2(t)}{(1 + \varphi^2(t))^2}, \quad (3.20) \]

\[ v_e(t) = \sqrt{x'^2(t) + y'^2(t)} = \sqrt{x'^2(t)(1 + \varphi^2(t))} = x'(t) \sqrt{1 + \varphi^2(t)} \quad (3.21) \]

because of Lemma 1 and Lemma 2. As formula (3.5) shows

\[ v_e(t) = \left( \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} + f(t)\varphi'(t) \right) \sqrt{1 + \varphi^2(t)}. \quad (3.22) \]

Therefore

\[ \kappa_e(t) = \frac{1}{2} \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} \frac{1 - \varphi^2(t)}{(1 + \varphi^2(t))^2} \left( \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} + f(t)\varphi'(t) \right) \sqrt{1 + \varphi^2(t)} \quad (3.23) \]

i.e.

\[ \kappa_e(t) = \frac{\varphi'(t)}{(1 + \varphi^2(t))^{3/2} \left( \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} + f(t)\varphi'(t) \right)} \quad (3.24) \]

Table 1 contains the numerical values of the inclination angle, the magnitude of the velocity and the curvature in case of the function

\[ f(t) = t^2 + 1 \Rightarrow \tan \theta_f(t) = f'(t) + \varphi'(t) = 2t, \]

\[ \varphi(t) = \tan \frac{\arctan(2t)}{2}, \quad \varphi'(t) = \frac{1}{\cos^2 \frac{\arctan(2t)}{2}} \frac{1}{1 + 4t^2}. \]

3.2. An estimation for the arclength between equidistant points

The arclength between the parameters \( a < b \) can be computed as

\[ \mathcal{L}(E_f)_a^b = \int_a^b v_e(t) \, dt; \]

note that it is the arclength between the equidistant points \((x(a), y(a))\) and \((x(b), y(b))\). Since \(-1 < \varphi(t) < 1\)

\[ \int_a^b \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} + f(t)\varphi'(t) \, dt \leq \mathcal{L}(E_f)_a^b \leq \sqrt{2} \int_a^b \frac{1 + \varphi^2(t)}{1 - \varphi^2(t)} + f(t)\varphi'(t) \, dt \]
Table 1. Some numerical values

|   | $t = 0$ | $t = 1$ | $t = 2$ | $t = 3$ | $t = 4$ |
|---|---------|---------|---------|---------|---------|
| $x(t)$ | 0       | 2.2361  | 5.9039  | 11.4713 | 19.0073 |
| $y(t)$ | $\frac{1}{2}$ | 1.3820  | 4.0240  | 8.5881  | 15.1241 |
| $\theta_e(t)$ | 0       | 0.5536  | 0.6629  | 0.7028  | 0.7232  |
| $\nu_e(t)$ | 2       | 3.2785  | 5.8316  | 8.5804  | 11.3750 |
| $\kappa_e(t)$ | $\frac{1}{2}$ | 0.0610  | 0.0101  | 0.0031  | 0.0014  |

because of (3.22). Here

$$\int_a^b f(t)\varphi'(t)\,dt = f(b)\varphi(b) - f(a)\varphi(a) - \int_a^b f'(t)\varphi(t)\,dt,$$

$$\int_a^b f'(t)\varphi(t)\,dt = \int_a^b \varphi(t)\tan\varphi(t)\,dt \quad (3.3) = \int_a^b \frac{2\varphi^2(t)}{1 - \varphi^2(t)}\,dt$$

and, consequently,

$$b - a + f(b)\varphi(b) - f(a)\varphi(a) \leq \mathcal{L}(E_f)^b_a \leq \sqrt{2}(b - a + f(b)\varphi(b) - f(a)\varphi(a)).$$

Example 1. If $f(t) = 1 + t^2$ then, by using the data of Table 1, we have that

$$4 + 17\tan\frac{0.7232}{2} \approx 10.4299 \leq \mathcal{L}(E_f)^4_0 \leq 14.7501 \approx \sqrt{2}\left(4 + 17\tan\frac{0.7232}{2}\right).$$

4. The characterization of the equidistant functions

In what follows we are looking for the equidistant function in the form

$$y(t) = G(x(t)), \quad \text{where } G : \mathbb{R} \mapsto \mathbb{R}$$

Lemma 3. $G$ is a positive valued, twice continuously differentiable convex function.
Proof. Using Lemma 2, it follows that 
\[ G'(t) = y'(x^{-1}(t)) \cdot \frac{1}{x'(x^{-1}(t))} = \varphi \circ x^{-1}(t) \]
because of Lemma 1. Since \( f \) is twice continuously differentiable and 
\[ \varphi = \tan \frac{f'}{2}, \]
we have that \( \varphi \circ x^{-1} \) is continuously differentiable. The convexity of \( G \) follows from the curvature formula (3.18) with \( \kappa_f \geq 0 \) because of the convexity of the function \( f \).

Excercise 2. By Lemma 3 we can take the sequence \( G_n \), where \( G_0 := f \) and \( G_{n+1} : \mathbb{R} \rightarrow \mathbb{R} \) is the equidistant function with respect to \( G_n \). Prove that \( G_n(t) \) tends to zero at each \( t \in \mathbb{R} \). Hint: see Theorem 2.

Using that 
\[ y'(t) = G'(x(t)) \cdot x'(t) \]
and \( x'(t) > 0 \), condition (EF3) says that 
\[ G'(x(t)) \cdot \left( G(x(t)) + \sqrt{G^2(x(t)) - (x(t) - t)^2} \right) = x(t) - t, \quad (4.1) \]
\[ G'(x(t)) \cdot \sqrt{G^2(x(t)) - (x(t) - t)^2} = x(t) - t - G'(x(t)) \cdot G(x(t)). \quad (4.2) \]
Taking the square of both sides 
\[ -G^2(x(t)) \cdot (x(t) - t)^2 = (x(t) - t)^2 - 2(x(t) - t) \cdot G'(x(t)) \cdot G(x(t)) \]
\[ (4.3) \]
We have two possible cases: if \( x(t) \neq t \) then 
\[ -G^2(x(t)) \cdot (x(t) - t) = (x(t) - t) - 2G'(x(t)) \cdot G(x(t)). \quad (4.4) \]
If \( x(t) = t \) then, by condition (EF3) in Theorem 1, \( y'(t) = 0 \). Since 
\[ y'(t) = G'(x(t))x'(t) \]
we have that \( G'(x(t)) = 0 \) because of Lemma 2. This means that equation (4.4) holds in this exceptional case too. Therefore 
\[ x(t) - t = \frac{2G'(x(t)) \cdot G(x(t))}{1 + G^2(x(t))} \Rightarrow x(t) - \frac{2G'(x(t)) \cdot G(x(t))}{1 + G^2(x(t))} = t. \quad (4.5) \]
Using the auxiliary function 
\[ H(x) := x - \frac{2G'(x) \cdot G(x)}{1 + G^2(x)} \quad (4.6) \]
it follows that \( H(x(t)) = t \), i.e. \( H^{-1}(t) = x(t) \); note that \( x'(t) > 0 \) implies the existence of the inverse function. In the sense of Lemma 2 the inverse of \( H \) must be of the form \( H^{-1} : \mathbb{R} \rightarrow \mathbb{R} \).
Theorem 3. A twice continuously differentiable function $G : \mathbb{R} \rightarrow \mathbb{R}$ is an equidistant function if and only if

$$H(x) := x - \frac{2G'(x) \cdot G(x)}{1 + G'^2(x)}$$

has a strictly monotone increasing inverse function of the form $H^{-1} : \mathbb{R} \rightarrow \mathbb{R}$ and the parametric expression

$$x(t) := H^{-1}(t) \quad \text{and} \quad y(t) := G \circ H^{-1}(t)$$

of $G$ satisfies conditions (EF1), (EF2) and (EF3) of Theorem 1.

Remark 1. The substitution $t = H(x)$ in (EF1) implies that $G$ must be a positive valued function. We also have that $G$ is convex and $-1 < G'(x) < 1$ for any $x \in \mathbb{R}$ because of the monotonicity property (EF2); see the behavior of the function $\frac{2x}{1 + x^2}$ on the real line. Since the parametrization in Theorem 3 is based on condition (EF3), it is automatically satisfied: a twice continuously differentiable, positive valued convex function $G : \mathbb{R} \rightarrow \mathbb{R}$ is an equidistant function if and only if

$$H(x) := x - \frac{2G'(x) \cdot G(x)}{1 + G'^2(x)}$$

has a strictly monotone increasing inverse function of the form $H^{-1} : \mathbb{R} \rightarrow \mathbb{R}$ and $-1 < G'(x) < 1$ for any $x \in \mathbb{R}$. Theorem 3 gives the solution of the problem posed in [6] for a special class of equidistant sets (equidistant functions): characterize all closed sets of the plane that can be realized as the equidistant set of two connected disjoint closed sets.

5. Concluding Remarks

5.1. An open problem

It can be easily seen that conditions (EF1) - (EF3) are invariant under orientation preserving transformations of the parameter. Can we generalize the characterization of equidistant functions as plane curves in terms of conditions that are invariant under (orientation preserving) Euclidean motions?

5.2. Generalizations and extensions of the process

As a simple conclusion of the geometric interpretation of equidistancy (see Subsection 2.1) we have that the equidistant function is the envelope of the family of parabolas such that the first coordinate axis is the common directrix and the focal point is running through the graph of the function $f$. Since the equidistant function takes exactly the form of a parabolic arc in the outer normal cone belonging to any singularity on the graph, the singularities (if they exist at all) do not affect the equidistant function. Moreover, any convex function can be approximated by convex functions of class $C^2$, i.e. the regularity conditions for the function $f$ can be
used without loss of generality; see also Theorem 11 in [6] (continuity property of equidistant sets). Another technical simplification is to take the entire real line as the domain of the function \( f \). It can be easily seen that if the domain is bounded from above (for example), i.e. \( f: (-\infty, b) \to \mathbb{R} \) then the equidistant function takes the form of an infinite parabolic arc for any \( t > \lim_{t \to b^-} x(t) \). We can also take most of unbounded closed convex set in the plane as the epigraph of a convex function by choosing the first coordinate axis parallel to the orthogonal complement of a ray contained in the set. Finally the process presented in the paper gives a local approximation of the equidistant sets in some cases as follows. Consider two disjoint closed convex sets \( K \) and \( L \) in the plane. For the sake of simplicity we suppose that their boundaries are of class \( \mathcal{C}^2 \). If \( P \) is an equidistant point of \( K \) and \( L \) then there exist uniquely determined closest points on \( K \) and \( L \) to \( P \): \( A \in K \) and \( B \in L \). The tangent line \( k \) of \( K \) at the point \( A \) provides a linear approximation around \( A \) of \( K \) containing the closest points of \( K \) to the equidistant points around \( P \) because of the continuity of the orthogonal projection of the outer points onto the boundary of a closed convex set. If the perpendicular line from \( B \) to \( k \) intersects the interior of \( L \) then we can use the local version of the process to approximate the equidistant set of \( K \) and \( L \) by an equidistant function around \( P \). The previous argument motivates us to use the \( \mathcal{C}^2 \) boundary in a more effective way by substituting the coordinate axis \( k \) with the osculating circle to the boundary of \( K \) at the point \( A \). This circle provides a higher order contact than the tangent line. Therefore we propose the solution of the problem of the characterization of equidistant sets belonging to the epigraph of a positive valued convex function and the circle given by \( x^2 + (y + R)^2 = R^2 \).
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