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Abstract—Real-time vision-based system of fault detection (RVBS-FD) for freight trains is an essential part of ensuring railway transportation safety. Most existing vision-based methods still have high computational costs based on convolutional neural networks. The computational cost is mainly reflected in the backbone, neck, and post-processing, i.e., non-maximum suppression (NMS). In this paper, we propose a lightweight NMS-free framework to achieve real-time detection and high accuracy simultaneously. First, we use a lightweight backbone for feature extraction and design a fault detection pyramid to process features. This fault detection pyramid includes three novel individual modules using attention mechanism, bottleneck, and dilated convolution for feature enhancement and computation reduction. Instead of using NMS, we calculate different loss functions, including classification and location costs in the detection head, to further reduce computation. Experimental results show that our framework achieves over 83 frames per second speed with a smaller model size and higher accuracy than the state-of-the-art detectors. Meanwhile, the hardware resource requirements of our method are low during the training and testing process.

Index Terms—Fault detection, real-time, freight train images, NMS-free, convolutional neural network.

I. INTRODUCTION

Nowadays, the efficiency and quality of braking systems for freight trains have become essential in ensuring transportation safety. The braking systems will seriously fail if some critical components are lost or damaged, such as bogie block key, dust collector, fastening bolt on brake beam, etc. However, the faults of these components have been detected manually for a long time, resulting in missing and false detection. Recently, the applications of vision-based detection methods to replace manual labor can ensure the speed and accuracy of detection and avoid the subjective influence of manual detection.

Real-time vision-based system of fault detection (RVBS-FD) is one of the most important infrastructures in the intelligent transportation system. The RVBS-FD has been regarded as a critical technology in the instrumentation and measurement (IM) field [1]. The deployment of RVBS-FD is generally outdoors, as shown in Fig. 1, and the computing resources are also limited. Moreover, due to the small size of these critical parts in trains, the structures are complicated and susceptible to contamination. In this case, the typical RVBS-FD cannot simultaneously meet the actual requirements of real-time detection and high accuracy.

With the advancement of machine learning in recent years, some scholars have developed several RVBS-FD that use machine learning as a detection method. For example, Liu et al. [2] used cascade detectors and gradient coded co-occurrence matrix to detect the faults of the bearing cap. Sun et al. [3] proposed a fast adaptive Markov Random Field (FAMRF) algorithm and an exact height function (EHF) to detect the faults in the air brake system, bogie block key, and fastening bolt. Furthermore, Sun et al. compared the performance with the cascade detector based on local binary patterns (LBP). Lu et al. [4] presented an automatic visual inspection for multiple targets based on the time-scale normalization to detect small mechanical parts. Traditional RVBS-FD for freight trains has several unavoidable shortcomings in real-world applications, such as a restricted number of fault types and algorithm portability.

As deep learning algorithms are increasingly used in RVBS-FD, the key parts of freight trains that can be detected extend to valves [5], bearings [6], shaft bolts [7] and some small components [8]–[10]. Zhang et al. [1] used a multi-region proposal network and a multilevel region of interest algorithm based on convolutional neural network (CNN) to rapidly detect five common faults at the bottom of the train. Fu et al. [6] proposed a two-stage network that could learn to automatically focus on the target defect area to detect bearing oil spots. Chen et al. [11] proposed a two-stage detection method to achieve hierarchical detection and apply fine-grained defect diagnosis of train components. However, the above methods have a large amount of calculation and slow detection speed, which cannot meet real-time detection requirements for over 30 frames per second (FPS). Furthermore, the computational cost of the network is often in the generation and suppression of anchor boxes. Inspired by OneNet [12], we use a one-stage network for detection without region proposal network and NMS post-processing. Moreover, the computational cost of the one-stage detector is mainly reflected in the backbone and neck. As a result, we improve these two parts to achieve higher accuracy and real-time detection at a low computational cost.

In this paper, we propose a lightweight NMS-free framework of vision-based fault detection for braking systems.
in freight trains. We first use a lightweight backbone for feature extraction and then design a fault feature pyramid (FFP) to obtain information across different scales. Finally, to avoid using NMS in post-processing, we put different scales information into the detection head and calculate different loss functions, including classification and location loss. In FFP, we design three modules for feature extraction based on the characteristics of the critical components in the braking systems of freight trains. These three modules are fault enhancement attention, dilated fault bottleneck and fault bottleneck modules. The first module fits complex correlations between channels to improve the quality of representations produced by the network. The other two modules reduce the model parameters and calculations. Experiments on three datasets of critical components in braking systems show that the detection speed of our framework is over 83 FPS, with a lower computational cost in comparison with the state-of-the-art detectors. Moreover, our framework has the smallest model size, suitable for scenarios with limited detection resources.

In general, our main contributions are as follows.
1) We design a lightweight NMS-free framework in the RVBS-FDet for freight trains.
2) We proposed the FFP with three individual modules to improve the accuracy and significantly reduce the computational cost.
3) The experimental results verify that our method achieves the detection speed of over 83 FPS with smallest model size in comparison with the state-of-the-art methods.

The rest of this article is organized as follows. Section II introduces the related works about fault detection of freight train images, backbone, NMS-based object detection and NMS-free object detection. Section III introduces the hardware system of our framework. Section IV presents our overall framework and three individual modules. To verify the effectiveness of our method, we conduct comprehensive experiments in Section V. Finally, the full text is summarized in the Section VI.

II. RELATED WORKS

As technology advances, deep learning-based fault detection becomes more popular among RVBS-FDs. Recent research articles on RVBS-FD of freight trains and neural network construction are reviewed in this section.

A. Fault Detection of Freight Train Images

Sun et al. [7] proposed an automatic multi-fault recognition in the trouble of moving freight train detection system, which can identify four typical side frame keys and shaft bolts failures. Sun et al. [13] used binocular vision to detect bolt-loosening in key parts of the train. Ling et al. [14] proposed an instance detection model based on hierarchical features, which can perform instance-level prediction of rough defect areas. Ye et al. [9] proposed a multi-feature fusion network for simultaneous detection of three typical mechanical component failures, which has good robustness to complex environments. Pahwa et al. [5] proposed a method to detect valves failure using image segmentation followed by neural network recognition. Chen et al. [11] proposed an end-to-end detection framework for fusing the visual features and substructure knowledge to detect the failure of train components. Chang et al. [8] proposed fault detection and localization method for key components of high-speed trains. However, the above methods have high computational costs and cannot meet the actual needs such as real-time detection. These methods are not suitable for deployment in a resource-limited environment in the wild.

B. Backbone

The backbone is usually used for the preliminary features extraction, generating feature maps for the subsequent network. MobileNet [15] used deep separable convolution, inverted residuals, linear bottleneck, and squeeze-and-excitation block in the network to achieve faster speed and higher accuracy. The advantage of MobileNet was that the minimal model size could obtain faster speed, and some networks with the same characteristics had PeleeNet [16], MnasNet [17], GhostNet [18], and RegNet [19]. SqueezeNet [20] achieved the lightweight of the network by replacing the convolution and fire-module structure, reducing the number of parameters by 50 times. Tan et al. [21] systematically studied model scaling and found that carefully balancing the network depth, width, and resolution of the network can improve performance. He et al. [22] proposed the residual net (ResNet), which used residual learning to solve the degradation problem to train a deeper network. The model size will inevitably increase as the network deepens, but the accuracy will also increase, such as CSPDarkNet [23], deep layer aggregation (DLA) [24], and VoVNet [25].

C. NMS-based Object Detection

1) Two-stage: The proposal of Faster R-CNN [26] established the position of the two-stage methods in the field. Faster R-CNN was an accurate and effective region proposal network that shared convolutional features with downstream detection networks to improve overall accuracy. Lu et al. [27] proposed Grid R-CNN to achieve high-quality positioning through a grid guidance mechanism. Ze et al. [28] proposed the RepPoints to fine-grain localization information and identified local areas that were meaningful for object classification. Zhang et al. [29] proposed that the fixed scheme limits the overall performance and uses simple but effective components to bring improvements without additional costs. Cai et al. [30] proposed Cascade R-CNN utilizing the output of one to train the next, and the same cascade was applied at inference. The two-stage network generates potential object bounding boxes, called anchors. These boxes are adjusted and classified in post-processing, namely NMS. The generated anchor boxes are mapped to the areas of feature map, and then the areas are re-input to the fully connected layer for classification and regression. Each area mapped by the anchor must be classified and regressed, consuming significant times.

2) One-stage: The one-stage methods can directly regress and classify the anchor boxes. These methods have fewer parameters and calculations than the two-stage methods, which meet the fault detection requirements with low computational
cost. It was not until the emergence of single shot multibox detector (SSD) [31] and you only look once (YOLO) [32] that the one-stage methods began to attract attention. The detectors of the same series of YOLO, such as YOLOF [33] and YOLOX [34], had different improvements in network structure, which further promoted the development of one-stage detection methods. CornerNet [35] used a single CNN to detect the target bounding box composed of two key points in the upper left corner and the lower right corner. Fully convolutional one-stage object detection (FCOS) [36] eliminated the pre-defined anchor box to avoid the calculation and related hyper-parameters during the training process.

CentripetalNet [37] introduced a simple but effective centripetal shift to solve the corner matching problem. Xiang et al. [38] proposed the generalized focus loss to encourage the learning of better classification and localization quality joint representations with more informative and accurate bounding box estimation. Lin et al. [39] proposed the focal loss, which applied a modulating term for the cross entropy loss to focus learning on complex negative examples. Zhang et al. [40] proposed VarifocalNet to learn an IoU-aware classification score as a joint representation of object presence confidence and localization accuracy, then designed a new loss function to train a dense object detector to predict the IoU-aware classification score.

### D. NMS-Free Object Detection

Using NMS to eliminate redundant boxes increases calculations while reducing the detection speed. So, some methods avoid using NMS as the post-processing. For instance, Zhou et al. [41] proposed CenterNet to achieve the bounding box based on the center point. All outputs were directly produced from the keypoints and did not need IoU-based NMS or any other post-processing. Sun et al. [42] proposed Sparse R-CNN for object detection in images. A fixed sparse set of learned object proposals were provided to perform classification and location by dynamic heads. Zhu et al. [43] proposed a multi-scale deformation attention module to improve the convergence speed. Pang et al. [44] used IoU-balanced to reduce redundant frames and achieved similar effects as NMS to solve the imbalance through an overall balanced design. Sun et al. [12] introduced the concept of additional classification cost and scored gap to make the detector generate one-to-one predictions for removing the NMS to establish an end-to-end system.

### III. HARDWARE SYSTEM

As shown in Fig. 1, the proposed RVBS-FD mainly includes an image acquisition subsystem, an image processing subsystem, and a data storage and analysis subsystem. The image acquisition subsystem is composed of a high-speed camera array and a light array [1]. The image acquisition subsystem is spread at the bottom and on both sides of the track, eliminating the case that the image cannot be acquired due to the occlusion of parts. The high-speed camera array comprises several high-speed digital charge-coupled device cameras, and the size of the image collected each time is fixed at $700 \times 512$ pixels. The light array comprises several xenon lamps, irradiated at different angles to avoid poor image quality due to uneven illumination. The image processing subsystem and the data storage and analysis subsystem are generally used to receive, process, and store the image to be tested returned by the image acquisition subsystem.

### IV. DETECTION ALGORITHM

We propose a lightweight NMS-free framework for real-time vision-based fault detection of braking systems in freight trains (NR FTI-FDet). The proposed framework mainly includes a lightweight backbone, FFP structure, and detection head. The FFP structure consists of three modules: fault enhance attention, dilated fault bottleneck, and fault bottleneck module, as shown in Fig. 2. In this section, we first introduce the overall framework and then the FFP with three modules. Finally, we present the detection head and loss function used in the network.

#### A. Overall Framework

The outdoor environment limits fault detection of freight train images. So that, the fault detector needs to be low
Fig. 2. Overall network diagram of our proposed NR FTI-FDet. This network is divided into the backbone, fault feature pyramid (FFP), and detection head. The FFP contains fault enhance attention (FEA), dilated fault bottleneck (DFB) and fault bottleneck module (FBM). We calculate three different losses in the head to avoid using NMS in post-processing. The DFB only exists in the top layer, and the dilation rates are [1, 2, 5].

Computational costs. However, a large amount of calculation often occurs in the backbone, neck, and post-processing just introduced in OneNet [12]. To reduce the computational costs, we use the lightweight backbone MobileNetV3-Small [15]. Because some faults occur on small parts, the pixel information of the fault is gradually lost as the network deepens during the backbone processing. To better detect this type of fault with a large difference in size, we add a neck similar to FPN [45] in the back-end of the backbone.

As shown in Fig. 2, the backbone can generate the feature maps across different scales. High-level feature maps have richer semantic information, and low-level feature maps have higher resolution. We extract some critical feature maps and input them into the FPN. Through the processing of FPN, the rich semantic information of the upper-layer feature maps is transferred to the lower-layer high-resolution feature maps for fusion. Then the fusion feature maps are input into the detection head to detect faults in different sizes.

The addition of FPN can improve the detection accuracy and also leads to a substantial increase in computational costs, as shown in Table I and Table II, respectively. In practical applications, we have to use a low computation and small model size detector and compromise accuracy [46], limited by the resource in the wild. So we propose three individual modules to optimize the network for achieving a good trade-off between the accuracy and the amount of calculation.

Using NMS in post-processing to eliminate redundant boxes is the current practice of most two-stage and one-stage detectors. In searching for local maxima and suppressing non-maximum elements, NMS needs to calculate the IoU of two overlapping boxes, which significantly impacts detection speed. To solve the above problems, we calculate three loss functions to achieve one-to-one prediction, which will be discussed in detail in Section IV-D.

B. Fault Enhance Attention

In the traditional FPN [45], the feature maps pass from the backbone are only processed by a $1 \times 1$ convolution to adjust the number of channels. However, if the network does not model interdependencies among channels, the helpful information will be submerged in redundant information. Therefore, we design a fault enhance attention (FEA) module to solve the above problem. As shown in Fig. 3(a), when the output feature map from the backbone enters into FEA, we use a $1 \times 1$ convolution to adjust the channels to 256. We then obtain a $1 \times 1 \times 256$ feature map by the global average pooling. After that, two fully connected layers realize the non-linear operation among channels through upscaling and reducing the dimensionality of the feature map to fit the complex correlation among channels. Finally, the processed feature map is added with the original feature map to output after a sigmoid layer.

We define an input as $x$, the FEA can be expressed as:

$$\text{FEA} = f \left( g \left( x \right), x \right) = g \left( x \right) \cdot x.$$  \hspace{1cm} (1)

The $g(x)$ is the transformation function of the input $x$, and $g(x)$ can be expressed as:

$$g(x) = \text{Sigmoid} \left( \text{MLP} \left( \text{GAP} \left( x \right) \right) \right).$$  \hspace{1cm} (2)

So the output $y$ is expressed as:

$$y = \sigma \left\{ W_1 \delta \left[ W_0 \cdot \text{GAP} \left( x \right) \right] \right\} \cdot x,$$  \hspace{1cm} (3)
where $\sigma$ is the sigmoid function, $W_0$ and $W_1$ are the multilayer perceptron weights, respectively. We compare the average feature maps after a $1 \times 1$ convolution with after FEA in Fig. 4. The average feature map processed by FEA retains more textures and provides better fine-grained information for subsequent processing.

C. Dilated Bottleneck Module

To further reduce the computational costs, we use $1 \times 1$, $3 \times 3$ and $1 \times 1$ convolutions instead of the $3 \times 3$ convolutions in the traditional FPN. The first $1 \times 1$ convolution adjusts the channel from 256 to 16, and the last $1 \times 1$ convolution adjusts the channel from 16 to 256. After that, we can significantly reduce the number of model parameters. If the number of channels in the input convolution layer is $C_i$, the number of output channels is $C_o$, and the convolution kernel size is $K \times K$, the number of parameters $P$ can be calculated as $P = C_i \times K^2 \times C_o$. The parameter $P$ of our method is 10496, which is only $1/56$ of the traditional method.

To better use the semantic information from the upper layers, we add a shortcut to connect the upper layers and implement a residual-like structure [22], which is named fault bottleneck module (FBM) as shown in Fig. 3(b). The addition of the shortcut reduces the probability of gradient dissipation or explosion. Furthermore, the rich semantic information from the upper layer can be directly involved in the subsequent detection process of the network to improve the accuracy.

Considering that the top layer has no additional information from the upper layer, we design a dilated fault bottleneck (DFB) to enrich the information as shown in Fig. 3(c). We add continuous dilated convolution to the shortcut, which is able to extend the receptive field under low computational costs and capture multi-scale context information [47]. Using DFB on the top layer can recover some of the detailed information lost during the previous processing. Fig. 5(a) is the feature map of $F_{out}$ in DFB, and Fig. 5(b) is the feature map output from DFB. Through the larger receptive field obtained by the dilated convolution in the shortcut, we retrieve the detailed information and add it to the subsequent processing to improve the accuracy.

The maximum distance between two nonzero elements in dilated convolution is defined by hybrid dilated convolution:

$$L_i = \max [L_{i+1} - 2r_i, 2r_i - L_{i+1}, r_i].$$

Among them, $L_i$ represents the maximum distance between two nonzero elements in the $i$-th layer, and $r_i$ represents the dilation rate of the $i$-th layer [48]. The convolution with a small dilation rate is concerned with short-distance information, while the convolution with a large dilation rate is concerned with long-distance information. With the help of dilated convolution, our method achieves a higher accuracy of faults on different scales.

D. Loss Function

As mentioned above, redundant and approximately repeated predictions are produced for each object during the inference process, which are removed by NMS in the post-processing. However, the computational costs are sharply increased by calculating the IoU of two overlapping boxes when using NMS. We make the network produce one-to-one predictions by calculating the classification loss function to eliminate the NMS, significantly reducing network calculations. We use the detection head in our network like FCOS [36], but we do not
calculate centerness loss because the definition of centerness leads to unexpected small ground-truth labels, which makes a possible set of ground-truth bounding boxes extremely hard to be recalled [38]. Our loss function is defined as follows:

$$L = \lambda_{cls} \times L_{cls} + \lambda_{L1} \times L_{L1} + \lambda_{GIoU} \times L_{GIoU},$$  

(5)

where $L_{cls}$ is the classification loss of predicted classifications and ground-truth category label. $L_{L1}$ and $L_{GIoU}$ are samples $L1$ loss and GIoU loss [49] between sample box and ground-truth box, respectively. $\lambda_{cls}$, $\lambda_{L1}$ and $\lambda_{GIoU}$ are coefficients of each component, and set as 2, 5 and 2, respectively.

Furthermore, we use focal loss [39] in our $L_{cls}$:

$$L_{cls} = \begin{cases} -\alpha(1-y)^{\beta} \log y, & x = 1 \\ -(1-\alpha)y^{\beta} \log(1-y), & x = 0 \end{cases},$$  

(6)

where $x$ is the label of the ground-truth, $y$ is the predicted fault, $\alpha$ and $\beta$ are balance factors set as 0.25 and 2, respectively. The $L1$ loss is defined as:

$$L_{L1} = \sum_{i=1}^{n} |y_{true} - y_{predicted}|.$$  

(7)

The $L1$ loss calculates the sum of the absolute value of the difference between all ground-truth values and predicted values. GIoU loss is an improvement of IoU loss [50], which is defined as:

$$L_{GIoU} = 1 - IoU + \frac{A^c - U}{A^c}.$$  

(8)

V. EXPERIMENTS

In this section, we first introduce three fault datasets and evaluation metrics to verify the performance of NR FTI-FDet in the RVBS-FD of freight train. Then we analyze the overall network, the effectiveness of FFP, and different modules in FFP. Finally, we compare our NR FTI-FDet with state-of-the-art methods.

A. Experimental Setup

1) Implementation Details: Our method is trained via backpropagation and the AdamW [53] optimizer. The hyperparameters settings are the same for a fair comparison in all experiments. We train with a batch size of 16 and learning rate $5 \times 10^{-5}$ for 80K iterations, with learning rate dropped 10$\times$ at 60K iterations (following [12]). All experiments are performed in a PC environment with an Intel Core i9-9900K 3.60 GHz processor, 64G RAM, and a single GTX2080Ti GPU. It is worth noting that we fine-tune the hyperparameters of each model to make the best performance on our hardware devices Table VI.

2) Datasets: We use the labeling tool to create three datasets for the experiments [1]. The fault locations in the three data sets are located at block keys, dust collectors, and fastening bolts on the brake beam. These three parts are the critical components of the braking systems of freight trains to ensure transportation safety.

- **Bogie Block Key**: It is an important part to prevent the separation of the wheelset and the bogie. To detect the fault of this small part, we use 5440 images for training and 2897 images for testing, respectively.
- **Dust Collector**: It is mainly used to filter impurities in the air and is usually installed next to the cut out cock. We use 815 images and 850 images for training and testing, respectively.

### Table I

| Backbone               | CDR (%) | FDR (%) | MDR (%) | Time(s/image) | Memory(MB) |
|------------------------|---------|---------|---------|---------------|-------------|
|                        | Train   | Test    | Train   | Test          |             |
| CSPDarkNet-53 [23]     | 97.79   | 9.00    | 0.31    | 0.185         | 9072        |
| ResNet18 [22]          | 95.03   | 0.07    | 4.90    | 0.253         | 1375        |
| ResNet34 [22]          | 90.33   | 0.97    | 8.70    | 0.100         | 2292        |
| ResNet50 [22]          | 91.44   | 0.07    | 8.49    | 0.198         | 8797        |
| ResNet101 [22]         | 91.23   | 0.03    | 8.73    | 0.241         | 6954        |
| SqueezeNet-V1.1 [20]   | 62.69   | 27.93   | 9.39    | 0.098         | 2975        |
| DLA34 [24]             | 96.72   | 2.66    | 0.62    | 0.115         | 2859        |
| EfficientNet-B0 [21]   | 80.57   | 19.40   | 0.03    | 0.120         | 4171        |
| GhostNet [18]          | 76.60   | 23.40   | 0.00    | 0.088         | 2008        |
| MnasNet-0.5 [17]       | 72.01   | 27.99   | 9.39    | 0.055         | 1256        |
| PeleeNet [16]          | 86.50   | 12.22   | 1.28    | 0.100         | 1946        |
| RegNet-200M [19]       | 91.61   | 7.63    | 0.76    | 0.059         | 983         |
| VoVNet27-slim [25]     | 95.58   | 2.31    | 2.11    | 0.108         | 3066        |
| MobileNetV3-Small [15] | 81.22   | 18.71   | 0.07    | 0.047         | 709         |
| EfficientNetV2S [21]   | 91.61   | 8.08    | 0.31    | 0.198         | 7732        |
| VGG-16 [51]            | 74.63   | 17.81   | 7.56    | 0.124         | 7303        |
| EfficientNet-V3 [52]   | 95.17   | 2.11    | 2.73    | 0.094         | 5215        |
| EfficientNet-V3 [52]   | 95.17   | 2.11    | 2.73    | 0.094         | 5215        |
| InceptionNet-V3 [52]   | 95.17   | 2.11    | 2.73    | 0.094         | 5215        |
Fastening Bolt on Brake Beam: It is an essential part of the train brake system to fix the brake beam. The horizontal force generated by train brakes is likely to cause the fastening bolt on brake beam to fall off or break. We use 1724 images and 1902 images for training and testing, respectively. The above-mentioned typical faults are located at the bottom or on both sides of the train. However, there are various components around these parts, which bring great difficulties to fault detection. Meanwhile, due to the complex environment, the testing parts may be blocked by foreign objects, which also increases the difficulty of inspection.

3) Evaluation Metrics: We use eight indexes to verify the effectiveness of the proposed NR FTI-FDet in the RVBS-FD of freight trains. They are false detection rate (FDR), correct detection rate (CDR), missed detection rate (MDR), training speed, testing speed, training memory usage, testing memory usage, and model size. Among them, FDR, CDR, and MDR are used to evaluate the accuracy of the detectors. Those three metrics are defined as follows: after using a method on the testing set with m fault images and n non-fault images, there are a images considered the fault images, and c images are detected as normal images. However, there are b images in a and d images in c are detected incorrectly, respectively, then: \( FDR = b/(m+n) \), \( MDR = d/(m+n) \), \( CDR = 1 - FDR - MDR \). The training and testing speed reflect the computational costs of the model. When the computing power is limited, we prefer to use models with low computational costs and fast detection speed. The memory usage of a model during training and testing reflects the dependence of a detector on the hardware system. These two metrics are also essential for fault detection tasks. We calculate the mean value of the FDR, CDR, and MDR as mFDR, mCDR, and mMDR to evaluate the different detectors on three fault datasets.

B. Performance Analysis

1) Backbone: To verify the effectiveness of our NR FTI-FDet, we first explore the overall structure of the network. We replace the baseline network with various backbones for experiments, taking the bogie block key dataset as an example. As shown in Table I, CSPDarkNet53 has the highest accuracy, but its model size is 446 MB, which is the largest model size among all tested models. The results show that the computational costs of CSPDarkNet53 are the largest, which can not meet our requirements because we hope the computational costs of the model can be sufficiently small. The model size of MobileNetV3-Small is the smallest, only 21 MB. Although the CDR is 81.22%, it is more acceptable to us in terms of accuracy than MnasNet-0.5, which has almost the same model size. As for testing speed and memory usage, MobileNetV3-Small has the best performance among all test models. The results show that MobileNetV3-Small has a lower computational cost and is more suitable for resource-limited environments. Therefore, we choose MobileNetV3-Small as the backbone of our network.

2) Fault Feature Pyramid: To improve the performance, we propose a traditional feature pyramid to construct feature maps in different sizes with advanced semantic information. In Table II, when we add the traditional FPN to the network, the CDR is increased from 81.22% to 96.0%. However, the test time is 2× longer than the original network, and the training time is 7× longer. The memory usage of this model is also increased. The larger memory usage of the model means that the model needs a better hardware environment to run normally, which is not conducive to model deployment in the wild. Meanwhile, the model size is growing from 21.0 MB to 93.4 MB.

To verify the effectiveness of FEA, FEB, and DFB, we add these three modules to FPN in turn. As shown in Table II, with the addition of FEA, the model size is only increased by 0.3 MB and a 0.45% increase in accuracy. The results show that FEA can improve accuracy with a slight increase in computational costs. In addition, with FBM added to the network, the model size is reduced from 93.4 MB to 73.5 MB. The CDR is also increased from 96.06% to 97.62%, which is better than adding FEA alone. However, the addition of DFB makes a decrease in accuracy, and the model size is also increased to 117 MB. The effect of using DFB alone is not as good as using DFB with other modules.

When adding FEA and DFB to the network simultaneously, the effect is better than adding FEA or DFB separately. The model size only increases 1 MB compared with using DFB alone. Similarly, when FEA and FBM are added to the network simultaneously, the detection accuracy is further improved. Compared with adding FBM alone, the CDR is increased from 97.62% to 98.27%, and the model size is only increased by 0.3 MB. The training speed, testing speed, and memory

### Table II

The effectiveness of the proposed FEA, FBM and DFB in fault feature pyramid. The first row indicates that only FPN is added to the network, and the remaining rows suggest that the corresponding module is added to the FPN.

| FEA | FBM | DFB | CDR↑ (%) | FDR↓ (%) | MDR↓ (%) | Time(s/image) | Memory(MB) | Model size(MB) |
|-----|-----|-----|----------|----------|----------|--------------|------------|---------------|
|     |     |     | Train    | Test     | Train    | Test         | Train      | Test          |
| -   | -   | -   | 96.06    | 1.93     | 2.00     | 0.321        | 0.011      | 6472          | 983          | 93.4          |
| ✓   | -   | -   | 96.51    | 2.49     | 1.00     | 0.316        | 0.011      | 6679          | 983          | 93.7          |
| -   | ✓   | -   | 97.62    | 1.59     | 0.79     | 0.309        | 0.011      | 6750          | 983          | 73.5          |
| -   | ✓   | ✓   | 94.82    | 1.69     | 3.49     | 0.414        | 0.013      | 7360          | 1013         | 117           |
| ✓   | ✓   | -   | 98.27    | 1.42     | 0.31     | 0.307        | 0.011      | 6954          | 983          | 73.8          |
| ✓   | ✓   | ✓   | 98.07    | 1.76     | 0.17     | 0.412        | 0.014      | 7565          | 877          | 118           |
usage are almost unchanged. Therefore, FEA and FBM can improve detection accuracy without increasing a large number of computational costs.

3) Dilation Rates of DFB: Dilated convolutions with different dilation rates are stacked to obtain different sizes of receptive fields. In Table III, we conduct constant stacking experiments based on the dilated convolution with dilation rates of 1 and 2. The network uses MobileNetV3-Small as the backbone, and the fault feature pyramid uses a combination of FEA and DFB. When testing on the bogie block key dataset, we find stacking dilation rates of [1, 2, 5] have the best accuracy, while CDR achieves 98.07%. The results are decreased when reducing the number of dilated convolutions or adding a group of dilated convolutions. The test memory usage using the dilation rates of [1, 2, 5] is the smallest when the model size is the same, which shows that the dilation rates of [1, 2, 5] are more suitable to detect the fault in train images.

4) Distribution of FBM and DFB: In Table IV, the tested network uses MobileNetV3-Small as the backbone and adds FEA and FBM to FPN. The dilation rates are [1, 2, 5] for stacking and testing on the bogie block key dataset. We use FBM instead of DFB if DFB is not used in a specific layer. It can be seen from Table IV that the accuracy decreases when DFB is not used in all layers. Compared to the first and second row, the accuracy drops from 98.27% to 95.24% because the second row uses the DFB in the bottom layer. The bottom layer uses the dilated convolutions to obtain a larger receptive field, which leads to more invalid information and a decrease in accuracy. The accuracy is improved when not use DFB at the bottom layer and only use it at the top layer. We can conclude from Table IV that DFB is more suitable for the top layer. It helps the top layer obtain more detailed information, but using DFB in other layers causes information redundancy and affects accuracy. Therefore, the FBM is more suitable for other layers to accept the rich information better transmitted from the upper layer.

5) Loss Function: To verify the importance of loss functions calculated in the head, we apply them to the training process separately, as shown in Table V. The loss functions we used can be divided into two roles, where $L_1$ loss and GIoU loss are used for object localization. The $L_{cls}$ is a classification loss that eliminates post-processing by generating a unique prediction. The accuracy is maintained at roughly 60% when using $L_1$ loss and GIoU loss, or only one of these two loss functions. With the addition of $L_{cls}$, the accuracy is dramatically improved which further emphasizes the importance of classification loss for train fault detection. In addition, we included NMS in the test of each experiment to compare the test time consumed by NMS post-processing. The test time is 2× longer after adding NMS, as seen in Table V.

### C. Comparison with State-of-the-Art Methods

To further illustrate the superiority of our NR FTI-FDet, we compare our framework with state-of-the-art methods. These detectors can be divided into NMS-based and NMS-free methods. It is worth noting that the parameters in each method are tuned to be the best performance on our datasets, and the memory usage during training represents the memory consumed by each batch.

1) Comparison of Accuracy and Model Size: In Table VI, the mCDR of NR FTI-FDet reaches 98.40%, which is higher than all NMS-free detectors, almost two-stage detectors, and one-stage detectors. The mCDR of Light FTI-FDet is higher than our method by 1.39%. But this detection speed is 5× larger than our NR FTI-FDet. As for model size, our NR FTI-FDet has the smallest model size among all methods.
TABLE VI

COMPARE WITH THE STATE-OF-THE-ART METHODS ON THREE TYPICAL FAULT DATASETS.

| Methods                          | Backbone       | mCDR↑ (%) | mFDR↓ (%) | mMDR↓ (%) | Batch size | Time(s/image) | Memory(MB) | Model size(MB) |
|----------------------------------|----------------|-----------|-----------|-----------|------------|---------------|------------|----------------|
| **Training**                     |                |           |           |           |            |               |            |                |
| Traditional Detectors            |                |           |           |           |            |               |            |                |
| Cascade detector (LBP) [3]       | ResNet-50      | 99.46     | 0.35      | 0.19      | 6          | 1.195         | 0.061      | 1506           | 1841          | 552.6         |
| HOG+Adaboost+SVM [1]             | ResNet-50      | 96.53     | 2.54      | 0.93      | 6          | 0.956         | 0.055      | 1453           | 1575          | 330.3         |
| FAMRF+EHF [3]                   | ResNet-50      | 95.51     | 3.58      | 0.9033    | 4          | 0.831         | 0.064      | 1627           | 1523          | 515.2         |
| NMS-based Two-stage Detectors    |                |           |           |           |            |               |            |                |
| Cascade R-CNN [30]               | ResNet-50      | 99.46     | 0.35      | 0.19      | 6          | 1.195         | 0.061      | 1506           | 1841          | 552.6         |
| Faster R-CNN [26]                | ResNet-50      | 98.41     | 1.05      | 0.54      | 6          | 0.956         | 0.055      | 1453           | 1575          | 330.3         |
| Dynamic R-CNN [29]               | ResNet-50      | 99.30     | 0.44      | 0.26      | 2          | 0.424         | 0.056      | 1708           | 1427          | 294.0         |
| Grid R-CNN [27]                 | ResNet-50      | 97.90     | 0.86      | 1.24      | 4          | 0.812         | 0.058      | 1277           | 1427          | 249.0         |
| RepPoints [28]                  | ResNet-50      | 99.69     | 0.17      | 0.14      | 4          | 0.812         | 0.058      | 1277           | 1427          | 294.0         |
| FTI-FDet * [54]                | VGG16          | 99.47     | 0.12      | 0.41      | 128        | –             | 0.071      | 1823           | 557.3         |
| Light FTI-FDet * [1]            | VGG16          | 99.79     | 0.18      | 0.03      | 128        | –             | 0.058      | 1533           | 89.7          |
| LR FTI-FDet * [46]              | RFDNet [46]    | 99.62     | 0.12      | 0.26      | 256        | 0.135         | 0.026      | 713            | 19.6          |
| NMS-based One-stage Detectors    |                |           |           |           |            |               |            |                |
| RetinaNet [39]                  | ResNet-50      | 89.21     | 2.25      | 8.54      | 6          | 0.828         | 0.051      | 1123           | 1573          | 290.2         |
| YOLOv3 [32]                     | DarkNet53      | 92.87     | 3.66      | 3.47      | 8          | 0.757         | 0.018      | 896            | 1321          | 492.5         |
| CentripetalNet [37]             | HourglassNet-104| 97.15      | 1.00      | 1.85      | 2          | 1.252         | 0.297      | 3878           | 2901          | 2469.1        |
| CornerNet [35]                  | HourglassNet-104| 98.13      | 1.17      | 0.70      | 2          | 0.804         | 0.245      | 3643           | 2337          | 2412.4        |
| FCOS [36]                       | ResNet-50      | 99.45     | 0.40      | 0.15      | 6          | 0.835         | 0.050      | 1311           | 1283          | 256.1         |
| GFL [38]                        | ResNet-101     | 98.59     | 1.34      | 0.07      | 4          | 0.848         | 0.070      | 2217           | 1359          | 409.7         |
| SSD [31]                        | VGG16          | 93.13     | 0.76      | 6.11      | 16         | 0.915         | 0.021      | 639            | 1157          | 190.0         |
| VarifocalNet [40]               | ResNet-50      | 96.98     | 0.60      | 2.42      | 4          | 1.239         | 0.060      | 1454           | 1551          | 261.1         |
| YOLOF [33]                      | ResNet-50      | 92.89     | 5.68      | 1.43      | 8          | 0.649         | 0.036      | 893            | 1321          | 338.0         |
| YOLOX [34]                      | Modified CSP v5| 97.17     | 2.81      | 0.02      | 2          | 0.259         | 0.026      | 1932           | 1265          | 650.7         |
| NMS-free Detectors              |                |           |           |           |            |               |            |                |
| Libra R-CNN [44]                | ResNet-50      | 97.77     | 0.88      | 1.35      | 6          | 1.117         | 0.063      | 1614           | 1573          | 332.4         |
| CenterNet [41]                  | ResNet-18      | 95.13     | 4.41      | 0.46      | 16         | 0.352         | 0.013      | 162            | 1065          | 113.8         |
| Deformable DETR [43]            | ResNet-50      | 84.26     | 13.65     | 2.09      | 2          | 0.314         | 0.043      | 2009           | 1229          | 482.1         |
| Sparse R-CNN [42]               | ResNet-50      | 87.56     | 12.40     | 0.04      | 6          | 1.008         | 0.058      | 1538           | 1615          | 1272.6        |
| OneNet [12]                     | ResNet-50      | 82.14     | 14.19     | 3.67      | 4          | 0.200         | 0.014      | 2199           | 1147          | 355.0         |
| NR FTI-FDet                     | MobileNetV3-Small| 98.40      | 0.99      | 0.61      | 16         | 0.316         | 0.012      | 436            | 1011          | 95.9          |

*The method was experimented with using the publicly available Caffe [55] on a single GTX1080Ti.
**Relevant parameters in each detector are fine-tuned for optimal performance, but the batch size directly affects the memory usage during training. For a fair comparison, the memory usage during training in the table represents the memory consumed by each batch.

excellent Light FTI-FDet and LR FTI-FDet. The model size of CenterNet is 113.8 MB which uses ResNet18 as the backbone, but mCDR of CenterNet is still 3.27% lower than our method. The results show that using a lightweight backbone can affect the final model size to a certain extent. And our optimization for FPN with DFB and FBM also further reduces the model size. The NMS-based detectors have a higher mCDR but a larger model size. It is not worthwhile to trade a slight increase in accuracy for doubling the model size in a resource-limited environment.

2) Comparison of Detection Speed and Memory Usage: Computational cost is often reflected in speed, memory usage, and model size. As for memory usage, our training memory usage is 436 MB. The training memory of one-stage NMS-based detectors occupies more than 1000 MB. The two-stage NMS-based detectors are generally larger because these methods have high computational complexity. It is more practical to use a one-stage detector when resources are limited.

In terms of training and testing speed, our method only takes 0.316 seconds to train one image, faster than all two-stage detectors in Table VI. Among the one-stage detectors, only YOLOX has a shorter training time than ours, OneNet and deformable DETR in the NMS-free methods are slightly faster than ours. Nevertheless, our method is the fastest in terms of testing speed, only taking 0.012 seconds to test one image (>83 FPS), as shown in Table VI. The above experimental results show that our NR FTI-FDet improves the detection speed at a slight sacrifice of accuracy and model size compared with our previous work. Moreover, our method has a lower demand for hardware resources, making it more suitable for deploying RVBS-FD of freight trains in the field.
VI. CONCLUSION

This paper proposes a real-time, NMS-free, and high-accuracy detector named NR FTI-FDet in the RVBS-FD of freight trains. Our detector consists of a lightweight backbone, fault feature pyramid and detection head. The fault feature pyramid is composed of fault enhance attention, dilated fault bottleneck, and fault bottleneck module. Experiments on three datasets show that the detection speed of our NR FTI-FDet in the RVBS-FD of freight trains is fastest than the state-of-the-art detectors, reaching over 83 FPS. Meanwhile, the model size of our detector is only 95.9 MB. Finally, our RVBS-FD requires low hardware resources during training and testing, and the accuracy still reaches 98.4%.

We will focus on optimizing our framework in the following three areas in the future. First, the accuracy of RVBS-FD should be further improved while ensuring the detection speed and model size. Second, we plan to use different image processing methods during training and testing to increase detection speed. Third, our NR FTI-FDet can be deployed to edge computing equipment after further optimization.
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