Three-Dimensional Numerical Analysis of Longitudinal Thermoacoustic Instability in a Single-Element Rocket Combustor
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This study numerically investigated the thermoacoustic combustion instability characteristics of a scaled rocket combustor based on a hybrid of the Reynolds-averaged Navier–Stokes and large-eddy simulation method. The turbulence–combustion interactions were treated using flamelet generated manifold approach. An unstable case was simulated with detailed reaction mechanisms (GRI-Mech 3.0). The obtained results agree well with experiment data from Purdue University, in terms of pressure oscillations frequency and power spectral density spectrum. The combustion instability mode was identified to be coupled with the first longitudinal acoustic mode of the combustion chamber by dynamic model decomposition method. According to Rayleigh index analysis, the unstable driving source was found to be located near the combustor step, which was further confirmed by time-averaged flow fields. Detailed three-dimensional vortex ring shedding evolutions at the combustor step were tracked with fine time resolution. Results indicate that the combustion instability arises from periodic vortex ring shedding at the combustor step and interacting with the chamber wall. The unburnt reactants were rolled up by the shedding vortex ring, which would not break up until impact with the chamber wall. Therefore, the mixing performance was significantly enhanced, leading to sudden heat release. Consequently, the thermal energy is added to the acoustic field, and the first longitudinal mode is thus reinforced, giving rise to large amplitude axial velocity oscillations which prompt the generation of the new vortex ring. The results of the present investigation will support the design and development of high-performance rocket engines.
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INTRODUCTION

Combustion instability arising from the coupling between the chamber acoustic resonance modes and pulsed heat release (Lyu et al., 2021), occurs in many applications, especially in high power density engines, such as gas turbines, and rocket engines (Urbano et al., 2016; Ilbas et al., 2021; Jiang et al., 2021). This coupling may induce disturbances inside the combustion chamber, which may cause large amplitude oscillations. Such oscillations can produce high thermal and mechanical stresses on the combustion chamber, leading to performance degradation, mechanical vibrations, or even failure (Franzelli et al., 2010). The present study focused on the combustion instability in a
high-pressure choked combustor, such as a rocket engine. In such engines, high power density presents and the nozzle throat is acoustically choked. As such, even small perturbations can rapidly develop into high-amplitude oscillations. Once unstable combustion appears during the rocket engine development process, it may take significant time and cost to remedy it, as was the case for the well-known Rocketdyne F-1 engine (Oefelein and Yang, 1993).

In most cases, extremely destructive transverse unstable combustion can be suppressed by resonant cavities or baffles (Smith et al., 2010a). However, the transverse modes were treated with careful design, causing longitudinal oscillations with lower frequencies (NguyenTuan et al., 2018). Fundamental comprehension of the combustion instability process has been developed by Rayleigh in the 1870s (Rayleigh, 1878), who demonstrated that the stability of a combustion system can be identified by the sign of the integral value of the product of pressure and heat release rate in an oscillation circle. A positive integral value indicates the driving combustion instability, and vice versa. In practice, the Rayleigh criterion can be described by Equation 1 (Harvazinski et al., 2013).

\[
RI = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \left( \int \rho(t, x) dt \int q(t, x) - \bar{q}(x) dx \right) \left( \int \rho(x) dx \right) \left( \int \bar{q}(x) dx \right) dt
\]

where \(RI\) is the Rayleigh index, \(p(x, t)\), and \(q(x, t)\) are the local pressure and heat release rate, respectively.

Over the past 2 decades, many investigations have been conducted, both experimentally (Kim et al., 2008; Ruan et al., 2020; Liu et al., 2021a) and theoretically (Culick, 1970; Coates and Horton, 1974; Bhatia and Sirignano, 1999; Sattelmayer, 2003). Typically, the longitudinal combustion instability has mostly been examined systematically at Purdue University (Smith et al., 2006, 2010b; Yu, 2009; Wierman et al., 2012). Various scaled combustors with a single injector have been applied to study the longitudinal combustion instability mechanisms, including the Discretely Variable Resonance Combustor (DVRC (Frezzotti et al., 2014)), Continuously Variable Resonance Combustor (CVRC (Yu et al., 2008)), and Full-Flow Staged Combustor (Lemcheri et al., 2019). A careful design of the acoustic coupling between the injector and combustion chamber allows exciting unstable combustion easily. In addition, various instability modes have been found in CVRC experiments via continuously changing the oxidizer post length. These experiments provided abundant diagnoses of the combustion flow field, such as dynamic pressure (Sisco, 2007), temperature (Buschhagen et al., 2018), and chemiluminescence (Bedard et al., 2014). The results indicated that the combustion chamber step height and oxidizer post length have a significant influence on combustion instability. However, restricted by high temperature and pressure in the combustion chamber, the experiments show powerless in capturing the detailed flow dynamics inside the chamber.

With recent advancements in computer architectures, it has become popular to study combustion instability through high-fidelity numerical method (Zhao et al., 2019; Xia et al., 2021a; Zhou et al., 2021). Extensive comparisons between numerical simulations and experimental data have been presented in Ref. (Smith, 2010), and the ability of the numerical method to correctly capture the complicated physical behaviors of the combustion chamber has been demonstrated in Refs. (Nozari and Karabeyoglu, 2015; Duvvuri et al., 2020; Liu et al., 2021b). Numerical studies on combustion instability have been performed using either Large-eddy simulation (LES) or a hybrid Reynolds-averaged Navier-Stokes (RANS)/LES method. Initially, only a 2D axisymmetric model or a section of the combustor (Smith et al., 2010c; Schmitt et al., 2011; Murayama et al., 2018) (in the azimuthal direction) was simulated, and most numerical studies were limited to one- or two-step reaction mechanisms. Such simplifications present several limitations. Firstly, the 3D turbulent mixing is ignored, which is very important for diffusion combustion. Secondly, the vortex stretching/tilting and other vorticity generation mechanisms are neglected. Third, the products in the combustion chamber cannot cross through the axisymmetric line of surfaces, which introduces non-physical boundary conditions. Almost all simulated results have shown that the 2D axisymmetric simulation results agreed only with experiments data qualitatively (Smith et al., 2010b). Compared with experimental results, the unstable combustion frequency is usually overestimated by \(\geq 15\%\) (Smith et al., 2010c; Srinivasan et al., 2015), and the amplitude of pressure oscillations is underestimated by up to 40% (Garby et al., 2013). Comparative study of 2D axisymmetric and full 3D numerical simulation of CVRC was conducted by Garby et al. (Fuller, 2019) using dynamic thickened flame and LES models. It was reported that the numerical results of full 3D configuration simulation were more consistent with that of experiments. Furthermore, Harvazinski et al. (Harvazinski et al., 2013) found that the 3D simulation results agreed well with experimental results. Almost all numerical simulations (both axisymmetric and full 3D) overpredict the characteristic frequency.

Most previous studies have treated turbulence chemistry interactions by solving the species transport equations (Smith et al., 2008, 2010a, 2010c; Smith, 2010), leading to not only numerical rigidity but also high computational cost, restricting the reaction mechanisms to one- or two-steps. Harvazinski et al. (Harvazinski et al., 2016) conducted a full 3D numerical simulation with detailed reaction mechanisms (GRI-Mech 1.2), however, the model is significantly expensive compared to the global chemical reaction. Possibly due to inefficient 3D grid resolution, the same oscillation amplitudes were obtained as for the global chemical reaction. Recently, the flamelet progress variable (FPV (Peters, 2000)) approach has been successfully used to predicate unstable combustion in CVRCs (2D axisymmetric) (NguyenTuan et al., 2018). The FPV model has been proven to be much cheaper compared to previous simulations. The reason for its low computational cost lies mainly in the fact that it does not solve the transport equations themselves; instead, the turbulent combustion properties are determined by a series of flamelet libraries or pre-established lookup tables (NguyenTuan et al., 2018). To the best of the author’s knowledge, taking computational cost into
account, previous numerical investigations on CVRCs have been limited by either grid resolution, dimensionality (2D or 3D), or chemical mechanisms (detailed or simplified). A full 3D investigation with a detailed reaction mechanism is required to explore the complete flow dynamics inside a combustion chamber, including vortex shedding and interaction with the chamber wall.

Therefore, to fully characterize the combustion instability mechanisms of CVRC, this study performed a full 3D simulation (with suitable grid resolution) with detailed (GRI Mech 3.0 (Gregory et al., 2018), 53 species and 325 steps) reaction mechanism. This paper is organized as follows. Combustor Model and Numerical Methods summarizes the combustor configurations and numerical methods for treating turbulence and chemical reactions. Result and Discussion presents the results, detailed discussion, and comparison with existing experiments. Finally, Conclusion concludes the paper.

COMBUSTOR MODEL AND NUMERICAL METHODS

Single-Element Combustor

A schematic of the single-element combustor is depicted in Figure 1. The combustor is composed of a hot oxidizer mixture generator, oxidizer injector, fuel injector, and dump combustor with a choked nozzle, which has the same configuration as the CVRC developed by Yu et al. (Yu, 2009). The CVRC is named as such because the length of the oxidizer post can be changed continuously. The simulation in this study was performed following the experimental tests of Yu et al. (Yu, 2009; Yu et al., 2009, 2012) to investigate the longitudinal combustion instability in a choked CVRC model. In Yu et al.’s experiments, the oxidizer mixture consists of 52% H₂O and 48% O₂ (by weight) decomposed from the hydrogen peroxide through a catalyst bed. The mixture flows through the oxidizer manifold and was then injected into the oxidizer post through the choked oxidizer injector (Figure 1). Gaseous methane (CH₄) was ejected from an annulus consisting of a fuel injector and manifold. The oxidizer and fuel were mixed inside the recess chamber (region between the fuel injector tip and combustor step) and were introduced into the combustion chamber by a shear coaxial injector. The key geometrical parameters of the single-element combustor are listed in Table 1.

The experimental investigations focused on the effects of varying oxidizer post length, which was done both continuously and discretely. The present study aimed to extract the longitudinal combustion instability mechanisms of the combustor model. Therefore, only a fixed oxidizer post length (114.3 mm) was examined. The present study is based on the near most unstable condition in the experiments, corresponding to the geometric configuration detailed in Table 1.

Numerical Framework

Turbulence Model

Stress-blended eddy simulation (SBES (Menter, 2016)) is a hybrid RANS/LES turbulence model developed by Ansys Inc., which could provide optimal treatment for the problem of grid-induced separation and switch swiftly from RANS to LES in separating shear layers. The model applies a blending function to automatically switch between RANS and LES models according to local flow characteristics.

Various applications (Yu et al., 2020; Xia et al., 2021b, 2021c) have demonstrated that the SBES method could achieve a satisfactory balance between calculation accuracy and computational expense. Therefore, the SBES method was used to treat turbulence in the present study.

The blending function for SBES is denoted by $f_s$, and the SBES algorithm for stress-level can be described as:

![Figure 1](https://via.placeholder.com/150)
where \( \tau_{ij}^{\text{RANS}} \) and \( \tau_{ij}^{\text{LES}} \) represent the RANS and LES stress tensor, respectively. In this paper, the stress tensor of the RANS part is modeled by the \( k - \omega \) shear stress transport (SST) model (Menter, 1994), which works well with the internal flow, while the LES part of the sub-grid scale (SGS) stress was modelled by the sub-grid wall-adapting local eddy-viscosity (WALE (Nicoud and Ducros, 1999)) model.

### Turbulent Combustion Model

Premixed and diffusion combustion are the two limits of combustion, respectively. In practice, the fuel and oxidizer generally have been mixed partly before combustion, because of turbulence. When the degree of mixing is not spatially homogeneous, such a combustion mode is called partially premixed combustion. A vigorous interaction between the fuel and oxidizer could develop in the recess region before they enter the combustion chamber. A partially premixed combustion model was thus adopted in this work. The flamelet generated manifold (FGM (Verma et al., 2019; Jurić et al., 2021)) model has previously been applied to treat turbulent chemical processes and has been widely used to treat combustion (Ramackers, 2011; Verma et al., 2019).

The FGM maps complex, multidimensional chemical reaction information into one or more characteristic variables (such as mixture fraction \( f \), scalar dissipation rate \( \chi \), and reaction progress variable \( c \)) to achieve dimensionality reduction. This method can reduce the number of transport equations to be solved while considering the detailed chemical reaction mechanism. In this study, a beta-type probability density function (beta PDF (Girimaji, 1991)) FGM table was generated to store precomputed variances of both \( c \) and \( f \). The beta PDF FGM could account for turbulent fluctuations and further model the turbulence chemistry interaction. Meanwhile, mean temperature, density, and species fractions could be determined by looking them up in the PDF table with extremely reduced computational cost. Since the turbulent flames in the present work were predominantly non-preamixed, the 1-D laminar counterflow diffusion flame was used to generate diffusion FGMs, and detailed theory can be found in reference (Verma et al., 2019). A detailed reaction mechanism (GRI-Mech 3.0) was used to generate the presumed PDF. A set of the mixture fraction space equations are solved to transform laminar counterflow diffusion flame equations from physical space to mixture fraction space. The equations for the species mass fractions are as follows:

\[
\rho \frac{\partial Y_i}{\partial t} = \frac{1}{2} \rho \chi f \frac{\partial Y_i}{\partial f} + S_i \tag{3}
\]

and one equation for temperature as follows:

\[
\rho \frac{\partial T}{\partial t} = \frac{1}{2} \rho \chi f \frac{\partial T}{\partial f} - \frac{1}{c_p} \sum_i H_i S_i + \frac{1}{2c_p} \rho \chi f \left[ \frac{\partial c_p}{\partial f} + \sum_i c_p \frac{\partial Y_i}{\partial f} \right] \frac{\partial T}{\partial f} \tag{4}
\]

where \( Y_i \) denotes the mass fraction of the \( i \)-th species. \( T, \rho, f \) are temperature, density, and mixture fraction, respectively. \( c_p \) is the mixture-averaged specific heat. \( c_{p,i}, H_i, \) and \( S_i \) represent the specific heat, specific enthalpy, and reaction rate of \( i \)-th the species, respectively.

The scalar dissipation \( \chi \) is defined as

\[
\chi = 2D|\nabla f|^2 \tag{5}
\]

where \( D \) is a diffusion coefficient.

We assumed that the scalar dissipation rate \( f \) and reaction progress variable \( c \) are independent of each other, so the joint PDF of \( f \) and \( c \) could be given as:

\[
\tilde{P}(f,c) = \tilde{P}(f)\tilde{P}(c) \tag{6}
\]

where \( \tilde{P}(f) \) (PDF of scalar-dissipation rate) is determined by mean mixture fraction \( \bar{f} \) (Favre mean) and mixture fraction variance \( \bar{f}' \). Similarly, \( \bar{P}(c) \) (PDF of progress variable variance) depends on the mean mixture fraction \( \bar{c} \) and mixture fraction variance \( \bar{c}' \).

Based on the model described above, a detailed chemical reaction mechanism was considered by solving the transport equations of \( \bar{f}, \bar{f}', \bar{c}, \) and \( \bar{c}' \) in a 3D numerical simulation. The detailed theory of the FGM model can be found in Ref. (Verma et al., 2019). The temperature and pressure of the combustion chamber are predicated to be 3000K and 1 MPa. The chamber pressure is much lower than the critical pressure, so, the ideal-gas law is introduced. A flowchart of the overall numerical simulation procedure is illustrated in Figure 2.
Computational Domain and Boundary Conditions

As indicated in Figure 3, the computational domain consists of the choked oxidizer injector, fuel injector, combustion chamber, and choked nozzle. The oxidizer mixture and fuel inlets were set as constant mass-flow inlets and the mass flow rate of methane and oxidizer are 27.67 g/s and 319.78 g/s respectively. The hot oxidizer (1029K) is composed of 58% water vapor and 42% oxygen by weight. The outlet was set as pressure outlet and the initial pressure is 101,325 Pa. Adiabatic non-slip conditions were adopted for all walls. According to previous research (Yu, 2009; Smith et al., 2010a, 2010b), the combustion instability mechanism of the single-element combustor is expected to be related to the vortex shedding at the combustor step. Consequently, the grids around the combustor step were refined to resolve steep pressure and vorticity gradients, as detailed in the close-up view of Figure 3B. After the grid independence study (as illustrated in Grid Independence Study), approximately 10.3 million cells were applied to conduct the present study, using 128 processors. The finest grids were located in the refined region and were about 43μm.

To record the signals (e.g., pressure, heat release, velocity) inside the model combustor, three probes were set in the combustion chamber, as depicted in Figure 3B. The probe plane, a mass flow rate detection surface (other signals were also recorded) located at x = -5 mm, is displayed in Figure 3B. All probes (referred to as probes 1–3) are located at z = 21 mm (very close to the combustion chamber wall) to simulate high-frequency pressure transducers. Probe 2 is in the middle of the combustion chamber to capture the pressure node, and probe 1 is distributed upstream of the chamber. Particularly, probe 3 is set at x = 368.3 mm for comparison with the experiments (Yu, 2009).

Numerical Scheme

The present numerical study was based on a 3D FGM model and performed on ANSYS Fluent V2020 R1. Turbulence was solved by SBES method. The SGS model was WALE. Scalar fluxes were discretized in a second-order upwind format. The pressure-implicit with splitting of operators’ method (Issa, 1985) was employed to deal with the pressure velocity coupling terms. A bounded-central differencing scheme was applied to discretize the momentum equations. Second-order temporal accuracy was received by applying an implicit dual-time method.

Grid Independence Study

As mentioned above, the present simulation was based on experiments at Purdue University (Yu, 2009). The oxidizer post length was continuously varied in the experiments, and results demonstrated that the limit cycle behavior was quasi-stationary at any given tube length (Yu et al., 2012). Consequently, the present fixed oxidizer post length results

FIGURE 3 | Computational domain and boundary conditions. (A) Computational domain and boundary conditions, (B) Details of the computational domain.
can be compared with the experimental results (Yu et al., 2012) to verify the model accuracy. To provide a high temporal resolution, a time step of $2 \times 10^{-7}$ s was used. Given the limited computing resources, the simulations were performed for no more than 30 ms. The following results indicate that the initial transient caused by ignition had been died out and a record length of about 11 ms (18.5–29.5 ms, probe 3) for statistical analysis.

To ensure appropriate numerical accuracy, a grid independence study was performed on three different levels of mesh resolution. The frequency spectrum is one of the most important characteristics of combustion instability, so it was simulated on all three grids. Meanwhile, the root mean square (RMS) pressure was also evaluated. Figures 4A–C present the corresponding power spectral density (PSD) plots for all three grids. The results demonstrate that the deviation of both frequency and magnitude between the intermediate grid and fine grid was almost consistent. The RMS pressures of various grids are displayed in Figure 4D. It was found that the solution

**FIGURE 4** | PSD and RMS pressure of various resolution grids. The pressure signals recorded at probe 3 were used for the present analysis. (A) Coarse grid (7.7 million cells). (B) Intermediate grid (10.3 million cells). (C) Fine grid (11.5 million cells). (D) RMS pressure for different grids.

**FIGURE 5** | Pressure time traces of probes 1, 2, and 3. The amplitude of the pressure time traces at probe 2 is much lower than at probes 1 and 3, and almost peaks twice in one cycle.
starts to converge at the intermediate grid. Thus, given the computational cost and simulation accuracy, the intermediate grid proved suitable for the present study.

RESULTS AND DISCUSSION

Various analysis methods were used to evaluate the computational data, some mainly for identifying the combustion instability mode, and others for investigating the mechanisms of the instability. The results are arranged basically according to the analysis methods and their purposes.

Combustion Instability Mode

Power Spectral Density and Mode Shape

Pressure time traces at probe 1, probe 2 and probe 3 are shown in Figure 5. These probes were selected mainly due to their proximity to the predicted locations of pressure anti-nodes (probes 1 and 3) and pressure node (probe 2). The relatively large pressure oscillations would be captured at probe 1 and probe 3 and smaller ones at probe 2. In present study, pressure oscillations were predicted mainly in the longitudinal mode, thereby allowing these probes to accurately identify the dominant unstable behavior. Consistent with expectations, the pressure oscillations at probes 1 and 3 are much larger than that at probe 2, as evident by Figure 5. An almost fixed temporal phase difference can be found between probes 1 and 3, and the pressure wave of probe 2 peaks twice in one cycle. The plot also shows that the mean chamber pressure approximately 1.5 MPa, and the experiment (Yu et al., 2012) was designed to be at a target chamber pressure of 1.58 MPa. However, in practice, relatively low combustion efficiencies were achieved resulting in a mean chamber pressure of approximately 1.38 MPa. The slightly higher mean chamber pressure in the present computational may result from the higher combustion efficiencies and lower heat loss (the adiabatic wall). In general, good agreement was achieved with the experiment in the aspect of mean chamber pressure, demonstrating a reasonably accurate evaluation of the global combustion process.

The dominant frequencies can be identified by performing PSD analysis on the pressure time signals. The PSD analysis results are given in Figure 6A on a semi-log scale. The x axis is the frequency on a linear scale, and the ordinate is the spectral content on a traditional logarithmic scale. Care must be given to the y axis, as each major tick denotes an order magnitude of spectral content change. As indicated in Figure 6, the present computational PSD results are listed on the left, and the experimental (Yu et al., 2012) results are on the right to further verify the present numerical model. The PSD analysis of Figure 6A was based on the pressure signals measured at probe 3, which was in the same location as the pressure signals recorded in the experiment (Yu et al., 2012) (x = 368.3 mm, Figure 6B). A dominant frequency of 1,489 Hz, corresponding to the first longitudinal acoustic mode of the combustor, is identified, as evident in Figure 6A. Compared with the combustion instability frequency in the experiments (Yu, 2009; Smith, 2010) (the first longitudinal acoustic frequency was 1,390 Hz), the present simulated frequency is slightly higher by less than 7.2%, which is more accurate than in previous numerical studies (Smith et al., 2008, 2010a, 2010c; Smith, 2010). It is worth noting that all walls in the present study were considered adiabatic walls. Therefore, the static temperature and speed of sound in the combustion chamber were higher than those in the experiments. Thus, it is reasonable that the frequency was slightly higher than that in the experiments (Yu, 2009; Smith, 2010). In addition, the plot in Figure 6A also suggests that higher harmonics appear in the pressure time signal. Comparing Figures 6A,B, not only does the dominant frequency of the present PSD analysis agree well with the experimental results, but also the non-linear harmonic behavior that occurred in the experiment was also captured in the present simulation. In particular, the increasing then decreasing trend between modes 4, 5, and 6 was captured by the simulation. Accordingly, the accuracy of the model in capturing the combustion dynamics of the present combustor has been verified.

To analyze the mode shape inside the combustion chamber, the instantaneous pressure waves of the combustor centerline

![Figure 6A](image_url)  
**FIGURE 6A** | Comparison of PSD analysis between numerical results and experimental (Yu et al., 2012) data. The relative error between computed dominant frequency (1,489 Hz) and experimental result (1,390 Hz) is within 7.2%, and that for pressure oscillations is 19.2%. (A) Present numerical result (recorded at probe 3) (B) Experimental result (measured at x = 368.3 mm).
over an entire cycle are plotted in Figure 7. The plot not only shows how the pressure changes with time and axial positions inside the combustor but also gives an indication of the pressure oscillation envelope. As shown in Figure 7, the maximum values (in the combustion chamber $0 \leq x \leq 381$) are located at the combustor step and nozzle inlet, and the minimum pressure lies in almost the middle of the combustion chamber, which indicates pressure antinodes at the combustor step and nozzle inlet, and a pressure node near the chamber center. Note that the mode shape in the combustion chamber is different from that in the oxidizer post. The pressure wave in the combustion chamber is more like a standing wave than a traveling wave, although traveling effects are present, while the wave inside the oxidizer post is more similar to a traveling wave. Coupling with the pressure oscillations inside the oxidizer post, the pressure waves propagate upstream and downstream in the combustor model, which may play a crucial role in the combustion instability.

### Dynamic Mode Decomposition Analysis

Dynamic mode decomposition (DMD (Tu et al., 2014)) is a purely data-driven matrix decomposition technique that does not rely on any prior physical law and aims to characterize data modes using extracted low-dimensional structures. The temporal and spatial modes of the data sets can be decomposed individually by DMD, which makes the method particularly suitable for analyzing the thermoacoustic instability at specific frequencies (Koizumi et al., 2020). Over the past 10 years, several forms of DMD have been developed, and the version used in this study, named exact DMD, was summarized by Tu et al. (Tu et al., 2014). Detailed mathematical algorithms of exact DMD can be found in Ref (Tu et al., 2014).
A total of 201 snapshots of Y slice from the full 3D high-fidelity pressure fields, corresponding to six cycles have been applied to perform DMD analysis. The snapshots are auto-saved every 100 time-steps in the numerical simulation, where the time resolution is $\Delta t = 2 \times 10^{-5}$ second. This sampling rate can resolve all the major large-scale features associated with flow dynamics. As indicated in Figure 8B, Mode 0, the DMD analysis suggests a “stationary” mode (Mode 0) which is non-varying in time because of its zero eigenvalue. Therefore, it represents the mean pressure field, and for dynamic stall it has the highest amplitude (Mohan et al., 2015). The other modes appear in pairs and their eigenvalues are complex conjugate, so each pair of modes can be regarded as a single mode with the positive frequency (Figure 8C) (Mohan et al., 2015). The truncation function $\theta(r)$ is defined as:

$$\theta(r) = \frac{\sum_{i=1}^{n} b(i)}{\sum_{i=1}^{n} b(i)} \quad (7)$$

where $\theta(r)$ is truncation function, $b(i)$ is the amplitude of the $i$th mode, $n$ is total number of modes, and $j$ represents the first $j$ modes. Figure 8A presents the amplitude of the first 11 modes, and the relationships between the mode number and truncation function. As evident in Figure 8A, the first 11 modes are enough to make the truncation function up to 95%, which means that the pressure fields can be well reconstructed using the first 11 modes (the deviation from the numerical real pressure field is less than 5%). Therefore, the first 11 modes were selected to realize the pressure field reconstruction (mean field Mode 0, and 5 pairs of conjugate modes, named Mode 1–5).

The first 11 dominant modes are highlighted, corresponding to the modes shown in Figure 8B. As Figure 8D shows, the oscillation amplitude of the Mode1 (first longitudinal mode) is much higher than that of others, which indicates the dominance of the first longitudinal mode (1,492 Hz). Comparing this with the experimental results (1,390 Hz) demonstrates the reasonable accuracy of the present numerical model. The modes 2, 3, 4, 5 are the 1st, 2nd, 3rd, and 4th harmonics of Mode 1, because their frequencies are integer multiples of Model 1 frequency. It is noteworthy that the Model1 suggests large pressure oscillations near the combustor step (Figure 8B Model1), which is of great importance to analysis the combustion instability mechanisms. Because the amplitudes of the first five-time coefficients remain nearly constant, it can be concluded that the thermoacoustic instability can be maintained during the thermoacoustic coupling process.

**Flow Field Snapshots**

**Instantaneous Flow Fields**

Comparing with spectrum analysis, the instantaneous graphs of a specific Y-plane slice make it possible to give a glance at the entire flow field of the combustor. When the time interval between the graphs is small enough, the snapshots can be converted to flow animations, from which the dynamic characteristics can be clearly evaluated, and used to aid interpretation of combustion instability mechanisms. During computations, all data of the entire flow field were auto-saved every 0.02 $\text{ms}$ for approximately two periods. This frame rate is sufficient (approximately 34 frames per cycle) to produce high-resolution animations, making it possible to track the dynamic characteristics of the flow field in detail. In this section, the instantaneous snapshots at $t = 20.8237$ $\text{ms}$ are discussed to gain a global comprehension of the flow field. Second, a series of high-time-resolution images are presented to track the dynamic characteristics of the flow field in detail.

Instantaneous snapshots at a given instance, of pressure, vorticity, mass fraction of CH4, heat release rate, and temperature are illustrated by Figure 9. Taking all plots in Figure 9 into account, the combustion appears to occur mainly upstream of the combustion chamber, and there seem to be certain relationships between the plots. Figure 9A shows a low pressure at the combustor step and relatively high pressure around the nozzle, confirming the first longitudinal acoustic mode. As we can see from Figure 9B, vorticity is generated from the choked slot and propagates downstream along with the oxidizer post. Moreover, vorticity also emanates near the combustor step, and the vortices shedding can be easily identified (Figure 9B) slightly downstream of the combustor step. Considering Figures 9B,C together, the CH4 appears to be carried by the vortices, which could be accountable for the vorticity and mass fraction of CH4 being in phase.

The instantaneous flow field snapshots are very important for confirming the reasonableness of the computational results as well as understanding the flow dynamics and combustion instability mechanisms inside the combustor. Therefore, a series of high-time-resolution plots are desirable to track the dynamic characteristics of the flow field in detail.

A series of high-time-resolution flow field snapshots (mass fraction of CH4, vorticity, heat release, and pressure) are given in Figure 10. As shown in Figure 10 G, with the CH4 ejecting into the combustion chamber, vortices emerge at the combustor step. The fuel is trapped in the vortices, causing the fairly low propellant mixing efficiency, which further results in a lower heat release rate near the combustor step (Figure 10 1/6T). Meanwhile, the pressure plot shows a low pressure near the combustor step and a pressure antinode at the nozzle. With vortices shedding, the fuel is rolled up, expended downstream and on both sides, and the high-pressure waves travel upstream from the nozzle. Further, the vortices impact the combustion chamber wall due to the small step height of the combustor (Figure 10 2/6T). The fuel is carried by the vortices and distributed more evenly, as evident by the improved heat release. After the vortices interacts with the chamber wall, the vortices are broken into small vortices, and the mixing efficiency is strongly enhanced, leading to uniform distribution of CH4, as demonstrated in Figure 10 3/6T. The mixing efficiency is greatly enhanced, and the fuel is distributed evenly in the upstream half of the combustor. Consequently, the heat release is increased, and the high-pressure wave propagates further upstream (Figure 10 3/6T). As detailed in Figure 10 4/6T, the heat release further rises due to the turbulent mixing, and high pressure occurs at the combustor step, demonstrating the spatial coupling between heat release and
pressure. The high pressure propagates upstream into the oxidizer post and downstream to the choked nozzle. Because of the high pressure in the recess region, the propellant cannot eject from the oxidizer post, which is accumulated near the upstream of the recess region, as evident in Figure 10 (plot of CH₄ mass fraction). Inspection of Figure 10 indicates that the pressure near the combustor step gradually dissipates, and the propellant package flows downstream in preparation for the next cycle. It can be deduced that the periodic generation and release of propellant parcels are of great importance in sustaining the combustion instability.

In dump combustors, vortices which play a critical role in combustion process, are generated in the shear layer at the backward-facing step. When the vortex roll-up process is accompanied by interaction with sidewalls, the interface between the fuel/oxidizer mixture and hot combustion products increases, resulting in fine-scaled turbulent mixing improvement and pulsed heat release. To further investigate the unstable vortex shedding behaviors at the combustor step, the Strouhal number (NguyenTuan et al., 2018) is evaluated as follows:

\[ S_t = f_v \cdot D/V \]  

where \( f_v \) is vortex shedding frequency, \( D \) is the flow characteristic length (taken as the recess chamber diameter \( D_r \) in the present study), and \( V \) is the mean axial velocity at the injector exit. According to Schadow. K. et al. (Schadow and Gutmark, 1992), the preferred Strouhal number in dump
FIGURE 10 | Detailed evolution of flow field in one cycle. The majority of CH₄ and combustion occur upstream of the combustion chamber. Therefore, the flow fields of CH₄ and heat release are shown only upstream of the combustor and scaled by a factor of 2. Black lines in the mass fraction of the CH₄ plot denote vorticity.
combustors (such as the one in this study) is between 0.1 and 0.3, which indicates strong mixing at the step. For the present study, the vortex shedding frequency is 1,489 Hz, and the characteristic length is 23.06 mm, giving $S_r = 0.172$. Moreover, the higher $S_r$ is in the preferred range, the more likely there is to be large coherent vortex structures downstream of the combustor step (NguyenTuan et al., 2018). Thanks to the present full 3D simulation, the vortex shedding dynamics at the combustor step can be tracked carefully.

The pressure waves propagate upstream inside the oxidizer post and downstream in the combustion chamber, leading to high-amplitude axial velocity oscillations, which induce the generation of the new vortex. The signals (the data was band-pass filtered) of the probe plane were recorded as face-averaged and are plotted in Figure 11. As can be seen from Figure 11, the pressure and axial velocity are almost out of phase. When the high-pressure waves propagate to the probe plane, the flow in the axial direction is blocked, followed by a decrease in axial velocity. Therefore, the propellant accumulates inside the oxidizer post. When the pressure near the probe plane drops, the axial flow is accelerated and the mass flow rate increases, as shown in Figure 11. With the acceleration of flow in axial direction, the propellant is injected downstream to the combustion chamber periodically, culminating in pulsated heat release. Pulsation of axial velocity will induce oscillations of the propellant mass flow rate, which is essential for maintaining combustion instability.
Benefits from full 3D simulation, the 3D vortex structures, interactions between vortices and CH$_4$ are presented in Figure 12. The results suggest that periodic vortex generating and shedding play a crucial role in driving the combustion instability. As shown in Figure 12 0T, 3D vortex ring is identified at the combustor step, because of the oscillated axial velocity, and much gaseous CH$_4$ is trapped inside the vortex ring. The vortex ring sheds and approaches the combustion chamber wall. Meanwhile, the CH$_4$ is rolled up by vortex ring. Further, the vortex ring interacts with the combustion chamber wall (Figure 12 1/6T). The CH$_4$ is simultaneously transported to the upstream (large recirculation zone) and downstream. The large vortex ring breaks into small vortices, which massively enhances the mixing performance (Figure 12 2/6T and 3/6T). As such, a large amount of well-mixed propellant is concentrated near the combustor step (large recirculation zone). Combustible gas is consumed quickly, causing pressure disturbance near the combustor step, as shown in Figure 10E.

**Time-Averaged Flow Fields**

Although the time-averaged flow field fails to show the dynamic characteristics, it can illustrate the global features of the combustion chamber and help to comprehend the mechanism of the combustion instability. The time-averaged results [root mean squared error (RMSE)] for CH$_4$ mass fraction, temperature, pressure, and axial (X) velocity are presented in Figure 13. The RMSE flow fields indicate the deviations between the measured and true values (estimated with the mean value in the present study). Consequently, the RMSE results can be used to demonstrate the oscillation features of the fields.

As shown in Figure 13A, the CH$_4$ mass fraction oscillates severely near the combustor step. A detailed plot of the CH$_4$ RMSE around the combustor step is given in the upper left of Figure 13A with the streamlines superimposed. The streamlines reveal the recirculation region after the combustor step, accompanied by the reattachment point (as marked by the vertical red line). Comparison of Figures 13A,B, and (C) show that the mass fraction of CH$_4$ and reaction progress oscillate extremely in the recirculation region. Therefore, severe heat release pulsation (corresponding to periodic thermal excitation source) occurs at the combustor step, which results in temperature oscillation, as evident in Figure 13C. Figure 13D suggests that intensive pressure oscillations occur at the combustor step and nozzle, and

![Figure 13](https://example.com/figure13.png)
the pressure varies slightly near the middle of the combustion chamber, confirming the first longitudinal mode of the combustion instability. The pulsed heat release at the combustor step acts as the energy source for the pressure oscillation. Thus, a pressure antinode appears at the combustor step, demonstrating the spatial consistency of heat release and pressure oscillation.

**Combustion Instability Mechanism**

To further confirm the driving (positive Rayleigh index) and damping (negative Rayleigh index) locations inside the combustion chamber, Rayleigh index analysis is conducted. The definition of Rayleigh index used in the present work was the same as that used by Harvazinski et al. (Harvazinski et al., 2013), which is given by Eq. 1.

The Rayleigh index displayed in **Figure 14**, shows the most eye-catching peak near the combustor step. More precisely, the positive Rayleigh index is mainly concentrated in the shear layer and large recirculation zone. The zero contours in the close-up view indicate that there is a negative region near the centerline (oxidizer post), which suggests damping effects in the center of the oxidizer post. These results demonstrate that the primary driving source of the present combustion instability lies at the back step of the chamber. At locations away from the combustor step, the Rayleigh index reduces to zero or even becomes negative, demonstrating the disappearance of driving in these zones. Compared with **Figure 12**, the driving regions almost coincide with the vortex shedding zones, further affirming the vortex shedding driving mechanism of the combustion instability.

Combined with the above analyses, it seems that the self-sustaining combustion instability mechanism in the present combustor model could be described by the mass flow rate of propellant injecting to the combustion chamber, periodic oscillations, and subsequent vortex shedding and interaction with the combustion chamber wall. In terms of the present dump combustion chamber, the periodic vortex shedding appears at the combustor step caused by the pulsed axial velocity. Part of the unburned propellant is trapped in the vortex, and a local flameout state is formed affected by the step velocity gradients. The heat release rate decreases as dose the pressure (**Figure 10B**). Along with the growth of the vortex, the vortex impacts the chamber wall and breaks up into small vortices (Figure 12). Propellant mixing is strongly promoted by the vortex break-up, and the reaction progress speeds up, generating a heat release pulsation. The pulsed heat release, just like the periodic thermal energy source, provides energy for combustion instability, leading to acoustic pressure oscillations (Figure 10). The energy added to the acoustic field is in phase with the pressure oscillations, which reinforced the acoustic resonance mode. The acoustic resonance causes high-amplitude axial velocity oscillations (mass flow rate oscillations) which induce the generation of the new vortex. The vortex plays a role in delaying the phase of heat release. The propellant is rolled up and carried into the combustion chamber by the vortex and is unable to burn out immediately. A lot of heat will not be released until the vortex impacts the chamber wall. In this way, the phase of heat release is modulated by the vortex shedding to be close to the phase of the pressure, and self-sustaining combustion instability occurs.

**CONCLUSION**

Based on a hybrid RANS/LES and FGM methods, a comprehensive numerical study was conducted to investigate the unstable combustion characteristics of a CVRC. Severe combustion instability was captured for the combustor. The unstable combustion modes were identified by the PSD and
DMD techniques. Rayleigh index was introduced to evaluate the coupling relationship between pressure and heat release rate. Finally, the combustion instability mechanisms in the CVRC were clarified by tracking snapshots of the flow fields.

The numerical results agree well with experimental results in terms of unstable combustion instability frequency and PSD analysis. The pressure waves propagate upstream to the oxidizer post and downstream to the chamber, arousing axial velocity and mass flow rate of propellant oscillations both in the oxidizer post and combustion chamber. A pressure wave mode, extracted by the DMD method, is coupled with the first longitudinal acoustic mode of the combustion chamber. According to a study of the temporal phase difference, the pressure oscillations and heat release rate are almost in phase at the head of the combustion chamber, and the driving source is mainly located upstream of the chamber, which was further confirmed by the Rayleigh index and time-averaged flow field snapshots.

The flow field evolutions in one cycle were tracked in detail with fine time resolution. 3D vortex ring shedding processes were captured. It was found that the mass flow rate oscillations inside the oxidizer post, along with large vortex ring shedding and interaction with the chamber wall are of great importance in maintaining unstable combustion. The unburnt reactants are rolled up by the vortex. As the vortex ring impacts the chamber wall, it breaks into small vortices, which greatly enhances the turbulent mixing, leading to sudden heat release. The energy added to the acoustic field is in phase with the pressure oscillations, which reinforces the acoustic resonance mode. The acoustic resonance causes high-amplitude axial velocity oscillations (propellant mass flow rate oscillations), which induce the generation of the new vortex.
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NOMENCLATURE

\( c \) reaction progress variable
\( c_p \) mixture-averaged specific heat (unit: J/K)
\( f \) mixture fraction
\( f_s \) blending function for the SBES
\( \dot{m} \) mass flow rate (unit: g/s)
\( D \) diameter (unit: mm)
\( L \) length (unit: mm)
\( P() \) Probability density function
\( RI \) Raleigh index
\( S_r \) Strouhal number
\( T \) temperature (unit: K)
\( Y \) species mass fraction

\( \rho \) density (unit: kg/m\(^3\))
\( \tau_{ij} \) stress tensor
\( \theta(r) \) truncation function
\( \chi \) scalar-dissipation rate

**Superscripts**

\( \overline{\cdot} \) time-averaged
\( ' \) variance
\( \tilde{\cdot} \) Favre mean

**Subscripts**

\( c \) combustion chamber
\( i \) \( i \)th species
\( op \) oxidizer post
\( r \) recess chamber
\( th \) nozzle throat