Theoretical study of the substitutional solute effect on the interstitial carbon in nickel-based alloy†

Xun Zhang,† Cui-Lan Ren,a Han Han,a Xiang-Xi Ye,a Eugenia Kuo,d Cheng-Bin Wang,a,ac Wei Zhang,a,ac Li Jiang,a Gregory Lumpkin,d Ping Huaia and Zhi-Yuan Zhu*a,c

The carbon binding in nickel-based alloy with 3d, 4d and 5d transition metal solutes is investigated by using first-principles methods. The first nearest neighbor carbon exhibits repulsive behaviors with most metals except Cr element, which are analyzed from both mechanical and chemical aspects. It shows that the size factor from metal solute is one of the main reasons affecting 1NN carbon–metal binding. Further electronic structures analysis shows that the hybridization of C 2p–M 3d2 states plays an important role in C–M bonding. The introduced vacancy enhances carbon bonding to most metal solutes through local strain change and charge redistribution. Among all the metal solutes, Cr shows its affinity to carbon which coincides with the previous experimental observation that chromium carbides are commonly precipitated in nickel-based alloys. The present study helps to understand the carbon–metal solute interaction in nickel-based alloys.

1. Introduction

Nickel-based superalloys, due to their good high-temperature creep and fatigue strength, excellent corrosion resistance properties, are widely used as the structural materials in the energy industries. Carbon (C) is one of the most common foreign interstitial atoms (FIAs) in nickel-based alloys. With a low solubility in metal, carbon can be easily segregated, and react with metal solutes, then forming different kinds of carbides.1

It is reported that composition segregation and metal carbides precipitation occurred in nickel-based alloys after heat treatment,2 irradiation,3 and corrosion.4,5 It is also reported that carbides, by controlling their morphology and distribution, can influence the properties of nickel-based alloys. The carbides are commonly utilized to improve the strength, hardness, and radiation resistance properties of nickel-based alloys. It is evidenced that the MC and M23C6 type carbides can improve the creep performance of alloys by inhibiting grain boundary migration during the deformation.6–8 The fine and dispersive M6C could improve the strength property through pining down the dislocation movement.8,9 Moreover, earlier researches in Oak Ridge National Laboratory (ORNL) showed that the MC type carbides can improve the radiation resistance property of alloys by the addition of limited concentration of Ti, Ha, Zr and Nb. This promotes the formation of finely dispersed MC type carbides, and then introduces numerous interfaces in the alloy matrix, which help to trap the helium rather than allow it to diffuse towards the grain boundaries.10–11 On the other hand, if carbides present as continuous films at the grain boundaries, it may have a detrimental effect on the ductility and toughness of the alloys.12

The 3d, 4d and 5d transition metal elements, as foreign substitutional atoms (FSAs), also play an important role in nickel-based alloy. For example, the elements Mo, W, Re, Cr, etc. are involved in the solid-solute strengthening; Cr can improve the oxidation resistance; Ti, Nb, Ta, Cr etc. can control the nucleation of γ precipitates. These elements trap or repel carbon due to their atom size and their different affinity to carbon (chemical effects). On the other hand, point defects such as vacancies could be easily introduced during nucleation, radiation and corrosion processes, and defects in alloy always serve as the trapping site for carbon. The metal solute as well as defects and their interactions can greatly affect the carbon solubility,13–16 diffusion,13,16 carbon segregation18 and carbide precipitations properties14,17 in nickel. However, it is extremely difficult to directly observe the behavior of carbon and the corresponding microcosmic mechanisms since all of the FIAs– FSAs interactions are atomic-scale problems.

Simulation technique such as first-principle calculation is the most appropriate method to precisely evaluate the atomic
interactions and understand the basic mechanism involved. Theoretical studies have been carried out to investigate the behaviors of carbon FIAs–metal FSAs (C–M) interactions in alloys, especially in iron-based alloys. Liu et al. studied the C–M interactions in Fe, concluding that the C–M interactions are mostly governed by the strain relief for 4d, 5d elements, while the effects from magnetic coupling and electronic structure may override that from the strain relief for some 3d elements. Simonovic et al. studied the Si effect on carbon diffusion in Fe and found that Si prevented the diffusion of carbon and diminished the thermodynamic driving force for carbide formation in Fe. Zhang et al. studied the carbon diffusion behaviors in the presence of different solute elements in Fe, finding that Mn has the best effect on trapping carbon and the formation of Ta carbide is energetically preferred by trapping carbon around Ta atom. Moreover, for the FIAs/FSAs behaviors in Ni-based alloys, Siegel et al. investigated the solubility, diffusion and clustering properties of carbon in fcc Ni. It is reported that carbon prefers to occupy the octahedral (Oct) interstitial site more than tetrahedral (Tet) site, and the preferable diffusion path of carbon in nickel is Oct → Tec → Oct. Connétable et al. investigated the thermodynamic solubility energies of the metal, insertion energies of FIAs and presented a complete database of the solubility for most solid solution in nickel. Janotti et al. studied the solute diffusion activation energies for different transition metals. Schwalow et al. studied the interaction of refractory metal elements such as Re, Ta, W and Mo solutes with vacancies in Ni. Yamaguchi et al. calculated the segregation properties for numerous elements in nickel grain boundaries. These studies help to clarify the interaction behaviors for different FIAs, FSAs in alloys, however, the in-depth mechanism, especially the interaction mechanism among C FIAs, metal FSAs and vacancy has not been fully understood.

In this work, the first principles calculations are performed to study the carbon–metal solute interaction effect in nickel-based alloys. The binding energies of carbon at different sites in alloy with different transition metals are calculated to understand the corresponding mechanisms. Detailed spin-resolved projected density of states (PDOS) and charge density difference (CDD) are analyzed to elucidate the bonding nature between carbon and metal solutes. These results will be help in further understanding of the carbon behaviors such as carbon solubility, carbon–metal solute interaction as well as the carbide precipitation in nickel-based alloys.

2. Theoretical details

The first-principles calculations are performed by using the density-functional theory (DFT) implemented in the Vienna ab initio simulation package (VASP)29,30 using the generalized gradient approximation (GGA) with the parameterization of PW91.22 The electron–ion interaction are described by using the projector-augmented wave (PAW) potentials.33 During the calculation, the recommended standard potentials are used for all the elements except for Nb and Y elements (using Nb_sv and Y_sv). The energy cutoff for the plane wave expansion is set to 400 eV to ensure good convergence. Spin-polarized calculations are performed for nickel in consideration of that nickel is magnetic. The geometry optimization is performed using conjugate gradient scheme with a force convergence criterion 0.01 eV Å⁻¹.

The face-centered cubic (fcc) nickel lattice model contains 108 atoms, corresponding to 27(3 × 3 × 3) fcc unit cells. The Brillouin zone is sampled by the Monkhorst–Pack scheme with a 3 × 3 × 3 k-point mesh. The second-order Methfessel–Paxton method with smearing width of 0.2 is used for relaxation. The difference of energy per nickel atom is less than 1 meV with the smearing width of 0.1 and 0.15. With current parameter, the basic parameters of bulk nickel are calculated to check the reliability of the model. The lattice constant, binding energy, average magnetic moment and vacancy formation energy are calculated to be 3.52 Å, 4.83 eV, 0.60 μB per atom and 1.36 eV, respectively, which are consistent with the previous experimental11,34,35 and DFT21,40–42 results. The vacancy formation energy in Ni with different k-point mesh are also calculated to do the convergence test. It shows that the 3 × 3 × 3 k-point mesh is sufficient. The vacancy formation energy is calculated to be 1.36 eV and the differences with that of 5 × 5 × 5 and 7 × 7 × 7 k-point mesh are less than 0.01 eV.

To evaluate the C–M (M: 3d, 4d, 5d metal solute) interaction behaviors, a model with one nickel atom substituted by M atom is constructed. The carbon atom is inserted to the first to fourth nearest neighbor (1NN to 4NN) Oct sites relative to the metal solute to model the C–M interactions, as showed in Fig. 1(a). For an in-depth comparison with that of C–M interaction, the carbon–metal FSAs–vacancy (C–M–V) models are also constructed on the base of C–M model by moving one nickel atom in 1NN site of the metal solute, as shown in Fig. 1(b).

3. Results and discussion

3.1 Carbon–metal interaction in nickel

The formation energy of carbon atoms in nickel is initially calculated to investigate their stability in nickel. It is defined by Εₓ = (Ε₁₀₈Ni+VC − Ε₁₀₈Ni − nΕₓ)/n, where Ε₁₀₈Ni+VC refers to the energy of nickel with 108 nickel atoms and n carbon atoms, while Ε₁₀₈Ni and Εₓ are the energy of the nickel matrix and the formation energy of carbon in graphite, respectively. One to three carbon atoms doping are considered in the calculation. It is found that the carbon atom is more stable in Oct site with a formation energy of 0.74 eV comparing with that in Tet site.
(see Table S1†), which is consistent with previous reports.21 The formation energy of carbon increases with the carbon concentration, indicating that the isolated interstitial carbon is energetically favorable in nickel (see Table S2†). It is coincident with previous study that C-C interaction in the nearest neighbor site is slightly repulsive in nickel.21 As is also known, the carbon contents in general nickel-based alloys are very low. Therefore, only one carbon atom is considered in most of the following calculations due to the limitation of the model.

It is known that metal solute would inevitably affect the carbon binding in nickel. When the metal solutes are introduced to model the nickel-based alloy, as shown in Fig. 1(a), the binding energy of carbon in nickel-based alloy with different metal solutes can be defined as:

\[
E_b^\text{ff} = E_{107\text{Ni} + M + C} - E_{107\text{Ni} + M} - E_{108\text{Ni} + C} + E_{108\text{Ni}}
\]  

(1)

where \(E_{107\text{Ni} + M + C}, E_{107\text{Ni} + M}, E_{108\text{Ni} + C}, E_{108\text{Ni}}\) are the energy of the nickel with a doped metal atom and the interstitial carbon atom, the nickel with the doped metal atom, the nickel with carbon in Oct site and the defect-free nickel, respectively. The formula describes the ability of carbon bonding to the alloy. With this definition, the carbon binding in nickel at Oct site is calculated to be 0 eV and negative value means attractive C-M interaction and vice versa.

The binding energies of carbon in nickel alloy with 3d, 4d, 5d transition metal solutes are shown in Fig. 2. For each metal solute, the binding energy of carbon located at its 1NN to 4NN neighbor Oct sites are calculated and compared with that in Oct site of pure nickel (0 eV, see the dashed red line in Fig. 2). It shows that the binding energies of carbon exhibit the similar tendency for most of elements in 3d, 4d, 5d, except for the Cr element in 3d which shows a more attractive interaction with carbon for all of the four atomic configurations. For alloys with most of the metal solutes, carbon is unfavorable at 1NN Oct site with much higher binding energy comparing with the 2NN-4NN sites. The binding energy of carbon at 1NN site decreases and then increases with the metal elements from left to right. Moreover, the binding energy decreases sharply with the relative C-M distance increasing to 2NN comparing with 1NN site, indicating that the 2NN site is energetically preferable for carbon. Furthermore, the calculated binding energies for carbon at 3NN-4NN Oct sites are similar to each other, and the values are quite similar to that in pure nickel, implying that the local metal solute effects on carbon are less than the 3NN distance. The small fluctuations for carbon binding energy around 0 eV at 3NN-4NN sites can be explained by the elastic effects.18

The binding between carbon and metal solutes in nickel can depend on both mechanical and chemical effects. The metal solutes, due to the mismatch in atomic size with the host nickel matrix atoms, would inevitably lead to local strain field and lattice distortion. Therefore, the size factor inducing mechanical effect would not only affect carbon but also the adjacent nickel atoms. Besides, the existence of metal solutes can also induce the charge redistribution between carbon, solute and nickel, which would also affect their interactions.

As mentioned above, the binding energies of carbon at 2NN site are much lower, however, the 2NN C-M distance is about 3.94 Å, which is much longer than the C-M bond length in all of the typical carbides. It is more important to study the interaction between carbon and metal solute on the 1NN shell in nickel-based alloys. Hence, the following analyses focus on 1NN C-M interaction.

### 3.2 Mechanical effect (size factor) of metal solute

The size factor of metal solute in the nickel matrix is calculated and analyzed to get an improved understanding with mechanical effect. Herein, the size factor is defined as \(U_M = (\Omega_{\text{M cell}} - \Omega_{\text{Ni cell}})/\Omega_{\text{Ni}},\) where \(\Omega_{\text{M cell}}, \Omega_{\text{Ni cell}}\) and \(\Omega_{\text{Ni}}\) are the volume of supercell with the solute M, the defect-free supercell and the volume of one nickel atom, respectively. The predicted size factors for 3d, 4d, 5d metal elements as single solute in nickel matrix are calculated and shown in Fig. 3(a). It should be acknowledged that the local strain effects on the binding energy of carbon decrease sharply from 1NN site to 4NN site with the increases of distance from stress field. Hence, only the binding energy of carbon at 1NN site of the metal solutes are plotted and shown in Fig. 3(b) for a better comparison. It shows that the binding energies have the similar tendency with the solute size factor for the most of 3d, 4d, 5d metals. The mismatch between solute and host atom can be inferred to be the physical origin of mechanical component. The binding ability of carbon to the alloy can be affected by the strain field from the doped metal solutes.

The carbon binding energy as a function of metal solute size factor in M–Ni systems is also plot in another form and shown in Fig. S1.† However, it shows that the size factor and binding energies are not completely linear, meaning there is other factor affecting carbon binding. As shown in Fig. 3(a), the insertion of V, Cr, Mn, Fe, Co and Cu into Ni lattice produces a weak local stress, due to their similar atom size. However, the carbon
binding energy in Cr doped nickel system drops a lot compared with that in its adjacent element such as V, Mn and Fe doped nickel systems. Hence, the C–M interaction in nickel may depend not only on the local strain from size factor but also the chemical effects between carbon and metal solutes.

3.3 Chemical effects (electronic structural analyses)

To further understand the chemical binding mechanism between carbon–metal solute, the electronic structures analyses including the PDOS and CDD of specified systems are calculated and analyzed.

The PDOSs for pure Ni and carbon doped Ni systems are plotted in Fig. S2.† For pure nickel system, the PDOS of nickel at the Fermi level is dominated by the 3d states of Ni atoms, showing a typical metallic bonding among them. For carbon-doped nickel system, the hybridized C-2p and Ni-3d states appear in a range of −7.5 to −6 eV, which indicates a strong p–d covalent bonding between the doped carbon and the nearest nickel atom. Since the overall PDOS shapes in energy range as well as the position of the DOS peaks are similar for the pure Ni and C-doped Ni in Fig. S2(c–f),† it is reasonable to conclude that the C 2p–Ni 3d hetero-hybridization (see Fig. S2(e)†) plays a key role in the C–Ni interaction. Therefore, we focus on the hybridization between these two orbitals in the next discussions.

For the C-doped M–Ni system (noted as C–M–Ni for convenience), the C–Cr–Ni, C–Ti–Ni and C–Fe–Ni in 1NN configuration with C occupies at Oct site are compared with that of C–Ni system. The left panel of Fig. 4 displays the PDOS of these four systems. For clarity, only the C 2p, and M 3d\_z\_r orbital components involved in the interactions are plotted. Similar to the C–Ni system, the hybridized C-2p and M-3d states appear in a range of −7.5 to −5 eV for all the C–M–Ni (M: Ti, Cr and Fe) systems. For the non-doped Ti–Ni system, most of the Ti 3d\_z\_r states are empty states, indicating a strong ionic character of Ti in Ni metal. Therefore, the covalent bonding between C–Ti should be relatively weak after C doped by comparing with the C–Cr–Ni and C–Fe–Ni systems. The resonance region for C–Cr as well as that of C–Fe is −7.5 to −3 eV below the Fermi level, and it shows that there is covalent components in C–Cr and C–Fe bond. By comparing Fig. 4(c) with 4(a), the hybridized C 2p–Cr 3d\_x\_z states is deeper and stronger than that of C–Ni, indicating the stronger C–Cr interaction.

The CDD is defined as follows, Δρ = ρ_{CMNi} − ρ_{MNi} − ρ_{C}, where ρ_{CMNi} refers to the total charge density of C–M–Ni system, ρ_{MNi} is the charge density of C–M–Ni system with the carbon atom removed and ρ_{C} is the charge density of the removed carbon atom. The CDD of the four considered systems, C–Ni, C–Ti–Ni, C–Cr–Ni and C–Fe–Ni, are shown in Fig. 4(a′–d′), respectively. It is obtained that the hybridized C 2p–Cr 3d\_x\_z states plays a dominant role in C–M bonding. It also can be seen that the spatial CDD around the metal atom are in the shape of 3d\_x\_z orbital, which is coincident with the above PDOS analyses. It is clear that the charge transfer between C and Ti in
C–Ti–Ni system is negligible due to the ionic character of Ti in Ni discussed above. For the C–Cr–Ni system, the negatively charged area between C and Cr indicates a stronger covalent bonding of C–Cr than C–Ni. It also can be seen that there are more electrons accumulating between C and Cr than those between C and Fe, revealing that C–Cr bond is stronger than C–Fe bond.

From the analyses of PDOS and CDD, it indicates that the C–Ti bond shows ionic character which weakens the carbon binding ability, while the covalent component of C–Cr bond shows its affinity to carbon, moreover, the CDD of C–Fe shows a little weaker interaction between C–Fe than C–Cr which is in charge of the weak repulsion 1NN C–Fe behavior.

Combining the results of both mechanical effect and chemical effect analyses, two typical systems C–Ti–Ni and C–Cr–Ni are also chosen to further explore the effect of carbon content on carbon binding behaviors in Ni-based alloy. It shows that the carbon binding energy increases when more carbon atoms added in the 1NN Oct sites relative to the Ti/Cr atom, as shown in Table S2.† In C–Ti–Ni system, the C–Ti interaction is due to the size factor in larger extent. Larger local lattice distortion would be caused by adding more carbon atoms. Therefore, the C–Ti binding becomes more repulsive. However, in Cr-doped Ni system, the C–Cr interaction is dominated by their covalent bonding. Hence, the local elastic distortion caused by adding more carbon atoms only slightly weakens the C–Cr binding, as the binding energy shown in Table S2.†

### 3.4 C–M–V interaction in nickel

Similar with metal solute, defects in alloy can also lead to local strain. It also known that defect can serve as sink for carbon. As carbon in pure nickel for example, the formation energy is calculated with the definition, 

\[ E_I = E_{107Ni+C} - E_{107Ni} - E_C \]

where \( E_{107Ni+C} \) is the energy of the nickel with the interstitial carbon atom and a vacancy, the nickel with a vacancy, and the formation energy of carbon in graphite, respectively.

The formation energy of carbon locates at 1NN site to vacancy is calculated to be 0.65 eV, which is 0.09 eV lower than that in pure nickel, indicating that vacancy enhance the binding between carbon and nickel [see Table S1†]. Moreover, the local vacancy effect on carbon is also less than the 3NN distances since that the formation energy between vacancy and its 3NN carbon is close to 0.74 eV, which is similar with that in pure nickel.

To further investigate the carbon–metal–vacancy interaction, a vacancy is introduced based on the carbon–metal interaction model, the binding energy of carbon with M–V pair in the alloy is define as

\[ E'_b = E_{106Ni+M+C} - E_{106Ni+M} - E_{108Ni+C} + E_{108Ni} \]

where \( E_{106Ni+M+C} \) is the total energy of the supercell containing 106 Ni atoms, one vacancy, one interstitial carbon site and one doped metal atom replacing a Ni atom, \( E_{106Ni+M} \) is the energy of the supercell containing 106 Ni atoms, one vacancy and one doped metal atom replacing a Ni atom, \( E_{108Ni+C} \) is the energy of the nickel with carbon in Oct site and \( E_{108Ni} \) is the energy of defect-free nickel. Similar to the C–M interaction, negative value means attractive C–M interaction with this definition.

Fig. 5 shows the binding of carbon in nickel with M–V pair as carbon at 1NN to the 4NN site relative to metal solutes. By comparing with the data in Fig. 2, it is clear to find that the introduced vacancy enhances the 2NN and 3NN C–M binding with lower binding energy. Nevertheless, the situation is more complicated on the 1NN shell. For example, the binding energies of carbon in Sc–V–Ni at 1NN site is 0.69 eV that is 0.34 eV higher than that in Sc–Ni, which means that carbon is repulsed after the vacancy introduced. For the metal solutes located in the middle range of the periodic table, such as the V, Cr, Mn, Fe, Co and Ni in 3d metal, the solutes behave more attractive to carbon after vacancy being introduced. As for the 3d metals in right part of periodic table, carbon shows repulsive behaviors in M–V–Ni (M: Cu and Zn) again comparing with that in M–Ni systems. The similar situation also exists in the systems with 4d or 5d metal solutes. Moreover, local effects from solute–vacancy pair reduce with the increasing distance away from the vacancy, which can be negligible when their distance is larger than 3NN shell, as shown in Fig. 5.

It is noteworthy that the binding energies of carbon in Cr–V–Ni system distinctly reduce to below zero and the value of 1NN carbon is lowest among all solute, indicating that Cr–V pair exhibits the most attraction to carbon. By comparing the C–M and C–M–V interactions in nickel, Cr behaves attractive interaction with carbon for all of the four atomic configurations, and their attractive interactions enhance after the vacancy being introduced, indicating that Cr and Cr–V pair are both favorable to capture carbon. As reported by previous experiments,44,45 the typical chromium carbides such as \( \text{Cr}_6\text{C} \), \( \text{Cr}_7\text{C}_3 \) can be easily formed in high Cr-content nickel-based alloy especially at the grain boundaries, which also reveals the high attraction effect of Cr to carbon experimentally.

As mentioned above, the binding between C–M is weakened or enhanced after vacancy being introduced. For example, the
binding energy of carbon in Ti–V–Ni increases slightly while it decreases in Cr–V–Ni system. The vacancy in lattice not only affects the local strain, but also results in the redistribution of the local charge density. Similar to the solute size factor mentioned above, the solute–vacancy size factor is defined as $\Omega_{M}^{V} = \Omega_{M+vac} - \Omega_{M}^{cell}$, where $\Omega_{M+vac}$, $\Omega_{M}^{cell}$ and $\Omega_{Ni}^{cell}$ are the volume of supercell with the solute M and one vacancy, the defect-free supercell and the volume of a nickel atom, respectively. As shown in Fig. 6, the size factor of M–V–Ni system shows more linear trend comparing with that of M–Ni system (See Fig. S1†) and the binding energies of 1NN carbon in M–V–Ni systems are nearly linearly correlated with the size factors, indicating that the interactions between M–V and carbon are dominated by the size factors. Vacancy enhances the mechanical effects on carbon binding in nickel-based alloys, which is principally responsible for the changes of the binding energies on 1NN shell with vacancy.

The CDD maps for M–V–C–Ni systems are also calculated to further elaborate the different carbon behaviors before and after vacancy being introduced. It is shown that there are more electrons accumulating between carbon and the metal solute adjacent to vacancy, by comparing Fig. 7(a–b) with 4(b–c). In other words, the vacancy enhances the chemical interactions between carbon and metal solutes. The local strain effect on carbon weakens sharply for 2NN and 3NN sites, and the chemical effect plays a major role in carbon binding to supercells. Hence, the enhanced C–M interactions result in lower binding energies in M–V–C–Ni systems outside 1NN shell.

4. Conclusions

In a summary, the substitutional 3d, 4d and 5d transition metal solute effect on the interstitial carbon in nickel-based alloys are systematically investigated by using first-principles calculations with projector augmented plane wave method.

(1) The carbon binding behaviors and their interaction with metal solutes are considered from both mechanical and chemical components. The 1NN carbon exhibits repulsive behaviors with most transition metals except Cr, which shows much attractive interaction with carbon. The size factor from metal solute affects the C–M binding since the similarity trend between the 1NN carbon binding energy and the corresponding metal size factors in nickel. Further detailed electronic structures analyses show that the hybridization of C 2p–M 3d$_2$ states plays an important role in C–M bonding. Much stronger C–Cr interaction is one of the main reason for stronger C–Cr interactions.

(2) The introduced vacancy changes its local strain and causes local charge density redistribution. The interactions between M–V and 1NN carbon are dominated by the M–V pair size factors, which is mainly in charge of the variation of the binding energies on 1NN shell. The enhancement of 2NN, 3NN carbon atoms binding to nickel with M–V pair is due to its charge density redistribution.

(3) Cr and C–V pair show their affinity to carbon, which is coincide with the experimental phenomena that chromium carbides are easily formed in nickel-based alloys.

These results help to understand the basic carbon binding behaviors related to carbide precipitation in nickel-based alloys.
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