Abstract

Let $V$ be a closed subscheme of a projective space $\mathbb{P}^n$. We give an algorithm to compute the Chern-Schwartz-MacPherson class, and the Euler characteristic of $V$ and an algorithm to compute the Segre class of $V$. The algorithms can be implemented using either symbolic or numerical methods. The algorithms are based on a new method for calculating the projective degrees of a rational map defined by a homogeneous ideal. Relationships between the algorithms developed here and other existing algorithms are discussed. The algorithms are tested on several examples and are found to perform favourably compared to current algorithms for computing Chern-Schwartz-MacPherson classes, Segre classes and Euler characteristics.
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1 Introduction

The topological Euler characteristic is an important invariant in a wide variety of areas of mathematics and has been studied by numerous authors in many different contexts. In this note we describe an algorithm to compute the Segre class, and an algorithm to compute the Chern-Schwartz-MacPherson class and the Euler characteristic of a projective variety over an algebraically closed field of characteristic zero. In particular, given the ideal $I$ defining a projective variety $V$ in $\mathbb{P}^n$ we will compute the pushforward to $\mathbb{P}^n$ of both the Segre class of $V$ in $\mathbb{P}^n$ and the Chern-Schwartz-MacPherson class of $V$ (we abuse notation and denote the pushforwards to $\mathbb{P}^n$ as $s(V, \mathbb{P}^n)$ and $c_{SM}(V)$ respectively). From $c_{SM}(V)$ we may immediately obtain the Euler characteristic of $V$, $\chi(V)$ using the well-known relation which states that $\chi(V)$ is equal to the degree of the zero dimensional component of $c_{SM}(V)$. The algorithm described may be implemented either symbolically, with the computations relying on Gröbner bases calculations, or numerically using homotopy continuation.

The methods to compute Segre classes and Chern-Schwartz-MacPherson classes described here are based on several known formulas due to Aluffi [1, 2], and on the notion of the projective degrees of a rational map as expressed in Harris [14]. The main result of this note is Theorem 4.1 which gives a method to compute projective degrees.

We now give an example of the computation of the Segre class, the $c_{SM}$ class and the Euler characteristic for a singular projective variety. Note that since the variety $V$ considered in the example is singular the results $c_{SM}(V)$ and $\chi(V)$ could not be obtained with standard Chern class computations.

Example 1.1. Let $V = V(I)$ be the subvariety of $\mathbb{P}^4$ defined by the ideal $I = (4x_3x_2x_4x_1 - x_0^3x_1, x_0x_1x_3x_4 - x_3^3x_3)$ in $k[x_0, x_1, x_2, x_3, x_4]$. Also let $A_*(\mathbb{P}^4) \cong \mathbb{Z}[h]/(h^5)$ be the Chow ring of $\mathbb{P}^4$.

Using Algorithm 2 with input $I$ we obtain the Segre class

$$s(V, \mathbb{P}^n) = 768h^4 - 128h^3 + 16h^2 \in A_*(\mathbb{P}^4).$$

Using Algorithm 3 with input $I$ we obtain the Chern-Schwartz-MacPherson class

$$c_{SM}(V) = 5h^4 + 8h^3 + 12h^2 \in A_*(\mathbb{P}^4).$$
and/or the Euler characteristic $\chi(V) = 5$.

The existence of a functorial theory of Chern classes for singular varieties, in terms of a natural transformation from the functor of constructible functions to some nice homology theory, and its relation to the Euler characteristic, was conjectured by Deligne and Grothendieck in the 1960’s. In the 1974 article [17], MacPherson proved the existence of such a transformation, introducing a new notion of Chern classes for singular algebraic varieties. Independently in the 1960’s Schwartz [18] defined a theory of Chern classes for singular varieties in relative cohomology. It was later shown in a paper of Brasselet and Schwartz [8] that these two different notions were in fact equivalent.

The desire to compute $c_{SM}$ classes explicitly is motivated partially by the relation to the Euler characteristic. In addition to being an important topological invariant, the Euler characteristic has applications to problems of maximum likelihood estimation in algebraic statistics [15] and applications to string theory in physics such as [9] and [6]. The Chern-Schwartz-MacPherson class has also been directly related to problems in string theory in [5].

The organization of the remainder of this note is as follows. In Section 2 we state the problem we wish to consider and review the definitions of the $c_{SM}$ class and Segre class.

In Section 3, we briefly review relevant background on the projective degrees of a rational map and state known formulas which expresses the Segre class and $c_{SM}$ class in terms of these projective degrees. Also in Section 3 we review previous algorithms for the computation of Segre and $c_{SM}$ classes. Specifically we review algorithms of Aluffi [2] and Eklund, Jost and Peterson [11] for the computation of Segre classes and we review algorithms of Aluffi [2] and Jost [16] for the computation of $c_{SM}$ classes. Additionally we explain the relationship between the residual degrees computed by Eklund, Jost and Peterson in [11] and the projective degrees in (10). In light of this relationship one could see Algorithm 2 and Algorithm 3 as refinements of the algorithms of [11] and [16] respectively; however we note that these methods are developed using very different theoretical tools, and a priori there is no obvious relationship between them.

In Section 4, we describe the main ideas underlying the algorithms. Espe-
cially we state and prove Theorem 4.1 which is the main result of this note and which gives a new formula for calculating the projective degrees of a rational map defined by a homogeneous ideal.

In Section 5, we give a detailed description of the algorithms. In Algorithm 1 we show how the result of Theorem 4.1 can be used to compute the projective degrees of a rational map using a computer algebra system. We then apply Algorithm 1 to give Algorithm 2 which computes the Segre class and Algorithm 3 which computes the $c_{SM}$ class.

In Section 6, we discuss the performance of our algorithm to compute Segre classes (Algorithm 2) and our algorithm to compute the $c_{SM}$ class (Algorithm 3). Run time performance for Algorithm 2 is compared with previous algorithms of Aluffi [2] and of Eklund, Jost and Peterson [11] which also compute Segre classes. The results of the running time comparisons for Segre classes are summarized in Table 6.1; we see that our algorithm performs favourably in most cases. Run time performance for Algorithm 3 is compared with previous algorithms of Aluffi [2] and of Jost [16] which also compute the $c_{SM}$ class and/or the Euler characteristic. We also compare the Macaulay2 [13] implementation of Algorithm 3 to the Macaulay2 built in routine euler which calculates Hodge numbers to compute the Euler characteristic. In all cases Algorithm 3 performs favourably in comparison to other known algorithms. The results are summarized in Table 6.2.

The Macaulay2 [13] and Sage [20] implementations of our algorithm for computing $c_{SM}$ classes, Euler characteristics and Segre classes of projective varieties can be found at https://github.com/Martin-Helmer/char-class-calc. The Macaulay2 [13] implementation is also available as part of the “CharacteristicsClasses” package in Macaulay2 version 1.7 and above and can be accessed using the option “Algorithm=>ProjectiveDegree”, see the Macaulay2 documentation http://www.math.uiuc.edu/Macaulay2/doc/Macaulay2-1.7/share/doc/Macaulay2/ on further details.
2 Problem and Definitions

Suppose $V$ is an arbitrary subscheme of a projective space $\mathbb{P}^n$ over an algebraically closed field of characteristic zero. The problem we wish to consider is that of devising an effective and practical algorithmic method to compute the Segre class $s(V, \mathbb{P}^n)$ and the Chern-Schwartz-MacPherson class $c_{SM}(V)$ as elements of the Chow ring of $\mathbb{P}^n$. An algorithm which computes $c_{SM}(V)$ automatically gives us the Euler characteristic $\chi(V)$, since this information is contained directly in $c_{SM}(V)$.

For $V$ a proper closed subscheme of a variety $W$, we may define the Segre class of $V$ in $W$ as

$$s(V, W) = \sum_{j=1}^{\infty} (-1)^{j-1} \eta_*(\tilde{V}^j)$$

where $\tilde{V}$ is the exceptional divisor of the blow-up of $W$ along $V$, $Bl_V W$, $\eta: \tilde{V} \to V$ is the projection and the class $\tilde{V}^k$ is the $k$-th self intersection of $\tilde{V}$. See Fulton [12, §4.2.2] for further details. In all cases considered in this note we will have $W = \mathbb{P}^n$. Throughout the remainder of this section we consider possibly singular closed subschemes, $V$, of the projective space $\mathbb{P}^n$ over an algebraically closed field $k$.

The Chow ring of a $i$-dimensional nonsingular variety $V$ is denoted by $A_*(V) = \bigoplus_{\ell=0}^{i} A_\ell(V)$, where $A_\ell(V)$ is the Chow group of $X$ having dimension $\ell$. Recall that the Chow groups of $V$ are the groups, $A_\ell$, of $\ell$-cycles on $V$ modulo rational equivalence. In what follows we will work only in the Chow ring of $\mathbb{P}^n$, $A_*(\mathbb{P}^n) \cong \mathbb{Z}[h]/(h^{n+1})$, where $h = c_1(\mathcal{O}_{\mathbb{P}^n}(1))$ is the equivalence class of a hyperplane in $\mathbb{P}^n$, hence a hypersurface $W$ of degree $d$ in $\mathbb{P}^n$ is represented as $[W] = d \cdot h$ in $A_*(\mathbb{P}^n)$ (for more details see Fulton [12]).

The total Chern class of a $j$-dimensional nonsingular projective variety $V$ is defined as $c(V) = c(TV) \cap [V]$ in the Chow ring of $V$, $A_*(V)$. As with $c_{SM}$ and Segre classes, we will abuse notation and write $c(V)$ for the pushforward to $\mathbb{P}^n$ of the total Chern class of $V$. As a consequence of the Hirzebruch-Riemann-Roch theorem, we have that the degree of the zero dimensional component of the total Chern class of a projective variety is equal to the Euler characteristic, that is

$$\int c(TV) \cap [V] = \chi(V).$$

(1)
Here $\int \alpha$ denotes the degree of the zero dimensional component of the class $\alpha \in A_*(\mathbb{P}^n)$, i.e. the degree of the part of $\alpha$ in $A_0(\mathbb{P}^n)$.

There are several known generalizations of the total Chern class to singular varieties. All of these notions agree with $c(TV) \cap [V]$ for nonsingular $V$, however the Chern-Swartz-Macpherson class is the only one of these that satisfies a property analogous to (1) for any $V$, i.e.

$$\int c_{SM}(V) = \chi(V).$$

(2)

We review here the construction of the $c_{SM}$ classes, given in the manner considered by MacPherson [17]. For a scheme $V$, let $C(V)$ denote the abelian group of finite linear combinations $\sum W m_W 1_W$, where $W$ are (closed) subvarieties of $V$, $m_W \in \mathbb{Z}$, and $1_W$ denotes the function that is 1 in $W$, and 0 outside of $W$. Elements $f \in C(V)$ are known as constructible functions and the group $C(V)$ is referred to as the group of constructible functions on $V$. To make $C$ into a functor we let $C$ map a scheme $V$ to the group of constructible functions on $V$ and a proper morphism $f : V_1 \to V_2$ is mapped by $C$ to

$$C(f)(1_W)(p) = \chi(f^{-1}(p) \cap W), \quad W \subset V_1, \ p \in V_2 \text{ a closed point.}$$

Another functor from algebraic varieties to abelian groups is the Chow group functor $A_*$. The $c_{SM}$ class may be realized as a natural transform between these two functors.

**Definition 2.1.** The Chern-Schwartz-MacPherson class is the unique natural transformation between the constructible function functor and the Chow group functor, that is $c_{SM} : C \to A_*$ is the unique natural transform satisfying:

- (Normalization) $c_{SM}(1_V) = c(TV) \cap [V]$ for $V$ non-singular and complete.

- (Naturality) $f_*(c_{SM}(\phi)) = c_{SM}(C(f)(\phi))$, for $f : X \to Y$ a proper transform of projective varieties, $\phi$ a constructible function on $X$.

For a scheme $V$ let $V_{red}$ denote the support of $V$, the notation $c_{SM}(V)$ is taken to mean $c_{SM}(1_V)$ and hence, since $1_V = 1_{V_{red}}$, we denote $c_{SM}(V) = c_{SM}(V_{red})$. 
To see how the $c_{SM}$ class satisfies the relation (2) consider the morphism $f : V \to \text{point}$, applying the naturality property of the $c_{SM}$ class we have

$$f_*(c_{SM}(V)) = c_{SM}(c(f)(1_V)) = c_{SM}(\chi(V)1_{\text{point}}) = \chi(V)c_{SM}(\text{point}) = \chi(V)[\text{point}].$$

This gives us (2). Note that the $c_{SM}$ classes (and constructible functions) also satisfy the same inclusion/exclusion relation as the Euler characteristic. Specifically for $V_1, V_2$ subschemes of $\mathbb{P}^n$ we have

$$\chi(V_1 \cup V_2) = \chi(V_1)\chi(V_2) - \chi(V_1 \cap V_2).$$

Constructible functions inherit this property from the Euler characteristic via the definition of the constructible function functor, specifically we have $1_{V_1 \cup V_2} = 1_{V_1} + 1_{V_2} - 1_{V_1 \cap V_2}$. From this we see that the $c_{SM}$ classes will also possess an inclusion/exclusion property, giving us the relation

$$c_{SM}(V_1 \cap V_2) = c_{SM}(V_1) + c_{SM}(V_2) - c_{SM}(V_1 \cup V_2). \quad (3)$$

To give the reader a more intuitive understanding of the geometric information contained in the $c_{SM}$ class we recall a result of Aluffi [4] which states that when $V$ is a subscheme of $\mathbb{P}^n$ then $c_{SM}(V)$ contains the Euler characteristics of $V$ and those of general linear sections of $V$ for each codimension. In this way one may consider $c_{SM}(V)$ as a more refined version of the Euler characteristic in $\mathbb{P}^n$. Specifically, if $\dim(V) = m$, starting from $c_{SM}(V)$ we may directly obtain the list of invariants

$$\chi(V), \chi(V \cap L_1), \chi(V \cap L_1 \cap L_2), \ldots, \chi(V \cap L_1 \cap \cdots \cap L_m)$$

where $L_1, \ldots, L_m$ are general hyperplanes. Conversely from the list of Euler characteristics above we could obtain $c_{SM}(V)$, i.e. there exists an involution between the Euler characteristics of general linear sections and the $c_{SM}$ class in this setting. This relationship is given explicitly in Theorem 1.1 of Aluffi [4], we give an example of this below.

**Example 2.2.** Consider again the subvariety of $\mathbb{P}^4$ given by $V = V(4x_3x_2x_4x_1 - x_0^3x_1, x_0x_1x_3x_4 - x_3^3x_3)$. We know from Example 1.1 that $c_{SM}(V) = 5h^4 + 8h^3 + 12h^2$. To obtain the Euler characteristics of the general linear sections of $V$ we may apply an involution formula given by Aluffi in [4, Theorem 1.1], specifically:
• First consider the polynomial \( p(t) = 5 + 8t + 12t^2 \in \mathbb{Z}[t]/(t^5) \) given by the coefficients of the \( c_{SM} \) class above.

• Next apply Aluffi’s involution

\[
p(t) \mapsto \mathcal{I}(p) := \frac{t \cdot p(-t - 1) + p(0)}{t + 1} = 12t^2 + 4t + 5.
\]

This gives \( \chi(V) = 5, \chi(V \cap L_1) = (−1)^1 \cdot 4 = −4, \) and \( \chi(V \cap L_1 \cap L_2) = (−1)^2 \cdot 12 = 12 \) where \( L_1 \) and \( L_2 \) are general hyperplanes in \( \mathbb{P}^4. \)

## 3 Background and Review

As in the previous section we consider possibly singular closed subschemes, \( V, \) of the projective space \( \mathbb{P}^n \) over \( k, \) an algebraically closed field of characteristic zero.

We review the definition of the projective degrees of a rational map in §3.1. In §3.2 we first review a result of Aluffi [2] which gives an explicit expression for the Segre class \( s(V, \mathbb{P}^n) \) in terms of the projective degrees in Proposition 3.1. We then discuss previous algorithms to compute the Segre class \( s(V, \mathbb{P}^n). \)

In §3.3 we review a result of Aluffi [1] which allows one to compute the Chern-Schwartz-MacPherson class of a hypersurface by computing certain Segre classes, stated in Proposition 3.3. In Proposition 3.4 we state a general version of the inclusion/exclusion property of \( c_{SM} \) classes which will allow for the computation of the \( c_{SM} \) class in codimension greater than one. We also discuss previous algorithms which use the result stated in Proposition 3.3 to calculate \( c_{SM} \) classes. Finally we give a result of Aluffi [2] which gives an expression for the \( c_{SM} \) class of a hypersurface in terms of the projective degrees of a certain rational map in Theorem 3.5.

### 3.1 Projective Degrees

Here we recall the definition of the projective degrees of a rational map as in Harris [14]; the computation of these projective degrees will allow for the
calculation of Segre and $c_{SM}$ classes using Algorithms 1, 2 and 3.

Consider a rational map $\phi : \mathbb{P}^n \to \mathbb{P}^m$. In the manner of Harris (Example 19.4 of [14]) we may define the projective degrees of the map $\phi$ as a list of integers $(g_0, \ldots, g_n)$ where

$$g_i = \text{card} \left( \phi^{-1} (\mathbb{P}^{m-i}) \cap \mathbb{P}^i \right).$$

(4)

Here $\mathbb{P}^{m-i} \subset \mathbb{P}^m$ and $\mathbb{P}^i \subset \mathbb{P}^n$ are general hyperplanes of dimension $m-i$ and $i$ respectively and card is the cardinality of a zero dimensional set. Note that points in $(\phi^{-1} (\mathbb{P}^{m-i}) \cap \mathbb{P}^i)$ will have multiplicity one (this follows from the Bertini theorem of Sommese and Wampler [19, §A.8.7]). Let $\Gamma_{\phi} \subset \mathbb{P}^n \times \mathbb{P}^m$ be the graph of $\phi$. The numbers $g_i$ are also used by Aluffi [1, 2, 4], where the class $[\Gamma_{\phi}]$ is pushed forward to a class $[G] \in A_\ast (\mathbb{P}^n)$ by the projection map onto the first factor of $\mathbb{P}^n \times \mathbb{P}^m$. Aluffi refers to the class $[G]$ as the class of the shadow of the graph of the map $\phi$. Specifically, take $t$ to be the pull-back of the hyperplane class from the $\mathbb{P}^m$ factor of $\mathbb{P}^n \times \mathbb{P}^m$ and let $\pi : \Gamma_{\phi} \to \mathbb{P}^n$ be the projection. In the notation of [2], the shadow of $\Gamma_{\phi}$ is the class $[G] = g_0 + g_1 h + \cdots + g_n h^n \in A_\ast (\mathbb{P}^n)$,

(5)

where $g_i = \deg(\pi_\ast (t^i \cdot [\Gamma_{\phi}]))$, these $(g_0, \ldots, g_n)$ are also the projective degrees of the map $\phi$.

We give a method to compute the projective degrees $g_i$ in Theorem 4.1 below.

### 3.2 Segre classes

In this subsection we state a result of Aluffi [1] (Proposition 3.1) which can be used to calculate Segre classes of projective varieties. When combined with result of Theorem 4.1 this yields our algorithm to compute Segre classes of projective varieties described in Algorithm 2. We also review several previous results on the computation of Segre classes, the first due to Aluffi [1] and the second due to Eklund, Jost and Peterson [11].

In (10) we make explicit the relationship between the projective degrees of a rational map and the degrees of the residual set considered in [11].

Aluffi [2] gives the following result which allows for the computation of the Segre class of $V$ in $\mathbb{P}^n$ for $V$ a subscheme of $\mathbb{P}^n$. 


Proposition 3.1 (Proposition 3.1 [2]). Let $I = (f_0, \ldots, f_m) \subset k[x_0, \ldots, x_n]$ be a homogeneous ideal defining a scheme $V \subset \mathbb{P}^n$ and let $h = c_1(\mathcal{O}_{\mathbb{P}^n}(1))$ be the class of a hyperplane in $A_*(\mathbb{P}^n)$. Since $I$ is homogeneous we may assume that the $\deg(f_i) = d$ for all $i$. Let $\phi : \mathbb{P}^n \dashrightarrow \mathbb{P}^m$ be the rational map specified by

$$p \mapsto (f_0(p) : \cdots : f_m(p)),$$

let $(g_0, \ldots, g_n)$ be the projective degrees of $\phi$ and let $\Gamma_{\phi} \subset \mathbb{P}^n \times \mathbb{P}^m$ be the graph of $\phi$. Write $[G]$ for the class of the shadow of the graph of the map $\phi$ (see (5)), i.e.

$$[G] = g_0 + g_1h + \cdots + g_{n-1}h^{n-1} + g_nh^n$$

in $A_*(\mathbb{P}^n) \cong \mathbb{Z}[h]/(h^{n+1})$. Then we have:

$$s(V, \mathbb{P}^n) = 1 - c(\mathcal{O}(dh))^{-1} \cap \left( \sum_{i=0}^n \frac{g_i h^i}{c(\mathcal{O}(dh))^{i+1}} \right) \in A_*(\mathbb{P}^n). \quad (6)$$

To use Proposition 3.1, Aluffi [2] notes that $\Gamma_{\phi}$ can be obtained explicitly as $\Gamma_{\phi}$ is isomorphic to the blow-up of $\mathbb{P}^n$ along $V$, and once $\Gamma_{\phi}$ is known the class $[G]$ can be computed directly. Specifically the algorithm of Aluffi is as follows,

- obtain $\Gamma_{\phi}$ explicitly (by computing $Bl_V \mathbb{P}^n \cong \Gamma_{\phi}$, that is the blow-up of $\mathbb{P}^n$ along $V$)
- intersect $\Gamma_{\phi}$ with general hyperplanes
- project the intersections down to $\mathbb{P}^n$, and compute the degree of the projections to obtain the class of the shadow of the graph, $[G]$. 

Hence the main computational cost for finding Segre classes using the method of [2] is that of finding the blow-up of $\mathbb{P}^n$ along $V$.

Another method for computing Segre classes was given by Eklund, Jost and Peterson [11]. This method does not use the relation between the class of the shadow of the graph $[G]$ (see (5)) and the Segre class $s(V, \mathbb{P}^n)$; we summarize the result in Proposition 3.2 below.
Proposition 3.2 (Theorem 3.2 [11]). Let $V \subset \mathbb{P}^n$ be a subscheme of dimension $\rho$ defined by a non-zero homogeneous ideal $I = (f_0, \ldots, f_m) \subset k[x_0, \ldots, x_n]$ with the generators $f_i$ having degree $d$. Let 

$$s(V, \mathbb{P}^n) = s_n + \cdots + s_0 h^n \in A_*(\mathbb{P}^n) \cong \mathbb{Z}[h]/(h^{n+1})$$

be the Segre class of $V$ in $\mathbb{P}^n$. For $n - \rho \leq j \leq n$ and general elements $\gamma_1, \ldots, \gamma_j$ let $J = (\gamma_1, \ldots, \gamma_j)$ and let $R_j \subset \mathbb{P}^n$ be the subscheme defined by $J : I^\infty$. Then we have 

$$d^j = \deg(R_j) + \sum_{i=0}^{j-(n-\rho)} \binom{j}{j-(n-\rho)-i} d^j - \deg(R_j) - p - 1 \sum_{i=1}^{p-1} \binom{j}{p-i} d^{p-i} s_i. \quad (7)$$

To apply Proposition 3.2 to compute $s(V, \mathbb{P}^n)$, Eklund, Jost and Peterson [11] use the following method.

- $V = V(I)$, say $d$ is the degree of the homogeneous generators of $I$.
- Pick general degree $d$ polynomials $\omega_1, \ldots, \omega_j$ in $I$.
- For $j = n - \dim V = \codim(V)$ to $j = n$ do:
  - Set $J = (\omega_1, \ldots, \omega_j)$ and let $R_j$ be the scheme defined by $J : I^\infty$.
  - Compute $\deg(R_j)$.
  - Set $p = j - \codim(V)$,

$$s_p = d^j - \deg(R_j) - \sum_{i=1}^{p-1} \binom{j}{p-i} d^{p-i} s_i. \quad (7)$$

Hence the main computational cost in the algorithm of Eklund, Jost and Peterson [11] is the computation of $\deg(R_j)$. When done symbolically, this means the main cost arises from the computation of the saturation $J : I^\infty$ for each $j$. Eklund, Jost and Peterson [11] also explain that $\deg(R_j)$ can be computed numerically using homotopy continuation in Bertini [7].

There is, in fact, an explicit relationship between the projective degrees $(g_0, \ldots, g_n)$ of a rational map $\phi$ defined by an ideal $I$ (or equivalently the
class $[G]$ of the shadow of the graph $\Gamma_\phi$ (5)) and the degrees of the residual sets $R_j$ in Proposition 3.2. Specifically let $V = V(I)$ be a subscheme of $\mathbb{P}^n$ where $I = (f_0, \ldots, f_m)$ is a homogenous ideal in $k[x_0, \ldots, x_n]$ and let $[G] = g_0 + g_1 h + \cdots + g_{n-1} h^{n-1} + g_n h^n \in A_*(\mathbb{P}^n)$ be the class of the shadow of the graph of $\phi$ (as in Proposition 3.1). Since $I$ is homogenous we may assume that $\deg(f_j) = d$ for all $i = 1, \ldots, m$. Take $\nu = \text{codim}(Y)$. Let

$$s(V, \mathbb{P}^n) = s_n + \cdots + s_0 h^n \in A_*(\mathbb{P}^n)$$

be the Segre class of $V$ in $\mathbb{P}^n$ and let $\bar{s}_0 = 1$, $\bar{s}_1 = \cdots = \bar{s}_{\nu-1} = 0$ and $\bar{s}_i = -s_{i-\nu}$ for $i \geq \nu$. Note that $s_n = \cdots = s_{\nu+1} = 0$, i.e. $s_\nu$ is the first nonzero coefficient. In [16] Jost gives the following expression relating the $g_j$ in the class of the graph $\Gamma_I$ to the Segre class,

$$g_j = \sum_{i=0}^{j} \binom{j}{i} d^{j-i} \bar{s}_i,$$

which is obtained by rearranging and simplifying the expression of Proposition 3.1. The result of Proposition 3.2 gives the following expression for $\deg(R_j)$ when $j = \nu, \ldots, n$,

$$\deg(R_j) = d^j - \sum_{i=\nu}^{j-(n-\nu)} \binom{j}{j - (n - \nu) - i} d^{j-(n-\nu)-i} s_i.$$  \hfill (9)

Reindexing the summation in (9) we have

$$\deg(R_j) = d^j - \sum_{i=\nu}^{j} \binom{j}{i} d^{j-i} s_{i-\nu}, \quad \text{for } j = \nu, \ldots, n.$$  \hfill (10)

Since $\bar{s}_0 = 1$ and $\bar{s}_1 = \cdots = \bar{s}_{\nu-1} = 0$ we may rewrite the expression (8) for $g_j$ as

$$g_j = d^j - \sum_{i=\nu}^{j} \binom{j}{i} d^{j-i} s_{i-\nu}, \quad \text{for } j = \nu, \ldots, n,$$

and $g_j = d^j$ for $j = 0, \ldots, \nu - 1$. Hence we have that

$$\deg(R_j) = g_j \text{ for } j = \nu, \ldots, n.$$  \hfill (10)
In light of (10) we observe that the method for computing Segre classes of Eklund, Jost and Peterson [11] stated in Proposition 3.2 computes the same values as the result of Theorem 4.1, and in fact, the method of Theorem 4.1 can be seen as a refinement of the method of [11]. In both cases similar systems of equations are considered, however we will see below that the method of Algorithm 1 tends to perform better.

3.3 Chern-Schwartz-MacPherson Classes

In this subsection we review previous results on the calculation of the $c_{SM}$ class of a projective variety due to Aluffi [1, 2] and Jost [16]. We then state Theorem 3.5, a result of Aluffi [2], which when combined with Corollary 4.2 below allows for the computation of the Chern-Schwartz-MacPherson class of a projective variety in the manner described in Algorithm 3.

A tangible realization of the $c_{SM}$ classes, in the case of hypersurfaces, was given by Aluffi in Theorem I.4 of [1]. We state the result in the following proposition.

Proposition 3.3 (Theorem I.4 [1]). Let $V = V(f)$ be a hypersurface of $\mathbb{P}^n$, for some $f \in k[x_0, \ldots, x_n]$, and assume without loss of generality that $f$ is squarefree (since $c_{SM}(V) = c_{SM}(V_{red})$) then

$$c_{SM}(V) = c(T\mathbb{P}^n) \cap \left( s(V, \mathbb{P}^n) + \sum_{m=0}^{n} \sum_{j=0}^{n-m} \binom{n-m}{j} (-V)^j \cdot (-1)^{n-m-j} s_{m+j}(Y, \mathbb{P}^n) \right)$$

(11)

where $s(V, \mathbb{P}^n)$ is the Segre class of $V$ in $\mathbb{P}^n$, and $Y$ is the singularity subscheme of $V$. That is, $Y$ is the scheme defined by the vanishing of the partial derivatives of $f$.

Note that the inclusion/exclusion relation for $c_{SM}$ classes will allow us to reduce all computation of $c_{SM}$ classes to the case of hypersurfaces. In the case of subvarieties of $\mathbb{P}^n$ we have the following proposition, discussed informally by Aluffi [2]; Proposition 3.4 follows directly from (3).

Proposition 3.4. Let $V = X_1 \cap \cdots \cap X_r = V(f_1) \cap \cdots \cap V(f_r)$ be a subscheme of $\mathbb{P}^n = \text{Proj}(k[x_0, \ldots, x_n])$. Write the polynomials defining $V$ as
\( F = (f_1, \ldots, f_r) \) and let \( F_S = \prod_{i \in S} f_i \) for \( S \subset \{1, \ldots, r\} \). Then,
\[
c_{SM}(V) = \sum_{S \subset \{1, \ldots, r\}} (-1)^{|S|+1} c_{SM}(V(F_S))
\]
where \(|S|\) denotes the cardinality of the integer set \( S \).

In [2], Aluffi uses Proposition 3.1 and Proposition 3.3 to give an algorithm to compute the \( c_{SM} \) class of hypersurface in \( \mathbb{P}^n \) (this algorithm can be extended to higher codimension using Proposition 3.4). That is for a hypersurface \( V = V(f) \) in \( \mathbb{P}^n \) and \( Y \) the singularity scheme of \( V \) (that is the scheme defined by the zeros of the partial derivatives of \( f \)) the algorithm of Aluffi [2] computes \( s(Y, \mathbb{P}^n) \) by finding the blow up, as described above (immediately following Proposition 3.1), and then applying Proposition 3.3. Thus the main computational step of the algorithm is to compute the blow-up of \( \mathbb{P}^n \) along \( Y \) for each hypersurface. This can be implemented using any algorithm which computes the Rees algebra of \( Y \).

An alternative method for computing \( c_{SM} \) classes was given by Jost in [16]. This method also uses (11) to give an expression for the \( c_{SM} \) class of a hypersurface, however Jost computes the class \( s(Y, \mathbb{P}^n) \) by applying the method of [11] stated in Proposition 3.2 to compute Segre classes by calculating the degrees of residual sets.

Let \( V \) be a hypersurface of \( \mathbb{P}^n \) defined by the homogeneous polynomial ideal \( (f) \) in \( k[x_0, \ldots, x_n] \), and since \( c_{SM}(V) = c_{SM}(V_{\text{red}}) \) we assume that \( f \in k[x_0, \ldots, x_n] \) is squarefree. Using the partial derivatives of \( f \) we define a rational map \( \varphi: \mathbb{P}^n \dashrightarrow \mathbb{P}^n \),
\[
\varphi: p \mapsto \left( \frac{\partial f}{\partial x_0}(p) : \cdots : \frac{\partial f}{\partial x_n}(p) \right).
\]
(12)

This map is referred to as the polar map or gradient map [10].

**Theorem 3.5** (Aluffi [2] Theorem 2.1). Assume, without loss of generality, that \( f \in k[x_0, \ldots, x_n] \) is squarefree. Let \( V = V(f) \) and let \( (g_0, \ldots, g_n) \) be the projective degrees of the polar map \( \varphi \) (12), we have the following equality in \( A_*(\mathbb{P}^n) = \mathbb{Z}[h]/h^{n+1} \)
\[
c_{SM}(V) = (1 + h)^{n+1} - \sum_{j=0}^{n} g_j(-h)^j (1 + h)^{n-j}.
\]
(13)
Note that Theorem 3.5 follows from substituting the result of Proposition 3.1 (as stated in (17)) into the result of Proposition 3.3, (11).

**Remark 3.6.** The following special case is from Suwa [21]. Let $X$ be a smooth subvariety of $\mathbb{P}^n$ which is a global complete intersection, further suppose that $X = V(f_0, \ldots, f_r)$ with $d_i = \deg f_i$, then we have

$$c_{SM}(X) = c(X) = (1 + h)^{n+1} \cdot \prod_{i=0}^{\operatorname{codim} X} \frac{d_i h}{1 + d_i h} \quad \text{in } A_*(\mathbb{P}^n),$$

(14)

recall that $c(X) = c(TX) \cap [X]$ is the total Chern class of the smooth variety $X$.

We note that using Remark 3.6 the computation of $c_{SM}$ classes could be made much more efficient in the particular case where the input scheme is a complete intersection which is known to be smooth.

## 4 Main Theoretical Results

In this section we describe the main ideas underlying the algorithms given in the next section. We begin by stating and proving the main result of this note, Theorem 4.1. This theorem gives a method to compute the projective degrees of a rational map defined by a homogeneous ideal.

**Theorem 4.1.** Let $I = (f_0, \ldots, f_m)$ be a homogeneous ideal in $k[x_0, \ldots, x_n]$ defining a $\rho$-dimensional scheme $V = V(I)$, and assume, without loss of generality that all the polynomials $f_i$ generating $I$ have the same degree. The projective degrees $(g_0, \ldots, g_n)$ of $\phi : \mathbb{P}^n \dashrightarrow \mathbb{P}^m$,

$$\phi : p \mapsto (f_0(p) : \cdots : f_m(p)),$$

are given by

$$g_i = \dim_k (k[x_0, \ldots, x_n, T]/(P_1 + \cdots + P_i + L_1 + \cdots + L_{n-i} + L_A + S)).$$

(15)
Here $P_\ell, L_\ell, L_A$ and $S$ are ideals in $k[x_0, \ldots, x_n, T]$ with

$$P_\ell = \left( \sum_{j=0}^{m} \lambda_{\ell,j}f_j \right), \quad \lambda_{\ell,j} \text{ a general scalar in } k, \quad \ell = 1, \ldots, n,$$

$$S = \left( 1 - T \cdot \sum_{j=0}^{m} \vartheta_{j}f_j \right), \quad \vartheta_{j} \text{ a general scalar in } k,$$

$$L_\ell = \left( \sum_{j=0}^{n} \mu_{\ell,j}x_j \right), \quad \mu_{\ell,j} \text{ a general scalar in } k, \quad \ell = 1, \ldots, n,$$

$$L_A = \left( 1 - \sum_{j=0}^{n} \nu_{j}x_j \right), \quad \nu_{j} \text{ a general scalar in } k.$$

Additionally $g_0 = 1$.

**Proof.** First we observe that by (8) we have that $g_0 = 1$. Fix some $i = 1, \ldots, n$. For the rational map $\phi$ the projective degrees (see (4)) are given by

$$g_i = \text{card} \left( \phi^{-1}(\mathbb{P}^{m-i}) \cap \mathbb{P}^i \right).$$

The inverse image under $\phi$ of a general hyperplane $\mathbb{P}^{m-1}$ in $\mathbb{P}^m$ is

$$\phi^{-1}(\mathbb{P}^{m-1}) = V \left( \sum_{j=0}^{m} \lambda_{j}f_j \right) - V(f_0, \ldots, f_m) \subset \mathbb{P}^n, \quad \text{for } \lambda_{j} \text{ a general scalar in } k$$

and letting

$$L_\ell = \left( \sum_{j=0}^{n} \mu_{\ell,j}x_j \right), \quad \mu_{\ell,j} \text{ a general scalar in } k$$

for each $\ell$, this gives

$$g_i = \text{card} \left( \bigcap_{\ell=1}^{i} V \left( \sum_{j=0}^{m} \lambda_{\ell,j}f_j \right) \cap \bigcap_{\ell=1}^{n-i} V(L_\ell) - V(f_0, \ldots, f_m) \right).$$

Now let

$$W = \bigcap_{\ell=1}^{i} V \left( \sum_{j=0}^{m} \lambda_{\ell,j}f_j \right) \cap \bigcap_{\ell=1}^{n-i} V(L_\ell),$$
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so \( g_i = \text{card} \left( W - V(f_0, \ldots, f_m) \right) \). Let \( \widetilde{W} = W - V(f_0, \ldots, f_m) \). By the Bertini theorem of Sommese and Wampler [19, §A.8.7] there exists open dense subsets \( U_1 \subset \mathbb{P}^{n \times m} \) and \( U_2 \subset \mathbb{P}^{n-i\times n} \) such that for \( \lambda \in U_1 \) and \( \mu \in U_2 \), \( \widetilde{W} \) has dimension 0 and \( \mathcal{O}_{\widetilde{W},p} \) is a regular local ring (equivalently the Jacobian matrix of the generators of \( W \) evaluated at points in \( W - V(f_0, \ldots, f_m) \) has rank \( n \)). In what follows we take \( \lambda \in U_1 \) and \( \mu \in U_2 \). Let us write 

\[
W - V(f_0, \ldots, f_m) = \{ p_0, \ldots, p_s \}
\]

Then 

\[
U_3 = \mathbb{P}^m - \bigcup_{i=0}^{s} V \left( f_0(p_i)x_0 + \cdots + f_m(p_i)x_m \right)
\]

is open and dense in \( \mathbb{P}^m \), because \( (f_0(p_i), \ldots, f_m(p_i)) \neq (0, \ldots, 0) \) for all \( i \). Take \( \vartheta = (\vartheta_0, \ldots, \vartheta_m) \in U_3 \); then 

\[
W \cap V \left( \sum_{j=0}^{m} \vartheta_j f_j \right) - V(f_0, \ldots, f_m)
\]

is empty. Now consider the ideals \( L_\ell \) and \( \left( \sum_{j=0}^{m} \lambda_{\ell,j} f_j \right) \) as ideals in the ring \( k[x_0, \ldots, x_n, T] \), and define \( V_S = V(S) \) where 

\[
S = \left( 1 - T \cdot \sum_{j=0}^{m} \vartheta_j f_j \right)
\]

is an ideal in \( k[x_0, \ldots, x_n, T] \). For a point \( p \in V(f_0, \ldots, f_m) \) we have that 

\[
f_j(p) = 0, \quad j = 0, 1, \ldots, m
\]

which implies that \( p \) is not in \( V_S \) since \( p \) cannot be a solution to the equation \( 1 - T \cdot \sum_{j=0}^{m} \vartheta_j f_j = 0 \). Now take \( p \in W - V(f_0, \ldots, f_m) \) then 

\[
T_p = \frac{1}{\sum_{j=0}^{m} \vartheta_j f_j(p)}
\]

is well defined since for \( \vartheta \in U_3 \) we have that \( W \cap V \left( \sum_{j=0}^{m} \vartheta_j f_j \right) - V(f_0, \ldots, f_m) \) is empty, so \( (p, T_p) \in V_S \). Now let \( \widehat{W} \subset \mathbb{P}^n \times \mathbb{A}^1 \) be the variety given by a linear embedding of \( W \) in \( \mathbb{P}^n \times \mathbb{A}^1 \), where \( \mathbb{A}^1 = \text{Spec}(k[T]) \). We have

\[
\pi(\widehat{W} \cap V_S) = W - V(f_0, \ldots, f_m), \quad (16)
\]
where \( \pi \) is the projection \( \pi : \mathbb{P}^n \times \mathbb{A}^1 \rightarrow \mathbb{P}^n \), and in particular
\[
\text{card}(\hat{W} \cap V_S) = \text{card}(W - V(f_0, \ldots, f_m)).
\]

Rather than considering the intersection \( \hat{W} \cap V_S \) in \( \mathbb{P}^n \times \mathbb{A}^1 \) we take \( W \subset \mathbb{A}^n \) i.e. we dehomogenize by taking
\[
W = \bigcap_{\ell=0}^{i} V \left( \sum_{j=0}^{m} \lambda_{\ell,j} f_j \right) \cap \bigcap_{\ell=1}^{n-i} V(L_{\ell}) \cap V(L_A) \subset \mathbb{A}^n
\]
and consider the intersection \( \hat{W} \cap V_S \) in \( \mathbb{A}^{n+1} \). As the points in \( \phi^{-1}(\mathbb{P}^n) \cap \mathbb{P}^i \) have multiplicity one (by the Bertini theorem of Sommese and Wampler [19, §A.8.7]) the cardinality of the zero dimensional set
\[
\bigcap_{\ell=0}^{i} V \left( \sum_{j=0}^{m} \lambda_{\ell,j} f_j \right) \cap \bigcap_{\ell=1}^{n-i} V(L_{\ell}) \cap V(L_A) \cap V_S \subset \mathbb{A}^{n+1}
\]
is given by the vector space dimension of
\[
k[x_0, \ldots, x_n, T]/(P_1 + \cdots + P_i + L_1 + \cdots + L_{n-i} + L_A + S).
\]

Applying Theorem 4.1, we immediately obtain Algorithm 1, which allows us to compute the projective degrees of a map \( \phi \) defined by a homogeneous ideal \( I \) in \( k[x_0, \ldots, x_n] \).

Using Theorem 4.1, in the form of Algorithm 1, and Proposition 3.1 we may compute the Segre class of a scheme \( V \) in \( \mathbb{P}^n \) defined by an ideal \( I = (f_0, \ldots, f_m) \) in \( k[x_0, \ldots, x_n] \) as follows. Assume, without loss of generality, that all generators of \( I \) have degree \( d \). Applying Proposition 3.1, the projective degrees of the map
\[
\phi : \mathbb{P}^n \rightarrow \mathbb{P}^m,
p \mapsto (f_0(p) : \cdots : f_m(p))
\]
can be used to compute the Segre class of the scheme defined by the ideal \( I \) in \( \mathbb{P}^n \). Written explicitly in this case, the result of Proposition 3.1 becomes
\[
s(V, \mathbb{P}^n) = 1 - \sum_{i=0}^{n} \frac{g_i h^i}{(1 + dh)^{i+1}} \in A_*(\mathbb{P}^n),
\]
where $V = V(I)$, $d = \deg(f_i)$ and $(g_0, \ldots, g_n)$ are the projective degrees of the map $\phi$. We summarize this method for computing the Segre class in Algorithm 2.

If we take $\phi$ in Theorem 4.1 above to be the polar map $\varphi$ (see (12)) we have the following corollary, which will allow us to compute the Chern-Schwartz-MacPherson class and Euler characteristic of projective varieties.

**Corollary 4.2.** Let $V$ be a hypersurface of $\mathbb{P}^n$ defined by the homogeneous polynomial ideal $(f)$ in $k[x_0, \ldots, x_n]$. Since we take the $c_{SM}$ class of $V$ to be the $c_{SM}$ class of its support, i.e. $c_{SM}(V) = c_{SM}(V_{red})$, we assume without loss of generality that $f$ is square-free. The projective degrees $(g_0, \ldots, g_n)$ of $\varphi : \mathbb{P}^n \to \mathbb{P}^n$,

$$\varphi : p \mapsto \left( \frac{\partial f}{\partial x_0}(p) : \cdots : \frac{\partial f}{\partial x_n}(p) \right),$$

are given by

$$g_i = \dim_k \left( k[x_0, \ldots, x_n, T]/(P_1 + \cdots + P_i + L_1 + \cdots + L_{n-i} + L_A + S) \right).$$

(18)

Here $P_\ell, L_\ell, L_A$ and $S$ are ideals in $R[T] = k[x_0, \ldots, x_n, T]$ with $P_\ell = \left( \sum_{j=0}^m \lambda_{\ell,j} f_j \right)$ for $\lambda_{\ell,j}$ a general scalar in $k$, $S = \left( 1 - T \cdot \sum_{j=0}^m \vartheta_j f_j \right)$, for $\vartheta_j$ a general scalar in $k$, $L_\ell$ a general homogeneous linear form for $\ell = 1, \ldots, n$ and $L_A$ a general affine linear form. Additionally $g_0 = 1$.

Corollary 4.2 combined with Theorem 3.5 can be used to compute the Chern-Schwartz-MacPherson Class and Euler characteristic of a projective hypersurface. This formula can be extended to higher codimension using the inclusion/exclusion relation for $c_{SM}$ classes, see Proposition 3.4. This is described explicitly in Algorithm 3.

## 5 The Algorithms

In this section the result of Theorem 4.1 is used to construct an algorithm to compute the projective degrees using a computer algebra system, presented in Algorithm 1. Algorithm 1 is in turn used to construct Algorithm 2 which
computes the Segre class $s(V, \mathbb{P}^n)$ of a subscheme $V$ of $\mathbb{P}^n$ and Algorithm 3 which computes $c_{SM}(V)$ and/or $\chi(V)$.

Below we describe Algorithm 1 which applies the result of Theorem 4.1 to compute the projective degrees of a map $\phi : \mathbb{P}^n \rightarrow \mathbb{P}^m$, $\phi : p \mapsto (f_0(p) : \cdots : f_m(p))$ corresponding to an ideal $I = (f_0, \ldots, f_m)$ of $k[x_0, \ldots, x_n]$. $R.\text{ideal}(f_0, \ldots, f_r)$ denotes a function which creates the ideal $(f_0, \ldots, f_r)$ in the ring $R$ and $k.\text{random}()$ denotes the function which generates a general element of a field $k$.

**Algorithm 1.** def projective_deg_map:

- **Input:** $I = (f_0, \ldots, f_m)$ a homogeneous ideal in $k[x_0, \ldots, x_n]$, such that $\deg(f_i) = d$ for all $f_i \neq 0$.
- **Output:** The projective degrees $(g_0, \ldots, g_n)$ of a map $\phi : \mathbb{P}^n \rightarrow \mathbb{P}^m$, $\phi : p \mapsto (f_0(p) : \cdots : f_m(p))$.

1. Set $R = k[x_0, \ldots, x_n, T]$.
2. For $i = 0$ to $n$:
   - $P = \sum_{\ell=1}^{i} R.\text{ideal} \left( \sum_{j=0}^{m} k.\text{random}() \cdot f_j \right)$.
   - $L = \sum_{\ell=1}^{n-i} R.\text{ideal} \left( \sum_{j=0}^{n} k.\text{random}() \cdot x_j \right)$.
   - $L_A = R.\text{ideal} \left( 1 + \sum_{j=0}^{n} k.\text{random}() \cdot x_j \right)$.
   - $V_S = R.\text{ideal} \left( 1 - T \sum_{j=0}^{m} k.\text{random}() \cdot f_j \right)$.
   - $\text{zero_dim_ideal} = P + L + L_A + V_S \subset R$.
   - $g_i = \dim_k(k[x_0, \ldots, x_n, T]/\text{zero_dim_ideal})$.
3. Return $(g_0, \ldots, g_n)$.

Below we describe Algorithm 2 which computes the Segre class $s(V, \mathbb{P}^n)$ in $A_*(\mathbb{P}^n)$ for $V$ a subscheme of $\mathbb{P}^n$ defined by a homogenous ideal $I$. We assume, without loss of generality since $I$ is homogenous, that all generators of $I$ have the same degree.
Algorithm 2. def segre_proj_deg:

• **Input:** A homogeneous ideal \( I = (w_0, \ldots, w_m) \) in \( k[x_0, \ldots, x_n] \) such that \( \deg(w_j) = d_j \) for all \( j \) defining a scheme \( V = V(I) \) in \( \mathbb{P}^n \).

• **Output:** The Segre class \( s(V, \mathbb{P}^n) \) in \( A^*(\mathbb{P}^n) \cong \mathbb{Z}[h]/(h^{n+1}) \).

  - Compute \( (g_0, \ldots, g_n) = \text{projective_deg_map}(I) \) (i.e. calculate \( (g_0, \ldots, g_n) \) using Algorithm 1 above).
  - Compute \( s(V, \mathbb{P}^n) = 1 - \sum_{i=0}^{n} \frac{g_i h^i}{(1+d_i h)^{i+1}} \), see (17).
  - \( \text{return} \ s(V, \mathbb{P}^n) \).

Below we describe Algorithm 3 which computes the Chern-Schwartz-Macpherson class \( c_{SM}(V) \) in \( A^*(\mathbb{P}^n) \) and/or the Euler characteristic \( \chi(V) \) for \( V \) a subscheme of \( \mathbb{P}^n \) defined by a homogenous ideal \( I \). \( L_I.\text{parity}(f) \) denotes a function such that \( L_I.\text{parity}(f) = 1 \) if \( f \) is a product of an odd number of generators of \( I \) and \( L_I.\text{parity}(f) = -1 \) if \( f \) is a product of an even number of generators of \( I \).

Algorithm 3. def csm_polar:

• **Input:** A homogeneous ideal \( I = (f_0, \ldots, f_r) \) in \( k[x_0, \ldots, x_n] \) defining a scheme \( V = V(I) \) in \( \mathbb{P}^n \).

• **Output:** \( c_{SM}(V) \) in \( A^*(\mathbb{P}^n) \cong \mathbb{Z}[h]/(h^{n+1}) \) and/or the integer \( \chi(V) \).

  - Make a list \( L_I \) of all generators and all products of generators of the ideal \( I \).
  - For \( f \) in \( L_I \):
    - Set \( J = \left( \frac{\partial f}{\partial x_0}, \ldots, \frac{\partial f}{\partial x_n} \right) \).
    - Compute the projective degrees
      \[ (g_0, \ldots, g_n) = \text{projective_deg_map}(J) \text{ [See Algorithm 1].} \]
    - Compute \( c_{SM}(V(f)) = (1+h)^{n+1} - \sum_{j=0}^{n} g_j (-h)^j (1+h)^{n-j} \), see Theorem 3.5.
    - Store \( c_{SM}(V(f)) \).
o Apply the inclusion/exclusion property of $c_{SM}$ classes (Proposition 3.4) to obtain

$$c_{SM}(V) = \sum_{f \in L_1} \mathcal{L}_i \cdot \text{parity}(f) \cdot c_{SM}(V(F_{\{S\}))$$

o **Return** $c_{SM}(V)$ and/or $\chi(V) = \int c_{SM}(V)$.

We now give an example of how Algorithms 1, 2 and 3 are used to compute Segre classes, $c_{SM}$ classes and the Euler characteristic. We will again use the variety considered in Example 1.1.

**Example 5.1.** Let $V = V(I)$ be the subvariety of $\mathbb{P}^4$ defined by the ideal $I = (4x_3x_2x_4x_1 - x_3^3x_1, x_0x_1x_3x_4 - x_3^2x_3) = (f_0, f_1)$ in $k[x_0, x_1, x_2, x_3, x_4]$. Also set $d = \deg(f_0) = \deg(f_1) = 4$.

We first compute the Segre class $s(V; \mathbb{P}^4)$ of $V$ in $\mathbb{P}^4$ considered as an element of $A_*(\mathbb{P}^4) \cong \mathbb{Z}[h]/(h^5)$ where $h$ is the rational equivalence class of a hyperplane, meaning a hypersurface $W$ of degree $d$ in $\mathbb{P}^4$ is represented as $[W] = d \cdot h$. We will follow the procedure of Algorithm 2. Consider the rational map $\phi : \mathbb{P}^4 \dasharrow \mathbb{P}^1$ defined by the ideal $I$, that is

$$\phi : p \mapsto (f_0(p) : f_1(p)).$$

We may compute the projective degrees $(g_0, g_1, g_2, g_3, g_4)$ of this rational map (see (4)) using Theorem 4.1. Let $R = k[x_0, x_1, x_2, x_3, x_4, T]$. Theorem 4.1 gives us that $g_0 = 1$ and that we may compute

$$g_1 = \dim_k(R/(P_1 + L_1 + L_2 + L_3 + L_A + S))$$

where $P_1 = (7f_0 + 9f_1)$ is the ideal in $R$ defined by a general linear combination of the generators of $I$; $L_1 = (-11x_0 + 21x_1 - 3x_2 - 18x_3 + 22x_4)$, $L_2 = (31x_0 - 23x_1 + 2x_2 + 47x_3 - 43x_4)$ and $L_3 = (13x_0 - 52x_1 - 29x_2 + 71x_3 - 15x_4)$ are ideals in $R$ defined by general homogeneous linear forms in $k[x_0, x_1, x_2, x_3, x_4]$, $L_A = (17 - 14x_0 + 41x_1 + 12x_2 - 91x_3 - 3x_4)$ is an ideal in $R$ defined by an affine general linear form in $k[x_0, x_1, x_2, x_3, x_4]$, and $S$ is the ideal of $R$ given by $S = (1 - T(3f_0 - 5f_1))$. The expression $3f_0 - 5f_1$ in the definition of $S$ is a general linear combination of the generators of $I$. This gives $g_1 = 4$. In a similar manner we may compute the remaining projective degrees to obtain

$$(g_0, g_1, g_2, g_3, g_4) = (1, 4, 0, 0, 0).$$
Applying the formula in (17) we obtain

\[ s(V, \mathbb{P}^n) = 1 - \frac{1}{1 + 4h} - \frac{4h}{(1 + 4h)^2} \]
\[ = 768h^4 - 128h^3 + 16h^2 \in A_*(\mathbb{P}^4). \]

Now we compute \( c_{SM}(V) \) and \( \chi(V) \) using the procedure of Algorithm 3. By the inclusion/exclusion property of \( c_{SM} \) classes (Proposition 3.4) we have that

\[ c_{SM}(V) = c_{SM}(V(f_0)) + c_{SM}(V(f_1)) - c_{SM}(V(f_0 \cdot f_1)). \]  

(19)

We first calculate \( c_{SM}(V(f_0)) \); we begin by finding the projective degrees of the map corresponding to the ideal \( J \) generated by the partial derivatives of \( f_0 \)

\[ J = (\nabla f_0) = (3x_0^2x_1, -x_0^3 + 4x_2x_3x_4, 4x_1x_3x_4, 4x_1x_2x_4, 4x_1x_2x_3), \]

that is we must find the projective degrees \((g_0, g_1, g_2, g_3, g_4)\) of the rational map \( \varphi : \mathbb{P}^4 \to \mathbb{P}^4 \) (sometimes referred to as the polar or gradient map (12)) given by

\[ \varphi : (p_0 : p_1 : p_2 : p_3 : p_4) \mapsto (3p_0^2p_1 : -p_0^3 + 4p_2p_3p_4 : 4p_1p_3p_4 : 4p_1p_2p_4 : 4p_1p_2p_3). \]

Using Corollary 4.2 we compute that the projective degrees are \((g_0, g_1, g_2, g_3, g_4) = (1, 3, 6, 6, 2)\). By Theorem 3.5 this gives us that

\[ c_{SM}(V(f_0)) = (1 + h)^5 - \sum_{j=0}^{4} g_j(-h)^j (1 + h)^{4-j} \]
\[ = 5h^4 + 9h^3 + 7h^2 + 4h \in A_*(\mathbb{P}^4). \]

Similarly we find that the projective degrees of the polar maps corresponding to \( f_1 \), and \( f_0f_1 \) are \((1, 3, 6, 6, 2)\) and \((1, 7, 23, 29, 12)\) respectively. This gives the \( c_{SM} \) classes:

\[ c_{SM}(V(f_1)) = 5h^4 + 9h^3 + 7h^2 + 4h, \]
\[ c_{SM}(V(f_0f_1)) = 5h^4 + 10h^3 + 2h^2 + 8h. \]
Combining these we obtain
\[ c_{SM}(V) = 5h^4 + 8h^3 + 12h^2 \in A_*(\mathbb{P}^4) \cong \mathbb{Z}[h]/(h^5). \]

From this we may immediately conclude that the Euler characteristic of \( V \) is 5 since the Euler characteristic of \( V \) is the degree of the zero dimensional component of \( c_{SM}(V) \), i.e. the coefficient of \( h^4 \) in \( c_{SM}(V) \) since \( V \subset \mathbb{P}^4 \). Equivalently we may write
\[
\chi(V) = \int c_{SM}(V)
= \int 5h^4 + 8h^3 + 12h^2 = 5,
\]
where \( \int \) denotes the degree of the zero dimensional component of a Chow ring element, that is the coefficient of \( h^4 \) in this example.

## 6 Performance

In this section we compare the performance of our algorithms to compute Segre classes, \( c_{SM} \) classes and Euler to other existing algorithms. All algorithms are implemented in Macaulay2 [13] to offer a fair comparison for testing purposes. The Macaulay2 [13] implementations use Bertini [7] for numerical computations when a numeric option is provided. The methods segre\_proj\_deg (Algorithm 2) and csm\_polar (Algorithm 3) are also implemented in Sage [20] and timings for the Sage implementation of csm\_polar (Algorithm 3) are included in Table 6.2. The Sage implementation of our algorithm uses PHCpack [22] for the numerical computation option.

A list of all examples used for testing benchmarks in Table 6.1 and Table 6.2 can be found below in Appendix A. The examples are given in the form of Macaulay2 [13] input.

The Macaulay2 [13] and Sage [20] implementations of our algorithm for computing \( c_{SM} \) classes, Euler characteristics and Segre classes of projective varieties can be found at https://github.com/Martin-Helmer/char-class-calc. The Macaulay2 [13] implementation is also available as part of the “CharacteristicClasses” package in Macaulay2 version 1.7 and above and can be accessed using the option “Algorithm=>ProjectiveDegree”, see the Macaulay2
Segre (Aluffi) and CSM (Aluffi) refer to the algorithms of Aluffi [2], as imple-
mented by Aluffi in the Macaulay2 program available from Aluffi’s webpage,
http://www.math.fsu.edu/~aluffi/CSM/CSM.html. The main computa-
tional step in the both algorithms of Aluffi is the computation of the Rees
algebra. Specifically to calculate $s(V, \mathbb{P}^n)$ Aluffi computes $Bl_V \mathbb{P}^n$ and to cal-
culate $c_{SM}(V)$ Aluffi computes $Bl_Y \mathbb{P}^n$ for $Y$ the singularity subscheme of
each hypersurface appearing in Proposition 3.4.

The algorithm segreClass (E.J.P.) is the algorithm based on Proposition 3.2
given by Eklund, Jost and Peterson in [11]. CSM (Jost) is the algorithm
described in [16]. For testing of both segreClass (E.J.P.) and CSM (Jost)
we used the implementation of Jost available in the “CharacteristicCla-
ses” Macaulay2 package on the webpage http://www.math.illinois.edu/Macaulay2/doc/Macaulay2-
In Macaulay2 version 1.7 and above Jost’s implementations are accessed us-
ing the option “Algorithm=>ResidualSymbolic”. The main computational
step for the algorithms of both [11] and [16] is the computation of the sat-
urations $J : I^\infty$ to compute the residuals as in (7). Specifically to calcu-
late $s(V, \mathbb{P}^n)$ Jost’s implementation computes the residuals via saturations
as described in Proposition 3.2 and to calculate $c_{SM}(V)$ the implementation
computes $s(Y, \mathbb{P}^n)$ in the same way for $Y$ the singularity subscheme of each
hypersurface appearing in Proposition 3.4.

The method segre_proj_deg uses Algorithm 2. Algorithm 3 is referred to
as csm_polar in Table 6.2; the Macaulay2 implementation is referred to as
csm_polar (M2) and the Sage implementation is csm_polar (Sage). The pri-
mary computational cost of Algorithm 2 and Algorithm 3 is the computation
of the projective degrees $(g_0, \ldots, g_n)$ which is done by computing the vector
space dimension of a ring modulo a zero dimension ideal. This computation
can be done symbolically using Gröbner bases or numerically using Bertini
[7] or some other package for homotopy continuation.

All symbolic computations are performed over the finite field with 32749
elements, the numeric computations are done over $\mathbb{Q}$. Note that the $c_{SM}$
class is, technically, only defined when working over fields of characteristic
zero (see, for example, [3] for further discussion), however since the result of
the computation is the same when working over $\mathbb{Q}$ and over a finite field for
a large prime on all examples considered we give the run times over the finite field with 32749 elements for symbolic computations. This approach is also used for example computations of characteristic classes by Aluffi [2] and Jost [16], as well as by Eklund, Jost and Peterson [11]. We also note that even when the symbolic methods are run over \( \mathbb{Q} \) they still perform better than the numeric versions for each algorithm. All computations were performed on a computer with a 2.40GHz Intel Core i5-450M CPU and 4 GB of RAM.

We would also like to remark that in the process of developing Algorithm 1 we considered other methods to remove the points in \( V(f_1, \ldots, f_n) \) (see Theorem 4.1) which involved performing primary decompositions and evaluating at points in \( V(f_1, \ldots, f_n) \). However, the main speed up over the algorithm of [11] and over the direct numeric calculations was achieved by structuring the equations as they are given in Theorem 4.1, i.e. by adding the ideal

\[
S = \left( 1 - T \cdot \sum_{j=0}^{m} \vartheta_j f_j \right), \quad \vartheta_j \text{ a general scalar in } k,
\]

and working in \( k[x_0, \ldots, x_n, T] \).

The algorithms of Eklund, Jost and Peterson [11] and Jost [16] consider similar algebraic objects (namely the degrees of the residual sets, see Proposition 3.2) to those used in the calculation of the projective degrees in Algorithm 1. As such it is likely that the performance of the algorithms of [11] and [16] could also be improved by structuring the equations of the residuals considered in [11] in the same way as we do here to compute the projective degrees using Theorem 4.1.

### 6.1 Timings for the Computation of Segre Classes

In Table 6.1 we compare the running times of the Segre class computation method using Algorithm 2 with the running times of two other algorithms to compute Segre classes.

The method of Algorithm 2 and that of Eklund, Jost and Peterson [11] also have numeric implementations, which use the program Bertini [7] for homotopy continuation. However, the numeric implementations of both algorithms

\[
S = \left( 1 - T \cdot \sum_{j=0}^{m} \vartheta_j f_j \right), \quad \vartheta_j \text{ a general scalar in } k,
\]
Table 6.1: Run time comparison of different algorithms for computing the Segre class of a projective variety. Timings for a numerical implementation of the algorithms using Bertini [7] are included in brackets where available. We use - to denote computations that were stopped after ten minutes (600 s), for the numeric computations that do not finish in less than ten minutes we simply omit the result.

We note that for all examples except the degree 21 variety in $\mathbb{P}^9$ and the Segre embedding of $\mathbb{P}^2 \times \mathbb{P}^3$ in $\mathbb{P}^{11}$ our algorithm performs favourably in comparison to the other algorithms. For these two examples it seems that the particular structure of the ideals being considered happens to favour the computation of the Rees algebra. These examples were included to show that even though Algorithm 2 tends to be faster in general there are still some cases where the special structure of the ideal being considered makes another technique, such as computing the Rees algebra, more advantageous. Such outliers are less likely to turn up in the $c_{SM}$ class computations since for any codimension greater than one we must compute many $c_{SM}$ classes of different ideals arising from the inclusion/exclusion, and hence the special structure of any one particular ideal plays less of a role.

### 6.2 Timings for the Computation of $c_{SM}$ Classes and Euler Characteristics

In Table 6.2 we compare the running times of our algorithm to compute the $c_{SM}$ class and Euler characteristic (Algorithm 3) with the running times of
several other algorithms to compute the \( c_{SM} \) class and Euler characteristic.

The function euler in Table 6.2 is the built in Macaulay2 function which calculates Hodge numbers to compute the Euler characteristic, and does not compute the \( c_{SM} \) class. The method euler only works for smooth projective varieties. Note that the Hodge numbers are found by computing the ranks of appropriate cohomology rings and this process is computationally expensive in general; this is likely the reason that the euler function does not perform well for examples in larger ambient dimension and with larger degree.

We observe that the symbolic implementation of the algorithm described in Algorithm 3 performs better than the other existing algorithms in all cases shown in Table 6.2. It is perhaps not surprising that the algorithm of Aluffi [2] takes longer than the others in many cases as it computes the Rees algebra for each hypersurface, which is in general rather difficult. The algorithm of Jost [16] computes the Segre class explicitly, using saturations to find the residuals, before computing the \( c_{SM} \) class. This also seems to be slower in general than the projective degree calculations of Algorithm 3.

We observe that the numeric implementations of the algorithm of Jost [16] and csm_polar are slower than their symbolic counterparts in all tested cases, with the majority not finishing in the allotted time of ten minutes. As was the case with the Segre class computations the symbolic implementation of each algorithm tends to be much faster regardless of which algorithm or which numerical package is used. The reason for the consistently superior performance of the symbolic methods for the types of equations considered in these characteristics class computations is not clear to us. We do, however, believe that the numeric implementations could still be useful for computation both now and in the future, as they are easily parallelizable and their effectiveness on these types of systems could improve over time.

We believe that given the favourable performance of Algorithm 2 and Algorithm 3 on a wide variety of examples we may conclude that these methods provide a useful complement to the existing methods which compute Segre and \( c_{SM} \) classes and the Euler characteristic for subschemes of projective space.
| Input                                           | CSM (Aluffi) | CSM (Jost) | csm_polar (M2) | csm_polar (Sage) | euler |
|------------------------------------------------|--------------|------------|----------------|------------------|-------|
| Twisted cubic                                  | 0.3s         | 0.1s (35s) | 0.1s (37s)     | 0.1s (0.6s)      | 0.2s  |
| Segre embedding of $\mathbb{P}^1 \times \mathbb{P}^2$ in $\mathbb{P}^5$ | 0.4s         | 0.8s (148s)| 0.2s (152s)    | 0.2s (57s)       | 0.2s  |
| Smooth degree 8 variety in $\mathbb{P}^4$      | -            | 1.2s (-)   | 0.6s (-)       | 0.2s (28s)       | 20.1s |
| Smooth degree 4 variety in $\mathbb{P}^{10}$    | -            | 56.8s      | 6.4s           | 2.2s             | -     |
| Smooth degree 6 variety in $\mathbb{P}^7$      | -            | -          | 148.5s         | 77.7s            | -     |
| Deg. 12 hypersurface in $\mathbb{P}^3$        | 25.3s        | 1.0s       | 0.2s           | 0.1s             | n/a   |
| Degree 3 variety in $\mathbb{P}^8$            | -            | 85.2s      | 2.2s           | 1.0s             | n/a   |
| Degree 5 variety in $\mathbb{P}^{10}$         | -            | -          | 10s            | 2.3s             | n/a   |
| Degree 16 variety in $\mathbb{P}^5$          | -            | -          | 1.3s           | 0.3s             | n/a   |

Table 6.2: Comparison of Algorithm 3 (csm_polar) with different known algorithms to compute the $c_{SM}$ class and Euler characteristic of a projective variety. The - denotes a computation that did not finish after running for ten minutes (600s), n/a indicates the variety is singular and hence the algorithm euler is not applicable. Numeric timings are given in brackets (-) where available, numeric computations taking longer than 600s are omitted.
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A Appendix

In this appendix we give the examples used for testing in Tables 6.1 and 6.2. The examples are given in the form of plain text Macaulay2 [13] code. We assume that the function to compute Segre classes is named Segre and the function to compute $c_{SM}$ classes is named CSM. This is the convention used in our M2 package “CharClassCalc” available at https://github.com/Martin-Helmer/char-class-calc

Below are the examples listed in Table 6.1 which are used for testing the performance of Algorithm 2, our algorithm for computing the Segre class of a projective variety.

--Segre Examples

needsPackage "CharClassCalc"

TEST ///
--Rational Normal curve in $\mathbb{P}^7$
 n=7; R=ZZ/32749[y_0..y_n];
 M = matrix{{y_0..y_n},{y_1..y_n,y_0}};
 I=minors(2,M);
 time Segre(I)
 ///

TEST ///
--Segre embedding of $\mathbb{P}^2 \times \mathbb{P}^3$ in $\mathbb{P}^{11}$
 n=11; R=ZZ/32749[x_0..x_n];
 M = matrix{{x_0,x_1,x_2,x_3},{x_4,x_5,x_6,x_7},{x_8,x_9,x_10,x_11}};
 I=minors(2,M);
 time Segre(I)
 ///

TEST ///
--Smooth degree 81 variety in $\mathbb{P}^7$
 n=7; R=ZZ/32749[y_0..y_n];
 I=ideal(random(3,R),random(3,R),random(3,R),random(3,R));
 time Segre(I)
 ///

TEST ///
--Degree 10 variety in $\mathbb{P}^8$
 n=8; R=ZZ/32749[y_0..y_n];
 M = matrix{{random(1,R),random(1,R),random(1,R)},
 {random(1,R),random(1,R),random(1,R)},
 {random(1,R),random(1,R),random(1,R)},
 {random(1,R),random(1,R),random(1,R)};
 I=minors(2,M);
 time Segre(I)
 ///

TEST ///
--Degree 21 variety in $\mathbb{P}^9$
 n=9; R=ZZ/32749[x_0..x_n];
 I=ideal((4*x_3*x_2*x_6-x_0^3)*x_1^3,x_5^3*(x_0*x_1*x_4-x_2^3),
 x_9^3*(x_7*x_8*x_6-x_4^3)-x_7^5*x_0,
 7*x_1^3*(x_2*x_1*x_6-x_9^3)-3*x_2^3*x_0^3);
 time Segre(I)
Below are the examples listed in Table 6.2 which are used for testing the performance of Algorithm 3, our algorithm for computing the $c_{SM}$ class of a projective variety.
-- Degree 12 hypersurface in P^3
n=3; R=ZZ/32749[x_0..x_n];
I=ideal(x_2^6*x_3^6+3*x_1^2*x_2^4*x_3^4*x_0^2+3*x_1^4*x_2^2*x_3^2*x_0^4-3*x_2^4*x_3^4*x_0^4+
    x_1^6*x_0^6+21*x_1^2*x_2^2*x_3^2*x_0^6-3*x_1^4*x_0^8+3*x_2^2*x_3^2*x_0^8+3*x_1^2*x_0^10-x_0^12)
time CSM(I)

-- Degree 3 variety in P^8
n=8; R=ZZ/32749[x_0..x_n];
M = matrix({random(1,R),random(1,R),random(1,R)},{random(1,R),random(1,R),random(1,R)});
I=minors(2,M);
time CSM(I)

-- Degree 5 variety in P^10
n=10; R=ZZ/32749[x_0..x_n];
M = matrix({x_0^2-x_1^2,22*x_3-35*x_9-13*x_2,x_9-x_7+5*x_3},
    {x_8+9*x_0+4*x_1,7*x_1-33*x_5+23*x_6,random(1,R)});
I=minors(2,M);
time CSM(I)

-- Degree 16 variety in P^5
n=5; R=ZZ/32749[x_0..x_n];
I=ideal((4*x_3*x_2*x_4*x_0^3)*x_1,x_5*(x_0*x_1*x_4-x_2^3))
time CSM(I)
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