A fully automated artificial intelligence method for non-invasive, imaging-based identification of genetic alterations in glioblastomas
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Glioblastoma is the most common malignant brain parenchymal tumor yet remains challenging to treat. The current standard of care—resection and chemoradiation—is limited in part due to the genetic heterogeneity of glioblastoma. Previous studies have identified several tumor genetic biomarkers that are frequently present in glioblastoma and can alter clinical management. Currently, genetic biomarker status is confirmed with tissue sampling, which is costly and only available after tumor resection or biopsy. The purpose of this study was to evaluate a fully automated artificial intelligence approach for predicting the status of several common glioblastoma genetic biomarkers on preoperative MRI. We retrospectively analyzed multisequence preoperative brain MRI from 199 adult patients with glioblastoma who subsequently underwent tumor resection and genetic testing. Radiomics features extracted from fully automated deep learning-based tumor segmentations were used to predict nine common glioblastoma genetic biomarkers with random forest regression. The proposed fully automated method was useful for predicting IDH mutations (sensitivity = 0.93, specificity = 0.88), ATRX mutations (sensitivity = 0.94, specificity = 0.92), chromosome 7/10 aneuploidies (sensitivity = 0.90, specificity = 0.88), and CDKN2 family mutations (sensitivity = 0.76, specificity = 0.86).

Glioblastoma is the most common brain parenchymal malignancy in adults and carries a guarded prognosis despite recent advances in therapy. With the growing success of genetically targeted precision therapy for other solid malignancies, there is hope that glioblastoma may similarly benefit from this approach. Several prior studies have identified a number of potentially targetable mutations, copy number alterations, and epigenetic variants that are commonly present in glioblastomas. At least two of these genetic biomarkers confer improved survival and can alter clinical management: mutations in isocitrate dehydrogenase (IDH), and epigenetic silencing of O6-methylguanine-DNA methyltransferase (MGMT). IDH mutations are identified in approximately 5–13% of glioblastomas and are associated with a significantly better prognosis, particularly when resection includes the non-enhancing tumor component, which is traditionally left unresected. Similarly, epigenetic silencing of the DNA repair enzyme MGMT by promoter hypermethylation is present in a minority of cases of glioblastoma (~ 35%) and is associated with both improved survival and favorable response to the first line DNA-alkylating chemotherapy agent temozolomide. In addition to IDH mutations and MGMT hypermethylation, there are a number of other genetic biomarkers that are commonly altered in glioblastoma that have a less clear effect on treatment and prognosis. While these genetic biomarkers currently have limited clinical utility, several carry therapeutic significance in other tumor types, and it is possible that they may be important for future targeted therapies in glioblastoma.

Despite the potential benefits of tumor genetic biomarker testing, challenges remain for its widespread clinical use due to costs and the need for direct tissue sampling. For these reasons, non-invasive determination of genetic biomarker status from preoperative imaging has the potential to improve care of patients with glioblastoma.
MR images\23,\24. Automated tumor segmentation provides an unbiased and reproducible method for extracting ability to generate rapid and accurate 3-dimensional segmentations of glioblastoma subcompartments from medical imaging tasks. In particular, deep convolutional neural networks (dCNNs) have demonstrated which is a tedious and time-consuming process.

feature definitions, or relied on manual segmentation of brain tumor subcompartments for feature extraction, studies have either focused primarily on lower grade gliomas, utilized non-standardized quantitative imaging

| Biomarker | Prev | Sens | Spec | Prec | Recall | F1 | MCC | AUC |
|-----------|------|------|------|------|--------|----|-----|-----|
| ATRX      | 19/190 | 0.94 ± 0.07 | 0.92 ± 0.04 | 0.60 ± 0.12 | 0.94 ± 0.07 | 0.73 ± 0.08 | 0.71 ± 0.08 | 0.97 ± 0.02 |
| IDH       | 18/195 | 0.93 ± 0.08 | 0.88 ± 0.07 | 0.50 ± 0.24 | 0.93 ± 0.08 | 0.62 ± 0.16 | 0.62 ± 0.16 | 0.95 ± 0.03 |
| IDH mutations and IDH chromosomes 7 and 10. Gold standard assessment of molecular biomarkers was determined by genetic sequencing. Noting and/or immunohistochemical staining at the time of biopsy or tumor resection. All mutations were confirmed by genetic sequencing.

Many prior studies have demonstrated that certain quantitative image features (e.g. tumor subcompartment ratios, diffusivity values, and image texture features) can be used to predict both IDH mutations and MGMT hypermethylation on preoperative imaging of gliomas\12–18. Several other studies have reported similar results for other common glioblastoma genetic biomarkers including ATRX, TP53, and EGFR\49–52. However, most prior studies have either focused primarily on lower grade gliomas, utilized non-standardized quantitative imaging feature definitions, or relied on manual segmentation of brain tumor subcompartments for feature extraction, which is a tedious and time-consuming process.

Recently, artificial intelligence and deep learning have emerged as new methods for automating complex medical imaging tasks. In particular, deep convolutional neural networks (dCNNs) have demonstrated the ability to generate rapid and accurate 3-dimensional segmentations of glioblastoma subcompartments from MR images\25,\24. Automated tumor segmentation provides an unbiased and reproducible method for extracting quantitative image features, particularly when combined with standardized and freely available radiomics image feature extraction tools. Radiomics features derived from deep learning segmentations have proven useful for several neuro-oncologic inference tasks, including genetic biomarker prediction in gliomas\25,\26. The purpose of this study was to evaluate a fully automated deep-learning segmentation and radiomics-based approach for predicting the status of several common and clinically relevant genetic biomarkers in glioblastomas using only preoperative imaging.

Materials and methods

Patient population. All studies were performed in accordance with relevant guidelines and regulations and were approved by the University of California San Francisco institutional review board with a waiver for consent. The study population consisted of 199 adult patients with histopathologically confirmed grade IV malignant glioma (i.e. glioblastoma) who underwent preoperative MRI, initial tumor resection, and tumor genetic testing at a single center between 2015 and 2019. Patients with any history of prior brain tumor diagnosis or treatment were excluded.

Genetic biomarker testing. Nine different glioblastoma molecular biomarkers were analyzed for this study: mutations or deletions of IDH, TP53, PTEN, ATRX, TERT and the CDKN2A/BTRX family, MGMT promoter methylation, EGFR copy number amplification (including the EGFRVIII rearrangement), and aneuploidy of chromosomes 7 and 10. Gold standard assessment of molecular biomarkers was determined by genetic sequencing and/or immunohistochemical staining at the time of biopsy or tumor resection. All IDH mutations were confirmed by genetic sequencing. MGMT status was determined using a methylation sensitive PCR assay. Not all genes were evaluated in every patient. Gene test frequency and prevalence in the study cohort are presented in Table 1.

Image acquisition. All preoperative MRI was performed using a 3.0 T scanner (Discovery 750, GE Healthcare, Waukesha, Wisconsin, USA) and a dedicated 8-channel head coil (Invivo, Gainesville, Florida, USA). The imaging protocol included 3D T2-weighted, T2/FLAIR-weighted, susceptibility-weighted (SWI), diffusion-weighted (DWI), pre and post-contrast T1-weighted images, 3D arterial spin labeling (ASL) perfusion images, and 2D 55-direction high angular resolution diffusion imaging (HARDI). Acquisition parameters were as follows: T2: sagittal 3D fast spin echo (FSE) (TR/TE 2,200/100 ms, slice thickness 1.2 mm, matrix 256 × 256, FOV 25.6 cm, NEX 1); T2/FLAIR: coronal 3D FSE (TR/TE/TI 5,700/115/1,650 ms, slice thickness 1.2 mm, matrix 256 × 256, FOV 25.6 cm, NEX 1); SWI: axial gradient echo (TR/TE 43/24.6 ms, flip angle 15°, slice thickness 2.4 mm, matrix 416 × 224, FOV 25.6 cm, NEX 0.7); DWI: axial spin echo (TR/TE 10,000/99 ms, slice thickness 2 mm, matrix 256 × 256, FOV 23 cm, NEX 1, b-value 1,000 s/mm², 3 directions); T1 pre- and post-contrast: axial 3D inversion-recovery spoiled gradient echo (IR-SPGR) T1 (TR/TE/TI 6/2.3/450 ms, flip angle 12°, slice thickness 1.0 mm, matrix 256 × 256, FOV 25.6, NEX 1); HARDI: axial echoplanar imaging (TR/TE 8,400/73 ms, slice thickness 2 mm, matrix size 128 × 128, FOV 28 cm, NEX 1, b-value 2000s/mm², 55 directions); ASL: axial 3D

Table 1. Average ± standard deviation test characteristics for inferring glioblastoma genetic biomarkers. Prevalence (Prev.) refers to the genetic biomarker prevalence in the study cohort. Test characteristics for the best point on the ROC curve (i.e. closest to [0,1]) include sensitivity (Sens.), specificity (Spec.), precision (Prec.), recall, F1 statistic (F1), Matthew’s correlation coefficient (MCC), and the ROC AUC (AUC).
FSE (TR/TE 4,900/10.5 ms, post label delay 2025 ms, slice thickness 4 mm, matrix 512×8, FOV 24 cm, NEX 3).

Over the study period, two gadolinium-based contrast agents were used: gadobutrol (Gadovist, Bayer, LOC) at a dose of 0.1 mL/kg and gadoterate (Dotarem, Guerbet, Aulnay-sous-Bois, France) at a dose of 0.2 mL/kg.

Image pre-processing. HARDI data were eddy current corrected and processed using the Eddy and DTI-FIT modules from FSL yielding isotropic diffusion weighted images (DWI) and several quantitative diffusivity maps: mean diffusivity (MD), axial diffusivity (AD), radial diffusivity (RD), and fractional anisotropy (FA). Each image contrast was registered and resampled to the 3D space defined by the T1 postcontrast image (1 mm isotropic resolution) using automated non-linear registration (Advanced Normalization Tools). Resampled co-registered data were then skull stripped using the automated Brain Extraction Tool (BET) from FSL. All subsequent image processing steps were performed on resampled co-registered data.

Deep learning-based automated tumor subcompartment segmentation. A previously described and validated deep learning algorithm was used to generate automated 3D segmentation of three key components of glioblastoma that are seen on MRI: enhancing and non-enhancing tumor (together comprising the tumor core) and surrounding tumor related edema. A complete methodologic description and formal evaluation of the segmentation algorithm is available elsewhere. This algorithm was adapted for the study data; however, the underlying network architecture was not changed. Briefly, the segmentation network consisted of 3 cascaded instances of a 2-dimensional deep convolutional neural network implemented with Python 2.7 and Tensorflow 1.7 (Fig. 1). The first network instance was used to segment the entire tumor volume from whole brain images, while the second and third networks were used to segment tumor core and enhancing tumor, respectively, from the tumor volume. Segmentation was performed in all 3 cardinal planes and then combined to create smooth 3-dimensional labels. Input data consisted of preprocessed T2-, T2/FLAIR-, and pre- and post-contrast T1-weighted images. The network was trained using the publicly available BraTS 2017 dataset consisting of manually segmented multi-modal MRI of 243 gliomas. Both high- and low-grade glioma training cases were used given the observation that some IDH-mutant glioblastomas more closely resemble lower grade tumors. Training details included the Adam optimizer, binary softmax cross-entropy loss, a starting learning rate of 1×10⁻³ with an exponential decay constant of 1×10⁻⁷, a training patch size of 96×96×4 voxels, a batch size of 5, and 20 total training epochs using the entire training dataset. Training took approximately 50 h on a Nvidia Titan Xp graphics processing unit. Study data was automatically segmented using the trained model.

Qualitative assessment of automated tumor segmentation volumes. Automated tumor segmentation volumes were manually inspected to ensure that segmented tumor volumes grossly corresponded to the actual tumor location. Anatomic accuracy of tumor subcompartment was not formally assessed and no manual corrections were performed in order to preserve the automated nature of the processing pipeline.

Radiomics feature extraction. Radiomics features were extracted using PyRadiomics 2.2.0 (https://github.com/Radiomics/pyradiomics) batch processing command line tools. This method produces a set of quantitative features for each user specified combination of image and corresponding segmentation. Input images included all 11 individual image contrasts: T1 pre, T1 post, T2, T2/FLAIR, SWI, DWI, ASL, MD, AD, RD, and FA. Input segmentations included 5 different tumor parcellations: whole tumor, tumor core, and each of the

Figure 1. Graphical representation of the deep convolutional neural network used for brain tumor subcompartment segmentation. Two-dimensional image inputs (200×200 pixels each) included T1 pre-contrast, T1 postcontrast, T2, and T2-weighted FLAIR contrasts. This model was adapted from24.
3 individual tumor compartments. The default set of radiomics features were extracted including 2D and 3D shape features (n = 26), first order grayscale features (n = 19), and higher order grayscale features (n = 75). Default features were chosen for ease of use and reproducibility by future studies. Implementation details of the default set of radiomics features are provided in the PyRadiomics 2.2.0 documentation (https://pyradiomics.readthedoc s.io/en/latest/features.html). Shape features are independent of image contrast and were therefore only extracted once per segmentation per patient (5 segmentations × 26 features = 130 shape features per patient). Grayscale features were extracted from each combination of image and segmentation (11 image contrasts × 5 segmentations × 94 grayscale features = 5,170 features per patient). All non-quantitative image data (i.e. T1 pre- and postcontrast, T2, T2/FLAIR, SWI, and DWI) were intensity normalized prior to feature extraction using the built-in zero mean unit standard deviation normalization method across the entire image including the tumor. All remaining extraction settings (other than image normalization) were left as defaults. The complete radiomics feature extraction process yielded 5,300 individual image features per patient (26 shape features × 5 tumor compartments + 94 grayscale features × 5 tumor compartments × 11 image contrasts).

Predictive modeling of molecular biomarkers. Radiomics features were fed into random forest regression models to predict the likelihood of each genetic biomarker being present. Random forest regression was implemented in Python 3.7 using the scikit-learn 0.23.1 (https://scikit-learn.org/) RandomForestRegressor class. Each genetic biomarker was treated as a separate binary regression task. A tenfold stratified shuffle split cross validation strategy was implemented using the StratifiedShuffleSplit class with a train/test split of 60%/40% to account for the class imbalance of certain genetic biomarkers. Automated feature reduction was performed using cross validated feature elimination (RFECV class) with 1% of features eliminated at each step. Automated random forest model hyperparameter tuning was accomplished using a cross validated randomized search approach (RandomizedSearchCV class) with 100 steps. Hyperparameter ranges included in the random search were: number of trees (100 to 10,000), maximum number of levels per decision tree (10 to 100), minimum data samples required to split a node (2 to 10), minimum data samples required at each leaf node (1 to 5), maximum number of features considered at each split (total number of features or its square root), and whether or not to use bootstrap samples for building trees. Model hyperparameters including the total number of features used for each genetic biomarker are provided as supplementary data. Feature importance was determined using the permutation feature importance method. Model performance was evaluated using receiver operating characteristic analysis in addition to precision, recall, the F1 statistic, and Matthew’s correlation coefficient.

External validation of predictive models. A complete external validation was not possible as there is currently no publicly available preoperative glioblastoma MRI dataset with comparable preoperative MRI and genetic results. However, a limited external validation was performed using the TCGA-GBM dataset (https://wiki.cancerimagingarchive.net/display/Public/TCGA-GBM), which includes T1 pre- and postcontrast, T2, and T2/FLAIR MR images. 57 cases were identified with preoperative MR images and genetic test results, of which only 4 had IDH mutations and ATRX mutations, respectively. Predictive models were retrained on study data using only the 4 image contrasts included in the TCGA-GBM dataset but otherwise identical methods. Trained models were then evaluated on the 57 TCGA-GBM cases.

Results

Image pre-processing. Automated non-linear co-registration, resampling to 1 × 1 × 1 mm, and skull stripping was successfully performed on all study data. Example axial slices from a pre-processed dataset are presented in Fig. 2. Note that all study data, with the exception of the T1 pre- and postcontrast images, underwent a linear interpolation step during resampling due to differences in acquisition resolution between different image contrasts.

Automated tumor segmentation. The automated dCNN segmentation method was able to successfully segment all 199 glioblastomas with an average time of less than 25 s per study. Manual review of automated tumor segmentation volumes revealed gross correspondence between tumor segmentation and the actual tumor location in all cases regardless of genetic biomarker status. Representative examples of automated tumor segmentations for glioblastomas with a chromosome 7/10 aneuploidy and an IDH mutation are shown in Fig. 3. Axial images of automated segmentations from 40 representative study cases are presented as supplementary Fig. 1.

Inference of glioblastoma molecular biomarkers using random forest regression. Receiver operating characteristic (ROC) curves for the four best predicted genetic biomarkers are presented in Fig. 4. ROC curves for the remaining 5 genetic biomarkers are included as supplementary data. Genetic biomarker prediction was most accurate for ATRX mutations. Test characteristics for ATRX mutation prediction included a sensitivity of 0.94 ± 0.07, a specificity of 0.92 ± 0.04, an MCC of 0.71 ± 0.08, and an AUC of 0.97 ± 0.02. Performance was slightly worse for predicting IDH mutations with a sensitivity of 0.93 ± 0.08, a specificity of 0.88 ± 0.07, an MCC of 0.62 ± 0.16, and an AUC of 0.95 ± 0.03. The proposed method was also reasonable for predicting chromosome 7/10 aneuploidy (sensitivity = 0.90 ± 0.09, specificity = 0.88 ± 0.08, MCC = 0.75 ± 0.18, AUC = 0.93 ± 0.05) and CDKN2a family mutations (sensitivity = 0.76 ± 0.06, specificity = 0.86 ± 0.09, MCC = 0.62 ± 0.08, AUC = 0.85 ± 0.04). Prediction of other molecular biomarkers was similar to random chance with AUCs closer to 0.5. Test characteristics for all 9 genetic biomarkers evaluated in this study are presented in Table 1.
Figure 2. Example axial slices from a pre-processed dataset after non-linear co-registration, resampling, and skull stripping. Eight different image contrasts are shown including T1-weighted pre-contrast (T1), T2-weighted (T2), T2/FLAIR-weighted (T2/FLAIR), diffusion-weighted (DWI), susceptibility-weighted (SWI), HARDI fractional anisotropy (HARDI FA), arterial spin labeling perfusion (ASL), and T1-weighted postcontrast (T1 Gad).

Figure 3. Representative example of tumor subcompartment segmentations for two glioblastomas, IDH mutant (A) and chromosome 7/10 aneuploid (B). Tumor subcompartment color overlays (see legend) are shown on top of postcontrast T1-weighted images (left of each panel) and compared with the same postcontrast T1-weighted image slice without a color overlay (right of each panel).
Importance of radiomics features for predicting glioblastoma genetic biomarkers. The top 4 most important radiomics features for predicting each of the 4 best predicted genetic biomarkers are presented in Table 2. First order features (i.e. voxel intensity distributions) and gray level size zone features (i.e. connected regions of similar intensity pixels) comprised a majority of the most important features for all 4 of the best predicted genetic biomarkers. For ATRX mutation prediction, the single most predictive feature was the average T1 postcontrast intensity within the tumor core followed by the MD kurtosis within the non-enhancing tumor. IDH mutation prediction similarly relied heavily on diffusion characteristics of the non-enhancing tumor (DWI high gray level emphasis) and T1 postcontrast intensity (variance throughout the whole tumor). Unlike other well predicted genetic biomarkers, chromosome 7/10 aneuploidy prediction showed significant dependence on a shape feature (elongation of the enhancing tumor). Prediction of CDKN2 was optimal with only 5 features and was the only model to show a heavy dependence on ASL (contrast within the tumor core).

Qualitative imaging correlates of predictive radiomics features. Representative MR images of glioblastomas with IDH mutations and chromosome 7/10 aneuploidies are presented in Fig. 5. IDH mutant glioblastomas exhibited overall larger tumor cores with a dominant infiltrative non-enhancing component and a relatively small enhancing component. These qualitative differences are reflected in the importance of T1 postcontrast intensity variance for predicting IDH status. In contrast, glioblastomas with chromosome 7/10 aneuploidies tended to exhibit a more pronounced rounded morphology of the tumor core, which is reflected in the importance of enhancing tumor elongation for predicting chromosome 7/10 aneuploidy status.

External validation. In order to accommodate external data from the TCGA-GBM dataset, predictive models for IDH and ATRX mutations were re-trained and evaluated using only T1 pre- and postcontrast, T2, and T2/FLAIR weighted images. Corresponding ROC curves are provided as supplementary data. As expected,
Table 2. Relative feature importance for the 4 best predicted glioblastoma genetic biomarkers.

| Rank | Feature | Relative importance |
|------|---------|---------------------|
| **ATRX mutation** | | |
| 1 | T1gad mean tumor core | 1.00 |
| 2 | MD kurtosis non-enhancing tumor | 0.77 |
| 3 | T1 range tumor core | 0.52 |
| 4 | T1gad mean whole tumor | 0.51 |
| **IDH mutation** | | |
| 1 | DWI high gray level emphasis non-enhancing tumor | 1.00 |
| 2 | MD kurtosis tumor edema | 0.89 |
| 3 | T1gad variance whole tumor | 0.78 |
| 4 | T1 kurtosis non-enhancing tumor | 0.78 |
| **Chromosome 7/10 aneuploidy** | | |
| 1 | FLAIR size zone non-uniformity enhancing tumor | 1.00 |
| 2 | T1 zone variance tumor edema | 0.56 |
| 3 | Elongation of enhancing tumor | 0.55 |
| 4 | T1gad 90th percentile whole tumor | 0.44 |
| **CDKN2 loss** | | |
| 1 | T1 small area low gray level emphasis tumor edema | 1.00 |
| 2 | ASL contrast tumor core | 0.96 |
| 3 | T2 zone entropy tumor edema | 0.77 |
| 4 | T2 small area high gray level emphasis enhancing tumor | 0.48 |

Figure 5. Axial MR images of glioblastomas from 8 different patients, *IDH* mutant (A–D) and chromosome 7/10 aneuploid (E–H). T2-weighted FLAIR images (left) are shown beside corresponding T1-weighted postcontrast images (right). Relative probabilities of *IDH* mutation (Prob. *IDH*) and chromosome 7/10 aneuploidy (Prob. 7/10) generated from random forest regression models are shown for image set of images.
internal cross-validated model performance using this reduced number of image contrasts with slightly worse for both ATRX (sensitivity = 0.89 ± 0.07, specificity = 0.90 ± 0.05, MCC = 0.64 ± 0.11, AUC = 0.94 ± 0.03) and IDH (sensitivity = 0.87 ± 0.08, specificity = 0.87 ± 0.10, MCC = 0.59 ± 0.20, AUC = 0.92 ± 0.04). Model performance on the external TCGA-GBM dataset was relatively poor for both ATRX (sensitivity = 0.75, specificity = 0.75, MCC = 0.29, AUC = 0.72) and IDH (sensitivity = 0.75, specificity = 0.66, MCC = 0.22, AUC = 0.63). However, these results are difficult to interpret given substantial differences in image acquisition and the relatively low number of positive biomarkers in the TCGA-GBM dataset (n = 4 for IDH and ATRX mutations respectively).

Discussion
This study details an automated pipeline for inferring glioblastoma genetic biomarkers using automated segmentation and radiomics feature extraction. Specifically, we examined nine molecular biomarkers, including some that are known to affect prognosis and clinical management. We found that radiomics features extracted using automated deep learning segmentation were useful for accurately identifying IDH-mutations on preoperative imaging of patients with glioblastoma. Our results show that a sensitivity of >95% for detecting IDH mutations could be achieved with a specificity of over 80%, which is a reasonable characteristic for a screening test. In our study, IDH-mutant glioblastomas demonstrated larger tumor cores with relatively small enhancing components. This qualitative observation is supported by the importance of postcontrast image intensity features within the tumor core for our predictive model. Prior studies have similarly demonstrated quantitative volumetric differences between IDH mutant and wildtype gliomas, albeit with variable tumor grades and different image feature extraction methods such as 2-dimensional and/or manual tumor segmentation41–45. Our results for IDH prediction are improved compared to prior studies focused solely on glioblastoma46 and more comparable to prior work focused on lower grade gliomas47,48.

Radiomics features were also highly accurate for inferring ATRX mutations. ATRX mutations are extremely common in IDH-mutant glioblastomas but are typically not present in IDH-wildtype glioblastomas. In our cohort of 199 patients with glioblastoma, only 5 tumors demonstrated ATRX mutations without concomitant IDH mutations, and all IDH mutant tumors had associated ATRX mutations. This high degree of correlation between IDH and ATRX mutations suggests that imaging features of these molecular biomarkers will also be highly correlated. While important radiomics features for predicting ATRX and IDH mutations did not overlap completely, both predictive models relied heavily on diffusivity and T1 postcontrast image intensity within the tumor. Our results for predicting ATRX mutations are comparable to prior studies, though it should be noted that prior work has focused almost entirely on lower grade gliomas41,47.

We also found that automatically extracted radiomics features were highly sensitive for detecting aneuploidies of chromosomes 7 and 10. These aneuploidies, particularly trisomy 7, monosomy 10, are among the most frequent genetic alterations in glioblastoma (70% in this study) and have been associated with malignant cell proliferation, tumor progression, and lower overall survival18,49. Importantly, there was no overlap between chromosome 7/10 aneuploidies and either IDH or ATRX mutations in our study cohort. There has been relatively little prior work on predicting chromosome 7/10 aneuploidies in glioblastoma, however, our results are similar or better compared to prior studies aimed at predicting the 1p/19q co-deletion—another common chromosomal abnormality found in gliomas40,41.

CDKN2A family alterations were also relatively well predicted using the proposed methods. Mutations or deletions of the CDKN2A family tumor suppressor genes are present in 30–80% of gliomas and result in unchecked activity of downstream cell cycle kinases including CDK44. These mutations can potentially be targeted by existing small molecule CDK4 inhibitors and are the subject of ongoing clinical trials in patients with gliomas42–44. Prior studies have reported statistically significant but relatively weak correlations between CDKN2A gene deletions and radiomics features45.

Several other glioblastoma genetic biomarkers examined in this study, including MGMT promoter methylation, were not found to be highly correlated with any radiomics features. This result contrasts with prior studies that have demonstrated more accurate prediction of MGMT promoter methylation status based on MRI features47–50. There are many potential explanations for this difference, including differences in tumor segmentation and radiomics feature extraction methods, the inclusion of lower grade tumors in other study cohorts, and different testing methods for laboratory determination of MGMT methylation status.

There are several potential approaches to improve the results presented here. For example, manual correction of automated tumor segmentations might improve the discriminative value of certain radiomics features, albeit at the cost of compromising the fully automated nature of the proposed method. An alternative approach would be to use a more advanced automated tumor segmentation schemes such as the 4-compartment model (i.e. separating non-enhancing tumor and cystic tumor necrosis) proposed in the more recent BraTS challenges49. Similarly, the inclusion of additional quantitative MR image contrasts may be beneficial as a majority of prior studies have shown that many different imaging features are necessary for accurate glioma genetic biomarker classification40,41,47,52–55.

This study has several shortcomings that may limit its generalizability to other data. First, the use of 3 T MR scanners, 3D imaging, and 55-direction HARDI are not widely used in routine brain tumor imaging. This is one likely explanation for the relatively poor external validation performance of our model on the TCGA-GBM dataset. Second, in our cohort of 199 patients, certain molecular biomarkers were only positive in a small subset of tumors due to their relative rarity and/or testing frequency. For example, our cohort included 18 cases with IDH mutations (~9%), which is in line with the 5–13% prevalence reported in the literature56–58. This low number of positive examples can be problematic for machine learning models, which require separate training and testing sets. We used a stratified cross-validation approach to address imbalance in our dataset, however a more balanced dataset with a larger number of cases would be a more reliable approach. Finally, although our medical
center is a national referral center for brain tumors, it is unclear if the results presented here are generalizable to other patient demographic groups.

This work represents an important step towards a fully automated method for non-invasive, imaging-based identification of glioblastomas with IDH mutations and certain other molecular biomarkers relevant for guiding therapy and determining prognosis. Although this was a relatively small retrospective study, the rapid and automated nature of the proposed method would allow straightforward application to larger datasets and prospective studies. With further work, our overarching goal is to obviate the need for tissue-based detection of glioblastoma molecular biomarkers using non-invasive MRI-based methods, to help guide maximal safe resection, and to assess response to genetic biomarker specific treatments that have been shown to improve survival in patients with glioblastoma.

Data availability

Code and radiomics feature data are available by request to the corresponding author. Image data is the property of UC Regents.

Received: 25 March 2020; Accepted: 29 June 2020
Published online: 16 July 2020

References

1. Krex, D. et al. Long-term survival with glioblastoma multiforme. Brain 130, 2596–2606 (2007).
2. Stupp, R., Hegi, M. E. & Mason, W. P. Effects of radiotherapy with concomitant and adjuvant temozolomide versus radiotherapy alone on survival in glioblastoma in a randomised phase III study: 5-year analysis of the EORTC-NCIC trial. Lancet Oncol 10, 8 (2009).
3. Touat, M., Idbaih, A., Sanson, M. & Ligon, K. L. Glioblastoma targeted therapy: Updated approaches from recent biological insights. Ann Oncol 28, 1457–1472 (2017).
4. Weller, M., Stupp, R., Hegi, M. & Wick, W. Individualized targeted therapy for glioblastoma: fact or fiction? Cancer J. 18, 40–44 (2012).
5. Crespo, I. et al. Molecular and genomic alterations in glioblastoma multiforme. Am. J. Pathol. 185, 1820–1833 (2015).
6. Becker, J. et al. IDH1 mutant malignant astrocytomas are more amenable to surgical resection and have a survival benefit associated with maximal surgical resection. Neuro-Oncology 16, 81–91 (2014).
7. Comb, S. E. et al. Prognostic significance of IDH-1 and MGMT in patients with glioblastoma: One step forward, and one step back? Radiat. Oncol. 6, 115 (2011).
8. Yang, P. et al. IDH mutation and MGMT promoter methylation in glioblastoma: Results of a prospective registry. Oncotarget 6, 40896–40906 (2015).
9. Houlleier, C. et al. IDH1 or IDH2 mutations predict longer survival and response to temozolomide in low-grade gliomas. Neurology 75, 1560–1566 (2010).
10. Li, H., Li, J., Cheng, G., Zhang, J. & Li, X. IDH mutation and MGMT promoter methylation are associated with the pseudoprogression and improved prognosis of glioblastoma multiforme patients who have undergone concurrent and adjuvant temozolomide-based chemoradiotherapy. Clin. Neurol. Neurosurg. 151, 31–36 (2016).
11. Song-fan, O. et al. IDH1 mutations predict longer survival and response to temozolomide in secondary glioblastoma. Cancer Sci. 103, 269–273 (2012).
12. Hegi, M. E. et al. MGMT gene silencing and benefit from temozolomide in glioblastoma. N. Engl. J. Med. 352, 997–1003 (2005).
13. Ohgaki, H. & Kleihues, P. Genetic pathways to primary and secondary glioblastoma. Am. J. Pathol. 170, 1445–1453 (2007).
14. Goodenberger, M. L. & Jenkins, R. B. Genetics of adult glioma. Cancer Genet. 205, 613–621 (2012).
15. Carrillo, J. A. et al. Relationship between tumor enhancement, edema, IDH1 mutational status, MGMT promoter methylation, and survival in glioblastoma. Am. J. Neuroradiol. 33, 1349–1355 (2012).
16. Ellingson, B. M. Radiogenomics and imaging phenotypes in glioblastoma: Novel observations and correlation with molecular characteristics. Curr. Neurol. Neurosci. Rep. 15, 506 (2015).
17. Yamashita, K. et al. MR imaging-based analysis of glioblastoma multiforme: Estimation of IDH1 mutation status. Am. J. Neuroradiol. 37, 58–65 (2016).
18. Zhang, B. et al. Multimodal MRI features predict isocitrate dehydrogenase genotype in high-grade gliomas. Neuro-Oncology 19, 109–117 (2017).
19. Gutman, D. A. et al. Somatic mutations associated with MRI-derived volumetric features in glioblastoma. Neuroradiology 57, 1227–1237 (2015).
20. Aghi, M. et al. Magnetic resonance imaging characteristics predict epidermal growth factor receptor amplification status in glioblastoma. Clin. Cancer Res. 11, 8600–8605 (2005).
21. Li, Y. et al. Genotype prediction of ATRX mutation in lower-grade gliomas using an MRI radiomics signature. Eur. Radiol. 28, 2960–2968 (2018).
22. Zhang, X. et al. Radiomics strategy for molecular subtype stratification of lower-grade glioma: Detecting IDH and TP53 mutations based on multimodal MRI. J. Magn. Reson. Imaging 48, 916–926 (2018).
23. Bakas, S. et al. Identifying the best machine learning algorithms for brain tumor segmentation, progression assessment, and overall survival prediction in the BRATS challenge. arXiv preprint, arXiv:1811.02629 [cs, stat] (2018).
24. Wang, G., Li, W., Ourselin, S. & Vercauteren, T. Automatic Brain Tumor Segmentation Using Cascaded Anisotropic Convolutional Neural Networks. In Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries (eds. Crimi, A. et al.) 178–190 (Springer International Publishing, Berlin, 2018).
25. Li, Z., Wang, Y., Yu, J., Guo, Y. & Cao, W. Deep learning based radiomics (DLR) and its usage in noninvasive IDH1 prediction for low grade glioma. Sci. Rep. 7, 1–11 (2017).
26. Lao, J. et al. A deep learning-based radiomics model for prediction of survival in glioblastoma multiforme. Sci. Rep. 7, 1–8 (2017).
27. Avants, B. B. et al. A reproducible evaluation of ANTs similarity metric performance in brain image registration. Neuroimage 54, 2033–2044 (2011).
28. Jenkinson, M., Beckmann, C. F., Behrens, T. E. J., Woolrich, M. W. & Smith, S. M. FSL. Neuroimage 62, 782–790 (2012).
29. van Griethuysen, J. J. M. et al. Computational radiomics system to decode the radiographic phenotype. Cancer Res. 77, e104–e107 (2017).
30. Pedregosa, F. et al. Scikit-learn: Machine learning in python. J. Mach. Learn. Res. 12, 2825–2830 (2011).
31. Guyon, I., Weston, J., Barnhill, S. & Vapnik, V. Gene selection for cancer classification using support vector machines. Mach. Learn. 46, 389–422 (2002).
32. Breiman, L. Random forests. Mach. Learn. 45, 5–32 (2001).
33. Scarpalezo, S. et al. Radiology data from the cancer genome atlas glioblastoma multiforme [TCGA-GBM] collection. Cancer Imaging Arch. 11, 1 (2016).
34. Hsieh, K.-L., Chen, C.-Y. & Lo, C.-M. Radiomic model for predicting mutations in the isocitrate dehydrogenase gene in glioblastomas. Oncotarget 8, 45888–45897 (2017).
35. Chang, K. et al. Residual convolutional neural network for the determination of IDH status in Low- And High-Grade Gliomas from MR Imaging. Clin. Cancer Res. 24, 1073–1081 (2018).
36. Lu, C.-F. et al. Machine learning-based radiomics for molecular subtyping of gliomas. Clin. Cancer Res. 24, 4429–4436 (2018).
37. Korfiaias, P., Kline, T. L. & Erickson, B. J. Evaluation of a deep learning architecture for MR imaging prediction of ATRX in glioma patients. In Medical Imaging 2018: Computer-Assisted Diagnosis Vol. 10575 105752G (International Society for Optics and Photonics, 2018).
38. Crespo, I. et al. Detailed characterization of alterations of chromosomes 7, 9, and 10 in glioblastomas as assessed by single-nucleotide polymorphism arrays. J. Mol. Diagn. 13, 634–647 (2011).
39. Lopez-Gines, C. et al. Association of chromosome 7, chromosome 10 and EGFR gene amplification in glioblastoma multiforme. Clin. Neuropathol. 24, 209–218 (2005).
40. Akkus, Z. et al. Predicting deletion of chromosomal arms 1p/19q in low-grade gliomas from MR images using machine intelligence. J. Digit. Imaging 30, 469–476 (2017).
41. Han, Y. et al. Non-invasive genotype prediction of chromosome 1p/19q co-deletion by development and validation of an MRI-based radiomics signature in lower-grade gliomas. J. Neurooncol. 140, 297–306 (2018).
42. Raub, T. J. et al. Brain exposure of two selective dual CDK4 and CDK6 inhibitors and the antitumor activity of CDK4 and CDK6 inhibition in combination with temozolomide in an intracranial glioblastoma xenograft. Drug Metab. Dispos. 43, 1360–1371 (2015).
43. Raub, T. J. et al. Abemaciclib (LY2835219) is an oral inhibitor of the cyclin-dependent kinases 4/6 that crosses the blood-brain barrier and demonstrates in vivo activity against intracranial human brain tumor xenografts. Drug Metab. Dispos. https://doi.org/10.1124/dmd.114.062745 (2015).
44. Tien, A.-C. et al. ACTR-45. Phase 0/2 study of ribociclib in patients with recurrent glioblastoma. Neuro Oncol. 20, vi21 (2018).
45. Sun, Y. et al. Potent anti-tumor efficacy of palbociclib in treatment-naive H3.K27M-mutant diffuse intrinsic pontine glioma. EBioMedicine 3-642-04271-3_64.
46. Gutman, D. A. et al. MR imaging predictors of molecular profile and survival: Multi-institutional study of the TCGA glioblastoma data set. Radiology 267, 560–569 (2013).
47. Drabycz, S. et al. An analysis of image texture, tumor location, and MGMT promoter methylation in glioblastoma using magnetic resonance imaging. NeuroImage 49, 1398–1405 (2010).
48. Han, L. & Kamdar, M. R. MRI to MGMT: predicting methylation status in glioblastoma patients using convolutional recurrent neural networks. In Biocomputing 2018 331–342 (World Scientific, 2017). https://doi.org/10.1142/9789813235533_0031.
49. Korfiaias, P. et al. MRI texture features as biomarkers to predict MGMT methylation status in glioblastomas. Med. Phys. 43, 2835–2844 (2016).
50. Levner, I. et al. Predicting MGMT Methylatation Status of Glioblastomas from MRI texture. In Medical Image Computing and Computer-Assisted Intervention—MICCAI 2009 (eds. Yang, G.-Z., et al) 522–530 (Springer, Berlin, 2009). https://doi.org/10.1007/978-3-642-04271-3_64.
51. Menze, B. H. et al. The multimodal brain tumor image segmentation benchmark (BRATS). IEEE Trans. Med. Imaging 34, 1993–2024 (2015).
52. Gevaert, O. et al. Glioblastoma multiforme: Exploratory radiogenomic analysis by using quantitative image features. Radiology 273, 168–174 (2014).
53. Itakura, H. et al. Magnetic resonance image features identify glioblastoma phenotypic subtypes with distinct molecular pathway activities. Sci. Transl. Med. 7, 303ra138 (2015).
54. Kickingreder, P. et al. Radiogenomics of glioblastoma: machine learning-based classification of molecular characteristics by using multimodal and multiregional mr imaging features. Radiology 281, 907–918 (2016).
55. Zhang, J., Barbioriak, D. P., Hobbs, H. & Mazurowski, M. A. A fully automatic extraction of magnetic resonance image features in glioblastoma patients: Automatic extraction of MRI features in glioblastoma patients. Med. Phys. 41, 042301 (2014).
56. Cohen, A., Holmen, S. & Colman, H. IDH1 and idh2 mutations in gliomas. Curr. Neurol. Neurosci. Rep. 13, 345 (2013).
57. Hartmann, C. et al. Patients with IDH1 wild type anaplastic astrocytomas exhibit worse prognosis than IDH1-mutated glioblastomas, and IDH1 mutation status accounts for the unfavorable prognostic effect of higher age: implications for classification of gliomas. Acta Neuropathol. 120, 707–718 (2010).
58. Yan, H. et al. IDH1 and IDH2 mutations in gliomas. N. Engl. J. Med. 360, 765–773 (2009).

Acknowledgements

Research was supported by the National Institutes of Health Ruth L. Kirschstein Institutional National Research Service Award under award number T32EB001631. The authors also acknowledge the University of California San Francisco resident research fund, which provided financial support for graphics processing hardware.

Author contributions

E.C. performed the data processing steps and assisted in manuscript preparation. J.V.M. assisted with study design, data interpretation, and manuscript preparation. S.C. conceived the study and assisted with study design, data interpretation, and manuscript preparation.

Competing interests

The authors declare no competing interests.

Additional information

Supplementary information is available for this paper at https://doi.org/10.1038/s41598-020-68857-8.

Correspondence and requests for materials should be addressed to E.C.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
