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ABSTRACT

This paper introduces a novel dataset for polyphonic sound event detection in urban sound monitoring use-cases. Based on isolated sounds taken from the FSD50K dataset, 20,000 polyphonic soundscapes are synthesized with sounds being randomly positioned in the stereo panorama using different loudness levels. The paper gives a detailed discussion of possible application scenarios, explains the dataset generation process in detail, and discusses current limitations of the proposed USM-SED dataset.

1 Introduction

Sound event detection (SED) is a crucial step in the analysis of polyphonic soundscapes, which surround us every day [1]. The human auditory system can easily identify and focus on particular sounds sources around us. In contrast, computational SED methods still struggle to recognize sounds in polyphonic mixtures [2] for several reasons. First, environmental sounds exhibit a large range of different timbre characteristics such as short transients, noise, and harmonic signal components. Sound events of interest range from nature sounds like bird calls, rustling leaves, and rain drops, over machine-made sounds such as motor engines, braking noises, or chainsaws, to human-made sounds like voice, laughter, or screams. Such sounds range from structured or unstructured sounds, which can be stationary or non-stationary, repetitive or without any predictable nature. Second, the duration of acoustic events cover a large range from very short (gun shot, door knock, or shouts) to very long and almost stationary (running machines or climate sounds such as wind or rain). Since most SED methods analyze fixed sized audio segments, the classification of acoustic events is complicated, if the sound duration exceeds the analyzed time window. Third, the temporal boundaries of environmental sounds are often ill-defined, which complicates their precise annotation and detection. For example, the loudness of passing vehicles like cars or trains gradually increases in the beginning and continuously fades into the background noise level at the end. Fourth, sound events appear either in the foreground or background depending on the relative position of the corresponding sound sources within an acoustic scene. If multiple sounds overlap and often blend into novel mixture sounds, which complicates the sound classification.

Especially in urban environments, various sounds originating from traffic, vehicles, construction sites, and alarms cause an increase in the perceived amount of noise. Such a permanent noise exposure can have serious health implications for city residents. Over the last years, automatic noise monitoring systems were developed as countermeasures to identify the most salient sound sources, which contribute most to the overall noise perception [3][4].

As the main contribution of this paper, the USM-SED dataset is presented, which is a novel dataset of short 5-seconds long polyphonic soundscapes. These soundscapes were created by systematically mixing isolated sound recordings taken from the public FSD50K dataset [5]. In particular, a subset of 27 sound classes was defined with particular focus on urban soundscapes. The USM-SED dataset is intended as public benchmark for various machine listening tasks such as sound event detection and localization, source separation, and sound polyphony estimation as will be further detailed.
### Table 1: Comparison between the FSD50K and the USM-SED datasets.

|                        | FSD50K                          | USM-SED                     |
|------------------------|---------------------------------|------------------------------|
| **Sound duration**     | 0.3 s - 30 s (variable)        | 5 s (fixed)                 |
| **Labeling**           | weak                            | weak                         |
| **# sound classes**    | 200                             | 27                           |
| **# audio files**      | 51,197                          | 20,000                       |
| **Polyphony degree**   | 1 (monophonic)                  | 2-6 (polyphonic)            |
| **Dataset size**       | 31.2 GB (sounds)                | 49.3 GB (soundscapes + sounds) |

In order to foster reproducible research, we publish the Python scripts to synthesize the soundscapes of the USM-SED dataset from the FSD50K dataset.[1]

### 2 Urban Sound Monitoring Tasks

In this section, several research tasks will be discussed, for which the USM-SED dataset poses a novel and challenging evaluation dataset.

#### 2.1 Sound Event Detection

Several application scenarios in urban environments require the detection of sound events. In traffic monitoring, the types of passing vehicles such as cars, trucks, and busses need to be distinguished. Public events can be monitored to recognize sound events such as gunshots or bomb explosion to anticipate panic situations. Construction site monitoring allows to synchronize the real construction progress with existing construction schedules. Security monitoring applications require to detect sound events, which can indicate burglary into buildings or apartments such as broken glass of destroyed windows. Similarly, SED algorithms also help to recognize different animal species for ecological monitoring tasks.

By focusing on polyphonic soundscapes, the USM-SED dataset poses a big challenge to current SED algorithms and allows to systematically evaluate their performance depending on the soundscape polyphony level. For evaluation purpose, both traditional SED metrics such as F-score or error rate[6] as well as recently proposed metrics such as the polyphonic sound detection score (PSDS)[7] are applicable. One interesting research question, which can be studied using the USM-SED dataset, is how training with monophonic samples (sound stems) compared to training with polyphonic mixtures influences the system’s performance for polyphonic SED. Another interesting question is how the SED performance for a particular sound class is affected by its dominance in the soundscape, i.e., whether the sound appears in the foreground or background.

#### 2.2 Source Counting / Polyphony Estimation

A second task, which is relevant to better understand polyphonic soundscapes, is to measure the number of active sound sources, i.e., the sound polyphony at a certain point in time. A common definition of “polyphony” in the field of music analysis is the number of simultaneously sounding note pitches. In music information retrieval (MIR), this task was recently approached by combining musically-informed signal representations such as the Constant-Q transform (CQT) with different variants of convolutional neural networks (CNN) [8].

As will be described in Section[1.2], the USM-SED dataset includes 5 seconds long soundscapes with weak label annotations. Therefore, the definition of “sound polyphony” can be relaxed in such way, that it measures the number of active sounds within a short (5 s) duration instead of the number of simultaneously active sounds.

#### 2.3 Sound Event Localization

The task of sound event localization aims for a spatial localization of different sound sources, i.e., measuring their azimuth and elevation, relative to the audio recording location. Datasets such as the one used in the DCASE 2019 challenge task “Sound Event Localization and Detection”[9] combine room impulse responses (RIR) measured in different recording locations, ambient (non-directional) noise components, and a synthetic mixing of polyphonic soundscapes [9].

[1]: https://github.com/jakobabesser/USM_SED/
[2]: http://dcase.community/challenge2019/task-sound-event-localization-and-detection
Table 2: Mapping between FSD50K sound classes (third column) to 27 sound classes included in the USM-SED dataset (second column), which are grouped to six sound categories (first column).

| Sound Category (# classes) | USM-SED Class | FSD50K Classes |
|----------------------------|---------------|----------------|
| Rare sound events (7)      | siren         | ambulance (siren) |
|                            | gunshot       | emergency vehicle |
|                            | glass break   | fire truck     |
|                            | church bell   | siren          |
|                            | alarm         | gunfire (machine gun) |
|                            | lawn mower    | glass, shatter |
|                            | spray can     | church bell    |
| Climate sounds (3)         | wind          | wind           |
|                            | rain          | rain           |
|                            | thunderstorm  | thunder, thunderstorm |
| Animal sounds (2)          | birds         | bird           |
|                            | dogs          | bark           |
| Human-made (4)             | music         | applause       |
|                            | singing/cheering/applause | booing, cheering, crowd |
|                            | speech        | kid speaking |
|                            | scream        | conversation |
|                            |               | woman speaking |
|                            |               | male speech   |
|                            |               | speech        |
|                            |               | screaming     |
|                            |               | shout         |
| Construction site (4)      | sawing        | chainsaw, sawing |
|                            | hammer        | hammer        |
|                            | jackhammer    | jackhammer    |
|                            | drilling      | drill, power tool |
| Vehicles (7)               | car           | car           |
|                            | truck         | truck         |
|                            | bus           | bus           |
|                            | motorcycle    | motorcycle    |
|                            | train/tram    | underground, train |
|                            | airplane      | aircraft engine |
|                            | helicopter    | helicopter    |

In the USM-SED dataset, a simpler approach was followed for soundscape synthesis. Sound sources were positioned in the stereo panorama using the level difference approach as will be explained in Section 3.2. Hence, the dataset can be used to estimate the stereo position of sound sources after their detection.

2.4 Source Separation

Previous research on audio source separation has been mainly focused on speech signals [10] and music signals [11]. Only recently, researches began to investigate the application of source separation algorithms on environmental sound mixtures [12]. Since the USM-SED dataset includes both the audio mix (soundscape) and the corresponding stems, it provides a suitable test-bed for source separation algorithms in order to further stimulate research in this direction. As one interesting application for noise monitoring applications, the individual noise level contributions of isolated sounds in a polyphonic soundscape could be measured after separating them from the mixture. This could be later used to weight the perceptual annoyance of individual sounds in complex soundscapes.

3 USM-SED Dataset

Table 1 provides a general comparison between the USM-SED and the FSD50K dataset. While the FSD50K dataset includes monophonic sound recordings from a large number of sound classes (200), the USM-SED dataset focuses polyphonic soundscapes which cover a smaller number of sound classes (27). In this section, the USM-SED dataset will be introduced in detail. First, Section 3.1 discusses the applied sound class taxonomy. Then, Section 3.2
presents the algorithm, which was used to synthesize polyphonic soundscapes based on isolated sounds taken from the FSD50K dataset. Finally, Section 3.3 provides a critical discussion about current limitations of the USM-SED dataset.

3.1 Class Taxonomy

As shown in Table 2, 27 sound classes were defined with relevance to urban sound monitoring research. For each of these sound classes, mappings to one or multiple semantically corresponding sound classes in the FSD50K dataset were identified. These 27 sound classes can be grouped into six categories: rare sound events, climate sounds, animal sounds, human-made sounds, construction site sounds, and vehicle sounds. SED algorithms that are trained on these sound classes can be applied in the various acoustic monitoring scenarios discussed in Section 2.1: traffic monitoring, construction site monitoring, security monitoring, and ecological monitoring.

3.2 Soundscape Rendering

Figure 3.2 outlines the iterative procedure, which is used to synthesize 20,000 polyphonic stereo soundscapes of 5 seconds duration, which are included in the USM-SED dataset. A detailed description is provided in the remainder of this section. The development subset is derived from samples of the FSD50K development set and includes a training set of 8,000 soundscapes and a validation set of 2,000 soundscapes. The the evaluation subset of 10,000 samples is derived from the FSD50K evaluation set. For synthesizing the $i$-th soundscape, we proceed as follows:

1. Randomly set the number of sounds $N^i_F \in [1:3]$ mixed in the foreground and sounds $N^i_B \in [1:3]$ mixed in the background. The resulting level of polyphony is $L^i = N^i_F + N^i_B$.
2. Randomly sample $L^i$ source samples each from a unique USM-SED sound class and use $N^i_F$ of them them as foreground sounds and the remaining ones as background sounds. For the development set, we only sample from the development set of the FSD50K set, and vice versa for the evaluation set.
3. Randomly crop a 5 s stem from each selected source sample. If the original sample duration is smaller than 5 s, place it at random position within the 5 s (this may cause a silence part in the beginning). If the original sample duration is larger than 5 seconds, randomly crop a segment of 5 seconds from it. The new sample arrays of 5 seconds duration are denoted as $x^i_{j}$ with $j$ indexing the stems of the current soundscape. Both cases are illustrated in Figure 3.3. Only source samples of the FSD50K dataset with a duration smaller than 15 seconds are considered here to reduce the risk of label noise created by the sample cropping procedure.
4. Use the pyloudnorm Python package to normalize all stems $x^{i,j}$ to the same perceived loudness of -12 dB LUFS based on ITU-R BS.1770-4 specification.

Figure 1: Audio synthesis steps to render polyphonic soundscapes as described in Section 3.2. Sample cropping procedure is illustrated for an audio sample longer than 5 s (blue) and an audio sample shorter than 5 s (yellow).
5. Randomly sample mixing coefficients $\alpha^{i,j}$ as $\alpha^{i,j} \in [-20, -8] \text{ dB}$ for the background sounds and $\alpha^{i,j}$ as $\alpha^{i,j} \in [-6, 0] \text{ dB}$ for the foreground sounds.

6. Randomly sample stereo panning coefficients $\beta^{i,j} \in [0, 1]$ for each sound (0 indicating left panning and 1 indicating right panning).

7. Render polyphonic stereo soundscapes from stems at a sample rate of $f_s = 44.1 \text{ kHz}$.
   
   (a) Compute linear mixing coefficients $\hat{\alpha}^{i,j} = 10^{\frac{\alpha_{i,j}}{20}}$.
   
   (b) Normalize mixing coefficients as $\hat{\alpha}^{i,j} \leftarrow \frac{\hat{\alpha}^{i,j}}{\sum_j \hat{\alpha}^{i,j}}$.

   (c) Mix mono samples to stereo file as $s^L_0 = \sum_{j=1}^{L^L} (1 - \beta^{i,j}) \cdot \hat{\alpha}^{i,j} \cdot x^{i,j}$ (left channel) and $s^R_1 = \sum_{j=1}^{L^R} \beta^{i,j} \cdot \hat{\alpha}^{i,j} \cdot x^{i,j}$ (right channel).

8. Define multi-label target vector $y^i$ with ones indicating all sound classes associated to the soundscape stems.

3.3 Critical Discussion & Dataset Limitations

The dataset generation procedure explained in Section 3.2 goes along with several disadvantages and limitations, which will be discussed in this section.

**Fixed soundscape duration** Since sound events have a wide range of durations, the choice of a fixed sample duration of 5 s (such as in the ESC-50 dataset [13]) might truncate longer sounds and make them harder to recognize. The choice of 5 s represents a trade-off between common sound durations (compare Fig. 5, [5]) and the requirement for near real-time sound recognition scenarios as discussed in Section 2, where sound recognition results need to be updated around every 1-2 seconds.

**Stereo sound source placement** In contrast to real-life soundscapes, where sound sources such as vehicles are moving, sounds in the FSD50K dataset are located as static sources at random positions in the stereo panorama. Also, restricting the dataset to a stereo setup with two audio channels is a clear simplification compared to similar datasets for sound event localization such as the “TAU Spatial Sound Events 2019 - Ambisonic” and “TAU Spatial Sound Events 2021”.

![Figure 2: Log-magnitude mel spectrograms (extracted using a hop size of 1024, windows size of 2048, and 128 mel bands) for stereo soundscapes with IDs 2417, 1930, and 339 taken from the USM-SED evaluation set. The examples are sorted according to their polyphony level (6, 4, and 2) in descending order. For each soundscape, the first two columns show the left and right channel and the additional columns show the included sounds (stems).](image-url)
which usually include spatial audio recordings with multiple audio channels. Similarly to the fixed soundscape duration of 5 seconds, the choice of a stereo setup is motivated by practical considerations of low-cost acoustic sensors in urban sound monitoring scenarios.

**Noise & Label Noise & Microphone Characteristics** As consequence of the mixing process, the USM-SED soundscapes directly derive from the audio samples in the FSD50K dataset. The loudness normalization of these samples prior to the soundscape mixing can potentially boost the underlying noise levels. Also, existing label noise based on incomplete or erroneous annotations directly propagates to the USM-SED dataset. Audio samples in the FSD50K dataset come from different uploaders in the FreeSound database and hence are recorded with different microphone setups [5]. The mixing procedure explained in Section 3.2 consequently can lead to unrealistic blendings of different microphones characteristics. Nevertheless, a positive side-effect might be that this allows to train SED models, which are more robust to changes in recording conditions.

**Licences** All original sound samples from the FSD50K dataset, which were used in the creation of the USM-SED dataset were published with one of the four licences “CC BY”, “CC BY-NC”, “CC Zero”, or “CC sampling+”, which all allow to remix and modify the original content. The USM-SED dataset is published alongside with a detailed list of all original FSD50k samples and their respective licences.

**Soundscape Realism** While the random selection of source samples in the mixing procedure often leads to unrealistic soundscapes, the USM-SED dataset allows to train SED models, which are unbiased towards common sound co-occurrences in real-life scenarios. A systematic investigation of common sound co-occurrences in different recording location remains an open question for machine listening research.

**Scaper** Salamon et al. published in [14] the Scaper library for soundscape synthesis, which was adapted in recent works on SED dataset generation [15]. It covers most requirements, which arise from the dataset creation process described in Section 3.2. However, there are two main differences in both synthesis approaches. First, in Scaper, a continuous texture-like sound is required as background sound [5], which should not contain any salient sound events and is therefore not included in the sound annotation of the resulting soundscape. Since once goal of the USM-SED dataset is to enable SED for both foreground and background sounds, we aim for a complete annotation of all audible sound events allowing the USM-SED dataset to be used for polyphonic SED evaluation. Secondly, the Scaper library was not designed to randomly position individual sound sources in the stereo panorama.

**Acknowledgements**

Gratitude is due to Eduardo Fonseca, Xavier Favory, Jordi Pons, Frederic Font, and Xavier Serra for publishing the FSD50K dataset to the public.

**References**

[1] Tuomas Virtanen, Mark D. Plumbley, and Dan Ellis, editors. *Computational Analysis of Sound Scenes and Events*. Springer International Publishing, Cham, Switzerland, 2018.

[2] Xianjun Xia, Roberto Togneri, Ferdous Sohel, Yuanjun Zhao, and Defeng Huang. A Survey: Neural Network-Based Deep Learning for Acoustic Event Detection. *Circuits, Systems, and Signal Processing*, 38:3433–3453, 2019.

[3] Juan Pablo Bello, Claudio Silva, Oded Nov, R. Luke DuBois, Anish Arora, Justin Salamon, Charles Mydlarz, and Harish Doraismwamy. SONYC: A System for the Monitoring, Analysis and Mitigation of Urban Noise Pollution. *Communications of the ACM (CACM)*, 62(2), 2018.

[4] Jakob Abeßer, Marco Götze, Tobias Clauß, Dominik Zapf, Christian Kühn, Hanna Lukashevich, Stephanie Kühnlenz, and Stylianos Mimilakis. Urban Noise Monitoring in the Stadtlärm Project - A Field Report. In *Proceedings of the Detection and Classification of Acoustic Scenes and Events (DCASE)*, New York, NY, USA, 2019.

[5] Eduardo Fonseca, Student Member, Xavier Favory, Jordi Pons, Frederic Font, and Xavier Serra. FSD50K: an Open Dataset of Human-labeled Sound Events. *arXiv preprint arXiv:2010.00475*, 14(8):1–21, 2020.

4. http://dcase.community/challenge2019/task-sound-event-localization-and-detection

5. https://scaper.readthedocs.io/en/latest/tutorial.html#organize-your-audio-files-source-material
[6] Annamaria Mesaros, Toni Heittola, and Tuomas Virtanen. Metrics for polyphonic sound event detection. Applied Sciences (Switzerland), 6(6), 2016.

[7] Cagdas Bilen, Giacomo Ferroni, Francesco Tuveri, Juan Azcarreta, and Sacha Krstulovic. A Framework for the Robust Evaluation of Sound Event Detection. In Proceedings of the IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP), pages 61–65, Barcelona, Spain, 2020.

[8] Michael Taenzer, Stylianos I. Mimilakis, and Jakob Abeßer. Informing Piano Multi-Pitch Estimation with Inferred Local Polyphony Based on Convolutional Neural Networks. Electronics, 10(7), 2021.

[9] Archontis Politis, Annamaria Mesaros, Sharath Adavanne, Toni Heittola, and Tuomas Virtanen. Overview and Evaluation of Sound Event Localization and Detection in DCASE 2019. IEEE/ACM Transactions on Audio Speech and Language Processing, 29:684–698, 2021.

[10] De Liang Wang and Jitong Chen. Supervised speech separation based on deep learning: An overview. IEEE/ACM Transactions on Audio, Speech, and Language Processing, 26(10):1702–1726, 2018.

[11] Estefania Cano, Derry Fitzgerald, Antoine Liutkus, Mark D. Plumbley, and Fabian Robert Stoter. Musical Source Separation: An Introduction. IEEE Signal Processing Magazine, 36(1):31–40, 2019.

[12] Yui Sudo, Katsutoshi Itoyama, Kenji Nishida, and Kazuhiro Nakadai. Environmental sound segmentation utilizing Mask U-Net. IEEE International Conference on Intelligent Robots and Systems, pages 5340–5345, 2019.

[13] Karol J. Piczak. ESC: Dataset for Environmental Sound Classification. In Proceedings of the 23rd Annual ACM Conference on Multimedia, pages 1015–1018. ACM Press, 2015.

[14] Justin Salamon, Duncan MacConnell, Mark Cartwright, Peter Li, and Juan Pablo Bello. Scaper: A library for soundscape synthesis and augmentation. In Proceedings of the IEEE Workshop on Applications of Signal Processing to Audio and Acoustics (WASPAA), pages 344–348, New Paltz, NY, USA, 2017.

[15] David S. Johnson, Wolfgang Lorenz, Michael Taenzer, Stylianos Mimilakis, Sascha Grollmisch, Jakob Abeßer, and Hanna Lukashevich. DESED-FL and URBAN-FL: Federated Learning Datasets for Sound Event Detection. arXiv preprint arXiv:2102.08833, 2021.