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With the aim of establishing a framework to efficiently perform the practical application of quantum chemistry simulation on near-term quantum devices, we envision a hybrid quantum–classical framework for leveraging problem decomposition (PD) techniques in quantum chemistry. Specifically, we use PD techniques to decompose a target molecular system into smaller subsystems requiring fewer computational resources. In our framework, there are two levels of hybridization. At the first level, we use a classical algorithm to decompose a target molecule into subsystems, and utilize a quantum algorithm to simulate the quantum nature of the subsystems. The second level is in the quantum algorithm. We consider the quantum-classical variational algorithm that iterates between an expectation estimation using a quantum device and a parameter optimization using a classical device. We investigate three popular PD techniques for our hybrid approach: the fragment molecular-orbital (FMO) method, the divide-and-conquer (DC) technique, and the density matrix embedding theory (DMET). We examine the efficacy of these techniques in correctly differentiating conformations of simple alkane molecules. In particular, we consider the ratio between the number of qubits for PD and that of the full system; the mean absolute deviation; and the Pearson correlation coefficient and Spearman’s rank correlation coefficient. Sampling error is introduced when expectation values are measured on the quantum device. Therefore, we study how this error affects the predictive performance of PD techniques. The present study is our first step to opening up the possibility of using quantum chemistry simulations at a scale close to the size of molecules relevant to industry on near-term quantum hardware.

INTRODUCTION

Accurate modelling of chemical processes requires a highly accurate description of their quantum nature. In general, however, simulating quantum systems on classical computers is a computationally demanding task. The dimension of the Hilbert space in quantum systems increases exponentially with respect to the system size, and without any approximations it becomes intractable to diagonalize a Hamiltonian or even to store the full state vector for a small system of about five atoms [1].

Recently, there has been increasing interest in a new paradigm of computation, namely, quantum computing. The idea of applying quantum devices to simulate quantum systems dates back to Richard Feynman’s 1982 proposal [2]. An advantage of using a quantum device for simulating quantum systems is that the required computational resources scale only polynomially with the size of the system. Based on this observation, a quantum algorithm for simulating locally interacting fermionic quantum systems, a phase estimation algorithm (PEA), was used [3, 4]. This opened up the possibility of conducting studies in quantum chemistry on quantum devices, and has been used to estimate molecular energies in various experiments [5–8].

While PEA predicts accurate energies, it will be difficult to use it for larger molecules on near-term quantum devices due to the fact that a deep circuit is required. A variational method, called the variational quantum eigensolver (VQE), was proposed [9–11]. This method requires a shallower circuit compared to PEA and has the advantage of mitigating systematic errors in quantum devices by using the degrees of freedom introduced by its variational parameters.

The power of quantum computing depends on various factors, such as the coherence time, the gate fidelities, and the gate operation times. The gate depth is one of the most important metrics, and there have been various studies for efficient state preparations by shortening the gate depth in the context of quantum chemistry simulation [12–15]. Another important metric is the number of qubits. In the second quantization picture of the molecular Hamiltonian, the Hilbert space is spanned by spin-orbital creation and annihilation operators. Under Jordan–Wigner or Bravyi–Kitaev [16, 17] transformations, electron states are mapped into qubit states where the number of spin orbitals and the number of qubits are the same. If we assume that a near-term quantum device will be equipped with 50–100 qubits,
such a device would be able to accommodate molecules ranging from propane (three carbon atoms) to heptane (seven carbon atoms) if we consider a family of simple alkane molecules with a minimal basis set, as shown in Fig. 1A. We note that it has been shown that one can reduce the number of qubits required to simulate a molecule by considering its symmetries [18, 19].

From a practical perspective, the molecular size we can simulate on such near-term devices will still be rather small for the purpose of materials design. For example, the molecular weight of heptane is 100 Da, and if we consider the approved drug molecules in DrugBank 5.0 [20], the ratio of molecules that weigh less than 100 Da is approximately 4%, as shown in Fig. 1B. Even with the rapid progress in the development of quantum devices, it is unlikely that we will be able to simulate the remaining 96% of the molecules directly on near-term quantum devices. It should also be noted that the above resource estimation is based on the minimal basis set, and, for a reliable prediction of energy, it is common practice to consider larger basis sets [21]. In such cases, the molecular size we can actually simulate will become even smaller.

Therefore, we are in need of an alternative strategy to simulate large molecules on quantum devices. Towards this end, in this paper we introduce and assess problem decomposition (PD) techniques that are developed in the area of quantum chemistry on classical hardware for quantum chemistry simulation on near-term quantum hardware. PD techniques are computational techniques for decomposing the target molecular system into smaller subsystems that require fewer computational resources, estimating the electronic structure of each subsystem, and then combining them to obtain the electronic structure of the entire system.

One of the first PD techniques to be employed in quantum chemistry is the divide-and-conquer (DC) technique proposed by Yang in 1991 [22]. Since then, a number of PD techniques have been proposed, such as the elongation method [23], the fragment molecular-orbital (FMO) method [24], the molecular fractionation with conjugate caps approach [25], and generalized X-Pol theory [26]. We refer the interested reader to the recent review about large-scale computations in chemistry [27].

In this study, our main interest is in the efficiency of PD techniques for near-term quantum devices, in terms of the number of qubits required and their applicability to studying molecules of a size relevant to industry. Although there have been previous studies focusing on large-scale quantum chemistry simulations on small-scale quantum computational resources using the dynamical mean-field theory (DMFT) [28] and the density matrix embedding theory (DMET) [29], to our knowledge, this is the first study to assess PD techniques for near-term quantum hardware from the perspective of practical applications, including the differentiation of conformers.

We note that the quantum gate depth, the other important metric of quantum hardware performance, is polynomially proportional to the size of molecule we simulate. Therefore, we can expect that the PD techniques not only decrease the number of qubits required, but make the gate depth shallower by decomposing the molecule into smaller subsystems. In addition, we note that it is possible to incorporate PD techniques into any other ideas for reducing the circuit depth, such as the use of a shallower state preparation ansatz [4, 9, 12–15, 30–32] in order to realize more-efficient quantum chemistry simulations on near-term quantum hardware.

This paper is organized as follows. In Sec. I, we introduce a framework for using PD in a hybrid architecture. We then further explain the hybrid quantum–classical VQE algorithm used to estimate the electronic structure of the resulting subsystems. In Sec. II, we describe the context of conformational comparisons and the metrics we used to assess PD techniques together with the molecular systems that we used. We conclude this section by providing a more detailed description of three PD methods we considered, as well as a brief explanation about computational tools and our setup. In Sec. III, we present the results. In Sec. IV, we estimate sampling errors and error tolerance of our
computational results. Sec. V concludes the paper by providing a summary of results and possible future work.

I. QUANTUM CHEMISTRY SIMULATION ON NEAR-TERM QUANTUM DEVICES

Near-term quantum computing hardware is characterized as noisy intermediate-scale quantum (NISQ) hardware. The primary reason behind this characterization is the absence of error correction. The number of qubits is too limited to enable error correction, while the coherence time is not sufficiently long and/or the gate fidelities are too low to allow for deep quantum circuits. Therefore, applications are limited to algorithms that are executable with shallow circuits. The importance of reducing the resources required for quantum computation is not limited to NISQ hardware. Even with digital universal quantum computers, fault-tolerant quantum resources will remain more scarce and expensive compared to classical resources. Thus, it is critical to think of quantum computers as co-processors for classical computers in a hybrid computing architecture. We call this quantum–classical hybrid computing. In order to maximize the advantage of using hybrid architectures, identifying how to decompose and distribute computing tasks across different hardware technologies becomes essential. Therefore, studying the impact of PD is important not only from a resource-reduction perspective, but is indispensable for the practical and scalable applications of future digital quantum computing hardware.

In this section, we introduce a high-level picture for a quantum–classical hybrid computing platform in the context of quantum chemistry simulations, and describe how variational algorithms and, in particular, the VQE algorithm fits into this picture. In order to design a hybrid architecture, it is important to assess how the PD techniques are able to efficiently decompose and accurately represent the original problem. Therefore, we propose a test application for assessing and comparing the effectiveness of these approaches.

A. The proposed quantum–classical hybrid framework

PD has always been an advantageous strategy for solving large, complex problems with limited computational resources. Not only does it break down the problem into components which can be less complex than the original problem, it makes it easy to parallelize the computational effort. The idea of using PD to establish a more efficient use of quantum computing resources in a hybrid architecture of quantum and classical devices was proposed earlier in the context of solving classical combinatorial optimization problems as well [33].

![Diagram of hybrid framework](image)

**FIG. 2.** A conceptual and schematic illustration of the hybrid framework of leveraging PD in quantum chemistry simulation. The reader should note that there are two levels of hybridization in this approach: the PD of the target molecule is performed on a classical computing device, and the more complex problem of simulating each subproblem is handled by the quantum algorithm. In this particular example, the quantum algorithm itself is a hybrid quantum–classical variational algorithm that iterates between expectation estimation using a quantum device and parameter optimization using a classical device. The PD technique dictates how different components of this framework are implemented and incorporated. Depending on the PD technique, the electronic structure of subsystem is solved iteratively by refining the effective Hamiltonian.

We propose a general hybrid quantum–classical framework for the simulation of large chemical compounds. The specifics of this framework depend on the chosen PD technique. As we will see in Sec. II C, different PD techniques...
break down the problem based on different concepts and, consequently, they have different approaches for aggregating the solution of each component to the solution for the original problem. Despite these differences, a common concept among all PD techniques is the use of a classical algorithm to break the computational task into subproblems. This is conceptually illustrated using smaller pieces of the original molecule in Fig. 2. Then, the simulation of each subproblem is addressed using a quantum approach. Depending on the structure of the PD technique used, it may or may not be possible to parallelize the simulation of a plurality of subproblems. After each subproblem has been simulated, the results are combined on the classical computer and compiled to recreate a simulation of the large molecule.

As mentioned earlier, there exist different quantum algorithms for estimating the total energy of a molecule (or, in this case, a fragment of a molecule). Recently, there has been a lot of interest in understanding variational algorithms, thanks to the fact that they require a shallower circuit for execution on quantum hardware, hence their applicability to near-term quantum devices. Using the same argument, we use the VQE algorithm for the purpose of this study. However, a certain class of PD ideas is also easily compatible and able to be integrated with the use of a PEA.

The VQE algorithm is a hybrid method wherein both quantum and classical computing resources are used to perform an estimation of total energy (see Fig. 2). The basic steps in the VQE algorithm are as follows. We start with an initial state such as the Hartree–Fock state \( |\psi_0\rangle \). A quantum device makes a unitary transformation \( U(\vec{t}) \) characterized by variational parameters \( \vec{t} \) on the initial state: \( |\psi(\vec{t}_1)\rangle = U(\vec{t}_1) |\psi_0\rangle \). There are various possibilities for this unitary transformation \( U(\vec{t}) \), such as a unitary coupled cluster [9–11] and the low-depth gate ansatz [34]. We then measure the energy \( E_i = \langle \psi(\vec{t}_i) | H | \psi(\vec{t}_i) \rangle \), where \( H \) is a molecular Hamiltonian represented using qubits. The energy value and the variational parameters \( \vec{t}_i \) are sent to a classical device where a classical optimizer returns a set of updated variational parameters \( \vec{t}_{i+1} \) that could provide a lower energy than \( E_i \). A quantum device then generates a new quantum state with the new variational parameters \( |\psi(\vec{t}_{i+1})\rangle = U(\vec{t}_{i+1}) |\psi_0\rangle \). We repeat this process until the energy converges. The energies of various small molecules such as \( \text{H}_2 \), \( \text{LiH} \), and \( \text{BeH}_2 \) have been computed on quantum devices using the VQE algorithm [19, 31].

II. METHODOLOGY AND EXPERIMENT SETUP

A. Metrics for assessing problem decomposition techniques

When we try to simulate large molecules, there is another challenge outside of the high computational cost, that is, the degree of conformational freedom. In general, the degree of conformational freedom increases superlinearly as the number of atoms increases, and many of them lie within a very small energy window. For example, in the case of proteins, globally different structures of the same protein lie within a few \( k_B T \) of each other [35]. Therefore, for practical applications such as materials design, it is essential to distinguish the different conformers and select the appropriate conformers on which to work. Hence, a PD method for large molecules has to have not only the features to reduce the computational resources required and to predict a reasonably accurate total energy, but also the capability to distinguish different conformers. With this in mind, in the present study, we generate samples of conformers of a target molecule and then perform the energy calculation both with and without using PD techniques for each conformer to create a scatter plot between these two energies. Then, we assess the PD methods based on: 1) the ratio between the number of qubits for PD and that for the full system; 2) the mean absolute deviation (MAD) between energies with and without a PD technique; and 3) the Pearson correlation coefficient \( \rho_P \) and Spearman’s rank correlation coefficient \( \rho_S \) between energies with and without using a PD technique.

We note that the following assessments are all based on classical quantum chemistry calculations on classical computers, as the ideal case for a noiseless quantum computer. The number of qubits estimation is done within the framework of second quantization picture.

B. Molecular systems examined

We considered three straight-chain alkanes larger than heptane: octane (eight carbon atoms), decane (10 carbon atoms), and dodecane (12 carbon atoms) (see Fig. 3). The molecular geometries were generated using Open Babel [36] (version 2.4.1) from SMILES strings and their conformers were generated with a Confab [37] module implemented in Open Babel using the default parameters (an RMSD cutoff of 0.5 Å, and an energy cutoff 50 kcal/mol). The numbers of conformers generated were 52, 294, and 1694, respectively, for octane, decane, and dodecane.
C. Problem decomposition methods examined

We carried out total energy calculations using the coupled cluster theory with single and double excitations (CCSD) with a PD technique, and compared the result with the exact (i.e., without a PD technique) CCSD calculation. As for the PD technique, we examined the DC approach [38], the FMO method [39], and DMET [40, 41]. We provide a brief introduction to each PD technique below.

1. The fragment molecular-orbital method

In the FMO method, the target molecule is fragmented by detaching the bond-connecting fragments. The details of the fragmentation can be found elsewhere [42]. Once the fragments have been detached from each other, fragment calculations are performed via a regular ab initio calculation of each fragment with the electrostatic potential coming from all remaining fragments. In the case of two-body FMO method, that we use in the present study, the total energy is expressed as

\[ E_{\text{FMO}} = \sum_I E_I + \sum_{I>J} [(E_{IJ} - E_I - E_J)] , \] (1)

where \( E_I \) is the total energy of the monomer fragment, and \( E_{IJ} \) is the total energy of the dimer fragment. In order to determine the molecular orbital of each fragment, all monomer calculations are repeated until self-consistency is reached by updating the electrostatic potential, and for the dimer energy estimation, the electrostatic potential that was converged in the monomer calculation is used. The correlation energy of the total system is defined in a similar...
manner,

\[ E_{\text{FMO-corr}} = \sum_i E_i^{\text{corr}} + \sum_{i>j} [(E_{ij}^{\text{corr}} - E_i^{\text{corr}} - E_j^{\text{corr}})], \]

and the correlation calculation does not involve the self-consistency loop over the fragments, because the electrostatic potential that was converged in the monomer calculation above is used.

Using the FMO technique to estimate the correlation energy of large molecules is attractive from the viewpoint of quantum chemistry simulations on a quantum computer for the following reasons: (1) it requires the energy to be measured only once for each fragment (monomers and dimers) since the result of energy measurement of one fragment does not affect the energy measurement of the other fragments; and (2) it is applicable to both PEA and VQE algorithms since it does not require information about state vectors and depends only on the energy of the subsystems.

2. **The divide-and-conquer approach**

In the DC approach, we decompose the molecule into the subsystems composed of the fragment and the buffer region that surrounds the fragment. The density matrix of the entire system \( \mathbf{D} \) is represented in terms of the density matrices of the subsystems \( \alpha \) as

\[ D_{\mu\nu} \approx D_{\mu\nu}^{\text{DC}} = \sum_\alpha D_{\mu\nu}^\alpha, \]

where \( \mu \) and \( \nu \) are the atomic orbitals (bases). In the DC approximation, the local density matrix of subsystem \( \alpha \) is defined as

\[ D_{\mu\nu}^\alpha = 2p_{\mu\nu}^{\alpha} \sum_q f_\beta(\epsilon_\nu - \epsilon_q)C_{\mu q}^{\alpha}C_{\nu q}^{\alpha*}, \]

where the partition matrix \( p_{\mu\nu}^{\alpha} \) is defined as

\[ p_{\mu\nu}^{\alpha} = \begin{cases} 1 & \text{for } \mu \in \text{fragment and } \nu \in \text{fragment} \\ \frac{1}{2} & \text{for } \mu \in \text{fragment and } \nu \in \text{buffer, or vice versa} \\ 0 & \text{otherwise.} \end{cases} \]

\( \epsilon_q \) and \( C_{\mu q}^{\alpha} \) are obtained by solving the Hartree–Fock equation for the subsystem \( \alpha \). \( f_\beta(x) \) and \( \epsilon_\nu \) are the Fermi function and the Fermi level, respectively. \( \epsilon_\nu \) is globally determined after solving the Hartree–Fock equation for all subsystems to ensure that the total number of electrons in all fragments adds up to the number of electrons in the full system. Then, the Fock operator for the subsystem is reconstructed by using the local density matrix with the determined Fermi level, the calculations are iterated until convergence, and, finally, we obtain the density matrix of the total system using Eq. 3. As can be seen, the DC-based Hartree–Fock calculation provides the molecular orbital in each subsystem; therefore, it will be straightforward to obtain the correlation energy corresponding to the subsystem. However, the simple summation of the correlation energies over all subsystems cannot be considered the correlation energy of the entire system because subsystems overlap with each other due to the existence of buffer regions. Therefore, in the DC-based correlation calculation, the correlation energy corresponding to the fragment region is extracted by rewriting the correlation energy as the sum of the atomic contributions.

As in the case of the FMO technique for the correlation energy, the DC technique requires the energy to be measured only once for each subsystem, since the result of energy measurement of one subsystem does not affect the energy measurement of the other subsystems, which is beneficial for quantum chemistry simulation on quantum hardware. However, the existence of the process to rewrite the correlation energy as the sum of the atomic contributions based on the information of the density matrix will hamper the utilization of PEA, and the VQE algorithm will become the appropriate choice for the DC technique.
3. The density matrix embedding theory

In the framework of DMET [40], we first assume that we are given the exact ground state $|\Psi\rangle$ for the system, and then perform the Schmidt decomposition of this wave function,

$$|\Psi\rangle = \sum_{i} \lambda_{i} |\alpha_{i}\rangle |\beta_{i}\rangle,$$

(6)

where $|\alpha\rangle$ represents the part of the system in which we are interested, that is, the fragment, and $|\beta\rangle$ represents the rest of the system to which we refer as the “bath” for the fragment. $N_A$ and $N_B$ are the sizes of the Hilbert space of the fragment and the bath, respectively. With these two states, we can define the embedding Hamiltonian as

$$\hat{H}_{\text{emb}} = \sum_{ijkl} |\alpha_{i}\rangle |\beta_{j}\rangle \langle \alpha_{k}| \langle \beta_{l}| \hat{H} |\alpha_{k}\rangle |\beta_{l}\rangle,$$

(7)

which has the same ground state of the Hamiltonian as the full system $\hat{H}$. This is an exact result but is purely formal, because we require knowledge of the state $|\Psi\rangle$ of the full system to construct the bath states $|\beta\rangle$. In order to make this framework practical, DMET suggests that we construct the bath from an approximated state of $|\Psi\rangle$, and then use this approximated bath in a subsequent highly accurate calculation of the embedding Hamiltonian for each fragment. By convention, the exact ground state $|\Psi\rangle$ is replaced with a mean-field (i.e., Hartree–Fock) wave function.

In DMET, the full system Hamiltonian to yield the mean-field solution is generally augmented with the correlation potential, but in the present study we use single-shot embedding [41], where the correlation potential is set to zero. As described above, the resulting mean-field density matrix is used to define the bath states, and then used to construct the embedding Hamiltonian. Each embedding Hamiltonian yields a wave function for each fragment based on a highly accurate method (CCSD in the present study), and the total number of electrons in all local fragments is obtained as a sum of local fragment traces of the high-level, one-particle density matrix. In order to ensure that the total number of electrons in all fragments adds up to the number of electrons in the full system, the chemical potential $\mu$ is introduced,

$$\hat{H}_{\text{emb}}^I \leftarrow \hat{H}_{\text{emb}}^I - \mu \sum_{r \in I} \hat{a}_{r}^\dagger \hat{a}_{r},$$

(8)

where $\hat{H}_{\text{emb}}^I$ is the embedding Hamiltonian for the fragment $I$, and $\hat{a}_{r}^\dagger$ and $\hat{a}_{r}$ are the creation and the annihilation operators, respectively. In the case of the single-shot embedding, the DMET calculation runs by updating the chemical potential in the embedding Hamiltonian until the total number of electrons in all fragments adds up to the number of electrons in the full system.

The necessity for a one-particle density matrix of the embedding Hamiltonian makes the VQE algorithm an appropriate quantum algorithm for the DMET calculation.

D. Computational details

GAMESS [43] (R1 release: April, 2017) was used for the FMO and DC method calculations, and QC-DMET [44] code and PySCF [45] (version 1.3.5) were used for the DMET calculation. For octane, 6-31G [46], cc-pVDZ [47], and cc-pVTZ [47] basis sets were examined, and for decane and dodecane, only 6-31G was used, based on the efficiency consideration discussed below.

In order to estimate the number of qubits required to perform the PD calculations on quantum hardware, we used the following procedures. **FMO:** The number of molecular orbitals required for the dimer calculation involving the two largest fragments (two terminal methyl groups in the present case) was doubled to obtain the number of qubits. **DC:** The number of atoms that are covered by the buffer, the sphere of 4 Å radius centred at atoms in the target fragment, varies depending on the octane conformation and the position of the target fragment, and therefore the number of molecular orbitals in the DC calculation also varies. We identified the largest number of orbitals used to perform the DC calculations for all conformers, and doubled it to obtain the number of qubits. **DMET:** We followed a localization strategy that is based on the intrinsic atomic orbital construction described in Ref. [41]. We identified the largest number of correlated orbitals used in the DMET calculations, and doubled it to obtain the number of qubits.
III. RESULTS AND DISCUSSION

A. Comparison between problem decomposition techniques for the octane molecule

Fig. 5 shows scatter plots between CCSD energy with the FMO method (A), the DC approach (B), and DMET (C), and the exact CCSD energy for 52 conformers of octane. All of the energies are in hartrees. In the present PD calculations, we considered the group consisting of one carbon atom and the hydrogen atoms bonded to it as one fragment. In order to construct the buffer region in the DC method, we used the dual-buffer, DC-based correlation scheme [38], where we considered the atoms included in spheres with a 12 Å radius centred at atoms in the target fragment for Hartree–Fock calculation, and a 4 Å radius for the CCSD calculation. To estimate the number of qubits required, we considered the computational cost required for the correlation energy calculation. The orange line in the plots serves as a visual guide for the linear regression calculation. Table I summarizes the ratio (the number of qubits required to perform quantum chemistry simulations with the PD technique divided by those without the PD technique), MAD (in hartrees), $\rho_P$, and $\rho_S$ for each PD technique.

As can be seen, the FMO method showed a negative correlation, while the reduction in the number of qubits is significant (around a 70% reduction), which is suitable for near-term devices with 50–100 qubits. However, we observed that the FMO method provides good correlations when a larger basis set was used (cc-pVDZ: MAD = 2.2, $\rho_P = 0.86$, and $\rho_S = 0.84$; cc-pVTZ: MAD = 1.4, $\rho_P = 0.79$, and $\rho_S = 0.77$, see Fig. 6A and B), suggesting that the negative correlation with the 6-31G basis set most likely originated from the basis set superposition error when the interaction energies between monomer fragments were estimated. Furthermore, we observed that the performance of the FMO method with the 6-31G basis set significantly improves when we use the fragment that includes two carbon atoms and the hydrogen atoms bonded to them (MAD = 0.04, $\rho_P = 0.83$, and $\rho_S = 0.73$), as shown in Fig. 6C. Considering the number of qubits required to perform the calculations shown in Fig. 6, the present observation suggests that it is desirable to have access to a quantum hardware device with more than 100 qubits in order to exploit the ability of the FMO method.

The results show that the DC technique provides reliable MAD, $\rho_P$, and $\rho_S$ values for octane; however, the number of qubits required to perform the DC correlation calculation with a 4 Å buffer requires almost the same number of qubits as for the whole system. This means that the sphere with a 4 Å radius centred at atoms in the target fragment covers almost the entire octane molecule, and, therefore, DC does not present a clear advantage in terms of efficiency. However, if DC can maintain its accuracy when we target the large molecular system in which the sphere with a 4 Å radius becomes sufficiently small compared to the full system size, then the DC approach will be able to show good efficiency and become a good PD candidate for implementation on quantum devices. As more than 200 qubits are needed to accommodate the 4 Å buffer in the case of heptane, the DC method would begin to become beneficial on quantum hardware equipped with 200–300 qubits. Note that we tried the DC method with a smaller buffer size; however, we observed some numerical instability and, in many cases, the calculation of CCSD diverged.

Among the PD techniques examined, DMET was found to be the most reliable PD approach for octane. It reduces the qubit requirement by around 80%, which is suitable for devices with 50–100 qubits. MAD, $\rho_P$, and $\rho_S$ were also reasonably good. Therefore, we decided to further examine DMET to see how the fragment size and the basis set size can change its efficiency (see the following subsection).

FIG. 5. Scatter plots of CCSD energy with the FMO method (A), the DC approach (B), and DMET (C), and the exact CCSD energy. The orange lines serve as guides for the eye.
TABLE I. Comparison of PD techniques for octane. The number of qubits required was estimated based on the second quantization picture of the molecular Hamiltonian with the 6-31G basis set.

|           | FMO   | DC   | DMET  |
|-----------|-------|------|-------|
| Ratio     | 60/216| 212/216| 46/216|
| MAD       | 1.5   | 0.0028| 0.075 |
| $\rho_P$  | -0.57 | 0.97  | 0.96  |
| $\rho_S$  | -0.28 | 0.97  | 0.86  |

FIG. 6. Scatter plots of the exact CCSD energy and the CCSD energy using the FMO method with cc-pVDZ (A) and cc-pVTZ (B) basis sets. (C) Scatter plot of the exact CCSD energy and the CCSD energy using the FMO method with the 6-31G basis set and with the fragment that includes two carbon atoms and the hydrogen atoms bonded to them.

B. Basis set size and fragment size dependency of the density matrix embedding theory

In the previous assessment, we used a small fragment size that involves only one carbon atom (and the hydrogen atoms bonded to it) and the 6-31G basis set. In this subsection, we vary the fragment size as well as the basis set size in order to identify the most efficient combination between the fragment size and the basis set size for octane. For the fragment size, we consider the fragments that involve one-, two-, and four-carbon atoms (and the hydrogen atoms bonded to them), and for the basis set, we consider 6-31G, cc-pVDZ, and cc-pVTZ. Therefore, we have nine combinations in total. The results are summarized in Fig. 7 and in Table II. Overall, DMET performs reasonably well for all of the combinations, and we observe a general trend where the increase in the fragment size increases the accuracy in terms of MAD. However, there seems to be a trend that both the Pearson correlation coefficient and Spearman’s rank correlation coefficient drop slightly as the fragment size increases. In addition, it seems that using large basis sets does not always yield better performance in the present case. As a result, the combination of the smallest fragment size (1C) and the smallest basis set size (6-31G) seems to be the most efficient combination. In order to make it clearer, we defined the efficiency index $I_{\text{eff}}$ as $(\rho_P \times \rho_S) / \text{MAD/Ratio}$, where larger $I_{\text{eff}}$ means more efficiency. Then, it was confirmed that the combination of 1C and 6-31G has the highest $I_{\text{eff}}$ among the nine combinations. In the following subsection, we examine DMET with this combination to see if it works for even larger molecules.

C. Performance of the density matrix embedding theory for decane and dodecane molecules

In this subsection, we consider decane and dodecane molecules and examine the performance of DMET with the combination of fragments involving one carbon atom (and the hydrogen atoms bonded to it) and the 6-31G basis set that provided the highest efficiency index in the previous section. We can see from Fig. 8 and Table III that DMET works reasonably well even when the molecular size and the number of conformers were increased (294 and 1694 conformers, respectively, for decane and dodecane), indicating that DMET has strong potential to help realize practical quantum chemistry simulations on near-term quantum devices.
FIG. 7. Scatter plots of CCSD energy with DMET and the exact CCSD energy. “1C”, “2C”, and “4C” in parentheses indicate that the DMET calculation was performed with fragments involving one-, two-, and four-carbon atoms (and the hydrogen atoms bonded to them), respectively. The fragment size increases along the horizontal axis from left to right. The basis set size increases along the vertical axis from top to bottom.

IV. SAMPLING ERROR ESTIMATION

In quantum chemistry simulations on quantum devices, we need to take into account sampling errors: the expectation values of observables such as the Hamiltonian and the electron number operator will be distributed around the desired values with finite variances, which become zero only in the large sampling number limit. In this section, we investigate how these sampling errors affect our results.

A. Sampling error in the fragment molecular-orbital and divide-and-conquer methods

In the FMO and DC methods, the correlation energy of each fragment is computed independently from the rest of the fragments. To explain, let us consider the energy estimation in the FMO method. For each fragment energy
TABLE II. Ratio, MAD, $\rho_P$, $\rho_S$, and $I^{\text{eff}}$ of DMET calculations for the nine combinations of three fragment sizes and three basis sets for octane.

|         | 1C              | 2C              | 4C              |
|---------|-----------------|-----------------|-----------------|
| 6-31G   | Ratio = 46/216  | Ratio = 86/216  | Ratio = 158/216 |
|         | MAD = 0.075     | MAD = 0.084     | MAD = 0.047     |
|         | $\rho_P$ = 0.96 | $\rho_P$ = 0.87 | $\rho_P$ = 0.89 |
|         | $\rho_S$ = 0.86 | $\rho_S$ = 0.87 | $\rho_S$ = 0.84 |
| $I^{\text{eff}}$ | = 52           | = 23            | = 22            |
| cc-pVDZ | Ratio = 74/404  | Ratio = 136/404 | Ratio = 252/404 |
|         | MAD = 0.10      | MAD = 0.086     | MAD = 0.048     |
|         | $\rho_P$ = 0.93 | $\rho_P$ = 0.77 | $\rho_P$ = 0.85 |
|         | $\rho_S$ = 0.88 | $\rho_S$ = 0.81 | $\rho_S$ = 0.83 |
| $I^{\text{eff}}$ | = 45           | = 22            | = 24            |
| cc-pVTZ | Ratio = 160/984 | Ratio = 290/984 | Ratio = 542/984 |
|         | MAD = 0.14      | MAD = 0.099     | MAD = 0.052     |
|         | $\rho_P$ = 0.83 | $\rho_P$ = 0.66 | $\rho_P$ = 0.74 |
|         | $\rho_S$ = 0.81 | $\rho_S$ = 0.70 | $\rho_S$ = 0.70 |
| $I^{\text{eff}}$ | = 30           | = 16            | = 18            |

FIG. 8. Scatter plots of CCSD energy with DMET and the exact CCSD energy for decane (A) and dodecane (B).

estimation of $E_I$ or $E_{IJ}$, there is a sampling error. Let us denote the fragment Hamiltonian $\hat{H}_I$ as

$$\hat{H}_I = \sum_{i,j,...} h_{i,j,...}^I \sigma_i \otimes \sigma_j \otimes \cdots,$$

with Pauli matrices $\sigma_i$. Since the expectation value of the tensor product of Pauli matrices $(\sigma_i \otimes \sigma_j \otimes \cdots)$ is in $[-1, 1]$, the variance of the expectation value of each term $h_{i,j,...}^I \sigma_i \otimes \sigma_j \otimes \cdots$ is bounded by $|h_{i,j,...}^I|^2$. Therefore, the variance of the expectation value of $\hat{H}_I$ is bounded as

$$\text{Var}(\langle \hat{H}_I \rangle) \leq \sum_{i,j,...} \frac{|h_{i,j,...}^I|^2}{M_I}.$$  

TABLE III. Ratio, MAD, $\rho_P$, and $\rho_S$ for decane and dodecane.

|         | Decane   | Dodecane |
|---------|----------|----------|
| Ratio   | 46/268   | 46/320   |
| MAD     | 0.097    | 0.12     |
| $\rho_P$| 0.94     | 0.92     |
| $\rho_S$| 0.88     | 0.89     |
FIG. 9. Pearson and Spearman’s rank correlation coefficients (A and B, respectively) for different sampling error levels for octane. The results are based on the bootstrap approach, where a normal distribution is assumed and its mean is equal to the ideal, error-free case. The standard deviation $\sigma$ for the sampling error varies from 0.001 to 0.02 hartrees. The solid line shows the mean of the correlation coefficients, and the shaded region indicates the standard deviation of the correlation coefficients from the mean.

Here, $M_I$ is the number of samples used to estimate $\langle \hat{H}_I \rangle$. We assume that estimation of each term is done independently so that the covariance is zero. If we group the tensor product of Pauli matrices so that all the elements of each group commute each other, then we can estimate the expectation values of all the terms in each group at the same time. In this case, the covariance will take non-zero values. We repeat a similar analysis for each fragment Hamiltonian $H^I$ and $H^{IJ}$. The variance of the total energy is then

$$\text{Var}(\langle \hat{H}^{\text{FMO}} \rangle) \leq \sum_{A \in \{I, J\}} \sum_{i,j,...} \frac{\langle \hat{h}_{i,j,...} \rangle^2}{M_A}.$$  \hspace{1cm} (11)

If we fix the number of samples for all of the fragments to $M$, the variance is inversely proportional to $M$.

B. Sampling error in the density matrix embedding theory

In the quantum simulation of DMET, we estimate the fragment energy $\langle \hat{H}_I \rangle$ as well as the electron number $\langle \hat{N}_I \rangle = \sum_{r \in A_I} \langle \hat{a}_r^\dagger \hat{a}_r \rangle$ by using the VQE algorithm. Note that in most cases, the terms $\hat{a}_r^\dagger \hat{a}_r$ are included in $\hat{H}_I$. In those cases, there is no need to measure $\hat{N}_I$ independently.

Now the sampling error comes in the measurements of the fragment Hamiltonian as well as the number of electrons for each fragment. The variance for the expectation value of the electron number in the fragment $I$ is bounded as

$$\text{Var}(\langle \hat{N}_I \rangle) \leq \frac{N_I^{\text{so}}}{M_I},$$  \hspace{1cm} (12)

where $N_I^{\text{so}}$ is the number of spin orbitals in the fragment $I$. We change the chemical potential based on the measured value of $N = \sum_I \langle \hat{N}_I \rangle$. Due to the sampling error, the fragment Hamiltonian we use contains an error in its form. This is why the sampling errors in DMET are non-trivially involved in the resulting total energy and, in general, they would no longer have a simple form proportional to the inverse of $M$.

In the present error estimation, we hypothesize the situation in which we run DMET starting from the optimal chemical potential, so that the error propagation between fragments does not occur. In this hypothetical situation, the sampling error analysis becomes exactly the same as in the case of the FMO and DC methods. The sampling error analysis of DMET will need to be revisited in the future, taking into account the error propagation.
C. Error tolerance

Based on the above analysis, we examine how the correlation coefficients $\rho_P$ and $\rho_S$ change depending on the sampling error represented by the standard deviation values. For the error estimation, we consider the DMET result for octane (Fig. 5C) as an example of the PD result and as the ideal case in which there is no sampling error. We assume that the PD energies measured many times with the sampling error will form a normal distribution with their mean equal to the ideal, error-free case (this assumption holds if the sampling error does not propagate between the fragments). In the present analysis, we consider the range of standard deviation $\sigma$ between 0.001 to 0.02 hartrees. Around each point in Fig. 5C, we draw 20,000 samples that follow the normal distribution with a target standard deviation $\sigma$, and then calculate the mean correlation value, and the standard deviation of correlation values. We note that, in the interest of simplicity, the same $\sigma$ was assumed for all points in Fig. 5C. As can be seen in Fig. 9, the correlation between the PD energy and the exact energy decreases gradually as the sampling error level increases. For example, $\rho_P$ drops from 0.96 to 0.74 and $\rho_S$ drops from 0.86 to 0.70 when $\sigma$ becomes 0.005 hartrees. Therefore, it is essential to take into consideration the sampling error when we implement PD techniques on near-term quantum devices and utilize them for practical applications.

V. CONCLUDING REMARKS

Quantum chemistry simulation on a quantum device hold a significant potential to accelerate the materials design process by accurately predicting the various functionalities of a given material. However, the power of quantum computing depends on various factors of the device, such as the gate depth and the number of qubits, and, although recent progress in the development of quantum devices has been remarkable, it is unlikely that we can directly perform quantum chemistry simulations of the size of molecules relevant to industry on near-term quantum hardware.

In the present study, we have proposed an alternative strategy for efficiently simulating large molecules on quantum devices based on the hybrid quantum–classical framework of leveraging problem decomposition (PD) techniques in quantum chemistry. PD techniques are a set of computational technique for decomposing a target molecular system into smaller subsystems requiring fewer computational resources. Using these techniques, we estimate the electronic structure of each subsystem, and combine the subsystems to obtain the electronic structure of the whole system.

We investigated three popular PD techniques for the hybrid framework: the fragment molecular-orbital (FMO) method, the divide-and-conquer (DC) approach, and the density matrix embedding theory (DMET). To examine these PD techniques, we targeted the straight-chain octane molecule, generated the 52 conformations octane can take, and assessed the performance of PD techniques from the viewpoints of: 1) the ratio between the number of qubits required for PD and that for the full system; 2) the mean absolute deviation; and 3) the Pearson correlation coefficient and Spearman’s rank correlation coefficient. All of the PD techniques considered here showed good performance with the different range of computational resource requirements. Our assessment suggested that the FMO and DC methods would become interesting candidates to implement in our hybrid framework if we were given access to quantum hardware equipped with more than 100 qubits. The analysis also demonstrated that DMET would show the efficiency on quantum hardware with 50–100 qubits, and we observed reasonable performance of DMET when the molecular size and the number of conformers is greater as in the case of decane (294 conformers) and dodecane (1694 conformers).

However, the assessments above were all based on classical quantum chemistry calculations performed on classical computers, and in the execution of quantum chemistry simulations on a quantum device, the measurement of expectation values can inherently involve sampling error. Therefore, we next investigated how the sampling error changes the predictive performance of PD techniques based on a simple error analysis, and observed that the performance of the PD technique gradually decreases as the sampling-error level increases. The present analysis addresses the importance of taking into consideration the sampling error when developing a hybrid framework with PD techniques, and the necessity of more-comprehensive error analysis for PD techniques in future work.

One of our main focuses was on the reduction of the number of qubits when decomposing the full molecular system into smaller subsystems. However, we note that the quantum gate depth, the other important metric of quantum hardware performance, is, in general, proportional to the size of molecule we simulate. Therefore, we expect that the present framework can also help to make the quantum circuit shallower. In addition, our hybrid framework based on PD techniques is able to be integrated into any other ideas for reducing circuit depth. In this way, we envision that our framework contributes to the paving of a road towards practical quantum chemistry simulation at a scale close to the size of molecules relevant to industry on near-term quantum hardware.
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