Crossing probability and number of crossing clusters in off-critical percolation
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Abstract
We consider two-dimensional percolation in the scaling limit close to criticality and use integrable field theory to obtain universal predictions for the probability that at least one cluster crosses between opposite sides of a rectangle of sides much larger than the correlation length and for the mean number of such crossing clusters.
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1. Introduction
Remarkable results have been obtained over the last two decades for crossing clusters in two-dimensional percolation at its critical point $p_c$. In particular, following the numerical study of [1], Cardy [2] used conformal field theory to derive an exact formula for the crossing probability $P_c$ that, in the continuum limit, at least one cluster spans between the horizontal sides of a rectangle\textsuperscript{3}, a result later proved rigorously by other methods [5]. Cardy also determined the mean number $\bar{N}_v$ of crossing clusters [6, 7].

For a rectangle of width $L$ and height $R$, as a consequence of scale invariance, both $P_c$ and $\bar{N}_v$ depend at $p_c$ only on the aspect ratio $R/L$. In this communication, we consider these quantities in the scaling limit close to $p_c$, where, due to the presence of a finite correlation length $\xi$ (much larger than the lattice spacing), they separately depend on $L/\xi$ and $R/\xi$. We consider the limit $L \gg \xi$ and use boundary-integrable field theory to determine the mean number of vertically crossing clusters, i.e. the clusters which span between the sides of the rectangle separated by the distance $R$, in the limit $R \gg \xi$. The result that we obtain below $p_c$ is given in (48) and (49). On the other hand, we can observe that for $R \to \infty$ below $p_c$ vertical

\textsuperscript{3} See [3] for the probability of simultaneous horizontal and vertical crossing. At $p_c$, results for the rectangular geometry are connected by conformal symmetry to other simply connected domains [2, 4].
crossing becomes extremely rare, so that \( P_v \equiv \text{Prob}(N_v > 0) \sim \text{Prob}(N_v = 1) \sim \bar{N}_v \); from the leading term in (48), we then obtain, for the vertical crossing probability in the scaling limit below \( p_c \), the universal result

\[
P_v(L, R) \sim A L^{\xi} e^{-R/\xi}, \quad L \gg \xi, \quad R \gtrsim L,
\]

where

\[
A = \frac{1}{2} (3 - \sqrt{3}).
\]

The correlation length \( \xi \) we refer to is defined by the decay of the probability \( P_2(r) \) that two points separated by a distance \( r \) are in the same finite cluster:

\[
P_2(r) \propto r^{-a} e^{-r/\xi}, \quad r \to \infty,
\]

with \( a = 1/2 \) below \( p_c \) and \( a = 2 \) above \( p_c \) \[8\]; \( \xi \) is related to the mass \( m \) appearing in (48) and throughout the communication as

\[
\xi = \begin{cases} 
1/m, & p < p_c, \\
1/2m, & p > p_c.
\end{cases}
\]

We also give a direct derivation of (1), which also yields the next term, given in (51), in the large \( R \) expansion. The corresponding results in the scaling limit above \( p_c \) are given in (47) and (52).

It has been previously known \[9, 10\] that for \( R = L \gg \xi \), the crossing probability is a function of \( L|p - p_c|^\nu \), which decays exponentially to zero below \( p_c \) and to 1 above \( p_c \), a feature investigated numerically in \[10–13\].

We will start the analysis recalling in the next section the relation with the \( q \)-state Potts model and explaining how the latter is described in the scaling limit within the framework of boundary-integrable field theory. In section 3, we take the limit \( q \to 1 \) relevant for percolation and determine the quantities of our interest.

### 2. Mapping to the Potts model and field theory

It is well known that an efficient theoretical approach to random percolation is to consider it as a limiting case of the \( q \)-state Potts model defined by the lattice Hamiltonian \[14, 15\]

\[
\mathcal{H} = -J \sum_{\langle i, j \rangle} \delta_{s_i, s_j}, \quad s_i = 1, \ldots, q.
\]

The partition function \( \sum_{\{s\}} e^{-\mathcal{H}} \) admits the expansion \[16\] \( \sum_{\mathcal{G}} p^\mathcal{G} (1 - p)^{\bar{\mathcal{G}}} q^{N_{\text{loops}}} \) over bond configurations \( \mathcal{G} \), where \( p = 1 - e^{-J} \), \( n \) is the number of bonds in \( \mathcal{G} \), \( \bar{n} \) is the complement to the total number of edges, and each cluster formed by adjacent bonds contributes a factor \( q \) corresponding to the number of colors\(^4\) it can take; for \( q \to 1 \), configurations are weighted as required for bond percolation. The above expression for the partition function holds as it is for free (f) boundary conditions. If instead the color of the spins on a boundary is fixed to be \( \alpha \), the clusters touching that boundary can take only the color \( \alpha \) and do not contribute any factor \( q \) to the weight. In particular, if we denote by \( Z_{\text{ff}}^{\alpha \alpha} \) the Potts partition function on a rectangle with boundary conditions \( u, d, l \) and \( r \) on the upper, lower, left and right boundaries, respectively, then, as already noted in \[6, 7\], we have

\[
Z_{\text{ff}}^{\alpha \alpha} = \sum_{\mathcal{G}} p^\mathcal{G} (1 - p)^{\bar{\mathcal{G}}} q^{N_0}, \quad Z_{\text{ff}}^{ff} = \sum_{\mathcal{G}} p^\mathcal{G} (1 - p)^{\bar{\mathcal{G}}} q^{N_v + N_a + N_l + N_r},
\]

\(^4\) Different values of the Potts spins can conveniently be associated with different colors. The Hamiltonian (5) is invariant under permutations of the colors.
Figure 1. The different types of clusters which, depending on boundary conditions, determine the $q$-dependence of the Potts partition functions (6)–(7).

\[ Z_{ff}^{\alpha f} = \sum_{G} p^g (1 - p) \bar{n}^N_{b}, \quad Z_{ff}^{\alpha} = \sum_{G} p^g (1 - p) \bar{n}^N_{b}, \quad \text{(7)} \]

where $N_b$ is the number of clusters which do not touch the horizontal boundaries, $N_u$ ($N_d$) is the number of clusters which touch the upper (lower) but not the lower (upper) boundary, and $N_v$ the number of those touching both horizontal boundaries (see figure 1). It follows that the mean number of vertically crossing clusters can be written as

\[ \bar{N}_v = \lim_{q \to 1} \partial_q \log \frac{Z_{ff}^{\alpha f}}{Z_{ff}^{\alpha}}. \quad \text{(8)} \]

Since boundary conditions on the Potts spins lose physical meaning as $q \to 1$ and sites do not interact in random percolation, (8) gives the mean number of clusters spanning between the horizontal sides of a rectangular window within the infinite plane on which the percolative transition actually takes place.

Let us begin our field theoretical considerations for the scaling limit considering an infinitely long horizontal strip of height $R$. With imaginary time running upward, the partition functions on the strip can be written as

\[ Z_{ud}^{lr} = \langle |B_u\rangle e^{-R H} |B_d\rangle_{1,r}, \quad \text{(9)} \]

where $H$ is the Hamiltonian of the quantum system living in the infinite horizontal dimension, $|B_{d,u}\rangle$ are the boundary states specifying initial and final conditions, and the vertical boundary conditions at infinity have the role of selecting the states which can propagate between the horizontal boundaries. Integrability of the scaling Potts model [17] allows us to work in the framework of integrable field theories for which the bulk dynamics are entirely specified by the Faddeev–Zamolodchikov commutation rules (see, e.g., [18]):

\[ A_{i}^\dagger(\theta_1) A_{j}^\dagger(\theta_2) = S_{ij}^{\dagger}(\theta_2 - \theta_1) A_{j}^\dagger(\theta_2) A_{i}^\dagger(\theta_1), \quad \text{(10)} \]

\[ A_{i}^\dagger(\theta_1) A_{j}^\dagger(\theta_2) = S_{ij}^{\dagger}(\theta_2 - \theta_1) A_{j}^\dagger(\theta_2) A_{i}^\dagger(\theta_1) + 2 \pi \delta_1^j \delta_1^j (\theta_1 - \theta_2), \quad \text{(11)} \]

where $A_{i}^\dagger(\theta)$ and $A_{i}^\dagger(\theta)$ are the creation and annihilation operators for a particle of species $i$ with rapidity $^5$ $\theta$, and $S_{ij}^{\dagger}(\theta)$ denotes the two-body scattering amplitudes satisfying, in particular, unitarity

\[ S_{ij}^{\dagger}(\theta) S_{ij}^{\dagger}(-\theta) = \delta_{ij} \delta_{ij} \]

\[ ^5 \text{Energy and momentum of a particle with mass } m \text{ are given by } (e, p) = (m \cosh \theta, m \sinh \theta). \]
and crossing symmetry
\[ S_{ij}^f (\theta) = S_{ji}^f (i\pi - \theta). \]  

(13)

The generic boundary states \(|B_a\rangle\) can be written as superpositions of asymptotic states of the particles created by \(A_i^\dagger\), with vanishing total momentum in order to preserve horizontal translation invariance. The additional constraints coming from the requirement that a boundary condition preserves integrability were discovered in [19]. In particular, particles carrying momentum can only appear in pairs with vanishing total momentum. On the other hand, for the case of our interest of a theory satisfying
\[ S_{ij}^f (0) = (-1)^{\delta_i^f \delta_j^f}, \]  

(14)

states containing \(k \geq 2\) particles of zero momentum are forbidden by (10). Finally, \(|B_a\rangle\) takes the form

\[ |B_a\rangle = S_a \exp \left[ \frac{1}{2} \int_{-\infty}^{\infty} d\theta \frac{\mathcal{P}_a(\theta)}{2\pi} \right] |\Omega_1\rangle, \]  

(15)

where \(|\Omega_1\rangle\) is the vacuum state and

\[ S_a = 1 + \tilde{g}_a A_i^\dagger(0), \]  

(16)

\[ \mathcal{P}_a(\theta) = K^{ij}_a(\theta) A_i^\dagger(-\theta) A_i^\dagger(\theta). \]  

(17)

The boundary pair emission amplitudes \(K^{ij}_a(\theta)\) satisfy equations involving the bulk amplitudes \(S_{ij}^f(\theta)\), and the constants \(\tilde{g}_a\) follow from the relations

\[ 2i \text{Res}_{\theta=0} K^{ij}_a(\theta) = \tilde{g}_a^g g_a^i, \]  

(18)

\[ \tilde{g}_a = \frac{g_a}{2}. \]  

(19)

The exponential form of the boundary state is a consequence of the boundary Yang–Baxter equations, which give in particular \([\mathcal{P}_a(\theta), \mathcal{P}_a(\theta')] = [\mathcal{P}_a(\theta), S_a] = 0\) [19].

We are now ready to use this formalism to evaluate the Potts partition functions entering (8). The Potts field theory, i.e. the integrable field theory which describes the scaling limit of the Potts model in two dimensions, was solved exactly in [17] in the language of the spontaneously broken phase above \(J_c\), in which the elementary excitations are kinks \(A_i^\dagger(\theta) |\Omega_a\rangle\) interpolating between degenerate ferromagnetic vacua \(|\Omega_a\rangle\) and \(|\Omega_b\rangle\) with different colors. The vacua satisfy

\[ \langle \Omega_a | \Omega_b \rangle = \delta_{ab} \]  

and the admissible multi-kink states have the form

\[ A_{\alpha_1, \ldots, \alpha_r}^\dagger (\theta_1) \cdots A_{\beta_1, \ldots, \beta_s}^\dagger (\theta_s) |\Omega_{\alpha_1} \cdots \Omega_{\alpha_r} \rangle. \]  

(20)

For these topological excitations, the Faddeev–Zamolodchikov commutation relations take the form

\[ A_{\alpha \beta}^\dagger (\theta_1) A_{\beta \gamma}^\dagger (\theta_2) = \sum_{\delta} S_{\delta \gamma}^\delta (\theta_1 - \theta_2) A_{\alpha \delta}^\dagger (\theta_2) A_{\delta \gamma}^\dagger (\theta_1), \]  

(21)

\[ A_{\alpha \beta} (\theta_1) A_{\beta \gamma} (\theta_2) = \sum_{\delta} S_{\beta \delta}^\alpha (\theta_2 - \theta_1) A_{\alpha \delta} (\theta_2) A_{\delta \gamma} (\theta_1) + 2\pi \delta_{\alpha \gamma} \delta (\theta_1 - \theta_2), \]  

(22)

where invariance of the theory under permutations of the colors allows for the four inequivalent scattering amplitudes represented in figure 2; they are given explicitly in [17] and obey (14)

\[6\] See [20, 21] for the factor 1/2 in (19).
in the form
\[ S_{\gamma\delta}^{\alpha\beta}(0) = (-1)^{\delta_{\beta\gamma}}. \] (23)

Both fixed (to a color \(\alpha\)) and free (f) boundary conditions are integrable and the corresponding pair emission amplitudes were determined in [22]. They determine the boundary states \(|B_{\alpha}\rangle\) and \(|B_{f}\rangle\) in the form that we now specify; in the following, \(q\) will be parametrized as \(q = 4 \sin^2(\frac{\pi}{3})\) so that \(\lambda \to 1/2\) corresponds to the percolation limit. For fixed boundary conditions, we have
\[ |B_{\alpha}\rangle = \exp \left[ \frac{1}{2} \int_{-\infty}^{\infty} d\theta \, K_{0}(\theta) \right] |\Omega_{1\alpha}\rangle, \] (24)
with
\[ K_{0}(\theta) = \frac{i \tanh(\frac{\theta}{2})}{\sinh(\frac{\theta}{2})} \exp \left[ -\frac{1}{\lambda} \int_{0}^{\infty} dt \, n_{\lambda}(t) \sinh(\frac{t - 2\theta}{i\pi}) \right]. \] (26)

Integral (26) is convergent for \(1/2 \leq \lambda < 1\). \(K_{0}(\theta)\) satisfies the boundary ‘cross-unitarity’ relation
\[ K_{0}(\theta) = \left[ S_{\gamma\alpha}^{\beta\delta}(2\theta) + (q - 2)S_{\alpha\alpha}^{\gamma\delta}(2\theta) \right] K_{0}(-\theta), \] (28)
which together with (23) implies \(K_{0}(0) = 0\), as already apparent from (26); the absence of a pole at \(\theta = 0\) explains \(S_{\alpha} = 1\).

For free boundary conditions, we have instead
\[ |B_{f}\rangle = \sum_{\alpha} S_{\gamma}^{\alpha} \exp \left[ \frac{1}{2} \int_{-\infty}^{\infty} d\theta \, P_{\gamma}(\theta) \right] |\Omega_{1\alpha}\rangle, \] (29)
with
\[ P_{\gamma}(\theta) = \sum_{\beta \neq \alpha} \left[ K_{1}(\theta) A_{a\beta}^{\dagger}(-\theta) A_{\beta a}^{\dagger}(\theta) + K_{2}(\theta) \sum_{\gamma \neq \alpha, \beta} A_{\gamma\beta}^{\dagger}(-\theta) A_{\beta\gamma}^{\dagger}(\theta) \right], \] (30)

\[ K_{1}(\theta) = (q - 3) \frac{\sinh(\lambda(4i\pi/3 - 2\theta))}{\sinh(2\lambda\theta)} \frac{\Gamma(-4\lambda/3 + 2\theta + 1) \Gamma(7\lambda/3 - 2\theta)}{\Gamma(2\lambda/3 - 2\theta + 1) \Gamma(\lambda/3 + 2\theta)} Q(\theta), \] (31)
\[ K_2(\theta) = \frac{\sin \frac{2\pi \lambda}{3} \sinh[\lambda(\Im - 2\theta)] \sinh[\lambda(4\Im/3 - 2\theta)]}{\sin \frac{2\pi}{3} \sinh(2\lambda \theta) \sinh[\lambda(-2\Im/3 + 2\Re)]} \times \frac{\Gamma(-4\lambda/3 + 2\hat{\theta} + 1)\Gamma(\lambda/3 - 2\hat{\theta})}{\Gamma(2\lambda/3 - 2\hat{\theta} + 1)\Gamma(\lambda/3 + 2\hat{\theta})} Q(\theta), \]  
\[ Q(\theta) = \exp \left[ -\int_0^\infty \frac{dt}{\theta} e^{-2i} \left( \frac{g}{\pi} - \frac{1}{2} \cosh t \sinh \left( \frac{\pi}{2\Im} \right) \sinh \left( t - \frac{2i\theta}{\pi} \right) \right) \right], \]  
where \( \hat{\theta} \equiv \frac{\theta}{\pi} \).

(32)

(33)

\[ g_f = i \sum_{i=0}^{\infty} A_{\alpha\alpha}^+(0). \]  

(35)

\[ K_1(\theta) = \left[ S_{\alpha\alpha}^\beta(2\theta) + (q-2)S_{\alpha\alpha}^\beta(2\theta) \right] K_1(-\theta), \]  

(36)

\[ K_2(\theta) = \left[ S_{\alpha\alpha}^\beta(2\theta) + (q-3)S_{\alpha\alpha}^\beta(2\theta) \right] K_2(-\theta). \]  

(37)

3. Partition functions and final results

In principle, the knowledge of the bulk and boundary amplitudes should allow the study of partition functions on the strip for any \( R \) through the boundary version [23] of the thermodynamic Bethe ansatz (TBA) [24]. In practice, however, the very non-trivial structure of Potts field theory seriously complicates the task. More pragmatically, here, we substitute the explicit expressions for \( |B_{\alpha\alpha}\rangle \) and \( |B_f\rangle \) into (9) and exploit the fact that the states (20) are the eigenstates of the Hamiltonian \( H \) with the eigenvalues \( m \sum_{\nu=0}^{\infty} \cosh \theta_r \), where \( m \) is the mass of the kinks. This leads to a large \( R \) expansion for the partition functions for which we compute below the terms coming from one- and two-kink states.

Since we work in the kink basis, the partition functions that we obtain in this way are those above \( J_c \), which we denote \( \tilde{Z}_{\alpha\alpha}^{fr} \), keeping the notation \( Z_{\alpha\alpha}^{fr} \) for those below \( J_c \). As an illustration, for \( \tilde{Z}_{\alpha\alpha}^{ff} \), expansion of the boundary state leads to

\[ \tilde{Z}_{\alpha\alpha}^{ff}(R) = 1 + \frac{1}{4} \int_{-\infty}^{\infty} d\theta d\theta' \left( K_1(\theta')K_0(\theta) e^{-2mR \cosh \theta} \sum_{\beta, \gamma \neq \alpha} M_{\alpha\beta\gamma\alpha}(\theta, \theta') + O(e^{-4mR}) \right), \]  

(38)

\[ M_{\alpha\beta\gamma\alpha}(\theta, \theta') \equiv \langle \Omega_{\alpha}\Omega_{\beta}(\theta')A_{\beta\gamma}(\theta')A_{\gamma\alpha}(\theta)|\Omega_{\alpha}\rangle \]

\[ = (2\pi)^2(\delta(\theta' - \theta))^2 \delta_{\beta\gamma} + (2\pi)^2(\delta(\theta' + \theta))^2 S_{\alpha\alpha}^\beta(2\theta'). \]  

(39)

The latter equality follows from formal use of (22) and can be associated with the diagrams shown in figure 3. If \( L \rightarrow \infty \) denotes the horizontal size of the system, the squared delta

\[ S_{\alpha\alpha}^\beta(2\theta') = \frac{1}{\theta'} \]  

for the Ising model \( (q = 2) \).

\[ \theta \]  

See [25] for the state of the art of the TBA in the Potts model.

\[ 7 \]  

There appears to be a typo in equation (48) of [22]. In particular, it does not reproduce \( \tilde{g}_f^2(\frac{\lambda}{2}) = 1 \) for the Ising model \( (q = 2) \).
Figure 3. Diagrammatic interpretation of the two contributions entering the matrix element (39).

functions in (39) admit the usual regularization
\[ \left[ \delta(\theta' \pm \theta) \right]^2 \to \delta(\theta' \pm \theta) \frac{mL}{2\pi} \cosh \theta. \] (40)

Free vertical boundary conditions have been imposed making no selection on the kink states which propagate between the horizontal boundaries. Exploiting boundary cross unitarity (28) and real analyticity \( K_0(-\theta) = K_0^*(\theta), \theta \in \mathbb{R} \), we then obtain
\[ \tilde{Z}_{ff}(L, R) = 1 + (q - 1)mLF_{ff}(R) + O(e^{-4mR}), \quad mL \gg 1. \] (41)

\[ F_{ff}(R) = \int_0^\infty \frac{d\theta}{2\pi} \cosh \theta |K_0(\theta)|^2 e^{-2mR \cosh \theta}. \] (42)

Similarly, one obtains
\[ \tilde{Z}_{af}(L, R) = q\left[ 1 + (q - 1)mLF_{af}(R) + O(e^{-4mR}) \right], \quad mL \gg 1. \] (45)

\[ F_{af}(R) = \int_0^\infty \frac{d\theta}{2\pi} \cosh \theta \text{Re}\left[ K_0^*(\theta)K_1(\theta) \right] e^{-2mR \cosh \theta}, \] (46)

and \( \tilde{Z}_{af}^{\theta_1} = \tilde{Z}_{af}^{\theta_2} \). The partition functions \( \tilde{Z}_{ud}^{\theta_1} \) with fixed vertical boundary conditions are obtained by taking off from \( \tilde{Z}_{af}^{\theta_1} \) the contribution of the states which are not of the form (20) with \( \alpha_1 = \alpha \) and \( \alpha_{n+1} = \beta \).

From these results, we obtain, for the mean number of crossing clusters in the scaling limit above \( p_c \), the universal result
\[ \tilde{N}_v(L, R) = \lim_{q \to 1} \partial_q \log \frac{\tilde{Z}_{af}^{\theta_1} \tilde{Z}_{ff}^{\theta_2}}{\tilde{Z}_{af}^{\theta_1} \tilde{Z}_{ff}^{\theta_2}} \sim 1 + mL[\Phi(R) + O(e^{-3mR})], \quad mL \gg 1. \] (47)

9 It is important to stress that, as observed for other models in [23] (see also [26]), contributions to (9) coming from states with more than two particles produce singularities whose regularization depends in general on the interaction. This is what makes the determination of additional terms difficult in the large \( R \) expansion within the approach we are following.
The functions \( F_{ff}(R) |_{q=1} \) and \( F_{af}(R) |_{q=1} \) in (48) are well defined in spite of the poles at \( \theta = 0 \) in the amplitudes \( K_1(\theta) \) and \( K_2(\theta) \) contained in the integrands (44) and (46). If the convergence of (46) simply follows from \( K_0(0) = 0 \), the case of \( F_{ff} \) is more subtle. Consider indeed the Laurent expansions \( K_i(\theta) = a_{-1}/\theta + a_1^{(i)} + a_2^{(i)} \theta + \cdots, i = 1, 2 \). If \( \theta \in \mathbb{R} \), due to the relation \( K_i^*(\theta) = K_i(-\theta) \), then the coefficients \( a_{-1}^{(i)} \) are purely imaginary and the coefficients \( a_{2k}^{(i)} \) are instead real for all non-negative integers \( k \); this in turn implies that the combination \( |K_i(\theta)|^2 - |K_2(\theta)|^2 \) entering \( F_{ff}(R) |_{q=1} \) does not contain any double or single pole at \( \theta = 0 \).

Function (48) is plotted in figure 4, where some numerical values are also listed. Since (49) is extensive in \( L \) for any \( R \), it is tempting to check what our large \( R \) result gives in the conformal limit \( mL \to 0 \), for which the result \( \tilde{N}_c \sim (\sqrt{3}/4)L/R = (0.433\ldots) L/R \), \( L \gg R \), is known from [6]. Using the large \( \theta \) limits \( K_0 \to e^{\pi \sqrt{3}/3}, K_1 \to -2e^{\pi \sqrt{3}/3} \) and \( K_2 \to -\sqrt{3}e^{\pi \sqrt{3}/6} \) at

\[
\Phi(R) = Ae^{-mR} + [F_{ff}(R) + F_{aa}(R) - 2F_{af}(R)] |_{q=1},
\]

where \( A = \tilde{Z}_{ff}^q |_{q=1} \) reduces to (2). The additive term 1 in (47) is produced by the overall factor \( q \) in (43) and accounts for the contribution of the infinite cluster in the limit \( R \to \infty \). Note that any normalization of the boundary states other than the one we used would anyway cancel in the combination of partition functions in (47).

In order to determine the mean number of crossing clusters below \( p_c \), we have to use the duality [14] of the Potts model to connect the partition functions (6)–(7) below \( J_c \) to the partition functions \( \tilde{Z}_{ff}^q \) above \( J_c \) that we have computed. Duality maps free boundary conditions into fixed boundary conditions and vice versa (see, e.g., [27]). For our present purpose of counting the vertically crossing clusters, it is useful to observe that fixing the spins to the color \( \alpha \) on both vertical sides, rather than leaving them free, only has the effect that the clusters touching at least one vertical side are not counted. Below \( p_c \), where all clusters are finite with a mean linear extension of order \( \xi \), such a boundary term does not affect \( \tilde{N}_c \), which is extensive in \( L \) in the limit \( L/\xi \to \infty \) that we are considering. So we can use (8) with the replacement \( ff \to a\bar{a} \) in the vertical boundary conditions and use duality\(^{10} \) to obtain in the scaling limit below \( p_c \):

\[
\tilde{N}_c(L, R) \sim \left[ \lim_{q \to 1} \mathcal{N}_q \log \frac{Z_{FF}^q Z_{FF}^q}{Z_{af}^q Z_{af}^q} \right]_{\text{extensive part}} = mL[\Phi(R) + O(e^{-2mR})], \quad mL \gg 1. \tag{49}
\]

A different derivation of this result is given in the appendix.

The functions \( F_{ff}(R) |_{q=1} \) and \( F_{af}(R) |_{q=1} \) in (48) are well defined in spite of the poles at \( \theta = 0 \) in the amplitudes \( K_1(\theta) \) and \( K_2(\theta) \) contained in the integrands (44) and (46). If the convergence of (46) simply follows from \( K_0(0) = 0 \), the case of \( F_{ff} \) is more subtle. Consider indeed the Laurent expansions \( K_i(\theta) = a_{-1}/\theta + a_1^{(i)} + a_2^{(i)} \theta + \cdots, i = 1, 2 \). If \( \theta \in \mathbb{R} \), due to the relation \( K_i^*(\theta) = K_i(-\theta) \), then the coefficients \( a_{-1}^{(i)} \) are purely imaginary and the coefficients \( a_{2k}^{(i)} \) are instead real for all non-negative integers \( k \); this in turn implies that the combination \( |K_1(\theta)|^2 - |K_2(\theta)|^2 \) entering \( F_{ff}(R) |_{q=1} \) does not contain any double or single pole at \( \theta = 0 \).

Function (48) is plotted in figure 4, where some numerical values are also listed. Since (49) is extensive in \( L \) for any \( R \), it is tempting to check what our large \( R \) result gives in the conformal limit \( mL \to 0 \), for which the result \( \tilde{N}_c \sim (\sqrt{3}/4)L/R = (0.433\ldots) L/R \), \( L \gg R \), is known from [6]. Using the large \( \theta \) limits \( K_0 \to e^{\pi \sqrt{3}/3}, K_1 \to -2e^{\pi \sqrt{3}/3} \) and \( K_2 \to -\sqrt{3}e^{\pi \sqrt{3}/6} \) at

\[10\] In principle, \( Z_{FF}^q \) could be mapped into a linear combination of \( Z_{ff}^q \) and \( Z_{af}^q, \alpha \neq \beta \). However, it follows from (24) that the latter partition function vanishes identically on the infinitely long strip; at large \( L \) it is suppressed as \( e^{-mL} \).
Figure 5. The inset shows the Monte Carlo data from [30] for the crossing probability below $p_c$ (diamonds) and for the complement to 1 of the crossing probability above $p_c$ (circles); the data refer to bond percolation on the square lattice with $L = R = 256$. The tails are plotted against $mR$ using $m = m_0 |p - p_c|^{4/3}$, with $m_0 = 5.8$. The continuous curve is the results (1), (2), (52), i.e. $A m R e^{-mR}$.

$q = 1$, (49) gives\(^{11}\) $3/(2\pi) (L/R) = (0.477...) L/R$, with a 10% deviation from the exact result suggesting that (48) may still provide a good approximation for $mR$ of order 1.

We already explained how (1) follows from (49). The same result also follows from the observation that a lattice configuration with a vertical crossing is mapped onto a dual lattice configuration without horizontal crossings, and vice versa\(^ {12}\).

\[ P_v = 1 - \tilde{P}_h = \lim_{q \to 1} \frac{Z_{\alpha\beta}^{\text{ff}}}{Z_{\alpha\alpha}^{\text{ff}}}. \]  

(50)

The partition function $Z_{\alpha\beta}^{\text{ff}}$ is obtained by picking up in (43) only the contributions of the states compatible with the vertical boundary conditions $\alpha\beta$. In particular, since we are no longer summing over $\alpha$ and $\beta$, the one-kink contribution in $e^{-mR}$ now appears with multiplicity 1 rather than $q(q-1)$, and this gives (1) back\(^ {13}\). Concerning the two-kink contribution, only the term containing $|K_2|^2$ survives now, again without the prefactor $q(q-1)$; $|K_2|^2$ contains a singularity of the form $4e^2/\theta^2$ at $\theta = 0$, which has to be subtracted\(^ {14}\) because it was produced by the propagation of states created by $A^{\dagger}_\alpha (0) A^{\dagger}_\gamma (0)$, which, as already observed, are not compatible with (21) and (23). Hence, the contribution of order $e^{-2R/\xi}$ to be added to (1) is

\[ U(L,R) = -mL \int_0^\infty \frac{d\theta}{2\pi} \cosh \theta \left( |K_2(\theta)|^2 e^{-2mR \cosh \theta} - \frac{4A^2}{\sinh^2 \theta} e^{-2mR} \right). \]  

(51)

The replacement $1/\theta^2 \to 1/\sinh^2 \theta$, relevant for the convergence of the integral, comes from the fact that $m \int d\theta \cosh \theta = \int dp$, and in the momentum variable $p$, the function $|K_2|^2$ diverges as $1/p^2$.

\(^{11}\) Given $F(y) = \int_0^{\infty} dx \cosh x e^{-c x^2} f(x)$, with $\lim_{x \to -\infty} F(x) = \alpha$, we have $F(y) \to \alpha/y$ for $y \to 0$.

\(^{12}\) In the continuum limit at $p_c$, (50) reproduces the known relation $P_v + P_h = 1$ [1].

\(^{13}\) Note that our normalization of the boundary states ensures the conditions $\lim_{q \to 1} Z_{\alpha\beta}^{\text{ff}} = \lim_{q \to 1} Z_{\alpha\alpha}^{\text{ff}} = 1$ required for percolation.

\(^{14}\) The result obtained in [26] for simpler models (with purely transmissive scattering) by a TBA analysis amounts to such a subtraction.
The vertical crossing probability above $p_c$ is $\tilde{P}_c = 1 - \lim_{q \to 1} \tilde{Z}_{\alpha \beta}$. We already observed that $\tilde{Z}_{\alpha \beta}$ vanishes exponentially at large $L$, in agreement with the expectation that, due to the presence of an infinite cluster, above $p_c$, the crossing probability tends to 1 as we enlarge the window. More precisely, duality gives

$$\tilde{P}_c(L, R) = 1 - P_h(L, R) \sim 1 - A \frac{R}{2\xi} e^{-L/\xi} = U(R, L), \quad R \gg \xi, \quad L \gtrsim R, \quad (52)$$

where the last line takes (4) into account and holds at order $e^{-L/\xi}$.
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Note added in proof. We learned from a referee that a scaling analysis of Monte Carlo data for $P_c(L, R)$ in terms of a single scaling variable was performed in [30] and further discussed in [31, 32]. It is relevant for this communication that the data of [30] allow a comparison with our results. The inset in figure 5 shows the data of [30] for the crossing probability in bond percolation on the square lattice of size $L = 256$ lattice units; they satisfy the duality relation (50) for the crossing probability above and below $p_c$, which for $R = L$ specializes to $P_c = 1 - P_h$ up to discrepancies to be ascribed to a mixing of finite-size effects, corrections to scaling and statistical errors. In principle, comparison of the data to (1), (2) and (52) allows one to fit the value of the only unknown parameter, i.e. the non-universal amplitude $m_0$ entering the relation $m = m_0 |p - p_c|^{\nu}$, $\nu = 4/3$. We fit $m_0 \approx 5.7$ from the tail of the crossing probability below $p_c$, and $m_0 \approx 5.9$ from the tail above $p_c$, consider that for $R = 256$ and $mR$ around 10, $\xi$ is around 25 below $p_c$ and around 12 above $p_c$ so that the analysis is almost certainly affected by non-negligible corrections to scaling. On the other hand, the value $2\xi_0 \approx 0.37$ was measured in [33] for the amplitude of the second moment correlation length in bond percolation on the square lattice below $p_c$, and it is known from [8] that $m_0 = a/\xi_0^2 \approx 5.4a$, with $a$ equal to 1 up to corrections that are not expected to exceed few percent. A comparison between the data for the tails and (1) and (2) is given in figure 5; the subleading term (51) is always very small and totally negligible in the range of $mR$ shown in the figure. Putting all this together, our conclusion is that the data of [30] are consistent with the results of this communication within the numerical uncertainties; an unambiguous verification will require simulations expressly targeting the tails on larger lattices.

We are very grateful to H Watanabe and C-K Hu for providing us with the data of [30] and to the referee for bringing references [30–32] to our attention and for noticing that the constant $A$, which we originally quoted in the form $(\frac{1}{2} (2 - \sqrt{3}))^{1/2}$, can equivalently be written as in (2).

Appendix

Let us denote by $\phi_{ab}(x)$ the field [28] whose insertion at point $x$ on the boundary changes the boundary condition from $a$ to $b$; of course, $\phi_{aa}$ coincides with the identity $I$. If $x_1, \ldots, x_{d-1}$ are the coordinates of the corners of the rectangle starting from the left upper corner and moving clockwise, we have

$$G_{ii} = \langle \phi_{aa}(x_1) \phi_{aa}(x_2) \phi_{dd}(x_3) \phi_{dd}(x_4) \rangle_{J, L} = Z_{\mu}^{ii}/Z_{\mu}^{ii}, \quad (A.1)$$

$$\tilde{G}_{ii} = \langle \phi_{aa}(x_1) \phi_{aa}(x_2) \phi_{dd}(x_3) \phi_{dd}(x_4) \rangle_{J', \infty} = \tilde{Z}_{\mu}^{ii}/\tilde{Z}_{\mu}^{ii}. \quad (A.2)$$

The fields $\phi_{ab}$ obey the natural operator product expansion [2]

$$\phi_{ab} = \delta_{ab} I + c(1 - \delta_{ab}) \mu_{a\beta} + \cdots \quad (A.3)$$

15 Aspect ratios $L/R > 1$ were also analyzed in [30], but for these cases the range of $mL$ covered by the data is not large enough to allow comparison with (52).

16 At $J_c$, analogous relations were used in [2, 6].
that we write symbolically omitting the coordinate dependence, and using the notation 
\( \mu_{\alpha \beta} = \phi_{\alpha \beta} \) for the kink field which switches between fixed boundary conditions with different colors. The field \( \mu_{\alpha \beta}(x) \) is dual to the Potts spin field \( \sigma_{\alpha}(x) = g \delta_{\alpha\mu_{\alpha \beta}} - 1 \), and the relation

\[
(\sigma_{\alpha}(x) \sigma_{\beta}(y))_{J \geq L} = (g \delta_{\alpha \beta} - 1) (\mu_{\gamma}(x) \mu_{\delta}(y))_{J \geq L} \tag{A.4}
\]

holds (see, e.g., [29]). Since duality exchanges fixed and free boundary conditions, we then write the dual of (A.3) as

\[
\phi_{\alpha \beta} = I + c' \sigma_{\alpha} + \cdots, \tag{A.5}
\]

with \( c' \) being a new structure constant. For the boundary correlators \( G_{\text{hard}} \), we have simple duality relations like \( G_{\text{fix}} = \tilde{G}_{\text{free}} \), but also non-trivial ones like

\[
G_{\text{fix}} = a_1 \tilde{G}_{\text{free}} + a_2 \tilde{G}_{\text{free}}, \tag{A.6}
\]

\[
G_{\text{fix} \beta} = a_3 \tilde{G}_{\text{free}} + a_4 \tilde{G}_{\text{free}}, \tag{A.7}
\]

where \( \alpha \neq \beta \). In order to determine the coefficients \( a_1, \ldots, a_4 \), we use (A.3) and (A.5) to take the limits \( x_1 \to x_2 \) and \( x_3 \to x_4 \) on both sides, take (A.4) into account to equate the coefficients of the two-point functions we are left with, and obtain

\[
a_1 = a_3 = 1, \quad a_2 = (q - 1) (c'/c)^2, \quad a_4 = -(c'/c)^2. \tag{A.8}
\]

Since \( P_\beta = 1 - \lim_{q \to 1} Z_{\text{fix}}^{\beta} = 1 - \lim_{q \to 1} [a_3 + a_4 \tilde{Z}_{\text{free}}^{\beta}] \), comparison with (50) and (A.8) gives \( (c'/c)^2 = 1 = q = 1 \). Putting all this together, the combination of partition functions in (8) can be written as

\[
R = \frac{Z_{\text{fix}}^{\beta} Z_{\text{free}}^{\alpha}}{Z_{\text{fix}}^{\gamma} Z_{\text{free}}^{\delta}} = \frac{G_{\text{fix} \alpha} G_{\text{fix} \beta}}{G_{\text{fix} \gamma} G_{\text{fix} \delta}} = \frac{\tilde{G}_{\text{free}} + a_2 \tilde{G}_{\text{free}}}{\tilde{G}_{\text{free}} G_{\text{free}}} = \frac{\tilde{Z}_{\text{free}}^{\gamma} + a_2 \tilde{Z}_{\text{free}}^{\delta}}{\tilde{Z}_{\text{free}}^{\gamma} \tilde{Z}_{\text{free}}^{\delta}}. \tag{A.9}
\]

with \( a_2 = q - 1 + O((q - 1)^2) \). Now it is not difficult to use our expressions for the partition functions \( Z_{\text{fix}}^{\beta} \) to check that \( \lim_{q \to 1} \partial_q \log R \) gives the rhs of (49).
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