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In this paper, we propose a low-cost, noninvasive home activity recognition method using low-resolution power consumption data. Notably, we tackle the following two challenges. Firstly, we use only the time series of power consumption data aggregated per house and measured approximately every 20 s, which is usually used for demand monitoring by smart meters. We design a set of activities that can be recognized using such low-resolution data and find an appropriate feature set to train and test the balanced random forest classifier. Secondly, we consider the divergence of activity patterns seen in different households. Since supervised learning dedicated to each household is not a realistic solution, we arrange different classifiers trained with different household data in supervised learning and present a method of automatically choosing the best-fit classifier for an unseen household in the online phase. We evaluated our method with an aggregated power consumption dataset collected from eight real homes over 191 days. We confirmed that our method achieved a recognition accuracy of 70% for activities using such a low-resolution aggregated power consumption dataset, and that our proposed fitness scores were effective for choosing the best classifiers.

1. Introduction

In recent years, with the remarkable development in the field of sensing technology, we have been able to recognize human activities easily from sensor information. Hence, the demand for various services based on activity recognition has increased. In particular, new services such as home energy optimization, health advice, and home healthcare based on an awareness of behavior in homes have attracted much attention.

The Statistics Bureau of Japan has reported that 16% of Japanese elderly people live alone.\(^1\) Elderly people living alone have less social involvement. Therefore, they have a high risk of dying alone. This problem, called *kodokushi* in Japanese, is one of the pressing social issues in Japan's aging society. The health of young single persons should also be considered and cared for. Physical and mental problems may lead to disturbances in life patterns and a decrease in the number of outdoor activities. Home activity monitoring plays an important role in preventing such situations by sharing the daily living status of vulnerable people with families, caregivers,
and counselors. Developing human-friendly, low-cost technologies for recognizing and understanding home activities is a common goal.

Many activity recognition technologies with various sensor devices have been proposed thus far. Vision-based activity recognition methods such as that in Ref. 1 can achieve the highest accuracy using the current technology, but most people are unwilling to install cameras in their homes owing to privacy concerns. Methods such as that in Ref. 2 require residents to wear and charge wearable devices at home; such methods are also invasive and impose extra effort on most people. They may also result in a lack of sensing data for certain periods during which the residents do not want to wear them.

To address such issues, low-invasivity and low-resolution sensors have been used in different ways. Chen et al. \(^3\) present a real-time activity recognition method of comprehensively using sensing information gathered via a number of different sensors installed in a smart house. Furthermore, Zhang et al. \(^4\) proposed a method of recognizing home activities by detecting the use of home appliances via power consumption monitors installed to each appliance in a home. The methods in these studies use low-cost sensing technologies, but they also have a certain cost and require maintenance services such as installation, calibration, power supply, and location management.

In this paper, we propose a low-cost, noninvasive home activity recognition method using low-resolution power consumption data to tackle the following two challenges. Firstly, we focus on a time series of power consumption data aggregated per house and measured approximately every 30 s, which is usually used for demand monitoring by smart meters. The existing methods that use a watt monitor attached to each power outlet can analyze the waveform of power consumption of the appliance and identify it for activity recognition. The challenge in our method is that the aggregated power consumption data are a time series of the power consumption of a mixture of home appliances as well as built-in home facilities. We choose a set of activities, sleeping, cooking, going out, and others, that can be recognized from such low-resolution data and find an appropriate feature set to train a balanced random forest classifier. Secondly, we consider the divergence of activity patterns seen in different households. Since supervised learning dedicated to each household is not a realistic solution, we arrange different classifiers trained using different household data in an offline phase and choose the classifier that best fits with an unseen household in an online phase. More specifically, we collect long-term activity-power data from multiple real homes and train a balanced random forest classifier for each home in the offline phase. In the online phase, using a metric called classifier fitness, which returns the fitness score of each classifier to the measured aggregated power consumption, the best-fit classifier is chosen. Consequently, the presented approach enables the possibility of home activity recognition without the need for sensors, even though the activities detected are limited to basic ones. It also copes with the issue of activity pattern divergence of individual households by introducing a simple metric to assess the fitness of the model to the measured power consumption data.

We conducted a long-term experiment where aggregated power consumption data of 30 s intervals were gathered in eight real homes over 191 days to evaluate the approach. We annotated the activities to the dataset referring to the obtained household profiles (e.g., home
appliances owned, built-in home facilities, and usual bedtime) and the data from human detection sensors installed for this annotation purpose only.

We conducted experiments to evaluate the accuracy of activity recognition and classifier selection using these data. Firstly, we evaluated the proposed fitness score to choose the best-fit classifier. For comparison, we introduced five different fitness scores and evaluated the correlations between the value of each score and the F-measure of the model. The proposed score achieved the highest correlation (−0.84) with F-measures of the models, which means that it is able to choose the best classifier. Furthermore, we confirmed that our proposed home activity recognition method using the fitness score achieved a recognition accuracy of 70% for activities such as cooking, sleeping, and going out, which are effective for noninvasive remote monitoring.

2. Related Work

Various types of activity recognition method to assist residents in their homes have been proposed thus far. The majority of methods recognize activities of daily living in the home through machine learning using various types of sensor device. In this section, we survey and classify the existing camera/microphone-based, wearable-device-based, and low-cost-sensor-based methods.

2.1 Camera-microphone-based approaches

Camera-based activity recognition is the most intuitive approach and is able to recognize activities with high accuracy. Li and Hua(1) proposed a method of recognizing six activities related to human motion by template matching to each video frame. It achieved a recognition accuracy of approximately 93 to 100%. Rostamzadeh et al.(5) proposed a method of recognizing 10 types of activity using local motion and body pose with a recognition accuracy of approximately 98%. Nakahara et al.(6) proposed a method of recognizing eight activities on the basis of the motion of human joints observed using a laser-based time-of-flight camera. Ouchi and Doi(7) proposed an indoor-outdoor activity recognition method in which the accelerometers and microphones of smartphones are used. They achieved the classification of seven activities in daily living (ADLs) every second with an accuracy of 85% on average. Brdiczka et al.(8) proposed a method of using an ambient sound sensor and a 3D video tracking sensor, and achieved a recognition accuracy of 70 to 90%.

The above methods can achieve high recognition accuracy. However, they require people to accept being in a continuously monitored environment where privacy-sensitive data are collected. Therefore, the applicability is limited if we target activity recognition in individual homes.

2.2 Wearable-device-based approaches

Recent downsizing technologies for sensors, displays, and batteries have enabled smaller but more functional wearable devices such as smartwatches. These wearable devices continuously
collect human activity and vital data. Hence, activity recognition using sensors of wearable devices is a reasonable way to track the status of humans. Lee and Mase\(^{(2)}\) proposed an activity recognition method of using two wearable sensor devices attached to the leg and waist as pioneers of these types of technique. As a more practical method, Kalantarian et al.\(^{(9)}\) proposed a method of monitoring eating habits using a necklace embedded with a piezoelectric sensor. Similarly, Maekawa et al.\(^{(10)}\) focused on the magnetic field generated by home appliances when used and proposed a method of recognizing ADLs related to the usage of appliances.

Despite their high-accuracy monitoring of humans, including vital signs, one disadvantage of using wearable devices for home activity recognition is that residents are required to always wear the devices. Another issue is the need to charge the device periodically. Residents may also often take off or forget to wear devices, which leads to a lack of data in particular time slots.

### 2.3 Low-cost sensor-based approaches

Considering the above problems, methods in which noninvasive and low-cost sensor devices are installed have attracted much attention. Van Kasteren et al.\(^{(11)}\) proposed a method of recognizing 10 types of activity, such as “eating” and “watching TV”, in which door sensors, pressure-sensitive mats, floating sensors, and temperature sensors are used with a recognition accuracy of 49 to 98%.

Furthermore, Chen et al.\(^{(12)}\) and Fleury et al.\(^{(13)}\) proposed methods of recognizing complex living activities such as “making coffee” and “cooking pasta” using various sensors including contact, motion, tilt, and pressure sensors. However, these methods require multiple heterogeneous sensors, which incur installation and maintenance costs, as discussed earlier. Power-monitoring devices are also widely used for activity recognition. Rollins and Banerjee\(^{(14)}\) proposed a method of recognizing activities using power consumption data by linking the operation of home appliances to the amount of power consumption. Methods of recognizing 10 types of ADL from the time-series data of the residents’ positions and power consumption of home appliances have been proposed.\(^{(15,16)}\) Nevertheless, hardware installation and maintenance are still necessary for the power monitoring of each appliance. Although state-of-the-art smart houses can monitor the power consumption for each outlet separately, such houses are not yet popular in many regions and countries.

It is worth noting that there are known approaches called nonintrusive load monitoring (NILM) to estimate operating conditions and behaviors of home appliances from aggregated power consumption data. After these operations of appliances are known, they can be used for activity recognition. However, these approaches are totally different from ours in the following points. Firstly, most of them require dedicated devices that can measure the data with high frequency [i.e., sampling rate of 50–100 MHz\(^{(17,18)}\)]. Secondly, they need a dedicated model for each appliance or house. Lee et al.\(^{(19)}\) proposed a method of recognizing seven types of activity using low-rate aggregated power consumption data (0.2 Hz). However, they make two assumptions, of which the appliances in an environment have been informed and the states of these appliances are predefined. Somchai et al.\(^{(20)}\) proposed a method of recognizing the behavior of air conditioning units and refrigerators using low-rate aggregated power consumption data (1 Hz). Chalmers
et al. proposed a method of detecting dementia using the low-rate aggregated power consumption data (0.1 Hz) of the operation of five types of home appliance. However, a support vector machine/random forest (SVM/RF)-based model trained on activity data from the target household is needed. In other words, a sufficient amount of activity data must be obtained to train the model for each home; however, this is not practical. An estimation model must be built for each home appliance, which is often unsuitable for building general home activity recognition systems, owing to the wide variety of appliance products and home built-in electric facilities on the market and in the home, as well as the diversity of activity patterns.

There is also a service that estimates the electricity consumption of home appliances from the data collected from smart meters. This service monitors electricity consumption over a long period of time, calculates the ratio of the amount of electricity consumed by each household appliance to the monthly amount consumed, and gives advice on energy saving. Unfortunately, it does not provide a methodology for recognizing activities.

2.4 Our contributions

To the best of our knowledge, only a few research groups have tried to estimate the operations of home appliances (not human activities) using the aggregated power consumption measured by power switchboards/meters. However, a dedicated, noncommercial device that can measure the data with high frequency (i.e., sampling rate of 100 MHz) was required in Ref. 17, and in Ref. 19, it was necessary to build an estimation model for each home appliance using precollected data. This is unrealistic owing to the variety of appliances and home built-in electric facilities.

Although obtaining aggregated power consumption data using smart meters with a low sampling rate (1 sample per 20 s in our case) is noninvasive and needs no extra investment for data acquisition, there is a challenge in utilizing such data for services such as activity recognition as the data are temporally and spatially coarse grained. Ongoing research has enabled behavioral estimation using models tailored to each household. However, it again is unrealistic to obtain behavioral data to build such models. From this perspective, ours is the first work on tackling this challenging problem of realizing noninvasive, zero-device-cost activity recognition using only low-rate aggregated power consumption data without house-dependent classifiers.

3. Methodology Overview

3.1 System architecture

Figure 1 shows our system for aggregate power consumption (APC) data acquisition. We assume that a smart meter has been installed in each home by an electric company. The Japanese government is now promoting the introduction of smart meters into homes and electric companies have already started deploying them. A typical smart meter system in Japan defines three connections, called routes A, B, and C, among the customer, the electric company,
and the smart meter. Route B is used to gather data from the home by the smart meter, and the smart meter can request the power utilization data, such as instantaneous power and accumulated power, at any time. Hereafter, we define the total power consumption of one home during the time period $T$ as the APC, where $T = 20$ (s) in our dataset. In the proposed method, we assume that APC data of homes are available, and we utilize this information to provide value-added services. In particular, we leverage these data for daily activity monitoring without additional cost, in collaboration with one of the largest electricity companies in the Osaka area, whose aim is to provide a low-cost, remote, and noninvasive monitoring system for people (e.g., elderly persons and students) living alone.

3.2 How it works

Our activity recognition method focuses on three typical activities at home, *sleeping*, *going out*, and *cooking*, which are included in the ADLs defined in Ref. 24. We also assume a category called *others* that includes all the other activities that do not fall into any of these three ADLs. For activity recognition using APC data, we consider the following insights obtained from our preliminary experiments and data observations.

1. Home appliances such as TVs and microwave ovens are directly switched on and off by residents. Therefore, if their power consumption appears in the APC, we can conclude that there is some human activity.
2. Always-on home appliances such as refrigerators have low relevance to home activities.
3. Built-in facilities such as electricity-operated boilers, lights, and electric toilet seats (very popular in Japan) need to operate continuously. Therefore, they also have low relevance to home activities.

Our method is designed for services, such as an elderly monitoring service, that use the activities of target persons. Also, changes of the life patterns, such as a decrease in sleep time, fewer meals, and the reduction in the number of outside activities, are signs of mental disease. Consideration of those facts, we discussed, with a company that plans to launch a new monitoring
service utilizing APC data, the significant activities that must be recognized to run the service. As a result, we concluded that sleeping, going out, cooking, and others are the fundamental and useful ADLs for achieving the goal.

Straightforwardly, for activity recognition from the APC, we need to eliminate the effects of appliances and facilities associated with (2) and (3) to identify those associated with (1).

Promising activities for recognition include sleeping at night and going out, mostly in the daytime. On the other hand, it is not reasonable to assume such a temporal similarity for more individual-dependent activities such as cleaning and cooking.

Our recognition algorithm works as follows. A given time series of APC data, which is gathered every ts (t = 20 in our dataset), is divided into T min time window data.

If T is short, we may not be able to extract sufficient features for recognition. In particular, the number of peaks, which is one of the primary factors characterizing the window, may decrease, and this will affect the estimation accuracy. Furthermore, if T is long, for example, T = 60, multiple activities may take place in a single window, which will confuse the classifier. Therefore, we consulted with several companies that have been considering the operation of a monitoring service and concluded that an interval of 30 min (T = 30) is the appropriate granularity for activity recognition.

Then, for each time window, we estimate the most probable activity in the time slot by supervised learning that captures the characteristics of power consumption patterns. The challenge here is how to build a house-dependent model for estimation, but it is not reasonable to conduct supervised learning for each home considering the difficulty in acquiring the ground truth. Transfer learning is a promising approach to facilitating domain-specific learning from a smaller amount of data. However, in our case, obtaining the ground-truth data itself is impossible as users must be asked to record their activities before starting the service. In order to achieve our goal, we leverage our dataset to arrange several models that fit different types of lifestyles and develop a model selection metric that enables us to choose the model that best fits the APC data of the target house. The details are explained in the following section.

4. Activity Recognition Algorithm

4.1 Feature selection and learning algorithm

As we mentioned in the previous section, we divide the given APC data into a series of window data of length T (min) and extract the features in each window. Then, we give one of the four activity labels, namely, going out, sleeping, cooking, and others, to each time window and use it to train multiclass classifiers. Note that the average sleeping time per day is 7.5 h in Japan, which is about 30% of a person’s lifetime. This means that data with the “sleeping” label are much more common than those with “cooking”, which usually accounts for, at most, 2 h per day, or even those with “going out”. Therefore, we employ a Balanced Random Forest (BRF) as the model of classifiers; this is an enhanced version of a random forest and can address imbalanced data. It can balance the samples when creating subsets of samples for making decision trees.
In order to investigate how the power consumption by typical home appliances appears in the APC, a preliminary experiment was conducted in a real home for 25 days of the period between December 26, 2018 and January 25, 2019. We measured the power consumption of a washing machine, a TV, a microwave oven, a humidifier, a dryer, a gas stove (electrically controlled), and an oven toaster individually with 30 s intervals using commercial watt monitors and obtained APC data as a simple mixture of their power consumptions.

Figure 2 shows examples of the power consumption of individual appliances’ and APC data. In the individual power consumptions, we observed clear peaks of power consumption for the cooking appliances (oven toaster and microwave oven) and the dryer at the start and end of their use. On the other hand, the gas stove and humidifier were operated for a long time while consuming a certain amount of power (about 800 W). We found that the TV and washing machine were also operated for relatively long times, although the time variation of power consumption was larger than that of most of the other devices.

Even though this preliminary experiment was carried out in an ideal, controlled environment without noise from built-in facilities and unknown appliances, we found it very difficult to fully identify the operation of appliances. However, we obtained the following insights by analyzing the data. Firstly, if the operation of home appliances is not observed in a time window, the resident is probably in the state of sleeping, going out, or others, which are activities unrelated to home appliances. Secondly, compared with the minimal APC value throughout the day, if the observed APC value is sufficiently high, some home appliances such as air conditioners may be operating during the time window and the probability of going out is low. Furthermore, going out and sleeping can be roughly distinguished by considering their timeframes. Cooking appliances such as microwaves, oven toasters, and induction cookers tend to consume more power as they need heating. On the other hand, as seen in the preliminary experiment, the power consumption of the washing machine is variable, which may be reflected in the variance of APC data. Moreover, the activity and APC in previous time windows may have correlations with the activity in the current time window.

Fig. 2. (Color online) Power consumption data in preliminary experiment (controlled environment). (a) Power consumption by individual appliances. (b) APC.
Therefore, these should also be considered as feature quantities. On the basis of the above discussion and insights, for each time window, we use the following as features: the number of peaks; the peak average; the difference between the values of two consecutive APC samples; the minimal, maximal, average, and standard deviation of APC values; and the power spectrum obtained by a fast Fourier transform (FFT). In addition, the minimal, maximal, and standard deviation of APCs in the last six time windows and the activity in the last window are also used as features for training the classifiers. A peak is generated by a continuous fluctuation with upward and downward trends. In this method, the number of peaks in one window is used as a feature. The use of home appliances such as washing machines and TVs, which have internal controls and operate for long periods, increases the number of peaks in the power supply. Therefore, it is possible to recognize their operations using the peak-number feature. Moreover, the power spectrum uses the FFT to divide the original time series data into 30 different periods of 1 to 30 min, and the magnitude of each frequency component is used as a feature. The idea behind using frequency decomposition is that cooking home appliances such as microwave ovens often consume a large amount of energy in a short time, and this feature appears in the high-frequency components. On the other hand, appliances with long operation time, such as a TV, may affect the low-frequency component. The total number of features is 133. Note that the activity in the last window is not available in the classification phase. Therefore, we use the predicted activity as the feature.

4.2 Classifier selection technique

Because of the coarse-grained granularity of APC data and individual-dependent features, the selected feature quantities may not exactly represent the activities. This problem may be resolved if we can build a classifier for each house. Nevertheless, this is not realistic as we need to collect ground-truth data from each home to train the classifier.

Transfer learning\(^{(28)}\) uses an existing classifier as a way of obtaining a domain-specific classifier tailored to the estimation target. However, even with such a promising technique, the training data of the target home are still required, which is a barrier to practical deployment.

To solve this problem, we take an approach of building multiple classifiers that correspond to different types of homes. Then, we provide a novel metric that represents classifier fitness to choose the classifier that best fits the unseen target home in order to estimate activities. The fitness score of each classifier to a target home is defined as a function of the training dataset for that classifier and the obtained test dataset. Figure 3 shows the calculation procedure for the fitness score. Let us assume that there are \(N\) homes denoted as 1, 2, ..., and \(N\). Firstly, in an offline phase, we train a classifier, denoted as \(f_i\), for home \(i\) using training data from home \(i\) (denoted as \(TR_i\)). \(TR_i\) consists of power consumption data and corresponding activity labels. In an online phase, test data from a new home \(z\) (\(z \not\in \{1, N\}\)) are given to all \(N\) classifiers, \(f_1, ..., f_N\), for activity recognition. The set of predicted activities from each home \(i\) (\(f_i(z)\)) is fed into the fitness score function (denoted as \(score_i\)) with the training data \(TR_i\). \(score_i\) calculates the similarity between \(f_i(z)\) and \(TR_i\), and returns the fitness score of these two datasets. Finally, \(f_i(z)\) with the highest fitness score among the classifiers is chosen as the final estimation result. Note that we may use a subset of \(TR_i\) as input to the function \(score_i\) for computational efficiency.
In this study, we design six fitness score functions. Their selection capabilities will be tested in the performance evaluation section. These functions respectively calculate the sleeping score, going out score, sleeping and going out (s–g) score, dynamic time warping score (DTW_score), mode DTW_score, and ratio score.

The concept of having the sleeping, going out, and s–g scores is based on the hypothesis that the training data labels (ground truth activities) and those estimated from the given test data have correlations in terms of their appearance time in each day. Therefore, these scores become higher if more time windows have the same activity labels between the ground truth and the estimation, and we look at the appearance time similarity of sleeping, going out, and both sleeping and going out. The DTW_score and mode DTW_score are based on a different hypothesis that the ground truth and estimation have correlations in terms of daily appearance patterns in each day.

Finally, the ratio score is based on a hypothesis that the ground truth and estimation have correlations in terms of the ratio of activity appearance.

Table 1 shows a summary of these six fitness scores. The first hypothesis is based on observations that sleeping or going out or both do not differ among homes.

As an input to score_i, we use a set of daily sequences of true and predicted activity labels, where each sequence consists of 48 labels (with the time window length T of 30 min). In this process, the sleeping activities that last less than 3 h or longer than 15 h, and the going out activities longer than 15 h are excluded as anomalous cases. Then, samples of L days of data are randomly chosen from each set of training data TR_i. Equations (1)–(3) define the sleeping, going out, and s–g scores, respectively. We note that pred is a binary function with a value of 1 if the augment predicate is true, and 0 otherwise. TR_i(u, t) and f_j(z)(u, t) return the activity labels of the t-th time window of the u-th day in TR_i and f_j(z) (i.e., the true and predicted activity labels), respectively.
To test the second hypothesis (appearance pattern similarity), we introduce two DTW-based scores, $\text{DTW}_i$ and $\text{mDTW}_i$.

DTW is a method of determining the similarity between two waveforms. DTW can determine the similarity of the overall shape even if the period and time are different. On the other hand, electricity consumption data often expand or contract nonlinearly, because the time of day and the amount of time people spend at lunch every day often change by 30 min to 1 h. Therefore, we used DTW to calculate the similarity of behaviors that appear in the power waveform.

In both cases, we use two model parameters, $Q$ and $W$. $W$ is a penalty parameter for the insertion or deletion of an activity label into or from the daily sequence of activities, and $Q$ is that for the replacement of an activity label with another in the sequence. $\text{DTW}_i$ is defined as the average minimal edit distance (DTW distance), denoted as $\text{DTW}_{Q,W}(s_1, s_2)$, between the two daily sequences $s_1$ and $s_2$ of activity labels. Moreover, we define a variant of this DTW score, $\text{mDTW}_i$ (called mode DTW score). This score function picks the most frequent activity in each time windows. The sequence of the such activities during $M$ days is called the representative daily sequence.

We let $\text{seq}(u)$ denote the $u$-th day’s sequence of activity labels and $\text{MAX}_i \text{DTW}_{Q,W}$ be the maximal DTW distance.

Then, $\text{DTW}_i$ is defined as

$$\text{DTW}_i = \frac{1}{L \cdot K \cdot \text{MAX}_i \text{DTW}_{Q,W}} \sum_{u=1}^{L} \sum_{v=1}^{K} \text{DTW}_{Q,W}(\text{seq}(u), \text{seq}(v)) .$$  (4)
mDTW_score_i is defined using the representative daily sequence of activity labels, seq_train_i and seq_test_i from TR_i and f(z), respectively.

$$mDTW\_score_i = \frac{1}{\text{MAX}_{Q,W}DTW_{Q,W}(seq\_train_i, seq\_test_i)}$$ (5)

Finally, on the basis of the third hypothesis that households with similar lifestyles tend to have similar sleeping, going out, and cooking frequencies, the ratio of each activity’s appearance is used as an index to evaluate the similarity between two homes. For each activity label a in the set ACT of the four activity labels, we let \#_a define a function to count the number of appearances of activity label a in the given dataset. That is,

$$\#_a(TR_i) = \sum_{u=1}^{L} \sum_{t=1}^{48} \text{pred}(TR_i(u,t) = a)$$ (6)

$$\#_a(f(z)) = \sum_{v=1}^{K} \sum_{t=1}^{48} \text{pred}(f(z)(v,t) = a) .$$ (7)

Then, we define the ratio score, denoted as ratio_score_i, as

$$\text{ratio\_score}_i = \frac{1}{|ACT|} \sum_{a \in ACT} 1 - \frac{\min\{\#_a(TR_i), \#_a(f(z))\}}{\max\{\#_a(TR_i), \#_a(f(z))\}} .$$ (8)

5. Evaluation

5.1 Data collection

To validate the approach, we collected the time-series data of the aggregated power consumption data from 10 homes where elderly persons live alone, in collaboration with an electric company. The aggregated power consumption was measured every 20 s using a clamp installed in the power switchboard in each home for 191 days.

Smart meters can acquire power consumption data in cycles of tens of seconds to tens of minutes, but the cycle depends on the device. In this method, we use a power measurement device with such a function and adopt the minimal interval of the device, 20 s.

In our previous work(29) on home activity recognition, we asked two elderly persons to label their activities manually during data collection. However, this imposed a severe workload on those subjects even though the period was short (7 days). Therefore, we used motion detection sensors for annotation and annotated the valid 1452 days of time-series data with the four activity labels described in Sect. 3.2 by carefully examining the APC data, motion detection sensors, and the subject’s profile features, such as the home appliances owned, built-in facilities, typical bedtime, typical awakening time, and going out time.

One action was labeled every 30 min and the total number of activities was 66384. The numbers of data values for each behavior were 34255 for others, 19911 for sleeping, 8006 for going out, and 4212 for cooking.
We found two extraordinary cases in two homes. One had pets moving freely in the home, and motion detection sensors were activated by both the resident and the pets. In the other case, an exceptionally large amount of electricity was consumed, but we could not identify the reason and could not give labels. Therefore, we excluded these homes and used the data of eight homes.

### 5.1.1 Evaluation of fitness score

To evaluate the six fitness scores discussed in Sect. 4.2, we investigated the correlation between them and F-measures. We constructed 16 classifiers using the dataset collected from the eight homes. Eight classifiers were based on the dataset collected from each home. The other eight classifiers were built using the datasets from seven homes with one home excluded. The large numbers of test data values, $K$, and ground-truth data values, $L$, would have resulted in huge processing times for the `sleeping`, `going out`, and `s–g` scores, and $\text{DTW\_score}$ and $\text{mode\_DTW\_score}$; therefore, we calculated these fitness scores with combinations of $K$ for 30 days and $L$ for 30 days. This was repeated five times for each type of score and the results were averaged. For the $\text{DTW\_score}$ and $\text{mode\_DTW\_score}$, we calculated the scores with the model parameters $Q$ and $W$ set to 1, 2, and 5. In addition, we calculated the ratio score using 191 days of $K$ and $L$. At the same time as obtaining the fitness scores, we derived F-measures based on the ground truth and the estimated activities. In the above processes, eight classifiers that include the test data used as training data were excluded.

Table 2 shows the correlation of F-measures with the `sleeping`, `going out`, `s–g`, and `ratio` scores. Tables 3 and 4 show the correlation of F measures with the $\text{DTW\_score}$ and $\text{mode\_DTW\_score}$, respectively.

Firstly, the three scores in terms of time concordance had almost no correlation. This is assumed to be because the matching degree is high even when `sleeping` (or `going out`) for a long time, whereas it is low when the time is slightly off or for a short activity time.

Secondly, the two DTW scores were higher than those of `sleeping`, `going-out`, and `s–g scores`. However, many combinations showed values of −0.41 to −0.48, indicating a weak or no correlation. We consider that the weak correlation was due to similar scores being obtained for

| Score name | Correlation |
|------------|-------------|
| sleeping   | −0.13       |
| going out  | −0.28       |
| s–g        | 0.13        |
| ratio      | −0.84       |

| $Q,W$ | 1   | 2   | 5   |
|-------|-----|-----|-----|
| 1     | −0.47|       |
| 2     | −0.54| −0.45|
| 5     | −0.43| −0.41|

| $Q,W$ | 1   | 2   | 5   |
|-------|-----|-----|-----|
| 1     | −0.48| −0.60| −0.48|
| 2     | −0.45| −0.46| −0.48|
| 5     | −0.50| −0.52| −0.45|
both high and moderate F-measures. As shown by some combinations, adjusting the parameters $W$ and $Q$ increases the correlation to more than $-0.5$, which is a moderate correlation. However, since the correlation depends on the case, it is not realistic to define an appropriate combination to ensure a high correlation.

Finally, the ratio score was the best among the proposed six fitness scores, with a strong correlation of $-0.84$, as shown in Fig. 4. This result shows the possibility of being able to determine differences between the lifestyles of different homes from only the ratio of activities, without having to consider details such as time slots and activity flow. We evaluate whether classifier selection using the ratio score contributes to the improvement of accuracy.

Similarly, for all other datasets, we confirmed that the proposed method selected the classifier with the highest recognition accuracy. Figure 5 shows the F-measure for each classifier when the dataset in home 1 is used as a test dataset. For the dataset in home 1, the proposed method selected the classifier shown by the red bar in Fig. 5. Classifier 7 had the highest recognition accuracy among the classifiers; hence, we can confirm that the classifier selection was performed correctly. Similarly, for all other datasets, we confirmed that the proposed method selected the classifier with the highest recognition accuracy.

5.2 Evaluation of classifier selection

To evaluate the effect of classifier selection, for each home, we performed the following three types of comparisons of the selected classifier with 1) the classifier trained on the entire dataset, 2) the classifier trained on a subset of the target home data, and 3) the rest of the classifiers, called infeasible classifiers, that were not selected because of low classifier fitness scores.

5.2.1 Classifier trained on entire training dataset

First, we compared our proposed method with a typical recognition model trained on the entire training dataset. Figure 6 shows the result of the comparison for each test dataset. For
each test dataset, the selected classifier can give a 1.5 to 1.7 times higher accuracy than the classifier using the entire training dataset.

5.2.2 Classifier trained on subset of target home data

Generally, if the model is trained on data from the same data source as the test dataset, the recognition accuracy increases because they have similar features. Therefore, it is important to compare the model trained on a subset of the dataset from the target home. Here, we investigated the recognition accuracy by fivefold cross-validation for each target home dataset for comparison with the proposed method.

Figure 7 shows F-measures of the proposed method and the model trained on a subset of each target home dataset. According to the results, the proposed method gives an equivalent or higher recognition accuracy than does the model trained on a subset of the target home dataset.

5.3 Evaluation of learning algorithm

We also investigated how different models work in our algorithm. We used three types of machine learning algorithm: the balanced random forest (BRF), SVM, and AdaBoost. In addition, we designed a rule-based approach based on our knowledge and compared it with other approaches. In this evaluation, we conducted leave-one-home-out cross-validation.

A rule-based approach is considered as a method of activity recognition from electricity consumption data. We have devised four simple rules to analyze the data and determine the activity by referring to the power fluctuations and time of day of each window.

1. If the maximum value of power usage is not less than $A$ watt, the activity is cooking.
2. If the maximum value of power usage is not greater than $B$ watts and the time is between $X$ and $Y$ o’clock, the activity is going-out.
3. If the maximum value of power usage is not greater than $B$ watts and the time is between $Y$ and $X$ o’clock, the activity is sleeping.
4. Otherwise, the activity is others.
There are four thresholds, $A$, $B$, $X$, and $Y$, in the above rules. Regarding $A$, we empirically set 1000 as this value can commonly identify the cooking activities in most of the houses. The F-measure were evaluated by changing the values of $B$, $X$, and $Y$.

Table 5 shows the F-measure of the rule-based approach with variously changed thresholds. As a result, the accuracy was highest when $B$, $X$, and $Y$ were 6, 18, and 100, respectively. When the threshold value was very large, sleeping and going out were often recognized as others, although sleeping and going out might also be recognized as others when the threshold value was very small because appliances with low power consumption, such as a refrigerator, were running all the time. The best result was only 0.25 since different households had different sleeping times and appliances that ran in the background while they slept, and it is not straightforward to determine reasonable rules that are applicable to many houses. We also compared the results with other learning methods with $B$, $X$, and $Y$ as 6, 18, and 100, respectively.

Table 6 shows the precision, recall, and F-measure for each method obtained by cross-validation. Figure 8 shows the F-measure for each method for each home test dataset. Both Table 6 and Fig. 8 show that the method with the BRF has a higher accuracy than the rule-based, SVM, and AdaBoost methods for all datasets. Hence, we subsequently used the method with the BRF.

Table 7 shows the precision, recall, and F-measure for each activity obtained using the BRF. Figure 9 shows the F-measure for each activity for each test dataset. A recognition rate of approximately 70% was achieved for sleeping, cooking, and others by the proposed method. However, the proposed method gave a low recognition rate of 23% for going out. In most cases, going out was recognized as others. We consider that our proposed method could not recognize going out correctly because there was no clear difference in terms of power usage between going out and stay at home for elderly subjects.

5.4 Evaluation of time slot

We evaluated the accuracy of the data by changing the granularity of the data to take into account the case when the data were obtained at other intervals. In this experiment, we
Fig. 8. (Color online) F-measures for learning algorithms for each test.

Table 5
Summary of recognition results for each threshold ($A = 1000$).

| $X,Y,B$ | 10  | 100 | 300 |
|---------|-----|-----|-----|
| 5,17    | 0.24| 0.24| 0.17|
| 6,18    | 0.24| 0.25| 0.18|
| 7,19    | 0.24| 0.25| 0.17|

Table 6
Summary of recognition results for each learning algorithm.

| Method     | Precision | Recall | F-measure |
|------------|-----------|--------|-----------|
| Rule-based | 0.28      | 0.22   | 0.25      |
| SVM        | 0.25      | 0.14   | 0.18      |
| AdaBoost   | 0.49      | 0.51   | 0.48      |
| BRF        | 0.61      | 0.60   | 0.59      |

Table 7
Summary of recognition results for each activity.

| Activity   | Precision | Recall | F-measure | (Amount of data) |
|------------|-----------|--------|-----------|------------------|
| sleeping   | 0.73      | 0.68   | 0.70      | (19911)          |
| going out  | 0.27      | 0.23   | 0.23      | (8006)           |
| cooking    | 0.64      | 0.82   | 0.68      | (4212)           |
| others     | 0.66      | 0.76   | 0.70      | (34255)          |

Fig. 9. (Color online) Comparison of F-measures among activities for each test dataset.

changed the granularity of the data by removing samples to create 1- and 5-min-interval data. The F-measures of the BRF for households Nos. 1–8 using different interval data are shown in Fig. 10. The accuracy decreased with longer intervals, but the degree of decrease differed with household. Household No. 3 exhibited a marked decrease in F-measure, with many peaks in
20-s-interval data. This indicates that in 1-min-interval data, those peaks may disappear, and our method cannot identify the relevant activity, e.g., cooking. The number of households with an overall accuracy of less than 50% with 1-min-interval data was 3, and the average decrease in F-measure with 1-min-interval data was 10%. It is clearly shown that using 20-s-interval data achieved the highest F-measure.

6. Limitations and Discussion

Our proposed method was able to recognize activities except going out with an accuracy of about 70%. Although it is difficult to recognize exactly the activity in each time slot with this accuracy, it is possible to construct an approximate timetable for a day. As mentioned in Sect. 3.2, mental disease and kodokushi are related to the collapse of sleeping hours and eating habits. We consider that an accuracy of 100% is ideal, but it is not possible using only the low-resolution power usage data. For detecting disease precursors, our proposed method can distinguish unusual changes of life patterns.

We also aim to realize services such as a monitoring service using smart meters to estimate behaviors and monitor users’ activities. Therefore, the estimation of behaviors is performed using only aggregated low-frequency data sampled every 20 s. Therefore, it is not possible to observe the specific waveforms generated by home appliances at high frequencies, and it is not possible to estimate the type of home appliance in a precise manner. Furthermore, since the input is only electric power, reading and napping, which consume almost no electricity, cannot be distinguished. These problems can be solved by installing a device that can acquire high-frequency power waveforms or using sensors other than electricity power sensors. However, introducing the system into ordinary households is difficult because initial installation and maintenance costs will be incurred by the residents.

7. Conclusions

We proposed a low-cost, noninvasive method of recognizing activity patterns in the home using only the aggregate power consumption data measured periodically in the aggregated
power source by a smart meter. We provided a unique, data-driven approach, where the dataset obtained for 191 days from eight homes was used to build eight different classifiers, each of which was trained on one home dataset only. We also proposed a method of choosing the best-fit classifier based on the classifier fitness scores. Experimental results show that the proposed method achieved a recognition accuracy of 70% for several main ADLs.

As future work, we plan to collect more data from more homes to consider household diversity. We also plan to investigate the possible improvement of the algorithm. For example, we may apply a sliding window mechanism to estimate activities.
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