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Abstract

Gaussian curvature is an important geometric property of surfaces, which has been used broadly in mathematical modeling. Due to the full nonlinearity of the Gaussian curvature, efficient numerical methods for models based on it are uncommon in literature. In this article, we propose an operator-splitting method for a general Gaussian curvature model. In our method, we decouple the full nonlinearity of Gaussian curvature from differential operators by introducing two matrix- and vector-valued functions. The optimization problem is then converted into the search for the steady state solution of a time dependent PDE system. The above PDE system is well-suited to time discretization by operator splitting, the sub-problems encountered at each fractional step having either a closed form solution or being solvable by efficient algorithms. The proposed method is not sensitive to the choice of parameters, its efficiency and performances being demonstrated via systematic experiments on surface smoothing and image denoising.

1 Introduction

Gaussian curvature is a most important geometric property finding applications in many scientific areas, such as biology [12, 1, 4], physics [21], graph regularization [17], image processing and surface fairing [47]. For example: (i) Gaussian curvature is used in [12] to explain the budding process of enveloped viruses. (ii) One studies in [21] primordial black holes from Gaussian curvature perturbations. (iii) One uses in [17] Gaussian curvature to regularize triangulated graphs. (iv) Gaussian curvature based models have also been proposed for image regularization [28, 49] and surface fairing [18, 5].

Consider a two-dimensional surface $S$. The Gaussian curvature of $S$ at $x$ is the product of its principal curvatures at $x$ [13]. The Gaussian curvature is an intrinsic quantity since it does not depend on how $S$ is embedded in the space. Another desirable property of Gaussian curvature is its relation to the developability of $S$. A surface with zero Gaussian curvature can be isometrically mapped onto a plane without distortion; it is then called developable. Many simple surfaces are developable, such as cylinders and cones. The property of being an intrinsic quantity and the relation to developability of surfaces make Gaussian curvature a natural regularizer which has been used widely in mathematical modeling [18, 5, 28].
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Despite of the rich applications of Gaussian curvature, only few publications dedicated to numerical methods for Gaussian curvature models can be found in the literature. Gaussian curvature driven flows for image smoothing are proposed in [34, 37] in which the flow PDE is numerically solved by the forward Euler scheme. Another Gaussian curvature flow is proposed in [19]. The evolution PDE is solved by a Crank-Nicholson scheme together with a domain decomposition technique. In [27], one proposes a weighted Gaussian curvature model in which the weight of the Gaussian curvature term is designed such that the model simplifies to a quadratic form leading to an explicit formula for the problem solution. Recently, the authors of [29] proposed a robust discrete scheme to compute the weighted Gaussian curvature. The authors of [18] propose a Gaussian curvature based model for surface fairing in which the surface is represented by a triangulation. The proposed model is discretized using a dedicated scheme introduced in [2] and optimized by gradient descent. The augmented Lagrangian method (ALM) has demonstrated superior performance in image processing [45, 10, 46, 33] and has been applied to optimize Gaussian curvature based models for image denoising [6, 40], image registration [3, 32], and image inpainting [49]. Although the ALM may converge very quickly, its performances are sensitive to the choice of the augmentation parameters. Indeed, finding the optimal parameters is tricky and maybe time consuming. A two-step method has been applied to optimize Gaussian curvature based models for image denoising [6] and surface fairing [5]. In each step of the two-step method, the authors solve an optimization problem using gradient descent. As shown in [6], the two-stage method is less efficient than the ALM. Numerical algorithms for other curvature based models are developed for the total curvature [48], mean curvature [50, 38] and Euler’s elastica model [44, 51, 15, 16].

Actually, the ALM is a special operator-splitting method which has a long history on providing efficient numerical solvers for various PDE related problems [8, 24, 25]. When solving a complicated time-dependent PDE by an operator-splitting method, one decomposes the PDE into several sub-PDEs such that each sub-PDE problem can be solved efficiently. For each time step, instead of solving the original PDE, one solves these sub-PDEs sequentially [39, 35]. When applying the above splitting strategy on optimization problems, one first derives the related Euler-Lagrange equation and associates with it an initial value problem such that the steady state solution of this initial value problem solves the optimization problem. Then the initial value problem is solved by the splitting strategy mentioned above. Such a kind of operator-splitting method has been proposed for image regularization [11, 36], and surface reconstruction [31, 30]. The performances of these methods have a low sensitivity to the choice of parameters. In [11], the authors focus on Euler’s elastica model for image denoising. The proposed operator-splitting method is more efficient than the ALM proposed in [42]. The authors of [31] proposed an operator-splitting method and an ALM to reconstruct a surface from a point cloud. The numerical experiments reported in [31] show that the operator-splitting method is more robust than the ALM.

In this article, we propose an operator-splitting method for a two-dimensional Gaussian curvature based model. We consider a general model consisting of a fidelity term and of two regularization terms: a Gaussian curvature term and a total variation one. To decouple the nonlinearities of the model, two matrix- and vector-valued functions are introduced with some constraints. To derive the optimality condition of the new problem, the constraints are enforced by utilizing indicator functionals. We then associate with the optimality conditions an initial-value problem, a time-dependent PDE system, which is time discretized by an operator-splitting method. In our splitting scheme, each sub-problem has either a closed-form solution or can be solved efficiently. The efficiency of the proposed method is demonstrated on surface smoothing and image denoising examples. Our method can optimize the Gaussian curvature based model efficiently and is not sensitive to the choice of parameters.

The remaining of this paper is organized as follows: We introduce the Gaussian curvature based model in Section 2. The proposed operator-splitting method and solvers for each sub-
problem are presented in Section 3. The proposed method is space discretized in Section 4. In
Section 5, we present the results of numerical experiments, where the method we propose is
applied to surface smoothing and image denoising problems. We conclude this article in Section
6.

2 The Gaussian curvature model

Let \( \Omega \subset \mathbb{R}^2 \) be a rectangular domain and \( f \) be a noisy function of two variables. The function
\( f \) is not a surface, but its graph is one. In image processing, one can take \( f \) as a noisy image
whose function values are pixel values. We consider regularizing \( f \) by the following Gaussian
curvature-TV model

\[
\min_{v \in H^2(\Omega)} \left[ \int_{\Omega} \frac{|\det D^2 v|}{(1 + |\nabla v|^2)^{3/2}} + \alpha \int_{\Omega} |\nabla v|^2 + \frac{1}{2\beta} \int_{\Omega} |f - v|^2 \right],
\]

where \( H^2(\Omega) \) is the Sobolev space defined by

\[
H^2(\Omega) = \left\{ v \mid v \in L^2(\Omega), \nabla v \in (L^2(\Omega))^2, \ D^2 v \in (L^2(\Omega))^{2 \times 2} \right\},
\]

the derivatives being in the sense of distributions. Above, \( d\mathbf{x} = dx_1 dx_2 \), \( s \) denotes the surface
area, \( \alpha \geq 0, \beta > 0 \) are weighting parameters balancing these terms, and \( D^2 v \) is the Hessian of
\( v \) given by

\[
D^2 v = \begin{pmatrix}
\frac{\partial^2 v}{\partial x_1^2} & \frac{\partial^2 v}{\partial x_1 \partial x_2} \\
\frac{\partial^2 v}{\partial x_2 \partial x_1} & \frac{\partial^2 v}{\partial x_2^2}
\end{pmatrix}.
\]

In (2.1), the first two terms are regularization terms: the Gaussian curvature of \( v \) [20] and the
total variation of \( v \), respectively. Since the Gaussian curvature is an intrinsic geometric quantity
of a surface, we integrate it with respect to the surface area. The third term in (2.1) is a fidelity
 term.

Substituting \( ds \) by \( \sqrt{1 + |\nabla v|^2} d\mathbf{x} \), we get

\[
\min_{v \in H^2(\Omega)} \left[ \int_{\Omega} \frac{|\det D^2 v|}{(1 + |\nabla v|^2)^{3/2}} d\mathbf{x} + \alpha \int_{\Omega} |\nabla v|^2 d\mathbf{x} + \frac{1}{2\beta} \int_{\Omega} |f - v|^2 d\mathbf{x} \right].
\]

The full nonlinearity and the non-smoothness of the Gaussian curvature term make solving (2.3)
a challenging problem. To overcome this difficulty, we introduce two matrix- and vector-valued
functions to decouple the nonlinearities from the differential operators.

Let

\[
q = \begin{bmatrix} q_1 \\ q_2 \end{bmatrix} \in (H^1(\Omega))^2, \quad G = \begin{pmatrix} G_{11} & G_{12} \\ G_{21} & G_{22} \end{pmatrix} \in (L^2(\Omega))^{2 \times 2}.
\]

If \( u \) is a solution to (2.3), then \( (u, p, H) \) solves

\[
\begin{cases}
\min_{v \in H^1(\Omega), \ q \in (H^1(\Omega))^2, \ G \in (L^2(\Omega))^{2 \times 2}} \left[ \int_{\Omega} \frac{|\det G|}{(1 + |q|^2)^{3/2}} d\mathbf{x} + \alpha \int_{\Omega} |q|^2 d\mathbf{x} + \frac{1}{2\beta} \int_{\Omega} |f - v|^2 d\mathbf{x} \right], \\
q = \nabla v, \\
G = \nabla q
\end{cases}
\]

with \( p = \nabla u, \ H = \nabla p \). Therefore (2.3) is converted to the constrained optimization problem
(2.4). Next, we relax the constraints by utilizing indicator functionals.
Define the sets
\[ \Sigma = \left\{ q | q \in (L^2(\Omega))^2, \exists v \in H^1(\Omega) \text{ such that } q = \nabla v \text{ and } \int_\Omega (f - v) dx = 0 \right\}, \]
\[ S = \left\{ (q, G) | (q, G) \in (H^1(\Omega))^2 \times (L^2(\Omega))^2 \times 2 \text{ such that } G = \nabla q \right\}, \]
and their indicator functionals
\[ I_\Sigma(q) = \begin{cases} 0 & \text{if } q \in \Sigma, \\ +\infty & \text{otherwise}, \end{cases} \]
\[ I_S(q, G) = \begin{cases} 0 & \text{if } (q, G) \in S, \\ +\infty & \text{otherwise}. \end{cases} \]
We have that \( (p, H) \) is the solution to
\[
\min_{q \in (H^1(\Omega))^2, G \in (L^2(\Omega))^2 \times 2} \left[ \int_\Omega \frac{|\text{det } G|}{(1 + |q|^2)^{3/2}} dx + \alpha \int_\Omega |q| dx + \frac{1}{2\beta} \int_\Omega |f - v_q|^2 dx + I_\Sigma(q) + I_S(q, G) \right] \tag{2.5}
\]
where \( v_q \) is the unique solution to
\[
\begin{cases}
\nabla^2 v_q = \nabla \cdot q \text{ in } \Omega, \\
(\nabla v_q - q) \cdot n = 0 \text{ on } \partial \Omega, \\
\int_\Omega (f - v_q) dx = 0. \tag{2.6}
\end{cases}
\]
In (2.6), \( \nabla^2 \) represents the Laplace operator, \( n \) is the unit outward normal vector at the boundary. Compared to (2.4), in (2.5) one relaxes the constraints by introducing the two indicator functionals \( I_\Sigma \) and \( I_S \). Taking advantage of (2.6), one can uniquely determine \( v \) in (2.4) using \( q \). Therefore the triple \( (u, p, H) \) in (2.4) is reduced to \( (p, H) \) in (2.5), which is an unconstrained optimization problem.

**Remark 2.1.** For any given \( q \), problem (2.6) is a standard Poisson–Neumann problem. On rectangular domains, there are many efficient solvers for problem (2.6), such as sparse Cholesky, conjugate gradient, cyclic reduction, etc. In particular, when replacing in (2.6) the Neumann boundary conditions by periodic ones, (2.6) can be solved efficiently by FFT, see Section 3.8 and 4.4 for details.

### 3 An operator splitting method to solve problem (2.5)

Operator-splitting methods solve complicated problems by solving a sequence of simpler subproblems. They have been successfully used for the numerical solutions of PDEs [23], inverse problems [22], fluid-structure interactions [7] and problems in image processing [11, 36, 24]. We refer the readers to [25] for a detailed discussion of operator-splitting methods. In this section, we propose an operator splitting method to find the minimizers of (2.5).

#### 3.1 The optimality condition associated with (2.5)

The functional in (2.5) can be written as
\[ J_1 + J_2 + J_3 \]
where
\[
J_1(q, G) = \int_\Omega \frac{|\text{det } G|}{(1 + |q|^2)^{3/2}} dx, \tag{3.1}
\]
\[ J_2(q) = \alpha \int_\Omega |q| dx, \tag{3.2} \]
\[ J_3(q) = \frac{1}{2\beta} \int_\Omega |f - v_q|^2 dx. \tag{3.3} \]
The Euler-Lagrange equation for (2.5) reads as

\[
\begin{cases}
D_q J_1(p, H) + \partial_q J_2(p) + D_q J_3(p) + \partial_q I_S(p, H) + \partial_q I_S(p, H) \ni 0, \\
\partial G J_1(p, H) + \partial G I_S(p, H) \ni 0,
\end{cases}
\]

(3.4)

where \( D_q \) (resp. \( \partial_q \)) denotes the partial derivative (resp. subdifferential) of a differentiable functional (resp. a non-smooth functional) with respect to \( q \). Operator \( \partial G \) is defined similarly.

With the optimality system (3.4), we associate the following initial value problem (dynamical flow):

\[
\begin{cases}
\gamma \frac{\partial p}{\partial t} + D_q J_1(p, H) + \partial_q J_2(p) + D_q J_3(p) + \partial_q I_S(p, H) + \partial_q I_S(p, H) \ni 0, \\
\frac{\partial H}{\partial t} + \partial G J_1(p, H) + \partial G I_S(p, H) \ni 0, \\
p(0) = p_0, \quad H(0) = H_0,
\end{cases}
\]

(3.5)

with \( \gamma > 0 \). In (3.5), \((p_0, H_0)\) is the initial condition of the flow. The choice of \((p_0, H_0)\) will be discussed in Section 3.7. Note that the steady state solution of (3.5) solves (3.4). In the next subsection, we propose an operator-splitting method to time-discretize (3.5) and to compute the steady state solution.

### 3.2 An operator-splitting method for the dynamical-flow system

We use the Lie scheme (see [25, 26] and the references therein) to time-discretize (3.5). Denote by \( \tau > 0 \) a time discretization step and by \( n \) the step number. Let \( t^n = n\tau \). We use \((p^n, G^n)\) to denote an approximate solution at time \( t^n \). Given an initial condition \((p_0, H_0)\), we update \((p^n, H^n)\) via the following four steps:

**Initialization:**

\[(p^0, H^0) = (p_0, H_0).\]

**Fractional Step 1:**

\[
\begin{cases}
\gamma \frac{\partial p}{\partial t} + D_q J_1(p, H) = 0, \\
\frac{\partial H}{\partial t} + \partial G J_1(p, H) \ni 0, \\
(p(t^n), H(t^n)) = (p^n, H^n),
\end{cases}
\]

(3.7)

and set

\[(p^{n+1/4}, H^{n+1/4}) = (p(t^n+1), H(t^n+1)).\]

(3.8)

**Fractional Step 2:**

\[
\begin{cases}
\gamma \frac{\partial p}{\partial t} + \partial_q J_2(p) \ni 0, \\
\frac{\partial H}{\partial t} = 0, \\
(p(t^n), H(t^n)) = (p^{n+1/4}, H^{n+1/4}),
\end{cases}
\]

(3.9)

and set

\[(p^{n+2/4}, H^{n+2/4}) = (p(t^n+1), H(t^n+1)).\]

(3.10)

**Fractional Step 3:**

\[
\begin{cases}
\gamma \frac{\partial p}{\partial t} + \partial_q I_S(p, H) \ni 0, \\
\frac{\partial H}{\partial t} + \partial G I_S(p, H) \ni 0, \\
(p(t^n), H(t^n)) = (p^{n+2/4}, H^{n+2/4}),
\end{cases}
\]

(3.11)
and set
\[(p^{n+3/4}, H^{n+3/4}) = (p(t^{n+1}), H(t^{n+1})).\] (3.12)

**Fractional Step 4:**
\[
\begin{align*}
\gamma \frac{\partial p}{\partial t} + D_q J_3(p) + \partial_q J_\Sigma(p) &= 0, & \text{in } \Omega \times (t^n, t^{n+1}), \\
\frac{\partial H}{\partial t} &= 0, \\
(p(t^n), H(t^n)) &= (p^{n+3/4}, H^{n+3/4}),
\end{align*}
\] (3.13)
and set
\[(p^{n+1}, H^{n+1}) = (p(t^{n+1}), H(t^{n+1})).\] (3.14)

In scheme (3.6)-(3.14), the positive constant \( \gamma > 0 \) controls the evolution speed of \( p \). Scheme (3.6)-(3.14) is only semidiscrete. One still needs to solve the subproblems (3.7), (3.9), (3.11) and (3.13). Here we advocate a Marchuk-Yanenko type scheme (see [25] for more information on the Marchuk-Yanenko scheme) to time-discretize (3.6)-(3.14), that is:

Set
\[(p^0, H^0) = (p_0, H_0).\] (3.15)

For \( n \geq 0 \), \((p^n, H^n) \to (p^{n+1/4}, H^{n+1/4}) \to (p^{n+2/4}, H^{n+2/4}) \to (p^{n+3/4}, H^{n+3/4}) \to (p^{n+1}, H^{n+1})\) as follows:

\[
\begin{align*}
\gamma \frac{H^{n+1/4} - H^n}{\tau} + D_q J_1(p^{n+1/4}, H^n) &= 0, \\
H^{n+1/4} - H^n + \partial_q J_1(p^{n+1/4}, H^{n+1/4}) &\ni 0, \\
\gamma \frac{H^{n+2/4} - H^{n+1/4}}{\tau} + D_q J_2(p^{n+2/4}) &\ni 0, \\
\frac{H^{n+2/4} - H^{n+1/4}}{\tau} &= 0, \\
\gamma \frac{H^{n+3/4} - H^{n+2/4}}{\tau} + D_q J_3(p^{n+3/4}, H^{n+3/4}) &\ni 0, \\
\frac{H^{n+3/4} - H^{n+2/4}}{\tau} + \partial_q J_3(p^{n+3/4}, H^{n+3/4}) &\ni 0, \\
\gamma \frac{p^{n+1} - p^{n+3/4}}{\tau} + D_q J_5(p^{n+1}) + \partial_q J_\Sigma(p^{n+1}) &\ni 0, \\
\frac{H^{n+1} - H^{n+3/4}}{\tau} &= 0.
\end{align*}
\] (3.16) (3.17) (3.18) (3.19)

Problem (3.16) is a time-discrete variant of (3.7). Given \( \{p^n, H^n\} \), it is difficult to solve (3.7) for \( \{p^n, H^n\} \) directly by an implicit scheme. Therefore, we split this complicated problem into two substeps in (3.7) by decoupling variables \( p \) and \( H \). Problem (3.16) consists of two substeps:

In the first substep, we fix \( H = H^n \) and compute for \( p^{n+1} \) implicitly. In the second substep, we fix \( p = p^{n+1/4} \) and update \( H^{n+1/4} \) implicitly. Details on each substep can be found in Section 3.3. Such a splitting strategy is known as the Marchuk-Yanenko type scheme. The convergence of this scheme is verified by our numerical experiments in Section 5. In the remaining part of this section, we discuss solutions to subproblems (3.16)-(3.19).

**Remark 3.1.** Our operator-splitting method is an approximation of the gradient flow of the functional (2.3). The convergence of the proposed method closely relates to that of the gradient flow. When there is only one variable and the operator in each subproblem is smooth enough, the approximation error is of \( O(\tau) \) (see [? and [?], Chapter 6]). In our problem, since \( J_1, J_2, I_5 \) and \( I_\Sigma \) are not smooth, the approximation error of the proposed method requires a separate study. Due to the non-convexity of the functional in (2.3), all we can expect is that the gradient flow and the proposed method converge to a local minimizer.
3.3 On the solution to (3.16)

3.3.1 Computing $p^{n+1/4}$

In (3.16), $p^{n+1/4}$ solves the following minimization problem:

$$p^{n+1/4} = \arg \min_{q \in L^2(\Omega)^2} \left[ \frac{\gamma}{2} \int|q - p^n|^2 dx + \tau \int_\Omega \frac{|\det H^n|}{(1 + |q|^2)^{3/2}} dx \right]. \quad (3.20)$$

By differentiating the functional in (3.20), $p^{n+1/4} = \left[ p_1^{n+1/4}, p_2^{n+1/4} \right]^\top$ satisfies

$$\gamma p^{n+1/4} - 3\tau|\Delta_1| p^{n+1/4} = \gamma b, \quad (3.21)$$

where $\Delta_1 = \det H^{n+1/4}$, $b = p^n$. System (3.21) can be solved by Newton’s method or a fixed point method.

We first discuss Newton’s method. Define

$$F(q) = \gamma q - 3\tau|\Delta_1| \left( \frac{q}{1 + |q|^2} \right)^{5/2} - \gamma b, \quad (3.22)$$

for $q = [q_1, q_2]^\top$. It is easy to derive that

$$DF(q) = \begin{pmatrix} \frac{\partial F_1}{\partial q_1} & \frac{\partial F_1}{\partial q_2} \\ \frac{\partial F_2}{\partial q_1} & \frac{\partial F_2}{\partial q_2} \end{pmatrix} = \gamma I + \frac{3\tau|\Delta_1|}{(1 + |q|^2)^{7/2}} \begin{pmatrix} 4q_1^2 - q_2^2 - 1 & 5q_1q_2 \\ 5q_1q_2 & 4q_2^2 - q_1^2 - 1 \end{pmatrix}, \quad (3.23)$$

where $I$ denotes the identity matrix. The Newtons method is conducted as follows:

Set $q^0 = b$. For $k > 0$, we update $q^k \to q^{k+1}$ as

$$q^{k+1} = q - \rho (DF(q^k))^{-1} F(q^k), \quad (3.24)$$

where $\rho \in (0, 1]$ is a parameter controlling the updating rate of $q$. We update $q^k$ until $\|q^{k+1} - q^k\|_\infty \leq \xi_1$ for some small $\xi_1$. Denote the converged quantity by $p^*$. We set

$$p^{n+1/4} = p^*. \quad (3.25)$$

The formulation of the fixed point method is simpler. First observe that (3.21) can be rewritten as

$$\left( \gamma - \frac{3\tau|\Delta_1|}{(1 + |p^{n+1/4}|^2)^{5/2}} \right) p^{n+1/4} = \gamma b. \quad (3.26)$$

Set $q^0 = b$. For $k > 0$, we update $q^k \to q^{k+1}$ as

$$s^k = \left( \gamma - \frac{3\tau|\Delta_1|}{(1 + |q^k|^2)^{5/2}} \right), \quad (3.27)$$

$$\tilde{q} = \gamma b / s^k, \quad (3.28)$$

$$q^{k+1} = (1 - \rho_1)q^k + \rho_1 \tilde{q}, \quad (3.29)$$

where $\rho_1 \in (0, 1]$ is a parameter controlling the updating rate of $q$. By using the above algorithm, $q^k$ is updated until $\|q^{k+1} - q^k\|_\infty \leq \xi_1$ for some small $\xi_1$. Denote the converged quantity by $p^*$. We set

$$p^{n+1/4} = p^*. \quad (3.29)$$
In our experiments, the fixed point method is more stable and has a faster convergence compared to Newton’s method. In all of our experiments reported in this paper, the fixed point method is used.

In Newton’s method (3.24) and the fixed point iteration (3.26)–(3.28), initial guess \(q^0 = p^n\) is used. In problems (3.16)–(3.19), \(\tau\) is the artificial time step which controls the evolution speed of \(p\) and \(H\). As long as \(\tau\) is small enough, \(\{p^n, H^n\}\) are close to \(\{p^{n-1}, H^{n-1}\}\) and \(\{p^{n-1+1/4}, H^{n-1+1/4}\}\), where \(p^{n-1+1/4}\) is the minimizer of (3.20) in the previous outer iteration. In addition, the functional in (3.20) in the current outer iteration does not change too much from that in the previous outer iteration. It is reasonable to expect the minimizer of (3.20) at the current outer iteration is close to \(p^n\) or \(p^{n-1+1/4}\). Therefore \(p^n\) is a good initial guess and should converge to the minimizer fast. This is verified in our numerical experiments.

The operator splitting method we used is the Marchuk-Yanenko variant of the Lie scheme. Unlike ADMM type splitting methods, the Lie and Marchuk-Yanenko schemes ‘enjoy’ a systematic splitting error (of order \(\tau\), at best typically). In order to have an accurate method one has to use small values of \(\tau\), implying many time steps before reaching a steady state solution.

### 3.3.2 Computing \(H^{n+1/4}\)

Function \(H^{n+1/4}\) is the solution to

\[
H^{n+1/4} = \arg \min_{G \in (L^2(\Omega))^2 \times 2} \left[ \frac{1}{2} \int_{\Omega} |G - H^n|^2 dx + \tau \int_{\Omega} \frac{\det G}{1 + |p^{n+1/4}|^2}^{3/2} dx \right]. \tag{3.29}
\]

Problem (3.29) is of the form

\[
M = \arg \min_{G \in (L^2(\Omega))^2 \times 2} \left[ \frac{1}{2} \int_{\Omega} |G - B|^2 dx + \tau \int_{\Omega} \Delta_2 |G_{11}G_{22} - G_{12}G_{21}| dx \right] \tag{3.30}
\]

with \(B = H^n, \Delta_2 = (1 + |p^{n+1/4}|^2)^{-3/2}\). By grouping \((G_{11}, G_{12})\) and \((G_{21}, G_{22})\), we use the following relaxation method to solve for \(M\):

Set \(M^0 = B\), and fix \(\rho_2 \in (0, 1]\). For \(k > 0\), we update \(M^k \to M^{k+1}\) in the following two steps:

#### Step 1: Solve

\[
(\tilde{M}_{11}, \tilde{M}_{12}) = \arg \min_{(z_1, z_2) \in (L^2(\Omega))^2} \left[ \frac{1}{2} \int_{\Omega} \left( |z_1 - B_{11}|^2 + |z_2 - B_{12}|^2 \right) dx + \tau \int_{\Omega} \Delta_2 |M_{22}^k z_1 - M_{21}^k z_2| dx \right] \tag{3.31}
\]

and update

\[
M_{11}^{k+1} = (1 - \rho_2)M_{11}^k + \rho_2 \tilde{M}_{11}, \tag{3.32}
\]

\[
M_{12}^{k+1} = (1 - \rho_2)M_{12}^k + \rho_2 \tilde{M}_{12}. \tag{3.33}
\]

#### Step 2: Solve

\[
(\tilde{M}_{22}, \tilde{M}_{21}) = \arg \min_{(z_1, z_2) \in (L^2(\Omega))^2} \left[ \frac{1}{2} \int_{\Omega} \left( |z_1 - B_{22}|^2 + |z_2 - B_{21}|^2 \right) dx + \tau \int_{\Omega} \Delta_2 |M_{11}^{k+1} z_1 - M_{12}^{k+1} z_2| dx \right] \tag{3.34}
\]

and update

\[
M_{22}^{k+1} = (1 - \rho_2)M_{22}^k + \rho_2 \tilde{M}_{22}, \tag{3.35}
\]

\[
M_{21}^{k+1} = (1 - \rho_2)M_{21}^k + \rho_2 \tilde{M}_{21}. \tag{3.36}
\]
The above procedure is repeated until
\[ \max \left\{ \| M_{11}^{k+1} - M_{11}^k \|_\infty, \| M_{22}^{k+1} - M_{22}^k \|_\infty, \| M_{12}^{k+1} - M_{12}^k \|_\infty, \| M_{21}^{k+1} - M_{21}^k \|_\infty \right\} \leq \xi_2 \]
for some small \( \xi_2 \).

Problems (3.31) and (3.34) can be solved pixel-wise. On each pixel, one needs to solve a minimization problem in the form of
\[ (v_1, v_2) = \arg \min_{(w_1, w_2) \in \mathbb{R}^2} \left[ \frac{1}{2} (|w_1 - b_1|^2 + |w_2 - b_2|^2) + c|a_1 w_1 - a_2 w_2| \right] \] (3.37)
for some constants \( a_1, a_2, b_1, b_2, c \in \mathbb{R} \) with \( c > 0 \). The closed-form solution of (3.37) is summarized in the following theorem.

**Theorem 3.1.** The closed-form solution of (3.37) is given in the following five cases:

**Case 1:** \( a_1 = 0 \). The solution is
\[ v_1 = b_1, \ v_2 = \max \left\{ 0, 1 - \frac{|a_2|}{|b_2|} \right\} b_2. \] (3.38)

**Case 2:** \( a_2 = 0 \). The solution is
\[ v_1 = \max \left\{ 0, 1 - \frac{|a_1|}{|b_1|} \right\} b_1, \ v_2 = b_2. \] (3.39)

**Case 3:** \( a_1 \neq 0, a_2 \neq 0 \) and \( (a_1 b_1 - a_2 b_2) - (a_1^2 + a_2^2)c > 0 \). The solution is
\[ v_1 = b_1 - c a_1, \ v_2 = b_2 + c a_2. \] (3.40)

**Case 4:** \( a_1 \neq 0, a_2 \neq 0 \) and \( (a_1 b_1 - a_2 b_2) + (a_1^2 + a_2^2)c < 0 \). The solution is
\[ v_1 = b_1 + c a_1, \ v_2 = b_2 - c a_2. \] (3.41)

**Case 5:** Other cases. The solution is
\[ v_1 = \frac{a_2^2 b_1 + a_1 a_2 b_2}{a_1^2 + a_2^2}, \ v_2 = \frac{a_1 a_2 b_1 + a_1^2 b_2}{a_1^2 + a_2^2}. \] (3.42)

**Proof.** We derive the closed form solution for each case.

**Cases 1 and 2:** Case 1 and 2 are very similar to each other. We derive the expression of the solution in Case 1. The solution in Case 2 can be derived analogously. When \( a_1 = 0 \), (3.37) reduces to
\[ (v_1, v_2) = \arg \min_{(w_1, w_2) \in \mathbb{R}^2} \left[ \frac{1}{2} (|w_1 - b_1|^2 + |w_2 - b_2|^2) + c a_2 |w_2| \right] \]
\[ = \arg \min_{w_1 \in \mathbb{R}} \frac{1}{2} |w_1 - b_1|^2 + \arg \min_{w_2 \in \mathbb{R}} \left[ \frac{1}{2} |w_2 - b_2|^2 + c a_2 |w_2| \right]. \] (3.43)

In (3.43), the minimization problem with respect to \( w_1 \) has solution \( v_1 = b_1 \). The minimization problem with respect to \( w_2 \) is a common one in image processing; its solution is given via the shrinkage operator [14]
\[ v_2 = \max \left\{ 0, 1 - \frac{|a_2|}{|b_2|} \right\} b_2. \] (3.44)
Case 3-5: In Case 3-5, \( a_1, a_2 \neq 0 \). When \( a_1 v_1 - a_2 v_2 > 0 \), the optimality condition of \( (v_1, v_2) \) is
\[
\begin{align*}
\begin{cases}
v_1 - b_1 + ca_1 &= 0, \\
v_2 - b_2 - ca_2 &= 0,
\end{cases}
\end{align*}
\tag{3.45}
\]
which gives \( v_1 = b_1 - ca_1 \), \( v_2 = b_2 + ca_2 \). Substituting this expression into the condition \( a_1 v_1 - a_2 v_2 > 0 \) yields
\[
(a_1 b_1 - a_2 b_2) - c(a_1^2 + a_2^2) > 0,
\tag{3.46}
\]
which proves Case 3.

When \( a_1 v_1 - a_2 v_2 < 0 \), the optimality condition of \( (v_1, v_2) \) is
\[
\begin{align*}
\begin{cases}
v_1 - b_1 - ca_1 &= 0, \\
v_2 - b_2 + ca_2 &= 0,
\end{cases}
\end{align*}
\tag{3.47}
\]
which gives \( v_1 = b_1 + ca_1 \), \( v_2 = b_2 - ca_2 \). Substituting this expression into the condition \( a_1 v_1 - a_2 v_2 < 0 \) yields
\[
(a_1 b_1 - a_2 b_2) + c(a_1^2 + a_2^2) < 0,
\tag{3.48}
\]
which proves Case 4.

For Case 5, the condition is \( a_1, a_2 \neq 0 \), \( (a_1 b_1 - a_2 b_2) - c(a_1^2 + a_2^2) \leq 0 \) and \( (a_1 b_1 - a_2 b_2) + c(a_1^2 + a_2^2) \geq 0 \). Under this condition, the optimality conditions in Cases 3 and 4 can not be satisfied. Therefore we must have \( a_1 v_1 - a_2 v_2 = 0 \). Since \( a_1, a_2 \neq 0 \), we can write \( v_2 = v_1 \). Then (3.37) reduces to
\[
\begin{align*}
\begin{cases}
v_1 &= \arg\min_{a_1} \frac{1}{2} \left( |w_1 - b_1|^2 + \left| \frac{a_1 w_1}{a_2} - b_2 \right|^2 \right), \\
v_2 &= a_1 v_1 / a_2.
\end{cases}
\end{align*}
\tag{3.49}
\]
The functional in (3.49) is a quadratic form of \( v_1 \), implying that
\[
v_1 = \frac{a_2^2 b_1 + a_1 a_2 b_2}{a_1^2 + a_2^2}, \quad v_2 = \frac{a_1 a_2 b_1 + a_2^2 b_2}{a_1^2 + a_2^2}.
\]

Similar to our discussion in Section 3.3 on the convergence of the fixed-point iteration for \( p^{n+1/4} \), \( H^n \) is a good initial guess of the iteration (3.31)-(3.36) and the iteration should converge to the minimizer fast. This is verified by our numerical experiments.

3.4 On the solution of (3.17)

In (3.17), \( p^{n+2/4} \) solves the following problem
\[
\min_{q \in (L^2(\Omega))^2} \left\{ \frac{\gamma}{2} \int_{\Omega} |q - p^{n+1/4}|^2 dx + \tau \alpha \int_{\Omega} |q|^2 dx \right\}.
\tag{3.50}
\]
We have \( p^{n+2/4} \) closed form through the shrinkage operation, namely
\[
p^{n+2/4} = \max \left\{ 0, 1 - \frac{\tau \alpha / \gamma}{|p^{n+1/4}|} \right\} p^{n+1/4}.
\tag{3.51}
\]
Then we set \( H^{n+2/4} = H^{n+1/4} \).
3.5 On the solution of (3.18)
In (3.18), \((p^{n+3/4}, H^{n+3/4})\) solves
\[
\begin{cases}
H^{n+3/4} = \nabla p^{n+3/4}, \\
p^{n+3/4} = \arg\min_{q \in (H^1(\Omega))^2} \left[ \frac{1}{2} \int_{\Omega} (\gamma|q - p^{n+2/4}|^2 + |\nabla q - H^{n+2/4}|^2) \, dx \right].
\end{cases}
\] (3.52)

It follows from (3.52) that \(p^{n+3/4}\) is the unique solution to
\[
\begin{cases}
p^{n+3/4} \in (H^1(\Omega))^2, \\
\int_{\Omega} (\gamma p^{n+3/4} \cdot q + \nabla p^{n+3/4} : \nabla q) \, dx = \int_{\Omega} (\gamma p^{n+2/4} \cdot q + H^{n+2/4} \cdot \nabla q) \, dx, \\
\forall q \in (H^1(\Omega))^2,
\end{cases}
\] (3.53)

where \(\nabla p : \nabla q = \nabla p_1 \cdot \nabla q_1 + \nabla p_2 \cdot \nabla q_2\). Note that \(p^{n+3/4}\) is also the unique weak solution of the following linear elliptic problem (a Neumann problem)
\[
\begin{cases}
-\nabla^2 p_k^{n+3/4} + \gamma p_k^{n+3/4} = \gamma p_k^{n+2/4} - \nabla \cdot H_k^{n+2/4} & \text{in } \Omega, \\
(\nabla p_k^{n+3/4} - H_k^{n+2/4}) \cdot n = 0 & \text{on } \partial \Omega,
\end{cases}
\] (3.54)

for \(k = 1, 2\), where \(H_k^{n+2/4} = [H_{k1}^{n+2/4}, H_{k2}^{n+2/4}]^T\).

3.6 On the solution of (3.19)
In (3.19), \(H^{n+1} = H^{n+3/4}\) and \(p^{n+1}\) is the solution to
\[
\begin{cases}
u^{n+1} = \arg\min_{v \in H^1(\Omega)} \left[ \frac{1}{2} \int_{\Omega} \gamma |\nabla v - p^{n+3/4}|^2 \, dx + \frac{\tau}{2\beta} \int_{\Omega} |v - v_0|^2 \, dx \right], \\
p^{n+1} = \nabla u^{n+1}.
\end{cases}
\] (3.55)

From (3.55), \(u^{n+1}\) is the unique solution to the linear variational problem
\[
\begin{cases}
\int_{\Omega} \gamma \nabla u^{n+1} \cdot \nabla v \, dx + \frac{\tau}{\beta} \int_{\Omega} u^{n+1} v \, dx = \frac{\tau}{\beta} \int_{\Omega} f v \, dx + \gamma \int_{\Omega} p^{n+3/4} \cdot \nabla v \, dx, \\
\forall v \in H^1(\Omega).
\end{cases}
\] (3.56)

Note that \(u^{n+1} \in H^1(\Omega)\) is also the weak solution to the following Neumann problem
\[
\begin{cases}
-\gamma \nabla^2 u^{n+1} + \frac{\tau}{\beta} u^{n+1} = \frac{\tau}{\beta} f - \nabla \cdot (\gamma p^{n+3/4}) & \text{in } \Omega, \\
(\nabla u^{n+1} - p^{n+3/4}) \cdot n = 0 & \text{on } \partial \Omega.
\end{cases}
\] (3.57)

Our algorithm is summarized in Algorithm 1 below:

3.7 Initial condition
Scheme (3.15)-(3.19) requires an initial condition \((p_0, H_0)\). One simple choice is
\[
p_0 = \nabla f, \ H_0 = \nabla p_0.
\] (3.58)
Algorithm 1: An operator-splitting method for solving problem (2.5)

**Input:** The noisy function $f$, parameters $\alpha, \beta, \gamma, \tau$.

**Initialization:** $n = 0$, $(p^0, H^0) = (p_0, H_0)$.

while not converge do

1. Solve (3.16) using (3.26)-(3.28), (3.31)-(3.36) to obtain $(p^{n+1/4}, H^{n+1/4})$.
2. Solve (3.17) using (3.51) to obtain $(p^{n+2/4}, H^{n+2/4})$.
3. Solve (3.18) using (3.54) to obtain $(p^{n+3/4}, H^{n+3/4})$.
4. Solve (3.19) using (3.57) to obtain $(p^{n+1}, H^{n+1})$.
5. Set $n = n + 1$.

end while

Solve (2.6) using the converged function $p^*$ to obtain $u^*$.

**Output:** The function $u^*$.

A more sophisticated choice is to set $p_0$ as the gradient of a smoothed $f$. Let $\varepsilon > 0$ be a small constant. We first solve

$$
\begin{cases}
u_0 \in H^1(\Omega), \\
\int_\Omega u_0 v d\mathbf{x} + \varepsilon \int_\Omega \nabla u_0 \cdot \nabla v d\mathbf{x} = \int_\Omega f v d\mathbf{x}, \\
\forall v \in H^1(\Omega).
\end{cases}
$$

(3.59)

Here $u_0$ is the weak solution of

$$
\begin{cases}
u_0 - \varepsilon \Delta^2 u_0 = f & \text{in } \Omega, \\
\nabla u_0 \cdot \mathbf{n} = \partial u_0 / \partial \mathbf{n} = 0 & \text{on } \partial \Omega.
\end{cases}
$$

(3.60)

Then we take

$$
p_0 = \nabla u_0, \ H_0 = \nabla p_0.
$$

(3.61)

3.8 On periodic boundary conditions

Periodic boundary conditions are commonly used in image processing and enable one to use FFT when solving certain elliptic linear PDEs. The operator-splitting method and the solvers to each subproblem discussed so far consider Neumann boundary conditions. In this subsection, we discuss the minimal efforts one needs to modify the aforementioned algorithm and solvers in order to handle periodic boundary conditions.

Assume that our computational domain is $\Omega = [0, L_1] \times [0, L_2]$. The first modification one needs is to replace the functional space $H^1(\Omega)$ by $H^1_\text{p}(\Omega)$ defined as

$$
H^1_\text{p}(\Omega) = \{ v \in H^1(\Omega) : v(0,:) = v(L_1,:), v(:,0) = v(:,L_2) \}.
$$

Correspondingly, the sets $\Sigma$ and $S$ are replaced by

$$
\Sigma = \left\{ \mathbf{q} | \mathbf{q} \in (L^2(\Omega))^2, \exists v \in H^1_\text{p}(\Omega) \text{ such that } \mathbf{q} = \nabla v \text{ and } \int_\Omega (f - v) d\mathbf{x} = 0 \right\},
$$

$$
S = \left\{ (\mathbf{q}, \mathbf{G}) | (\mathbf{q}, \mathbf{G}) \in (H^1_\text{p}(\Omega))^2 \times (L^2(\Omega))^{2 \times 2} \text{ such that } \mathbf{G} = \nabla \mathbf{q} \right\}.
$$

Problems (2.5) and (2.6) are replaced by

$$
\min_{\mathbf{q} \in (H^1_\text{p}(\Omega))^2, \mathbf{G} \in (L^2(\Omega))^{2 \times 2}} \left[ \int_\Omega \frac{|\text{det } \mathbf{G}|}{1 + |\mathbf{q}|^2}^{5/2} d\mathbf{x} + \alpha \int_\Omega |\mathbf{q}| d\mathbf{x} + \frac{1}{2\beta} \int_\Omega |f - v\mathbf{q}|^2 d\mathbf{x} + I_\Sigma(\mathbf{q}) + I_S(\mathbf{q}, \mathbf{G}) \right]
$$

(3.62)
and
\[
\begin{aligned}
\nabla^2 v_q &= \nabla \cdot q \text{ in } \Omega, \\
v_q \text{ verifies periodic boundary conditions,} \\
(\nabla v_q - q) \cdot e_j \text{ is periodic in the } Ox_j\text{-direction, } \forall j = 1, 2, \\
\int_\Omega (f - v_q)d\mathbf{x} &= 0,
\end{aligned}
\]  
respectively. In \((3.63)\), \(e_j\) is the unit vector of the \(Ox_j\) direction.

Finally, we modify the subproblem solvers as follows:

For \((p^{n+3/4}, H^{n+3/4})\), replace \((3.52)\) and \((3.54)\) by
\[
\begin{aligned}
H^{n+3/4} &= \nabla p^{n+3/4}, \\
p^{n+3/4} &= \arg\min_{q \in (H^1_0(\Omega))^2} \left[ \frac{1}{2} \int_\Omega \left( \gamma |q - p^{n+2/4}|^2 + |\nabla q - H^{n+2/4}|^2 \right) d\mathbf{x} \right]
\end{aligned}
\]
and
\[
\begin{aligned}
-\nabla^2 p_k^{n+3/4} + \gamma p_k^{n+3/4} &= \gamma p_k^{n+2/4} - \nabla \cdot H_k^{n+2/4} \text{ in } \Omega, \\
p_k^{n+3/4}(0, x_2) &= p_k^{n+3/4}(L_1, x_2), 0 < x_2 < L_2, \\
p_k^{n+3/4}(x_1, 0) &= p_k^{n+3/4}(x_1, L_2), 0 < x_1 < L_1, \\
\left( \frac{\partial p_k^{n+3/4}}{\partial x_1} - H_k^{n+2/4} \right)(0, x_2) &= \left( \frac{\partial p_k^{n+3/4}}{\partial x_1} - H_k^{n+2/4} \right)(L_1, x_2), 0 < x_2 < L_2, \\
\left( \frac{\partial p_k^{n+3/4}}{\partial x_2} - H_k^{n+2/4} \right)(x_1, 0) &= \left( \frac{\partial p_k^{n+3/4}}{\partial x_2} - H_k^{n+2/4} \right)(x_1, L_2), 0 < x_1 < L_1,
\end{aligned}
\]
for \(k = 1, 2\), respectively.

For \(p^{n+1}\), replace \((3.55)\) and \((3.57)\) by
\[
\begin{aligned}
\left\{ \begin{array}{l}
u^{n+1} = \arg\min_{v \in H^1_0(\Omega)} \left[ \frac{1}{2} \int_\Omega \gamma |v - p^{n+3/4}|^2 d\mathbf{x} + \frac{\tau}{2\beta} \int_{\Omega} |f - v|^2 d\mathbf{x} \right], \\
p^{n+1} &= \nabla u^{n+1},
\end{array} \right.
\end{aligned}
\]
and
\[
\begin{aligned}
-\gamma \nabla^2 u^{n+1} + \frac{\gamma}{\beta} u^{n+1} &= \frac{\gamma}{\beta} f - \nabla \cdot (\gamma p^{n+3/4}) \text{ in } \Omega, \\
u^{n+1}(0, x_2) &= u^{n+1}(L_1, x_2), 0 < x_2 < L_2, \\
u^{n+1}(x_1, 0) &= u^{n+1}(x_1, L_2), 0 < x_1 < L_1, \\
\left( \frac{\partial u^{n+1}}{\partial x_1} - p_1^{n+3/4} \right)(0, x_2) &= \left( \frac{\partial u^{n+1}}{\partial x_1} - p_1^{n+3/4} \right)(L_1, x_2), 0 < x_2 < L_2, \\
\left( \frac{\partial u^{n+1}}{\partial x_2} - p_2^{n+3/4} \right)(x_1, 0) &= \left( \frac{\partial u^{n+1}}{\partial x_2} - p_2^{n+3/4} \right)(x_1, L_2), 0 < x_1 < L_1,
\end{aligned}
\]
respectively.

We replace the initial conditions \((3.59)\) and \((3.60)\) by
\[
\begin{aligned}
\left\{ \begin{array}{l}
u_0 \in H^1_0(\Omega), \\
\int_\Omega u_0 v d\mathbf{x} + \varepsilon \int_\Omega \nabla u_0 \cdot \nabla v d\mathbf{x} = \int_\Omega f v d\mathbf{x}, \\
\forall v \in H^1_0(\Omega),
\end{array} \right.
\end{aligned}
\]
and
\[
\begin{aligned}
u_0 - \varepsilon \nabla^2 u_0 &= f \text{ in } \Omega, \\
u_0(0, x_2) &= u_0(L_1, x_2), \quad 0 < x_2 < L_2, \\
u_0(x_1, 0) &= u_0(x_1, L_2), \quad 0 < x_1 < L_1, \\
\frac{\partial u_0}{\partial x_1}(0, x_2) &= \frac{\partial u_0}{\partial x_1}(L_1, x_2), \quad 0 < x_2 < L_2 \\
\frac{\partial u_0}{\partial x_2}(x_1, 0) &= \frac{\partial u_0}{\partial x_2}(x_1, L_2), \quad 0 < x_1 < L_1,
\end{aligned}
\]
(3.69)
respectively.

Problems (3.65), (3.67) and (3.69) are linear elliptic problems with periodic boundary conditions. Their finite difference analogues can be solved efficiently by FFT, as shown in Sections 4.3, 4.4 and 4.5. In the remainder of this article (Section 4 and 5), periodic boundary conditions are used.

4 Space discretization

In this section, we discuss the finite difference analogues of (3.15)-(3.19) with periodic boundary conditions. Let \( \Omega = (0, L_1) \times (0, L_2) \) be discretized by \( M \times N \) grids with step size \( h = L_1/M = L_2/N \). For simplicity, we denote by \( v(i, j) \) the approximate value of \( v \) at \((ih, jh)\) for any function \( v \) defined on \( \Omega \). Assume that all of the variables mentioned before satisfy periodic boundary conditions.

We first define the forward (+) and backward (−) finite differences for \( 1 \leq i \leq M, \ 1 \leq j \leq N \):
\[
\begin{aligned}
\partial_1^+ v(i, j) &= (v(i + 1, j) - v(i, j))/h, \\
\partial_1^- v(i, j) &= (v(i, j) - v(i - 1, j))/h, \\
\partial_2^+ v(i, j) &= (v(i, j + 1) - v(i, j))/h, \\
\partial_2^- v(i, j) &= (v(i, j) - v(i, j - 1))/h,
\end{aligned}
\]

where \( v(M + 1, j) = v(1, j), v(-1, j) = v(M, j) \) and \( v(i, N + 1) = v(i, 1), v(i, -1) = v(i, N) \) are used. With the above notation, the forward (+) and backward (−) gradient operators for a scalar-valued function \( v \) are defined by
\[
\nabla^\pm v(i, j) = (\partial_1^\pm v(i, j), \partial_2^\pm v(i, j)).
\]

Correspondingly, the forward (+) and backward (−) divergence and gradient operators for a vector-valued function \( q \) are defined by
\[
\begin{aligned}
\text{div}^\pm q(i, j) &= \partial_1^\pm q_1(i, j) + \partial_2^\pm q_2(i, j), \\
\nabla^\pm q(i, j) &= \left( \begin{array}{c}
\partial_1^\pm q_1(i, j) \\
\partial_2^\pm q_2(i, j)
\end{array} \right).
\end{aligned}
\]

We define the shifting and identity operator by
\[
S_1^\pm v(i, j) = v(i \pm 1, j), \quad S_2^\pm v(i, j) = v(i, j \pm 1), \quad I v(i, j) = v(i, j).
\]
(4.1)
Denote the discrete Fourier transform and its inverse by \( F \) and \( F^{-1} \), respectively. We have
\[
\begin{aligned}
F(S_1^\pm v)(i, j) &= (\cos z_i \pm \sqrt{-1} \sin z_i) F(v)(i, j), \\
F(S_2^\pm v)(i, j) &= (\cos z_j \pm \sqrt{-1} \sin z_j) F(v)(i, j),
\end{aligned}
\]
(4.2, 4.3)
with
\[
z_i = \frac{2\pi}{M} (i - 1), \quad z_j = \frac{2\pi}{N} (j - 1).
\]
(4.4)
4.1 Computing the discrete analogue of $p^{n+1/4}$ and $H^{n+1/4}$

For the discrete analogue of $p^{n+1/4}$, we first compute

$$\Delta_1(i,j) = H_{11}(i,j)H_{22}(i,j) - H_{12}(i,j)H_{21}(i,j), \quad |q^k(i,j)|^2 = (q^k_1(i,j))^2 + (q^k_2(i,j))^2. \quad (4.5)$$

Then $q^{k+1}$ is updated according to (3.26)-(3.28) pixelwisely. After $q^{k+1}$ has converged to $q^*$, we set $p^{n+1/4} = q^*$.

For the discrete analogue of $H^{n+1/4}$, we compute

$$\Delta_2(i,j) = \left(1 + \left(p_1^{n+1/4}(i,j)\right)^2 + \left(p_2^{n+1/4}(i,j)\right)^2\right)^{-3/2}.$$ 

Then $M^{k+1}$ is updated pixelwisely according to (3.31)-(3.36) and Theorem 3.1. After $M^{k+1}$ has converged to $M^*$, we set $H^{n+1} = M^*$.

4.2 Computing the discrete analogue of $p^{n+2/4}$ and $H^{n+2/4}$

According to (3.51), we compute

$$p^{n+2/4}(i,j) = \max \left\{0,1 - \frac{\tau\alpha/\gamma}{\sqrt{p_1^{n+1/4}(i,j)^2 + p_2^{n+1/4}(i,j)^2}}\right\} p^{n+1/4}(i,j) \tag{4.6}$$

and set $H^{n+2/4}(i,j) = H^{n+1/4}(i,j)$.

4.3 Computing the discrete analogue of $p^{n+3/4}$ and $H^{n+3/4}$

We first compute $p^{n+3/4}$ according to (3.65). Problem (3.65) is discretized by

$$-\text{div}^+ \nabla^- p_k^{n+3/4} + \gamma p_k^{n+3/4} = \gamma p_k^{n+2/4} - \text{div}^+ H_k^{n+2/4} \quad \text{in } \Omega, \tag{4.7}$$

for $k = 1, 2$. Problem (4.7) can be solved efficiently by fast Fourier transform (FFT). Note that (4.7) can be rewritten as

$$\left[\gamma h^2 I - (S_1^+ - I)(I - S_1^-) - (S_2^+ - I)(I - S_2^-)\right] p_k^{n+3/4} = g_k \tag{4.8}$$

with $g_k = \gamma h^2 p_k^{n+2/4} - h^2 \text{div}^- H_k^{n+2/4}$ for $k = 1, 2$. Applying Fourier transform for both sides, we get

$$a\mathcal{F}(p_k^{n+3/4}) = \mathcal{F}(g_k) \tag{4.9}$$

with

$$a(i, j) = \gamma h^2 - (\cos z_i + \sqrt{-1} \sin z_i - 1)(1 - \cos z_i + \sqrt{-1} \sin z_i)$$

$$- (\cos z_j + \sqrt{-1} \sin z_j - 1)(1 - \cos z_j + \sqrt{-1} \sin z_j) = \gamma h^2 - 4 - 2 \cos z_i - 2 \cos z_j,$$

where $z_i, z_j$ are defined in (4.4). Then $p_k^{n+3/4}$ is computed as

$$p_k^{n+3/4} = \text{Real} \left[ \mathcal{F}^{-1} \left( \frac{\mathcal{F}(g_k)}{a} \right) \right], \tag{4.10}$$

where Real(·) denotes the real part of its argument. We then compute

$$H^{n+3/4} = \nabla^- p^{n+3/4}.$$
4.4 Computing the discrete analogue of $p^{n+1}$ and $H^{n+1}$

We first compute $u^{n+1}$ by solving (3.67), which is discretized as

$$-\gamma \text{div}^{-} \nabla^{+} u^{n+1} + \frac{\tau}{\beta} u^{n+1} = \frac{\tau}{\beta} f - \gamma \text{div}^{-} p^{n+3/4} \text{ in } \Omega.$$  \hspace{1cm} (4.11)

Problem (4.11) can be rewritten as

$$\left[ \tau \beta h^{2} I - \gamma (I - S_{1}^{-}) (S_{1}^{+} - I) - \gamma (I - S_{2}^{-}) (S_{2}^{+} - I) \right] u^{n+1} = g$$  \hspace{1cm} (4.12)

with $g = \frac{\tau}{\beta} h^{2} f - \gamma h^{2} \text{div}^{-} p^{n+3/4}$. Taking the Fourier transform on both sides, we get

$$b F(u^{n+1}) = F(g)$$  \hspace{1cm} (4.13)

with $b = \frac{\tau}{\beta} h^{2} + 4 \gamma - 2 \gamma \cos z_{i} - 2 \gamma \cos z_{j}$, where $z_{i}, z_{j}$ are defined in (4.4).

We compute

$$u^{n+1} = \text{Real} \left[ F^{-1} \left( F(g) b^{-1} \right) \right]$$  \hspace{1cm} (4.14)

and then set $p^{n+1} = \nabla^{+} u^{n+1}, H^{n+1} = H^{n+3/4}$.

4.5 On the discrete analogue of $(p_{0}, H_{0})$

For the choice of (3.58), we set

$$p_{0} = \nabla^{+} f, \ H_{0} = \nabla^{-} p_{0}.$$  

For the choice of (3.59), one may first follow (3.68) to compute $u_{0}$ in the same way as $u^{n+1}$:

$$u_{0} = \text{Real} \left[ F^{-1} \left( F(f) c^{-1} \right) \right]$$  \hspace{1cm} (4.15)

with $c = h^{2} + 4 \varepsilon - 2 \varepsilon \cos z_{i} - 2 \varepsilon \cos z_{j}$. Then $p_{0}, H_{0}$ are set as

$$p_{0} = \nabla^{+} u_{0}, \ H_{0} = \nabla^{-} p_{0}.$$  

5 Numerical experiments

We demonstrate the effectiveness of the proposed method through several experiments on surface smoothing and image denoising. All experiments are implemented in MATLAB(R2018b) on a laptop of 8GB RAM and Intel Core i7-4270HQ CPU: 2.60 GHz. In our experiments, $\gamma = 1$ and $h = 1$ are used. For the scheme (3.15)-(3.19), we adopt the initial condition (3.58) and stopping criterion on the relative error $\| u^{n+1} - u^{n} \|_{2}/\| u^{n+1} \|_{2} \leq \text{tol}$ for some small $\text{tol} > 0$. In this paper, without specification, $\text{tol} = 10^{-5}$ is used, and the fixed point method (3.26)-(3.28) is used to compute $p^{n+1/4}$. When computing $p^{n+1/4}$ and $H^{n+1/4}$, we set $\xi_{1} = \xi_{2} = 10^{-5}, \rho_{1} = \rho_{2} = 0.8$ for (3.26)-(3.28) and (3.31)-(3.36). This article considers Gaussian noise whose magnitude is controlled by its variance, denoted by $\sigma$. Our code is available at the homepage of the first author\(^1\).

\(^1\)https://www.math.hkbu.edu.hk/~haoliu/code.html
Figure 1: (Surface smoothing.) (a) Clean surfaces. (b) Noisy surfaces with $\sigma = 10^{-4}$. (c) Smoothed surfaces by the proposed model with $\alpha = 1, \beta = 0.1$.

Figure 2: (Surface smoothing.) For results in Figure 1, (a) the graph of $u - f^*$, and histories of the (b) energy and (c) relative error w.r.t. the number of iterations. The first (resp. second) row corresponds to the result in the first (resp. second) row of Figure 1(c).

Remark 5.1. Although there are several parameters in the proposed method, these parameters can be adjusted easily and the performance of the method is not sensitive to their values. Specifically, $\xi_1$ are $\xi_2$ are stopping criteria of the iterative methods computing $p^{1+1/4}$ and $H^{1+1/4}$, respectively. $\rho_1$ and $\rho_2$ are parameters controlling the evolution speed of $q$ and $G$ when computing $p^{1+1/4}$ and $H^{1+1/4}$. Parameter $\gamma$ controls the evolution speed of $p$. The proposed method converges as long as these parameters are small enough.

Remark 5.2. As discussed in Section 3.3.1 and 3.3.2, the subiterations (3.26)–(3.28) and (3.31)–(3.36) are expected to fast converge with initial guess $p^0$ and $H^n$. In all our experiments with the choice of parameters mentioned above, in each outer iteration, most of the subiterations only require less than 10 iterations to satisfy the stopping criterion.
Figure 3: (Comparison with other models on surface smoothing.) Comparison of the proposed model with the TV model and Euler’s elastica model on smoothing a piecewise developable surface. (a) The clean surface. (c) The noisy surface with $\sigma = 0.005$. (b) and (d) The central region of (a) and (c), respectively. (e) Results by the TV model with $\eta = 0.5$ (the coefficient of the total variation term). (f) Results by Euler’s elastica model with $a = b = 0.4$. (g) Results by the proposed model with $\alpha = 0.3$, $\beta = 1$. (h) Results by the proposed model with $\alpha = 5 \times 10^{-5}$ and $\beta = 10^3$. The second row shows the smoothed surfaces. The third row shows the plot of the central region. The forth row shows the graph of $u - f^*$. 

5.1 Surface smoothing

The first problem we use to demonstrate the effectiveness of the proposed algorithm is surface smoothing. We consider the clean surfaces defined on a 200 $\times$ 200 grid shown in Figure 1(a). The noisy surfaces are constructed by adding Gaussian noise with $\sigma = 10^{-4}$ and are shown in (b). In our algorithm, we set $\alpha = 1$, $\beta = 0.1$, $\tau = 0.01$ and $tol = 10^{-5}$. We present the smoothed surfaces in Figure 1(c). The difference between the smoothed surfaces $u$ and the clean surfaces $f^*$ are shown in Figure 2(a). The smoothed surfaces are close to the clean surfaces with small mistakes. To demonstrate the efficiency of the proposed method, we present the histories of the energy and relative error with respect to the number of iterations in Figure 2(b) and (c), respectively. For both examples, the energy achieves its minimum with about 40 iterations. Sublinear convergence is observed for the relative error.

We next compare the proposed model with the TV model [41, 9] and Euler’s elastica model [11] for the smoothing of a developable surface shown in Figure 3(a). The noisy surface is shown in Figure 3(c). The plot of the central region of the clean and noisy surfaces are shown in (b) and (d), respectively. In this set of experiments, we run the algorithm of each model
until converge. The smoothed surfaces by the TV model with \(\eta = 0.5\) (the coefficient of the total variation term), Euler’s elastica model with \(a = b = 0.4\) and the proposed model with \(\alpha = 0.3, \beta = 1\) are shown in (e)-(g), respectively. Since the surface is developable, Gaussian curvature is a perfect regularizer. Figure 3(h) presents the results by the proposed model with \(\alpha = 5 \times 10^{-5}\) and \(\beta = 10^3\). Under this setting, the Gaussian curvature dominates the proposed functional in (2.3). For better visualization of the difference, the graph of the central region of the smoothed surfaces and the difference \(u - f^*\) are presented in the third and forth row, respectively. In this comparison, staircase effects are observed in the result by the TV model: the peak in the smoothed surface is flattened. While the peak is kept in the result of Euler’s elastica model, it is smoothed a lot. The central flat region in this result is also smoothed and no longer flat. By the proposed model, the flat region is retained and the peak is recovered well. As shown in the forth row, the proposed model gives results with the smallest mismatch.

To quantify the difference \(u - f^*\), we report the errors \(\|u - f^*\|_1\) and \(\|u - f^*\|_\infty\) in Table 1. Results by the proposed model gives smaller errors than those of the other two models. Under the choice of parameters in (h), the Gaussian curvature dominates the functional (2.3). The surface \(f^*\) in this experiment is expected to be close to the global minimum of the functional since \(f^*\) is piecewise developable. From Table 1, the result of (h) has a very small \(L^\infty\) error, i.e., it is very close to \(f^*\). Therefore the proposed method provides a result that is close to the global minimum.

| Results in Figure 3 | (e) | (f) | (g) | (h) |
|---------------------|-----|-----|-----|-----|
| \(\|u - f^*\|_1\) | 482.08 | 565.97 | 345.35 | 206.04 |
| \(\|u - f^*\|_\infty\) | 0.2244 | 0.1701 | 0.1600 | 0.0717 |

Table 1: (Comparison with other models on surface smoothing.) Comparison of the errors \(\|u - f^*\|_1\) and \(\|u - f^*\|_\infty\) of results in Figure 3. (e) Result by the TV model. (f) Result by Euler’s elastica model. (g)-(h) Results by the proposed model.

| \(\tau\) | Newton | Fixed point |
|---------|--------|-------------|
| 0.5     | 3.16   | 6.42        |
| 0.1     | 2.41   | 5.12        |
| 0.05    | 2.07   | 5.08        |
| 0.01    | 2      | 5           |
| CPU time per iter. | 1.25 \times 10^{-2} | 7.01 \times 10^{-3} |

Table 2: (Comparison of the efficiency of Newton’s method and the fixed point method when computing \(p^{n+1/4}\).) We take the image in the second row of Figure 4 as an example. Column 2–5 show the averaged number of iterations used in Newton’s method (3.24) and the fixed point method (3.26)–(3.28) when computing \(p^{n+1/4}\) per outer iteration. Column 6 shows the CPU time per iteration in Newton’s method and the fixed point method.

5.2 Image denoising

We then test the proposed model on image denoising. In all of the experiments, images with pixel value varying from 0 to 1 are used. In the rest of this section, without specification, \(\tau = 0.05\) is used.

In the first set of experiments, Gaussian noise with variance \(\sigma = 0.01\) is added to the clean images. The clean images and noisy images are shown in the first and second column of Figure 4, respectively. The denoised images by the proposed model with \(\alpha = 0.2, \beta = 0.6\) are shown in the third column. The proposed model smooths the noisy images while keeping sharp edges. The histories of the energy and the relative error \(\|u^{n+1} - u^n\|_2/\|u^{n+1}\|_2\) of these examples are shown in Figure 5. For both examples, the energy achieves its minimum within 200 iterations. Sublinear convergence is observed for the relative error.
Figure 4: (Gaussian noise with $\sigma = 0.01$.) Denoised images by the proposed model with $\alpha = 0.2, \beta = 0.6$. First column: Clean images. Second column: Noisy images. Third column: Denoised images.

(a) (b) (c) (d)

Figure 5: (Gaussian noise with $\sigma = 0.01$.) Histories of ((a) and (c)) the energy and ((b) and (d)) the relative error of results in Figure 4. Here (a)-(b) and (c)-(d) correspond to the results in the first row and second row of Figure 4, respectively.

We then take the image in the second row of Figure 4 as an example and compare the efficiency of Newton’s method (3.24) and the fixed point method (3.26)–(3.28) when computing $p^{n+1/4}$. We set $\rho = 1$ in Newton’s method and $\rho_1 = 0.8$ in the fixed point method. For various time steps, we present the average number of iteration used in Newton’s method and the fixed point method per outer iteration in Table 2 Column 2-5. As we expected, smaller time step makes $p^n$ a better initial guess of $p^{n+1/4}$ so that less iterations are needed for both subiterations to converge. Since the computation complexity in the fixed point method is lower than that in Newton’s method, each iteration of the fixed point method uses less CPU time than that of Newton’s method, as shown in Table 2 Column 6.

We next study the computational cost of the proposed algorithm with respect to the dimension of images. We use the image in the second row of Figure 4 as an example. In this test, we generate clean images with size $p \times p$ for $p = 50, 100, 150, 200, 250, 300$. Then Gaussian noise with $\sigma = 0.01$ is added to these images. In our experiments, we set $\alpha = 0.2, \beta = 0.6$. The number of iterations and CPU time used to satisfy the stopping criterion is summarized in Table 3. In this experiment, the total number of iteration is not sensitive to the image size: all exper-
| Image size $p$ | Num. of Iter. | Total | Order | $p^{n+1/4}$ | $H^{n+1/4}$ |
|---------------|--------------|-------|-------|-------------|-------------|
| 50            | 505          | 1.32  | –     | 0.29        | 0.42        |
| 100           | 559          | 3.96  | 1.58  | 1.17        | 0.99        |
| 150           | 630          | 8.00  | 1.73  | 2.53        | 2.20        |
| 200           | 498          | 9.67  | 0.66  | 3.53        | 2.35        |
| 250           | 477          | 13.64 | 1.54  | 4.40        | 3.75        |
| 300           | 479          | 20.67 | 2.28  | 6.99        | 5.31        |

Table 3: (Computational complexity with respect to image size.) Number of iterations and CPU time in seconds required to satisfy the stopping criterion with image size $p \times p$ for $p = 50, 100, 150, 200, 250, 300$. We take the image in the second row of Figure 4 as an example. Column 1: Image size $p$. Column 2: Number of iterations. Column 3: Total CPU time. Column 4: Power order of total CPU time in terms of $p$. Column 5: CPU time used to compute the subiteration (3.26)–(3.28) for $p^{n+1/4}$. Column 6: CPU time used to compute the subiteration (3.31)–(3.36) for $H^{n+1/4}$.

ments used about 500 iterations to satisfy the stopping criterion. The total CPU time scales quadratically with the image size. Consider that the total dimension of an image with size $p \times p$ is $p^2$, the computational cost of the proposed algorithm grows linear with the total dimension of the image. To demonstrate the efficiency of subiterations (3.26)–(3.28) and (3.31)–(3.36), we present the CPU time used by each subiteration in Column 5 and 6, respectively. In general, the sum of the CPU time used by both subiterations take up no more than 60% of the total CPU time.

We then compare the proposed model with the TV and Euler’s elastica model on denoising images whose graph contains cone-shape objects and are piecewise developable. For the first example, the clean image is shown in Figure 6(a). The graph of the central region of the image is shown in (b). The noisy image is generated by adding Gaussian noise with $\sigma = 0.01$, which is shown in Figure 6(c) and (d). By the proposed model, the TV model and Euler’s elastica model, the denoised images are shown in (e)–(g), respectively. Since the graph of the clean image is developable, we use $\alpha = 2 \times 10^{-3}, \beta = 40$ in the proposed model such that the functional is dominated by the Gaussian curvature term. We use $\eta = 0.2$ in the TV model and $a = b = 0.15$ in Euler’s elastica model. To better compare the details, the surface plot of the central region of each denoised image is presented under it. In the result of the TV model, staircase effects are observed and the peak is flattened. Compared to the TV model, Euler’s elastica model has a stronger smoothing effect, while whose result has some oscillations in the denoised cone. The proposed model gives the best results which recovers a smooth surface of the cone while preserving the peak.

We next demonstrate the advantage of the proposed model on preserving thin textures. We consider clean images as shown in Figure 8(a) and Figure 9(a). Noisy images are generated by adding Gaussian noise with $\sigma = 0.01$ in Figure 8(b) and $\sigma = 0.015$ in Figure 9(b). The denoised images (and the surface plot of the zoomed regions) by the proposed model, the TV model and Euler’s elastica model are shown in (c)–(e) in both figures, respectively. In the results by the TV model and Euler’s elastica model, the gaps are smoothed a lot. The proposed model provides smooth recovery of the central sphericon together with a better recovery of the peak.

We then compare these three models on two natural images: ’Peppers’ and ’House’. Gaussian noise with $\sigma = 0.01$ is added to these clean images. The noisy images and denoised images by the
Figure 6: (Recovering cone-shape objects.) Comparison of the proposed model with the TV model and Euler’s elastica model on denoising an image whose graph contains a cone-shape object. (a) The clean image. (c) The noisy image with Gaussian noise and $\sigma = 0.01$. (b) and (d) Surface plot of the central region of (a) and (c), respectively. The second and third row show the denoised images and the surface plot of their central regions by (e) the proposed model with $\alpha = 0.002, \beta = 40$, (f) the TV model with $\eta = 0.2$, (g) Euler’s elastica model with $a = b = 0.15$.

three models are shown in Figure 10. We use $\alpha = 0.2, \beta = 0.6$ in the proposed model, $\eta = 0.15$ in the TV model and $a = b = 0.1$ in Euler’s elastica model. These results are comparable while there are some oscillations around edges in the results by the TV model. The comparison of the PSNR and SSIM [43] values of all images in Figure 10 are shown in Table 4. The proposed model provides results with the largest PSNR and SSIM values. To compare the efficiency, in Table 5, we show the number of iterations and CPU time used to get results in Figure 10. Since the TV model is the simplest model, results by it have the least CPU time. Compared to the algorithm of Euler’s elastica model in [11], the proposed algorithm needs approximately half of its number of iterations to meet the stopping criterion. Note that the proposed model is more complicated than Euler’s elastica model due to the determination of the Hessian matrix. The proposed algorithm needs more time at each iteration. The overall CPU time of the proposed algorithm is comparable to that of the algorithm proposed in [11].
Figure 7: (Recovering cone-shape objects.) Comparison of the proposed model with the TV model and Euler’s elastica model on denoising an image whose graph contains a cone-shape object. (a) The clean image. (c) The noisy image with Gaussian noise and $\sigma = 0.01$. (b) and (d) Surface plot of the central region of (a) and (c), respectively. The second and third row show the denoised images and the surface plot of their central regions by (e) the proposed model with $\alpha = 0.002, \beta = 40$, (f) the TV model with $\eta = 0.2$, (g) Euler’s elastica model with $a = b = 0.15$.

Table 4: (Gaussian noise with $\sigma = 0.01$.) Comparison of (a) the PSNR and (b) the SSIM value of images in Figure 10. The largest value for each image is marked in bold.

|          | Peppers | House |
|----------|---------|-------|
| PSNR     | 19.99   | 19.99 |
| Proposed | 27.30   | 28.91 |
| TV       | 26.70   | 28.37 |
| Euler’s elastica | 27.27 | 27.78 |

|          | Peppers | House |
|----------|---------|-------|
| SSIM     | 0.3763  | 0.2876|
| Proposed | 0.8402  | 0.8146|
| TV       | 0.8198  | 0.8059|
| Euler’s elastica | 0.8363 | 0.8097 |

5.3 Effects of parameters

We explore the effects of the parameters in the proposed model (2.3). In (2.3), $\beta$ controls the weight of the fidelity term. We expect larger $\beta$ makes the result smoother, which is verified by
Figure 8: (Recovering thin textures.) Comparison of the proposed model with the TV and Euler’s elastica models. (a) Clean image. (b) Noisy image with Gaussian noise and $\sigma = 0.015$. The second and third row show the denoised images and the surface plots of the zoomed regions by (c) the proposed model with $\alpha = 0.1, \beta = 1.3$, (d) the TV model with $\eta = 0.25$, and (e) Euler’s elastica model with $a = b = 0.13$.

|        | Proposed model | TV       | Euler’s elastica |
|--------|----------------|----------|-----------------|
| Peppers (256 $\times$ 256) | 641 (44.39) | 771 (6.25) | 1395 (52.92) |
| House (256 $\times$ 256)    | 556 (38.99) | 702 (5.86) | 1028 (39.98) |

Table 5: (Gaussian noise with $\sigma = 0.01$.) Comparison of the number of iterations (CPU time in seconds) used to get results in Figure 10.

the following experiment. We add Gaussian noise with $\sigma = 0.005$ to the clean image and fix $\alpha = 0.2$. The noisy image and denoised images with $\beta = 0.2, 0.4$ and 0.6 are shown in Figure 11.

A more interesting study is the effects of $\alpha$, which balances the weight between the first order term (the TV term) and the second order term (Gaussian curvature term). In this experiment, the clean image is perturbed by Gaussian noise with $\sigma = 0.005$. We test $\alpha$ among 0.01, 0.2 and 0.8. If we fix $\beta = 0.04$ and when $\alpha$ is too small (like 0.005), the regularization is not enough. To resolve this problem, we fix $\alpha \eta = 0.008$. Under this setting, increasing $\alpha$ amounts to decreasing the weight of the Gaussian curvature term. The noisy and denoised images are shown in Figure 12. When $\alpha$ is too large (like 0.8), the regularization is dominated by the TV
Figure 9: (Recovering thin textures.) Comparison of the proposed model with the TV and Euler’s elastica models. (a) Clean image. (b) Noisy image with Gaussian noise and $\sigma = 0.015$. The second and third row show the denoised images and the surface plots of the zoomed regions by (c) the proposed model with $\alpha = 0.1, \beta = 1.3$, (d) the TV model with $\eta = 0.25$, and (e) Euler’s elastica model with $a = b = 0.13$.

term. The regularization effect is not enough under this choice, as shown in Figure 12(d). As we decrease $\alpha$, i.e., the weight of the Gaussian curvature term increases, the denoised image has a stronger smoothing effect while edges are kept well, as shown in Figure 12(b) and (c). This experiment shows that Gaussian curvature smooths the flat region of an image while keeping sharp edges.

6 Conclusion

We propose an efficient operator-splitting method to optimize a general Gaussian curvature model. The optimization problem is associated with an initial-value problem whose steady state solution solves the optimization problem. Such an initial-value problem is time-discretized by the operator-splitting method. In our splitting scheme, each sub-problem has either a closed-form solution or can be solved efficiently. The efficiency and performance of the proposed method is demonstrated on systematic numerical experiments on surface smoothing and image denoising. The proposed model has excellent performance in smoothing developable surfaces and images, and has advantages in recovering thin textures of images.
Figure 10: (Natural image denoising) Comparison of the proposed model with the TV and Euler’s elastica models. (a) Noisy images with Gaussian noise and $\sigma = 0.01$. (b) Denoised images by the proposed model with $\alpha = 0.2, \beta = 0.6$. (c) Denoised images by the TV model with $\eta = 0.15$. (d) Denoised images by Euler’s elastica model with $a = 0.1, b = 0.1$.

Figure 11: (Effect of $\beta$.) (a) Noisy image with Gaussian noise and $\sigma = 0.005$. (b) Denoised image with $\beta = 0.2$. (c) Denoised image with $\beta = 0.4$. (d) Denoised image with $\beta = 0.6$. We fix $\alpha = 0.2$.

Figure 12: (Effect of $\alpha$.) (a) Noisy image with Gaussian noise and $\sigma = 0.005$. (b) Denoised image with $\alpha = 0.01$. (c) Denoised image with $\alpha = 0.2$. (d) Denoised image with $\alpha = 0.8$. The Gaussian curvature term has a larger weight with a smaller $\alpha$. We fix $\alpha \beta = 0.08$.

**Acknowledgement**

The authors would like to sincerely thank Prof. Ron Kimmel at Technion for invaluable discussions on geometric regularizers.
References

[1] N. D. Bade, T. Xu, R. D. Kamien, R. K. Assoian, and K. J. Stebe. Gaussian curvature directs stress fiber orientation and cell migration. *Biophysical Journal*, 114(6):1467–1476, 2018.

[2] T. F. Banchoff and W. Kühnel. Tight submanifolds, smooth and polyhedral. *Tight and Taut Submanifolds*, 32:51–118, 1997.

[3] N. Begum, N. Badshah, M. Ibrahim, M. Ashfaq, N. Minallah, and H. Atta. On two algorithms for multi-modality image registration based on Gaussian curvature and application to medical images. *IEEE Access*, 9:10586–10603, 2021.

[4] J. C. Bozelli Jr, W. Jennings, S. Black, Y. H. Hou, D. Lameire, P. Chatha, T. Kimura, B. Berno, A. Khondker, M. C. Rheinstädter, et al. Membrane curvature allosterically regulates the phosphatidylinositol cycle, controlling its rate and acyl-chain composition of its lipid intermediates. *Journal of Biological Chemistry*, 293(46):17780–17791, 2018.

[5] C. Brito-Loeza and K. Chen. Fast iterative algorithms for solving the minimization of curvature-related functionals in surface fairing. *International Journal of Computer Mathematics*, 90(1):92–108, 2013.

[6] C. Brito-Loeza, K. Chen, and V. Uc-Cetina. Image denoising using the Gaussian curvature of the image surface. *Numerical Methods for Partial Differential Equations*, 32(3):1066–1089, 2016.

[7] M. Bukač, S. Čanić, R. Glowinski, J. Tambača, and A. Quaini. Fluid–structure interaction in blood flow capturing non-zero longitudinal structure displacement. *Journal of Computational Physics*, 235:515–541, 2013.

[8] M. Burger, A. Sawatzky, and G. Steidl. First order algorithms in variational image processing. In *Splitting Methods in Communication, Imaging, Science, and Engineering*, pages 345–407. Springer, 2016.

[9] A. Chambolle and T. Pock. A first-order primal-dual algorithm for convex problems with applications to imaging. *Journal of Mathematical Imaging and Vision*, 40(1):120–145, 2011.

[10] S. H. Chan, X. Wang, and O. A. Elgendy. Plug-and-play ADMM for image restoration: Fixed-point convergence and applications. *IEEE Transactions on Computational Imaging*, 3(1):84–98, 2016.

[11] L.-J. Deng, R. Glowinski, and X.-C. Tai. A new operator splitting method for the Euler elastica model for image smoothing. *SIAM Journal on Imaging Sciences*, 12(2):1190–1230, 2019.

[12] S. Dharmavaram, S. B. She, G. Lázaro, M. F. Hagan, and R. Bruinsma. Gaussian curvature and the budding kinetics of enveloped viruses. *PLOS Computational Biology*, 15(8):e1006602, 2019.

[13] M. P. Do Carmo. *Differential Geometry of Curves and Surfaces: Revised and Updated Second Edition*. Courier Dover Publications, 2016.

[14] D. L. Donoho. De-noising by soft-thresholding. *IEEE Transactions on Information Theory*, 41(3):613–627, 1995.
[15] Y. Duan, W. Huang, J. Zhou, H. Chang, and T. Zeng. A two-stage image segmentation method using Euler’s elastica regularized Mumford-Shah model. In 2014 22nd International Conference on Pattern Recognition, pages 118–123. IEEE, 2014.

[16] N. Y. El-Zehiry and L. Grady. Fast global optimization of curvature. In 2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pages 3257–3264. IEEE, 2010.

[17] H. ElGhawalby and E. R. Hancock. Graph regularisation using Gaussian curvature. In International Workshop on Graph-Based Representations in Pattern Recognition, pages 233–242. Springer, 2009.

[18] M. Elsey and S. Esedo˘glu. Analogue of the total variation denoising model in the context of geometry processing. Multiscale Modeling & Simulation, 7(4):1549–1573, 2009.

[19] D. Firsov and S. Lui. Domain decomposition methods in image denoising using Gaussian curvature. Journal of Computational and Applied Mathematics, 193(2):460–473, 2006.

[20] K. F. Gauss and P. Pesic. General investigations of curved surfaces. Courier Corporation, 2005.

[21] C. Germani and R. K. Sheth. Nonlinear statistics of primordial black holes from Gaussian curvature perturbations. Physical Review D, 101(6):063520, 2020.

[22] R. Glowinski, S. Leung, and J. Qian. A penalization-regularization-operator splitting method for eikonal based traveltime tomography. SIAM Journal on Imaging Sciences, 8(2):1263–1292, 2015.

[23] R. Glowinski, H. Liu, S. Leung, and J. Qian. A finite element/operator-splitting method for the numerical solution of the two dimensional elliptic Monge–Ampère equation. Journal of Scientific Computing, 79(1):1–47, 2019.

[24] R. Glowinski, S. Luo, and X.-C. Tai. Fast operator-splitting algorithms for variational imaging models: Some recent developments. In Handbook of Numerical Analysis, volume 20, pages 191–232. Elsevier, 2019.

[25] R. Glowinski, S. J. Osher, and W. Yin. Splitting methods in communication, imaging, science, and engineering. Springer, 2017.

[26] R. Glowinski, T.-W. Pan, and X.-C. Tai. Some facts about operator-splitting and alternating direction methods. In Splitting Methods in Communication, Imaging, Science, and Engineering, pages 19–94. Springer, 2016.

[27] Y. Gong and I. F. Sbalzarini. Local weighted Gaussian curvature for image processing. In 2013 IEEE International Conference on Image Processing, pages 534–538. IEEE, 2013.

[28] Y. Gong and I. F. Sbalzarini. Curvature filters efficiently reduce certain variational energies. IEEE Transactions on Image Processing, 26(4):1786–1798, 2017.

[29] Y. Gong, W. Tang, L. Zhou, L. Yu, and G. Qiu. A discrete scheme for computing image’s weighted Gaussian curvature. arXiv preprint arXiv:2101.07927, 2021.

[30] Y. He, M. Huska, S. H. Kang, and H. Liu. Fast algorithms for surface reconstruction from point cloud. arXiv preprint arXiv:1907.01142, 2019.

[31] Y. He, S. H. Kang, and H. Liu. Curvature regularized surface reconstruction from point clouds. SIAM Journal on Imaging Sciences, 13(4):1834–1859, 2020.
[32] M. Ibrahim, K. Chen, and C. Brito-Loeza. A novel variational model for image registration using Gaussian curvature. *Geometry, Imaging and Computing*, 1(4):417–446, 2014.

[33] A. Lanza, S. Morigi, and F. Sgallari. Convex image denoising via non-convex regularization with parameter selection. *Journal of Mathematical Imaging and Vision*, 56(2):195–220, 2016.

[34] S.-H. Lee and J. K. Seo. Noise removal with gauss curvature-driven diffusion. *IEEE Transactions on Image Processing*, 14(7):904–909, 2005.

[35] H. Liu, R. Glowinski, S. Leung, and J. Qian. A finite element/operator-splitting method for the numerical solution of the three dimensional Monge–Ampère equation. *Journal of Scientific Computing*, 81(3):2271–2302, 2019.

[36] H. Liu, X.-C. Tai, R. Kimmel, and R. Glowinski. A color elastica model for vector-valued image regularization. *SIAM Journal on Imaging Sciences*, 14(2):717–748, 2021.

[37] B. Lu, H. Wang, and Z. Lin. High order Gaussian curvature flow for image smoothing. In *2011 International Conference on Multimedia Technology*, pages 5888–5891. IEEE, 2011.

[38] Q. Ma, J. Peng, and D. Kong. Image segmentation via mean curvature regularized Mumford–Shah model and thresholding. *Neural Processing Letters*, 48(2):1227–1241, 2018.

[39] R. I. McLachlan and G. R. W. Quispel. Splitting methods. *Acta Numerica*, 11:341, 2002.

[40] F. Ren and R. R. Zhou. Optimization model for multiplicative noise and blur removal based on Gaussian curvature regularization. *JOSA A*, 35(5):798–812, 2018.

[41] L. I. Rudin, S. Osher, and E. Fatemi. Nonlinear total variation based noise removal algorithms. *Physica D: Nonlinear Phenomena*, 60(1-4):259–268, 1992.

[42] X.-C. Tai, J. Hahn, and G. J. Chung. A fast algorithm for Euler’s elastica model using augmented Lagrangian method. *SIAM Journal on Imaging Sciences*, 4(1):313–344, 2011.

[43] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli. Image quality assessment: from error visibility to structural similarity. *IEEE Transactions on Image Processing*, 13(4):600–612, 2004.

[44] M. Yashtini and S. H. Kang. A fast relaxed normal two split method and an effective weighted TV approach for Euler’s elastica image inpainting. *SIAM Journal on Imaging Sciences*, 9(4):1552–1581, 2016.

[45] M. Yashtini, S. H. Kang, and W. Zhu. Efficient alternating minimization methods for variational edge-weighted colorization models. *Advances in Computational Mathematics*, 45(3):1735–1767, 2019.

[46] J. Yuan, E. Bae, X.-C. Tai, and Y. Boykov. A spatially continuous max-flow and min-cut framework for binary labeling problems. *Numerische Mathematik*, 126(3):559–587, 2014.

[47] H. Zhao and G. Xu. Triangular surface mesh fairing via Gaussian curvature flow. *Journal of Computational and Applied Mathematics*, 195(1-2):300–311, 2006.

[48] Q. Zhong, Y. Li, Y. Yang, and Y. Duan. Minimizing discrete total curvature for image processing. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, pages 9474–9482, 2020.

[49] Q. Zhong, K. Yin, and Y. Duan. Image reconstruction by minimizing curvatures on image surface. *Journal of Mathematical Imaging and Vision*, pages 1–26, 2020.
[50] W. Zhu and T. Chan. Image denoising using mean curvature of image surface. *SIAM Journal on Imaging Sciences*, 5(1):1–32, 2012.

[51] W. Zhu, X.-C. Tai, and T. Chan. Image segmentation using Euler’s elastica as the regularization. *Journal of Scientific Computing*, 57(2):414–438, 2013.