Mesoscopic spin systems, consisting of arrays of magnetostatically interacting ferromagnetic islands [1], are well suited to study phase transitions [2–5], frustration [6–11], collective behavior [12–14], as well as avalanches [15]. The mesospin building blocks are often regarded as artificial “atoms” without inner structure, where all the interactions, excitations, and dynamics take place among and not within the mesospins. The use of mesospins allows for both magnetic imaging of individual elements [1,16], as well as adjusting many of the relevant parameters at will, such as interaction strength and temperature onset of fluctuations [17,18]. For example, previous investigations include exploration of ordering and dynamics of mesospins, forming 1D and 2D lattices [19–22]. Recent studies have begun to transcend this approach when including the effect of internal degrees of freedom (of the mesospin) on the order and ground state degeneracy of the arrangements [22–24]. For instance, internal vortex states in circular islands [25,26] can impact the interaction between islands and the global magnetic order, auguring first order magnetic phase transitions and tricritical behavior [27]. This exotic behavior is a consequence of the interplay between effects that take place on vastly different length scales, yet on comparable energy levels. Elongated Ising-like islands that make up artificial spin ice (ASI) also exhibit dynamic and quasistatic internal degrees of freedom in the form of curved magnetization at the edges [24,28]. At low temperatures, these S- and C-shaped texture states may appear as static textures that break the vertex symmetry in ASI, but at higher temperatures, dynamic edge modes have been predicted [24], reducing the time averaged transverse magnetic moment within the islands to zero and restoring the vertex symmetry [23]. Here we report on the interplay between the internal (within the mesospins) and external (among mesospins) excitations in ASI, and quantify their relative energy levels. We do this in both quasi-equilibrium and in out-of-equilibrium settings, using ac susceptibility and magnetization measurements, respectively, comparing to results from stochastic micromagnetic simulations [29].

To this end, two samples were studied, having different mesospin interaction energies, tuned utilizing interaction modifiers (to be referred to as mASI) in the form of circular islands placed in the center of the ASI vertices [30], while keeping the size and the distance between the Ising elements the same. Both samples were fabricated by postpatterning performed on a δ-doped Pd(Fe) thin film, using electron beam lithography. The film, grown by dc magnetron sputtering, consisted of 40 nm palladium and 1.7 monolayers of iron with a 2 nm Palladium capping layer and a 1.5 nm vanadium seed layer on top of a magnesium oxide [MgO (001)] substrate as described in Pärnaste et al. [31]. The Ising-like islands had a length of 450 nm and a width of 150 nm with a pitch of 660 nm in both samples. The circular interaction modifiers at the ASI vertex sites have a diameter of 130 nm.

Magnetization and ac susceptibility data were collected using magneto-optical Kerr effect (MOKE) in a longitudinal configuration, using p-polarized laser light with a wavelength of 660 nm. For the ac susceptibility measurements the field amplitude was chosen to be 0.02 mT and the frequency was varied between 1.1 and 3333 Hz. For the magnetization measurements the amplitude of the applied oscillatory field was 30 mT and the sweep frequency was 0.3 Hz. The samples were measured along both principal axes ([10] and [11], see insets of Fig. 2) in the temperature range of 15–250 K. In addition to the experimental characterization, we explored the dynamic behavior with micromagnetic simulations, using MuMax3 [32]. In these simulations, the temperature is emulated by a stochastic magnetic field as described by Leliiart et al. [29]. The micromagnetic constants used to describe the δ-doped Pd(Fe) material are a saturation...
Results from magnetization measurements where $M_r$, $M_s$, and $M_m$ are plotted as a function of temperature with the field applied along the $[10]$-direction (see inset of Fig. 2(a)). The vertical lines are guides to the eye, indicating the relevant fluctuation temperatures for the mesospin edges ($T_e$), mesospins ($T_m$) and the materials ordering temperature ($T_c$).

The main observables from the magnetization measurements are the remanent magnetization obtained from the hysteresis loops, $M_r$, and the saturation magnetization, $M_s$, evaluated at $H = 30$ mT. The temperature dependence of the magnetization of the ASI array is illustrated in Fig. 1. The remanent magnetization, $M_r$, is affected by thermal excitations on both the intra and intermesospin length scales. Separation of these contributions can be achieved by realizing that the $M_r$ to a good approximation only depends on the intrinsic material properties, as a small applied field will easily quench all internal and external mesospin excitations, yet with a negligible impact on the temperature dependent material magnetization. The quantity $M_m = M_r / M_s$ is therefore taken as a measure of the contribution from the mesospins, which are thereby separated from the fluctuations at the atomic scale. Furthermore, the temperature at which $M_s$ approaches zero is an approximate measure of the ordering temperature, $T_c$, of the material.

We proceed by comparing the results from the magnetization of the mesospins ($M_m$) and the magnetic susceptibility obtained for the ASI and mASI samples, as shown in Fig. 2. Starting form high temperatures, we notice no peak or other feature in the susceptibility data at $T_c$ of the material (marked by the dashed line). Instead, a peak appears at the temperature $T_m$.

The magnetization of $M_s = 3.5 \times 10^5$ A/m and an exchange stiffness of $A_{ex} = 3.36 \times 10^{-12}$ J/m, while the damping constant is taken to be $\alpha = 0.02$. The simulations are run for 16 different temperatures between 0 and 400 K, for time intervals of 50 ns per temperature.

The main observables from the magnetization measurements are the remanent magnetization obtained from the hysteresis loops, $M_r$, and the saturation magnetization, $M_s$, evaluated at $H = 30$ mT. The temperature dependence of the magnetization of the ASI array is illustrated in Fig. 1. The remanent magnetization, $M_r$, is affected by thermal excitations on both the intra and intermesospin length scales. Separation of these contributions can be achieved by realizing that the $M_r$ to a good approximation only depends on the intrinsic material properties, as a small applied field will easily quench all internal and external mesospin excitations, yet with a negligible impact on the temperature dependent material magnetization. The quantity $M_m = M_r / M_s$ is therefore taken as a measure of the contribution from the mesospins, which are thereby separated from the fluctuations at the atomic scale. Furthermore, the temperature at which $M_s$ approaches zero is an approximate measure of the ordering temperature, $T_c$, of the material.

We proceed by comparing the results from the magnetization of the mesospins ($M_m$) and the magnetic susceptibility obtained for the ASI and mASI samples, as shown in Fig. 2. Starting form high temperatures, we notice no peak or other feature in the susceptibility data at $T_c$ of the material (marked by the dashed line). Instead, a peak appears at the temperature $T_m$.

where $M_m$ approaches zero, which we label $T_m$. Since the mesospins should carry a moment below $T_e$, the fact that $M_m = 0$ between $T_m$ and $T_c$ suggests that the magnetization vanishes as a consequence of fluctuations of the mesospins, with a characteristic timescale shorter than that of the measurement [18]. The susceptibility peak is therefore related to mesospin fluctuations rather than to fluctuations at the atomic scale. Here, the value of $T_m$ is taken to be the temperature at which the average relaxation time is equal to the time window of the measurements.

Lowering the temperature further, we find a plateau between 45 and 100 K in both the susceptibility and the magnetization curves. The height of this plateau is at $M_m \approx 0.5$ for measurements along the [10]-direction and
$M_m \approx 0.7 \approx \sqrt{2}$ for the [11]-direction, as has been previously reported by Kapaklis et al. [2]. These values of $M_m$ agree with the expected value of an ASI lattice comprised of frozen Ising-like mesospins, with a zero net transverse magnetization in the islands. Turning to the susceptibility, the plateau means that some part of the system does respond to the applied ac field. Knowing that the mesospins are frozen at these temperatures with respect to magnetization flipping, the observed susceptibility must originate from internal magnetic excitations of the elements. We attribute this finite susceptibility to be related to dynamics of the magnetization texture at the mesospin edges, since the continuous $\delta$-doped Pd(Fe) thin film exhibits zero susceptibility in this temperature regime (not shown here). Thus, the edges fluctuate at these temperatures, resulting in a zero time averaged transverse moment in the islands.

Turning our attention to the lowest temperatures measured, we find that $M_m$ begins to increase below $40 \pm 3$ K while the susceptibility decreases in the same temperature range ($\leq 45 \pm 3$ K). An increase in $M_m$ beyond 0.5 requires the presence of an internal transverse magnetic component of the islands. Therefore, this temperature labeled $T_e$ marks the onset of textures stabilizing that exhibit a nonzero time average magnetization in the direction of the applied field. This effect can therefore be understood as a consequence of a slow low-temperature relaxation of the edges, i.e., the edges remain static within the timescale of the measurement. This interpretation is supported by the observed decrease in susceptibility with decreasing temperature. It is worth noting that we do not observe an associated peak at $T_e$, and it is not yet clear if such a peak is to be expected.

It is important to mention that the susceptibility measurements probe equilibrium dynamics, while the magnetization measurements probe field-“dressed” metastable states. This gives rise to subtle differences in the results depending on which measurement protocol is used. First, when measuring along [11], the initial state (after removing the field) is a uniform state of exclusively $T_{III}$ vertices, while measuring along [10] leads to a mixture of $T_{III}$ and $T_{II}$ vertices. As the $T_{III}$ vertex is a higher energy excitation than $T_{II}$, we expect somewhat different relaxation depending on the orientation of the measurement, and there is no reason to choose the [10] magnetization data over the [11] for comparison. Second, the position of the susceptibility peak frequency is dependent on the sweep frequency for both samples and ac fields applied along the [10] and [11]-direction. The difference, $\Delta T_m$, between the ASI and mASI is determined to be $6 \pm 1$ K. $T_m$ should be maintained even for large time-scale discrepancies between magnetization and susceptibility measurements. Moreover, we notice that there is no orientation dependence in the susceptibility measurements, which is expected as these measurements probe the response of the ground state, while the magnetization results represent dressed states. Lastly, we find that the difference between the samples with and without an interaction modifier, indicated by $\Delta T_m$, is seemingly independent on the sweep frequency, and has a value of $6 \pm 1$ K. We can use this fact and compare $\Delta T_m$ from the susceptibility measurements with $\Delta T_m$ from the magnetization measurements for both [10] and [11]-directions.

While $\Delta T_m$ from the susceptibility measurements is robust and precise, accurately quantifying the individual values of $T_m$ from the magnetization measurements is challenging as they are highly sensitive to the fitting procedure, in particular to the number of points included in the fits. Therefore, we chose to use the centroid of the error function fit to $M_m$ as a measure of $T_m$. This parameter is less sensitive to the fitting procedure, and yields a value that is suitable for comparison between the two samples. We will, however, include an offset with respect to the true $T_m$ which we assume is constant for all measurements. Since the magnetization results differ depending on measurement orientation, we will compare the [10] and [11] direction separately. The difference in centroid temperature between ASI and mASI is $5.4 \pm 0.9$ K for [10] and $4 \pm 0.6$ K for [11], which agrees well with the $6 \pm 1$ K obtained from the susceptibility results. All of these findings hint towards the overlap in $T_m$ between $M_m$ and $\chi$ not being accidental. The same argument can be used when analyzing the low temperature behavior. Here, $T_e$ as obtained from the susceptibility data are $45 \pm 3$ and $65 \pm 3$ K for ASI and mASI, respectively, and the corresponding figures obtained from the magnetization data are $40 \pm 3$ and $60 \pm 3$ K (see Fig. 2). The low temperature increase in $M_m$, and decrease in $\chi$ suggests a decrease in dynamics on these timescales. We
therefore interpret \( T_e \) as the “melting” temperature of the edge textures, predicted by Gliga et al. [23] and Sloetjes et al. [24].

Consequently, we performed micromagnetic simulations to explore the feasibility of the hypothesis concerning the dynamics of the inner magnetic texture. Thermal edge fluctuations in \( T_1 \) and \( T_\Pi \) vertices are different in nature due to differences in the energy landscape morphology [see Fig. 4(a)]. A \( T_1 \) vertex features a double-well potential, whereas \( T_\Pi \) has an asymmetric single-well potential. The signal measured in the experiments is a result of a weighted sum of contributions from the different vertex types, therefore we simulated this system with equal weight from \( T_1 \) and \( T_\Pi \) vertices. The resulting timetraces of the fluctuations are shown in the upper panel of Fig. 4(b), and the corresponding temperatures can be seen in the lower panel. Here, the perpendicular magnetization is defined as the total perpendicular magnetization in one edge (defined by a half circle), normalized by the saturation magnetization, i.e., \( m_\perp = M_\perp^{\text{edge}}/M_s \). A signature of the double well potential is the telegraph noise in the magnetization, which can be observed in the signal, whereas the fluctuations associated with the \( T_\Pi \) vertex provide a bias to positive values of \( m_\perp \). The time-average magnetization, \( \langle m_\perp \rangle \), shown in Fig. 4(c), converges to a value of \( m_\perp = 0.1 \) at high temperatures. As the temperature is lowered, the fluctuations start to freezeout at \( T = 150 \text{ K} \), reaching a value of \( m_\perp = 0.4 \) below \( T = 50 \text{ K} \). This finite value of \( m_\perp \) is mostly due to the freezing out of the fluctuations in the asymmetric potential associated with the \( T_\Pi \) vertices. The upturn of the magnetization at low temperatures is in qualitative agreement with experiments, and the quantitative discrepancy in \( T_e \) can be ascribed to the vastly different timescales between simulations and experiments. The lack of fluctuations at low temperatures also explains the decrease in the ac susceptibility signal seen in the experiments.

We provide experimental evidence of edge melting as well as a mesospin melting in artificial spin ice structures. A change in the interactions has a measurable impact on the onset of these fluctuations. The temperature at which the mesospins start fluctuating is approximately a factor 3–3.5 times higher than the temperature at which the edge fluctuations are obtained. While the edge fluctuations have been shown to impact resonant spectra features of ASI lattices [23], their effect on the ordering has not been demonstrated before. For the case presented here, the energy levels of the fluctuations are well separated, but a question may be raised as to how a degeneracy of the levels would affect the dynamics of the mesospins.

The data that support the findings are available from the corresponding authors upon reasonable request.
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