DIVISOR BRAIDS
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Abstract. We study a novel type of braid groups on a closed orientable surface \( \Sigma \). These are fundamental groups of certain manifolds that are hybrids between symmetric products and configuration spaces of points on \( \Sigma \); a class of examples arises naturally in gauge theory, as moduli spaces of vortices in toric fibre bundles over \( \Sigma \). The elements of these braid groups, which we call divisor braids, have coloured strands that are allowed to intersect according to rules specified by a graph \( \Gamma \). In situations where there is more than one strand of each colour, we show that the corresponding braid group admits a metabelian presentation as a central extension of the free Abelian group \( H_1(\Sigma; \mathbb{Z}) \oplus r \), where \( r \) is the number of colours, and describe its Abelian commutator. This computation relies crucially on producing a link invariant (of closed divisor braids) in the three-manifold \( S^1 \times \Sigma \) for each graph \( \Gamma \). We also describe the von Neumann algebras associated to these groups in terms of rings that are familiar from noncommutative geometry.

Contents

1. Introduction 2
2. Divisor braids from gauge theory 4
   2.1. The vortex equations 4
   2.2. Generalities on Kähler toric targets 6
   2.3. Vortices in compact toric fibre bundles 10
   2.4. Supersymmetric gauged sigma-models and vortex moduli 15
3. A fundamental-group interpretation of \( \text{DB}_k(\Sigma, \Gamma) \) 18
   3.1. Basic definitions 18
   3.2. The monochromatic case 19
   3.3. Braids of many colours 22
4. Some computations using pictures 24
5. Linking numbers and two colours 31
   5.1. Linking numbers of cycles 32
6. Linking numbers for general negative colour schemes 35
   6.1. The \( \Gamma \)-linking number 35
   6.2. Application to link invariants of divisor braids 38
7. The centre of a very composite divisor braid group 41
   7.1. The rank of the centre 42
   7.2. Torsion elements and Diophantine equations 43
8. A handful of examples from gauge theory 45
9. Divisor braids and noncommutative geometry 48
References 53

MSC2010: 20F36; 57M27, 81T60.

Date: May 26, 2016.
1. Introduction

In this paper, we study groups of generalised braids on a surface Σ. We shall assume that this surface is connected, oriented and closed, and we assign colours to all the strands of our braids. The main novelty is that we want to extend the set of homotopies so as to allow strands to intersect (i.e. pass through each other) according to certain rules, unlike ordinary braids. These rules will depend on the colours of the strands, which we take from a finite set. To implement the obvious composition law, we must require that all our braids are colour-pure in the sense that the point on Σ where a given strand starts will be the endpoint for a strand of the same colour (but this could possibly be a different strand); such coloured braids, pictured as usual in \([0,1] \times Σ\), also determine closed braids inside \(S^1 \times Σ\).

Let \(r\) be the number of colours used. The rules of intersection of strands will be determined by a graph \(Γ\) (without orientation) whose set of vertices \(Sk^0(Γ)\) is in bijection with the set of colours. As additional data, we will need a function \(k : Sk^0(Γ) → \mathbb{N}\) on the set of vertices. The value \(k_λ := k(λ)\) will be thought of as a decoration or label at each vertex \(λ\) of \(Γ\); alternatively, we can introduce an order on the set of vertices and record the labels \(k_λ\) as a vector in \(\mathbb{N}^r\). The pair \((Γ,k)\) will be referred to as a negative colour scheme. Together with the genus of the surface Σ, it will completely specify a particular group of braids with

\[
|k| := \sum_{λ∈Sk^0(Γ)} k_λ
\]

strands which we shall denote as \(DB_k(Σ, Γ)\).

The intersection of strands is determined by the following rule: strands of two different colours are forbidden to intersect whenever the corresponding vertices are connected by an edge in \(Γ\). In particular, we may discard graphs with multiple edges without loss of generality. If \(Γ\) consisted of a single vertex \(λ\) and a single edge starting and ending at this vertex (which we will call a self-loop), then \(DB_k(Σ, Γ)\) would simply be the braid group \(B_k(Σ)\) on \(k := k_λ\) strands on the surface Σ, which is a familiar object [14]. However, in this paper we want to restrict our attention to negative colour schemes whose graphs do not contain self-loops. As we shall see, the corresponding generalised braid groups will still be interesting objects, arising quite naturally in mathematics. As a simple example, if \(Γ\) is a complete graph (i.e. all pairs of vertices are connected by an edge) with \(r\) vertices, all labelled by the integer 1, we obtain the pure braid group \([52]\) on \(r\) strands \(PB_r(Σ) \subset B_r(Σ)\) on the surface; a particular case is of course the fundamental group \(π_1(Σ) = PB_1(Σ)\).

Given an element \(γ\) of \(DB_k(Σ, Γ)\) where \(Γ\) has no self-loops, one can interpret the sub-braid \(γ_λ\) consisting of all strands of a fixed colour \(λ \in Sk^0(Γ)\) as describing a homotopy class of loops on the space of effective divisors of degree \(k_λ\) on Σ based at a reduced divisor. In this spirit, we shall from now on refer to the elements of our braid groups \(DB_k(Σ, Γ)\) as divisor braids.

Our study of divisor braid groups is directly motivated by a problem in gauge theory. It is well known that when Σ is a Riemann surface the symmetric products \(S^kΣ := Σ^k/\mathbb{S}_k\) are smooth manifolds with an induced complex structure, and they are of interest in algebraic geometry as spaces of effective divisors of degree \(k\) on Σ. If in addition we endow Σ with a symplectic structure compatible with the complex structure (a Kähler area form), there is a way of inducing Kähler structures (and in particular Riemannian metrics) on \(S^kΣ\) as well — in fact, a real one-dimensional family of them. This comes about because these manifolds are moduli spaces of
solutions (modulo gauge equivalence) of the vortex equations in line bundles of degree $k$ over $\Sigma$. The fundamental groups of these spaces $\mathcal{M}^X_k(\Sigma) \cong S^k \Sigma$ are either $\pi_1(\Sigma)$ for $k = 1$ or its Abelianisation $H_1(\Sigma; \mathbb{Z})$ for $k > 1$, and both of these groups are particular cases of our divisor braid groups (for the latter, we take a graph consisting of a single vertex with label $k$).

There are many ways to generalise the vortex equations beyond line bundles. One possibility is to consider vortices with more general Kähler toric target manifolds $X$, using the real torus $\mathbb{T}$ of $X$ as the structure group of the gauge theory, and specify a moment map $\mu : X \to \text{Lie}(\mathbb{T})^*$. When $X$ is compact, one is dealing with a class of Abelian nonlinear vortices whose moduli spaces $\mathcal{M}^X_h(\Sigma)$ (under suitable stability assumptions) have been identified with certain open submanifolds of a Cartesian product of symmetric products

$$S^k \Sigma := \prod_{\lambda \in \text{Fan}_\mu(X)(1)} S^{k_\lambda} \Sigma.$$  

In this product, the indices $\lambda$ are taken from the set of rays $\text{Fan}_\mu(X)(1)$ in the normal fan determining the toric manifold $X$; see e.g. [30] for background on toric geometry. The label $h$ can be interpreted as an element of the $\mathbb{T}$-equivariant homology group $H^2_\mathbb{T}(X; \mathbb{Z})$, and it corresponds to the image of the generator $[\Sigma] \in H_2(\Sigma; \mathbb{Z}) \cong \mathbb{Z}$ under the BPS charge that is relevant to this setup — see [20] for the general definition in the framework of vortices in toric fibre bundles over closed Kähler manifolds of arbitrary dimension. The integers $k_\lambda$ are obtained from the formula

$$k_\lambda = \langle c^1(D_\lambda), h \rangle$$

using the pairing of $\mathbb{T}$-equivariant cohomology and homology of $X$ in degree 2; in this formula, $c^1(D_\lambda)$ are the $\mathbb{T}$-equivariant first Chern classes of irreducible $\mathbb{T}$-equivariant divisors in $X$ corresponding to the rays in the normal fan [20]. The spaces $\mathcal{M}^X_h(\Sigma) \subset S^k \Sigma$ also carry a natural Kähler structure (see Section 2 below) which plays an important role in the description of gauged nonlinear sigma-models associated to the vortex equations, both at classical and quantum level — see [68] for a study of this so-called $L^2$-metric in simple examples where $X = \mathbb{P}^1$.

It turns out that the moduli spaces $\mathcal{M}^X_h(\Sigma)$ in this situation have fundamental groups that provide examples of the divisor braid groups described in this paper. This fact is established in Proposition 8 which also clarifies how to construct the relevant graph $\Gamma$ in the negative colour scheme from the combinatorial data of the toric target $X$; see also equation (28). The set of vertices or colours $S^k(\Gamma) = \text{Fan}_\mu(X)(1)$ corresponds to the set of rays in the normal fan of $X$, whereas the labels $k_\lambda$ are determined as in (2). We shall provide the reader with more background about the whole setup in Section 2 and also indicate why understanding the structure of this particular class of divisor braid groups and their representation varieties, as well as certain Hilbert modules over the associated von Neumann algebras, is significant in the context of supersymmetric quantum field theory in two dimensions.

The rest of the paper is organised as follows. In Section 3 we make our definition of divisor braids precise, and identify the groups $\text{DB}_k(\Sigma, \Gamma)$ introduced more informally above as fundamental groups of a canonical type of $2|k|$-dimensional configuration spaces $\text{Conf}_k(\Sigma, \Gamma)$; these spaces are hybrids between symmetric products and ordinary configuration spaces modelled on the surface $\Sigma$. In Section 4 we show that each such $\text{DB}_k(\Sigma, \Gamma)$ is a central extension of the group $H_1(\Sigma; \mathbb{Z})^{\oplus r}$ by a certain Abelian group $E$. We give generators for $E$ and some relations; this provides a surjective map $D \to E$, where $D$ is an Abelian group presented in terms of generators and relations. In Section 5 we prove that, for the case of two colours $r = 2$, the map $D \to E$ is an isomorphism. The proof we shall
give relies on the construction of a link invariant on $E$. In Section 8 we extend this link invariant to the case of an arbitrary number of colours. Again, this can be used to show that the map $D \to E$ is an isomorphism. In Section 7 we explain how the group $D$ depends on the decorated graph $(\Gamma, k)$. As might be expected, the most intricate dependence occurs at the level of the finite Abelian group $\text{Tor} D$; an approach to the study this phenomenon for negative colour schemes $(\Gamma, k)$ based on a fixed graph $\Gamma$ is presented in [17]. Section 8 collects a handful of examples chosen to illustrate some features of the general theory. Finally, in Section 9 we describe the von Neumann algebras associated to very composite divisor braid groups in terms of noncommutative tori; this exercise is motivated by the applications to mathematical physics that we describe in Section 2.
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2. Divisor braids from gauge theory

This section is intended to give a brief account of our original motivation to study the groups $\text{DB}_k(\Sigma, \Gamma)$, which was only mentioned in passing in the Introduction. A reader who is not interested in this material can skip it without loss of continuity, referring back to it later as needed.

2.1. The vortex equations. Let $\Sigma$ be a closed oriented surface equipped with a Riemannian metric $g_\Sigma$. The metric determines a Kähler structure $(\Sigma, j_\Sigma, \omega_\Sigma)$ on $\Sigma$, where the complex structure $j_\Sigma$ corresponds to a rotation by a right angle in the direction prescribed by the orientation, and the symplectic structure $\omega_\Sigma$ is the associated area form. We shall consider another Kähler manifold $(X, j_X, \omega_X)$ where a holomorphic Hamiltonian action of a Lie group $G$ is given, and fix a moment map $\mu : X \to \text{Lie}(G)^* := \mathfrak{g}^*$ for this action. We also fix a $G$-equivariant isomorphism of vector spaces $\kappa : \mathfrak{g}^* \to \mathfrak{g}$ and write $\mu^c := \kappa \circ \mu$; $\kappa_\mathfrak{g}$ and $\kappa_{\mathfrak{g}^*}$ denote the induced $G$-invariant inner products on $\mathfrak{g}$ and $\mathfrak{g}^*$. The surface $\Sigma$ will play the role of source, whereas the manifold $X$ will be the target for the gauge field theories we are interested in.

Let $\pi : P \to \Sigma$ be a $G$-principal bundle over $\Sigma$. The vortex equations are the PDEs
\begin{equation}
\hat{\partial}^A_{j_X, j_\Sigma} \phi = 0, \quad F_A + (\mu^c \circ \phi) \pi^* \omega_\Sigma = 0
\end{equation}
for a smooth $G$-equivariant map $\phi : P \to X$ and a connection $A$ in $P$ with curvature $F_A \in \Omega^2(P; \mathfrak{g})$. The connection $A$ can be seen as a $G$-equivariant splitting of vector bundles $TP \cong \ker d\pi \oplus \pi^* T\Sigma$ over $P$, or as 1-form $A : TP \to \mathfrak{g}$ corresponding to the projection onto the first summand of that splitting, whereas the equivariant map $\phi$ can also be interpreted as a section $\phi : \Sigma \to E_X$ of the fibre bundle
\begin{equation}
\pi_X : E_X := P \times_G X \to \Sigma
\end{equation}
with fibre $X$ associated to $P$ via the $G$-action on $X$. So there is a projection $p^A : TE_X \cong \ker A \oplus \ker(d\pi_X) \to \ker(d\pi_X) \cong TX$ specified by $A$, and this in turn determines a covariant derivative $d^A$ on sections of $\pi_X$ by $d^A \phi := p^A \circ d\phi$. Then one

\footnote{With a slight abuse of language, one often omits the pull-back $\pi^*$ in the second equation; this amounts to identifying the form $F_A$ with its ($G$-equivariant) pull-back to $\Sigma$, which is only unambiguous when $G$ is Abelian.}
use may the complex structures \( j_\Sigma \) and \( j_X \) to construct the holomorphic structure operator
\[
\phi \mapsto \tilde{\partial}^A_{j_X,j_\Sigma} \phi := \frac{1}{2} \left( d^A \phi + j_X \circ d^A \phi \circ j_\Sigma \right)
\]
appearing in the first equation in \((3)\). The kernel of \( \tilde{\partial}^A_{j_X,j_\Sigma} \) specifies the holomorphic sections of \( \pi_X \), and indeed sections \( \phi : \Sigma \to E_X \) in this kernel can be regarded as holomorphic maps with respect to \( j_\Sigma \) and a complex structure \( J^A_{E_X} \) induced on \( E_X \) by \( j_X \) and \( A \), see \([53]\).

When \( \Sigma \) is compact, a section \( \phi \) of the bundle \( \pi_X \) determines a \( G \)-equivariant 2-homology class \([\phi]^G \in H^2_G(X;\mathbb{Z})\) which will play the role of topological invariant in the moduli problem associated to the vortex equations \((3)\). To see how this invariant arises, we take a classifying map \( f : \Sigma \to BG \) for the principal \( G \)-bundle \( P \cong f^*EG \), and consider the map \( \tilde{f} \times \phi : P \to EG \times X \), where \( \tilde{f} \) is the lift of \( f \) and \( \phi \) is again regarded as \( G \)-equivariant map. Since \( \tilde{f} \times \phi \) is \( G \)-equivariant, it descends to a map \( \phi : \Sigma \to EG \times_G X \) to the Borel construction for the \( G \)-action on \( X \). Then we take the fundamental class \([\Sigma] \in H_2(\Sigma;\mathbb{Z})\) and set
\[
[\phi]^G := \tilde{\phi}_* [\Sigma] \in H_2(EG \times_G X;\mathbb{Z}) =: H^2(X;\mathbb{Z}).
\]

There is also a natural \( G \)-equivariant 2-cohomology class \([\eta]_G \in H^2_G(X;\mathbb{Z})\) determined by the equivariantly closed form of degree 2
\[
[\eta]_G = \omega_X - \langle \mu, \xi \rangle \in (\text{Sym}(\mathfrak{g}^*) \otimes \Omega^2(X))^G,
\]
in the Cartan complex of the \( G \)-action on \( X \). To each \( G \)-connection \( A \) in \( P \to \Sigma \) we can associate the closed 2-form
\[
\eta(A) = \omega_X - d(\mu, A) \in \Omega^2(P \times X)
\]
which can be seen to descend through the quotient \( q : P \times X \to E_X \). i.e. \( \eta(A) = q^* \eta_{E_X}(A) \). The cohomology class \([\eta_{E_X}(A)] \in H^2(\mathbb{E};\mathbb{Z})\) is in fact independent of \( A \), so the evaluation at the connection \( A \) can be interpreted as a \( G \)-equivariant version of the Chern–Weil homomorphism \([61]\). This construction can be used to model the pairing of the classes \([\eta]_G \in H^2_G(X;\mathbb{Z})\) and \([\phi]^G \in H^2_G(X;\mathbb{Z})\) through the formula
\[
\langle [\eta]_G, [\phi]^G \rangle = \int_{\Sigma} \phi^* \eta_{E_X}(A).
\]
For a solution \((A, \phi)\) of the system of PDEs \((3)\), the quantity \((8)\) admits a physical interpretation as total energy of the field configuration, which also ensures that it must be nonnegative (see \([26, 62]\) and our discussion in \(\text{Section 2.4}\)).

The pairs \((A, \phi)\) playing the role of variables in the system of equations \((3)\) form the infinite-dimensional manifold
\[
\mathcal{F}(P, X, \Sigma) := \mathcal{A}(P) \times \Gamma(\Sigma, E_X),
\]
where the first factor (the space of \( G \)-connections in \( P \)) is an affine space over the vector space \( \Omega^1(\Sigma, \mathfrak{g}) \), and the second factor denotes smooth sections of \( \pi_X \). This manifold supports an action of the infinite-dimensional Lie group \( \mathcal{G} = \text{Aut}_\Sigma(P) \) by \((A, \phi) \mapsto (\text{Ad}_g A - \pi^*(g^{-1} dg), g \cdot \phi), g \in \mathcal{G} \). Each tangent space
\[
T_{(A, \phi)} \mathcal{F}(P, X, \Sigma) \cong \Omega^1(\Sigma, \mathfrak{g}) \times \Gamma(\Sigma, \phi^*(P \times_G TX))
\]
receives an induced complex structure that can be written locally as
\[
J : (\tilde{A}, \tilde{\phi}) \mapsto (\ast_{g\Sigma} \tilde{A}, (\phi^* j_X) \tilde{\phi}),
\]
where $*_g \Sigma$ is the Hodge star operator of the metric $g_\Sigma$, as well as a Hermitian inner product

$$(10) \quad \langle\langle (\hat{A}_1, \hat{\phi}_1), (\hat{A}_2, \hat{\phi}_2) \rangle\rangle_{L^2(\Sigma)} := \int_\Sigma \left( \langle\langle \hat{A}_1, \hat{A}_2 \rangle\rangle_{g_\Sigma} + \langle\langle \hat{\phi}_1, \hat{\phi}_2 \rangle\rangle_{g_X, g_\Sigma} \right)$$

which can be regarded as a generalisation of the usual $L^2$-metric on spaces of functions. It is easy to check that these two geometric structures are compatible on the space of all fields.

The linearisation of each of the equations in (3) around a solution $(A, \phi)$ defines a subspace of $T_{(A, \phi)} F(P, X, \Sigma)$ which is invariant under the infinitesimal $G$-action — so $G$ also acts on the space of solutions. In physics, one is interested in the whole set of solutions much less than on the spaces of $G$-orbits.

$$(11) \quad \mathcal{M}_h^X(\Sigma) := \{(A, \phi) \in F(P, X, \Sigma) \mid \text{equations (3) hold and } |\phi|^G = h \}/G$$

for each $h \in H^2_G(X; \mathbb{Z})$. When non-empty, these spaces (which are referred to as moduli spaces of vortices) are finite-dimensional and possess mild singularities. Moreover, their locus of regular points receives a Kähler structure, which can be formally understood as a symplectic reduction of the $L^2$-metric (10) as follows. First of all by looking at suitable completions, one first needs to interpret (10) as a Kähler metric. The first equation in (3) is preserved under the complex structure $J$, thus it cuts out a complex submanifold of $\mathcal{A}(P) \times \Gamma(\Sigma, E_X)$ which becomes a Kähler manifold with the pull-back of the ambient symplectic form. In turn, the left-hand side of the second equation in (3) can be recast as a moment map for the $G$-action on the complex submanifold, with respect to this induced symplectic structure. Under these conditions, the definition (11) thus corresponds to an infinite-dimensional analogue of the Meyer–Marsden–Weinstein quotient in the context of finite-dimensional Kähler geometry.

A simple example of this construction, which bypasses part of the analysis required on the space of fields, is obtained when $X = \mathbb{C}$ with standard Kähler metric and action of $G = \text{U}(1)$. The corresponding moduli spaces $\mathcal{M}_h^C(\Sigma)$ were first studied in [73] for $\Sigma = \mathbb{C}$. In this example $\Sigma$ is not compact, and $h$ should be interpreted in terms of a winding number for $\phi$ at infinity; a key result is that $\mathcal{M}_h^C(\Sigma) \cong S^k \mathbb{C} \cong \mathbb{C}^k$ for positive winding $k \in \mathbb{N}$. The case where $\Sigma$ is compact was studied e.g. in [22, 39], and the equivalent result is

$$(12) \quad \mathcal{M}_h^C(\Sigma) \cong \begin{cases} \emptyset & \text{if } \frac{1}{\pi} \text{Vol}(\Sigma) < k, \\ \text{Pic}^k \Sigma & \text{if } \frac{1}{\pi} \text{Vol}(\Sigma) = k, \\ S^k \Sigma & \text{if } \frac{1}{\pi} \text{Vol}(\Sigma) > k, \end{cases}$$

where $\text{Vol}(\Sigma) := \int_\Sigma \omega_\Sigma$, Pic$^k \Sigma$ is the Picard variety parametrising holomorphic line bundles of degree $k$ on $\Sigma$, and we write the function $\mu_\tau$ as $x \mapsto -\frac{1}{2\pi}(|x|^2 - \tau)$ with $\tau \in \mathbb{R}$. One can regard this linear example as a toy model for the nonlinear situation we want to address in this paper — more specifically, our focus will be in the case where a stability condition analogous to $\frac{1}{\pi} \text{Vol}(\Sigma) > k$ is imposed. The corresponding Kähler metrics on $\mathcal{M}_h^C(\Sigma)$ are still poorly understood; but see e.g. [56] for a discussion of the limit $\frac{1}{\pi} \text{Vol}(\Sigma) \searrow k$.

### 2.2. Generalities on Kähler toric targets

From now on, we want to focus on the special case where $(X, j_X, \omega_X)$ is a Kähler structure on a compact toric manifold with real torus $\mathbb{T}$, and use $G = \mathbb{T}$ as the structure group of the gauge theory.

The most convenient way of realising our toric manifold $X$ (see [30]) is perhaps by starting from a fixed free Abelian group $M \cong \mathbb{Z}^n$, which determines
\[ T := \text{Hom}(M, U(1)) \cong U(1)^n, \] and specify a convex polytope \( \Delta \subset M_\mathbb{R} := M \otimes \mathbb{R} \) with the following properties:

(i) At each vertex of \( \Delta \), exactly \( n \) edges (i.e. line segments between two vertices) meet.

(ii) All edge directions in \( \Delta \) (i.e one-dimensional subspaces of \( M_\mathbb{R} \) generated by a difference of vertices) are rational, in the sense of admitting generators in the lattice \( M \).

(iii) One can choose generators for the \( n \) edge directions associated to each vertex of \( \Delta \) to form a basis of \( M \).

It is common practice to refer to such \( \Delta \) as a Delzant polytope \( \text{[31][15]} \). The inward-pointing normal directions to the (closed) facets of \( \Delta \) determine \( n \)-rays \( \rho \) of \( \Delta \), in the dual space \( N_\mathbb{R} := M_\mathbb{R}^\vee \cong \mathbb{R}^n \), denoted \( \text{Fan}_\Delta \); we will write as \( \rho \in N \) the primitive generator of the semigroup \( \rho \cap N \), where \( N := \text{Hom}_\mathbb{Z}(M, \mathbb{Z}) \subset N_\mathbb{R} \) is the dual lattice to \( M \). The most basic construction in toric geometry (see \( \text{[30]} \), section 3.1) defines a complex variety \( X \) from a fan such as \( \text{Fan}_\Delta \) by glueing together \( n \)-dimensional affine varieties associated to the cones in the fan. Each of these affine pieces contains the complex torus \( T_\mathbb{C} \cong (\mathbb{C}^*)^n \), which is the piece corresponding to the zero cone in \( N_\mathbb{R} \). The restrictions we have put on \( \Delta \) imply that the variety \( X \) is smooth and projective with \( \text{dim}_\mathbb{C} X = n \), so we will treat it as a compact complex \( n \)-manifold \( (X, j_X) \). The complex torus \( T_\mathbb{C} = \text{Hom}(M, \mathbb{C}^*) \supset \text{Hom}(M, U(1)) =: T \) also acts on \( X \), and in fact \( X \) can be regarded as a completion of \( T_\mathbb{C} \) to which the action of \( T_\mathbb{C} \) on itself can be extended as a holomorphic action. However, we want to emphasise that in our gauge-theory setting it is the compact real torus \( T \) that plays a more prominent role. We will always assume that the compact toric manifold in our discussion is specified by a Delzant polytope \( \Delta \), but shall write it as \( X \) rather than \( X_\Delta \) or \( X_{\text{Fan}_\Delta} \) for short.

We denote by \( \text{Fan}_{\Delta}(1) \) the subset of rays (i.e. one-dimensional cones) in the fan of \( \Delta \). Each ray \( \rho \) determines a \( (T_\mathbb{C}, \text{- and in particular}) \) \( T \)-equivariant divisor \( D_\rho := O(\rho) \cong X_{\text{Star}(\rho)} \) in \( X \) as its orbit closure, which is a compact toric variety itself (see \( \text{[30]} \), Theorem 3.2.6 and Proposition 3.2.7). The \( \mathbb{Z} \)-linear map \( \alpha \) given by

\[
\alpha : m \mapsto \sum_{\rho \in \text{Fan}_{\Delta}(1)} (m, \rho) D_\rho, \quad m \in M
\]

induces a short exact sequence of Abelian groups (cf. \( \text{[30]} \), Theorem 4.1.3)

\[
0 \longrightarrow M \overset{\alpha}{\longrightarrow} \text{CDiv}_T(X) \overset{\beta}{\longrightarrow} \text{Cl}(X) \longrightarrow 0.
\]

Here, \( \text{CDiv}_T(X) \cong \bigoplus_{\rho \in \text{Fan}_{\Delta}(1)} \mathbb{Z}D_\rho \) denotes the group of \( T \)-equivariant (Cartier) divisors, whereas \( \text{Cl}(X) \) stands for the divisor class group of \( X \). The latter coincides with the Picard variety \( \text{Pic}(X) \), since \( X \) is smooth (\( \text{[30]} \), Proposition 4.2.6). In this subsection we want to state some facts that, on one hand, revolve around the basic short exact sequence \( \text{[13]} \), and on the other hand relate to aspects of the \( T \)-equivariant homology and cohomology of \( X \) relevant to our subsequent discussion.

Let us start with some topological preliminaries. Since we are assuming that \( X \) is compact, its fan is complete (see \( \text{[30]} \), Theorem 3.1.19(c)), and so \( X \) is simply connected (Theorem 12.1.10 in \( \text{[30]} \),): hence \( H_1(X; \mathbb{Z}) = 0 = H^1(X; \mathbb{Z}) \) by Hurewicz and the universal coefficient theorem. There is an isomorphism \( H^2(X; \mathbb{Z}) \cong \text{Pic}(X) \) (\( \text{[30]} \), Theorem 12.3.2), so Proposition 4.2.5 in \( \text{[30]} \) implies that the group \( H^2(X; \mathbb{Z}) \) is free Abelian; it is also freely generated by virtue of \( \text{[13]} \). By the universal coefficient theorem, we conclude that also \( H_2(X; \mathbb{Z}) \cong \text{Hom}(H^2(X; \mathbb{Z}), \mathbb{Z}) \) is a finitely generated free Abelian group.
We observe that there is a spectral sequence converging to the $T$-equivariant cohomology of $X$:

$$E_2^{p,q} := H^p(BT; H^q(X; \mathbb{Z})).$$

In total degree two, this degenerates to the short exact sequence

$$0 \rightarrow H^2(BT; \mathbb{Z}) \rightarrow H^2_\beta(X; \mathbb{Z}) \rightarrow H^2(X; \mathbb{Z}) \rightarrow 0.$$

The two nontrivial maps in (14) are induced by the structure maps of the fibre bundle $X \rightarrow X \times_T ET \rightarrow BT$. Since $H^2(X; \mathbb{Z})$ is free Abelian, the short exact sequence (15) splits; thus we have an abstract isomorphism

$$H^2_\beta(X; \mathbb{Z}) \cong H^2(BT; \mathbb{Z}) \oplus H^2(X; \mathbb{Z}).$$

Note that $H^2(BT; \mathbb{Z}) \cong \mathbb{Z}^n$ by the Künneth formula. There is an identification of this group with the lattice $\mathbb{Z}$ under a natural isomorphism between (15) and the basic short exact sequence (13), namely:

**Lemma 1.** There is an isomorphism of short exact sequences

$$0 \rightarrow M \rightarrow \text{CDiv}_T(X) \xrightarrow{\beta} \text{Cl}(X) \rightarrow 0$$

Let us sketch how to understand the ladder diagram above (see Proposition 4 in [20] for further details). A divisor in $X$ such as $D_\rho$ gives rise to a line bundle $\xi_{D_\rho}$ over $X$ (whose isomorphism class depends only on the divisor class $\beta(D_\rho)$). The restriction of this bundle to $D_\rho$ is the normal bundle of the (Weil) divisor $D_\rho$; so the first Chern class $c_1(\xi_{D_\rho})$ coincides with the Poincaré dual of the 2-homology class determined by $D_\rho$. Since $D_\rho$ is $T$-invariant, $\xi_{D_\rho}$ is actually an equivariant bundle (see [30], section 12.4), hence we also obtain a complex line bundle

$$\nu_{D_\rho} := \xi_{D_\rho} \times_T ET \rightarrow X \times_T ET.$$

The first Chern class $c_1(\nu_{D_\rho})$ of this bundle is an element of $H^2(X \times_T ET; \mathbb{Z})$, so we obtain a map on $T$-invariant divisors $c_1^T := c_1 \circ \nu$ which extends to a homomorphism $\text{CDiv}_T(X) \rightarrow H^2_\beta(X; \mathbb{Z})$. This provides a lift of the more familiar map $c_1 : \text{Pic}(X) \cong \text{Cl}(X) \rightarrow H^2(X; \mathbb{Z})$ taking the first Chern class of line bundles over $X$ (up to isomorphism) — note that by surjectivity of the map $\beta$ in (13), all isomorphism classes of line bundles on $X$ contain $T$-equivariant representatives. The homomorphism $c_1^T$ can be interpreted (with some abuse of terminology) as the evaluation of an equivariant first Chern class $eta$.

At this point, we will divert our discussion from topology to geometry. We start by recalling that there is an alternative way of obtaining $(X, j_X)$ as a quotient, which goes as follows (see [30], Section 5.1). Consider the affine space $\bigoplus_{\rho \in \text{Fan}_\Delta(1)} \mathbb{C}_\rho \cong H^2_\Delta(X; \mathbb{C})$ with polynomial coordinate ring generated by variables $x_\rho$; for convenience, we denote this affine space by $\mathbb{C}^r$ with $r := |\text{Fan}_\Delta(1)|$. A cone $\sigma \in \text{Fan}_\Delta$ determines a monomial $x_\sigma^\rho := \prod_{\rho \in \sigma} x_\rho$, and these generate the so-called irrelevance ideal $B(\text{Fan}_\Delta) := \langle x_\sigma | \sigma \in \text{Fan}_\Delta \rangle$. Applying the functor $\text{Hom}_{\mathbb{Z}}(\cdot, \mathbb{C}^*)$ to the short exact sequence (13) exhibits the group of characters $\text{Hom}_{\mathbb{Z}}(\text{Cl}(X), \mathbb{C}^*)$ as a subgroup of the complex torus $(\mathbb{C}^*)^r$ acting on $\mathbb{C}^r$:

$$1 \rightarrow \text{Hom}_\mathbb{Z}(\text{Cl}(X), \mathbb{C}^*) \rightarrow (\mathbb{C}^*)^r \rightarrow \mathbb{T} \rightarrow 1.$$

This subgroup acts on the complement

$$\mathbb{C}^* \Delta := \mathbb{C}^* \setminus V(B(\text{Fan}_\Delta))$$

**Remark 1.** The text seems to contain a typographical error in the definition of $E_2^{p,q}$, as the right-hand side should be $H^{p+q}(X \times_T ET; \mathbb{Z})$ instead of $H^p(BT; H^q(X; \mathbb{Z}))$. Additionally, the notation $\beta$ for the first Chern class in the spectral sequence and the isomorphism is confusing, as $\beta$ is typically used to denote the Betti numbers in the Betti spectral sequence, not the first Chern class. The correction 2 is necessary to make the text consistent with standard notations in algebraic topology and cohomology.
of the exceptional set $V(B(\text{Fan}_\Delta))$, the affine variety associated to the irrelevant ideal, and one can show (see [30], Theorem 5.1.1) that
\begin{equation}
X \cong \mathbb{C}_\Delta / \text{Hom}_\mathbb{Z}(\text{Cl}(X), \mathbb{C}^r).
\end{equation}

It turns out that this quotient construction endows $X$ with a family of symplectic structures. This is because one can be recast $X$ as a symplectic quotient of the affine variety $\mathbb{C}_\Delta$, seen as a Hamiltonian subspace of $\mathbb{C}^r$ with standard $U(1)^r$-action, i.e. a product of $r$ copies of the standard $U(1)$-action $(e^{i\theta}, x) \mapsto e^{i\theta}x$ on $(\mathbb{C}, \frac{i}{2}dx \wedge d\bar{x})$. More precisely, let us identify $\text{Lie}(U(1)^r)^* = (i\mathbb{R})^r \cong \mathbb{R}^r$ using the standard Euclidean inner product, and denote by $\mu_\Delta := (\beta_\mathbb{R} \circ \mu^{st})|_{\mathbb{C}_\Delta}$ the restriction to $\mathbb{C}_\Delta$ of the composition of the moment map $\mu^{st}: \mathbb{C}^r \to \mathbb{R}^r$ for the standard product torus action, with components $\mu^{st}_\beta(x_1, \ldots, x_r) = \frac{1}{2}|x_\beta|^2$, with the extension $\beta_\mathbb{R}$ to real coefficients of the quotient map $\beta$ in (13). For any choice of a class $\delta$ in the Kähler cone $K(X) \subset H^{1,1}(X; \mathbb{R}) \cong \text{Cl}(X) \otimes_{\mathbb{Z}} \mathbb{R}$, one has an action of the real character group $\text{Hom}_{\mathbb{Z}}(\text{Cl}(X), U(1))$ on the pre-image $\mu_\Delta^{-1}(\delta) \subset \mathbb{C}_\Delta^r$. The space of orbits for this action acquires a complex structure from the one of $\mathbb{C}^r$ (see Proposition 4.2 in [19]), and there is a map
\begin{equation}
\mu_\Delta^{-1}(\delta)/\text{Hom}_{\mathbb{Z}}(\text{Cl}(X), U(1)) \to X
\end{equation}
which is a biholomorphism (cf. Section 8.4 in [60]). This process produces a Marsden–Weinstein–Meyer symplectic form $\omega_\mu \in \Omega^2(X; \mathbb{R})$, and one can check that in fact $[\omega_\mu] = \delta$ (see [24], p. 399). The compact real torus $T$ is recovered as the quotient of the real torus $U(1)^r \subset (\mathbb{C}^r)^r$ acting on $\mathbb{C}_\Delta^r$ by the subtorus in the left-hand side of (19), and its action on $(X, j_X, \omega_\delta)$ is both Hamiltonian and holomorphic. Thus for each $\delta$ in the Kähler cone, one can speak of a canonical Kähler structure on $X$. Under this construction, there is also a moment map $\mu$ on $(X, \omega_\delta)$ induced from $\mu^{st}|_{\mathbb{C}_\Delta}$, and it turns out that $\mu(X) = \Delta$ has an interpretation as space of $T$-orbits in $X^r$.

Under additional assumptions, various Moser-type results ensure that a symplectic structure $\tilde{\omega}_X$ on $X$ with $[\tilde{\omega}_X] = \delta$ will be symplectomorphic to $\omega_\delta$ in the sense that $\varphi^*\tilde{\omega}_X = \omega_\delta$ for some $\varphi \in \text{Diff}(X)$ (see Section 7.3 of [58]), but the symplectomorphism $\varphi$ need not relate compatible complex structures. A theorem of Delzant [31] asserts that if $\tilde{\omega}_X$ is $T$-invariant, there exists one such symplectomorphism $\varphi$ which is $T$-equivariant (this amounts to a classification of compact symplectic toric manifolds by Delzant polytopes up to translations in $M_\mathbb{R}$). In turn, Abreu [11] showed that the Kähler structures $(X, \tilde{\omega}_X, j_X)$ and $(X, \omega_\delta, j_X)$ can be related by a $T$-equivariant biholomorphism $(X, j_X) \to (X, j_X)$, but this will not be a symplectomorphism in general.

We now want to review very briefly some geometry of cones associated to the toric manifold $X$. This is needed to describe certain positivity conditions that arise in the context of the vortex equations. The relevant cones are contained in real extensions of the Abelian groups in the ladder diagram of Lemma [11] e.g. $\text{Cl}(X)_\mathbb{R} := \text{Cl}(X) \otimes_{\mathbb{Z}} \mathbb{R}$. For more detail, we refer the reader to Section 3.3 of reference [20], where we deal with the case of vortices on Kähler manifolds of arbitrary dimension.

Recall that the nef cone of a toric variety $X$ (denoted $\text{Nef}(X) \subset \text{Cl}(X)_\mathbb{R}$ in [33]), is generated by classes of numerically effective (Cartier) divisors. In the case where $X$ is smooth, there is a very explicit description of the dual of this cone (known as the Mori cone and denoted $\overline{\text{NE}}(X)$) due to Batyrev [11], in terms of primitive collections associated to the normal fan $\text{Fan}_\Delta$. In our setting, the Mori cone is always strongly convex (this follows from Proposition 6.3.24 in [30]), and so
the primitive relations associated to the normal fan of $X$ give minimal generators for $\overline{NE}(X)$, which determines the Kähler cone of the manifold by duality.

Now the linear maps $\beta_2^c$ and $\beta_5^c$, obtained from extending $\beta := c_1 \circ \beta \circ (c_T)^{-1}$ in Lemma 1 to real coefficients and duality, relate the basic cones $K(X)$ and $\overline{NE}(X)$ to natural cones in $\mathbb{T}$-equivariant cohomology and homology, respectively. First of all, we have the following fact from Section 3.3 of [20]:

**Proposition 2.** Any ray in the nef cone of $X$ admits a generator of the form $\beta \left( \sum_{\rho \in \text{Fan}_\Delta(1)} a_\rho D_\rho \right)$ with all $a_\rho \in \mathbb{N}_0$.

We consider the cone
\[
C_{\text{BPS}}(X) := \left( \sum_{\rho \in \text{Fan}_\Delta(1)} \mathbb{R}_{\geq 0} c_T^1(D_\rho) \right)^{\vee} \subset H_2^T(X; \mathbb{R}),
\]
which is dual to the closed strictly convex polyhedral cone in $H_2^T(X; \mathbb{R})$ generated by $\mathbb{T}$-equivariant first Chern classes (see (16) and Lemma 1)
\[
c_T^1(D_\rho) = c_1(\nu_{D_\rho}) \in H_2^T(X; \mathbb{Z})
\]
associated to effective $\mathbb{T}$-equivariant divisors $D_\rho \subset X$. In the context of the present paper, $C_{\text{BPS}}(X)$ can be identified with the *BPS cone* introduced in Section 4 of reference [20] (for vortex equations on bases of arbitrary dimension), because $H_2(\Sigma; \mathbb{Z})$ is cyclic and the fundamental class $[\Sigma]$ provides a natural generator. The intersection of $C_{\text{BPS}}(X)$ with the image of $N_1(X)$ in $H_2^T(X; \mathbb{R})$ under $\beta_5^c$ is again a cone, and it is contained within the image of the Mori cone $\overline{NE}(X)$.

Given $h \in H_2^T(X; \mathbb{Z}) \cap C_{\text{BPS}}(X)$, the following two positivity properties are a direct consequence of the definition [20] and Proposition 2:

(P1) $k_\rho := \langle c_T^1(D_\rho), h \rangle \in \mathbb{N}_0$ for each ray $\rho \in \text{Fan}_\Delta(1)$;
(P2) $\langle \eta_X^\omega, h \rangle \geq 0$ for each Kähler class $\delta$ of $X$.

The assertion (P1) implies that whenever a class $h \in H_2^T(X; \mathbb{Z})$ is taken from the cone $C_{\text{BPS}}(X)$, one obtains nonnegative $k_\lambda$ in the prescription [2]. In the next subsection, we clarify why we should identify rays $\rho$ in the normal fan of $\Delta$ with colours $\lambda$, in the context of divisor braid groups. Assertion (P2) is an energy positivity condition for vortex configurations $(X, \phi)$ with target $X$ and topological charge $[\phi]^T = h$ contained in the cone $C_{\text{BPS}}(X)$, independently of the Kähler form $\omega_X$ prescribed on $X$.

2.3. Vortices in compact toric fibre bundles. As mentioned in the Introduction, one topic of this paper is the topology of a certain type of configuration spaces associated to an oriented surface $\Sigma$ and a decorated graph $(\Gamma, k)$. In this subsection, we give a more general definition (see Definition 3) before specialising to the configuration spaces that are most directly related to divisor braids (see Definition 10).

**Our main goal here is to elucidate how these constructions arise quite naturally from the study of moduli spaces of vortices in** [11] **and their topology.**

**Definition 3.** Let $\Lambda$ be a simplicial complex, $k : \text{Sk}^0(\Lambda) \to \mathbb{N}_0, \lambda \mapsto k_\lambda$ a nonzero function on its set of vertices, and $\Sigma$ a Riemann surface. Let us denote an $\ell$-simplex in $\Lambda$ by $[\lambda_1; \ldots; \lambda_\ell]$, where the $\lambda_i$ are distinct vertices (which we may also refer to as *colours*). The space of effective divisors of degree $k$ on $\Sigma$ braiding by $\Lambda$ is the subset of $S^{k, \Sigma} := \prod_{\lambda \in \text{Sk}^0(\Lambda)} S^k \Sigma$ given by
\[
\text{Div}^k_+(\Sigma, [\Lambda]) := \left\{ d \in S^{k, \Sigma} : [\lambda_1; \ldots; \lambda_\ell] \notin \Lambda \Rightarrow \bigcap_{i=1}^{\ell} \text{supp}(d_{\lambda_i}) = \emptyset \right\}.
\]
We refer to \((\Lambda, k)\) as a colour scheme, and to \(k\) as its coloured degree.

In this definition, we interpret the nonzero components \(d_\lambda \in S^k \Sigma\) of \(d\) as effective divisors of degree \(k_\lambda\) on \(\Sigma\), and denote their support by \(\text{supp}(d_\lambda) \subset \Sigma\). Observe that \(S^k \Sigma\) is a manifold equipped with a complex structure induced by the one of \(\Sigma\), since the same holds for each Cartesian factor; a short argument uses essentially Newton’s theorem on symmetric functions, see e.g. \([4, p. 18]\). Clearly, \(\text{Div}_+^k(\Sigma, \Lambda)\) is an open dense complex submanifold, its dimension being given by the total degree

\[
|k| := \sum_{\lambda \in \text{Sk}^0(\Lambda)} k_\lambda = \dim_{\mathbb{C}} \text{Div}_+^k(\Sigma, \Lambda).
\]

**Lemma 4.** If \(\Sigma\) is connected, then \(\text{Div}_+^k(\Sigma, \Lambda)\) is connected for any colour scheme \((\Lambda, k)\).

**Proof.** The Riemann surface \(\Sigma\) is locally path-connected, so it is path-connected. For each colour \(\lambda\), we pick a point \(z_\lambda \in \Sigma\), such that the points \(z_\lambda\) are pairwise distinct. This defines a base point \(d^* = [k_{\lambda_1} z_{\lambda_1}; \ldots; k_{\lambda_\ell} z_{\lambda_\ell}] \in \text{Div}_+^k(\Sigma, \Lambda)\). Given an arbitrary \(d \in \text{Div}_+^k(\Sigma, \Lambda)\) we want to find a path from \(d\) to \(d^*\).

Because \(\Lambda\) is a simplicial complex, it is easy to find a path in \(\text{Div}_+^k(\Sigma, \Lambda)\) from \(d\) to \(d'\) such that the support of \(d'\) is distinct from the support of \(d^*\). So we can assume without loss of generality that \(d \cap d^*\) is empty.

Pick a point \(z\) from the divisor \(d\). Let us say that its colour is \(\lambda\). We can find a path in \(\gamma : [0, 1] \to \Sigma\) such that \(\gamma(0) = z\), \(\gamma(1) = z_\lambda\) and \(\gamma(0, 1) \in \Sigma \setminus (\text{supp} d \cup \text{supp} d^*)\). This gives a path in \(\text{Div}_+^k(\Sigma, \Lambda)\) from \(d\) to a divisor where \(z\) is replaced by \(z_\lambda\). We do this inductively for all the points in \(d\), and obtain a path from \(d\) to \(d^*\) as required. \(\square\)

**Definition 5.** We say that a coloured degree \(k\) is

- **composite** if its components are not of the form \(k_\lambda = \delta_{\lambda\lambda'}\) for some vertex \(\lambda'\), where \(\delta\) is the Kronecker delta;

- **effective** if \(k_\lambda \neq 0\) for all vertices \(\lambda\);

- **very composite** if \(k_\lambda \geq 2\) for all vertices \(\lambda\).

If \(k_\lambda = 0\) for a vertex \(\lambda\), one may eliminate the \(\lambda\)-component of the coloured degree, as well as all the simplices in \(\Lambda\) incident to \(\lambda\) (in particular, the vertex itself), without affecting the definition of \(\text{Div}_+^k(\Sigma, \Lambda)\). In particular, we see immediately that \(\text{Div}_+^k(\Sigma, \Lambda) = \Sigma\) if \(k\) is not composite. The reason we allow for this apparent redundancy is that it is natural to consider \(\text{Div}_+^k(\Sigma, \Lambda)\) as a family of spaces depending on \(|\text{Sk}^0(\Lambda)|\) integers, and in some circumstances it is convenient to allow these integers to be zero; but the discussion of this paper will be restricted to effective coloured degrees.

**Remark 6.** In the particular case where \(\Lambda\) is a graph, which we emphasise by writing \(\Lambda = \Gamma\), the set \((21)\) is reminiscent of the generalised configuration spaces \(\text{Conf}_{\Gamma}(\Sigma)\) or \(\text{Conf}_{\Gamma}(\Sigma)\) introduced in references \([30, 25]\), which depend on a manifold (here \(\Sigma\)) and a graph \(\Gamma\). The definition given in these references agrees with ours provided that in our conventions the graph \(\Gamma\) is replaced by its negative \(\neg \Gamma\) (a graph with the same set of vertices but complementary set of edges) and one takes all \(k_\lambda = 1\). Note that \(\neg (\neg \Gamma) = \Gamma\). We justify taking the negative (see e.g. equation \((33)\) below) by the fact that, for a simplicial complex \(\Lambda\) of dimension higher than one (such as \(\Lambda = (\partial \Delta)_n^\vee\) in Theorem \((7)\) below for \(n \geq 3\)), the obvious generalisation of \(\neg \Gamma\) does not yield a simplicial complex.
We now go back to the vortex equations \cite{9}, in the setting where the target $(X,j_X,\omega_X)$ is a Kähler toric manifold defined by a given Delzant polytope $\Delta$, together with a choice of Kähler form $\omega_X$. Note that the condition $\mu(X) = \Delta$ fixes the translational ambiguity of the moment map: $\Delta$ determines $\mu$ and vice versa. As in Section 2.1 we assume that $\Sigma$ is a compact and connected oriented Riemannian surface with Kähler structure $(\Sigma,j_\Sigma,\omega_\Sigma)$, and denote by $\mathcal{(\omega_\Sigma)^{\vee}} \in H_2(\Sigma;\mathbb{R}) \cong \mathbb{R}$ the dual Kähler class, on which the Kähler class $[\omega_\Sigma] \in H^2(\Sigma;\mathbb{Z})$ evaluates as unity.

Let us take a fixed class $\mathbf{h}$ in the semigroup $H_2^T(X;\mathbb{Z}) \cap C_{\text{BPS}}(X)$ defined in equivariant 2-homology by the cone \cite{16}. This will determine the homotopy class $\tilde{\alpha}$ by dualising \cite{16}.

In equation (24), the moduli spaces are identified with spaces of effective divisors on $\Sigma$ (as in Definition 3) braiding by a simplicial complex constructed from the Delzant polytope $\Delta = \mu(X)$ defining the $n$-dimensional toric target manifold $X$. This simplex is obtained by dualising the boundary of $\Delta$ (interpreted as an $(n-1)$-dimensional spherical polyhedron). It is easily checked that condition (i) in the second paragraph of Section 2.2 implies that such a dual polyhedron forms a simplicial complex, for any Delzant polytope $\Delta$.

The assumption \cite{21} (where ‘int’ denotes the interior) can be interpreted as a natural stability condition. The closed version of this equation,

$$ (\alpha_R^* \circ \tilde{\mathbf{h}})([\omega_\Sigma]^{\vee}) \in \kappa(\Delta), $$

is a necessary condition for existence of vortex solutions — this was shown by Baptista as Theorem 4.1 of \cite{14}, using essentially the convexity of $\mu(X)$; see \cite{15}. In the
toy example of Section 2.1 where $X = \mathbb{C}$, condition (23) corresponds to the third alternative on the right-hand side of (12).

Theorem 7 is a particular case of Theorem 4 in our companion paper [20], where we consider vortex equations with compact Kähler toric targets $X$ on compact Kähler manifolds $Y$ of arbitrary dimension. This result positively answers a question/conjecture formulated by Baptista in Section 7 of [9]. Previously, the identification (24) had only been verified in the case where $X = \mathbb{P}^n$ equipped with its Fubini–Study Kähler structure in [9]. Early versions of this result in the special case $n = 1$ (i.e. $X = \mathbb{P}^1$) had appeared independently in [61] and [70].

The proof of Theorem 7 does provide further intuition about Abelian vortices. The basic idea is that, under assumption (23), there is a one-to-one correspondence (modulo gauge equivalence) between solutions of the Abelian vortex equations (3) on $\Sigma$ with nonlinear $n$-dimensional toric targets $X = \mathbb{X}_\Delta$ and vortex solutions (also on $\Sigma$) with linear $r$-dimensional targets $\mathbb{C}^r_\Delta$. This is in the same spirit of the more familiar correspondence between ungauged nonlinear sigma-models with toric targets and linear sigma-models that is familiar in the physics literature [73], where the former appear as low-energy effective theories for the latter. For a further application of this idea to the study of the geometry of moduli spaces, we refer the reader to [68].

When $X$ is given a canonical symplectic structure $\omega_X = \omega_\delta$, Baptista showed that one can descend vortices with target $\mathbb{C}_\Delta^r$ through the quotient (15); an important ingredient was a simplified version of the the Hitchin–Kobayashi correspondence proved by Mundet in [62]. However, the result by Abreu in [11] that we mentioned in Section 2.2 and the fact that the complex structure $\omega_X$ does not appear in the PDEs (3) allows to deform solutions within the same target Kähler class. Since the moduli of linear vortices are parametrised by the right-hand side of (24) and the descent map is injective, this argument allowed Baptista to interpret $\text{Div}_k^k(\Sigma, (\partial \mu(X))\lambda)$ as a family of vortex moduli with target $X$.

The proof in [20] that this descent process is surjective is based on a construction of a lift of a solution $(A, \phi)$ of (3) to a vortex with linear target $\mathbb{C}_\Delta^r$. First of all, one can define a principal $\mathbb{T} \times \text{Hom}_\mathbb{Z}(\text{Cl}(X), U(1))$-bundle on $\tilde{P} \to \Sigma$ and a smooth section an associated bundle with fibre $\mathbb{C}_\Delta^r$ lifting $\phi$ which is unique up to homotopy; in this step, it is crucial that the underlying structure groups are commutative. Then one lifts the connection $A$ in such a way as to make the lifted section holomorphic. These two steps do not yet guarantee that the real vortex equation (involving the moment map) is satisfied, but once again the Hitchin–Kobayashi correspondence of Mundet provides a complex gauge transformation to a full solution of the vortex equations with target $\mathbb{C}_\Delta^r$.

In Section 2.3 below, we shall justify that the fundamental groups of the vortex moduli spaces $\mathcal{M}_A(\Sigma)$ have direct physical interest. Given the description (24), the calculation of such groups is simplified by observing that one can model them on fundamental groups of simpler spaces of effective braiding divisors on $\Sigma$, for which the braiding is determined by a suitable graph:

Proposition 8. Let $\Sigma$ be a connected Riemann surface and $(\Lambda, k)$ a colour scheme as in Definition 5. Then there is an isomorphism of fundamental groups

$$\pi_1 \text{Div}_k^k(\Sigma, \Lambda) \cong \pi_1 \text{Div}_k^k(\Sigma, \text{Sk}^1(\Lambda)).$$

Proof. By Lemma 4, the space of braiding effective divisors is connected, so we can base the fundamental group at a tuple $d^\ast = (d^\ast_\lambda)_{\lambda \in \text{Sk}^0(\Lambda)}$ containing only reduced divisors $d^\ast_\lambda \in S^k \Sigma$ such that $\bigcap_{\lambda \in \text{Sk}^0(\Lambda)} \text{supp}(d_\lambda) = \emptyset$, and interpret loops in $\text{Div}_k^k(\Sigma, \Lambda)$
as closed coloured braids in $S^1 \times \Sigma$; the colours of the strands are determined by the colours of their basepoints. Then the main task is to show that, when one identifies all possible loops using the homotopies naturally specified by the simplicial complex $\Lambda$, intersections involving more than two strands occur in codimension higher than two, and thus do not give rise to further relations in the fundamental group. (In Section 3.3 we shall be more specific about the type of homotopies that we want to allow.) A careful proof of this fact would involve a filtration argument, taking advantage of the simplicial property of $\Lambda$ to resolve arbitrary intersections of strands into those involving only two colours. We refrain from spelling out the full argument in detail, since the same technique will also be employed to justify Claim 1 in the proof of Proposition 16 below. □

According to equation (25), braiding by a graph (more precisely, by the 1-skeleton of the relevant simplicial complex, given in equation (24)) is sufficient to describe $\pi_1 M^X_{th}(\Sigma)$. Graphs occurring as 1-skeleta of simplicial complexes such as $(\partial \mu(\Delta)) \lor$ satisfy the following properties:

(i) they are simple, i.e. do not contain multiple edges connecting two given vertices;

(ii) they do not contain any self-loops (i.e. edges beginning and ending at the same vertex).

It is clear that these two properties define a much more general class of graphs than those obtained as 1-skeleta of dualised boundaries of Delzant polytopes. This class is closed under the involution $\neg$ (taking the negative of a graph) mentioned in Remark 6. Since a space of effective divisors braiding by such a graph $\Gamma$ is reminiscent of a configuration space, we shall write (see also Definition 10)

$$\text{Div}_k^\Sigma(\Sigma, \Gamma) =: \text{Conf}_k^{\Sigma}(\Sigma, \neg \Gamma)$$

(26)

to make contact with the usual notation — which is recovered by setting all $k_\lambda = 1$.

For an undirected graph $\Gamma$ satisfying properties (i) and (ii) above, a function $k : \text{Sk}^0(\Gamma) \to \mathbb{N}$ and an orientable connected surface $\Sigma$, we sketched the notion of divisor braid group $\text{DB}_k(\Sigma, \Gamma)$ in the Introduction to this paper. In Section 3, we shall add more precision to that first description (see Definition 14), and establish in Proposition 16 that there is an isomorphism

$$\text{DB}_k(\Sigma, \Gamma) \cong \pi_1 \text{Div}_k^\Sigma(\Sigma, \neg \Gamma),$$

(27)

where the right-hand side is the fundamental group of the generalised configuration space $\text{Conf}_k^{\Sigma}(\Sigma, \Gamma)$ (see Definition 14). At present, the point we want to make, which relies on Theorem 7, is that there are many divisor braid groups $\text{DB}_k(\Sigma, \Gamma)$ that can be realised as fundamental groups of moduli spaces of vortices on $\Sigma$ valued in a toric target $X = X_{\text{Fan}\Delta}$. Making use of Proposition 8, one obtains namely

$$\pi_1 M^X_{th}(\Sigma) \cong \text{DB}_k(\Sigma, \neg \text{Sk}^1((\partial \Delta) \lor))$$

(28)

with coloured degree $k$ given as claimed in (2), i.e.

$$k(\rho) = (n_\rho, \mathbf{h}) \text{ for each } \rho \in \text{Sk}^0(\neg \text{Sk}^1((\partial \Delta) \lor)) = \text{Fan}_\Delta(1).$$

We shall come back to the gauge-theoretic viewpoint (28) in Section 8, illustrating how certain groups of such “realisable” divisor braids turn out to be interesting and computable for simple targets $X = X_{\text{Fan}\Delta}$. Actually, the original motivation for the present work was to devise basic tools for such computations. In the rest of this section, we explain briefly why results of this sort are relevant in the context of two-dimensional quantum field theory.
2.4. Supersymmetric gauged sigma-models and vortex moduli. Let us briefly recall the definition of the \((1+2)\)-dimensional bosonic gauged nonlinear sigma-model on an oriented Riemannian surface \((\Sigma, g_\Sigma)\) with Kähler target \((X_j X, \omega_X)\), admitting a Hamiltonian holomorphic \(G\)-action with moment map \(\mu\). Solutions of this model can be understood as paths \(I \mapsto F(\Sigma, X, g_\Sigma)\), i.e. maps from a real interval \(I\) (parametrised by a variable \(t\) representing time) to the space of fields defined in \(\mathcal{F}\), where \(P \mapsto \Sigma\) is a principal \(G\)-bundle and \(E_X \mapsto \Sigma\) is as in \(\mathcal{G}\). We look for paths satisfying the Euler–Lagrange equations of the action functional

\[
\mathcal{S}_\xi(\tilde{A}, \phi) = -\|F_\tilde{A}\|_{L^2}^2 + \|d^\xi \phi\|^2_{L^2} - \xi\|\mu \circ \phi\|^2_{L^2}
\]

with appropriate conditions on their values at one or maybe both ends of \(I\). These equations are second-order PDEs on the manifold \(I \times \Sigma\). In \(29\), \(\tilde{A} := A_t dt + A(t)\) is a connection (with curvature \(F_\tilde{A}\)) on the pull-back \(\pi_1^* P\) under the projection \(\pi_1 : \mathbb{R} \times \Sigma \mapsto \Sigma\), while the component \(\phi\) can be interpreted as a path \(I \mapsto C^0_\Sigma(P, X)\) of \(G\)-equivariant maps; \(\|\cdot\|_{L^2}\) is used to denote the \(L^2\)-seminorms on \(I \times \Sigma\) determined by the Lorentzian metric \(d^g - g_\Sigma\), by the Kähler metric \(g_X\) on \(X\), and by \(G\)-invariant bilinear forms \(\kappa_\Sigma\) and \(\kappa_\Sigma^*\) associated to a given nondegenerate \(G\)-equivariant map \(\kappa : g^* \mapsto g\); and \(\xi\) is a positive real parameter.

The integrands in \(29\) are invariant under paths to the unitary gauge group \(G := \text{Aut}_\Sigma(P)\). We are interested in the gauge equivalence classes of solutions to the Euler–Lagrange equations of the functional, and we will argue that this problem simplifies considerably for the value \(\xi = 1\), which is referred to as the self-dual point (or regime) of the sigma-model.

The Lagrangian, or time-integrand in \(29\), can be recast as the difference between a non-negative kinetic energy and a potential energy given by the positive functional

\[
\mathcal{V}_\xi(A(t), \phi(t)) = \int_\Sigma \left(\|F_{A(t)}\|^2_{\kappa_\Sigma, g_\Sigma} + \|d^A(t) \phi(t)\|^2_{g_X, g_\Sigma} + \xi\|\mu \circ \phi(t)\|^2_{\kappa_\Sigma^*, g_\Sigma}\right).
\]

Assuming \(\Sigma\) compact for simplicity, one can rewrite the integral in \(30\) as in \(31\) as

\[
\mathcal{V}_\xi(A(t), \phi(t)) = \pm \int_\Sigma \phi(t)^*(\eta_E(A(t))) + (\xi - 1) \int_\Sigma \|\mu \circ \phi(t)\|^2_{\kappa_\Sigma^*, g_\Sigma} + \int_\Sigma \|F_{A(t)} \pm (\mu^* \circ \phi(t)) \omega_X\|^2_{\kappa_\Sigma, g_\Sigma} + \int_\Sigma \|d^A(t) \phi(t) \pm j_X \circ d^A(t) \phi(t) \circ j_X\|^2_{g_X, g_\Sigma}.
\]

where \(\eta_E(A)\) denotes a 2-form on \(E = P \times_G X\) pulling back to \(\mathcal{G}\), as before; this rearrangement is sometimes called the Bogomol’nyi trick.

The two possible choices of signs above give distinct ways of rewriting equation \(30\), and the choice that renders the first term on the right-hand side of \(31\) non-negative provides a useful estimate on the energy of the system. Recalling equation \(5\) we observe that, once this choice is made, one can write the first term as \(\|\eta_G[\phi(t)]^{\mathcal{G}}\|\). This quantity only depends on the homotopy class of the path \(t \mapsto \phi(t)\), i.e. it is a constant determined by the connected component of \(\mathcal{F}(P, X, \Sigma)\) where the path \(t \mapsto (A(t), \phi(t))\) takes values. To simplify things further, we also assume that \(\xi = 1\), so that the second term in \(31\) vanishes; then we conclude that \(\mathcal{V}_1(A(t), \phi(t)) \geq \|\eta_G[\phi(t)]^{\mathcal{G}}\|\).

Now suppose that, for each \(t \in I\), the field configuration \((A(t), \phi(t))\) is such that the last two integrands of \(31\) for the choice of sign made above vanish. By definition, the kinetic energy vanishes for a static field, so if in addition this \(t \mapsto (A(t), \phi(t))\) is constant, then it minimises not only \(\mathcal{V}_1\) with value \(\|\eta_G[\phi(t)]^{\mathcal{G}}\|\).
but also the energy of the system, and it follows that it represents a critical point for the functional $S_1$. On the other hand, a field can only be stable (i.e. minimise the total energy) if their kinetic energy vanishes and $V_1(A(t),\phi(t))$ attains its minimum value within the given homotopy class. Thus the equations defined by the vanishing of the last two integrands (pointwise on $\Sigma$) define the static and stable field configurations of the model. The choice of upper sign in (31) corresponds to the vortex equations (3), whereas the lower sign defines anti-vortices. There may still exist genuinely dynamical solutions to the Euler–Lagrange equations of $S_1$, in particular in components where no vortex or antivortex exist.

Ultimately, we are interested in field configurations in $\mathcal{F}(P,X,\Sigma)$ modulo the action of the gauge group. There is a version of Gauß’s law, obtained as the Euler–Lagrange equation of (29) corresponding to $A_t$, expressing that the path $t \mapsto (A(t),\phi(t))$ is orthogonal to the $G$-orbits in the spatial $L^2$-norm; this equation has the special status of a constraint on the space of fields, just as the component $A_t$ is to be regarded as an auxiliary field (its time derivative does not appear in the integrand of (29)), and it ensures that dynamics of the action $S_2$ descends to a dynamical system on $G$-orbits.

If the boundary conditions incorporate the vortex equations (3) in some way, one may try (following Manton [57]) to approximate a time dependent field solving the Euler–Lagrange equations of the sigma-model by a time-dependent solution to the vortex equations. The hope is to approximate the kinetic terms in the action (29) by the squared norm in the metric on the moduli space of vortices described in Section 2.1 this is sensible as far as the trajectory $(A(t),\phi(t))$ remains close to vortex configurations. Since the potential energy for vortices at $\xi = 1$ within a given class $h$ remains constant, this proposal amounts to approximating dynamics in the sigma-model by geodesic motion on the moduli space $M^X_h(\Sigma)$. Rigorous study of the simplest models (for $\Sigma = \mathbb{C}, X = \mathbb{C}$ and $G = U(1)$ in [74], and for $\Sigma = T^2, X = \mathbb{P}^1$ and trivial $G$ in [72]) revealed that this approximation is sound for a Cauchy problem with initial velocities that are small and tangent to the moduli space, and that it is even robust for small values of $|\xi - 1|$, provided that a potential energy term (corresponding to the restriction of second integral in (31) to the moduli space) is included in the moduli space dynamics. In other words: at slow speed, the classical $(1+2)$-dimensional field theory with target $X$ and action (29) is well described by a $(1+0)$-dimensional sigma-model with target $M^X_h(\Sigma)$.

One should hope to take a further step, and try to understand the ‘BPS sector’ of the quantisation of these sigma-models, for $X$ a Kähler toric manifold and $G = T$ its embedded torus, via geometric quantisation of the truncated classical phase space

$$\prod_{h \in H_2^T(X;\mathbb{Z}) \cap \text{BPS}(X)} T^*M^X_h(\Sigma)$$

with the canonical symplectic structure. This semiclassical regime should capture the physics at energies that are close to the ground states of the model in each topological sector within the BPS cone (with an obvious extension for the anti-BPS cone).

An important feature of the sigma-model described by $S_1$ is that it admits a supersymmetric extension — more precisely, for the topological A-twist this extension is described in detail by Baptista in [10], which yields an $N = (0,2)$ supersymmetric topological field theory whose quantum observables localise to vortex moduli spaces as Hamiltonian Gromov–Witten invariants [27]. This is also the case for the effective slow-speed approximation defined above — in fact, it is known [50] that one-dimensional sigma-models onto a Kähler target such as $M^X_h(\Sigma)$ extend
to models with $N = (2, 2)$ supersymmetry, and thus by adding fermions to our effective (0,1)-dimensional model one could even accommodate the amount of local supersymmetry present in the classical theory.

According to Witten [77], the ground states in the effective supersymmetric quantum mechanics on the moduli space should be described by complex-valued harmonic (wave)forms on each component $\mathcal{M}^{X}_{h}(\Sigma)$. The relevant Laplacian is the one associated to the natural Kähler metric [10], which is defined from the kinetic terms of the parent bosonic model [29]. The supersymmetric parity of such states will be given by their degree as forms reduced mod 2. However, multi-particle quantum states, corresponding equivariant homotopy classes $h$ with composite coloured degrees $k$ (in the sense of Definition 5) should also be interpreted in terms of individual solitons. This leads to the expectation that the Hilbert spaces corresponding to the quantisation of each component $\mathcal{M}^{X}_{h}(\Sigma)$ with coloured degrees [2] should split non-trivially into sums of tensor products of elementary Hilbert spaces corresponding to individual particles. The individual vortex species corresponding to different facets of the Delzant polytope $\Delta$ determining the target $X$ should be among these individual particles, but there could well be more types of particles needed to account for the observed ground states. A case-study where extra (composite) particles occur, which still fit into a common framework [19], is considered in [69].

It is natural to extend the semiclassical approximation slightly by allowing nontrivial holonomies (i.e. anyonic phases) of the multi-particle waveforms in supersymmetric quantum mechanics, as in the Aharonov–Bohm effect for electrically charged particles. This is implemented by advocating, as in [79], that the waveforms be valued in local systems over the moduli space. It is well-known that the different choices involved are parametrised by representations of $\pi_{1}(\mathcal{M}^{X}_{h}(\Sigma))$, each representation corresponding to a flat connection. The whole picture is familiar from the quantisation [65] of dyonic particles in $\mathbb{R}^{3}$ where, in addition to a topological magnetic charge $k \in \mathbb{N}$ (specifying a moduli space $M^{0}_{k}$ of centred BPS $k$-monopoles [8]), one needs to choose a representation of $\pi_{1}(M^{0}_{k}) \cong \mathbb{Z}_{k}$ specifying the electric charge of the dyon.

As we will see (in contrast with the case of BPS monopoles), the fundamental group $\pi_{1}(\mathcal{M}^{X}_{h}(\Sigma))$ in the context of vortices turns out to be infinite, leading to a continuum of representations. In this situation, it is physically more natural to deal with distributions of flat connections over a measurable subset of the representation variety rather than a specific representation. An alternative [19, 21] to dealing with a collection of bundles over $\mathcal{M}^{X}_{h}(\Sigma)$ is to perform the quantisation over a cover $\tilde{\mathcal{M}}^{X}_{h}(\Sigma)$ of the moduli space where the relevant local systems trivialise — of course, this will always be the case for the universal cover. Then one views linear combinations (or wavepackets) of waveforms representing each quantum multi-particle state over a distribution of representations (see also [2]) as elements of the $L^{2}$-completion

$$\bigoplus_{h \in H^{2}(\mathcal{X}; \mathbb{Z}) \cap \text{Cohes}(\mathcal{X})} L^{2}\Omega_{c}^{*}(\tilde{\mathcal{M}}^{X}_{h}(\Sigma), \partial_{\mathcal{B}}\tilde{\mathcal{M}}^{X}_{h}(\Sigma); \mathbb{C})$$

of a space of compactly supported forms. Here, we admit that the the covering spaces $\tilde{\mathcal{M}}^{X}_{h}(\Sigma)$ may not be cocompact, and we do not assume that their metrics (which are just the pull-backs of [10] from the quotients) are necessarily complete; but that one can distinguish a component $\partial_{\mathcal{B}}\tilde{\mathcal{M}}^{X}_{h}(\Sigma)$ of each boundary mapping surjectively onto the subset of the boundary of $\mathcal{M}^{X}_{h}(\Sigma)$ that is accessible to finite-time geodesic flow. These assumptions take into account the most recent analytic work on the geometry of the moduli of nonlinear vortices [88], which revealed non-completeness and finiteness of volume over compact subsets of the surface $\Sigma$. Then it is physically
sensible to impose vanishing conditions for the waveforms over $\partial_0 \mathcal{M}_h^X(\Sigma)$, and we incorporate this in the notation \((32)\).

The BPS sector \((32)\) of the quantum Hilbert space is an infinite-dimensional vector space, but it admits an action of the group of deck transformations, which will be the whole fundamental group $\pi_1 \mathcal{M}_h^X(\Sigma)$ if we work directly on the universal cover. In order to obtain information about interesting subspaces (where this group acts), we need to proceed statistically in the sense of Murray–von Neumann dimensions \([63, 55]\) over the group von Neumann algebra (see \([23]\), p. 43)

\begin{equation}
\mathcal{N}(\pi_1 \mathcal{M}_h^X(\Sigma)) := B(\ell^2(\pi_1 \mathcal{M}_h^X(\Sigma)))^{\pi_1 \mathcal{M}_h^X(\Sigma)}.
\end{equation}

In particular, for the study of the ground states (where one should restrict to harmonic forms), this problem reduces to computing analytic $L^2$-Betti numbers \([7, 55]\) of the covering space equipped with the group action. In the usual setting of geometric quantisation, where quantum states take values in line bundles, it is sufficient to use the maximal Abelian cover and representations of the fundamental group at rank one, as in \([19]\). Note that this is equivalent to working with the Abelianisation $H_1(\mathcal{M}_h^X(\Sigma); \mathbb{Z})$. As we shall see, in our situation of Abelian vortices this a free Abelian group, so the machinery of $L^2$-invariants has the flavour of classical Fourier analysis in this setting.

For a classical phase space whose fundamental group is nonabelian, one may also go beyond line bundles, and construct nonabelian waveforms valued in local systems of higher rank. Such waveforms provide examples of nonabelions \([59]\), which have been sought after in QFT model-building. They have been proposed to describe the phenomenology of correlated electrons (for which $\phi$ would play the role of order parameter) in certain contexts of interest for condensed-matter physics \([64]\). The results of this paper demonstrate that some of the gauge theories we described above, with Kähler toric targets $X$, determine moduli spaces $\mathcal{M}_h^X(\Sigma)$ having nonabelian fundamental groups. Perhaps surprisingly, this means that specific quantum Abelian supersymmetric gauged sigma-models (as we shall illustrate in Section 8) are good candidates for effective field theories whose quantum states braid with nonabelionic statistics.

### 3. A fundamental-group interpretation of $\text{DB}_k(\Sigma, \Gamma)$

In this section we provide a more rigorous definition of the divisor braid groups $\text{DB}_k(\Sigma, \Gamma)$ described in our Introduction. We shall also justify the isomorphism \([27]\) that allows to interpret them as fundamental groups of certain generalised configuration spaces that we denote as $\text{Conf}_k(\Sigma, \Gamma)$.

**3.1. Basic definitions.** For the rest of the paper, it will be more convenient to work with the following convention for the combinatorial data specifying intersections.

**Definition 9.** A negative colour scheme is a pair $(\Gamma, k)$ consisting of an undirected graph $\Gamma$ with no self-loops and no multiple edges, and a function $k : \text{Sk}^0(\Gamma) \rightarrow \mathbb{N}$ on the set of vertices (i.e. 0-skeleton) of $\Gamma$. The vertices of the graph $\Gamma$ will sometimes be referred to as colours, each image $k_\lambda := k(\lambda)$ as the degree in colour $\lambda$, and the map $k$ as the coloured degree.

Some of the main results of this paper concern coloured degrees $k$ for which $k_\lambda \geq 2$ for all colours $\lambda$; recall that we refer to such coloured degrees, or to any object defined from them, as very composite (see Definition \([5]\) for nomenclature concerning $k$). We will often simplify the notation by introducing a total order on the set of vertices, which will identify them with consecutive integers — e.g. $1, \ldots, r$. 
Accordingly, we can represent an effective coloured degree $k$ by the tuple of degrees $k_\lambda$ in each colour, i.e. by an element of $N^r$, where $r$ is the number of colours.

As anticipated by the notation, the configuration spaces we are interested in will be associated to a negative colour scheme $(\Gamma, k)$ together with a smooth surface $\Sigma$. For each colour $\lambda$, we consider the symmetric product $S^k \Sigma$. A point of this symmetric power can be considered as an effective divisor of degree $k_\lambda$ on $\Sigma$. We shall write

$$\Sigma^k := \prod_{\lambda \in S^k(\Gamma)} \Sigma^{k_\lambda} \quad \text{and} \quad S^k \Sigma := \prod_{\lambda \in S^k(\Gamma)} S^{k_\lambda} \Sigma.$$

It is evident that the symmetric group $(S^k)^{\lambda} := \prod_{\lambda \in S^k(\Gamma)} S^{k_\lambda}$ acts on $\Sigma^k$ with quotient $S^k \Sigma$. Once again we note that that this quotient is always smooth, even though the action of $(S^k)^{\lambda}$ on $\Sigma^k$ is not free in general.

**Definition 10.** The space $\text{Conf}_k(\Sigma, \Gamma)$ of configurations of points on $\Sigma$ with negative colour scheme $(\Gamma, k)$ is the set

$$\left\{ (d_1, \ldots, d_r) \in S^k \Sigma \mid \begin{array}{l}
\text{If an edge connects the vertices } \lambda \text{ and } \lambda' \text{ in } \Gamma,
\text{then the supports of } d_\lambda \text{ and } d_{\lambda'} \text{ in } \Sigma \text{ are disjoint.}
\end{array}\right\}.$$

Referring back to our more general Definition 3, we can alternatively write

$$(35) \quad \text{Conf}_k(\Sigma, \Gamma) = \text{Div}^k(\Sigma, -\Gamma)$$

as in (26), recovering the negative graph $-\Gamma$ as the 1-dimensional simplicial complex of a (genuine) colour scheme in the sense of that definition; this also makes contact with the established nomenclature for configuration spaces (see Remark 6).

Recall that if $\Sigma$ is given the structure of a Riemann surface, then each $S^{k_\lambda} \Sigma$ receives an induced complex structure. Via the inclusion $\text{Conf}_k(\Sigma, \Gamma) \subset S^k \Sigma$ as a dense open set, the configuration space becomes a complex manifold; its complex dimension is the total degree $|k|$ already defined in equation (1),

$$|k| := \sum_{\lambda \in S^k(\Gamma)} k_\lambda = \dim_\mathbb{C} S^k \Sigma = \dim_\mathbb{C} \text{Conf}_k(\Sigma, \Gamma).$$

If the coloured degree $k$ is the function 1 with constant value 1 and $\Gamma$ is the complete graph with $r$ vertices, then the configuration space $\text{Conf}_1(\Sigma, \Gamma)$ is the classical configuration space of $r$ ordered, distinct points on $\Sigma$. It is well know that the fundamental group of $\text{Conf}_1(\Sigma, \Gamma)$ is the group of pure braids $\text{PB}_r(\Sigma)$ on $\Sigma$. We will focus next on how to handle the other end of the spectrum, i.e. when higher symmetric powers of the surface $\Sigma$ occur as components of the ambient space $S^k \Sigma \supset \text{Conf}_k(\Sigma, \Gamma)$. (These symmetric powers occur in all components when $k$ is very composite.)

### 3.2. The monochromatic case.

By the Dold–Thom theorem [35], if $k \geq 2$ then the fundamental group of the symmetric product $S^k \Sigma$ equals $H_1(\Sigma; \mathbb{Z})$. As a warm-up to other constructions, we want to interpret this object as a group of braids on $\Sigma$. Since we know the group $H_1(\Sigma; \mathbb{Z})$ perfectly well, this venture may sound like a pointless pursuit. However, another point of view on the following material, which might be more instructive, is that it concerns the obvious surjective map from the group of (not necessarily pure) braids on $\Sigma$ to the first homology group of $\Sigma$. Our goal is to exhibit explicit elements of the braid group that normally generate the kernel of this map.
For convenience, we will assume that $\Sigma$ has a Riemannian metric. However, our constructions will not depend on this metric in any essential way. There is a projection map $p : \Sigma^k \to S^k\Sigma$ corresponding to the quotient by $\mathfrak{G}_k$, which in classical algebraic geometry is written as $(z_1, \ldots, z_k) \mapsto \sum_{i=1}^k z_i$. We fix a basepoint $z \in \Sigma$, and similarly basepoints $z^k = (z, z, \ldots, z) \in \Sigma^k$ and $z = p(z^k) = k z \in S^k \Sigma$. We want to interpret the fundamental group of $\Sigma$ as a generalised braid group.

We define the appropriate generalised braids in the following way. A braid consists of a differentiable map

$$\gamma : [0, 1] \to \Sigma^k$$

with the property that for all $i \neq j$ and $t \in (0, 1)$ we have that $\gamma_i(t) \neq \gamma_j(t)$. In particular, we cannot have that $\gamma(0) = z^k$ or $p(\gamma(0)) = z$ for some $z \in \Sigma$. Instead, we consider a disc centred at $z$, pick arbitrarily $k$ distinct points $z_1, \ldots, z_k$ inside this disc, and define $z'$ to be the image (i.e. equivalence class) $\sum_{i=1}^k z_i$ in $S^k \Sigma$ of $(z_1, \ldots, z_k) \in \Sigma^k$ under $p$. Up to homotopy, there is a unique path from $z$ to each $z_i$ in the chosen disc, providing a canonical identification of the fundamental groups $\pi_1(S^k \Sigma)$ defined using those two base points. To simplify our notation, we will usually suppress the dependence of the fundamental group on the choice of $z'$, and even the difference between $z$ and its ‘reduced’ version $z'$.

For braids $\gamma$ which satisfy $\gamma(0) = (z_1, \ldots, z_k)$, we shall impose the restriction $p \circ \gamma(1) = z'$. Because the $z_i$ are distinct points, there will be a well-defined permutation $\sigma \in \mathfrak{G}_k$ such that $\gamma(1) = (z_{\sigma(1)}, \ldots, z_{\sigma(k)})$. This permutation will obviously depend on $\gamma$. There is also a well-defined way of composing two such braids $\gamma^{(1)}$ and $\gamma^{(2)}$ by gluing at the end points. Precisely, if $\sigma$ is the permutation determined by $\gamma^{(1)}$, then $\gamma^{(1)} * \gamma^{(2)}$ is the composition of the path $\gamma^{(1)}$ with the path $t \mapsto \left( \gamma^{(2)}(\sigma(1))t, \ldots, \gamma^{(2)}(\sigma(k))t \right)$.

Now the braid $\gamma$ determines an element $[p \circ \gamma] \in \pi_1(S^k \Sigma)$. We introduce an equivalence relation on such braids, generated by two types of relations. First, if two braids are homotopic through braids, they are equivalent. Secondly, we express that we allow any strands of this braid to pass through each other.

Suppose that $\gamma_1, \gamma_2 : [0, 1] \to \Sigma$ are two continuous paths. Together, they represents a path $p \circ (\gamma_1, \gamma_2)$ in $S^2 \Sigma$. Suppose that $\gamma_1(1/2) = \gamma_2(1/2)$. Then, we can consider

$$\gamma_1'(t) = \begin{cases} \gamma_1(t) & 0 \leq t \leq 1/2 \\ \gamma_2(t) & 1/2 \leq t \leq 1 \end{cases} \quad \gamma_2'(t) = \begin{cases} \gamma_2(t) & 0 \leq t \leq 1/2 \\ \gamma_1(t) & 1/2 \leq t \leq 1 \end{cases}$$

The path $p \circ (\gamma_1', \gamma_2')$ equals the path $p \circ (\gamma_1, \gamma_2)$. This will produce a “crossing relation” in the fundamental group of $S^2 \Sigma$ which we have to take into account.

Let $\gamma$ and $\tilde{\gamma}$ denote two braids in the sense considered before. Let $z \in \Sigma$ be a point, $\epsilon > 0$ such that the exponential map associated to our fixed metric is a homeomorphism on a ball of radius $\epsilon$ in $T_z(\Sigma)$. In particular, the metric ball $B_\epsilon(z) := \exp_\epsilon(B_\epsilon(0))$ is a disc. Let $\tau > 0$ and $0 < t_0 < 1$. Now assume that $i_1 \neq i_2$ are such that

- $\gamma_i(t) = \tilde{\gamma}_i(t)$ unless $i \in \{i_1, i_2\}$.
- If $t < t_0 - \tau$, then $\gamma_{i_1}(t) = \gamma_{i_1}(t)$ and $\gamma_{i_2}(t) = \tilde{\gamma}_{i_2}(t)$.
- If $t > t_0 + \tau$, then $\gamma_{i_1}(t) = \gamma_{i_1}(t)$ and $\gamma_{i_2}(t) = \tilde{\gamma}_{i_1}(t)$.
- If $|t - t_0| \leq \tau$ and $i \neq i_1, i \neq i_2$, then $\gamma_i(t) \notin B_\epsilon(z)$.
- If $|t - t_0| \leq \tau$, and either $i = i_1$ or $i = i_2$, then $\gamma_i(t) \in B_\epsilon(z)$.

If these conditions are satisfied for some choice of $z, \epsilon, i_1, i_2$, we say that $\gamma$ and $\tilde{\gamma}$ are related by a crossing move.
It is quite easy to check that the equivalence relation generated by homotopies and crossing moves is compatible with composition of braids, so we also get a composition on equivalence classes. The constant braid $\gamma_i(t) = z_i$ gives an identity element for this composition, and the reverse of braids (in the usual sense) is its inverse. It follows that the equivalence classes form a group.

**Definition 11.** The group of monocromatic divisor braids $DB_k(\Sigma)$ is the group of equivalence classes of braids modulo homotopies and crossing moves.

Our goal is to relate this group with the first homology of the surface $\Sigma$, which is the fundamental group of $S^k\Sigma$.

**Lemma 12.** If $\gamma$ and $\tilde{\gamma}$ are braids in the same equivalence class, then $[p \circ \gamma] = [p \circ \tilde{\gamma}] \in \pi_1(S^k\Sigma)$.

**Proof.** If $\gamma$ and $\tilde{\gamma}$ are homotopic, the assertion is immediate. Now suppose they are related by a crossing move. We indicate how to construct a homotopy from $p \circ \gamma$ to $p \circ \tilde{\gamma}$. This homotopy will be a composition of two homotopies. The first homotopy only changes the strands $\gamma_{i_1}(t)$ and $\gamma_{i_2}(t)$, and only for $|t - t_0| < \tau$. It moves $\gamma$ to a path $\gamma^{(1)}$ which satifies that $\gamma_{i_1}^{(1)}(t_0) = \gamma_{i_2}^{(1)}(t_0)$. This path is not a braid (since two strands intersect), but $p \circ \gamma^{(1)}$ still defines an element of $\pi_1(S^k\Sigma)$, and actually the same element as $p \circ \gamma$. Now consider the path $\gamma^{(2)} : [0, 1] \rightarrow \Sigma^k$ defined by

$$
\gamma^{(2)}_i(t) = \begin{cases} 
\gamma_i^{(1)}(t) & \text{if } i \notin \{i_1, i_2\}, \\
\gamma_i^{(1)}(t) & \text{if } i \in \{i_1, i_2\}, \text{ and } t \leq t_0, \\
\gamma_{i_2}^{(1)}(t) & \text{if } i = i_1 \text{ and } t \geq t_0, \\
\gamma_{i_1}^{(1)}(t) & \text{if } i = i_2 \text{ and } t \geq t_0.
\end{cases}
$$

We see that $p \circ \gamma^{(2)} = p \circ \gamma^{(1)}$. But it is also easy to see that we have a second homotopy, similar to the first one, from $\gamma^{(2)} : [0, 1] \rightarrow \Sigma^k$ to $\tilde{\gamma} : [0, 1] \rightarrow \Sigma^k$. We have now proved the lemma, since $p \circ \gamma^{(2)}$ defines the same element in $\pi_1(\Sigma^k)$ as $p \circ \tilde{\gamma}$. $\square$

Lemma 12 provides us with a group homomorphism

$$(36) \quad \xi : DB_k(\Sigma) \rightarrow \pi_1(S^k\Sigma).$$

**Lemma 13.** $\xi$ is an isomorphism.

**Proof.** Recall that from partitions of $k$ one obtains a filtration of $S^k\Sigma$ after how many of the components of each pre-image $k$-tuple $(z_1, \ldots, z_k)$ are distinct. That is, we take

$$F^i := \{(z_1, \ldots, z_k) | \text{at most } i \text{ of the points } z_j \text{ are distinct}\}.$$ 

In the filtration

$$\emptyset = F^0 \subset \Sigma \cong F^1 \subset F^2 \subset \cdots \subset F^k = S^k\Sigma$$

the (real) codimension of the space $F^i$ is $2(k - i)$. In general, the spaces $F^i$ have singularities. However, each $F^i$ is closed in $F^{i+1}$, so the complements $U^i := S^k\Sigma \setminus F^i$ form a filtration of open subspaces

$$\emptyset = U^k \subset U^{k-1} \subset \cdots \subset U^0 = S^k\Sigma.$$

The set $U^{k-1}$ is the configuration space of $k$ distinct unordered points on $\Sigma$.

**Claim 1:** The difference $U^{i-1} \setminus U^i = F^i \setminus F^{i-1}$ is a closed submanifold of $U^{i-1}$ of dimension $2i$. 

Closure is immediate: since \( F^i \) is closed in \( S^k \Sigma \), we have that \( F^i \setminus F^{i-1} \) is closed in \( S^k \Sigma \setminus F^{i-1} \). We need to check that it is a submanifold. This question is local, so we can as well assume that \( \Sigma = \mathbb{C} \).

We can identify \( \mathbb{C}^k / \mathbb{S}_k \) with \( \mathbb{C}^k \) through the map \( \sum_{i=1}^k z_i = (s_1, \ldots, s_k) \), where the \( s_i \) denotes the \( i \)-th elementary symmetric function in \( z_1, \ldots, z_k \). The image in \( \mathbb{C}^k / \mathbb{S}_k \) of the (total) diagonal subspace of \( \mathbb{C}^k \) is a copy of \( \mathbb{C} \), and its inclusion followed by the identification is the map \( \phi_k(z) = \left( \binom{k}{1} z, \binom{k}{2} z^2, \ldots, \binom{k}{k} z^k \right) \). This is clearly the inclusion of a submanifold.

Now suppose \( z \in F^i \setminus F^{i-1} \) for some \( i \). That is,

\[
\mathbf{z} = p(z_1, \ldots, z_i, z_{i+1}, \ldots, z_k),
\]

where the points \( z_1, z_2, \ldots, z_i \) are pairwise distinct. We get a chart for \( S^k \Sigma \) in a neighbourhood of \( \mathbf{z} \) by using the elementary symmetric functions on the first \( k_1 \) variables, then the elementary symmetric functions on the next \( k_2 \) variables, and so on. In a neighbourhood of \( \mathbf{z} \), the subset \( F^i \) is given by \( i \) points, and the inclusion is locally given by \( (\phi_{k_1}, \phi_{k_2}, \ldots, \phi_k) \). This map is a product of \( i \) embeddings of \( \mathbb{C} \), so it is the inclusion of a submanifold. The claim is proved.

Claim 2: \( \xi \) is surjective.

By transversality, a map \( S^1 \to U^0 = S^k \Sigma \) is homotopic, by an arbitrarily small homotopy, to a map whose image avoids \( F^0 \). Using transversality inductively we can avoid all \( F^i \) for \( i < k \). It follows that there is an arbitrarily small homotopy that moves \( \gamma \) to a map whose image is in \( U^{k-1} \). This map can obviously be lifted to a braid \([0,1] \to \Sigma^k\), which proves Claim 2. Actually, this lift is unique and compatible with composition.

Claim 3: \( \xi \) is injective.

Assume that \( \gamma^{(0)} \) and \( \gamma^{(1)} \) are two braids and \( \Phi : [0,1] \times [0,1] \to S^k \Sigma \) is a homotopy from \( p \circ \gamma^{(0)} \) to \( p \circ \gamma^{(1)} \). We can make the homotopy transversal to the filtration \( F^* \). In particular, we can assume without restriction that its image does not meet \( F^{k-2} \), and that it will meet \( F^{k-1} \) transversely in finitely many points at times \( t_1, \ldots, t_n \). At each \( t_i \) the homotopy will perform a crossing move, so that we can transform \( \gamma^{(0)} \) to \( \gamma^{(1)} \) by a finite number of homotopies and a finite number of crossing moves. \qed

3.3. Braids of many colours. Suppose that \( \Sigma \) is an oriented surface and \( (\Gamma, k) \) is a given negative colour scheme in \( r > 1 \) colours. To render the notation somewhat less cumbersome, we will write \( k : = |k| \) for the total degree.

Observe that the configuration space \( \text{Conf}_k(\Sigma, \Gamma) \) of Definition \ref{def:conf} can be considered as a quotient of an open subset \( U \subset \Sigma^k \). There is a restricted action of \( \mathbb{S}_k \) on this \( U \), and the space we are interested in is the quotient

\[
\text{Conf}_k(\Sigma, \Gamma) : = U / \mathbb{S}_k \subset S^k \Sigma.
\]

Let \( p : U \to S^k \Sigma \) once again denote the quotient map.

Let \( z_1, \ldots, z_r \) be arbitrarily chosen, disjoint points in \( \Sigma \). These points determine a point \((z_1^{k_1}, \ldots, z_r^{k_r}) \in U \), where as in Section 3.2 we are writing \( z^{(\lambda)} := (z_\lambda, \ldots, z_\lambda) \in \Sigma^{k_\lambda} \). We choose the image of this point under the quotient map \( p \) as a base point in \( S^k \Sigma \).

For \( 1 \leq \lambda \leq r \), we chose \( r \) disjoint metric discs \( D_\lambda \subset \Sigma \) where \( z_\lambda \in D_\lambda \). Inside each disc \( D_\lambda \), we chose distinct points \( z_{\lambda,j} \) where \( 1 \leq j \leq k_\lambda \). In particular, the points \( z_{\lambda,j} \) (when all the labels are taken) are distinct. Let \( Z_\lambda : = \{ z_{\lambda,j} \in \Sigma \mid 1 \leq j \leq k_\lambda \} \) and \( Z : = \bigcup_{\lambda=1}^r Z_\lambda \). 

We first consider the full set $B_k$ of colour-pure braids on $k$ strands in $\Sigma$, starting and ending at $Z$. Precisely, an element $\gamma$ of this set consists of a family of smooth maps $\gamma_{\lambda,j} : [0, 1] \to \Sigma$ satisfying the following conditions:

- If $(\lambda, j) \neq (\lambda', j')$, then $\gamma_{\lambda,j}(t) \neq \gamma_{\lambda',j'}(t)$ for all $t \in [0, 1]$.
- $\gamma_{\lambda,j}(0) \in Z_\lambda$ and $\gamma_{\lambda,j}(1) \in Z_\lambda$.

We can think of such a braid as built out of $k$ strands $\gamma_{\lambda,j}$, such that every strand is coloured by the first index $\lambda$. That is, we say that $\gamma_{\lambda,j}$ has the same colour as $\gamma_{\lambda,j''}$ for any $j', j''$, and the collection

$$\gamma_\lambda := \{ \gamma_{\lambda,j} : [0, 1] \to \Sigma \}_{j=1}^k$$

forms the sub-braid of colour $\lambda$ in $\gamma$.

Now we introduce an equivalence relation on this set. As in the monochromatic case, the equivalence we are interested in is generated by two types of relations. The first type is that colour-pure braids which are homotopic through braids satisfying the same conditions are equivalent. The second is that two braids are equivalent if they are related by a crossing move involving two strands $\gamma_{\lambda,j}$ and $\gamma_{\lambda',j'}$ that are either: (i) of the same colour (i.e. $\lambda = \lambda'$), or (ii) of colours $\lambda, \lambda'$ corresponding to vertices in $\Gamma$ that are *not* connected by an edge of the graph.

We can generalise the definition of divisor braids to the many-colour case as follows.

**Definition 14** (Divisor braid groups). A divisor braid of negative colour scheme $(\Gamma, k)$ is an equivalence class of elements in $B_k$ under homotopy of colour-pure braids and the crossing moves of type (i) and (ii) described above. The set of equivalence classes of such divisor braids is denoted $DB_k(\Sigma, \Gamma)$. One can compose divisor braids by concatenation as usual, and it is easy to see that they form a group.

As in the case of one colour, a braid $\gamma_{\lambda,j}$ determines a closed path $p \circ \gamma_{\lambda,j}(t)$, which can be interpreted as an element $\xi(\gamma) \in \pi_1(S^k\Sigma)$ for the obvious generalisation

$$(37) \quad \xi : DB_k(\Sigma, \Gamma) \to \pi_1(Conf_k(\Sigma, \Gamma))$$

of the group homomorphism $[\xi]$.  

**Lemma 15.** If $\gamma^{(1)}$ and $\gamma^{(2)}$ are equivalent, then $\xi(\gamma^{(1)}) = \xi(\gamma^{(2)})$.

*Proof.* If the braids are homotopic, they clearly define the same element. If the braids are related by a crossing move involving braids of the same colour, they determine the same element by the same argument as in the proof of Lemma 12. \qed

As in the monochromatic case, we have the following result:

**Proposition 16.** The map $(37)$ is a well-defined group isomorphism.

*Proof.* We follow the proof of Lemma 13. The main ingredient in the proof is a filtration of $S^k\Sigma$. We partially order the set $(l_1, \ldots, l_r)$ of $r$-tuples of nonnegative numbers by $(l_1, \ldots, l_r) \leq (l'_1, \ldots, l'_r)$ if $l_\lambda \leq l'_\lambda$ for all $\lambda$. For $1 \leq k$ we define $F^1 \subset S^k(\Sigma)$ as the set of points $(z_1, \ldots, z_r)$ such that $z_\lambda \in S^k(\sigma)$ has at most $l_\lambda$ distinct elements. If $\gamma \leq 1$, clearly $F^1 \subset F^1$ is a closed subset. Now consider

$$F^{<1} := \bigcup_{\gamma < 1} F^\gamma \subset F^1.$$

This is a closed subset. The complement $U^1 = F^k \setminus F^{<1}$ is an open set in the $2k$-dimensional manifold $F^k$, and $V^1 = F^1 \setminus F^{<1}$ is an open set in $F^1$.

**Claim 1:** $V^1$ is a submanifold of $U^1$ of (real) dimension $2(\sum_{\lambda=1}^r l_\lambda)$.  


Lemma 18. The composite map
\[ \Lambda : \text{PB}_{|k|}(\Sigma) \to B_k(\Sigma) \to \text{DB}_k(\Sigma, \Gamma) \]
is surjective.

Proof. By the above diagram, it is sufficient to find a set of elements \( \alpha_\lambda \) in the kernel of the map \( B_k(\Sigma) \to \text{DB}_k(\Sigma, \Gamma) \) such that their images in \( \mathfrak{S}_k \) generate this group. Now, let \( \alpha \) be related to the trivial element by a single crossing move, involving the strands starting at \( z_{\lambda, j} \) and \( z_{\lambda, j'} \). By the definition of the equivalence relation, these...
elements are in the kernel of the map $B_k(\Sigma) \to DB_k(\Sigma, \Gamma)$. On the other hand, its image in the symmetric group is the transposition of $z_{\lambda,j}$ and $z_{\lambda,j'}$, so the family of such elements generate $S_k$. This proves the lemma. □

It follows from Lemma 18 that a generating set for the pure braid group will provide us with a set of generators for $DB_k(\Sigma, \Gamma)$. We intend to argue geometrically, so we want to describe the generators by suitable pictures.

For the rest of this subsection, we make two simplifying assumptions:

- $\Sigma$ is compact and orientable; we shall denote its genus by $g$;
- $k$ is very composite (i.e. $k_\lambda \geq 2$ for every colour $\lambda$).

There are several presentations of the pure braid group of an orientable surface available in the literature. For higher genus surfaces, the first one seems to be given in [13]. Actually, we are only interested in specifying a set of generators. We are going to describe a presentation given in reference [42]. Represent an orientable surface of genus $g$ as a regular $4g$-gon, where opposite sides have been identified respecting the orientation. Choose an auxiliary oriented line $L$ passing through two opposite vertices of this $4g$-gon, and assume that $z_1, \ldots, z_k$ are points lying on this line, such that the ordering of the labels of the points respects the the linear order on the line.

We will be interested in a particular class of pure braids. Consider a closed path $\gamma_i : [0, 1] \to \Sigma$ such that $\gamma_i(0) = \gamma_i(1) = z_i$, and furthermore such that $\gamma_i(t) \neq z_j$ for all $t \in [0, 1]$ and $i \neq j$. We define a braid $\Phi(\gamma_i)$ by the paths in $\Sigma^k$ with components

$$\Phi(\gamma_i)_j(t) = \begin{cases} z_j & \text{if } j \neq i, \\ \gamma_i(t) & \text{if } j = i, \end{cases} \quad (j = 1, \ldots, k).$$

We call an object of this type a **monic braid**. We shall give generators for the divisor braid groups which are monic braids.

We define $a_{i,\ell}$ for $1 \leq i \leq k$ and $1 \leq \ell \leq 2g$ to be the monic braid given by letting the path $\gamma_i(\ell)$ run along a homotopic deformation of a straight line from $\gamma_i(0) = z_i$ to the middle point of an edge labelled $\ell$ in the $4g$-gon (Figure 1). After that, it runs from the middle of the opposite edge back to to $z_i$.

Further, for each pair $(i, j)$ with $1 \leq i < j \leq k$, we choose a path $t_{i,j}$ starting at $z_i$, staying in the interior of the $4g$-gon, surrounding each of the the points $z_{i+1}, z_j$ and intersecting $L$ in exactly one point besides $z_i$. Call the corresponding monic

![Figure 1. The path $a_{1,3}$.](image)
braid $t_{i,j}$ (Figure 2). It is useful for us to look for a slightly different set of generators for the pure surface braid group. For $1 \leq i, j \leq k$, let us consider the path that starts at $z_i$, goes through the upper half of the $4g$-gon to a neighbourhood of $z_j$, runs once around $z_j$ in the positive sense, and then follows the same path back to $z_i$. We denote the corresponding monic braid by $b_{i,j}$.

Theorem 19. Let $\Sigma$ be a compact oriented surface. If the genus $g \geq 1$, the pure braid group is generated by the classes $a_{i,j}$ and $b_{i,j}$. If $\Sigma = S^2$, the pure braid group is generated by the classes $t_{i,j}$.

Proof. First consider the case $g \geq 1$. According to [42, §4], the homotopy equivalence classes of the $a_{i,\ell}$ and $t_{i,j}$ thus defined generate the pure braid group $\text{PB}_k(\Sigma)$. The list of relations presented there is rather long and complicated, but we will not need the relations. Clearly, we can express $t_{i,j}$ as a product of the elements $b_{i,j}$ with $i < j \leq k$, and it follows that the classes of $a_{i,\ell}$ and $b_{i,j}$ must also generate the pure surface braid group. In the case $\Sigma \cong S^2$, the map induced by inclusion from the pure braid group of the plane to the pure braid group of the sphere is surjective. The pure braid group of the plane is generated by braids $A_{i,j}$ (see [4]) which maps to the braids $t_{i,j}$ in the braid group of $S^2$. □

It is a consequence of Theorem [13] and Lemma [18] that the images $\Lambda(a_{i,\ell})$ and $\Lambda(b_{i,j})$ (respectively $\Lambda(t_{i,j})$ for $\Sigma = S^2$) generate $\text{DB}_k(\Sigma, \Gamma)$. We want to produce relations between these elements in $\text{DB}_k(\Sigma, \Gamma)$. We start with two general lemmas that ensure that certain elements of $\text{DB}_k(\Sigma, \Gamma)$ commute with each other.

Lemma 20. Let $\gamma$ and $\gamma'$ be two paths in $\Sigma$ such that $\gamma(0) = \gamma(1) = z_i$ and $\gamma'(0) = \gamma'(1) = z'_i$. Further, assume that the images of the two paths in $\Sigma$ that do not intersect, that is, for all $t, t'$ we have that $\gamma(t) \neq \gamma'(t')$. Then the divisor braids $\Phi(\gamma)$ and $\Phi(\gamma')$ commute.
Proof. The $k$ paths in the concatenation $\Phi(\gamma) \ast \Phi(\gamma')$ only have two nonconstant strands, namely
\[
(\Phi(\gamma) \ast \Phi(\gamma'))_i(t) = \begin{cases} 
\gamma(t) & \text{if } t \leq 1/2, \\
z_i & \text{if } t \geq 1/2.
\end{cases}
\]
\[
(\Phi(\gamma') \ast \Phi(\gamma))_{i'}(t) = \begin{cases} 
z_{i'}' & \text{if } t \leq 1/2, \\
\gamma'(2t - 1) & \text{if } t \geq 1/2.
\end{cases}
\]
We define a homotopy $F_s$ between these divisor braids. For $0 \leq s \leq 1$ we define each strand of $F_s$ to be constant, except for
\[
(F_s)_i(t) = \begin{cases} 
\gamma(2t - s) & \text{if } s/2 \leq t \leq (s + 1)/2, \\
z_i & \text{if either } s/2 \geq t \text{ or } t \geq (s + 1)/2.
\end{cases}
\]
\[
(F_s)_{i'}(t) = \begin{cases} 
z_{i'}' & \text{if either } t \geq 1 - s/2 \text{ or } t \leq (1 - s)/2, \\
\gamma'(2t + s - 1) & \text{if } 1 - s/2 \geq t \geq (1 - s)/2.
\end{cases}
\]
This is a homotopy from $F_0 = \Phi(\gamma) \ast \Phi(\gamma')$ to $F_0 = \Phi(\gamma') \ast \Phi(\gamma)$.

\begin{proof}
Let $\gamma$ and $\gamma'$ be paths in $\Sigma$ such that $\gamma(0) = \gamma(1) = z_i$ and $\gamma'(0) = \gamma'(1) = z_{i'}$. Suppose that the that $z_i$ and $z_{i'}$ have either the same colour or colours corresponding to vertices in $\Gamma$ which are not connected by an edge. Then the monic braids $\Phi(\gamma)$ and $\Phi(\gamma')$ commute.

As in the proof of the previous lemma, we construct a homotopy from $\Phi(\gamma) \ast \Phi(\gamma')$ to $\Phi(\gamma') \ast \Phi(\gamma)$ consisting of a family of maps $F_s : [0, 1] \to \Sigma^k$. In this case we do not know that $F_s(t)_i \neq F_s(t)_{i'}$. But we can make $F_s$ transversal to the fat diagonal in $\Sigma^k$. This can be done by an arbitraily small perturbation, constant at the ends of the homotopy. We obtain a new homotopy $\tilde{F}_s$. Except for finitely many values of $s$, this is indeed a braid. When $s$ passes through one of the exceptional points, the braid changes by a crossing move. This proves the lemma.
\end{proof}

\begin{corollary}
Let $Z'_\lambda := \bigcup_{\lambda \neq \lambda} Z_\lambda$ be the union of all the basepoints that do not have colour $\lambda$. Let $\gamma$ and $\gamma'$ be loops of the same colour $\lambda$ in $\Sigma \setminus Z'_\lambda$. Suppose that they determine the same homology class in $H_1(\Sigma \setminus Z'_\lambda; \mathbb{Z})$. Then $\Phi(\gamma) = \Phi(\gamma')$.

Proof. Since $H_1(\Sigma; \mathbb{Z})$ is the Abelianization of $\pi_1(\Sigma)$, it suffices to show that the monic braid constructed from a commutator vanishes. But this follows immediately from Lemma 20.
\end{corollary}

A consequence of Corollary 22 is that the classes $\Lambda(a_{i,\ell})$ and $\Lambda(b_{i,j})$ only depend on the colour of their basepoints. For each colour $\lambda$, we choose one of the basepoints of this colour. Let us say that it is indexed by the subscript $i_\lambda$. For each number $\ell$, $1 \leq \ell \leq 2g$ and colours $\lambda, \mu$, we define
\[
\alpha_{\lambda,\ell} := \Lambda(a_{i_\lambda,\ell}) \quad \text{and} \quad \beta_{\lambda,\mu} := \Lambda(b_{i_\lambda,i_\mu}).
\]

\begin{lemma}
The classes $\alpha_{\lambda,\ell}$ and $\beta_{\lambda,\mu}$ generate $DB_k(\Sigma, \Gamma)$. The classes $\beta_{\lambda,\mu}$ satisfy that $\beta_{\lambda,\lambda} = e$ and $\beta_{\lambda,\lambda'} = \beta_{\lambda',\lambda}$.

Proof. Since the collection of all classes $a_{i,\ell}$ and $b_{i,j}$ generate the pure braid group $PB_k(\Sigma)$, it follows from Lemma 15 that the classes $\Lambda(a_{i,\ell})$ and $\Lambda(b_{i,j})$ generate $DB_k(\Sigma, \Gamma)$. It follows from Corollary 22 that the classes $\Lambda(a_{i,\ell})$ only depend on the colours of the points $z_i$ and the edge $e_\ell$, and similarly that the classes $\Lambda(b_{i,j})$ only depend on the colour of the points $z_i$ and $z_j$. So $DB_k(\Sigma, \Gamma)$ is generated by

\end{proof}
the classes $\alpha_{\lambda,\ell}$ and $\beta_{\lambda,\mu}$. The relations asserted for the classes $\beta_{\lambda,\mu}$ follow from elementary manipulation. □

In order to manipulate divisor braids, it is very convenient to have a graphical representation of them, as well as a repertoire of moves that do not change the equivalence class. This will be our next task.

A divisor braid can be considered as a family of coloured paths in $\Sigma \times [0,1]$, satisfying the additional condition that paths of colours associated to vertices connected by an edge in the graph $\Gamma$ never intersect. We choose to draw the images of the braids in $\Sigma$. In this picture, there will quite likely be some points where the images of strands of different colours intersect. Accordingly, we will adhere to the convention that if $\gamma(t) = \gamma'(t') \in \Sigma$ and $t < t'$, then we will draw $\gamma$ as undercrossing and $\gamma'$ as overcrossing. This is quite similar to the ordinary representation of braids through a picture that is supposed to be three-dimensional but is drawn on a plane. The difference is that, in those pictures, you are usually projecting the surface $D^2$ onto an interval, and preserving the time coordinate. We are now projecting away from the time coordinate. We can assume that this is done in such a way that the projection is a number of immersed oriented curves in the plane with a finite number of intersections. We call such projections allowable. To improve legibility, we also allow that the constant curve is to be represented by a single point in the projection. Note that such a representation completely determines the braid up to homotopy, and that a homotopy of projections can be lifted to a homotopy of braids. However, we might have homotopies of braids which do not correspond to a homotopy of allowable projections.

In Figure 3, we sketch how to gain a better understanding of the homotopy equivalences involved by comparing the projections of the same divisor braids in a disc $D^2$ in two different directions. The lower row depicts the projections we discussed above, the upper row corresponds to a projection $D^2 \to D^1$. Of course, we are just making use of the technique of drawing three-dimensional objects that came to be called “descriptive geometry”.

The most fundamental braid is the one represented by one point circling another one in a small disk. In Figure 3, this corresponds to the lower middle picture. Let us call this picture $\mathcal{X}$. There are certain obvious variations of this picture. We can perform the operation of reversing the orientation of the blue curve. This yields a new picture that we will call $B\mathcal{X}$. We can also reverse the orientation of the red curve, which gives us the two new pictures that we denote by $R\mathcal{X}$ and $RB\mathcal{X}$. Finally, we can change the overcrossing to an undercrossing, and the undercrossing to an overcrossing. This gives us four new pictures, which we shall refer to as $C\mathcal{X}, CB\mathcal{X}, CR\mathcal{X}$ and $CRB\mathcal{X}$.

Lemma 24. The pictures $C\mathcal{X}$ and $RB\mathcal{X}$ are not projections of braids. The braids corresponding to the projections $\mathcal{X}, CB\mathcal{X}$ and $CR\mathcal{X}$ are homotopic. The braids corresponding to the projections $B\mathcal{X}, R\mathcal{X}$ and $CRB\mathcal{X}$ are also homotopic, and represent the inverse of the braid represented by $\mathcal{X}$.

Proof. The proof is by elementary manipulation. The best way of convincing oneself of the truth of the lemma is probably to experiment with a real-world three-dimensional string model.

Let us first discuss why $C\mathcal{X}$ cannot be the projection of a braid. Suppose it were. The blue strand would be represented by a map $r_B : [0,1] \to D^2 \times [0,1]$, and similarly with the red strand. The lower crossing would represent a point $(t^B_y, x)$ on the blue strand of $C\mathcal{X}$ and a point $(t^R_x, x)$ on the red strand, and similarly the upper crossing would represent points $(t^B_y, y)$ and $(t^R_y, y)$. Because we have now inverted
the crossings, we have that $t^B_x < t^B_y$ and $t^R_y < t^B_y$. On the other hand, the orientation of the strands shows that $t^R_x < t^R_y$ and $t^B_y < t^B_x$, so we get $t^R_x < t^R_y < t^B_y < t^B_x < t^R_x$, which is a contradiction.

The three pictures in Figure 3 represent braids homotopic to $X$. As is easily seen in the upper row pictures, reversing time replaces a braid by its inverse. This introduces an involution of the situation. The effect on the pictures in the lower row is that the crossings are inverted and also that the orientations of both strands are inverted. In particular, this means that $CRB X$ is indeed the projection of a braid, and actually by the inverse of the braid projecting to $X$. Applying the involution to the picture $C X$, we get $BR X$. Since $C X$ cannot be the projection of a braid, neither can $BR X$ be.

Applying the involution to the lower right picture, we see that inverting the orientation of the blue strand inverts the corresponding braid. This shows that $BX$ and $RX$ represent the inverses of $X$. Similarly, $CBRX$ represents the inverse of both $CRX$ and $CBX$. Since we already proved that $CBRX$ represents the inverse of $X$, we are done with the proof of the lemma.

\[\square\]

**Figure 3.** The two pictures in each column are two different projections of the same divisor braid. The braid on the left side of the picture is homotopic to the braid on the right side.

**Lemma 25.** Let $\lambda, \mu$ be two different colours, and $1 \leq \ell, \ell' \leq 2g$. Then

\[
[\alpha_{\lambda,\ell}, \alpha_{\mu,\ell'}] = \beta_{\lambda,\mu}^{-1}
\]

**Proof.** The left-hand side of the equation above is the commutator of two monic braids, built from paths that cross each other in exactly one point. We draw the situation in Figure 5. Using the argument from Lemma 24, we obtain the assertion. \[\square\]
Corollary 26. Provided that the genus of $\Sigma$ is positive, the classes $\alpha_{\lambda,\ell}$ generate $DB_k(\Sigma, \Gamma)$. In the case $\Sigma \cong S^2$, the classes $\beta_{\lambda,\mu}$ generate $DB_k(\Sigma, \Gamma)$.

Proof. The first statement follows from Lemma 23 and Lemma 25. In the genus-zero case $\Sigma \cong S^2$, the group $DB_k(\Sigma, \Gamma)$ is generated by the classes $\beta_{\lambda,\mu}$, because they are the images of Artin’s generators [52] for the pure braid group.

Lemma 27. The elements $\beta_{\lambda,\mu} \in DB_k(\Sigma, \Gamma)$ are central.

Proof. Consider first the case $g \geq 1$. Since the classes $\alpha_{\lambda,\ell}$ generate the group, we only need to show that $\alpha_{\lambda,\ell}$ commutes with $\beta_{\mu,\nu}$ for all choices of $\lambda,\mu,\nu,\ell$. We are free to choose any of a number of equivalent braids to represent $\beta_{\mu,\nu}$. First, since $k_{i_\mu} \geq 2$, we can find a special point $z_e$ of color $\mu$, which is different from the point $z_{i_\lambda}$ where $\alpha_{\lambda,\ell}$ starts out.

According to Lemma 22 if we pick any loop $\gamma$ starting at $z_e$ which represents the homology class in $H_1(\Sigma \setminus \{z_j \mid j \neq i_{i_\mu}\}; \mathbb{Z})$ equal to a small circle around $z_{i_\nu}$, then the braid $\Phi(\gamma)$ will represent $\beta_{\mu,\nu}$. It is easy to see that we can always find such a curve $\gamma$ that does not intersect $a_{\lambda,\ell}$. By Lemma 21 the statement follows.

![Figure 4. The path $\beta_{1,3}$.](image1)

![Figure 5. The commutator $[\alpha_{1,3}, \alpha_{3,2}]$.](image2)
Let now $E_k(\Gamma)$ be the Abelian subgroup of $DB_k(\Sigma, \Gamma)$ generated by the classes $\beta_{\lambda, \mu}$. These classes were constructed from strands projecting to a disc in $\Sigma$, so it is evident that this group does not depend on the genus of the surface; this is why we choose to suppress the dependence on $\Sigma$. Recall the map $h$ in equation (48), which provided a generalisation of the Hurewicz homomorphism in Remark 17.

**Theorem 28.** The group $DB_k(\Sigma, \Gamma)$ sits in a central extension

\[(40) \quad E_k(\Gamma) \to DB_k(\Sigma, \Gamma) \xrightarrow{h} H_1(\Sigma; \mathbb{Z})^{\oplus r}.
\]

**Proof.** Assume that $g \geq 1$. Since $E_k(\Gamma)$ is generated by the commutators $\beta_{\mu, \nu}$, it is certainly contained in the kernel of $h$. The group $E_k(\Gamma)$ is a central subgroup of $DB_k(\Gamma)$. The quotient group $A := DB_k(\Sigma, \Gamma)/E_k(\Gamma)$ is Abelian, generated by the equivalence classes $\alpha_{\lambda, \ell}$. The map $h$ factors over the quotient, and we have to show that the induced homomorphism $\tilde{h} : A \to H_1(\Sigma; \mathbb{Z})^{\oplus r}$ is an isomorphism. By the definition of $\alpha_{\lambda, \ell}$, the group $H_1(\Sigma; \mathbb{Z})$ is generated by the cycles $h(\alpha_{\lambda, \ell})$, where $1 \leq \ell \leq 2g$. It follows that $\tilde{h}$ is surjective. Since $H_1(\Sigma; \mathbb{Z})^{\oplus r}$ has rank greater or equal to the rank of $A$, the map $\tilde{h}$ has to be an isomorphism. This finishes the proof of the theorem in positive genus.

Finally, suppose that the genus $g$ is zero. In this case, $DB_k(\Sigma, \Gamma)$ is equal to $E_k(\Gamma)$, so the statement in the theorem is trivially true. \qed

**Remark 29.** This result is in the same spirit of the presentations given in [12] for the so-called mixed braid groups defined in [3]. We emphasise that our divisor braid groups are distinct from such mixed braid groups. One relation between the two is that there is an obvious epimorphism from the mixed braid group of $\Sigma$ in $(k_1, k_2)$-strings $B_{k_1, k_2}$ to the particular divisor braid group $DB_{k_1, k_2}(\Sigma; \bullet \to \circ)$ that we shall study in more detail in Section 5.2, and this morphism is not injective in general.

We close this section by summarising the properties of the classes $\beta_{\lambda, \mu}$.

**Proposition 30.** The group $E_k(\Gamma)$ is generated by the classes $\beta_{\lambda, \mu}$, $1 \leq \lambda, \mu \leq k$. They satisfy the following relations:

- $\beta_{\lambda, \mu} = 0$ if there is no edge in $\Gamma$ from $\lambda$ to $\mu$
- $\beta_{\lambda, \mu} = \beta_{\mu, \lambda}$
- $\sum_{\mu \neq \lambda} k_{\mu} \beta_{\lambda, \mu} = 0$.

**Proof.** The only nontrivial statement left is the last relation. Pick a disc $D^2$ containing all the points $z_{i\lambda}$. Let $\gamma$ be a path stating in $z_{i\lambda}$, going to the boundary of the disc, follow the whole boundary of the $4g$-gon once and then returning to $z_{i\lambda}$. This path is homotopic to a product of commutators in $\pi_1(\Sigma \setminus \bigcup_{j \neq i\lambda} \{z_j\}, z_{i\lambda})$. It follows that the monic braid $\Phi(\gamma)$ yields the trivial element of $DB_k(\Sigma, \Gamma)$. On the other hand, it circles each point $z_j$ for $j \neq i\lambda$ exactly once, so it does represent the sum in the formula. \qed

### 5. Linking numbers and two colours

In the previous section, we obtained a set of generators for our divisor braid groups, together with some relations. We claim that there are no further relations, so that we have actually obtained a presentation of the groups. To prove this, one has to find tools to detect that a braid is non-trivial. One idea is to use invariants for the links (or ‘closed braids’) in the closed three-manifold $S^3 \times \Sigma$ obtained from colour-pure braids on $\Sigma$. In this section, we will first discuss link invariants for disjoint cycles in such coloured closed braids, and then apply them to the presentation of divisor braid groups in a crucial situation: very composite colour schemes whose graph consists of a single edge and two vertices.
5.1. Linking numbers of cycles. We start with a fairly general situation. Let $R$ be a ring, $n \in \mathbb{N}$, and $M$ a compact $(2n+1)$-dimensional manifold with an $R$-orientation. Assume that $\alpha_1, \alpha_2$ are chains in $C_n(M; R)$ which are boundaries. Also assume that these cycles $\alpha_i$ are disjoint. Our goal is to define an homotopy-invariant linking number in $R$, which will be able to detect whether the $n$-cycles $\alpha_1$ and $\alpha_2$ are linked.

If $\alpha_1$ and $\alpha_2$ are contained in an open set homeomorphic to $\mathbb{R}^{2n+1}$, we can consider the usual linking number in this open set. Think of this number as a local linking number. If this local linking number is different from zero, the $n$-chains are linked locally. However, even if the local linking number is different from zero, they might get unlinked by some global move. So if we can define a global linking number for links on $M$ it will have to be a weakening of the local linking number. In general, even if the local linking number is nonzero, the global linking number might still vanish.

By assumption, there is a chain $A_i \in C_{n+1}(M; R)$ such that $\partial A_i = \alpha_i$. Consider the chain $A_1 \times \alpha_2 \in C_{2n+1}(M \times M; R)$. Since the cycles $\alpha_i$ are disjoint, we obtain a boundary $\partial(A_1 \times \alpha_2) \in C_{2n}(M \times M \setminus M_\Delta; R)$, where $M_\Delta$ is the usual diagonal. It follows that $A_1 \times \alpha_2$ defines a cycle in $C_{2n+1}(M \times M, M \times M \setminus M_\Delta; R)$.

**Definition 31.** The linking number $L(\alpha_1, \alpha_2) \in R$ of the disjoint $n$-cycles $\alpha_1, \alpha_2$ in $M$ is the intersection of the homology classes $[A_1 \times \alpha_2]$ and $[M_\Delta]$ in $M \times M$.

**Definition 32.** A continuous family of singular chains parameterised by $t$ is a formal sum $\sum_i c_i S_i(t)$, where $c_i \in R$ are constants and each $S_i(t)$ is a singular simplex, continuously parametrized by $t$.

We now collect basic facts about this linking number.

**Proposition 33.** The linking number $L(\alpha_1, \alpha_2)$ enjoys the following properties:

(i) It does not depend of the choice of $A_1$.

(ii) It is graded skew-symmetric.

(iii) It is $R$-bilinear in the appropriate sense.

(iv) It is constant in a continuous family of disjoint pairs of boundaries $(\alpha_1(t), \alpha_2(t))$.

**Proof.** (i) Two different choices $A_1, A_1'$ differ by a cycle $z \in Z_{2n}(M; R)$. The corresponding homology classes $[A_1 \otimes \alpha_2], [A_1' \otimes \alpha_2] \in H_{2n+1}(M \times M, M \setminus M_\Delta; R)$ differ by $[z \otimes \alpha_2]$. This is actually a cycle in $C_{2n+1}(M \times M; R)$, and the corresponding homology class vanishes already there since $[\alpha_2] = 0 \in H_n(M; R)$.

(ii) Skew-symmetry follows from observing that, if $\partial A_2 = \alpha_2$, then

$$\partial(A_1 \otimes \alpha_2) = (-1)^n \alpha_1 \otimes A_2 + A_1 \otimes \alpha_2,$$

so that the classes

$$[A_1 \otimes \alpha_2], (-1)^{n+1}[A_2 \otimes \alpha_1] \in H_{2n+1}(M \times M, M \times M \setminus M_\Delta; R)$$

agree.

(iii) Linearity in the second argument is immediate from the definition. The caveat ‘in the appropriate sense’ simply means that

$$L(\alpha_1, \alpha_2' + \alpha_2'') = L(\alpha_1, \alpha_2') + L(\alpha_1, \alpha_2'')$$

holds under the condition that both $\alpha_2'$ and $\alpha_2''$ are disjoint from $\alpha_1$. Linearity in the first argument follows from this equality and skew-symmetry.

(iv) By a compactness argument, every continuous path of pairs of disjoint cycles is composed by paths of cycles for which either the first or the second chain is held constant. By skew-symmetry, it is enough to prove homotopy invariance in the
case where \( \alpha_2(t) \) is constant. The homotopy \( \alpha_1(t) \) gives a chain \( A \) which is disjoint from \( \alpha_2 \) and such that \( \partial A = \alpha_1(1) - \alpha_1(0) \). By definition, \( L(\alpha_1(1) - \alpha_1(0), \alpha_2) \) is the intersection of \( M_\Delta \) with \( A \times \alpha_1 \). But this intersection is empty, so \( L(\alpha_1(1) - \alpha_1(0), \alpha_2) = 0 \). Therefore, by linearity in the first argument,

\[
L(\alpha_1(0), \alpha_2) = L(\alpha_1(1) - \alpha_1(0), \alpha_2) + L(\alpha_1(0), 0) = L(\alpha_1(1), \alpha_2),
\]

which proves the homotopy invariance.

The example we will now focus on is basic, and it brings us back to the stage where \( M = S^1 \times \Sigma \) for a compact oriented surface \( \Sigma \), and thus \( n = 1 \).

Let \( k_1, k_2 \in \mathbb{N} \) and \( \{z_i \mid 1 \leq i \leq k_1 + k_2\} \) be a set of distinct points of \( \Sigma \). We denote by \( \gamma_i \) the constant path at the point \( z_i \). Let \( f : D^2 \to \Sigma \) be an oriented chart, such that \( f(0,0) = z_1 \) and \( f(1,0) = z_{k_1+1} \), and whose image does not contain any point \( z_i \) for \( i \neq 1, k_1 + 1 \). Let \( \gamma'_1 \) be the restriction of such a map \( f \) to the boundary. Then we can reinterpret \( \gamma'_1 \) as a loop on \( \Sigma \), starting at \( z_{k_1+1} \), winding once around \( z_1 \) in the positive direction, and returning back to \( z_{k_1+1} \).

Consider the disjoint cycles \( \alpha_1, \alpha_2 \in C_1(S^1 \times \Sigma; \mathbb{Z}/\gcd(k_1, k_2)) \) given by the families of maps \( \{\gamma'_1, \gamma_2, \gamma_3, \ldots, \gamma_{k_1}\} \) and \( \{\gamma_{k_1+1}, \ldots, \gamma_{k_1+k_2}\} \), respectively.

**Lemma 34.** \( L(\alpha_1, \alpha_2) \equiv 1 \pmod{\gcd(k_1, k_2)} \).

**Proof.** Let \( F : S^1 \times [0,1] \to S^1 \times \Sigma \) be the map \( F(t, u) = (t, f((1-u)t)) \). This map defines a chain \( A_1 \) whose boundary is the difference between the chains represented by \( \gamma_1 \) and \( \gamma'_1 \). To compute the linking number \( L(\alpha_1, \alpha_2) \) we first need to make \( A_1 \) transversal to \( \alpha_2 \). We can do this by moving \( \alpha_2 \) to another constant path nearby. The intersection number is then the number of points \( ((t_1, u), (t_2)) \in (S^1 \times [0,1]) \times S^1 \) such that \( F(t_1, u) = (t_2, w) \) where \( w \) is a point close (but not equal to) to \( z_1 \). Let us say \( w = f(\epsilon, 0) \). The unique solution is \( t_1 = t_2 = 1 - \epsilon \) and \( u = (1,0) \). We also have to keep track of the sign, which with the usual orientation conventions is positive in this case, so that the intersection number is \( 1 \pmod{\gcd(k_1, k_2)} \) as claimed.

\[ \]  

### 5.2. Application to divisor braids in two colours

In this section we focus on the case of a very composite negative colour scheme with graph \( \Gamma = \xrightarrow{1}\cdot\circ \); thus we deal with \( r = 2 \) colours. We want to determine in this situation the Abelian group \( E_{(k_1, k_2)}(\Sigma, \Gamma) \) defined in the paragraph before Theorem 28.

The first step is to construct an invariant of divisor braids. Suppose that \( \gamma : [0,1] \to \Sigma^{k_1+k_2} \) represents a divisor braid. We consider the maps \( \gamma_i : [0,1] \to S^1 \times \Sigma \) where \( \gamma_i(t) = (t \mod 1, \gamma_i(t)) \). (Here, we identify \( S^1 \) with \( \mathbb{R}/\mathbb{Z} \).) The first \( k_1 \) of the maps \( \gamma_i : [0,1] \to \Sigma \) determine a 1-cycle \( \alpha_1 = \sum_{j=1}^{k_1} [\gamma_j] \) and the last \( k_2 \) determine a 1-cycle \( \alpha_2 = \sum_{j=k_1+1}^{k_1+k_2} [\gamma_j] \). By assumption, these two cycles can be taken disjoint in \( S^1 \times \Sigma \).

Now assume triviality of the homology classes \( h(\alpha_j) = 0 \in H_1(\Sigma; \mathbb{Z}) \) for both \( \lambda = 1, 2 \). Then the homology class \( h(\tilde{\alpha}_j) \in H_1(S^1 \times \Sigma; \mathbb{Z}) \cong H_1(S^1; \mathbb{Z}) \oplus H_1(\Sigma; \mathbb{Z}) \) equals \( k_\lambda[S^1] \), for \( \lambda = 1, 2 \). In particular, if we consider homology with coefficients in the ring \( \mathbb{Z}/\gcd(k_1, k_2) \), then the corresponding homology classes are trivial.

We can now define the *link invariant* \( L(\gamma) \) of the divisor braid in two colours \( \gamma \) to be the linking number

\[
L(\alpha_1, \alpha_2) \in \mathbb{Z}/\gcd(k_1, k_2)
\]

introduced above. According to Proposition 33, this is both well defined and homotopy invariant. It is also easy to see that if two braids are related by a crossing move,
then they have the same invariant (the most obvious argument consists of subdividing the chains at the crossing point, and using that a chain is chain-homotopic to its subdivision).

**Example 35.** Let \( \gamma \) be a trivial braid of constant paths. The 2-cycle \( A_1 \) does not intersect \( \alpha_2 \), so the braid invariant \( L(\gamma) \) is zero.

**Example 36.** We can compute the link invariant \( L(\beta_{1,2}) \) for the divisor braid defined in (39) and associated to the negative colour scheme \((\Gamma, k) = (\bullet \circ, (k_1, k_2))\). This braid consists of one point of colour 1 starting at \( z_1 \) and tracing a small circle in positive direction around a point \( z_2 \) of colour 2. Using Lemma 34 we see that the link invariant equals \( 1 \pmod{\gcd(k_1, k_2)} \). More generally, if \( n \in \mathbb{Z} \) then

\[
L(n \beta_{1,2}) \equiv n \pmod{\gcd(k_1, k_2)}.
\]

The following result can be regarded as the first nontrivial computation of a genuine divisor braid group.

**Theorem 37.** The reduction \( \mod \gcd(k_1, k_2) \) of the intersection pairing of 1-cycles

\[
H_1(\Sigma; \mathbb{Z}) \otimes_{\mathbb{Z}} H_1(\Sigma; \mathbb{Z}) \to \mathbb{Z}/\gcd(k_1, k_2)
\]

induces a central extension of \( H_1(\Sigma; \mathbb{Z})^{\oplus 2} \) by \( \mathbb{Z}/\gcd(k_1, k_2) \) which is isomorphic to the divisor braid group \( DB_{(k_1, k_2)}(\Sigma, \bullet \circ) \).

**Proof.** According to Proposition 30 the centre \( E_k(\bullet \circ) \) is generated as an Abelian group by \( \beta_{1,2}, \beta_{2,1} \) under the relations \( \beta_{1,2} - \beta_{2,1} = 0 \), \( k_2 \beta_{1,2} = 0 \) and \( k_1 \beta_{2,1} = 0 \). Thus \( \tilde{E}_{(k_1, k_2)}(\bullet \circ) \) is generated by \( \beta_{1,2} \), with the relation \( \gcd(k_1, k_2) \beta_{1,2} = 0 \) holding true. However, there could conceivably be more relations.

Let \( \tilde{E}_{(k_1, k_2)}(\bullet \circ) \) be the Abelian group generated by the symbols \( b_{1,2}, b_{2,1} \) under the relations \( b_{1,2} - b_{2,1} = 0 \), \( k_2 b_{1,2} = 0 \) and \( k_1 b_{2,1} = 0 \). This is a cyclic group of order \( \gcd(k_1, k_2) \), generated by \( b_{1,2} = b_{2,1} \). It will be handy to write also \( b_{1,1} = b_{2,2} = 0 \) for the zero element of this group.

For any 1-cycle \( a \in H_1(\Sigma; \mathbb{Z}) \) we shall write \( a_1 = (a, 0) \) and \( a_2 = (0, a) \) for the two inclusions in the direct sum \( \bigoplus_{\lambda=1}^2 H_1(\Sigma; \mathbb{Z}) \). Let \( DB_{(k_1, k_2)}(\Sigma, \bullet \circ) \) be the extension of \( H_1(\Sigma; \mathbb{Z})^{\oplus 2} \) by \( \tilde{E}_{k_1, k_2}(\bullet \circ) \) corresponding to the 2-cocycle in \( Z^2(H_1(\Sigma; \mathbb{Z})^{\oplus 2}, \tilde{E}_{k_1, k_2}(\bullet \circ)) \) given by

\[
(a_\lambda, a'_\lambda) \mapsto \gamma(a, a') b_{\lambda, \lambda'},
\]

where \( \gamma(\cdot, \cdot) \) is the intersection pairing on \( H_1(\Sigma; \mathbb{Z}) \) (see [54, p. 827] for background on group extensions and group cohomology). From the way we constructed \( \tilde{E}_{k_1, k_2}(\bullet \circ) \), it is clear that the bilinear map (41) only depends on the values of the intersection pairing modulo congruence by \( \gcd(k_1, k_2) \).

It follows from Theorem 28 that there is a ladder diagram of groups with surjective vertical arrows and exact rows:

\[
\begin{array}{cccccc}
0 & \longrightarrow & \tilde{E}_{(k_1, k_2)}(\bullet \circ) & \longrightarrow & DB_{(k_1, k_2)}(\Sigma, \bullet \circ) & \longrightarrow & H_1(\Sigma; \mathbb{Z})^{\oplus 2} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & || & & || & & \\
0 & \longrightarrow & E_{(k_1, k_2)}(\bullet \circ) & \longrightarrow & DB_{(k_1, k_2)}(\Sigma, \bullet \circ) & \longrightarrow & H_1(\Sigma; \mathbb{Z})^{\oplus 2} & \longrightarrow & 0
\end{array}
\]

Note that the groups in the middle column are not necessarily commutative. The lemma follows if we can show that the left vertical map is an isomorphism. We already know that the map is surjective, so we have to show injectivity.

We claim that the kernel of the vertical homomorphism on the left, determined by \( b_{1,2} \mapsto \beta_{1,2} \), is trivial. That is, if \( \gcd(k_1, k_2) \) does not divide \( m \), then \( m \beta_{1,2} \neq 0 \pmod{k_1, k_2} \).
6. Linking numbers for general negative colour schemes

Now we consider the case of more than two colours, dealing with negative colour schemes \((\Gamma, k)\) based on a general graph \(\Gamma\) without self-loops. We shall still restrict our attention to the case where \(k\) is very composite, as in the last section and most of the previous one. Our main aim is to compute the centre \(E_k(\Gamma)\) of the group \(DB_k(\Sigma, \Gamma)\) presented as central extension in Theorem 28.

Let \(D_k(\Gamma)\) be the free Abelian group generated by the symbols \(b_{\lambda,\mu}\) for all pairs of colours \((\lambda, \mu)\) with \(1 \leq \lambda < \mu \leq r\) connected by an edge in \(\Gamma\). According to Proposition 30, there is a surjective map \(L : D_k(\Gamma) \rightarrow E_k(\Gamma)\) given by \(L(b_{\lambda,\mu}) = \beta_{\lambda,\mu}\). The kernel of this map contains the image of the map \(P_{(\Gamma, k)} : \mathbb{Z}^{gr} \rightarrow D_k(\Gamma)\) given on generators \(e_{\lambda}\) by the formula \(P_{(\Gamma, k)}(e_{\lambda}) = \sum_{\mu \neq \lambda} k_{\mu} b_{\lambda,\mu}\).

The problem is that there could well be further relations. The main purpose of this section is to prove that there are none. To do this, we have to show that certain elements of \(DB_k(\Sigma, \Gamma)\) are nontrivial. Our basic strategy is to follow the method that we successfully used in the case of two colours. We shall show how to construct a suitable generalisation of the linking number for cycles, depending on each graph \(\Gamma\), and then use it to define invariants of elements of \(DB_k(\Sigma, \Gamma)\).

6.1. The \(\Gamma\)-linking number. Let \(K\) be an Abelian group. We shall define linking numbers for families of cycles with values in \(K\) for a given negative colour scheme \((\Gamma, k)\) in \(r\) colours.

Let \(M\) be an oriented manifold. We fix a chain \(B \in C_*(M; \mathbb{Z})\) and call it the basic chain in \(M\). The main example we will be interested is when \(M = S^1 \times \Sigma\) for \(\Sigma\) a connected surface, and \(B\) is \(S^1 \times \{z\}\) for any chosen point \(z \in \Sigma\). The linking number that we shall introduce below will depend on the choice of \(B\).

We say that two chains \(\xi, \eta \in C_*(M; \mathbb{Z})\) are disjoint if there exist disjoint open sets \(U, V \subset M\), such that \(\xi\) is in the image of the chain map \(C_*(U; \mathbb{Z}) \rightarrow C_*(M; \mathbb{Z})\) induced by the inclusion, whereas \(\eta\) is in the image of \(C_*(V; \mathbb{Z}) \rightarrow C_*(M; \mathbb{Z})\).

**Definition 38.** Fix a graph \(\Gamma\) without self-loops and a basic chain \(B\) in \(M\).

(i) A \(\Gamma\)-adapted pair \((a, b)\) consists of two collections of chains \(a = \{a_\lambda\}_{1 \leq \lambda \leq r}\) and \(b = \{b_\mu\}_{1 \leq \mu \leq r}\) in \(C_*(M; \mathbb{Z})\) indexed by the vertices \(\lambda\) of \(\Gamma\) such that whenever there is an edge in \(\Gamma\) between the vertices \(\lambda\) and \(\mu\), the chains \(a_\lambda\) and \(b_\mu\) are disjoint.

(ii) Let two negative colour schemes \((\Gamma, k)\) and \((\Gamma, k')\) be given. A \((\Gamma, k, k')\)-allowable pair consists of two collections of chains \(a = \{a_\lambda\}_{1 \leq \lambda \leq r}\) and \(b = \{b_\mu\}_{1 \leq \mu \leq r}\) satisfying the following conditions:

- Each \(a_\lambda\) and \(b_\mu\) is a cycle.
- The pair \((a, b)\) is \(\Gamma\)-adapted.
- For every colour, we have an equality of homology classes \([a_\lambda] = k_\lambda[B]\) and \([b_\mu] = k'_\mu[B]\), respectively.

The collection \(a\) is a called \((\Gamma, k)\)-allowable if \((a, a)\) is a \((\Gamma, k, k)\)-allowable pair.

A continuous one-parameter family of allowable pairs of chains \(\{(a(t), b(t)) \mid t \in [0, 1]\}\) is called a homotopy between the allowed pairs of chains \((a(0), b(0))\) and \((a(1), b(1))\).

We want to find homotopy invariants of linking type for \((\Gamma, k, k')\)-allowable pairs. The first step is to choose, for each colour \(\lambda\), a chain \(A_\lambda \in C_*(M; \mathbb{Z})\) such that

\[ \partial A_\lambda = a_\lambda - k_\lambda B. \]
Next, we try to find linear combinations of the chains $A_{\lambda} \otimes b_{\mu}$ with the property that their boundary is contained in the sub-chain complex $C_{*}(M \times M \setminus M_{\Delta}; K)$, where $M_{\Delta}$ is the diagonal. For this purpose, we consider linear combinations

\[(43) \quad S_{Y}(a, b) = \sum_{\lambda, \mu} A_{\lambda} \otimes b_{\mu} \otimes Y_{\lambda, \mu} \in C_{*}(M; \mathbb{Z}) \otimes C_{*}(M; \mathbb{Z}) \otimes K,\]

where $Y := \{Y_{\lambda, \mu}\}_{\lambda, \mu=1}^{r}$ is a certain family of elements in $K$ (which we will refer to as a $K$-collection for short), which we will specify more precisely later. The boundary of this chain is

\[
\partial S_{Y}(a, b) = \sum_{i,j} (a_{\lambda} - k_{\lambda}B) \otimes b_{\mu} \otimes Y_{\lambda, \mu}
= \sum_{\lambda, \mu} a_{\lambda} \otimes b_{\mu} \otimes Y_{\lambda, \mu} - \sum_{\lambda, \mu} B \otimes b_{\mu} \otimes k_{\lambda}Y_{\lambda, \mu}.
\]

Now we shall assume that the $K$-collection $Y$ satisfies the following $(\Gamma, k, k')$-allowability conditions:

(A1) $\sum_{\lambda=1}^{r} k_{\lambda}Y_{\lambda, \mu} = 0$ and $\sum_{\mu=1}^{r} k'_{\mu}Y_{\lambda, \mu} = 0$ in $K$.

(A2) If $(\lambda, \mu)$ is not an edge of $\Gamma$, then also $Y_{\lambda, \mu} = 0$ in $K$.

If $Y$ is the $K$-collection $\{Y_{\lambda, \mu}\}_{\lambda, \mu=1}^{r}$, we define its transpose $Y^{T}$ to be the $K$-collection $\{Y_{\mu, \lambda}\}_{\lambda, \mu=1}^{r}$, where the colour indices $\lambda$ and $\mu$ have been interchanged. Clearly, $Y$ is $(\Gamma, k, k')$-allowable if and only if $Y^{T}$ is $(\Gamma, k', k)$-allowable. We say that a $K$-collection is $(\Gamma, k)$-allowable in the case $k' = k$.

Note that if $Y$ is $(\Gamma, k, k')$-allowable, then by (A1)
\[
\partial S_{Y}(a, b) = \sum_{\lambda, \mu} a_{\lambda} \otimes b_{\mu} \otimes Y_{\lambda, \mu}.
\]

Recall the Eilenberg–Zilber map from [37]. This map is a chain homotopy equivalence
\[EZ_{A,B} : C_{*}(A) \otimes C_{*}(B) \rightarrow C_{*}(A \times B)\]
which is functorial in $A$ and $B$. In particular, if $\xi, \xi'$ are two disjoint chains in $C_{*}(M; \mathbb{Z})$, it follows from said functoriality that
\[EZ_{M,M}(\xi \otimes \xi') \in C_{*}(M \times M \setminus M_{\Delta}; \mathbb{Z}).\]

Assume that $(a, b)$ is a $(\Gamma, k, k')$-allowable pair, and that $\partial A_{i} = a_{i} - k_{i}B$ as above. Fix a family $Y = \{Y_{\lambda, \mu}\}_{\lambda, \mu=1}^{r}$ satisfying the $(\Gamma, k, k')$-allowability conditions (A1) and (A2).

**Lemma 39.** With the hypotheses stated, the homology class of $S_{Y}(a, b)$ in (43) does not depend on the choices of the chains $A_{\lambda}$.

**Proof.** The difference between two choices of the chains $A_{\lambda}$ is a cycle $c_{\lambda} \in C_{*}(M; \mathbb{Z})$. The difference between the two corresponding definitions of $S_{Y}(a, b)$ is the homology class
\[
\left[ \sum_{\lambda, \mu} c_{\lambda} \otimes b_{\mu} \otimes Y_{\lambda, \mu} \right] = \sum_{\lambda, \mu} [c_{\lambda}] \otimes [b_{\mu}] \otimes Y_{\lambda, \mu}
= \sum_{\lambda, \mu} [c_{\lambda}] \otimes [B] \otimes k_{\mu}Y_{\lambda, \mu},
\]
which vanishes by (A2), and this establishes the claim. \qed
Let now
\[ j_* : C_*(M \times M; \mathbb{Z}) \to C_*(M \times M, M \times M \setminus M_\Delta; \mathbb{Z}) \]
be the canonical quotient map. We consider the chain condition (A2) above. It follows that
\[ C \]
if there is an edge in \( \Gamma \) connecting the colours \( \lambda \) and \( \mu \), then \( EZ_{M,M}(a_\lambda \otimes b_\mu) \in C_*(M \times M \setminus M_\Delta; K) \), because \( (a,b) \) is a \((\Gamma, k, k')\)-allowable pair and we are assuming condition (A2) above. It follows that
\[ j_*EZ_{M,M}(S_Y(a,b)) = \sum_{\lambda, \mu} j_*EZ_{M,M}(a_\lambda \otimes b_\mu) \otimes Y_{\lambda, \mu} \]
Each nontrivial term in the sum above is contained in \( C_*(M \times M \setminus M_\Delta; K) \). If there is an edge in \( \Gamma \) connecting the colours \( \lambda \) and \( \mu \), then \( EZ_{M,M}(a_\lambda \otimes b_\mu) \in C_*(M \times M \setminus M_\Delta; K) \), because \( (a,b) \) is a \((\Gamma, k, k')\)-allowable pair and we are assuming condition (A2) above. It follows that
\[ j_*EZ_{M,M}(S_Y(a,b)) \in C_*(M \times M, M \times M \setminus M_\Delta; \mathbb{Z}) \]
is a cycle.

The orientation of \( M \) specifies a dual generator \( u \in H^n(M \times M, M \times M \setminus M_\Delta; \mathbb{Z}) \cong \mathbb{Z} \), and we define the linking invariant \( \psi_Y(a,b) \in K \) by imposing that the formula
\[ u(\psi_Y(a,b)) := u(j_*EZ_{M,M}(S_Y(a,b))) \in K \]
shall hold. Note that if the condition (44) is satisfied for the orientation \( u \), it is also satisfied for the opposite orientation \(-u\), and thus \( \psi_Y(a,b) \) is defined independently of the orientation.

**Lemma 40.** The operation \( \psi_Y \) defined from the \((\Gamma, k, k')\)-allowable \( K \)-collection \( Y \) satisfies the following properties:

(i) \( \psi_Y(a,b) = (-1)^{\text{dim} M + \deg B} \psi_T(b,a) \).

(ii) \( \psi_Y \) is linear in the second argument, in the following sense: if \((a,b), (a,b')\) and \((a,b' + b)\) all are all \((\Gamma, k, k')\)-allowable pairs, then
\[ \psi_Y(a,b + b') = \psi_Y(a,b) + \psi_Y(a,b') \]
Similarly, \( \psi_Y \) is linear in the first argument.

(iii) If the \((\Gamma, k, k')\)-allowable pair \((a,b)\) is homotopic to the \((\Gamma, k, k')\)-allowable pair \((a',b')\) through \((\Gamma, k, k')\)-allowable pairs, then \( \psi_Y(a,b) = \psi_Y(a',b') \).

**Proof.** Assume that \( (a,b) \) is a \((\Gamma, k, k')\)-allowable pair. Put \( a_\lambda - k_\lambda B = \partial A_\lambda \) and \( b_\mu - k'_\mu B = \partial B_\mu \). Then
\[ \partial(\sum_{\lambda, \mu} A_\lambda \otimes B_\mu \otimes Y_{\lambda, \mu}) = \sum_{\lambda, \mu} \partial A_\lambda \otimes B_\mu \otimes Y_{\lambda, \mu} + (-1)^{\deg B + 1} \sum_{\lambda, \mu} A_\lambda \otimes \partial B_\mu \otimes Y_{\lambda, \mu} \]
\[ = \sum_{\lambda, \mu} (a_\lambda - k_\lambda B) \otimes B_\mu \otimes Y_{\lambda, \mu} \]
\[ + (-1)^{\deg B + 1} \sum_{\lambda, \mu} A_\lambda \otimes (b_\mu - k_\mu B) \otimes Y_{\lambda, \mu} \]
\[ = \sum_{\lambda, \mu} a_\lambda \otimes B_\mu \otimes Y_{\lambda, \mu} + (-1)^{\deg B + 1} \sum_{\lambda, \mu} A_\lambda \otimes b_\mu \otimes Y_{\lambda, \mu} \]
It follows that the homology class
\[ [j_*EZ_{M,M}(\sum_{\lambda, \mu} A_\lambda \otimes b_\mu \otimes Y_{\lambda, \mu})] \in C_*(M \times M, M \times M \setminus M_\Delta; \mathbb{Z}) \]
equals the homology class
\[ (-1)^{\deg B}[j_*\mathcal{EZ}_{M,M}(\sum_{\lambda,\mu} a_\lambda \otimes B_\mu \otimes Y_{\lambda,\mu})]. \]

Let \( \tau : M \times M \to M \times M \) be the map swapping the two factors. Then
\[
u(j_*\mathcal{EZ}_{M,M}(\sum_{\mu,\lambda} B_\mu \otimes a_\lambda \otimes Y_{\mu,\lambda})) = \tau^*(\nu(j_*\mathcal{EZ}_{M,M}(\sum_{\lambda,\mu} a_\lambda \otimes B_\mu \otimes Y_{\lambda,\mu})))
\]
\[
= (-1)^{\dim M} \nu(j_*\mathcal{EZ}_{M,M}(\sum_{\lambda,\mu} a_\lambda \otimes B_\mu \otimes Y_{\lambda,\mu}))
\]
\[
= (-1)^{\dim M + \deg B} \nu(\sum_{\lambda,\mu} a_\lambda \otimes b_\mu \otimes Y_{\lambda,\mu})
\]
and claim (i) follows.

That \( \psi_Y \) is linear in the second argument is immediate from the definition. Linearity in the first variable follows from linearity in the second variable and assertion (i). This finishes the proof of assertion (ii).

Finally, a homotopy between allowable pairs can be approximated by a composition of homotopies, each of which fixes either \( a \) or \( b \), so to prove (iii) it is enough to show that such homotopies preserve \( \psi_Y(a, b) \). This follows from Lemma 42 together with the usual argument for homotopy invariance of homology. \( \square \)

6.2. Application to link invariants of divisor braids. Let \((\Gamma, k)\) be a negative colour scheme on \( r \) colours with \( k_\lambda \geq 2 \) for every colour \( \lambda \); recall that we use the wording ‘very composite’ to refer to this situation. We want to construct a presentation of the divisor braid group \( \text{DB}_k(\Sigma, \Gamma) \), where \( \Sigma \) is the orientable Riemann surface.

Recall that Theorem 28 established the existence of a central extension
\[ E_k(\Gamma) \to \text{DB}_k(\Sigma, \Gamma) \to H_1(\Sigma; \mathbb{Z})^{\oplus r} \]
where \( E_k(\Gamma) \) is the subgroup generated by the homotopy classes \( \beta_{\lambda,\mu} \) defined in (39).

An element \( \alpha \in E_k(\Gamma) \) can be represented by \( r \) sets of maps
\[ \tilde{a}_{\lambda,j} : S^1 \to M := S^1 \times \Sigma, \quad j = 1, \ldots, k_\lambda \]
each such set defines a cycle \( \tilde{a}_\lambda \) in \( M \), representing the closed sub-braid of colour \( \lambda \). Using the Künneth theorem, we have a natural isomorphism \( H_1(M; \mathbb{Z}) \cong H_1(S^1; \mathbb{Z}) \oplus H_1(\Sigma; \mathbb{Z}) \). The image of \[ [\tilde{a}_\lambda] \] in the first factor is determined by the degree \( k_\lambda \) of the divisor braid (or number of strands) in colour \( \lambda \), that is, it equals \( k_\lambda[S^1] \). The image of \[ [\tilde{a}_\lambda] \] in the second factor \( H_1(\Sigma; \mathbb{Z}) \) is trivial, since each curve representing \( \beta_{\lambda,\mu} \) yields the trivial homology class in \( H_1(\Sigma; \mathbb{Z}) \). It follows that the homology class of \[ [\tilde{a}_\lambda] \] equals the homology class of \( k_\lambda[S^1] \in H_1(S^1 \times \Sigma; \mathbb{Z}) \), so that we can consider link invariants with respect to a basic chain \( \mathcal{B} \in C_1(M; \mathbb{Z}) \) representing \( [S^1] \).

Definition 41. Let \( Y \) be a \((\Gamma, k)\)-allowable collection in an Abelian group \( K \); then we define the \( Y \)-linking of the central divisor braid \( \alpha \in E_k(\Gamma) \) to be
\[ \theta_Y(\alpha) := \psi_Y(\tilde{a}, \tilde{a}). \]

The following result allows the calculation of \( Y \)-linkings with respect to a given \((\Gamma, k)\)-allowable collection \( Y \).

Lemma 42. The quantity \( \theta_Y(\alpha) \) is a well-defined element of \( K \). The \( Y \)-linking yields a group homomorphism
\[ \theta_Y : E_k(\Gamma) \to K. \]
On the generators $\beta_{\lambda, \mu}$, it is given simply by the formula

$$\theta_Y(\beta_{\lambda, \mu}) = Y_{\lambda, \mu}. $$

**Proof.** If $\alpha$ and $\alpha'$ are homotopic braids, then the corresponding cycles $\tilde{\alpha}_\lambda$ and $\tilde{\alpha}'_\lambda$ are homotopic, through homotopies that respect the underlying colour scheme $(\Gamma, k)$. It follows from Lemma 40 that $\Psi_Y(\alpha)$ is homotopy invariant, meaning that it is well-defined.

Consider braids $\alpha''$, $\alpha'''$ representing elements in $E_k(\Gamma)$, and let $\alpha := \alpha' \ast \alpha''$ be their concatenation. For each colour $\lambda$, then $\tilde{\alpha}$ is the composition of two paths in $S^1 \times \Sigma$, corresponding to $\tilde{\alpha}'$ respectively $\tilde{\alpha}''$.

It is convenient to introduce some normalisation in this situation. For instance, we can assume that the paths $\alpha'$ and $\alpha''$ are constant paths close to $\{1\} \times \Sigma$ and $\{-1\} \times \Sigma$. There are 2-chains $A'_\lambda, A''_\lambda$ such that $\partial A'_\lambda = \tilde{\alpha}'_\lambda - k_\lambda B$ and $\partial A''_\lambda = \tilde{\alpha}''_\lambda - k_\lambda B$. We can further normalise these so that $A'_\lambda$ and $A''_\lambda$ agree close to $\{1\} \times \Sigma$. Then they patch up to a chain $A_\lambda$ in $S^1 \times \Sigma$ whose boundary is $\tilde{\alpha}_\lambda - k_\lambda B$. With some abuse of notation, we can think of $\tilde{\alpha}$ as the union of $\tilde{\alpha}'_\lambda$ and $\tilde{\alpha}''_\lambda$ over the common boundary, and similarly consider $A_\lambda$ as a union of $A'_\lambda$ and $A''_\lambda$ over their common boundary. Figure 6 gives a schematic representation of this setup.

![Figure 6. The normalised setup in the proof of Lemma 42.](image)

We now need to compute the intersection number of $A_\lambda$ with $\tilde{\alpha}_\mu$. There will be no intersections between $A'_\lambda$ and $\alpha''_\mu$, or between $A''_\lambda$ and $\alpha'_\mu$. It follows that

$$\theta_Y(\alpha' \ast \alpha'') = \psi_Y(\tilde{\alpha}, \tilde{\alpha})$$

$$= \psi_Y(\alpha', \alpha') + \psi_Y(\alpha'', \alpha'')$$

$$= \theta_Y(\alpha') + \theta_Y(\alpha'').$$

This shows that $\theta_Y$ is a homomorphism.

To compute $\theta_Y(\beta_{\lambda, \mu})$, we first note that, for $x_\mu \in \Sigma$, the difference $\tilde{\beta}_{\lambda, \mu} - x_\mu$ consists of the difference between a path of colour $\mu$ winding around a constant path.
of colour \( \lambda \) and a constant path of colour \( \mu \). We chose \( A_\lambda \) to be the chain described in Example 34. Using the result in this example, we see that the intersection between \( A_\lambda \) and the constant path \( x_\mu \) is the congruence class of 1. So we obtain
\[
\theta_Y(\beta_{\lambda,\mu}) = \psi_Y(\tilde{\beta}_{\lambda,\mu}) = Y_{\lambda,\mu}
\]
as claimed. \( \square \)

For a given \((\Gamma, k)\), let \( F_k(\Gamma) \) denote the free Abelian group generated by the symbols \( b_{\lambda,\mu} \) for \( 1 \leq \lambda, \mu \leq r \). Consider the subgroup \( R_k(\Gamma) \subset F_k(\Gamma) \) generated by the following elements:

1. \( b_{\lambda,\mu} - b_{\mu,\lambda}, 1 \leq \lambda < \mu \leq r; \)
2. \( b_{\lambda,\mu} \) if there is not an edge between \( \lambda \) and \( \mu \) in \( \Gamma \);
3. \( P_\mu := \sum_{\lambda \neq \mu} k_{\lambda} b_{\lambda,\mu} \) for \( 1 \leq \mu \leq r \).

We define a map \( L' : F_k(\Gamma) \to E_k(\Gamma) \subset DB_k(\Sigma, \Gamma) \) by setting \( L'(b_{\lambda,\mu}) = \beta_{\mu,\lambda} \) on generators. From the definition of \( E_k(\Gamma) \) given after Lemma 27, it follows immediately that this is a surjective homomorphism.

From Proposition 30, we know that \( L' \) factors over a surjective quotient map
\[
(45) \quad L : F_k(\Gamma)/R_k(\Gamma) \to E_k(\Gamma).
\]

**Theorem 43.** The map \( L \) is an isomorphism.

**Proof.** Since we already know that the map \( 45 \) is surjective, we only have to check that it is injective. For this, it suffices to find a right-inverse.

Let us take \( Y_{\lambda,\mu} = [b_{\lambda,\mu}] \in F_k(\Gamma)/R_k(\Gamma) \). Then we see that \( \sum k_{\lambda} Y_{\lambda,\mu} = \sum k_{\mu} Y_{\lambda,\mu} = 0 \); moreover, if there is no edge in \( \Gamma \) between \( \lambda \) and \( \mu \), then also \( Y_{\lambda,\mu} = 0 \). Thus \( Y = \{Y_{\lambda,\mu}\}_{\lambda,\mu} \) is a \((\Gamma, k)\)-allowable \( F_k(\Gamma)/R_k(\Gamma)\)-collection, and it determines a \( Y \)-linking \( \theta_Y : E_k(\Gamma) \to F_k(\Gamma)/R_k(\Gamma) \).

It follows from Lemma 22 that \( L \circ \theta_Y \) is the identity. \( \square \)

We now sum up what we have proved so far. Let \((\Gamma, k)\) be a very composite negative colour scheme, that is, \( k_\lambda \geq 2 \) for all colours \( \lambda \). Let \( \Sigma \) be a compact, oriented surface of genus \( g \). We are going to describe the group \( DB_k(\Sigma, \Gamma) \) using a simple set of generators and relations. There are two sets of generators. For a pair of colours \( 1 \leq \lambda, \mu \leq r \) we define a generator \( b_{\lambda,\mu} \). Choose a set of generators \( a_\ell \) \((1 \leq \ell \leq 2g)\) for the free Abelian group \( H_1(\Sigma; \mathbb{Z}) \). For each \( \ell \) and each \( \lambda \), we introduce a generator \( a_{\lambda,\ell} \) (a copy of the 1-cycle \( a_\ell \) in colour \( \lambda \)).

**Theorem 44.** The divisor braid group \( DB_k(\Sigma, \Gamma) \) is isomorphic to the group generated by the symbols \( b_{\mu,\lambda}, a_{\lambda,\ell} \) with indices as described above, subject to the following relations:

1. \( b_{\mu,\lambda} b_{\lambda,\mu}' = b_{\lambda,\mu} b_{\mu,\lambda}' \)
2. \( b_{\lambda,\mu} = e \) (the neutral element) if there is no edge in \( \Gamma \) connecting \( \lambda \) and \( \mu \)
3. \( b_{\lambda,\mu} = b_{\mu,\lambda} \)
4. \( \prod_{\mu \neq \lambda} b_{\lambda,\mu}^{k_{\mu}} = e \)
5. \( b_{\lambda,\mu} a_{\mu,\ell} = a_{\mu,\ell} b_{\lambda,\mu} \)
6. \( a_{\lambda,\ell} a_{\lambda,\mu} a_{\lambda,\mu}' a_{\mu,\ell}^{-1} = b_{\lambda,\mu}^{i(\lambda,\mu,\ell)} \).

In the last relation, \( i(\cdot, \cdot, \cdot) \) denotes the intersection pairing in \( H_1(\Sigma; \mathbb{Z}) \).

**Proof.** According to Theorem 28 there is a central extension
\[
(46) \quad E_k(\Gamma) \to DB_k(\Sigma, \Gamma) \xrightarrow{h} H_1(\Sigma; \mathbb{Z})^{fr}.
\]
The group $H_1(\Sigma; \mathbb{Z})^{\oplus r}$ is a free Abelian group with $2gr$ generators. Let $G$ denote the group presented in the statement of the theorem. We define a homomorphism $\mathcal{L} : G \to DB_k(\Sigma, \Gamma)$ by setting
\[ \mathcal{L}(a_{\lambda,\ell}) = \alpha_{\lambda,\ell} \quad \text{and} \quad \mathcal{L}(b_{\lambda,\mu}) = \beta_{\lambda,\mu}. \]
We have to check that $\mathcal{L}$ respects the relations (i)–(vi). The first four relations are respected according to Lemma 30. According to Lemma 27, the fifth relation is satisfied. By Lemma 26, the last relation is also satisfied. We obtain a commutative diagram of not necessarily commutative groups with exact rows:
\[
\begin{array}{cccccc}
F_k(\Gamma)/R_k(\Gamma) & \xrightarrow{f} & G & \longrightarrow & G/\langle b_{\lambda,\mu}\rangle_{\lambda,\mu=1}^{\prime} & \longrightarrow & 0 \\
\mathcal{L} & & & & \mathcal{L} & & \\
0 & \longrightarrow & E_k(\Gamma) & \longrightarrow & DB_k(\Sigma, \Gamma) & \longrightarrow & H_1(\Sigma; \mathbb{Z})^{\oplus r} & \longrightarrow & 0
\end{array}
\]
According to Theorem 43 the map $\mathcal{L}$ is an isomorphism. From this and from the diagram it follows that the map $f$ is injective. It is easy to see that the right vertical map takes
\[ a_{\lambda,\ell} \mapsto (0, \ldots, 0, a_{\ell}, 0, \ldots, 0), \]
with the $a_{\ell}$ inserted into the summand corresponding to the colour $\lambda$, and is thus an isomorphism. It now follows from the five-lemma that $\mathcal{L}$ is an isomorphism. \square

7. THE CENTRE OF A VERY COMPOSITE DIVISOR BRAID GROUP

According to Theorem 43 if each $k_\lambda \geq 2$ (i.e. the negative colour scheme $(\Gamma, k)$ is very composite), the center $E_k(\Gamma)$ of a divisor braid group $DB_k(\Sigma, \Gamma)$ is isomorphic to the Abelian group
\[ D_k(\Gamma) := F_k(\Gamma)/R_k(\Gamma), \]
whose generators and relations were defined after Lemma 12. Note that this group is also defined if some $k_\lambda = 1$. In this section, we study in more detail how the quotient (47) depends on $\Gamma$ and $k$.

There are a few general statements. Consider maps of graphs $f : \Gamma' \to \Gamma$ with the property that if $\lambda, \mu \in Sk^0(\Gamma')$ and there is no edge between $f(\lambda)$ and $f(\mu)$ in $\Gamma$, then there is no edge between $\lambda$ and $\mu$ in $\Gamma'$. In particular, this condition is satisfied for the inclusion of a subgraph $\Gamma' \hookrightarrow \Gamma$. Another example is provided by transformations of graphs of the form
\[ (\partial \Delta)^{(\gamma)} \]
(associated to a Delzant polytope $\Delta$) induced by the blow-up of a fixed point of the torus action of $X = X_{Fan,\Delta}$; we shall provide some concrete examples at the end of this section. Recall that the assignment (48) is motivated by equation (28).

Given such a map $f$ and a negative colour scheme $(\Gamma, k)$, we can define an induced coloured degree $k' = f^*(k)$ for the source graph $\Gamma'$ by setting $k'_\lambda = k_{f(\lambda)}$. There is an induced homomorphism map $D_k(\Gamma') \to D_k(\Gamma)$ given on generators by $b_{\lambda,\mu} \mapsto b_{f(\lambda), f(\mu)}$.

**Remark 45.** Suppose that $\Gamma = \Gamma' \cup \Gamma''$ as a disjoint union. Then $(\Gamma, k)$ determines $k'$ (respectively $k''$) by restriction to $\Gamma'$ (respectively $\Gamma''$), and it is easy to see that the maps induced by the inclusions together define an isomorphism
\[ D_k(\Gamma) \cong D_{k'}(\Gamma') \oplus D_{k''}(\Gamma''). \]

From now on, and based on (49), we shall restrict our attention to connected graphs $\Gamma$ unless explicitly stated.
Example 46. Here is a very concrete illustration of the presence of torsion in the divisor braid group. The configuration space of three labelled points on the two-sphere is homotopy equivalent to \( \text{SO}(3) \). To see this, use that three distinct points on \( S^2 \) are on a unique plane in \( \mathbb{R}^3 \). In particular, the pure braid group \( \text{PB}_3(S^2) \) on three strands on \( S^2 \) is isomorphic to \( \mathbb{Z}_2 \). It follows that if \( \Gamma \) is the complete graph with \( r = 3 \) vertices and the genus of \( \Sigma \) is zero, then we have \( \beta_{\lambda,\mu} = \beta \) for each pair of distinct colours, a relation \( 2\beta = 0 \in D_{(1,1,1)}(\Gamma) \) and \( D_{(1,1,1)}(\Sigma, \Gamma) \cong \mathbb{Z}_2 \). The negative scheme in this example is not very composite, but \( D_k(\Sigma) \cong E_k(\Sigma) \) still holds.

7.1. The rank of the centre. The free part of \( D_k(\Gamma) \) is determined up to isomorphism by its rank. This equals the dimension over \( \mathbb{Q} \) of the rational vector space \( D_k(\Gamma) \otimes_{\mathbb{Z}} \mathbb{Q} \). This space can be recast as the \( r^2 \)-dimensional \( \mathbb{Q} \)-vector space \( F_r := F_k(\Gamma) \otimes_{\mathbb{Z}} \mathbb{Q} \) (which in fact depends only on the number of colours \( r \)), generated by the symbols \( b_{\lambda,\mu} \) for \( 1 \leq \lambda, \mu \leq r \), quotiented by the subspace \( R_k(\Gamma) \otimes_{\mathbb{Z}} \mathbb{Q} \) spanned by the relations (1)–(3) after Lemma 42. It follows that

\[
\text{rk} \ D_k(\Gamma) = r^2 - \dim_{\mathbb{Q}}(R_k(\Gamma) \otimes_{\mathbb{Z}} \mathbb{Q}).
\]

Lemma 47. The rank of the Abelian group \( D_k(\Gamma) \) does not depend on \( k \).

Proof. Let \( k \) and \( k' \) be two different coloured degrees associated to the same graph \( \Gamma \) with \( r \) vertices. They define two different subspaces \( R_k(\Gamma) \), \( R_{k'}(\Gamma) \) of the rational vector space \( F_r \). There exists an automorphism \( \varphi \) of \( F_r \) that restricts to an isomorphism between these two subspaces; in particular

\[
\varphi(R_k(\Gamma) \otimes \mathbb{Q}) = R_{k'}(\Gamma) \otimes \mathbb{Q}.
\]

This automorphism is given in the defining generators as

\[
\varphi(b_{\lambda,\mu}) = \frac{k'_\lambda k'_\mu}{k_\lambda k_\mu} b_{\lambda,\mu}.
\]

So we conclude from (50) that

\[
\text{rk} \ D_k(\Gamma) = \text{rk} \ D_{k'}(\Gamma).
\]

We now set \( D(\Gamma) := D_1(\Gamma) \) where \( 1 \) is the coloured degree with \( 1_\lambda = 1 \) for all colours \( \lambda \in \text{Sk}^0(\Gamma) \). The computation of the rank simplifies for this group and, by the previous lemma, it coincides with the rank of \( D_k(\Gamma) \) for general \( k \).

The remaining computation can be recast as a problem in cohomology as follows. Let \( C^0(\Gamma) \) be the \( \mathbb{Q} \)-vector space generated by the vertices of \( \Gamma \), and \( C^1(\Gamma) \) the \( \mathbb{Q} \)-vector space generated by the edges of \( \Gamma \). There is a unique \( \mathbb{Q} \)-linear map

\[
d(\Gamma) : C^0(\Gamma) \to C^1(\Gamma)
\]

associating to a given vertex the sum of all the edges incident to that vertex. As a consequence of Theorem 43 we have that the vector space \( D(\Gamma) \otimes_{\mathbb{Z}} \mathbb{Q} \) is isomorphic to the cokernel of this map (51).

Proposition 48. Let \( \Gamma \) be a connected graph with \( r \) vertices and \( s \) edges. Then

\[
\dim_{\mathbb{Q}} \text{coker}(d(\Gamma)) = \begin{cases} 
 s - r + 1 & \text{if } \Gamma \text{ is bipartite;} \\
 s - r & \text{if } \Gamma \text{ is not bipartite.}
\end{cases}
\]

Proof. We first determine the dimension of the kernel of the map \( d(\Gamma) \). A class \( \sum_{\lambda \in \text{Sk}^0(\Gamma)} a_\lambda \lambda \in C^0(\Gamma) \) is in this kernel if and only if the following condition holds:

If there is an edge between \( \lambda \) and \( \mu \), then \( a_\lambda = -a_\mu \).
Since $\Gamma$ is connected, the coefficients $a_\lambda$ all agree up to sign. A nontrivial element of the kernel determines a bipartitioning of $\Gamma$, according to whether the $a_\lambda$ are positive or negative at the vertices $\lambda$. Conversely, a bipartitioning of $\Gamma$ defines a nontrivial element of $\ker(d(\Gamma))$ (up to a nonzero scalar).

It follows that if $\Gamma$ is not bipartite, then $\ker(d(\Gamma)) = 0$. If $\Gamma$ has a bipartitioning, it is unique, hence $\dim \ker(d(\Gamma)) = 1$.

The proposition now follows from this and from the dimension formula. □

**Corollary 49.** Let $\Gamma$ be a graph with connected components $\Gamma_i$. Let the number of vertices in $\Gamma$ be $r$, the number of edges of $\Gamma$ be $s$, and the number of bipartite components $\Gamma_i$ be $t$. Then the rank of the group $D_k(\Gamma)$ is $s - r + t$.

**Proof.** If $\Gamma$ is connected, this is just the preceding proposition. In the general case, we reduce to the connected case using the sum formula (49). □

**Remark 50.** If $\Gamma$ is a connected graph, we observe that Corollary 49 implies that the group $D_k(\Gamma)$ is a finite group (independently of $k$) if and only if either of the following conditions is met:

- $\Gamma$ is a tree;
- $\Gamma$ contains a cycle of odd order, and if we remove an edge from that cycle, the remaining graph is a tree.

### 7.2. Torsion elements and Diophantine equations

In order to compute very composite divisor braid groups $DB_k(\Sigma, \Gamma)$, we would like to determine the corresponding finitely generated Abelian groups $D_k(\Gamma) \cong E_k(\Gamma)$, i.e. their central commutators. We have already found a simple formula for the rank of $D_k(\Gamma)$. To obtain the full abstract structure of the group, we still have to determine its torsion subgroup $\text{Tor} D_k(\Gamma)$.

The group $D_k(\Gamma)$ has been defined using generators and relations in (47), so determining its torsion subgroup is a purely algebraic question. This group is the cokernel of a map between free Abelian groups given by a matrix $D$ with integer coefficients. Given a connected negative colour scheme $(\Gamma, k)$, a computer can easily calculate the Smith form of $D$, which means that it can determine its cokernel. One interesting question is how this cokernel changes when one fixes the graph $\Gamma$ and varies the weights. We will make some preliminary remarks here, but the algebraic problem at hand turns out to have a surprisingly rich structure. We will return to this question in [17].

It is convenient to consider a slightly simpler presentation of the group. Let $F'(\Gamma)$ be the Abelian group generated by the symbols $v_{\lambda,\mu}$ for $1 \leq \lambda < \mu \leq r$, with the relations that $v_{\lambda,\mu} = 0$ if there is no edge in $\Gamma$ between the vertices $\lambda$ and $\mu$. Let

$$P'_\mu := \sum_{\lambda < \mu} k_\lambda v_{\lambda,\mu} + \sum_{\mu < \lambda} k_\mu v_{\mu,\lambda}$$

and let $R'_k(\Gamma) \subset F'(\Gamma)$ be the subgroup generated by the elements $P'_\mu$ for $1 \leq \mu \leq r$. Clearly, there is an isomorphism

$$F(\Gamma)/R_k(\Gamma) \xrightarrow{\approx} F'(\Gamma)/R'_k(\Gamma)$$

given on generators by $b_{\lambda,\mu} \mapsto v_{\lambda,\mu}$.

Now we consider $t \in F'(\Gamma)$ such that the reduction $[t] \in F'(\Gamma)/R'_k(\Gamma)$ is a torsion class of order $m \in \mathbb{Z}$, i.e. $mt \in R'_k(\Gamma)$. Let us denote the subgroup of all such elements by

$$R'_k(\Gamma) := \{ t \in F'(\Gamma) \mid \exists m \in \mathbb{N} \text{ such that } mt \in R'_k(\Gamma) \}.$$
It is easy to check that the inclusion $R'_k(\Gamma) \subset F'(\Gamma)$ induces an isomorphism from the quotient $R'_k(\Gamma)/R'_k(\Gamma)$ to the torsion subgroup of $F'(\Gamma)/R'_k(\Gamma)$.

Let us set $c = (c_\lambda)_{\lambda \in \text{Sk}^0(\Gamma)} = (c_1, \ldots, c_r)$ and define

$$C_k(\Gamma) := \{ c \in (\mathbb{Q}/\mathbb{Z})^{\oplus r} \mid k_\lambda c_\lambda + k_\mu c_\lambda = 0 \text{ if there is an edge between } \lambda \text{ and } \mu \}. \quad (52)$$

In the case where $\Gamma$ is a bipartite graph, there is a distinguished cyclic subgroup $\Delta_k(\Gamma) \subset C_k(\Gamma)$ generated by a solution of the form $([\pm \frac{1}{2}])_{\lambda \in \text{Sk}^0(\Gamma)}$, where the signs are given by the bipartitioning. Evidently, the subgroup itself does not depend on the choice of overall sign, as $C_k(\Gamma)$ is pure torsion. The order of $\Delta_k(\Gamma)$ is the least common multiple of the integers $k_\lambda$.

We are now ready to present the main result of this section.

**Theorem 51.** Let $(\Gamma, k)$ be a negative colour scheme on a connected graph. Then

$$\text{Tor } D_k(\Gamma) \cong \begin{cases} C_k(\Gamma)/\Delta_k(\Gamma) & \text{if } \Gamma \text{ is bipartite;} \\ C_k(\Gamma) & \text{if } \Gamma \text{ is not bipartite.} \end{cases}$$

**Proof.** We define a homomorphism $\phi : C_k(\Gamma) \to R'_k(\Gamma)/R'_k(\Gamma) \otimes \mathbb{Q}$ as follows. Let $c$ be an element of $C_k(\Gamma)$, represented by some $r$-tuple $(\tilde{c}_1, \ldots, \tilde{c}_r) \in \mathbb{Q}^{\oplus r}$. Let us set

$$\tilde{\phi}(\tilde{c}_1, \ldots, \tilde{c}_r) := \sum_{\lambda=1}^r \tilde{c}_\lambda P'_\lambda \in R'_k(\Gamma) \otimes \mathbb{Q}.$$ 

Actually, $\tilde{\phi}(\tilde{c}_1, \ldots, \tilde{c}_r) \in R'_k(\Gamma) \subset R'_k(\Gamma) \otimes \mathbb{Q}$. To see this, note that the coefficient in $\tilde{\phi}(\tilde{c}_1, \ldots, \tilde{c}_r)$ of the edge connecting $\mu$ and $\lambda$ is $k_\lambda \tilde{c}_\mu + k_\mu \tilde{c}_\lambda$, which is an integer, since $c \in C_k(\Gamma)$. We define $\phi(c)$ to be the equivalence class of $\tilde{\phi}(\tilde{c}_1, \ldots, \tilde{c}_r)$ in $R'_k(\Gamma)/R'_k(\Gamma)$. We need to check that this does not depend on the choice of representative $(\tilde{c}_1, \ldots, \tilde{c}_r)$. But $(\tilde{c}_1, \ldots, \tilde{c}_r)$ represents $0 \in C_k(\Gamma)$ exactly when each $\tilde{c}_\lambda$ is an integer. Then

$$\tilde{\phi}(\tilde{c}_1, \ldots, \tilde{c}_r) = \sum_{\lambda} \tilde{c}_\lambda P'_\lambda$$

is in $R'_k(\Gamma)$ by the definitions.

We now claim that the homomorphism $\phi$ is surjective. Let $t \in \tilde{R}'_k(\Gamma)$ with $mt \in R'_k(\Gamma)$, $m \in \mathbb{N}$. One can write

$$t \otimes 1 = \sum_{\lambda=1}^r P'_\lambda \otimes \frac{m_\lambda}{m} \in R'_k(\Gamma) \otimes \mathbb{Z} \mathbb{Q}$$

for suitable $m_\lambda \in \mathbb{Z}$. We see that $t = \tilde{\phi}(\frac{m_1}{m}, \ldots, \frac{m_r}{m})$, and it follows that $\phi$ is surjective.

Now we want to determine the kernel of $\phi$. Let $\phi(c) = 0$. Choose a representative $(\tilde{c}_1, \ldots, \tilde{c}_r) \in \mathbb{Q}^r$ such that $\tilde{\phi}(\tilde{c}_1, \ldots, \tilde{c}_r) = 0$ (this can easily be arranged). Then $\sum \lambda c_\lambda P'_\lambda = 0$ is a linear dependence of the classes $P'_\lambda$ over $\mathbb{Q}$. We can rewrite this dependence as

$$\sum_{\lambda<\mu} (k_\lambda \tilde{c}_\mu + k_\mu \tilde{c}_\lambda) = 0.$$ 

Equating coefficients, we get that

$$\frac{\tilde{c}_\lambda}{k_\lambda} + \frac{\tilde{c}_\mu}{k_\mu} = 0.$$

In particular, $|\frac{\tilde{c}_\lambda}{k_\lambda}|$ does not depend on $\lambda$. The sign of $\tilde{c}_\lambda$ does depend on $\lambda$ in such a way that if $\lambda$ and $\mu$ are connected by an edge, then $\tilde{c}_\lambda$ and $\tilde{c}_\mu$ have opposite signs. This determines a bipartitioning of $\Gamma$. Therefore, if $\Gamma$ is not bipartite, we need to have $\tilde{c}_\lambda = 0$. On the other hand, if $\Gamma$ has a bipartitioning, we see that the linear
dependence has to satisfy that \( \tilde{c}_\lambda = \pm \frac{s_k \lambda}{k} \), where the signs are determined by the bipartitioning. In our case we have the further condition that \( \tilde{c}_\lambda \in \mathbb{Z} \), which say that \( \tilde{c}_\lambda = \pm \frac{s' k}{\lambda} \), where the signs are determined by the bipartitioning, and with \( s' \in \mathbb{Z} \). This completes the proof.

The most obvious approach to the problem of determining the torsion in \( D_k(\Gamma) \) consists of keeping the graph \( \Gamma \) fixed, and varying the coloured degree \( k \); this is more in the spirit of the application motivated in Section 2. In the next section, we will explore some examples where it is possible to determine the group as a function of the integers \( k_{\lambda} \).

There is also the possibility of allowing the graph itself to change. There is some naturality occurring in this setting.

Let \( f : \Gamma \to \Gamma' \) be a map of graphs, in the sense given in the remarks preceding Section 7.1. Firstly, if \( k \) is a coloured degree for \( \Gamma \), it induces a coloured degree \( f_k \) on \( \Gamma' \) by the formula \( (f_k k)_{\lambda'} = \sum_{f(\lambda) = \lambda'} k_{\lambda} \). There is a map \( C_k(\Gamma) \to C_{f_k}(\Gamma') \) given by \( \{ c_{\lambda} \}_{\lambda \in SK^0(\Gamma)} \mapsto \{ c'_{\lambda'} \}_{\lambda' \in SK^0(\Gamma')} \) where \( c_{\lambda'} = \sum_{f(\lambda) = \lambda'} c_{\lambda} \).

Similarly, recall that a coloured degree \( k' \) on \( \Gamma' \) induces a coloured degree \( f^*k' \) on \( \Gamma \) where \( (f^*k')_{\lambda} = k'_{f(\lambda)} \). Now there is a map \( C_k(\Gamma') \to C_{f^*k'}(\Gamma) \) given by \( \{ c'_{\lambda'} \}_{\lambda' \in SK^0(\Gamma')} \mapsto \{ c_{\lambda} \}_{\lambda \in SK^0(\Gamma)} \) where \( c_{\lambda} = c_{f(\lambda)} \).

One can use standard methods of homological algebra to relate groups corresponding to different graphs, but in general it seems rather difficult to give explicit formulas for these groups.

8. A handful of examples from gauge theory

So far, the divisor braid groups that we have been considering were assigned to a general negative colour scheme \((\Gamma, k)\) and a closed Riemann surface \( \Sigma \). We will now discuss a few examples coming from gauge theory — i.e. divisor braid groups that are realised by the fundamental groups of moduli spaces of vortices in compact fibre bundles with typical toric fibre \( X \) over \( \Sigma \), as described in Section 2.

**Example 52.** We start by considering the only compact toric manifold in complex dimension one, \( X = \mathbb{P}^1 \). This can be obtained from a one-dimensional Delzant polytope \( \Delta \) with the shape of a real bounded closed interval. There are two facets in \( \Delta \) corresponding to the endpoints, and they are disjoint. Thus we recover the graph \( \Gamma = \bullet \longrightarrow \circ \) already discussed in Section 5.2. Theorem 57 gave a metabelian presentation \([10]\) of the divisor braid group \( DB_{(k_1, k_2)}(\Sigma, \bullet \longrightarrow \circ) \), whose finite cyclic centre \( \mathbb{Z}_{\gcd(k_1, k_2)} \) is determined from the integers \( k_1, k_2 > 1 \) through straightforward arithmetic.

**Example 53.** The simplest nontrivial example in complex dimension two corresponds to a Hirzebruch surface \( X = \mathbb{F}_h \), where \( h \in \mathbb{N}_0 \); its Delzant polytope \( \Delta \subset N_{\mathbb{R}} \) is disconnected.

![Figure 7. The graph \( \Gamma \) for a Hirzebruch surface \( X = \mathbb{F}_h \) is disconnected.](image-url)
a trapezium with right angles (possibly degenerating to a rectangle), see e.g. [24]. Accordingly, the graph $\Gamma$ consists of two edges, each of which connecting a pair of coloured vertices corresponding to opposite facets, as depicted in Figure 7. As a consequence of Remark 45 we obtain a factorisation
\[ DB_{(k_1,k_2,k_3,k_4)}(\Sigma, \Gamma) \cong DB_{(k_1,k_3)}(\Sigma, \bullet \rightarrow \circ) \times DB_{(k_2,k_4)}(\Sigma, \bullet \rightarrow \circ) \]
where the factors are the same divisor braid groups of Example 52 following a corresponding factorisation of the group centres. In the case $F_0 = \mathbb{P}^1 \times \mathbb{P}^1$, this result also follows from a factorisation of moduli spaces implied by the explicit description in Theorem 7, Proposition 8 and functoriality of $\pi_1$; but here we see that the divisor braid groups also factorise when the target is a nontrivial $\mathbb{P}^1$-bundle over $\mathbb{P}^1$ (i.e. $h \geq 1$). This example also illustrates that disconnected graphs $\Gamma$ may well arise from connected targets $X$ that are not Cartesian products.

Example 54. Consider a toric surface $X = Bl_x F_h$ obtained by blowing up a Hirzebruch surface (discussed in the previous example) at any of the four fixed points $x \in X$ of the 2-torus action. For a discussion of the symplectic blow-up at a fixed point, see e.g. [24]; under this operation, the Delzant polytope is chopped transversally near the vertex corresponding to the chosen fixed point, so in this way we obtain an irregular pentagon in our example.

The corresponding graph $\Gamma$ has five vertices (each corresponding to a side of the pentagon), which should be labelled with different colours; introducing edges to account for empty intersections of pairs of facets, a five-cycle emerges, which we prefer to depict as a pentagram like the one in Figure 8. The circular rainbow scale that we used to colour the vertices suggests the cyclic ordering of facets in the Delzant polytope, while the disposition of vertices and edges renders the comparison with Figure 7 more immediate (the green vertex corresponds to the facet created by the blow-up). Unlike Examples 52 and 53, this graph is not bipartite; but since its vertices and edges are equal in number, by Corollary 49 it gives rise to a finite centre as in the previous examples.

The order of the centre $E_k(\Gamma) = D_k(\Gamma)$ in this case is given by the product
\[ 2 \gcd(k_1,k_2,k_3,k_4,k_5) \prod_{\lambda=1}^5 k_\lambda. \]
However, the precise structure of this group is quite intricate, bifurcating over certain conditions that involve valuations. We illustrate this with some examples in the following table.
Example 55. Let us take the toric threefold $X = \text{Bl}_x(P^1)^3$ obtained by blowing up the Cartesian product of three projective lines at any of the eight fixed points.

$$k = (k_1, k_2, k_3, k_4, k_5)$$

| $D_k(\Gamma)$ |
|-----------------|
| $Z_{2^{k_1+1}} \oplus Z_{2^{k_2+1}}$ |
| $Z_{2^{k_3+1}} \oplus Z_{2^{k_4+1}}$ |
| $Z_{2^{k_5+1}} \oplus Z_{2^{k_6+1}}$ |
| $Z_{2^{k_7+1}} \oplus Z_{2^{k_8+1}}$ |

**Figure 9.** The graph $\Gamma$ for the threefold $X = \text{Bl}_x(P^1)^3$ is a tree.

It is easy to see that the corresponding graph $\Gamma$ is the tree of three branches depicted in Figure 9. The trivalent white vertex corresponds to the facet introduced by the blow-up. This graph is bipartite and the centre is once again a finite group.

For a coloured degree $k$ with components as indicated in Figure 9, the order of this group is $(k_1k_2k_3)(k_7)^2\gcd(k_1, k_2, k_3, k_4, k_5, k_6, k_7)$. Again, resolving its structure is an intricate problem, for which some solutions are given in the table below.

$$k = (k_1, k_2, k_3, k_4, k_5, k_6, k_7)$$

| $D_k(\Gamma)$ |
|-----------------|
| $Z_{2^{k_1+1}} \oplus Z_{2^{k_2+1}}$ |
| $Z_{2^{k_3+1}} \oplus Z_{2^{k_4+1}}$ |
| $Z_{2^{k_5+1}} \oplus Z_{2^{k_6+1}}$ |
| $Z_{2^{k_7+1}} \oplus Z_{2^{k_8+1}}$ |

Example 56. Finally, we consider targets of the type $X = \text{Bl}_{(x,x')} (P^1)^3$, obtained by blowing up an additional fixed point $x' \neq x$ of the obvious $(S^1)^3$-action in the previous example. There are three distinct cases to consider, which are depicted in Figure 10. The colouring of the vertices was chosen so as to facilitate comparison with the graph of Figure 9; in each graph, the facet introduced by the second blow-up is represented by the black vertex. Note that all these are connected graphs with eight vertices and ten edges, hence they give rise to divisor braid groups with infinite centres, in contrast with all the previous examples.
We shall argue that, for very composite BPS charges \( h \), this can be given in terms of objects that are familiar from noncommutative geometry [28, 43].

The torsion groups are even more complicated now, and even presenting a formula for their order would be fairly complicated. We restrict ourselves to a few illustrative examples in the following table: 

| \( k = (k_1, k_2, \ldots, k_8) \) | Tor \( D_k(\Gamma_{(i)}) \) | Tor \( D_k(\Gamma_{(ii)}) \) | Tor \( D_k(\Gamma_{(iii)}) \) |
|-----------------------------|------------------------|------------------------|------------------------|
| \((3, 5, 7, 11, 13, 17, 19, 23)\) | \( \{0\} \) | \( \mathbb{Z}_{2,5,19-23} \oplus \mathbb{Z}_5 \) | \( \mathbb{Z}_{2,3,5-19,23} \) |
| \((2, 3, 3, 3, 3, 3, 5, 7)\) | \( \{0\} \) | \( \mathbb{Z}_{2,3,5-7} \oplus \mathbb{Z}_3 \) | \( \mathbb{Z}_{2,3,5-7} \oplus \mathbb{Z}_2 \) |
| \((2, 2, 3, 3, 3, 3, 3, 5)\) | \( \mathbb{Z}_3^{\oplus 3} \) | \( \mathbb{Z}_{2,2,3,3} \oplus \mathbb{Z}_{2,3,3} \oplus \mathbb{Z}_3 \) | \( \mathbb{Z}_{2,2,3,3} \oplus \mathbb{Z}_{2,3,3} \oplus \mathbb{Z}_2 \) |
| \((2, 2, 2, 2^2, 2^2, 2^2, 2^2, 3)\) | \( \mathbb{Z}_3^{\oplus 3} \) | \( \mathbb{Z}_{2,3,3,3} \oplus \mathbb{Z}_{2,3,3} \oplus \mathbb{Z}_3 \) | \( \mathbb{Z}_{2,3,3,3} \oplus \mathbb{Z}_{2,3,3} \oplus \mathbb{Z}_2 \) |
| \((2^3, 2, 3, 3, 3, 3, 2^5, 5)\) | \( \{0\} \) | \( \mathbb{Z}_{2,5} \oplus \mathbb{Z}_2 \) | \( \mathbb{Z}_{2,5} \oplus \mathbb{Z}_2 \) |
| \((2^3, 2^2, 3, 3, 3, 3, 2^5, 5)\) | \( \{0\} \) | \( \mathbb{Z}_{2,5}^{\oplus 2} \oplus \mathbb{Z}_3 \) | \( \mathbb{Z}_{2,5}^{\oplus 2} \oplus \mathbb{Z}_3 \) |
We shall describe the von Neumann algebras \( \mathcal{N}(DB_k(\Sigma, \Gamma)) \) of our divisor braid groups (assumed to be very composite) in three stages. First, we deal with the two-colour case \( \Gamma = \bullet \rightarrow \circ \); if we let \( k_1 = k(\bullet) \) and \( k_2 = k(\circ) \), we already know that \( E_k(\bullet \rightarrow \circ) = \mathbb{Z}_k \) with \( k := \gcd(k_1, k_2) \) from our discussion in Section 3.2, and this will lead to totally explicit formulas. In a second stage, we consider the case where \( \Gamma \) is more general but still leads to a finite group \( E_k(\Gamma) \). Finally, we describe the general situation where \( E_k(\Gamma) \) may be infinite.

Consider the case \( \Gamma = \bullet \rightarrow \circ \), and let us simplify the notation in Theorem 33 by denoting \( \beta = \beta_{1,2} \). We shall write \( R := C[DB_k(\Sigma, \bullet \rightarrow \circ)] \) for the group ring, and \( \bar{R} = C^*(DB_k(\Sigma, \bullet \rightarrow \circ)) \) for the reduced group \( C^* \)-algebra, that is, the completion of \( R \) with respect to the operator norm of bounded operators on the Hilbert space \( \ell^2(DB_k(\Sigma, \bullet \rightarrow \circ)) \) where \( DB_k(\Sigma, \bullet \rightarrow \circ) \) acts via the left-regular representation \( \pi_L \) (see e.g. Section 2.6 of [38]). Let \( \zeta \) be a fixed primitive \( k \)th root of unity.

**Lemma 57.** The central elements in \( R \) given by

\[
\beta_j := \frac{1}{k} \sum_{i=0}^{k-1} \zeta^{ij} \beta^i, \quad j = 0, \ldots, k-1
\]

are idempotent (i.e. \( (\beta_j)^2 = \beta_j \)), and they satisfy

\[
\beta_j \beta_{j'} = 0 \text{ for } j \neq j' \quad \text{and} \quad \sum_{j=0}^{k-1} \beta_j = e.
\]

**Proof.** The action of the centre \( E_k(\Sigma, \bullet \rightarrow \circ) \cong \mathbb{Z}_k \) (generated by \( \beta \)) on its group algebra yields a \( k \)-dimensional representation which splits into cyclic sums, and [38] is a formula for the projector onto the summand where \( \beta \) acts with character \( \zeta^j \) (see e.g. §2.4 in [38]). We observe that all the formulas in the lemma are standard properties of these projectors. \( \square \)

For each \( 0 \leq j \leq k-1 \), we have a surjective ring homomorphism \( m_{\beta_j} : R \rightarrow \beta_j R \) given by multiplication \( \gamma \mapsto \beta_j \gamma \); this follows from the idempotency of \( \beta_j \), which plays the role of unit in the target ring \( \beta_j R \). Lemma 57 shows that these \( k \) homomorphisms fit together to provide an isomorphism to the product ring

\[
R \cong \prod_{i=0}^{k-1} (\beta_j R).
\]

We are interested in the composed ring extension

\[
R \hookrightarrow \bar{R} \hookrightarrow \bar{R}'' := \mathcal{N}(DB_k(\Sigma, \Gamma)) =: \mathcal{N},
\]

corresponding to a completion with respect to the weak operator topology. The isomorphism [38] induces a splitting \( \mathcal{N} \cong \prod_{j=0}^{k-1} \mathcal{N}_j \), where each \( \mathcal{N}_j \) can be understood as the bicommutant of the target \( C^* \)-algebra \( \beta_j \bar{R} \subset \bar{R} \) inside \( \mathcal{B}(\ell^2(DB_k(\Sigma, \bullet \rightarrow \circ))) \). These algebras also have the following description.

**Proposition 58.** Each factor \( \mathcal{N}_j \) with \( j \neq 0 \) is the enveloping von Neumann algebra of a noncommutative torus of dimension \( 4g \), generated by unitaries \( U_{\lambda, \ell}(j) \) (for \( \lambda = 1, 2 \) and \( \ell = 1, \ldots, 2g \)) satisfying the relations

\[
U_{\lambda, \ell}(j) U_{\lambda', \ell'}(j) = \exp \left( 2\pi i \vartheta^{\lambda, \ell}_{\lambda', \ell'}(j) \right) U_{\lambda', \ell'}(j) U_{\lambda, \ell}(j),
\]

where

\[
\vartheta^{\lambda, \ell}_{\lambda', \ell'}(j) = \frac{j}{k} (1 - \delta_{\lambda, \lambda'}) J_{\ell, \ell'};
\]
\[ \delta \text{ is the Kronecker delta and } J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \text{ the standard } 2g \times 2g \text{ symplectic matrix.} \]

The factor \( N_0 \) is the commutative von Neumann algebra
\[ N_0 \cong N(H_1(\Sigma; \mathbb{Z}^2)) \cong L^\infty(\text{Pic}^0(\Sigma)^{\oplus 2}). \]

**Proof.** Fixing \( j \neq 0 \), we will show that \( \beta_j \bar{R} \) realises the noncommutative torus in the statement of the theorem (see e.g. [66] or [43] for the definition in terms of presentations of \( C^* \)-algebras); then the statement about \( N_j \) follows from the uniqueness of the enveloping von Neumann algebra (see [33], 12.1.5).

A consequence of Theorem [23] is that the group \( DB_k(\Sigma, \Gamma) \) is amenable (since both \( E_k(\Sigma) \) and \( H_1(\Sigma; \mathbb{Z}^2) \) are); see Section 2.6 in [23]. Amenability is equivalent (by Theorem 2.6.8 in [23]) to the condition that the reduced group \( C^* \)-algebra \( \bar{R} \) is isomorphic to the universal group \( C^* \)-algebra \( \bar{R} \) obtained by completing \( \bar{R} \) with respect to the norm \( \| u \|_{\text{univ}} := \sup_{\gamma \in \Gamma} \| u(\gamma) \|_{\mathcal{B}(H_u)} \), where the supremum is taken with respect to cyclic \( * \)-representations \( u \) of \( \bar{R} \) (uniquely extending unitary representations of \( DB_k(\Sigma, \bullet \rightarrow \circ) \) on some Hilbert space \( H_u \).

Suppose that a unitary representation of \( DB_k(\Sigma, \bullet \rightarrow \circ) \) on some Hilbert space \( \mathcal{H} \) is given such that the induced \( * \)-homomorphism \( \pi : R \rightarrow \mathcal{B}(\mathcal{H}) \) factors through \( m_{\beta_j} : R \rightarrow \beta_j R \), as in the bottom row of the diagram
\[
\begin{array}{c}
\bar{R} \\
m_{\beta_j} \downarrow \quad \downarrow \beta_j \bar{R} \\
R \quad \downarrow \beta_j R \\
\rho \downarrow B(\mathcal{H})
\end{array}
\]

The vertical arrows correspond to the completion to reduced group \( C^* \)-algebras, but since \( \bar{R} \cong \bar{R} \), we obtain by universality (see Proposition 2.5.2 of [23]) a \( * \)-homomorphism \( \bar{\pi} : \bar{R} \rightarrow \mathcal{B}(\mathcal{H}) \) lifting the given \( \pi = \rho \circ m_{\beta_j} \), i.e. \( \bar{\pi} \circ \bar{i} = \pi \). Now we claim that this \( \bar{\pi} \) factors through a map \( \bar{\rho} \) corresponding to the dotted arrow in the diagram. To see this, we observe that taking any \( 0 \leq j' \leq k - 1 \) with \( j' \neq j \) leads to
\[
\bar{\pi}(\beta_j')\bar{\gamma} = \bar{\pi}(\beta_j')\bar{\pi}(\bar{\gamma}) = \pi(\beta_j')\bar{\pi}(\bar{\gamma}) = 0 \pi(\bar{\gamma}) = 0
\]
for any \( \bar{\gamma} \in \bar{R} \), and refer to Lemma [33].

To establish that \( \beta_j \bar{R} \) is the noncommutative torus in the statement, it remains to check that the relations [23] and [33] match up with the presentation of the divisor braid group given in Theorem [41]. Under an identification of unitaries \( \beta_j \alpha_{\lambda,\ell} \mapsto U_{\lambda,\ell}(j) \), one has
\[
\beta_j \alpha_{\lambda,\ell}^{-1} = \frac{1}{k} \sum_{i=1}^{k} \zeta^{ij} \beta_j \alpha_{\lambda,\ell}^{-1} = \frac{1}{k} \sum_{i=1}^{k} \zeta^{(k-i)j} \beta_j \alpha_{\lambda,\ell}^{-1} = \frac{1}{k} \sum_{i=1}^{k} \zeta^{-ij} \beta_j \alpha_{\lambda,\ell}^{-1} = (\beta_j \alpha_{\lambda,\ell})^* \mapsto U_{\lambda,\ell}^*,
\]
\[
\beta_j = (\beta_j)^4 = (\beta_j)^4[\alpha_{1,1}, \alpha_{1,1}] = \beta_j \alpha_{1,1} \beta_j \alpha_{1,1} \beta_j \alpha_{1,1}^{-1} \beta_j \alpha_{1,1}^{-1} \mapsto (U_{1,1}(j))^2(U_{1,1}(j))^2 = I
\]
generators $U$ itself can be naturally interpreted as a product of two copies of the complex torus configurations on that torus (identified whenever they agree almost everywhere). The torus we assume that this group has finite centre. If $\Sigma$ as required.

Thus such an identification extends to a $*$-homomorphism from $\beta_j \tilde R$ to any representation of the noncommutative torus with $4g$ unitary generators $U_{\lambda, \ell}(j)$ and relations as required.

The same argument can be followed through in the case $j = 0$, but now all the generators $U_{\lambda, \ell}(0)$ commute; thus they can be modelled on multiplication by the coordinate functions of a $4g$-dimensional torus, acting on the space of all bounded functions on that torus (identified whenever they agree almost everywhere). The torus itself can be naturally interpreted as a product of two copies of the complex torus $\text{Pic}^0(\Sigma)$ of topologically trivial holomorphic line bundles (or flat $U(1)$-connections) on the Riemann surface $\Sigma$. The isomorphisms in (58) are standard from Fourier analysis.

It is clear that the statement in this proposition generalises in an almost obvious fashion to any very composite divisor braid group $DB_k(\Sigma, \Gamma)$ as in Theorem 24 if we assume that this group has finite centre. If $r = |\text{Sk}^0(\Gamma)|$ is the number of colours as before, then the associated von Neumann algebra $\mathcal{N}(DB_k(\Sigma, \Gamma))$ is a finite product of $2gr$-dimensional noncommutative tori $\mathcal{N}_\chi$ over the group of characters $E_k(\Gamma)^*$ of the centre, but with a commutative factor $\mathcal{N}_0 = L^\infty(\text{Pic}^0(\Sigma)^{\oplus r})$ over the trivial character $\chi = 0$; all these tori $\mathcal{N}_\chi$ (as many as the order of the centre) have rational noncommutative parameters. These can be described in relation to any basis of $H_1(\Sigma; \mathbb{Z})$ by quantities
\[
\vartheta^\lambda_{\lambda'}(\chi) \in \mathbb{Q}, \quad \text{for } \lambda, \lambda' = 1, \ldots, r, \ell, \ell' = 1, \ldots, 2g \text{ and } \chi \in E_k(\Gamma)^*.
\]

Once again, the square matrices $[\vartheta^\lambda_{\lambda'}(\chi)^{\oplus 2g}_{\lambda, \ell, \lambda', \ell'}]$ are skew-symmetric under swapping $\ell \leftrightarrow \ell'$, symmetric under swapping $\lambda \leftrightarrow \lambda'$, and have zero entries for $\lambda = \lambda'$. Understanding their dependence on $\chi$ is equivalent to the calculation of the torsion group $E_k(\Gamma)$, as discussed in Section 7.2. A computation of $E_k(\Gamma)$ in the sense of primary decomposition (see e.g. [47], Theorem 8.14) leads to a description of the Pontryagin dual $E_k(\Gamma)^*$ (see [47], Chapter 4) as a sum of finite cyclic groups. Then one may choose a symplectic basis for $H_1(\Sigma; \mathbb{Z})$, factorise the von Neumann algebra over the set of primary cyclic summands, and refer to Proposition 58 for a concrete description of the corresponding splitting as finite product of noncommutative tori.

Our final result describes what happens in the general case, allowing for a centre $E_k(\Gamma)$ of the divisor braid group with nontrivial free part.

**Theorem 59.** Let $(\Gamma, k)$ be a very composite negative colour scheme in $r$ colours. Then there is a product decomposition
\[
(59) \quad \mathcal{N}(DB_k(\Sigma, \Gamma)) = \prod_{\chi \in (\text{Tor} E_k(\Gamma))^r} \int_{U(1)^{\oplus k} E_k(\Gamma)} \mathcal{N}_{\chi, u} \, du
\]
over the Pontryagin dual of the centre $E_k(\Gamma)$, where $\mathcal{N}_{\chi, u}$ is the enveloping von Neumann algebra of a $2gr$-dimensional noncommutative torus generated by unitaries $U_{\lambda, \ell}(\chi, u)$ ($\lambda = 1, \ldots, r$ and $\ell = 1, \ldots, 2g$) for $(\chi, u) \neq (0, (1, \ldots, 1))$, and $\mathcal{N}_0, (1, \ldots, 1) \cong L^\infty(\text{Pic}^0(\Sigma)^{\oplus r})$. In (59), a presentation of the noncommutative torus
associated to $N_{\chi,u}$ with rational noncommutative parameters $\vartheta_{\chi'}^\lambda\ell(\chi,u)$ in all the relations

$$U_{\lambda,\ell}(\chi,u)U_{\lambda',\ell'}(\chi,u) = \exp\left(2\pi i \vartheta_{\chi'}^\lambda \ell(\chi,u)\right)U_{\lambda',\ell'}(\chi,u)U_{\lambda,\ell}(\chi,u)$$

can be given if and only if $u$ is a torsion element of the $rk E_k(\Gamma)$-torus.

Proof. The first product in (59) corresponds to the factorisation sketched after Proposition 58; it can be obtained by considering the elements of $C[\text{Tor } E_k(\Gamma)]$ in analogy to (53). The idempotents (60) provide projection relations (61)

$$\beta^2 = \beta, \quad \beta\beta' = 0 \text{ for } \chi \neq \chi' \quad \text{and} \quad \sum_{\chi \in (\text{Tor } E_k(\Gamma))^*} \beta(\chi) = e$$

can be checked exactly as in Lemma 57. The idempotents (60) provide projection operators in the reduced group $C^*$-algebra acting on the Hilbert space $H := \ell^2(DB_k(\Sigma,\Gamma))$, and taking the bicommutant of their ranges we obtain von Neumann subalgebras $N_{\chi} = \beta(\cdot)N(DB_k(\Sigma,\Gamma))\beta(\cdot)$, as well as a finite product decomposition $N(DB_k(\Sigma,\Gamma)) \cong \prod_{\chi \in (\text{Tor } E_k(\Gamma))^*} N_{\chi}$, which parallels our discussion in the two-colour case.

To factorise $N_{\chi}$ (or the corresponding factors of the group $C^*$-algebra) further, we need to employ the characters of the free part of the centre; however, they do not supply a family of mutually orthogonal projectors as in the discussion of the torsion part (see [34], Section 2 of Chapter I in Part I). Instead, one needs to recast each $N_{\chi}$ as a (measurable) field of von Neumann algebras (see also [34], Chapter 3 in Part II) over the torus $U(1)^{rk E_k(\Gamma)}$ equipped with its Haar measure.

The decomposition of each $N_{\chi}$ as a field of von Neumann algebras can be achieved via the spectral decomposition of the Cartan subalgebra

$$A_{\chi} := N_{\chi} \cap N'_{\chi} < N_{\chi}.$$This construction can be understood via the technique of virtual eigenvectors introduced originally by von Neumann, and which is presented in some detail in part (i) of Section 24 (in §6) of Chapter XI in reference [11]. Applying this machinery, one decomposes the subspace $H_{\chi} := \pi_L(\beta(\cdot)) < H$, where the operators representing $\beta \in \text{Tor } E_k(\Gamma)$ act via the character $\chi$, as a direct integral of Hilbert spaces (see part (ii) of the same Section in [11]) over the spectrum (i.e. space of maximal ideals) of $A_{\chi}$. Because $A_{\chi} \cong N(\mathbb{Z}^{\Gamma}E_k(\Gamma))$, this spectrum can be identified with the torus $U(1)^{rk E_k(\Gamma)}$ (see e.g. §19 and Chapter IV in reference [40]), so one obtains a direct integral splitting

$$H_{\chi} = \int_{U(1)^{rk E_k(\Gamma)}} H_{\chi}(u) \, du.$$Strictly speaking, in the general theory the factors $H_{\chi}(u)$ depend on a choice of measure, but one can make this choice natural by taking $du$ in (62) to be the normalised (probability) Haar measure on $U(1)^{rk E_k(\Gamma)}$ (see §24 of [10]).

The orthogonal decomposition $H = \bigoplus_{\chi \in (\text{Tor } E_k(\Gamma))^*} H_{\chi}$ obtained from the projectors $\beta(\cdot)$, together with (62), combine into a splitting of the whole of $H$ for which all the operators $\pi_L(\beta) \in B(H)$ for $\beta \in E_k(\Gamma)$ are diagonal, and thereby the $C^*$-algebra of the centre identifies with the algebra of continuous functions on its Pontryagin
dual \((\text{Tor } E_k(\Gamma))^* \times U(1)^{rk E_k(\Gamma)}\). Let us denote by \(\beta^t \in \text{Tor } E_k(\Gamma)\) the torsion component of an element \(\beta \in E_k(\Gamma)\). Then by construction \(H_\chi\) is an invariant subspace for \(\pi_L(\beta)\) and

\[
\pi_L(\beta)|_{H_\chi} = e^{i\chi(\beta^t)} \int_{U(1)^{rk E_k(\Gamma)}} u(\beta - \beta^t) id_{H_\chi}(u) \, du.
\]

As anticipated in the statement of our theorem, in \([63]\) we are using multiplicative notation for characters \(u\) of the free part of the centre \(E_k(\Gamma)\) for convenience (see §21 in \([40]\)), but still using additive notation for the torsion part.

More generally, any operator \(\pi_L(\alpha) \in \mathcal{B}(\mathcal{H})\) for \(\alpha \in DB_k(\Gamma)\) decomposes with respect to the splitting obtained for \(\mathcal{H}\); i.e. each \(H_\chi\) is invariant for \(\pi_L(\alpha)\) and

\[
\pi(\alpha)|_{H_\chi} = \int_{U(1)^{rk E_k(\Gamma)}} U_\chi(u) \, du,
\]

where \(U_\chi(u)\) is a unitary operator on \(H_\chi(u)\) for each \(u \in U(1)^{rk E_k(\Gamma)}\). This follows directly from Theorem 1 in §2.5 of Part II of reference \([34]\), as these operators generate the commutant of \(C^*(E_k(\Gamma))\). By von Neumann’s bicommutant theorem (see e.g. Theorem 1.2.1 in \([6]\)), these operators generate the group von Neumann algebra of \(DB_k(\Gamma)\), hence the decomposition \([59]\) follows.

To obtain a more precise description of each integrand \(\mathcal{N}_{\chi, u}\), we proceed in analogy with our argument in Proposition \([58]\). Recall from Theorem \([44]\) that a set of generators of the divisor braid group can be written as \(\alpha_{\lambda, \ell} \in DB_k(\Gamma)\), for \(\lambda \in S_k^0(\Gamma)\) and \(\ell\) an index for a \(\mathbb{Z}\)-basis of \(H_1(\Sigma; \mathbb{Z})\) (which we assume symplectic). For a fixed character \(\chi\) of Tor \(E_k(\Gamma)\), consider the measurable field \(C_\chi\) of \(C^\ast\)-algebras over \(U(1)^{rk E_k(\Gamma)}\) generated by unitaries \(U_{\lambda, \ell}(\chi) = \int_{U(1)^{rk E_k(\Gamma)}} U_{\lambda, \ell}(\chi, u) \, du\) with labels as above, and whose commutators are assumed diagonalisable:

\[
[U_{\lambda, \ell}(\chi), U_{\lambda', \ell'}(\chi)] = \int_{U(1)^{rk E_k(\Gamma)}} \exp \left(2\pi i \vartheta_{\lambda, \ell, \lambda', \ell'}(\chi, u)\right) I(u) \, du.
\]

Then the assignment \(\pi(\alpha_{\lambda, \ell})|_{H_\chi} \mapsto U_{\lambda, \ell}(\chi)\) provides an isomorphism \(\mathcal{N}_\chi \cong C_\chi\) if one sets

\[
\vartheta_{\lambda, \ell, \lambda', \ell'}(\chi, u) = \frac{J_{\ell, \ell'}}{2\pi} \chi([\alpha_{\lambda, \ell}, \alpha_{\lambda', \ell'}]^t) \arg u([\alpha_{\lambda, \ell}, \alpha_{\lambda', \ell'}] - [\alpha_{\lambda, \ell}, \alpha_{\lambda', \ell'}]^t).
\]

From this equality, we deduce all the remaining assertions in the statement of the theorem.

\[\square\]
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