Spectral excitations of ultracold gases of bosonic atoms trapped in one-dimensional optical lattices with disorder are investigated by means of the variational cluster approach applied to the Bose-Hubbard model. Qualitatively different disorder distributions typically employed in experiments are considered. The computed spectra exhibit a strong dependence on the shape of the disorder distribution and the disorder strength. We compare alternative results for the Mott gap obtained from its formal definition and from the minimum peak distance, which is the quantity available from experiments.
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I. INTRODUCTION

Interacting many-body systems with disorder are fascinating and challenging from both the experimental as well as the theoretical point of view. Understanding disordered systems has been of great interest ever since the pioneering works on the Bose-Hubbard (BH) model [1], which describes strongly interacting lattice bosons. Originally, the disordered BH model has been used to approximately describe various condensed matter systems, such as superfluid helium absorbed in porous media [2,3], superfluid films on substrates [4], and Josephson junction arrays [5]. However, seminal experiments on ultracold gases of atoms trapped in optical lattices shed new light on interacting bosonic many-body systems, as these systems provide a direct experimental realization of the BH model [6,7]. Intriguingly, these experiments allow to observe quantum many-body phenomena, such as the quantum phase transition from a superfluid to a Mott state [8]. The condensate of atoms can be driven across this phase transition by gradually increasing the laser beam intensity, which is directly related to the depth of the potential wells. There is a large experimental control over the system parameters such as the particle number or lattice depth, and in addition the parameters are tuneable over a wide range. While optical lattices provide a very clean experimental realization of strongly correlated lattice bosons, they can be used to study disordered systems on a very high level of control as well. Disorder can be added to the regular optical lattice by several techniques, such as by superposing additional optical lattices with shifted wavelength and beam angles [9–14], laser speckle fields [15–18], or including atoms of a different species acting as impurities [19].

The disordered BH model has been widely investigated in the literature. Most of the work has been devoted to study the phase transitions occurring in the disordered BH model [20–35]. At zero temperature the ground-state phase diagram depending on the chemical potential, the tunneling probability of the particles and the disorder strength, consists of three different phases: the Mott insulating, the superfluid, and the Bose glass phase. The first two phases are already present in the pure BH model, while the latter is a distinct feature of the disordered system. The Bose glass phase is characterized by being gapless and compressible, however, due to disorder the phase coherence does not extend over the entire system in contrast to the superfluid phase. While the phase diagram of the disordered BH model has been extensively studied, up to now spectral properties have not yet been investigated theoretically, even though they are experimentally accessible by Bragg spectroscopy, which allows to extract the wave vector dependent excitation energies of the system [36–38]. For low-energy excitations (typically $\omega/2\pi \lesssim 10 \text{ kHz}$) the response of the Bragg spectroscopy is ascribed to the structure factor, which corresponds to density fluctuations, whereas, for high excitation energies ($\omega/2\pi \gtrsim 30 \text{ kHz}$) the single-particle spectral function can be extracted [39,40]. In this case, atoms excited into high-energy bands are not expected to interact with the lower bands. Therefore, the measured spectrum describes a convolution (without vertex corrections) of the density of states of the lower occupied with the upper unoccupied band. From this convolution the spectral function of the lower strong-correlated bands can be extracted [39].

In the present paper we study in detail the spectral properties of bosonic atoms in a disordered optical lattice, modeled by the one-dimensional BH model in which, for simplicity, the harmonic trap potential has been neglected. We focus on the strongly correlated regime and evaluate spectral properties for the hopping strength to the on-site interaction ratio of size $t/U = 0.05$. This ratio corresponds to an optical lattice depth of $11E_B$, where $E_B$ is the recoil energy [41]. To evaluate this depth we considered laser beams with wavelength $\lambda = 830 \text{ nm}$ and the scattering length of rubidium $a_s \approx 5 \text{ nm}$. In particular, we focus on the similarities and differences between the two common experimental methods used to induce disorder: (i) superposition of two laser fields with incommensurate wave vectors on the one hand, and (ii) the addition of a laser speckle field on the other hand. The disordered BH model and the disorder distributions generated by the two experimental methods are introduced in Sec. II.

We investigate the spectral properties of the disordered BH model numerically using the variational cluster approach [42]. In this work we present an application of the variational cluster approach on disordered, interacting many-body systems. A description of the method is given in Sec. III. Our results on the excitations of the disordered BH model are presented in Sec. IV. The crucial point about our investigations is...
II. DISORDERED BOSE-HUBBARD MODEL

The Hamiltonian of the BH model with on-site disorder [1] is given by

\[ \hat{H} = -t \sum_{\langle i, j \rangle} b_i^\dagger b_j + \frac{U}{2} \sum_i \hat{n}_i(\hat{n}_i - 1) + \sum_i (\epsilon_i - \mu)\hat{n}_i, \]

(1)

where the operators \( b_i^\dagger \) (\( b_i \)) create (annihilate) bosonic particles at lattice site \( i \). The first sum in Eq. (1) is restricted to nearest-neighbor sites. The hopping strength is denoted as \( t \), \( U \) is the on-site repulsion, and \( \mu \) stands for the chemical potential, which controls the total particle number \( \hat{N}_p = \sum_i \hat{n}_i = \sum_i b_i^\dagger b_i \). The site-dependent random variable \( \epsilon_i \) introduces disorder. In the following calculations and discussions we use the local interaction \( U \) as unit of energy.

One sample-configuration of disorder is denoted as \( \eta = (\epsilon_1, \epsilon_2, \ldots, \epsilon_N) \), where \( N \) is the number of lattice sites. The disorder modifies locally the depth of the optical lattice, see Fig. 1 for illustration. Random disorder is distributed according to a given probability distribution function (pdf) \( p(\eta) \), which has to satisfy the normalization condition \( \int p(\eta) d\eta = 1 \).

The average of a quantity \( \langle X \rangle_\eta \) with respect to the pdf \( p(\eta) \) is given by \( X_\eta = \langle X \rangle_\eta = \int p(\eta) X_\eta d\eta \). We consider \( \epsilon_i \) as identically and independently distributed random variables leading to \( p(\eta) = \prod_{i=1}^N q(\epsilon_i) \), where \( q(\epsilon_i) \) is a pdf describing the disorder generated in the experiment. Experimentally, there are two main ways of introducing disorder, corresponding to two different pdf’s. On the one hand, superposing two incommensurate optical lattices yields a shifted \( \beta \) distribution as demonstrated in Appendix. The distribution is bounded by a maximum disorder strength \( \epsilon^* \). This approach is used, for example, in the setup by Fallani et al. [10], where two laser beams with wavelengths \( \lambda_1 = 830 \text{ nm} \) and \( \lambda_2 = 1076 \text{ nm} \) are superposed. Since these two wavelengths are highly incommensurable the disorder can be regarded as truly random, see Ref. [9]. Alternatively, disorder can be generated by superposing a laser speckle field [43,44] to the regular optical lattice. In this case, one obtains an exponential distribution \( q(\epsilon_i) = \theta(\epsilon_i) \exp(-\epsilon_i/\overline{\epsilon})/\overline{\epsilon} \) where \( \overline{\epsilon} \) specifies the mean disorder strength [43,44]. In our calculations the distribution is additionally shifted about its median \( \overline{\epsilon} \).

III. VARIATIONAL CLUSTER APPROACH

We employ the variational cluster approach (VCA) to investigate the phase boundary and spectral properties of the disordered BH model. VCA has been originally proposed for fermionic systems by M. Potthoff et al. in Ref. [42] and has been extended to bosonic systems in Refs. [45–47]. The mathematical concept for the treatment of disordered systems by means of VCA can be found in Ref. [48]. In this paper we present the first application of VCA for disordered systems and on top of that, as a new contribution to VCA theory, we extend the so-called Q-matrix formalism [47,49,50] to a formulation suitable for disordered systems.

The basic concept of VCA is that the exact self-energy \( \Sigma_{\text{ex}} \) of a certain interacting system is given by the saddle point of a functional \( \Omega(\Sigma) \), which becomes the exact grand potential at \( \Sigma = \Sigma_{\text{ex}} \) [51,52]. The important point is that the functional \( \Omega \) can be computed exactly for a restricted set of self-energies associated with a so-called reference system, described by a Hamiltonian \( \hat{H}' \), which shares its interaction part with the physical system. Typically, the reference system \( \hat{H}' \) is a decomposition of the physical system into independent clusters of a given size \( L \), so that its Green’s function can be determined numerically.

Disorder is treated by introducing a reference system which shares, in addition to the interaction part, the disorder distribution with the physical system. The expression for the averaged grand-potential within VCA then reads [48]

\[ \Omega_{\text{p}} = \Omega_{\text{p}}' + \text{Tr} \ln \left( -G_{\text{p}}^{-1} \right) - \text{Tr} \ln \left( -G_{\text{p}}'^{-1} \right), \]

(2)

where \( \Omega_{\text{p}}' \) and \( G_{\text{p}}' \) are the exact disorder averaged grand potential and Green’s function of the reference system, respectively, which can be easily evaluated numerically with high accuracy. The averaged Green’s function of the physical system reads \( G_{\text{p}} = (G_{\text{p}}'^{-1} - V)^{-1} \), where \( V \equiv G_{\text{p}}^{-1} - G_0^{-1} \), and \( G_0 \) and \( G_0' \) are the noninteracting Green’s functions of the pure physical and reference systems, respectively.

In Ref. [47] it has been discussed for a pure system that it is expedient for the evaluation of the traces in Eq. (2)
to use the $Q$-matrix formalism. This formalism is based on the Lehmann representation of the Green’s function $G$ of the reference system and that of the physical system $\tilde{G}$. In the present paper, we extend the $Q$-matrix formalism to the case of disorder. For a specific disorder configuration $\eta$ we have

$$G' = Q_{\eta} g_{\eta}^\dagger \tilde{S} Q_{\eta},$$

(3)

where $g_{\eta}^{-1} = \omega - \Lambda_{\eta}$ and $(\Lambda_{\eta})_{rr'} = \lambda_r^2 \delta_{rr'}$ are the poles of the reference Green’s function, see Ref. [47] for details. In praxis a specific number $M$ of disorder configurations $\eta$ (each consisting of $L$ disorder realizations $\epsilon_i$) has to be sampled to compute the average of a quantity $X_\eta$ leading to $X_\eta \equiv \langle X \rangle_p \approx 1/M \sum_\eta X_\eta$. The averaged Green’s function $G'_p$ thus reads

$$G'_p = \frac{1}{M} \sum_\eta G'_\eta = \frac{1}{M} \sum_\eta Q_{\eta} g_{\eta}^\dagger \tilde{S} Q_{\eta}.$$ 

To exploit the $Q$-matrix formalism we write the averaged Green’s function in a form similar to Eq. (3) and define

$$G'_p = \tilde{Q} \tilde{g}^\dagger \tilde{S} \tilde{Q},$$

where $\tilde{Q} = (Q_{\eta}/\sqrt{M}, Q_{\eta}/\sqrt{M}, \ldots)$, $\tilde{S} = \text{diag}(S,S,\ldots)$ and $\tilde{g} = \text{diag}(g_{\eta}, g_{\eta}, \ldots)$. With that we can proceed in the same way as for pure systems and write the averaged Green’s function of the physical system as

$$G_p = \tilde{Q} \frac{1}{\omega - (\tilde{\Lambda} - \tilde{S} Q^\dagger \tilde{V} \tilde{Q})} \tilde{S} \tilde{Q}^\dagger,$$

where $\tilde{\Lambda} \equiv \text{diag}(\Lambda_{\eta}, \Lambda_{\eta}, \ldots)$. By diagonalizing the matrix $M = \Lambda - \tilde{S} Q^\dagger V \tilde{Q} = XD X^{-1}$ we obtain the poles $D$ of the physical Green’s function and are thus able to evaluate the grand potential $\Omega_p(\mathbf{x})$.

IV. RESULTS

We first investigate spectral properties for disorder realizations sampled from the shifted $\beta$ distribution, which is realized experimentally by superposing two incommensurate optical lattices, see Appendix for details on the distribution.

In particular, spectral functions $A_p(\mathbf{k}, \omega)$ are evaluated for hopping strength $t = 0.05$, chemical potential $\mu = 0.45$, and various strengths of disorder $\epsilon^* = \{0.0, 0.1, 0.2, 0.3\}$, see Fig. 2. The corresponding densities of states $N_p(\omega)$ are shown in Fig. 3.

For the numerical evaluation by means of VCA we use $M = 256$ disorder configurations, a reference system of size $L = 8$, and the VCA parameters $\mathbf{x} = \{\mu, t, \delta\}$. The parameter $\delta$ is an additional on-site energy located at the boundaries of the cluster whose introduction drastically improves the results,
as shown in Ref. [53]. The artificial broadening parameter is chosen to be $0^+ = 0.05$ for spectral functions and $0^+ = 0.01$ for densities of states. As mentioned in the Introduction the occupied part of the single-particle spectral function is experimentally accessible by high-energy Bragg spectroscopy. For the pure system we obtain the well-known cosine-like shaped bands reminiscent of the dispersion of free particles on a lattice. For increasing disorder strength $\epsilon^*$ the minimal gap between the occupied and the unoccupied band shrinks. In addition, the bands become broader as the poles of the Green’s function for a specific wave vector $k$ are distributed over a large energy range. This behavior can also be seen in the density of states. Furthermore, for large disorder the bands seem to split in two sections separated by a pseudogap around $k = \pi$. This is a peculiarity of this disorder configuration which to some extend resembles a binary distribution. An ordered binary distribution would double the unit cell thus producing a true gap at $k = \pi$.

Experimentally the gap $\Delta$ present in Mott phase can be determined for instance by lattice modulation [54] or by Bragg spectroscopy [36]. In these experiments the amount of energy transferred to the system is related to the width of the central peak observed in time of flight images [54]. The width of the central peak is measured for various energies leading to the excitation spectrum. Indeed for increasing disorder strength $\epsilon^*$ a broadening of the excitation band has been observed [10] which is qualitatively in agreement with our results for the spectral function. In addition, it could be shown experimentally that the weight moves to lower excitation energies for increasing $\epsilon^*$ [10]. However, it is rather difficult to extract the precise value of the gap from the measured excitation spectra. Strictly speaking, the gap $\Delta$ is defined as the energy difference of the lowest-lying poles in the occupied and unoccupied bands, respectively. Yet, our results show that these poles quite generally carry only very little spectral weight. This means that it is virtually impossible to detect them in the experiment. For this reason, it might be useful to introduce the notion of a gap $\Delta_{mp}$, that corresponds to the experimental situation and is determined by the distance between the maxima of the spectral weight observed in the center of the Brillouin zone. In Fig. 4 we compare $\Delta$ [Fig. 4(a)] with $\Delta_{mp}$ [Fig. 4(b)], which is obviously always larger than $\Delta$. For increasing hopping strength $t$ the gap $\Delta_{mp}$ decreases, however, it still remains finite (i.e., $\Delta_{mp} \approx 0.2$) at values of $t$ for which the gap $\Delta$ determined from the smallest excitation
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**FIG. 3.** (Color online) (a) Density of states $N_p(\omega)$ evaluated for the same parameters as in Fig. 2. (b) Illustration of the two “gaps” $\Delta$ and $\Delta_{mp}$ within a blowup of the data for disorder strength $\epsilon^* = 0.3$. According to our definition (see text), $\Delta$ corresponds to the formal definition of the Mott gap based on minimal excitation energies, whereas $\Delta_{mp}$ corresponds to the minimum peak distance in the spectral weight, which is the quantity available from experiments.
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**FIG. 4.** (Color online) Gap $\Delta$ obtained from (a) the smallest excitation energies and (b) $\Delta_{mp}$ obtained from the minimum peak energy difference of the occupied and unoccupied bands.
energies is already almost zero. Therefore, a peak at finite energy will be observed in the experimental data, even when the system is already in the Bose-glass phase. Additionally, it is important to mention that the smallest excitation energy of the system and on the other hand we determined the gap present in the Mott phase for disorder generated by incommensurate optical lattices. On the one hand, we evaluated the gap \( \Delta \) from the minimal excitation energies of the system and on the other hand we determined the gap \( \Delta_{mp} \) from the minimum peak distance in the spectral weight located at the center of the Brillouin zone. Whereas \( \Delta \) cannot be observed directly in the experiment since the low-energy excitations carry very little spectral weight, \( \Delta_{mp} \) is directly measurable. Furthermore, \( \Delta_{mp} \) is always larger than \( \Delta \) and thus \( \Delta_{mp} \) remains finite even at the Mott to Bose-glass transition. In our calculations, we neglected the harmonic trap potential present in the experiments with ultracold gases of atoms. In principle, this effect can be included in our formalism, however, with a significantly major effort which goes beyond the goal of the present work. There are two cases in which neglecting the trap potential is justified. As in the ordered case, one can expect for sufficiently small disorder strength the trap potential to lead to multiple ringlike regions which are alternately Mott gapped and gapless. Quite generally, one should be able to choose the parameters so that the volume of the gapless regions is much smaller than the one of the \( \tilde{N}_p \) Mott region in which we are interested. In this case, the spectrum will display a nonvanishing weight within the gap originating from the gapless regions. However, we expect this to be small enough, at least for \( \omega \neq 0 \), so that the peaks defining the experimental gap \( \Delta_{mp} \) remain discernible. Alternatively, spectroscopy experiments probing the system locally should be able to probe directly the Mott insulating region with no contributions from the gapless areas.

**V. CONCLUSION**

In the present work we investigated spectral properties of the disordered Bose-Hubbard model. In view of a realistic description of the experimental results, we focused on disorder distributions which are relevant for ultracold gases of atoms in optical lattices. In particular, we studied the differences between disorder realized by the superposition of incommensurate laser fields with the one obtained by laser speckle fields. In both cases we evaluated spectral functions and densities of states and showed that the resulting spectral weight strongly depends on the underlying shape of the disorder distribution. Furthermore, we determined the gap present in the Mott phase for disorder generated by incommensurate optical lattices. On the one hand, we evaluated the gap \( \Delta \) from the minimal excitation energies of the system and on the other hand we determined the gap \( \Delta_{mp} \) from the minimum peak distance in the spectral weight located at the center of the Brillouin zone. Whereas \( \Delta \) cannot be observed directly in the experiment since the low-energy excitations carry very little spectral weight, \( \Delta_{mp} \) is directly measurable. Furthermore, \( \Delta_{mp} \) is always larger than \( \Delta \) and thus \( \Delta_{mp} \) remains finite even at the Mott to Bose-glass transition. In our calculations, we neglected the harmonic trap potential present in the experiments with ultracold gases of atoms. In principle, this effect can be included in our formalism, however, with a significantly major effort which goes beyond the goal of the present work. There are two cases in which neglecting the trap potential is justified.
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APPENDIX: DISORDER DISTRIBUTION GENERATED BY INCOMMENSURATE OPTICAL LATTICES

In this Appendix we show that the potential distribution, which results from the superposition of two optical lattices, follows a shifted $\beta$ distribution. In particular, we focus on the experimental setup of Fallani et al. [10], who used for the main optical lattice a laser at wavelength $\lambda_1 = 830$ nm. Disorder is generated by superposing an additional lattice created from a weak laser beam at $\lambda_2 = 1076$ nm. The resulting potential is given by

$$V(x) = s_1 E_{R1} \sin^2 2\pi x/\lambda_1 + s_2 E_{R2} \sin^2 2\pi x/\lambda_2,$$

where $x$ is the spatial position, $s_1$ and $s_2$ are related to the depth of the potential generated from the laser beams at $\lambda_1$ and $\lambda_2$, respectively. The constants $E_{R1}$ and $E_{R2}$ are the corresponding recoil energies. In this Appendix, the lattice depths $s_1$ and $s_2$ will always be stated in units of their recoil energies. In this Appendix, the lattice depths $s_1$ and $s_2$ will always be stated in units of their recoil energies. The depth $s_2$ of the disorder-inducing wave is related to the maximal disorder strength $\epsilon^*$ by $\epsilon^* = s_2/2$. Since the wave lengths $\lambda_1$ and $\lambda_2$ are incommensurable the disorder imitates a true random behavior [9]. Here we reconstruct the histogram of the disorder distribution and find a mathematical expression, which reproduces the behavior of these physical systems.

In the experiments typical values for the lattice depths are $s_1 = 16$ and $s_2 = 2$, see Ref. [10]. Figure 6 compares the potential $V(x)$ for the previously mentioned values of $s_1 = 16$ and $s_2 = 2$ with the pure case, where the second laser beam at $\lambda_2$ is switched off (i.e., $s_1 = 16$ and $s_2 = 0$). It can be seen that the on-site energy varies for distinct lattice sites mimicking a random potential. Actually, the parameter $s_2$ just scales the disorder and thus our considerations are valid for arbitrary disorder strength $\epsilon^*$. To evaluate a histogram of the energy distribution we subtract the disordered potential at the lattice sites from the pure potential and shift the difference by its mean $\epsilon^*$. This yields a distribution which is centered around zero. The shift could have been absorbed as well in the definition of the chemical potential $\mu$. The histogram for 2048 lattice sites is shown in Fig. 7. In the center the distribution is rather flat, yet, there are important features at the boundary. Such a distribution can be well described by a shifted $\beta$ distribution.

The $\beta$ distribution $q_\beta(u|a,b)$, which is defined on the interval $u \in [0,1]$, is given by

$$q_\beta(u|a,b) \equiv \frac{1}{B(a,b)} u^{a-1} (1-u)^{b-1},$$

where

$$B(a,b) = \int_0^1 dp \, p^{a-1} (1-p)^{b-1} = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}.$$

The expectation value of $q_\beta(u|a,b)$ is

$$\langle u \rangle = \frac{a}{a+b} , \quad (A1)$$

and its variance is

$$\text{var}(u) = \frac{\langle u \rangle (1-\langle u \rangle)}{a+b+1} . \quad (A2)$$

To obtain a distribution which is symmetric around zero and bounded by $[-1,1]$ we set $\langle u \rangle = 0.5$, shift the whole $\beta$ distribution by this value, and scale it by a factor of 2. Resolving Eqs. (A1) and (A2) under the condition that $\langle u \rangle = 0.5$ leads to $a = b = [\text{var}(u) - 1]/2$. For $\text{var}(u) > 1/12$ (where 1/12 is the variance of the uniform distribution), the probability density is shifted toward the boundaries of the distribution. In particular we set $\text{var}(u) = 0.12$. Finally, we draw 2048 samples from this specific shifted $\beta$ distribution, which we denote as $q(\epsilon_i/\epsilon^*)$. The resulting distribution of the 2048 samples is indicated by the solid line in Fig. 7, which reproduces well the distribution obtained from the experiment with two incommensurate optical lattices.
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