Research on image feature matching algorithm based on feature optical flow and corner feature
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Abstract: Image feature matching is an important part of visual odometry. In order to improve the accuracy of feature point matching for visual odometry, an accurate algorithm combining the pyramid feature optical flow and corner features based on image feature matching is proposed. Firstly, the Oriented Features from Accelerated Segment Test and Rotated BRIEF (ORB) algorithm is used to extract the image feature points quickly. Secondly, the local feature window is utilized to calculate the displacement vector of the image feature points and the pyramid Lucas–Kanade feature optical flow is used to track feature points. Then, to solve the problem of matching alignment and feature loss, the K nearest neighbour radius search is used as feature filter and speed-up robust feature matching (SURF) algorithm is introduced to eliminate redundant mismatch points and improved the matching rate. The comparison of experimental data shows that the proposed algorithm can get high matching rate. Compared with the traditional ORB feature matching algorithm, the algorithm had a significant improvement in real time and image feature matching accuracy.

1 Introduction

With the rapid development and application of the driverless, autonomous mobile robot and other technologies in the world, simultaneous localisation and mapping (SLAM) technology has been widely studied in academic circles [1–3], while visual SLAM (VSLAM) has become the most potential and future development direction due to its abundant information and low cost [4, 5]. VSLAM includes image matching, optimal filtering, loop detection, 3D reconstruction and so on. Compared with laser SLAM, VSLAM is difficult to be processed in real time because of its large computation and long-time consumption, and there are some problems such as image error recognition and so on, which limits the application of VSLAM technology [6]. Among the many research problems of VSLAM, image matching is the most basic and the most time-consuming part of the whole process, which has a significant impact on the VSLAM results. The accuracy and real time of image matching is directly related to the application of VSLAM technology and is very important to VSLAM.

Image matching mainly includes based on grey correlation [7], feature point extraction and relational matching [8]. Based on grey correlation method, it is greatly influenced by illumination, angle of view and scale, and its robustness is poor. Based on relational matching need to establish semantic network which is the application of artificial intelligence technology in image processing and needs powerful and complex hardware platform as the support, but there is no breakthrough at present. Image-matching algorithm based on feature points is the main direction of current image processing technology. After the scale invariant feature transform (SIFT) [9, 10] and speed-up robust feature (SURF) [11] algorithms were proposed, Rublee et al. [12] proposed a highly efficient ORB algorithm. In ORB algorithm, Features from Accelerated Segment Test (FAST) algorithm was used to detect feature points, and Binary Robust Independent Elementary Features (BRIEF) algorithm was used to calculate descriptor of feature points. The speed of this algorithm was 100 times faster than that of SIFT algorithm and 10 times faster than that of SURF algorithm. Since the high efficiency of ORB feature extraction algorithm, it had been applied to image processing very quickly [13–15]. VSLAM algorithm based on ORB features was also proposed by Mur-Artal, which made real-time operation of VSLAM became feasible [16–18].

Although the ORB algorithm had made a breakthrough in the efficiency of feature extraction, compared with the SIFT algorithm for rotation, affine and scale invariance, its anti-jamming and matching accuracy were reduced to a certain extent. For this reason, some scholars put forward some improved algorithms based on ORB algorithm. For example, to solve the problem of poor affine property of ORB algorithm, Hou et al. [19] proposed a fast affine invariant image matching algorithm based on ORB algorithm (AORB). Compared with the Affine-SIFT (ASIFT) algorithm [20], the computational speed was more than six times higher. Zeng et al. [21] proposed a basis for the low efficiency of ASIFT algorithm. The fast large angle image matching algorithm proposed by ORB improves the matching efficiency and was 10 times more efficient than the ASIFT algorithm. Lile et al. [22] reduced the spatial feature point search region by extracting ORB feature points combined with polar constraint, uniqueness constraint and order constraint. KNN was used as a matching strategy, even if the image was not proofread, it had a high matching rate.

As has been shown in [12], the ORB algorithm did not attempt to solve the scale invariance problem of BRIEF descriptor, but we can propose tracking or heuristic strategy to solve. Aiming at the problems of the scale change of target, the dynamic change of illumination and the incomplete occlusion of target, Lu and Li [23] proposed a feature point matching tracking method combining with bi-directional optical flow constraint. The algorithm could effectively solve the problems of target deformation and incomplete occlusion in complex scenes, and also had strong robustness to scale and affine variation.

In this paper, we proposes an image matching method that the ORB corner feature is tracked with the characteristic optical flow, which can optimise point features. By using standard binocular datasets and real image data, the experimental results show that the proposed algorithm has higher matching efficiency, better real-time performance and better robustness than the traditional matching algorithm.

The rest of the paper is organised as follows: Section 2 describes the related work. Section 3 presents the mathematical details of the proposed algorithm and Lucas–Kanade optical flow and ORB (LK-ORB) matching system. In Section 4, we compare
In 1981, Lucas and Kanade [26] proposed an LK optical flow algorithm for dense optical flow. However, the LK algorithm has a disadvantage that is when the object moves faster, the optical flow error is larger. In order to reduce the moving displacement of the moving object in image, we can reduce the size of image. Therefore, Bouguet proposed an improved LK algorithm based on pyramid using affine transformation [27], which uses a coarse-to-fine strategy for optical flow estimation, and the improved algorithm is especially effective in tracking feature points. The LK optical flow algorithm based on Gauss pyramid is shown in Fig. 1, and the tracking result of pyramid LK optical flow is shown in Fig. 2.

2.2 Feature extraction algorithm based on ORB

In 2011, Rublee et al. [12] proposed ORB feature matching algorithm, which adopts the characteristics of the FAST and the BRIEF. The problem that the BRIEF algorithm has no rotation invariance and sensitivity to noise, and the problem that the FAST feature points have no direction is solved. The FAST feature point detection schematics is shown in Fig. 3. FAST is a fast corner feature extraction algorithm which detects the obvious change of local pixel greyscale. The simple description is that the grey value of a pixel in the image is larger or smaller than that of the surrounding pixel, we believe the point may be a feature point. However, the FAST corner lacks rotation invariance. In order to make the FAST corner directional, the ORB algorithm uses greyscale centroid method in the main direction of FAST to make it directional. The concrete method is that taking the feature point as the center, and calculating the centroid position in the neighbourhood $N$, then constructing the vector with the feature point as the starting point and the centroid as the end point, so the direction of the vector is the direction of the feature point. The neighbourhood moment is defined as

$$M_{p,q} = \sum_{(x,y) \in N} x^p y^q I(x,y)$$

where $I(x,y)$ represents grey value of the image. The position of the regional centroid is

$$C = \begin{pmatrix} M_{0,0} & M_{0,1} \\ M_{1,0} & M_{1,1} \end{pmatrix}$$

The angle between the centroid and the feature point is the main direction $\theta$ of the FAST feature point

$$\theta = \arctan(M_{1,1}, M_{1,0})$$

The ORB algorithm uses the binary BRIEF descriptor to describe the local feature of the extracted feature points, and improves the shortcomings of the BRIEF descriptor to form the rBRIEF descriptor. The main ideas are as follows. Firstly, smoothing the image block. Then randomly selecting $N$ sets of point pairs according to the Gaussian distribution near the feature points (general the $N$ equal to 128, 256, 512 etc.). In the paper, we select the $N$ equal to 256, and define a binary bit for each point pair defined as

$$r(p, x, y) = \begin{cases} 1 & \text{if } p(x) < p(y) \\ 0 & \text{otherwise} \end{cases}$$

where $p(x)$ and $p(y)$ represent the pixel grey value of random point pair. The random point pair is processed in turn to generate a unique $N$-dimension binary string, that is called the BRIEF descriptor. We can express it as

$$f_N(p) = \sum_{1 \leq i \leq N} 2^{i-1} r(p, x_i, y_i)$$

Since the BRIEF does not have rotation invariance at this time, BRIEF has been improved in the ORB. Defining $N$ sets of point pairs to form the matrix $S$ for initializing BRIEF.
The optical flow method is a fast and high frequency algorithm, which has high precision for the scene with small displacement between frames. ORB algorithm is a high accuracy, feature extraction speed, but low frequency algorithm. The two algorithms have good performance complementarity, so we proposed a fusion matching algorithm of pyramid LK-ORB. The flowchart of our method is shown in Fig. 4.

The LK-ORB fusion algorithm includes the following steps:

- Firstly, we get two successive frames \( I_1 \) and \( I_2 \) in image sequence and preprocess the two image by greyscale. Then extract the ORB feature and the key points separately. The grey value of a pixel in the image is larger or smaller than that of the surrounding pixel, so the point may be a feature point. In this paper, ORB features are extracted from 8-level image pyramids with a scale factor of 1.2. The sum of greyscale differences in the neighbourhood of ORB feature points is as follows:

\[
N = \sum_{x \in N(p)} |I(x) - I(p)| > \varepsilon_d
\]

where \( I(x) \) represents the grey level of any point in the neighbourhood of \( p \) in Fig. 3. \( I(p) \) denotes the grey level of the neighbourhood center, \( \varepsilon_d \) is the threshold of grey difference. If \( N \) is greater than a given threshold (generally \( 3/4 \) of the point in the adjacent domain), then \( p \) is considered to be a characteristic point.

- The feature points of frame \( I_1 \) and \( I_2 \) are tracked by using pyramid Lucas–Kanade optical flow tracking algorithm. During this period, the threshold \( T \) is set to \( N/2 \). When the number of tracking points is less than this threshold, only a few feature points are tracked, the current frame feature points are re-extracted or the current frame is replaced by the previous frame optical flow tracking.

- Calculate the sum of squared intensity difference of feature points as the basis for measuring the quality of tracking in the image window \( W \). For the greyscale images collected in the last step, assume that a feature window \( W \) containing information about ORB feature points. Record the image frame of the time \( t \) and \( t + \tau \) as \( I(x,y,t) \) and \( I(x,y,t + \tau) \), respectively, and satisfied

\[
I(x - dx, y - dy, t) = I(x, y, t + \tau)
\]

That is, each pixel of the frame \( I(x,y,t + \tau) \) can be determined by the pixel translation amount \( d = (dx, dy) \) of the corresponding feature window of frame \( I(x,y,t) \). Defined \( \epsilon(d) \) as

\[
\epsilon(d) = \int \int_W [I(x + dx, y + dy) - I(x, y)]^2 ;
\]

where \( W \) represents a given feature window, \( \omega(x, y) \) denotes a window weighting function, its value is generally set to 1, or

\[
S = \begin{bmatrix}
x_1 & x_2 & \ldots & x_N \\
y_1 & y_2 & \ldots & y_N \end{bmatrix}
\]

The affine transformation matrix \( R_0 \) is determined by the main direction \( \theta \) detected by the FAST corner point, and the description matrix \( S_0 \) is obtained by affine transformation of matrix \( S \)

\[
S_0 = R_0S = \begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \end{bmatrix} \begin{bmatrix}
x_1 & x_2 & \ldots & x_N \\
y_1 & y_2 & \ldots & y_N \end{bmatrix}
\]

The rBRIEF descriptor with rotation invariance is obtained

\[
g_{\theta}(x,y) := f_{\theta}(x,y) \in S_0
\]

3 Methodology

Gauss distribution function. In this paper, we use Gauss distribution function to emphasise the central region of the feature window. In order to minimise \( \epsilon(d) \), we expand \( \epsilon(d) \) with Taylor, and the first and second terms are reserved. Expressed the first-order coefficient as \( g \)

\[
g = \left[ \frac{\partial}{\partial x} \frac{I(x + d) + I(x - d)}{2}, \frac{\partial}{\partial y} \frac{I(x + d) + I(x - d)}{2} \right]^T
\]

Deriving on both sides of the transformed \( \epsilon(d) \). When the derivative equals to 0, we obtain the minimum value. Namely

\[
\frac{\partial \epsilon(d)}{d} \approx \int \int_W [I(x + dx, y + dy) - I(x, y)] + g^Td.
\]

For two successive greyscale images, solved (14) to obtain the displacement \( d \) of the feature points. Due to the introduction of errors when Taylor expansion, the Newton method is used to eliminate the error in the paper

\[
d_{k+1} = d_k + [\begin{bmatrix} R_1 & \text{g}_{dx} & \text{g}_{dy} \\ \text{g}_{dx} & \text{g}_{yy} & \text{g}_{y} \\ \text{g}_{dy} & \text{g}_{y} & \text{g}_{y} \end{bmatrix}]^{-1} \int \int_W [I(x + dx, y + dy) - I(x, y)]^T \omega(x,y)d(x,y)
\]

where the iterative initial value \( d_0 \) is set to 0. \( d_k \) represents the displacement value obtained by the \( k \)th iteration. In order to improve the speed and accuracy of the image feature matching, the termination iteration condition is adopted as the horizontal or the vertical displacement increment is <0.1.

Finally, in order to deal with the matching alignment problem of image features and find the missing features, we first use the KNN to match. The algorithm sets the ratio of the optimal match to the sub-optimal match to be <0.7, and sets \( K \) equal to 2. The KNN is used as a filter to remove the confusing matches (if the two feature points in the image frame are too close or the KNN
At the same time, there will be some unmatched points or mismatched points, we finally use the RANSAC method [28] to remove redundant matching points and obtain the optimal matching.

4 Results

4.1 Data set matching experiment of LK-ORB algorithm

In this paper, the proposed LK-ORB algorithm is used to match the 52 groups’ images of the Málaga datasets [29] and New College datasets [30], respectively. The resolution of image is unified to 640 × 480 pixels. The experimental platform is Windows 7 operating system, AMD A6 CPU, 4GB RAM, and the programming environment is Visual Studio 2010 of based on OpenCV 3.0. The result of feature matching is shown in Fig. 5.

In order to further verify the effectiveness and robustness of our algorithm, we use the RER-720P2CAM binocular camera to capture the images of three scenes in the indoor and outdoor environment, including the street (Street), Square (Square), Laboratory (Laboratory). In each scene, 52 sets of images are collected as the matching images, and the resolution of the images is 640 × 360. The results of feature matching experiments using ORB algorithm in three real datasets of Street, Square and Laboratory are shown in Fig. 6. The results of feature matching experiments by LK-ORB are shown in Fig. 7.

4.2 Analysis of experimental results

In this paper, the continuous 52-frame binocular sequence images are selected in the standard datasets and the actual data set for real time, feature matching and accuracy testing. The algorithm uses the first and second frames of the sequence images as the initialisation frame of feature extraction preprocessing. We set the total number of initial feature points extracted by ORB algorithm to be 500. The experimental results show the matching results of the LK-ORB algorithm in Table 1. It can be seen from the table that the optical flow tracking method simplifies the matching pairs and eliminates the mismatch points under the algorithm studied in this paper. The stability of the feature points after tracking is improved, and the average matching rate of feature tracking can reach >98%.

Comparing the matching results of ORB algorithm in Fig. 6 with the LK-ORB algorithm in Fig. 7, no matter where in indoor or outdoor scene, the matching result of ORB algorithm has mismatch, and the matching performance is not as good as the robustness of the algorithm proposed in this paper. From the experimental data in Table 1, we can see that the initial matching error is ∼28.2% when the LK optical flow tracking algorithm is not used, but the mismatch is eliminated by using our proposed algorithm and combining with RANSAC algorithm, the matching degree is guaranteed very well. The error is only ∼1.9%. All the experimental data show that the proposed algorithm has better results in real-time and robustness, and the overall performance of the algorithm is better than the ORB algorithm.
In order to improve the robustness and accuracy of image feature extraction in visual odometry, a fast feature extraction and matching algorithm is proposed that combines feature optical flow with corner features based on the ORB algorithm. Compared with the traditional ORB algorithm, our algorithm has better robustness in dynamic scene and complex environment, which can eliminate a large number of mismatches and achieve high accuracy image matching. Based on the extraction of feature points, the algorithm uses K nearest neighbour radius to search for feature points in local image regions and uses the tracking characteristics of optical flow to track feature points in the region, so that the extracted image feature points are more robust and then the RANSAC algorithm is used to eliminate a few redundant features. The proposed algorithm not only reduces the mismatch but also improves the robustness of the algorithm in the dynamic scene. Finally, we analyse and verify the proposed algorithm through multiple sets of contrast experiments, and proves that the algorithm is robust and superior to the feature matching of images.

### 5 Conclusion

In order to improve the robustness and accuracy of image feature extraction in visual odometry, a fast feature extraction and matching algorithm is proposed that combines feature optical flow with corner features based on the ORB algorithm. Compared with the traditional ORB algorithm, our algorithm has better robustness in dynamic scene and complex environment, which can eliminate a large number of mismatches and achieve high accuracy image matching. Based on the extraction of feature points, the algorithm uses K nearest neighbour radius to search for feature points in local image regions and uses the tracking characteristics of optical flow to track feature points in the region, so that the extracted image feature points are more robust and then the RANSAC algorithm is used to eliminate a few redundant features. The proposed algorithm not only reduces the mismatch but also improves the robustness of the algorithm in the dynamic scene. Finally, we analyse and verify the proposed algorithm through multiple sets of contrast experiments, and proves that the algorithm is robust and superior to the feature matching of images.
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