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In this article, small modification to the Modified Euler Method is proposed. Stability and consistency were tested to determine the end result, and some numerical results were presented, and the CPU time was compared again, and it is recognized that the proposed method is more reliable and compatible with higher efficiency.

1. Introduction

An initial value problem (IVP) is a differential equation with an initial condition that specifies the value of an unknown function at a specific point in the domain. Differential equations are commonly used in physics, chemistry, biology, and economics in science and engineering to solve a variety of physical problems [1, 3].

There are a variety of analytical methods for determining the solution of differential equations. Analytical methods, on the other hand, may be unable to solve such complicated or complex differential equations in some cases. The solution to the difficult differential equations [1–3, 10] is obtained using numerical methods. Numerical methods are extremely useful tools for rapidly solving complex problems when used in conjunction with computer programming.

Many researchers have developed numerical methods for solving ordinary differential equations (ODEs) with initial value problems (IVPs). Many authors have attempted to solve initial value problems (IVP) using a variety of methods, including Euler’s method, Modified Euler Method (MEM), and Improved Modified Euler Method (IMEM), and Improved Euler’s Method. The slope of the function over the interval is estimated by Euler’s procedure using the line tangent to the function at the beginning of the interval. The tangent lines to the solution curve at both ends of the interval are considered in Improved Euler’s (or Heun’s) technique. Some have tried to improve these precision methods, while others have improved them for greater accuracy, stability, and consistency [6–9].

Numerical methods have been improved on occasion to increase performance in accordance with our requirements. By assuming the tangent slope as an average of the arithmetic mean and contra-harmonic mean, [1] proposed to improve the Improved Euler’s (or Heun’s) method. [10] proposed a hybrid numerical method that combines the Modified Euler method, the Improved Euler’s method, and the 2nd-order contra harmonic mean method to solve initial value problems. [2] performed a study on Improving the Improved Modified Euler Method for Better Performance on Autonomous IVP.

The Modified Euler Method and its modification are used in this paper to solve ordinary differential equations in initial value problems. The numerical outcomes are highly promising.

2. The Methodology of the Proposed Method

Consider a first-order ordinary differential equation with initial value problem (IVP)

\[
\frac{dy}{dx} = f(x, y) \text{ subject to initial condition } y(x_0) = y_0.
\]  \hspace{1cm} (1)

The simplest and most known numerical method to solve
this IVP is Euler’s method
\[ y_{n+1} = y_n + hf(x_n, y_n), \quad n = 0, 1, \ldots, \] (2)
which is used to evaluate differential equation involving initial value problem using slope at the start point.

According to [3], the numerical method to solve the IVP using Modified Euler’s Method (MEM) is given by
\[ y_{n+1} = y_n + hf \left( x_n + \frac{h}{2}, \frac{h}{2} f(x_n, y_n) \right), \] (3)
which is used to solve initial value problem using slope at the midpoint.

According to [2], the numerical method to solve the IVP using Improved Modified Euler’s Method (IMEM) is given by
\[ y_{n+1} = y_n + hf \left( x_n + \frac{h}{2}, \frac{h}{2} f(x_n, y_n) \right) \left( 1 + \frac{h}{12} \frac{\partial^2 f(x_n, y_n)}{\partial y_n^2} \right), \] (4)
which solves ODE involving IVP using slope of the tangent at the midpoint but the \( y \) value of (4) is updated and hence it better than (3).

Now, the new proposed method assumes:
\[ y_{n+1} = y_n + hf \left( x_n + \frac{h}{2} y_n + \frac{h}{2} f(x_n, y_n + hf(x_n, y_n)) \right), \] (5)
which uses the slope of the tangent at the midpoint but the \( y \) value of (5) is updated twice as compared to (4).

3. Stability and Consistency Analysis of the Proposed Method
The stability analysis of the proposed method indicated in (5) can be obtained using Dahlquist’s test problem [5]
\[ \frac{dy}{dx} = \lambda y_n; y(x_0) = y_0, \lambda \in \mathbb{C}. \] (6)

To check the stability of the proposed method, substituting (6) into (5), we obtain
\[ y_{n+1} = y_n + h\lambda y_n + \frac{1}{12} h^2 \lambda^2 y_n + \left( \frac{h^2 (\lambda^3)}{4} \right) y_n + \left( \frac{h^4 (\lambda^5)}{4} \right) y_n + \left( \frac{h^6 (\lambda^7)}{4} \right) y_n = (1 + z + (z^2/2) + (z^3/4) + (z^4/4) + (z^5/4)) y_n, \]
where \( z = h \lambda \).

Hence, the stability region of the proposed method is the region indicated in Figure 1 below.
\[ |G(z)| = \left| \frac{y_{n+1}}{y_n} \right| = \left| 1 + z + \frac{z^2}{2} + \frac{z^3}{4} + \frac{z^4}{4} + \frac{z^5}{4} \right| \leq 1. \] (7)

The shaded region in Figure 1 above is the region of stability of the proposed method. Figure 2 refers to the stability regions of the stated methods: Euler method (region enclosed by blue curve) and proposed method (region enclosed by red curve).

In order to check the consistency of the initial value problem (IVP), the numerical formula expressed by [5], Equation (1) can be written in the form of
\[ y_{n+1} = y_n + \frac{h}{12} \frac{\partial^2 f(x_n, y_n)}{\partial y_n^2} + \left( \frac{h^2 (\lambda^3)}{4} \right) y_n + \left( \frac{h^4 (\lambda^5)}{4} \right) y_n + \left( \frac{h^6 (\lambda^7)}{4} \right) y_n, \]
and will be consistent if
\[ \lim_{h \to 0} \phi(x_n, y_n, h) = f(x_n, y_n), \]
In order to check the consistency of the proposed method of Equation (5), we have
\[ \phi(x_n, y_n, h) = f \left( x_n + \frac{h}{2} y_n + \frac{h}{2} f(x_n, y_n + hf(x_n, y_n)) \right), \] (8)
and then
\[ \lim_{h \to 0} \phi(x_n, y_n, h) = \lim_{h \to 0} f \left( x_n + \frac{h}{2} y_n + \frac{h}{2} f(x_n, y_n + hf(x_n, y_n)) \right), \] (9)
which shows that the proposed method is consistent.

4. Examples, Numerical Results, and Discussion
The numerical solutions \( y_n \) of \( y(x) \) for the initial value problem (IVP) using MEM, IMEM, and the proposed method were discussed in this section, and three examples were used to illustrate the new proposed method, and Tables 1–8 show the numerical solutions, absolute errors made, exact solutions, and the average number of function evaluations-CPU time [11], and the results are computed using MATLAB software [4].
Table 1: Numerical solutions for Example 1.

| x     | MEM  | IMEM | Proposed method |
|-------|------|------|-----------------|
| 0.1   | 0.8201131046773 | 0.81801131046773 | 0.81843130146773 |
| 0.2   | 0.67240671286437 | 0.66937590955351 | 0.66999940455773 |
| 0.3   | 0.55226758310090 | 0.54484895122377 | 0.54979042638338 |
| 0.4   | 0.45484034849100 | 0.45062697718435 | 0.45199787911421 |
| 0.5   | 0.37636838124997 | 0.3720736330710 | 0.37333852384920 |

Table 2: Absolute errors made for Example 1.

| Stage of iteration | Error made by MEM | Error made by IMEM | Error made by the proposed method |
|--------------------|------------------|-------------------|----------------------------------|
|                    | h = 0.1          | h = 0.05          | h = 0.1                          |
| 0                  | 1.260088e-003    | 5.370998e-004     | 7.399105e-004                    |
| 1                  | 1.818539e-003    | 1.998938e-003     | 2.121264e-003                    |
| 2                  | 2.344603e-003    | 1.853441e-003     | 1.474044e-003                    |
| 3                  | 2.635679e-003    | 1.668935e-003     | 1.577691e-003                    |
| 4                  | 2.758824e-003    | 1.505663e-003     | 8.893709e-003                    |

Table 3: Numerical solutions for Example 2.

| x     | MEM  | IMEM | Proposed method |
|-------|------|------|-----------------|
| 0.1   | 1.110000 | 1.1102531250 | 1.1103203406640 |
| 0.2   | 1.2310500 | 1.24260943828613 | 1.24276494414292 |
| 0.3   | 1.38681250 | 1.39939257206320 | 1.3996682285240 |
| 0.4   | 1.56892532625 | 1.58317043400224 | 1.58350261283220 |
| 0.5   | 1.78066248550625 | 1.79678087805022 | 1.79732080815405 |

Table 4: Absolute errors made for Example 2.

| Stage of iteration | Error made by MEM | Error made by IMEM | Error made by the proposed method |
|--------------------|------------------|-------------------|----------------------------------|
|                    | h = 0.1          | h = 0.05          | h = 0.1                          |
| 0                  | 3.4183615e-004   | 8.87111513e-005   | 9.18361513e-005                  |
| 1                  | 0.01175551632    | 1.96078034e-004   | 1.7670382e-004                   |
| 2                  | 0.01290736515    | 3.25030899e-004   | 2.5212014e-004                   |
| 3                  | 0.01472406903    | 4.78961280e-004   | 3.1515692e-004                   |
| 4                  | 0.01678005591    | 6.61654319e-004   | 3.6237445e-004                   |

Table 5: Numerical solutions for Example 3.

| x     | MEM  | IMEM | Proposed method |
|-------|------|------|-----------------|
| 0.1   | 0.90500000 | 0.90487656250 | 0.9049725000 |
| 0.2   | 0.81902500 | 0.8188015936182 | 0.81857262500 |
| 0.3   | 0.741217625 | 0.7406352592187 | 0.7406420876889 |
| 0.4   | 0.670801950625 | 0.67043604929185 | 0.67071288378785 |
| 0.5   | 0.60707576531563 | 0.60666186756929 | 0.60629970914694 |
Solve the initial value problem (IVP) $y' = x^2 e^{-2x} - 2y$; $y(0) = 1$ which is reported in [1] using the MEM, IMEM, and the proposed method with step sizes $h = 0.1$ and $h = 0.05$ and compare the errors.

Example 2. Solve the initial value problem (IVP) $y' = x + y$; $y(0) = 1$ which is reported in [2].

Example 3. Solve $y' = -y$; $y(0) = 1$ reported in [2].

Solution: For Example 1, Table 1 below shows results using MEM, IMEM, and the new proposed method with step sizes $h = 0.1$ and $h = 0.05$ while Table 2 shows the absolute error made using MEM, IMEM, and the new proposed method to find approximate values of the solution of the initial value problem.

For Example 2, Table 3 below shows results using MEM, IMEM, and the new proposed method with step sizes $h = 0.1$ and $h = 0.05$ while Table 4 shows the absolute error made using MEM, IMEM, and the new proposed method to find approximate values of the solution of the initial value problem.

5. Conclusion

A new proposed Modified Euler Method is shown in this paper to solve ordinary differential equations (ODEs) with initial value problems (IVPs). Stability and consistency were evaluated and found to be stable and compatible with the new proposed method. Comparison between MEM, IMEM, and the proposed approach was done. The numerical solutions of the MEM, IMEM, and the new proposed method with step lengths $h = 0.1$ and $h = 0.05$ are shown in Tables 1, 3, and 5. The absolute errors of the numerical solutions obtained in Tables 1, 3, and 5 are shown in Tables 2, 4, and 6, respectively. Table 7 shows the exact solution for each numerical example. Table 8 indicates the CPU time (even though it is machine dependent) and shows that the proposed method takes less time on average to perform the functions evaluation. This shows that the proposed method is the fastest method while IMEM is the slowest method. Hence, the results indicate that the new proposed method better than MEM and IMEM. Future work is necessary to consider the practical applications of this proposed method like solving time fractional diffusion equation and others.
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