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Abstract. Let \( X \) be a smooth \( p \)-adic formal scheme over \( \mathcal{O}_K \) with adic generic fiber \( X \). We obtain a global equivalence between the category \( \text{Vect}((X)_\Delta, \mathcal{O}_\Delta[\frac{1}{p}]) \) of rational Hodge–Tate crystals on the absolute prismatic site \( (X)_\Delta \) and the category \( \text{HIG}^{nil}(X) \) of enhanced Higgs bundles on \( X \). Along the way, we construct an inverse Simpson functor from \( \text{HIG}^{nil}(X) \) to the category \( \text{Vect}(X_{\text{proet}}, \mathcal{O}_X) \) of generalised representations on \( X \), which turns out to be fully faithful.

1. Introduction

1.1. Overview. In their groundbreaking work \([16]\), Bhatt and Scholze introduced the prismatic cohomology, which is “motivic” in the sense that it can recover most existing \( p \)-adic cohomology theories (e.g. crystalline cohomology, de Rham cohomology and étale cohomology). Recently, the coefficient theory of the prismatic cohomology has caught a lot of attention. For example, one can recover étale \( \mathbb{Z}_p \)-local systems on the generic fibers of bounded \( p \)-adic formal schemes \( \mathcal{X} \) by studying the Laurent \( F \)-crystals on the absolute prismatic site \( (\mathcal{X})_\Delta \) of \( \mathcal{X} \) (cf. \([65],[17],[48]\)). When \( \mathcal{X} \) is smooth over \( \mathcal{O}_K \), the ring of integers of a \( p \)-adic field \( K \), there exists a nice equivalence between the category of crystalline \( \mathbb{Z}_p \)-local systems on its generic fiber and that of (analytic) prismatic \( F \)-crystals on \( (\mathcal{X})_\Delta \) (cf. \([5],[17],[19],[21],[33]\)). If \( \mathcal{X} \) is smooth over \( \mathcal{O}_K^\wedge \), then the theory of prismatic crystals provides a \( q \)-deformation of local \( p \)-adic Simpson correspondence (cf. \([29],[47],[30]\), etc.).

In this paper, we will focus on the theory of Hodge–Tate prismatic crystal. Note that in the geometric setting, Hodge–Tate crystals on the relative prismatic site can be locally understood as certain Higgs bundles (cf. \([60]\)). This phenomenon also appears in characteristic \( p \) and one can understand Hodge–Tate crystals as nilpotent Higgs bundles for “good” smooth scheme over \( \mathbb{F}_p \) (cf. \([49]\)). In the arithmetic setting, Hodge–Tate crystals on the absolute prismatic site of \( \mathcal{O}_K \) can be understood as certain semi-linear \( \mathbb{K} \)-representations of \( \text{Gal}(\mathbb{K}/K) \) and closely related with classical Sen theory (cf. \([26],[13],[27],[2],[6\], etc.).

Continuing the work \([26]\) (joint with Hui Gao), we are going to combine the two aspects, i.e. the geometric side and the arithmetic side, of Hodge–Tate crystals mentioned above. More precisely, for a smooth \( p \)-adic formal scheme \( \mathcal{X} \) over \( \mathcal{O}_K \) with generic fiber \( X \), we will study the category \( \text{Vect}((\mathcal{X})_\Delta, \mathcal{O}_\Delta[\frac{1}{p}]) \) of rational Hodge–Tate crystal on \( (\mathcal{X})_\Delta \) and investigate how the arithmetic part and the geometric part interact with each other. In fact, we will establish a global equivalence between the category of rational Hodge–Tate crystals and the category of enhanced Higgs bundles, which can be understood as a hybrid of Higgs bundles and (arithmetic) Sen operators. Along the
way, we will obtain a fully faithful functor from the category of enhanced Higgs bundles on $X$ to the category of generalised representations on $X_{\text{proét}}$, which we call the **inverse Simpson functor**.

### 1.2. Main result.

We freely use notations introduced in §1.5. In particular, $K$ is a complete discretely valued field of mixed characteristic $(0,p)$ with ring of integers $\mathcal{O}_K$ and perfect residue field $\kappa$ and $C = \overline{K}$ is a fixed $p$-complete algebraic closure of $K$.

#### 1.2.1. Statement of main result.

We first introduce some notions that will be considered in this paper. Let $\text{Vect}((\mathcal{X})_{\Delta}, \overline{\mathcal{O}}_{\Delta} [1/p])$ (resp. $\text{Vect}((\mathcal{X})_{\Delta}^{\text{perf}}, \overline{\mathcal{O}}_{\Delta} [1/p])$) be the category of rational Hodge–Tate crystals on the **absolute** prismatic site $(\mathcal{X})_{\Delta}$ (resp. the absolute prismatic site of perfect prisms) of $\mathcal{X}$ (cf. Definition 1.24). Let $\text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X)$ denote the category of generalised representations (i.e. locally finite free $\hat{\mathcal{O}}_X$-modules) on $X_{\text{proét}}$ (cf. Example 1.23) and $\text{HIG}^{\text{nil}}_G(X)$ be the category of enhanced Higgs bundles on $X$; that is, Higgs bundles defined on $X$ with a Sen operator satisfying certain conditions (cf. Definition 6.2). Let $\text{HIG}_{G_K}(X_C)$ denote the category of $G_K$-Higgs bundles on $X_C$; that is, Higgs bundles on $X_C$ together with compatible $G_K$-actions (cf. Definition 3.1).

Then our main theorem is as follows.

**Theorem 1.1** (Theorem 6.4). Let $\mathcal{X}$ be a smooth $p$-adic formal scheme over $\mathcal{O}_K$ with rigid analytic generic fiber $X$. Then there exists an equivalence of categories

$$
\rho : \text{Vect}((\mathcal{X})_{\Delta}, \overline{\mathcal{O}}_{\Delta} [1/p]) \simeq \text{HIG}^{\text{nil}}_G(X),
$$

which preserves ranks, tensor products and dualities. Moreover, this equivalence fits into the following commutative diagram of fully faithful functors:

$$
\begin{array}{ccc}
\text{Vect}((\mathcal{X})_{\Delta}, \overline{\mathcal{O}}_{\Delta} [1/p]) & \xrightarrow{\rho} & \text{HIG}^{\text{nil}}_G(X) \\
\text{Res} \downarrow & & \downarrow F \\
\text{Vect}((\mathcal{X})_{\Delta}^{\text{perf}}, \overline{\mathcal{O}}_{\Delta} [1/p]) & \xrightarrow{\simeq} & \text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X) \xrightarrow{\simeq} \text{HIG}_{G_K}(X_C),
\end{array}
$$

where $\text{Res}$ is induced by inclusion $(\mathcal{X})_{\Delta}^{\text{perf}} \subseteq (\mathcal{X})_{\Delta}$ of sites, $F$ will be defined in Construction 6.13 and all arrows with “$\simeq$” are equivalences of categories. All functors above are natural in the sense that they do not depend on other choices and are functorial in $\mathcal{X}$. In particular, we obtain a fully faithful inverse Simpson functor

$$
F_S : \text{HIG}^{\text{nil}}_G(X) \rightarrow \text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X).
$$

As we will see, the equivalences appearing in the bottom line of Diagram (1.1) preserve cohomologies (cf. Theorem 1.10 and Theorem 1.6(3)). When $\mathcal{X} = \text{Spf}(R^+)$ is small affine (see paragraphs above Convention 1.22), the equivalence $\rho$ also preserves cohomologies even on the integral level (cf. Theorem 1.11(1)).

**Remark 1.2.** We comment on the history and independent works related with Theorem 1.1. We refer the readers to the cited papers for more details and comparison of approaches.

1. When $\mathcal{X} = \text{Spf}(\mathcal{O}_K)$ (the point case), these results (including the log-prismatic case) are proved in our joint work with Gao [26]. Independently, these results are also proved by Anschütz–Heuer–Le Bras [2] using a stacky approach, building on works of Drinfeld [22] and Bhatt–Lurie [13, 14].
2. For smooth $\mathcal{X}$, again Anschütz–Heuer–Le Bras independently prove relevant results in [3, 4], using the stacky approach. We note that they can also describe the essential image of $F_S$ (cf. Remark 7.27).
3. One can define a notion of $B^+_{\text{dr}}$- prismatic crystals, which are infinitesimal thickenings of Hodge–Tate crystals. In the point case, they are studied in [27], generalizing the work of [26]. Higher dimensional cases of these crystals will be discussed in the forthcoming joint work with Hui Gao [28].
Remark 1.3. The relation between Hodge–Tate crystals and Higgs bundles is not new: indeed, if one fixes a transversal prism \((A, I)\) and considers a small (cf. [15, Def. 8.5]) affine formal scheme \(\mathfrak{X} = \text{Spf}(R^+)\) over \(A/I\), then there exists an equivalence between the category of topologically nilpotent Higgs bundles over \(\mathfrak{X}\) and the category of Hodge–Tate crystals on the relative prismatic site \((\mathfrak{X}/(A, I))_{\Delta}\) of \(\mathfrak{X}\) (cf. [60, Thm. 5.12]), which is non-canonical and actually depends on the choice of charts. Our improvement is that if we consider the absolute prismatic site of \(\mathfrak{X}\) and rational Hodge–Tate crystals, then the Higgs bundles coming from rational Hodge–Tate crystals can be equipped with an additional Sen operator so that we can establish a global theory. We emphasize that both inverting \(p\) and considering the absolute prismatic site are essential in our construction.

Remark 1.4. In the classical theory of Simpson correspondence over the field of complex numbers \(\mathbb{C}\), a nilpotent Higgs bundle \((\mathcal{H}, \theta_{\mathcal{H}})\) over a smooth projective variety \(X\) may not induce a representation of the fundamental group \(\pi_1(X(\mathbb{C}))\) or a \(\mathbb{G}_m\)-action on \((\mathcal{H}, \theta_{\mathcal{H}})\). Indeed, our approach is also compatible with Faltings’ local Simpson functor (e.g. \(\mathbb{G}_m\)-crystals. Indeed, our approach is also compatible with Faltings’ local Simpson functor (e.g. \(\mathbb{G}_m\)-crystals). Indeed, our approach is also compatible with Faltings’ local Simpson functor (e.g. \(\mathbb{G}_m\)-crystals).

Remark 1.5. Theorem 1.1 sheds light on studying \(p\)-adic Simpson correspondence via prismatic crystals. Indeed, our approach is also compatible with Faltings’ \(p\)-adic Simpson correspondence (cf. [23, 1, 63]) when \(\mathfrak{X}\) is smooth over \(\mathcal{O}_C\) with a lifting to \(A_{\inf}/\xi^2\). More precisely, in this case, one can firstly check that when \(\mathfrak{X} = \text{Spf}(R^+)\) is small affine, after identifying \(\text{Vect}((\mathfrak{X}/(A_{\inf}, \xi))_{\Delta}, \mathcal{O}_\Delta[1/p])\) with the category of topologically nilpotent Higgs bundles on \(\mathfrak{X}\) (cf. [60, Thm. 5.12]), the composed functor

\[\text{Vect}((\mathfrak{X}/(A_{\inf}, \xi))_{\Delta}, \mathcal{O}_\Delta[1/p]) \to \text{Vect}((\mathfrak{X}/(A_{\inf}, \xi))_{\Delta}^{\text{perf}}, \mathcal{O}_\Delta[1/p]) \to \text{Vect}(\mathfrak{X}, \mathcal{O}_X)\]

in Theorem 1.1 is compatible with Faltings’ local Simpson functor (e.g. [63, Thm. 4.3]). Then using Faltings’ \(p\)-adic Simpson correspondence (e.g. [63, Thm. 1.1]) instead of \(F_S\) in (1.1), our approach can show that the local construction in [60] glues if one restricts to the categories of small Higgs bundles and “small” Hodge–Tate crystals (which induces small generalised representations via the above composed functor). Eventually, one can establish the equivalences among the categories of small Higgs bundles, small Hodge–Tate crystals, and small generalised representations. We leave the details to the interested readers.

Next, we are going to explain our strategy of proving Theorem 1.1. We will first introduce the key tools used in the globalisation process and then talk about the local constructions and complete the strategy of the proof.

1.2.2. \(p\)-adic Simpson correspondence and Hodge–Tate crystals on perfect site. Similar to [60], we can get a local correspondence between Hodge–Tate crystals and Higgs bundles in the absolute case. The main difficulty of getting a global one then lies in comparing local constructions. Our strategy is to compare local data in a bigger category through a fully faithful functor. The key ingredient is the arithmetic \(p\)-adic Simpson correspondence (cf. Theorem 1.6).

Based on the previous work of Scholze [53, 54], Liu–Zhu [44] assigned to each étale \(\mathbb{Q}_p\)-local system on a smooth rigid analytic space over \(K\) a nilpotent Higgs field by using deconstruction theory in [41] and got the rigidity of de Rham local systems. Their method also works in the logarithmic case [20]. We will work on their arenas and prove the following result, in which \(X\) is not required to be a rigid generic fiber of a smooth \(p\)-adic formal scheme.

Theorem 1.6 (Theorem 3.3). Let \(X\) be a smooth rigid space over \(K\) and \(\nu : X_{\text{proét}} \to X_{\text{C, ét}}\) be the natural map of sites. Then there is a period sheaf \(\mathcal{O}_C\) together with a natural Higgs field \(\Theta\) (cf. Equation (3.1)) on \(X_{\text{proét}}\), and for any generalised representation \(\mathcal{L} \in \text{Vect}(X_{\text{proét}}, \mathcal{O}_X)\), if we put \(\Theta_{\mathcal{L}} := \text{id}_\mathcal{L} \otimes \Theta\) (cf. Equation (3.2)), then the rule

\[\mathcal{L} \mapsto (\mathcal{H}(\mathcal{L}), \theta_{\mathcal{H}(\mathcal{L})}) := (\nu_*(\mathcal{L} \otimes_{\mathcal{O}_X} \mathcal{O}_C), \nu_*(\Theta_{\mathcal{L}}))\]
induces a rank-preserving equivalence from the category $\text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X)$ of generalised representations on $X_{\text{proét}}$ to the category $\text{HIG}_{G_K}(X_C)$ of $G_K$-Higgs bundles on $X_{C,\text{ét}}$, which preserves tensor products and dualities. Moreover, the following assertions are true:

1. For any $i \geq 1$, the higher direct image $R^i\nu_* (\mathcal{L} \otimes \hat{\mathcal{O}}_X, \mathcal{O}_C) = 0$.
2. Let $\Theta_{H(\mathcal{L})} := \theta_{H(\mathcal{L})} \otimes \text{id}_{\mathcal{O}_C} + \text{id}_{H(\mathcal{L})} \otimes \Theta$ (cf. Equation (3.3)). Then there exists a natural isomorphism

$$\left( \mathcal{H} \otimes_{\mathcal{O}_{X_C}} \mathcal{O}_{C,|X_{\text{proét}}}, \Theta_{H(\mathcal{L})} \right) \cong \left( \mathcal{L} \otimes_{\mathcal{O}_X} \mathcal{O}_C, \Theta_{C}(\mathcal{L}) \right)_{|X_C}$$

of Higgs fields.

3. Let $(\text{HIG}(H(\mathcal{L}), \theta_{H(\mathcal{L})}))$ denote the Higgs complex induced by $(\mathcal{H}(\mathcal{L}), \theta_{H(\mathcal{L})})$. Then there exists a natural quasi-isomorphism

$$R\Gamma(X_{\text{proét}}, \mathcal{L}) \cong R\Gamma(X_{C,\text{ét}}, (\text{HIG}(\mathcal{H}(\mathcal{L}), \theta_{H(\mathcal{L})})))$$

which is compatible with $G_K$-actions. As a consequence, we get a quasi-isomorphism

$$R\Gamma(X_{\text{proét}}, \mathcal{L}) \cong R\Gamma(G_K; R\Gamma(X_{C,\text{ét}}, (\text{HIG}(\mathcal{H}(\mathcal{L}), \theta_{H(\mathcal{L})})))).$$
Theorem 1.10 (Theorem 5.1). There exists a natural equivalence of categories
\[ L : \text{Vect}((\mathcal{X})^\text{perf}_\Delta, \overline{\mathcal{O}}_\Delta(\frac{1}{p})) \rightarrow \text{Vect}(X_{\text{pro}^\text{e}}, \hat{O}_X), \]
which preserves ranks, tensor products and dualities, such that for any rational Hodge–Tate crystal \( \mathcal{M} \) on \( (\mathcal{X})^\text{perf}_\Delta \), we have a quasi-isomorphism
\[ R\Gamma((\mathcal{X})^\text{perf}_\Delta, \mathcal{M}) \cong R\Gamma(X_{\text{pro}^\text{e}}, L(\mathcal{M})), \]
which is functorial in \( \mathcal{M} \).

Due to Theorem 1.10, the inclusion of sites \( (\mathcal{X})^\text{perf}_\Delta \subset (\mathcal{X})_\Delta \) induces a natural functor
\[ \text{Res} : \text{Vect}((\mathcal{X})_\Delta, \overline{\mathcal{O}}_\Delta(\frac{1}{p})) \rightarrow \text{Vect}((\mathcal{X})^\text{perf}_\Delta, \overline{\mathcal{O}}_\Delta(\frac{1}{p})) \cong \text{Vect}(X_{\text{pro}^\text{e}}, \hat{O}_X). \]
We will see that this functor is fully faithful (cf. Proposition 6.11) and then use it to compare local constructions that we are going to explain right now.

1.2.3. Local constructions. Let \( \mathfrak{X} = \text{Spf}(R^+) \) be small affine. By \((p\text{-completely})\) faithfully flat descent and [17, Prop. 2.7], one can study (rational) Hodge–Tate crystals in terms of stratifications by choosing a certain cover \((\mathcal{G}(R^+), (E))\) (depending on the choice of charts on \( R^+ \)) of the final object of \( \text{Shv}((R^+)_\Delta) \). In this case, parts of Theorem 1.6 upgrade to the integral level and one can give an explicit description of the functor \( \text{Res} \). Also, \( \text{Vect}(X_{\text{pro}^\text{e}}, \hat{O}_X) \) is equivalent to the category \( \text{Rep}_{\Gamma(R/K)}(\hat{R}_{C,\infty}) \) of semi-linear \( \hat{R}_{C,\infty} \)-representations of \( \Gamma(R/K) \cong (\oplus_{i=1}^d, \mathbb{Z}/p^i) \rtimes G_K \) (cf. Notation 2.19 & Lemma 3.8). Let \( c : G_K \rightarrow \mathbb{Z}/p \) be the function determined by \( g(\pi^x) = \varepsilon(c(\pi^x)) \) for any \( g \in G_K \) and \( \lambda \) be the reduction of \( \frac{\xi}{E[(\pi^x)]} \in \mathbb{A}_{\text{inf}} \) modulo \( \xi \) (See the paragraphs above Convention 1.19).

Theorem 1.11. Keep notations as above and fix a chart \( \Box : \mathfrak{X} \rightarrow \text{Spf}(\mathcal{O}_K(T_1^{\pm 1}, \ldots, T_d^{\pm 1})) \).

(1) [Theorem 4.3] The evaluation at \((\mathcal{G}(R^+), (E))\) induces an equivalence of categories
\[ \rho : \text{Vect}((R^+)_\Delta, \overline{\mathcal{O}}_\Delta(\frac{1}{p})) \rightarrow \text{HIG}^\text{nil}(R^+) \] (resp. \( \rho : \text{Vect}((R^+)_\Delta, \overline{\mathcal{O}}_\Delta(\frac{1}{p})) \rightarrow \text{HIG}^\text{nil}_v(R) \)),
which preserves ranks, tensor products and dualities, such that for any Hodge–Tate crystal (resp. rational Hodge–Tate crystal) \( \mathcal{M} \) with associated enhanced Higgs module (cf. Definition 4.1) \((H, \theta_H, \phi_H)\) over \( R^+ \) (resp. \( R \)), there exists a quasi-isomorphism
\[ R\Gamma((R^+)_\Delta, \mathcal{M}) \cong \text{HIG}(H, \theta_H, \phi_H), \]
which is functorial in \( \mathcal{M} \).

(2) [Theorem 6.5] For any \((H, \theta_H, \phi_H) \in \text{HIG}^\text{nil}(R)\) corresponding to the rational Hodge–Tate crystal \( \mathcal{M} \) with induced \( \hat{R}_{C,\infty} \)-representation \( \text{Res}(\mathcal{M}) \) of \( \Gamma(R/K) \), we have \( \text{Res}(\mathcal{M}) = H \otimes_R \hat{R}_{C,\infty} \) such that for any \( 1 \leq i \leq d \), any \( g \in G_K \) and any \( x \in H \),
\[ \gamma_i(x) = \exp(-(\zeta_i - 1)\lambda \theta_i(x)) \text{ and } g(x) = (1 + \pi E'(\pi)(\zeta_i - 1)\lambda c(g))^{-\frac{\phi_H}{\theta_H}}(x). \]
Here, \( \theta_i \in \text{End}_R(H) \) are the components of \( \theta_H \) with respect to the fixed chart \( \Box \); that is, \( \theta_H = \sum_{i=1}^d \theta_i \otimes \text{dlog}T_i \{-1\} \).

Remark 1.12. Note that one can naturally assign to each Hodge–Tate crystal \( \mathcal{M} \in \text{Vect}((R^+)_\Delta, \overline{\mathcal{O}}_\Delta(\frac{1}{p})) \) a Hodge–Tate crystal, still denoted by \( \mathcal{M} \) for short, on the relative prismatic site \((R^+/(\mathcal{G}, (E)))_\Delta \) by considering the natural functor \((R^+/(\mathcal{G}, (E)))_\Delta \rightarrow (R^+)_\Delta \). One can apply [50, Thm. 5.12] to the resulting \( \mathcal{M} \) and obtain a topologically nilpotent Higgs field over \( R^+ \), which turns out to be the underlying Higgs field \((H, \theta_H)\) of \( \rho(\mathcal{M}) \).

Remark 1.13. When \( \mathcal{O}_K = W(K) \), the first part of Theorem 1.11 was also obtained by Bhatt–Lurie [14] by using the local splitting of the Hodge–Tate structure map \( W\text{Cart}^{HT}_X \rightarrow \mathfrak{X} \). Up to now, it is still a problem to achieve a global theory as their method needs a global “Frobenius endomorphism” (cf. [14, §9]), which is a very restrictive condition. However, our Theorem 1.1 suggests it should be reasonable to ask whether the “generic fiber” of the Hodge–Tate structure map \( W\text{Cart}^{HT}_X[\frac{1}{p}] \rightarrow \mathfrak{X}[\frac{1}{p}] \) admits a global splitting.
Inspired by Theorem 1.11 (2), one can assign to each enhanced Higgs bundle \((\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H})\) over \(X\) (which is necessary to be affine) a \(G_K\)-Higgs bundle over \(X_C\) by letting \(g \in G_K\) act via the cocycle \((1 + \pi E^\prime(\pi)(\zeta_p - 1)\lambda c(g)) \cdot \frac{\phi_\mathcal{H}}{E(\pi)}\) and hence get the global functor \(F\) in Theorem 1.1. To prove \(F\) is fully faithful (cf. Proposition 6.11), we need to relate prismatic theory to classical Sen theory, which will be discussed in §1.2.4.

Now since everything can be described explicitly, one can check directly that Theorem 1.1 holds true in the affine small case. In particular, Diagram (1.1) is commutative in this case. To complete the proof of Theorem 1.1, we need to check that for rational Hodge–Tate crystals, the local equivalence \(\rho\) in Theorem 1.11 (1) is independent of the choice of charts on \(R^+\). Since \(F\) is fully faithful, it is enough to show \(F \circ \rho\) is independent of the choice of charts. But this is obvious now as all functors except \(\rho\) in Diagram (1.1) are globally defined and Diagram (1.1) is commutative in affine case.

1.2.4. Sen operators. Finally, we explain how our work is related with Sen theory. Recall that for any semi-linear \(C\)-representation \(V\) of \(G_K\), by considering the cyclotomic extension, Sen constructed an endomorphism \(\Theta\), which is called Sen operator, defined over \(K\) satisfying certain properties. His result was then generalised in several different settings, and we would like to list some relevant results in the following:

- In [8], Berger and Colmez dealt with the Galois extensions of \(K\) whose Galois group \(G\) is a \(p\)-adic Lie group of arbitrary dimension. Using their method, for a modular curve \(X\), Pan defined a geometric Sen operator on the “local analytic” part of the pro-étale structure sheaf \(\hat{O}_X\), and applied it to the Fontaine–Mazur conjecture [50].
- Still considering the cyclotomic extension, it was proved by Shimizu [57] and Petrov [51] that the Sen theory also holds true for the arithmetic families. More precisely, for any quasi-compact smooth rigid space \(X\) over \(K\) and any \(G_K\)-equivariant vector bundle \(E\) over \(X_{C, \text{ét}}\), they constructed an \(\mathcal{O}_X\)-vector bundle over the ringed space \(X = (X, \mathcal{O}_X = \mathcal{O}_X \otimes_K K_{\text{cyc}})\) together with a Sen operator satisfying certain properties.

The constructions above are both compatible with that of Sen [56]. The readers are referred to §7 for further discussion.

Now by Theorem 1.6 together with the result of Petrov (cf. Proposition 7.2), we can assign to each generalised representation \(L\) over \(X_{\text{proét}}\) a Higgs bundle with a Sen operator \((\mathcal{H}(L), \theta_{\mathcal{H}(L)}, \phi_{\mathcal{H}(L)})\) over \(X\). We also call \(\phi_{\mathcal{H}(L)}\) the Sen operator of \(L\) and denote it by \(\phi_L\). After base changing to \(X_C\), this will give rise to an arithmetic Higgs bundle over \(X_C\) (cf. Definitions 7.15 and 7.16). In other words, there is a functor

\[
D : \text{Vect}(X_{\text{proét}}, \hat{O}_X) \to \text{HIG}_{\text{arith}}(X_C)
\]

which is closely related with the cyclotomic extension (cf. Corollary 7.18). Before moving on, we raise the following question.

**Question 1.14.** Which arithmetic Higgs bundles come from generalised representations under the functor \(D\)?

In fact, it is not clear to us how to describe the essential image of the functor \(D\) in general. When \(X = \text{Spf}(\mathcal{O}_K)\), Fontaine gave a complete answer to Question 1.14 after classifying all semi-linear \(C\)-representations of \(G_K\) (cf. [24, Thm. 2.14]) by working with a certain algebraic group. But his method looks very difficult to be generalised to the higher dimensional case. We will give a partial answer to this question provided by the theory of Hodge–Tate crystals at the end of this subsection.

Now we move back to investigate the relation between prismatic theory and Sen theory. Note that we have a local equivalence between rational Hodge–Tate crystals and enhanced Higgs bundles at the moment. The latter can give rise to arithmetic Higgs bundles as follows.

**Example 1.15** (Construction 7.23 (1)). Assume \((\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H})\) is an enhanced Higgs bundle over \(X\). Then \((H \otimes \mathcal{O}_X \mathcal{O}_{X_C}, -(\zeta_p - 1)\lambda \theta_\mathcal{H}, -\frac{\phi_\mathcal{H}}{E(\pi)}\) is an arithmetic Higgs bundle over \(X_C\), where \(\lambda\) is a certain unit in \(\mathcal{O}_C\). We denote the induced functor by \(F_\infty : \text{HIG}^\text{arith}_*(X) \to \text{HIG}_{\text{arith}}^*(X_C)\).
Given a rational Hodge–Tate crystal, we now have two ways to construct arithmetic Higgs bundles: The one is induced by the composites of the following functors
\[ \text{Vect}(\mathfrak{X}_\Delta, \mathcal{O}_\Delta[\frac{1}{p}]) \xrightarrow{\text{Res}} \text{Vect}(\mathfrak{X}_\Delta^\text{perf}, \mathcal{O}_\Delta[\frac{1}{p}]) \simeq \text{Vect}(X_\text{pro\acute{e}t}, \hat{\mathcal{O}}_X) \xrightarrow{D} \text{HIG}^\text{arith}(X_C). \]

We call this the "cyclotomic way" as the functor $D$ is defined via the decompletion theory corresponding to the cyclotomic extension of $K$ (See §7.1). The other is induced by the composite of the following functors
\[ \text{Vect}(\mathfrak{X}_\Delta, \mathcal{O}_\Delta[\frac{1}{p}]) \xrightarrow{\phi} \text{HIG}^\text{nil}(X) \xrightarrow{F_\infty} \text{HIG}^\text{arith}(X_C). \]

We call this the "Kummer way" as it indeed corresponds to the Kummer extension of $K$ (See §7.2). It turns out that the two constructions coincide with each other. Namely, we have the following result:

**Theorem 1.16** (Theorem 7.12 and 7.13). Let $\mathbb{M}$ be a rational Hodge–Tate crystal on $(\mathfrak{X})_\Delta$, where $\mathfrak{X} = \text{Spf}(R^+)$ is small affine, with induced enhanced Higgs bundle $(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}})$ and generalised representation $\mathcal{L}$. Then the Sen operator $\phi_{\mathcal{L}}$ of $\mathcal{L}$ is exactly $-\frac{\hat{\rho}}{\mathbb{E}(\pi)}$.

**Remark 1.17.** The above theorem is due to Hui Gao. When $R^+ = \mathcal{O}_K$, the result was already proved in [26]. When $R^+ = W(\kappa)$ is absolutely unramified extension of $\mathbb{Z}_p$, the result was also obtained in [13, §3.8].

We will prove Theorem 1.16 by following the strategy in [26]; that is, we will apply the theory of locally analytic vectors of Berger–Colmez [8] to compare Sen operators obtained from cyclotomic extension and Kummer extension. As a consequence, we also conclude the full faithfulness of $F : \text{HIG}^\text{nil}(X) \to \text{HIG}^\text{arith}_{G_K}(X_C)$ which will complete the proof of Theorem 1.1.

Let $F_{\text{cyc}}$ denote the composition of functors $\text{HIG}^\text{nil}_*(X) \xrightarrow{F_S} \text{Vect}(X_\text{pro\acute{e}t}, \hat{\mathcal{O}}_X) \xrightarrow{D} \text{HIG}^\text{arith}(X_C)$. Then Theorem 1.16 implies that there is an equivalence of functors $F_{\text{cyc}} \simeq F_{\infty} : \text{HIG}^\text{nil}_*(X) \to \text{HIG}^\text{arith}(X_C)$. As an application, we get a partial answer to Question 1.14.

**Theorem 1.18** (Corollary 7.25). If an arithmetic Higgs bundle is induced by an enhanced Higgs bundle under the functor $F_{\infty}$, then it comes from a generalised representation over $X_\text{pro\acute{e}t}$.

In summary, we have the following commutative diagram. (Recall $F_{\text{cyc}} = D \circ F_S$.)

\[ \begin{array}{ccc}
\text{Vect}(\mathfrak{X}_\Delta, \mathcal{O}_\Delta[\frac{1}{p}]) & \xrightarrow{\rho} & \text{HIG}^\text{nil}_*(X) \\
\text{Vect}(\mathfrak{X}_\Delta^\text{perf}, \mathcal{O}_\Delta[\frac{1}{p}]) & \xrightarrow{\text{Res}} & \text{Vect}(X_\text{pro\acute{e}t}, \hat{\mathcal{O}}_X) \xrightarrow{\text{Cor}7.18} \text{HIG}^\text{arith}(X_C) \\
\end{array} \]

1.3. **Organization.** We review the decomposition theory of [20] in §2 and use it to establish the $p$-adic Simpson correspondence (i.e. Theorem 1.6) in §3. In §4, we construct the equivalence $\rho$ in Theorem 1.1 in the small affine case. In §5, we prove Theorem 1.10. The §6 is devoted to proving Theorem 1.1 by leaving the full faithfulness of $F$ to §7. Finally, we show that $F$ is fully faithful by using Sen theory in §7 and prove Theorem 1.18 as an application.
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1.5. Conventions and Notations. Let $K$ be a complete discretely valued field of mixed characteristic $(0, p)$ with ring of integers $\mathcal{O}_K$ and perfect residue field $\kappa$. We fix an algebraic closure $\overline{K}$ of $K$ and let $C$ denote the $p$-adic completion of $\overline{K}$. For any Galois extension $L/K$ in $\overline{K}$, we denote by $\text{Gal}(L/K)$ the corresponding Galois group. We fix a uniformizer $\pi \in \mathcal{O}_K$ and denote its minimal polynomial over $\mathbb{W}(\kappa)$ by $E(u)$. Then $E(u) \in \mathcal{G} := \mathbb{W}(\kappa)[[u]]$.

Let $\{\zeta_p^n\}_{n \geq 0}$ (resp. $\{\pi \zeta_p^n\}_{n \geq 0}$) be a compatible sequence $\{\zeta_p^n\}_{n \geq 0}$ of primitive $p^n$-th units (resp. $p^n$-th roots of $\pi$) in $\overline{K}$ and let $\epsilon = (1, \zeta_p, \ldots)$ (resp. $\pi^b = (\pi, \pi^b, \ldots)$) be the induced element in $C^\circ$, the tilting of $C$. Let $K_{cyc} := \bigcup_{n \geq 0} K(\zeta_p^n)$ (resp. $K_{\infty} = \bigcup_{n \geq 0} K(\pi^n)$), resp. $K_{cyc, \infty} = K_{cyc} K_{\infty}$ with the $p$-adic completion $\hat{K}_{cyc}$ (resp. $\hat{K}_\infty$, resp. $\hat{K}_{cyc, \infty}$) in $C$. Then $\hat{K}_{cyc}$, $\hat{K}_\infty$ and $\hat{K}_{cyc, \infty}$ are all perfectoid fields. Let $\chi : G_K \to \text{Gal}(K_{cyc, \infty}/K) \to \mathbb{Z}_p$ be the $p$-adic cyclotomic character and let $c : G_K \to \text{Gal}(K_{cyc, \infty}/K) \to \mathbb{Z}_p$ be the function such that for any $g \in G_K$, $g(\pi^b) = e^{c(g)} \pi^b$. Let $t = \log[\epsilon]$ be the $p$-adic analogue of “$2\pi i$”.

Put $A_{inf} = \mathbb{W}(\mathcal{O}_C)$ and $\xi = \frac{\log[1]}{|\epsilon|^{\frac{1}{p^1}}}$. Then $\xi$ is a generator of Fontaine’s map $\theta : A_{inf} \to \mathcal{O}_C$ and $(A_{inf}, (\xi))$ is a prism. We equip $\mathcal{G}$ with a $\delta$-structure such that the induced Frobenius on $\mathcal{G}$ carries $u$ to $u^p$. Then $(\mathcal{G}, (E))$ is also a prism and the morphism $\mathcal{G} \to A_{inf}$ sending $u$ to $[\pi^b]$ defines a morphism $(\mathcal{G}, (E)) \to (A_{inf}, (\xi))$ of prisms in $(\mathcal{O}_K)_{\Delta}$.

**Convention 1.19.** In this paper, we always assume $K_{cyc} \cap K_{\infty} = K$. This is always the case for $p \geq 3$ and for $p = 2$ when $K = K(\zeta_4)$ (cf. [46, Lem. 5.1.2]). In general, for $p = 2$, the assumption is satisfied for a suitable choice of $\pi$ (cf. [62, Lem. 2.1]). Under this assumption, we have

$$\text{Gal}(K_{cyc, \infty}/K) \cong \mathbb{Z}_p \times \text{Gal}(K_{cyc}/K),$$

where $\tau \in \text{Gal}(K_{cyc, \infty}/K_{cyc})$ such that $\tau(\pi^b) = e^{c(\tau)} \pi^b$ (i.e. $c(\tau) = 1$). Then for any

$$\gamma \in \text{Gal}(K_{cyc, \infty}/K_{\infty}) \cong \text{Gal}(K_{cyc}/K),$$

we have $\gamma \tau \gamma^{-1} = \tau^{\chi(\gamma)}$. Moreover, one can identify $\text{Gal}(K_{cyc, \infty}/K)$ with an open subgroup of $\{ (a, b) \in \text{GL}_2(\mathbb{Z}_p) \mid c = 0, d = 1 \}$ via the homomorphism

$$X : \text{Gal}(K_{cyc, \infty}/K) \to \text{GL}_2(\mathbb{Z}_p)$$

sending each $g \in \text{Gal}(K_{cyc, \infty}/K)$ to $X(g) = \begin{pmatrix} \chi(g) & c(g) \\ 0 & 1 \end{pmatrix}$.

Let $Y, Y_1, \ldots, Y_d$ be free variables. For any $n \geq 0$, we define

$$Y^\binom{n}{n} := \frac{Y(Y - 1) \cdots (Y - n + 1)}{n!}$$

and

$$Y^{[n]} := Y^n \binom{n}{n}.$$  

For any $\underline{n} = (n_1, \ldots, n_d) \in \mathbb{N}^d$, we then define

$$Y_{\underline{n}} := \prod_{i=1}^{d} \binom{Y_i}{n_i}$$

and

$$Y_{\underline{n}} := \prod_{i=1}^{d} Y_i^{[n_i]}.$$  

Put $\underline{0} = (0, 0, \ldots, 0) \in \mathbb{Z}^d$ and for any $1 \leq i \leq d$, put $\underline{1}_i = (0, \ldots, 1, \ldots, 0)$ with 1 appearing exactly in the $i$-th component. For any $\underline{m} = (m_1, \ldots, m_d), \underline{n} = (n_1, \ldots, n_d) \in \mathbb{N}^d$, define

$$\binom{\underline{m} + \underline{n}}{\underline{n}} = \prod_{i=1}^{d} \binom{m_i + n_i}{n_i}$$

and

$$|\underline{n}| = n_1 + n_2 + \cdots + n_d.$$  

We will also use the language of stratifications to study certain vector bundles on sites.
Convention 1.20. Let \( S^\bullet \) be a cosimplicial ring with face maps \( p^n_i \)'s and degeneracy maps \( \sigma^n_i \)'s; that is, \( p^n_i : S^n \to S^{n+1} \) is induced by the injection \([n] \to [n+1] \setminus \{i\}\) and that \( \sigma^n_i : S^{n+1} \to S^n \) is induced by the surjection \([n+1] \to [n]\) satisfying \( \sigma^n_i^{-1}(i) = \{i, i+1\}\). Let \( q^n_i : S^0 \to S^n \) be the morphism induced by the inclusion \([0] \hookrightarrow [n]\) of simplices. We often write \( p_i \) (resp. \( \sigma_i \), resp. \( q_i \)) instead of \( p^0_i \) (resp. \( \sigma^0_i \), resp. \( q^0_i \)) for short when its source and target are clear.

By a stratification with respect to \( S^\bullet \), we mean a finite projective \( S^0 \)-module together with an \( S^1 \)-linear isomorphism
\[
\varepsilon : M \otimes_{S^0,q_0} S^1 \cong M \otimes_{S^0,p_1} S^1.
\]
Sometimes, we also say \( \varepsilon \) is a stratification on \( M \). We say a stratification \( (M, \varepsilon) \) satisfies the cocycle condition, if the following assertions are true:

1. \( p^2_i(\varepsilon) \circ p^0_0(\varepsilon) = p^1_i(\varepsilon) : M \otimes_{S^0,q_2} S^2 \to M \otimes_{S^0,q_0} S^2.\)
2. \( \sigma^0_0(\varepsilon) = \text{id}_M : M \to M.\)

We denote by \( \text{Strat}(S^\bullet) \) the category of stratifications with respect to \( S^\bullet \) satisfying the cocycle condition.

We also consider representations of several topological groups over certain topological rings.

Convention 1.21. Let \( R \) be a topological ring with a continuous action of a topological group \( G \). By a representation of \( G \) over \( R \) of rank \( l \), we mean a finite projective \( R \)-module \( M \) of rank \( l \) together with a semi-linear continuous action of \( G \); that is, for any \( r \in R, m \in M \) and \( g \in G \),
\[
g(rm) = g(r)g(m).
\]
Sometimes, we also call \( M \) an \( R \)-representation of \( G \) of rank \( l \). We say an \( R \)-representation \( M \) of \( G \) is free, if \( M \) is finite free over \( R \). We denote by \( \text{Rep}_G(R) \) the category of representations of \( G \) over \( R \) and denote by \( \text{Rep}^\text{free}_G(R) \) the full subcategory of free representations.

Assume \( G \) acts on \( R \) trivially and that \( M \) is an topological \( R \) module equipped with a continuous action of \( G \). We denote by \( R^\Gamma(G, M) \) the continuous group cohomology of \( M \), which is computed by the complex \( C(G^\bullet, M) \). Here and from now on, we always denote by \( C(G, M) \) the group of continuous functions from \( G \) to \( M \). For any closed normal subgroup \( H < G \) with quotient group \( G/H \), in general, there is no Hochschild spectral sequence for \( R^\Gamma(G, M) \). However, if \( G \to G/H \) admits a continuous cross-section (which is not necessary an homomorphism), then Hochschild–Serre spectral sequence holds true (See the proof of [39, Lem. 3.3], [43, Chap. V (3.2), pp. 193] for more details). In this paper, we always deal with the case for \( H \) open or \( G \cong H \times G/H \) and hence can use Hochschild–Serre spectral sequence freely.

Let \( X = \text{Spa}(R, R^+) \) be a smooth affinoid space of dimension \( d \) over \( K \). By a toric chart on \( X \), we mean an étale morphism
\[
\boxtimes : X \to \mathbb{C}_m^d := \text{Spa}(K\langle T_1^{\pm 1}, \ldots, T_d^{\pm 1}\rangle, \mathcal{O}_K\langle T_1^{\pm 1}, \ldots, T_d^{\pm 1}\rangle).
\]
Note that toric charts always exists étale locally on \( X \). Let \( \mathfrak{X} = \text{Spf}(R) \) be a smooth \(^1\) \( p \)-adic formal scheme of dimension \( d \) over \( \mathcal{O}_K \). We say it is small, if there exists a framing on \( \mathfrak{X} \); that is, an étale morphism
\[
\boxtimes : \mathfrak{X} \to \text{Spf}(\mathcal{O}_K\langle T_1^{\pm 1}, \ldots, T_d^{\pm 1}\rangle).
\]
Note that in this case, \( \boxtimes \) induces a toric chart on the rigid generic fibre of \( \mathfrak{X} \). Clearly, framings always exist étale locally on \( \mathfrak{X} \). However, it is worth pointing out that framings even exist Zariski locally on \( \mathfrak{X} \) by [11, Lem. 4.9]. By abuse of notations, we still denote by \( \boxtimes \) the induced morphism on the rings of coordinates.

We call an étale morphism of rigid spaces standard étale, if it is a composition of rational localisations and finite étale morphisms.

Convention 1.22. Let \( C \) be a site and \( \mathcal{A} \) be a sheaf of rings on \( C \). By an \( \mathcal{A} \)-crystal on \( C \), we mean a sheaf \( \mathcal{M} \) of \( \mathcal{A} \)-modules such that

1. For any object \( C \in C \), the \( \mathcal{M}(C) \) is a a finite projective \( \mathcal{A}(C) \)-module of rank \( r \).

\(^1\)In this paper, smooth \( p \)-adic formal schemes are always assumed to be separated and of topologically finite type.
(2) For any arrow $C_1 \to C_2$ in $C$, it induces a canonical isomorphism

$$\mathcal{M}(C_2) \otimes_{\mathcal{M}(C_1)} A(C_1) \xrightarrow{\cong} \mathcal{M}(C_1)$$

of $A(C_1)$-modules.

We denote by $\text{Vect}(C, A)$ the category of $A$-crystals on $C$.

**Example 1.23.** For any rigid analytic variety $X$ over $K$, let $X_{\text{proét}}$ be the pro-étale site of $X$ in the sense of [54]. In particular, $X_{\text{proét}}$ has affinoid perfectoid spaces as a basis for the topology (cf. [54, Prop. 4.8]). Let $X_{\text{aff,perf}}$ be the full subcategory of $X_{\text{proét}}$ consisting of affinoid perfectoid spaces. By [41, Thm. 3.5.8] and $v$-descent (and hence pro-étale descent) for vector bundles [55, Lem. 17.1.8], an $\hat{O}_X$-crystal on $X_{\text{aff,perf}}$ is exactly a generalised representation (i.e. a locally finite free $\hat{O}_X$-module) on $X_{\text{proét}}$. For this reason, by abuse of notations, we denote by $\text{Vect}(X_{\text{proét}}, \hat{O}_X)$ the category of generalised representation on $X_{\text{proét}}$. When $X = \text{Spa}(K, \mathcal{O}_K)$, this is exactly the category of finite dimensional continuous $C$-representations of $G_K$.

The main object we will study in this paper is (rational) Hodge–Tate crystals.

**Definition 1.24.** Let $\mathfrak{X}$ be a smooth $p$-adic formal scheme over $\mathcal{O}_K$. A Hodge–Tate crystal (resp. a rational Hodge–Tate crystal) is an $\hat{\mathcal{O}}_\Delta$-crystal (resp. $\hat{\mathcal{O}}_\Delta[\frac{1}{p}]$) on $(\mathfrak{X})_\Delta$. The category of Hodge–Tate crystals (resp. rational Hodge–Tate crystals) on $(\mathfrak{X})_\Delta$ is denoted by $\text{Vect}((\mathfrak{X})_\Delta, \hat{\mathcal{O}}_\Delta)$ (resp. $\text{Vect}((\mathfrak{X})_\Delta, \hat{\mathcal{O}}_\Delta[\frac{1}{p}])$). We will also consider the rational Hodge–Tate crystals (i.e. $\hat{\mathcal{O}}_\Delta[\frac{1}{p}]$-crystals) on the sub-site of perfect prism $(\mathfrak{X})^\text{perf}_\Delta$ and denote the corresponding category by $\text{Vect}((\mathfrak{X})^\text{perf}_\Delta, \hat{\mathcal{O}}_\Delta[\frac{1}{p}])$.

When $\mathfrak{X} = \text{Spf}(R^+)$ is small affine, we also denote $\text{Vect}((\mathfrak{X})_\Delta, \hat{\mathcal{O}}_\Delta)$ by $\text{Vect}((R^+)_\Delta, \hat{\mathcal{O}}_\Delta)$, and similarly define $\text{Vect}((R^+_\Delta, \hat{\mathcal{O}}_\Delta[\frac{1}{p}])$.

2. Recollection of the decompletion theory of Diao–Lan–Liu–Zhu

In this section, we recall the decompletion theory formulated in [20] and provide some examples, which will be used in the next sections.

2.1. Decompletion systems in [20, Appendix A]. We give a quick review of decompletion theory developed in [20, Appendix A] in this subsection.

Let $\{A_i\}_{i \in I}$ be a direct system of topological rings with a small filtered index category $I$, the $\hat{A}_\infty$ be a complete topological ring with compatible homomorphisms $A_i \to \hat{A}_\infty$ such that the induced map $\lim_{i \in I} A_i \to \hat{A}_\infty$ has dense image, and $\Gamma$ be a topological group acting continuously and compatibly on $A_i$’s and $\hat{A}_\infty$.

**Definition 2.1 ([20, Def. A.1.2]).** We call the triple $((A_i)_{i \in I}, \hat{A}_\infty, \Gamma)$ a decompletion system (resp. weak decompletion system) if the following two conditions hold:

1. For any (resp. free) $\hat{A}_\infty$-representation $L_\infty$ of $\Gamma$, there exists some $i \in I$, some (resp. free) $A_i$-representation of $\Gamma$, and some $\Gamma$-equivariant continuous $A_i$-linear morphism $\iota_i : L_i \to L_\infty$ which induces an isomorphism $L_i \otimes_{A_i} \hat{A}_\infty \xrightarrow{\iota_i \otimes \text{id}} L_\infty$ of representations of $\Gamma$ over $\hat{A}_\infty$. We call such a pair $(L_i, \iota_i)$ a model of $L_\infty$ over $A_i$.

2. For each model $L_i$ over $A_i$, there exists some $i_0 \geq i$ such that for any $i' \geq i_0$, the model $(L_{i'}, \iota_{i'}) := (L_i \otimes_{A_i} A_{i'}, \iota_i \otimes \text{id})$ is good in the sense that $\iota_{i'}$ induces a quasi-isomorphism $R\Gamma(\Gamma, L_{i'}) \to R\Gamma(\Gamma, L_\infty)$.

**Remark 2.2 ([20, Rem. A.1.3]).** If $((A_i)_{i \in I}, \hat{A}_\infty, \Gamma)$ is a (weak) decompletion system, then the natural functor $\lim\text{Rep}^p(A_i) \to \text{Rep}^p(\hat{A}_\infty)$ (resp. $\lim\text{Rep}^p_{\text{free}}(A_i) \to \text{Rep}^p_{\text{free}}(\hat{A}_\infty)$) is an equivalence and for any two models $(L_{i_1, i_1}, \iota_{i_1})$ and $(L_{i_2, i_2})$ of $L_\infty$ over $A_i$, there exists some $i' \geq i$ such that $(L_{i_1, i_1} \otimes_{A_i} A_{i'}, \iota_{i_1} \otimes \text{id}) \cong (L_{i_2, i_2} \otimes_{A_i} A_{i'}, \iota_{i_2} \otimes \text{id}).$

The main results in [20, Appendix A] give some sufficient conditions to clarify whether a triple $((A_i)_{i \in I}, \hat{A}_\infty, \Gamma)$ is a (weak) decompletion system. Recall a complex $(C^\bullet, d)$ of Banach modules over a Banach ring $A$ is called uniformly strict exact with respect to some $c \geq 0$, if for any cocycle $f \in C^n$, there exists a cochain $g \in C^{n-1}$ satisfying $|g| \leq c|f|$ such that $f = d(g)$.
Definition 2.3 ([20, Def. A.1.6]). Let $\{A_i\}_{i \in I}, \hat{A}_\infty, \Gamma$ be a triple as above. Assume that $A_i \to \hat{A}_\infty$ are closed embeddings and that $\Gamma$ is profinite. We say $\{A_i\}_{i \in I}, \hat{A}_\infty, \Gamma$ is weakly decompleting if there exists a norm $| \cdot |$ on $\hat{A}_\infty$ making it a Banach ring (and hence making $A_i$’s Banach subrings) and an inverse system $\{\Gamma_i\}_{i \in I}$ of closed normal subgroup converging to 1 such that the projection $\Gamma \to \Gamma_i/\Gamma_1$ admits a continuous cross-section (which is not necessary a homomorphism) for each $i \in I$, satisfying the following conditions:

1. The action of $\Gamma$ on $\hat{A}_\infty$ is isometric.
2. For each $i$, the projection $\hat{A}_\infty \to \hat{A}_\infty/A_i$ admits an isometric section of Banach $A_i$-modules.
3. There exists some $c > 0$ such that the complex $C(\Gamma_i, \hat{A}_\infty/A_i)$ is uniformly strict exact with respect to $c$, where we equip $C(\Gamma_i, \hat{A}_\infty/A_i)$ with the supreme norm $|f| := \text{sup}_{\gamma \in \Gamma_i} |f(\gamma)|$ for each $s$.

Then the first main result in [20, Appendix A] is

Theorem 2.4 ([20, Thm. A.1.8]). A weakly decompleting triple is a weak decomposition system.

Recall a Banach ring $A$ is stably uniform if it is either the underlying ring of a stably uniform Huber pair in the sense of [55, Def. 5.2.4] or a stably uniform adic Banach ring in the sense of [40, Rem. 2.8.5] over a nonarchimedean field.

Definition 2.5 ([20, Def. A.1.9]). Let $\{A_i\}_{i \in I}, \hat{A}_\infty, \Gamma$ be a triple as above. Assume that $A_i \to \hat{A}_\infty$ are closed embeddings and that $\Gamma$ is profinite. We say $\{A_i\}_{i \in I}, \hat{A}_\infty, \Gamma$ is stably decompleting if the following conditions are true:

1. $A_i$’s and $\hat{A}_\infty$ are stably uniform over a nonarchimedean field.
2. Each rational subset $U$ of $\text{Spa}(A_i, A_i^\circ)$ is stabilized by some open normal subgroup $\Gamma_U$ of $\Gamma$ and the pull-back of $\{(A_j)_{j \geq i}, \hat{A}_\infty, \Gamma_U\}$ to each such $U$ is weakly decompleting.

Then the second main result in [20, Appendix] is

Theorem 2.6 ([20, Thm. A.1.10]). A stably decompleting triple is a decomposition system.

We give some examples in the next subsection.

2.2. Examples of decomposition system.

2.2.1. Generalised arithmetic tower. Assume $d \geq 0$ and define $\Gamma_{\text{geo}} = \bigoplus_{i=1}^d \mathbb{Z}_p \gamma_i$, which is a finite free $\mathbb{Z}_p$-module with basis $\gamma_1, \ldots, \gamma_d$. Let $\Gamma := \Gamma_{\text{geo}} \rtimes \text{Gal}(K_{\text{cyc}}/K)$ such that for any $g \in \text{Gal}(K_{\text{cyc}}/K)$ and any $1 \leq i \leq d$, $g \gamma_i g^{-1} = \gamma_i^{\gamma(g)}$.

Let $(R, R^+)$ be an affinoid Tate algebra over $K$. For any $n \geq 1$, let $R^n := R \otimes_{K_{\text{cyc}}} \mathcal{O}_{K_{\text{cyc}}} = R \otimes_K K(\zeta_p^n)$, and $\Gamma_n := \Gamma_{\text{geo}} \rtimes \text{Gal}(K_{\text{cyc}}/K(\zeta_p^n))$. Put $\hat{R}_\infty^+ := R^+ \otimes_{K_{\text{cyc}}} \mathcal{O}_{K_{\text{cyc}}}$ and $\hat{R}_\infty := R \otimes_K K_{\text{cyc}}$. Then $\Gamma$ acts on $R_n$’s and $\hat{R}_\infty$ compatibly and continuously via the quotient map $\Gamma \to \text{Gal}(K_{\text{cyc}}/K)$.

Lemma 2.7. The triple $\{R_n\}_{n \geq 0}, \hat{R}_\infty, \Gamma$ is stably decompleting.

Proof. By proceeding as in the proof of [20, Prop. A.2.1.1], it suffices to show that for sufficiently large $l$ and for any $n \geq 0$, $H^n(\Gamma_l, \hat{R}_\infty^+ / R_l^+)$ is killed by $p^2$. Note that by [15, Lem. 7.3], one may compute $\text{R}^\Gamma(\Gamma_{\text{geo}}, \hat{R}_\infty^+ / R_l^+)$ by using Koszul complex $K(\gamma_1 - 1, \ldots, \gamma_d - 1; \hat{R}_\infty^+ / R_l^+)$:

$$\hat{R}_\infty^+ / R_l^+ \xrightarrow{(\gamma_1 - 1, \ldots, \gamma_d - 1)} (\hat{R}_\infty^+ / R_l^+)^d \xrightarrow{\cdots} \hat{R}_\infty^+ / R_l^+.$$  

Since $\Gamma_{\text{geo}}$ acts on $\hat{R}_\infty^+ / R_l^+$ trivially, $\text{R}^\Gamma(\Gamma_{\text{geo}}, \hat{R}_\infty^+ / R_l^+)$ is computed by $K(0, \ldots, 0; \hat{R}_\infty^+ / R_l^+)$. By using Hochschild-Serre spectral sequence, in order to conclude our result, we have to show that $\text{R}^\Gamma(\text{Gal}(K_{\text{cyc}}/K(\zeta_p^n)), \hat{R}_\infty^+ / R_l^+)$ is killed by $p^3$, which was confirmed in the proof of [20, Prop. A.2.1.1].

Theorem 2.8. The triple $\{R_n\}_{n \geq 0}, \hat{R}_\infty, \Gamma$ is a decomposition system.

Proof. This follows from Theorem 2.6 together with Lemma 2.7.
Remark 2.9. In [57], Shimizu essentially showed that the triple \( \{ R_n \}_{n \geq 0}, \hat{R}_\infty, \Gamma \) is a weak decompletion system by using the formalism of Tate–Sen theory developed in [7]. When \( d = 0 \), the result was first proved by Sen in [56].

Proposition 2.10. For any \( \hat{R}_\infty \)-representation \( M \) of \( \Gamma \), the subgroup \( \Gamma_{geo} \) acts on \( M \) quasi-unipotently.

Proof. By Theorem 2.8, there exists an \( n \geq 1 \) and a representation \( N \) of \( \Gamma \) over \( R_n \) such that \( M \cong N \otimes_{R_n} \hat{R}_\infty \). Since \( \Gamma' := \Gamma_{geo} \times \text{Gal}(K_{cyc}/K(\zeta_p^n)) \) acts on \( R_n \) trivially. We see that \( N \) is a linear representation of \( \Gamma' \). Then the result follows from the same proof of [44, Lem. 2.15]. □

Remark 2.11. Proposition 2.10 is optimal in the sense that one can not expect that \( \Gamma_{geo} \) acts on any \( \hat{R}_\infty \)-representation \( M \) of \( \Gamma \) unipotently in general. For example, we may assume \( M = R_{K_{cyc}} e \) and \( \Gamma = \mathbb{Z}_p \times \text{Gal}(K_{cyc}/K) \) such that \( e \) acts \( e \) via the scalar \( \zeta_p^n \) for some fixed \( n \geq 1 \) and \( \text{Gal}(K_{cyc}/K) \) acts on \( e \) trivially. Then \( M \in \text{Rep}_{\Gamma}(R_{K_{cyc}}) \) on which the \( \Gamma_{geo} \)-action is not unipotent.

2.2.2. Toric tower. Let \( X = \text{Spa}(R, R^+) \) be a smooth affinoid space of dimension \( d \) over \( K \) which admits a toric chart. □

Let \( X_{K_{cyc}} := \text{Spa}(R_{K_{cyc}}, R_{K_{cyc}}^+) \) denote the base-change of \( X \) along \( K \to \hat{K}_{cyc} \).

Notation 2.12. For any \( n \geq 0 \), let \( R_n^+ := R^+ \otimes_{O_K(T_{d+1}^+, \ldots, T_d^+)} O_K(\zeta_p^n)(T_1^{\mathfrak{p}}, \ldots, T_d^{\mathfrak{p}}) \), \( R_\infty^+ = \varprojlim_n R_n^+ \), and \( \hat{R}_\infty = (\varprojlim_n R_n^+)^p \) be the \( p \)-adic completion of \( R_\infty^+ \). Put \( R_n = R_n^+[\mathfrak{p}] \) and \( \hat{R}_\infty := \hat{R}_\infty^+[\mathfrak{p}] \). Then both of them are stably uniform adic Banach rings. Let \( X_n \) (resp. \( X_\infty \)) be the base-change (resp. the perfectoid space corresponding to the base-change) of \( X \) along \( K \to \hat{K}_{cyc} \).

Let \( X_n \) (resp. \( X_\infty \)) be the base-change (resp. the perfectoid space corresponding to the base-change) of \( X \) along \( K \to \hat{K}_{cyc} \).

Then \( R_n \) (resp. \( \hat{R}_\infty \)) is the ring of regular functions on \( X_n \) (resp. \( X_\infty \)). For any \( n \geq 0 \), the natural map \( X_\infty \to X_n \) is a Galois cover with Galois group \( \Gamma_n \). In particular, we denote \( \Gamma := \Gamma_0 \). The map \( X_\infty \to X_{K_{cyc}} \) is also a Galois cover with Galois group

\[
\Gamma_{geo} \cong \mathbb{Z}_p^\gamma_1 \oplus \cdots \oplus \mathbb{Z}_p^\gamma_d
\]

where for any \( 1 \leq i, j \leq d \) and any \( n \geq 0 \), \( \gamma_i(T_j^{\mathfrak{p}}) = \zeta_p^{\delta_{ij}} T_j^{\mathfrak{p}} \) and \( \delta_{ij} \) denotes Kronecker’s delta. Then for any \( n \geq 0 \), we have an exact sequence

\[
1 \to \Gamma_{geo}^n \to \Gamma_n \to \text{Gal}(K_{cyc}/K(\zeta_p^n)) \to 1,
\]

which splits and induces an isomorphism \( \Gamma_n \cong \Gamma_{geo}^n \times \text{Gal}(K_{cyc}/K(\zeta_p^n)) \) such that \( g \gamma_i T_j^{\mathfrak{p}} g^{-1} = \gamma_i^p T_j^{\mathfrak{p}} \) for any \( g \in \text{Gal}(K_{cyc}/K(\zeta_p^n)) \) and any \( 1 \leq i \leq d \).

Lemma 2.13. The triple \( \{ R_n \}_{n \geq 0}, \hat{R}_\infty, \Gamma \) is stably decompleting.

Proof. It suffices to show that any \( \{ R_n \}_{n \geq 0}, \hat{R}_\infty, \Gamma \) is weakly decompleting, as its pullbacks to rational localizations of \( X_n \) satisfy the same assumptions. We remark that \( \Gamma \to \Gamma/\Gamma_n \) admits a continuous cross-section as the target is finite.

We endow \( \hat{R}_\infty \) with the spectral norm and then the condition (1) of Definition 2.3 is satisfied by [40, Rem. 2.8.3(a)]. For condition (2), by noting that for any \( n \geq 0 \), the \( \hat{R}_\infty \) admits a \( \Gamma \)-equivariant decomposition

\[
\hat{R}_\infty = \bigoplus_{(a_1, \ldots, a_d) \in \mathbb{N}^d} R_{K_{cyc}, n}^+ T_1^{\mathfrak{p} a_1} \cdots T_d^{\mathfrak{p} a_d},
\]

where \( R_{K_{cyc}, n}^+ = R_{K_{cyc}, n}^+[\mathfrak{p}] \) and \( R_{K_{cyc}, n}^+ = R_{n} \otimes_{O_K(\zeta_p^n)} O_{K_{cyc}} \); it suffices to check \( R_{K_{cyc}, n}^+ \to R_{K_{cyc}, n}/R_n \) admits an isometric section as Banach \( R_n \)-modules, which can be verified as in the proof of [20, Prop. A.2.1.1].

It remains to check condition (3) of Definition 2.3. In other words, we have to show that there exists some \( c > 0 \) such that for any \( n \geq 0 \), the complex \( C(\Gamma_n^*, \hat{R}_\infty/R_n) \) is uniformly strict exact with respect to \( c \).
Similar to decomposition (2.3), we see that
\[
\hat{R}_{\infty}^+ / R_n^+ = R_{K_{ycyc,n}}^+ / R_n^+ \oplus \bigoplus_{\mathbf{a} \neq (\ldots, \ldots, \alpha)} (\frac{1}{p})^d C_{n+1} \ldots T_{d}^{1/p^{\alpha_d}},
\]
which induces a decomposition of complex
\[
C(\Gamma_n^*, \hat{R}_{\infty} / R_n) = C(\Gamma_n^*, R_{K_{ycyc,n}} / R_n) \oplus C(\Gamma_n^*, R_{K_{ycyc,n}} / R_n) T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}}.
\]
By Lemma 2.7, there exists some \( c_1 > 0 \) such that for any \( m \geq 0 \), the complex \( C(\Gamma_n^*, R_{K_{ycyc,m}} / R_m) \) is uniformly strict exact with respect to \( c_1 \).

To conclude, it suffices to show that \( C(\Gamma_n^*, R_{K_{ycyc,n}} / R_n) T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}} \) is uniformly strict exact with respect to \( c_2 = p^{2^{-7}} \). So we may finally choose \( c = \max(c_1, c_2) \). For this purpose, we first claim that
\[
R(\Gamma_n^*, \bigoplus_{\mathbf{a} \neq (\ldots, \ldots, \alpha)} (\frac{1}{p})^d C_{n+1} \ldots T_{d}^{1/p^{\alpha_d}})
\]
is killed by \( \zeta_p - 1 \).

By [15, Lem. 7.3], \( R(\Gamma_n^*, R_{K_{ycyc,n}}^+ T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}}) \) can be computed via the Koszul complex
\[
K(\gamma_1^{p^m} - 1, \ldots, \gamma_d^{p^m} - 1; R_{K_{ycyc,n}}^+ T_{1}^{1/p^{\alpha_1}} \ldots R_{K_{ycyc,n}} T_{d}^{1/p^{\alpha_d}}); \]
\[
R_{K_{ycyc,n}}^+ T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}} (\gamma_1^{p^m} - 1, \ldots, \gamma_d^{p^m} - 1) \rightarrow R_{K_{ycyc,n}}^+ T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}} \rightarrow \cdots \rightarrow R_{K_{ycyc,n}}^+ T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}}.
\]

Then for \( \mathbf{a} \neq \mathbf{0} \), we argue as in the proof of [54, Lem. 5.5] to conclude that
\[
R(\Gamma_n^*, R_{K_{ycyc,n}}^+ T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}})
\]
is concentrated in degree \( \geq 1 \) and is annihilated by \( \zeta_p - 1 \). Therefore \( R(\Gamma_n, R_{K_{ycyc,n}}^+ T_{1}^{1/p^{\alpha_1}} \ldots T_{d}^{1/p^{\alpha_d}}) \) is also concentrated in degree \( \geq 1 \) and is annihilated by \( \zeta_p - 1 \) and hence so is
\[
R(\Gamma_n, \bigoplus_{\mathbf{a} \neq (\ldots, \ldots, \alpha)} (\frac{1}{p})^d C_{n+1} \ldots T_{d}^{1/p^{\alpha_d}})
\]
as desired. This completes the proof of claim.

Now, let us go back to show the uniformly strict exactness of
\[
C^\bullet := C(\Gamma_n^*, \bigoplus_{\mathbf{a} \neq (\ldots, \ldots, \alpha)} (\frac{1}{p})^d C_{n+1} \ldots T_{d}^{1/p^{\alpha_d}})
\]
with respect to \( c_2 = p^{2^{-7}} \). In other words, we need to prove that for any cocycle \( f \in C^s \), there is a cochain \( g \in C^{s+1} \) satisfying \( |g| \leq p^{2^{-7}} |f| \) such that \( f = d(g) \). Define
\[
C^{s+} := C(\Gamma_n^*, \bigoplus_{\mathbf{a} \neq (\ldots, \ldots, \alpha)} (\frac{1}{p})^d C_{n+1} \ldots T_{d}^{1/p^{\alpha_d}}).
\]
As we consider the supreme norm on \( C^\bullet \) (cf. Definition 2.3(3)), for any \( h \in C^s \), we have
\[
h \in C^{s+} \text{ if and only if } |h| \leq 1.
\]
Replacing \( f \) by \( (\zeta_p - 1)^m f \) for some \( m \in \mathbb{Z} \), we may assume \( |\zeta_p - 1| < |f| \leq 1 \) and thus it is a cocycle \( f \in C^{s+} \) such that \( d(h) = (\zeta_p - 1) f \). Put \( g = \frac{1}{\zeta_p - 1} h \in C^{s-1} \). Then we have \( d(g) = f \) and that
\[
|g| = \frac{1}{\zeta_p - 1} |h| \leq p^{2^{-7}} |f| \leq p^{2^{-7}} = p^{2^{-7}} |\zeta_p - 1| < p^{2^{-7}} |f|.
\]
as desired. The proof is complete.

**Theorem 2.14.** The triple \( \{ \{ R_n \}_{n \geq 0}, \hat{R}_\infty, \Gamma \} \) is a decompletion system.

**Proof.** This follows from Theorem 2.6 together with Lemma 2.13.

**Notation 2.15.** Let \( \text{Rep}_\Gamma^\text{uni}(R_{\hat{K}_{\text{cyc}}}) \) be the full subcategory of \( \text{Rep}_\Gamma(R_{\hat{K}_{\text{cyc}}}) \) of representations on which \( \Gamma_{\text{geo}} \) acts unipotently.

The following result is a direct consequence of Theorem 2.14.

**Proposition 2.16.** There exists an equivalence of categories

\[
\text{Rep}_\Gamma^\text{uni}(R_{\hat{K}_{\text{cyc}}}) \rightarrow \text{Rep}_\Gamma(\hat{R}_\infty)
\]

via base-change such that for any \( M \in \text{Rep}_\Gamma^\text{uni}(R_{\hat{K}_{\text{cyc}}}) \) with associated \( M_\infty \in \text{Rep}_\Gamma(\hat{R}_\infty) \), there exist quasi-isomorphisms

\[
\Gamma(\Gamma_{\text{geo}}, M) \rightarrow \Gamma(\Gamma_{\text{geo}}, M_\infty)
\]

and

\[
\Gamma(\Gamma, M) \rightarrow \Gamma(\Gamma, M_\infty).
\]

The equivalence is compatible with the standard étale localisation of \( X \).

**Proof.** Let \( M \in \text{Rep}_\Gamma^\text{uni}(R_{\hat{K}_{\text{cyc}}}) \) with \( M_\infty = M \otimes_{R_{\hat{K}_{\text{cyc}}}} \hat{R}_\infty \). Using decomposition (2.3) for \( n = 0 \), we obtain a \( \Gamma \)-equivariant decomposition

\[
M_\infty = \bigoplus_{(\alpha_1, \ldots, \alpha_d) \in \mathbb{N} \cap (0,1)^d} MT_1^{\alpha_1} \cdots T_d^{\alpha_d}.
\]

Since \( \Gamma_{\text{geo}} \) acts on \( M \) unipotently, if \( \alpha_i \neq 0 \) for some \( 1 \leq i \leq d \), we deduce that \( \gamma_i - 1 \) acts on \( MT_1^{\alpha_1} \cdots T_d^{\alpha_d} \) invertibly. Therefore, we see that

\[
\Gamma(\Gamma_{\text{geo}}, \bigoplus_{\alpha_i \neq 0} MT_1^{\alpha_1} \cdots T_d^{\alpha_d}) = 0,
\]

which implies that the natural map

\[
\Gamma(\Gamma_{\text{geo}}, M) \rightarrow \Gamma(\Gamma_{\text{geo}}, M_\infty)
\]

is a quasi-isomorphism and hence so is

\[
\Gamma(\Gamma, M) \rightarrow \Gamma(\Gamma, M_\infty).
\]

In particular, we see the functor \( \text{Rep}_\Gamma^\text{uni}(R_{\hat{K}_{\text{cyc}}}) \rightarrow \text{Rep}_\Gamma(\hat{R}_\infty) \) is fully faithful.

We have to check the essential surjectivity of the above functor. Fix an \( M_\infty \in \text{Rep}_\Gamma(\hat{R}_\infty) \). By Theorem 2.14, it admits a good model \( M_n \) over \( R_n \) for some \( n \gg 0 \). We claim that \( \Gamma_{\text{geo}} \) acts on \( M_n \) and hence \( M_{\hat{K}_{\text{cyc}}, n} := M_n \otimes_{R_n} R_{\hat{K}_{\text{cyc}}, n} \) quasi-unipotently in the sense of [44, Lem. 2.15].

Note that \( \Gamma_n \cong \Gamma_{\text{geo}} \times \text{Gal}(K_{\text{cyc}}/\mathbb{K}(\zeta_p^n)) \) acts \( R_n \)-linearly on \( M_n \). To prove the claim, we need to show there exists some \( m \gg 0 \) and \( N \gg 0 \) such that for any \( 1 \leq i \leq d \), the \( R_n \)-linear morphism \( (\gamma_i^n)^m - 1 \) acts as the zero map on \( M_n \). Up to an étale localisation of \( R_n \), we may assume \( M_n \) is finite free of rank \( r \) and \( R_n \) is an integral domain. Fix an \( R_n \)-basis of \( M_n \), and then we get a homomorphism \( \rho : \Gamma_n \rightarrow GL_r(R_n) \). As for any \( g \in \text{Gal}(K_{\text{cyc}}/\mathbb{K}(\zeta_p^n)) \) and any \( 1 \leq i \leq d \), \( g \gamma_i g^{-1} = \gamma_i^{\chi(g)} \), we have \( \rho(g) \rho(\gamma_i^n)^m \rho(g)^{-1} = \rho(\gamma_i^n)^m \chi(g) \). So if \( a \) is an eigenvalue of \( \rho(\gamma_i^n)^m \) in the algebraic closure \( \overline{\text{Frac}(R_n)} \) of the fractional field of \( R_n \), then so is \( a^{\chi(g)} \). As \( \chi(\text{Gal}(K_{\text{cyc}}/\mathbb{K}(\zeta_p^n))) \) is an open subgroup of \( \mathbb{Z}_p^d \), we know that \( a^{m_1} = 1 \) for some \( m_i \gg 0 \). So there exists some \( N_i \gg 0 \) such that \( (\rho(\gamma_i^n)^m - 1)^{N_i} = 0 \). Now, we can conclude by letting \( m = \max(m_1, \ldots, m_d) \) and \( N = \max(N_1, \ldots, N_d) \).

Using the above claim, the arguments in the paragraph below [44, Lem. 2.15] applies. But for the convenience of reader, we repeat the details as follows:

Since \( \Gamma_{\text{geo}} \) acts on \( M_{\hat{K}_{\text{cyc}}, n} \) quasi-unipotently, we have a decomposition

\[
M_{\hat{K}_{\text{cyc}}, n} = \bigoplus_{\tau} M_{\hat{K}_{\text{cyc}}, n, \tau}
\]
where $\tau$’s are finite characters of $\Gamma_{\text{geo}}$ and $$M_{R_{\text{cyc}},n,\tau} = \{ x \in M_{R_{\text{cyc}},n} \mid (\gamma - \tau(\gamma))^{m}(x) = 0 \text{ for } m \gg 0, \forall \gamma \in \Gamma_{\text{geo}} \}$$ denotes the corresponding generalised eigenspaces. Each $M_{R_{\text{cyc}},n,\tau}$ is finite projective over $R_{\text{cyc}}$ as $M_{R_{\text{cyc}},n}$ is. After enlarging $n$ if necessary, we may assume the orders of all characters appearing in the above decomposition divide $p^n$. Then for each $\tau$, there exists a $T_1^{a_1} \cdots T_d^{a_d} \in R_{R_{\text{cyc}},n}$ on which $\Gamma_{\text{geo}}$ acts via $\tau$. Denote by $M := M_{R_{\text{cyc}},n,1}$ the generalised eigenspace corresponding the trivial character. Then $M$ is stable by the action of $\Gamma$ and the natural map $M \otimes_{R_{\text{cyc}}} R_{R_{\text{cyc}},n} \to M_{R_{\text{cyc}},n}$ is surjective and hence an isomorphism. Then the essential surjectivity follows as $$M \otimes_{R_{\text{cyc}}} \hat{R}_\infty \cong M_{R_{\text{cyc}},n} \otimes_{R_{\text{cyc}}} \hat{R}_\infty \cong M_\infty$$ and $\Gamma_{\text{geo}}$ acts on $M$ unipotently.

Finally, we complete the proof by noting that all constructions above are compatible with standard étale localisations of $X$. \hfill \Box

**Remark 2.17.** Proposition 2.10 shows that for any $M \in \text{Rep}_T(R_{R_{\text{cyc}}})$, the group $\Gamma_{\text{geo}}$ acts quasi-unipotently and Remark 2.11 shows that the inclusion $\text{Rep}_T^{\text{uni}}(R_{R_{\text{cyc}}}) \hookrightarrow \text{Rep}_T(R_{\hat{R}_{\text{cyc}}})$ is not an equivalence. For any $M \in \text{Rep}_T(R_{R_{\text{cyc}}})$, we describe its image via the composition

$$\square^{\text{uni}} : \text{Rep}_T(R_{R_{\text{cyc}}}) \to \text{Rep}_T(\hat{R}_\infty) \xrightarrow{\sim} \text{Rep}_T^{\text{uni}}(R_{R_{\text{cyc}}}),$$

where the first arrow is induced by base-change, as follows:

Since $\Gamma_{\text{geo}}$ acts on $M$ quasi-unipotently, $M$ admits a decomposition

$$M = \bigoplus_{\tau} M_\tau$$

where $\tau$’s are finite characters on $\Gamma_{\text{geo}}$ and $M_\tau$ is the corresponding generalised eigenspace as above. Let $T^\tau \in \hat{R}_\infty$ be of the form $T_1^{a_1} \cdots T_d^{a_d}$ on which $\Gamma_{\text{geo}}$ acts via $\tau^{-1}$. Then

$$M' := \bigoplus_{\tau} M_\tau T^\tau \subset M \otimes_{R_{\text{cyc}}} \hat{R}_\infty$$

such that $\Gamma_{\text{geo}}$ acts on $M'$ unipotently and that

$$M' \otimes_{R_{\text{cyc}}} \hat{R}_\infty = M \otimes_{R_{\text{cyc}}} \hat{R}_\infty.$$ 

It is easy to see that $M^{\text{uni}} := M'$ is the image of $M$ under $\square^{\text{uni}}$.

**Remark 2.18.** Theorem 2.14 and Proposition 2.16 were proved in [61, §14] by working with a suitable integral model (with some certain log structure) of $X$.

**Notation 2.19.** For any $p$-adically complete field $F$ containing $\hat{K}_{\text{cyc}}$, let $R_{F,n}$ and $\hat{R}_{F,\infty}$ be the $p$-complete base-changes of $R_{R_{\text{cyc}},n}$ and $\hat{R}_\infty$ along the inclusion $K_{\text{cyc}} \to F$, respectively. Let $L/K$ be a Galois extension containing $K_{\text{cyc}}$ in $\hat{K}$ and let $\Gamma(L/K)$ be the Galois group of the cover $X_{\hat{L},\infty} = \text{Spa}(\hat{R}_{L,\infty}, \hat{R}_{\hat{L},\infty}) \to X$. Then we have

$$\Gamma(L/K) \cong \Gamma_{\text{geo}} \rtimes \text{Gal}(L/K)$$

such that $g \gamma_i g^{-1} = \gamma_i^g(x)$ for any $1 \leq i \leq d$ and any $g \in \text{Gal}(L/K)$. Clearly, $\Gamma(K_{\text{cyc}}/K) = \Gamma$.

**Remark 2.20.** Let $X$ be a rigid analytic space over $K$. For any $p$-adic complete field extension $E$ of $K$, let $X_E$ be the base-change of $X$ along $K \to E$. Let $L$ be a Galois extension of $K$ in $\hat{K}$ containing $K_{\text{cyc}}$. Then the classical Tate–Sen theory gives rise to an equivalence of categories

$$\text{Vect}_{\text{Gal}(K_{\text{cyc}}/K)}(X_{\hat{R}_{\text{cyc}}}) \xrightarrow{\sim} \text{Vect}_{\text{Gal}(L/K)}(X_{\hat{L}}),$$

which is induced by linear-extension and has quasi-inverse induced by taking $\text{Gal}(L/K_{\text{cyc}})$-invariants. Here $\text{Vect}_{\text{Gal}(K_{\text{cyc}}/K)}(X_{\hat{R}_{\text{cyc}}})$ denotes the category of $\text{Gal}(K_{\text{cyc}}/K)$-equivariant analytic vector bundles on $X_{\hat{R}_{\text{cyc}}}$ and $\text{Vect}_{\text{Gal}(L/K)}(X_{\hat{L}})$ is defined similarly.
To see this, by étale descent (cf. Lemma 2.21), it is enough to show that when $X = \text{Spa}(R, R^+)$, for any finite free $V \in \text{Rep}_{\text{Gal}(L/K)}^\text{free}(R_{\ell})$, the $V^{\text{Gal}(L/K_{\text{cyc}})}$ is a finite projective $R_{\text{cyc}}$-module such that
\[ V^{\text{Gal}(L/K_{\text{cyc}})} \otimes_{R_{\text{cyc}}} R_{\ell} \cong V. \]

Let $r$ be the rank of $V$. By [7, Prop. 3.1.4, Prop. 4.1.1 and Cor. 3.2.2], there exists a Galois extension $F \subset L$ of $K$, which is finite over $K_{\text{cyc}}$, such that $H^1(\text{Gal}(L/F), \text{GL}_r(R_{\ell})) = 1$. In particular, we see that
\[ W := V^{\text{Gal}(L/F)} \in \text{Rep}_{\text{Gal}(F/K)}^\text{free}(R_{\ell}) \]
satisfying $W \otimes_{R_{\ell}} R_{\ell} \cong V$. As $R_{\text{cyc}} \rightarrow R_{\ell}$ is a finite étale morphism with Galois group $\text{Gal}(F/K_{\text{cyc}})$, by étale descent, we see that $W^{\text{Gal}(F/K_{\text{cyc}})}$ is a finite projective $R_{\text{cyc}}$-module satisfying
\[ W^{\text{Gal}(F/K_{\text{cyc}})} \otimes_{R_{\text{cyc}}} R_{\ell} \cong W. \]

Now, we can conclude by noting that $W^{\text{Gal}(F/K_{\text{cyc}})} = V^{\text{Gal}(L/K_{\text{cyc}})}$.

**Lemma 2.21.** Let $X = \text{Spa}(R, R^+)$ be affinoid over $K$. Let $L$ be a Galois extension of $K$ containing $K_{\text{cyc}}$. Then for any $V \in \text{Vect}_{\text{Gal}(L/K)}(X_{\ell})$, there exists a finite étale covering $Y \rightarrow X$ such that the pull-back of $V$ along $Y_{\ell} \rightarrow X_{\ell}$ is trivial.

**Proof.** We first choose an analytic covering $g : Z_{\ell} \rightarrow X_{\ell}$ trivializing $V$ over $Z_{\ell}$. Now by [10, Lem. 2.1.3(i)], there exists a finite Galois extension $K'/K$ in $L$ together with a finite étale covering $Z \rightarrow X_{K'}$ such that $Z_{\ell} = X_{\ell} \times_{X_{K'}} Z$. Let $Q \subset \text{Gal}(L/K)$ be a set of lifting of elements in $\text{Gal}(K'/K)$. For any $\tau \in Q$, define
\[ Z_\tau = Z \times_{X_{K'/\tau}} X_{K'} \quad \text{and} \quad Z_{\tau,\ell} := X_{\ell} \times_{X_{K'}} Z_{\ell}, \]
and let $g_\tau : Z_{\tau,\ell} \rightarrow X_{\ell}$ be the natural projection. As $V$ is Gal($L/K$)-equivariant, we see that $g_\tau V$ is also trivial over $Z_{\tau,\ell}$. Now, we define
\[ Z_Q := \bigsqcup_{\tau \in Q} Z_{\tau}, \quad Z_{Q,\ell} := \bigsqcup_{\tau \in Q} Z_{\tau,\ell}, \quad \text{and} \quad g_Q := \bigsqcup_{\tau \in Q} g_\tau : Z_{Q,\ell} \rightarrow X_{\ell}. \]
Then $g_Q$ trivializes $V$ over $Z_{Q,\ell}$ and is induced by a $\text{Gal}(K'/K)$-equivariant covering $Z_Q \rightarrow X_{K'}$. As $X_{K'} \rightarrow X$ is a finite étale Galois covering with Galois group $\text{Gal}(K'/K)$, by étale descent, there exists a finite étale covering $Y \rightarrow X$ such that $Z_Q = Y \times_X X_{K'}$. As
\[ Z_{Q,\ell} = Z_Q \times_{X_{K'}} X_{\ell} = Y \times_X X_{K'} \times_{X_{K'}} X_{\ell} = Y_{\ell}, \]
one can conclude by checking that $Y$ is desired. \qed

**Remark 2.22.** Note that for any Galois extension $L/K$ containing $K_{\text{cyc}}$ in $K$, the pro-étale covering $\text{Spa}(\hat{R}_{L,\infty}, \hat{R}_{L,\infty}^+) \rightarrow \text{Spa}(\hat{R}_{\infty}, \hat{R}_{\infty}^+)$ is a Galois covering with Galois group $\text{Gal}(L/K_{\text{cyc}})$. By descent of vector bundles [55, Lem.17.1.8] (and Lemma 3.8), the base-change along $\hat{R}_{\infty} \rightarrow \hat{R}_{L,\infty}$ induces an equivalence of categories
\[ \text{Rep}_\Gamma(\hat{R}_{\infty}) \cong \text{Rep}_\Gamma(L/K)(\hat{R}_{L,\infty}). \]
As $\Gamma_{\text{geo}}$ commutes with $\text{Gal}(L/K_{\text{cyc}})$, by Remark 2.20, the scalar extension induces the following equivalence of categories
\[ \text{Rep}_\Gamma^\text{uni}(\hat{R}_{\text{cyc}}) \cong \text{Rep}_\Gamma^\text{uni}(L/K)(\hat{R}_{L}). \]
Therefore, by Proposition 2.10, we have the following commutative diagram of equivalences of categories:
\[
\begin{array}{ccc}
\text{Rep}_\Gamma^\text{uni}(\hat{R}_{\text{cyc}}) & \cong & \text{Rep}_\Gamma(\hat{R}_{\infty}) \\
\cong & & \cong \\
\text{Rep}_\Gamma^\text{uni}(L/K)(\hat{R}_{L}) & \cong & \text{Rep}_\Gamma^\text{uni}(L/K)(\hat{R}_{L,\infty}),
\end{array}
\]
which is induced by the scalar extensions.

A similar but much easier argument for the proof of Lemma 2.13 also shows the following.

**Lemma 2.23.** The triple $(\{R_{F,n}\}, \hat{R}_{F,\infty}, \Gamma_{\text{geo}})$ is stably decompleting.
We leave its proof to readers as we will not use this lemma in this paper.

**Theorem 2.24.** The triple \( \{ R_{F,n}, \hat{R}_{F,\infty}, \Gamma_{\text{geo}} \} \) is a deconstruction system.

**Proof.** Just combine Theorem 2.6 with Lemma 2.23. \( \square \)

**Remark 2.25.** (1) Theorem 2.24 was proved essentially in [1] and [61].

(2) Unlike Proposition 2.16, an \( \hat{R}_{L,\infty} \)-representation of \( \Gamma_{\text{geo}} \) may not admits a model over \( R_L \). However, if \( M \) is small, which means that the \( \Gamma_{\text{geo}} \)-action on \( M \) is “close” to the identity, then it admits a good model over \( R_L \). See [1, Chap. II.14], [61, §12] or [63, §3] for details.

3. A \( p \)-adic Simpson correspondence for smooth rigid analytic varieties over \( K \)

In this section, we construct a \( p \)-adic Simpson correspondence for generalised representations on \( X_{\text{proét}} \) for smooth rigid analytic varieties \( X \), by working on the arenas of [44] and [20]. The main ingredient is a period sheaf \( \mathcal{O}_C \) on \( X_{\text{proét}} \), which was firstly studied in [38] in the local case. It is defined as the graded piece \( G^0\mathcal{O}_C \) of the de Rham period sheaf on \( X_{\text{proét}} \) in [54, §6] and was used to study \( p \)-adic Simpson correspondence in [44]. In particular, the period sheaf \( \mathcal{O}_C \) is equipped with a natural Higgs field

\[
\Theta : \mathcal{O}_C \to \mathcal{O}_C \otimes_{\mathcal{O}_X} \Omega_X^1(-1)
\]

such that the induced Higgs complex \( \text{HIG}(\mathcal{O}_C, \Theta) \) is an resolution of \( \hat{O}_X \). As remarked in [44, Rem. 2.1], let

\[
0 \to \hat{O}_X \to \mathcal{E} \to \hat{O}_X \otimes_{\mathcal{O}_X} \Omega_X^1(-1) \to 0
\]

denote the Faltings’ extension (which can be found in [54, Cor. 6.14] up to a Tate twist). Then

\[
\mathcal{O}_C = \lim_{\longrightarrow} \text{Sym}^n \mathcal{E}
\]

where the map \( \text{Sym}^n \mathcal{E} \to \text{Sym}^{n+1} \mathcal{E} \) sends each local section \( x_1 \otimes \cdots \otimes x_n \in \text{Sym}^n \mathcal{E} \) to \( 1 \otimes x_1 \otimes \cdots \otimes x_n \in \text{Sym}^{n+1} \mathcal{E} \) and the natural Higgs field \( \Theta \) is induced by sending each local section \( x_1 \otimes \cdots \otimes x_n \in \text{Sym}^n \mathcal{E} \) to the local section \(- \sum_{i=1}^n x_1 \otimes \cdots \otimes x_{i-1} \otimes x_{i+1} \otimes \cdots \otimes x_n \otimes \mathfrak{p}_i \) of \( \text{Sym}^{n+1} \mathcal{E} \), where \( \mathfrak{p}_i \) denotes the image of \( x_i \) under the projection \( \mathcal{E} \to \hat{O}_X \otimes_{\mathcal{O}_X} \Omega_X^1(-1) \). See [38] for more details.

**Definition 3.1.** Let \( L/K \) be an algebraic Galois extension containing \( \mu_{p^n} \) with Galois group \( \text{Gal}(L/K) \) and \( \hat{L} \) be the completion of \( L \) in \( C \). By a \( \text{Gal}(L/K) \)-Higgs bundle of rank \( l \) on \( X_{\hat{L},\text{ét}} \), we mean a Higgs bundle \( (\mathcal{H}, \theta_{\mathcal{H}}) \) with \( \theta_{\mathcal{H}} \) nilpotent of rank \( l \) on \( X_{\hat{L},\text{ét}} \), together with a continuous \( \text{Gal}(L/K) \)-action on \( \mathcal{H} \) with respect to the \( p \)-adic topology on \( \mathcal{H} \) such that the morphism

\[
\mathcal{H} \xrightarrow{\theta_{\mathcal{H}}} \mathcal{H} \otimes_{\mathcal{O}_X} \Omega_X^1(-1)
\]

is \( \text{Gal}(L/K) \)-equivariant. We denote by \( \text{HIG}_{\text{Gal}(L/K)}(X_{\hat{L}}) \) the category of \( \text{Gal}(L/K) \)-Higgs bundles on \( X_{\hat{L},\text{ét}} \). In particular, when \( L = \overline{K} \) (and hence \( \hat{L} = C \)), we denote \( \text{HIG}_{\text{Gal}(\overline{K}/K)}(X_{\overline{K}}) \) by \( \text{HIG}_{K}(X_{\overline{K}}) \).

In particular, when \( X = \text{Spa}(R, R^+) \) is smooth affinoid, one can define \( \text{Gal}(L/K) \)-Higgs modules \( (H, \theta_{H} : H \to H \otimes_{\mathcal{O}_R} \Omega_R^1(-1)) \) of rank \( l \) over \( R_{\hat{L}} \) similarly and denote the category of those \((H, \theta_{H})\) by \( \text{HIG}_{\text{Gal}(L/K)}(R_{\hat{L}}) \). We remark that in this case, taking global sections on \( X \) induces an equivalence of categories \( \text{HIG}_{\text{Gal}(L/K)}(X_{\hat{L}}) \to \text{HIG}_{\text{Gal}(L/K)}(R_{\hat{L}}) \) sending each \((\mathcal{H}, \theta_{\mathcal{H}})\) to \((H, \theta_{H})\) with \( H = \mathcal{H}(X) \) and \( \theta_{H} \) being induced by \( \theta_{\mathcal{H}} \).

**Remark 3.2.** We claim that the nilpotency condition on \( \theta_{H} \) in Definition 3.1 can be deduced from other assumptions. To see this, we may assume \( X = \text{Spa}(R, R^+) \) admits a toric chart and assume \((\mathcal{H}, \theta_{\mathcal{H}})\) is induced by a \( \text{Gal}(K_{\text{cyc}}/K) \)-Higgs module \( (H, \theta_{H}) \) over \( R_{K_{\text{cyc}}} \). By Theorem 2.8, we may further assume \((H, \theta_{H})\) is defined over \( R_{K(\mu_{n})} \) for some \( n \geq 0 \). By abuse of notation, we now assume

\[^2\text{Our Higgs field } \Theta \text{ differs from that in [38] by a sign but is compatible with } \text{Gr}^0 \nabla \text{ in [54, §6].} \]
\( H \) is itself a finite projective \( R_{K(\zeta_{p^n})} \)-module. Write \( \theta_H = \sum_{i=1}^d \theta_i \otimes \frac{d \log T_i}{t} \) with \( \theta_i \)'s belonging to \( \text{End}_{R_{K(\zeta_{p^n})}}(H) \). Then for any \( x \in H \) and any \( g \in \text{Gal}(K_{\text{cyc}}/K) \), we have

\[
g(\theta_H(x)) = g\left( \sum_{i=1}^d \theta_i(x) \otimes \frac{d \log T_i}{t} \right) = \chi(g)^{-1} \sum_{i=1}^d g(\theta_i(x)) \otimes \frac{d \log T_i}{t}
\]

and that

\[
\theta_H(g(x)) = \sum_{i=1}^d \theta_i(g(x)) \otimes \frac{d \log T_i}{t}.
\]

So we get \( g \theta_i g^{-1} = \chi(g)\theta_i \) for any \( 1 \leq i \leq d \). To see \( \theta_i \)'s are nilpotent, we may apply the proof of [44, Lem. 2.15], just like the third paragraph in the proof of Proposition 2.16. Roughly, up to an étale localisation of \( R_{K(\zeta_{p^n})} \), we may assume that \( H \) is finite free over \( R_{K(\zeta_{p^n})} \) and \( R_{K(\zeta_{p^n})} \) is an integral domain, and reduce the problem to showing that the eigenvalues of \( \theta_i \) are all zero. Note that for any \( g \in \text{Gal}(K_{\text{cyc}}/K(\zeta_{p^n})) \), it acts \( R_{K(\zeta_{p^n})} \)-linearly on \( H \). As \( g \theta_i g^{-1} = \chi(g)\theta_i \), we see that if \( a \) is an eigenvalue of \( \theta_i \), then so is \( \chi(g)a \) for any \( g \in \text{Gal}(K_{\text{cyc}}/K(\zeta_{p^n})) \). This forces that \( a = 0 \) as \( \chi(\text{Gal}(K_{\text{cyc}}/K(\zeta_{p^n}))) \) is an open subgroup of \( \mathbb{Z}_p^\times \).

Before we move on, we introduce some notations which will appear several times in this section. For a generalised representation \( L \in \text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X) \), put

\[
(3.2) \Theta_L := \text{id}_L \otimes \Theta \colon L \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C \to L \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C \otimes_{\mathcal{O}_X} \Omega^1_{X}(\mathcal{O}_X(-1)).
\]

The \( \Theta_L \) satisfies \( \Theta_L \wedge \Theta_L = 0 \) as this holds true for \( \Theta \). For a Higgs bundle \((\mathcal{H}, \theta_H)\) on \( X_{C, \text{ét}} \), put

\[
(3.3) \Theta_{\mathcal{H}} := \theta_H \otimes \text{id}_{\mathcal{O}_C} + \text{id}_{\mathcal{H}} \otimes \Theta \colon \mathcal{H} \otimes_{\mathcal{O}_{X_C}} \mathcal{O} \mid_{X_C} \to \mathcal{H} \otimes_{\mathcal{O}_{X_C}} \mathcal{O} \mid_{X_C} \otimes_{\mathcal{O}_X} \Omega^1_{X}(\mathcal{O}_X(-1)).
\]

The \( \Theta_{\mathcal{H}} \) also satisfies \( \Theta_{\mathcal{H}} \wedge \Theta_{\mathcal{H}} = 0 \) as this holds true for both \( \theta_H \) and \( \Theta \).

Then our main result can be stated as follows:

**Theorem 3.3.** Let \( \nu : X_{\text{proét}} \to X_{C, \text{ét}} \) be the natural map of sites and let \((\mathcal{O}_C, \Theta)\) be as above. For any generalised representation \( L \in \text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X) \), let \( \Theta_L = \text{id}_L \otimes \Theta \), then the rule

\[
L \mapsto (\mathcal{H}(L), \theta_{\mathcal{H}(L)}) := (\nu_* (L \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C), \nu_*(\Theta_L))
\]

induces a rank-preserving equivalence from the category \( \text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X) \) of generalised representations on \( X_{\text{proét}} \) to the category \( \text{HIG}_{G_K}(X_C) \) of \( G_K \)-Higgs bundles on \( X_{C, \text{ét}} \), which preserves tensor products and dualities. Moreover, the following assertions are true:

1. For any \( i \geq 1 \), the higher direct image \( R^i \nu_* (L \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C) = 0 \).
2. Let \( \Theta_{\mathcal{H}(L)} = \theta_{\mathcal{H}(L)} \otimes \text{id}_{\mathcal{O}_{X_C}} + \text{id}_{\mathcal{H}(L)} \otimes \Theta \). Then there exists a natural isomorphism

\[
(\mathcal{H}(L) \otimes_{\mathcal{O}_{X_C}} \mathcal{O} \mid_{X_C}, \Theta_{\mathcal{H}(L)}) \xrightarrow{\cong} (L \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C, \Theta_L) \mid_{X_C}
\]

of Higgs fields.
3. Let \((\text{HIG}(\mathcal{H}(L), \theta_{\mathcal{H}(L)}))\) denote the Higgs complex induced by \((\mathcal{H}(L), \theta_{\mathcal{H}(L)})\). Then there exists a natural \( G_K \)-equivariant quasi-isomorphism

\[
\text{RG}(X_{\text{proét}}, L) \cong \text{RG}(X_{C, \text{ét}}, (\text{HIG}(\mathcal{H}(L), \theta_{\mathcal{H}(L)})))
\]

which is compatible with \( G_K \)-actions. As a consequence, we get a quasi-isomorphism

\[
\text{RG}(X_{\text{proét}}, L) \cong \text{RG}(G_K, \text{RG}(X_{C, \text{ét}}, (\text{HIG}(\mathcal{H}(L), \theta_{\mathcal{H}(L)})))�
\]

4. Let \( X' \to X \) be a smooth morphism of rigid analytic varieties over \( K \). Then the equivalence in (3) is compatible with pull-back along \( f \). In other words, for any \( L \in \text{Vect}(X_{\text{proét}}, \hat{\mathcal{O}}_X) \) with corresponding \((\mathcal{H}, \theta_H) \in \text{HIG}_{G_K}(X_C)\), we have

\[
(\mathcal{H}(f^*L), \Theta_{\mathcal{H}(f^*L)}) \cong (f^*\mathcal{H}, f^*\theta_H).
\]

**Remark 3.4.** By Remark 2.20, for any Galois extension \( L \) of \( K \) containing \( K_{\text{cyc}} \), there is an equivalence of categories

\[
\text{HIG}_{\text{Gal}(L/K)}(X_L) \to \text{HIG}_{G_K}(X_C)
\]
induced by the scalar extension, whose quasi-inverse is induced by taking $\text{Gal}(\overline{K}/L)$-invariants. For this reason, one can replace $C$ and $G_K$ by $\hat{L}$ and $\text{Gal}(L/K)$ respectively in the statement of Theorem 3.3 and then conclude an equivalence of categories

\[ \text{Vect}(X_{\text{proét}}, \hat{O}_X) \simeq \text{HIG}_{\text{Gal}(L/K)}(X_{\hat{L}}) \]

such that the corresponding assertions (1)-(4) hold true, and are compatible with Theorem 3.3 via the base-change along $\hat{L} \to C$.

**Remark 3.5.** By analytic-étale comparison (cf. [25, Prop. 8.2.3]), we may replace étale site $X_{G_{\text{ab}}}$ by analytic site $X_{G_{\text{ab}}}^{\text{an}}$ in the statement of Theorem 3.3 such that all results still hold true. The same remark also applies to Remark 3.4.

**Remark 3.6.**

1. When $X$ is affine, Theorem 3.3 was also achieved by Tsuji [61, Thm 15.2] by choosing a certain integral model of $X$ (and considering a certain log structure on the chosen model), which is not necessary in our approach.

2. When $L = L \otimes \mathbb{Z} \hat{O}_X$ is induced by a $\mathbb{Q}_p$-local system on $X_{\text{ét}}$, Theorem 3.3 reduces to [44, Thm 2.1] by studying decomposition theory for relative analogue of the overconvergent period ring $\mathcal{B}^+$. Our proof is inspired of the work in [44] and improve theirs to any generalised representations by using decomposition theory in the previous section.

3. Theorem 3.3 can be also deduced from [34] when $X$ is a curve and [36] when $X$ is abeloid by noticing that the morphism “HTlog” in loc.cit. is $G_K$-equivariant.

4. As the canonical map $K \to \mathcal{B}^+_{\text{aff}}$ gives rise to a $G_K$-equivariant lifting of $X_C$ to $\mathcal{B}^+_{\text{aff}}/t^2$, the equivalence and cohomological comparison in Theorem 3.3 can be deduced from a very recent work of Heuer [35] when $X$ is furthermore proper. It is still a problem to compare two constructions in this paper and in loc.cit..

Before moving on, let us give a immediate corollary of Theorem 3.3.

**Corollary 3.7.** Let $d$ be the dimension of $X$ over $K$.

1. Assume $X$ is quasi-compact. Then $R\Gamma(X_{\text{proét}}, L)$ is concentrated in degree $[0, 2d]$.

2. If moreover $X$ is proper, then $R\Gamma(X_{\text{proét}}, L)$ is a perfect complex of $C$-representations of $G_K$ and $R\Gamma(X_{\text{proét}}, L)$ is a perfect complex of $K$-vector spaces concentrated in degree $[0, 2d + 1]$.

**Proof.** We first prove Item (1). Since $X$ is quasi-compact and locally noetherian, it is a noetherian space. Then we obtain that $R\Gamma(X_{\text{proét}}, L)$ is concentrated in degree $[0, 2d]$ by combining Remark 3.5 with Grothendieck’s vanishing theorem [31, Thm 3.6.5].

Now, we prove Item (2). The first assertion follows from the properness of $X$ and Item (1). It remains to show that $R\Gamma(X_{\text{proét}}, L)$ is a perfect complex of $K$-vector spaces concentrated in degree $[0, 2d + 1]$. Due to Remark 3.4, one may replace $\hat{K}_{\text{cyc}}$ and $\text{Gal}(K_{\text{cyc}}/K)$ instead of $C$ and $G_K$ in Theorem 3.3 and deduce that $R\Gamma(X_{\hat{K}_{\text{cyc}}}, L)$ is a perfect complex of $\hat{K}_{\text{cyc}}$-representations of $G_K$ concentrated in degree $[0, 2d]$. Thanks to Theorem 3.3 (3), we can conclude by the following well-known fact: For any finite dimensional representations $V$ of $\text{Gal}(K_{\text{cyc}}/K)$ over $K_{\text{cyc}}$, the $R\Gamma(\text{Gal}(K_{\text{cyc}}/K), V)$ is concentrated in degree $[0, 1]$ [(for example see [26, Thm. 7.17]).]

3.1. **A local version of Theorem 3.3.** This subsection is devoted to a local version of Theorem 3.3. More precisely, we assume $X = \text{Spa}(R, R^+)$ is smooth affinoid of dimension $d$ over $K$, which admits a toric chart, and keep the notations in Notation 2.12 and Notation 2.19.

The following lemma is well-known:

**Lemma 3.8.** The evaluation at $X_{L, \infty}$ induces an equivalence from the category $\text{Vect}(X_{\text{proét}}, \hat{O}_X)$ to the category $\text{Rep}_{\text{Gal}(L/K)}(\hat{R}_{L, \infty})$ of representations of $\text{Gal}(L/K)$ over $\hat{R}_{L, \infty}$, which preserves tensor products and dualities. Moreover, for any $L \in \text{Vect}(X_{\text{proét}}, \hat{O}_X)$, there exists a natural quasi-isomorphism

\[ R\Gamma(X_{\text{proét}}, L) \simeq R\Gamma(\text{Gal}(L/K), L(X_{L, \infty})). \]

**Proof.** Note that we may regard generalised representations as $\hat{O}_X$-crystals on $X_{\text{proét}, \text{aff perf}}$. Since $X_{L, \infty}$ is a cover of $X$ with Galois group $\text{Gal}(L/K)$, it is a cover of the final object of $\text{Shv}(X_{\text{proét}})$. 

We denote by $X_{L,\infty}^{n/X}$ the corresponding Čech nerve. In particular, for any $n \geq 0$, the $X_{L,\infty}^{n/X}$ is the self-product of $n+1$ copies of $X_{L,\infty}$ over $X$. We claim that there exists a natural isomorphism

$$X_{L,\infty}^{n/X} = \text{Spa}(C(\Gamma(L/K)^n, \hat{R}_{L,\infty}), C(\Gamma(L/K)^n, \hat{R}_{L,\infty}^+)),$$

where $C(\Gamma(L/K)^n, \hat{R}_{L,\infty}^+)$ denotes the continuous functions from $\Gamma(L/K)^n$ to $\hat{R}_{L,\infty}^+$. Indeed, the claim follows from the same argument in the proof [54, Lem. 5.6]: As $\Gamma(L/K)^n$ is a profinite group, it can be viewed as an object $\Gamma(L/K)^n$ in $\text{Spa}(K, \mathcal{O}_K)_{\text{proét}}$ and hence an object in $\text{Spa}(K, \mathcal{O}_K)_{\text{proét}}$ such that

$$\Gamma(L/K)^n = \text{Spa}(C(\Gamma(L/K)^n, K), C(\Gamma(L/K)^n, \mathcal{O}_K)).$$

Via the pull-back to $X_{\text{pro ét}}$, it can be viewed as an object in $X_{\text{pro ét}}$, and then we obtain an object

$$X_{L,\infty} \times \Gamma(L/K)^n = \text{Spa}(C(\Gamma(L/K)^n, \hat{R}_{L,\infty}), C(\Gamma(L/K)^n, \hat{R}_{L,\infty}^+)) \in X_{\text{pro ét}},$$

which is affinoid perfectoid as $X_{L,\infty}$ is. On the other hand, as $X_{L,\infty} \to X$ is a Galois covering whose Galois group is exactly $\Gamma(L/K)$, we have an natural isomorphism $X_{L,\infty}^{n/X} \cong X_{L,\infty} \times \underline{\Gamma(L/K)^n}$, which implies the claim as desired.

Thanks to the claim, we have an isomorphism of cosimplicial rings

$$\hat{O}_X(X_{L,\infty}^{n/X}) \cong C(\Gamma(L/K)^*, \hat{R}_{L,\infty}).$$

By $\nu$-descent of vector bundles (cf. Example 1.23 or [55, Lem. 17.1.8]), we get an equivalence of categories

$$\text{Vect}(X_{\text{pro ét}}, \hat{O}_X) \simeq \text{Strat}(\hat{O}_X(X_{L,\infty}^{n/X})) \simeq \text{Strat}(C(\Gamma(L/K)^*, \hat{R}_{L,\infty})).$$

Before we move on, let us recall that if $\text{Spa}(S, S^\circ)$ is affinoid perfectoid, then any finite projective $S$-module $E$ is endowed with the canonical topology in the sense of [40, Lem. 2.2.6(1)] such that any morphism $E_1 \to E_2$ of finite projective is always bounded by [40, Lem. 2.2.6(2)]. In particular, any automorphism of a finite projective $S$-module is always a bounded (and hence an automorphism in the category of Banach $S$-modules) by [40, Thm. 2.2.8]. Note that $C(\Gamma(L/K)^*, \hat{R}_{L,\infty})$ is perfectoid. The above argument implies that for any stratification $(M, \varepsilon_M) \in \text{Strat}(C(\Gamma(L/K)^*, \hat{R}_{L,\infty})), \varepsilon_M$ and its inverse $\varepsilon_M^{-1}$ are both bounded.

Now, we are going to show that there is an equivalence of categories

$$\text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty}) \simeq \text{Strat}(C(\Gamma(L/K)^*, \hat{R}_{L,\infty})).$$

Given a representaion $M \in \text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty})$, we can construct a stratification

$$\varepsilon_M : M \otimes_{\hat{R}_{L,\infty}} C(\Gamma(L/K), \hat{R}_{L,\infty}) \xrightarrow{\cong} M \otimes_{\hat{R}_{L,\infty}} C(\Gamma(L/K), \hat{R}_{L,\infty})$$

such that for any $m \in M$, we have $\varepsilon_M(m) = \text{ev}_m$, where $\text{ev}_m$ is the evaluation map at $m$ via the isomorphism $M \otimes_{\hat{R}_{L,\infty}} C(\Gamma(L/K), \hat{R}_{L,\infty}) \cong C(\Gamma(L/K), M)$. One can check $\varepsilon_M$ satisfies the cocycle condition by noting that $M$ is a $\Gamma(L/K)$-representation. Conversely, given a stratification $(M, \varepsilon_M) \in \text{Strat}(C(\Gamma(L/K)^*, \hat{R}_{L,\infty})), \varepsilon_M$ satisfies the cocycle condition, we can get a $\Gamma(L/K)$-action on $M$ by letting $g(m) = \varepsilon_M(m)(g)$ for any $g \in \Gamma(L/K)$ and $m \in M$ after identifying $M \otimes_{\hat{R}_{L,\infty}} C(\Gamma(L/K), \hat{R}_{L,\infty})$ with $C(\Gamma(L/K), M)$. As $\varepsilon_M$ is an isomorphism in the category of Banach $C(\Gamma(L/K), \hat{R}_{L,\infty})$-modules, we see that the above $\Gamma(L/K)$-action on $M$ is continuous. So we finally get an object in $\text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty})$.

One can check from their constructions that the above two functors induce the desired equivalence of categories. It follows from the standard linear algebra that the equivalence above preserves tensor products and dualities.

It remains to prove the “moreover” part. Using Example 1.23 again, we get isomorphisms

$$\mathcal{L}(X_{L,\infty}^{n/X}) \cong \mathcal{L}(X_{L,\infty}) \otimes_{\hat{R}_{L,\infty}} C(\Gamma(L/K)^*, \hat{R}_{L,\infty}) \cong C(\Gamma(L/K)^*, \mathcal{L}(X_{L,\infty})).$$
where \( \mathcal{L}(X_{L,\infty}) \) is endowed with the canonical topology. Since \( \Gamma \Gamma(\Gamma(L/K), \mathcal{L}(X_{L,\infty})) \) is computed by \( C(\Gamma(L/K)^\bullet, \mathcal{L}(X_{L,\infty})) \), it suffices to show that \( \Gamma \Gamma(X_{\text{pro\text{'et}, \mathcal{L}}} \) can be computed by the Čech-Alexander complex \( \mathcal{L}(X_{L,\infty}^\bullet/X) \). To see this, as we have

\[
\Gamma \Gamma(X_{\text{pro\text{'et}, \mathcal{L}}} \simeq \lim R(\Gamma(X_{\text{pro\text{'et}, \mathcal{L}}}/X_{L,\infty}^\bullet/X, \mathcal{L})) \simeq \lim R(\mathcal{L}(X_{L,\infty}^\bullet/X)),
\]

where the last quasi-isomorphism follows from [44, Prop. 2.3] as \( X_{L,\infty}^\bullet/X \) is affinoid perfectoid. So we can conclude as \( \lim R(\mathcal{L}(X_{L,\infty}^\bullet/X)) \) is exactly the Čech-Alexander complex \( \mathcal{L}(X_{L,\infty}^\bullet/X) \).

According to Lemma 3.8, we may work with \( \mathcal{R}_{\infty} \)-representations of \( \Gamma \) instead of generalised representations on \( X_{\text{pro\text{'et}}/X_{\infty} \} in this subsection. We also need the following local description of \( \mathcal{O}_{\mathcal{C}} \).

**Lemma 3.9.** Let \( L/K \) be a Galois extension in \( \overline{K} \) containing \( K_{\text{cyc}} \). Then sending \( Y_i \) to \( t^{-1}\log([T_i]^b) \)

\[
\iota : \tilde{\mathcal{O}}_X[Y_1, \ldots, Y_d]|_{X_{L,\infty}} \to \mathcal{O}_{\mathcal{C}}|_{X_{L,\infty}}.
\]

Moreover, the following assertions are true:

1. The pull-back of the Higgs field \( \Theta \) (cf. Equation (3.1)) along \( \iota \) on \( \tilde{\mathcal{O}}_X[Y_1, \ldots, Y_d] \) is given by

\[
\Theta = \sum_{i=1}^d -\frac{\partial}{\partial Y_i} \otimes \frac{\text{dlog}T_i}{t}.
\]

2. The action of \( \Gamma(L/K) \simeq \Gamma_{\text{geo}} \times \text{Gal}(L/K) \) on \( Y_i \)'s is determined such that for any \( 1 \leq i, j \leq d \) and any \( g \in \text{Gal}(L/K) \), we have \( \gamma_i(Y_j) = Y_j + \delta_{ij} \) and \( g(Y_j) = \chi(g)^{-1}Y_j \).

**Proof.** Let \( X_i := T_i - [T_i]^b \) as in [54, Prop. 6.10]. Then the desired isomorphism follows from [54, Cor. 6.15] by noting that \( \frac{T_i}{t} \) and \( Y_i \) differ from a unit in \( \mathbb{G}_b^0 \mathcal{O}_{\mathcal{B}_{\text{dr}}} \). It remains to prove the “moreover part”. We now identify \( \mathcal{O}_{\mathcal{C}} \) with \( \tilde{\mathcal{O}}_X[Y_1, \ldots, Y_d] \) via \( \iota \).

1. Recall that for any \( n \geq 0 \), the connection \( \nabla \) on \( \mathcal{O}_{\mathcal{B}_{\text{dr}}^+}/(\text{Ker}(\theta)^n) \) is induced by the \( \mathcal{O}_{\mathcal{B}_{\text{dr}}^+}/(\text{Ker}(\theta)^n) \)-linear extension of the canonical connection on \( \mathcal{O}_{\mathcal{X}} \) (cf. [54, the paragraph below Remark 6.9]). See [54, Def. 6.1(i) and Def. 6.2(ii)] for the definition of \( \theta \). In particular, modulo \( \text{Ker}(\theta)^n \) for any \( n \geq 0 \), we have

\[
\nabla(Y_i) = \nabla(t^{-1}\log([T_i]^b))
\]

\[
= t^{-1} \frac{\partial}{\partial T_i} \left( \sum_{m \geq 1} (-1)^{m-1} m^{-1} \frac{([T_i]^b)/T_i - 1}{m} \right) \otimes \text{dlog}T_i
\]

\[
= \frac{[T_i]^b}{T_i} \sum_{m \geq 1} (-1)^{m-1} \frac{[T_i]^b}{T_i} \otimes \frac{-\text{dlog}T_i}{t}
\]

\[
= -\frac{-\text{dlog}T_i}{t}.
\]

By letting \( n \) tend to \( +\infty \), we see that \( \nabla(Y_i) = -\frac{-\text{dlog}T_i}{t} \) in \( \mathcal{O}_{\mathcal{B}_{\text{dr}}^+} \). So we can conclude as \( \Theta \) is induced by \( \nabla \) via the identification \( \mathcal{O}_{\mathcal{C}} = \mathbb{G}_b^0 \mathcal{O}_{\mathcal{B}_{\text{dr}}} \) (cf. [44, (2.2)]).

2. The \( \Gamma(L/K) \)-action on \( Y_i \)'s can be deduced similarly as in the proof of [54, Lem. 6.17].

\( \square \)

**Notation 3.10.** Let \( C_{L,\infty} := \mathcal{O}_{\mathcal{C}}(X_{L,\infty}) \) with induced Higgs field \( \Theta \). Then Lemma 3.9 provides a \( \Gamma(L/K) \)-equivariant isomorphism of Higgs fields

\[
\iota : (\tilde{\mathcal{R}}_{L,\infty}[Y_1, \ldots, Y_d], \sum_{i=1}^d -\frac{\partial}{\partial Y_i} \otimes \frac{-\text{dlog}T_i}{t}) \simeq (C_{L,\infty}, \Theta),
\]

where the \( \Gamma \)-action on \( \tilde{\mathcal{R}}_{L,\infty}[Y_1, \ldots, Y_d] \) is determined as in Lemma 3.9. Then we obtain a \( \Gamma(L/K) \)-equivariant inclusion of Higgs fields \( (R_{L}[Y_1, \ldots, Y_d], \sum_{i=1}^d -\frac{\partial}{\partial Y_i} \otimes \frac{-\text{dlog}T_i}{t}) \subset (C_{L,\infty}, \Theta) \) via \( \iota \).

Then the main result in this subsection is
Theorem 3.11. Keep notations as above.

(1) For any $M_\infty \in \text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty})$, let $H(M_\infty) := (M_\infty \otimes_{\hat{R}_{L,\infty}} C_{L,\infty})^{\Gamma_{\text{geo}}}$ and $\theta_{H(M_\infty)}$ be the restriction of $\Theta_M := \text{id}_{M_\infty} \otimes \Theta$ (cf. (3.2)) to $H(M_\infty)$. Then $(H(M_\infty), \theta_{H(M_\infty)})$ defines a $\text{Gal}(L/K)$-Higgs module over $R_E$. Moreover, for any $i \geq 1$, we have

$$H^i(\Gamma_{\text{geo}}, M_\infty \otimes_{\hat{R}_{L,\infty}} C_{L,\infty}) = 0.$$  

(2) For any $(H, \theta_H) \in \text{HIG}_{\text{Gal}(L/K)}(R_E)$, let $\Theta_H := \theta_H \otimes \text{id}_{C_{L,\infty}} + \text{id}_H \otimes \Theta$ (cf. (3.3)). Then $M_\infty(H, \theta_H) := (H \otimes_{R_E} C_{L,\infty})^{\Theta_H=0}$ is an $\hat{R}_{L,\infty}$-representation of $\Gamma(L/K)$.

(3) The functor $M_\infty \mapsto (H(M_\infty), \theta_{H(M_\infty)})$ induces an equivalence of categories

$$\text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty}) \to \text{HIG}_{\text{Gal}(L/K)}(R_E),$$

whose quasi-inverse is given by the functor $(H, \theta_H) \mapsto M_\infty(H, \theta_H)$. The equivalence preserves ranks, tensor products and dualities.

(4) For any $M_\infty \in \text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty})$ with the associated $\text{Gal}(L/K)$-Higgs module $(H, \theta_H) \in \text{HIG}_{\text{Gal}(L/K)}(R_E)$. Then there exists a $\Gamma(L/K)$-equivariant isomorphism of Higgs fields

$$(H \otimes_{R_E} C_{L,\infty}, \Theta_H) \cong (M_\infty \otimes_{\hat{R}_{L,\infty}} C_{L,\infty}, \Theta_{M_\infty})$$

which induces an $\text{Gal}(L/K)$-equivariant quasi-isomorphism

$$\text{RG}(\Gamma_{\text{geo}}, M_\infty) \cong \text{HIG}(H, \theta_H),$$

where $\text{HIG}(H, \theta_H)$ denotes the Higgs complex induced by $(H, \theta_H)$. As a consequence, we have a quasi-isomorphism

$$\text{RG}(\Gamma(L/K), M_\infty) \cong \text{RG}(\text{Gal}(L/K), \text{HIG}(H, \theta_H)).$$

(5) All results above are compatible with standard étale localisation of $X$.

Proof. (1) Let $M$ be the representation of $\Gamma(L/K)$ over $R_E$ corresponding to $M_\infty$ in the sense of Proposition 2.16 (and Remark 2.22). In other words, it satisfies the following conditions:

(a) $M_\infty \cong M \otimes_{R_E} \hat{R}_{L,\infty}$ as representations of $\Gamma(L/K)$ over $\hat{R}_{L,\infty}$.

(b) $\Gamma_{\text{geo}}$ acts on $M$ unipotently and induces quasi-isomorphisms

$$H^i(\Gamma_{\text{geo}}, M) \cong H^i(\Gamma_{\text{geo}}, M_\infty).$$

In particular, we have

$$M \otimes_{R_E} C_{L,\infty} \cong M_\infty \otimes_{\hat{R}_{L,\infty}} C_{L,\infty}.$$ 

Using this to replace $\text{[44, Prop. 2.8]}$, we may conclude by the argument in the paragraph below $\text{[44, Prop. 2.10]}$. But for the further use, we provide more details here.

Consider the $\Gamma(L/K)$-equivariant inclusion

$$R_L[Y_1, \ldots, Y_d] \subset \hat{R}_{L,\infty}[Y_1, \ldots, Y_d] = C_{L,\infty}.$$ 

Then by condition (b) and the argument in the paragraph after $\text{[54, Lem. 6.17]}$, for any $i \geq 0$, we get an isomorphism

$$H^i(\Gamma_{\text{geo}}, M \otimes_{R_E} R_L[Y_1, \ldots, Y_d]) \cong H^i(\Gamma_{\text{geo}}, M_\infty \otimes_{\hat{R}_{L,\infty}} C_{L,\infty}).$$

As $\Gamma_{\text{geo}} \cong \mathbb{Z}_p^{\gamma_1} \oplus \cdots \oplus \mathbb{Z}_p^{\gamma_d}$ acts on $M$ unipotently, we see that $(\gamma_{d-1})$ is a nilpotent $R_L[Y_1, \ldots, Y_{d-1}]$-linear morphism on $M \otimes_{R_E} R_L[Y_1, \ldots, Y_{d-1}]$. As $\gamma_d(Y_d) = Y_d + 1$, we deduce from $\text{[44, Lem. 2.10]}$ that

$$H^0(\mathbb{Z}_p^{\gamma_d}, M \otimes_{R_E} R_L[Y_1, \ldots, Y_d]) \cong M \otimes_{R_E} R_L[Y_1, \ldots, Y_{d-1}]$$

and that

$$H^1(\mathbb{Z}_p^{\gamma_d}, M \otimes_{R_E} R_L[Y_1, \ldots, Y_d]) = 0.$$ 

In particular, by Hochschild–Serre spectral sequence, we know that for any $i \geq 0$

$$H^i(\Gamma_{\text{geo}}, M \otimes_{R_E} R_L[Y_1, \ldots, Y_d]) \cong H^i(\mathbb{Z}_p^{\gamma_1} \oplus \cdots \oplus \mathbb{Z}_p^{\gamma_{d-1}}, M \otimes_{R_E} R_L[Y_1, \ldots, Y_{d-1}]).$$

By iteration, we finally conclude that

$$H^i(\Gamma_{\text{geo}}, M \otimes_{R_E} R_L[Y_1, \ldots, Y_d]) = 0.$$
for any $i \geq 1$, which settles the “moreover” part of (1).

Since $\gamma^{-1} - 1$ acts on $M$ nilpotently, for any $x \in M$,

$$
\prod_{i=1}^{d} \gamma^{-Y_i}x := \sum_{n_1, \ldots, n_d \geq 0} \left( \prod_{i=1}^{d} (\gamma^{-1} - 1)^{n_i}(x) \right) \left( \prod_{i=1}^{d} \gamma^{Y_i} \right) \left( \prod_{i=1}^{d} \gamma^{-Y_i}x \right)
$$

is well-defined in $M \otimes_{\mathbb{R}} R_{\mathbb{L}}[Y_1, \ldots, Y_d]$. By chasing the proof of [44, Lem. 2.10], we see that

$$
H(M_{\infty}) = H^0(\Gamma_{\text{geo}}, M \otimes_{\mathbb{R}} R_{\mathbb{L}}[Y_1, \ldots, Y_d]) = \prod_{i=1}^{d} \gamma^{-Y_i}(M) := \{ \prod_{i=0}^{d} \gamma^{-Y_i}x \mid x \in M \}
$$

is a finite projective $R_{\mathbb{L}}$-module as desired. By Lemma 3.9, for any $g \in \text{Gal}(L/K)$ and any $1 \leq i \leq d$, we have $g\gamma_i g^{-1} = \gamma_i^{\chi(g)}$ and $g(Y_i) = \chi(g)^{-1}Y_i$. In particular, for any $x \in M$, we have

$$
g(\prod_{i=0}^{d} \gamma^{-Y_i}x) = g(\sum_{n_1, \ldots, n_d \geq 0} \left( \prod_{i=1}^{d} (\gamma^{-1} - 1)^{n_i}(x) \right) \left( \prod_{i=1}^{d} \gamma^{Y_i} \right) \left( \prod_{i=1}^{d} \gamma^{-Y_i}x \right))
$$

$$
= \sum_{n_1, \ldots, n_d \geq 0} \left( \prod_{i=1}^{d} (\gamma^{-1} - 1)^{n_i}(g(x)) \right) \left( \prod_{i=1}^{d} \gamma^{Y_i} \right) \left( \prod_{i=1}^{d} \gamma^{-Y_i}x \right)
$$

$$
= \prod_{i=0}^{d} (g\gamma_i g^{-1})^{-1} g(Y_i) g(x)
$$

$$
= \prod_{i=0}^{d} (\gamma_i^{\chi(g)} - \chi(g)^{-1}Y_i) g(x)
$$

$$
= \prod_{i=0}^{d} \gamma_i^{-Y_i} g(x).
$$

In other words, the $\prod_{i=1}^{d} \gamma_i^{-Y_i}$ is $\text{Gal}(L/K)$-equivariant. So the $\text{Gal}(L/K)$-action on $H(M_{\infty})$ is determined such that for any $\prod_{i=0}^{d} \gamma_i^{-Y_i}x \in H(M_{\infty})$,

$$
g(\prod_{i=0}^{d} \gamma_i^{-Y_i}x) = \prod_{i=0}^{d} \gamma_i^{-Y_i} g(x)
$$

Using the expression of $\Theta$ in Lemma 3.9, we deduce from (3.4) that

$$
\theta_{H(M_{\infty})} = \sum_{i=1}^{d} \log \gamma_i \otimes \frac{d\log T_i}{t}
$$

By $g\gamma_i g^{-1} = \gamma_i^{\chi(g)}$ for any $g \in \text{Gal}(L/K)$ again, we have $g\log \gamma_i g^{-1} = \chi(g) \log \gamma_i$. Therefore, we obtain that $(H(M_{\infty}), \theta_{H(M_{\infty})}) \in \text{HIG} \text{Gal}(L/K)(R_{\mathbb{L}})$.

(2) We write $\theta_H = \sum_{i=1}^{d} \theta_i \otimes \frac{d\log T_i}{t}$ with nilpotent $R_{\mathbb{L}}$-linear endomorphisms $\theta_i$’s of $H$ which commute with each other such that for any $g \in \text{Gal}(L/K)$, we have $g\theta_i g^{-1} = \chi(g) \theta_i$. Note that for any $x \in H \otimes_{R_{\mathbb{K}_{\text{cyc}}}} \hat{R}_{\mathbb{K}_{\text{cyc}}}[Y_1, \ldots, Y_d]$, it is uniquely written as

$$
x = \sum_{n=(n_1, \ldots, n_d) \in \mathbb{N}^d} h_{n_1}Y_1^{[n_1]} \cdots Y_d^{[n_d]}
$$

for finitely many $h_{n_1}$’s in $H \otimes_{R_{\mathbb{K}_{\text{cyc}}}} \hat{R}_{\mathbb{K}_{\text{cyc}}}$, where $Y_1^{[n]}$ denotes the polynomial $\frac{Y_1^n}{n!}$ for all $n \geq 0$. Using the description of $\Theta$ in Lemma 3.9, we see that

$$
\Theta_H(x) = \sum_{i=1}^{d} \sum_{n=(n_1, \ldots, n_d) \in \mathbb{N}^d} \left( \theta_i(h_{n_1})Y_1^{[n_1]} \cdots Y_d^{[n_d]} - h_{n_1}Y_1^{[n_1]} \cdots Y_d^{[n_d]} \right) \otimes \frac{d\log T_i}{t}
$$

$$
= \sum_{i=1}^{d} \sum_{n=(n_1, \ldots, n_d) \in \mathbb{N}^d} \left( \theta_i(h_{n_1}) - h_{n_1} \right)Y_1^{[n_1]} \cdots Y_d^{[n_d]} \otimes \frac{d\log T_i}{t}.
$$
Therefore, we deduce that $\Theta_H(x) = 0$ if and only if for any $\nu \in \mathbb{N}^d$ and any $1 \leq i \leq d$,

$$h_\nu = \theta_i(h_{\nu-1}).$$

By iteration, we obtain that for any $\nu = (n_1, \ldots, n_d) \in \mathbb{N}^d$,

$$h_\nu = \theta_1^{n_1} \cdots \theta_d^{n_d}(h_0).$$

Since $\theta_i$'s are nilpotent, we see that $h_\nu = 0$ for $|\nu| \gg 0$ and that

$$\prod_{i=1}^d \exp(\theta_i Y_i)(h) := \sum_{\nu=(n_1, \ldots, n_d) \in \mathbb{N}^d} \theta_1^{n_1} \cdots \theta_d^{n_d}(h) Y_1^{[n_1]} \cdots Y_d^{[n_d]}$$

is well defined for any $h \in H \otimes_{R^\ell} \hat{R}_{L,\infty}$. So we obtain that

$$M_\infty(H, \theta_H) = \prod_{i=1}^d \exp(\theta_i Y_i)(H \otimes_{R^\ell} \hat{R}_{L,\infty}) = \{ \prod_{i=1}^d \exp(\theta_i Y_i)(h) \mid h \in H \otimes_{R^\ell} \hat{R}_{L,\infty} \},$$

which is finite projective over $\hat{R}_{L,\infty}$. By Lemma 3.9, the $\Gamma_{geo}$-action on $M$ is induced such that for any $1 \leq i \leq d$,

$$\gamma_i = \exp(\theta_i)$$

Then for any $g \in \text{Gal}(L/K)$, we have $g \gamma_i g^{-1} = \gamma_i^{\chi(g)}$ (as $g \theta_i g^{-1} = \chi(g) \theta_i$). In other words, $M_\infty(H, \theta_H)$ belongs to $\text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty})$.

Similar to (3.5), we can check that $\prod_{i=1}^d \exp(\theta_i Y_i)$ is $\text{Gal}(L/K)$-equivariant; that is, for any $g \in \text{Gal}(L/K)$ and any $h \in H \otimes_{R^\ell} \hat{R}_{L,\infty}$, we have

$$g(\prod_{i=1}^d \exp(\theta_i Y_i)(h)) = \prod_{i=1}^d \exp(\theta_i Y_i)(g(h)).$$

(3) Fix an $M_\infty \in \text{Rep}_{\Gamma(L/K)}(\hat{R}_{L,\infty})$ and let $M$ be as in the proof of (1). Since $\Gamma_{geo}$ acts on $M$ unipotently, we see that $\prod_{i=1}^d \gamma_i^{-Y_i}$ is a well-defined isomorphism of $M \otimes_{R^\ell} R^\ell_{L}[Y_1, \ldots, Y_d]$. Noting that $H(M_\infty) = \prod_{i=1}^d \gamma_i^{-Y_i}(M)$ cf. (3.4), we see that

$$M \otimes_{R^\ell} R^\ell_{L}[Y_1, \ldots, Y_d] \cong H(M_\infty) \otimes_{R^\ell} R^\ell_{L}[Y_1, \ldots, Y_d]$$

and hence that

$$M_\infty \otimes_{R^\ell_{L,\infty}} \hat{R}_{L,\infty}[Y_1, \ldots, Y_d] \cong H(M_\infty) \otimes_{R^\ell} \hat{R}_{L,\infty}[Y_1, \ldots, Y_d].$$

We claim the two isomorphisms are compatible with both Higgs fields and $\Gamma(L/K)$-actions. We only prove the first one as the second is just the base-change of the first along $R^\ell_{L} \to \hat{R}_{L,\infty}$. Granting this, we can obtain that $M_\infty = M_\infty(H(M_\infty), \theta_H(M_\infty))$ as desired.

For Higgs field: Recall the Higgs field on $M_\infty \otimes_{R^\ell_{L,\infty}} \hat{R}_{L,\infty}[Y_1, \ldots, Y_d]$ is given by

$$\Theta_M = \text{id}_M \otimes \left( \sum_{i=1}^d -\frac{\partial}{\partial Y_i} \otimes \frac{d\log T_i}{t} \right)$$

while the Higgs field on $H(M_\infty) \otimes_{R^\ell} \hat{R}_{L,\infty}[Y_1, \ldots, Y_d]$ is given by

$$\Theta_{H(M_\infty)} = \theta_H(M_\infty) \otimes \text{id} + \text{id}_{H(M_\infty)} \otimes \left( \sum_{i=1}^d -\frac{\partial}{\partial Y_i} \otimes \frac{d\log T_i}{t} \right).$$
So we have to show that for any \( h \in H(M_\infty) \) with \( m \in M \), the \( \Theta_m \) acts on \( h \) via \( \theta_{H(M_\infty)} \). By (3.4), we can write \( h = \prod_{i=1}^{d} \gamma_i^{-Y_i}(m) \) for some \( m \in M \). So we have

\[
\Theta_M(h) = \sum_{i=1}^{d} - \frac{\partial}{\partial Y_i} \left( \prod_{j=1}^{d} \gamma_j^{-Y_j}(m) \otimes \frac{d\log T_i}{t} \right) = \sum_{i=1}^{d} \log \gamma_i \left( \left( \prod_{j=1}^{d} \gamma_j^{-Y_j}(m) \right) \otimes \frac{d\log T_i}{t} \right) = \sum_{i=1}^{d} \log \gamma_i(h) \otimes \frac{d\log T_i}{t}.
\]

The most right hand side is exactly \( \theta_{H(M_\infty)}(h) \) by (3.7).

For \( \Gamma(L/K) \)-action: Recall the \( \Gamma(L/K) \)-action on \( H(M_\infty) \otimes_{R_L} R_L[Y_1, \ldots, Y_d] \) is induced by that for any

\[
h = \prod_{i=1}^{d} \gamma_i^{-Y_i} x \in H(M_\infty) \text{ with } x \in M,
\]

the \( \Gamma_{\text{geo}} \) acts on \( h \) trivially and that for any \( g \in \text{Gal}(L/K) \), by (3.6), \( g(h) = \prod_{i=1}^{d} \gamma_i^{-Y_i}(g(x)) \). So we have to show that if we regard \( x \in M \) as an element in \( H(M_\infty) \otimes_{R_L} R_L[Y_1, \ldots, Y_d] \), the restriction of the above \( \Gamma(L/K) \)-action on \( x \) is compatible with the original one on \( x \). Recall that \( \Gamma(L/K) = \Gamma_{\text{geo}} \rtimes \text{Gal}(L/K) \). As \( \prod_{i=1}^{d} \gamma_i^{-Y_i} \) is \( \text{Gal}(L/K) \)-equivariant (cf. Equation (3.5)), the compatibility of \( \text{Gal}(L/K) \)-actions on \( x \) is clear. It remains to show the compatibility of \( \Gamma_{\text{geo}} \)-actions on \( x \). For any \( 1 \leq i \leq d \), let \( U_i \in \text{End}_{R_L}(M) \) be the automorphism induced by the original \( \gamma_i \)-action on \( M \). Then we have

\[
H(M_\infty) = \prod_{i=1}^{d} U_i^{-Y_i} M
\]

and in particular, we have \( h = \prod_{i=1}^{d} U_i^{-Y_i} x \) and thus \( x = \prod_{i=1}^{d} U_i^{Y_i} h \). Now, for any \( 1 \leq i \leq d \), as an element in \( H(M_\infty) \otimes_{R_L} R_L[Y_1, \ldots, Y_d] \), we have

\[
\gamma_i(x) = \gamma_i \left( \prod_{j=1}^{d} U_j^{Y_j} h \right) = \prod_{j=1}^{d} U_j^{Y_j} \gamma_i(h) = \prod_{j=1}^{d} U_j^{Y_j} (U_i h) = U_i \prod_{j=1}^{d} U_j^{Y_j} h = U_i x,
\]

which implies the compatibility of \( \Gamma_{\text{geo}} \)-actions as desired.

Similarly, fix an \( (H, \theta_H) \in \text{HIG}_{\text{Gal}(L/K)}(R_L) \) and write \( \theta_H = \sum_{i=1}^{d} \theta_i \otimes \frac{d\log T_i}{t} \) as in the proof of (2). Since \( \theta_i \)'s are nilpotent, we see that \( \prod_{i=1}^{d} \exp(\theta_i Y_i) \) is a well-defined isomorphism of \( H \otimes_{R_L} \hat{R}_{L,\infty}[Y_1, \ldots, Y_d] \). By (3.8), we have

\[
M_\infty(H, \theta_H) = \left( \prod_{i=1}^{d} \exp(\theta_i Y_i) \right) (H \otimes_{R_{K_{cyc}}} \hat{R}_{K_{cyc,\infty}}),
\]

which gives rise to an isomorphism

\[
H \otimes_{R_L} \hat{R}_{L,\infty}[Y_1, \ldots, Y_d] \cong M_\infty(H, \theta_H) \otimes_{\hat{R}_{L,\infty}} \hat{R}_{L,\infty}[Y_1, \ldots, Y_d].
\]

Similarly, we can deduce from (3.8) and (3.9) that the above isomorphism is compatible with both Higgs fields and \( \Gamma(L/K) \)-actions. So we obtain that \( (H(M_\infty(H, \theta_H)), \theta_H(H(M_\infty(H, \theta_H)))) = (H, \theta_H) \).

Therefore, we see functors defined in (1) and (2) induce a rank-preserving equivalence between \( \text{Rep}_{\text{Pr}(L/K)}(\hat{R}_{L,\infty}) \) and \( \text{HIG}_{\text{Gal}(L/K)}(R_L) \). By standard linear algebra, we see above constructions are compatible with tensor products and dualities, which completes the proof of (3).

(4) The first part has been established in (3). To complete the proof, it suffices to show that \( \text{RF}(\Gamma_{\text{geo}}, M_\infty) \simeq \text{HIG}(H, \theta_H) \).

Since Higgs complex \( \text{HIG}(C_{L,\infty}, \Theta) \) induced by \( (C_{L,\infty}, \Theta) \) is a resolution of \( \hat{R}_{L,\infty} \), we get quasi-isomorphisms

\[
\text{RF}(\Gamma_{\text{geo}}, M_\infty) \cong \text{RF}(\Gamma_{\text{geo}}, \text{HIG}(M_\infty \otimes_{\hat{R}_{L,\infty}} C_{L,\infty}, \Theta M_\infty)) \cong \text{RF}(\Gamma_{\text{geo}}, \text{HIG}(H \otimes_{R_L} C_{L,\infty}, \Theta_H)).
\]
By (1), for any \( i \geq 1 \) and any \( j \geq 0 \), we have
\[
H^i(\Gamma_{\text{geo}}, H \otimes_{R^\text{\`e}} C_{L,\infty} \otimes_R \Omega_{R}(-j)) = 0.
\]
Using spectral sequence, we get a quasi-isomorphism
\[
\Gamma(\Gamma_{\text{geo}}, \text{HIG}(H \otimes_{R^\text{\`e}} C_{L,\infty}, \Theta_{H})) \simeq \text{HIG}(H, \theta_H),
\]
and hence that
\[
\Gamma(\Gamma_{\text{geo}}, M_\infty) \simeq \text{HIG}(H, \theta_H)
\]
as desired. This completes the proof of (4).

(5) Since the equivalence in Proposition 2.16 is compatible with standard \`e{}tal localisation, this follows by noting all constructions above are compatible with standard \`e{}tal localisation.

**Remark 3.12.** For any \( M_\infty \in \text{Rep}_L(R_\infty, \text{HIG}(L/K)) \), let \( M \in \text{Rep}_L(R_\infty) \) be as in the proof of Theorem 3.11 (1). Then one can check that \( (M, \theta_M := \sum_{i=1}^d \log \gamma_i \otimes \frac{d \log R_i}{i}) \) with the restricted \( \text{Gal}(L/K) \)-action gives rise to an object in \( \text{HIG} \text{Gal}(L/K)(R_\infty) \). Let \( (H(M_\infty), \theta_{H(M_\infty)}) \) be as in (3.4) and (3.7). It is easy to see that the map \( \prod_{i=1}^d \gamma_i^{-Y_i} x \mapsto x \) gives rise to an isomorphism
\[
(H(M_\infty), \theta_{H(M_\infty)}) \simeq (M, \theta_M)
\]
of objects in \( \text{HIG} \text{Gal}(L/K)(R_\infty) \). This phenomenon was discovered in [44, Lem. 2.11].

**Corollary 3.13.** Keep notations as above. There exists an equivalence of categories
\[
\text{Vect}(X_{\text{pro\`et}}, \hat{\mathcal{O}}_X) \simeq \text{HIG} \text{Gal}(L/K)(X_\hat{L})
\]
such that for any generalised representation \( \mathcal{L} \) on \( X_{\text{pro\`et}} \) with associated \( \text{Gal}(L/K) \)-Higgs bundle \( (\mathcal{H}, \theta_\mathcal{H}) \), there exists a quasi-isomorphism
\[
\Gamma(X_{\text{pro\`et}}, \mathcal{L}) \cong \Gamma(\text{Gal}(L/K), \Gamma(X_{\text{pro\`et}}), \text{HIG}(\mathcal{H}, \theta_\mathcal{H})).
\]

**Proof.** The desired equivalence is induced by the composition
\[
\text{Vect}(X_{\text{pro\`et}}, \hat{\mathcal{O}}_X) \to \text{Rep}_L(R_\infty, \hat{\mathcal{R}}_{L,\infty}) \to \text{HIG} \text{Gal}(L/K)(R_\infty) \xleftarrow{\Gamma(X_{\text{pro\`et}}, -)} \text{HIG} \text{Gal}(L/K)(X_{\text{pro\`et}}),
\]
where the first two arrows are induced by Lemma 3.8 and Theorem 3.11 (3) while the last arrow is induced by taking global sections \( \Gamma(X_{\text{pro\`et}}, -) \), which is an equivalence as \( X \) is affinoid. Finally, since \( X \) is affinoid, we get
\[
\Gamma(X_{\text{pro\`et}}, \text{HIG}(\mathcal{H}, \theta_\mathcal{H})) \simeq \text{HIG}(H, \theta_H),
\]
where \( (H, \theta_H) \) is the \( \text{Gal}(L/K) \)-Higgs module induced by \( (\mathcal{H}, \theta_\mathcal{H}) \). So the desired quasi-isomorphism follows from Lemma 3.8 combined with Theorem 3.11 (4).

**Remark 3.14.** We will see in the next subsection (cf. Corollary 3.17) that the functor
\[
\text{Vect}(X_{\text{pro\`et}}, \hat{\mathcal{O}}_X) \to \text{HIG} \text{Gal}(L/K)(X_\hat{L})
\]
is actually induced by \( \mathcal{L} \mapsto (\nu_*(\mathcal{L} \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C), \nu_*(\Theta_\mathcal{L})) \) as stated in Theorem 3.3. So it does NOT depend on the choice of toric chart on \( X \). So one can glue the local constructions together to get a global equivalence.

### 3.2. Proof of Theorem 3.3

In this subsection, we focus on the proof of Theorem 3.3.

We first show that \( \Gamma^i(\text{Vect}, \mathcal{O}_C) \) is a vector bundle on \( X_{\text{pro\`et}} \) for \( i = 0 \) and vanishes for \( i \geq 1 \). Note that it is the sheafification of the presheaf
\[
(Y \in X_{\text{pro\`et}}) \mapsto H^i(X_{\text{pro\`et}}/Y, \mathcal{L} \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C).
\]
By [44, Cor. 2.6], it suffices to show that for any affinoid \( Y = \text{Spa}(R, R^+) \in X_{\text{pro\`et}} \) admitting a toric chart, \( H^0(X_{\text{pro\`et}}/Y, \mathcal{L} \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C) \) is a finite projective \( R_\infty \)-module, and that for any standard \`e{}tal localisation \( Z = \text{Spa}(S, S^+) \to Y \),
\[
H^0(X_{\text{pro\`et}}/Z_C, \mathcal{L} \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C) = H^0(X_{\text{pro\`et}}/Y_C, \mathcal{L} \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C) \otimes_{R_\infty} S_C
\]
and for any \( i \geq 1 \),
\[
H^i(X_{\text{pro\`et}}/Z_C, \mathcal{L} \otimes_{\hat{\mathcal{O}}_X} \mathcal{O}_C) = 0.
\]
We proceed as in [44, §2.3].
Lemma 3.15. For any affinoid perfectoid $U \in X_{\text{proét}}$ and for any $i \geq 1$, we have
\[ \text{H}^i(X_{\text{proét}}/U, \mathcal{L} \otimes O_X \mathcal{O}_C) = 0. \]

Proof. Since $U$ is affinoid, the pro-étale site $U_{\text{proét}}$ is coherent. In particular, taking cohomology commutes with taking direct limits by [58, Exposé VI, Theorem 5.1]. Since $\mathcal{O}_C = \lim_{\rightarrow n} \text{Sym}^n_{\mathcal{O}_X} \mathcal{E}$, the result follows from [44, Prop. 2.3]. □

Lemma 3.16. For any $i \geq 0$, there exists a natural isomorphism
\[ \text{H}^i(\Gamma_{\text{geo}}, (\mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)(Y_{C,\infty})) \simeq \text{H}^i(X_{\text{proét}}/Y_C, \mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C), \]
where $Y_{C,\infty}$ is the analogue of $X_{C,\infty}$ for $Y$ replacing $X$ (cf. Notation 2.12).

Proof. Lemma 3.15 together with Čech-to-derived spectral sequence implies that the pro-étale cohomology $R\Gamma(X_{\text{proét}}/Y_C, \mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)$ can be computed by Čech–Alexander complex $(\mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)(Y_{C,\infty}^\bullet/Y_C)$, where $Y_{C,\infty}^n$ denotes the self product of $n + 1$ copies of $Y_{C,\infty}$ over $Y_C$. By a similar argument in the proof of Lemma 3.8, we see that
\[ (\mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)(Y_{C,\infty}^\bullet/Y_C) \simeq C(\Gamma_{\text{geo}}, (\mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)(Y_{C,\infty})). \]
Then the result follows. □

Now, by Theorem 3.11 (1) and (5), we conclude that $\text{H}^0(X_{\text{proét}}/Y_C, \mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)$ is a finite projective $R_C$-module such that (3.11) and (3.12) hold true. This shows that the functor
\[ \text{Vect}(X, \hat{O}_X) \to \text{HIG}_{G_K}(X_C) \]
sending each generalised representation $\mathcal{L}$ to
\[ (\mathcal{H}(\mathcal{L}), \theta_{\mathcal{H}(\mathcal{L})}) := (\nu_*(\mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C), \nu_!(\Theta_{\mathcal{L}})) \]
is a well-defined rank-preserving functor such that Theorem 3.3 (1) is true. Moreover, we also deduce that

Corollary 3.17. Assume $X$ admits a toric chart. Then the functor $\text{Vect}(X_{\text{proét}}, \hat{O}_X) \to \text{HIG}_{G_K}(X_C)$ introduced in Corollary 3.13 is independent of the choice of toric chart.

Proof. By Lemma 3.16, we see that $\mathcal{H}(\mathcal{L})(X_{C,\infty}) = \text{H}^0(\Gamma_{\text{geo}}, (\mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)(X_{C,\infty}))$. Then the result follows from the construction of the functor in Corollary 3.13. □

Thanks to above corollary, we can show that the functor $\mathcal{L} \mapsto (\mathcal{H}(\mathcal{L}), \theta_{\mathcal{H}(\mathcal{L})})$ is indeed an equivalence. For this purpose, we construct its quasi-inverse as follows:

Let $\{X_i \to X\}_{i \in I}$ be an étale covering such that each $X_i \to X$ is standard étale and each $X_i$ admits a toric chart. For any $(\mathcal{H}, \theta_{\mathcal{H}}) \in \text{HIG}_{G_K}(X_{C,\infty})$, let $(\mathcal{H}_i, \theta_{\mathcal{H}_i})$ be its restriction to $X_i$. Then we get canonical comparison isomorphisms
\[ \iota_{ij} : (\mathcal{H}_i, \theta_{\mathcal{H}_i})|_{X_i \times X_j} \overset{\simeq}{\to} (\mathcal{H}_j, \theta_{\mathcal{H}_j})|_{X_j \times X_i}. \]

Let $\mathcal{L}_i \in \text{Vect}(X_{i,\text{proét}}, \hat{O}_{X_i})$ be the generalised representation on $X_{i,\text{proét}}$ corresponding to $(\mathcal{H}_i, \theta_{\mathcal{H}_i})$ in the sense of Corollary 3.13. By Corollary 3.17, $\iota_{ij}$’s induce canonical isomorphisms of
\[ \mathcal{L}_{i|_{X_i \times X_j}} \overset{\simeq}{\to} \mathcal{L}_{j|_{X_j \times X_i}}. \]

So $\mathcal{L}_i$’s glue and achieve an $\mathcal{L}(\mathcal{H}, \theta_{\mathcal{H}}) \in \text{Vect}(X_{\text{proét}}, \hat{O}_X)$. It is easy to check that the functor $(\mathcal{H}, \theta_{\mathcal{H}}) \mapsto \mathcal{L}(\mathcal{H}, \theta_{\mathcal{H}})$ is the desired quasi-inverse. By Theorem 3.11 (3), the above constructions preserve tensor products and dualities.

To complete the proof of Theorem 3.3, it remains to verify items (2), (3) and (4).

For (2), let $\mathcal{L} \in \text{Vect}(X_{\text{proét}}, \hat{O}_X)$ with associated $(\mathcal{H}, \theta_{\mathcal{H}}) \in \text{HIG}_{G_K}(X_C)$. By adjunction formula, we get a morphism
\[ (\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_C|_{X_C}, \theta_{\mathcal{H}}) \to (\mathcal{L} \otimes \mathcal{O}_X \mathcal{O}_C)|_{X_C}, \Theta_{\mathcal{L}} \]
and have to check this is an isomorphism, which reduces to Theorem 3.11 (3) as the problem is local.
For (3), let \( \mathcal{L} \in \text{Vect}(X_{\text{pro\acute{e}t}}, \mathcal{O}_X) \) and \((\mathcal{H}, \theta_\mathcal{H}) \in \text{HIG}_{G_K}(X_C)\) be as above. By noting that the universal Higgs field \((\mathcal{O}_C, \Theta)\) induces a quasi-isomorphism \(\mathcal{O}_X \cong \text{HIG}(\mathcal{O}_C, \Theta)\), we get a quasi-isomorphism

\[
\mathcal{L} \simeq \text{HIG}(\mathcal{L} \otimes_{\mathcal{O}_X} \mathcal{O}_C, \Theta_\mathcal{L})
\]

and hence quasi-isomorphisms

\[
\text{R}\Gamma(X_{\text{pro\acute{e}t}}, \mathcal{L}) \simeq \text{R}\Gamma(X_{\text{pro\acute{e}t}}, \text{HIG}(\mathcal{L} \otimes_{\mathcal{O}_X} \mathcal{O}_C, \Theta_\mathcal{L}))
\]

\[
\simeq \text{R}\Gamma(X_{\text{pro\acute{e}t}}, \text{R}\nu_*(\text{HIG}(\mathcal{L} \otimes_{\mathcal{O}_X} \mathcal{O}_C, \Theta_\mathcal{L})))
\]

\[
\simeq \text{R}\Gamma(X_{\text{pro\acute{e}t}}, \nu_*(\text{HIG}(\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_C, \Theta_\mathcal{H}))) \quad \text{by (1)}
\]

\[
\simeq \text{R}\Gamma(X_{\text{pro\acute{e}t}}, \nu_*(\text{HIG}(\mathcal{H}, \theta_\mathcal{H}))) \quad \text{by (2)}
\]

where the last quasi-isomorphism is deduced by noting that \((\nu_*(\mathcal{O}_C), \nu_*(\Theta)) \cong (\mathcal{O}_X, 0)\).

For (4), let \( \mathcal{L} \in \text{Vect}(X_{\text{pro\acute{e}t}}, \mathcal{O}_X) \) and \((\mathcal{H}, \theta_\mathcal{H}) \in \text{HIG}_{G_K}(X_C)\) be as above. Since there exists a natural morphism \((f^*\mathcal{O}_X, f^*\Theta_X) \to (\mathcal{O}_X', \Theta_X')\) of Higgs fields, we get isomorphisms

\[
(f^*\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_C, \Theta_{f^*\mathcal{H}}) \cong (f^*\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_C, f^*\Theta_{f^*\mathcal{H}}) \quad \text{(as } f^*\Theta_{f^*\mathcal{H}} = \Theta_{f^*\mathcal{H}})\)
\]

\[
\to (f^*\mathcal{L} \otimes_{\mathcal{O}_C} \mathcal{O}_C, f^*\Theta_{f^*\mathcal{L}}) \quad \text{(by (2) via base-change along } f^*\mathcal{O}_X \to \mathcal{O}_C)\)
\]

\[
\cong (f^*\mathcal{L} \otimes_{\mathcal{O}_C} \mathcal{O}_C, \Theta_{f^*\mathcal{L}}) \quad \text{(as } f^*\Theta_{f^*\mathcal{L}} = \Theta_{f^*\mathcal{L}})\).
\]

By taking kernels of Higgs fields, we see that

\[
f^*\mathcal{L} \cong \mathcal{L}(f^*\mathcal{H}, f^*\theta_\mathcal{H}).
\]

By applying \(\nu_{X',*}: X'_{\text{pro\acute{e}t}} \to X'_{\text{pro\acute{e}t}}\) to \((f^*\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_C, \Theta_{f^*\mathcal{H}}) \cong (f^*\mathcal{L} \otimes_{\mathcal{O}_C} \mathcal{O}_C, \Theta_{f^*\mathcal{L}})\), we get

\[
(\mathcal{H}(f^*\mathcal{L}), \theta_{f^*\mathcal{H}}) \cong (f^*\mathcal{H}, f^*\theta_\mathcal{H}).
\]

Then Item (4) follows.

Therefore, we complete the proof of Theorem 3.3.

4. Local description of Hodge–Tate crystals

In this section, we study the category of (rational) Hodge–Tate crystals on \((\mathfrak{x})_\Delta\) for \(\mathfrak{x} = \text{Spf}(R^+)\) small affine with a fixed chart

\[
\square := O_K(T_1^{\pm 1}, \ldots, T_d^{\pm 1}) \to R^+
\]

as defined in §1.5. Let \(X = \text{Spa}(R, R^+)\) be the rigid generic fibre of \(\mathfrak{x}\). For simplicity, we denote the prismatic site \((\mathfrak{x})_\Delta\) by \((R^+)_{\text{pr}}\), denote by \((R^+)_{\text{perf}}\) the sub-site of all perfect prisms, and denote by \((R^+/\mathfrak{S}, (E))\) the relative prismatic site with the base prism \((\mathfrak{S}, (E))\). Let \(R^+_C\) be the base-change of \(R^+\) along \(O_K \to O_C\).

To state our main result, we make the following definition:

**Definition 4.1.** By an enhanced Higgs module of rank \(l\) over \(R^+\), we mean a triple \((H, \theta_\mathcal{H}, \phi_{\mathcal{H}})\) such that

1. \(H\) is a finite projective module over \(R^+\) of rank \(l\) and \(\theta_\mathcal{H}: H \to H \otimes_{R^+} \varpi_{R^+/O_K}^{-1}\) defines a nilpotent Higgs field on \(H\). We denote by \(\text{HIG}(H, \theta_\mathcal{H})\) the induced Higgs complex.

2. \(\phi_{\mathcal{H}} \in \text{End}_{R^+}(H)\) such that
   (a) \(\lim_{n \to +\infty} \prod_{i=0}^{l-1} (\phi_{\mathcal{H}} + iE'(\pi)) = 0\) with respect to the \(p\)-adic topology on \(H\), and that
   (b) \([\phi_{\mathcal{H}}, \theta_\mathcal{H}] = -E'(\pi)\theta_\mathcal{H}\); that is, \(\phi_{\mathcal{H}}\) induces an endomorphism of \(\text{HIG}(H, \theta_\mathcal{H})\) as follows:

\[
\begin{align*}
H & \xrightarrow{\theta_\mathcal{H}} H \otimes_{R^+} \varpi_{R^+/O_K}^{-1} \to \cdots \to H \otimes_{R^+} \varpi_{R^+/O_K}^{-d} \\
\phi_{\mathcal{H}} & \begin{pmatrix} \phi_{\mathcal{H}} + E'(\pi) & 0 \\
\phi_{\mathcal{H}} + dE'(\pi) & \phi_{\mathcal{H}} \end{pmatrix}
\end{align*}
\]

(4.1)
We denote by $\text{HIG}(H, \theta_H, \phi_H)$ the total complex of (4.1). In other words, $\text{HIG}(H, \theta_H, \phi_H)$ is the fibre of $\text{HIG}(H, \theta_H)$:

$$\text{HIG}(H, \theta_H, \phi_H) = \text{fib}(\text{HIG}(H, \theta_H) \xrightarrow{\phi_H} \text{HIG}(H, \theta_H)).$$

We denote by $\text{HIG}_s^\text{nil}(R^+)$ the category of enhanced Higgs modules over $R^+$. One can similarly define the category $\text{HIG}_s^\text{nil}(R)$ of enhanced Higgs modules over $R$ by replacing $R^+$ and $\hat{\Omega}_{R^+/\mathcal{O}_K}$ by $R$ and $\hat{\Omega}_{R/K}$ respectively in the above sentences.

**Remark 4.2.** In Definition 4.1, the nilpotency condition on $\theta_H$ can be deduced from the other assumptions. In fact, if we write $\theta_H = \sum_{i=1}^d \theta_i \otimes \frac{d\log E}{E(x)}$ with $\theta_i$’s belonging to $\text{End}_{R^+}(H)$, then the condition $[\phi_H, \theta_H] = -E'(\pi)\theta_H$ amounts to that for any $1 \leq i \leq d$, we have $[\phi_H, \theta_i] = -E'(\pi)\theta_i$. So the Lie sub-algebra $\mathfrak{g}$ of $\text{End}_{R^+}(H)$ generated by $\phi_H$ and $\theta_i$’s is solvable with $[\mathfrak{g}, \mathfrak{g}]$ generated by $\theta_i$’s. Then the desired nilpotency follows from standard Lie theory (cf. [37, §3.3 Cor. A]) via embedding $R^+$ into $\text{Frac}(R^+)$, the fractional field of $R^+$.

In this subsection, we want to prove the following result.

**Theorem 4.3.** The evaluation at the Breuil–Kisin prism $(\mathfrak{S}(R^+), (E))$ attached to the fixed framing $\square$ induces an equivalence of categories

$$\rho_{\square} : \text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}) \to \text{HIG}_s^\text{nil}(R^+) \quad (\text{resp. } \rho_{\square} : \text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}\{1\}_P) \to \text{HIG}_s^\text{nil}(R)),
$$

which preserves ranks, tensor products and dualities. Moreover for any Hodge–Tate crystal (resp. rational Hodge–Tate crystal) $\mathcal{M}$ with associated enhanced Higgs module over $R^+$ (resp. $R$), there exists a quasi-isomorphism

$$\text{R}^\Gamma((R^+)_{\Delta}; \mathcal{M}) \cong \text{HIG}(H, \theta_H, \phi_H),$$

which is functorial in $\mathcal{M}$.

**Proof.** This follows from Proposition 4.23 and Proposition 4.26 proved below. $\square$

**Remark 4.4.** Since $(\mathfrak{S}(R^+), (E))$ depends on the framing on $R^+$, the equivalence

$$\text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}) \to \text{HIG}_s^\text{nil}(R^+)$$

also depends on the given framing. However, we will see in Corollary 6.15 that after inverting $p$, the equivalence $\text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}\{1\}_P) \to \text{HIG}_s^\text{nil}(R)$ is indeed independent of the choice of framings by using the $p$-adic Simpson correspondence studied in the previous section. So there is a global theory on the rational level (cf. Theorem 6.4). When $\mathcal{O}_K = W(\kappa)$ is unramified, Theorem 4.3 was also obtained by Bhatt–Lurie in [14] in a stacky way by regarding the Hodge–Tate substack of the prismatic site of $\mathfrak{X}$ as the classifying space of some group scheme. However, up to now, it is still a problem to achieve a global theory as their method needs a global “Frobenius endomorphism” of $\mathfrak{X}$. See [14, §9] for details.

**Remark 4.5.** Note that there exists an obvious functor

$$\text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}) \to \text{Vect}((R^+ / (\mathfrak{S}, (E)))_{\Delta}, \overline{\mathcal{O}}_{\Delta})$$

induced by the forgetful functor $(R^+ / (\mathfrak{S}, (E)))_{\Delta} \to (R^+)_{\Delta}$. By abuse of notations, for each $\mathcal{M} \in \text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta})$ (with associated enhanced Higgs module $(H, \theta_H, \phi_H)$), we also denote by $\mathcal{M}$ its image under the above functor. Using Proposition 4.13 below, it is easy to see that the induced topologically nilpotent Higgs module associated to $\mathcal{M} \in \text{Vect}((R^+ / (\mathfrak{S}, (E)))_{\Delta}, \overline{\mathcal{O}}_{\Delta})$ via the equivalences in [60, Thm. 5.12 and Thm. 5.14] is exactly $(H, \theta_H)$ and there exists a quasi-isomorphism

$$\text{R}^\Gamma((R^+ / (\mathfrak{S}, (E)))_{\Delta}; \mathcal{M}) = \text{HIG}(H, \theta_H).$$

**Remark 4.6.** The equivalence $\text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}) \to \text{HIG}_s^\text{nil}(R^+)$ in Theorem 4.3 still holds true in a more general setting: Indeed, one can define a Hodge–Tate crystal of quasi-coherent modules as a sheaf $\mathcal{M}$ of $\overline{\mathcal{O}}_{\Delta}$-modules on $(R^+)_{\Delta}$ with $p$-complete evaluations satisfying Convention 1.22 (2) for $p$-complete tensor products, and define quasi-coherent enhanced Higgs modules as $p$-complete $R$-modules $H$ with Higgs fields $\theta_H$ and $R^+$-linear endomorphism $\phi_H$ satisfying Definition 4.1 (2).
Then the same proof of Theorem 4.3 also yields an equivalence between the category of Hodge–Tate crystals of quasi-coherent modules and the category of quasi-coherent enhanced Higgs modules by using (p-completely) faithfully flat descent for general (p-complete) modules (rather than finite projective ones). See [26, Section 3] for related discussions.

We will prove Theorem 4.3 by establishing the desired equivalence and then comparing cohomologies separately in sequels.

4.1. Preliminaries.

Construction 4.7. Let $\mathcal{G}(\mathbb{T}^{\pm 1})$ be the $(p, E)$-adic completion of $\mathcal{G}[\mathbb{T}^{\pm 1}]$ which is endowed with a $\delta$-structure over $\mathcal{G}$ such that $\delta(T_i) = 0$ for all $i$. Then $(\mathcal{G}(\mathbb{T}^{\pm 1}),(E))$ is a prism. By $p$-complete étaleness of $\square$, it induces a smooth lifting $\mathcal{G}(R^+) \rightarrow \mathcal{G}(R^+) \rightarrow \mathcal{G}(R^+)$ by [16, Lem. 2.18], there exists a unique $\delta$-structure on $\mathcal{G}(R^+)$ which is compatible with the one on $\mathcal{G}(\mathbb{T}^{\pm 1})$ and makes $(\mathcal{G}(R^+),(E))$ a prism in $(R^+)_\Delta$. One can similarly define $(\mathcal{A}_{\text{inf}}(\mathbb{T}^{\pm 1}),(\xi))$ and $(\mathcal{A}_{\text{inf}}(R^+),(\xi))$ with $\delta$-structures compatible with those on $(\mathcal{G}(\mathbb{T}^{\pm 1}),(E))$ and $(\mathcal{G}(R^+),(E))$ via the morphism $\mathcal{G} \rightarrow \mathcal{A}_{\text{inf}}$ such that $\mathcal{A}_{\text{inf}}(R^+)$ is a lifting of $R^+_C$ over $\mathcal{A}_{\text{inf}}$. Let

$$\hat{R}^+_C := R^+_C \otimes_{\mathcal{O}_C(T_1^{\pm 1}, ..., T_d^{\pm 1})} \mathcal{O}_C(T_1^{\pm 1/r}, ..., T_d^{\pm 1/r}).$$

It is a perfectoid ring over $R$ with the induced perfect prism $(\mathcal{A}_{\text{inf}}(\hat{R}^+_C),(\xi))$ in the sense of [16, Thm. 3.10], which is the perfection of $(\mathcal{A}_{\text{inf}}(R^+),(\xi))$. We also adapt notations in 2.12 and Notation 2.19.

Remark 4.8. Note that for any étale localisation $\iota : R^+ \rightarrow S^+$, there exists a unique morphism of prisms $(\mathcal{G}(R^+),(E)) \rightarrow (\mathcal{G}(S^+),(E))$ lifting $\iota$, following from Lemma [16, Lem. 2.18]. Using this, we deduce from the constructions in this section that the equivalence and quasi-isomorphism in Theorem 4.3 are compatible with étale localisations. More precisely, let $\mathcal{M} \in \text{Vect}((R^+)_\Delta, \mathcal{O}_\Delta)$ be a Hodge–Tate crystal with corresponding enhanced Higgs module $(H, \theta_H, \phi_H)$. Then the enhanced Higgs module associated to the restriction of $\mathcal{M}$ to $(S^+)_\Delta$ is exactly $(H \otimes_{R^+} S^+, \theta_H \otimes id_{S^+}, \phi_H \otimes id_{S^+})$ and there exists a quasi-isomorphism

$$\text{RIG}((S^+)_\Delta, \mathcal{M}) \cong \text{HIG}(H, \theta_H, \phi_H) \otimes_{R^+} S^+.$$

Lemma 4.9. (1) Both $(\mathcal{G}(R^+),(E)), (\mathcal{A}_{\text{inf}}(R^+),(\xi))$ and $(\mathcal{A}_{\text{inf}}(\hat{R}^+_C),(\xi))$ are covers of the final object of the topos $\text{Shv}((R^+)_\Delta)$. As a consequence, these prisms are also covers of the final object of $\text{Shv}((R^+)/(\mathcal{G}(\mathbb{T}^{\pm 1}))/\Delta))$.

(2) The prism $(\mathcal{A}_{\text{inf}}(\hat{R}^+_C),(\xi))$ is a cover of the final object of the topos $\text{Shv}((R^+)_{\text{perf}})/\Delta)$.

Proof. Since there exist morphisms of prisms

$$(\mathcal{G}(R^+),(E)) \rightarrow (\mathcal{A}_{\text{inf}}(R^+),(\xi)) \rightarrow (\mathcal{A}_{\text{inf}}(\hat{R}^+_C),(\xi)),$$

it is enough to show $(\mathcal{A}_{\text{inf}}(\hat{R}^+_C),(\xi))$ cover the final object of both $\text{Shv}((R^+)_\Delta)$ and $\text{Shv}((R^+)_{\text{perf}})/\Delta)$.

For the first topos, let $(A,I)$ be any bounded prism in $(R^+)_\Delta$. Then $A/I \otimes_{R^+} \hat{R}^+_C$ is a quasi-syntomic cover of $A/I$. By [16, Prop. 7.11 (1)], there exists a cover $(B, IB)$ of $(A,I)$ such that $A/I \rightarrow B/IB$ factors through $A/I \rightarrow A/I \otimes_{R^+} \hat{R}^+_C$. In particular, $B/I$ is an $\hat{R}^+_C$-algebra. Since $\hat{R}^+_C$ is perfectoid, by deformation theory, we get a morphism $(\mathcal{A}_{\text{inf}}(\hat{R}^+_C),(\xi)) \rightarrow (B, IB)$ as desired.

For the second topos, we conclude from a similar argument as above by using [16, Prop. 7.11 (2)] instead of [16, Prop. 7.11 (1)].

Notation 4.10. Let $(\mathcal{G}(R^+)\cdot,(E))$ resp. $(\mathcal{G}(R^+)\cdot_{\text{geo}),(E))$ resp. $(\mathcal{A}_{\text{inf}}(\hat{R}^+_C)\cdot,(E))$ be the cosimplicial prisms induced by the self-products of $(\mathcal{G}(R^+),(E))$ resp. $(\mathcal{G}(R^+),(E))$, resp. $\mathcal{A}_{\text{inf}}(\hat{R}^+_C)$ in $(R^+)_\Delta$ resp. $(R^+)/(\mathcal{G}(\mathbb{T}^{\pm 1}))/\Delta)$ resp. $(R^+)_{\text{perf}})/\Delta)$. Here, $E$ denotes $E(u_0)$; that is, the corresponding $E(u)$ of the first component in each degree of the cosimplicial prisms.

Lemma 4.11. We have isomorphisms of cosimplicial rings (with obvious degeneracy morphisms $p_i$ and face morphisms $\sigma_i$):
Proof. (1) For any \( n \geq 0 \), the \( (\mathfrak{S}(R^+)^n, (E)) \) is the initial object of the category of prisms in \((R)_\Delta\) which are the targets of \( n + 1 \) arrows from \((\mathfrak{S}(R^+), (E))\). Note that for any prism \((A, I)\) in this category, there exists a unique morphism \( \mathfrak{S}(R^+)^{(n+1)} \to A \). Note that the reductions of the images of \( u_i \)'s and \( T_s,i \)'s modulo \( I \) are \( \pi \) and \( T_s \) in \( A/I \) respectively for all \( 0 \leq i \leq n \) and \( 1 \leq s \leq d \). In particular, \( u_0 - u_i, T_{1,0} - T_{1,i}, \ldots, T_{d,0} - T_{d,i} \) for \( 1 \leq i \leq n \) are all in \( E(u_0)A = I \). So the morphism \( \mathfrak{S}(R^+)^{(n+1)} \to A \) factors uniquely through a morphism

\[
\mathfrak{S}(R^+)^{(n+1)} \{ u_0 - u_i, \frac{T_{1,0} - T_{1,i}}{E(u_0)}, \ldots, \frac{T_{d,0} - T_{d,i}}{E(u_0)} \mid 1 \leq i \leq n \} \delta \to A.
\]

Here \( \mathfrak{S}(R^+)^{(n+1)} \{ u_0 - u_i, \frac{T_{1,0} - T_{1,i}}{E(u_0)}, \ldots, \frac{T_{d,0} - T_{d,i}}{E(u_0)} \mid 1 \leq i \leq n \} \delta \) is the \((p, E)\)-complete \( \delta \)-\( \mathfrak{S}(R) \)-algebra obtained by freely adjoining \( \frac{u_0 - u_i}{E(u_0)}, \frac{T_{1,0} - T_{1,i}}{E(u_0)}, \ldots, \frac{T_{d,0} - T_{d,i}}{E(u_0)} \) for all \( 1 \leq i \leq n \) to \( \mathfrak{S}(R^+)^{(n+1)} \). It is exactly the prismatic envelope of the \( \delta \)-pair \((\mathfrak{S}(R^+)^{(n+1)}, J)\) over \((\mathfrak{S}(R^+), (E))\) as discussed in [16, Prop. 3.13], where \( J = (E, u_0 - u_i, T_{1,0} - T_{1,i}, \ldots, T_{d,0} - T_{d,i})_{1 \leq i \leq n} \). Hence we have

\[
\mathfrak{S}(R^+)^* = \mathfrak{S}(R^+)^{(\infty)} \{ u_0 - u_i, \frac{T_{1,0} - T_{1,i}}{E(u_0)}, \ldots, \frac{T_{d,0} - T_{d,i}}{E(u_0)} \mid 1 \leq i \leq \infty \} \delta.
\]
(2) This follows from a similar argument used in (1). Also see [60, Lem. 5.2].

(3) By virtue of [16, Thm. 3.10], for any \( n \geq 0 \), the \( A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E) \) is the initial object of the category of perfectoid algebras over \( R^+ \) which are the targets of \( n + 1 \) arrows from \( \hat{R}^+_{C,\infty} \). So the \((n + 1)\)-folds self-product of \( X_{C,\infty} \) over \( X \), which is an affinoid perfectoid space, is just \( \text{Spa}(A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E))^\frac{1}{p} \), \( A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E)^\frac{1}{p} \) where \( A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E) \) is the \( p \)-completion of the integral closure of the image of \( A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E) \) in \( A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E)^\frac{1}{p} \). As shown in the proof of Lemma 3.8, we know that \( A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E)^\frac{1}{p} \) is just \( C(\Gamma(K/K)^n, \hat{R}^+_{C,\infty}) \). \( \square \)

Remark 4.12. Keep notations as in the proof of 4.11 (3). Then one can show that \( A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E) \) is almost isomorphic to \( C(\Gamma(K/K)^n, \hat{R}^+_{C,\infty}) \) with respect to \( m_C \) in the sense of [53, §4]. More precisely, we can show that the kernel and cokernel of the canonical morphism

\[
t_n : A_{\text{inf}}(\hat{R}^+_{C,\infty})^n/(E) \to C(\Gamma(K/K)^n, \hat{R}^+_{C,\infty})
\]
are both killed by \( m_C \). Indeed, since \( t_n \) becomes isomorphic after inverting \( p \), we can conclude by using the structure theorem of perfectoid rings (cf. [12, Prop. 3.2]).

Proposition 4.13. Let \( X_i := \frac{u_0 - u_i}{E(u_0)} \) and \( Y_{i,s} = \frac{T_{s,0} - T_{s,i}}{E(u_0)T_{s,0}} \) for any \( 1 \leq s \leq d \) and any \( i \geq 1 \). We identify \( u_0 \) and \( T_{s,0} \)'s in the first factor of \( \mathfrak{S}(R^+)^* \) with \( u \) and \( T_s \)'s in \( \mathfrak{S}(R^+) \) respectively. Similarly, we identify \( T_{s,0} \)'s in the first factor of \( \mathfrak{S}(R^+)^\text{geo} \) with \( T_s \)'s in \( \mathfrak{S}(R^+) \).

(1) We have isomorphisms of cosimplicial rings:

\[
\mathcal{O}_\Delta(\mathfrak{S}(R^+)^\text{geo}) \cong R^+ \{ Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet \}^\Delta_{pd}
\]
and

\[
\mathcal{O}_\Delta(\mathfrak{S}(R^+)^\text{geo}) \cong R\{ Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet \}^\Delta_{pd}.
\]
where \( R^+[Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd} \) is the \( p \)-adic completion of the free divided power polynomial ring over \( R^+ \) generated by the reductions of \( Y_{s,i} \)'s modulo \( E \) with \( 1 \leq i \leq \bullet \) and
\[
R[Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd} = R^+[Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd}^{1/p}
\]
such that the face maps are given by
\[
p_{i}(Y_{s,j}) = \begin{cases} 
Y_{s,j+1} - Y_{s,j}, & i = 0 \\
Y_{s,j+1}, & i \leq j \\
Y_{s,j}, & i > j;
\end{cases}
\]
while the degeneracy maps are given by
\[
\sigma_{i}(Y_{s,j}) = \begin{cases} 
0, & i = 0, j = 1 \\
Y_{s,j-1}, & i < j, (i, j) \neq (0, 1) \\
Y_{s,j}, & i \geq j.
\end{cases}
\]

(2) We have isomorphisms of cosimplicial rings:
\[
\overline{\bigtriangleup}(\mathcal{G}(R^+)^{\bullet}) \cong R^+[X_{i}, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd}^{\wedge}
\]
and
\[
\overline{\bigtriangleup}^{1/p}[\mathcal{G}(R^+)^{\bullet}] \cong R[X_{i}, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd}^{\wedge},
\]
where \( R^+[X_{i}, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd}^{\wedge} \) is the \( p \)-adic completion of the free divided power polynomial ring over \( R^+ \) generated by the reductions of \( X_{i} \)'s and \( Y_{s,i} \)'s modulo \( E \) with \( 1 \leq i \leq \bullet \) and
\[
R[X_{i}, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd}^{\wedge} = R^+[X_{i}, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd}^{\wedge}^{1/p}
\]
such that the face maps are given by
\[
p_{i}(X_{j}) = \begin{cases} 
(X_{j+1} - X_{1})(1 - E'(\pi)X_{j})^{-1}, & i = 0 \\
X_{j+1}, & i \leq j \\
X_{j}, & i > j;
\end{cases}
\]
\[
p_{i}(Y_{s,j}) = \begin{cases} 
(Y_{s,j+1} - Y_{s,1})(1 - E'(\pi)X_{j})^{-1}, & i = 0 \\
Y_{s,j+1}, & i \leq j \\
Y_{s,j}, & i > j;
\end{cases}
\]
while the degeneracy maps are given by
\[
\sigma_{i}(X_{j}) = \begin{cases} 
0, & i = 0, j = 1 \\
X_{j-1}, & i < j, (i, j) \neq (0, 1) \\
X_{j}, & i \geq j;
\end{cases}
\]
\[
\sigma_{i}(Y_{s,j}) = \begin{cases} 
0, & i = 0, j = 1 \\
Y_{s,j-1}, & i < j, (i, j) \neq (0, 1) \\
Y_{s,j}, & i \geq j.
\end{cases}
\]

Proof. We only need to show the \( \overline{\bigtriangleup} \) case while the \( \overline{\bigtriangleup}^{1/p} \) case follows from inverting \( p \).

(1) This is [60, Prop. 5.7 and the paragraph below its proof].

(2) For any \( n \geq 0 \), since \( \delta(u_{i}) = 0 \) for any \( 0 \leq i \leq n \), the desired isomorphism
\[
\overline{\bigtriangleup}(\mathcal{G}(R^+)^{\bullet}) \cong R^+[X_{i}, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet]_{pd}^{\wedge}
\]
follows from the same calculations in the proof of [60, Lem. 5.3 and Prop. 5.7] together with [26, Prop. 2.12]. It remains to check that (4.4) and (4.5) hold true. Almost all formulae follow from the definitions of \( p_{i} \)'s and \( \sigma_{i} \)'s directly (cf. Convention 1.20) while the only difficulty appears in checking (4.4) for \( p_{0} \). We show the details as follows:

Since \( p_{0}(u_{i}) = u_{i+1} \) and \( p_{0}(T_{s,i}) = T_{s,i+1} \), we see that
\[
p_{0}(X_{j}) = \frac{u_{1} - u_{j+1}}{E(u_{1})} = \frac{(X_{j+1} - X_{1})}{E(u_{0})}
\]
and that
\[ p_0(Y_{s,j}) = \frac{T_{s,1} - T_{s,j+1}}{E(u_1)T_{s,1}} = (Y_{s,j+1} - Y_{s,j}) \frac{E(u_0)T_{s,0}}{E(u_1)T_{s,1}}. \]

Then the desired formulae can be obtained by noting that
\[ \frac{T_{s,0}}{T_{s,1}} = (1 - E(u_0)Y_{s,1}) \equiv 1 \mod E \]
and that
\[
\frac{E(u_0)}{E(u_1)} = (1 - \frac{E(u_0) - E(u_1)}{E(u_0)})^{-1}
\]

(4.6)
\[
= (1 - \sum_{i \geq 1} \frac{E(i)(u_1)(u_0 - u_1)^i}{i!E(u_0)})^{-1} \quad \text{(by Taylor’s expansion)}
\]
\[
\equiv (1 - E'(\pi)X_1)^{-1} \mod E \quad \text{(as } u_0 - u_1 = E(u_0)X_1). \]

\[\square\]

**Example 4.14.** Let \( R^+ = \mathcal{O}_K \) and hence \( d = 0 \) in Proposition 4.13. Let \( \mathfrak{S}^\bullet \) be the underlying cosimplicial ring of \( \check{\text{C}} \)ech nerve of \((\mathfrak{S}, (E)) \in \mathcal{O}_K_\Delta \). Then we have
\[
\overline{\mathfrak{O}}_\Delta(\mathfrak{S}^\bullet, (E)) = \mathcal{O}_K \{X_1, \ldots, X_s\}^\wedge
\]
with face and degeneracy maps given by (4.4) and (4.5) (for \( X_i \)'s), respectively.

**Corollary 4.15.** Let \( \mathcal{K} \) (resp. \( \mathcal{K}_g \), resp. \( \mathcal{K}_a \)) be the kernel of
\[
\sigma_0 : \overline{\mathfrak{O}}_\Delta(\mathfrak{S}(R^+)^1, (E)) \to \overline{\mathfrak{O}}_\Delta(\mathfrak{S}(R^+), (E))
\]
( resp. \( \sigma_0 : \overline{\mathfrak{O}}_\Delta(\mathfrak{S}(R^+)^1_{\text{geo}}, (E)) \to \overline{\mathfrak{O}}_\Delta(\mathfrak{S}(R^+), (E)), \) resp. \( \sigma_0 : \overline{\mathfrak{O}}_\Delta(\mathfrak{S}^1, (E)) \to \overline{\mathfrak{O}}_\Delta(\mathfrak{S}, (E)) \)).

Then the following results hold true:

1. \( \mathcal{K} \) is the closed \( \text{pd-ideal} \) generated by \( \{X_1^{[n_0]}Y_{1,1}^{[n_1]} \cdots Y_{d,1}^{[n_d]} | n_0 + \cdots + n_d \geq 1\} \). In particular,
   by letting \( d = 0 \), we see that \( \mathcal{K}_a \) is the closed \( \text{pd-ideal} \) generated by \( \{X_i^{[n]} | n \geq 1\} \).
2. \( \mathcal{K}_g \) is the closed \( \text{pd-ideal} \) generated by \( \{Y_{1,1}^{[n_1]} \cdots Y_{d,1}^{[n_d]} | n_1 + \cdots + n_d \geq 1\} \).
3. For any \( r \geq 1 \), let \( \mathcal{K}^{[r]} \) (resp. \( \mathcal{K}_g^{[r]} \), resp. \( \mathcal{K}_a^{[r]} \)) be the \( r \)-th closed \( \text{pd-power} \) of \( \mathcal{K} \) (resp. \( \mathcal{K}_g \), resp. \( \mathcal{K}_a \)). Then the obvious morphisms \( \mathfrak{S}^\bullet \to \mathfrak{S}(R^+)^{\bullet} \to \mathfrak{S}(R^+)^{\bullet}_{\text{geo}} \) (induce a morphism ideals \( \mathcal{K}_a \to \mathcal{K} \to \mathcal{K}_g \) and then) induce a short exact sequence \( R^+ \)-modules:

(4.7)
\[
0 \to \mathcal{K}_a/K^{[2]}_{a} \otimes_{\mathcal{O}_K} R^+ \to \mathcal{K}/K^{[2]} \to \mathcal{K}_g/K^2_g \to 0
\]

Similar results hold true for replacing \( \overline{\mathfrak{O}}_\Delta \) by \( \overline{\mathfrak{O}}_\Delta[\frac{1}{p}] \) after inverting \( p \).

**Proof.** It suffices to consider the \( \overline{\mathfrak{O}}_\Delta \) case as the \( \overline{\mathfrak{O}}_\Delta[\frac{1}{p}] \) case follows from the flat base-change “\( \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \)”.

1. By Proposition 4.13 (2), especially (4.5), we see that the closed ideal \( \mathcal{J} \) generated by
\[
\{X_1^{[n_0]}Y_{1,1}^{[n_1]} \cdots Y_{d,1}^{[n_d]} | n_0 + \cdots + n_1 \geq 1\}
\]
is contained in \( \mathcal{K} \). So \( \sigma_0 : \overline{\mathfrak{O}}_\Delta(\mathfrak{S}(R^+)^1) \to \overline{\mathfrak{O}}_\Delta(\mathfrak{S}(R^+)) = R^+ \) factors through the quotient \( \mathfrak{S}(R^+)^1/\mathcal{J} \). It is enough to show that \( \mathfrak{S}(R^+)^1/\mathcal{J} \cong R^+ \), which can be easily deduced as follows:

Let \( \mathcal{J}_0 \) be the ideal of the pd-polynomial ring \( R^+[X_1, Y_{1,1}, \ldots, Y_{d,1}]_{\text{pd}} \) over \( R^+ \) generated by \( X_1, Y_{1,1}, \ldots, Y_{d,1} \). By taking \( p \)-adic completion along the exact sequence
\[
0 \to \mathcal{J}_0 \to R^+[X_1, Y_{1,1}, \ldots, Y_{d,1}]_{\text{pd}} \to R^+ \to 0,
\]
we get the desired isomorphism \( \overline{\mathfrak{O}}_\Delta(\mathfrak{S}(R^+)^1)/\mathcal{J} \cong R^+ \) by noting that all rings involved are \( (p, E) \)-torsion free and \( R^+ \) is itself \( (p, E) \)-complete.

2. This follows from the same argument used in the proof of (1).
(3) By (1) and (2), we see that for any \( r \geq 1, K^{[r]} \) (resp. \( K_2^{[r]} \), resp. \( K_3^{[r]} \)) is the closed ideal generated by
\[
\{X_i^{[n_0]}Y_1^{[n_1]} \cdots Y_d^{[n_d]} \mid n_0 + \cdots + n_1 \geq r \}
\]
(resp. \( \{Y_1^{[n_1]} \cdots Y_d^{[n_d]} \mid n_1 + \cdots + n_1 \geq r \} \), resp. \( \{X_i^{[n]} \mid n \geq r \} \)).

So, we deduce that
\[
K/K^{[2]} \cong R^+ \cdot X_1 \oplus \oplus_{i=1}^d R^+ \cdot Y_i \quad \text{resp. } K_2/K_2^{[2]} \cong \oplus_{i=1}^d R^+ \cdot Y_i \quad \text{resp. } K_3/K_3^{[2]} \cong \mathcal{O}_K \cdot X_1,
\]
which implies the desired exact sequence immediately.

**Remark 4.16.** Consider \( \overline{\mathcal{S}} \) in Corollary 4.15. By identifying \( X_1 \) with \( \frac{du}{E(u)} \), we see that
\[
K_a/K_a^{[2]} \cong \hat{\Omega}_{C/\mathcal{W}(\mathfrak{s})}^{-1} \otimes \mathcal{O}_K \cong \mathcal{O}_K \cdot \frac{du}{E(u)}.
\]
By the definition of \( Y_{s,i} \)'s, we see that
\[
K_a/K_a^{[2]} \cong \hat{\Omega}_{R^+/\mathcal{O}_K}^{-1}
\]
by identifying \( Y_{s,i} \) with \( \frac{d\log T_i}{E(u)} \), where \( \hat{\Omega}_{R^+/\mathcal{O}_K} \) denotes the module of continuous differentials and \( \{-1\} \) denotes the Breuil–Kisin twist. In particular, the exact sequence splits (non-canonically) and induces an isomorphism
\[
K/K^{[2]} \cong K_a/K_a^{[2]} \otimes \mathcal{O}_K \quad \text{resp. } K_2/K_2^{[2]} \cong R^+ \quad \text{resp. } K_3/K_3^{[2]} \cong \mathcal{O}_K \cdot \frac{du}{E(u)} \oplus \hat{\Omega}_{R^+/\mathcal{O}_K}^{-1}.
\]
A similar remark applies to \( \overline{\mathcal{S}}_{\mathcal{A}}[1/\mathfrak{p}] \).

### 4.2. Hodge–Tate crystals as enhanced Higgs modules

Now, we establish the desired equivalence in Theorem 4.3.

**Convention 4.17.** For simplicity, we put \( a = E'(\pi) \).

**Convention 4.18.** Let \( A^e \) be the cosimplicial ring \( R^e\{X_i, Y_{s,i}, \ldots, Y_{a,i} \mid 1 \leq i \leq s \} \) for \( ? \in \{\emptyset, +\} \) with face and degeneracy morphisms given by (4.4) and (4.5), respectively. By Proposition 4.13, we have
\[
A^e \cong \overline{\mathcal{S}}_{\mathcal{A}}[1/\mathfrak{p}]((\mathcal{S}(R^e)^e, (E))
\]
and
\[
A^+e \cong \overline{\mathcal{S}}_{\mathcal{A}}(\mathcal{S}(R^e)^e, (E)).
\]

Let \( \text{Strat}(A^e) \) denote the category of stratifications with respect to \( A^e \) satisfying the cocycle condition (cf. Convention 1.20). Note that \( A^{e,0} = R^e \).

We start with the following lemma:

**Lemma 4.19.** There exists a canonical equivalence
\[
\text{Vect}((R^e)_{\Delta}, \overline{\mathcal{S}}_{\mathcal{A}}) \cong \text{Strat}(A^e) \quad \text{resp. } \text{Vect}((R^e)_{\Delta}, \overline{\mathcal{S}}_{\mathcal{A}}[1/\mathfrak{p}]) \cong \text{Strat}(A^e)
\]
for \( ? = + \) (resp. \( ? = \emptyset \)) by evaluating (rational) Hodge–Tate crystals along the cosimplicial prism \( \mathcal{S}(R^e)^e, (E)) \).

**Proof.** By Lemma 4.9, \( \mathcal{S}(R^e), (E)) \) is a cover of final object of \( \text{Shv}((R^e)_{\Delta}) \). So the result follows from [17, Prop. 2.7].

Therefore, in order to establish the desired equivalence in Theorem 4.3, it suffices to construct an equivalence between the categories \( \mathcal{S}(A^e)^e \) and \( \text{HIG}^{\text{at}}_{\mathfrak{a}}(R^e) \).

Let \( (H, \varepsilon) \in \text{Strat}(A^e) \) be any fixed stratification satisfying the cocycle condition. By Proposition 4.13, via the embedding \( H \xrightarrow{x \mapsto x \otimes 1} H \otimes R^e, p_0 A^e \), there exists a collection \( \{\phi_{i,N}\}_{i \geq 0, N \in \mathbb{N}} \) of \( R^e \)-linear endomorphisms of \( H \) such that for any \( x \in H \),
\[
\varepsilon(x) = \sum_{i \geq 0, N \in \mathbb{N}} \phi_{i,N}(x)X_{1}^{[i]} Y_{1}^{[N]}.
\]
Note that in order to make $\varepsilon$ well-defined, we require
\[ \lim_{i+|\underline{n}| \to +\infty} \phi_{i, \underline{n}} = 0 \]
with respect to the $p$-adic topology on $H$. By (4.4) and (4.5), we see that
\[ \phi_{i, \underline{n}}(x)(1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]
\[ = \sum_{i, j \geq 0, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) \phi_{i, \underline{n}}(x)(1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]
\[ = \sum_{i, j \geq 0, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) (1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]
\[ = \sum_{i, j \geq 0, \underline{m}, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) \phi_{i, \underline{n}}(x)(1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]
\[ = \sum_{i, j \geq 0, \underline{m}, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) \phi_{i, \underline{n}}(x)(1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]
\[ = \sum_{i, j \geq 0, \underline{m}, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) \phi_{i, \underline{n}}(x)(1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]
that
\[ p_i^*(\varepsilon)(x) = \sum_{k \geq 0, \underline{n} \in \mathbb{N}^d} \phi_{k, \underline{n}}(x) X_2^{[k]} Y_1^{[n]} \]
and that
\[ \sigma_i^*(\varepsilon)(x) = \phi_{0, \underline{n}}(x). \]
Therefore, we have

**Lemma 4.20.** For any stratification $(H, \varepsilon)$ with respect to $A^{i, \bullet}$, if we write
\[ \varepsilon(x) = \sum_{i \geq 0, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) X_1^{[i]} Y_1^{[n]} \]
for any $x \in H$ with $\phi_{i, \underline{n}} \to 0$ as $i + |\underline{n}| \to +\infty$, then $(H, \varepsilon)$ satisfies the cocycle condition if and only if the following conditions are satisfied:

1. $\phi_{0, \underline{n}} = \text{id}_H$, and
2. For any $k \geq 0, \underline{n} \in \mathbb{N}^d$ and for any $x \in H$, we have
\[ \phi_{k, \underline{n}}(x) = \sum_{i, j \geq 0, \underline{m}, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) (1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]

**Notation 4.21.** For any $(H, \varepsilon) \in \text{Strat}(A^{i, \bullet})$ with $\phi_{i, \underline{n}}$’s as above. Define $\phi_H = \phi_{1, \underline{n}}$. For any $1 \leq i \leq d$, put $\theta_i = \phi_{0, \underline{n}}$ and for $\theta = +$ (resp. $0$), define
\[ \theta_H : H \to H \otimes_R \widehat{\Omega}_{R^+/\mathcal{O}_K}^1 \{ -1 \} \quad (\text{resp. } \theta_H : H \to H \otimes_R \Omega_{R/K}^1 \{ -1 \}) \]
by $\theta_H = \sum_{i=1}^d \theta_i \otimes \frac{\text{dlog} T_i}{E(u)}$.

The following lemma is the key ingredient to establish the desired equivalence.

**Lemma 4.22.** Let $\phi_{i, \underline{n}}$’s be endomorphisms of $H$ with $\phi_{0, \underline{n}} = \text{id}_H$. Let $\phi_H$, $\theta_H$ and $\theta_i$’s be as in Notation 4.21. Then the following assertions are equivalent:

1. For any $k \geq 0, \underline{n} \in \mathbb{N}^d$ and for any $x \in H$, we have
\[ \phi_{k, \underline{n}}(x) = \sum_{i, j \geq 0, \underline{m}, \underline{n} \in \mathbb{N}^d} \phi_{i, \underline{n}}(x) (1 - aX_1)^{-j - |\underline{w}|}(X_2 - X_1)^{|}\underline{z}|(Y_2 - Y_1)^{|\underline{w}|} \]

(4.12)
For any \(1 \leq i, j \leq d\), we have \([\phi_H, \theta_i] = -a\theta_i\) and \([\theta_i, \theta_j] = 0\) such that for any \(k \geq 0\) and \(n \in \mathbb{N}^d\),

\[
(4.13) \quad \phi_{k,n}(x) = \prod_{i=1}^{d} \theta_i^n \cdot \prod_{i=0}^{k-1} (\phi_H + ia)(x) = \prod_{i=0}^{k-1} (\phi_H + (i + |n|)a) \cdot \prod_{i=1}^{d} \theta_i^n (x).
\]

Moreover, if one of the above conditions is satisfied, then \(\theta_i\)'s are nilpotent and

\[
\lim_{k \to +\infty} \phi_{k,n} = 0 \iff \lim_{k \to +\infty} \prod_{i=0}^{k-1} (\phi_H + ia) = 0.
\]

**Proof.** First, we assume (1) holds true for any \(k \geq 0\) and any \(n \in \mathbb{N}^d\) and then verify (2) as follows:

By letting \(Y = 0\) in both sides of (4.12), we get

\[
\phi_{k,n}(x) = \sum_{i,j \geq 0} \phi_{i,j}(\phi_{j+k,n}(x))(1 - aX)^{-j - k - |n|}(-1)^{i+j} \binom{i+j}{i} X^{i+j}.
\]

Compare the coefficients of \(X\) in both sides of the above formula and then we get

\[
(k + |n|)a \phi_{k,n}(x) - \phi_{1+k,n}(x) + \phi_{1}(\phi_{k,n}(x)) = 0,
\]

which implies by iteration that for any \(k \geq 0\) and \(n \in \mathbb{N}^d\),

\[
(4.14) \quad \phi_{k,n}(x) = (\phi_{1,n} + (k - 1 + |n|)a) \phi_{k-1,n}(x) = \prod_{i=0}^{k-1} (\phi_H + (i + |n|)a) \phi_{0,n}(x).
\]

By letting \(X = 0\) in both sides of (4.12), we get

\[
\phi_{k,n}(x) = \sum_{k,m \in \mathbb{N}^d} \phi_{0,k} \phi_{l,m+n}(x)(-1)^{|m|} \binom{1 + m + n}{1} X^{i+m}.
\]

Compare the coefficients of \(Y_i\) in both sides of the above formula and then we get

\[
\phi_{0,k}(\phi_{k,n}(x)) - \phi_{k,n+1}(x) = 0.
\]

In particular, by letting \(k = 0\) and \(n = 1_j\) in the above formula, we see that

\[
\theta_i \theta_j = \phi_{0,1_{j}+1_{j}} = \theta_j \theta_i.
\]

In other words, \(\theta_i\)'s commute with each other. Also, by iteration (for all \(1 \leq i \leq d\)) that for any \(k \geq 0\) and \(n \in \mathbb{N}^d\),

\[
(4.15) \quad \phi_{k,n}(x) = \phi_{0,1}(\phi_{k,n-1}(x)) = \prod_{i=1}^{d} \theta_i^n (\phi_{k,n}(x)).
\]

Now, (4.13) follows from (4.14) and (4.15). In particular, by letting \(k = 1\) and \(n = 1_i\), we see that \([\phi_H, \theta_i] = -a \theta_i\) as desired.

Now assume (2) is true. By noting that the constant term of the right hand side of (4.12) is exactly \(\phi_{k,n}(x)\), it suffices to show that the right hand side of (4.12) is independent of \(X\) and \(Y\).

First, we show that the right hand side of (4.12) is independent of \(X\). In other words, if we put

\[
(\dagger) = \partial_{X} \left( \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} \phi_{l,m}(\phi_{j+k,m+n}(x))(1 - aX)^{-j - k - |n|}(-1)^{i+j} \binom{1 + m + n}{1} X^{i+m} \right)
\]

\[
= \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} (j + k + l + m) a \phi_{l,m} (\phi_{j+k,m+n}(x)) \cdot (1 - aX)^{-j - k - |n|}(-1)^{i+j} \binom{1 + m + n}{1} X^{i+m}
\]

\[
+ \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} \phi_{l,m} (\phi_{j+k,m+n}(x))(1 - aX)^{-j - k - |n|}(-1)^{i+j} \binom{1 + m + n}{1} X^{i+m},
\]

then (4.12) holds true.
then we have to show that (†) = 0. Note that
\[(i, j) \mid i, j \geq 0, i + j \geq 1\} = \{(i, j) \mid i, j - 1 \geq 0\} \cup \{(i, 0) \mid i \geq 1\}.

We have
\[
(\dagger) = \sum_{i, j \geq 0, k, m, n \in \mathbb{N}^d} \left( j + k + |m| + |n| \right) a_{\phi_{i, l}}(\phi_{j+k,m+n}(x)) \left( 1 - aX \right)^{-j-1-k-|m|-|n|} \left( -1 \right)^{j+|m|} \binom{i+j}{i} \left( \frac{l+m}{l} \right) X^{[i+j]} Y^{[l+m]}
\]
\[- \sum_{i, j \geq 0, k, m, n \in \mathbb{N}^d} \phi_{i, l}(\phi_{j+1+k,m+n}(x)) \left( 1 - aX \right)^{-j-1-k-|m|-|n|} \left( -1 \right)^{j+|m|} \binom{i+j+1}{i} \left( \frac{l+m}{l} \right) X^{[i+j]} Y^{[l+m]}
\]
\[+ \sum_{i \geq 0, m, n \in \mathbb{N}^d} \phi_{i, l}(\phi_{k,m+n}(x)) \left( 1 - aX \right)^{-k-|m|-|n|} \left( -1 \right)^{|m|} \left( \frac{l+m}{l} \right) X^{[i]} Y^{[l+m]}.
\]
By (4.13), we have \(\phi_{j+1+k,m+n}(x) = (\phi_H + (j + k + |m| + |n|) a) \phi_{j+k,m+n}(x)\). Hence we can use \(\phi_{j+1+k,m+n}(x) - \phi_H(\phi_{j+k,m+n}(x))\) to replace \((j + k + |m| + |n|) a(\phi_{j+k,m+n}(x))\) in above formula and conclude that
\[
(\dagger) = \sum_{i, j \geq 0, k, m, n \in \mathbb{N}^d} -a_{\phi_{i, l}}(\phi_{j+k,m+n}(x)) \left( 1 - aX \right)^{-j-1-k-|m|-|n|} \left( -1 \right)^{j+|m|} \binom{i+j}{i} \left( \frac{l+m}{l} \right) X^{[i+j]} Y^{[l+m]}
\]
\[- \sum_{i, j \geq 0, k, m, n \in \mathbb{N}^d} \phi_{i, l}(\phi_{j+1+k,m+n}(x)) \left( 1 - aX \right)^{-j-1-k-|m|-|n|} \left( -1 \right)^{j+|m|} \binom{i+j}{i} \left( \frac{l+m}{l} \right) X^{[i+j]} Y^{[l+m]}
\]
\[+ \sum_{i \geq 0, m, n \in \mathbb{N}^d} \phi_{i, l}(\phi_{k,m+n}(x)) \left( 1 - aX \right)^{-k-|m|-|n|} \left( -1 \right)^{|m|} \left( \frac{l+m}{l} \right) X^{[i]} Y^{[l+m]}.
\]
By (4.13) again, we have \(\phi_{j+1+k,m+n}(x) = (\phi_H + (i + |j|) a) \phi_{i, l}(\phi_{j+k,m+n}(x))\). Then by using \([\phi_H, \theta] = -a\theta_i\,\,\, \theta\), \([\theta_i, \theta_j] = 0\) and (4.13), we have \(\phi_{i, l}(\phi_{j+k,m+n}(x))\) in above formula becomes
\[
(\dagger) = \sum_{i, j \geq 0, k, m, n \in \mathbb{N}^d} a_{\phi_{i, l}}(\phi_{j+k,m+n}(x)) \left( 1 - aX \right)^{-j-1-k-|m|-|n|} \left( -1 \right)^{j+|m|} \binom{i+j}{i} \left( \frac{l+m}{l} \right) X^{[i+j]} Y^{[l+m]}
\]
\[- \sum_{i, j \geq 0, k, m, n \in \mathbb{N}^d} \phi_{i, l}(\phi_{j+1+k,m+n}(x)) \left( 1 - aX \right)^{-j-1-k-|m|-|n|} \left( -1 \right)^{j+|m|} \binom{i+j}{i} \left( \frac{l+m}{l} \right) X^{[i+j]} Y^{[l+m]}
\]
\[- \sum_{i, j \geq 0, k, m, n \in \mathbb{N}^d} \phi_{i, l}(\phi_{j+1+k,m+n}(x)) \left( 1 - aX \right)^{-j-1-k-|m|-|n|} \left( -1 \right)^{j+|m|} \binom{i+j}{i} \left( \frac{l+m}{l} \right) X^{[i+j]} Y^{[l+m]}
\]
\[+ \sum_{i \geq 0, m, n \in \mathbb{N}^d} \phi_{i, l}(\phi_{k,m+n}(x)) \left( 1 - aX \right)^{-k-|m|-|n|} \left( -1 \right)^{|m|} \left( \frac{l+m}{l} \right) X^{[i]} Y^{[l+m]}.
\]
where we use \(i^{(i,j)}_{(i-1)} X^{[i+j]} = X^{(i-1+j)}_{(i-1)} X^{[i-1+j]}\) to get the second equality. In the most right hand side of the above formula, replacing \(i - 1\) by \(i\) in the first and third summands and using \((i-1)_{(i-1)} = (j)_{(j)} = 0\),
we see that

\[
(\dagger) = \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} a_X \phi_{i+1,1}(\phi_{j+k,m+n}(x))(1 - a_X)^{-j-1-k-\lceil m \rceil - \lceil n \rceil} \binom{i+j}{i} X^{[i+j]} Y^{[l+m]}
\]

\[
- \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{j+k,m+n}(x))(1 - a_X)^{-j-1-k-\lceil m \rceil - \lceil n \rceil} \binom{i+j}{i} X^{[i+j]} Y^{[l+m]}
\]

\[
- \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{j+k,m+n}(x))(1 - a_X)^{-j-1-k-\lceil m \rceil - \lceil n \rceil} \binom{i+1+j}{i} X^{[i+1+j]} Y^{[l+m]}
\]

\[
+ \sum_{i \geq 0, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{k,m+n}(x))(1 - a_X)^{-k-\lceil m \rceil - \lceil n \rceil} \binom{i}{i} X^{[i]} Y^{[l+m]}
\]

\[
= - \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{j+k,m+n}(x))(1 - a_X)^{-j-1-k-\lceil m \rceil - \lceil n \rceil} \binom{i+j}{i} X^{[i+j]} Y^{[l+m]}
\]

\[
+ \sum_{i \geq 0, j \geq 1, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{j+k,m+n}(x))(1 - a_X)^{-j-1-k-\lceil m \rceil - \lceil n \rceil} \binom{i+j}{i} X^{[i+j]} Y^{[l+m]}
\]

\[
+ \sum_{i \geq 0, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{k,m+n}(x))(1 - a_X)^{-k-\lceil m \rceil - \lceil n \rceil} \binom{i}{i} X^{[i]} Y^{[l+m]}
\]

\[
= 0
\]

Finally, replacing \( j+1 \) by \( j \) in the second term of the most right hand side of above formula, we see that

\[
(\dagger) = - \sum_{i,j \geq 0, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{j+k,m+n}(x))(1 - a_X)^{-j-k-\lceil m \rceil - \lceil n \rceil} \binom{i+j}{i} X^{[i+j]} Y^{[l+m]}
\]

\[
+ \sum_{i \geq 0, j \geq 1, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{j+k,m+n}(x))(1 - a_X)^{-j-k-\lceil m \rceil - \lceil n \rceil} \binom{i+j}{i} X^{[i+j]} Y^{[l+m]}
\]

\[
+ \sum_{i \geq 0, l,m \in \mathbb{N}^d} \phi_{i+1,1}(\phi_{k,m+n}(x))(1 - a_X)^{-k-\lceil m \rceil - \lceil n \rceil} \binom{i}{i} X^{[i]} Y^{[l+m]}
\]

\[
= 0
\]

as desired, which shows that the right hand side of (4.12) is independent of \( X \). In particular by plugging \( X = 0 \), to deduce (4.12), it is enough to show that for any \( k \geq 0 \) and any \( n \in \mathbb{N}^d \), we have

\[
(4.16) \quad \phi_{k,n}(x) = \sum_{l,m \in \mathbb{N}^d} \phi_{0,1}(\phi_{k,m+n}(x))(-1)^{\lceil m \rceil} \binom{l+m}{l} Y^{[l+m]}.
\]

We consider a special case for \( k = 0 \) in (4.16). In other words, we want to show that for any \( n \in \mathbb{N}^d \),

\[
(4.17) \quad \phi_{0,n}(x) = \sum_{l,m \in \mathbb{N}^d} \phi_{0,1}(\phi_{0,m+n}(x))(-1)^{\lceil m \rceil} \binom{l+m}{l} Y^{[l+m]}.
\]

To do so, it suffices to show that for free variables \( Z_1, \ldots, Z_d \),

\[
\sum_{n \in \mathbb{N}^d} \phi_{0,n}(x) Z^{[n]} = \sum_{l,m \in \mathbb{N}^d} \phi_{0,1}(\phi_{0,m+n}(x))(-1)^{\lceil m \rceil} \binom{l+m}{l} Y^{[l+m]} Z^{[m]}
\]

Since \( \theta_i \)'s commute with each other and \( \phi_{0,n} = \prod_{i=1}^d \theta_i^n \), by (4.13), we see that

\[
\sum_{n \in \mathbb{N}^d} \phi_{0,n}(x) Z^{[n]} = \exp(\sum_{i=1}^d \theta_i Z_i)(x)
\]
and that
\[
\sum_{l,m,n \in \mathbb{N}^d} \phi_0(\phi_{0, m+n}(x))(-1)^{ln} \left( \frac{1+m}{l} \right) Y^{l+m} Z^{ln} \\
= \sum_{l,m,n \in \mathbb{N}^d} \prod_{i=1}^d \theta_i^{l_i+m_i+n_i}(x)(-1)^{ln} Y^{l_i} Y^{m_i} Z^{ln}
\]
\[
= \sum_{i \in \mathbb{N}^d} \prod_{i=1}^d \theta_i^l Y^{il} \sum_{m \in \mathbb{N}^d} \prod_{i=1}^d \theta_i^{m_i} (-1)^{ln} \sum_{n \in \mathbb{N}^d} \prod_{i=1}^d \theta_i^{n_i}(x) Z^{ln}
\]
\[
= \exp(\sum_{i=1}^d \theta_i Y_i(x)) \exp(- \sum_{i=1}^d \theta_i Y_i) \exp(\sum_{i=1}^d \theta_i Z_i(x))
\]
\[
= \exp(\sum_{i=1}^d \theta_i Z_i(x)).
\]

Therefore, the special case (4.17) holds true. In particular, replacing \(x\) by \(\phi_{k,0}(x)\) in (4.17), we get
\[
\phi_{0, n}(\phi_{k,0}(x)) = \sum_{l,m \in \mathbb{N}^d} \phi_0(\phi_{0, m+n}(\phi_{k,0}(x)))(-1)^{ln} \left( \frac{1+m}{l} \right) Y^{l+m} Z^{ln},
\]

By using (4.13), especially \(\phi_{0, n}(\phi_{k,0}(x)) = \phi_{k,n}(x)\), we see that (4.18) is exactly (4.16) as desired. So we conclude that (2) implies (1).

To complete the proof, it remains to show the “moreover” part. The nilpotency of \(\theta_i\)’s follows from the same argument use in Remark 4.2. Since \(\phi_{k,n} = \phi_{0, n} \circ \phi_{k,0}\) for any \((k, n) \in \mathbb{N} \times \mathbb{N}^d\), we conclude from the nilpotency of \(\theta_i\)’s that
\[
\lim_{k \to +\infty} \phi_{k,n} = 0 \iff \lim_{k \to +\infty} \prod_{i=0}^{k-1} (\phi_H + ia) = 0.
\]

\[
\square
\]

**Proposition 4.23.** The evaluation at \((\mathfrak{S}(R^+), (E))\) induces equivalences
\[
\text{Vect}((R^+)_{\Delta}, \mathcal{O}_{\Delta}) \to \text{Strat}(A^{+ \bullet}) \to \text{HIG}^\text{nil}(R^+)
\]
\[
\text{resp.} \text{Vect}((R^+)_{\Delta}, \mathcal{O}_{\Delta}) \to \text{Strat}(A^{\bullet}) \to \text{HIG}^\text{nil}(R)
\]
of categories, which preserves ranks, tensor products and dualities. Moreover, for any \(M \in \text{Vect}((R^+)_{\Delta}, \mathcal{O}_{\Delta})\) (resp. \(\text{Vect}((R^+)_{\Delta}, \mathcal{O}_{\Delta}[\frac{1}{p}])\)) with the corresponding stratification \((H, \varepsilon) \in \text{Strat}(A^{+ \bullet})\) for \(? = +\) (resp. \(\emptyset\)), let \(\phi_H, \theta_H\) and \(\theta_i\)’s be as in Notation 4.21 and then we have

1. the enhanced Higgs module induced by \(M\) is \((H, \theta_H, \phi_H)\), and
2. the stratification \(\varepsilon\) on \(H\) is determined such that for any \(x \in H\),
\[
\varepsilon(x) = \exp(\sum_{i=1}^d \theta_i Y_i(1 - aX_i)^{-\frac{2n_i}{a}}(x))
\]
\[
:= \sum_{k \geq 0, n \in \mathbb{N}^d} \prod_{i=1}^d \theta_i^{n_i} \left( \prod_{j=0}^{k-1} (\phi_H + jE'(\pi))(x) \right) X_1^{[k]} \sum_i^{[n]}
\]
\[
= (1 - aX_1)^{-\frac{2n_i}{a}} \prod_{i=1}^d \exp((1 - aX_i)^{-1} \theta_i Y_i(x))
\]
\[
:= \sum_{k \geq 0, n \in \mathbb{N}^d} \prod_{j=0}^{k-1} (\phi_H + (j + |n|)E'(\pi))(x) \prod_{i=1}^d \theta_i^{n_i}(x) X_1^{[k]} \sum_i^{[n]}
\]

(4.19)
Proof. The “moreover” part of Lemma 4.22 shows that $(H, \theta_H, \phi_H)$ is an enhanced Higgs module over $R^\wedge$. Then the proposition follows from Lemma 4.19 and Lemma 4.22 immediately as all constructions involved preserve rank, tensor products and dualities. □

Remark 4.24. We give an intrinsic construction of $(H, \theta_H, \phi_H)$ from a stratification $(H, \varepsilon) \in \text{Strat}(A^{\wedge,*})$ for ?? = + (resp. 0) as follows:

Let $\mathcal{K, K_g}$ and $\mathcal{K_a}$ be as in Corollary 4.15 (and Remark 4.16). Noticing that $\sigma_0^\wedge(\varepsilon) = \text{id}_H$, we deduce that for any $x \in H$,

$$\varepsilon(x) - \text{id}_H(x) \in H \otimes_{R^\wedge, p_i} A^1 \cdot \mathcal{K}.$$

Modulo $\mathcal{K}^{[2]}$, we get an $R^\wedge$-linear morphism

$$\frac{\varepsilon - \text{id}_H}{R^\wedge} : H \to H \otimes_{R^\wedge} \mathcal{K}/\mathcal{K}^{[2]}.$$

Let $\theta : H \to H \otimes_{R^\wedge} \mathcal{O}^1_{R^\wedge/\mathcal{K}}{-1}$ (resp. $\theta : H \to H \otimes_{R^\wedge} \mathcal{O}^1_{R^\wedge/\mathcal{K}}{-1}$) be the $R^\wedge$-linear morphism induced by the projection $\mathcal{K}/\mathcal{K}^{[2]} \to \mathcal{K}/\mathcal{K}^{[2]}$ in Corollary 4.15 (3). Using the (non-canonical) decomposition (4.8), we see that $(\varepsilon - \text{id}_H)$ is of the form

$$(\phi, \theta) : H \to H \oplus H \otimes_{R^\wedge} \mathcal{O}^1_{R^\wedge/\mathcal{K}}{-1} \quad \text{resp. } (\phi, \theta) : H \to H \oplus H \otimes_{R^\wedge} \mathcal{O}^1_{R^\wedge/\mathcal{K}}{-1}.$$ 

By (4.19), we see that $\phi = \phi_H$ and $\theta = \theta_H$.

Example 4.25 (Breuil–Kisin Twist). Let $\mathcal{O}_\Delta\{n\} := T^R_\Delta/T^{R+1}_\Delta$ for any $n \in \mathbb{Z}$, which is known as the $n$-th Breuil–Kisin twist of $\mathcal{O}_\Delta$. Then we see that

$$\mathcal{O}_\Delta\{n\}(\mathcal{S}(R^1), (E)) = R^+ \cdot E(u)^n.$$

Note that by Taylor’s expansion, we have

$$E(u_0 - E(u_0)X_1) = E(u_0) + E^{(1)}(u_0)(-E(u_0)X_1) + E^{(2)}(u_0)\frac{(-E(u_0)X_1)^2}{2!} + \ldots$$

$$= E(u_0)(1 - E'(u_0)X_1) \mod E(u_0)^2.$$

Write $E(u_0 - E(u_0)X_1) = E(u_0)((1 - E'(u_0)X_1) + E(u_0)v)$ for some $v \in \mathcal{S}(R^1)$, and then we can get the following congruence

$$p_0(E(u_0)^n) = E(u_0)^n$$

$$= E(u_0 - E(u_0)X_1)^n$$

$$= E(u_0)^n((1 - E'(u_0)X_1) + E(u_0)v)^n$$

$$= (1 - E'(u_0)X_1)^n E(u_0)^n \mod E(u_0)^{n+1}.$$

By chasing constructions above, we see that the enhanced Higgs bundle associated to $\mathcal{O}_\Delta\{n\}$ is $(R^+, 0, -nE'(\pi)\text{id}_H)$. In general, for any (rational) Hodge–Tate crystal $\mathcal{M}$ on $(R^+)\Delta$ with the associated enhanced Higgs module $(H, \theta_H, \phi_H)$, the enhanced Higgs module induced by $\mathcal{M}\{n\} := \mathcal{M} \otimes_{\mathcal{O}_\Delta} \mathcal{O}_\Delta\{n\}$ is $(H, \theta_H, \phi_H - nE'(\pi)\text{id}_H)$.

4.3. Prismatic cohomology vs Higgs cohomology: Local case. Now, we want to show the following result:

**Proposition 4.26.** For any (rational) Hodge–Tate crystal $\mathcal{M}$ on $(R^+)\Delta$ with associated enhanced Higgs module $(H, \theta_H, \phi_H)$, there exists a quasi-isomorphism

$$\Gamma((R^+)\Delta, \mathcal{M}) \simeq \text{HIG}(H, \theta_H, \phi_H).$$

**Remark 4.27.** Keep notations as in Proposition 4.26. Write $Rf_*\mathcal{M}$ for the derived direct image of $\mathcal{M}$ along $f : \text{Spf}(R^+) \to \text{Spf}(\mathcal{O}_K)$). On the one hand, for any Hodge–Tate crystal $\mathcal{L}$ over $(\mathcal{O}_K)_\Delta$ with the induced “Sen module” $(L, \phi_L)$ where $L$ is $\mathcal{L}(\mathcal{S}, (E))$, the cohomology $\Gamma((\mathcal{O}_K)_\Delta, \mathcal{L})$ can be computed by the complex $\llbracket L \rightarrow \mathcal{O}_{\mathcal{O}_K} \rrbracket$ (cf. [26, Thm. 4.5]). On the other hand, we see that $(Rf_*\mathcal{M})(\mathcal{S}, (E))$ is just $\Gamma((R^+/\mathcal{S}, (E))_{\Delta}^\wedge, \mathcal{M})$, which can be computed via $\text{HIG}(H, \theta_H)$ (cf. [60, Thm. 5.12]). So it is reasonable to believe there exists a quasi-isomorphism between $\Gamma((R^+)\Delta, \mathcal{M})$ and $\text{HIG}(H, \theta_H, \phi_H)$. Indeed, we will show Proposition 4.26 by combining calculations in [60] with [26] together.
For the sake of simplicity, we still assume \( a = E'(\pi) \) as in Convention 4.17. We first show that one can compute \( R\Gamma((R^+)_\Delta, \mathcal{M}) \) via Čech–Alexander complex.

**Lemma 4.28.** Let \( \mathfrak{X} \) be any bounded \( p \)-adic formal scheme and let \( \mathcal{C} \) be either \( (\mathfrak{X})_\Delta \) or \( (\mathfrak{X})^{\text{perf}}_\Delta \). For any (rational) Hodge–Tate crystal \( \mathcal{M} \) on \( \mathcal{C} \) and for any \( \mathcal{U} = (A, I) \in \mathcal{C} \), we have \( H^i(\mathcal{C}/\mathcal{U}, \mathcal{M}) = 0 \) for any \( i \geq 1 \).

**Proof.** For any \( \mathcal{V} = (B, IB) \in (R^+)_\Delta \) which is a cover of \( \mathcal{U} \) in \( \mathcal{C} \), we denote by \( (B^*, IB^*) \) the Čech nerve induced by \( \mathcal{V} \). Since \( \mathcal{M} \) is a (rational) Hodge–Tate crystal on \( \mathcal{C} \), we have a canonical isomorphism of cosimplicial \( B^* \)-modules

\[
\mathcal{M}(B^*, IB^*) \cong \mathcal{M}(A, I) \otimes_{A/I} B^*/IB^*.
\]

Since \( \mathcal{V} \) is a cover of \( \mathcal{U} \), by \( p \)-adically faithfully flat descent, we see that \( H^i(\mathcal{C}/\mathcal{U}, \mathcal{M}) = 0 \) and hence \( H^i(\mathcal{M}(B^*, IB^*)) = 0 \) for any \( i \geq 1 \). So the lemma follows from [59, Lemma 03F9].

Now, we still keep the assumption on the smallness of \( R^+ \).

**Lemma 4.29.** For any (rational) Hodge–Tate crystal \( \mathcal{M} \) on \( (R^+)_\Delta \), there exists a quasi-isomorphism

\[
R\Gamma((R^+)_\Delta, \mathcal{M}) \cong \mathcal{M}(\mathfrak{S}(R^+)^*, (E)).
\]

**Proof.** This follows from Lemma 4.9 together with Lemma 4.28 by using Čech-to-derived spectral sequence.

**Construction 4.30.** Let \( \mathcal{M} \) be a (rational) Hodge–Tate crystal on \( (R^+)_\Delta \) with induced enhanced Higgs complex \( (H, \theta_H, \phi_H) \). Then there exists a canonical isomorphism

\[
H \otimes_{R^+, \mathcal{M}} A^{7, \bullet} \cong \mathcal{M}(\mathfrak{S}(R^+)^*, (E)).
\]

By virtues of Proposition 4.13 (2), we may write

\[
H \otimes_{R^+, \mathcal{M}} A^{7, \bullet} = H\{X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet\}^\wedge
\]

and

\[
B^* = R^+\{Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet\}^\wedge.
\]

We regard \( A^{7,m} \) as a \( B^m \)-algebra via identifying \( Y_{s,j} \)'s. Let \( \hat{\Omega}^q_B \) be the module of continuous \( q \)-forms of \( B^m \) over \( \mathcal{O}_K \). By Proposition 4.13, for any \( n \geq 0 \), we have

\[
R^+\{X_i, Y_{s,j} \mid 1 \leq i \leq n, 1 \leq j \leq m\}^\wedge \otimes_{B^m} \hat{\Omega}^q_B \cong \hat{\Omega}^q_B\{X_i, Y_{s,j} \mid 1 \leq i \leq n, 1 \leq j \leq m\}^\wedge \otimes_{B^m} \hat{\Omega}^q_B\{−q\}.
\]

For any \( m, n, q \geq 0 \), define

\[
C^{m,n}\{−q\} := H\{X_i, Y_{i,j}, \ldots, Y_{d,j} \mid 1 \leq i \leq n, 1 \leq j \leq m\}^\wedge \otimes_{B^m} \hat{\Omega}^q_B\{−q\}.
\]

We then define a structure of “Higgs complex of bicosimplicial objects” on \( C^* \{−\} \) as follows:

1. For any \( 0 \leq i \leq n+1 \), define \( p^1_i : C^{m,\bullet}\{−\} \to C^{m+1,\bullet}\{−\} \) such that it acts via \((1−aX_1)^{−1}\) on \( E(u) \) (where we view \( E(u) \) as a basis of the Breuil–Kisin twist \( R^+(1) \) mentioned in Example 4.25) for \( i = 0 \) and the identity for \( i \geq 1 \), acts via (4.4) on \( X_i \)'s, acts on \( Y_{s,j} \)'s via the scalar \((1−aX_1)^{−1}\) for \( i = 0 \) and via \( \text{id}_{H} \) for \( i \geq 1 \).
2. For any \( 0 \leq i \leq n \), define \( \sigma^1_i : C^{m+1,\bullet}\{−\} \to C^{m,\bullet}\{−\} \) such that it acts trivially on \( E(u) \), acts via (4.5) on \( X_i \)'s and acts on \( Y_{s,j} \)'s and \( x \in H \) as the identity.
3. For any \( 0 \leq j \leq m+1 \), define \( p^2_j : C^{\ast, m+1}\{−\} \to C^{\ast, m+1}\{−\} \) such that it acts trivially on \( E(u) \), acts via the identity on \( X_i \)'s, via (4.2) on \( Y_{s,k} \)'s, and acts on \( x \in H \) via \( \exp(\sum_{i=1}^d \theta_i Y_{i,1}) \) for \( i = 0 \) and via the identity for \( i \geq 1 \).
4. For any \( 0 \leq j \leq m \), define \( \sigma^2_j : C^{\ast, m+1}\{−\} \to C^{\ast, m}\{−\} \) such that it acts trivially on \( E(u) \), \( X_i \)'s and \( x \in H \), and acts via (4.3) on \( Y_{s,k} \)'s.

\(^3\)We warn that the induced morphism \( B^* \to A^\bullet \) does not preserve the cosimplicial structures.
Lemma 4.31. The \((C^{•,•} \{ -q \}, p^1, \sigma_i^1, p^2_1, \sigma_i^2, d^•_q)\) defines a complex of bicosimplicial \(R^2\)-modules. In other words, for any \(q \geq 0\), \((C^{•,•} \{ -q \}, p^1, \sigma_i^1, p^2_1, \sigma_i^2, d^•_q)\) is a bicosimplicial \(R^2\)-module and \(d^•_q : C^{•,•} \{ -q \} \rightarrow C^{•,•} \{ -q - 1 \}\) preserves bicosimplicial structures such that \(d^•_{q+1} \circ d^•_q = 0\).

Proof. By [60, Lem. 5.16], we see that for any \(n, q \geq 0\), \((C^{•,•} \{ -q \}, p^1, \sigma_i^1)\) defines a cosimplicial \(R^2\)-module such that \(\{d^•_q : C^{•,•} \{ -q \} \rightarrow C^{•,•} \{ -q - 1 \}\}_{q \geq 0}\) is a complex of cosimplicial \(R^2\)-modules. Next, we show that for any \(m, q \geq 0\), \((C^{•,•} \{ -q \}, p^1, \sigma_i^1)\) also defines a cosimplicial \(R^2\)-module such that \(\{d^•_q : C^{•,•} \{ -q \} \rightarrow C^{•,•} \{ -q - 1 \}\}_{q \geq 0}\) is a complex of cosimplicial \(R^2\)-modules. It is easy to check the first criterion. Using Example 4.25, we only need to check that \((C^{•,•} \{ -q \}, p^1, \sigma_i^1)\) defines a cosimplicial \(R^2\)-module for \(q = 0\). But in this case, \((C^{•,•} \{ -q \}, p^1, \sigma_i^1)\) is the bicosimplicial \(R^2\)-module induced by evaluating \(\mathcal{M}\) at the fibre product \((\mathfrak{S}(R^+)^m_{geo}, (E)) \times_{(\mathfrak{S}, (E))} (\mathfrak{S}m, (E))\) of \((\mathfrak{S}(R^+)^m_{geo}, (E))\) and \((\mathfrak{S}m, (E))\) over the first factor of the latter, where \((\mathfrak{S}m, (E))\) is defined in Example 4.14. This fibre product exists as its underlying \(\delta\)-ring is \(\mathfrak{S}(R^+)^m_{geo} \odot \odot \mathfrak{S}^n\). To show the second criterion, we have to check that \(d^•_q\) preserves cosimplicial structures. We only show that it commutes with \(p^0\) as the rest is much easier and can be deduced in a similar way. Now, for any \(x \in H\) and \(\omega \in \hat{\Omega}^q_{\delta_\mathfrak{R}^+ \{X, Y_{i, j} \mid 1 \leq i \leq l, 1 \leq j \leq n \}^\wedge \mathbb{P}^2} \{ -q \}\), we see that

\[
p^0_0(d_q^m(m(x \otimes \omega)) = p^0_0 \left( \sum_{i=1}^d \theta_i(x) \otimes \frac{d\log T_i}{E(u)} \wedge \omega + x \otimes d\omega \right)
\]

where the second equality follows as \((1 - aX_1)^{-\frac{q}{\delta u}} = 0\) in \(\mathfrak{S}m, (E)\) (cf. Example 4.25). On the other hand, we have

\[
d_q^m(p^0_0(x \otimes \omega)) = d_q^m((1 - aX_1)^{-\frac{q}{\delta u}} (x) \otimes p^0_0(\omega))
\]

By noting that \(d\) commutes with \(p^0_0\), we reduce the case to showing that for any \(1 \leq i \leq d\),

\[(1 - aX_1)^{-\frac{q}{\delta u}} = \theta_i((1 - aX_1)^{-\frac{q}{\delta u}} (x)).\]

But this follows from (4.13) directly.

It remains to show for each \(q \geq 0\), the \((C^{•,•} \{ -q \}, p^1, \sigma_i^1, p^2_1, \sigma_i^2)\) is a bicosimplicial \(R^2\)-module. In other words, we need to show \(p^1\)’s and \(\sigma_i^1\)’s commute with \(p^2_1\)’s and \(\sigma_i^2\)’s. We only show \(p^0_0\) commutes with \(p^0_0\)’s as the rest can be checked similarly. For any \(x \in H\), we have

\[
p^0_0(p^0_0(x)) = p^0_0(\exp \left( \sum_{i=1}^d \theta_i Y_{i, 1} x \right))
\]

by (4.19)
For any $k \geq 1$, we have that
\[ p_0^1(p_0^2(X_k)) = p_0^1(X_k) = (X_{k+1} - X_1)(1 - aX_1)^{-1} = p_0^2(p_0^1(X_k)), \]
and that for any $1 \leq s \leq d$,
\[ p_0^1(p_0^2(Y_{s,k})) = p_0^1(Y_{s,k+1} - Y_{s,1})(1 - aX_1)^{-1} = p_0^2(Y_{s,k})(1 - aX_1)^{-1} = p_0^2(p_0^1(Y_{s,k})), \]
as desired. The proof is complete. \(\square\)

The $C^\bullet\{-\}, p_1^1, \sigma_1^1, p_1^2, \sigma_1^2$ is related with $\mathbb{M}(\mathbb{S}(R)^\bullet, (E))$ in the following sense:

**Lemma 4.32.** Let $(C^\bullet\{-\}, p_1^1, \sigma_1^1, p_1^2, \sigma_1^2)$ denote the bi-cosimplicial $R^\bullet$-module of the restriction of the complex $(C^\bullet\{-\}, p_1^1, \sigma_1^1, p_1^2, \sigma_1^2)$ at $q = 0$. Let $(D^\bullet, p_1^1, \sigma_1^D)$ be the diagonal of this bi-cosimplicial object (cf. [64, §8.5]). Then we have an isomorphism of cosimplicial $R^\bullet$ modules $D^\bullet = \mathbb{M}(\mathbb{S}(R^+)\bullet, (E))$.

**Proof.** We identify $\mathbb{M}(\mathbb{S}(R^+)\bullet, (E))$ with $H\{X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq \bullet\}^\wedge$ as in Construction 4.30 and denote the induced face and degeneracy morphisms by $p_i^H$’s and $\sigma_i^H$’s. Then by definition of $C^\bullet\{-\}$, we see that for any $n \geq 0$,
\[ D^n = C^{n,n} = H\{X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n\}^\wedge. \]

For any $f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x \in D^n$, we have that
\[ p_0^D(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x) = p_0^1(p_0^D(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x)) = p_0^1(f(X_i, Y_{1,i+1}-Y_{1,1}, \ldots, Y_{d,i+1}-Y_{d,1} \mid 1 \leq i \leq n) \exp(\sum_{k=1}^{d} \theta_k Y_k)x) = f((X_{i+1} - X_1)(1 - aX_1)^{-1}, (Y_{1,i+1} - Y_{1,1})(1 - aX_1)^{-1}, \ldots, (Y_{d,i+1} - Y_{d,1})(1 - aX_1)^{-1} \mid 1 \leq i \leq n) \cdot (1 - aX_1)^{-\frac{d}{2}} \exp(\sum_{k=1}^{d} (1 - aX_1)^{-1} \theta_k Y_k)x = p_0^H(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x) \quad (\text{by (4.19, 4.4})
\]
and that for any $1 \leq k \leq n + 1$,
\[ p_k^D(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x) = p_k^1(p_k^D(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x)) = p_k^1(f(X_i, Y_{1,j}, \ldots, Y_{d,j} \mid 1 \leq i \leq n, 1 \leq j \leq n + 1, j \neq k) \exp(\sum_{l=1}^{d} \theta_l Y_{l,j})x) = f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n + 1, i \neq k) \exp(\sum_{l=1}^{d} \theta_l Y_{l,1})x = p_k^H(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x). \]

Similarly, for any $f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n + 1)x \in D^n$, we have that
\[ \sigma_0^D(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n + 1)x) = \sigma_0^1(\sigma_0^D(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n + 1)x)) = \sigma_0^1(f(X_i, 0, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x) = f(0, X_i, 0, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n)x = \sigma_0^H(f(X_i, Y_{1,i}, \ldots, Y_{d,i} \mid 1 \leq i \leq n + 1)x), \]
Corollary 4.33. Let $C$ formula (cf. [This is well-known as the cosimplicial Eilenberg–Zilber theorem and the shuffle coproduct
Proof. These imply the desired isomorphism of cosimplicial $R^2$-modules and hence complete the proof. □

Construction 4.35. Let $F(X, Y) := \frac{(1-a)x}{x-1} Y = X + \sum_{n=1}^{\infty} (Y + ia)x^{n-1}$. Then for any $q \geq 0$, as $\lim_{n \to \infty} \prod_{i=0}^{n-1} (\phi_H + ia) = 0$, we see that $F(X, \phi_H + qa)$ is well-defined and induces a morphism
$$F(X, \phi_H + qa) : H \otimes_{R^+} \hat{R}^{q}/\mathcal{O}_K \{-q\} \to H\{X_1\} \otimes_{R^+} \hat{R}^{q}/\mathcal{O}_K \{-q\} = C^1.0\{-q\}.$$
We claim it makes the following diagram commute. Indeed, by Construction 4.30(1), we see that on $C^{0,0}\{−q\}$, the face map $p_0^1$ acts via $(1−aX_1)^{-\frac{\phi_H + qa}{1−aX_1}}−q = (1−aX_1)^{-\frac{\phi_H + qa}{1−aX_1}}$ while $p_1^1$ acts via the identity map. So we see that $p_0^1−p_1^1 = (1−aX_1)^{-\frac{\phi_H + qa}{1−aX_1}}−1 = F(X_1, \phi_H + qa) \circ (\phi_H + qa)$ as desired, where the second equality follows from the definition of $F(X,Y)$. Using the same argument in the second part of the proof of [26, Proposition 3.9(1)], we get a morphism of complexes $\rho_q : [H \otimes_{R+} \hat{\Omega}^{1}_{R+}/\mathcal{O}_K\{−q\}] \to H \otimes_{R+} \hat{\Omega}^{1}_{R+}/\mathcal{O}_K\{−q\} \to C^{′,0}\{−q\}$. Since $[\phi_H, \theta_H] = −a\theta_H$, we see that $\rho_q$ induces a morphism of complexes $\rho : \text{HIG}(H, \theta_H, \phi_H) \to \text{Tot}(C^{′,0}\{−\bullet\})$.

**Lemma 4.36.** The morphism $\rho$ in Construction 4.35 is a quasi-isomorphism.

**Proof.** Using the spectral sequence associated to double complexes, it suffices to show that each $\rho_q$ is a quasi-isomorphism. But this follows from [26, Proposition 3.9] (simply by replacing “$\mathcal{O}_K$-linear” there by “$R$-linear”). □

Note that the geometric part does not intervene in Lemma 4.36. Now, we are prepared to prove Proposition 4.26:

**Proof of Proposition 4.26:** This follows from quasi-isomorphisms $\text{R}\Gamma((R^+)_{\Delta}, M) \simeq M(\mathfrak{S}(R^+)\ast, (E))$ (by Lemma 4.29)

$\simeq \text{Tot}(C^{′,0})$ (by Corollary 4.33)

$\simeq \text{Tot}(C^{′,0}\{−\bullet\})$ (by Lemma 4.34)

$\simeq \text{HIG}(H, \theta_H, \phi_H)$ (by Lemma 4.36).

Then we can conclude by noting that all constructions above are functorial in $M$. □

5. **Hodge–Tate crystals as generalised representations**

In this section, we work with smooth $p$-adic formal schemes over $\mathcal{O}_K$ with rigid analytic generic fiber $X$ to prove the following result.

**Theorem 5.1.** There exists a natural equivalence of categories $L : \text{Vect}(\mathfrak{X}_{\Delta}^{\text{perf}}, \mathfrak{O}_{\Delta}[\frac{1}{p}]) \to \text{Vect}(X_{\text{pro\acute{e}t}}, \hat{\mathcal{O}}_X)$, which preserves ranks, tensor products and dualities, such that for any rational Hodge–Tate crystal $M$ on $(\mathfrak{X}_{\Delta}^{\text{perf}})$, we have a quasi-isomorphism $\text{R}\Gamma((\mathfrak{X}_{\Delta}^{\text{perf}}, M) \cong \text{R}\Gamma(X_{\text{pro\acute{e}t}}, L(M))$, which is functorial in $M$.

**Remark 5.2.** By [41, Thm 3.5.8 and Cor. 3.5.9], one may replace $X_{\text{pro\acute{e}t}}$ by $X_v$ in Theorem 5.1.

Now, we focus on the proof of Theorem 5.1. We first construct the desired equivalence. Let $X_{v, \text{aff, perf}}$ be the site of affinoid perfectoid spaces over $X$ with the $v$-topology. As in Example 1.23, we see from [41, Thm. 3.5.8] that there is an equivalence of categories $\text{Vect}(X_{\text{pro\acute{e}t}}, \hat{\mathcal{O}}_X) \simeq \text{Vect}(X_{v, \text{aff, perf}}, \mathcal{O}_X)$, where $X_{v, \text{aff, perf}}$ denotes the sub-site of $X_v$ consisting of affinoid perfectoids. We then construct the desired functor $L$ as follows.
Construction 5.3. For any \( U = \text{Spa}(S, S^+) \in \mathcal{X}_{v, \text{aff, perf}} \), we can assign it to a unique perfect prism \( \mathcal{A}_U := (A_{\text{inf}}(S^+), \text{Ker}(\theta : A_{\text{inf}}(S^+) \rightarrow S^+)) \in (\mathcal{X})^\text{perf}_\Delta \) by using [16, Thm. 3.10]. Via this functor, we have
\[
\hat{\mathcal{O}}_X(U) = S = \overline{\mathcal{O}}_\Delta[\frac{1}{p}](\mathcal{A}_U),
\]
and then get a natural functor
\[
L : \text{Vect}((\mathcal{X})^\text{perf}_\Delta, \overline{\mathcal{O}}_\Delta[\frac{1}{p}]) \rightarrow \text{Vect}(X_{v, \text{aff, perf}}, \mathcal{O}_X)
\]
such that for any \( M \in \text{Vect}((\mathcal{X})^\text{perf}_\Delta, \overline{\mathcal{O}}_\Delta[\frac{1}{p}]) \) and for any affinoid perfectoid space \( U \in X_{\text{pro\acute{e}t}} \), we have
\[
L(M)(U) = M(\mathcal{A}_U).
\]
Note that by [41, Thm 3.5.8], the presheaf \( L(M) \) is indeed a sheaf.

Now let us fix an étale covering \( \{ \mathcal{X}_i = \text{Spf}(R_i^+) \rightarrow \mathcal{X} \}_{i \in I} \) of small affine \( \mathcal{X}_i \)'s. Let \( \mathcal{A}_i := (A_{\text{inf}}(\hat{R}_{i,C,\infty}^+), (\xi)) \) be as in Construction 4.7 with \( X_{i,C,\infty} = \text{Spa}(\hat{R}_{i,C,\infty}^+, \hat{R}_{i,C,\infty}^+). \) Then \( \{ X_{i,C,\infty} \rightarrow X \}_{i \in I} \) is a pro-étale covering of \( X \). We claim that \( \{ \mathcal{A}_i \}_{i \in I} \) forms a cover of the final object of \( \text{Shv}((\mathcal{X})^\text{perf}_\Delta) \).

Indeed, for any \((A, I) \in (\mathcal{X})^\text{perf}_\Delta \), using the separatedness of \( \mathcal{X} \), we see that \( \text{Spf}(A/I) \times_X \mathcal{X}_i \) is affine and thus denote the corresponding ring of regular functions by \( A_i \). Then \( \text{Spf}(A_i) \rightarrow \text{Spf}(A/I) \) is an \((p\text{-complete}) \) étale morphism. In particular, by Elkik's algebraization theorem and [18, Corollay 2.1.6], \( A_i \) is a perfectoid ring. By deformation theory, \( A_i \) admits a unique lifting \( A_i \) over \( A \). Then [16, Lem. 2.18] shows that there exists a unique \( \delta \)-structure on \( A_i \) which is compatible with the one on \( A \) such that \( (A_i, IA_i) \) is a perfect prism in \( (\mathcal{X})^\text{perf}_\Delta \). As there exist finitely many \( i \)'s such that \( \{(A_i) \rightarrow (A_i, IA_i)\} \) forms a cover of \((A, I)\), the claim now follows from Lemma 4.9 (2).

To see \( L \) is an equivalence, we have to construct the quasi-inverse \( L^{-1} \) of \( L \).

Construction 5.4. For any \( \mathcal{A} = (A, I) \in (\mathcal{X})^\text{perf}_\Delta \) such that \( I \neq (p) \) (in fact, it suffices to consider the perfect prisms appearing in the \( \acute{C} \)ech nerve corresponding to the cover above), we can assign it to an affinoid perfectoid space \( U_\mathcal{A} \) over \( X \) by setting
\[
U_\mathcal{A} := \text{Spa}((A/I)[\frac{1}{p}], (A/I)[\frac{1}{p}]^+)
\]
by using [16, Thm. 3.10] and [15, Lem. 3.21], where \((A/I)[\frac{1}{p}]^+ \) denotes the \( p \)-adic completion of the integral closure of \( A/I \) in \((A/I)[\frac{1}{p}] \). Via this functor, we have
\[
\mathcal{O}_X(U_\mathcal{A}) = (A/I)[\frac{1}{p}] = \overline{\mathcal{O}}_\Delta[\frac{1}{p}](\mathcal{A}).
\]
So we can get a natural functor
\[
L^{-1} : \text{Vect}(X_{v, \text{aff, perf}}, \mathcal{O}_X) \rightarrow \text{Vect}((\mathcal{X})^\text{perf}_\Delta, \overline{\mathcal{O}}_\Delta[\frac{1}{p}]).
\]
More precisely, given \( \mathcal{L} \in \text{Vect}(X_{v, \text{aff, perf}}, \mathcal{O}_X) \), for any perfect prism \( \mathcal{A} = (A, I \neq (p)) \in (\mathcal{X})^\text{perf}_\Delta \), we define
\[
L^{-1}(\mathcal{L})(\mathcal{A}) = \mathcal{L}(U_\mathcal{A}),
\]
while for any perfect crystalline prism \( \mathcal{A} = (A, (p)) \in (\mathcal{X})^\text{perf}_\Delta \), we define
\[
L^{-1}(\mathcal{L})(\mathcal{A}) = 0.
\]

It is easy to see that \( L^{-1} \) is the quasi-inverse of \( L \) as desired.

Remark 5.5. A similar construction of \( L \) also appeared in the work of Morrow–Tsuj i [47]. In loc.cit., they worked with smooth formal schemes \( \mathcal{X} \) over \( \mathcal{O}_C \) and established an equivalence between the category of prismatic crystals and the category of relative Breuil–Kisin–Fargues modules on \( X_{\text{pro\acute{e}t}} \).
In order to complete the proof of Theorem 5.1, it remains to show that
\[ \mathrm{R}\Gamma((\mathcal{X})^\text{perf}_\Delta, M) \simeq \mathrm{R}\Gamma(X_{\mathrm{pro\acute{e}t}}, L(M)). \]

Note that \( \mathcal{A}_i = (\mathcal{A}_i, \mathcal{R}^+_i, \mathcal{R}^+_{i,C,\infty}, \mathcal{X}_{i,C,\infty}) \) corresponds to \( X_{i,C,\infty} \) via the functors in Construction 5.3 and Construction 5.4.

**Lemma 5.6.** For any finite subset \( J = \{ j_1, \ldots, j_r \} \subset I \), the fibre product \( \mathcal{A}_J = \mathcal{A}_{j_1} \times \cdots \times \mathcal{A}_{j_r} \)
exists in \( (\mathcal{X})^\text{perf}_\Delta \) such that
\[ X_{j_1,C,\infty} \times_X \cdots \times_X X_{j_r,C,\infty} = U_{\mathcal{A}_J}. \]

**Proof.** Note that \( \mathcal{A}_J \) should be the initial object of the category of prisms \( \mathcal{B} = (B, J) \in (\mathcal{X})^\text{perf}_\Delta \)
together with morphisms \( \mathcal{A}_j \to \mathcal{B} \) for all \( j \in J \). For any such a prism \( \mathcal{B} \), the structure morphism \( \mathrm{Spf}(B/J) \to \mathcal{X} \) then factors through \( \mathcal{X}_J \to \mathcal{X} \), where \( \mathcal{X}_J = \mathrm{Spf}(R^+_j) = \mathcal{X}_{j_1} \times_X \cdots \times_X \mathcal{X}_{j_r} \) (as \( \mathcal{X} \) is separated).

Put \( \mathcal{R}^+_j := \mathcal{R}^+_j \otimes \mathcal{R}^+_{j,C,\infty} \). Then it is perfectoid (which plays the role of “\( \mathcal{R}^+_j \)” for \( \mathcal{R}^+_j \) instead of \( \mathcal{R}^+_{j,C,\infty} \)) and induces a perfect prism \( \mathcal{A}_{j,J} := (\mathcal{A}_{j,J}, \mathcal{R}_{j,J}) \in (\mathcal{X})^\text{perf}_\Delta \) by [16, Thm. 3.10]. By construction, the given morphism \( \mathcal{A}_i \to \mathcal{B} \)
has to factor over \( \mathcal{A}_j \to \mathcal{A}_{j,J} \) for each \( j \in J \). To conclude, it is enough to show the fibre product \( \mathcal{A}_{j,J} \times \cdots \times \mathcal{A}_{j,J} \) exists in \( (\mathcal{X})^\text{perf}_\Delta \) as it is exactly \( \mathcal{A}_J \) as desired. Using [16, Thm. 3.10], it is enough to show that the category of perfectoid rings over
\[ S^+ := \mathcal{R}^+_J \otimes \mathcal{R}^+_J \otimes \cdots \otimes \mathcal{R}^+_J \]
has an initial object \( S^+_J \), which follows from [16, Cor. 7.3] as \( S^+ \) is quasi-regular semi-perfectoid. So we conclude the existence of \( \mathcal{A}_J \). Moreover, by constructions above, \( U_{\mathcal{A}_J} = \mathrm{Spa}(S^+_J, \mathcal{M}) \)
is the initial object of the category of perfectoid spaces \( \mathcal{X} \) over \( \mathcal{X} \) which admits a fixed morphism \( \mathcal{X} \to X_{j_1,C,\infty} \) for all \( j \in J \). This shows that \( U_{\mathcal{A}_J} = X_{j_1,C,\infty} \times_X \cdots \times_X X_{j_r,C,\infty} \) as desired. \( \square \)

**Proof of Theorem 5.1.** Now we have proved the first part of Theorem 5.1. Thanks to Lemma 5.6 above, for any \( \mathcal{M} \in \mathrm{Vect}((\mathcal{X})^\text{perf}_\Delta, \mathcal{O}_{\mathcal{X}}(\mathcal{F})) \), by Construction 5.3 and Construction 5.4, we have the same Čech complex
\[ \hat{\mathcal{C}}^*((\mathcal{A}_i)_{i \in I}, \mathcal{M}) = \hat{\mathcal{C}}^*((X_{i,C,\infty})_{i \in I}, L(\mathcal{M})). \]

By Lemma 4.28 and [44, Prop. 2.3], using Čech-to-derived spectral sequence, we get a quasi-isomorphism
\[ \mathrm{R}\Gamma((\mathcal{X})^\text{perf}_\Delta, \mathcal{M}) \simeq \mathrm{R}\Gamma(X_{\mathrm{pro\acute{e}t}}, L(\mathcal{M})) \]
as desired, which completes the proof of Theorem 5.1. \( \square \)

**Example 5.7.** Assume \( \mathcal{X} = \mathrm{Spf}(R^+) \) is small with respect to the framing \( \square \) (cf. §1.5). Then one can give a direct proof of Theorem 5.1 as follows:

Keep notations in Construction 4.7 and let \( X_{C,\infty} = \mathrm{Spa}(\mathcal{R}_{C,\infty}, \mathcal{R}^+_{C,\infty}) \). Then \( X_{C,\infty} \in X_{\mathrm{pro\acute{e}t}} \)
is affinoid perfectoid and is a Galois cover of \( X \) with Galois group \( \Gamma(\mathcal{K}/K) \) (cf. Notation 2.19).

Note that \( \mathcal{A}_{X_{C,\infty}} = (\mathcal{A}_i, \mathcal{R}^+_{C,\infty}, \mathcal{X}_{C,\infty}) \), which is a cover of the final object of \( \mathrm{Shv}((\mathcal{X})^\text{perf}_\Delta) \), following from Lemma 4.9 (2). Let \( X_{C,\infty}^{+1/X} \) (resp. \( \mathcal{X}_{C,\infty}^{+1/X} \)) be the induced Čech nerve of \( X_{C,\infty} \) (resp. \( \mathcal{X}_{C,\infty} \)). Then the proof of Lemma 3.8 combined with Lemma 4.11 (3) shows that
\[ \hat{O}_X(X_{C,\infty}^{+1/X}) = C(\Gamma(\mathcal{K}/K)^*, \mathcal{R}_{C,\infty}) = \mathcal{O}_\Delta(A_{X_{C,\infty}}^{+1/X}). \]

Note that [17, Prop. 2.7] also applies to \( \mathcal{X}_{\Delta}^\text{perf} \). We obtain a natural equivalence
\[ \mathrm{Vect}((\mathcal{X})^\text{perf}_\Delta, \mathcal{O}_{\mathcal{X}}^{-1/p}) \simeq \mathrm{Strat}(\mathrm{C}(\Gamma(\mathcal{K}/K)^*, \mathcal{R}_{C,\infty})) \simeq \mathrm{Rep}_\Gamma(\mathcal{K}/K)(\mathcal{R}_{C,\infty}). \]

Then we show that \( L \) is an equivalence by applying Lemma 3.8. Clearly, the above construction preserves ranks, tensor products and dualities.

By Lemma 4.28 and Čech-to-derived spectral sequence, for any rational Hodge–Tate crystal \( \mathcal{M} \) on \( (\mathcal{X})^\text{perf}_\Delta \) with induced \( \mathcal{R}_{C,\infty}^+ \)-representation \( M \) of \( \Gamma(\mathcal{K}/K) \), we have quasi-isomorphism
\[ t_\square : \mathrm{R}\Gamma((\mathcal{X})^\text{perf}_\Delta, \mathcal{M}) \simeq \mathrm{R}\Gamma(\mathcal{K}/K, M) \simeq \mathrm{R}\Gamma(X_{\mathrm{pro\acute{e}t}}, L(\mathcal{M})). \]
where the second quasi-isomorphism follows from Lemma 3.8 again. We complete the proof.

At the end of this example, we show that the quasi-isomorphism $\iota_{C}$ is actually independent of the choice of the framing $\square$ on $X$. Indeed, let $\square_1$ and $\square_2$ be two framings on $X$ with corresponding $X_{C,1}$ and $X_{C,2}$, respectively. Let $U_{ij}$ be the fibre products of $(i + 1)$ copies of $X_{C,1}$ and $(j + 1)$ copies of $X_{C,2}$ over $X$. Then each $U_{i,j}$ is affinoid perfectoid over $X$ and then we get an isomorphism of bicomplexes

$$\mathcal{M}(A_{U_i}) \cong \mathcal{L}(\mathcal{M})(U_{i,j}).$$

By noting that $U_{i,0}$ (resp. $U_{0,j}$) is the Čech nerve associated to $X_{C,1}$ (resp. $X_{C,2}$), we have a natural commutative diagram

$$\begin{array}{c}
\mathcal{M}(A_{U_i}) \mapright{\pi} \mathcal{M}(A_{U_{ij}}) \mapright{\pi} \mathcal{M}(A_{U_{ij}}) \\
\mathcal{L}(\mathcal{M})(U_{i,0}) \mapright{\pi} \mathcal{L}(\mathcal{M})(U_{i,j}) \mapright{\pi} \mathcal{L}(\mathcal{M})(U_{0,j}).
\end{array}$$

Thanks to [44, Prop. 2.3] and Lemma 4.28, all horizontal arrows induce quasi-isomorphisms of corresponding total complexes and hence so is the middle vertical arrow (as the left and the right arrows induce $\iota_{\square_1}$ and $\iota_{\square_2}$ on totalizations). Therefore, we get a natural comparison between $\iota_{\square_1}$ and $\iota_{\square_2}$.

6. Inverse Simpson functor for enhanced Higgs bundles

We still work with smooth $p$-adic formal schemes over $\mathcal{O}_K$ in this section.

Notation 6.1. Note that both $\xi$ and $E([p])$ are generators of the principal ideal $\ker(\theta : A_{inf} \to \mathcal{O}_C)$. Let $\lambda$ be the image of $\frac{\xi}{E([p])}$ under the surjection $\theta : A_{inf} \to \mathcal{O}_C$. Clearly, $\lambda$ belongs to $\mathcal{O}_{K_{cyc,\infty}}$ and is indeed a unit. For any $g \in G_K$, we see that

$$g(\lambda) = \theta(g(\frac{[e] - 1}{E([p])})),
\begin{aligned}
&= \theta(g(\frac{[e] - 1}{E([p])})), \\
&= \theta(g(\frac{[e] - 1}{E([p])})),
\end{aligned}
(6.1)

where $c : G_K \to \mathbb{Z}_p$ is defined by $g(p) = e^{c(p)}p$ as in §1.5. For the third equality above, we used Taylor’s expansion

$$E([e]^{c}(p)) = E([p]) + E'(([p]))[e]^{c}(p) - 1 + E''([p])[e]^{c}(p)^2/2! + \cdots$$

and the facts that $(|e| - 1)((|e|^{c} - 1)$ and $\theta(|e| - 1) = 0.$

Definition 6.2. By an enhanced Higgs bundle of rank $l$ on $X_{et}$, we mean a triple $(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}})$ consisting of

1. a locally finite free $\mathcal{O}_{X}$-module $\mathcal{H}$ of rank $l$ on $X$ together with a nilpotent Higgs field $\theta_{\mathcal{H}}$ on $\mathcal{H}$; denote by $\text{HIG}(\mathcal{H}, \theta_{\mathcal{H}})$ the induced Higgs complex of $(\mathcal{H}, \theta_{\mathcal{H}})$;
2. an $\mathcal{O}_{X}$-linear endomorphism $\phi_{\mathcal{H}}$ of $\phi_{\mathcal{H}}$ satisfying
   (a) $\lim_{n \to +\infty} P_{\mathcal{H}}^{n-1}(\phi_{\mathcal{H}} + iE'(p)) = 0$ for the $p$-adic topology,
(b) \([\phi, \theta] = -E'(\pi)\theta\); that is, \(\phi\) makes the following diagram commute. We denote by \(\text{HIG}(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}})\) the total complex of the bicomplex (6.2) and hence

\[
\begin{array}{c}
\text{HIG}(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}}) = \text{fib}(\text{HIG}(\mathcal{H}, \theta_{\mathcal{H}}) \xrightarrow{\phi_{\mathcal{H}}} \text{HIG}(\mathcal{H}, \theta_{\mathcal{H}})).
\end{array}
\]

We denote by \(\text{HIG}_{\text{nil}}(X)\) the category of enhanced Higgs bundles on \(X_{\text{et}}\). One can similarly define the category \(\text{HIG}_{\text{nil}}^{\text{aff}}(X)\) of enhanced Higgs bundles on \(X_{\text{et}}\).

**Remark 6.3.** The nilpotency of \(\theta_{\mathcal{H}}\) in Definition 6.2 can be deduced from the other assumptions (cf. Remark 4.2).

This section is devoted to proving the following theorem.

**Theorem 6.4.** Let \(X\) be a smooth \(p\)-adic formal scheme over \(\mathcal{O}_K\) with rigid analytic generic fiber \(X\). Then there exists an equivalence of categories

\[
\rho : \text{Vect}((\mathcal{X})_{\Delta}, \overline{\mathcal{O}}_{\Delta}([\frac{1}{p}])) \simeq \text{HIG}_{\text{nil}}^{\text{aff}}(X),
\]

which preserves ranks, tensor products and dualities. Moreover, this equivalence fits into the following commutative diagram of functors:

\[
\begin{array}{ccc}
\text{Vect}((\mathcal{X})_{\Delta}, \overline{\mathcal{O}}_{\Delta}([\frac{1}{p}])) & \xrightarrow{\rho} & \text{HIG}_{\text{nil}}^{\text{aff}}(X) \\
\text{Res} & & \text{F} \\
\text{F}_S \downarrow & & \text{F} \\
\text{Vect}((\mathcal{X})_{\Delta}^{\text{perf}}, \overline{\mathcal{O}}_{\Delta}([\frac{1}{p}])) & \simeq & \text{Vect}(X_{\text{proet}}, \hat{\mathcal{O}}_X) \xrightarrow{\sim} \text{HIG}_{G_K}(X_C),
\end{array}
\]

where \(\text{Res}\) is induced by inclusion of sites \((\mathcal{X})_{\Delta}^{\text{perf}} \subset (\mathcal{X})_{\Delta}\). \(F\) will be defined in Construction 6.13. All arrows in Diagram 6.3 are fully faithful functors while the bottom arrows are given in Theorem 5.1 and Theorem 3.3. In particular, we obtain the fully faithful inverse Simpson functor

\[
\text{F}_S : \text{HIG}_{\text{nil}}^{\text{aff}}(X) \rightarrow \text{Vect}(X_{\text{proet}}, \hat{\mathcal{O}}_X)
\]

defined as the composite of the functor \(F\) and the equivalence \(\text{HIG}_{G_K}(X_C) \xrightarrow{\sim} \text{Vect}(X_{\text{proet}}, \hat{\mathcal{O}}_X)\).

The equivalence \(\rho : \text{Vect}((\mathcal{X})_{\Delta}, \overline{\mathcal{O}}_{\Delta}([\frac{1}{p}])) \simeq \text{HIG}_{\text{nil}}^{\text{aff}}(X)\) in Theorem 6.4 has been established when \(X = \text{Spf}(R^+)\) is small affine and upgrades to the integral level in this case (cf. Theorem 4.3). However, the constructions there depend on the choice of framing on \(R^+\) and look difficult to glue together. The problem can be solved by showing that both \(F\) and \(\text{Res}\) are fully faithful making Diagram (6.3) commute locally. Then by some standard argument, the local equivalence \(\rho_\Box : \text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}([\frac{1}{p}])) \simeq \text{HIG}_{\text{nil}}^{\text{aff}}(R)\) in Theorem 4.3 is independent of the choice of framing and hence glue to a global equivalence. We will follow this strategy in sequels.

### 6.1. Local version of Theorem 6.4 and the construction of \(F\)

In this subsection, we assume \(X = \text{Spf}(R^+)\) is small affine and keep notations in Notation 2.19. Then by Example 5.7 and Lemma 3.8, we have equivalences of categories

\[
\text{Vect}((\mathcal{X})_{\Delta}^{\text{perf}}, \overline{\mathcal{O}}_{\Delta}([\frac{1}{p}])) \simeq \text{Rep}_{\Gamma(\mathcal{X}/K)}(\hat{R}_{C,\infty}) \simeq \text{Vect}(X_{\text{proet}}, \hat{\mathcal{O}}_X).
\]

Recall also have the equivalence

\[
\rho_\Box : \text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}([\frac{1}{p}])) \simeq \text{HIG}_{\text{nil}}^{\text{aff}}(R).
\]

The purpose in this subsection is to give an explicit description of \(\text{Res}\) as a functor

\[
V : \text{HIG}_{\text{nil}}^{\text{aff}}(R) \rightarrow \text{Rep}_{\Gamma(\mathcal{X}/K)}(\hat{R}_{C,\infty}),
\]
and then describe $F$ by using the local Simpson correspondence i.e. Theorem 3.11.

**Lemma 6.5.** For any $(H, \theta_H, \phi_H) \in \text{HIG}^\text{nil}(R)$ with induced $\hat{R}_{C,\infty}$-representation $V := \text{V}(H, \theta_H, \phi_H)$ of $\Gamma(\mathcal{K}/K)$, we have $V = H \otimes_{R} \hat{R}_{C,\infty}$ such that for any $1 \leq i \leq d$, any $g \in G_K$ and any $x \in H$,

$$
\gamma_i(x) = \exp((-\zeta_p - 1)\lambda \theta_i)(x) \text{ and } g(x) = \left(1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g)\right)^{-\phi_H/\pi(\gamma)}(x).
$$

**Proof.** Let $A^\bullet$ be the cosimplicial ring in Convention 4.18. By Lemma 4.19 and Example 5.7, it suffices to compare stratifications induced by $(H, \theta_H, \phi_H)$ and $V$ with respect to $A^\bullet$ and $C(\Gamma(\mathcal{K}/K)^\bullet, \hat{R}_{C,\infty})$, respectively. Note that the natural map

$$\text{Strat}(A^\bullet) \to \text{Strat}(C(\Gamma(\mathcal{K}/K)^\bullet, \hat{R}_{C,\infty}))$$

is induced by the morphism of cosimplicial rings $\mathcal{G}(R)^\bullet \to A_{\inf}(\hat{R}_{C,\infty}^+)$. By Lemma 4.11 (3) and Proposition 4.13, we have to determine the functions in $C(\Gamma(\mathcal{K}/K), \hat{R}_{C,\infty})$ induced by $X_1, Y_{i,1}, \ldots, Y_{d,1}$.

**Lemma 6.6.** For any $\underline{n} = (n_1, \ldots, n_d) \in \mathbb{N}^d$, any $1 \leq s \leq d$, and any $g \in G_K$, as functions in $C(\Gamma(\mathcal{K}/K), \hat{R}_{C,\infty})$, we have

$$X_1(\gamma_1^{n_1} \cdots \gamma_d^{n_d} g) = -\pi(\zeta_p - 1)\lambda c(g)$$

and

$$Y_{s,1}(\gamma_1^{n_1} \cdots \gamma_d^{n_d} g) = -n_s(\zeta_p - 1)\lambda.$$

**Proof.** Recall $X_1 = \frac{u_0 - u}{(n_0)!}$ and $Y_{s,1} = \frac{T_{s,1} - T_{s,0}}{(n_0)!}$. Consider $C(\Gamma(\mathcal{K}/K), A_{\inf}(\hat{R}_{C,\infty}^+), (\xi))$ as a perfect prism in $R^+$ where $\xi$ is the constant function. Then we have two morphisms from $(A_{\inf}(\hat{R}_{C,\infty}^+), (\xi))$ to $(C(\Gamma(\mathcal{K}/K), A_{\inf}(\hat{R}_{C,\infty}^+), (\xi))$: one sends $x \in A_{\inf}(\hat{R}_{C,\infty}^+)$ to the constant function corresponding to $x$, and the other sends $x \in A_{\inf}(\hat{R}_{C,\infty}^+)$ to the function sending $g \in \Gamma(\mathcal{K}/K)$ to $g(x)$. Then we get a morphism from $A_{\inf}(\hat{R}_{C,\infty}^+)^1, (\xi))$ to $(C(\Gamma(\mathcal{K}/K), A_{\inf}(\hat{R}_{C,\infty}^+), (\xi))$, which induces the isomorphism $A_{\inf}(\hat{R}_{C,\infty}^+)^1/\xi[1/p] \cong C(\Gamma(\mathcal{K}/K), \hat{R}_{C,\infty})$ in Lemma 4.11 (3).

In particular, the image of $u_0$ (resp. $T_{s,0}$) in $C(\Gamma(\mathcal{K}/K), A_{\inf}(\hat{R}_{C,\infty}^+))$ is the constant function with the value $[\pi^n]$ (resp. $[T_s^n]$), where $T_s^n = (T_{s,1} T_{s,2} \cdots) \in \hat{R}_{C,\infty}^+$. And the image of $u_1$ (resp. $T_{s,1}$) in $C(\Gamma(\mathcal{K}/K), A_{\inf}(\hat{R}_{C,\infty}^+))$ is the evaluation function on $\Gamma(\mathcal{K}/K)$ at $[\pi^n]$ (resp. $[T_s^n]$). Therefore, we conclude that

$$X_1(\gamma_1^{n_1} \cdots \gamma_d^{n_d} g) = \theta\left(\frac{[\pi^n](1 - [\epsilon]^c(g))}{E([\pi^n])}\right) = -\pi(\zeta_p - 1)\lambda c(g)$$

and that

$$Y_{s,1}(\gamma_1^{n_1} \cdots \gamma_d^{n_d} g) = \theta\left(\frac{T_{s,1}^n(1 - [\epsilon]^n)}{E([\pi^n])[T_s^n]}\right) = -n_s(\zeta_p - 1)\lambda.$$
Remark 6.7. Since $\theta_H$ and $\phi_H$ are both defined over $R$, we see that $H_C := H \otimes_R R_C$ is itself stable under the action of $\Gamma(K/K)$. Noting that $\gamma$ acts on $H_C$ unipotently, we see that $H_C$ is the $R_C$-representation in $\text{Rep}_{\Gamma(K/K)}^\dagger(R_C)$ associated to $V(H, \theta_H, \phi_H)$ under the equivalence in Proposition 2.16 (and Remark 2.22).

Now we can describe the functor $F$ in the case for $X = \text{Spf}(R^\dagger)$.

Construction 6.8. Define $F : \text{HIG}_{\kappa}^{\dagger\dagger}(R) \to \text{HIG}_{\kappa}(R_C)$ as the composition

$$\text{HIG}_{\kappa}^{\dagger\dagger}(R) \xrightarrow{\nu} \text{Rep}_{\Gamma(K/K)}(\widehat{R}_{C,\infty}) \xrightarrow{\text{Theorem 3.11}} \text{HIG}_{\kappa}(R_C).$$

In particular, it makes the Diagram (6.3) commute.

Lemma 6.9. For any $(H, \theta_H, \phi_H) \in \text{HIG}_{\kappa}^{\dagger\dagger}(R)$, we have

$$F(H, \theta_H, \phi_H) = (H \otimes_R R_C, -(\zeta_p - 1)\lambda \theta_H)$$

with the $G_K$-action such that for any $x \in H$ and any $g \in G_K$,

$$g(x) = (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g))^{-\frac{\phi_H}{E'(\pi)}}(x).$$

Proof. This follows from Remark 3.12 and Remark 6.7 immediately. \qed

Remark 6.10. Note that $\lambda \in \mathcal{O}_{\widehat{R}_{\text{cyc},\infty}}$. Thanks to Remark 2.22 and Remark 3.4, one can use $\widehat{L}$ and $\text{Gal}(L/K)$ instead of $C$ and $G_K$ in Lemma 6.5, Remark 6.7 and Lemma 6.9 for any Galois extension $L/K$ in $\overline{K}$ containing $K_{\text{cyc,}\infty}$.

Proposition 6.11. The functors $F$, $V$ and $\text{Res}$ are both fully faithful.

Proof. We only need to show $V$ is fully faithful. Granting this, we get the full faithfulness of $F$ by Theorem 3.11 and then the full faithfulness of $\text{Res}$ as Diagram (6.3) commutes in this case. Moreover, by étale descent, we can further assume $H$ is finite free over $R$. Thanks to Remark 6.10, we may work with $\widehat{K}_{\text{cyc,}\infty}$ and $\Gamma(K_{\text{cyc,}\infty}/K)$ instead of $C$ and $\Gamma(K/K)$ in the following arguments. For simplicity, we put $L = K_{\text{cyc,}\infty}$.

Let $H_{\widehat{L}} \in \text{Rep}_{\Gamma(L/K)}(R_{\widehat{L}})$ be as in Remark 6.7. By Proposition 2.16, if we put $V = V(H, \theta_H, \phi_H)$, then we have a quasi-isomorphism

$$\text{RG}(\Gamma(L/K), H_{\widehat{L}}) \simeq \text{RG}(\Gamma(L/K), V).$$

We claim that $\Gamma(L/K) \cong \Gamma_{\text{geo}} \rtimes \text{Gal}(L/K)$ satisfies Axiom (1)-(4) of Tate–Sen theory for $R_{\widehat{L}}$ formulated in [52, §5.1]. Indeed, since $\Gamma_{\text{geo}}$ acts on $R_{\widehat{L}}$, we only need to check $\text{Gal}(L/K)$ satisfies desired axioms. Note that $R^\dagger$ is a topologically free $\mathcal{O}_K$-module by lifting $\kappa$-basis of $R^+ / \pi R^+$ over $\kappa$. By equipping $R_{\widehat{L}}$ with the supreme norm induced by the corresponding $\mathcal{O}_K$-basis of $R^+$, it suffices to check that the desired axioms are satisfied for $\widehat{L}$, which reduces to the example below [52, Cor. 5.3]. In particular, by [52, Cor. 5.3], we get quasi-isomorphisms

$$\text{RG}(\Gamma(L/K), H_{\widehat{L}}) \simeq \text{RG}(\Gamma(L/K), H_{\widehat{L}}^{\text{la}}) \simeq \text{RG}(\text{Lie}(\Gamma(L/K)), H_{\widehat{L}}^{\text{la}})^{\Gamma(L/K)},$$

where $H_{\widehat{L}}^{\text{la}}$ denotes the locally analytic vectors (cf. Definition 7.3) in $H_{\widehat{L}}$ with respect to the action of $\Gamma(L/K)$, which turns out to be $H \otimes_R R_{\widehat{L}}^{\text{la}}$ as $\Gamma(L/K)$ acts on $H$ analytically (cf. (6.4)).

For any $(H_1, \theta_{H_1}, \varphi_{H_1}), (H_2, \theta_{H_2}, \varphi_{H_2}) \in \text{HIG}_{\kappa}^{\dagger\dagger}(R)$, we want to show

$$\text{Hom}((H_1, \theta_{H_1}, \varphi_{H_1}), (H_2, \theta_{H_2}, \varphi_{H_2})) = \text{Hom}(V(H_1, \theta_{H_1}, \varphi_{H_1}), V(H_2, \theta_{H_2}, \varphi_{H_2})).$$

If we write $H = H_1^\vee \otimes H_2$, then it suffices to show that

$$H^{\phi_H = 0, \theta_H = \cdots = \theta_0 = 0} = H^{0}(\Gamma(L/K), H_{\widehat{L}}^\vee) = H^0(\text{Lie}(\Gamma(L/K)), H \otimes_R R_{\widehat{L}}^{\text{la}})^{\Gamma(L/K)}.$$ 

Recall $\Gamma(L/K) \cong (\mathbb{Z}_p^{\gamma_1} \oplus \cdots \oplus \mathbb{Z}_p^{\gamma_d} \oplus \mathbb{Z}_p \tau) \rtimes \text{Gal}(K_{\text{cyc}}/K)$ and let $\gamma$ be a topological generator of $\text{Gal}(K_{\text{cyc}}/K)$. Let $\nabla_i = \log \gamma_i, \nabla_\tau = \log \tau$ and $\gamma = \log \gamma$. Then we have

$$\text{Lie}(\Gamma(L/K)) \cong \bigoplus_{i=1}^d \mathbb{Q}_p \nabla_i \oplus \mathbb{Q}_p \nabla_\tau \oplus \mathbb{Q}_p \nabla_\gamma.$$
such that $\nabla_i$'s and $\nabla_\tau$ commute with each other and $[\nabla_\gamma, \nabla_*] = \nabla_*$ for $* \in \{1, \ldots, d, \tau\}$. Note that $\lambda \in \hat{L}^{la} \subset R^{la}_L$ by (6.1). Using (6.1) and the facts that $c(\tau) = 1$, $c(\gamma) = 0$ and $\chi(\tau) = 1$, it is easy to see that
\[
\nabla_\tau(\lambda) = \lim_{m \to +\infty} \frac{\tau^{p^n} - 1}{p^n}(\lambda) = -\pi E'(\pi)(\zeta_p - 1)\lambda^2 \quad \text{and} \quad \nabla_\gamma(\lambda) = \lim_{m \to +\infty} \frac{\gamma^{p^n} - 1}{p^n}(\lambda) = \lambda.
\]

We claim that
\[
H^{\phi_H=0, \theta_1=\ldots=\theta_d=0} \subset H^0(\text{Lie}(\Gamma(L/K)), H \otimes R^{la}_L)^{\Gamma(L/K)}.
\]
Indeed, by (6.4), the claim is an immediate consequence of that for any $x \in H$,
\[
\lim_{n \to +\infty} \frac{\tau^{p^n} - 1}{p^n}(x) = \lim_{n \to +\infty} \frac{1}{p^n}(1 + \pi E'(\pi)(\zeta_p - 1)\lambda p^n)^{-\phi_H^{\pi}}(x) = -\pi(\zeta_p - 1)\lambda \phi_H(x),
\]
and
\[
\lim_{n \to +\infty} \frac{\gamma^{p^n} - 1}{p^n}(x) = \lim_{n \to +\infty} \frac{1}{p^n}(\exp(-p^n(\zeta_p - 1)\lambda \theta_i) - 1)(x) = -(\zeta_p - 1)\lambda \theta_i(x).
\]

Moreover, the above argument shows that for $x \in H$, we have
\[
\nabla_i(x) = -\lambda(\zeta_p - 1)\theta_i(x), \quad \nabla_\tau(x) = -\pi \lambda(\zeta_p - 1)\phi_H(x); \quad \nabla_\gamma(x) = 0.
\]

It remains to prove that
\[
((H \otimes R^{la}_L)_{\nabla_1=\ldots=\nabla_d=0, \nabla_*=\nabla_\gamma=0})^{\Gamma(L/K)} \subset H^{\phi_H=0, \theta_1=\ldots=\theta_d=0}.
\]
For this, we have to apply some results in §7 (whose proofs certainly do not rely on this proposition).

Let $\nabla_{\text{Sen}}$ be the operator in the proof of Theorem 7.12. Then we have
\[
((H \otimes R^{\text{Sen}})_{\nabla_1=\ldots=\nabla_d=0, \nabla_*=\nabla_\gamma=0})^{\Gamma(L/K)} \subset ((H \otimes R^{la}_L)_{\nabla_1=\ldots=\nabla_d=0, \nabla_{\text{Sen}}=0})^{\Gamma(L/K)}.
\]
The right-hand side is equal to
\[
((H \otimes R^{la}_L)^{\theta_1=\ldots=\theta_d=0, \phi_H=0})^{\text{Gal}(L/K)} = ((H \otimes R^{\text{Sen}})^{\theta_1=\ldots=\theta_d=0, \phi_H=0})^{\text{Gal}(L/K_{cyc})}
\]
where the second equality is due to $R^{la}_L^{\text{Gal}(L/K_{cyc})} = 1 = R_{K_{cyc}}$ by Proposition 7.9 and the third equality is due to $R \to R_{K_{cyc}}$ is faithfully flat.

Write $(H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K_{cyc}})^{\text{Gal}(L/K_{cyc})}$ as
\[
(H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K_{cyc}})^{\text{Gal}(L/K_{cyc})} = \cup_m (H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K_{cyc}})^{\text{Gal}(K(\pi_m, \zeta_p^m)/K(\zeta_p^m))}.
\]
For each $m$, we see that
\[
(H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K_{cyc}})^{\text{Gal}(K(\pi_m, \zeta_p^m)/K(\zeta_p^m))} = H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K_{cyc}}^{\text{Gal}(K(\pi_m, \zeta_p^m)/K(\zeta_p^m))}
\]
by Galois descent. Then
\[
(H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K_{cyc}}^{\text{Gal}(K(\pi_m, \zeta_p^m)/K(\zeta_p^m))}) = H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K(\zeta_p^m)}
\]
and
\[
(H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K(\zeta_p^m)}) = H^{\theta_1=\ldots=\theta_d=0, \phi_H=0} \otimes R_{K(\zeta_p^m)}
\]
which is exactly $H^{	heta_1=\cdots=\theta_d=0,\phi_H=0}$. Hence we obtain that

$$((H \otimes_R F_E^{\text{nil}}) \nabla_1=\cdots=\nabla_d=0, \nabla_{\text{str}}=0)_{\Gamma(L/K)} = H^{	heta_1=\cdots=\theta_d=0,\phi_H=0}.$$ 

So we are done. \hfill \Box

**Remark 6.12.** The idea of using Lie algebra cohomology to prove the above proposition is due to Hui Gao.

**Construction 6.13.** Assume $X$ is a smooth $p$-adic formal scheme over $\mathcal{O}_K$ with generic fiber $X$. For any enhanced Higgs bundle $(H, \theta_H, \phi_H) \in \text{HIG}^{\text{nil}}_*(X)$, define $F(H, \theta_H, \phi_H) \in \text{HIG}_{G_K}(X_C)$ as follows:

1. The underlying Higgs bundle on $X_{C, e}$ is $(\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_{X_C}, -(\zeta_p - 1)\lambda \theta_H)$.
2. For any local section $x$ of $\mathcal{H}$ and for any $g \in G_K$, we have

$$g(x) = (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g))^{-\frac{\phi_H}{E'(\pi)}}(x).$$

**Proposition 6.14.** The functor $F : \text{HIG}^{\text{nil}}_*(X) \to \text{HIG}_{G_K}(X_C)$ is a well-defined fully faithful functor, which preserves ranks, tensor products and dualities.

**Proof.** We first show that $F$ is well-defined. More precisely, we have to check that (6.6) induces a $G_K$-action on $\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_{X_C}$ and the Higgs field $-(\zeta_p - 1)\lambda \theta_H$ is $G_K$-equivariant.

For any $g_1, g_2 \in G_K$ and any local section $x$, we have

$$g_1(g_2(x)) = g_1((1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g_2))^{-\frac{\phi_H}{E'(\pi)}}(x))$$

$$= (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g_2))^{-\frac{\phi_H}{E'(\pi)}}(g_1(x)) \quad \text{(as } \phi_H \text{ is defined over } \mathcal{H})$$

$$= (1 + \chi(g_1)\lambda c(g_2)\frac{\pi E'(\pi)(\zeta_p - 1)\lambda}{1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g_1)})^{-\frac{\phi_H}{E'(\pi)}}(g_1(x)) \quad \text{(by (6.1))}$$

$$= (1 + \chi(g_1)\lambda c(g_2)\frac{\pi E'(\pi)(\zeta_p - 1)\lambda}{1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g_1)}) (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g_1))^{-\frac{\phi_H}{E'(\pi)}}(x)$$

$$= (1 + \pi E'(\pi)(\zeta_p - 1)(\lambda c(g_1) + \lambda \chi(g_1)c(g_2)))^{-\frac{\phi_H}{E'(\pi)}}(x)$$

$$= (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g_1g_2))^{-\frac{\phi_H}{E'(\pi)}}(x)$$

$$= (g_1g_2)(x).$$

So (6.6) is a well-defined $G_K$-action on $F(\mathcal{H}, \theta_H, \phi_H)$.

It remains to check that $-(\zeta_p - 1)\lambda \theta_H$ is $G_K$-equivariant. For any $g \in G_K$ and any local section $x$, if we write $\theta_H(x) = \sum_{i=1}^d \theta_i(x) \otimes \frac{d \log T_i}{t}$, then we have

$$g(-(\zeta_p - 1)\lambda \theta_H(x))$$

$$= - (\zeta_p^{\chi(g)} - 1)g(\lambda)(\sum_{i=1}^d \theta_i(x) \otimes \frac{d \log T_i}{t})$$

$$= - \chi(g)^{-1}(c^{\chi(g)} - 1)g(\lambda) \sum_{i=1}^d g(\theta_i(x)) \otimes \frac{d \log T_i}{t}$$

$$= - \chi(g)^{-1}(c^{\chi(g)} - 1)g(\lambda) \sum_{i=1}^d (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g))^{-\frac{\phi_H}{E'(\pi)}}(\theta_i(x)) \otimes \frac{d \log T_i}{t}$$

$$= - (\zeta_p - 1)\lambda (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g))^{-1} \sum_{i=1}^d (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g))^{-\frac{\phi_H}{E'(\pi)}}(\theta_i(x)) \otimes \frac{d \log T_i}{t}$$

$$= - (\zeta_p - 1)\lambda \sum_{i=1}^d (1 + \pi E'(\pi)(\zeta_p - 1)\lambda c(g))^{-\frac{\phi_H}{E'(\pi)}-1}(\theta_i(x)) \otimes \frac{d \log T_i}{t}$$

(by (6.1))
and that

\[- (\zeta_p - 1) \lambda \theta_H(g(x))
\]

\[= - (\zeta_p - 1) \lambda \theta_H((1 + \pi E'(\pi)(\zeta_p - 1) \lambda c(g)) - \frac{\phi_H}{E'_{\pi}(x)})
\]

\[= - (\zeta_p - 1) \lambda \sum_{i=1}^{d} \theta_i((1 + \pi E'(\pi)(\zeta_p - 1) \lambda c(g)) - \frac{\phi_H}{E'_{\pi}(x)}) \otimes d\log T_i.
\]

Since \([\phi_H, \theta_H] = - E'(\pi) \theta_H\) (and hence \([\phi_H, \theta_i] = - E'(\pi) \theta_i\) for all \(i\), by (4.13), we see that

\[(1 + \pi E'(\pi)(\zeta_p - 1) \lambda c(g)) - \frac{\phi_H}{E'_{\pi}(x)}(\theta_i(x)) = \theta_i((1 + \pi E'(\pi)(\zeta_p - 1) \lambda c(g)) - \frac{\phi_H}{E'_{\pi}(x)}),
\]

which shows that \(- (\zeta_p - 1) \lambda \theta_H\) is compatible with \(G_K\)-action. So we conclude that \(F\) is well-defined. By its construction, we see that \(F\) preserves ranks, tensor products and dualities.

It remains to show that \(F\) is fully faithful. It suffices to show that there is an isomorphism

\[H^0(X, HIG(\mathcal{H}, \theta_H, \phi_H)) \cong H^0(X_C, HIG(F(\mathcal{H}, \theta_H, \phi_H)))^{G_K},
\]

where \(HIG(F(\mathcal{H}, \theta_H, \phi_H)) = HIG(\mathcal{H} \otimes_{O_X} O_{X_C}, - (\zeta_p - 1) \lambda \theta_H)\) denotes the Higgs complex induced by \(F(\mathcal{H}, \theta_H, \phi_H)\).

Let \(\{\mathfrak{x}_i \to \mathfrak{x}\}_{i \in I}\) be a covering of \(\mathfrak{x}\) by small affines \(\mathfrak{x}_i = \text{Spf}(R^+)\) and for any \(i, j \in I\), let \(\mathfrak{x}_{ij} = \mathfrak{x}_i \times \mathfrak{x}_j = \text{Spf}(R^+_{ij})\). Let \(X_i\) be the generic fibers of \(\mathfrak{x}_i\) and \(X_{i,C}\) be its base-change to \(C\). Similarly define \(X_{ij}\) and \(X_{ij,C}\). By noting that

\[H^0(X, HIG(\mathcal{H}, \theta_H, \phi_H)) = \text{Ker}(\prod_{i \in I} H^0(X_i, HIG(\mathcal{H}, \theta_H, \phi_H)|_{X_i}) \to \prod_{i,j \in I} H^0(X_{ij}, HIG(\mathcal{H}, \theta_H, \phi_H)|_{X_{ij}})
\]

and that

\[H^0(X_C, HIG(F(\mathcal{H}, \theta_H, \phi_H)))^{G_K}
\]

\[= \text{Ker}(\prod_{i \in I} H^0(X_{i,C}, HIG(F(\mathcal{H}, \theta_H, \phi_H))|_{X_{i,C}})^{G_K}) \to \prod_{i,j \in I} H^0(X_{ij,C}, HIG(F(\mathcal{H}, \theta_H, \phi_H))|_{X_{ij,C}})^{G_K},
\]

it suffices to show that for \(*=i\ or i,j\),

\[H^0(X_*, HIG(\mathcal{H}, \theta_H, \phi_H)|_{X_*}) \cong H^0(X_{*,C}, HIG(F(\mathcal{H}, \theta_H, \phi_H))|_{X_{*,C}})^{G_K}.
\]

Then Proposition 6.11 applies (as each \(X_*\) is small affine). We are done.

\[
\text{Corollary 6.15. Assume } \mathfrak{x} = \text{Spf}(R^+) \text{ is small affine. Then the equivalence }

\text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}[\frac{1}{p}]) \cong HIG_{\text{nil}}(R)

\text{constructed in Theorem 4.3 is independent of the framing on } \mathfrak{x}.
\]

\[
\text{Proof. Let } \rho_1 \text{ and } \rho_2 \text{ be equivalences from } \text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}[\frac{1}{p}]) \text{ to } HIG_{\text{nil}}(R) \text{ corresponding to the framings } \square_1 \text{ and } \square_2 \text{ on } R^+ \text{ in the sense of Theorem 4.3. Note that in this case, Theorem 6.4 holds true and in particular, the diagram (6.3) commutes. So we see that }

F \circ \rho_1 = F \circ \rho_2,

\text{which coincides with the composition }

\text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}[\frac{1}{p}]) \xrightarrow{\text{Res}} \text{Vect}((R^+)_{\Delta}^{\text{perf}}, \overline{\mathcal{O}}_{\Delta}[\frac{1}{p}]) \xrightarrow{\sim} \text{Vect}(X_{\text{proet}}, \widehat{O}_X) \xrightarrow{\sim} HIG_{G_K}(X_C),

\text{where } X = \text{Spa}(R, R^+) \text{ denotes the generic fiber of } \mathfrak{x}. \text{ We denote this composition by } T. \text{ It is clearly independent of the choice of framings on } R^+.

By Proposition 6.11, both } F \text{ and } T \text{ are fully faithful. Therefore, for any } M \in \text{Vect}((R^+)_{\Delta}, \overline{\mathcal{O}}_{\Delta}[\frac{1}{p}]), \text{ we have }

\text{Hom}(M, M) = \text{Hom}(T(M), T(M)) = \text{Hom}(F(\rho_1(M)), F(\rho_2(M))) = \text{Hom}(\rho_1(M), \rho_2(M)).

\text{So the identity } \text{id}_M \text{ provides a canonical isomorphism between } \rho_1(M) \text{ and } \rho_2(M). \text{ We win.} \]
6.2. **Proof of Theorem 6.4.** Now, we are going to prove Theorem 6.4 by noting that both 
\( \text{Vect}(\mathcal{X}_\Delta, \mathcal{O}_\Delta[1/p]) \) and \( \text{HIG}^\text{nil}_*(X) \) are indeed étale stacks.

We fix a covering \( \{ \mathcal{X}_i \to \mathcal{X} \}_{i \in I} \) of \( \mathcal{X} \) by small affine \( \mathcal{X}_i = \text{Spf}(R_i) \) and let \( \mathcal{X}_{ij} = \mathcal{X}_i \times \mathcal{X}_j = \text{Spf}(R_{ij}) \) for all \( i, j \in I \). For any \( M \in \text{Vect}(\mathcal{X}_\Delta, \mathcal{O}_\Delta[1/p]) \), denote by \( M_i \) its restriction to \( (\mathcal{X}_i)_\Delta \) for any \( i \in I \).

Then we get canonical isomorphisms \( \iota_{ij} : M_i|_{(\mathcal{X}_{ij})_\Delta} \cong M_j|_{(\mathcal{X}_{ij})_\Delta} \) satisfying the cocycle condition.

Now applying Theorem 4.3, each \( M_i \) induces an enhanced Higgs bundle \( (\mathcal{H}_i, \theta_{\mathcal{H}_i}, \phi_{\mathcal{H}_i}) \) in \( \text{HIG}^\text{nil}_*(X_i) \).

By Corollary 6.15, the isomorphisms \( \iota_{ij} \)'s induce isomorphisms \( \rho_{ij} : (\mathcal{H}_i, \theta_{\mathcal{H}_i}, \phi_{\mathcal{H}_i})|_{\mathcal{X}_{ij}} \cong (\mathcal{H}_j, \theta_{\mathcal{H}_j}, \phi_{\mathcal{H}_j})|_{\mathcal{X}_{ij}} \) satisfying the cocycle condition. Therefore, we get an enhanced Higgs bundle \( (\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}}) \in \text{HIG}^\text{nil}_*(X) \) whose restriction to \( X_i \) coincides with \( (\mathcal{H}_i, \theta_{\mathcal{H}_i}, \phi_{\mathcal{H}_i}) \). This induces a functor

\[ \rho : \text{Vect}(\mathcal{X}_\Delta, \mathcal{O}_\Delta[1/p]) \to \text{HIG}^\text{nil}_*(X). \]

As \( \rho \) is now globally defined and is étale locally an equivalence by Theorem 4.3, we see that \( \rho \) is an equivalence. Now the functors in Diagram 6.3 are all globally defined and it is commutative étale locally. So we must have Diagram 6.3 commutes globally.

**Remark 6.16.** If we start with a smooth \( p \)-adic formal scheme \( \mathcal{X} \) over \( \mathcal{O}_C \), under some deformation condition on \( \mathcal{X} \), Theorem 6.4 also holds true for “small Hodge–Tate crystals” and “small Higgs bundles”, by using the overconvergent period sheaf \( \mathcal{O}_C^! \) constructed in [63] to replace \( \mathcal{O}_C \). Here, “small Hodge–Tate” crystals should be understood as rational Hodge–Tate crystals admitting \( \mathcal{O}_\Delta^! \)-lattices which are “close” to \( \mathcal{O}_\Delta^l \) for some \( l \geq 0 \). Similar remark applies to “small Higgs bundles”. A similar but much more stronger result is also obtained by Tsuji and we thank him for telling us this.
7. The Sen operator

Let $\mathcal{X} = \text{Spf}(R^+)$ be a small smooth $p$-adic formal scheme over $\mathcal{O}_K$. Given a rational Hodge–Tate crystal $M \in \text{Vect}((R^+)_{\mathcal{X}}, \mathcal{O}_\mathcal{X}(\mathcal{X}))$, there is an associated enhanced Higgs bundle $(H, \theta_H, \phi_H)$ by Proposition 4.23. The goal of this section is to prove that the linear operator $\phi_H$ is essentially the classical Sen operator in the cyclotomic case (after extending scalar). This result has been used in Section 6 to prove a global version of Proposition 4.23 in the $p$-inverted case and construct a global inverse Simpson functor at the same time.

When $R^+ = \mathcal{O}_K$, the coincidence of the operators is [26, Theorem 8.2]. We will follow the strategy in loc.cit and use the theory of locally analytic vectors. For the basics of the theory of locally analytic vectors, we refer to [8, Section 2] and [26, Section 6].

7.1. Sen theory in the cyclotomic case. Recall that in [56], Sen established equivalences of the following categories

$$\text{Rep}_{\text{Gal}(K_{\text{cyc}}/K)}(K_{\text{cyc}}) \rightarrow \text{Rep}_{\text{Gal}(K_{\text{cyc}}/K)}(\hat{K}_{\text{cyc}})(\simeq \text{Rep}_{G_K}(C))$$

which preserves ranks, tensor products and dualities. Using this, he constructed a faithful functor from $\text{Rep}_{G_K}(C)$ to $\text{Mod}_j(C)$, the category of pairs $(V, \phi_V)$ consisting of a finite dimensional $C$-space $V$ and an endomorphism $\phi_V \in \text{End}_C(V)$ such that for any $V \in \text{Rep}_{G_K}(C)$ with the corresponding pair $(W, \phi_W)$, there exists a $G_K$-equivariant isomorphism

$$\text{R} \Gamma(G_K, V) \otimes_K C \simeq [W \xrightarrow{\phi_W} W].$$

We briefly review the construction of Sen. For any $V \in \text{Rep}_{G_K}(C)$, one can regard it as a representation in $\text{Rep}_{\text{Gal}(K_{\text{cyc}}/K)}(\hat{K}_{\text{cyc}})$ and denote by $V_0$ the corresponding $K_{\text{cyc}}$-representation of $\text{Gal}(K_{\text{cyc}}/K)$. Then $\phi_V$ is the unique endomorphism of $V_0$ such that for any $v \in V_0$, there exists an open subgroup $H_{v_0}$ of $\text{Gal}(K_{\text{cyc}}/K)$ such that for any $\gamma \in H_{v_0}$,

$$\gamma(v_0) = \exp(\phi_V \log(\gamma))(v_0).$$

(7.1)

Note that $\text{Gal}(K_{\text{cyc}}/K)$ is a $p$-adic Lie group. It is easy to see that $V_0 = V^{|\text{la}}$, the subspace of $V$ consisting of locally analytic vectors with respect to the action of $\text{Gal}(K_{\text{cyc}}/K)$. Then $\phi_V$ is the generator of the Lie algebra of $\text{Gal}(K_{\text{cyc}}/K)$. See [8] for more discussions.

The result of Sen can be generalised to the geometric case. Assume $X = \text{Spa}(R, R^+)$ is smooth over $K$ and admits a toric chart. In [57], Shimizu showed that for any $V \in \text{Rep}_{\text{free}}\text{Gal}(K_{\text{cyc}}/K)(R_{\hat{K}_{\text{cyc}}})$ with associated $V_0 \in \text{lim}_{\rightarrow n} \text{Rep}_{\text{free}}\text{Gal}(K_{\text{cyc}}/K)(R_{\hat{K}(\mathcal{X})})$ (cf. Theorem 2.8 and Remark 2.2), there exists a unique endomorphism $\phi_V$ of $V_0$ such that (7.1) is still true for any $v_0 \in V_0$ and some open subgroup $H_{v_0} \subset \text{Gal}(K_{\text{cyc}}/K)$. His result was generalised to any smooth quasi-compact rigid analytic spaces $X$ over $K$ by Petrov in [51]. Let us fix some notations.

**Notation 7.1.** For any smooth quasi-compact rigid analytic space $X$ over $K$, let $\mathcal{X}$ be the ringed space $(X, \mathcal{O}_X \otimes_K K_{\text{cyc}})$. Note that there exists an obvious way to assign a vector bundle on $X_{\hat{K}_{\text{cyc}}}$ (with a continuous $\text{Gal}(K_{\text{cyc}}/K)$-action) to a vector bundle on $\mathcal{X}$ (with a continuous $\text{Gal}(K_{\text{cyc}}/K)$-action). Let $\text{Vect}_{\text{Gal}(K_{\text{cyc}}/K)}(\mathcal{X})$ denote the category of vector bundles on $\mathcal{X}$ with continuous $\text{Gal}(K_{\text{cyc}}/K)$-actions.

**Proposition 7.2** ([51, Prop. 3.2]). There exists an equivalence of categories

$$\text{Vect}_{\text{Gal}(K_{\text{cyc}}/K)}(\mathcal{X}) \simeq \text{Vect}_{\text{Gal}(K_{\text{cyc}}/K)}(X_{\hat{K}_{\text{cyc}}})$$

which preserves ranks, tensor products and dualities. Here $\text{Vect}_{\text{Gal}(K_{\text{cyc}}/K)}(X_{\hat{K}_{\text{cyc}}})$ denotes the category of vector bundles on $X_{\hat{K}_{\text{cyc}}}$ with continuous $\text{Gal}(K_{\text{cyc}}/K)$-actions. Moreover, for any $E \in \text{Vect}_{\text{Gal}(K_{\text{cyc}}/K)}(\mathcal{X})$, there exists a unique endomorphism $\phi_E$ of $\mathcal{E}$ such that for any affinoid $U = \text{Spa}(R, R^+) \subset X$ and for any section $x \in \mathcal{E}(U)$, there exists an open subgroup $H_x \subset \text{Gal}(K_{\text{cyc}}/K)$ such that for any $\gamma \in H_x$,

$$\gamma(x) = \exp(\phi_E \log(\gamma))(x).$$

(7.2)
Now let’s assume $X = \text{Spa}(R, R^+)$ admits a toric chart over $\text{Spa}(K, \mathcal{O}_K)$. Following Sen’s strategy, Shimizu uses finite vectors (i.e. vectors whose $\text{Gal}(K_{cyc}/K)$-orbit is a finite set) to construct the decompletion of representations in $\text{Rep}_{\text{Gal}(K_{cyc}/K)}^{\text{free}}(R_{K_{cyc}})$. We are now going to show finite vectors coincide with locally analytic vectors in this case.

Let’s first briefly recall the definition of locally analytic vectors. We refer to [8, §2.1] for more details.

**Definition 7.3.** (1) Let $G$ be a $p$-adic Lie group, and let $(W, \| \cdot \|)$ be a $\mathbb{Q}_p$-Banach representation of $G$. Let $H$ be an open subgroup of $G$ such that there exist coordinates $c_1, \ldots, c_d : H \to \mathbb{Z}_p$ giving rise to an analytic bijection $c : H \to \mathbb{Z}_p^d$. We say that an element $w \in W$ is an $H$-analytic vector if there exists a sequence $\{w_k\}_{k \in \mathbb{N}^d}$ with $w_k \to 0$ in $W$, such that

$$g(w) = \sum_{k \in \mathbb{N}^d} c(g)^k w_k, \quad \forall g \in H.$$ 

Let $W_{H-\text{an}}$ denote the space of $H$-analytic vectors.

(2) $W_{H-\text{an}}$ injects into $C^0(H, W)$ (the space of analytic functions on $H$ valued in $W$), and we endow it with the induced norm, which we denote as $\| \cdot \|_H$. We have $\|w\|_H = \sup_{k \in \mathbb{N}^d} \|w_k\|$, and $W_{H-\text{an}}$ is a Banach space.

(3) We say that a vector $w \in W$ is locally analytic if there exists an open subgroup $H$ as above such that $w \in W_{H-\text{an}}$. Let $W_{G-\text{la}}$ denote the space of such vectors. We have $W_{G-\text{la}} = \bigcup_H W_{H-\text{an}}$ where $H$ runs through open subgroups of $G$. When $G$ is clear from the context, we write $W_{\text{la}}$ for short.

**Theorem 7.4.** For any finite free $R_{K_{cyc}}$-representation $W$ of $\text{Gal}(K_{cyc}/K)$, we have $W_{\text{fin}} = W_{\text{la}}$, where $W_{\text{fin}}$ denotes the subset of $W$ consisting of elements whose $\text{Gal}(K_{cyc}/K)$-orbit is finite while $W_{\text{la}}$ denotes the subset consisting of locally analytic vectors in the sense of [8].

**Proof.** The proof is similar to that of [8, Thm. 3.2]. We first deal with the trivial case, i.e. $W = \hat{K}_{cyc}$. It is easy to see $R_{K_{cyc}} \subset R_{\hat{K}_{cyc}}$. For the other direction, let $R_n : R_{\hat{K}_{cyc}} \to R_{K_{cyc}}$ be the normalised Tate trace such that for any $x \in R_{\hat{K}_{cyc}}$, $\lim_{n \to \infty} R_n(x) = x$. Suppose $x \in R_{\hat{K}_{cyc}}^{\text{Gal}(K_{cyc}/K)-\text{la}}$ is $\text{Gal}(K_{cyc}/K(\zeta_{p^m}))$-analytic for some $m$. Then for any $k \geq 1$, we have that $R_{m+k}(x)$ is also $\text{Gal}(K_{cyc}/K(\zeta_{p^m}))$-analytic and fixed by $\text{Gal}(K_{cyc}/K(\zeta_{p^m+k}))$. Therefore $R_{m+k}(x)$ is also fixed by $\text{Gal}(K_{cyc}/K(\zeta_{p^m}))$. This shows $x = \lim_{k \to \infty} R_{m+k}(x)$ is in $R_{K_{cyc}}$. Now we come to the general case. By the description of the Galois action in Proposition 7.2, it is easy to see that $W_{\text{fin}} \subset W_{\text{la}}$. For the converse direction, let’s choose a basis $\{e_1, \ldots, e_d\}$ of $W_{\text{fin}}$. Then $W_{\text{la}} = \bigoplus_{i=1}^d R_{\hat{K}_{cyc}} e_i = \bigoplus_{i=1}^d R_{K_{cyc}} e_i = W_{\text{fin}}$ by [8, Prop. 2.3].

Under the equivalence $\text{Rep}_{\text{Gal}(K_{cyc}/K)}^{\text{free}}(R_{\hat{K}_{cyc}}) \simeq \text{Rep}_{\text{Gal}(K_{cyc}/K)}^{\text{free}}(R_{K_{cyc}})$, we interpret the decompletion result in [57, 51] in terms of locally analytic vectors.

**Theorem 7.5 ([57, 51]).** Let $W \in \text{Rep}_{R_{K_{cyc}} \infty}^{\text{free}}(\text{Gal}(K_{cyc} \infty/K))$. Define

$$D_{\text{Sen},K_{cyc}}(W) := (W^{\text{Gal}(K_{cyc} \infty/K)})^{\text{fin}} = (W^{\text{Gal}(K_{cyc} \infty/K_{cyc})})^{\gamma-\text{la}},$$

where by $\gamma-\text{la}$, we simply mean the $\text{Gal}(K_{cyc}/K)$-locally analytic vectors. Then $D_{\text{Sen},K_{cyc}}(W)$ is a finite free $R_{K_{cyc}}$-module such that $D_{\text{Sen},K_{cyc}}(W) \otimes_{R_{K_{cyc}}} R_{K_{cyc} \infty} = W$. Moreover there is a linear operator

$$\nabla_\gamma : D_{\text{Sen},K_{cyc}}(W) \to D_{\text{Sen},K_{cyc}}(W)$$

which is called the Sen operator and can be defined as $\frac{\log(g)}{\log(t(x))}$ for some $g \in \text{Gal}(K_{cyc} \infty/K) \cong \text{Gal}(K_{cyc}/K)$ close enough to 1.

7.2. Sen theory in the Kummer case. Following the strategy of [26], we now develop a Sen theory with respect to the Kummer tower, which turns out to be closely related to the prismatic theory. We would like to mention that the results in this subsection are due to Hui Gao, and thank him for allowing us to include them here.
Notation 7.6.  
(1) Let \( K_m := K(\pi^m_{\mathbb{P}^\infty}, \zeta_p^m) \) and \( \hat{G}_m := \text{Gal}(K_{\text{cyc}, \infty}/K_m) \) for any \( m \geq 0 \). In particular, put \( \hat{G} = \text{Gal}(K_{\text{cyc}, \infty}/K) \).
(2) Given any \( \mathbb{Q}_p \)-Banach representation \( W \) of \( \hat{G} \), let
\[
W^{\tau-\text{la},\gamma^m=1} := W^{\text{Gal}(K_{\text{cyc}, \infty}/K_{\text{cyc}})\text{-la}} \cap W^{\text{Gal}(K_{\text{cyc}, \infty}/K_{\text{cyc}}(\zeta_p^m))=1}
\]
for any \( m \geq 0 \), where \( \tau \in \text{Gal}(K_{\text{cyc}, \infty}/K_{\text{cyc}}) \) is described as in Convention 1.19.

Construction 7.7 ([8, §4.4]).

1. Since \( c : G_K \to \mathbb{Z}_p \) represents a cocycle in \( H^1(G_K, C(1)) = \{0\} \), there exists \( \alpha \in C \) such that \( c(g) = g(\alpha)x(g) - \alpha \). This shows \( g(\alpha) = \frac{\alpha}{x(9)} + \frac{\varepsilon(g)}{9} \) and in particular \( \alpha \in \hat{K}_{\text{cyc}, \infty}^\text{la} \).
2. Similarly as in the beginning of [8, §4.2], for any \( n \geq 0 \), let \( \alpha_n \in K_{\text{cyc}, \infty} \) such that \( \|\alpha - \alpha_n\| \leq p^{-n} \). Then there exists some \( r(n) \gg 0 \) such that if \( m \geq r(n) \), then \( \|\alpha - \alpha_n\|_G = \|\alpha - \alpha_n\| \leq p^{-n} \)
and \( \alpha - \alpha_n \in \hat{K}_{\text{cyc}, \infty}^\text{la} \).

Definition 7.8 ([8, §4.4], [26, Def. 7.9]). Let \( (H, \| \cdot \|) \) be a \( \mathbb{Q}_p \)-Banach algebra such that \( \| \cdot \| \) is sub-multiplicative and \( W \subset H \) is a \( \mathbb{Q}_p \)-subalgebra. For any \( n \geq 0 \), let \( W\{\{T\}\} \) denote the vector space consisting of \( \sum_{k \geq 0} a_k T^k \) with \( a_k \in W \) and \( p^{nk}a_k \to 0 \) when \( k \to +\infty \).

Proposition 7.9.  
(1) \( R^G_{K_{\text{cyc}, \infty}} = \bigcup_n R_{K_{\text{cyc}, \infty}}(\{\alpha - \alpha_n\}) \).
(2) \( R_{K_{\text{cyc}, \infty}}^{G, \text{la}, \nabla_0} = R \otimes K_{\text{cyc}, \infty} \).
(3) \( R_{K_{\text{cyc}, \infty}}^{\tau, \text{la}, \gamma^m=1} = R \otimes K_{\text{cyc}, \infty}(\zeta_p^m) = R_{K_{\text{cyc}, \infty}}(\zeta_p^m) \).

Proof.  
(1) The proof is essentially the same as [8, Prop. 4.12]. We now recall the proof therein.
Suppose \( x \in (R_{K_{\text{cyc}, \infty}})^{G, \text{an}} \). For \( i \geq 0 \), we let
\[
y_i = \sum_{k \geq 0} (-1)^k (\alpha - \alpha_m)^k \nabla^{k+i} \left( \frac{\alpha}{k+i} \right) \left( \frac{1}{k} \right),
\]
where \( \nabla = \frac{\log(p^k)}{p^{1/k}} \) for \( k \gg 0 \). Then by similar arguments in the proof of [8, Thm. 4.2], there exists \( m \geq n \) such that \( y_i \in R_{K_{\text{cyc}, \infty}}^{G, \text{an}} \) for all \( i \) and \( x = \sum_0 \alpha_n(y_i - \alpha_m)^i \) in \( (R_{K_{\text{cyc}, \infty}})^{G, \text{an}} \). By Construction 7.7, we see that \( \tau^p(\alpha) = \alpha + p^t \) for any \( t \geq 0 \). As \( \alpha_m \in K_{\text{cyc}, \infty} \), we then have \( \nabla^{\tau}(\alpha_m) = 0 \) and \( \nabla_0(\alpha - \alpha_m) = \nabla_0(\alpha) = \lim_{t \to +\infty} \frac{\tau^{\frac{1}{p^t}}(\alpha)}{\frac{1}{p^t}} = 1 \). From this, we deduce that \( \nabla(y_i) = 0 \) and hence that \( \tau^m(y_i) = y_i \). So \( y_i \in (R_{K_{\text{cyc}, \infty}})^{G, \text{an}} \).

(2) As \( \alpha_m \in K_{\text{cyc}, \infty} \), we have \( \nabla_0(\alpha_m) = 0 \). Then we obtain from Construction 7.7 that \( \nabla_0(\alpha - \alpha_m) = \lim_{t \to +\infty} \frac{\tau^{\frac{1}{p^t}}(\alpha)}{\frac{1}{p^t}} = -1 \). Therefore, for any \( n \geq 0 \), we have \( (R_{K_{\text{cyc}, \infty}})^{G, \text{an}} \).

(3) This follows from Item (2) by taking \( \gamma^m \)-invariants.

We are now ready to study the Sen theory in the Kummer case.

Theorem 7.10. Let \( W \in \text{Rep}_{K_{\text{cyc}, \infty}}^\text{free} (\hat{G}) \) of rank \( d \) and let
\[
D_{\text{Sen},K_{\text{cyc}}}(W) := W^{\tau-\text{la},\gamma=1}.
\]
If \( W \) admits a basis consisting of \( \hat{G} \)-locally analytic vectors, then \( D_{\text{Sen},K_{\text{cyc}}}(W) \) is a finite projective \( R_{K_{\text{cyc}}} \)-module of rank \( d \). Moreover, there are identifications
\[
D_{\text{Sen},K_{\text{cyc}}}(W) \otimes_{R_{K_{\text{cyc}}}} R_{K_{\text{cyc}}}^{G, \text{la}} = W^{G, \text{la}} = D_{\text{Sen},K_{\text{cyc}}}(W) \otimes_{R_{K_{\text{cyc}}}} R_{K_{\text{cyc}}}^{G, \text{la}}.
\]

Proof. By [27, Lem. 8.5], we see that \( W^{G, \text{la}} \) is a finite free \( (R_{K_{\text{cyc}, \infty}})^{G, \text{la}} \)-module with
\[
W^{G, \text{la}} \otimes_{R_{K_{\text{cyc}, \infty}}^{G, \text{la}}} R_{K_{\text{cyc}, \infty}} \cong W.
\]
Furthermore, by [27, Prop. 8.9], we see that \( W^\la \) is a finite free \( R_{K_{\infty}} \)-module with
\[
W^\la \cong W^\la \otimes_{R_{K_{\infty}}} R_{K_{\infty}}^\la.
\]

Note that \( W^\la \) admits a Gal\((K_{\infty}/K_{\infty})\)-action. As Gal\((K_{\infty}/K_{\infty})\) is topologically finitely generated, we can find a finite free \( R_{K_m} \)-module \( W_m \) of rank \( d \) with a Gal\((K_m/K_{\infty})\)-action for some \( m \gg 0 \), such that \( W_m \otimes_{R_{K_m}} R_{K_{\infty}} \cong W^\la \otimes_{R_{K_{\infty}}} R_{K_{\infty}}^\la \) is a Gal\((K_{\infty}/K_{\infty})\)-equivariant isomorphism. Now by Galois descent, we get a finite projective \( R_{K_{\infty}}^\la \)-module \( W_m \) such that \( W_m = W^\la \otimes_{R_{K_{\infty}}} R_{K_m} \).

We claim that the finite projective \( R_{K_{\infty}} \)-module \( W_m \) is exactly \( D_{\Sen,K_{\infty}}(W) \). To see this, we first show that \( W^\la = W_m \otimes_{R_{K_{\infty}}} R_{K_{\infty}}^\la \). Note that \( W^\la \) is contained in \( W^{\tau^k} \), which means \( W \) admits a basis consisting of Gal\((K_{\infty}/K_{\infty})\)-locally analytic vectors. Moreover as \( W^{\tau^k} = \bigcup_n \tau^k \tau^{\tau-n} \) and \( W^{\tau^k} \tau^n \subset W^{\tau^{k+1} \tau^n} \), where \( \tau^{\tau-n} \) means the analytic vectors corresponding to the subgroup of Gal\((K_{\infty}/K_{\infty})\) generated by \( \tau^{p^n} \), we know that \( W \) contains a basis contained in \( W^{\tau^k} \tau^n \) for some \( s > 0 \). Also, we have \( W^\la = W^{\tau^k} \tau^n \). Then by [8, Prop. 2.3], we have
\[
W^\la = W^\la \otimes_{R_{K_{\infty}}} R_{K_{\infty}}^\la = W_m \otimes_{R_{K_{\infty}}} R_{K_{\infty}}^\la.
\]
Now, the claim follows from Proposition 7.9 (3) after taking \( \gamma \)-invariants. We win.

Similar to the cyclotomic case, there is also a linear operator in the Kummer case. Before we move on, we recall some constructions in [26].

**Construction 7.11.** (1) For any \( \hat{G} \)-locally analytic representation \( W \), there are two Lie algebra differential operators:
(a) \( \nabla_\gamma := \frac{\log(g(\gamma))}{\log(\chi(g))} \) for \( g \in \Gal(K_{\infty}/K_{\infty}) \) close enough to 1. (See also Theorem 7.5.)
(b) \( \nabla_\tau := \frac{\log(\tau^n)}{\log(p^n)} \) for \( n \gg 0 \). (See also the proof of Proposition 7.9 (1).)

(2) Let \( \hat{\lambda} := \prod_{n \geq 0} \varphi^n(\frac{E(u)}{E(0)}) \in \mathcal{O}_{(0,1)} \subset B^+_{\cris} \) (cf. [42]), where \( \mathcal{O}_{(0,1)} = \Gamma(D_{(0,1)}, \mathcal{O}_{D_{(0,1)}}) \) and \( D_{(0,1)} \) is the open unit disc over \( \mathcal{W}(k)[1/p] \) with coordinate \( u \). Then we can define \( \theta := \frac{1}{p^{\lambda}} \) which turns out to be in \( A_{\inf} \) (cf. [45, paragraph above Thm. 3.2.2]). Let \( \hat{\lambda} \) be the \( u \)-derivative of \( \lambda \) in \( \mathcal{O}_{(0,1)} \).

(3) Define \( N_{\nabla} : R_{K_{\infty}}^\la \to R_{K_{\infty}}^\la \) by setting \( N_{\nabla} := \frac{1}{p^{\theta(\nabla)}} \nabla_\tau \). Recall we always have \( K_{\infty} \cap K_{\cyc} = K \) (cf. Convention 1.19). By [26, Lem. 7.4], \( \theta(t) \in \hat{K}_{\cyc}^\la \) is non-zero and hence the operator \( N_{\nabla} \) is well-defined.

Let \( W \in \text{Rep}_{\hat{K}_{\cyc}^\la}(\hat{G}) \). Then \( D_{\Sen,K_{\infty}}(W) \) consists of locally analytic vectors of \( W \) and we have the following operator
\[
N_{\nabla} : D_{\Sen,K_{\infty}}(W) \to W^\la.
\]

**Theorem 7.12.** Let \( W \in \text{Rep}_{\hat{K}_{\cyc}^\la}(\hat{G}) \). Then there is an \( R_{K_{\infty}} \)-linear operator
\[
\frac{1}{\theta(u^{\lambda})} N_{\nabla} : D_{\Sen,K_{\infty}}(W) \to D_{\Sen,K_{\infty}}(W).
\]
After extending \( R_{K_{\cyc}} \)-linearly, the operator \( \frac{1}{\theta(u^{\lambda})} N_{\nabla} : W \to W \) is exactly the Sen operator in Theorem 7.5.

**Proof.** Note that for any \( g \in \Gal(K_{\cyc}/K_{\infty}) \), \( g(t) = \chi(g)t \) and \( \tau g g^{-1} = \tau g \). We see that \( N_{\nabla} \) commutes with the action of \( \Gal(K_{\cyc}/K_{\infty}) \). So \( N_{\nabla} : D_{\Sen,K_{\infty}}(W) \to D_{\Sen,K_{\infty}}(W) \) is well-defined.

\footnote{Note that \( \hat{\lambda} \) is denoted by \( \lambda \) in [26, Def. 6.10]. To distinguish it from the \( \lambda := \theta(\frac{E}{E(0)}) \) defined in this paper, we denote it by \( \hat{\lambda} \).}
By [26, Cor. 7.7] and Proposition 7.9, we see that the operator \( \nabla_{\text{Sen}} := \frac{1}{\theta(u\lambda')} N_{\nabla} + \nabla_{\gamma} \) acts \( R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}} \)-linearly on \( W^{G_{\text{nil}}} \). Since \( \nabla_{\gamma} \) kills \( D_{\text{Sen},K_{\infty}}(W) \), the operator \( \nabla_{\text{Sen}} \) is equal to \( \frac{1}{\theta(u\lambda')} N_{\nabla} \) on \( W^{G_{\text{nil}}} = D_{\text{Sen},K_{\infty}}(W) \otimes R_{K_{\infty}}^{G_{\text{nil}}} \otimes R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}} \otimes R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}} \). Similarly, as \( N_{\nabla} \) kills \( D_{\text{Sen},K_{\text{cyc}}}(W) \), the operator \( \nabla_{\text{Sen}} \) is equal to \( \nabla_{\gamma} \) on \( W^{G_{\text{nil}}} = D_{\text{Sen},K_{\text{cyc}}}(W) \otimes R_{K_{\text{cyc}}^{G_{\text{nil}}}} \otimes R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}}. \) So we are done.

Now we come back to the prismatic theory and show how it is related to the Sen operator. Let \( X = \text{Spa}(R, R^+) \). We will apply the above results to \( R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}}-\text{representations of } \hat{G} \) coming from enhanced Higgs modules in \( \text{HIG}_{\ast}^{G_{\text{nil}}}(R) \) in the sense of Construction 6.8 and Remark 6.10.

**Theorem 7.13** (Hui Gao). Let \( F : \text{HIG}_{\ast}^{G_{\text{nil}}}(R) \to \text{HIG}_{\ast}^{G_{\text{nil}}}(R_{K_{\text{cyc},\infty}}) \) be the functor defined in Construction 6.8 (together with Remark 6.10). For any \((H, \theta_H, \phi_H) \in \text{HIG}_{\ast}^{G_{\text{nil}}}(R)\), let \( W := F(H, \theta_H, \phi_H) \) be the underlying \( R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}}-\text{representations of } \hat{G} \). Assume furthermore that \( H \) is finite free over \( R \). Then

1. \( D_{\text{Sen},K_{\infty}}(W) = H \otimes_R R_{K_{\infty}} \).
2. The operator \( \frac{\phi_H}{E'_{\pi}} \) is exactly the operator \( \frac{1}{\theta(u\lambda')} N_{\nabla} \) on \( D_{\text{Sen},K_{\infty}}(W) \) after extending linearly to \( R_{K_{\infty}} \). Moreover, \( \frac{\phi_H}{E'_{\pi}} \) is the Sen operator of \( W \).

**Proof.** (1) By the Galois action described in Lemma 6.9, we see that \( H \subset W^{\tau-\text{an},\gamma=1} \subset D_{\text{Sen},K_{\infty}}(W) \). In particular, \( H \) contains a basis consisting of \( \tau \)-analytic vectors. Then by [8, Prop. 2.3], we see that \( W^{\tau-\text{an}} = H \otimes_R R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}} \). Since \( W^{\gamma=1} = H \otimes_R R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}} \), we get that

\[
D_{\text{Sen},K_{\infty}}(W) = (H \otimes_R R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}}) \cap (H \otimes_R R_{K_{\text{cyc},\infty}}^{G_{\text{nil}}}) = H \otimes_R (R_{K_{\text{cyc},\infty}}^{G_{\text{nil}},\gamma=1} = H \otimes_R R_{K_{\infty}},
\]

where the last equality follows from Proposition 7.9 (3).

(2) By Lemma 6.9, we see that \( \nabla_{\tau} \) acts on \( D_{\text{Sen},K_{\infty}}(W) \) via

\[
\lim_{n \to +\infty} \frac{\pi p^n - 1}{p^n} = \lim_{n \to +\infty} \frac{1}{p^n}((1 + \pi E'_{\pi})(\zeta_p - 1)\lambda p^n))^{-\phi_H} - 1)
\]

\[
= \lim_{n \to +\infty} \sum_{k \geq 1} \prod_{i=0}^{k-1}(\phi_H + i E'_{\pi})) (-\pi(\zeta_p - 1)\lambda p(k-1)n) k!
\]

\[
= -\pi(\zeta_p - 1)\lambda \phi_H.
\]

Therefore, we deduce that

\[
\frac{1}{\theta(u\lambda')} N_{\nabla} = \frac{1}{p \theta(u\lambda't)} \nabla_{\tau} = \frac{\pi E'_{\pi}(\zeta_p - 1)\lambda}{p \theta(u\lambda't)} (-\frac{\phi_H}{E'_{\pi}}).
\]

To conclude Item (2), it suffices to show that

\[
\frac{\pi E'_{\pi}(\zeta_p - 1)\lambda}{p \theta(u\lambda't)} = 1,
\]

which follows exactly from the calculations in the proof of [26, Thm. 8.2(2)].

**Remark 7.14.** As we have mentioned in the beginning of this section, when \( R = K \), Theorem 7.13 proved in [26].

When \( R = W(k)[\frac{1}{p}] \) i.e. in the unramified case, Bhatt and Lurie have proved a similar result in [13]. More precisely, by using the prism \( (W(k)[[p]],(\hat{p})) \) (corresponding to the cyclotomic case), which is the \( \mathbb{F}_p^\times \)-invariants of the \( q \)-de Rham prism, instead of the Breuil–Kisin prism \( (W(k)[[u]],(u-p)) \) (corresponding to the Kummer case), they proved that the linear operator associated with a Hodge–Tate crystal is exactly the classical Sen operator in the cyclotomic case. Unlike the \( q \)-de Rham prism, its \( \mathbb{F}_p^\times \)-invariants behaves quite similarly to the Breuil–Kisin prism. It will be very interesting to figure out whether such a prism exists in the ramified and geometric case.
7.3. Arithmetic Higgs bundles. In this subsection, let’s assume \( \mathcal{X} \) is a smooth quasi-compact \( p \)-adic formal scheme over \( \mathcal{O}_K \) with adic generic fiber \( X \). Let \( \mathcal{X} \) be the ringed space introduced in Notation 7.1.

**Definition 7.15.** By an **arithmetic Higgs bundle** of rank \( l \) on \( X \), we mean a triple \((\mathcal{E}, \theta_\mathcal{E}, \phi_\mathcal{E})\) satisfying that

1. \((\mathcal{E}, \theta_\mathcal{E})\) is a Higgs bundle bundle on \( \mathcal{X} \) (see Notation 7.1); in other words, \( \mathcal{E} \) is a vector bundle on \( \mathcal{X} \) and \( \theta_\mathcal{E} : \mathcal{E} \to \mathcal{E} \otimes_{\mathcal{O}_X} \Omega^1_{\mathcal{X}/K}(-1) \) is a Higgs field on \( \mathcal{E} \) (i.e. \( \theta_\mathcal{E} \) is \( \mathcal{O}_X \)-linear such that \( \theta_\mathcal{E} \wedge \theta_\mathcal{E} = 0 \));

2. \( \phi_\mathcal{E} \) is an \( \mathcal{O}_X \)-linear endormophism of \( \mathcal{E} \) satisfying \( [\phi_\mathcal{E}, \theta_\mathcal{E}] = -\theta_\mathcal{E} \); that is, the following diagram

\[
\begin{array}{ccc}
\mathcal{E} & \xrightarrow{\theta_\mathcal{E}} & \mathcal{E} \otimes_{\mathcal{O}_X} \Omega^1_{\mathcal{X}/K}(-1) \\
\phi_\mathcal{E} & \downarrow & \phi_\mathcal{E} - \text{id}_\mathcal{E} \\
\mathcal{E} & \xrightarrow{\theta_\mathcal{E}} & \mathcal{E} \otimes_{\mathcal{O}_X} \Omega^1_{\mathcal{X}/K}(-1)
\end{array}
\]

is commutative. We denote its total complex by \( \text{HIG}(\mathcal{E}, \theta_\mathcal{E}, \phi_\mathcal{E}) \).

Let \( \text{HIG}^{\text{arith}}(X, \mathcal{O}_X) \) be the category of arithmetic Higgs bundles on \( X \).

Similarly, we have the following definition.

**Definition 7.16.** Let \( L/K \) be any Galois extension of \( K \) in \( \overline{K} \) containing \( K_{\text{cyc}} \). By an **arithmetic Higgs bundle** of rank \( l \) on \( X_L \), we mean a triple \((\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H})\) satisfying that

1. \((\mathcal{H}, \theta_\mathcal{H})\) is a Higgs bundle on \( X_L \);

2. \( \phi_\mathcal{H} \) is an \( \mathcal{O}_{X_L} \)-linear endormophism of \( \mathcal{H} \) satisfying \( [\phi_\mathcal{H}, \theta_\mathcal{H}] = -\theta_\mathcal{H} \); that is, the following diagram

\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{\theta_\mathcal{H}} & \mathcal{H} \otimes_{\mathcal{O}_{X_L}} \Omega^1_{X_L/K}(-1) \\
\phi_\mathcal{H} & \downarrow & \phi_\mathcal{H} - \text{id}_\mathcal{H} \\
\mathcal{H} & \xrightarrow{\theta_\mathcal{H}} & \mathcal{H} \otimes_{\mathcal{O}_{X_L}} \Omega^1_{X_L/K}(-1)
\end{array}
\]

is commutative. We denote its total complex by \( \text{HIG}(\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H}) \).

Let \( \text{HIG}^{\text{arith}}(X_L) \) be the category of arithmetic Higgs bundles on \( X_L \).

The following result follows from Proposition 7.2 directly.

**Corollary 7.17.** Assume \( X \) is a quasi-compact smooth rigid analytic space over \( K \).

1. There exists an equivalence of categories

\[
\text{HIG}_{\text{Gal}(K_{\text{cyc}}/K)}(X, \mathcal{O}_X) \simeq \text{HIG}_{\text{Gal}(K_{\text{cyc}}/K)}(\mathcal{X}_{\overline{K}_{\text{cyc}}}),
\]

which preserves ranks, tensor products and dualities. Here, \( \text{HIG}_{\text{Gal}(K_{\text{cyc}}/K)}(X, \mathcal{O}_X) \) denotes the category of Higgs bundles on \( \mathcal{X} \) equipped with continuous \( \text{Gal}(K_{\text{cyc}}/K) \)-actions with are compatible with Higgs fields.

2. There is a faithful functor

\[
\text{HIG}_{\text{Gal}(K_{\text{cyc}}/K)}(X, \mathcal{O}_X) \to \text{HIG}^{\text{arith}}(X, \mathcal{O}_X).
\]

3. For any extension \( L \) of \( K \) containing \( K_{\text{cyc}} \), there is a faithful functor

\[
\text{HIG}^{\text{arith}}(X, \mathcal{O}_X) \to \text{HIG}^{\text{arith}}(X_L).
\]

**Proof.** (1) This follows from Proposition 7.2 directly.

(2) For any \((\mathcal{H}, \theta_\mathcal{H}) \in \text{HIG}_{\text{Gal}(K_{\text{cyc}}/K)}(X, \mathcal{O}_X)\), let \((\mathcal{E}, \theta_\mathcal{E}, \phi_\mathcal{E}) \in \text{HIG}^{\text{arith}}(X, \mathcal{O}_X)\) such that \((\mathcal{E}, \theta_\mathcal{E}) = (\mathcal{H}, \theta_\mathcal{H})\) and that \( \phi_\mathcal{E} \) is the unique operator determined by (7.2). Then the functor sending \((\mathcal{H}, \theta_\mathcal{H})\) to \((\mathcal{E}, \theta_\mathcal{E}, \phi_\mathcal{E})\) is well-defined. We claim it is faithful. For this purpose, we may assume \( X = \text{Spa}(R, R^+) \) is affinoid and are reduced to showing that

\[
(\mathcal{E}_{\theta_\mathcal{E}=0})_{\text{Gal}(K_{\text{cyc}}/K)} \subset \mathcal{E}_{\theta_\mathcal{E}=0, \phi_\mathcal{E}=0}.
\]
where \((E, \theta_E, \phi_E)\) denotes the global section of \((\mathcal{E}, \theta_\mathcal{E}, \phi_\mathcal{E})\) on \(X\), which also inherits a \(\text{Gal}(K_{\text{cyc}}/K)\)-action from \((\mathcal{H}, \theta_\mathcal{H})\). However, for any \(x \in (E_{\theta_E=0})_{\text{Gal}(K_{\text{cyc}}/K)}\), by (7.2), we have
\[
\phi_E(x) = \lim_{\gamma \to 1} \frac{\gamma(x) - x}{\log \gamma} = 0,
\]
which is exactly what we want.

(3) We do have the desired functors by considering corresponding scalar extensions. To see the faithfulness, we may assume \(X = \text{Spa}(R, R^+)\) admits a toric chart such that \((H, \theta_H, \phi_H)\), the global section of \((\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H}) \in \text{HIG}^{\text{arith}}(X, \mathcal{O}_X)\) on \(X\), has \(H\) finite free over \(R \otimes_K K_{\text{cyc}}\). So we need to show that
\[
H^{\theta_H=0, \phi_H=0} \subset (H \otimes_R R^c_{\theta})^{\theta_H=0, \phi_H=0}.
\]
This follows from the faithful flatness of \(R \to R^c_{\theta}\).

Now, we give a relative version of classical Sen theory.

**Corollary 7.18.** There exists a faithful functor
\[
D : \text{Vect}(X_{\text{pro}} \hat{\mathcal{O}}_X) \to \text{HIG}^{\text{arith}}(X_C)
\]
from the category of generalised representations on \(X_{\text{pro}} \hat{\mathcal{O}}_X\) to the category of arithmetic Higgs bundles on \(X_C\), which preserves ranks, tensor products and dualities.

**Proof.** Just combine Theorem 6.4 (for replacing \(C\) and \(G_K\) by \(\hat{K}_{\text{cyc}}\) and \(\text{Gal}(K_{\text{cyc}}/K)\)) with Corollary 7.17.

**Remark 7.19.** When \(X = \text{Spa}(K, \mathcal{O}_K)\), we see that \(\text{Vect}(X_{\text{pro}} \hat{\mathcal{O}}_X) = \text{Rep}_{G_K}(C)\) is the category of \(C\)-representations of \(G_K\) and that \(\text{HIG}^{\text{arith}}(X_C) = \text{Mod}_*(C)\) is the category of pairs \((V, \phi_V)\) consisting of finite dimensional \(C\)-spaces together with endomorphisms \(\phi_V\) of \(V\). Then the functor in Corollary 7.18 coincides with the classical functor
\[
D : \text{Rep}_{G_K}(C) \to \text{Mod}_*(C)
\]
introduced in [56]. Note that even in this case, the above functor is not fully faithful.

Recall that for any \(V \in \text{Rep}_{G_K}(C)\), the underlying \(C\)-space of \(D(V)\) is \(V\) and the induced Sen operator \(\phi_V\) is indeed defined over \(K\) (cf. [56, Thm. 5]) by using matrix theory and hence \(D\) upgrades to a functor from \(\text{Rep}_{G_K}(C)\) to \(\text{Mod}_*(K)\), the category of pairs \((V, \phi_V)\) consisting of finite dimensional \(K\)-spaces together with endomorphisms \(\phi_V\) of \(V\). So the following question appears naturally.

**Question 7.20.** For a generalised representation \(\mathcal{L} \in \text{Vect}(X_{\text{pro}} \hat{\mathcal{O}}_X)\) with the induced arithmetic Higgs bundle \(D(\mathcal{L})\) over \(X_C\), is \(D(\mathcal{L})\) always defined over \(X\) itself?

On the other hand, not any pairs \((V, \phi_V)\) in \(\text{Mod}_*(C)\) with \(\phi_V\) defined over \(K\) comes from a \(C\)-representation \(V\) of \(G_K\) (cf. [56, Thm. 7]). So one may also ask

**Question 7.21.** Is any arithmetic Higgs bundle \((\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H})\) over \(X_C\) of the form \(D(\mathcal{L})\) for some generalised representation \(\mathcal{L} \in \text{Vect}(X_{\text{pro}} \hat{\mathcal{O}}_X)\)?

**Remark 7.22.** When \(X = \text{Spf}(\mathcal{O}_K)\), Question 7.21 was solved by Fontaine [24] after classifying all \(C\)-representations of \(G_K\), using the representation theory of certain algebraic group over \(K\). His method looks difficult to generalised to the relative case. For example, even for small affine \(X\), we do not have a classification of generalised representations on \(X_{\text{pro}}\). We even do not know whether the Hodge–Tate weights of a generalised representation at each classical point is constant, unless the generalised representations comes from \(\mathbb{Q}_p\)-local systems (cf. [57]).

We are going to give partial answers of the above two questions in sequels.

**Construction 7.23.** For any enhanced Higgs bundle \((\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H}) \in \text{HIG}^{\text{arith}}(X)\), define

1. the Kummer case: \(F_\infty(\mathcal{H}, \theta_\mathcal{H}, \phi_\mathcal{H}) = (\mathcal{H} \otimes_{\mathcal{O}_X} \mathcal{O}_{X_C}, - (\zeta_p - 1) \lambda \theta_\mathcal{H}, - \frac{\phi_\mathcal{H}}{\mathcal{E}(\pi)} ) \in \text{HIG}^{\text{arith}}(X_C)\), and
(2) the cyclotomic case: $\text{F}_{\text{cyc}}(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}}) \in \text{HIG}_{\text{arith}}(X_C)$ as the image under the composition of

$$\text{HIG}_{\text{arith}}^\text{nil}(X) \xrightarrow{F_s} \text{Vect}(X_{\text{proet}}, \hat{O}_X) \xrightarrow{D} \text{HIG}_{\text{arith}}(X_C),$$

where $F_s$ is the inverse Simpson functor and $D$ is defined in Corollary 7.18.

Then we get two functors

$$F_\infty, F_{\text{cyc}} : \text{HIG}_{\text{arith}}^\text{nil}(X) \rightarrow \text{HIG}_{\text{arith}}(X_C).$$

Let $F$ be as in Construction 6.13. Then we see that $F_{\text{cyc}}$ coincides with the composition

$$\text{HIG}_{\text{arith}}^\text{nil}(X) \xrightarrow{F} \text{HIG}_{\text{ar}_K}(X_C) \xrightarrow{\text{Corollary 7.17}} \text{HIG}_{\text{arith}}(X_C).$$

**Theorem 7.24.** There is an equivalence of functors $F_\infty \simeq F_{\text{cyc}}$.

**Proof.** Fix an $(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}}) \in \text{HIG}_{\text{arith}}^\text{nil}(X)$. By Construction 6.13, we see that the underlying Higgs bundles of $F_\infty(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}}) \in \text{HIG}_{\text{arith}}^\text{nil}(X)$ and $F_{\text{cyc}}(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}}) \in \text{HIG}_{\text{arith}}^\text{nil}(X)$ are same. So it suffices to compare the corresponding Sen operators. In other words, we have to show the Sen operator of $F_{\text{cyc}}$ coincides with the composition

$$\text{HIG}_{\text{arith}}^\text{nil}(X) \xrightarrow{F} \text{HIG}_{\text{ar}_K}(X_C) \xrightarrow{\text{Corollary 7.17}} \text{HIG}_{\text{arith}}(X_C).$$

**Corollary 7.25.** Let $\mathcal{X}$ be a quasi-compact formal scheme over $\mathcal{O}_K$ with rigid generic fiber $X$.

1. Let $\mathcal{L}$ be a generalised representation with the corresponding arithmetic Higgs bundle $D(\mathcal{L}) \in \text{HIG}_{\text{arith}}(X_C)$. If $\mathcal{L}$ belongs to the essential image of the functor

$$\text{Vect}((\mathcal{X})_{\tilde{\Delta}}, \hat{O}_{\bar{\Delta}}(\frac{1}{p})) \xrightarrow{\text{Res}} \text{Vect}((\mathcal{X})_{\text{perf}}^\text{perf}, \hat{O}_{\bar{\Delta}}(\frac{1}{p})) \xrightarrow{\sim} \text{Vect}(X_{\text{proet}}, \hat{O}_X),$$

then $D(\mathcal{L})$ is defined over $X$.

2. Let $(\mathcal{E}, \theta_{\mathcal{E}}, \phi_{\mathcal{E}})$ be an arithmetic Higgs bundle over $X_C$. If it is enhanced in the sense that it lies in the essential image of $F_\infty$, then there is a generalised representation $\mathcal{L} \in \text{Vect}(X_{\text{proet}}, \hat{O}_X)$ such that $D(\mathcal{L}) \cong (\mathcal{E}, \theta_{\mathcal{E}}, \phi_{\mathcal{E}})$.

**Proof.** (1) Assume $\mathcal{L}$ is associated to $\text{Res}(\mathbb{M})$ for some $\mathbb{M} \in \text{Vect}((\mathcal{X})_{\tilde{\Delta}}, \hat{O}_{\bar{\Delta}}(\frac{1}{p}))$ via the equivalence in Theorem 5.1. By Theorem 7.24, we see that $D(\mathcal{L}) \cong F_{\text{cyc}}(\rho(\mathbb{M}))$ is defined over $X$, where $\rho$ is the equivalence defined in Theorem 6.4.

(2) Assume $(\mathcal{E}, \theta_{\mathcal{E}}, \phi_{\mathcal{E}}) = F_\infty(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}})$ for some enhance Higgs bundle $(\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}}) \in \text{HIG}_{\text{arith}}^\text{nil}(X)$. Let $\mathbb{M} \in \text{Vect}((\mathcal{X})_{\tilde{\Delta}}, \hat{O}_{\bar{\Delta}}(\frac{1}{p}))$ such that $\rho(\mathbb{M}) = (\mathcal{H}, \theta_{\mathcal{H}}, \phi_{\mathcal{H}})$. Let $\mathcal{L}$ be the generalised representation on $X_{\text{proet}}$ corresponding to $\text{Res}(\mathbb{M})$ via the equivalence in Theorem 5.1. Then by Theorem 7.24, we see that $(\mathcal{E}, \theta_{\mathcal{E}}, \phi_{\mathcal{E}}) \cong D(\mathcal{L})$ as desired.

Note that Corollary 7.25 answers Question 7.20 and Question 7.21 partially.

**Remark 7.26.** Let $\mathcal{X}$ be a quasi-compact formal scheme over $\mathcal{O}_K$ with rigid generic fiber $X$ as before.

Let $\mathcal{L}$ be a generalised representation on $X_{\text{proet}}$. Note that for any classical point $x \in X$, $\mathcal{L}_x$ is a $\overline{k(x)}$-representation of $\text{Gal}(\overline{k(x)}/k(x))$, where $k(x)$ denotes the residue field of $x$. Let $\phi_x$ be the Sen operator of $\mathcal{L}_x$.

Assume $\mathcal{L}$ is induced from some rational Hodge–Tate crystal $\mathbb{M} \in \text{Vect}((\mathcal{X})_{\tilde{\Delta}}, \hat{O}_{\bar{\Delta}}(\frac{1}{p}))$. Then by Theorem 7.24, we see from Definition 6.2 (2) that $\phi_x$ is topologically nilpotent in the sense that

$$\lim_{n \to +\infty} E'(\pi)^n \prod_{i=0}^{n-1} (\phi_V - i) = 0.$$

Therefore, $\mathcal{L}_x$ is a nearly Hodge–Tate representation of $\text{Gal}(\overline{k(x)}/k(x))$ over $\overline{k(x)}$ in the sense of [26].

However, assume that for any classical point $x \in X$, the representation $\mathcal{L}_x$ of $\text{Gal}(\overline{k(x)}/k(x))$ over $\overline{k(x)}$ is nearly Hodge–Tate (or even Hodge–Tate). We do not know whether $\mathcal{L}$ is induced from a rational Hodge–Tate crystal on $(\mathcal{X})_{\tilde{\Delta}}$. 
Remark 7.27. It is worth mentioning that Theorem 6.4 was recently generalised by Anschütz–Heuer–Le Bras to the derived case in [3, 4] by using the Hodge–Tate stack developed by Bhatt–Lurie in [13, 14]. In particular, they can give a positive answer to the question in Remark 7.26: A generalised representation $\mathcal{L}$ on $X_{\text{proet}}$ comes from a rational Hodge–Tate crystal if and only if it is nearly Hodge–Tate at every classical point of $X$ (cf. [4, Cor. 5.21]).
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