Optimization of the fluid model of scheduling: local predictions

Abstract:
In this research a continuous model for resource allocations in a queuing system is considered and a local prediction on the system behavior is developed. As a result we obtain a set of possible cases, some of which lead to quite clear optimization problems. Currently, the main result of this research direction is an algorithm delivering an explicit solution to the problem of minimization of the sum of all queues mean delays (which is not the overall mean delay) in the case of the so-called uniform steadiness. Basically, in this case we deal with convex optimization on a polytope.
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1 Introduction

Modern computer science needs queueing theory more and more as the requirements for computations grow. As a result, more and more related mathematical problems arise. Starting from studies on optimization of service queues ([5]) it then dealt with computations on a microprocessor (or any other computation engine, see [8], [7]). Another traditional branch is resource allocation in energy systems ([3], [4]). In the recent decades, the interest in this area shifted to communication networks. To be more precise, engineers are mostly interested in minimising network congestion and delay ([2], [4]). As the most well-known approach is the optimization of network routing ([11]), performance of each individual node in the network greatly. This motivates research on processor sharing optimization, which is more general than just queueing on a network node. Some recent results can be found in [1], [2], and [6]. Usually, assumptions are that load intensities are Poisson-distributed. In this paper we deal with a single processing unit, which can handle several tasks simultaneously, without global assumptions about arrival intensities. We state several optimization problems for such a model (sec. 5) and present a solution to one of them (Problem 5.1).

2 Motivation

Consider a system of $N$ pipes and a single processor with capacity 1 to arrange the tasks arriving from those pipes. Tasks arriving from a pipe form a corresponding queue and are being taken from there by the processor in the first-in-first-out order. The processor can handle several tasks simultaneously, so that we can distribute its capacity among the pipes. Tasks arrivals from a particular pipe $j$ represent a continuous-time stochastic process $A_j(t)$. Suppose that all tasks have equal and fairly small size and they arrive in large amounts. Then we can see each pipe as a flow of fluid pouring with speed $A_j(t)$. 

Necessary notation:

- $N$ - number of queues (pipes),
- $A_j(t)$, $j = 1, 2, \ldots, N$ - random processes of task arrivals. I.e., amount of tasks arriving at a given moment,
- $A_j(t) \leq 1$ for queues $j = 1, 2, \ldots, N$ - current tasks arrival intensities (intensities of $A_j(t)$, when computable).
- $BS_j(t)$ - buffers statuses, i.e. queue sizes ($j = 1, 2, \ldots, N$).
- $w_i(t) \geq 0$ - a capacity allocated to the pipe $i$ at moment $t$.
- $w_1(t) + \ldots + w_N(t) = 1$ for each $t$.

In other words, a particular vector $w = (w_1, \ldots, w_N)$ is describing the system behavior for the particular moment of time, and the vector field $w(\cdot)$ is describing the entire scheduling policy. Arrival intensities and buffer states are known at this exact moment, and we need to construct a vector $w$, so that the scheduler would work in an optimal way in the future, given some assumptions about the future arrivals. In this research we make local assumptions for the upcoming time period of duration $T_{upd}$. That is, $T_{upd}$ is an update frequency for the scheduling policy. The reason behind this approach lies in the long-term insensitivity. Indeed, researchers usually consider stationary traffic properties, like Poisson or Markov-modulated Poisson law, and provide policies which are ‘good’ for those. In the course of this study we will make only local assumptions about the traffic characteristics. In such a way we will not be as much dependent on whether the traffic is really well estimated by a stationary process on the long term.

Let us take the pipe $i$ at the moment of decision making (call it 0) and predict the delay time during next $T_{upd}$ seconds. This is possible with the assumption that the arrival intensity remains equal to some $a_i$. It makes sense if you suppose, for example, that arriving tasks represent a Poisson process of intensity $a_i$ during this forthcoming period of time. Then the average intensity of the process is exactly $a_i$. Denote by $b_i$ the initial queue size $BS_i(0)$. Then we have a prediction on the queue size at moment $t$, given by the basis function

$$s_i(t) = b_i + a_i t - w_i t.$$  

(1)

After applying the constraints $0 \leq BS_i \leq M$, where $M$ is the buffer size, we obtain an actual queue size forecast. The delay $D_i(t)$ is the time necessary to process the existing queue with the existing capacity. It is constructed from the core function

$$d_i(t) = \frac{a_i - w_i t + b_i}{w_i}.$$  

(2)

by confining it within $[0, M/w_i]$. Note that if $BS_i(t) = 0$, then $D_i(t) = 0$ regardless of $w_i$. As a result we obtain $N$ functions; several methods to use them as measurements of system efficiency are currently under consideration.

Remark. Note that this forecast is not equivalent to calculating mathematical expectations of these functions in a case of truly random arrivals.
3 Behavior analysis

We will now analyze the predicted queue size and delay through core functions (1), (2). First of all, the mean local delay of pipe \( i \) is given by

\[
\frac{\int_0^{T_{upd}} D_i(t) \, dt}{T_{upd}}.
\]  

(3)

We can point out three possible positions of the line \( y = d_i(t), t \in [0, T_{upd}] \) depending on the value of \( w_i \) (all proofs could be found in Sec 7):

Case 1. The line will reach the upper horizontal border (look at Fig 1a) at the point \( t_i^* = \frac{M - b_i}{a_i - w_i} < T_{upd} \) if

\[
w_i < w_i^* = a_i - \frac{M - b_i}{T_{upd}}.
\]  

(4)

After that all new incoming tasks will be being dropped, as there is no remaining place for them. The mean delay is given by

\[
\frac{M}{w_i} - \frac{(M - b_i)^2}{2w_i(a_i - w_i)T_{upd}}
\]  

(5)

and the amount of dropped data is equal to

\[
\frac{T_{upd}^2}{2}(a_i - w_i) + \frac{(M - b_i)^2}{2(a_i - w_i)} - (M - b_i)T_{upd}
\]  

(6)

Note that this is the only case where drops happen. Otherwise, we will say that the allocation \( w \) avoids overfilling of this queue (two cases below, 2 and 3).

Case 2. The line lies entirely within the rectangle \( [0, T_{upd}] \times [0, M/w_i] \) (look at Fig 1b), when

\[
a_i - \frac{M - b_i}{T_{upd}} \leq w_i \leq a_i + \frac{b_i}{T_{upd}}.
\]  

(7)

Then the mean delay in this queue is given by

\[
\frac{1}{w_i} \left( \frac{a_i T_{upd}}{2} + b_i \right) - \frac{T_{upd}}{2}
\]  

(8)

Case 3. The allocation \( w \) nullifies this queue, when

\[
w_i > w_i^* = a_i + \frac{b_i}{T_{upd}}.
\]  

(9)

The line will reach the horizontal axis and go lower after that (look at Fig 1c) at the point \( t_i' = \frac{b_i}{w_i - a_i} < T_{upd} \). The mean delay equals

\[
\frac{b_i^2}{2w_i(w_i - a_i)T_{upd}}
\]  

(10)

![Figure 1: Possible behaviors of the predicted delay](image)

We outlined 3 general cases of queue sizes expected behavior. Let us move on to the succeeding conditions and properties.
4 Traffic conditions

Traffic properties affect the area for improvement greatly. Let us systematize possible conditions leading to some certainty.

**Definition 4.1** (Guaranteed No-Drop Property). We will say that pipe $i$ has **guaranteed no-drop** property if its queue would not overfill regardless of the value of $w_i$. It is equivalent to $w_i^* = a_i - \frac{M - b_i}{T_{upd}}$ being negative or zero.

Remark. Such pipes always follow case 2 or case 3.

Then, we need

**Definition 4.2** (Allocations space). $W$ is a set of points $w = (w_1, \ldots, w_N)$ such that $w_i \geq 0$ and $w_1 + \ldots + w_N = 1$. I.e., the standard $N$-simplex.

Remark. When we call $w$ an **allocation**, we presume that it lies within $W$.

We will need the notation $x^+ = \max(0, x)$, where $x$ is a real number. Also,

$$
A = a_1 + \ldots + a_N \\
B = b_1 + \ldots + b_N,
$$

which leads to

$$
w'_1 + \ldots + w'_N = A + \frac{B}{T_{upd}} \\
w^*_1 + \ldots + w^*_N = A + \frac{B - MN}{T_{upd}}.
$$

**Criteria 4.3** (Common decomposability). For a given system state there is an allocation such that all queues will be expectedly nullified during the observed period if and only if

$$
A + \frac{B}{T_{upd}} \leq 1.
$$

**Criteria 4.4** (Overfill avoidability). For a given system state there is an allocation such that all queues will be expectedly remain non-overfilled during the observed period if and only if

$$
w^*_1 + \ldots + w^*_N \leq 1.
$$

Remark. If the system state does not have any no-drop pipes (i.e. satisfying [4.1]), then Criteria 4.4 is equivalent to $A + \frac{B - MN}{T_{upd}} \leq 1$.

**Criteria 4.5** (Common non-increase). For a given system state there is an allocation such that all queues will be expectedly non-increasing during the observed period if and only if $a_1 + \ldots + a_N \leq 1$.

**Definition 4.6.** We will call a system state $(a_1, b_1, \ldots, a_N, b_N)$ **steady** if it satisfies Criteria 4.4 but does not satisfy the strict version of Criteria 4.3. I.e. it has the overfill avoidability property without strong common decomposability one (all queues together cannot be decomposed by an algorithm until the very end of the observed period).

**Definition 4.7.** We will call an allocation $w = (w_1, \ldots, w_N)$ **uniform** if pipes behaviors comply all as one with the same case of [1, 2, 3].

Remark. Steadiness is equivalent to the existence of a uniform allocation $w$ avoiding drops in the system, while an allocation nullifying all queues does not exist. Or, all uniform allocations for this state satisfy (7) and, moreover

$$
w^*_1 + \ldots + w^*_N \leq 1.
$$
5 Optimization problems

5.1 Uniform steadiness

In the following problems we analyze a steady system state \((a_1, b_1, \ldots, a_N, b_N)\), where \(a_i \leq 1\) and \(c_i = \frac{a_i T_{\text{upd}}}{2} + b_i > 0\). The positivity is very important for mathematical correctness, as we want to avoid degenerate cases. Consider uniform allocations \(w\) for this state, which implies conditions (15). Note that such allocations exist due to the state’s steadiness. There are several approaches to optimization.

Problem 5.1 (Mean of means optimization).
From (8) we obtain that the problem of minimizing the sum of all pipes mean delays is equivalent to

\[
\min_{w_1 + \ldots + w_N = 1} \left( \frac{c_1}{w_1} + \ldots + \frac{c_N}{w_N} \right)
\]  
(16)

Note that this problem is different from the one of minimizing the overall mean delay.

Solution. We describe an algorithm solving this problem (see 6.2) and prove its correctness in 6.

Problem 5.2 (Min-max mean delay).
From (8) we obtain that the problem of minimizing the maximum of all pipes mean delays is equivalent to

\[
\min_{w_1 + \ldots + w_N = 1} \left( \max_i \left( \frac{c_i}{w_i} \right) \right)
\]  
(17)

5.2 Common nullification

Consider a system state \((a_1, b_1, \ldots, a_N, b_N)\) allowing common nullification of queues (i.e. satisfying Criteria 4.3) and uniform allocations for this state. There are several approaches to optimization in such environment.

Problem 5.3 (Mean of means optimization).
From (10) we obtain that the problem of minimizing the sum of all pipes mean delays is equivalent to

\[
\min_{w_i' \leq w_i} \left[ \sum_i \frac{b_i^2}{w_i(w_i - a_i)} \right]
\]  
(18)

Problem 5.4 (Min-max mean delay).
From (10) we obtain that the problem of minimizing the maximum of all pipes mean delays is equivalent to

\[
\min_{w_i' \leq w_i} \left[ \max_i \left( \frac{b_i^2}{w_i(w_i - a_i)} \right) \right]
\]  
(19)
6 Solution to the Problem 5.1

6.1 Optimality considerations

Let \( R \subset \mathbb{R}^N \) denote the hyperrectangle defined by constraints \( w_i^+ \leq x_i \leq w_i' \) (15). Recall that \( \mathcal{W} \) is a standard simplex, i.e., \( \mathcal{W} = \{ x \in \mathbb{R}^N : x_1 \geq 0, x_1 + \ldots + x_N = 1 \} \). We are trying to minimize

\[
\phi(x_1, \ldots, x_N) = \frac{c_1}{x_1} + \ldots + \frac{c_N}{x_N},
\]

(20)

where \( c_i > 0 \) \( \forall i \leq N \), over all \( x = (x_1, \ldots, x_N) \in \mathcal{P} = R \cap \mathcal{W} \). Note that \( \mathcal{P} \) is a nonempty \((N - 1)\)-dimensional polytope. One can find an example, where \( N = 2 \) and \( \mathcal{P} \) is a segment, on Figure 2a. The 3-dimensional case is shown on Figure 2b.

![Figure 2: Uniform allocations in steady state](image)

First, we will use the fact that the sum of components is 1.

\[
\sum_i \frac{c_i}{x_i} = \sum_i \frac{c_i}{x_i} \sum_i x_i.
\]

(21)

Consider the vector with components \( x_i \sqrt{c_i} \) and another one with those equal to \( \sqrt{x_i} \). Then (21) is the squared product of norms of these vectors. The Cauchy–Bunyakovsky inequality states that this product is not less than the inner product of these two vectors, i.e.,

\[
\sum_i \frac{c_i}{x_i} \sum_i x_i \geq \left( \sum_i \frac{c_i^{1/2}}{x_i^{1/2}} x_i^{1/2} \right)^2 = \left( \sum_i c_i^{1/2} \right)^2,
\]

(22)

and the equality holds only for linearly dependent vectors. This means that the absolute minimum of expression (21) is reached only at points \( v \) where \( v_i = \alpha \sqrt{c_i} \). Clearly, there is only one such point \( v \in \mathcal{W} \), with the corresponding \( \alpha = \sum_i \sqrt{c_i} \).

**Definition 6.1.** The **simplex minimum** is the point

\[
v = (v_1, \ldots, v_N), \text{ where } v_i = \frac{\sqrt{c_i}}{\sum_i \sqrt{c_i}}.
\]

(23)

However, we have boundary conditions (15). If the point \( v \) satisfies those conditions, then it is our optimum. Otherwise, we have the following.
**Lemma 6.2.** If the simplex minimum point \( v \) does not satisfy constraints (15), i.e., \( v \notin \mathcal{R} \), then the minimum of Problem 5.1 is found at a point located on the boundary of the hyperrectangle \( \mathcal{R} \).

**Proof.** Indeed, suppose that a point \( z \) that delivers the optimum for the problem is an interior point of \( \mathcal{R} \), i.e., all inequalities are strict. Suppose that \( z \) is located on the boundary of \( \mathcal{P} \). This would mean that \( v \) is located on the boundary of \( \mathcal{W} \), which contradicts the optimality of \( z \). Indeed, this implies that there is \( w_i = 0 \) and, hence, the target value (20) is infinite. Therefore, \( z \) is also an interior point of \( \mathcal{P} \). Then the partial derivatives of the function

\[
f(x_1, \ldots, x_{N-1}) = \sum_{i \leq N-1} \frac{c_i}{x_i} + \frac{c_N}{1 - x_1 - \cdots - x_{N-1}},
\]

are equal to zero at the point \((z_1, \ldots, z_{N-1})\). This means that

\[
\frac{c_i}{z_i} = \frac{c_N}{(1 - z_1 - \cdots - z_{N-1})^2} = \frac{c_N}{z_N^2} \quad \forall i \leq N - 1.
\]

Hence, all \( \frac{c_i}{z_i} \) are equal. But the only point satisfying this condition is \( v \), which contradicts our suggestion that \( z \neq v \).

We have proved that if \( v \) does not satisfy the problem’s constraints, then our solution is found at a point, where some of those constraints hold as equalities. But so far we cannot say that the minimum is located on the face \( \{x_i = w_i^j\} \) if \( v_i > w_i^j \). This is true in case \( N = 2 \), because \( \frac{c_i}{x_i} + \frac{c_j}{(1-x)} \) is a convex function. However, in a case of larger dimension the principle is more complex.

**Lemma 6.3.** The function \( \varphi(x) \) (20) is convex.

**Proof.** Consider the list of functions

\[
\varphi_i(x_1, \ldots, x_N) = \frac{c_i}{x_i}, \quad i = 1, \ldots, N.
\]

Each of them is convex and \( \sum \varphi_i = \varphi \), hence \( \varphi \) is also convex.

**Remark.** Note that each \( \varphi_i \) is non-strictly convex, while the convexity of \( \varphi \) is strict. Indeed, if you consider two different points \( P, Q \in \mathbb{R}^N \), then the segment \( [(P, \varphi_i(P)), (Q, \varphi_i(Q))] \) lies above the surface \( \{(x, \varphi_i(x)), x \in \mathbb{R}^N\} \) if and only if \( p_i \neq q_i \); the segment lies entirely on this surface otherwise. On the other hand, \( [(P, \varphi(P)), (Q, \varphi(Q))] \) is always positioned above the surface \( \{(x, \varphi(x))\} \), because there is at least one component giving a positive delta (as far as we know that \( P \neq Q \)), while others add nonnegative values.

**Corollary 6.3.1.** Consider the simplex minimum point \( v \) and another point \( z \in \mathcal{W} \). Then for each \( x \in [v, z] \subset \mathcal{W} \) it holds that \( \varphi(x) < \varphi(z) \).

**Definition 6.4.** Suppose that the simplex minimum point \( v = (v_1, \ldots, v_N) \) does not belong to \( \mathcal{R} \). Then there is some \( i \in \{1, \ldots, N\} \) such that \( v_i \notin [w_i^+, w_i^-] \). Without loss of generality, let \( v_i < w_i^+ \). Then we say that \( v \) is separated from \( \mathcal{R} \) by the hyperspace \( S = \{x_i = w_i^+\} \), whose intersection with \( \mathcal{R} \) produces a face \( F \). We will also say that \( v \) is separated from \( \mathcal{R} \) by the face \( F \), which we will call corresponding to the violated constraint.

**Theorem 6.5.** Suppose that the simplex minimum point \( v \) (Def. 6.7) does not satisfy the constraints \( w_i^+ \leq v_i \leq w_i^- \) \( \forall i \leq N \) (15), i.e., \( v \notin \mathcal{R} \). Let components \( v_{i_1}, \ldots, v_{i_t} \) be the ones that violate (15), while others comply. Then the minimum of the Problem 5.1 is found at a point located on one of the faces \( F_{i_1}, \ldots, F_{i_t} \) corresponding to violated constraints.

**Proof.** Given that \( v \notin \mathcal{R} \) we analyze a point \( z \in \partial \mathcal{R} \cap \mathcal{P} = \partial \mathcal{R} \cap \mathcal{W} \). If \( z \in F_j \), then we already have what we want. Otherwise, we draw a segment \( [v, z] \). This segment is actually a path \( [v \rightarrow P_1 \rightarrow \ldots \rightarrow P_l \rightarrow z] \), where each \( P_i \) is a point where we intersect some \( S_{i_j} \) (a hyperspace corresponding to \( F_{i_j} \)). Several consecutive points could be equal, as we can trespass several hyperspaces at a single point. In total the union of those indices \( j' \) is exactly \( \{1, \ldots, l\} \), because our destination point \( z \in \mathcal{R} \) is on the other side with respect to each \( S_j \). This means that \( P_{l} \in \mathcal{R} \), because it satisfies every inequality defining \( \mathcal{R} \). Hence \( P_{l} \in F_{i_{l'}} \) and \( P_{l} \neq z \). According to Corollary 6.3.1, \( \varphi(P_l) < \varphi(z) \) and \( z \) could not be our solution.
6.2 Algorithm [5.1]

It follows from what is written above that the presented algorithm is correct:

1. Take the point \( v_i = \frac{\sqrt{c_i}}{\sum \sqrt{c_i}} \). If \( v \) satisfies the problem’s constraints (15), then \( v \in \mathcal{P} \) is our optimum. Otherwise, we continue with the next step.

2. Let components \( v_{i_1}, \ldots, v_{i_l} \) be the ones that violate (15), while all others comply. According to Theorem [5.5] we will try to find the minimum of the problem on one of the faces \( F_1, \ldots, F_l \) corresponding to violated constraints. Every such face corresponds to a hyperplane obtained when one of the variables \( w_i \) has a fixed value, \( w_i^* \) or \( w_i' \). We execute the following steps for each mentioned face:
   (a) Without loss of generality, assume that we fixed \( w_N \). If \( w_N = 0, 1 \), the target value (20) on this face is infinite.
   (b) Otherwise, we have the following problem:
   
   \[
   \min_{(w_1, \ldots, w_{N-1}) \in \mathcal{P}^N_{w_N}} \left( \frac{c_1}{w_1} + \cdots + \frac{c_{N-1}}{w_{N-1}} \right) 
   \]
   
   where \( \mathcal{P}^N_{w_N} \subset \mathbb{R}^{N-1} \) is the set of vectors \( x = (x_1, \ldots, x_{N-1}) \) such that \( (x_1, \ldots, x_{N-1}, w_N) \in \mathcal{P} \). After setting new variables \( y_i = \frac{x_i}{1-w_N} \) we have \( y_1 + \cdots + y_{N-1} = 1 \). The problem in variables \( (y_1, \ldots, y_{N-1}) \) is analogous to (16). Execute the algorithm for a new problem.

3. After that we have each face’s minimum, compare the target values (20) at these points and get an answer.

Remark. In a “worst” case we would execute a recursive procedure going through the half of all faces on each step, until reducing the dimensionality to 2. This gives us \( N! / 2 \) calculations of points \( v \).
7 Appendix

7.1 Clarification for Section 3

Denote by $F_1$ the antiderivative of $d_1$:

$$F_1(t) = \frac{a_1 - w_1}{2w_1} t^2 + \frac{b_1}{w_1} t, \quad (28)$$

Consider the behavior of the predicted queue size:

1. Increasing, $a_1 \geq w_1$. Denote the point $t^*_1 = \frac{M - b_1}{a_1 - w_1}$, where the queue size becomes equal to $M$ and greater after that.
   (a) $t^*_1 \geq T_{upd}$. Then the queue would not overfill during the period. This is equivalent to $w_1 \geq w^*_1 = a_1 - M - b_1 T_{upd}$.
   (b) $t^*_1 < T_{upd}$, which is $w_1 < w^*_1$. In this case drops would occur.

2. Strictly decreasing, $a_1 < w_1$. We are interested in the point $t'_1 = \frac{b_1}{w_1 - a_1}$, where $BS_1(t)$ degenerates into zero.
   (a) $t'_1 < T_{upd}$. This is equivalent to $w_1 > w'_1 = a_1 + \frac{b_1}{T_{upd}}$. In this case the core function (2) becomes negative after $t'_1$.
   (b) $t'_1 \geq T_{upd}$, which is $w_1 \leq w'_1$. The expressions (1), (2) remain nonnegative during the observed period.

In the drops case: After that all new incoming tasks will be being dropped. The mean delay is given by

$$\int_{t^*_i}^{t'_i} d_i(t) dt = \frac{(T_{upd} - t^*_i) M}{w_i} = \frac{M}{w_i} - \frac{(M - b_1)^2}{2w_i(a_i - w_i) T_{upd}}, \quad (29)$$

and the amount of dropped data is equal to

$$\int_{0}^{T_{upd} - t'_i} (a_i - w_i) t dt = \frac{T_{upd}^2}{2}(a_i - w_i) + \frac{(M - b_1)^2}{2(a_i - w_i)} - (M - b_1) T_{upd}. \quad (30)$$

Simple steps:

I. To find an $w$ such that $w_i \geq w'_i = a_i + \frac{b_i}{T_{upd}}$. This is possible if and only if $w'_1 + \ldots + w'_N \leq 1$. This constraint means that all queues would be nullified during the period.

II. To find an $w$ such that $w_i \geq a_i$. This is possible if and only if $a_1 + \ldots + a_N \leq 1$. In this case all queues would not be increasing during the period.

7.2 Clarification for Section 4

Remark. On Crit. 4.4 If some of the $w^*_i$ are negative, then we should set zero capacity there while setting $w_i = w^*_i$ where it is nonnegative. Then

$$\sum_i w_i = \sum_{i: w^*_i \geq 0} w^*_i \quad \text{could be larger than 1,}$$

while

$$\sum_i w^*_i a_1 + \ldots + a_N + \frac{b_1 + \ldots + b_N - MN}{T_{upd}} \leq 1. \quad (31)$$
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