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Abstract—We propose a stochastic prediction-control framework to promote safety in automated driving by directly controlling the joint state probability density functions (PDFs) subject to the vehicle dynamics via trajectory-level state feedback. To illustrate the main ideas, we focus on a multi-lane highway driving scenario although the proposed framework can be adapted to other contexts. The computational pipeline consists of a PDF prediction layer, followed by a PDF control layer. The prediction layer performs moving horizon nonparametric forecasts for the ego and the non-ego vehicles’ stochastic states, and thereby derives safe target PDF for the ego. The latter is based on the forecasted collision probabilities, and promotes the probabilistic safety for the ego. The PDF control layer designs a feedback that optimally steers the joint state PDF subject to the controlled ego dynamics while satisfying the endpoint PDF constraints. Our computation for the PDF prediction layer leverages the structure of the controlled Liouville PDE to evolve the joint PDF values, as opposed to empirically approximating the PDFs. Our computation for the PDF control layer leverages the differential flatness structure in vehicle dynamics. We harness recent theoretical and algorithmic advances in optimal mass transport, and the Schrödinger bridge. The numerical simulations illustrate the efficacy of the proposed framework.

I. INTRODUCTION

We propose a two layer framework for the prediction and feedback control of joint state probability density functions to promote stochastic safety in multi-lane highway driving scenarios such as Fig. 1. While recent works [1], [2] have advocated the use of stochastic forecasts for safety considerations in automated driving, typical Monte Carlo-based predictive algorithms incur high computational cost due to the curse of dimensionality. Concomitantly, the role of feedback control in automated driving has been limited to mitigating, rather than active steering of uncertainties.

Building on [3], our first contribution is to show that a direct solution of the characteristic ODEs associated with certain Liouville PDEs, allow propagation of the joint state PDFs of the ego and the non-ego vehicles in the form of probability-weighted scattered point clouds. Such a computation does not require approximating the nonlinearities of the vehicle dynamics, or the time varying statistics.

Our second contribution is to directly design feedback controllers for regulating the ego vehicle’s stochastic states from a given initial joint PDF to a desired terminal joint PDF in finite horizon while minimizing the control effort. Based on the collision probability computation, we infer whether a lane change could be safer for the ego, and if so, we derive the desired terminal PDF as the “safest” Wasserstein barycenter of the two consecutive non-ego vehicles in another lane. We exploit the differential flatness structure of the underlying dynamics, as well as recent theoretical advances [4]–[6] in density control. To speed up the controller synthesis computation, we derive closed form formula for the inverse and determinant of the finite horizon controllability Gramian associated with the Brunovsky normal form—these results should be of independent interest.

Notations: Symbols for matrices and vectors are set to be boldfaced capital and small, respectively. Non-boldfaced variables are scalars. We use $[\cdot]_{ij}$ to denote the $(i,j)$th...
element of a matrix. For a block diagonal matrix, we use the symbol "\text{blkdiag}(\cdot)" whose arguments are the diagonal blocks. For a given vector \(v\), the symbol "\text{diag}(v)" denotes a diagonal matrix whose diagonal comprises of the elements of \(v\). The notation \(e_i^d\) stands for the \(i\)th standard basis vector in \(\mathbb{R}^d\) while 0 denotes a column vector of zeros in appropriate dimension. The symbols \(\nabla\), \(\text{Hess}(\cdot)\), \(\det(\cdot)\), \(\mathcal{I}\), \(\otimes\) stand for the Euclidean gradient, Hessian, determinant, factorial, and Hadamard (entry-wise) division, respectively. We use \(\Gamma(\cdot)\) to denote the Gamma function. For any positive integer \(n\), we have \(\Gamma(n) = (n - 1)\). Furthermore, the symbol \(\sharp\) denotes the pushforward of PDF, or probability measure in general. The expectation operator w.r.t. the joint PDF \(\rho(x)\) is denoted as \(\mathbb{E}_\rho[\cdot] := \int \cdot \rho \, dz\). For matrix arguments, the symbol \((\cdot, \cdot)\) denotes the Frobenius inner product.

The remaining of this paper is structured as follows. We provide the modeling details in Section II. The proposed two layer prediction-control framework is explained in Section III. The numerical simulations are given in Section IV.

II. BICYCLE MODEL AND DIFFERENTIAL FLATNESS

To describe an individual car’s trajectory-level, i.e., microscopic motion, we consider the kinematic bicycle model:

\[
\dot{x} = v \cos \theta, \quad \dot{y} = v \sin \theta, \quad \dot{\theta} = \frac{v}{\ell} \tan \phi, \quad \dot{\phi} = a,
\]

with state vector \(x := (x, y, \theta, v)^T\) comprising of the longitudinal and lateral position coordinates \((x, y)\), the heading angle \(\theta\), and the speed \(v\). The control vector \(u := (a, \phi)^T\) comprises of the acceleration \(a\), and the steering wheel angle \(\phi\).

It is well-known that the model (1) is differentially flat [7]–[10]. Specifically, taking the \(2 \times 1\) vector \(\eta = (\eta_1, \eta_2)^T := (x, y)^T\) as the flat output, all states and controls can be written in terms of \(\eta\) and its time derivatives:

\[
x = \eta_1, \quad y = \eta_2, \quad \theta = \arctan(\eta_2 / \eta_1), \quad v = (\dot{\eta}_1^2 + \dot{\eta}_2^2)^{\frac{1}{2}}, \quad a = (\dot{\eta}_1 \dot{\eta}_2 - \eta_2 \ddot{\eta}_1) / (\dot{\eta}_1^2 + \dot{\eta}_2^2)^{\frac{1}{2}}, \quad \phi = \arctan(\ell(\dot{\eta}_1 \dot{\eta}_2 - \eta_2 \ddot{\eta}_1) / (\dot{\eta}_1^2 + \dot{\eta}_2^2)^{\frac{3}{2}}).
\]

Letting \(z := (z^{(1)}, z^{(2)})^T\) where the subvector \(z^{(k)} := (\eta_k, \dot{\eta}_k)^T\) for \(k \in \{1, 2\}\), the endogenous transformation (2) allow us to rewrite (1) in the Brunovsky normal form:

\[
\begin{align*}
\dot{z} &= \text{blkdiag} \left( A^{(1)}, A^{(2)} \right) z + \text{blkdiag} \left( e_1^2, e_2^2 \right) \tilde{u}. \\
= & : A = : B.
\end{align*}
\]

In (3), the matrix \(A^{(k)} := \begin{bmatrix} 0 & e_k^2 \end{bmatrix}\) for \(k \in \{1, 2\}\), and

\[
\tilde{u}_1 := a \cos \theta - (v^2 / \ell) \sin \theta \tan \phi, \quad (4a) \quad \tilde{u}_2 := a \sin \theta + (v^2 / \ell) \cos \theta \tan \phi. \quad (4b)
\]

We will need the mapping \(x \mapsto z := \tau(x) = (x, v \cos \theta, y, v \sin \theta)^T\), and its inverse \(z \mapsto x = \tau^{-1}(z) = (z_1, z_3, \arctan(z_4 / z_2), \sqrt{z_2^2 + z_4^2})^T\). In particular, the determinant of the Jacobian

\[
\det \left( \nabla_x \tau \big|_{x = \tau^{-1}(z)} \right) = \sqrt{z_2^2 + z_4^2} \neq 0, \quad \text{since } v \neq 0. \quad (5)
\]

This will be useful in the sequel.

III. TWO LAYER PREDICTION-CONTROL FRAMEWORK

We next propose a two layer computational framework for the ego vehicle: PDF prediction followed by PDF control. In practice, a third layer at the lower level may exist which is responsible for safety checks at a higher frequency than the prediction and control layers. Based on safety evaluation at this level, corrective actions can be applied such as lane change abort or emergency braking.

A. PDF Prediction Layer

The individual vehicle model (1) is in standard form \(\dot{x} = f(x, u)\). We suppose that each car closes the loop with a nominal model predictive control (MPC) policy: \(u = \mathbf{u}_{\text{MPC}}(x, t)\), resulting in the closed-loop dynamics \(\dot{x} = f(x, \mathbf{u}_{\text{MPC}}(x, t))\). These MPC policies in each vehicle can be thought of as local controllers for holding lanes and maintaining speeds, and compensate the deviations from its mean state at \(t = t_0\) subject to physical constraints. In Section IV, we will detail an implementation.

At time \(t = t_0\), the ego vehicle estimates the joint PDFs for its own as well as its neighboring vehicles’ states (e.g., using a filtering algorithm) at \(t_0\). For instance, in the case described in Fig. 1, these joint PDFs will be \(\rho_{01}^\text{ego}, \rho_{01}^\text{ego}, \rho_{01}^\text{ego}, \rho_{01}^\text{ego}\), where \(i \in \{1, 2, 3\}\) and \(j \in \{1, 2\}\), each of these PDFs being supported on the respective four dimensional \((x, y, \theta, v)\) state spaces. The ego can use these PDFs to forecast the evolution of the respective joint state PDFs over a fixed horizon \([t_0, T]\) by solving the Liouville PDE for the closed-loop dynamics:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (f(x, \pi_{\text{MPC}}(x, t)) \rho) = 0, \quad \rho(x, t = t_0) \text{ known.}
\]

The prediction horizon length \(T\) is assumed to be small (\(\approx 2\) s). For the PDF prediction purpose, the ego assumes that the neighboring non-ego vehicles will not change lane during \([t_0, t_0 + T]\).

In (6), the ego sets the initial joint PDF \(\rho(x, t = t_0)\) equal to \(\rho_{01}^\text{ego}, \rho_{01}^\text{ego}, \rho_{01}^\text{ego}, \rho_{01}^\text{ego}\), for the respective vehicles, and predicts their joint PDFs \(\rho_{t_0}^\text{ego}(x, t), \rho_{t_0}^\text{ego}(x, t), \rho_{t_0}^\text{ego}(x, t), \rho_{t_0}^\text{ego}(x, t)\) for \(t \in [t_0, T]\). Since (6) is a first-order PDE initial value problem, and the characteristic curves of the Liouville PDE are precisely the trajectories of the closed-loop dynamics [11, Sec. II], [12, Sec. IV.A], hence the ego can perform the joint PDF predictions via gridless computation as explained next.

1) Propagation of weighted point clouds: The ego generates \(N\) random samples \(\{x_{i0}^j\}_{i=1}^N\) for each of the known joint PDFs \(\rho(x, t = t_0)\), and evaluates them at the respective initial joint PDFs to obtain the weighted point clouds \(\{x_i^j, \rho_i^j\}_{i=1}^N\) for each vehicle. It then evolves the weighted \(N\)-sample point clouds \(\{x_i(t), \rho_i(t)\}_{i=1}^N\) along the characteristic curves of (6), for each vehicle (including itself). The state
vector for the $i$th sample, $x_i(t)$, is updated via the respective closed-loop dynamics. The joint PDF along the $i$th sample trajectory is updated via the characteristic ODE

$$\dot{\rho}_i = -\nabla_{x_i} \cdot f(x_i, \pi_{\text{MPC}}(x_i, t)), \quad i = 1, \ldots, N,$$

i.e., each vehicle’s joint PDF propagation requires integrating $5 \times 1$ vector ODE with $N$ initial conditions, wherein each of these $N$ samples can be time-propagated in parallel.

2) Collision probabilities and Wasserstein barycenters: From the joint PDF trajectories $\{x_i(t), \rho_i(t)\}_{i=1}^N$, the ego estimates the corresponding bivariate $(x, y)$ marginal PDF trajectories. For the scenario shown in Fig. 1, these bivariate $(x, y)$ marginal PDFs will be $\rho^\text{ego}_{xy}(t)$, $\rho^\text{ego}_{yx}(t)$, $\rho^\text{ego}_{x,y}(t)$, where $i \in \{1, 2, 3\}$, $j \in \{1, 2\}$. If we denote the space of bivariate $(x, y)$ marginal PDFs as $\mathcal{P}_{xy}$, then we can define collision probability $p_{\text{collision}}$ between two vehicles at any given time $t \in [t_0, t_0 + T]$, as a mapping $p_{\text{collision}} : \mathcal{P}_{xy} \times \mathcal{P}_{xy} \mapsto [0, 1]$. We refer the readers to [3, p. 8] for the computation of $p_{\text{collision}}$ at any given time.

To decide whether to change the lane or not over the ensuing time horizon $[t_0, t_0 + T]$, the ego can compute and compare the $p_{\text{collision}}$ for different feasible scenarios. For the situation depicted in Fig. 1 if the ego continues in its own lane then the collision probability is $p_{\text{collision}}(\rho^\text{ego}_{xy}(t), \rho^\text{ego}_{yx}(t))$. If the ego changes lanes, either to its left or right, then by the end of the time horizon, it needs to safely situate itself among the available gaps (i.e., longitudinal separations) between the vehicles in these lanes. We suppose that if any of these gaps (in the expected sense) is $\leq 2\ell$ at $t = t_0 + T$, then the corresponding placement is unsafe. If there are more than one available gaps of expected length $> 2\ell$, then the ego needs to estimate which of them is probabilistically safest for placing itself. A natural way to estimate the same is to compute the Wasserstein barycenter of the $(x, y)$ bivariate marginals for the pair of vehicles whose gap is under consideration, and then to compute $p_{\text{collision}}$ between this barycenter and the bivariate marginals for the vehicles in the front and back. Then, the safest placement option for the ego is the gap for which

$$\max \left\{ p_{\text{collision}}(\text{bary}(\text{front, back}), \rho^\text{ego}_{xy}), p_{\text{collision}}(\text{bary}(\text{front, back}), \rho^\text{ego}_{yx}) \right\}$$

is minimum among all gaps with expected longitudinal separation $> 2\ell$ at $t = t_0 + T$.

The preceding calculation allows the ego to infer the safest gap in a neighboring lane in the event lane change over $[t_0, t_0 + T]$ entails lower collision probability than continuing in its own lane. This inference is done by the ego at $t = t_0$. Let us denote the barycentric joint state PDF corresponding to this gap at $t_0 + T$ as $\rho^\text{ego}_{T}$, $\rho^\text{desired}_{T}$. The reason for the barycentric joint to be a desired terminal PDF for ego is that it not only allows equi-separation in position coordinates, but also in velocity coordinates, from the vehicles at its front and back. Then it remains to design a feedback controller that will actually transfer the ego from the known initial joint PDF $\rho^\text{ego}_{0}$ to the computed $\rho^\text{desired}_{T}$ during $[t_0, t_0 + T]$.

### B. PDF Control Layer

Having obtained the joint PDFs $\rho^\text{ego}_{0}$ and $\rho^\text{desired}_{T}$ from the prediction layer, the objective of the control layer is to synthesize state feedback $\mathbf{u}(x, t)$ that transfers the ego vehicle’s controlled joint state PDF $\rho^\text{ego}(x, t)$ from $\rho^\text{ego}_{0}$ to $\rho^\text{desired}_{T}$ over $t \in [t_0, t_0 + T]$ subject to the trajectory-level dynamics (1) while minimizing some ensemble-level stage cost. A natural choice in our context is to minimize

$$\mathbb{E}_{\rho^\text{ego}} \left[ \int_{t_0}^{t_0+T} \frac{1}{2} \left( \sigma^2 + (v\theta)^2 \right) \, dt \right], \quad (7)$$

i.e., to minimize the average acceleration effort. In (1), $a$ is the longitudinal acceleration, and $v\theta$ is the lateral acceleration under the small sideslip angle assumption.

Using (1), the corresponding stochastic optimal control problem in the feedback linearized coordinates becomes

$$\inf_{\mathbf{u}} \mathbb{E}_{\sigma, \mathbf{u}} \left[ \int_{t_0}^{t_0+T} \frac{1}{2} \| \mathbf{u} \|^2 \, dt \right] \quad (8a)$$

subject to

$$\begin{align*}
\frac{\partial \sigma^{\mathbf{u}}}{\partial t} + \nabla_z \cdot ((A \mathbf{z} + B \mathbf{u}) \sigma^{\mathbf{u}}) &= 0, \quad (8b) \\
\sigma^{\mathbf{u}}(\mathbf{z}, t = 0) &= \tau_2 \rho^\text{ego}_{0}, \quad (8c) \\
\sigma^{\mathbf{u}}(\mathbf{z}, t = T) &= \tau_1 \rho^\text{desired}_{T}. \quad (8d)
\end{align*}$$

In (8), the decision variables are the controlled joint PDF $\sigma^{\mathbf{u}}(\mathbf{z}, t)$ and the state feedback $\mathbf{u}(\mathbf{z}, t)$. The controlled Liouville PDE (8) corresponds to the dynamics (1). Because $(\mathbf{A}, \mathbf{B})$ is a controllable pair, problem (8) is feasible. Also, since the diffeomorphism $\mathbf{z}$ is known, determining the optimal pair $(\sigma^{\mathbf{u}}(\mathbf{z}, t), \mathbf{u}(\mathbf{z}, t))$ in (8) is equivalent to determining the optimal pair $(\rho^\text{ego}(x, t), \mathbf{u}(x, t))$ in (1).

In (8c)-(8d), the pushforward of a given joint PDF $\xi$ via $\mathbf{z}$, i.e., $\zeta := \tau_2 \xi$ can be written explicitly using (5) as

$$\zeta(\mathbf{z}) = \xi \left( z_1, z_3, \text{atan}(\sqrt{z_1^2 + z_2^2}), \sqrt{z_1^2 + z_2^2} \right) / \sqrt{z_1^2 + z_2^2}. \quad (10)$$

Given $t_0, T, \mathbf{A}, \mathbf{B}, \tau, \rho^\text{ego}_{0}, \rho^\text{desired}_{T}$, problem (8) is an instance of the optimal mass transport problem [15, Sec. 8.1] with linear time invariant (LTI) prior dynamics, which admits unique solution provided the pushforwards in the RHS of (8c)-(8d) have finite second moments [15, p. 168]. The latter holds in our numerical computation with weighted point clouds having finite supports.
1) Stochastic regularization: To solve (8), we fix an \( \varepsilon > 0 \), and replace the RHS of (8b) by \( \varepsilon (BB^\top, \text{Hess} (\tilde{\sigma}_u)) \), where \( \text{Hess}(\tilde{\sigma}_u) \) denotes the Hessian of \( \tilde{\sigma}_u \). We can interpret this in two different ways. If the model (3) is imperfect in that the noise in actuation was not accounted for, then a natural modification of (3) capturing such unmodeled dynamics is

\[
dz = (Az + B\tilde{u}) \, dt + \sqrt{2\varepsilon}B \, dw,
\]

where \( w \) is standard vector Wiener process. In this sense, the parameter \( \varepsilon \) models the strength of the actuation noise, and need not be small. On the other hand, if the model (3), or equivalently model (1), is perfect, then one can think of \( \varepsilon \) in (9) as a dynamic stochastic regularization for the computational purpose, and should set a small positive value for it. In either interpretation, the joint PDF dynamics associated with (9) is precisely

\[
\frac{\partial \tilde{\sigma}_u}{\partial t} + \nabla_z \cdot \left( (Az + B\tilde{u}) \, \tilde{\sigma}_u \right) = \varepsilon \langle BB^\top, \text{Hess} (\tilde{\sigma}_u) \rangle.
\]

(10)

The problem (8) with (8b) replaced by (10) amounts to the modification of (3) capturing such unmodeled dynamics is

\[
\frac{\partial \tilde{\sigma}_u}{\partial t} = \frac{\partial \tilde{\sigma}_u}{\partial t} + \nabla_z \cdot \left( (Az + B\tilde{u}) \, \tilde{\sigma}_u \right) - \varepsilon \langle BB^\top, \text{Hess} (\tilde{\sigma}_u) \rangle,
\]

The parameter \( \varepsilon \) with (8b) replaced by (10) amounts to the so-called Schrödinger bridge problem subject to LTI prior dynamics which admits unique solution under the foregoing assumption that (8c)-(8d) have finite second moments. Let us denote the optimizer of (8a), (10), (8c), (8d) as the pair \( (\tilde{\sigma}_u, \tilde{u}_c) \) that depends on the choice of the regularization parameter \( \varepsilon > 0 \). In the limit \( \varepsilon \downarrow 0 \), it is known [4] that \( (\tilde{\sigma}_u, \tilde{u}_c) \rightarrow (\sigma_u, u_c)_\text{opt} \), the optimizer of (8).

The regularized problem (8a), (10), (8c), (8d) allows [4, Sec. 4] computing its solution as

\[
(\tilde{\sigma}_u, \tilde{u}_c) = (\hat{\varphi}(z, t)\varphi(z, t), 2\varepsilon B^\top \nabla_z \varphi(z, t)).
\]

(11)

In (11), the pair \( (\hat{\varphi}, \varphi) \) is given by

\[
\hat{\varphi}(z, t) = \int_{Z_0} \kappa(t_0, z_0, z, t) \, \tilde{\varphi}_0(z_0) \, dz_0,
\]

(12a)

\[
\varphi(z, t) = \int_{Z_T} \kappa(t, z, t_0 + T, z_T) \, \varphi_T(z_T) \, dz_T,
\]

(12b)

where \( \tilde{\varphi}_0(\cdot) := \hat{\varphi}(\cdot, 0), \, \varphi_T(\cdot) := \varphi(\cdot, t_0 + T) \), and \( Z_0, Z_T \) denote the support of the joint PDFs \( \tau_{\tilde{\varphi}}^{\text{opt}}, \tau_{\varphi}^{\text{desired}} \), respectively. The Markov kernel \( \kappa \) in (12) for \( t_0 \leq s < t \leq t_0 + T \) is

\[
\kappa(s, z, t, \bar{z}) := \frac{\det(M_{ts})^{-1/2}}{(4\pi)^{n/2}} \exp \left( -\frac{1}{4\varepsilon} \times (z - \Phi_{ts}(\bar{z}))^\top M_{ts}^{-1}(z - \Phi_{ts}(\bar{z})) \right),
\]

(13)

where \( \Phi_{ts}, M_{ts} \) are the state transition matrix and the controllability Gramian, respectively, associated with the pair \( (A, B) \); see (17), (19) in Appendix. We next discuss how to solve for the pair \( (\varphi_0, \varphi_T) \), which by (11) and (12), furnishes the solution of the regularized problem (8a), (10), (8c), (8d).

4Since \( (A, B) \) is controllable, \( \kappa \) is positive everywhere.
In a highway driving scenario akin to Fig. 1 (see Sec. IV), the ego vehicle’s predictions made at \( t = 0 \) for the \( x \)-marginal evolutions over time horizon \([0, 2]\).

In a highway driving scenario akin to Fig. 1 (see Sec. IV), the ego vehicle’s predictions made at \( t = 0 \) for the \( y \)-marginal evolutions over time horizon \([0, 2]\).

The computation of the trim depends on the initial joint state PDFs. For each vehicle, we linearize (1) about the respective trim point \((x_{\text{trim}}, u_{\text{trim}})\) to obtain the corresponding LTI matrix pair \((A_{\text{trim}}, B_{\text{trim}})\), which is used to compute the explicit MPC feedback \( u = \pi_{\text{MPC}}(x, t) \) for this linearized system via the MPC toolbox [16] minimizing the deviation from \((x_{\text{trim}}, u_{\text{trim}})\) over a prediction horizon of length \( t_p = 2 \) s subject to (15). The MPC objective is set to minimize a quadratic cost of the form [3, eq. (11)] with the state, control and slew rate weights \( Q = 10I_4, R = I_2, S = 10^{-1}I_2 \), respectively, and with a sampling time 0.05 s. This offline nominal explicit MPC synthesis results in continuous piecewise affine feedback \( \pi_{\text{MPC}}(x, t) = \Gamma_q x + \gamma_q \) for \( x(t) \in \mathcal{R}_q \), where \( q = 1, 2, \ldots, \nu \), and \( \bigcup_{q=1}^{\nu} \mathcal{R}_q \) is a disjoint polytopic partition of the reachable set of the respective closed-loop constrained LTI system. The gain matrix-vector pairs \( \{\Gamma_q, \gamma_q\}_{q=1}^{\nu} \) and the polytopic partitions are stored for each vehicle. In our simulation with the seven vehicles, the number of partitions \( \nu \) were 282–301.

Starting with the respective initial joint PDFs mentioned before, and using the framework in Sec. III-A.1 with \( N = 200 \) samples for each, the ego predicts the corresponding transient joint PDFs \( \rho_{\text{ego}}^x(x), \rho_{\text{A}}^x(x), \rho_{L_i}^x(x), \rho_{R_j}^x(x) \) from \( t_0 = 0 \) to \( t_0 + T = 2 \) s subject to (1) with the respective nominal MPC policies in the loop. Fig. 3 and 4 show the corresponding univariate marginals in \( x \) and \( y \) positions, respectively. Notice from the middle lane plot in Fig. 3 that the longitudinal separation between the ego and the vehicle \( A \) decreases over time (due to larger initial mean velocity of the ego compared to \( A \)), indicating that continuation in the same lane, for the next 2 s, will be unsafe for the ego. The collision probability forecasts made by the ego at \( t = 0 \), as described in Sec. III-A.2, are shown in Fig. 5, which corroborates that for the ego to continue in the middle lane is unsafe. Fig. 5 also predicts that the safest option for the ego is to initiate a lane change to its right at \( t = 0 \), so as
Fig. 7: Bivariate \((x, y)\) marginals of the ego vehicle’s optimally controlled joint PDFs from \(\rho^0_\pi(x)\) to \(\rho^\text{desired}_\pi(x)\) over \(t \in [0, 2]\). to situate itself between \(R_1\) and \(R_2\) by \(t = 2\), specifically at the barycenter of \(\rho^5_\pi(x, t = 2)\) and \(\rho^5_\pi(x, t = 2)\), denoted as \(\rho^\text{desired}_\pi(x)\). The \((x, y)\) bivariate marginal of this desired terminal barycentric joint PDF is shown in Fig. 6. For the computation of the Wasserstein barycentric PDF, we used the multi-marginal Sinkhorn algorithm from [17, Sec. 4.2].

Computation of the Wasserstein barycentric PDF, we used the Browse Normal Form as detailed in Sec. III-B.1. Recall from Sec. III-B.2 that this feedback synthesis, in turn, reduces to solving a fixed point recursion outlined in Fig. 2 which uses Theorem 1 in Appendix for computing the Markov kernel (13). Fig. 7 shows the optimally controlled \((x, y)\) bivariate marginals \(\int (\rho^\text{opt}_\pi)_{\text{ego}} \text{d}t \text{d}y\) illustrating the finite horizon density regulation. Some details on the computation related to the feedback synthesis is given in Appendix.

APPENDIX

A. On the Finite Horizon Controllability Gramian for the Brunovsky Normal Form

The purpose of this Appendix is to derive some results on the finite horizon controllability Gramian for the Brunovsky normal form, to help speed up the computation in Sec. III-B.

Suppose a nonlinear control system with \(n\) states and \(m\) controls has vector relative degree \(\pi = (\pi_1, \pi_2, \ldots, \pi_m)^T\) with \(\pi_1 + \pi_2 + \ldots + \pi_m = n\), and that it can be put in the Brunovsky normal form

\[
\dot{z} = \text{blkdiag}(A^{(1)}, \ldots, A^{(m)}) z + \text{blkdiag}(e_{\pi_1}, \ldots, e_{\pi_m}) \tilde{u},
\]

where \(z := (z^{(1)}, \ldots, z^{(m)})^T \in \mathbb{R}^n\), the subvector \(z^{(k)} \in \mathbb{R}^{\pi_k}\) for \(k \in \{1, \ldots, m\}\). The state matrix \(A\) in (16) comprises of the diagonal blocks

\[
A^{(k)} := \begin{bmatrix} 0 & e_1^{\pi_k} & e_2^{\pi_k} & \ldots & e_{\pi_k+1}^{\pi_k} \end{bmatrix} \quad \text{for} \quad k \in \{1, \ldots, m\}.
\]

Notice that (13) is an instance of (16) with \(n = 4, m = 2, \pi_1 = \pi_2 = 2\).

Let \(t_0 \leq s < t \leq t_0 + T\). The state transition matrix for (16) in time horizon \([s, t]\) is

\[
\Phi_{ts} := \Phi(t, s) = \exp(A(t-s)) = \text{blkdiag}(\exp(A^{(1)}(t-s)), \ldots, \exp(A^{(m)}(t-s))),
\]

wherein for each \(k \in \{1, \ldots, m\}\), we have [18, Appendix A]

\[
\exp(A^{(k)}(t-s)) = \begin{cases} (t-s)^{\pi_k-j} & \text{for} \quad i < j, \\ 1 & \text{for} \quad i = j, \\ 0 & \text{for} \quad i > j, \end{cases}
\]

for \(i, j = 1, \ldots, \pi_k\).

The controllability Gramian in time horizon \([s, t]\) is

\[
M_{ts} := M(t, s) = \int_s^t \Phi_{ts} B B^T \Phi_{tr}^T \text{d}r.
\]

Since the pair \((A, B)\) in (16) is controllable, \(M_{ts}\) is strictly positive definite. Changing the integration variable from \(r\) to \(t - r\), a direct computation using (17)-(18) yields

\[
M_{ts} = \text{blkdiag} \left( M^{(1)}_{ts}, \ldots, M^{(m)}_{ts} \right),
\]

whose \(k\)th diagonal block, for \(k \in \{1, \ldots, m\}\), is given by

\[
\left[ M^{(k)}_{ts} \right]_{ij} = \frac{(t-s)^{2\pi_k-i-j+1}}{(\pi_k-i)!(\pi_k-j)!(2\pi_k-i-j+1)}
\]

for \(i, j = 1, \ldots, \pi_k\).

Looking at (20) and (21), it is far from obvious how to get analytical handle on the determinant and inverse of \(M_{ts}\), which can speed up the evaluation of (13) in Fig. 2 and in (12). Theorem 1 gives explicit formula for the same.

Theorem 1. (Explicit formula for the determinant and inverse of \(M_{ts}\)) Let \(M_{ts}\) be the controllability Gramian (19) for the LTI system (16) over time horizon \([s, t]\). Then 

(i) \(\det (M_{ts}) = \prod_{k=1}^m \left( (t-s)^{\pi_k} \prod_{r=1}^{\pi_k} (1+\frac{(r)}{\pi}) \right) \).

(ii) \(M^{-1}_{ts} = \text{blkdiag} \left( (M^{(1)}_{ts})^{-1}, \ldots, (M^{(m)}_{ts})^{-1} \right)\), where

\[
\left[ (M^{(k)}_{ts})^{-1} \right]_{ij} = \frac{(\pi_k-i)!(\pi_k-j)!}{(2\pi_k-i-j+1)(t-s)^{2\pi_k-i-j+1}} \times \prod_{r=1}^{\pi_k} \left( (\pi_k-r+1) \left( \frac{\pi_k-(r-j)}{\pi_k-(r-j-1)} \right) \right)
\]

Proof. (i) Without loss of generality, let \(\pi_k \geq 2\) since for \(\pi_k = 1\), the matrix \(M^{(k)}_{ts}\) is a scalar (equal to its trivial determinant). We rewrite (21) as

\[
\left[ M^{(k)}_{ts} \right]_{ij} = \int_0^{t-s} \sigma^{\pi_k-i} (\pi_k-i)! (\pi_k-j)! \text{d}\sigma.
\]

Recall Andréif identity\([\text{19, 20, cf. [21, part II, problem 68]}\); for two sequences of integrable functions \(f_i(\sigma)\) and \(g_i(\sigma)\), we have

\[
\int_0^{t-s} \det (f_i(\sigma)) \det (g_j(\sigma)) \text{d}\sigma_1 \ldots \text{d}\sigma_n = \nu! \det \left( \int f_i(\sigma) g_j(\sigma) \text{d}\sigma \right).
\]

5This can be seen as the continuum version of the Cauchy-Binet formula.
which applied to (22), yields
\[
\det(M_{ts}^{(k)}) = \frac{1}{\pi_k} \int_0^{t-s} \cdots \int_0^{t-s} \left( \frac{\sigma_{\pi_k-i}}{(\pi_k-i)!} \right)^2 e^{-\sigma_{\pi_k-i}^2} \, ds_1 \cdots ds_{\pi_k} \\
= \frac{1}{\pi_k!} \int_0^{t-s} \cdots \int_0^{t-s} \left( \frac{1}{(\pi_k-i)!} \right)^2 e^{-\sigma_{\pi_k-i}^2} \, ds_1 \cdots ds_{\pi_k} \\
= \frac{1}{\pi_k! \left( \prod_{\pi_k-i=1}^{\pi_k} (\pi_k-i)! \right)^2} \int_0^{t-s} \cdots \int_0^{t-s} \sigma_{\pi_k-i}^2 e^{-\sigma_{\pi_k-i}^2} \, ds_1 \cdots ds_{\pi_k}.
\]
(23)

In the above, the first step used that for (22), \( f_i(\cdot) = g_i(\cdot) = \left( \frac{\pi_k-i}{(\pi_k-i)!} \right)^2 \). The second step utilized a Vandermonde-type determinant. The third step moved the square inside the functions, we get
\[
\int_0^{t-s} \cdots \int_0^{t-s} \left( \frac{1}{(\pi_k-i)!} \right)^2 e^{-\sigma_{\pi_k-i}^2} \, ds_1 \cdots ds_{\pi_k}.
\]
Expressing the pre-factor \( p_k \) in (23) in terms of the Gamma functions, we get
\[
p_k = \frac{1}{\Gamma(\pi_k + 1) \Gamma(r) \, \Gamma(r + 1)}.
\]
Therefore, (23) gives
\[
\det(M_{ts}^{(k)}) = p_k I_k = (t-s)^{\frac{\pi_k}{2}} \prod_{r=1}^{\pi_k} \frac{\Gamma(r)}{\Gamma(\pi_k + r)}.
\]

From (20), we also have \( \det(M_{ts}) = \prod_{k=1}^{m} \det(M_{ts}^{(k)}) \). Combining the last two statements, we obtain the result.

(ii) For \( k \in \{1, \ldots, m \} \), define \( \alpha_{(k)} \in \mathbb{R}^{\pi_k} \) with components \( \alpha_{(k)}[i] := (t-s)^{\pi_k-i}/(\pi_k-i)! \). Notice from (21) that
\[
M_{ts}^{(k)} = \text{diag}(\alpha_{(k)}) \tilde{M}^{(k)} \text{diag}(\alpha_{(k)}),
\]
(24)
where
\[
\left( (\tilde{M}^{(k)})^{-1} \right)_{ij} = \frac{(\pi_k-i)!}{(t-s)^2(\pi_k-i-j)!} \left[ (\tilde{M}^{(k)})^{-1} \right]_{ij}.
\]
(25)
That \( \tilde{M}^{(k)} \) is nonsingular follows from (24) as \( M_{ts}^{(k)} \) is positive definite, and \( \alpha_{(k)} \) is element-wise positive.

To determine the inverse of \( \tilde{M}^{(k)} \), write it as a scaled Cauchy matrix: \[ \tilde{M}^{(k)}_{ij} = (t-s)/(a_i + b_j) \], where \( a_i := \pi_k - i \), and \( b_j := \pi_k - j + 1 \). This enables computation of the inverse \([24, \text{Sec. 1.2.3, Exercise 41}], [25] \):
\[
\left[ (\tilde{M}^{(k)})^{-1} \right]_{ij} = \frac{1}{(t-s)(2\pi_k - i - j + 1) \prod_{r=1}^{\pi_k} (2\pi_k - i - r + 1)(2\pi_k - j - r + 1)},
\]
which together with (25), completes the proof.

To illustrate Theorem 1 consider \( \pi = (3, 2)^T \), \( s = 0 \), \( t = 1 \). Using the Theorem, we then have
\[
M_{10}^{-1} = \begin{pmatrix}
720 & -360 & 60 & 0 & 0 \\
-360 & 192 & -36 & 0 & 0 \\
60 & -36 & 9 & 0 & 0 \\
0 & 0 & 0 & 12 & -6 \\
0 & 0 & 0 & -6 & 4
\end{pmatrix},
\]
det \( (M_{10})^{-1} \) = 103680.

To get a sense of the numerical benefit offered by Theorem 1 we compared the computational times for constructing the LTI Markov kernel in two different ways. The first way was to use the Lyapunov matrix ODE via ode45 in MATLAB to compute the finite horizon Gramian \( M_{ts} \), and then using that \( M_{ts} \) for constructing (13). The second way was to directly use the formulae of the inverse and determinant of \( M_{ts} \) from Theorem 1 in constructing (13). For \( s = 0 \), \( t = 1 \), \( \varepsilon = 0.5 \), the results are summarized in Table I wherein the state dimension for the first row is \( n = 4 \), and the same for the second row is \( n = 5 \). Both rows correspond to \( m = 2 \) controls. In each case, the domain was \([−1, 1]^n\) with 5 uniform discretization per dimension, i.e., 5\(^n\) samples. All simulations were done via MATLAB R2019b on iMac with 3.4 GHz Quad-Core Intel Core i5 processor and 8 GB memory.

| Vector relative degree \( \pi \) | \( \text{Computational time [s]} \) |
|-----------------------------|-------------------------|
|                             | using Lyapunov ODE  | using Theorem 1 |
| \((2, 2)^T\)                | 1.9556                 | 0.2995         |
| \((3, 2)^T\)                | 49.7869                | 6.9294         |

**TABLE I:** Computational times in evaluating (13).

**B. Initial Joint PDFs in Section IV**

We suppose that the initial joint state PDFs for each of the seven cars: \( \{\rho_0^{\text{ego}}, \rho_0^{\text{R}_1}, \rho_0^{\text{R}_2}, \rho_0^{\text{R}_3}, \rho_0^{\text{R}_4}, \rho_0^{\text{R}_5}, \rho_0^{\text{R}_6}\} \), \( i \in \{1, 2, 3\} \), \( j \in \{1, 2\} \), are jointly Gaussian with respective initial mean vectors:
\[
\mu_0^{\text{eg}_1} = (2.37, 0, 29)^T, \quad \mu_0^{\text{eg}_2} = (10.37, 0, 29)^T, \quad \mu_0^{\text{eg}_3} = (18.37, 0, 19)^T, \quad \mu_0^{\text{R}_1} = (0, 0, 22)^T, \quad \mu_0^{\text{R}_2} = (9, 0, 0, 18)^T, \quad \mu_0^{\text{R}_3} = (5, -3.7, 0, 20)^T, \quad \mu_0^{\text{R}_4} = (22, -3.7, 0, 18)^T,
\]
and respective initial covariance matrices:
\[
\Sigma_0^{\text{eg}_1} = \text{diag} (0.44, 4.27, 10^{-6}, 0.16), \quad \Sigma_0^{\text{eg}_2} = \text{diag} (0.25, 7.1, 2.7 \times 10^{-6}, 0.11),
\]
\[
\Sigma_0^{\text{eg}_3} = \text{diag} (0.44, 4.27, 10^{-6}, 0.16), \quad \Sigma_0^{\text{eg}_4} = \text{diag} (0.25, 7.1, 2.7 \times 10^{-6}, 0.11),
\]
\[
\Sigma_0^{\text{eg}_5} = \text{diag} (0.44, 4.27, 10^{-6}, 0.16), \quad \Sigma_0^{\text{eg}_6} = \text{diag} (0.25, 7.1, 2.7 \times 10^{-6}, 0.11),
\]
\[
\Sigma_0^{\text{R}_1} = \text{diag} (0.44, 4.27, 10^{-6}, 0.16), \quad \Sigma_0^{\text{R}_2} = \text{diag} (0.25, 7.1, 2.7 \times 10^{-6}, 0.11),
\]
\[
\Sigma_0^{\text{R}_3} = \text{diag} (0.44, 4.27, 10^{-6}, 0.16), \quad \Sigma_0^{\text{R}_4} = \text{diag} (0.25, 7.1, 2.7 \times 10^{-6}, 0.11),
\]
\[
\Sigma_0^{\text{R}_5} = \text{diag} (0.44, 4.27, 10^{-6}, 0.16), \quad \Sigma_0^{\text{R}_6} = \text{diag} (0.25, 7.1, 2.7 \times 10^{-6}, 0.11),
\]

\[ \Sigma_{0}^{\text{ego}} = \text{diag} \left( 1, 1.2, 2.7 \times 10^{-6}, 0.16 \right), \]
\[ \Sigma_{0}^{\text{ego}} = \text{diag} \left( 0.11, 0.44, 2.7 \times 10^{-6}, 0.03 \right), \]
\[ \Sigma_{0}^{\text{A}} = \text{diag} \left( 0.44, 7.1, 2.7 \times 10^{-6}, 0.13 \right), \]
\[ \Sigma_{0}^{R_{1}} = \text{diag} \left( 0.25, 7.1, 2.7 \times 10^{-6}, 0.11 \right), \]
\[ \Sigma_{0}^{R_{2}} = \text{diag} \left( 1, 5.4, 2.7 \times 10^{-6}, 0.11 \right). \]

\section*{C. Simulation Details for Controller Synthesis in Section IV}

We provide some details of the parameters used for the feedback synthesis steering the initial joint PDF \( \rho_{0}^{\text{ego}}(x) \) to \( \rho_{2}^{\text{desired}}(x) \) over \( t \in [0, 2] \). In our context, the desired terminal PDF \( \rho_{2}^{\text{desired}}(x) \) was computed as the Wasserstein barycenter between the joint PDFs of \( R_{1} \) and \( R_{2} \) at \( t = 2 \) with \( \lambda_{1} = \lambda_{2} = 0.5 \).

We used the stochastic regularization \( \varepsilon = 0.1 \). To implement the fixed point recursion mentioned in Section III-B.2, we used the closed form formulae derived in Theorem 1 in (13). To assess the convergence of the fixed point recursion for the pair \((\hat{\varphi}_{0}, \varphi_{T})\), we employed Hilbert’s projective metric \( d_{\text{Hilbert}} \) (see e.g., [26]) between the previous and the current iterates. Recall that for a given pair of element-wise positive vectors \( p, q \) (i.e., \( p_{i}, q_{i} > 0 \) for all \( i \)), we have
\[ d_{\text{Hilbert}}(p, q) = \log \left( \max_{i} \frac{p_{i} \otimes q}{\min_{i} p_{i} \otimes q} \right). \]

While the number of iterations in the fixed point recursion was less than 1000, we checked if \( d_{\text{Hilbert}}(\varphi_{0}^{\text{previous}}, \varphi_{0}^{\text{current}}) \) and \( d_{\text{Hilbert}}(\varphi_{T}^{\text{previous}}, \varphi_{T}^{\text{current}}) \) were both less than a given numerical tolerance: \( 10^{-4} \). In our simulation, this fixed point recursion converged in 73 iterations.

To avoid the loss of floating point precision, we performed the fixed point recursion shown in Fig. 2 in logarithmic domain using the standard log-sum-exp trick.
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