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Abstract: In the present era of high speed computation with the multicore and other parallel processors in the computational field, there are still some organizations which rely on their old software systems developed years ago, which over the time have been subjected to continuous development by different developers. Even though these softwares persist with the old and little in use technology, they still work to satisfy the operational demands of the organizations and have kept them going in the competitive industry. These systems which have with time grown into legacy, embed the major business functionalities of the organization, which is but effort of years. Hence a methodology is required to rebuild the legacy system to make them suitable for execution on to the present computation systems. The paper discusses a research work, wherein work is done to realize points of latent parallelism in a sequentially executing legacy ‘C’ program which is initially restructured and the design information abstracted. A technique using finite state machine is proposed to identify tasks, events, processes and jobs in the program, which helps to locate functionally independent computational units in the program. Further using the slicing technique, slicing is performed to extract out the appropriate lines of codes defined by the slicing criteria, which assembled together form a functionality that can be executed in parallel with other extracted functional modules or computational units on any parallel computational platform.
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I. INTRODUCTION

The Information Technology is one of the fastest growing industries today. A lot of newer software technologies as well as enhanced hardware computation systems have come up in the industry, making it fully advanced with respect to speed of operation, increased throughput and efficiency with reduced delay of any types. Before the advent of multicore or the multiprocessor systems, the Single core processors were considered to be the high performing systems. Their capacity of executing sequentially at very high speed, increased with increase of the chip density and these single core systems were outperforming in every field of computation. But this increased density on a single chip is burdening the chip operation by creating drawbacks with excess utilization of energy, and high power dissipation. Adding to this, these single core processors do not provide for scaling. This has reduced the reliability of the single core processors.

In recent years introduction of parallel computation and parallel programming models in the IT industry has given a new alternative to the single core processors.
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The parallelization technique has led to the introduction of multicore processors which work with multiple processors or cores embedded on a single die/chip. In contrary to this, there are many organizations in the industry, which own legacy software systems and have continued to be in operation relying on these legacy systems. The Legacy software systems are the in-operational software systems developed by the organizations in the beginning and which have gradually grown to be company’s reliable software systems embedding all the crucial functionalities of business of the organization. These legacy systems may have been developed with the programming languages and on computational platform which were in use back then and may have been continuously worked upon by various developers. But with lot of emerging programming languages and enhanced computational platforms, the legacy software systems may appear obsolete and also show slower pace of operation, in comparison with the present technologies. On the other hand, even with all the prevailing problems, it may be harder for the organizations to think of replacing the legacy systems as these have been operational through years and also were reliable. And the major setback in the replacement is the business significant functionalities embedded in the legacy systems. This makes the organizations re-think about discarding the legacy systems. Under such conditions, the concept of reengineering can be used to rebuild the legacy systems allowing it to handshake with the advanced systems. The paper discuss the work which is in continuity to the earlier work published in [2][3] on the concept of reengineering of legacy ‘C’ programming system to provide them a framework using which these legacy systems can transform their execution in accordance with the advanced technologies. Paper [2][3] discuss work related to reengineering of the legacy system by restructuring it and then abstraction of the control flow and data flow relative entities and tabulation of these as Information Flow Table (IFT). The generation of the Information Flow Table is discussed in paper [3] along with discussion on establishing of functional dependency within the derived attributes. The paper presents work done to identify the possible nodes for parallelization within the restructured program using the IFT and functional dependency.

II. LITERATURE SURVEY

Reengineering is a vast and emerging field. A lot of research has been done to rebuild, reuse the existing systems and for many other requirements. Paper [1], the author has worked to reengineer a legacy ‘C’ program by successful abstraction of the design in the form of control flow and data flow. Paper [2][3][4], work has...
been done to restructure the legacy ‘C’ program to abstract out the structural and behavioural aspects in the form of control flow and data flow tables, paper[3] further shows development of the Information Flow Table(IFT) which represents the complete design information of the program. The attributes tabulated in the IFT are used to continue the work shown in paper [4] where functional dependency amongst the attributes is established. Paper [5][6][7], discuss work on parallelization techniques and evolving a sequentially executing program to parallel execution. Paper [8], discuss discovering the points of potential parallelization in any program. Paper [9][10], shows work carried out for implementation of parallelization driven techniques.

III. RESEARCH WORK CARRIED OUT

The research work proposed and discussed in the paper depends on the work developed and published previously. The research work mainly intends to reengineer a single core executing sequential legacy ‘C’ program such that it can be made amenable to a multicore executing platform. But this reengineering work is carried out at the very level of proximity relative to the original program, without manipulating the underlying or embedded functionality of the input program. The phases of the reengineering work are as discussed below.

A. Restructuring the Input Legacy ‘C’ Program

An executable ‘C’ program is considered as input to the work. A program is usually developed by one or more developers to execute a particular application. During the course of application development, requirements are defined initially and program developed accordingly. With continuous usage of this application program new requirements may arise and thus the need to change the program accordingly. Developers many times leave comment lines to increase understandability, but as the program is worked upon based on requirements of different developers, it may become non maintainable. This reduces the value of the non executable information included by developers earlier. There may also be much information like blank lines; multi-statement lines etc which fail to carry any executable data. Thus before beginning the work of reengineering, restructuring of the original program becomes necessary to increase readability of the input program for further work on it. Thus the input program is subjected to restructuring. Restructuring is a basic process defined in the work, wherein a program is written to parse the input program to identify comment lines, blank lines and remove them. The multistatement lines are converted into single statements and redundancy is identified and removed. Work is also done to eliminate some unconditional structures or loop which tend to change the continuous structure of the program like the goto statement, which is an unconditional jump construct, which take the control to an unknown location and is replaced with appropriate replacements without disturbing the functionality. Thus to mould the program for in-depth analysis of it, restructuring is required. Finally line numbers are given to the structured program which is required for program flow analysis [2].

B. Restructured Program Flow Analysis

The program flow analysis of the restructured program is required to obtain the structural i.e the syntactic information recorded as control flow information and the semantic i.e the behavioral information, recorded as the data flow information.[3]

C. Generation of Information Flow Table (IFT)

The information flow table is generated with the help of the extracted information during program flow analysis [3]. To generate the IFT, the control flow and data flow along the program are traced and tabulated. The control flow table (Ref [2]), mainly involves mapping of the control constructs along with their start and end line numbers. The controls are also mapped with respect to their transitions.

The Data flows in program, depending upon the requirements of the execution of control structures. Data Flow represents the flow of signals which set-off the functions for operation. The Data flow is traced and recorded along with the control constructs. Together the tabular column generated for mapping of control flow and data flow is termed as Information Flow Table (Ref [3])

IV. PROPOSED METHODOLOGY

A. Establishing Functional Dependency to deduce Relevant Attribute Set.

The information mapped out by tracing the legacy programming system represents the absolute constitution of the design of the program. This data is analyzed to understand the functionality ingrained across the program and can also be used to study the dependencies that exist between the functionalities. On establishing mutual dependency relation amongst these functional entities and analysis of these, relevant set of attributes can be deduced which can be used as a criterion for slicing that respective functional computational unit, involving the attributes of the set. The nodes where parallelization can be induced are identified [4].

B. Identification of Nodes for Parallelization using a Finite State Machine (FSM)

A programming systems working to execute major application of an organization, embeds many functionality spread along the system. These functionalities may work as subprograms of the main application program. The functionalities may be dependent on each other operationally or may be independently executing functions.

Thus by identifying such functions or their functional points, parallelism can be induced in the sequentially executing program by extracting out such functional modules and executing them in parallel. The Slicing criterion defined in the earlier section provides for abstraction of functional modules, relative to the attributes. To assist the slicing technique a Finite State Machine is designed with its states defined to identify the nodes in the program which define control structures, their execution status, and transfer of control, control dependence and data dependence.
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The states of the FSM also detect the inline preceding controls structures dependent on the former control and the following statements under the scope of the control construct executing with or without expression of functionality. These nodes or points of controls or data are identified as Events at first encounter, as Process if controls found in succession, with dependency on the former control structure and if any statements with data flow are encountered, they are identified as Jobs respectively. Then the Finite State Machine (FSM), designed using Mealy Machine, is run considering the input restructured program as one task, which on execution scans the input program to identify the presence of events, process and jobs. On the basis of the dependency shown by these, the parallelizable modules are identified and using the slicing technique with the criteria defined these functionally independent computation modules are sliced which can be executed in parallel on a parallel computational system like a multicore processor.

V. CASE STUDY

The work carried out so far are Restructuring of Input program [2], Generation of Information Flow Table [3], Deriving control and Data dependency, Establishing of functional Dependency between control flow and data flow attributes, Realizing of the Relevant attribute set, Deducing of the Slicing Criteria[4].

Design of Finite State Machine (using the Mealy Machine) to represent the state of the Input program

Input: Restructured Legacy ‘C’ Program

Task ➔ Input Program
Events ➔ Control structure encountered for the first time, during parsing of input program (IFT as lookup table)
Control Structures: Ci ⊆ {C1, C2, C3, ….……Cn}, Where i= line number where the control was encounters in succession in the restructured program.
Process ➔ control structures encountered within the Event Process Pi ⊆ {P1, P2, P3, ……Pn}
Jobs ➔ If no more controls are implicitly found, then the statements within or outside the scope of controls, defined by data flow and defining the behavior of any function under the influence of the data are termed as jobs.
Jobs Ji ⊆ {J1, J2, J3,……J}

Consider design of a 3 bit Mealy machine,
For every change of state, one condition is assigned
000 Event - ‘N’ (N=> No) // this state implies no event has occurred
001 Event - ‘Y’( Y=> yes) // An event has occurred
010 Event- ‘Y’ and condition ‘F’ / Event occurred but condition is false i.e. there may be transition of control.
011 Event - ‘Y’, condition ‘T’ // Condition is true, no transition of control takes place
100 Event- ‘Y’, condition ‘F’ - No process - No jobs, control exists but no statements defining process or jobs exists.
101 Event- Y, condition F -> process -> jobs; Controls, implicit controls and statements defining process and jobs exists.
110 Event- Y, condition T -> No process -> No jobs

With every change in the state, the FSM identifies the occurrence of Task followed by Event, if event occurs, it continues to identify whether condition of the event is true or false, if condition is true, then it identifies whether the processes are present or not and further jobs are present or not. Thus the main function of the FSM is to check the occurrence of Events representing main control structure, Processes representing sub or successive control structures with the scope of the former structure and jobs representing the executable statements, again within the scope of the control. If Statements are found in continuous outside the scope of any control structures, then they are independent jobs.

Input Restructured program (Source [3])

```c
int main ()
{
    int a, b, i, n, sum, add, func;
    printf("Enter the n value ");
    scanf("%d", &n);
    clrscr();
    if (n>0)
    {  
        for(i=0; i<n; i++)
        {  
            printf("Enter nos %d", add);
            add=a+b;
            printf("Sum of nos = %d", sum);
            sum=a+b;
            if (n>0)
            {  
                for(i=0; i<n; i++)
                {  
                    printf("Enter nos %d", add);
                    add=a+b;
                    printf("Sum of nos %d", sum);
                }
            }
        }
    }
}
```

| State (Event) | Status | Condition | Process | Jobs |
|---------------|--------|-----------|---------|------|
| 000           | N      | -         | -       | -    |
| 001           | Y      | -         | -       | -    |
| 010           | Y      | F         | -       | -    |
| 011           | Y      | T         | -       | -    |
| 100           | Y      | F         | N       | N    |
| 101           | Y      | F         | Y       | Y    |
| 110           | Y      | T         | N       | N    |
| 111           | Y      | T         | Y       | Y    |

111 Event -Y, condition T -> process -> jobs
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&b);
28 f=a-b;
29 printf("Diff of two nos=%d", func);
30 }
31 for (i=0; i<n; i++)
32 {
33 printf("Enter two nos");
34 scanf("%d%d", &a, &b);
35 f=a%b;
36 printf("Modulus of two nos=%d", func);
37 }
38 }
39 else
40 {
41 printf("No is not valid");
42 }
43 }

Output Program and Analysis:
The FSM identifies the input program as one complete task
Task T
No event has occurred; hence it considers the statements encountered as jobs.
1 J1: void main ()
2 {
3 J2: int a,b,i,n,sum,add,func;
4 J1: printf ("Enter n value");
5 J1: scanf("%d", &n);
6 J1: clrscr();
//Break Point 1 at line 7: Control C7 (Ref: [3]);
//Encountering of control statement
//State: S1 or Event E1: (T/F)
As the restructured program is scanned down for more events, process and jobs and if they occur, then it is defined as the break point or the node which can be considered as potential point for inducing parallelism.
7 if (n>0) // Event E1: continue to check for process
8 {
//Break Point 2 at line 9: Process P1=C9 (control structure at line 9 )
C9: 9 J1: for(i=0; i<n; i++)
10 {
No more control structures found, hence no sub processes. Executable statements are encountered, these are identified as jobs.
11 J2: printf("Enter two nos");
12 J1: scanf("%d%d", &a, &b);
13 J1: sum=a+b;
14 J1: printf("Sum of nos = %d", sum);
15 }
//Break Point 3: Process P2=C16
C16: 16 J1: for(i=0; i<n; i++)
17 {
18 J2: printf("Enter two nos a,b");
19 J1: scanf("%d%d", &a, &b);
20 J1: add=a+b;
21 J1: printf("Sum of nos=%d", add);
22 J1: avg=add/2;
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