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Abstract
In the present paper we calculate the centers and radii of Weyl circles from the Nevanlinna parametrization for various one-dimensional moment problems (Hamburger moment problem, Stieltjes moment problem, truncated moment problem for finite intervals).
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1. Introduction
Let \( s = (s_n)_{n \in \mathbb{N}_0} \) be a real sequence and \( K \) be a closed subset of the real line. The \( K \)-moment problem asks for a positive measure \( \mu \) on \( K \subseteq \mathbb{R} \) such that
\[
    s_n = \int_K x^n \, d\mu(x)
\]
holds for all \( n \in \mathbb{N}_0 \), i.e., it asks for a measure with given moments \( s_n \). Necessary and sufficient conditions for the existence and uniqueness of such measures are well known and can be found in the standard literature, see e.g. \([1,2]\) and references therein.

The aim of the paper is to give a unified approach to the Weyl circles for various one-dimensional moment problems. In section 2 we derive a technical lemma which is crucial in what follows. As a first application we reprove the well known center and radius for the Hamburger moment demonstrating the best case of simplifying these formulas. Thereafter, we deal with the Stieltjes moment problem on \([a, \infty)\) showing that formulas become more complex. At last we treat the truncated moment problem on \([a, b], \mathbb{R} \setminus (a, b) \) and give a simple method to handle more complicated cases.

Let us state some well-known facts which will be needed later.

Orthogonal polynomials of first and second kind. Suppose we have a positive semi-definite moment sequence \( s \), then define \( L_s(x^n) := s_n \) on \( \mathbb{C}[x] \). \( L_s \) induces a scalar product \( \langle \cdot, \cdot \rangle_s \) on \( \mathbb{C}[x] \) with
\[
    \langle p(x), q(x) \rangle_s := L_s \left( p(x)\overline{q(x)} \right)
\]
for all $p, q \in \mathbb{C}[x]$. The Gram–Schmidt orthonormalization of $\{x^n\}_{n \in \mathbb{N}_0}$ with respect to $L_s$ gives the orthonormal polynomials of first kind $\{P_n(x)\}_{n \in \mathbb{N}_0}$ and the polynomials of second kind $Q_n(x)$ can be defined by

$$Q_n(z) := L_{s,x} \left( \frac{P_n(z) - P_n(x)}{z - x} \right)$$

where $L_{s,x}$ means that $L_s$ acts on $x$ and $z$ is treated as a constant.

Representing measures from self-adjoint extensions. From $\mathbb{C}[x]$ and $\langle \cdot, \cdot \rangle_s$ we can construct the Hilbert space $H_s = \mathbb{C}[x] / \langle \cdot, \cdot \rangle_s$ where $\mathcal{N}$ denotes the null space of $\langle \cdot, \cdot \rangle_s$. Furthermore, defining the multiplication operator $M_x$ on $\mathbb{C}[x]$ by $(M_x p)(x) := x \cdot p(x)$ we find that $M_x$ is a densely defined symmetric operator and every self-adjoint extension $X$ gives a spectral measure $\mu_X(\cdot) := (E_X(\cdot), 1, 1)$ which solves the moment problem

$$\int_{\mathbb{R}} x^n d\mu_X(x) = \int_{\mathbb{R}} x^n d(E(x)1, 1) = (1, x^n) = \langle X^n1, 1 \rangle = \langle (M_x^n1), 1 \rangle_s = \langle x^n1, 1 \rangle_s = L_s(x^n) = s_n.$$

On the other hand, every representing measure of the moment problem is of this form, see e.g. [3, Thm. 16.1]. Let $X_F$ be the Friedrichs extension of $M_x$ then we have

$$t_z := (1, (X_F - z)^{-1}1) = \lim_{n \to \infty} -\frac{Q_n(z)}{P_n(z)}$$

for all $z \in \mathbb{C} \setminus [\gamma, \infty)$ where $\gamma = \inf(\sigma(X_F))$, see e.g. [7, Prop. 5.6].

Nevanlinna functions. The solutions of the moment problem can also be characterized by using the following functions and relations.

**1.1 Definition** (see e.g. [3, Lem. 16.19 and p. 379]). For $z, w \in \mathbb{C}$ and $n \in \mathbb{N}_0$ we define

$$A_n(z, w) := (z - w) \sum_{k=0}^{n} Q_k(z)Q_k(w) = a_n \begin{vmatrix} Q_{n+1}(z) & Q_n(z) \\ Q_{n+1}(w) & Q_n(w) \end{vmatrix},$$

$$B_n(z, w) := -1 + (z - w) \sum_{k=0}^{n} P_k(z)Q_k(w) = a_n \begin{vmatrix} P_{n+1}(z) & P_n(z) \\ Q_{n+1}(w) & Q_n(w) \end{vmatrix},$$

$$C_n(z, w) := 1 + (z - w) \sum_{k=0}^{n} Q_k(z)P_k(w) = a_n \begin{vmatrix} Q_{n+1}(z) & Q_n(z) \\ P_{n+1}(w) & P_n(w) \end{vmatrix},$$

$$D_n(z, w) := (z - w) \sum_{k=0}^{n} P_k(z)P_k(w) = a_n \begin{vmatrix} P_{n+1}(z) & P_n(z) \\ P_{n+1}(w) & P_n(w) \end{vmatrix}.$$

As $n \to \infty$ these functions converge uniformly on each compact subset of $\mathbb{R}^2$. Therefore, setting

$$A(z, w) := \lim_{n \to \infty} A_n(z, w), \quad B(z, w) := \lim_{n \to \infty} B_n(z, w),$$
\[ C(z, w) := \lim_{n \to \infty} C_n(z, w), \quad D(z, w) := \lim_{n \to \infty} D_n(z, w) \]

we obtain entire functions \( A, B, C, D \) on \( \mathbb{R}^2 \). For all these functions we summarize some relations in the next lemma.

**1.2 Lemma** (see e.g. [3, p. 390]). Let \( z_1, z_2, z_3, z_4 \in \mathbb{C} \) and \( n \in \mathbb{N}_0 \cup \{ \infty \} \). Then:

i) \( A_n(z_1, z_2) = -A_n(z_2, z_1) \),

ii) \( B_n(z_1, z_2) = -C_n(z_2, z_1) \),

iii) \( D_n(z_1, z_2) = -D_n(z_2, z_1) \),

iv) \( \frac{A_n(z_1, z_2)}{B_n(z_1, z_2)}, \frac{C_n(z_1, z_4)}{D_n(z_1, z_4)} = C_n(z_1, z_3), \frac{C_n(z_2, z_4)}{D_n(z_2, z_4)} \),

v) \( \frac{A_n(z_1, z_2)}{B_n(z_1, z_2)}, \frac{A_n(z_3, z_2)}{A_n(z_3, z_4)} = A_n(z_1, z_3) \cdot A_n(z_2, z_4) \),

vi) \( \frac{A_n(z_1, z_2)}{A_n(z_2, z_3)}, \frac{C_n(z_1, z_4)}{C_n(z_2, z_4)} = A_n(z_1, z_3) \cdot C_n(z_2, z_4) \),

vii) \( \frac{A_n(z_1, z_2)}{B_n(z_1, z_2)}, \frac{B_n(z_3, z_4)}{B_n(z_3, z_4)} = D_n(z_1, z_3) \cdot A_n(z_2, z_4) \),

viii) \( \frac{A_n(z_1, z_2)}{B_n(z_1, z_2)}, \frac{D_n(z_1, z_4)}{D_n(z_1, z_4)} = D_n(z_1, z_3) \cdot C_n(z_2, z_4) \),

ix) \( D_n(z_1, z_2), \frac{D_n(z_1, z_4)}{D_n(z_1, z_4)} = D_n(z_1, z_3) \cdot D_n(z_2, z_4) \).

These relations can be proven with the following lemma and Definition 1.1 for \( n < \infty \) and then by going to the limit \( n \to \infty \) for \( A, B, C, D \) using uniform convergence on each compact set in \( \mathbb{C}^2 \). It is proven by direct computation and provides hints to simplify the center and radius formulas.

**1.3 Lemma.** For \( a, b, c, d, \alpha, \beta, \gamma, \delta \in \mathbb{C} \) we have

\[
\begin{vmatrix}
  a & b \\
  c & d \\
\end{vmatrix}
\begin{vmatrix}
  a & b \\
  \gamma & \delta \\
\end{vmatrix} =
\begin{vmatrix}
  a & b \\
  \alpha & \beta \\
\end{vmatrix}
\begin{vmatrix}
  c & d \\
  \gamma & \delta \\
\end{vmatrix}.
\]

**Nevanlinna Parametrization.** Besides the description of all solutions by self-adjoint extensions, the solutions of the indeterminate Hamburger problem can also be characterized by Pick functions, i.e., for all \( z \in \mathbb{C}^+ \)

\[ I_\mu(z) := \int_{\mathbb{R}} \frac{d\mu(x)}{x-z} = \frac{C(z, 0)\Phi(z) + A(z, 0)}{D(z, 0)\Phi(z) + B(z, 0)} =: H_\mu(z) \]

is a one-to-one correspondence between the Stieltjes transform of the representing measures \( \mu \) and the M"{o}bius transform of Pick functions \( \Phi \).

**2. Main Tool**

Our main tool for the calculations of the center and radii of the Weyl circles is the following lemma.
2.1 Lemma. Let $\alpha, \beta, \gamma, \delta \in \mathbb{C}$ and $I \subseteq \mathbb{R}$ with $\#I \geq 3$ such that
\[
w(t) = \frac{\alpha t + \beta}{\gamma t + \delta} \quad (t \in I)
\]
describes (part of) the boundary $\partial K$ of a circle $K$ in $\mathbb{C}$, i.e., $w(I) \subseteq \partial K$ and therefore $\frac{\gamma \delta}{\gamma \delta} \neq 0$ and $\frac{\alpha \beta}{\gamma \delta} \neq 0$. Then the circle $K$ has center $m$ and radius $r$ given by
\[
m = \begin{bmatrix} \alpha/\gamma \\ \beta/\delta \end{bmatrix} \quad \text{and} \quad r = \begin{bmatrix} \alpha/\gamma \\ \beta/\delta \end{bmatrix}.
\]

\textbf{Proof.} Without loss of generality let $I = \mathbb{R}$ and note that
\[
C := \left\{ \frac{1}{t+i} \bigg| t \in \mathbb{R} \right\} \subset \mathbb{C}
\]
is a circle with center $M = -i/2$ and radius $R = 1/2$. Otherwise, each circle is uniquely determined by three points, i.e., only $\#I \geq 3$ is required. Then from
\[
K = \left\{ \frac{\alpha t + \beta}{\gamma t + \delta} \bigg| t \in \mathbb{R} \right\} = \left\{ \frac{\mu}{\gamma t + \delta} \bigg| t \in \mathbb{R} \right\} + \frac{\alpha}{\gamma} \quad \left( \mu := \frac{\beta \gamma - \alpha \delta}{\gamma} \right)
\]
\[
= \frac{\mu}{\gamma} \cdot \left\{ \frac{1}{t' + i \cdot \text{Im}(\delta/\gamma)} \bigg| t' \in \mathbb{R} \right\} + \frac{\alpha}{\gamma} \quad \left( t' := t + \text{Re}(\delta/\gamma) \right)
\]
\[
= \frac{\mu}{\gamma \cdot \text{Im}(\delta/\gamma)} \cdot \left\{ \frac{1}{t' + i} \bigg| t' \in \mathbb{R} \right\} + \frac{\alpha}{\gamma} \quad \left( t' := \text{Im}(\delta/\gamma)t \right)
\]
\[
= \frac{2i \gamma \delta (\beta \gamma - \alpha \delta)}{\gamma (\gamma \delta - \gamma \delta)} \cdot C + \frac{\alpha}{\gamma}
\]

we find
\[
m = \frac{2i \gamma \delta (\beta \gamma - \alpha \delta)}{\gamma (\gamma \delta - \gamma \delta)} \cdot M + \frac{\alpha}{\gamma} = \left| \begin{array}{c} \alpha/\gamma \\ \beta/\delta \end{array} \right| \quad \text{and} \quad r = \left| \begin{array}{c} \alpha/\gamma \\ \beta/\delta \end{array} \right| \cdot |R| = \left| \begin{array}{c} \alpha/\gamma \\ \beta/\delta \end{array} \right|.
\]

2.2 Remark. In the case that $\frac{\gamma \delta}{\gamma \delta} \neq 0$ and $\frac{\alpha \beta}{\gamma \delta} = 0$ the image of $\mathbb{R}$ is a point, i.e., $m \in \mathbb{C}$ and $r = 0$, while in the case $\frac{\gamma \delta}{\gamma \delta} = 0$ and $\frac{\alpha \beta}{\gamma \delta} \neq 0$ the image is a line, i.e., $m = r = \infty$.

3. Hamburger Moment Problem

Let us now reprove the formulas for the center and radius of the Hamburger moment problem to see how the relation between $A, B, C,$ and $D$ work together.
3.1 Theorem (see e.g. [3, Thm. 16.28, Def. 16.7, and Lem. 16.32]). For the one-dimensional Hamburger moment problem the Weyl circle $K_z$ has center

$$m_z = -\frac{C(z, \overline{z})}{D(z, \overline{z})} \quad (1)$$

and radius

$$r_z = \frac{1}{|D(z, \overline{z})|} \quad (2)$$

Proof. The boundary $\partial K_z$ is parametrized by

$$I_{\mu_i}(z) = \int_\mathbb{R} \frac{d\mu_i(x)}{x-z} = -\frac{A(z,0) + tC(z,0)}{B(z,0) + tD(z,0)} \quad (t \in \mathbb{R})$$

and therefore we have $\alpha = -C(z,0)$, $\beta = -A(z,0)$, $\gamma = D(z,0)$ and $\delta = B(z,0)$ in Lemma 2.1 with the three determinants $\begin{vmatrix} \alpha & \beta \\ \gamma & \delta \end{vmatrix} = 1$, $|\begin{vmatrix} \alpha & \beta \\ \gamma & \delta \end{vmatrix}| = C(z, \overline{z})$, and $|\begin{vmatrix} \gamma & \delta \\ \overline{\alpha} & \overline{\beta} \end{vmatrix}| = -D(z, \overline{z})$ by Lemma 1.2. This gives $m_z$ and $r_z$. \hfill \square

3.2 Remark. From the parametrization

$$w_n(t) = -\frac{Q_n(z)t - Q_{n+1}(z)}{P_n(z)t - P_{n+1}(z)} \quad (t \in \mathbb{R})$$

of the truncated Hamburger moment problem for $\{s_k\}_{k=0}^{2n}$ we find the center

$$m_z = \begin{vmatrix} -Q_n(z) & Q_{n+1}(z) \\ P_n(\overline{z}) & -P_{n+1}(\overline{z}) \end{vmatrix} = -\begin{vmatrix} Q_{n+1}(z) & Q_n(z) \\ P_{n+1}(\overline{z}) & P_n(\overline{z}) \end{vmatrix} = \frac{C_n(z, \overline{z})}{D_n(z, \overline{z})} \quad (3)$$

and the radius

$$r_z = \left| \frac{-Q_n(z) & Q_{n+1}(z) \\ P_n(z) & -P_{n+1}(z)}{P_n(\overline{z}) & -P_{n+1}(\overline{z})} \right| = \left| \frac{C_n(z, z)}{D_n(z, \overline{z})} \right| = \frac{1}{|D_n(z, \overline{z})|} \quad (4)$$

see e.g. [3, Thm. 1]. As $n \to \infty$ the center and radius in eqs. (3) and (4) tend to the center and radius of the Hamburger moment problem in Theorem 3.1.

3.3 Remark. From the previous remark and the proof of Theorem 3.1 we see that any parametrization

$$\frac{C(z, a)t + A(z, a)}{D(z, a)t + B(z, a)}$$

gives the same center and radius for all $a \in \mathbb{R}$, i.e., the change between different $a$’s results only in a linear transformation of $t$ with real coefficient in front of $t$. 
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4. Stieltjes Moment Problem on $[a, \infty)$

In the previous section we used the fact that for fixed $z \in \mathbb{C}^+$ the values $\Phi(z)$ are the whole $\mathbb{C}^+$ and therefore only required the image of its boundary $\partial \mathbb{C}^+ = \mathbb{R} \cup \{\infty\}$. The following treatment of the Stieltjes moment problem on $[a, \infty)$ reveals in a very easy way that for fixed $a \in \mathbb{R}$ the boundary of $\{I_z(\mu)\}$ depends solely on $\partial \{\Phi(z)\}$. Recall the following proposition.

4.1 Proposition (see e.g. [7] or [8]). Let $s = \{s_k\}_{k \in \mathbb{N}_0}$ be an indeterminate $[a, \infty)$-moment sequence. For any $z \in \mathbb{C}^+$ the formula

$$
\int_a^\infty \frac{d\mu(x)}{x-z} = \frac{C(z,a)\Phi(z) + A(z,a)}{D(z,a)\Phi(z) + B(z,a)}
$$

is one-to-one correspondence between Pick functions $\Phi \in \mathbb{P}_{a,t_a}$ and solutions $\mu$ of this moment problem. Additionally, all $\Phi \in \mathbb{P}_{a,t_a}$ have the form $\Phi(z) = \beta + \int_a^\infty \frac{d\rho(x)}{x-a} (z \in \mathbb{C} \setminus [a, \infty))$ with $\beta \geq t_a (>0)$ and $\rho$ a measure with $\int_a^\infty \frac{d\rho(x)}{x-a+1} < \infty$ or $\Phi = \infty$.

Therefore, we have to calculate $\{\Phi(z) \mid \Phi \in \mathbb{P}_{a,t_a}\}$.

4.2 Lemma. Let $a \in \mathbb{R}$. Then we have

$$
\{\Phi(z) \mid \Phi \in \mathbb{P}_{a,t_a}\} = \left\{ \beta + \frac{\gamma}{a-z} \mid \beta \geq t_a, \; \gamma \geq 0 \right\} \cup \{\infty\}
$$

for all $z \in \mathbb{C}^+$.

Proof. Since every Pick function $\Phi$ in $\mathbb{P}_{a,t_a}$ can be written as $\Phi(z) = \beta + \int_a^\infty \frac{d\rho(x)}{x-a}$ for some $\beta \geq t_a$ and some measure $\rho$ with $\int_a^\infty (x-a+1)^{-1}d\rho(x) < \infty$ or $\Phi = \infty$ it is sufficient to prove

$$
\left\{ \beta + \int_a^\infty \frac{d\rho(x)}{x-z} \mid \beta \geq t_a, \; \rho \text{ measure} \right\} = \left\{ \beta + \frac{\gamma}{a-z} \mid \beta \geq t_a, \; \gamma \geq 0 \right\}.
$$

The inclusion $\supseteq$ in (*) follows easily by setting $\rho = \gamma \delta_a (\gamma \geq 0)$. The harder part is to prove the inclusion $\subseteq$.

For $z \in \mathbb{C}^+$ let $\partial K(z) := \left\{ \frac{1}{x-z} \mid x \in [a, \infty) \right\}$ and $K(z) := \text{conv} \partial K(z)$. Then by applying Lemma [2,4] we see that $\partial K(z)$ is an arc of a circle with center $m$ and radius $r$ given by $m = \frac{1}{2\text{Im}(z)}$ and $r = \frac{1}{2\text{Im}(z)}$. The end points of $K(z)$ are $0 (x = \infty)$ and $(a-z)^{-1} (x = a)$, i.e., the circle is divided by the line $l : \frac{z}{a-z} (\gamma \geq 0)$ into two parts and the disk in two parts. $\partial K(z)$ is the right arc and $K(z)$ the right part (facing to the positive real axis) since

$$
\text{Re} \left( \partial_x (x-z)^{-1} \right) = \text{Re} \left( \frac{-x^2 + 2xz - z^2}{|x-z|^4} \right) \xrightarrow{x \to \infty} -0,
$$

i.e., $\partial K(z)$ is parametrized in mathematical negative direction.
Finally, let \( \rho \) be a measure. Then either \( \Phi(z) = \infty \) and therefore it is in the right set of \((*)\) or we can find finite atomic measures \( \Delta_n = \sum_{k=1}^n c_k^{(n)} \delta_{x_k^n} \) with \( x_k^n \in [a, \infty) \) and \( c_k^{(n)} > 0 \) for all \( k = 1, \ldots, n \) and \( n \in \mathbb{N} \) such that
\[
c \cdot K(z) \geq \int_a^\infty d\Delta_n(x) \cdot \frac{n \to \infty}{n} \int_a^\infty d\rho(x) \cdot \frac{x - z}{x - z}
\]
for some \( c > 0 \). And since \( K(z) \) is closed, we also have \( \int_a^\infty d\rho(x) \) in the right set of \((*)\). This shows that also \( \subseteq \) holds in \((*)\) and equality is proven.

4.3 Remark. The previous statement can also be viewed as a consequence of a result due to F. Riesz (see e.g. [9] or [2, Thm. 3.5]): Let \( u \in C([a, b], \mathbb{R}^n) \). Then the closed convex hull \( \text{conv}\{u(t) \mid t \in [a, b]\} \) is the set of points \( c \) admitting the representation \( c = \int_a^b u(t) \, d\mu(t) \) where \( \mu \) is a probability measure.

4.4 Theorem. If \( \mu \) ranges over all solutions of the Stieltjes moment problem then for a fixed \( z \in \mathbb{C}^+ \) the points \( w = \int_a^\infty \frac{d\mu(x)}{x - z} \) fill the closed region \( L(z) \), bounded by a pair of circular arcs and lying in the upper half plane, with vertices at the points \( -\frac{C(z, a)}{D(z, a)} \) and \( t_z = \lim_{n \to \infty} -\frac{Q_n(z)}{P_n(z)} = \langle 1, (X_F - z)^{-1} \rangle \) and angle equal to \( \arg(1/(a - z)) \).

The bounding arcs of \( L(z) \) have the parametric equations
\[
w_1(t) = -\frac{C(z, a)t + A(z, a)}{D(z, a)t + B(z, a)} \quad (t \in [t_a, \infty])
\]
and
\[
w_2(t) = -\frac{C(z, a)t + (a - z)[A(z, a) + t_a C(z, a)]}{D(z, a)t + (a - z)[B(z, a) + t_a D(z, a)]} \quad (t \in [0, \infty])
\]
and belong to circles \( K_1(z) \) and \( K_2(z) \) with center \( m_i \) and radii \( r_i \) given by
\[
m_1 = \frac{C(z, a)}{D(z, a)} \quad m_2 = \begin{vmatrix}
(a - z)[A(z, a) + t_a C(z, a)] & C(z, a) \\
(a - z)[B(z, a) + t_a D(z, a)] & D(z, a)
\end{vmatrix},
\]
\[
r_1 = \frac{1}{|D(z, a)|} \quad r_2 = \begin{vmatrix}
(a - z)[B(z, a) + t_a D(z, a)] & D(z, a) \\
(a - z)[B(z, a) + t_a D(z, a)] & D(z, a)
\end{vmatrix}.
\]

Proof. Set \( H_n^a(t) := -\frac{C(z, a)t + A(z, a)}{D(z, a)t + B(z, a)} \) and \( P := \mathbb{P}_{a, t_a}(z) := \{ \Phi(z) \mid \Phi \in \mathbb{P}_{a, t_a} \} \) for \( z \in \mathbb{C}^+ \), then by Lemma [4.2] we have
\[
P = \mathbb{P}_{a, t_a}(z) = \left\{ \beta + \frac{t}{a - z} \mid \beta \geq t_a, \ t \geq 0 \right\}
\]
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and boundary $\partial P = \partial_1 P \cup \partial_2 P$ with

$$\partial_1 P := [a, \infty) \quad \text{and} \quad \partial_2 P := \left\{ t_a + \frac{t}{a-z} \bigg| t \in [0, \infty) \right\}.$$ 

By Proposition 4.1, $H^n_z$ maps $\partial P$ bijective to $L(z)$ with boundary

$$\partial L(z) = H^n_z(\partial P) = H^n_z(\partial_1 P \cup \partial_2 P) = H^n_z(\partial_1 P) \cup H^n_z(\partial_2 P).$$

Therefore, $L(z)$ is bounded by the circular arcs $L(\partial_1 P)$ and $L(\partial_2 P)$ parametrized by $w_1(t) = H^n_z(t)$ with $t \in [t_a, \infty)$ and $w_2(t) = H^n_z(t_a + (a-z)^{-1}t)$ with $t \in [0, \infty]$.

The vertices of $L(z)$ are $w_1(\infty) = w_2(\infty) = -C(z, a)/D(z, a)$ and

$$w_1(t_a) = w_2(0) = -\frac{A(z, a) + t_a C(z, a)}{B(z, a) + t_a D(z, a)} = \lim_{n \to \infty} -\frac{A_n(z, a) - \frac{Q_n(a)}{P_n(a)} C_n(z, a)}{B_n(z, a) - \frac{Q_n(a)}{P_n(a)} D_n(z, a)}

= \lim_{n \to \infty} -\frac{P_n(a)}{P_n(z)} \begin{vmatrix} Q_{n+1}(z) & Q_n(z) \\ Q_{n+1}(a) & Q_n(a) \end{vmatrix} - \frac{Q_n(a)}{P_n(a)} \begin{vmatrix} Q_{n+1}(z) & Q_n(z) \\ Q_{n+1}(a) & Q_n(a) \end{vmatrix}

= \lim_{n \to \infty} -\frac{Q_n(z)}{P_n(z)} = (1, (X_F - z)^{-1}1) = t_z.$$

The angles at the vertices are by symmetry equal and also equal to $\arg(1/(a-z))$, the angle between $\partial_1 P$ and $\partial_2 P$ which is preserved by $H^n_z$.

In the case of the center and radius for $w_1$ similar calculations as in Theorem 3.1 hold leading to the exact same results. For $w_2$ applying Lemma 2.1 we have $\alpha = -C(z, a)$, $\beta = (a-z)[A(z, a) + t_a C(z, a)]$, $\gamma = D(z, a)$, and $\delta = (a-z)[B(z, a) + t_a D(z, a)]$ leading to

$$\begin{vmatrix} \alpha & \beta \\ \gamma & \delta \end{vmatrix} = a-z \begin{vmatrix} \alpha & \beta \\ \gamma & \delta \end{vmatrix} = \begin{vmatrix} (a-z)[A(z, a) + t_a C(z, a)] & C(z, a) \\ (a-z)[B(z, a) + t_a D(z, a)] & D(z, a) \end{vmatrix},$$

and $\begin{vmatrix} 1 & 1 \\ 1 & 1 \end{vmatrix} = \begin{vmatrix} 1 & 1 \\ 1 & 1 \end{vmatrix}$ which gives $m_2$ and $r_2$. $\square$

5. Truncated Moment Problem on $[a, b]$

5.1 Proposition (see [6] Cor. p. 227f.). If $\mu$ ranges over the solutions of the truncated moment problem for $s = \{sk\}_{k=0}^m$ with $\Omega = [a, b]$ then for a fixed $z \in \mathbb{C}^+$ the points $w = \int_a^b \frac{d\mu(t)}{t-z}$ fill the closed region $L_m(z)$, bounded by a pair of circular arcs and lying in the upper half plane. The bounding arcs of this region $L_m(z)$ have with $t \in [0, \infty]$ the following parametric equations for $m = 2n$:

$$w_1(t) = -\frac{(1)^n C_n(z, a) t + C_n(z, b)}{(1)^n D_n(z, a) t + D_n(z, b)},$$

$^1$Note that in [9] the Stieltjes transform is chosen with a different sign, i.e., $\int_a^b \frac{d\mu(t)}{t-z}$. Therefore, Krein’s $L_m(z)$ lies in the lower half plane of $\mathbb{C}$. 
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\[ w_2(t) = -\frac{(z - b)(-1)^n C_n(z, a)t + (z - a)C_n(z, b)}{(z - b)(-1)^n D_n(z, a)t + (z - a)D_n(z, b)} \]

and for \( m = 2n + 1 \):

\[
\begin{align*}
 w_3(t) &= -\frac{(-1)^{n+1}Q_{n+2}(z)P_{n+1}(a)P_n(b) t + (z - a)Q_{n+1}(z) P_{n+1}(b) P_n(a)}{P_{n+2}(z) P_{n+1}(z) P_n(z) t + (z - a)P_{n+1}(z) P_n(z) P_n(a)}, \\
 w_4(t) &= -\frac{(-1)^{n+1}Q_{n+2}(z)P_{n+1}(a)P_n(b) t + (z - a)Q_{n+1}(z) P_{n+1}(b) P_n(a)}{P_{n+2}(z) P_{n+1}(z) P_n(z) t + (z - a)P_{n+1}(z) P_n(z) P_n(a)},
\end{align*}
\]

The center and radii of the bounding circles are summarized in the next theorem.

5.2 Theorem. The circle \( K_1(z) \) corresponding to \( w_1 \) has center \( m_1 \) and radius \( r_1 \) and the circle \( K_2(z) \) corresponding to \( w_2 \) has center \( m_2 \) and radius \( r_2 \) given by

\[
m_1 = \frac{-C_n(z, \bar{z})}{D_n(z, \bar{z})}, \quad m_2 = \frac{(z - b)C_n(z, a) - (z - a)C_n(z, b)}{(\bar{z} - b)D_n(z, \bar{a}) - (\bar{z} - a)D_n(z, \bar{b})}.
\]

\[
r_1 = \frac{1}{|D_n(z, \bar{z})|}, \quad \text{and} \quad r_2 = \frac{(z - a)(\bar{z} - b)D_n(a, \bar{a})}{(\bar{z} - b)D_n(z, \bar{a}) - (\bar{z} - a)D_n(z, \bar{b})}.
\]

Proof. We always apply Lemma 2.1 with different \( \alpha, \beta, \gamma, \) and \( \delta \). For \( K_1(z) \) we have \( \alpha_1 = (-1)^n B_n(a, z), \beta_1 = B_n(b, z), \gamma_1 = (-1)^{n+1} D_n(a, z), \) and \( \delta_1 = -D_n(b, z) \) by Lemma 1.2 and it follows that \( \left\vert \frac{\alpha_1}{\gamma_1} \frac{\beta_1}{\delta_1} \right\vert = (-1)^{n+1} \frac{D_n(a, b)}{D_n(z, \bar{z})} \) giving \( m_1 \) and \( r_1 \).

For \( K_2(z) \) we have \( \alpha_2 = (-1)^n (z - b) B_n(a, z), \beta_2 = (z - a) B_n(b, z), \gamma_2 = (-1)^{n+1} (z - b) D_n(a, z), \) and \( \delta_2 = -(z - a) D_n(b, z) \). It follows that \( \left\vert \frac{\alpha_2}{\gamma_2} \frac{\beta_2}{\delta_2} \right\vert = (-1)^{n+1} \frac{(z - b)C_n(z, a) - (z - a)C_n(z, b)}{(\bar{z} - b)D_n(z, \bar{a}) - (\bar{z} - a)D_n(z, \bar{b})} \) and

\[
\left\vert \frac{\gamma_2}{\delta_2} \right\vert = (-1)^n \left\vert \frac{(z - b)D_n(a, b) - (z - a)D_n(a, \bar{b})}{(\bar{z} - b)D_n(z, \bar{a}) - (\bar{z} - a)D_n(z, \bar{b})} \right\vert \text{ which gives } m_2 \text{ and } r_2.
\]

5.3 Remark. We see that the circle \( K_1(z) \) is just the Weyl circle of the truncated Hamburger moment problem with the moment sequence \( s = (s_k)_{k=0}^n, \) see Remark 5.2.
5.4 Remark. The center $m_3$ and $m_4$ as well as the radii $r_3$ and $r_4$ can be calculated by the same method. But the formulas are very large since no simplifications appear due to the appearance of $3 \times 3$-determinants together with $1 \times 1$-determinants.

5.5 Remark. We treated here only the truncated moment problem on $[a, b]$. The center and radii of the full moment problem on $[a, b]$ is then given by taking the limit $n \to \infty$ in the even case. Again, also for $n \to \infty K_1(z)$ is the circle for the Hamburger moment problem and $K_2(z)$ represents the restriction of the support of $\mu$ to be in $[a, b]$.

6. Truncated Moment Problem on $\mathbb{R} \setminus (a, b)$

6.1 Definition (see e.g. [2, p. 396]). Let $a_1 < b_1 < a_2 < b_2 < \ldots < a_m < b_m$ and $E_m := \mathbb{R} \setminus \bigcup_{i=1}^m (a_i, b_i)$ for $m \in \mathbb{N}$. Define $S(E_m)$ to be the set of Pick functions (i.e., functions $f$ holomorphic on $\mathbb{C}^+$ with $f(z) \in \mathbb{C}^+$ for all $z \in \mathbb{C}^+$) such that $f$ is holomorphic and positive in the intervals $(a_i, b_i)$ ($i = 1, ..., m$).

6.2 Proposition (see e.g. [2, Thm. A.8]). A function $F$ is in class $S(E_m)$ iff it admits a multiplicative representation

$$F(z) = C \cdot \exp \left( \int_{E_m} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) f(t) \, dt \right)$$

where $C > 0$ and $0 \leq f(z) \leq 1$ a.e. on $E_m$.

6.3 Proposition. Let $z \in \mathbb{C}^+$, $a < b$, and $E := \mathbb{R} \setminus (a, b)$. Then

$$\{F(z)\}_{F \in S(E)} = \left\{ x \in \mathbb{C} \bigg| 0 \leq \arg x \leq \arg \frac{z-a}{z-b} \leq \pi \right\}.$$ 

Proof. Since $S(E_m)$ is a cone $\{F(z)\}_{F \in S(E)}$ is a cone in $\mathbb{C}^+$ for any $z \in \mathbb{C}^+$. Define the rays

$$F_f(z) := \mathbb{R}_{\geq 0} \cdot \exp \left( \int_{E_m} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) f(t) \, dt \right).$$

Then we have

$$F_{cf}(z) = F_f(z)^c \quad \forall c \geq 0 \quad \text{and} \quad F_{f_1 + f_2}(z) = F_{f_1}(z) \cdot F_{f_2}(z). \quad (*)$$

We will show that $0 \leq \arg F_f(z) \leq \arg \frac{z-a}{z-b}$ for all measurable $f : E \to [0, 1]$. Let $-\infty < a_1 < b_1 \leq a < b \leq a_2 < b_2 < \infty$ and set $g := \chi_{[a_1, b_1]} + \chi_{[a_2, b_2]}$ as a simple function, then $F_g(z) = \mathbb{R}_{\geq 0} \cdot \frac{z-b_1}{z-a_1} \cdot \frac{z-b_2}{z-a_2}$ and hence

$$\arg F_g(z) = \arg (z - b_1) - \arg (z - a_1) + \arg (z - b_2) - \arg (z - a_2) = B_1 - A_1 + B_2 - A_2.$$
Going to general step functions \( h = \sum_{i=1}^{k} c_i \chi_{[a_i, b_i]} \) \((c_i \in [0, 1] \text{ and } a_1 < b_1 \leq a_2 < b_2 \leq ... < b_k)\) we find
\[
F_h(z) = \mathbb{R}_{\geq 0} \cdot \left( \frac{z - b_1}{z - a_1} \right)^{c_1} \cdot \left( \frac{z - b_2}{z - a_2} \right)^{c_2} \cdots \left( \frac{z - b_k}{z - a_k} \right)^{c_k}
\]
and
\[
\arg F_h(z) = \sum_{i=1}^{k} c_i (\arg z - b_i) - \arg z - a_i = \sum_{i=1}^{k} c_i (B_i - A_i)
\]
as well as \( A_i < B_i \) for all \( i \). Hence,
\[
f_1(z) \leq f_2(z) \text{ a.e. } \Rightarrow \arg F_{f_1} \leq \arg F_{f_2}.
\]
From (**) we see that \( \min f \arg F_f(z) = 0 \) with \( f_{\min} = 0 \), i.e., \( 0 \leq \arg F_f(z) \). To show that \( \arg F_f(z) \leq -\frac{\pi}{2} \) for all \( a_1 \to -\infty, b_1 \to a, a_2 \to b, \) and \( b_2 \to \infty \) in \( g \):
\[
\sup_f \arg F_f(z) = \sup B_1 - \inf A_1 + \sup B_2 - \inf A_2
\]
\[
= \arg(z - a) - 0 + \pi - \arg(z - b) = \arg \frac{z - a}{z - b} \leq \pi.
\]
This supremum is in fact a maximum since it is attained by \( f_{\max} = 1 \).

**6.4 Proposition** (see e.g. [10], Thm. 10.3\(^2\)). Let \( E := \mathbb{R} \setminus (a, b) \) with \( a < b \) and suppose that \( s = (s_k)_{k=1}^{2n} \) is a sequence strictly positive on \( E \). Then for all \( z \in \mathbb{C}^+ \) the formula
\[
\int_{E} \frac{d\mu(t)}{t - z} = -\frac{C_n(z, a)\tau(z) - C_n(z, b)}{D_n(z, a)\tau(z) - D_n(z, b)}
\]
establishes a bijective correspondence between the solution \( \mu \) of the moment problem \( s \) with \( \supp \mu \subseteq E \) and functions \( \tau \in S(E) \).

**6.5 Theorem.** If \( \mu \) ranges over all solutions of the \( \mathbb{R} \setminus (a, b) \)-moment problem then for a fixed \( z \in \mathbb{C}^+ \) the points \( w = \int_{E} \frac{d\mu(t)}{t - z} \) fill the closed region \( L_{2n}(z) \), bounded by a pair of circular arcs and lying in the upper half plane. The bounding arcs of \( L_{2n}(z) \) belong to circles \( K_1(z) \) and \( K_2(z) \) with center
\[
m_1(z) = \frac{C_n(z, \overline{z})}{D_n(z, \overline{z})} \quad \text{and} \quad m_2(z) = \frac{(z - a)C_n(z, a) - (z - b)C_n(z, b)}{(\overline{z} - a)D_n(\overline{z}, a) - (\overline{z} - b)D_n(\overline{z}, b)}
\]
\[
\frac{(z - a)D_n(z, a) - (z - b)D_n(z, b)}{(\overline{z} - a)D_n(\overline{z}, a) - (\overline{z} - b)D_n(\overline{z}, b)}
\]
\(^2\)Derkach and Malamud gave the bijection with a factor \((a_nD_n(\beta, \alpha))^{-1}\) in the \( \tau(z) \) term. But since this factor is positive, we can remove it.
as well as radii

\[ r_1(z) = \frac{1}{|D_n(z, \overline{z})|} \quad \text{and} \quad r_2(z) = \frac{(z-a)(z-b)D_n(a,b)}{|(z-a)D_n(z,a) - (z-b)D_n(z,b)|}. \]

**Proof.** The proof proceeds as previous by applying Lemma 2.1, Proposition 6.3, and footnote 2. \(\Box\)

6.6 Remark. We see that \(L_{2n}(z)\) is the intersection of the Weyl circle for the Hamburger moment problem and another circle \(K_{2i}(z)\) for the (single) restriction \(\text{supp}\mu \subseteq \mathbb{R} \setminus (a_i, b_i)\) with \(i = 1\). Hence, for \(E_m = \mathbb{R} \setminus \bigcup_{i=1}^{m} (a_i, b_i)\) we immediately find that \(w = \int_{E_m} \frac{d\mu(t)}{|t-z|}\) ranges over all

\[ K_1(z) \cap K_{21}(z) \cap \ldots \cap K_{2m}(z) \quad (\ast) \]

while \(\mu\) ranges over all solutions and the moment problem is solvable on \(E_m\) iff \((\ast)\) is non-empty. This is also found in the other Weyl circle cases and we therefore get an easy method to handle more complicated cases, restrictions, and combinations: take the Weyl circle \(K_1(z)\) for the Hamburger moment problem and intersect it with all Weyl circles \(K_{2i}(z)\) of the corresponding restrictions to gain \((\ast)\). For instance, we have not seen how we can add up supporting intervals of the measure \(\mu\) but we can rewrite them as \(\bigcup_{i=1}^{m} [a_i, b_i] = [a_1, b_m] \setminus \bigcup_{i=1}^{m-1} (b_i, a_{i+1})\) which then can be treated by \((\ast)\).
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