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In an open environment, the demands of users are diverse and dynamic because users can participate in product design from beginning to end. Owing to this, the disorderly and unplanned participation of users will greatly increase the complexity of multi-attribute decision-making (MADM) in the product design process. In order to ensure the smooth development of the open design process, the decision support model and method need to repeatedly provide decision makers (DMs) with necessary decision support information in a relatively short period of time, which can realize the evaluation of the scheme and improve the utilization efficiency of community resources. However, the process of eliciting preference information is complex, exhausting, inefficient, and time-consuming in existing methods, which will result in a poor decision-making. With the purpose of optimizing the eliciting process in MADM, a rule-based decision support method is proposed in this paper, where the process of eliciting preference information and decision-making are synchronized and guided by pre-extracted decision rules. The rules are deduced from comparison relations on attributes and their outcomes through the combination of variable precision rough set approach (VPRS) and stochastic multi-objective acceptability analysis (SMAA). With the concept of attribute reduction and approximation accuracy in rough set theory, the extracted rules could eliminate redundant attributes and assign the relative priority of preference information. Based on the extracted rules, the multi-attribute decision-making process could be carried out step by step in an orderly manner. In each step, DMs only need to provide partial preference information by non-quantitative statements according to extracted rules. Once the decision result is reliable enough, the eliciting and decision-making process can be terminated promptly. In order to validate the proposed approach, experiments of decision rule extraction are implemented, and the results show that the proposed approach is effective both in the weak rule extraction and the strong rule extraction.

1. Introduction

Multi-attribute decision-making (MADM), also referred to as multi-objective decision-making, is an important component of modern decision science [1]. It refers to the problem of evaluating and prioritizing a finite set of alternatives based on a collection of attributes. The theory and methods of MADM have been extensively applied to the fields of society, economy, management, military, engineering design, and so on. Generally, the process of solving MADM problems can be divided into two steps. One step is to collect decision information, thus determining attribute values and weights. The other step is to synthesize the collected decision information through a proper aggregation operator (e.g., the simple averaging operator and the ordered weighted averaging operator). The ranking of alternatives can be obtained according to their synthesized values.

The complexity of MADM is mainly due to the difficulty of assessing the relative importance of different attributes. In MADM problems, attributes are assigned different weight values to indicate their relative importance. Depending on the information provided, the methods of determining attribute weights are divided into subjective methods and objective methods [2]. In subjective methods, attribute
weights are derived from value judgments about attributes given by decision makers (DMs), including eigenvector-based method [3–6], weighted averaging or least square method [7–10], AHP or ANP-based method [11, 12], and D-TOPSIS method [13]. And the objective methods determine attribute weights according to objective information (e.g., the information in the decision matrix), such as principal component analysis method [14], entropy method [15, 16], and multi-objective programming model-based method [17, 18]. Either way, the process of determining attribute weights is not easy. Especially in subjective methods, attribute weights reflect the group preference of DMs. Therefore, the first thing to address is to collect and aggregate DMs’ preference information through proper means. In the study of most subjective methods, the process of eliciting preference information highly depends on frequent and deep involvement of DMs. For example, the Delphi method uses multiple rounds of surveys to collect and aggregate preference information through a series of data collection and analysis techniques interspersed with feedback [19]. In each round, DMs (experts) need to do a series of questionnaires focusing on problems, opportunities, solutions, or forecasts until an agreement is reached. In AHP and ANP-based methods, a complete pairwise comparison matrix is the prerequisite. Many research studies point out that it is hard to ensure the consistency of the pairwise comparison matrix, especially when the number of attributes is large [20, 21]. In addition, for various reasons, the comparison relation between attributes could not be given by DMs precisely and completely. Predictably, the process of eliciting preference information based on these methods would be very time-consuming and exhausting when the number of attributes and DMs is large. In order to the uncertainty and fuzziness of MADM, Ning et al. [22] proposed a novel probabilistic dual hesitant fuzzy-enabled MADM technique. Wang et al. [23] proposed a multi-objective particle swarm optimization-enabled approach to optimize park-level integrated energy systems with multi-attribute decision analysis frameworks. Li et al. [24] proposed a data-driven approach to solve the problem of personalized individual semantics under the background of MADM, and the experiment showed that the proposed approach can obtain personalized numerical scales of linguistic terms for a decision maker. In order to solve the problem of the AC transmission systems appropriate placement, Chinda et al. [25] proposed a novel MADM approach combined with a particle mobility honey bee algorithm, which can maximize efficiency of the energy planning. Rahman et al. [26] proposed a MADM approach combined with AND OR operations, which can effectively deal with the uncertainties of possibility neutrosophic hypersoft set. Zhang et al. [27] proposed a bisimulation-based generalized fuzzy variable precision rough set model to solve the problem of the decision-making, which can effectively tackle complicated problems including the attribute and the relational data. Ye et al. [28] proposed a fuzzy rough sets-enabled decision-making approach, which can effectively tackle the uncertainty and imprecision problem in MADM. Jiang et al. [29] proposed a rough sets-enabled risk decision-making approach, which not only consider the decision risk but also offer instructions to select the appropriate semantic explanation. Sarwar [30] proposed a rough D-TOPSIS method to manipulate the subjectiveness and vagueness of MADM, which unites the competency to analyze changeable and ambiguous information without additional assumptions. Fei et al. [31] proposed a rough D-TOPSIS method to solve the problem of the human resources selection, and an effectual method was applied by authors to describe the changeable data and information called D-numbers. Lin et al. [32] proposed a rough ELECTRE-II method to deal with the selection problem of the edge nodes, and an entropy measure is devised to measure the uncertainty degree. Akram et al. [33] proposed a rough ELECTRE-II method with the specific structure, through which the diverse opinions of decision experts can be well handled. Kuncova et al. [34] proposed a fuzzy rough PROMETHEE method which can evaluate the order of 14 regions of the Czech Republic in regard to economic indices. Liu et al. [35] proposed a fuzzy rough PROMETHEE method to accomplish the process for optimal alternative selection. However, existing methods prefer to solve MADM problems through a “top-down” way, in which organizers collect preference information based on the essential characteristics of the problem. For example, in plant location selection (PLS) problem, alternatives are usually evaluated based on environmental index, economic index, social index, and geological index [36, 37]. However, in some cases, alternatives may be similar in some attributes. The relative importance of such attributes, which are called redundant attributes, have no effect on the final ranking result. The existing method cannot eliminate redundant attributes from the perspective of the attribute value. Therefore, it is necessary to clarify which attribute should be involved and which weight should be given priority.

In order to fill in the above research gaps, a rule-based decision support method for MADM (R-MADM) is proposed in this paper to help optimize the process of eliciting preference information in MADM. The contribution and motivation of this paper is summarized as follows:

1. In R-MADM, the process of eliciting preference information and the process of decision-making are synchronized and guided by pre-extracted decision rules. In contrast to existing methods, R-MADM is a “bottom-up” method. The MADM problem could be solved through two stages based on the proposed method, namely, decision rule extraction and decision rule application.

2. In the first stage, outcomes (ranking results) corresponding to different comparison relations are obtained using stochastic multi-objective acceptability analysis (SMAA). Decision rules are then extracted based on SMAA analysis results through the variable precision rough set (VPRS) approach.

3. In the second stage, according to the decision rules, the preference eliciting process and the decision-making process could be carried out step by step. DMs only need to provide partial preference
information according to extracted rules in each step. Based on the SMAA analysis result, the measurement of the reliability of decision-making is given. Once the decision result is reliable enough, the process of eliciting preference information and the process of decision-making can be terminated. Therefore, the efficiency of MADM can be improved.

The remainder of this paper is organized as follows. Relevant theoretical foundations about VPRS and SMAA are introduced in Section 2. In Section 3, the proposed R-MADM method is illustrated in detail. A numerical example is used to illustrate the implementation of the proposed method in Section 4. Section 5 provides a conclusion and discusses the limitations of the proposed method as well as research directions for in-depth studies in the future.

2. Theoretical Foundations

2.1. Rough Set Theory. Rough set theory (RST) proposed by Pawlak provides a useful tool for extracting knowledge (decision rules) from inexact, uncertain, or vague information. RST has been widely used in the area of machine learning [38], knowledge management [39], expert system [40], decision support system [41], pattern recognition [42], yield prediction [43], and so on. The basic idea of RST is using available information to perform complete approximation (classification) of the given objects without any preliminary assumptions. In RST, the approximation of an object is related to its attribute information, and an information system is often expressed as a quadruple as

\[ S = (U, A, V, f), \]

where \( U \) is referred to as the universe consisting of a finite set of objects, \( A \) is a non-empty and finite set of attributes, \( V \) is the union of attribute domains, i.e., \( V = \cup V_a \) for any \( a \in A \), and \( f \) is an information function which associates every object in \( U \) with a unique attribute value.

Generally, the information system (IS) in RST is represented in the form of a decision table (knowledge table), in which rows and columns correspond to objects and their attributes, respectively. The attribute set \( A \) is divided into the condition attribute set \( C \) and the decision attribute set \( D \), i.e., \( A = C \cup D \). The value of the decision attribute in \( D \) is related to the value of the condition attribute in \( C \). The objects in \( U \) can be partitioned into a group of disjoint subsets based on the indiscernibility relation \( R_p \), and it is defined as

\[ R_p = \{(x, y) \in U \times U : f(x, a) = f(y, a) \forall a \in P, P \subseteq A\}. \]

Each indiscernibility relation partitions the universe \( U \) into a family of disjoint subsets \( U/R_p \) called equivalent classes, which is expressed as

\[ U/R_p = \{[x]_p : x \in U\}. \]

Given \( X \subseteq U \), \( X \) can be approximated by its lower approximation \( R_p(X) \) and upper approximation \( \overline{R}_p(X) \). The lower approximation \( R_p(X) \) is the union of equivalent classes that belong to the subset \( X \) with certainty, i.e.,

\[ R_p(X) = \{x \in U : [x]_p \subseteq X\} = \cup\{[x]_p : [x]_p \subseteq X\}. \]

And the upper approximation \( \overline{R}_p(X) \) is the union of equivalent classes that partly belong to the subset \( X \), i.e.,

\[ \overline{R}_p(X) = \{x \in U : [x]_p \cap X \neq \emptyset\} = \cup\{[x]_p : [x]_p \cap X \neq \emptyset\}. \]

The pair \((R_p(X), \overline{R}_p(X))\) is called the rough set of \( X \) with respect to \( P \). Based on the lower and upper approximation, the universe \( U \) could be partitioned into three regions:

1. **POS\(_p\)(X)** is referred to as the positive region of \( X \) with respect to \( P \), and it is the lower approximation of \( X \), i.e., **POS\(_p\)(X) = R_p(X)**

2. **BND\(_p\)(X)** is referred to as the boundary region of \( X \) with respect to \( P \), and it is the subtraction of the upper approximation and the lower approximation of \( X \), i.e., **BND\(_p\)(X) = \overline{R}_p(X) - R_p(X)**

3. **NEG\(_p\)(X)** is referred to as the negative region of \( X \) with respect to \( P \), and it is the subtraction of the universe and the upper approximation of \( X \), i.e., **NEG\(_p\)(X) = U - \overline{R}_p(X)**

2.1.1. Variable Precision Rough Set Approach. The classical rough set approach only can be used to model fully correct classification problem. This is primarily due to the fact that the classical rough set approach is based on a deterministic approach which deliberately ignores the available probabilistic information in its formalism. The classification with a controlled misclassification error, which is referred to as partial classification, is outside the realm of this approach. To solve this problem, the variable-precision rough set (VPRS) approach is proposed by taking partial classification problem. **POS\(_p\)(X)** is primarily due to the fact that the classical rough set approach only can be used to model fully correct classification problem. This is primarily due to the fact that the classical rough set approach is based on a deterministic approach which deliberately ignores the available probabilistic information in its formalism. The classification with a controlled misclassification error, which is referred to as partial classification, is outside the realm of this approach. To solve this problem, the variable-precision rough set (VPRS) approach is proposed by taking partial classification into account. In VPRS, the standard set inclusion relation used in the classical rough set approach is replaced by the majority inclusion relation. In the majority inclusion relation, the classification error of classifying objects of a set \( X \) into another set \( Y \) is measured by

\[ c(X, Y) = 1 - \frac{\text{card}(X \cap Y)}{\text{card}(X)} \text{ if card}(D(X)) > 0, \]

\[ c(X, Y) = 0 \text{ if card}(D(X)) = 0, \]

where \( \text{card}(D(X)) \) denotes set cardinality. For a given admissible classification error \( 0 \leq \beta \leq 0.5 \), the majority inclusion relation in VPRS can be expressed as

\[ Y \geq^\beta X \text{ if and only if } c(X, Y) \leq \beta. \]
\[
\beta P^\beta_p (X) = \cup \{ [x]_p : c([x]_p, X) \leq \beta \},
\]
\[
\beta P^\beta_p = \cup \{ [x]_p : c([x]_p, X) < 1 - \beta \}.
\]

In VPRS, the \( \beta \)-lower approximation of \( X \) constitutes its \( \beta \)-positive region \( POS^\beta_p (X) \), i.e.,
\[
POS^\beta_p (X) = \beta P^\beta_p (X).
\]

And the \( \beta \)-boundary region is given by
\[
BNR_p^\beta (X) = \cup \{ [x]_p : c([x]_p, X) \geq \beta \}.
\]

And the \( \beta \)-negative region of \( X \) is the complement of its \( \beta \)-upper approximation, i.e.,
\[
NEG^\beta_p (X) = \cup \{ [x]_p : c([x]_p, X) \geq 1 - \beta \}.
\]

2.1.2. Dominance-Based Variable Precision Rough Set Approach. In both the classical rough set approach and VPRS approach, attribute information is assumed to be nominal, which cannot be arranged in any particular order. However, in some real-life applications, the information has obvious ordinal characteristic where better conditions at-
\[x \succ y\]\nand for the benefit index, \( x \succ y \) means that the attribute value of \( x \) is greater than the attribute value of \( y \) with respect to attribute \( p \), i.e.,
\[x \succ y \Rightarrow f(x, p) \succ f(y, p) \Rightarrow f(x, p) \succ f(y, p)\]

And for the cost index, \( x \succ y \) means that the attribute value of \( x \) is smaller than the attribute value of \( y \) with respect to attribute \( p \), i.e.,
\[x \succ y \Rightarrow f(x, p) \succ f(y, p) \Rightarrow f(x, p) < f(y, p)\]

Based on the dominance relation, the dominance set of \( x \) is defined by
\[
D^\beta_p(x) = \{ y \in U : y \succ_D x \}
\]
\[
= \{ y \in U : f(x, d) \succ f(y, d) \forall p \in P, P \subseteq A \}.
\]

And the dominated set of \( x \) is defined by
\[
D_{\beta}^p(x) = \{ y \in U : x \succ_D y \}
\]
\[
= \{ y \in U : f(x, d) \succ f(y, d) \forall p \in P, P \subseteq A \}.
\]

Let \( Cl_t, t \in \{1, 2, \cdots, n\} \) be decision classes. Each decision class \( Cl_t \) is defined as \( Cl_t = \{ x \in U : f(x, d) = v_d, d \in D, D \subseteq A \} \), where \( v_d \) is the decision attribute value. It is assumed that the total order of decision attribute values is \( v_{d_1} \succ v_{d_2} \succ \cdots \succ v_{d_l} \) \( \cdots \succ v_{d_l} \) and then, the order relation of decision classes can be written as \( Cl_1 \prec Cl_2 \prec \cdots \prec Cl_n \). The upward and downward union of decision classes are defined as
\[
U \cup_{t \in T} Cl_t = \cup_{t \in T} Cl_t,
\]
\[
\bigcup_{t = 1}^{n} Cl_t = \bigcup_{t = 1}^{n} Cl_t.
\]

where if \( x \in Cl_t \) then \( f(x, d) = v_d \); and if \( x \in Cl_t \) then \( f(x, d) < v_d \).

For a given confidence level \( l \in (0.5, 1] \) in DB-VPRS, the lower and upper approximation of \( Cl^\beta_t \) and \( Cl^\alpha_t \) are defined as
\[
\beta P^\beta_p (Cl^\beta_t) = \cup \{ x \in Cl^\beta_t : \frac{|D^\beta_p(x) \cap Cl^\beta_t|}{|D^\beta_p(x)|} \geq 1 - l \},
\]
\[
\beta P^\beta_p (Cl^\alpha_t) = U - \beta P^\beta_p (Cl^\beta_t) = U - \beta P^\beta_p (Cl^\alpha_t)
\]
\[
\alpha P^\alpha_p (Cl^\alpha_t) = U - \alpha P^\alpha_p (Cl^\alpha_t) = U - \alpha P^\alpha_p (Cl^\alpha_t)
\]
\[
\alpha P^\alpha_p (Cl^\alpha_t) = \cup \{ x \in Cl^\alpha_t : \frac{|D^\alpha_p(x) \cap Cl^\alpha_t|}{|D^\alpha_p(x)|} \geq 1 - l \}
\]

In DB-VPRS, the positive region of \( Cl^\beta_t \) with respect to \( P \subseteq A \) is defined.

Similarly, the positive region of \( Cl^\alpha_t \) with respect to \( P \subseteq A \) is defined as
\[
\alpha P^\alpha_p (Cl^\alpha_t) = \left\{ \begin{array}{l}
\beta \rightarrow \gamma \left( x \in U : \frac{|D^\beta_p(x) \cap Cl^\beta_t|}{|D^\beta_p(x)|} \geq l \right)
\end{array} \right\}
\]

Based on its duality characteristic, the negative regions of \( Cl^\beta_t \) and \( Cl^\alpha_t \) are defined by
\[
NEG^\beta_p (Cl^\beta_t) = U - \beta P^\beta_p (Cl^\beta_t)
\]
\[
NEG^\alpha_p (Cl^\alpha_t) = U - \alpha P^\alpha_p (Cl^\alpha_t)
\]
The boundary regions of \( C^p_U \) and \( C^D_U \) can be obtained by
\[
BNR^p_U(C^p_U) = U - NEG^p_U(C^p_U) - POS^p_U(C^p_U).
\]

2.1.3. Attribute Reduction and Decision Rule Extraction in VPRS. Attribute reduction for the analysis of important attributes and decision rule extraction for the approximation of the decision attribute by means of the condition attribute are major topics in RST.

(1) Attribute dependency and approximation quality.

For a given information system \( S = (U, A, V, f) \), let \( x, y \in U, P \subseteq C, B \in D, C \cup D = A \) and the equivalent classes \( [x]_p = \{ X_1, X_2, \cdots, X_m \} \) and \( [y]_B = \{ Y_1, Y_2, \cdots, Y_n \} \) are assumed to be known. Then, for a given confidence level \( \mu \), the dependency of \( B \) on \( P \) is measured by
\[
0 \leq \gamma^\mu_{p}(B) = \frac{\sum_{i=1}^{n} \text{card}(R^\mu_{p}(Y_i))/\text{card}(U)}{\leq 1}. \tag{24}
\]

If \( \gamma^\mu_{p}(B) = 1 \), the partition \( [y]_B \) is completely dependent on \( P \); If \( 0 < \gamma^\mu_{p}(B) < 1 \), \( [y]_B \) is partly dependent on \( P \); If \( \gamma^\mu_{p}(B) = 0 \), \( [y]_B \) is completely independent on \( P \).

(2) Relative importance of attribute.

According to the definition given by (28), the relative importance of an attribute \( p \in P \) can be measured by
\[
\text{RI}(p, B) = \gamma^\mu_{p}(B) - \gamma^\mu_{p-\{p\}}(B). \tag{25}
\]
The bigger the RI \((p, B)\) is, the more important is the attribute. If \( \text{RI}(p, B) = 0 \), the attribute \( p \) is regarded as a redundant attribute.

(3) \( \mu \)-attribute reduce.

For a given confidence level \( \mu \), an \( \mu \)-attribute reduce is the minimal subset \( \text{RED}^\mu(P, B) \) of condition attributes in \( P \) preserving the dependency level with the decision attribute \( B \). \( \text{RED}^\mu(P, B) \) satisfies the following two criteria.

(a) \( \gamma^\mu_{p}(B) = \gamma^\mu_{\text{RED}^\mu(P,B)}(B) \);

(b) No attributes can be further eliminated from \( \text{RED}^\mu(P, B) \) without affecting the requirement (a).

There are usually more than one rough set reduce \( \text{RED}^\mu(P, B) \). The common part of available rough set reduces is called the core of rough set, i.e.,
\[
\text{Core}(P, B) = \cap \{ \text{RED}^\mu(P, B) \}. \tag{26}
\]

(4) Decision rule extraction.

The approximation relation between condition attributes in \( P \) and the decision attribute \( B \) could be translated into a decision rule in the form of
\[
\land(p, v) \longrightarrow ^\mu \lor(B, w),
\]
where \( p \in P \subseteq C, B \in D, v \in V_p, w \in V_B \).

2.2. Stochastic Multi-Objective Acceptability Analysis.

Stochastic multi-objective acceptability analysis (SMAA) is a multi-criteria decision support technique for decision-making problems with uncertainty [45, 46]. In SMAA, inaccurate or uncertain input data are represented in the form of probability distribution. It is usually assumed that all feasible combinations of criteria weights and criteria measurements are equally likely to be selected. In SMAA, alternatives are evaluated according to statistically descriptive measurements which are calculated by inverse analysis of uncertainty space.

It is supposed that a set of \( m \) alternatives with \( n \) attributes are under evaluation. The value of attribute \( j \) for alternative \( i \) is represented by \( g_{ij} \). The weight of attribute \( j \) is represented by \( w_j \). The function in (32) is usually used to calculate the utility value of an alternative, and it is expressed by a convex combination of the attribute weight vector \( w = (w_1, \cdots, w_n) \) and the attribute value vector \( g_i = (g_{i1}, \cdots, g_{im}) \) in feasible weight space \( (W = \{ w \in \mathbb{R}^n : w_j \geq 0, \sum w_j = 1 \}) \). Here, attribute values are mapped into the range \([0, 1]\) by a partial utility function \( u_i(b) \).
\[
u_i(g_i, w) = \sum_{j=1}^{n} w_j u_i(g_{ij}), \quad w \in W. \tag{28}\]

If attribute weights are available, a multi-attribute decision-making problem can be addressed by calculating utility values and choosing the alternative with the largest overall utility. However, for various reasons, it is often difficult to obtain precise measurements for some attributes. Thus, in SMAA, \( g_i \) is replaced with a stochastic variable \( \xi_i \). The joint probability density functions for attribute values and attribute weights are represented by \( f_{\mu}(\xi) \) and \( f_{\mathbb{W}}(w) \), respectively. When attribute weights and values are uncertain, utility value distributions of alternatives can be obtained by computing all possible combinations of uncertain parameters and it is usually realized through Monte Carlo simulation technique in SMAA.

The core idea of SMAA is to classify alternatives to those which should be taken into consideration and to those which should be eliminated. The standard SMAA method only considers the information about the alternative with the first rank lacking holistic evaluation on all alternatives. SMAA-2 extends the discussion on all ranking results and gives several descriptive measures: rank acceptability index and three best rank-type measures.

2.2.1. Rank Acceptability Index. In SMAA-2, the ranking result for alternative \( i \) could be calculated by
\[
rank(i, \xi, w) = 1 + \sum_{k \neq i} \rho(u_i(\xi_k, w) \geq u_k(\xi_k, w)), \tag{29}\]
where \( \rho(f_{\text{false}}) = 0 \). For a given order \( r \), its favorable ranking weights \( W^r_i \) is defined by
\[
W^r_i(\xi) = \{ w \in W : \text{rank}(i, \xi, w) = r \}. \tag{30}\]
Ranking acceptability index $b'_i$ describes the share of combinations of uncertain parameter which could make alternative $i$ be ranked $r$th. It is computed as a multidimensional integral over criteria measurements and favorable weight space as

$$b'_i = \int_{\xi \in Y} f_{\bar{\lambda}}(\xi) \int_{\omega \in W_i(\xi)} f_{w}(\omega) d\omega \, d\xi.$$  \(\text{(31)}\)

Rank acceptability index ranges from zero to one. Alternatives with zero-value ranking acceptability index are never ranked at the certain order, and alternatives with one-value ranking acceptability index could obtain the certain rank with any feasible weights combinations.

### 2.2.2. K-Best Rank Indices

K-best rank indices in SMAA-2 include k-best rank (k-br) acceptability $K_{k}b'_i$, k-br central weight vector $w^k_i$, and k-br confidence factor $p^k_i$, which are defined as

$$K_{k}b'_i = \sum_{r=1}^{k} b'_i,$$

$$w^k_i = \int_{\xi \in Y} f_{\bar{\lambda}}(\xi) \sum_{r=1}^{k} \int_{\omega \in W_i(\xi)} f_{w}(\omega) \omega \, d\omega \, d\xi,$$

$$p^k_i = \int_{\xi \in Y} f_{\bar{\lambda}}(\xi) \sum_{r=1}^{k} f_{w}(\omega) d\omega \, d\xi.$$  \(\text{(32)}\)

K-best rank indices extended the meaning of the descriptive measures in standard SMAA method by taking more alternatives into consideration. The k-br acceptability $K_{k}b'_i$ is used as a performance indicator of the alternatives ranked in top $k$. It can help aggregate some alternatives with a good performance into a small group and to eliminate others. The k-br weight vector describes preference information of the k-best alternatives. And the k-br confidence factor gives the credibility for the alternatives to be judged into the k-best ones with k-br central weight vector.

### 3. Rule-Based Decision Support Method for Multi-Attribute Decision-Making

In the majority of extant MADM methods, the problem solving process often contains two separate sub-processes: the process of eliciting preference information from DMs and the process of decision-making. Generally, the process of decision-making cannot start if the process of eliciting preference information is not complete. In addition, during the process of eliciting preference information, DMs usually cannot receive feedback of the consequence of their choices. This affects the efficiency and reliability of decision-making.

In this paper, a rule-based decision support method is proposed to help optimize the problem solving process in MADM, which is referred to as R-MADM. The proposed method overcomes the defects mentioned above, in which the process of eliciting preference information and the process of decision-making are synchronized (see Figure 1). Once the decision result is reliable, the process of eliciting preference information and the decision-making process could be terminated promptly. In R-MADM, a MADM problem is solved through two stages, namely, decision rule extraction and decision rule application.

#### 3.1. Decision Rule Extraction

As shown in Figure 1, the aim of the decision rule extraction stage is to provide rules for subsequent decision-making process. The decision rule extraction stage is implemented through two steps. The first step is to construct a preference information system (IS) which can reflect the relationship between the preference structure of DM and the corresponding alternative ranking result. The second step is to extract decision rules from the constructed IS using variable precision rough set (VPRS) approach.

#### 3.1.1. Construct Preference Information

In this paper, the preference structure of decision maker (DM) is roughly represented by a combination of pairwise comparison relations on attributes called preference combination. If there are $l$ kinds of pairwise comparison relations between two attributes, then for a given MADM problem consisting of $m$ alternatives and $n$ attributes, there will be a total of $\binom{m}{2} n^{l-1}/2$ possible combinations. Let $PW_{ij}$ represent the pairwise comparison relation of attribute $i$ and attribute $j$, then each preference combination can be represented by a tuple as $\cup \{PW_{ij}\}$ satisfying card ($\cup \{PW_{ij}\}$) = $n(n - 1)/2$. Here, three kinds of pairwise comparison relations are defined as follows:

(a) If $PW_{ij} = 1$, it means that attribute $i$ is at least as important as attribute $j$, i.e., $w_i \geq w_j$, $i, j \in \{1, 2, \ldots, n\}, i \neq j$

(b) If $PW_{ij} = -1$, it means that attribute $i$ is at most as important as attribute $j$, i.e., $w_i \leq w_j$, $i, j \in \{1, 2, \ldots, n\}, i \neq j$

(c) If $PW_{ij} = 0$, it means that the pairwise comparison relation on attribute $i$ and attribute $j$ is not clear, which is expressed as $w_i \cdot w_j$.

In addition, the defined relations should satisfy the following properties.

$$\forall i, j \in \{1, 2, \ldots, n\}, i \neq j, \text{such that } PW_{ij} = PW_{ji}.$$  \(\text{(33)}\)

(2) The defined pairwise comparison relations are reflexive and transitive, i.e.,

$$\forall i, j, k \in \{1, 2, \ldots, n\}, i \neq j \neq k,$$

$$PW_{ij} = 1, PW_{jk} = 1, PW_{ik} = 1.$$  \(\text{(34)}\)

Consequently, for a given MADM problem consisting of $m$ alternatives and $n$ attributes, there are at most $3^n n^{l-1}/2$ preference combinations. Take $n = 3$ as an example, in R-MADM, all preference combinations could be depicted by a multi-level decision tree (see Figure 2). Each branch is a possible preference combination consisting of pairwise comparison relations on attributes. Each preference combination is represented by $X_j, i \in \{1, 2, \ldots, 3^n n^{l-1}/2\}$ at the end of the branch.
Nevertheless, not all combinations are rational in practice. Some preference combinations contain implicit preference information in which one pairwise comparison relations on attributes can be derived from others according to property (2). This kind of preference combination is marked with a green box in Figure 2. Some
preference combinations contain inconsistent preference information in which pairwise comparison relations on attributes conflict with each other, and they are marked with red boxes in Figure 2. The preference combinations containing conflict preference information should be filtered.

In fact, each preference combination gives a group of non-conflicting inequality constraints of attribute weights. Under different constrain combinations, ranking results of alternatives can be obtained using stochastic multi-objective acceptability analysis (SMAA). Based on SMAA analysis results and corresponding preference combinations, an information system (IS) containing preference information is constructed, which is represented in the form of a decision table (see Table 1). In Table 1, pairwise comparison relations contained in preference combinations are condition attributes, while ranking results reflected by SMAA indices are decision attributes.

3.1.2. Extract Decision Rules from the Constructed Information System. Due to the stochastic nature of SMAA indices, the information system represented by Table 1 contains a great number of incomplete information. In this method, the variable precision rough set (VPRS) approach is used to extract decision rules from such incomplete information system.

Considering that, in MADM problem, both attribute weights and values are usually uncertain. For a given MADM problem consisting of \( m \) alternatives and \( n \) attributes, let \( U \) be the set of possible combinations of attribute weights and values, each combination can be represented by a tuple \( AW_i \), and it is expressed as

\[
AW_i = \left\{ \begin{array}{l}
A_i \left( c_{i1}^j, c_{i2}^j, \ldots, c_{in}^j \right), \\
A_m \left( c_{m1}^j, c_{m2}^j, \ldots, c_{mn}^j \right), \\
W (w_{1i}, w_{2i}, \ldots, w_{ni})
\end{array} \right\}.
\] (35)

Here, \( A_i (c_{i1}^j, c_{i2}^j, \ldots, c_{in}^j) \) is a possible combination of \( n \) attribute values for alternative \( j \), \( j \in \{1, 2, \ldots, m\} \). \( W (w_{1i}, w_{2i}, \ldots, w_{ni}) \) is a possible combination of \( n \) attribute weights satisfying \( \sum_{i=1}^{n} w_{ji} = 1 \). Each combination corresponds to a ranking result of \( m \) alternatives. Without loss of generality, the simple additive weighting method is used for reasoning the ranking result in this paper. In the proposed method, the ranking result is obtained by evaluating the overall utility values of alternatives. And, the overall utility value \( U_j \) for alternative \( j \) is a convex combination of \( A_i (c_{i1}^j, c_{i2}^j, \ldots, c_{in}^j) \) and \( W (w_{1i}, w_{2i}, \ldots, w_{ni}) \), and it is expressed as

\[
U_j = \sum_{i=1}^{n} w_{ji} \cdot c_{ji}.
\] (36)

(1) Weak Rule Extraction Based on the Combination of VPRS and SMAA. Let all possible combinations of attribute values and weights be the universe \( U \), pairwise comparison relations contained in preference combinations be the condition attribute set \( C \), and ranking results reflected by SMAA indices be the decision attribute set \( D \). The indiscernibility relation with respect to condition attribute set \( P \subseteq C \) is defined by

\[
R_P = \left\{ \left( AW_x, AW_y \right) \in U \times U: \begin{array}{l}
\forall PW_{ij} (AW_x) = PW_{ij} (AW_y), \\
\forall PW_{ij} \in P \subseteq C
\end{array} \right\}.
\] (37)

The objects in \( U \) satisfying same pairwise comparison relations are indiscernible and can form an equivalent class with respect to \( P \subseteq C \) as

\[
U/R_P = \left\{ [AW]_P: AW \in U \right\}.
\] (38)

In this method, for a MADM problem consisting of \( m \) alternatives, there are \( m \) decision attributes defined. Each decision attribute \( D_l \in D, l \in \{1, 2, \ldots, m\} \) describes whether alternative \( l \) could be ranked in top \( k \) according to the attribute values and weights given by \( AW \in U \). Consequently, the indiscernibility relation with respect to a decision attribute \( D_l \in D \) is defined as

\[
R_{D_l} = \left\{ \begin{array}{l}
\left( AW_x, AW_y \right) \in U \times U: \\
\sum_{i=1, i \neq j}^{m} \left( \text{Br} \left( \sum_{i=1}^{n} w_{xi} c_{xi}^j - \sum_{i=1}^{n} w_{yi} c_{yi}^j > 0 \right) \right) < k \\
\left( k \wedge \sum_{i=1, i \neq j}^{m} \left( \text{Br} \left( \sum_{i=1}^{n} w_{xi} c_{xi}^j - \sum_{i=1}^{n} w_{yi} c_{yi}^j > 0 \right) \right) < k \right)
\end{array} \right\},
\] (39)

where \( \text{Br} (\cdot) \) is a Boolean variable, if the bracketed expression is true then \( \text{Br} (\cdot) = 1 \), otherwise \( \text{Br} (\cdot) = 0 \).

Let \( X \subseteq U/R_P \) and \( Y \subseteq U/R_{D_l} \), based on the majority relation in VPRS, the classification error of classifying objects in \( X \) into \( Y \) is measured by \( c (X, Y) = 1 - \text{card} (X \cap Y) / \text{card} (X) \). Here, \( \text{card} (X) \) is the number of objects in \( U \) satisfying same pairwise comparison relations defined by \( X \). It can be calculated by

\[
\text{card} (X) = \sum_{i=1}^{B} \left( \prod_{j=1, j \neq i}^{n} \prod_{j=1, j \neq i}^{n} \left( \text{Br} \left( PW_{ij} (AW_j) = P_{ij} (X) \right) \right) \right),
\] (40)

where \( B = \text{card} (U) \), \( P_{ij}, \epsilon \{-1, 0, 1\} \) is the value of pairwise comparison relation between attribute \( i \) and attribute \( j \) given by \( X \).
Similarly, \( \text{card}(X \cap Y) \) is the number of objects in \( U \) which simultaneously satisfy two conditions: (1) They satisfy same pairwise comparison relations defined by \( X \); (2) alternative \( l \) could be ranked in top \( k \) according to the attribute values and weights given by \( AW \in X \). It can be calculated by

\[
\text{card}(X \cap Y) = \sum_{b=1}^{g} \left( \left( \prod_{j=1}^{n} \prod_{i=1,l \in b} \left( \mathcal{B}(\text{PW}_{ij}(AW) = p_{ij}(X)) \right) \right) \cdot \mathcal{B} \left( \sum_{i=1}^{n} w_{i}^{b} \cdot c_{i}^{b} - \sum_{i=1}^{n} w_{i}^{c} \cdot c_{i}^{c} > 0 \right) \right)^{<k}.
\]  

(41)

The expression \( \text{card}(X \cap Y)/\text{card}(X) \) has the same meaning with the k-best rank (k-br) acceptability \( K\_b^{k} \) in SMAA, i.e., \( c(X,Y) = 1 - b^{k} \). Consequently, for a given admissible classification error \( (0 \leq \beta \leq 0.5) \), the majority inclusion relation in VPRS can also be expressed as

\[
y^{\beta} X \ if \ and \ only \ if \ 1 - b^{k} \leq \beta.
\]  

(42)

In this way, the \( \beta \)-lower and \( \beta \)-upper approximation of the equivalent class \( Y \subseteq U/R_{D} \) with respect to \( P \subseteq C \) can be expressed as

\[
\mathcal{R}^{\beta}_{\_p}(Y) = \cup \{ X: 1 - b^{k} \leq \beta \}, \quad (43)
\]

\[
\mathcal{R}^{\beta}_{\_p}(Y) = \cup \{ X: 1 - b^{k} \geq 1 - \beta \} \quad (44)
\]

According to (29), the relative importance of the pairwise relation for a decision attribute \( D_{l} \) can be measured by

\[
\text{RI} (\text{PW}_{ij}, D_{l}) = b^{k} (P - b^{k} (P - \text{PW}_{ij})), \quad (45)
\]

where \( b^{k} (P) \) is the k-best rank acceptability under the constrain provided by \( P \), \( b^{k}_{m} (P - \text{PW}_{ij}) \) is the k-best rank acceptability under the constrain provided by \( P - \text{PW}_{ij} \). Then, the effect of pairwise comparison relations on ranking result is measured by

\[
E(\text{PW}_{ij}) = \sum_{l=1}^{m} b^{k}_{l} (\phi) \cdot \text{RI}(\text{PW}_{ij}, D_{l}), \quad (46)
\]

where \( b^{k}_{l} (\phi) \) is the k-best rank acceptability under no constrain.

Considering that \( b^{k}_{l} \) is usually obtained through the Monte Carlo simulation method, it often contains a computational error. Therefore, for a given threshold \( \delta \), the pairwise comparison relation \( \text{PW}_{ij} \) is regarded to be redundant if \( \text{RI}(\text{PW}_{ij}, D_{l}) < \delta \).

In this method, whether or not an alternative could be ranked in top \( k \) is considered as a decision attribute. Therefore, for a decision class \( Y \subseteq U/R_{D} \), there are two objects in it, i.e., \( Y = \{ Y_{N}, Y'_{N} \} \). \( Y'_{N} \) is the union of objects in \( U \) that could make alternative \( l \) to be ranked in top \( k \); \( Y_{N} \) is the union of objects in \( U \) that could not make alternative \( l \) to be ranked in top \( k \). According to the definition of positive region in VPRS given in section 2.1, preference combinations in the positive region of \( Y'_{N} \) are referred to as positive preference combinations. For a given confidence level \( \gamma = 1 - \beta \), the positive preference combinations satisfy

\[
X_{j} \rightarrow b^{k} > \gamma \forall X_{j} \in \text{POS}_{\delta_{p}}^{k}(Y'_{N}). \quad (47)
\]

And preference combinations in the negative region of \( Y'_{N} \) are referred to as negative preference combinations which satisfy

\[
X_{j} \rightarrow b^{k} < 1 - \gamma \forall X_{j} \in \text{NEG}_{\delta_{p}}^{k}(Y'_{N}). \quad (48)
\]

In the proposed method, the intersection of positive preference combinations is referred to as a positive rule, which is expressed as

\[
\text{Rule}_{\text{positive}} (D_{l}) = X_{j}, X_{j} \in \text{POS}_{\delta_{p}}^{k}(Y'_{N}). \quad (49)
\]

And the intersection of negative preference combinations is referred to as a negative rule, which is expressed as

\[
\text{Rule}_{\text{negative}} (D_{l}) = X_{j}, X_{j} \in \text{NEG}_{\delta_{p}}^{k}(Y'_{N}). \quad (50)
\]

The positive rule \( \text{Rule}_{\text{positive}} (D_{l}) \) reflects the common characteristic of the preference structure which could ensure alternative \( f \) being ranked in top \( k \). Similarly, the negative rule \( \text{Rule}_{\text{negative}} (D_{l}) \) gives the common characteristic of the preference structure which prevents alternative \( f \) from being ranked in top \( k \). The ultimate rule is the aggregation of the positive rule \( \text{Rule}_{\text{positive}} (D_{l}) \) and the negative rule \( \text{Rule}_{\text{negative}} (D_{l}) \), which is expressed as

\[
\text{Rule}_{\text{weak}} (D_{l}) = \text{Rule}_{\text{positive}} (D_{l}) \cup \text{Rule}_{\text{negative}} (D_{l}), \quad (51)
\]

\( \text{Rule}_{\text{weak}} (D_{l}) \) is referred to as a weak rule of the decision attribute \( D_{l} \). All weak rules for \( m \) decision attributes in \( D \) constitute the weak rule set in Figure 1, which can be represented as \( \cup \{ \text{Rule}_{\text{weak}} (D_{l}) \}_{l} \in \{ 1, 2, \cdots, m \} \). The advantages of eliciting preference information based on weak rules lie in the following two aspects: (1) With the concept of attribute reduction in VPRS, the process of eliciting preference information based on weak rules could avoid the evaluation on redundant attributes, thus reducing the burden of DMs. (2) The relative priority of preference information is given by weak rules. In this way, the preference information, which is sensitive to ranking result, could be obtained preferentially to ensure its reliability.
(2) Strong Rule Extraction Based on the Combination of DB-VPRS and SMAA. The rules extracted based on the above preference information system are weak rules in which pairwise comparison relations on attributes are roughly defined from a logical and qualitative point of view. In practice, the pairwise comparison relation on attributes can be further refined based on its significance level. The significance level reflects DMs’ confidence in their evaluation of pairwise comparison relations on attributes. The significance level of pairwise comparison relations is essentially a kind of dominance relation. In the proposed method, to improve the reliability of the rule-based decision-making process, the extracted weak rules are refined using the combination of DB-VPRS and SMAA, which are defined as strong rules.

Similarly, let pairwise comparison relations considering dominance relation be condition attribute set C. The difference of attribute weights represented by \( D(PW_{ij}) \) is defined as the subtraction of two attribute weight values, i.e., \( D(PW_{ij}) = |w_i - w_j| \). Based on the value of the difference of attribute weights, three kinds of significance levels are given as follows:

(a) If \( D(PW_{ij}) \in [0, 0.05] \), then the significance level of the pairwise comparison relation \( SIG(PW_{ij}) \) between attribute i and attribute j is defined as low;

(b) If \( D(PW_{ij}) \in (0.05, 0.15] \), then the significance level of the pairwise comparison relation \( SIG(PW_{ij}) \) between attribute i and attribute j is defined as middle;

(c) If \( D(PW_{ij}) \in (0.15, 1] \), then the significance level of the pairwise comparison relation \( SIG(PW_{ij}) \) between attribute i and attribute j is defined as high.

It is assumed that, for any condition attribute \( p \in P \subseteq C \), low \( \prec_p \) middle \( \prec_p \) high. Consequently, for two given objects \( AW_x \in U \) and \( AW_y \in U \), \( SIG(PW_{ij}(AW_x)) \prec_p SIG(PW_{ij}(AW_y)) \) means that the pairwise comparison relation on attribute i and attribute j reflected by \( AW_y \) is more significant than \( AW_x \). If \( \forall p \in P \subseteq C \), \( SIG(PW_{ij}(AW_x)) \prec_p SIG(PW_{ij}(AW_y)) \) is true, \( AW_x \) is said to be dominated by \( AW_y \) with respect to \( P \), i.e.,

\[
AW_x \prec_p SIG(PW_{ij}(AW_y)) \quad \text{for all } p \in P \subseteq C.
\]

Consequently, the dominance and dominated union of \( AW_x \) with respect to \( P \) are represented by

\[
D^+_P(AW_x) = \{AW_y \in U: AW_y \prec_p D_P(AW_x)\}, \quad (53)
\]

\[
D^-_P(AW_x) = \{AW_y \in U: AW_x \prec_p D_P(AW_y)\}. \quad (54)
\]

By follow the definition in Section 2.1.2, let the ranking results of alternatives be decision attributes which is represented by \( D^* \). Let \( C^*_l, l = 1, 2, \cdots, m \) be decision classes with respect to a decision attribute \( D^*_l \in D^* \), \( l = 1, 2, \cdots, m \). The object in \( C^*_l \) could make the alternative \( l \) be ranked in top \( k \) according to its attribute values and weights. The upward union of decision classes \( C^*_l = U_{c_i} C^*_l \) means that the alternative \( l \) could be ranked at least in top \( t \). Similarly, the downward union of decision class \( C^*_l = U_{c_i} C^*_l \) means that the alternative \( l \) could be ranked at most in top \( t \).

As discussed above, the approximation accuracy could be replaced by k-best rank (k-br) acceptability \( K_b^k \) in SMAA. Therefore, according to equations (18)–(21), the \( \beta \)-lower approximation and the \( \beta \)-upper approximation of \( C^*_l \) and \( C^*_l \) are represented by

\[
R^+_\beta(C^*_l) = \{AW \in C^*_l: \frac{|D_P^+(AW) \cap C^*_l|}{|D_P^+(AW)|} \geq \beta \}, \quad (55)
\]

\[
R^-_\beta(C^*_l) = \{AW \in C^*_l: \frac{|D_P^-(AW) \cap C^*_l|}{|D_P^-(AW)|} \geq \beta \}, \quad (56)
\]

\[
R^+_\beta(C^*_l) = C^*_l \quad \text{if } \{AW \in C^*_l: \frac{|D_P^+(AW) \cap C^*_l|}{|D_P^+(AW)|} \geq 1 - \beta \} = \emptyset, \quad (57)
\]

\[
R^-_\beta(C^*_l) = C^*_l \quad \text{if } \{AW \in C^*_l: \frac{|D_P^+(AW) \cap C^*_l|}{|D_P^+(AW)|} \geq 1 - \beta \} = \emptyset. \quad (58)
\]

In this way, the strong rules can be extracted from a preference information system containing dominance relation using a dominance-based variable precision rough set (DB-VPRS) approach, which are usually represented in the form of a series of if-then decision rules, and they are usually expressed as

\[
\text{if } SIG(PW_{ij}) \succ_p \text{low}, \text{ then } b^l_i \geq \beta. \quad (59)
\]

3.2. Decision Rule Application. In the decision rule application stage, as shown in Figure 3, the process of eliciting preference information and the process of decision-making are guided by rules and carried out step by step.

First of all, for a given MADM problem, a weak rule set (WRS) and a strong rule set (SRS) could be obtained based on the attribute value of alternatives using the proposed decision rule extraction method. The rules in WRS could eliminate redundant attributes and give the relative priority of preference information. And the rules in SRS further improve the confidence of decision-making process by introducing the dominance relation. Then, in the first step, according to the rules in WRS, investigation questionnaires are designed in which DMS only need to evaluate the pairwise comparison relation of partial attributes. In the second step, the designed questionnaires are sent to DMSs to collect their preference information. In this step, DMSs
could express their preference in a way like that “attribute A is more important than attribute B,” and they are informed the consequence of their choice. Moreover, even if DMs may not reach an agreement on the question, the following steps could still continue. When DMs agree on a pairwise comparison relation of two attributes, the significant level of this relation is further asked in the third step. According to rules in SRS, DMs are also informed the consequence of their choice in this step. In the fourth step, according to the collected preference information, a preliminary decision result can be obtained. Meanwhile, the reliability of the decision result is obtained in this step. In this paper, the reliability of the decision result is measured by the following equation (63).

\[
R(DR_l) = \sum_{j=1}^{l} (K_{b^l_j}(j)),
\]

(60)

where \(K_{b^l_j}(j)\) is the \(j\)th element of a sequence in which the k-best rank (K-br) acceptability \(K_{b^l_j}\) is ordered from high to low. For a given threshold value \(\varepsilon\), if \(R(DR_l) > 100\% (l \cdot \varepsilon)\), the decision result is considered to be reliable. In this way, the decision result can be explained from multiple perspectives by adjusting the value of \(l\) and \(\varepsilon\) to adapt to different types of MADM problems.

If the decision result is reliable, the process of eliciting preference information and the process of decision-making could be terminated promptly. And if not, the rules in WRS and SRS should be updated based on collected preference information, and the steps above should be repeated again and again until the decision result is reliable.

**4. Illustrative Example**

In this section, a MADM problem consisting of twenty alternatives is used to illustrate the application of the proposed method. In this example, each alternative is evaluated based on three attributes. Attribute values are given in Table 2 in the form of interval numbers. For simplicity, attribute values are normalized to the range of zero to one. It is supposed that all attributes are benefit indices and independent of each other.

It is necessary to carry out a preliminary screening on the twenty alternatives to reduce the complexity of the problem. According to equations (35) and (36), k-best rank (k-br) acceptability results for the twenty alternatives under no constraints are firstly obtained through Monte Carlo simulation. In order to ensure the accuracy of analysis results and reduce the computational complexity of the problem, descriptive sampling technique is used in Monte Carlo simulation. Each simulation is carried out for ten times with up to 50000 samples and less than 0.002 convergence tolerance.

Table 2: The normalized attribute values of twenty alternatives.

| Alternative | Attribute 1 | Attribute 2 | Attribute 3 |
|-------------|-------------|-------------|-------------|
| 1           | [0.00, 0.15] | [0.35, 0.46] | [0.42, 0.55] |
| 2           | [0.11, 0.25] | [0.15, 0.26] | [0.87, 1.00] |
| 3           | [0.15, 0.26] | [0.00, 0.15] | [0.73, 0.85] |
| ...         | ...         | ...         | ...         |
| 18          | [0.00, 0.18] | [0.85, 1.00] | [0.22, 0.35] |
| 19          | [0.00, 0.15] | [0.14, 0.26] | [0.85, 1.00] |
| 20          | [0.32, 0.45] | [0.22, 0.35] | [0.26, 0.45] |
The mean value and standard deviation of 1-br and 3-br rank acceptability of the twenty alternatives in ten simulations are given in Figures 3 and 4, respectively. It can be observed that thirteen alternatives including alternative 1, 3, 5, 6, 7, 8, 10, 11, 13, 16, 17, 19, and 20 have near-zero rank acceptability which will be eliminated in further analysis. In this way, the MADM problem consisting twenty alternatives is simplified to a problem with only seven alternatives.

4.1. Decision Rule Extraction. As discussed in Section 3.1, all feasible preference combinations are potential decision rules. In this example, 27 preference combinations are depicted in Figure 5 in the form of a three level decision tree, in which 24 combinations are feasible and each combination is represented by \( X_i, i \in \{1, 2, \cdots, 27\} \). The preference combinations and their outcomes (ranking results) constitute a decision table (see Table 3), in which pairwise (Figure 6) comparison relations contained in preference combinations are condition attributes, while ranking results reflected by SMAA indices are decision attributes.

4.1.1. Weak Rule Extraction. According to equations (40) and (41), the universe \( U \) is partitioned by feasible preference combinations \( \{X_{1-15}, X_{18-21}, X_{23-27}\} \) into 23 equivalent classes, i.e.,

\[
U/C = \{[AW]_{X_i}, X_i \in \{X_{1-15}, X_{18-21}, X_{23-27}\}\}
\]  

(61)

And each decision attribute \( D_i, i \in \{2, 4, 9, 12, 14, 15, 18\} \) divides the universe \( U \) into two decision classes, i.e.,

\[
U/D_I = \{Y^{l}_{Y}, Y^{r}_{Y}\}, l \in \{2, 4, 9, 12, 14, 15, 18\}
\]  

(62)

Let the confidence level \( \beta = 0.8 \). Then, the \( \beta \)-lower and \( \beta \)-upper approximations of the decision attribute \( D_I \) can be given by equations (46) and (47). Taking \( l = 2 \) as an example, it can be obtained that

\[
Y^{2}_{2} \equiv [AW]_{X_1}, Y^{2}_{2} \equiv [AW]_{X_{18}}
\]

\[
Y^{2}_{2} \equiv [AW]_{X_{2}}, Y^{2}_{2} \equiv [AW]_{X_{27}}
\]

\[
R_{X}^{\beta}(Y^{2}) = \{[AW]_{X_1}, [AW]_{X_{18}}, [AW]_{X_2}, [AW]_{X_{27}}\}
\]

\[
R_{X}^{\beta}(Y^{2}) = \{[AW]_{X_1}, [AW]_{X_{18}}, [AW]_{X_2}, [AW]_{X_{27}}\}
\]  

(63)

According to the definition in Section 2.1.1, it can be obtained that

\[
POS_{X}^{\beta}(Y^{2}) = \{[AW]_{X_1}, [AW]_{X_{18}}, [AW]_{X_2}, [AW]_{X_{27}}\}
\]

\[
NEG_{X}^{\beta}(Y^{2}) = \{[AW]_{X_1}, [AW]_{X_{18}}, [AW]_{X_2}, [AW]_{X_{27}}\}
\]

\[
BN_{X}^{\beta}(Y^{2}) = \{[AW]_{X_1}, [AW]_{X_{18}}, [AW]_{X_2}, [AW]_{X_{27}}\}
\]  

(64)

Then, decision rules for the decision attributes \( D_2 \) are obtained by equations (52)–(54) as

---

Figure 4: 1-br rank acceptability results of the twenty alternatives.

---
Table 3: A decision table consisting of SMAA analysis results and preference combinations for the proposed MADM problem.

| Preference combinations | Pairwise comparison relations | K-br acceptability |
|-------------------------|-------------------------------|--------------------|
|                         | $PW_{12}$                     | $PW_{13}$          | $PW_{23}$ | $b^3_2$ | ... | $b^3_{19}$ |
| $X_1$                   | 0                             | 0                  | 0         | 39.60   | ... | 22.24   |
| $X_2$                   | 0                             | 0                  | 1         | 8.32    | ... | 2.84    |
| $X_{26}$                | -1                            | -1                 | 1         | 25.15   | ... | 8.19    |
| $X_{27}$                | -1                            | -1                 | 1         | 91.20   | ... | 22.79   |

Figure 6: Preference combinations in the proposed example represented in the form of a decision tree.
Rule\textsuperscript{positive} (D\textsubscript{2}) = [AW]\textsubscript{X}\textsubscript{1} ∩ [AW]\textsubscript{X}\textsubscript{11} ∩ [AW]\textsubscript{X}\textsubscript{12} ∩ [AW]\textsubscript{X}\textsubscript{22} ⇒ PW\textsubscript{13} = −1, PW\textsubscript{23} = −11,

Rule\textsuperscript{negative} (D\textsubscript{2}) = [AW]\textsubscript{X}\textsubscript{1} ∩ [AW]\textsubscript{X}\textsubscript{11} ∩ [AW]\textsubscript{X}\textsubscript{12} ∩ [AW]\textsubscript{X}\textsubscript{22} ⇒ PW\textsubscript{13} = 1,

Rule\textsuperscript{weak} (D\textsubscript{2}) = Rule\textsuperscript{positive} (D\textsubscript{2}) ∪ Rule\textsuperscript{negative} (D\textsubscript{2}) ⇒ PW\textsubscript{13} = −1, PW\textsubscript{23} = −11.

Similarly, decision rules for other decision attributes can also be extracted from the information system like Table 3. All rules and their approximation accuracy are listed in Table 4.

The relative importance of pairwise comparison relations on attributes in weak rules are obtained by (48) and listed in Table 5. Let the threshold $\delta = 5\%$, it can be observed that the pairwise comparison on attribute 1 and attribute 2 is redundant for the rule $X_{14}$, which could be eliminated from the rule $X_{14}$. Based on (49), the comprehensive effects of pairwise comparison relations on ranking result are listed in the last row of Table 5. It can be observed that the pairwise comparison relation on attribute 1 and attribute 3 is more important than others. Based on the analysis result, when eliciting preference information from DMs, the priority of pairwise comparison relations is $PW\textsubscript{13}>PW\textsubscript{12}>PW\textsubscript{23}$.

4.1.2. Strong Rule Extraction. The decision rules extracted based on the information provided by the decision table like Table 3 are weak rules, in which pairwise comparison relations on attributes are roughly defined. As discussed in the previous section, the weak rules could be refined by introducing dominance relations. The approximation accuracy of seven weak rules listed in Table 4 under different combinations of dominance relations are listed in Tables 6–11.

Take the weak rule $X_5$ as an example, as shown in Table 6, under different combinations of dominance relations, there are obvious differences on the k-br acceptability $K_\beta b_\delta^{k}$ of alternative 2.

Let the confidence level $\beta = 0.8$, based on equation (58), it can be obtained that

$$R_\beta^p(C_{i}^{x_i}) = \varphi; R_\beta^p(C_{i}^{x_i}) = \varphi$$

$$\text{SIG}(PW_{13}) > p_{\text{Low}} \land \text{SIG}(PW_{23}) > p_{\text{High}}$$

$$\text{orSIG}(PW_{13}) > p_{\text{Middle}} \land \text{SIG}(PW_{23}) > p_{\text{Middle}}$$

$$R_\beta^p(C_{i}^{x_i}) = \{S_2, S_6, S_7, S_8, S_9\}$$

$$\Rightarrow \text{SIG}(PW_{13}) > p_{\text{Low}} \land \text{SIG}(PW_{23})$$

$$> p_{\text{Middle}}$$

$$R_\beta^p(C_{i}^{x_i}) = \{S_1, S_2, S_3, S_4, S_7, S_8, S_9\}$$

$$\Rightarrow \text{SIG}(PW_{13}) > p_{\text{Low}} \land \text{SIG}(PW_{23}) > p_{\text{Low}}.$$  

(66)

The obtained strong rules for different upward unions of decision classes are illustrated in Figure 7, in which different filled regions correspond to the strong rules for different upward unions of decision classes. When DMs' confidence in their evaluation of pairwise comparison relations on attributes fall within the filled region, the reliability of decision-making will be improved significantly. In addition, Table 6 could provide more decision support information to DMs. For example, even if DMs' confidence in their evaluation of pairwise comparison relations on attributes are both low, the alternative 2 still could be ranked in top 5 with at least 82.24% confidence level. Meanwhile, even if DMs' Tables 8–10 confidence in their evaluation of pairwise comparison relations on attributes are both high, the probability of ranking alternative 2 in top 1 is at most 24.43%.

Similarly, based on the information provided in Tables 7–11, the refined strong rules for different weak rules are depicted in Figures 7–13 separately.

4.2. Decision Rule Extraction. In this section, a case is provided to illustrate Table 12 the process of decision-making based on the proposed method. It is assumed that the top three alternatives are of concern in this case.

First of all, according to the relative importance of pairwise comparison relations in weak rules given by Table 5, DMs are asked to evaluate the relative importance of attribute 1 and attribute 3, and they are informed of much decision support information. For example, the provided decision support information may consist of the following:

(i) In the absence of preference information, alternative 2, alternative 9, and alternative 12 are the most likely to be ranked in top three, and their possibility are 39.60%, 54.78%, and 50.17% separately.

(ii) If attribute 1 is more important than attribute 3, then the possibilities of eight alternatives being ranked in top three are at most 61.26%, 82.78%, 57.09%, 97.80%, 98.56%, 83.72%, 89.04%, and 27.33% according to Table 3.

(iii) If attribute 1 is less important than attribute 3, then the probabilities of eight alternatives being ranked in top three are at most 93.25%, 1.35%, 99.87%, 63.45%, 56.53%, 12.68%, 96.86%, and 62.48% according to Table 3.

It is assumed that DMs reach an agreement that attribute 1 is more important than attribute 3. Then, they are asked to give the confidence of their evaluation. And, it is assumed that the significant level of the pairwise comparison relation on attribute 1 and attribute 3 is high. Then according to strong rules in Figures 7–13, DMs are informed the following decision support information.
Based on their preference information, the alternative 2 could be ranked in top three with at least a probability of 73.49%, the alternative 4 could be ranked in top three with at least a probability of 62.73%, the alternative 9 could be ranked in top three with at least a probability of 74.57%, the alternative 12 could be ranked in top three with at least a probability of 36.31%, the alternative 14 could be ranked in top

| Table 4: Decision rules and their confidence of decision classes. |
|---------------------------------------------------------------|
| **Decision attribute** | **Rule\textsuperscript{positive}** | **Rule\textsuperscript{negative}** | **Rule\textsuperscript{weak}** | **Approximation accuracy** |
|------------------------|-------------------------------|-------------------------------|-----------------------------|---------------------------|
| $D_2$                  | $\times$ $-1$ $-1$ $\times$ | $1$ $\times$ $\times$ $\times$ | $-1$ $1$ $\times$ $\times$ | 91.20                     |
| $D_4$                  | $1$ $1$ $\times$ $\times$ $\times$ | $\times$ $\times$ $\times$ $\times$ | $1$ $1$ $\times$ $\times$ | 78.63                     |
| $D_9$                  | $\times$ $-1$ $-1$ $\times$ | $1$ $\times$ $\times$ $\times$ | $1$ $\times$ $\times$ $\times$ | 90.23                     |
| $D_{12}$               | $\times$ $1$ $-1$ $\times$ | $\times$ $1$ $1$ $\times$ | $1$ $1$ $\times$ $\times$ | 93.05                     |
| $D_{14}$               | $1$ $1$ $-1$ $-1$ $\times$ | $\times$ $1$ $1$ $\times$ | $1$ $1$ $\times$ $\times$ | 98.55                     |
| $D_{15}$               | $-1$ $1$ $\times$ $\times$ | $1$ $\times$ $\times$ $\times$ | $-1$ $1$ $\times$ $\times$ | 83.65                     |
| $D_{18}$               | $-1$ $\times$ $\times$ $\times$ | $1$ $\times$ $\times$ $\times$ | $-1$ $\times$ $\times$ $\times$ | 80.09                     |

| Table 5: The relative importance of pairwise comparison relations in weak rules. |
|---------------------------------------------------------------|
| **Decision attribute** | **RI(PW\textsubscript{12}, D\textsubscript{1})** | **RI(PW\textsubscript{13}, D\textsubscript{1})** | **RI(PW\textsubscript{23}, D\textsubscript{1})** |
|------------------------|-----------------------------|-----------------------------|-----------------------------|
| $D_2$                  | $\times$ $21.31\%$ $22.71\%$ | $21.31\%$ $22.71\%$ $21.31\%$ | $21.31\%$ $22.71\%$ $21.31\%$ |
| $D_4$                  | $24.61\%$ $24.61\%$ $24.61\%$ | $24.61\%$ $24.61\%$ $24.61\%$ | $24.61\%$ $24.61\%$ $24.61\%$ |
| $D_9$                  | $39.08\%$ $39.08\%$ $39.08\%$ | $39.08\%$ $39.08\%$ $39.08\%$ | $39.08\%$ $39.08\%$ $39.08\%$ |
| $D_{12}$               | $9.62\%$ $9.62\%$ $9.62\%$ | $9.62\%$ $9.62\%$ $9.62\%$ | $9.62\%$ $9.62\%$ $9.62\%$ |
| $D_{14}$               | $0.01\%$ $0.01\%$ $0.01\%$ | $0.01\%$ $0.01\%$ $0.01\%$ | $0.01\%$ $0.01\%$ $0.01\%$ |
| $D_{15}$               | $28.15\%$ $28.15\%$ $28.15\%$ | $28.15\%$ $28.15\%$ $28.15\%$ | $28.15\%$ $28.15\%$ $28.15\%$ |
| $D_{18}$               | $28.15\%$ $28.15\%$ $28.15\%$ | $28.15\%$ $28.15\%$ $28.15\%$ | $28.15\%$ $28.15\%$ $28.15\%$ |

| Table 6: Approximation accuracy of the weak rule considering dominance relation. |
|---------------------------------------------------------------|
| **Rule** | **Significant level** | **SIG(PW\textsubscript{13})** | **SIG(PW\textsubscript{23})** | **K\textsubscript{b1}\textsuperscript{2}** | **K\textsubscript{b2}\textsuperscript{2}** | **K\textsubscript{b3}\textsuperscript{2}** | **K\textsubscript{b4}\textsuperscript{2}** |
|------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| $S_{2\text{a}}$       | Low Low                     | 6.54                        | 28.97                       | 42.99                       | 63.55                       | 82.24                       |
| $S_{2\text{b}}$       | Low Middle                  | 8.33                        | 36.18                       | 63.82                       | 82.72                       | 92.28                       |
| $S_{2\text{c}}$       | Low High                    | 8.71                        | 57.09                       | 87.24                       | 96.07                       | 98.42                       |
| $S_{2\text{d}}$       | Middle Low                  | 2.33                        | 36.65                       | 62.29                       | 77.97                       | 90.04                       |
| $S_{2\text{e}}$       | Middle Middle               | 11.00                       | 55.23                       | 81.56                       | 88.02                       | 94.44                       |
| $S_{2\text{f}}$       | Middle High                 | 18.63                       | 66.47                       | 91.94                       | 98.64                       | 99.75                       |
| $S_{2\text{g}}$       | High Low                    | 0.99                        | 30.94                       | 73.49                       | 96.24                       | 98.89                       |
| $S_{2\text{h}}$       | High Middle                 | 2.11                        | 57.80                       | 85.65                       | 98.06                       | 99.17                       |
| $S_{2\text{i}}$       | High High                   | 24.43                       | 76.38                       | 98.29                       | 99.88                       | 99.97                       |

| Table 7: Approximation accuracy of the weak rule considering dominance relation. |
|---------------------------------------------------------------|
| **Rule** | **Significant level** | **SIG(PW\textsubscript{12})** | **SIG(PW\textsubscript{13})** | **b_1^3** | **b_2^3** | **b_3^3** | **b_4^3** | **b_5^3** |
|------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| $S_{2\text{a}}$       | Low Low                     | 0.85                        | 4.27                        | 9.40                        | 17.09                       | 28.21                       |
| $S_{2\text{b}}$       | Low Low                     | 2.67                        | 8.44                        | 19.78                       | 35.33                       | 51.56                       |
| $S_{2\text{c}}$       | Low Low                     | 2.75                        | 24.44                       | 62.73                       | 82.27                       | 93.47                       |
| $S_{2\text{d}}$       | Low Low                     | 0                           | 6.43                        | 14.41                       | 29.93                       | 47.23                       |
| $S_{2\text{e}}$       | Low Low                     | 8.41                        | 22.60                       | 36.03                       | 52.07                       | 68.12                       |
| $S_{2\text{f}}$       | Low Low                     | 13.42                       | 44.06                       | 74.71                       | 89.30                       | 95.91                       |
| $S_{2\text{g}}$       | High Low                    | 0.05                        | 7.77                        | 30.85                       | 63.65                       | 82.58                       |
| $S_{2\text{h}}$       | High Low                    | 2.06                        | 41.25                       | 66.63                       | 82.63                       | 92.40                       |
| $S_{2\text{i}}$       | High Low                    | 45.18                       | 86.47                       | 95.12                       | 98.84                       | 99.75                       |
three with at least a probability of 98.46%, and the alternative 15 could be ranked in top three with at least a probability of 63.43%.

According to (63), the reliability of decision result based on extant collected preference information is calculated as

\[ R(DR_3) = 98.46\% + 74.57\% + 73.49\% = 246.52\%. \]  

(67)

Let the threshold value \( \varepsilon = 0.8 \), then it can be obtained that

\[ R(DR_3) = 246.52\% > 100\% \times 3 \times \varepsilon = 240\%. \]  

(68)
Figure 7: The strong rules of different upward unions of decision classes for alternative 2.

Figure 8: The strong rules of different upward unions of decision classes for alternative 4.

Figure 9: The strong rules of different upward unions of decision classes for alternative 9.

Figure 10: The strong rules of different upward unions of decision classes for alternative 12.
It means that, with an 80% confidence level, the decision result is reliable. And then, the process of eliciting preference information and the process of decision-making is terminated. The decision result is that alternative 2, alternative 9, and alternative 14 are most likely to be selected.

The aim of the proposed method is to provide timely, various, and concise decision support information for DMs. According to the requirements of DMs, a unique and more robust decision result can be obtained by adjusting the confidence level and the number of alternatives considered in (63). In addition, to obtain a unique and more robust decision result, more subjective factors (e.g., the risk awareness of DMs) should be considered.

4.3. Comparative Experiments. In order to verify the excellent performance of the proposed algorithm, comparative experiments are implemented with AHP [47], ANP [48], D-TOPSIS [49], ELECTRE-II [50], and PROMETHEE [51]. Under the condition that the index evaluation information is inaccurate and the decision maker’s preference information is incomplete, 20 potential design schemes including performance evaluation indexes of three products are analyzed and evaluated, which can be seen in Figure 14. Besides, the index accuracy is applied to describe the deviation.
between the relative importance of the extracted preference information and the relative importance of the real preference information. The accuracy results are shown in Figure 15, which indicates that the performance of the proposed algorithm is prior to the comparative algorithms.

Accuracy results of the comparative algorithms in real cases of three products are shown in Table 13 minutely. It is obvious that the accuracy of the proposed algorithm is higher than the other five comparative algorithms in the three real cases. Interestingly, along with the complexity of the cases increases, the accuracy of the six algorithms is decreased to a greater or lesser extent. However, the performance of the proposed algorithm is especially excellent in the complex case (e.g., product no.3).

5. Conclusion

In order to optimize the process of eliciting preference information from decision makers, a rule-based decision support method for multi-attribute decision-making is proposed in this paper. Based on the proposed method, it is unnecessary to ask decision makers to provide complete preference information. In this way, the decision burden of decision makers is reduced, and the efficiency of the multi-
attribute decision-making is improved. The comparative experiments indicate that the performance of the proposed method is prior to the common methods (i.e., AHP, ANP, and TODIM). The significance of this paper is summarized as follows:

(1) The core of this method is extracting rules based on attribute values of alternatives and available preference information provided by decision makers through the combination of stochastic multi-objective acceptability analysis and a variable precision rough set approach. With the concept of attribute reduction and approximation accuracy, the extracted rules could eliminate redundant attributes and give the relative priority of preference information. According to the pre-extracted rules, the preference information that is sensitive to decision result will be collected preferentially.

(2) Based on the proposed method, the process of decision-making could be carried out step by step, and DMs are informed of much decision support information to help them make a choice. Moreover, the measurement of reliability of the decision result based on the k-best rank acceptability is given in this paper. In this way, according to the measurement, once the decision result is reliable enough, the preference eliciting and decision-making process can be terminated.

The limitation of this paper is that only the pairwise comparison relation on attributes is considered in the proposed method. Therefore, more types of relations between attributes will be studied in the future research. Moreover, considering that digital feedback information is often difficult to be understood for DMs, it is necessary to translate digital feedback information into semantic information, which is easier to be understood. The study on the transformation from digital feedback information to semantic information is also one of future research topics.

Data Availability

Raw data were generated at Navicat 15 for MySQL. Derived data supporting the findings of this study are available from the corresponding author on request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by the National Key Research and Development Program of China, no. 2018YFE0177000, and the Fundamental Research Funds for the Central Universities, no. NT2021021.

References

[1] S. Z. Zeng, Z. S. Ali, and T. Mahmood, “Complex interval-valued q-rung orthopair 2-tuple linguistic aggregation operators and their application in multi-attribute decision-making,” Applied Artificial Intelligence, vol. 36, no. 1, p. 14783, 2022.
[2] J. Zheng, Y. M. Wang, and K. Zhang, “A heterogeneous multi-attribute case retrieval method for emergency decision making based on bidirectional projection and TODIM,” Expert Systems with Applications, vol. 203, p. 2022, 2022.
[3] S. L. Hu, “Nondegeneracy of eigenvectors and singular vector tuples of tensors,” Science China Mathematics, vol. 54, p. 812, 2012.
[4] H. Q. Xie and M. Chen, “An incomplete modal method for eigenvector derivatives of polynomial eigenvalue problems,” Applied Numerical Mathematics, vol. 156, pp. 322–345, 2020.
[5] G. H. Yoon, A. Donoso, and J. C. Bellido, “Highly efficient general method for sensitivity analysis of eigenvectors with repeated eigenvalues without passing through adjacent eigenvectors,” International Journal for Numerical Methods in Engineering, vol. 121, no. 20, pp. 4473–4492, 2020.
[6] A. Farajzadeh, A. Hoseinpour, and C. F. Wen, “ON generalized common quasi-eigenvector problems,” Journal of Nonlinear and Variational Analysis, vol. 5, no. 2, pp. 319–329, 2021.
[7] B. J. Choi, “Convergences of weighted averaged projections in spaces,” Journal of the Australian Mathematical Society, vol. 110, no. 3, pp. 289–301, 2021.
[8] M. Niu and R. X. Li, “The average weighted path length for a class of hierarchical networks,” Fractals - Complex Geometry, Patterns, and Scaling in Nature and Society, vol. 28, no. 4, 2020.
[9] P. P. Zhang and Q. Wang, “Perturbation analysis and condition numbers of mixed least squares-scaled total least squares problem,” Numerical Algorithms, vol. 89, no. 3, pp. 1223–1246, 2022.
[10] S. T. Barratt and S. P. Boyd, “Least squares auto-tuning,” Engineering Optimization, vol. 53, no. 5, pp. 789–810, 2021.
[11] H. M. Lyu, W. H. Zhou, and S. L. Shen, “Inundation risk assessment of metro system using AHP and TFN-AHP in Shenzhen,” Sustainable Cities and Society, vol. 56, p. 314, 2020.
[12] A. Darko, A. P. C. Chan, E. E. Ameyaw, E. K. Owusu, E. Pärn, and D. J. Edwards, “Review of application of analytic hierarchy process (AHP) in construction,” International Journal of Construction Management, vol. 19, no. 5, pp. 436–452, 2019.
[13] B. D. Lund, “Review of the Delphi method in library and information science research,” Journal of Documentation, vol. 76, no. 4, pp. 929–960, 2020.
[14] L. M. Li, J. Zhao, and C. R. Wang, “Comprehensive evaluation of robotic global performance based on modified principal component analysis,” International Journal of Advanced Robotic Systems, vol. 17, no. 4, p. 54, 2020.
[15] M. Akilli and N. Yilmaz, “Windowed scalogram entropy: wavelet-based tool to analyze the temporal change of entropy of a time series,” European Physical Journal Plus, vol. 136, no. 11, 2021.
[16] F. Liu, X. Z. Gao, J. Zhao, and Y. Deng, “Generalized belief entropy and its application in identifying conflict evidence,” IEEE Access, vol. 110, pp. 126625–126633, 2019.
[17] S. Acharya, B. Belay, and R. Mishra, “Multi-objective probabilistic fractional programming problem involving two parameters Cauchy distribution,” Mathematical Modelling and Analysis, vol. 24, no. 3, pp. 385–403, 2019.
M. Sarwar, “A two-stage multi-objective programming model to improve the reliability of solution,” *International Journal of Computerized Information Systems*, vol. 13, no. 1, pp. 433–443, 2020.

M. Banno, Y. Tsujiimoto, and Y. Kataoka, “The majority of reporting guidelines are not developed with the Delphi method: a systematic review of reporting guidelines,” *Journal of Clinical Epidemiology*, vol. 124, pp. 50–57, 2020.

J. C. Xu, L. L. Li, and M. Ren, “A hybrid ANP method for evaluation of government data sustainability,” *Sustainability*, vol. 14, no. 2, p. 3176, 2022.

B. W. Zhang, C. C. Li, Y. C. Dong, and W. Pedrycz, “A comparative study between analytic hierarchy process and its fuzzy variants: a perspective based on two linguistic models,” *IEEE Transactions on Fuzzy Systems*, vol. 29, no. 11, pp. 3270–3279, 2021.

B. Q. Ning, G. W. Wei, and R. Lin, “A novel MADM technique based on extended power generalized Maclaurin symmetric mean operators under probabilistic dual hesitant fuzzy setting and its application to sustainable suppliers selection,” *Expert Systems with Applications*, vol. 204, p. 2022, 2022.

M. Wang, J. H. Zheng, and Z. G. Li, “Multi-attribute decision analysis for optimal design of park-level integrated energy systems based on load characteristics,” *Energy*, vol. 254, p. 2022, 2022.

C. C. Li, Y. C. Dong, and H. M. Liang, “Data-driven method to learning personalized individual semantics to support linguistic multi-attribute decision making,” *Omega-International Journal of Management Science*, vol. 111, p. 45, 2022.

P. R. Chinda and R. D. Rao, “Multi-attribute decision making approach for placement of Dynafloe controllers in a power system network using particle mobility honey bee algorithm,” * Ain Shams Engineering Journal*, vol. 13, no. 5, 2022.

A. U. Rahman, M. Saced, and H. Abd El-Wahed Khalifa, “Multi-attribute decision-making based on aggregations and similarity measures of neurosoftic hypersoft sets with possibility setting,” *Journal of Experimental & Theoretical Artificial Intelligence*, vol. 67, p. 657, 2016.

L. Zhang and P. Zhu, “Generalized fuzzy variable precision rough sets based on bisimulations and the corresponding decision-making,” *International Journal of Machine Learning and Cybernetics*, vol. 13, no. 8, pp. 2313–2344, 2022.

J. Ye, J. M. Zhan, and Z. S. Xu, “A novel multi-attribute decision-making method based on fuzzy rough sets,” *Computers & Industrial Engineering*, vol. 155, p. 154, 2021.

H. B. Jiang and B. Q. Hu, “A decision-theoretic fuzzy rough set in hesitant fuzzy information systems and its application in multi-attribute decision-making,” *Information Sciences*, vol. 579, pp. 103–127, 2021.

M. Sarwar, “Decision-making approaches based on color spectrum and D-TOPSIS method under rough environment,” *Computational and Applied Mathematics*, vol. 39, no. 4, p. 24, 2020.

L. Fei, Y. Hu, and F. Y. Xiao, “A modified TOPSIS method based on D numbers and its applications in human resources selection,” *Mathematical Problems in Engineering*, vol. 2016, p. 3847, 2016.

W. W. Lin, Z. Y. Chen, and H. C. Liao, “ELECTRE II method to deal with probabilistic linguistic term sets and its application to edge computing,” *Nonlinear Dynamics*, vol. 96, no. 3, pp. 2125–2143, 2019.

M. Akram, A. Luqman, and C. Kahraman, “Hesitant Pythagorean fuzzy ELECTRE-II method for multi-criteria decision-making problems,” *Applied Soft Computing*, vol. 108, p. 2021, 2021.

M. Kuncova and J. Secknickova, “Two-stage weighted PROMETHEE II with results’ visualization,” *Central European Journal of Operations Research*, vol. 30, no. 2, pp. 547–571, 2022.

P. D. Liu, S. F. Cheng, and Y. M. Zhang, “An extended multi-criteria group decision-making PROMETHEE method based on probability multi-valued neutrosophic sets,” *International Journal of Fuzzy Systems*, vol. 21, no. 2, pp. 386–406, 2019.

A. Fahimi, E. Amin, S. Abdullah, M. Aslam, and N. U. Amin, “Cubic Fuzzy multi-attribute group decision-making with an application to plant location selected based on a new extended VIKOR method,” *Journal of Intelligent and Fuzzy Systems*, vol. 37, no. 1, pp. 583–596, 2019.

G. N. Yüceur and A. Ipeki, “SWARA/WASPAS methods for a marine current energy plant location selection problem,” *Renewable Energy*, vol. 163, pp. 1287–1298, 2021.

J. W. Chong, S. Thangalazhy-Gopukumar, and R. R. Tan, “Estimation of fast pyrolysis bio-oil properties from feedstock characteristics using rough-set-based machine learning,” *International Journal of Energy Research*, vol. 987, p. 34, 2018.

Y. L. Chen and F. C. Chi, “Summarization of information systems based on rough set theory,” *Journal of Intelligent and Fuzzy Systems*, vol. 40, no. 1, pp. 1001–1015, 2021.

X. R. Zhang and B. Z. Sun, “Inclusion degree-based multi-granulation rough fuzzy set over heterogeneous preference information and application to multiple attribute group decision making,” *Soft Computing*, vol. 24, p. 4657, 2021.

R. Sahu, S. R. Dash, S. Dash, and S. Das, “Career selection of students using hybridized distance measure based on picture fuzzy set and rough set theory,” *Decision Making: Applications in Management and Engineering*, vol. 4, no. 1, pp. 104–126, 2021.

G. Nápoles and L. K. Koutsoviti Koumeri, “A fuzzy-rough uncertainty measure to discover bias encoded explicitly or implicitly in features of structured pattern classification datasets,” *Pattern Recognition Letters*, vol. 154, pp. 29–36, 2022.

H. K. Sharma, K. Kumari, and S. Kar, “Forecasting Sugarcane Yield of India based on rough set combination approach,” *Decision Making: Applications in Management Engineering*, vol. 4, no. 2, pp. 163–177, 2021.

H. Haycox, “Policy paradoxes and the Vulnerable Persons Resettlement Scheme: how welfare policies impact resettlement support,” *Critical Social Policy*, vol. 89, p. 8768, 2011.

Z. Yang, Y. F. Wang, and K. Yang, “The stochastic decision making framework for long-term multi-objective energy-water supply-ecology operation in parallel reservoirs system under uncertainties,” *Expert Systems with Applications*, vol. 187, p. 2022, 2022.

Z. Yang, K. Yang, and Y. F. Wang, “Multi-objective short-term hydropower generation operation for cascade reservoirs and stochastic decision making under multiple uncertainties,” *Journal of Cleaner Production*, vol. 276, p. 19902, 2020.

D. J. Yu, G. Kou, Z. S. Xu, and S. Shi, “Analysis of collaboration evolution in AHP research: 1982-2018,” *International Journal of Information Technology and Decision Making*, vol. 20, no. 01, pp. 7–36, 2021.
[48] R. Sayyadi and A. Awasthi, "An integrated approach based on system dynamics and ANP for evaluating sustainable transportation policies," *International Journal of Systems Science: Operations & Logistics*, vol. 7, no. 2, pp. 182–191, 2020.

[49] C.-b. Li, G.-f. Qing, and X. Feng, "Control strategy for electrical equipment condition-based maintenance based on cloud model and improved TOSPIS," *East China Electric Power*, vol. 42, no. 2, pp. 355–359, 2014.

[50] F. Shen, C. Liang, and Z. Y. Yang, "Combined probabilistic linguistic term set and ELECTRE II method for solving a venture capital project evaluation problem," *Economic Research-Ekonomska Istrazivanja*, vol. 18, p. 17782, 2017.

[51] L. Oubahman and S. Duleba, "Review of PROMETHEE method in transportation," *Production Engineering Archives*, vol. 27, no. 1, pp. 69–74, 2021.