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Abstract: Rare diseases impact the lives of 300 million people in the world. Rapid advances in bioinformatics and genomic technologies have enabled the discovery of causes of 20–30% of rare diseases. However, most rare diseases have remained as unsolved enigmas to date. Newer tools and availability of high throughput sequencing data have enabled the reanalysis of previously undiagnosed patients. In this review, we have systemically compiled the latest developments in the discovery of the genetic causes of rare diseases using machine learning methods. Importantly, we have detailed methods available to reanalyze existing whole exome sequencing data of unsolved rare diseases. We have identified different reanalysis methodologies to solve problems associated with sequence alterations/mutations, variation re-annotation, protein stability, splice isoform malfunctions and oligogenic analysis. In addition, we give an overview of new developments in the field of rare disease research using whole genome sequencing data and other omics.
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1. Introduction

A rare disease (RD) is defined as a condition that affects fewer than 1 in 2000 people [1]. Overall, it is estimated that there are around 8000 rare diseases that impact the lives of around 300 million people in the world [2]. It is important to consider that current standard clinical diagnostic practices can take a long time to diagnose rare diseases, and in some cases, up to 30 years [3]. Approximately 80% of RDs are believed to have a genetic cause [4]. The rapid advances in genomic technologies and bioinformatics analysis have enabled the discovery of genetic causes of 20–30% of rare diseases [3] using high-throughput sequencing (HTS) of the whole exome. A study showed that HTS technologies have enabled a ~40% diagnostic rate compared to ~10% using traditional methodologies [3]. It is to note that for monogenic diseases, genetic causes have been implicated in only 30–40% of the diseases [5].

Therefore, recent pipelines that have targeted rare disease discovery have included new analysis strategies such as the NHS (National Health Service) study on RD [6]. The input of these pipelines are raw reads derived from sequencing the whole exome (called whole exome sequencing/WES) and other technologies including hole genome sequencing (sequencing the entirety of the genome/WGS), RNA-seq (sequencing the RNA pool of a tissue/group of cells), targeted-seq (sequencing a targeted region of the genome or exome), etc., with each having their own advantages and drawbacks. While WES has been responsible for most gene discoveries through HTS, whole genome sequencing (WGS) is superior in detecting copy number variants, chromosomal rearrangements and repeat-rich regions. Additionally, targeted panels are commonly used for diagnostic purposes as they are extremely cost-effective and generate manageable quantities of data, with no risk of unexpected findings. However, in instances of diagnostic uncertainty, it can
be challenging to choose the right panel, and in these circumstances, WES has a higher diagnostic yield [7]. Moreover, depending on the rare disease context, reanalysis of WES-derived genetic variants can sometimes improve diagnostic yields [5] or result in the downgrading of the pathogenicity status of some previously reported variants [8]. This leads to frequent updating of the variant databases (DB) and supports the importance of data reanalysis.

Although the diagnostic rate has improved due to HTS, because of these challenges, there are vast troves of underexplored genomic datasets, leading to an expensive non-diagnosis and lack of actionable insights for patients. Therefore, more efforts are being made to solve previously unsolved rare diseases by reanalyzing previously generated sequencing data using new methodologies [9,10]. One of the first reanalysis studies showed an increase in diagnostic yield by 18% (absolute diagnostic yield increased from 25.4 to 31.4%) [11], indicating the possibility of gathering new insights into the underpinnings of rare diseases.

As the amount and complexity of genomic data increases, researchers are turning to artificial intelligence (AI) and machine learning (ML) for the reanalysis of already existing data to answer health care and research questions. ML is a process by which machines can be given the ability to learn from a set of data. For the application to genomics, several domains have been explored to predict from validated data the effect of a mutation/alteration of the genome.

Several papers have shown that the reanalysis of WES data could improve diagnostic rates of patients with rare diseases that could not obtain an initial molecular diagnosis. However, the description of procedures to improve the diagnostic yield for re-analysis has been limited. In this review, we are describing analysis from the simplest (single variant analysis) to more complex (gene–gene interactions) that can be performed on WES data. In this review, we systematically survey the latest developments in the application of machine learning in the discovery of the genetic causes of rare diseases, especially using previously available WES data of unsolved diseases. Currently, machine learning tools have been developed to focus on ameliorating issues dealing with:

1. Variant pathogenicity predictions, where new ML algorithms are used to better predict variant pathogenicity [12,13];
2. Variant re-annotation efforts, which require constant re-annotation or update of variants of uncertain significance [14,15];
3. Splicing isoform alterations, where splice isoforms are altered leading to disease consequences [16];
4. Consequences of sequence alterations, where mutations can lead to rare diseases [17,18];
5. The diagnosis of RD of oligogenic inheritance (for example, digenic inheritance), where multiple genes are responsible for causing rare diseases [19].

In addition, we refer to the new developments in the field of rare disease research using results from WGS data analysis and future AI technologies, including ML technology. The public availability of high throughput sequencing data and emerging ML methods to discover the genetic causes of rare diseases have increased in recent times [20]. Since the arrival of deep learning nets, there has been a rapid need to assess which methods are applicable for rare diseases [21,22].

2. Reanalysis Methodologies Using Machine Learning

Recently, AI and ML techniques have been successfully applied to basic research, diagnosis, drug discovery and clinical trials [20,23]. AI has been used in a significant manner in the field of underrepresented and mis/undiagnosed rare diseases [20]. Importantly, AI technologies in combination with data analysis from diverse sources (e.g., multi-omics, phenotypic data, image data, etc.) can be used to overcome the challenges associated with rare diseases such as low diagnostic rates, reduced numbers of patients, geographical dispersion, and lack of funding, leading to better drug development [24]. Presently, there are many AI approaches, including machine learning techniques that are being used
in understanding and reanalyzing unsolved RDs and this review aims to collect and summarize such approaches.

The methods presented in the following review pertain to ML methodology such as ensemble ML methods, support vector machines (SVM) and neural networks (NN). In brief, ensemble methods make use of a combination of many simple models to obtain the best predictive models [25], whereas SVMs are a supervised classification approach used to classify samples based on a known feature set defining the classes [26]. Additionally, NNs comprise artificial neurons with weights that learn from data [27]. The emergence of neural network-based tools to filter and identify rare disease variants is promising. In fact, NNs currently result in the least error rates when detecting rare disease variants using genomics and transcriptomics datasets [28].

Furthermore, it has been reported in a systematic review that ensemble methods (36.0%), SVM (32.2%) and artificial NNs (31.8%) were used in publications dealing with ML approaches in RD [20]. Most studies used machine learning for diagnosis (40.8%) or prognosis (38.4%) whereas studies aiming to improve treatment were scarce (4.7%). However, only 26.5% of these studies had genomics and transcriptomics datasets as input. Even among many of these datasets, there were inherent issues in applying ML to rare diseases. For example, patient numbers in the studies were small, typically ranging from 20 to 99 (35.5%) [20], which is a known hindrance for the identification of genetic variants implicated in rare diseases, resulting in small data challenges and low statistical power [29]. Nevertheless, novel statistical approaches have been developed to consider smaller patient sizes and serve as a dataset for modern ML algorithms, specifically designed to help solve rare disease issues [30].

In the next paragraphs, we will introduce tools that are in use or could be used to help in identifying the causes of unsolved rare diseases (Figure 1). The tools used different ML methodologies with pre-existing WES or WGS datasets to predict the impact of sequence alterations/mutations, variation re-annotation, protein stability, splice isoform malfunctions and oligogenic analysis.

2.1. Predicting the Impact of Sequence Alterations/Mutations

Sequence alterations (such as small indels) or mutations in the gene can lead to deleterious effects [17,18]. However, identifying the causative mutations of the rare disease requires annotation using multiple databases and then applying filters based on allele frequencies, pathogenicity scores associated with the variants [14]. Advances in combining information from multiple predictive algorithms, for instance, the use of ensemble tools such as REVEL [31], have led to an increased understanding of the role of missense mutations in causing rare diseases. However, they are not up to mark as they are still not highly concordant with clinically relevant variant lists [32].

A recent study showed the use of statistical analysis to correlate the location of variants and their pathogenicity. The study presented correlations between variant location information with pathogenicity scores for those variants predicted using in silico prediction algorithms such as SNAP2 within the Wolframin gene (WFS1) on rare psychiatric disorders [33]. These variants were obtained from a list of published and curated mutations that pertain to psychiatric disorders. This highlights the potential of in silico approaches in re-identifying significant mutations among a bigger list of known rare mutations.

New tools built with deep neural networks have been employed to learn from phenotype information, in conjunction with genomic information of variants. This is the case for the tool DeepPVP, which has been used to identify the causes of different rare diseases [34]. Phenotype information has been shown previously in many publications to help narrow down causal variants [35,36]. The use of important clinically relevant information to add training information such as HPO (human phenotype ontology) to deep neural net models has been shown to improve performance and assist in reducing the effort of clinicians [6] for instance the Rare Disease Auxiliary Diagnosis system (RDAD) [37]. This presents a novel avenue for rediscovery efforts where phenotype information was not used previously.
the identification of genetic variants implicated in rare diseases, resulting in small data challenges and low statistical power [29]. Nevertheless, novel statistical approaches have been developed to consider smaller patient sizes and serve as a dataset for modern ML algorithms, specifically designed to help solve rare disease issues [30].

In the next paragraphs, we will introduce tools that are in use or could be used to help in identifying the causes of unsolved rare diseases (Figure 1). The tools used different ML methodologies with pre-existing WES or WGS datasets to predict the impact of sequence alterations/mutations, variation re-annotation, protein stability, splice isoform malfunctions and oligogenic analysis.

Figure 1. Overview of the machine learning strategies for WES reanalysis from the single variant analysis to more complex genomics event (gene–gene interactions). 1. Predicting the impact of sequence alterations/mutations. This strategy consists of predicting the effect of a sequence change on protein. 2. Variant re-annotation strategies try to re-annotate the variants after availability of new information/discoveries. 3. Variants that alter splice isoform frequencies are predicted using methods in this strategy. 4. In this category, protein folding/protein structural differences are assessed. 5. Oligogenic analysis is a strategy for analysis of digenic (gene pairs) and oligogenic diseases. Examples of tools for reanalysis of rare diseases using machine learning are presented for each strategy.

2.1. Predicting the Impact of Sequence Alterations/Mutations

Sequence alterations (such as small indels) or mutations in the gene can lead to deleterious effects [17,18]. However, identifying the causative mutations of the rare disease requires annotation using multiple databases and then applying filters based on allele frequencies, pathogenicity scores associated with the variants [14]. Advances in

Additionally, predictive tools such as MVP (missense variant pathogenicity prediction) have been developed for specific kinds of variants (for missense rare variant pathogenicity predictions). This allows the identification of disease-related missense mutations which may not be captured by non-specific tools [38]. MVP makes use of a deep residual network to gain insights from large training data sets consisting of both genes that are intolerant of loss of function variants and those that are tolerant to effectively delineate their effects.

Finally, big consortia such as the National Health Service, England [6] have been using FABRIC GEM, an NN based prioritization tool that vastly improves the detection of causal genes and variants related to unsolved rare diseases. FABRIC GEM works as a complete variant prioritization platform and has been shown to perform better than other solutions such as VAAST [39], Phevor [40] and Exomizer [41]. It has also sped up the interpretation by reducing the time taken to clinically review pathogenic variants within genes by reducing the number of genes in review to an average of just two genes per case instead of tens of genes in the case of competing tools [9,42].

2.2. Variant Re-Annotation

Both protein-coding and rare disease-associated variants have been discovered through the analysis of exome sequencing data [43]. However, these variants need to be properly annotated to help interpret possible functional mechanisms linking them with rare diseases of interest.

The American College of Medical Genetics and Genomics-Association for Molecular Pathology (ACMG-AMP) guidelines have provided a common framework for variant classification [44]. Even though the framework provides a way to bin rare variants into mul-
multiple categories such as variants of uncertain significance (VUS) or benign, it is important to periodically recalibrate or re-classify them according to novel discoveries or changing landscapes in variant biology [45]. In this regard, there have been ML-based efforts to identify and assign the pathogenicity of variants in rare diseases [6,46].

A commonly used ML algorithm to detect causal variants of rare diseases is called SVM. The tools that employ SVM are usually dealing with the annotation of variants using previously available or newly updated features delineating a disease-related genetic variant. The putative disease-related SNP predictive tools called CADD [13] and Fathmm-MKL [47] have been used in the RD community for many years to predict and attribute the pathogenicity/disease relevance of genetic variants. Once a discovery is made, the variants must be continuously re-annotated to score and classify the variants of interest in regular update cycles. This allows the classification of the VUS to be annotated either as a harmful or pathogenic variant according to current developments [45]. Although, it has been observed that delineating variant significance is highly influenced by thresholds and context [48]. A recent study using a rules-based algorithmic approach showed that 125 VUS were reclassified in 114 unsolved rare inherited retinal dystrophy patients which helped in the diagnosis of the disease. It was shown using validation datasets that ~70% of VUS in these patients were reclassified as pathogenic [49].

Meta-SVM employs a meta-analysis method to compile many OMICs datasets such as breast cancer expression profiles provided by The Cancer Genome Atlas (TCGA) including mRNA, copy number variation (CNV) and epigenetic DNA methylation to discover understudied genetic variants in rare TCGA datasets [50]. This could be extended to rare diseases where multiple omics datasets are available to identify features such as gene sets that go haywire in diseases regulated by intersecting pathways. However, there have been instances where META-SVM has been shown to be a poor predictor of protein function when compared to published annotated databases that predict non-pathogenic variants as pathogenic, and vice versa [48].

2.3. Predicting Splicing Variants

Variants that affect splicing are significant contributors to rare diseases, but they are often overlooked. This observation can be in part explained by the fact that very often during variant analysis synonymous variants are ignored because they have no impact on the final protein sequence [51].

SpliceAI has been used to understand RDs with intellectual disability and autism spectrum disorders. The tool makes use of deep residual NNs to identify splice-relevant mutations, or mutations that affect splicing and result in aberrant isoforms, thereby causing the dysfunction in patients with rare diseases. SpliceAI has already been used to infer the splicing effects of mutations that have been missed from previous databases [52]. This presents a compelling case for reanalysis of RDs as splicing defects are implicated in 15-50% of human diseases and are frequently overlooked in rare disease diagnosis [53]. In fact, SpliceAI shows high accuracy in predicting splicing-related mutations that affect function (>90%) [53].

CADD-Splice is a recent splicing tool predicting variant effects on splicing using deep neural networks (DNNs) as an addition to the CADD variant pathogenicity prediction tool. CADD-Splice integrates splice tools including MMsplice [54] and SpliceAI to predict variants that highly alter normal splicing patterns in disease [55].

2.4. Predicting Protein Stability

In genetic diseases, abnormal protein stability typically results from mutations that alter the amino acid sequence of proteins. Protein stability can be defined as a balance of forces that determine whether a protein will be in its native folded conformation or in a denatured state (unfolded or extended). Glycosylation is one of the most common forms of post-translational modification. Several studies have shown that it alters not only the thermodynamic stability but also the structural characteristics of folded proteins by
modulating their interactions and functions. Their inhibition and disruption have been implicated in diseases ranging from diabetes to degenerative disorders [56]. In certain rare diseases, misfolded proteins can be retained in the endoplasmic reticulum (ER), in which case they do not reach sites in the cell where they are normally active, resulting in disease [57]. Based on this information, several tools have been developed to predict protein stability, glycosylation and misfolding.

The tool SAAFEC-SEQ (single amino acid folding free energy changes-SEQ) is based on the pseudo-position specific scoring matrix (PsePSSM) algorithm to predict thermodynamic stability changes from a single mutation in a protein [58]. SAAFEC-SEQ combines physicochemical properties, sequence characteristics and evolutionary information to calculate the change in stability-free energy that a mutation causes. EnsembleGly compiles many ensembles of SVM to help identify variants of interest in glycosylation-related disorders [59]. SVMs have also been employed within I-Mutant [60] and iStable [61] to deduce the causal variants of the RD Mevalonic kinase deficiency [62,63]. Although not recently developed tools, these are specifically related to specific protein residue modifications that might have been overlooked by those interested in other directions of research. A reanalysis using these kinds of tools might be beneficial in screening potential protein alterations.

2.5. Oligogenicity Analysis

Contrary to monogenic traits, oligogenic traits are produced by the interaction of genes at many loci. For example, digenic inheritance is a mechanism whereby the interaction between two genes is required for the expression of a phenotype or a disease. Digenic inheritance and therefore the analysis of gene pairs could be a key mechanism to better understand rare diseases [64].

DiGePred, a random forest classifier, has been developed to specifically identify candidate disease gene pairs (digenic diseases) by features derived from biological networks, genomics, evolutionary history and functional annotations [65]. DiGePred used an ML strategy called ensemble method which has been used in RD classification and is based on random forest classifiers where multiple weak decision trees are combined to generate a better predictive outcome in terms of classification [20]. The use of DiGePred has helped in the discovery of genetic causes for rare non-monogenic diseases by providing a score to evaluate variant gene pairs for the potential to cause digenic disease [65]. This type of analysis could be then used to assess the prevalence of putative gene pairs in undiagnosed rare non-monogenic diseases. The advantages of such a predictive system lie in the identification of neglected digenic disorders, incorrectly classified as monogenic rare diseases. If a disease presents variant gene pairs and is unsolved, such a tool might be of effective use.

Recent studies have also focused on developing tools to prioritize the oligogenic variants that are responsible for rare diseases. Here, we discuss two important tools which make use of the Digenic diseases DAtabase (DIDA) [66] as input training data, albeit with a small training sample size, for pathogenicity predictions. Firstly, OligoPVP is a tool that combines an RF classifier and a deep neural net to predict variant pathogenicity of a combination of oligogenic disorders, using a feature set from different tools such as CADD, DANN to classify those variants as causative or non-causative. Furthermore, VarCoPP [67] is a more recent tool that also uses an RF classifier to classify oligogenic variants. The VarCoPP classifier algorithm makes use of 11 different biological features compiled by feature importance scores and generates classification scores for paired alleles. Moreover, ORVAL, another tool that extends the use of VarCopp predictions to include more features such as web-based exploration, has been recently used in understanding the pathogenicity of variant combinations within BBS gene that are detrimental in non-obese juvenile-onset syndromic diabetic patients [68]. However, these tools are limited by the number of variants that can be studied and require further research [67].
3. Emerging Technologies and Methodologies for Reanalyzing Rare Diseases

New emerging technologies such as whole-genome sequencing could be used in the field of rare disease research. In this section we will discuss the potential of WGS and new sequencing technologies, structural variants and multi-omics integration for the reanalysis of rare diseases.

3.1. Whole Genome Sequencing and New Sequencing Technologies for Rare Diseases Diagnostics

A recent study has shown that WGS, in combination with clinical data gathered in the 100,000 Genomes Project, has been successfully used to diagnose previously undiagnosed patients with suspected rare diseases [6]. Of the diagnoses that were made, 14% were based on variants found in parts of the genome that would have been missed by other types of tests, such as gene panels or exome sequencing. However, variants were overwhelmingly observed in the coding regions of the genome [69].

In the past few years, sequencing technologies such as single molecule sequencing allow the sequencing of long reads. Single molecule sequencing is a third-generation sequencing technology that helps decode the sequence of a single molecule without any amplification required as in short read NGS technologies. Currently the single-molecule real-time (SMRT) sequencing by Pacific Biosciences (PacBio, Menlo Park, CA, USA), and nanopore sequencing by Oxford Nanopore Technologies (ONT, Oxford, UK) have matured enough to provide sufficiently accurate long reads with read lengths of 1–100 kbp. Single molecule sequencing has allowed an increased resolution of the genome and helped resolve many challenges in the genomics space [70,71]. New tools such as DeepSEA minion have been developed, which make use of unsupervised NNs to learn from MinION sequencing datasets [72]. Although not seen in widespread use as short-read sequencing, single molecule sequencing allows the detection of repetitive regions confidently in clinical diagnosis of diseases [71]. Thus, a combination of next generation sequencing technologies can help in reanalyzing patients with undiagnosed rare diseases.

Additionally, single cell sequencing, which allows the sequencing of each cell type, has matured in recent days. However, single cell sequencing also requires better algorithms and computational power to analyze large datasets with much higher dimensions than non-single cell approaches. The use of deep learning approaches such as autoencoder algorithms has been shown to be quite effective in understanding important insights in cell biology [73–75]. There has already been an excellent scoping review here which covers the full scope of these approaches [76]. We have not been able to confirm autoencoder-specific approaches in reanalysis of rare disease variants to date. An avenue of potential future research would be to reanalyze undiagnosed patients with rare diseases using single cell sequencing methods such as scRNA sequencing (the sequencing of the RNA in individual cells) to decipher different cell classes with altered splice isoforms responsible for disease [77].

3.2. Structural Variants Analysis

Increased effort is being devoted to the interpretation of structural variants (SVs), which include copy number variants, chromosomal rearrangements and repeat-rich regions [78]. Indeed, array-based comparative genomic hybridization tests yield a ~12% diagnostic rate, with ~8% of patients having CNVs of unknown significance [79]. It should also be mentioned that the development of tools for the detection of all chromosomal rearrangements has developed a lot since this past year and increased effort is made to also perform this on WES data [80]. While individual CNVs are rare, most are frequent and represent a significant and non-rare source of genetic variation in the human genome [81]. It is therefore normal to see an increasing development of ML and AI tools to predict the effect of CNVs as it has been accomplished for SNVs. Several tools, such as StrVCTVRE, promise better annotation, classification and prioritization of SV [82–84]. Reanalysis and reinterpretation of unresolved rare disease data including CNV analysis would certainly allow an increase in the diagnosis rate.
3.3. Multi-Omics Analysis and Integration

The development of omics technologies (such as epigenomics, transcriptomics, proteomics and metabolomics) can complement ML based approaches in adding molecular insight to genomics datasets.

For example, a recent review by Schlieben et al. [85] has highlighted how RNA sequencing methods can improve the diagnosis of rare diseases. Furthermore, machine learning models can also be used on transcriptome to improve knowledge of rare diseases. One promising model is transfer learning. Transfer learning is an ML technique that repurposes a trained model for one task on a new task. Recently, transfer learning strategies have been used in tools such as MultiPLIER [86] for studying rare diseases. This tool used trained ML models on large transcriptomics datasets and transferred this model to smaller rare disease datasets. This type of ML is a good example of the reuse of transcriptomics datasets to study rare diseases where too few samples are available to have a performing model. The identification of pathobiological mechanisms of rare diseases at various levels of biological organization could also improve our knowledge on rare diseases [87]. Several techniques of multi-omics integration using ML have been developed to better understand how the different omic layers act together. A recent review has shown how these methods have been applied to mitochondrial diseases [88]. Furthermore, a network-based framework could deepen our understanding of disease-associated perturbations of molecular networks. A molecular network can provide insights into complex systems and can reveal informative patterns through the integration of biological omics data. For example, the tool DIGNiFI (disease causing gene finder) and vertex-similarity (VS) have used protein–protein interaction networks to analyze GWAS hits and better understand the mechanism underlying rare diseases [89,90].

4. Conclusions

It is important to note that an essential element of reanalysis is data sharing and, therefore, to increase efforts on the reanalysis of existing NGS datasets and improve resolving the causes of rare diseases, researchers and consortia should adhere to the FAIR (findable, accessible, interoperable and reusable) principle of data sharing [91]. The advent of NGS has increased the identification of variants causing rare disease, but even if a variant is not found, it does not mean that the information does not lie within this data. Currently, it is very difficult to verify the impact of all the variants of an individual in a biological way and thus to define with confidence which one is involved in a rare disease. Therefore, many rare diseases remain undiagnosed. The development of new predictive tools is therefore essential to allow the reduction, filtration and prioritization of these variants to facilitate the diagnosis of patients suffering from diseases and more particularly rare diseases.

The tools presented in this review offer many possibilities in the reanalyses of NGS datasets to increase the known information for a variant of concern. The more knowledge there is about the impact of a variant on protein conformation, splicing and even RNA/protein interactions, the better the identification and interpretation of disease-causing variants.
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