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We consider the renormalization of quenched bond disorder in the Ising model in the limit that it is sparse – highly localized and vanishing in the thermodynamic limit. We begin in 1D with arbitrary disorder assigned to a finite number of bonds and study how the system renormalizes, finding non-trivial fixed point structure for any given bond with a separatrix at zero bond strength, equivalent to inserting a break in the chain. Either side of this critical line, renormalization group (RG) trajectories flow towards one of two attractors on which the disordered bonds settle onto ferromagnetic or anti-ferromagnetic (AF) couplings of equal and opposite magnitude. Bonds that settle on an AF attractor are equivalent to inserting a twist in the chain at the location of the bond, implying a multi-kink ground state solution. Qualitatively different behavior emerges at the RG step when bonds start to coalesce, with the chain ‘untwisting’ whenever two AF bonds coalesce. Our findings generalize to higher dimensions for codimension one defects that are sparse from the perspective of the orthogonal complement lattice. In 2D, the \( \mathbb{Z}_2 \) symmetry of the model has an IR manifestation where one can construct field strengths and Wilson loops (which characterize frustration) from fundamental plaquette variables. In the non-sparse limit where the disorder parameter is drawn from an arbitrary but homogeneously assigned probability distribution function, we recover previously found fixed distributions as special cases, but find only the trivial paramagnetic distribution to be an attractor. For non-homogeneously assigned disorder that is sufficiently dilute however, we find the Edwards-Anderson model with equal probability \( \pm J \) bonds to also be an IR attractor.

I. INTRODUCTORY REMARKS

The study of structural variations or quenched disorder in spin systems is of intrinsic interest due to the wide ranging relevance of spin models in representing collective behavior across diverse physical systems [1]. For example, in complex networks one often finds the existence of pre-specified small scale, localized structures and one would like to study their effects, if any, on the behavior of an interacting system at larger scales [2].

One might also want to study smaller scale systems where the effects of individual, or small collections of defects are the object of interest, as is the case in a variety of nano-technological and biological systems where heterogeneous structures are present. Given the ubiquitousness of spin models in describing the state space of various computational [3], biological [4] and chemical...
systems \[5\], we find ample motivation to study the effects of quenched bond disorder in the Ising model that is sparse – that is, disorder that is highly localized and vanishing in the thermodynamic limit (though not necessarily a weak perturbation), and examine its behavior under renormalization.

When disorder is non-sparse and statistical in nature, approximations such as the replica trick \[6\] have rendered the study of certain idealized systems tractable – the Edwards-Anderson, Sherrington-Kirkpatrick and Sachdev-Ye-Kitaev models being prototypical examples \[7–10\] (the latter only being solvable in the limit of large spins). However, the case of highly localized, arbitrarily assigned disorder does not appear to have warranted as much attention as systems where the disorder at any particular location is taken to be a random variable drawn from a given probability distribution. In what follows, we consider quenched disorder in a spin system with vanishing external field, restricting ourselves to questions concerning scaling properties that are also tractable in the limiting case of sparse disorder. We define sparse disorder as arbitrarily assigned disorder localized to a finite number of bonds. Or, more generally, to a vanishing density in the thermodynamic limit. We compare to the non-sparse limit where appropriate.

A. Outline and summary of results

We begin by considering a 1D Ising spin chain with vanishing external field, implementing renormalization group (RG) transformations through decimation. In the case of a single bond with arbitrary initial strength, parametrized as \(\beta_0(1+g_0)\) with \(g_0\) the (bare) bond disorder parameter, we demonstrate a non-trivial fixed point structure that persists in the non-sparse limit. We find that any initial perturbation, however strong, rapidly flows towards one of two attractors on which the disorder parameter settles on values corresponding to a ferromagnetic/anti-ferromagnetic coupling for an initially positive/negative perturbation separated by a critical line at vanishing coupling \((g = -1)\).

In the absence of an external field, inserting an anti-ferromagnetic (AF) bond of equal and opposite strength into an otherwise ferromagnetic (F) spin chain with free boundary conditions is equivalent to flipping all spins on one side of the bond, that is, inserting a twist in the spin chain at the location of the bond. Thus for free boundary conditions the ground state in the presence of single AF bond disorder is a kink. This is sometimes referred to casually as a domain wall, by projection from a two dimensional defect in three spatial dimensions that results from the \(\mathbb{Z}_2\) degeneracy of the ground state. For a spin chain with periodic boundary conditions, single AF bond disorder results in frustration which is topological (rather than geometrical) in nature arising as it does from the boundary conditions.

Since we consider only nearest neighbor interactions, locality implies that two or more initially perturbed bonds renormalize independently until the RG step where any two coalesce. The configuration of the spin chain before any two bonds coalesce corresponds to a multi-kink ground state in the case of free boundary conditions. Upon coalescence, we find that any two bonds which have both settled on, or are close to the AF attractor will have ‘untwisted’, whereas F bonds coalescing with AF bonds remain twisted. Thus small scale or mesoscopic disorder averages out at long wavelengths up to an overall twist that depends on the index

\[
\mathcal{W} := (-1)^{N_0},
\]

where \(N_0\) counts the number of negative bare couplings (i.e. with individual disorder parameters \(\{g_0\} < -1\), no matter their magnitude), the non-vanishing of which would correspond to the presence of frustration for a periodic spin chain. Therefore in 1D, the only disorder that is relevant at long wavelengths in the absence of an external magnetic field is that which would correspond to frustration in the case of periodic boundary conditions.

When considering the non-sparse limit in 1D, we recover the findings of Grinstein et al. \[14\] as a special case, showing a restricted class of (spatially uniform) probability distribution functions (PDFs) for the disorder parameter to be fixed distributions under renormalization. These solutions correspond to F, AF and paramagnetic phases in addition to one corresponding to a spin glass phase. However we find that with the exception of the (trivial) paramagnetic fixed distribution, the F, AF and spin glass distributions are unstable once one allows for the bare couplings to take generic values \(J_{ij} \in \mathbb{R}\). When we allow the disorder PDFs to vary spatially and have them localized to bonds that are sufficiently dilute (defined by requiring sufficient convergence to an IR attractor before disordered bonds start to coalesce), we find a glassy IR attractor corresponding to the Edwards-Anderson \(\pm J\) model with equal probability ferro and anti-ferromagnetic bonds.

Upon generalization to two dimensions, single bond disorder is irrelevant. Renormalization group transformations (implemented for tractability through the Migdal-Kadanoff bond shifting technique) rapidly washes out the disorder and restores the bond to the ferromagnetic attractor. The same is true for quenched disorder with a finite number of bonds – within the sparse limit, disorder is inevitably averaged out. However, for a specific variety of sparse disorder that consists of line defects that wrap, or extend to the system boundary (more generally, codimension one defects), also renormalize like sparse disorder in 1D provided the defects are sparse from the perspective of the orthogonal complement lattice. The relevance of microscopic and mesoscopic disorder in the sparse limit appears to be a feature of codimension one systems alone. In the non-sparse limit, except for special cases corresponding to fixed distributions (which are not attractors in the generic case), probability distribution functions for line defects broaden without limit
and the system tends towards a strong disorder regime \[15\], which according to the Harris criterion, softens the sharpness of the transition and modifies the critical exponents around the critical point \[16\].

As we shall elaborate upon further, the index \(W\) defined in \[1\] directly relates to the Wilson loop operator in higher dimensions (or in one dimension with periodic boundary conditions) \[11\]:

\[
W_\gamma = \prod_{i,j \in \gamma} J_{ij} ; \quad J_{ij} = \pm 1, \quad (2)
\]

where the above is restricted to the special case where the links \(J_{ij}\) only take on values \(\pm 1\), and where \(\gamma\) denotes any closed loop of links. Such models exactly manifest a local \(\mathbb{Z}_2\) invariance that one is tempted to view as a gauge symmetry, with the Wilson loop operator corresponding to a gauge invariant measure of frustration \[12\] \[13\]. The specific assignment \(J_{ij} = \pm 1\) however, also allow the Wilson loops to be constructed out of fundamental ‘plaquette’ variables in two or higher dimensions,

\[
W_\gamma = \prod_{\square} W_{ijkl} \quad (3)
\]

where the \(W_{ijkl}\) denote a product \(\square\) of links around a lattice unit (a plaquette), and where the product is over all plaquettes contained within the curve \(\gamma\). This suggests the plaquettes to be the emergent gauge degrees of freedom on the IR attractor. Note that this would not be possible for arbitrary assignments for \(J_{ij}\), since the construction \[3\] requires the contribution of any disordered bond to adjacent plaquettes to cancel so that the only contributions come from the boundary links, which is only possible if \(J_{ij} = \pm 1\). As we show further, for codimension one defects with arbitrarily assigned bond disorder in the bare configuration (i.e. where \(J_{ij} \in \mathbb{R}\), which is moreover sparse from the perspective of the orthogonal complement, RG trajectories eventually settle onto an attractor where \(J_{ij} = \pm 1\).

The outline of the rest of the paper is as follows – we begin by considering the renormalization of single bond disorder in 1D and then generalize to multiple bond disorder. We then elaborate on the non-trivial fixed point structure for the disorder parameter and interpret these physically in terms of local twists (or kinks) in the chain that persist at intermediate scales until the RG step where any two coalesce and untwist. We then turn our attention to the 2D case. We find that finite disorder is rapidly washed away under RG transformations, although in the non-sparse limit, qualitatively similar behavior to the 1D case is obtained for line defects due to their being codimension one from the perspective of the complementary lattice. We then comment on obtaining particular cases of the Edwards-Anderson model in the non-sparse limit and discuss how these models represent universality classes for disordered systems that one would flow to for a variety of bare systems. We contextualize our findings in terms of previous studies, comment on the relation to the Kadanoff-Ceva construction and the compatibility of our findings with the Harris criterion for the relevance of disorder to phase transitions before offering our concluding remarks.

II. SPARSE DISORDER IN 1D

A. Preliminaries

We begin our investigation by considering disorder localized to a single bond in a 1D Ising model and study its behavior under RG transformations. Consider the partition function for a chain with \(2N + 1\) sites with free or periodic boundary conditions, indexed \(-N \leq i \leq N\) with \(N = 2^n\). We leave \(N\) finite in the following section, but will consider the \(N \to \infty\) limit as needed. In the absence of disorder, the bare partition function is given by

\[
Z = \sum_{\{\sigma\}} e^{-\beta_0 H_0} \quad (4)
\]

where the sum is over all states of the chain, where each site can have spin \(\sigma_i = \pm 1\) and where the bare Hamiltonian is given by

\[
-\beta_0 H_0 = \beta_0 \sum_{i=-N}^{N-1} \sigma_i \sigma_{i+1} \quad (5)
\]

i.e., the initial (bare) spin couplings are normalized to unity. Let us now consider a random pair of nearest neighbors, say \(m\) and \(m + 1\) that initially couple to each other with strength \(\kappa_0\) instead of unity. The Hamiltonian is now given by

\[
-\beta_0 H_0 = \beta_0 \sum_{i \neq m} \sigma_i \sigma_{i+1} + \beta_0 \kappa_0 \sigma_m \sigma_{m+1} \quad (6)
\]

Defining the bare disorder parameter \(g_0 := \kappa_0 - 1\), \(\beta_0\) the above can be rewritten as

\[
-\beta_0 H_0 = \beta_0 \sum_{i=-N}^{N-1} \sigma_i \sigma_{i+1} + \beta_0 g_0 \sigma_m \sigma_{m+1} \quad (7)
\]

which is simply the sum of the original Hamiltonian (with identical nearest neighbor interactions) plus an extra contribution parameterizing single bond disorder. We would like to consider how this Hamiltonian behaves under renormalization group transformations with each iteration obtained by decimation – where we fix all even spins (for example) and sum over only the sites for odd \(i\). We define

\[
\exp \left[ -\beta_1 H_1(..., \sigma_{-2}, \sigma_0, \sigma_{2}, ...) \right] = \sum_{\sigma_{-3}, \sigma_{-1}, \sigma_{1}, \sigma_{3}...} \exp \left[ -\beta_0 H_0 \right] \quad (9)
\]
with \( H_0 \) given by (8). Without loss of generality, we presume \( m \) to be odd. The summand of the right hand side of the above then factorizes as

\[
\exp[-\beta_0 H_0] = \ldots e^{\beta_0 \sigma_{-1}(\sigma_{-2}+\sigma_0)} e^{\beta_0 \sigma_1(\sigma_0+\sigma_2)} \times \ldots e^{\beta_0 \sigma_m(\sigma_{m-1}+1+g_0)\sigma_{m+1}}
\]  

where we note that all factors are identical except for the one involving the site \( m \) and its nearest neighbors. Let’s first focus on one of the identical factors not involving \( m \), for example:

\[
\sum_{\sigma_1} e^{\beta_0 \sigma_1(\sigma_0+\sigma_2)} = 2 \cosh \beta_0 (\sigma_0 + \sigma_2) := e^{h(\beta_0) + f(\beta_0)\sigma_0\sigma_2}
\]  

By considering all possible combinations of \( \sigma_0 + \sigma_2 \), one reproduces

\[
h(\beta_0) = \frac{1}{2} \log (4 \cosh 2\beta_0)
\]

\[
f(\beta_0) = \frac{1}{2} \log (\cosh 2\beta_0)
\]

For site \( m \), the last factor in (10) can be written as

\[
\sum_{\sigma_m} e^{\beta_0 \sigma_m(\sigma_{m-1}+1+g_0)\sigma_{m+1}} = 2 \cosh [\beta_0 (\sigma_{m-1} + [1 + g_0]\sigma_{m+1})] := e^{\tilde{h}(\beta_0, g_0) + \tilde{f}(\beta_0, g_0)\sigma_m\sigma_{m+2}}
\]

Such that similarly, we find

\[
\tilde{h}(\beta_0, g_0) = \frac{1}{2} \log \{4 \cosh [\beta_0 (2 + g_0)] \cosh \beta_0 g_0\}
\]

\[
\tilde{f}(\beta_0, g_0) = \frac{1}{2} \log \left\{ \frac{\cosh [\beta_0 (2 + g_0)]}{\cosh \beta_0 g_0} \right\}
\]

writing

\[
-\beta_1 H_1 = \sum_{i=-n-1}^{2n-1} \left[ \beta_1 \sigma_{2i+1} + c_1 + \beta_1 g_1 \sigma_{m-1} \sigma_{m+1} + d_1 \right],
\]

where we’ve allowed for constant terms localized to the lattice site we’ve integrated out to be generated by the renormalization group – in general, all terms not forbidden by the symmetries of the system will be generated by RG flow. We see therefore, that

\[
\beta_1 = f(\beta_0)
\]

\[
c_1 = h(\beta_0)
\]

\[
g_1 = \frac{f(\beta_0, g_0) - f(\beta_0)}{\beta_1} = \frac{\tilde{f}(\beta_0, g_0)}{f(\beta_0)} - 1
\]

\[
d_1 = \tilde{h}(\beta_0, g_0) - h(\beta_0).
\]

Upon iteration, one finds

\[
\beta_2 = f(\beta_1) = f(f(\beta_0))
\]

\[
c_2 = h(\beta_1) + 2c_1 = h(f(\beta_0)) + 2h(\beta_0)
\]

\[
g_2 = \frac{f(\beta_1, g_1) - f(\beta_1)}{\beta_2} = \frac{\tilde{f}(\beta_1, g_1)}{f(\beta_1)} - 1
\]

\[
d_2 = \tilde{h}(\beta_1, g_1) - h(\beta_1) + d_1,
\]

and so forth. The factor of 2 in the second equation arises from taking the sum over half the lattice sites each iteration. We could have also arrived at the same results through the transfer matrix approach [14], which we utilize in the appendix in order to calculate spin-spin correlation functions across multiple disordered bonds. We now turn our attention towards the fixed point structure of the renormalization group flow induced by these transformations.

**B. Fixed points and RG trajectories**

1. **1D Ising model with no disorder**

Consider first Ising 1D chain without any disorder. This is simply implemented in the above by setting the disorder parameter to be vanishing, \( g_0 = 0 \), implying \( f = \nu \) and \( h = 1 \). Consequently, we infer

\[
\beta_n = f^n(\beta_0), \quad f(\beta_0) = \frac{1}{2} \log (\cosh 2\beta_0)
\]

Plotting \( f(\beta) \) in Fig. 2 we recover the well known result that the only two temperature fixed points in 1D are the trivial stable/unstable fixed points at infinite/zero temperature. We recall here that in the context of the present discussion, our definition of inverse temperature \( \beta \) has implicitly absorbed the bare nearest neighbor coupling which we normalized to unity. That is \( \beta_0 := J_0/kT_0 \) where \( J_0 \) is the bare nearest neighbor coupling. Hence in 1D, the fixed point at infinite temperature implies the vanishing nearest neighbor interactions in the IR – were we to plot the renormalized coupling \( J = \beta(1 + g) \) in Fig. 1 the attractors would merge at \( \beta = 0 \).

2. **Ising model with single bond disorder**

From the first line of (15) we see that independent of the disorder parameter \( g_0 \), the behavior of \( \beta \) is identical to the ordered case as depicted in Fig. 2. However, the disorder parameter itself has more interesting behavior under RG flow, with fixed points determined by the solutions to the equation

\[
g = \frac{\log \left\{ \frac{\cosh [\beta(2 + g)]}{\cosh \beta g} \right\}}{\log (\cosh 2\beta)} - 1
\]

for some fixed \( \beta \). As can be seen by inspection from Fig. 2, and directly from (18) fixed points for the disorder parameter exist for any finite value of \( \beta \) at

\[
g = \{-2, -1, 0\},
\]

corresponding to attractors at \( g = -2, 0 \) and a separatrix at \( g = -1 \). Recalling (7), we see that these possibilities correspond to the nearest neighbor couplings

\[
\kappa = \{-1, 0, 1\}\]
with stable fixed points at $\kappa = \pm 1$ and an unstable fixed point at $\kappa = 0$ ($g = -1$). The former corresponds to the critical line depicted in Fig. [1] and is equivalent to inserting a break in the chain that is preserved under RG transformations given the nearest neighbor nature of interactions. We note that this feature is unique to 1D in higher dimensions, next to nearest neighbor and higher order interactions are unavoidably generated.

We also note that in the infinite temperature limit $\beta \to 0$, the right hand side of (18) becomes $g + O(\beta^2)$, so that one is allowed to approach this fixed point with any finite value for the disorder parameter since the effective nearest neighbor interaction given by $\beta(1 + g)$ vanishes in this limit.

Away from the critical line, RG flow directs the disorder parameter to either a stable F or AF attractor depending on the sign of the initial (bare) coupling, corresponding to the fixed points of (18) at $g = \{-2, 0\}$ for arbitrary finite temperatures. Away from the critical line at $g = -1$, RG trajectories flow towards the fixed point at $\beta = 0$ along the attractor at $g = 0$ or $g = -2$.

The fixed point of (18) at $g = -2$ at any finite temperature corresponds to inserting a twist in the original 1D spin chain at the location of the disordered bond in the case of free boundary conditions. This is because physically, given that the interactions are strictly nearest neighbor, flipping the sign of the coupling at a random bond and simultaneously flipping the signs of all spins after that site (say to the left of it) describes an energetically equivalent configuration. Hence the ground state in the presence of single bond disorder corresponds to a kink for any negative bare coupling, no matter its initial magnitude. In the case of periodic boundary conditions, flipping the spins at the disordered bond would eventually result in a frustrated bond somewhere else along the lattice, and the ground state of the spin chain has a degeneracy equal to the number of lattice sites, with all but one ground state corresponding to a double kink.

As we shall elaborate upon later, random bond models with $\mathbb{Z}_2$ symmetry exhibit frustration only if the bond configurations are ‘gauge non-trivial’, characterized by the existence of a closed curve with a corresponding Wilson loop [2] acquiring a non-trivial expectation value [11, 13].

### C. Arbitrarily assigned bond disorder

Consider now two disordered bonds, initially separated from each other by some arbitrary distance – the situation for multiple disordered bonds generalizes straightforwardly. As before, we write the bare Hamiltonian as

$$
-\beta_0 H_0 = \beta_0 \sum_{i \neq m,l} \sigma_i \sigma_{i+1} + \beta_0 \kappa_0 \sigma_m \sigma_{m+1} + \beta_0 \bar{\kappa}_0 \sigma_l \sigma_{l+1}.
$$

(21)

Defining individual disorder parameters

$$
g_0 := \kappa_0 - 1; \quad \bar{g}_0 := \bar{\kappa}_0 - 1
$$

(22)
we see that the above can be rewritten as

\[-\beta_0 H_0 = \beta_0 \sum_{i=-N}^{N-1} \sigma_i \sigma_{i+1} + \beta_0 \tilde{g}_0 \sigma_m \sigma_{m+1} + \beta_0 \tilde{g}_0 \sigma_l \sigma_{l+1}\]

Repeating the previous steps, we find that the decimated Hamiltonian can be written as

\[-\beta_1 H_1 = \sum_{i=-2^{m-1}}^{2^{m-1}-1} \left[ \beta_1 \sigma_{2i} \sigma_{2(i+1)} + c_1 \right] + \beta_1 g_1 \sigma_{m-1} \sigma_{m+1} + d_1 + \beta_1 \tilde{g}_1 \sigma_{l-1} \sigma_{l+1} + \tilde{d}_1\]

where

\[\beta_1 = f(\beta_0)\]
\[c_1 = h(\beta_0)\]
\[g_1 = \frac{f(\beta_0, g_0) - f(\beta_0)}{\beta_1} = \frac{f(\beta_0, \tilde{g}_0)}{f(\beta_0)} - 1\]
\[d_1 = \tilde{h}(\beta_0, g_0) - h(\beta_0)\]
\[\tilde{g}_1 = \frac{f(\beta_0, \tilde{g}_0) - f(\beta_0)}{\beta_1} = \frac{f(\beta_0, g_0)}{f(\beta_0)} - 1\]
\[\tilde{d}_1 = \tilde{h}(\beta_0, \tilde{g}_0) - h(\beta_0)\]

Individually, \(g\) and \(\tilde{g}\) (in general, any number of disorder parameters) renormalize independently and in an identical functional manner, albeit with different initial conditions, until the RG step where any two nodes coalesce under decimation. At this step, qualitatively different behavior emerges.

D. Bond coalescence under RG

Individual disordered bonds evolve independently under RG transformations until the step when they occupy adjacent sites, as illustrated in Fig. 4. The RG transformation that sums over the site connecting two disordered bonds can straightforwardly be shown to result in the renormalized disorder parameter \(g_T\), such that

\[g_T(g, \tilde{g}) = \frac{\log \left( \frac{\cosh [\beta (2g + \tilde{g})]}{\cosh [\beta (g - \tilde{g})]} \right)}{\log (\cosh 2\beta)} - 1.\]  

Interestingly, for any finite \(\beta\), we see that if \(g\) or \(\tilde{g}\) had settled onto values corresponding to either the F or AF attractor by the step at which the bonds coalesce \(g, \tilde{g} = \{0, -1, -2\}\) \([19]\), the disordered parameter for the single bond \(g_T(g, \tilde{g})\) that results is given by

\[g_T(0, 0) = 0\]
\[g_T(0, -1) = -1\]
\[g_T(0, -2) = -2\]
\[g_T(-1, -1) = -1\]
\[g_T(-1, -2) = -1\]
\[g_T(-2, -2) = 0\]

We see that anytime either of the adjacent disordered bonds lies on the critical line (i.e. \(g, \tilde{g} = -1\)) immediately before the RG step where they coalesce, the renormalized \(g_T\) is also given by \(g_T = -1\). This is understood from the fact that \(g, \tilde{g} = -1\) implies that one of the incoming bonds is of vanishing strength, corresponding to a break in the chain, which is preserved under RG transformations given the nearest neighbor nature of the interactions.

We also note that a twisted bond coalescing with an untwisted bond remains twisted, since \(g_T(0, -2) = g_T(-2, 0) = -2\), whereas two twisted bonds ‘untwist’ upon coalescence, since \(g_T(-2, -2) = 0\). After coalescence, they renormalized disorder parameter flows according to the single bond RG evolution described by \([18]\), until it coalesces with the next nearest disordered bond.

The physical picture that emerges is clear – any bond disorder present in the bare system, no matter how feeble, rapidly settles onto the F or AF attractor depending on its initial sign. Any bonds at the unstable fixed point (or, null bonds) separate the system into independent domains and eliminates the effects of boundary conditions. Disorder persists at intermediate scales until any two twisted bonds meet each other and untwist. At large distances in systems where there are no null bonds, a single defect persists if there are an odd number of initially negative disordered bonds in the bare system, corresponding to the non-vanishing of the index \((-1)^{N_0}\), where \(N_0\) is the number of bare negative couplings, resulting in a topological frustrated configuration at long wavelengths in the case of periodic boundary conditions.

As we shall see in the next section, although sparse disorder is rapidly averaged out by RG transformations in higher dimensions, in the limit of non-sparse disorder the conclusions we have drawn in 1D also apply to codimension one defects that are sparse from the perspective of the complementary lattice.

III. SPARSE DISORDER IN 2D

A. Migdal-Kadanoff bond shifting

When considering the renormalization of sparse disorder in two and higher dimensions, one is immediately
FIG. 5: Migdal-Kadanoff bond shifting prescription – sites marked with an ‘x’ are traced over.

FIG. 6: MK bond shifting with two disordered bonds.

confronted with the fact that it is significantly harder to implement the renormalization group exactly, forcing us to resort to approximation schemes. For example, the Migdal-Kadanoff (MK) bond shifting scheme and its variants return reasonably accurate answers in comparison to the exact solution in 2D in the case where disorder is absent [17]. The advantage of this approach is that it preserves the nearest neighbor nature of interactions with each RG step and is readily adapted to situations where disorder is present. As illustrated in Fig. 5, one simply shifts every other row of horizontal bonds upwards and every other column of vertical bonds rightwards, decimating over all the mid-point sites. Sites that are left unconnected to any nearest neighbors renormalize the free energy once summed over.

An improved bond shifting prescription that first decimates and then bond shifts the resulting next to nearest neighbor and four point interactions results in more accurate estimation of the 2D finite temperature fixed point in the absence of disorder. However, even in the presence of single bond disorder, this prescription rapidly proliferates the disorder across multiple bonds quickly rendering the iteration of the RG transformations intractable. Mindful of the many caveats to utilizing the simplest version of MK bond shifting in 2D, in restricting ourselves to studying the scaling behavior and fixed point structure of sparse disorder and disorder that is effectively one dimensional in nature (and sparse from the perspective of the orthogonal complement), this approximation will turn out to suffice.

B. Renormalization

We begin by presuming a pair of disordered bonds represented in Fig. 6, where after bond shifting and decimating, one finds the renormalized bond disorder parameter

\[
g_1 = \frac{\log \left\{ \frac{\cosh \left( \beta (4 + g_0 + \bar{g}_0) \right)}{\cosh \beta (g_0 - \bar{g}_0)} \right\}}{\log (\cosh 4\beta)} - 1, \tag{28}\]

where analogous to Fig. 3, we’ve parametrized the bond strengths before the RG step as \(g_0, \bar{g}_0\), and denoted \(g_1\) the corresponding renormalized value. Decimating over the sites which no longer connect any sites on the renormalized lattice contribute to the renormalized free energy. Proceeding similarly, we find the renormalized temperature fixed point to be determined by the equation

\[
\beta = \frac{1}{2} \log [\cosh 4\beta], \tag{29}\]

implying a critical fixed point at \(\beta_* \approx 0.3\), which is to be compared to the exact value \(\beta_0 \approx 0.44\) [17].

FIG. 7: Renormalized bond disorder parameter in 2D.
We see that with a single disordered bond present before any particular RG step (e.g., seen by setting $\bar{g}_0 = 0$), the tendency is to reduce bond disorder back to $g \to 0$. When one has a second disordered bond which is ‘twisted’ ($\bar{g}_0 = -2$, so that $\kappa = 1 + \bar{g}_0 = -1$), the renormalized bond always has vanishing strength. From Fig. 7 we see that successive RG transformations always appear to erase sparse disorder no matter the initial configuration.

Generalizing the discussion to allow for multiple bond disorder and anticipating the non-sparse limit, we imagine a pair of disordered bonds shifting onto an existing disordered pair (as in fig. 8). In this case, we find the renormalized bond disorder parameter after decimation to result in

$$g_1 = \log \left( \frac{\cosh(\beta (4 + g_0 + f_0 + \bar{g}_0 + f_0))}{\cosh(\beta (g_0 + f_0 - \bar{g}_0 - f_0))} \right) - 1$$  \hspace{1cm} (30)$$

One again can similarly deduce from this that for sparse bond disorder, subsequent RG transformations rapidly renders localized disorder irrelevant. This needn’t be the case for infinite numbers of defects, whether or not they have a vanishing density in the thermodynamic limit.

### IV. SPATIALLY EXTENDED SPARSE AND NON-SPARSE DISORDER

#### A. Line defects

One can also study the case where disorder is no longer localized to small regions. Consider a 2D lattice with a line defect, which we model as a vertical column of horizontally oriented disordered bonds with identical disorder parameter. When periodic boundary conditions are imposed, this line is taken to form a complete cycle along one direction. One can immediately infer how this defect is renormalized by considering (30), setting $g_0 = f_0$ and $\bar{g}_0 = \bar{f}_0 = 0$, and considering the continued iteration of this formula

$$g_1 = \log \left( \frac{\cosh(\beta (4 + 2g_0))}{\cosh(2\beta (g_0 - \bar{g}_0))} \right) - 1.$$  \hspace{1cm} (31)$$

Unsurprisingly, since the geometry of the disorder is translationally equivalent to a single disordered bond in 1D, this has the same fixed point structure as the 1D case, as can be seen from Fig. 9 with the added feature that in 2D one also has a non-trivial unstable temperature fixed point at $\beta_\ast = 0.44$. Since the fixed points of (31) at $g = \{-2, -1, 0\}$ occur for any finite value of $\beta$, the disorder parameter flows towards its nearest attractor regardless of which side of the critical point one is, although this convergence is much more rapid at lower temperature ($\beta > \beta_\ast$). As one approaches $\beta \to \infty$, the presence of relevant disorder at long wavelengths will be macroscopically distinguishable.

We can also examine the renormalization of a discrete collection of line defects. As in the 1D case for sparse bond disorder, by locality of interactions, individual line defects renormalize independently until the RG step where they coalesce. At this stage, the renormalized line defect disorder parameter gets renormalized as

$$g_T = \log \left( \frac{\cosh(\beta (4 + 2g_0 + 2\bar{g}_0))}{\cosh(2\beta (g_0 - \bar{g}_0))} \right) - 1.$$  \hspace{1cm} (32)$$

obtained from (30) by setting $g_0 = f_0$ and $\bar{g}_0 = \bar{f}_0$. We see that analogous to the 1D case (27), upon defect coalescence, the renormalized defect disorder parameter is given by

$$g_T(0, 0) = 0$$

$$g_T(0, -1) = -1$$

$$g_T(0, -2) = -2$$

$$g_T(-1, -1) = -1$$

$$g_T(-1, -2) = -1$$

$$g_T(-2, -2) = 0.$$  \hspace{1cm} (33)$$

This again implies that any two line defects that have settled onto the AF attractor untwist from the perspective of the orthogonal complement lattice at the RG step.
where they coalesce. When one considers more complicated configurations of line defects that may intersect in 2D, one would find that the individual defects renormalize independently. Moreover, one does not add any local frustration with such configurations since it is not possible to construct a closed loop that encloses the intersection without traversing an even number of disordered bonds.

B. Random bond disorder and the Edwards-Anderson limit

The Edwards-Anderson model is defined by the bare Hamiltonian

\[ H = \sum_{(ij)} J_{ij} \sigma_i \sigma_j \]  

(34)

where the sum is over nearest neighbor lattice sites. The weights \( J_{ij} \) are taken to be drawn from some PDF, denoted \( P(J_{ij}) \). For the Gaussian Edwards-Anderson model, one has

\[ P(J_{ij}) = \frac{1}{\sqrt{2\pi J^2}} \exp \left[ -\frac{(J_{ij} - J)^2}{2J^2} \right] \]  

(35)

with mean \( J_0 \) and variance \( J^2 \). The so called \( \pm J \) Edwards-Anderson model is defined by the PDF

\[ P(J_{ij}) = p \delta(J_{ij} - J) + (1 - p) \delta(J_{ij} + J) \]  

(36)

where the bonds have bare strength \( J \) or \(-J\) with probabilities \( p \) or \( 1 - p \) respectively.

The renormalization of the Edwards-Anderson model can be obtained by considering the non-sparse limit of our previous results \([26]\) and \([30]\) by assigning to each bond, a bare disorder parameter drawn from the corresponding PDF. The main difference with the cases studied in previous sections is that each step in the RG involves node coalescence. Via the replica trick, one could compute the free energy, various order parameters and the ground states of the system. We note however that the standard replica trick ceases to apply to sparse disorder however, since one is in effect assigning different PDF’s for the bond disorder at specific individual bonds. However, one can still straightforwardly infer how the initial PDF’s renormalize in either case, as we shall do shortly.

Considering first non-sparse disorder in 1D, and recalling that each RG step involves node coalescence, two adjacent bonds with disorder parameters \( g_1 \) and \( g_2 \) result upon decimation in the renormalized disorder parameter \( g_T \) \([26]\):

\[ g_T(g_1, g_2) = \frac{\log \left( \frac{\cosh[\beta(2g_1 + g_2)]}{\cosh[\beta(2g_1 - g_2)]} \right)}{\log(\cosh 2\beta)} - 1 \]  

(37)

The PDF for the renormalized disorder parameter, denoted \( P_1(g) \), given the PDF for the initial disorder \( P_0(g) \) is obtained as

\[ P_1(g) = \int dg_1 \int dg_2 \frac{P_0(g_1)P_0(g_2)\delta(g_T(g_1, g_2) - g)}{P_0(g_T(g_1, g_2))} \]  

(38)

It may be tempting to perform one of the integrals via the delta function, however the symmetric function \( g_T(g_1, g_2) \) fails to be invertible when either \( g_1 \) or \( g_2 = -1 \). We could consider the condition where the PDF’s preclude this possibility, however it would not correspond to the most general case. One can nevertheless proceed by studying the integral equation condition implied by demanding the PDF be invariant, that is a fixed distribution under RG transformations

\[ P_*(g) = \int dg_1 \int dg_2 P_*(g_1)P_*(g_2)\delta(g_T(g_1, g_2) - g) \]  

(39)

which is satisfied whenever

\[ \int dg' P_*(g')\delta(g_T(g_1, g') - g) = \delta(g - g_1) \]  

(40)

which implies that \( P_*(g) \) must itself be a delta function, or a weighted sum thereof.

We can recover the fixed distributions found by Grimstein et al \([14]\) by considering an initial distribution of the functional form reasoned above,

\[ P_0(g) = p_0 \delta(g) + (1 - p_0) \delta(g + 2), \quad 0 \leq p_0 \leq 1, \]  

(41)

and iterating this under RG. Substituting \([41]\) into \([38]\), performing the integrations over \( g_1 \) and \( g_2 \) and using the relations \([27]\), we find

\[ P_1(g) = \left( p_0^2 + (1 - p_0)^2 \right) \delta(g) + 2p_0(1 - p_0) \delta(g + 2) \]

\[ = p_1 \delta(g) + (1 - p_1) \delta(g + 2) \]  

(42)

with

\[ p_1 := p_0^2 + (1 - p_0)^2. \]  

(43)

Evidently, the fixed distributions are determined by the fixed points of the equation \( p_* = p_*^2 + (1 - p_*)^2 \), which are at \( p_* = 1 \) and \( p_* = 1/2 \).

The fixed point at \( p_1 = 1 \) implies the absence of disorder in the initial configuration. However, this fixed point is unstable, as iterating \([43]\) for any initial values for \( p_0 \) slightly less than unity, parametrized as \( p_0 = 1 - 2^{-n} \), can straightforwardly be verified to converge on \( p_* = 1/2 \), in approximately \( n + 1 \) RG steps. This has a transparent physical interpretation – \([27]\) implies that any AF bond coalescing with an F bond at a given RG step renormalizes to an AF bond. Therefore AF bonds that are extremely rare initially ‘eat up’ neighboring F bonds under RG transformations until they encounter another AF bond (at which point they renormalize to an F bond). Hence, a statistical steady state can’t be reached until the RG step where the average separation between renormalized AF bonds equals that of the renormalized F bonds, which is after approximately \( n + 1 \) decimations.
if one had initially assigned the probability of finding an AF bond to be $2^{-n}$.

We find however that once we allow for a finite probability for null bonds within the restricted class of PDF’s consisting of sums of delta functions (i.e., allowing $q = -1$ with some finite probability $q$), the fixed point for the distribution (37) at $p_∗ = 1/2$ also becomes unstable. Consider

$$P_0(g) = p_0 \delta(g) + q_0 \delta(g + 1) + (1 - p_0 - q_0) \delta(g + 2),$$

with $p_0, q_0 \leq 1$ and $p_0 + q_0 \leq 1$, we find upon iterating the RG transformation, the distribution $P_0(g)$ given by (38) has the same form as (44) but now with probability assignments

$$p_1 = p_0^2 + (1 - p_0 - q_0)^2$$

and

$$q_1 = 2q_0(2 - q_0)$$

which can be shown to rapidly converge to $q_∗ = 1, p_∗ = 0$ for any finite value of $q_0$. This ‘paramagnetic’ fixed distribution is trivial, and corresponds to a completely disconnected spin chain and is the only attractor among the fixed distributions found in [14]. That this should be so is evident from the fact that any break in the chain is preserved under renormalization, and so any bond with disorder parameter $g = -1$ will eat up all adjacent bonds under successive RG steps.

We stress that the conclusions drawn above are an artifact of the specific form for the bare PDF given by [14], wherein the arguments of the delta functions corresponds to fixed points of the disorder parameter. By allowing for an initial distribution of the form

$$P_0(g) = p_0 \delta(g - \kappa_1) + (1 - p_0) \delta(g - \kappa_2), \quad 0 \leq p_0 \leq 1$$

with $\kappa_1, \kappa_2$ taking generic values $\neq \{0, -1, -2\}$, a single iteration of the RG results in a weighted sum of three delta functions with arguments $g_T(\kappa_1, \kappa_1), g_T(\kappa_1, \kappa_2)$ and $g_T(\kappa_2, \kappa_2)$, each different from each other. Repeating this process, one gets a weighted sum of six delta functions with different arguments given by the symmetric combinations of $g_T$ acting on the results from the previous step: each RG transformation generates $N(N + 1)$ more terms from the $N$ generated in the previous step. Moreover, we see that setting both arguments to be identical in (37) for $g_1 = g_2 > 0$ or $< -2$, the width of the distribution gets successively wider. However when one allows $\kappa_1 = -1$ but let $\kappa_2$ to take on any generic value in $[-2, 0]$. RG transformations preserve the form of the PDF to be a sum of only two delta functions where the paramagnetic fixed distribution has a non-trivial basin of attraction provided $-2 < \kappa_2 < 0$.

The situation becomes richer when we allow non-sparse disorder to be inhomogeneous. In this case, allowing for two adjacent disordered bonds to have disorder parameters drawn from different PDF’s, we find that the renormalized PDF is now given by

$$P_1(g) = \int dg_1 dg_2 P_0(g_1) P_0^\prime(g_2) \delta(g_T(g_1, g_2) - g)$$

with $P_0(x) \neq P_0^\prime(x)$. We consider the simple case where the disorder is diluted enough such that there are a finite number of RG steps before coalescence with another disordered bond occurs. In this case, $P_0^\prime(g) = \delta(g)$, so that the renormalized PDF becomes

$$P_1(g) = \int dg_1 P_0(g_1) \delta(g_T(g_1, 0) - g)$$

The function $g_T(g, 0)$ is monotonic and hence invertible. Therefore

$$P_1(g) = P_0[\gamma^{-1}(g)] \left| \frac{d\gamma}{dg} \right|_{\gamma^{-1}(g)}$$

with

$$\gamma(\beta, g) \equiv g_T(0, g) = \frac{\log \left\{ \frac{\cosh \left[ (2\gamma + g) \beta \right]}{\cosh \beta g} \right\}}{\log (\cosh 2\beta)} - 1,$$

which has the inverse

$$\gamma^{-1}(\beta, g) = \frac{1}{2\beta} \log \left[ \frac{(\cosh 2\beta)^{1+g} - e^{-2\beta}}{e^{2\beta} - (\cosh 2\beta)^{1+g}} \right] .$$
it is energetically favorable for the intermediate spin to align with the adjacent spin that it is strongly coupled to, the coupling to the spin connected via an ordered bond remains the same, such that the effective coupling across the intermediate spin is still $\bar{J} = 1 + g$ with $g \sim \mathcal{O}(1)$. In other words, a chain is only as strong as its weakest link.

Provided the non-sparse disorder has a PDF that converges sufficiently to the distribution before bond coalescence onsets (which occurs within a small number of RG iterations if the bare PDF lacks significant support around the unstable fixed point at $g = -1$), subsequent RG transformations involving bond coalescence will renormalize the distribution

$$P(g) = p \delta(g) + (1 - p) \delta(g + 2)$$

which converges to the fixed distribution $P_\ast$ with $p_\ast = 1/2$. We can therefore conclude that the $\pm J$ Edwards-Anderson model with $p = 1/2$ represents a universal-ity class for disordered systems in 1D, which any model within a non-trivial basin of attraction will flow towards. Note that the ‘$\pm J$’ terminology describes the unnormalized coupling $J = \beta(1 + g)$.

For line defects in two dimensions, one can straightforwardly repeat the analysis with the replacement

$$\bar{\gamma}(\beta, g) = \frac{\log \left\{ \frac{\cosh \left[ \beta(4 + 2g) \right]}{\cosh \left[ 2d \bar{g} \right]} \right\} \log \left( \cosh 4\beta \right) - 1$$

in place of $\gamma(\beta, g)$ in and arrive at qualitatively similar conclusions. The situation is far richer in 2D however due to the existence of a finite temperature critical point. The case of non-sparse, statistically distributed disorder has been extensively studied (see for an excellent review) and the effect of disorder on the critical points of the system depends on whether or not the Harris criterion is satisfied – that is, if the exponent $\nu$ of a correlation length associated with a given critical point satisfies $\nu \geq d/2$. This occurs when the width of the disorder PDF’s grows without bound under RG, which, as we found previously, will be the case for homogeneously assigned disorder. For inhomogeneously assigned bare disorder where the Edwards-Anderson attractor is reached sufficiently rapidly, the critical properties of the system are unchanged.

V. ASPECTS OF $\mathbb{Z}_2$ GAUGE SYMMETRY IN THE IR

The Ising model with sparse disorder furnishes a concrete example of a system in which gauge degrees of freedom naturally manifest in the IR. Whether or not gauge degrees of freedom can be emergent in continuum models is a question of great interest to particle physics [18–21], motivating the study of any condensed matter examples where this occurs [22].
Recall the Hamiltonian (34), that is, a random bond model which needn’t for the purposes of the present discussion be drawn from a PDF. Evidently, the Hamiltonian admits an invariance under the transformation
\[
\sigma_i \to -\sigma_i; \quad J_{ij} \to -J_{ij}, \quad \forall j \text{ adjacent to } i \tag{54}
\]
for certain fixed configurations of bonds. In this case, one finds the energetics, and therefore the thermodynamic properties of the disordered lattice to be identical to the completely ordered case (54) [12].

Configurations that cannot be related to the ordered Hamiltonian via local transformations of the form (54) have different thermodynamic and ground state properties and exhibit frustration at long wavelengths [11, 13]. Viewing the transformation (54) as a local Z\(_2\) invariance (54) manifests in the specific form (56) since the plaquette construction requires contributions from disordered bonds common to adjacent plaquettes to cancel), implying the former to be the relevant gauge degrees of freedom in the IR.

\[
W_\gamma = \prod_{i,j \in \gamma} J_{ij}; \quad J_{ij} = \pm 1 \tag{55}
\]
is a Z\(_2\) invariant measure of frustration, with \(W_\gamma = -1\) implying the existence of at least one frustrated bond.

The results of the previous sections imply that the ever present Z\(_2\) invariance (54) manifests in the specific form (55) once all disordered bonds have settled onto one of two RG attractors (corresponding to \(g = -2, 0\)). That is, even if we start with a bare configuration such that \(J_{ij}^\text{bare} \in \mathbb{R}\), renormalization group flow results in long wavelength configurations with \(J_{ij} \to \pm 1\) for a range of bare disordered configurations. These correspond to sparse disorder, or non-sparse disorder that is inhomogeneously distributed with sufficiently rapid convergence to the Edwards-Anderson \(\pm J\) universality class, which will be the case for any initial distributions with sufficiently vanishing support around the critical line at \(g = -1\).

The index \(W = (-1)^{N_0} \) where \(N_0\) counts the number of bonds with bare disorder parameters \(g_0 < -1\) is invariant under RG transformations, and corresponds to the Wilson loop (55) for a large enough loop (i.e. in the IR). This specific distribution allows one to construct all quantities of thermodynamic interest from fundamental plaquette variables (not possible with the distribution (56)), since the plaquette construction requires contributions from disordered bonds common to adjacent plaquettes to cancel), implying the former to be the relevant gauge degrees of freedom in the IR.

Configurations with \(W_\gamma = -1\) for some \(\gamma\) have disorder that is relevant at the largest scales, corresponding to a topologically frustrated configuration in the case of periodic boundary conditions. In the non-sparse limit, long wavelength configurations with \(J_{ij} \to \pm 1\) correspond to a particular realization of the random bond model (36) whose phase structure in 2D was first explored in [23]. Kadanoff and Ceva [24] have furthermore shown that if \(\bar{r}\) and \(\bar{r}'\) denote two sites on the dual lattice (dual to \(r\) and \(r'\)) that are connected by a path of disordered bonds denoted \(\Gamma\), then one can define a disorder operator \(\mu\) defined via its correlation function
\[
\langle \mu(\bar{r})\mu(\bar{r}') \rangle := \frac{\mathbb{Z}[\Gamma]}{\mathbb{Z}} = e^{-\Delta K r}\tag{57}
\]
where \(\mathbb{Z}[\Gamma]\) is the partition function with an insertion of a seam of flipped bonds \(\Gamma\). With the identification of the Kramers-Wannier dual coupling
\[
e^{-2K} = \tanh K; \quad K := J/T \tag{58}
\]
the correlation functions of the disorder operator in the dual system can be shown to be equal to the spin correlations in the original model [24]
\[
\langle \sigma(r)\sigma(r') \rangle_K = \langle \mu(\bar{r})\mu(\bar{r}') \rangle_K\tag{59}
\]
and that the Wilson loop \(W_\gamma = -1\) only if the one (but not both) of the disorder operators \(\mu(r)\) lie within the loop, i.e. the seam \(\Gamma\) pierces the loop. As before, frustration is only present when \(W_\gamma = -1\).

VI. CONCLUDING REMARKS

In this investigation, we have explored how sparse disorder behaves under renormalization. We found that in 1D, arbitrarily assigned bare disorder localized to a finite number of bonds flows towards an attractor where individual bonds settle onto F or AF couplings of equal and opposite strength. In 2D this corresponds to plaquettes emerging as the relevant gauge degrees of freedom in the IR. Disorder is relevant at large scales if the index \((-1)^{N_0}\) associated with the bare configuration (where \(N_0\) is the number of bonds with bare disorder parameter \(g_0 < -1\)) is non-trivial, corresponding to the Wilson loop operator \(W_\gamma\) in the IR.

In the limit of non-sparse disorder that is homogeneous, we recover known fixed distributions, but find only the trivial paramagnetic fixed distribution to be an attractor when allowing for the disorder parameter to take on arbitrary values not just restricted to \(g = \{-2, -1, 0\}\) i.e. the fixed points of [18]. On the other hand, inhomogeneous non-sparse disorder with sufficiently vanishing support for the disorder parameter around the critical line \(g = -1\) flows towards the Edwards-Anderson equal probability \(\pm J\) model in the IR.

Localized sparse disorder in 2D is rapidly washed out under renormalization. However, line defects that are sparse from the perspective of the orthogonal complement lattice behave analogously to sparse disorder in 1D, implying the generalization of our results to codimension one defects in 2 and higher dimensions.
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Appendix A: 1D cross-disorder correlation functions

We are interested in computing how spins are correlated across any number of disordered bonds. The object of interest is the correlation function

$$\langle \sigma_k \sigma_l \rangle - \langle \sigma_k \rangle \langle \sigma_l \rangle$$  \hspace{1cm} (A1)

where the thermal expectation values are taken in the presence of disorder. We begin with single bond disorder at site $m$, described by the Hamiltonian

$$-\beta H = -\beta \sum_i \sigma_i \sigma_{i+1} + \beta g_m \sigma_m \sigma_{m+1}$$  \hspace{1cm} (A2)

where we omit subscripts on $\beta$ and $g$ to indicate that we can do this at any particular scale (i.e. after any number of RG iterations). Since the spins can take the values $\pm 1$, the partition function is obtained via the trace

$$Z = \text{Tr} [ T^{m-1} T_m T^{N-m} ]$$  \hspace{1cm} (A3)

where we assume periodic boundary conditions and that there are $N$ sites to sum over. The transfer matrices $T$ and $T_m$ are given by

$$T = \begin{pmatrix} e^{\beta} & e^{-\beta} \\ e^{-\beta} & e^{\beta} \end{pmatrix}, \quad T_m = \begin{pmatrix} e^{\beta (1+g_m)} & e^{-\beta (1+g_m)} \\ e^{-\beta (1+g_m)} & e^{\beta (1+g_m)} \end{pmatrix}$$  \hspace{1cm} (A4)

By additivity of the exponents, the matrices $T$ and $T_m$ commute, as would those for any number of disordered bonds at site $j$ denoted $T_j$. Therefore the partition function for a disordered system with $K$ disordered bonds is given by

$$Z = \text{Tr} \left[ \prod_{j=1}^K T_j \right] T^{N-K}$$  \hspace{1cm} (A5)

decimation consists of multiplying matrices pairwise in their original order and rewriting them in the form (A4) with the addition of a free energy that appears as a multiplicative constant, from which one would read off the RG transformations \cite{15} and \cite{23}.

Expectation values of the spin operator $\sigma_k$ are obtained by inserting the matrix $\tau$ as the $k$‘th matrix in the string of transfer matrices in the trace, with $\tau$ given by

$$\tau = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$  \hspace{1cm} (A6)

We are interested in calculating correlation functions of spins across a series of disordered bonds at sites $k$ and $l$, where we presume $l > k$. Exploiting the cyclicity of the trace for bounded operators and the fact that $T$ and $T_j$ commute, we can write

$$\langle \sigma_k \sigma_l \rangle = \frac{1}{Z} \text{Tr} \left[ \tau \prod_{j=1}^K T_j \right] T^{l-k-K} \tau T^{N-l+k}$$  \hspace{1cm} (A7)

where it is convenient to work in the basis where the $T_k$ and $T$ are simultaneously diagonalized, in which case

$$\tau \rightarrow \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$  \hspace{1cm} (A8)

Straightforward calculations then show that $\langle \sigma_k \rangle = 0$ and with multiple disordered bonds between the sites $k$ and $l$

$$\langle \sigma_k \sigma_l \rangle = e^{-\frac{(l-k)}{\xi}} \prod_{j=1}^K \frac{\tanh \beta (1+g_j)}{\tanh \beta}$$  \hspace{1cm} (A9)

where the $g_j$ correspond to the intervening disordered bonds, and where the correlation length $\xi$ one would have obtained in the absence of disorder, which is given by

$$\xi = \frac{1}{\log \left( \frac{\tanh \beta}{\tanh \beta} \right)}$$  \hspace{1cm} (A10)

Note that the fixed points of \cite{18} correspond to the disorder parameter settling on $g = \{-2, 0\}$, so that the factors in the product return $(-1)^{N_{AF}}$, where $N_{AF}$ denotes the number of bonds corresponding to $g = -2$. This has the transparent physical interpretation of preserving the usual correlation up to a sign depending on the number of intermediate twists in the spin chain. The unstable fixed point at $g = -1$ corresponding to a break in the chain contributes a zero, uncorrelating the two spins.
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