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The Radó–Kneser–Choquet theorem
for $p$-harmonic mappings
between Riemannian surfaces

Tomasz Adamowicz, Jarmo Jääskeläinen and Aleksis Koski

Abstract. In the planar setting, the Radó–Kneser–Choquet theorem states that a harmonic map from the unit disk onto a Jordan domain bounded by a convex curve is a diffeomorphism provided that the boundary mapping is a homeomorphism. We prove the injectivity criterion of Radó–Kneser–Choquet for $p$-harmonic mappings between Riemannian surfaces.

In our proof of the injectivity criterion we approximate the $p$-harmonic map with auxiliary mappings that solve uniformly elliptic systems. We prove that each auxiliary mapping has a positive Jacobian by a homotopy argument. We keep the maps injective all the way through the homotopy with the help of the minimum principle for a certain subharmonic expression that is related to the Jacobian.
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1. Introduction

Finding injective solutions to a given system of PDEs is one of the most profound and fundamental questions in the geometric function theory. In the nonlinear elasticity this and related questions about the Jacobian determinants have been investigated, for instance, by Antman [5], Ball [6], [7], [8], Ciarlet [15]. The main focus of our work is devoted to the injectivity criterion known in the Euclidean setting of \( \mathbb{R}^2 \) as the Radó–Kneser–Choquet theorem (the RKC theorem, for short), see e.g. Duren’s presentation in Chapter 3 of [16]: A harmonic mapping from the unit disk onto a Jordan domain bounded by a convex curve is a diffeomorphism provided that the boundary mapping is a homeomorphism.

This remarkable result fails to hold in higher Euclidean dimensions, see Lauge- sen’s counterexample for spheres [43]. However, counterparts of the RKC theorem are known to hold in various other settings: for harmonic mappings between two compact Riemannian surfaces where the target surface has non-negative curvature (Schoen–Yau [54]), without the curvature assumptions but under the assumption on the smallness of the image set (Jost [37]), see also Kalaj [40] for some further generalizations.

Another direction of extending the RKC theorem is to consider the setting of planar domains but for more general mappings, see Alessandrini–Nesi [2], [3], Alessandrini–Sigalotti [4], Bauman–Phillips [10] and Iwaniec–Onninen [35]. In particular, the case of the (isotropic) \( p \)-harmonic mappings in the plane was investigated in [30].

New important applications of the \( p \)-harmonic RKC theorem, for both \( p = 2 \) and \( p \in (1, \infty) \), have been seen in the diffeomorphic approximation of \( W^{1,p} \)-Sobolev homeomorphisms, where the local \( p \)-harmonic replacements are the necessary building blocks, see Iwaniec–Kovalev–Onninen [31], [32], [33], and in the approximation of \( W^{1,p} \)-monotone mappings by monotone homeomorphisms, see Iwaniec–Onninen [35].

The main goal of this work is to prove the RKC theorem for \( p \)-harmonic mappings between Riemannian surfaces. We will now describe the details of our setting and the main assumptions on surfaces and mappings.

When studying deformation of some surface \( M \) under a map \( u: M \to N' \) (where \( N' \) denotes a target manifold), one often assumes that \( M \) responds to the energy-minimal deformation likewise in all directions. In other words, the energy functional \( E[u] \) assumes the form

\[
E[u] = \int_M E(|Du|^2) \, dV_M.
\]

In this article we focus on the study of minimizers for the \( p \)-harmonic type energy, i.e., \( E(t) = (\epsilon^2 + t)^{p/2} \) for \( 2 \leq p < \infty \) and \( \epsilon \geq 0 \), with the degenerate elliptic case \( \epsilon = 0 \) being our central target of investigation. We reserve the notion of a \( p \)-harmonic mapping to exclusively mean a minimizer of the \( p \)-harmonic energy among Sobolev mappings with given boundary data. Naturally, these minimizers also solve the associated Euler–Lagrange system of equations. However, unlike in
the case of the \( p \)-harmonic mappings in the plane, the appearance of the curvature makes these equations nonhomogeneous. The nonhomogeneity depends on the second fundamental form of the target surface. This discrepancy leads to several difficulties which one needs to handle.

Let \( M \) be a Riemannian surface with \( C^2 \)-boundary and let \( N' \) be a compact Riemannian surface without boundary. We equip \( M \) and \( N' \) with conformal metrics \( \sigma \) and \( \rho \), respectively. Moreover, we assume that \( \sigma \) and \( \rho \) are bounded from below and above and we make the following additional assumptions.

(A.1) The Gaussian curvature of \( M \) is nonpositive.

(A.2) Suppose \( N \subset N' \) is a geodesically convex submanifold with boundary, and \( \partial N \) is assumed to be \( C^{1,\alpha} \)-regular. Assume also that it satisfies the following smallness condition: \( \text{diam}(N) < \epsilon_{N',p} \).

(A.3) The Gaussian curvature of \( N' \) is nonnegative on \( N \).

Theorem 1.1 (The RKC theorem for \( p \)-harmonic mappings between Riemannian surfaces). Suppose that assumptions (A.1)–(A.3) hold. Denote by \( \phi_0 : \partial M \to \partial N' \) a \( C^{1,\alpha} \)-homeomorphism between boundaries with non-vanishing tangential derivative. Let \( u : M \to N' \) denote a minimizer of the \( p \)-harmonic energy with boundary data \( u = \phi_0 \) on \( \partial M \), and assume that \( u \) belongs to \( C^{1,\alpha}(M,N') \). Then \( u \) is in fact a \( C^{1,\alpha} \)-diffeomorphism from \( M \) to \( N \) with nonvanishing Jacobian in \( M \). In particular, \( u \in C^\infty(M) \).

A key aspect in our investigations is the problem of Jacobian estimates. In the geometric mapping theory and the nonlinear elasticity (e.g. Ball \[7\], \[8\]), one often needs to control the Jacobian determinant \( J(z,u) = \det(Du(z)) \) from below, for example by means of a suitable minimum principle. For the uncoupled system of 2-Laplace equations the Jacobian determinant of a solution satisfies the minimum principle in any region where it is positive, which is a straightforward consequence of the superharmonicity of \( z \mapsto \log J(z,u) \). When we deal with more general energy integrals it is not obvious which differential expressions work for Jacobian estimates. This has raised some recent interest for superharmonic expressions, see \[30\], \[41\] and Kalaj \[39\]. The proof of our analogue of the Radó–Kneser–Choquet theorem is based on the following subharmonicity result.

Theorem 1.2. Assume (A.1) and (A.3). Let \( u^\epsilon : M \to N' \) be a stationary solution of the Euler–Lagrange system of equations associated with energy functional (1.1) with \( E(|Du^\epsilon|^2) = (\epsilon^2 + |Du^\epsilon|^2)^{p/2} \) for \( 2 \leq p < \infty \) and \( \epsilon \geq 0 \). Moreover, suppose
that the Jacobian of $u^\epsilon$ satisfies $J_{u^\epsilon} = \rho(u^\epsilon(z)) \left( |u^\epsilon_z|^2 - |u^\epsilon|^2 \right) > 0$ on $M$. Define the differential expression $T$ on $M$ by the formula

$$T = E' \left( \frac{\rho(u^\epsilon(z)) \left( |u^\epsilon_z|^2 - |u^\epsilon|^2 \right)}{\sigma(z)} \right) \frac{\rho(u^\epsilon(z))}{\sigma(z)} \left( |u^\epsilon_z|^2 - |u^\epsilon|^2 \right).$$

Then, there exists a sufficiently large exponent $N_E > 0$ such that the function $-T^{-N_E}$ is a supersolution of the Beltrami–Laplace equation on $M$. In the particular case of the $p$-harmonic energy, it holds that $N_E = N(p)$.

In our paper we apply this observation only to $p$-harmonic type mappings (including the case of $\epsilon > 0$), but the technique of the proof of Theorem 1.2 is robust enough to encompass wider class of isotropic energies.

Since supersolutions of the Beltrami–Laplace equation satisfy the minimum principle, we obtain the following observation.

**Corollary 1.3.** Under the assumptions of Theorem 1.2, the expression $T$ satisfies the minimum principle in $M$, meaning that for any compact subset $K \subset M$ we have

$$\inf_{z \in K} T(z) \geq \inf_{z \in \partial K} T(z).$$

Our aim is to make use of the above result to prove, in the end, that the Jacobian of $u$ does not vanish in $M$. Basic topology then implies that $u: M \to N$ is a smooth homeomorphism. In fact, $u$ is $C^{1,\alpha}$-diffeomorphism from $M$ to $N$, by the inverse function theorem. However, since Theorem 1.2 is only applicable to mappings already having a positive Jacobian, we will have to find a nondirect way to apply it.

Let us now briefly discuss our assumptions and describe the structure of the paper. Section 2 is devoted to recalling some elementary facts in differential geometry needed largely in Section 5 for the proof of the subharmonicity result, Theorem 1.2. In Section 3 we set up the stage for further discussion: we recall the notion of Sobolev spaces and $p$-harmonic mappings on Riemannian surfaces. Furthermore, we derive the key Euler–Lagrange system of equations (Definition 3.1).

We note that $p$-harmonic mappings automatically belong to $C^{1,\alpha}_{\text{loc}}(\text{int} M, N')$ with $\alpha$ depending on $p$ and the geometry of $M$ and $N'$, [25]. Similar regularity results holding up to the boundary of the domain are much less prominent in the literature, and this is the reason for our a priori regularity assumption in our RKC theorem (Theorem 1.1) on the $p$-harmonic map, i.e., $C^{1,\alpha}(M, N')$, though the restriction to this regularity class might be superfluous. This assumption already guarantees the $C^{1,\alpha}$-smoothness of the boundary $\partial M$. For further discussion of the $C^{1,\alpha}$-regularity of $p$-harmonic mappings, including the minima of the uniformly elliptic $p$-harmonic systems, we refer to Section 4.

The fact that we assume in (A.2) that the target domain $N$ is convex is absolutely necessary, which is already seen from the flat case due to the failure of the classical RKC theorem for non-convex targets, see Chapter 3.1 in Duren [16].

The smallness assumption (S) on the target $N$ in (A2) is also necessary to guarantee uniqueness for the $p$-harmonic and related Dirichlet problems. For a
simple example on the necessity of this assumption merely notice that if \( M = \{(x, y, z) \in S^2, z \geq 0\} \) and \( N' = S^2 \), then both the identity and reflection map \((x, y, z) \mapsto (x, y, -z)\) from \( M \) to \( S^2 \) are minimizers of the Dirichlet energy with the same boundary values. Let us mention that in some important cases of manifolds, one can compute the bounds for the uniqueness radius in (S). For example, if \( \kappa \) denotes an upper bound of the sectional curvature of \( N' \), then Fuchs [22] showed that \( r_{N', p} < \pi/(2\sqrt{\kappa}) \).

We would like to emphasize that unlike some of the literature that study the so-called small solutions, see [28], [36], [37], [27], [22], [20], we do not make any extra a priori assumptions on the size of the image set for mappings in the class in which we minimize the \( p \)-harmonic energy. Rather, we are able to conclude that any energy minimizer with given boundary data \( \phi_0 \) must satisfy such a smallness property via the maximum principles obtained in Section 6.

The smallness assumption (S) is needed, in addition, to establish the uniqueness (Appendix A), also for the Caccioppoli-type estimates in Section 9 and for the maximum principle, see Appendix B.

In Section 6 we also show the positivity of the Jacobian along the boundary. Here we use \( C^2 \)-smoothness of \( \partial M \) to guarantee the interior sphere condition. Furthermore, the regularity of \( \partial M \) guarantees the existence of a \( p \)-harmonic mapping with given boundary values (Section 7). The positivity of the Jacobian on the boundary also lets us reduce the problem of proving the RKC theorem to the case where \( M \) and \( N \) have smooth boundaries and the boundary data is a \( C^\infty \)-smooth diffeomorphism (see also Section 4.2).

After the reduction to the smooth case, we study auxiliary mappings \( u^\epsilon \) that approach our mapping \( u \) in the limit (the existence and the uniqueness of these maps is discussed in Section 7 and Appendix A). Mappings \( u^\epsilon \) solve the uniformly elliptic systems and each such map is shown to have a positive Jacobian. In the flat case, one can obtain this result as a direct consequence of Bauman–Marini–Nesi [9], but we have to go through a different route and our proof is based on a homotopy argument along the lines of Iwaniec–Onninen [34] and Jost [37], see Theorem 8.1.

Our homotopy argument requires uniform Hölder and \( C^{1, \alpha} \)-estimates up to the boundary, which we show in Section 8. The positivity of Jacobians follows by the minimum principle (Corollary 1.3). For the minimum principle we need the Gauss curvature assumptions (A.1) and (A.3).

The remaining major step to be made is then completed in Section 9. There, we show the \( L^p \)-convergence for differentials \( Du^\epsilon \) to \( Du \) and the convergence of Jacobians of \( u^\epsilon \) to the Jacobian of \( u \). The minimum principle keeps the maps \( u^\epsilon \) injective all the way through the homotopy, which enables us to conclude the RKC theorem in Section 10.

In order to put our results in a wider perspective, let us notice that our variant of Radó–Kneser–Choquet theorem can be seen as a contribution to the studies of the mapping problem for \( p \)-harmonic type mappings, known for example in the setting of planar conformal mappings (the Riemann mapping theorem) or planar quasiconformal mappings (the measurable Riemann mapping theorem). We finish
the introduction with a remark that our approach to the Radó–Kneser–Choquet theorem on surfaces can be a subject of further generalization for isotropic energies, other than the $p$-harmonic ones.
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2. Differential geometry on Riemannian surfaces

In this section we recall some basics of the differential forms and the related geometry of Riemannian surfaces, needed in the further presentation, especially in Section 5.

Let $M$ be a Riemannian surface with boundary and $N'$ be a compact Riemannian surface without boundary. We denote the global coordinates on $M$ by $z = x + iy = x^1 + ix^2$ and the local coordinate chart on $N'$ by $\tilde{u} = \tilde{u}^1 + i\tilde{u}^2$. We also denote by $z$ the coordinate map $z: M \to z(M) \subset \mathbb{C}$ and similarly for $\tilde{u}$. Namely, $\tilde{u}: N' \to \tilde{u}(N') \subset \mathbb{C}$. Since $\partial M$ is assumed to be non-empty, we also require that for any $x_0 \in \partial M$ and for all sets $U \subset M$ open in the topology of $M$ with $x_0 \in \overline{U}$ it holds that $z(U \cap M)$ is, upon postcomposition with a conformal map in $\mathbb{C}$ (if necessary), mapped into a half disc $B(0,1) \cap \{\operatorname{Im} z \geq 0\}$ with $z(x_0) \in B(0,1) \cap \{\operatorname{Im} z = 0\}$.

Moreover, we equip both surfaces with conformal metrics $\sigma(z)|dz|^2$ on $M$ and $\rho(\tilde{u})|d\tilde{u}|^2$ on $N'$. We sometimes abbreviate these metrics as $\sigma$ and $\rho$. The existence of the conformal (isothermal) coordinates on the Riemannian surfaces can be proven, e.g. by employing the Beltrami equation, see Chapter 1.5.1 in Imayoshi–Taniguchi [29]. Moreover, in what follows we assume that $\sigma$ and $\rho$ are both bounded from below and above.

Recall that, if $w = a(\tilde{u}) \, d\tilde{u} + b(\tilde{u}) \, d\overline{\tilde{u}}$ is a 1-form on $N'$, its pullback by a mapping $u: M \to N'$ is a 1-form $u^*(w)$ on $M$. It is defined formally as

\begin{equation}
(2.1) \quad u^*(w) = a(u(z)) (d(\tilde{u}^1 \circ u) + id(\tilde{u}^2 \circ u)) + b(u(z)) (d(\overline{\tilde{u}}^1 \circ u) - id(\overline{\tilde{u}}^2 \circ u)).
\end{equation}

For the further discussion of the differential geometry on Riemannian surfaces, we will use similar notation as in Section 1 of Schoen–Yau [54]. Let us define the following 1-forms on $M$ and $N'$, respectively:

\begin{equation}
(2.2) \quad \theta = \sqrt{\sigma(z)} \, dz, \quad \omega = \sqrt{\rho(\tilde{u})} \, d\tilde{u}.
\end{equation}

For a mapping $u: M \to N'$, we define first derivatives of $u$ with respect to $\theta$ via the pullback of 1-form $\omega$:

\begin{equation}
(2.3) \quad u^*(\omega) = u_\theta \theta + u_\overline{\theta} \overline{\theta}, \\
\quad u^*(\overline{\omega}) = \overline{u_\theta} \theta + \overline{u_\overline{\theta}} \overline{\theta}.
\end{equation}
Using the definition of the pull-back and (2.3) we may find $u_\theta, u_\overline{\theta}, \overline{u_\theta}, \overline{u_\overline{\theta}}$. Indeed, by (2.1) and (2.2) we have

$$u^*(\omega) = u^*(\sqrt{\rho(\overline{u})} \, d\overline{u}) = \sqrt{\rho(u(z))} \, (du^1 + i \, du^2) = \sqrt{\rho(u(z))} \, (u_\overline{\theta} \, dz + u_\theta \, d\overline{z} + i \, u_\overline{\theta} \, dz + i \, u_\theta \, d\overline{z}),$$

where we use the standard notation for the complex derivatives of $u$:

$$2u_z = u_x - i \, u_y, \quad 2u_\overline{z} = u_x + i \, u_y.$$  

Using the definition of 1-form $\theta$, we find that

$$u_\theta \theta + u_\overline{\theta} \overline{\theta} = u_\theta \sqrt{\sigma(z)} \, dz + u_\overline{\theta} \sqrt{\sigma(z)} \, d\overline{z}.$$  

Comparing the corresponding coefficients in the last equation and (2.4), we arrive at the following formulas:

$$u_\theta = \frac{\sqrt{\rho(u(z))}}{\sqrt{\sigma(z)}} \, (u_\overline{\theta} \, dz + u_\theta \, d\overline{z}) = \frac{\sqrt{\rho(u(z))}}{\sqrt{\sigma(z)}} \, u_z,$$

$$u_\overline{\theta} = \frac{\sqrt{\rho(u(z))}}{\sqrt{\sigma(z)}} \, (u_\theta \, dz + u_\overline{\theta} \, d\overline{z}) = \frac{\sqrt{\rho(u(z))}}{\sqrt{\sigma(z)}} \, u_\overline{z}.$$  

Similar direct computations allow us to find that $\overline{u_\theta} = u_\overline{\theta}$ and $\overline{u_\overline{\theta}} = u_\theta$.

Following the standard approach, we define $u_{\theta\theta}, u_{\overline{\theta}\overline{\theta}}, u_{\theta\overline{\theta}}, u_{\overline{\theta}\theta}$, the second covariant derivatives of map $u$ (in fact, the Hessian of $u$):

$$du_\theta + u_\theta \theta_c - u_\theta u^* \omega_c = u_{\theta\theta} \theta + u_{\theta\overline{\theta}} \overline{\theta},$$

$$du_\overline{\theta} + u_\overline{\theta} \overline{\theta}_c - u_\overline{\theta} u^* \omega_c = u_{\overline{\theta}\overline{\theta}} \theta + u_{\overline{\theta}\theta} \overline{\theta}.$$  

Here $\theta_c$ and $\omega_c$ are Riemannian connection 1-forms on $M$ and $N'$, i.e.,

$$\theta_c = \frac{\partial \log(\sigma(z))}{\partial \overline{z}} \, \overline{dz} - \frac{\partial \log(\sigma(z))}{\partial z} \, dz,$$

$$\omega_c = \frac{\partial \log(\rho(u))}{\partial u} \, du - \frac{\partial \log(\rho(\overline{u}))}{\partial \overline{u}} \, d\overline{u}.$$  

3. Sobolev mappings between surfaces and the Euler–Lagrange system of equations

Recall that by $M$ and $N'$ we denote Riemannian surfaces equipped with conformal metrics $\sigma$ and $\rho$, respectively. Moreover, we assume that $\sigma$ and $\rho$ are both bounded. As in our standing assumptions for Theorem 1.1, $M$ will be a surface diffeomorphic to the unit disc and $N'$ will be a compact surface without boundary. Recall further that $N \subset N'$ denotes a subset which is sufficiently small in diameter. In particular, $N$ is covered by a single coordinate chart and is also diffeomorphic to the unit disc.
To define our minimization problem properly, we first need to recall how the notion of the Sobolev spaces is defined for mappings with values in a manifold. For a mapping $v: M \to N'$ which may take values in different charts of manifold $N'$, one typically defines the extrinsic Sobolev space $W_{ex}^{1,p}(M, N')$ by means of the isometric Nash embedding $i: N' \to \mathbb{R}^k$. This embedding lets us identify the 2-dimensional manifold $N'$ with a subset of $\mathbb{R}^k$ for some $k$, allowing us to define

$$W_{ex}^{1,p}(M, N') = \{ v : M \to N' : i \circ v \in W^{1,p}(M, \mathbb{R}^k) \}$$

$$= \{ w \in W^{1,p}(M, \mathbb{R}^k) : w(x) \in i(N') \text{ for a.e. } x \in M \}.$$

See also Section 2 in Pigola–Veronelli [50] and Section 1 in Fardoun–Regbaoui [20] for the extrinsic Sobolev space.

For our purposes, it will be often enough to study mappings that (at least locally) take values in a single coordinate chart, say, $(\Omega, \tilde{u})$ on $N'$. This coordinate chart allows us to define the intrinsic Sobolev space, denoted simply by $W^{1,p}(M, \Omega)$, as

$$W^{1,p}(M, \Omega) = \{ v : M \to \Omega : \tilde{u} \circ v \in W^{1,p}(M, \mathbb{C}) \},$$

where the right-hand side is understood as the closure of $C^\infty(M, \mathbb{C})$ in the Sobolev norm

$$\| \tilde{v} \|_{W^{1,p}(M, \mathbb{C})} := \| \tilde{v} \|_{L^p(M, \mathbb{C})} + \| D\tilde{v} \|_{L^p(M, \mathbb{C})}.$$

Further, we denote by $W_0^{1,p}(M, \Omega)$ the Sobolev norm closure of smooth maps with compact support in $\text{int } M$, $C^\infty_c(\text{int } M, \mathbb{C})$.

By Theorem 2 in [50], the intrinsic and extrinsic definitions of Sobolev spaces are the same for mappings taking values in a single coordinate chart. In particular, from this one can infer that if $v \in W^{1,p}(M, N)$, then $v \in W_{ex}^{1,p}(M, N')$.

In our energy functional (1.1) we use the following inner product: denote by $Du(z) = (u_\sigma, u_\rho)$ and $Dv(z) = (v_\sigma, v_\rho)$ the derivatives as in (2.3) of $u$ and $v$, respectively. Via the local charts of $N'$, these derivatives map into $\mathbb{C}^2$. We denote by

$$D_z u = (u_\sigma, u_\rho)$$

the regular differential matrix of a map $u: M \to N'$. The same notation is used for the differential matrix for maps from $M$ to $\mathbb{C}$. The scalar product

$$(D_z u(z), D_z v(z)) := \Re(u_\sigma \overline{v_\rho} + \Re(u_\rho \overline{v_\sigma})$$

(3.1)

denotes the usual scalar product in $\mathbb{R}^{2 \times 2} = \mathbb{C}^2$. We also define the norm $|Du|$ by the formula

$$(3.2) \quad |Du(z)|^2 = |u_\sigma|^2 + |u_\rho|^2 = \frac{\sigma(u(z))}{\sigma(z)} \left( |u_\sigma|^2 + |u_\rho|^2 \right).$$

Hence, the norm also depends on $\sigma$ and $\rho$. However, since we assume boundedness of both metrics, the Sobolev space arising from (3.2) coincides with the intrinsic
Sobolev space defined above and the corresponding Sobolev norms are equivalent. In our Sobolev estimates below, we choose to use the following norm:

$$\|Du\|_{L^p} = \left( \int_M |Du|^p \, dV_M \right)^{1/p}.$$  

Let \( u : M \to N' \) be a mapping a priori assumed to belong to \( W^{1,p}_{ex}(M, N') \). For such a map let us consider the following energy integral:

$$\mathbb{E}(u) = \int_M E(|Du|^2) \, dV_M.$$  

In this paper we are mainly concerned with energies having the stored energy function \( E(|Du|^2) = (e^2 + |Du|^2)^{p/2}, \) with \( 2 \leq p < \infty \) and \( \epsilon \geq 0, \) though the Euler–Lagrange systems of equations we derive in this section are also valid for more general energies.

From now on we will assume that \( p \geq 2 \) and \( u \in W^{1,p}_{ex}(M, N') \) is a minimizer of the energy (3.3) with \( E(t) = (e^2 + |t|^2)^{p/2}. \) Thus \( u \) is, in particular, continuous and hence locally takes values in a single coordinate chart. The continuity follows for \( p > 2 \) by the Sobolev embedding theorem of Riemannian manifolds and for \( p = 2 \) from the classical theory of harmonic mappings, see e.g. Chapter 3.8 in Jost [38].

Being a minimizer, the map \( u \) is a stationary point of the energy (3.3). In other words, the first variation of \( \mathbb{E}(u) \) vanishes. Let \( \psi \in C^\infty_0(M, \mathbb{C}) \) be a test function and denote by \( u^* \) a variation of \( u \) such that \( \frac{d}{ds} \big|_{s=0} u^* = \psi. \) Explicitly, \( u^* \) is defined by \( u^*(z) = \exp_{u(z)}(s\psi(z)). \) We also abbreviate some notation by defining \( \lambda(z) = E'(|Du(z)|^2). \) Since the map \( u \) locally takes values in a single coordinate chart, for a test function \( \psi \) with a support in a small enough neighborhood in \( M \) the following computation is justified in local coordinates:

\[
0 = \frac{d}{ds} \big|_{s=0} \mathbb{E}(u^*) = 2 \Re \int_M \lambda(z) \frac{\rho_u(u(z))}{\sigma(z)} \left( |u_z|^2 + |u_\bar{z}|^2 \right) \psi + \lambda(z) \frac{\rho_u(u(z))}{\sigma(z)} (\overline{u_z} \psi_z + \overline{u_\bar{z}} \psi_\bar{z}) \, dV_M
\]

\[
= -2 \Re \int_M \frac{\rho_u(u)}{\sigma} \left( 2\lambda u_{\overline{z}} u_z + \lambda z u_z + \lambda z u_{\overline{z}} + 2\lambda \frac{\rho_u(u)}{\rho(u)} u_z u_{\overline{z}} \right) \, dV_M,
\]

where the last equality is valid for \( u \in C^2(M, N'). \) Here we have slightly abused the notation, as by \( \rho_u(u) \) we actually mean \( (\rho \circ \overline{u^{-1}}) \circ \overline{u} \circ u, \) where the derivative with respect to \( \overline{u} \) is a regular complex derivative in the plane. This notational convention will be used throughout the paper.

In particular, we now find that the minimizer \( u \) is a solution of the Euler–Lagrange system of equations

\[
2\lambda u_{\overline{z}} + \lambda z u_z + \lambda z u_{\overline{z}} + 2\lambda \frac{\rho_u(u)}{\rho(u)} u_z u_{\overline{z}} = 0.
\]

Namely, it holds that

\[
(3.4) \quad [\lambda(z) u_{\overline{z}} + [\lambda(z) u_{\overline{z}}]_z + 2\lambda(z) \left( \frac{\partial}{\partial u} \log \rho(u(z)) \right)] u_z u_{\overline{z}} = 0,
\]
which we interpret in the weak form, unless $u \in C^2(M, N')$. We state the above Euler–Lagrange system of equations also in our $\theta$-derivative notation:

\begin{equation}
2 \lambda u_{\theta \theta} + \lambda_\theta u_{\theta \theta} + \lambda_\theta u_{\theta} = 0, 
\end{equation}

cf. also the equation (9) on page 267 in [54]. Furthermore, we note that this equation is not equivalent to the divergent-type formulation $[\lambda u_{\theta \theta}] + [\lambda u_{\theta \theta}]_{\theta} = 0$. In the literature, the Euler–Lagrange systems of equations (3.4)–(3.5) are sometimes expressed as

\begin{equation}
\delta (E'(|Du|^2) du) = 0,
\end{equation}

where $\delta$ denotes the formal adjoint of the exterior differential $d$ with respect to the standard $L^2$ inner product on vector-valued differential 1-forms on $M$, see Hamburger [24].

Since we do not a priori assume that our mappings $u \colon M \to N'$ are smooth, we need instead to work with the weak formulation of the Euler–Lagrange systems of equations (3.4)–(3.5). Moreover, we also express the above system by using notation that clearly emphasizes the relations between the mappings and the geometry of $M$ and $N'$. Namely, below we will use the notation $A(u)(Du, Du)$ to denote the value of the quadratic form $A$ at a point $u = u(z) \in N'$ for $z \in M$:

\begin{equation}
A(u)(Du, Du) = \left( \frac{\partial}{\partial u} \log \rho(u(z)) \right) |Du|^2 + \frac{\rho_u(u(z))}{\rho(u(z))} |Du|^2
\end{equation}

where the norm $|Du|$ is as in (3.2). The quadratic form $A \colon \mathbb{C} \times \mathbb{C} \to \mathbb{C}$ is related to the second fundamental form of $N'$ embedded to $\mathbb{R}^k$, see Section 3.1.

From the computations for our first variation we obtain the following weak formulation for the Euler–Lagrange system of equations.

**Definition 3.1.** We say that $u \colon M \to N'$ is a weak solution of the Euler–Lagrange equations (3.4)–(3.5) if $u \in W^{1,p}_\text{ex}(M, N')$ satisfies

\[
\text{Re} \int_M \lambda(z) \left( \frac{\rho_u(u(z))}{\sigma(z)} |u_z|^2 + |u_{\bar{z}}|^2 \right) \psi dV_M = -\text{Re} \int_M \lambda(z) \left( \frac{\rho_u(u(z))}{\sigma(z)} (\bar{\psi} u_z + \bar{u}_{\bar{z}} \psi) \right) dV_M,
\]

or, equivalently,

\begin{equation}
- \int_M \lambda(z) \left( \frac{\rho_u(u(z))}{\sigma(z)} \langle D_z u, D_z \psi \rangle \right) dV_M = \int_M \lambda(z) (Du, Du) \cdot \psi dV_M,
\end{equation}

for all $\psi \in W^{1,p}_0(M, \mathbb{C})$ such that $u$ maps the support of $\psi$ onto a single coordinate chart of $N'$.

By $\langle \cdot, \cdot \rangle$ we denote the scalar product as defined in (3.1), while the notation $X \cdot Y$ for $X, Y \in \mathbb{C}$ stands for the standard Euclidean scalar product in $\mathbb{C}$.
3.1. The extrinsic Euler–Lagrange equations via the Nash embedding

To adopt certain proof techniques from the literature, we will also need to derive an Euler–Lagrange system for the map \( v := i \circ u \), where \( u: M \to N' \) denotes an energy-minimizer and \( i: N' \to \mathbb{R}^k \) denotes the isometric Nash embedding of \( N' \) into Euclidean space. If \( i(N') \) is a compact surface in \( \mathbb{R}^k \), then for sufficiently small \( \epsilon \) the shortest distance projection to \( i(N') \) is well-defined on the set \( i(N') + B(0, \epsilon) \). Denoting such a projection by \( \Pi_{N'} \), we may then apply the first variation \( \Pi_{N'}(v + \epsilon \psi) \) to the map \( v \), for a suitably chosen test function \( \psi \in C_0^\infty(M, \mathbb{R}^k) \), as \( v \) minimizes the energy integral

\[
\int_M |\nabla v|^p \, dV_M = \int_M |Du|^p \, dV_M
\]

among maps from \( M \) to \( i(N') \) with given boundary data \( \phi_0 \). Doing so we arrive at the Euler–Lagrange equation for \( v \), namely,

\[
-\int_M \lambda \nabla v \cdot \nabla \psi \, dV_M = \int_M \lambda A'(v)(\nabla v, \nabla v) \cdot \psi \, dV_M,
\]

where, for the convenience, we denote \( \lambda = \lambda(|\nabla v|) \) and \( A' \) stands for the second fundamental form of \( N' \) in \( \mathbb{R}^k \).

More precisely, \( v = (v^1, \ldots, v^k): M \to \mathbb{R}^k \) and the gradient is taken with respect to the metric \( \sigma(z)|dz|^2 \), that is,

\[
\nabla v^j = [\sigma]^{-1} dv^j = \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} \sigma^\alpha\beta \frac{\partial v^j}{\partial x^\beta} \frac{\partial}{\partial x^\alpha},
\]

where we denote by \( [\sigma]^{-1} \) the inverse matrix of the metric \( \sigma(z)|dz|^2 \):

\[
[\sigma]^{-1} = \begin{cases} 
\sigma(z)^{-1}, & \alpha = \beta, \\
0, & \alpha \neq \beta.
\end{cases}
\]

As the gradient is a linear map defined on the tangent space, we define its norm as the Hilbert–Schmidt norm (the trace with respect to the metric), i.e.,

\[
|\nabla v|^2 = \sum_{j=1}^{k} |\nabla v^j|^2 = \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} \sigma^\alpha\beta \frac{\partial v^j}{\partial x^\alpha} \frac{\partial v^j}{\partial x^\beta}
\]

In particular, we have \( |\nabla v| = |Du| \). Indeed, \( |Du|^2 \) is the trace (with respect to the metric of \( M \)) of the pullback under \( u \) of the metric tensor of \( N' \), and for the pullback of the metric tensor \( \rho \) we have for \( X, Y \in TM \),

\[
u^*(\rho)(X, Y) = \rho(du(X), du(Y)) = di(du(X)) \cdot di(du(Y)) = u^*(di)(X) \cdot u^*(di)(Y) = dv(X) \cdot dv(Y),
\]

where by \( \rho(du(X), du(Y)) \) we mean the value of the conformal metric \( \rho(\tilde{u})|d\tilde{u}|^2 \) on \((du(X), du(Y))\). Above the second equality holds as \( i \) is the isometric Nash embedding (the dot product is the standard Euclidean scalar product of \( \mathbb{R}^k \)), and the last equality follows from \( dv = d(i \circ u) = d(u^*(i)) = u^*(di) \). Now, the trace (with respect to the metric of \( M \)) of the right-hand side is \( |\nabla v|^2 \) and thus \( |\nabla v|^2 = |Du|^2 \).
The dot product on the right-hand side of (3.9) means the standard Euclidean scalar product of \( \mathbb{R}^k \), and

\[
\nabla u \cdot \nabla \psi = \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} \sigma^{\alpha\beta} \frac{\partial u}{\partial x^\alpha} \frac{\partial \psi}{\partial x^\beta}.
\]

Recall that the second fundamental form is a quadratic form on the tangent space that takes values in the normal space, that is, \( A'(v) = \nabla^R - \nabla^N' : T_u(z) N' \to (T_u(z) N')^\perp \), where \( N' \) is a submanifold of \( \mathbb{R}^k \). Thus, in coordinates,

\[
A_{mn}^j(v)(\nabla v, \nabla v) = \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} \sigma^{\alpha\beta} A_{mn}^j \left( \frac{\partial u}{\partial x^\alpha}, \frac{\partial u}{\partial x^\beta} \right),
\]

Moreover, we see straight from the coordinate definition of the second fundamental form that

\[
|A'(v)(\nabla v, \nabla v)| \leq C_{N'}|\nabla v|^2,
\]

where \( C_{N'} \) depends only on geometry of \( N' \) as \( N' \) is compact and coefficients \( A_{mn}^j \) are defined via \( \rho \) and the Nash embedding.

4. The \( p \)-harmonic and uniformly elliptic \( p \)-harmonic systems

As mentioned in the previous section, we will restrict ourselves to the study of two special cases of the energy functional (1.1) in order to prove our main result, Theorem 1.1. The first of these is unsurprisingly the \( p \)-harmonic energy

\[
E(u) = \int_M | Du |^p dV_M,
\]

where it is always assumed that the exponent \( p \geq 2 \). In certain parts of the proof of Theorem 1.1 we will also need to work with an auxiliary energy functional, called the uniformly elliptic \( p \)-harmonic energy, which we define as follows:

\[
E_{\epsilon}(u) = E_{\epsilon, p}(u) = \int_M (\epsilon^2 + | Du |^2)^{p/2} dV_M.
\]

Here \( \epsilon \in (0,1) \) is a fixed number and again \( p \geq 2 \). If we set \( \epsilon = 0 \), then we retrieve the \( p \)-harmonic case (4.1). The benefit in considering this energy lies in the fact that for \( \epsilon > 0 \), the associated Euler–Lagrange system of equations becomes uniformly elliptic. This makes it easier to deduce properties such as the boundary regularity for minimizers of (4.2), leading us to prove the RKC-theorem first in the case \( \epsilon > 0 \) and then concluding the proof of Theorem 1.1 with a suitable convergence result as \( \epsilon \to 0 \).

Under the notation and assumptions of Theorem 1.1 and Section 3, we will always denote by \( u \) a minimizer of the \( p \)-harmonic energy (4.1) among mappings in the class \( W^{1,p}_{\text{ex}}(M, N') \) with boundary values equal to the homeomorphic
map $\phi_0: \partial M \to \partial N$. Furthermore, $u^\epsilon$ will denote a minimizing energy (4.2) among the same class of mappings, in particular having the same boundary values $\phi_0$. Some results which we state for $u^\epsilon$ hold in the case $\epsilon = 0$ as well, for this consult the exact assumptions of the result in question.

Recall that as energy minimizers, mappings $u$ and $u^\epsilon$ are weak solutions to the associated Euler–Lagrange systems of equations for the energies (4.1) and (4.2) as in (3.8) with $\lambda := \lambda^\epsilon$, where

$$(4.3) \quad \lambda^\epsilon = \left( \epsilon^2 + |Du^\epsilon|^2 \right)^{(p-2)/2}.$$ 

In the following discussion, we often call the variational system corresponding to the case $\epsilon = 0$ the $p$-harmonic system, whereas the analogous system for $\epsilon > 0$ is called the $\epsilon$-perturbed ($p$-harmonic) system or perturbed ($p$-harmonic) system.

4.1. The $C^{1,\alpha}$-regularity of the stationary solutions of the $\epsilon$-perturbed systems

For the forthcoming computations we will need some a priori knowledge on the regularity of maps $u$ and $u^\epsilon$. For the mapping $u$, we explicitly assume $C^{1,\alpha}$-regularity up to the boundary of $M$ as part of Theorem 1.1. For the $\epsilon$-perturbed system we find such regularity as a consequence of the uniform ellipticity. First we recall an interior regularity result:

**Proposition 4.1.** Let $u^\epsilon: M \to N'$ denote a weak solution of the Euler–Lagrange system (3.8) with $\lambda^\epsilon$ as in (4.3). Then $u^\epsilon$ belongs to $C^{1,\alpha}_{\text{loc}}(\text{int } M, N')$ with $\alpha$ depending on $p$ and the geometry of $M$ and $N'$.

**Proof.** As we are interested in the local regularity property of map $u^\epsilon$, we are able to exploit a similar argument as in the first part of the proof for Proposition 2.3 in Sacks–Uhlenbeck [52], which also employs Theorem 1.1.1 in Morrey [45], cf. conditions (1.10.7') on pg. 33 in [45]. Together, these imply that $u^\epsilon$ is $C^{1,\alpha}(\Omega, N')$ for all open $\Omega \subset \text{int } M$ as desired. \qed

Similar regularity results holding up to the boundary of the domain are much less prominent in the literature, and this is the reason for our a priori regularity assumption on the $p$-harmonic map $u$ (i.e., the case $\epsilon = 0$). However, for the uniformly elliptic systems a result which holds up to the boundary can be found in the paper of Beck [12], allowing us to state the following regularity observation.

**Theorem 4.2** (Theorem 1.4 in [12]). Let $p \geq 2$ and let $\Omega \subset \mathbb{C}$ be a bounded domain of class $C^{1,2\beta}$ for some $\beta < 1/2$. Moreover, let map $g \in C^{1,2\beta}(\overline{\Omega}, \mathbb{C})$. If $u \in W^{1,p}(\Omega, \mathbb{C})$ is a local minimizer of the energy functional $F(u, \Omega)$, under the growth assumptions (2a–b), (4), (7), (9a–b) in [12] and boundary values $u = g$ on $\partial \Omega$, then $u \in C^{1,\beta}(\overline{\Omega}, \mathbb{C})$.

In fact, Beck’s result applies to a wider class of energy functionals $F(u, \Omega)$ than our $E_\epsilon(u)$, see formula (1) in [12], Theorem 1.4 and Corollary 1.5 in [12]. Since this result is only stated in the flat case, we are unable to apply it at this moment due
to the fact that the target space $N'$ might not be diffeomorphic to $\mathbb{C}$. However, in Section 6 we will show that a minimizer indeed takes values in a single coordinate chart. Hence at this point let us assume that the map $u^*$ takes values in a single coordinate chart – this allows us to reduce to the flat case via coordinate maps and obtain the following corollary.

**Corollary 4.3.** Let $\epsilon > 0$ and suppose that the map $u^* : M \to N'$ minimizes the energy (4.2) among maps in $W_{1,p}^{1,0}(M, N')$ with fixed $C^{1,\alpha}$-smooth boundary values $\phi_0$ on $\partial M$. Suppose additionally that the image set $u^*(M)$ is contained in a single coordinate chart. Then $u^*$ is $C^{1,\beta}$-regular up to the boundary for some $\beta > 0$.

For the sake of completeness of our discussion, we now provide an argument that energies (4.2) satisfy the assumptions of Theorem 4.2. Another motivation for somewhat detailed verification of assumptions from [12] is that in Section 8 we study similar energies, see (8.3).

Recall, that under our assumptions $M$ is simply-connected Riemannian surface and, thus, covered by one coordinate map. Moreover, in Corollary 4.3 we assume that the image $u^*(M)$ is contained in a single coordinate chart on $N'$ with metric $\hat{u}$. Furthermore, we denote by $\Omega := z(\text{int} M)$, the image of $\text{int} M$ under the coordinate map $z : M \to \tilde{\Omega}$. With this notation we define the energy $W_z : \Omega \times \mathbb{C} \times \mathbb{C}^2 \to \mathbb{R}$, associated with $\mathbb{E}_\epsilon$, as follows:

$$W_z(z^{-1}, \tilde{u}, \zeta) := \left( \epsilon^2 + \frac{\rho(\tilde{u})}{\sigma(z^{\text{inv}}(z^{-1}))} |\zeta|^2 \right)^{p/2} |J_{z^{\text{inv}}}(z^{-1})|,$$

where $J_{z^{\text{inv}}}(z^{-1})$ stands for the Jacobian of a map $z^{\text{inv}}$ (the inverse map for $z$) at the point $z^{-1} \in \Omega$. (Here, the inverse map of $z$ is denoted by $z^{\text{inv}}$, instead of $z^{-1}$ in order to avoid the confusion with notation for a point $z^{-1} := z^{\text{inv}}(z) \in \Omega$).

One verifies that a map $\zeta \to W_z(\cdot, \cdot, \zeta)$ is of class $C^2$, i.e., the second derivative operator of $W_z(z^{-1}, \tilde{u}, \zeta)$ with respect to $\zeta$ variable is continuous in $\Omega \times \mathbb{C} \times \mathbb{C}^2$. Indeed, this follows by the direct twice differentiation of $W_z(\cdot, \cdot, \zeta)$ with respect to variables $\zeta_1, \ldots, \zeta_4$ with $\zeta = (\zeta_1, \zeta_2, \zeta_3, \zeta_4) \in \mathbb{R}^4 \approx \mathbb{C}^2$, also by the fact that $\epsilon > 0$, and so the expression $(\epsilon^2 + \frac{\rho(\tilde{u})}{\sigma(z^{\text{inv}}(z^{-1}))} |\zeta|^2)^{p/2-2}$ appearing in $\frac{\partial^2}{\partial \zeta_i \partial \zeta_j} W_z(\cdot, \cdot, \zeta)$ for $i, j = 1, \ldots, 4$ is defined for all $\zeta$. Moreover, it holds that

$$\nu |\zeta|^p \leq W_z(z^{-1}, \tilde{u}, \zeta) \leq L(1 + |\zeta|)^p,$$

with constants

$$\nu := \min_{\tilde{u} \in \mathbb{C}} \min_{\Omega} \frac{\rho(\tilde{u})}{\sigma(z^{\text{inv}}(z^{-1}))} \min_{\Omega} |J_{z^{\text{inv}}}(z^{-1})| > 0,$$

$$L := \max \left\{ 1, \max_{\tilde{u} \in \mathbb{C}} \max_{\Omega} \frac{\rho(\tilde{u})}{\sigma(z^{\text{inv}}(z^{-1}))} \right\} \max_{\Omega} |J_{z^{\text{inv}}}(z^{-1})|.$$

Therefore, we verified conditions (2a-b) and (9a) in [12]. Similarly, by employ-
ing the mean value theorem for functions, we check assumption (4) in [12]:

\[
|W(\tilde{z}_1, \tilde{u}_1, \zeta) - W(\tilde{z}_2, \tilde{u}_2, \zeta)|
\]

\[
= \left( \epsilon^2 + \frac{\rho(\tilde{u}_1)}{\sigma(z^{\text{inv}}(\tilde{z}_1))} |\zeta|^2 \right)^{p/2} J_{z^{\text{inv}}}(z_1) \left( \epsilon^2 + \frac{\rho(\tilde{u}_2)}{\sigma(z^{\text{inv}}(\tilde{z}_2))} |\zeta|^2 \right)^{p/2} J_{z^{\text{inv}}}(z_2)
\]

\[
= \left( \epsilon^2 + \frac{\rho(\tilde{u}_1)}{\sigma(z^{\text{inv}}(\tilde{z}_1))} |\zeta|^2 \right)^{p/2} - \left( \epsilon^2 + \frac{\rho(\tilde{u}_2)}{\sigma(z^{\text{inv}}(\tilde{z}_2))} |\zeta|^2 \right)^{p/2} J_{z^{\text{inv}}}(z_1)
\]

\[
+ \left( \epsilon^2 + \frac{\rho(\tilde{u}_2)}{\sigma(z^{\text{inv}}(\tilde{z}_2))} |\zeta|^2 \right)^{p/2} (1 - J_{z^{\text{inv}}}(z_2))
\]

\[
\leq c(p, \epsilon) L(1 + |\zeta|)^p \left( \|\frac{\partial G}{\partial \tilde{u}}\|_{L_\infty(\Omega)} |\tilde{u}_1 - \tilde{u}_2| + \|\frac{\partial G}{\partial \tilde{z}_1}\|_{L_\infty(\Omega)} |\tilde{z}_1 - \tilde{z}_2| \right)
\]

\[\text{(4.6)}\]

\[
\times \left( \|J_{z^{\text{inv}}(\tilde{z}_1)}\|_{L_\infty(\Omega)} + \frac{1}{|J_{z^{\text{inv}}(\tilde{z}_2)}|} L(1 + |\zeta|)^p \|\nabla J_{z^{\text{inv}}(\tilde{z}_2)}\|_{L_\infty(\Omega)} |\tilde{z}_1 - \tilde{z}_2| \right)
\]

\[
\leq c(p, \epsilon) L(1 + |\zeta|)^p \left( \frac{1}{|J_{z^{\text{inv}}(\tilde{z}_1)}|} + \|J_{z^{\text{inv}}(\tilde{z}_1)}\|_{L_\infty(\Omega)} \left[ \left\| \frac{\partial G}{\partial \tilde{u}} \right\|_{L_\infty(\Omega)} |\tilde{u}_1 - \tilde{u}_2| \right. \right.
\]

\[\text{(4.7)}\]

\[+ \left. \left\| \frac{\partial G}{\partial z_1} \right\|_{L_\infty(\Omega)} + \|\nabla J_{z^{\text{inv}}(\tilde{z}_1)}\|_{L_\infty(\Omega)} \right) |\tilde{z}_1 - \tilde{z}_2| \right],
\]

where $G(\tilde{u}, z^{-1}) := \rho(\tilde{u})/\sigma(z^{\text{inv}}(z^{-1}))$ and the boundedness of $L_\infty$ norm of $\nabla G$ follows from the corresponding properties of the geometries $\rho$ and $\sigma$. Moreover, since by assumptions $M$ is covered by one map, we may as well assume that it is sense-preserving and let $J_{z^{\text{inv}}} = J_{z^{\text{inv}}}$. Then, in (4.6), (4.7) we may instead consider $\|\nabla J_{z^{\text{inv}}}\|_{L_\infty(\Omega)}$ and estimate it in terms of (second order) partial derivatives of $z^{\text{inv}}$. From inequality (4.7) we infer that assumption (4) in [12] holds and that the modulus of continuity with respect to variables $(\tilde{u}, z^{-1})$, denoted in [12] by $\omega$, depends on the geometry of $M$ and the coordinate chart on $N'$, $p$ and $\epsilon$ only. This estimate a priori depends also on the choice of map $z$ and constants arising from estimates of the first and the second partial derivatives of $z^{\text{inv}}$. However, when changing the coordinate system on $M$, we change values of these constants by a factor related to a supremum norm of the change of variables, its Jacobian and Hessian only.

Observe that by (4.7) condition (7) in [12] is trivially satisfied as, upon constant multiplication, the modulus of continuity, denoted by $\omega_1$ in formula (7) of [12], is in our case $\omega_1(t) := t$. Thus, for $t \in (0, 1)$ one can choose any $\alpha_1 \in (0, 1)$, whereas for $t > 1$ we utilize the boundedness of $z^{-1}_1, z^{-1}_2$ by $\text{diam} M$ and the boundedness of $\tilde{u}_1, \tilde{u}_2$ by diameter of the coordinate chart on $N'$, in order to bound $\omega_1$ by a constant.

Finally, we verify by direct computations, standard for the $p$-harmonic type energies, that $W_\epsilon$ satisfies assumption (9b) in [12], i.e.,

\[
\nu(1 + |\zeta|)^{p-2} |\xi|^2 \leq D_{\zeta \zeta} W_\epsilon(z^{-1}, \tilde{u}, \zeta) \zeta \cdot \xi \leq L(1 + |\zeta|)^{p-2} |\xi|^2
\]

for any $\xi \in \mathbb{C}^2$. Here $\nu$ and $L$ are similar to constants in (4.5) and, additionally, depend on $p$ in a bounded manner.
Recall that $\phi_0$ denotes a homeomorphism from $\partial M$ into $\partial N$, see assumptions of Theorem 1.1. The above discussion allows us to apply Theorem 4.2 to the Dirichlet problem for the energy

$$\int_{\Omega} W_\epsilon(z^{-1}, u, Du)$$

with the boundary data $z(\phi_0)$. The minimizer $u^\epsilon$ of (4.2) (for $\epsilon > 0$) corresponds to a minimizer $\tilde{u} \circ u^\epsilon \circ z^{inv} : \Omega \to \mathbb{C}$ of (4.9). Thus we obtain Corollary 4.3 provided we show existence and uniqueness of minimizers to (4.2). This discussion will be postponed till Section 7. It turns out that the existence of minimizers for (4.2) and (4.9) follows in the usual way from the direct methods in the calculus of variations, since the energy functionals in subject are continuous, quasi-convex with polynomial growths, bounded from below on the corresponding Sobolev spaces and weakly lower semicontinuous. However, for the uniqueness part we need to understand better the geometry of minimizers. We will study this issue in the next sections.

4.2. Positivity of the Jacobian implies smoothness

In the next section we prove Theorem 1.2, in which we assume that the Jacobian determinant of our minimizer of (1.1) is positive. In order to justify the computations in Theorem 1.2, we need to assume that maps are at least $C^3$-smooth. However, any stationary solution which has positive Jacobian is already smooth, as proven in the following proposition.

Proposition 4.4. Let $u^\epsilon$ denote a stationary solution of the energy (4.2), including the case $\epsilon = 0$. Suppose that $J_{u^\epsilon} > 0$ in $M$. Then $u^\epsilon$ is $C^\infty$-smooth in $M$.

Proof. It is a type of classical result that the solutions to many nonlinear divergence-type equations are smooth in the set where their differential does not vanish. While we did not find an exact reference stating this to hold for the $\epsilon$-system arising from the energy (4.2), we may adopt the lines of the proof for example from Lemma 2.1 in Duzaar [17]. There, the claim of the proposition is shown for $p$-harmonic mappings between manifolds, which takes care of the case $\epsilon = 0$. The underlying assumption in [17] is that the manifold $M$ is at least three-dimensional, but the proof of the referenced Lemma 2.1 never uses this fact and, in fact, the same proof applies in the two dimensional case, as well.

As for the case $\epsilon > 0$, we briefly recall the arguments for the case $\epsilon = 0$ in [17] to verify that the same proof goes through for $\epsilon > 0$ as well. The proof is essentially divided into two steps. First one shows that the map $v^\epsilon = i \circ u^\epsilon$ in fact lies in $W^{2,2}_{loc}(M, \mathbb{R}^k)$, where we have taken the Nash embedding of $N'$ to $\mathbb{R}^k$ by $i$. After showing this, one is able to differentiate the Euler–Lagrange equations in a weak sense to arrive at a linear second-order equation for the first derivatives of $v^\epsilon$. This linear equation becomes uniformly elliptic due to the fact that the differential of $v^\epsilon$ does not vanish. The theory of elliptic linear equations then yields a self-improving estimate on the regularity of the derivatives of $v^\epsilon$, which can be iterated further to obtain the required smoothness.
We start with the argument to show that \( v^\epsilon \in W^{2,2}_{\text{loc}}(M, \mathbb{R}^k) \), for which we adopt the arguments of Lemma 2.2 in Duzaar–Fuchs [18]. Our goal here is to justify that the proof of the lemma also goes through in the case \( \epsilon > 0 \), yielding that \( (\varepsilon^2 + |\nabla v^\epsilon|^2)^{\frac{(p-2)/4}{2}} \nabla v^\epsilon \) is in the regularity class \( W^{1,2}_{\text{loc}}(M, \mathbb{R}^k) \). Note that all the calculations are done via the coordinate map \( z \) and thus \( v^\epsilon \) is a map from a planar domain to \( \mathbb{R}^k \). Let us denote by \( \lambda(t) = (\varepsilon^2 + t)^{\frac{(p-2)/2}{2}} \). Upon computations similar to those in the proof of Lemma 2.2 in [18], we will verify that the estimates in the proof leading up to formula (2.6) in [18] hold when \( |Du|^{p-2} \) is replaced with \( \lambda'(\|\nabla v^\epsilon\|^2) \) and \( |Du|^{p-4} \) with \( d\lambda'/d((|\nabla v^\epsilon|^2)) \), modulo a constant appearing from the differentiation with respect to \( t \). Indeed, let us present the key steps of the reasoning. Instead of the key equation (1.2) in [18], we consider (3.9) for \( \lambda := \lambda(|\nabla v^\epsilon|^2) \) and test functions \( \psi \in C^0_0(M, \mathbb{R}^k) \):

\[
(4.10) \quad \int_M \lambda(|\nabla v^\epsilon|^2) (\nabla v^\epsilon \cdot \nabla \psi + A'(v^\epsilon)(\nabla v^\epsilon, \nabla v^\epsilon) \cdot \psi) \, dV_M = 0,
\]

where \( A' \) stands for the second fundamental form of \( N' \) in \( \mathbb{R}^k \) (cf. the discussion in Section 3.1). Upon applying the coordinate map \( z: M \to \overline{\Omega} \), where \( \Omega = z(\text{int}M) \), we obtain the corresponding weak formulation for a map from a planar domain to \( \mathbb{R}^k \):

\[
(4.11) \quad \int_{\mathcal{J}(M)} \lambda(|\nabla v^\epsilon(t)|^2) (\nabla v^\epsilon(t) \cdot \nabla \psi(t) + A'(v^\epsilon(t))(\nabla v^\epsilon(t), \nabla v^\epsilon(t)) \cdot \psi(t)) \times |J_{z,\text{inv}}(t)| \, d\mathcal{L}^2 = 0,
\]

where \( t = z^{-1} \in \Omega \) is the point corresponding to the given \( z \in M \) under \( z^{\text{inv}} \) the inverse map of \( z \). In order to simplify further presentation, in what follows we denote \( v^\epsilon(t) \) by \( v^\epsilon \). Next, as in [18], for a ball \( B_r \subset z(M) \) we consider the nonnegative test function \( \phi \in C^\infty_0(B_{2r}, \mathbb{R}) \), such that \( \phi \equiv 1 \) on \( B_r \) and \( |\nabla \phi| \leq 4/r \). As in the proof of Lemma 2.2 in [18], we consider \( \Delta_{h,i} v^\epsilon \), the difference quotient in the \( i \)-direction, \( i = 1, 2 \), i.e., \( \Delta_{h,i} v^\epsilon = (1/h)(v^\epsilon(z + he_i) - v^\epsilon(z)) \). Notice that \( \Delta_{h,i} v^\epsilon \in \mathbb{R}^k \). Furthermore, for the test function \( \phi^2 \Delta_{h,i} v^\epsilon \) we get a counterpart of estimate (2.3) in [18]:

\[
0 = \int_{B_{2r}} \Delta_{h,i} \left( \lambda'(|\nabla v^\epsilon|^2) \nabla v^\epsilon \right) \cdot \nabla (\phi^2 \Delta_{h,i} v^\epsilon) + \Delta_{h,i} (A'(v^\epsilon)(\nabla v^\epsilon, \nabla v^\epsilon) J_{z,\text{inv}}) \cdot \nabla (\phi^2 \Delta_{h,i} v^\epsilon) \\
\geq \int_{B_{2r}} \phi^2 \Delta_{h,i} \left( \lambda'(|\nabla v^\epsilon|^2) |\nabla v^\epsilon| \right) \cdot \nabla (\Delta_{h,i} v^\epsilon) \\
- 2 \|
abla \phi\|_{L^\infty(B_{2r})} \int_{B_{2r}} \phi |\Delta_{h,i} v^\epsilon| \, |\Delta_{h,i} \left( \lambda'(|\nabla v^\epsilon|^2) \right) | \\
\left(4.12\right) - \left| \int_{B_{2r}} \Delta_{h,i} \left( \lambda'(|\nabla v^\epsilon|^2) A'(v^\epsilon)(\nabla v^\epsilon, \nabla v^\epsilon) J_{z,\text{inv}} \right) \cdot \nabla (\phi^2 \Delta_{h,i} v^\epsilon) \right|.
\]

Hence, the essential difference between our computations and the one presented in [18] is the presence of the Jacobian of \( z^{\text{inv}} \) in the last integral.
Following the same lines, we obtain a counterpart of (2.4) in [18] for \( v^\epsilon \) with expressions \( \lambda^\epsilon (|\nabla(v^\epsilon + s h \Delta h, i v^\epsilon)|^2) \) for \( s \in [0, 1] \) substituting \( |Du|^{p-2} \) used in [18].

Similar observation applies to estimates (2.6) and (2.7), which also admit analogous versions with \( \lambda^\epsilon (|\nabla v^\epsilon|_2^2) \) in place of \( |Du|^{p-2} \). In particular, the Jacobian \( J_{z^{inv}} \) appearing in (4.12) influences only the constant denoted in Formula (2.6) of [18] by \( C_3 \) and this constant now depends also on \( \|J_{z^{inv}}\|_{L^\infty} \). Therefore, the counterpart of (2.6) a priori depends also on the choice of map \( z \) and constants arising from estimates of the first partial derivatives of \( z^{inv} \). However, when changing the coordinate system on \( M \), we change the values of these constants by a factor related to a supremum norm of the change of variables and its Jacobian only.

Moreover, instead of the estimate appearing right after formula (2.7), in the case \( \epsilon > 0 \) we obtain the following:

\[
|\Delta h, i \nabla v^\epsilon|^2 \leq \frac{1}{\epsilon^{p-2}} |\nabla \Delta h, i \nabla v^\epsilon|^2 \int_0^1 \lambda^\epsilon (|s \nabla v^\epsilon(x + h) + (1-s) \nabla v^\epsilon(x)|^2) \, ds.
\]

Combining this with the rest of the obtained estimates results in an upper bound for the integral of \( |\Delta h, i \nabla v^\epsilon|^2 \) over a ball \( B_r \) independent of \( h \). Going to the limit with \( h \) gives the required \( W^{2,2}_{loc} \)-regularity.

Coming back to the proof of the smoothness of \( v^\epsilon \), we now repeat the arguments in Lemma 2.1 from [17], obtaining a second-order linear equation for the first derivatives of \( v^\epsilon \). The coefficients of this equation are only slightly different for \( \epsilon > 0 \), but the equation remains uniformly elliptic, as in [17]. In a consequence, the classical regularity theory gives that the solution enjoys a higher degree of the Hölder regularity based on the regularity of the coefficients. Indeed, such coefficients are \( C^\alpha \)-smooth, as they involve the derivatives of the map \( v^\epsilon \) and we have Theorem 4.2 at our disposal. This argument also improves the regularity of the coefficients by a degree of one and, therefore, a self-improving estimate is obtained. Hence, \( v^\epsilon \) is smooth.

\[\Box\]

5. Subharmonicity, the proof of Theorem 1.2

Proof. Throughout this section, map \( u = u^\epsilon \) denotes a stationary solution for the energy (4.2) with \( \epsilon \geq 0 \). In other words, \( u \) is a solution of the system (3.5) for the aforementioned energy functional. By the assumptions of Theorem 1.2 and Proposition 4.4, we know that the Jacobian of \( u, J = J_u \), is positive and that \( u \) is smooth.

The proof is now based on a number of elementary but nontrivial calculations, and we follow the proof in the flat case [30].

One may verify that the \( \theta \)-derivatives of mappings and functions obey the Leibniz rules:

\[
(ab)_\theta = a_b \theta + a_\theta b \quad \text{and} \quad (ab)_{\theta \varphi} = a_{\theta \varphi} b + a_{\theta \varphi} b + a_{\theta \varphi} b + a_{\theta \varphi} b,
\]

where \( a \) and \( b \) are maps or functions defined on \( M \).
We will prove that \( -T^{-N_E} \) is superharmonic in \( M \), meaning that \( (-T^{-N_E})_{\overline{\theta}} \leq 0 \), i.e.,
\[
N_E T^{-N_E - 1} (TT_{\overline{\theta}} - (N_E + 1)|\theta|^2) \leq 0.
\]
Hence is enough to show the inequality
\[
(5.1) \quad TT_{\overline{\theta}} - (N_E + 1)|\theta|^2 \leq 0 \quad \text{in} \ M.
\]
To do this, we first compute a formula for \( T_{\overline{\theta}} \). Using the Leibniz rules we see that
\[
(5.2) \quad T_{\overline{\theta}} = (\lambda J)_{\overline{\theta}} = \lambda_{\overline{\theta}} J + 2 \Re (\lambda_\theta J_{\overline{\theta}}) + \lambda J_{\overline{\theta}}.
\]
Let us now simplify terms \( \lambda_{\overline{\theta}} J \) and \( \lambda J_{\overline{\theta}} \). From (3.5), we infer the following identity:
\[
(5.3) \quad 2\lambda (\overline{\theta u_{\overline{\theta}}} - u_\theta \overline{u_{\theta}}) = J \lambda_\theta.
\]
We apply the \( \overline{\theta} \)-derivative on both sides of this equation, obtaining via a computation that
\[
J \lambda_{\overline{\theta}} = -J_{\overline{\theta}} \lambda_\theta + 2 \lambda_{\overline{\theta}} (\overline{\theta u_{\overline{\theta}}} - u_\theta \overline{u_{\theta}}) + 2 \lambda (\overline{\theta u_{\overline{\theta}}} - u_\theta \overline{u_{\theta}})\overline{\theta}.
\]
Let us make a computation for \( J_{\overline{\theta}} \). For this we first find \((|u_\theta|^2)_{\overline{\theta}}\), beginning with the computation:
\[
d(|u_\theta|^2) = \overline{u_{\overline{\theta}}} du_\theta = \overline{u_{\overline{\theta}}} (u_{\overline{\theta}} \theta + u_{\overline{\theta}} \overline{\theta} - u_\theta \theta_\theta + u_\theta u^* \omega_c)
\]
\[
= \overline{u_{\overline{\theta}}} (u_{\overline{\theta}} \theta + u_{\overline{\theta}} \overline{\theta} - u_\theta \theta_\theta + u_\theta u^* \omega_c) \theta_\theta
\]
\[
+ \overline{u_{\overline{\theta}}} (u_{\overline{\theta}} \theta + u_{\overline{\theta}} \overline{\theta} - u_\theta \theta_\theta + u_\theta u^* \omega_c) \theta_c
\]
\[
+ \overline{u_{\overline{\theta}}} (u_{\overline{\theta}} \theta + u_{\overline{\theta}} \overline{\theta} - u_\theta \theta_\theta + u_\theta u^* \omega_c) \omega_c
\]
\[
= (2 \Re(u_{\overline{\theta}} \overline{u_{\overline{\theta}}}) + \overline{u_{\overline{\theta}}} u_{\overline{\theta}} + u_\theta \overline{u_{\overline{\theta}}}) \theta + (|u_{\overline{\theta}}|^2 + |u_{\overline{\theta}}|^2 + u_{\overline{\theta}} \overline{u_{\overline{\theta}}} + u_\theta \overline{u_{\overline{\theta}}}) \overline{\theta}.
\]
It follows that \((|u_\theta|^2)_{\overline{\theta}} = \overline{u_{\overline{\theta}}} u_{\overline{\theta}} + u_\theta \overline{u_{\overline{\theta}}} \). Further cancellation occurs computing \((|u_\theta|^2)_{\overline{\theta}}\) as follows:
\[
d (|u_{\overline{\theta}}|^2)_{\overline{\theta}} + (|u_{\overline{\theta}}|^2)_{\overline{\theta}} \theta_\theta
\]
\[
= \overline{u_{\overline{\theta}}} du_{\overline{\theta}} + \overline{u_{\overline{\theta}}} du_{\overline{\theta}} + \overline{u_{\overline{\theta}}} du_{\overline{\theta}} + (\overline{u_{\overline{\theta}}} u_{\overline{\theta}} + \overline{u_{\overline{\theta}}} u_{\overline{\theta}}) \theta_\theta
\]
\[
= \overline{u_{\overline{\theta}}} \left( u_{\overline{\theta}} \theta + u_{\overline{\theta}} \overline{\theta} - u_\theta \theta_\theta + u_\theta u^* \omega_c \right) + \overline{u_{\overline{\theta}}} \left( u_{\overline{\theta}} \theta + u_{\overline{\theta}} \overline{\theta} - u_\theta \theta_\theta + u_\theta u^* \omega_c \right)
\]
\[
+ \overline{u_{\overline{\theta}}} \left( u_{\overline{\theta}} \theta + u_{\overline{\theta}} \overline{\theta} - u_\theta \theta_\theta + u_\theta u^* \omega_c \right) \theta_\theta
\]
\[
= (2 \Re(u_{\overline{\theta}} \overline{u_{\overline{\theta}}}) + \overline{u_{\overline{\theta}}} u_{\overline{\theta}} + u_\theta \overline{u_{\overline{\theta}}}) \theta + (|u_{\overline{\theta}}|^2 + |u_{\overline{\theta}}|^2 + u_{\overline{\theta}} \overline{u_{\overline{\theta}}} + u_\theta \overline{u_{\overline{\theta}}}) \overline{\theta}.
\]
This gives the formula
\[
(|u_{\overline{\theta}}|^2)_{\overline{\theta}} = |u_{\overline{\theta}}|^2 + |u_{\overline{\theta}}|^2 + u_{\overline{\theta}} \overline{u_{\overline{\theta}}} + u_\theta \overline{u_{\overline{\theta}}}.
\]
Similarly,
\[
(|u_{\overline{\theta}}|^2)_{\overline{\theta}} = |u_{\overline{\theta}}|^2 + |u_{\overline{\theta}}|^2 + u_{\overline{\theta}} \overline{u_{\overline{\theta}}} + u_\theta \overline{u_{\overline{\theta}}}.
\]
Combining these, we obtain that
\[
\lambda J_{\vec{\gamma} \vec{\gamma}} = \lambda \left( |u_{\theta\theta}|^2 - |u_{\theta\theta\theta}|^2 \right) + \lambda \left( u_{\theta\theta} u_{\theta\theta\theta} + u_{\theta\theta} \overline{u}_{\theta\theta\theta} - \overline{u}_{\theta\theta} u_{\theta\theta\theta} - u_{\theta\theta} \overline{u}_{\theta\theta\theta} \right).
\]
Upon substituting the above formulas into equation (5.2), we obtain
\[
T_{\theta\theta} = \lambda \left( |u_{\theta\theta}|^2 - |u_{\theta\theta\theta}|^2 \right) + \text{Re}(\lambda_0 J_{\theta\theta}) + 2 \text{Re} \left( \lambda \overline{u}_{\theta\theta} u_{\theta\theta\theta} - u_{\theta\theta} \overline{u}_{\theta\theta\theta} - u_{\theta\theta} \overline{u}_{\theta\theta\theta} \right).
\]
Let us now express the terms containing the third derivatives, which we may write as
\[
\lambda \text{Re} \left( \overline{u}_{\theta\theta} (u_{\theta\theta\theta} - u_{\theta\theta\theta}) \right) + \lambda \text{Re} \left( \overline{u}_{\theta\theta} (u_{\theta\theta\theta} - u_{\theta\theta\theta}) \right),
\]
in terms of lower-order derivatives of the solution. For this we apply the formulas
\[
u_{\theta\theta\theta} - u_{\theta\theta\theta} = -u_{\theta} \frac{K'}{2} J + u_{\theta} \frac{K}{2} \quad \text{and} \quad u_{\theta\theta\theta} - u_{\theta\theta\theta} = -u_{\theta} \frac{K'}{2} J - u_{\theta} \frac{K}{2},
\]
found in (14) of [54] (here $K$ and $K'$ are Gauss curvatures of $M$ and $N'$, respectively). Note that the authors of [54] state that they use their formula (10), which is the 2-harmonic equation, to obtain formula (14), but we believe this is a misprint and they actually refer to using formula (12) since one may check that their computation is actually valid for an arbitrary $C^3$-map $u$ on $M$. Hence, by recalling that $|Du|^2 = |u_{\theta}|^2 + |u_{\theta\theta}|^2$ (see (3.2)), we get
\[
\lambda \text{Re} \left( \overline{u}_{\theta\theta} (u_{\theta\theta\theta} - u_{\theta\theta\theta}) \right) + \lambda \text{Re} \left( \overline{u}_{\theta\theta} (u_{\theta\theta\theta} - u_{\theta\theta\theta}) \right)
\]
\[
= -2 |u_{\theta\theta}|^2 \frac{K'}{2} J + \lambda |u_{\theta\theta}|^2 \frac{K'}{2} J - \lambda |u_{\theta\theta}|^2 \frac{K}{2} J = -\lambda |Du|^2 \frac{K'}{2} J + \lambda J \frac{K}{2}.
\]
Thus, we find that
\[
T_{\theta\theta} = \lambda \left( |u_{\theta\theta}|^2 - |u_{\theta\theta\theta}|^2 \right) + \text{Re} \left( \lambda_0 J_{\theta\theta} \right) + 2 \text{Re} \left( \lambda \overline{u}_{\theta\theta} u_{\theta\theta\theta} - u_{\theta\theta} \overline{u}_{\theta\theta\theta} - u_{\theta\theta} \overline{u}_{\theta\theta\theta} \right)
\]
\[
= \lambda |Du|^2 \frac{K'}{2} J + \lambda J \frac{K}{2}.
\]
(5.4)
Let us now use the shorthand notation
\[
\mathcal{A} = \lambda \left( u_{\theta\theta} \overline{u}_{\theta\theta\theta} - \overline{u}_{\theta\theta} u_{\theta\theta\theta} \right), \quad \mathcal{B} = \lambda \left( u_{\theta\theta} u_{\theta\theta\theta} - \overline{u}_{\theta\theta} \overline{u}_{\theta\theta\theta} \right), \quad \mathcal{L} = \lambda \left( u_{\theta\theta} u_{\theta\theta\theta} - \overline{u}_{\theta\theta} \overline{u}_{\theta\theta\theta} \right).
\]
Claim. The following identity holds:
\[
TT_{\theta\theta} - |T_{\theta\theta}|^2 = |\mathcal{A}|^2 + |\mathcal{B}|^2 + 2 \mathcal{L}^2 \left( \frac{K'}{2} - \frac{K}{2} \right) |Du|^2.
\]
Proof of Claim. Using the above notation, equation (5.3) becomes $\lambda_0 J = -2 \mathcal{L}$. We may now express
\[
T_{\theta\theta} = \lambda_0 J + \lambda J_{\theta\theta} = -2 \mathcal{L} + \lambda \left( u_{\theta\theta} \overline{u}_{\theta\theta\theta} + u_{\theta\theta} \overline{u}_{\theta\theta\theta} - \overline{u}_{\theta\theta} u_{\theta\theta\theta} - u_{\theta\theta} \overline{u}_{\theta\theta\theta} \right)
\]
\[
= -2 \mathcal{L} + (\mathcal{B} + \mathcal{L}) = \mathcal{B} - \mathcal{L}.
\]
In this notation, equation (5.4) yields
\[
TT_{\theta\theta} = \lambda^2 J(|u_{\theta\theta}|^2 - |u_{\theta\theta\theta}|^2) + 2 |\mathcal{A}|^2 + 2 \text{Re}(\mathcal{B} \mathcal{B}) + T^2 \left( \frac{K'}{2} - \frac{K}{2} \right) |Du|^2.
\]
Elementary computations give that
\[
\lambda^2 J(|u_{\theta\theta}|^2 - |u_{\phi\phi}|^2) + 2|\mathcal{L}|^2 - 2 \Re(\mathcal{L} \overline{\mathcal{B}}) - |\mathcal{B} - \mathcal{L}|^2
\]
\[
= \lambda^2 J(|u_{\theta\theta}|^2 - |u_{\phi\phi}|^2) + |\mathcal{L}|^2 - |\mathcal{B}|^2
\]
\[
= \lambda^2(|u_{\theta}|^2 - |u_{\phi}|^2)(|u_{\theta\theta}|^2 - |u_{\phi\phi}|^2) - \lambda^2 |u_{\theta\theta} u_{\theta\theta} - u_{\phi\phi} u_{\phi\phi}|^2 + |\mathcal{L}|^2 = |\mathcal{L}|^2 - |\mathcal{A}|^2.
\]
This proves the claim.

Let us now make the estimates to prove inequality (5.1). Denote by \( \alpha \) the expression given by
\[
\alpha = \frac{|Du|^2 E''(|Du|^2)}{E''(|Du|^2)} = \frac{|Du|^2 E''(|Du|^2)}{\lambda}.
\]
In the case when \( E(t) = (\epsilon^2 + t^2)^{\nu/2} \), one may compute that the expression \( \alpha \) is bounded by
\[
(5.5) \quad -1/2 < \alpha_0 < \alpha < \alpha_1 < \infty,
\]
where \( \alpha_0, \alpha_1 \) are constants. We now first compute that
\[
T_\theta = \lambda J_\theta + \lambda \theta J = \mathcal{B} + \mathcal{L} + J E''(|Du|^2) |Du|^2 = \mathcal{B} + \mathcal{L} + \frac{\alpha}{|Du|^2} \lambda J |Du|^2.
\]
Then, we use the definition of \( \mathcal{L} \) to get the identity: \( \lambda J u_{\theta\phi} = u_{\phi} \mathcal{L} + u_{\theta} \overline{\mathcal{L}} \), and use this to obtain the formula \( \lambda J |Du|^2 = |Du|^2 \mathcal{B} + 2 \overline{u_{\phi}} u_{\phi} \mathcal{A} + |Du|^2 \mathcal{L} + 2 \overline{u_{\theta}} u_{\phi} \overline{\mathcal{L}} \).

Thus, we find that
\[
T_\theta = (1 + \alpha) (\mathcal{B} + \mathcal{L}) + \frac{2 \overline{u_{\phi}} u_{\phi}}{|Du|^2} \alpha \mathcal{A} + \frac{2 \overline{u_{\theta}} \overline{u_{\phi}}}{|Du|^2} \alpha \overline{\mathcal{L}}.
\]
It follows from the identity \( T_\theta = \mathcal{B} + \mathcal{L} = 2\mathcal{L} + T_\theta \), that \( \mathcal{B} + \mathcal{L} = 2\mathcal{L} + T_\theta \). Thus equation may also be written as
\[
-\alpha T_\theta = 2(1 + \alpha) \mathcal{L} + \frac{2 \overline{u_{\phi}} u_{\phi}}{|Du|^2} \alpha \mathcal{A} + \frac{2 \overline{u_{\theta}} \overline{u_{\phi}}}{|Du|^2} \alpha \overline{\mathcal{L}}.
\]
Due to an elementary inequality \( |2u_{\theta\phi} u_{\phi\phi}| \leq |Du|^2 \), we obtain \( |\alpha||T_\theta| \geq (2 + 2\alpha - |\alpha|) |\mathcal{L}| - |\alpha||\mathcal{A}| \). Define \( C = \frac{|\mathcal{L}|}{2 + 2\alpha - |\alpha|} \) so that \( |\mathcal{L}| \leq C|T_\theta| + C|\mathcal{A}| \). Finally, we derive the following estimate:
\[
TT_\theta - (N_E + 1)|T_\theta|^2 = |\mathcal{L}|^2 - |\mathcal{A}|^2 + T^2 \left( \frac{K}{2} - \frac{K'}{2} |Du|^2 \right) - N_E |T_\theta|^2
\]
\[
\leq |\mathcal{L}|^2 - |\mathcal{A}|^2 - N_E |T_\theta|^2
\]
\[
\leq C^2 (|T_\theta| + |\mathcal{A}|)^2 - |\mathcal{A}|^2 - N_E |T_\theta|^2
\]
\[
\leq (C^2 - N_E) |T_\theta|^2 + 2C^2 |T_\theta| |\mathcal{A}| + (C^2 - 1)|\mathcal{A}|^2.
\]
In the first inequality we use our assumption that \( K \leq 0 \) and \( K' \geq 0 \). In order to show that this quadratic form is nonpositive everywhere, it is enough to verify two conditions: \( C^2 - N_E < 0 \) and \( C^2 - 1 \leq C^4/(C^2 - N_E) \). If \( \alpha > -1/2 \), then \( C \in [0, 1] \). Then, by the direct computations we verify that for any such \( C \) one can
choose $N_E > 0$ large enough that the above conditions hold; for example, $N_E > C^2/(1 - C^2)$ would do.

Remark 5.1. The above superharmonicity may also be generalized to any energy functional which satisfies the bounds (5.5), which includes the $p$-harmonic energy for $1 < p < 2$ for example. However, in this case one needs to either assume or prove that $u \in C^3$ for solutions $u$ with positive Jacobian, as we have only proven this regularity for the $p$-harmonic and $\epsilon$-energies with $p \geq 2$.

6. Geometry of $p$-harmonic maps and one-sided neighborhoods

Equipped with the regularity results of Section 4, in this section we will focus on the mapping properties of our $p$-harmonic and uniformly $p$-harmonic maps close to the boundary of $M$. The main results of this section are: (i) the maximum principle for our energy minimizers and (ii) the positivity of the Jacobian along the boundary (Proposition 6.7). The positivity of the Jacobian, together with the minimum principle (Corollary 1.3), will play an important role in the proof of Theorem 1.1. In this section we will also reduce the problem to the case where $M$ and $N$ have smooth boundaries.

In order to state slightly more general results, we will work with the following assumptions in this section.

1. The Riemannian surface $M$ (with boundary) is diffeomorphic to the closed unit disc with bounded conformal metric $\sigma$.

2. The Riemannian surface $N'$ is compact with no boundary with bounded conformal metric $\rho$.

3. The subset $N \subset N'$ is geodesically convex and is compactly contained in a small geodesic ball $B_r$.

4. A homeomorphism $\phi_0 : \partial M \rightarrow \partial N'$ with nonvanishing tangential derivative is given.

5. The mapping $u^\epsilon : M \rightarrow N'$ minimizes the energy (4.2) (or the energy (4.1) in the case $\epsilon = 0$) among all mappings in $W^{1,p}_{ex}(M, N')$ with boundary values $\phi_0$.

6. When $\epsilon = 0$, the map $u = u^0$ is $C^{1,\alpha}$-regular up to the boundary.

Note that we do not assume anything about the curvatures of $M$ and $N$ unlike in our main result, Theorem 1.1.

Our first aim is to establish the maximum principle for minimizers of the energies (4.1) and (4.2). By a maximum principle for mappings between the manifolds $M$ and $N'$ we mean that we wish to show that no point in $M$ is mapped outside the subset $N \subset N'$. This is made possible by the fact that we fix our boundary map $\phi_0 : \partial M \rightarrow \partial N'$.

A key ingredient in the forthcoming proof of the maximum principle is the signed distance function to the boundary of set $N$, whose convexity we will be able to exploit. Hence, as a reminder, we briefly discuss convex functions on surfaces.
A geodesic curve $\gamma$ on a Riemannian surface $B$ with a given conformal metric $\rho(\tilde{u})(d\tilde{u}^1 \otimes d\tilde{u}^1, d\tilde{u}^2 \otimes d\tilde{u}^2)$ satisfies the so-called geodesic system of equations, if
\[
\ddot{\gamma} + \sum_{i,j=1}^{2} \Gamma_{ij}^{k} \dot{\gamma}^{i} \dot{\gamma}^{j} = 0, \quad k = 1, 2,
\]
where $\Gamma_{ij}^{k}$ stand for the Christoffel symbols of metric $\rho$, and $\gamma = \gamma^1 + i \gamma^2$ with $\gamma^3 = (\tilde{u} \circ \gamma)^3$. One can write this system of equations in our local coordinates as
\[
\ddot{\gamma} = -\frac{\partial \log(\rho(\tilde{u}))}{\partial \tilde{u}} (\dot{\gamma})^2 = -A(\tilde{u})(\dot{\gamma})^2,
\]
where $A(\tilde{u})$ is related to the second fundamental form of $N'$ embedded to $\mathbb{R}^k$, cf. (3.7) and Section 3.1.

Recall that $g: B \to \mathbb{R}$ is a convex function if $(g \circ \gamma)^{\prime \prime} \geq 0$ for every geodesic curve $\gamma$ on $B$. In the local coordinates, the convexity of $g$ reads
\[
0 \leq (g \circ \gamma)^{\prime \prime} = (g_{\gamma} \dot{\gamma} + g_{\gamma} \gamma^t \gamma) + g_{\gamma \gamma} (\dot{\gamma})^2 + g_{\gamma \gamma} (\gamma^t)^2 + 2g_{\gamma \gamma} (|\dot{\gamma}|^2)
= (g_{\gamma} - A(\tilde{u}) g_{\gamma}) (\dot{\gamma})^2 + (g_{\gamma \gamma} - A(\tilde{u}) g_{\gamma \gamma}) (\gamma^t)^2 + 2g_{\gamma \gamma} (|\dot{\gamma}|^2).
\]
In particular, the following pointwise inequality holds for a given point $q \in B$ and fixed $\xi_1, \xi_2 \in \mathbb{C}$:
\[
(g_{q q} - A(\tilde{u}) g_{q q}) (\xi_1 + i \xi_2)(\xi_1 - i \xi_2) + (g_{q q} - A(\tilde{u}) g_{q q}) (\xi_1 + i \xi_2)(\xi_1 - i \xi_2) + g_{q q} (|\xi_1 + i \xi_2|^2 + |\xi_1 - i \xi_2|^2) \geq 0.
\]
Indeed, for $\gamma$ we choose the initial point in $B$, denoted $q$, and add up the convexity inequality with two different initial velocities of $\dot{\gamma}$, namely $\xi_1$ and $\xi_2$.

In the next observation we prove that a convex function composed with a solution to an $\epsilon$-perturbed $p$-harmonic system on $M$ is a subsolution of a certain elliptic operator.

**Lemma 6.1.** Suppose $u^\epsilon \in W^{1,p}_{\text{ex}}(M, N')$ is a weak solution to the Euler–Lagrange system of equations
\[
[\lambda' u^\epsilon]_{z} + [\lambda' u^\epsilon]_{\bar{z}} + 2\lambda' \left(\frac{\partial}{\partial u} \log(\rho(u(z)))\right) u_z u_{\bar{z}} = 0,
\]
where $\lambda' = (\epsilon^2 + |Du^\epsilon|^2)^{p-2}/2$ and $\epsilon \in [0, 1)$. Suppose additionally that the image set $u^\epsilon(M)$ is contained in a single coordinate chart, and that $g: N' \to \mathbb{R}$ is a convex function on this chart. Then, the function $g \circ u^\epsilon$ satisfies in the sense of distributions the subelliptic inequality
\[
L(g \circ u^\epsilon) \geq 0,
\]
where
\[
L = 2\lambda' \partial_z \partial_{\bar{z}} + \lambda' \partial_{\bar{z}} + \lambda' \partial_z = \partial_z \left(\frac{1}{2} \lambda' \partial_z (\cdot)\right) + \partial_{\bar{z}} \left(\frac{1}{2} \lambda' \partial_{\bar{z}} (\cdot)\right)
\]
that is, $\text{Re} \int_{M} L(g \circ u^\epsilon) \psi dV_{M} \geq 0$ for all $\psi \in W^{1,p}_{0}(M, \mathbb{C}) \cap L^{\infty}(M, \mathbb{C})$. 
Proof. By the weak formulation, see Definition 3.1, it holds that
\[
\text{Re} \int_M \lambda(z) \frac{\rho_u(u'(z))}{\sigma(z)} (|u'|^2 + |u|^2) \psi + \lambda(z) \frac{\rho(u'(z))}{\sigma(z)} (\overline{u_z' \psi_z} + \overline{u_z' \psi}) \, dV_M = 0
\]
for all \(\psi \in W^{1,p}_0(M, \mathbb{C}) \cap L^\infty(M, \mathbb{C})\). This is equivalent with
\[
(6.2) \quad -\text{Re} \int_M (2 \lambda') u_z' + \lambda' u_z' + \lambda' u_z' + 2 \lambda' A(u') u_z' u_z' \overline{\psi} \, dV_M = 0,
\]
where \(A(u') = \frac{\partial}{\partial u} \log \rho(u')\). We compute first
\[
(g \circ u')_z = g \circ u' z = g_{u'} u_z' + g_{u'} u_z',
\]
which holds almost everywhere as \(g\) is convex, and thus locally Lipschitz, and \(u'\) is locally \(C^{1,\alpha}\) by Proposition 4.1. Hence weak derivatives of \((g \circ u')_z\) exist and we will do the rest of calculations only formally (that is, the differentiation below should be understood in the sense of distributions). It holds
\[
(g \circ u')_z = g_{u'} u_z' + g_{u'} u_z' = g_{u'} u_z' + g_{u'} u_z' + g_{u'} u_z' + g_{u'} (|u'|^2 + |u|^2).
\]
At this point of the presentation, we use (6.2) for \(u_z'\) and \(u_z'\) to get the following formula:
\[
2 \lambda' (g_{u'} u_z' + g_{u'} u_z') = -g_{u'} (\lambda' u_z' + \lambda' u_z') - g_{u'} (\lambda' u_z' + \lambda' u_z') - g_{u'} (\lambda' u_z' + \lambda' u_z') = -\lambda' (g \circ u')_z - \lambda' (g \circ u')_z - g_{u'} (\lambda' u_z' + \lambda' u_z') - g_{u'} (\lambda' u_z' + \lambda' u_z')
\]
Thus we find
\[
L(g \circ u') = 2 \lambda' [(g_{u'} - g_{u'}) A(u')] u_z' u_z' + (g_{u'} - g_{u'}) A(u') u_z' u_z' + g_{u'} (|u_z'|^2 + |u_z|^2) \geq 0.
\]
The last inequality is true for every fixed point \(z \in M\) by the pointwise inequality (6.1). Indeed, in the inequality we let \(z := u'(z) \in u'(M)\), \(\xi_1 := u_z'\) and \(\xi_2 := u_z'\).

Since the operator \(L\) above is uniformly elliptic for \(\epsilon > 0\), by Lemma 6.1 we obtain the following consequence of Theorem 8.1 in [23].

**Corollary 6.2.** Let \(\epsilon \in [0,1)\) and \(g\) be any convex function defined in a neighborhood of the set \(u'(M)\). Then the function \(g \circ u' : M \to \mathbb{R}\) satisfies the weak maximum principle in \(M\), i.e.,
\[
\sup_M g \circ u' \leq \sup_{\partial M} g \circ u'.
\]
Moreover, if \(\epsilon > 0\) then \(g \circ u'\) satisfies the strong maximum principle in \(M\), i.e., if it attains its supremum in the interior of \(M\) then it is constant.
Proof. We consider first the case $\epsilon > 0$. In the proof of Lemma 6.1, we have shown the differential inequality $L(g \circ u') \geq 0$. Recall that the expression $\lambda' \epsilon$ is bounded from below and above by a positive constant (as $u'(M)$ is assumed to be in a single coordinate chart, $Du'$ is continuous up to the boundary (Corollary 4.3), and $\rho$ and $\sigma$ are bounded from below and above by our long standing assumptions). Thus, the above linear differential inequality is in fact uniformly elliptic. Then the assertion of the corollary is obtained from the strong maximum principle for strictly elliptic divergence-type inequalities Theorem 8.19 in [23].

For $\epsilon = 0$, we obtain the weak maximum principle for smooth $g$ from Theorem 4.1 of Pigola–Veronelli [49]. Extending this to general convex functions $g$ is achieved simply by approximating $g$ uniformly with smooth convex functions.

We are now ready to prove the maximum principle, starting with the following weak version of it.

**Proposition 6.3 (A very weak maximum principle).** Let $u'$ denote a minimizer of the energy (4.2) for $\epsilon \in [0,1)$. Under the above assumptions (1)–(6) (in particular assuming that $r$ is small enough), we have that $u'(M) \subset B_r$.

**Proof.** Note that by Proposition 4.1, we know that the map $u'$ is $C^{1,\beta}$-regular locally in int $M$. This will justify the possible regularity requirements for the forthcoming arguments.

As the target domain $u'(M)$ could a priori be the whole manifold $N'$, we must split the discussion into cases depending on the topological type of $N'$.

**Case 1.** $N'$ is a Riemannian surface of genus 1 or larger.

In this case, we utilize the fact that the universal covering space of $N'$, denoted by $C$, is topologically either the plane or the unit disc and, hence, is covered by a single chart. Let $\tau: C \to N'$ denote the projection map. We endow $C$ with a conformal structure by pulling back the Riemannian metric from $N'$ via $\tau$. This makes the projection map $\tau$ a local isometry. Let us now lift the mapping $u'$ into a map $u'_{\text{lift}}: M \to C$, which is possible as $M$ is simply connected, see e.g. Chapter 11 in Lee [42]. Since $N'$ and $C$ are locally isometric, the map $u'_{\text{lift}}$ is a solution of the Euler–Lagrange system for the energy (4.2) (respectively (4.1), if $\epsilon = 0$). Moreover, since the ball $B_r$ is, by assumption (3), small enough, the boundary value map $\phi_0$ lifts to a map $\phi_{0,\text{lift}}$ taking values in a small ball $B_{r,\text{lift}}$ of radius $r$ in $C$.

Let $g: C \to \mathbb{R}$ now denote the distance function to the boundary of $B_{r,\text{lift}}$, negative inside and positive outside. Corollary 6.2 now implies that the function $g \circ u'_{\text{lift}}$ satisfies the maximum principle on $M$. From this we directly obtain that $u'_{\text{lift}}(M) \subset B_{r,\text{lift}}$. Upon taking projections, we obtain that $u'(M) \subset B_r$.

**Case 2.** $N'$ is diffeomorphic to the unit sphere.

For this case, we use the fact that in Appendix B we have constructed a map $\Psi: N' \to N'$ which is the identity map on $B_r$ and a local contraction from $N' \setminus B_r$ to $B_r$. Suppose that $u'(M)$ is not contained in $B_r$, then the map $\Psi \circ u'$ has smaller energy than $u'$, as $\Psi$ is a local contraction outside $B_r$. This gives a contradiction, which in turn implies that $u'(M) \subset B_r$. \qed
Combining Proposition 6.3 and Corollary 4.3 now gives:

**Corollary 6.4.** For $\epsilon > 0$, the minimizer $u^\epsilon$ is $C^{1,\beta}$-regular up to the boundary of $M$.

Applying the above results now gives us the strong maximum principle for $\epsilon$-harmonic and uniformly $\epsilon$-harmonic mappings on surfaces.

**Proposition 6.5 (Strong maximum principle).** Let $u^\epsilon \in W^{1,p}_0(M, N')$ be a minimizer for the $\epsilon$-perturbed $\epsilon$-harmonic energy $\int_M (\epsilon^2 + |Du^\epsilon|^2)^{p/2} dV_M$ for a fixed $\epsilon \in (0,1)$ and $p \geq 2$ with the boundary values $u^\epsilon = \phi_0$. The following hold under assumptions (1)–(6):

(i) if $\epsilon \in (0,1)$, then $u^\epsilon(\text{int } M) \subset \text{int } N$;

(ii) if $\epsilon = 0$, then there exists an open neighborhood $V \subset M$ of the boundary $\partial M$ such that $u(V \setminus \partial M) \subset \text{int } N$.

**Proof.** Proposition 6.3 lets us conclude that $u^\epsilon(M) \subset B_r$. Let now $g \colon B_r \to \mathbb{R}$ denote the distance function to the boundary $\partial N$, taken to have a negative sign inside of $N$ and a positive sign outside. As $\partial N$ is a $C^{1,\alpha}$-regular convex boundary by assumption, $g$ is a convex function on $B_r$.

By our regularity assumption (6) on $u$, and Corollary 6.4, we have that $u^\epsilon \in C^{1,\gamma}(M, N')$. Set $G := g \circ u^\epsilon \circ z^{\text{inv}} : z(\text{int } M) \to \mathbb{R}$ a $C^1$ function up to the boundary of a planar domain $z(\text{int } M)$. Moreover, as an energy minimizer, $u^\epsilon$ is a weak solution to Euler–Lagrange equation (3.4) and thus, by Lemma 6.1, $G$ is a $C^1$ distributional solution to an elliptic differential inequality

$$
\partial_t \left( \frac{1}{2} \nabla \partial_t G \right) + \partial_y \left( \frac{1}{2} \nabla \partial_y G \right) = L(G) \geq 0,
$$

where $\lambda^t = t(\epsilon^2 + |Du^\epsilon|^2)^{(p-2)/2}$.

Since $u^\epsilon$ is given, we can consider it as a fixed parameter.

Case (i): By Corollary 6.2, the function $G$ satisfies a strong maximum principle. Hence, if there is $z_0 \in z(\text{int } M)$ such that $G(z_0) = 0 = \sup_{z(\text{int } M)} G$, then $G \equiv 0$ in $z(\text{int } M)$. As the boundary map is a homeomorphism we conclude that this can not be the case. Thus no points in the interior are mapped into the boundary.

Case (ii): $\epsilon = 0$. In this case we may not use the strong maximum principle directly since the differential inequality (6.3) fails to be uniformly elliptic at the points where $|Du| = 0$, as then also $\lambda = \lambda^0$ vanishes. Since the boundary data $\phi_0$ has non-vanishing tangential derivative, we know however that on $\partial M$ we have the inequality

$$
0 < |\phi_t|^2 \leq |u_n|^2 + |u_t|^2 = |u_z|^2 + |u_r|^2 = |Du|^2.
$$

The subscript $t$ refers to the tangential differentiation along $\partial(z(M))$ (in positive direction) and $n$ to the outward drawn normal derivative. Thus there exists an open neighborhood $V \subset M$ of the boundary $\partial M$ such that $|Du|^2 > 0$ and hence our differential inequality (6.3) is uniformly elliptic at least on the set $z^{\text{inv}}(V)$. 


Furthermore, by Corollary 6.2 the function $G$ satisfies the weak maximum principle in the whole set $z(\text{int} M)$. Thus $G$ is non-positive in this set. We may now employ the strong maximum principle in the planar domain $z(V \setminus \partial M)$, see Theorem 8.19 in [23]. Hence, if there exists $z_0 \in z(V \setminus \partial M)$ such that $G(z_0) = 0 = \sup_{z(V \setminus \partial M)} G$, then $G \equiv 0$ in $z(V \setminus \partial M)$. Since the boundary map is a homeomorphism, we conclude that no points in the interior map into the boundary. \qed

Remark 6.6. The strong maximum principle for the $p$-harmonic map $u$ and the whole surface $M$ (i.e., $u(\text{int} M) \subset \text{int} N$) follows from our main result Theorem 1.1.

Proposition 6.7. Let $u^\epsilon \in W^{1,p}_c(M, N')$ be a minimizer for a $\epsilon$-perturbed $p$-harmonic energy $\int_M (\epsilon^2 + |Du^\epsilon|^2)^{p/2} \, dV_M$ for a fixed $\epsilon \in [0, 1)$ and $p \geq 2$ with the boundary values $u^\epsilon = \phi_0$. Assume further that $z(M)$ satisfies an interior sphere condition.

Then the Jacobian $J_{u^\epsilon}$ does not vanish on the boundary $\partial M$.

Note that the $C^2$-regularity of $\partial M$ implies the interior sphere condition, while for $\alpha < 1$ the $C^{1,\alpha}$ is not enough, see also an example in Section 3.2 of [23]. On the other hand, the $C^{1,1}$-regularity of the boundary is equivalent to the interior and exterior sphere conditions holding together for the given domain, see e.g. Lemma 2.2 in Aikawa–Kilpeläinen–Shanmugalingam–Zhong [1].

Proof. We assume without loss of generality that the boundaries $\partial M$ and $\partial N$ are positively oriented (counterclockwise). We may as well assume that the boundary homeomorphism $\phi_0: \partial M \to \partial N$ is orientation preserving.

By Proposition 6.3, we know that $u^\epsilon(M) \subset B_r$. Suppose on the contrary that the Jacobian of $u^\epsilon$ vanishes at some point on the boundary. Recall that both $M$ and $N'$ are equipped with the conformal coordinates, these are $z = x + iy$ and $\tilde{u} = \tilde{u}^1 + i\tilde{u}^2$ on $M$ and $B_r$, respectively. We have $J_{u^\epsilon} = u^1_y u^2_x - u^1_x u^2_y = u^1_n u^2_t - u^1_t u^2_n$.

Here $u^t = (\tilde{u} \circ u^\epsilon)^t$ and the subscript $t$ refers to the tangential differentiation along $\partial(z(M))$ (in the positive direction) and $n$ to the outward drawn normal derivative.

Now, by our counter assumption there is $z_0 \in \partial(z(M))$ such that $J_{u^\epsilon}(z_0) = 0$.

We can assume, after rotation and translation if necessary, that the interior of the small open neighborhood $E \subset z(M)$ of $z_0$ lies in the lower half plane ($z = x + iy : y < 0$) and $z_0 = 0$ is the highest point in $\partial(z(M) \cap E)$, whereas the image lies in the lower half plane ($\tilde{u} = \tilde{u}^1 + i\tilde{u}^2 : \tilde{u}^2 < 0$) and the image of $z_0$ is the highest point $\tilde{u}_0 = 0$ in the boundary of the image. Since $u^2$ assumes its local maximum along $\partial(z(M))$ at the point $z_0$, we have $u^2_t(z_0) = 0$. However, $\phi_t = u^1_t + iu^2_t \neq 0$ everywhere in $\partial(z(M))$, by assumption. In particular, $u^1_t(z_0) < 0$ (because of the orientation $u^1$ changes its sign from positive to negative). Therefore, $J_{u^\epsilon} = |\phi_t| u^2_n$ at $z_0$.

It remains to show that $u^2_n > 0$. We use the same notation as in the proof of the strong maximum principle (Proposition 6.5) and similarly extend $G$ to the boundary as a $C^1$ map $G := g \circ u^\epsilon \circ z^{\text{inv}}: z(M) \to \mathbb{R}$ that is a $C^1$ distributional solution to an elliptic differential inequality

$$0 \leq L(G) = 2\lambda' G_{zz} + \lambda^*_z G_{z} + \lambda^* G = \partial_x \left( \frac{1}{2} \lambda' \partial_z G \right) + \partial_y \left( \frac{1}{2} \lambda' \partial_y G \right).$$
We apply the boundary point lemma Theorem 1.1 in [51] (an analog of the boundary point lemma by Finn–Gilbarg, see Lemma 7 in [21], for the differential inequalities) to $G : E \to [0, \infty)$ at the boundary point $z_0$.

Note that we can choose $E$ small enough (i.e., $\text{int} \ E \subset V \setminus \partial M$) so that the strong maximum principle holds, cf. Proposition 6.5. Moreover, from the proof of the strong maximum principle we infer that $|Du^\epsilon| > 0$ on int $E$, as the boundary data has non-vanishing tangential derivative. Moreover, $\lambda^\epsilon = (\epsilon^2 + |Du^\epsilon|^2)^{(p-2)/2}$ is bounded from below and above on int $E$ (as in the proof of the strong maximum principle) and, furthermore, $\lambda^\epsilon(z)$ is Hölder continuous on $E$, as $u^\epsilon \in C^{1,\gamma}$ up to the boundary, see assumption (6) and Corollary 6.4. Thus our differential inequality is uniformly elliptic with Hölder continuous coefficients, i.e., the boundary point lemma can be applied.

Again, by the strong maximum principle $G(z) < 0 = G(z_0)$ for all $z \in \text{int} \ E$. Since $z(M)$ satisfies the interior sphere condition, there is a ball $B \subset \text{int} \ E$ such that $z_0 \in \partial B$. Hence, the boundary point lemma implies that the derivative with respect to the outer normal $n$ is positive:

$$G_n > 0 \text{ on } \partial(z(M)).$$

As our target has $C^{1,\alpha}$-smooth boundary, it holds that the distance to the boundary $\partial N$ in $u^\epsilon(z^{\text{out}}(E))$ is comparable to $|u^2|$ in a small enough neighborhood $E$. Hence $u^\epsilon > 0$ at $z_0$.

Recall that $u$ is our $p$-harmonic mapping. We would like to strengthen the above result to saying that $u$ is in fact, a homeomorphism in a slightly larger set than the boundary. For this, let us call a set $V$ a one-sided neighborhood of $M$ if it is a topological annulus whose outer boundary coincides with $\partial M$. Since $M$ is simply connected, $V$ lays in $M$.

**Proposition 6.8.** There exist a one-sided neighborhood $V$ of $\partial M$ such that $u : V \to u(V)$ is a homeomorphism. Moreover, the Jacobian of $u$ does not vanish in $V$.

**Proof.** Without loss of generality we may assume that $\phi_0$ is orientation preserving. By Proposition 6.7, we already know that $J_u > 0$ along the boundary $\partial M$ and the map $u$ is a local homeomorphism along the boundary. The rest follows by topology, and we sketch an argument here. Let us take a decreasing sequence of one-sided neighborhoods $V_n$ converging to the boundary $\partial M$. Supposing that $u$ is nonjective on each $V_n$, we find distinct points $x_n$ and $y_n$ in $V_n$ such that $u(x_n) = u(y_n)$ for all $n$. Since $u$ is a local homeomorphism along $\partial M$, the sequences $(x_n)$ and $(y_n)$ never get close to each other. Passing to a subsequence and taking the limit gives a contradiction to the fact that the boundary map is a homeomorphism.

Now it is clear that we may replace $N$ by a slightly smaller smooth convex region, and replace $M$ by the preimage of this region under $u$, which is smooth since $J_u > 0$ on $V$. Henceforth, we may assume in the subsequent sections that the boundary $\partial M$ is smooth and the boundary data $\phi_0$ is $C^\infty$-smooth diffeomorphism.
7. Existence and uniqueness

In this section we discuss the existence and the uniqueness for the Dirichlet problem of minimizing the energy (4.2) for mappings from $M$ to $N'$ with fixed boundary data. This serves two purposes: Firstly the existence and the uniqueness of $p$-harmonic mappings (i.e., the case $\epsilon = 0$) motivates the statement of our main result, Theorem 1.1, and secondly we will use the results of this section to construct a family of solutions to (4.2) for $\epsilon > 0$ in the next section.

In particular, we must make use of the smallness condition (S) imposed on the boundary of the set $N$ in the target, as the necessity of this condition for uniqueness was already mentioned in the introduction. Our proofs of existence and uniqueness are based on adapting arguments from the work of Fardoun–Regbaoui, see Proposition 3.1 in [20] (existence) and Theorem 1.1, 1.2 in [20] (uniqueness), where the case $\epsilon = 0$ is covered. There is a slight difference in the notion of minimization problem they consider, as they minimize only over mappings which take values in a small neighborhood. However, our very weak maximum principle, Proposition 6.3, proves that there is no loss of generality in restricting mappings to such a small neighborhood as long as the fixed boundary values are contained in this neighborhood.

**Proposition 7.1.** Suppose that we are given a $W^{1,p}_{\text{ex}}(M,N')$-map $\Phi: M \to \Phi(M) \coloneqq N$ such that (S) holds, i.e., $N \subset B(P_0, r_{N',p})$ for $P_0 \in N'$ and $r_{N',p}$ small enough. For any $\epsilon \in [0,1)$, there exists $u^\epsilon \in W^{1,p}_{\text{ex}}(M,N')$ such that $u^\epsilon$ is continuous up to the boundary of $M$ and

$$u^\epsilon(M) \subset B(P_0, r_{N',p}) \quad \text{and} \quad u^\epsilon = \Phi \text{ on } \partial M$$

and $u^\epsilon$ minimizes the energy $E_\epsilon$ in (4.2) among all maps in $W^{1,p}_{\text{ex}}(M,N')$.

Note that since the boundary of $M$ is already assumed to be $C^2$-smooth and since we may assume that $p > 2$, by the Sobolev embedding theorem any map in $W^{1,p}_{\text{ex}}(M,N')$ is continuous up to the boundary of $M$.

**Proof.** The proof follows the lines of the proof for Proposition 3.1 in [20]. For this reason we will restrict our presentation to a sketch only, for further details referring to [20].

First of all, we embed the space $W^{1,p}_{\text{ex}}(M,N')$ into the linear space $W^{1,p}(M,\mathbb{R}^k)$. Hence any minimizing sequence has a subsequence converging weakly in $W^{1,p}$ and strongly in $L^p$ to a map $i \circ u^\epsilon \in W^{1,p}(M,\mathbb{R}^k)$. Such a minimizing sequence may be chosen to converge pointwise almost everywhere, which shows that $u^\epsilon \in W^{1,p}_{\text{ex}}(M,N')$. The limit map $u^\epsilon$ is also continuous up to the boundary and equal to $\Phi$ there. Since the energy functional $E_\epsilon(u)$ is bounded below and lower semicontinuous, the map $u^\epsilon$ is a minimizer. By the maximum principle 6.3 we also get that $u^\epsilon$ satisfies the smallness condition $u^\epsilon(M) \subset B(P_0, r_{N',p})$. As a minimizer we note that $u^\epsilon$ also solves the Euler–Lagrange system (3.8) with $\lambda^\epsilon$.

**Proposition 7.2.** Under the assumptions of Proposition 7.1, it holds that the minimizer in the class of $W^{1,p}_{\text{ex}}(M,N')$ satisfying (7.1) is unique.
Proof. The uniqueness follows from Theorem A.2 in Appendix A.

We remark that under different assumptions on the curvature sign of $M$ and $N'$, the existence and uniqueness for $p$-harmonic mappings has recently been studied by Pigola–Veronelli, see Problem A and Theorem B in [48] (see also references therein).

8. Homotopy to a conformal map

The main goal of this section is to prove the following theorem.

Theorem 8.1. Assume that $M$ and $N$ have $C^\infty$-smooth boundary. Further, suppose that $\phi_0 : \partial M \to \partial N$ is $C^\infty$-smooth diffeomorphism with positive orientation and nonvanishing tangential derivative. Then, for any fixed $\epsilon > 0$, a weak solution $u^\epsilon$ to the boundary value problem

$$
\begin{align*}
\{ & [\lambda^\epsilon(z) u^\epsilon_z]_z + [\lambda^\epsilon(z) u^\epsilon_{zz}]_z + 2 \lambda^\epsilon(z) \left( \frac{\partial}{\partial u} \log \rho(u^\epsilon(z)) \right) u^\epsilon_z u^\epsilon_{zz} = 0 \quad \text{in } M, \\
& u^\epsilon = \phi_0 \quad \text{on } \partial M,
\end{align*}
$$

is $C^\infty$-smooth and has nonvanishing Jacobian determinant in $M$. Here $\lambda^\epsilon = (\epsilon^2 + |Du^\epsilon|^2)(p-2)/2$.

The proof is based on constructing a smooth homotopy between the map $u^\epsilon$ and a conformal map and requires a careful analysis of the regularity of this homotopy up to the boundary. As such the main arguments of the proof are postponed to the end of this section, after Corollary 8.6.

Let $\Psi$ be any conformal mapping between $\text{int}(M)$ and $\text{int}(N)$. The construction of the homotopy between $u^\epsilon$ and $\Psi$ will be simple: First we define a homotopy between the boundary values of these two maps. After that we define a homotopy between the following systems of two equations: the Laplace equation and the Euler–Lagrange system of equations (8.1), as these two systems are satisfied by the mappings $\Psi$ and $u^\epsilon$ respectively. Having a homotopy between the boundary values and the respective systems of equations at hand, we finally obtain a homotopy between the two mappings by solving the Dirichlet problem uniquely.

By the Carathéodory–Osgood–Taylor theorem, extending $\Psi$ up to the boundary $\partial M$ is always possible for simply-connected Jordan domains in $\mathbb{C}$ and this property is preserved in the setting of Riemannian surfaces. Indeed, by assumptions $M$ and $N$ are covered by exactly one map $z$ and $\tilde{u}$, respectively. Therefore, the extension theorem (see e.g. [14], [47]) applied to the following conformal map between Jordan domains in the complex plane:

$$
G := \tilde{u}|_{\text{int} N} \circ \Psi \circ z|_{\text{int} M} : z(\text{int} M) \to \tilde{u}(\text{int} N)
$$

shows that $g$ possesses a homeomorphic extension, also denoted by $G$, between $z(M)$ and $\tilde{u}(N)$ (recall in particular that both $M$ and $N$ are compact). Hence, we may define the boundary values of the conformal map $\Psi$ as follows:

$$
\Psi_0 := z^{\text{inv}} \circ G = \Psi|_{\partial M}.
$$
Comparing the map $\Psi$ to map $u^c$, it is clear that the boundary values $\Psi_0$ and $\phi_0$ may not necessarily agree on $\partial M$, but at least we know that $\Psi$ is smooth up to the boundary and has constant sign Jacobian on $M$. Indeed, without loss of generality we may assume that $J_P > 0$ on $M$, as we only require that $\Psi$ is conformal.

Let $\phi^t$ denote a smooth homotopy between the boundary maps $\phi^0 := \Psi_0$ and $\phi^1 := \phi_0$ such that the tangential derivative of $\phi^t$ is always nonvanishing. More precisely, since $M$ is by assumptions a surface diffeomorphic to a unit disc and $\partial M \neq \emptyset$ we may assume without the loss of generality that $\partial M$ is a closed arc, whose image in $\mathbb{C}$ under map $z$ we denote by $\gamma_M$. Let us define $\Psi_0 : \gamma_M \to \partial N$ as $\Psi_0 := \Psi_0 \circ z^{\text{inv}}|_{\gamma_M}$. Similarly, we define a map $\phi_0 : \gamma_M \to \partial N$ corresponding to boundary map $\phi_0$. Next, we define the associated velocity functions: $\tau_0 := \partial \Psi_0(e^{is})/\partial s$ and $\tau_1 := \partial \phi_0(e^{is})/\partial s$, where $s \in I$, for some closed interval $I \subset \mathbb{R}$.

We set a homotopy between the speed functions, as follows:

$$|\tau_t(s)| = (1 - t)|\tau_0(s)| + t|\tau_1(s)|, \quad t \in [0, 1].$$

One checks by the direct computations that $\int_I |\tau_t(s)| ds = |\partial N|$, see Section 4 in [34] for the similar reasoning. As consequence, for every $t \in [0, 1]$ function $|\tau_t|$ represents a unique diffeomorphism $\phi^t : \partial M \to \partial N$. For each $t \in [0, 1]$, we denote by $\Phi^t$ a Lipschitz extension of the boundary value map $\phi^t$ into $M$ obtained from the McShane extension theorem. From now on we fix extensions $\Phi^t$ for all $t$.

### 8.1. An auxiliary family of systems of equations

Recall that by $M$ and $N$ we denote Riemannian surfaces equipped with conformal metrics $\sigma$ and $\rho$ respectively.

Fix $\epsilon \in (0, 1)$. To define the homotopy between $u^c$ and the conformal map $\Psi$, we note that since $\Psi$ is conformal it is also 2-harmonic. Hence, we vary the exponent from 2 to $p$ in our defining energy integral (4.2), and use the fact that the Dirichlet problem has the unique solution with given boundary data $\phi^t$ to our advantage, Proposition 7.2. For our given exponent $p \geq 2$ we define a homotopy from the exponent 2 to $p$ as follows:

$$(8.2) \quad p_t := 2(1 - t) + pt \quad \text{for } t \in [0, 1]; \quad 2 \leq p_t \leq p \quad \text{for all } 0 \leq t \leq 1.$$  

This leads us to consider the following particular cases of energy functional $(4.2)$ and system $(3.8)$ for $U^t \in W^{1,p}_\sigma(M, N')$ with $U^t|_{\partial M} = \phi^t$:

$$(8.3) \quad E_{\epsilon, p}(U^t) = \int_M \left( \epsilon^2 + |DU^t|^2 \right)^{p_t/2} dV_M,$$

$$|\Lambda'(z)U^t_{1z}| + |\Lambda'(z)U^t_{2z}| + \Lambda'(z)\left( \frac{\partial}{\partial U^t} \log \rho(U^t(z)) \right)U^t_{1z}U^t_{2z} = 0,$$

where $\Lambda' := (\epsilon^2 + |DU^t(z)|^2)^{(p_t-2)/2}$. Thus, with this notation $U^1 = u^c$.

**Remark 8.2.** Recall, that the above mappings $U^t : M \to N'$ satisfy both of the conclusions of Propositions 6.5 and 6.7. In particular, it holds that $U^t(M) \subset N$.
with no points in the interior being mapped to the boundary, and the Jacobian $J_U$ is positive on the boundary $\partial M$. By Corollary 4.3, it holds that $U^t$ has also continuous derivatives up to the boundary. Moreover, the existence and uniqueness for $U^t$ follows from Propositions 7.1, 7.2.

In what follows we will need the regularity properties of mappings $U^t$ up to the boundary of $M$, and for this reason we again employ results of Beck [12] and follow the discussion from Section 4.1. In particular, in order to do this we express the energy (8.3) as an energy with respect to the domain in $C$. Hence, by using the coordinate chart $\tilde{u}$ we set

$$\tilde{U}^t = \tilde{u}(U^t)$$

to be map from $M \to C$. In consequence, we arrive at the energy integral (4.9) and the integrand (4.4) with $s$ and $p$ corresponding now to $\tilde{U}^t$ and $p_t$, respectively.

### 8.2. Uniform Hölder and $C^{1,\alpha}$-estimates

In this section we study the properties of mappings $\tilde{U}^t$ in more depth. First, we prove the Hölder estimates on $M$, uniform with respect to the homotopy parameter $t$. It turns out that the result of Beck plays a crucial role in such investigations, cf. Theorem 4.2.

Note that verifying the assumptions of Theorem 4.2 for the energies $E_{c, p_t}$ (cf. (8.3) above), with respect to mappings $\tilde{U}^t$ and exponents $p_t$, for $t \in [0, 1]$, reduces to the discussion in Section 4.1. Indeed, by (8.2) we have uniform estimates for $p_t$ in Theorem 4.2 from which the estimates involving $p_t$ reduce to the similar estimates for $p$, e.g. $c(p_t)L(1 + |\zeta|)^{p_t}$ can be estimated by $c(p)L(1 + |\zeta|)^p$.

**Proposition 8.3** (Uniform $C^\gamma$-estimate). There exists $\gamma > 0$ such that

$$\|\tilde{U}^t\|_{C^\gamma(M)} \leq C$$

uniformly for $t \in [0, 1]$. The constant $C$ depends on the same set of parameters as the corresponding constant in the proof of Theorem 4.2.

**Proof.** As in Section 4.1, we apply a change of variables $z^{inv}$ to the integrand of (8.3) (considered with respect to $\tilde{U}^t$ and $p_t$) in order to obtain an integral on $z(M) \subset C$ and the corresponding map solving the Euler–Lagrange system of equations of energy $E_{c_t}(U^t)$. Then, by the proofs of Theorems 1.3 and 1.4 in [12] (cf. Theorem 4.2 above), we get the bound for the Hölder norm of $D\tilde{U}^t$ on $z(M)$ (and hence on $M$), see the details of the proof in Section 7 of [12]. Indeed, Step 2b of the proof of Theorem 1.3 together with Lemma 3.3 in [12] imply that

$$\|D\tilde{U}^t\|_{C^0,s(M)} \leq C(p_t, \nu, L; \|\tilde{U}^t\|_{L^\infty(M)}, \|D\tilde{U}^t\|_{L^\infty(M)}),$$

where $q_t$ stands for the higher integrability exponent for $\tilde{U}^t$, cf. Lemma 3.3 in [12]. Since for all $\tilde{U}^t$ the target domain is $\tilde{u}(N)$, we have that $\|\tilde{U}^t\|_{L^\infty(M)} \leq \text{diam}(\tilde{u}(N))$ uniformly in $t$. 

The uniform bound in $t$ for $\|D\bar{U}^t\|_{L^\infty(M)}$ requires some more work. First, note that, since $\bar{U}^t = \bar{u}(U^t)$, then
\begin{equation}
(8.5) \quad \int_M |D\bar{U}^t|^p \, dV_M \leq \int_M |D\bar{u}|^p \, dV_M \leq \bar{u}\|\bar{u}\|_{W^{1,\infty}(M)} \int_M |DU^t|^p \, dV_M.
\end{equation}

Recall that $\Phi^t$ denote extensions of the boundary value maps $\phi^t$ into $M$ (see the beginning of Section 8 for a detailed description of $\phi^t$ and their extensions $\Phi^t$). By applying the Caccioppoli-type estimate (which we will prove in the next section), we obtain that
\begin{equation}
(8.6) \quad \int_M |DU^t|^p \, dV_M \leq c \int_M (\epsilon^2 + |D\Phi^t|^2)^{(p-2)/2} |D\Phi^t|^2 \, dV_M.
\end{equation}

By choosing the extensions $\Phi^t$ appropriately, one can see that the right-hand side of (8.6) can be controlled uniformly in $t$, cf. the introduction to Section 8. Indeed, since the boundary homotopy $\phi^t$ is assumed to be smooth on $M$, then the Lipschitz norms of $\phi^t$ are uniformly bounded in $t$ in terms of the data $\Psi_0$ and $\phi_0$. Then, the McShane extension theorem applied to maps $\Phi^t$, the Lipschitz extensions of $\phi^t$ into $M$, implies that also the Lipschitz norms of $\Phi^t$ are bounded uniformly in $t$.

Next, we apply the Gehring-type estimate in Lemma 3.3(a) in [12] in order to obtain the estimate of $\int_M |D\bar{U}^t|^q \, dV_M$ in terms of its $p$-energy. This, combined with (8.5) and (8.6), result in the uniform in $t$ estimate for $\|D\bar{U}^t\|_{L^p(M)}$. In fact, despite $q_t$ depends on number of parameters, the $p_t$ is the only one where the homotopy parameter comes in. One verifies directly, that the right-hand side of the inequality in the statement of Lemma 3.3(a) in [12] can be estimated in terms of expressions whose powers depend on $p, \gamma$ and the dimension $n = 2$ only (due to the embedding of spaces $L^p \subset L^{p_t}$ on balls). As $U^t$ is $C^{1,\beta}$-smooth, this discussion justifies writing $\|D\bar{U}^t\|_{L^p(M)}$ in estimates below.

Furthermore, the careful analysis of constants in the proof of Theorem 4.2 reveals that the above constant $C$ is, in fact, independent of $p_t$, again due to the uniform bound $2 \leq p_t \leq p$. In consequence, (8.4) holds true for $C$ independent of $t$.

By the definition of the (intrinsic) Sobolev spaces in Section 2, we have that $C^\infty(M, N)$ are dense in the Sobolev norm in $W^{1, p_t}(M, N)$. Moreover, since all $p_t \geq 2$, the Morrey embedding theorem is available. In particular, Theorem 2.8 in Section 2.6 of Hebey [26] applied to every component function of $\bar{U}^t$ allows us to conclude that for $\beta = 1 - 2/p_t$ it holds
\begin{equation}
\|\bar{U}^t\|_{C^{\beta,s_t}} \leq C(p_t, M)\|\bar{U}^t\|_{W^{1, p_t}(M)}, \quad i = 1, 2.
\end{equation}

Notice that $0 \leq \beta \leq 1 - 2/p$. Furthermore, the dependence of constant $C$ on $p_t$ can be reduced to the dependence on $p_t$ as in the Euclidean case, see e.g. the proof of Theorem 7.1 in [23] and the remark following it on page 158 in [23]. By combining the Morrey estimate with (8.4)–(8.6) and taking into account that, as already observed in the beginning of the proof, $\|\bar{U}^t\|_{L^\infty(M)} \leq \text{diam}(\bar{u}(N))$ uniformly in $t$, we obtain that
\begin{equation}
\|\bar{U}^t\|_{C^{\beta,s_t}(\overline{M})} \leq 4C(p, \nu, L, \text{diam}_s(N), \|D\bar{U}^t\|_{L^p(M)})
\end{equation}

The constant $\beta$ is the minimum of the Hölder exponent in Theorem 4.2 and $1 - 2/p$. 
Hence we proved that the Hölder continuity norm of $\tilde{U}^t : z(M) \to \mathbb{C}$ is uniformly bounded by an expression independent of $t$. In order to complete the proof, we notice that when coming back to the setting of mappings between $M$ and $N$ (via map $z^{inv}$), the above estimates change only by the factor of $\|Dz^{inv}\|_{L^p(z(M))}$. This, however, does not affect the validity of the assertion. Thus, the proof of Proposition 8.3 is completed.

In the next result we show the local Hölder continuity of $D\tilde{U}^t$ uniformly with respect to the homotopy parameter $t$ for any fixed value of $\epsilon > 0$.

**Proposition 8.4** (C$^{1,\alpha}$-estimate up to the boundary). There exists an exponent $\gamma' > 0$ such that the following uniform estimate holds for the family $\tilde{U}^t$ up to the boundary of $M$:

$$
\|D\tilde{U}^t\|_{C^{\gamma'}(M)} \leq C.
$$

The constants $C$ and $\gamma'$ depend on the same set of parameters as the corresponding constants in the proof of Theorem 4.2, but are uniform in $t$, in particular $C$ and $\gamma'$ do not explode when $p_t \searrow 2$ or $p_t \nearrow p$.

**Proof.** Let us analyze the steps of the proof for Theorem 1.4 in [12] and the related results to which that proof appeals to. Since the proof in [12] relies on a number of auxiliary results presented in [12] and refers to many other observations well-established in the literature, below we restrict ourselves only to sketching the main ideas and focus our attention on arguments showing the independence of the corresponding constants on $p_t$.

Our goal is to explain that the following counterpart of Formula (31) in [12] holds for mappings $\tilde{U}^t \circ z^{inv} : z(M) \to \mathbb{C}$. In what follows we will abuse the notation and write $\tilde{U}^t$ to denote these maps (since maps $\tilde{U}^t$ understood as maps from $M$ to $\mathbb{C}$ do not appear explicitly in the proof). Denote by

$$
B^+_r(x_0) = \{x = (x_1, x_2) \in \mathbb{C} : |x - x_0| < r, x_2 \geq x_2^0\},
$$
a half ball in $\mathbb{C}$, centered at point $x_0 = (x_0^1, x_0^2) \in \mathbb{C}$ in the boundary of the image of $z(M)$, obtained by flattening the boundary, cf. the discussion in the beginning of Section 2. Furthermore, let $V(D\tilde{U}^t)$ stand for the following expression (cf. Lemma 9.4 below):

$$
V(D\tilde{U}^t) := (\epsilon^2 + |D\tilde{U}^t|^2)^{(p_t - 4)/2} D\tilde{U}^t.
$$

Notice that in the definition of $V$ we use the norm as defined in (3.2). Then, for $r \leq r_0$ it holds by Formula (31) of [12] that

$$
\int_{B^+_r(x_0)} |V(D\tilde{U}^t) - (V(D\tilde{U}^t))_{r,x_0}|^2 dx \leq c(p, \sigma, \rho) r^{2(1+\lambda)},
$$

where $r_0$ is independent of $x_0$ and depends on $p_t \|\tilde{U}^t\|_{L^\infty(M)} < \text{diam } N$ (for all $t$) and $\|D\tilde{U}^t\|_{L^{q_t}(M)}$ (with $q_t$, the higher integrability exponents as in Proposition 8.3).
Thus, by Proposition 8.3 the dependence of $r_0$ on $\|D\tilde{U}^t\|_{L^p(M)}$ can be reduced to the dependence on $\|D\tilde{U}^t\|_{L^p(M)}$. As for exponent $\lambda > 0$, see (8.8), it depends on $p$, the Sobolev conjugate exponent $p'$ (set to be equal, for instance, $p + 1$, as $p \geq 2 = n$) and also on $\sup_N |\rho|$ and $\inf_M |\sigma|$.

Let us also discuss exponents $\alpha_1$ and $\alpha_2$ appearing in Beck’s proof and arising from structure conditions (4) and (6b): $\alpha_1$ can be taken as an arbitrary number in $(0, 1)$, see the discussion in the paragraph before (4.8). As for $\alpha_2$, it arises in [12] as the modulus of continuity for term $h = h(x, u)$ in the energy integral in Formula (1) of [12]. However, such a term does not appear in our case, and so $\alpha_2$ can be neglected.

Once we show that estimate (8.8) is independent of $p_t$, then the argument for Hölder continuity of $D\tilde{U}^t$ follows from the standard Campanato’s characterization of Hölder continuous functions and the proposition is proven (for further details we refer to pg. 821 in [12]).

The key tools leading to (8.8) are Lemmas 3.3, 4.1 and 4.4, Proposition 4.2 (all stated in [12]) and the general approach from Steps 2a and 2b of the proof for Theorem 1.3 in [12]. We will discuss that the dependence on $p_t$ in constants appearing in the aforementioned tools can be reduced to dependence on $p$. Upon completing this task, one can check directly the proof of Theorem 1.4 in [12] on pp. 820-821 that, due to (8.2), the constants in the remaining inequalities can as well be estimated by constants where dependence on $p_t$ is reduced to the dependence on $p$. The same applies to constants denoted in pp. 820–821 of [12] as $\delta$, $\sigma$ and $\eta_0$.

**Lemma 3.3.** The discussion of the similar Gehring-type inequalities can be found, for example, in another work of Beck, Lemma 4.2 in [11], and in Lemma 3.1 of Duzaar–Grotowski–Kronz [19]. Since the latter result is proven for the $p$-harmonic type energies, we choose its proof to discuss the uniformity of constants with respect to $t$.

By the discussion in [19] it is enough to localize the higher integrability estimate to set, which in our case reads, $B^+ := B(0, R) \cap \{ \text{Im} \, z > 0 \}$. Let $x_0 \in B^+$ and as in [19] we study two cases: (1) $\text{Im} \, x_0 \leq \frac{1}{4}r$, and (2) $\text{Im} \, x_0 > \frac{1}{4}r$ for $0 < r < R - |x_0|$. Since the analysis of constants follows the similar approaches in both cases we discuss the first case only (see formula (15) in [19]). Upon choosing $0 < w < s ≤ r$ and the test function $\eta \in C^\infty_0(B(x_0, s))$, $0 \leq \eta \leq 1$ with $\eta|_{B(x_0, w)} \equiv 1$ and $|\nabla \eta| \leq 2/(s - w)$ we have that, by $\tilde{U}^t$ minimizing the energy (8.3), it holds

$$c(p, \rho, \sigma, z^{inv}) \int_{B(x_0, w) \cap B^+} |D\tilde{U}^t|^{p_t} \leq \int_{B(x_0, w) \cap B^+} \left( \epsilon^2 + |D\tilde{U}^t|^2 \right)^{p_t/2} |J_{z^{inv}}|$$

$$\leq \int_{B(x_0, s) \cap B^+} \left( \epsilon^2 + |D(\tilde{U}^t - \eta(\tilde{U}^t - \Phi^t))| \right)^{p_t/2} |J_{z^{inv}}|.$$
estimate (13) in [19]:

\[
c(p,ρ,σ,z_{\text{inv}}) \int_{B(x_0, r/2) \cap B^+} |D\tilde{U}^t|^{p_t}
\leq c(p_t, z_{\text{inv}}) \left( \int_{B(x_0, r) \cap B^+} \frac{\|\tilde{U}^t - \Phi^t\|}{r^{p_t}} + \int_{B(x_0, r) \cap B^+} |D\Phi^t|^{p_t} + c^p |B^+| \right).
\]

Finally, we apply Sobolev’s inequality to the first term on the right-hand side, together with Hölder’s inequality, and arrive at the counterpart of (14) in [19]. The arising constants are, upon the increment, independent on \(t\) (by (8.2)). Thus, Theorem 2.4 in [19] gives us a counterpart of the assertion of Lemma 3.1 in [19].

**Lemma 4.1.** For the proof of this lemma, [12] appeals to Lemma 3.2 in [19]. However, the proof of that result is a direct consequence of the just described counterpart of Lemma 3.1 in [19]. In particular, assumptions (17) in [19] are substituted by the analogous growth conditions on the integrand in the Dirichlet energy (8.3). Moreover, \(h := \Phi^t\) and \(q \in (p, \infty)\) can be chosen arbitrary. As in the case of Lemma 3.3, all constants do not depend on \(t\).

Let us now focus our attention on **Lemma 4.4.** The exponent \(p_t\) appears in a constant, denoted by Beck, \(c(p, \nu)\), cf. pg. 806 in [12]. This constant arises from geometric inequalities for \(p\)-harmonic type vector fields and can be estimated from below in terms of \(p\) via (8.2). Then, constants \(\nu\) and \(L\) appearing in Formula (13) of [12] are in our case expressed in terms of \(p\) and the geometry of \(\rho\) and \(\sigma\). The remaining part of the proof of Lemma 4.4 relies on Lemmas 3.3 and 4.1 and estimates where the dependence of exponents and constants on \(p_t\) is reduced to the dependence on \(p\).

The proof of **Proposition 4.2** follows for \(p \geq 2\) from Theorems 3.1, 6.II (also 6.I) in Campanato [13]. The careful scrutiny of proofs of these results reveals that in all estimates the dependence on \(p_t\) can be reduced to the dependence on \(p\) uniformly.

Finally, the proof of Theorem 1.4 in [12] appeals to **Steps 2(a) and 2(b)** of Theorem 1.3 in [12]. Since, \(\dim M = 2 \leq p_t\) for all \(t \in [0, 1]\), Step 2(b) is crucial. There, the dependence of constants on \(t\) comes through Estimate (25) in [12] and Step 2(a). The estimate relies on Proposition 4.2 and Lemma 4.4 already discussed above to give the uniform estimates in \(t\). The same applies to Step 2(a).

By using Propositions 8.3 and 8.4 we show the following result.

**Proposition 8.5.** The mapping family \(U^t\) \([0, 1] \times M \to N\) is \(C^1,\gamma''\)-regular in \(M\) for some \(\gamma'' > 0\) depending on the same set of parameters as the Hölder exponent in Proposition 8.4.

**Proof.** Let \(t \in [0, 1]\) and suppose first that \(\{t_n\}_{n=1}^\infty\) is a sequence of points in \([0, 1]\) such that \(t_n \to t\). Since mappings \(\bar{U}^s\), for \(s = t\) and \(s = t_n\), correspond to \(\bar{U}^s\) via \(\bar{U}^s = \bar{u}(U^s)\), we may apply Propositions 8.3 and 8.4 to \(\bar{U}^s\) by composing them with \(\bar{u}\). Then, the resulting estimates change only by a constant depending on the geometry of \(\bar{u}\).
By Proposition 8.3, the family \( \{U^{t_n}\}_{n=1}^\infty \) is equicontinuous on \( M \) and uniformly bounded. Therefore, the normal family argument implies that for a subsequence \( \{t_{n_k}\}_{k=1}^\infty \) the sequence of mappings \( \{U^{t_{n_k}}\}_{k=1}^\infty \) converges uniformly in \( M \) to a map denoted \( F \).

Let us now recall that Proposition 8.4 gives an uniform bound for the derivatives of the mappings \( \{U^{t_{n_k}}\}_{k=1}^\infty \) of the form \( \|DU^{t_{n_k}}\|_{C^\gamma(M)} \leq C \). By choosing \( \gamma'' \leq \gamma \) if necessary, the application of the Arzelà–Ascoli theorem shows that one may choose a further subsequence of this family whose derivatives converge in the \( C^\gamma'' \)-norm. Hence this subsequence, which we still denote by \( \{U^{t_{n_k}}\} \), converges in \( C^{1,\gamma''} \)-norm and the limiting map remains to be \( F \). Since the derivatives of \( \{U^{t_{n_k}}\} \) converge to the derivatives of \( F \) uniformly in \( M \), we may pass to the limit in the weak formulation of the \( p_t \)-harmonic system (8.3) and see that \( F \) solves the same weak system as the map \( U^t \). Furthermore, since \( F \) and \( U^t \) have the same boundary values we must have \( F = U^t \) by the uniqueness, Proposition 7.2, applied to the boundary data \( \phi^t \) and exponent \( p_t \). By the above reasoning, every subsequence of \( \{U^{t_n}\} \) must have a subsequence converging to \( U^t \). This proves that \( U^{t_n} \rightarrow U^t \) uniformly in \( C^{1,\gamma''}(M) \), as \( t_n \rightarrow t \).

**Corollary 8.6** (Uniform boundary estimate). For some \( c_1 > 0 \) which does not depend on \( t \), we have that

\[
J_{\tilde{U}^t}(z) \geq c_1 \quad \text{for all } z \in \partial M.
\]

**Proof.** By Proposition 8.5, we know that the family \( \{\tilde{U}^t : t \in [0, 1]\} \) is \( C^{1,\gamma''} \)-smooth up to the boundary of \( M \). Hence the Jacobians \( J_{\tilde{U}^t} \) form a continuous family in \( M \). Since \( \partial M \) is compact and the Jacobian \( J_{\tilde{U}^t} \) is positive along the boundary (Proposition 6.7), this implies an uniform lower bound by continuity and compactness. \( \square \)

We are finally in a position to complete the proof of Theorem 8.1.

**Proof of Theorem 8.1.** The smoothness of mappings \( u^t \) follows from Theorem 4.2 and Proposition 4.4.

In order to show the positivity of Jacobians \( J_{u^t} \) in \( M \), let us introduce the following set:

\[
S = \{ t \in [0, 1] : J_{\tilde{U}^t} > 0 \text{ everywhere in } M \}.
\]

We prove that \( S \) is both open and closed on the interval \([0, 1]\). In conclusion, since \( 0 \in S \) we must also have that \( 1 \in S \), proving the assertion that \( J_{u^t} > 0 \), cf. the definition of the homotopy \( \tilde{U}^t \) above. Therefore, the proof of Theorem 8.1 will be concluded, provided that we show the following claim.

**Claim.** There exists a constant \( c_2 > 0 \) such that if \( t \in S \), then in fact \( J_{\tilde{U}^t} > c_2 \) in \( M \).

**Proof of Claim.** The proof is based on the minimum principle for the expression \( T \), see Corollary 1.3. We obtain that

\[
\inf_{z \in M} (\epsilon^2 + |D\tilde{U}^t(z)|^2)^{(p_t-2)/2} J_{\tilde{U}^t}(z) \geq \inf_{z \in \partial M} (\epsilon^2 + |D\tilde{U}^t(z)|^2)^{(p_t-2)/2} J_{\tilde{U}^t}(z) \geq \epsilon^{p_t-2} c_1.
\]
Proposition 8.4 also gives the uniform upper estimate
\[(\epsilon^2 + |D\tilde{U}t(z)|^2)^{(p-2)/2} \leq C_3 < \infty \text{ for all } z \in M.\]
Thus we have the uniform estimate \(J_{\tilde{U}t}(z) \geq \epsilon p t - 2 c_1 / C_3 > 0\) for all \(z \in M\). This proves the claim.

The set \(S\) is open. Suppose now that \(t_0 \in S\). Then \(J_{\tilde{U}t_0}(z) \geq c_2\) in \(M\). By smoothness, \(J_{\tilde{U}t}(z) \geq c_2 / 2 > 0\) for \(t\) close to \(t_0\) and \(z \in M\). This proves that \(S\) is open.

The set \(S\) is closed. Suppose that \((t_n) \subset S\), and \(t = \lim_{n \to \infty} t_n\). By Proposition 8.4, we infer that \(J_{\tilde{U}t}(z) = \lim_{n \to \infty} J_{\tilde{U}t_n}(z) \geq c_2 > 0\), for all \(z \in M\). Thus \(t \in S\) and the set \(S\) is closed.

9. Convergence results for \(\epsilon\)-perturbed \(p\)-harmonic systems

9.1. The Caccioppoli-type estimates

The purpose of this section is to provide various energy estimates for weak solutions of the \(\epsilon\)-perturbed \(p\)-harmonic system. Such estimates are employed in Section 9.2 to show the \(L^n\) convergence of \(Du\) to \(Du\) and the uniform convergence of \(\det Du\) on compacta. We follow the ideas from Lemmas 11.1, 11.2, 11.3 in [30], as well as adapting techniques from [20].

Since the computations in [20] are based on the Nash embedding of the target manifold into the Euclidean space, we also prefer to work in this setting here. Hence, let \(i: N' \to \mathbb{R}^k\) denote the isometric Nash embedding of \(N'\), and set \(v' := i \circ u'.\) Thus \(v'\) satisfies the system (3.9) for \(\lambda = \lambda'.\) Here we also identify the space \(W^{1,p}_{ext}(M, N')\) with the space of Sobolev maps from \(M\) to \(\mathbb{R}^k\) taking values in \(i(N')\) almost everywhere, and denote by \(W^{1,p}_{ext}(M, N)\) the subspace of maps taking values only in \(i(N)\).

**Lemma 9.1.** Let \(v' = i \circ u'\), where \(u'\) denotes a minimizer of the \(\epsilon\)-perturbed \(p\)-harmonic energy (4.2), including \(\epsilon = 0\), and \(i: N' \to \mathbb{R}^k\) is the Nash embedding. In particular \(v'\) is a weak solution to the system of equations (3.9). Let also \(v_0 \in W^{1,p}_{ext}(M, N)\) be a given Sobolev map with the same trace as \(v'\) on \(\partial M\). Then the following Caccioppoli-type estimates hold for \(v'\) and \(v_0\):

\[
\int_M (\epsilon^2 + |\nabla v'|^2)^{(p-2)/2} |\nabla v'|^2 dV_M \leq c \int_M (\epsilon^2 + |\nabla v_0|^2)^{(p-2)/2} |\nabla v_0|^2 dV_M,
\]

provided that the submanifold \(N\) in the target satisfies the smallness condition \(\text{diam} N \leq \epsilon N'_{\text{diam}}\) for \(\epsilon N'_{\text{diam}}\) sufficiently small. The constant \(c\) in (9.1) depends only on \(p, N', \) and \(\epsilon N'_{\text{diam}}\).
Proof. Recall from the maximum principles in Section 6 that the maps \( v^\epsilon \) are already known to take values inside \( i(N) \). Let \( v_0 \in \text{W}^{1,p}_0(M,N) \) be a given map and let us define a test mapping \( \phi := v^\epsilon - v_0 \) with zero trace in \( \text{W}^{1,p}_0(M,N) \). We use \( \phi \) and \( X := (\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/2} \) at (3.9) and arrive at the following estimate:

\[
- \int_M \lambda'(\nabla v^\epsilon)^2 - \nabla v^\epsilon \cdot \nabla v_0 \, dV_M = \int_M \lambda' A'(v^\epsilon)(\nabla v^\epsilon, \nabla v^\epsilon) \cdot (v^\epsilon - v_0) \, dV_M.
\]

From this we get

\[
\int_M \lambda' |\nabla v^\epsilon|^2 \, dV_M \leq \int_M \lambda' A'(v^\epsilon)(\nabla v^\epsilon, \nabla v^\epsilon) ||v^\epsilon - v_0|| \, dV_M + \int_M \lambda' |\nabla v^\epsilon||v_0| \, dV_M.
\]

In order to estimate the first term on the right-hand side of this inequality, we recall that the second fundamental form \( A'(v^\epsilon) \) is defined as the bilinear form, and hence, \( |A'(v^\epsilon)(\nabla v^\epsilon, \nabla v^\epsilon)| \leq C_{N'}|\nabla v^\epsilon|^2 \). The smallness assumption on the set \( N \) guarantees that \( \text{dist}(v^\epsilon, v_0) \leq \text{diam} i(N) = \text{diam} N \leq \epsilon_{N',p} \), implying the estimate \( |v^\epsilon - v_0| \leq \epsilon_{N',p} \). Combined with the inequality (11.5) in [30] to treat the second term above, we obtain as a consequence that

\[
\int_M \lambda' |\nabla v^\epsilon|^2 \, dV_M \leq C_{N'}\epsilon_{N',p} \int_M \lambda' |\nabla v^\epsilon|^2 \, dV_M + \frac{1}{2} \int_M \lambda' |\nabla v^\epsilon|^2 \, dV_M + 2^p \int_M (\epsilon^2 + |v_0|^2)^{(p-2)/2} |v_0|^2 \, dV_M.
\]

Upon rearranging, we find that (9.2) takes the following form:

\[
\int_M \lambda' |\nabla v^\epsilon|^2 \left( \frac{1}{2} - C_{N'}\epsilon_{N',p} \right) \, dV_M \leq 2^p \int_M (\epsilon^2 + |v_0|^2)^{(p-2)/2} |v_0|^2 \, dV_M.
\]

From this, assertion (9.1) follows immediately with \( c := \frac{2^p}{1/2 - C_{N'}\epsilon_{N',p}} \), provided \( \epsilon_{N',p} \) is sufficiently small.

By taking \( \phi := v^\epsilon - i \circ u^0 \) with zero trace in \( \text{W}^{1,p}_0(M,N) \), where \( u^0 \) denotes the \( p \)-harmonic map \( u^\epsilon \) for \( \epsilon = 0 \), we obtain in particular the assertion of Lemma 9.1 with \( u^0 = i \circ u^0 \) instead of \( v_0 \) on the right-hand side of (9.1). Note that here we use the fact that the maps \( u^0 \) and \( v^\epsilon \) for \( \epsilon > 0 \) have the same trace on \( \partial M \).

Since for any map \( u_1 \in \text{W}^{1,p}(M,N) \) the norm equality \( |Du_1| = |\nabla(i \circ u_1)| \) holds, we obtain the following corollary as a consequence of Lemma 9.1.

**Corollary 9.2.** Let \( u^\epsilon, \epsilon \geq 0 \), denote a minimizer of the \( \epsilon \)-perturbed \( p \)-harmonic energy as before, and \( u_0 \in \text{W}^{1,p}(M,N) \) be a given Sobolev map with the same trace as \( u^\epsilon \) on \( \partial M \). Then we have the Caccioppoli-type inequality

\[
\int_M (\epsilon^2 + |Du^\epsilon|^2)^{(p-2)/2} |Du^\epsilon|^2 \, dV_M \leq c \int_M (\epsilon^2 + |Du_0|^2)^{(p-2)/2} |Du_0|^2 \, dV_M.
\]

The constant \( c \) here depends only on \( p, N', \) and \( \epsilon_{N',p} \), and we again assume the smallness condition (S) on \( N \).
9.2. Convergence of $\nabla v^\epsilon$ and the Jacobian $J_{v^\epsilon}$

In this section we employ some of the energy estimates presented above to show two convergence lemmas. First, in Lemma 9.3 we discuss the $L^p$ convergence on $M$ for the differentials $\nabla v$ of weak mappings solving the $\epsilon$-perturbed $p$-harmonic systems (3.9) and prove that $\nabla v$ can be $L^p$-approximated globally by $\nabla v^\epsilon$. Then we show the $W^{1,2}$-Sobolev regularity for an auxiliary differential expression, see Lemma 9.4. By combining results of this section together with the Gehring-type reverse Hölder inequality we arrive at one of the key-results of this note, namely, at Corollary 9.5. It says that on compact subsets of $M$ we have the uniform convergence

$$J_{v^\epsilon} \to J_v,$$ for $\epsilon \to 0$.

We use this observation to complete the proof of Theorem 1.1 in Section 10.

**Lemma 9.3.** Under the above notation and definitions, let $v$ (defined as $v = i \circ u$, where $u = u_0$) and $v^\epsilon$ be solutions to the boundary value problem with the same trace $v_0 \in W^{1,p}_{\text{ex}}(M,N)$. Then it holds that

$$\|\nabla v^\epsilon - \nabla v\|_{L^p(M)} \to 0, \quad \text{as } \epsilon \to 0.$$

**Proof.** For a given $\epsilon \geq 0$ let us take the following test function $\phi := v^\epsilon - v$. We may apply $\phi$ in the weak equation (3.9) by the density of $C_0^\infty(M, \mathbb{R}^k)$ in $W^{1,p}(M, \mathbb{R}^k)$ and by the fact that both $v^\epsilon$ and $v$ have the same boundary data $v_0$. Therefore, we use $\phi$ in (3.9) for both of the maps $v$ and $v^\epsilon$ and subtract the two equations from each other (as in the proof of Lemma 11.2 in [30]), to obtain

$$- \int_M (\lambda^\epsilon \nabla v^\epsilon \cdot \nabla \phi - \lambda \nabla v \cdot \nabla \phi) \, dV_M = \int_M (\lambda^\epsilon A'(v^\epsilon)(\nabla v^\epsilon, \nabla \phi) - \lambda A'(v)(\nabla v, \nabla v)) \cdot \phi \, dV_M. \quad (9.4)$$

We follow the steps of the proof for Lemma 11.2 in [30] and obtain an estimate similar to (11.8) in [30]:

$$\|\nabla v^\epsilon - \nabla v\|_{L^p(M)} \leq 2^{(p-1)/2} \left[ \int_M (\epsilon^2 + |\nabla v^\epsilon|^2 + |\nabla v|^2)^{p/2} \right]^{1/2} \times \left[ \int_M (\epsilon^2 + |\nabla v^\epsilon|^2 + |\nabla v|^2)^{(p-2)/2} \right]^{1/2}. \quad (9.5)$$

Let us estimate the first factor on the right-hand side of (9.5):

$$\int_M (\epsilon^2 + |\nabla v^\epsilon|^2 + |\nabla v|^2)^{p/2} \leq 2^{p/2} \left( \int_M (\epsilon^2 + |\nabla v^\epsilon|^2)^{p/2} + \int_M |\nabla v|^p \right). \quad (9.6)$$

Since by assumptions $p > 2$, then $p/(p-2) > 1$ and by the $\delta$-Young inequality
and (9.1) applied above we obtain that
\begin{equation}
\int_M (\epsilon^2 + |\nabla \epsilon|^2)^{p/2} dV_M = \epsilon^2 \int_M (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} dV_M \\
+ \int_M (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} |\nabla \epsilon|^2 dV_M \\
\leq \int_M \left\{ (\epsilon^2 + |\nabla \epsilon|^2)^{p/2} \delta^{p/(p-2)} + \epsilon^p \delta^{p/(p-2)} \right\} dV_M \\
+ c(p, C_N, \epsilon_{N'; p}) \int_M (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} |\nabla \epsilon|^2 dV_M.
\end{equation}

We choose \( \delta = 2^{(2-p)/p} \) and include the first of the above integrals on the right-hand side into the left-hand side of (9.7). As \( \epsilon \leq 1 \), we obtain that
\begin{equation}
\int_M (\epsilon^2 + |\nabla \epsilon|^2)^{p/2} dV_M \leq 2^{p/2} \epsilon^p |\text{vol}M| + c(p, C_N, \epsilon_{N'; p}) \int_M (\epsilon^2 + |\nabla \epsilon|^2)^{p/2} dV_M \\
\leq C \int_M (1 + |\nabla \epsilon|^2)^{p/2}.
\end{equation}

The constant \( C \) depends on \( 2^{p/2} \), \( |\text{vol}M| \) and \( c(p, C_N, \epsilon_{N'; p}) \). In summary, \( C \) depends only on \( p \) and the geometry of surfaces \( M \) and \( N' \). This completes the estimate of (9.6).

The estimate of the crucial second factor in (9.5) is more tedious and difficult. By the standard \( p \)-harmonic estimate, see e.g. (11.7) in [30], the definition of the inner product and (9.4), we have
\begin{equation}
\int_M (\epsilon^2 + |\nabla \epsilon|^2 + |\nabla \epsilon|^2)^{(p-2)/2} |\nabla \epsilon - \nabla \epsilon|^2 dV_M
\end{equation}
\begin{equation}
\leq c(p) \int_M \left\{ (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} \nabla \epsilon - (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} \nabla \epsilon, \nabla \epsilon - \nabla \epsilon \right\} dV_M
\end{equation}
\begin{equation}
= c(p) \int_M (\lambda A'(\epsilon)(\nabla \epsilon, \nabla \epsilon) - \lambda A'(\epsilon)(\nabla \epsilon, \nabla \epsilon)) - (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} \nabla \epsilon, \nabla \epsilon - \nabla \epsilon) dV_M
\end{equation}
\begin{equation}
+ \int_M \left\{ |\nabla \epsilon|^{p-2} \nabla \epsilon - (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} \nabla \epsilon, \nabla \epsilon - \nabla \epsilon \right\} dV_M
\end{equation}
\begin{equation}
\leq c(p) \int_M \left\{ (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} A'(\epsilon)(\nabla \epsilon, \nabla \epsilon) - |\nabla \epsilon|^{p-2} A'(\epsilon)(\nabla \epsilon, \nabla \epsilon)) - (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} \nabla \epsilon, \nabla \epsilon - \nabla \epsilon \right\} dV_M
\end{equation}
\begin{equation}
+ \int_M \left| |\nabla \epsilon|^{p-2} - (\epsilon^2 + |\nabla \epsilon|^2)^{(p-2)/2} \right| |\nabla \epsilon| |\nabla \epsilon - \nabla \epsilon| dV_M.
\end{equation}

Estimates for integral (9.9).

According to Lemma 2.2 in [20] the following estimate holds for any point \( y, z \in \mathbb{R}^k \) and any vectors \( Y, Z \in \mathbb{R}^k \) with a constant \( C = C(k) \):
\begin{equation}
|A'(y)(Y, Y) - A'(z)(Z, Z)| \leq C(|Y|^2 + |Z|^2)|y - z| + C(|Y| + |Z|)|Y - Z|.
\end{equation}
Let us apply observation (9.11) for
\[ y = v^\epsilon, \quad z = v, \quad Y = (\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/4} \nabla v^\epsilon, \quad Z = |\nabla v|^{(p-2)/2} \nabla v. \]
This, together with the bilinearity of the second fundamental form \( A' \) allow us to estimate from the above the integral in (9.9) by the following expression:
\[
\int_M |A'(v^\epsilon)((\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/4} \nabla v^\epsilon, (\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/4} \nabla v^\epsilon) - A'(v)(|\nabla v|^{(p-2)/2} \nabla v, |\nabla v|^{(p-2)/2} \nabla v)| |v^\epsilon - v| dV_M
\]
\[
\leq C \int_M ((\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/2} |\nabla v^\epsilon|^2 + |\nabla v|^p)|v^\epsilon - v|^2 dV_M
\]
(9.12)
\[
+ C \int_M ((\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/4} |\nabla v^\epsilon| + |\nabla v|^{p/2}) \times (|\epsilon^2 + |\nabla v^\epsilon|^2|^{(p-2)/2}) |\nabla v^\epsilon - |\nabla v|^{(p-2)/2} \nabla v| |v^\epsilon - v| dV_M.
\]
(9.13)
In order to estimate the above two integrals we now need to apply Proposition A.1 from the appendix. We apply the proposition twice by choosing \( \epsilon \) in the proposition to be \( \epsilon > 0 \) and zero, respectively. Moreover, we choose as our test function \( \eta = v^\epsilon - v \) and thus obtain the estimate
\[
\int_M ((\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/2} |\nabla v^\epsilon|^2 + |\nabla v|^p)|v^\epsilon - v|^2 dV_M
\]
\[
\leq 16\epsilon^2 \int_M ((\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/2} + |\nabla v|^{(p-2)/2}) |\nabla v^\epsilon - \nabla v|^2 dV_M.
\]
We apply this directly to (9.12), while for (9.13) we use the Cauchy–Schwarz inequality and the elementary inequalities \( (x+y)^2 \leq 2(x^2 + y^2) \) and \( 2xy \leq x^2 + y^2 \) to obtain
\[
\int_M ((\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/4} |\nabla v^\epsilon| + |\nabla v|^{p/2}) \times \left( (\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/4} |\nabla v^\epsilon| - |\nabla v|^{(p-2)/2} \nabla v| |v^\epsilon - v| dV_M
\]
\[
\leq 4\sqrt{2} \int_M \left| (\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/4} \nabla v^\epsilon - |\nabla v|^{(p-2)/2} \nabla v| |v^\epsilon - v| dV_M\right|^2 dV_M^{1/2}
\]
\[
+ 2 |(\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/2} + |\nabla v|^{(p-2)/2}) |\nabla v^\epsilon| - |\nabla v|^{(p-2)/2} \nabla v| |v^\epsilon - v| dV_M.
\]
(9.14)
We now estimate the first term in the above expression (9.14). By the elementary inequality
\[
|\epsilon^2 + |x|^2|^{(p-2)/4} x - (\epsilon^2 + |y|^2)^{(p-2)/4} y| \leq C_p (\epsilon^2 + |x|^2 + |y|^2)^{(p-2)/4} |x - y|,
\]
for $x, y \in \mathbb{R}^k$, which holds for a constant $C_p$ independent on $\epsilon \in [0, 1)$, we find that

$$
\int_M \left( (\epsilon^2 + |\nabla v^\epsilon|^2)^{(p-2)/2} \nabla v - |\nabla v|^{(p-2)/2} \nabla v \right)^2 dV_M 
\leq C \int_M ((\epsilon^2 + |\nabla v|^2)(\nabla v^\epsilon, \nabla v^\epsilon) - |\nabla v|^{p-2} A'(v)(\nabla v, \nabla v) \cdot (v^\epsilon - v) dV_M
$$

(9.15)

$$
\leq \frac{1}{2} \int_M (\epsilon^2 + |\nabla v|^2)^{(p-2)/2} |\nabla v^\epsilon - \nabla v|^2 dV_M 
+ \frac{1}{2} \int_M ( (\epsilon^2 + |\nabla v|^2)^{(p-2)/4} |\nabla v - |\nabla v|^{(p-2)/2} \nabla v |^2 dV_M.
$$

Estimates for integral (9.10): The only estimate we need here is what we get from an application of Hölder’s inequality:

$$
\int_M |\nabla v|^{p-2} - (\epsilon^2 + |\nabla v|^2)^{(p-2)/2} |\nabla v^\epsilon - \nabla v| dV_M 
\leq \|\nabla v^\epsilon - \nabla v\|_{L^p(M)} \left( \int_M |\nabla v|^{p-2} - (\epsilon^2 + |\nabla v|^2)^{(p-2)/2} |\nabla v|^{p/(p-1)} \frac{dV_M}{dV_M} \right)^{(p-1)/p}.
$$

Set

$$
I_\epsilon := \int_M (\epsilon^2 + |\nabla v|^2)^{(p-2)/2} |\nabla v^\epsilon - \nabla v|^2 dV_M.
$$

By (9.5) we know that $\|\nabla v^\epsilon - \nabla v\|_{L^p(M)} \leq C I_\epsilon$, where $C$ is independent of $\epsilon$ by the discussion following (9.6). Hence, it will be enough to show that $I_\epsilon \to 0$ as $\epsilon \to 0$. Combining estimates (9.15) and (9.16) gives together with the estimates starting at (9.8) that

$$
I_\epsilon \leq \frac{1}{2} I_\epsilon + \frac{1}{p} \left( \int_M |\nabla v|^{p-2} - (\epsilon^2 + |\nabla v|^2)^{(p-2)/2} |\nabla v|^{p/(p-1)} \frac{dV_M}{dV_M} \right)^{(p-1)/p}
$$

(9.17)

$$
\frac{1}{2} \int_M (\epsilon^2 + |\nabla v|^2)^{(p-2)/4} |\nabla v - |\nabla v|^{(p-2)/2} \nabla v |^2 dV_M.
$$

By the Lebesgue dominated convergence theorem, we have that

$$
\int_M |\nabla v|^{p-2} - (\epsilon^2 + |\nabla v|^2)^{(p-2)/2} |\nabla v|^{p/(p-1)} \frac{dV_M}{dV_M} \to 0 \quad \text{and} \quad \int_M |\nabla v|^{(p-2)/4} |\nabla v - |\nabla v|^{(p-2)/2} \nabla v |^2 dV_M \to 0
$$
as $\epsilon \to 0$. Therefore, (9.17) implies that $I_\epsilon \to 0$, as $\epsilon \to 0$. This proves the claim of the lemma. \qed
as a result of Lemma 9.3, we now know that the differentials $\nabla u^\epsilon$ converge to $\nabla v$ in $L^p$-norm. As a consequence, we also know that the differentials $Du^\epsilon$ must converge to $Du$ in $L^p$ norm. Our next aim will be to strengthen this to local uniform convergence. For this we will not use the Nash embedding interpretation for the derivatives. Instead, we recall that the mappings $u^\epsilon$ arise from solutions of the following system of equations (cf. (3.6) and the presentation following it):

$$\delta \left( (\epsilon^2 + |Du^\epsilon|^2)^{(p-2)/2} Du^\epsilon \right) = 0,$$

where $|Du^\epsilon|^2 = |u_0|^2 + |w_0|^2$, cf. (3.2) and (4.3). We use here this notation in order to appeal to Hamburger [24]. Then, we have the following result.

**Lemma 9.4.** Let $\epsilon \geq 0$. Denote by

$$V_\epsilon := (\epsilon^2 + |Du^\epsilon|^2)^{(p-2)/2} Du^\epsilon.$$

Then $V_\epsilon \in W^{1,2}(B_R, \Lambda_1)$ for any (geodesic) ball $B_R \Subset M$ and

$$\int_{B_R/2} |DV_\epsilon|^2 dV_M \leq \frac{c}{R^2} \int_{B_R} |V_\epsilon - (V_\epsilon)_{B_R}|^2 dV_M + c \int_{B_R} (\epsilon^2 + |Du^\epsilon|^2)^{p/2} dV_M.$$  \hspace{1cm} (9.18)

Moreover, for any compact set $K \subset \Omega$ and for all $\epsilon \geq 0$ it holds that

$$\|DV_\epsilon\|_{L^2(K)} \leq C(p, K, M, \|Du_0\|_{L^p(M)}),$$  \hspace{1cm} (9.19)

where $u_0$ is a given Sobolev map such that $u^\epsilon - u_0 \in W^{1,p}_0(M, \mathbb{C})$.

**Proof.** In order to show the first part of the theorem we follow the discussion in the proof of Theorem 6.2 in Hamburger [24]. The proof of (9.18) therein is reduced to the corresponding part of the proof of Theorem 6.1 which in turn reduces to the proof of parts 1 and 2 in Theorem 4.1 of [24]. In particular, we may apply the Caccioppoli inequality on pg. 29 in [24] in our case with the following notation, cf. (2.8) and (2.9) in [24]:

$$H(\omega) := (\epsilon^2 + |u_0|^2 + |w_0|^2)^{p/2}, \quad V_\epsilon(x_0, R) := (V_\epsilon)_{x_0, R} = \int_{B_R} V_\epsilon dV_M.$$  \hspace{1cm}

In consequence one obtains estimate (9.18):

$$\int_{B_R/2} |DV_\epsilon|^2 dV_M \leq \frac{c}{R^2} \int_{B_R} |V_\epsilon - (V_\epsilon)_{B_R}|^2 dV_M + c \int_{B_R} (\epsilon^2 + |Du^\epsilon|^2)^{p/2} dV_M.$$  \hspace{1cm} (9.19)

The constant $c$ does not depend on $\epsilon$ and does not explode for any value of $p > 2$. Moreover, let us observe that since our definition of norm (3.2) appears in definitions of $V_\epsilon$ and $H$ above, it influences formula (4.10) on pg. 28 in [24] and computations following it on pg. 28-29. Indeed, the factor $\rho(w)/\sigma$ can be included into coefficients $G^{IJ}$ and $G^{K\ell}$, cf. (4.10) in [24] as a multiplication factor. However, since both metrics $\sigma$ and $\rho$ are assumed to be smooth and bounded, their presence in computations at (4.11)–(4.14) in [24] manifests in changing only the constants in Hamburger’s estimates.
As a result we have that
\[
\int_{B_{R/2}} |D\varepsilon| r^2 \, dV_M \leq \frac{c}{R^2} \int_{B_R} |V_\varepsilon - (V_\varepsilon)_{B_R}|^2 \, dV_M + c \int_{B_R} (\varepsilon^2 + |Du|)^{p/2} \, dV_M \leq \frac{4c}{R^2} \int_{B_R} |V_\varepsilon|^2 \, dV_M + c \int_{B_R} (\varepsilon^2 + |Du|)^{p/2} \, dV_M \]
\[
\leq \frac{4c}{R^2} \int_{B_R} (\varepsilon^2 + |Du|)^2 \, dV_M + c \int_{B_R} (\varepsilon^2 + |Du|)^{p/2} \, dV_M
\]
(9.20)
\[
\leq \frac{4c}{R^2} \int_{B_R} (\varepsilon^2 + |Du|)^2 \, dV_M + c \int_{B_R} (\varepsilon^2 + |Du|)^{p/2} \, dV_M.
\]

By estimate (9.21) and the discussion following it we have the uniform convergence of \(\{V_\varepsilon\}_{\varepsilon \to 0}\) on any compact set \(K \subset M\).

In order to complete the above estimate, let us notice that by Caccioppoli-type inequality (9.3) we have for all \(\epsilon > 0\) that
\[
\int_M |Du|^p \, dV_M \leq c \int_M (\varepsilon^2 + |Du|)^{(p-2)/2} |Du|^2 \, dV_M.
\]
By combining this estimate with (9.3) and applying these at (9.20), we obtain
\[
\int_{B_{R/2}} |D_V\varepsilon|^2 \, dV_M \leq \frac{c}{R^2} \int_M (\varepsilon^2 + |Du_0|)^2 \, dV_M + c 2^p \varepsilon^p \text{Vol}_M \, |B_R| + 2^p c \int_M (\varepsilon^2 + |Du_0|)^2 \, dV_M
\]
\[
\leq c \left(1 + \frac{1}{R^2}\right) \int_M (\varepsilon^2 + |Du_0|)^2 \, dV_M + c \varepsilon^p \text{Vol}_M \, |B_R|,
\]
(9.21)
where \(u_0\) corresponds to the fixed boundary data. Thus, we may bound \(\|D\varepsilon\|_{L^p(B_R)}\) uniformly by a constant depending only on \(p, R\), norm \(\|Du_0\|_{L^p(M, B^{r+2})}\) and on the geometry of \(M\).

For an arbitrary compact set \(K \subset \Omega\), we cover it by balls \(B_R\) with \(B_R \subset \Omega\) and \(R > 1/2\), and obtain assertion (9.19).

We are now in a position to state and prove the following crucial result of this section.

**Corollary 9.5.** Under the above notation it holds that \(Du\varepsilon\) converges uniformly to \(Du\) on compacta for \(\varepsilon \to 0\). Furthermore, it holds that
\[
J_{V_\varepsilon} \to J_V, \quad \text{for } \varepsilon \to 0
\]
uniformly on compact subsets \(K \subset M\).

**Proof.** By estimate (9.21) and the discussion following it we have the uniform in \(\varepsilon\) estimates on the Sobolev norms \(\|V_\varepsilon\| = \|V_\varepsilon\|_{L^p(K)} + \|D\varepsilon\|_{L^p(K)}\) for any compact \(K \subset M\). Hence, by the Sobolev embedding we also have uniform in \(\varepsilon\) Hölder estimates for \(V_\varepsilon\) on \(K\), which implies the equicontinuity of the family \(\{V_\varepsilon\}_{\varepsilon \in (0,1)}\). We combine this observation with a consequence of the convergence result in Lemma 9.3:
\[
V_\varepsilon \to |Du|^p - 2Du \quad \text{for } \varepsilon \to 0 \quad \text{a.e. in } M
\]
and infer from the Arzelà–Ascoli theorem the uniform convergence of \(V_\varepsilon\) on any compact \(K \subset M\).
10. The proof of Theorem 1.1

We are in a position to collect the results of the work and to complete the proof of the Radó–Kneser–Chocquet theorem.

Proof. We may assume without loss of generality that $\phi_0$ is positively oriented.

By Proposition 6.8, we know that $J_u > 0$ near the boundary $\partial M$. Thus we can reduce the problem to a subdomain of $M$ with smooth boundary and diffeomorphic boundary data.

By Propositions 7.1, 7.2 and Theorem A.2, we obtain the existence and the uniqueness of mappings $u^\epsilon$ solving the $\epsilon$-perturbed $p$-harmonic Dirichlet problem and thus can apply the homotopy argument in Theorem 8.1. By Proposition 6.7 we know that each of the Jacobians $J_{u^\epsilon}$ of $u^\epsilon$ is positive on the boundary and thus obtain by the homotopy argument that all $J_{u^\epsilon}$ are positive everywhere.

The computations in the previous section, in particular Corollary 9.5, show that the Jacobians $J_{u^\epsilon}$ converge uniformly on compact subsets to $J_u$. Since the Jacobians $J_{u^\epsilon}$ are positive, Corollary 1.3 applies and we obtain a minimum principle for the respective expressions $T$ whenever $\epsilon > 0$. By the uniform convergence, the minimum principle must also hold when $\epsilon = 0$.

Since the Jacobian of $u$ does not vanish close to the boundary, we may finally conclude that $J_u$ is strictly positive everywhere.

Therefore, we have shown that $u: M \to N'$ is a local $C^{1,\alpha}$-diffeomorphism with homeomorphic boundary data $\phi_0$. Hence, $u$ is also a homeomorphism from $M$ to $N$. Moreover, $u$ is actually $C^{1,\alpha}$-diffeomorphism from $M$ to $N$, by the inverse function theorem. \hfill \Box

A. Uniqueness for solutions of $\epsilon$-perturbed $p$-harmonic systems

The first part of the appendix is devoted to proving Proposition 7.2 (Theorem A.2), the uniqueness result for the solution of the Dirichlet problem for the $\epsilon$-perturbed $p$-harmonic mappings between Riemannian surfaces under the curvature and the smallness assumptions (A1-3), see the introduction and also the system of equations (3.8) for $\lambda := \lambda'$. According to our best knowledge such a result does not appear in the literature explicitly, except for the case $\epsilon = 0$.

First we show an auxiliary result, namely a Caccioppoli-type estimate. For this recall that, as in Section 9.1, we denote by $v^\epsilon = i \circ u^\epsilon$, where $u^\epsilon$ stands for a minimizer of the $\epsilon$-perturbed $p$-harmonic energy (4.2), including $\epsilon = 0$, and $i: N' \to \mathbb{R}^k$ is the Nash embedding. By the discussion in Section 3.1, $v^\epsilon$ is a weak solution to the system of equations (3.9).

Proposition A.1 (cf. Proposition 2.1 in [20] for $\epsilon = 0$). Let $v^\epsilon \in W^{1,p}_{\text{loc}}(M,N')$ be a solution to the $\epsilon$-perturbed system of equations for some $\epsilon > 0$ such that $v^\epsilon(M) \subset i(N) \subset B(x,r)$ for some $x \in i(N')$ and $0 < r < c_{N'}$, where $B(x,r)$ denotes an Euclidean ball in $\mathbb{R}^k$ and $c_{N'}$ depends only on $N'$.
Then, for all $\eta \in W^{1,p}_0(M, \mathbb{R}^k)$, it holds
\[ \int_M (\epsilon^2 + |\nabla \varphi|^2)^{p-2} |\nabla \varphi|^2 \eta^2 \, dV_M \leq 16r^2 \int_M (\epsilon^2 + |\nabla \varphi|^2)^{(p-2)/2} |\nabla \eta|^2 \, dV_M. \]

Proof. Following the steps of the proof for Proposition 2.1 in [20] we fix a point $x \in i(N^r)$ and define a test mapping $\phi = \eta^2(\varphi - x)$, where $\eta \in W^{1,p}_0(M, \mathbb{R}^k)$. We use this mapping in (3.9) with $x' = (\epsilon^2 + |\nabla \varphi|^2)^{(p-2)/2}$ and obtain
\[ \int_M (\epsilon^2 + |\nabla \varphi|^2)^{p-2} |\nabla \varphi|^2 \eta^2 \, dV_M \leq 2 \int_M (\epsilon^2 + |\nabla \varphi|^2)^{p-2} |\nabla \varphi|^2 |\nabla \eta| |\varphi' - x| \, dV_M + \int_M (\epsilon^2 + |\nabla \varphi|^2)^{p-2} |\nabla \varphi|^2 dV_M. \]

From this the assertion follows immediately.

In the proof of the next uniqueness result, we will need the following well-known inequalities, see e.g. Mingione [44]. Let $p \geq 2$. Then for any $\epsilon > 0$ and and vectors $X, Y \in \mathbb{R}^k$, it holds
\begin{align*}
\text{(A.1)} & \quad (\epsilon^2 + |X|^2)^{p-2} X - (\epsilon^2 + |Y|^2)^{p-2} Y \cdot (X - Y) \\
& \quad \geq C(p)(\epsilon^2 + |X|^2)^{p-2} |X - Y|^2, \\
\text{(A.2)} & \quad |(\epsilon^2 + |X|^2)^q X - (\epsilon^2 + |Y|^2)^q Y| \\
& \quad \leq C(q) ((\epsilon^2 + |X|^2)^q + (\epsilon^2 + |Y|^2)^q) |X - Y|, \quad q \geq 0.
\end{align*}

For the proof of (A.2) we define $F: \mathbb{R}^k \to \mathbb{R}^k$ as follows: if $X \in \mathbb{R}^k$, then set $F(X) := (\epsilon^2 + |X|^2)^q X$. We apply the mean-value theorem and find that for any given $X, Y \in \mathbb{R}^k$ it holds that
\[ |F(X) - F(Y)| \leq \sup_{t \in [0,1]} \|DF(tX + (1-t)Y)\| |X - Y| \]
\[ \leq \sup_{t \in [0,1]} (C_1(q)(\epsilon^2 + |X| + (1-t)|Y|^2)^q) |X - Y| \]
\[ \leq (C_1(q)(\epsilon^2 + |X|^2 + |Y|^2)^q) |X - Y| \]
\[ \leq C_2(q) ((\epsilon^2 + |X|^2)^q + (\epsilon^2 + |Y|^2)^q) |X - Y|, \]
thus resulting in (A.2).
We are in a position to state an $\epsilon$-version of Theorem 1.1 in [20]. In the proof below we follow the steps for Theorem 1.1 in [20] proven for the case $\epsilon = 0$ only. However, since the proof of uniqueness for $\epsilon$-perturbed system of equations on Riemannian manifolds is, to our best knowledge, not available in the literature, we present it here for the readers convenience and completeness of the work.

**Theorem A.2** (cf. Theorem 1.1 in [20] for $\epsilon = 0$). Suppose that $v^\epsilon_1, v^\epsilon_2$ are solutions to the $\epsilon$-perturbed $p$-harmonic system of equations (3.9) both satisfying the smallness condition for a sufficiently small $r_0 = r_0(N', p) > 0$ with respect to a geodesic ball $B(x, r_0) \subset N'$, that is, $v^\epsilon_i(M) \subset i(B(x, r_0))$ and $v^\epsilon_2(M) \subset i(B(x, r_0))$. If $v^\epsilon_1 = v^\epsilon_2$ on $\partial M$, then $v^\epsilon_1 = v^\epsilon_2$ in $M$.

**Proof.** Let $v^\epsilon_1$ and $v^\epsilon_2$ be two solutions of the perturbed system (3.9) as in the assumptions of the theorem. Then, $\phi := v^\epsilon_1 - v^\epsilon_2$ is a bounded test mapping in $W^{1,p}_0(M,\mathbb{R}^k)$. We apply $\phi$ in (3.9) for $v^\epsilon_1$ and $v^\epsilon_2$ and subtract both equations from each other. We obtain

$$-\int_M ((\epsilon^2 + |\nabla v^\epsilon_1|^2)^{(p-2)/2} \nabla v^\epsilon_1 - (\epsilon^2 + |\nabla v^\epsilon_2|^2)^{(p-2)/2} \nabla v^\epsilon_2) \cdot (\nabla v^\epsilon_1 - \nabla v^\epsilon_2) \, dV_M$$

(A.3) 

$$= \int_M ((\epsilon^2 + |\nabla v^\epsilon_1|^2)^{(p-2)/2} A'(v^\epsilon_1)(\nabla v^\epsilon_1, \nabla v^\epsilon_1)$$

$$- (\epsilon^2 + |\nabla v^\epsilon_2|^2)^{(p-2)/2} A'(v^\epsilon_2)(\nabla v^\epsilon_2, \nabla v^\epsilon_2)) (v^\epsilon_1 - v^\epsilon_2) \, dV_M. $$

Upon applying estimate (A.1) to the left-hand side above, one gets

$$C(p) \int_M (\epsilon^2 + |\nabla v^\epsilon_1|^2 + |\nabla v^\epsilon_2|^2)^{(p-2)/2} |\nabla v^\epsilon_1 - \nabla v^\epsilon_2|^2 \, dV_M$$

(A.4) 

$$\leq \int_M ((\epsilon^2 + |\nabla v^\epsilon_1|^2)^{(p-2)/2} |\nabla v^\epsilon_1 - \nabla v^\epsilon_2|)^2 \, dV_M.$$

Next, we recall the following estimate from Lemma 2.2 in [20] holding for any point $y, z \in i(N')$ and any vectors $Y \in T_y i(N'), Z \in T_z i(N')$ with a constant $C = C(i, N')$, cf. discussion following (9.11):

$$|A'(y)(Y, Y) - A'(z)(Z, Z)| \leq C(|Y|^2 + |Z|^2) |y - z| + C(|Y| + |Z|) |Y - Z|.$$

We apply observation (9.11) for

$$y = u^{\epsilon_1}, \quad z = u^{\epsilon_2}, \quad Y = (\epsilon^2 + |\nabla u^{\epsilon_1}|^2)^{(p-2)/4} \nabla u^{\epsilon_1}, \quad Z = (\epsilon^2 + |\nabla u^{\epsilon_2}|^2)^{(p-2)/4} \nabla u^{\epsilon_2}.$$

In fact, we abuse here slightly the notation since, technically, we apply (9.11) to each of the $k$ gradients of the component functions of map $v^\epsilon_1$ ($v^\epsilon_2$), respectively and then use the Cauchy–Schwarz inequality, cf. similar discussion on pg. 267 in [20].

As a consequence we arrive at a counterpart of formula (2.15) in [20]:

$$|(\epsilon^2 + |\nabla v^\epsilon_1|^2)^{(p-2)/2} A'(v^\epsilon_1)(\nabla v^\epsilon_1, \nabla v^\epsilon_1) - (\epsilon^2 + |\nabla v^\epsilon_2|^2)^{(p-2)/2} A'(v^\epsilon_2)(\nabla v^\epsilon_2, \nabla v^\epsilon_2)|$$

$$\leq C(p) \left( (\epsilon^2 + |\nabla v^\epsilon_1|^2)^{(p-2)/2} |\nabla v^\epsilon_1|^2 + (\epsilon^2 + |\nabla v^\epsilon_2|^2)^{(p-2)/2} |\nabla v^\epsilon_2|^2) |v^\epsilon_1 - v^\epsilon_2| \right.$$

$$\left. + C(p) \left( (\epsilon^2 + |\nabla v^\epsilon_1|^2)^{(p-2)/4} |\nabla v^\epsilon_1| + (\epsilon^2 + |\nabla v^\epsilon_2|^2)^{(p-2)/4} |\nabla v^\epsilon_2| \right) \times \left( (\epsilon^2 + |\nabla v^\epsilon_1|^2)^{(p-2)/4} |\nabla v^\epsilon_1| - (\epsilon^2 + |\nabla v^\epsilon_2|^2)^{(p-2)/4} |\nabla v^\epsilon_2| \right) \right).$$

(A.5)
We apply estimate (A.2) and obtain:

\[
\left| (e^2 + |\nabla v_1|^2)^{(p-2)/4} \nabla v_1 - (e^2 + |\nabla v_2|^2)^{(p-2)/4} \nabla v_2 \right| \\
\leq C(p) \left( (e^2 + |\nabla v_1|^2)^{(p-2)/4} + (e^2 + |\nabla v_2|^2)^{(p-2)/4} \right) |\nabla v_1 - \nabla v_2|,
\]

which applied at (A.5) gives us the following estimate:

\[
\left| (e^2 + |\nabla v_1|^2)^{(p-2)/2} A'(v_1) \nabla v_1 - (e^2 + |\nabla v_2|^2)^{(p-2)/2} A'(v_2) \nabla v_2 \right| \\
\leq C(p) \left( (e^2 + |\nabla v_1|^2)^{(p-2)/2} |\nabla v_1|^2 + (e^2 + |\nabla v_2|^2)^{(p-2)/2} |\nabla v_2|^2 \right) |v_1 - v_2| \\
+ 2C(p) \left( (e^2 + |\nabla v_1|^2)^{(p-2)/4} |\nabla v_1| + (e^2 + |\nabla v_2|^2)^{(p-2)/4} |\nabla v_2| \right) \\
\times \left( (e^2 + |\nabla v_1|^2)^{(p-2)/4} + (e^2 + |\nabla v_2|^2)^{(p-2)/4} \right) |\nabla v_1 - \nabla v_2|.
\]

Notice that if \( r_0 \) is small enough, then a geodesic ball \( B(x, r_0) \subset N' \) is, under the Nash embedding \( \iota \), contained in a ball \( B(\iota(x), r) \subset \mathbb{R}^k \), for \( 0 < r < C_N \), satisfying assumptions of Proposition A.1. Thus, upon collecting inequalities (A.4) and (A.6), using them at (A.3) and applying the Cauchy–Schwarz inequality together with three times Proposition A.1 for \( \eta = v_1 - v_2 \in W_{0}^{1,p}(M, \mathbb{R}^k) \), we get

\[
\int_M \left( e^2 + |\nabla v_1|^2 + |\nabla v_2|^2 \right)^{(p-2)/2} |\nabla v_1 - \nabla v_2|^2 \, dV_M \\
\leq C(p) \int_M \left( (e^2 + |\nabla v_1|^2)^{(p-2)/2} |\nabla v_1|^2 + (e^2 + |\nabla v_2|^2)^{(p-2)/2} |\nabla v_2|^2 \right) |v_1 - v_2|^2 \, dV_M \\
+ 2C(p) \int_M \left( (e^2 + |\nabla v_1|^2)^{(p-2)/4} |\nabla v_1| + (e^2 + |\nabla v_2|^2)^{(p-2)/4} |\nabla v_2| \right) \\
\times \left( (e^2 + |\nabla v_1|^2)^{(p-2)/4} + (e^2 + |\nabla v_2|^2)^{(p-2)/4} \right) |\nabla v_1 - \nabla v_2| \, dV_M \\
\leq 16r^2 C(p) \int_M \left( (e^2 + |\nabla v_1|^2)^{(p-2)/2} + (e^2 + |\nabla v_2|^2)^{(p-2)/2} \right) \\
\times |\nabla v_1 - \nabla v_2|^2 \, dV_M \\
+ 8\sqrt{2} r C(p) \left( \int_M \left( (e^2 + |\nabla v_1|^2)^{(p-2)/2} + (e^2 + |\nabla v_2|^2)^{(p-2)/2} \right) \\
\times |\nabla v_1 - \nabla v_2|^2 \, dV_M \right)^{1/2} \\
(A.6) \times \left( \int_M \left( e^2 + |\nabla v_1|^2 + |\nabla v_2|^2 \right)^{(p-2)/2} \, dV_M \right)^{1/2}.
\]

We divide both sides of the resulting inequality by the factor (A.6) and notice that both \( (e^2 + |\nabla v_i|^2)^{(p-2)/2} \), for \( i = 1, 2 \), are trivially bounded by \( (e^2 + |\nabla v_i|^2)^{(p-2)/2} \). Hence, we obtain

\[
\left( \int_M \left( e^2 + |\nabla v_1|^2 + |\nabla v_2|^2 \right)^{(p-2)/2} |\nabla v_1 - \nabla v_2|^2 \, dV_M \right)^{1/2} \\
\leq C(p) (16r^2 + 8\sqrt{2} \sqrt{2} r) \left( \int_M \left( e^2 + |\nabla v_1|^2 + |\nabla v_2|^2 \right)^{(p-2)/2} \, dV_M \right)^{1/2}.
\]
From this, upon squaring the both sides of the last inequality we get the following estimate:

$$\int_M (\varepsilon^2 + |\nabla v_1|^2 + |\nabla v_2|^2) \frac{(p-2)}{2} |\nabla v_1 - \nabla v_2|^2$$

$$\leq C^2(p)(16r^2 + 16r)^2 \int_M \frac{(p-2)}{2} |\nabla v_1 - \nabla v_2|^2 \, dV_M.$$ 

Therefore, if $r$ is small enough, then $\nabla v_1 = \nabla v_2$ a.e. in $M$ which implies that $v_1 = v_2$ as these mappings agree on $\partial M$.

---

**B. Construction of a local contraction in the proof of Proposition 6.3**

In this section we suppose that $(M, g)$ is a Riemannian manifold diffeomorphic to the unit sphere. We aim to prove the following.

**Theorem B.1.** Let $B_r := B(p, r)$ be a geodesic ball on the manifold $M$. If $r = r_M > 0$ is a small enough radius, then there exists a Lipschitz map $\Psi : M \rightarrow M$ which is the identity map on $B_r$ and a local contraction from $M \setminus \overline{B_r}$ to $B_r$. In terms of the derivative, $|D\Psi| = 1$ on $B_r$ and $|D\Psi| < 1$ outside $\overline{B_r}$.

In the proof we will need the following auxiliary results.

**Lemma B.2.** Let $T$ denote a geodesic triangle contained in a ball $B(p, r)$ on $M$. Denote its angles by $\theta_1, \theta_2$ and $\theta_3$. If $r$ is small enough (only depending on $M$), then the sum of any two of these angles is less than $\pi$.

**Proof.** Without loss of generality, we aim to show that

(B.1) $\theta_2 + \theta_3 < \pi$.

Using the Gauss–Bonnet theorem, we find the formula

(B.2) $\pi - \theta_2 - \theta_3 = \theta_1 - \int_T K(x) \, dV_M(x),$

where $K(x)$ denotes the pointwise Gauss curvature of $M$. Let $K_0$ be an upper bound for $K(x)$. The triangle $T$ is contained in the ball $B(p, r)$, hence it has two sides with length less than $r$ and angle $\theta_1$ between them. The area of a flat triangle with these sides and angle is $\frac{1}{2}r^2 \sin \theta_1$. Since the exponential map is a local diffeomorphism and the preimage of $T$ under $\exp_p$ is contained in such a flat triangle, we get the estimate

$$\left| \int_T K(x) \, dV_M(x) \right| \leq K_0 \int_T dV_M(x) \leq Cr^2 \sin \theta_1 \leq C r^2 \theta_1.$$ 

Choose now $r$ small enough so that $Cr^2 < 1$. Then by (B.2) we get equation (B.1) as wanted. \qed
Lemma B.3. Let \( \gamma: (-\epsilon, \epsilon) \times [a, b] \rightarrow M \) be a smooth family of curves \( \gamma_s(t) = \gamma(s, t) \). Then

\[
\frac{d}{ds} |\gamma_s|^2 dt = g(V, \dot{\gamma}_0) - \int_a^b g(V, \gamma),
\]

where \( V = \partial_s \gamma |_{s=0} \) is the variation field.

Proof. This formula follows from O’Neill [46], Chapter 10, Prop. 39, p. 289. \( \square \)

Lemma B.4. Let \( r > 0 \) be a small enough radius and \( B_r := B(p, r) \) be a geodesic ball on the manifold \( M \). Let \( \gamma \) denote a geodesic passing through a point \( p_0 \in \partial B_r \) and passing in the same direction as the boundary \( \partial B_r \) at \( p_0 \). By the latter condition we mean that \( \dot{\gamma}(p_0) \) is equal, up to multiplication by \( \pm 1 \), to the tangent vector of \( \partial B_r \) at \( p_0 \), see the picture below. Then the intersection of \( B_r \) and \( \gamma \) contains only the point \( p_0 \).

Proof. Let \( \epsilon > 0 \) be a small positive number. We suppose that \( \gamma(0) = p_0 \) and aim to first prove that the geodesic segment \( \gamma((-\epsilon, \epsilon)) \) does not contain other points of \( B_r \) except \( p_0 \). To this end, let \( \phi_s \) denote the geodesic passing through \( p \) (the center of \( B_r \)) and the point \( \gamma(s) \). This way we obtain a family of geodesics \( \phi_s : (-\epsilon, \epsilon) \times [0, 1] \rightarrow M \). By Lemma B.3 applied at time \( s_0 \in (-\epsilon, \epsilon) \) in place of 0, we obtain the formula

\[
\left. \frac{d}{ds} \right|_{s=s_0} \frac{1}{2} \int_0^1 |\dot{\phi}_s|^2 dt = g(\dot{\gamma}(s_0), \phi_{s_0}(1)).
\]

Since \( |\dot{\phi}_s| \) is constant and equal to the geodesic distance between points \( p \) and \( \gamma(s) \) due to \( \phi_s \) being parametrized on \([0, 1]\), we obtain that

\[
\left. \frac{d}{ds} \right|_{s=s_0} \frac{1}{2} \text{dist}(p, \gamma(s))^2 = g(\dot{\gamma}(s_0), \phi_{s_0}(1)).
\]

We wish to show that the minimum of \( \text{dist}(p, \gamma(s_0))^2 \) is attained at \( s_0 = 0 \), as this will prove that \( \text{dist}(p, \gamma(s_0)) > r \) for every \( s_0 \in (-\epsilon, \epsilon) \setminus \{0\} \). If we let \( s_0 = 0 \), then the right-hand side of (B.4) is zero since the Gauss lemma states that the boundary of \( B_r \) at \( p_0 \) is orthogonal to the geodesic passing through \( p \) and \( p_0 \). Furthermore, Lemma B.2 shows that the angle between \( \gamma \) and \( \phi_{s_0} \) is less than \( \pi/2 \) for \( s_0 > 0 \) and greater than \( \pi/2 \) for \( s_0 < 0 \). Hence by inspecting the sign of the derivative we see from (B.4) that the minimum for \( \text{dist}(p, \gamma(s_0))^2 \) is truly attained at \( s_0 = 0 \).

Now by [53], Theorem 5.3 in p. 169, Chapter IV, the ball \( B_r \) is geodesically convex for small enough \( r \). Hence if a point \( \gamma(s) \) lies in \( B_{r'} \), then the whole geodesic segment \( \gamma([0, s]) \) lies in \( B_{r'} \). If \( s \neq 0 \) this gives a contradiction to the fact that the segment \( \gamma((-\epsilon, \epsilon)) \) only intersects \( \partial B_r \) at \( p_0 \). \( \square \)

Lemma B.5. Let \( a, b: [0, 1] \rightarrow M \) denote two unit speed geodesics on \( M \), such that \( a(0) = b(0) = p \in M \). Then the geodesic distance \( \text{dist}(a(t), b(t)) \) is a strictly increasing function of \( t \) for all small enough \( t \). More explicitly, the distance remains strictly increasing as long as \( a(t), b(t) \) is a fixed small enough radius \( r \) only depending on \( M \).
Proof. Let $\gamma_t : [0, 1] \to M$ denote the geodesic between $a(t)$ and $b(t)$ for any $t \in [0, 1]$. Then $|\dot{\gamma}_t|$ is equal to the length of this geodesic since $\gamma_t$ has constant speed. Hence, it holds that

$$\text{(B.5)} \quad \text{dist}(a(t), b(t))^2 = \int_0^1 |\dot{\gamma}_t(s)|^2 \, ds.$$  

We wish to differentiate this expression at $t = t_0$ and prove that the derivative is positive when $a(t)$ and $b(t)$ are in a small enough ball $B(p, r)$. To calculate the derivative of the expression (B.5) with respect to $t$, we apply Lemma B.3 and see that all but the last term on the right-hand side of (B.3) vanish due to geodesics having constant speed. Recalling that $g$ denotes the Riemannian metric on $M$, we obtain the following formula for any small enough $t \geq 0$:

$$\frac{d}{dt} \text{dist}(a(t), b(t))^2 \bigg|_{t=t_0} = g(\dot{a}(t_0), \dot{\gamma}_{t_0}(0)) - g(\dot{b}(t_0), \dot{\gamma}_{t_0}(1)).$$

Since $a$ and $b$ have unit speed, the expression on the right-hand side is nonnegative if the angle between the geodesics $a$ and $\gamma_{t_0}$ is greater or equal to the angle between $b$ and $\gamma_{t_0}$. For this purpose, let us denote by $q_1 = a(t_0)$ and $q_2 = b(t_0)$ the respective intersection points between these geodesics. Consider now the geodesic triangle $T := \Delta p q_1 q_2$, whose angles we denote by $\theta_1, \theta_2$ and $\theta_3$. Our claim is hence equivalent with the inequality $\pi - \theta_2 > \theta_1$, which follows directly from Lemma B.2. \qed

We are now in a position to prove the main result of this appendix.

Proof of Theorem B.1. Let $B_{r_0} := B(p, r_0)$ denote a small geodesic ball centered at $p$. Let first $\psi : M \setminus B_{r_0} \to B_{r_0}$ denote any Lipschitz map which is the identity map on the boundary. Let $r < r_0$ be a small radius. We now let $\tau : B_{r_0} \to B_r$ be a contraction along geodesics emanating from $p$. In other words, if $\tau_0(v) = \frac{1}{r_0} v$ denotes a contraction map from $T_p M$ onto itself then

$$\tau(q) = \exp_p \left( \tau_0 \left( \exp_p^{-1}(q) \right) \right), \quad q \in B_{r_0}.$$
From this representation and the smoothness of the exponential map, its inverse and \( r_0 \) we infer that the Lipschitz constant of \( \tau \) may be chosen as small as we wish by choosing \( r > 0 \) small. Let us now define \( \Psi \) as follows:

1. On \( \overline{B}_r \), let \( \Psi \) be the identity map.

2. On \( M \setminus B_{r_0} \), let \( \Psi = \tau \circ \psi \). Hence \( \Psi \) is a local contraction here for \( r \) small enough.

3. On \( B_{r_0} \setminus \overline{B}_r \), define \( \Psi(q) \) as follows. Let \( \gamma \) denote the unique geodesic passing through \( p \) and \( q \). Define \( \Psi(q) \) as the intersection point of \( \gamma \) and \( \partial B_r \).

The only remaining thing to show is that \( \Psi \) is a local contraction on \( V := B_{r_0} \setminus \overline{B}_r \). For this, let \( q_1 \) and \( q_2 \) be two points in \( V \). Let \( p_1 = \Psi(q_1) \) and \( p_2 = \Psi(q_2) \) denote their images on \( \partial B_r \). Our aim is to show that \( \text{dist}(p_1, p_2) < \text{dist}(q_1, q_2) \).

Suppose without loss of generality that \( \text{dist}(q_1, p) \leq \text{dist}(q_2, p) \). Let \( q_3 \) denote a point on the geodesic segment between \( q_2 \) and \( p \) such that \( \text{dist}(q_3, p) = \text{dist}(q_1, p) \). We claim that \( \text{dist}(q_1, q_3) \leq \text{dist}(q_1, q_2) \).

We claim that the angle \( \angle q_1 q_3 q_2 > \pi/2 \) (by angle between points, we mean the angle between respective geodesics). By the Gauss lemma, the angle between the geodesic circle \( \partial B(p, \text{dist}(q_1, p)) \) and the geodesic from \( p \) to \( q_3 \) is \( \pi/2 \). The geodesic from \( q_1 \) to \( q_3 \) lies inside the ball \( B(p, \text{dist}(q_1, p)) \) by convexity, which means that the angle \( \angle q_1 q_3 q_2 \) must be strictly larger than \( \pi/2 \).

We now note that the circle with center \( q_1 \) passing through the point \( q_3 \) does not intersect with the geodesic segment between \( q_3 \) and \( q_2 \). This is due to the fact that \( \angle q_1 q_3 q_2 > \pi/2 \) and another application of the Gauss lemma and Lemma B.4. Hence this circle intersects the segment between \( q_1 \) and \( q_2 \) at some point \( q \). Now \( \text{dist}(q_1, q_3) = \text{dist}(q_1, q) \leq \text{dist}(q_1, q_2) \) as we wanted to prove.

Let now \( a(t) \) and \( b(t) \) denote unit speed geodesics passing through \( p \) and the points \( q_1 \) and \( q_3 \) respectively. Hence there are \( t_1, t_2 \) with \( t_1 \leq t_2 \) such that \( a(t_1) = p_1, b(t_1) = p_2 \) and \( a(t_2) = q_1, b(t_2) = q_3 \). By Lemma B.5, we find that if \( r_0 \) is small enough then \( \text{dist}(p_1, p_2) < \text{dist}(q_1, q_3) \). Since \( \text{dist}(q_1, q_3) \leq \text{dist}(q_1, q_2) \), we have shown that \( \Psi \) is a contraction as wanted.

\[ \square \]
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