Leveraging Multimodal Interaction and Adaptive Interfaces for Location-based Augmented Reality Islamic Tourism Application
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Abstract—A Location-based Augmented Reality (LBAR) application leveraging multimodal interaction and adaptive interface based on Islamic tourism information was proposed to enhance user experience while travelling. LBAR has the potential to improve tourist experience and help tourists to access relevant information, thus improving their knowledge regarding touristic destination while increasing levels of their entertainment throughout the process. In LBAR application, Point of Interest (POI) displayed are exposed to the “occlusion problem” where the AR contents are visually redundant and overlapping with one another causing the users to lose valuable information. Previous research have suggested the design of AR POI which help user to see the augmented POI clearly. The user can click on the desired POI but it still displays a large amount of POI. From our best study, there is limitation of research studying on how to minimize the amount of displayed POI based on user’s current needs. Therefore, in this paper we suggest to use an adaptive user interface and multimodal interaction to solve this problem. We discussed the process of analysing and designing the user interfaces of previous studies. The proposed mobile solution was presented by explaining the application contents, the combination of adaptive multimodal inputs, system’s flow chart and multimodal task definition. Then the user evaluation was conducted to measure the level of satisfaction in terms of the usability of the application. A total of 24 Islamic tourists have participated in this study. The findings revealed that the average SUS score of 75.83 of respondents agree in terms of satisfaction of the LBAR application to be utilized while traveling. Finally, we conclude this paper by providing the suggestion of future works.
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I. INTRODUCTION

Tourists need meaningful experience and want to find something different that can help them to expand their knowledge. Tourism information usually contains brochures, manuals, maps, interpretations etc. \cite{1}. However, this kind of information exposure has been regarded as traditional information exposure. The method of delivering the traditional information is now inadequate for tourists. Augmented reality (AR) has the potential to improve the tourist experience and help tourists to access relevant information, thus improving their knowledge regarding their touristic destination, while increasing levels of user’s entertainment throughout the process \cite{2}. AR content presentation is important in enhancing tourist experience \cite{1}, \cite{3}. Location-based Augmented Reality (LBAR) is a technology that can augments virtual object such as GPS location data (e.g. point of interest), text, audio and 3D model on top of the real world. User position relative to the real world will be located and digital information will be overlaid to provide information on the user’s current location and surroundings \cite{4}. However, there are some limitations on how the point-of-interests (POI) are displayed in LBAR. LBAR is exposed to the “occlusion problem” where the overlaid AR contents may be visually redundant and overlapping with one another causing users to lose valuable information \cite{5}. AR content should be displayed based on tourism context because tourists sometimes are struggling to explore their current environment. Obviously, they do not have any idea of which information is more important to be explored. Focusing on the Islamic tourism sector, an adaptive location-based AR application with multimodal interaction can be used to help and guide Muslim tourists to find locations that are close to their current location. Therefore, in this paper, we proposed a mobile location based augmented reality tourism application by leveraging multimodal and adaptive interaction to cater the limitations. It is because interaction using multiple modes can improve the effectiveness in delivering information to the system.

The paper started with the discussion an overview of location-based augmented reality in tourism and explaining the concept of adaptive and multimodal interaction. The paper then proposed the mobile solution and followed by
system evaluation. Finally, we concluded this paper by providing idea for future works.

II. MATERIAL AND METHOD
A. Information Technology Implementation in Tourism

Tourism is one of the largest economic contributors in Malaysia since 1960’s. Therefore, it is not surprising for Malaysia to provide a great deal of effort in promoting the concept of “Malaysia, Truly Asia” around the world with interesting places in Malaysia. It shows that the role of technology in the field of tourism is paramount to provide the visitors with the opportunity to attract and concentrate on their traveling activities including applications that can help and facilitate them to plan their travels at a destination. There are various work have been done to facilitate the tourist to obtain a meaningful tourism information such as culture places[1], [5], language translator[6], halal product[7], etc. Technology has indeed played a major role in the tourism world, making technology as one of the mediums for them to continue to grow, especially the developments in the world of economy. Most of today's ongoing tourism work has focused on the formulation of policy, though the challenge lies in the practical search of travel experts to turn theory into an action [8]. [9] has also emphasized on the sustainable tourism innovation and concentrating on the perspective of destination management and technology effectiveness, reduce or increase the impact on tourism. These efforts aims to advance research on tourism innovation and demonstrations on the use of new technologies. In Malaysia, the growth of tourism industry became faster and wider parallel with the advancement of the technologies. With that concern, Ministry of Tourism has established Islamic Tourism Centre (ITC) on February 2009 to support and focus on developing the strategies of Islamic tourism in Malaysia [10]. Based on [11], they have stated that Malaysia, Turkey and the UAE are the most visited leisure destinations of an Islamic character while other popular choices are Singapore, Russia, China, France, Thailand, and Italy. In Islamic history, to learn more about Islamic thought and civilization, Prophet Muhammad has encouraged people to travel from one place to another to spread the Islamic teaching, appreciate, and educate person [10]. ITC has defined Islamic tourism as [12]:

“Any activity, event and experience undertaken in a state of travel that is in accordance with Islam”.

From previous study, it shows that the information about Islamic tourism is also important to be visualized to facilitate tourist while travelling. It is because Muslim traveller are increasing in volume and value and encourage the interest of the tourism industry worldwide. Pervious works in Islamic tourism have been done which focused on halal food information, finding mosque and interesting Islamic places. For example, “Halal Trip” and “Muslim pro” applications that help Muslim tourist to find Halal-friendly hospitality products and services such as hotels, destination guides, holiday packages, airport guides and halal restaurant [13]. However, most of the research are focusing on the number of data provided instead of showing the data based on user’s current needs especially using augmented reality technology. Even though [14] have produce an LBAR applications, they are not focused on user’s current need. Therefore, in this paper, we focused on Islamic tourism information to be visualized using mobile LBAR application with combination of multimodal and adaptive interaction.

B. Mobile Location-Based AR for Tourism

In mobile AR history, Touring Machine are the first outdoor AR system that has been developed by Steven Feiner since 1997. Since that, mobile AR has been developed in many field such as education, architecture, tourism, marketing etc.

The emergence of mobile AR (MAR) has provided tourism organizations with the opportunity to provide a wealth of relevant travel information in various ways than just checking out online information sources or travel guides, thereby enhancing the overall travel experience [5], [15]. Existing solutions for AR applications fall into two distinct directions that is geographic and marker scale. Geographic-scale AR application focus on location-based services (LBS) by adding location related information on top of the camera view. Location-based AR apps are useful as travelers are moving from one destination to one destination. According to [15], almost all applications provide an interactive view with expanded "clickable" explanations for delivering more information about the selected POI, open map view or lead to different screens with more detailed information. This shows that various ways of conveying information have been designed. Previous researchers have proposed many ideas to improve LBAR system. Beside, [16] have presented a set of design decisions based on empirical observation for LBAR. They proposed several design alternative that supports interaction between POI and user. Moreover, in [17], the authors discussed the design and implementation of such an advanced mobile application, which enables location-based mobile augmented reality on two different mobile operating systems. Table I shows the list of LBAR previous application study.

| Application AR | Types of AR | Application Functions |
|---------------|-------------|-----------------------|
| Tuscany+ | Location-based AR | Provides tourists the information regarding accommodation restaurants and the city’s nightlife in Italian and English. |
| Street Museum | Location-based AR | This application allow user to view an archival images exactly at the user's location |
| Basel AR Tourist Guide | Location-based AR | This application provides valuable information regarding restaurant, museum, shopping centres, tourism events and hotel, which can be retrieved in the city of Basel. |
| Layar | Location-based AR | - User can see the augmented 3D model and video on the top of magazines. |
| | Marker-based AR | - Provides direct mobile shopping links for user to buy items. |
| | | - User can share items on social media and connect with links to web content. |
| | | - User also can view and browse a huge number of Geo Layers to find location nearby, like restaurant, ATMs, historical locations. |
| Wikitude | Location-based AR | - User can scan the things they see by using the app to experience augmented reality content, project, campaigns, games. |
"C. Multimodal and Adaptive Interaction in AR"

1) Multimodal Input Interaction (MMI): According to [18] there are several types of AR interfaces such as tangible interface, collaborative interface, hybrid interface and multimodal interface. Multimodal interfaces process two or more combined user input modes (such as speech, pen, touch, manual gesture, gaze, and head and body movements) in a coordinated manner with multimedia system output. Interaction using multiple modes can improve the effectiveness in delivering information to the system. It also provides interaction between humans and computers to be more natural and more intuitive [19]–[21]. In multimodal interaction history, Richard Bolt’s “Put That There” system is the first system that brings opportunity for multimodal interfaces since 1980 [22]. This system integrates the voice and gesture inputs to enable user sitting on the chair and perform a natural and efficient interaction. QuickSet [23] was a pen/voice system running on an early tablet PC, used as a training simulator for US Marine Corp. MMI have also been implemented in AR environment, for example in 2011, [24] has suggested a combination of touch screen based interaction with two different interactions, which are finger based interaction and position and orientation of the device. These interactions were used to manipulate the AR 3D object whether by 2D clicking, 3D selection (using green marker attached to user’s tip of the finger), or by pointing. Beside, CARAGS was developed using HMD and vibration device to perform a gesture sign and retrieved vibration feedback when user perform their assembly task [25]. Moreover, [26] combining visual and speech input in order to measure the accurateness of pronunciation among students. While [20] have produced an Multimodal AR system that combines speech input and free-hand gesture in a natural way to manipulate 3D AR object. Therefore, it shows that many researchers have proposed the MMI solutions to enhance the interaction between user and the system by using various kind of devices. Current devices such as wearable and smartphones, it comes with various sensors such as accelerometer, compass, camera, proximity sensor, microphone and others. The existence of these sensors can trigger interactions between humans and machines naturally [27]. In the multimodal context, as stated it combines two or more input modes such as motion and speech, touch and motion, speech and touch, and so on. For example, the user is pressing the button while speaking or the phone screen will become dark when the user puts the phone on the ear while answering phone calls are the examples of a multimodal interaction using a smartphone.

2) Adaptive Interaction: [28] has defined adaptive interfaces as a system that adapts its display to current user needs and the ability to monitor user task, system tasks and current situation. For mobile adaptive interface, the device adapts behaviour based on the variation of the interaction context such as user, environment and device itself [28], [29]. User will notify the state of current behaviour of

environment or device in some situation. For example, if the level of environment noise is high, the device will give user a notification and allow the user to perform a certain task. There are various way of adapting the display to user’s current need. In [29], the authors have proposed a PC-based system called Digital Talking Book (DTB) player which is adapting the behaviour of the user. The system is adapting user information (e.g. user’s impairment level), environment (e.g. ambient noise) and platform or device state (e.g. Screen resolution and the features of the speech synthesis and recognition modules) as an input to complement the user’s task. Not only in pc-based, researches started to explore the use of adaptive interfaces in mobile-based such as in mobile phone and wearable devices. For example in [30], the authors use three main entities for the interaction such as user, device entity and environment. In their study, user plays an essential role for the system to reach user’s personal motion, experiences, mental states and abilities. While the device is responsible to determine the modality input or output supported by the device. Then environment will sense through a device and continuously affect the interaction of a communication mode. In [31], the author applied different styles of adaptation where the system will adapt the environment context first before suggesting which kind of input modalities can be used in the current situation. For example, speech recognition is not available if current level of noise surrounding the user is high. [21] proposed an explicit interaction (e.g. touch and motion) and implicit context factor (e.g. location, ambient noise, light level etc.) which can be adapted by system to perform a task. Therefore, based on the previous research, it can be conclude the context factors are paramount to be adapted in order to allow users to perform their task based on their current needs.

In our study, we categorized two different input modalities that can be performed in our system, which are multimodal interaction as explicit input and adaptive user interfaces as implicit input to the system. For example, speech, gesture and touch interaction by user are explicit input and time, level of noise and level of brightness are implicit input which adaptable by the system.

D. Proposed mobile solutions

Islamic Tourism Go, a location-based AR application that we proposed to assist tourist to find an Islamic information near their current location. It was developed using Android Studio for android operating system. This application uses several types of sensors such as proximity, acceleration, compass, gyroscope GPS, microphone and camera to detect the modalities input.

In this section, an analysis of input modalities and the flow process of Islamic Tourism Go was explained. We have also discussed the user interface design, application content and task definition in order to provide a details description about proposed application. As we want to focus on Islamic tourism relevant information to visualize in LBAR application, we choose three main categories to visualize Islamic information, which are Restaurant, Islamic Interesting Places and Prayer Places. It is because this kind of information are the most needed information by the tourist [1], [5].
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1) Proposed Input Modalities: From the previous research, it shows that multimodal and adaptive interaction are paramount input that has to be taken into account to be implemented in LBAR system especially when users are on mobile condition. Therefore, we proposed the combination of multimodal and adaptive interaction as in Table II.

**TABLE II**  
**PROPOSED INPUT MODALITIES FOR LBAR SYSTEM**

| No | Input Modalities          | Interaction type | Functions                                                                 |
|----|---------------------------|------------------|---------------------------------------------------------------------------|
| 1  | Speech recognition – push to talk | Natural Interaction | User push the button and speak to request for desired location or category of location to filter the POI display. |
| 2  | Speech recognition – near to talk | Natural Interaction | Users bring the phone near their lips and speak to request for desired location or category of location to filter the POI display. |
| 3  | Touch                     | Natural Interaction | User type in their request in the browser for desired location or category of POIs. |
| 4  | Motion gesture            | Natural Interaction | To pointing the camera at specific place and browse the POIs. |
| 5  | User Profile              | Adaptive Interaction | Filtering POI based on user profile. |
| 6  | Device State – Time and Date | Adaptive Interaction | Time and date was retrieved from user’s device to provide the notification for user regarding mealtime and prayer time. |

2) System Flow Chart: Figure 1 shows the flow of the proposed mobile LBAR application. Tourist needs to register as a user before they can login to the system. For the first time user, they need to fill up the User Profile form, which aims to gather user’s travel information. Then after the user submitted the form, an AR page will be displayed with the POI on top of camera view. The POI will be filtered or personalized based on the input modalities preferred by the users.

3) User Interface Design: Five main interfaces are designed such as login page, sign up page, user profile page and location AR view page (Fig. 2).
4) **Multimodal Task Definition:** In this research, we have proposed three tasks for users to perform in the proposed LBAR application. Users will perform these tasks one by one during the testing. Table III explaining the details of the types of modalities that explicitly and implicitly processed by the system. In order to perform the task, users are required to use three combinations of modalities. The explicit modalities will be complemented by the data adapted from user profile and device state in order to display the relevant AR output (POI) that synchronize with user’s current need.

5) **Application Contents:** There are three types of content that have been developed which are user profile, list of POI and location information. The content was created based on Islamic tourism context:

- **User Profile:** In this application, multiple-choice questions form were provided in order to get user’s travel information. The set of questions was based on three types of categories as the following.
  
  i. **Travelling Interest Information:** User needs to choose the desired type of travel interest such as museum, historical mosque, Islamic architectural heritage and Islamic festivals.
  
  ii. **Meal Information:** Meal information are the information regarding the user meal time (e.g. breakfast, lunch and dinner time) and user’s preferred type of restaurant (e.g. Malay food, Chinese food, western food, Indian food and fast food).
  
  iii. **Prayer Information:** User need to choose either prayer room or mosque to perform their prayer

- **Augmented Point of Interest (POI):** The list of POI will be augmented on the screen after filtering process occurred. The POI will be filtered based on the task definition presented in Table III.

- **Location Information:** User will click on the specific POI to view the location information such as location image, location description and distance.

III. **RESULTS AND DISCUSSION**

This section explains the results obtained from the system usability for Islamic Tourism Go. The study was conducted in May 2018 in Putrajaya, Malaysia. The evaluation process was organized by asking tourists to use the Islamic Tourism Go app and distribute questionnaires subsequently. During the testing, tourists are first required to fill in the profile information provided in Islamic tourism app. After that, they will start search for AR POI by using combination of explicit modalities as stated in Table III. Fig. 3 shows the situation when the user was testing this application. The purpose of this evaluation is to test the degree of satisfaction of users as well as the usability of the application. To measure the data the System Usability Scale (SUS) was used. SUS is a Likert scale where the questionnaires consists of ten-item scale with five-value scale. Five of the question are measure positive impact of the application and the other five are to measure negative impact of the application. The results obtained from the questionnaire can be used to determine the level of user satisfaction in terms of usability. There 24 participants who participated in this survey. Note that the participant are all Muslim.
TABLE III
MULTIMODAL TASK DEFINITION

| No. | Task | Spoken Words | Combination of modalities | Type of adaptable data | AR Output |
|-----|------|--------------|---------------------------|------------------------|-----------|
| 1.  | To find restaurant. | “restaurant” | 1. Speech and motion 2. Touch screen and motion 3. Proximity Speech and motion | User profile: - User preferred type of restaurant - User breakfast time - User lunch time - User dinner time  
Device state  
- Time and Date | The list of restaurant will be augmented based on user-preferred type of restaurant and on user’s preferred mealtime. |
| 2.  | To find prayer place | “prayer place” | 1. Speech and motion 2. Touch screen and motion 3. Proximity Speech and motion | User profile: - User preferred prayer place  
Device state  
- Time | The list of prayer places will be augmented based on user’s preferred prayer places. (e.g. prayer room or mosque) |
| 3.  | To find interesting places | “interesting place” | 1. Speech and motion 2. Touch screen and motion 3. Proximity Speech and motion | User profile: - User preferred for interesting place category  
Device state  
- Time and Date | The list of interesting places will be augmented based on user’s preferred places category and based on the device’s time and date (to retrieve places opening and closing time on specific date) |

\[
\]

TABLE IV
DEMOGRAPHIC PROFILE OF RESPONDENT

| Age | Gender | Total |
|-----|--------|-------|
|     | Male   | Female |       |
| 20-25 | 3      | 11     | 14    |
| 26-30 | 3      | 2      | 5     |
| 31-35 | 2      | 3      | 5     |
| Total | 8      | 16     | 24    |

Table IV shows the demographic profile of the respondents. Eight respondents are male and sixteen of them are female. We have analysed that from the 24 respondents, 14 of the respondents are between 20-25 years old while five of them are between 26-30 years old and another five are between 31-35 years old.

As shown in Fig. 4, the majority of participants are Malaysian, which constitute 67% in total. Other 13% of participants are Indonesian, followed by those Singapore and Thailand that constitute 8% and finally 4% of the participants are from Philippine.

The participants have listed the preferred travel information they wanted to visualize such as restaurant, interesting place, hotel etc. Fig. 5 shows the statistics of preferred travel information. It shows that restaurant/food are the most needed travel information by the users.
Moreover, participants have also answered whether they used to download other travel app before (Fig. 6). We analysed that 14 of the participant never try to download other apps before and ten of them have experience downloading and use the travel app such as trivago, traveloka and booking.com.

Fig. 5 User Preferred Travel Information

A. Findings

1) System Usability Study: From Table VI, an average score of 75.8 was obtained. SUS scores have a range rate from of 0 to 100 by each of the answered sheets. In this paper, the calculation of SUS score in [32] was used. The good average System Usability Scale score is 68. The score will be under average if the score is below than 68 and vice versa. [33]. Since the average result was 75.83 (Table V), the application acceptance was above the average and it was considered good. Based on the results, it can be concluded that the application has gain user satisfaction in terms of usability to use this application.

Table V

| No | Items     | SUS Contribution | SUS Score (0-100) |
|----|-----------|------------------|-------------------|
| 1. | Participant 1 | 27               | 67.5             |
| 2. | Participant 2 | 32               | 80               |
| 3. | Participant 3 | 16               | 40               |
| 4. | Participant 4 | 29               | 72.5             |
| 5. | Participant 5 | 27               | 67.5             |

A. Findings

2) User Feedback and Comments: Respondents also wrote some comments and feedback on the questionnaires. The comment is divided into two categories, which is on the improvement of application functionalities and application feedback. Table VI shows the comment provided by users.

Table VI

| Category                              | Comments                                                                 |
|---------------------------------------|--------------------------------------------------------------------------|
| Improvement of application functionalities | 1) Improve UI  
2) Put more on tourism catered function e.g. foursquare  
3) Use camera scan words (destination, hotels, places etc.)  
4) Recommend nice, popular, best places, food etc.  
5) Can share in facebook  
6) Provide information rating & feedback  
7) POI location of toilet information in specific tourism places.  
8) Show more location pictures  
9) Put the range distance at the POI instead of display at next page |
| Application feedbacks                 | 1) The speech recognition can detect places and give out alphabet.  
2) A good application for Muslim.  
3) Nice application to use when travelling but need to provide more information.  
4) “The application was good. However, the information are limited. For me, it’s okay to put other information like hotel or nature places even though this application are Islamic apps”. |
IV. CONCLUSION

We have leveraged multimodal and adaptive interaction and apply the modalities into location-based augmented reality (LBAR) application. We have reviewed the types of multimodal and adaptive interaction techniques that have been proposed by previous researchers. Therefore, in this study we have chosen speech, motion and touch as a physical interaction between user and mobile device, while the users profile, environment and device state as the context modalities to be adapted by the system. To support on developing the strategies of Islamic tourism in Malaysia, the Islamic information have been augmented as discussed in Section II and III. We categorized the Islamic information by three main categories which are Restaurant, Interesting places and Prayer places. Then we proposed a mobile location-based augmented reality to visualize the Islamic information. At the end of this study, we evaluated our application with the users and there are 24 participants who have taken part in this survey. System Usability Scale (SUS) has been used to measure the level of satisfaction in terms of application usability. The result shows that the users are satisfied with LBAR application which has leveraged multimodal and adaptive interaction with a score of 75.83.

The ideas for future work that will be considered are adding more categories to the Islamic tourism information. The POI can be minimized by filtering the information based on the recommendation (e.g. by other third parties). The multimodal and adaptive interaction can be more specific based on user mobility (e.g. users are walking on the street or in the building) that will give an effect to the displayed POI. These matter needs to be considered in order to produced good LBAR application in the future.

ACKNOWLEDGMENT

This work is supported by UKM research grant, TD-2016-003.

REFERENCES

[1] S. B. Zaibon, U. C. Pendit, and J. A. Abu Bakar, “Applicability of Mobile Augmented Reality Usage At Melaka Cultural Heritage Sites,” Proc. 5th Int. Conf. Comput. Informatics, no. 144, pp. 235–240, 2015.
[2] A. L. Kekeš and I. Tomićić, “Augmented Reality in Tourism — Research and Applications Overview,” vol. 15, no. 2, pp. 157–167, 2017.
[3] S. A. A. Shukri, H. Arshad, and R. Z. Abidin, “Mobile Augmented Reality System Design Guidelines Based on Tourist’s Emotional State,” J. Telecommun. Electron. Comput. Eng., vol. 9, no. 2–12, pp. 75–79, 2017.
[4] E. Ortman and K. Swedlund, “Guidelines for User Interactions in Mobile Augmented Reality,” pp. 24–26, 2012.
[5] P. Kourouthanassis, C. Boletsis, C. Bardaki, and D. Chasanidou, “Tourists responses to mobile augmented reality travel guides: The role of emotions on adoption behavior,” Pervasive Mob. Comput., vol. 18, pp. 71–87, 2015.
[6] M. Pu, N. A. Abd Majid, and B. Idrus, “Framework based on Mobile Augmented Reality for Translating Food Menu in Thai Language to Malay Language,” Int. J. Adv. Sci. Eng. Inf. Technol., vol. 7, no. 1, pp. 153–159, 2017.
[7] H. Arshad, S. A. Bt Ahmad Shukri, W. K. Obeidy, and R. Z. Abidin, “An Interactive Application for Halal Products Identification based on Augmented Reality,” Int. J. Adv. Sci. Eng. Inf. Technol., vol. 7, no. 1, p. 139, 2017.
[8] A. Ali and A. J. Frew, “ICT for sustainable tourism: a challenging relationship?,” Inf. Technol. Tour., vol. 14, no. 4, pp. 261–264, 2014.
[9] A.-M. Hjalager, “Innovation patterns in sustainable tourism,” Tour. Manag., vol. 18, no. 1, pp. 35–41, 1997.
[10] K. Lina Munirah and N. Hairul, “Islamic Tourism: The Impacts To Malaysia’s Tourism Industry,” Int. Conf. Tour. Dev., no. February, p. 397, 2012.
[11] J. C. Henderson, “Muslim travellers, tourism industry responses and the case of Japan,” Tour. Recreat. Res., vol. 41, no. 3, pp. 339–347, 2016.
[12] Islamic Tourism Centre. (2018). Islamic Tourism Centre - Enhancing Ties, Enriching Knowledge. [online] Available at: http://www.itc.gov.my/ [Accessed 17 Oct. 2018].
[13] M. Battour, “Muslim Travel Behavior in Halal Tourism,” Mobilities, Tour. Travel Behav. - Context. Boundaries, 2018.
[14] M. A. Ikbal Hussain, Anas Raza, “Islamic GPS driving location-based augmented reality into the Islamic Economy,” 2017.
[15] Z. Yovicheva, D. Buhalis, and C. Gatzidis, “Smartphone Augmented Reality Applications for Tourism,” e-Review Tour. Res., vol. 10, no. 2, pp. 63–66, 2012.
[16] A. Fedosov and S. Misslinger, “Location Based Experience Design for Mobile Augmented Reality,” Proc. 2014 ACM SIGCHI Symp. Eng. Interact. Comput. Syst., pp. 185–188, 2014.
[17] D. Prochazka, M. Stenc, O. Popelka, and J. Stastny, “Location-based Mobile Augmented Reality Applications Challenges, Examples, Lessons Learned,” 2014.
[18] S. Jamali, M. F. Shratuttun, and K. Wong, “An Overview of mobile-Augmented Reality in Higher Education,” vol. 11, no. 1, 2014.
[19] J. Carmigniani, B. Furti, M. Anissetti, P. Cervello, E. Damiani, and M. Ivkovic, “Augmented reality technologies, systems and applications,” Multimed. Tools Appl., vol. 51, no. 1, pp. 341–377, 2011.
[20] M. Lee, M. Billinghurst, W. Baek, R. Green, and W. Woo, “A usability study of multimodal input in an augmented reality environment,” Virtual Real., vol. 17, no. 4, pp. 293–305, 2013.
[21] A. Möller, S. Diewald, L. Roalter, and M. Kranz, “Supporting Mobile Multimodal Interaction with a Rule-Based Framework,” 2014.
[22] R. a Bolt, “‘Put-that-there’: Voice and Gesture at the Graphics Interface,” Proc. 7th Annu. Conf. Comput. Graph. Interact. Tech. - SIGGRAPH ’80, pp. 262–270, 1980.
[23] P. R. Cohen, M. Johnston, D. Mcgee, S. Oviatt, and P. O. Box, “QuickSet: Multimodal Interaction for Distributed Applications Center for Human Computer Communication Oregon Graduate Institute of Science and Technology Portland, OR 97291-1000 USA Tel: 1-503-690-1326,” pp. 31–40.
[24] W. Hurst and C. Van Welze, “Multimodal Interaction Concepts for Mobile Augmented Reality Applications,” pp. 157–167, 2011.
[25] X. Wang, S. K. Ong, and A. Y. C. Lee, “Advanced Engineering Informatik Multi-modal augmented-reality assembly guidance based on bare-hand interface,” Adv. Eng. Informatics, vol. 30, no. 3, pp. 406–421, 2016.
[26] N. C. Hashim, N. Aini, A. Majid, H. Arshad, and W. K. Obeidy, “User Satisfaction for an Augmented Reality Application to Support Productive Vocabulary Using Speech Recognition,” vol. 2018, 2018.
[27] R. Z. Abidin, H. Arshad, and S. A. A. Shukri, “A framework of adaptive multimodal input for location-based augmented reality application,” J. Telecommun. Electron. Comput. Eng., vol. 9, no. 2–11, pp. 97–103, 2017.
[28] L. Rothrock, R. Koubek, F. Fuchs, M. Haas, and G. Salvendy, “Review and reappraisal of adaptive interfaces: Toward biologically inspired paradigms,” Theor. Issues Ergon. Sci., vol. 3, no. 1, pp. 47–84, 2002.
[29] C. Duarte, “A Conceptual Framework for Developing Adaptive Multimodal Applications,” 2006.
[30] J. Kong, W. Y. Zhang, N. Yu, and J. X. Xia, “Design of human-centric adaptive multimodal interfaces,” Int. J. Hum. Comput. Stud., vol. 69, no. 12, pp. 854–869, 2011.
[31] B. Dumas, M. Solórzano, and B. Signer, “Design guidelines for adaptive multimodal mobile input solutions,” Proc. 15th Int. Conf. Human-computer Interact. with Mob. devices Serv. - MobileHCI ’13, pp. 285–286, 2013.
[32] J. Brooke, “SUS - A quick and dirty usability scale,” Usability Eval. Ind., vol. 189, no. 194, pp. 4–7, 1996.
[33] J. R. Lewis and J. Sauro, “The factor structure of the System Usability Scale.dot.pdf,” vol. 1, pp. 1–10, 2009.