Sub-Rayleigh characterization of a binary source by spatially demultiplexed coherent detection
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Abstract: We investigate theoretically coherent detection implemented simultaneously on a set of mutually orthogonal spatial modes in the image plane as a method to characterize properties of a composite thermal source below the Rayleigh limit. A general relation between the intensity distribution in the source plane and the covariance matrix for the complex field amplitudes measured in the image plane is derived. An algorithm to estimate parameters of a two-dimensional symmetric binary source is devised and verified using Monte Carlo simulations to provide super-resolving capability for high ratio of signal to detection noise (SNR). Specifically, the separation between two point sources can be meaningfully determined down to $SNR^{-1/2}$ in the length unit determined by the spatial spread of the transfer function of the imaging system. The presented algorithm is shown to make a nearly optimal use of the measured data in the sub-Rayleigh region.
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1. Introduction

When composite incoherent light sources are imaged using a conventional optical system, the system transfer function introduces partial spatial coherence of the optical field in the image plane [1]. This coherence escapes detection with direct imaging, i.e. a spatially resolved measurement of the intensity distribution, which results in the well-known Rayleigh curse, where spatial resolution is lost below the scale defined by the characteristic spread of the transfer function [2]. As discussed in a number of recent works [3–14], the Rayleigh limit can be overcome by measuring the optical intensity carried by one or more spatially extended modes in the image plane. The specific form of these modes is determined by the shape of the transfer function. Such a measurement effectively utilizes the spatial coherence information, as filtering out a spatial mode can be viewed as a coherent combination, with certain weights, of the field amplitudes across the image plane. However, it is recognized that superresolution techniques that are based on spatially demultiplexed intensity measurements require prior knowledge of the source properties, e.g. its centroid, or, in the absence of thereof, suffer from trade-offs in the precision attainable when estimating multiple parameters characterizing the source [15–17]. Attention also needs to be paid to imperfections, such as intermodal crosstalk [18, 19], misalignment [19, 20] and dark counts [19, 21–23].

The spatial coherence of light can be also measured by means of homodyne or heterodyne coherent detection. Then, rather than with intensity measurements, one can consider spatial mode demultiplexing followed with coherent detection to access the coherence information, using, in the simplest scenario, a single mode [7, 8], or most generally, a set of mutually orthogonal modes. For the latter, such a measurement strategy is becoming feasible owing to the developments in spatial light conversion technology [24, 25] combined with coherent detection techniques for
high-capacity optical communications [26].

The purpose of this paper is to investigate the capability of \textit{spatially demultiplexed coherent detection} to characterize and determine the features of a composite source in the sub-Rayleigh regime. In particular, we establish a general result for the spatial coherence information obtainable with this technique, as summarized in the covariance matrix for the complex amplitudes of the demultiplexed modes. Using this information, we then present an algorithm designed to estimate the source centroid, orientation, and the separation between the source points, for the generic model of a two-dimensional binary source comprising two equally bright points whose separation is well below the Rayleigh criterion. Importantly, the set of demultiplexed modes can be quite arbitrary, and does not need to match the transfer function of the imaging system, as the latter enters only the estimation algorithm. Nevertheless, when some coarse knowledge of the source centroid and the transfer function is known, the number of modes that need to be detected can be reduced substantially, as most information about the source will be contained in these few modes. This makes the scheme presented here more practical compared to the previously analyzed one-dimensional model of spatially resolved homodyne detection [27] that would produce vast amounts of raw data in the case of two-dimensional array detectors. Furthermore, we verify that the performance of the estimation algorithm presented here is close to optimal, namely that it nearly saturates the Cramér–Rao bound for the parameters of interest in the sub-Rayleigh region.

This paper is organized as follows. In Sec. 2 we introduce the model of the imaging system with spatially demultiplexed coherent detection and derive a general relation between the intensity distribution in the source plane and the covariance matrix for the complex amplitudes of the demultiplexed modes detected in the image plane. This result is specialized to the case of a binary symmetric source in Sec. 3, where also the super-resolving capability of coherent detection is identified using the mathematical concept of the Fisher information. In Sec. 4 the estimation algorithm is presented and applied to Monte Carlo simulated data. Finally, Sec. 5 concludes the paper.

2. Model

Consider a scenario where individual points in the source plane emit mutually incoherent thermal radiation contributing to the optical field \(E_{\text{src}}(\mathbf{r})\), where the subscript \(\text{src}\) indicates the quantity at the source plane. Here \(\mathbf{r} = (x, y)\) are the spatial coordinates parameterizing the plane perpendicular to the propagation axis. Under these assumptions, the coherence function of the source field can be written as

\[
\mathbb{E}[E_{\text{src}}(\mathbf{r})E_{\text{src}}(\mathbf{r}')] = \mathcal{P} w(\mathbf{r}) \delta(\mathbf{r} - \mathbf{r}'),
\]

where \(\mathcal{P}\) is the total optical power and \(w(\mathbf{r})\) is the normalized intensity distribution in the source plane, \(\int d^2r w(\mathbf{r}) = 1\). The imaging system will be modeled by a transfer function \(u(\mathbf{r})\) satisfying the normalization condition \(\int d^2r |u(\mathbf{r})|^2 = 1\). Taking for simplicity unit magnification of the optical system, the signal field \(\mathbf{E}(\mathbf{r})\) in the image plane is expressed by

\[
\mathbf{E}(\mathbf{r}) = \int d^2r' \mathbf{g}_{\text{src}}(r')u(\mathbf{r} - \mathbf{r}').
\]

As depicted in Fig. 1, the field in the image plane is demultiplexed into a basis of orthonormal modes \(g_{mn}^{\text{src}}(\mathbf{r})\), labeled with a double index \(mn\), that are subsequently subject to a coherent measurement of both conjugate quadratures, using e.g. heterodyne detection.

The result of the measurement on the \(mn\)th mode is a complex amplitude \(\xi_{mn}\) whose real and imaginary parts correspond to the two conjugate quadratures of the detected field. The detection noise will be modeled by an additive component \(f_{\text{noise}}^{mn} \sim \mathcal{CN}(0, \mathcal{N})\) taken to follow a symmetric complex Gaussian distribution with a zero mean and a variance \(\mathcal{N}\) equal for all \(mn\),
Fig. 1. An imaging system with spatially demultiplexed coherent detection. For concreteness, the source is taken as composed of two equally bright points separated by $2d$, oriented at an angle $\phi$, and centered at $r_c = (x_c, y_c)$. The optical field in the image plane is separated into a set of orthogonal spatially extended modes $g_{mn}(r)$ that are subject to coherent detection which yields complex amplitudes $\xi_{mn}$. The source properties are determined from the covariance matrix with elements $C_{mn,m'n'} = \text{Cov}[\xi_{mn}, \xi_{m'n'}]$. Assumed to be uncorrelated with the detected optical signal as well as between the demultiplexed modes. For notational simplicity the amplitude $\xi_{mn}$ will be specified in units determined by the variance $\mathcal{N}$ of the detection noise:

$$\xi_{mn} = \frac{1}{\sqrt{\mathcal{N}}} \left( \int d^2r g_{mn}^*(r) \bar{\Phi}(r) + \rho^{\text{noise}}_{mn} \right).$$

Combining the assumption of mutually incoherent thermal radiation and others made about the source characteristics, the imaging system, and the detection scheme, it is straightforward to obtain [28] that the variables $\xi_{mn}$ are described by a circularly-symmetric complex multivariate Gaussian distribution with a zero mean, $\mathbb{E}[\xi_{mn}] = 0$, and its covariance matrix $C$ has elements equal to

$$C_{mn,m'n'} = \text{Cov}[\xi_{mn}, \xi_{m'n'}] = \mathbb{E}[\xi_{mn}\xi_{m'n'}^*] = S \int d^2r' w(r') \bar{u}_{mn}(r') \bar{u}_{m'n'}(r') + \delta_{mm'}\delta_{nn'}.$$  

Here $S = \mathcal{P}/\mathcal{N}$ is the signal-to-noise ratio and $\bar{u}_{mn}(r')$ are projections of the transfer function displaced by $r'$ onto the $mn$th demultiplexed mode,

$$\bar{u}_{mn}(r') = \int d^2r g_{mn}^*(r) u(r - r').$$

One can reproduce the case of pixelated array detection by taking $g_{mn}(r)$ equal to $1/\sqrt{\Delta x \Delta y}$ over a rectangle of dimensions $\Delta x \times \Delta y$ centered at $(m\Delta x, n\Delta y)$ and zero outside, with $m, n$ running through the entire integer range, provided that the dimensions $\Delta x, \Delta y$ are much smaller than the spatial variation of the transfer function $u(r)$. Such a detection scheme can be viewed as a direct, albeit noisy, measurement of the spatial coherence function in the image plane, with the noise contribution given by the second term of Eq. (4). For future reference, we also specify here a concrete example of Hermite-Gaussian functions indexed with non-negative integers $m, n \geq 0$

$$g_{mn}(r) = \frac{\sqrt{2}}{\sigma_D} \text{HG}_m \left( \frac{\sqrt{2}x}{\sigma_D} \right) \text{HG}_n \left( \frac{\sqrt{2}y}{\sigma_D} \right).$$

Here $\sigma_D$ determines the spatial extent of the modes and $\text{HG}_n(x)$ stand for the Hermite-Gaussian functions given by

$$\text{HG}_n(x) = \frac{1}{\sqrt{2^n n! \sqrt{\pi}}} H_n(x) \exp \left( -x^2/2 \right),$$
where $H_n(x)$ denotes the $n$th Hermite polynomial. A demultiplexing technique for mode functions specified in Eq. (6) has been recently demonstrated experimentally [29].

If the set of the mode functions $g_{mn}(\mathbf{r})$ is complete, knowledge of the covariance matrix elements $C_{mn,m'n'}$ makes it possible to reconstruct the variance of the coherently detected complex amplitude $\xi_v$ for any normalized mode $v(\mathbf{r})$ in the image plane. The explicit expression for the variance $\text{Var}[\xi_v]$ reads

$$\text{Var}[\xi_v] = S \int d^2\mathbf{r}' w(\mathbf{r}') \left| \int d^2\mathbf{r} v(\mathbf{r}) u^*(\mathbf{r} - \mathbf{r}') \right|^2 + 1 = \sum_{mn,m'n'} \bar{v}_{mn} \bar{v}_{m'n'} C_{mn,m'n'}.$$  

(8)

where

$$\bar{v}_{mn} = \int d^2\mathbf{r} g_{mn}^* (\mathbf{r}) v(\mathbf{r}).$$  

(9)

Thus, we emphasize that in principle coherent detection implemented for any choice of the set of demultiplexing modes, as long as it forms a complete basis, yields the same information about the field quadratures. Let us also note that for shot-noise limited coherent detection the signal-to-noise ratio $S$ is given by the mean number of photons carried by the signal [21, 30].

3. Binary source

Optical coherence in the image plane introduced by the transfer function $u(\mathbf{r})$ of the imaging system can provide means to identify sub-Rayleigh features of the source [4, 5]. We will study this capability using the canonical example of a symmetric binary source with the normalized intensity distribution $w(\mathbf{r})$ of the form

$$w(\mathbf{r}) = \frac{1}{2} [\delta(\mathbf{r} - \mathbf{r}_1) + \delta(\mathbf{r} - \mathbf{r}_2)],$$  

(10)

where $\mathbf{r}_1, \mathbf{r}_2$ denote locations of light source components. It will be convenient to write $\mathbf{r}_1 = \mathbf{r}_c + de_\phi$ and $\mathbf{r}_2 = \mathbf{r}_c - de_\phi$, where $\mathbf{r}_c = (x_c, y_c)$ is the source centroid, $d$ specifies the half-separation between the two source points, and the unit vector $e_\phi = (\cos \phi, \sin \phi)$ determines the source angular orientation. Henceforth we will use the soft-aperture model for the imaging system with a Gaussian transfer function given by

$$u(\mathbf{r}) = \left( \frac{2}{\pi} \right)^{1/2} \exp \left( -r^2 \right) = \sqrt{2} H_0 \left( \sqrt{2} x \right) H_0 \left( \sqrt{2} y \right).$$  

(11)

The above formula assumes that the spatial spread of the transfer function defines the unit of length, meaning that centroid coordinates as well as separation appearing in equations are dimensionless quantities. Other quantities, such as parameters of the source or the spatial extent of the demultiplexed modes $\sigma_P$ used in Eq. (6) will be specified relative to this unit. The second expression in Eq. (11) is written using notation introduced in Eq. (7).

The objective now is to use data collected by means of spatially demultiplexed coherent detection to estimate the centroid $\mathbf{r}_c$, half-separation $d$, and orientation $\phi$ of a symmetric binary source in the sub-Rayleigh regime when $d \ll 1$. Motivated by the one-dimension study carried out in [27], we will consider a normalized reference mode $v_{\mathbf{r}_c,\phi}(\mathbf{r})$ of the form

$$v_{\mathbf{r}_c,\phi}(\mathbf{r}) = \sqrt{2} H_1 \left( \sqrt{2} [ (x - x_c) \cos \phi_r + (y - y_r) \sin \phi_r] \right) \times H_0 \left( \sqrt{2} [ -(x - x_r) \sin \phi_r + (y - y_r) \cos \phi_r] \right).$$  

(12)

The above expression can be viewed as a product of a one-dimensional transfer function $H_0$ in one direction and its normalized derivative $H_1$ in the orthogonal direction, rotated by $\phi_r$ and
Fig. 2. (a) Variance $V(r_x; \phi_r)$ of the coherently detected complex amplitude for the reference mode $v_{r, \phi_r}(r)$ defined in Eq. (12) as a function of the displacement $r_x$ for several values of the rotation angle $\phi_r = 0, \pi/4, \pi/2, \pi$. Taking the variance value at the midpoint between the maxima of the two lobes, which ideally is the centroid location, $r_c$, yields a sinusoidal dependence on the rotation angle $\phi_r$ shown in the panel (b). The abscissal shift of the sinusoid of $V(\phi_r)$ is determined by the angular orientation $\phi$ of the binary source, whereas the amplitude of the oscillations depends on the half-separation $d$ and the signal-to-noise ratio $S$.

displaced by $r_x = (x_r, y_r)$. The variance $V(r_x; \phi_r)$ of the coherently detected complex amplitude for the mode $v_{r, \phi_r}(r)$ can be calculated from the covariance matrix elements $C_{mn, m'n'}$ using Eqs. (8) and (9) with $v_{r, \phi_r}(r)$ used in lieu of $v(r)$ in Eq. (9).

A careful inspection of the dependence of $V(r_x; \phi_r)$ on its arguments $r_x$ and $\phi_r$ allows one to identify the following relation to the source parameters. As shown in Fig. 2(a), for a given $\phi_r$ the graph of $V(r_x; \phi_r)$ as a function of $r_x$ has the form of two lobes surrounding symmetrically the source centroid. While the angular orientation of the lobes is determined by $\phi_r$, the value of the variance at the midpoint between the lobes, i.e., $r_c$, exhibits dependence on both $d$ and $\phi$ as depicted in Fig. 2(b). The actual expression for the variance at the source centroid reads:

$$V(\phi_r) = V(r_x = r_c; \phi_r) = Sd^2 \exp\left(-d^2\right)\cos^2(\phi_r - \phi) + 1.\quad (13)$$

It is seen that the location of the maximum of $V(r_x = r_c; \phi_r)$ as a function of $\phi_r$ corresponds to the orientation of the source, whereas the source separation can be read out from the height of the maximum above the detection noise level, equal to one in the chosen units. In the sub-Rayleigh region, when $d \ll 1$, the expression given in Eq. (13) can be simplified to the leading order in $d$. 

which yields

\[ V(\mathbf{r}_r = \mathbf{r}_c; \phi_r) \approx S d^2 \cos^2(\phi_r - \phi) + 1. \] (14)

In order to gain a simple insight into how precisely the source separation can be inferred from the variance map \( V(\mathbf{r}_r; \phi_r) \) let us recall the notion of the Fisher information. Generally, for any unbiased local estimator \( \hat{\theta} \) of a real continuous parameter \( \theta \), the Fisher information \( \mathcal{F}_\theta \) provides an upper bound on the attainable precision \( (\Delta^2 \hat{\theta})^{-1} \), defined as the inverse of the estimator variance \( \text{Var}[\hat{\theta}] \) normalized by the sample size \( N \) used for estimation:

\[ (\Delta^2 \hat{\theta})^{-1} = \frac{1}{N \text{Var}[\hat{\theta}]} \leq \mathcal{F}_\theta. \] (15)

When a parameter \( \theta \) is estimated from a univariate circularly symmetric complex normal distribution with a variance \( V \), the Fisher information reads \([31,32]\]

\[ \mathcal{F}_\theta = \left( \frac{1}{V} \frac{\partial V}{\partial \theta} \right)^2. \] (16)

For the sake of simplicity, assume for a moment that the source centroid is known perfectly and that the angle \( \phi_r \) is set to \( \phi \). Using the approximate formula for \( V(\mathbf{r}_r = \mathbf{r}_c; \phi_r = \phi) \) given in Eq. (14) it is elementary to derive the simplified expression for the Fisher information:

\[ \mathcal{F}_d \approx S \frac{4S d^2}{(1 + Sd^2)^2}. \] (17)

Importantly, \( \mathcal{F}_d \) attains the value of the order of \( S \) for \( d \sim S^{-1/2} \). This contrasts with direct imaging, where the corresponding precision level is reached only for \( d \sim 1 \) in the units determined by the spread of the transfer function \([21]\). The above observation indicates the super-resolving capability of coherent detection for high signal-to-noise ratio, when \( S \gg 1 \). Note, however, that \( \mathcal{F}_d \) still vanishes for \( d = 0 \), which is due to the presence of shot noise characteristic for quadrature detection \([21,27]\).

4. Estimation algorithm

In order to estimate simultaneously the full set of parameters of a two-dimensional binary symmetric source the following numerical algorithm is proposed. First, within the interval \( 0 \leq \phi_r \leq \pi \), select \( K \) equidistant sampling points \( \phi_k = k\pi/K \), where \( k = 1, \ldots, K \). For each \( k \), find locations of the two maxima of the variance \( V(\mathbf{r}_r; \phi_r = \phi_k) \) as a function of \( \mathbf{r}_r \), and take the midpoint \( \mathbf{r}_k = (x_k, y_k) \) between these maxima. Fitting a function given on the right hand side of Eq. (13) to the set of points \( \{\phi_k, V(\mathbf{r}_r = \mathbf{r}_k; \phi_r = \phi_k)\} \) yields estimates for the source half-separation \( d \) and orientation \( \phi \). The estimate for the source centroid is given as an arithmetic average of all the midpoints, \( \tilde{\mathbf{r}}_c = (\tilde{x}_c, \tilde{y}_c) = (1/K) \sum_k \mathbf{r}_k \).

Importantly, note that in a practical scenario the variance \( V(\mathbf{r}_r; \phi_r) \) is calculated from a finite set of detected modes \( g_{mn}(\mathbf{r}) \). Because of this limitation one is able to access spatial coherence information only in a certain area of the image plane. Therefore one should possess at least a coarse knowledge of the source centroid and the transfer function in order to choose a set of demultiplexed modes \( g_{mn}(\mathbf{r}) \) that covers the image. The better these parameters are known the lower number of modes needs to be detected.

The above estimation algorithm has been applied to a Monte Carlo simulated data for a binary source characterized by \( \mathbf{r}_c = (-0.05, 0.1) \) and oriented at \( \phi = \pi/4 \). We assumed heterodyne detection implemented on a set of Hermite-Gauss modes defined in Eq. (6) with \( \sigma_D = 0.8 \) and the indices \( m, n \) restricted to the range \( m, n \leq 4 \). The latter condition has been chosen to ensure that the detected modes carry nearly entire signal power. This requirement can be verified by
calculating the sum $\sum_{m,n \leq 4} \int d^2r' w(r') |u_{mn}(r')|^2$ that exceeds 0.9994 for all values of the half-separation $d$ used in the Monte Carlo simulations. One realization of the experiment was taken to comprise $N = 500$ elementary measurements of field quadratures for the chosen set of Hermite-Gauss modes. The statistical properties of the estimators were analyzed using 1000 of such realizations. The estimation quality can be further improved by taking into consideration more modes in the numerical postprocessing, which, in view of their extremely low signal amplitude, can be essentially approximated by just carrying only detection noise. Note that in the case of larger separations these higher order modes carry more information, however, in such instances one is outside the sub-Rayleigh regime and direct imaging techniques can be used instead. Specifically, the results presented below have been obtained for a heterodyne experiment simulated with Hermite-Gauss modes up to $m, n \leq 4$ and then calculating the variance $V(r; \phi)$ including modes $0 \leq m, n \leq 9$, where for $4 < m \leq 9$ or $4 < n \leq 9$ complex amplitudes $\xi_{mn} \sim \mathcal{CN}(0, 1)$ have been taken in the estimation algorithm. Furthermore, the interval $0 \leq \phi \leq \pi$ has been sampled with $K = 10$ equidistant points.

Fig. 3 depicts precision and bias for estimates of the source parameters: half-separation $\hat{d}$, orientation $\hat{\phi}$, and centroid coordinates $(\hat{x}_c, \hat{y}_c)$ for three values of the signal-to-noise ratio $S = 25, 100, 400$ and half-separations from the range $0.025 \leq d \leq 0.25$ in units defined by spread of the transfer function. The dashed-dotted line in Fig. 3(a) represents the simplified form of the Fisher information $\mathcal{F}_d$ derived in Eq. (17). It is seen that this elementary expression characterizes rather well the precision achieved by the devised algorithm for estimation of half-separation $d$.

The solid lines in Fig. 3(a-d) depict the Cramér-Rao bound on attainable precision that takes into account information available in the entire covariance matrix $\mathbf{C}$. This bound is given by the Fisher information which for data distributed according to a circularly-symmetric complex normal distribution parameterized by a parameter $\theta$ entering through the covariance matrix $\mathbf{C}$ is equal to [32]

$$\mathcal{F}_\theta^\text{full} = \text{Tr} \left( \mathbf{C}^{-1} \frac{\partial \mathbf{C}}{\partial \theta} \mathbf{C}^{-1} \frac{\partial \mathbf{C}}{\partial \theta} \right).$$

(18)

It can be seen in Fig. 3(a,b) that coherent detection in the sub-Rayleigh regime outperforms precision offered by direct imaging [3], the latter indicated by dotted curves. Importantly, precision for orientation estimation offered by the latter detection scheme also exhibits Rayleigh limit. Unlike in the one dimensional case [17] this fact therefore prevents one from using various hybrid strategies based on first estimating centroid and orientation using direct imaging and then performing estimation of separation with the appropriately adjusted SPADE measurement [17].

Note that the above expression can be viewed as a multivariate generalization of Eq. (16). It is seen that the proposed estimation strategy is nearly optimal in the sub-Rayleigh region $d \ll 1$.

The loss of precision for larger value of $d$ compared to the Cramér-Rao bound can be attributed to the need of analyzing statistics of more than just one spatial mode in the image plane [27]. It can be noticed in Fig. 3(e-h) that the estimates for the half-separation and the centroid coordinates exhibit a minor bias, which however remains much below the absolute values of the respective quantities and can be further reduced by including a larger number of modes.

5. Conclusions

We have investigated theoretically the capability of spatially demultiplexed coherent detection in the image plane to characterize a two-dimensional binary source composed of two mutually incoherent points. It has been found that the source separation can be estimated for values down to $\sim S^{-1/2}$ in units determined by spread of the transfer function of the imaging system. Here $S$ is the signal-to-noise ratio of coherent detection, which for shot-noise limited scenario is given by the mean number of photons reaching the image plane. This provides a super-resolving capability when $S \gg 1$. 
Fig. 3. Precision (a-d) and bias (e-h) of estimating source half-separation $d$ (a,e), orientation $\phi$ (b,f) and Cartesian coordinates of the centroid $x_c$ (c,g) and $y_c$ (d,h) for three values of the signal-to-noise ratio $S = 25$ (brown), 100 (red), 400 (orange). Results of Monte Carlo simulations are shown with crosses. The solid lines in panels (a-d) depict the Cramér-Rao bound on attainable precision obtained using Eq. (18) whereas the dotted lines indicate Cramér-Rao bound obtained for direct imaging. The dashed-dotted line in panel (a) represents the simplified expression derived in Eq. (17). In panels (a-d) the vertical error bars are smaller than the size of the graphic symbols representing the estimated values.
We presented and tested with Monte Carlo simulations an algorithm to estimate the source parameters: its half-separation, orientation and centroid location with precision approaching the Cramér-Rao bound in the sub-Rayleigh region. Central to the algorithm is the extraction of information about the source parameters from the variances of the quadrature measurements of the complex amplitude carried by a reference mode, for different orientation and displacement relative to the source parameters. Crucially, the choice of the reference mode can be decided later in the algorithm, and we need not to perform the experiments with the demultiplexed modes matching the imaging system transfer function—which in principle need not be known precisely at the time of the measurement—as variance in any mode can be obtained from covariance of another set of modes. Still, when coarse knowledge about the centroid and transfer function spread is given a priori, such that the set of demultiplexed modes covers the image, the estimation algorithm performs well with just a limited number of modes, with the reference mode to use identified accordingly. This makes spatial demultiplexing quadrature measurement more efficient than spatially resolved coherent detection which would require recording quadratures for a large number of pixels. Importantly, preliminary calculations indicate that the proposed estimation algorithm is capable of estimating source parameters with superresolving precision not only for two equally bright sources but also in more complicated scenarios involving unequal brightness.

A potentially useful aspect of spatially demultiplexed coherent detection is that in principle it yields equivalent information about the spatial coherence even if it is implemented in a plane other than the focal plane of the imaging system. Hence an out-of-focus coherent measurement should also have a super-resolving capability for high signal-to-noise ratio. In this scenario, however, one needs to consider a complex transfer function describing the imaging system. Another interesting direction of further research is characterization of sources extended along the axis of the imaging system [33].

Acknowledgments

We acknowledge insightful discussions with M. Gessner, J. Kolodyński, A. Lvovsky, M. Parniak-Niedojadło, and N. Treps. This work is a part of the project “Quantum Optical Technologies” carried out within the International Research Agendas programme of the Foundation for Polish Science co-financed by the European Union under the European Regional Development Fund. It was also supported by the US Department of Navy award no. N62909-19-1-2127 issued by the Office of Naval Research.

Disclosures

The authors declare no conflicts of interest.

Data availability

Data underlying the results presented in this paper are not publicly available at this time but may be obtained from the authors upon reasonable request.

References

1. L. Mandel, and E. Wolf, Optical Coherence and Quantum Optics (Cambridge University, 1995).
2. L. Rayleigh, F. R. S., “Investigations in optics, with special reference to the spectroscope”, Philos. Mag. 8, 261-274 (1879).
3. M. Tsang, R. Nair, and X.-M. Lu, “Quantum Theory of Superresolution for Two Incoherent Optical Point Sources”, Phys. Rev. X 6(3), 031033 (2016).
4. R. Nair, and M. Tsang, “Far-Field Superresolution of Thermal Electromagnetic Sources at the Quantum Limit”, Phys. Rev. Lett. 117(19), 190801 (2016).
5. C. Lupo and S. Pirandola, “Ultimate Precision Bound of Quantum and Subwavelength Imaging”, Phys. Rev. Lett. 117(19), 190802 (2016).
6. M. Paúr, B. Stoklasa, Z. Hradil, L. L. Sánchez-Soto, and J. Řehaček, “Achieving the ultimate optical resolution”, Optica 3(10), 1144-1147 (2016).
7. F. Yang, A. Tashchilina, E. S. Moiseev, C. Simon, and A. I. Lvovsky, “Far-field linear optical superresolution via heterodyne detection in a higher-order local oscillator mode”, Optica 3(10), 1148-1152 (2016).
8. F. Yang, R. Nair, M. Tsang, C. Simon, and A. I. Lvovsky, “Fisher information for far-field linear optical superresolution via homodyne or heterodyne detection in a higher-order local oscillator mode”, Phys. Rev. A 96(6), 063829 (2017).
9. W.-K. Tham, H. Ferretti, and A. M. Steinberg, “Beating Rayleigh’s Curse by Imaging Using Phase Information”, Phys. Rev. Lett. 118(7), 070801 (2017).
10. S. Z. Ang, R. Nair, and M. Tsang, “Quantum limit for two-dimensional resolution of two incoherent optical point sources”, Phys. Rev. A 95(6), 063847 (2017).
11. W. Larson, and B. E. A. Saleh, “Resurgence of Rayleigh’s curse in the presence of partial coherence”, Optica 5(11), 1382-1389 (2018).
12. X.-M. Lu, H. Krovi, R. Nair, S. Guha, and J. H. Shapiro, “Quantum-optimal detection of one-versus-two incoherent optical sources with arbitrary separation”, npj Quantum Inf. 4(1), 64 (2018).
13. Z. Hradil, J. Řehaček, L. Sánchez-Soto, and B.-G. Englert, “Quantum Fisher information with coherence”, Optica 6(11), 1437-1440 (2019).
14. P. Boucher, C. Fabre, G. Labroille, and N. Treps, “Spatial optical mode demultiplexing as a practical tool for optimal transverse distance estimation”, Optica 7(11), 1621-1626 (2020).
15. A. Chrostowski, R. Demkowicz-Dobrzański, M. Jarzyna, and K. Banaszek, “On super-resolution imaging as a multiparameter estimation problem”, Int. J. Quantum Inf. 15(8), 1740005 (2017).
16. J. Řehaček, Z. Hradil, B. Stoklasa, M. Paúr, J. Grover, A. Krzic, and L. L. Sánchez-Soto, “Multiparameter quantum metrology of incoherent point sources: Towards realistic superresolution”, Phys. Rev. A 96(6), 062107 (2017).
17. M. R. Grace, Z. Dutton, A. Ashok, and S. Guha, “Approaching quantum-limited imaging resolution without prior knowledge of the object location”, J. Opt. Soc. Am. A. 37(8), 1288-1299 (2020).
18. M. Gessner, C. Fabre, and N. Treps, “Superresolution Limits from Measurement Crosstalk”, Phys. Rev. Lett. 125(10), 100501 (2020).
19. G. Sorelli, M. Gessner, M. Walschaers, and N. Treps, “Optimal observables and estimators for practical superresolution imaging”, arXiv:2102.05611 (2021).
20. J. O. de Almeida, J. Kolodyński, C. Hirche, M. Lewenstein, and M. Skotiniotis, “Discrimination and estimation of incoherent sources under misalignment”, Phys. Rev. A 103(2), 022406 (2021).
21. Y. L. Len, C. Datta, M. Parniak, and K. Banaszek, “Resolution limits of spatial mode demultiplexing with noisy detection”, Int. J. Quantum Inf. 18(1), 1941015 (2020).
22. C. Lupo, “Subwavelength quantum imaging with noisy detectors”, Phys. Rev. A 101(2), 022323 (2020).
23. C. Oh, S. Zhou, Y. Wong, and L. Jiang, “Quantum Limits of Superresolution in a Noisy Environment”, Phys. Rev. Lett. 126(12), 120502 (2021).
24. G. Labroille, B. Denolle, P. Jian, P. Genevaux, N. Treps, and J.-F. Morizur, “Efficient and mode selective spatial mode multiplexer based on multi-plane light conversion”, Opt. Express 22(13), 15599-15607 (2014).
25. M. Fontaine, R. Ryf, H. Chen, D. T. Neilson, K. Kim and J. Carpenter, “Laguerre-Gaussian mode sorter”, Nat. Comm. 10(1), 1865 (2019).
26. R. Ryf, N. K. Fontaine, S. Wittek, K. Choutagunta, M. Mazur, H. Chen, and J. C. Alvarado-Zacarias, Conference on Lasers and Electro-Optics, (Optical Society of America, 2019), p. SM1G.1.
27. C. Datta, M. Jarzyna, Y. L. Len, K. Łukanowski, J. Kolodyński, and K. Banaszek, “Sub-Rayleigh resolution of two incoherent sources by array homodyning”, Phys. Rev. A 102(6), 063526 (2020).
28. U. Leonhardt, Measuring the Quantum State of Light (Cambridge University, 1997).
29. Y. Zhou, J. Zhao, Z. Shi, S. M. H. Rafsanjani, M. Mirhosseini, Z. Zhu, A. E. Willner, and R. W. Boyd, “Hermite-Gaussian mode sorter”, Opt. Lett. 43(21), 5263-5266 (2018).
30. K. Banaszek, L. Kunz, M. Jachura, and M. Jarzyna, “Quantum Limits in Optical Communications”, J. Lightwave Technol. 38(10), 2741-2754 (2020).
31. D. Slepian, “Estimation of signal parameters in the presence of noise”, Transactions IRE Prof. Group on Inf. Theory 3(3), 68-89 (1954).
32. W. J. Bangs, “Array processing with generalized beamformers,” Ph.D. thesis, Yale University (1971).
33. Y. Zhou, J. Yang, J. D. Hasett, S. M. H. Rafsanjani, M. Mirhosseini, A. N. Vamivakas, A. N. Jordan, Z. Shi, and R. W. Boyd, “Quantum-limited estimation of the axial separation of two incoherent point sources”, Optica 6(5), 534-541 (2019).