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Abstract: A reduced-order model algorithm, called ALP, is proposed to solve nonlinear evolution partial differential equations. It is based on approximations of generalized Lax pairs. Contrary to other reduced-order methods, like Proper Orthogonal Decomposition, the basis on which the solution is searched for evolves in time according to a dynamics specific to the problem. It is therefore well-suited to solving problems with progressive front or wave propagation. Another difference with other reduced-order methods is that it is not based on an off-line / on-line strategy. Numerical examples are shown for the linear advection, KdV and FKPP equations, in one and two dimensions.
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Paires de Lax approchées pour l’intégration réduite
d’équations d’évolution non linéaires

Résumé : Un algorithme de réduction de modèle, appelé ALP, est proposé pour résoudre de
maniè re approchée des équations d’évolution non linéaires. Il est basé sur une approximation
de paires de Lax généralisées. Contrairement à d’autres méthodes de réduction de modèles,
comme la POD, la base sur laquelle la solution est cherchée évolue selon une dynamique reliée
au problème. La méthode est par conséquent bien adaptée à des problèmes comportant des
ondes progressives ou des propagations de fronts. Une autre différence avec d’autres méthodes
de réduction de modèle est qu’elle n’est pas basée sur une stratégie on-line / off-line. Nous
montrons des exemples numériques pour les équations de transport linéaire, KdV et FKPP en
dimension un et deux.

Mots-clés : Réduction de modèle, paires de Lax, KdV, FKPP
1 Introduction

This work is devoted to a method for solving time dependent nonlinear Partial Differential Equations (PDEs) by a reduced-order model (ROM). We are especially interested in problems exhibiting propagation phenomena. Those cases are well-known to be difficult to tackle with reduced order methods based on an off-line/on-line strategy like the Proper Orthogonal Decomposition (POD, see e.g. [23]) or the Reduced Basis Method (RBM, see e.g. [17, 19]).

Unlike what is usually done, the method proposed in this work is based on a time dependent basis. In other words, the usual expansion

\[ u(x, t) \approx \sum_{j=1}^{N_M} \beta_j(t) \phi_j(x) \]

is replaced by

\[ u(x, t) \approx \sum_{j=1}^{N_M} \beta_j(t) \phi_j(x, t) \].

Two questions have thus to be addressed: the definition of the basis and its propagation in time.

To construct the basis, we propose to compute the eigenfunctions of a linear Schrödinger operator

\[ L_{\chi}(u_0) \cdot \phi = -\Delta \cdot \phi - \chi u_0 \cdot \phi \]

associated with the initial condition \( u_0 \) (\( \chi \) being a given positive constant). This idea was inspired by recent works by Laleg, Crépeau and Sorine [10, 11, 13] who proposed a signal processing technique, called Semi-Classical Signal Analysis (SCSA). These authors showed in particular that these eigenfunctions could be used to obtain a parsimonious representation of the arterial blood pressure [12].

Then we choose to propagate the basis in such a way that it remains an eigenbasis of the operator

\[ L(t) \cdot \phi = -\Delta \cdot \phi - \chi u(t) \cdot \phi \],

where \( u(t) \) is the solution of the PDE of interest at time \( t \). The eigenfunctions satisfy a new evolution PDE associated with an operator \( M(u(t)) \). In some particular cases, the operators \( L \) and \( M \) coincide with the “Lax pairs” introduced in [15].

Approximation with time dependent basis functions is of course not a new concept, see for example [9, 18, 24] among many others. The derivation of a system governing the evolution of an approximation basis has been recently introduced in the context of uncertainty quantification by [4, 5, 21]. We are not aware of any other reduced order methods making use of time dependent basis.

The structure of the work is as follows: in Section 2 some preliminary results and the links with Lax operators are briefly presented; Section 3 is devoted to our reduced-order model algorithm, that will be called ALP, for Approximated Lax Pair. Some numerical tests are presented in Section 4 for the linear advection, Korteweg-de Vries and Fisher-Kolmogorov-Petrovski-Piskunov equations in one and two dimensions. In Section 5 we show examples based on the Semi Classical Signal Analysis, which was used in a preliminary version of the present work [8].

2 Preliminaries

2.1 Time-dependent basis construction

Let \( \Omega \) be a bounded domain of \( \mathbb{R}^d \) and \( \chi \) a positive real number. Consider a real function \( u(x, t) \), for \( t \geq 0 \) and \( x = (x_1, \ldots, x_d) \in \Omega \). In the forthcoming sections, \( u \) will be the solution of the PDE of interest. Throughout the paper, the functions will be assumed to have the regularity that justifies all the computations.

Let \( L_{\chi}(u) \) be the Schrödinger operator associated with the potential \(-\chi u\):

\[ L_{\chi}(u)\phi = -\Delta \phi - \chi u \phi, \quad (1) \]

where \( \Delta \) denotes the Laplacian in \( d \) dimensions. For simplicity, the function \( u(\cdot, t) \) will be denoted by \( u(t) \) and the operator \( L_{\chi}(u(t)) \) by \( L(t) \). The function \( \phi \) is assumed to vanish on the boundary \( \partial \Omega \). Other boundary conditions will be considered in the numerical tests.
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Thus, defining the commutator 
\[ [\mathcal{L}, \mathcal{M}] = \mathcal{L}\mathcal{M} - \mathcal{M}\mathcal{L} \]
where the (possibly negative) eigenvalues \( \lambda_m(t) \) go to \(+\infty\) as \( m \to \infty \).

Let \( Q(t) \) be an orthogonal application \( (Q^TQ = QQ^T = \text{Id}) \) such that \( \phi_m(t) = Q(t)\phi_m(0), \forall m \).

Taking the derivative with respect to \( t \), we have:
\[ \partial_t \phi_m(t) = \partial_t Q(t)\phi_m(0) = \partial_t Q(t)Q^T(t)\phi_m(t). \]

Thus, defining the operator \( \mathcal{M}(t) = \partial_t Q(t)Q^T(t) \), the dynamics satisfied by the basis function is defined by:
\[ \partial_t \phi_m(t) = \mathcal{M}(t)\phi_m(t). \] (3)

Note that \( \mathcal{M}^T = Q\partial_t Q^T = -\partial_t QQ^T = -\mathcal{M} \), thus \( \mathcal{M} \) is skew-symmetric.

To derive a relation between \( \mathcal{L} \) and \( \mathcal{M} \), we take the time derivative of \( \mathcal{L}(t)\phi_m(t) = \lambda_m(t)\phi_m(t) \):
\[ \partial_t \mathcal{L} \phi_m + \mathcal{L} \mathcal{M} \phi_m = \partial_t \lambda_m \phi_m + \lambda_m \mathcal{M} \phi_m. \]

Thus, defining the commutator \( [\mathcal{L}, \mathcal{M}] = \mathcal{L}\mathcal{M} - \mathcal{M}\mathcal{L} \), we obtain:
\[ (\partial_t \mathcal{L} + [\mathcal{L}, \mathcal{M}])\phi_m = \partial_t \lambda_m \phi_m. \] (4)

This equation will be instrumental for our algorithm. In particular, it will allow us to approximate operator \( \mathcal{M} \) even when it is not known in closed-form.

### 2.2 Links with the Lax Pairs

Although this is not necessary for what follows, let us briefly show the links between \( (\mathcal{L}, \mathcal{M}) \) with the operators introduced by Lax in his seminal work [15].

To integrate a class of nonlinear evolution PDEs, Lax introduced a pair of linear operators \( \mathcal{L}(u) \) and \( \mathcal{M}(u) \), where \( u \) denotes the solution of the PDE. These operators play the same role as in the previous section: the operator \( \mathcal{L}(u) \) is defined as in (1) and its eigenfunctions are propagated by \( \mathcal{M}(u) \) as in (3).

Lax focused on those particular cases when \( \mathcal{L}(t) \) is orthogonally equivalent to \( \mathcal{L}(0) \), i.e. when there exists \( Q(t) \) orthogonal such that \( \mathcal{L}(t) = Q(t)\mathcal{L}(0)Q^T(t) \). Then, defining as before \( \mathcal{M} = \partial_t QQ^T \), we have
\[ \partial_t Q^T \mathcal{L}Q + Q^T \partial_t \mathcal{L}Q + Q^T \mathcal{L} \partial_t Q = 0, \]
left-multiplying by \( Q \) and right-multiplying by \( Q^T \), we obtain the Lax equation:
\[ \partial_t \mathcal{L} + [\mathcal{L}, \mathcal{M}] = 0. \] (5)

A comparison of (4) and (5), shows that in those cases the eigenvalues satisfy \( \partial_t \lambda_m = 0 \). In other words, the eigenvalues \( \lambda_m \) are “first integrals of the motion”. When equation (5) is satisfied, operators \( \mathcal{L} \) and \( \mathcal{M} \) are said to be a Lax pair. For some PDEs, it is possible to determine \( \mathcal{M} \) in closed-form once \( \mathcal{L} \) is chosen. A famous example is given by the Korteweg-de Vries equation (see below, Sections 4.2 and 5.2 and equations (18) and (19)).

This formalism, which has close relations with the inverse scattering method, can be applied to a wide range of problems arising in many fields of physics (Camassa-Holm, Sine-Gordon, nonlinear Schrödinger equations, . . .). In the huge literature devoted to Lax pairs, \( \mathcal{M}(u) \) is generally used, or searched for, in closed-form (see for example [7] and the reference therein).
Most of the studies consider one dimensional domains and functions rapidly decreasing at infinity or periodic boundary conditions (see [2] for a theory on the finite line).

In the present work, we are mainly interested in those cases when the eigenvalues are time dependent. Our work is therefore based on (4) rather than on (5). In addition, we will not assume that operator $M$ is explicitly known and we will consider bounded domains with Dirichlet or Neumann boundary conditions. Based on (4), we will propose an approximation of $M$ and of the dynamics of $\lambda_m(t)$.

For isospectral systems, i.e., when (5) is satisfied, our method actually results in a numerical approximation of a Lax pair. By abuse of language, we will keep the name “Lax operators” for $L$ and $M$ even for non-isospectral problems.

3 Reduced-Order Modeling based on Approximated Lax Pairs (ALP)

We consider an evolution PDE set in $\Omega \times (0, T_{max})$:

$$\partial_t u = F(u),$$

(6)

where $F(u)$ is an expression involving $u$ and its derivatives with respect to $x_1, \ldots, x_d$. The problem is completed with an initial condition

$$u(x, 0) = u_0(x), \text{ for } x = (x_1, \ldots, x_d) \in \Omega.$$  

(7)

For the sake of simplicity, $u$ is assumed to vanish on the boundary $\partial \Omega$. Other boundary conditions will be considered in the numerical tests.

The solution $u(t)$ is searched for in a Hilbert space $V$ and approximated in $V_h$, a finite dimensional subspace of $V$, for example obtained by the finite element method (FEM). Let $(v_j)_{j=1..N}$ denote a basis of $V_h$ and $\langle \cdot, \cdot \rangle$ the $L^2(\Omega)$ scalar product.

3.1 Reduced order approximation of the Lax operators

The following proposition shows that it is possible to compute an approximation of $M(u)$ in the space defined by the eigenfunctions of $L \chi(u)$ and to derive an evolution equation satisfied by the eigenvalues of $L \chi(u)$.

**Proposition 1.** Let $u$ be a solution of equation (6). Let $L \chi(u)$ be defined by (1). Let $N_M \in \mathbb{N}^*$. For $m \in \{1, \ldots, N_M\}$, let $\lambda_m(t)$ be an eigenvalue of $L \chi(u(x,t))$, and $\phi_m(x,t)$ an associated eigenfunction, normalized in $L^2(\Omega)$. Let $M(u)$ be the operator defined in (3). Then the evolution of $\lambda_m$ is governed by

$$\partial_t \lambda_m = -\chi \langle F(u)\phi_m, \phi_m \rangle,$$

(8)

and the evolution of $\phi_m$ satisfies, for $p \in \{1, \ldots, N_M\}$,

$$\langle \partial_t \phi_m, \phi_p \rangle = M_{mp}(u),$$

(9)

with

$$\left\{ \begin{array}{l}
M_{mp}(u) = \frac{\chi}{\lambda_p - \lambda_m} \langle F(u)\phi_m, \phi_p \rangle, \text{ if } p \neq m \text{ and } \lambda_p \neq \lambda_m, \\
M_{mp}(u) = 0, \text{ if } p = m \text{ or } \lambda_p = \lambda_m.
\end{array} \right.$$  

(10)

We will denote by $M(u) \in \mathbb{R}^{N_M \times N_M}$ the skew-symmetric matrix whose entries are defined by $M_{mp}(u)$.
**Proof.** Differentiating with respect to $t$ the equation satisfied by the $m$-th mode

$$
\mathcal{L}_\chi(u(x, t))\phi_m(x, t) = \lambda_m(t)\phi_m(x, t),
$$

we get

$$
(\mathcal{L}_\chi(u) - \lambda_m I) \partial_t \phi_m = \partial_t \lambda_m \phi_m + \chi F(u)\phi_m.
$$

(11)

The scalar product is taken with a generic $\phi_p$, leading to:

$$
\langle (\mathcal{L}_\chi(u) - \lambda_m I) \partial_t \phi_m, \phi_p \rangle = \partial_t \lambda_m \langle \phi_m, \phi_p \rangle + \chi \langle F(u)\phi_m, \phi_p \rangle.
$$

(12)

Using the self-adjointness of the operator and the orthonormality of the eigenfunctions, the following problem is obtained:

$$
(\lambda_p - \lambda_m) \langle \partial_t \phi_m, \phi_p \rangle = \partial_t \lambda_m \delta_{mp} + \chi \langle F(u)\phi_m, \phi_p \rangle.
$$

(13)

Taking $p = m$, this proves (8). In addition, the $L^2$ norm of $\phi_m$ being 1, $\langle \partial_t \phi_m, \phi_p \rangle = 0$, i.e. (10).

If $p \neq m$, but $\lambda_p = \lambda_m$ (multiple eigenvalues), we arbitrarily set $M_{mp}(u) = 0$. For $\lambda_p \neq \lambda_m$, we deduce from (13):

$$
\langle \partial_t \phi_m, \phi_p \rangle = \frac{\chi}{\lambda_p - \lambda_m} \langle F(u)\phi_m, \phi_p \rangle,
$$

(14)

which completes the proof. ♦

Equation (10) gives an approximation of the operator $\mathcal{M}(u)$ on the basis defined by the modes at time $t$. This representation is convenient from a computational standpoint since it can easily be obtained from the expression $F(u)$ defining the PDE (6), without any a priori knowledge of $\mathcal{M}(u)$. With this approximation of $\mathcal{M}(u)$, the evolution of the modes can be computed according to the nonlinear dynamics of the system. This is an important difference with standard reduced-order methods, like POD, where the modes are fixed once for all.

To set up a reduced order integration method, only a small number $N_M$ of modes will be retained. This number has to be chosen in order to represent the dynamics in a satisfactory way. A possible indicator of the quality of the approximation is given by the following quantity

$$
e(\phi_m(t), N_M) = \sum_{n=1}^{N_M} (M_{mn}(u(t)))^2,
$$

(15)

which is an approximation of the $L^2$ norm of the time derivative of $\phi_m$:

$$
\int_\Omega (\partial_t \phi_m)^2 \, d\Omega \approx \sum_{n,l=1}^{N_M} M_{ml}(u)M_{mn}(u)\langle \phi_n, \phi_l \rangle = \sum_{n=1}^{N_M} M_{mn}(u)^2 = e(\phi_m, N_M).
$$

By summing up over the modes, the Frobenius norm $\| \cdot \|_F$ of the representation of the evolution operator is recovered:

$$
\sum_{m=1}^{N_M} e(\phi_m(t), N_M) = \sum_{m,n=1}^{N_M} (M_{mn}(u(t)))^2 = \| M(u(t)) \|_F^2.
$$

(16)

This norm may be used as an error indicator for the dynamics recovery. This will be investigated in the numerical experiments presented in Section 4.
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3.2 Reduced order approximation of the solutions
The Hilbert basis defined by (2) is used to approximate the solution \( u \in L^2(\Omega) \):

\[
\tilde{u}(x) = \sum_{m=1}^{N} \beta_m \phi_m(x),
\]

(17)

Another way of approximating the solution based on the mode squared and Deift-Trubowitz formula [6] was proposed and analyzed in [11, 13]. A preliminary version of the present work used this alternative representation [8]. We now prefer using (17) because of its generality. Nevertheless, the formula based on the mode squared deserves attention since it leads to a less expensive representation in some cases. The two approaches will be compared in Section 5.

3.3 Reduced order dynamics
Proposition 1 gives an approximated way to propagate the eigenmodes and the eigenvalues associated with a (generalized) Lax pair. Functions \( u \) and \( F(u) \) are approximated by (17) and

\[
\tilde{F}(u) = \sum_{m=1}^{N_M} \gamma_m \phi_m,
\]

respectively. Using these approximations in the PDE (6), the following holds:

\[
\sum \dot{\beta}_m \phi_m + \beta_m \partial_t \phi_m = \sum \gamma_m \phi_m.
\]

Projecting this relation on \( \phi_p \), and using (9), the expression of the PDE on the reduced basis is obtained:

\[
\dot{\beta} + M \beta = \gamma
\]

Defining \( \Theta_{ij} = \langle \tilde{F}(u) \phi_j, \phi_i \rangle \), (8) and (9) are approximated by

\[
\dot{\lambda}_i = -\chi \Theta_{ii},
\]

and, for \( \lambda_i \neq \lambda_j \),

\[
M_{ij} = \frac{\chi}{\lambda_j - \lambda_i} \Theta_{ij},
\]

respectively.

**Remark.** It is also possible to derive the reduced order approximation of the Lax equation (11):

\[
\frac{d\Lambda}{dt} + \chi \Theta = \Lambda M - M \Lambda,
\]

from which the ordinary differential equations for \( \beta \) and \( \lambda_i \) can be straightforwardly deduced.

The third order tensor \( \langle \phi_k \phi_j, \phi_i \rangle \) is denoted by \( T_{ijk} \). By definition:

\[
\Theta_{ij} = \langle \tilde{F}(u) \phi_j, \phi_i \rangle = \sum_{k=1}^{N_M} \gamma_k T_{ijk}.
\]

Computing the time derivative of \( T_{ijk} \) gives:

\[
\dot{T}_{ijk} = \langle \partial_t \phi_k \phi_j, \phi_i \rangle + \langle \phi_k \partial_t \phi_j, \phi_i \rangle + \langle \phi_k \phi_j, \partial_t \phi_i \rangle.
\]
Table 1: Correspondence between the Full Order and Reduced Order spaces. The expression “$F(u)$” denotes the operator “multiplication by the function $F(u)$”.

Thus

$$\dot{T}_{ijk} = \{M, T\}_{ijk}^{(3)}$$

where

$$\{M, T\}_{ijk}^{(3)} = \sum_{l=1}^{N_M} (M_l T_{ijk} + M_{ij} T_{ilk} + M_{ik} T_{ijl}).$$

For each specific equation, a relation linking $\gamma_i$ and $\beta = (\beta_j)$ will be also derived. For the time being, it is just generically denoted by $\gamma_i = \gamma_i(\beta)$.

For convenience, the expressions introduced in this section have been gathered in Table 1.

To summarize, here is the set of equations which describes the dynamics in the reduced order space:

$$
\begin{align*}
\dot{\beta}_i + \sum_{m=1}^{N_M} M_{im} \beta_m - \gamma_i &= 0, \\
\dot{\lambda}_i + \chi \sum_{m=1}^{N_M} T_{im} \gamma_m &= 0, \\
\dot{T}_{ijk} &= \{M, T\}_{ijk}^{(3)}, \\
M_{ij} &= \frac{\chi}{\lambda_j - \lambda_i} \sum_{m=1}^{N_M} T_{ijm} \gamma_m, \\
\gamma_i &= \gamma_i(\beta),
\end{align*}
$$

for $i, j, k = 1 \ldots N_M$. Relation \[(19)\] will be made explicit in the examples given in Section 4.

As pointed out for example in [3, 20], for any reduced order methods, it is generally too expensive to handle the nonlinearities of the equations by reconstructing the reduced order solution in the full-order space. Here, it is worth noticing that the integration is only done in the reduced-order space.

3.4 Numerical discretization of the reduced-order equation

The ordinary differential equations system introduced in Section 3.3 can be e.g. discretized by means of an implicit Runge-Kutta Gauss-Legendre method. For a generic vector $y(t)$ subject to the dynamics $\dot{y} = g(y)$, the method reads:

$$y^{(n+1)} = y^{(n)} + \delta t g \left( \frac{y^{(n)} + y^{(n+1)}}{2} \right),$$

which is in general a nonlinear problem to be solved for $y^{(n+1)}$.
3.5 The ALP algorithm

**Initialization**  Let $u_0$ be the initial condition and let $\epsilon_0 > 0$ be a prescribed tolerance. Compute a set of modes $(\phi^0_{m})_{m=1...N_M}$ and eigenvalues $(\lambda^0_{m})_{m=1...N_M}$ by solving

$$\langle \nabla \phi^0_{m}, \nabla v_i \rangle - \chi \langle u_0 \phi^0_{m}, v_i \rangle = \lambda^0_{m} \langle \phi^0_{m}, v_i \rangle,$$

for $i = 1, \ldots, N_h$,

where $\chi$ is chosen such that $\|v_0 - \tilde{u}_0\|_{L^2(\Omega)} \leq \epsilon_0$, with $\tilde{u}_0 = \sum_{j=1}^{N_M} \langle u_0, \phi^0_{j} \rangle \phi^0_{j}$. The number of modes $N_M$ can be chosen in such a way that a criterion on the Frobenius norm of $M$ (see Eq. (31)) is satisfied.

**Time evolution**  System (19) is discretized as follows:

\[
\begin{cases}
\beta_i^{(n+1)} = \beta_i^{(n)} + \delta t \left( \gamma_i^{(n+1/2)} - \sum_{j=1}^{N_M} M_{ij}^{(n+1/2)} \beta_j^{(n+1/2)} \right), \\
T_{ijk}^{(n+1)} = T_{ijk}^{(n)} + \delta t \left\{ T^{(n+1/2)}, M^{(n+1/2)} \right\}, \\
\lambda_i^{(n+1)} = \lambda_i^{(n)} - \chi \delta t \sum_{h=1}^{N_M} T_{ih}^{(n+1/2)} \gamma_{h}^{(n+1/2)}, \\
M_{ij}^{(n+1/2)} = \frac{\chi}{\lambda_i^{(n+1/2)} - \lambda_j^{(n+1/2)}} \sum_{h=1}^{N_M} T_{ih}^{(n+1/2)} \gamma_{h}^{(n+1/2)}, \\
\gamma_i^{(n+1/2)} = \gamma_i(\beta^{(n+1/2)}).
\end{cases}
\]  

(21)

where $\beta_i^{(n+1/2)} = (\beta_i^{(n)} + \beta_i^{(n+1)})/2$ and $T^{(n+1/2)} = (T^{(n+1)} + T^{(n)})/2$.

Should other projection tensors be involved in the computation of the relation $\gamma(\beta)$, they would be updated as $T_{ij}^{(n+1)}$ (see e.g. the case of the linear advection equation in Section 4).

3.6 Reduced order to full order transform

In this section, the reconstruction of the solution in the full order space is addressed. This is done as a post-processing step, separated from the integration of the reduced-order model equations. Note that the reconstruction of the solution is more challenging than in classical ROM methods, since the basis evolves in time.

Hereafter we present the simplest reconstruction method to compute the approximation of the solution in the full-order space, that is $\tilde{u} \approx \sum_{j=1}^{N_h} \tilde{u}_j v_j$. We first note that equation (20) yields:

$$\frac{\partial \phi_j}{\partial t} = \sum_{j=1}^{N_M} M_{ij}(u) \phi_j + r_j,$$

(22)

where $r_j(t) \in [\text{span}(\phi_1(t), \ldots, \phi_{N_M}(t))]^\perp$. Denoting by $B(t)$ the $N_h \times N_M$ matrix that represents the moving reduced order basis $(\phi_j(t))_{j=1..N_M}$ onto the fixed full order basis $(v_j)_{j=1..N_h}$:

$$\phi_j(x, t) = \sum_{i=1}^{N_h} B_{ij}(t) v_i(x).$$

(23)

Equation (22) is approximated by neglecting the residual $r_j$ (the same notation is kept for simplicity):

$$\partial_t B = -BM.$$

(24)
Various methods can be used to integrate this system. Here, we propose to use a simple two-step scheme. First, (24) is integrated by means of a Crank-Nicolson scheme, then, to preserve orthonormality, a modified Gram-Schmidt algorithm is applied. The complexity of the Gram-Schmidt method is $2N_h \times N_M^2$, so that it is linear with respect to the full-order space dimension.

Remark. The reconstruction procedure proposed is straightforward and cheap from a computational standpoint, but it suffers from a limitation. Consider indeed (24): it allows to take into account only the projection of the derivative of the modes on the modes themselves. When a linear update is performed, that means that the space spanned by the modes remains equal to the space they spanned at the previous time. It would be better to consider a correction of the form:

$$\partial_t B = -BM + W, \quad W \in \mathbb{R}^{N_h \times N_M} \text{ such that } B^T GW = 0,$$

(25)

where $G$ is the Grammian matrix $[(v_j, v_i)]$ and $W$ is determined by considering the evolution of the basis in the full-order space. This might be determined by considering that, from the integration of the reduced-order system, not only a representation of $u$ is available (namely $\beta$), but also of $\partial_t u$ (determined by $\gamma$). For the tests performed in the present work, the simple reconstruction proposed worked satisfactorily. The correction commented in this remark will be the object of further investigations.

4 Numerical Experiments

In this section, some numerical experiments are presented. The aim is to derive the reduced-order model for specific cases and to assess the numerical properties of the proposed algorithm. The first partial differential equation considered is a linear advection equation. It is a simple example of integrable system, i.e. for which the Lax pair is analytically known and satisfies equation (5). The second test case is performed on the Korteweg-de Vries equation that is a classical example of integrable system.

Then, the Fisher-Kolmogorov-Petrovski-Piskunov equation is addressed in one and two dimensions. This equation, which arises in many applications, features fronts propagation. Contrary to the linear advection and Korteweg-de Vries equations, it is not isospectral, i.e. (5) is not satisfied.

4.1 Linear advection equation

The ALP reduced-order method is first used to integrate the linear advection equation $\partial_t u + c\partial_x u = 0$. It is an integrable system: an exact Lax pair is given by the Schrödinger operator and the constant operator $\mathcal{M} = -c\partial_x$. Following the ALP algorithm, this closed-form expression of $\mathcal{M}$ will not be used (see nevertheless the remark at the end of this section).

The function $u$ is approximated through an eigenfunction expansion of the form $u \approx \sum_{i=1}^{N_M} \beta_i(t) \phi_i(x, t)$, leading to:

$$\sum_{j=1}^{N_M} \beta_j \phi_j + \beta_j \partial_t \phi_j + c \sum_{j=1}^{N_M} \beta_j \partial_x \phi_j = 0,$$

that becomes, after projection on a generic $\phi_i$:

$$\dot{\beta}_i + \sum_{j=1}^{N_M} M_{ij} \beta_j + c \sum_{j=1}^{N_M} D_{ij} \beta_j = 0,$$

(26)

Inria
where $D_{ij} := \langle \partial_x \phi_j, \phi_i \rangle$ denotes the representation of the derivative operator in the reduced space. Identifying (26) with (19) gives (19), i.e. the relation between $\beta$ and $\gamma$ specific to the advection equation:

$$\gamma_i = -c \sum_{j=1}^{N_M} D_{ij} \beta_j.$$  (27)

The evolution of matrix $D$ is governed by

$$\dot{D} + [D, M] = 0.$$  (28)

The system of equations to be solved in the reduced space is therefore (19)–(27), (28). It is solved with the numerical scheme described in Section 3.4, with a time step $\delta t = 1/256$. The modes are computed with $\chi = 150$. The initial condition is $u_0 = \exp(-250(x - 0.25)^2)$, the advection velocity $c = 0.5$ and the final time is $T_{\text{max}} = 1$. In Fig.1(a) the solution is represented at $t = 0$ and $t = T_{\text{max}}$. The following error indicators are used to assess the quality of the solution:

$$\varepsilon_{L^2}(t) := \frac{1}{T} \int_0^T (u - u_{\text{ALP}})^2 \, d\Omega,$$

$$\varepsilon_A(t) := |\max(u) - \max(u_{\text{ALP}})|,$$

where $u_{\text{ALP}}$ is the reconstruction of the ROM solution, and $\varepsilon_A(t)$ assess the error in the peak amplitude.

These two error indicators were computed and evaluated by varying the number of modes used to discretize the equations in the reduced space. In Fig.1(b) the errors $\varepsilon_{L^2} = \int_0^T \varepsilon_{L^2} \, dt$ and $\|\varepsilon_A\|_{\infty}$ are plotted in a semi-logarithmic scale as a function of the number of modes used. Note the exponential convergence of the method and the fact that the error in the peak position is weakly dependent on the number of modes used. When $N_M = 20$ modes, the method has roughly the same error as the Lax-Friedrichs scheme with twice as many iterations in time, optimal CFL and 1000 space points.

The Frobenius norm of the matrix $M$ can be used as an intrinsic error indicator to evaluate the quality of the dynamical reconstruction of the solution (see [16]). Let us define the error indicator:

$$\varepsilon_M(t, N_M) := \frac{\|M_{N_M}\|_F - \|M_\infty\|_F}{\|M_\infty\|_F},$$

where $\|M_\infty\|_F$ is the Frobenius norm of the operator computed by means of $N_M = 50$ modes. In Fig.2(a) the time average and the maximum of the Frobenius norm error indicator is shown as

| $N_M$ | $\varepsilon_{L^2}$  | $\varepsilon_A$ |
|-------|----------------------|------------------|
| 10    | 0.2121               | 0.1421           |
| 12    | 0.1267               | 0.0832           |
| 14    | 0.0759               | 0.0424           |
| 16    | 0.0379               | 0.0210           |
| 18    | 0.0194               | 0.0086           |
| 20    | 0.0091               | 0.0032           |

Table 2: Error indicators for the linear advection test case as a function of the number of modes used to discretize the equations: first column $N_M$ is the number of modes, the second and the third ones the errors in $L^2$ norm and in the wave amplitude.
Figure 1: (a) Solutions at initial and final times, (b) errors in $L^2$ norm (black) and for the amplitude (blue) as a function of the number of modes in semi-logarithmic scale.
Figure 2: Time average and maximum of the Frobenius norm error indicator (see (31)) of $M$ as a function of the number of modes used in semi-logarithmic scale for (a) the linear advection equation (section 4.1), (b) the 1D FKPP equation (section 4.3.1).
a function of the number of modes, in semi-logarithmic scale, for the linear advection equation test case. This plot suggests that the Frobenius norm criterion might be a good estimator to evaluate the convergence of the ROM towards the solution.

In Fig 3 the comparison between the analytical solution at final time and the reconstruction of the ROM solution in the FEM space is shown. While with \( N_M = 10 \) modes the solution is not precise and there are large oscillations (Fig 3(a)), with \( N_M = 20 \) the solution is very accurate (Fig 3(b)). In both cases the peak position is well captured.

**Remark.** If \( M = -cD \), i.e. if \( M \) was taken as the discrete form of the known \( M \) operator, then the reduced order form of the PDE would reduce to \( \dot{\beta}_i = 0 \). Thus the reduced order solution would be exactly given by the initial expansion on the modes, advected at a velocity \( c \).

### 4.2 Korteweg-de Vries equation

In this section, our reduced-order method is applied to the Korteweg-de Vries (KdV) equation:

\[
\partial_t u + 6u\partial_x u + \partial_x^3 u = 0. \tag{32}
\]

The KdV equation is a classical example of integrable system, and a Lax pair is known in closed-form (see section 5.2). Following the ALP algorithm, this knowledge is not used in the reduced-order model. The expansion of \( u \) is injected into the Eq. (32) expressed in conservative form, leading to:

\[
\sum_{i=1}^{N_M} \beta_i \phi_i + \beta_i \partial_x \phi_i + 3 \sum_{i,j=1}^{N_M} \beta_i \beta_j \partial_x (\phi_i \phi_j) + \sum_{i=1}^{N_M} \beta_i \partial_x^3 \phi_i = 0. \tag{33}
\]

Then the spectral problem is used to simplify this expression. Two strategies may be adopted: either eliminate the quadratic term or transform the third order derivative into a quadratic term. The first strategy would introduce an extra third order tensor, thus increasing the computational cost of the ODE system. We therefore adopt the second option:

\[
-\partial_x^2 \phi_i - \lambda \sum_{j=1}^{N_M} \beta_j \phi_j \phi_j = \lambda \phi_i \Rightarrow \chi \sum_{j=1}^{N_M} \beta_j \partial_x (\phi_i \phi_j) = -\lambda \partial_x \phi_i - \partial_x^3 \phi_i, \tag{34}
\]

which gives:

\[
\sum_{j=1}^{N_M} \beta_j \phi_j + \beta_i \partial_x \phi_j - \frac{3}{\chi} \sum_{j=1}^{N_M} \lambda_j \partial_x \phi_j + \partial_x^3 \phi_j \beta_j + \sum_{j=1}^{N_M} \beta_j \partial_x^3 \phi_j = 0. \tag{35}
\]

This equation is projected onto the eigenfunctions and the evolution of the coefficients \( \beta_i \) is obtained:

\[
\dot{\beta}_i + \sum_{j=1}^{N_M} M_{ij} \beta_j = \frac{3}{\chi} \sum_{j=1}^{N_M} \lambda_j D_{ij} \beta_j + \left(1 - \frac{3}{\chi}\right) \sum_{j=1}^{N_M} D_{ij}^{(3)} \beta_j = 0, \tag{36}
\]

where \( D_{ij}^{(3)} := \langle \partial_x^3 \phi_j, \phi_i \rangle = -\langle \partial_x^2 \phi_j, \partial_x \phi_i \rangle \), whose time evolution is governed by \( \dot{D}^{(3)} + [D^{(3)}, M] = 0 \), since it is a linear time independent operator.

The propagation of a one-soliton and of a three-soliton are considered. In order to quantify the discrepancy between the analytical solution and the reconstruction, two error indicators are used: the time average and the maximum value over time of \( \varepsilon_{L2}(t) \), defined as

\[
\varepsilon_{L2}^2(t) := \frac{\int_{\Omega} (u - u_{ALP})^2 \, d\Omega}{\int_{\Omega} u^2 \, d\Omega}. \tag{37}
\]
Figure 3: Comparison between the exact solution and the reconstruction of the ROM solution for: (a) $N_M = 10$, (b) $N_M = 20$. The parameter $\chi = 150$ is the same for both the simulations, $\delta t = 1/256$. 
\[ N_M \quad \varepsilon_{L^2} \quad \max_t(\varepsilon_{L^2}) \]

| \( N_M \) | \( \varepsilon_{L^2} \) | \( \max_t(\varepsilon_{L^2}) \) |
|--------|-----------------|-----------------|
| 26     | 0.2176          | 0.3272          |
| 28     | 0.2007          | 0.3168          |
| 30     | 0.1388          | 0.1869          |
| 32     | 0.0916          | 0.1394          |
| 34     | 0.0486          | 0.0637          |
| 36     | 0.0370          | 0.0578          |

Table 3: Error indicators for the KdV one-soliton test case (Section 4.2) as a function of the number of modes used to discretize the equations: first column \( N_M \) is the number of modes, the second and the third one the time average and the maximum of the \( L^2 \) error. To be compared to Table 8.

One-soliton propagation
The exact solution reads:

\[ u(x,t) = \frac{\beta}{2} \text{sech}^2 \left( \frac{\beta^{1/2}}{2} (x - \beta t - x_0) \right), \tag{38} \]

with \( \beta = 4 \). The final time is set to \( T_{\text{max}} = 5.0 \).

The modes were extracted by using the initial condition only \( u_0 = u(x,0) \), setting \( \chi = 1 \). The Schrödinger spectral problem was discretized in a space of \( N_h = 500 \) piecewise linear functions. In Table 3, the error indicators are shown as function of the number of modes used to discretize the system. In Fig. 4 a comparison between the reconstruction of the ROM and the analytical solution is proposed, for \( N_M = 26 \) and \( N_M = 36 \), \( t = T_{\text{max}} \). When using \( N_M = 26 \) some errors in the shape and in the amplitude are still present, while, when \( N_M = 36 \), the profile motion is well captured, the error being only concentrated in small oscillations behind the wave. The main difficulty in integrating this test case is due to the large distance travelled by the wave, which is characterized by a relatively sharp profile. However, it is worth noting that the error is mainly due to the reconstruction (post-processing) stage. As said in Section 3.6, a better reconstruction scheme will be the object of future works.

Three-soliton propagation
A three-soliton propagation is taken as an example of \( n \) solitary interacting waves. The reference solution, shown in Fig. 5(a), has been generated by considering the Gelfand-Levitan-Marchenko equation, that, when solved for the KdV equation provides:

\[ u(x,t) = -2 \partial_x^2 \log(\det(I + A(x,t))), \tag{39} \]

where \( A \in \mathbb{R}^{n \times n} \) is the interacting matrix, written in terms of the scattering data [1]. In particular:

\[ A_{mn}(x,t) = \frac{c_m c_n}{k_m + k_n} \exp \{ (k_m + k_n)x - (k_m^3 + k_n^3)t \}, \tag{40} \]

where \( k_m, c_n \) are \( 2n \) scalar parameters that may be linked to position and speed of solitons (see [7]). For the present case: \( c = [5.0 \ 10^{-2}, 1.5 \ 10^{-1}, 1.0 \ 10^{1}], k = [1.0, 1.5, 1.75], x \in (-15,15) \) and \( t \in (0,0.5) \). This setting is challenging because of the interaction of the waves: at final time, two of them are fused together (Fig. 5).

The error indicators are computed as function of the number of modes. The results are shown in Table 4. The qualitative behavior of the scheme is good at reproducing the dynamics of the waves interaction, as it can be seen in Fig. 5(b). The error is mainly due to small oscillations arising in the flat part of the domain. The peak positions of the waves, as well as their amplitude is correct.
Figure 4: Comparison at final time between the exact solution and the solution obtained by integrating ALP with (a) $N_M = 26$, (b) $N_M = 36$. 
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Figure 5: (a) Initial and final configuration for the three-soliton solution (b) Comparison at $t = T_{\text{max}}$ between the exact solution and the solution obtained by integrating ALP with $N_M = 36$. 
Table 4: Error indicators for the KdV three-soliton test case as a function of the number of modes used to discretize the equations: first column $N_M$ is the number of modes, the second and the third one the time average and the maximum of the $L^2$ error.

### 4.3 Fisher-Kolmogorov-Petrovski-Piskunov equation

In this section the Fisher-Kolmogorov-Petrovski-Piskunov (FKPP) equation is considered as an example of non-isospectral flow equation, in a finite domain, with homogeneous Dirichlet or Neumann boundary conditions. This is a case for which (5) is a priori not satisfied.

#### 4.3.1 1D FKPP with homogeneous Dirichlet boundary conditions

The equation reads:

$$\begin{cases}
\partial_t u = \partial_x^2 u + \nu u(1-u), & \text{in } \Omega = [0,1], \\
u = 0, & \text{on } \partial \Omega.
\end{cases}$$

For the present case $\nu = 10^3$, the space domain is $[0,1]$ and $N_h = 250$. The time domain is $[0,7.5 \cdot 10^{-5}]$ and 100 integration points are taken. The reference solution is obtained by discretizing in space by means of piecewise linear functions and by using a mixed implicit-explicit scheme in time: the linear diffusion part of the equation is discretized by a Cranck-Nicolson scheme, the nonlinear term by an explicit second order Adams-Bashforth scheme, with $\Delta t = 7.5 \cdot 10^{-5}$. The initial solution is given by $u_0 = \exp\left(-10^2(x-0.25)^2\right) + \exp\left(-10^2(x-0.75)^2\right)$.

Inserting the modal approximation of the solution in the equation and using $\Delta \phi_i = -\left(\lambda_i + \chi u\right)\phi_i$, the following holds:

$$\partial_t \beta_i + \sum_{j=1}^{N_M} M_{ij} \beta_j = (\nu - \lambda_i) \beta_i - (\chi + \nu) \sum_{j,k=1}^{N_M} T_{ijk} \beta_j \beta_k.$$  \hfill (42)

Identifying (42) with (19) gives (19)$_{\beta}$, i.e. the relation between $\beta$ and $\gamma$ specific to the FKPP equation:

$$\gamma_i = (\nu - \lambda_i) \beta_i - (\chi + \nu) \sum_{j,k=1}^{N_M} T_{ijk} \beta_j \beta_k.$$ \hfill (43)

The system to be solved in the reduced space is therefore (19)$_{1-4}$, (43).

The error indicators considered to investigate the behavior of the ROM are:

$$\varepsilon_{L^2}^2 := \frac{1}{T_{\text{max}}} \int_0^{T_{\text{max}}} \varepsilon_{L^2}^2(t) \, dt = \frac{1}{T_{\text{max}}} \int_0^{T_{\text{max}}} \int_\Omega (u(u_{\text{ALP}})^2 \, d\Omega \, dt,$$  \hfill (44)

$$\varepsilon_{T_{\text{max}}}^2 := \varepsilon_{L^2}^2(t = T_{\text{max}}).$$ \hfill (45)
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Figure 6: (a) Plot of the reference solution of (41), at different times; (b) Comparison between the exact solution and the reconstructed one at initial time by using four modes.
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| $N_M$ | $\varepsilon_{L^2}$ | $\varepsilon_{T_{\text{max}}}$ |
|-------|---------------------|----------------------|
| 6     | 0.1722              | 0.2218               |
| 8     | 0.0522              | 0.0747               |
| 10    | 0.0304              | 0.0458               |
| 12    | 0.0163              | 0.0279               |
| 14    | 0.0097              | 0.0168               |
| 16    | 0.0059              | 0.0105               |

Table 5: Error indicators for the 1D FKPP test case as a function of the number of modes used to discretize the equations: first column $N_M$ is the number of modes, the second and the third one the average error in $L^2$ norm and the error at final time.

In Table 5 the values of the error indicators are written as a function of the number of modes used. The performance of the method is overall satisfactory. As done for the linear advection equation, the Frobenius norm indicator (31) is monitored. In Fig. 2(b) the time average and the maximum of this error indicator as a function of time are shown.

4.3.2 2D FKPP with homogeneous Neumann boundary conditions

The bidimensional FKPP equation reads:

$$\begin{aligned}
\partial_t u &= \Delta u + \nu u(1-u), \text{ in } \Omega, \\
\partial_n u &= 0, \text{ on } \partial \Omega,
\end{aligned}$$

(46)

where $\Omega$ is a bounded domain of $\mathbb{R}^2$.

Unit square geometry In this test case, $\Omega$ is a unit square. The number of degrees of freedom is about $N_h = 5700$. The logistic coefficient is $\nu = 50$, the final time $T_{\text{max}} = 5 \times 10^{-2}$ and $\delta t = 5 \times 10^{-4}$, so that 100 time iterations are performed. The same time step was considered for the ROM integration.

The initial datum is $u_0(x, y) = \exp(-50((x - 0.5)^2 + (y - 0.25)^2))$, whose isovalues are represented in Fig. 7(a). The solution $u$ gets closer to the lower boundary (see for instance Fig. 8(a)) in an initial phase, then a front tends to form and propagates upwards (as it is represented in Fig. 8(b-c)). In Fig. 7(b) the $L^2$ error of the reconstruction with $N_M = 40$ modes is shown as a function of time. The symmetry is not perfectly respected at the discrete level because the FEM mesh is unstructured and not symmetric.

The qualitative behavior of the reconstruction may be judged by comparing Fig. 8 (the reference solution) and Fig. 9 which shows the reconstruction, after post-processing, of the solution obtained by ALP when $N_M = 40$ and $\chi = 25$. The symmetry of the solution is not perfectly recovered, but the dynamical behavior is satisfactory, and the error at final time is reasonable, given that the number of degrees of freedom has been divided by about 150 with respect to the FEM solution. The same error indicators introduced for the 1D case are monitored and the results of the numerical simulations are written in Table 6.

T-shape geometry The same method has been applied to a T-shape geometry in which the front propagates and split (Fig. 10). The direct simulation was performed by using $P1$ finite elements for space discretization: the number of degrees of freedom was $N_h \approx 11300$. The final time is $T_{\text{max}} = 0.1364$ and $\delta t = 1.1 \times 10^{-3}$, the logistic parameter is set to $\nu = 75$. For the reduced
Figure 7: 2D FKPP equation on a square: (a) Initial datum, (b) $L^2$ error as a function of time when considering $N_M = 40$ modes and $\chi = 25$.

Figure 8: 2D FKPP reference solution at different times: (a) $t = T_{\text{max}}/4$, (b) $t = T_{\text{max}}/2$, (c) $t = T_{\text{max}}$.

| $N_M$ | $\varepsilon_{L^2}$ | $\varepsilon_{T_{\text{max}}}$ |
|-------|----------------------|-------------------------|
| 5     | 0.2152               | 0.0908                  |
| 10    | 0.1059               | 0.0432                  |
| 15    | 0.0837               | 0.0354                  |
| 20    | 0.0432               | 0.0270                  |
| 25    | 0.0241               | 0.0236                  |
| 30    | 0.0203               | 0.0234                  |

Table 6: Error indicators for the 2D FKPP test case on the unit square as a function of the number of modes used to discretize the equations: first column $N_M$ is the number of modes, the second and the third one the average error in $L^2$ norm and the error at final time.
Figure 9: 2D FKPP ROM solution, obtained with $N_M = 40$, $\chi = 25$ at different times: (a) $t = T_{max}/4$, (b) $t = T_{max}/2$, (c) $t = T_{max}$.

Figure 10: 2D FKPP T-shape test case: mesh, with $N_h \approx 11300$ vertices.
Figure 11: 2D FKPP reference solution for the T-shape test case, at different times: (a) $t = 0$, (b) $t = T_{\text{max}}/2$, (c) $t = T_{\text{max}}$.

Figure 12: 2D FKPP ROM solution for the T-shape test case, obtained with $N_M = 30$, $\chi = 1$ at different times: (a) $t = 0$, (b) $t = T_{\text{max}}/2$, (c) $t = T_{\text{max}}$.

order model, the scattering constant was set to $\chi = 1$, the number of modes retained was varied to study the discretization properties, the time step was kept equal to that of the direct simulation. The results are shown for $N_M = 30$ modes. The $L^2$ relative error of the solution stays under 10% for the whole simulation. The average on the evolution simulated is $\varepsilon_{L^2} = 0.0279$. In Fig. 11 three snapshots of the reference solution are shown at $t = 0$, $T_{\text{max}}/2$, $T_{\text{max}}$. At the same time instants, the solution obtained by reconstructing the ROM solution is shown in Fig. 12. The dynamics is well recovered, the front position and shape are well rendered all along the evolution. We notice some inaccuracies concerning the front shape when the splitting occurs (see Fig. 12(b)).

Remark. Equation (42) is a vector logistic equation, whose stability of course depends on the respective influence of first order and quadratic terms. The larger $\nu$ the larger is the number of modes needed to have $\nu < \lambda_p$. Depending on the problem symmetries and on the form of tensor $T$, we noticed that an unstable behavior could occur for some subspaces of modes. We tested numerically the stability properties but a more careful analysis is in order. Roughly speaking, the larger $\nu$, the larger is the number of modes that have to be considered to have a stable
integration of the ODE.

5 Comparison with the Semi Classical Signal Analysis

In a preliminary version of this work [8], an approximation based on the Semi Classical Signal Analysis (SCSA) was used. Although it is less general than the approximation by the eigenmodes basis, it may be interesting in some applications. In this Section both approaches are compared.

The SCSA was proposed in [11], analyzed in [13], and successfully used for different applications to signal analysis in hemodynamics [12, 14]. It partially relies on the results by Lax and Levermore (see [16] and [22]). It consists in only keeping the eigenmodes of \((\lambda_n)_{n=1}^{N-}\) corresponding to the negative eigenvalues to approximate \(u\) by the Deift-Trubowitz formula:

\[
\tilde{u}(x) = \chi^{-1} \sum_{m=1}^{N-} \kappa_m \phi_m^2, \tag{47}
\]

with \(\kappa_m = \sqrt{-\lambda_m}\). It clearly appears that this approach is limited to nonnegative signals. The parameter \(\chi > 0\) is chosen in order to reach the desired accuracy. For large values of \(\chi > 0\), the representation is more accurate, but also more expensive since the number of negative eigenvalues is larger. This decomposition is exact for a certain class of functions, called reflectionless potentials in physics. In the special case of the KdV equation, it corresponds to the decomposition of the solution in solitons. It has been shown in [12] that the artery blood pressure and flow rate can be accurately approximated with only a few modes with this formula.

The approximation by the eigenfunctions and the SCSA are compared through their relative \(L^2\) error:

\[
\epsilon^2_{L^2} := \frac{\int_{\Omega} (u - \tilde{u})^2 \, d\Omega}{\int_{\Omega} u^2 \, d\Omega},
\]

where \(u\) is the function that has to be approximated, and \(\tilde{u}\) is obtained either by (17) or (47).

5.1 Static signals approximation

The first tests deal with the approximation of given signals, without considering any dynamics.

Realistic blood flow signal A first example is proposed on a realistic aortic flow. On this kind of signals, the SCSA (47) performs usually better than the approximation based on the eigenfunctions (17).

The parametric space \(\chi := [10^2, 5 \cdot 10^3]\) was uniformly sampled. The maximum number of solitons (eigenfunctions squared) was, for each value of \(\chi\), the number of negative eigenvalues. For the eigenfunction reconstruction, the approximation error was monitored up to \(N_M = 40\) modes.

In Table 7 the errors for the two reconstructions are reported. In particular, for a fixed \(N_M\) the optimal \(\chi\) and the associated error are written. The two representations give similar results. However, the soliton reconstruction is slightly better and, for certain values of the parameter \(\chi\), we need to increase the number of modes for the eigenfunction reconstruction in order to have the same performances as with the solitons. In Fig 13(a) the errors in \(L^2\) norm are shown as a function of the number of modes, for an optimal choice of the parameter \(\chi\) (see Table 7). In Fig 13(b) the reconstructions are compared: the dot-dashed line, in black, is the target, the reconstruction based on the eigenfunction expansion is plotted in blue, the soliton one in red. The two reconstructions are similar but, for a given number of modes, the one based on solitons is better at capturing the features of the signal.

\[\text{If } u(x) \text{ is not nonnegative, it is replaced by } u(x) - \min_{x \in \Omega} u(x)\]
Figure 13: (a) Errors in $L^2$ norm for optimal $\chi$, varying the number of modes, see Table 7. (b) Comparison: in blue the eigenfunctions reconstruction, in red the eigenfunctions squared one, black-dashed is the target solution. $N = 5, \chi = 1000$. 
Table 7: Errors of the two representations as a function of the number of modes used \((N_M)\). The columns \(\chi_s\) and \(\chi_e\) are the values of the parameter for which the error of the soliton and eigenfunction reconstructions is the smallest one, \(\varepsilon_s\) and \(\varepsilon_e\) are the errors.

| \(N_M\) | \(\chi_s\) | \(\varepsilon_s\) | \(\chi_e\) | \(\varepsilon_e\) |
|---------|-------------|-------------------|-------------|-------------------|
| 5       | 1.04 \(10^4\) | 6.37 \(10^{-2}\) | 1.38 \(10^4\) | 7.83 \(10^{-2}\) |
| 6       | 1.63 \(10^3\) | 4.94 \(10^{-2}\) | 1.88 \(10^3\) | 6.79 \(10^{-2}\) |
| 7       | 2.28 \(10^3\) | 3.99 \(10^{-2}\) | 3.07 \(10^3\) | 5.38 \(10^{-2}\) |
| 8       | 3.17 \(10^3\) | 3.43 \(10^{-2}\) | 3.81 \(10^3\) | 4.73 \(10^{-2}\) |
| 9       | 4.21 \(10^3\) | 3.16 \(10^{-2}\) | 3.76 \(10^3\) | 4.35 \(10^{-2}\) |
| 10      | 4.31 \(10^3\) | 2.82 \(10^{-2}\) | 3.61 \(10^3\) | 4.30 \(10^{-2}\) |

**Double gaussian profile** We consider a target function defined by \(u(x) = \exp(-250(x - 0.25)^2) - \exp(-250(x - 0.75)^2)\). Note that it has a negative part, the approximation based on solitons cannot be used in that case. The function was therefore translated to be nonnegative and then both the reconstructions were tested (see Figure 14). In Fig.14(a) the error in \(L^2\) norm is shown in semi-logarithmic scale as a function of the number of modes used. The eigenfunction reconstruction (in black), built by setting \(\chi = 250\), converges very fast, while the reconstruction based on the solitons (in blue) converges poorly. In Fig.14(b) a comparison of the reconstructions is shown when \(N = 50\), that confirms that the eigenfunctions squared reconstruction is not well adapted in this case.

In conclusion, the approximation by eigenfunctions has a clear advantage of generality. Nevertheless, the approximation by solitons may be interesting for some specific signals and further studies would be useful to better understand its properties.

### 5.2 KdV equation

The KdV equation, when the solution is an \(n\)-solitons, is a typical example in which the expansion of the solution as sum of eigenfunctions squared performs better, the error being merely due to space discretization. Indeed, in this case, as well as for other integrable systems, the proposed approach is a numerical discretization of Lax pairs, whose analytical expression for KdV (see for instance [11]) reads:

\[
\mathcal{L}(u) = -\partial_x^2 \cdot -u, \quad (48)
\]

\[
\mathcal{M}(u) = 4\partial_x^2 \cdot +3u\partial_x \cdot +3\partial_x(u). \quad (49)
\]

Doing as if the Lax pair was unknown, we consider the one-soliton and the three-soliton propagations. Let us denote the number of negative eigenvalues of the Schrödinger operator by \(N_-\). The soliton reconstruction \(u = \sum_{i=1}^{N_-} \alpha_i\phi_i^2\) is assumed and the ALP algorithm rederived accordingly, only few changes being necessary.

The soliton expansion is injected into the Eq.\(22\), leading to:

\[
\sum_{i=1}^{N_-} \partial_t \alpha_i \phi_i^2 + \alpha_i \left( \partial_t (\phi_i^2) - 4\lambda_i \partial_x (\phi_i^2) \right) + 4 \sum_{i,j=1}^{N_-} \alpha_i \alpha_j \left( \phi_i^2 \partial_x (\phi_j^2) - \phi_j^2 \partial_x (\phi_i^2) \right) = 0. \quad (50)
\]

Since the last term is a quadratic symmetric form of a skew-symmetric term, it is equal to zero.
Figure 14: (a) Errors in $L^2$ norm varying the number of modes in semi-logarithmic scale (b) Comparison: in blue the eigenfunctions reconstruction ($\chi = 250, N = 50$), in red the eigenfunctions squared one ($\chi = 2.5e4, N = 50$), black-dashed is the target solution.
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and the equation reduces to:
\[ \sum_{i=1}^{N} \partial_t \alpha_i \phi_i^2 + \alpha_1 \left( \partial_t (\phi_1^2) - 4 \lambda_1 \partial_x (\phi_1^2) \right) = 0, \] (51)

which highlights some properties of the solution. By projecting this equation on the basis, an evolution ODE for the coefficients is obtained:
\[ \partial_t \alpha_i + 2 \sum_{j=1}^{N} (M_{ij} - 4 \lambda_j D_{ij}) \alpha_j = 0, \] (52)

where \( D_{ij} = \langle \partial_x \phi_j, \phi_i \rangle \). The evolution of the matrix \( D \) is governed by
\[ \dot{D} + [D, M] = 0. \] (53)

The basis evolution is accounted for by using the Eq.(19) and, in this case, \( \gamma = \gamma(\alpha) = 8 \sum_{j=1}^{N} \lambda_j \alpha_j D_{ij} \) is substituted to Eq.(19).

**One-soliton solution** As \( u_0 \) is the initial datum of the one-soliton propagation and \( \chi = 1 \) provides the analytical expression for \( \mathcal{L}(u) \) in the case of the KdV equation (see Eq.(48)), only one eigenvalue belongs to the discrete spectrum and the corresponding mode squared is exactly \( u_0 \), up to discretization errors (\( 10^{-4} \) in \( L^2 \) norm for the present case).

The ALP-ROM was integrated by using a \( \delta t = T_{\max} / 2500 \), varying the number of modes \( N_M \) used to represent the operators.

For the KdV equation, an analytical results holds for the coefficients: \( \alpha_1(t) = \alpha_1|_{t=0} \). The Reduced Order Model allows to recover this result: in Fig.15(b) the error between the exact and the simulated value for \( \alpha_1 \) is shown as function of time when only \( N_M = 5 \) modes were used. The error on \( \alpha_1 \) in the reduced space weakly depends upon \( N_M \). The number of modes used to discretize the operators has an influence in the postprocessing stage, so that it affects the error between the analytical and the reconstructed solution.

In Table 8, the error indicators for this case are shown as function of the number of modes used to discretize the operators. The qualitative agreement between the reconstructed solution and the analytical one is shown, at final time, in Fig.15(a), for \( N_M = 25 \): all the features of the wave are well captured by the reduced order solution.

**Table 8:** Error indicators for the KdV one-soliton test case as a function of the number of modes used to discretize the equations: first column \( N_M \) is the number of modes, the second and the third one the time average and the maximum of the \( L^2 \) error.

| \( N_M \) | \( \bar{\varepsilon}_{L^2} \) | \( \max(\varepsilon_{L^2}) \) |
|---|---|---|
| 26 | 0.0817 | 0.1774 |
| 28 | 0.0524 | 0.1141 |
| 30 | 0.0374 | 0.0826 |
| 32 | 0.0302 | 0.0690 |
| 34 | 0.0269 | 0.0637 |
| 36 | 0.0184 | 0.0517 |

RR n° 8454
Figure 15: (a) Comparison between the exact solution and the solution obtained by integrating ALP with $N_M = 25$, $N_- = 1$, (b) error in time for $\alpha_1$ when ALP is integrated with $N_M = 5$. 
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| $N_M$ | $\varepsilon_{L^2}$ | $\max_t(\varepsilon_{L^2})$ |
|-------|-----------------|------------------|
| 28    | 0.0237          | 0.0332           |
| 32    | 0.0123          | 0.0204           |
| 36    | 0.0098          | 0.0185           |
| 40    | 0.0047          | 0.0102           |
| 44    | 0.0023          | 0.0086           |
| 48    | 0.0015          | 0.0038           |

Table 9: Error indicators for the KdV three-soliton test case as a function of the number of modes used to discretize the equations: first column $N_M$ is the number of modes, the second and the third one the time average and the maximum of the $L^2$ error.

Three-soliton solution The spectral problem is solved at initial time and, by setting $\chi = 1$, three distinct eigenvalues are found in the negative part of the spectrum. This is in agreement with the analytical results and highlights the ability to decompose a traveling (non-linearly interacting) waves system in its basic components, and propagate them separately.

The results are similar to those obtained for the simpler one-soliton case. In particular, the coefficients $\alpha_{1,2,3}$ do not vary in time up to $10^{-4}$, so that the error in the reduced space is negligible and the analytical result is recovered. The error in the high dimensional space is governed by the number of modes $N_M$ used for the discretization of the operators and in the post-processing stage. The errors are shown in Table 9.

6 Conclusions and perspectives

We have proposed a new reduced-order model technique, called ALP, consisting of three stages. First, a set of orthonormal eigenfunctions of a linear Schrödinger operator associated with the initial condition is computed. Second, a projection of the PDE on the time dependent basis of the reduced order space is solved. Third, the solution is reconstructed on the full order space by propagating the reduced order basis in time with an approximation of a Lax operator. Interestingly, it is not necessary to perform the reconstruction stage to solve the equation in the reduced order space.

The method was successfully tested on the linear advection, the KdV and the FKPP equations in 1D and 2D. It seems to be well-adapted to systems modeling propagation phenomena. Unlike other reduced-order methods, it does not rely on an off-line computation of a large data set of solutions.

The application of ALP to other problems is currently under investigation, in particular to a set of Euler equations modeling a network of arteries and to cardiac electrophysiology problems. Many questions would deserve further investigations: the number of modes could be adapted along the resolution, for example based on the indicator (31); other operators than the Laplacian might used for operator $L$; other time schemes could be used to solve the reduced order dynamics (19) or the modes propagation (22); a more precise reconstruction method could be devised; the role of parameter $\chi$ should be further investigated; the scheme could be extended to handle non-polynomial nonlinearity; etc. This will be the subject of future works.
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