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ABSTRACT

This paper proposes a novel productivity estimation model to evaluate the effects of adopting Artificial Intelligence (AI) components in a production chain. Our model provides evidence to address the "AI's" Solow's Paradox. We provide (i) theoretical and empirical evidence to explain Solow's dichotomy; (ii) a data-driven model to estimate and assess productivity variations; (iii) a methodology underpinned on process mining datasets to determine the business process, BP, and productivity; (iv) a set of computer simulation parameters; (v) and empirical analysis on labour-distribution. These provide data on why we consider AI Solow’s paradox a consequence of metric mismeasurement.
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1 Introduction

Every time we integrate new technology into a company’s operation, we assume it will increase the current productivity; because the same volume of production would be reached out using smaller inputs of other factors of production, or, with the same resources, we might increase the production [1]. Solow-Swan’s model showed that increments in capital and labour only conduct to a time increase until the organisation reaches a steady-state growth. Meanwhile, technological changes deliver permanent growth [2]. However, in the 1970s and 1980s, the computing revolution, the massive introduction of computers in all industry sectors, did not create significant productivity growth [3]. The Nobel-Prize-winning economist, Robert Solow, noticed this abnormality and stated: "we see the computer age everywhere except in the productivity statistics". This argument is called the "Solow's paradox" [4].

Since Solow’s paradox formulation, it caught the researcher’s attention. By the mid-1990s, they proposed four groups of explanatory arguments: (1) false hopes, (2) productivity mismeasurement, (3) concentrated distribution and rent dissipation, and (4) implementation and restructuring lags[5].

In 1996, researchers finally deciphered the paradox: “We conclude that the productivity paradox disappeared by 1991, at least in our sample of firms” [6]. According to this study, productivity models were based on loosely limited statistical analysis; these prototypes underestimated the economic benefits of computers. Additionally, new information systems implementation was problematic due to a shortage of specialised personnel.

Our central motivation is developing a methodology to interpret how digital automation (accelerated by recent advances in the AI space) impacts production chains and causes labour displacements. Relevant literature contains few models to forecast the effect of AI integration into business processes. These techniques require considerable amounts of interventional data to produce results. Unfortunately, well-controlled interventional studies in production chains are not widely available[7].

With these requirements and constraints in mind, we sought to: (i) provide theoretical and empirical evidence to address the Solow’s paradox ("lack of evidence of productivity improvement for AI-based interventions"); (ii) develop a micro-economic level, data-driven model to estimate and assess productivity variations after automation interventions within business process (BP) workflows; (iii) building a methodology that uses process mining to support productivity estimation and analysis within BP workflows; (iv) determine a systematic method to parametrise productivity estimations.
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for BP workflows; (v) and provide an empirical analysis of labour-redistribution of the model on a well-document public case study.

This work is organised as follows: Section II provides related work, and Section III introduces key economic modelling concepts. Section IV describes our methodology. The proposed model is explained in section V. Section VI and VII introduce results and discussion, respectively. Lastly, we present our conclusions.

2 Related Work

In the mid-2010s, early Artificial Intelligence (AI) firm adopters stated that the acquisition of Natural language Processing (NLP) systems generated savings and productivity increments [8]. However, empirical evidence showed that productivity benefits were not easy to track [9]. AI integration exhibited the conditions of a Solow’s Paradox redux. This phenomenon motivated several works. They aimed to identify the reasons for the absence or emergence of AI productivity effects [10]. These studies followed two main approaches: pessimistic reading of the empirical past and optimism about the future [5]. The first group suggests that AI provided benefits, but statistics did not accurately capture them. The second one states that AI advantages are not yet part of the business operation [11]. Both perspectives employ macroeconomic information and lack the suitable tools to seize the data up to the task level [5]. As a consequence, productivity assessment transfers AI benefits to other evaluation axes. The outcome, then, is an averaged result[12]. On the other hand, the optimistic course implies that there is a period in which technology is not mature enough to produce a discernible influence on productivity growth[13].

It is clear, then, that a model capable of measuring productivity variations at a task level can provide the methodological support to disambiguate the current controversies. Some other works have found that a mismatch between technology and workers’ skills negatively affects productivity [14]. AI systems assemble new "hybrid” duties that become part of the automated process[15]. The analyses conclude that labour composition is another factor that might harm productivity estimation [16 17]. In other words, AI systems might require more labour to execute the automated BP [18]. Hence, process inputs would change, and so the production volume [8]. Therefore, labour composition is another relevant factor for AI productivity assessment.

Apart from these two main study segments, we identified a third one: AI Capital. AI capital is the portion of the income generated by those activities automated with AI systems [19]. AI cash inflows are not challenging to track [20]. Unfortunately, it is complex to determine the root cause of these income streams [21]. Some authors state that market conditions are responsible for the generated wealth [22]. In other words, AI Capital models require considerable data to produce results.

The three approaches employ either Cobb-Douglas equations or variations to represent companies’ production [15 23 10]. This function family is exponential [2]. Hence, parameter determination requires considerable effort [16]. To ease computations, researchers employ logarithmic techniques. In this fashion, linear regression methods are suitable to determine production parameters[22]. Unfortunately, business processes store averaged information across different databases[21]. Hence, AI-systems contributions dilute across the business [22]. Determining the productivity gains behind digital technologies provides a fundamental translation of value between the technology investment and the financial results [1 10].

To tackle this issue, we explored emerging process mining frameworks which induce and business processes based on event logs[24], where an event is the basic unit of a BP. Each event provides basic information such as completion timestamp, executor, and activity costs[25]. There are several process mining log formats. However, process mining researchers and practitioners adopted the IEEE XES format as a standard [26] which has a formal and canonical schema, recording compulsory fields and offering the possibility of including customised data in XML structure[27]. We found that process mining would provide adequate granularity and a feasibility argument to facilitate the measurement of productivity changes, dialoguing with the lower barriers provided by logs in contrast to competing more formal frameworks (such as Business Process management - BPM workflows).

Our examination of the relevant literature revealed a three-point gap: 1) labour productivity analysis should cover the task level characterisation[5 28], 2) the interest in Solow’s Paradox grew more towards measuring the impact of shifts in labour input than towards the identification of the sources of AI capital streams[29], 3) process mining might provide the required data to produce better productivity evaluations[27].

3 Estimating Productivity: Key Definitions

In this section, we outline key critical definitions used throughout this paper.
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**Business Processes (BPs).** A Business Process (BP) is a series of coordinated activities that deliver a service or product[30]. These production chains are usually represented with Business Process Model and Notation (BPMN)[31]. Each task is an abstraction of a production step that is parametrised in terms of production time and skill-set distribution[32]. These sketches provide information on task ownership, dependencies, information inputs and outputs[33].

**Productivity.** Productivity is the relation between the output generated by a BP and the required resources to create this result[34]. Then, productivity can be described as follows:

\[ P = \frac{Y}{T}. \]  

where production/output, \( Y \), is the estimated volume of products/services generated by a firm, and \( T \) is the labour input, the number of worked hours, to produce these outputs[29].

**Solow’s paradox.** ”‘You can see computers everywhere but in the productivity statistics’, wrote Robert Solow in 1987. His dictum spawned several decades of economic research aimed at solving the mystery that has become known as the ‘Solow Paradox’: massive investment in computers but no net gain in productivity”[9]. ”Solow’s paradox” attracted the attention of researchers and, after several years, some examinations concluded the paradox disappeared, at least for the analysed sample: ”our sample consisted entirely of relatively large ‘Fortune 500’ firms”[6]. From the proposed conjectures, mismeasurement, was one of the most analysed. ”The closer one examines the data behind the studies of IT performance, the more it looks like mismeasurement is at the core of the 'productivity paradox’”[35].

Based on this, we decided to orchestrate our efforts toward expanding an answer for the ”Solow’s Paradox”. Thus, we propose a model to analyse productivity variations due to the introduction of automation changes, in the digital context, motivated by the growth in the adoption of AI.  

**Stochastic queues.** A stochastic queue is a system that consists of two parts: a server and a queue. An event item arrives in the queue. The time for the item to be processed is dependent on the waiting (queueing) time and the service (processing) time[36]. Our strategy is to substitute each BP activity for a queue system. Each system belongs to a specific queue category. In this manner, it is possible to simulate the introduction of automation in a given BP. We defined three types of queue systems, dialoguing with the Cobb-Douglas equation: low-skilled workers, high-skilled workers and automated systems. Queue system type selection depends upon the activity description.

**4 Methodology**

We propose a novel method to estimate productivity and labour distribution changes of BPs after the introduction of automation. For that purpose, we designed the experiment described in figure[1].

We analysed two datasets, 2012 and 2017, from the BPI Challenge. They describe a process that belongs to the same financial institution[37, 38]. The process changed over the time. Automation was integrated into the process. Thus, we found information about the BP state before and after the intervention.

As part of the BPI Challenge, participants produced a report on every workflow being represented via the logs. We employed this information to identify the labour composition of the BP.

We applied the proposed parametrised queue-based productivity model and were able to produce a report on productivity fluctuations and queue system parameters. Our model presented a novel method to analyse productivity variations a priori and posteriori with minimum information requirements (building upon existing process mining frameworks). Moreover, the same model can be used to report labour displacements.

**5 Proposed model**

Economists usually express production functions as Cobb-Douglas equations. This family of functions are exponential and depends on two variables: labour and cost of capital. The exponent is known as the elasticity factor and reflects the impact of these two inputs in the production[39].

Unfortunately, the Cobb-Douglas functions do not provide information on labour distribution. Thus, we employed an equivalent production function:

\[ Y = (L + AX)\alpha H^{1-\alpha} \]

where \( Y \) is the production of some good, that employs high-skilled labour hours, \( H \), low-skilled labour hours, \( L \), an input good that substitutes low-skilled labour, \( X \), and applies \( \alpha \in (0, 1) \) to trace the relative shares of the high and low-skilled labour at a rate \( A \)[19].
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Additionally, we integrated the following postulates:

- Production will keep constant after the introduction of a localised automation intervention. We assumed that no additional material/financial resources would be added to the BP.

- Each BPMN component represents BP’s task. Tasks, then, are transformed into three queue system types:
  1. Low skilled queues, \( l_{y_i} \),
  2. High skilled queues, \( h_{y_j} \), and
  3. Automated system queues, \( x_{y_k} \).

where \( y \) can be identified either as \( n \) or \( a \) for non-automated and automated task respectively. Figure 2 also shows the variable \( \tau_y \) that represents the execution time of a \( n \) or \( a \) BP type.

To assess productivity variations, we defined a BP productivity variation ratio as:

\[
\delta p := \frac{p_a}{p_n}
\]  
(2)

where \( p_n \) and \( p_a \) are the labour productivity values of the BP before adopting the activity automation and after respectively.

Adapting equation 1 and formalising our initial statements, we obtained the following:

\[
\delta p = \frac{\tau_n}{\tau_a}
\]  
(3)

\[
\tau_a = \begin{cases} 
(1 - \psi)\tau_n, & \text{if } \delta p \geq 1 \\
(1 + \psi)\tau_n, & \text{if } 0 < \delta p < 1 
\end{cases}
\]  
(4)

*Figure 1: Experiment modelling diagram.*
where $\psi$ is the change rate in BP execution time, due to the automation, figure 3 describes this behaviour. From 3 and 4

$$
\psi = \begin{cases} 
(1 - \frac{1}{\delta p}), & \text{if } \tau_n \geq \tau_a \\
\left(\frac{1}{\delta p} - 1\right), & \text{if } \tau_n < \tau_a 
\end{cases}.
$$

(5)

We can dissect $\psi$ into two components: the contribution rate due to the localised automation gain, $\gamma$, and the contribution of the impact on the other tasks due to its integration, $\theta$. See figure 3.

Therefore:

$$
\psi = \begin{cases} 
\theta + \gamma, & \text{if } \tau_n \geq \tau_a \\
\theta - \gamma, & \text{if } \tau_n < \tau_a 
\end{cases}.
$$

(6)

Thus, we can estimate $\gamma$ in the following way:

$$
\gamma = \kappa \psi.
$$

(7)

$\kappa$ represents the promised improvement in the execution time due to the introduction of the automated activity. In this fashion, $\gamma$ denotes the actual improvement rate.

Considering the complete form of equation 2 we have the following:

$$
\delta p = \frac{\tau_n}{\tau_a} \left( \frac{l_a + a_a x_a}{l_n} \right)^{\alpha} \left( \frac{h_a}{h_n} \right)^{(1-\alpha)}.
$$

(8)

Figures 4 and 5 show the geometric interpretation of the low-skilled (ls) worker distribution. The figure 4 shows the case when the introduction of automation reduces the number of low-skilled worker hours. $l_a$ should move towards zero whereas $x$ should grow. Thus $l_a + a_a x_a$ tend to $l_n$ at a rate of $a_a$. The figure 5 shows the case when the introduction of automation produces an increment in the number of low-skilled worker hours. These changes indicate that we would
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require more personnel to execute the process. In this case, the effect over \( l_a \) surpasses the value of \( l_n \). As in the previous case, \( l_a + a_a x_a \) should reach the value of \( l_n \) at a descendent rate of \( a_n \).

Thus, grouping and simplifying terms, we have:

\[
\begin{align*}
  h_a &= h_n, \\
  R &= (1 - \frac{l_a}{l_n}), \\
  a_n &= \frac{l_n - l_a}{x_a}.
\end{align*}
\]

(9a) (9b) (9c)

where \( R \) is the share of hours at potential risk for becoming redundant due to the integration of an automated activity.

6 Results

6.1 Productivity performance and labour composition

After reconstructing the BPs from both logs, figs[6] and [7] we identified the main paths of each process. A main path is a series of activities that go from an initial state to a final state [33]. We found three main paths. See table[1] Paths describe the initial and final process state. As we can see, these paths are equivalent in 2012 and 2017. Each path contains an automated task. The process state names changed between 2012 and 2017.

Path A describes the scenario when the loan request did not accomplish a requirement. Path B represents the case when the financial institution approved the loan request and the customer accepted the authorised loan offer. Finally, Path C shows the situation when the customer neither accepted the loan offer, supplied the required documentation nor wanted the loan last minute.

Then, we calculated the average process duration per path. See figures[8] and [9].

Figure[8] shows the total execution time. These results contain all process activities. Even those that exclusively depend on the customers. Customer activities introduce overhead in the process. This factor considerably impacts execution times and productivity.
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On the other hand, figure 9 portrays the execution without customer activities. Performance, in general, displays improvements. These two measured scenarios represented a unique opportunity to observe and characterise the impact of the automation intervention. In both cases, there is labour displacement. Tables 2 and 3 show the productivity results, and 4 to 9 show the labour displacement per path.

|   | A   | B   | C   |
|---|-----|-----|-----|
| $\delta p$ | 0.12 | 0.92 | 0.87 |
| $\kappa$  | 0.34 | 0.31 | 0.77 |
| $\psi$   | 7.03 | 0.09 | 0.15 |
| $\gamma$ | 2.36 | 0.027 | 0.12 |
| $\theta$ | 9.39 | 0.11 | 0.27 |

Table 2: Metrics by execution path with customer time.

|   | A   | B   | C   |
|---|-----|-----|-----|
| $\delta p$ | 2.47 | 11.70 | 12.56 |
| $\kappa$  | 0.07 | 0.07 | 0.14 |
| $\psi$   | 0.60 | 0.91 | 0.92 |
| $\gamma$ | 0.04 | 0.07 | 0.13 |
| $\theta$ | 0.55 | 0.85 | 0.79 |

Table 3: Metrics by execution path w/o customer time.

6.2 Queue system parameters

Tables 10 and 11 show the recommended parameters to simulate under and over-performed processes. Queue parameters are presented as factors. Therefore, we should only multiply the current queue values and substitute them in our model to simulate the introduction of automation in a specific BP. We labelled the columns with the legend $[\times n]$, which means: the factor times the value of the BP’s non-automated queue.
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| Variable | 2012      | 2017      |
|----------|-----------|-----------|
| H [s]    | 14481.39  | 189161.40 |
| L [s]    | 70143.47  | 279719.92 |
| X [s]    | N/A       | 272510.87 |
| A [dimensionless] | N/A   | -0.77     |
| R [dimensionless] | N/A   | -2.99     |

Table 4: Average path A labour composition with customer time.

| Variable | 2012      | 2017      |
|----------|-----------|-----------|
| H [s]    | 23431.80  | 8207.89   |
| L [s]    | 54256.01  | 206612.05 |
| X [s]    | N/A       | 8215.09   |
| A [dimensionless] | N/A   | -18.55    |
| R [dimensionless] | N/A   | -2.81     |

Table 5: Average path A labour composition w/o customer time.

| Variable | 2012      | 2017      |
|----------|-----------|-----------|
| H [s]    | 27733.48  | 5457.20   |
| L [s]    | 49796.97  | 223307.38 |
| X [s]    | N/A       | 36512.86  |
| A [dimensionless] | N/A   | -4.75     |
| R [dimensionless] | N/A   | -3.48     |

Table 7: Average path B labour composition w/o customer time.

| Variable | 2012      | 2017      |
|----------|-----------|-----------|
| H [s]    | 84905.26  | 88975.25  |
| L [s]    | 93235.49  | 267421.80 |
| X [s]    | N/A       | 33373.55  |
| A [dimensionless] | N/A   | -5.22     |
| R [dimensionless] | N/A   | -1.87     |

Table 8: Average path C labour composition with customer time.

| Variable | 2012      | 2017      |
|----------|-----------|-----------|
| H [s]    | 203499.39 | 328146.74 |
| L [s]    | 328146.74 | 36512.86  |
| X [s]    | N/A       | 33373.55  |
| A [dimensionless] | N/A   | -5.22     |
| R [dimensionless] | N/A   | -1.87     |

Table 9: Average path C labour composition w/o customer time.

As for the automated systems queues, table 12 and 13 present the suggested parameters based on our results. Therefore, they are a starting point for the simulation of a BP automation intervention.

7 Discussion

Figures 8 and 9 show the execution times of the identified paths. We ordered the courses in pairs. The first name corresponds to the 2012 process and the second one to 2017. Figure 8 exhibits that after the introduction of automation, the BP increased its average completion time. Table 2 expands this information. Each column describes performance values per path. As for path A, in table 2, we can observe that δp shows a productivity decrement. κ reveals that BP execution improved by 33.59%. However, the counter effects represented by θ are meaningful; about 939.38%. κ and θ values mean that average time enhanced and decreased, respectively, in that proportion. Paths B and C display similar results. On the other hand, figure 9 presents the opposite results. This chart did not consider tasks that depended on customer inputs. In other words, activities that are not accountable to the organisation. Figure 9 on the other hand shows the opposite outcomes. Task filtering is the justification for this behaviour. The jobs that were solely liable to the BP client were filtered out. For instance, 'Request form completion' or 'Loan acceptance'. As a result, figure 9 only shows the duration of the activities where the agent is an employee of the company. Table 3 shows that the evaluation of non-customer-based tasks improved the productivity variations indicator δp. κ and θ have values smaller than one. This feature is a sign that the change in the BP improved productivity. δp, for all the paths, shows considerable improvements. We can infer, then, that customer-dependent tasks may introduce distortions to productivity evaluations. The misshaping consists of including the BP client execution time. In this manner, one request may appear to take longer to process than cases where only the firm’s personnel interveined. As a result, averaged metrics may produce results that do not correspond to BP performance. We can also notice that δp values larger than one means that the adoption of the new technology in the analysed BP improved labour productivity. As for the labour displacement, tables 4 to 9 show the composition per path. Each table contains the value of the average execution of high-skilled, low-skilled, and automated system hours. They also include A and R values. Our model considers that all values should be positive. In the case of A, a positive number indicates a surge in the number of automated hours until they replace the intervention of low-skilled workers. A negative value for R denotes that we need extra low-skilled worker hours to complete the task. Thus, we can infer that labour costs may increase after the introduction of automation. Furthermore, A describes how quickly technological advancements would reduce low-skilled worker hours. We anticipate a L reduction in this
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| Queue type | $\lambda$ [× n] | $\mu$ [× n] |
|------------|------------------|--------------|
| $l$        | 2.29             | 0.04         |
| $h$        | 2.05             | 2.11 $\times 10^{-3}$ |

Table 10: Queue parameters for: $n \to a$ with customer time.

| Queue type | $\lambda$ [× n] | $\mu$ [× n] |
|------------|------------------|--------------|
| $l$        | 2.29             | 0.41         |
| $h$        | 2.05             | 0.02         |

Table 11: Queue parameters for: $n \to a$ w/o customer time.

| Queue type | $\lambda$ [customer/s] | $\mu$ [customer/s] |
|------------|-------------------------|---------------------|
| $a$        | 1.10                    | 1.29                |

Table 12: Queue parameters for: $n \to a$ with customer time.

| Queue type | $\lambda$ [customer/s] | $\mu$ [customer/s] |
|------------|-------------------------|---------------------|
| $a$        | 1.10                    | 6.01                |

Table 13: Queue parameters for: $n \to a$ w/o customer time.

Another interesting finding is the $R$ value for path B. See tables 2 and 6. The majority of the loan requests are grouped in Path B. Despite having the best productivity variation, $R$ shows that the BP would need to hire more low-skilled workers. We also discovered that after removing customer-dependent activities, the process would require roughly twice as many $L$ low-skilled hours as the initial scenario. See the “2017” column in tables 6 and 7.

Process reports can explain this behaviour. Automation introduced the possibility of processing a higher number of loan requests. Each request requires the customer to provide additional information and documents. Thus, the institution requires that bank employees track the request and ask the customer to complete the process. Therefore, more requests imply more agents. Both scenarios reflect this feature. We can infer that labour composition and productivity variations are not related. Moreover, productivity improvement does not directly imply less low-skilled worker hours. The introduction of automation may cause an increment in this variable as well.

Tables 10 and 11 show that with or without response customer time, the waiting time duplicated its value; as for the service time, it reduced the pre-automation service rate. We presented these weights as factors to simulate the integration of the automation intervention in a BP. Therefore, process designers only have to multiply their current queues system values by the proposed rates to obtain the recommended simulation values.

On the other hand, tables 12 and 13 automated systems’ queues, contain the parameters we found in our test case. These values show that waiting time remained the same and service time raised. This phenomenon may appear contradictory; we would expect increments in the other queues’ service time parameters. AI queues seem to accelerate the process. Their quick output means more considerable waiting times for the rest of the BP, and a labour redistribution implies an adjustment in service times.

In our test case, we required more low-skilled hours to complete a considerable backlog generated by the integration of automation into the BP. We can infer that our model is capturing the BP’s natural behaviour.

8 Conclusions

Our outcomes show that it is possible to calculate productivity variations with only BP execution times. As a result, the analysis can be scaled down to the task level (RQ1). Our experiment divided the review into three sections. Each of them examines an execution path. We observed that introducing automation did not affect productivity. After that, it decreased. That is, Solow’s claim was proven correct. However, a closer examination of the firm’s solely responsible tasks revealed that productivity increased significantly. The explanatory argument of productivity mismeasurement is then supported. In other words, standard evaluation methods equalise benefits, producing misleading results. Thus, we provided empirical evidence to address Solow’s automation paradox in total. Our model simplified labour productivity calculation (RQ2). Based on microeconomic theory and on the feasibility of process mining data collection, we analysed a BP before and after the introduction of an automation intervention system, all mediated by a parametrised queue system, in close dialogue with the Cobb-Douglas abstraction of labor distribution. BP workflows exhibit a granular representation to identify the affected activity paths (RQ3). At this level, it is possible to isolate those routes that are not influenced by the automation of some tasks. Thus, irrelevant components do not affect productivity calculation (RQ4).

Furthermore, the introduction of a production function that shifted the focus from cost to labour composition allows the analysis of the labour displacement. Consequently, we acquired information on the new labour distribution (RQ5).
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