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Abstract
Cloud computing technology helps to resolve the problem in storage management by providing virtual resources to the end users. But, the overloading of virtual machines results in degradation of performances as well as it increases in the energy consumption of the virtual machines. Several techniques were used to determine the workloads of the cloud and then apply the migration algorithm for efficient utilization of resources. But, the process depends on the past outputs and only few step ahead predictions. Most of the techniques allocate the resources based on all the attributes. This results in higher processing time for the allocation. Hence, in this, an attribute based resource allocation is proposed to allocate and utilize the resources effectively based on the user demands. The concept of virtualization is to reduce the cost of individual hardware setups to run processes. In cloud computing, virtualization processes effectively utilize resources and improve services. The modified Principal component analysis and relief is used for the attribute selection. Then, the selected attribute is processed with the hybrid Cauchy particle swarm algorithm for the allocation of resources. The proposed method is tested google cluster dataset and its performance is evaluated in terms of migration count and power consumption. The proposed method performance is compared with the automated migration technique (ALM) and forecast based migration technique (CF-LA). The proposed method outperforms both the existing technique by reducing the power consumption and the migration count between the virtual machines. Hence, the proposed MPCA and relief based CPSO is best for allocating the resources dynamically in the cloud.
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1 Introduction

With today’s technology, cloud computing is the greatest gift to human society. That’s because cloud computing helps people store valuable information on virtual storage devices for free or at minimal cost. This is primarily a benefit to the enterprise. Resources are both physical and virtual servers, services, network devices, and software programs. Use a special program to access them.

Cloud storage is used by all end users because it has free data storage space and easy access anytime, anywhere. As a result, the demand for cloud storage continues to grow. This type of storage plays a greater role in storing information from social media accounts, information from websites, and customer information from banks. Cloud computing offers three types of services. The first service is to provide virtual resources for storing and processing data, similar to a data center. This service is called Infrastructure as a Service. The second is to use virtual resources with development mode. This service is called Platform as a Service. The third is to provide users with application-oriented services, which are called software as services. Virtualization is the concept of operating different environments using the same physical system. The system used for virtualization is the host, and the new environment running on it is called a virtual machine. Virtual machine relocation is a strategy that helps cloud specialist organizations to effectively oversee cloud assets while wiping out the need of human verification. VM movement procedure relocates current-facilitated responsibility starting with one worker then onto the next by either utilizing live or non-live movement design. In distributed computing, Virtual machine relocation is a helpful device for moving Operating System cases across different actual machines. It is utilized to stack adjusting, issue the executives, low-level framework upkeep and lessen energy utilization.

Alnajdi et al. (2016) conducted a survey of the techniques in resource allocation in cloud computing in dynamic nature. Here, the allocation of the cloud resources can be done in two ways: one is static and the other is dynamic. The dynamic approach is difficult and require more processing time as compared to static. Based on dynamic, three types of resource allocation model were discussed. The three models were based on agreement between providers and users, based on market and based on its utilization. Then, challenges in the allocation process were discussed and the future modifications also discussed in [1]. Nehru et al. [2] developed an algorithm to perform dynamic allocation of resources using an auction technique. Here, the auction takes place when the user demand increased. At that time, the service provider sold its resources based on bidding. The highest bid user can avail the resources. This approach can favor the providers, but user require tactic to utilize the resources effectively at minimum cost.

Pradhan et al. [3] discussed different scheduling based algorithms in cloud computing for allocating the resources. The algorithms were round robin, and shortest job first. To improve the scheduling process, the round robin is modified and used for allocating the resources. This modified round robin algorithm able to meet the customer requirements.

Verma et al. [4] proposed a prediction based approach to allocate the resources to the users. Here, the available users were called as tenants. Based on the usage of their resources, their requirements are classified as increase or decrease. This prediction is made with the help of machine learning algorithm like SVM, tree etc. Based on this prediction, the available resources shared among the users and also reserve for the future users.

Vakilinia et al. [5] proposed a technique for the virtual machine placements or the migrations between the virtual machines. Here, the migration is based on minimizing the
power required for the migration. It is achieved with the help of a column based scheduler algorithm and call back approach to place the virtual machines for processing the data.

Induraisk et al. [6] published a complete overview of the techniques used in the dynamic resource allocation in the cloud. It classified the techniques based on the load and temporal behavior of the load. The techniques used in the load based resource allocation were discussed in detail.

Neethu and Babu [7] proposed a market based technique for providing the cloud resources to the users. Here, the auction is used as the technique in Iaas layer. The modified paddy field algorithm used for determine the best service provider and the consumer can increase the revenue of the providers and utilize their resources effectively.

Mousavi et al. [8] proposed a hybrid heuristic approach for providing the services to the user in cloud computing effectively. Here, the combination of grey wolf optimization and teaching learning based optimization is used for the allocation of resources. This hybrid combination works to solve the complete implementation of the tasks with the available resources. Mousavi et al. [9] proposed an algorithm for the resource allocation in the cloud computing. But, the load balancing concept is used for the resource allocation process. The load balancing is used as the fitness function for the hybrid approach proposed in [8].

Seng et al. [10] utilized the multiple objective genetic algorithm for allocating the resources in the cloud. Here, first the requirement of sources is predicted. Based on the prediction and the available sources as input, the multiple objective genetic algorithm will determine the optimal allocation of resources to fulfil all the operations requested by the user.

Wang et al. [11] proposed an improved stackelberg game theory approach for the resource allocation in the cloud. Here, the providers are considered as leaders and users are considered as followers. Due to the multiple leaders and followers, it proposed a multiple leader and follower based stackelberg game theory for resource allocation. This approach able to provide a balance for profit between the leaders and follower in allocating and utilizing the sources. Yuan et al. [12] also utilized the game theory approach for the resource allocation in the Geo-distributed cloud centres. Cloud environment service model with trust based meta heuristic approach is presented in [13]. Mobile cloud environment with context aware model is created in [14]. Singh and Bhasin [15] utilized the ant colony algorithm for allocating the resources in cloud. The allocation based on utilizing the available resources effectively for completing the task queued in the cloud. Big data analysis in wireless network model is presented in [16]. Also, the DDoS attack detection technique is presented in [17]. Block chain authentication and IoT application specific designs are discussed in [18, 19]. Research objective is to get the better performance of power and computation time. This takes the goal of how the optimization algorithm obtains the better convergence in migration process of cloud environment. Goal is to perform better optimization in cloud environment.

Most of the techniques allocate the resources based on all the attributes. This results in higher processing time for the allocation. Hence, in this, a single attribute based resource allocation is proposed to allocate and utilize the resources effectively. The modified Principal component analysis is used for the attribute selection. Then, the selected attribute is processed with the Cauchy based particle swarm algorithm for the allocation of resources. The contributions of this paper is as follows:

- Single attribute for the resource allocation.
- Reduce the frequent migrations between the virtual machines.
- Reduce the power consumption of the machines to prolong its activity.
Paper is organised in the following format: Recent techniques used in resource allocation is discussed in the next Sect. 2. Section 3 describes the working of the proposed method. Section 4 discuss the results of the proposed method and its performance comparison with the existing techniques. Section 5 summarize the proposed method and Sect. 6 extends the proposed method with its future perspective.

2 Literature survey

Zhang et al. [20] proposed a machine learning based concept in auction based resource allocation technique in cloud. It utilized the Linear ALLOC algorithm for learning the information from the dataset for allocating the resources. This approach requires knowledge about the resources and user demand in all conditions for better resource allocation.

Vakilina [21] proposed a technique for minimizing the power consumption in the cloud datacentre. Because the frequent migration in the cloud centre results in depletion of energy in the machines. It results in high cost for the maintenance and interrupted services. This problem is minimized with the help of linear quadratic programming based optimization. This process first minimize the power consumption and reduce the migration between the machines. The technique has to be performed in reverse order to improve its performance.

Ali and Alam [22] proposed a technique based on the availability of resources. Here, the prior knowledge about the cloud resources is available for allocating the resources to the users. The task with minimal processing time will be allocate for the processing. It results in larger queue for the long time consumption process and the load of the cloud will not be balanced.

Jarewah et al. [23] proposed a technique for virtual machine placements and its migration process based on the prediction of host overload information. Here, the logistic regression and mean absolute deviation is used for the prediction of the overload scenario in the cloud. Based on the prediction, the data centre can place the new virtual machines or implement the migration algorithm for avail the machine for new requests. This approach requires large dataset to understand the loading conditions of the host.

Leontiou et al. [24] implemented a two stage model for the allocation of resources to the users in the cloud. Here, first accepting and allocation of tasks to the virtual machine is performed using local controller. Then, the global controller performs the balancing between the tasks operations in virtual machine. This two level controller is designed with the help of fuzzy logic. This method able to control the operations individually. Only limited users can access the resources.

Alkhalileh et al. [25] proposed a technique for the allocation of resource in dynamic nature for hybrid mobile based cloud computing. Here, first the modelling of the cloud and user requirements is performed. That is, it performs the modelling of tasks and resources available in the cloud. Then, its energy requirement and cost for the resources are considered for the optimization process. Then, the data offloading technique is used to find the optimal resource allocation for the tasks. This technique relies on the modelling of information for effective utilization of resources. Saidi et al. (2019) surveyed different techniques used in the allocation of resources in the cloud to the user.

The available resources are allocated using the combined approach of simulated annealing and artificial bee colony algorithm. The algorithm can be improve its performance by considering the time consumption of the tasks.
Devarasetty and Reddy (2019) also utilized the optimization algorithm for the allocation process [26]. But, here, the fitness function for the allocation is to meet the user demands. Due to this, the user gets more benefits as compared to the providers. The algorithm should be in balanced manner between the user and provider for effective utilization.

Gentry et al. (2019) proposed a technique based on the deadline of the tasks for scheduling the cloud resources [27]. Here, first the probability for all the incoming tasks complete its process is estimated with the available resources. Based on that model, the low probability tasks can be drop or defer for future process. Naha et al. (2020) also proposed a technique based on the deadline of the tasks for resource allocation but in fog cloud [28]. These techniques can avail the sources but the loss of tasks is higher.

Belgacem et al. (2020) utilized the bioinspired algorithm for the scheduling of the dynamic demands of the user in the cloud [29, 30]. Here, the objective function of the algorithm is multiple. The scheduling of task should increase the resource availability in the cloud and also cheaper for the user. Agarwal (2020) also implemented the multiple objective based scheduling concept in the cloud [31]. But, the lion optimization algorithm is used for the implementation. This approaches tries to create a balance between the user and provider. This results in poor usage of resources.

Virtual machines allow users to use resources efficiently, but frequent use and operation of a single virtual machine can overwhelm the system. To overcome this problem, the concept of migration has been introduced. In migration, the data is a shift from one server to another. It can be run in live or offline mode. Offline mode only runs before or after the process of reducing utilization.

### 3 Existing Method

Forsman et al. (2015) proposed an automated migration for allocating the resources in the cloud [32]. Here, the migration algorithm is framed for the live migration between the virtual machines to limit the power consumption and utilize the resources effectively. But, the frequent migrations results in high consumption of power. Paulraj et al. (2018) proposed a live migration technique for the virtual machines in the cloud [33]. Here, the migration is based on clustering the loads of the server and learning the workload of the server using combined forecast technique. The clustering and learning helps to balance the load between the virtual machines. But, the underload server gets shock by frequent migration process. This technique has the following limitations.

- User requests are not considered in dynamic nature in both the techniques.
- Migration count can be reduce using optimization technique.
- It consider all the attributes for resource allocation and it may results in more processing time for allocation.

The above shortcomings were overcome with the single attribute based optimized resource allocation using CPSO algorithm in cloud for dynamic tasks.
4 Resource Allocation Using CPSO

This section describes the working of the proposed hybrid optimization method to allocate the available cloud resources effectively to the users to improve user experience and profit for the cloud providers. Due to the scarcity of physical sources, the migration process takes place through the virtualization concept. But, in-migration, resource allocation is a difficult job. Several techniques and their shortcomings discussed in the previous section. Based on that, a hybrid optimization-based technique proposed for resource allocation in the cloud to improve its resource efficiency. The block diagram for the proposed method working scenario shown in Fig. 1.

Steps in resource allocation using proposed CPSO technique.

*Step 1* Receives request from user.
*Step 2* Sort the user requests based on the requirements like CPU resource, memory and Disk space.
*Step 3* The cloud available resource information is also collected in parallel manner.
*Step 4* Once the information is collected, the cloud manager will select the dominant attribute in allocating the resource is selected using the Modified Principal component and relief based analysis.

![Proposed CPSO](image-url)
Step 5 CPSO begins
Step 6 search for the best resource allocation slots by minimizing the fitness function.
Step 7 if (max iterations reach)
Step 8 Resource allocation starts
Step 9 else
Step 10 repeat from step 6.
Step 11 end

The working of individual algorithm in resource allocation is explained in detail below.

4.1 User Request

In this, the users will request the cloud service provider to allocate the resources for their applications.

4.2 Task Manager

The task manager will receive the request and collect the requirements of the users like disk space, CPU resources and approximate time period for processing to run their application.

4.3 Feature Extraction

In this phase, the requirements of the each user is extracted and stored with their ID temporarily for resource allocation process.

4.4 Cloud Service Providers

The cloud service providers will perform multiple operations to allocate the resources to the user.

4.4.1 Resource Collection

In this, the available resources are updated timely and on-going process are also included for allocating the resources.

4.4.2 Attribute Selection Using Modified PCA and Relief for Resource Allocation

In this, the dominant attribute selected for both the user features and cloud resources. In this, the attribute selection is performed by combination of modified Principal component analysis and Relief algorithm. The selection process were based on the relation between the predictor attributes like CPU resource, disk were sorted based upon its computational time.

4.5 Modified Principal Component Analysis

Here, the dimensionality of the dataset reduced into a lesser dimension with the help of modified Principal component analysis. Here, the PCA utilized the kernel to solve the non-linear
dimensions. It uses the Gaussian kernel [34]. The steps in the modified principal component analysis is as follows:

Consider the dataset has N-dimensional feature and it’s transformed into non-linear format as $\phi(X)$. The N-dimensional space converted into a D-dimensional space with a condition $D \gg N$. Based on this, the data point $X_i$ in the dataset projected into a point in $\phi(X_i)$. This transformation is achieved with the help of Gaussian Kernel based PCA.

Let assume that the Sum of new feature vectors for n elements has zero mean.

$$\frac{1}{n} \sum_{i=1}^{n} \phi(X_i) = 0$$  \hspace{1cm} (1)

The size of the covariance of the new feature space will be $D \times D$ and Eq. (2) gives the covariance of the new feature space.

$$C(D) = \frac{1}{n} \sum_{i=1}^{n} \phi(X_i) \phi(X_i)^T$$  \hspace{1cm} (2)

The eigenvalues and Eigen vector for the above Eq. (2) is as follows in Eq. (3).

$$C(D) v_k = \lambda_k v_k$$  \hspace{1cm} (3)

The term $k$ has values from 1, 2 and 3 to $D$ in the new feature space. Substitute the covariance value from Eq. (2) in Eq. (3).

$$\frac{1}{n} \sum_{i=1}^{n} \phi(X_i) \left\{ \phi(X_i)^T v_k \right\} = \lambda_k v_k$$  \hspace{1cm} (4)

The value of $v_k$ given in Eq. (5).

$$v_k = \frac{1}{n} \sum_{i=1}^{n} a_{ik} \phi(X_i)$$  \hspace{1cm} (5)

The above equation substituted in Eq. (4) and it can be rewritten as in Eq. (6),

$$\frac{1}{n} \sum_{i=1}^{n} a_{ik} \phi(X_i) = \frac{1}{n} \sum_{j=1}^{n} a_{jk} \phi(X_j) = \lambda_k \frac{1}{n} \sum_{i=1}^{n} a_{ik} \phi(X_i)$$  \hspace{1cm} (6)

The Eq. (6) is multiplied with $\phi(X_j)^T$ and it becomes

$$\frac{1}{n} \sum_{i=1}^{n} \phi(X_i) \phi(X_j)^T \frac{1}{n} \sum_{j=1}^{n} a_{jk} \phi(X_j) \phi(X_j)^T = \lambda_k \frac{1}{n} \sum_{i=1}^{n} a_{ik} \phi(X_i) \phi(X_j)^T$$  \hspace{1cm} (7)

The term $\phi(X_j) \phi(X_i)^T$ is the kernel and it is noted as in Eq. (8).

$$\phi(j) \phi(X_i)^T = k(X_j, X_i)$$  \hspace{1cm} (8)

Replace the Eq. (7) with the kernels and it becomes as follow in (9)

$$\frac{1}{n} \sum_{i=1}^{n} k(X_i, X_j) \frac{1}{n} \sum_{j=1}^{n} a_{jk} k(X_j, X_j) = \lambda_k \frac{1}{n} \sum_{i=1}^{n} a_{ik} k(X_i, X_i)$$  \hspace{1cm} (9)
In matrix format, the Eq. (9) becomes

\[ K^2 a_k = \lambda_k nK a_k \]  

(10)

The terms \( K \) is the kernel matrix and it is same as in Eq. (8). And \( a_k \) is the n-dimensional column vector of the dataset and is denoted in Eq. (11)

\[ a_k = [a_{k1}, a_{k2}, \ldots, a_{kn}]^T \]  

(11)

In this, the kernel is Gaussian and it is given in Eq. (12).

\[ k(X, Y) = \exp(-\|X - Y\|^2/2\sigma^2) \]  

(12)

Then, the final reduced dimensional vector \( Y \) is given by Eq. (13).

\[ Y_k(X) = \phi(X_j)^T v_k = \sum_{j=1}^{n} a_{kj} k(X_i, X_j) \]  

(13)

### 4.6 Relief Based Feature Reduction

Relief will calculate a feature score for each feature, and then apply it to the ranking and select the feature with the highest score for feature selection. Alternatively, these scores can be used as feature weights to guide downstream modelling. The relief feature scoring is based on the recognition of the feature value differences between the closest pairs of instances. If a feature value difference (“hit”) is observed in adjacent pairs of instances with the same category, the feature score will decrease. Alternatively, if a feature value difference (“missing”) is observed in pairs of adjacent instances with different category values, the feature score increases. The weight for the feature vector is given in Eq. 14

\[ W_A = w_A - (x - \text{hit})^2 + (x - \text{miss})^2 \]  

(14)

Based on the above Eqs. (1–14), the dominant attribute in the dataset determined for the allocation process of virtual machines in the cloud. This approach does not required any normalization or linearization process to perform feature reduction.

#### 4.6.1 Resource Allocation Using CPSO

In this, based on the dominant attributes, the resources allocated to the user using hybrid optimization approach without disturbing the on-going process of the cloud users. Here, the improved version of the particle swarm optimization is used. The position update of the particle swarm optimization is replaced by Cauchy mutant operator to improve its global best solution by improving the local best solution. The steps in the PSO is as follows:

**Step 1** PSO initialization with parameters and its optimal solution for processing.
**Step 2** Evaluate fitness function for all particle swarms.
**Step 3** Determine the best solution in the iteration.
**Step 4** Overall best solution after the completion of iterations
**Step 5** Velocity update.
**Step 6** Position update using Cauchy mutant operator.
Step 7 if iter < max iter
Step 8 repeat step 2
Step 9 else
Step 10 Output the optimal allocation of resources for users.

4.7 Initialization

Here, the parameters for both the particle swarm were initialized. The initialization parameters composed of number of iterations, objective function, lower boundary and upper boundary of the available resources and other constant parameters for the position and velocity updates.

4.8 Fitness Function Evaluation

In this, the fitness function is to allocate the cores to the tasks with lesser computational time. It is based on the number of tasks core required to perform its tasks. The fitness function is shown in Eq. (15).

\[
FF = \min(Coreprocessing_{time}, migrationcount)
\] (15)

4.9 Velocity Update

First, the swarms evaluated its solution based on the objective function. The best solution of each swarm in that iteration is calculated and it is called as local best solution (LBS). Once the iteration completes, the local solutions were sorted in ascending and the top solution is the global best solution. After obtaining the global best solution, the velocity of the swarms updated using Eq. (16).

\[
v(t+1) = v(t) + L1 \times R1 \times (LBS - P_{CPSO}(t)) + L2 \times R2 \times (GBS - P_{CPSO}(t))
\] (16)

The terms L1 and L2 are the learning coefficients and its value is 1.5 and 2.0 respectively. The terms R1 and R2 are random numbers. The term \(P_{CPSO}(t)\) is the position of the swarms using Cauchy mutation operator.

4.9.1 Position Update Using Cauchy Operator

Here, the Cauchy mutation technique is used. The mutation technique is used to improve the solutions for a problem. This helps to improve the position of the swarms. The position update for the PSO with MGA is as follows in Eq. (17).

\[
P_{CPSO}(t) = \max(P_j(t)) + \min(P_j(t)) - P_{i_j}(t)
\] (17)

The term \(P_j(t)\) is the position of the particle and max and min represents the maximum and minimum solution of the particle in the iterations.

Based on the above position of swarms, the global best solution (GBS) of the PSO will also vary and it is given in Eq. (18)

\[
GBS(t) = GBS(t) + W_{CPSO}(t) \times R(minimum, maximum)
\] (18)
The term \( R \) is the random number its value lies between the boundaries of the search space and \( W_{CPSO}(t) \) is the Cauchy mutant operator and is given in Eq. (19)

\[
W_{CPSO}(t) = \frac{\sum_{j=1}^{\text{popsize}} v[j][t]}{\text{popsize}}
\]  

(19)

The term indicates the velocity of the jth particle in the iteration t. Based on this, the global and position of the swarms updated.

### 4.9.2 Termination

The algorithm continue its process till it reaches the criteria. For PSO, the minimal solution and maximum iteration is the criteria.

Once all the iterations completed, the optimal allocation of the cloud resources for the user task determined. Cauchy transformation approach helps to get the best neighborhood ideal solution in optimization. Cauchy transformation can create arbitrary number in a more extended territory than Gaussian change, it is helpful for enormous scope search. Use of Cauchy transformation administrator can build the variety of individual populaces to try not to fall into nearby ideal. So the Cauchy transformation has a quicker combination speed than others. Muthulakshmi and Somasundaram [35] utilized the optimization algorithm for the resource allocation. Here, the tasks, priority of the tasks, and distance between the server and client are considered for the allocation process.

### 5 Implementation and Discussion

The proposed resource allocation scheme is were tested with the help of JAVA programming under windows10 setup. The testing is conducted on the google cluster dataset. The dataset comprises of CPU resources, task utilization time period and also it contains new resource request and their requirements. In this, the attributes from the new request and already available resources were used for the processing. First, the missing information in the dataset will be removed to extract the user and Cloud available resources from the dataset (Fig. 2).

Once the data cleaning is completed, the attribute selection takes place using modified Principal component analysis. The MPCA will select the major attribute for resource allocation process. The selection is based on the relation between the attributes like job type, number of task cores, memory space and time consumed for the processing. Based on this criteria, the proposed MPCA selects the task core as the optimal attribute for the resource allocation with respect to time.

After the attribute selection, the resource allocation process begins with the proposed hybrid optimization technique. In this, resources allocation is based on minimizing the fitness function by both the Cauchy based particle swarm optimization. The number of iterations required by the proposed algorithm to allocate the resources shown with the help of convergence curve in Fig. 3.

The CPSO helps to allocate the resources for the new tasks effectively by minimizing time for processing. To evaluate the proposed method resource allocations, the following two parameters were used.
Because resource allocation is an important task, but frequent migrations results in high power consumption and reduce the cloud server efficiency. Hence, this two parameters were evaluated after the resource allocation process and is compared with the

- Migration count
- Power consumed
existing techniques like automated migration (ALM) [32] and combined forecast based live migration (CF_LA) [33].

5.1 Migration Count

Resource allocation is a difficult and an important task in the cloud service. Because the resource allocation is to share the available resources effectively without affecting the ongoing process. While allocating the resources, migrations occurs due to the shifting of the tasks. This migrations results in pausing the process for some time. Therefore, a resource allocation scheme should use lesser migration for better process.

In this, the migration is determined by counting the number of migrations takes place while allocating the resources to the new request. This migration count is calculated for the proposed method and is compared with the existing technique and is shown in Fig. 4.

The proposed hybrid optimization technique can reduce the migration count effectively as compared to the other approaches. It is due to the attribute selection process and proposed CPSO. Because the attribute used for resource allocating is based on the time factor and it helps to reduce the frequent migrations.

5.2 Power Consumption

For effective operations, the power consumption also should be in optimal range. It can achieved with the help of resource allocating and limiting the frequent migrations. Generally, the term power consume is the amount of energy consumed by the servers in a particular time period $t$. It can be realized using the equations below

$$E_{cons} = E_{cons} \times T \quad (20)$$

$$P_{cons} = K \times P_{max} + (1 - K) \times P_{max} \times U_t \quad (21)$$

$P_{cons}$ is the power consumed at time $t$, $P_{max}$ is the power consumed when the server is occupied to its maximum level, $K$ is the power consumed by the idle server and $U_t$ is the
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Due to the lesser migration count, the proposed method can minimize its power consumption effectively as compared to the existing techniques and is depicted in Fig. 5. Based on the individual performance in resource allocation and also after resource allocation, the proposed method can outperform the existing techniques. Hence, the proposed MPCA based CPSO is the best resource allocation technique for the jobs in cloud.

The proposed approach Combined attribute selection based CPSO is compared hybrid PSO-MGA in terms of waiting time. Because the hybrid PSO-MGA also utilized the Cauchy mutation for position update with the help of genetic algorithm [14]. Due to the dual optimization process, the wait time is more and it reduce the efficiency of the processing of request. Therefore, in this, the resource allocation is improved in terms of multiple attribute selection process and the particle swarm position is directly

![Power consumption comparison](image1)

![Wait time comparison](image2)
updated using Cauchy mutation process. This modifications helps to reduce the wait time for processing the requests and it is shown in Fig. 6.

Figure 6 reduce the wait time for the request using the proposed technique as compared to the other existing techniques. Therefore, the proposed method is best in terms of services and also in power management.

6 Conclusion

In today’s world, the cloud storage is used by all end users due to the freely available data storage area and easy access at any time and any place. Due to this, the demand of the cloud storage keeps on increasing. While utilizing the cloud storage, the virtual machine will run out of the resources for performing higher operations. To overcome this problem, the cloud migration concept is introduced. This migration is to perform both the utilization of resources as well as to minimize the energy consumption of the resources. Due to this, the proposed algorithm not only implements the resource allocation, but also reduces the power consumption and migration between the virtual machines. Along with limited the violations of services. The proposed method is implemented on the google dataset and evaluated in terms of the power consumption and number of migrations. The proposed method outperforms the existing method by following measures

- Number of migrations are reduced, which reduces the shock of the systems.
- Allocation of the resources done in minimal iterations
- The power consumption is also minimized.
- User services is improved with reduced wait time.
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