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ABSTRACT
Explainable AI constitutes a fundamental step towards establishing fairness and addressing bias in algorithmic decision-making. Despite the large body of work on the topic, the benefit of solutions is mostly evaluated from a conceptual or theoretical point of view and the usefulness for real-world use cases remains uncertain. In this work, we aim to state clear user-centric desiderata for explainable AI reflecting common explainability needs experienced in statistical production systems of the European Central Bank. We link the desiderata to archetypical user roles and give examples of techniques and methods which can be used to address the user’s needs. To this end, we provide two concrete use cases from the domain of statistical data production in central banks: the detection of outliers in the Centralised Securities Database and the data-driven identification of data quality checks for the Supervisory Banking data system.
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1 INTRODUCTION
Improvements in the predictive performance of machine learning algorithms have led to applications across many domains, including central banking, education, healthcare, and public policy. As machine learning becomes increasingly ingrained as a means to improve business efficiency and decision-making, it becomes crucial to establish processes for ensuring fairness, explainability, data privacy, and security.

Explainability has become an important concept in legal and ethical guidelines for data and machine learning applications [41]. The European Union General Data Protection Regulation (GDPR) [14] states that individuals have the right to receive an explanation for the output of an automated algorithm [13]. Ensuring algorithmic accountability and transparency in machine learning models is a key ingredient towards understanding how decisions are made by the system. Understanding decisions is a prerequisite to detecting potential bias and ensuring fair and safe machine learning systems.

The research community has made an enormous effort to design algorithmic methods for explainability. Various publications reconcile the information of all relevant papers, create explainable AI (xAI) taxonomies, define future opportunities and current gaps. [2–4, 17, 19, 28, 40]. It is worth noting that several authors have drawn attention to the need for industry and institutions to establish clear desiderata for their explanation needs [2, 6]. Such desiderata are needed to assess if developed explainability methods address the requirements of real use cases.

In this paper, we leverage practical experience with machine learning applications in the domain of statistical production systems at central banks to present a user-centric classification of xAI requirements and needs. The user-centered approach aims to help both: (i) researchers to orient and describe their work along concrete requirements and (ii) practitioners to identify what kind of xAI challenge they face and which (technical) method might solve their problem. We illustrate the applicability of the desiderata classification scheme using two real-world use cases where xAI needs played an important role. For these two use cases, we map the requirements to the classification scheme and describe the technical algorithms chosen to solve the needs.

In this paper we make the following contributions:

(1) With our practical experience we identify a set of user-centric explainability needs that are generic and common throughout different use cases.

(2) We provide concrete examples of use cases that make the classes of desiderata more practical, aiming to help identify potential research gaps.

The rest of the paper is organized as follows: in Section 2 we introduce related work and outline differences with our contribution. Section 3 introduces the user-centric classification with definitions of the explainability needs together with the user roles involved in the process. In section 4 we describe concrete use cases with their proper introduction, state desiderata, and map business requirements to the classification scheme and algorithmic solutions. Finally, in Section 5 we summarise the main conclusions of the paper and outline possible future work.

2 RELATED WORK
Research on xAI has gained a lot of attention [1] and a growing number of research papers on the topic is being published in conferences and journals [4, 19]. According to the literature, papers in xAI methods might be suffering from two issues:

(i) A lack of a rigorous definition and evaluation methods for explainability [12, 24]

(ii) Explainability methods are introduced as general-purpose solutions and do not directly address real use cases or a specific user audience [2, 27]

The challenge of evaluation methods for xAI is typically addressed with user studies. Few recent papers evaluate explanation methods in a very specific real-world task with real users [22], but they do not offer a generalisation to other use cases. More often,
previous work found in the literature relies either on theoretical problems or toy datasets [5]. Accordingly, the effectiveness and usefulness of theoretical research papers on real-world applications are still unclear [24, 27]. There are few real explainable machine learning use cases where a full xAI methodology is presented addressing intended users and tasks.

The challenge of mapping explainability methods to concrete use cases is addressed by Bhatt et al. [6]. They critically examine how explanation techniques are used in practice by interviewing various organizations on how they employ explainability in their machine learning workflows. They state that there is a need for the industry to define clear desiderata for explainability, with clear goals and intended users. Our work aims to address that gap by defining needs, users and showcasing them with two use cases. Amarasinghe et al. [2], present a position paper where they aim to define xAI roles and intended users for the public policy domain. Our work extends their research by redefining the taxonomy with a more user-centric approach and making use of two particular use cases to identify more specific explainability needs.

To the best of our knowledge there is no previous work done on the desiderata for explainable machine learning in use cases for statistical production systems, nor on stating user-centric xAI requirements for a public policy institution.

3 USER-CENTRIC CLASSIFICATION OF DESIDERATA FOR EXPLAINABILITY NEEDS

While working on several central banking projects involving machine learning we observed recurrent patterns of where needs for explainability arose. This experience motivated us to structure and classify the needs and requirements for explainability. The needs are described in a user-centric way in order to identify stakeholders and their specific requirements. This user-centric approach also allows system designers to work with personas\(^2\) to reflect specific needs for xAI.

In this section we introduce and describe our classification of generic explainability needs. Furthermore, the entries in the classification link xAI needs with possible methods to address them. We do not intend to provide an in-depth survey on existing work\(^1\). Rather we intend to give examples of existing work that meet the xAI requirements for some use cases we encountered.

The needs are synthesized from practical use cases of machine learning at the European Central Bank (ECB) in the context of statistical data production. We will provide two concrete use cases to fill the classification with life in Section 4. While the use cases will serve as examples on how to use the classification, the desiderata reflect generic user needs which in our view cover most relevant use cases of xAI.

3.1 Users

As stated above, we came across several generic user roles which help to classify the needs for solutions of explainable and responsible AI. A key question driving this classification is Who needs an explanation of an AI method? This helps to clearly define and distinguish different desiderata for explanations.

The following profiles define users that can potentially interact with a machine learning system all of whom have quite different needs for explainability:

(i) **Data scientists and AI engineers**: This role corresponds to members of the team who build, model and run a machine learning application. This type of user has technical expertise but does not necessarily have business expertise. They are in charge of the full life cycle of the machine learning application, from development to maintenance in production.

(ii) **Business experts**: Users with this role provide the use case and domain expertise for a machine learning solution. They define the business activity or process which is supported by the AI solution. In our case, they are finance, economics and statistics experts from the European System of Central Banks who act or intervene in business processes based on the recommendations of the models. This type of user might not have a technical background and is not a machine learning expert.

(iii) **High stake decision makers**: This type of user determines whether to use and incorporate a machine learning model in the decision-making process. They typically have a management position, a high-level understanding of the business objectives and a responsibility to deliver value. They need to understand and assess the potential risk and impact of incorporating the machine learning model into production.

(iv) **End users**: Users which are affected by or make use of the final results belong to the group of end users. The knowledge and potential expertise of this user group varies significantly. There might be cases where the group of end users actually overlaps or is even identical to the group of business experts, e.g. when the machine learning solution is primarily serving internal business processes. Examples of end users in our domain are the business areas or even the general public making use of data compiled by the Directorate General Statistics at the ECB.

3.2 Building trust

Trust is essential for the adoption of a machine learning application. Depending on the user, the meaning of trust and the way to obtain it differ. In this section we analyse the different types of trust which need to be established for the four user types.

**Data scientists and AI engineers** are responsible for the whole life cycle development of the machine learning model [7]. The engineering phase of the cycle includes tasks like data exploration, deciding on an evaluation scheme, feature engineering, selecting and training a model as well as evaluating the results in a systematic way to ensure performance in a production environment.

During this phase, the **data scientist** has to ensure that meaningful features are selected, that there are no data leakages and that spurious correlations are addressed. This can be achieved by performing sanity checks and understanding the model output through the use of feature relevance explainers such as SHAP [26], tree Explainer [25], LIME [36, 37], and local statistical aggregations [20].

---

\(^1\)We refer to the concept of personas as it is used in approaches like design thinking.

\(^2\)Please refer to some of the paper referenced in related work for comprehensive surveys.
Business experts have knowledge about business processes and often have practical experience in how the task for the machine learning systems should be performed. In certain cases the business experts might even have been responsible to actually perform the task that is to be taken over by a machine learning solution. Hence, from their perspective the aspects that need to be addressed to generate trust in a machine learning algorithm are the following: (i) adapting to a changed environment (ii) understanding the decisions of the algorithm.

The disruption caused by the introduction of machine learning in the process needs be mitigated in order for the experts to have enough time to understand, test and embrace the new method. To this purpose, the predictions or recommendations of the machine learning algorithm can be introduced and transparently explained in parallel to existing measures and processes so that the experts can familiarise themselves with the new functionality. Once it becomes clear to them that by making use of machine learning they can achieve equal or higher levels of effectiveness and efficiency, transition is simpler.

The second issue that needs to be addressed is the explainability of the results. As part of their business processes, business experts might be required to be able to understand the reasons or facts that led to the recommendations and decisions produced by the algorithm. The decision-making process might need to be assessed internally or even externally e.g. in the context of audits.

It is worth noting that the technical level of this type of user is generally lower than that of the data scientist, so normally a less technical explanation or even an explanation of an explanation is required. This can be achieved via feature attribution techniques such as SHAP and LIME. It helps immensely in the trust building process if the criteria for the decisions reflect at least partially the prior knowledge of the business experts.

For high stake decision makers the need to understand machine learning algorithms reaches yet another, even less technical level. They take high-stake decisions and thereby responsibility for the adoption of AI solutions in a production environment. They do not need to understand the machine learning solution on the basis of individual decisions, but on an aggregated level. They need to understand the opportunities in terms of gains in efficiency and effectiveness, ideally using quantifiable measures. At the same time they need to assess risks that come with the adoption of a solution. The risks relate to the probability of errors and the impact of such errors on various levels (operational, competition, reputation, etc.). In particular, it might be required to ensure that an AI system is not biased and non discriminatory. Hence, explainability needs to be mapped to different concepts, which allow for assessing a solution4.

Furthermore, high stake decision makers might want to make sure that solutions for explainability for individual AI based decisions are available. This is managerial and operational prudence to ensure that the needs and requirements of the business experts are satisfied (see above).

End users are normally not involved in the data processing part of the process, which means that the algorithms used are not known to them. Nevertheless, ensuring that they continue to trust the data after the introduction of machine learning is a crucial part of the data workflow. This comes down to ensuring they trust the outcome of the algorithm either when it affects the end users themselves or when it is used as a service.

End user trust is obtained through consistently achieving high output quality as well as clear and transparent communication. For example, in the context of statistical publications which have certain timeliness and continuity in the data, sudden variations might distress users. Therefore, the introduction of a new ML algorithm in production must be validated thoroughly and in case it introduces significant changes in the data output of the system these must be clearly communicated in advance to the users so that they understand the underlying reasoning.

3.3 Gaining Knowledge through Machine Learning

Besides very high prediction performance, machine learning can enhance data understanding. The aforementioned high performance is achieved through the "discovery" of patterns or connections that have not be utilised by other approaches. Understanding these patterns and what they mean can offer important new insights [1]. Such insights are of particular relevance for business experts. They may use the discovered patterns together with their business experience on new use cases, or to obtain deeper domain knowledge.

The insights, however, need to be presented in an interpretable way. The patterns have to be communicated to the business experts in a way that they can make sense of it. The requirements for this type of explainability are different than for the understanding of a model for the originally intended task. A wide range of different explanations, representations and visualisations might be needed to stimulate a creative cognitive process with the business experts.

The evaluation of the pedagogical aspect of xAI techniques for machine learning models remains as a future avenue of research. In Section 4 we will provide an example from the domain of central banking, where gaining knowledge was one of the primary objectives for a machine learning project.

3.4 Model monitoring

Model monitoring aims to ensure that a machine learning application in a production environment displays consistent behavior over time. Monitoring is mainly performed by the data scientist and AI engineer and is crucial, as a drop in model performance will affect all the users. Two common challenges in model monitoring are (i) distribution shifts in the input data that can degrade model performance (ii) changes in the machine learning algorithm due to a model retraining that can alter the individual explanations for decisions.

The task of monitoring distribution shifts can be formalised as follows: Given source dataset DS and test dataset DT, consisting of input x and targets y, drawn from underlying distributions p_DS(x, y) and p_DT(x, y) respectively, we aim to detect changes in the distribution in p_DT [10]. This phenomenon is known as distribution shift or concept drift [10, 35] and is particularly difficult to notice[31].

The challenge from an xAI perspective is how to assess such changes from the perspective of the business expert and the AI engineer. Business experts need to be able to identify if the distribution

---

4We hypothesise that this is probably one of the most challenging fields for xAI research.
shift can be explained from a business perspective. Hence, they need to be able to identify possible causal relationships between the change in the data and exogenous events. On the other hand, the AI engineer needs to assess the impact of the change on the model’s performance and potentially intervene.

Monitoring changes in the explanation addresses another phenomenon. The performance of machine learning models degrades over time. In order to maintain high performance, models are retrained using previous and new input data. This continual learning process can lead to changes in individual explanations for decisions through time. As an example, the explanation offered by the classifier \( f_C(x) \), for the decision taken for the \( i \)-th instance at a time \( t_0 \), might differ compared to the explanation offered at time \( t_\alpha \) for the same instance after model retraining.

\[
E_{t=0}(f_C(x_i)) \neq E_{t=\alpha}(f_C(x_i))
\]

This change due to the continual learning process, increases the risk of contradictory explanations for the same instance. Local explanations are prone to this kind of risk, due to the fact that small changes in the neighborhood of the instance can lead to a different reasoning from the model once retrained.

Both, business experts and AI engineers need to be able to detect and understand this phenomenon. For the business experts such a change might indicate a change in the business logic, for the AI engineer it might indicate to review the modelling process and design decisions taken during the development phase. Depending on the use case, even high stake decisions makers may need to be aware of such changes, as inconsistent explanations for the same setting may pose a risk of unfair algorithmic decisions.

3.5 Actionable Insights

Understanding a machine learning algorithm is usually not an end in itself. The explanation offered through this understanding supports business processes and leads to actionable insights. Such insights enable the business expert to understand how to change a decision by manually intervening in the data. For instance, when data is identified to belong to a certain class, providing a set of actionable changes that would lead to a different decision can assist an expert in correcting or modifying the data.

Counterfactual generation aims to address this issue by proposing to the business experts the minimal feasible change in the data in order to change the output of the algorithm. Such a process enhances the understanding of the experts (and might further foster trust in the system). We formulate the problem following the counterfactual recourse formulation by Utsun et al. [23, 46, 47] and the open source python package DICE [29] that quantifies the relative difficulty in changing a feature via feature weights.

3.6 Fostering Explanations through Simple Models

Copying [43, 45] or distilling [21] machine learning models can greatly contribute to model explainability. Overly complex models tend to be difficult to explain [7] and can become unaccountable [40]. Model agnostic copies with a simple model might be able to achieve global explainability [42] which can be useful to build trust and gain knowledge by the business expert. Furthermore, in some deployment scenarios involving incompatible research and deployment versions [43], copying the ML model can ease the deployment task for the data scientist.

We now define what is copying a machine learning classifier [43–45]. We use the term original dataset to refer to a set of pairs \( X = (x_i, t_i), i = 1, ..., M \), where \( x_i \in R^d \) is a set of \( d \)-dimensional data points in the original feature space \( D \) and \( t_i \in 1, ..., K \) their corresponding labels. We define the original model, \( f_0 : X \rightarrow t \), as any model trained using \( X \). Our aim when copying is to reproduce the behavior of the original model employing a copy, \( f_C \), such that \( f_C(x) = f_0(x) \), \( \forall x \in D \). To do so we use a two-step process. Firstly, we rely upon the generation of a synthetic target, \( y_j = f_0(x) \), where \( y_j \) is the target label associated with each individual sample from the original data distribution \( X \). Secondly, we use the synthetic target points to train a copy, \( f_C \), whose decision function reproduces \( f_0 \) to the extent that it can be used to substitute it.

4 USE CASES

Providing statistical data and information of the highest quality is a core task of the European System of Central Banking (ESCB). Assuring the quality of data in statistical production systems is crucial as it is used in the decision-making process. Statistical production systems rely on domain experts with an outstanding understanding of the data. These experts ensure that the information used in the compilation of statistical products is of the highest quality based on their expertise.

The benefit of using expert knowledge for quality assurance of statistical products is two-fold: (i) all the knowledge and expertise of the domain experts are reflected in the final data and (ii) the overall confidence about the final product increases on the side of the producers and consumers of official statistical data. However, as the volume and granularity of the data increase, this process becomes progressively difficult to maintain. It is almost impossible to manually assess the quality of granular data without substantially increasing the number of experts.

Over the years various approaches have been developed to support and automate quality assurance procedures. However, these approaches have certain limitations:

- **Data aggregation:** Assessing the quality of the data on an aggregated level, condenses the information that needs to be checked to a manageable amount. The disadvantage of this approach is that aggregation might hide granular data quality issues on the level of individual observations. The risk of obfuscation depends on the type and level of aggregation used.

- **Static quality rules:** Another way to ensure data quality for a big data scenario, is using a fixed set of rules to identify potential quality issues. These rules are based on expert knowledge and formalize certain aspects of their domain knowledge. Such rules flag individual records that, for instance, exceed a predefined threshold. The flagged observations typically represent only a small fraction of the entire data set, allowing the field experts to focus their analysis on a limited amount of data. The shortcoming of this approach is that relying on a fixed set of static rules is not flexible enough.
to capture dynamics in data nor does it automatically adjust to new insights provided by users.

To maintain high standards of quality assurance, new approaches that address these limitations are investigated. This section illustrates two applications of machine learning solutions in the area of central banking statistics and how different user groups and needs for xAI have been addressed.

4.1 Centralised Securities Database

The Centralised Securities Database (CSDB) [34] is a securities database with the aim of holding complete, accurate, consistent, and up-to-date information on all individual securities relevant for the statistical and, increasingly, non-statistical purposes of the ESCB. Ensuring quality in such a system is challenging given the amount of data that needs to be monitored. So far, it has been achieved through a combination of data aggregation and static quality rules. In addition, business experts with the role of Data Quality Managers have their internal measures for assessing data quality and intervening in case of issues.

4.1.1 Machine learning application. The objectives of our approach were [30]:

(i) Identify records in the dataset where there is a high chance that manual intervention is needed.
(ii) Communicate to the business experts which is the field that is most likely to be incorrect.
(iii) Rank these suggestions to minimize the number of false-positives in the top recommendations.

4.1.2 Building Trust. Despite the careful testing and calibration of the machine learning process by the data scientists, end users of the data can identify potential data issues that have not been raised by the algorithm. These issues are communicated via the Data Quality Managers (DQM) to the statistical production team (comprising of business experts and data scientists) responsible for the CSDB data quality [30].

The first step for the statistical production team is to verify that indeed the issues identified are not flagged by the algorithm. The next step is to investigate the reasoning behind this choice from the perspective of the algorithm by determining: (i) similar instances in the training dataset [8], (ii) which features contributed to the decision [25, 37] (cf. Figure 1) and (iii) local decision rules to better understand the model logic [18, 38].

4.1.3 Actionable Insights. Following the formulation from Utsun et al. [46] and the available open source implementation [29], we quantified the relative difficulty in changing a feature through the application of weights to the counterfactual explanations algorithm. For instance, in our case, recommendations should not ask the business expert (DQM) to modify the country in which a financial instrument was issued or change the issue date to a time before the creation of the issuing company (cf. Figure 2).

4.1.4 Model Monitoring. Detecting when the underlying distribution of the data changes is paramount for this use case, since failing to predict outliers or errors in the data will lead to a drop in the trust of the machine learning model. Also, the risk of having an incoherent explanation through time caused by the continual learning process is utterly important, a discrepancy will lead to a decrease of trust by the business experts.

An approach suggested by Lundberg et al. [25] is to monitor the SHAP value contribution of input features over time together with decomposing the loss function across input features in order to identify possible bugs in the pipeline.
Table 1: Catboost is the original model \( f_0(X) \) and the Decision Tree and the Generalized Linear Model the copied classifier \( f_c(X) \)

|          | Catboost | Decision Tree | GLM |
|----------|----------|---------------|-----|
| AUC      | 0.816    | 0.771         | 0.741 |
| Precision| 0.805    | 0.741         | 0.685 |
| Recall   | 0.833    | 0.824         | 0.733 |

In Figure 3, we can see the local contribution of SHAP values through time for a continuous feature. The drop of Shapley contributions denotes a possible distribution change for a given feature or a change in the model’s inner working that needs human assistance for further evaluation of performance and explainability [25].

4.1.5 Fostering Explanations through Simple Models. Following the notation of paragraph 3.6, for our case the original model \( f_0(X) \) is a catboost classifier [11, 33] which is a gradient boosting model [15] that often achieves state of the art results in many different types of problems [9, 48] and the copied models \( f_c(X) \) are a scikit-learn [32] decision tree classifier and a Generalized Linear Model (GLM). The simpler models are of slightly inferior quality (cf. Table 1). However, having two simple models helps to improve the overall global explainability for the data scientist and to simplify deployment.

4.2 Supervisory Banking data system

The Supervisory Banking data system (SUBA) is the ECB’s system to collect supervisory data on credit institutions. The data collected in SUBA is in line with the reporting requirements defined by the European Banking Authority (EBA). SUBA implements all validation rules defined by the EBA to assess data quality. These validation rules implement logical and business-motivated checks of consistency and correctness for the reported data.

However, supervisors and business experts at the ECB may define additional plausibility checks to further ensure the quality of the data. So far, the additional plausibility checks were defined manually based on domain expertise. In an internal project, we developed a data-driven approach leveraging machine learning to identify patterns in supervisory data. The patterns are then used as a basis for defining additional plausibility checks [39]. Furthermore, it was of interest to identify individual observations in the reports which strongly deviated from the observed patterns. In the context of this solution, we had to consider in particular the aspects of building trust, gaining knowledge and obtaining actionable insights.

4.2.1 Machine learning application. Given the overall settings, the concrete objectives of our approach were to:

(i) Identify novel functional dependencies between subsets of data points reported for supervisory data.

(ii) Ensure the functional dependencies do not correspond to existing validation rules.

(iii) Present the functional dependency to business experts, such that they can analyze from a business perspective if the patterns motivate the introduction of new plausibility checks.

(iv) Identify anomalous values reported for supervisory data which motivate further checks on the level of individual data points.

The solution we developed was based on running a multitude of regression analyses using Extremely Randomised Trees [16]. The main steps to build a useful solution were to (i) ensure accurate results, (ii) provide interpretable representations of the patterns, and (iii) report outliers with a clear explanation of what rendered these data points suspicious [39].

The accuracy of the results involved several aspects. First, we ensured that only novel rules were detected. To ensure that only novel rules are identified, information from existing validation rules was used to limit the search space for the pattern discovery, i.e. to exclude known functional dependencies when running the regression analysis. This prevented the business experts from being frustrated by a system that provided them with insights they already knew. Second, we ranked the discovered patterns by their predictive quality. A transparent assessment of the Root Mean Squared Error of the prediction in a normalized value space helped to assess the quality of a pattern and ensured the business experts about the reliability of the functional dependence. Finally, we filtered the ranked patterns by the number of influential variables in the regression analysis. This helped to further focus on patterns that can be mapped more easily to business concepts.

The feature importance provided by the Extremely Randomised Trees implementation along with a transparent and methodologically clean quality assessment enabled us to address all these points. Using a non-linear transformation of the observed feature values to a standardized range rendered results comparable even if the original feature space differed by several orders of magnitude. Using a transformation that was reversible further allowed to illustrate predicted values in the original value range and thereby again interpretable by the business experts.

4.2.2 Building Trust. Business experts are used to designing plausibility rules solely based on domain knowledge. In a user study, we presented the identified, ranked, and filtered patterns to business experts, indicating the predictive quality in terms of Root Mean Squared Error and the list of influential variables. The user study was run on a subset of the supervisory data the business experts were currently investigating for novel plausibility checks [39]. In the course of the study, the insights from identified patterns enabled the experts to define new plausibility checks. These checks have been implemented and are used to assess the quality of data. This success story, based on xAI techniques created trust in the solution [39].

Furthermore, the data scientists used the explanation for the identified patterns to test their solutions. By including the known validation rules in the search space, the approaches had to identify these rules as patterns in the data. This helped to create trust in the implementations provided by the data scientists.

Finally, for business experts and decision makers it was of relevance to see that the approach is not biased. Given the heterogeneous landscape and business models of credit institutions, it was important that no particular group of institutions (e.g. big vs. small institutions) was particularly affected by the new checks.
4.2.3 Gain Knowledge. One of the main objectives of the solution was to identify new plausibility checks by gaining additional insights into the data [39]. The detected patterns served as a kind of inspiration to look at new business motivated plausibility checks. Again the easily interpretable patterns with high predictive quality and few influential variables helped business experts to connect the identified functional dependencies with their domain knowledge. The result was that the experts were inspired to detect new causal relationships in the data.

4.2.4 Actionable Insights. When analyzing and quality assuring supervisory data reported by a credit institution, the eventual aim is to detect anomalous values which require further investigations. An investigation, in this case, means that the business experts contact the credit institution to ask for confirmation of the data and to ensure that no methodological or technical errors were made in the compilation and transmission of data. Hence, in this case the credit institutions correspond to the end user being affected by an algorithmic decision.

With the investigated solution, this was achieved by means of comparing observed values vs. the forecasts made by the regression models. Having converted the data to a normalized observation space provided comparable and standardized metrics of how far off an observation was from the expected value. This provided the basis for a criticality assessment and a prioritization of outliers. Furthermore, by mapping back the normalized values to the original data space, business experts could not only interpret the results but also reach out to credit institutions and data compilers to ask for confirmation and clarification of the reported data, giving a clear indication of which value raised their attention and what they considered a plausible value range.

In a second user study, several suspicious values were presented to business experts. The business experts investigated a few selected cases with credit institutions and in fact, they were able to communicate the cases. This lead to the identification of cases of misreporting and the correction of data.

5 CONCLUSIONS

In this paper, we described the desiderata, scope, and users of explainable machine learning needs in statistical production systems of the European Central Bank.

We firstly introduced a summary of the different users and a classification of explainability needs that we have identified during our journey through the various machine learning projects. While the needs were distilled from our use cases in central banking, we believe they are of generic nature and the classification may serve for other use cases, as well.

Then we gave life to our classification by illustrating two different use cases that we analysed for explainability needs in the context of our experience with using machine learning for statistical production systems: data quality assurance at the Centralised Securities Database and identifying novel functional dependencies at the Supervisory Banking data system.

As future work, we intend to apply the classification of xAI use cases to further use cases. We plan to use the classification framework for other use cases we envisage in the domain of central banking but are curious to expand also to other domains. Applying the classification scheme to more xAI use cases may lead to two developments: (i) a refinement of the classification scheme itself and (ii) enrichment of the entries in the scheme with references to suitable technical solutions.
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