HOMOGENEOUS RICCI SOLITONS IN LOW DIMENSIONS
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Abstract. In this article we classify expanding homogeneous Ricci solitons up to dimension 5, according to their presentation as homogeneous spaces. We obtain that they are all isometric to solvsolitons, and this in particular implies that the generalized Aleksseevskii conjecture holds in these dimensions. In addition, we prove that the conjecture holds in dimension 6 provided the transitive group is not semisimple.

1. Introduction

A complete Riemannian metric $g$ on a differentiable manifold $M$ is a Ricci soliton if its Ricci tensor satisfies

$$Rc(g) = cg + L_X g,$$

for some $c \in \mathbb{R}$, $X \in \mathfrak{X}(M)$,

where $L_X g$ denotes the usual Lie derivative of $g$ in the direction of the complete vector field $X$.

The importance of these metrics relies on the fact that they are precisely the self-similar solutions to the Ricci flow, and so they arise naturally in the study of its singularities. Moreover, they are natural generalizations of the notion of Einstein metric (i.e. $Rc(g) = cg$).

In the homogeneous case, Einstein and Ricci soliton metrics have been extensively studied by many authors (see for instance the surveys [Lau09], [Wan12], and the references therein). However, its classification is yet not fully understood. This article is devoted to the classification of homogeneous Ricci solitons in low dimensions.

In the shrinking case ($c > 0$), they are all given by quotients of a product of a compact Einstein homogeneous manifold with a Euclidean space ([PW09]). The classification of compact Einstein homogeneous manifolds in low dimensions has been studied in [ADF96], [NR99], [Nik05] and [BK05], among many others. On the other hand, steady homogeneous Ricci solitons ($c = 0$) are necessarily flat, since it easily follows that they must be Ricci flat, and so flat by [AK75, Theorem 1]. Thus, we focus on the expanding case ($c < 0$).

It is well known that in dimensions 2 and 3, Einstein metrics are necessarily of constant sectional curvature. Simply connected Einstein homogeneous 4-manifolds have been classified in [Jen69], where it is shown that they are all isometric to symmetric spaces. The classification of 5-dimensional simply connected Einstein homogeneous manifolds with negative Ricci curvature has been carried out in [Ale75] in the case of non-positive sectional curvature, and in [Nik05] in the general case.

Regarding expanding homogeneous Ricci solitons, it is worth pointing out that up to now all known examples are isometric to a solvsoliton, that is, a left-invariant metric on a simply connected solvable Lie group $S$ whose $(1,1)$-Ricci tensor at $s = \text{Lie}(S)$ satisfies

$$\text{Ric} = cI + D, \quad c \in \mathbb{R}, \quad D \in \text{Der}(s).$$

When the group is nilpotent, they are called nilsolitons. It was shown in [Lau02] and [Wil03] that any nilpotent Lie group up to dimension 6 admits a nilsoliton metric (which is unique up to isometry and scaling by a result of Heber, see [Heb98]). Nilsolitons in dimension 7 have been
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recently classified in [FC13]. Solvsolitons of dimension up to 4 have been classified in [Lau11], and using the structural results from that article a classification up to dimension 6 was given in [Wil11].

For the general homogeneous case, recent results from [Jab13a], [LL13b] and [Jab13c] imply that any homogeneous Ricci soliton can be presented as a Riemannian homogeneous space \((G/K, g)\) which is an algebraic soliton, i.e. its \((1,1)\)-Ricci tensor at \(T_e G/K\) satisfies

\[
\text{Ric} = cI + D_p, \quad c \in \mathbb{R}, \quad D \in \text{Der} (g),
\]

for some reductive decomposition \(g = \mathfrak{t} \oplus \mathfrak{p}\), where \(D_p\) denotes the restriction of \(D\) to \(\mathfrak{p}\) (see Section 2 for more details about algebraic solitons).

Summarizing, in order to classify homogeneous Ricci solitons, we will restrict ourselves to study expanding algebraic solitons. As we have already mentioned, Einstein metrics of negative Ricci curvature and solvsolitons have been previously classified up to dimension 5, so we will omit them.

Our first main result is the classification of simply connected expanding algebraic solitons of dimensions 3 and 4 up to equivariant isometry (that is, with respect to the transitive group \(G\); see Section 2.1 for a precise definition).

**Theorem A.** Any simply connected expanding algebraic soliton of dimension 3 or 4 is either Einstein, or equivariantly isometric to one of the algebraic solitons in Tables 1 and 2.

We now make a few remarks concerning Tables 1 and 2. The presentation and notation is according to the classification of Riemannian homogeneous spaces of dimension 3 and 4 given in [BB81]. In particular, all homogeneous spaces \(G/K\) in those tables are assumed to be effective. The right column gives the underlying manifold (they are all diffeomorphic to \(\mathbb{R}^n\)), and \(S\) always denotes a simply connected solvable Lie group of the corresponding dimension. Finally, in Table 3, \(H_3\) denotes the 3-dimensional Heisenberg group, and we refer the reader to Section 5.2.3 for a clarification of the notation \(\theta_{ad}\) and \(\theta_{12}\).

| \(\dim G\) | \(G\) | \(K\) | Metric | \(G/K\) |
|---|---|---|---|---|
| 3 | \(S\) solvable Lie group | \(e\) | Solvsoliton. | \(S\) |
| 4 | \(\text{SO}(2) \ltimes S\) | \(\text{SO}(2)\) | Solvsoliton (see Corollary 3.1) | \(S\) |
| 4 | \(\text{SL}_2(\mathbb{R}) \times \mathbb{R}\) | \(\text{SO}(2)\) | Product of metrics of constant curvature on \(\text{SL}_2(\mathbb{R})/\text{SO}(2)\) and \(\mathbb{R}\) | \(\mathbb{R}H^2 \times \mathbb{R}\) |

Table 1. Non-Einstein simply connected expanding algebraic solitons of dimension 3, up to equivariant isometry.

The main tools used for the classification are the structural results for algebraic solitons given in [LL13b]. Roughly speaking, it is shown there that for a simply connected algebraic soliton \((G/K, g)\) with \(G\) simply connected, one has that \(G\) splits as \(G \simeq U \ltimes N\) with \(N\) its nilradical and \(U\) a reductive Lie group, \(G/K = U/K \ltimes N\) as differentiable manifolds, \((N, g_N)\) is a nilsoliton, and some additional compatibility conditions concerning \((U/K, g_{U/K}), (N, g_N)\) and the action of \(U\) on \(N\) must be satisfied. Here, \(g_{U/K}\) and \(g_N\) are the induced metrics. See Theorem 2.2 for a more precise statement.

With the additional hypothesis that the homogeneous space \(U/K\) is almost effective (which can always be assumed by suitably shrinking the transitive group \(G\); see Corollary 2.7), a classification of 5-dimensional simply connected expanding algebraic solitons up to equivariant isometry can be obtained. In order to simplify the presentation, we will also omit here the cases of trivial solitons (product of an Einstein homogeneous manifold with a Euclidean space).
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\[ \text{dim} \ G \quad G \quad K \quad \text{Metric} \quad G/K \]

| dimG | \( G \) | \( K \) | Metric | \( G/K \) |
|------|--------|--------|--------|--------|
| 4    | \( S \) solvable Lie group | \( e \) | Solvsoliton. | \( S \) |
| 5    | \( \text{SO}(2) \times S \) | \( \text{SO}(2) \) | Product of metrics of constant curvature on \( \text{SO}_2(\mathbb{R})/\text{SO}(2) \) and \( \mathbb{R}^2 \). | \( \mathbb{R}H^2 \times \mathbb{R} \) |
|      | \( \text{SL}_2(\mathbb{R}) \times \mathbb{R}^2 \) | \( \text{SO}(2) \) | Non-product metrics where the curvature takes both signs (see Section 4.2.2). | \( S \) |
| 6    | \( \text{SL}_2(\mathbb{R}) \times (\text{SO}(2) \times \mathbb{R}^2) \) | \( \text{SO}(2) \times \text{SO}(2) \) | Product of metrics of constant curvature on \( \text{SL}_2(\mathbb{R})/\text{SO}(2) \) and \( \text{SO}(2) \times \mathbb{R}^2 \) \( /\text{SO}(2) \). | \( \mathbb{R}H^2 \times \mathbb{R} \) |
| 7    | \( \mathbb{R} \times \text{SO}_0(3,1) \) | \( \text{SO}(3) \) | Product of metrics of constant curvature on \( \text{SO}_0(3,1)/\text{SO}(3) \) and \( \mathbb{R} \). | \( \mathbb{R}H^3 \times \mathbb{R} \) |

Table 2. Non-Einstein simply connected expanding algebraic solitons of dimension 4, up to equivariant isometry.

| dimG | \( G \) | \( K \) | Metric | \( G/K \) |
|------|--------|--------|--------|--------|
| 5    | \( \text{SL}_2(\mathbb{R}) \times S \) | \( \text{SO}(2) \) | Product of an Einstein metric on \( \text{SL}_2(\mathbb{R})/\text{SO}(2) \) and a 3D solvsoliton with the same cosmological constants. | \( \mathbb{R}H^2 \times \mathbb{R} \) |
|      | \( \text{SL}_2(\mathbb{R}) \times_\theta \mathbb{R}^3 \) | \( \text{SO}(2) \) | Determined by \( \langle \cdot, \cdot \rangle_\alpha,\beta,\beta \) on \( T_eK\ G/K \) (see Section 5.2.3). | \( S \) |
|      | \( \text{SL}_2(\mathbb{R}) \times_\theta_{12} \mathbb{R}^3 \) | \( \text{SO}(2) \) | Any \( G \)-invariant metric. | \( \mathbb{R} \times \mathbb{R} \) |
|      | \( \text{SL}_2(\mathbb{R}) \times_\theta_{12} H_3 \) | \( \text{SO}(2) \) | Non-product, determined by \( \langle \cdot, \cdot \rangle_4^3/\gamma,\beta,\gamma \) on \( T_eK\ G/K \) (see Section 5.2.3). | \( S \) |

Table 3. Non-trivial simply connected expanding algebraic solitons of dimension 5 with \( U/K \) almost effective, up to equivariant isometry.

**Theorem B.** Any simply connected expanding algebraic soliton of dimension 5 with the property that \( U/K \) is almost effective is either the product of a non-compact Einstein homogeneous manifold with a Euclidean space, or is equivariantly isometric to one of the algebraic solitons in Table 3.

One of the most important open problems on Einstein homogeneous manifolds is the following (see [Bes87, 7.57]):

**Alekseevskii’s conjecture.** Any connected homogeneous Einstein manifold of negative scalar curvature is diffeomorphic to a Euclidean space.

Recently, it was proved in [LL13b] (and also in [HPW13] by a different approach) that the conjecture is actually equivalent to the following analogous statement for expanding algebraic solitons:

**Generalized Alekseevskii’s conjecture.** Any expanding algebraic soliton is diffeomorphic to a Euclidean space.
The proofs of Theorems A and B together with the results on the Einstein case from [Jen69], [Nik05], and the reduction to the simply connected case given in [Jab13b, Theorem 1.1], immediately imply the following:

Corollary 1.1. Any simply connected expanding algebraic soliton of dimension up to 5 is isometric to a solvsoliton. In particular, the generalized Alekseevskii conjecture holds up to dimension 5.

Remark 1.2. Notice that the above statement for the “generalized Alekseevskii conjecture” is precisely the one given in [LL13b, §6] (though it was not given that name there). This is slightly different from the stronger version stated in [Jab13b], where the conclusion “diffeomorphic to a Euclidean space” has been replaced by “isometric to a solvsoliton”. It is yet unknown if this later statement is equivalent to the original Alekseevskii conjecture.

Finally, we verify that the generalized Alekseevskii conjecture holds for simply connected spaces of dimension 6, except for the cases where there is a transitive semisimple group. As far as we know, this was not previously known even in the case of Einstein metrics and the original Alekseevskii conjecture.

Theorem C. If \((G/K, g)\) is a simply connected expanding algebraic soliton of dimension 6 and \(G\) is not semisimple, then \(G/K\) is diffeomorphic to \(\mathbb{R}^n\).

The organization of the paper will be as follows: In Section 2 we will review some basic facts about Riemannian homogeneous spaces, and we will also briefly introduce the reader to the theory of homogeneous Ricci solitons. The main results from [LL13b] on the algebraic structure of algebraic solitons will be also presented there, together with some new applications. The proof of Theorem A will be given in Sections 3 and 4. Theorem B will be proved in Section 5, and Theorem C in Section 6. Finally, at the end there is an appendix kindly written by Jorge Lauret, in which some additional results regarding the structure of algebraic solitons will be given.
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2. Preliminaries

2.1. Riemannian homogeneous spaces.

We review in this section some well-known facts about homogeneous spaces with invariant Riemannian metrics. For a more detailed exposition on this matter, we refer the reader to [LL13b, §2]. See also [BB81], where there is a similar treatment of these topics (notice, however, that the notation there is slightly different from ours).

A Riemannian homogeneous space \((G/K, g)\) is a differentiable manifold \(G/K\) where \(G\) is a Lie group and \(K \subseteq G\) a closed subgroup, endowed with a \(G\)-invariant Riemannian metric (i.e. a metric such that the natural action of \(G\) on the coset space \(G/K\) is by isometries). In this paper, we will assume that all manifolds are connected, and that \(G\) is connected as well, unless otherwise stated. We will also assume that the Lie subgroup of the full isometry group \(\text{I}(G/K, g)\) corresponding to \(G\) is closed.

Two Riemannian homogeneous spaces \((G_1/K_1, g_1)\) and \((G_2/K_2, g_2)\) are said to be \(\text{equivariantly isometric}\) if there exists a Lie group isomorphism \(\Phi : G_1 \to G_2\) with \(\Phi(K_1) = K_2\) such that the induced diffeomorphism \(\varphi : G_1/K_1 \to G_2/K_2\) is an isometry. This is the most natural equivalence relation between Riemannian homogeneous spaces, and it is of course stronger than Riemannian isometry.

Given a Riemannian homogeneous space \((G/K, g)\), if \(\mathfrak{g} = \text{Lie}(G), \mathfrak{k} = \text{Lie}(K) \subseteq \mathfrak{g}\), we let \(\mathfrak{p}\) be the orthogonal complement of \(\mathfrak{k}\) with respect to the Killing form of \(\mathfrak{g}\) (which is negative definite
Proposition 2.1. If \((M^n, g)\) is a Riemannian manifold with \(n \neq 4\), then the isometry group \(I(M, g)\) does not contain any closed subgroup of dimension \(d\) with
\[
\frac{n(n-1)}{2} + 1 < d < \frac{n(n+1)}{2}.
\]

Recall that if \(\dim I(M, g) = \frac{n(n+1)}{2}\) then \((M, g)\) has constant sectional curvature (see [Bes87, 1.79]).

2.2. Homogeneous Ricci solitons.

Recall that a complete Riemannian manifold \((M, g)\) is called a Ricci soliton if its Ricci tensor satisfies [1]. The constant \(c\) is often called the cosmological constant. Ricci solitons are natural generalizations of the concept of Einstein metrics. In addition, they are precisely the self-similar solutions to the Ricci flow. Indeed, \(g\) is a Ricci soliton if and only if the one-parameter family of metrics
\[
g(t) = (-2ct + 1)\varphi_t^* g
\]
is a solution to the Ricci flow, where \(\varphi_t\) is (up to time reparameterization) the one-parameter family of diffeomorphisms of \(M\) generated by \(X\).

When \((M, g)\) is homogeneous, we can present it as a Riemannian homogeneous space \((G/K, g)\), and the fact that the isometry group is preserved by the Ricci flow (see [Kot10]) allows us to use the same presentation group \(G\) for all metrics \(g(t)\). If \(X\) is such that \(\varphi_t\) are \(G\)-equivariant diffeomorphisms (by this we mean that they are defined by Lie automorphisms of \(G\) that leave \(K\) invariant), then \((G/K, g)\) is called a semi-algebraic soliton. It was proved in [Jab13a] that every homogeneous Ricci soliton is a semi-algebraic soliton with respect to its full isometry group \(I(M, g)\).

It is also shown in [Jab13a] that if we consider a reductive decomposition \((g = \mathfrak{k} \oplus \mathfrak{p}, \langle \cdot, \cdot \rangle)\) for a semi-algebraic soliton \((G/K, g)\), then its Ricci operator (the \((1, 1)\)-Ricci tensor, at the point \(eK\)) is given by
\[
\text{Ric}(g) = cI + S(D_p) \in \text{End}(\mathfrak{p}), \quad c \in \mathbb{R},
\]
where \(D_p\) is the restriction to \(\mathfrak{p}\) of a derivation \(D \in \text{Der}(\mathfrak{g})\) with \(D\mathfrak{k} = 0\), and \(S(A) = \frac{1}{2}(A + A^t)\).

Recently, it was proved that every semi-algebraic soliton is actually algebraic (see [LL13b] for the unimodular case, and [Jab13c] for the non-unimodular case), meaning that the derivation \(D\) in the previous formula may be chosen to be symmetric, so that \(\text{Ric}(g) = cI + D_p\). Thus, in order to classify homogeneous Ricci solitons we may restrict ourselves to classify algebraic solitons. This is important because algebraic solitons satisfy much nicer structural properties beyond the fact of \(D\) being symmetric.
The concept of algebraic soliton generalizes that of a solvsoliton, i.e., a simply connected solvable Lie group $S$ endowed with a left-invariant metric $g$ that satisfies $\text{Ric}(g) = cI + D$, with $D \in \text{Der}(\mathfrak{s})$, $\mathfrak{s} = \text{Lie}(S)$ (they are called nilsolitons in the nilpotent case). Up to now, all known-examples of expanding homogeneous Ricci solitons are isometric to a solvsoliton.

From results due to Ivey, Naber and Petersen-Wylie (see [Ive93, Nab10, PW09]), any non-trivial (that is, non-Einstein nor the product of an Einstein homogeneous manifold with a Euclidean space) Ricci soliton must necessarily be non-compact, expanding ($c < 0$) and non-gradient.

See [LL13a] and [Jab13a] for a more detailed exposition on homogeneous Ricci solitons.

### 2.3. Algebraic structure of homogeneous Ricci solitons and its consequences.

In this section, we will briefly recall the main structural results for homogeneous Ricci solitons given in [LL13b], since they will be constantly used along this paper.

Let $(G/K, g)$ be an almost effective Riemannian homogeneous space endowed with a metric reductive decomposition $(g = \mathfrak{t} \oplus \mathfrak{p}, \langle \cdot, \cdot \rangle)$. Let us further decompose $\mathfrak{p}$ as $\mathfrak{p} = \mathfrak{h} \oplus \mathfrak{n}$, where $\mathfrak{n}$ is the nilradical of $\mathfrak{g}$ (which is contained in $\mathfrak{p}$ because it is Killing-orthogonal to $\mathfrak{t}$), and $\langle \mathfrak{h}, \mathfrak{n} \rangle = 0$.

Then, $\mathfrak{g}$ decomposes as follows:

\begin{equation}
\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{h} \oplus \mathfrak{n},
\end{equation}

where $\mathfrak{u} = \mathfrak{t} \oplus \mathfrak{h}$ is just a vector subspace, and the Lie bracket satisfies the following relations (see [LL13b, §2]):

\begin{equation}
\mathfrak{[t, t]} \subset \mathfrak{t}, \quad \mathfrak{[t, h]} \subset \mathfrak{h}, \quad \mathfrak{[g, n]} \subset \mathfrak{n}.
\end{equation}

The next theorem is the main result of [LL13b], and gives necessary and sufficient conditions for the above data in order to define an expanding algebraic soliton.

**Theorem 2.2.** [LL13b, Theorem 4.6] Let $(G/K, g)$ be a Riemannian homogeneous space endowed with a metric reductive decomposition $(g = \mathfrak{t} \oplus \mathfrak{p}, \langle \cdot, \cdot \rangle)$ such that $B(\mathfrak{t}, \mathfrak{p}) = 0$, where $B$ is the Killing form of $\mathfrak{g}$, and consider in $\mathfrak{g}$ the decomposition (5). If $(G/K, g)$ is an algebraic soliton with cosmological constant $c < 0$, then the following conditions hold:

(i) $[\mathfrak{h}, \mathfrak{h}] \subset \mathfrak{t} \oplus \mathfrak{h}$. In particular, $\mathfrak{u} = \mathfrak{t} \oplus \mathfrak{h}$ is a reductive Lie subalgebra of $\mathfrak{g}$ (i.e., $\mathfrak{u}$ is the direct sum of a semisimple ideal and its center), and $\mathfrak{g} = \mathfrak{u} \ltimes \mathfrak{n}$.

(ii) $\text{Ric}_\mathfrak{u} = cI + C_\mathfrak{h}$, where $\text{Ric}_\mathfrak{u}$ is the Ricci operator of the metric reductive decomposition ($\mathfrak{u} = \mathfrak{t} \oplus \mathfrak{h}, \langle \cdot, \cdot \rangle|_{\mathfrak{h} \times \mathfrak{h}}$), and $C_\mathfrak{h}$ is the symmetric operator defined by

\begin{equation}
\langle C_\mathfrak{h}Y, Y \rangle = \text{tr}(S(\text{ad} Y|_{\mathfrak{n}}^2)), \quad \forall Y \in \mathfrak{h}.
\end{equation}

Here, $\theta : \mathfrak{u} \to \text{Der}(\mathfrak{n})$ is the Lie algebra representation of $\mathfrak{u}$ given by $\theta(Y) = \text{ad} Y|_{\mathfrak{n}}$.

(iii) $\text{Ric}_\mathfrak{h} = cI + D_1$, for some $D_1 \in \text{Der}(\mathfrak{n})$, where $\text{Ric}_\mathfrak{h}$ denotes the Ricci operator of the nilpotent metric Lie algebra $\langle \mathfrak{n}, \langle \cdot, \cdot \rangle|_{\mathfrak{n} \times \mathfrak{n}} \rangle$ (i.e., $\langle \mathfrak{n}, \langle \cdot, \cdot \rangle|_{\mathfrak{n} \times \mathfrak{n}} \rangle$ is a nilsoliton).

(iv) $\sum [\text{ad} Y_i|_{\mathfrak{n}}, (\text{ad} Y_i|_{\mathfrak{n}})^t]_\mathfrak{n} = 0$, where $\{Y_i\}$ is any orthonormal basis of $\mathfrak{h}$ (in particular, $(\text{ad} Y_i|_{\mathfrak{n}})^t \in \text{Der}(\mathfrak{n})$ for all $Y_i \in \mathfrak{h}$).

(v) The Ricci operator of $(G/K, g)$ is given by $\text{Ric} = cI + D_p$, where

\begin{equation}
D := -S(\text{ad} H) + \begin{pmatrix} 0 & 0 \\ 0 & D_1 \end{pmatrix} \in \text{Der}(\mathfrak{g}),
\end{equation}

and $H \in \mathfrak{g}$ is the unique element that satisfies $\langle H, X \rangle = \text{tr} \text{ad} X$, for all $X \in \mathfrak{g}$.

Conversely, if conditions (i)-(iv) hold and $G$ is simply connected, then $(G/K, g)$ is an algebraic soliton with cosmological constant $c$ and derivation $D$ as above.
Remark 2.3. Theorem 4.6 of [LL13b] is actually stated for semi-algebraic solitons. The above statement for algebraic solitons only differs on the formulas for Ric and $D$ in condition (v).

We now make some observations regarding the group-level decomposition. Let $U, N$ be the connected Lie subgroups of $G$ with Lie algebras $u$ and $n$, respectively. The subgroup $N$ is the nilradical of $G$, i.e. the maximal connected nilpotent normal subgroup of $G$. Now assume that $G/K$ is simply connected. Then, $K$ is connected and $K \subseteq U$. Let us call $g_{U/K}$ the metric on $U/K$ induced by $g$. The data set $(u = \mathfrak{t} \oplus \mathfrak{h}, \langle \cdot, \cdot \rangle|_{\mathfrak{h} \times \mathfrak{h}})$ is a metric reductive decomposition for $(U/K, g_{U/K})$ (though it may happen that $\mathfrak{h}$ is not $B_\mathfrak{u}$-orthogonal to $\mathfrak{t}$, where $B_\mathfrak{u}$ is the Killing form of $\mathfrak{u}$), and $\text{Ric}_u$ is its corresponding Ricci operator. Observe that the homogeneous space $U/K$ may not be almost-effective; however, we may always assume that it is so by suitably shrinking the transitive group $G$, as it will be shown in Corollary 2.7.

Remark 2.4. If $G$ is simply connected, then $G \simeq U \times N$, and if $G/K$ is also simply connected, we have $G/K = U/K \times N$ as differentiable manifolds.

Remark 2.5. The fact that $\mathfrak{h} \perp \mathfrak{n}$ allows us to recover the homogeneous space $(G/K, g)$ from the data $(N, g_N)$, $(U/K, g_{U/K})$ and the action of $U$ on $N$ induced by $\theta$. Moreover, if $\theta = 0$, then $(G/K, g) = (U/K, g_{U/K}) \times (N, g_N)$ is clearly a Riemannian product. If in addition $(N, g_N)$ is flat, then the algebraic soliton is trivial.

Proposition 2.6. Let $(M, g)$ be a homogeneous Ricci soliton which is algebraic with respect to a transitive group $G$, and let $D$ be the corresponding derivation of $\mathfrak{g} := \text{Lie}(G)$. Let $G_1$ be a Lie subgroup of $G$ which is also transitive on $M$, $\mathfrak{g}_1 = \text{Lie}(G_1)$, and assume that $D(\mathfrak{g}_1) \subseteq \mathfrak{g}_1$. Then, $(M, g)$ is also algebraic with respect to $G_1$. Moreover, a sufficient condition in order for $D(\mathfrak{g}_1) \subseteq \mathfrak{g}_1$ to hold is that $G_1$ contains the nilradical of $G$.

Proof. The first claim follows from [HPW13] Proposition A.1 and its proof. Indeed, using that $(M, g)$ is $G$-algebraic, it can be shown that the soliton vector field $X$ can be chosen so that $\mathcal{L}_X$ acts on $\mathfrak{g}$ as the algebraic soliton derivation $D$, under the natural identification of vector fields with elements of $\mathfrak{g}$.

The last claim is a consequence of Theorem 2.2 (v) and [LL13b] Proposition 4.14], which show that for an algebraic soliton, the image of the corresponding derivation is contained in the nilradical.

The following will be very important for proving Theorems B and C.

Corollary 2.7. Let $(G/K, g)$ be a simply connected, expanding algebraic soliton. Then, there exists a connected Lie subgroup $G_1$ of $G$ which is transitive on $G/K$, with isotropy $K_1 = G_1 \cap K$, such that $(G_1/K_1, g)$ is still an algebraic soliton, and such that the corresponding homogeneous space $U_1/K_1$ is almost-effective.\[\]

Proof. Let $(\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{h} \oplus \mathfrak{n}, \langle \cdot, \cdot \rangle)$ be a metric reductive decomposition for $(G/K, g)$, and consider the ideal of $\mathfrak{u}$ given by $\mathfrak{q} = \ker \{\text{ad} : \mathfrak{t} \to \text{End}(\mathfrak{h})\} \subseteq \mathfrak{t}$. Since $u$ is reductive, there exists an ideal $\mathfrak{u}_1 \subseteq \mathfrak{u}$ such that $\mathfrak{u} = \mathfrak{q} \oplus \mathfrak{u}_1$. Let $\mathfrak{g}_1 := \mathfrak{u}_1 \oplus \mathfrak{n}$, which is clearly a subalgebra of $\mathfrak{g}$ (it is in fact an ideal), and let $G_1$ be the connected Lie subgroup of $G$ with Lie algebra $\mathfrak{g}_1$. Then $G_1$ is still transitive on $G/K$ (because $KG_1 = G$), and we have a presentation $(G_1/K_1, g)$, with $K_1 = G_1 \cap K$, which by Proposition 2.6 is still an algebraic soliton. Finally, if $U_1$ is the connected Lie subgroup of $G_1$ with Lie algebra $\mathfrak{u}_1$, the homogeneous space $U_1/K_1$ is almost-effective by construction.

An important application of Theorem 2.2 is the following proposition, which reduces to the unimodular case the classification of homogeneous Ricci solitons up to isometry.

Proposition 2.8. [LL13b] 6 \ Let $(G/K, g)$ be a simply connected expanding algebraic soliton, and assume that $G$ is non-unimodular. Then, there exists a codimension-one normal subgroup
\( G_1 \triangleleft G \) which is unimodular, contains \( K \), and the homogeneous space \( (G_1/K, g|_{G_1/K}) \) is a simply connected, expanding algebraic soliton.

In order to simplify the presentation, we summarize in the following lemma some border cases which can be easily handled.

**Lemma 2.9.** Let \((G/K, g)\) be a Riemannian homogeneous space which is an algebraic soliton with cosmological constant \( c < 0 \) and consider the decomposition \( g = \mathfrak{t} \oplus \mathfrak{h} \oplus \mathfrak{n} \) as in (5).

(i) [LL13b] If \( n = 0 \) (i.e., \( g \) semisimple), then \((G/K, g)\) is Einstein with \( \text{Ric} = cI \).

(ii) If \( \dim \mathfrak{n} = 1 \) and \( g \) is unimodular, then the representation \( \theta : \mathfrak{u} \to \text{Der}(\mathfrak{n}) \) is trivial. This applies in particular when \( u \) is semisimple and \( \dim \mathfrak{n} = 1 \).

(iii) If \( \dim \mathfrak{n} = 1 \), then \( \mathfrak{z}(\mathfrak{u}) \subset \mathfrak{h} \), where \( \mathfrak{z}(\mathfrak{u}) \) is the center of the Lie algebra \( \mathfrak{u} \).

(iv) \( \dim \mathfrak{z}(\mathfrak{u}) \leq (\dim \mathfrak{n})^2 \).

(v) If \( \dim \mathfrak{u} \leq 2 \) then \( G \) is solvable and \((G/K, g)\) is isometric to a solvsoliton. If in addition we have that \( \mathfrak{t} = 0 \), then \((G, g)\) is a solvsoliton.

**Proof.** By Theorem 2.2 (ii), we have that \( C_0 = 0 \) and thus \( \text{Ric}_\mathfrak{u} = cI \). Then \((G/K, g)\) is Einstein with \( \text{Ric} = cI \), since \( U = G \) in this case, and (i) follows.

If \( g \) is unimodular then \( \text{tr} \theta(X) = 0 \), \( \forall X \in \mathfrak{u} \), since \( \mathfrak{u} \) is also unimodular. This implies that \( \theta = 0 \) if \( \dim \mathfrak{n} = 1 \). When \( \mathfrak{u} \) is semisimple, \( \theta(\mathfrak{u}) = [\theta(\mathfrak{u}), \theta(\mathfrak{u})] \) and thus \( \theta = 0 \) if \( \dim \mathfrak{n} = 1 \).

Let \( Z \in \mathfrak{t} \) and \( W \in \mathfrak{z}(\mathfrak{u}) \). The inner product \( \langle \cdot, \cdot \rangle \) on \( \mathfrak{p} \) is Ad\((K)\)-invariant, hence \( \mathfrak{t} \) acts on \( \mathfrak{n} \) by skew-symmetric endomorphisms. Therefore, \( \theta(Z) = 0 \) if \( \dim \mathfrak{n} = 1 \). This implies that \( Z \) and \( W \) are \( B \)-orthogonal, so (iii) follows from the fact that \( \mathfrak{p} \) is the \( B \)-orthogonal complement of \( \mathfrak{t} \).

If \( \dim \mathfrak{z}(\mathfrak{u}) > (\dim \mathfrak{n})^2 = \dim \text{End}(\mathfrak{n}) \), then there exists a nonzero \( Z \in \mathfrak{z}(\mathfrak{u}) \cap \ker(\theta) \subseteq \mathfrak{z}(\mathfrak{g}) \subseteq \mathfrak{n} \). This is a contradiction, therefore (iv) is proved.

The assumption \( \dim \mathfrak{u} \leq 2 \) implies that \( \mathfrak{u} \) is abelian and hence \( g \) is solvable. Thus \((G/K, g)\) is a Ricci soliton solvmanifold, which by [Jab13a, Theorem 1.1] is isometric to a solvsoliton. If \( \dim \mathfrak{t} = 0 \) then \( g \) is a left-invariant Ricci soliton metric on the solvable Lie group \( G \), that is also an algebraic soliton, so by definition it is a solvsoliton. \( \square \)

3. **Proof of Theorem A** \( \dim G/K = 3 \)

In this section, we classify 3-dimensional expanding algebraic solitons up to equivariant isometry. By Proposition 2.1, the possible values for \( \dim \mathfrak{g} \) are 3, 4 and 6. Moreover, \( \dim \mathfrak{g} = 6 \) if and only if \((G/K, g)\) is \( \mathbb{R}H^3 = \text{SO}(3,1)/\text{SO}(3) \), which is the only simply connected 3-dimensional space form of negative curvature, and is of course Einstein. On the other hand, by Lemma 2.9 (iii), we know that if \( \dim \mathfrak{n} = 0 \) then \((G/K, g)\) is an Einstein manifold, thus this cases will be omitted.

We begin with a general result which allows us to deal with the case of solvmanifolds.

**Lemma 3.1.** Let \((G/K, g)\) be a simply connected, effective Riemannian homogeneous space which is an expanding algebraic soliton, consider the decomposition \( g = \mathfrak{t} \oplus \mathfrak{h} \oplus \mathfrak{n} \) as in (5), and assume that \( [\mathfrak{h}, \mathfrak{h}] = 0 \) (this in particular holds when \( G \) is solvable). Then, \((G/K, g)\) is equivariantly isometric to \(((K \times S)/K, g_S)\), where \( S \) is a solvable normal Lie subgroup of \( G \) which acts simply transitively on \( G/K \). The metric \( g_S \) is determined by a solvsoliton inner product \( \langle \cdot, \cdot \rangle_S \) on \( \mathfrak{s} = \text{Lie}(S) \), and \((G/K, g)\) is isometric to the solvsoliton \((S, \langle \cdot, \cdot \rangle_S)\).

**Proof.** We apply Theorem 2.2 to this situation. First observe that if \( G \) is solvable then \( \mathfrak{u} \) is abelian, since it is reductive and also a subalgebra of a solvable Lie algebra (thus solvable itself). Note that \( [\mathfrak{h}, \mathfrak{h}] = 0 \) implies that \( \mathfrak{p} = \mathfrak{h} \oplus \mathfrak{n} \) is a solvable ideal of \( \mathfrak{g} \), and let \( S \) be the connected Lie subgroup of \( G \) with Lie algebra \( \mathfrak{p} \). Since \( S \) is normal, \( KS \) is a subgroup of \( G \). Moreover, it is a well known fact that the application \( g = \mathfrak{t} \oplus \mathfrak{p} \to G \) given by \((Z, X) \mapsto \exp(Z) \exp(X)\) is a local diffeomorphism. This implies that \( KS \) contains a neighborhood of the identity, and therefore \( G = KS \). Since \( K \) is the isotropy at some point, \( S \) must act transitively on \( G/K \). The corresponding isotropy is the discrete subgroup \( K \cap S \), which is connected because \( G/K \)
is simply connected (see Section 2), therefore it is trivial. We conclude that $S$ is also simply connected, and that the action is simply transitive. Since $K \cap S = e$, it follows that $G \simeq K \times S$.

Let us call $g_S$ the left-invariant metric defined on $S$ by the inner product $g(e)$ on $T_e S \simeq p$. It is clear that the metrics $g_S$ and $g$ are equivariantly isometric. Regarding the Ricci operator, from Theorem 2.2 (ii) we see that $\text{Ric}_u = 0$ so $C_\theta = -cI$. Thus Theorem 2.2 implies that $(p = h \oplus n, g_S(e))$, satisfies conditions (i)-(iv) from [Lau11, Theorem 4.8], from which it follows that $(S, g_S)$ is a solvsoliton, and the proof is concluded. □

**Remark 3.2.** The fact that $(G/K, g)$ is isometric to a solvsoliton was previously obtained in [Jab13a, Theorem 1.1] for $G$ solvable, and in [LL13b, Corollary 4.11] under the hypothesis of the previous lemma.

Now we proceed with the proof, considering different cases according to $\dim g$ and $\dim n$.

3.1. $\dim g = 3$. Since we are assuming $\dim n > 0$, it follows from Lemma 2.9 (v) that in this case, $(G, g)$ is always a solvsoliton.

3.2. $\dim g = 4$. We divide into cases according to the dimension of $n$:

3.2.1. $\dim g = 4, \dim n = 1$.

We have that $\dim h = 2, \dim u = 3$. It follows from Theorem 2.2 (i) that $u$ is a reductive Lie algebra, hence it must be isomorphic to one of the following:

$$\mathbb{R}^3, \quad \mathfrak{sl}(2, \mathbb{R}), \quad \mathfrak{su}(2).$$

By Lemma 2.9 (vi), $u \neq \mathbb{R}^3$. Also, $u \neq \mathfrak{su}(2)$ by Corollary 2.2. If $u \simeq \mathfrak{sl}(2, \mathbb{R})$ then $u$ is semisimple, so by Lemma 2.9 (v) and Remark 2.5 we obtain that the metric is a product $G/K = U/K \times \mathbb{R}$. In addition, $\text{Ric}_{U/K} = \text{Ric}_u = cI$ by (ii) of Theorem 2.2, hence $U/K$ is isometric to $\mathbb{R}H^2$, the 2-dimensional hyperbolic space.

3.2.2. $\dim g = 4, \dim n = 2, 3$.

In this case, $u$ is abelian and $g$ is solvable by Lemma 2.9 (v). Therefore, by Lemma 3.1, $G/K = \text{SO}(2) \times S)$, where $S$ is the connected Lie subgroup of $G$ with Lie algebra $p$, and the metric is determined by a solvsoliton inner product on $T_{eK}(G/K) \simeq p$.

4. Proof of Theorem A  $\dim G/K = 4$

We now focus on the classification of 4-dimensional, simply connected, expanding algebraic solitons up to equivariant isometry. Our classification is according to [BB81, Theorem 4.1], where simply connected, effective Riemannian homogeneous spaces of dimension 4 are classified up to equivariant isometry. The possible values for $\dim g$ are 4, 5, 6, 7, 8 and 10. We note that when $\dim g \geq 6$ all homogeneous metrics are either Einstein, or a product of metrics of constant sectional curvature. If one of the factors is flat, one gets a trivial soliton (i.e. the product of an Einstein manifold with a flat space). We disregard the cases where none of the factors are flat because of the following lemma, which is easy to prove.

**Lemma 4.1.** Let $(M_1, g_1)$ and $(M_2, g_2)$ be two non-flat, Einstein homogeneous Riemannian manifolds with Einstein constants $c_1$ and $c_2$, respectively. Then, $(M_1 \times M_2, g_1 \times g_2)$ is a Ricci soliton if and only if $c_1 = c_2$, and this is equivalent to $(M_1 \times M_2, g_1 \times g_2)$ being Einstein.

Thus, we are left dealing with the cases $\dim g = 4, 5$. Recall that if $\dim n = 0$, Lemma 2.9 (i) implies that $(G/K, g)$ is Einstein.

4.1. $\dim g = 4$. 
4.1.1. dim $\mathfrak{g} = 4$, dim $n = 1$.

We have that dim $\mathfrak{h} = 3$, $\mathfrak{u} = \mathfrak{h}$ and since it is reductive, it must be isomorphic to one of the following Lie algebras:

$$\mathbb{R}^3, \quad \mathfrak{sl}_2(\mathbb{R}), \quad \mathfrak{su}(2).$$

However, from Lemma 2.9 (iv) and Corollaries 7.2 and 7.3 we have that $\mathfrak{h}$ can not be isomorphic to any of the previously mentioned Lie algebras.

4.1.2. dim $\mathfrak{g} = 4$, dim $n \geq 2$.

It follows from Lemma 2.9 (v) that in this case $(G, g)$ is a solvsoliton.

4.2. dim $\mathfrak{g} = 5$.

4.2.1. dim $\mathfrak{g} = 5$, dim $n = 1$.

In this case we have dim $\mathfrak{u} = 4$, dim $\mathfrak{h} = 3$. Also, $\mathfrak{u}$ is isomorphic to one of the following Lie algebras:

$$\mathbb{R}^4, \quad \mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R}), \quad \mathbb{R} \oplus \mathfrak{su}(2).$$

From Lemma 2.9 (iv) we know that $\mathfrak{u}$ can not be isomorphic to $\mathbb{R}^4$. If $\mathfrak{u} \cong \mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R})$ or $\mathbb{R} \oplus \mathfrak{su}(2)$ then dim $\mathfrak{a}(\mathfrak{u}) = 1$, and by Lemma 2.9 (iii) we have that $\mathfrak{a}(\mathfrak{u}) \subset \mathfrak{h}$. Let $\{Z, Y_1, Y_2, Y_3\}$ be an orthonormal basis of $\mathfrak{u}$ such that $Z \in \mathfrak{t}$, $\{Y_1, Y_2, Y_3\} \in \mathfrak{h}$ and $Y_3 \in \mathfrak{a}(\mathfrak{u})$. The Lie bracket according to this basis is as follows:

$$[Z, Y_1] = -aY_2, \quad [Z, Y_2] = aY_1, \quad [Y_1, Y_2] = bZ + dY_3, \quad a, b, d \in \mathbb{R}, \quad a, b \neq 0.$$ 

Then, the Ricci operator of $U/K$ on $\{Y_1, Y_2, Y_3\}$ has the following form:

$$(7) \quad \text{Ric}_u = \begin{bmatrix} -\frac{1}{2}d^2 - ba & & \\ & -\frac{1}{2}d^2 - b & \\ & & \frac{1}{2}d^2 \end{bmatrix}.$$ 

On the other hand, we have that $-a\theta(Y_2) = [\theta(Z), \theta(Y_1)] = 0$, so $\theta(Y_2) = 0$ and analogously $\theta(Y_1) = 0$. Also, $\theta(Z) = 0$ because it is skew-symmetric and dim $n = 1$. Then, $d\theta(Y_3) = 0$, from which it follows that either $\theta(Y_3) = 0$ or $d = 0$.

If $\theta(Y_3) = 0$ then dim $n = 2$, a contradiction. Therefore, $\theta(Y_3) \neq 0$ and $d = 0$. In this case, from the Ricci operator (7) and Theorem 2.2 (ii) we obtain that the cosmological constant is given by $c = -ab$, and so $ab > 0$ since $c < 0$. It follows that $\mathfrak{u}$ is isomorphic to $\mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R})$, and by Theorem 2.2 (i) $g \cong (\mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R})) \ltimes \mathbb{R}$. Hence, by using [BBS1, Theorem 4.1] we conclude that $G$ is the forth group of the first table ([BBS1, pp. 44]). In particular, the metric $g$ is a product of constant curvature metrics, so by Lemma 4.1 $(G/K, g)$ is an Einstein manifold.

4.2.2. dim $\mathfrak{g} = 5$, dim $n = 2$.

Here, dim $\mathfrak{h} = 2$, dim $\mathfrak{u} = 3$, $n = \mathbb{R}^2$ is abelian, and $\mathfrak{u}$ is isomorphic to one of the following Lie algebras:

$$\mathbb{R}^3, \quad \mathfrak{sl}_2(\mathbb{R}), \quad \mathfrak{su}(2).$$

From Corollary 7.2 we have that $\mathfrak{u} \neq \mathfrak{su}(2)$. If $\mathfrak{u} = \mathbb{R}^3$ then by Lemma 3.1 $(G/K, g)$ is equivariantly isometric to $(\text{SO}(2) \ltimes S)/\text{SO}(2), g_S$, where $S$ is the connected Lie subgroup of $G$ with Lie algebra $\mathfrak{p}$ (which is solvable) and $g_S$ is the $(\text{SO}(2) \ltimes S)$-invariant metric determined by the inner product $g(eK)$ on $T_{eK}(G/K) \cong \mathfrak{p}$.

If $\mathfrak{u} = \mathfrak{sl}_2(\mathbb{R})$, then $\theta$ is either trivial or the standard representation of $\mathfrak{sl}_2(\mathbb{R})$ on $\mathbb{R}^2$. If it is trivial, then we are in a product case. Otherwise, $G = \text{SL}_2(\mathbb{R}) \ltimes \mathbb{R}^2$. Let $\{Z, Y_1, Y_2\}$ be a basis of $\mathfrak{u}$ such that $Z \in \mathfrak{t}$, $\{Y_1, Y_2\} \in \mathfrak{h}$ and the Lie bracket is as follows:

$$[Z, Y_1] = 2Y_2, \quad [Z, Y_2] = -2Y_1, \quad [Y_1, Y_2] = -2Z.$$ 

Let $\{X_1, X_2\}$ be a basis of $\mathfrak{n}$ such that, with respect to this basis, $\theta$ is given by

$$\theta(Z) = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad \theta(Y_1) = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \theta(Y_2) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix},$$

where $\theta$ is the forth group of the first table ([BBS1, pp. 44]).
and let $\langle \cdot, \cdot \rangle_0$ be the inner product on $\mathfrak{p}$ such that \{Y_1, Y_2, X_1, X_2\} is an orthonormal basis. The isotropy representation has two non-equivalent irreducible summands $\mathfrak{h}$ and $\mathfrak{n}$, thus all $\text{ad}(\mathfrak{k})$-invariant inner products on $\mathfrak{p}$ are given by

$$\langle \cdot, \cdot \rangle_{\alpha, \beta} = \alpha \cdot \langle \cdot, \cdot \rangle_0 + \beta \cdot \langle \cdot, \cdot \rangle_{0\alpha}, \quad \alpha, \beta > 0.$$  

An orthonormal basis of $\mathfrak{p}$ with respect to $\langle \cdot, \cdot \rangle_{\alpha, \beta}$ is given by $\left\{ \frac{Y_1}{\sqrt{\alpha}}, \frac{Y_2}{\sqrt{\alpha}}, \frac{X_1}{\sqrt{\beta}}, \frac{X_2}{\sqrt{\beta}} \right\}$. A straightforward calculation shows that with these inner products, conditions (i)-(iv) from Theorem 2.2 are satisfied, and thus they all give rise to expanding algebraic solitons.

Observe that, with these metrics, $(\text{SL}_2(\mathbb{R}) \ltimes \mathbb{R}^2)/\text{SO}(2)$ is not isometric to $\mathbb{R}H^2 \times \mathbb{R}^2$. Indeed, the plane $\pi = \langle \frac{Y_1}{\sqrt{\beta}}, \frac{X_1}{\sqrt{\beta}} \rangle$ has positive sectional curvature $2/\alpha$, and in $\mathbb{R}H^2 \times \mathbb{R}^2$ the sectional curvature is everywhere non-positive.

Finally, we consider $\mathfrak{s}$ the solvable Lie algebra of $\mathfrak{g}$ generated by $\left\{ \frac{Y_1}{\sqrt{\alpha}}, \frac{Z+Y_2}{\sqrt{\alpha}}, \frac{X_1}{\sqrt{\beta}}, \frac{X_2}{\sqrt{\beta}} \right\}$. The Lie bracket is the following:

$$\begin{align*}
\left[ \frac{Y_1}{\sqrt{\alpha}}, \frac{Z+Y_2}{\sqrt{\alpha}} \right] &= -\frac{2}{\sqrt{\alpha}} \left( \frac{Z+Y_2}{\sqrt{\alpha}} \right), \\
\left[ \frac{Y_1}{\sqrt{\alpha}}, \frac{X_1}{\sqrt{\beta}} \right] &= \frac{1}{\sqrt{\alpha}} \left( \frac{X_1}{\sqrt{\beta}} \right), \\
\left[ \frac{Y_2}{\sqrt{\alpha}}, \frac{X_1}{\sqrt{\beta}} \right] &= -\frac{1}{\sqrt{\alpha}} \left( \frac{X_1}{\sqrt{\beta}} \right), \\
\left[ \frac{Z+Y_2}{\sqrt{\alpha}}, \frac{X_1}{\sqrt{\beta}} \right] &= \frac{2}{\sqrt{\alpha}} \left( \frac{X_1}{\sqrt{\beta}} \right).
\end{align*}$$

Let $S$ be the connected Lie subgroup of $G$ with Lie algebra $\mathfrak{s}$. We observe that $S$ acts transitively on $(\text{SL}_2(\mathbb{R}) \ltimes \mathbb{R}^2)/\text{SO}(2)$. Indeed, if we take an Iwasawa decomposition for $\mathfrak{u} \simeq \mathfrak{sl}_2(\mathbb{R})$ we get $\mathfrak{u} = \mathfrak{k} \oplus \mathfrak{s} \oplus \mathfrak{n} = \langle Z \rangle \oplus (Y_1) \oplus (Z + Y_2)$. Then, $G = KAN \ltimes \mathbb{R}^2$, where $A$ and $N$ are the connected Lie subgroups of $U$ with Lie algebras $\mathfrak{a}$ and $\mathfrak{n}$ respectively. Observe that the compact factor of the Iwasawa decomposition is precisely the isotropy $K$. Then, it is easy to see that $G = SK$, and it follows that $S$ acts transitively on $G/K$. Thus, $(G/K, g)$ is isometric to $(S, g_S)$, where $g_S$ is the left-invariant metric on $S$ defined by the inner product $\langle \cdot, \cdot \rangle_{\alpha, \beta}$ on $T_eG/K = T_eS$. This is a solvsoliton, since its Ricci operator is given by

$$\text{Ric} = -\frac{\alpha}{\alpha} I + \begin{bmatrix} 0 & 0 \\ \frac{6}{\alpha} & \frac{6}{\alpha} \end{bmatrix} = -\frac{\alpha}{\alpha} I + D,$$

and $D \in \text{Der}(\mathfrak{s})$.

4.2.3. dim $\mathfrak{g} = 5$, dim $\mathfrak{n} \geq 3$.

In this case, $\mathfrak{u}$ is necessarily abelian and Lemma 3.1 applies.

5. Proof of Theorem 13 dim $G/K = 5$

Our aim in this section is to classify 5-dimensional simply connected, expanding algebraic solitons up to isometry. But in fact we will do much more than that: we classify them according to their presentation as homogeneous spaces (that is, up to equivariant isometry), with the additional hypothesis that $(U/K, g_{U/K})$ is almost effective (recall that by Corollary 2.7 this condition can always be obtained if we suitably shrink the transitive group $G$). Also, a main goal is to prove that they are all isometric to solvsolitons.

By almost-effectiveness, dim $U$ is bounded in terms of dim $U/K$, and this yields

$$\text{dim } G \leq \text{dim } N + \frac{1}{2}(\text{dim } U/K)(\text{dim } U/K + 1).$$

As in the previous sections, we divide into cases according to the dimension of $G$ and its nilradical $N$. Recall that if dim $\mathfrak{n} = 0$ then by Lemma 2.9 (4) $(G/K, g)$ is Einstein. The possible dimensions for $G$ according to Proposition 2.1 are $5 \leq \text{dim } G \leq 11$ or $\text{dim } G = 15$. The cases with $\text{dim } G = 15$ are space forms, and in particular Einstein.

5.1. dim $\mathfrak{g} = 5$. 

5.1.1. \( \dim \mathfrak{g} = 5, \dim \mathfrak{n} = 1 \).

Here, \( \mathfrak{u} = \mathfrak{h} \) is a reductive Lie algebra isomorphic to \( \mathbb{R}^4, \mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R}) \) or \( \mathbb{R} \oplus \mathfrak{su}(2) \). Moreover, \( \mathfrak{u} \neq \mathbb{R}^4 \) by Lemma 2.9 (iv).

Let \( \{Y_1, Y_2, Y_3, Y_4\} \) be an orthonormal basis of \( \mathfrak{u} = \mathbb{R} \oplus \mathfrak{v}, \mathfrak{v} = \mathfrak{su}(2) \) or \( \mathfrak{sl}_2(\mathbb{R}) \), such that \( \{Y_1, Y_2, Y_3\} \) is a basis for \( \mathfrak{v} \) and the Lie bracket of \( \mathfrak{u} \) restricted to \( \mathfrak{v} \) is given by (see [Mil76]):

\[
[Y_1, Y_2] = dY_3, \quad [Y_2, Y_3] = aY_1, \quad [Y_3, Y_1] = bY_2 \quad a, b, d \in \mathbb{R}, \quad a, b, d \neq 0.
\]

From the Jacobi condition, \( \text{ad}_u(Y_4) \) is a derivation of \( \mathfrak{v} \), and so we have that \( \text{ad}_u(Y_4) = e \text{ad}_u(Y_1) + f \text{ad}_u(Y_2) + g \text{ad}_u(Y_3) \), for some \( e, f, g \in \mathbb{R} \). Thus we can compute the Ricci operator \( \text{Ric}_u \) with respect to this basis, in terms of \( a, b, d, e, f \) and \( g \). It is worth noticing that some of the off-diagonal entries of the matrix of \( \text{Ric}_u \) with respect to the basis \( \{Y_1, Y_2, Y_3, Y_4\} \) are

\[
-\frac{1}{2}(b - d)^2 e, -\frac{1}{2}(a - d)^2 f, -\frac{1}{2}(a - b)^2 g.
\]

Also, since \( \dim \mathfrak{n} = 1 \) we have that \( \theta_{|\mathfrak{h}} = 0 \). Using Theorem 2.2 (ii) we obtain that

\[
\text{Ric}_u = \begin{bmatrix} c & c & c & \ast \\
& c & c & \ast \\
& & c & c \\
& & & c & \ast 
\end{bmatrix}.
\]

Therefore, all three entries in (11) must vanish. We will show that this cannot happen if \( c < 0 \). Indeed, assume first that \( a, b, d \) are pairwise different. Then we must have that \( e = f = g = 0 \), and thus \( \text{Ric}_u|_{\mathfrak{h}} \) is actually the Ricci operator of a left-invariant metric on \( \mathfrak{sl}_2(\mathbb{R}) \) or \( \mathfrak{su}(2) \); this is a contradiction because these groups do not admit left-invariant Einstein metrics with \( c < 0 \).

On the other hand, if two among \( a, b, d \) are equal, say \( a = b \), then either \( e = f = 0 \) or \( b = d \). In any case, we obtain \( c = (\text{Ric}_u)_{33} = \frac{d^2}{2} > 0 \), which is a contradiction.

5.1.2. \( \dim \mathfrak{g} = 5, \dim \mathfrak{n} = 2 \).

We have that \( \mathfrak{u} \) must be isomorphic to \( \mathbb{R}^3, \mathfrak{su}(2) \) or \( \mathfrak{sl}_2(\mathbb{R}) \). If \( \mathfrak{u} \cong \mathbb{R}^3 \), then \( G \) is solvable and \((G, g)\) is a solvsoliton. On the other hand, from Corollaries 7.2 and 7.3 we have that \( \mathfrak{h} \) cannot be isomorphic neither to \( \mathfrak{su}(2) \) nor to \( \mathfrak{sl}_2(\mathbb{R}) \).

5.1.3. \( \dim \mathfrak{g} = 5, \dim \mathfrak{n} \geq 3 \).

It follows from Lemma 2.9 (v) that in this case \((G, g)\) is a solvsoliton.

5.2. \( \dim \mathfrak{g} = 6 \).

By (9) we will only consider the cases \( \dim \mathfrak{n} = 1, 2, 3 \).

5.2.1. \( \dim \mathfrak{g} = 6, \dim \mathfrak{n} = 1 \).

This case is empty, since by Lemma 2.9 (iv) we must have \( \dim \mathfrak{z}(\mathfrak{u}) \leq 1 \) and any 5-dimensional reductive Lie algebra \( \mathfrak{u} \) has \( \dim \mathfrak{z}(\mathfrak{u}) \geq 2 \).

5.2.2. \( \dim \mathfrak{g} = 6, \dim \mathfrak{n} = 2 \).

In this case, \((U/K, g)\) is a 3-dimensional homogeneous space with \( U \) reductive and \( \dim U = 4 \). According to the table in [Bil81] pp. 58], there are four possibilities for \( U/K \). The case \( U = U(2) \) can be omitted by Corollary 7.2. If \( U = \mathbb{R} \times \text{SO}(3), K = \text{SO}(2) \) then \( g \) is a product of metrics of constant curvature. In particular, \( \text{Ric}_{U/K} \) has two positive eigenvalues. But \( \text{Lie} (\text{SO}(3)) = \mathfrak{su}(2) \) and then \( \theta|_{\mathfrak{su}(2)} = 0 \) since \( \dim \mathfrak{n} = 2 \). Hence \( \dim \ker(C_0) \geq 2 \), and this together with Theorem 2.2 (ii) contradict the fact that \( c < 0 \).

Therefore, the only possibility is that \( \mathfrak{u} = \mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R}) \). Following [Lau13] Example 2.8, we take a basis \( \{Z, Y_1, Y_2, Y_3\} \) of \( \mathfrak{u} \) such that \( \{Y_1, Y_2, Y_3\} \) is an orthonormal basis for \( \mathfrak{h} \) and the Lie bracket is given by

\[
\begin{align*}
[Z, Y_2] &= Y_3, & [Y_2, Y_3] &= aY_1 + bZ, & [Y_1, Y_3] &= -dY_2, \\
[Z, Y_3] &= -Y_2, & [Y_1, Y_2] &= dY_3.
\end{align*}
\]
with \(a, b, d \in \mathbb{R}, ad + b < 0\). Then the Ricci operator for \(U/K\) with respect to this basis is given by

\[
\text{Ric}_{U/K} = \begin{bmatrix}
\frac{1}{2}a^2 & -\frac{1}{2}a^2 + b + ad \\
-\frac{1}{2}a^2 + b + ad & -\frac{1}{2}a^2 + b + ad
\end{bmatrix}.
\]

Observe that the center of \(u\) is generated by \(Y_1 - dZ\). Since \(n\) is the nilradical of \(g\), \(\theta|_{\mathfrak{sl}(u)}\) is faithful. There are only two possibilities for \(\theta\): either it is faithful, or \(\theta|_{\mathfrak{sl}(\mathbb{R})} = 0\). Fix an orthonormal basis for \((n, \langle \cdot, \cdot \rangle|_n)\), so that \(\text{End}(n)\) may be identified with \(2 \times 2\) matrices.

If \(\theta|_{\mathfrak{sl}(\mathbb{R})} = 0\), then using that \(\mathfrak{sl}_2(\mathbb{R}) = [u, u]\) we have that \(a\theta(Y_1) + b\theta(Z) = 0\). In particular, if \(a \neq 0\) then \(\theta(Y_1)\) is skew-symmetric, so \(C_\theta Y_1 = 0\). Using (12) we see that in order for condition (ii) of Theorem 2.2 to hold we must have \(c = \frac{1}{2}a^2 \geq 0\), and this is a contradiction. On the other hand, if \(a = 0\), then \(\{Z, Y_2, Y_3\}\) is a basis for \(\mathfrak{sl}_2(\mathbb{R})\) and in particular \(\theta(Z) = 0\). Then the center \(3(u) = \mathbb{R}(Y_1 - dZ)\) is \(B\)-orthogonal to \(\mathfrak{k}\), so \(3(u) \subseteq \mathfrak{k}\) and \(d = 0\). Conditions (ii) and (iv) from Theorem 2.2 are satisfied if and only if \(\theta(Y_1)\) is a normal operator and \(\text{tr} S(\theta(Y_1))^2 = -b\). If this is the case, we obtain an expanding algebraic soliton with \(U/K = \mathbb{R} \times \text{SL}_2(\mathbb{R})/\text{SO}(2)\), and the metric \(\mathfrak{g}\) is a Riemannian product

\[
\text{SL}_2(\mathbb{R})/\text{SO}(2) \times S,
\]

where \(\text{SL}_2(\mathbb{R})/\text{SO}(2) \simeq \mathbb{R}H^2\) is the hyperbolic 2-space and \(S\) is a 3-dimensional solvsoliton with Lie algebra given by \(\mathbb{R}Y_1 \ltimes \mathbb{R}\).

Now assume that \(\theta\) is faithful. We have that

\[
\theta(Y_1 - dZ) = e \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix},
\]

for some \(e \neq 0\). This implies first that \(Y_1 - dZ\) is Killing-orthogonal to \(Z\), thus \(d = 0\) by definition of \(p\). On the other hand, applying \(\theta\) and taking traces on \([Y_2, Y_3] = aY_1 + bZ\) yields \(a\text{ tr} \theta(Y_1) = 0\), hence \(a = 0\). To sum up, we obtained that \(3(u) = \mathbb{R}Y_1 \subseteq \mathfrak{k}\), and that \(\{Z, Y_2, Y_3\}\) is a basis for the ideal \(\mathfrak{sl}_2(\mathbb{R})\). In order to better visualize the results in this case, we proceed by varying inner products instead of Lie brackets. So we set \(a = d = 0\), \(b = -4\), and since any representation of \(\mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R})\) is equivalent to the standard one, assume that

\[
\theta(Z) = \frac{1}{2} \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad \theta(Y_1) = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad \theta(Y_2) = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \theta(Y_3) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.
\]

The isotropy representation has a decomposition into irreducible factors of the form \(\mathfrak{p} = p_1 \oplus p_2 \oplus p_3\), where \(Y_1 \in p_1\), \(Y_2, Y_3 \in p_2\), \(n = p_3\). Fix an inner product \(\langle \cdot, \cdot \rangle_0\) that makes the basis \(\{Y_1, Y_2, Y_3, X_1, X_2\}\) orthonormal, and then any \(\text{ad}(\mathfrak{k})\)-invariant inner product on \(\mathfrak{p}\) that makes \(\mathfrak{k} \perp n\) is of the form

\[
\langle \cdot, \cdot \rangle_{\alpha, \beta, \gamma} = \alpha \cdot \langle \cdot, \cdot \rangle_0|_{p_1} + \beta \cdot \langle \cdot, \cdot \rangle_0|_{p_2} + \gamma \cdot \langle \cdot, \cdot \rangle_0|_{p_3}, \quad \alpha, \beta, \gamma > 0.
\]

Conditions (i), (iii) and (iv) from Theorem 2.2 are clearly satisfied for these inner products. Regarding condition (ii), we calculate the Ricci operator of \(U/K\) with the metric induced by \(\langle \cdot, \cdot \rangle_{\alpha, \beta, \gamma}\), and \(C_\theta\), with respect to the orthonormal basis \(\left\{\frac{Y_1}{\sqrt{\alpha}}, \frac{Y_2}{\sqrt{\beta}}, \frac{Y_3}{\sqrt{\beta}}\right\}\), to obtain:

\[
\text{Ric}_{U/K, \alpha, \beta} = \begin{bmatrix} 0 & -\frac{4}{\beta} \\ -\frac{4}{\beta} & -\frac{4}{\beta} \end{bmatrix}, \quad C_\theta = \begin{bmatrix} \frac{2}{\alpha} & \frac{2}{\beta} \\ \frac{2}{\beta} & \frac{2}{\beta} \end{bmatrix}.
\]

Thus, \(c = -2/\alpha\), and in order for (ii) to hold we must have \(\beta = 3\alpha\). We see that, up to a scalar multiple, these algebraic solitons are all isometric to each other, and they are actually Einstein.

Arguing as in the case \((\theta|_{\mathfrak{sl}_2(\mathbb{R})} = 0\) or \(\theta\) faithful), all expanding algebraic solitons that we obtained are isometric to solvsolitons.
5.2.3. $\dim \mathfrak{g} = 6, \dim \mathfrak{n} = 3$.

Assume first that $\mathfrak{n}$ is abelian. Observe that $(U/K, g)$ is a 2-dimensional space-form, with $\mathfrak{u}$ reductive and non-compact, thus up to a cover we have $U = \text{SL}_2(\mathbb{R}), K = \text{SO}(2), \mathfrak{u} = \mathfrak{sl}_2(\mathbb{R}),$ and $\mathfrak{k} = \text{Lie} (\text{SO}(2)) = \mathbb{R}Z$, where $Z$ is a $2 \times 2$ skew-symmetric matrix in $\mathfrak{sl}_2(\mathbb{R})$. As in the previous case, we proceed by varying inner products. Thus, let us disregard the inner product fixed on $\mathfrak{p}$, and consider only the Lie-theoretical information. There are two non-trivial, non-equivalent representations of $\mathfrak{sl}_2(\mathbb{R})$ on $\mathbb{R}^3$: one is given by the adjoint representation, and we will call it $\theta_{\text{ad}}$; the other is given by a direct sum of the standard $2 \times 2$ matrix representation of $\mathfrak{sl}_2(\mathbb{R})$ and a trivial one-dimensional representation, and we will call it $\theta_{12}$. In order to determine all possible $G$-invariant metrics which are expanding algebraic solitons we seek for $\text{ad}(\mathfrak{k})$-invariant inner products on $\mathfrak{p}$ satisfying conditions (i)-(iv) from Theorem 2.2. In both cases, the linear isotropy representation has a decomposition into irreducible factors of the form $\mathfrak{p} = \mathfrak{p}_1 \oplus \mathfrak{p}_2 \oplus \mathfrak{p}_3$, where $\mathfrak{p}_1 = \mathfrak{h}, \mathfrak{p}_2 \oplus \mathfrak{p}_3 = \mathfrak{n} = \mathfrak{dim} \mathfrak{p}_2 = 2, \dim \mathfrak{p}_3 = 1$.

In the case of $\theta_{\text{ad}}$, $\mathfrak{p}_1$ is equivalent to $\mathfrak{p}_2$. However, Theorem 2.2 implies that in order to give rise to an algebraic soliton, an inner product $\langle \cdot, \cdot \rangle$ must satisfy $\langle \mathfrak{p}_1, \mathfrak{p}_2 \oplus \mathfrak{p}_3 \rangle = 0$. Fix a basis $\{Y_1, Y_2\}$ of $\mathfrak{h}$ such that $[Z, Y_1] = -2Y_2$, $[Z, Y_2] = 2Y_1$, $[Y_1, Y_2] = 2Z$, and consider the basis $\{X_1, X_2, X_3\}$ of $\mathfrak{n}$ such that, with respect to this basis,

$$\theta_{\text{ad}}(Z) = \begin{bmatrix} 0 & 2 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \theta_{\text{ad}}(Y_1) = \begin{bmatrix} 0 & 0 & 2 \\ 0 & 0 & 0 \\ 2 & 0 & 0 \end{bmatrix}, \quad \theta_{\text{ad}}(Y_2) = \begin{bmatrix} 0 & 0 & -2 \\ 0 & 0 & 0 \\ -2 & 0 & 0 \end{bmatrix}.$$ 

Fix also an inner product $\langle \cdot, \cdot \rangle_0$ on $\mathfrak{p}$ that makes $\{Y_1, Y_2, X_1, X_2, X_3\}$ orthonormal; it is easy to see that $\langle \cdot, \cdot \rangle_0$ satisfies (i)-(iv) from Theorem 2.2. All $\text{ad}(\mathfrak{k})$-invariant inner products on $\mathfrak{p}$ that make $\mathfrak{p}_1 \perp \mathfrak{p}_2$ are given by

$$\langle \cdot, \cdot \rangle_{\alpha, \beta, \gamma} = \alpha \cdot \langle \cdot, \cdot \rangle_{\mathfrak{p}_1} + \beta \cdot \langle \cdot, \cdot \rangle_{\mathfrak{p}_2} + \gamma \cdot \langle \cdot, \cdot \rangle_{\mathfrak{p}_3}, \quad \alpha, \beta, \gamma > 0,$$

and for $\langle \cdot, \cdot \rangle_{\alpha, \beta, \gamma}$ in order to satisfy condition (iv) we must have that $\beta = \gamma$. It is now easy to check that any inner product of the form $\langle \cdot, \cdot \rangle_{\alpha, \beta, \beta}$ satisfies (i)-(iv) and thus gives rise to an expanding algebraic soliton.

For $\theta_{12}$, all three summands $\mathfrak{p}_1, \mathfrak{p}_2, \mathfrak{p}_3$ are mutually inequivalent representations. As in the previous case, fix an inner product $\langle \cdot, \cdot \rangle_0$ that makes the basis $\{Y_1, Y_2, X_1, X_2, X_3\}$ orthonormal, where $\{X_1, X_2, X_3\}$ is such that

$$\theta_{12}(Z) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \theta_{12}(Y_1) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \theta_{12}(Y_2) = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$ 

All $\text{ad}(\mathfrak{k})$-invariant inner products on $\mathfrak{p}$ are given by

$$\langle \cdot, \cdot \rangle_{\alpha, \beta, \gamma} = \alpha \cdot \langle \cdot, \cdot \rangle_{\mathfrak{p}_1} + \beta \cdot \langle \cdot, \cdot \rangle_{\mathfrak{p}_2} + \gamma \cdot \langle \cdot, \cdot \rangle_{\mathfrak{p}_3}, \quad \alpha, \beta, \gamma > 0,$$

and an easy calculation shows that all of them satisfy (i)-(iv) from Theorem 2.2.

Regarding $\mathfrak{n}$, the other possibility is that $\mathfrak{n} = \mathfrak{h}_3$, the 3-dimensional Heisenberg Lie algebra. Up to equivalence, there is only one non-trivial representation $\theta : \mathfrak{sl}_2(\mathbb{R}) \rightarrow \text{Der}(\mathfrak{h}_3)$, and is given precisely by $\theta_{12}$. The above argument and a straightforward calculation show that an $\text{ad}(\mathfrak{k})$-invariant inner product $\langle \cdot, \cdot \rangle_{\alpha, \beta, \beta}$ on $\mathfrak{p}$ gives rise to an algebraic soliton if and only if $\alpha = 4\beta^2/\gamma$ (the only condition from Theorem 2.2 that is not satisfied for all $\alpha, \beta, \gamma$ is (iii)).

On the other hand, if $\mathfrak{n} = \mathfrak{h}_3$ and $\theta = 0$ we obtain a Riemannian product of the hyperbolic 2-space $\text{SL}_2(\mathbb{R})/\text{SO}(2) = \mathbb{R}H^2$ and the 3-dimensional nilsoliton on the Heisenberg Lie group $H_3$, and this product is an algebraic soliton if and only if the cosmological constants of both spaces coincide.

Finally, arguing as in the case 4.2.2 we see that all algebraic solitons that we obtained are isometric to solvsolitons. In the case of $\theta_{\text{ad}}$, they are all homothetic (i.e. isometric up to scaling) to a fixed 5-dimensional solvsoliton. For $\theta_{12}, \mathfrak{n} = \mathbb{R}^3$, they are all homothetic to the product of $\mathbb{R}$ and the 4-dimensional solvsoliton corresponding to the case 4.2.2. And for $\theta_{12}, \mathfrak{n} = \mathfrak{h}_3$, they are all homothetic to another 5-dimensional solvsoliton.
5.3. \( \dim \mathfrak{g} = 7 \).

By (9) we need only to consider the cases \( \dim \mathfrak{n} = 1, 2 \).

5.3.1. \( \dim \mathfrak{g} = 7, \dim \mathfrak{n} = 1 \).

By Lemma 2.9 (iv) we have that \( \dim \mathfrak{j}(\mathfrak{u}) \leq 1 \). Since \( \mathfrak{u} \) is reductive and 6-dimensional, it must be semisimple. Using Lemma 2.9 (ii) we obtain \( \theta = 0 \), hence this is a product case.

5.3.2. \( \dim \mathfrak{g} = 7, \dim \mathfrak{n} = 2 \).

This case is empty because \( U/K \) is almost effective and 3-dimensional, with \( \dim U = 5 \), and this contradicts Proposition 2.1.

5.4. \( \dim \mathfrak{g} = 8 \).

As in the previous case, we need only to consider \( \dim \mathfrak{n} = 1, 2 \).

5.4.1. \( \dim \mathfrak{g} = 8, \dim \mathfrak{n} = 1 \).

Assume that \( \mathfrak{g} \) is non-unimodular and \( \theta \neq 0 \), otherwise by Lemma 2.9 (ii) we are in a product case. Then, by using Proposition 2.8 we get a simply connected expanding algebraic soliton \((G_1/K, g)\) of dimension 4, with \( G_1 \) a normal subgroup of \( G \) of codimension one. It is not Einstein, since \( G_1 \) is unimodular and not semisimple, thus it must be one of the spaces listed in Table 2. Thus, \( \mathfrak{g} \) contains an ideal isomorphic to \( \mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{C}) \). On the other hand, \( U/K \) is an almost effective homogeneous space of dimension 4, and comparing with the table in [BB81 pp. 45] we conclude that the only possibility is \( U = \mathbb{R} \times SO(3,1) \) (up to a cover), \( K = SO(3) \), and the metric restricted to \( U/K \) is a product of \( \mathbb{R} \) and a metric of constant negative curvature on \( SO_0(3,1)/SO(3) = \mathbb{R}H^3 \). Let \( c < 0 \) be the Einstein constant of the metric on \( SO_0(3,1)/SO(3) \), and let \( \mathfrak{sl}_2(\mathbb{C}) = \text{Lie}(SO_0(3,1)) \subseteq \mathfrak{u} \). It is clear that the only possibility for \( \theta \) is that

\[
\theta|_{\mathfrak{sl}_2(\mathbb{C})} = 0, \quad \theta(W) = -c,
\]

where \( W \in \mathfrak{j}(\mathfrak{u}) \subseteq \mathfrak{h} \) is a unitary vector. In this way, we obtain an algebraic soliton on the homogeneous space \((SO_0(3,1) \times \mathbb{Z}_2)/SO(3) \). A quick inspection of its Ricci operator shows that this is actually an Einstein metric.

5.4.2. \( \dim \mathfrak{g} = 8, \dim \mathfrak{n} = 2 \).

Since we have equality in (9), \((U/K, g|_{U/K})\) is a space form. By Corollary 7.2 it cannot have positive curvature, thus up to a cover the Lie group \( U \) is \( SO(3) \times \mathbb{R}^3 \) or \( SO_0(3,1) \). But \( SO(3) \times \mathbb{R}^3 \) is not reductive, so the only remaining case is \( U = SO_0(3,1) \) (up to a cover). In this case, \( \mathfrak{u} \cong \mathfrak{sl}_2(\mathbb{C}) \), a 6-dimensional simple Lie algebra, thus \( \theta \) is either faithful or trivial. Since \( \dim \mathfrak{n} = 2 \), it must be trivial, and we are in a product case.

5.5. \( 9 \leq \dim \mathfrak{g} \leq 11 \).

The cases with \( \dim \mathfrak{n} \geq 2 \) may be disregarded because of (9), so let us assume that \( \dim \mathfrak{n} = 1 \). If \( \mathfrak{g} \) is unimodular then by Lemma 2.9 (i) we are in a product case. On the other hand, if \( \mathfrak{g} \) is non-unimodular then by using Proposition 2.8 and arguing as in Section 5.4.1 we get that \( G_1 \) must be one of the groups in Table 2. This in particular implies that \( 7 \geq \dim G_1 = \dim G - 1 \), which is a contradiction.

6. Proof of Theorem C: \( \dim G/K = 6 \)

In this section we will show that, besides from the cases where \( G \) is semisimple, there is no counterexample to the generalized Alekseevskii conjecture in dimension 6. By Corollary 1.1 the generalized Alekseevskii’s conjecture is valid up to dimension 5. So, by using Proposition 2.8 we may assume without loss of generality that \( G \) is unimodular. The cases with \( \dim \mathfrak{n} = 0 \) correspond to \( G \) semisimple, and will be omitted. For \( \dim \mathfrak{n} = 1 \), we are in a product case by Lemma 2.9 (ii). The possible dimensions for \( G \) are therefore \( 6 \leq \dim G \leq 16 \) and \( \dim G = 21 \). When \( \dim G = 21 \), \( G/K \) is the hyperbolic space, which is diffeomorphic to \( \mathbb{R}^6 \).
6.1. \( \dim g = 6 \).

This is the case of left-invariant metrics on 6-dimensional Lie groups.

6.1.1. \( \dim g = 6, \dim n = 2 \).

We have that \( \dim u = 4 \) and thus it must be isomorphic to one of the following:

\[
\mathbb{R}^4, \quad \mathbb{R} \oplus \mathfrak{sl}_2(\mathbb{R}), \quad \mathbb{R} \oplus \mathfrak{su}(2).
\]

If \( u = \mathbb{R}^4 \) then \( g \) is solvable, so we may apply Lemma 3.1 to conclude that \( (G/K, g) \) is isometric to a solvsoliton. For the other cases, recall that since \( n \) is the nilradical we have that \( \theta_{|u} \) is faithful. Also, if \( \theta : u \to \text{End}(n) \) is faithful, then \( g \) is not unimodular. Therefore, we must have \( \ker \theta = v \), with \( v \) a simple ideal. But then, arguing along the lines of Section 5.1.1 we arrive at a contradiction.

6.1.2. \( \dim g = 6, \dim n = 3 \).

In this case, \( u \) is one of the following: \( \mathbb{R}^3, \mathfrak{sl}_2(\mathbb{R}), \mathfrak{su}(2) \). But using Corollaries 7.2 and 7.3 we have that \( u \neq \mathfrak{su}(2) \) and \( u \neq \mathfrak{sl}_2(\mathbb{R}) \), so \( u = \mathbb{R}^3 \), \( g \) is solvable and \( (G, g) \) is a solvsoliton.

6.1.3. \( \dim g = 6, \dim n \geq 4 \).

By Lemma 2.9 (v) we have that \( (G, g) \) is a solvsoliton.

6.2. \( \dim g > 6 \).

In these cases, we will make strong use of Corollary 2.7 and equation (9). Also, to deal with the cases where \( g \) has smaller dimension, we will do as follows: given an expanding algebraic soliton \( (G/K, g) \), we take a presentation of it such that \( (G, g) \) is a solvsoliton. For the case \( u = \mathbb{R}^4 \), the metric is a Riemannian product of a flat factor \( U(1) \). The case \( u = \mathbb{R} \oplus \mathfrak{su}(2) \) is isometric to a solvinvariant metric. For the case where \( \text{dim} u = 4 \) and \( \text{dim} n \leq 10 \), we look closely at the table in [BB81, pp. 45]. The only cases with \( u \) non-compact and reductive for which \( U/K \) is not diffeomorphic to a Euclidean space are \( u = \mathbb{R} \oplus \mathfrak{so}(4) \) and \( u = \mathfrak{so}(3) \oplus \mathfrak{sl}_2(\mathbb{R}) \). For \( u = \mathbb{R} \oplus \mathfrak{so}(4) \), since \( \text{dim} n = 2 \) we have that \( \theta \) must be trivial on the simple ideal \( \mathfrak{so}(4) \). But the metric is a Riemannian product of a flat factor \( \mathbb{R} \) and a constant (positive) curvature metric on \( \text{SO}(4)/\text{SO}(3) \simeq S^3 \). We arrive at a contradiction by looking at the Ricci operator and using Theorem 2.2 (ii). For the case \( u = \mathfrak{so}(3) \oplus \mathfrak{sl}_2(\mathbb{R}) \) we also obtain a contradiction by following a similar argument, this time focused on the ideal \( \mathfrak{so}(3) \).

If \( \text{dim} g = 7 \), we now look closely at the table in [BB81, pp. 44]. There are three possibilities for \( U/K \) that are not diffeomorphic to a Euclidean space: \( \mathbb{R}^2 \times \text{SO}(3)/\text{SO}(2), \ Z^2 \times \text{SO}(3)/\text{SO}(2) \) and \( \mathbb{R} \times U(2)/U(1) \). The case \( Z^2 \times \text{SO}(3)/\text{SO}(2) \) is not possible because \( Z^2 \times \text{SO}(3) \) is not reductive. For \( \mathbb{R}^2 \times \text{SO}(3)/\text{SO}(2) \), the metric is a product of constant curvature metrics. We see that \( \theta_{|\mathfrak{so}(3)} \) must be trivial because \( \text{dim} n = 2 \), and thus we arrive at a contradiction by looking at the Ricci operator and using Theorem 2.2 (ii), as in the cases from the previous paragraph. Finally, if \( U/K = \mathbb{R} \times U(2)/U(1) \), the metric is also a product, but the metric on \( U(2)/U(1) \) is a Berger metric on \( S^3 \). Considering the restriction of \( \theta \) to the ideal \( u(2) \) of \( u \), we see that it must act by skew-symmetric endomorphisms on \( n \). Indeed, we have that \( u(2) = \mathfrak{z}(u(2)) \oplus \mathfrak{su}(2) \),
and $\theta|_{\mathfrak{su}(2)} = 0$ since $\dim \mathfrak{n} = 2$. But notice that we cannot have $\mathfrak{k} \subseteq \mathfrak{su}(2)$ because otherwise the homogeneous space would be $\mathbb{R}^2 \times \text{SO}(3)/\text{SO}(2)$, so we may write a nonzero $Z \in \mathfrak{k}$ as $Z = Y_0 + Y_1$, with $Y_0 \in \mathfrak{z}(\mathfrak{u}(2)), Y_1 \in \mathfrak{su}(2)$ and $Y_0 \neq 0$. In this way, we see that $\theta(Y_0)$ must be skew-symmetric, and this implies that $\theta(Y)$ is skew-symmetric for all $Y \in \mathfrak{u}(2)$. Using condition (ii) from Theorem 2.2 we arrive at a contradiction, because $C_0$ is 0 on $\mathfrak{u}(2)$, and the Ricci operator of a Berger metric is skew-symmetric, and this implies that $\theta(Y)$ is skew-symmetric for all $Y \in \mathfrak{u}(2)$.

6.2.2. $\dim \mathfrak{g} > 6, \dim \mathfrak{n} = 3$.

From (9) we have that $\dim \mathfrak{g} \leq 9$ in this case, and $\dim \mathfrak{g} \neq 8$ since a 3-dimensional homogeneous space does not admit a 5-dimensional transitive and effective group. As in the previous section, if $\dim \mathfrak{g} = 9$, then $(U/K, g_{U/K})$ must be the 3-dimensional hyperbolic space, which is diffeomorphic to $\mathbb{R}^3$.

If $\dim \mathfrak{g} = 7$, we look at the table in [BBS1, pp. 58] to see the possibilities for $U/K$. There are two cases which are not diffeomorphic to $\mathbb{R}^3$:

$$\left(\mathbb{R} \times \text{SO}(3)\right)/\text{SO}(2) \simeq \mathbb{R} \times S^2, \quad \text{product of constant curvature metrics},$$

$$U(2)/U(1) \simeq S^3, \quad \text{Berger metric}.$$ 

Since $U(2)$ is compact, the second case is not possible because of Corollary 7.2. Assume now that $\mathfrak{u} \oplus \mathfrak{so}(3), \mathfrak{k} = \mathbb{R} \subseteq \mathfrak{so}(3)$. By Theorem 2.2 (ii) we must have that $\theta|_{\mathfrak{so}(3)}$ is faithful, otherwise $c$ would be positive. Since $\theta|_{\mathfrak{su}(2)}$ is also faithful, we conclude that $\theta : \mathfrak{u} \to \text{End}(\mathbb{R}^3)$ is faithful. This in turn implies that $\theta(Y_0) = c \text{Id}$, where $Y_0 \in \mathfrak{z}(\mathfrak{u})$. Consider the restriction of $\theta$ to the ideal $\mathfrak{so}(3)$: it also satisfies the compatibility condition (iv) from Theorem 2.2. By arguing as in the proof of Proposition 7.1 we can prove that $\theta(Y)^f = -\theta(Y)$ for all $Y \in \mathfrak{so}(3)$. This contradicts condition (ii) from Theorem 2.2 since $c < 0$ and the metric on $\text{SO}(3)/\text{SO}(2)$ has positive curvature.

We conclude that $U/K$ must be diffeomorphic to $\mathbb{R}^3$.

6.2.3. $\dim \mathfrak{g} > 6, \dim \mathfrak{n} = 4$.

Using (10), the only possibility in this case is that $\dim \mathfrak{g} = 7$. But then $U/K$ is a 2-dimensional space form, so it must be the 2-dimensional hyperbolic space, and this is diffeomorphic to $\mathbb{R}^2$.

6.2.4. $\dim \mathfrak{g} > 6, \dim \mathfrak{n} \geq 5$.

In this case $G$ is solvable and by Lemma 2.9 (v) $(G/K, g)$ is isometric to a solvsoliton; in particular it is diffeomorphic to $\mathbb{R}^6$.

7. Appendix - by Jorge Lauret

Let $(G/K, g)$ be an expanding algebraic soliton with metric reductive decomposition $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{h} \oplus \mathfrak{n}$ as in Theorem 2.2. Let $U$ denote the connected Lie subgroup of $G$ with Lie algebra $\mathfrak{u} = \mathfrak{k} \oplus \mathfrak{h}$. Recall that we can assume that $K$ is a compact Lie subgroup of $U$, and thus $K$ is contained in some maximal compact subgroup $K_{\text{max}}$ of $U$ which is connected (see [Iwa49, Hoc65]) with Lie algebra $\mathfrak{k}_{\text{max}}$.

Let us assume that either $U$ is compact (i.e. $\mathfrak{k}_{\text{max}} = \mathfrak{u}$) or $\mathfrak{u}$ is semisimple and there is a direct sum decomposition

$$\mathfrak{h} = \mathfrak{h}^- \oplus \mathfrak{h}^+, \quad \text{such that } \mathfrak{k}_{\text{max}} = \mathfrak{k} \oplus \mathfrak{h}^- \quad \text{and } \mathfrak{u} = \mathfrak{k}_{\text{max}} \oplus \mathfrak{h}^+ \text{ is a Cartan decomposition of } \mathfrak{u}, \quad \text{that is,}$$

$$[\mathfrak{k}_{\text{max}}, \mathfrak{h}^+] \subset \mathfrak{h}^+, \quad [\mathfrak{h}^+, \mathfrak{h}^+] \subset \mathfrak{k}_{\text{max}},$$

and the Killing form of $\mathfrak{u}$ is negative definite on $\mathfrak{k}_{\text{max}}$ and positive definite on $\mathfrak{h}^+$. It is worth mentioning that $\mathfrak{h}^-$ and $\mathfrak{h}^+$ are not necessarily orthogonal with respect to $\langle \cdot, \cdot \rangle$. 
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Proposition 7.1. If \( \langle h^-, h^+ \rangle = 0 \), then
\[
\theta(Y)^t = -\theta(Y) \quad \forall Y \in h^-, \quad \theta(Y)^t = \theta(Y) \quad \forall Y \in h^+.
\]

Proof. We need some results on geometric invariant theory concerning moment maps for real representations of real reductive Lie groups (see e.g. [Lau09 Appendix] for more information). Given two inner product vector spaces \( (\mathfrak{h}, \langle \cdot, \cdot \rangle) \) and \( (\mathfrak{n}, \langle \cdot, \cdot \rangle) \) we consider the linear action of \( \text{GL}(\mathfrak{n}) \) on the vector space \( W := \text{End}(\mathfrak{h}, \mathfrak{gl}(\mathfrak{n})) \) given by
\[
(h \cdot \theta)(Y) = h\theta(Y)h^{-1}, \quad \forall Y \in \mathfrak{h}, \quad h \in \text{GL}(\mathfrak{n}), \quad \theta \in W.
\]
The corresponding \( \mathfrak{gl}(\mathfrak{n}) \)-representation is then given by
\[
\pi(A)(\theta) = [A, \theta], \quad \forall A \in \mathfrak{gl}(\mathfrak{n}), \quad \theta \in W.
\]
If \( \{Y_i\} \) is an orthonormal basis of \( \mathfrak{h} \), then a canonical \( \mathfrak{O}(\mathfrak{n}) \)-invariant inner product on \( \text{End}(\mathfrak{h}, \mathfrak{gl}(\mathfrak{n})) \) is defined by
\[
\langle \theta, \theta' \rangle = \sum \langle \theta(Y_i), \theta'(Y_i) \rangle = \sum \text{tr} \theta(Y_i)\theta'(Y_i)^t.
\]
As a Cartan decomposition we take \( \mathfrak{gl}(\mathfrak{n}) = \mathfrak{so}(\mathfrak{n}) \oplus \text{sym}(\mathfrak{n}) \), thus the moment map \( m : W \rightarrow \text{sym}(\mathfrak{n}) \) for the action (13) is given by
\[
m(\theta) = \frac{1}{|\theta|} \sum \theta(Y_i)\theta(Y_i)^t,
\]
where \( \{Y_i\} \) can be actually any orthonormal basis of \( \mathfrak{h} \). Indeed, for any \( A \in \text{sym}(\mathfrak{n}) \), we have that
\[
\langle m(\theta), A \rangle = \frac{1}{|\theta|} \langle \pi(A)\theta, \theta \rangle = \frac{1}{|\theta|} \sum \langle [A, \theta(Y_i)], \theta(Y_i) \rangle
\]
\[
= \frac{1}{|\theta|} \sum \langle A, [\theta(Y_i), \theta(Y_i)^t] \rangle.
\]
We now apply this to \( \mathfrak{h} \) and \( \mathfrak{n} \) coming from the reductive decomposition \( \mathfrak{g} = \mathfrak{k} \oplus \mathfrak{h} \oplus \mathfrak{n} \) as above. It follows from Theorem 2.2 (iv) that
\[
m(\theta) = \frac{1}{|\theta|} \sum \theta(Y_i), (\theta(Y_i)^t) = 0,
\]
thus \( \theta \) is a minimal vector. On the other hand, since \( \mathfrak{u} = \mathfrak{k}_{\text{max}} \oplus \mathfrak{h}^+ \) is a Cartan decomposition, there exists an inner product \( \langle \cdot, \cdot \rangle_1 \) on \( \mathfrak{n} \) such that \( \theta(\mathfrak{k}_{\text{max}}) \) and \( \theta(\mathfrak{h}^+) \) are respectively contained in the space of skew-symmetric and symmetric maps with respect to \( \langle \cdot, \cdot \rangle_1 \) (see e.g. [DM86, Lemma 3] or [Don09]). We note that if \( U \) is compact (and possibly non-semisimple) then the above assertion also holds. This is equivalent to the existence of an element \( h \in \text{GL}(\mathfrak{n}) \) such that
\[
(h \theta(Y)h^{-1})^t = -h\theta(Y)h^{-1}, \quad \forall Y \in \mathfrak{h}^-,
\]
\[
(h \theta(Y)h^{-1})^t = h\theta(Y)h^{-1}, \quad \forall Y \in \mathfrak{h}^+.
\]
We therefore obtain that also \( m(h \cdot \theta) = 0 \) and so according to [Lau09] Theorem 11.1, (iii)], there exists a \( \varphi \in \mathfrak{O}(\mathfrak{n}) \) such that \( h \cdot \theta = \varphi \cdot \theta \). It follows that for any \( Y \in \mathfrak{h}^+ \),
\[
\theta(Y)^t = \varphi^{-1}(\varphi \theta(Y)\varphi^{-1})^t \varphi = \varphi^{-1}(\varphi \cdot \theta)(Y)^t \varphi = \varphi^{-1}(h \cdot \theta)(Y)^t \varphi
\]
\[
= \mp \varphi^{-1}(h \cdot \theta)(Y)\varphi = \mp \varphi^{-1}(\varphi \cdot \theta)(Y)\varphi = \mp \theta(Y),
\]
as was to be shown.

Corollary 7.2. The Lie group \( U \) can not be compact, unless \( \mathfrak{h} = 0 \).

Proof. If \( U \) is compact then \( \mathfrak{h} = \mathfrak{h}^- \), or equivalently \( \mathfrak{h}^+ = 0 \), and thus by Proposition 7.1 we obtain that \( C_{\theta} = 0 \). This implies that \( \text{Ric}_{c_{U/K}} = cI \), which is a contradiction, since the associated compact homogeneous Riemannian manifold \( U/K \) can never be Einstein of negative scalar curvature by Bochner’s Theorem (see [Bes87, Theorem 1.84]). It follows that \( \mathfrak{h} = 0 \), concluding the proof.
Corollary 7.3. If $\mathfrak{t} = 0$ then the Lie algebra $\mathfrak{u}$ can not be isomorphic to $\mathfrak{sl}_2(\mathbb{R})$.

Proof. Assume that $\mathfrak{u} \cong \mathfrak{sl}_2(\mathbb{R})$. Since $\mathfrak{t} = 0$ we have that $\mathfrak{u} = \mathfrak{h}$ and then there is always a Cartan decomposition $\mathfrak{u} = \mathfrak{h}^- \oplus \mathfrak{h}^+$ which is orthogonal. Indeed, one can always find an orthonormal basis such that $[e_2, e_3] = ae_1$, $[e_3, e_1] = be_2$, $[e_1, e_2] = de_3$ with $a, b > 0$, $d < 0$ (see e.g. [Mf76]) and so $\mathfrak{h}^- = \mathbb{R} e_3$, $\mathfrak{h}^+ = \mathbb{R} e_1 + \mathbb{R} e_2$ define a Cartan decomposition. It follows from Proposition [7.1] that $C_\theta e_3 = 0$ and $C_\theta |_{\mathfrak{h}^+}$ is a positive multiple of the Killing form.

We now use the formulas given in [Lau13] Example 2.7 to obtain from $\text{Ric}_\mathfrak{u} = cI + C_\theta$ that
\[
\frac{1}{2} (a^2 - (b - d)^2) = c - 2\lambda bd, \quad \frac{1}{2} (b^2 - (a - d)^2) = c - 2\lambda ad, \quad c = \frac{1}{2} (d^2 - (a - b)^2),
\]
for some $\lambda > 0$. By substracting the first two equations we obtain
\[
(a - b)(a + b - (2\lambda + 1)d) = 0.
\]
Since $a + b - (2\lambda + 1)d > 0$, this implies that $a = b$, and putting this into the third equation yields $c = \frac{1}{2} d^2 > 0$, which is a contradiction. \qed
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