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Abstract

Online services utilize privacy settings to provide users with control over their data. However, these privacy settings are often hard to locate, causing the user to rely on provider-chosen default values. In this work, we train privacy-settings-centric encoders and leverage them to create an interface that allows users to search for privacy settings using free-form queries. In order to achieve this goal, we create a custom Semantic Similarity dataset, which consists of real user queries covering various privacy settings. We then use this dataset to fine-tune a state of the art encoder. Using this fine-tuned encoder, we perform semantic matching between the user queries and the privacy settings to retrieve the most relevant setting. Finally, we also use the encoder to generate embeddings of privacy settings from the top 100 websites and perform unsupervised clustering to learn about the online privacy settings types. We find that the most common type of privacy settings are ‘Personalization’ and ‘Notifications’, with coverage of 35.8% and 34.4%, respectively, in our dataset.

1 Introduction

Online services provide their users with privacy settings to control information access, collection, processing, and sharing. These settings include, but are not limited to, the option to opt-out of data collection, manage notifications, and marketing emails. However, recent work [6] shows that privacy settings are often hard to locate for an average user. Even when the privacy settings pages are easily accessible, they contain numerous settings that are usually distributed over several URLs, making it challenging to find the settings of interest. For example, Facebook contains 60 privacy settings located on several different URLs. Further, several service providers expose similar settings to the user. It is desirable for the user to apply the same preference to these settings at once, instead of locating and setting their preferences at each domain.

The current privacy settings ecosystem prevents the users from making informed choices for the privacy settings; users unknowingly accept the default options for privacy settings, which tend to favor the interests of the web services over those of the users [19, 22]. Due to their non-standard nature, privacy settings have received little attention in the privacy literature than the more standard opt-out options [7, 30, 13] and privacy policies [8].

There is a need to make privacy settings to be more accessible so that users can exercise more informed choices. Achieving this objective requires crawling the websites for privacy control pages, parsing their HTML to extract the privacy settings, and presenting these settings in a more usable manner. In this paper, we tackle the latter problem of presenting privacy settings to the user by investigating the feasibility of an intra- and inter-domain search interface for privacy settings. In particular, we create a privacy setting-centric encoder and leverage it to answer the following questions:

- Given privacy settings pages, can we build an interface to allow users to search for privacy settings accurately?
- Can we utilize NLP techniques to learn about the landscape of online privacy settings?

To answer these questions, we first create a custom Semantic Similarity dataset consisting of real user queries covering various privacy settings. We use this dataset to fine-tune the Universal Sentence encoder [2] to match user queries with the
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settings text. Next, we represent a privacy settings page as an abstract data structure consisting of privacy groups. We manually extract the text for these privacy groups for the top 100 websites. We demonstrate the feasibility of developing an accurate intra- and inter-domain search interface for privacy settings. Finally, we leverage the developed encoder to analyze the landscape of privacy settings across different websites.

To summarize, we make the following contributions in this paper:

- We provide a manually curated Sentence Similarity Dataset of free-form user queries for privacy settings. Further, we train a privacy-setting-centric sentence encoder using this dataset.

- We develop a browser extension that uses a fine-tuned sentence encoder to enable users to search for settings in the same domain and across domains. We also evaluate the encoder using real-world queries.

- Finally, we leverage the privacy settings’ embeddings to analyze the top 100 websites’ privacy settings using unsupervised clustering to understand the landscape of privacy settings for popular websites.

## 2 Related Work

While the existing literature on understanding the landscape of privacy settings is scarce, there has been some work done in the extraction and automation of privacy settings, particularly in mobile apps’ context [17, 16, 15]. Chen et al. [3] conducted a large-scale study on the usability of privacy settings for Android applications. Their methodology leverages the semantic relationship between the text descriptions of UI elements and the titles of application views to discover privacy menus hidden in apps. Liu et al. [17] studied the feasibility of generalized privacy profiles, predicting user permission decisions by modeling it as a classification problem. Jialiu et al. [15] similarly studied privacy profiles using unsupervised clustering of user preferences and app permissions. Relatedly, a new privacy application called Jumbo [27] allows users to select one of three available privacy profiles and after that sets the user’s privacy settings for their set of supported mobile apps. These works are specific to Android and do not provide insights into the type of privacy settings employed by the services.

In the web domain, Nisal el al. [24] created a browser extension built on top of a previously proposed automated-extraction methodology [30] to capture opt-out choices from a website’s privacy policy. The extension developed by Nisal et al. displays the extracted information to users and helps the users to enforce their opt-out settings.

In the privacy domain, prior works have used NLP techniques primarily to understand and analyze privacy policies [8, 25, 23, 1]. In particular, Harkous et al. [8] used a hierarchical text classification system to annotate segments from the privacy policy automatically. They also developed a free-form QA system for queries on privacy policies. Similarly, Oltramari et al. [25] developed PrivOnto, which analyzes privacy policies based on an ontology that uses a semantic framework to represent annotated policies; Nejad et al. [23] used text mining and rule-based semantic technologies for information extraction from contractual agreements. Andow et al. [1] proposed PolicyLint which leverages sentence level NLP techniques to identify internal contradictions within policy by capturing both positive and negative statements of data collection and sharing. There has also been some research done in using NLP for verification of compliance [33, 32] of privacy practices by smartphone apps by comparing the permissions to the
privacy policy text. All these works are essentially focused on privacy policies whereas, in this work, we fine-tune the state-of-the-art sentence encoders to create privacy-setting-centric embeddings.

3 Datasets

In this section, we describe the two datasets that we created for fine-tuning the Universal Sentence Encoder and evaluating semantic matching of the natural language interpreter present in the browser extension.

3.1 Semantic Similarity Dataset

In order to fine-tune the sentence encoders, we created a custom Sentence Similarity Dataset for privacy settings, which consists of real user queries posted on Reddit. These queries are derived from the threads that ask for privacy settings related questions for the top 100\(^1\) domains. This dataset aims to capture semantic relations between a user query and the privacy setting text.

To extract the queries, we followed a methodology similar to that of Harkous et al [8]. In particular, we searched for “privacy setting” and “notification setting” to search the subreddits of each domain from the top 100 domains. To filter out unrelated threads, we keep the ones that are posted as questions by checking for the question mark in the title of the thread. In order to refine our search such that user questions that do not contain question marks are not simply discarded, we also used two classifiers, a Multinomial Naive Bayes classifier [21], and the Stanford NLP package [21].

Using the above process, we collected 596 candidate queries automatically. Next, two of the authors manually analyzed the candidate queries with the following objectives: a) Filter out the queries if it is not related to privacy settings; b) For the remaining queries, find the corresponding setting that resolves the query and c) assign a similarity score between each pair of query and the setting. The assignment of similarity score is done according to the following rules:

- **Score 0**: The setting and the query are completely unrelated. Example:
  
  Q : How to get profile edits to show up publicly?
  S : Display media that may contain sensitive content

- **Score 0.5**: The setting and the query refer to the same general concept but the setting does not resolve the query. Example:
  
  Q : How to fix issues with comment notifications?
  S : Mentions Notify me when others mention my channel

- **Score 1**: The query refers to the setting; e.g.
  
  Q : Comments - No notifications from replies?
  S : Replies to my comments Notify me about replies to my comments

The annotators had an overlapping set of 150 queries to measure the inter-annotator agreement. We observe that they showed high agreement on manual tagging of this set. In particular, they had a high value for Cohen’s Kappa (κ = 0.84) [14]. The queries that the annotators disagreed on were resolved after further discussion. At the end of this process, we have the Sentence Similarity Dataset with a total of 596 query-setting pair consisting of 219 pairs with score 1, 150 pairs with score 0.5, and 227 pairs with score 0.

3.2 Evaluation Dataset

To evaluate the natural language interpreter backed by semantic matching in the browser extension, we created another dataset similar to Semantic Similarity Dataset. The key goals of this dataset are: a) privacy setting queries are free-form, b) each query has a corresponding setting for it. Essentially, this set is an independent set of query-setting pair with a similarity score of 1. To create such a dataset, we followed the same procedure as described in the section above, but only kept the queries for which we could find a corresponding settings option. The final outcome of this process is a set of 110 query-setting pairs covering 20 popular domains including Twitter, Reddit, Amazon etc. It is important to note that the two datasets described in this section have no overlapping queries - the first one is used for fine-tuning the encoders while the second one is used to evaluate the browser extension’s semantic
search which is built on top of the fine-tuned encoders. We also note that the Reddit queries might be structurally different than the actual queries. In particular, Reddit queries can be more descriptive whereas the actual queries are generally limited to phrases or keywords. However, since the semantic content is similar (privacy settings), we expect the encoder to perform well in both scenarios.

### 3.3 Takeaway

The key takeaway here is the semantic similarity dataset consisting of user-queries and privacy settings pairs. This dataset can be utilized to generate privacy-centric embeddings which can then be used to build more privacy-enhancing applications.

### 4 Fine Tuning the Encoder

Transfer learning has proven to be very effective in several NLP tasks [10, 4, 31, 18]. The key idea is to pre-train general embeddings on large text corpora using an unsupervised loss and then use transfer learning for downstream tasks like text classification, semantic matching, sentiment analysis, etc. The intuition behind this is inspired by the fact that humans do not learn everything from scratch, but extend learned knowledge to new domains. There are two standard techniques used for transfer learning in NLP: fine-tuning and feature-based transfer learning. In feature-based transfer learning, the main idea is to find good feature representation to minimize domain divergence and classification error [26]. In fine-tuning, the pre-trained embeddings are re-trained on downstream tasks (classification, etc.) using labeled data. Further, prior work has shown that fine-tuning achieves better performance than feature-based transfer learning [10]

In this paper, our goal is to generate privacy-settings-centric embeddings for semantic matching to enable users to search for privacy settings. Further, using these embeddings, we can understand the landscape of privacy settings by using unsupervised clustering techniques. To achieve this, we utilize the Semantic Similarity Dataset that we collected (Sec. 3.1). In particular, we fine-tune Universal Sentence Encoder (USE) [2] using the semantic similarity task with the dataset described in Sec. 3.1. USE is trained with a Deep Averaging Network [11] and is considered as one of the state of the art sentence encoders [2]. We further note that we did not perform any pre-processing on the text as USE is designed to work with the raw textual data.

Finally, we set aside 100 query-setting pairs from the dataset for testing and we train on the remaining 496 query-setting pairs. The schematic of the training procedure is shown in Fig. 2. During training, we first pass the query and the setting text through the networks to get the embedding vectors; then we compute the cosine similarity score using the two vectors. Finally, this score and the manually annotated score are used to compute the Mean Squared Error (MSE) loss. We used Adam [12] optimizer to optimize the loss function and update the weights. We used the test set loss to decide how many iterations the training should go on for. We found that the test set loss was minimized with 10 iterations.

### 4.1 Evaluation of the Encoder

Next, we evaluate the encoders and the semantic search feature of the browser extension using the evaluation dataset described in Sec. 3.2. This dataset consists of 110 queries from 20 popular domains. For a baseline comparison, we evaluate the performance of semantic matching using the Universal Sentence Encoder (USE) [2] without fine-tuning. We further include two other encoders, based on SBERT [28] and SROBERTa [28], which are retrained versions of BERT [5] and RoBERTa [20] using siamese and triplet network structures. These models are first pre-trained on Natural Language Inference (NLI) datasets and...
Table 1: Top-k accuracy in % for the different encoders in semantic matching on the Evaluation Dataset

| Model                      | Top-1  | Top-3  | Top-5  | Top-7  |
|----------------------------|--------|--------|--------|--------|
| USE                       | 63.7   | 84.6   | 92.6   | 97.4   |
| SBERT-nli-stsb-base        | 49.2   | 74.3   | 83.4   | 93.6   |
| SRoBERTa-nli-stsb-base     | 48.9   | 72.6   | 84.2   | 92.4   |
| USE Fine-tuned             | 72.9   | 92.4   | 98.8   | 100    |

then fine-tuned on the Semantic Textual Similarity dataset (STSB).

The evaluation results are compared in Table 1. The results show that the base model of Universal Sentence Encoder outperforms the other encoders in this task. Further, we find that the fine-tuned encoder performs better than all the other encoders tested. In particular, the results show that the user query is answered by the top-3 results 92% of the time on a given domain. Even if the relevant setting is not found in the top 3 results, the user is almost certain to find the relevant group in the top 7 results. This is particularly useful for websites like Facebook, where the number of extracted groups is more than 60. These results further show that the NLP techniques can play an important role in reducing the user’s burden, particularly in making it easier to find the relevant privacy settings.

We further analyze the queries and find that the length of the query has an observable effect on semantic matching. In particular, we find that as the length increases (or multiple contexts are present), the performance of semantic matching decreases. For example, consider this user query on Reddit: “anyone know if there is a way to stop replies on tweets appearing from people you follow to accounts you do not or floods of tweets from people you do not follow but others do”. This query concerns with replies on the tweets, but is not matched with “Push Notifications Mentions and Replies”. However, if we remove the second half of the query (“from people you follow to accounts you do not or floods of tweets from people you do not follow but others do”), then the matching is accurate. We hypothesize that the reason for this behavior is that in such cases, the extra information dilutes the context which results in poor matching.

4.2 Takeaway

In this section, we demonstrate the use of the Semantic similarity dataset by fine-tuning the Universal Sentence Encoder to generate privacy setting centric embeddings. We further evaluate the fine-tuned encoder with real user-queries and show that it outperforms the other state-of-the-art encoders.

5 The Browser Extension

This section describes the browser extension which leverages the fine-tuned encoder to allow the user to search for privacy settings across multiple domains. We, first, start with a brief introduction of our collection method for privacy settings. We, then, describe the browser extension.
Privacy Settings Extraction

In order to allow the extension to perform semantic searches, we need to extract the privacy settings text. Starting with the list of top 100 websites, we visit each domain, go to the privacy settings page, and manually extract the relevant setting text. To represent the privacy control page, we propose an abstraction of the privacy settings page as a set of privacy control groups. The control group is defined as a set of all the individual options. For example, in Fig. 3, the left panel shows the privacy settings page for Twitter. In this figure, there are three control groups, each having one option. This way, each setting option is represented as part of a group with the following attributes: (a) Group Text: text providing context for the entire group, (b) Option Text: text providing context for the option, (c) Type of setting (radio, checkbox, etc.). For example, Fig. 3 shows the representation of the settings page for Twitter. During this process, we extracted privacy settings text for 67 domains. The rest of the domains either did not have privacy control pages or were not in English.

Browser Extension

We implemented the user interface in the form of a Chrome browser extension supported by a natural language query interpreter. The interpreter allows the users to search for privacy settings. The extension is backed with a back-end server where the semantic matching occurs to find the appropriate setting for the user query. The client-side is responsible for handling user interactions as well as displaying the query results from the server.

Once activated by clicking on the icon, the extension renders a basic list interface that shows the privacy settings groups for the given domain. These settings are categorized by the control URLs for that particular domain, as shown in Fig. 4. To change any setting, the user needs to click on the setting text, which opens up the privacy setting URL in a new tab where the user can choose their preferences.

The search interface of the extension allows the users to search for their setting of interest with free-form queries, as shown in Fig. 1. By default, the extension only searches for the currently active website. The user can choose to include other websites they prefer to search from a list of available websites. For example, Fig. 1 shows the search results for the query ‘not allow search’ for flickr.com and reddit.com. In this example, the user started from twitter.com but then restricted the search list to flickr.com and reddit.com. The semantic search returns the top two matches for the query. From here, the user can again click on the setting text to navigate to the privacy control page and change their preference.

Thus, the users can now search for privacy settings with free-form queries, which addresses the reachability issues of the privacy settings. Simultaneously, it also reduces the time and effort that would otherwise be needed for the user to look for privacy settings.

5.1 Takeaway

In this section, we present a browser extension that leverages semantic matching using the fine-tuned encoder to enable the users to search for privacy settings. Combined with the high top-3 accuracy of the encoder, the extension addresses the reachability issues of privacy settings and reduces the user effort in locating the settings.
6 Analysis of Privacy Settings

To further understand the types of privacy settings employed by the web services, we take the privacy settings text that we extracted (Sec. 3.1), encode them using the fine-tuned encoder described in Sec. 4, and group them using unsupervised clustering. We use two types of clustering techniques; K-Means [9] and Agglomerative Hierarchical clustering [29] to perform the clustering. We further compare the results from the two techniques and find that Agglomerative Hierarchical clustering performs significantly better than K-Means clustering.

K-Means Clustering In K-Means clustering, the dataset is broken into ‘k’-partitions by initially assigning k-random cluster centers, called centroids. Based on proximity to these clusters, each point in the dataset is assigned one of these random centroids. Finding the mid-point of these centers gives us new centroids and the process is repeated until the new centroid coincides with the previous ones.

To select the optimum value of k in K-Means, we manually analyze the clusters with k = 5, 7, 10, 13, 15, 17, and 20. We found that 13 and 15 clusters produced the best results. However, there were certain discrepancies in these clustering. For example, some of the clusters focused on narrow topics like ‘Email Notifications’ while other clusters contained settings from more than one topic like ‘Personalizations’ and ‘Ads’. Furthermore, the random initial clustering employed by K-means resulted in a number of initial misclassifications of the settings.

Agglomerative Hierarchical Clustering In Agglomerative clustering, each data point is initially a cluster of its own. Then, through repeated iterations, the clusters that are the closest to each other are merged until we get one single cluster with all the data points. The above method creates a tree, as shown in Fig. 6, with the root node containing all the data points. The clusters are obtained from this tree by deciding a threshold, after which the merging stops. We used the maximum Euclidean distance between similar settings as the distance threshold for clustering sentences, which was about 1 unit. Using this, we found a total of 15 clusters with 9 main clusters and 6 outliers. The outliers in clustering can be attributed to their sentence structure and size, which diluted the embeddings.

To manually compare the two clustering techniques, two of the authors independently annotate the clusters generated by K-Means and Agglomerative clustering and concluded that the Agglomerative clustering was more accurate and coherent. They further compare their annotations and obtain high agreement with Cohen’s Kappa (κ = 0.87). We attribute the reason for better performance of Agglomerative clustering to its nature, where the number of clusters is not fixed and a distance threshold is used above which clusters will not be merged. Moreover, the cluster centers of K-Means are randomly assigned. As a result, it is possible that due to the position of the initial cluster center, informative and distinct clusters are not formed. Whereas in Agglomerative clustering, each sentence/setting text is an individual cluster initially, and then these clusters are merged as long as the distance between these clusters is less than equal to the distance threshold.

Since Agglomerative clustering is the better performing method in this context, we used it to
cluster all the settings in our database. The main categories we found are: Notification, Emails, Subscriptions, Personalization, Ads, Security, Filter, and Search. Apart from these categories, we also notice a few outlier clusters which represent the specific features of some websites. For example, we observe a cluster with settings enabling contacts management from twitter.com and alibaba.com.

The coverage of the domains in our set for the categories found above is shown in Fig. 7. We observe that settings corresponding to Personalization and Notifications have the highest coverage. The Personalization category here includes settings directly related to the privacy of the user. For example, limiting the audience for posts for Facebook or allowing people to share images on Instagram. Other categories like Emails and Subscriptions are also covered fairly regularly. These include marketing emails and emails regarding the account - like pull request emails for Github, respectively.

Search and Filter category are examples of website-specific categories: Search includes the settings about the search engine (Bing, Google, Duckduckgo), while Filter includes settings related to quality filters from Google, Twitter, Flickr, and Bing.

We further observe that Security settings, which primarily consist of multi-factor authentication settings, are covered less. This behaviour is not surprising as multi-factor authentication is a new concept and websites are slowly starting to incorporate it. However, the trend observed in the coverage of domain showcases the lack of privacy settings provided by the websites. For example, even in the top-100 websites, only 36% provide the users with Personalization settings.

It is important to note here that the analysis done is highly dependent on the small dataset that we have; it is very likely that we missed several types of settings. For example, cookie settings that allow the user to disable ad tracking are missing. The analysis presented here however does shed light on the common privacy settings like Notification, Subscription and Personalization.

### 6.1 Takeaway

In this section, we provide another use case of the privacy-centric encoder. We generate the embeddings for privacy setting text of the top 100 websites and use unsupervised clustering to learn about the type of settings used by the websites. We find that there are 7 main categories with notification and personalization settings being the most common ones.

### 7 Limitations

In this section, we describe the technical limitations of this project.

#### Scaling

The privacy setting text used in the analyses is extracted manually. This approach does not scale very well and is used in this work primarily to show the applicability of privacy-settings-centric encoder. It is however possible to scale the technique by developing web scraping techniques, which is left for future work. Further, scaling the analysis in Sec. 6 using hierarchical clustering to larger datasets is also a limitation as this clustering technique’s complexity is quadratic with the number of data points.

#### Impact on Users

While the extension that we propose makes it easy for the users to find privacy settings, the impact and usability of the extension are not studied in this work. In particular, studies exploring the impact of the extension on user choices are considered out of scope and are left as future work.

#### Completeness

The analysis conducted in Sec. 6 with privacy settings is not exhaustive. The goal
here is to show applications of privacy-setting-centric encoders; hence, the analysis is treated as a proof of concept analysis. In particular, we only considered first-party privacy settings, however, some websites outsource their privacy (cookies) settings to third parties. Such settings are not considered here, as a result, some type of settings might have been missed. We accept this as a limitation of this work.

8 Conclusion

In this paper, we present a Sentence Similarity Dataset for privacy settings consisting of real-world user queries about privacy settings and their corresponding settings from several domains. We further use this dataset to fine-tune Universal Sentence Encoder to generate privacy settings centric sentence encoder. To demonstrate the use case of these embeddings, we develop a browser extension that allows the users to search for their privacy settings for popular websites, including Google, Facebook, Twitter, etc. The extension is backed by a natural language interpreter that takes in the user query and performs semantic matching with the privacy settings text. Additionally, we also use the embeddings of privacy settings text to understand the type of privacy settings employed by the website by using unsupervised clustering to find that notification and personalization settings are the most common settings.
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