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Abstract. Synthesizing multimodality medical data provides complementary knowledge and helps doctors make precise clinical decisions. Although promising, existing multimodal brain graph synthesis frameworks have several limitations. First, they mainly tackle only one problem (intra- or inter-modality), limiting their generalizability to synthesizing inter- and intra-modality simultaneously. Second, while few techniques work on super-resolving low-resolution brain graphs within a single modality (i.e., intra), inter-modality graph super-resolution remains unexplored though this would avoid the need for costly data collection and processing. More importantly, both target and source domains might have different distributions, which causes a domain fracture between them. To fill these gaps, we propose a multi-resolution StairwayGraphNet (SG-Net) framework to jointly infer a target graph modality based on a given modality and super-resolve brain graphs in both inter and intra domains. Our SG-Net is grounded in three main contributions: (i) predicting a target graph from a source one based on a novel graph generative adversarial network in both inter (e.g., morphological-functional) and intra (e.g., functional-functional) domains, (ii) generating high-resolution brain graphs without resorting to the time consuming and expensive MRI processing steps, and (iii) enforcing the source distribution to match that of the ground truth graphs using an inter-modality aligner to relax the loss function to optimize. Moreover, we design a new Ground Truth-Preserving loss function to guide both generators in learning the topological structure of ground truth brain graphs more accurately. Our comprehensive experiments on predicting target brain graphs from source graphs using a multi-resolution stairway showed the outperformance of our method in comparison with its variants and state-of-the-art method. SG-Net presents the first work for graph alignment and synthesis across varying modalities and resolutions, which handles graph size, distribution, and structure variations. Our Python SG-Net code is available on BASIRA GitHub at https://github.com/basiralab/SG-Net.
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1 Introduction

Multimodal brain imaging has shown tremendous potential for neurological disorder diagnosis, where each imaging modality offers specific information for learning more holistic and informative data representations. Although doctors require many imaging modalities to aid in precise clinical decision, they suffer from restricted medical conditions such as high acquisition cost and processing time [1]. To address these limitations, several deep learning studies have investigated multimodal MRI synthesis [2]. Such methods either synthesize one modality from another (i.e., cross-modality) or map both modalities to a commonly shared domain. Notably, generative adversarial networks (GANs) [3,4] have achieved great success in predicting medical images of different brain image modalities from a given modality. For instance, [5] proposed a joint neuroimage synthesis and representation learning framework with transfer learning for subjective cognitive decline conversion prediction where they imputed missing PET images using MRI scans. Also, [6] aimed to synthesize a missing MRI modality from multiple modalities using conditional GAN. Although significant clinical representations were obtained from the latter studies, more substantial challenges still exist. The brain connectome has a complex non-linear structure that is difficult to capture using linear models [7]. Moreover, many approaches do not make effective use of or even fail to handle non-Euclidean structured data (i.e., geometric data), such as graphs and manifolds [8]. Therefore, a deep learning model that retains graph-based data representation topology provides a relevant research direction to be explored.

Recently, geometric deep learning techniques have shown great potential in learning the deep graph-structure. Particularly, deep graph convolutional networks (GCNs) have imbued the field of network neuroscience research through various tasks such as studying the mapping between human connectome and disease outcome [9]. Recent landmark studies have relied on using GCN to predict a target brain graph from a source brain graph. For instance, [10] introduced MultiGraphGAN architecture, which predicts multiple brain graphs from a single brain graph while preserving the topological structure of each target predicted graph. Moreover, [11] defined a multi-GCN-based generative adversarial network (MGCN-GAN) to synthesize individual structural connectome from a functional connectome. However, all these works can only transfer brain graphs from one modality to another while preserving the same resolution, limiting their generalizability to cross-modality brain graph synthesis at different resolutions (i.e., node size). Therefore, using multi-resolution graphs (e.g., super-resolution) remains a significant challenge in designing generalizable and scalable brain graph synthesis models. [12] circumvented this issue by designing a graph neural network for super-resolving low-resolution (LR) functional brain connectomes from a single modality. However, super-resolving brain graphs across modalities (i.e., inter) is strikingly lacking. Furthermore, most previous works still face domain fracture problems resulting in the difference in distribution between the source and target domains. Remarkably, domain alignment remains mostly scarce in brain graph synthesis tasks [9]. While yielding outstanding performance, all the aforemen-
tioned methods have tackled only one problem (inter or intra-modality), which hinders their generalizability to synthesizing inter and intra-modalities jointly.

To address the challenges above and motivated by the recent development of graph neural network-based solutions, we propose a multi-resolution Stairway-GraphNet (SG-Net) method to jointly predict and super-resolve a target graph modality based on a given modality in both inter- and intra-domains. To do so, prior to the prediction blocks, we propose an inter-modality aligner network based on adversarially regularized variational graph autoencoder (ARVGA) [13] to align the training graphs of the source modality to that of the target one. Second, given the aligned source graphs, we design an inter-modality super-resolution graph GAN (gGAN) to map the aligned source graph from one modality (e.g., morphological) to the target modality (e.g., functional). Note that the alignment step facilitates the training of our super-resolution gGAN since both source and target domains have been aligned by the inter-modality aligner network (i.e., shared mode). To capture the complex relationship in both direct and indirect brain connections, we design the super-resolution generator and discriminator of our inter-modality GAN using edge-based GCNs [14]. Then, we synthesize high-resolution (HR) functional brain graphs from LR functional graphs using GCN-based intra-modality GAN. Besides, to resolve the inherent instability of GANs, we propose a novel ground-truth-preserving (GT-P) loss function to enforce our multi-resolution generators to effectively learn the ground-truth brain graph.

The main contributions of our work are four-fold. On a methodological level, StairwayGraphNet presents the first work for graph alignment and synthesis across varying modalities and resolutions, which can also be leveraged for boosting neurological disorder diagnosis. On a clinical level, learning multi-resolution brain connectivity synthesis can provide comprehensive brain maps that capture multimodal relationships (functional, structural, etc.) between brain regions, thereby charting brain dysconnectivity patterns in disordered populations [7]. On a computational level, our method generates HR graphs without resorting to any computational MRI processing step such as registration and parcellation. On a generic level, our framework is a generic method as it can be applied to predict brain graphs derived from any neuroimaging modalities with different resolutions and complex nonlinear distributions.

2 Proposed method

This section presents the key steps of our stairway graph alignment, prediction, and super-resolution (SG-Net) framework. Fig. 1 presents an overview for the proposed framework in three major steps, which are detailed below.

Problem Definition. A brain graph can be represented as $G(V, E)$, where each node in $V$ denotes a brain region of interest and each edge in $E$ connecting two ROIs $k$ and $l$ denotes the strength of their connectivity. Each training subject $i$ is represented by three brain graphs $\{G^s_i(V^s_i, E^s_i), G^1_i(V^1_i, E^1_i), G^2_i(V^2_i, E^2_i)\}$, where $G^s$ is the source brain graph (morphological brain network) with $n_s$ nodes,
Fig. 1: Illustration of the proposed inter and intra-modality multi-resolution brain graph alignment and synthesis using SG-Net. A| Graph-based inter-modality aligner. We aim to align the training graphs of the source modality $X_t^s$ to that of the target one $X_t^1$. Thus, we design an ARVGA model with KL-divergence to bridge the gap between the distributions of the source and target graphs. B| Adversarial inter-modality graph GAN. Next, we propose an inter-modality multi-resolution graph GAN to transform the aligned source brain graph $\hat{X}_s^{s\rightarrow t_1}$ (e.g., morphological) into the target graph (e.g., functional) with different structural and topological properties. C| Adversarial intra-modality super-resolution graph GAN. Then, we super-resolve the predicted functional graphs $\hat{X}_t^{t_1}$ into a HR brain graphs $\hat{X}_t^{t_2}$ using an intra-modality super-resolution GAN architecture. The aligner and both generators are trained in an end-to-end manner by optimizing a novel Ground Truth-Preserving (GT-P) loss function which guides them in learning the topology of the ground truth brain graphs more effectively.

$G^{t_1}$ is the first target brain graph (LR functional brain network) with $n_{v'}$ nodes and $G^{t_2}$ is the second target brain graph (HR functional brain network) with $n_{v''}$ nodes where $n_{v''} \neq n_{v'} \neq n_{v''}$. 

A- Graph-based inter-modality aligner block. Existing cross-domain frameworks are mainly tailored for images. However, since graphs are in the non-Euclidean space, the cross-domain prediction for graphs is exceedingly challenging. Hence, we propose a graph-based inter-modality aligner framework that enforces the predictions of the source graphs model to have the same distribution as the ground truth graphs. Specifically, given a set of $n$ training source brain networks (e.g., morphological connectomes) $X_t^s$ and a set of $n$ training ground-truth brain networks (e.g., functional connectomes) $X_t^1$, for each subject $i$, our aligner takes $X_t^s$ as input and outputs $\hat{X}_s^{s\rightarrow t_1}$ which shares the same distribu-
tion of $X^t_1$ (Fig. 1-A). Drawing inspiration from ARVGA [13], our framework is composed of a variational autoencoder $A_{\text{align}}$ and a discriminator $D_{\text{align}}$. The $A_{\text{align}}$ comprises a probabilistic encoder that encodes an input as a distribution over the latent space instead of encoding an input as a single point. Indeed, the ARVGA produces a vector of mean $\mu$ and standard deviation $\sigma$, which provides more continuity in the latent space than the conventional autoencoder. This continuity enables the probabilistic decoder not only to reproduce an input vector but also to generate new data from the latent space [15]. To provide a more effective embedding, we propose an adversarial learning scheme using a discriminator $D_{\text{align}}$ that enforces the latent representation to match that of the prior distribution of the ground-truth. Specifically, our encoder comprises three edge-based GCN layers adjusted by adding batch normalization and dropout to each layer’s output (Fig. 1-A). Indeed, batch normalization efficiently accelerates the network training through a fast convergence of the loss function, and dropout reduces the possibility of overfitting. Therefore, these two operations help optimize and simplify the network training. To refine our inter-modality aligner, we propose an alignment loss function: $L_{\text{align}} = \lambda_{\text{adv}} L_{\text{adv}} + \lambda_{\text{rec}} L_{\text{rec}} + \lambda_{\text{KL}} L_{\text{KL}}$, where $L_{\text{adv}}$ [16] is the adversarial loss quantifying the difference between the generated and ground truth target graphs since both $A_{\text{align}}$ and $D_{\text{align}}$ are iteratively optimized. $L_{\text{rec}} = \|X^s - \hat{X}^{s\rightarrow t_1}\|_2$ denotes the reconstruction loss that tends to enhance the encoding-decoding scheme, where $X^s$ is the source brain graph and $\hat{X}^{s\rightarrow t_1}$ is the aligned source graphs. $L_{\text{KL}}$ is Kulback-Leibler (KL) divergence loss which acts as a regularization term. $L_{\text{KL}}$, also known as the relative entropy, is an asymmetric measure that quantifies the difference between two probability distributions. Thereby, we use $L_{\text{KL}}$ to minimize the discrepancy between ground-truth and aligned source brain graph distributions. $L_{\text{KL}} = \sum_{i=1}^n KL(q_i \| p_i)$, where the KL divergence for subject $i$ is defined as: $KL(q_i \| p_i) = \int_{-\infty}^{+\infty} q_i(x) \log \frac{q_i(x)}{p_i(x)} dx$ where $q$ is the true distribution (ground truth) and $p$ is the aligned.

**B- Adversarial inter-modality graph generator block.** Following the inter-modality alignment step, we design an inter-modality generator that handles shifts in graph resolution (i.e., node size variation) coupled with an adversarial discriminator.

- **Inter-modality multi-resolution brain graph generator.** Inspired by the dynamic edge convolution proposed in and [14] the U-net architecture [17] with skip connections, our inter-modality graph generator $G_{\text{inter}}$ is composed of three edge-based GCN layers regularized by batch normalization and dropout for each layer’s output (Fig. 1-B). $G_{\text{inter}}$ takes as input the aligned source graphs to the target distribution $\hat{X}^{s\rightarrow t_1}$ of size $n_r \times n_r$, and outputs the predicted target brain graphs $\hat{X}^t_1$ of size $n_r' \times n_r'$, where $n_r \neq n_r'$. Particularly, owing to [14], each edge-based GCN layer includes a unique dynamic filter that outputs edge-specific weight matrix dictating the information flow between nodes $k$ and $l$ to learn a comprehensive vector representation for each node ($z^h_k \in \mathbb{R}^{1 \times d_h}$ is the embedding of node $k$ in layer $h$ where $d_h$ denotes the output dimension of the corresponding layer). Next, to learn our inter-modality multi-resolution mapping, we define a
mapping function $\mathcal{T}_r : \mathbb{R}^{n_r \times d_h} \rightarrow \mathbb{R}^{d_h \times d_h}$ that takes as input the embedded matrix of the whole graph $Z^h$ in layer $h$ of size $n_r \times d_h$ and outputs the generated target graph of size $d_h \times d_h$. We formulate $\mathcal{T}_r$ as follows: $\mathcal{T}_r = (Z^h)^T Z^h$. As such, shifting resolution is only defined by fixing the desired target graph resolution $d_h$. In our case, we set $d_h$ of the latest layer in the generator to $n_r'$ to output the predicted target brain graph $\hat{X}_t^{1}$ of size $n_r' \times n_r'$ (Fig. 1-B).

### ii- Inter-modality graph discriminator based on adversarial training.

Our inter-modality generator $G_{\text{inter}}$ is trained adversarially against a discriminator network $D_{\text{inter}}$ (Fig. 1-B). To discriminate between the predicted and ground truth target graph data, we design a two-layer graph neural network [14]. Our discriminator $D_{\text{inter}}$ takes as input the real brain graph $X_t^{1}$ and the generator’s output $\hat{X}_t^{1}$, and outputs a value between 0 and 1, measuring the generator’s output’s realness. To boost our discriminator’s performances, we adopt the adversarial loss function to maximize the discriminator’s output value for the $X_t^{1}$ and minimize it for $\hat{X}_t^{1}$.

### C- Adversarial intra-modality graph generator block.

To avoid time-consuming image processing pipelines, we aim to predict intra-modality brain graphs at higher resolutions. Specifically, we design an intra-modality GAN similar to inter-modality GAN, yet without alignment and using node-based GCN layer [18] instead of edge-based GCN (Fig. 1-C). In fact, we used edge-based GCN for the inter-domain generation since simultaneously transferring one modality to another and super-resolving brain graphs are difficult tasks requiring more robust GCN layers. But, as we super-resolve up the network stairs (Fig. 1), edge-based GCN becomes highly time consuming and RAM-devouring. Thus, we use node-based GCN for super-resolving brain graphs from the same modality, which is less computationally expensive.

### D- Ground truth-Preserving loss function.

Conventionally, GAN generators are optimized based on the response of their corresponding discriminators. However, within a few training epochs, the discriminator can easily distinguish real graphs from predicted graphs, and the adversarial loss would be close to 0. In such a case, the generator cannot provide satisfactory results. To overcome this dilemma, we need to enforce the generator-discriminator synchronous learning during the training process. Thus, we propose a new ground truth-preserving (GT-P) loss for both intra and inter-modality prediction blocks (Fig. 1-B and C). Our loss is composed of four sub-losses: adversarial loss [16], $L^1$ loss [19], Pearson correlation coefficient (PCC) loss [11], and topological loss. We define our GT-P loss function as follows: $\mathcal{L}_{\text{GT-P}} = \lambda_1 \mathcal{L}_{\text{adv}} + \lambda_2 \mathcal{L}_{L^1} + \lambda_3 \mathcal{L}_{\text{PCC}} + \lambda_4 \mathcal{L}_{\text{top}}$. To improve the predicted target brain graph quality, we propose to add an $L^1$ loss term minimizing the distance between each predicted subject $\hat{X}_t^1$ and its related ground truth $X_t^1$. Even robust to outliers, the $L^1$ loss only focuses on the element-wise similarity in edge weights between the predicted and real brain graphs and ignores the overall correlation between both graphs. Hence, we include the Pearson correlation coefficient (PCC) in our loss which measures the overall correlation between the predicted and real brain graphs. Since higher PCC indicates a higher
correlation between the ground-truth and the predicted graphs, we propose to minimize the PCC loss function as follows: $L_{\text{PCC}} = 1 - PCC$.

Furthermore, each brain graph has its unique topology, we introduce a topological loss function that guides the generator to maintain the nodes’ topological profiles while learning the global graph structure. To do so, we define the $L_1$ loss between the real and predicted eigenvector centralities (ECs) capturing the centralities of a node’s neighbors. Hence, we define our topology loss as $L_{\text{top}} = \|c^t - \hat{c}^t\|_1$, where $\hat{c}^t$ denotes the EC vector of the predicted brain graph and $c^t$ is the EC vector of the real one.

3 Results and Discussion

Evaluation dataset and parameters. We used three-fold cross-validation to evaluate our SG-Net framework on 150 subjects from the Southwest University Longitudinal Imaging Multimodal (SLIM) public dataset\(^1\) where each subject has T1-w, T2-w MRI and resting-state fMRI (rsfMRI) scans. Our model is implemented using the PyTorch-Geometric library [20]. Following several preprocessing steps [21], a $35 \times 35$ cortical morphological network was generated from structural T1-w MR for each subject denoted as $X^s$. For the resting-state functional MRI images, two separate brain networks with $160 \times 160$ (LR) denoted as $X^{t1}$ and $268 \times 268$ (HR) denoted as $X^{t2}$ were produced for each subject using two group-wise whole-brain parcellation approaches proposed in [22] and [23], respectively. For the aligner hyperparameters, we set $\lambda_{\text{adv}} = 1$, $\lambda_{\text{rec}} = 0.1$, and $\lambda_{\text{KL}} = 0.001$. Also, we set both generators hyperparameters as follows: $\lambda_1 = 1$, $\lambda_2 = 1$, $\lambda_3 = 0.1$, and $\lambda_4 = 2$. Moreover, we chose AdamW [24] as our default optimizer and set the learning rate at 0.025 for the $A_{\text{align}}$ and the generators networks, and 0.01 for all the discriminators. Finally, we trained our model for 400 epochs using a single Tesla V100 GPU (NVIDIA GeForce GTX TITAN with 32 GB memory).

Evaluation and comparison methods. Brain graph alignment. To evaluate the performance of our aligner, we carried out four major comparisons. As shown in Table 1 and Table 2 in both inter and intra-domains, SG-Net w/o alignment method scored the highest MAE between the real and predicted brain graphs. This demonstrates that the domain alignment improves the quality of the generated graphs. Moreover, according to Table 2 and Fig. 2, when using a complex non-linear distribution (our source morphological distribution in Fig. 1), the statistical aligner may not align to the target distribution properly. Undeniably, an adversarial learning-based aligner can better adapt to any distribution, thereby achieving better results.

Insights into topological measures. To prove the fidelity of the predicted brain graphs to the real ones in topology and structure, we tested SG-Net using various topological measures (eigenvector, closeness, and betweenness). We note that the methods using the topological loss (GSR-Net [12], SG-Net w/o PCC and SG-Net) achieved better results. Specifically, our method produced the lowest MAE

\(^1\) \url{http://fcon_1000.projects.nitrc.org/}
Table 1: Prediction results using different evaluation metrics. Evaluation of alignment and prediction brain graph synthesis by our SG-Net against seven comparison methods. CC: closeness centrality, BC: betweenness centrality and EC: eigenvector centrality. w/o: without. ★: SG-Net significantly outperformed all benchmark methods using two-tailed paired t-test (p < 0.05).

| Methods                                      | MAE  | MAE (BC) | MAE (CC) | MAE (EC) |
|----------------------------------------------|------|----------|----------|----------|
| SG-Net w/o alignment                        | 0.382| 0.035    | 0.76     | 0.0171   |
| Statistical alignment based-SG-Net           | 0.345| 0.031    | 0.42     | 0.0166   |
| SG-Net using VGAE [13] based-alignment      | 0.191| 0.012    | 0.21     | 0.0148   |
| SG-Net using ARGA [13] based-alignment      | 0.136| 0.010    | 0.182    | 0.0142   |
| GSR-Net [12]                                | 0.253| 0.0083   | 0.1447   | 0.0114   |
| SG-Net w/o PCC                              | 0.115| 0.0087   | 0.1448   | 0.0115   |
| SG-Net w/o topology                         | 0.102| 0.0094   | 0.1473   | 0.0120   |
| SG-Net                                       | 0.097★| 0.0073★ | 0.1439★ | 0.0114★ |

Table 2: Inter-modality prediction results using different evaluation metrics (part B). Evaluation of alignment and prediction inter-modality brain graph synthesis by our SG-Net against seven comparison methods. CC: closeness centrality, BC: betweenness centrality and EC: eigenvector centrality. w/o: without. ★: SG-Net significantly outperformed all benchmark methods using two-tailed paired t-test (p < 0.05).

| Methods                                      | MAE  | MAE (BC) | MAE (CC) | MAE (EC) |
|----------------------------------------------|------|----------|----------|----------|
| SG-Net w/o alignment                        | 0.376| 0.041    | 0.715    | 0.0243   |
| Statistical alignment based-SG-Net           | 0.351| 0.028    | 0.712    | 0.0169   |
| SG-Net using VGAE based-alignment           | 0.181| 0.015    | 0.48     | 0.0151   |
| SG-Net using ARGA based-alignment           | 0.164| 0.013    | 0.37     | 0.0147   |
| SG-Net w/o PCC                              | 0.110| 0.0094   | 0.152    | 0.0132   |
| SG-Net w/o topology                         | 0.106| 0.001    | 0.23     | 0.0136   |
| SG-Net                                       | 0.103★| 0.0091★ | 0.1514★ | 0.0127★ |

between the ground truth and predicted brain graphs in both inter- and intra-domains across all topological measurements ((Table 1 and Table 2), showing that our model can better preserve the topology of the predicted functional connectomes.

Insights into the proposed GT-P loss function. To investigate the efficiency of the proposed GT-P loss, we trained SG-Net with different loss functions. As demonstrated in Table 1) and Table 2, our proposed GT-P loss outperforms its ablated versions and state-of-the-art method. In fact, the $L1$ loss focuses only on minimizing the distance between two brain graphs at the local level. Besides, PCC aims to maximize global connectivity patterns between the predicted and real brain graphs. However, both losses overlook the topological properties of graphs. Therefore, the EC is introduced in our topological loss to quantify a node’s influence on a network’s information flow. The combination of these com-
Fig. 2: Visual comparison between the real and the predicted inter-modality brain graph distributions (part A). Evaluation of the distribution alignment between the ground truth to the predicted inter-modality brain graphs by SG-Net against three comparison methods using KL divergence.

Supplementary losses scored the best results while relaxing both intra-and inter-modality graph hypothesis between source and target domains.

Reproducibility. Besides generating realistic HR functional brain graphs, our framework could also capture the delicate variations in connectivity patterns across subjects. Specifically, we display in (Fig. 4-a) and Fig. 3, the real, predicted, and residual brain graphs for a representative testing subject using five different methods in both inter and intra-domains. The residual graph is calculated by computing the absolute difference between the real and predicted brain graphs. An average difference value of the residual is represented on top of each residual graph achieving a noticeable reduction by SG-Net.

Neuro-biomarkers. Fig. 4-b displays the top 10 strongest connectivities of real and predicted HR functional brain graphs of 3 randomly selected testing subjects. Since brain connectivity patterns differ from an individual to another [25], we note that the top 10 connectivities are not identical. Yet, our model can accurately predict such variations as well as individual trends in HR functional connectivity based on morphological brain graphs derived from the conventional T1-w MRI. This result further indicates that our method is trustworthy for synthesizing multimodal brain dysconnectivity patterns in disordered populations [7] from limited neuroimaging resources (only T1-w MRI)

4 Conclusion

In this paper, we proposed the first work for inter- and intra-modality multi-resolution brain graph alignment and synthesis, namely StairwayGraphNet, which nicely handles variations in graph distribution, size, and structure. Our method can also be leveraged for developing precision medicine as well as multimodal neurological disorder diagnosis frameworks. The proposed SG-Net outperforms the baseline methods in terms of alignment, prediction, and super-resolution results. SG-Net not only predicts reliable HR functional graphs from morphological ones but also preserves the topology of the target domain. In future work,
Fig. 3: Visual comparison between the real and the predicted inter-modality brain graphs (part B). Comparing the ground truth to the predicted inter-modality brain graphs by SG-Net and five comparison methods using a representative testing subject. We display the residual matrices computed using the absolute difference between ground truth and predicted connectivity matrices.

Fig. 4: Visual comparison between the real and the predicted target brain graphs. a) Comparing the ground truth to the predicted brain graphs by SG-Net and five comparison methods using a representative testing subject. We display the residual matrices computed using the absolute difference between ground truth and predicted brain graph connectivity matrices. b) The top 10 strongest connectivities of real and predicted HR functional brain networks of 3 randomly selected testing subjects.
we will extend our architecture to predict multiple HR modality graphs from a single source one.
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6 Supplementary material

We provide three supplementary items for reproducible and open science:

1. A 5-min YouTube video explaining how our framework works on BASIRA YouTube channel at https://youtu.be/EkXcReAeGdM.
2. SG-Net code in Python on GitHub at https://github.com/basiralab/SG-Net.
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