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Abstract
This paper aims to establish an entropy-regularized value-based reinforcement learning method that can ensure the monotonic improvement of policies at each policy update. Unlike previously proposed lower-bounds on policy improvement in general infinite-horizon MDPs, we derive an entropy-regularization aware lower bound. Since our bound only requires the expected policy advantage function to be estimated, it is scalable to large-scale (continuous) state-space problems. We propose a novel reinforcement learning algorithm that exploits this lower-bound as a criterion for adjusting the degree of a policy update for alleviating policy oscillation. We demonstrate the effectiveness of our approach in both discrete-state maze and continuous-state inverted pendulum tasks using a linear function approximator for value estimation.

Introduction
Reinforcement Learning (RL) (Sutton and Barto 2018) has recently achieved impressive successes in fields such as robotic manipulation (OpenAI 2019), video game playing (Mnih et al. 2015) and the game of Go (Silver et al. 2016). However, compared with supervised learning that has wide-range of practical applications, RL applications have primarily been limited to casual game playing or laboratory based robotics. A crucial reason for limiting applications to these environments is that it is not guaranteed that the performance of RL policies will improve monotonically; they often oscillate during policy updates. As such, deploying such updated policies without examining its reliability might bring severe consequences in real-world scenarios, e.g., crashing a self-driving car.

Dynamic programming (DP) (Bertsekas 2005) offers a well-studied framework under which strict policy improvement is possible: with known state transition model, reward function and exact computation, monotonic improvement is ensured, and convergence is guaranteed within a finite number of iterations (Ye 2011). However, in practice an accurate model of the environment is rarely available. In situations where the either model knowledge is absent, or the DP value functions cannot be explicitly computed, approximate DP and corresponding RL methods are to be considered. However, approximation introduces unavoidable update and Monte-Carlo sampling errors, and possibly restricts the policy space in which the policy is updated, leading to policy oscillation phenomenon (Bertsekas 2011; Wagner 2011), whereby the updated policy performs worse than pre-update policies during intermediary stages of learning. Inferior updated policies resulting from policy oscillation might pose a physical threat to real-world RL applications. Further, as value-based methods are widely employed in the state-of-the-art RL algorithms (Bhatnagar et al. 2009; Haarnoja et al. 2018), addressing the problem of policy oscillation becomes imminent.

Previous studies (Kakade and Langford 2002; Pirotta et al. 2013) have attempted to address this issue by deriving lower bounds of policy improvement that evaluate the quality of updated policies. However, estimating such lower-bounds are intractable for practical RL scenarios except for small problems (Pirotta et al. 2013) due to their complexity. A significant factor causing the complexity might be its excessive generality (Kakade and Langford 2002; Pirotta et al. 2013); Those bounds do not focus on any particular class of value-based RL algorithms. In this paper, in order to develop more tractable bounds, we focus on an RL class known as entropy-regularized value-based methods (Azar, Gómez, and Kappen 2012; Fox, Pakman, and Tishby 2016; Haarnoja et al. 2017, 2018), where the entropies of policies are introduced in the reward function for regularizing policy updates. Sample efficiency and error-tolerance have been well-studied (Kozuno, Uchibe, and Doya 2019); however, their monotonic improvement has not been explored.

In this paper, we aim to establish an entropy-regularized value-based reinforcement learning method that can ensure the monotonic improvement of policies. Unlike previously proposed lower-bounds on policy improvement in general infinite-horizon MDPs, we derive an entropy-regularization aware lower bound on policy improvement in the infinite-horizon entropy-regularized MDPs. Since our bound only requires the expected policy advantage function to be estimated, it is scalable to large-scale (continuous) state-space problems. We propose a novel reinforcement learning algorithm that exploits this lower-bound as a criterion for adjusting the degree of a policy update for alleviating policy oscil-
lation. We demonstrate the effectiveness of our approach in both discrete-state maze and continuous-state inverted pendulum tasks using a linear function approximator for value estimation.

The remainder of this paper is organized as follows. After a brief review on related work, we provide a preliminary on RL and proceed to the theory of the proposed algorithm. Experimental results are followed by discussions and conclusion. All proofs are deferred until appendix.

Related Work

The policy oscillation phenomenon, also termed overshooting by (Wagner 2011), referred to as degraded performance of updated policies, frequently arises in approximate policy iteration algorithms (Bertsekas 2011), and can occur even under asymptotically converged value functions (Wagner 2011). It has been shown that aggressive updates with sampling and update errors, together with restricted policy spaces, are the main reasons for policy oscillations (Pirotta et al. 2013).

To attenuate policy oscillation, (Kakade and Langford 2002) proposed Conservative Policy Iteration (CPI) whereby the greedyly updated policy is interpolated with the current policy to achieve less aggressive updates. Several algorithms were proposed by (Pirotta et al. 2013; Abbasi-Yadkori, Bartlett, and Wright 2016) to improve upon CPI by proposing new lower bounds for policy improvement. However, since their focus is general stationary policies, deriving practical algorithms based on the lower bounds is nontrivial. This might explain why heuristics must be added in (Vieil-Lard, Pietquin, and Geist 2020) to extend CPI to be compatible with neural networks. To remove this limitation, our focus on entropy-regularized policies allows for a straightforward algorithm based on a novel, significantly simplified lower bound.

Another line of research to alleviating policy oscillation is to exploit the idea of gap-increasing operators (Azar, Gómez, and Kappen 2012; Bellemare et al. 2016; Asadi and Littman 2017; Kozuno, Uchibe, and Doya 2019). Instead of interpolating greedy policies, smaller updates are taken in the stochastic policy space by enforcing similarity (e.g. relative entropy) between updates. By incorporating entropy terms, entropy-regularized methods have recently achieved impressive successes (Haarnoja et al. 2017; 2018; Zhu et al. 2020). However, those algorithms do not explicitly consider ensuring monotonic improvement as we do in this paper.

The concept of monotonic improvement has been exploited also in policy search scenarios (Schulman et al. 2015; Akkour et al. 2018). It is worth noting that though (Schulman et al. 2015; Akkour et al. 2018) have demonstrated good empirical performance, they focus on local optimal policy with strong dependency on initial parameters. On the other hand, we focus on value-based RL which searches for global optimal policies.

Preliminary

Value-based Reinforcement Learning

RL problems can be formulated by Markov Decision Processes (MDPs) expressed by the quintuple \((S, A, \mathcal{T}, R, \gamma)\), where \(S\) denotes the state space, \(A\) denotes the action space, \(\mathcal{T}\) denotes transition dynamics such that \(\mathcal{T}_s^{a} := \mathcal{T}(s'|s,a)\) represents the transition from state \(s\) to \(s'\) with action \(a\) taken. \(R = r_s^a\) is the immediate reward associated with that transition. In this paper, we consider \(r_s^a\) being bounded in the interval \([-1, 1]\). \(\gamma \in (0, 1)\) is the discount factor. For simplicity we consider the infinite horizon discounted setting with a fixed starting state \(s_0\). A policy \(\pi\) is a probability distribution over actions given some state. We also define the stationary state distribution induced by \(\pi\) as \(d^\pi(s) = (1 - \gamma) \sum_{t=0}^\infty \gamma^t \mathcal{T}_s(s_t = s|s_0, \pi)\). Throughout this paper, for all notations \((\cdot)_{\beta, d}^\alpha\) with \(\alpha\) and \(\beta\) being policies, \(d\) refers to \(d^\alpha\).

RL methods search for an optimal stationary policy \(\pi^*\) such that the expected long-term discounted reward is maximized, over all states:

\[
V_{\pi^*}(s) = \max_{\pi} \mathbb{E}_T \left[ \sum_{t=0}^\infty \gamma^t r_s^a(s_t, s_{t+1}) \right] | s_0 = s .
\] (1)

It is known that \(V_{\pi^*}\) solves the following system of equations known as the Bellman optimality (Sutton and Barto 2018):

\[
V_{\pi^*}(s) = \max_{a \in A} \pi(a|s) \left[ \mathcal{T}_s^{a} (r_s^a + \gamma V_{\pi^*}(s')) \right] .
\] (2)

The state-action value function \(Q_{\pi^*}(s, a)\) is more frequently used in control context:

\[
Q_{\pi^*}(s, a) = \max_{a' \in A} \mathbb{E}_{s' \in S} \left[ \mathcal{T}_s^{a} (r_s^a + \gamma \sum_{a' \in A} \pi(a'|s') Q_{\pi^*}(s', a')) \right] .
\] (3)

Lower Bounds on Policy Improvement

The following lemma formally defines the criterion of policy improvement of policy \(\pi'\) over \(\pi\):

**Lemma 1** (Kakade and Langford 2002). For any stationary policies \(\pi'\) and \(\pi\) the following equation holds:

\[
\Delta J_{\pi, d} := J_d^{\pi'} - J_d^\pi = \sum_s d^\pi(s) \sum_a \pi(a|s) A_\pi(s, a),
\]

where \(J_d^\pi := \mathbb{E}_{s_0, a_0, ...} \left[ \sum_{t=0}^\infty \gamma^t r_t \right] = \sum_s d^\pi(s) \sum_a \pi(a|s) r_s^a\).

(4)

where \(A_\pi(s, a) := Q_\pi(s, a) - V_\pi(s)\) is the advantage function. Though Lemma 1 relates policy improvement to the expected advantage function, pursuing policy improvement by directly exploiting Lemma 1 is intractable as it requires comparing \(\pi'\) and \(\pi\) point-wise for infinitely many new policies. Many existing works (Kakade and Langford 2002; Pirotta et al. 2013; Schulman et al. 2015) instead focus on finding a \(\pi'\) such that the right-hand-side of Eq. (4) is lower-bounded.
In order to alleviate policy oscillation brought by the greedily updated policy \( \pi \). (Kakade and Langford 2002) proposes to adopt partial update:

\[
\pi' = \zeta \bar{\pi} + (1 - \zeta) \pi, \tag{5}
\]

to interpolate between the greedy policy and the current policy to achieve conservative updates.

Following this concept, (Pirotta et al. 2013) proposes to optimize the coefficient \( \zeta \) to attain a maximum lower bound \( \Delta J_{\pi,d}^\pi \) on policy improvement. The optimal value \( \zeta^* \) hence represents the optimal policy of a linear policy class spanned by \( \bar{\pi} \) and \( \pi \). The following lemma relates the lower bound on improvement to the maximum total variation of \( \bar{\pi} \) and \( \pi \):

**Lemma 2** (Pirotta et al. 2013) **Provided that** [1] **policy** \( \pi' \) **is generated by partial update Eq. (5);** [2] \( \zeta \) **is chosen properly** and [3] \( A_{\pi,d}^\pi \geq 0 \), **then the following improvement is guaranteed:**

\[
\Delta J_{\pi,d}^\pi \geq \frac{((1 - \gamma) A_{\pi,d}^\pi)^2}{2 \gamma \delta A_{\pi}^\pi},
\]

with \( \zeta = \min (1, \zeta^*) \),

where \( \zeta^* = \frac{(1 - \gamma)^2 A_{\pi,d}^\pi}{\gamma \delta A_{\pi}^\pi} \),

\[
\delta = \max_s \sum_{a \in A} (\bar{\pi}(s|a) - (\pi(s|a)))
\]

\[
\Delta \bar{A}_\pi^\pi = \max_{s,s'} |A_{\pi}^\pi(s) - A_{\pi}^\pi(s')|,
\]

where \( A_{\pi,d}^\pi := \sum_s d^\pi(s) A_{\pi}^\pi(s) \) is the expected policy advantage and \( A_{\pi}^\pi(s) := \sum_a (\bar{\pi}(s|a) - \pi(s|a))Q(s,a) \) is the policy advantage function.

**Proof.** See the Proof of Lemma 2 in Appendix. \( \square \)

By noting that \( \bar{\pi}(s|a) - \pi(s|a) \) appears in both \( \delta \) and \( \Delta \bar{A}_\pi^\pi \), we see that the policy improvement \( \Delta J_{\pi,d}^\pi \) is governed by the maximum total variation of policies. While one can exploit Lemma 2 for a value-based RL algorithm, it is obvious that it could only apply to problems with small state-action spaces. In general, without further assumptions on \( \pi' \), \( \bar{\pi} \), \( \pi \), lower bounding policy improvements is intractable, as maximization \( \delta \) and \( \Delta \bar{A}_\pi^\pi \) in large state space require exponentially many samples for accurate estimation.

In the next section, we propose a novel lower bound on policy improvement and a scalable algorithm applicable to large state spaces by exploiting entropy-regularized policies.

**Proposed Method**

In this section we detail our proposed method. First a general formulation of entropy-regularized RL is introduced, followed by a lemma that bounds the maximum distance between policies of entropy-regularized update. Finally we propose the main theorem and a novel algorithm for ensuring monotonic improvement.

**Entropy-regularized RL**

We provide a general formulation for entropy-regularized algorithms (Azar, Gómez, and Kappen 2012; Haarnoja et al. 2018; Kozuno, Uchibe, and Doya 2019) in the following. At iteration \( k \), the entropy of current policy \( \pi_k \) and Kullback-Leibler (KL) divergence between \( \pi_k \) and some baseline policy \( \bar{\pi} \) are added to the value function:

\[
V_{\pi_k}^\pi(s) = \sum_{a \in A} \pi_k(a|s) \left[ T_{ss'}^a(\pi_k^a(s') + \gamma V_{\pi_k}^\pi(s')) - T_{ss'}^a \right],
\]

\[
\mathcal{T}_{\pi_k}^\pi = -\tau \log \pi_k(a|s) - \sigma \log \frac{\pi_k(a|s)}{\bar{\pi}(a|s)},
\]

where \( \tau \) controls the weight of entropy bonus and \( \sigma \) weights the effect of KL regularization. The baseline policy \( \bar{\pi} \) is often taken as the previous iteration policy \( \pi_{k-1} \). For notational convenience, in the remainder of this paper, we define \( \alpha := \frac{\tau}{1 - \gamma}, \beta := \frac{\sigma}{1 - \gamma} \). Intuitively, the entropy term enables multi-modal policy behavior (Haarnoja et al. 2017) and the KL divergence provides smooth policy updates (Azar, Gómez, and Kappen 2012; Kozuno, Uchibe, and Doya 2019). When the optimal policy is attained, the KL regularization term is zero. Hence the optimal policy maximizes the cumulative reward while keeping the entropy high.

It is worth noting that several upper bounds of the form \( \|J^* - J_k\|_\infty \) for entropy-regularized RL exist (Azar, Gómez, and Kappen 2012; Kozuno, Uchibe, and Doya 2019). However, we are unaware of any general lower bound that guarantees monotonic improvement like \( \|J^k+1 - J^k\|_\infty \geq 0 \) for entropy-regularized algorithms.

**Bounding Policy Update by Entropy Regularization**

The core concept of Lemma 2 is lower-bounding policy improvement by upper-bounding the stationary distribution difference \( \Delta^\pi - \Delta^\bar{\pi} \) with maximum total variation \( \delta \) (Pirotta et al. 2013). However, besides the assumption of stationarity, it is intractable to solve \( \delta \) over large state spaces without further specification on the considered policy class.

Our approach is based on the aforementioned entropy-regularized value-based algorithms that have achieved state-of-the-art performance on several benchmark problems (Haarnoja et al. 2018; Zhu et al. 2020). A very recent study of which offers a means to bound the maximum distance between pre- and post-update policies (Kozuno, Uchibe, and Doya 2019). The key insight of our approach is that by considering the class of entropy-regularized policies, Lemma 2 can be significantly simplified to apply to large state spaces. To begin with our derivation, we first introduce the following lemma:

**Lemma 3** (Kozuno, Uchibe, and Doya 2019). For any entropy-regularized policies \( \pi_k \) and \( \pi_{k+1} \) generated by value functions Eq. (7), the following bound holds for their maximum KL divergence:
\[
\max_s D_{KL}(\pi_{k+1}(s)|\pi_k(s)) \leq 4B_k + 2C_k,
\]
where \(B_K = \frac{1 - \gamma^K}{1 - \gamma}C_K = \beta r_{max} \sum_{k=0}^{K-1} \alpha^k\gamma^{K-k-1}, \)

where \(K, k, \alpha, \beta, \gamma\) are any positive integers, \(\epsilon\) is the uniform upper bound of error.

**Proof.** See appendix C.3 of (Kozuno, Uchibe, and Doya 2019).

Since the reward is bounded in \([-1, 1]\), \(r_{max}\) can be conveniently dropped. Also for simplicity, in this paper we assume there is no update error, i.e., \(B_K = 0\). However, it is straightforward to extend to cases where errors present. Intuitively, Lemma 3 ensures that an updated entropy-regularized policy will not deviate much from the previous policy.

**Entropy-regularization Aware Lower Bound on Policy Improvement in Entropy-regularized MDPs**

Our aim is to ensure monotonic policy improvement given policy \(\pi_k\) at any iteration \(k\). Following (Kakade and Langford 2002; Pirotta et al. 2013), we propose to construct a new monotonically improving policy as:

\[
\tilde{\pi}_{k+1} = \zeta \pi_{k+1} + (1 - \zeta) \pi_k.
\]

It is now clear by comparing Eq. 5 with Eq. 9 our proposal takes \(\tilde{\pi}, \tilde{\pi}, \pi\) as \(\tilde{\pi}_{k+1}, \pi_{k+1}, \pi_k\), respectively. It is worth noting that \(\pi_{k+1}\) is the updated policy that has not been accepted for deployment.

Intuitively, the agent collects samples and updates the policy to \(\pi_{k+1}\). However, instead of directly deploying this policy, we interoperate it with \(\pi_k\) by \(\zeta\) to obtain \(\tilde{\pi}_{k+1}\). As is shown in Theorem 4, \(\tilde{\pi}_{k+1}\) is optimal in the sense of providing largest improvement among the linear class of policies spanned by \(\pi_{k+1}\) and \(\pi_k\), in contrast to the point-wise comparison in Eq. 4.

**Theorem 4.** Provided that [1] partial update Eq. 9 is adopted; [2] \(A_{\pi_k, d}^\pi \geq 0\) and [3] \(\zeta\) is chosen properly, then any entropy-regularized policies generated by Eq. 7 guarantees the following improvement that depends only on \(\alpha, \beta, \gamma\) and \(A_{\pi_k, d}^\pi\) after any policy update:

\[
\Delta J_{\pi_k, d}^\pi \geq \left(1 - \gamma\right)^3 (A_{\pi_k, d}^\pi)^2 / 16\gamma C_K,
\]
with \(\zeta = \min(1, \zeta^*),\)
where \(\zeta^* = \left(1 - \gamma\right)^3 A_{\pi_k, d}^\pi / 2\gamma C_K,\)
\(C_K = \beta \sum_{k=0}^{K-1} \alpha^k\gamma^{K-k-1}.\)

**Algorithm for Ensuring Monotonic Improvement**

We now detail the structure of our proposed algorithm based on Theorem 4. Specifically, value update, policy update and stationary distribution estimation are introduced, followed by a short discussion on update rejection.

**Value Update** In order to estimate \(A_{\pi_k, d}^\tilde{\pi} \) in Theorem 4, both \(A_{\pi_k, d}^\pi \) and \(d_{\pi_k, d}^\pi \) need to be estimated from samples. Since \(A_{\pi_k, d}^\pi(s) = \sum_s \pi_k(a|s)(Q_{\pi_k}(s, a) - V_{\pi_k}(s))\), one needs an explicit form of \(\pi_k(a|s)\). This step is general and may vary according to the algorithm used. For Mellowmax or Boltzmann policy, \(\pi_k(a|s) \sim \exp(\beta Q_{\pi_k}(s, a))\) (Asadi and Littman 2017; Kozuno, Uchibe, and Doya 2019), we can first update the value functions using the empirical Bellman operator \(B_{\pi}:\)

\[
Q_{\pi_k}(s, a) := B_{\pi}Q_{\pi_k} := r_{sa} + \gamma \sum_a \pi_k(a|s)Q_{\pi_k}(s, a),
\]

then evaluate the policy on the updated value function.

**Policy Update** The updated policy \(\pi_{k+1}\) cannot be directly deployed since it has not been verified to improve upon \(\pi_k\). We interpolate between \(\pi_{k+1}\) and \(\pi_k\) with coefficient \(\zeta\) such that the resultant policy \(\tilde{\pi}_{k+1}\) in Eq. 9 achieves highest improvement \(\Delta J_{\pi_{k+1}, d}^\pi\) within the policy class spanned by \(\pi_{k+1}\) and \(\pi_k\).

Here, \(\zeta\) is optimally tuned and dynamically changing in each step. It reflects the conservativeness against policy oscillation, i.e., how much we trust the updated policy \(\pi_{k+1}\). Generally, at the early stage of learning, \(\zeta\) should be close to 0 in order to explore conservatively.

**Estimating Stationary Distributions** In practice, \(d_{\pi_{k+1}}(s)\) in \(A_{\pi_k, d}^\pi\) of Eq. (10) is unwieldy as we have not deployed \(\pi_{k+1}\). Motivated by (Kakade and Langford 2002; Schulman et al. 2015), we approximate Eq. 4 using

\[
\Delta J_{\pi_k, d}^\pi \approx \Delta J_{\tilde{\pi}_{k+1}, d}^\pi := \sum_s d_{\pi_{k+1}}(s) \sum_a \tilde{\pi}_{k+1}(a|s)A_{\pi_k}(s),
\]

where now stationary distribution \(d_{\pi_{k+1}}\) is induced by \(\pi_{k+1}\) instead of \(\pi_{k+1}^\pi\) in \(d_{\pi_{k+1}}\). If \(\pi\) is a differentiable function

\[
\Delta J_{\pi_k, d}^\pi \approx \Delta J_{\tilde{\pi}_{k+1}, d}^\pi := \sum_s d_{\pi_{k+1}}(s) \sum_a \tilde{\pi}_{k+1}(a|s)A_{\pi_k}(s),
\]

where now stationary distribution \(d_{\pi_{k+1}}\) is induced by \(\pi_{k+1}\) instead of \(\pi_{k+1}^\pi\) in \(d_{\pi_{k+1}}\). If \(\pi\) is a differentiable function.
parametrized by \( \theta \), then according to \( \\text{(Kakade and Langford 2002, Schulman et al. 2015)} \), \( \Delta J_{\pi_k,d}^\delta \) and \( \Delta J_{\pi_k,d}^\sharp \) have the same first-order terms.

Entropy-regularized policies further justify this approximation by allowing us to bound the maximum improvement loss \( |\Delta J_{\pi_k,d}^\sharp - \Delta J_{\pi_k,d}^\delta| \) even without assuming \( \pi \) is differentiable. We first prove the following novel result:

**Lemma 5.** For any entropy-regularized policies \( \tilde{\pi}_{k+1} \) generated by Eq. \((9)\) and \( \pi_{k+1}, \pi_k \) by Eq. \((7)\), the following holds:

\[
\|d_{\pi_{k+1}} - d_{\pi_k} \|_1 \leq \frac{2\gamma}{(1 - \gamma)^2} \sqrt{C_K}.
\]

**Proof.** See the proof of Lemma 5 in Appendix.

Equipped with Lemma 5, we provide the following bound on the improvement loss induced by employing approximation Eq. \((12)\):

**Theorem 6.** Employing approximation Eq. \((12)\) for entropy-regularized policies can cause the improvement loss \( L_{b,d}^{a,d'} \) of at most:

\[
|L_{b,d}^{a,d'}| := |\Delta J_{\pi_k,d}^\sharp - \Delta J_{\pi_k,d}^\delta| \leq (1 - \gamma) \|A_b^\delta\|_1^2,
\]

where \( \tilde{\pi}_{k+1} \) is denoted as \( a \) and \( \pi_k \) as \( b \).

**Proof.** See the proof of Theorem 6 in Appendix.

**Remark.** In practice \( \gamma \) is typically set to a large value, e.g. \( \gamma = 0.95 \), then improvement loss \( L_{b,d}^{a,d'} = 0.05\|A_b^\delta\|_1^2 \). When we bound the reward \( r_{\text{max}} = 1 \), it is often true that \( \|A_b^\delta\|_1 \leq 1 \). Hence for entropy-regularized algorithms, changing the stationary distribution following Eq. \((12)\) can cause only small improvement loss.

**Update Rejection** We discuss the optional rejection mechanism when \( A_{\pi_{k,d}}^{\pi_k} < 0 \). When the computations are exact, greedy policy improvement always guarantees that \( A_{\pi_{k,d}}^{\pi_k} \geq 0 \) \( \text{(Pirotta et al. 2013)} \). On the other hand, in value-based RL, inevitable sampling error and approximation might corrupt this guarantee. Thus, we propose to reject the current \( \pi_{k+1} \) and recollect samples for update by perturbing the policy \( \pi_k \) a little.

**Summary on the Algorithm** Our proposed algorithm, Entropy-regularized Value-based RL with Monotonic Improvement is summarized in Alg. \(1\). Line 1 executes the initialization. Line 2 begins the main learning loop and lines 3 to 6 collect an episode of samples by interacting with the environment. Line 7 updates the value functions in-place using the sample pool \( D_{0:k} \), and the updated value functions are then exploited in line 8 to update the policy \( \pi_{k+1} \). Lines 9 to 11 estimate \( d_{\pi_k} \) and \( A_{\pi_k}^{\pi_k} \). Line 12 computes the expected policy advantage. Line 14 produces \( \tilde{\pi}_{k+1} \) based on the condition \( A_{\pi_k,d}^{\pi_k} \geq 0 \). Line 15 corresponds to the optional rejection mechanism. If the updated policy \( \tilde{\pi}_{k+1} \) is rejected, the learning is rolled back for recollecting samples and re-evaluating the policy.

**Algorithm 1:** Entropy-regularized Value-based Reinforcement Learning with Monotonic Improvement

| Input: \( \gamma, \alpha, \beta, T, K, \pi_0 \) |
| Output: learned policy \( \hat{\pi}^* \) |

1. \( \zeta_0, Q_{\pi_0}, A_{\pi_0} = 0 \)
2. for \( k = 0, 1, \ldots, K \) do
3.   for \( \ell = 1, \ldots, T \) do
4.     \( s_{t+1}, r_{t+1} = \text{InteractAndObserve}(a_k) \)
5.     \( D_{0:k} = \text{Collect}(s_t, a_k, r_t, s_{t+1}, r_{t+1}) \)
6.   end
7.   \( Q_{\pi_k+1}, A_{\pi_k+1} = \text{ValueUpdate}(D_{2:k}, Q_{\pi_k}, A_{\pi_k}) \)
8.   \( \pi_{k+1} = \text{PolicyUpdate}(D_{0:k}, Q_{\pi_k+1}) \)
9. for every \( s \) do
10.   \( d_{\pi_k}(s), A_{\pi_k}^{\pi_k}(s) = \text{PolicyAdvantage}(A_{\pi_k}, \pi_k, \pi_{k+1}) \)
11. end
12. \( A_{\pi_{k+1}} = \sum_s d_{\pi_k}(s)A_{\pi_k}^{\pi_k}(s) \)
13. if \( A_{\pi_{k,d}}^{\pi_k} \geq 0 \) then
14.   \( \tilde{\pi}_{k+1} = \text{Interpolate}(\zeta, \pi_{k+1}, \pi_k) \)
15. else
16.   optional rejection
17.   \( \text{RejectUpdate}() \)
18. end
19. end

**Experimental Results**

The proposed algorithm can be applied to a variety of entropy-regularized algorithms. In this section, we utilize conservative value iteration (CVI) in \( \text{(Kozuno, Uchibe, and Doya 2019)} \) for experiments. In our implementation, for the \( k+1 \)-th update, the baseline policy \( \bar{\pi} \) in Eq. \((7)\) is \( \pi_k \). We abbreviate the proposed algorithm based on CVI as \textit{monotonically improving CVI} (MI-CVI), and compare it also with \textit{safe policy iteration CVI} (SPI-CVI) \( \text{(Pirotta et al. 2013)} \) from Lemma 2. In small state spaces, SPI-CVI performance should upper-bound that of MI-CVI, while for larger spaces, this guarantee might fail due to inaccurate estimates resulting from insufficient samples. All three algorithms are examined in both discrete and continuous state spaces.

**Gridworld with danger states**

For discrete state space task, a stochastic 2-D gridworld problem with negative reward regions is solved using both CVI and MI-CVI.

**Experimental Setting** The agent in the gridworld shown in Fig. \(1a\) starts from a fixed position and can move to any of its neighboring states with success probability \( p \), or to a random different direction w.p. \( 1 - p \). Its objective is to travel to a fixed destination and receive a \(+1\) reward upon arrival. Stepping into red rectangles incurs a cost of \(-1\). Every step costs \(-0.1\) to encourage reaching the goal quickly. We maintain tables for value functions to inspect the case when there
is no approximation error. Parameters are tuned to yield empirically best performance. For testing the sample efficiency, every iteration terminates after 20 steps or upon reaching the goal, and only 30 iterations are allowed for training. For statistical significance the results are averaged over 100 independent trials.

**Results** Fig. (1b) shows the performance of SPI-CVI, MI-CVI and CVI, respectively. Black, blue and red lines indicate their respective cumulative reward (y-axis) along the number of iterations (x-axis). Shaded area shows ±1 standard deviation. CVI learns policies that hit red rectangles more often and results in delayed convergence compared to the case with MI-CVI.

Fig. (1c) compares the average policy improvement oscillation value defined as:

\[
\forall k, \text{ such that } R_{k+1} - R_k < 0, \quad ||OJ||_\infty = \max_k |R_{k+1} - R_k|,
\]

\[
||OJ||_2 = \left( \sum_k (R_{k+1} - R_k)^2 \right)^{1/2},
\]

(13)

where \(R_{k+1}\) refers to the cumulative reward at \(k+1\)-th iteration. It is worth noting the difference \(R_{k+1} - R_k\) is obtained by \(\bar{\pi}_{k+1}, \bar{\pi}_k\), which is the lower bound of that by \(\overline{\pi}_{k+1}, \pi_k\). Intuitively, \(|OJ|_\infty\) and \(|OJ|_2\) measure maximum and average oscillation in cumulative reward. The stars between MI-CVI and CVI represent statistical significance at level \(p = 0.05\). In this problem the maximization in Eq. (6) is tractable, hence SPI-CVI upper bounds both the cumulative reward and oscillation value of MI-CVI. However, the difference between SPI-CVI and MI-CVI oscillation value is insignificant, suggesting the proposed algorithm is equally effective for small-scale problems as with SPI.

The similar behavior of SPI-CVI and MI-CVI can also be verified in Fig. (1d) which illustrates maximum KL divergence. Both algorithms show an increased divergence during the initial iterations, corresponding to discovery of better policies; and peak at around the middle stage of learning, then steadily decrease to zero, corresponding to convergence. This trend is similar to the \(\Delta J_{\pi_k}^{\alpha_{k+1}}\). The figures suggest that MI-CVI is capable of tightly approximating SPI-CVI behavior but with a much simplified computational procedure. In larger state spaces, the simplification is crucial as the proposed algorithm does not require estimating Eq. (6) accurately, which requires samples grow exponentially with dimensionality, as seen in the next example.

**Pendulum Swing-up**

In this section we examine all CVI-based algorithms on simulated pendulum swing-up, a classical control problem with continuous state space. Since direct implementation of SPI is not tractable, sampling-based SPI is employed. However, insufficient samples often lead to poor estimation of \(\delta, \Delta\) and subsequently poor performance of SPI. One might instead wonder whether the relaxed version of Lemma 2 can be used, i.e., by using \(\delta \Delta A_{\pi}^2 \leq \frac{4}{1+\gamma}\) (Pirotta et al. 2013). We hence refer to the previously denoted SPI-CVI as E-SPI-CVI (exact) and the new tractable version as A-SPI-CVI (approximate) and compare them with MI-CVI.

**Experimental Setting** A pendulum of length 1.5 meters has a ball of mass 1 kg at its end located at the fixed initial state \([0, -\pi]\). The pendulum attempts to reach the goal \([0, \pi]\) and stay there as long as possible. The state space is two-dimensional \(s = [\theta, \dot{\theta}]\), where \(\theta\) denotes the vertical angle and \(\dot{\theta}\) angular velocity. Action is one-dimensional \([-2, 0, 2]\) applied to the pendulum. The reward is defined to be negative quadratic in both the angle to the goal and angular velocity:

\[
R = -\frac{1}{2} (a\theta^2 - b\dot{\theta}^2),
\]

where \(\frac{1}{2}\) normalizes the rewards and large \(b\) penalizes high angular velocity. We set \(z = 10, a = 1, b = 0.01\).

Since the state space is continuous, function approximation has to be employed. We adopt linear function approximation (LFA) to approximate the Q-function by \(Q(s, a) = \phi(s, a)^T \theta\), where \(\phi(x) = [\varphi_1(x), \ldots, \varphi_M(x)]^T, x = [s, a]^T, \varphi(x)\) is basis function and \(\theta\) corresponds to the weight vector. One typical choice of basis function is the radial basis
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Figure 2: Comparison of SPI-CVI, MI-CVI and CVI on the pendulum swing-up task. In (2a) black, blue and red lines show the mean cumulative reward of SPI-CVI, MI-CVI and CVI, respectively. (2b) illustrates policy oscillation value defined in Eq. (13). (2c) shows the guaranteed improvement \( \Delta J_{\pi_k,d}^{\pi_k,d} \) of MI-CVI, approximate SPI-CVI (A SPI-CVI) and exact SPI-CVI (E SPI-CVI). (2d) compares the values of \( \zeta \) of MI-CVI and two versions of SPI-CVI.
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Proof of Lemma 2

The proof was originally given by Pirotta et al. (Pirotta et al. 2013). For the ease of understanding Theorem 4 we rephrase it here. We also show that the role of $\zeta$ and $(1 - \zeta)$ in Eq. (5) can be exchanged by solving a similar problem.

From Theorem 3.5 of (Pirotta et al. 2013) we have:

$$\Delta J_{\pi, d} \geq A_{\pi, d} - \frac{\gamma \Delta A_{\pi}}{2(1 - \gamma)^2} \max_{a \in A} \left| \left( \pi'(a|s) - \pi(a|s) \right) \right|.$$  

(14)

Substituting in $\pi' = \zeta \pi + (1 - \zeta)$ one has:

$$A_{\pi, d} = \sum_s d'(s) \sum_a \pi'(a|s) A_{\pi}(s, a)$$

$$= \sum_s d'(s) \sum_a (\zeta \pi(a|s) + (1 - \zeta) \pi(a|s)) A_{\pi}(s, a)$$

$$= \zeta \sum_s d'(s) \sum_a \pi(a|s) A_{\pi}(s, a) = \zeta A_{\pi, d},$$

$$\Delta A_{\pi} = \max_{s, s'} |A_{\pi}(s) - A_{\pi}(s')|$$

$$= \max_{s, s'} |\zeta \pi(s) - \zeta \pi(s')|,$$

$$\delta = \max_s \left| \sum_{a \in A} (\pi'(a|s) - \pi(a|s)) \right|,$$

$$= \max_s \left| \sum_{a \in A} (\zeta \pi(a|s) - \zeta \pi(a|s)) \right|.$$  

(15)

Hence Eq. (14) is transformed into:

$$\Delta J_{\pi, d} \geq \zeta A_{\pi, d} - \frac{\gamma \Delta A_{\pi}}{2(1 - \gamma)^2} \max_{a \in A} \left| \left( \pi'(a|s) - \pi(a|s) \right) \right|,$$  

(16)

the right hand side is a quadratic function in $\zeta$ and has its maximum at

$$\zeta^* = \frac{(1 - \gamma)^2 A_{\pi, d}}{\gamma \Delta A_{\pi} \max_s \left| \sum_{a \in A} (\pi(a|s) - \pi(a|s)) \right|}. $$

(17)

By substituting $\zeta^*$ back to Eq. (16) we obtain that

$$\Delta J_{\pi, d} \geq \frac{((1 - \gamma)^2 A_{\pi, d})^2}{2\gamma \Delta A_{\pi}^2}.$$  

(18)

In the case that $\zeta^* > 1$, we clip it using $\min(1, \zeta^*)$.

Note that if we exchange the roles of $\zeta$ and $(1 - \zeta)$, the coefficients in Eq. (15) should be $(1 - \zeta)$. Eq. (16) would become a quadratic function in $(1 - \zeta)$, hence the r.h.s. of Eq. (18) would be the maximum of $(1 - \zeta^*)$. This concludes the proof.

Proof of Theorem 4

Proof. We prove Theorem 4 by loosening $\delta$ and $\Delta A_{\pi}^p$ of Eq. (9):

$$\Delta A_{\pi}^p = \max_{s, s'} |A_{\pi}(s) - A_{\pi}(s')|$$

$$\leq 2 \max_s |A_{\pi}(s)| = 2 \max_s \left| \sum_a \pi(a|s)(Q_\pi(s, a) - V_\pi(s)) \right|$$

$$= 2 \max_s \left| \sum_a (\pi(a|s)Q_\pi(s, a) - \pi(a|s)Q_\pi(s, a)) \right|$$

$$\leq 2 \max_s \left| \sum_a (\pi(a|s) - \pi(a|s))Q_\pi(s, a) \right|$$

$$\leq 2 \max_s \left| \sum_a (\pi(a|s) - \pi(a|s)) \right|$$

$$\leq 2 \max_s \left| \sum_a (\pi(a|s) - \pi(a|s)) \right|$$

$$\leq 2 \sqrt{2} \max_s \sqrt{D_{KL}(\pi(s)||\pi)} V_{\max},$$  

(19)

where the second inequality makes use of the triangle inequality:

$$\delta \leq \max_s \left| \sum_a (\pi(a|s) - \pi(a|s)) \right|,$$  

(20)

and the third inequality makes use of Holder’s inequality $1/p + 1/q = 1$, with $p$ set to 1 and $q$ set to $\infty$. The last inequality is because of Pinsker’s inequality:

$$\max_s \left| \sum_a (\pi(a|s) - \pi(a|s)) \right| \leq \max_s \sqrt{2D_{KL}(\pi(s)||\pi)} \leq \sqrt{2D_{KL}(\pi(s)||\pi)}.$$

(21)

and the fact that $|Q_\pi| \leq V_{\max} = 1/\gamma$. By using the triangle inequality Eq. (20) and Pinsker’s inequality Eq. (21) we have:

$$\Delta J_{\pi, d} \geq \frac{((1 - \gamma)^2 A_{\pi, d})^2}{2\gamma \Delta A_{\pi}^2} \geq \frac{((1 - \gamma)^2 A_{\pi, d})^2}{8\gamma V_{\max}}, \delta = \max_s \left| \sum_a (\pi(a|s) - \pi(a|s)) \right|,$$

$$\Delta A_{\pi}^p = \max_{s, s'} |A_{\pi}(s) - A_{\pi}(s')|,$$

$$\eta = \max_s \sqrt{D_{KL}(\pi(s)||\pi)} \leq \sqrt{2D_{KL}(\pi(s)||\pi)}.$$

By noting that the bound of Eq. (22) can be loosened using Eq. (8), we obtain our pratical algorithm depending only on the tunable parameters $\alpha, \beta$ and $\gamma$:

$$\eta \leq 2\beta \sum_{k=0}^{K-1} \alpha^k \gamma^{K-1},$$

$$\Delta J_{\pi, d} \geq \frac{((1 - \gamma)^2 A_{\pi, d})^2}{2\gamma \Delta A_{\pi}^2} \geq \frac{(1 - \gamma)^2 (A_{\pi, d})^2}{16\gamma C_K},$$

(23)

They way of choosing $\zeta$ follows the proof in Lemma 2. □
**Proof of Lemma 5**

**Proof.** For generality, we assume there is a initial state distribution $d_0$. For uncluttered notations, transition probability and policy are written in the matrix-vector form:

$$d_{k+1}^T = d_k^T + \gamma d_{k+1}^T T \pi_{k+1},$$

where $d \in \mathbb{R}^{|S|}$ is a vector, $T \in \mathbb{R}^{|S| \times |S|}$, $\pi \in \mathbb{R}^{|S| \times |A|}$ are all stochastic matrices.

By noting that

$$\|d_k - d_k\|_1 = \|(d_k^T - d_k^T)\|_{1,\infty} = \gamma \|d_{k+1}^T (T^\alpha - T^\beta)\|_{1,\infty}$$

we can operate on the transpose of $d_{k+1}^T - d_k^T$. For uncluttered notations, we denote $\pi_{k+1}$ as $\alpha$ and $\pi_k$ as $\beta$:

$$\|d^\alpha - d^\beta\| = \gamma \|d^\beta (T^\alpha - T^\beta)\|_{1,\infty} = \gamma \|d^\beta (T^\alpha - T^\beta)\|_{1,\infty}$$

Hence we see that

$$\|d^\alpha - d^\beta\| = \gamma \|d^\beta (T^\alpha - T^\beta)\|_{1,\infty}$$

**Proof of Theorem 6**

**Proof.** Starting from the definition, we have:

$$\|L_{\beta,\alpha} - d^\alpha\| = \|(d^\alpha - d^\beta) A^\beta\|$$

$$\leq \|(d^\alpha - d^\beta)\|_{1,\infty} A^\alpha_{\beta,1}$$

$$\leq \frac{2 \gamma}{(1 - \gamma)^2} C_K A^\alpha_{\beta,1}$$

where the first inequality leverages Hlder’s inequality and the second inequality makes use of Lemma 2. The last inequality follows from substituting in $\zeta = \frac{(1-\gamma)^2 A^\alpha_{\beta,1}}{\gamma C_K}$.